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Abstract
Recent experiments revealed the non-Markovian character of the escape dynamics in many
physical, chemical and biological systems on time scales prior to relaxation. The escape rates
in the non-Markovian case are time-dependent and the escape times are dictated by the initial
conditions. Complex, multipeak distributions of the first passage time are characteristic for
the non-Markovian case. The non-Markovian first passage time problem cannot be reduced
to Kramers’ rate description and requires a more detailed, time-dependent approach. In this
thesis we investigate various aspects of the non-Markovian first passage time problem and in
particular its application to the dynamics of neurons.
Analytical, numerical and experimental methods are jointly used in this work to provide
a deeper insight into the many facets of the non-Markovian first passage time problem. On
the one hand, the analytical treatment allows for a closer inspection and comprehension
of the complex multipeak distributions. On the other hand, comparison of the analytical
and numerical predictions with experimental data uncovers the mechanisms underlying the
experimentally observed phenomena and stimulates the development of more complete neuron
models.
We elaborate an analytical approach to the non-Markovian first passage time problem,
which is based on the theory of level-crossings, and obtain several analytical approximations
for the first passage time density of a random process with differentiable trajectories. Based
on an exact expression for the first passage time density in form of an infinite series of
integrals over the joint densities of level-crossings, the approximations are derived either by
truncations (direct truncations and Padé approximants) or by correlations decoupling (Hertz
and Stratonovich approximations). We compare the quality of these approximations and
ascertain their regions of validity. Our approximations are applicable and provide accurate
results for different types of dynamics, ranging from almost Markovian to strongly non-
Markovian cases.
These analytical approximations in combination with numerical methods are applied to
investigate the spike patterns observed in resonant and nonresonant neurons. In particular, we
focus on spontaneous (driven by intrinsic noise) spike patterns obtained in stellate (resonant)
and pyramidal (nonresonant) cells in the entorhinal cortex in rat. These two types of neurons
exhibit striking different spike patterns attributed to the differences in their subthreshold dy-
namics. We use the phenomenological resonate-and-fire model, which can capture both types
of subthreshold dynamics and is still analytically tractable. By applying the Stratonovich
approximation, we show that the resonate-and-fire model with experimentally estimated pa-
rameter values can quantitatively reproduce the interspike interval distributions measured in
resonant as well as in nonresonant cells. We also found negative interspike interval correla-
tions in both types of neurons. To capture these negative correlations, we introduce a novel
nonrenewal threshold mechanism in the resonate-and-fire model. The nonrenewal model can
quantitatively reproduce both: the striking differences in the interspike interval distributions
as well as similar correlations observed experimentally in stellate and in pyramidal cells.

Zusammenfassung
Der Charakter der Schwellwertdynamik (engl. escape dynamics) vieler physikalischer, chemi-
scher und biologischer Systeme hat sich in neueren Experimenten als im wesentlichen nicht
Markowsch herausgestellt. In diesem Fall sind die Übergangsraten (engl. escape rates) von
der Zeit und den Anfangsbedingungen abhängig und es stellen sich komplexe Wahrschein-
lichkeitsverteilungen für die erste Durchgangszeit (engl. first passage time) ein. Aufgrund
der Zeitabhängigkeit lässt sich das nicht Markowsche Schwellwertproblem nicht mit Kra-
mers Ratentheorie beschreiben und erfordert die Entwicklung eines Ansatzes mit expliziter
Zeitabhängigkeit für die Übergangsraten. In dieser Arbeit werden verschiedene Aspekte nicht
Markowscher Schwellwertprobleme und deren Anwendung bei der Beschreibung der Dynamik
von Neuronen untersucht.
Durch die Anwendung analytischer, numerischer und experimenteller Methoden konnten
wir einen detaillierten Einblick in den Bereich nicht Markowscher Schwellwertdynamik erhal-
ten. Einerseits erlaubt uns der analytische Zugang eine nähere Untersuchung und ein besseres
Verständnis der Wahrscheinlichkeitsverteilung der ersten Durchgangszeit. Andererseits hilft
uns der Vergleich von analytischen als auch numerischen Vorhersagen mit experimentellen
Daten, die grundlegenden Mechanismen der Neuronendynamik zu verstehen und die Ent-
wicklung detaillierter Neuronmodelle besser zu motivieren.
In dieser Arbeit entwickeln wir einen analytischen Zugang zu nicht Markowschen Pro-
blemen, dem die Theorie der Schwellwertüberschreitung (engl. level crossings) zu Grunde
liegt. Im Ergebnis erhalten wir mehrere analytische Näherungen für die Wahrscheinlichkeits-
verteilung der ersten Durchgangszeit für Zufallsprozesse mit differenzierbaren Trajektorien.
Ausgangspunkt für die Entwicklung dieser Näherungen ist eine unendliche Reihe von In-
tegralen über die Verbundsdichten der Schwellwertüberschreitungen. Dieser mathematisch
exakte Ausdruck für die Wahrscheinlichkeitsdichte der ersten Durchgangszeit wird durch den
Abbruch der Reihe (endlicher Abbruch der Reihe oder Padénäherung) oder durch die Ent-
kopplung der Korrelationen (Hertz- oder Stratonovichnäherung) genähert. Die Qualität und
der Gültigkeitsbereich der Näherungen werden von uns sorgfältig untersucht. Die abgeleiteten
Näherungen decken dabei den gesamten Bereich zwischen fast Markowschen und stark nicht
Markowschen Problemen ab.
Diese analytischen Näherungen werden in Kombination mit numerischen Methoden ge-
nutzt, um Spikemuster in resonanten und nicht-resonanten Neuronen zu untersuchen. Im
Besonderen haben wir uns dabei für die Entstehung spontaner, durch zellinternes Rauschen
hervorgerufener, Spikemuster in stellaten (resonanten) und pyramidalen (nicht-resonanten)
Zellen des entorhinalen Kortex in Ratten interessiert. Diese zwei Neuronentypen zeigten
deutliche Unterschiede in den Spikemustern, die den jeweiligen Unterschieden in den un-
terschwelligen Dynamiken zuzuordnen sind. Es ist hervorzuheben, dass die Anwendung der
Stratonovichnäherung für den Fall des Resonate-and-Fire Modells, die Interspikeintervalldich-
te resonanter und nicht-resonanter Neuronen wiederzugeben vermag. Des weiteren wurden
negative Korrelationen in den Spikesequenzen für beide Neuronentypen gefunden. Um die-
se negativen Korrelationen angemessen zu beschreiben, haben wir einen nicht erneuerbaren
(engl. nonrenewal) Schwellenmechanismus in das Resonate-and-Fire Modell integriert. Das
so modifizierte Resonate-and-Fire Modell kann die starken Unterschiede in den Interspikein-
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Natural sciences have long been dominated by the study of systems in thermodynamic equilib-
rium. Equilibrium is a stationary state, in which fluxes of all macroscopic quantities vanish
and the values of all state variables are uniquely determined by the condition of detailed
balance. Classical thermodynamics is concerned with infinitely slow reversible transitions
between equilibrium states. The time evolution of macroscopic systems is predetermined by
the second law of thermodynamics, the fundamental principle expressing irreversibility. Any
initially perturbed isolated system will tend to return to the equilibrium state due to intrinsic
irreversible processes.
Most physical systems are not isolated and do not reside in the equilibrium state. In- and
effluxes of energy, entropy and matter are invariably present in the majority of physical sys-
tems due to the exchange with their surroundings. These fluxes represent constraints driving
the system to a state far from the thermodynamic equilibrium. Examples of nonequilibrium
systems are many, but the most intriguing nonequilibrium state might be life itself. Every
living organism and its parts (individual cells or biomolecules) maintain intrinsic irreversible
processes, using the energy influx from their surroundings, and expel thereby produced en-
tropy back to the surroundings. The exploration of general principles underlying phenomena
in living systems became a branch of modern physics, which is concerned with the study of
systems far from the thermodynamic equilibrium.
A striking difference exists in the behavior of linear and nonlinear systems when subjected
to nonequilibrium constraints. The evolution of a linear system is governed by a set of linear
equations for the state variables, whose solutions possess a mathematical simplicity related to
the properties of superposition and scaling. The behavior of a linear system under nonequilib-
rium conditions is predictable and similar to its behavior near the equilibrium state. Favored
by their simplicity, linear equations are frequently used to describe various phenomena. How-
ever, linearity as well as equilibrium states are rather exceptional in our world, and linear
equations reveal their inherent limitations when confronted with the diversity of complex
situations encountered in physics, biology and chemistry.
For nonlinear systems the property of superposition does not hold: a small change in the
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amplitude of a perturbation may evoke a dramatic change in the amplitude of the system’s re-
sponse. Far from thermodynamic equilibrium, nonlinearities give rise to symmetry breaking,
multistability, and feedback loops. These mechanisms lead to diversification of dynamical
behavior and emergence of complexity and lay the foundation for evolution and life (Ebeling
and Feistel, 1994; Waldrop, 1992; Nicolis and Prigogine, 1989; Haken, 1983).
The presence of nonlinearities is especially vital for living organisms, where they are in-
volved in mechanisms underlying cell communication and in particular cell signaling (Alberts
et al., 2002; Keener and Sneyd, 1998). Many cell signals are carried by molecules (hormones
or neurotransmitters) that are released by one cell and bind to the receptors of another cell.
Typically the activation of a receptor triggers a chain of reactions altering the behavior of
several interacting proteins. This so called signal transduction pathway may involve feed-
back loops, signal amplification, and interactions between multiple signals. Complex signal
transduction pathways provide a nonlinear regulatory mechanism controlling the function of
an individual cell and of the entire organism.
Certain cells, for example cardiac cells, neurons and muscles, can communicate by electri-
cal signals using the potential difference across their membranes (Dayan and Abbott, 2001).
The membrane potential is sustained at a nonzero level by the action of ion pumps, which
move the ions in- and outward the cell against their concentration gradients. This active
ion flux maintains the membrane in a far-from-equilibrium state, in which due to nonlinear
feedback mechanisms many cells, including most neurons, exhibit excitability.
Formally, every excitable system possesses a resting, an excited and a refractory state. An
unperturbed excitable system resides in its steady-state (resting state). Perturbations with
a small amplitude lead to a small, almost linear response (subthreshold response), whereas
sufficiently strong perturbations evoke large excursions of the state variables (excited state
or suprathreshold response). After excitation the system returns back to its resting state. It
takes a certain time, called refractory time, before the system recovers and can be excited
again. The whole cycle including excited and refractory states is usually referred to as a
spike. In response to input stimuli spikes can occur repeatedly in an excitable system giving
rise to temporal and spatiotemporal spike patterns.
It is important to understand the spike patterns generated in an excitable system. For
example, in epidemiology spikes correspond to outbreaks of diseases. The comprehension of
the system dynamics leading to a particular spike pattern may help to develop more efficient
vaccination strategies (Viboud et al., 2006). In the nervous system spikes can be reliably
distinguished from the background noise and can travel almost without attenuation over
long distances from one cell to another. By these two reasons spikes are thought to be the
main information unit involved in the neural computation (Koch, 1999; Rieke et al., 1997).
The term “neural computation” refers to the processing of incoming sensory signals and the
control of the motor output performed by the nervous system. The current hypothesis in
computational neuroscience is that neurons encode information by the spike frequency, spike
timing and correlations between spike times on the levels of an individual neuron and assem-
blies of neurons. The neural code still remains far from being deciphered. Understanding of
the spike patterns generated on neural membranes may provide new insights into this topical
problem.
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Two factors jointly shape spike patterns in neurons: the deterministic response properties
of the membrane and noise. The deterministic properties are dictated by the composition
of voltage dependent ion channels in the membrane, namely by the number of channels and
their type. Noise in neurons originates from the random synaptic input, from the stochastic
nature of synaptic transmission and from fluctuations of the membrane conductance. Due to
the invariable action of noise the spike patterns generated by neurons have a strong stochastic
component, and noise cannot be excluded from consideration when studying neuron dynam-
ics. Rather than being a dispensable nuance, noise was shown to be essential for the function
of the nervous system (Traynelis and Jaramillo, 1998; White et al., 2000). Noise can intro-
duce coherence, improve the signal transmission and enhance the synchronization of coupled
excitable units. The idea that noise can play a constructive role in nonlinear dynamical
systems is now widely accepted and supported by a quantitative theory and measurements
(Lindner et al., 2004; Gammaitoni et al., 1998).
This work contains novel results which, we hope, will prove to be useful in statistical
physics as well as in neuroscience. We try to answer two questions:
I. How do stochastic and deterministic properties of neuron dynamics jointly shape the
spike patterns? Stochastic and deterministic influences can hardly be separated in experi-
ments. Therefore we choose to investigate the spike patterns in resonant and nonresonant
neurons. Resonant neurons show a subthreshold resonance with maximal response amplitude
achieved at a finite resonance frequency. The subthreshold response amplitudes in nonres-
onant neurons decay monotonically with the frequency. Based on the fact that the deter-
ministic behavior of these neurons is known to be different, a similar stochastic input should
therefore reveal the influence of the deterministic component alone. By studying the differ-
ences in random spike patterns, we ascertain the impact of the deterministic subthreshold
dynamics on the spiking behavior.
By reducing the neuron output to a sequence of spikes, all details about the subthreshold
dynamics are neglected. In Chapter 3 we examine whether the description in terms of spike
sequences is sufficient in the case of resonant neurons, which exhibit a complex subthreshold
dynamics. Using the FitzHugh-Nagumo model we demonstrate that the whole neuron output
can be reconstructed from the statistics of spike times.
II. What are the mechanisms responsible for the appearance of complex spike patterns in
resonant neurons? Excitable systems generate a spike whenever the state variables reach
their threshold values. The statistics of spike times is therefore related to the statistics
of the corresponding first passage times. We ascertain that the escape mechanism of the
membrane potential over its excitation threshold is Markovian in nonresonant neurons and
non-Markovian in resonant neurons, which explains the differences in spike patterns observed
experimentally. Markovian escape dynamics is characterized by a constant escape rate inde-
pendent of initial conditions and can be treated in terms of Kramers’ rate theory. Chapter 4
reviews the Markovian approach to the first passage time problem and exposes its limitations.
In non-Markovian models the initial conditions dictate the escape times leading to time-
dependent escape rates and complex spike patterns. Kramers’ description is not applicable
to the case of a non-Markovian dynamics. Therefore we devote Chapter 5 to elaborate
appropriate analytical methods to treat the non-Markovian first passage time problem. As
4 1. Introduction
the main theoretical result, we obtain several analytical approximations for the first passage
time probability density in non-Markovian models. Based on the theory of level-crossings,
these approximations can be applied to random processes with differentiable trajectories.
We compare the quality of different approximations and ascertain their regions of validity.
The approximations are mutually complementary in the sense, that in different dynamical
regimes different approximations turn out to be more accurate. The regions of validity of our
approximations cover all types of escape dynamics ranging from almost Markovian to strongly
non-Markovian cases. In Chapter 5 we apply these approximations to a harmonic oscillator
with threshold and reset driven by white or colored Gaussian noise and to the FitzHugh-
Nagumo model, in order to demonstrate the validity of our approximations in linear as well
as in nonlinear systems of arbitrary dimension.
The analytical methods developed in Chapter 5 facilitate the analysis of random spike
patterns in resonant and nonresonant neurons. In Chapters 6 and 7 our analytical approxima-
tions are applied to experimental data. In Chapter 6 we study the changes in spike patterns
of resonant and nonresonant neurons in response to the variation of parameters of the input
signal.
Chapter 7 is devoted to the investigation of spike patterns observed experimentally in stel-
late (resonant) and pyramidal (nonresonant) cells of the entorhinal cortex in rat. The neuron
dynamics is mathematically described in terms of the resonate-and-fire model. This simple
model can capture both – resonant and nonresonant – types of the subthreshold behavior
and extracts the dynamical mechanism shaping the spike patterns. Using experimentally
estimated values for the subthreshold model parameters, we theoretically predict the spike
patterns in stellate and pyramidal cells, which are in excellent agreement with experimental
data. To account for spike-induced correlations, experimentally found in both types of neu-
rons, we introduce a novel nonrenewal spike generation mechanism in the resonate-and-fire
model. This nonrenewal model captures both – the striking differences in the spike patterns
as well as similar correlations in resonant and nonresonant neurons.
This work was inspired by the dynamics of neurons and we frequently appeal to these
example throughout the text. However, the effects of noise in nonlinear systems are rather
general and independent of the system’s nature. Excitability and stochasticity are encoun-
tered in a vast variety of nonlinear physical systems far from equilibrium ranging from lasers
and chemical reactions to climate dynamics and cardiac cells. Besides in resonant neurons,
the non-Markovian escape mechanism is found in thermochemical systems (Nowakowski and
Kawczyński, 2006) as well as in chemical reactions on the femtoseconds time scales (Diau
et al., 1998). We hope that the theoretical results obtained in this work will find an appli-
cation in a broader class of noise driven excitable systems of physical, chemical or biological
nature.
2
Basic facts and concepts
To investigate the non-Markovian first passage time problem and its application to neuron
dynamics, we take advantage of methods developed in the theory of random processes as well
as of concepts developed in neurophysiology. In this chapter both are briefly reviewed. We
do not intend to provide a detailed presentation, since the knowledge accumulated in both
fields is enormously large and cannot be covered in one chapter. The aim is to introduce
the main ideas and models which will be used throughout this work. For a more complete
account the reader is referred to the literature cited in this text.
2.1 Deterministic aspects of neuron dynamics
Neurons are highly nonlinear excitable systems, which inherently include a stochastic com-
ponent in their dynamics. Therefore neurons are a suitable physical system to study noise
driven escape dynamics. Exhaustive accounts on physiological aspects and mathematical de-
scription of neural dynamics can be found in Dayan and Abbott (2001); Koch (1999); Keener
and Sneyd (1998) and Tuckwell (1988).
2.1.1 Neurons
Neurons are particular cells specialized to perform computation: Neurons can receive, process
and transmit information coded by electrical pulses. The membrane of a neural cell is a lipid
bilayer, selectively permeable for ions. The voltage drop across the membrane is nonzero.
The potential inside the cell membrane is usually about -70 mV relative to the potential
outside the cell (which is conventionally defined to be 0 mV). This voltage drop is called
the membrane potential and the cell is said to be polarized. A nonzero membrane potential
is maintained by the action of ion pumps, moving ions across the membrane against their
concentration gradients. The neuron membrane also contains a large number and diversity of
ion channels, allowing ions to flow across the membrane down their electrochemical gradient.
The stationary value of the membrane potential is called the resting potential. The co-acting
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in- and outward ion fluxes result in a complex dynamics of the voltage across the membrane.
These changes in the membrane potential represent electrical signals in neurons.
Neurons differ histologically depending on their location within the brain and their func-
tion in information processing pathways. However, three important morphological special-
izations can be distinguished in most neurons: the dendrites, the soma and the axon.
Dendrites constitute a wide branching tree of links between neurons, which allow a neuron
to receive signals from other cells. Signals are transmitted between cells through specialized
junctions, called synapses, which may be of chemical or electrical nature. A signal arriving at a
chemical synapse triggers the release of a neurotransmitter. The neurotransmitter molecules
diffuse and bind to the receptors on the dendritic spine exciting a postsynaptic potential.
The postsynaptic potential in electrical synapses is caused by the direct electrical coupling
between neurons. Dendritic trees and synaptic connections allow neurons to form associated
circuits and are crucial for the neural computation.
The soma, or the cell body, is the central part of a neuron, where signals arriving through
dendrites are collected and processed. As a result, a response to incoming signals is generated
in the soma and transmitted to other cells along the axon.
The axon is a long projection of a neuron, that conducts electrical signals away from the
soma and is connected by synapses to dendrites of other neurons.
The response of a neuron to an input signal is determined by processes taking place in the
soma. The evolution of the membrane potential is governed by the dynamics of ion channels,
which open and close controlling the ion flow across the membrane. Typically the opening and
closing of ion channels is voltage dependent and the resulting voltage dynamics is therefore
highly nonlinear. Ion channels are selectively permeable for specific ions. The main channel
types are the sodium (Na+), potassium (K+) and calcium (Ca2+) channels. Moreover, ion
channels differ in their dynamics, characterized by the activation time, maximum conductivity
and reversal potential. Therefore the composition of ion channels in the membrane, namely
the number of channels and their types, determines the net current across the membrane and
the type of the voltage dynamics.
To the best of our knowledge, the majority of neurons are excitable. When a neuron is
depolarized sufficiently, such that the voltage exceeds a threshold value, a positive feedback
process is initiated leading to an action potential, also referred to as a spike. An action po-
tential is a rapid swing in the polarity of the voltage from negative to positive and back. The
entire cycle lasts a few milliseconds only, see Fig. 2.1. The peak amplitude of a spike typically
reaches about 100 mV. In a particular neuron spikes have an almost uniform shape, which
can slightly differ from cell to cell. After every spike, the voltage is reset to approximately
the same value, which is typically below the resting potential. This effect is called afterhy-
perpolarization. Few milliseconds after every spike it is impossible to evoke another action
potential even by a very strong stimulation, this period is called the absolute refractory time.
During the next interval lasting for tens of milliseconds, called the relative refractory time,
the initiation of an action potential requires stronger stimulation than otherwise. We refer to
the voltage dynamics below the excitation threshold as the subthreshold voltage dynamics.
Spikes can be transmitted along an axon over long distances almost without attenuation,
therefore a spike is thought to be the main information unit in the brain. Deciphering of
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Figure 2.1: Typical time evolution of the
voltage V (t) across the neuron membrane.
The data were recorded in vitro from a pyra-
midal cell in the entorhinal cortex in rat. The
spikes have an almost uniform shape. After
every spike the voltage is reset to approxi-
mately the same value below the resting po-
tential (afterhyperpolarization).
the neuron code still remains an unsolved problem. Various concepts have been introduced
to explain how information may be encoded in a spike train. The most habitual are the
concepts of rate and temporal coding. The former assumes that information is contained
in the instantaneous firing frequency of a neuron. The latter is based on the precise timing
of every spike. The independent-spike, independent-neuron and correlation codes have been
proposed as well. A recent trend is to suppose, that a neuron combines different coding
strategies depending on the functional situation, e.g. the frequency range of stimulation or
the activity of the surrounding network (Vaadia et al., 1995; Chacron et al., 2001). Many
experiments provide evidence, that neurons can fire spikes with millisecond precision under
specific conditions (Abeles, 2004). This implies importance of spike timing for the neural
code and makes it important to understanding spike patterns generated by neurons.
Though information is believed to be contained in spike trains rather than in subthreshold
voltage evolution, the properties of the subthreshold voltage dynamics strongly influence the
spike generation process. Different types of neurons respond with different spike patterns
to the same stimulation. It is therefore substantial to understand how the subthreshold
properties of a neuron affect the firing patterns.
2.1.2 Subthreshold resonance
Subthreshold resonance is a subthreshold property of the voltage dynamics to respond se-
lectively to incoming signals. The response amplitudes depend on the stimulation frequency
and the maximum response amplitude is achieved at a nonzero resonance frequency. Sub-
threshold resonance is a widespread property found in many neuron types throughout the
entire nervous system: in mesencephalic trigeminal neurons (Wu et al., 2001), dorsal root
ganglion neurons (Amir et al., 1999), neocortical neurons (Hutcheon et al., 1996; Gutfreund
et al., 1995), thalamic neurons (Puil et al., 1994) and in many others.
For small response amplitudes, the voltage dynamics can be treated as linear in good
approximation. Under this assumption, the resonance properties of a cell can be characterized
by a complex impedance function Z(f), which relates the voltage response amplitude V (f)
to the harmonic input current I(f) with the frequency f . Spectra of the input current I(f)
and of the voltage response V (f) are connected by:
V (f) = Z(f)I(f). (2.1)
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Figure 2.2: Measurement of the subthreshold resonance. (a) Input current I(t) sweeping
through many frequencies over time (ZAP input) is injected into the cell. (b) Typical record
of a voltage response V (t) to the ZAP current. (c) Amplitude of the impedance function
|Z|(f) for typical resonant (black) and nonresonant (gray) cells. |Z|(f) decays monotonically
with the frequency in the nonresonant cell, and has a pronounced maximum in the resonant
cell.
In experiments it is impossible to inject consecutively many harmonic signals with different
frequencies into the cell, in order to measure the impedance function. Therefore one usually
applies a ZAP current to the cell, which sweeps through many frequencies over time (Lampl
and Yarom, 1997):







Here T is the duration of the stimulus and f is its maximal frequency. If the stimulus
frequency increases slowly with time, the impedance function can be well approximated by
Eq. (2.1) as the Fourier transform of the measured voltage divided over the Fourier transform
of the injected current.
Figs. 2.2(a) and 2.2(b) show a typical ZAP stimulus and a typical voltage response to
this stimulus, respectively. The amplitude of the impedance function |Z|(f) is illustrated in
Fig. 2.2(c) for a resonant and a nonresonant cells. The impedance function decays mono-
tonically with the frequency in nonresonant cells, whereas in resonant cells it exhibits a well
pronounced maximum at a nonzero frequency, called the resonance frequency.
The subthreshold resonance is closely related to the subthreshold oscillations of the mem-
brane potential (Erchova et al., 2004). In resonant cells, a small depolarization of the mem-
brane evokes oscillations of the membrane potential with a frequency close to the resonance
frequency. Rhythmic subthreshold activity is pronounced in a resonance peak in the voltage
power spectrum and in the oscillating voltage autocorrelation function (Desmaisons et al.,
1999). Since after every spike the membrane potential is reset to an almost constant value
different from the resting potential (afterhyperpolarization), every spike is followed by a sub-
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threshold oscillation with a fixed initial phase. This oscillation modulates the voltage distance
to the excitation threshold and may affect the spike generation process.
Many experimental and theoretical studies reveal, that the subthreshold resonance influ-
ences the suprathreshold spiking response of neurons. The firing rate of a resonant neuron
was found to depend on the stimulus frequency content in a resonant way (Schreiber et al.,
2004). The spike timing in resonant neurons (Desmaisons et al., 1999; Haas and White, 2002;
Verechtchaguina et al., 2004) and the firing rate modulation (Brunel et al., 2003; Richardson
et al., 2003) were also related to the subthreshold resonance.
The long lasting interest in the oscillatory properties of individual neurons and associated
resonance phenomena is explained by the fact, that the rhythmic activity on the single-cell
level is likely to influence and support network oscillations. Synchronized rhythmic activity
in the brain has been related to behavior, memory and perception, as well as to pathologies
as diverse as epilepsy and insomnia (Hughes and Crunelli, 2005; Destexhe and Sejnowski,
2003; McCormick and Contreras, 2001; Steriade, 2000). Neural synchrony was also suggested
to be essential for the neural coding (Singer, 1999).
2.1.3 Neuron models
Mathematical treatment of neuron dynamics requires the construction of appropriate neuron
models. Usually models are designed to reproduce the main features of the voltage dynamics.
If spatial variations of the membrane potential can be neglected, changes in the membrane
potential can be described by a single voltage variable V . Here, we only consider this type
of neuron models, called the single-compartment models.
The neuron membrane is charged: an excess negative charge is located on the inside
surface of the cell membrane, balanced by a positive charge on its outside surface. The
membrane has a capacitance C, and changes in the voltage drop V across the membrane are




= −Iion + I, (2.3)
where Iion is the net current produced by ions flowing across the membrane, and I is an input
current injected into the cell. The membrane capacity is proportional to the surface area of
the cell, and a specific membrane capacity (per unit area) is approximately the same for
all neurons and is independent of the membrane potential. Note, that in neuron models like
Eq. (2.3) the transmembrane current Iion results from the ion fluxes, unlike electrical circuits,
where charge is carried by electrons. Moreover, the ion channel conductance has a gating
nature (a channel is either open or closed), with the consequence that noise in conducting
membranes has different origins than the shot noise in electrical circuits.
The analogy with electrical circuit has proven to be useful in constructing neuron models.
These models can be divided into phenomenological and biophysically substantiated models.
The former include effective membrane parameters, which result from the averaging over
many ion channel types. The latter incorporate separate dynamical equations for different
types of ion channels and are therefore more complex.
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Figure 2.3: Electrical
circuit diagram for the
Hodgkin-Huxley model.
I. Hodgkin-Huxley type models. The most important class of models for the excitable
dynamics of the membrane potential constitute the Hodgkin-Huxley type models. Originally
Hodgkin and Huxley (1952) developed their equations to explain propagation of an electrical
signal along a giant axon of squid. The Hodgkin-Huxley type models have been widely
adopted to a broad variety of excitable cells. Here we present the classical form of the
Hodgkin-Huxley equations.
In many neural cells the principle transmembrane current is carried by sodium (Na+) and
potassium (K+) ions. The contribution of other ionic currents is rather small and can be
summarized in a net leak current. If we denote the corresponding conductances by gNa, gK




= −gNa(V − VNa)− gK(V − VK)− gL(V − VL) + I. (2.4)
Here VNa, VK and VL are the reversal potentials for the sodium, potassium and leak currents,
respectively. These are the equilibrium values of the membrane potential for specific ionic
currents, hence the direction of current flow through the channel switches as the membrane
potential passes through the reversal potential.
The Hodgkin-Huxley model can be represented by the electrical circuit diagram in Fig. 2.3.
It can be extended by including additional conductances and batteries, which account for
additional types of ion channels, into the circuit Fig. 2.3.
The sodium gNa(V ) and potassium gK(V ) conductances are voltage dependent, leading to
a highly nonlinear dynamics in the Hodgkin-Huxley model Eq. (2.4). Full dynamical equa-
tions for the voltage dependent conductances and detailed explanation of the spike excitation
mechanism in the Hodgkin-Huxley model can be found in Keener and Sneyd (1998). The
Hodgkin-Huxley equations account for the main features of the spike generation process. For
appropriate parameter values (Chik et al., 2001) the subthreshold resonance properties can
be captured as well.
II. Phenomenological models. Although the biophysically substantiated models pro-
vide a more detailed and accurate description of the voltage dynamics, their complexity and
extremely large number of involved variables and parameters hamper the mathematical treat-
ment of the model and the appreciation of mechanisms underlying the observed phenomena.
In contrast, simple phenomenological models, though being less precise, often allow for a
comprehension of the basic dynamical mechanisms, which can be general for a broader class
of models. Therefore we use extensively simple phenomenological models in the present work.
These models are introduced in the following paragraphs in order of increasing complexity.
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Figure 2.4: Electrical circuit diagrams for phenomenological neuron models: (a) integrate-
and-fire model, (b) resonate-and-fire model, (c) FitzHugh-Nagumo model.
The integrate-and-fire model (IF) provides the simplest phenomenological description
of the voltage dynamics. The subthreshold voltage evolution in the IF model is based on
two simplifying assumptions. First, the IF model only accounts for an effective conductance
geff, averaged over all types of ion channels. Second, the conductance geff is assumed to be
constant through the entire subthreshold voltage range. Thus, the IF model is a reduction
of the Hodgkin-Huxley model Eq. (2.4). If we introduce geff = gNa + gK + gL and V0 =
(gNaVNa + gKVK + gLVL)/geff, then the IF model can be represented by the circuit diagram in
Fig. 2.4(a). Here C is a constant membrane capacity, R = 1/geff is an effective resistance, and
the battery V0 < 0 accounts for a nonzero resting potential due to the action of ion pumps.
Substitution of these averaged quantities into the Hodgkin-Huxley equation (2.4) yields






(V − V0) + I. (2.5)
Since the resistance R is assumed to be constant (voltage independent), the dynamics given
by Eq. (2.5) is linear and does not exhibit excitable behavior. The excitability in the IF model
is restored by introducing threshold and reset values for the voltage variable V . Whenever
the voltage variable V reaches the threshold value Vb, a spike is generated and the voltage
is reset to a prescribed reset value Vr after a time τr, which mimics the refractory time. We
assume that Vr < V0 < Vb. This simplified excitability mechanism is useful if the biophysical
details of the spike initiation are not substantial for a particular problem.
In the absence of any input signal (I = 0), the voltage in the IF model relaxes to the
resting potential Vf = V0, which is the single fixed point (stable node) of the system Eq. (2.5).
Any subthreshold perturbation decays exponentially to the fixed point with the characteristic
time constant τ = RC. Increase of the input current I > 0 shifts the fixed point towards the
threshold Vf = V0 + IR and at I = (Vb − V0)/R the system bifurcates. For I > (Vb − V0)/R
the system moves on a limit cycle and the IF neuron fires spikes periodically.
The integrate-and-fire model is sufficient to describe many experimental situations and
is favored in theoretical studies due to its simplicity. However, its dynamical repertoire is
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rather restricted. In particular, the IF model does not account for the subthreshold resonance
properties.
The resonate-and-fire model (RaF) is a simple generalization of the IF model, which is
able to reproduce the subthreshold resonance properties of neurons. The RaF model can be
derived by linearization of the Hodgkin-Huxley equations (Mauro et al., 1970; Villacorta and
Panetsos, 2005). The resulting model can be represented by the circuit diagram in Fig. 2.4(b),
which is formally obtained by the addition of a parallel inductive branch to the RC-circuit
of the IF model, Fig. 2.4(a).
By virtue of Kirchhoff’s laws, the dynamics of the voltage V and the current through the










= −ILRL + V − V0.
Here all parameters of the RLC-circuit are assumed to be constant, thus the linear equations
(2.6) only account for the subthreshold voltage dynamics. Excitability is again introduced
into the model by stipulating a constant threshold value Vb and a reset value Vr for the
voltage variable V . In this two-dimensional system, an additional reset condition for the
second variable is required. It can be provided by resetting the voltage derivative to zero
(V̇ = 0) after every spike.
Equations (2.6) can be rewritten as a single second order differential equation for the


























The subthreshold dynamics in the autonomous system (I = 0) is equivalent to a damped
harmonic oscillator with the eigenfrequency ω20 = (1+RL/R)/(LC) and a damping coefficient
γ = 1/(RC) + RL/L. Note, that nonlinearity enters the RaF model through the threshold
and reset conditions.
In the absence of an input current I = 0, the RaF model has a single stable fixed point,
corresponding to the resting potential Vf = V0/(1 + RL/R). The fixed point can be either
a focus (in the underdamped regime if γ < 2ω0) or a node (in the overdamped regime if
γ > 2ω0). A subthreshold perturbation relaxes to the fixed point in oscillatory manner in
the underdamped regime, whereas it decays monotonically in the overdamped regime. In the
underdamped regime the amplitude of the impedance function has a maximum close to the
frequency ω0. Thus the underdamped RaF model accounts for the subthreshold resonance
properties observed in resonant neurons.
Injection of a constant input current I > 0 shifts the fixed point towards the threshold
Vf = (V0 + RLI)/(1 + RL/R). The situation in the overdamped regime is analogous to the
situation in the IF model. For I > (Vb − V0 + VbRL/R) /RL the system moves on a limit cycle
and the RaF neuron generates spikes periodically. It can be shown, that in the underdamped
regime a limit cycle exists if Vf > [Vb − Vr exp (−γπ/2Ω)] with Ω =
√
|ω20 − γ2/4|.
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Figure 2.5: Nullclines for
the FN model. (a) Ex-
citable regime. Examples
of trajectories in case of a
suprathreshold (A) and a
subthreshold (B) responses
are shown with black lines.
(b) Oscillatory regime. (c)
Bistable regime.
The FitzHugh-Nagumo model (FN) is a two-dimensional model, which is able to re-
produce excitable, bistable and oscillatory behaviors. The FN model is a reduction of the
Hodgkin-Huxley model to a fast and a slow variables.
The FN model can be represented by the circuit diagram in Fig. 2.4(c), where F (V ) de-
notes the current through the nonlinear resistance. The equations for the dynamical variables








= −ILRL + V − V0.
The function F (V ) is assumed to be cubical.
If we transform to dimensionless time t = τRL/L and dimensionless variables x = V/V0
and y = (IL− I)R/V0, where R is chosen to be the input resistance of the nonlinear element
R = 1/F ′(0), then the equations (2.8) simplify to:
εẋ = f(x)− y, (2.9)
ẏ = γx− y + b.
The new dimensionless parameters are
ε = CRRL
L
, γ = R
RL





The function f(x) is defined as f(x) = −RF (V0x)/V0 and is also cubical. The physical mean-
ing of the parameters of the electrical circuit in Fig. 2.4(c) implies, that the new parameters ε
and γ are positive, while b can be either positive or negative depending on the input current
I. Usually ε is assumed to be a small constant (ε  1, ε  1/γ), hence |ẋ|  |ẏ|. One
therefore refers to x as the fast and to y as the slow variable.
Since the FN model is a two-dimensional system, it is very convenient to consider its
dynamics in the phase plane. Nullclines ẋ = 0 and ẏ = 0 of the FN model are defined by the
equations: y = f(x) (cubic x-nullcline) and y = γx+b (linear y-nullcline). The cubic nullcline
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has two stable branches (left and right) and one unstable branch (middle), see Fig. 2.5. The
intersection point of the nullclines is the fixed point of the FN system. The cubic shape of
the x-nullcline yields three cases: (i) an excitable regime with one stable fixed point in the
system, Fig. 2.5(a), (ii) an oscillatory regime with one unstable fixed point, Fig. 2.5b, and
(iii) a bistable regime with one unstable and two stable fixed points, Fig. 2.5(c).
Let us consider how transitions between these regimes occur when the input current I is
varied. Assume that all other parameters of the circuit in Fig. 2.4(c) are held constant. This
is equivalent to changing the parameter b of the FN model Eq. (2.9) while keeping ε and γ
constant.
For sufficiently large γ, such that γ > max(x1,x2)[f ′(x)] where x1 and x2 are the extremal
points of f(x), there exists a single fixed point in the system for arbitrary values of b. If the
input current I  0 and correspondingly b 0 (see Eq. (2.10)), the fixed point is stable and
is located on the right branch of the x-nullcline (excitable regime). As b increases, the fixed
point moves towards the maximum of the x-nullcline. Near the maximum the fixed point
looses its stability by the Hopf bifurcation, which can be sub- or supercritical depending on
the shape of f(x) and parameter values. Beyond the Hopf bifurcation the unstable fixed point
coexists with a stable limit cycle. This is the oscillatory regime, (Fig. 2.5(b), when spikes
are generated periodically. Further increase of b shifts the unstable fixed point towards the
minimum of the x-nullcline. Near this minimum another Hopf bifurcation occurs (sub- or
supercritical), beyond which the stable fixed point is located on the left branch of the x-
nullcline (excitable regime, Fig. 2.5(a)).
For γ < max(x1,x2)[f ′(x)] there exists a range of b values, where the system possesses three
fixed points. For b 0, a single stable fixed point is located on the right branch of the cubic
nullcline. At the critical value bc1, the y-nullcline becomes tangent to the x-nullcline. This
is the point of a saddle-node bifurcation, beyond which two stable and one unstable fixed
points coexist (bistable regime, Fig. 2.5(c)). A further increase of b shifts the unstable fixed
point towards the maximum of the x-nullcline, until at the critical value bc2 the y-nullcline
becomes tangent to the x-nullcline. At bc2, one stable and the unstable fixed point collide
and disappear in a saddle-node bifurcation. For b > bc2 the only stable fixed point of the
system is located on the left branch of the cubic nullcline (excitable regime).
Changing the input current I forces the electrical circuit in Fig. 2.4(c) to operate either
in an excitable, a bistable or an oscillatory regime. In this work, we apply the FN sys-
tem to model the excitable dynamics of neurons, therefore the excitable regime is the most
interesting regime for our purposes. Let us consider how the system responds to different
initial perturbations in the excitable regime. The stable fixed point is the only attractive
state in this regime, therefore any initial perturbation will relax to the fixed point. However,
depending on the type of the perturbation, the relaxation can occur in two different ways.
Consider initial conditions below the cubic nullcline and apart from the fixed point, for
example take the initial conditions A in Fig. 2.5(a). In this region of the phase plane ẋ > 0,
so the x-variable increases rapidly until it approaches the right branch of the x-nullcline
(where ẋ = 0), while the value of y remains almost unchanged. This part of the trajectory
is marked as “1” in Fig. 2.5(a) and is called the upstroke. Thereafter the trajectory moves
along the stable branch of the x-nullcline (excited state, indicated by 2 in Fig. 2.5(a)). The
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x-nullcline becomes unstable near its maximum, and the trajectory enters the region above
the x-nullcline, where ẋ < 0. Here y changes only slightly, while x rapidly approaches the left
branch of the x-nullcline (refractory state, 3 in Fig. 2.5(a)). The system further relaxes to
the fixed point along the left branch of the cubic nullcline (recovery state, 4 in Fig. 2.5(a)).
Thus for specific initial conditions the system performs a large excursion in the phase plane
before it is approaching the fixed point. Thereby x first rapidly rises to large values and then
returns to the vicinity of the fixed point. This large excursion of the x-variable corresponds
to a spike generated by the neuron. We refer to this kind of response as the suprathreshold
response.
If initial conditions are chosen from another region in the phase plane, the perturbation
will decay to the fixed point without approaching the right branch of the x-nullcline. An
example is shown in Fig. 2.5(a) for the trajectory with initial conditions B. This kind of
response is referred to as the subthreshold response. The separatrix between initial conditions
leading to the sub- and suprathreshold response can be found numerically. Without going
into details, we just mention that the separatrix passes close to the middle branch of the
cubic nullcline. For an exhaustive discussion of this question we refer the reader to FitzHugh
(1961) and Lindner (2002). Note, that the separatrix is a curve in the (x, y) plane rather
than a vertical line at a fixed x value.
In summary, all initial perturbations can be divided into those leading to a subthreshold
and those leading to a suprathreshold response. The FN model can account for the excitabil-
ity in neuron dynamics. For appropriate parameter values the FN model can also capture
subthreshold resonance properties. This will be discussed in Section 3.1.
2.2 Stochasticity in neurons
The idea that the spike timing can be indeed very precise is nowadays widely accepted.
Recent studies reveal, that neurons can reproduce spike patterns with millisecond precision
and provide evidence for the high reliability of the spike initiation process in various parts of
the nervous system (Mainen and Sejnowski, 1995; Abeles, 2004; Shmiel et al., 2005).
On the other hand, noise is a fundamental ingredient to the dynamics of an individual
neuron as well as in ensembles of neurons. In average, a single neuron is connected to as many
as 10’000 other neurons, each firing at a rate of a few spikes per second. Therefore a small
amount of noise in every input spike train produces a severalfold amplified noise in the target
cell. Furthermore, signals are communicated from cell to cell through synapses, which are
essentially noisy due to the random release and stochastic binding of a neurotransmitter. The
dynamics of an individual cell is also intrinsically stochastic, since the opening and closing of
ion channels is essentially random.
Thus noise cannot be excluded from consideration when studying the dynamics of a single
or coupled neurons. In this section we briefly review some mathematical methods to model
different noise sources in neural systems. We also discuss the constructive role, which noise
can play in neural systems to understand how precise firing patterns can emerge in a noisy
environment.
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2.2.1 Mathematical description of random spike trains
Due to multiple noise sources in the brain, firing patterns of neurons are random and must
be described using probabilistic measures. Current theories often assume that only the spike
times are relevant for the neural code, while the parameters of an individual spike (such
as spike duration, amplitude or shape) are irrelevant. The output signal of a neuron can





where ti are the spike arrival times, and N is the number of spikes generated during the time
interval (0, τ). The spike train in Eq. (2.11) constitutes a point process1.
The spike-count rate r and the instantaneous firing rate n1(t) are the most basic statistical
measures for a δ-spike train. The spike-count rate is the firing rate averaged over the duration
















here the brackets denote the ensemble average. Definition (2.13) implies that n1(t)dt is the
probability to obtain a spike within the interval (t, t+dt). Evidently, for a stationary process
with a time-independent firing rate n1(t) = n0 = const, the relation n0 = limτ→∞ r holds.
The probability Ps to obtain a particular spike pattern, such that a spike occurs in each
of p intervals (t1, t1 + dt1), . . . , (tp, tp + dtp), is expressed through the joint density of spike
times np(t1, . . . , tp) as Ps = np(t1, . . . , tp)dt1 . . . dtp. Note, the functions np(t1, . . . , tp) are not
normalized and are essentially joint firing rates rather than probability densities. A spike
generation process is completely determined by the infinite sequence of all joint densities
np(t1, . . . , tp) for p = 1, 2, . . . . Unfortunately, the number of possible spike patterns in a
typical experimental situation is so large, that it is impossible to estimate even roughly
all joint densities np(t1, . . . , tp). At best only a few lower order densities are assessable
experimentally. To predict the higher order densities one usually has to assume a statistical
model underlying the spike generation process, which matches the lower order densities.
Such a statistical model can be a Poisson process, based on statistical independence of all
spikes and stationarity of the spike train. By definition the joint densities of a Poisson process
factorize np(t1, . . . , tp) = n1(t1) . . . n1(tp), and due to stationarity we have np(t1, . . . , tp) = np0.
Thus the measurement of the firing rate completely determines the spike generation process.
Also an inhomogeneous Poisson process with a time-dependent rate n1(t) has proven to be
useful. It is defined as a nonstationary point process with independent events.
Another statistical model can be a renewal process. The instantaneous firing rate n1(t)
is assumed to depend on the time elapsed since the last occurred spike only. Hence, the
1 The methods from the theory of point processes are reviewed in Section 2.3.
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intervals between successive spikes are statistically independent and identically distributed.
A description in terms of interspike intervals (ISI) is suitable for a renewal spike train, which
is completely determined by the probability density function F(T ) of the interspike intervals
T . More generally, if the renewal assumption does not hold, a point process is determined by
the infinite sequence of all joint ISI probability densities F(T1, . . . , Tp) for p = 1, 2, . . . . This
interval specification is equivalent to the description in terms of the densities np(t1, . . . , tp).
The important and experimentally assessable quantities are the mean 〈T 〉 and the variance
〈∆T 2〉 of the interspike interval T :












(ti − ti−1)2 − 〈T 〉2. (2.14)




tF(t)dt, 〈∆T 2〉 =
∫ ∞
0
t2F(t)dt− 〈T 〉2. (2.15)
The relation between the mean ISI and the instantaneous firing rate n1(t) can be obtained:






















where both steps are legitimate in the limit N, t→∞. In the case of a stationary spike train,
relation (2.16) reduces to 〈T 〉 = 1/n0, i.e. the mean ISI equals the reciprocal firing rate.
2.2.2 Modeling noise in neurons
The neuron models discussed in Section 2.1.3 are inherently deterministic. To account for
the stochasticity of neural dynamics we introduce a noise source into these models. In this
section we briefly discuss how noise originating from the synaptic input and from the random
action of ion channels can be modeled.
I. Modeling random synaptic input. Consider a neuron which receives incoming
spikes from other cells at a large number of its synapses, which accumulate to the total
synaptic input current Is. Just as ionic currents could be expressed in terms of corresponding
conductances in Section 2.1.3, the synaptic current can be expressed using the total synaptic




= −Iion + gs(V − Vs), (2.17)
where Vs is the synaptic reversal potential. The total ionic current Iion can be described by
any of the models introduced in Section 2.1.3 or by any other deterministic neuron model.
Fluctuations in the synaptic conductance gs enter Eq. (2.17) as a multiplicative noise term.
However, due to the time scale separation between dynamics of voltage V and conductance
gs, the voltage dependence of the synaptic current can be neglected and the voltage V in
front of gs in Eq. (2.17) can be replaced by its stationary value (see Section 6.2 for details).
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with ḡk denoting the maximal conductance of the k-th synapse. Pk(t) is the open proba-





P jrelPs(t− tj), (2.19)
where tj are the spike arrival times at the k-th synapse. P jrel describes the release of a neu-
rotransmitter in a presynaptic cell and is proportional to the number of released transmitter
molecules. P jrel is a random variable and varies from spike to spike in every synapse. Due
to the synaptic plasticity, P jrel can also depend systematically on time on time scales ranging
from milliseconds to minutes and hours. However, here we neglect any effects of plasticity
and consider synapses to be stationary.
Immediately after release of the transmitter its molecules bind to postsynaptic recep-
tors, rapidly increasing the open probability Ps(t) of ion channels in the postsynaptic cell.
Diffusion, degradation of the transmitter and presynaptic uptake mechanisms contribute to
reduction of the transmitter concentration and cause a decrease of Ps(t). The time course of




s(t− tj)Θ(t− tj). (2.20)
Here Θ(t) is the Heaviside step function. The response function s(t) describes the unitary
time course of Ps(t), and is assumed to be equal for all synapses.
Substitution of Eqs. (2.19) and (2.20) into Eq. (2.18) yields an equation for the evolution




ais(t− ti)Θ(t− ti), (2.21)
where ti are the spike arrival times at any of the cell synapses. ai = ḡkP irel are the random
synaptic amplitudes summarizing the variation of the maximal synaptic conductances within
the ensemble as well as the randomness of the neurotransmitter release.
Let us consider two particular response functions s(t), which are usually used in the
literature (Amemori and Ishii, 2001; Destexhe et al., 2001; Moreno-Bote and Parga, 2004).
First, s(t) = exp(−t/τs) corresponds to an immediate rise of the postsynaptic conductance,
followed by an exponential decrease with a characteristic decay time τs, called the synaptic




gs + ξ(t), (2.22)
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Second, s(t) = [τ1/(τ1 − τ2)] [exp(−t/τ1)− exp(−t/τ2)] describes an exponential rise in the
conductance on the time scale τ2 and a subsequent exponential decay on the time scale τ1
(τ1 > τ2). The corresponding stochastic dynamics of the synaptic conductance is governed
by
ġs = y, (2.24)
ẏ = −Γ y − Ω20 gs + ξ(t).
with Γ = (τ−11 + τ
−1
2 ) and Ω20 = (τ1τ2)−1, and y being an auxiliary variable.
Equation (2.17) together with either of equations (2.22) or (2.24) describe the stochastic
voltage dynamics of a neuron subjected to a random synaptic input. However, the statistical
properties of the random force ξ(t) still remain to be determined. Generally, these properties
depend on the statistics in the input spike train ti and on the distribution of synaptic ampli-
tudes ai. If both are specified, the correlation functions of ξ(t) can be explicitely calculated
using methods from the theory of point processes (Svirskis and Rinzel, 2000).
A simple case, called the diffusion approximation, is frequently used to model a random
synaptic input (Gerstner and Kistler, 2000; Amemori and Ishii, 2001; Richardson, 2004). In
this case, the input spike train is assumed to be an inhomogeneous Poisson process with a
rate n1(t) and the distribution of random amplitudes ai to be a Gaussian with mean A and
variance σ2A. Then ξ(t) is a δ-correlated (white) noise with mean 〈ξ(t)〉 = An1(t) and the
correlation function 〈ξ(t)ξ(t′)〉−〈ξ(t)〉〈ξ(t′)〉 =
√
2D(t)δ(t−t′) where 2D(t) = (A2+σ2A)n1(t)
(Svirskis and Rinzel, 2000). If the higher order correlation functions are small compared to
the first and second order correlation functions, one may consider ξ(t) to obey a Gaussian
probability distribution.
In case of a stationary Poisson input spike train (n1(t) = n0) and a balanced number of
excitatory and inhibitory inputs (A = 0), the random force ξ(t) is a white Gaussian noise
with zero mean and intensity 2D = σ2An0. In this case the random process in Eq. (2.22) is
an Ornstein-Uhlenbeck noise (Uhlenbeck and Ornstein, 1930), and the process in Eq. (2.24)
is a harmonic noise (Schimansky-Geier and Zülicke, 1990).
The random synaptic input can be modeled as an additive colored noise term in Eq. (2.17)
for the voltage dynamics. If spikes independently arrive at a large number of synapses,
fluctuations of the total synaptic conductance can be described either by Ornstein-Uhlenbeck
or by harmonic noise. The firing statistics for a resonate-and-fire neuron driven by colored
noise is treated in Section 5.3.
II. Modeling channel noise. The conductance of ion channels is essentially stochastic.
Every channel resides in one of many possible conformational states and transitions between
these states occur randomly due to thermal fluctuations. Typically only one of all possible
states is conducting, and the number of ion channels populating this state is proportional
to the membrane conductance. The random opening and closing of ion channels leads to
fluctuations of the membrane conductance.
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The opening of a channel is associated with the activation of n subunit gates. In the
conducting state all n subunit gates are activated, otherwise the channel is closed. We
mark the different states of a channel by the number of activated subunit gates 0, 1, . . . n.











The transition rates α and β are generally voltage dependent, and the factors n, n−1, . . . , 1 in
the transition rates correspond to the number of subunit gates available for the corresponding
transition. The rate equations for this kinetic scheme read:
ṗ0 = −nαp0 + βp1,
ṗi = (n− i+ 1)αpi−1 + (i+ 1)βpi+1 − (n− i)αpi − iβpi, i = 1, . . . , n− 1, (2.25)
ṗn = −nβpn + αpn−1.
The population of N ion channels is characterized by the configuration C = (C0, . . . , Cn),
where Ci denotes the number of channels in state i (N = C0 + · · ·+Cn). The instantaneous
contribution of these channels to the membrane conductance equals g = ḡCn, with ḡ being
the conductance of a single channel. The resulting stochastic conductance enters the equation
for the voltage dynamics, for example Eq. (2.4).
In numerical simulations the rate equations (2.25) can be used to track the states of
individual channels. A more efficient and analytically tractable method is to use a Gaussian
approximation of the channel noise (Fox and Lu, 1994). This approximation is based on the
master equation for the probability distribution P (C) of the configuration C. For sufficiently
large N this master equation can be reduced to the Langevin equation for the conductance
dynamics. In Section 6.1 we derive the Langevin dynamics for a population of channels with
only two possible states (open and closed). In Section 6.2 we obtain the resonate-and-fire
model with an additive white noise term Eq. (6.11), which accounts for the intrinsic noise of
ion channels. In rescaled variables the stochastic RaF model reads
ẍ+ γẋ+ ω20x =
√
2Dξ(t), (2.26)
where ξ(t) is a white Gaussian noise of unit intensity (〈ξ(t)〉 = 0, 〈ξ(t)ξ(t′)〉 = δ(t− t′)). This
stochastic version of the RaF model will be used throughout Chapters 5 to 7.
2.2.3 Role of noise in signal processing
Noise is constantly present in neurons, originating from intrinsic conductance fluctuations
and from random synaptic inputs. What influence may noise have on the function of the
nervous system?
A straightforward implication of noise is, that it limits the reliability and the precision of
spike firing in neurons. In the presence of noise, the spike times are not precise, but obey a
probabilistic distribution. On the other hand, noise expands the repertoire of the dynamical
behavior of some neurons. The deterministic neuron models introduced in Section 2.1.3 can
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only reproduce two dynamical behaviors: periodic oscillations when the system moves on
a limit cycle, or a trivial silent state when the system rests in a stable fixed point2. The
random action of noise perturbs deterministic trajectories and moves the system out of the
vicinity of the fixed point. Occasionally the trajectory may reach a region in the phase space,
where nonlinear deterministic mechanisms yield an excitation. These mechanisms can be a
threshold in the IF and RaF models or a positive feedback in the Hodgkin-Huxley and FN
models. After excitation the trajectory returns to the vicinity of the fixed point and may
eventually escape over the excitation threshold again due to the action of noise. Hereby a
random spike sequence is generated in an excitable system subjected to a stochastic force,
similar to that in Fig. 2.1. Thus, the variability of a neuron output is enhanced by the action
of noise.
Recently it has been realized, that noise can play a constructive role in signal processing.
Notorious examples for the ordering role of noise are the effects of coherence and stochastic
resonance (Pikovsky and Kurths, 1997; Gammaitoni et al., 1998; Lindner et al., 2004).
The phenomenon of coherence resonance is related to the occurrence of regular oscilla-
tions in a noise-driven excitable system. An excitable system driven by noise possesses a
noise induced eigenfrequency and exhibits stochastic oscillations on the noise induced limit
cycle. Coherence resonance corresponds to the existence of an optimal (finite) noise inten-
sity, at which the noise induced oscillations are most regular. Coherence resonance was found
experimentally in neural systems (Manjarrez et al., 2002; Gu et al., 2002), in laser diodes
(Giacomelli et al., 2000), and in chemical reactions (Hou and Xin, 1999), as well as in theo-
retical models of excitable systems (for a review see Lindner et al., 2004). The occurrence of
the opposite phenomenon, anticoherence resonance, was also reported (Lacasta et al., 2002;
Lindner et al., 2002).
Noise can also affect the transmission of periodic and aperiodic signals by excitable sys-
tems. Adding noise can be beneficial for the transmission of weak signals by an excitable
system, when the signal alone cannot excite a suprathreshold response. Maximal coherence
between the input and output signal is achieved at a finite level of noise. This effect, referred
to as stochastic resonance, was experimentally observed in neural systems (Levin and Miller,
1996; Collins et al., 1996; Jaramillo and Wiesenfeld, 1998), chemical reactions (Guderian
et al., 1996) and in assemblies of ion channels (Bezrukov and Vodyanoy, 1995). Reviews of
theoretical and experimental studies of stochastic resonance can be found in Gammaitoni
et al. (1998) and Lindner et al. (2004).
New patterns of deterministic activity can arise in neurons due to the action of intrinsic
channel noise (White et al., 2000). Channel noise was suggested to determine the reliability
and the precision of spike timing (Schneidman et al., 1998) and to be essential for the existence
of subthreshold oscillations of the membrane potential (Dorval and White, 2005).
2Chaotic behavior is observed in several neuron models, for example in the Hindmarsh-Rose model (Rose
and Hindmarsh, 1989), which we do not consider in this work.
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2.3 Brief theory of point processes
In the previous sections we have ascertained, that the evolution of the membrane potential in
neurons is a stochastic process and that the times when a neuron fires are random. Therefore
the set of firing times is a set of points placed in random on the time axes.
The set of points which have random positions in a given space is called a point process
(Cox and Isham, 1980) or a system of random points (Stratonovich, 1967). The times, when
nodes of a cluster fail, the centers of gravity of particles in statistical physics, the points of
intersection of a random function with a given curve are all examples of point processes. Point
processes have been intensively studied from several points of view (Cox and Lewis, 1966;
Cox, 1967; Cox and Isham, 1980). In this section we briefly review some aspects relevant to
the subsequent work. We restrict our presentation to the case of identical points randomly
placed on the time axes.
A point process is completely characterized by the infinite sequence of distribution func-
tions (Stratonovich, 1967; van Kampen, 1992):
n1(t1), n2(t2, t1), n3(t3, t2, t1), . . . . (2.27)
These functions determine the probability np(tp, . . . , t1)dtp . . . dt1, that at least one point falls
in every of p non-overlapping intervals (t1, t1 + dt1), . . . , (tp, tp + dtp).
Equivalently, the infinite sequence of cumulant functions
g1(t1), g2(t2, t1), g3(t3, t2, t1), . . . . (2.28)
completely determines a point process. Choose an arbitrary natural number r, and then fix
r arbitrary numbers z1, . . . , zr and r positive times t1, . . . , tr. The cumulant functions are















gp(tα, . . . , tω)zα . . . zω
 .
(2.29)
Explicit relations between cumulant and distribution functions of a point process can be
obtained by differentiating both sides of Eq. (2.29) over all zi and then setting zi = 0, (i =
1, . . . , r), i.e. by applying the operator ∂r/(∂z1 . . . ∂zr)
∣∣
z1=...=zr=0. Doing so sequentially for
r = 1, 2, 3, . . . we obtain:
g1(t1) = n1(t1),
g2(t2, t1) = n2(t2, t1)− n1(t1)n1(t2), (2.30)
g3(t3, t2, t1) = n3(t3, t2, t1)− 3{n1(t1)n2(t3, t2)}s + 2n1(t1)n1(t2)n1(t3), . . . .
Here {. . . }s denotes the operation of symmetrization of the expression in the brackets with
respect to all permutations of its arguments. The coefficients in these forms are the same as
in the relations between the moments and the cumulants of a random variable.
2.3 Brief theory of point processes 23
A very useful tool in the theory of random points is the generating functional LT [v(t)],







on the interval 0 6 t 6 T . Here n is the number of points falling in this interval and
ti are their positions. The class of functions v(t) is rather restricted, but this will not be
discussed here. Explicitely taking the average in Eq. (2.31) we obtain the relation between
the generating functional LT [v(t)] and the distribution functions np(tp, . . . , t1):










np(tp, . . . , t1)v(tp) . . . v(t1)dtp . . . dt1. (2.32)
To obtain an expression for LT [v(t)] in terms of the cumulant functions gp(tp, . . . , t1), we
take advantage of the fact that Eq. (2.29) does not change its form if we choose different times
t1, . . . , tr, different values z1, . . . , zr or change the number r. Thus extending r to infinity,
allowing t to take all possible values between 0 and T , and choosing zi = v(ti), (i = 1, . . ., r),
we get from Eqs. (2.29) and (2.32):










gp(tp, . . . , t1)v(tp) . . . v(t1)dtp . . . dt1
 . (2.33)
To demonstrate the power of the generating functional approach, let us obtain the expres-
sion for the waiting-time density F(T ) of a point process. Assume that the observation began
at t = 0, then F(T )dT is the probability that the first event occurs at time t ∈ (T, T + dT ).
The fact that the first event occurs at t ∈ (T, T + dT ) means, that no events occurred before
t = T . The probability that no events occur at t < T is called the survival probability Φ(T ).
The relation between Φ(T ) and F(T ) is evident (van Kampen, 1992; Risken, 1989):
F(T ) = − d
dT
Φ(T ). (2.34)
From Eq. (2.31) immediately follows Φ(T ) = LT [−1], hence










np(tp, . . . , t1)dtp . . . dt1. (2.35)
In terms of the cumulant functions the survival probability Φ(T ) reads










gp(tp, . . . , t1)dtp . . . dt1
 . (2.36)
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The relation between the waiting-time density F(T ) and the distribution functions np(tp, . . . , t1)











np+1(T, tp, . . . , t1)dtp . . . dt1. (2.37)
These expressions for F(T ) and Φ(T ) will be used in Section 5.1 to obtain the first passage
time densities for various random processes.
The most simple example of a point process is a set of independent random points. The
distribution functions of independent points factorize np(tp, . . . , t1) = n1(tp) . . . n1(t1). Hence,
all cumulant functions vanish gp(tp, . . . , t1) = 0, (p > 2), except for the first g1(t1) = n1(t1).
The set of independent points is completely characterized by n1(t). The probability that a
point falls in the interval (t, t + dt) is independent of positions of other points and equals
n1(t)dt. Thus n1(t) is the probability of an event occurrence per unit time and so is called
the rate. The waiting-time density for a system of independent random points is obtained
from Eq. (2.37):





The system of random points is said to be stationary, if their distribution functions remain
invariant under an arbitrary shift τ of all their arguments:
np(tp, . . . , t1) = np(tp + τ, . . . , t1 + τ). (2.39)
This implies, that n1(t) = n0 does not depend on time. The stationary system of independent
random points has a constant rate n0 and is called a Poisson process. The waiting-time density
for the Poisson process is exponential:
FP (T ) = n0 exp(−n0T ). (2.40)
Consider the random variable Xi, corresponding to the interval between the i-th and the
(i − 1)-th point. Evidently, for a stationary process the moments 〈Xi〉, 〈X2i 〉 and 〈XiXi+j〉
do not depend on i; in particular 〈Xi〉 = 1/n0. We will omit the index i for stationary
processes. For a Poisson process all intervals X are independent and identically distributed
with the density Eq. (2.40). In this case the second moment and the variance of interval X
read 〈X2〉 = 2/n20 and 〈∆X2〉 = 〈X2〉 − 〈X〉2 = 1/n20.
The relative scattering of intervals for a stationary process is characterized by the coeffi-






The Poisson process, for which Cvar = 1, usually serves as a basis for qualitative comparison,
and Cvar is a measure for the deviation of a stationary process from the Poisson case.
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The Poisson process is a special case of a renewal process, defined as having independent
intervals identically distributed with some (not necessary exponential) density. For all renewal
processes, including the Poisson process, ρk = 0 for all k > 0.
We now introduce a random counting variable N(t1, t2), which represents the number of
points falling in the interval (t1, t2). We denote N(0, T ) ≡ N(T ) ≡ N . Let us express the first
two moments of N in terms of the distribution functions. Consider the generating functional












= 〈N2〉 − 〈N〉. (2.43)
Substituting v(t) = z in Eq. (2.32) and then using the relations (2.43) we obtain for the first










It also has proven useful to introduce a measure similar to the coefficient of variation Cvar,
which describes the relative dispersion of the random counting variable N , the Fano factor
F (T ) (Fano, 1947):




Here as usual 〈∆N2〉 = 〈N2〉−〈N〉2. From the relations (2.44) it follows, that for the Poisson
process F (T ) = 1 on all time scales. The Poisson process again serves as a reference. One
speaks about overdispersion if F (T ) > 1 and about underdispersion if F (T ) < 1 (Cox and
Isham, 1980).
Whereas Cvar is a number characterizing the variability of a point process on the time
scale of the order of 〈Xi〉, the Fano factor is a function of T and gives the variability measure
on all time scales. Consider M non-overlapping intervals on the time axes, each of length
T . Let Ni be the number of random points falling in the i-th interval. Then the first two














For sufficiently small T , the probability that more than one point falls in an interval vanishes.
In the limit M → ∞, the number Mn0T of intervals will contain one point, and the rest
will not contain any. This implies, 〈N〉 = n0T , 〈N2〉 = n0T , and F (T ) = 1 − n0T . Thus,
limT→0 F (T ) = 1 and the Fano factor linearly decreases on short time scales. For larger
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T , the probability that more than one point fall into an interval becomes nonzero and the
behavior of F (T ) becomes different from a linear decrease. The time T , when F (T ) starts to
deviate from a linear decrease, gives the minimal interval between two successive points.
The asymptotic value F∞ of the Fano factor is related to the serial correlation coefficients
according to (Cox and Lewis, 1966):
F∞ = lim
T→∞








Here we assumed that the series is convergent. For a renewal process F∞ = C2var.
A point process is completely characterized by its distribution or cumulant functions.
However, in applications one deals with theoretical models, constructed to describe a given
set of experimental data. The distribution and cumulant functions are not suitable for com-
parison of theoretical predictions with experiments, because they constitute an infinite set
of functions which is hardly assessable experimentally. Therefore the coefficient of varia-
tion Cvar, the Fano factor F (T ), the serial correlation coefficients ρk, which can be directly
assessed in experiments, are of especial importance. Their values obtained experimentally
can be compared with theoretical predictions or used as initial information to construct an
appropriate model.
2.4 Multipeak first passage time densities
The times when a neuron fires spikes form a random point process. Suppose that information
about the subthreshold dynamics of a neuron is available. How could it be used to predict
the firing times or calculate the statistical characteristics of the resulting point process? To
answer this question, the concept of the first passage time (FPT) is very helpful. Every
spike engages a mechanism resetting the voltage to a given initial value x0. The next spike
will be generated when the membrane potential reaches the prescribed threshold value xb
for the first time. The interspike interval is thus given by the time of the first passage
of the voltage variable x(t) to the threshold xb. Since the subthreshold voltage dynamics
has an essential stochastic component, the corresponding first passage time T is a random
variable whose probability density F(T ) describes the distribution of interspike intervals.
Besides being applicable to the neuron dynamics, a wide range of applications such as noise
in vacuum tubes, chemical reactions, nucleation processes and risk management in finance
can be described in terms of the first passage time problem (Tuckwell, 1988; Hänggi et al.,
1990; Redner, 2001).
The present work is mainly motivated by the dynamics of resonant neurons. The voltage
variable of such a neuron exhibits damped subthreshold oscillations around the attractive
resting state, thereby the characteristic relaxation time is large compared to the mean ISI.
After spiking the voltage variable x(t) is reset to a fixed value far from the resting state
and then x(t) can reach the threshold prior to relaxation. The interspike interval densities
obtained experimentally from the output of resonant neurons exhibit a sequence of decay-
ing peaks separated by intervals whose length is of the order of the period of subthreshold
oscillations.
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Multimodal ISI probability densities can be reproduced by models with different mech-
anisms of subthreshold resonance. For example in the Hodgkin-Huxley model (Chik et al.,
2001), the excitable FitzHugh-Nagumo model with the stable fixed point being a focus (La-
casta et al., 2002; Verechtchaguina et al., 2004) or in the region of a canard bifurcation (Volkov
et al., 2003; Makarov et al., 2001). All these models have in common, that the multimodal
ISI density is obtained for stochastic dynamical systems, which have at least two dynamical
variables, exhibit weakly, moderately damped or self-amplifying oscillations and after a spike
the system is reset to initial values which are not a fixed point. In the absence of noise these
systems are referred to as resonate-and-fire neurons (Izhikevich, 2001).
The resonate-and-fire models belong to a broad class of non-Markovian models, which are
notable for their sensitive dependence on initial conditions. The escape rate in non-Markovian
models is time-dependent and the FPT densities have complex multimodal structures. In con-
trast, Markovian escape processes are characterized by a constant, time-independent escape
rate. The FPT in Markovian models is independent of the initial state and is exponentially
distributed. Hence, a Markovian escape process is described by a single characteristic time
scale: the mean FPT equal to the inverse rate of escape. The non-Markovian models are
much richer in the sense, that many different time scales are reflected in the complex mul-
timodal structure of the FPT density. In the resonate-and-fire models these are the period
and relaxation time of subthreshold oscillations.
Markovian models are discussed in great detail in Chapter 4. In this section, we discuss the
mechanisms leading to multimodal FPT densities in non-Markovian models with subthreshold
oscillations. We consider a simple non-Markovian dynamics, a harmonic oscillator driven by
a white Gaussian noise:
ẋ = v, (2.48)
v̇ = −γv − ω20x+
√
2Dξ(t),
with the threshold at xb and the reset at (x0, v0). The pair of equations (2.48) is equivalent to
the resonate-and-fire model introduced in Section 2.1.3 with the refractory time set to zero.
Here we fix ω0 = 1, xb = 1, v0 = 0 and qualitatively investigate changes in the structure
of the FPT density in dependence on the friction γ, the noise intensity D and the initial
position x0.
The first passage time density can be found by solving the Fokker-Planck equation with
absorbing boundary condition as discussed in Section 4.2. If the transition probability density
P∆(x, v, t|x0, v0, 0) in the presence of absorbing boundary at xb is known, the FPT density
is given by the probability current at x = xb in the positive x-direction, see Eq. (4.24). The
analytical solution for P∆(x, v, t|x0, v0, 0) is not available for the two-dimensional dynamics
in Eq. (2.48). However, our aim is not to calculate the FPT densities, but to qualitatively
understand their structure. Let us therefore consider the probability current n1(t) at x = xb




vP (xb, v, t|x0, v0, 0)dv. (2.49)
Here P (x, v, t|x0, v0, 0) is the Gaussian transition probability density which obeys Eq. (5.12).
For small t, before trajectories, which have already crossed xb, can return and recross it, n1(t)
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Figure 2.6: Time evolution of the joint probability density P (x, v, t|x0, v0, 0) of coordinate x
and velocity v of a harmonic oscillator driven by a white Gaussian noise. Grayscale colors
change from white to black as the joint PDF is increasing; a light-gray background is used
for the sake of clearness. Black vertical lines mark the position of the threshold xb = 1 in
the phase space. The center of the Gaussian probability density moves along the trajectory
shown with a black solid line. (a) Overdamped regime (γ = 3, D = 0.5), escape occurs from
the local quasiequilibrium state and is independent of initial conditions. (b) Underdamped
regime (γ = 0.08, D = 0.01), escape occurs prior to relaxation and escape times depend
crucially on initial conditions. Other parameters are ω0 = 1, x0 = −1, v0 = 0.
coincides with the FPT density. For intermediate values of t, n1(t) qualitatively reproduces
the structure of the FPT density. For t exceeding the local relaxation time, n1(t) saturates
to a constant value and the FPT density decays exponentially. For the harmonic oscillator
Eq. (2.48) n1(t) can be calculated analytically, see Eq. (5.14).
Let us survey the evolution of P (x, v, t|x0, v0, 0) in the phase space. At t = 0 the prob-
ability distribution is a two-dimensional δ-function δ(x− x0)δ(v − v0), which then broadens
out to the two-dimensional Gaussian distribution, whose center relaxes towards the potential
minimum at x = 0, v = 0. The trajectory of the center of the Gaussian distribution is easily
obtained by averaging Eqs. (2.48) over time and solving the resulting ordinary differential
equations with given initial conditions (Wang and Uhlenbeck, 1945). In the underdamped
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2 t sin(Ωt), (2.50b)
with Ω =
√
|ω20 − γ2/4|. In the overdamped regime (γ > 2ω0) the trigonometric functions
must be replaced with their hyperbolic counterparts. Thus the center of the distribution
follows the trajectory of a damped harmonic oscillator with given initial conditions.
In Figs. 2.6(a) and 2.6(b) the trajectories of the center of the distribution are depicted
with black solid lines for the overdamped and underdamped regimes, respectively. In the
overdamped regime (γ = 3, D = 0.5), 〈x〉 relaxes monotonically, the probability current n1(t)
is vanishing for small times t and then monotonically increases till its stationary value is
reached. Therefore, the FPT density in the overdamped regime has a single maximum and
decays exponentially on times exceeding the local relaxation time. The FPT density for
parameter values as in Fig. 2.6(a) is shown in Fig 2.9(a). It exhibits a monomodal struc-
ture characteristic for the overdamped regime. All FPT densities in Fig. 2.9 are obtained
analytically using the Stratonovich approximation, discussed in Section 5.2.4.
In the underdamped regime (see Fig. 2.6(b) with γ = 0.08, D = 0.01) the center of the
Gaussian distribution performs damped oscillations with frequency Ω. At the time t = π/Ω,
〈x〉 passes its first maximum and the probability density at x = xb has increased values (t = 3
in Fig. 2.6(b)). Hence, the probability current n1(t) and the FPT density exhibit a peak
at t = π/Ω. After the next half period at t = 2π/Ω, the center of the distribution is far
from the threshold, the probability density at x = xb is low, therefore n1(t) and F(t) achieve
a minimum. This process repeats periodically till the time of the order of the relaxation
time. For t beyond the relaxation time, the oscillation amplitude of the distribution center
becomes small compared to the variance of x and n1(t) saturates (t = 48 in Fig. 2.6(b)). Thus
F(t) exhibits decaying peaks following with the period 2π/Ω and separated by deep minima
on short times. F(t) decays exponentially on times beyond the local relaxation time. The
FPT density for parameter values as in Fig. 2.6(b) is depicted in Fig 2.9(b). Its multimodal
structure is typical for the underdamped regime and initial conditions far from the rest state.
Thus in the underdamped regime, nonmonotonic relaxation of the distribution center
modulates the probability current across the threshold xb and causes multimodality of the
FPT density. Interestingly, the probability current grows nonmonotonically also for initial
conditions at the potential minimum (x0 = 0, v0 = 0), owing to an uneven increase of the
variance of the coordinate σ2xx(t) and velocity σ2vv(t) and non-vanishing crosscorrelation σ2xv(t)
on short time scales. The dependence of the second moments on time (t > 0) for a harmonic
oscillator reads (Wang and Uhlenbeck, 1945):











sin2(Ωt) + γΩ sin(Ωt) cos(Ωt)
)]
, (2.51a)











sin2(Ωt)− γΩ sin(Ωt) cos(Ωt)
)]
, (2.51b)
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Figure 2.7: (a) Variance of coordinate ω20σ2xx(t) (solid line) and of velocity σ2vv(t) (dashed
line), and the crosscorrelation ω0σ2xv(t) (dash-dot line) for a harmonic oscillator driven by a
white Gaussian noise and started at t = 0 with sharp initial conditions (ω0 = 1, γ = 0.3, D =
0.06). (b) Eccentricity ε of the distribution ellipse (main plot) and the angle θ between its
major axis and the v-axis (inset) as functions of time, for a harmonic oscillator with a white
Gaussian noise (ω = 1, γ = 0.01, D = 0.02).






These functions are illustrated in Fig. 2.7(a) for γ = 0.3 and D = 0.06. Segments where the
variance rapidly increases alternate with plateaus with the period π/Ω and the phase shift
π/2 between σ2xx(t) and σ2vv(t). The crosscorrelation σ2xv(t) vanishes periodically at times
kπ/Ω (k is a positive integer). At times exceeding the local relaxation time the functions
saturate at their stationary values.
From the general form of the Gaussian distribution Eq. (5.12) it follows, that the proba-
bility density isolines in the phase plane (x, v) are determined by
σ2vv(t)x2 − 2σ2xv(t)xv + σ2xx(t)v2 = const. (2.52)
The probability density has the shape of an ellipse. It is appropriate to consider the proba-
bility density in rescaled coordinates (ω0x, v). As Fig. 2.7(a) reveals, in the first half period
σ2vv(t) > ω20σ2xx(t) and the ellipse is elongated in the v-direction, in the second half period the
relation of variances is inverse and the ellipse is elongated in the x-direction. At t = kπ/Ω
the crosscorrelation vanishes and the ellipse becomes a circle in rescaled coordinates.
The eccentricity ε of the ellipse and the angle θ between its major axis and the v-axis are











σ2vv(t) + 2ω0σ2xv(t) tan(θ) + ω20σ2xx(t) tan2(θ)
. (2.53b)
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Figure 2.8: Same as in Fig. 2.6, however for different parameter values. (a) Underdamped
regime (γ = 0.01, D = 0.02) with initial conditions at the bottom of the potential (x0 =
0, v0 = 0). The initial two-dimensional δ-function becomes an ellipse with the axis indicated
by black solid lines. The distribution ellipse broadens out with time and its axis turn with
the period π/Ω. (b) Interplay between growth of the variance and relaxation of the center of
the distribution (γ = 0.08, D = 0.008). Initial conditions are x0 = −0.5, v0 = 0. Black solid
line in each panel is the isoline enclosing 95.4% of the probability distribution. At t = π the
variance is not yet large enough and an escape is very improbable. The other parameters are
as in Fig. 2.6.
These functions are presented in Fig. 2.7(b) for γ = 0.01, D = 0.02. The angle θ changes
between 0 and π/2 with the period π/Ω. The eccentricity ε vanishes at times kπ/Ω and has
maxima at times (1/2 + k)π/Ω, when the elongation of the distribution is maximal. This
fact is illustrated in Fig. 2.8(a), where the evolution of the probability density is depicted for
parameter values γ = 0.01, D = 0.02, x0 = 0, v0 = 0.
Let us now return to the probability current across the threshold x = xb, see Eq. (2.49).
The probability density at the threshold P (xb, v, t|x0, v0, 0) is Gaussian, with the maximum
at the value vm = xbσ2xv(t)/σ2xx(t)ω0, where the line x = xb is tangent to one of the isolines
Eq. (2.52). Using Eqs. (2.51b) and (2.51c) we infer, that vm oscillates: vm vanishes at times
t = kπ/Ω and has maxima at t = (1/2 + k)π/Ω. The amplitude of this oscillation decays
exponentially, and beyond the relaxation time vm saturates to zero.
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Figure 2.9: First passage time
probability densities for a har-
monic oscillator driven by a
white Gaussian noise (ω0 =
1, xb = 1). (a) Overdamped
regime (γ = 3, D = 0.5, x0 =
−1, v0 = 0), the FPT den-
sity is monomodal. (b)
Underdamped regime (γ =
0.08, D = 0.01), sharp initial
conditions at x0 = −1, v0 = 0,
FPT density exhibits multiple
decaying peaks. (c) Under-
damped regime (γ = 0.3, D =
0.06), sharp initial conditions
at the bottom of potential
(x0 = 0, v0 = 0), FPT
density growth in a stepwise
manner on small times. (d)
Underdamped regime (γ =
0.08, D = 0.01), initial
conditions at x0 = −0.5, v0 = 0, the third peak in the FPT density is
higher than the first and the second ones. All FPT probability densities
are obtained analytically in Stratonovich approximation.
The increase of the probability current n1(t) is slightly modulated by the oscillation of
the center vm of the Gaussian distribution P (xb, v, t|x0, v0, 0). The value of vm is positive
between two successive zeros, so that the probability density is shifted towards positive v-
values. Around t = kπ/Ω, the current n1(t) exhibits a local minima, since the variance of x
almost does not change at these times (plateaus in Fig. 2.7(a)). A small modulation due to the
shift of the distribution center towards positive v-values becomes apparent: the probability
current decreases immediately before t = kπ/Ω and increases immediately after t = kπ/Ω .
Hence, on short times the probability current n1(t) and the FPT density F(t) exhibit minima
at t = kπ/Ω preceded by small maxima. An example is presented in Fig. 2.9(c), where we
plot the FPT density for a harmonic oscillator with parameters γ = 0.3, D = 0.06 and with
initial conditions x0 = 0, v0 = 0. On short times a stepwise growth is observed in F(t), so
that small maxima follow with the period π/Ω. This FPT structure is characteristic for the
underdamped regime and initial conditions close to the potential minimum.
Let us see how the interplay between relaxation of the distribution center and growth of
its variance may influence the structure of the FPT density. Consider a harmonic oscillator
with parameters γ = 0.08, D = 0.008 and initial conditions at x0 = −0.5, v0 = 0. At the
time t = π/Ω the center of the Gaussian distribution is close to the threshold xb = 1, but
the variance has not yet increased sufficiently and the probability density at the threshold
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is still low (t = π in Fig. 2.8(b)). Hence the probability current n1(t) and the FPT density
F(t) exhibit a small peak around t = π/Ω. After one period at t = 3π/Ω the center of the
distribution again approaches the threshold and the variance increased during elapsed time
(t = 3π in Fig. 2.8(b)). The probability current n1(t) at t = 3π/Ω appears to be larger
than at t = π/Ω, therefore the second peak in the FPT density is higher than the first one.
This process repeats for several periods, until the height of the peaks begins to decrease.
The isoline inclosing 95.4% of the probability distribution is shown with a black solid line in
Fig. 2.8(b) and corresponds to the distribution ellipse with the major axis equal to 2σxx(t) and
2σvv(t). The FPT density for given parameter values is depicted in Fig. 2.9(d). It exhibits
multiple peaks and the third peak is the highest one.
In summary, the first passage time in Markovian models is exponentially distributed. In
contrast, non-Markovian models, which are characterized by a time-dependent escape rate,
exhibit a big diversity of escape patterns. The latter are reflected in the multimodal structures
of the FPT densities on times smaller than the local relaxation time. Thereby nonequilibrium
(e.g. sharp) initial conditions are essential for the nonexponential FPT distribution. Char-
acteristic time scales of the subthreshold dynamics are reflected in the FPT densities, for
instance in positions and number of visible peaks. The structure of the FPT density depends
on the system parameters and on initial conditions.

3
Characterization of firing patterns in
resonant and nonresonant neurons
In Section 2.1.2 we have briefly mentioned the subthreshold frequency preference of a single
neuron. A resonance peak appears at a well prescribed frequency in the impedance func-
tion of a resonant neuron. In contrast, the impedance function of a nonresonant neuron
decays monotonically with the frequency (Wu et al., 2001; Hutcheon and Yarom, 2000). This
subthreshold frequency preference gives rise to subthreshold oscillations of the membrane
potential. In response to a small perturbation shifting the voltage from the resting potential,
nonresonant neurons show a monotonic relaxation back to the resting potential, whereas in
resonant neurons this relaxation is accompanied by subthreshold oscillations at a frequency
close to the resonance frequency.
Subthreshold oscillations are observed experimentally in mesencephalic trigeminal neurons
(Wu et al., 2001), dorsal root ganglion neurons (Amir et al., 1999), neocortical neurons
(Hutcheon et al., 1996; Gutfreund et al., 1995) and thalamic neurons (Puil et al., 1994). To
detect the subthreshold oscillations in experiments, a potential on the weakly depolarized
neuron membrane is recorded in the subthreshold regime. A peak in the power spectrum
of the recorded signal and its oscillating autocorrelation function serve as indicators for the
subthreshold oscillations (Amir et al., 1999; Desmaisons et al., 1999; Steriade et al., 1991).
The subthreshold frequency preference in neurons may lead to a selective suprathreshold
response to periodic or noisy stimuli. The subthreshold oscillations trigger sequences of spikes
following with the preferred frequency (Reboreda et al., 2003; Haas and White, 2002; Llinas
et al., 1991), referred to as the spike clusters. The relation between subthreshold oscillations
and the firing-rate resonance was investigated theoretically in the generalized integrate-and-
fire model (Izhikevich, 2000, 2001; Richardson et al., 2003; Brunel et al., 2003).
In experimental studies, the spectral analysis is commonly used for the quantitative char-
acterization of the oscillatory activity under various experimental conditions (Reboreda et al.,
2003; Lampl and Yarom, 1997; Steriade et al., 1991). Resonant and nonresonant neurons gen-
This chapter is adopted from Verechtchaguina et al. (2004).
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erate spike trains looking rather similar if observed on short time scales. Observing at longer
time scales and considering the power spectral densities of the spike trains unveil some dif-
ferences. However, there is no striking difference in the form of the spectra of resonant and
nonresonant neurons. The differences between spectra become noticeable in a different re-
sponse to changes of parameters of the input signal. As we proceed to show, the assessment
of dynamics based on such spectra is of limited value.
Therefore a reliable statistical instrument is required to characterize the differences in
the firing patterns of resonant and nonresonant neurons and to account for such important
features as the spike clustering in resonant neurons. In this chapter we show, that the
interspike interval (ISI) probability density function provides a very sensitive instrument for
the assessment of the type of the subthreshold dynamics. The differences between resonant
and nonresonant spike patterns are clearly pronounced in the ISI density without additional
data processing. Moreover, the ISI density contains practically all relevant information about
the neuron output. The power spectral density of the neuron output can be restored from
the ISI density and from the spectrum of a single spike.
In order to fulfill our task we need a theoretical model of a neuron which can readily
reproduce both regimes (resonant and nonresonant) and is yet simple enough to allow for
massive numerical simulations necessary for adequate statistical analysis. We have chosen
the FitzHugh-Nagumo (FN) system and consider its response to a signal which is modeled
by a white Gaussian noise. This form of noise allows for a mathematically sound formulation
of the problem and the use of approved tools of stochastic modeling. From the physiological
point of view, the noise models the intrinsic noise of ion channels. Another model we used
was the Morris-Lecar model.
In both models the subthreshold oscillations result from a nonmonotonic relaxation to a
fixed point, which possesses complex eigenvalues (focus). Note, that effects similar to those
discussed in this chapter can also be obtained for systems with other types of the subthreshold
oscillatory behavior. For example, in the FN model slightly beyond the supercritical Hopf
bifurcation (in the “canard” region) the subthreshold oscillations occur on the stable limit
cycle with a small amplitude (Makarov et al., 2001). In a one-dimensional bistable system,
the excitable dynamics with subthreshold oscillations can be generated by a negative delay
or feedback term (Lacasta et al., 2002).
In Section 3.1 we present a brief description of the subthreshold dynamics in the FN
model in the resonant and nonresonant regimes and explain how subthreshold oscillations
may influence the spike firing. Further, in Sections 3.2 and 3.3, power spectra and ISI
densities of spike trains in the stochastic FN model are examined in both regimes and for
varying input signal. Finally, in Section 3.4 we demonstrate that the power spectra can be
obtained from the ISI densities, if the renewal assumption holds.
3.1 Subthreshold dynamics of the FitzHugh-Nagumo model
We have already introduced the deterministic FitzHugh-Nagumo model in Section 2.1.3. It
is a formal model describing the neuron dynamics in terms of only two relevant variables:
the voltage variable x(t) and the recovery variable y(t), the latter having the meaning of an
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effective membrane conductance:
εẋ = x− x3 − y, (3.1)
ẏ = γx− y + b.
The parameter ε0 (the effective membrane capacity) is a small positive constant (ε 1, ε
1/γ), which ensures the time scale separation of the fast x and the slow y variable. The time
evolution of x(t) reproduces qualitative features of spike generation observed on neuron mem-
branes. In the present version of the FN model Eq. (3.1), we transformed to dimensionless
parameters and variables.
For different parameters γ and b the FN model can operate in different dynamical regimes,
regarding the number and stability of fixed points in its phase space (see Section 2.1.3). Since
our intention is to model the excitable dynamics of neurons, we exclusively concentrate on the
excitable regime, where the system possesses a single stable fixed point. In this regime any
initial perturbation relaxes to the fixed point, following one of two patterns in dependence
on the amplitude of the initial perturbation. Large excursions in the phase space, such
that the trajectory approaches the right branch of the cubic nullcline, are referred to as
the suprathreshold response or spike. If the state point remains in the vicinity of the fixed
point during the relaxation, one speaks about the subthreshold response. This is not a strict
definition of what is called the subthreshold response, but it is sufficient for our purposes.
In Lindner (2002) the reader can find a comprehensive discussion of where the boundary
between sub- and suprathreshold responses should be drawn in the FN model.
The subthreshold dynamics of the FN model can be further differentiated into an excitable
resonant and nonresonant regimes. The type of the fixed point and associated eigenvalues
determine the character of the subthreshold relaxational behavior. The complex eigenvalues
imply an oscillatory subthreshold relaxation, which corresponds to the resonant regime. The
real eigenvalues imply a monotonic1 subthreshold relaxation characteristic for the nonreso-
nant regime.
To determine the parameter ranges corresponding to the resonant and nonresonant regimes,
we fix γ = 1.5 and perform a stability analysis for the system Eq. (3.1). Linearization of the
FN equations (3.1) around the fixed point (x0, y0) yields for the voltage dynamics:
εẍ+ (ε+ 3x20 − 1)ẋ+ (γ + 3x20 − 1)x = 0. (3.2)
The eigenvalues λ1,2 are found from the solution of the corresponding characteristic equation:
ελ2 + (ε+ 3x20 − 1)λ+ (γ + 3x20 − 1) = 0. (3.3)
The results in parameter space (ε, b) are summarized in Fig. 3.1. In the excitable nonresonant
regime the fixed point is a stable node with real negative eigenvalues (Reλ1,2 < 0, Imλ1,2 =
0) and the subthreshold relaxation is monotonic. For parameter values from the excitable
1 By monotonic relaxations we mean those without oscillations. If a trajectory first approaches the left
branch of the cubic nullcline and then relaxes to the fixed point, the voltage variable x(t) passes through
the minimum. However this is still classified as the monotonic relaxation if x(t) does not have a subsequent
maximum. As a criterion serve the real negative eigenvalues of the fixed point.
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Figure 3.1: Stability diagram for the FN
model in parameter space (ε, b) for a
fixed value of γ = 1.5. Points A and
B mark parameter sets used throughout
this chapter to model resonant (point A,
ε = 0.05, γ = 1.5, b = 0.5) and nonres-
onant (point B, ε = 0.001, γ = 1.5, b =
0.6) neurons. Note, that all quantities
plotted in figures in this chapter are di-
mensionless.
resonant regime, the fixed point is a stable focus with two complex conjugated eigenvalues
(Reλ1,2 < 0, Imλ1 = −Imλ2 6= 0) and the subthreshold relaxation is oscillatory. Note that
the resonant regime is obtained only for finite values of ε, and the limit ε→ 0 corresponds to
the nonresonant case. Points A and B in Fig. 3.1 mark two particular parameter sets, which
will be used throughout this chapter to model two types of subthreshold dynamics: point A
(ε = 0.05, γ = 1.5, b = 0.5) corresponds to the resonant and point B (ε = 0.001, γ = 1.5, b =
0.6) to the nonresonant regime.
Relaxational dynamics in the FN model for these two parameter sets is illustrated in
Figs. 3.2(a) and 3.2(b). Damped subthreshold oscillations in the resonant regime and mono-
tonic subthreshold relaxation in the nonresonant regime are evident in the time evolution
of the voltage variable. Whereas the subthreshold dynamics in the nonresonant regime is
governed by a single relaxational time scale, there are two time scales, one relaxational and
one oscillatory, in the resonant regime. Two intrinsic time scales, which characterize the
dynamics of the system in the latter case, are indicated in Fig. 3.2(a). The first is the time
T1 between the beginning of a spike and the first maximum of the following subthreshold
oscillation (T1 = 2π/ω1, T1 ∼ 2.5, ω1 ∼ 2.4), and the second is the period T2 of subthreshold
oscillations (T2 = 2π/ω2, T2 ∼ 1.12, ω2 ∼ 5.6).
One could expect that the intrinsic frequency of subthreshold oscillations might be re-
flected in the power spectrum. Therefore we plot the power spectral densities of a single
pulse in the resonant and nonresonant regimes in Figs. 3.2(c) and 3.2(d), respectively. The
spectral densities are calculated numerically and normalized on the total signal power. In the
resonant regime, a tiny shoulder in the spectral density at a frequency close to ω2 is caused
by the subthreshold oscillation. However, there is no well pronounced peak at this frequency.
The width of the suprathreshold spike contribution to the spectral density is proportional
to the inverse spike duration (∼ 2π/0.8 ∼ 7.9), and therefore overlaps with the peak arising
from the subthreshold oscillation. Moreover, the total spike power significantly exceeds the
total power in the successive subthreshold oscillation. In other words, the contribution of the
subthreshold oscillations to the power spectrum cannot be distinguished from the contribu-
tion of the spike, since the spike duration is small compared to the period of subthreshold
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Figure 3.2: (a), (b): spike
shape in the FN model: the
voltage variable x(t) as a
function of time. (c), (d):
power spectral density of a
single spike in the determin-
istic FN model D = 0.
The spectra are normalized
so that the integral over the
spectral density is unity. The
arrow in panel (c) indicates
a shoulder at the frequency
close to that of subthreshold
oscillations. (a), (c): reso-
nant regime (ε = 0.05, γ =
1.5, b = 0.5) with subthresh-
old oscillations. (b), (d):
nonresonant regime (ε =
0.001, γ = 1.5, b = 0.6).
oscillations. This difference in sub- and suprathreshold time scales is even more striking in
resonant neurons. In stellate cells the spike duration lasts ∼ 2 − 5ms and the period of the
subthreshold oscillations is ∼ 100ms. The magnitude of the resulting shoulder in the spectral
density at the frequency ω2 is so small, that it cannot be distinguished from the background
noise in stochastic spectra of neural responses to a noise-like input.
Having discussed the dynamical properties in the autonomous FN model, we can proceed
to study its response to input signals. In particular we are interested in modeling the in vitro
environment, when synaptic transmission is blocked and the intrinsic noise of ion channels
plays a major role. This situation can be modeled by an additive noise term in the equation
for the recovery variable y(t):
εẋ = x− x3 − y, (3.4)
ẏ = γx− y + b+
√
2Dξ(t),
where ξ(t) is a white Gaussian noise of unit intensity (〈ξ(t)〉 = 0, 〈ξ(t)ξ(t′)〉 = δ(t − t′)).
The Langevin approximation for the stochastic dynamics of a population of Markovian ion
channels is derived in Section 6.1 for the resonate-and-fire model of a neuron. The derivation
is analogous for the FN model and leads to the Langevin dynamics for y(t) in the form of
Eq. (3.4). Including an additive white noise term in the equation for the recovery variable is
a common and mathematically consequent way to add a stochastic input to the FN model
(Lindner et al., 2004; Ullner et al., 2003; Lacasta et al., 2002). The FN model with white
or short correlated colored noise terms in the equations for the voltage variable and for both
variables was studied previously (Collins et al., 1995b; Longtin, 1993; Izús et al., 1998; Kurrer
and Schulten, 1991). It was observed, that the main features of the spiking statistics do not
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Figure 3.3: Simulations of the phase space
trajectory in the FN model driven by
a white Gaussian noise in the resonant
regime. After every spike the trajectory
returns to almost the same region in the
vicinity of the fixed point. The inset
shows magnification of the region around
the fixed point marked by the rectangle in
the main plot. D = 0.0005, other parame-
ters are as specified in Fig. 3.1.
depend on the exact functional form of the noise term or the noise correlation time, as long
as the latter remains small.
Input noise in the FN dynamics leads to fluctuations around the fixed point until an
occasional escape provokes a spike. After every spike the trajectory returns to the vicinity
of the fixed point and remains trapped until the next escape. As the spike dynamics is very
fast and only slightly perturbed by noise, the trajectory returns to the fixed point passing
through almost the same values of x and y on the left branch of the cubic nullcline, as Fig. 3.3
illustrates. In other words, a spike can be seen as a mechanism resetting variables x and y to
almost fixed values, which fix the initial phase of the subthreshold oscillation following each
spike.
The subthreshold oscillation modulates the distance to the excitation threshold, and hence
the probability to generate the next spike. This probability is vanishing during the refractory
period and depends on the time the trajectory has spent in the vicinity of the fixed point since
the last reset. The escape probability reaches its maximum as the trajectory passes through
the first maximum of the subthreshold oscillation, i.e. T1 is the most probable interspike
interval, see Fig. 3.2. If the second spike occurs during this time, the spikes follow with the
frequency ω1 and one speaks about a spike cluster. If no second spike was generated at
T1, there is a higher probability that it will be generated from the second maximum of the
subthreshold oscillation, so that the ISI will be T3 = T1 + T2 ∼ 3.6 and the corresponding
frequency is ω3 = 2π/T3 ∼ 1.7, and so on. On time scales beyond the relaxation time of the
subthreshold oscillation, the initial phase becomes stationary and the escape rate saturates
to a constant value. Hence the intrinsic characteristic times can be expected to be reflected in
the suprathreshold responses of the resonant neurons to noisy input signals. Notice, that the
dependence of the escape rate on the age of a state highlights the non-Markovian character
of the escape dynamics in the resonant FN model.
Two typical examples of spike sequences generated in the FN model driven by noise are
presented in Fig. 3.4, in the resonant (upper panel) and nonresonant regime (lower panel).
It is difficult to distinguish between these two regimes by just observing signals during short
time intervals. This makes it necessary to introduce reliable statistical instruments, which
clearly distinguish between these two situations and characterize such features as a spike
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Figure 3.4: Typical pulse trains ob-
tained in the FN model driven by white
Gaussian noise. Upper panel: reso-
nant regime, D = 0.0006, spike clus-
tering and subthreshold oscillations can
be observed. Lower panel: nonresonant
regime, D = 0.0003. Other parameters
as specified in Fig. 3.1. For chosen val-
ues of noise intensities the mean firing
rates are similar in both cases.
clustering.
3.2 Power spectral density
It is customary to use power spectra to distinguish between resonant and nonresonant phe-
nomena. The power spectral density Sx(ω) of the voltage variable x(t) is defined as
Sx(ω) = 〈x(ω)x∗(ω)〉, (3.5)





The spectrum of the stochastic FN model Eq. (3.4) was calculated analytically in the
limit case ε→ 0 (Lindner and Schimansky-Geier, 1999; Lindner, 2002). Collins et al. (1995b)
use another analytical approximation, which also makes use of small values of ε and assumes
a constant escape rate from the resting state. Hence only nonresonant neurons could be
adequately described by these analytical approximations.
Let us first turn to the power spectral densities of the FN model obtained numerically. We
used the output signal of the stochastic FN model sampled at 215 points with the sampling
interval 0.1, to compute the power spectral density by the Fast Fourier Transform (Press et al.,
1999). The resulting spectra were averaged over 120 different realizations and normalized on
the total signal power. Results are presented in Figs. 3.5(a) and 3.5(b) for the resonant and
nonresonant regimes, respectively, and for different noise intensities.
The most prominent feature in all spectra is the existence of a well pronounced main peak
at the mean firing frequency and of a lower peak at a higher frequency which disappears at
high levels of noise. With increasing noise the main peak moves to higher frequencies due to
the decrease of the mean interspike interval. However, this shift is much less pronounced in
the resonant regime, where the frequency corresponding to this peak remains close to ω1.
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Figure 3.5: Power spectral density S(ω) for the FN model driven by white Gaussian noise in
the resonant (a) and nonresonant (b) regimes for different noise intensities D = 0.0004, D =
0.001, D = 0.01, D = 0.1. Other parameters are as in Fig.3.1. The spectral densities are
normalized on the total signal power. For clarity, the spectral densities for larger noise
intensities are shifted vertically by 0.3.
Besides this fact and some quantitative differences, the resonant and nonresonant spectra
are very similar. The second peak also moves to higher frequencies so that its frequency
remains approximately the double frequency of the first peak, while the frequency of the
subthreshold oscillations remains constant. This fact and the fact that the second peak is
present in both resonant and nonresonant spectra witness in favor of its nature as the second
harmonic.
3.3 Waiting-time density
Alternatively, the output of the FN model can be characterized by the probability density
function (PDF) of interspike intervals. It is obtained from the FN output reduced to a δ-
spike sequence, i.e. to a point process whose random points are identified with these δ-spikes,
see Section 2.3. The interspike interval T is the time interval between two successive spike,
and the ISI density F(T ) is the waiting-time density for the corresponding point process.
The whole dynamics between spikes is neglected, and the waiting-time density seems to be
a very simplified function at first sight. Nevertheless, as we proceed to show, the waiting-
time density contains almost all relevant information about the subthreshold dynamics. In
particular, the spectra of the FN output can be reconstructed from the waiting-time density
by the renewal theory and from the spectrum of a single spike.
We obtain the waiting-time density numerically from simulations of the stochastic FN
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Figure 3.6: Interspike interval density
F(T ) obtained from simulations of the
FN model driven by white Gaussian
noise in the resonant regime for D =
0.0006. Other parameters as in Fig.3.1.
Note the logarithmic scale.
equations Eq. (3.4) in the resonant (ε = 0.05, γ = 1.5, b = 0.5) and nonresonant (ε =
0.001, γ = 1.5, b = 0.6) regimes for different values of noise intensity D. Spikes have been
defined as zero-level crossings from negative to positive values of the x-variable. We collected
106 interspike intervals T to obtain the waiting-time density (i.e. the interspike interval
density) F(T ).
The results are presented in Fig. 3.6 for the resonant FN model with D = 0.0006 and in
Fig. 3.7 for the resonant and nonresonant FN model with D = 0.0002. The ISI probability
density functions differ qualitatively for these two regimes: In the nonresonant regime F(T )
possesses only one maximum, while the ISI density in the resonant regime shows an oscillatory
behavior. The first sharp maximum in the latter case occurs near T1 and corresponds to the
ISI within a cluster. Further maxima follow in succession with the period of the subthreshold
oscillations T2 (the characteristic times T1 and T2 are the same in Figs. 3.6 and 3.2). The
resonant ISI density has a long exponential tail, reflecting that spike clusters are separated
by large, exponentially distributed intervals. A natural definition of a cluster is therefore
that it is a sequence of spikes separated by intervals smaller than the time Tcl (see Fig. 3.6)
up to the first minimum in the ISI density.
To understand how oscillatory behavior of the ISI density is consistent with the renewal
property of a spike train, consider the following interpretation. Assume the spike generation
process to be a renewal process. If a spike was generated at time T = 0, then F(T )dT is
the time dependent probability that the next spike will be generated between T and T + dT
(and that there was no spike during the time T ). This probability is modulated by the
subthreshold oscillation in the resonant regime, as explained in the end of Section 3.1. In
the nonresonant regime the waiting-time density lacks the oscillatory behavior: the spike
train is more homogeneous in this case. After reset of variables performed by every spike,
a quasistationary distribution quickly establishes around the fixed point prior to the next
escape. Therefore the spikes are generated with a constant rate, and the ISI density is
exponential.
Note, there is a certain minimal value Tmin, such that for all T < Tmin the interspike
interval density vanishes. The value Tmin is marked in Fig. 3.6 and describes the relative
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Figure 3.7: Interspike interval density
F(T ) obtained from simulations of the
FN model driven by white Gaussian
noise in resonant (solid line) and in non-
resonant (dashed line) regimes, for the
same noise intensity D = 0.0002 and the
other parameters as specified in Fig.3.1.
Note the logarithmic scale.
refractory time, which decreases with increasing noise intensity.
3.4 Power spectral density obtained from waiting-time den-
sity
In the previous section we have shown that the probability density of interspike intervals
reflects the characteristic time scales of the subthreshold dynamics in the FN model. Let
us now see how spectra of the FN model can be obtained from numerical data for the ISI
density. Lacasta et al. (2002) have already proposed to use numerically obtained waiting-
time densities in theoretical considerations. In our case, the combination of numerical and
analytical methods allows to avoid many simplifying assumptions and to obtain the power
spectral density even in the resonant case. The idea is the following:
(i) Instead of examining the complete dynamics of the stochastic FN model, our con-
sideration is restricted only to “events” (spikes). The output x(t) of the FN model is then




where ti are successive spike times in the FN output x(t).
(ii) Assuming this sequence of δ-spikes to be a renewal point process, we apply a formula
derived by Stratonovich (1967), which connects the power spectral density of the renewal









Here 〈T 〉 is the mean interspike interval given by
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D T1 Tmin u0 u1 u2 u3 u4
resonant
0.0006 2.1 2.1 0.582 0.564 4.44 0.199 4.517
0.002 2.1 1.9 0.479 0.457 5.383 0.579 1.488
0.02 2.1 1.54 0.222 0.298 2.736 0.758 0.835
0.09 2.0 1.07 0.237 0.435 2.061 0.632 0.847
nonresonant
0.0002 2.2 1.76 0.132 0.329 0.717 0.148 6.463
0.002 2.0 1.3 0.098 0.179 3.473 0.857 0.522
0.03 1.5 0.8 0.276 0.244 3.045 0.923 0.461
0.1 1.4 0.5 0.193 0.268 2.44 0.728 0.489
Table 3.1: The values of fit parameters.






Analogous calculations of the power spectrum based on the Stratonovich formula Eq. (3.7)
were made for the leaky integrate-and-fire model (Lindner et al., 2002; Lindner, 2002) and
for the nonresonant FitzHugh-Nagumo model (Lindner and Schimansky-Geier, 1999; Lind-
ner, 2002). In contrast to these approaches, we obtain here the waiting-time density from
simulations (Figs. 3.6 and 3.7) and fit it to an analytical function, which is then substituted
into equations Eqs. (3.7) and (3.8).
To fit F(T ) we used the following analytical function:









Here Θ(T − Tmin) is the Heaviside step function, indicating that there are no interspike
intervals smaller than Tmin. The most probable interspike interval T1 is the time between
the beginning of a spike and the first maximum of the following subthreshold oscillation.
These two parameters can be found immediately from simulation data. u0, u1, u2, u3, u4 are
fit parameters with the following meaning: u1 is the relaxation time of the subthreshold
oscillation, u2 is its frequency, u4 is the characteristic time of the Kramers escape mechanism
(the inverse Kramers escape rate), and u0 and u3 are the weight parameters. The analytical
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Figure 3.8: Power spectral density S(ω) calculated theoretically for the δ-spike output of the
FN model driven by white Gaussian noise, for different noise intensities. (a) resonant regime,
D = 0.0006, 0.002, 0.02, 0.09, (b) nonresonant regime, D = 0.0002, 0.002, 0.03, 0.1, and with
other parameters as specified in Fig.3.1.
fit function Eq. (3.9) is interpretered as follows: on times smaller than the subthreshold
relaxation time (T < u1) the ISI density shows several peaks following with the frequency
of the subthreshold oscillations (u2). On times exceeding the subthreshold relaxation time
(T > u1), the escape is governed by a Kramers-like mechanism and proceeds with a constant
rate (u−14 ). Note, that u0, u1, u2, u3, u4 are not independent due to the normalization condition∫∞
0 F(T )dT = 1.
The fit values of u0, u1, u2, u3, u4 have to be determined for every noise intensity. To fit the
function Eq. (3.9) to numerical data we used the Levenberg-Marquardt method (Press et al.,
1999). The results are summarized in Table 3.1 for several values of the noise intensity. The
Kolmogorov-Smirnov test (Press et al., 1999), which is the most sensible test for cumulative
distribution functions, confirms a good fit quality with a confidence level better than 0.95.
The Fourier transform of the function Eq. (3.9) can be derived exactly as a function of fit
parameters.
The applicability of this semi-analytical approach is restricted by the amount of available
data. For small data sets the form of the ISI density strongly depends on the bin size used
to estimate this density, which makes a meaningful fit impossible. If only a limited amount
of experimental data is available, this semi-analytical method still can be applied. In this
case, the cumulative distribution function can be used for fitting, which is independent of the
sampling interval. Subsequently, the ISI density and spectra can be derived analytically.
Semi-analytical results for the power spectral densities Sρ(ω) of the δ-spike output in the
FN model are plotted in Fig. 3.8 for noise intensities listed in Table 3.1. Let us consider the
asymptotic behavior of these spectral densities in high and low frequency domains.
For high frequencies the spectral density Sρ(ω) of the δ-spike sequence saturates at a
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certain level, the stationary mean firing rate r0, see Eq. (3.7):
lim
ω→∞
Sρ(ω) = r0, (3.10)
with r0 = 〈T 〉−1. This is related to the fact, that a δ-spike train possesses an infinite variance:
limτ→0〈σ(t)σ(t+ τ)〉 = r0δ(τ) (Stratonovich, 1967) and the integral over the power spectral
density diverges.




Sρ(ω) = C2varr0, (3.11)
where Cvar is the coefficient of variation, Cvar =
√
〈∆T 2〉/〈T 〉. If Cvar < 1 then Sρ(ω) is
smaller in the low frequency limit than Sρ(ω) in the high frequency limit. This low frequency
dip is related to the refractory period (Franklin and Bair, 1995). For small noise intensities the
mean excitation time is very large, therefore the refractory time becomes irrelevant and the
spectral density approaches the flat Poisson limit (Cvar → 1) with a small dip. For interme-
diate noise levels, when the refractory and escape times are of the same order, refractoriness
determines the firing rate and the neuron output becomes very regular. This effect is called
coherence resonance (Pikovsky and Kurths, 1997). At the optimal noise intensity, the Cvar-
value is small and the low frequency dip in the power spectral density is maximal. Fig. 3.8
illustrates that the dip is smaller in the resonant case than in the nonresonant case, especially
for weak noise. In the nonresonant regime the spike pattern is homogeneous, whereas in the
resonant regime spike clusters separated by long intervals are typical. The existence of two
time scales in the spike train results in higher values of Cvar.
Visual inspection of the spectral densities in Fig. 3.8 reveals, that the frequency ωmax
where the main peak appears, the height of the main peak and its shift to higher frequencies
are analogous to those of the spectra estimated numerically (see Fig. 3.5). In the resonant
regime and for increasing noise intensity, ωmax remains close to the frequency ω1, which is in
accord with numerical results, Fig. 3.5.
Nevertheless, the theoretical spectra differ from spectra obtained numerically. The the-
oretical spectra contain a considerable degree of higher harmonics and do not vanish in the
high frequency limit. This can be explained by the fact that δ-spike sequences were used in-
stead of the real spikes with finite duration and particular form. If we perform a convolution
of a single spike with a δ-sequence indicating the positions of spikes (the forms of pulses are
assumed to be identical), then we can also take the finite spike duration into account. In
this case, the spectrum of the δ-spike sequence multiplied by the form-factor (which is the
spectrum of a single spike) should coincide with the spectrum obtained numerically. Rea-
soning this way, we neglect all interspike dynamics, which contains subthreshold oscillations
at the well prescribed frequency in the resonant case. The coincidence of spectra obtained
theoretically and numerically is possible only if the frequency of subthreshold oscillations is
not directly present in the power spectral densities.
We have numerically calculated the power spectral density of a single spike in the au-
tonomous FN model in both regimes, see Figs. 3.2(c) and 3.2(d). The results of the multi-
plication of the theoretically calculated spectral densities with the form-factors are presented
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Figure 3.9: Power spectral densities S(ω) for the FN model driven by white Gaussian noise,
comparison of spectra obtained numerically (black) and theoretical spectra multiplied by the
form factor (red). (a) Resonant regime, D = 0.001, (b) nonresonant regime, D = 0.002.
Other parameters are as in Fig.3.1. Spectral densities are normalized on the total signal
power.
in Fig. 3.9 (red lines). The same plot shows numerically estimated spectral densities (black
lines). A good agreement of numerical and theoretical results confirms our assumption that
spike generation is a renewal process. The renewal assumption also holds in the case of the
resonant FN model and therefore justifies the characterization of the firing patterns using
the ISI density. Again we find, that the frequency of subthreshold oscillation is not directly
reflected in the power spectral density.
The small difference between the numerical and the semi-analytical results may be due to
the change of the spike form if external noise is applied, as this difference is larger for a strong
noise (D = 0.1) and vanishing for small noise intensities. All higher harmonics present in the
spectra calculated from the waiting-time density (Fig. 3.8) disappear after multiplication by
the form-factor.




= −gCam∞(V )(V − VCa)− gKw(V − VK)− gL(V − VL) + I, (3.12)
dw
dt
= φw∞(V )− w
τw(V )
,
where m∞(V ) = 0.5[1 + tanh ((V − V1)/V2)], w∞(V ) = 0.5[1 + tanh ((V − V3)/V4)], and
τw(V ) = 1/ cosh ((V − V3)/(2V4)). Parameter values used to simulate the resonant and non-
resonant regimes are given in the legend to Fig. 3.10. In Fig. 3.10 the ISI density for a stochas-
tic Morris-Lecar model is plotted in resonant and nonresonant regimes for D = 5 · 10−6. The
results are analogous to those presented for the FN model, indicating the generality of our
results.
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Figure 3.10: Interspike interval density F(T )
obtained numerically in the Morris-Lecar
model driven by white Gaussian noise, in res-
onant (C = 20, I = 82) and in nonresonant
(C = 2, I = 65) regimes with same noise in-
tensity D = 5 · 10−6. Other parameters are
V1 = −1.2, V2 = 18, V3 = 2, V4 = 30, gCa =
4.4, gK = 8.0, gL = 2, VK = −84, VL =
−60, VCa = 120, φ = 0.04. Note the loga-
rithmic scale.
Summary
Firing patterns are known to be qualitatively different in resonant and nonresonant neurons.
This difference is hard to quantify by just observing spike trains during short time intervals.
Therefore, reliable statistical instruments are necessary to distinguish between resonant and
nonresonant firing patterns and to characterize features like spike clustering.
In the present chapter, we discuss the spectral properties and the interspike interval
densities in the FitzHugh-Nagumo model subjected to white Gaussian noise. We show that
there is no pronounced qualitative difference between power spectral densities in resonant and
nonresonant regimes. Small differences are found in the response of resonant and nonresonant
neurons to a possible change of the parameters of external force. Spectral characteristics are
very habitual and widely used, but they are indeed not so informative, as we have shown
using simulations of a mathematical model of a neuron.
In contrast, the structure of the interspike interval probability density differs strongly for
these two cases. The ISI density in the resonant regime shows oscillatory behavior reflecting
subthreshold oscillations, whereas the ISI density in the nonresonant regime possesses only a
single maximum. Moreover, the structure of the resonant ISI densities reflects the clustering
effect observed in resonant neurons and provides an accurate definition of a spike cluster.
An analytical fit function for the ISI density has been formulated for the FitzHugh-Nagumo
model.
We reconstruct the power spectra of the output from the waiting-time densities, using
the Stratonovich formula for the spectral density of a renewal point process and performing
the convolution with the form-factor of a single spike. A good agreement of these spectra
with the numerical estimates indicates, that the information contained in the power spectral
density can also be extracted from the waiting-time density and the form-factor of a single
spike. The renewal assumption holds not only for nonresonant FN neurons, but also for
resonant FN neurons.
The interspike interval probability density contains almost all relevant information about
the neuron output even in the resonant case. We conclude that the interspike interval density
rather than the power spectral density should be preferred in experiments to characterize the
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firing patterns and to distinguish between resonant and nonresonant neurons.
We therefore use the ISI density in all further investigations as the main statistical instru-
ment to characterize firing patterns in neurons. In Chapter 5 we develop analytical methods
to calculate the ISI density for renewal neuron models with threshold and reset. These meth-
ods will be used extensively in Chapters 6 and 7 to quantitatively describe experimental
data.
4
Markovian approach to the
first passage time problem
The first passage time (FPT) is defined as the time T , when a stochastic process x(t) leaves
an a priori prescribed domain ∆ of its phase space for the first time, assumed that x(t) has
been started at t = 0 from given initial conditions within ∆. This concept was originally
introduced by E. Schrödinger (1915), when he discussed the behavior of Brownian particles
in external fields. A large variety of problems, ranging from noise in vacuum tubes, chemical
reactions and nucleation (Hänggi et al., 1990) to stochastic resonance (Longtin et al., 1991),
behavior of neurons (Tuckwell, 1988) and risk management in finance (Redner, 2001) can
be reduced to FPT problems. In the majority of applications the attractor of the system’s
dynamics lies inside ∆. The escape process is characterized by the noise-induced flux across
the absorbing boundary of ∆, or by the probability density F(T ) of the first passage time.
Approaches to find F(T ) are typically based either on the Fokker-Planck equation with an
absorbing boundary (Risken, 1989) or on the renewal equation (van Kampen, 1992). Despite
the long history of the FPT problem, explicit expressions for the FPT density are only known
for a few cases. These include overdamped particles under the influence of white noise in
the force free case, under time-independent constant forces and linear forces (Tuckwell, 1988;
Tikhonov and Mironov, 1977; Gerstein and Mandelbrot, 1964; Stratonovich, 1967), as well as
the case of a constant force under colored noise (Lindner, 2004). Reasonable approximations
exist for a few nonlinear forces (Sigeti and Horsthemke, 1989; Liepelt et al., 2005).
Of great importance are Markovian escape processes, for which the mean FPT does not
depend on initial conditions almost everywhere in ∆. For such processes the probability to
escape per unit time, i.e. the escape rate, is independent of the age of a decaying state,
and the FPT is exponentially distributed on times exceeding the local relaxation time in
∆. A large variety of escape processes in physics, chemistry and biology can be described
by Markovian models, well known examples are chemical reactions, electrical transport and
nucleation processes to name but a few (Hänggi et al., 1990; van Kampen, 1992). Many
neuronal systems also demonstrate this kind of behavior. It was shown by Gerstein and
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Mandelbrot (1964), that interspike interval histograms obtained experimentally from the
output of some neurons can be reproduced by the FPT density of a one-dimensional diffusion
process.
The first passage time problem for Markovian models reduces to the calculation of a
constant escape rate. The analytical theory of rate processes started with the pioneering
work of Kramers (1940) and thereafter was intensively studied. Comprehensive reviews of
recent progress in the Kramers problem can by found in Hänggi et al. (1990) and Mel’nikov
(1991).
In Section 4.1 we introduce the main equations for the statistical characteristics of the first
passage time. Dependence of the mean FPT on initial conditions is investigated in Section
4.2, where we also formulate conditions under which an escape processes can be treated as
Markovian. In Section 4.3 the Kramers approach to the rate calculation is reviewed and the
equivalence of the mean FPT and the Kramers rate is shown.
4.1 First passage time problem in Markovian models
Consider a random process x(t) which has been started at t = 0 from given initial conditions
within a domain ∆ of its phase space. The first passage time is the time T , when x(t)
leaves the domain ∆ for the first time. Since x(t) is a stochastic process, the first passage
time T is a random variable. In reiterated realizations of x(t) the FPT T assumes different
values, which are characterized by the corresponding probability density function F(T ). The
formulation of the first passage problem assumes, that different realization of the process x(t)
are independent, hence the random variable T is completely characterized by its probability
density function F(T ). Equivalently, one can use the survival probability Φ(T ), which is the
probability that x(t) did not yet leave ∆ at time T :
Φ(T ) = 1−
∫ T
0
F(t)dt, F(T ) = −dΦ(T )
dT
. (4.1)
All moments of the first passage time are easily obtained from either of these functions.
For shorter notation we denote the n-th FPT moment Tn = 〈Tn〉. In terms of the FPT
















The escape process out of ∆ is characterized by the escape rate κ, which is defined as
the probability to leave ∆ per unit time and is in general a time dependent quantity. To
understand the connection between κ(T ) and the survival probability Φ(T ), consider an
ensemble of N identical particles injected into ∆ at t = 0 at the same initial conditions. The
number of particles leaving ∆ between T and T + dT is determined by the reduction of the
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survival probability and equals −NdΦ(T ) = NF(T )dT . On the other hand, this number
equals the probability κ(T )dT to escape during the time interval (T, T + dT ) multiplied by
the number of particles within ∆ at the time T , which is NΦ(T ). Equating these expressions
provides the relation between the escape rate κ(T ) and the survival probability Φ(T ):




, κ(T ) = F(T )
Φ(T )
. (4.4)
Integration of the above equations yields equivalent relations:















A simple but nevertheless very important class are escape processes with a constant (time-
independent) rate κ. For such processes the probability to escape does not depend on the
time a trajectory spent inside ∆, i.e. on the age of an unstable state. We will refer to escape
processes with a constant rate as Markovian escape processes, in contrast to non-Markovian
escape processes with a rate changing in time1.
From relations (4.5), assuming a constant κ, it immediately follows:
Φ(T ) = e−κT , F(T ) = κe−κT . (4.6)
Thus the first passage time in Markovian models is exponentially distributed and is charac-
terized by a single parameter, the escape rate κ. Conversely, substitution of the exponential
distribution Eq. (4.6) into the rate definition Eq. (4.4) implies a constant rate κ, hence the es-









So the mean FPT in Markovian models is equal to the inverse escape rate.
The Markovian assumption significantly simplifies the first passage time problem, by
reducing it to the calculation of a constant escape rate. However, one has to carefully verify
whether the Markovian model is a good approximation for a given escape process. We
therefore devote the following section to the discussion of conditions under which an escape
processes can be treated as Markovian.
4.2 Dependence of the first passage time on initial conditions
The trajectory x(t) of the first passage time process is only important up to the moment when
it leaves ∆. Therefore one can assume that the whole exterior of ∆ is absorbing. Since we only
1 Do not confuse the definition of a Markovian escape process with a Markov process. The lat-
ter is defined as a stochastic process with the property, that for any set of n successive times holds
Pn(xn, tn|xn−1, tn−1; . . . ;x1, t1) = P2(xn, tn|xn−1, tn−1), i.e. that the conditional probability density at tn
given the value xn−1 at tn−1 is uniquely determined and is not affected by any knowledge of the values at
earlier times, see e.g. van Kampen (1992) and Risken (1989).
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consider Fokker-Planck processes with continuous trajectories in this work, it is sufficient to
require the boundary δ of the domain ∆ to be absorbing. Such absorbing boundary condition
ensures that trajectories having once crossed δ will never return and recross it. The transition
probability density P∆(x, t|x′, 0) of the first passage time process satisfies the Fokker-Planck
equation with the appropriate absorbing boundary condition (Risken, 1989; Hänggi et al.,
1990; Redner, 2001):
∂tP∆(x, t|x′, 0) = LxP∆(x, t|x′, 0), x ∈ ∆, (4.8a)
P∆(x, t|x′, 0) = 0, x ∈ δ. (4.8b)
Here Lx is the Fokker-Planck operator, and x in general denotes the whole set of variables
resulting from the Markovian embedding of the process. Initial conditions x′ are assumed to
lie within ∆. P∆(x, t|x′, 0) also satisfies the backward Fokker-Planck equation
∂tP∆(x, t|x′, 0) = L†x′P∆(x, t|x
′, 0), x′ ∈ ∆, (4.9a)
P∆(x, t|x′, 0) = 0, x′ ∈ δ, (4.9b)
where L†x′ is the adjoint Fokker-Planck operator acting on the x′-dependence of P∆(x, t|x′, 0).
If x′ lies outside ∆, the probability P∆(x, t|x′, 0) vanishes, hence Eq. (4.9a) should be solved
with the absorbing boundary condition Eq. (4.9b).




P∆(x, t|x′, 0)dx (4.10)
and is a function of time and initial conditions x′. Integration of both sides in Eqs. (4.9a)
and (4.9b) with respect to x over domain ∆ yields an equation for the survival probability,
again with an absorbing boundary condition at δ:
∂tΦ(t, x′) = L†x′Φ(t, x
′), x′ ∈ ∆, (4.11a)
Φ(t, x′) = 0, x′ ∈ δ. (4.11b)
For x′ ∈ ∆ it obviously holds: Φ(0, x′) = 1 and limt→∞Φ(t, x′) = 0.
Now we are ready to obtain the equations for the moments of the first passage time Tn(x′),
which in general depend on the initial conditions x′, see Eq. (4.3). Integrating Eqs. (4.11a)
and (4.11b) over time from zero to infinity and using the first of the relations in Eq. (4.3) we
obtain for the mean FPT T1(x′):
L†x′T1(x
′) = −1, x′ ∈ ∆, (4.12a)
T1(x′) = 0, x′ ∈ δ. (4.12b)
Analogously, if we multiply both sides of Eqs. (4.11a) and (4.11b) by ntn−1 and then integrate
over time, using Eq. (4.3) we obtain a recursive system of equations for the moments of the
first passage time:
L†x′Tn(x
′) = −nTn−1(x′), x′ ∈ ∆, (4.13a)
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Tn(x′) = 0, x′ ∈ δ. (4.13b)
Solution of the partial differential equation (4.12a) with the boundary condition (4.12b) is
not trivial for a general multidimensional system. However, let us consider the situation, when
the mean FPT does not depend on initial conditions x′ almost everywhere in ∆2. Under this
assumptions we assign to the constant mean first passage time T1 = κ−1. Using independence
of T1 of x′ and Eq. (4.13a) one can prove by induction, that all higher FPT moments also do
not depend on initial conditions and obey Tn = n!κ−n (Talkner, 1987). These expressions for
the FPT moments coincide with expressions (4.7) for the FPT moments of a Markovian escape
process. We immediately conclude, that the first passage time is exponentially distributed
on times exceeding the local relaxation time, see Eq. (4.6). The FPT density is therefore
parameterized by a single number κ, which is the constant escape rate.
If the mean first passage time does not depend on initial conditions, the escape process is
Markovian and is completely characterized by the escape rate κ. In the following section we
discuss two examples of the FPT processes with the intention to investigate the dependence
of the mean first passage time T1(x′) on initial conditions and to ascertain, under which
assumptions the mean FPT is independent of x′. We confine ourselves only to situations,
when ∆ is a local domain of attraction. If the domain ∆ is not attractive the mean FPT
evidently depends on initial conditions.
4.2.1 Smoluchowski dynamics: spatial diffusion
Consider the overdamped one-dimensional motion of a Brownian particle with unit mass in
the harmonic potential U(x) = ω20x2/2. The coordinate x of the particle obeys a Langevin








where γ is a constant damping rate and the prime denotes the derivative with respect to x.
A fluctuating force ξ(t) represents the effect of a heat bath with the inverse temperature β ≡
(kBθ)−1, where kB is the Boltzmann constant and θ is the temperature. In the simplest case
ξ(t) is Gaussian white noise (〈ξ(t)〉 = 0, 〈ξ(t)ξ(t+ t′)〉 = δ(t′)), which obeys the fluctuation-
dissipation theorem D = γ/β. We put the absorbing boundary at x = xb > 0, so that the
domain ∆ is a semi-infinite interval (−∞, xb).












In this case Eq. (4.12a) is the ordinary differential equation for T1(x′), which has to be solved
with an absorbing boundary at xb and a reflecting boundary at x → −∞. The solution is
2 The mean FPT is zero for x′ ∈ δ, see Eq. (4.12b), and assumes a constant value T1 for x′ being far from
the boundary δ. For x′ chosen inside the region adjacent to the boundary, the mean FPT increases from 0 to
T1 and thus depends on x′.
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It is sufficient to consider the dependence of T (x′) on initial conditions only for 0 6 x′ 6
xb. Indeed, the main contribution of the term eβU(y) to the outer integral in Eq. (4.16) comes
from two regions: y ∼ xb and y < −xb. The inner integral vanishes for y < −xb, hence only
the contribution from y ∼ xb is significant and T1(x′ < 0) ≈ T1(x′ = 0). Qualitatively, it
means that for x′ < 0 the particle relaxes very quickly to the potential minimum and then
behaves as if it has been started at x′ = 0. T1(xb) = 0 and saturates to a constant value if
the distance xb − x′ becomes large. Let us estimate x′, where T1(x′) saturates and ascertain
how this value depends on the system parameters.












The outer integral can then be evaluated in terms of the generalized hypergeometric and
complex error functions. To get a qualitative understanding of the dependence of the mean
FPT on initial conditions, it is worth to evaluate integrals in Eq. (4.16) approximately for
the case of weak noise and high activation energy. The noise intensity is determined by
the thermal energy β−1, and the activation energy is the potential energy at xb and equals








Since the main contribution to the integral Eq. (4.16) comes from the region y ∼ xb
and in view of Eq. (4.18), we can replace the inner integral (Eq. (4.17)) by a constant value√
2π/(βω20). To evaluate the outer integral in Eq. (4.16) we approximate the potential near
xb by a linear function U(x) ≈ U(xb) − ω20xb(xb − x). Substitution of these approximate
expressions into Eq. (4.16) and evaluation of the integral leads to the mean FPT in the form:
T1(x′) = T1f(x′), (4.19)








and f(x′) expresses the dependence of the mean FPT on initial conditions:
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Figure 4.1: Function f(x′) expressing
the dependence of the mean first passage
time T1(x′) = T1f(x′) for the Smolu-
chowski dynamics on the initial condi-
tion x′, for different values of the ratio
βUb of the activation and thermal ener-
gies. The mean FPT does not depend
on x′ if βUb  1 holds and (xb − x′) >
xb(2βUb)−1.
We plot the function f(x′) in Fig. (4.1) for different values of the ratio βUb of the
activation and thermal energies. The accuracy of approximations, made in the evaluation
of the integrals, reduces with decrease of βUb and is still satisfactory for βUb = 1. As
follows from Eq. (4.21), the dependence of the mean FPT on the initial conditions saturates
for (xb − x′) > xb(2βUb)−1. The width of the region where T1(x′) depends on the initial
conditions is of the order xb(2βUb)−1. Thus for a very low noise intensity, βUb  1, the mean
FPT is almost constant for nearly all initial conditions inside ∆ except for those close to xb,
whereas for a high noise intensity, βUb ∼ 1, the dependence of T1(x′) on x′ extends to the
minimum of the potential.
Consider a particle injected into the domain ∆ at x′, as shown in Fig. 4.2(a). If the
noise strength exceeds the energy required for the particle to escape, the particle escapes
immediately prior to the formation of a local quasiequilibrium within ∆. However, if the noise
strength is lower, a local quasiequilibrium distribution first establishes inside ∆ (Fig. 4.2(b)).
The escape occurs then from this quasiequilibrium state with a constant rate κ and the mean
first passage time is independent of the initial condition x′ (Fig. 4.2(c)). If the local relaxation
time is much smaller than the typical escape time, then the mean FPT does not depend on
the initial conditions.
The example of the one-dimensional Smoluchowski dynamics demonstrates, that the ratio
of the activation and thermal energies is essential for the dependence of the mean FPT on
the initial conditions in the overdamped regime. If βUb  1 then T1(x′) does not depend
on x′ almost everywhere in ∆. Initial conditions at x′  0 with arbitrary high energy will
not accelerate the escape process, since the energy dissipation rate is high in the overdamped
regime. The case is different in systems with low energy dissipation rates, as illustrated in
the next example, the underdamped motion in a harmonic potential.
4.2.2 Underdamped dynamics: energy diffusion
Consider a Brownian particle with unit mass moving in a harmonic potential, and assume
that the constant damping rate γ is small. The Langevin equation for the coordinate x of
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Figure 4.2: Sketch of escape
from a potential well in the
Kramers problem. (a) Parti-
cles are injected in the well.
(b) Quasistationary distribu-
tion is established inside the
well. (c) Escape occurs with
a constant rate κ.
the particle reads:
ẍ+ γẋ+ U ′(x) =
√
2Dξ(t), (4.22)
with ξ(t) again being a white Gaussian noise of unit intensity. This equation describes the
two-dimensional Markovian dynamics for x and its velocity v = ẋ. The corresponding Fokker-
Planck equation is referred to as the Kramers-Klein equation (Kramers, 1940; Risken, 1989),













In this case, the equation (4.12a) for the mean first passage time is a partial differential
equation, and its solution T1(x′, v′) is a function of initial coordinate and velocity.
Here we consider a simple case, when the domain ∆ is a half plane x < xb. In this case the
absorbing boundary condition should be imposed on the half infinite line P∆(xb, v, t|x′, v′, 0) =
0 for v < 0. It follows from Eqs. (4.1) and (4.10) that the FPT density is given by the




vP∆(xb, v, t|x′, v′, 0)dv. (4.24)
The solution of Eqs. (4.8a) and (4.12a) with L† given by Eq. (4.23) and absorbing bound-
aries is not trivial, and is only known for the case of a single boundary and a constant force
U ′(x) = const. Analytical expressions for the Laplace transforms of P∆(x, v, t|x′, v′, 0) and
F(T ), as well as the mean first passage time and the asymptotic behavior of the FPT distri-
bution for large T were obtained by Marshall and Watson (1985, 1987) for a constant force.
Even the case of vanishing force U ′(x) = 0 is not trivial (Hagan et al., 1989a,b).
Since no analytical solution for the mean first passage time of an underdamped Brownian
particle in a harmonic potential is available, let us consider a specific limit situation. Namely,
let the damping rate γ be low, so that the particle performs fast oscillations within the well
and the energy variation during one oscillation cycle is small. The energy E remains almost
constant over many oscillation cycles, whereas the effect of the random force is essentially to
shift the motion between different energy surfaces. The Brownian motion in the limit of a
very low damping rate is effectively described by diffusion in the energy space. The particle
immediately escapes as soon as it acquires the energy Ub.
H.A. Kramers was the first who realized, that in the limit of low damping the escape is
governed by the energy diffusion rather than by the spatial diffusion. In his celebrated paper
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(Kramers, 1940) he also derived the diffusion equation for the dynamics of the energy of
the Brownian particle for the first time. The approach consists in the transformation of the
Fokker-Planck equation to the action I and angle φ variables, and further averaging over the
period of the angle variable. This is the standard procedure known as adiabatic elimination of
the fast variable (Zwanzig, 1959; Risken, 1989), which can be applied if the energy dissipation
during one oscillation cycle is smaller than the thermal energy (i.e. γβIb < 1, where Ib is
the action corresponding to the energy Ub). In the case of a harmonic potential the action
variable I is related to energy by I = (2π/ω0)E and the adjoint Fokker-Planck operator








This operator is a nonlinear due to the explicite dependence of the diffusion coefficient on
the energy E. Since we are interested in the escape process, when the energy E approaches
the threshold value Ub, we can simplify L†E by the substitution of Ub instead of E in the drift








The two-dimensional first passage time problem for the coordinate x of the Brownian
particle is reduced to the one-dimensional first passage time problem for its energy E. Solu-
tion of the latter is analogous to the case of the Smoluchowski dynamics considered above.
Integration of the ordinary differential equation (4.12a) with L†E given by Eq. (4.26) yields
the mean FPT dependent on the initial value of the energy U0. Eqs. (4.12a), (4.26) should be
solved together with an absorbing boundary condition at E = Ub and a reflecting boundary
condition at E = 0. This provides the mean FPT in the form:
T1(U0) = T1f(U0), (4.27)





and f(U0) expresses the dependence of the mean FPT on the initial energy:








Here we assumed that βUb  1 and neglected the term exp(−βUb) as compared with
unity. The dependence of the mean FPT on the initial energy for an underdamped mo-
tion, Eq. (4.29), is similar to the dependence of the mean FPT on the initial position for the
Smoluchowski dynamics, see Eq. (4.21) and Fig. 4.1. Function Eq. (4.29) saturates f(U0) ≈ 1,
if βUb(1− U0/Ub) 1, which is equivalent to βUb  1 and U0  (Ub − β−1).
In the case of an underdamped motion (γβIb < 1), the mean FPT does not depend on the
initial energy value U0, if the ratio of the activation and thermal energies is high (βUb  1)
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and the energy of injected particles is low, i.e. smaller than the difference between the
activation and thermal energies (U0  (Ub−β−1)). The first condition is the same as for the
overdamped dynamics. The second condition means, that if the initial energy is close to the
activation energy, the random force can push the particle to the absorbing boundary prior to
relaxation. Only for initial conditions in the vicinity of the potential minimum, formation of
a local quasiequilibrium inside the well precedes an eventual escape and the particles escape
with a constant rate κ, as sketched in Fig. 4.2.
To summarize, an escape process from the domain ∆ can be treated as Markovian in good
approximation, if the mean FPT does not depend on initial conditions and the formation of
a local quasiequilibrium precedes the escape. For an overdamped dynamics these conditions
are fulfilled if the activation energy considerably exceeds the fluctuations energy (βUb  1).
In the case of an underdamped dynamics only particles injected with low initial energies
can thermalize prior to escape, hence the range of Markovian initial states is additionally
restricted by the condition U0  (Ub − β−1).
4.3 Kramers approach
Assume that the conditions discussed in the previous section are fulfilled, and that the escape
from the domain ∆ can be adequately described by a Markovian rate process. The first
passage time problem reduces then to the calculation of the escape rate.
The rich history3 of the rate theory begins with the works of Van’t Hoff (1884) and
Arrhenius (1889), who studied the reaction-rate data as a function of the inverse temperature
β = (kbθ)−1. The dependence of the reaction rate κ on the temperature was found to have
an activation-like form, known as the Van’t Hoff-Arrhenius law:
κ = ν exp(−βUb). (4.30)
Here Ub denotes the activation energy, and ν is a prefactor. To explain this activation-like
dependence, Arrhenius (1889) introduced the “hypothetical body”, an activated reactant
complex with energy Ub, and proposed the existence of thermal equilibrium between nor-
mal and active reactant molecules. The dependence of the prefactor ν on temperature and
damping rate remained to be understood.
Quantitative progress in the rate theory came with advances in the theory of fluctuations.
The first quantitative description of an activated rate process was given by Farkas (1927)
in the study of homogeneous nucleation in supersaturated vapors. Kinetics of nucleation
processes was further developed by Becker and Döring (1935) and Kuhrt (1951). Eyring
(1935) considered a nonlinear decomposing molecule consisting of n atoms, and calculated
the probability of the activated state using the ordinary statistical mechanics.
The major contribution was made by Kramers (1940), whose ideas laid the foundation of
the modern rate theory. Kramers (1940) explained the escape mechanism as a noise-assisted
reaction for the first time. Starting from the Fokker-Planck equation for the Brownian motion
in a nonlinear potential, Kramers succeeded to calculate the escape rate as the ratio of a
3For exhaustive account of the history of rate theory see Hänggi et al. (1990).
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quasistationary flux through the potential barrier and the population within the well. He
separately treated the cases of weak, moderate and strong friction and obtained analytical
expressions for the escape rate in these three regimes.
Since Kramers’ landmark paper a lot of new insights and developments were acquired
in rate theory. These include the generalization of Kramers theory to the multidimensional
transition state theory in full phase space of all degrees of freedom (Pollak, 1986, 1990),
the turnover between weak and strong friction, and stationary nonequilibrium rate theory
(Hänggi et al., 1990). The rate theory found many applications in diverse fields of science.
Recent experiments in nonlinear optics (Roy et al., 1985; James et al., 1988), condensed
matter physics (Fulton and Dunkleberger, 1974; Turlot et al., 1989) and biology (Acar et al.,
2005) can be accurately interpreted in terms of Kramers’ rate theory.
4.3.1 Evaluation of escape rate
Kramers’ escape rate can be calculated by means of several methods. The most common are
the flux-over-population method, the methods of reactive flux, of lowest eigenvalue and of
the mean first passage time (Hänggi et al., 1990). Here we consider an example of Brownian
motion in a harmonic potential with an absorbing boundary at xb. The potential barrier has
a cusp form in this case (see Fig. 4.2) and the methods making explicit use of the parabolic
approximation of the potential barrier cannot therefore be applied. To calculate the rate
κ we use the flux-over-population method in the Smoluchowski and energy-diffusion limits
and the mean FPT method in the moderate damping regime. The escape problem in a cusp
shaped potential is of great practical importance for applications such as electron transfer
reactions (Kuznecov and Ulstrup, 1999).
I. Escape in equilibrium system. We start our discussion with the simple transition
state theory (TST), which is based on two assumptions: (i) the equilibrium state prevails
throughout the entire system, and (ii) trajectories that have crossed the transition state once
will never return and recross it. The first assumption states that all absorbing boundaries are
removed and an equilibrium distribution is established between regions within and outside ∆.
The second assumption is plausible if the system is treated as Hamiltonian with all degrees of
freedom in a full phase space of the escaping particle and heat bath (multidimensional TST).
The transition state is then a saddle point in the full phase space, and the classical system
is very unlikely to return to the narrow bottleneck around the saddle point. If however the
system is approximated in terms of only few degrees of freedom (simple TST), so that the
transition state is a low-dimensional surface in a reduced phase space, then the probability of
correlated recrossings of the transition state is high and the escape rate will be overestimated.
Here we only consider the simple TST, which is often used as an upper bound estimate for
the escape rate. For a review of the multidimensional TST we refer the reader to Hänggi
et al. (1990).
In an equilibrium system, the rate of crossing the boundary δ is given by a stationary
probability efflux across δ. In our example of a harmonic oscillator Eq. (4.22) with a boundary
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where P (x, v) is the stationary probability density of the entire system. For a nonlinear
potential U(x), the Gaussian approximation for the stationary probability density within ∆
is usually used, i.e. the potential is approximated by a parabolic well with the frequency
ω20 = U ′′(x)|x=0. In this approximation the escape rate is also expressed by Eq. (4.31), where
Ub is the activation energy, i.e. the difference of U(x) at the barrier and at the minimum of
the potential: Ub = U(xb)− U(0).
The potential barrier enters the TST rate Eq. (4.31) only in form of the activation energy
Ub through the exponential Arrhenius factor. The prefactor ω0/2π describes the dynamics
in the vicinity of the local attractor within ∆. Thus the TST rate disregards the form of
the potential near the barrier. We have already mentioned that, if the noise intensity is low
or moderate (βUb  1), κTST overestimates the true escape rate due to probable correlated
recrossings of the transition state. For a vanishing noise intensity (βUb → ∞) trajectories
approach the transition state extremely rarely, and particles thermalize prior to eventual
return to the transition state. Therefore, for vanishing noise intensities, recrossings of the
transition state are uncorrelated and κTST gives an accurate estimate for the escape rate. In
the regime of strong noise (βUb ∼ 1), escape occurs from a nonequilibrium state and the
first assumption (i) of the TST is violated. In this case the mean escape rate defined as the
inverse mean FPT can exceed the TST estimate.
The result Eq. (4.31) was generalized by Rice (1945) to the case of arbitrary Gaussian
differentiable processes. He obtained the mean frequency of upcrossings of a given level xb
by a stationary process x(t), see Eq. (5.15). In the case of white noise the Rice frequency
Eq. (5.15) coincides with the TST rate Eq. (4.31).
II. Escape in nonequilibrium system. The escape problem has an essentially nonequi-
librium character: since particles are immediately absorbed at the boundary δ, the particle
density outside ∆ is zero, and thus considerably differs from the equilibrium distribution.
In the following paragraphs we illustrate the mean FPT and the flux-over-population ap-
proaches, which assume a quasiequilibrium distribution within the domain ∆ and the van-
ishing particle density outside ∆.
Mean first passage time. The complete formal solution to the mean FPT problem
was given by Matkowsky and Schuss (1977) in form of the asymptotic expansion in small
parameter D, being the noise intensity. The approach is based on the approximate solution
of the equation (4.12a) with absorbing boundary condition Eq. (4.12b) in the limit D → 0.
For the special case of one-dimensional system with a boundary placed at xb, the resulting
expression for the escape rate κMFPT, which equals the inverse mean first passage time T1,























Examination of expression Eq. (4.32) reveals that this result implies the formation of a
stationary Maxwell-Boltzmann distribution within the domain ∆. The integral in the nu-
merator of Eq. (4.32) is a stationary flux across xb, and the denominator gives the population
within the domain ∆. Note that, in the limit of vanishing noise, the equilibrium distribu-
tion of the entire system is concentrated in close vicinities of local attractors, hence within
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domain ∆ it coincides with the local quasiequilibrium distribution except for normalization.
The latter is provided by the denominator in Eq. (4.32). Therefore, in the limit of vanishing
noise intensity, the rate κMFPT approaches the TST rate κTST.









)] e−βUb . (4.33)
This expression is valid for low noise intensities and turns into Eq. (4.31) for βUb  1.
Flux-over-population method. In strongly underdamped and strongly overdamped
regimes the flux-over-population method can be used for the rate calculation in a cusp-
shaped potential. The probability efflux J across the boundary δ is given by the product of
the population N within ∆ and the probability to escape per unit time, which is the escape
rate κ. One assumes a stationary regime in a system subjected to the following nonequilib-
rium constraint: the particles are absorbed at the boundary δ and then reinjected into the
domain ∆ resulting in a stationary probability current. The escape rate κ is calculated as
the stationary flux J divided by the population N , as the name of the method suggests:
κ = J/N. (4.34)
Energy diffusion limit. Let us first concentrate on the underdamped regime. The es-
cape process is governed by energy diffusion if the damping rate is sufficiently low (γβIb < 1).
For the Langevin dynamics in Eq. (4.22), evolution of the corresponding probability density
P (E, t) in the energy space obeys the Fokker-Planck equation (compare with Eq. (4.25)):
∂
∂t




1 + β−1 ∂
∂E
]
P (E, t) = − ∂
∂E
J(E, t), (4.35)
where J(E, t) is the probability flux. In the stationary regime the time derivative ∂tP (E, t)
vanishes. Integration of Eq. (4.35) under this condition provides for the arbitrary prescribed
stationary flux J and the stationary energy distribution P (E):
J = −γEβ−1
(





This equation can be rewritten as






Integration of Eq. (4.37) over energies from E to Ub and using the absorbing boundary
condition P (Ub) = 0 yields for the stationary probability distribution:










P (E) has a singularity at E = 0 due to the probability source concentrated at the potential
minimum. However, for βUb  1 this singularity does not contribute to the population within
64 4. Markovian approach to the first passage time problem
the domain ∆. Indeed, for βUb  1 the main contribution to the integral in Eq. (4.38) comes
from the region near the barrier. Therefore we can approximate4 the factor in front of the
exponential by U−1b . Evaluation of the integral and neglecting the terms ∼1 as compared to
exp(βUb), leads to
P (E) = J
γUb
eβUb e−βE . (4.39)
Finally, to obtain the population N within the domain ∆, the stationary probability
distribution Eq. (4.39) should be integrated from 0 to Ub over energy: N =
∫ Ub
0 P (E)dE.
Performing this integration and due to Eq. (4.34) we obtain the escape rate κED in the
energy diffusion limit:
κED = γβUb e−βUb . (4.40)
This expression is valid if the activation energy significantly exceeds the thermal energy
(βUb  1) and if the damping rate is low (γβIb < 1). Note that the rate κED is equal to the
inverse mean FPT T1 in Eq. (4.28), which was obtained by solving Eqs. (4.12a), (4.26) in the
energy space, avoiding the calculation of the stationary distribution.
Smoluchowski limit. The evaluation of the escape rate in the overdamped limit
(γ  ω0) is analogous to the energy diffusion limit. The probability density P (x, t) for














P (x, t) = − ∂
∂x
J(x, t), (4.41)
with J(x, t) being the probability flux in the coordinate space. Assuming a stationary distri-
bution, integration of Eq. (4.41) yields for the stationary flux J :






P (x, t) eβU(x)
)
. (4.42)
Particles arriving at xb are immediately absorbed, hence P (xb, t) = 0. Integration of
Eq. (4.42) from x to xb therefore leads to the stationary probability distribution P (x) in the
form:





To evaluate the integral in Eq. (4.43) we again make use of the condition βUb  1 and
note that the main contribution to the integral comes from the region near the barrier.
Approximating5 the potential near the barrier by a linear function U(x) ≈ U(xb)−ω20xb(x−
xb), we obtain
P (x) = Jγ
ω20xb
eβUb e−βU(x). (4.44)
4 The same approximation was made in Eq. (4.26).
5 The same approximation was made by evaluation of the outer integral in Eq. (4.16).
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Figure 4.3: Mean escape rate κ (the in-
verse mean FPT) for a harmonic oscillator
driven by a white Gaussian noise as a func-
tion of the noise intensity D. (a) Regime of
moderate damping, γ = 0.4 (upper curves),
γ = 0.8 (middle curves) and γ = 2.6 (lower
curves). (b) Underdamped regime, γ = 0.01,
energy diffusion. (c) Overdamped regime,
γ = 10.0, spatial diffusion. The results of
numerical simulations are shown with open
circles (x′ = −1, v′ = 0) and with filled cir-
cles (x′ = 0, v′ = 0); the TST rate κTST, Eq.
(4.31) with a dashed line, the mean FPT result κMFPT, Eq. (4.33) with a
solid line; the energy-diffusion limited rate κED, Eq. (4.40) and the Smolu-
chowski rate κSM, Eq. (4.45) are shown with dash-dot lines in (b) and (c),
respectively. Other parameters are ω0 = 1 and xb = 1. Note the logarith-
mic scale in (a) and the double logarithmic scale in (b) and (c).
Further integration of the stationary distribution Eq. (4.44) over the domain ∆ provides
the population N =
∫ xb









This expression for the escape rate can be applied if the noise intensity is low (βUb  1)
and the damping rate is high (γ  ω0). The rate κSM equals the inverse mean FPT given by
Eq. (4.20), which was obtained without evaluating the stationary probability distribution.
In conclusion let us illustrate the applicability of different expressions for the escape rate
using the example of a one-dimensional Brownian motion in a harmonic potential. We fix the
frequency ω0 = 1 and the barrier position xb = 1, and vary the damping rate γ and the noise
intensity D. For these specific parameter values the validity condition for the rate description
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βUb  1 reduces to D  γ/2. In numerical estimations of the escape rate we used two sets
of initial conditions: (i) at the potential minimum (x′ = 0, v′ = 0) with zero initial energy
U0 = 0, and (ii) at (x′ = −1, v′ = 0) with initial energy U0 equal to the activation energy Ub.
Obviously, the mean FPT depends on initial conditions in the underdamped regime and for
high noise intensities. Therefore, in simulations we determine the mean escape rate κ as the
inverse mean FPT for given initial conditions.
Numerical results for the mean escape rate κ are shown in Fig. 4.3 with open circles
(x′ = −1, v′ = 0) and with filled circles (x′ = 0, v′ = 0) as a function of the noise intensity
D for different damping rates γ. In the case of moderate and strong friction (Figs. 4.3(a)
and 4.3(c)) the mean escape rate does not depend on initial conditions for small D, and only
for thermal energies comparable with the activation energy (D > γ/2) the escape rates for
initial values (i) and (ii) differ. In the underdamped regime (Fig. 4.3(b)) the mean escape
rates differ over the entire range of D. Indeed, for the initial values (ii) it holds U0 = Ub
and, therefore, the condition for the independence of the mean FPT of the initial energy
U0  (Ub − β−1) is not fulfilled.
The TST estimate for the escape rate κTST, Eq. (4.31) is depicted with dashed lines in
Fig. 4.3. The behavior of κTST is similar for low, moderate and strong friction: it is rather
accurate for small noise intensities and overestimates the escape rate for moderate noise.
For very strong noise (βUb  1) the TST rate saturates at ω0/2π, see Eq. (4.31), the time
interval between two successive recrossings of xb in the equilibrium system is in average equal
to T ∼ 2π/ω0. For low and moderate damping rates γ and strong noise, the escape occurs on
the time scale of the half period of motion in the well ∼ π/ω0, being smaller than T . Hence
κTST underestimates the escape rate at high noise intensities in the moderate and low damping
regimes, see Figs. 4.3(a) and 4.3(b). In the case of overdamped motion the characteristic time
scale of the dynamics in the well is ∼ γ/ω20, which exceeds T for sufficiently large γ. Therefore
κTST overestimates the escape rate at high noise intensities in the overdamped regime, see
Fig. 4.3(c).
The escape rate κMFPT, Eq. (4.33), obtained from solution of the mean FPT problem in the
limit D → 0, is depicted with solid lines in Fig. 4.3. At low noise intensities κMFPT provides
accurate results for the escape rate, but becomes less precise for D > γ/2. For very strong
noise (βUb  1) the rate κMFPT saturates at ω0/π, see Eq. (4.33). By arguments analogous
to those presented in the previous paragraph, for high noise intensities κMFPT remains rather
accurate in the regime of moderate damping (Fig. 4.3(a)) and overestimates the escape rate
in the overdamped regime (Fig. 4.3(c)). In the underdamped regime (Fig. 4.3(b)), where
dependence on the initial conditions is crucial, both κMFPT and κTST perform well only for
low noise intensities. Finally, for a vanishing noise intensity κMFPT tends to the TST rate
κTST.
The energy diffusion limited rate κED, Eq. (4.40) and the Smoluchowski rate κSM, Eq. (4.45)
are shown with dash-dot lines in Figs. 4.3(b) and 4.3(c), respectively. The accuracy of these
rate estimates is comparable with those of κMFPT in the limit of low noise intensity. For larger
noise intensities (βUb  1) both κED and κSM strongly underestimate the true escape rate.
Indeed, as follows from Eqs. (4.40) and (4.45), the escape rates κED and κSM unrealistically
decrease with increasing noise intensity for βUb < 1 in the energy diffusion limit and for
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βUb < 1/2 in the Smoluchowski limit.
To summarize, the rate description of an escape process is suitable only for low noise
intensities βUb  1. The mean FPT approach retains its accuracy for larger noise intensities
in the moderate damping regime. In the strongly underdamped regime, dependence on
initial conditions is crucial, the reduced rate description is imprecise, and all rate estimations
perform poorly.
4.3.2 Equivalence of mean first passage time and Kramers rate
In the previous section we derived Eqs. (4.40) and (4.45) for escape rate by means of the flux-
over-population method, based on the evaluation of the stationary probability distribution
in a nonequilibrium system. The resulting rates κED and κSM are equal to the corresponding
inverse mean FPT Eqs. (4.28) and (4.20), found from solution of the adjoint Fokker-Planck
equation with absorbing boundary condition. This agreement is no coincidence: the inverse
mean FPT is identical to the associated Kramers flux-over-population rate for an arbitrary
Fokker-Planck process.
Indeed, consider the escape process from domain ∆ with the boundary δ for an arbitrary
multidimensional Fokker-Planck process. Assume that a stationary regime is established in
a system subjected to a nonequilibrium constraint: particles are started at x′ within ∆ and
immediately absorbed once they reach the boundary δ, then particles are reinjected at x′
resulting in a stationary probability flux J . The stationary Fokker-Planck equation with a
probability source of strength q at x′ and probability sinks at δ reads
− q δ(x− x′) = LxP (x, x′) = −
∂
∂x
J(x, x′), x ∈ ∆, (4.46a)
P (x, x′) = 0, x ∈ δ. (4.46b)
Here x denotes the whole set of variables in which the stochastic process is Markovian, P (x, x′)
is the multidimensional stationary probability density, J(x, x′) is the probability flux density,
and δ(x− x′) is a multidimensional delta-function.
Integration of Eq. (4.46a) over domain ∆ and using the Gauss theorem, leads to the





where ds denotes the differential surface element of the boundary δ.
Further, multiplying Eq. (4.46a) by the mean FPT T1(x) and integrating over ∆, we
obtain
− q T1(x′) =
∫
∆
T1(x)LxP (x, x′)dx. (4.48)
If we change to the adjoint Fokker-Planck operator on the right hand side of Eq. (4.48), due
to Eqs. (4.12a) and (4.47) we arrive at
T1(x′) =
∫
∆ P (x, x′) dx∫
δ J(x, x′) ds
. (4.49)
68 4. Markovian approach to the first passage time problem
Hence, the mean first passage time is expressed as the ratio of the population within ∆
and the total outgoing flux across the boundary δ, and is formally equivalent to the inverse
Kramers escape rate. Note, that Eq. (4.49) is a valid expression irrespective of whether ∆ is
a domain of attraction nor whether the noise intensity is small. However, only under these
assumptions T1(x′) is independent of the initial conditions x′, and the rate description of the
escape process is applicable.
The Equivalence of the mean FPT and Kramers escape rate for an arbitrary time-
homogeneous process (not necessary a Fokker-Planck process) was proven by Reimann et al.
(1999).
Summary
Escape processes out of a prescribed domain ∆ are ubiquitous with many applications in
modern physics, chemistry and biology. Calculation of the first passage time to the boundary
δ of the domain ∆ is in general a nontrivial problem, and exact expressions for the FPT
density are known only for few cases.
The problem is considerably simplified in Markovian models, where the mean FPT does
not depend on initial conditions. The escape rate in Markovian models is independent of
the age of the decaying state and the first passage time is exponentially distributed for times
beyond the local relaxation time within ∆. The escape process follows a two stage scheme:
first a local quasiequilibrium distribution is formed within ∆, then escape proceeds from this
quasiequilibrium state with a constant rate. A Markovian escape process is parameterized
by a single number, the constant rate.
The escape process can be treated as Markovian in good approximation, if ∆ is a local
domain of attraction and the fluctuation strength is low as compared with the activation
energy. For underdamped dynamics, in addition, the energy of injected particles should be
sufficiently low. In this case, the mean FPT is equivalent to Kramers rate and can be evaluated
without explicit solution of the adjoint equation, for example, using the flux-over-population
method.
Though many experimental situations can be accurately interpreted in terms of a rate
process with a time-independent rate, for many realistic applications (e.g. underdamped
resonant neurons) the dependence of the first passage time on initial conditions is crucial.
In such non-Markovian models the rates are time-dependent, the FPT densities have com-
plex structures and a Markovian rate description is not suitable. Chapter 5 is devoted to
the analytical treatment of non-Markovian escape processes with complex multimodal FPT
densities.
5
First passage time densities in
non-Markovian models
In Chapter 4 we discussed a Markovian escape of a stochastic process x(t) from a domain ∆
of its phase space. This kind of description is suitable for overdamped systems at low noise
intensities, when the local relaxation time trel is much smaller than the typical escape time.
Initially a local quasiequilibrium is established within ∆. The escape occurs then from this
quasiequilibrium state with a constant rate κ, inversely proportional to the mean FPT. The
problem is independent of the detailed initial state and the time the trajectory has spent inside
∆. For times T larger than trel the FPT probability density decays exponentially: F(T ) ∼
exp(−κT ). Well known examples are chemical systems and nucleation processes, where the
rates determine the mean velocity of chemical reactions or of forming overcritical nuclei
(Hänggi et al., 1990; Nicolis and Prigogine, 1989). Another example are the leaky integrate-
and-fire and similar neuron models, for which the corresponding trajectories approach the
stable rest state quickly after the reset (Tuckwell, 1988; Lindner et al., 2004).
If the time scale separation between relaxation and escape does not hold, the escape can
occur prior to formation of the local quasiequilibrium and the rates are time dependent.
The first passage time then depends sensitively on initial conditions and the FPT densities
have a complex shape different from an exponential decay. This situation is encountered
in the presence of metastable states, where the mean FPT dramatically depends on the
initial conditions and effects like the noise enhanced stability emerge (Fiasconaro et al., 2003,
2005). Another example is pertinent to short time scales T < trel, which attracts a growing
interest because of recent experiments studying chemical reactions on time scales down to
femtoseconds (Diau et al., 1998). In theoretical studies of an underdamped potential system
staying initially at the bottom of the well, the flux over the boundary was found to grow
in a stepwise manner before formation of the local quasiequilibrium (Soskin et al., 2001).
Another interesting example are resonant neurons, which exhibit subthreshold oscillations
with relaxation time exceeding the mean interspike interval. In Chapter 3 we showed, that
This chapter is adopted from Verechtchaguina et al. (2006a,b).
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interspike interval densities obtained from the output of a resonant neuron have a multimodal
structure and contain the entire information about the neuron dynamics in the case, that
the renewal assumption holds. The Markovian approaches to the FPT problem discussed in
Chapter 4 fail to reproduce the complex structure of the FPT densities, which is characteristic
for non-Markovian models with nonequilibrium initial conditions.
The FPT density can be obtained from the solution of the adjoint Fokker-Planck equation
with absorbing boundary in many dimensions, where auxiliary degrees of freedom, e.g. ve-
locity degrees of freedom, result from the Markovian embedding of a non-Markovian process
(Hänggi et al., 1990). However, even the calculation of the mean FPT for a non-Markovian
process x(t) is a rather complicated task, since the corresponding boundary problem cannot
be treated in a straightforward way, but must be handled with care to prevent a backflow of
probability through the hidden channels (Doering et al., 1987; Hänggi et al., 1988).
Another method, which can be used to obtain the FPT density on time scales preceeding
the local relaxation time, is the method of optimal fluctuation (Graham and Tél, 1986;
Dykman et al., 1992; Soskin, 1999, 2006). In the low-noise limit the time dependent flux
J(T ) through the absorbing boundary has a characteristic activation-like dependence on the
noise intensity D: J(T ) ∼ P exp(−Sa/D). The dependence of the prefactor P on time
and noise intensity is assumed to be much weaker than that of the activation factor and is
neglected. The activation energy Sa can be shown to be the minimum of a certain functional
Sa = Smin(T ) (Soskin, 1999). The path minimizing Smin(T ) is referred to as the most
probable escape path, giving the name to this approach. The method of optimal fluctuation
provides a time dependent solution to the FPT problem with logarithmic accuracy in the case
of weak noise, when the activation-like dependence of the flux J is a good approximation.
However, the generalization of this method to nonpotential systems and the calculation of
the prefactor P remains an open problem.
An alternative approach to the FPT problem is based on the theory of level-crossings
(Rice, 1945), which lays the foundation for our subsequent work. Suppose that the absorbing
boundary is replaced with a transparent one, then a random process x(t) can recross xb many
times. The FPT density for x(t) is related to the waiting-time density for a point process
formed by the times, when x(t) crosses the level xb. The joint densities of multiple level
crossings can be obtained in the case of differentiable trajectories. The general theory of level
crossings was originally developed by Rice (1945). He derived an expression for the probability
density of the recurrence time for a stationary random process to a given level in the form of
series of multiple integrals over the joint densities of level crossings. This series is referred to
as the Wiener-Rice series in Siegert (1951), where it was derived from the generalized renewal
equation. Stratonovich (1967) discussed the Wiener-Rice series in connection with the peak
duration of random functions and derived a closed analytical approximation for this series in
the case of nonapproaching level crossings. Another analytical approximation was suggested
in Gammaitoni et al. (1991). Is is based on the less stringent assumption that the sequence of
level crossings is stationary and provides an approximate expression for the Laplace transform
of the recurrence time density. The exact expression for the first passage time probability
density Eq. (5.6) is analogous to the Wiener-Rice series and was proven by Fomin (1980).
We proceed to give a much more elementary derivation of Eq. (5.6), which serves as the main
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instrument for our further investigations. We discuss several analytical approximations for
Eq. (5.6), which proof to be very effective in a broad range of non-Markovian FPT problems
and, at the same time, are simple enough to be used in applications.
This chapter is structured as follows. In Section 5.1 we present the general exact expres-
sions for the FPT density in form of the Wiener-Rice series. Several analytical approximations
for this series, based either on truncations or on the decoupling of correlations, are discussed
in Section 5.2. We examine the quality of these approximations by applying them to a har-
monic oscillator with the threshold and reset driven by a white Gaussian noise. Section 5.3
illustrates the applicability of these approximations to high-dimensional FPT problems, using
the Ornstein-Uhlenbeck and harmonic noise driving as examples. Finally, a semi-analytical
approach to the FPT density for a nonlinear non-Markovian system is suggested in Section
5.4. This approach combines analytical approximations with a numerical solution of the
Fokker-Plank equation and is applied to the resonant FitzHugh-Nagumo model, in order to
calculate the interspike interval density.
5.1 Counting level crossings
We start with the derivation of the general expression (5.6) for the first passage time density
of a differentiable random process x(t).
First consider the probability n1(xb, t|x0, v0)dt that a continuous differentiable process
x(t) crosses the level xb in the time interval between t and t+dt with positive velocity v(t) =
ẋ(t) > 0 under initial conditions x(0) = x0, ẋ(0) = v0. Generally the whole set of variables
resulting from the Markovian embedding of x(t) should be given at t = 0. For simplicity we
consider the two-dimensional dynamics. The generalization to higher dimensional systems is
obvious and will be discussed in Section 5.3. Crossing the level with positive velocity will be
referred to as an upcrossing throughout the following text.
If x(t) crosses the level xb within time interval (t, t + dt) with velocity v > 0, then the
value of the coordinate at time t should lie within the interval xb − vdt < x(t) < xb, see
Fig. 5.1. The probability that x(t) is in this interval equals
xb∫
xb−vdt
P (x, v, t|x0, v0, 0)dx =
|v|P (xb, v, t|x0, v0, 0)dt. Since the velocity value at the instant of crossing is positive but oth-
erwise arbitrary, one obtains the probability of an upcrossing by integration over all positive
values of v:
n1(xb, t|x0, v0, 0) =
∞∫
0
vP (xb, v, t|x0, v0, 0)dv. (5.1)
The density n1(xb, t|x0, v0, 0) is the probability of an upcrossing per unit time. It is
a rate of upcrossings rather than a probability density. The function n1(xb, t|x0, v0, 0) is
therefore not normalized. Eq. (5.1) can be simply generalized to give expressions for the joint
densities of multiple upcrossings. The probability np(xb, tp; . . . ;xb, t1|x0, v0, 0)dtp . . . dt1, that
the process x(t) crosses the level xb in each of the p time intervals (t1, t1+dt1), . . . , (tp, tp+dtp)
(Fig. 5.2) is given by:
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Figure 5.1: Random process x(t) crosses the
level xb between t and t + dt with positive
velocity v. The value of x at time t is in
interval xb − vdt < x(t) < xb.
Figure 5.2: Times, when a random process
x(t) performs upcrossings of xb, form a point
process t1, t2, t3 . . . .
np(xb, tp; . . . ;xb, t1|x0, v0, 0) =
∞∫
0
dvp . . .
∞∫
0
dv1vp . . . v1P (xb, vp, tp; . . . ;xb, v1, t1|x0, v0, 0). (5.2)
For clarity, in the following we omit xb and the initial conditions in expressions for the
joint densities of upcrossings. The transition probability densities are connected to the joint
probability densities of x and v according to Bayes’ theorem:
P (xp, vp, tp; . . . ;xb, v1, t1|x0, v0, 0) =
P2p+2(xp, vp, tp; . . . ;xb, v1, t;x0, v0, 0)
P2(x0, v0, 0)
. (5.3)
Our aim is to calculate the first passage time probability density F(T ), that is the fraction
of all trajectories starting from the initial point x0 with initial velocity v0 which perform the
first upcrossing of the level at time T . All such trajectories are accounted for in the density
n1(T ) (see the upper panel in Fig. 5.3). However, n1(T ) also accounts for trajectories for
which the upcrossing at the time T was not the first one, i.e. which had a previous upcrossing
at an earlier time t1 < T (panel 2 in Fig. 5.3). Such trajectories should not contribute to
F(T ), and therefore we should subtract their fraction from n1(T ). Taking into account that





This excludes all trajectories crossing xb exactly twice until T . However, Eq. (5.4) does
not fully solve the problem, since trajectories crossing xb three times, i.e at time T and at
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Figure 5.3: Counting level crossings. The N -th row corresponds to trajectories with exactly
N upcrossings. The p-th column corresponds to the p-th term of the sum Eq. (5.6). The
numbers show how many times a trajectory with exactly N upcrossings is accounted for in
the p-th term. Sum of all numbers in every row is exactly zero.
two earlier moments ti < T, i = 1, 2 (row 3 in Fig. 5.3), are not accounted for correctly. Each
such trajectory is counted once in n1(T ). The second term in Eq. (5.4) accounts for the pairs
of upcrossings at T and at some ti < T . Each trajectory with two additional upcrossings
at ti < T, i = 1, 2 is therefore subtracted twice in
∫ T
0 n2(T, t1)dt1. Such trajectories should
not contribute to F(T ): in Eq. (5.4) we subtracted too much and have to add the amount of











n3(T, t2, t1)dt1dt2. (5.5)
The factor 1/2! in the last term accounts for the number of permutations of variables ti.
Generally, if a trajectory crosses the level at time T and at N earlier times ti < T, i =




np+1(T, tp, . . . , t1)dt1 . . . dtp it is accounted for exactly CpN times
(CpN stands for the number of combinations). Note, that
N∑
p=0
(−1)pCpN = (1− 1)N = 0. Thus
in the alternating sum of the type Eqs. (5.4) and (5.5) containing N+1 terms, all trajectories
crossing xb at time T and having i = 1, 2, . . . , N additional upcrossings are excluded, however
those with a larger number of upcrossings are not accounted for correctly. Extending the
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sum to infinity we exclude all superfluous trajectories, and only trajectories with the first












np+1(T, tp, . . . , t1)dtp . . . dt1. (5.6)
If we express the joint densities of upcrossings using the joint probability densities of x
and v given by Eqs. (5.2) and (5.3), we obtain:

















dvdv1 . . . dvp
vv1 . . . vpP2p+4(xb, v, T ;xb, vp, tp; . . . ;xb, v1, t1;x0, v0, 0).
Eq. (5.6) connects F(T ), i.e. the solution of the FPT problem with absorbing bound-
ary at xb, with all joint densities of upcrossings for the freely evolving process. To obtain
np(tp, . . . , t1) we consider trajectories, which are not absorbed at xb, but can return after an
upcrossing and then cross xb again and again. The correct combination of all these densities
of multiple level crossings results in the probability density for the first upcrossing.
The times, when a random process x(t) performs upcrossings of the level xb, form a point
process, as sketched in Fig. 5.2. The distribution functions of this point process,
n1(t1), n2(t2, t1), n3(t3, t2, t1), . . . , (5.7)
are the joint densities of upcrossings and can be obtained using Eq. (5.2). Since x(t) has a
finite velocity, the interval between two upcrossings cannot be arbitrary small and therefore
np(tp, . . . , t1) vanishes if two of its arguments coincide. Such a point process is called a
system of nonapproaching random points (Stratonovich, 1967). Results from the theory of
point processes reviewed in Section 2.3 can be applied to obtain the FPT density F(T ).
In this context F(T ) is the waiting-time density for the corresponding point process, and
Eq. (5.6) follows immediately from Eq. (2.37).
In Section 2.3 it was shown, that a point process can be completely characterized by its
cumulant functions (see Eqs. (2.29) and (2.30)):
g1(t1) = n1(t1),
g2(t2, t1) = n2(t2, t1)− n1(t1)n1(t2), (5.8)
g3(t3, t2, t1) = n3(t3, t2, t1)− 3{n1(t1)n2(t3, t2)}s + 2n1(t1)n1(t2)n1(t3), . . . .
and that the waiting-time density F(T ) can be expressed in terms of these cumulant functions
(see Eqs. (2.34),(2.36)) as
F(T ) = S′(T )e−S(T ) (5.9)
with










gp(tp, . . . , t1)dtp . . . dt1. (5.10)
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The equations (5.6) and (5.9), (5.10) together with Eq. (5.2) express the first passage
time density for a non-Markovian differentiable random process x(t). The function Φ(T ) =
exp[−S(T )] is the survival probability (see Eq. (4.1)) and κ(T ) = S′(T ) is the time-dependent
escape rate (see Eqs. (4.4), (4.5)).
These are the exact results for the FPT probability density of any continuous differen-
tiable random process. We proceed to show, that Eqs. (5.6) and (5.9), (5.10) can be the
starting point for several approximations. As it is often in the case of infinite series, useful
approximations are based either on truncation of the series after several leading terms eval-
uated exactly, or on approximation of higher order terms using the lower order terms, which
might lead to a closed analytical form. The truncation approximations for Eq. (5.6) are not
normalized, hold only on short time scales, and diverge at longer times (due to the miscount
of trajectories with several upcrossings. The approximations of the second type are based
on a sub-summation in Eq. (5.10) for S(T ). They are normalized and can be used in the
whole time domain. Note, that only the approximations guaranteeing positive rates S′(T )
are reasonable. Thus, the set of possible approximations for the series Eq. (5.10) is rather
restricted.
5.2 Analytical approximations for the first passage time den-
sity
In this section we discuss several approximations to the Wiener-Rice series for the FPT
density, Eqs. (5.6) and (5.9), (5.10). The applicability of approximations is illustrated using
a harmonic oscillator with the threshold and reset as an example.
5.2.1 Noise driven harmonic oscillator
To examine the quality of the approximations, we apply them to a simple non-Markovian
dynamics. The model we have in mind is the resonate-and-fire model of a neuron introduced in
Section 2.1.3. For simplicity we neglect the absolute refractory time. Under this assumption
the model is equivalent to a harmonic oscillator with the threshold and reset. By time scale
and variable transformations we change to dimensionless parameters and variables. The
dynamics of the voltage variable x(t) is then given by:
ẋ = v, (5.11)
v̇ = −γv − ω20x+
√
2Dξ(t).
Here γ > 0 is the friction coefficient and ξ(t) is a white Gaussian noise of unit intensity. We fix
the frequency ω0 = 1, choose initial conditions for x and its velocity v to be x0 = −1, v0 = 0
and set the threshold at xb = 1.
The system possesses the only stable fixed point x = 0, v = 0 with eigenvalues −γ/2 ±√
γ2/4− ω20. In the underdamped regime, γ < 2ω0, the eigenvalues are complex, i.e. the
fixed point is a focus and x(t) shows subthreshold oscillations. In the overdamped regime,
γ > 2ω0, the fixed point is a node with real eigenvalues.
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In the absence of threshold and reset all joint probability densities of x and v are Gaussian













Here ~Q = (q1(t1), . . . , qn(tn)) is an n-dimensional vector, whose i-th component is the value
of coordinate x(ti) or of velocity v(ti) at the moment ti. Ĉn is the symmetric n × n cor-
relation matrix, whose elements cij are the correlation functions between the corresponding
components of the vector ~Q: cij = cji = 〈qi(ti)qj(tj)〉.
The correlation functions for Eq. (5.11) are easily obtained using the Fourier transforma-
tion and the Wiener-Khinchin theorem (Risken, 1989). In the underdamped regime














|ω20 − γ2/4|. In the overdamped case the expression for rxx(t) is the same,
except the trigonometric functions are replaced by their hyperbolic counterparts. Further,
rxv(t) = r′xx(t) and rvv(t) = −r′′xx(t).





















 [1−√παeα2erfc(α)] . (5.14)
Here µij = µji are the elements of the inverse correlation matrix (Ĉ4)−1 and qi are the
components of the vector ~Q = (x(T ), v(T ), x0(0), v0(0)), the variances of x and v are σ2x =
rxx(0) = D/γω20 and σ2v = rvv(0) = D/γ, and erfc(x) is the complementary error function.





For the joint densities of multiple upcrossings np(tp, . . . , t1) no closed expression can be
obtained. Therefore, we evaluate the integral over v1 in Eq. (5.2) analytically and then per-
form a numerical integration of the resulting expression over v2, . . . , vp to obtain np(tp, . . . , t1).
The integrals over time in the expression for F(T ) are evaluated numerically as well.
In conclusion, let us discuss the time scales, which characterize the system dynamics.
The first characteristic time scale corresponds to the mean frequency of upcrossings for a
stationary process n0 = limt→∞ n1(t), also known as the Rice frequency (Rice, 1945). It is
equivalent to the TST estimate for the escape rate, Eq. (4.31). The Rice frequency can be
found from Eq. (5.1) with P (xb, v, t|x0, v0, 0) replaced by the stationary probability density
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Figure 5.4: FPT density for a harmonic
oscillator driven by white Gaussian noise,
ω0 = 1, γ = 0.01, D = 0.02, x0 = −1, v0 =
0, xb = 1. Simulation results shown with
black crosses and truncation approximations
with gray line: (a) 1 term Eq. (5.1), (b) 2
terms Eq. (5.4) and (c) 3 terms Eq. (5.5).
The mean FPT obtained from simulations
equals 14.6, the median of the distribution
lies by 3.2. Note the logarithmic scale.
In the case of a harmonic oscillator driven by white noise n0 = (ω0/2π) exp (−γx2bω20/2D).
In the stationary regime the mean interval TR between two successive upcrossings is given
by the inverse Rice frequency TR = 1/n0.
Another characteristic time scale is given by the local relaxation time trel and describes the
decay of correlations in the system. The correlation functions for a harmonic oscillator decay
exponentially with a characteristic time scale trel = 2/γ. Finally, in the underdamped regime




Here we discuss approximations for the FPT density, obtained by a simple truncation of the
series in Eq. (5.6). Since x(t) has a finite velocity, it crosses xb only a finite number of times
during the finite time interval T . Therefore, for small times T , the higher order terms in the
series Eq. (5.6) are negligible, and the first few terms yield a good approximation for F(T ).
The first approximation is given by the first term n1(T ), the second approximation by two
terms, Eq. (5.4), and the third by three terms, Eq. (5.5). The higher order approximations
entail a numerical estimation of high-dimensional integrals, which at some stage leads to a
computational effort larger than that required for a direct simulation. Therefore we restrict
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Figure 5.5: FPT density for a harmonic os-
cillator driven by white Gaussian noise, ω0 =
1, γ = 0.8, D = 0.44, x0 = −1, v0 = 0, xb =
1. Simulation results are plotted with gray
crosses; 1 term truncation with a dot line,
2 terms truncation with a dashed line, and
3 terms truncation with a solid line. The
mean FPT obtained from simulations equals
13.1, the median of the distribution lies by
9.1. Note the logarithmic scale.
ourselves to the 1-, 2- and 3- terms approximations.
First, consider the case of small friction and intermediate noise intensity, for example
choose γ = 0.01, D = 0.02. The first passage time density F(T ) obtained from simulations
for those parameter values is depicted with black crosses in Fig. 5.4. The correlation functions
of the process oscillate with period Tp and decay slowly within the relaxation time trel. A
typical trajectory is smooth and shows almost regular oscillations with fluctuating phase and
amplitude. The probability to reach xb is high in the maxima of the subthreshold oscillations,
and the initial phase of these oscillations is fixed by sharp initial conditions. Thus on shorter
time scales F(T ) shows multiple peaks1 following with the frequency of damped oscillations
Ω. For larger times T  trel a quasiequilibrium distribution establishes below the threshold
and the FPT density decays exponentially. The number of visible peaks depends on the
ratio of trel and the period of oscillations Tp and is given by the number of periods elapsed
before the quasiequilibrium is formed. For parameter values as in Fig. 5.4 trel = 200, which
corresponds to about 30 periods Tp = 6.28.
The result of the 1 term approximation is shown in Fig. 5.4(a) by the gray line. The first
peak of the FPT density is reproduced almost exactly. All further peaks are overestimated,
because all trajectories performing multiple upcrossings of xb are included. For long times
the process becomes stationary and the first approximation tends to a constant value, the
Rice frequency n0 = 1/TR. For the chosen parameter values TR = 8.06.
The second approximation (gray line in Fig. 5.4(b)) reproduces almost exactly the first
two peaks in the FPT density and then it becomes negative, because in Eq. (5.4) trajectories
performing two and more superfluous upcrossings are subtracted too many times. Moreover
the second approximation tends to minus infinity for T →∞. The third approximation well
reproduces the three initial peaks in F(T ), and then diverges tending to plus infinity.
Note that the mean first passage time obtained numerically equals 14.6 for these parameter
values, and the median of the distribution lies at 3.2. Thus the first three approximations
reproduce the larger part of the FPT probability density.
The behavior of F(T ) for the harmonic oscillator with higher damping γ = 0.8, stronger
noise intensity D = 0.44, and other parameters as in Fig. 5.4 is presented in Fig. 5.5. For
1 How the structure of the FPT density depends on initial conditions is discussed in detail in Section 2.4.
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Figure 5.6: The same as in Fig. 5.4, how-
ever truncations are correctly normalized by
Eq. (5.16). Simulation results are shown
with gray crosses; truncations with solid
lines. The curves for normalized 1, 2, and
3 terms truncations are vertically shifted by
0.6 for clarity.
these parameter values the relaxation time trel = 2.5 is smaller than the period Tp = 6.86.
Therefore, the FPT density is practically monomodal with a single maximum and a small
shoulder separating it from the exponential tail. The numerically obtained F(T ) is shown
with gray crosses, the 1 term truncation with a dot line, the 2 terms truncation with a
dashed line, and the 3 terms truncation with a solid line. The truncation approximations
again reproduce the larger part of the distribution: the mean FPT equals 13.1 and the median
lies at 9.1.
The truncation approximations reproduce the FPT density for short times but are not










Here Ftrunc(T ) is a truncated series for the FPT density, which is given by Eqs. (5.1), (5.4),
or (5.5) for 1,2, or 3 terms truncations, respectively. Θ(t) is the Heaviside step function: the
expression Eq. (5.16) vanishes as soon as the integral over the absolute value of Ftrunc(T )
exceeds unity.
In Fig. 5.6 we show the FPT density for the same parameter values as in Fig. 5.4. Sim-
ulation results are shown with crosses, and approximations obtained from Eq. (5.16) with
1,2, and 3 terms by solid lines. The probability distributed over the long exponential tail in
the real FPT density, is concentrated in the positive artefact posed on intermediate times in
the normalized truncations. Therefore the mean FPT obtained from such approximations is
always strongly underestimated.
The more terms are included in the truncation approximation, the longer the time span
that is accurately reproduced. However, one has to confine oneself to a few terms, since
the calculation of higher order terms implies the computation of multiple integrals and is
not more effective than direct simulations. Therefore the truncation approximations provide
good results, when the largest fraction of the FPT probability is concentrated in the first few
peaks, i.e. when the barrier value is low or the noise is strong.
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5.2.3 Padé approximants
The truncation approximations discussed in the previous section are a special case of a more
general class of approximations for convergent series, known as Padé approximants. The
Padé approximants are a particular type of rational fraction approximations for the value of
a function (Baker, 1975). The idea is to match the Taylor series expansion as far as possible.






We denote the L,M Padé approximant to φ(x) by
P [L/M ] = PL(x)/QM (x), (5.18)
where PL(x) is a polynomial of a degree at most L and QM (x) is a polynomial of degree at
most M . The coefficients of PL(x) and QM (x) are determined by the equation
φ(x)− PL(x)/QM (x) = O(xL+M+1). (5.19)
Since we can multiply the numerator and denominator by any constant and leave P [L/M ]
unchanged, we impose the normalization condition QM (0) = 1.
If we denote the coefficients of PL and QM as
PL(x) = p0 + p1x+ · · ·+ pLxL, (5.20)
QM (x) = 1 + q1x+ · · ·+ qMxM ,
then multiply Eq. (5.19) by QM (x) and equate the coefficients by the same powers of x , we
obtain a linear system of equations for the coefficients of polynomials:
p0 = A0,
p1 = A1 +A0q1,
p2 = A2 +A1q1 +A0q2, (5.21)
. . .
0 = AL+M +AL+M−1q1 + · · ·+ALqM ,
where pj ≡ 0 if j > L, qj ≡ 0 if j > M , and An ≡ 0 if n < 0. It can be easily shown, that
the Padé approximant to any formal power series φ(x) is unique, if it exists (Baker, 1975).
In applications one often expects on general physical grounds, that the power series rep-
resenting the quantity of interest converges, what enables the construction of Padé approxi-
mants. To determine the L+M+1 coefficients p0, . . . , pL, q1, . . . , qM of the Padé approximant
P [L/M ], the first L+M + 1 terms of the power series should be known.
Let us now obtain the Padé approximants for the FPT density F(T ) represented by the
series in Eq. (5.6). Consider the function φ(x, T ) of variable x defined by the power series
expansion









nk+1(T, tk, . . . , t1)dtk . . . dt1
xk. (5.22)
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Here we consider T to be a parameter. Note that F(T ) = φ(1, T ), hence the series in
Eq. (5.22) converges at x = 1 for all values of T . We determine the Padé approximants for
φ(x, T ) and use their values at x = 1 as approximations for F(T ). For simplicity we refer
to this approximations as Padé approximants for the FPT density F(T ) and denote them in
the same way P [L/M ] as the corresponding Padé approximants for φ(x, T ).
The first three coefficients in the power series Eq. (5.22),










can be calculated for the harmonic oscillator (see Eqs. (5.2),(5.14)). The calculation of higher
order terms implies the computation of multiple integrals, which is not more effective than
simulations. Therefore, we restrict ourselves to Padé approximants P [L/M ] with L+M 6 2.
As can be seen from Eqs. (5.21), P [L/0] is equivalent to the (L+1)-st truncation, which were
discussed in detail in the previous section. Therefore only P [0/1], P [1/1] and P [0/2] will be
discussed here.
Solving the system of Eq. (5.21) we obtain for the Padé approximants:
P [0/1] = A20/(A0 −A1),
P [1/1] = A0 +A21/(A1 −A2), (5.24)
P [0/2] = A30/(A20 +A21 −A1A0 −A2A0).
The disadvantage of these approximations is the lack of normalization. P [1/1] does not
even guarantee a positive probability density. Nevertheless, the FPT density on short time
scales is reproduced rather well. In the previous section we argued, that for small times T
the higher order terms in the series Eq. (5.6) are negligibly small and hence F(T ) coincides
with the truncations. For T such that all terms except for A0 vanish, the Padé approximants
Eq. (5.24) approach A0, which reproduces almost exactly F(T ) at these times. Thus all Padé
approximants are accurate in estimating the first peak. From an analogous argument, P [1/1]
is almost exact also in the second peak.
Figs. 5.7 (a)-(c) illustrate the quality of Padé approximants on short time scales. Simula-
tion results for a harmonic oscillator driven by a white Gaussian noise are depicted in gray.
The approximants P [1/1] and P [0/2] are depicted in red in panels (a) and (b), respectively,
for parameters γ = 0.08 and D = 0.01. P [1/1] is almost exact in the first two peaks, P [0/2]
reproduces well more than 10 initial peaks. In panel (c) the approximants P [0/1], P [1/1],
and P [0/2] are shown in green, blue and red, respectively, for parameters γ = 0.8, D = 0.44.
The higher the order of an approximant, the larger is the fraction of the FPT density it
reproduces well.
However, all Padé approximants are inaccurate on long time scales. The behavior for large
T is determined by the long time asymptotic of the coefficients Ai. In this limit A0 saturates to
a constant value limT→∞A0(T ) = n0, which is the Rice stationary frequency of upcrossings,
see Eq. (5.15). The multiple densities of level crossings nk(tk, . . . , t1) factorize into products of
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Figure 5.7: Padé approximants to the FPT density for a harmonic oscillator driven by
white Gaussian noise. The parameters are ω0 = 1, x0 = −1, v0 = 0, xb = 1, and other
parameters are specified below for every panel. (a)-(c) Comparison of simulation results
(gray) and Padé approximants (red). The insets show the same curves on a logarithmic scale
in F(T ). (a) P [1/1] for γ = 0.08, D = 0.01. (b) P [0/2] for γ = 0.08, D = 0.01. (c) P [0/1]
is shown in green, P [1/1] in blue, and P [0/2] in red for γ = 0.8, D = 0.44. (d) P [0/1]
asymptotically approaches T−1 independent of the system parameters. P [0/1] is depicted in
green for γ = 0.08, D = 0.01, in blue for γ = 0.01, D = 0.02, and in red for γ = 0.8, D = 0.1.
Dashed black line represents the asymptotical function T−1.
one point densities n1(tk) . . . n1(t1), if the argument differences |ti− tj | exceed the correlation
time of upcrossings. Using Eqs. (5.23) and the asymptotic behavior for n1(t) one obtains:
A1(T ) → −n20T and A2(T ) → n30T 2/2 as T → ∞. In general, Ak(T ) → (−1)knk+10 T k/k! for
all finite k. Inserting these asymptotics into Eqs. (5.24) yields the asymptotical behavior of
Padé approximants at T →∞:
P [0/1]→ 1
T
, P [1/1]→ −n0 +
4
T
, P [0/2]→ 2
n0T 2
. (5.25)
Interestingly, the asymptotic of P [0/1] does not depend on system parameters: for all
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parameter values P [0/1] approaches T−1 at large T . An example is given in Fig. 5.7(d),
where approximants P [0/1] are depicted for three different parameter sets and all of them
approach the same curve T−1 at large values of T . This is of course not true for F(T ),
which decays exponentially in tail and the rate of this decay depends on the friction γ and
the noise intensity D. At large T , the asymptotics of P [1/1] and P [0/2] depend on the Rice
frequency n0 and thus on the system parameters. However, they differ from the asymptotic
for the FPT density F(T ). The inset in Fig. 5.7(c) illustrates the long time asymptotic of
Padé approximants for parameters γ = 0.8 and D = 0.44.
In general, in the linear system Eq. (5.21) the scaling of coefficients Ak with n0 and T
implies the scaling for the coefficients of polynomials: pk → (±)nk+10 T k and qk → (±)nk0T k
at T → ∞. Therefore, asymptotically P [L/M ] → (±)nL−M+10 TL−M , in accordance with
Eqs. (5.25). Thus, in the limit T →∞ Padé approximants P [L/M ] diverge to plus or minus
infinity if L > M , saturate at ±n0 if L = M , and converge to zero if L < M . Although, in the
last case, the Padé approximants have a correct asymptotical value limT→∞ P [L/M ] = 0, they
approach it polynomial for large T . However, the FPT density F(T ) decays exponentially
in tail. In summary, the Padé approximants either decay too slow in tail or have a wrong
asymptotical value for large T . They should be preferably used on short time scales only.
5.2.4 Decoupling approximations
Decoupling approximations for Eq. (5.6) or Eq. (5.10) are based on approximation of the
higher order terms by the lower order terms. This may lead to a closed analytical form,
including infinitely many approximate terms.
The simplest way to obtain such an approximation is to neglect all correlations between






Equivalently, neglecting all correlations corresponds to the factorization of np+1(T, tp, . . . , t1)
into a product of one-point densities n1(T )n1(tp) . . . n1(t1) in Eq. (5.6). Then the series,






, which is equivalent to Eqs. (5.9) and
(5.26). This approximation will be referred to as the Hertz approximation since the form
of F(T ) resembles the Hertz distribution (Hertz, 1909). It is a first order approximation in
the sense, that the first term of the series is calculated exactly, and all other terms are then
approximated by the first term.
The second order approximation should use the first and the second terms evaluated
exactly and approximate all higher terms by these two. The general form of F(T ) in terms
of the cumulant functions Eq. (5.9) ensures the correct normalization, irrespective of the way
how S(T ) is approximated. However, the simple truncation of the series Eq. (5.10) after the
second term does not guarantee a positive escape rate S′(T ).
The second order approximation, which guarantees S′(T ) > 0, was proposed by Stratonovich
(1967) in context of the peak duration. The first and the second cumulant functions are evalu-
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ated exactly, and the higher order cumulant functions are approximated by the combinations
of these two as
gp(tp, . . . , t1) ≈ (−1)p−1(p− 1)!n1(tp) . . . n1(t1){R(t1, t2)R(t1, t3) . . . R(t1, tp)}s. (5.27)
Here {. . . }s is the symmetrization operation of the expression in brackets with respect to
permutations of its arguments. R(ti, tj) is the correlation coefficient of upcrossings defined
by




Note, that R(t1, t1) = 1 and R(ti, tj)→ 0 for large values of |ti − tj |.
The approximation of the cumulant functions in the form Eq. (5.27) can be motivated
by the following argument. Consider the definition of the cumulant functions Eq. (2.29)
with r = 1. Recall that the joint densities of upcrossings vanish for coinciding arguments:
np(t1, . . . , t1) = 0. Then it follows from Eq. (2.29):





gp(t1, . . . , t1)zp1 .
The above expression should hold for arbitrary z1. Therefore expanding the logarithm
into a series and equating the coefficients by the same powers of z1 on both sides, one obtains
the identity
gp(t1, . . . , t1) = (−1)p−1(p− 1)!np1(t1). (5.29)
Equation (5.29) is exact for all arguments coinciding, and Eq. (5.27) extends it to the case,
when the arguments differ.
Substitution of Eq. (5.27) into Eq. (5.10) delivers then the Stratonovich approximation
for F(T ) in the form Eq. (5.9), now with S(T ) being













We have to specify the domains of applicability for these approximations. The Hertz
approximation Eq. (5.26) holds if all correlations considerably decay within the typical time
interval between successive upcrossings TR. The decay of correlations is described by the
relaxation time trel of the process. Therefore, the Hertz approximation holds for trel  TR.
The Stratonovich approximation is applicable when the argument of the logarithm in
Eq. (5.30) is positive, 1−
∫ T
0 [n1(t′)+n1(t)−1n2(t′, t)]dt′ > 0. Using the fact that n2(t′, t)/n1(t)
tends to n1(t′) for |t − t′| > trel and tends to zero for |t − t′| → 0 we obtain trel < TR as a
rough estimate for the region of validity of Eq. (5.30).
Let us turn to particular results for the harmonic oscillator Eq. (5.11) driven by a white
noise. In Figs. 5.8 and 5.9 the FPT probability density obtained from simulations is depicted
with a gray line, the Hertz approximation Eq. (5.26) with a black dashed line, and the
Stratonovich approximation Eq. (5.30) with a black solid line.
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Figure 5.8: FPT probability density for a
harmonic oscillator driven by Gaussian white
noise. Simulation results are shown with
gray lines, Hertz approximation with black
dashed lines, and Stratonovich approxima-
tion with black solid lines. Note the loga-
rithmic scale in T . The insets show the same
curves on the logarithmic scale in F(T ).The
parameters are: ω0 = 1, x0 = −1, v0 =
0, xb = 1, (a) γ = 0.8, D = 0.1, trel =
2.5, TR = 343, (b) γ = 0.8, D = 0.44, trel =
2.5, TR = 15.6, (c) γ = 0.08, D = 0.01, trel =
25, TR = 343.
In Fig. 5.8(a) the parameters are chosen to be γ = 0.8, D = 0.1, corresponding to moderate
friction and moderate noise intensity. For given parameter values trel = 2.5 and TR = 343,
so that trel  TR, both Hertz and Stratonovich approximations hold and reproduce well the
FPT density in the whole time domain.
In the case of moderate friction and stronger noise the upcrossings become more frequent
and TR decreases. The FPT changes its form to practically monomodal. An example is given
in Fig. 5.8(b) with γ = 0.8, D = 0.44 which correspond to trel = 2.5 and TR = 15.6. The
Stratonovich approximation agrees well with simulations, whereas the Hertz approximation
fails to reproduce the details of the distribution: It underestimates F(T ) on short times, and
shows a slower exponential decay in the tail than observed in simulations (see the inset).
Finally, for small friction and weak noise the upcrossings are rare, but the relaxation time
is large. The FPT probability density exhibits multiple decaying peaks. In Fig. 5.8(c) γ =
0.08, D = 0.01 corresponding to trel = 25, TR = 343. Again, the Stratonovich approximation
performs well, while the Hertz approximation underestimates the first peak, overestimates
all further peaks and for large T decays faster than the simulated FPT density.
In the overdamped regime (γ > 2ω0) the condition trel < TR is always fulfilled. Neverthe-
less the validity region of our approximations is limited. With increasing friction the process
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Figure 5.9: Same as in Fig. 5.8 however for the case of stronger friction. The parameters are
(a) γ = 3.0, D = 0.5, ω0/γ = 0.33, (b) γ = 10.0, D = 5.5, ω0/γ = 0.1 and other parameters as
in Fig. 5.8.
x(t) approaches a Markovian one (it is Markovian in the overdamped limit ω0/γ  1). For
such processes the pattern of upcrossings is not homogeneous, but shows rather well sepa-
rated clusters of upcrossings (Stratonovich, 1967). Essentially, the property that upcrossings
form a system of nonapproaching random points is violated in the Markovian limit. The
upcrossings within a single cluster are not independent even if their mean density n0 is
low, so that the quality of approximations decreases. This fact is illustrated in Fig. 5.9. In
the overdamped regime the correlation functions decay monotonically and the FPT densi-
ties are always monomodal. The parameters in Fig. 5.9(a) are γ = 3.0, D = 5.5, so that
ω0/γ = 0.33. The Stratonovich approximation continues to be a good approximation for
F(T ), while the Hertz approximation becomes inaccurate. Further increase in friction, for
example γ = 10.0, D = 5.5 as in Fig. 5.9(b) corresponding to ω0/γ = 0.1, brings the system
close to the Markovian limit. The Stratonovich approximation becomes inaccurate, and the
Hertz approximation fails.
5.2.5 Long time asymptotic
For large T , F(T ) decays exponentially, F(T ) ∝ exp(−κT ). The decrement of this decay is
obtained from a long time asymptotic: κ = limT→∞ S′(T ) (compare with equations Eq. (4.5)
and (5.9)). Thus, in the Hertz approximation Eq. (5.26) one gets
κH = lim
T→∞
n1(t) = n0. (5.31)
The behavior in the Stratonovich approximation Eq. (5.30) is determined by
limt,t′→∞
∫ T
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Figure 5.10: Correlation coefficient R(t, 0) of the stationary sequence of upcrossings for a
harmonic oscillator driven by white Gaussian noise, theoretical curves. (a) The parameters are
γ = 0.01, D = 0.02 (gray line), γ = 0.8, D = 0.1 (dashed line), γ = 10.0, D = 5.5 (black solid
line). (b) The same curves on the logarithmic t scale. The other parameters are as in Fig. 5.8.
R(t, 0) approaches zero at large t with and without oscillations in underdamped and in
overdamped regimes, respectively. R(t, 0) ≈ 1 on short time scales reveals the nonapproaching
character of upcrossings.









providing a correction to κH. From the definitions Eqs. (5.28) and (5.32) it immediately
follows that τcor = 0 for a Poisson point process with uncorrelated events. Otherwise τcor is
different from zero, and is not necessarily positive due to the oscillating correlation coefficient.
In the next paragraphs we discuss the meanings of τcor and of negative correlation times.
Since we are interested in the long time asymptotic, we consider a stationary process x(t),
i.e. we shift the initial conditions to t → −∞. Then, the sequence of upcrossings for x(t) is
a stationary point process, whose distribution functions remain unchanged by an arbitrary
shift of all their arguments, see Eq. (2.39). Using Eq. (5.28) one obtains the relation between
the distribution function n2(t, 0) of a stationary sequence of upcrossings and the correlation
coefficient:
n2(t, 0) = n20 [1−R(t, 0)] . (5.34)
If R(t, 0) ≈ 1 for some t, then n2(t, 0) ≈ 0, i.e. the probability to obtain two upcross-
ing separated by the time interval t vanishes. This is the case for small values of t, since
the upcrossings produced by a differentiable process x(t) are nonapproaching. In Fig. 5.10
the correlation coefficient is plotted for three parameter sets corresponding to strongly un-
derdamped (gray line), slightly underdamped (dashed line), and strongly overdamped (solid
black line) situations. The logarithmic scale in Fig. 5.10(b) clearly shows the magnitude of the
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Figure 5.11: Typical patterns of upcrossings generated by a harmonic oscillator driven by
white Gaussian noise. The parameters are (a) γ = 0.08, D = 0.01, underdamped regime,
(b) γ = 10.0, D = 5.5, overdamped regime. The other parameters are as in Fig. 5.8. Black
solid line marks the threshold value xb. The upcrossings are clustered; the interval between
upcrossings within a cluster is ∼ Tp in the underdamped regime, and is extremely small in
the overdamped regime.
minimal interval between two successive upcrossings tmin. It approximately equals the period
of subthreshold oscillations Tp in the strongly underdamped regime, decreases with increas-
ing friction, and becomes extremely small in the overdamped regime. For γ = 10.0, D = 5.5
corresponding to ω0/γ = 0.1 the minimal interval between upcrossings tmin ∼ 3 ·10−3 is much
smaller than the mean interval between upcrossings TR = 15.6. In the underdamped regime
R(t, 0) takes values close to 1 periodically at t ∼ 1.5Tp, 2.5Tp . . . : the trajectory performs
almost regular oscillations in this regime, and the appearance of two upcrossings separated
by odd multiples of half the period is highly unlikely.
R(t, 0) tends to zero for t→∞, when the upcrossings become independent, see Eq. (5.34).
R(t, 0) approaches its asymptotic value in an oscillatory manner in the underdamped regime
and monotonically in the overdamped regime. Negative values ofR(t, 0) indicate the increased
probability of two upcrossings separated by time t, see Eq. (5.34). In the overdamped regime
R(t, 0) achieves its minimal values on short time scales (for the example in Fig. 5.10 these are
10−2 to 100), indicating the formation of very dense clusters of upcrossings in the overdamped
regime. In contrast, R(t, 0) has multiple minima at t ∼ Tp, 2Tp . . . in the underdamped
regime, indicating the clustering of upcrossings on larger time scales, with the typical interval
between successive upcrossings within a cluster being ∼ Tp.
Recall that the functions n2(t2, t1) and R(t2, t1) are symmetric under permutation of their
arguments. Using this symmetry and stationarity of the sequence of upcrossings, substitution
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Figure 5.12: Fano factor F (T ) for the sequence of upcrossings for a harmonic oscillator driven
by white Gaussian noise, theoretical curves. (a) Underdamped regime, γ = 0.01, D = 0.02
(black solid line), γ = 0.08, D = 0.01 (gray solid line), γ = 0.8, D = 0.1 (black dashed line),
and γ = 0.8, D = 0.44 (gray dashed line). (b) Overdamped regime, γ = 3.0, D = 0.5 (gray
line) and γ = 10.0, D = 5.5 (black line). The other parameters are as in Fig. 5.8. The insets
show the same curves on the short time scale.
The correlation time τcor is determined in terms of the first two distribution functions
n2(t2, t1) and n1(t).
Now we can derive the relation between τcor and the Fano Factor F (T ) of the stationary
sequence of upcrossings, since the latter is connected by Eqs. (2.44) and (2.45) to the first
two distribution functions. Substituting Eq. (2.44) into Eq. (2.45) and using stationarity of
the process, we obtain for the Fano factor
























Hence, in view of Eq. (5.35) the asymptotic value of the Fano factor F∞ = limT →∞ F (T ) is
related to the correlation time by
F∞ = 1− n0τcor. (5.37)
The correlation time τcor characterizes the pattern of upcrossings: τcor is negative if F∞ > 1,
and τcor is positive if F∞ < 1.
If the sequence of upcrossings is overdispersed (F∞ > 1), then τcor is negative. The
overdispersion results from the existence of two time scales in the point process. In the
underdamped regime these are the period of oscillations Tp and the inverse Rice frequency
1/n0 = TR. The upcrossings form clusters; the interval between upcrossings within a cluster is
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0.01 0.02 200.0 0.124 -14.1 2.72 1.42
0.08 0.01 25.0 0.003 -432.0 2.26 2.17
0.8 0.1 2.5 0.003 -2.4 1.007 1.007
0.8 0.44 2.5 0.64 5.1 0.67 0.66
overdamped
3.0 0.5 0.66 0.008 -64.1 1.51 1.48
10.0 5.5 0.2 0.064 -52.4 4.36 4.31
Table 5.1: Time scales and variability coefficients for a sequence of upcrossings generated
by a harmonic oscillator driven by a white Gaussian noise. The other parameters are as in
Fig. 5.8.
∼ Tp (or a multiple of Tp) and the interval between successive clusters is∼ TR, see Fig. 5.11(a).
Clustering of upcrossings on the time scale of Tp is pronounced in the Fano factor curves,
presented in Fig. 5.12(a) for sequences of upcrossings generated by an underdamped harmonic
oscillator for four different parameter sets. On short time scales (inset in Fig. 5.12(a)), F (T )
linearly decreases up to Tp ≈ 6: the probability to find more than one upcrossing in an interval
shorter than Tp vanishes. On long times scales, the Fano factor saturates at different values,
which can be smaller or larger than 1 depending on the parameter values. Qualitatively, if
the mean number of upcrossings within a cluster is large (large trel) and the mean interval
between clusters is also large (large TR), then the existence of two time scales manifests itself
in F∞ > 1 and in the negative correlation time τcor < 0. Table 5.1 summarizes the relevant
time scales and variability coefficients for all parameter sets used in Figs. 5.4 to 5.9. Note
that F∞ > C2var indicates positive correlations between upcrossings, see Eq. (2.47).
The Fano factor curves for the sequences of upcrossings in the overdamped regime are de-
picted in Fig. 5.12(b). Linear decrease in F (T ) on short time scales is practically absent, since
the upcrossings form very dense clusters, and two successive upcrossings can follow within an
arbitrary small interval, see Fig. 5.11(b). In the overdamped regime two time scales are also
present in the sequence of upcrossings. With increasing γ the number of upcrossings within
a cluster increases. In contrast to the underdamped situation, F∞ increases with increasing
γ. In the overdamped regime F∞ is always larger than 1 due to the strong separation of time
scales corresponding to intervals within and in-between clusters.
Let us return to the long time asymptotic of the Hertz and Stratonovich approximations
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Figure 5.13: Mean escape rates κ (the inverse
mean FPT) for a harmonic oscillator driven
by white Gaussian noise of moderate inten-
sity D and with moderate damping γ = 0.4
(upper curves), γ = 0.8 (middle curves) and
γ = 2.6 (lower curves). The other parame-
ters are as in Fig. 5.8. The rates κ obtained
from numerical simulations are plotted with
open circles, from the Hertz approximation
with dashed lines and from the Stratonovich
approximation with solid lines. Compare the
curves with those in Fig. 4.3(a).
Eqs. (5.31) and (5.33). If the pattern of upcrossings is close to the Poisson process, then F∞
is close to 1, and n0τcor vanishes. In this case, the second order correction n0τcor/2 provided
by Eq. (5.33) to κH is negligibly small and the Hertz approximation is absolutely sufficient. In
particular, this is the case for γ = 0.8, D = 0.1, when the Hertz approximation is very accurate
in the whole time domain. It is very instructive to compare the quality of approximations
plotted in Figs. 5.4 to 5.9 with the corresponding values of variability coefficients in Table
5.1. In the Section 5.4 we use of the condition F∞ ≈ 1 to test the validity of the Hertz
approximation.
5.2.6 Moments of the first passage time
In this subsection we examine how accurate are the analytical approximations in estimating
the moments of the first passage time. Truncations and Padé approximants are not normalized
and thus are not suitable for the estimation of moments. Therefore we focus on the Hertz
and Stratonovich approximations only. In the end of this subsection we briefly discuss the
phenomenon of anticoherence resonance emerging in the underdamped regime.
The starting point are expressions for the first and the second FPT moments, which follow
from Eqs. (4.3) and (5.9):
T1 = 〈T 〉 =
∞∫
0




Here the function S(t) is expressed by Eqs. (5.26) and (5.30) in the Hertz and Stratonovich
approximations, respectively.
Let us first consider the mean first passage time T1. In Fig. 5.13 the mean escape rate
κ = T −11 , defined as the inverse mean FPT, is plotted as a function of noise intensity D. We
choose to plot the mean escape rate for a convenient comparison of the results with those
obtained using the Kramers approach as discussed in Chapter 4. We emphasize that for a
strong noise and nonequilibrium initial conditions the mean FPT sensitively depends on the
initial conditions and the Markovian rate description is unsuitable. Thus the mean escape
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rate is only formally defined as the inverse mean FPT, since averaging of the time-dependent
rate Eq. (4.4) over time may lead to a result different from T −11 .
In Fig. 5.13 the Hertz approximation (dashed lines) reproduces well the values of κ ob-
tained numerically (open circles) up to moderate noise intensities. In the slightly overdamped
regime (γ = 2.6), where the relaxation time is small and upcrossings do not yet form dense
clusters, the validity region of the Hertz approximation spreads out even to the domain of
strong noise. The excellent quality of the Stratonovich approximation (solid lines) is striking.
It produces extremely accurate results for the mean FPT in the regimes of weak, moder-
ate and strong noise. Compare the results in Fig. 5.13 with the Kramers rate estimates in
Fig. 4.3. The validity region of the Kramers approach is limited exclusively to the domain of
weak noise D and is at least one order of magnitude smaller than the validity region of the
Stratonovich approximation.
Let us turn to the second moment T2. To compare the results with the Markovian rate
estimates, instead of plotting T2 we consider the relative dispersion given by the coefficient
of variation Cvar =
√
T2 − T 21 /T1 (Eq. (2.41)). Indeed, as follows from Eq. (4.7) Cvar = 1 for
all Markovian escape processes with a constant rate.
In Fig. 5.14 the coefficient of variation of FPT is plotted against the noise intensity D
for a harmonic oscillator driven by a white Gaussian noise. The validity regions of the Hertz
(dashed line) and Stratonovich (solid line) approximations are again reflected in their ac-
curacy of reproducing Cvar values obtained numerically (open circles). The approximations
become more accurate as the noise intensity decreases. For low noise intensities the Hertz
approximation gives good results that are comparable with those of the Stratonovich approx-
imation. The latter remains very accurate in estimation of the second moment in a broad
range of noise intensities.
In conclusion we note a very interesting phenomenon appearing in the underdamped
regime at low noise intensities. Recall that in the limit D → 0 a point process approaches
the Poisson limit, and the coefficient of variation tends to 1. Whereas in the overdamped
regime Cvar reaches the Poisson limit Cvar = 1 from below, in the underdamped regime Cvar
shows a maximum on very small values of D and reaches 1 from above, see Fig. 5.14(b). The
maximum becomes more pronounced with decreasing friction.
The maximum in Cvar indicates that the highest irregularity and overdispersion (Cvar > 1)
of the first passage time occurs at low noise intensities. This phenomenon is referred to as
anticoherence resonance (Lacasta et al., 2002) and is in some sense the opposite to the
coherence resonance. The latter consists in the enhanced regularity of the output of a noise
driven excitable system achieved at a finite noise intensity (Pikovsky and Kurths, 1997) and
reflected in Cvar having a minimum at that noise intensity.
The anticoherence resonance occurs in an excitable dynamical system with a nonmono-
tonic relaxational behavior driven by very weak noise. The mechanism of anticoherence
resonance consist in an interplay of the time scales of excitatory and relaxational behaviors
in a system, which depend differently on the noise intensity. Consider the sequence of pulses
produced by an underdamped harmonic oscillator with the threshold and reset, Eq. (5.11).
The probability to escape is increased at the maxima of subthreshold oscillations. The pulses
are clustered with the deterministic time scale within a cluster, which approximately equals
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Figure 5.14: Coefficient of variation Cvar
of the first passage time to the thresh-
old xb for a harmonic oscillator driven by
a white Gaussian noise versus noise in-
tensity D. Cvar obtained from simula-
tions is depicted with open circles, from
the Hertz approximation with a dashed
line, and from the Stratonovich approxi-
mation with a solid line. (a) Overdamped
regime γ = 2.6. (b) Underdamped regime
γ = 0.4. The maximum in Cvar on low
noise intensities is a signature of the anti-
coherence resonance. The other parame-
ters are as in Fig. 5.8.
Tp/2. For very low noise intensities the duration of intervals between successive clusters is
governed by a rate process with the Kramers escape mechanism. The time scale of the re-
laxational behavior does not depend on the noise intensity, whereas the Kramers activation
time increases with decreasing noise intensity. For sufficiently weak noise the separation of
these times scales leads to the overdispersion of the pulse train (Cvar > 1). In the over-
damped regime the anticoherence resonance does not occur, since the relaxational behavior
is monotonic, see Fig. 5.14(a).
5.2.7 Truncation versus decoupling approximations.
In the previous sections we have seen, that the truncation approximations reproduce the
FPT density on short time scales. In contrast, the decoupling approximations reproduce the
FPT density in the whole time domain and possess the correct normalization. At first glance
it may seem that the decoupling approximations perform better than the truncations and
should be preferably used in applications. However, it depends on the problem one has to
solve and sometimes the truncations turn out to be useful.
One such situation was already mentioned. If the noise intensity is high or the barrier
value is low, then the upcrossings occur frequently, and the decoupling approximations cannot
be applied. For example, for parameter values as in Fig. 5.4, the relaxation time is trel = 200,
and the mean interval between upcrossings TR = 8.07. Thus trel > TR, and both Hertz
and Stratonovich approximations fail. Nevertheless, the largest part of the FPT density is
concentrated in the first few peaks in this case, and is well reproduced by the truncation
approximations, as shown in Figs. 5.4 and 5.5(b).
One might also be interested in a very accurate approximation for the FPT density
on short times. The truncations deliver better results on short times than the decoupling
approximations. For example, in Fig. 5.15 the simulation results are compared with the 3
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Figure 5.15: FPT density for a harmonic os-
cillator driven by a white Gaussian noise,
ω0 = 1, γ = 0.08, D = 0.01, x0 = −1, v0 =
0, xb = 1. Simulation results are shown
with crosses, the 3 terms truncation with
red line, and the Stratonovich approximation
with blue line. The inset shows the magnifi-
cation of a part of the curve.
terms truncation and the Stratonovich approximation for the same parameter values as in
Fig. 5.8(c). Both approximations very accurately reproduce the first peak in the FPT density.
However, the 3 terms truncation is much more accurate in estimating the second and the third
peaks (inset in Fig. 5.15).
This can be easily understood. The Stratonovich approximation takes n1(t1) and n2(t2, t1)
exactly, and approximates all higher order densities through these two. On times, when the
first peak occurs, n2(t2, t1) is negligibly small. Then from Eqs. (5.27) and (5.28) we obtain
gp(tp, . . . , t1) ≈ (−1)p−1(p−1)!n1(tp) . . . n1(t1). Substitution of this expression into Eq. (2.29)
yields np(tp, . . . , t1) ≈ 0 for p > 1. Thus, on these times the Stratonovich approximation just
coincides with the 1 term truncation and reproduces the first peak very accurately. On times,
when the second peak in the FPT density occurs, n2(t2, t1) is significantly different from zero.
Hence all approximated np(tp, . . . , t1), p > 2 turn out to be non-vanishing as well, while the
real values for these functions are negligibly small on these times. Thus the accuracy of the
Stratonovich approximation decreases in the second peak. By analogous argument it becomes
clear, that the Hertz approximation is already inaccurate in the estimation of the first peak.
5.3 First passage time densities for harmonic oscillator driven
by colored noise
In Section 5.2 we discussed several analytical approximations for the FPT density of a non-
Markovian random process x(t). We have shown using the example of a harmonic oscillator
driven by a white Gaussian noise, that these approximations are very effective in a broad
range of parameters. The general expression Eq. (5.6) and approximations Eqs. (5.9), (5.26)
and (5.30) are applicable if the joint probability densities of x and its velocity v in Eq. (5.2)
exist. It is necessary that the process x(t) is continuous and differentiable at any time, but
there are no further restrictions on the dimension and form of the system. In particular, the
approximations provide good results for the FPT density independently of the character of
the driving noise.
The case of correlated input signals (colored noise driving) is of a great import in neuro-
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science. In Section 2.2.2 we have shown, that the random synaptic input can be modeled in
the diffusion approximation by an additive colored noise. Also one might consider a harmonic
noise as being composed of a signal represented by a peak in the power spectral density and
a noise (Neiman and Schimansky-Geier, 1994).
Therefore we consider the resonate-and-fire neuron driven by a colored noise η(t) :
ẋ = v; (5.39)
v̇ = −γv − ω20x+ η(t).
We do not intend to investigate all aspects of this complex colored noise problem (Hänggi
and Jung, 1995). We rather illustrate the applicability of the truncations and the decoupling
approximations to the multidimensional first passage time problem using as an example: (i)
the Ornstein-Uhlenbeck noise and (ii) the harmonic noise.
The Ornstein-Uhlenbeck noise (Uhlenbeck and Ornstein, 1930; Wang and Uhlenbeck,








with ξ(t) being the white Gaussian noise of intensity 1. The power spectral density of this
process, Sη(ω) = 2D/(ω2 + 1/τ2), decays monotonically with increasing frequency. The cor-
relation time of the Ornstein-Uhlenbeck noise is τ , the variance D/τ , and the autocorrelation
function rηη(t) = 〈η(t′)η(t′ + t)〉 = (D/τ) exp(−t′/τ). We choose the normalization of the
noise intensity in Eq. (5.40) so that in the limit τ → 0 the process η(t) tends to the white
noise of intensity 2D.
The correlation functions for the system Eqs. (5.39) and (5.40), rxx(t),rxη(t),rηx(t), rxv(t) =
r′xx(t),rvv(t) = −r′′xx(t), rηv(t) = r′ηx(t), rvη(t) = −r′xη(t), can be obtained using the Fourier
transform as it was done for the white noise case in Section 5.2.1. Then n1(T ) is again ob-
tained analytically and has the form given by Eq. (5.14). Now µij = µji are elements of the in-
verse correlation matrix (Ĉ5)−1 and qi are components of the vector ~Q = (x(T ), v(T ), x0(0), v0(0), η0(0)).
The factor α is defined in the same way as in Section 5.2.1.
The harmonic noise is a band pass filtered white noise (Schimansky-Geier and Zülicke,
1990; Hesse and Schimansky-Geier, 1991):
η̇ = z; (5.41)
ż = −Γz − Ω20η +
√
2Dξ(t).
The correlation time of the harmonic noise is 2/Γ and the variance D/(ΓΩ20). If Γ < 2Ω0,
the power spectral density of the harmonic noise, Sη(ω) = 2D/((Ω20−ω2)2 +Γ2ω2), is peaked
















4 . Again, all correlation functions for the system Eq. (5.39) and (5.41) can
be obtained using the Fourier transform. Equation (5.14) determines analytically n1(T ) with
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Figure 5.16: Simulation results and
the Hertz approximation for the FPT
probability density for harmonic oscilla-
tor driven by Ornstein-Uhlenbeck noise
with correlation times τ = 0.5 (upper
curves) and τ = 1.0 (lower curves), with
sharp initial conditions for the noise
variable and other parameters as in
Fig. 5.8(a). Note the logarithmic scale
in T . The inset shows the same curves
on the logarithmic scale in F(T ).
µij = µji being elements of the inverse correlation matrix (Ĉ6)−1 and qi being components
of the vector ~Q = (x(T ), v(T ), x0(0), v0(0), η0(0), z0(0)).
For simplicity, we assumed sharp initial conditions for the noise variables, i.e. η is reset
after every spike to a fixed value η0. The alternative assumption, that the neuron variables x, v
are reset whenever x(t) reaches the threshold without resetting η(t), might be more realistic
(Lindner, 2004). In this case all probability densities should be averaged with respect to the
stationary density of noise variables upon firing. In general the calculation of this density is
a nontrivial task. However, if the relaxation time of the noise variables is small compared
to the refractory time, the stationary distribution of noise variables at t = 0 is a good
approximation (Brunel and Sergi, 1998). Therefore, we confine ourselves to consideration of
two sets of initial conditions for the noise variables: (i) sharp initial conditions: P (η, t = 0) =
δ(η − η0) for the Ornstein-Uhlenbeck noise and P (η, z, t = 0) = δ(η − η0)δ(z − z0) for the
harmonic noise; and (ii) stationary initial conditions 2 for the harmonic noise: Pst(η, z) =
(2πσησz)−1 exp(−η2/2σ2η) exp(−z2/2σ2z), with σ2η = D/ΓΩ20 and σ2z = D/Γ.
The following three examples illustrate the quality of the Hertz, Stratonovich and trun-
cation approximations in their validity regions, when applied to multidimensional FPT prob-
lems.
I. Hertz approximation. In Fig. 5.16 we plot the simulated FPT probability density
and the Hertz approximation for the harmonic oscillator driven by the Ornstein-Uhlenbeck
noise with sharp initial conditions. We choose two different values of the noise correlation
time: τ = 0.5 and τ = 1.0. The reset value for the noise is η0 = 0, and other parameters
are as in Fig. 5.8(a). The noise intensity decreases with increasing τ , hence the mean FPT
grows. Though F(T ) preserves its structure as a whole, for larger values of τ the height of




P (xp, vp, tp; . . . ;x1, v1, t1;x0, v0, η0, z0, 0)
Pst(x0, v0, η0, z0)
Pst(η0, z0)dη0dz0.
Note, that Pst(x0, v0, η0, z0) does not factorize, since the crosscorrelations between x, v and the noise variables
are not zero at t = 0.
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Figure 5.17: Simulation results (gray lines) and the Stratonovich approximation (black lines)
for the FPT probability density for harmonic oscillator driven by harmonic noise. The pa-
rameters are ω0 = 1, γ = 0.08,Ω0 = 0.41,Γ = 0.05, D = 0.002, xb = 1, x0 = −0.5, v0 = 0. (a)
Sharp initial conditions for the noise η0 = 0, z0 = 0. (b) Stationary initial conditions for the
noise. Note the logarithmic scale in T . The insets show the same curves on the logarithmic
scale in F(T ).
the main peak decreases and the weight of the exponential tail grows. For chosen values of
the noise correlation time the Rice times equal TR = 829.2 and TR = 4247.1, respectively,
and both significantly exceed trel = 2.5. This corresponds to the case of moderate friction
and weak noise. In this case the Hertz approximation is absolutely sufficient.
II. Stratonovich approximation. In this example we consider the FPT density for the
harmonic oscillator driven by harmonic noise of moderate intensity. We choose the following
parameter set: ω0 = 1, γ = 0.08,Ω0 = 0.41,Γ = 0.05, D = 0.002, xb = 1, x0 = −0.5, v0 = 0,
such that TR = 47.6 is larger than the relaxation time of the x-variable trel = 40.0 and
the Stratonovich approximation is applicable. Panels (a) and (b) in Fig. 5.17 show the FPT
density obtained with the sharp (η0 = 0, z0 = 0) and the stationary initial conditions for
harmonic noise, respectively. As expected, the Stratonovich approximation reproduces the
simulated FPT density with high accuracy in the whole time domain and for both sets of
initial conditions for the noise variables.
It is worth to note the interesting structure of the FPT density in Fig. 5.17(a): its second
peak is higher than the first one. This effect is due to the sharp initial conditions as discussed
in Sections 2.4. The variance of x equals zero at t = 0 and then increases up to the stationary
value. When the x(t)-trajectory approaches the threshold for the first time, the x-variance is
not yet sufficiently large to provide a high probability to cross xb. This probability turns out
to be larger when the trajectory approaches the turning point for the second time. This effect
disappears if we choose the stationary initial conditions for the colored noise, see Fig. 5.17(b).
III. Truncation approximations. We consider the harmonic oscillator driven by har-
monic noise with sharp initial conditions. Let us choose the same parameter set as in the
previous example except for a larger noise intensity D = 0.01. In this case of strong noise, the
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Figure 5.18: Simulation results and trun-
cations for the FPT density for the har-
monic oscillator driven by harmonic noise
with sharp initial conditions. Parameters are
as in Fig. 5.17 (a) except for a larger noise
intensity D = 0.01. Simulation results are
shown with a gray line, 1 term truncation
with a black dot line, 2 terms truncation with
a black dashed line, and 3 terms truncation
with a black solid line. The mean FPT ob-
tained from simulations equals 16.1, the me-
dian of distribution lies by 14.0. Note the
logarithmic scale in T .
mean interval between upcrossings TR = 16.5 is smaller than the relaxation time trel = 40.0
and the decoupling approximations cannot be applied. However, the largest part of the first
passage probability is concentrated in the first few peaks of F(T ) and is well reproduced by
the truncation approximations. Fig. 5.18 shows the simulated FPT density (gray line) and
1,2 and 3 terms truncations (dot, dashed and solid black lines, respectively). The numeri-
cally estimated mean FPT equals 16.1 and the median of the distribution is 14.0 for the given
parameter set. In absolute agreement with results of Section 5.2.2, the 1 term truncation
saturates at constant value n0 = 1/TR for large T , and the second and the third truncations
diverge to minus and plus infinity, respectively, as T →∞.
5.4 Interspike interval densities in the FitzHugh-Nagumo model
Two previous sections were devoted to the detailed examination of analytical approximations
for the FPT density of a differentiable non-Markovian process x(t). Although we applied the
theory to the linear case of a harmonic oscillator driven by white or colored Gaussian noise,
the linearity of the system is in general not required. The approximations connect the FPT
density to the joint densities of upcrossings np(tp, . . . , t1), which are expressed through the
joint PDFs of x(t) and its velocity v(t), Eq. (5.2). In a generic nonlinear system these joint
PDFs are not Gaussian and cannot be obtained analytically. To overcome this difficulty, one
can solve the Fokker-Planck equation numerically and then insert the numerically obtained
joint PDFs of x and v into Eq. (5.2). We apply this approach to obtain the ISI density in the
FitzHugh-Nagumo model in order to demonstrate the applicability of our approximations to
nonlinear FPT problems.
We have to emphasize the rather illustrative character of this section for two reasons.
First, the numerical solution of the backward Fokker-Planck equation with an absorbing
boundary at xb gives immediately the FPT density, see Eqs. (4.11a) and (4.11b), and is
not computationally more expensive than the solution of the forward Fokker-Planck equation
without the absorbing boundary. Hence the former method might be more adequate in
applications. Second, to obtain np(tp, . . . , t1) one has to compute the joint PDFs of x and
v at x = xb for all tp, . . . , t1. For p > 2 this requires the numerical solution of the Fokker-
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Figure 5.19: (a) Phase space of the FN model. Nullclines are plotted with the dashed lines.
The thick line marks the part of the boundary x = 0, where the velocity is positive ẋ = v > 0.
(b) Stationary probability distribution Pst(x = 0, y) at the boundary x = 0 obtained from the
numerical solution of the Fokker-Planck equation for the FN model with D = 0.0002 (dashed
line) and D = 0.0004 (solid line) and with other parameters ε = 0.05, γ = 1.5, b = 0.5. (c)
Fano factor F (T ) for spike trains obtained from simulations of the FN model with D = 0.0002
(dot line), D = 0.0004 (solid line) and D = 0.0006 (dashed line) and other parameters as in
(b).
Planck equation for all possible initial conditions lying on the boundary xb. This task is
impracticable, therefore one has to restrict oneself to the 1 term truncation and the Hertz
approximation, which make use of n1(t) only. However, these approximations have rather
narrow validity regions, and the direct Langevin simulation might be more efficient in most
cases. The practical value of the approach, combining numerical solution of the Fokker-
Planck equation and analytical approximations for the FPT density, is limited to weak noise
situations, when the Hertz approximation is accurate and the mean FPT is large and requires
long simulation time.
We consider the FitzHugh-Nagumo (FN) model driven by white Gaussian noise:
εẋ = x− x3 − y, (5.43)
ẏ = γx− y + b+
√
2Dξ(t).
This model generates spike trains similar to those presented in Fig. 3.4. We choose the
parameter set ε = 0.05, γ = 1.5, b = 0.5, for which the FN model possesses one stable focus
in the phase space and shows subthreshold oscillations. In Chapter 3 we have shown, that
in this resonant regime spikes form clusters and the density of interspike intervals (ISI) has
a multimodal structure (see Fig. 3.6). Let us see how such multimodal ISI densities can
be obtained semi-analytically using the Hertz approximation and numerically obtained joint
PDFs of x and y.
The problem of finding the ISI density is essentially the recurrence time problem for the
x-variable (Rice, 1945; Stratonovich, 1967). The recurrence time is defined as the time T ,
when a random process x(t) performs an upcrossing of the level xb, assumed there was an
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upcrossing at t = 0 and no upcrossings in-between. The moment of the spike occurrence in
the FN model can be determined as the time when the x-variable crosses xb = 0 with positive
velocity. The ISI density is given by the probability density of the recurrence time.
The problems of the first passage and of recurrence to a given boundary xb are closely
related. The only difference consist in the initial conditions, which coincide with the boundary
xb in the case of the recurrence time problem. The same line of reasoning developed in Sections
5.1 and 5.2 can be applied to obtain analytical approximations for the recurrence time PDF.
The latter have the same form as the approximations for the FPT density although with




vP ?(xb, v, t|xb, {v0}, 0)dv, (5.44)
where P ?(x, v, t|xb, {v0}, 0) is the transition probability density for the FN model in the
variables x and v = ẋ. We formally put {v0} for the velocity initial condition and postpone
its specification to the next paragraph. Since in our case xb = 0, from Eq. (5.43) it follows
that the velocity at the moment of an upcrossing equals v = −y. Changing in Eq. (5.44) to




yP (xb, y, t|xb, {y0}, 0)dy. (5.45)
Here P (x, y, t|xb, {y0}, 0) is the transition probability density in the x, y plane obeying the
Fokker-Planck equation (Risken, 1989)




∂x(x− x3 − y) + ∂y(y − γx− b+D∂y)
)
P (x, y, t) (5.46)
with initial conditions
P (x, y, t = 0) = δ(x− xb)P0(y). (5.47)
Notice from Eq. (5.45) that n1(t) is the probability current in the x-direction across the
boundary x = 0, y < 0, marked with a thick line in Fig. 5.19(a).
Let us now specify the initial conditions. P0(y) is the stationary density of y values upon
firing, which we have already encountered in Section 5.3. For the FN model with xb = 0 this is
simply the normalized stationary density on the line x = 0, y < 0 (see Fig. 5.19(a)): P0(y) =
n−10 Θ(−y)Pst(x = 0, y), where Θ(y) is the Heaviside step function and the normalization
constant n0 =
∫ 0
−∞ Pst(x = 0, y)dy is the mean firing rate as follows from Eq. (5.45).
We numerically solved the Fokker-Planck equation (5.46) using the method of finite
differences (Thomas, 1995) to obtain the stationary solution Pst(x, y). Numerically found
Pst(x = 0, y) is shown in Fig. 5.19(b) for D = 0.0002 and D = 0.0004 and exhibits two
peaks. The peak on negative y values corresponds to P0(y) except for normalization. The
peak on positive y is extremely narrow, thus the probability flow in the negative x-direction
is confined to a very narrow region in phase space. Note that the integral over Pst(x = 0, y)
increases with the noise intensity due to increase of the mean firing rate.
We can formally split the recurrence time into the relaxation from xb to the fixed point
and further activation to xb. The activation process is dominated by the noise and escape
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Figure 5.20: Semi-analytical approximations
for the ISI density in the FN model with pa-
rameters ε = 0.05, γ = 1.5, b = 0.5, D =
0.0004. ISI density obtained from the
Langevin simulations is depicted with a black
line, the Hertz approximation with a red line,
and the 1 term truncation n1(T ) with a blue
line. The inset shows the curves on the log-
arithmic scale in F(T ).
from the vicinity of the fixed point occurs along random trajectories, in accordance with a
finite variance of P0(y). In contrast, due to the small parameter ε, the relaxation occurs
almost along a deterministic trajectory, only slightly perturbed by noise, once the trajectory
approaches the right branch of the cubic nullcline. This is manifested in the narrowness of
the peak in Pst(x = 0, y) on y > 0. Therefore the initial value of y on the line x = xb does
not significantly influence the recurrence time. Without lost of accuracy we can replace the
initial conditions Eq. (5.47) with the sharp initial conditions
P (x, y, t = 0) = δ(x− xb)δ(y − y0), (5.48)
where we choose y0 = −0.3, approximately corresponding to the maximum of P0(y).
We numerically solve the Fokker-Planck equation (5.46) with initial conditions (5.48)
using the finite differences method, and then insert the numerically calculated joint PDF of
x and y into Eq. (5.45) to obtain n1(t). The ISI density F(T ) in the Hertz approximation is
found by numerical evaluation of F(T ) = n1(T ) exp(−
∫ T
0 n1(t)dt).
Before discussing results for the Hertz approximation, recall that it is effective only if all
correlations decay during the time interval between two successive upcrossings. In Section
5.2.5 we derived the condition for the applicability of the Hertz approximation in the form
F∞ ≈ 1, where F∞ is the asymptotic value of the Fano factor for the sequence of upcrossings,
i.e. for the spike train in the FN model. To assess whether this condition is fulfilled for
different noise intensities, we plot the Fano factor curves for the spikes trains obtained by
Langevin simulations of the FN model with D = 0.0002, 0.0004 and 0.0006 in Fig. 5.19(c).
For low noise intensities (D = 0.0002) F∞ is quite close to 1, and deviates stronger from 1
with increasing D. This dependence of F∞ on the noise intensity follows from the relation
Eq. (5.37). The correlation time τcor does not depend on noise, whereas the mean firing rate
n0 increases with D involving decrease of F∞. We expect the Hertz approximation to be
very accurate for D = 0.0002. The quality of the approximation is reduced for higher noise
intensities.
The semi-analytical approximations for the ISI density in the FN model with D = 0.0004
are presented in Fig. 5.20. The ISI density obtained from Langevin simulations is plotted with
a black line, the Hertz approximation with a red line, and the 1 term truncation n1(T ) with a
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blue line. The accuracy of the Hertz approximation is fairly good in the whole time domain,
though F∞ = 0.66 for these parameter values. We also computed the Hertz approximation
for the FN model with other noise intensities. For D = 0.0002 the Hertz approximation is
very accurate in the whole time domain, and for D = 0.0006 its quality is still satisfactory
(data not shown).
In accord with the results of Section 5.2.2, n1(T ) in Fig. 5.20 reproduces the initial part
of the ISI density and then saturates to the mean firing rate n0. In contrast to the harmonic
oscillator, n1(T ) is very accurate in the estimation of the two initial peaks and fails only in
the third peak of the ISI density. This is explained by the existence of an additional time
scale in the FN model, the refractory time τref , which is absent in the harmonic oscillator.
τref is essentially the relaxation time from xb to the fixed point and determines the minimal
interspike interval. Therefore
∫ T
0 n2(T, t)dt vanishes for times T < 2τref and n1(t) is very
accurate up to 2τref . For parameter values as in Fig. 5.20 τref ∼ 2. Since the peaks in the
ISI density follow with the period of subthreshold oscillations Tp ∼ 1.1, the two initial peaks
are reproduced by n1(t).
Summary
In a multitude of physical systems the escape from a metastable state is characterized by
a time-dependent escape rate and a non-exponential first passage time distribution. In this
chapter we discussed the first passage time problem for systems with subthreshold oscillations
and non-negligible relaxation time after a reset. The FPT densities in such non-Markovian
models can be obtained by means of the theory of level-crossings. The joint densities of
multiple upcrossings for a random process x(t) can be obtained in the case of differentiable
trajectories. The FPT density is expressed in terms of an infinite series of multiple integrals
over all joint densities of upcrossings, or equivalently, in terms of the cumulant functions.
We consider two types of approximations for this infinite series. The truncations and Padé
approximants include the first few terms of the series calculated exactly. They reproduce well
the FPT density on short and intermediate time scales and can be used, when the largest
part of the FPT probability is concentrated in the first few peaks, i.e. when the threshold
value is low or the noise is strong.
The decoupling approximations can be derived for the case of weakly correlated upcross-
ings. The higher order cumulant functions are approximately expressed through the lower
order cumulant functions and the infinitely many terms sum up to the closed expression
for F(T ). The Hertz approximation (which neglects all correlations between upcrossings) is
sufficient for the case of moderate friction and moderate noise intensity. The Stratonovich ap-
proximation (which approximates the higher order cumulant functions through the first and
the second order cumulant functions) performs even better and does not loose its accuracy
for high noise intensities or in the slightly overdamped regime.
The applicability of these approximations is illustrated by a noise driven harmonic oscil-
lator, with a threshold at xb and reset to sharp initial conditions, i.e. the resonate-and-fire
model of a neuron. The regions of validity for the approximations cover all different types of
the subthreshold dynamics. The approximations reproduce all qualitatively different struc-
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tures of the FPT densities: from monomodal through bimodal to multimodal densities with
several decaying peaks. The approximations hold for systems of arbitrary dimension as
is illustrated by application of the approximations to a harmonic oscillator driven by the
Ornstein-Uhlenbeck or by harmonic noise.
The analytical approximations are also applicable to the nonlinear FPT and recurrence
time problems. The difficulty consist in obtaining the joint PDFs for the random variables
involved. The semi-analytical approach, which combines the numerical solution of the Fokker-
Planck equation and the Hertz approximation, might be useful in the case of weak noise, when
Langevin simulations would require long simulation time.

6
Firing statistics in stochastic
resonate-and-fire neurons
In Chapter 3 we have shown, that the interspike interval density is one of the most important
functions characterizing random firing patterns in neurons. It provides a very sensitive in-
strument for assessment of the type of subthreshold dynamics. Its first moment is the inverse
mean firing rate, its second moment defines the coefficient of variation for a spike train, and
the Fourier transform of the ISI density is connected to the power spectrum of the spike train.
Using the analytical methods developed in Chapter 5 allows to calculate the ISI densities for
some renewal neuron models, including the resonate-and-fire model. With the help of these
methods, several questions concerning the dynamics of a single cell can be answered. Among
them there are two of great importance:
— What is the impact of intrinsic channel noise on the neuron dynamics?
— How do subthreshold properties influence the firing patterns in neurons?
Though these questions have been addressed in many experimental and theoretical studies,
the joint effect of the channel noise and subthreshold resonance on the spike generation is still
not completely understood. The aim of this chapter is to show, that the interplay of these
two phenomena in a cell may lead to new dynamical behaviors with possible implications for
increasing the reliability and selective communication in networks.
Intrinsic noise of ion channels is constantly present in neurons (White et al., 2000). It was
shown to be an essential ingredient for a variety of phenomena in the nervous system. For
example, channel noise may be critical in determining the reliability and precision of spike
timing (Schneidman et al., 1998). It may expand the repertoire of dynamical behaviors of
some neurons (Dorval and White, 2005; Ozer and Ekmekci, 2005; Ginzburg and Pustovoit,
2003; Lowen et al., 1999; White et al., 1998). Nowadays, the idea that channel noise may
play a constructive role in information processing became widely accepted (Traynelis and
This chapter is adopted from Verechtchaguina et al. (2007).
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Jaramillo, 1998). In particular, the well known phenomenon of stochastic resonance was
ascribed to a collective property of ion channel assemblies. (Moss et al., 2004; Adair, 2003;
Schmid et al., 2001; Jung and Shuai, 2001; Goychuk and Hänggi, 2000; Collins et al., 1995a).
The relations between sub- and suprathreshold responses in neurons have also been exten-
sively studied. The influence of subthreshold resonance on the neuronal firing rate (Svirskis
and Rinzel, 2003; Brunel et al., 2003; Richardson et al., 2003; Schreiber et al., 2004), firing
rate modulation and spike timing precision (Desmaisons et al., 1999; Haas and White, 2002)
has been explored. In particular, the spike clustering was associated with the subthreshold
oscillations of the membrane potential (Chen and Shepherd, 1997; Izhikevich et al., 2003).
Desmaisons et al. (1999) and Amir et al. (2002) observed, that the number of spikes within a
cluster becomes larger as the constant input current I0 increases. The ISI within a cluster was
found to be almost independent of the value of I0, whereas the intervals between neighboring
clusters decrease with increasing I0.
Motivated by these experimental observations, we systematically analyze the relation
between the subthreshold resonance and the statistics of spontaneous firing in the resonate-
and-fire model in response to a constant input current. We find, that the qualitative features
observed experimentally in firing patterns of resonant neurons are reflected in the interspike
interval densities, and demonstrate how these features arise from the interplay between intrin-
sic oscillations and channel noise. Recent experimental findings (Braun et al., 1994; Huber
and Braun, 2006; Izhikevich et al., 2003; Villacorta and Panetsos, 2005) reveal, that noise
in combination with intrinsic oscillations can provide new encoding properties to neurons,
suggesting possible implications of our results for neuron communication.
The first two sections of this chapter are devoted to the derivation of the resonate-and-
fire model with an additive noise term accounting for the stochastic nature of ion channels.
This version of the RaF model will be used in Section 6.3 and throughout Chapter 7 to
model spontaneous activity in resonant and nonresonant neurons. In Section 6.1 we give a
detailed derivation of the Langevin dynamics for a population of Markovian ion channels.
The resulting fluctuating conductance enters the resonate-and-fire model as a multiplicative
noise term, which can be reduced to an additive noise term after simplifications based on
time scale separation, as is shown in Section 6.2. In Section 6.3 we study the influence of
intrinsic noise and subthreshold oscillations on the firing statistics in the resonate-and-fire
model with physiologically relevant parameters.
6.1 Langevin description of stochastic ion channels
Even in the absence of an input signal, the membrane potential fluctuates around the holding
potential due to the stochastic opening and closing of ion channels (for a review see White
et al., 2000). Stochastic ion channels are typically represented as Markovian transitions
between open and closed states with rates depending on the membrane potential (Sakmann
and Neher, 1995). Three methods have been used for modeling a population of stochastic
ion channels. In the first method, the states of individual ion channels are tracked and
updated according to appropriate probability functions (Sakmann and Neher, 1995). The
second method takes advantage of the presumed independence and Markovian property of
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individual channels and only tracks the instantaneous number of channels in each state (Lowen
et al., 1999). The third method is based on the Gaussian approximation of the channel noise
terms, which is accurate if the number of channels is sufficiently large. Destexhe et al. (2001)
modeled synaptic conductances in the Hodgkin-Huxley equations by the Ornstein-Uhlenbeck
process. In Fox and Lu (1994) the Langevin description of the Hodgkin-Huxley conductances
is derived from the master equation for the gating variables. The Gaussian approximation
method is especially attractive, because it allows an analytical treatment of the stochastic
neuronal dynamics.
Following Fox and Lu (1994), we present here the derivation of the Langevin dynamics for
a population of N ion channels, entering the RaF model as leak conductance g(t) = 1/R(t).
In the simplest description, every channel resides in one of only two possible states, open






Since the linear RaF model is only valid for small deviations from the holding potential, the
voltage dependence of α and β can be disregarded.
Let p denote the probability for a single channel to be in the open state. The rate equation
for p has the form
ṗ = β(1− p)− αp, (6.1)





The probability P (n, t) that n channels in the population are open at time t satisfies the
master equation for a one-step process1 (van Kampen, 1992):
Ṗ (n, t) = β(N − n+ 1)P (n− 1, t) + α(n+ 1)P (n+ 1, t)− (αn+ β(N − n))P (n, t), (6.3)
whose stationary solution P (n) is a binomial distribution









with p0 given by Eq. (6.2).
For sufficiently large N , the standard procedure (van Kampen, 1992; Fox, 1978) leads
to the Fokker-Planck approximation of the Markov process determined by the master equa-
tion (6.3). Introducing the instantaneous fraction of open channels y = n/N , we obtain the




P (y, t) = − ∂
∂y




αy + β(1− y)
2N
]
P (y, t). (6.5)
1To account for reflecting boundary conditions, Eq. (6.3) has to be replaced with Ṗ (0, t) = αP (1, t) −
βNP (0, t) and with Ṗ (N, t) = βP (N − 1, t)− αNP (N, t) for n = 0 and n = N , respectively.
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We further simplify this Fokker-Planck equation (6.5) by replacing y in the diffusion term
by its steady-state value p0 given by Eq. (6.2). Indeed, fluctuations of y are of the order
1/
√
N and the diffusion term itself is proportional to 1/N . Hence the y-dependence of the
diffusion term is negligibly small for large N . Substitution of p0 instead of y leads to the
Fokker-Planck equation with a constant diffusion coefficient:
∂
∂t
P (y, t) = − ∂
∂y







P (y, t). (6.6)
The stationary solution of Eq. (6.6) is a Gaussian distribution with mean p0 and variance
p0(1− p0).
Now the Langevin description for the instantaneous fraction of open ion channels y(t)
can be formulated. The Langevin equation, equivalent to the Fokker-Planck equation (6.6),
reads (van Kampen, 1992):





where ξ(t) is Gaussian white noise of unit intensity. The membrane conductance g(t) =
εyN is proportional to the instantaneous number of open channels and to the single-channel
conductance ε. From Eq. (6.7) it therefore follows the Langevin equation for the fluctuating
conductance:





Here, the new parameters are: the steady-state membrane conductance g0 = εp0N , the
activation time constant τ = 1/(α + β), and the noise intensity D = ε2Np0(1 − p0)/τ . The
conductance g(t) determined by Eq. (6.8) is the Ornstein-Uhlenbeck noise, whose correlation
time is τ , mean g0 and variance Dτ . Hence the relative dispersion of conductance fluctuations√
Dτ/g0 =
√
(1− p0)/p0N decreases with the number of ion channels as 1/
√
N .
Summarizing the above arguments, the effect of a population of N ion channels which
open and close independently and with constant rates can be reduced to the Langevin dy-
namics for the corresponding conductance as described by Eq. (6.8). Parameters entering
this description are the single-channel conductance ε, the number of ion channels N , the
activation time constant τ , and the steady-state opening probability p0.
We note that conductance fluctuations have been studied experimentally in neurons of
neocortex (Jacobson et al., 2005), hippocampus (Diba et al., 2004), entorhinal cortex (White
et al., 1998) and in cerebellar Purkinje cells (Kay et al., 1998). In neurons of the entorhinal
cortex White et al. (1998) established, that the persistent Na+ channels are responsible for as
much as 80% of the variance of recorded currents and were able to estimate the parameters
ε, τ,N and p0 for this type of channels. In particular, the frequency content of the Na+
current was found to be broadband with the cut off frequency >1 kHz, which implies that
the activation time constant of the persistent Na+ channels is τ 60.16 ms. The relative
dispersion of the conductance fluctuations estimated from the data of White et al. (1998)
ranges from 0.05 to 0.13.
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6.2 Stochastic resonate-and-fire model
In Section 2.1.3 we introduced the deterministic resonate-and-fire model of a neuron, rep-
resented by the electric circuit in Fig. 2.4(b). In the underdamped regime the RaF model
shows oscillatory relaxational behavior and a maximum in the impedance function at finite
frequency, consistent with the subthreshold properties of resonant neurons. In contrast, the
relaxational behavior is monotonic and the impedance function is maximal at zero frequency
in the overdamped RaF model, as is the case for nonresonant neurons.
In the deterministic RaF model the dynamics of the membrane potential V (t) and the










= −ILRL + V − V0.
The fluctuations arising from stochastic acting of ion channels are described by the Langevin
equation (6.8) for the conductance g(t) = 1/R(t), derived in the previous section. The
fluctuating conductance g(t) enters the RaF model Eq. (6.9) as a multiplicative noise term.
Therefore several simplifications are necessary to make the stochastic RaF model mathemat-
ically more tractable.
First, we introduce a new variable U(t) = V (t)−Vr describing the deviation of the voltage
V (t) from the resting potential Vr = V0/(1+RL/R). We only consider constant input currents





















The time scale of conductance fluctuations (τ 60.16ms) is small compared to the character-
istic time scale of the subthreshold voltage dynamics (10 to 100ms). Using this time scale
separation, we replace g(t) in Eq. (6.10) by its mean value g0 = 1/R and U(t) in front of the
noise term by its stationary value Us = I0RL/(1 + RL/R). The last term in Eq. (6.10) thus
reads: (Us+Vr)
√
2Dξ(t). After these transformations, the stochastic RaF model, Eqs. (6.10)






+ ω2U = f0 +
√
2Qξ(t). (6.11)
Here the frequency ω, the friction coefficient γ, the external constant force f0 and the noise
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Figure 6.1: Schematic sketch of the
effective harmonic potential revealing
the effect of the constant input cur-
rent I0 ∝ Us. Whereas the reset volt-
age U0 shifts together with Us, the lo-
cation of the barrier value Ub remains
unaffected by changing I0.
In the underdamped regime (γ < 2ω), the stochastic RaF model Eq. (6.11) shows noisy
subthreshold oscillations with the period Tp = 2π/
√
ω2 − γ2/4 and the relaxation time trel =
2/γ. In the overdamped regime (γ > 2ω) the RaF model Eq. (6.11) exhibits a nonresonant
subthreshold dynamics with monotonically decaying correlation functions.
To account for excitability of the neuron dynamics, the RaF model has to be supplemented
with a spike generation mechanism, which in the simple description can be reduced to the
fixed threshold and reset value for the voltage variable. Since we intend to study the changes
in the firing statistics caused by the injection of a constant current, we have to specify how
the threshold and reset values depend on the holding potential. To the best of our knowledge,
no experimental data on this has been published. Therefore we opt for the intuitive scheme
sketched in Fig. 6.1. Equation (6.11) describes the diffusion of the voltage U(t) in a harmonic
potential, whose minimum is at U = 0 if I0 = 0. The threshold is set at value Ub > 0 and
reset at U0 < 0. The injection of an input current I0 shifts the stationary voltage drop to
Us = I0RL/(1 +RL/R). Thereby the reset value shifts to U0 + Us together with the holding
potential, while the threshold value remains unchanged. All other parameters are assumed
to be unaffected by the shift of the stationary voltage. In this scheme the injection of a
positive current I0 > 0 effectively lowers the threshold and involves increase in the firing
rate, in consistency with observations made in stellate and pyramidal cells (Erchova et al.,
2004; Desmaisons et al., 1999).
We derived the RaF model Eq. (6.11), where the additive noise term accounts for the
stochasticity of ion channels. In the case of a constant input current, the ISI density in
the RaF model, with threshold and reset conditions formulated above, is given by the first
passage time density for a harmonic oscillator. Several approximate analytical solutions for
the latter were derived in Chapter 5. In the next section we use the Stratonovich approxima-
tion to calculate the ISI densities in the resonate-and-fire model with parameters similar to
those in stellate and pyramidal cells. The Stratonovich approximation is the most accurate
approximation for these parameters, corresponding to the regime of moderate friction and
moderate noise intensity.
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Figure 6.2: ISI density in the RaF model
with conductance noise for three differ-
ent values of the input current I0 (in pA)
in Stratonovich approximation. Param-
eters are chosen as for a typical stellate
cell: 1/g0 = R=56.7 MΩ, RL=46.1 MΩ,
C=3.1 ·10−4µF, L=1.26 MH, Vr = −61.5
mV, D=10−5Hz·MΩ−2, U0 = −7mV,
Ub=12mV.
6.3 Firing statistics in resonate-and-fire neurons
In this section we perform explicit calculations of the ISI densities for typical stellate and
pyramidal cells modeled by the stochastic RaF model. We use parameter sets obtained by
Erchova et al. (2004) by fitting the impedance function of the RaF model to those measured
in stellate (resonant) and pyramidal (nonresonant) cells in the entorhinal cortex in rat. These
parameter sets only relate to the deterministic subthreshold voltage dynamics and disregard
nonlinearities, such as the change of parameters with the shift of the holding potential.
In Erchova et al. (2004) no measurements related to the intensity of intrinsic noise were
performed. In our theoretical calculations, the noise intensity will be therefore tuned to
match realistic values of the mean firing rate, similar to those in Erchova et al. (2004), and
of the relative dispersion of conductance fluctuations, similar to those in White et al. (1998).
Finally, the threshold and reset values for the voltage variable are fixed at U0 = −7 mV and
Ub = 12 mV; and the spike duration, i.e. the time between the onset of a spike and the reset
to U0, is assumed to be τr=15ms. The choice of these values is based on our observations of
the records provided by I. Erchova.
In Figs. 6.2 and Fig. 6.4 we use the mean values of R,RL, L and C obtained experimentally
for populations of stellate and pyramidal cells, respectively. In Fig. 6.3 we chose a particular
parameter set from the range of values measured in the stellate cells. These parameter sets
correspond to the slightly underdamped and slightly overdamped situations for a harmonic
oscillator, both in the range of validity for the Stratonovich approximation (Verechtchaguina
et al., 2006a,b). All ISI densities are shifted by τr to larger values to account for a finite spike
duration.
The ISI densities for a typical stellate cell are presented in Fig. 6.2. They exhibit a well
pronounced peak on short times separated by a minimum from the rest of the distribution.
The occurrence of this peak is explained by the increased probability to reach the threshold
in the maxima of the subthreshold oscillation, whose initial phase is fixed by the reset value.
In terms of spike clusters, the peak corresponds to the ISI within a cluster, that is the
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Figure 6.3: ISI density in the RaF
model with conductance noise for
three different values of the input
current I0 (in pA) in Stratonovich
approximation. The parameters
are chosen to model a stellate cell:
1/g0 = R=500 MΩ, RL=25 MΩ,
C=2.1 · 10−4µF, L=2.5 MH, Vr =
−61.5 mV, D=5 · 10−6Hz·MΩ−2,
U0=−7mV, Ub = 12mV.
most probable interspike interval and equals approximately 0.5Tp + τr ∼ 70 ms. On time
scales larger than the relaxation time trel the phase of the subthreshold oscillation becomes
stationary, and the ISI density therefore decays exponentially. This exponential tail of the
distribution reflects the intervals between neighboring spike clusters.
The bimodal structure of the ISI densities reflects the existence of two time scales in
the neuron output. These are the ISI within a spike cluster determined by the subthreshold
relaxational behavior, and the time interval between neighboring clusters governed by a noise-
activated rate process. Whereas the former is independent of the threshold position, the latter
becomes smaller for lower thresholds. The different dependence of these time scales on the
threshold value explains the changes in the ISI density caused by injection of a constant
current I0. With increasing I0, the threshold becomes lower and the mean ISI decreases
mostly due to the reduction of intervals between clusters: the exponential decay becomes
faster. The time scale within a cluster, i.e. the most probable ISI, remains almost unaffected:
there is no shift of the main peak as I0 changes. The weight of the main peak grows with
increasing I0, reflecting the increase in the mean number of spikes within a cluster. All results
are in good agreement with experimental observations (Desmaisons et al., 1999; Amir et al.,
2002).
The number of peaks visible in the ISI density depends on the ratio between Tp and the
relaxation time trel. For parameter values as in Fig. 6.2 Tp = 126 ms and trel = 21 ms,
and therefore only one peak is really pronounced. In Fig. 6.3 we show results for another
stellate cell, with parameters chosen so that the period of the subthreshold oscillation equals
Tp = 144 ms and the relaxation time trel = 102 ms is considerably larger than trel for the cell
in Fig. 6.2. The ISI densities in Fig. 6.3 show two distinct peaks followed by an exponential
tail. All other properties of these ISI densities are analogous to those described in the previous
paragraph.
In contrast to resonant neurons, we plot in Fig. 6.4 the ISI densities for a typical non-
resonant pyramidal cell, with parameters corresponding to the overdamped situation. All
interspike interval densities obtained for this cell have a monomodal structure with a single
6.3 Firing statistics in resonate-and-fire neurons 113
Figure 6.4: ISI density in the RaF model
with conductance noise for three dif-
ferent values of the input current I0
(in pA) in Stratonovich approximation.
The parameters are as for a typical pyra-
midal cell: 1/g0 = R = 69.9 MΩ,
RL=34661 MΩ, C=3.1 ·10−4µF, L=173
MH, Vr = −70.4mV, D=10−5Hz·MΩ−2,
U0 = −7mV, Ub = 12mV.
maximum followed by an exponential decay. As the value of I0 increases, the mean interspike
interval decreases due to both: the faster exponential decay and the shift of the maximum of
the ISI density to smaller values. The most probable interspike interval equals approximately
180 ms, 140 ms and 45 ms for I0 = 155 pA, 160 pA and 170 pA, respectively. There exists
only one time scale in the spike trains, which is noise-activated and depends on the threshold
value. No spike clustering is observed in the overdamped RaF model, again in consistency
with experimental observations made in pyramidal cells.
The generation of clustered spike patterns by resonant neurons may have an implication
for the collective dynamics in networks of neurons. Spike clusters are responsible for increasing
reliability (Lisman, 1997) and the selective communication between neurons (Izhikevich et al.,
2003). Spike clusters, considered as units of neural information, are characterized by the
following three parameters: the intra-cluster spike frequency, the duration of a spike cluster
and the occurrence frequency of clusters. As we have shown, the first parameter depends
only on the intrinsic properties of a neuron, whereas the two latter depend on the value of
the input current. The different dependence of the spike cluster parameters on the input
parameters might offer new coding capacities.
Summary
In this chapter we have studied the joint effects of channel noise and subthreshold properties
on the spike patterns in resonant and nonresonant neurons. Both types of neurons are mod-
eled by the stochastic resonate-and-fire model with physiologically relevant parameters and
an additive noise term modeling the intrinsic channel noise. The differences in spike patterns
of resonant and nonresonant neurons are reflected in their interspike interval densities. The
latter are analytically calculated for the RaF model using the Stratonovich approximation,
derived in Chapter 5.
Resonant neurons generate clustered spike patterns due to the influence of intrinsic noise
and the subthreshold resonance, whereas spike patterns in nonresonant neurons appear to
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be rather homogenous. This fact is reflected in the corresponding ISI densities, which have
mono- and multimodal structures in nonresonant and in resonant neurons, respectively.
There are two time scales in the dynamics of resonant neurons: the deterministic period of
subthreshold oscillations and the excitation time related to the activation by intrinsic noise.
These time scales depend differently on the value of the injected input current I0, which
explains the changes observed in the ISI densities. The interspike interval within a cluster
is unaffected by changes of the input current, whereas the mean interval between clusters
decreases with increasing I0. Therefore the most probable ISI in resonant neurons remains
almost unchanged as I0 varies and the mean interspike interval decreases only due to faster
exponential decay in the ISI density. In contrast, there exists only one time scale in the
dynamics of nonresonant neurons, which is the excitation time by noise. Correspondingly,
both the mean and the most probable ISI shift to smaller values with increasing input current
I0.
In the next Chapter 7 we analyze experimental data obtained in stellate (resonant) and
pyramidal (nonresonant) cells in the entorhinal cortex and rat, in order to show that the
mechanisms, shaping the spike patterns in real neurons, are similar to those discussed in this
chapter.
7
Patterns of spontaneous firing in neurons
of the entorhinal cortex
In Chapters 3 and 6 simple neuron models were used to demonstrate how the subthreshold
frequency preference of resonant neurons shapes their spike patterns. The appearance of
complex spike patterns in resonant neurons can be attributed to the non-Markovian escape
mechanism of the voltage variable over its excitation threshold. Non-Markovian first passage
time problem have been discussed in great detail in Chapter 5, where we derived several
analytical approximations for the interspike interval distribution for a simple threshold model.
However, the impact of the subthreshold frequency preference on the spike patterns in real
neurons still remains to be elucidate. This chapter is devoted to the analysis of experimental
data recorded in stellate (resonant) and pyramidal (nonresonant) cells in the entorhinal cortex
in rat. Our intention is to understand the impact of the subthreshold resonance properties
on the spike patterns in these cells.
The relation between subthreshold resonance and the dynamics of voltage dependent
membrane currents is well investigated: The specific combination of voltage dependent ion
channels and their dynamics determine the subthreshold properties (for a review see Hutcheon
and Yarom, 2000). However, the effect of subthreshold resonance on the spike generation is
less understood. It has been established, that the presence of intrinsically oscillating excita-
tory neurons can stabilize global network oscillations (reviewed in Kopell and Ermentrout,
2002). Also, the influence of subthreshold resonance on the neuronal firing rate (Svirskis
and Rinzel, 2003; Brunel et al., 2003; Richardson et al., 2003; Erchova et al., 2004; Schreiber
et al., 2004), the firing rate modulation and the precision of spike timing (Desmaisons et al.,
1999; Haas and White, 2002) has been explored. A number of studies in olfactory bulb and
brainstem indicate, that oscillations of the subthreshold membrane potential are associated
with clustered spike patterns (Chen and Shepherd, 1997; Desmaisons et al., 1999; Pedroarena
et al., 1999; Wu et al., 2001; Izhikevich et al., 2003).
Based on these observations, we systematically analyze the relation between subthreshold
This chapter is adopted from Engel et al. (2007).
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resonance and interspike interval statistics in neurons of the entorhinal cortex. We investi-
gate to what extent spike patterns are shaped by the subthreshold resonance properties. As
information is most likely not only carried by the firing rate, but also coded in the sequence
of spikes, an understanding of the relation between subthreshold resonance and the spike
patterns is vital for the understanding of the neural code. The differential firing properties of
resonant and nonresonant neurons might provide a mechanism of context dependent routing
of information flow (Gloveli et al., 1997; Izhikevich et al., 2003). In particular, in the en-
torhinal cortex two distinct anatomical pathways (perforant and temporoammonic) project
into the hippocampus. The corresponding neurons have already been shown to differ in their
resonance properties (Erchova et al., 2004).
In this chapter we focus on the spontaneous (driven by intrinsic noise) neuronal activity.
We use a combination of experimental, analytical and numerical methods to identify the res-
onance related differences in the ISI statistics. We find significantly different spike patterns
for resonant and nonresonant cells in the entorhinal cortex, attributable to the subthreshold
frequency preference. Resonant cells exhibit multimodal ISI distributions, whereas nonres-
onant cells exhibit unimodal distributions. We show that the experimentally observed ISI
statistics can be reproduced by a threshold model that takes the frequency dependent sub-
threshold dynamics into account. Independent of the resonance properties, the correlations
between ISIs on time scales of 200–400ms are present close to the threshold in both types of
cells. The ISI correlations can only be reproduced by a modified model with a nonrenewal
threshold, such that the spike generation also depends on the spike history. The analysis of
the interspike interval and the spike-count variability indicates, that the variability of spike
trains strongly depends on resonance properties.
7.1 Resonant and nonresonant cells in the entorhinal cortex
To demonstrate the impact of subthreshold resonance on the spike train statistics, we investi-
gated two types of neurons in the entorhinal cortex – stellate and pyramidal. Layer II stellate
cells typically exhibit a clear subthreshold resonance around the theta range of frequencies
(5 to 15Hz); layer III pyramidal cells show a small subthreshold resonance at low frequencies
(2 and 4Hz) or no resonance at all. Experimental recordings were obtained from 19 neurons
(7 stellate, 12 pyramidal) in the upper layers of medial entorhinal cortex of adult rats. The
measured cell parameters (resting potential, input resistance and membrane time constant)
were similar to those previously reported for this kind of cells (Erchova et al., 2004). All
details concerning the experimental methods and theoretical data analysis are presented in
Appendix A.
The sub- and suprathreshold properties of resonant stellate and nonresonant pyramidal
cells are summarized in Fig. 7.1. The top panel illustrates the frequency-dependent membrane
impedance function |Z|(f) for typical cells. The impedance function was obtained from the
responses to ZAP currents (see Appendix A and Section 2.1.2); the corresponding voltage
responses are depicted in the inset. For stellate cells the impedance profile |Z|(f) (Fig. 7.1A)
exhibits a clear maximum at frequencies 5–15Hz, whereas the impedance of pyramidal cells
monotonically decays with increasing frequency (Fig. 7.1B). In a number of pyramidal cells
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E,F: Voltage responses to injection of a depolarizing current: 400 and 650 pA for the stellate
cell (E), 700 and 900 pA for the pyramidal cell (F). In contrast to the pyramidal cell, the
stellate cell shows clustering of action potentials. G,H: Interspike interval statistics: cumu-
lative ISI distributions P (T ) (main) and ISI probability density F(T ) (inset) for a stellate
(G) and a pyramidal (H) cell. Cumulative distribution functions are shown for three levels of
depolarization (corresponding to the firing rate of 1.5, 5.1, and 7.5Hz for the stellate cell, and
1.3, 3.9, and 10.4Hz for the pyramidal cell). The probability density F(T ) is only shown for
one level of membrane potential corresponding to the middle P (T ). In stellate cells the ISI
probability density has a multimodal structure; P (T ) has a prominent step and at least three
inflection points. For all the levels of firing rate the sharp rise in P (T ) occurs at the same T
corresponding to the ISI within a cluster. The ISI probability density for the pyramidal cell
is monomodal; P (T ) has a single inflection point.
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a weak resonance maximum was observed at low frequencies 2–4Hz with the amplitude not
exceeding 20% of the input resistance, as previously described in Erchova et al. (2004).
In response to a constant depolarizing current, resonant cells showed regular oscillations of
the membrane potential at frequencies close to the resonance frequency. The autocorrelation
functions of the subthreshold voltage response in stellate and pyramidal cells are depicted
in Figs. 7.1C and 7.1D, respectively. The oscillating decay of the autocorrelation function in
stellate cells (Fig. 7.1C) indicates rhythmic subthreshold oscillations, whereas the monotonic
decay of the autocorrelation in pyramidal cells (Fig. 7.1D) indicates the nonoscillatory char-
acter of subthreshold voltage fluctuations. Examples of the underlying voltage trajectories
are shown as insets.
Analysis of the spontaneous spiking activity at different holding potentials (under constant
current stimulation) revealed qualitative differences in spike patterns between resonant and
nonresonant cells. Stellate cells showed a clustering of action potentials (Fig. 7.1E), the
firing frequency within a cluster was similar to the frequencies of subthreshold oscillations
and subthreshold resonance. The spike patterns in pyramidal cells appeared to be more
homogeneous (Fig. 7.1F). Differences in the spike patterns of stellate and pyramidal cells are
reflected in the statistics of the interspike intervals (ISI). The cumulative ISI distributions
P (T ) and the ISI densities F(T ) are shown in Figs. 7.1G and 7.1H. In stellate cells, the spike
clustering becomes apparent in a multimodal structure of the ISI density. The main peak in
the ISI density and a prominent step in the ISI distribution occur at a time T corresponding
to the ISI within a cluster (intra-cluster interval). The exponential tail of the ISI distribution
corresponds to the ISI between successive clusters (inter-cluster interval). In contrast, the ISI
density in pyramidal cells exhibits a monomodal structure and the cumulative ISI distribution
lacks a prominent step.
Noticeable are the changes in the ISI statistics caused by changes in the firing rate. Higher
levels of depolarization involve a higher average firing rate. In stellate cells the peak positions
in the ISI density are almost unaffected by changes in the firing rate, i.e. the intra-cluster
intervals are almost independent of the average firing rate. The weight (and the height) of
the main peak in the ISI density grows with the firing rate: the average number of spikes
within a single cluster becomes larger. The decay in the tail of the ISI density is faster for
higher firing rates, reflecting a decrease in the average inter-cluster interval with increasing
firing rate. In pyramidal cells, the increase in the average firing rate involves a faster decay
in the tail of the ISI density as well as a shift of its maximum to shorter ISI values.
We conclude, that the spike patterns obtained in pyramidal cells are characterized by a
single time scale related to the mean ISI, which decreases with increasing firing rate. The
spike patterns obtained in stellate cells contain two distinct time scales corresponding to
intra- and inter-cluster intervals. The former decreases with increasing firing rate. The latter
is independent of the firing rate and is close to the period of subthreshold oscillations. This
suggests, that the additional time scale, present in the output of resonant neurons, is related
to their subthreshold resonance properties.
To confirm this assumption we proceed to show, that the simple renewal resonate-and-fire
model (see Chapter 6) quantitatively captures the ISI statistics observed experimentally in
stellate and pyramidal cells. The mechanism responsible for shaping the spike patterns can
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be understood from the simple resonate-and-fire model, and it is reasonable to assume, that
the spike patterns in more complex models can be explained using the mechanism described
here.
7.2 Estimation of subthreshold parameters for the RaF model
The resonate-and-fire (RaF) model can reproduce both types of subthreshold voltage dy-
namics – resonant and nonresonant (Mauro et al., 1970; Izhikevich, 2001; Richardson et al.,
2003; Erchova et al., 2004; Verechtchaguina et al., 2006b). In the subthreshold regime the
RaF model is related to more complex conductance-based models through linearization of the
latter at specific levels of the holding potential (Mauro et al., 1970; Villacorta and Panetsos,
2005). The spike generation mechanism in the RaF model is reduced to threshold and reset
conditions (see Section 2.1.3). In this section we concentrate on the subthreshold voltage
dynamics only, and postpone the specification of threshold and reset conditions to Sections
7.3 and 7.5.
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Here the membrane potential V (t) is the dynamic variable, I(t) represents the time-dependent
input current, and ξ(t) is a white Gaussian noise of unit intensity. Since the synaptic trans-
mission was blocked in the recorded cells, the noise term ξ(t) models a cell-intrinsic noise,
which presumably is dominated by the channel noise (White et al., 2000). The stochastic
RaF model in the form Eq. (7.1) was derived in Section 6.2.
Fixed parameters of the model characterize the membrane capacity C, the resting mem-
brane potential Vr, the membrane input resistance R0, and the noise intensity D. Further
fixed parameters are γ and δ, which together define the type of subthreshold voltage dynam-
ics. Thus γ/C is the effective damping coefficient, and
√
δ/C is the effective eigenfrequency
of the system. In the underdamped regime (γ < 2
√
δC) the RaF model exhibits subthresh-
old oscillations, whereas in the overdamped regime (γ > 2
√
δC) subthreshold dynamics is
nonoscillatory (see Section 2.1.3).
The frequency-dependent impedance function |Z|(f) of the RaF model is obtained analyt-
ically from the deterministic version of Eq. (7.1) (with D = 0). In experiments the impedance
function was estimated from the voltage response averaged over at least five individual real-
izations, therefore we can neglect the contribution of noise to the impedance function. The
impedance function of the deterministic RaF model reads:
|Ztheory|(f) =
√√√√ 4π2f2 +R20δ2
[δ − 4π2Cf2]2 + 4π2γ2f2
. (7.2)
In the underdamped regime the impedance function Eq. (7.2) has a maximum at the frequency
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Figure 7.2: Voltage-
dependent changes in
the subthreshold model pa-
rameters obtained from fits
to experimental responses.
The vertical columns repre-




γ/C, D) for four stellate
and four pyramidal cells
(left and right columns, re-
spectively). Different colors
correspond to different cells;
cells presented in Fig. 7.1 are
marked in black. A,B: phe-
nomenological capacity C
of the cell (from impedance
fit); C,D: effective eigenfre-
quency (from impedance fit
and autocorrelation); E,F:
effective damping coefficient
(from impedance fit and
autocorrelation); G,H: noise
intensity D (from autocorre-
lation). The noise intensity
in stellate and pyramidal
cells, as well as the effective
damping coefficient in stel-
late cells strongly depend on









(1 + CδR20)2 − γ2R20 − CδR20. (7.3)
Note that for small γ, the resonance frequency fres is similar to the effective eigenfrequency√
δ/C/2π.
To characterize the spontaneous firing activity in neurons we studied their response to a
constant current stimulation I(t) = I0. Injection of a constant current I0 shifts the stationary
voltage drop to Vr + I0R0. Here we are only interested in deviations from this holding
potential in the presence of intrinsic noise. We therefore introduce a new variable x(t) =
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V (t)−Vr−I0R0, which directly describes the deviation from the stationary holding potential









The RaF model Eq. (7.4) describes the subthreshold voltage dynamics around a fixed
holding potential. The parameters of the model may, however, change with the level of
depolarization. Therefore the experimental data for each value of the input current I0 have to
be analyzed separately, providing separate parameter sets for different levels of depolarization.
Still, for a given holding potential the linear model Eq. (7.1) was shown to well represent the
voltage response to small amplitude stimuli (Schreiber et al., 2004; Erchova et al., 2004).
Estimates for almost all subthreshold parameters can be obtained from impedance mea-
surements. The values of the parameters C, δ, γ and R0 were obtained from least square
fits of the theoretical impedance function |Ztheory|(f), Eq. (7.2), to the measured membrane
impedance. An example is shown in Figs. 7.1A and 7.1B, where the measured impedance is
depicted by gray dots, and the fit with |Ztheory|(f) is depicted by a solid black line. The noise
intensity has to be estimated separately using the autocorrelation analysis of spontaneous
subthreshold activity. The voltage autocorrelation function rx(t) = 〈x(t + t′)x(t′)〉 for the















δC − γ2/4/C. The autocorrelation function oscillates with the period Tp =
2π/Ω and decays with the relaxation time trel = 2C/γ. In the overdamped regime (γ >
2
√
δC), the voltage autocorrelation function is given by Eq. (7.5), where the trigonometric
functions are replaced by their hyperbolic counterparts. In this case the autocorrelation
function decays monotonically with time. In both, the under- and overdamped regimes, the
value of the autocorrelation function at t = 0 (i.e. the voltage variance) gives assess to the
noise intensity: D = r(0)γδ.
We estimated the subthreshold model parameters for each recorded level of membrane de-
polarization separately (for details see Appendix A). Fig. 7.2 presents the voltage-dependent
changes of the model parameters for four stellate (left column) and four pyramidal (right
column) cells.
For both, resonant and nonresonant cells, the intrinsic noise intensity D strongly in-
creased with the membrane depolarization (note the logarithmic D-scale in Figs. 7.2G and
7.2H). This observation goes along with the assumption, that the channel noise increases to-
wards the threshold. The channel open probability tends to increase, but remains on average
below 50% (see White et al., 2000). In stellate cells the damping γ/C decreased with de-
polarization, while the eigenfrequency
√
δ/C remained almost unchanged. This agrees with
experimental observations, that the resonance strength and the coherence of subthreshold os-
cillations increase with depolarization without significant changes in the resonance frequency.
In pyramidal cells, a similar trend of the damping could be observed though less pronounced.
Pyramidal cells remain in a nonresonant regime, because the absolute values of the damping
were large compared to the corresponding eigenfrequencies. The membrane capacity C did
not significantly change with depolarization in both cell types.
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7.3 The renewal RaF model and ISI distributions
The five parameters of the linear model (C,δ, γ, D, R0) describe the cell at the subthreshold
level. The simplest way to account for the spike generation mechanism is to supply the model
Eq. (7.4) with fixed values for the threshold xb and the reset x0. Whenever x(t) reaches xb
a spike is generated, x(t) is then reset to x0 after the period τr referred to as the reset time.
The voltage derivate dx(t)/dt is reset to zero. Note, that for the existence of spike-induced
subthreshold oscillations it is important, that the reset value xb is different from the steady-
state voltage x = 0, in our case xb < 0. This spiking mechanism leads to a renewal spike
train with all ISIs being independent. We refer to the RaF model with this type of threshold
as the renewal RaF model. The ISI distribution in the renewal RaF model is given by the
first passage time (FPT) distribution for the stochastic variable x(t).
To verify whether the renewal RaF model can reproduce the ISI statistics, we fit the ISI
distributions theoretically predicted by the RaF model to the measured ISI distributions. The
ISI distribution in the renewal RaF model can be obtained analytically using the Stratonovich
approximation, which is discussed in great detail in Section 5.2.4, see Eqs. (5.9) and (5.30).
The parameter values of the RaF model estimated in stellate and pyramidal cells belong
to a regime of moderate damping and moderate noise intensity, so that the Stratonovich
approximation is applicable and accurate. The Stratonovich approximation was used to scan
the relevant parameter range and to find the sets of parameter, for which the measured and
theoretically predicted ISI distributions agree.
We used the Kolmogorov-Smirnov (KS) test for comparison between the measured and
theoretically predicted ISI distribution functions. The test statistics D in the KS test is the
largest difference between measured and predicted distribution functions (see Appendix A for
details). We used the technique of simulated annealing to find the parameter set minimizing
D. The corresponding theoretical ISI distribution PS(T ) was considered as the best fit. If the
minimal D-value exceeds the critical value DK for a given sample size (see Appendix A), then
the hypothesis, that the best fit PS(T ) is the distribution underlying the measured ISIs, has
to be rejected. Otherwise we can regard the measured ISIs as consistent with the hypothesis,
that they come from the distribution PS(T ). In other words, we draw a tube with radius DK
around the measured ISI distribution. If the best fit PS(T ) completely lays inside the tube,
it can be regarded as the distribution underlying the measured ISIs. All details concerning
the fit procedures, estimation of the spike parameters (x0, xb and τr) and scanned parameter
ranges are specified in Appendix A.
The best fits PS(T ) for the measured ISI distributions at a single level of depolarization
in the stellate and pyramidal cells are shown in Figs. 7.3A and 7.3B, respectively. In both
cases the experimental data are in quantitative agreement with the predictions of the renewal
RaF model, as confirmed by the KS test. Starting form parameter sets adjusted to match the
subthreshold cell response, we calculate the ISI statistics as predicted by the renewal RaF
model. From the fact that the RaF model reproduces the ISI distributions obtained experi-
mentally and also accounts for the differences in resonant and nonresonant spike patterns, we
may conclude that the resonate-and-fire model is sufficient to explain the mechanism shaping
the spike patterns in stellate and pyramidal cells.
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Figure 7.3: ISI distributions predicted by the renewal RaF model. Experimentally ob-
tained ISI distributions are shown with solid gray lines, thin gray lines mark the tube of
the Kolmogorov-Smirnov test. A: stellate cell from Fig. 7.1. The best Stratonovich approx-
imation is depicted in black. The parameters of the RaF model are C = 2.5 · 10−4µF,√
δ/C/2π = 5.7Hz, γ/C = 0.088 · 102 Hz, D = 0.0238 nA2Hz, τr = 31ms, x0 = −7.8mV,
xb = 5.8mV. B: pyramidal cell from Fig. 7.1. The best Stratonovich approximation is de-
picted in black. The parameters of the RaF model are C = 1.7·10−4µF,
√
δ/C/2π = 12.9Hz,
γ/C = 3.44 · 102 Hz, D = 0.212 nA2Hz, τr = 71ms, x0 = −11.2mV, xb = 0.8mV. The insets
show the corresponding ISI densities.
In stellate cells this mechanism consists in the interplay between subthreshold oscillations
(caused be the subthreshold resonance) and intrinsic noise, as discussed in Chapter 6. Briefly,
every spike resets the phase of subthreshold oscillations to an almost constant value and the
relaxation time of these oscillations is large compared to the average ISI. As a consequence
the instantaneous firing rate (probability to obtain a spike per unit time) is time-dependent.
There are preferred spike times set by the subthreshold oscillations and reflected in the spike
clustering. The intra-cluster interval corresponds to the main peak in the ISI density. The
intra-cluster interval is determined by the time interval between the initiation of a spike and
the first maximum of the subsequent subthreshold oscillation induced by this spike. The
distance between the first and the second peak in the ISI density corresponds to the period
of the subthreshold oscillations. The time scale set by the subthreshold oscillations is deter-
ministic and independent of the firing rate. Noise-driven inter-cluster intervals correspond
to the exponential tail of the ISI density. Since the noise intensity grows with the level of
depolarization, the average inter-cluster interval decreases and the decay in the tail becomes
faster. The number of visible peaks in the ISI density depends on the ratio between the re-
laxation time of subthreshold oscillations and their period. The more periods of subthreshold
oscillations elapse prior to relaxation, the more peaks are pronounced in the ISI density.
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In pyramidal cells, the relaxation time of the subthreshold voltage dynamics is small
compared to the average ISI. After every spike the voltage variable relaxes quickly to the
resting potential, and the instantaneous firing rate is constant for times larger than the reset
time plus the voltage relaxation time. There is no additional deterministic time scale in
the dynamics and all ISIs are noise-driven. Since the noise intensity increases with the level
of depolarization, all ISIs also decrease. This is reflected in the shift of the distribution
maximum to shorter ISI values with increasing firing rate.
7.4 Interspike interval correlations
The renewal RaF model is able to reproduce quantitatively the spike patterns observed in
resonant and nonresonant neurons. This model is based on the renewal assumption, that all
ISIs are independent. To verify whether this assumption is reasonable, we analyze the serial
dependence of interspike intervals. We use following measures:
(i) We visualize the relation between successive ISIs using the joint probability density of
neighboring interspike intervals F(T1, T2) (also called the density of the ISI return map). Let
Xi denote the i-th interspike interval in the measured spike train. F(T1, T2)dT1dT2 gives the
probability to obtain two successive ISIs in the spike train with lengths Xi ∈ (T1, T1 + dT1)
and Xi+1 ∈ (T2, T2 +dT2). The joint densities F(T1, T2)dT1dT2 were estimated by histograms
and normalized to unity.
(ii) If the renewal assumption holds and the ISIs are independent, the joint ISI density
factorizes: F(T1, T2) = F(T1)F(T2). To characterize the deviation of the experimentally
observed spike trains from a sequence of independent spikes, we construct correlation maps
C(T1, T2) from the joint ISI probability densities by subtraction of the renewal part:
C(T1, T2) = F(T1, T2)−F(T1)F(T2). (7.6)
Positive values of C indicate ISI pairs that are observed more frequently than expected in
the renewal spike train with the given ISI distribution. Negative values of C indicate pairs
that are observed less frequently.
(iii) We calculate the serial correlation coefficients (SCC) ρk, as a measure for the serial
dependence of correlations in a spike train, see Eq. (2.42):
ρk =
〈XiXi+k〉 − 〈Xi〉〈Xi+k〉
〈X2i 〉 − 〈Xi〉2
. (7.7)
Here the averages are taken over all ISIs in the spike train. The index k is usually called
a lag and denotes the number of intercepting interspike intervals. For a renewal spike train
ρk = 0 for k > 0. To estimate the typical correlation time, we plot the SCC as a function of
time, which is obtained by linear scaling of the lag axis with the average firing rate.
The experimental estimates of these three measures are presented in Fig. 7.4. The left
column refers to the resonant stellate cell and the right column to the nonresonant pyramidal
cell. Figs. 7.4A and Fig. 7.4B show the densities of the ISI return map F(T1, T2). For stellate
cells the density of the ISI return map revealed a patchy structure. The main peak occurs
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Figure 7.4: Second or-
der statistics of interspike
intervals. Left panel:
stellate cell, right panel:
pyramidal cell (both are
the same examples as in
Fig. 7.1). A,B: The prob-
ability density of the re-
turn map for stellate and
pyramidal cells. The plot
for the stellate cell (A) has
a characteristic two-arm
structure. The main peak
and the arms are located
at a time, corresponding
to the ISI within a clus-
ter. In contrast, the plot
for the pyramidal cell (B)
exhibits a cloudy struc-
ture. C,D: Density of cor-
relation maps for stellate
and pyramidal cells. Both
cell types exhibit negative
correlations between the
adjacent ISIs. E,F: Main
panel: Serial correlation
coefficients (SCCs) ρk for
lags k=1. . . 20 for two dif-
ferent levels of depolariza-
tion (stellate, panel E, the
firing rate is 1.5Hz and
5.1Hz; pyramidal, panel
F, the firing rate is 1.3Hz
and 3.9Hz). The insets
show SCCs scaled by the
average firing rate of the
time series to illustrate the average correlation time. The SCCs for both,
stellate and pyramidal cells, show similar negative correlations at low
lags for the higher mean firing rates. The correlation time is similar and
around 300ms.
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at ∼(100ms;100ms) corresponding to two successive ISIs within a single cluster. The two
arms extend at ISI values, when one ISI is ∼100ms and the other ISI is of the order of 200–
500ms, which corresponds to a pair of one intra-cluster ISI and one inter-cluster ISI. This
result agrees with the multimodal ISI density F(T ) in stellate cells. The return map of the
pyramidal cell (Fig. 7.4B) exhibited a single broad maximum localized at ∼(250ms;250ms),
in agreement with the unimodal ISI density in these cells.
Figs. 7.4C and Fig. 7.4D show the correlation maps C(T1, T2) for both cell types. The
correlation map quantifies the deviation of the measured ISI sequence from the ISI sequence
of a renewal spike train with the same ISI distribution. The correlation maps in both cell
types revealed negative values (C < 0) along the line T1 − T2 = const and positive values
(C > 0) along the line T1 + T2 = const, which reflects the presence of negative correlations
in the spike train. Negative values of C indicate that the pairs of two successive short ISIs
and the pairs of two successive long ISIs appeared less frequently in the measured spike train
than they would occur in a renewal spike sequence. Positive values of C indicate that the
pairs consisting of a short ISI followed by a long ISI and vice versa appeared more frequently
than in a renewal sequence.
The negative correlations between successive ISIs are also pronounced in the negative
values of the serial correlation coefficients on short lags. Figs. 7.4E and 7.4F show the SCCs
as a function of lag k for two different firing rates in stellate and pyramidal cells, respectively.
The insets present the same data as a function of time (scaled by the average firing rate). At
higher firing rates (3-10Hz) the first few SCCs were significantly different from zero. From the
time dependence of the SCCs (see insets) we can estimate the order of the correlation time τc,
which ranged from 200ms to 400ms. At low firing rates (<2Hz) all ρk for k > 0 did not differ
significantly from zero, since the serial ISI dependence can only be observable when the mean
ISI does not exceed the correlation time scale τc. Correspondingly, the number of SCCs
significantly different from zero (i.e. the number of consecutive ISIs that were correlated)
increased with firing rate for both cell types.
7.5 The nonrenewal RaF model and ISI correlations
The presence of a serial dependence in the ISI sequences cannot be captured by the renewal
RaF model, though this model can reproduce the first order ISI statistics. The correlations
observed in experimental data can be explained by spike-induced memory effects. To account
for these correlations we introduce a minimal modification to the RaF model, which only af-
fects the spike generation mechanism and which leaves the subthreshold dynamics unchanged.
This modified version of the RaF model with a stochastic spike generation mechanism will
be referred to as the nonrenewal RaF model.
The nonrenewal RaF model has the same subthreshold dynamics as the renewal model
(see Eq. (7.4)) combined with a modified threshold mechanism. To account for negative
correlations between ISIs, the deterministic spike generation is replaced by a stochastic rule.
Whenever the membrane potential x(t) crosses the threshold xb from below (i.e. with a
positive velocity), a spike is generated with probability 1− ps(t). A spike is skipped with the
probability ps(t), and the voltage variable x(t) evolves further without reset according to its
7.5 The nonrenewal RaF model and ISI correlations 127
Figure 7.5: Example of a
spike train in the nonre-
newal RaF model (gray)
and corresponding time
evolution of the probability
ps(t) to skip a spike (black).
Not every threshold cross-
ing triggers a spike. The
spike train is nonrenewal
with negative correlations.









[1− tanh [β(t− ti − τc)]]
]
. (7.8)
Here ti denote the spike arrival times, and the summation is taken over all spikes, which
occurred before t. If the sum in Eq. (7.8) exceeds unity, than ps(t) = 1 and the generation
of spikes is impossible. Every time the threshold xb is crossed from below ps(t) is evaluated.
With probability 1 − ps(t) a spike is generated and the voltage is reset as in the renewal
model. With probability ps(t) the spike is skipped and x(t) evolves further without reset. In
the latter case, only a new threshold crossing from below will trigger a spike eventually.
In the nonrenewal RaF model the probability ps(t) to skip a spike is a dynamic variable.
Triggered by a single spike, the probability ps(t) is instantaneously increased by p0 and
remains almost constant at this new level for the correlation time τc. Afterwards the spike
probability decreases to zero during a period 2/β. The occurrence of several spikes within a
time window smaller than the correlation time leads to the probability ps(t) with a complex
dynamics, as illustrated in Fig. 7.5. As each individual spike increases ps, the generation
of many spikes in close succession (on the order of the correlation time τc) will temporarily
inhibit the spike generation. The example shown in Fig. 7.5 demonstrates that the dynamics
of ps(t) effectively limits the number of spikes within a cluster and causes “overshoots”,
when the membrane potential is significantly above the threshold but no spike is fired. This
probabilistic spike generation mechanism results in a nonrenewal spike train with negative
correlations between neighboring ISIs.
To verify whether the nonrenewal RaF model can reproduce the correlations observed
experimentally as well as capture the ISI distribution, we fit the ISI statistics as predicted by
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Figure 7.6: ISI distribution and the ISI correlations as predicted by the nonrenewal RaF
model are in a quantitative agreement with the experimental data for stellate and pyramidal
cells. Left panel: stellate cell, right panel: pyramidal cell (both are the same examples as in
Fig. 7.1). The experimental ISI statistics are depicted in gray color, the ISI statistics numer-
ically obtained in the nonrenewal RaF model with black lines. A, B: The ISI distributions
(main) and the corresponding ISI densities (inset). C, D The serial correlation coefficients
ρk. The values of the fit parameters for the nonrenewal RaF model for the stellate cell (pan-
els A,C) are C = 2.5 · 10−4µF,
√
δ/C/2π = 6.6Hz, γ/C = 0.27 · 102 Hz, D = 0.017 nA2Hz,
τr = 38ms, x0 = −11.7mV, xb = 2.0mV, τc = 258ms, β = 249 s−1, p0 = 0.25. The values
of the fit parameters for the nonrenewal RaF model for the pyramidal cell (panels B,D) are
C = 1.7 · 10−4µF,
√
δ/C/2π = 13.9Hz, γ/C = 3.0 · 102 Hz, D = 0.25nA2Hz, τr = 92ms,
x0 = −9.5mV, xb = 0.04mV, τc = 355ms, β = 226 s−1, p0 = 0.41.
the nonrenewal RaF model to experimental data. Since no analytical expression is available
for the ISI distribution and SCCs in the nonrenewal RaF model, we estimated these functions
for every parameter set on the basis of stochastic simulations (based on at least 2000 spikes).
We scanned the parameter space of the nonrenewal RaF model searching for a parameter
set minimizing the KS-statistics D and the discrepancy between measured and theoretically
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predicted values of ρ1. All details concerning this fitting procedure are described in Appendix
A.
The fitting procedure we used does not guarantee convergence to the optimal solution.
Our aim was rather to demonstrate, that the measured ISI distributions and correlations can
be simultaneously captured by the nonrenewal RaF model. An example of the ISI statistics
predicted by the nonrenewal RaF model is depicted in Fig. 7.6 for the stellate (resonant, left
column) and the pyramidal (nonresonant, right column) cell. Figs. 7.6A and 7.6B present the
ISI distribution and ISI densities. Agreement between measured and theoretically predicted
ISI distributions is confirmed by the KS test. The serial correlation coefficients for these pa-
rameter sets are similar to those obtained in experiments: the negative correlations observed
at low lag values are captured quantitatively in both cell types (Figs. 7.6C and 7.6D). We
attribute quantitative deviations of the SCCs at higher lags to the precision of the experi-
mental correlation estimate, whose quality is limited by the sample size of the experimental
data (in our case 130–600 spikes per data set).
We conclude, that the spike patterns observed in resonant and nonresonant neurons are
mainly shaped by the subthreshold voltage dynamics. The spike-induced dynamics further
modifies the spike patterns, in particular the second order ISI statistics as reflected in the
negative correlations found experimentally in both cell types. The nonrenewal RaF model
with the stochastic, spike-history dependent threshold mechanism can capture both: the
qualitative differences in the ISI distributions and the similar correlations in resonant and
nonresonant neurons.
7.6 Spike train variability
Differences in the subthreshold dynamics and correlations are likely to influence the variability
of the spiking response. We therefore investigated the variability of ISI sequence in terms of
the coefficient of variation Cvar (see Eq. (2.41)) and the spike-count variability in terms of
the Fano factor F (T ) (see Eq. (2.45)).
ISI variability. Multiple time scales are present in the dynamics of resonant and non-
resonant neurons. These include the refractory time, the period Tp and relaxation time trel
of the subthreshold oscillations, the noise activation time τa and the time scale of the spike-
induced correlations τc. Except for the noise activation time τa, these time scales are all
deterministic and almost independent of the depolarization level and the average firing rate.
In contrast, the noise activation time τa decreases with the depolarization level due to increase
of the noise intensity (see Figs. 7.2G and 7.2H). Different dependences of the time scales on
the depolarization level suggest, that the spike-train variability depends on the average firing
rate.
Figs. 7.7A and 7.7B show measured values of the coefficient of variation Cvar in dependence
on the average firing rate r for seven stellate and five pyramidal cells, respectively. In Fig. 7.7C
the dependence of Cvar on the firing rate is summarized by two histograms, which present
Cvar averaged over the populations of stellate (dark gray) and pyramidal (light gray) cells. To
obtain the histograms we divide the r-axis into bins of width 1Hz. For every bin we calculate
Cvar averaged over all data points from Figs. 7.7A and 7.7B, respectively, whose r falls in the
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Figure 7.7: The coefficient of variation Cvar as a function of the average firing rate. A, B:
the Cvar-values estimated in seven stellate (panel A) and five pyramidal (panel B) cells are
plotted against the average firing rate r. Different symbols correspond to different cells; the
cells presented in Fig. 7.1 are marked by squares. C: The histograms for values of Cvar
averaged over the population of seven stellate (dark gray) and of five pyramidal (light gray)
cells. The bin width of the r-axis is 1Hz. At low and high firing rates the coefficients of
variation Cvar in stellate and pyramidal cells are comparable. At intermediate firing rates the
stellate cells exhibit higher values of Cvar than the pyramidal cells.
corresponding bin. The experimentally observed changes in the coefficient of variation Cvar
caused by the changes in the firing rate r can be understood from the following argument.
At low levels of depolarization the intensity of intrinsic noise is small (see Figs. 7.2G
and 7.2H), and the firing rate r is low. Spikes occur rarely, the mean ISI is determined by
the noise activation time τa and significantly exceeds all deterministic time scales mentioned
above. The ISIs are purely noise-driven in both cell types and the subthreshold resonance does
not noticeably influence the spike patterns in resonant neurons. The spike train is therefore
close to a Poisson process and the coefficient of variation Cvar approaches the Poisson limit
Cvar → 1 at low firing rates in both cell types. As confirmed by Fig. 7.7, the measured values
of Cvar are close to 1 and similar in both cell types for the firing rates r < 1Hz.
Intermediate levels of depolarization correspond to a moderate noise intensity as well as
moderate firing rates r (∼ 3−10Hz). The noise activation time τa decreases into the range of
the deterministic time scales of neuron dynamics. The differences in the spike-train variability
for resonant and nonresonant neurons appear in this regime. In nonresonant neurons the spike
times are still noise-driven. The mean ISI, as determined by the noise activation time τa, is
comparable with the relative refractory time, which is jointly determined by the refractory
time itself and the time scale τc of negative correlations. The ISI-values are therefore bounded
from below and the ISI distribution becomes narrower. This is reflected in the decrease of
Cvar with increasing firing rate r in pyramidal cells, see Figs. 7.7B and 7.7C for r ∼ 3−10Hz.
In resonant cells the noise activation time τa becomes comparable to the relaxation time
of subthreshold oscillations trel. Therefore many spikes are fired from the maxima of spike-
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induced subthreshold oscillations and form spike clusters. The intra-cluster interval is de-
terministic and determined by the period of subthreshold oscillations Tp, whereas the noise-
driven inter-cluster interval is related to the noise activation time τa. The difference in time
scales of intra- and inter-cluster intervals leads to inhomogeneous spike patterns and mul-
timodal ISI distributions. This manifests itself in high values of Cvar in stellate cells at
intermediate firing rates, see Figs. 7.7A and 7.7C for r ∼ 3 − 10Hz. Overall, stellate cells
exhibited higher values of the coefficient of variation Cvar than pyramidal cells at comparable
intermediate firing rates (Fig. 7.7C).
Finally, for high depolarization levels the intrinsic noise is strong and the firing rates
are high (r > 10Hz). The noise activation time τa becomes smaller than all deterministic
time scales of neuron dynamics. In both cell types the refractory time alone determines the
spike times. In resonant cells at firing rates exceeding the resonance frequency, the mean
ISI is smaller than the time scale of the intra-cluster interval. Therefore the subthreshold
oscillations do not influence the spike patterns at firing rates r > 10Hz. In both cell types the
spike patterns are very regular, which is reflected in low values of Cvar measured in stellate
and pyramidal cells for r > 10Hz (Fig. 7.7).
Spike-count variability. Changes in the spike train variability are also pronounced in
the Fano factor F (T ), which is a measure for the spike-count variability, see Eq. (2.45).
The Fano factor F (T ) is a function of the time window T . To estimate F (T ) for an
experimental spike train, we split the spike train in non-overlapping time windows of length
T and counted the number of spikes Ni(T ) in each window. The Fano factor was estimated
as the ratio between the variance and the mean of Ni(T ) in all time windows:
F (T ) = 〈N
2
i (T )〉 − 〈Ni(T )〉2
〈Ni(T )〉
. (7.9)
F (T ) gives the spike-count variability on the time scale of T . For a Poisson process F (T ) = 1
holds on all time scales.
Figs. 7.8A and 7.8B show the Fano factor measured in stellate and pyramidal cells, re-
spectively, for three levels of the average firing rate r. For T smaller than the minimal ISI
observed in a spike train, the behavior of F (T ) is predefined: it approaches unity for T → 0
and then decays linearly as F (T ) = 1 − rT (see discussion following Eq. (2.46)). The first
deviation of the Fano factor from the linear decrease indicates the size of the minimal ISI. The
arrows in Fig. 7.8 point to times T , where F (T ) starts to deviate from the linear behavior. In
stellate cells at intermediate firing rates, the size of the minimal ISI is determined by the time
scale of the intra-cluster interval and is therefore independent of the firing rate. In pyramidal
cells the minimal ISI is noise driven and shifts towards smaller values with increasing firing
rate.
For a periodic spike train with a constant ISI equal to X, the Fano factor equals (Mid-
dleton et al., 2003)
F (T ) = mod(T , X)
T
(




In this case, F (T ) is a sequence of inverted parabola with local maxima of X/(4T ) at every
odd multiple of X/2 and limT →∞ F (T ) = F∞ = 0. Imperfect periodicity and timing jitter in
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Figure 7.8: Fano factor for experimentally recorded cells. The Fano factor indicates spike
clustering in stellate cells and high regularity of spike trains in pyramidal cells. A: Fano factor
F (T ) for a stellate cell (the same example as in Fig. 7.1) for three levels of the average firing
rate: r = 1.5 Hz (green), r = 5.1 Hz (red), and r = 7.5 Hz (blue). The oscillatory behavior
of F (T ) on T ranging from 70ms to 200 ms indicates the existence of regular spike patterns
(clustering) on this time scale that becomes more pronounced with increasing average firing
rate. The solid lines show the linear function 1 − rT with corresponding color. The arrows
point to times T , where F (T ) starts to deviate from the linear behavior, corresponding to
the minimal ISI in a spike train. B: Fano factor for a pyramidal cell (the same example as in
Fig.7.1) for three levels of the average firing rate: r = 1.3Hz (green), r = 3.9Hz (red), and
r = 17Hz (blue). For high firing rates (r = 17Hz) the oscillating F (T ) indicates a regular
spike pattern on all time scales. The variability of spike trains in pyramidal cells is lower
than in stellate cells. Note the logarithmic T -scale.
experimental spike trains result in an asymptotic value F∞ different from zero. The oscillating
behavior of F (T ) over a range of T indicates a high regularity in the spike train on this time
scale.
In stellate cells the oscillatory behavior of F (T ) was observed for T ranging from 70ms
to 200 ms, see Fig. 7.8A. Oscillating F (T ) indicates the existence of regular spike patterns
(clustering) on this time scale that becomes more pronounced with increasing firing rate.
In pyramidal cells at low and intermediate firing rates the oscillatory behavior of the Fano
factor cannot be observed (see r = 3.9Hz and r = 1.3Hz in Fig. 7.8B). However, for high
firing rates the Fano factor curves exhibit an almost perfect sequence of inverted parabola,
reflecting the high regularity of the spike train on all time scales T larger than the minimal
ISI (see the Fano factor curve for r = 17Hz in Fig. 7.8B).
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7.7 Discussion
In this chapter we investigated how the frequency dependence of the membrane impedance
determines the spontaneous (driven by intrinsic noise) firing statistics of individual neurons.
Based upon recordings in entorhinal cortex and phenomenological models we show, that the
presence of a subthreshold resonance in resonant cells systematically results in firing patterns
significantly different from those in nonresonant cells. The subthreshold dynamics alone is not
sufficient to account for the observed firing statistics. The spike dynamics leads to correlations
between interspike intervals in both resonant and nonresonant cells, which proved necessary
to fully explain the observed spike statistics.
7.7.1 The influence of subthreshold resonance on firing properties
The influence of the subthreshold resonance extends from the subthreshold regime to the
spiking regime. The most apparent property of the spiking statistics in resonant neurons
is the clustering of spikes, reflected in the multimodality of the ISI distribution. The ISI
distributions of all nonresonant cells measured were unimodal, in contrast.
The discharge of clustered spikes in neurons with subthreshold membrane potential os-
cillations were previously observed in olfactory bulb (Chen and Shepherd, 1997; Desmaisons
et al., 1999) and brainstem (Pedroarena et al., 1999; Wu et al., 2001). Our results suggest
that a frequency selective impedance favoring frequencies above zero is sufficient to cause the
spike clustering.
Coding with resonant cells offers advantages that have previously been discussed for
bursting cells: the cluster length and the time intervals between clusters may form a code
(Kepecs and Lisman, 2003). The reliability of synaptic transmission can be increased due
to spike clustering (Lisman, 1997). In addition, spike clustering with stable intra-cluster
frequencies may allow for frequency specific routing of information, if the frequency selectivity
of individual neurons matches the synaptic frequency preference (Izhikevich et al., 2003). The
coding capacity of neurons with multimodal distributions is potentially increased, in the case
the peaks of the distribution are distant enough. This fact agrees with our observation that
the coefficient of variation is larger for stellate cells than for pyramidal cells at comparable
intermediate firing rates.
We show that in resonant stellate cells the size of the minimal ISI is determined by the
frequencies of subthreshold resonance and subthreshold oscillations. This minimal ISI (found
within a spike cluster) can already be observed at low firing rates and is also maintained at
higher firing rates. The increase in the firing rate is mainly accompanied by the reduction
of the distance between spike clusters. The stabilization of firing frequencies within spike
clusters in stellate cells may be important for frequency selective information routing, as
mentioned in the previous paragraph. Note that this may only apply to stellate cells, whose
resonance frequency remains almost constant over the broad range of depolarization levels.
In nonresonant pyramidal cells the minimal ISI is noise-driven and strongly depends on the
mean firing rate.
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7.7.2 Implications of ISI correlations
Negative ISI correlations in spontaneous neural activity have been described in many other
cell types (as early as Kuffler et al., 1957). More recently, it was shown that negative cor-
relations improve the coding capabilities of neurons with regard to information transfer and
signal detection (Chacron et al., 2001). A likely cause for the observed negative correlations
on a time scale of 200–400ms is the spike-induced activation of slowly deactivating currents
that prolong the relative refractory period. Such currents are known to mediate adaptation,
which also results in ISI correlations of the observed type. Prominent candidates to mediate
such correlations are slow potassium currents (Brown and Adams, 1980; Madison and Nicoll,
1984). Interestingly, these currents do contribute to the subthreshold frequency preference
(Hutcheon and Yarom, 2000), although their presence does not automatically guarantee a
subthreshold resonance. We cannot conclude from our data, to what extent the currents
underlying the correlations in the recorded stellate cells are also involved in shaping the
subthreshold resonance. The measurements in pyramidal cells, however, show, that the cor-
relations can also be expressed independently of the existence of a subthreshold resonance.
We found ISI correlations on a time scale of 200–400ms only for intermediate levels of
depolarization close to the threshold. Presumably the cause of the correlations, i.e. currents
counteracting the initiation of a successive spike, is also present at less depolarized levels
of the membrane potential. Due to the lower mean firing rate at these levels, the action of
these currents does not significantly affect the ISI statistics. Only for sufficiently high firing
rate, a significant number of short ISIs appear during the deactivation time of the slowly
deactivating currents, which lead to the pronounced negative ISI correlations. In addition,
the ISI correlations effectively limit the number of spikes per cluster in resonant cells.
The ISI correlations cannot be captured by the renewal model. Surprisingly, a simple
modification of the threshold model, which makes it nonrenewal and covers correlations, is
able to describe ISI distributions in both cell types as well. This indicates, that the frequency-
dependent subthreshold dynamics in combination with the simple spike-induced dynamics are
well suited to capture the essence of steady state firing.
7.7.3 Discussion of the model
We used three aspects of the model to describe experimental data. (i) The linear resonat-
ing model is well suited to cover subthreshold responses. (ii) In combination with a static
renewal threshold, the differences between the firing statistics of resonant and nonresonant
neurons could be quantitatively captured. Especially the multimodality of ISI distributions
in resonant cells versus the monomodality of these distributions in nonresonant cells were
reproduced by the model. (iii) The modified model, with a stochastic nonrenewal threshold,
proved to capture quantitatively the ISI distributions as well as the negative ISI correlations
in resonant and nonresonant cells. The spike probability in the nonrenewal model takes the
spike history into account, such that a recent occurrence of spikes lowers the firing probability.
We observed that the intensity of intrinsic noise always increased towards the threshold
(Fig.7.2). This effect is most likely due to the stochasticity in the opening and closing of ion
channels (for a review on channel noise see White et al., 2000). The influence of noise on
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spike initiation has been shown to be important (Schneidman et al., 1998), we therefore chose
to make the spike probability a dynamical variable. The increased level of noise around the
threshold as well as the influence of spike history on spike initiation are therefore incorporated
into a single step.
Overall, the nonrenewal model is simple and captures the essential properties of the
subthreshold frequency preference and interspike correlations. It may prove useful for network
simulations, where subthreshold properties of individual neurons and correlations in their
spike trains may be of importance. Other nonrenewal models that capture correlations and
adaptive effects have been suggested before. These models modify, either dynamically or
stochastically, the absolute threshold value (Chacron et al., 2004) or explicitly model currents
that prolong the interspike interval in dependence on the spike history (Benda and Herz, 2003;
Izhikevich, 2004). We have no reason to assume, that these nonrenewal models cannot also
represent our experimental data.
The results of this chapter provide new insight how intrinsic cell properties acting on the
subthreshold level of signal processing affect the spike generation in the entorhinal cortex.
Whereas clustering of action potentials clearly is a hallmark of resonant neurons, additional
spike-induced dynamics further modifies the firing statistics. Simple threshold models, that
combine the subthreshold dynamics with nonrenewal spike initiation, are easy and efficient to




In this thesis various aspects of the non-Markovian first passage time problem have been
investigated, using a combination of analytical, numerical and experimental methods. Two
main issues have been addressed in this text:
I. the elaboration of analytical methods to treat the non-Markovian first passage time
problem,
II. the exploration of mechanisms leading to complex spike patterns in neurons.
I. Non-Markovian first passage time problem
Recent experiments (Diau et al., 1998; Desmaisons et al., 1999; Nowakowski and Kawczyński,
2006) revealed essentially non-Markovian character of the escape dynamics in many physical
systems. This explains a growing theoretical interest in the challenging non-Markovian first
passage time problem. The distinctive features of the non-Markovian escape dynamics are the
time dependent escape rates and the sensitivity to initial conditions. Complex multimodal
structures are characteristic for the distribution of the first passage time in the non-Markovian
case. Therefore, habitual Kramers approach reveals its inherent limitations when confronted
with non-Markovian situations. Several analytical approaches to the non-Markovian first
passage time problem have been proposed in the literature. These include the method of
optimal fluctuation (Soskin et al., 2001) and approximations based on the generalized renewal
equation (Wilemski and Fixman, 1974; Likthman and Marques, 2006).
We hope, this work provides a new insight into the non-Markovian first passage time
problem. Our analytical approach is based on the theory of level-crossings first developed by
Rice (1945). An exact expression for the first passage time density of a differentiable random
process can be derived in form of an infinite series of integrals over the joint densities of level-
crossings. We demonstrate, how effective and accurate analytical approximations for this
series can be obtained on the basis of either truncations or the correlations decoupling. In the
former case, a few initial terms evaluated exactly are used to approximate the series (direct
138 8. Concluding remarks
truncations and Padé approximants). In the latter case infinitely many terms evaluated
approximately lead to a closed analytical expression for the first passage time density (Hertz
and Stratonovich approximations). Our approximations are applicable to processes with
differentiable trajectories, but there are no further restrictions on the dimension and form
of the dynamical system. We compare the quality of different approximations and ascertain
their regions of validity. The approximations complement one another: in regimes of strong
noise and low threshold the truncations are more suitable, whereas for a weak noise or high
threshold the decoupling approximations are more effective. Overall, the regions of validity
for our approximations cover all types of escape dynamics, ranging from almost Markovian
to strongly non-Markovian cases.
In the general Markovian case, a single parameter – the constant escape rate – completely
describes the statistics of the escape times. In contrast, in the non-Markovian case multi-
ple time scales are involved in the escape problem. These time scales are pertinent to the
deterministic subthreshold dynamics and are reflected in the statistics of the escape times,
for example in the multipeak first passage time densities. Our analytical approach to the
non-Markovian first passage time problem allows a closer inspection of these complex multi-
peak first passage time densities: the number of pronounced peaks, their position and height
are reproduced by the analytical approximations and can be related to the deterministic
subthreshold time scales.
The level-crossing approach is rather general. It relates the statistical properties of a
freely evolving random process (in the absence of boundaries) to the statistical properties of
a point process formed by the times, when this random process crosses a prescribed level.
This general approach is applicable whenever the joint level-crossing rates are finite. Besides
the differentiable random processes the level-crossing approach can also be applied to discrete
random walks with arbitrary waiting-time distributions. The generalization of this approach
to processes with nondifferentiable trajectories may be a further challenging problem. Finally,
inspired by negative correlations found in the dynamics of resonant and nonresonant neurons,
a very appealing problem is to develop the modified level-crossing approach for a nonrenewal
escape dynamics, with the level-crossing rates being dependent on the history of escape times.
II. Spike patterns in resonant and nonresonant neurons
The neural code (Rieke et al., 1997; Koch, 1999) is the central problem discussed in the
computational neuroscience. Current theories hypothesize that information is encoded by
the spike frequency, the spike times and the correlations between spike times. Insight into
the neural code could be therefore gained by understanding the spike patterns generated in
neurons.
In this work we investigate the joint influence of deterministic and stochastic properties of
neuron dynamics on the spiking behavior. In particular, we study the random spike patterns
in resonant and nonresonant neurons. The former exhibit subthreshold resonance with max-
imal response amplitude achieved at a finite resonance frequency. The subthreshold response
amplitudes in the latter decay monotonically with the frequency. We show in phenomeno-
logical neuron models (FitzHugh-Nagumo model and resonate-and-fire model) as well as in
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the experimental data obtained from stellate (resonant) and pyramidal (nonresonant) cells
in the entorhinal cortex in rat, that the differences in the deterministic subthreshold prop-
erties yield qualitatively different spike patterns. Resonant neurons exhibit spike clustering
reflected in the multimodal interspike interval (ISI) densities, whereas nonresonant neurons
show monomodal ISI densities.
The idea that the subthreshold resonance properties of neurons may shape their spike
patterns is intuitive and have been proposed in several studies (Desmaisons et al., 1999;
Pedroarena et al., 1999; Izhikevich, 2001). In this work we systematically investigate this
connection and demonstrate, that the subthreshold frequency selectivity of resonant neurons
is sufficient to explain the spike clustering. We use the resonate-and-fire model with exper-
imentally estimated subthreshold parameters and show, that this simple phenomenological
model can quantitatively capture the ISI distributions measured in stellate and pyramidal
cells. The ISI density obtained analytically for the resonate-and-fire model in the Stratonovich
approximation agrees well with experimental data. The advantage of using an analytical ap-
proximation is that it allows to relate the characteristic time scales observed in spike trains
(inter- and intra-cluster intervals) to the characteristic time scales of the subthreshold volt-
age dynamics (period and relaxation time of the subthreshold oscillations). Moreover, the
mechanism shaping the spike patterns in resonant neurons can be easily understood from the
simple resonate-and-fire model. This mechanism is expected to be the same in more complex
models.
The subthreshold properties alone are not sufficient to completely explain the observed
spike patterns: Negative spike-induced ISI correlations, which are found in stellate as well as
in pyramidal cells, cannot be explained by the subthreshold properties. To also account for
negative correlations, we introduce a novel nonrenewal threshold mechanism in the resonate-
and-fire model. Modified model can capture both: the differences in spike patterns as well as
similar correlations in resonant and nonresonant neurons. The predictions of the model are
in quantitative agreement with experimental data.
Spike clustering and negative correlations might be essential for the neural computation.
Spike clusters may enhance the reliability of synaptic transmission and allow for frequency
specific information routing (Lisman, 1997; Izhikevich et al., 2003). Negative ISI correlations
were shown to improve the signal detection and information transfer by neurons (Chacron
et al., 2001). Understanding of the interplay between subthreshold resonance properties
and spike-induced correlations and their joint influence on the information processing by a
neuron are therefore very interesting open problems. The precise mechanism leading to the





All details of experimental procedures and data acquisition1 have been previously described
in (Erchova et al., 2004; Schreiber et al., 2004). Briefly, the sharp electrode intracellular
recordings were obtained from entorhinal cortex neurons in adult Wistar rats (above 300 g,
older than three months). We used medial horizontal slices of the retro-hippocampal region
(400 µm, at 35◦C). Synaptic transmission was blocked. The following drugs were added
to the aCSF (in µM): 306-cyano-7-nitroquinoxaline-2,3-dione (CNQX), 60 DL-2-amino-5-
phosphonopentanoic acid (APV), 5 bicucculine and 1 CGP (all from Sigma-Aldrich, Deisen-
hofen, Germany). All recordings were done in current-clamp mode using sharp micropipettes
filled with 2 M potassium acetate containing 1% biocytin (75–100 MΩ). The experiment
and acquisition were controlled by custom software written in LabView via a digital-analog
converter card (AI-16E-4, National Instruments Inc., TX, USA). Data were sampled at 8 kHz
and stored for offline analysis. The cells were identified based on their location and elec-
trophysiological properties, 25% of recorded cells were histologically identified, as described
in Erchova et al. (2004). Only cells that had an input resistance of more than 20MΩ, a
resting potential less then -60mV, and a spike amplitude larger than 50mV were used for the
analysis.
We used hyper- and depolarizing current steps with a duration of 500ms, 10 s, 20 s and
30 s to characterize cells and to obtain distributions of interspike intervals. The oscillatory
stimuli (ZAP) of 30 s duration were applied to characterize the resonance properties of a cell:
I(t) = I0 + I1 sin[2πf(t)t], (A.1)
with f(t) = fmt/2T . Here I1 = 50 pA is the stimulus amplitude, I0 the constant holding
current, T = 30 s the stimulus length, and fm = 20Hz the maximum stimulus frequency.
1 All experiments were performed by Irina Erchova (University of Edinburgh).
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A.2 Parameter estimation of the model
Subthreshold parameters
Subthreshold parameters of the resonate-and-fire model Eq. (7.4) were estimated from the
experimental data on the basis of both the frequency-dependent impedance Z(f) and the
autocorrelation function rx(t).
The impedance was obtained from the measured voltage response V (t) to the applied ZAP
current I(t), Eq. (A.1), as the ratio of the Fast Fourier Transform (FFT) of the measured
voltage FFT [V (t)] and the FFT of the applied ZAP current FFT [I(t)]:
Z(f) = FFT [V (t)]
FFT [I(t)]
. (A.2)
The amplitude of the impedance vector |Z|(f) was calculated and fitted with the theoretical
impedance-frequency function Eq. (7.2), yielding estimates for the parameters C, R0, γ and
δ.
In order to obtain an estimate for the noise variance, the voltage autocorrelation function
r(t) was calculated from the voltage traces obtained in response to hyper- and depolarizing
current steps with a duration of 10 s and 20 s. Only traces containing less than 5 spikes were
used. In resonant cells the autocorrelation showed oscillatory behavior (see Fig. 7.1C). Using
Eq. (7.5) and the values of the autocorrelation function r(t) at t = 0 and at the first minimum
at t = t1, as well as the C-value (based on the impedance estimate), we could obtain the
parameter values for stellate cells
(a) Ω = π
t1









(c) δ = CΩ2 + γ2/4C; (d) D = r(0) γ δ.
The autocorrelation function in nonresonant cells decays monotonically (see Fig. 7.1D).
Therefore only the value r(0) was used to estimate the noise intensity from Eq. (A.3d). In
stellate cells the estimates for the parameters γ and δ were obtained on the basis of the
impedance as well as the autocorrelation function. The values obtained with both methods
were in good agreement.
ZAP and constant current recordings were performed for several values of the constant
offset current I0, and provided values of parameters C, γ, δ, R0 and D for several values of
the holding potential.
Spike parameters
To determine the voltage threshold and the reset value (valid for both threshold mechanisms)
we analyzed the voltage traces recorded in response to depolarizing current steps with a
duration of 10 s and 20 s containing more than 40 spikes. The beginning of a spike was marked
by a rise in the voltage derivative. We first estimated the mean and standard deviation (SD)
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√
δ/C/2π γ/C D τr x0 xb τc β p0
(Hz) (102Hz) (nA2Hz) (ms) (mV) (mV) (ms) (Hz)
stellate cell
5–7.5 0.02–0.4 0.005–0.05 0–51 -12– -7 1–7 100–500 1–1000 0–1
pyramidal cell
7–14 1.8–3.5 0.05–0.5 0–97 -12– -7 0.02–6.0 100–500 1–1000 0–1
Table A.1: Parameter ranges of the resonate-and-fire model used for fitting to experimental
ISI distributions, based on experimental estimations of these parameters.
of the voltage derivative in absence of spikes. The threshold value Vb was determined as the
voltage value, where the voltage derivative exceeded three times its SD. The reset value V0
was determined as the minimal voltage value within 25ms following a spike (after the voltage
derivative decreased below the mean value plus one SD). The reset time τr was given by the
time elapsed between the time of threshold crossing (marking the beginning of a spike) and
the time, when the voltage minimum following the spike was reached. These parameters were
determined for every spike in a record and averaged over all spikes. The reset and threshold
values for the RaF model were then directly taken from the data as xb = Vb − Vs and
x0 = V0 − Vs, where Vs is the holding potential. The holding potential was estimated by the
mean voltage (preferentially in time intervals without spikes). If individual spikes had to be
included (at larger firing rates), these spikes were cut off at Vb. Note that a larger number of
spikes in the estimation interval biases the holding potential towards lower voltages, because
of the period of afterhyperpolarization following a spike.
Specification of parameter ranges
Our goal was to match the theoretical and experimental ISI distributions. Therefore, we
take the parameter ranges as estimated from experiments and allow the parameters of the
RaF model to vary within these limits. An optimized combination of parameters was then
determined using technique of simulated annealing.
Specifically, C was taken directly from the experiment and remained fixed as it did not
vary strongly with the holding potential (C = 2.5 · 10−4 µF for the stellate cell and C =
1.7·10−4 µF for the pyramidal cell). In contrast, γ, δ andD depended on the holding potential
and therefore were optimized within a range dictated by their experimental estimates (see
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Fig. 7.2 and Table A.1). Spike parameters xb and x0 differed for individual spikes and
were therefore allowed to vary within the range of values observed in the corresponding
experimental voltage traces. The reset time τr was allowed to extend beyond the experimental
range, but was limited by the size of the minimal ISI observed in the specific spike train.
The experimental value of the voltage threshold Vr is very sensitive to the definition of
the threshold. In biological systems, spike threshold may depend on additional dynamical
variables, such as the voltage derivative. Therefore, we tested an extended range of thresholds
(see Table A.1) to circumvent biases caused by a particular choice of threshold definition
described above.
For the nonrenewal threshold mechanism, three additional parameters τc, β, and ps had
to be specified, which were not directly estimated in experiments. These were varied freely
within the range specified in Table A.1 to account for the experimentally observed negative
correlations between neighboring ISIs.
A.3 Spike train statistics
Let us denote a measured spike train by
{ti} = {t1, t2, t3, . . . , tN+1}, (A.4)
where t1, t2, t3, . . . , tN+1 are the successive spike arrival times and i denotes the position of
a spike in the sequence. The i-th interspike interval (ISI) is defined as Xi = ti+1 − ti. ISI
histograms were obtained from the spike train and used as an estimate for the probability
density F(T ) of interspike intervals. Due to the limited experimental data size (150–600 spikes
per spike train) the estimate of F(T ) strongly depends on the bin size and cannot be directly
compared with predictions of the model. Instead, we used the cumulative ISI distribution
P (T ), which gives the probability to obtain Xi < T in a spike train and is related to the ISI
density by P (T ) =
∫ T








where Θ(T ) is the Heaviside step function.
To verify whether the distribution Pexp(T ) underlying the experimental data {Xi} and
the theoretically predicted ISI distribution P0(T ) differ, we used the Kolmogorov-Smirnov
(KS) test (Ledermann, 1984). We test the null hypothesis
H0 : Pexp(T ) = P0(T ) for all T
against
H1 : Pexp(T ) 6= P0(T ) for some T.
The test statistics D in the KS test is the largest difference between the experimentally
estimated PX(T ) and the theoretical ISI distributions:
D = sup
0<T<∞
|PX(T )− P0(T )|. (A.6)
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For a given significance level α, the critical value DK can be calculated. It depends on α and
the sample size N , but does not depend on the particular form of the distribution P0(T ). In




To test the predictions of the nonrenewal RaF model, we have to compare the experimental
sample {Xi} and the sample {Yi} of N1 interspike intervals obtained by stochastic simulations
of the nonrenewal RaF model. From the sample {Yi} the empirical distribution function
PY (T ) is estimated as





Θ(T − Yi). (A.8)
The test statistics is then defined as
D = sup
0<T<∞
|PX(T )− PY (T )|, (A.9)




If D > DK , then the null hypothesis has to be rejected and the theoretical distribution
cannot be assumed to underly the experimental data {Xi}. If D < DK , then with significance
level α one may regard the experimental data {Xi} as consistent with the hypothesis that
they come from the distribution P0(T ).
In Figs. 7.3 and 7.6 we draw a tube PX(T ) ± DK with the radius DK around the
estimated cumulative ISI distribution PX(T ). The theoretical ISI distribution can be assumed
to underly the experimental data, if P0(T ) or PY (T ) lie inside the tube.
A.4 Fitting procedures
Our aim was to verify whether (i) the renewal and (ii) the nonrenewal RaF models can repro-
duce the ISI statistics measured in stellate and pyramidal cells. We performed a systematical
search in the parameter spaces of these models using the simulated annealing (SA) algorithm.
The scanned parameter ranges, based on the experimental estimates, are specified for both
models in Table A.1.
An “energy” value E was ascribed to every point in the parameter space of the models
as follows. For (i) the renewal model, the theoretically predicted ISI distribution P0(T ) was
calculated for a given parameter set (C, δ, γ, D) in the Stratonovich approximation, which
corresponds to τr = 0. The reset time τr results in the shift of the ISI distribution as a
whole to the larger T values by this amount, therefore the ISI distribution for a nonzero τr
reads P0(T − τr). For every value of τr from the range specified in Table A.1 with a step
of 1ms, we determined the KS statistics D for the measured ISI distribution PX(T ) and the
theoretical distribution P0(T − τr), according to Eq. (A.6). The value of τr was selected,
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which minimized D for the given set (C, δ, γ, D). The “energy” for this parameter set was
determined as the corresponding value of the KS statistics: E = D.
For (ii) the nonrenewal model, we intended to fit both, the cumulative distribution PX(T )
and the first serial correlation coefficient ρ1. For a given parameter set (C, δ, γ, D, τr, x0, xb,
τc, β, p0) we simulated the nonrenewal RaF model to produce 2000 spikes. From this spike
train the theoretical ISI distribution PY (T ) was estimated by Eq. (A.8) and the first SCC
ρY1 by Eq. (7.7). The KS statistics D was calculated for the measured PX(T ) and theoretical
PY (T ) ISI distributions according to Eq. (A.9). The “energy” E was determined as





Here 0 < α < 1 is a weighting factor, α = 0 means that the ISI distribution is fitted alone
irrespective of the SCC value, and α = 1 means that the both measures equally contribute
to the “energy” function. We repeated all simulations for three values of α (0, 0.25 and 0.5).
The energy functions defined above were minimized using the simulated annealing (SA)
algorithm (Press et al., 1999). The SA algorithm takes random walks through the parameter
space searching for points with low energy. Let z denote one of the model parameters, and let
∆z denote the width of the z-range as specified in Table A.1. If the z-value at the i-th step
of the random walk was zi, then the value zi+1 was chosen to be zi+1 = zi + ζ, where ζ is a
random variable uniformly distributed in the interval (−0.2∆z, 0.2∆z). This was done for all
model parameters independently, in order to determine the next position of the random walk
in the parameter space. The step i→ i+ 1 was accepted with the probability p determined









Here Ei denotes the “energy” at the i-th point and T is the current “temperature”. In other
words, a step is always accepted if Ei+1 < Ei, otherwise the step is accepted only with the
probability p < 1. The “temperature” T was initially set to a high value (T = 5 in our case),
and a random walk was carried out at this temperature. The number of steps made at a
constant “temperature” was 10 for the renewal model and 250 for the nonrenewal model.
The “temperature” was then slowly decreased according to a cooling schedule T → T/µ with
µ = 1.01, until the “temperature” T = 0.01 was achieved.
The SA belongs to the class of heuristic algorithms, which do not guarantee to converge
to the global minimum. We therefore repeated the annealing procedure several times (up to
5) and chosen the best solution encountered.
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List of symbols and abbreviations
Symbol Description Dimension Definition
δ(x) Dirac δ-function [x]−1
Θ(x) Heaviside step function 1
ξ(t) white Gaussian noise of unit intensity s−1/2
r spike-count rate s−1 2.12
np(tp, . . . , t1) distribution function of a point process s−p 2.27
gp(tp, . . . , t1) cumulant function of a point process s−p 2.28
LT [v(t)] generating functional 1 2.31
F(T ) waiting-time density, first passage time density, s−1 2.34
interspike interval density
Φ(T ) survival probability 1 2.34
Cvar coefficient of variation 1 2.41
ρk serial correlation coefficients 1 2.42
F (T ) Fano factor 1 2.45
κ(T ) time-dependent escape rate s−1 4.4
Abbreviation Description Abbreviation Description
ISI interspike interval IF integrate-and-fire
FPT first passage time RaF resonate-and-fire
PDF probability density function FN FitzHugh-Nagumo
SCC serial correlation coefficient
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