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Kurzfassung
Die Bedeutung automatischer Informationsverarbeitung hat in den letzten Jahren kontinu-
ierlich zugenommen und ein Abreißen dieses Trends ist nicht zu erwarten. Das Anwen-
dungsspektrum reicht von der Regelung und dem Management technischer Systeme u¨ber
entscheidungsunterstu¨tzende Systeme, z. B. fu¨r Betrugserkennung, bis hin zur Personali-
sierung von Dienstleistungen wie maßgeschneiderten Zeitungen im Internet.
Viele solcher Anwendungen verlangen nach Methoden der Informationsverarbeitung, die
1. effizient genug sind, um auf großen Datenmengen operieren zu ko¨nnen
(Effizienz hinsichtlich Speicher- und Rechenaufwand)
2. die Ergebnisse der Verarbeitung versta¨ndlich darstellen
3. mit vagen und unsicheren Informationen umgehen ko¨nnen
Einen wichtigen Beitrag zu diesem Problemkomplex leisten Methoden unscharfer Infor-
mationsverarbeitung. Sie sichern in gewissem Umfang zumindest die letzten beiden Punk-
te. Fu¨r die Repra¨sentation von Information fassen diese Verfahren Einzelheiten zu gro¨be-
ren Informationseinheiten zusammen, die fu¨r Menschen im Allgemeinen leichter versta¨nd-
lich sind, weil sie von unno¨tigen Details abstrahieren. Gro¨bere Informationen sind dabei
in vielen Fa¨llen vage oder unsicher; entweder als inha¨rente Eigenschaft oder aufgrund ei-
nes kalkulierten Informationsverlustes, den wir in Kauf nehmen, um großen Datenmengen
Herr zu werden. Modelliert werden grobe Informationen als unscharfe Mengen.
Die erste Forderung in obiger Liste verdeutlicht allerdings ein Dilemma u¨blicher Metho-
den unscharfer Informationsverarbeitung. Obwohl sie viele Einzelheiten auf wenige grobe
Informationseinheiten reduzieren, ha¨ngen Speicher- und Rechenaufwand im Allgemeinen
trotzdem von der Anzahl der Einzelheiten ab. Durch die Vergro¨berung wurde also hinsicht-
lich des Verarbeitungsaufwandes nichts gewonnen. Zudem wird die Semantik unscharfer
Mengen meist nur abstrakt definiert, weshalb die konkrete Bedeutung eines Zugeho¨rig-
keitsgrades zu einer unscharfen Menge unklar ist. Anwender wissen daher oft nicht, wie
sie Zugeho¨rigkeitsgrade festlegen sollen und insbesondere wird die gemeinsame Verarbei-
tung unscharfer Informationen unterschiedlicher Herkunft und Qualita¨t zweifelhaft. Die
vorliegende Arbeit greift genau diese Probleme, mangelnde Effizienz und Semantik, an.
Wesentlicher Baustein der Arbeit sind unscharfe Begriffe: unscharfe Mengen, die von Ein-
zelheiten abstrahieren und in vielen Fa¨llen mit natu¨rlichsprachlichen Begriffen (linguisti-
schen Werten) identifiziert werden ko¨nnen. Die Begriffe spiegeln die anschauliche Bedeu-
tung der unscharfen Mengen wider. Dabei greifen wir auf eine Semantik fu¨r unscharfe
Mengen zuru¨ck (Kontextmodell), die Zugeho¨rigkeitsgrade mit einer konkreten Bedeutung
belegt.
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Die grundlegend neue Idee der Arbeit lautet, unscharfe Informationen immer durch eine
Kombination vordefinierter unscharfer Begriffe darzustellen. Wie in natu¨rlichsprachlichen
Beschreibungen von Pha¨nomenen benutzen wir einen gegebenen Grundwortschatz, um
Beobachtungen versta¨ndlich zu beschreiben. Die ¨Ubersetzung einer unscharfen Informa-
tion in eine Kombination von Begriffen ist im Allgemeinen mit einem Informationsverlust
verbunden. Dies gilt fu¨r alle Verfahren im Bereich unscharfen Schließens. In unserem Fall
ko¨nnen wir aber sicherstellen, dass die Originalinformation bei der Ru¨cku¨bersetzung re-
konstruiert wird, falls kein Informationsverlust vorlag.
Der na¨chste Schritt zeigt, wie wir unscharfe Informationen auf der Ebene der Begriffe auch
verarbeiten ko¨nnen. Anstatt direkt mit den unscharfen Informationen selbst zu rechnen,
stellen wir sie durch die unscharfen Begriffe dar und rechnen mit den Begriffen. Auf diese
Weise ha¨ngt der Rechenaufwand der Verarbeitung nur von der Anzahl der Begriffe und
nicht der Anzahl der Einzelheiten ab und das unscharfe Ergebnis der Verarbeitung wird
leicht versta¨ndlich mit bekannten Begriffen beschrieben. In der Arbeit zeigen wir, dass
so der Rechenaufwand fu¨r regelbasiertes Schließen im allgemeinsten Fall quadratisch von
der Anzahl der Begriffe abha¨ngt, wa¨hrend sich das beste alternative Verfahren quadratisch
mit der Anzahl der Einzelheiten verha¨lt. Im gu¨nstigsten Fall ist unser Verfahren linear und
die beste Alternative quadratisch von der Anzahl der Begriffe abha¨ngig.
Weiterhin stellen wir praktisch relevante Verfahren vor, um unscharfe Begriffe zu definie-
ren (Umfragemodelle, unscharfe Gruppierung) und beschreiben, wie man mit scharfen In-
formationen umgeht. Dieser Teil der Arbeit zeigt, dass in gewissem Rahmen verschiedene
Formen unscharfer Informationen mathematisch fundiert in einem Mechanismus verarbei-
tet werden ko¨nnen. In diesem Zusammenhang lassen sich der Regler von Takagi/Sugeno
und viele Neuro-Fuzzy-Ansa¨tze in unsere Theorie einbetten und auf diese Weise mit einer
soliden Semantik versehen. Insbesondere ko¨nnen wir auf diese Weise praktische Verfahren
fu¨r den Entwurf solcher Systeme angeben.
Die Auswirkungen unserer Theorie auf praktische Probleme sind vielschichtig. Die Stei-
gerung der Effizienz kann die Bearbeitung von Problemen ermo¨glichen, die bisher als
zu komplex erschienen. Daru¨ber hinaus sichert die konkrete Semantik der Theorie die
Versta¨ndlichkeit der unscharfen Ergebnisse. Wir sind davon u¨berzeugt, dass wir auf die-
se Weise zur Akzeptanz unscharfer Systeme beitragen ko¨nnen, die bisher wegen der
schwa¨cheren Semantik weniger Ansehen genossen haben als die Wahrscheinlichkeitsrech-
nung.
Danksagung
Diese Arbeit entstand am Institut fu¨r Programmstrukturen und Datenorganisa-
tion (IPD) in der Gruppe von Herrn PROF. DR. GERHARD GOOS. Ihm danke
ich herzlich fu¨r die Unterstu¨tzung sowie die Freiheit bei der Wahl des Themas
und der verfolgten Ideen, die er mir bei der Betreuung der Arbeit gewa¨hrte. Da-
bei habe ich in vielerlei Hinsicht von seinem reichen Erfahrungsschatz profitiert.
Herrn PROF. DR. RUDOLF KRUSE danke ich fu¨r die ¨Ubernahme des Zweitgutach-
tens und seine andauernde Bereitschaft, mir mit fachlichem Rat und Kontakten zur
Seite zu stehen. Der Austausch mit seiner Neuro-Fuzzy-Gruppe in Magdeburg ist
nach wie vor sehr hilfreich, anregend und unterhaltsam.
Besonderer Dank gebu¨hrt CHRISTIAN BORGELT aus Magdeburg und meinem
Kollegen UWE WAGNER, die durch zahlreiche Diskussionen, Hinweise und Kom-
mentare zum Manuskript beigetragen haben. ANDRE´ HALAMA, JUTTA KLEIN
und THORSTEN SPOTT danke ich herzlich fu¨r sorgfa¨ltiges und geduldiges Kor-
rekturlesen.
Ein großes Dankescho¨n geht an meine Kollegen am IPD und im FZI fu¨r jedwede
Unterstu¨tzung, sei es durch einfaches Zuho¨ren, unterhaltsame Arbeitspausen oder
zahllose perso¨nliche, fachliche oder technische Ratschla¨ge. Dies gilt insbesondere
fu¨r meinen langja¨hrigen Zimmerkollegen THILO GAUL, der sogar Spru¨nge von
abstrakten Elektronika zu Easy Listening mu¨helos ertrug und gro¨ßtenteils genoss,
FLORIAN LIEKWEG fu¨r seine unermu¨dliche Unterstu¨tzung als Studienarbeiter,
wissenschaftliche Hilfskraft, Diplomand und schließlich Kollege, RAINER NEU-
MANN und MARTIN TRAPP zusammen mit THILO GAUL fu¨r viele Hinweise, die
das Leben mit Rechnern erleichtern oder sogar versu¨ßen, BERND TRAUB als Hu¨ter
der technischen Infrastruktur, MARTIN RIEDMILLER und RALF SCHOKNECHT
vom Institut fu¨r Logik, Komplexita¨t und Deduktionssysteme fu¨r die a¨ußerst nette
und produktive Zusammenarbeit im DFG-Projekt FYNESSE und schließlich JO-
ACHIM WEISBROD, der es als Betreuer meiner Diplomarbeit und Kollege stets
verstand, mich zu motivieren und zu ermutigen.
Daru¨ber hinaus danke ich den Scho¨pfern von Clicks+Cuts1 und ihren Geistesver-
wandten fu¨r anregende musikalische Unterhaltung und Ablenkung, sei es live oder
aus der Konserve.
1Diverse: Clicks+Cuts (Mille Plateaux), 2000
vi
Danken mo¨chte ich auch meinen Eltern KARIN und CLAUS SPOTT, meinem
Bruder THORSTEN und meinen Mitbewohnern – meiner Schwester MAIKE und
LOTHAR SCHINDELE – die mit viel Anteilnahme und Einsatz fu¨r mein Wohl
sorgten.
Karlsruhe, im Oktober 2000 Martin Spott
Inhaltsverzeichnis
1 Einleitung 1
1.1 Ungenauigkeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.1 Vergro¨berung von Informationen . . . . . . . . . . . . . . 2
1.1.2 Unscha¨rfe von Informationen . . . . . . . . . . . . . . . 5
1.2 Schließen mit unscharfen Begriffen . . . . . . . . . . . . . . . . 8
1.3 Ziele und Anforderungen . . . . . . . . . . . . . . . . . . . . . . 9
1.4 Aufbau der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Grundlagen 13
2.1 Unscharfe Mengen . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Regelbasiertes Schließen . . . . . . . . . . . . . . . . . . . . . . 18
2.3 Modellierung unscharfer Begriffe . . . . . . . . . . . . . . . . . 21
2.3.1 Modell fu¨r unscharfe Begriffe . . . . . . . . . . . . . . . 22
2.3.2 Operationen auf unscharfen Begriffen . . . . . . . . . . . 25
3 Stand der Technik 27
4 Modellierung granularen Wissens 33
4.1 Partitionierung von Universen . . . . . . . . . . . . . . . . . . . 34
4.2 Kombination unscharfer Grundbegriffe . . . . . . . . . . . . . . . 39
4.2.1 Begriffswahrscheinlichkeiten . . . . . . . . . . . . . . . . 39
4.2.2 Synthese . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2.3 Analyse . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.3 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . 56
viii INHALTSVERZEICHNIS
5 Schließen mit unscharfen Begriffen 59
5.1 Grobgranulare Regeln . . . . . . . . . . . . . . . . . . . . . . . . 60
5.2 Inferenz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.2.1 Basisverfahren der Inferenz . . . . . . . . . . . . . . . . 63
5.2.2 Mehrstufige Inferenz . . . . . . . . . . . . . . . . . . . . 66
5.2.3 Regelnetzwerke . . . . . . . . . . . . . . . . . . . . . . . 72
5.3 Allgemeine Regeln . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.4 Zuverla¨ssigkeit von Schlussfolgerungen . . . . . . . . . . . . . . 77
5.5 Rechenaufwand . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.6 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . 81
6 Semantik und Repra¨sentation von Wissen 85
6.1 Unscharfe Gruppen . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.2 Darstellung scharfer Werte . . . . . . . . . . . . . . . . . . . . . 91
6.3 Modellierung unscharfer Regeln . . . . . . . . . . . . . . . . . . 93
6.3.1 Positive und negative Regeln . . . . . . . . . . . . . . . . 94
6.3.2 Unscharfe Interpolation . . . . . . . . . . . . . . . . . . 102
6.4 Parametermodell fu¨r Grundbegriffe . . . . . . . . . . . . . . . . . 106
6.4.1 Approximation von Grundbegriffen . . . . . . . . . . . . 107
6.4.2 Speicheraufwand . . . . . . . . . . . . . . . . . . . . . . 112
6.5 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . 113
7 Zusammenfassung und Ausblick 115
7.1 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.2 Ausblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.2.1 Erweiterung der Theorie . . . . . . . . . . . . . . . . . . 120
7.2.2 Auswirkungen auf andere Gebiete . . . . . . . . . . . . . 121
INHALTSVERZEICHNIS ix
A Beispiel: Betrugserkennung 123
A.1 Modellierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
A.2 Ergebnisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
A.3 Bewertung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
B Mathematischer Anhang 137
B.1 Maßtheorie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
B.2 Funktionsapproximation . . . . . . . . . . . . . . . . . . . . . . 139
Literaturverzeichnis 143

Kapitel 1
Einleitung
”
As its name suggests, computing with words (CW) is a methodolo-
gy in which words are used in place of numbers for computing and
reasoning. [...] There are two major imperatives for computing with
words. First, computing with words is a necessity when the available
information is too imprecise to justify the use of numbers, and second,
when there is a tolerance for imprecision which can be exploited to
achieve tractability, robustness, low solution costs, and better rapport
with reality.“
LOTFI A. ZADEH1
Als Menschen gehen wir ganz selbstversta¨ndlich mit ungenauen Informationen
um. So kommunizieren wir auf der Basis eines Wortschatzes, der an vielen Stellen
nicht scharf definiert ist, und sind trotzdem in der Lage einander zu verstehen.
Wir ko¨nnen sinnvolle Entscheidungen fa¨llen, selbst wenn wir Situationen nicht
perfekt einscha¨tzen ko¨nnen und die unterliegenden Gesetzma¨ßigkeiten nur grob
bekannt sind. Als Beispiel sei hier nur medizinische Diagnostik genannt. Unsere
Leistungsfa¨higkeit ist hinsichtlich der Problemgro¨ße beschra¨nkt; je mehr Fakten
und Hintergrundwissen wir beru¨cksichtigen mu¨ssen, desto schlechter arbeiten wir.
Quantitativ große Aufgabenstellungen ko¨nnen nur noch maschinell gelo¨st werden.
Eine maschinelle Verarbeitung hat daru¨ber hinaus Vorteile: Sie la¨uft automatisiert
ab und liefert deterministische Ergebnisse. Allein der letzte Punkt hat sich in prak-
tischen Anwendungen als sehr nu¨tzlich erwiesen. Ein Beispiel ist die Beurteilung
der Kreditwu¨rdigkeit von Bankkunden. Untersuchungen haben gezeigt, dass sich
Bankangestellte erstens nicht vollsta¨ndig an die Vorgaben der Bank halten und
zweitens gerade in kleineren Sta¨dten die Entscheidungen stark durch soziokultu-
relle Faktoren beeinflusst werden [vAJ00]. Ein rechnergestu¨tzter Ansatz vermeidet
beides.
Das Thema dieser Arbeit ist eine Theorie zur maschinellen Verarbeitung unschar-
fer Informationen. Wir beschra¨nken uns auf regelbasiertes unscharfes Schließen,
an das wir folgende Forderungen stellen: Die Verfahren sollen mehrstufiges un-
scharfes Schließen ermo¨glichen, effizient hinsichtlich Speicher- und Rechenauf-
wand sein, versta¨ndliche und exakte unscharfe Ergebnisse berechnen und die Inte-
1aus [Zad96]
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gration von Informationen verschiedener Semantiken erlauben. Im Zentrum der
Betrachtungen steht dabei die Verarbeitung unscharfer Begriffe im Sinne von
Computing with Words: symbolisches
”
Rechnen“ mit groben, unscharfen Aussa-
gen, die wir mit Begriffen aus unserem Wortschatz beschreiben.
Nach einer allgemeinen Einfu¨hrung in die Darstellung und Verarbeitung unschar-
fer Informationen werden wir die Anforderungen na¨her erla¨utern und den Aufbau
der Arbeit zusammenfassen.
Ungenauigkeit
UnschärfeVergröberung
Abbildung 1.1: Aspekte von Ungenauigkeit
1.1 Ungenauigkeit
Als Einfu¨hrung in die Thematik beleuchten wir verschiedene Aspekte der Unge-
nauigkeit von Informationen anhand von Abb. 1.1. Diese bilden die Grundlage
fu¨r die Verarbeitung unscharfer Informationen. Wir erkennen Vergro¨berung und
Unscha¨rfe als wesentliche Aspekte der Ungenauigkeit von Informationen, die aber
nicht unabha¨ngig voneinander sind. So geht Unscha¨rfe, wie wir sehen werden, im-
mer mit Vergro¨berung einher.
1.1.1 Vergro¨berung von Informationen
Der
”
Vater“ der Fuzzy-Techniken, LOTFI A. ZADEH, hat gerade in den letzten
Jahren immer wieder auf die Wichtigkeit der Granularisierung von Wissen hinge-
wiesen [Zad97], nicht zuletzt aus dem Gefu¨hl heraus, dass dieser Aspekt lange Jah-
re vernachla¨ssigt worden ist. Vergro¨berung oder Granularisierung bedeutet, von
Einzelheiten zu abstrahieren. Einzelheiten sind in unserem Fall die kleinsten Infor-
mationseinheiten, die in der Anwendung vorliegen, z. B. physikalische Messwer-
te. Unter der Vergro¨berung oder Granularisierung von Informationen verstehen
wir, Einzelheiten zu u¨bergeordneten Informationseinheiten zusammenzufassen. So
ko¨nnten wir z. B. die Ko¨rpergro¨ßen im Bereich 175cm bis 185cm als Einzelheiten
in der groben Informationseinheit normale Ko¨rpergro¨ße eines erwachsenen Man-
nes vereinen.
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In dieser Arbeit unterscheiden wir nur zwei Granularita¨tsstufen von Informatio-
nen: feingranular und grobgranular. Die feingranulare Ebene ist die der Ein-
zelheiten, in der grobgranularen Ebene befinden sich grobe Informationseinhei-
ten. Diese Beschra¨nkung auf zwei Granularita¨tsstufen ist ku¨nstlich und dient aus-
schließlich dazu, die Darstellung der mathematischen Theorie einfach zu halten.
Selbstversta¨ndlich sind Anwendungsszenarien denkbar, die mehrere Hierarchie-
stufen von Granularita¨t beno¨tigen. Die grundlegenden Lo¨sungsstrategien bleiben
aber gleich.
Vergröberung
Übertragbarkeit
EffizienzVerständlichkeit
Abbildung 1.2: Aspekte einer Vergro¨berung
Als Motivation fu¨r die Vergro¨berung von Wissen diskutieren wir nun die Aspek-
te Versta¨ndlichkeit und ¨Ubertragbarkeit grober Informationen sowie Effizienz der
Verarbeitung, s. Abb. 1.2.
Versta¨ndlichkeit Die Gegensa¨tzlichkeit von Genauigkeit und Versta¨ndlichkeit
formulierte ZADEH in seinem vielzitierten Prinzip der Inkompatibilita¨t folgender-
maßen [Zad73]: “[...] as the complexity of a system increases, [...] precision and
significance (or relevance) become almost exclusive characteristics.“ Je komple-
xer ein System ist, desto weniger tragen Einzelheiten zum Versta¨ndnis des Systems
bei, sie werden unwichtig. ¨Ubertragen auf unscharfe Informationsverarbeitung be-
deutet dies, dass die Ergebnisse mo¨glichst genau, auf der anderen Seite aber auch
versta¨ndlich sein sollen.
Zum Beispiel beschreiben wir die Bauteile Rahmen, Scheibe und Griff eines Fen-
sters normalerweise auf diesem abstrakten Niveau. Setzen wir diese Teile zusam-
men, so erhalten wir ein Fenster unabha¨ngig davon, ob die Teile rot oder blau,
klein oder groß, rund oder eckig sind. Alternativ ko¨nnten wir die Bauteile auch
durch ihre Einzelteile wie Holzleisten, Du¨bel, Schrauben usw. darstellen. Das zu-
sammengesetzte Fenster wa¨re dann nur ein Konstrukt aus diesen Einzelteilen. Fu¨r
das Versta¨ndnis sind diese Einzelheiten aber nicht wichtig, ganz im Gegenteil. Es
ist u. U. schwierig, in dem Konstrukt von Einzelteilen ein Fenster zu erkennen,
wenn wir es nicht mit eigenen Augen sehen. Das offenbart sich besonders in An-
wendungen, bei denen grobe Informationseinheiten mit allgemein versta¨ndlichen
Begriffen wie Rahmen, Scheibe oder normale Ko¨rpergro¨ße belegt werden. Hierbei
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stellen die Begriffe den Wortschatz der Anwender dar, auf dessen Ebene sich auch
die Versta¨ndlichkeit bewegt.
In Anwendungen im Bereich des Data-Mining ist Versta¨ndlichkeit sogar das
Hauptziel aller Anstrengungen. Aus den Einzelheiten, den Daten, sollen abstra-
hierte Zusammenha¨nge gewonnen werden, die in der Sprache der Anwender aus-
gedru¨ckt werden ko¨nnen. Erst in dieser vergro¨berten, versta¨ndlichen Darstellung
sind die Daten nutzbar. In dieser Arbeit identifizieren wir daher grobe Informati-
onseinheiten immer mit Begriffen, die deren Bedeutung repra¨sentieren. Wie der
Titel
”
Schließen mit unscharfen Begriffen“ bereits suggeriert, sind Begriffe der
zentrale Bestandteil der Untersuchungen.
Effizienz Eine effiziente Verarbeitung von Informationen ist bei jenen Anwen-
dungen sehr wichtig, bei denen mit großen Datenmengen operiert wird. In vielen
Branchen werden in zunehmendem Maße Daten gesammelt und fu¨r verschiedene
Zwecke verarbeitet. Da sich das Datenvolumen oft bereits im Bereich von Tera-
bytes bewegt, mu¨ssen die Algorithmen fu¨r die Verarbeitung sehr effizient sein.
Ansonsten ist die Verarbeitung praktisch nicht durchfu¨hrbar. Aus dieser Sicht ist
eine Vergro¨berung der Informationen sehr sinnvoll. Nur bei dem einmaligen Vor-
gang der Vergro¨berung mu¨ssen wir jedes Datum anfassen, danach arbeiten wir nur
noch mit groben Informationseinheiten. Die Gro¨ße, von der Rechen- und Spei-
cheraufwand der Verarbeitung abha¨ngen, ist dann die Anzahl der groben Informa-
tionseinheiten und nicht die Anzahl der Einzelheiten.
Je nach Anwendung ko¨nnen durchaus mehrere zehntausend Einzelheiten zu einer
groben Einheit zusammengefasst werden, wenn wir z. B. Kunden von Telefonge-
sellschaften klassifizieren. Entsprechend reduziert sich der Aufwand. Im Idealfall
ko¨nnen wir die Einzelheiten zu groben Einheiten zusammenfassen, die aus der
Sicht der Anwendung nicht unterschieden werden ko¨nnen oder mu¨ssen. In die-
sem Fall liegt kein Informationsverlust durch die Vergro¨berung vor. Zum Beispiel
ko¨nnen wir Pilze in die Klassen der giftigen und der nicht giftigen einordnen. Fu¨r
die Entscheidung, ob ein Pilz gegessen werden darf, mu¨ssen wir nicht wissen, wel-
cher Pilzsorte er angeho¨rt; die Kenntnis der Klasse ist vollkommen ausreichend.
In realen Anwendungen mu¨ssen wir von einem Informationsverlust durch die Ver-
gro¨berung ausgehen. Ein klassisches Beispiel ist die Digitalisierung von Signalen.
Wenn wir von der Mo¨glichkeit absehen, das digitale Signal durch Filter wieder
zu gla¨tten, mu¨ssen wir einen echten Informationsverlust hinnehmen, der sich bei
Audiosignalen z. B. in einer Verschlechterung der Klangqualita¨t a¨ußert. In diesem
Fall muss man bei der Vergro¨berung die Balance zwischen Aufwand und Qua-
lita¨t des Ergebnisses halten. So kann man bei Kompressionsverfahren wie MPEG
beispielsweise die Vergro¨berung und damit den Aufwand und die Klangqualita¨t
steuern.
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¨Ubertragbarkeit Ein weiterer Aspekt ist die ¨Ubertragbarkeit von abstraktem
Wissen. ¨Ahnliche Probleme ko¨nnen meist a¨hnlich gelo¨st werden. Dabei sind die
Lo¨sungen auf grobgranularer Ebene u. U. identisch. Dies wird besonders bei An-
wendungen deutlich, bei denen die groben Informationseinheiten mit versta¨ndli-
chen Begriffen belegt sind. Dass Rahmen, Scheibe und Griff ein Fenster ergeben,
gilt fu¨r die meisten Fenster. Wenn wir diese Regel einmal gewonnen haben, ko¨nnen
wir sie auch auf andere Rahmen, Scheiben und Griffe anwenden. Liegt die Regel
jedoch nur auf der Ebene der Einzelheiten vor, z. B. den Einzelteilen, so ist das
Wissen auf ein spezielles Fenster beschra¨nkt.
Zusammenfassend la¨sst sich feststellen, dass Vergro¨berungen die Versta¨ndlichkeit
und die Effizienz der Verarbeitung von Informationen erho¨hen. Die Genauigkeit
dagegen la¨sst i. A. nach. Man wird in Anwendungen also immer einen Kom-
promiss anstreben mu¨ssen, der den jeweiligen Anforderungen gerecht wird. Die
¨Ubertragbarkeit von abstraktem Wissen ist zwar ein wichtiger Punkt, wird aber in
dieser Arbeit nicht weiter untersucht.
Bisherige Ansa¨tze zur Verarbeitung unscharfer Informationen werden den Aspek-
ten Versta¨ndlichkeit und Effizienz meist nicht gerecht. Die Informationen werden
zwar vergro¨bert, die meisten Verfahren operieren aber weiterhin auf den Einzel-
heiten, weshalb die Vergro¨berung keinen Effizienzgewinn bringt. Die Ergebnisse
der Verarbeitung liegen auch meist auf feingranularer Ebene vor. Wie beim Bei-
spiel mit dem Fenster muss man dann versuchen, eine Menge von Einzelheiten
im Nachhinein zu interpretieren, was in vielen Fa¨llen sehr schwierig ist. An dieser
Stelle greifen unsere Verfahren, die konsequent auf grobgranularer Ebene operie-
ren und damit erstmals Versta¨ndlichkeit und Effizienz sicherstellen.
1.1.2 Unscha¨rfe von Informationen
Grundsa¨tzlich unterscheiden wir wie in Abb. 1.3 dargestellt zwei Arten von
Unscha¨rfe: Vagheit und Unsicherheit. Sie stellen zwei prinzipiell verschiedene
Konzepte dar, ko¨nnen aber auch kombiniert auftreten. In Kap. 2 werden wir darle-
gen, dass Vagheit auch durch Unsicherheit ausgedru¨ckt werden kann.
Unschärfe
Vagheit Unsicherheit
Abbildung 1.3: Konzepte von Unscha¨rfe
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  Vagheit: Ein Ausdruck ist vage, wenn der Bereich der Situationen oder Ob-
jekte, auf die er anwendbar ist, nicht scharf begrenzt werden kann. Natu¨rlich-
sprachliche Begriffe wie normale Ko¨rpergro¨ße sind ein typisches Beispiel.
Es gibt keine genaue Zentimeterangabe, an der der Bereich der normalen
Ko¨rpergro¨ßen beginnt und keine, an der er endet.
  Unsicherheit: Eine unsichere Information ist genau (scharf). Wir ko¨nnen
aber nicht ausschließen, dass sie falsch ist. Ein digitales Thermometer z. B.
zeigt einen scharfen Wert an. Wir sind aber unsicher, ob er richtig ist, weil
wir wissen, dass das Thermometer nicht immer genau misst. Die Wahr-
scheinlichkeitsrechnung basiert auf dem Konzept Unsicherheit.
Wie wir in Abschnitt 1.1.1 gesehen haben, werden bei der Vergro¨berung von Infor-
mationen Einzelheiten zu Gruppen zusammengefasst, d. h. formal, dass Elemente
zu Mengen gruppiert werden. Als Beispiel diente die Menge

175cm  185cm  zur
Definition des Begriffs normale Ko¨rpergro¨ße eines erwachsenen Mannes. Diese
Form der Vergro¨berung ist in vielerlei Hinsicht nicht zufriedenstellend, wie wir
nun aus der Sicht von Vagheit und Unsicherheit beleuchten werden.
Aus der Sicht von Vagheit lassen sich scharfe Grenzen wie 175cm und 185cm sel-
ten rechtfertigen. Warum soll ein Mann mit 175cm normal groß sein, einer mit
174cm jedoch nicht mehr? Ob man einen Begriff wie normale Ko¨rpergro¨ße mit
einer scharfen Menge angemessen beschreibt, ist aber nicht nur eine Frage der
intuitiv richtigen Darstellung eines Begriffs, sondern ha¨ngt insbesondere davon
ab, wozu der Begriff in der Anwendung verwendet wird. So ist eine Definition von
normal groß durch eine scharfe Menge angemessen, wenn die Folgen der Informa-
tion ebenso scharf getrennt sind. Das ist in vielen Fa¨llen aber nicht der Fall. Zum
Beispiel ist es nicht sinnvoll, die Gro¨ße eines Autositzes ausschließlich nach der
Ko¨rpergro¨ße zu bestimmen. Der ¨Ubergang zwischen der Entscheidung fu¨r einen
kleinen gegenu¨ber einem großen Sitz findet nicht bei einer scharfen Ko¨rpergro¨ße
statt.
Kommen wir zur Unsicherheit. Fu¨r einen Begriff wie normal groß existieren i. A.
viele Definitionen. Dafu¨r gibt es zwei Gru¨nde. Die Definition eines Begriffs ha¨ngt
einerseits vom Zusammenhang ab, in dem seine Bedeutung gekla¨rt werden soll. Es
ist ein Unterschied, ob wir u¨ber normale Ko¨rpergro¨ßen von Ma¨nnern oder Frau-
en sprechen. Andererseits ko¨nnen selbst bei festem Zusammenhang verschiedene
Definitionen vorliegen, weil z. B. Uneinigkeit herrscht oder Messinstrumente To-
leranzen unterliegen. Wir sind dann unsicher, welche Definition die richtige ist. Im
Zweifelsfall mu¨ssen wir alle gleich ernst nehmen. Hier wird deutlich, dass Unsi-
cherheit dazu benutzt werden kann, Vagheit auszudru¨cken: Unsicherheit resultiert
in verschiedenen Definitionen eines vagen Begriffs, deren Gesamtheit wir aber ge-
rade als unsichere Definition des vagen Begriffes interpretieren ko¨nnen. Fu¨r den
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weiteren Verlauf der Arbeit nehmen wir an, dass der Zusammenhang, in dem ein
Begriff definiert wird, fest ist.
Das Nicht-Akzeptieren scharfer Grenzen und das notwendige Beru¨cksichtigen ver-
schiedener Definitionen zeigen, dass eine scharfe Menge in vielen Fa¨llen keine
geeignete Formalisierung fu¨r einen Begriff ist, der eine vergro¨bernde Informati-
onseinheit darstellt. Einen solchen Begriff bezeichnen wir als unscharf. ZADEH
pra¨gte 1965 den Begriff der unscharfen Menge2, die diesen Mangel scharfer Men-
gen beseitigt [Zad65]. Wa¨hrend Elemente in einer scharfen Menge entweder ent-
halten sind oder nicht, ko¨nnen sie einer unscharfen Menge graduell angeho¨ren.
Eine unscharfe Menge wird durch diese Zugeho¨rigkeitsgrade der Elemente defi-
niert, deren Wertebereich meist das Einheitsintervall

0  1 ist. Im Gegensatz dazu
ist der Wertebereich bei einer scharfen Menge  0  1  ; ein Element geho¨rt zu einer
Menge oder nicht.
Es ist entscheidend fu¨r die Verarbeitung unscharfer Informationen zu definieren,
was die Zugeho¨rigkeitsgrade einer unscharfen Menge bedeuten. Wir mu¨ssen Ver-
fahren angeben ko¨nnen, um Zugeho¨rigkeitsgrade und damit unscharfe Begriffe
eindeutig zu definieren. Die Wichtigkeit dieser Forderung untermauern D. DU-
BOIS und H. PRADE in [DP97]:
”
These difficulties are bypassed by assuming that degrees of member-
ship to fuzzy sets pertaining to unrelated concepts are commensurate.
This is done by resorting to a common membership scale (that need
not be numerical). This commensurability assumption is often taken
for granted and never emphasized in the fuzzy literature. [...] The com-
mensurability assumption is really the one that allows fuzzy set theory
to work.“
Insbesondere wenn Informationen aus verschiedenen Quellen stammen, sind auch
die Formen der Unscha¨rfe unterschiedlich. Um die Informationen trotzdem in ei-
nem System verarbeiten zu ko¨nnen, mu¨ssen wir eine einheitliche Formalisierung
finden, welche die Kommensurabilita¨t der Informationen sicherstellt. Wie schon
DUBOIS und PRADE schreiben, vernachla¨ssigen die meisten Arbeiten im Bereich
der Verarbeitung unscharfer Informationen diese Anforderungen. In theoretischen
Arbeiten wird nicht genau erkla¨rt, was ein Zugeho¨rigkeitsgrad ist, und in prak-
tischen Arbeiten sieht man mangels praxistauglicher Theorie nicht so genau hin
und bewegt sich auf unsicherem Terrain. Diese Lu¨cke werden wir in dieser Arbeit
besonders beru¨cksichtigen. Wir werden theoretisch fundieren, wie praxisrelevante
Formen unscharfen Wissens in einem Mechanismus verarbeitet werden ko¨nnen.
2engl. fuzzy set
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1.2 Schließen mit unscharfen Begriffen
Das Schließen mit unscharfen Begriffen basiert auf zwei Komponenten: einer Wis-
sensbasis und einem Inferenzmechanismus. In der Wissensbasis werden alle Infor-
mationen gesammelt, die im Zusammenhang mit der Lo¨sung der gegebenen Auf-
gabenstellung wichtig und allgemeingu¨ltig sind. Wissen ist dann allgemeingu¨ltig,
wenn es im Rahmen der Aufgabenstellung immer richtig ist. Eine Inferenz ist das
Ableiten von Informationen aus der Wissensbasis; der Inferenzmechanismus ist
dementsprechend das Verfahren, das die Inferenz durchfu¨hrt.
Bei medizinischer Diagnose z. B. bilden unsere Kenntnisse u¨ber den Zusammen-
hang von Symptomen und Ursachen die Wissensbasis. Beobachtete Symptome
werden dann dazu benutzt, um mithilfe der Wissensbasis auf die Ursachen der
Erkrankung zu schließen. Als Beobachtung bezeichnen wir dabei eine Informati-
on, die nicht in der Wissensbasis enthalten ist, weil sie fu¨r die Aufgabenstellung
kein allgemeingu¨ltiges Wissen darstellt. Im Beispiel sind die Symptome Beobach-
tungen, weil sie von den Patienten abha¨ngen und daher fu¨r eine Diagnose nicht
allgemeingu¨ltig sind. Inferenz kann also auch bedeuten, eine Beobachtung mit der
Wissensbasis zu verknu¨pfen, um neue Informationen zu gewinnen, die aus der
Wissensbasis allein nicht abgeleitet werden ko¨nnen.
Beim Schließen mit unscharfen Begriffen wird die Wissensbasis auf grobgra-
nularer Ebene mit unscharfen Begriffen definiert. Das Wissen wird so in leicht
versta¨ndlicher Form formuliert, denn die unscharfen Begriffe sind Ausdruck un-
seres Versta¨ndnisses. Wir beschra¨nken uns in dieser Arbeit auf regelbasierte Wis-
sensbasen, wobei wir Regeln der Bauart
”
Wenn Aussage A gilt, dann gilt Aussa-
ge B.“ benutzen. Im Gegensatz zu traditionellen Expertensystemen sind die Aus-
sagen aber unscharf, da sie auf unscharfen Begriffen basieren. Das bedeutet insbe-
sondere, dass die Gu¨ltigkeit der Aussage A als Antezedens der Regel nicht bina¨r,
wahr oder falsch, ist. Vielmehr ko¨nnen Antezedenzien graduell erfu¨llt sein. Hinzu
kommt, dass die Gu¨ltigkeit einer Regel unsicher sein kann. Ein Inferenzmechanis-
mus muss aus diesen graduellen Gu¨ltigkeiten der Regeln und der Antezedenzien
einen unscharfen Schluss berechnen.
Im Gegensatz zu bekannten Verfahren im Bereich regelbasierten unscharfen
Schließens liegt bei unseren Verfahren der Schluss sowohl auf grobgranularer Ebe-
ne als auch auf feingranularer Ebene vor. Damit sind die Versta¨ndlichkeit und die
Exaktheit des Schlusses sichergestellt. Daru¨ber hinaus werden wir verschiedene
Wege vorstellen, um zu Regeln, also der Wissensbasis, zu gelangen. Wie schon
bei der Definition unscharfer Begriffe stellen wir dabei sicher, dass Wissen aus
verschiedenen Informationsquellen ohne semantische Bedenken kombiniert wer-
den kann. Damit gewinnen wir nicht nur Praxisna¨he, sondern stellen auch einige
bisher nur intuitiv motivierte Verfahren unscharfer Informationsverarbeitung auf
ein solides, theoretisches Fundament.
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1.3 Ziele und Anforderungen
Ziel der vorliegenden Arbeit ist eine mathematische Theorie fu¨r die maschinel-
le Verarbeitung grobgranularer, regelbasierter Informationen. Die resultierenden
Verfahren sollen folgende Anforderungen erfu¨llen:
1. Mehrstufiges unscharfes Schließen
2. Effizienz hinsichtlich Speicher- und Rechenaufwand
3. Versta¨ndlichkeit und Exaktheit unscharfer Ergebnisse
4. Integration von Informationen verschiedener Semantiken
Zu 1: Die Mo¨glichkeit zu mehrstufigem unscharfen Schließen ist aus zwei
Gru¨nden wichtig:
  Zusammenha¨nge zwischen Gro¨ßen ko¨nnen oft nicht direkt formuliert wer-
den, sondern nur u¨ber Zwischengro¨ßen.
  Die Anzahl der Regeln in einem mehrstufigen, hierarchischen System ist
wesentlich kleiner als in einem flachen, einstufigen System.
Ein Beispiel fu¨r die mehrstufige Modellierung eines Systems sind praktische Rea-
lisierungen von Wettervorhersage. Wa¨hrend in der ersten Stufe nur die Großwet-
terlage bestimmt wird, geht – vereinfacht dargestellt – zusa¨tzlich zu diesen In-
formationen Wissen u¨ber lokale Gegebenheiten wie die Topologie des Gela¨ndes
in die zweite Stufe ein. Ein mehrstufiges System ist in diesem Fall die einzige
Mo¨glichkeit, trotz der Komplexita¨t der Aufgabe zu sinnvollen Resultaten zu gelan-
gen. Zusammenfassend fu¨hrt Mehrstufigkeit also zu besserem Versta¨ndnis sowie
geringerem Rechen- und Speicheraufwand und ist u. U. die einzige Mo¨glichkeit,
Wissen zu formulieren.
Zu 2: Effizienz bedeutet, dass die Gro¨ße, von der Speicher- und Rechenaufwand
abha¨ngen, die Anzahl grobgranularer Informationen sein soll, insbesondere also
nicht die Anzahl der Einzelheiten. Fu¨r die Rechenverfahren heißt dies, dass sie
nur auf der Ebene der grobgranularen Informationen operieren sollen. Denn aus
Sicht der Effizienz gewinnen wir nichts, wenn Wissen vergro¨bert wird, sich die
Berechnungen aber auf der feingranularen Ausgangsebene der Einzelheiten bewe-
gen. Schließlich soll Vergro¨berung in vielen Fa¨llen die Bearbeitung von Problemen
erst ermo¨glichen, die auf der feingranularen Ausgangsebene zu komplex waren.
Zu 3: Unter der Versta¨ndlichkeit unscharfer Ergebnisse verstehen wir, dass die
unscharfen Schlu¨sse des Systems auf der grobgranularen Ebene ausgedru¨ckt wer-
den ko¨nnen. Dies ist wichtig, weil die grobgranulare Ebene die fu¨r den Anwender
versta¨ndliche Sprache darstellt. Trivialerweise gilt das insbesondere fu¨r Systeme,
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die der Gewinnung von Erkenntnissen u¨ber beobachtete Zusammenha¨nge dienen
(Data-Mining). Gleichzeitig muss aber sichergestellt werden, dass die Exaktheit
der Schlu¨sse auf der feingranularen Ebene der Einzelheiten gewa¨hrleistet ist. Ein
Beispiel sind Werbestrategien fu¨r Produkte. Um den Stil einer Fernsehwerbung
festzulegen, mu¨ssen wir nur grobe Zielgruppen kennen. Einzelne Personen inner-
halb dieser Gruppen interessieren nicht. Mu¨ssen wir hingegen entscheiden, wer
einen Werbebrief bekommt, so mu¨ssen wir die Zugeho¨rigkeit jeder Person zu den
Zielgruppen betrachten. Wie das Beispiel verdeutlicht, muss ein unscharfes Er-
gebnis also sowohl auf grobgranularer als auch auf feingranularer Ebene vorliegen
und beide Darstellungen mu¨ssen durch eine konkrete Semantik verknu¨pft und in
diesem Sinne wohldefiniert sein.
Zu 4: Bei der Verarbeitung unscharfer Informationen wird Wissen aus verschie-
denen Quellen gesammelt, das ganz unterschiedliche Qualita¨ten haben kann und
in dieser Hinsicht heterogen ist. Dabei unterscheiden wir die Art der Unscha¨rfe,
die Ordnung der Unscha¨rfe und die Art der Beschreibung. Ein unscharfes System
muss in der Lage sein, insofern mit dieser Form von Heterogenita¨t umgehen zu
ko¨nnen, als es alle Formen von Wissen in einem Mechanismus verarbeitet. Wir
mu¨ssen es formal mathematisch so entwerfen, dass praxisrelevante Informations-
typen auf das formale Modell zuru¨ckgefu¨hrt werden ko¨nnen. Die wichtigsten Ar-
ten von Informationen sind
  scharfe Messungen
  vage Beschreibungen
  unsichere Daten
  positive/negative Informationen
Wir verlangen dabei, dass diesen abstrakten Datentypen eine konkrete Semantik
unterlegt wird, die den Anforderungen der Praxis gerecht wird.
1.4 Aufbau der Arbeit
In Kapitel 2 stellen wir die Grundlagen unscharfer Informationsverarbeitung zu-
sammen und definieren grundlegende Begrifflichkeiten und Schreibweisen. Wei-
terhin beschreiben wir mit dem Kontextmodell detailliert die Semantik und Mo-
dellierung unscharfer Begriffe, die wir in dieser Arbeit verwenden. Der Stand
der Technik in Kapitel 3 beleuchtet verwandte Arbeiten hinsichtlich der in Ab-
schnitt 1.3 gestellten Anforderungen an diese Arbeit. Insbesondere werden die
Defizite hinsichtlich der Versta¨ndlichkeit und Semantik unscharfer Schlu¨sse sowie
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der Effizienz der Verfahren herausgestellt. Daran schließen sich die Kernkapitel
der Arbeit an.
In Kapitel 4 definieren wir die unscharfe Partitionierung eines Universums durch
unscharfe Grundbegriffe, welche die grobgranulare, symbolische Ebene der Infor-
mationsverarbeitung bilden. Wir stellen in Abschnitt 4.2 die grundlegende Idee
vor, unscharfe Aussagen durch gewichtete Kombinationen der Grundbegriffe aus-
zudru¨cken. Durch die Synthese und Analyse unscharfer Mengen garantieren wir
dabei, dass Aussagen auf grobgranularer und feingranularer Ebene auf der Basis
einer konkreten Semantik eindeutig ineinander u¨berfu¨hrt werden ko¨nnen.
Unscharfe Regeln modellieren wir in Kapitel 5 konsistent zu der gewichteten
Kombination als bedingte Wahrscheinlichkeiten auf den Grundbegriffen. Ab-
schnitt 5.2 widmet sich der Inferenz. Sie kann auch im Fall mehrstufiger Re-
gelbasen auf grobgranularer Ebene durchgefu¨hrt werden, ohne die Exaktheit der
Schlu¨sse auf feingranularer Ebene zu verlieren. Wir zeigen in Abschnitt 5.4, wie
man die Zuverla¨ssigkeit unscharfer Schlu¨sse misst und in Abschnitt 5.5, dass der
Aufwand zur Berechnung unscharfer Schlu¨sse wesentlich geringer als bei anderen
Ansa¨tzen ist.
Kapitel 6 untermauert die Modellierung unscharfer Begriffe und des Inferenzme-
chanismus insofern, als hier andere Semantiken fu¨r unscharfe Begriffe und Regeln
angenommen werden, die aber ebenfalls in den vorgestellten Verfahren resultieren.
In diesem Rahmen ko¨nnen wir symbolisch schließen, ohne uns um die unterliegen-
de Semantik ku¨mmern zu mu¨ssen, und haben mehr Mo¨glichkeiten, um Wissen zu
formulieren. Da die Anzahl der Daten zur Speicherung eines Grundbegriffs sehr
groß sein kann, wird in Abschnitt 6.4 ein Parametermodell zur Repra¨sentation der
Grundbegriffe vorgestellt, das den Speicheraufwand deutlich reduziert.
Abschließend werden in Kapitel 7 die Ergebnisse zusammengefasst und ein Aus-
blick gegeben.
Anhang A illustriert unsere Verfahren mit einem System zur Erkennung von Ver-
sicherungsbetrug und demonstriert die Vorteile gegenu¨ber anderen Ansa¨tzen zum
unscharfen Schließen. Die mathematischen Grundlagen der Maßtheorie und der
Funktionsapproximation, die in der Arbeit beno¨tigt werden, fassen wir in An-
hang B zusammen.

Kapitel 2
Grundlagen
Um das Versta¨ndnis beim Lesen dieser Arbeit zu erleichtern, fassen wir in die-
sem Kapitel Grundlagen aus dem Bereich unscharfer Informationsverarbeitung
zusammen. Dabei handelt es sich um wesentliche Konzepte zur Definition un-
scharfer Begriffe, die zur Darstellung vergro¨berten Wissens dienen. Nebenbei le-
gen wir die Notation der Begrifflichkeiten fest. Insbesondere geben wir eine ¨Uber-
sicht u¨ber mo¨gliche Semantiken unscharfer Mengen, die aus verschiedenen Arten
von Unscha¨rfe resultieren. Grundlegende Verfahren fu¨r regelbasiertes, unscharfes
Schließen werden in Abschnitt 2.2 behandelt.
In Abschnitt 2.3 vertiefen wir die Einfu¨hrung, indem wir mit dem Kontextmo-
dell eine mathematische Formalisierung unscharfer Begriffe beschreiben. Diese
Formalisierung hat sich im Bereich unscharfer Informationsverarbeitung als sehr
nu¨tzlich erwiesen, weil sie intuitiv, einfach versta¨ndlich und anwendungsnah ist.
Die vorliegende Arbeit baut auf diesen Ideen auf.
2.1 Unscharfe Mengen
Bei der Granularisierung von Wissen gehen wir von der Ebene der Einzelhei-
ten aus, welche die feinste Granularisierungsstufe der Modellierung darstellt. Ein-
zelheiten sind die kleinsten Informationseinheiten innerhalb der Anwendung. Wir
fassen sie in einer Menge zusammen, die wir als Universum bezeichnen und mit
kalligraphischen Buchstaben  ,  usw. kennzeichnen. Fu¨r die zugeho¨rigen Ein-
zelheiten schreiben wir u, v usw. Wir nehmen in dieser Arbeit an, dass die Univer-
sen kompakte Mengen sind. Praxisrelevante Beispiele sind endliche Universen und
beschra¨nkte, abgeschlossene Teilmengen des  n, insbesondere also abgeschlosse-
ne Intervalle

a  b  auf  .
Einem Universum sind eine oder mehrere Variablen zugeordnet, bezeichnet mit
kleinen Buchstaben x, y usw., die Werte aus dem Universum annehmen ko¨nnen,
z. B. x 	 u 
 . Das Universum ko¨nnte z. B. die Menge 	

1cm  300cm  mo¨gli-
cher Ko¨rpergro¨ßen von Menschen1 sein und die Variable x 	 u 
 die Ko¨rper-
gro¨ße einer ausgewa¨hlten Person angeben.
1Als gro¨ßter Mensch der Welt gilt ROBERT PERSHING WADLOW (1928–1940) aus Alton, Illi-
nois, mit 2,72m; URL: http://www.altonweb.com/history/wadlow (Oktober 2000).
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Als das Grundelement unscharfer Informationsverarbeitung definieren wir eine
unscharfe Menge auf dem Universum  durch eine Zugeho¨rigkeitsfunktion
µ
˜A : 

0  1  . µ
˜A  u  bezeichnet dabei den Zugeho¨rigkeitsgrad des Wertes
u 
 zu der unscharfen Menge ˜A. Fu¨r die Menge aller unscharfen Mengen auf
 schreiben wir 

 , die Menge supp

˜A  : 	 u 
ﬀ µ
˜A  u ﬂﬁ 0  bezeichnen
wir als Tra¨ger2 oder Tra¨germenge von ˜A.
Eine unscharfe Relation zwischen Universen  ,  ist eine unscharfe Menge auf
dem kartesischen Produkt ﬃ  . Eine unscharfe Menge ˜A auf  ko¨nnen wir
durch zylindrische Erweiterung zu einer unscharfen Relation ˜R 	 ˜A !

"ﬃ#
auf $ﬃ erweitern. Sie wird definiert durch
µR

u  v ﬂ	 µ
˜A%'& (*),+.-/ u  v  : 	 µ ˜A  u  (2.1)
Die Definition spiegelt wider, dass wir nicht wissen, wie die Relation von v
abha¨ngt. Umgekehrt definieren wir die Projektion ˜R 0. einer Relation R auf
das Universum  als
µ
˜R1
(
u  : 	 sup
v 2
+
µ
˜R

u  v  (2.2)
Wir komprimieren auf diese Weise die Relation zwischen  und  zu einer Infor-
mation auf  , indem wir fu¨r festes u die kleinste obere Schranke fu¨r den Wert der
Relation suchen.
Schnitt, Vereinigung und Komplement unscharfer Mengen auf  werden punkt-
weise u¨ber Abbildungen i :

0  1 2 3

0  1 , u :

0  1 2 

0  1 und c :

0  1 3

0  1  erkla¨rt:3
 
˜A 4 ˜B: µ
˜A 5 ˜B  u  : 	 i  µ ˜A  u 6 µ ˜B  u 7
 
˜A 8 ˜B: µ
˜A 9 ˜B  u  : 	 u  µ ˜A  u 6 µ ˜B  u 7
 
˜A : : µ
˜A ;  u  : 	 c  µ ˜A  u 7
Von i und u fordern wir axiomatisch folgende Eigenschaften, die i als sog. t-Norm
und u als co-t-Norm qualifizieren:
  Grenzbedingungen: i

1  a ﬂ	 a und u

0  a ﬂ	 a
  Symmetrie: i

a  b <	 i

b  a  und u

a  b ﬂ	 u

b  a 
  Monotonie: c ﬁ b =

i

a  c ?> i

a  b  und u

a  c @> u

a  b 7
2engl. support
3i steht fu¨r intersection, u fu¨r union und c fu¨r complement.
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Die Grenzbedingungen und die Symmetrie stellen sicher, dass i und u im Fall
scharfer Mengen den scharfen Operationen fu¨r Schnitt und Vereinigung entspre-
chen. Ausgezeichnete und viel benutzte Normen sind i 	 min als gro¨ßte t-Norm
und u 	 max als kleinste co-t-Norm. Die Komplementfunktion c soll folgende
Axiome erfu¨llen:
  Grenzbedingungen: c

0 A	 1 und c

1 ﬂ	 0
  Monotonie: a B b = c

a @> c

b 
Auch hier wird so die Konsistenz mit der Definition fu¨r scharfe Mengen garantiert.
Das Standardkomplement ist c

a A	 1  a.
Eine unscharfe Menge ko¨nnen wir als unscharfen Wert einer Variablen x auf-
fassen. In dieser Weise unterscheiden wir oft nur eine kleine Anzahl von unschar-
fen Werten, die x annehmen kann. Eine Menge C unscharfer Werte auf  nennen
wir unscharfe Granularisierung oder Vergro¨berung des Universums  , wobei
wir annehmen, dass C endlich ist. Im Beispiel der Ko¨rpergro¨ßen D	

1cm  300cm 
ko¨nnen wir uns eine Granularisierung C	E sehr klein, klein, normal, groß, sehr
groß  vorstellen, wenn wir die Beschreibung eines Menschen geben mo¨chten. sehr
klein, klein usw. sind dabei die mo¨glichen unscharfen Werte. Die (hier kontinuier-
liche) Menge  von Einzelheiten wird also durch eine kleine Anzahl unscharfer
Werte u¨berdeckt. Von einer unscharfen Granularisierung CF	 ˜A1  ˜A2 7G7G7GH ˜An  er-
warten wir, dass jedes u 
I mindestens einer unscharfen Menge ˜Ai mit positi-
vem Grad angeho¨rt, d. h. C muss  u¨berdecken. Da wir unscharfen Werten i. A.
einen versta¨ndlichen Begriff als Bezeichnung zuordnen, z. B. klein als Ko¨rper-
gro¨ße, sprechen wir anstatt von unscharfen Werten meist von unscharfen Begrif-
fen. Wir erhalten so die grundlegende
Definition 1 Ein unscharfer Begriff auf einem Universum  wird durch eine un-
scharfe Menge ˜A auf  erkla¨rt. ˜A wird durch die Zugeho¨rigkeitsfunktion µ
˜A defi-
niert. Fu¨r den unscharfen Begriff schreiben wir kurz ˜A.
Im Verlauf der Arbeit werden wir wiederholt von feingranularer und grobgranu-
larer Ebene sprechen. Ersteres meint die Menge der Einzelheiten, das Universum,
Letzteres die Vergro¨berung, also die Menge unscharfer Begriffe auf dem Univer-
sum. Als Synonym fu¨r grobgranular verwenden wir den Begriff symbolisch, der
verdeutlicht, dass wir auf der grobgranularen Ebene nur mit Symbolen, den un-
scharfen Begriffen, umgehen, die fu¨r die unscharfen Mengen auf der feingranula-
ren Ebene stehen.
Eine Aussage
”
Die Variable x besitzt den unscharfen Wert ˜A.“ oder kurz
”
x 	 ˜A“
nennen wir eine unscharfe Aussage. Konjunktion, Disjunktion oder Negation von
Aussagen bilden wir wie im scharfen Fall, indem wir die beteiligten unscharfen
16 KAPITEL 2. GRUNDLAGEN
Mengen schneiden, vereinigen oder das Komplement bilden. Dazu identifizieren
wir:
  Negation x 	KJ ˜A mit x 	 ˜A :
  Konjunktion x 	 ˜A L x 	 ˜B mit x 	

˜A 4 ˜B 
  Disjunktion x 	 ˜A M x 	 ˜B mit x 	

˜A 8 ˜B 
Auf diese Weise ko¨nnen verknu¨pfte Aussagen wieder auf atomare Aussagen
zuru¨ckgefu¨hrt werden. Wir betrachten aus diesem Grund im weiteren Verlauf nur
atomare Aussagen
”
x 	 ˜A“.
Eine wichtige Frage bei Anwendungen lautet, wie wir Zugeho¨rigkeitsgrade von
unscharfen Mengen definieren und was sie bedeuten. Diese Frage nach der Se-
mantik wurde in der Geschichte unscharfer Mengen immer wieder gestellt und
diskutiert. Wir begreifen einen unscharfen Begriff, den wir mit einer unscharfen
Menge identifizieren, grundsa¨tzlich als Ausdruck von Vagheit. Dabei unterschei-
den wir drei Mo¨glichkeiten, um Vagheit zu definieren [DP97]: ¨Ahnlichkeit, Unsi-
cherheit und Pra¨ferenz. Wa¨hrend ¨Ahnlichkeit ein Spezialfall von Vagheit ist, sind
Vagheit
Ähnlichkeit
Unsicherheit
Präferenz
Abbildung 2.1: ¨Ahnlichkeit als spezielle Form von Vagheit sowie Unsicherheit und Pra¨fe-
renz zur Beschreibung von Vagheit
Unsicherheit und Pra¨ferenz nur Hilfsmittel, um Vagheit auszudru¨cken; sie ko¨nnen
im Gegensatz zu ¨Ahnlichkeit auch Pha¨nomene beschreiben, die nicht vage sind.
¨Ahnlichkeit: Vagheit wird bei einer Interpretation u¨ber ¨Ahnlichkeit durch die
Nicht-Unterscheidbarkeit von Einzelheiten gekennzeichnet. Beispielsweise
kann man aus gro¨ßerer Distanz die Ko¨rpergro¨ße einer Person nicht zentime-
tergenau scha¨tzen. Wir sind nicht in der Lage, a¨hnliche Gro¨ßen wie 185cm
und 187cm zu unterscheiden, sondern ko¨nnen die Gro¨ße nur grob abscha¨tzen
und mit einem unscharfen Begriff wie groß belegen. Dabei werden a¨hnliche
Gro¨ßen wie 185cm und 187cm in dem unscharfen Begriff subsumiert. Die
Variable
”
Gro¨ße der Person“ kann nur unscharfe Werte annehmen.
Formal gehen wir von einer unscharfen ¨Ahnlichkeitsrelation (oder Gleich-
heitsrelation) auf Nﬃ aus, also einer unscharfen Relation ˜S mit µ
˜S :
"ﬃO

0  1 [KF88, KK93]. µ
˜S  u1  u2  misst die ¨Ahnlichkeit von u1 und
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u2. Eine unscharfe Menge ˜A0 wird dann durch einen Wert4 u0 
P mithilfe
der ¨Ahnlichkeitsrelation induziert: µ
˜A0  u A	 µ ˜S  u0  u  . Die unscharfe Menge
˜A0 ko¨nnen wir anschaulich mit der Bedeutung
”
ungefa¨hr u0“ belegen.
Nicht unterscheidbare Einzelheiten ko¨nnen zu Gruppen zusammengefasst
werden. Auf diese Art und Weise kann das Universum  z. B. mithilfe
von Gruppierungsverfahren5 vergro¨bert werden. Das Ergebnis ist eine ¨Uber-
deckung von  durch mehrere Gruppen, die meist durch einen Prototypen
wie u0 und eine ¨Ahnlichkeitsrelation beschrieben werden. Unscharfe Grup-
pierungsverfahren [Bez73, GK79, GG89] resultieren in einer ¨Uberdeckung
von  mit unscharfen Gruppen, die durch unscharfe Mengen dargestellt wer-
den. Wenn die ¨Ahnlichkeitswerte der ¨Ahnlichkeitsrelation eine konkrete Be-
deutung haben, also z. B. von Metriken wie dem EUKLIDISCHEN Abstand
abgeleitet sind, dann gilt dies auch fu¨r die Zugeho¨rigkeitswerte der induzier-
ten unscharfen Mengen.
Unsicherheit: Nehmen wir an, es la¨gen verschiedene scharfe Definitionen ei-
nes unscharfen Begriffs vor. Wenn wir unsicher sind, welche Definition die
richtige ist, mu¨ssen wir alle in Betracht ziehen; das Resultat ist eine un-
scharfe Definition. In einem Experiment ko¨nnten wir z. B. die Ko¨rpergro¨ße
von vielen Personen messen, die von Befragten fu¨r groß gehalten wurden.
Jede einzelne Messung ist scharf und ein Repra¨sentant fu¨r den unscharfen
Begriff groß. Zusammengenommen erhalten wir eine Wahrscheinlichkeits-
dichte, die als Zugeho¨rigkeitsfunktion den unscharfen Begriff groß definiert.
In der Literatur gibt es verschiedene formale Ansa¨tze, um unscharfe Be-
griffe durch Unsicherheit zu modellieren. Die meisten verallgemeinern die
Wahrscheinlichkeitsrechung dadurch, dass Axiome gelockert oder scharfe
Gro¨ßen durch unscharfe ersetzt werden.
Wir werden in dieser Arbeit zwei Ansa¨tze benutzen. Im Kontextmodell wer-
den scharfe Realisierungen einer Zufallsvariablen durch mengenwertige er-
setzt, was in Plausibilita¨tsdichten statt Wahrscheinlichkeitsdichten resultiert
[Geb92, GK93a]. µ
˜A  u  misst dann die Plausibilita¨t dafu¨r, dass u zu ˜A geho¨rt.
Eng verwandt ist die Interpretation einer unscharfen Menge als Likelihood-
Funktion [His88, DMP93, Tho95]. Wenn z. B. die unscharfe Menge ˜A den
Begriff groß modelliert, so wird µ
˜A  u  als Likelihood L  ˜A;u  oder die be-
dingte Wahrscheinlichkeit P

˜A  u  interpretiert, dass u Element von ˜A ist.
Kontextmodell und Likelihood werden ausfu¨hrlich in Abschnitt 2.3 bespro-
chen.
4oder auch eine Teilmenge von Q
5engl. cluster algorithms
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Pra¨ferenz: Die Zugeho¨rigkeitswerte dru¨cken hier Pra¨ferenzen aus. Sie sind auf
einer Ordinalskala angeordnet, der absolute Wert hat im Gegensatz zu den
Interpretationen als ¨Ahnlichkeit oder Unsicherheit meist keine Bedeutung.
In gewisser Hinsicht kann man Pra¨ferenzen auch als ¨Ahnlichkeiten deuten,
denn a¨hnliche Einzelheiten werden mit a¨hnlichen Pra¨ferenzwerten belegt.
Pra¨ferenzen werden aber normalerweise nur auf einer endlichen Skala ge-
messen, die in vielen Fa¨llen nicht numerisch ist. Zum Beispiel ko¨nnten Be-
werber um eine Arbeitsstelle hinsichtlich verschiedener Kriterien wie Intel-
ligenz, Kreativita¨t oder Flexibilita¨t u¨ber eine Skala wenig, normal und stark
ausgepra¨gt bewertet werden. Intelligent, kreativ und flexibel wa¨ren dann un-
scharfe Mengen auf den Bewerbern.
Viele Anwendungen zielen darauf ab, eine Reihenfolge zu berechnen, nach
der besser eingestufte Einzelheiten schlechter bewerteten vorzuziehen sind.
Es geht hier weniger um die Vergro¨berung von Wissen als um den unschar-
fen Vergleich von Einzelheiten.
In dieser Arbeit beschra¨nken wir uns auf die Modellierung unscharfer Begriffe
u¨ber ¨Ahnlichkeit und Unsicherheit, da diese die wesentlichen Konzepte der un-
scharfen Vergro¨berung von Wissen darstellen. Dabei werden wir die speziellen
Auspra¨gungen von ¨Ahnlichkeit und Unsicherheit mittels der Verfahren festlegen,
mit denen wir die unscharfen Begriffe definieren.
2.2 Regelbasiertes Schließen
Schließen bedeutet, aus einer Wissensbasis mittels Inferenz Informationen abzu-
leiten, wie wir in Abschnitt 1.2 gesehen haben. Dazu nehmen wir an, das Univer-
sum der Anwendung sei durch Variablen beschrieben, deren Werte den Zustand
des Universums wiedergeben.6 In der Wissensbasis fassen wir alle allgemeingu¨lti-
gen Informationen u¨ber das Universum zusammen. Dabei handelt es sich erstens
um Informationen u¨ber mo¨gliche Zusta¨nde von Teilen des Universums, d. h. die
Werte einiger Variablen. Zweitens entha¨lt die Wissensbasis Zusammenha¨nge zwi-
schen den Variablen, die man bei regelbasiertem Schließen als Regeln formuliert.
Neben der Wissensbasis liegen bei Anwendungen Beobachtungen vor, die den
Zustand eines Teiluniversums beschreiben. Beobachtungen unterscheiden wir da-
durch von Informationen in der Wissensbasis, wie in Abschnitt 1.2 dargestellt, dass
sie keine allgemeingu¨ltigen Informationen u¨ber das Universum repra¨sentieren. Be-
obachtungen ha¨ngen von einer Gro¨ße ab, die außerhalb des Universums liegt. Eine
Inferenz schließt aus den Informationen in der Wissensbasis und, falls vorhanden,
6vgl. Zustandsraumtheorie in der Physik
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zusa¨tzlichen Beobachtungen auf den Zustand der Teile des Universums, an denen
wir interessiert sind.
Fu¨r die Darstellung der Zusammenha¨nge zwischen Variablen benutzen wir Regeln
der Form
”
Wenn x 	 A, dann y 	 B“, die wir aus der Logik kennen; A und B sind
in der Logik scharfe Mengen. Die Regel schra¨nkt die Menge mo¨glicher Werte der
Variablen y ein, falls die Aussage
”
x 	 A“ erfu¨llt ist. In diesem Fall ha¨ngt also
der Wert von y vom Wert von x ab. Wenn wir nun einen Wert A R der Variablen x
wahrnehmen, dann ko¨nnen wir daraus einen Wert fu¨r y folgern. Dazu mu¨ssen wir
feststellen, ob A R das Antezedens
”
x 	 A“ der Regel erfu¨llt, um daraus auf die
Gu¨ltigkeit des Konsequens
”
y 	 B“ zu schließen. Dieses Ableiten neuer Informa-
tionen durch eine Verknu¨pfung von Beobachtungen mit der Wissensbasis stellt die
Inferenz dar.
Als Basis fu¨r die Inferenz benutzen wir in dieser Arbeit den Modus Ponens
(Tab. 2.1). Aus der Gu¨ltigkeit des Antezedens
”
x 	 A“ leiten wir die Gu¨ltig-
Wenn x 	 A , dann y 	 B.
x 	 A
y 	 B
Tabelle 2.1: Modus Ponens.
keit des Konsequens
”
y 	 B“ ab. Diese Anforderung la¨sst immer noch Freiheits-
grade fu¨r die genaue Bedeutung der Regel
”
Wenn x 	 A, dann y 	 B“. Insbe-
sondere trifft der Modus Ponens keine Aussage fu¨r den Fall, dass das Anteze-
dens
”
x 	 A“ nicht erfu¨llt ist. In der Logik kann man die Regel als Implikation
x 	 A  y 	 B oder Konjunktion x 	 A L y 	 B interpretieren, je nachdem, wie
die Wahrheitswerte der Regel definiert werden, wenn das Antezedens nicht erfu¨llt
ist. Daru¨ber hinaus kann man eine Regel als partielle Abbildungsvorschrift A S B
einer Funktion f : TU auffassen oder als sichere bedingte Wahrscheinlich-
keit P

y 	 B  x 	 A ﬂ	 1 verstehen. Die Wahl einer Interpretation ha¨ngt stark von
der Anwendung ab, also der Frage, in welcher Form Wissen u¨ber das Universum
vorhanden ist.
Im Bereich des unscharfen, regelbasierten Schließens verarbeiten wir unscharfe
Informationen. Die Regeln besitzen die Form
”
Wenn x 	 ˜A, dann y 	 ˜B“, wobei
x und y Variablen sind, die unscharfe Werte wie ˜A oder ˜B annehmen ko¨nnen. Eine
Inferenz wird im Fall unscharfer Werte schwieriger, weil die Antezedenzien u. U.
nur partiell erfu¨llt sind. Wir ko¨nnen nicht eindeutig sagen, ob ein Antezedens gilt
oder nicht, sondern bestimmen einen Grad der Gu¨ltigkeit. Entsprechend schwierig
gestaltet sich auch die Berechnung der Inferenz, also die Bestimmung des Wertes
von y, der i. A. ebenfalls unscharf ist.
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Das meistbenutzte Verfahren fu¨r unscharfes Schließen ist das sogenannte Prin-
zip von Kombination/Projektion7 auf Basis der sup-min-Komposition [Zad75,
Zad79]. Hierbei wird eine Regel durch eine unscharfe Relation ˜R auf $ﬃ mo-
delliert. ˜R wird aus dem Antezedens ˜A und dem Konsequens ˜B berechnet. Die Be-
rechnungsvorschrift ha¨ngt von der Semantik der Regel ab. Fu¨r den Schließvorgang
wird die Information
”
x ist ˜A R “ zylindrisch auf $ﬃ erweitert, mit der Regelre-
lation ˜R geschnitten und auf den Ergebnisraum  projiziert, was im unscharfen
Schluss ˜B R resultiert:
µ
˜B V

v A	 sup
u 2
(
min  µ
˜A V %'& (P)W+.-  u  v 6 µ ˜R  u  v 6 (2.3)
	 sup
u 2
(
min  µ
˜A V  u 6 µ ˜R  u  v 6 (2.4)
Auf symbolischer Ebene schreiben wir fu¨r die Verknu¨pfung ˜B R 	 ˜A RYX ˜R. Wenn
mehrere Regeln vorliegen, werden abha¨ngig von ihrer Semantik alle Regeln zu
einer Metaregel zusammengefasst und diese eine wird ausgewertet, oder es wird
jede Regel einzeln ausgewertet und die Schlu¨sse aller Regeln werden aggregiert.
Statt der Minimumbildung werden in (2.3) teilweise auch andere t-Normen als
Schnittoperatoren benutzt.
Der meistbenutzte Spezialfall dieses Vorgehens ist der Regler von MAMDANI
[MA75]. Eine Regel
”
Wenn x 	 ˜A, dann y 	 ˜B“ wird als Konjunktion der Aussa-
gen interpretiert, was in der Regelrelation µ
˜R

u  v ﬂ	 min  µ
˜A  u 6 µ ˜B  v 6 resultiert.
Wiederum wird hier die Minimumbildung als Schnittoperation benutzt. Im Fall
von mehreren Regeln wird jede Regel einzeln nach dem Prinzip von Kombinati-
on/Projektion ausgewertet und die Schlu¨sse werden durch Vereinigung mit Maxi-
mumbildung zusammengefasst. Alternativ ko¨nnen wir alle Regelrelationen durch
Maximumbildung zu einer Metaregel aggregieren und diese eine zur Inferenz be-
nutzen. In der Praxis wird normalerweise die erste Vorgehensweise gewa¨hlt, weil
der Rechenaufwand geringer ist und in MAMDANIS Fall die Schlu¨sse identisch
sind.
Der Schluss einer Inferenz liegt beim Prinzip von Kombination/Projektion als un-
scharfe Menge ˜B R vor, die den unscharfen Wert der Variablen y repra¨sentiert. In
einigen Anwendungen beno¨tigen wir aber ein scharfes Ergebnis. Wenn wir z. B.
ein technisches System mit einem unscharfen Regelwerk regeln mo¨chten, dann
erwarten wir einen scharfen Wert fu¨r y, den Stellwert, den wir an das technische
System anlegen. Zu diesem Zweck mu¨ssen wir den Schluss ˜B R zu einem Wert
y R 
Z scha¨rfen. Die Wahl des Verfahrens fu¨r die Scha¨rfung ist stark anwendungs-
abha¨ngig, da sie das funktionale Verhalten des unscharfen Systems beeinflusst. Die
meistbenutzten Verfahren sind:
7engl. principle of combination/projection oder compositional rule of inference
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  Schwerpunktmethode: y R 	
[
+
µ
˜B V

v  vdv
[
+
µ
˜B V

v  dv
  Maximummethode: y R 
\ v  µ
˜B V

v ﬂ	 max
v V 2
+
µ
˜B V

v R 6
Im Fall eines endlichen Universums ersetzen wir die Integrale bei der Schwer-
punktmethode durch Summen. Bei der Maximummethode gehen wir davon aus,
dass das Maximum existiert. Falls y R nicht eindeutig definiert ist, wird meist der
Mittelwert der mo¨glichen Werte gewa¨hlt.
Speziell im Bereich unscharfer Regelung ist der Regler von TAKAGI/SUGENO
[TS84] weit verbreitet. Er besteht aus Regeln der Form
”
Wenn x 	 ˜Ai, dann
y 	 fi

x  “. Diese Regeln stellen direkt einen scharfen Zusammenhang zwischen
x und y her und machen so eine Scha¨rfung u¨berflu¨ssig: Wenn x im unscharfen Be-
reich ˜Ai liegt, dann wird y durch die scharfe Abbildung fi festgelegt. In technischen
Anwendungen haben sich solche Regeln als sinnvoll erwiesen, weil hier oft Wis-
sen u¨ber den funktionalen Zusammenhang von x und y vorliegt, das in den Regler
von MAMDANI nicht integriert werden kann. Das Verfahren setzt einen scharfen
Wert fu¨r x voraus; das Ergebnis der Inferenz ist ein ebenfalls scharfer Wert y R :
y R 	 f

x A	
∑i µ ˜Ai  x H] fi  x 
∑i µ ˜Ai  x 
(2.5)
Die Abbildung f wird aus den lokalen Abbildungen fi zusammengesetzt, wobei
die Lokalita¨t durch ˜Ai festgelegt wird. In den Bereichen, in denen sich die unschar-
fen Mengen ˜Ai u¨berlappen, berechnen wir f als gewichteten Mittelwert der fi. In
der Praxis wird meist der Spezialfall konstanter Funktionen fi

x ﬂ	 vi verwendet,
auf den wir in Abschnitt 6.3.2 im Zusammenhang mit unscharfer Interpolation
zuru¨ckkommen.
2.3 Modellierung unscharfer Begriffe
Unscharfen Begriffen ko¨nnen verschiedene Semantiken unterlegt werden. In Ab-
schnitt 2.1 wurden mit ¨Ahnlichkeit, Unsicherheit und Pra¨ferenz die wichtigsten
erla¨utert. Wie dort erwa¨hnt, beziehen wir uns auf die ersten beiden Interpretatio-
nen von Vagheit, weil sie die wesentlichen Konzepte zur Vergro¨berung von Wis-
sen darstellen. Die in dieser Arbeit vorgestellte Theorie fu¨r das Schließen mit un-
scharfen Begriffen basiert auf der Interpretation von Vagheit als Unsicherheit. Im
Nachhinein zeigen wir in Abschnitt 6.1 die Verwandtschaft von Unsicherheit und
¨Ahnlichkeit, um die Flexibilita¨t der Theorie zu untermauern.
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2.3.1 Modell fu¨r unscharfe Begriffe
Die Modellierung unscharfer Begriffe stu¨tzen wir in dieser Arbeit auf das Kontext-
modell [GK91, Geb92, GK93a, Bor00], das man als eine Verallgemeinerung der
Wahrscheinlichkeitsrechnung verstehen kann. Das Kontextmodell erkla¨rt, was die
Zugeho¨rigkeitsfunktion µ
˜A der unscharfen Menge bedeutet, die einen unscharfen
Begriff formalisiert. Daraus ergeben sich konkrete Verfahren, um in Anwendun-
gen die Zugeho¨rigkeitsfunktionen festzulegen. Die Grundelemente aus der Wahr-
scheinlichkeitstheorie, die zum Versta¨ndnis beno¨tigt werden, befinden sich in An-
hang B.1.
Mathematische Grundlage unserer Betrachtungen ist ein Universum  bzw. dessen
Potenzmenge 2( . Als Beispiel fu¨r ein Universum betrachten wir wieder die Menge
	

1cm  300cm  mo¨glicher Ko¨rpergro¨ßen eines Mannes. Ein unscharfer Begriff
wie kleine Ko¨rpergro¨ße ist eine unscharfe Teilmenge von  . In unterschiedlichen
Kontexten wird ein Begriff i. A. verschieden definiert. Einen Kontext interpretie-
ren wir dabei als Quelle einer Definition. Insbesondere meinen wir damit nicht
den Zusammenhang, in dem wir die Bedeutung eines Begriffs kla¨ren mo¨chten.
In Abschnitt 1.1.2 haben wir bei der Beschreibung von Unsicherheit bereits vor-
ausgesetzt, dass der Zusammenhang fest ist. Im Beispiel der kleinen Ko¨rpergro¨ße
eines Mannes ko¨nnte man sich als Kontexte verschiedene La¨nder, Zeitalter oder
verschiedene Personen vorstellen, die den Begriff klein definieren. Wenn wir die
Bedeutung eines Begriffs herausfinden mo¨chten, mu¨ssen wir uns alle Kontexte aus
der jeweiligen Anwendung ansehen, in denen Wissen u¨ber den Begriff vorhanden
ist. Eine allgemeingu¨ltige Definition des Begriffs sollte mo¨glichst allen Kontexten
gerecht werden.
Die Menge der Kontexte bezeichnen wir mit ^ . In jedem Kontext c 
_^ wird der
gesuchte Begriff als scharfe Teilmenge von  definiert. Das geschieht u¨ber eine
Abbildung Γ : ^` 2( , die jedem c 
a^ eine Menge von Elementen aus  zuord-
net, die im Kontext c als mo¨gliche Definition des Begriffs angesehen werden. Die
Mengen Γ

c  heißen vage Charakteristika; vage deshalb, weil mangels genaue-
rem Wissen der Begriff nicht als scharfer Wert u 
 sondern nur als Teilmenge
von  definiert wird. Wenn wir als Beispiel fu¨r Kontexte eine Menge von Personen
nehmen, dann wird jede Person c 
_^ eine Menge Γ

c  von Ko¨rpergro¨ßen festle-
gen, die sie als klein einstuft. Die Abbildung Γ fasst also verschiedene Definitionen
des gesuchten Begriffs zusammen.
In einem zweiten Schritt werden den Kontexten und damit den verschiedenen Be-
deutungen des Begriffs Gewichte zugeordnet. Die Gewichte werden als Wahr-
scheinlichkeiten in einem Kontextmaßraum

^? 2 bc P
b
 formalisiert. Ein Ge-
wicht P
b

c  wird als das Zutrauen in die Korrektheit der Aussage von Kontext
c oder als dessen Wichtigkeit angesehen [GK93a]. Eine frequentistische Interpre-
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tation von P
b
befindet sich in [Mat75]. Die vagen Charakteristika werden dort
zufa¨llige Mengen genannt, weil sie durch die Abbildung Γ an den Ausgang c eines
Zufallsexperiments gekoppelt sind. In unserem Beispiel mit Personen als Kontex-
ten werden wir z. B. eine Gleichverteilung fu¨r P
b
ansetzen, wenn wir allen Per-
sonen in gleichem Maß vertrauen oder keine Informationen u¨ber das Vertrauen
vorhanden sind8. Bei n befragten Personen erha¨lt dann jede Person c das Gewicht
P
b

c A	 1 d n.
¨Uber die Inverse der Funktion Γ u¨bertragen wir die Wahrscheinlichkeiten P
b
auf
die zugeho¨rigen vagen Charakteristika:
m

A  : 	 P
b

Γ e 1

A 7 fu¨r alle A 
 2( (2.6)
mit Γ
e
1

A  : 	 /0, falls A d
 Bild

Γ  . Die Abbildung m : 2( 

0  1  heißt Maßbasis.
m

A  misst das Zutrauen, dass die Menge A den Begriff beschreibt. Eine Maßbasis
erfu¨llt folgende Bedingungen [Sha76]:
∑
A 2 2f
m

A ﬂ	 1 und m

/0 	 0 (2.7)
Die Mengen A 
 2( mit positivem Zutrauen heißen fokale Elemente. Aus der
Maßbasis konstruiert man ein Plausibilita¨tsmaß durch die Vorschrift
Pl

A  : 	 ∑
B 2 2f :
B
5
A gh /0
m

B ﬂ	 ∑
B 2 Bild
&
Γ
-
:
B
5
A gh /0
P
b

Γ
e
1

B 7 (2.8)
Ein Plausibilita¨tsmaß Pl ist ein unscharfes Maß, vgl. Anhang B.1, und misst die
Plausibilita¨t der Aussage u 
 A. Damit definieren wir eine Plausibilita¨tsdichte
pl

u  : 	 Pl

 u Yﬂ	 P
b

 c  u 
 Γ

c 6Yi (2.9)
welche die Plausibilita¨t eines einzelnen Wertes u misst. Plausibilita¨tsmaß und
Plausibilita¨tsdichte abstrahieren Informationen u¨ber die Kontexte. Man kann an
der Plausibilita¨t pl

u  nur ablesen, wie groß die Wahrscheinlichkeit der Kontexte
ist, in denen x 	 u plausibel ist. Qualitative Informationen gehen verloren; so kann
man nicht mehr rekonstruieren, welcher Kontext fu¨r welche Information verant-
wortlich ist. Das bedeutet insbesondere, dass die Abbildung der vagen Charakteri-
stika Γ

c  auf die Plausibilita¨tsdichte nicht injektiv ist: Verschiedene Abbildungen
Γ ko¨nnen dieselbe Plausibilita¨tsdichte erzeugen. In dieser Hinsicht komprimiert
eine Plausibilita¨tsdichte Informationen.
Falls die vagen Charakteristika scharfe Werte sind, d. h. fu¨r alle c 
_^ gilt Γ

c ﬂ	
 uc  mit uc 
P , dann ist die Plausibilita¨tsdichte eine Wahrscheinlichkeitsdichte.
8Insufficient reason principle: Bei Unwissen wird eine Gleichverteilung angenommen.
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Abbildung 2.2: Plausibilita¨tsdichte fu¨r kleine Ko¨rpergro¨ßen erwachsener Ma¨nner
Je kleiner also die Mengen Γ

c  werden, desto pra¨ziser wird das Wissen und desto
mehr na¨hern wir uns einer Wahrscheinlichkeitsdichte an. Insbesondere kann man
beweisen, dass eine Plausibilita¨tsdichte eine obere Schranke fu¨r eine Wahrschein-
lichkeitsdichte ist.
Wie bereits angedeutet, verwenden wir in großen Teilen der Arbeit das Kontext-
modell als konkrete Semantik unscharfer Mengen. Insbesondere wird damit ein
unscharfer Begriff ˜B durch eine Plausibilita¨tsdichte pl
˜B definiert. In der Possibi-
lita¨tstheorie deutet man diese Identifikation folgendermaßen: Unter der Annahme,
dass die Variable x den unscharfen Wert ˜B annimmt, gibt pl
˜B

u  die Plausibilita¨t
von x 	 u an.
Abbildung 2.2 zeigt die Plausibilita¨tsdichte der Variablen Ko¨rpergro¨ße unter der
Annahme, dass ein kleiner erwachsener Mann beschrieben wird. Das Ergebnis
geht aus einer Umfrage mit 22 Personen hervor. Dabei definiert jede Person
als Kontext eine Menge von Ko¨rpergro¨ßen, die sie mit klein bezeichnet. Zum
Versta¨ndnis der Abbildung muss erwa¨hnt werden, dass die Personen gleichzei-
tig noch die Begriffe sehr klein, normal, groß und sehr groß definieren sollten.
Die gro¨ßte Plausibilita¨t liegt mit etwa 0,86 im Intervall

160cm  164cm  . Dass an
keiner Stelle eine Plausibilita¨t von eins vorliegt, bedeutet, dass es keine Ko¨rper-
gro¨ße gibt, die alle Befragten als klein bezeichnen. Lediglich 86% der Befragten
konnten sich auf obiges Intervall einigen. Die Unscha¨rfe des Begriffs klein ent-
steht also durch eine Abstraktion u¨ber der Menge von Kontexten, in diesem Fall
der befragten Personen.
Alternativ zu der Interpretation eines unscharfen Begriffs als Plausibilita¨tsdich-
te verwenden wir sogenannte Likelihood-Funktionen. Eine Likelihood-Funktion
L

˜B;u A	 P

˜B  u  misst die Wahrscheinlichkeit des unscharfen Begriffs ˜B unter der
Annahme, dass x 	 u. Wir werden nun zeigen, dass wir Plausibilita¨tsdichten und
Likelihood-Funktionen miteinander identifizieren ko¨nnen: pl
˜B

u 	 P

˜B  u  . Dazu
gehen wir wiederum von einer Kontextmenge ^ aus. Zu einem gegebenen u 

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suchen wir alle Kontexte c 
j^ , in denen u als definierender Wert des Begriffs
gilt. Anstatt die Personen aus unserem Beispiel zu bitten, eine scharfe Menge fu¨r
kleine Ko¨rpergro¨ßen zu definieren, ko¨nnten wir sie bei jeder mo¨glichen Ko¨rper-
gro¨ße fragen, ob sie diese als klein bezeichnen wu¨rden oder nicht. Wir halten also
u fest und erhalten fu¨r jeden Kontext c die Information, ob u 
 Γ

c  . In dieser
Weise konstruieren wir die Abbildung Γ. Fu¨r die Wahrscheinlichkeit oder Like-
lihood gilt dann P

˜B  u @	 P
b

 c  u 
 Γ

c 6Y , was nach (2.9) der Definition einer
Plausibilita¨tsdichte entspricht.
Wenn man davon absieht, dass diese Konstruktion von Γ nicht immer praktisch
durchfu¨hrbar ist, sehen wir doch die Verwandtschaft der Konzepte Kontextmodell
und Likelihood. So ko¨nnte man bei kontinuierlichen Universen wie den mo¨glichen
Ko¨rpergro¨ßen zwar praktisch nicht nach jeder Ko¨rpergro¨ße fragen, die ¨Aquivalenz
beider Modelle ist aber trotzdem unmittelbar klar. Im gro¨ßten Teil dieser Arbeit
verwenden wir Plausibilita¨tsdichten, um unscharfe Begriffe zu beschreiben. An
einigen Stellen ist jedoch die Darstellung durch Likelihood-Funktionen um einiges
einfacher. In der Literatur findet man die Interpretation unscharfer Mengen als
Likelihood-Funktionen beispielsweise in [His88, DMP93, Tho95].
2.3.2 Operationen auf unscharfen Begriffen
Wichtig fu¨r den weiteren Verlauf der Arbeit sind Operationen auf unscharfen Be-
griffen, also Schnitt, Vereinigung und Komplementbildung der definierenden un-
scharfen Mengen. In Abschnitt 2.1 haben wir mit t-Norm, co-t-Norm und Komple-
mentfunktion bereits Klassen von Operatoren kennengelernt, mit denen unscharfe
Mengen verknu¨pft werden ko¨nnen. Da diese Arbeit auf der Interpretation unschar-
fer Mengen als Plausibilita¨tsdichten aufbaut, definieren wir die Operationen hier
fu¨r Plausibilita¨tsdichten.
Fu¨r diese Betrachtung gehen wir davon aus, dass die Plausibilita¨tsdichten al-
ler Begriffe auf demselben Kontextmaßraum beruhen. Wir folgen hier den De-
finitionen in [KGK95], bei denen die drei Operationen fu¨r jeden Kontext c auf
Durchschnitt, Vereinigung und Komplementbildung der vagen Charakteristika
Γ

c  zuru¨ckgefu¨hrt werden. Beim Komplement beispielsweise wird ein Kontext
c nicht mehr mit der Menge A 	 Γ

c  verknu¨pft, sondern mit ihrem Komplement
A :k	 Γ

c /:P	lm Γ

c  . Wenn z. B. eine Person das Intervall

155cm  170cm  fu¨r
kleine Ko¨rpergro¨ßen angibt, so liegen nicht kleine Ko¨rpergro¨ßen aus ihrer Sicht in
der Menge

1cm  300cm nm

155cm  170cm o	

1cm  155cm p8

170cm  300cm  .
Definition 2 Seien ˜A und ˜B unscharfe Begriffe u¨ber dem Kontextmaßraum

^? 2 b  P
b
 . Dann werden Schnitt, Vereinigung und Komplement wie folgt definiert:
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  Schnitt ˜A 4 ˜B: Γ
˜A
5
˜B  c  : 	 Γ ˜A  c p4 Γ ˜B  c 
  Vereinigung ˜A 8 ˜B: Γ
˜A 9 ˜B  c  : 	 Γ ˜A  c p8 Γ ˜B  c 
  Komplement ˜A : : Γ
˜A
;

c  : 	 Γ
˜A  c  :
Fu¨r die Verknu¨pfung der zugeho¨rigen Plausibilita¨tsdichten gilt damit
Satz 1 Fu¨r Schnitt, Vereinigung und Komplement von Begriffen gelten
  max  0  pl
˜A  u rq pl ˜B  u s 1 t pl ˜A 5 ˜B  u ﬂt min  pl ˜A  u 6 pl ˜B  u 6
  min  1  pl
˜A  u pq pl ˜B  u 6Pt pl ˜A 9 ˜B  u @t max  pl ˜A  u 6 pl ˜B  u 6
  pl
˜A ;  u A	 1  pl ˜A  u 
Die Beweise findet man z. B. in [KGK95]. Direkt aus Definition 2 folgt ein Spe-
zialfall von Satz 1, der im weiteren Verlauf beno¨tigt wird.
Korollar 2 Seien ˜A und ˜B unscharfe Begriffe u¨ber dem Kontextmaßraum

^u 2 b  P
b
 . Falls die Mengen Γ
˜A  c  und Γ ˜B  c  fu¨r alle Kontexte c 
j^ disjunkt
sind, gelten:
  pl
˜A
5
˜B v 0
  pl
˜A 9 ˜B v pl ˜A q pl ˜B
Insbesondere die leere Schnittmenge erscheint zuna¨chst nicht intuitiv, wenn man
Plausibilita¨tsdichten z. B. von ˜A und ˜A : betrachtet. Die beiden Funktionen u¨ber-
lappen sich offensichtlich, weshalb man einem u 
  im ¨Uberlappungsbereich
mit Plausibilita¨tsgrad pl
˜A  u  den Begriff ˜A und entsprechend mit Grad pl ˜A
;

u ﬂ	
1  pl
˜A  u  das Komplement ˜A : zuordnet. Aus dieser Sicht erwartet man, dass zu-
mindest mit gewissem Plausibilita¨tsgrad eine unscharfe Schnittmenge existiert, so
wie das in der klassischen Theorie unscharfer Mengen der Fall ist (Minimumbil-
dung der Zugeho¨rigkeitsfunktionen). Auf der anderen Seite jedoch erkla¨rt jeder
Kontext c die Begriffe ˜A und ˜A : fu¨r disjunkt; innerhalb des Kontextmodells exi-
stiert keine Evidenz fu¨r eine nichtleere Schnittmenge. Wir geben daher
Definition 3 Seien ˜A und ˜B unscharfe Begriffe u¨ber dem Kontextmaßraum

^u 2 b  P
b
 .
˜A und ˜B heißen disjunkt genau dann, wenn Γ
˜A  c  und Γ ˜B  c  fu¨r alle
c 
_^ disjunkt sind.
Zwei disjunkte Begriffe ˜A und ˜B werden also nach Korollar 2 verknu¨pft. Man sieht
leicht, dass Komplementbildung, Schnitt- und Vereinigungsoperation disjunkter
Begriffe den Axiomen unscharfer Mengenoperationen gehorchen; insbesondere ist
die Schnittoperation eine t-Norm und die Vereinigungsoperation eine co-t-Norm.
Kapitel 3
Stand der Technik
Wir geben hier einen ¨Uberblick u¨ber Ansa¨tze fu¨r regelbasiertes Schließen im Be-
reich unscharfer Informationsverarbeitung und beurteilen sie bezu¨glich der gestell-
ten Ziele und Anforderungen, die in Abschnitt 1.3 erla¨utert wurden:
1. Mehrstufiges unscharfes Schließen
2. Effizienz hinsichtlich Speicher- und Rechenaufwand
3. Versta¨ndlichkeit und Exaktheit unscharfer Ergebnisse
4. Integration von Informationen verschiedener Semantiken
Bis auf die Ansa¨tze aus dem Bereich spezieller Funktionsapproximatoren be-
schra¨nken wir uns von vornherein auf Verfahren, die mehrstufiges unscharfes
Schließen erlauben, also die erste Anforderung erfu¨llen.
Wir werden die Ansa¨tze in drei Klassen einteilen, die beschreiben, wie eine mehr-
stufige Inferenz berechnet wird, und so direkt Bezug auf Anforderung 2 nehmen.
V1: Mehrstufiges Schließen auf grobgranularer Ebene
V2: Einstufiges Schließen auf grobgranularer Ebene, vor Einsatz der na¨chsten
Stufe Schritt auf feingranularer Ebene
V3: Mehrstufiges Schließen auf feingranularer Ebene
Ein Ziel der Arbeit ist, zu einem V1-Verfahren zu gelangen. Ein Verfahren, das
mehrstufiges Schließen auf grobgranularer Ebene ermo¨glicht, ist sehr effizient,
weil das Wissen durch wenige, grobgranulare Informationseinheiten repra¨sentiert
und auf dieser Ebene auch verarbeitet wird. Rechen- und Speicheraufwand eines
V1-Verfahrens ha¨ngen damit nur von der Anzahl der grobgranularen Informatio-
nen ab. Bei V2-Verfahren ist vor dem Einsatz jeder Regelstufe ein teurer Schritt auf
feingranularer Ebene no¨tig und V3-Verfahren operieren ausschließlich auf feingra-
nularer Ebene, weshalb sie extrem aufwa¨ndig sind.
Fu¨r eine Beurteilung der Ansa¨tze bzgl. der Anforderungen 3 und 4 beno¨ti-
gen wir noch eine Klassifikation verschiedener Arten der Semantik unscharfer
Begriffe bzw. Mengen. In den meisten theoretischen Arbeiten wird nicht defi-
niert, was der Zugeho¨rigkeitsgrad zu einer unscharfen Menge konkret bedeutet;
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als eher philosophischer Ansatz werden vage Bedeutungen wie Wahrheitsgrad
[Zad75, Haj99, DP91b] oder Possibilita¨t [Zad78, DP88, DP91a] angenommen.
Auf Basis dieser vagen Bedeutungen werden Axiome definiert, die fu¨r die Ver-
knu¨pfung von Zugeho¨rigkeitsgraden gelten sollen. Was aber z. B. die Zahl 0,7 als
Zugeho¨rigkeitsgrad bedeutet und wo sie herkommt, bleibt offen. Wir bezeichnen
solche Erkla¨rungen von Zugeho¨rigkeitsgraden als abstrakte Semantik. Im Ge-
gensatz dazu stehen Ansa¨tze wie das Kontextmodell aus Abschnitt 2.3, welche die
Bedeutung der Zugeho¨rigkeitsgrade konkret festlegen; wir nennen dies im weite-
ren Verlauf konkrete Semantik unscharfer Mengen.
Fu¨r Anforderung 3 pru¨fen wir, ob die unscharfen Schlu¨sse der Verfahren gleich-
zeitig auf grobgranularer Ebene (Versta¨ndlichkeit) und feingranularer Ebene (Ex-
aktheit) dargestellt werden. Dabei verlangen wir, dass die unterliegenden Theori-
en auf einer konkreten Semantik beruhen und die Beziehung zwischen grob- und
feingranularer Ebene wohldefiniert ist. Schließlich untersuchen wir fu¨r Anforde-
rung 4, ob die Ansa¨tze Informationen verarbeiten ko¨nnen, die sich hinsichtlich der
Art und Ordnung der Unscha¨rfe oder der Form der Beschreibung unterscheiden.
Dabei mu¨ssen diese verschiedenen Qualita¨ten von Informationen konkrete Seman-
tiken aufweisen, damit wir deren korrekte Integration sicherstellen ko¨nnen.
In der Literatur1 u¨ber regelbasiertes unscharfes Schließen wird zwischen unschar-
fen Produktionsregeln2 und Verfahren unterschieden, die auf dem Prinzip von
Kombination/Projektion beruhen. Das Prinzip von Kombination/Projektion haben
wir bereits in Abschnitt 2.2 als klassisches Verfahren fu¨r unscharfes Schließen
besprochen. Insbesondere die Effizienzprobleme werden mit unscharfen Produkti-
onsregeln gemindert, wie wir unten sehen werden. Daru¨ber hinaus betrachten wir
den Regler von MAMDANI als Sonderfall der beiden genannten Ansa¨tze sowie in-
terpolierendes unscharfes Schließen und spezielle Funktionsapproximatoren, die
insbesondere im Bereich unscharfer Regelung benutzt werden.
Prinzip von Kombination/Projektion (PKP) [Zad75, Zad79] Regeln werden
auf grobgranularer Ebene formuliert, aber auf feingranularer Ebene als unscharfe
Relationen auf dem kartesischen Produkt der zugrunde liegenden Universen for-
malisiert. Die Modellierung bewegt sich damit auf feingranularer Ebene. Fu¨r die
Berechnung des unscharfen Schlusses mit der sup-min-Komposition (2.3) bildet
man das Supremum u¨ber den Einzelheiten u 
 . Dieser Inferenzvorgang spielt
sich also ebenfalls auf feingranularer Ebene ab. Damit geho¨ren diese Verfahren
zur Klasse V3. Das unscharfe Ergebnis einer Inferenz ist außerdem nicht auf grob-
granularer Ebene beschreibbar. Es liegt als unscharfe Menge auf feingranularer
Ebene vor, die von den unscharfen Begriffen der Regelkonsequenzen losgelo¨st
1siehe z. B. [DP91a, YT97]
2engl. fuzzy production rules
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ist; Anforderung 3 wird nicht erfu¨llt. Die Verfahren des PKP waren zuna¨chst nur
mit einer abstrakten Semantik ausgestattet. So la¨sst sich in der Possibilita¨tstheo-
rie z. B. die sup-min-Komposition mit GO¨DELS Inferenzrelation [Got89] auf ab-
strakter Ebene eindeutig als Inferenzmechanismus herleiten [Spo94, Spo99]. Un-
ter Annahme der sup-min-Komposition als Inferenzmechanismus gelingt mit dem
Kontextmodell die Herleitung der Go¨delrelation auf der Basis einer konkreten Se-
mantik [Geb92, GK93b]. Insgesamt ist uns aber keine vernu¨nftige Erkla¨rung des
Gesamtmechanismus auf der Basis einer konkreten Semantik bekannt, womit An-
forderung 4 fa¨llt.
Unscharfe Produktionsregeln (UPR) Eine Inferenz auf der Basis unscharfer
Produktionsregeln besteht aus vier Schritten:
1. Mustervergleich3: Vergleich einer unscharfen Eingabe mit den Antezeden-
zien der Regeln
2. Regelauswahl: Wahl der Regeln, deren Antezedens
”
genu¨gend“ mit der Ein-
gabe u¨bereinstimmt
3. Feuern: partielles Aktivieren der Konsequenzen der gewa¨hlten Regeln
4. Adaption: Die Konsequenzen der Regeln werden abha¨ngig vom Aktivie-
rungsgrad modifiziert und zusammengefasst.
Der Mustervergleich einer unscharfen Eingabe ˜A R mit einem Antezedens ˜A resul-
tiert in einem Skalar. Dieser kann die ¨Ubereinstimmung von ˜A R und ˜A hinsichtlich
verschiedener Kriterien messen; gebra¨uchlich sind Konsistenz, z. B. eine Form von
Mo¨glichkeit Π

˜A  ˜A R  [CFP82], und ¨Ahnlichkeit, wie etwa eine unscharfe Version
des Hausdorff-Abstands [DP83]. Die Berechnung des Skalars wird auf feingra-
nularer Ebene durchgefu¨hrt. Anschließend werden alle Regeln herausgesucht, bei
denen die ¨Ubereinstimmung des Antezedens mit der unscharfen Eingabe einen
Schwellenwert, im Zweifelsfall null, u¨berschreitet. Die zugeho¨rigen Konsequen-
zen werden u¨ber den Grad der ¨Ubereinstimmung modifiziert und zusammengefasst
(Konsistenzverfahren [MS89], ¨Ahnlichkeit [DP83]). Dieser Inferenzvorgang spielt
sich auf grobgranularer Ebene ab, da pro Regel nur ein Skalar von dem Anteze-
dens zum Konsequens gereicht wird. Am Eingang der na¨chsten Regelschicht muss
aber wieder eine aufwa¨ndige Messung der ¨Ubereinstimmungen auf feingranularer
Ebene durchgefu¨hrt werden. Damit geho¨ren die meisten Verfahren auf der Basis
von Produktionsregeln zur Klasse der V2-Verfahren. Eine Ausnahme ist der Regler
von MAMDANI, bei dem der ¨Ubergang von einer zur na¨chsten Schicht auf grobgra-
nularer Ebene berechnet werden kann [CP96]. Bei Anforderung 3 unterscheiden
sich verschiedene Methoden von UPR. Bei dem Ansatz in [YT97] wird nur eine
3engl. pattern matching
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heuristische Interpretation der Schlu¨sse auf grobgranularer Ebene ohne jegliche
Semantik angegeben; das gilt ebenso fu¨r die Berechnung des Schlusses auf fein-
granularer Ebene. Beim Regler von MAMDANI ergeben sich exakte Schlu¨sse auf
feingranularer Ebene, die auf grobgranularer Ebene nicht sinnvoll gedeutet wer-
den ko¨nnen. Sehr interessant ist der Ansatz in [MS89], der Anforderung 3 nahezu
erfu¨llt. Er basiert aber auf einer axiomatisch definierten, abstrakten Semantik, de-
ren Relevanz fu¨r praktische Anwendungen unklar ist. Daher wird Anforderung 4
nicht erfu¨llt.
Regler von MAMDANI [MA75] Dieser Ansatz nimmt insofern eine Sonderstel-
lung ein, als er sowohl dem Prinzip von Kombination/Projektion als auch den Pro-
duktionsregeln zugeordnet werden kann. Zudem geho¨rt er zu den V1-Verfahren,
wie die Ergebnisse in [CP96] zeigen. Die unscharfen Schlu¨sse sind nicht auf grob-
granularer Ebene interpretierbar, wie bereits bei den UPR erwa¨hnt wurde. Der An-
satz von MAMDANI la¨sst sich mit abstrakter Semantik herleiten [Wei95a, Wei95b]
und zumindest approximativ mit konkreter Semantik belegen (Gleichheitsrelatio-
nen) [KK93, KGK95].
Interpolierendes unscharfes Schließen Ein V1-Verfahren ist der Ansatz in
[SH98], der unscharfes Schließen auf der Basis von Interpolation4 [KH93] und
Analogien5 realisiert. Dabei wird ein Abstand zwischen der unscharfen Eingabe
˜A R und dem Antezedens ˜A gemessen und auf die Seite des Konsequens u¨bertragen.
Die Berechnung nimmt auch Ru¨cksicht auf die Unscha¨rfe der benutzten Infor-
mationen. Unklar bleibt, wie eine Inferenz mit mehreren Regeln berechnet wird.
Die Autoren deuten lediglich fu¨r zwei Regeln eine Art linearer Interpolation an.
Unscharfe Schlu¨sse liegen nur auf feingranularer Ebene vor, Anforderung 3 wird
nicht erfu¨llt. Weiterhin wird den unscharfen Mengen keinerlei Semantik unterlegt.
Die Definition des Abstandsmaßes weist zwar auf die implizite Annahme einer
Semantik auf Basis von ¨Ahnlichkeiten hin; ob und wie sich auf diese Weise aber
der Inferenzmechanismus herleiten la¨sst, bleibt offen. Damit wird Anforderung 4
verletzt.
Spezielle Funktionsapproximatoren Zu dieser Klasse geho¨ren der Regler von
TAKAGI/SUGENO [TS84], radiale Basisfunktionen6 [Pow87, PG90], Fuzzy Ba-
sis Functions [WM92, ZS94, KM95], ANFIS [Jan92, Jan93], die Sugeno-Variante
von NEFPROX [NK99] und Spline-basierte Systeme [BH94, BH95, ZK96, ZK99].
Wir bezeichnen sie als Pseudo-V1-Verfahren, da sie vom Rechenaufwand her in
4engl. interpolative reasoning
5engl. analogical reasoning
6engl. radial basis functions (RBFs)
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die Klasse V1 eingeordnet werden ko¨nnen; sie realisieren allerdings kein unschar-
fes Schließen. Es handelt sich um spezielle Approximatoren scharfer Funktio-
nen, die zwar als regelbasiert interpretiert werden ko¨nnen, aber u¨ber keine kon-
krete Semantik verfu¨gen (rein funktionale Ansa¨tze). Im Bereich unscharfer Re-
gelung verdra¨ngen die Funktionsapproximatoren in immer sta¨rkerem Maße den
Regler von MAMDANI, weil dessen Schließverhalten einige Anomalien aufweist
[Mik99, LH95]. Weiterhin ist MAMDANIS Ansatz, wie auch die anderen Ansa¨tze,
die auf dem Prinzip von Kombination/Projektion basieren oder zur Klasse der Pro-
duktionsregeln geho¨ren, ungeeignet, um gegebene Daten zu approximieren. Die
Bedeutung der Funktionsapproximatoren im Bereich unscharfer Regelung qualifi-
ziert sie trotz mangelhafter Semantik als Ansatz unscharfer Informationsverarbei-
tung. Wir werden sehen, dass der Ansatz dieser Arbeit als eine Verallgemeinerung
dieser Verfahren verstanden werden kann.
PKP UPR MAMDANI Interpol. Approx.
mehrstufiges Schließen w w w w x
Effizienz x y w w w
Versta¨ndlichkeit
und Exaktheit y y y x x
Semantik y y y x x
Tabelle 3.1: Leistungen verschiedener Ansa¨tze im Vergleich
Tabelle 3.1 fasst noch einmal die vorgestellten Ansa¨tze hinsichtlich der Erfu¨llung
der gestellten Anforderungen zusammen.
”
q “ bedeutet erfu¨llt,
”
X “ teilweise erfu¨llt
und
”
 “ heißt nicht erfu¨llt. Bei Effizienz steht
”
q “ fu¨r ein V1-Verfahren,
”
X “ fu¨r
V2 und
”
 “ fu¨r V3. Eine konkrete Semantik erha¨lt in der vierten Zeile ein
”
q “,
eine abstrakte Semantik
”
X “ und keine Semantik
”
 “. Der Ansatz von MAMDANI
wird insgesamt am besten bewertet. Auch dies verdeutlicht, warum das Verfahren
so popula¨r ist.
Insgesamt ist festzustellen, dass keiner der bekannten Ansa¨tze mehr als zwei der
vier Anforderungen befriedigend erfu¨llt. An dieser Stelle setzt unsere Theorie an,
die effizientes mehrstufiges Schließen erlaubt, auf einer konkreten, praxisrelevan-
ten Semantik basiert und gleichermaßen versta¨ndliche wie exakte Ergebnisse lie-
fert.

Kapitel 4
Modellierung granularen Wissens
Das Ziel dieses Abschnitts ist, die Granularisierung oder Vergro¨berung von Wis-
sen zu formalisieren. Dabei unterscheiden wir zwei Aspekte: die einfache Grob-
heit von Informationen und die Partitionierung von Universen. Zuna¨chst einmal
ko¨nnen wir einer Variablen einen unscharfen Wert in Form einer unscharfen Men-
ge zuordnen. Wir geben uns mit dem groben, unscharfen Wert zufrieden, wenn
wir keine genauere Aussage treffen ko¨nnen oder eine pra¨zisere Information in der
Anwendung irrelevant ist. Diese Aspekte haben wir in Kapitel 2 diskutiert. Wenn
wir aber feststellen, dass wir in einer Anwendung nur wenige unscharfe Werte
einer Variablen unterscheiden ko¨nnen oder mo¨chten, dann vergro¨bern oder parti-
tionieren wir das Universum, also die Menge mo¨glicher Werte der Variablen. So
kann die Ko¨rpergro¨ße nicht mehr beliebige unscharfe Werte als unscharfe Mengen
u¨ber

1cm  300cm  annehmen, sondern nur noch in einer Menge unscharfer Begrif-
fe wie  sehr klein, klein, normal, groß, sehr groß  liegen. Wissen u¨ber den Wert
der Variablen formulieren wir dann ausschließlich mit den unscharfen Begriffen.
Fu¨r die Versta¨ndlichkeit und Exaktheit unscharfer Informationen ist es entschei-
dend, die Beziehung zwischen den Darstellungen auf grobgranularer und fein-
granularer Ebene klar zu definieren. Die unscharfen Grundbegriffe einer Partiti-
on spiegeln gewissermaßen den Wortschatz des Entwicklers wider, wenn er u¨ber
Werte von Variablen spricht. Da ein unscharfer Begriff formal durch eine unschar-
fe Menge dargestellt wird, liegt der unscharfe Wert der Variablen gleichzeitig auf
grobgranularer Ebene als unscharfer Begriff und auf feingranularer Ebene als un-
scharfe Menge vor. Eine Aussage der Form
”
Variable x hat den unscharfen Wert
˜A.“ ist einerseits versta¨ndlich, da wir ˜A einen Begriff aus unserem Wortschatz zu-
ordnen ko¨nnen, und andererseits wohldefiniert, da wir seine Bedeutung auf fein-
granularer Ebene kennen.
Liegt aber eine beliebige unscharfe Beobachtung vor, so kennen wir nur die un-
scharfe Menge auf feingranularer Ebene. Fu¨r diesen Fall mu¨ssen wir eine Inter-
pretation auf grobgranularer Ebene finden, die unscharfe Begriffe aus unserem
Wortschatz benutzt.
In diesem Kapitel widmen wir uns dem Problem, wie unscharfe Begriffe und un-
scharfe Mengen bzw. unscharfe Aussagen auf grobgranularer und feingranularer
Ebene semantisch zusammenha¨ngen. In der Literatur wird die Bidirektionalita¨t des
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Zusammenhangs zwischen grobgranularer und feingranularer Darstellung bisher
nicht betrachtet. Im Allgemeinen wird Wissen auf grobgranularer Ebene entworfen
und dann auf feingranularer Ebene verarbeitet. So wird zwar der Entwurf auf der
versta¨ndlichen Ebene unscharfer Begriffe durchgefu¨hrt, doch geht die Versta¨nd-
lichkeit wa¨hrend der Verarbeitung verloren. Der Schritt zuru¨ck auf die grobgranu-
lare Ebene ist nicht vorgesehen.
Die Grundidee aller weiteren Betrachtungen ist die Kombination von Begriffen,
die wir auch in der allta¨glichen Sprache benutzen. Dort treffen wir nichteindeuti-
ge Zuordnungen wie
”
Der Mann war groß bis sehr groß.“ oder
”
Die Haarfarbe ist
weniger hellblond, eher mittelblond.“ Wir beschreiben Beobachtungen also durch
die Kombination von unscharfen Begriffen, welche in dieser Weise unseren Ba-
siswortschatz bilden. Dabei versehen wir unscharfe Begriffe aus dem Basiswort-
schatz mit Gewichtungen wie eher oder weniger und kombinieren sie zu neuen
unscharfen Werten. Formal gesehen bildet der Basiswortschatz auf diese Weise
ein Erzeugendensystem fu¨r unscharfe Werte.
Wir werden in diesem Kapitel kla¨ren, wie wir Gewichtungen und die Kombinati-
onsoperatoren mathematisch formalisieren. Als Ergebnis erhalten wir ein seman-
tisch fundiertes Verfahren, das aus einer versta¨ndlichen Kombination unscharfer
Begriffe einen unscharfen Wert in Form einer unscharfen Menge erzeugt. Wir be-
zeichnen diesen Vorgang als Synthese einer unscharfen Menge. Umgekehrt geben
wir Verfahren an, um aus einer unscharfen Menge eine Kombination von Begriffen
abzuleiten, was dann der Interpretation einer unscharfen Beobachtung entspricht.
Wir nennen dies Analyse einer unscharfen Menge.
Synthese und Analyse sind grundlegend neue Ansa¨tze fu¨r die Darstellung unschar-
fer Informationen. Wir werden im weiteren Verlauf der Arbeit sehen, dass sie den
Grundstein fu¨r die Versta¨ndlichkeit unscharfer Schlu¨sse und die Effizienz unschar-
fer Informationsverarbeitung legen.
In Abschnitt 4.1 zeigen wir, wie man Universen partitioniert. Wir bauen das Ver-
fahren auf den Anforderungen Vollsta¨ndigkeit und Konsistenz der Partition auf, die
wir vom scharfen auf den unscharfen Fall u¨bertragen. Daraus resultiert die elemen-
tare Definition eines unscharfen Grundbegriffs. Anschließend formalisieren wir in
Abschnitt 4.2 die Kombination von Grundbegriffen, insbesondere definieren wir
die Synthese und Analyse unscharfer Mengen.
4.1 Partitionierung von Universen
Einer der zentralen Punkte dieser Arbeit ist die Partitionierung von Universen
durch unscharfe Begriffe. Als Beispiel betrachten wir wiederum mo¨gliche Ko¨rper-
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gro¨ßen erwachsener Ma¨nner im Bereich

1cm  300cm  . Fu¨r viele Entscheidungen
reicht es aus, die Ko¨rpergro¨ße nur grob zu kennen. Beim Autofahren werden wir
z. B. kleine Personen auf der Ru¨ckbank und große Personen auf den Vordersitzen
platzieren. Wir teilen also die Grundmenge

1cm  300cm  in Bereiche auf, die in
unserer Anwendung mit Bedeutungen belegt sind. Fu¨r Personenbeschreibungen
werden wir etwa fu¨nf Bereiche erwarten, die wir mit den unscharfen Begriffen
sehr klein, klein, normal, groß und sehr groß bezeichnen ko¨nnen. Diese Begrif-
fe bilden die Partition des Universums und gleichzeitig den Grundwortschatz, das
Vokabular, auf dessen Basis Schlu¨sse gezogen werden. Grundsa¨tzlich nehmen wir
an, dass die Feinheit der Partition der Anwendung angemessen ist, wobei wir nur
endliche Partitionen betrachten.
Wir stellen an eine Partition folgende Anforderungen. Sie soll ein Universum so
vergro¨bern, dass
1. das ganze Universum erfasst wird: Jede mo¨gliche feingranulare Aussage
muss von der Partition eingefangen werden.
2. maximale Differenzierung gewa¨hrleistet wird: Aussagen, die auf grobgranu-
larer Ebene unterscheidbar sind, mu¨ssen durch die Partition getrennt werden.
Die Anforderungen lassen sich formal durch zwei Eigenschaften beschreiben:
Vollsta¨ndigkeit und Konsistenz. Im Fall einer scharfen Einteilung eines Univer-
sums in Teilbereiche bedeutet das:
  Eine Einteilung ist vollsta¨ndig, wenn sie den gesamten Wertebereich u¨ber-
deckt, d. h. wenn die Vereinigung der Teilbereiche die Grundmenge ergibt.
  Eine Einteilung ist konsistent, wenn sich die Teilbereiche nicht u¨berlappen.
Im Beispiel der Ko¨rpergro¨ßen ist eine Einteilung des Bereiches

1cm  300cm 
vollsta¨ndig, wenn jede scharfe Ko¨rpergro¨ße mindestens einem Teilbereich zuge-
ordnet werden kann. Die Einteilung ist konsistent, wenn jede scharfe Ko¨rpergro¨ße
ho¨chstens einem Teilbereich angeho¨rt. Eine vollsta¨ndige und konsistente Eintei-
lung nennen wir Partitionierung, das Resultat eine Partition.
Um zu einer unscharfen Partition zu gelangen, verallgemeinern wir den Begriff
einer scharfen Partition im Sinne des Kontextmodells aus Abschnitt 2.3.1. Das
Ergebnis ist eine Einteilung des Universums in unscharfe statt in scharfe Men-
gen. Im Kontextmodell wird eine unscharfe Menge als Abstraktion u¨ber einer
Menge von Kontexten definiert. Jeder Kontext bestimmt eine scharfe Menge,
die mit der Wahrscheinlichkeit des Kontextes gewichtet wird. Die gewichteten
Mengen werden schließlich zusammengefasst, wodurch die unscharfe Menge als
Plausibilita¨tsdichte determiniert wird. Wir verallgemeinern scharfe Partitionen auf
die gleiche Weise zu einer unscharfen Partition, wie wir die scharfen Mengen
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zu einer unscharfen Menge kombiniert haben. Jeder Kontext liefert eine schar-
fe Partition des Universums. Wenn wir k Teilbereiche annehmen, erhalten wir
auf diese Weise k Plausibilita¨tsdichten. Wir bitten z. B. n Personen, den Bereich
	

1cm  300cm  in Bezug auf die Ko¨rpergro¨ße von Ma¨nnern in fu¨nf scharfe,
disjunkte Mengen aufzuteilen, also zu partitionieren. Die Intervalle sollen die Be-
griffe ˜B 
Cz	{ sehr klein,klein,normal,groß,sehr groß  modellieren. Wir erhalten
von der Person c fu¨r jeden Begriff ˜B eine Menge Γ
˜B

c  . Fu¨r jeden Begriff bilden
wir u¨ber den Kontextmaßraum die Plausibilita¨tsdichte. Abbildung 4.1 zeigt das
Ergebnis einer Befragung von 22 Personen.
Wir verlangen bei dieser Vorgehensweise, dass jeder Kontext eine scharfe Par-
tition der Grundmenge generieren muss, die also vollsta¨ndig und konsistent ist.
Diese Forderung scheint sehr stark, was wir uns anhand des Beispiels der Ko¨rper-
gro¨ßen veranschaulichen ko¨nnen: Eine Person hat u. U. Schwierigkeiten, erstens
die Grenze zwischen zwei Bereichen genau anzugeben und zweitens bestimmte
Ko¨rpergro¨ßen eindeutig einem Begriff zuzuordnen. Diese Unscha¨rfe modellieren
wir aber mit unserem Ansatz ebenfalls, wenn auch indirekt: Wir erzwingen zwar
in jedem Kontext eine scharfe Aussage, dies geschieht aber vor dem Hintergrund,
dass die Unsicherheit jedes Kontextes durch die Variation in den Aussagen aller
Kontexte ausgedru¨ckt wird. Damit geben wir
Definition 4 Eine endliche Menge C unscharfer Begriffe u¨ber einem Kontextmaß-
raum

^? 2 b  P
b
 heißt unscharfe Partition des Universums  , wenn die vagen
Charakteristika Γ
˜B der unscharfen Begriffe ˜B 
|C folgende Bedingungen erfu¨llen:
Fu¨r alle c 
\^ gilt
¨Uberdeckung: }
˜B 2W~
Γ
˜B

c A	 (4.1)
paarweise Disjunktheit:  ˜A 	 ˜B 
C : Γ
˜A  c p4 Γ ˜B  c 	 /0 (4.2)
Ein Element einer unscharfen Partition heißt unscharfer Grundbegriff.
Jeder Kontext c bringt so eine scharfe Partition des Universums  hervor. Alle
Bereiche Γ
˜B

c  dieser scharfen Partition werden dadurch mit der gleichen Wahr-
scheinlichkeit P
b

c  belegt. Die Definition ko¨nnte dahingehend erweitert werden,
dass jeder Grundbegriff durch eine eigene Kontextmenge gebildet wird. Beispiels-
weise ko¨nnten fu¨r jeden Grundbegriff andere Personengruppen befragt werden; die
Begriffe werden dann unabha¨ngig voneinander definiert. Da die Elemente einer
Partitionierung aber wegen der Vollsta¨ndigkeit und Konsistenz inha¨rent abha¨ngig
voneinander sind, erscheint eine Erweiterung auf mehrere Kontextmengen nicht
sinnvoll.
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Abbildung 4.1: Unscharfe Ko¨rpergro¨ßen erwachsener Ma¨nner: die Plausibilita¨tsdichten der
Grundbegriffe sehr klein, klein, normal, groß und sehr groß (von links nach
rechts)
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Die Frage nach Konsistenz und Vollsta¨ndigkeit der unscharfen Partition wird mit
folgender ¨Uberdeckungseigenschaft beantwortet.
Satz 3 ( ¨Uberdeckungseigenschaft) Fu¨r die Plausibilita¨tsdichten der Begriffe ei-
ner unscharfen Partition C gilt:
 u 
 : ∑˜
B 2W~
pl
˜B

u A	 1 (4.3)
Insbesondere sind Grundbegriffe disjunkt.
Beweis:
∑˜
B 2W~
pl
˜B

u ﬂ	 ∑˜
B 2W~
∑
c 2
b

 u 2 Γ
˜B & c -
] P
b

c 
	 ∑
c 2
b
P
b

c  ∑˜
B 2W~

 u 2 Γ
˜B & c -
	 ∑
c 2
b
P
b

c 
	 1
mit der Indikatorfunktion

 Bedingung 	

1  falls Bedingung wahr
0  sonst
(4.4)
Die Disjunktheit der Grundbegriffe folgt unmittelbar aus den Definitionen 4 und 3
von Grundbegriff und Disjunktheit. 
Gleichung (4.3) beschreibt gleichzeitig die Vollsta¨ndigkeit und die Konsistenz ei-
ner unscharfen Partition. Einerseits verallgemeinert die Gleichung scharfe Voll-
sta¨ndigkeit, denn die Summe der Plausibilita¨ten muss im scharfen wie im un-
scharfen Fall gro¨ßer oder gleich eins sein. Die Verallgemeinerung liegt darin, dass
im Fall scharfer Mengen pl
˜B

u .
{ 0  1  , hier aber pl
˜B

u 


0  1  gilt. Analog
fordern wir andererseits fu¨r die Disjunktheit, dass die Summe der Plausibilita¨ten
kleiner oder gleich eins ist. Zusammen ergibt sich damit die ¨Uberdeckungseigen-
schaft (4.3).
In der Literatur findet man die ¨Uberdeckungseigenschaft auch unter dem Stichwort
partition of unity. Sie wird oft als Faustregel fu¨r den Entwurf unscharfer Granu-
larisierungen benutzt [DHR93], i. A. aber ohne pra¨zise Rechtfertigung. In unse-
rem Fall wie auch bei der Interpretation von unscharfen Mengen als Likelihood-
Funktionen [DMP93] ergibt sich die ¨Uberdeckungseigenschaft konstruktions-
bedingt aus der Theorie. Bei Likelihood-Funktionen steht allerdings nicht der Ge-
danke im Vordergrund, ein Universum vollsta¨ndig und konsistent aufzuteilen. Die-
se Eigenschaften sind nur implizit in den Axiomen der Wahrscheinlichkeitstheorie
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enthalten. Insbesondere spielt aber die Disjunktheit der unscharfen Grundbegrif-
fe, die aus der Konsistenz folgt, eine wesentliche Rolle bei der Kombination von
Grundbegriffen im folgenden Abschnitt.
4.2 Kombination unscharfer Grundbegriffe
Wie in der allta¨glichen Sprache werden wir unscharfe Grundbegriffe dazu be-
nutzen, unscharfe Beobachtungen zu beschreiben oder Aussagen zu treffen. Wir
dru¨cken eine gegebene Situation durch den Wortschatz aus, der in der Anwendung
definiert ist. Dafu¨r benutzen wir gewichtete Kombinationen von Grundbegriffen;
weiter oben haben wir mit der Aussage
”
Die Haarfarbe ist weniger hellblond, eher
mittelblond.“ schon ein Beispiel gesehen. Wa¨hrend hier Begriffe mit linguistischen
Gewichten wie weniger und eher versehen werden, greifen wir in der mathemati-
schen Formalisierung auf numerische Gewichte zuru¨ck: Wir modellieren die Ge-
wichte als Wahrscheinlichkeiten.
Unter der gewichteten Kombination unscharfer Begriffe verstehen wir die Vereini-
gung gewichteter unscharfer Begriffe. Als formale Aussage bedeutet dies
”
x 	 ˜A
mit Wahrscheinlichkeit P
~

˜A  , oder x 	 ˜B mit Wahrscheinlichkeit P
~

˜B  , oder G7G7G “
Man beachte an dieser Stelle, dass man umgangssprachlich die Disjunktion
”
oder“
gern durch
”
und“ ersetzt:
”
Der Ta¨ter war zu 70% groß und zu 30% sehr groß.“
Lediglich bei gleicher Gewichtung wird
”
oder“ benutzt:
”
Der Ta¨ter war groß oder
sehr groß.“ Formal handelt es sich aber um eine Disjunktion.
Kombinierte unscharfe Aussagen sind auf grobgranularer Ebene definiert. Wie
ein einzelner unscharfer Begriff wird auch eine Kombination unscharfer Begrif-
fe durch eine unscharfe Menge auf den Einzelheiten erkla¨rt. Die ¨Ubersetzung der
Kombination von der grobgranularen Ebene der Begriffe auf die feingranulare
Ebene der unscharfen Mengen nennen wir Synthese einer unscharfen Menge. Den
Ru¨ckweg, also die Interpretation einer unscharfen Menge durch eine Kombination
von Begriffen auf grobgranularer Ebene bezeichnen wir als Analyse der unscharfen
Menge. Abbildung 4.2 illustriert noch einmal die beiden Aspekte einer Kombina-
tion: Die versta¨ndliche unscharfe Aussage und die unterliegende unscharfe Menge
sind durch Synthese und Analyse miteinander verknu¨pft.
4.2.1 Begriffswahrscheinlichkeiten
Fu¨r alle weiteren Betrachtungen gehen wir davon aus, dass eine unscharfe Partition
C des Universums  durch unscharfe Grundbegriffe gegeben ist. Auf C definieren
wir einen Begriffsmaßraum

C 2~  P
~
 , mit dem wir die Begriffswahrschein-
lichkeiten P
~


˜B Y fu¨r ˜B 
|C messen. Der Lesbarkeit halber schreiben wir P
~

˜B 
statt P
~


˜B Y
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grobgranular
feingranular
Synthese Analyse
x ist ˜A mit 10%, ˜B mit 60% und ˜C mit 30%.
x
Abbildung 4.2: Synthese und Analyse einer unscharfen Menge
Es ist nicht trivial, dass die Konstruktion des Begriffsmaßraums vernu¨nftig ist. Das
Problem liegt darin, dass wir mit P
~

˜B  nicht nur die Wahrscheinlichkeit eines
unscharfen Begriffs als eines Elements von C messen, sondern auch die Wahr-
scheinlichkeit der unscharfen Menge ˜B 


 , die den Begriff definiert. Die
Wahrscheinlichkeit der unscharfen Menge ko¨nnten wir bei Kenntnis der Wahr-
scheinlichkeitsdichte f der Variablen x direkt bestimmen1:
P

˜B 	K
(
P

˜B  u s] f

u  du (4.5)
wobei wir ˜B durch die Likelihood-Funktion P

˜B  u  dargestellt haben. Mit un-
serem Begriffsmaßraum reduzieren wir also ein Wahrscheinlichkeitsmaß u¨ber


 auf ein Maß u¨ber C . Unsere Definition des Begriffsmaßraums ist da-
mit nur dann sinnvoll, wenn die unscharfen Mengen der Grundbegriffe im Sinne
der Wahrscheinlichkeitsrechnung disjunkt sind, also P

˜A 4 ˜B ﬂ	 0 fu¨r ˜A 	 ˜B 
|C .
Dann ko¨nnen wir die Grundbegriffe im Sinne der Wahrscheinlichkeitsrechnung
als Elementarereignisse deuten und durch die einfachen Elemente der Menge C
substituieren. Folgender Satz beweist die gewu¨nschte Eigenschaft.
Satz 4 Seien ˜A  ˜B 


 disjunkte, unscharfe Mengen, f die Wahrschein-
lichkeitsdichte der Variablen x und P das durch Gleichung (4.5) induzierte Wahr-
scheinlichkeitsmaß u¨ber



6 2 ? & (?-  . Dann gelten
P

˜A 8 ˜B ﬂ	 P

˜A pq P

˜B  (4.6)
P

˜A 4 ˜B ﬂ	 0 (4.7)
Beweis: Wir stellen die unscharfen Begriffe ˜A, ˜B durch die Likelihood-Funktionen
1gema¨ß der Formel von der totalen Wahrscheinlichkeit
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P

˜A  x  , P

˜B  x  dar. Mit Gleichung (4.5) und Korollar 2 gilt
P

˜A 8 ˜B A	K
(
P

˜A 8 ˜B  u H] f

u  du
	K
(Ł
P

˜A  u pq P

˜B  u /@] f

u  du
	K
(
P

˜A  u H] f

u  du q
(
P

˜B  u s] f

u  du
	 P

˜A rq P

˜B 
Die zweite Behauptung folgt unmittelbar aus Definition 3, Korollar 2 und der De-
finition eines Wahrscheinlichkeitsmaßes: P

˜A 4 ˜B A	 P

/0 ﬂ	 0. 
Da die Elemente einer Partition C Grundbegriffe und damit nach Satz 3 disjunkt
sind, ko¨nnen wir den Satz anwenden. Statt die Begriffswahrscheinlichkeiten auf
der feingranularen Ebene von 

 zu definieren, du¨rfen wir deshalb auf der
grobgranularen Partition C arbeiten. Wir werden daher bei allen weiteren Betrach-
tungen den Begriffsmaßraum

C 2~  P
~
 fu¨r die Gewichtung von Grundbegriffen
verwenden.
Trotz dieser formalen Vereinfachung du¨rfen wir nicht vergessen, dass wir mit der
Wahrscheinlichkeit eines unscharfen Begriffes nicht nur das Symbol aus C ge-
wichten, sondern auch die unscharfe Menge, die den Begriff definiert. Dies ist ins-
besondere dann wichtig, wenn wir die Wahrscheinlichkeit eines Begriffes bestim-
men mo¨chten, denn ein Begriff hat in unterschiedlichen Kontexten verschiedene
Bedeutungen. In unserem Fall ist die Bedeutung immer durch die unterliegende
unscharfe Menge gegeben.
4.2.2 Synthese
Eine unscharfe Aussage
”
x 	 ˜A“ ko¨nnen wir auf zwei Arten interpretieren. Einer-
seits ordnen wir der Variablen x den unscharfen Wert ˜A in Form einer unscharfen
Menge zu. Dabei haben wir den unscharfen Wert normalerweise mit einem un-
scharfen Begriff belegt, der dessen Bedeutung in der Sprache des Anwenders fest-
legt. Wir bewegen uns hier auf der grobgranularen Ebene. Auf der anderen Seite
wird ˜A durch eine unscharfe Menge auf dem Universum  der Einzelheiten defi-
niert, in unserem Fall durch eine Plausibilita¨tsdichte pl
˜A. Mit dem Wissen, dass x
den unscharfen Wert ˜A besitzt, ko¨nnen wir mit pl
˜A  u  die Plausibilita¨t messen, dass
x den scharfen Wert u annimmt. Eine gewichtete Kombination unscharfer Begrif-
fe repra¨sentiert ebenfalls einen unscharfen Wert. In diesem Abschnitt werden wir
herleiten, wie die Plausibilita¨tsdichte berechnet wird, die diesen unscharfen Wert
darstellt. Als Beispiel betrachten wir wiederum die Aussage
”
Der Ta¨ter war mit
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70% Wahrscheinlichkeit groß und mit 30% Wahrscheinlichkeit sehr groß.“ Aus
dieser grobgranularen Aussage wollen wir schließen, wie groß die Plausibilita¨t der
feingranularen Aussage
”
Der Ta¨ter war ucm groß.“ fu¨r beliebige u 
 ist.
Formal gehen wir von einem Begriffsmaßraum

C 2~  P
~
 aus. Jeder Grundbe-
griff ˜B 
`C ist durch den Kontextmaßraum

^u 2 b  P
b
 und die vagen Charakte-
ristika Γ
˜B

c  fu¨r c 
j^ definiert. Daraus berechnen wir die Plausibilita¨tsdichten
der Grundbegriffe. Wir suchen nun den Kontextmaßraum und die vagen Charak-
teristika, welche die gewichtete Kombination der Grundbegriffe darstellen. Dazu
rufen wir uns wieder ins Geda¨chtnis, wie die Plausibilita¨tsdichte eines Begriffs ˜B
berechnet wird. Jeder Kontext c legt eine scharfe Menge, das vage Charakteristi-
kum Γ
˜B

c  , als Definition des Begriffs fest. Das Vertrauen in diese Definition wird
durch die Kontextwahrscheinlichkeit P
b

c  gemessen. Die vagen Charakteristika
werden schließlich mit P
b

c  gewichtet und zusammengefasst. Liegt eine gewich-
tete Kombination unscharfer Begriffe vor, so sind die vagen Charakteristika aller
beteiligten Begriffe mo¨gliche Definitionen des unscharfen Wertes, den die Kombi-
nation darstellt. Die Menge der vagen Charakteristika der Kombination ist damit
die Vereinigung der Charakteristika aller benutzten Grundbegriffe.
Als na¨chstes mu¨ssen wir das Vertrauen in die vagen Charakteristika bestimmen.
Jeder Grundbegriff ˜B wird mit der Wahrscheinlichkeit P
~

˜B  gewichtet. Damit
vera¨ndern wir auch das Vertrauen in die Kontexte, die ˜B definieren: Wir gewichten
P
b

c  multiplikativ mit P
~

˜B  . Dies ist das u¨bliche Vorgehen in der Wahrschein-
lichkeitsrechnung, wenn ein zweistufiges Experiment durchgefu¨hrt wird, bei dem
die beiden Stufen unabha¨ngig voneinander sind. In der ersten Stufe wird die Wahr-
scheinlichkeit des Begriffs festgelegt und in der zweiten Stufe die Wahrscheinlich-
keiten der definierenden Kontexte. Das Gesamtvertrauen in den Kontext ist dann
das Produkt von Begriffs- und Kontextwahrscheinlichkeit.
Die Gewichtung der Kontextwahrscheinlichkeiten durch die Begriffswahrschein-
lichkeiten veranschaulichen wir an folgendem Beispiel. Wir lassen u¨ber die Gro¨ße
einer Person abstimmen. Jeder Befragte muss sich fu¨r eine unscharfe Gro¨ße
aus  sehr klein, klein, normal, groß, sehr groß  entscheiden. Nehmen wir einmal
P
~

normal ﬂ	 P
~

groß A	 1 d 2 als Ergebnis an. Das ko¨nnen wir so interpretieren,
als wenn zwei andere Umfragen gemacht wurden: Zwei Personengruppen (Kon-
textmengen) sollen die Gro¨ße der Person mit scharfen Mengen (vage Charakteri-
stika) definieren. Wir nehmen an, dass eine Gruppe die vagen Charakteristika von
normal, die andere Gruppe die von groß liefert. Diese zwei Umfragen ko¨nnen wir
verschmelzen, indem wir vorgeben, es wa¨re nur eine Umfrage gewesen. Dazu ver-
einigen wir die Mengen der befragten Personen (die Kontexte) und normieren die
Kontextwahrscheinlichkeiten P
b

c  entsprechend der neuen Anzahl von Kontex-
ten. Wenn die Begriffe mit unterschiedlichen Wahrscheinlichkeiten belegt werden
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(P
~

normal .	 P
~

groß  ), dann gewichten wir die Umfragen und damit die Kon-
textwahrscheinlichkeiten entsprechend.
Um die gewichtete Kombination von Grundbegriffen in das Kontextmodell einzu-
betten, mu¨ssen wir nach den vorangehenden ¨Uberlegungen einen neuen Kontext-
maßraum konstruieren. Bei einer unscharfen Partitionierung beruhen alle Grund-
begriffe auf derselben Kontextmenge ^ . Wie geschildert, werden bei der gewich-
teten Kombination die Kontextwahrscheinlichkeiten mit den Begriffswahrschein-
lichkeiten modifiziert. Da jeder Grundbegriff seine eigene Wahrscheinlichkeit hat,
ist diese Modifikation fu¨r jeden Grundbegriff verschieden. Wir mu¨ssen daher
die Kontextmenge ^ fu¨r jeden Grundbegriff duplizieren, womit wir die Kontext-
menge ^ R der Kombination bilden. Insgesamt gilt dann fu¨r den Kontextmaßraum

^
R
 2 b V  P
b
V
 der Kombination:
  Dupliziere die Menge ^ von Kontexten fu¨r jeden Grundbegriff ˜B 
|C durch
Umbenennung in ^

˜B  :
^
R : 	U}
˜B 2W~
^

˜B  (4.8)
  Bilde die neue Kontextwahrscheinlichkeit P
b
V
durch Gewichtung der alten
Kontextwahrscheinlichkeit P
b
. c

˜B  bezeichne das Duplikat des Original-
kontextes c 
\^ fu¨r ˜B.
P
b
V

c

˜B 7 : 	 P
~

˜B H] P
b

c  (4.9)
und  A ^ R : P
b
V

A  : 	 ∑
c 2 A
P
b
V

c  (4.10)
  Definiere die vagen Charakteristika Γ R

c  als triviale Fortsetzung der parti-
ellen Abbildungen
Γ R 
b
&
˜B
-

c

˜B 7 : 	 Γ
˜B

c  (4.11)
auf ^ﬂR .
Wir mu¨ssen noch beweisen, dass das so definierte P
b
V
tatsa¨chlich ein Wahrschein-
lichkeitsmaß ist.
Satz 5 Die durch die Gleichungen (4.9) und (4.10) definierte Abbildung P
b
V
ist ein
Wahrscheinlichkeitsmaß im Messraum

^
R
 2 b V  .
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Beweis: Wir zeigen die Gu¨ltigkeit der drei Axiome von Kolmogoroff.
1. Aus (4.9) folgt unmittelbar 0 t P
b
V

A @t 1 fu¨r alle A 
 2 b V .
2. P
b
V

i Ai A	 ∑i P
b
V

Ai  fu¨r disjunkte Mengen Ai 
 2 b V folgt direkt aus Glei-
chung (4.10).
3. Die Wahrscheinlichkeit der Grundmenge ^R muss eins sein:
P
b
V

^
R
ﬂ	 ∑˜
B 2W~
∑
c
&
˜B
-
2
b
&
˜B
-
P
b
V

c

˜B 7
	 ∑˜
B 2W~
P
~

˜B  ∑
c 2
b
P
b

c 
	 ∑˜
B 2W~
P
~

˜B 
	 1

Damit ko¨nnen wir formal die gewichtete Kombination von Grundbegriffen und die
Synthese einer unscharfen Menge definieren:
Definition 5 Sei C eine unscharfe Partition des Universums  mit Grundbegrif-
fen im Kontextmaßraum

^? 2 b  P
b
 , die durch das Wahrscheinlichkeitsmaß P
~
im
Begriffsmaßraum

C 2~  P
~
 gewichtet werden. Die gewichtete Kombination der
Grundbegriffe wird durch eine unscharfe Menge auf  erkla¨rt. Sie wird mit der
Plausibilita¨tsdichte identifiziert, die wir mithilfe der Gleichungen (4.8) – (4.11) auf
dem Kontextmaßraum

^
R
 2 b V  P
b
V
 berechnen. Diese Berechnung nennen wir Syn-
these der unscharfen Menge.
Fu¨r die Plausibilita¨tsdichte einer Kombination von Grundbegriffen gilt
Satz 6 (Kombination von Plausibilita¨tsdichten) Werden die Grundbegriffe ei-
ner Partition C u¨ber einen Begriffsmaßraum

C 2~  P
~
 kombiniert, so gilt fu¨r
die Plausibilita¨tsdichte pl
˜A der Kombination:
pl
˜A  u A	 ∑˜
B 2W~
P
~

˜B s] pl
˜B

u  (4.12)
Beweis: Die Grundbegriffe ˜B 
|C seien wiederum durch vage Charakteristika Γ
˜B
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mit dem Kontextmaßraum

^? 2 bﬂ P
b
 erkla¨rt. Dann gilt
pl
˜A  u 	 P
b
V
Ł
 c 
\^ R  u 
 Γ R

c 6
	 P
b
V
Ł
}
˜B 2W~
 c 
\^

˜B 3 u 
 Γ
˜B

c 6 
	 ∑˜
B 2W~
P
b
V
Ł
 c 
\^

˜B 3 u 
 Γ
˜B

c 6
	 ∑˜
B 2W~
P
~

˜B H] P
b
Ł
 c 
_^  u 
 Γ
˜B

c 6 
	 ∑˜
B 2W~
P
~

˜B H] pl
˜B

u 

Dieser Satz zeigt, dass wir die Plausibilita¨tsdichte einer Kombination direkt aus
den Plausibilita¨tsdichten der Grundbegriffe bestimmen ko¨nnen. Wir mu¨ssen nicht
den Umweg u¨ber die vagen Charakteristika gehen, wie Definition 5 suggeriert.
Dies ist insbesondere fu¨r Anwendungen wichtig, bei denen die Grundbegriffe di-
rekt u¨ber Plausibilita¨tsdichten und nicht u¨ber vage Charakteristika definiert wer-
den, vgl. die Abschnitte 6.1 und 6.4.
Die Synthese haben wir benutzt, um die Gro¨ße von Herrn G. zu bestimmen.
Die Gruppe von 22 Personen wurde zu diesem Zweck gebeten, u¨ber die un-
scharfen Mengen der Grundbegriffe  sehr klein, klein, normal, groß, sehr groß 
als mo¨gliche unscharfe Gro¨ßen abzustimmen. 41% der Befragten entschieden
sich fu¨r normal, 59% fu¨r groß, was der grobgranularen Aussage
”
Herr G. ist mit
Wahrscheinlichkeit 0,41 normal groß und mit Wahrscheinlichkeit 0,59 groß.“ ent-
spricht. Nach Satz 6 gilt fu¨r die Plausibilita¨tsdichte der Kombination pl
˜B

u .	
0,41 ] plnormal

u 3q 0,59 ] plgroß

u  . Abbildung 4.3 zeigt die Plausibilita¨tsdichten
von normal, von groß und die der gewichteten Kombination. Die gro¨ßte Plausibi-
lita¨t liegt mit 0,59 im Intervall

190cm  194cm  .
Wie bereits angedeutet, ist das vorgestellte Verfahren der Kombination nur dann
richtig, wenn die Definition der unscharfen Begriffe unabha¨ngig von der Bestim-
mung der Begriffswahrscheinlichkeiten ist. Wenn wie im Beispiel dieselben Per-
sonen u¨ber die unscharfe Gro¨ße des Mannes abstimmen, die vorher die unscharfen
Gro¨ßen normal und groß definiert haben, dann mu¨ssen wir beachten, welche Defi-
nition der Grundbegriffe sie zugrunde legen. In Abschnitt 4.2.1 haben wir erkla¨rt,
dass die Grundbegriffe immer mit den unscharfen Mengen identifiziert werden, die
sie definieren. Wu¨rden die Befragten ihre Entscheidungen fu¨r normal oder groß
nicht auf der Basis der unscharfen Mengen sondern auf der Basis ihrer eigenen
Definitionen von normal bzw. groß fa¨llen, dann mu¨ssten wir die Kombination der
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Abbildung 4.3: Die Ko¨rpergro¨ße von Herrn G. als Kombination (fett) von normaler (gestri-
chelt) und großer Ko¨rpergro¨ße (du¨nn)
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Abbildung 4.4: Die Ko¨rpergro¨ße von Herrn G. als Kombination von normaler und großer
Ko¨rpergro¨ße; Abstimmung u¨ber normal oder groß unabha¨ngig (fett) und
abha¨ngig (du¨nn) von der Definition von normal, groß
Begriffe anders definieren. Jeder Befragte wu¨rde die Gro¨ße der betrachteten Person
seiner selbst definierten scharfen Menge zuordnen. Wir erhielten scharfe Mengen
als vage Charakteristika fu¨r die Gro¨ße der Person und bildeten daraus wie in Ab-
schnitt 2.3.1 die Plausibilita¨tsdichte. Das Ergebnis wa¨re offensichtlich ein anderes,
als wenn wir aus derselben Abstimmung eine Plausibilita¨tsdichte nach Gleichung
(4.12) bestimmen. Abbildung 4.4 zeigt die Ko¨rpergro¨ße von Herrn G. als Kom-
bination sowie unter Beru¨cksichtigung der Abha¨ngigkeit der Umfragen. Letzteres
liefert i. A. genauere Aussagen. Die ho¨chste Plausibilita¨t liegt bei

185cm  186cm 
mit 0,86, gefolgt vom Intervall

186cm  190cm  mit Plausibilita¨t 0,82.
Fu¨r alle folgenden Betrachtungen setzen wir die Unabha¨ngigkeit der Definitionen
von Grundbegriffen und der Bestimmung der Begriffswahrscheinlichkeiten vor-
aus. Wir gehen davon aus, dass die Partition immer als Erstes generiert wird und
sich damit alle weiteren Aussagen auf die so definierten Grundbegriffe beziehen.
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Dieses Vorgehen ist insbesondere dann unausweichlich, wenn die Partition aus Da-
ten gewonnen wird, z. B. durch Gruppierungsverfahren wie in Abschnitt 6.1. Die
Partition wird in diesem Fall als gegeben hingenommen, und die Bestimmung der
Wahrscheinlichkeit eines Grundbegriffs ist damit unabha¨ngig von seiner Definiti-
on.
Die Grundbegriffe bilden u¨ber ihre gewichtete Kombination eine Art Erzeugen-
densystem fu¨r unscharfe Aussagen. Satz 6 zeigt, dass die gewichtete Kombination
eine Linearkombination der Plausibilita¨tsdichten ist. Wir kennen dieses Vorgehen
aus der Mathematik von Verfahren zur Funktionsapproximation. Eine Menge von
Basisfunktionen wird durch Linearkombination zu einer Zielfunktion zusammen-
gesetzt. Bei der Kombination von Grundbegriffen ist die Zielfunktion die Plausi-
bilita¨tsdichte der unscharfen Menge, welche die Kombination auf feingranularer
Ebene definiert. Diesen Zusammenhang zwischen Funktionsapproximation und
der Kombination von Grundbegriffen werden wir bei der Analyse unscharfer Men-
gen in Abschnitt 4.2.3 nutzen.
Wir erkennen nun auch den Raum mo¨glicher unscharfer Werte oder Aussagen,
den die gewichteten Kombinationen von Grundbegriffen aufspannen. Offenbar ist
dies ein linearer Unterraum von 

\ . Wir ko¨nnen mit einer Kombination also
nicht alle unscharfen Werte in 

 exakt beschreiben. Dies ist der Preis fu¨r
die Granularisierung von  , die aber die Versta¨ndlichkeit, und wie wir spa¨ter sehen
werden, auch die Effizienz beim unscharfen Schließen sicherstellt.
Fu¨r den weiteren Verlauf der Arbeit nehmen wir an, dass die Plausibilita¨tsdich-
ten der Grundbegriffe linear unabha¨ngige Funktionen sind. Falls die Plausibilita¨ts-
dichten linear abha¨ngig sein sollten, reduzieren wir sie auf einen Satz linear un-
abha¨ngiger Dichten, indem wir einige Dichten streichen. Wir verlieren dadurch
nichts, denn die gestrichenen Plausibilita¨tsdichten ko¨nnen durch eine Linearkom-
bination der nicht gestrichenen dargestellt werden. Insbesondere spannt der redu-
zierte Satz von Plausibilita¨tsdichten denselben Unterraum von 

\ auf wie
der vollsta¨ndige Satz.
Der Grund fu¨r den Wunsch linearer Unabha¨ngigkeit liegt darin, dass unter dieser
Annahme jedes Element des linearen Unterraums eindeutig durch die Plausibi-
lita¨tsdichten der Grundbegriffe beschrieben wird, denn die Dichten bilden dann
eine Basis des Unterraums. Im Hinblick auf eine unscharfe Partition von  bedeu-
tet das, dass jede Information, die durch eine unscharfe Menge aus dem linearen
Unterraum von 

 dargestellt wird, eindeutig durch eine gewichtete Kombi-
nation der Grundbegriffe dargestellt werden kann. Diese Tatsache erweist sich im
folgenden Abschnitt bei der Analyse unscharfer Mengen als sehr nu¨tzlich.
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Zusammenfassend haben wir gesehen, wie wir mit den Grundbegriffen einer Parti-
tion komplexe unscharfe Aussagen auf grobgranularer Ebene bilden ko¨nnen. Trotz
der Vergro¨berung des Universums ist unsere Ausdruckskraft damit nicht auf ein-
zelne Grundbegriffe beschra¨nkt, sondern wir ko¨nnen die Grundbegriffe zu neuen
Aussagen kombinieren. Diese sind zudem leicht versta¨ndlich, weil sie mit den
Grundbegriffen ausschließlich auf unseren Wortschatz zuru¨ckgreifen. Durch die
Synthese werden solche grobgranularen Aussagen in unscharfe Mengen u¨bersetzt,
welche die Aussagen auf feingranularer Ebene definieren. Damit liegen die Aus-
sagen gleichzeitig in versta¨ndlicher Form auf grobgranularer Ebene und wohldefi-
niert auf der Ebene der Einzelheiten vor. Den Ru¨ckschritt von unscharfen Mengen
zu grobgranularen Aussagen leiten wir im folgenden Abschnitt her.
4.2.3 Analyse
Im Fall der synthetischen Darstellung eines unscharfen Wertes durch eine Kom-
bination von Grundbegriffen wird der Wert auf grobgranularer Ebene formuliert.
In Anwendungen liegen aber oft Beobachtungen vor, die in Form einer Plausibi-
lita¨tsdichte und damit auf feingranularer Ebene gegeben sind. Der Zusammenhang
zwischen der Plausibilita¨tsdichte und den Grundbegriffen ist dann unklar. Mittels
einer Analyse soll dieser Zusammenhang hergestellt werden, indem die unscharfe
Beobachtung durch eine Kombination der Grundbegriffe approximiert wird, vgl.
Abb. 4.2. Als Ergebnis liegt dann eine leicht versta¨ndliche Beschreibung der ge-
gebenen unscharfen Beobachtung durch die Grundbegriffe vor; eine feingranulare
Information wird auf diese Weise vergro¨bert.
Kehren wir zu dem Beispiel der Ko¨rpergro¨ße von Herrn G. zuru¨ck: 22 Perso-
nen geben ein (mo¨glichst kleines) Intervall an, in dem sie die Ko¨rpergro¨ße von
Herrn G. vermuten. Wie in Abschnitt 2.3.1 bilden wir daraus die Plausibilita¨ts-
dichte pl
˜A, welche die unscharfe Ko¨rpergro¨ße ˜A des Mannes beschreibt. Das Er-
gebnis der Umfrage zeigt Abbildung 4.5 mit der gro¨ßten Plausibilita¨t von 0,68 in

187cm  188cm  . Ziel der Analyse ist die Approximation der unscharfen Messung
˜A der Ko¨rpergro¨ße durch eine gewichtete Kombination der Grundbegriffe sehr
klein, klein, normal, groß und sehr groß.
Die unbekannten Gro¨ßen bei einer Analyse sind die Wahrscheinlichkeiten der
Grundbegriffe ˜B 
 C . Wir kennzeichnen sie bei der Analyse durch P
~

˜B  ˜A  statt
P
~

˜B  um zu verdeutlichen, dass wir nicht direkt die Wahrscheinlichkeit von ˜B
angeben, sondern die bedingte Wahrscheinlichkeit von ˜B unter der Beobachtung
˜A.
Wir erwarten von der Analyse, also der Bestimmung der Begriffswahrscheinlich-
keiten, dass sie konsistent mit der Synthese aus Abschnitt 4.2.2 ist. Konsistenz
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Abbildung 4.5: Plausibilita¨tsdichte der Gro¨ße von Herrn G. aus einer Umfrage
bedeutet dabei Folgendes: Wenn wir einen unscharfen Wert durch eine gewichtete
Kombination der Grundbegriffe synthetisieren und die resultierende Plausibilita¨ts-
dichte wieder analysieren, so soll die Analyse die Begriffswahrscheinlichkeiten
der Synthese rekonstruieren. Diese Forderung ist eine zwingende Voraussetzung,
um das Versta¨ndnis unscharfer Aussagen sicherzustellen. Denn wenn wir wissen,
dass eine Aussage durch Grundbegriffe exakt dargestellt werden kann, dann soll
die Analyse diese Darstellung auch finden. Ansonsten sind Synthese und Analyse
semantisch nicht vertra¨glich und die Bedeutung unscharfer Aussagen ist unklar.
Wir definieren daher formal die Analyse eines unscharfen Wertes mit
Definition 6 Sei C eine unscharfe Partition des Universums  sowie ˜A eine un-
scharfe Menge auf  . Die Analyse von ˜A berechnet die Begriffswahrscheinlich-
keiten P
~

˜B  ˜A  so, dass die gewichtete Kombination der Grundbegriffe ˜B 
 C die
unscharfe Menge ˜A approximiert. Unter der Annahme, dass ˜A bereits eine Kombi-
nation der Grundbegriffe ˜B 
|C mit Gewichten P R
~

˜B  ist, soll gelten:

˜B 
C : P
~

˜B  ˜A 	 P R
~

˜B  (4.13)
Bei der Rekonstruktion der Begriffswahrscheinlichkeiten in (4.13) nutzen wir die
Annahme von S. 47 aus, dass die Plausibilita¨tsdichten der Grundbegriffe linear
unabha¨ngig sind. Andernfalls wa¨ren die Begriffswahrscheinlichkeiten, die ˜A defi-
nieren, nicht eindeutig bestimmt.
Grundsa¨tzlich sind zwei Ansa¨tze fu¨r die Durchfu¨hrung der Analyse denkbar. Der
erste Ansatz arbeitet auf der Ebene der Maßbasen. Hierbei werden die vagen Cha-
rakteristika Γ
˜A der Beobachtung mit den vagen Charakteristika Γ ˜B der Grundbe-
griffe verglichen. Auf dieser Basis werden die Kontextwahrscheinlichkeiten der
Grundbegriffe neu bestimmt. Im zweiten Ansatz begeben wir uns eine Ebene ho¨her
und operieren nur mit den Plausibilita¨tsdichten, a¨hnlich der Vorgehensweise bei
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der Synthese von Aussagen. Fu¨r den ersten Ansatz variieren wir bekannte Verfah-
ren aus der Literatur. Er fu¨hrt zwar in gewisser Hinsicht zu pra¨ziseren Ergebnissen
als der zweite Ansatz, verletzt aber die Forderung (4.13), wie sich zeigen wird. Im
zweiten Ansatz bilden wir den Analysevorgang auf ein Problem der Funktionsap-
proximation ab, wobei Forderung (4.13) erfu¨llt wird.
Ansatz 1 Wir benutzen in diesem Ansatz die vagen Charakteristika der Grundbe-
griffe, um die Beobachtung darzustellen. Dazu mu¨ssen wir die Gewichte der Cha-
rakteristika neu bestimmen, d. h. die Wahrscheinlichkeiten der Kontexte anpassen.
Die Beobachtung ˜A basiere auf einem Kontextmaßraum

 2 * P

 . Betrachten
wir exemplarisch das vage Charakteristikum Γ
˜B

c  eines Grundbegriffs. Die Frage
ist, wie stark ein vages Charakteristikum Γ
˜B

c  zur Darstellung der Beobachtung
beitragen kann. Offenbar kann es nur fu¨r die vagen Charakteristika Γ
˜A  d  der Be-
obachtung als Vertreter dienen, mit denen es eine gemeinsame Teilmenge besitzt:
Γ
˜B

c 4 Γ
˜A  d 	 /0. Die Relevanz von Γ ˜B  c  fu¨r die Beobachtung wird dann gerade
durch seine Plausibilita¨t
Pl
˜A  Γ ˜B  c 7ﬂ	 ∑
d 2

:
Γ
˜B & c - 5 Γ ˜A & d - gh /0
P


d  (4.14)
gemessen, wobei Pl
˜A das Plausibilita¨tsmaß der Beobachtung ist. Jedes vage Cha-
rakteristikum Γ
˜A  d  , das eine nichtleere Schnittmenge mit Γ ˜B  c  besitzt, tra¨gt so
mit seiner Wahrscheinlichkeit P


d  zur Relevanz von Γ
˜B

c  bei.
Fu¨r die Durchfu¨hrung des Verfahrens definieren wir wie bei der Synthese einen
neuen Kontextmaßraum. Die neue Kontextmenge ^ R und die vagen Charakteristi-
ka Γ R werden durch die Vorschriften (4.8) und (4.11) festgelegt. Fu¨r die Kontext-
wahrscheinlichkeit gilt dann
P
b
V

c

˜B 7 : 	 ω

c

˜B 7s] P
b

c  (4.15)
mit ω

c

˜B 7ﬂ	
Pl
˜A  Γ R  c  ˜B 77
∑c V
&
˜B
-
2
b
V
Pl
˜A  Γ R  c R  ˜B 77H] P
b

c
R

(4.16)
fu¨r alle c

˜B @
^ﬂR , wobei c

˜B  wieder das Duplikat des Kontextes c 
^ fu¨r den
Grundbegriff ˜B kennzeichnet. Der Nenner von ω

c  sorgt als Normierungsfaktor
dafu¨r, dass P
b
V
ein Wahrscheinlichkeitsmaß ist.
In der Literatur existieren Ansa¨tze fu¨r a¨hnliche Probleme, die noch beru¨cksich-
tigen, wie groß die Schnittmenge Γ
˜B

c 4 Γ
˜A  d  in (4.14) ist [Sha76, BMP95].
Dabei liegt aber die Annahme zugrunde, dass die Elemente eines vagen Charak-
teristikums gleichverteilt sind. Diese Annahme trifft schon fu¨r unser Beispiel mit
Ko¨rpergro¨ßen nicht zu. Man wu¨rde hier eher eine Wahrscheinlichkeitsdichte an-
nehmen, die ihr Maximum in der Mitte der angegebenen Mengen hat. Man kann
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die Verfahren so erweitern, dass solche Kenntnisse u¨ber die Verteilung beru¨ck-
sichtigt werden ko¨nnen, was man dann auch ausnutzen sollte. Fu¨r den ha¨ufig vor-
kommenden Fall, dass die Verteilung nicht bekannt ist, bleiben wir aber bei der
Plausibilita¨t als Gewichtung.
Vorschrift (4.15) haben wir benutzt, um die unscharfe Beobachtung der Ko¨rper-
gro¨ße von Herrn G. aus Abbildung 4.5 zu approximieren. Die du¨nne Kurve
in Abbildung 4.6 zeigt die Plausibilita¨tsdichte der Approximation. Im Intervall

185cm  186cm  besteht die gro¨ßte Plausibilita¨t mit 0,66, in

186cm  190cm  eine
unwesentlich geringere von 0,65.
Ein Vergleich der Gleichung (4.15) mit der entsprechenden Gleichung (4.9) bei
der synthetischen Kombination von Begriffen zeigt, dass diese Form der Aggrega-
tion von Informationen i. A. keine Kombination von Grundbegriffen ist. Der Un-
terschied liegt darin, dass bei der Kombination alle Kontextwahrscheinlichkeiten
eines Begriffs ˜B mit demselben Faktor, na¨mlich der Begriffswahrscheinlichkeit
P
~

˜B  , gewichtet werden. Bei Ansatz 1 fu¨r die Analyse hingegen ist jedem Kon-
text c ein eigenes Gewicht ω

c  zugeordnet. Dadurch wird die Relation der Kon-
textwahrscheinlichkeiten eines Grundbegriffs zersto¨rt und das Ergebnis kann nicht
mehr durch die Grundbegriffe ausgedru¨ckt werden.
Prinzipiell wa¨re es denkbar, die Begriffswahrscheinlichkeiten P
~

˜B  ˜A  aus den
ω

c  zu berechnen. Die Entscheidung fu¨r einen Ansatz wie Minimum-, Maximum-
oder Durchschnittsbildung ist aber schwer zu treffen und ha¨ngt stark von der An-
wendung ab. Hinzu kommt, dass diese Form der Approximation einer unscharfen
Beobachtung die Forderung (4.13) verletzt. Wir ko¨nnen das leicht am Beispiel der
Ko¨rpergro¨ße von Herrn G. verdeutlichen. In der Synthese wurde seine Gro¨ße al-
lein durch die Grundbegriffe normal und groß beschrieben (s. S. 45). Da diese
Kombination wegen der linearen Unabha¨ngigkeit der Plausibilita¨tsdichten von C
eindeutig ist, muß nach Forderung (4.13) auch die Analyse mit diesen zwei Grund-
begriffen auskommen. Da sich aber z. B. die vagen Charakteristika der Beobach-
tung ˜A und des Grundbegriffs klein u¨berlappen, wird auch der Begriff klein mit
positiver Wahrscheinlichkeit belegt. Die Unscha¨rfe der Aussage wird also durch
den Analysevorgang gro¨ßer als no¨tig; insbesondere ist das Ergebnis nicht mit der
Synthese von ˜A konsistent. Wir mu¨ssen also feststellen, dass dieser Ansatz 1 keine
Analyse im Sinne der Definition 6 ist.
Ansatz 2 In der Praxis verarbeitet man Begriffe oft auf der Basis der zugeho¨rigen
Plausibilita¨tsdichten, anstatt immer auf die Kontexte und vagen Charakteristika
zuru¨ckzugreifen. Das ist insbesondere dann unausweichlich, wenn das Speichern
aller vagen Charakteristika wegen einer zu großen Anzahl von Kontexten nicht
handhabbar ist oder wenn die Plausibilita¨tsdichten wie in Abschnitt 6.1 durch eine
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Abbildung 4.6: Approximationen der Gro¨ße von Herrn G. nach Ansatz 1 (du¨nn) und An-
satz 2 (fett)
Gruppierung von Daten gewonnen werden. Im zweiten Fall liegen nur die Plau-
sibilita¨tsdichten vor. Wir mu¨ssen also davon ausgehen, dass die Grundbegriffe im
Zweifelsfall nur in Form ihrer Plausibilita¨tsdichte gegeben sind. Wenn wir nun
eine unscharfe Beobachtung mithilfe der Grundbegriffe ausdru¨cken wollen, dann
ist das gleichbedeutend damit, die Plausibilita¨tsdichte der Beobachtung mit den
Dichten der Grundbegriffe darzustellen. Wir ko¨nnen daher die Beschreibung der
Beobachtung durch Grundbegriffe als Funktionsapproximation interpretieren: Be-
rechne die Gewichte P
~

˜B  ˜A  so, dass die gewichtete Kombination
∑˜
B 2W~
P
~

˜B  ˜A H] pl
˜B

u  (4.17)
die Beobachtung pl
˜A  u  mo¨glichst gut anna¨hert.
Funktionsapproximation ist eine klassische Aufgabe aus der Numerik. Dort wer-
den Linearkombinationen von Basisfunktionen, z. B. Polynome, benutzt um Funk-
tionen zu approximieren. Wir sehen, dass die semantische Kombination von
Grundbegriffen mathematisch identisch ist mit der algebraischen Kombination von
Basisfunktionen. Wir ko¨nnen damit die Kenntnisse aus der Mathematik nutzen, um
die Approximationsaufgabe zu lo¨sen.
Zur Bestimmung der Gewichte greifen wir auf Funktionsapproximation in Pra¨-
Hilbertra¨umen zuru¨ck. Bei diesem Ansatz wird die Fehlerfunktion
F 	E pl
˜A  ∑˜
B 2W~
α
˜B ] pl ˜B  2 (4.18)
minimiert. Aus der Theorie ist bekannt, dass dieses Optimierungsproblem eine
eindeutige Lo¨sung hat, wenn die Funktionen pl
˜B linear unabha¨ngig sind, was wir
vorausgesetzt haben. In der Praxis wird man unter Umsta¨nden die diskrete Ver-
sion des Optimierungsverfahrens bevorzugen, die unter dem Namen Methode der
4.2. KOMBINATION UNSCHARFER GRUNDBEGRIFFE 53
kleinsten Quadrate2 bekannt ist. Eine Zusammenfassung der no¨tigen Theorie und
Lo¨sungsverfahren befindet sich in Anhang B.2.
Die Optimierung bestimmt die Gewichte α
˜B, mit denen wir die Approximation ˜A R
der Beobachtung ˜A berechnen:
pl
˜A  u ﬂ pl ˜A V  u ﬂ	 ∑˜
B 2W~
α
˜B ] pl ˜B

u  (4.19)
Ziel der Analyse ist die Berechnung der Begriffswahrscheinlichkeiten P
~

˜B  ˜A  ,
die wir formal scheinbar mit den Gewichten α
˜B identifizieren ko¨nnen, wie der
Vergleich von (4.17) und (4.19) verdeutlicht. Ein bekanntes Problem bei den ge-
nannten Approximationsverfahren ist aber, dass sie u. U. negative Gewichte α
˜B
berechnen, die wir nicht als Wahrscheinlichkeiten interpretieren ko¨nnen (vgl. auch
[NK98]).
Aus Sicht der Funktionsapproximation ist der Ursprung negativer Gewichte leicht
versta¨ndlich. Dazu betrachten wir Abbildung 4.7, in der wir Grundbegriffe ˜B1,
˜B2, ˜B3 und eine unscharfe Menge ˜A sehen. Der Tra¨ger von ˜A u¨berschneidet sich
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Abbildung 4.7: Grundbegriffe ˜B1, ˜B2, ˜B3 (du¨nn, von links nach rechts) und eine unscharfe
Menge ˜A (fett)
nur mit den Tra¨gern von ˜B1 und ˜B2. In der gewichteten Kombination der Plau-
sibilita¨tsdichten ko¨nnen daher nur ˜B1 und ˜B2 einen positiven Beitrag liefern. Die
Funktionsapproximation liefert dementsprechend α1 	 0,77 und α2 	 0,23. Der
Grundbegriff ˜B3 hingegen wird mit α3 	 0,06 negativ gewichtet. Die Gewichte
wurden so normiert, dass die Summe der positiven Werte eins ergibt.
Die Ursache fu¨r die negative Gewichtung finden wir in dem Bereich S 	
supp

˜B2 r4 supp

˜B3  . Das positive Gewicht von ˜B2 bewirkt, dass die Approxima-
tion von pl
˜A im Bereich S positiv ist; pl ˜A selbst ist in S konstant null. Wenn wir
2GAUSS benutzte das Verfahren 1801, um die Bahn des Planetoiden Ceres zu berechnen.
Vero¨ffentlicht wurde es zuerst 1806 von LEGENDRE [HH92].
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Abbildung 4.8: Beobachtung (du¨nn), Approximation mit positiven Gewichten (dick) und in-
klusive negativem Gewicht (mittel, mit negativem Bereich)
˜B3 negativ gewichten, dann ko¨nnen wir die Approximation in S kleiner und damit
insgesamt pra¨ziser machen.
Wir ko¨nnen uns also gro¨ßere Approximationsgenauigkeit mit zwei Nachteilen er-
kaufen: Ein negatives Gewicht ist nicht als Wahrscheinlichkeit interpretierbar und
die Approximation von pl
˜A hat negative Bereiche. Da diese beiden Fakten in unse-
rer Formalisierung unscharfer Informationen nicht tolerierbar sind, benutzen wir
ein Verfahren, das negative Gewichte ausschließt. Es beruht auf der Feststellung,
dass ein Grundbegriff nur dann einen positiven Beitrag zur Approximation der
Beobachtung leisten kann, wenn sich die Tra¨ger des Grundbegriffs und der Beob-
achtung u¨berschneiden.
Analyseverfahren nach Ansatz 2
1. Bestimme die Menge M der Grundbegriffe, deren Tra¨ger einen nichtleeren
Schnitt mit dem Tra¨ger von ˜A haben:
M : 	 ˜B 
Cz supp

˜B p4 supp

˜A 	 /0  (4.20)
2. Berechne durch eine Minimierung der Fehlerfunktion (4.18) die Gewichte
α
˜B fu¨r alle ˜B 
C .
3. Falls negative Gewichte α
˜B auftreten, entferne die zugeho¨rigen Grundbegrif-
fe aus M.
4. Setze α
˜B 	 0 fu¨r alle ˜B 
 M und normiere die Gewichte α ˜B, so dass
∑ ˜B 2W~ α ˜B 	 1.
5. Definiere die Begriffswahrscheinlichkeiten:

˜B 
|C : P
~

˜B  ˜A  : 	 α
˜B (4.21)
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Dieses Verfahren zur Berechnung der Begriffswahrscheinlichkeiten erfu¨llt die ge-
stellten Anforderungen an eine Analyse:
Satz 7 Die Bestimmung der Begriffswahrscheinlichkeiten P
~

˜B  ˜A  durch (4.21)
mit dem Analyseverfahren nach Ansatz 2 ist eine Analyse nach Definition 6.
Beweis: P
~
ist offensichtlich ein Wahrscheinlichkeitsmaß auf

C 2~  . Wir mu¨ssen
noch zeigen, dass Forderung (4.13) erfu¨llt wird. Nach den Voraussetzungen von
Def. 6 gilt
pl
˜A v ∑˜
B 2W~
P R
~

˜B H] pl
˜B
Mit α
˜B 	 P R
~

˜B  existieren also Gewichte, welche die Fehlerfunktion (4.18) zu null
minimieren und somit Lo¨sung des Optimierungsproblems sind. Da die Lo¨sung des
Optimierungsproblems wegen der linearen Unabha¨ngigkeit der Plausibilita¨tsdich-
ten eindeutig ist, gilt P
~

˜B  ˜A  : 	 α
˜B 	 P R
~

˜B  . 
Wenden wir das Verfahren auf die Ko¨rpergro¨ße von Herrn G. aus Abbildung 4.5
an, so ergibt sich fu¨r die Approximation pl
˜A V u .	 0,414 ] plnormal  u 3q 0,586 ]
plgroß

u  , s. Abb. 4.6. Dieses Ergebnis besta¨tigt die Umfrage aus der Synthese
in Abschnitt 4.2.2, bei der 59% der Befragten Herrn G. fu¨r groß und 41% fu¨r nor-
mal groß hielten. Im Vergleich mit dem Ergebnis von Ansatz 1 ist das Ergebnis
erwartungsgema¨ß etwas ungenauer. Bei Ansatz 1 kann jedem vagen Charakteri-
stikum ein eigenes Gewicht zugeordnet werden. Im Gegensatz dazu mu¨ssen bei
Ansatz 2 alle vagen Charakteristika eines Grundbegriffs gleich gewichtet werden.
Die Approximation aus Ansatz 2 ko¨nnen wir dafu¨r aber als eine Kombination von
normal und groß interpretieren, wa¨hrend das Ergebnis von Ansatz 1 nicht mit den
Grundbegriffen beschrieben werden kann. Da die Interpretierbarkeit ein wesentli-
cher Bestandteil unscharfer Systeme im Allgemeinen und dieser Arbeit im Spezi-
ellen ist, wa¨hlen wir von nun an immer Ansatz 2 fu¨r die Analyse einer unscharfen
Beobachtung.
Mit Ansatz 2 haben wir ein Verfahren entworfen, das per Analyse unscharfe Men-
gen auf feingranularer Ebene in versta¨ndliche unscharfe Aussagen auf grobgranu-
larer Ebene u¨bersetzt. Das Vorgehen ist mit der Synthese konsistent: Wir ko¨nnen
eine symbolische Kombination unscharfer Grundbegriffe durch die Synthese in ei-
ne unscharfe Menge u¨bersetzen, und deren Analyse berechnet wiederum dieselbe
Kombination als symbolische Interpretation, vgl. Abb. 4.2. Als Ergebnis ko¨nnen
wir unscharfe Informationen effizient und versta¨ndlich auf grobgranularer Ebene
verarbeiten, ohne die Exaktheit der feingranularen Ebene zu verlieren.
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4.3 Zusammenfassung
In diesem Kapitel haben wir gezeigt, wie man ein Universum vergro¨bert. Wir abs-
trahieren von Einzelheiten und partitionieren das Universum durch wenige un-
scharfe Mengen, die mit unscharfen Begriffen belegt sind. Die unscharfen Begriffe
haben in der jeweiligen Anwendung eine konkrete Bedeutung. Daher begeben wir
uns mithilfe einer Partitionierung von der feingranularen Ebene der Einzelheiten
auf die grobgranulare Ebene unseres Versta¨ndnisses.
Damit eine unscharfe Partition einerseits das gesamte Universum erfasst und ande-
rerseits unterscheidbare Aussagen trennt, haben wir die Eigenschaften Vollsta¨ndig-
keit und Konsistenz von scharfen Partitionen verallgemeinert. Daraus resultiert
die ¨Uberdeckungseigenschaft unscharfer Partitionen, die bisher nur als Daumen-
regel vorgeschlagen wurde [DHR93] oder implizit Teil von Modellannahmen war
[DMP93].
Die unscharfen Begriffe einer unscharfen Partition nennen wir Grundbegriffe. Sie
stellen den Wortschatz dar, mit dessen Hilfe wir unscharfe Beobachtungen auf
leicht versta¨ndliche Weise beschreiben. Zu diesem Zweck schlagen wir in dieser
Arbeit als grundlegend neues Verfahren die gewichtete Kombination von Grund-
begriffen vor. Die Grundbegriffe der Partition bilden ein Erzeugendensystem fu¨r
unscharfe Aussagen, die einerseits leicht versta¨ndlich durch die Grundbegriffe be-
schrieben werden und andererseits exakt auf der feingranularen Ebene der Ein-
zelheiten repra¨sentiert sind. Formal erweitern wir dafu¨r das Kontextmodell durch
einen wahrscheinlichkeitstheoretischen Aufbau. Damit steht das Verfahren auf der
soliden Basis einer konkreten Semantik. Aus Sicht der Praxis ist dies wichtig,
weil damit erstens die Bedeutung von Unscha¨rfe wohldefiniert ist und wir zwei-
tens praktische Verfahren angeben ko¨nnen, um unscharfe Aussagen aus Daten zu
generieren.
Mit der Synthese unscharfer Mengen haben wir gezeigt, wie man aus der gewich-
teten Kombination von Grundbegriffen eine unscharfe Menge berechnet, also ei-
ne grobgranulare in eine feingranulare Darstellung u¨bersetzt. Umgekehrt ko¨nnen
wir mit der Analyse eine unscharfe Menge durch eine gewichtete Kombination
der Grundbegriffe versta¨ndlich machen. Bestehende Ansa¨tze versuchen zu diesem
Zweck, die unscharfe Menge zu klassifizieren. Man ko¨nnte etwa eine Form von
Konsistenz der unscharfen Menge mit jedem Grundbegriff messen [CFP82]. Wir
hingegen rekonstruieren die unscharfe Menge mo¨glichst exakt durch die Grundbe-
griffe. So ko¨nnen wir erstmalig sicherstellen, dass feingranulare und grobgranulare
Aussagen in beiden Richtungen eindeutig ineinander u¨berfu¨hrbar sind und somit
die Semantik unscharfer Aussagen wohldefiniert ist. Versta¨ndlichkeit und Exakt-
heit unscharfer Aussagen sind damit immer gleichzeitig gegeben.
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In den folgenden Kapiteln erweist sich die Idee, alle unscharfen Aussagen
durch die Grundbegriffe darzustellen, als a¨ußerst elegant. Alle Berechnungen
mit unscharfen Aussagen ko¨nnen wir auf Berechnungen mit den Grundbegriffen
zuru¨ckfu¨hren. Das sichert erstens die Effizienz der Verfahren, da wir in Anwendun-
gen normalerweise nur wenige Grundbegriffe definieren. Zweitens ist aber auch
die Versta¨ndlichkeit unscharfer Ergebnisse gewa¨hrleistet, denn sie werden durch
bekannte Begriffe ausgedru¨ckt.

Kapitel 5
Schließen mit unscharfen Begriffen
Fu¨r das Schließen mit unscharfen Begriffen bescha¨ftigen wir uns in diesem Kapi-
tel mit zwei Problemstellungen: der Modellierung von Regeln fu¨r die Wissensbasis
und der Herleitung eines Inferenzmechanismus. Wir greifen dabei auf die Defini-
tionen von Wissensbasis, Beobachtung und Inferenz aus Abschnitt 2.2 zuru¨ck.
In Abschnitt 5.1 zeigen wir, wie Zusammenha¨nge zwischen Variablen durch Re-
geln auf der Basis unscharfer Begriffe dargestellt werden. Dabei mu¨ssen wir si-
cherstellen, dass sich die Semantik der Regeln mit der Semantik unscharfer Begrif-
fe und insbesondere der gewichteten Kombination von Grundbegriffen vertra¨gt.
Wir erreichen dies durch die Modellierung von Regeln als bedingte Wahrschein-
lichkeiten unscharfer Begriffe.
Der zweite Teil des Kapitels widmet sich mit Abschnitt 5.2 der Inferenz, also der
Frage, wie man aus mehrstufigen Regelbasen und Beobachtungen Schlu¨sse zieht.
Dabei haben wir uns als Ziel gesetzt, dass der Inferenzmechanismus die Proble-
me herko¨mmlicher Verfahren beseitigt: Um die Effizienz der Berechnungen zu
gewa¨hrleisten, sollen mehrstufige Inferenzen auf grobgranularer Ebene berechnet
werden. Daru¨ber hinaus soll der Schluss des Systems versta¨ndlich auf grobgranu-
larer Ebene und wohldefiniert auf feingranularer Ebene vorliegen.
Um diesen Anforderungen zu genu¨gen, benutzen wir als Antezedenzien und Kon-
sequenzen der Regeln Grundbegriffe und berechnen die Inferenz auf grobgranu-
larer Ebene u¨ber die Begriffswahrscheinlichkeiten, die wir in Kapitel 4 eingefu¨hrt
haben. Ein unscharfer Schluss ist dann als gewichtete Kombination von Grundbe-
griffen leicht versta¨ndlich und kann durch eine Synthese in eine unscharfe Menge
u¨bersetzt werden. Damit zeigen wir erstmals, wie man auf grobgranularer Ebene
mit den Grundbegriffen symbolisch
”
rechnen“ kann, ohne die feingranulare Ex-
aktheit der Ergebnisse zu verlieren.
In Abschnitt 5.2 haben wir angenommen, dass die Antezedenzien und Konse-
quenzen der Regeln Grundbegriffe sind. Diese Einschra¨nkung heben wir in Ab-
schnitt 5.3 auf. Wir fu¨hren Regeln mit beliebigen unscharfen Begriffen als Ante-
zedenzien und Konsequenzen auf Regeln mit unscharfen Grundbegriffen zuru¨ck.
Auf diese Weise ko¨nnen wir beliebige Regeln versta¨ndlich mit den Grundbegriffen
darstellen und effizient mit unserem Inferenzmechanismus verarbeiten.
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Bei praktischen Anwendungen unscharfen Schließens ist es wichtig, die Zu-
verla¨ssigkeit der Ergebnisse beurteilen zu ko¨nnen. Damit ein Maß fu¨r die Zu-
verla¨ssigkeit aussagekra¨ftig ist, muss es u¨ber eine konkrete Semantik verfu¨gen.
In Abschnitt 5.4 zeigen wir, wie man aus der Semantik unscharfer Begriffe ein Zu-
verla¨ssigkeitsmaß fu¨r unscharfe Schlu¨sse ableitet, das diese Anforderung erfu¨llt.
Abschließend vergleichen wir in Abschnitt 5.5 den Rechenaufwand unseres Infe-
renzverfahrens mit dem Aufwand anderer Ansa¨tze. Wie in Abschnitt 1.3 gefordert,
ha¨ngt der Aufwand der Inferenz von der Anzahl der Grundbegriffe bzw. der Regeln
ab und nicht wie bei anderen Verfahren von der Anzahl der Einzelheiten.
5.1 Grobgranulare Regeln
Wie bereits in den Grundlagen in Abschnitt 2.2 besprochen, verstehen wir in dieser
Arbeit unter einer Regel einen gerichteten Zusammenhang zwischen unscharfen
Aussagen, den wir durch eine Formulierung der Bauart
”
Wenn x 	 ˜A, dann y 	
˜B“ ausdru¨cken. ˜A und ˜B sind dabei unscharfe Begriffe u¨ber den Universen der
Variablen x bzw. y. Der Einfachheit halber schreiben wir statt der Regel
”
Wenn
x 	 ˜A, dann y 	 ˜B“ kurz ˜A 3 ˜B.
Konsistent mit der gewichteten Kombination unscharfer Begriffe bauen wir unsere
Theorie zum unscharfen Schließen auf der Interpretation einer Regel als bedingte
Begriffswahrscheinlichkeit auf. In Abschnitt 6.3 zeigen wir dann im Rahmen ver-
schiedener Repra¨sentationen von Wissen, wie man partielle Abbildungen und logi-
sche Verknu¨pfungen mit bedingten Wahrscheinlichkeiten darstellt. In dieser Weise
kann regelbasiertes Wissen auf verschiedenen Semantiken beruhen und trotzdem
durch den gleichen mathematischen Formalismus repra¨sentiert werden.
In diesem Abschnitt, wie auch bei der Inferenz in Abschnitt 5.2, gehen wir da-
von aus, dass die unscharfen Begriffe ˜A und ˜B den unscharfen Partitionen C
(
	

˜A1  ˜A2 7G7G7GW , C
+
	
˜B1  ˜B2 7G7G7G' der Universen  ,  entnommen sind. Unsere
Regeln basieren damit nur auf Grundbegriffen. Aus Sicht der Praxis ist dieses
Vorgehen unmittelbar einleuchtend, da die Partitionen gerade so gewa¨hlt werden,
dass auch die Zusammenha¨nge zwischen verschiedenen Variablen direkt durch die
Grundbegriffe ausgedru¨ckt werden ko¨nnen. Insbesondere wenn die Informationen
u¨ber die Zusammenha¨nge aber in gemessenen Daten bestehen, sind die Zusam-
menha¨nge u. U. von den Grundbegriffen losgelo¨st. In diesem Fall – die unschar-
fen Werte ˜A und ˜B sind nicht in C
(
bzw. C
+
enthalten – werden wir sie durch
Analyse oder Synthese als Kombination von Grundbegriffen ausdru¨cken, was in
Abschnitt 5.3 ausfu¨hrlich diskutiert wird. Die Beschra¨nkung auf unscharfe Grund-
begriffe in den Antezedenzien und Konsequenzen der Regeln beschra¨nkt also nicht
die Anwendbarkeit unserer Theorie.
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Wir betrachten zuna¨chst nur Regeln mit eindimensionalem Antezedens und ein-
dimensionalem Konsequens. Mehrdimensionale Antezedenzien werden in Ab-
schnitt 5.2.3 behandelt. Eine Regel mit mehrdimensionalem Konsequens
”
Wenn
x 	 ˜A, dann y 	 ˜B und z 	 ˜C“ ersetzen wir o. B. d. A. durch die beiden Regeln
”
Wenn x 	 ˜A, dann y 	 ˜B“ und
”
Wenn x 	 ˜A, dann z 	 ˜C“.
Eine Regel ˜A  ˜B weist der Gro¨ße y den Wert ˜B unter der Annahme zu, dass
x den Wert ˜A annimmt. In dieser Hinsicht deuten wir die Regel wie z. B. bei
BAYESSCHEN Netzen [Pea88, RN95] als sichere bedingte Wahrscheinlichkeit:
Wenn ˜B die einzig mo¨gliche Schlussfolgerung fu¨r y unter der Annahme von ˜A
ist, so gilt P
~

˜B  ˜A ?	 1. Um Unsicherheit u¨ber das Konsequens ausdru¨cken zu
ko¨nnen, verallgemeinern wir die Modellierung, indem wir beliebige Wahrschein-
lichkeiten P
~

˜B  ˜A  zulassen. Formal definieren wir zu diesem Zweck wiederum
einen Begriffsmaßraum

C 2~  P
~
 . In diesem Fall bilden wir das kartesische Pro-
dukt Cz	_C
(
ﬃ*C
+
, auf dem die Regeln als bedingte Wahrscheinlichkeiten definiert
werden. Fu¨r eine gewichtete Regel notieren wir ˜A P &
˜B  ˜A
-
3
˜B. Aus der Wahrschein-
lichkeitsrechnung folgt die Eigenschaft

˜A 
|C
(
: ∑
˜B 2W~
P
~

˜B  ˜A A	 1  (5.1)
die anschaulich bedeutet, dass bei Gu¨ltigkeit von x 	 ˜A die Variable y nur Werte
aus C
+
annehmen kann. Der Hintergrund dieser Eigenschaft ist die Annahme einer
abgeschlossenen Welt1.
Als Beispiel betrachten wir den Zusammenhang zwischen der Ko¨rpergro¨ße x und
dem Gewicht y eines Menschen. Wir gehen dazu von den Partitionen C
(
	 sehr
klein, klein, normal, groß, sehr groß  und C
+
	 sehr leicht, leicht, durchschnitt-
lich, schwer, sehr schwer  aus. Wir ko¨nnten nun eine Gruppe von Experten bitten,
jeder unscharfen Ko¨rpergro¨ße aus C
(
ein oder mehrere unscharfe Ko¨rpergewichte
aus C
+
zuzuordnen. Aus dieser Umfrage ko¨nnen wir direkt die bedingten Wahr-
scheinlichkeiten P
~

˜B j  ˜Ai  als relative Ha¨ufigkeiten ablesen. Ein mo¨gliches Er-
gebnis zeigt Tab. 5.1 ausschnittsweise.
Das Beispiel deutet schon an, dass es bei gewichteten Regeln um mehr geht als
den reinen Ausdruck von Unsicherheit u¨ber das Konsequens. Wenn wir den Infe-
renzmechanismus hergeleitet haben, werden wir in Abschnitt 5.3 sehen, dass wir
auf diese Weise Regeln konstruieren ko¨nnen, die nicht auf den Grundbegriffen ba-
sieren. So ko¨nnen wir z. B. die drei Regeln mit dem Antezedens klein aus Tab. 5.1
zu einer Regel zusammenfassen. Das Konsequens bilden wir durch eine gewich-
tete Kombination der Grundbegriffe sehr leicht, leicht und durchschnittlich. Wir
1engl. closed world assumption
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sehr klein 0,7xp  sehr leicht
sehr klein 0,3xp  leicht
klein 0,2xp  sehr leicht
klein 0,5xp  leicht
klein 0,3xp  durchschnittlich
normal 0,25xp  leicht
normal 0,5xp  durchschnittlich
normal 0,25xp  schwer
etc.
Tabelle 5.1: Teil einer Regelbasis fu¨r den Zusammenhang zwischen Ko¨rpergro¨ße und
Ko¨rpergewicht
werden in Abschnitt 5.3 mit Satz 10 beweisen, dass wir die Regelgewichte als
Wahrscheinlichkeiten der drei Grundbegriffe interpretieren ko¨nnen. Dazu beno¨ti-
gen wir den Inferenzmechanismus, den wir im folgenden Abschnitt herleiten.
Bemerkung 1 Die vorgestellte Formalisierung von Regeln unterscheidet sich
grundlegend von der Art, die bei der Inferenz nach dem Prinzip von Kombi-
nation/Projektion benutzt wird. Wie auch bei unscharfen Produktionsregeln stel-
len wir eine Regel auf grobgranularer Ebene dar. Beim Prinzip von Kombinati-
on/Projektion hingegen wird eine grobgranular formulierte Regel zwischen Varia-
blen x und y in einen feingranularen Zusammenhang zwischen x und y u¨bersetzt
und auch auf dieser Ebene verarbeitet. Daraus resultieren die Effizienzprobleme
und die mangelnde Versta¨ndlichkeit der Schlu¨sse, wie wir in Abschnitt 3 gesehen
haben. Wie der na¨chste Abschnitt zeigt, ko¨nnen wir diese Probleme mit unserem
Ansatz lo¨sen.
5.2 Inferenz
Aus der Modellierung von Regeln als bedingte Wahrscheinlichkeiten leiten wir
in diesem Abschnitt ein Inferenzverfahren ab. Wir gehen von einem Regelsatz
als Wissensbasis aus, im Fall eines einstufigen Systems von gewichteten Re-
geln ˜Ai
P¡p¢ ˜B j £ ˜Ai ¤
¥3¦ ˜B j. Aus der Kenntnis, dass x einen unscharfen Wert ˜A annimmt,
mo¨chten wir durch Inferenz einen Schluss fu¨r den Wert von y ziehen. Das Ba-
sisverfahren der Inferenz beschreiben wir in 5.2.1 fu¨r einstufige Inferenzen mit
eindimensionalen Antezedenzien. Diese Einschra¨nkung wird in den folgenden Ab-
schnitten aufgehoben. Weiterhin zeigen wir, dass das Inferenzverfahren im Gegen-
satz zu den meisten anderen Verfahren den Modus Ponens auch bei paralleler Aus-
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wertung mehrerer Regeln erfu¨llt. Besonders bei mehrstufigem Schließen ist dies
wichtig, weil andernfalls mit jeder weiteren Stufe die Unsicherheit der Schlu¨sse
zunimmt.
Das Inferenzverfahren bauen wir auf den Begriffswahrscheinlichkeiten auf, wes-
halb sich die Inferenz vollsta¨ndig auf grobgranularer Ebene bewegt. Damit sichern
wir die Effizienz des Verfahrens und die Versta¨ndlichkeit der Schlu¨sse. Insbeson-
dere bei mehrstufigen Inferenzen mu¨ssen wir aber gewa¨hrleisten, dass die feingra-
nularen Ergebnisse exakt bleiben, wenn wir auf grobgranularer Ebene schließen.
In Abschnitt 5.2.2 beweisen wir, dass wir keinen Verlust an Exaktheit erleiden.
Auf diese Weise gewinnen wir Effizienz und Versta¨ndlichkeit gegenu¨ber anderen
Inferenzverfahren, ohne ungenauer zu werden.
5.2.1 Basisverfahren der Inferenz
Da wir die Regeln als bedingte Wahrscheinlichkeiten modelliert haben, lehnen wir
das Inferenzverfahren an die Formel von der totalen Wahrscheinlichkeit an:
P § B j ¨A© ∑
i
P § B j ªAi ¨H« P § Ai ¨ (5.2)
mit scharfen Mengen Ai ¬`­ , B j ¬z® . Fu¨r die Gu¨ltigkeit der Formel mu¨ssen die
Ai paarweise disjunkt sein und das Universum ­ u¨berdecken: ¯ i Ai © ­ . Aus der
Kenntnis der bedingten Wahrscheinlichkeiten P § B j ªAi ¨ und der Beobachtungen
P § Ai ¨ u¨ber das Eintreffen der Ereignisse Ai la¨sst sich damit auf die Eintrittswahr-
scheinlichkeit P § B j ¨ schließen. In unserem Modell sind die Ereignisse Ai und B j
unscharfe Grundbegriffe ˜Ai °|±s² , ˜B j ° ±s³ , die durch Plausibilita¨tsdichten darge-
stellt werden. Die bedingten Wahrscheinlichkeiten P´.§ ˜B j ª ˜Ai ¨ modellieren Regeln
zwischen den Grundbegriffen wie in Abschnitt 5.1 dargestellt. Wir operieren al-
so ausschließlich im Begriffsmaßraum §
±µ
2´
µ
P´
¨
. Die Grundbegriffe werden in
diesem als diskrete Elemente von
±
dargestellt, wie wir in Abschnitt 4.2.1 be-
schrieben haben, und sind damit einerseits disjunkt und u¨berdecken andererseits
die Menge
±
. Wir du¨rfen also die Formel von der totalen Wahrscheinlichkeit an-
wenden.
Bei Kenntnis der Regeln mu¨ssen wir die Wahrscheinlichkeiten P´O§ ˜Ai ¨ 2 aus ei-
ner i. A. unscharfen Information u¨ber die Variable x bestimmen, um Formel (5.2)
fu¨r die Inferenz anwenden zu ko¨nnen. Diesen Schritt haben wir bereits in Ab-
schnitt 4.2 erledigt. Im Fall der Synthese sind die Wahrscheinlichkeiten P´.§ ˜Ai ¨
direkt durch die Beobachtung gegeben. Liegt dagegen eine unscharfe Beobach-
tung ˜A vor, so berechnen wir die P´.§ ˜Ai ¨ durch eine Analyse, wobei wir wie in
Abschnitt 4.2.3 P´.§ ˜Ai ¨ mit P´.§ ˜Ai ª ˜A ¨ identifizieren.
2als Kurzform von P¶·¹¸ ˜Ai ºﬂ»O¼½¾
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Inferenz
SchlussBeobachtung
grobgranular
feingranular
Analyse Synthese
P¶ · ˜Ai ¾ ˜Ai P¶ · ˜Ai ¾
P
¶s·
˜Bj ¿ ˜Ai
¾
P
¶·
˜Bj ¾ P¶· ˜Bj ¾ ˜Bj
Abbildung 5.1: Schließen mit unscharfen Begriffen
Insgesamt mu¨ssen wir zur Berechnung eines Schlusses ˜B also drei Schritte
durchfu¨hren, wie Abb. 5.1 illustriert – die Bezeichnung P´O§ ˜Ai ¨ ˜Ai in der Abbil-
dung steht dabei fu¨r die grobgranularen Aussagen
”
Der Grundbegriff ˜Ai gilt mit
Wahrscheinlichkeit P´.§ ˜Ai ¨ .“ Im ersten Schritt der Berechnung werden die Be-
griffswahrscheinlichkeiten P´ § ˜Ai ¨ bestimmt, die im zweiten Schritt mit den be-
dingten Wahrscheinlichkeiten P´.§ ˜B j ª ˜Ai ¨ verknu¨pft werden:
P´ § ˜B j ¨© ∑
i
P´ § ˜B j ª ˜Ai ¨s« P´ § ˜Ai ¨ (5.3)
Resultat sind die Wahrscheinlichkeiten P´ § ˜B j ¨ , mit denen im dritten Schritt durch
gewichtete Kombination der Begriffe ˜B j die Konklusion ˜B berechnet wird:
pl
˜B § v ¨A© ∑
j
P´§ ˜B j ¨H« pl ˜B j § v ¨ (5.4)
Die Berechnungsvorschrift (5.3) fu¨r den zweiten Schritt, den Kern der Inferenz,
ko¨nnen wir als Multiplikation einer Matrix mit einem Vektor darstellen. Mit den
Vektoren Àa
©ÂÁ
P´ § ˜Ai ¨/Ã i , Àb ©Á P´ § ˜B j ¨/Ã j und der Matrix G ©Á P´ § ˜B j ª ˜Ai ¨/Ã i j gilt
Àb
©
Gt
«
Àa (5.5)
Wir sehen, dass die Inferenz selbst nur auf der Ebene der Begriffswahrschein-
lichkeiten, der grobgranularen Ebene, berechnet wird. Zur Bestimmung der Wahr-
scheinlichkeiten P´O§ ˜Ai ¨ mu¨ssen wir uns nur im Fall einer Analyse auf die Ebene
der Einzelheiten begeben, weil der no¨tige Approximationsvorgang eine Optimie-
rung u¨ber dem Universum
­
ist. Nach der Inferenz liegt der berechnete Schluss als
Kombination von Grundbegriffen vor. Je nach Anwendung verwerten wir das Er-
gebnis auf grobgranularer Ebene – z. B.
”
Der Ta¨ter ist mit Wahrscheinlichkeit 0,7
groß und mit 0,3 sehr groß.“ – oder wir berechnen die zugeho¨rige Plausibilita¨ts-
dichte der Kombination auf feingranularer Ebene, um z. B. die scharfen Ko¨rper-
gro¨ßen mit der ho¨chsten Plausibilita¨t bestimmen zu ko¨nnen. Das Beispiel in An-
hang A illustriert diese beiden Mo¨glichkeiten.
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Unsere Interpretation einer Regel haben wir an den Modus Ponens geknu¨pft: Aus
˜A und ˜A ¥¦ ˜B schließen wir ˜B. Insbesondere verlangen wir bei einem Satz von
Regeln ˜Ai ¥3¦ ˜Bi fu¨r alle i, dass aus ˜Ai nach Anwendung aller Regeln der Schluss
˜Bi folgt. Wie folgender Satz zeigt, gilt der Modus Ponens in unserem Inferenzme-
chanismus.
Satz 8 Seien ˜Ai °a±H² , ˜B j °a±H³ die Grundbegriffe auf den Universen ­ und ® .
Die gewichteten Regeln der Wissensbasis seien durch die bedingten Wahrschein-
lichkeiten P´ § ˜B j ª ˜Ai ¨ definiert. Dann wird eine Eingabe ˜Ai durch das Inferenzver-
fahren gema¨ß (5.3) und (5.4) auf eine gewichtete Kombination der Grundbegriffe
˜B j mit P´.§ ˜B j ¨ﬂ© P´.§ ˜B j ª ˜Ai ¨ abgebildet. Fu¨r die Plausibilita¨tsdichte des Schlusses
˜B Ä gilt somit Å
v
°|®
: pl
˜B Æ § v ¨A© ∑
˜B Ç ´YÈ
P´.§ ˜B
ª
˜Ai ¨s« pl ˜B § v ¨ (5.6)
Insbesondere gilt im Fall einfacher Regeln ˜Ai 1¥3¦ ˜B j , d. h.
Å
i É j : P´.§ ˜B j ª ˜Ai ¨ﬂ© 1 :
Das Inferenzverfahren bildet ˜Ai auf ˜B j ab.
Beweis: Die Eingabe eines Grundbegriffs ˜Al resultiert durch eine Analyse in den
Begriffswahrscheinlichkeiten P´O§ ˜Ai ¨3©jÊ i Ë l , da ˜Ai sich selbst perfekt darstellt. Die
Behauptungen folgen direkt durch Einsetzen der P´.§ ˜Aj ¨ in die Gleichungen (5.3)
und (5.4). Ì
Bemerkung 2 Im Fall des Prinzips von Kombination/Projektion wird die Forde-
rung des Modus Ponens z. B. benutzt, um aus gegebenen Antezedenzien ˜Ai und
Konsequenzen ˜Bi eine unscharfe Relation ˜R zu bestimmen, die das Wissen aller
Regeln zusammenfasst. ˜R wird so berechnet, dass der Modus Ponens unter Anwen-
dung der sup-min-Komposition erfu¨llt wird: ˜Ai Í ˜R © ˜Bi fu¨r alle i [Ped91]. Diese
Gleichung unscharfer Relationen muss allerdings nicht lo¨sbar sein; der Modus
Ponens wird dann nicht erfu¨llt.
Speziell von MAMDANIS Ansatz ist bekannt, dass der Modus Ponens bei einer
Wissensbasis aus mehreren Regeln nicht gilt. Bildet man beispielsweise eine iden-
tische Abbildung u¨ber einen Satz von Regeln ˜Ai ¥¦ ˜Ai nach, so resultiert die In-
ferenz eines ˜Aj i. A. nicht in ˜Aj [WS00]. Das Ergebnis ist unscha¨rfer, da neben ˜Aj
auch andere ˜Ai einen Beitrag zum Schluss liefern. Diese Eigenschaft bereitet insbe-
sondere bei mehrstufigen Inferenzen Schwierigkeiten. Wiederholte Anwendungen
der Regeln auf den Schluss vergro¨ßern na¨mlich die Unscha¨rfe weiter, bis irgend-
wann alle ˜Ai zum Ergebnis beitragen. Der Schluss ist dann so unspezifisch, dass
er keinerlei Informationen mehr tra¨gt. Aus praktischer Sicht ist MAMDANIS Ver-
fahren damit nicht fu¨r mehrstufiges Schließen geeignet. Diese Feststellung gilt fu¨r
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alle Spezialfa¨lle des Prinzips von Kombination/Projektion, bei denen die Schlu¨sse
mehrerer Regeln durch Vereinigung zusammengefasst werden.
Da der Modus Ponens gilt, sind die Schlu¨sse unseres Inferenzverfahrens nicht un-
sicherer als die Regeln vorgeben. Mehrstufiges Schließen kann als Sequenz einstu-
figer Inferenzen daran nichts a¨ndern. So ko¨nnen wir die identische Abbildung aus
Bemerkung 2 beliebig oft auf eine unscharfe Eingabe anwenden, ohne dass sich
die Unscha¨rfe der Ergebnisse vergro¨ßert. Unser Verfahren zum Schließen mit un-
scharfen Begriffen erfu¨llt damit eine notwendige Voraussetzung fu¨r mehrstufiges
Schließen.
5.2.2 Mehrstufige Inferenz
In vielen Anwendungen ist es sinnvoll, Zusammenha¨nge zwischen Variablen
mehrstufig u¨ber Zwischengro¨ßen zu formulieren anstatt sie direkt anzugeben, wie
wir bereits in Abschnitt 1.3 diskutiert haben und wie auch das Beispiel in An-
hang A zeigt. Nehmen wir an, wir ha¨tten drei Variablen x
°­
, y
°|®
sowie z
°|Î
und suchten einen Zusammenhang zwischen x und z. Wir formulieren unser Wis-
sen in Form von Regeln zwischen Begriffen ˜Ai °±s² und ˜B1j °a± 1
³
und Regeln
zwischen Begriffen ˜B2k °a± 2³ und ˜Cl °\±Ï . Der Inferenzmechanismus muss aus
einer Beobachtung fu¨r x auf Werte fu¨r y und daraus auf Werte fu¨r z schließen.
Abbildung 5.2 illustriert das naive Vorgehen, die zweistufige Inferenz als Abfolge
von zwei einstufigen Inferenzen zu realisieren.
grobgranular
feingranular
Inferenz Inferenz
SchlussBeobachtung
Synthese Analyse Synthese
P
¶
·
˜Ai ¾
P¶· ˜B1j ¿ ˜Ai ¾
P¶· ˜B1j ¾ P¶ · ˜B2k ¾
P¶s· ˜Cl ¿ ˜B2k ¾
P¶ · ˜Cl ¾
Abbildung 5.2: Naives Vorgehen bei mehrstufiger Inferenz
Das Problem dieser Methode ist, dass der Analysevorgang am Eingang der zweiten
Stufe sehr aufwa¨ndig ist, weil die notwendigen Berechnungen auf dem Universum
®
durchgefu¨hrt werden mu¨ssen. Eines der Ziele dieser Arbeit besteht aber gerade
darin, dies zu vermeiden. Wir mo¨chten bei der mehrstufigen Inferenz diesen Ana-
lysevorgang zwischen den Inferenzstufen vermeiden, indem wir direkt aus den
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Wahrscheinlichkeiten P´ § ˜B1j ¨ die Wahrscheinlichkeiten P´ § ˜B2k ¨ bestimmen. Ge-
lingt uns das, dann sollte der Berechnungsaufwand der Inferenz nur von der An-
zahl der Begriffe bzw. Regeln und nicht von der Gro¨ße des Universums abha¨ngen.
...
...
...
1. Stufe
2. Stufe
˜A1 ˜A2 ˜A3
˜B1 ˜B2 ˜B3
˜C1 ˜C2 ˜C3
...
...
...
...
1. Stufe
2. Stufe
˜A1 ˜A2 ˜A3
˜C1 ˜C2 ˜C3
˜B11 ˜B
1
2 ˜B13
˜B21 ˜B22 ˜B23
Abbildung 5.3: Mehrstufige Inferenz; links der Standardfall, rechts der allgemeine Fall
Standardfall Der Standardfall liegt dann vor, wenn die Konsequenzen der Re-
geln der ersten Stufe mit den Antezedenzien der Regeln der zweiten Stufe u¨ber-
einstimmen:
±
1
³
©
±
2
³
:
©
±s³
. Dieser Fall ist in der Praxis die Regel, denn nor-
malerweise wird ein Universum nur einmal partitioniert. Mehrfache Partitionie-
rungen eines Universums sind nur dann sinnvoll, wenn sie in verschiedenen Zu-
sammenha¨ngen benutzt werden. Aussagen u¨ber das Gewicht einer Person zum
Beispiel ko¨nnten auf fu¨nf Grundbegriffen beruhen, wie in Abschnitt 5.1 beschrie-
ben. Wenn wir auf Basis des Gewichtes entscheiden mu¨ssen, ob die Federkraft ei-
ner Skibindung ausreicht, dann wu¨rden hingegen zwei Begriffe fu¨r das Gewicht
der Person ausreichen: passend und nicht passend. Diese beiden Begriffe sind
tatsa¨chlich unscharf, da die Entscheidung außerdem von Fahrko¨nnen und Kno-
chenbau der Person abha¨ngt. Diesen allgemeineren Fall mit zwei Partitionierungen
behandeln wir weiter unten. Abbildung 5.3 zeigt links den Standardfall und rechts
den allgemeinen Fall.
Im Standardfall resultiert die Inferenz einer Information durch die erste Stufe in
den Begriffswahrscheinlichkeiten P´ § ˜B j ¨ . Diese bilden auch die Eingabe fu¨r die
zweite Stufe. Wir mu¨ssen also nicht wie in Abb. 5.2 einen feingranularen Schluss
˜B synthetisieren und wieder aufwa¨ndig analysieren. Stattdessen ko¨nnen die Be-
griffswahrscheinlichkeiten P´ § ˜B j ¨ direkt von der ersten zur zweiten Stufe weiter-
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gereicht werden, ohne dass wir uns auf die feingranulare Ebene des unterliegenden
Universums begeben mu¨ssen. Abbildung 5.4 zeigt diese Situation.
Beobachtung
Inferenz Inferenz
Schluss
grobgranular
feingranular
Synthese
P¶ · ˜Ai ¾
P¶· ˜Bj ¿ ˜Ai ¾
P
¶
·
˜Bj ¾
P¶· ˜Ck ¿ ˜Bj ¾
P¶· ˜Ck ¾
Abbildung 5.4: Schnelle, mehrstufige Inferenz im Standardfall
Wenn G1 © § P´O§ ˜Ai ª ˜B j ¨7¨ i j und G2 © § P´O§ ˜B j ª ˜Ck ¨7¨ jk die Gewichte der Regeln beider
Stufen bezeichnen, ergibt sich fu¨r die zweistufige Inferenz einer Eingabe Àa
Àc
©
Gt2Gt1 « Àa © Gt « Àa mit G © G1G2 (5.7)
Insbesondere ko¨nnen wir die mehrstufige Inferenz also durch eine einstufige In-
ferenz ersetzen, indem wir die Gewichtsmatrizen durch Matrixmultiplikation zu-
sammenfassen. Auf diese Weise ersparen wir uns nicht nur die Berechnungen auf
feingranularer Ebene zwischen den Stufen, sondern ko¨nnen sogar die Anzahl der
Stufen auf eins reduzieren. Es ist offensichtlich, dass diese Reduktion allgemein
fu¨r s-stufige Regelsysteme gilt. Zusa¨tzlich ko¨nnen wir die Elemente der Matrix G
als bedingte Wahrscheinlichkeiten P´O§ ˜Ai ª ˜Ck ¨ deuten. Damit haben wir grobgranu-
lare Regeln, die den direkten Zusammenhang zwischen x und z in versta¨ndlicher
Form beschreiben. Dies ist insbesondere in Anwendungen interessant, bei denen
wir den Zusammenhang zwischen x und z nicht direkt formulieren ko¨nnen und die
Zwischenvariable y nur mangels besseren Wissens einfu¨hren mu¨ssen.
Allgemeiner Fall Wir gehen nun davon aus, dass die Partitionierungen
±
1
³
©
±
2
³
nicht u¨bereinstimmen. Wie bereits erwa¨hnt, ist dieser Fall in praktischen Anwen-
dungen wesentlich seltener anzufinden als der Standardfall; wir sollten ihn trotz-
dem handhaben ko¨nnen.
Eine unscharfe Eingabe ˜A resultiert durch Inferenz in der ersten Stufe in einem
Schluss ˜B nach Gleichung (5.4):
pl
˜B § v ¨A© ∑
j
P´.§ ˜B1j ¨H« pl ˜B1j § v ¨ (5.8)
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˜B muss anschließend in einem Analysevorgang durch die Antezedenzien ˜B2k der
zweiten Stufe dargestellt werden. Mit dem Analyseverfahren nach Ansatz 2 be-
stimmen wir die Begriffswahrscheinlichkeiten P´.§ ˜B2k ¨ , mit denen die Kombination
der ˜B2k die unscharfe Menge ˜B approximiert:
pl
˜B § v ¨ﬂÐ ∑
k
P´O§ ˜B2k ¨H« pl ˜B2k § v ¨ (5.9)
Abbildung 5.2 illustriert dieses Vorgehen. Wir werden nachfolgend zeigen, dass
wir den rechentechnisch aufwa¨ndigen Analysevorgang umgehen ko¨nnen, indem
wir die Gewichte P´ § ˜B2k ¨ direkt aus den Wahrscheinlichkeiten P´ § ˜B1j ¨ berechnen.
Die Grundidee unseres Verfahrens lautet, mithilfe einer Analyse vorab jeden Be-
griff ˜B1j durch eine Kombination der ˜B2k zu approximieren:
pl
˜B1j
§ v
¨ﬂÐ ∑
k
wjk « pl ˜B2k § v ¨ (5.10)
Fu¨r die Bestimmung der Gewichte wjk fu¨hren wir ausschließlich Schritt 2 des Ana-
lyseverfahrens gema¨ß Ansatz 2 durch, also eine reine Funktionsapproximation.
Die Gewichte wjk ko¨nnen damit negativ sein und sind nicht normiert. Der folgen-
de Satz zeigt, wie wir die Wahrscheinlichkeiten P´.§ ˜B2k ¨ mithilfe der Gewichte wjk
berechnen ko¨nnen.
Satz 9 Seien wjk die Gewichte aus Gleichung (5.10) und P´O§ ˜B2k ¨ die Gewichte, die
durch die Analyse von ˜B nach Ansatz 2 mit den Begriffen ˜B2k °± 2³ entstehen (Glei-
chung (5.9)). Sei I :
©FÑ
k
ª
supp § ˜B2k ¨YÒ supp § ˜B ¨?Ó© /0 Ô . Wenn die Plausibilita¨tsdichten
der Grundbegriffe ˜B1j °± 1³ und ˜B2k °|± 2³ stetig sind, gilt fu¨r alle k
P´O§ ˜B2k ¨ﬂ©ÖÕ×
Ø
×Ù
max
Ñ
0
µ
∑ j wjk « P´.§ ˜B1j ¨ Ô
∑i Ç I max Ñ 0 µ ∑ j wji « P´O§ ˜B1j ¨ Ô
µ
falls k
°
I
0 sonst
(5.11)
Beweis: Fu¨r den Beweis begeben wir uns in den Pra¨-Hilbertraum § C §
®
¨
µÚ
«
Ú
2 ¨
mit innerem Produkt Û f
µ
f Ü 1 Ý 2
©
Ú
f
Ú 2, vgl. Anhang B.2. Da wir in (5.10) die Best-
approximationen der Begriffe ˜B1j berechnet haben, gilt fu¨r alle j µ l die Normalen-
gleichung
∑
k
wjk « Û pl ˜B2k µ pl ˜B2l Ü © Û pl ˜B1j µ pl ˜B2l Ü (5.12)
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Wie folgende Rechnung zeigt, lo¨st αk : © ∑ j wjk « P´ § ˜B1j ¨ fu¨r alle l die Normalen-
gleichung:
∑
k
∑
j
wjk « P´u§ ˜B1j ¨s« Û pl ˜B2k µ pl ˜B2l Ü © ∑j P´O§ ˜B
1
j ¨ ∑
k
wjk « Û pl ˜B2k µ pl ˜B2l Ü (5.13)
¢ 5 Þ 12
¤
© ∑
j
P´.§ ˜B1j ¨H« Û pl ˜B1j µ pl ˜B2l Ü (5.14)
¢ 5 Þ 8
¤
©
Û pl
˜B µ pl ˜B2l Ü (5.15)
Da wir immer die lineare Unabha¨ngigkeit der Plausibilita¨tsdichten vorausset-
zen, ist die Lo¨sung eindeutig. Die αk minimieren damit die Fehlerfunktion F ©
Ú
pl
˜B
¥ ∑k αk « pl ˜B2k Ú 2; wir haben auf diese Weise Schritt 2 des Analyseverfahrens
nach Ansatz 2 zur Bestimmung der Wahrscheinlichkeiten P´ § ˜B2k ¨ durchgefu¨hrt.
Die Schritte 3–6 des Analyseverfahrens werden in Gleichung (5.11) abgearbeitet.
Damit gilt die Behauptung. Ì
Satz 9 ko¨nnen wir in gleicher Weise fu¨r die diskrete Version der Funktionsap-
proximation formulieren, s. Anhang B.2. Wir ko¨nnen dann auf die Stetigkeit der
Plausibilita¨tsdichten verzichten und mit diskreten Universen arbeiten.
Synthese
Inferenz
Schluss
Inferenz
Beobachtung
grobgranular
feingranular
Transformation
P
¶
·
˜Ai ¾
P
¶·
˜B1j ¿ ˜Ai ¾
P¶s· ˜B1j ¾ P¶ · ˜B2k ¾
P¶· ˜B2k ¿ ˜B
1
j ¾ P¶· ˜Cl ¿ ˜B2k ¾
P¶· ˜Cl ¾
Abbildung 5.5: Schnelle, mehrstufige Inferenz im allgemeinen Fall
Dem Satz folgend ko¨nnen wir die Wahrscheinlichkeiten P´O§ ˜B2k ¨ ohne einen Ana-
lysevorgang aus den P´.§ ˜B1j ¨ bestimmen. Wir bezeichnen das Verfahren als Trans-
formation, weil es die Darstellung von ˜B durch die Grundbegriffe ˜B1j in eine Dar-
stellung mit den Grundbegriffen ˜B2k u¨berfu¨hrt. Voraussetzung dafu¨r ist eine Vorbe-
rechnung der wjk. In Abbildung 5.5 sehen wir im Vergleich mit der naiven Inferenz
von Abb. 5.2, dass wir den teuren Schritt auf feingranularer Ebene sparen.
Wenn wir auf die Gewichte wjk die Schritte 1 und 3–5 des Analyseverfahrens an-
wenden, dann ko¨nnen wir sie als bedingte Wahrscheinlichkeiten P´O§ ˜B2k ª ˜B1j ¨ deuten.
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Formel (5.11) vereinfacht sich in diesem Fall zur Formel von der totalen Wahr-
scheinlichkeit:
P´.§ ˜B2k ¨ﬂ© ∑
j
P´.§ ˜B2k ª ˜B
1
j ¨s« P´.§ ˜B1j ¨ (5.16)
Wir ko¨nnen die Transformation damit als weitere Inferenzstufe interpretieren, die
zwischen der ersten und zweiten Stufe liegt. Die Gewichte wjk entsprechen als be-
dingte Wahrscheinlichkeiten P´ § ˜B2k ª ˜B1j ¨ gewichteten Regeln ˜B1j
P¡p¢ ˜B2k £ ˜B
1j ¤
¥3¦ ˜B2k . Wenn
alle Gewichte wjk nichtnegativ sind, dann mu¨ssen wir sie nur normieren, um sie
als P´O§ ˜B2k ª ˜B1j ¨ zu verstehen. Schritt 3 und der erste Punkt von Schritt 4 des Ana-
lyseverfahrens bleiben wirkungslos. In diesem Fall ist die Berechnung der Wahr-
scheinlichkeiten P´O§ ˜B2k ¨ mit (5.16) exakt. Falls aber einige Gewichte wjk negativ
sind, dann fu¨hren die Schritte 3 und 4 des Analyseverfahrens dazu, dass wir die
gesuchten Wahrscheinlichkeiten P´.§ ˜B2k ¨ nicht mehr exakt mit (5.16) berechnen
ko¨nnen. Man muss hier also abwa¨gen, ob man negative Gewichte zula¨sst und die
Transformation nur als ein Hilfsmittel betrachtet, um exakt und schnell rechnen
zu ko¨nnen, oder ob man ein Inferenzmodell haben mo¨chte, das vollsta¨ndig auf der
Wahrscheinlichkeitsrechnung beruht, dafu¨r aber i. A. nicht exakt ist.
Gleichung (5.16) ko¨nnen wir durch eine Matrixmultiplikation darstellen:
Àb2 © W t « Àb1 (5.17)
mit Àb1 ©ÂÁ P´.§ ˜B1j ¨/Ã j , Àb2 ©DÁ P´.§ ˜B
2
k ¨/Ã k und W ©Á P´.§ ˜B
2
k ª ˜B
1
j ¨/Ã jk. Wir bezeichnen die
Matrix W als Transformationsmatrix. Insgesamt gilt dann fu¨r eine zweistufige
Inferenz mit Transformation
Àc
©
Gt2 « W t « Gt1 « Àa © Gt « Àa mit G © G1 « W « G2 µ (5.18)
wobei Àc
©Á
P´§ ˜Cl ¨/Ã l. Wie im Standardfall, bei dem die Konsequenzen der ersten
Regelstufe gleichzeitig die Antezedenzien der zweiten Stufe sind, kann die Infe-
renz also auch im allgemeinen Fall immer exakt auf grobgranularer Ebene berech-
net werden.
Daru¨ber hinaus ko¨nnen wir mehrere Inferenzstufen zu einer Stufe zusammenfas-
sen, wenn wir alle Gewichte als Wahrscheinlichkeiten interpretieren. Auf diese
Weise wird nicht nur die Berechnung beschleunigt, sondern wir gewinnen zusa¨tz-
lich den direkten Zusammenhang zwischen den Eingangsgro¨ßen der ersten Regel-
stufe und den Ausgangsgro¨ßen der letzten Stufe. Dargestellt wird dieser Zusam-
menhang durch gewichtete Regeln auf Basis der Grundbegriffe.
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Bemerkung 3 Beim Regler von MAMDANI ist es ebenfalls mo¨glich, mehrere Re-
gelstufen zu einer zusammenzufassen [LTT98]. Das Verfahren beschra¨nkt sich al-
lerdings auf den Standardfall von Mehrstufigkeit in Abb. 5.3, und die resultieren-
den Regeln sind schwer versta¨ndlich, weil die Grundbegriffe in der Darstellung
verloren gehen.
5.2.3 Regelnetzwerke
Bisher haben wir nur eindimensionale Antezedenzien betrachtet. In diesem Ab-
schnitt werden wir zeigen, wie man mit mehrdimensionalen Antezedenzien um-
geht, deren Elemente konjunktiv verknu¨pft sind. In Verbindung mit mehrstufigem
Schließen ko¨nnen wir so Netzwerke von Regeln aufbauen, die Baumstruktur ha-
ben. Am Ende dieses Abschnitts beschreiben wir, wie Inferenzen in solchen Struk-
turen berechnet werden.
Eine Regel mit mehrdimensionalem Antezedens hat die Form
”
Wenn x
©
˜A und
y
©
˜B und ß7ß7ß , dann z
©
˜C“. Wir modellieren solche Regeln u¨ber mehrdimen-
sionale Begriffswahrscheinlichkeiten. Auf diese Weise wird das eindimensiona-
le Verfahren direkt auf mehrdimensionale Probleme u¨bertragen. Der einfacheren
Darstellung wegen beschreiben wir nur Regeln mit zweidimensionalen Anteze-
denzien; Regeln mit vieldimensionalen Antezedenzien werden analog behandelt.
Wir betrachten damit Regeln der Form § ˜Ai
µ
˜B j ¨
γi jk
¥s¦ ˜Ck, die wir als bedingte Wahr-
scheinlichkeiten γi jk © P´.§ ˜Ck ª ˜Ai µ ˜B j ¨ interpretieren. Die Inferenz einer Beobach-
tung von § x
µ
y
¨
wird wieder mit der Formel von der totalen Wahrscheinlichkeit
berechnet:
P´§ ˜Ck ¨© ∑
i à j
P´§ ˜Ck ª ˜Ai µ ˜B j ¨H« P´O§ ˜Ai µ ˜B j ¨ (5.19)
Um Formel (5.19) anwenden zu ko¨nnen, mu¨ssen wir die Begriffswahrscheinlich-
keiten P´O§ ˜Ai µ ˜B j ¨ unter der Kenntnis der Beobachtung bestimmen. Wenn die Varia-
blen x und y unabha¨ngig sind, dann ko¨nnen wir die gemeinsamen Wahrscheinlich-
keiten durch P´.§ ˜Ai µ ˜B j ¨@© P´O§ ˜Ai ¨3« P´.§ ˜B j ¨ berechnen. In diesem Fall beobachten
wir fu¨r x und y unabha¨ngig voneinander unscharfe Werte ˜A und ˜B. P´O§ ˜Ai ¨ und
P´ § ˜B j ¨ finden wir dann in gleicher Weise wie bei eindimensionalen Antezedenzi-
en durch Synthese oder Analyse der Beobachtungen ˜A, ˜B.
Wenn x und y abha¨ngig sind, mu¨ssen wir die gemeinsamen Wahrscheinlichkeiten
P´O§ ˜Ai µ ˜B j ¨ direkt bestimmen. Falls die Beobachtung als Synthese vorliegt, kennen
wir die gemeinsamen Wahrscheinlichkeiten bereits. Anderenfalls ist die Beobach-
tung eine zweidimensionale Plausibilita¨tsdichte plx à y § u
µ
v
¨
auf
­áZ®
, die wir ana-
lysieren mu¨ssen. Wegen der Abha¨ngigkeit von x und y sind auch die Grundbegriffe
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zweidimensional. Sie sind Elemente einer Partition des Raums
­áZ®
und werden
durch zweidimensionale Plausibilita¨tsdichten pl
˜Ai à ˜B j § u µ v ¨ dargestellt. Fu¨r die Ana-
lyse der beobachteten Plausibilita¨tsdichte plx à y benutzen wir das Analyseverfahren
aus Abschnitt 4.2.3. Es ist unabha¨ngig von der Dimension der Plausibilita¨tsdichte.
Insgesamt werden Regeln mit mehrdimensionalen Antezedenzien damit analog zu
Regeln mit eindimensionalen Antezedenzien dargestellt und entsprechend auch im
Inferenzverfahren verarbeitet.
Mehrstufige Regelbasen mit mehrdimensionalen Antezedenzien ko¨nnen wir als
Baum darstellen, wie Abbildung 5.6 illustriert. Abha¨ngige Variablen in den Ante-
zedenzien fassen wir dabei zu einem Vektor zusammen und behandeln sie formal
wie eine einfache Variable. Die Bla¨tter des Baums repra¨sentieren jene Variablen,
x1 x2 x3 x4 x5
x6 x7 x8 x9
x10 x11
x12
Abbildung 5.6: Regelnetzwerk in Baumstruktur mit Variablen x1 â x2 â/ã/ããâ x12
die beobachtet werden und als Eingangswerte des unscharfen Systems dienen. Der
unscharfe Schluss des Systems wird in den Variablen der Wurzel gebildet. Um den
Schluss zu berechnen, arbeiten wir den Baum schichtweise von den Bla¨ttern zur
Wurzel3 durch lokale Inferenzen ab. Das Beispiel in Anhang A verdeutlicht dieses
Vorgehen noch einmal.
Wie bereits in Abschnitt 5.1 erwa¨hnt, ersetzen wir Regeln mit mehrdimensionalem
Konsequens durch mehrere Regeln mit eindimensionalem Konsequens. Global be-
trachtet substituieren wir einen Mehrfachbaum durch mehrere einfache Ba¨ume, in
denen wir getrennt die Inferenzen berechnen ko¨nnen. Liegt dagegen ein gerichteter
azyklischer Graph vor, so mu¨ssen wir den globalen Inferenzmechanismus anpas-
sen, um der Wahrscheinlichkeitstheorie zu genu¨gen. Da solche Strukturen in regel-
basierten Systemen selten vorkommen und die entsprechenden Inferenzverfahren
3engl. bottom up
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aus der Theorie BAYESSCHER Netze bekannt sind [Pea88, RN95], diskutieren wir
diesen Fall hier nicht weiter.
5.3 Allgemeine Regeln
In Abschnitt 5.1 haben wir gesehen, wie man Regeln ˜A ¥3¦ ˜B als bedingte Wahr-
scheinlichkeiten modelliert. Wir sind dabei davon ausgegangen, dass ˜A und ˜B
Grundbegriffe sind. Diese Einschra¨nkung heben wir in diesem Abschnitt auf.
In Anwendungen basieren Regeln normalerweise auf den Grundbegriffen, da sie
die vergro¨berte Sicht auf die Universen darstellen, die unserem Versta¨ndnis ent-
spricht. Wenn allerdings ein Zusammenhang zwischen Universen nicht durch Ex-
perten festgelegt wird, sondern in Form von Daten gegeben ist, gibt es zwei
Mo¨glichkeiten fu¨r die Verarbeitung. Wir ko¨nnen die Daten benutzen, um die un-
scharfen Partitionen selbst und die Regeln zwischen den Partitionen festzulegen.
In diesem Fall basieren die Regeln wie in Abschnitt 5.1 auf den Grundbegriffen.
Die zweite Mo¨glichkeit besteht darin, den Zusammenhang mit bereits definierten
Grundbegriffen zu beschreiben. Aus den Daten resultiert eine Regel mit unschar-
fen Begriffen ˜A und ˜B, die keine Elemente der Partitionen sind. Diese Regel er-
setzen wir durch Regeln mit Grundbegriffen. Dieser Fall wird in der Praxis nicht
so ha¨ufig vorkommen, denn er bedeutet, dass die vorab definierten Grundbegriffe
unabha¨ngig von den Daten u¨ber den Zusammenhang festgelegt werden. Es ist frag-
lich, ob das Problem dann angemessen modelliert ist. Aus zwei Gru¨nden werden
wir uns in diesem Abschnitt trotzdem dieser Aufgabe annehmen. Erstens werden
beliebige Regeln versta¨ndlich, wenn wir sie mit den Grundbegriffen darstellen, und
zweitens ko¨nnen wir sie dann effizient mit unserem Inferenzverfahren verarbeiten.
Wir beschreiben in diesem Abschnitt, wie man die bedingten Wahrscheinlichkei-
ten P´O§ ˜B j ª ˜Ai ¨ so bestimmt, dass die resultierenden Regeln ˜Ai
P¡ ¢ ˜B j £ ˜Ai ¤
¥s¦ ˜B j einer oder
mehreren Regeln ˜A ¥¦ ˜B fu¨r beliebige unscharfe Mengen ˜A und ˜B entsprechen.
Die Grundidee des Verfahrens lautet, ein Antezedens ˜A mit den Grundbegriffen
˜Ai und ein Konsequens ˜B mit den Grundbegriffen ˜B j durch gewichtete Kombina-
tionen darzustellen. Aus den Begriffswahrscheinlichkeiten werden wir dann die
bedingten Wahrscheinlichkeiten fu¨r die Regeln berechnen.
Wir wenden uns zuna¨chst dem einfacheren Fall zu, bei dem das Antezedens ein
Grundbegriff ˜Ai und das Konsequens ˜B eine beliebige unscharfe Menge auf ® ist:
˜Ai ¥s¦ ˜B. Gesucht sind zuna¨chst die Begriffswahrscheinlichkeiten P´ § ˜B j ¨ . Das
Konsequens ˜B ist entweder direkt als unscharfe Menge gegeben oder wir haben
es mit den Grundbegriffen synthetisiert. Im ersten Fall ko¨nnen wir mit einer Ana-
lyse die Begriffswahrscheinlichkeiten bestimmen, im zweiten Fall sind sie direkt
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gegeben. Wir haben somit
pl
˜B § v ¨AÐ ∑
j
P´.§ ˜B j ¨s« pl ˜B j § v ¨ (5.20)
Im zweiten Fall liegt sogar Gleichheit vor. Um die bedingten Wahrscheinlichkeiten
P´O§ ˜B j ª ˜Ai ¨ zu bestimmen, betrachten wir den Modus Ponens. Wir suchen gewich-
tete Regeln ˜Ai
P¡ ¢ ˜B j £ ˜Ai ¤
¥¦ ˜B j , die mit unserem Inferenzverfahren den Grundbegriff ˜Ai
auf das Konsequens ˜B abbilden. Folgender Satz zeigt, dass wir aus dieser Anfor-
derung eindeutig auf die bedingten Wahrscheinlichkeiten schließen ko¨nnen, falls
˜B eine Kombination der Grundbegriffe ˜B j ist.
Satz 10 Gegeben seien Partitionen
±s²
,
±
³
der Universen
­
,
®
und eine Regel
˜A ¥3¦ ˜B mit ˜A
°_±H²
und ˜B
°{äå
§
®
¨
, wobei ˜B eine durch die Begriffswahr-
scheinlichkeiten P´ § ˜B j ¨ gewichtete Kombination der Grundbegriffe ˜B j °`±s³ ist.
Das durch die Gleichungen (5.3) und (5.4) beschriebene Inferenzverfahren erfu¨llt
genau dann den Modus Ponens, d. h. es bildet ˜A auf ˜B ab, wenn fu¨r die bedingten
Wahrscheinlichkeiten gilt:
Å
j : P´O§ ˜B j ª ˜A ¨© P´O§ ˜B j ¨ (5.21)
Beweis: Dass der Modus Ponens aus Gleichung (5.21) folgt, haben wir schon mit
Satz 8 gezeigt. Nehmen wir nun an, dass der Modus Ponens gilt. Dann gibt es
bedingte Wahrscheinlichkeiten P´O§ ˜B j ª ˜A ¨ mit
∑
j
P´O§ ˜B j ª ˜A ¨H« pl ˜B j æ pl ˜B æ ∑j P´O§ ˜B j ¨H« pl ˜B j
Die linke Seite der Gleichung erha¨lt man aus den Gleichungen (5.3) und (5.4),
wenn man P´O§ ˜A
¨<©
1 und P´.§ ˜A
Ä
¨@©
0 fu¨r alle ˜A
Ó©
˜A
Ä
°a±
²
einsetzt, d. h. x
©
˜A
annimmt. Die rechte Seite der Gleichung ist Voraussetzung des Satzes. Aus der
linearen Unabha¨ngigkeit der Plausibilita¨tsdichten pl
˜B j folgt die Identita¨t (5.21).
Ì
Falls wir das Konsequens ˜B nur na¨herungsweise mit den Grundbegriffen ˜B j dar-
stellen ko¨nnen, dann ko¨nnen wir den Modus Ponens mit Regeln auf der Basis von
Grundbegriffen ebenfalls nur na¨herungsweise erfu¨llen. Mehr als das Ergebnis von
Satz 10 ko¨nnen wir nicht erwarten, denn die Vergro¨berung der Universen durch
Partitionierungen kann nicht beliebige unscharfe Aussagen pra¨zise wiedergeben.
Der Satz gilt nicht nur fu¨r eine einzelne Regel ˜A ¥s¦ ˜B, sondern fu¨r einen ganzen
Satz von Regeln ˜Ai ¥3¦ ˜B Äi fu¨r alle ˜Ai °± ² mit unscharfen Mengen ˜B Äi °\äå § ® ¨ ,
die als Kombination der Grundbegriffe gebildet werden ko¨nnen.
76 KAPITEL 5. SCHLIESSEN MIT UNSCHARFEN BEGRIFFEN
Wir lo¨sen uns nun von der Annahme, dass die Antezedenzien der Regeln Grundbe-
griffe sind. Wir betrachten r Regeln der Art ˜A
Äk
¥¦ ˜B
Äk mit beliebigen unscharfen
Mengen ˜A
Äk °äå § ­ ¨ und ˜B Äk °äå § ® ¨ . Wir werden sehen, dass in diesem
allgemeinen Fall die Wahl der bedingten Wahrscheinlichkeiten P´ § ˜B j ª ˜Ai ¨ nicht
eindeutig ist. Dies liegt daran, dass es Konflikte zwischen verschiedenen Regeln
geben kann, die im einfachen Fall von oben nicht auftreten.
Ausgangspunkt des Verfahrens ist ein Analysevorgang nach Abschnitt 4.2.3, mit
dem wir die Wahrscheinlichkeiten P´.§ ˜Ai ª ˜A Äk ¨ und P´O§ ˜B j ª ˜B Äk ¨ bestimmen. Die Re-
gelgewichte P´O§ ˜B j ª ˜Ai ¨ sollen wieder so gewa¨hlt werden, dass das Inferenzverfah-
ren aus Abschnitt 5.2.1 eine Eingabe ˜A Äk auf das gewu¨nschte Konsequens ˜B Äk abbil-
det, d. h. fu¨r jede Regel der Modus Ponens erfu¨llt wird:Å
j
µ
k : ∑
i
P´.§ ˜B j ª ˜Ai ¨s« P´O§ ˜Ai ª ˜A Äk ¨A© P´O§ ˜B j ª ˜B Äk ¨ (5.22)
Fu¨r jedes j erhalten wir ein lineares Gleichungssystem
çè
è
èé
§ P´O§ ˜Ai ª ˜A Ä1 ¨7¨ i
§ P´O§ ˜Ai ª ˜A Ä2 ¨7¨ i
.
.
.
§ P´.§ ˜Ai ª ˜A Är ¨7¨ i
êWë
ë
ë
ì
çè
è
èé
γ1 j
γ2 j
.
.
.
γn j
êWë
ë
ë
ì
©
çè
è
èé
P´.§ ˜B j ª ˜B Ä1 ¨
P´.§ ˜B j ª ˜B Ä2 ¨
.
.
.
P´ § ˜B j ª ˜B Är ¨
êWë
ë
ë
ì
µ
(5.23)
wobei wir statt der Wahrscheinlichkeiten P´O§ ˜B j ª ˜Ai ¨ zuna¨chst γi j schreiben, da die
Lo¨sungen des Gleichungssystems i. A. kein Wahrscheinlichkeitsmaß definieren.
Wir nehmen an, dass die Anzahl n der Grundbegriffe auf
­
gro¨ßer als die An-
zahl r der allgemeinen Regeln ist. Ansonsten ist die Granularisierungsstufe der
Universen den Regeln nicht angemessen, denn die Regeln unterscheiden offenbar
mehr Fa¨lle, als wir mit den Grundbegriffen ausdru¨cken ko¨nnen. Wenn das Glei-
chungssystem lo¨sbar ist, dann ist es wegen r í n unterbestimmt. Es gibt somit
keine eindeutige Lo¨sung.
Das folgende Verfahren wa¨hlt eine Lo¨sung aus und sorgt gleichzeitig dafu¨r, dass
die Regelgewichte γi j nicht negativ sind. Wir betrachten dazu Gleichung (5.22) fu¨r
ein festes k, also fu¨r die k-te Regel. Sie besitzt i. A. keine eindeutige Lo¨sung fu¨r die
γi j. Da wir uns im Kontext von Wahrscheinlichkeiten befinden, mu¨ssen wir ohne
zusa¨tzliches Wissen eine Gleichverteilung annehmen, d. h. γi j ist konstant bzgl. i.
Mit γ j © γi j gilt dann nach Gleichung 5.22:
P´.§ ˜B j ª ˜B Äk ¨© ∑
i
γ j « P´.§ ˜Ai ª ˜A Äk ¨ (5.24)
©
γ j ∑
i
P´ § ˜Ai ª ˜A Äk ¨ (5.25)
¢ 5 Þ 1
¤
©
γ j (5.26)
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Wir definieren also fu¨r alle i
µ
j:
γ ki j : ©Âî
P´.§ ˜B j ª ˜B Äk ¨ µ wenn P´O§ ˜Ai ª ˜A Äk ¨@ï 0
0
µ
wenn P´O§ ˜Ai ª ˜A Äk ¨ﬂ© 0
(5.27)
Im Fall P´.§ ˜Ai ª ˜A Äk ¨ﬂ© 0 tra¨gt der Term γ ki j nicht zur Summe in (5.24) bei. Da keine
Evidenz fu¨r γ ki j ï 0 vorliegt, setzen wir den Term auf null. Der Index k des Gewich-
tes γ ki j markiert, dass diese Definition nur fu¨r die k-te Regel gilt. Dies ist wichtig,
weil unterschiedliche Regeln die Gewichte γi j u. U. verschieden definieren. Es han-
delt sich bei diesem Pha¨nomen um eine Form von Inkonsistenz zwischen den Re-
geln, die durch die Vergro¨berung des Wissens bei der Granularisierung entsteht.
Wie bei Wahrscheinlichkeiten u¨blich, bilden wir die endgu¨ltigen bedingten Wahr-
scheinlichkeiten durch eine Durchschnittsbildung u¨ber alle Regeln. Damit tragen
wir dem Unwissen Rechnung, welches Gewicht richtig ist. Hinzu kommt die Nor-
mierung auf ∑ j γi j © 1. Wir definieren also
P´.§ ˜B j ª ˜Ai ¨ : ©
∑k γ ki j
∑l ∑k γ kil
(5.28)
Jedes γ ki j wird auf diese Weise als gleichberechtigte Information u¨ber P´.§ ˜B j ª ˜Ai ¨
aufgefasst. Diese Berechnungsvorschrift ist konsistent mit dem Vorgehen am An-
fang dieses Abschnitts, in dem wir angenommen haben, dass das Antezedens der
Regel ein Grundbegriff ist. Wenn wir dies hier ebenfalls annehmen, d. h. ˜A Äk °|± ² ,
dann sind die Vorschriften (5.28) und (5.21) zur Berechnung der bedingten Wahr-
scheinlichkeiten identisch. Die Gu¨ltigkeit des Modus Ponens ko¨nnen wir i. A. nicht
sicherstellen. Das liegt daran, dass das Antezedens und das Konsequens einer be-
liebigen Regel nicht exakt mit den Grundbegriffen dargestellt werden ko¨nnen. Dies
zeigt auf technischer Ebene, dass die Universen abha¨ngig von den Regeln partitio-
niert werden sollten.
Zusammenfassend stellen wir fest, dass eine Regel ˜A ¥s¦ ˜B in unserem Ansatz
dargestellt werden kann, auch wenn ˜A und ˜B nicht zu den Grundbegriffen geho¨ren.
Wir haben bereits mehrfach darauf hingewiesen, dass die Formulierung solcher
Regeln in der Praxis nicht der Normalfall ist; trotzdem sollten wir damit konsistent
zum u¨blichen Verfahren umgehen ko¨nnen, was wir mit diesem Abschnitt gezeigt
haben.
5.4 Zuverla¨ssigkeit von Schlussfolgerungen
Wenn wir einen unscharfen Schluss ziehen, dann sind wir nicht nur an dem Schluss
selbst, sondern auch an seiner Zuverla¨ssigkeit interessiert. Wir suchen einen An-
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haltspunkt dafu¨r, wieviel Vertrauen wir in den Schluss setzen ko¨nnen. Dazu unter-
scheiden wir zwei Typen von Schlu¨ssen. Bei einigen Anwendungen reicht die Ent-
scheidung fu¨r einen Grundbegriff als Schluss. Wir sind in diesem Fall mit einem
grobgranularen Ergebnis zufrieden. Bei anderen Problemstellungen hingegen wer-
den scharfe Schlu¨sse erwartet. Ein technisches System etwa beno¨tigt einen schar-
fen Wert wie eine Spannung, mit der es beispielsweise gesteuert wird. In diesem
Fall liegt die Entscheidung auf feingranularer Ebene vor. In Anhang A werden bei-
de Mo¨glichkeiten, grob- und feingranulare Schlu¨sse, an einem Beispiel illustriert.
Grobgranulare Schlu¨sse Eine Schlussfolgerung ˜B
Ä
liegt als gewichtete Kom-
bination von Grundbegriffen vor. Wenn wir einen Grundbegriff ˜B
°`±s³
aus der
Kombination als Schluss wa¨hlen, so nennen wir ˜B einen grobgranularen Schluss.
Im Allgemeinen wird man sich fu¨r den Grundbegriff mit der gro¨ßten Begriffswahr-
scheinlichkeit entscheiden. Dabei misst die Begriffswahrscheinlichkeit P´§ ˜B
¨
die
Zuverla¨ssigkeit des grobgranularen Schlusses ˜B:Å
˜B
°|±
³
: Zg § ˜B ¨ : © P´O§ ˜B ¨ (5.29)
Im Beispiel in Anhang A entspricht Zg § ˜B ¨ der relativen Anzahl von Experten, die
˜B als Schluss unterstu¨tzen.
Je gro¨ßer die Unsicherheit des Wissens ist, desto gro¨ßer ist die Anzahl der Ent-
scheidungsalternativen, die durch die Anzahl der positiven Wahrscheinlichkeiten
P´O§ ˜B
¨
bestimmt wird. Mit der Anzahl der Entscheidungsmo¨glichkeiten sinkt aber
automatisch die Zuverla¨ssigkeit jeder einzelnen Alternative. Das liegt daran, dass
wir uns in einem wahrscheinlichkeitstheoretischen Modell bewegen, in dem die
Summe der Zuverla¨ssigkeiten u¨ber die Alternativen eins ergibt. Folglich misst
Zg § ˜B ð ¨O© 1 ¥ Zg § ˜B ¨ die Zuverla¨ssigkeit der Aussage, dass ˜B nicht der richtige
Schluss ist.
Feingranulare Schlu¨sse Die Plausibilita¨tsdichte pl
˜B Æ eines Schlusses ˜B Ä be-
zeichnen wir als feingranularen Schluss. pl
˜B Æ § v ¨ misst die Zuverla¨ssigkeit der
Kontexte, die v als scharfen Schluss fu¨r richtig halten. Im Beispiel in Anhang A
sind die Kontexte Experten, die i. A. gleiches Vertrauen genießen. pl
˜B
Æ
§ v
¨
ist dann
die relative Anzahl von Experten, die v als scharfen Schluss vorschlagen.
Die Zuverla¨ssigkeit des feingranularen Schlusses, der durch pl
˜B Æ § v ¨ repra¨sentiert
wird, ko¨nnen wir durch die maximale Plausibilita¨t messen:Å
˜B Ä
°\äå
§
®
¨
: Z f § ˜B Ä ¨ : © sup
v Ç ³
pl
˜B Æ § v ¨ (5.30)
Z f gibt die Plausibilita¨t der scharfen Schlu¨sse an, in die wir unser gro¨ßtes Vertrau-
en legen. In dieser Weise ist Z f ein Maß fu¨r die Zuverla¨ssigkeit von ˜B Ä , denn in
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vielen Anwendungen wa¨hlt man eines der v
°a®
mit maximaler Plausibilita¨t als
scharfen Schluss aus. Wir kennen dieses Vorgehen bereits aus Abschnitt 2.2 als
Maximummethode. Ist Z f sehr klein, so ist das v mit maximaler Plausibilita¨t zwar
der beste Schluss, den das System bei gegebenem Wissen vorschlagen kann; unser
Vertrauen in diesen Schluss ist aber nicht sehr groß. Dieser Fall tritt ein, wenn das
Wissen, auf dem der Schluss basiert, sehr unsicher oder vage ist.
Insgesamt stellen wir fest, dass wir die Zuverla¨ssigkeit oder das Vertrauen in die
Schlu¨sse unseres unscharfen Systems messen ko¨nnen, unabha¨ngig davon, ob sie
grob- oder feingranular sind. Wenn wir z. B. annehmen, dass alle fu¨r den Schluss
verwendeten Informationen von Experten stammen, dann sagt der Zuverla¨ssig-
keitswert aus, wieviel Prozent der Experten dem jeweiligen Schluss zustimmen
wu¨rden. Damit wird dem Anwender ein aussagekra¨ftiger Wert an die Hand gege-
ben, mit dem er seine Entscheidungen, die auf dem Schluss des unscharfen Sys-
tems basieren, leicht rechtfertigen kann.
5.5 Rechenaufwand
Insbesondere bei Echtzeitanwendungen spielt die Effizienz des Inferenzverfahrens
eine wichtige Rolle. Zu große Berechnungszeiten resultieren darin, dass die An-
zahl der Schlu¨sse pro Zeiteinheit reduziert wird. Das unscharfe System kann also
nicht so oft in den umgebenden Prozess eingreifen, was die Leistungsfa¨higkeit
drastisch reduzieren kann oder sogar die Anwendung des unscharfen Systems aus-
schließt.
Um den Rechenaufwand unseres Inferenzverfahrens zu beurteilen, vergleichen wir
es mit dem Prinzip von Kombination/Projektion (PKP) sowie dem Verfahren nach
MAMDANI als effizientem, sehr oft verwendeten Spezialfall des PKPs und un-
scharfer Produktionsregeln. Dazu nehmen wir eine m-stufige Regelbasis mit k
Grundbegriffen in jeder Schicht an. Antezedenzien und Konsequenzen seien eindi-
mensional. Weiterhin nehmen wir eine Diskretisierung der Universen von jeweils
n Punkten an.
variable Regeln feste Regeln
allgemein Standard
PKP O ñ k ò n3 ò m ó O ñ n2 ò m ó –
MAMDANI O ñ k ò n2 ò m ó O ñ k2 ò m ó O ñ k2 ó
SPOTT O ñ k2 ò m ó O ñ k2 ó
â
O ñ k2 ò m ó O ñ k ó
Tabelle 5.2: Vergleich des Rechenaufwands verschiedener Verfahren
Tabelle 5.2 zeigt den Rechenaufwand der drei Verfahren unter verschiedenen Vor-
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aussetzungen.
”
Variable Regeln“ bezeichnet den Fall, dass die Inferenz komplett
berechnet werden muss. Dieser Fall tritt z. B. wa¨hrend der Entwicklung eines un-
scharfen Systems ein, bei der die Regeln jederzeit gea¨ndert werden ko¨nnen. In un-
serem Fall heißt das, dass die bedingten Wahrscheinlichkeiten variabel sind. Sind
die Regeln jedoch fixiert (
”
feste Regeln“), so dass nur zu gegebener Beobachtung
der Schluss berechnet werden muss, dann ko¨nnen einige Schritte vorberechnet
werden. Im Wesentlichen sind dies die Zusammenfassung mehrerer Regelstufen
und Berechnungen, die den ¨Ubergang von einer zur na¨chsten Regelstufe beschleu-
nigen. Der
”
Standard“-Fall unterscheidet sich noch einmal vom
”
allgemeinen“ da-
durch, dass hier erstens die Konsequenzen der Regeln mit denen der Antezeden-
zien in der na¨chsten Stufe u¨bereinstimmen (s. Abschnitt 5.2.2); zweitens haben
alle Regeln das Gewicht eins. Letzteres bedeutet, dass aus jedem Grundbegriff
genau ein anderer Grundbegriff folgt. Dies ist der Standardfall in mehrstufigen,
unscharfen Regelbasen. Der Berechnungsaufwand des PKP und von MAMDANI
ist [MC89, Ari96, CP96] entnommen.
Bei allen Verfahren haben wir in Tab. 5.2 den Aufwand weggelassen, den wir
beno¨tigen, um eine unscharfe Beobachtung fu¨r die Inferenz vorzubereiten. Auf
diese Weise ko¨nnen wir den Aufwand der reinen Inferenz besser vergleichen. Bei
MAMDANI und dem PKP mu¨ssen wir die ¨Ubereinstimmung der Beobachtung mit
den Antezedenzien der Regeln in der ersten Stufe berechnen. Der Aufwand betra¨gt
ô
§ k
«
n
¨
. Bei unserem Verfahren mu¨ssen wir die Beobachtung mit den Grundbe-
griffen der Antezedenzien beschreiben, d. h. die Begriffswahrscheinlichkeiten be-
rechnen. Liegt die Beobachtung als Synthese vor, so kennen wir die Begriffswahr-
scheinlichkeiten schon, wir haben also keinerlei Aufwand. Im Fall einer unschar-
fen Menge mu¨ssen wir eine Analyse durchfu¨hren, was das Lo¨sen eines linearen
Gleichungssystems erfordert (s. Anhang B.2). Im schlechtesten Fall betra¨gt der
Aufwand der Analyse ô § n3
¨
. Fu¨r gewo¨hnlich u¨berlappen sich aber an jeder Stelle
u
°­
nur zwei oder drei Plausibilita¨tsdichten einer Partition. Damit ist die Matrix
des LGS du¨nn besetzt (drei oder vier Eintra¨ge pro Zeile, die ungleich null sind).
Solche Gleichungssysteme ko¨nnen rekursiv mit einem Aufwand von ô § n
¨
gelo¨st
werden.
In der Praxis wird meist mit scharfen Beobachtungen gearbeitet, die bei allen Ver-
fahren mit einem Aufwand von ô § k
¨
eingebracht werden, was im Vergleich zur
Inferenz vernachla¨ssigbar ist, vgl. dazu auch Abschnitt 6.2.
In Tab. 5.2 wird deutlich, dass unser Inferenzverfahren nur von der Anzahl der
Grundbegriffe k abha¨ngt und im schlechtesten Fall noch von der Anzahl der Infe-
renzstufen m. Das PKP ha¨ngt immer von der Anzahl der Diskretisierungspunkte
n ab, die je nach Anwendung erheblich gro¨ßer als k ist. Wenn n nicht zu groß ist,
ko¨nnte man versuchen, den Faktor zwischen k und n durch Parallelverarbeitung
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auszugleichen. Wenn wir aber an Anwendungen denken, bei denen sich die Gro¨ße
des Universums im Bereich von 106 Elementen bewegt, wie etwa den Kunden
einer Telefongesellschaft, dann scheidet diese Alternative aus.
MAMDANI und das PKP erlauben die Vorberechnung einer globalen Regel aus
den k Einzelregeln. Der Aufwand fester Regeln ist damit geringer als der variabler
Regeln. Bei MAMDANI kann man dann wie bei unserem Ansatz noch auf eine Dis-
kretisierung der Universen verzichten [CP96] und erreicht im Standardfall einen
Aufwand von ô § k2
¨
, da dann auch mehrere Regelstufen zu einer zusammengefasst
werden ko¨nnen [LTT98].
Unser Verfahren ist bis auf eine Ausnahme in jedem Fall besser als die anderen.
Im Fall variabler Regeln mu¨ssen wir 2m ¥ 1 Multiplikationen einer Matrix mit ei-
nem Vektor durchfu¨hren (Abschnitt 5.2.2): ô § k2
«
m
¨
. Am Eingang jeder Regelstu-
fe werden mit Aufwand ô § k
¨
negative Gewichte entfernt. Zusammen erhalten wir
damit ô § k2
«
m
¨
als Aufwand. Bei festen Regeln a¨ndert sich daran nichts, falls die
Transformationsmatrizen negative Gewichte enthalten. Wenn alle Gewichte positiv
sind, mu¨ssen wir am Eingang einer Regelstufe keine negativen Gewichte streichen
und ko¨nnen alle Matrizen zu einer Matrix zusammenfassen (Gleichung (5.18)).
Die Inferenz beschra¨nkt sich dann auf die Multiplikation eines Vektors mit einer
Matrix, der Aufwand betra¨gt ô § k2
¨
. Im Standardfall entha¨lt die Regelmatrix in
jeder Zeile maximal eine Eins; die gesamte Inferenz beschra¨nkt sich auf k Zuord-
nungen.
Insgesamt heben wir uns nicht nur vom Prinzip von Kombination/Projektion ab,
weil der Rechenaufwand statt von den Einzelheiten nur von der Anzahl der Grund-
begriffe abha¨ngt. Wir gewinnen bei variablen Regeln und Standardregeln sogar
gegenu¨ber dem schnellen Verfahren von MAMDANI eine Gro¨ßenordnung im Be-
rechnungsaufwand.
5.6 Zusammenfassung
Bei unscharfem Schließen werden aus unscharfen Beobachtungen und einer Wis-
sensbasis durch Inferenz Informationen abgeleitet. In unserem Fall besteht die
Wissensbasis aus einer Menge unscharfer Regeln der Form
”
Wenn x
©
˜A, dann
y
©
˜B“ oder kurz ˜A ¥3¦ ˜B. Wir interpretieren eine Regel als bedingte Wahrschein-
lichkeit P´O§ ˜B
ª
˜A
¨©
1. Diese Darstellung erweitern wir insofern, als wir Regel-
gewichte einfu¨hren, welche die Unsicherheit u¨ber das Konsequens ˜B der Regel
ausdru¨cken: ˜A P¡ ¢
˜B
£
˜A
¤
¥¦ ˜B. Durch die Modellierung der Gewichte als bedingte Wahr-
scheinlichkeiten P´O§ ˜B
ª
˜A
¨
besitzen sie eine konkrete Semantik, die zudem konsi-
stent mit der gewichteten Kombination von Grundbegriffen ist. Die meisten ande-
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ren Ansa¨tze geben keine konkrete Semantik an. So wird beispielsweise in [YT97]
die Bedeutung der Regelgewichte nicht erla¨utert, womit auch die Art ihrer Weiter-
verarbeitung fragwu¨rdig ist.
Fu¨r das Inferenzverfahren greifen wir die Idee aus Kapitel 4 auf, alle unscharfen
Informationen mit den Grundbegriffen darzustellen. Indem wir als Antezedenzien
und Konsequenzen der Regeln Grundbegriffe verwenden, sind die Regeln auf der
grobgranularen Ebene der Begriffswahrscheinlichkeiten definiert. Eine unscharfe
Beobachtung stellen wir durch Synthese oder Analyse ebenfalls u¨ber die Wahr-
scheinlichkeiten der Grundbegriffe dar. Mithilfe der Wahrscheinlichkeitsrechnung
schließen wir daraus auf die Wahrscheinlichkeiten der Konsequenzen. Der Schluss
liegt dann als gewichtete Kombination von Grundbegriffen vor und kann mittels
einer Synthese in eine unscharfe Menge u¨bersetzt werden. Alle Berechnungen der
Inferenz werden auf der symbolischen Ebene der Begriffswahrscheinlichkeiten
durchgefu¨hrt. Somit ist das Verfahren effizient und die Schlu¨sse werden versta¨nd-
lich mit den Grundbegriffen dargestellt. Daru¨ber hinaus haben wir gezeigt, dass
unser Inferenzverfahren im Gegensatz zu anderen Ansa¨tzen den Modus Ponens
auch dann erfu¨llt, wenn mehrere Regeln parallel ausgewertet werden.
Bei mehrstufigen Inferenzen werden die Stufen einzeln nacheinander abgearbeitet,
indem der unscharfe Schluss einer Stufe als Eingabe fu¨r die na¨chste Stufe benutzt
wird. Dieser Schritt findet bei den meisten Verfahren mit hohem Berechnungsauf-
wand auf feingranularer Ebene statt. Wir zeigen, wie man durch einmalige Vorbe-
rechnungen auch diesen Schritt auf grobgranularer Ebene berechnen kann. Dabei
ko¨nnen wir die Exaktheit unscharfer Schlu¨sse auf feingranularer Ebene garantie-
ren. Der Rechenaufwand unserer mehrstufigen Inferenz ist erheblich geringer als
bei allen anderen unscharfen Inferenzverfahren. Im besten Fall, der auch gleich-
zeitig der wichtigste fu¨r die Praxis ist, ha¨ngt der Rechenaufwand linear von der
Anzahl der Regeln ab. Bei dem schnellen Verfahren von MAMDANI ist der Auf-
wand schon quadratisch und beim Prinzip von Kombination/Projektion geht er
quadratisch mit der Anzahl der Einzelheiten und zusa¨tzlich linear mit der Anzahl
der Regelstufen.
Insbesondere bei mehrstufigem Schließen offenbart sich die Wichtigkeit des Mo-
dus Ponens, der z. B. von MAMDANIS Ansatz nicht erfu¨llt wird. Verfahrensbe-
dingt erho¨ht sich bei MAMDANI die Unsicherheit mit jedem weiteren Schluss, bis
irgendwann ein vo¨llig unspezifischer Schluss vorliegt: alles ist mo¨glich. Indem un-
ser Verfahren auch u¨ber mehrere Stufen den Modus Ponens erfu¨llt, sind Schlu¨sse
nur so unsicher wie die Regeln; der Inferenzmechanismus fu¨gt keine Unsicherheit
hinzu. So bleiben auch Schlu¨sse u¨ber mehrere Stufen aussagekra¨ftig.
Im Normalfall sind die Antezedenzien und Konsequenzen der Regeln Grundbe-
griffe. Die Universen werden so partitioniert, dass die resultierenden Grundbe-
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griffe die Basis fu¨r die Regeln bilden. Andererseits ko¨nnte es sinnvoll sein, von
diesem Schema abzuweichen, wenn z. B. die Grundbegriffe das grobe Versta¨ndnis
eines Anwenders von einem Universum wiedergeben, die Relation zwischen den
Universen aber unabha¨ngig davon aus Daten resultiert. In diesem Fall entsteht eine
allgemeine Regel ˜A ¥s¦ ˜B, deren Antezedens und Konsequens beliebige unscharfe
Mengen sind.
Wir haben gezeigt, wie man eine allgemeine Regel durch Regeln auf Basis der
Grundbegriffe ersetzt, um sie erstens versta¨ndlich zu machen und zweitens die ef-
fiziente Verarbeitung mit unserem Inferenzverfahren zu gewa¨hrleisten. Auf diese
Weise erweitern wir die Ma¨chtigkeit der bisherigen Verfahren, deren Regeln aus-
schließlich die vordefinierten Begriffe benutzen.
Um die Akzeptanz eines unscharfen Systems sicherzustellen, mu¨ssen wir ein Maß
fu¨r die Zuverla¨ssigkeit der Schlu¨sse, die das System berechnet, angeben ko¨nnen.
Sowohl fu¨r grobgranulare als auch fu¨r gescha¨rfte, feingranulare Schlu¨sse haben
wir Zuverla¨ssigkeitsmaße definiert, die durch ihre Semantik auf der Basis von
Wahrscheinlichkeiten aussagekra¨ftig und leicht versta¨ndlich zugleich sind. Wenn
beispielsweise die Wissensbasis durchga¨ngig von Experten definiert wird, misst
die Zuverla¨ssigkeit den relativen Anteil der Experten, die den Schluss fu¨r richtig
halten.
Insgesamt erhalten wir eine neues Verfahren fu¨r unscharfe Inferenz, das wie schon
die Kombination von Grundbegriffen darauf beruht, dass Informationen durch eine
Basis von Grundbegriffen dargestellt werden. Das Verfahren ist wesentlich effizi-
enter als andere, weil es durchga¨ngig auf der grobgranularen Ebene operiert. Dabei
stellt es erstmalig auch die Versta¨ndlichkeit unscharfer Schlu¨sse sicher, ohne an
Pra¨zision zu verlieren. Kurzum: Wir ko¨nnen symbolisch mit unscharfen Begriffen
schließen. Im folgenden Kapitel 6 erha¨rten wir diese Aussage noch insofern, als
wir zeigen, dass das Verfahren in gewissem Rahmen unabha¨ngig von der unterlie-
genden Semantik der Grundbegriffe und der Regeln ist.

Kapitel 6
Semantik und Repra¨sentation von
Wissen
Eine wichtige Frage bei Anwendungen informationsverarbeitender Systeme ist,
wie Wissen repra¨sentiert wird. Besonders interessant sind hierbei folgende zwei
Aspekte. Einmal handelt es sich um die Frage, wie Wissen mathematisch so for-
malisiert werden kann, dass die Semantik ada¨quat wiedergegeben wird. Insbeson-
dere ist es bei Anwendungen wichtig, dass eine Theorie der Informationsverar-
beitung Wissen mit verschiedenen Semantiken darstellen kann. Anderenfalls lei-
det die Qualita¨t der Ergebnisse, weil nicht alle Informationen verarbeitet werden
ko¨nnen. Der zweite Aspekt der Repra¨sentation von Wissen hat einen implemen-
tierungstechnischen Hintergrund. Eine mathematische Formalisierung von Wissen
kann aus der Sicht des Speicher- oder Rechenaufwands ungeeignet fu¨r eine rech-
nergestu¨tzte Verarbeitung sein. In diesem Fall mu¨ssen wir die Theorie den prakti-
schen Anforderungen anpassen. Wir mu¨ssen einen Kompromiss zwischen der Ex-
aktheit der mathematischen Darstellung und dem Aufwand der rechnergestu¨tzten
Verarbeitung finden. Beides, den semantischen und den implementierungstechni-
schen Aspekt der Wissensrepra¨sentation, werden wir in diesem Kapitel na¨her be-
leuchten.
Bei Anwendungen liegen oftmals gleichzeitig Informationen vor, die sich durch
1. die Art der Unscha¨rfe (Vagheit oder Unsicherheit),
2. die Ordnung der Unscha¨rfe (scharf, unscharf n-ter Ordnung),
3. die Semantik der Beschreibung (bei Regeln z. B. logische Formeln, Abbil-
dungsvorschriften, positive/negative Regeln)
unterscheiden. Ein Beispiel sind Systeme, die den Dollarkurs vorhersagen. Wissen
u¨ber das Verhalten des Kurses besteht aus statistischen Daten in Form von Zeitrei-
hen aus der Vergangenheit, vagen oder unsicheren Einscha¨tzungen von Experten,
scharfen Informationen wie dem Dollarkurs des vorangehenden Tages usw. Die
gemeinsame Verarbeitung aller Informationen in einem unscharfen System kann
nur dann zu vertrauenswu¨rdigen Ergebnissen fu¨hren, wenn wir fu¨r alle Formen
von Wissen eine gemeinsame mathematische Formalisierung oder Repra¨sentation
finden. Auf die Notwendigkeit dieser Anforderung haben wir bereits auf S. 7 in
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der Einleitung mit dem Zitat aus [DP97] hingewiesen. Anderenfalls sind die Infor-
mationen nicht vergleichbar und ko¨nnen daher nicht zusammengefasst werden. In
diesem Kapitel stellen wir verschiedene Repra¨sentationen von Wissen aus obiger
Aufza¨hlung vor, die bereits in Anwendungen unscharfer Systeme benutzt werden.
Dabei zeigen wir, wie sie in unsere Theorie eingebettet und gemeinsam verarbeitet
werden ko¨nnen.
Bei der Semantik unscharfer Mengen variieren wir Art und Ordnung der Un-
scha¨rfe. In Abschnitt 6.1 greifen wir die Interpretation von Unscha¨rfe als ¨Ahnlich-
keit auf und beschreiben einen bekannten Gruppierungsalgorithmus, der in der
Praxis zum Generieren unscharfer Mengen aus Daten eingesetzt wird [Ho¨p99].
Wir zeigen, dass auf diese Weise aus Daten unscharfe Partitionen im Sinne dieser
Arbeit erzeugt werden ko¨nnen. Nachdem wir uns in den vorangehenden Kapiteln
ausfu¨hrlich mit der Verarbeitung unscharfer Informationen auseinandergesetzt ha-
ben, beantworten wir in Abschnitt 6.2 die Frage, wie man scharfe Werte im Kon-
text grobgranularen Wissens darstellt und verarbeitet. Scharfe Werte kommen in
Anwendungen sehr ha¨ufig vor und ko¨nnen mit wesentlich geringerem Rechenauf-
wand verarbeitet werden als unscharfe Informationen, was besonders fu¨r techni-
sche Systeme mit Echtzeitanforderungen sehr wichtig ist.
In Abschnitt 6.3 diskutieren wir verschiedene Semantiken von Regeln. Wir be-
leuchten die Bedeutung der logischen Konjunktion und der Implikation als Grund-
bausteine positiver und negativer Regeln und stellen sie mit unserem wahrschein-
lichkeitstheoretischen Modell fu¨r Regeln dar. In der Praxis hat sich die Kombina-
tion positiver und negativer Regeln als a¨ußerst nu¨tzlich erwiesen, um Regelwerke
kompakt und versta¨ndlich zu formulieren [CDP96, Kie97, SSR00b]. Mit der Inter-
pretation unseres Inferenzverfahrens als unscharfes Interpolationsverfahren in Ab-
schnitt 6.3.2 leisten wir einen wichtigen Beitrag fu¨r die Modellierung technischer
Systeme. Die zugrunde liegende Art der Beschreibung einer Regel als funktiona-
ler Zusammenhang entspricht viel eher der Denkweise eines Systemingenieurs als
die regelbasierte Sprechweise der Logik. Dabei subsumieren wir einige Verfahren
aus dem Bereich unscharfer Regelung wie den Regler von TAKAGI/SUGENO und
Neuro-Fuzzy-Ansa¨tze, die wir so mit einer konkreten Semantik versehen und als
Verfahren fu¨r mehrstufiges unscharfes Schließen deuten ko¨nnen.
Abschließend widmen wir uns in Abschnitt 6.4.1 dem implementierungstechni-
schen Aspekt der Repra¨sentation von Wissen. Probleme bei der Implementie-
rung beschra¨nken sich dabei auf die Darstellung unscharfer Grundbegriffe. Wenn
Grundbegriffe durch Daten definiert werden, kann der Speicheraufwand fu¨r die
Definition so groß werden, dass er nicht mehr handhabbar ist. Als Lo¨sung dieses
Problems stellen wir ein Parametermodell vor, das den Speicheraufwand drastisch
reduziert und sich semantisch nahtlos in unsere Theorie einfu¨gt.
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6.1 Unscharfe Gruppen
In praktischen Anwendungen von Techniken der Informationsverarbeitung liegt
Wissen in vielen Fa¨llen in Form scharfer Daten vor. Man ist aus zwei Gru¨nden
daran interessiert, die Daten zu vergro¨bern:
1. In der Anwendung ko¨nnen verschiedene Daten aufgrund ihrer ¨Ahnlichkeit
nicht unterschieden werden, oder eine Unterscheidung ist fu¨r die weitere
Verarbeitung nicht notwendig.
2. Der Umfang der Daten ist fu¨r die Verarbeitung zu groß.
Ein Beispiel sind Anbieter von Musik-CDs im Internet, auf deren WWW-Seiten
Kunden CDs bewerten ko¨nnen.1 Auf Basis dieser Bewertungen werden Gruppen
von Kunden gebildet, die a¨hnliche Musik ho¨ren. Ziel dieser Systeme ist, den Kun-
den CDs zu empfehlen. Einerseits ko¨nnen dies CDs sein, die anderen Kunden der
gleichen Gruppe gefallen, andererseits aber auch CDs, welche die Musikexperten
des Anbieters dem Geschmack der Gruppe zuordnen. Dabei ist der einzelne Kunde
fu¨r die Empfehlung einer CD nicht wichtig, es geht nur um die Vorlieben der Grup-
pe. Beru¨cksichtigt man, dass sich die Anzahl der Kunden im Bereich von mehreren
Zehntausend2 bewegt, so wird auch der Effizienzgewinn durch Gruppenbildungen
deutlich.
Ziel dieses Abschnitts ist zu zeigen, wie man durch Gruppierung a¨hnlicher Daten
ein Universum unscharf partitioniert. Insbesondere werden wir darlegen, dass die
Elemente der Partition als Plausibilita¨tsdichten interpretiert werden ko¨nnen. Da-
mit erreichen wir zwei Dinge. Erstens ko¨nnen wir unscharfe Mengen aus Daten
erzeugen und mit unserem Schließmechanismus verarbeiten, weil sie die gleiche
Semantik aufweisen wie unscharfe Begriffe. Zweitens zeigen wir die Verwandt-
schaft der Konzepte Unsicherheit und ¨Ahnlichkeit, was die Allgemeinheit unserer
Theorie untermauert.
Bei der Gruppierung von Daten werden Einzelheiten zu Mengen, den Gruppen,
zusammengefasst. Die Elemente einer Gruppe zeichnen sich dadurch aus, dass
sie in irgendeiner Hinsicht als a¨hnlich angesehen werden. Der ¨Ahnlichkeitsbegriff
kann sich dabei auf die Einzelheiten selbst beziehen oder auf das, was aus den
Einzelheiten in der weiteren Verarbeitung folgt. So ko¨nnen Pilze einerseits a¨hn-
lich sein, weil sie derselben Gattung angeho¨ren; andererseits ko¨nnen wir Pilze
verschiedener Gattungen der gleichen Gruppe zuordnen, weil sie giftig sind und
deshalb nicht gegessen werden du¨rfen.
1beispielsweise LAUNCH; URL: http://www.launch.de (Oktober 2000)
2Bei FIREFLY, dem Vorla¨ufer von LAUNCH, wurden 1998 Zahlen um 25000 genannt.
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Unabha¨ngig von der Art des ¨Ahnlichkeitsbegriffs dient Gruppierung zur Vergro¨be-
rung von Universen. Nach einer Gruppierung unterscheiden wir nicht mehr Einzel-
heiten, die in Form von Daten vorliegen, sondern Gruppen, denen die Einzelhei-
ten angeho¨ren. Dabei geht Vergro¨berung durch Gruppierung den Weg vom Feinen
zum Groben. Bei der Partitionierung von Universen in Abschnitt 4.1 sind wir um-
gekehrt vorgegangen. Wir haben das Universum zuna¨chst symbolisch vergro¨bert,
indem wir unscharfe Begriffe auf grobgranularer Ebene festgelegt haben. Im zwei-
ten Schritt haben wir die Begriffe als unscharfe Mengen auf feingranularer Ebene
definiert. Wa¨hrend in diesem Fall Anzahl und Bedeutung der groben Informati-
onseinheiten den Ausgangspunkt bilden, sind es bei der Gruppierung die scharfen
Daten. Insbesondere kann man Gruppen u. U. keine anschauliche Bedeutung zu-
ordnen, wie es bei unscharfen Begriffen der Fall ist.
Klassische Gruppierungsverfahren wie c-Means und ISODATA fassen Daten zu
scharfen Gruppen zusammen [DH73]. Im einfachsten Fall geho¨rt jedes Datum ge-
nau einer Gruppe an. Da in vielen Fa¨llen die Daten aber verrauscht oder gesto¨rt
sind, sind sie inha¨rent mit Unsicherheit versehen. Unscharfe Gruppierungsverfah-
ren verzichten daher auf die bina¨re Zuordnung von Daten zu Gruppen und gehen
von unscharfen Gruppen aus. Eine unscharfe Gruppe ist eine unscharfe Menge;
die Zugeho¨rigkeit eines Datums zu einer unscharfen Gruppe wird mit einem Zu-
geho¨rigkeitsgrad aus dem Einheitsintervall gemessen. Im Beispiel der Musiklieb-
haber ist die Notwendigkeit unscharfer Gruppen offensichtlich, denn ihre Vorlie-
ben beschra¨nken sich selten auf eine Musikrichtung. Damit geho¨ren sie mit unter-
schiedlichen Zugeho¨rigkeitsgraden mehreren Kundengruppen an.
Die klassischen Verfahren fu¨r unscharfe Gruppierung sind Fuzzy-c-Means [Bez73]
und die Algorithmen von GUSTAFSON und KESSEL [GK79] sowie von GATH und
GEVA [GG89], die in dieser Reihenfolge aufeinander aufbauen. Einen ¨Uberblick
geben die Bu¨cher [Bez92, Ho¨p99]. Wir beschra¨nken uns in dieser Arbeit auf das
probabilistische Verfahren von GATH und GEVA, dessen Grundzu¨ge bereits einige
Jahre fru¨her im Zusammenhang mit BAYESSCHEN Klassifikatoren bekannt waren
[Bez81]. Das Ziel dieses Abschnitts ist dabei nicht die detaillierte Beschreibung
des Algorithmus, sondern zu zeigen, dass die generierten unscharfen Gruppen als
unscharfe Begriffe im Sinne dieser Arbeit aufgefasst werden ko¨nnen.
Wir gehen von einer kompakten Teilmenge
­
des õ p als Universum aus. Seien n
Daten ui °P­ gegeben, die zu c Gruppen zusammengefasst werden sollen. GATH
und GEVA nehmen an, dass die Daten Realisierungen p-dimensionaler, normalver-
teilter Zufallsvariablen sind. Die Normalverteilungen bezeichnen wir mit N j, die
zugeho¨rigen Erwartungswerte mit m j und die Kovarianzmatrizen mit C j. Wenn
wir jedes Datum ui genau einer Normalverteilung N j zurechnen, entspricht dies
bina¨ren Zugeho¨rigkeiten µN j § ui ¨ ° Ñ 0 µ 1 Ô . Die Erwartungswerte und Kovarianzma-
6.1. UNSCHARFE GRUPPEN 89
trizen der Normalverteilungen ko¨nnen wir mit statistischen Scha¨tzern berechnen:
m j ©
∑ni Ë 1 µN j § ui ¨s« ui
∑ni Ë 1 µN j § ui ¨
(6.1)
C j ©
∑ni Ë 1 µN j § ui ¨s« § ui ¥ m j ¨ § ui ¥ m j ¨ t
∑ni Ë 1 µN j § ui ¨
(6.2)
Weiterhin wird davon ausgegangen, dass die Normalverteilung N j mit der a-priori-
Wahrscheinlichkeit P § N j ¨ gewa¨hlt wird, um ein Datum zu erzeugen:
P § N j ¨©
∑ni Ë 1 µN j § ui ¨
n
(6.3)
Damit ergibt sich fu¨r die a-posteriori-Wahrscheinlichkeit P § N j ª ui ¨ nach der Formel
von BAYES
P § N j ª ui ¨ﬂ©
P § N j ¨s« P § ui ªN j ¨
∑ck Ë 1 P § Nk ¨s« P § ui ªNk ¨ µ
(6.4)
wobei P § ui ªN j ¨ mit der Dichte der Normalverteilung N j identifiziert wird:
P § ui ªN j ¨A©
1
§ 2pi
¨
p Ý 2 ö det § Ci ¨
exp
Á
¥
1
2 §
ui ¥ m j ¨ tC ÷ 1j § ui ¥ m j ¨/Ã (6.5)
Die unscharfen Gruppen werden durch die Likelihood-Funktionen P § N j ª u ¨ re-
pra¨sentiert. Der Gruppierungsalgorithmus bestimmt die Parameter m j, C j und
P § N j ¨ – und damit die Likelihood-Funktion P § N j ª u ¨ – so, dass folgende Zielfunk-
tion minimiert wird:
Z :
©
n
∑
i Ë 1
c
∑
j Ë 1
P § N j ª ui ¨ 2 « d2 § ui µ m j ¨ (6.6)
mit einer Distanzfunktion d2 § ui µ m j ¨ , die den Abstand zwischen dem Datum ui
und dem Erwartungswert m j der Gruppe j misst. Die Zielfunktion ist eine Ver-
allgemeinerung der Zielfunktion fu¨r die Methode der kleinsten Quadrate, die wir
auch in Abschnitt 4.2.3 verwendet haben. Z zu minimieren bedeutet, die Gruppen
so zu wa¨hlen, dass die Elemente der Gruppen einen mo¨glichst kleinen Abstand zu
ihrem Erwartungswert haben. Um die Zielfunktion zu minimieren, verallgemei-
nern GATH und GEVA die statistischen Scha¨tzer (6.1) und (6.2). Sie lo¨sen sich von
der Annahme, dass jedes Datum von genau einer Normalverteilung erzeugt wird,
indem sie die scharfen Zugeho¨rigkeiten µN j § ui ¨ durch die quadrierten Likelihood-
Funktionen P § N j ª ui ¨ 2 ersetzen. Dies hat sich als praktikable Heuristik fu¨r die Op-
timierung erwiesen. Damit variieren sie die Maximum-Likelihood-Scha¨tzer der
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BAYES-Klassifikatoren [Bez81]. Dabei werden die Parameter m j, C j und P § N j ¨
na¨herungsweise so bestimmt, dass die Eintrittswahrscheinlichkeit des Datensatzes
ui °­ maximiert wird. Die a-priori-Wahrscheinlichkeiten P § N j ¨ bestimmen sie
als Verallgemeinerung von (6.3):
P § N j ¨©
∑ni Ë 1 P § N j ª ui ¨ 2
∑ni Ë 1 ∑cj Ë 1 P § N j ª ui ¨ 2
(6.7)
Der Gesamtalgorithmus fu¨r die Gruppierung ist iterativ. Ausgehend von einer
initialen Gruppierung werden Erwartungswerte, Kovarianzmatrix und a-priori-
Wahrscheinlichkeit berechnet und damit neue Gruppen als Likelihood-Funktionen
definiert. Dieser Vorgang wird als alternierende Optimierung so oft wiederholt, bis
die maximale ¨Anderung der Likelihood-Funktionen einen Schwellenwert unter-
schreitet.
Der Zusammenhang zwischen unscharfen Grundbegriffen im Sinne dieser Ar-
beit und unscharfen Gruppen nach GATH und GEVA bzw. BAYES-Klassifikatoren
ist sehr einfach, weil sowohl die Grundbegriffe als auch die Gruppen durch
Likelihood-Funktionen P § N j ª u ¨ repra¨sentiert werden. Mathematisch gesehen sind
unscharfe Gruppen und Grundbegriffe also identisch. Die Likelihood-Funktionen
bilden wie unscharfe Grundbegriffe eine unscharfe Partition von
­
, wie wir bereits
in Abschnitt 4.1 gesehen haben.
Folgende ¨Uberlegungen zeigen, dass die Unscha¨rfe der Gruppen durch ¨Ahnlich-
keit induziert wird. Der Erwartungswert m j der Normalverteilung N j dient als Pro-
totyp der Gruppe j. GATH und GEVA definieren die Distanzfunktion d2 § u
µ
m j ¨ um-
gekehrt proportional zu P § u
ª
N j ¨ . Da P § u ªN j ¨ nach Gleichung (6.5) die Dichte einer
Normalverteilung ist, ist die Distanzfunktion d2 § u
µ
m j ¨ eine monotone Transfor-
mation des EUKLIDISCHEN Abstands
ª
u ¥ m j ª . Ein kleiner Wert P § u ªN j ¨ bedeutet,
dass der Abstand zwischen dem Datum u und dem Prototypen m j der Gruppe j
sehr groß ist, und ein großer Wert entspricht einem kleinen Abstand von u und
m j. Auf diese Weise misst P § u ªN j ¨ die ¨Ahnlichkeit zwischen dem Datum u und
dem Prototyp m j der Gruppe. Die Wahrscheinlichkeitsdichten P § u ªN j ¨ selbst bil-
den keine unscharfe Partition des Universums
­
, weil sie die ¨Uberdeckungseigen-
schaft (4.3) nicht erfu¨llen. Daher werden sie durch Gewichtung und Normierung in
die Likelihood-Funktionen P § N j ª u ¨ u¨berfu¨hrt, die das Universum ­ partitionieren
und die Zugeho¨rigkeitsfunktionen der unscharfen Gruppen bilden.
Insgesamt sehen wir, dass wir durch unscharfe Gruppierung unscharfe Partitio-
nen aus Daten gewinnen ko¨nnen. Die Gruppen beruhen auf einer Semantik, die
Unscha¨rfe durch die ¨Ahnlichkeit von Daten ausdru¨ckt. Die mathematische Forma-
lisierung der Gruppen ist dabei mit der Formalisierung unscharfer Grundbegriffe
identisch. Damit haben wir die Darstellung unscharfer Mengen auf der Basis von
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Unsicherheit und ¨Ahnlichkeit in einem Ansatz integriert und ko¨nnen sie gemein-
sam mit unserem Inferenzmechanismus verarbeiten.
6.2 Darstellung scharfer Werte
Speziell bei technischen Systemen liegen Beobachtungen ha¨ufig als scharfe
Messwerte vor. Selbst wenn wir eine Beobachtung wegen potentieller Messfeh-
ler nicht als perfekt annehmen ko¨nnen, wird i. A. mit dem scharfen Messwert ge-
rechnet, weil der Berechnungsaufwand fu¨r die Verarbeitung sehr gering ist. Die
Alternative ist, falls vorhanden, Wissen u¨ber die Unsicherheit der scharfen Beob-
achtung einzubringen. Das Ergebnis ist normalerweise eine Wahrscheinlichkeits-
dichte, die als spezielle Plausibilita¨tsdichte die unscharfe Beobachtung darstellt.
Diese Transformation eines scharfen Wertes in einen unscharfen Wert nennt man
Abstumpfung3. In der Praxis muss man abwa¨gen, ob man mit dem potenziell
richtigen, abgestumpften Wert rechnet oder den unsicheren scharfen Wert benutzt,
was den Berechnungsaufwand stark reduziert. In diesem Abschnitt zeigen wir, wie
man scharfe Werte in unserem Ansatz zum Schließen mit unscharfen Begriffen re-
pra¨sentiert und effizient verarbeitet.
Fu¨r die Weiterverarbeitung im Inferenzmechanismus haben wir unscharfe Beob-
achtungen in Abschnitt 4.2.3 durch eine gewichtete Kombination der Grundbe-
griffe dargestellt. Dieses Vorgehen ist fu¨r scharfe Beobachtungen semantisch nicht
vernu¨nftig, denn wir ko¨nnen eine scharfe Beobachtung nicht anna¨hernd exakt mit
unscharfen Begriffen erkla¨ren. Auf technischer Seite offenbart sich dies insofern,
als Ansatz 2 zur Analyse keine sinnvollen Ergebnisse liefert. Bei der Analyse einer
unscharfen Beobachtung berechnen wir Begriffswahrscheinlichkeiten so, dass die
gewichtete Kombination der Grundbegriffe die unscharfe Beobachtung mo¨glichst
gut rekonstruiert. Mathematisch gesehen approximieren wir die beobachtete un-
scharfe Menge durch eine Kombination der unscharfen Mengen der Grundbegrif-
fe. Wenn nun der Grenzfall eintritt, dass die unscharfe Beobachtung ein scharfer
Wert ist, dann versuchen wir bei der Analyse, einen scharfen Wert mit unscharfen
Mengen zu approximieren. Es ist klar, dass dies nicht sinnvoll ist. Das Optimie-
rungsverfahren von Ansatz 2 berechnet in der kontinuierlichen Fassung alle Be-
griffswahrscheinlichkeiten zu null. Der Grund liegt in der Fehlerfunktion (4.18).
Ein scharfer Wert u0 wird durch die Plausibilita¨tsdichte dargestellt, die an der Stel-
le u0 gleich eins ist und an allen anderen Stellen null. Diese einzelne Spitze hat in
der Fehlerfunktion keine Auswirkung, da die Norm
Ú
«
Ú
2 in der Fehlerfunktion ein
Integral ist. Als LEBESGUESCHE Nullmenge ko¨nnen wir na¨mlich die Spitze an der
Stelle u0 wegnehmen, ohne den Wert des Integrals zu a¨ndern. Insbesondere a¨ndert
3engl. fuzzification
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sich die Fehlerfunktion also nicht, wenn wir statt der Plausibilita¨tsdichte des schar-
fen Wertes die Nullfunktion einsetzen, die sich nur an der Stelle u0 unterscheidet.
Damit approximieren wir aber die Nullfunktion, was naturgema¨ß dazu fu¨hrt, dass
alle Begriffswahrscheinlichkeiten null werden.
Als Lo¨sung des Problems schlagen wir vor, einen scharfen Wert vor der weiteren
Verarbeitung abzustumpfen. Diese Transformation sollte im Sinne der unscharfen
Partition
±
des Universums
­
durchgefu¨hrt werden. Dazu klassifizieren wir die
scharfe Beobachtung, indem wir die Zugeho¨rigkeit zu den Grundbegriffen berech-
nen. Unter der Annahme einer scharfen Beobachtung u0 suchen wir dazu die Be-
griffswahrscheinlichkeiten P´O§ ˜B
¨
fu¨r alle ˜B
° ±
, d. h. die bedingten Wahrschein-
lichkeiten P´O§ ˜B
ª
u0 ¨ . Wir kennen sie bereits aus Abschnitt 2.3.1:
P´O§ ˜B
ª
u0 ¨© L § ˜B;u0 ¨A© pl ˜B § u0 ¨ (6.8)
mit der Likelihood-Funktion L § ˜B;u0 ¨ . Wir ko¨nnen also die Begriffswahrschein-
lichkeiten als Zugeho¨rigkeit zu den Grundbegriffen direkt von den Plausibilita¨ts-
dichten der Grundbegriffe ablesen. Wir benutzen diese Begriffswahrscheinlichkei-
ten nun, um einen unscharfen Wert zu synthetisieren; wir bilden die gewichte-
te Kombination der Grundbegriffe. Der unscharfe Wert, den wir auf diese Weise
gewinnen, stellt die natu¨rliche Vergro¨berung der scharfen Beobachtung dar. Wir
stumpfen so den scharfen Wert im Sinne der vorgegebenen Partitionierung des
Universums ab und bewegen uns dann auf der Granularita¨tsstufe der Grundbegrif-
fe.
Definition 7 Gegeben sei eine unscharfe Partition
±
des Universums
­
. Die
natu¨rliche Abstumpfung eines scharfen Wertes u0 °­ bzgl. ± ist die Plausibi-
lita¨tsdichte
plu0 § u ¨© ∑˜
B Ç ´
pl
˜B § u0 ¨H« pl ˜B § u ¨ (6.9)
Das Vorgehen ko¨nnen wir somit folgendermaßen zusammenfassen: Wenn wir
einen scharfen Wert mit den Grundbegriffen beschreiben mo¨chten, stumpfen wir
ihn nach Def. 7 ab. Daraus resultieren die Begriffswahrscheinlichkeiten, mit de-
nen wir den abgestumpften Wert als gewichtete Kombination der Grundbegrif-
fe darstellen. Fu¨r die Weiterverarbeitung mit unserem Inferenzverfahren grei-
fen wir direkt auf die Begriffswahrscheinlichkeiten zuru¨ck. Insbesondere mu¨ssen
wir mit diesem Ansatz keine aufwa¨ndige Analyse einer scharfen Beobachtung
durchfu¨hren, sondern werten lediglich die Plausibilita¨tsdichten der Grundbegrif-
fe an einer Stelle aus.
Abbildung 6.1 zeigt einen scharfen Wert u0 und seine natu¨rliche Abstumpfung
bzgl. der Grundbegriffe. Die resultierende Plausibilita¨tsdichte plu0 ist sehr un-
scharf in dem Sinne, dass der Tra¨ger sehr breit ist. Wir du¨rfen dieses Vorgehen
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nicht mit der Abstumpfung vergleichen, die z. B. bei unscharfer Regelung nach
MAMDANI benutzt wird. Dort wird meist der scharfe Wert u¨bernommen. Unsere
Form der Abstumpfung wird in MAMDANIS Ansatz implizit im na¨chsten Schritt
durchgefu¨hrt, wenn der Grad bestimmt wird, mit dem eine Regel feuert. Wir
ko¨nnen leicht unscharfe Beobachtungen konstruieren, welche die gleichen Gra-
de zum Feuern erzeugen wie die scharfe Beobachtung. Es sind diese unscharfen
Beobachtungen, die man mit unserer natu¨rlichen Abstumpfung vergleichen muss.
1
0
u0
1
0
u0
Abbildung 6.1: Natu¨rliche Abstumpfung einer scharfen Beobachtung u0; links vier Grund-
begriffe und die scharfe Beobachtung, rechts die relevanten Grundbegriffe
(du¨nn) und die natu¨rliche Abstumpfung (fett) als ihre Kombination
Alternativ zur natu¨rlichen Abstumpfung ko¨nnte man einen unscharfen Wert u0
abstumpfen, indem man ihn z. B. als Erwartungswert einer Normalverteilung defi-
niert oder ein Intervall ø u0 ¥ ε
µ
u0 ù εú um u0 legt. Um den abgestumpften Wert
mit den Grundbegriffen darzustellen, mu¨ssen wir eine Analyse nach Ansatz 2
durchfu¨hren. Da das Ergebnis der Analyse aber von der Art der Abstumpfung
abha¨ngt, muss mo¨glichst pra¨zises Wissen u¨ber die Unsicherheit des scharfen Wer-
tes vorliegen, um ein sinnvolles Ergebnis zu berechnen. Anderenfalls bestimmt die
Analyse Begriffswahrscheinlichkeiten, die ebenso willku¨rlich sind wie die gewa¨hl-
te Abstumpfung. Neben der Berechnungseffizienz ist die natu¨rliche Abstumpfung
daher wegen der sauberen Semantik auf Basis der Likelihood-Funktionen vorzu-
ziehen.
6.3 Modellierung unscharfer Regeln
Unscharfe Regeln haben wir in Abschnitt 5.1 u¨ber bedingte Begriffswahrschein-
lichkeiten modelliert. Es gibt viele Mo¨glichkeiten, um diese Wahrscheinlichkeiten
zu gewinnen. Dazu za¨hlen Zufallsexperimente, statistische Erhebungen und sub-
jektive Einscha¨tzungen. Diese Methoden sind aus der Wahrscheinlichkeitsrech-
nung wohlbekannt. Wir werden in diesem Abschnitt zeigen, dass wir auch ganz
andere Interpretationen von Regeln mit unserem wahrscheinlichkeitstheoretischen
Modell darstellen ko¨nnen.
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Zuna¨chst betrachten wir in Abschnitt 6.3.1 noch einmal den Modus Ponens und
zeigen, dass man eine Regel sowohl als logische Konjunktion als auch als Impli-
kation verstehen kann, wenn man den Modus Ponens erfu¨llen mo¨chte. Die Kon-
junktion verstehen wir dabei als positive Regel, weil sie das Konsequens der Regel
unter Annahme des Antezedens unterstu¨tzt. Negative Regeln werden durch Im-
plikationen realisiert; wenn das Antezedens erfu¨llt ist, schließen sie das Komple-
ment des Konsequens aus. In der Possibilita¨tstheorie wie auch beim praktischen
Entwurf von unscharfen Regelwerken werden diese beiden Arten von Regeln in
Kombination benutzt, um Wissensbasen aufzubauen. Mit diesem Vorgehen adap-
tieren wir menschliche Denkweisen. Manche Schlu¨sse ko¨nnen wir besser durch
Ausschlussverfahren ziehen (negative Regeln), bei anderen wiederum schlagen
wir direkt den richtigen Schluss vor (positive Regeln). Wir zeigen im folgenden
Abschnitt, wie man diese Art der Regelformulierung mit bedingten Wahrschein-
lichkeiten realisiert.
Danach gehen wir in Abschnitt 6.3.2 auf die Deutung unscharfen Schließens als
unscharfes Interpolationsverfahren ein. Nachdem seit den 70er-Jahren insbeson-
dere der regelbasierte Ansatz von MAMDANI benutzt wurde, um Regler oder die
¨Ubertragungsfunktion technischer Systeme mit unscharfen Regeln zu beschreiben,
behaupteten sich in den 90er-Jahren zu diesem Zweck Ansa¨tze, die als Funkti-
onsapproximatoren erstens das Expertenwissen besser repra¨sentieren ko¨nnen und
zweitens leichter an Daten angepasst werden ko¨nnen. Dabei handelt es sich um das
Verfahren von TAKAGI/SUGENO und Neuro-Fuzzy-Ansa¨tze. Wir zeigen vor die-
sem Hintergrund, dass unser Inferenzverfahren als ein unscharfes Interpolations-
verfahren interpretiert werden kann. Es erlaubt die Vorgabe von unscharfen Stu¨tz-
punkten auf einer gesuchten unscharfen Abbildung, zwischen denen das Inferenz-
verfahren interpoliert. Außerdem betten wir den Ansatz von TAKAGI/SUGENO und
Neuro-Fuzzy-Modelle in unsere Theorie ein. Aus der Sicht unscharfen Schließens
waren diese Verfahren bisher nur intuitiv motiviert. Wir zeigen, dass sie Spezi-
alfa¨lle unserer allgemeinen Theorie unscharfen Schließens sind und stellen sie so
auf ein semantisch solides Fundament.
6.3.1 Positive und negative Regeln
Bei der Formulierung von Wissen ist es in vielen Fa¨llen sinnvoll, Evidenzen nicht
nur u¨ber die Gu¨ltigkeit von Aussagen zu sammeln, sondern auch u¨ber eine mo¨gli-
che Ungu¨ltigkeit. Wenn wir uns z. B. beim Kauf eines Autos fu¨r ein Modell ent-
scheiden mu¨ssen, dann teilen wir mo¨gliche Modelle meist in drei Klassen ein:
erstens solche Modelle, die uns auf Anhieb gefallen, zweitens diejenigen, die uns
nicht zusagen und drittens jene Wagen, zu denen wir noch keine Meinung haben.
Der Wahl eines Autos aus der ersten Klasse wu¨rden wir sofort zustimmen. Wir
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geben also einen direkten Hinweis fu¨r die Lo¨sung des Problems. Solche Informa-
tionen bezeichnen wir als positive Informationen. Auf der anderen Seite ko¨nnen
wir die Wahl eines Wagens aus der zweiten Klasse ausschließen. Diese negative
Information sagt uns, wie die Lo¨sung des Problems nicht aussieht. Es bleibt die
dritte Klasse von Modellen, die wir zuna¨chst keiner der ersten beiden Klassen zu-
ordnen ko¨nnen. Die Lo¨sung des Problems liegt in der Vereinigung der ersten und
der dritten Klasse.
Positives Wissen ist eine Information fu¨r das unscharfe System, die nach der Verar-
beitung direkt in einem mo¨glichen Schluss resultiert; prinzipiell sind aber noch an-
dere Schlu¨sse denkbar. Positives Wissen ist also im Zweifelsfall nicht vollsta¨ndig.
Auf der anderen Seite schra¨nkt negatives Wissen den Raum mo¨glicher Schlu¨sse
ein. Das unscharfe System schla¨gt also u. U. Lo¨sungen vor, die falsch oder nicht
optimal sind, aber beim vorhandenen Wissensstand nicht ausgeschlossen werden
ko¨nnen. Es ist offensichtlich, dass die Kombination von positivem und negativem
Wissen mehr Informationen entha¨lt als ein Typ allein.4 Wenn wir als Beispiel ein
Optimierungsproblem betrachten, dann schra¨nkt negatives Wissen den Suchraum
der optimalen Lo¨sung ein. Positives Wissen kann die Suche insofern weiter steu-
ern, als es konkrete Vorschla¨ge fu¨r die Lo¨sung angibt.
In der Literatur unscharfer Systeme finden sich einige Ansa¨tze, die positives
und negatives Wissen vereinigen. In der Possibilita¨tstheorie werden Possibilita¨ts-
dichten sogenannte Evidenzdichten5 gegenu¨bergestellt [Wei95b, Wei95a]. Pos-
sibilita¨tsdichten tragen negative Informationen [Spo94, Spo99], Evidenzdichten
repra¨sentieren positives Wissen. Verfahren zur Kombination von Possibilita¨ts-
und Evidenzdichten werden in [CDP96, SW96, Wei96, WS00] vorgestellt. Die-
se Ansa¨tze beruhen auf einem axiomatischen Versta¨ndnis der Possibilita¨tstheorie
[Spo94, Spo99, Wei95b] und nicht auf einer konkreten Semantik wie der Ansatz
dieser Arbeit. Dass die Kombination von positivem und negativem Wissen Vorteile
beim praktischen Entwurf unscharfer Systeme besitzt, zeigen z. B. einige Arbei-
ten aus dem Bereich unscharfer Regelung. In [Kie97] wird darauf hingewiesen,
dass der Entwurf eines unscharfen Systems schneller bewerkstelligt werden kann
und die resultierenden Regeln leichter versta¨ndlich sind. Wenn wir z. B. in einer
Landschaft ein Ziel erreichen sollen, dann werden wir es bei Sichtkontakt direkt
anvisieren (positive Richtungsinformation). Treffen wir dabei jedoch auf ein Hin-
dernis, dann weichen wir aus – wir laufen nicht in der Richtung des Hindernisses
und des Zieles weiter (negative Richtungsinformation). Im lernenden Regelungs-
system FYNESSE wird positives Wissen in Form aktueller Regelungsstrategien da-
zu benutzt, um den Suchraum mo¨glicherweise besserer Alternativstrategien ein-
4Gleiche Ma¨chtigkeit liegt vor, wenn das positive Wissen das Komplement des negativen Wis-
sens ist, wenn also z. B. Informationen entweder richtig oder falsch sind.
5engl. support distributions
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zuschra¨nken [SSR00a, SSLR99, SSR00b]. Der Suchraum stellt dabei negatives
Wissen dar, denn er entha¨lt nur solche Strategien, die bei gegebenem Wissenstand
nicht ausgeschlossen werden ko¨nnen. Wir sehen an dieser Anwendung, dass posi-
tives Wissen genutzt werden kann, um negatives Wissen zu adaptieren, und dass
wir tatsa¨chlich beide Formen von Wissen in Kombination beno¨tigen.
Wir beschreiben die Modellierung positiver und negativer Regeln aus Sicht der
formalen Logik und u¨bertragen die Erkenntnisse auf die Ansa¨tze dieser Arbeit.
Nehmen wir als Ausgangspunkt eine Regel
”
Wenn Aussage a gilt, dann ist Aus-
sage b richtig.“ Aus der Richtigkeit von a soll die Richtigkeit von b folgen. Die
Frage ist aber, was fu¨r b folgt, wenn a nicht gilt. In der Wahrheitstabelle 6.1 (links)
ko¨nnen wir mit der Regel nur die zweite Zeile definieren. In der klassischen, zwei-
wertigen Logik wird die Regel normalerweise als Implikation a ¦ b gedeutet. In
der Wahrheitstabelle 6.1 sehen wir in der Mitte die zugeho¨rigen Wahrheitswerte.
Nur wenn das Antezedens a erfu¨llt ist und das Konsequens b falsch ist, ist auch die
Implikation falsch. Falls a falsch ist, ko¨nnen wir daraus keine Aussage u¨ber die
Richtigkeit von b treffen. Bei der Implikation kommt dann ex falso quodlibet zum
Tragen: Alles ist mo¨glich. Lediglich wenn a wahr ist, ko¨nnen wir ausschließen,
dass b falsch ist. Eine so interpretierte Regel nennen wir negative Regel, weil nur
das ausgeschlossen wird, was sicher nicht gilt.
”
Aussage a ist wahr.“ interpretie-
ren wir als
”
Die Wahrheit von Aussage a ist mo¨glich.“ bzw.
”
Die Wahrheit von
Aussage a kann nicht ausgeschlossen werden.“
Dem gegenu¨ber steht die Interpretation der Regel als Konjunktion a û b.
”
Aus-
sage a ist wahr.“ verstehen wir als
”
Wir unterstu¨tzen, dass die Aussage a wahr
ist.“ Wenn wir nicht sicher sind, ob a gilt, dann nehmen wir an, dass a falsch ist.
Entsprechend fu¨llen wir die erste Zeile der Wahrheitstabelle 6.1 (rechts): Falls a
falsch ist, ko¨nnen wir weder Richtigkeit noch Ungu¨ltigkeit von b unterstu¨tzen. Die
Konjunktion ist in beiden Fa¨llen falsch. Nur wenn a wahr ist, ko¨nnen wir aus der
Richtigkeit der Regel folgern, dass b ebenfalls wahr ist. Wir bezeichnen eine so
interpretierte Regel als positive Regel, weil nur das unterstu¨tzt wird, was sicher
richtig ist.
Implikation und Konjunktion stellen insofern extreme Interpretationen der Wenn-
dann-Regel dar, als sie die unbekannten Wahrheitswerte der Regel mit maximalen
bzw. minimalen Werten belegen. Den Zusammenhang zwischen Konjunktion und
Implikation sehen wir durch einfache logische Umformungen. Fu¨r alle Belegungen
von a
µ
b gilt
a ¦ b
©Kü
§ a û
ü
b
¨
bzw. a û b
©Kü
§ a ¦
ü
b
¨
(6.10)
Auf diese Weise ko¨nnen wir die Implikation durch eine negierte Konjunktion aus-
dru¨cken.
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a ý b 0 1
0 ? ?
1 0 1
Wenn a wahr ist,
dann ist b wahr.
a ý b 0 1
0 1 1
1 0 1
a   b
a ý b 0 1
0 0 0
1 0 1
a þ b
Tabelle 6.1: Wahrheitstabellen der Regel (links), von Implikation (Mitte) und Konjunktion
(rechts)
In einer mehrwertigen Logik und dementsprechend auch in einer unscharfen Lo-
gik gelten die Beziehungen (6.10) i. A. nicht. Aus diesem Grund existieren viele
Vorschla¨ge, um z. B. eine unscharfe Implikation zu modellieren. Je nach den An-
forderungen der Anwendung wird man sich fu¨r eine Realisierung der Implikation
entscheiden mu¨ssen, was in vielen Fa¨llen nicht einfach ist. In der Possibilita¨tstheo-
rie haben sich zwei Relationen ausgezeichnet, die eine unscharfe Regel ˜A ¥3¦ ˜B
modellieren. Die erste Relation ist die GO¨DEL-Relation, die eine Implikation mo-
delliert und fu¨r eine negative Interpretation der Regel steht. Innerhalb eines Axio-
mensystems fu¨r die Verarbeitung negativen Wissens kann sie eindeutig als Mo-
dell fu¨r eine negative unscharfe Regel bewiesen werden [Spo94, Spo99]. Dem ge-
genu¨ber steht die Minimum-Relation. Sie stellt die gro¨ßte unscharfe Konjunktion
dar und modelliert damit eine positive Regel. ¨Ahnlich wie die GO¨DEL-Relation
kann sie aus einem Axiomensystem fu¨r positives Wissen eindeutig als Modell fu¨r
eine positive unscharfe Regel abgeleitet werden [Wei95b, Wei95a].
Die Berechnung einer Inferenz auf der Basis der GO¨DEL-Relation ist wesentlich
aufwa¨ndiger als mit der Minimum-Relation. Daher liegt die Idee nahe, negative
Regeln u¨ber den Zusammenhang (6.10) als positive Regeln darzustellen und diese
auszuwerten [Kie97]. Da wie bereits erwa¨hnt die Darstellungen aber nicht a¨quiva-
lent sind, erhalten wir nur eine Approximation der urspru¨nglichen Aussagen.
Wir werden die Modellierung von positiven und negativen Regeln auf den Wahr-
heitstabellen klassischer Logik aufbauen. Daher gelten in unserem Fall die Be-
ziehungen (6.10). Die Differenzierung positiver und negativer Regeln spielt damit
nur fu¨r den Entwurf des regelbasierten Systems eine Rolle, nicht jedoch fu¨r die
Berechnung von Inferenzen.
Das ¨Aquivalent zum Wahrheitswert einer unscharfen Aussage ist in unserer Mo-
dellierung ihre Wahrscheinlichkeit. Wenn es keine Evidenz fu¨r eine Aussage gibt,
ist ihre Wahrscheinlichkeit null. Diese Erkenntnis legt eine Interpretation von
˜A ¥¦ ˜B als positive unscharfe Regel nahe. Wir modellieren die Regel als be-
dingte Wahrscheinlichkeiten P´§ ˜B
ª
˜A
¨<©
1, P´.§ ˜B ð
ª
˜A
¨@©
0, was der zweiten Zeile
der Tabellen 6.1 entspricht. Da fu¨r den Fall P´.§ ˜A
¨@©
0, also P´.§ ˜A ð
¨?©
1, keine
Evidenzen u¨ber P´.§ ˜B
¨
vorhanden sind, mu¨ssten wir analog zu Tab. 6.1 (rechts)
98 KAPITEL 6. SEMANTIK UND REPR ¨ASENTATION VON WISSEN
eigentlich P´ § ˜B
ª
˜A
ð
¨<©
P´ § ˜B
ð
ª
˜A
ð
¨<©
0 definieren. Das steht allerdings im Wider-
spruch zur Wahrscheinlichkeitsrechnung, denn da wir eine abgeschlossene Welt
annehmen, gilt P´O§ ˜B
ª
˜A
ð
¨ù
P´§ ˜B
ð
ª
˜A
ð
¨3©
1. Anders ausgedru¨ckt: Wenn es nur zwei
Alternativen gibt, muss mindestens eine richtig sein. Das Problem ko¨nnen wir for-
mal so lo¨sen, dass wir fu¨r alle unscharfen Werte von x eine Regel annehmen. In
diesem Fall bedeutet das, dass eine positive Regel mit dem Antezedens ˜A nicht
allein stehen kann. Sie kann nur zusammen mit einer Menge von Regeln auftre-
ten, deren Antezedenzien vereinigt ˜A
ð
u¨berdecken. Wir bezeichnen diese Anforde-
rung als Vollsta¨ndigkeit der Regelbasis. Unter der Annahme einer vollsta¨ndigen
Regelbasis ko¨nnen wir tatsa¨chlich die bedingten Wahrscheinlichkeiten gema¨ß der
Tab. 6.1 (rechts) definieren. Jede Regel resultiert in einer Tabelle; die Tabellen al-
ler Regeln fassen wir zusammen, indem wir elementweise den Mittelwert bilden
und anschließend die Zeilensummen auf eins normieren. Das Ergebnis ist eine
Definition aller bedingten Wahrscheinlichkeiten, die alle Regeln integriert und die
Anforderungen der Wahrscheinlichkeitsrechnung erfu¨llt. Wir beschreiben das Ver-
fahren der Aggregation weiter unten genauer. Daru¨ber hinaus illustriert Beispiel 1
dieses Vorgehen fu¨r ein System aus drei Regeln.
Wir kla¨ren nun, wie wir eine negative Regel mit Wahrscheinlichkeiten darstellen.
Wie bei der positiven Regel gelten analog zur Wahrheitstabelle 6.1 P´.§ ˜B
ª
˜A
¨@©
1
und P´§ ˜B
ð
ª
˜A
¨ﬂ©
0. Im Fall von P´§ ˜A
¨<©
0, d.h. P´O§ ˜A
ð
¨ﬂ©
1, sind ˜B und ˜B
ð
ohne
Zusatzwissen gleich wahrscheinlich. Es folgt daher P´O§ ˜B
ª
˜A ð
¨©
P´O§ ˜B ð
ª
˜A ð
¨3©
1 ß 2.
Wir ko¨nnen diese Wahrscheinlichkeiten auch direkt aus der Wahrheitstabelle der
Implikation in Tab. 6.1 ableiten. Dazu mu¨ssen wir wiederum beachten, dass die
Eintra¨ge so normiert werden mu¨ssen, dass die Zeilensummen eins ergeben. Im
Gegensatz zu positiven Regeln sind hier bereits durch eine einzelne Regel die
Wahrscheinlichkeiten vollsta¨ndig spezifiziert. Weitere Regeln pra¨zisieren den Zu-
sammenhang zwischen den Universen
­
und
®
nur weiter.
Im Normalfall besteht ein regelbasiertes System aus vielen Regeln, die durch die
bedingten Wahrscheinlichkeiten P´ § ˜B j ª ˜Ai ¨ dargestellt werden sollen. Um positive
und negative Regeln zu mischen, gehen wir nach dem unten beschriebenen Ver-
fahren vor. Dabei stellen wir fu¨r jede Regel eine Wahrheitstabelle wie in Tab. 6.1
auf, die der Anzahl der Grundbegriffe ˜Ai
°±
²
und ˜B j
°|±
³
entsprechend groß ist.
Die Eintra¨ge der Tabelle bezeichnen wir mit γ ki j, wobei k der Index der Regel ist.
Verfahren fu¨r die Definition einer Regelbasis
1. Formales Aufstellen von positiven und negativen Regeln
2. Fu¨r jede Regel Bilden der Wahrheitstabelle mit Eintra¨gen γ ki j
3. Falls ∑ j γ ki j © 0 fu¨r ein i und alle k gilt, dann Regeln erga¨nzen und zuru¨ck zu
Punkt 1
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4. Fu¨r jede Regel zeilenweise Normierung der γ ki j:
Å
k : γ ki j : © γ ki j ß ∑
l
γ kil (6.11)
5. Aggregation der Regeln u¨ber elementweise Durchschnittsbildung, sei n die
Anzahl der Regeln:
P´ § ˜B j ª ˜Ai ¨ : © 1 ß n∑
k
γ ki j (6.12)
Die Aggregation der Regeln u¨ber die Durchschnittsbildung in Punkt 5 entspricht
dem u¨blichen Vorgehen in der Wahrscheinlichkeitsrechnung, gleichberechtigte
Informationen zusammenzufassen. Wir haben dieses Vorgehen bereits in Ab-
schnitt 5.3 benutzt. Punkt 3 des Verfahrens sichert die Vollsta¨ndigkeit der Regel-
basis.
Beispiel 1 Nehmen wir an, wir ha¨tten drei unscharfe Regeln ˜Ai ¥s¦ ˜Bi auf den
Mengen der Grundbegriffe ˜Ai und ˜Bi, i ° Ñ 1 µ 2 µ 3 Ô . Die Tabellen 6.2 zeigen die
Wahrheitswerte der Interpretation als negative Regeln, die durch Normierung in
die Wahrscheinlichkeiten in den Tabellen 6.3 u¨bergehen. In Tabelle 6.4 schließlich
werden die Regeln zusammengefasst, indem fu¨r jeden Eintrag der Durchschnitt
u¨ber alle Regeln gebildet wird.
˜B1 ˜B2 ˜B3
˜A1 1 0 0
˜A2 1 1 1
˜A3 1 1 1
˜A1     ˜B1
˜B1 ˜B2 ˜B3
˜A1 1 1 1
˜A2 0 1 0
˜A3 1 1 1
˜A2     ˜B2
˜B1 ˜B2 ˜B3
˜A1 1 1 1
˜A2 1 1 1
˜A3 0 0 1
˜A3     ˜B3
Tabelle 6.2: Wahrheitswerttabellen der negativen Regeln
˜B1 ˜B2 ˜B3
˜A1 1 0 0
˜A2 1/3 1/3 1/3
˜A3 1/3 1/3 1/3
˜A1     ˜B1
˜B1 ˜B2 ˜B3
˜A1 1/3 1/3 1/3
˜A2 0 1 0
˜A3 1/3 1/3 1/3
˜A2     ˜B2
˜B1 ˜B2 ˜B3
˜A1 1/3 1/3 1/3
˜A2 1/3 1/3 1/3
˜A3 0 0 1
˜A3     ˜B3
Tabelle 6.3: Bedingte Wahrscheinlichkeiten Pk ñ ˜Bj

˜Ai ó der negativen Regeln
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˜B1 ˜B2 ˜B3
˜A1 5/9 2/9 2/9
˜A2 2/9 5/9 2/9
˜A3 2/9 2/9 5/9
Tabelle 6.4: Aggregation der negativen Regeln mit Durchschnittsbildung
Die Wahrheitswerte der positiven Interpretation der drei Regeln sehen wir in
Tab. 6.5, die gleichzeitig die bedingten Wahrscheinlichkeiten unvollsta¨ndig spezi-
fiziert. Erst die Aggregation der Regeln in Tab. 6.6 ist eine vollsta¨ndige Festlegung
der bedingten Wahrscheinlichkeiten: die Zeilensummen sind eins.
˜B1 ˜B2 ˜B3
˜A1 1 0 0
˜A2 0 0 0
˜A3 0 0 0
˜A1     ˜B1
˜B1 ˜B2 ˜B3
˜A1 0 0 0
˜A2 0 1 0
˜A3 0 0 0
˜A2     ˜B2
˜B1 ˜B2 ˜B3
˜A1 0 0 0
˜A2 0 0 0
˜A3 0 0 1
˜A3     ˜B3
Tabelle 6.5: Wahrheitswerttabellen der positiven Regeln, gleichzeitig unvollsta¨ndige Spezi-
fikation der bedingten Wahrscheinlichkeiten Pk ñ ˜Bj

˜Ai ó
˜B1 ˜B2 ˜B3
˜A1 1 0 0
˜A2 0 1 0
˜A3 0 0 1
Tabelle 6.6: Aggregation der positiven Regeln
Wenn wir die Tabellen 6.4 und 6.6 vergleichen, wird deutlich, dass die drei ne-
gativen Regeln im Beispiel die bedingten Wahrscheinlichkeiten anders definieren
als die entsprechenden positiven Regeln. Die Unsicherheit ist bei den negativen
Regeln gro¨ßer, die Dominanz der Diagonale nicht so stark. Die Ursache dafu¨r
liegt darin, dass man in der Wahrscheinlichkeitsrechnung Unwissen nicht expli-
zit darstellen kann. Nehmen wir z. B. an, wir ha¨tten eine Urne mit schwarzen und
weißen Kugeln. Wir suchen die Wahrscheinlichkeit, mit der wir eine weiße bzw.
eine schwarze Kugel ziehen. Wenn wir wissen, dass die Urne ebenso viele wei-
ße wie schwarze Kugeln entha¨lt, so gilt P § weiß
¨ﬂ©
P § schwarz
¨@©
0,5. Wenn wir
keinerlei Informationen u¨ber die Farbe der Kugeln haben, wa¨hlen wir aus Unwis-
sen die Wahrscheinlichkeiten genauso.6 Wir ko¨nnen einer Gleichverteilung nicht
6insufficient reason principle
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ansehen, ob sie aus vollsta¨ndigem Wissen oder aus Unwissen abgeleitet ist. Bei
der Aggregation von Regeln ist dies aber eine wichtige Information. Wenn wir
na¨mlich Regeln wie in Gleichung (6.12) u¨ber Durchschnittsbildung aggregieren,
dann nehmen wir an, dass die Vertrauenswu¨rdigkeit aller Regeln gleich ist. Wur-
de aber eine Gleichverteilung aus Unwissen abgeleitet, so haben die zugeho¨rigen
Wahrscheinlichkeiten keinerlei Bedeutung im Vergleich mit Wahrscheinlichkeiten,
die aus vollsta¨ndigem Wissen resultieren. In diesem Fall wu¨rde man den Wert, der
aus Unwissen abgeleitet wurde, nicht fu¨r eine Aggregation verwenden.
Wenn wir eine negative Regel wie in Tab. 6.3 formulieren, dann mu¨ssen wir fest-
legen, ob die gleichverteilten Zeileneintra¨ge Unwissen repra¨sentieren sollen – wir
wissen nicht, welches Konsequens richtig ist – oder ob sie tatsa¨chlich bedeuten,
dass alle Konsequenzen mit gleicher Wahrscheinlichkeit auftreten ko¨nnen. Wa¨hlen
wir die zweite Interpretation, dann benutzen wir das oben beschriebene Verfahren
fu¨r die Aggregation. Falls aber die erste Interpretation gewu¨nscht ist, dann modifi-
zieren wir das Verfahren folgendermaßen: Jeder gleichverteilten Zeile
Á
γ ki j Ã j einer
Wahrheitstabelle ordnen wir einen Indikator zu, der festha¨lt, ob die Gleichvertei-
lung vollsta¨ndiges Wissen oder Unwissen darstellt. Eine Zeile, die vollsta¨ndiges
Wissen repra¨sentiert, wird unvera¨ndert fu¨r die Aggregation benutzt. Wenn eine
gleichverteilte Zeile aus Unwissen abgeleitet ist, unterscheiden wir zwei Fa¨lle. Im
ersten Fall gibt es andere Regeln, die diese Zeile mit Wahrscheinlichkeiten bele-
gen. Wir beru¨cksichtigen dann die gleichverteilte Zeile nicht bei der Aggregation.
Der zweite Fall liegt dann vor, wenn die anderen Regeln die Zeile entweder eben-
falls aus Unwissen gleichverteilt definiert haben oder alle Eintra¨ge der Zeile null
sind. In diesem Fall ist die Gleichverteilung das Ergebnis der Aggregation. Wenn
wir dieses Verfahren auf die negativen Regeln in Beispiel 1 anwenden, erhalten
wir die bedingten Wahrscheinlichkeiten der positiven Regeln in Tab. 6.6.
Eine Regelbasis resultiert in unserem Ansatz somit immer in der Definition der
bedingten Wahrscheinlichkeiten P´O§ ˜B j ª ˜Ai ¨ , unabha¨ngig davon, ob die Regeln po-
sitiv oder negativ sind, oder bedingte Wahrscheinlichkeiten teilweise durch andere
Quellen wie Daten definiert werden. Das Inferenzverfahren ist ebenso unabha¨ngig
von der Quelle der bedingten Wahrscheinlichkeiten. Das Vorgehen ist vergleich-
bar mit dem Prinzip von Kombination/Projektion in der Possibilita¨tstheorie: Al-
le Zusammenha¨nge oder Regeln werden in einer unscharfen Relation aggregiert,
daraus wird ein Schluss abgeleitet. Es gibt aber zwei wesentliche Unterschiede
zu unserem Ansatz. Erstens ist die unscharfe Relation in der Possibilita¨tstheo-
rie auf der Ebene der Einzelheiten definiert, wa¨hrend sich die bedingten Wahr-
scheinlichkeiten unserer Modellierung auf der grobgranularen Ebene der Begrif-
fe befinden. Damit wird im Ansatz dieser Arbeit einerseits die Versta¨ndlichkeit
der Zusammenha¨nge zwischen Variablen sichergestellt, andererseits aber auch der
Rechen- und Speicheraufwand drastisch reduziert. Zweitens ko¨nnen wir positive
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und negative Regeln in einer Relation vereinen und so gemeinsam verarbeiten.
Der Inferenzvorgang wird dadurch transparenter und der Rechenaufwand ist bei
beiden Regelarten gleich gering. In der Possibilita¨tstheorie dagegen haben wir in
Abschnitt 5.5 gesehen, dass Inferenzen mit negativen Regeln (Prinzip von Kombi-
nation/Projektion) wesentlich aufwa¨ndiger sind als mit positiven Regeln (Ansatz
von MAMDANI).
Insgesamt haben wir gezeigt, wie man positive und negative Regeln auf der Basis
unserer Modellierung mit bedingten Wahrscheinlichkeiten darstellt. Damit werden
wir einer bewa¨hrten Methode aus der Praxis gerecht, Regeln zu formulieren, ohne
dass wir auf die Versta¨ndlichkeit der Schlu¨sse und die Effizienz unseres Verfahrens
verzichten mu¨ssten.
6.3.2 Unscharfe Interpolation
Besonders auf dem Gebiet unscharfer Regelung hat sich gezeigt, dass unschar-
fe, regelbasierte Systeme dazu benutzt werden ko¨nnen, scharfe Abbildungen zu
modellieren. Die Aufgabe besteht darin, eine a priori unbekannte Funktion wie ei-
ne Regelstrategie oder die ¨Ubertragungsfunktion eines technischen Prozesses zu
approximieren. Eine besondere Rolle spielen in diesem Zusammenhang Interpo-
lationsverfahren, weil in vielen Anwendungen Daten vorhanden sind, die die un-
bekannte Funktion partiell beschreiben. Ein Beispiel ist die Simulation eines tech-
nischen Prozesses. Wenn man das physikalische Modell des Prozesses nicht kennt
oder die Herleitung zu aufwa¨ndig ist, kann man den Prozess im Betrieb beob-
achten und sein Ein-/Ausgabeverhalten stichprobenhaft in Daten festhalten. Das
mathematische Simulationsmodell soll die Daten wiedergeben und fu¨r Eingaben,
die nicht im Datensatz vorhanden sind, sinnvolle Ausgaben berechnen – es soll
zwischen den Daten sinnvoll interpolieren. Sinnvoll heißt, dass die interpolieren-
de Funktion gewu¨nschte analytische Eigenschaften wie Stetigkeit, Linearita¨t u. ¨A.
erfu¨llt.
Im Bereich unscharfer Informationsverarbeitung werden fu¨r solche Aufgaben der
Regler von TAKAGI/SUGENO [TS84] und Neuro-Fuzzy-Ansa¨tze [Jan92, WM92,
Jan93, Wan94, BH94, BH95, WM92] benutzt. Dabei handelt es sich um schar-
fe Funktionsapproximatoren oder Interpolatoren, die nur mit viel Wohlwollen als
unscharfe, regelbasierte Ansa¨tze interpretiert werden ko¨nnen. In den letzten Jah-
ren werden zunehmend Verfahren vorgestellt, die unscharfe Interpolation propa-
gieren [KH93, SH98, SK00]. Sie interpolieren zwischen unscharfen Daten wie
unsicheren Messungen oder vagen Angaben von Experten. Indem sie bewusst die
Unscha¨rfe modellieren, kann man u¨ber ein Maß der Unscha¨rfe die Gu¨te der Funk-
tionsapproximation ablesen [SK00].
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1
ul um ur
Abbildung 6.2: Dreieckfunktion
In diesem Abschnitt zeigen wir, dass wir unser Inferenzverfahren ebenfalls als un-
scharfes Interpolationsverfahren interpretieren ko¨nnen, das im Gegensatz zu den
anderen Verfahren aber semantisch fundiert ist. Wir beschra¨nken uns in der Dar-
stellung auf abgeschlossene Intervalle auf õ als Universen
­µ ®
. Formal sieht die
scharfe Interpolationsaufgabe wie folgt aus: Gegeben sei eine Menge von Punkten
§ ui µ vi ¨ °O­á*® , i ° Ñ 1 µ 2 µ ß7ß7ß k Ô . Gesucht ist eine Funktion f : ­ ¥s¦ ® mit der In-
terpolationseigenschaft f § ui ¨ﬂ© vi fu¨r alle i. Welches mathematische Modell fu¨r
die gesuchte Funktion f gewa¨hlt wird, ha¨ngt von den gewu¨nschten analytischen
Eigenschaften von f ab. Wir betrachten in dieser Arbeit Linearkombinationen von
Basisfunktionen Ai : ­ ¥s¦ ® :
f § u
¨
:
© ∑
i
αi « Ai § u ¨ (6.13)
Die Wahl der Basisfunktionen Ai bestimmt die analytischen Eigenschaften von f .
Wir widmen uns in diesem Abschnitt linearer Interpolation: f ist ein Polygonzug
mit den Eckpunkten § ui µ vi ¨ . Um eine lineare Interpolation zu erreichen, wa¨hlt man
Dreieckfunktionen wie in Abb. 6.2 als Basisfunktionen. Eine Dreieckfunktion
wird durch das Tripel § ul
µ
um
µ
ur
¨
mit ul  um  ur festgelegt:
A § u
¨
:
©
Õ
×
×
×
×
×
×
×
Ø
×
×
×
×
×
×
×Ù
0
µ
wenn u í ul
u ¥ ul
um ¥ ul
µ
wenn ul  u  um
1 ¥
u ¥ um
ur ¥ um
µ
wenn um í u  ur
0
µ
wenn u
ï
ur
(6.14)
Insbesondere gelten damit A § ul
¨©
A § ur
¨ﬂ©
0 und A § um
¨ﬂ©
1. Die Menge der Ba-
sisfunktionen
Ñ
A1 µ A2 µ ß7ß7ß µ Ak Ô wird durch die Stu¨tzstellen u0 µ u1 µ u2 µ ß7ß7ß µ uk µ uk  1
mit u0 : © u1 und uk  1 : © uk definiert. Dabei nehmen wir an, dass die Stu¨tzstellen
bzgl. der Relation
”

“ geordnet sind. Fu¨r die definierenden Tripel der Funktionen
Ai gilt dann § uli µ umi µ uri ¨© § ui
÷
1 µ ui µ ui  1 ¨ . Die Stu¨tzstellen u1 und uk werden du-
pliziert, weil sie den Rand des Interpolationsbereiches darstellen. Auf diese Weise
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entstehen entartete Dreieckfunktionen, wie Abb. 6.3 verdeutlicht. Unter der An-
nahme dieser Definitionen interpoliert die Linearkombination ∑ki Ë 1 vi « Ai § u ¨ von
Dreieckfunktionen linear zwischen den k Punkten § ui µ vi ¨ [SB94].
1
u0 u1 u2 u3 u4 uk  1 uk uk  1
ul1 u
m
1 u
r
1
ul2 u
m
2 u
r
2
ul3 u
m
3 u
r
3
ulk u
m
k u
r
k
Abbildung 6.3: Familie von Dreieckfunktionen als Basisfunktionen
Hinter dieser Art von Interpolation steckt der Wunsch nach einer strukturerhalten-
den Interpolierenden f , einem Homomorphismus. Ein interpolierter Wert v
©
f § u
¨
wird so berechnet, dass v in der gleichen Beziehung zu den vi steht wie u zu den
ui:
f § u
¨ﬂ©
k
∑
i Ë 1
Ai § u ¨H« vi mit u ©
k
∑
i Ë 1
Ai § u ¨H« ui (6.15)
Ai § u ¨ misst die Proportion, mit der u ° ø ui µ ui  1 ú zwischen ui und ui  1 liegt und
u¨bertra¨gt sie auf v
°
ø vi µ vi  1 ú . Fu¨r polynomielle Interpolationen ho¨heren Grades
kann man entsprechende Beziehungen angeben [dB78].
Wir formulieren die Interpolationsaufgabe nun als Regelwerk, um den Zusammen-
hang von Interpolation und regelbasierten Systemen zu zeigen. Das Wissen u¨ber
die Relation der Universen
­
und
®
ist durch die Interpolationseigenschaft als
Satz von Regeln
”
Wenn x
©
ui, dann y © vi“ gegeben. Die Interpolation erreichen
wir durch die Vorschrift
”
Wenn x
Ð
ui, dann y Ð vi“, die fu¨r alle i erfu¨llt sein soll.
Dabei ist der Operator
Ð
ein Maß fu¨r die ¨Ahnlichkeit zweier Zahlen. Im Fall li-
nearer Interpolation misst Ai § x ¨ die ¨Ahnlichkeit von x und ui. Dementsprechend
werden die analytischen Eigenschaften der Interpolierenden durch die ¨Ahnlich-
keitsmaße bestimmt.
Diese Interpretation von Interpolation als regelbasiertes System erweitern wir in
dieser Arbeit insofern, als wir zwischen unscharfen Mengen § ˜Ai µ ˜Bi ¨ interpolieren.
Dabei sind die ˜Ai, ˜Bi unscharfe Grundbegriffe. Wir suchen also eine Abbildung
f :
äå
§
­
¨
¥¦
äå
§
®
¨
, welche die Interpolationseigenschaft f § ˜Ai ¨?© ˜Bi fu¨r
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alle i erfu¨llt. Daraus resultieren die Regeln ˜Ai ¥¦ ˜Bi. Der Einfachheit halber ver-
zichten wir hier auf die allgemeinere Darstellung mit gewichteten Regeln, die wir
in Kapitel 5 benutzt haben.
Eine unscharfe Eingabe ˜A wird gema¨ß (4.19) durch die unscharfen Mengen ˜Ai dar-
gestellt. Im Gegensatz zu (6.15) ist die Darstellung i. A. nur eine Approximation:
pl
˜A § u ¨Ð
k
∑
i Ë 1
P´.§ ˜Ai ª ˜A ¨s« pl ˜Ai § u ¨ (6.16)
Den Schluss ˜B
©
f § ˜A
¨
berechnen wir mit unserem Inferenzmechanismus aus Ab-
schnitt 5.2 gema¨ß der Vorschriften (5.3) und (5.4):
pl
˜B § v ¨©
k
∑
i Ë 1
P´.§ ˜Ai ª ˜A ¨s« pl ˜Bi § v ¨ (6.17)
Dies entspricht dem Vorgehen in (6.15). Nach Satz 8 wird die Interpolationsei-
genschaft f § ˜Ai ¨@© ˜Bi erfu¨llt, die nichts anderes ist als der Modus Ponens. Unser
Inferenzmechanismus kann somit als unscharfes Interpolationsverfahren gedeutet
werden.
In den folgenden Abschnitten zeigen wir, dass sich in diese Interpretation einige
ha¨ufig genutzte Ansa¨tze einbetten lassen, die im Bereich unscharfer Regelung oder
allgemeiner zur Funktionsapproximation eingesetzt werden.
Der Regler von TAKAGI/SUGENO und Neuro-Fuzzy-Systeme Wie bereits in
Abschnitt 2.2 beschrieben, formuliert man beim Ansatz von TAKAGI/SUGENO
eine Funktion als Satz von Regeln der Art
”
Wenn x
©
˜Ai, dann y © fi § u ¨ “. Der fu¨r
die Praxis relevante Spezialfall reduziert die reellwertigen Funktionen fi : ­ ¥3¦
®
auf Konstante vi °_® und damit die Regeln auf ˜Ai ¥¦ vi. Der Regler wird
schließlich durch die Funktion f dargestellt:
y
©
f § x
¨ﬂ©
∑ki Ë 1 µ ˜Ai § x ¨s« vi
∑ki Ë 1 µ ˜Ai § x ¨
(6.18)
Der Nenner entfa¨llt, wenn die unscharfen Mengen ˜Ai die ¨Uberdeckungseigen-
schaft (4.3) erfu¨llen. Gleichung (6.18) entspricht dann dem klassischen Interpo-
lationsverfahren aus Gleichung (6.13).
Wir zeigen nun, dass der Regler von TAKAGI/SUGENO mit konstanten Kon-
sequenzen ein Spezialfall unseres Inferenzverfahrens ist. Die Antezedenzien ˜Ai
werden in beiden Fa¨llen durch unscharfe Mengen dargestellt. Die Konsequenzen
vi sind als scharfe Werte spezielle unscharfe Mengen bzw. Plausibilita¨tsdichten:
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pl
˜Bi § v ¨?©ÂÊ@ª v Ë vi . Wenn die Eingabe ˜A in unser System ein scharfer Wert x ist,
so bestimmen wir die Wahrscheinlichkeiten P´§ ˜Ai ª ˜A ¨ aus Gleichung (6.17) nach
Abschnitt 6.2 mit
P´O§ ˜Ai ª ˜A ¨© P´O§ ˜Ai ª x ¨A© pl ˜Ai § x ¨ﬂ© µ ˜Ai § x ¨ (6.19)
und Gleichung (6.17) geht u¨ber in
pl
˜B § x ¨ﬂ©
k
∑
i Ë 1
µ
˜Ai § x ¨H« pl ˜Bi § x ¨©
k
∑
i Ë 1
µ
˜Ai § x ¨s« Ê@ª x Ë vi (6.20)
Gleichung (6.20) ist eine unscharfe Version von (6.18): In (6.20) werden die schar-
fen Konklusionen vi aus (6.18) durch Ê@ª x Ë vi unscharf repra¨sentiert; dementspre-
chend ist auch der Schluss ˜B unscharf. Eine Scha¨rfung nach der Schwerpunktme-
thode u¨berfu¨hrt aber (6.20) in (6.18).
Damit sind die Inferenzverfahren im Fall scharfer Konsequenzen und scharfer Be-
obachtungen x identisch. Dies gilt ebenso fu¨r klassische Neuro-Fuzzy-Systeme
wie ANFIS [Jan92, Jan93], Fuzzy Basis Functions [WM92, ZS94, KM95],
Spline-basierte Systeme [BH94, BH95, ZK96, ZK99] und radiale Basisfunktionen
(RBF) [Pow87, PG90, HHG96], die dem Ansatz von TAKAGI/SUGENO mit schar-
fen Konsequenzen entsprechen. Additive unscharfe Systeme [Kos92a, Kos92b,
Kos94, DK96] benutzen ebenfalls das gleiche Inferenzverfahren, die Konsequen-
zen sind in diesem Fall aber wie bei uns unscharfe Mengen.
Die Deutung dieser Systeme als Ansa¨tze fu¨r unscharfes Schließen ist bisher nur
sehr vage, s. [JS93], weil sie u¨ber keine konkrete Semantik verfu¨gen. Insbeson-
dere sind dadurch die Inferenzverfahren rein intuitiv motiviert. Indem wir sie in
unseren Ansatz zum unscharfen Schließen einbetten, ko¨nnen wir sie als regel-
basierte Systeme auf der Basis einer konkreten Semantik interpretieren und fu¨r
mehrstufiges unscharfes Schließen verallgemeinern. Neben dem reinen Erkennt-
nisgewinn ist dies ein wichtiger Fortschritt, weil wir konkrete Verfahren fu¨r den
Entwurf solcher Systeme angeben ko¨nnen. Dazu geho¨rt insbesondere die Defini-
tion unscharfer Begriffe. Bisher war in den meisten Fa¨llen nicht klar, wie man in
der Praxis zu den unscharfen Mengen als Antezedenzien kommt, da keinerlei Se-
mantik definiert wurde. Umgekehrt stehen fu¨r unseren Ansatz nun Verfahren zur
Verfu¨gung, mit denen Regeln an Daten angepasst werden. Meist wird Gradienten-
abstieg verwendet, um die Regelgewichte zu optimieren, was sich in der Praxis als
sehr erfolgreich erwiesen hat [Jan92, ZK99].
6.4 Parametermodell fu¨r Grundbegriffe
Die Implementierung der vorgestellten Verfahren dieser Arbeit ist im Großen und
Ganzen unproblematisch. Auf der einen Seite mu¨ssen wir die Wissensbasis spei-
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chern, die aus den Grundbegriffen und Regeln besteht. Andererseits beno¨tigen wir
eine Implementierung des Inferenzverfahrens, d. h. der Analyse unscharfer Men-
gen und der Inferenz selbst. Dabei haben wir uns zum Ziel gesetzt, dass sowohl
der Rechenaufwand als auch der Speicheraufwand nur von der Anzahl der Grund-
begriffe oder Regeln abha¨ngen sollen, nicht aber von der Anzahl der Einzelhei-
ten. Fu¨r den Rechenaufwand haben wir die Anforderung erfu¨llt, wie wir in Ab-
schnitt 5.5 gezeigt haben. Der Speicheraufwand hingegen kann unangenehm groß
werden. Das Problem liegt in der Darstellung der Grundbegriffe. Wir beschrei-
ben daher in diesem Abschnitt, wie Grundbegriffe speichereffizient repra¨sentiert
werden ko¨nnen, ohne die ¨Uberdeckungseigenschaft (4.3) zu verletzen.
6.4.1 Approximation von Grundbegriffen
Grundbegriffe werden durch Plausibilita¨tsdichten, d. h. Abbildungen
­
¥¦
ø 0
µ
1 ú
definiert. Wir unterscheiden dabei zwei Fa¨lle. Im ersten Fall wird die Abbildung
nach Abschnitt 2.3 durch die vagen Charakteristika Γ § c
¨
definiert. Fu¨r jeden Kon-
text c mu¨ssen wir eine scharfe Teilmenge von
­
speichern. Stammen die vagen
Charakteristika aus statistischen Erhebungen, dann kann die Anzahl der Kontexte
sehr groß sein. Man denke nur an die Anzahl der Kunden einer Telefongesellschaft.
Fu¨r jeden Grundbegriff ha¨ngt der Speicherbedarf von der Anzahl der Kontexte ab;
im Beispiel von der Anzahl der Kunden. Im zweiten Fall liegen die Plausibilita¨ts-
dichten direkt als Abbildungen
­
¥3¦
ø 0
µ
1ú vor. Dieser Fall tritt z. B. ein, wenn wir
die Plausibilita¨tsdichten mit dem Gruppierungsverfahren aus Abschnitt 6.1 berech-
nen. Sie werden dann durch ein Parametermodell dargestellt, dass auf der Normal-
verteilung beruht. Der Speicherbedarf reduziert sich damit auf einen Parametersatz
pro Grundbegriff. Diese Idee ko¨nnen wir aufgreifen, um die Plausibilita¨tsdichten
aus dem ersten Fall darzustellen.
Statt die vagen Charakteristika zu speichern, ersetzen wir die Plausibilita¨tsdichte
durch eine parametrisierte Funktion. Im Allgemeinen erhalten wir nur eine Appro-
ximation der Plausibilita¨tsdichte, was aber in vielen Fa¨llen keine einschneidende
Beschra¨nkung ist. Zusa¨tzlich zu der Speicherersparnis wird der Berechnungsauf-
wand reduziert, den wir fu¨r die Auswertung einer Plausibilita¨tsdichte beno¨tigen.
Ebenso wie der Speicheraufwand ha¨ngt dieser von der Anzahl der Kontexte ab.
Bei einem Parametermodell mu¨ssen wir dagegen nur eine parametrisierte Funkti-
on auswerten.
Da Plausibilita¨tsdichten Funktionen sind, lo¨sen wir das Problem mit Techniken
zur Funktionsapproximation. Wie in Abschnitt 6.3.2 betrachten wir als Approxi-
matoren Linearkombinationen von Basisfunktionen. Ausgehend von einer Men-
ge von Basisfunktionen
Ñ
A1 µ A2 µ ß7ß7ß An Ô approximiert man eine Funktion pl durch
pl § u
¨AÐ
∑i αi « Ai § u ¨ . Der Vorgang der Funktionsapproximation setzt sich aus zwei
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Schritten zusammen: Zuna¨chst wa¨hlt man ada¨quate Basisfunktionen, anschließend
mu¨ssen mit einem Optimierungsverfahren die Parameter αi bestimmt werden. Die
Wahl der Basisfunktionen beruht auf Wissen u¨ber die zu approximierende Funk-
tion; die Numerik stellt eine Reihe von Basisfunktionen mit verschiedenen Eigen-
schaften zur Verfu¨gung.
Bei der Optimierung der Parameter αi mu¨ssen wir in unserem Fall noch eine Ne-
benbedingung erfu¨llen: Die Approximationen der Grundbegriffe mu¨ssen die ¨Uber-
deckungseigenschaft (4.3) einhalten; wie die Grundbegriffe selbst mu¨ssen sie eine
unscharfe Partition des Universums bilden. Wir ko¨nnen also die Plausibilita¨tsdich-
ten der Grundbegriffe nicht unabha¨ngig voneinander approximieren.
Im Idealfall ko¨nnen wir jede Plausibilita¨tsdichte mit einer Basisfunktion ausrei-
chend gut anna¨hern. Falls die Approximationsgu¨te nicht ausreicht, benutzen wir
mehrere Basisfunktionen fu¨r die Plausibilita¨tsdichte jedes Grundbegriffs ˜Bi:
pl
˜Bi § u ¨ﬂÐ
n
∑
i Ë 1
αi j « Aj § u ¨ (6.21)
Um die ¨Uberdeckungseigenschaft sicherzustellen, genu¨gt es, die beiden folgenden
Bedingungen (6.22) und (6.23) zu erfu¨llen: Im Grenzfall, in dem jede Plausibi-
lita¨tsdichte durch genau eine Basisfunktion Ai dargestellt wird, mu¨ssen wir ge-
nau die ¨Uberdeckungseigenschaft fordern; daher verlangen wir allgemein fu¨r alle
u
°­
n
∑
j Ë 1
Aj § u ¨ﬂ© 1 (6.22)
Unter dieser Voraussetzung ist dann folgende Bedingung fu¨r die ¨Uberdeckungsei-
genschaft hinreichend (vgl. Beweis von Satz 11):
k
∑
i Ë 1
αi j © 1 (6.23)
Bedingung (6.22) wird z. B. von B-Splines (Basis-Splines) erfu¨llt [dB78], die
wegen ihrer guten Approximationseigenschaften weite Verbreitung in CAD-
Anwendungen gefunden haben [HL92, Far93]. B-Splines sind stu¨ckweise defi-
nierte Polynome mit glatten ¨Uberga¨ngen an den Stoßpunkten. Der Grad eines B-
Splines wird durch den Grad der definierenden Polynome festgelegt. Wir werden
uns in dieser Arbeit auf lineare B-Splines als Basisfunktionen beschra¨nken, weil
 sie sehr einfach zu berechnen sind,
 sich in praktischen Anwendungen gezeigt hat, dass die Approximationsgu¨te
ausreicht und
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 die Parameter αi j leicht zu bestimmen sind, wobei Bedingung (6.23) erfu¨llt
wird.
Ein linearer B-Spline ist eine Dreieckfunktion, die wir mit Formel (6.14) bereits
in Abschnitt 6.3.2 definiert haben. Die Basisfunktionen Aj legen wir wie in 6.3.2
u¨ber Stu¨tzstellen u j °­ fest; statt von k gehen wir hier von n Basisfunktionen aus.
Die Linearkombination ∑nj Ë 1 αi j « Aj § u ¨ von Dreieckfunktionen Aj interpoliert dann
linear zwischen den Punkten § u j µ αi j ¨ , j ° Ñ 1 µ 2 µ ß7ß7ß n Ô . Die Plausibilita¨tsdichten
werden auf diese Weise durch Polygonzu¨ge approximiert.
Wenn wir von einer Partitionierung von
­
durch k Grundbegriffe
±
©TÑ
˜B1 µ
˜B2 µ ß7ß7ß ˜Bk Ô ausgehen, die durch n Basisfunktionen Aj approximiert werden sollen,
lautet das Verfahren fu¨r die Bestimmung der Gewichte αi j wie folgt:
Verfahren fu¨r die Bestimmung der Parameter
1. Wa¨hle n Stu¨tzpunkte u1 µ u2 µ ß7ß7ß °­ mit n  k.
2. Fu¨ge die Stu¨tzpunkte u0 : © u1 und un  1 : © un hinzu.
3. Definiere die Funktionen Aj durch § ulj µ umj µ urj ¨© § u j
÷
1 µ u j µ u j  1 ¨ als Drei-
eckfunktionen nach Formel (6.14).
4. Setze αi j : © pl ˜Bi § u j ¨ .
Mit den Definitionen des Verfahrens gilt
Satz 11 Die Funktionen pl
Ä
˜Bi
§ u
¨A©
∑nj Ë 1 pl ˜Bi § u j ¨i« Aj § u ¨ bilden eine unscharfe Par-
tition von
­
und approximieren die Plausibilita¨tsdichten pl
˜Bi durch lineare Inter-
polation zwischen den Punkten § u j µ pl ˜Bi § u j ¨7¨ , j ° Ñ 1 µ 2 µ ß7ß7ß n Ô .
Beweis: Aus der Numerik wissen wir, dass die Interpolationsbehauptung richtig
ist [SB94]. Um zu beweisen, dass die Funktionen pl Ä
˜Bi
eine unscharfe Partition von
­
bilden, zeigen wir die Gu¨ltigkeit der ¨Uberdeckungseigenschaft (4.3). Sei u
°O­
.
k
∑
i Ë 1
pl Ä
˜Bi
§ u
¨©
k
∑
i Ë 1
n
∑
j Ë 1
pl
˜Bi § u j ¨s« Aj § u ¨
©
n
∑
j Ë 1
Aj § u ¨
k
∑
i Ë 1
pl
˜Bi § u j ¨
©
n
∑
j Ë 1
Aj § u ¨
©
1
Ì
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Abbildung 6.4: Approximationen der unscharfen Ko¨rpergro¨ßen erwachsener Ma¨nner aus
Abb. 4.1: sehr klein, klein, normal, groß und sehr groß (von links nach
rechts)
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Abbildung 6.4 zeigt die Approximation der Grundbegriffe sehr klein, klein, nor-
mal, groß und sehr groß aus Abschnitt 4.1 durch 13 Dreieckfunktionen. Wir er-
kennen deutlich die Gla¨ttung der urspru¨nglichen Plausibilita¨tsdichten durch die
stu¨ckweise lineare Approximation, vgl. Abb. 4.1.
Ein allgemeines Problem bei Funktionsapproximation durch Interpolation ist die
Wahl der Stu¨tzstellen, also Punkt 1 unseres Verfahrens. Die Freiheitsgrade sind
die Anzahl und die Lage der Stu¨tzstellen. Bei einer u¨berschaubaren Anzahl von
Grundbegriffen wird man beides von Hand wa¨hlen. Die Approximationsgu¨te wird
potenziell erho¨ht, wenn man die Anzahl der Stu¨tzstellen vergro¨ßert. Damit wa¨chst
aber auch der Speicheraufwand. Man muss also eine vernu¨nftige Balance zwischen
diesen Gro¨ßen finden. Wenn viele Grundbegriffe approximiert werden mu¨ssen,
kann man fu¨r die Wahl der Stu¨tzstellen auf Optimierungsansa¨tze zuru¨ckgreifen
[ZK99, GRL00].
Die Approximation der Grundbegriffe durch Linearkombinationen von Basisfunk-
tionen ko¨nnen wir als Verfeinerung der Partition
±
von
­
interpretieren. Da die
Basisfunktionen Aj mit Gleichung (6.22) die ¨Uberdeckungseigenschaft erfu¨llen,
ko¨nnen wir die Aj als Plausibilita¨tsdichten von Grundbegriffen ˜Aj auffassen. Die
Approximationen der Grundbegriffe ˜Bi sind dann nichts anderes als gewichtete
Kombinationen der Grundbegriffe ˜Aj, wobei wir die Gewichte αi j als Begriffs-
wahrscheinlichkeiten P´.§ ˜Aj ª ˜Bi ¨ deuten ko¨nnen. Im Grunde genommen haben wir
eine Transformation von den Grundbegriffen ˜Bi auf die ˜Aj berechnet, wie wir es
bereits in Abschnitt 5.2.2 bei mehrstufigem Schließen durchgefu¨hrt haben. Da die
Anzahl der Grundbegriffe ˜Aj gro¨ßer oder gleich der Anzahl der ˜Bi ist und die ˜Aj so
gewa¨hlt wurden, dass sie die ˜Bi mo¨glichst gut approximieren, stellt die Transfor-
mation eine Verfeinerung dar, gleichbedeutend einem Schritt auf eine Stufe feine-
rer Granularita¨t. Das Parametermodell fu¨gt sich auf diese Weise perfekt in unser
Versta¨ndnis von der Darstellung unscharfer Informationen ein. Es ist nichts ande-
res als eine gewichtete Kombination speziell gewa¨hlter Grundbegriffe.
Die approximierten Grundbegriffe werden genauso verarbeitet wie die Originale,
weder die Kombination von Grundbegriffen noch das Inferenzverfahren a¨ndern
sich. Als Beispiel haben wir die unscharfe Messung der Ko¨rpergro¨ße von Herrn
G. aus Abb. 4.5 zweimal nach Analyse-Ansatz 2 approximiert: einmal mit den
Originalgrundbegriffen und einmal mit den approximierten Grundbegriffen. Ab-
bildung 6.5 zeigt die Ergebnisse im Vergleich. Wir sehen, dass die Originalkombi-
nation gut durch die Approximation angena¨hert wird. Wa¨hrend die Originalgrund-
begriffe normal und groß durch die Analyse mit den Gewichten 41
µ
4% und 58
µ
6%
versehen werden, ergeben sich fu¨r die approximierten Grundbegriffe 41
µ
7% und
58
µ
3%. Die Abweichungen sind vernachla¨ssigbar. Zur Erinnerung: die Umfrage
bei der Synthese der Ko¨rpergro¨ße von Herrn G. resultierte in 41% und 59%.
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Abbildung 6.5: Approximation der Ko¨rpergro¨ße von Herrn G. durch Kombination der Grund-
begriffe (fett) und Kombination der approximierten Grundbegriffe (du¨nn)
6.4.2 Speicheraufwand
Der wesentliche Zweck der Approximation von Grundbegriffen besteht darin, den
Speicheraufwand fu¨r die Repra¨sentation von Plausibilita¨tsdichten zu reduzieren.
Wenn wir fu¨r jeden Grundbegriff die vagen Charakteristika speichern, so beno¨tigen
wir bei k Grundbegriffen und l vagen Charakteristika ô § l
«
k
¨
Speicherpla¨tze.
Approximieren wir die Grundbegriffe durch Basisfunktionen wie die Dreieckfunk-
tionen, so mu¨ssen wir n
«
k Gewichte αi j speichern. Wenn wir davon ausgehen, dass
jeder Grundbegriff durch eine kleine Anzahl c von Basisfunktionen angena¨hert
wird (typisch eins bis fu¨nf), betra¨gt der Speicheraufwand ô § c
«
k2
¨A©
ô
§ k2
¨
.
Insgesamt ko¨nnen wir also mit einer Reduzierung des Speicherbedarfs von Faktor
l ßr§ c
«
k
¨
rechnen. Wie das Beispiel der Kunden einer Telefongesellschaft zeigt,
kann l durchaus im Bereich von 106 liegen, wa¨hrend sich c
«
k eher im Bereich unter
100 bewegt. Das Parametermodell wu¨rde in diesem Beispiel den Speicherbedarf
um den Faktor 104 verbessern.
Der Aufwand fu¨r die Auswertung der Plausibilita¨tsdichte eines Grundbegriffs an
einer Stelle wird ebenfalls reduziert: statt ô § l
¨
beno¨tigen wir nur ô § 1
¨
Operatio-
nen. Wa¨hrend wir fu¨r die Berechnung u¨ber das Kontextmodell eine Summe u¨ber
l Kontexte bilden (vgl. (2.8) und (2.9)), werten wir bei der Approximation c Ba-
sisfunktionen mit konstantem Aufwand aus und addieren die Ergebnisse. Da c un-
abha¨ngig von der Anzahl der Grundbegriffe ist, ko¨nnen wir den Rechenaufwand
als konstant betrachten.
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6.5 Zusammenfassung
In diesem Kapitel haben wir uns mit zwei Aspekten der Repra¨sentation unscharfen
Wissens bescha¨ftigt: erstens der mathematischen Formalisierung von Wissen, die
von der Semantik des Wissens abha¨ngt, und zweitens der implementierungstech-
nischen Seite der Repra¨sentation, die praktische Anforderungen hinsichtlich des
Speicher- und Rechenaufwands erfu¨llen muss.
Wir haben mo¨gliche Semantiken von Wissen klassifiziert und aus diesen Klassen
Formen von Wissen herausgesucht, die sich in der Literatur fu¨r den praktischen
Entwurf und den Einsatz regelbasierter unscharfer Systeme als sinnvoll erwiesen
haben. Bei der Formalisierung unscharfer Begriffe handelt es sich um folgende
Semantiken:
 Interpretation von Unscha¨rfe als Unsicherheit: Diesen Ansatz haben wir be-
reits in Abschnitt 2.3.1 und in Kapitel 4 als Basis unserer Theorie ausfu¨hrlich
dargelegt.
 Interpretation von Unscha¨rfe als ¨Ahnlichkeit: Wir haben gezeigt, dass das
weit verbreitete Gruppierungsverfahren von GATH/GEVA [GG89] direkt ei-
ne unscharfe Partition im Sinne dieser Arbeit erzeugt; unscharfe Grundbe-
griffe ko¨nnen wir damit als Gruppen a¨hnlicher Daten interpretieren. Insbe-
sondere ko¨nnen wir unscharfe Partitionen direkt aus scharfen Daten gene-
rieren, anstatt wie in Abschnitt 4.1 eine unscharfe Partition als feingranulare
Definition symbolischer Begriffe zu bilden.
 Darstellung scharfer Werte: Wir stumpfen scharfe Werte ab, indem wir sie
durch die Grundbegriffe unscharf klassifizieren. Auf diese Weise ko¨nnen wir
scharfe Werte semantisch fundiert und effizient mit grobgranularem Wissen
verknu¨pfen.
 Die Darstellung von Unscha¨rfe zweiter Ordnung haben wir in Kapitel 4 mit
der Gewichtung unscharfer Begriffe diskutiert.
Bei mo¨glichen Semantiken einer unscharfen Regel ˜A ¥3¦ ˜B gehen wir davon aus,
dass sie dem Grundgedanken des Modus Ponens folgen. In Anwendungen haben
sich folgende Semantiken fu¨r die Beschreibung unscharfer Regeln als sinnvoll er-
wiesen:
 Bedingte Wahrscheinlichkeiten: Diesen Ansatz haben wir als Basis unserer
Theorie in Abschnitt 5.1 beschrieben.
 Positive und negative Regeln: Wir haben gezeigt, dass man positive Re-
geln (Unterstu¨tzung von Konsequenzen) und negative Regeln (Ausschluss
von Konsequenzen) durch die logische Konjunktion und die Implikation
darstellen kann. Konjunktion und Implikation wiederum ko¨nnen wir in un-
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serer Theorie mit bedingten Wahrscheinlichkeiten modellieren. In prakti-
schen Anwendungen werden positive und negative Regeln bereits erfolg-
reich kombiniert, um Expertenwissen kompakt und versta¨ndlich darzustel-
len [CDP96, Kie97, SSR00b].
 Unscharfe Interpolation: Regelbasierte unscharfe Systeme ko¨nnen wir als
Abbildungen von unscharfen Eingaben auf unscharfe Ausgaben interpretie-
ren. Als Verallgemeinerung klassischer Interpolationsverfahren aus der Nu-
merik haben wir gezeigt, dass man unscharfe Regeln als unscharfe Stu¨tz-
punkte einer unscharfen Abbildung interpretieren kann, zwischen denen
unser Inferenzverfahren interpoliert. Wie die weite Verbreitung des Reg-
lers von TAKAGI/SUGENO und von Neuro-Fuzzy-Systemen in technischen
Anwendungen zeigt, entspricht die funktionale Beschreibung von Zusam-
menha¨ngen viel eher der Denkweise eines Systemingenieurs als die formal
logische Darstellung mit Regeln.
Insgesamt zeigt sich, dass unsere Theorie unscharfen Schließens so flexibel ist,
dass sie wichtige Formen von Wissen, die bereits erfolgreich in der Praxis benutzt
werden, in einem allgemeinen Ansatz zur Informationsverarbeitung vereinen kann.
Dies ist ein wichtiger Fortschritt, denn bisher wurde auf die saubere Definition
einer konkreten Semantik meist verzichtet, s. Kapitel 3, oder man hat sich wie
in [SP98] auf eine Semantik spezialisiert, so dass viele Arten von Informationen
nicht in das System eingebracht werden ko¨nnen.
Daraus ergeben sich zwei Konsequenzen. Dank der nun vorhandenen konkreten
Semantik ko¨nnen wir aus unserer Arbeit Verfahren ableiten, die den Entwurf be-
kannter unscharfer Systeme transparenter machen und deren Wohldefiniertheit si-
cherstellen. Dazu geho¨ren der Regler von TAKAGI/SUGENO und Neuro-Fuzzy-
Systeme, die wir in unsere Theorie eingebettet haben. Andererseits bieten auch
diese subsumierten Ansa¨tze Entwurfs- und Adaptationstechniken, z. B. die An-
passung von Regelgewichten an Daten [Jan92, WM92, GRL00], die wir fu¨r den
praktischen Einsatz unserer Verfahren nutzen ko¨nnen.
Hinsichtlich der implementierungstechnischen Seite der Repra¨sentation von Wis-
sen haben wir gezeigt, dass lediglich die Darstellung unscharfer Begriffe sehr spei-
cheraufwa¨ndig sein kann. Als Lo¨sung haben wir ein Parametermodell vorgeschla-
gen, das einerseits den semantischen Anforderungen der Theorie gerecht wird und
andererseits den Speicheraufwand um einen Faktor reduziert, der durchaus im Be-
reich von 104 liegen kann.
Kapitel 7
Zusammenfassung und Ausblick
7.1 Zusammenfassung
Ziel der vorliegenden Arbeit war, ein solides theoretisches Fundament fu¨r regel-
basiertes Schließen mit unscharfen Begriffen zu legen. Daran haben wir folgende
Anforderungen geknu¨pft: Aus der Theorie sollen Verfahren resultieren, die mehr-
stufiges unscharfes Schließen ermo¨glichen, versta¨ndliche und exakte unscharfe Er-
gebnisse berechnen, effizient hinsichtlich Speicher- und Rechenaufwand sind und
die Integration von Informationen verschiedener Semantiken erlauben.
Als Menschen sehen wir bei der Beschreibung von Objekten oder Zusam-
menha¨ngen meist von Einzelheiten ab und benutzen oft unscharf definierte Be-
griffe. Trotzdem sind wir in der Lage, sinnvolle Schlu¨sse zu ziehen. Alltagsent-
scheidungen beruhen fast ausschließlich auf solchen Inferenzprozessen. Eine ma-
thematische Theorie fu¨r das Schließen mit unscharfen Begriffen soll diese Vorge-
hensweise nachbilden, um sie rechnergestu¨tzt einsetzen zu ko¨nnen. Auf diese Wei-
se ko¨nnen die Verfahren automatisiert ablaufen, wir ko¨nnen gro¨ßere Regelwerke
verarbeiten und erhalten deterministische Ergebnisse.
Ein zentrales Konzept unscharfen Schließens ist die Vergro¨berung von Wissen.
Je komplexer Systeme werden, desto sta¨rker werden wir bei ihrer Modellierung
vergro¨bern mu¨ssen, weil wir entweder keine pra¨zisen Informationen besitzen oder
eine genaue Modellierung zu teuer ist, sei es aus zeitlichen oder implementierungs-
technischen Gru¨nden. Eine wesentliche Rolle spielt auch die Versta¨ndlichkeit der
Modellierung. Beschreibungen auf der Grundlage von Einzelheiten mo¨gen exakt
sein, sie tragen aber in vielen Fa¨llen nicht zum Versta¨ndnis bei, weil sie zu de-
tailliert sind. Indem wir Objekte und Zusammenha¨nge mit unscharfen Begriffen
beschreiben, bewegen wir uns auf einer Abstraktionsstufe, die erstens unserem
Versta¨ndnis entgegenkommt und zweitens oft der Genauigkeit des Wissens ent-
spricht.
In einer Untersuchung der vorhandenen Verfahren zum mehrstufigen Schließen
mit unscharfen Begriffen haben wir die Ma¨ngel aufgezeigt, die diese Verfahren
hinsichtlich unserer Anforderungen aufweisen. Erstens werden Regeln zur Be-
schreibung kausaler Zusammenha¨nge zwar mit unscharfen Begriffen formuliert
und sind damit versta¨ndlich; die unscharfen Schlu¨sse bewegen sich jedoch aus
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dem Geru¨st der Begriffe hinaus, da sie auf der Ebene der Einzelheiten definiert
sind. Damit ko¨nnen wir unscharfe Schlu¨sse nicht mit den unscharfen Begriffen be-
schreiben, welche die Grundlage unseres Versta¨ndnisses bilden. Zweitens werden
bei einem Großteil der Ansa¨tze die Schlu¨sse durch Operationen auf den Einzel-
heiten berechnet, weshalb wir keinerlei Effizienzgewinn durch die Vergro¨berung
von Wissen verzeichnen ko¨nnen. Gleiches gilt fu¨r den Speicheraufwand. Drittens
verfu¨gen die meisten Ansa¨tze nicht u¨ber eine konkrete Semantik fu¨r unscharfe
Begriffe. Es werden i. A. formale Modelle mit vielen Freiheitsgraden angegeben,
was aber solche abstrakten Semantiken in der Praxis konkret bedeuten, bleibt of-
fen. Zudem beru¨cksichtigen die Verfahren nicht, dass die Informationen in prak-
tischen Anwendungen auf unterschiedlichen konkreten Semantiken beruhen und
insofern heterogen sind. Dadurch wird die gemeinsame Verarbeitung heterogener
Informationen schwierig oder die Ergebnisse sind zumindest fragwu¨rdig.
Diese Unzula¨nglichkeiten bekannter Verfahren werden mit der Theorie zum
Schließen mit unscharfen Begriffen beseitigt, die wir in den vorangehenden Ka-
piteln vorgestellt haben. Es gelingt uns, mehrstufiges unscharfes Schließen auf der
symbolischen Ebene unscharfer Begriffe zu realisieren, ohne die Exaktheit der Er-
gebnisse auf der Ebene der Einzelheiten zu verlieren. Ein unscharfer Schluss wird
dabei immer durch unscharfe Begriffe beschrieben und ist somit leicht versta¨nd-
lich. Rechen- und Speicheraufwand ha¨ngen im Wesentlichen nur von der Anzahl
der unscharfen Begriffe und nicht mehr von der Anzahl der Einzelheiten ab.
Hinzu kommt, dass unser Verfahren auf einer konkreten Semantik fu¨r unscharfe
Begriffe und Regeln beruht. In diesem Zusammenhang haben wir gezeigt, dass ei-
nige bekannte Verfahren aus der Praxis zur Gewinnung und Darstellung unscharfer
Begriffe und Regeln in Instanzen unserer Semantik mu¨nden. Da diese Verfahren
in bereits beschriebener Weise heterogene Informationen erzeugen, ko¨nnen wir in
diesem Rahmen symbolisch mit unscharfen Begriffen schließen, ohne die Seman-
tiken der Begriffe und Regeln beru¨cksichtigen zu mu¨ssen. Dabei ko¨nnen wir erst-
mals die Wohldefiniertheit des Mechanismus und damit der unscharfen Schlu¨sse
sicherstellen. Somit haben wir alle Anforderungen erfu¨llt, die wir an die Theorie
gestellt haben.
Folgende Liste gibt nochmals einen ¨Uberblick u¨ber die Ideen, Techniken und
Neuerungen unserer Theorie:
 Wir vergro¨bern ein Universum, d. h. eine Menge von Einzelheiten, durch
unscharfes Partitionieren mit unscharfen Mengen. Dazu haben wir die Ei-
genschaften Vollsta¨ndigkeit und Konsistenz scharfer Partitionen fu¨r den un-
scharfen Fall verallgemeinert und aus dieser Erweiterung ein Verfahren fu¨r
die unscharfe Partitionierung abgeleitet. Die Elemente einer unscharfen Par-
tition bezeichnen wir als unscharfe Grundbegriffe.
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 Unscharfe Aussagen stellen wir auf der grobgranularen Ebene durch ge-
wichtete Kombinationen der Grundbegriffe dar. Durch die Synthese wird
eine solche symbolische Aussage als unscharfe Menge auf der feingranu-
laren Ebene definiert. Auf der anderen Seite erlaubt die Analyse, eine be-
liebige unscharfe Menge in eine symbolische Aussage zu u¨berfu¨hren und
somit versta¨ndlich mit den Grundbegriffen darzustellen.
Damit haben wir erstmals eine wohldefinierte Zuordnung unscharfer Aussa-
gen auf feingranularer und auf symbolischer Ebene hergestellt, die auf einer
soliden, konkreten Semantik beruht; unscharfe Aussagen sind gleichzeitig
exakt definiert und versta¨ndlich.
 Unscharfe Regeln interpretieren wir als Ausdruck des klassischen Modus
Ponens. Konsistent zur Gewichtung von Grundbegriffen modellieren wir
unscharfe Regeln als bedingte Wahrscheinlichkeiten auf den Grundbegrif-
fen. Das Inferenzverfahren operiert auch bei mehrstufigen Regelbasen aus-
schließlich auf der symbolischen Ebene und ist damit sehr effizient im Ge-
gensatz zu herko¨mmlichen Verfahren, die auf den Einzelheiten rechnen. Ob-
wohl wir auf symbolischer Ebene rechnen, ko¨nnen wir die Exaktheit der
Schlu¨sse auf feingranularer Ebene sicherstellen.
Ein unscharfer Schluss wird symbolisch als gewichtete Kombination von
Grundbegriffen dargestellt und ist dadurch leicht versta¨ndlich. Die exakte
Darstellung auf der Ebene der Einzelheiten ko¨nnen wir daraus mittels Syn-
these ableiten. Im Gegensatz dazu berechnen die meisten anderen Verfahren
ausschließlich feingranulare Schlu¨sse, die auf symbolischer Ebene nicht in-
terpretierbar sind.
 Der Rechenaufwand einer mehrstufigen Inferenz mit eindimensionalen Ein-
und Ausgaben ha¨ngt im besten Fall – der gleichzeitig der ha¨ufigste in der
Praxis ist – nur linear von der Anzahl der Regeln ab. Das schnellste Verfah-
ren aus der Literatur beno¨tigt einen Rechenaufwand, der von der quadrier-
ten Anzahl der Regeln abha¨ngt, der Aufwand der meisten anderen Ansa¨tze
verha¨lt sich quadratisch mit der Anzahl der Einzelheiten und linear mit der
Anzahl der Regelstufen. Wie gewu¨nscht, reduziert sich also bei unserem An-
satz der Aufwand der Informationsverarbeitung mit dem Vergro¨berungsgrad
der Informationen.
 Wir haben Maße definiert, welche die Zuverla¨ssigkeit symbolischer und
feingranularer Schlu¨sse messen. Dank der konkreten Semantik unserer Ver-
fahren sind diese Zuverla¨ssigkeitswerte aussagekra¨ftig und versta¨ndlich,
was fu¨r die meisten anderen Verfahren nicht gilt, da sie auf abstrakten Se-
mantiken beruhen.
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 Wir haben gezeigt, dass wir Informationen verschiedener Semantiken mit
unserer mathematischen Formalisierung darstellen und verarbeiten ko¨nnen.
Dabei handelt es sich erstens um unscharfe Gruppen: ¨Ahnliche Einzelheiten
werden zu unscharfen Mengen gruppiert, die eine unscharfe Partition bilden,
wodurch wir aus Daten unscharfe Partitionen in unserem Sinne generieren
ko¨nnen. Zweitens haben wir ein Verfahren vorgestellt, mit dem scharfe Be-
obachtungen durch unscharfe Grundbegriffe dargestellt und somit effizient
verarbeitet werden ko¨nnen. Daru¨ber hinaus ko¨nnen wir mit unsicheren In-
formationen umgehen, die als Wahrscheinlichkeitsdichten gegeben sind.
 Bei der Definition von Regeln haben wir diverse Mo¨glichkeiten vorgestellt,
den Modus Ponens zu realisieren. Insbesondere haben wir die Bedeutung po-
sitiver und negativer Regeln aufgezeigt, diese mit der logischen Konjunktion
und Implikation identifiziert und in unser wahrscheinlichkeitstheoretisches
Modell integriert.
Außerdem haben wir gezeigt, dass man unser Inferenzverfahren als eine un-
scharfe Interpolation zwischen unscharfen Punkten deuten kann, die durch
die Regeln repra¨sentiert werden. Diese Interpretation von Regeln entspricht
der funktionalen Beschreibung von Zusammenha¨ngen, die in den Ingenieur-
wissenschaften einer formal logischen vorgezogen wird.
 Da die Darstellung unscharfer Grundbegriffe bei großen Datenmengen sehr
speicherintensiv sein kann, haben wir ein Parametermodell als Approxima-
tion der unscharfen Grundbegriffe vorgestellt. Der Speicheraufwand ha¨ngt
durch diese Maßnahme nur noch von der Anzahl der Grundbegriffe ab, an-
statt von der Anzahl der definierenden Daten.
Ein bedeutendes Nebenresultat der Arbeit ist, dass wir den Zusammenhang zwi-
schen unscharfem Schließen und einer wichtigen Klasse von Interpolationsver-
fahren kla¨ren konnten. Interpolation erweist sich in klassischen Ingenieurwissen-
schaften wie der Elektrotechnik als wichtiger Ansatz fu¨r die Approximation von
Funktionen wie Reglern oder ¨Ubertragungsfunktionen von Systemen. Wir ha-
ben gezeigt, dass weit verbreitete Verfahren wie RBF-Netzwerke, Neuro-Fuzzy-
Ansa¨tze und ein wichtiger Spezialfall des Reglers von TAKAGI/SUGENO, die Inter-
polation durch lineares Kombinieren von Basisfunktionen realisieren, Spezialfa¨lle
unserer Theorie darstellen. Auf diese Weise versehen wir sie mit einer konkreten
Semantik und ko¨nnen sie als Verfahren fu¨r unscharfes Schließen anerkennen. Bis-
her war diese Deutung rein intuitiv motiviert. Neben der reinen Erkenntnis ko¨nnen
wir dank dieser Deutung auch Verfahren zur Verfu¨gung stellen, die beim Entwurf
von Systemen auf Basis der genannten Ansa¨tze helfen. Insbesondere handelt es
sich dabei um die Verfahren zum unscharfen Partitionieren von Universen – die
resultierenden Grundbegriffe entsprechen den Basisfunktionen der Interpolations-
verfahren – und zum Festlegen der Regelgewichte.
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Die Auswirkungen unserer Theorie auf praktische Probleme sind vielschichtig.
Die Steigerung der Effizienz kann die Bearbeitung von Problemen ermo¨glichen,
die bisher als zu komplex erschienen. Dabei denken wir insbesondere an Anwen-
dungen aus dem Bereich Data-Mining, die wegen ihrer Problemgro¨ße ohne eine
Vergro¨berung der Informationen kaum handhabbar sind.
Weiterhin stellen wir praktische Verfahren fu¨r den Entwurf regelbasierter unschar-
fer Systeme bereit. Wir haben verschiedene Mo¨glichkeiten vorgestellt, um un-
scharfes Wissen zu modellieren und Regeln zu definieren. Die Verarbeitung der In-
formationen beru¨cksichtigt die unterschiedlichen Semantiken und liefert dadurch
vertrauenswu¨rdige Ergebnisse.
Daru¨ber hinaus sichert die konkrete Semantik der Theorie die Versta¨ndlichkeit der
unscharfen Ergebnisse. Wir sind davon u¨berzeugt, dass wir auf diese Weise zur Ak-
zeptanz unscharfer Systeme beitragen ko¨nnen, die bisher wegen der schwa¨cheren
Semantik weniger Ansehen genossen haben als die Wahrscheinlichkeitsrechnung.
Fu¨r die praktische Umsetzung unserer Theorie haben wir prototypisch ein Werk-
zeug in MAPLE V implementiert, mit dem unscharfe Begriffe und Regelnetzwerke
definiert und mehrstufige Inferenzen berechnet werden ko¨nnen. Es wurde erfolg-
reich benutzt, um unscharfe Regler zu entwerfen [SR98, SSR00a] und das Beispiel
in Anhang A zu modellieren.
Unser Inferenzmechanismus wird bereits erfolgreich in einem Industrieprojekt mit
ABB eingesetzt. Gegenstand dieser Kooperation sind entscheidungsunterstu¨tzende
Systeme, mit deren Hilfe der Qualita¨tszustand technischer Anlagen beurteilt wer-
den soll, um u¨ber Maßnahmen zur Qualita¨tssicherung zu entscheiden. Wie auch
das Beispiel in Anhang A zeichnet sich diese Aufgabe dadurch aus, dass das Wis-
sen u¨ber Objekte und Zusammenha¨nge unscharf und unvollsta¨ndig ist und daher
ein unscharfer Ansatz als natu¨rliche Modellierung erscheint.
120 KAPITEL 7. ZUSAMMENFASSUNG UND AUSBLICK
7.2 Ausblick
Den abschließenden Ausblick geben wir unter zwei Gesichtspunkten: Zuna¨chst
diskutieren wir Mo¨glichkeiten, die vorgestellte Theorie zu erweitern, wodurch
ihre Ma¨chtigkeit und damit das Anwendungsspektrum vergro¨ßert werden kann.
Danach zeigen wir die Auswirkungen der vorgestellten Theorie auf andere For-
schungsgebiete.
7.2.1 Erweiterung der Theorie
Unscharfe Beobachtungen stellen wir in unserem Ansatz durch gewichtete Kom-
binationen von Grundbegriffen dar. Das Basisverfahren der Analyse berechnet
dabei u. U. negative Gewichte, die nicht als Wahrscheinlichkeiten interpretier-
bar sind und deshalb von uns nicht beru¨cksichtigt werden.1 Es ist aber durch-
aus wu¨nschenswert, negative Gewichte zuzulassen, weil dadurch unscharfe Be-
obachtungen pra¨ziser durch Kombinationen der Grundbegriffe beschrieben wer-
den ko¨nnen; wir vergro¨ßern den Raum unscharfer Aussagen, die wir exakt mit
den Grundbegriffen darstellen ko¨nnen. Allerdings mu¨ssten wir eine Mo¨glichkeit
finden, negative Gewichte semantisch in unseren Ansatz zu integrieren.
Eine mo¨gliche Interpretation eines negativen Gewichtes wa¨re die eines partiel-
len Vetos gegen den zugeho¨rigen unscharfen Begriff. Ein negatives Gewicht ent-
spra¨che dann beispielsweise bei einer Umfrage den Stimmen gegen einen un-
scharfen Begriff und ein positives Gewicht den Stimmen dafu¨r. Fu¨r jeden Begriff
wu¨rden positives und negatives Gewicht so verrechnet, dass wir ein nichtnega-
tives Gewicht erhielten, das wir wiederum als Wahrscheinlichkeit interpretieren
ko¨nnten. Falls sich diese Interpretation semantisch in unsere Theorie einbetten lie-
ße, ko¨nnten wir auf diese Weise die Ausdrucksma¨chtigkeit unseres und anderer
Ansa¨tze merklich erho¨hen.
In einigen Anwendungen ist es mo¨glicherweise nicht angemessen, die Gewichte
von Grundbegriffen und Regeln u¨ber Wahrscheinlichkeiten zu modellieren. Hier
bietet sich eine Verallgemeinerung u¨ber Plausibilita¨tsmaße an. Man mu¨sste dazu
untersuchen, ob es wie bei Wahrscheinlichkeiten gelingen kann, den Zusammen-
hang zwischen der grobgranularen und der feingranularen Darstellung unscharfer
Aussagen semantisch solide aufzubauen. Wie auch die Erweiterung durch negative
Gewichte, wu¨rde dieser Ansatz die Ausdrucksma¨chtigkeit unserer Modellierung
von Wissen erho¨hen. Wir ko¨nnten insbesondere ada¨quat mit Unwissen umgehen,
was bei Wahrscheinlichkeiten problematisch ist, wie wir in Abschnitt 6.3.1 gese-
hen haben.
1Dieses Problem ist in der Literatur auch im Zusammenhang mit anderen Verfahren bekannt
[NK98].
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Bei der Partitionierung von Universen durch Grundbegriffe haben wir verlangt,
dass die Grundbegriffe disjunkt sind, um die Konsistenz der unscharfen Partition
sicherzustellen. Damit setzen wir aber konsistentes Wissen voraus. Es mu¨sste un-
tersucht werden, ob es immer sinnvoll ist, vor der Modellierung Inkonsistenzen
ausra¨umen, oder ob man in gewissen Fa¨llen nicht besser inkonsistentes Wissen
bewusst modellieren und verarbeiten sollte.
Wenn man die Forderung von Konsistenz fallen la¨sst, muss man den Inferenz-
mechanismus anpassen. An den Rechenvorschriften wu¨rde sich nichts a¨ndern, al-
lerdings mu¨sste man zusa¨tzliche Regeln berechnen, welche die gegenseitige Be-
einflussung a¨hnlicher Regeln aufzunehmen ha¨tten. Auf diese Weise ko¨nnte man
inkonsistentes Wissen verarbeiten, ohne die Effizienz des Verfahrens und die
Versta¨ndlichkeit der Ergebnisse zu gefa¨hrden.
Insgesamt sehen wir, dass die Theorie noch Raum fu¨r Erweiterungen bietet. Das
Ziel muss dabei immer bleiben, das Anwendungsspektrum zu vergro¨ßern, ohne
die Semantik und damit die Wohldefiniertheit der Ergebnisse zu gefa¨hrden.
7.2.2 Auswirkungen auf andere Gebiete
Unser Inferenzmechanismus basiert auf einer wahrscheinlichkeitstheoretischen
Erweiterung der Possibilita¨tstheorie. Diese Art, Regeln als bedingte Wahrschein-
lichkeiten zu formulieren und zu verarbeiten, kennen wir in a¨hnlicher Form von
BAYESSCHEN Netzen [Pea88, RN95]. Sie erweisen sich in den letzten Jahren als
erfolgreicher Ansatz in den Bereichen Data-Mining und Diagnose. MICROSOFT
RESEARCH versucht beispielsweise, das automatische Hilfesystem (Office Assis-
tant) mit dieser Technik zu realisieren [HBH  98]. Die Grundidee von BAYES-
SCHEN Netzen besteht darin, eine mehrdimensionale Wahrscheinlichkeitsvertei-
lung durch Strukturwissen u¨ber die Unabha¨ngigkeiten von Variablen zu zerlegen.
Auf diese Weise wird es ermo¨glicht, Inferenzen zu berechnen, die im allgemeinen
Fall wegen exponentiellen Aufwands nicht abgeleitet werden ko¨nnen.
Bisher kann man in BAYESSCHEN Netzen nur mit scharfen Informationen rech-
nen. Da BAYESSCHE Netze aber wie unser Ansatz die Wahrscheinlichkeitsrech-
nung fu¨r den Inferenzmechanismus bemu¨hen, ko¨nnten unsere Ergebnisse leicht
u¨bertragen werden. Eine Kombination der Ansa¨tze wu¨rde in einem ma¨chtigen
Verfahren resultieren: Von BAYESSCHEN Netzen erhielten wir Techniken, um
Abha¨ngigkeitsstrukturen zu konstruieren und darin Inferenzen zu berechnen, von
unserer Seite Verfahren zur Vergro¨berung von Wissen u¨ber unscharfe Grundbe-
griffe und deren Verarbeitung. Als Ergebnis ko¨nnten wir effizient versta¨ndliche
unscharfe Schlu¨sse aus unscharfem Wissen ziehen. Dabei wa¨ren wir nicht darauf
angewiesen, Zusammenha¨nge regelbasiert zu formulieren, sondern ko¨nnten aus
Daten allgemeinere statistische Relationen aufbauen.
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Eine ganz andere Richtung ko¨nnten wir mit einer neuen, unscharfen Systemtheorie
einschlagen. Wie zum Teil schon u¨blich in der Systemtheorie, ko¨nnen wir das
Ein-/Ausgabeverhalten von Systemen mit unscharfen Regeln modellieren. Dabei
bietet sich die Interpretation unseres Inferenzmechanismus als unscharfe Interpo-
lation an. Untersuchungen und Aussagen u¨ber das Verhalten von Systemen, wie
beispielsweise u¨ber ihre Stabilita¨t, sind schwierig, wenn die Systeme nur unscharf
beschrieben werden ko¨nnen.
Dank unserer symbolischen Darstellung ko¨nnen wir solche Untersuchungen auf
der symbolischen, grobgranularen Ebene durchfu¨hren. Da eine Inferenz, welche
die Ausgabe eines Systems berechnet, durch Matrixmultiplikationen dargestellt
wird, ko¨nnen die Untersuchungen mithilfe linearer Algebra verwirklicht werden.
Fu¨r Stabilita¨tsuntersuchungen beispielsweise ko¨nnte man sicherstellen, dass der
Zustand des Systems eine unscharfe Menge wie
”
ungefa¨hr null“ nicht verla¨sst.
Der Bereich, in dem die Zugeho¨rigkeitsfunktion der unscharfen Menge null ist,
wird dann sicher nicht betreten.
Viele bekannte Verfahren zur Untersuchung von linearen Systemen ko¨nnte man
vermutlich direkt u¨bertragen, da lineare Systeme in Zustandsraumdarstellung die
gleiche mathematische Form besitzen wie unsere Regeln. Der einzige Unterschied
besteht darin, dass wir die Berechnungen auf einer gro¨beren Stufe durchfu¨hren.
Damit wa¨ren Untersuchungen mo¨glich, die vorher mangels pra¨zisen Wissens un-
denkbar erschienen.
Die Diversita¨t der beiden Beispiele – BAYESSCHE Netze und unscharfe System-
theorie – ist ein Indiz fu¨r die Breite der Anwendungsmo¨glichkeiten unserer Theo-
rie. Dabei wird auch noch einmal unsere These unterstu¨tzt, dass es wichtig ist,
unscharfes Schließen auf einer konkreten Semantik aufzubauen, die allgemein ge-
nug ist, um andere wichtige Semantiken zu subsumieren.
Anhang A
Beispiel: Betrugserkennung
Als Beispiel fu¨r das Schließen mit unscharfen Begriffen beschreiben wir in die-
sem Anhang ein regelbasiertes System, das betrugsverda¨chtige Versicherungsfa¨lle
erkennt. Alle Fa¨lle, die das System als hinreichend betrugsverda¨chtig identifiziert,
werden anschließend von Experten begutachtet. Wir gehen in diesem Beispiel von
kleineren Versicherungsfa¨llen aus, man denke etwa an eine Haftpflichtversiche-
rung fu¨r Privatkunden. Das System haben wir mit unserem Werkzeug in MAPLE V
erstellt.
Das Beispiel lehnt sich an eine reale Anwendung der Firma INFORM GmbH, Aa-
chen, an, die fu¨r ein Unternehmen aus der Versicherungs- und Bankbranche ein
unscharfes, regelbasiertes System zur Erkennung von Versicherungsbetrug ent-
wickelt hat [vAJ00]. Das System von INFORM basiert auf dem Prinzip von Kom-
bination/Projektion.
Da viele Hinweise auf einen Versicherungsbetrug unsicher oder vage sind, bietet
es sich an, ein System zur Betrugserkennung unscharf zu modellieren. Es gibt zwar
viele Indizien fu¨r einen Betrug, die auf harten Fakten beruhen, letztlich ist aber die
Perso¨nlichkeit des Kunden ausschlaggebend, die wir nur sehr eingeschra¨nkt und
indirekt an zuga¨nglichen Daten ablesen ko¨nnen. So ist ein Kunde, der erst seit ei-
nem Monat versichert ist, einen hohen Betrag von der Versicherung fordert und
finanziell ruiniert ist, prinzipiell sehr verda¨chtig. Ein ehrlicher Mensch ist aber
vielleicht selbst in ausweglosen Situationen nicht zu einer Straftat zu bewegen.
Der Mangel an Messbarkeit oder Zuga¨nglichkeit der Kundenperso¨nlichkeit fu¨hrt
zu unscharfem Wissen u¨ber die Zusammenha¨nge von Kundendaten und Betrugs-
verdacht. Es liegt daher nahe, diese Zusammenha¨nge auch unscharf zu modellie-
ren. Zwar stehen scharfe Daten aus bekannten Betrugsfa¨llen zur Verfu¨gung; da die
Betrugsfa¨lle aber vor ihrer Aufdeckung von Experten als verda¨chtig identifiziert
werden mu¨ssen, befindet sich das Wissen ausschließlich bei den Experten. Be-
kannte Betrugsfa¨lle ko¨nnen aber durchaus zur Validierung eines Systems benutzt
werden.
In Abschnitt A.1 beschreiben wir die Struktur des regelbasierten Systems, die un-
scharfen Begriffe und die Regeln des Systems, die auf der Basis der unscharfen
Begriffe formuliert sind. Anschließend zeigen wir in Abschnitt A.2 die Ergebnis-
se, die das unscharfe System in zwei Beispielfa¨llen berechnet. Dabei diskutieren
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wir verschiedene Mo¨glichkeiten, die Entscheidung fu¨r oder gegen die weitere Un-
tersuchung eines Falles zu fa¨llen. Abschließend bewerten wir in Abschnitt A.3
unseren Ansatz im Vergleich mit anderen Verfahren wie dem Prinzip von Kombi-
nation/Projektion.
A.1 Modellierung
Die Struktur des Systems sehen wir in Abb. A.1. Die Eingabegro¨ßen, die Ein-
flussfaktoren einer Entscheidung fu¨r oder gegen Betrugsverdacht, wurden in zwei
Gruppen eingeteilt. Die Einflussfaktoren der Versicherung bilden die erste Grup-
pe, die der Bank die zweite Gruppe. Im Einzelnen handelt es sich auf Versiche-
rungsseite um die Anzahl der Versicherungsfa¨lle, die der Kunde in den letzten 12
Monaten eingereicht hat, den Betrag des aktuellen Versicherungsfalls und die bis-
herige Vertragsdauer. Aus diesen Gro¨ßen wird geschlossen, wie stark der Kunde
die Versicherung belastet. Auf Bankseite werden der gemittelte Kontostand der
letzten 12 Monate und die Anzahl der Monate, wa¨hrend der das Konto in den
vergangenen 12 Monaten u¨berzogen war, zur Kreditwu¨rdigkeit zusammengefasst.
Aus der Versicherungsbelastung und der Kreditwu¨rdigkeit wird schließlich auf die
Betrugswahrscheinlichkeit geschlossen.
Wir nehmen an dieser Stelle an, dass die Bankdaten ada¨quat vorverarbeitet sind.
Insbesondere diskutieren wir nicht, wie oft der Kontostand bestimmt und nach wel-
cher Methode er gemittelt wird. Wir kommen auf die Mittelung des Kontostands
allerdings in Abschnitt A.2 zuru¨ck, weil wir ihn auch unscharf messen ko¨nnen.
Das System wurde zweistufig aufgebaut, um die Kunden hinsichtlich ihrer Versi-
cherungsbelastung und ihrer Kreditwu¨rdigkeit getrennt bewerten zu ko¨nnen. Bei
Betrugsverdacht kann dann unmittelbar nachvollzogen werden, ob die Versiche-
rungsbelastung oder die Kreditwu¨rdigkeit den wesentlichen Ausschlag fu¨r den
Verdacht gegeben hat.
Anzahl Fälle
Dauer
Kontostand
Kreditwürdigkeit
aktueller Betrag Versicherungsbelastung
Betrugswahrscheinlichkeit
Überziehung
Abbildung A.1: Struktur des regelbasierten Systems
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Die Wertebereiche der acht Gro¨ßen haben wir unscharf partitioniert. Die Be-
trugswahrscheinlichkeit haben wir mit fu¨nf unscharfen Grundbegriffen u¨berdeckt
(Abb. A.9), alle anderen Universen mit drei Grundbegriffen, wie die Abbildun-
gen A.2 – A.8 illustrieren. In den Abbildungen haben wir die Wertebereiche der
¨Ubersichtlichkeit wegen eingeschra¨nkt. Werte, die außerhalb dieser Bereiche lie-
gen, werden auf die Unter- bzw. Obergrenze abgebildet.
In der Praxis werden die unscharfen Partitionen durch die Experten des Unter-
nehmens festgelegt. Die Anzahl der Grundbegriffe einer Partition entspricht der
Anzahl der unscharfen Werte, welche die Experten fu¨r die entsprechende Gro¨ße
unterscheiden mo¨chten. Die Grundbegriffe selbst werden auf die gleiche Weise
mittels Partitionierung durch die Experten definiert wie in Abschnitt 4.1 die un-
scharfen Ko¨rpergro¨ßen: Jeder Experte legt eine scharfe Partition fest, aus den Par-
titionen aller Experten bilden wir schließlich die unscharfe Partition. Fu¨r unsere
Illustration haben wir die Grundbegriffe durch unscharfe Mengen in Form von
Trapez- und Dreieckfunktionen repra¨sentiert, die wir bereits in Abschnitt 6.4 fu¨r
die Approximation von Plausibilita¨tsdichten benutzt haben.
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Abbildung A.2: Anzahl der Versicherungsfa¨lle in den letzten 12 Monaten: niedrig, mittel und
hoch
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Abbildung A.3: Betrag des aktuellen Versicherungsfalls in DM: niedrig, mittel und hoch
Um die Regeln festzulegen, teilen wir das System in drei Blo¨cke. Im ersten Block
schließen wir auf die Versicherungsbelastung, im zweiten auf die Kreditwu¨rdigkeit
und im dritten auf die Betrugswahrscheinlichkeit. Die Regeln des ersten Blocks ha-
ben die Form
”
Wenn die Anzahl der Fa¨lle niedrig ist, der aktuelle Betrag niedrig ist
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Abbildung A.4: Bisherige Vertragsdauer der Versicherung in Jahren: kurz, mittel und lang
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Abbildung A.5: Durchschnittlicher Kontostand wa¨hrend der letzten 12 Monate in DM: nied-
rig, mittel und hoch
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Abbildung A.6: Anzahl der Monate, wa¨hrend der das Konto in den letzten 12 Monaten u¨ber-
zogen war: niedrig, mittel und hoch
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Abbildung A.7: Grad der Versicherungsbelastung auf der Skala 	 0
â
1
 : gering, mittel und
stark
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Abbildung A.8: Kreditwu¨rdigkeit auf der Skala 	 0
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 : gering, mittel und stark
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Abbildung A.9: Betrugswahrscheinlichkeit auf der Skala 	 0
â
1
 : sehr klein, klein, mittel, groß
und sehr groß
und die Dauer mittel lang ist, dann ist die Versicherungsbelastung gering.“ Diese
Regeln ko¨nnen noch mit einem Gewicht versehen werden, der bedingten Wahr-
scheinlichkeit P´O§ gering
ª
niedrig,niedrig,mittel
¨
, s. Abschnitt 5.1. Wir bestimmen
die bedingten Wahrscheinlichkeiten, indem wir der Expertengruppe eine Kombi-
nation von Antezedenstermen wie (niedrig,niedrig,mittel) pra¨sentieren und dann
abstimmen lassen, ob die Versicherungsbelastung in diesem Fall gering, mittel
oder stark ist. So ko¨nnten sich z. B. 70% der Befragten fu¨r gering, 30% fu¨r mittel
und 0% fu¨r stark entscheiden. Die bedingten Wahrscheinlichkeiten wa¨ren entspre-
chend P´.§ gering
ª
niedrig,niedrig,mittel
¨A©
0,7, P´.§ mittel
ª
niedrig,niedrig,mittel
¨©
0,3 und P´.§ stark
ª
niedrig,niedrig,mittel
¨3©
0. Auf diese Weise gehen wir alle Kom-
binationen von Antezedenstermen durch. Im ersten Regelblock betrachten wir
drei Eingangsgro¨ßen mit je drei mo¨glichen unscharfen Werten; wir beno¨tigen also
33
©
27 Abstimmungen.
Fu¨r den zweiten und dritten Regelblock gehen wir entsprechend vor. Wir erhalten
Regeln der Form
”
Wenn der Kontostand niedrig ist und der Kunde oft u¨berzieht
(Anzahl hoch), dann ist die Kreditwu¨rdigkeit gering.“ bzw.
”
Wenn die Versiche-
rungsbelastung stark und die Kreditwu¨rdigkeit gering ist, dann ist die Betrugs-
wahrscheinlichkeit sehr groß.“
Bei unseren Regeln verzichten wir der einfacheren Darstellung wegen auf Ge-
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wichte. Die bedingten Wahrscheinlichkeiten sind damit eins oder null, was einem
einstimmigen Votum der Experten entspricht. Die Regeln der drei Blo¨cke sind in
den Tabellen A.1 – A.3 zusammengefasst.
Dauer kurz
Betrag# Fa¨lle
niedrig mittel hoch
niedrig gering mittel stark
mittel stark stark stark
hoch stark stark stark
Dauer mittel
Betrag# Fa¨lle
niedrig mittel hoch
niedrig gering gering mittel
mittel mittel mittel stark
hoch stark stark stark
Dauer lang
Betrag# Fa¨lle
niedrig mittel hoch
niedrig gering gering gering
mittel gering mittel mittel
hoch mittel stark stark
Tabelle A.1: Regeln, die von Anzahl der Versicherungsfa¨lle, Betrag des aktuellen Falls und
Dauer der Kundschaft auf die Versicherungsbelastung schließen
 Kontostand
¨Uberziehung
niedrig mittel hoch
niedrig mittel stark stark
mittel gering mittel stark
hoch gering mittel mittel
Tabelle A.2: Regeln, die von der Dauer, mit der das Bankkonto u¨berzogen wurde, und dem
Kontostand auf die Kreditwu¨rdigkeit schließen
A.2 Ergebnisse
Zur Demonstration des Systems betrachten wir zwei Versicherungsfa¨lle. Da alle
Daten scharf sind, unterziehen wir sie zuna¨chst einer natu¨rlichen Abstumpfung
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Kredit- Versicherungsbelastung
wu¨rdigkeit gering mittel stark
gering klein groß sgroß
mittel klein mittel groß
stark sklein mittel groß
Tabelle A.3: Regeln, die von der Kreditwu¨rdigkeit und der Versicherungsbelastung auf die
Betrugswahrscheinlichkeit schließen; sklein und sgroß bedeuten sehr klein
und sehr groß.
nach Abschnitt 6.2. In den Tabellen A.4 und A.5 sehen wir die scharfen Daten
der beiden Fa¨lle und das Ergebnis ihrer Abstumpfung als Kombination unscharfer
Grundbegriffe.
Den Kontostand ko¨nnen wir alternativ zu einer scharfen Mittelung u¨ber die letz-
ten 12 Monate mit anschließender Abstumpfung auch direkt unscharf repra¨sentie-
ren. Bei einer Mittelung gehen viele Informationen u¨ber den Kontostand verloren,
der u¨ber die Zeitdauer von 12 Monaten betrachtet unscharf ist. Je nach Verfahren
(arithmetisches, gestutztes, winsorisiertes Mittel usw.) werden unterschiedliche
Aspekte der Unscha¨rfe modelliert. Die Variation des Kontostands u¨ber die 12 Mo-
nate geht bei jeder Mittelung verloren. Als Alternative kann man ein Histogramm
als Approximation fu¨r die Wahrscheinlichkeitsdichte des Kontostands u¨ber die 12
Monate aufstellen, so dass alle Informationen erhalten bleiben. Die Wahrschein-
lichkeitsdichte stellt als spezielle Plausibilita¨tsdichte eine unscharfe Information
im Sinne unserer Arbeit dar, die wir mittels einer Analyse nach Abschnitt 4.2.3 als
Kombination der Grundbegriffe beschreiben ko¨nnen. Damit befinden wir uns am
gleichen Punkt wie nach der Abstumpfung eines scharfen Wertes.
Anzahl der Fa¨lle aktueller Betrag Dauer
scharf 2 DM 1000 2 JahreFall 1
unscharf 0,5 niedrig, 0,5 mittel 0,8 niedrig, 0,2 mittel mittel
scharf 3 DM 5000 0,7 JahreFall 2
unscharf mittel mittel 0,6 kurz, 0,4 mittel
Tabelle A.4: Die Versicherungsdaten von zwei Fa¨llen: scharf und durch natu¨rliche Abstump-
fung mit unscharfen Grundbegriffen beschrieben
Die nun unscharfen Werte der Eingabegro¨ßen verknu¨pfen wir mit den Regeln und
berechnen durch Inferenz die Versicherungsbelastung, die Kreditwu¨rdigkeit und
schließlich die Betrugswahrscheinlichkeit. Die Schlu¨sse unseres unscharfen Sys-
tems liegen auf grobgranularer und auf feingranularer Ebene vor. Die grobgranu-
laren Schlu¨sse sehen wir in den Tabellen A.6 und A.7. Wir lesen ein Ergebnis wie
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 Kontostand ¨Uberziehung
scharf DM 1000 1,5 MonateFall 1
unscharf 0,5 niedrig, 0,5 mittel 2/3 niedrig, 1/3 mittel
scharf DM 600 4 MonateFall 2
unscharf 0,9 niedrig, 0,1 mittel 1/3 mittel, 2/3 hoch
Tabelle A.5: Die Bankdaten von zwei Fa¨llen: scharf und durch natu¨rliche Abstumpfung mit
unscharfen Grundbegriffen beschrieben
die Betrugswahrscheinlichkeit in Tab. A.6 als
”
Die Betrugswahrscheinlichkeit ist
mit 17% Wahrscheinlichkeit sehr klein, mit 33% klein, mit 42% mittel, mit 8%
groß und mit 0% sehr groß.“
Der Kunde aus Fall 1 belastet seine Versicherung eher gering, seine Kreditwu¨rdig-
keit ist mittel, was zusammen in einer unverda¨chtigen Betrugswahrscheinlichkeit
resultiert, die mittel bis klein ist. Der zweite Kunde belastet die Versicherung stark
bis mittel, ist nicht kreditwu¨rdig und wird daher mit sehr großer bis großer Wahr-
scheinlichkeit als Betru¨ger eingescha¨tzt.
Aus diesen grobgranularen Schlu¨ssen ko¨nnen wir durch Synthese feingranulare
Schlu¨sse berechnen. Als Ergebnis erhalten wir unscharfe Mengen in Form von
Plausibilita¨tsdichten, welche die groben Aussagen auf feingranularer Ebene defi-
nieren. Die Abbildungen A.10 – A.12 zeigen die Plausibilita¨tsdichten der Schlu¨sse
in Fall 1, die Abbildungen A.13 – A.15 die Schlu¨sse in Fall 2. An einer Plausi-
bilita¨tsdichte wie der Funktion in Abb. A.12 ko¨nnen wir ablesen, wie hoch die
Plausibilita¨t ist, dass die Betrugswahrscheinlichkeit u Prozent betra¨gt. Wa¨hrend
also ein grobgranularer Schluss die Betrugswahrscheinlichkeit auf einer intuitiv
versta¨ndlichen, symbolischen Ebene beschreibt, definiert die feingranulare Dar-
stellung die genaue Bedeutung der symbolischen Aussage.
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Abbildung A.10: Unscharfe Versicherungsbelastung in Fall 1
Um die Entscheidung zu treffen, ob ein Versicherungsfall wegen Betrugsver-
dachts na¨her untersucht werden muss, sind grundsa¨tzlich zwei Ansa¨tze denkbar.
Einerseits ko¨nnen wir durch Scha¨rfung der unscharfen Menge in Abb. A.12 bzw.
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Abbildung A.11: Unscharfe Kreditwu¨rdigkeit in Fall 1
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Abbildung A.12: Unscharfe Betrugswahrscheinlichkeit in Fall 1
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Abbildung A.13: Unscharfe Versicherungsbelastung in Fall 2
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Abbildung A.14: Unscharfe Kreditwu¨rdigkeit in Fall 2
132 ANHANG A. BEISPIEL: BETRUGSERKENNUNG
Fall 1
Versicherungsbelastung
gering mittel stark
0%
50% 50%
Kreditwu¨rdigkeit
mittel
50%
stark
33%
gering
17%
Betrugswahrscheinlichkeit
klein
33%
groß
8%
sgroß
0%
mittel
42%
sklein
17%
Tabelle A.6: Grobgranulare Schlu¨sse in Fall 1
Abb. A.15 eine scharfe Betrugswahrscheinlichkeit berechnen und dann mithil-
fe eines Schwellenwertes entscheiden, ob der Fall ruhen soll oder nicht. Wa¨hlt
man die Maximummethode fu¨r die Scha¨rfung, so berechnet man eine gescha¨rfte
Betrugswahrscheinlichkeit mit maximaler Plausibilita¨t. Wie in Abschnitt 5.4 be-
schrieben, entspricht die maximale Plausibilita¨t dem Maß Z f fu¨r die Zuverla¨ssig-
keit des Schlusses. Das Maß gibt an, wieviel Prozent der Experten diese scharfe
Betrugswahrscheinlichkeit fu¨r plausibel halten.
Alternativ ko¨nnen wir die Entscheidung pro oder kontra einer weiteren Unter-
suchung des Falles auch direkt auf die Wahrscheinlichkeiten der Grundbegriffe
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Abbildung A.15: Unscharfe Betrugswahrscheinlichkeit in Fall 2
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Fall 2
Versicherungsbelastung
0%
gering mittel stark
40%
60%
Kreditwu¨rdigkeit
gering mittel stark
0%
10%
90%
Betrugswahrscheinlichkeit
klein
0%
sgroß
54%
sklein
0%
mittel
4%
groß
42%
Tabelle A.7: Grobgranulare Schlu¨sse in Fall 2
stu¨tzen. Wir ko¨nnen z. B. einen Schwellenwert s fu¨r die Wahrscheinlichkeit des
Grundbegriffs sehr große Betrugswahrscheinlichkeit definieren. Wenn dieser u¨ber-
schritten wird, sind mehr als 100
«
s% der Experten der Meinung, dass mit sehr
großer Wahrscheinlichkeit ein Betrug vorliegt, und der Fall wird genauer unter-
sucht. Dabei entspricht die Wahrscheinlichkeit des Grundbegriffs sehr groß der
Zuverla¨ssigkeit Zg des Schlusses, s. Abschnitt 5.4.
Welche der beiden Vorgehensweisen in der Praxis gewa¨hlt wird, ha¨ngt im Wesent-
lichen von ihrer Akzeptanz innerhalb des Unternehmens ab, in dem das System zur
Betrugserkennung eingesetzt wird. Die erste Methode fu¨hrt zu scharfen Betrugs-
wahrscheinlichkeiten, die ein exaktes Ergebnis suggerieren. Dass dieser Wert in
Wirklichkeit sehr unsicher ist – z. B. ko¨nnte ein stark abweichender Wert fast eben-
so plausibel sein – wird in der Praxis meist verschwiegen. Eine Entscheidung nach
dem zweiten Verfahren auf Basis der Grundbegriffe ist ehrlicher, weil man sich die
Unsicherheit bewusst eingesteht, und leichter zu verstehen, da man die Schlu¨sse
u¨ber die Regeln direkt nachvollziehen kann. Allerdings ko¨nnte eine Entscheidung
auf Basis eines unscharfen Begriffes bei Laien den Eindruck erwecken, dass sie
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nicht fundiert ist, weil der unscharfe Begriff als Aussage zu vage erscheint. Aus
Sicht der Theorie sind solche Zweifel aber unbegru¨ndet, weil grobgranularer und
feingranularer Schluss in beide Richtungen eindeutig ineinander u¨berfu¨hrt werden
ko¨nnen.
Unabha¨ngig von der Entscheidungsmethode muss man einen Schwellenwert fest-
legen, der die verda¨chtigen von den unverda¨chtigen Fa¨llen trennt. In der Pra-
xis ha¨ngt dieser letztlich von der Arbeitskapazita¨t der Experten ab, welche die
verda¨chtigen Fa¨lle untersuchen mu¨ssen, denn mit dem Schwellenwert steuern wir
direkt die Anzahl der verda¨chtigen Fa¨lle. Man wird den Schwellenwert dement-
sprechend so einstellen, dass die Anzahl der potentiellen Betrugsfa¨lle von den Ex-
perten bewa¨ltigt werden kann.
Fall 1
Beitrag der
Versicherungsbelastung
(Unwissen u¨ber
Kreditwu¨rdigkeit) klein
33%
sgroß
0%
sklein
17%
mittel groß
33%
17%
Beitrag der
Kreditwu¨rdigkeit
(Unwissen u¨ber
Versicherungsbelastung)
mittel großsklein klein sgroß
6%
28%
11%
22%
33%
Versicherungsbelastung
und Kreditwu¨rdigkeit
bekannt
klein
33%
groß
8%
sgroß
0%
mittel
42%
sklein
17%
Tabelle A.8: Grobgranulare Betrugswahrscheinlichkeiten in Fall 1 bei Unwissen u¨ber Ver-
sicherungsbelastung bzw. Kreditwu¨rdigkeit
Um die Entscheidung fu¨r oder gegen die weitere Untersuchung eines Versiche-
rungsfalls besser zu verstehen und zu rechtfertigen, ko¨nnen wir den Einfluss der
Versicherungsbelastung und der Kreditwu¨rdigkeit auf den Schluss untersuchen.
Wir betrachten zuna¨chst den Beitrag der Versicherungsbelastung zu den unschar-
fen Betrugswahrscheinlichkeiten. Dazu nehmen wir an, dass keine Informatio-
nen u¨ber die Kreditwu¨rdigkeit vorliegen. Formal bedeutet dies, dass die Kre-
ditwu¨rdigkeit gleichverteilt ist: 1 ß 3 gering, 1 ß 3 mittel, 1 ß 3 stark. Wir benutzen
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die gleichverteilte Kreditwu¨rdigkeit als unscharfe Eingabe der zweiten Regelstufe
und schließen mit der Versicherungsbelastung auf die Betrugswahrscheinlichkeit.
Entsprechend gehen wir vor, wenn wir den Anteil der Kreditwu¨rdigkeit an der
Betrugswahrscheinlichkeit bestimmen.
Das Ergebnis in Fall 1 sehen wir in Tabelle A.8. Wa¨hrend wir aus der Versiche-
rungsbelastung, also bei Unwissen der Kreditwu¨rdigkeit, eine mittlere oder klei-
ne Betrugswahrscheinlichkeit ableiten, ist die Betrugswahrscheinlichkeit aus Sicht
der Kreditwu¨rdigkeit groß bis mittel. Zusammengenommen ist die Wahrschein-
lichkeit einer mittleren Betrugswahrscheinlichkeit am gro¨ßten, wie wir in der drit-
ten Zeile in Tabelle A.8 sehen, die wir bereits aus Tab. A.6 kennen. Den gro¨ßeren
Anteil dazu liefert offenbar die Versicherungsbelastung. Insbesondere ist auch die
Versicherungsbelastung der Grund dafu¨r, dass eine sehr große Betrugswahrschein-
lichkeit ausgeschlossen werden kann.
Falls ein Kunde bei dem Unternehmen zwar versichert aber kein Bankkunde ist,
geht man nach dem gleichen Schema vor. Wir haben keine Informationen u¨ber
die Kreditwu¨rdigkeit und mu¨ssen daher eine Gleichverteilung annehmen. ¨Uber
die Betrugswahrscheinlichkeitwird dann nur aufgrund der Versicherungsbelastung
entschieden.
A.3 Bewertung
Ein wesentlicher Vorteil unseres Ansatzes zum Schließen mit unscharfen Begriffen
gegenu¨ber anderen Ansa¨tzen ist, dass unscharfe Schlu¨sse gleichzeitig auf grobgra-
nularer Ebene und auf feingranularer Ebene vorliegen. Bei anderen Ansa¨tzen wie
dem Prinzip von Kombination/Projektion ist der Schluss immer eine unscharfe
Menge auf feingranularer Ebene. Mit der unscharfen Menge selbst kann man in
Anwendungen aber meist nichts anfangen. Wir ko¨nnen sie nicht mit den Grund-
begriffen veranschaulichen, welche die Konsequenzen der Regeln bilden. Damit
verstehen wir den feingranularen Schluss auf grobgranularer Ebene nicht. Statt-
dessen werden die unscharfe Menge gescha¨rft und der scharfe Wert weiter verar-
beitet. Im Beispiel haben wir auf diese Weise eine scharfe Betrugswahrscheinlich-
keit bestimmt und daraus geschlossen, ob der Versicherungsfall betrugsverda¨chtig
ist oder nicht. Fu¨r viele Anwendungen ist ein scharfer Schluss ausreichend oder
wie bei unscharfen Reglern sogar zwingend. Er suggeriert aber eine Genauigkeit,
die nicht gegeben ist.
Ein Schluss auf grobgranularer Ebene ist aus zwei Gru¨nden wichtig. Erstens
ko¨nnen wir statt eines gescha¨rften, feingranularen Schlusses den grobgranularen
Schluss fu¨r die weitere Verarbeitung benutzen. Wir haben im Beispiel gesehen,
wie wir auf der Basis einer grobgranularen Aussage u¨ber den Betrugsverdacht
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entscheiden ko¨nnen. Wir gestehen in diesem Fall die Unsicherheit der Aussage
ein, die wir bei der gescha¨rften Betrugswahrscheinlichkeit unterschlagen. Ob man
mit grobgranularen oder gescha¨rften Schlu¨ssen arbeitet, ha¨ngt von der Anwen-
dung und der Akzeptanz der einen und der anderen Mo¨glichkeit ab. Bei anderen
Verfahren zum unscharfen Schließen ist diese Wahlmo¨glichkeit nicht gegeben.
Ein grobgranularer Schluss ist zweitens wichtig, weil er leicht versta¨ndlich ist. Wir
beschreiben ihn durch die Grundbegriffe, die wir auch in den Regeln verwendet
haben. Damit ist ein Schluss u¨ber die Regeln unmittelbar nachvollziehbar.
Wegen der konkreten Semantik unseres Ansatzes ko¨nnen wir die Zuverla¨ssigkeit
eines Schlusses mit einer messbaren Gro¨ße belegen. Im Beispiel der Betrugser-
kennung entspricht sie der relativen Anzahl der Experten, die diesen Schluss un-
terstu¨tzen. Andere Ansa¨tze erlauben zwar auch solche Angaben, so wird wie bei
uns oft der Zugeho¨rigkeitsgrad des gescha¨rften Schlusses benutzt, mangels einer
konkreten Semantik ko¨nnen wir diesem Wert aber keine Bedeutung zuordnen.
Insgesamt sehen wir am Beispiel der Betrugserkennung, dass unser Ansatz zu Er-
gebnissen fu¨hrt, die leichter versta¨ndlich sind, mehr Flexibilita¨t bei der Auswer-
tung bieten und deren Zuverla¨ssigkeit messbar ist.
Anhang B
Mathematischer Anhang
B.1 Maßtheorie
In diesem Abschnitt stellen wir jene elementaren Begriffe der Wahrscheinlich-
keitstheorie zusammen, die in der vorliegenden Arbeit beno¨tigt werden. Fu¨r
ausfu¨hrliche Darstellungen sei auf Lehrbu¨cher wie [Hin72, LW85] verwiesen.
Definition 8 Sei Ω eine nichtleere Menge. Ein System  von Teilmengen von Ω
heißt σ-Algebra u¨ber Ω, falls
(i) Ω
°

(ii) Fu¨r A
°
 gilt A
ð
°
 .
(iii) Aus
Å
i
°
: Ai °  folgt
∞

i Ë 1
Ai °  .
In der Arbeit wa¨hlen wir die Potenzmenge 2Ω, die Menge aller Teilmengen von  ,
als σ-Algebra u¨ber Ω.
Definition 9 Sei Ω eine nichtleere Menge und  eine σ-Algebra u¨ber Ω. Eine
Abbildung P :  ¥¦ ø 0
µ
1ú heißt Wahrscheinlichkeitsmaß, wenn gilt:
(Pi)
Å
A
°
 : P § A
¨
 0
(Pii) P § Ω
¨ﬂ©
1
(Piii) P §
∞

i Ë 1
Ai ¨ﬂ©
∞
∑
i Ë 1
P § Ai ¨ fu¨r paarweise disjunkte Mengen Ai ° 
Das Paar § Ω
µ

¨
heißt Messraum, das Tripel § Ω
µ

µ
P
¨
heißt Maßraum.
Die Eigenschaften (Pi)–(Piii) eines Wahrscheinlichkeitsmaßes werden als Axiome
von KOLMOGOROFF1 bezeichnet. Dabei ist Axiom (Pi) schon in der Anforderung
enthalten, dass ein Wahrscheinlichkeitsmaß in das Einheitsintervall abbildet. Aus
(Pii) und (Piii) folgt mit P § /0
¨A©
0 eine Grenzbedingung, die in der Literatur oft als
Axiom angefu¨hrt wird.
1benannt nach dem russischen Mathematiker A. N. Kolmogoroff (geb. 1903)
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Definition 10 Sei Ω eine nichtleere Menge und  eine σ-Algebra u¨ber Ω. Eine
Abbildung U :  ¥3¦ ø 0
µ
1 ú heißt unscharfes Maß, wenn gilt:
(Ui) U § Ω
¨A©
1 und U § /0
¨A©
0
(Uii) A
µ
B
°
 mit A
¬
B  U § A
¨
 U § B
¨
(Uiii) Fu¨r jede monotone Mengenfamilie
Ñ
Ai °  ª
Å
i : Ai ¬ Ai  1 
Å
i : Ai  Ai  1 Ô
gilt lim
i  ∞
U § Ai ¨A© U § lim
i  ∞
Ai ¨ .
Ein Wahrscheinlichkeitsmaß ist ein spezielles unscharfes Maß, denn aus (Piii) fol-
gen (Uii) und (Uiii). Mehr Informationen u¨ber unscharfe Maßtheorie findet man
z. B. in [KF88].
Definition 11 Sei § Ω
µ

µ
P
¨
ein Maßraum, A
µ
B
°
 . Gilt P § A
¨@ï
0 so heißt
P § B
ª
A
¨<©
P § A
Ò
B
¨
P § A
¨
(B.1)
die bedingte Wahrscheinlichkeit von B unter der Bedingung A.
Definition 12 Sei § Ω
µ

µ
P
¨
ein Maßraum.
 Eine Abbildung X : Ω ¥s¦ õ heißt Zufallsvariable u¨ber § Ω
µ

µ
P
¨
, falls
Ñ
ω  Ω  X  ω  I ﬀ (B.2)
fu¨r alle konvexen Mengen I ﬁﬃﬂ gilt.
 Die Abbildung F : ﬂ! #"%$ 0 & 1 ' mit
F  x ( P  X ) x *( P ,+ ω  Ω  X  ω ) x -.& x /ﬂ (B.3)
heißt Verteilungsfunktion der Zufallsvariablen X.
 Eine Zufallsvariable X heißt stetig verteilt mit der Dichte f , falls sich ihre
Verteilungsfunktion F durch eine nichtnegative Funktion f : ﬂ0 1"2ﬂ fol-
gendermaßen schreiben la¨sst:
F  x *(43
x
5 ∞
f  t  dt & x 6ﬂ (B.4)
 Ist X eine stetig verteilte Zufallsvariable mit der Dichte f , so heißt
E  X ( 3
∞
5 ∞
x 7 f  x  dx (B.5)
Erwartungswert von X, falls 8 ∞
5 ∞
 x 97 f  x  dx : ∞ .
B.2. FUNKTIONSAPPROXIMATION 139
 Ist X eine diskrete Zufallsvariable, die die Werte x1 & x2 &,;<;=; annehmen kann,
so heißt
E  X ( ∑
i
xi 7 P  X ( xi  (B.6)
Erwartungswert von X, falls ∑i  xi 97 P  X ( xi  konvergiert.
 Ist X eine Zufallsvariable, fu¨r die sowohl E  X  als auch E ,$ X  E  X >' 2 
existieren, so heißt
Var  X ( E ,$ X  E  X >' 2  (B.7)
die Varianz von X.
 Sei  X & Y  eine zweidimensionale Zufallsvariable. Die Varianzen Var  X 
und Var  Y  mo¨gen existieren und positiv sein. Dann heißt die Gro¨ße
Cov  X & Y *( E ,$ X  E  X >'?7@$Y  E  Y >'A( E  X 7 Y B E  X  E  Y  (B.8)
die Kovarianz von X und Y .
B.2 Funktionsapproximation
In diesem Anhang fassen wir kurz einige Ergebnisse zusammen, die wir fu¨r die
Analyse unscharfer Mengen beno¨tigen. Bei der Analyse wird eine gegebene Funk-
tion, die Zugeho¨rigkeitsfunktion der unscharfen Menge, durch eine Linearkombi-
nation von anderen Funktionen, den Zugeho¨rigkeitsfunktionen der Grundbegriffe,
approximiert. Fu¨r diesen Zweck benutzen wir Verfahren zur Funktionsapproxima-
tion in Pra¨-Hilbertra¨umen. Unsere Darstellung folgt im Wesentlichen dem Lehr-
buch [HH92], in dem auch die Beweise nachgelesen werden ko¨nnen.
Sei V ein Vektorraum mit innerem Produkt C f & g D und der daraus induzierten Norm
E f E : (4C f & f D 1 F 2 . V nennen wir dann Pra¨-Hilbertraum2. In unseren Anwendungen
werden wir normalerweise den Raum V ( C ,$ a & b 'G der stetigen Funktionen auf
dem abgeschlossenen Intervall $ a & b 'HﬁIﬂ betrachten. Als inneres Produkt benutzen
wir
C f & g DJ( 3
b
a
f  x  g  x  dx & (B.9)
2Pra¨ deshalb, weil er nicht vollsta¨ndig sein muss; benannt nach dem großen deutschen Mathe-
matiker DAVID HILBERT (1862–1943).
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woraus sich als Norm
E f E 2 (LK 3
b
a
f  x  2dx M 1 F 2 (B.10)
ergibt. Gegeben sei nun eine Funktion f  V . Wir mo¨chten sie durch eine Linear-
kombination von linear unabha¨ngigen Funktionen g1 & g2 &,;,;,;H& gk  V approximie-
ren:
f  x N f O< x (
k
∑
i P 1
αi 7 gi  x  (B.11)
Die Approximation soll in dem Sinne mo¨glichst gut sein, dass
E f  f
O
E
2 als Ab-
stand zwischen f und f
O
minimal ist. Wir suchen also die Bestapproximation von
f in dem linearen Unterraum U ( span  g1 & g2 &,;,;,;H& gk Jﬁ V . Fu¨r die Bestapproxi-
mation gilt
Satz 12 (Charakterisierungssatz) f
O
ist genau dann Bestapproximation aus U
an f  V, wenn C f  f
O
& g D( 0 fu¨r alle g  U gilt.
Die Gewichte αi der Bestapproximation erhalten wir durch
Satz 13 (Normalengleichungen) Die Gewichte αi der Bestapproximation f O lo¨-
sen die Normalengleichungen
k
∑
i P 1
αi C gi & g j D#(!C f & g j D (B.12)
fu¨r 1 ) j ) k. Sie sind eindeutig bestimmt.
In der Praxis wird man oft auf die diskrete Version der Funktionapproximati-
on zuru¨ckgreifen, die Methode der kleinsten Quadrate. Dabei sind n Wertepaa-
re  x1 & y1 9&, x2 & y2 9&,;,;,;Q&, xn & yn  mit paarweise verschiedenen Stu¨tzstellen x j ge-
geben. Wir suchen eine Linearkombination von linear unabha¨ngigen Funktionen
g1 & g2 &,;,;,;Q& gk, welche die Werte y j an den Stellen x j mo¨glichst gut anna¨hert:
f  x j #N f O  x j (
k
∑
i P 1
αi 7 gi  x j  (B.13)
Wir gehen diese Aufgabe genauso an wie bei der kontinuierlichen Approximation
und definieren einen geeigneten Pra¨-Hilbertraum. Wir wa¨hlen den euklidischen
Raum V (4ﬂ n mit innerem Produkt
C,Ru &SRv D#(
n
∑
j P 1
u j 7 v j (B.14)
B.2. FUNKTIONSAPPROXIMATION 141
fu¨r Ru (! u1 & u2 &,;,;,;H& un  t &SRv (! v1 & v2 &,;,;,;H& vn  t /ﬂ n. Fu¨r die Norm ergibt sich
E
Ru
E
(
E
Ru
E
2 (LK
n
∑
j P 1
u j 7 v j M
1 F 2 (B.15)
Seien nun Ry (T y1 & y2 &,;,;,;H& yn  t , Rgi (4 gi  x1 9& gi  x2 9&,;,;,;Q& gi  xn , t und Rf O ( ∑ki P 1 αi Rgi.
Dann lautet die Approximationsaufgabe, die Gewichte αi so zu bestimmen, dass
der Abstand
E
Ry  Rf
O
E
2 minimal ist. Wie beim kontinuierlichen Problem betrachten
wir fu¨r die Lo¨sung der Aufgabe die Normalengleichungen.
Satz 14 (Diskrete Normalengleichungen) Die Gewichte αi der Bestapproxima-
tion f
O
lo¨sen die Normalengleichungen
k
∑
i P 1
αi CURgi &URg j D*(!CSRy &URg j D (B.16)
fu¨r 1 ) j ) k. Die Lo¨sung ist genau dann eindeutig, wenn die Vektoren Rg1 &
Rg2 &,;,;,;B&,Rgk linear unabha¨ngig sind.
Unabha¨ngig davon, ob wir die Approximationsaufgabe diskret oder kontinuierlich
stellen, mu¨ssen wir ein lineares Gleichungssystem lo¨sen, um die gesuchten Ge-
wichte αi zu bestimmen.
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