This paper presents a study of digital pulse interval modulation (DPIM) for optical wireless communications using intensity modulation with direct detection. DPIM code properties are discussed and expressions for the transmission capacity, power spectrum and error probability are presented. We show that for a given number of bits per symbol, DPIM has higher transmission capacity, a similar spectral profile and only a marginally inferior error probability performance compared with pulse position modulation (PPM), and is rather less complex to implement. Finally, problems associated with the non-uniform symbol length characteristics of DPIM together with possible solutions are discussed.
Introduction
The use of infrared frequencies for short-range wireless communications has received extensive interest over the past decade, and many potential applications for this technology have been suggested. Of all the various configurations which may be taken by an indoor optical wireless communication system, the diffuse configuration is the most desirable from a user's point of view, since no alignment is required prior to use, and the system does not require a line of sight path for transmission [1] . Diffuse systems rely on reflections from ceilings, walls and reflecting objects within the room to provide coverage, and are susceptible to ambient light noise, high signal attenuation, and intersymbol interference caused by multipath propagation. These factors drive the requirement for emitting high optical power levels. However, optical wireless transceivers are subject to eye safety regulations which limit the average optical power level that can be emitted. Furthermore, power consumption must be kept to a minimum in battery-powered portable devices, which is another constraining factor. Thus, a power efficient modulation scheme is desirable in order to maximise the peak to average power level. Usually, diffuse transceivers require the use of large area photodetectors. However, the high capacitance associated with large area photodetectors limits the receiver bandwidth and hence, the spectral efficiency of the modulation scheme is also an important consideration.
There are several modulation and / or encoding schemes that are suitable for optical wireless systems. The simplest approached, based on intensity modulation with direct detection, is on-off keying (OOK), in which a zero is represented by zero intensity and a one is represented by a positive intensity. Higher average power efficiency can be achieved by employing pulse modulation schemes in which a range of time dependant features of a pulse carrier may be used to convey information. The classification of pulse modulation techniques is shown in Fig. 1(a) . The classification is based on the spectral behaviour and whether the scheme is continuous or discrete, as illustrated in Fig. 1(b) . Discrete (digital) pulse time modulation (PTM) techniques fall into two categories, namely isochronous and anisochronous. Isochronous schemes encode data by varying the position or width of a pulse, but the overall symbol structure remains constant. In contrast, anisochronous schemes have no fixed symbol structure.
Nearly all PTM schemes are suitable for optical communication systems. Among them, PPM is a technique that achieves a higher average power efficiency than OOK at the expense of an increased bandwidth requirement [2] . PPM has been used widely in optical communication systems and has been adopted by the IEEE 802.11 working group for the infrared physical layer standard [3] . However, the use of PPM increases system complexity compared to OOK, since both slot and symbol level synchronisation are required in the receiver, which are critical to system performance [4] . As a potential alternative to PPM, DPIM is a technique which displays a higher transmission capacity by eliminating all the unused time slots from within each symbol, and requires no symbol synchronisation, since each symbol is initiated with a pulse. The following sections outline the code properties, spectral characteristics, error probability performance and system implementation of DPIM.
DPIM Code Properties

Symbol Structure
DPIM is an anisochronous PTM technique in which data is encoded as a number of discrete time intervals, or slots, between adjacent pulses. The symbol length is variable and is determined by the information content of the symbol. In order to avoid symbols in which the time between adjacent pulses is zero, an additional guard slot may be added to each symbol immediately following the pulse. Thus, a symbol which encodes M bits of data is represented by a pulse of constant power in one slot followed by k slots of zero power, where 1 ≤ k ≤ L and L = 2 M , as shown in Fig. 2(a) . For comparison, OOK and PPM symbols are also shown. The minimum and maximum symbol lengths are 2T s and (L+1)T s respectively, where T s is the slot duration. For a given value of M, the duty cycle of PPM symbols remains fixed, unlike DPIM symbols which vary since the symbol length varies. Thus, a DPIM encoded pulse stream has a higher average optical power than a pulse stream encoded using PPM since, on average, the symbol length is shorter. Fig. 2(b) shows the average optical power of DPIM and PPM, normalised to OOK, versus the number of bits per symbol. For M = 4, DPIM has an average power which is ~ 6.8 dB lower than OOK, but ~ 2.2 dB higher than PPM. By changing the mapping of source data to transmitted symbols, it is possible to reduce the average power of DPIM at the expense of information capacity, or vice versa.
For a DPIM system encoding M bits of data per symbol, if the slot duration is chosen such that the maximum symbol duration is equal to the time taken to transmit M bits of data using OOK, T M,OOK , then the slot duration is given as,
, and the slot frequency is given by
, where B is the data bit rate. Fig. 3 shows the DPIM and PPM slot rates, normalised to the OOK bit rate, against M, showing an exponential increase compared to OOK as M increases. For reference, DPIM* is also plotted, which uses a slot duration such that the average symbol duration is equal to the time taken to transmit the same number of bits using OOK. Note that the data rate of DPIM is not constant. Assuming that the symbol length is random and uniformly distributed between 2 and L+1 slots, the average bit rate, R b is given as
is the mean symbol length in slots. The bandwidth required to support communication at a bit rate of R b based on the average symbol duration, relative to OOK, is given as
DPIM displays a higher transmission capacity compared to PPM, since conversion is re-initiated immediately after the previous count value has been established; no additional time is wasted waiting for the expiry of a longer predetermined counting period. If the transmission capacity for PPM is M bits per symbol, the transmission capacity for DPIM will be [5] : Fig. 3 shows the DPIM information capacity, normalised to OOK / PPM, versus the number of bits per symbol, M. As M increases, the information capacity approaches 2M bps, twice that of OOK / PPM, as expected, since on average a DPIM symbol with no guard slot will be only half the length of an OOK or PPM symbol.
For optical wireless communications, this increased capacity can be utilised in a number of ways. The same average data rate can be supported with approximately half the slot frequency of PPM, thereby improving the bandwidth efficiency of the modulation scheme, although the power efficiency would be reduced due to the increased duty cycle. Alternatively, a higher number of bits per symbol could be supported without an increase in slot frequency, thereby improving the power efficiency [6] . Finally, the increased capacity could be utilised by introducing some redundancy into the code, thereby giving error detection and possibly correction capabilities to the code and consequently allowing the same bit error rate to be achieved with a lower transmit power.
Spectral Properties
One of the characteristics of DPIM, just like PPM, is that slot synchronisation may be achieved simply by employing phased-locked loop (PLL). This is best appreciated by looking at the spectral properties of DPIM. With reference to Fig. 2(a) , a mathematically infinite length DPIM pulse train can be represented by [7] : (2) where g(t) represents the pulse shape of duration γT s (0 < γ ≤ 1), and amplitude a k . T s is the slot duration and S (S m ∈ S) is the stochastic random data sequence representing data coded into DPIM. It is evident from (2) that DPIM does not display a regular periodic symbol structure in the manner of PPM, except in so far as the inclusion of the guard slot results in an alternating mark/space idling pattern in the absence of any incoming data. In addition, by removing the need to provide explicit symbol synchronisation in the demodulation process, a much simpler counting technique results. DPIM avoids false symbol locking caused by strong signal sub-carrier components.
For the process to be analysed practically it is useful to evaluate the power spectral density (PSD) of a truncated realisation. Following a process similar to that outlined in [4] , we obtained a numerical spectral model for DPIM as the sum of contributions from a set of delayed pulses. The delayed pulses are random in nature and are represented by the vector S given as
. In order to estimate the PSD, the infinite length DPIM pulse train is truncated such that an energy type signal is obtained. With x(t) as a power signal, the PSD can be obtained by averaging over a long truncated time interval T, and is given by
For an observation interval of T >> the DPIM symbol duration, the PSD of DPIM is given by [7] :
Where G(f) is the DPIM pulse shape transform and L is the length of the truncated data symbol sequence. The exponential term represents the frequency domain of the delayed pulses corresponding to different symbols. In the absence of any line coding it is reasonable to assume equally likely transmitted symbols.
Equation (3) was numerically evaluated for a rectangular shaped DPIM pulse train containing 4000 random symbols, each encoding 4 bits of data, and the result for a pulse duty cycle γ = 0.5 is shown in Fig. 4(a) . The frequency axis is normalised to the slot frequency, f s . The spectral profile is the same as that of a sinc envelope, with zero or low power slot frequency components appearing at even harmonics of f s , except for the distinct slot frequency components at odd harmonics of f s . The level of the distinct slot frequency components is dependent on γ, the random nature of the source symbols and the number of bits per symbol, M. The maximum power level of slot frequency components is achieved when γ = 0.5, and decreases linearly at a rate of 2.6 dB per one bit increase in M [7] . Note, the PSD can also be evaluated indirectly by representing the DPIM pulse train at the slot level [7] . The result would be the same as above except for a smoother envelope profile, as shown in Fig. 4(b) .
When γ = 1, the slot frequency components coincide with the zero crossing points, thus making slot synchronisation more complex to achieve. Therefore, it is good practice to set the pulse duty cycle at 50%, where slot synchronisation can be achieved by simply employing a PLL to lock onto the distinct slot frequency component and its correct phase in order recover the slot clock. However, whilst the use of a 50% pulse duty cycle would improve the average power efficiency of the modulation scheme, it does effectively double the required transmission bandwidth without increasing the average bit rate. In systems using an optical fibre as the transmission medium, where small area, low capacitance photodetectors can be employed, such a reduction in the spectral efficiency would not be viewed as a major downfall. However, optical wireless receivers using large area photodetectors have a limited bandwidth, which does not favour a 50% pulse duty cycle. In order to use full width pulses and still achieve clock recovery, a non-linearity must be introduced in order to generate the desired slot frequency component which can then be locked on to by a PLL [8] .
In the low frequency region of Fig. 4(a) and (b) , the continuous part of the envelope does not drop as low as the first zero crossing, which may result in slightly greater distortion compared with PPM when high-pass filtering is used to reduce the effect of noise from artificial light sources.
Error Probability Analysis
For PPM, it is possible to convert the probability of a symbol error into an equivalent probability of binary digit error by the use of a simple conversion factor, based on the number of bits per symbol. However, unlike PPM, an error in DPIM is not confined to the symbol in which the error occurs, and hence, such a conversion would be inaccurate. A pulse not detected or detected in the wrong slot would affect two adjacent symbols, where as, detecting a false pulse would effectively split a symbol into two shorter length symbols. Therefore, in order to compare the performance of DPIM with other modulation schemes, the following analysis is based on the packet error rate.
Following a similar approach to that outlined in [9] , we make the following assumptions:
• There are no bandwidth limitations imposed by the transmitter or the receiver front-end.
• The channel is distortion-free (multipath dispersion is ignored.)
• Only shot noise due to the background light level is considered. The receiver noise (shot noise and thermal noise) is assumed to be negligible.
• The variation in received irradiance resulting from artificial light sources is ignored.
• An error in any slot of the packet will invalidate the entire packet.
Consider a packet containing D source data bits, with M bits per symbol. The number of symbols in a given packet and hence, the number of transmitted pulses, Y, is D/M. Assuming each symbol contains one guard slot, the average number of slots per packet, N, is given as: N = [(2 M + 3)/2]Y. Therefore, the probability of packet error is given by:
where P 01 denotes the probability that a correct pulse is not detected (i.e. an erasure error) and P 10 denotes the probability that a pulse is detected in a slot which should be empty (i.e. a false alarm error.)
At the receiver, if the threshold level is set to half the amplitude of the received DPIM pulses at the sampling instant, then P 01 = P 10 = P SE . Taking a first order approximation of (4) gives:
, where:
where n is the average symbol length in slots, P ave is the average received irradiance, R is the photodetector responsivity, q is the charge of an electron and I b is the average background photocurrent.
Fig . 5 shows the calculated packet error rate versus average received irradiance for DPIM, PPM and OOK, based on a simple threshold detector. The background power is assumed to be -10 dBm/cm 2 , with a packet length 1024 bits and a data rate of 1 Mbps. The results for DPIM assumes a slot frequency which is chosen such that the average symbol duration is equal to the time taken to transmit the same number of data bits using OOK/PPM. For the same packet error performance, 4-bit DPIM has about a 5dB power advantage over OOK, but requires approximately 1dB more power than 4-bit PPM.
System Implementation
The block diagram for a typical DPIM transmitter is shown in Fig. 6(a) . Initially, M bits of data are loaded into the latch and the counter is reset. The counter is incremented by the slot frequency clock. The magnitude comparator compares the data held in the M bit latch with the output from the counter, and goes high when the two become equal, generating a pulse to indicate the start of the next symbol. The width of this pulse is determined by the pulse duty cycle γ. The positive edge of this pulse is used to load the next M bits into the latch and reset the counter. The output of the comparator is connected to an optical driver circuit.
Decoding the DPIM signal is a relatively simple process compared with PPM and is performed by counting the number of discrete time slots between two successive pulses. There are two types of detection scheme which can be employed: a simple threshold detector or a more complex maximum likelihood detector. Although the latter has been found to improve the receiver sensitivity by ~ 1.5 dB for PPM systems [9] , it would be more complex to implement for a DPIM system, since symbol boundaries are not known prior to detection and hence, the simpler threshold detection technique is more suitable for DPIM, as illustrated in Fig. 6(b) . The photodetector generates a photocurrent, which is converted into a voltage using a transimpedance preamplifier. A further gain stage may then be required. A predetection filter can be employed to further improve the carrier-to-noise ratio prior to the decision making process. A threshold detector is then used, with the threshold level set to half the amplitude of the received pulses at the sampling instant, which is close to the optimum value when the received CNR is high. The output from the threshold detector represents an estimate of the transmitted DPIM pulse stream. The clock recovery circuit incorporates a pulse shaping circuit (in which the received pulses are processed into half slot duration pulses), followed by a PLL which tracks the discrete slot frequency component. The recovered slot clock is used to generate the sampling points and count the number of slots between adjacent pulses. The positive edge of the incoming DPIM pulse is used to load the value of the counter into the data latch and the negative edge then resets the counter.
System Implementation Issues
As discussed in section 2.1, a major characteristic of DPIM is that it has a variable symbol length and, hence, the time required to transmit a packet containing a fixed number of bits is not constant. Thus, when used in a communication network environment, where packets of data are transmitted, DPIM encoded symbols may result in two possible scenarios: (i) when the majority of symbols in a packet are longer than the average length, the time required to transmit that packet is relatively long. In order to accommodate this situation, the transmitter buffer would need to be large, which is inefficient from a hardware point of view. Furthermore, in real time applications such as video conferencing, the additional delay may be unacceptable, and (ii) conversely, packets containing mainly short length symbols will be transmitted relatively quickly, thus resulting in transmitter buffer underflow, receiver buffer overflow, and possibly a temporary violation of eye safety requirements [6] .
In order to avoid the problems outlined above, it is necessary to employ some form of coding scheme to limit the variation in packet length whilst still maintaining the increase in capacity over isochronous modulation techniques. As suggested in [6] , a dual mapping technique could be employed, whereby source bits may be mapped to symbols either normally or in reverse fashion, where the complement of the source data is mapped. Each packet would be formed of symbols either normally or reverse mapped, whichever yields the shortest packet length. Empty slots could then be added to the end of a packet until it reaches the mean packet duration.
Conclusions
This paper has outlined the basic principles and characteristics of DPIM for optical wireless communication systems. Unlike PPM, DPIM requires no symbol synchronisation, thus resulting in a much simplified receiver structure. DPIM also offers higher transmission capacity which can be employed to improve either the bandwidth efficiency or average power efficiency of the system. Expressions have been presented for the packet error rate performance of a threshold detection based receiver. The predicted results show a much improved error performance compared with OOK, but marginally inferior error performance compared with PPM. Finally, problems which may arise when using DPIM in network environments, due to its nonuniform symbol structure, have been discussed.
