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ABSTRACT
On the Performance of Two-Hop Relay Mobile Ad Hoc Networks under Buer
Constraint
by
Jia Liu
Mobile ad hoc network (MANET) represents a kind of self-organizing network ar-
chitecture, which consists of mobile devices communicating with each other over
peer-to-peer wireless links without centralized infrastructure. Since MANETs can
be deployed and recongured rapidly at very low cost, they are appealing for many
critical applications, such as disaster relief, emergency rescue, battleeld communi-
cations, trac ooading and cover extension for future 5G networks. To eciently
facilitate the application and commercialization of MANETs, understanding the fun-
damental performance of such networks is of great importance.
The available performance studies for MANETs suer from two major limitations.
First, they mainly focus on the asymptotic behaviors of network performance as
the network size tends to innity, while the actual achievable performance is largely
uninvestigated. Second, to make their analysis tractable, these studies are usually
based on the ideal assumption of innite buer, which does not hold for a practical
MANET. Therefore, it is important to have a thorough study on the actual achievable
performance of MANETs under the practical limited-buer constraint.
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For a general MANET with limited-buer constraint, this thesis is devoted to
exploring its actual achievable performance in terms of the throughput, end-to-end
(E2E) delay and throughput capacity. We rst consider the scenario with only the
relay-buer constraint, where each network node maintains a shared limited relay
buer for storing relay packets of all other nodes. For such a MANET, we develop an
ecient theoretical framework to model its dynamic behaviors characterized by the
buer occupancy process, packet source-queuing process and packet delivery process.
This theoretical framework is general since it applies to any distributed MAC protocol
and any mobility model that leads to the uniform distribution of nodes' locations in
steady state. With the help of this framework, we derive the exact expressions for
both throughput capacity and expected E2E delay. Case studies are further conducted
under two typical network scenarios to demonstrate the application of the proposed
theoretical framework.
We then extend our study to the MANETs where both the source buer and relay
buer are subject to the limited-buer constraint. Based on the Queuing theory and
birth-death chain theory, we develop a general theoretical framework to fully depict
the occupancy processes of both source buer and relay buer, such that the corre-
sponding stationary occupancy state distributions (QSDs) can be derived. With the
help of OSDs, we further obtain the exact expressions of throughput, expected E2E
delay and throughput capacity. Finally, extensive simulations and numerical results
are presented to demonstrate the eciency of the proposed theoretical framework and
illustrate our theoretical ndings. It is expected that the theoretical results developed
in this thesis will provide a useful guideline for the practical design and optimization
of MANETs.
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CHAPTER I
Introduction
In this chapter, we rst introduce the background of mobile ad hoc networks
(MANETs), and then we present the motivations and outline of this thesis.
1.1 Background of Mobile Ad Hoc Networks
With the rapid development of wireless communication techniques in past decades,
wireless networks, which can break through the connecting limitation of traditional
wired networks and provide access service for mobile users, have found extensive
applications in our daily life, such as the global deployed cellular networks (GSM,
WCDMA, LTE), satellite communications (GPS, audio broadcasting), and wireless
local area networks (Wi-Fi, Bluetooth, Zigbee) [1{3]. It is notable that the infras-
tructure or centralized administration systems (like base stations and satellites) play
a core role in these kinds of wireless networks, which makes them highly vulnerable
to articial attacks and nature disasters. Motivated by this, a novel kind of wireless
networks with distributed architecture have been proposed recently, termed as mobile
ad hoc networks (MANETs).
A mobile ad hoc network can be dened as a collection of self-autonomous mobile
devices which communicate with each other via peer-to-peer wireless channels without
any support from pre-established infrastructure [4, 5]. In a MANET, each network
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node serves not only as a source or destination but also as a relay to help other nodes
forward their data, such that the trac ows in the network can be delivered in a
cooperative and distributed way.
Compared with the above existing wireless network architectures, MANETs pro-
vide many appealing features such that they have attracted considerable attention
from both the academic and industrial communities. First, MANETs can be rapidly
deployed at low cost, because they do not rely on the existence of infrastructures
which usually incur an extremely high cost, and plenty of mobile devices, like mobile
phones, wireless sensors, portable computers can be easily collected to serve as the
network nodes. Second, due to their distributed and self-organized nature, MANETs
are highly robust in the sense that they can tolerate severe node failure problem.
Finally, MANETs can be exibly extended and quickly recongured, since mobile
nodes can join, roam around and leave the network freely, and the corresponding re-
conguration information can be quickly spread throughput the network by ooding
broadcast.
Thanks to these attractive features of MANETs, they are highly promising for
a lot of critical applications, such as military communications, disaster rescue, envi-
ronment monitoring, daily information exchange, etc. MANETs are also expected to
implement the D2D communications for trac ooading and coverage extension in
future cellular networks [6]. Thus, it is believed that MANETs will become an indis-
pensable component among the future heterogeneous wireless network environments.
1.2 Motivations
To facilitate the application and commercialization of MANETs, a thorough un-
derstanding on the performance limits of such networks is of great importance [7, 8].
Serving as the two most fundamental performance metrics, throughput and delay
have been extensively explored in literature [9{30]. However, the existing perfor-
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mance studies for MANETs suer from two major limitations:
 First, the available performance studies for MANETs mainly focus on the scal-
ing law results [31], while the exact performance analysis remains largely un-
touched. The term of \scaling law" which also corresponds to \order sense",
usually appears together with notations (; O;
; o; !) [32] to characterize the
asymptotic behaviors of throughput or delay as the network size tends to inn-
ity. Although scaling law results are helpful to grasp the general performance
trend of MANETs, they provide little insight into the exact achievable net-
work performance. In practice, however, a thorough understanding of the exact
achievable performance is of more importance for the network design and opti-
mization, and thus is of great interest for network engineers.
 Second, to make the theoretical analysis tractable, they are usually based on
some ideal assumptions. In particular, they all assume that the buer of each
network node, which is used for temporarily storing the packets waiting to be
sent, has an innite buer size. In a practical MANET, however, this assump-
tion can not hold because the buer size of a mobile device is usually bounded
due to both its storage space limitation and computing capability limitation.
Therefore, for the practical performance study of MANETs, the constraint on
buer size should be carefully addressed.
To address above limitations and promote a signicant progress in the perfor-
mance study of MANETs, this thesis is devoted to exploring the exact fundamental
performance, i.e., achievable throughput, end-to-end (E2E) delay and throughput
capacity, of a general MANET with limited-buer constraint. We rst consider a
MANET where the relay buer of each node for storing the packets of other nodes
is limited, and develop a theoretical framework to characterize the dynamics in such
a MANET, which enables us to derive the exact expressions of throughput capacity
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and expected E2E delay. We then extend our results to the MANETs with both
source/relay-buer constraint, and provide theoretical analysis to reveal the insights
into the impacts of buer constraint on network performance.
1.3 Thesis Outline
The remainder of this thesis is outlined as follows:
Chapter II Related Works. In this chapter, we present previous works related
to the performance study of MANETs.
Chapter III Preliminaries. This chapter introduces the system models, routing
scheme, performance metrics and notations involved in this thesis.
Chapter IV Throughput Capacity of MANETs under Relay-Buer Con-
straint. In this chapter, we explore the throughput capacity of MANETs under relay-
buer constraint. To address this technical issue, we develop a theoretical framework
to capture the relay buer occupancy process, such that the closed-form expression of
exact throughput capacity to be derived. We also explore the corresponding capacity
optimization issue. Finally, extensive simulation and numerical results are provided
to validate the eciency of our framework and to show the impacts of relay-buer
constraint on throughput capacity.
Chapter V End-to-End Delay of MANETs under Relay-Buer Con-
straint. In this chapter, we study the end-to-end (E2E) delay performance of
MANETs under relay-buer constraint. Combining the buer occupancy process
analysis proposed in Chapter IV, we apply the xed-point theory to solve the sta-
tionary occupancy state distribution of the relay buer. Based on this, we develop an
absorbing Markov chain model to characterize the packet delivery process, and fur-
ther derive the exact expressions for the expectations of source-queuing delay, delivery
delay and E2E delay. Finally, we present extensive simulation and numerical results
to illustrate the eciency of our delay analysis as well as the impacts of network
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parameters on delay performance.
Chapter VI Throughput and Delay of MANETs under General Buer
Constraint. In this chapter, we explore the throughput and delay of MANETs under
the general limited-buer constraint, where each network node maintains a limited
source buer to store its locally generated packets and also a limited shared relay
buer to store relay packets for other nodes. Based on the Queuing theory and birth-
death chain theory, we rst develop a general theoretical framework to fully depict
the source/relay buer occupancy process in such a MANET. With the help of this
framework, we then derive the exact expressions of several key network performance
metrics, including achievable throughput, expected E2E delay and throughput capac-
ity. Finally, we provide extensive simulation and numerical results to demonstrate
the application and eciency of our theoretical framework, as well as to illustrate our
theoretical ndings.
Chapter VII Conclusion. This chapter concludes the whole thesis by summa-
rizing our contributions on the performance study of MANETs under buer constraint
and also discussing potential directions for the future research.
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CHAPTER II
Related Works
In this chapter, we introduce the related works of the performance study of
MANETs. We rst present the studies without buer constraint, and then present
some initial studies with buer constraint.
2.1 Studies without Buer Constraint
2.1.1 Scaling Laws
Since the pioneer work of Grossglauser and Tse [9], the scaling laws of throughput
capacity and delay-throughput tradeo have been extensively studied for MANETs
under various network scenarios. Grossglauser and Tse rst demonstrated that with
the help of node mobility, a (1) per node throughput is achievable in a MANET
with the two-hop relay routing scheme (for the denitions of asymptotic notations
(; O;
; o; !), please kindly refer to [32]), which indicates that the per node through-
put can keep constant as the number of nodes in the MANET tends to innity. Al-
though Grossglauser and Tse didn't explore the corresponding delay performance,
they pointed out that the constant per node throughput is achieved at a cost of large
delay.
Neely and Modiano explored in [11] the delay-throughput tradeo for a cell-
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partitioned MANET under the independent and identically distributed (i.i.d) mobil-
ity model. They showed that achievable delay-to-throughput ratio is lower bounded
as delay=throughput  O(n), where n is the number of network nodes. Gamal et
al. investigated in [12] that the optimal scaling behavior of the delay-throughput
tradeo under a symmetric random walk mobility model, and demonstrated that a
(n log n) average packet delay is incurred to achieve the (1) per node throughput
there. Sharma et al. further explored in [13] the delay-throughput tradeo under
a general and unied mobility model, and indicated that node mobility can not be
applied to increase throughput capacity if the delay is below some critical value. The
scaling laws of throughput capacity and delay-throughput tradeo have also been
studied under other mobility models, such as Brownian mobility model in [10, 14],
restricted mobility model in [15] and correlated mobility model in [19].
The scaling law studies on the performance of MANETs under various network
scenarios can be also found in [17, 18, 20{30, 33]. Specically, the works of [17, 20, 22,
23, 29, 30] explored the scaling laws of MANETs with multicast trac. The capacity
region of MANETs have been studied in [21, 33]. The works of [25, 26] studied the
scaling laws of throughput and delay for MANETs with the infrastructure. Recently,
the capacity scaling laws of MANETs with the consideration of security performance
have been reported in [18, 24, 28]. For a survey on the scaling law results of MANETs,
please kindly refer to [31] and the references therein.
2.1.2 Exact Results
To break through the limitation of scaling law results, some preliminary works have
been conducted to derive the exact expressions of throughput and delay for MANETs
[11, 34{40]. Mergen and Tong [34] derived the throughput capacity in closed-form
for the regular Manhattan and ring networks. Neely and Modiano derived in [11] the
exact expressions of throughput capacity and expected E2E delay for a cell-partitioned
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MANET with 2HR routing scheme and i.i.d. mobility model. Following this line,
Gao et al. extended the results of [11] to the network scenario with a group-based
scheduling scheme in [35], Chen derived the approximations for exact throughput
capacity of MANETs with ALOHA protocol in [36] and the exact throughput capacity
of intermittently connected mobile networks in [37]. Chen et al. also explored in [38]
the exact throughput capacity of MANETs with directional antennas.
Regarding the studies on exact delay performance, Jindal and Psounis [39] derived
the approximations of E2E delay for MANETs with multi-hop relay routing. For a
cell-partitioned MANET with broadcast routing scheme, Gao et al [40] developed a
theoretical framework to derive the exact expressions of the E2E delay.
2.2 Studies with Buer Constraint
By now, some initial works have been reported on the performance study of
MANETs with the consideration of buer constraint [41{44]. Specically, Herdt-
ner and Chong explored in [41] the scaling law of throughput-storage tradeo for
MANETs under the relay-buer constraint and indicated that the throughput capac-
ity scales as O(
q
b
n
), where b denotes the relay buer size. Subramanian and Fekri [42]
explored the throughput capacity in a delay-tolerant network with the relay-buer
constraint and negligible wireless interference. Gao et al. [43] considered a MANET
with limited source buer in each node, and derived the corresponding cumulative
distribution function of the source delay under a f -cast dispatching scheme. Recently,
Fang et al. [44] considered the buer constraint that each network node maintains a
limited source buer and n   2 dedicated limited relay buers for other nodes (one
limited relay buer for one node), and derived the exact expressions of throughput
and expected E2E delay for MANETs with a specic routing scheme.
It is notable that in [43], Gao et al. only analyzed the dispatching process in
source node rather than through the network, thus only the source buer model is
9
considered for the calculating of source delay, which serves as a part of the end-to-end
delay. In [44], the dedicated relay buer model makes the relay buer size tends to
innite as the network size increases. To explore the performance of MANETs under
more realistic buer models, in my thesis we rst consider the relay-buer constraint
where each network node maintains a shared limited relay buer, and then extend to
the scenario where both the source buer and relay buer are subject to the limited-
buer constraint. The details of our buer models will be elaborated in Chapter IV
and Chapter VI.
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CHAPTER III
Preliminaries
In this chapter, we rst introduce the general system models and the basic two-
hop relay routing scheme for packet delivery. Then we present the fundamental
performance metrics and main notations involved in this thesis.
3.1 System Models
3.1.1 Network Model
In this thesis, we consider a time-slotted MANET, which consists of n nodes
randomly moving in a torus network area following a \uniform type" mobility model
[9]. With such mobility model, the location process of a node is stationary and
ergodic with stationary distribution uniform on the network area, and the trajectories
of dierent nodes are independent and identically distributed. It is notable that this
\uniform type" mobility model covers many typical mobility models as special cases,
such as the i.i.d model [11, 21, 45], random walk model [12], random way-point model
[30] and random direction model [46].
Due to the broadcast nature of wireless channel, if two nodes reside in near area,
they can not transmit simultaneously since the serious wireless interference will be
caused to destroy both their transmitted information. To deal with the wireless
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interference and avoid transmission collisions, media access mechanism should be
adopted. In this thesis, we mainly consider two media access mechanisms, the cell-
based mechanism in Chapter IV, and the classical DCF-style mechanism in Chapter
V and Chapter VI. The details of the mechanisms are elaborated in the following
chapters.
3.1.2 Trac Model
The widely-used permutation trac model [9, 11, 19] is adopted for characterizing
the composition of trac ows in the MANETs. With this trac model, there are n
unicast trac ows, each node is the source of one trac ow and also the destination
of another trac ow. More formally, let '(i) denote the destination node of the
trac ow originated from node i, then the source-destination pairs are matched in
a way that the sequence f'(1); '(2);    ; '(n)g is just a derangement of the set of
nodes f1; 2;    ; ng. For example, two typical kinds of source-destination pairs can
be constituted as follows: 1 ! 2, 2 ! 3,    , n  1 ! n, n ! 1; 1 $ 2, 3 $ 4,    ,
n   1 $ n (here n is even). The packet generating process at each network node is
assumed to be a Bernoulli process [47] with mean rate , so that with probability 
a new packet is generated by its source node in each time slot.
3.2 Two-Hop Relay Routing Scheme
Regarding the routing algorithm for packet delivery, we consider the two-hop relay
(2HR) scheme which serves as a class of attractive routing algorithms for MANET
[48], since it can be implemented easily in a distributed way yet ecient in the sense
that it has the capability of achieving the throughput capacity for many important
MANET scenarios [9, 11, 35, 36]. Here we introduce the original 2HR scheme proposed
in [9], based on which we can develop the improved 2HR schemes according to the
specic MANET scenarios.
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Figure 3.1: Illustration of two-hop relay routing scheme.
The original 2HR routing algorithm can be illustrated in Fig. 3.1. With the
2HR scheme, when a node S gets access to the wireless channel in a time slot, it
will transmit a packet directly to its destination node D (S-D transmission) if D is
within its transmission range; otherwise with probability 0:5, S selects to transmit
a self-generated packet to a relay node R (S-R transmission), or deliver a packet of
other nodes to the corresponding destination (R-D transmission). The detailed 2HR
routing algorithm can be summarized in Algorithm 1.
Algorithm 1 2HR algorithm
1: if The destination D is within the transmission range of S then
2: S executes Procedure 1.
3: else if There exist other nodes within the transmission range of S then
4: With equal probability, S selects one node as the receiver.
5: S executes Procedure 2 or Procedure 3 equally with the receiver.
6: end if
3.3 Performance Metrics
The fundamental performance metrics involved in this thesis are dened as follows.
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Procedure 1 Source-to-destination (S-D) transmission
1: if S has packets in its source queue then
2: S transmits the head-of-line (HoL) packet in its source queue to D.
3: S removes the HoL packet from its source queue.
4: S moves ahead the remaining packets in its source queue.
5: else
6: S remains idle.
7: end if
Procedure 2 Source-to-relay (S-R) transmission
1: if S has packets in its source queue then
2: S transmits the HoL packet in its source queue to the receiver.
3: S removes the HoL packet from its source queue.
4: S moves ahead the remaining packets in its source queue.
5: else
6: S remains idle.
7: end if
Procedure 3 Relay-to-destination (R-D) transmission
1: if S has packets destined to the receiver then
2: S transmits the HoL packet in its corresponding relay queue to the receiver.
3: S removes the HoL packet from this relay queue.
4: S moves ahead the remaining packets in this relay queue.
5: else
6: S remains idle.
7: end if
Throughput: The throughput T of a ow (in units of packets per slot) is dened
as the time-average number of packets that can be delivered from its source to its
destination.
Throughput Capacity: For the homogeneous network scenario considered in
this thesis, the network level throughput capacity Tc can be dened as the maximal
achievable per ow throughput. Since the total amount of data that can be trans-
mitted by a node in a time slot is normalized to one packet, then we have
Tc = max
2(0;1]
T: (3.1)
End-to-end Delay: The end-to-end (E2E) delay D of a packet (in units of time
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slots) is dened as the time it takes the packet to reach its destination after it is
generated by its source, and we use EfDg to denote the expectation of D. It is
notable that for the calculation of E2E delay, we only focus on the packets which
have been successfully delivered to their destinations, i.e., the dropped packets are
not included in the calculation.
3.4 Notations
The main notations of this thesis are summarized in Table 3.1.
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Table 3.1: Main notations
Symbol Quantity
n number of network nodes
Bs source buer size
Br relay buer size
 packet generating rate
s mean service rate of the source queue
T per-ow throughput
Tc throughput capacity
T c optimal throughput capacity
D end-to-end delay
Dsq source-queuing delay
Dd delivery delay
Ls average number of packets in a source buer
Ls average number of packets in a source buer conditioned on that the source
buer is not full
Lr average number of packets in a relay buer conditioned on that the relay
buer is not full
psd probability that a node selects to do S-D transmission
psr probability that a node selects to do S-R transmission
prd probability that a node selects to do R-D transmission
po relay-buer overowing probability
s stationary occupancy state distribution of source buer
r stationary occupancy state distribution of relay buer
 transmission control parameter
m cell-partitioned parameter
 transmission range of a node in the MANET with EC-MAC
" spatial multiplexing parameter in the MANET with EC-MAC
 guard factor of the protocol model
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CHAPTER IV
Throughput Capacity of MANETs under
Relay-Buer Constraint
As a rst step towards the practical performance evaluation of MANETs, in this
chapter we consider the relay-buer constraint and develop a general theoretical
framework for the exact throughput capacity study. To support ecient operation
for MANETs with relay-buer constraint, we propose an improved 2HR algorithm
which incorporates both a transmission control mechanism and a feedback mecha-
nism. For such a MANET, we rst present analysis to reveal how its throughput
capacity is determined by the relay-buer overowing probability (ROP). Based on
the birth-death chain model, we then develop a novel theoretical framework to fully
characterize the occupancy process of the relay buer, such that the exact through-
put capacity can be derived in closed-form. We further conduct case studies under
two typical network scenarios to illustrate the application of our framework, and to
explore the corresponding capacity optimization issue.
4.1 Relay-Buer Constraint
As illustrated in Fig. 4.1, we consider the relay-buer constraint same as that of
previous studies on buer-limited wireless networks [41, 49], where each node main-
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Figure 4.1: Illustration of buer structure.
tains an innite source buer and a limited relay buer of size Br. The source buer
is for storing the packets of its own ow (locally generated packets) and works as a
rst-in-rst-out (FIFO) source queue [50], while the relay buer is for storing packets
of all other n   2 ows and works as n   2 FIFO virtual relay queues (one queue
per ow). When a packet of other ows arrives and the relay buer is not full, a
buer space is dynamically allocated to the corresponding relay queue for storing
this packet; once a head-of-line (HoL) packet departs from its relay queue, this relay
queue releases a buer space to the common relay buer.
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Figure 4.2: Flow chart of 2HR- routing scheme.
4.2 Routing Scheme
Notice that under the limited relay-buer constraint, when node S executes the S-
R transmission while the relay buer of the receiver is full, then the transmission will
not be successful and the transmitted packet will be lost. To facilitate the operation
of MANETs with relay-buer constraint and improve the throughput performance,
we adopt here the 2HR- scheme as illustrated in Fig. 4.2, which is an extension of
the 2HR scheme described in Section 3.2 in the following two aspects.
First, we introduce a parameter  to exibly control the probability that S selects
to conduct S-R transmission, i.e., when S gets access to the wireless channel and its
destination node D is not within its transmission range, S selects to transmit a self-
generated packet to a relay with probability , and deliver a packet of other nodes
to the corresponding destination with probability 1 . Thus,  represents the level
of selshness of a node, from 0 (fully seless) to 1 (fully selsh), and it is expected
that  should be set appropriately according to the network settings to achieve the
optimal throughput performance.
Second, to avoid the unnecessary packet loss in S-R transmission, the 2HR-
scheme further adopts a feedback mechanism to conrm the relay-buer occupancy
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state of a receiver. When node S selects to conduct the S-R transmission with a relay
node R, R rst sends a feedback to S to indicate its relay-buer state. If the relay
buer of R is not full, S then transmits a packet to R; else S remains idle.
4.3 Throughput Capacity Analysis
For a MANET with relay-buer constraint and 2HR- scheme, we use psd, psr
and prd to denote the probabilities that in a time slot a node gets access to the
wireless channel and selects to execute S-D, S-R and R-D transmission respectively,
and use po() to denote the relay-buer overowing probability (ROP) that the relay
buer of a node is full given the packet generating rate . With the help of these
basic probabilities, we can establish the following theorem regarding the throughput
capacity of the network.
Theorem IV.1 For a MANET with relay-buer constraint and 2HR- scheme, its
throughput capacity Tc is determined as
Tc = psd + psr(1  po(~)) packets=slot; (4.1)
where ~ is the unique solution of the following equation
 = psd + psr(1  po()): (4.2)
Proof 1 To prove the theorem, we rst demonstrate that there exists an unique so-
lution ~ for the equation (4.2), and then show that the throughput is  when  < ~,
but the throughput is always ~ when   ~.
From our system models in Section 3.1, it is clear that each trac ow experiences
the same service process without priority, so the behavior of each ow is identical and
we can focus on a tagged ow in our analysis. Under the 2HR- routing scheme, the
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transmission of a packet from its source to destination involves at most two stages.
The rst stage is the source-queuing process at its source node, while the second stage
is the delivery process through one relay node if the packet is not directly transmitted
to its destination.
Regarding the rst stage source-queuing process, the source buer can be modeled
as a Bernoulli/Bernoulli queue with arrival rate  and service rate s() determined
as
s() = psd + psr (1  po()) : (4.3)
We can easily see that: 1) when  = 0, we have po(0) = 0, so s(0) = psd+psr > ;
2) as  increases, po() tends to increase, leading to a decrease in s(); 3) when
 = psd+psr, we have po() > 0, s() < . Based on these properties of service rate
s(), we know that there exists an unique 0 < ~ < psd + psr such that ~ = s(~).
Considering a time interval [0; t], we let m0(t) and m1(t) denote the number of
packets being buered in all source queues and all relay queues at time slot t, respec-
tively. Since the total number of locally generated packets during this interval is nt,
then the throughput T is determined as
T = lim
t!1
nt m0(t) m1(t)
n  t : (4.4)
Since the relay buer of each node has a xed size Br, then
m1(t)
n
 Br and
lim
t!1
m1(t)
nt = 0.
For the case  < ~, we let Ls denote the queue length of source queue, then its
expectation EfLsg is given by [47]
EfLsg =   
2
s()  : (4.5)
Since when  < ~, we have s() > , so the queue length EfLsg is bounded in this
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case. Thus, lim
t!1
m0(t)
nt = 0 and T = .
When   ~, then s() <  which leads to an increasing number of packets
buered in the source queues. By applying the law of large numbers [51], we have that
as t!1
m0(t)
t
a:s:! n(  s(~)):
Based on (4.4), we then have T = ~ when   ~.
Thus, the throughput capacity Tc of the concerned network is determined as
Tc = s(~) = psd + psr

1  po(~)

:
4.4 Theoretical Framework
The result in Theorem IV.1 indicates that for the throughput capacity analysis of
the concerned MANET, we need to determine the ROP po(). To address this issue,
in this section we propose our theoretical framework which utilizes a birth-death chain
model to depict the complicated occupancy process of a relay buer, such that the
exact expressions of ROP and exact throughput capacity of the concerned MANET
can be derived.
4.4.1 Birth-Death Chain Model
Regarding the source queue of a node S, it can be modeled as a Bernoulli/Bernoulli
queue [47] with packet arrival rate  and service rate s(), where s() is given by
equation (4.3). Due to the reversibility of Bernoulli/Bernoulli queue, the packet
departure process of source queue is also a Bernoulli process with rate . Regarding
the relay buer in node S, let Xt denote the number of packets in the relay buer
at time slot t, then the occupancy process of the relay buer can be regarded as
a stochastic process fXt; t = 0; 1; 2;    g on state space f0; 1;    ; Brg. Notice that
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Figure 4.3: State machine of the birth-death chain.
when S serves as a relay in a time slot, the S-R transmission and R-D transmission
will not happen simultaneously. Thus, suppose that the relay buer is at state i in
the current time slot, only one of the following transition scenarios may happen in
the next time slot:
 i to i + 1 (0  i  Br   1): the relay buer is not full, and a packet arrives at
the relay buer.
 i to i  1 (1  i  Br): the relay buer is not empty, and a packet departures
from the relay buer.
 i to i (0  i  Br): no packet arrives at and departures from the relay buer.
Let pi;j denote the one-step transition probability from state i to state j (0 
i; j  Br), then the occupancy process fXt; t = 0; 1; 2;    g can be modeled as a
birth-death chain as illustrated in Fig. 4.3. Let r(i) denote the probability that
there are i packets occupying the relay buer in the stationary state, the stationary
occupancy state distribution (OSD) of the relay buerr = [r(0); r(1);    ; r(Br)]
is determined as
rP = r; (4.6)
r1 = 1; (4.7)
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where P is the one-step transition matrix of the birth-death chain dened as
P =
266666664
p0;0 p0;1
p1;0 p1;1 p1;2
. . . . . . . . .
pBr;Br 1 pBr;Br
377777775
; (4.8)
and 1 is a column vector of size (Br + 1) 1 with all elements being 1.
Notice that p0;0 = 1   p0;1, pBr;Br = 1   pBr;Br 1 and pi;i = 1   pi;i 1   pi;i+1
for 0 < i < Br, the expressions (4.6) (4.8) indicate that to derive r, we need to
determine the one-step transition probabilities pi;i+1 and pi;i 1.
Lemma 1 For the birth-death chain in Fig. 4.3, its one-step transition probabilities
pi;i+1 and pi;i 1 are determined as
pi;i+1 = s()  psr; 0  i  Br   1; (4.9)
pi;i 1 = prd  i
n  3 + i ; 1  i  Br; (4.10)
where s() =

s()
=

psd + psr(1  po()) .
Proof 2 The proof is given in Appendix A.1.
4.4.2 Derivation of Throughput Capacity
Based on above birth-death chain based framework, we now provide analysis on
the exact throughput capacity Tc, as summarized in following theorem.
Theorem IV.2 For a concerned MANET with n mobile nodes, where each node is
allocated with a relay buer of xed size Br and the 2HR- scheme is adopted for
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packet delivery, the throughput capacity Tc is determined as
Tc = psd + psr
 
1  CBr  
BrPBr
k=0Ck  k
!
; (4.11)
where Ck =

n  3 + k
k

and  = psr
prd
= 
1  .
Proof 3 By substituting (4.9) and (4.10) into (4.6) and (4.7), we can see that the
stationary OSD of the relay buer is determined as
r(i) =
Ci  i  s()iPBr
k=0Ck  k  s()k
; (4.12)
It is notable that the relay buer overows when it is at state Br, then the critical
self-mapping function for po() is constructed as
po() = f (po()) = r(Br) =
CBr  Br  s()BrPBr
k=0Ck  ks()k
: (4.13)
From Theorem IV.1 we know that as  approaches ~, s() tends to 1. Substituting
s(~) = 1 into (4.13), we have
po(~) =
CBr  BrPBr
k=0Ck  k
: (4.14)
The formula (4.11) then follows by substituting (4.14) into (4.1).
Based on Theorem IV.2, we have the following corollaries (See A.2 for the proofs).
Corollary 1 For a network with n  3, its throughput capacity Tc increases as relay
buer size Br grows.
Corollary 2 With the setting of  = 0:5, i.e., each node executes S-R and R-D
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transmission with equal probability, Tc is determined as
Tc = psd + psr
Br
n  2 +Br (4.15)
Corollary 3 When the relay buer size Br tends to innity, the throughput capacity
Tc is determined as
TcjBr!1 =
8><>:
psd + psr;   0:5
psd + prd;  > 0:5
(4.16)
4.5 Case Studies
The results in Theorem IV.2 indicate that by applying our theoretical framework
to evaluate the throughput capacity of a MANET with relay-buer constraint, we
only need to determine the basic probabilities psd, psr and prd, which are further
related to the specic network congurations. To demonstrate the application of our
framework for throughput capacity analysis, in this section we provide case studies
under two typical network scenarios, i.e., the cell-partitioned MANETs with local
scheduling based MAC (LS-MAC) and with equivalence class based MAC (EC-MAC).
The corresponding throughput capacity optimization issue will be also explored.
4.5.1 Cell-Partitioned MANET with LS-MAC
We rst consider a cell-partitioned MANET with LS-MAC, which is widely adopted
in available works [11, 13, 22, 23]. As illustrated in Fig. 4.4, the whole network area
is evenly partitioned into m  m non-overlapping cells. In each time slot one cell
supports only one transmission between two nodes within it, and the concurrent
transmissions in dierent cells will not interference with each other. Regarding the
media access control, at the beginning of each time slot, each cell rst check whether
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Figure 4.4: A snap of a cell-partitioned MANET.
there exist source-destination pairs within it. If there exist such pairs, this cell uni-
formly randomly designates one source node to access the wireless channel; otherwise
this cell uniformly randomly designates any one node to access the wireless channel.
We use p0 and p1 to denote the probabilities that there are at least two nodes in
a cell and there is at least one source-destination pair in a cell, respectively. Based
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on the results of [11], we then have
p0 = 1 

1  1
m2
n
  n
m2

1  1
m2
n 1
; (4.17)
p1 = 1 

1  1
m4
n=2
: (4.18)
At a time slot, the total transmission opportunity in the network is m2  p0, which
is shared equally by all nodes, so we have
n  (psd + psr + prd) = m2  p0: (4.19)
Similarly, we have
n  psd = m2  p1: (4.20)
Combining with psr
prd
= 
1  , we have
psd =
1
d
p1; (4.21)
psr =

d
(p0   p1); (4.22)
prd =
1  
d
(p0   p1); (4.23)
where d = n
m2
denotes the node density.
Substituting (4.21) and (4.22) into (4.11), we can see that the throughput capacity
of the cell-partitioned MANET with LS-MAC is determined as
Tc =
1
d
p1 +

d
(p0   p1)
 
1  CBr  
BrPBr
i=0Ci  i
!
: (4.24)
It is notable from Corollary 3 that when  = 0:5 and Br !1, then (4.24) is reduced
to the capacity result in [11], i.e., Tc =
p0+p1
2d
.
It is notable from formula (4.24) that by adjusting the control parameter , we
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can achieve the optimal throughput capacity T c , which is dened as the maximum
value of Tc optimized over , i.e., T

c = max
2[0;1]
Tc. Regarding T

c and corresponding 

for the cell-partitioned MANET with LS-MAC, we have the following theorem.
Theorem IV.3 For a concerned MANET with LS-MAC, its optimal throughput ca-
pacity T c is determined as
T c =
1
d
p1 +
p0   p1
d(1 + )
h()
h() + CBr
; (4.25)
and the corresponding optimal transmission ratio  is given by  = 1
1+ , where
h() =
Br 1X
i=0
Ci  Br i; (4.26)
h0() is the derivative of h(), and r is determined by the following equation
h()[h() + CBr ] = (1 + 
)CBrh
0(): (4.27)
Proof 4 We dene  = 1 

(i.e.,  = 1
1+
,  = 1

), and g() = (1 + )

1 +
CBr
h()

.
From (4.24) we can see that the optimal throughput capacity T c is determined as
T c = max
2[0;1]
Tc
=
1
d
p1 +
1
d
(p0   p1)  max
2[0;1]
(

 
1  CBr  
BrPBr
i=0Ci  i
!)
=
1
d
p1 +
p0   p1
d
1
min
0
g()
: (4.28)
We can see that: 1) g() is an elementary function [52], so it is continuous
and dierentiable on the interval  2 (0;1); 2) lim
!0
g() ! 1, lim
!1
g() ! 1
and g() > 0. According to the Extreme Value Theorem [53], there must exists
0 <  < 1 such that 0 < g()  g() for 8 2 (0;1) and g0() = 0, so
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Figure 4.5: Transmission range of a node.
equation (4.27) follows. Then formula (4.25) follows by substituting  into (4.28).
Based on Theorem IV.3 we have the following corollary.
Corollary 4 For any settings of n and Br, 
 < 0:5; when Br !1, jBr!1 = 0:5
and T c jBr!1 = p0+p12d .
Proof 5 See A.3 for the proof.
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4.5.2 Cell-Partitioned MANET with EC-MAC
We further consider a more general cell-partitioned MANET which applies a exi-
ble transmission range and the EC-MAC [16, 17, 19, 35, 41, 54]. As shown in Fig. 4.5,
the transmission range of a transmitter TX covers a set of cells which have a hori-
zontal and vertical distance of no more than    1 cells away from its own cell. To
prevent simultaneous transmissions from interfering with each other, the EC-MAC is
adopted. As illustrated in Fig. 4.6 that with EC-MAC, all cells are divided into dier-
ent ECs, where any two cells in the same EC have a horizontal and vertical distance
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of some multiple of " cells. Thus, the MANET contains in total "2 ECs and each EC
contains J = bm2="2c cells. ECs alternatively becomes active every "2 time slots, and
each active cell of an active EC allows only one node in it (if any) to conduct data
transmission. Suppose that at time slot t, a transmitter TX0 in an active cell will
transmit a packet to its receiver RX0, in order to ensure the transmission successful,
according to the Protocol Model [55] it should satisfy that
dTX1;RX0  (1 + )dTX0;RX0 ; (4.29)
where TX1 denotes a concurrent transmitter in any one of the other active cells, di;j
denotes the distance between nodes i and j, and  is a guard factor. Then we have
"    (1 + )
p
2: (4.30)
To enable as many concurrent transmissions to be scheduled as possible while avoiding
interference among these transmissions, " should be set as
" = minfd(1 + )
p
2 + e;mg: (4.31)
Similar to media access scheme in previous subsection, we consider that each
active cell dominate the media access control to determine which node in it as the
transmitter. Given a time slot and an active cell c, let p3 denote the probability that
there are at least one node within c and another node within the transmission range
of c, and p4 denote the probability that there are at least one source-destination pair
within the transmission range of c and for each of such pair(s), at least one of its two
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nodes is within c, then we have
p3 =
1
m2n
[m2n   (m2   1)n   n(m2   l)n 1]; (4.32)
p4 =
1
m2n
[m2n   (m4   2l + 1)n=2]; (4.33)
where l = (2   1)2. Notice also that psd = Jnp4, psr = Jn (p3   p4) and prd =
(1 )J
n
(p3   p4). By substituting these results into (4.11), the throughput capacity of
a cell-partitioned MANET with EC-MAC is then determined as
Tc =
J
n
p4 +
J
n
(p3   p4)
 
1  CBr  
BrPBr
i=0Ci  i
!
: (4.34)
We can see that when  = 0:5 and Br !1, then (4.34) is reduced to the capacity
result in [35], i.e., Tc =
J(p3+p4)
2n
. Based on the proof similar to that of Theorem IV.3,
we have the following corollary regarding the optimal throughput capacity T c of the
MANET with EC-MAC.
Corollary 5 For a concerned MANET with EC-MAC, its optimal throughput capac-
ity T c is determined as
T c =
J
n
p1 +
J(p3   p4)
n(1 + )
h()
h() + CBr
; (4.35)
and the corresponding optimal transmission ratio  is given by  = 1
1+ , where
h() and  are determined by (4.26) and (4.27), respectively.
4.6 Simulation Results
In this section, we rst provide the simulation results to validate our theoretical
framework for the throughput capacity analysis of MANETs with relay-buer con-
straint, and then apply our theoretical results to illustrate the performance of such
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networks.
4.6.1 Simulation Settings
For the validation of our framework, a dedicated C++ simulator was developed
to simulate the behaviors of a cell-partitioned MANETs with both the LS-MAC and
EC-MAC [56]. The i.i.d mobility model [11, 21, 45] and random walk model [12] were
implemented in the simulator. Under the i.i.d model, at the beginning of each time
slot, each node independently and uniformly selects a cell among all m2cells and stays
in it until the end of this time slot. Under the random walk model, at the beginning
of each time slot, every node independently selects a cell among its current cell and
its 8 adjacent cells with equal probability 1=9, then stays in it until the end of this
time slot.
Two network scenarios of (n = 72;m = 6; Br = 5;  = 0:5) and (n = 200;m =
10; Br = 8;  = 0:3) are considered in the simulation, where we set  = 1 and  = 1
for the MANET with EC-MAC [57]1. To simulate the throughput, we focus on a
specic node and count its received packets over a period of 2  108 time slots, and
then calculate the averaged number of packets this node can receive per time slot.
The system load  is dened as  = =Tc, and Tc is given by (4.24) and (4.34) for the
LS-MAC and EC-MAC, respectively.
4.6.2 Validation of Theoretical Throughput Capacity Results
To validate the throughput capacity results (4.24) and (4.34), we provide plots of
throughput versus system load  in Fig. 4.7. It can be observed from Fig. 4.7 that the
simulation results agree well with the theoretical ones under both LS-MAC and EC-
MAC, indicating that our framework is highly ecient in capturing the throughput
behaviors of concerned buer-limited MANETs. We can see from Fig. 4.7 that just as
1The simulation settings can be exibly adjusted in our simulator.
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Figure 4.7: Throughput performance of the MANETs with LS-MAC and EC-MAC.
Case 1: n = 72;m = 6; Br = 5;  = 0:5. Case 2: n = 200;m = 10; Br =
8;  = 0:3.
Theorem IV.1 predicates that for a concerned MANET with relay-buer constraint,
its throughput increases linearly with  when   1 and then keeps as a constant Tc
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Figure 4.8: Throughput capacity Tc vs. relay buer size Br.
determined by (4.1) when  > 1.
4.6.3 Discussions
With the help of our theoretical results, we illustrate here the impacts of network
parameters on the throughput capacity. Notice that for a concerned MANET its
overall throughput behavior under the LS-MAC is very similar to that under the
EC-MAC, so we only consider the LS-MAC here for illustration.
We rst summarize in Fig. 4.8 how throughput capacity Tc varies with relay buer
size Br under two network scenarios of (n = 72;m = 6) and (n = 200;m = 10), where
 is xed as 0:5. We can see from Fig. 4.8 that just as discussed in Corollary 1, the
throughput capacity of such a MANET can be improved by adopting a larger relay
buer. A careful observation of Fig. 4.8 shows that as Br increases the capacity
Tc rst increases quickly and then gradually converges to a constant determined by
Corollary 3. This observation indicates we can determine a suitable buer size Br ac-
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Figure 4.9: Throughput capacity Tc vs. transmission ratio .
cording to the requirement on network capacity such that a graceful trade-o between
capacity performance and buer cost can be achieved.
To illustrate the optimal throughput capacity, we show in Fig. 4.9 the impact of
transmission ratio  on throughput capacity Tc under the settings of n = 72, m = 6
and Br = f5; 20g. We can see from Fig. 4.9 that under a given setting of Br, as 
increases Tc rst increases and then decreases, and just as discussed in Theorem IV.3
that there exists an optimal  to achieve the optimal throughput capacity T c . This
is mainly due to the reason that the eects of  on Tc are two folds. On one hand, a
larger  will lead to a higher probability of conducting S-R transmission; on the other
hand, a larger  will result in a higher ROP thus a lower opportunity of conducting
the S-R transmission. As a summary, in order to improve the throughput performance
of a buer-limited MANET, nodes should cooperate with each other, and they should
be neither too selsh nor too seless.
Based on the results of Theorem IV.3, we illustrate in Fig. 4.10 how the opti-
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Figure 4.10: Optimal transmission ratio  vs. Br and n.
mal transmission ratio  is related to Br and n. We can see that just as proved
in Corollary 4 that  increases as Br grows while it decreases as n grows, and the
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optimal transmission ratio never exceeds 0:5. These behaviors indicate that in a net-
work with the xed number of nodes n, if we upgrade the capacity of each node by
adopting a larger relay buer, we should accordingly allocate a higher probability for
S-R transmission (i.e., nodes should be more selsh), to achieve the optimal through-
put capacity. On the other hand, when the relay buer size of each node is xed,
if we increase the scale of the network by accommodating more nodes, we should
accordingly increase the probability of R-D transmission (i.e., nodes should be more
seless), to release the relay buer space and thus guarantee the optimal throughput
capacity there.
4.7 Summary
In this chapter, we rst revealed the inherent relationship between the through-
put capacity and ROP in a MANET with relay-buer constraint, and then developed
a theoretical framework to fully characterize the buer occupancy process. Based
on this framework, we derived the throughput capacity in closed-form and further
conducted cases studies under two typical network scenarios. It is expected the the-
oretical framework developed in this chapter will be also helpful for exploring the
throughput capacity of buer-limited MANETs under other mobility models and
other network scenarios. An interesting nding of this chapter is that for throughput
capacity optimization in such MANETs, the optimal setting of transmission ratio in
the 2HR- scheme there increases with the relay buer size but decreases with the
network size, and it never exceeds 0:5.
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CHAPTER V
End-to-End Delay of MANETs under Relay-Buer
Constraint
In this chapter we consider the MANETs with relay-buer constraint and explore
the corresponding E2E delay performance. Based on the theoretical framework devel-
oped in Chapter IV, we rst adopt the xed-point theory for the numerical evaluation
of the overowing probability and the stationary occupancy state distribution (OSD)
of the relay buer. With the help of stationary OSD of the relay buer, we then
derive the exact expression of expected E2E delay by modeling the packet source-
queuing delay and delivery delay respectively. The packet source-queuing delay is
characterized by a Bernoulli/Bernoulli queuing model and the packet deliver delay is
characterized by an absorbing Markov chain model. Case studies are also provided
under the two typical network scenarios, while we adopt a fully distributed media
access scheme in this chapter. Finally, extensive simulation and numerical results are
presented to illustrate the eciency of our delay analysis as well as the impacts of
network parameters on delay performance.
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Figure 5.1: Illustration of E2E delay modeling for MANET with relay-buer con-
straint.
5.1 Problem Formulation
In this chapter, we continue to consider the MANETs with relay-buer constraint
described in Section 4.1. Notice that the value of parameter  in 2HR- routing
scheme does not aect the development of theoretical framework for buer occupancy
process modeling, without loss of generality, this chapter focuses on the 2HR scheme
with the feedback mechanism (i.e.,  is xed as 0:5). The packet source-queuing delay
and delivery delay are two important performance metrics which help us derive the
E2E delay in this chapter, so we present their formal denitions as follows.
Source-queuing Delay: the source-queuing delay Dsq is dened as the time it
takes a packet to move to the HoL in the source queue after it is generated by its
source node.
Delivery Delay: the delivery delay Dd is dened as the time it takes a packet
to reach its destination after it moves to the HoL in the source queue.
Based on above denitions, we can see clearly that the E2E delay of a packet
is just the sum of its source-queuing delay and delivery delay, i.e., D = Dsq + Dd.
Thus, we can derive the packet E2E delay by analyzing the source-queuing delay and
delivery delay respectively. Fig. 5.1 illustrates the structure of E2E delay modeling for
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the MANETs with relay-buer constraint, which consists of the relay buer analysis
module and delay analysis module. In relay buer analysis module, the birth-death
chain model is applied to characterize the relay buer occupancy process, and the
xed-point theory [58] is further applied to solve the ROP numerically and obtain
the stationary occupancy state distribution (OSD) of relay buer recursively. With
the help of ROP and OSD, the delay analysis module applies the queuing theory
[47] and absorbing Markov chain [59] to analyze the packet source-queuing delay and
delivery delay, respectively, such that the exact expression of packet E2E delay can
be nally derived.
5.2 ROP and OSD Analysis
Based on the theoretical framework developed in Chapter IV, we obtain the critical
self-mapping function of the relay-buer overowing probability po() as follow.
po() = f (po()) =
CBr  s()BrPBr
k=0Ci  s()k
; (5.1)
where s() =

s()
=

psd + psr(1  po()) .
It is notable that the self-mapping function in (5.1) is a contraction mapping [58],
and given a packet generating rate , it contains no other unknown quantities except
po(). According to Banach xed-point theorem, there exists a unique xed-point for
the self-mapping function. The unique xed-point is just po() and it can be searched
by the xed-point iteration. The detailed xed-point iteration for searching po() is
summarized in Algorithm 2.
We let r(i) denote the probability that there are i packets occupying the relay
buer in the stationary state. Thus the stationary OSD of the relay buer r =
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Algorithm 2 Fixed-point iteration
Require:
Basic network parameters fn;Br; ; psd; psr; prdg;
Ensure:
Relay buer overow probability po();
1: Set x1 = 0 and i = 1;
2: while (xi   xi 1  10 6) _ (i = 1) do
3: i = i+ 1;
4: s() = psd + psr  (1  xi 1);
5: s() =

s()
;
6: xi =
CBrs()
Br
BrP
k=0
Cks()k
;
7: end while
8: po() = xi;
9: return po();
[r(0); r(1);    ; r(Br)] can be determined recursively as
r(Br) = po(); (5.2)
r(i) = r(Br)  s()i Br  Ci
CBr
; 0  i < Br: (5.3)
5.3 Delay Analysis
5.3.1 Source-queuing Delay
We rst analyze the source-queuing delay of a packet. Regarding the source
buer of a node, since in every time slot a new packet is generated with probability 
and a service opportunity arises with probability s() being determined as s() =
psd+psr(1 po()), the source buer can be modeled as a Bernoulli/Bernoulli queue.
The ROP po() is obtained by the xed-point iteration algorithm, and in the following
analysis we use po and s to represent po() and s() respectively if there is no
ambiguous.
We know from the theoretical analysis of Chapter IV that the throughput capacity
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of the concerned MANET is
Tc = psd + psr
Br
n  2 + Br ; (5.4)
and  < s if  < Tc,   s if   Tc. We let Ls denote the average queue length
of the source buer. When   s, Ls !1, such that the expected source-queuing
delay EfDsqg tends to innity. When  < s, Ls can be determined as [47]
Ls =
  2
s   : (5.5)
According to the Little's Law [50], the mean service time of a packet in its source
buer1 EfDsg is given by
EfDsg = Ls

=
1  
s   : (5.6)
Thus, the expected source-queuing delay is determined as
EfDsqg = EfDsg   1
s
=
(1  s)
s(s   ) : (5.7)
5.3.2 Delivery Delay and E2E Delay
We present the following theorem regarding the expected E2E delay of the con-
cerned MANET with relay-buer constraint.
Theorem V.1 For the concerned MANET with number of nodes n, relay buer size
Br and packet generating rate  ( < Tc), the expected delivery delay EfDdg and the
1The service time of a packet in its source buer is dened as the time it takes a packet to depart
from its source buer after it is generated by its source node.
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expected E2E delay EfDg of a packet are determined as
EfDdg = 1 + (n  2 + L

r)(1  po)
s
; (5.8)
EfDg = 1  
s    +
(n  2 + Lr)(1  po)
s
; (5.9)
where Lr denotes the expected number of packets in the relay buer under the condition
that the relay buer is not full, and Lr is given by
Lr =
PBr 1
i=0 iCi  isPBr 1
i=0 Ci  is
: (5.10)
Proof 6 We focus on a packet p which is the HoL packet of the source queue at time
slot t, then in the next time slot, p will be delivered to its destination with probability
psd, be forwarded to a relay node with probability psr  (1   po), and still stay in the
source queue with probability 1   s. Thus, the delivery process of packet p can be
modeled as an absorbing Markov chain as illustrated in Fig. 5.2, where S, R and D
denote the states that p is in source queue, forwarded to a relay, and delivered to
its destination, respectively. We use XS and XR to denote the average transition
time slots from the initial state S and transient state R to the absorbing state D,
respectively. Then we have
XS = 1 +XS  (1  s) +XR  psr(1  po); (5.11)
XS =
1 +XR  psr(1  po)
s
: (5.12)
Let r(i) (0  i < Br) denote the probability that there are i packets in the relay
buer conditioned on that the relay buer is not full, then we have
r(i) =
r(i)
1  r(Br) =
Ci
i
sPBr 1
k=0 Ck  ks
; (5.13)
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Figure 5.2: Illustration of absorbing Markov chain model for packet deliver process.
and Lr is given by
Lr =
Br 1X
i=0
i  r(i) =
PBr 1
i=0 iCi  isPBr 1
i=0 Ci  is
: (5.14)
Due to the symmetry of relay queues in a relay buer (because the buered packets
are destined to each of the n 2 destinations with equal probability), the mean number
of packets in one relay queue under the condition that the relay buer is not full is
Lr=(n  2). Meanwhile, it is notable that the location of each node is stationary and
ergodic with stationary distribution uniform on the network area, thus when a relay
node conducts the R-D transmission with probability prd in a time slot, it will deliver
a packet for each of the n   2 trac ows with equal probability. Thus, the service
rate of each relay queue in the relay buer is prd
n 2 . Then we have
XR =

1 +
Lr
n  2



prd
n  2
 1
=
n  2 + Lr
prd
(5.15)
Substituting the results of (5.15) and (5.14) into (5.12), the average transition
time slots from the initial state S to the absorbing state D is determined as
XS =
1 + (n  2 + Lr)(1  po)
s
: (5.16)
Notice that the expected delivery delay of a packet is just the average transition time
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slots from the initial state S to the absorbing state D, thus we have EfDdg = XS, the
result (5.8) follows, and then the result (5.9) follows from EfDg = EfDsqg+EfDdg.
Based on Theorem V.1, we can further extend our delay results to the innite
buer scenario (i.e., Br !1), which is shown in the following corollary.
Corollary 6 Considering the relay buer size tends to innity (Br ! 1), then
EfDdg and EfDg are determined as
EfDdg
Br!1
=
1
psd + psr
+
n  2
psd + psr   ; (5.17)
EfDg
Br!1
=
n  1  
psd + psr   : (5.18)
Proof 7 See Appendix B.1 for the proof.
Notice that when Br ! 1, the result of Corollary 6 is coincident with the ex-
pression of E2E delay derived in [11], where the relay buer size is assumed to be
innite.
5.4 Case Studies
In this section, we conduct case studies to illustrate the application of our E2E
delay modeling in the MANETs with relay-buer constraint. For a given network
scenario, the corresponding psd, psr and prd should be determined rst, then with
the inputs of these probabilities, by sequentially executing the relay buer analysis
module and delay analysis module, our delay modeling framework nally returns the
delay results.
Similar to the network scenarios in Section 4.5, here we also consider the typical
cell-partitioned MANETs with LS-MAC and EC-MAC. Notice that in Section 4.5,
the media access control is scheduled by a cell, in this section, however, we consider
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the classical DCF-style mechanism [60, 61], which is a fully distributed media access
scheme scheduled by each node. More formally, at the beginning of each time slot, a
node which is eligible to access the wireless channel2 randomly selects an initial value
from [0; CW ] (CW represents the contention widow) and starts to count down. If
this node does not hear any broadcasting message until its back-o counter becomes
0, it broadcasts a message to claim itself as the transmitter; otherwise it stops its
back-o counter since some other node has claimed as the transmitter.
With the DCF-style mechanism for media access control, we then determine the
corresponding probabilities psd, psr and prd of the MANETs with LS-MAC and EC-
MAC respectively, which are provided in the following lemmas (See Appendix B.2 for
the proofs.).
Lemma 2 For the concerned cell-partitioned MANET with LS-MAC, the probabili-
ties psd, psr and prd are given by
psd =
m2
n
  m
2   1
n  1 +
m2   1
n(n  1)

1  1
m2
n 1
; (5.19)
psr = prd =
1
2
(
m2   1
n  1  
m2
n  1

1  1
m2
n
 

1  1
m2
n 1)
: (5.20)
Lemma 3 For the concerned cell-partitioned MANET with EC-MAC, the probabili-
ties psd, psr and prd are given by
psd =
1
"2
(
   m2
n
n  1 +
m2   1  (   1)n
n(n  1)

1  1
m2
n 1)
; (5.21)
psr = prd =
1
2"2
(
m2    
n  1
 
1 

1  1
m2
n 1!
 

1   
m2
n 1)
; (5.22)
where   = (2   1)2.
2For the MANET with LS-MAC, each node in the network is eligible to access the wireless
channel; for the MANET with EC-MAC, the node in an active cell is eligible to access the wireless
channel.
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Given the number of nodes n and relay buer size Br, substituting formulas (5.19)
and (5.20) (resp. (5.21) and (5.22)) into formula (5.4), we rst determine the through-
put capacity Tc of such a MANET. Then, with any packet generating rate  < Tc,
we substitute formulas (5.19) and (5.20) (resp. (5.21) and (5.22)) into Algorithm 2
to determine the corresponding ROP po, and s can be further determined by s =
psd + psr(1   po). Substituting , po and s into formulas (5.7), (5.8) and (5.9), we
nally obtain the expectations of source-queuing delay, delivery delay and E2E delay
respectively for the cell-partitioned MANET with LS-MAC (resp. EC-MAC).
5.5 Simulation Results
In this section, we rst conduct simulations to validate our E2E delay modeling
for MANETs with relay-buer constraint, then provide discussions about the impacts
of network parameters on delay performance.
5.5.1 Simulation Settings
For the validation of our delay modeling and theoretical results, a specic C++
simulator was developed to simulate the packet generating, queuing and delivery
processes in a cell-partitioned MANET [62], where the network settings, including the
relay buer size Br, number of nodes n, partition parameterm, packet generating rate
 and the mobility model can be exibly adjusted to simulate the network performance
under various scenarios. For the network scenario with EC-MAC, we set  = 1 and
 = 1 [57]. The duration of each task of simulation is set to be 2  108 time slots,
and we only collect data from the last 80% of the time slots in each task (the system
will be in the steady state with high probability), to ensure the accuracy of simulated
results.
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Figure 5.3: Theoretical and simulated ROP performance. Case 1: n = 32;m =
4; Br = 5. Case 2: n = 50;m = 5; Br = 5.
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Figure 5.4: Theoretical and simulated E2E delay performance. Case 1: n = 32;m =
4; Br = 5. Case 2: n = 50;m = 5; Br = 5.
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5.5.2 Validation of Theoretical Delay Results
First, we provide plots of the theoretical and simulated ROP performance under
two network scenarios in Fig. 5.3, and for each scenario we consider two cases (case
1: n = 32;m = 4; Br = 5, and case 2: n = 50;m = 5; Br = 5) and two mobility
models (the i.i.d mobility model and the random walk model). The workload is
dened as =Tc. We can see from Fig. 5.3 that the simulation results match nicely
with the theoretical ones for all the cases, which indicates that our modeling is highly
ecient in depicting the occupancy behaviors of the relay buer in the buer-limited
MANETs.
Then, with the same network settings, we provide plots of the theoretical and
simulated E2E delay results in Fig. 5.4. It is observed from Fig. 5.4 that all the sim-
ulation results can match the corresponding theoretical curves very nicely, indicating
that: 1) our delay modeling is highly ecient for the delay evaluation in the MANETs
with relay-buer constraint; 2) the theoretical framework is very general since it can
be applied to various network scenarios. Another observation of Fig. 5.4 is that the
packet E2E delay increases sharply as the packet generating rate  approaches a spe-
cic value (e.g., under LS-MAC and case 1, the value is around 0.038), which serves
as an intuitive impression of its corresponding throughput capacity Tc.
5.5.3 Discussions
With the help of our E2E delay modeling framework, we explore how the network
parameters aect the the delay performance of a buer-limited MANET. Without
loss of generality, we consider here a cell-partitioned MANET with LS-MAC.
We rst summarize in Fig. 5.5 that how the expected delivery delay EfDdg varies
with the workload =Tc. A very interesting observation is that under the relay-buer
constraint (Br = 5 and Br = 20), as the workload increases, EfDdg rst increases
to a maximum and then decreases. This is due to the reason that the eects of
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Figure 5.5: Delivery delay vs. workload (=Tc) under dierent settings of relay buer
size. n = 32;m = 4.
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Figure 5.6: E2E delay vs. packet generating rate  under dierent settings of relay
buer size. n = 32;m = 4.
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Figure 5.7: E2E delay vs. relay buer size. n = 32;m = 4.
workload on EfDdg are two folds. On one hand, a larger workload will lead to a
longer relay queue length, which further leads to a higher delay in the relay queue; on
the other hand, a larger workload will lead to a higher ROP, which further leads to
a lower probability that a packet to be delivered by a two-hop way, such that EfDdg
decreases. Since the latter eect, the delivery delay under a small relay buer is lower
than that under a large one.
Fig. 5.6 shows the relationship between the expected E2E delay EfDg and packet
generating rate . We can see that under the relay-buer constraint, as  increases,
EfDg does not increase all the time because the delivery delay will decrease when 
exceeds a specic value, however when  approaches the corresponding throughput
capacity, EfDg increases sharply because the source-queuing delay tends to innity.
It also can be seen that when  is small, EfDg under Br = 5 is smaller than that
under Br = 20, since both of the source-queuing delay under the two settings are
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Figure 5.8: E2E delay vs. packet generating rate  and number of nodes n. Br = 5.
small, but a small relay buer can lead to a small delivery delay. However, with 
getting larger and larger, EfDg under Br = 5 nally exceeds that under Br = 20, and
tends to innity earlier. It indicates that increasing the relay buer size can ensure
the E2E delay limited for a larger region of packet generating rate.
We illustrate in Fig. 5.7 how EfDg varies Br under the settings of (n = 32;m =
4;  = f0:01; 0:02g). According to formula (5.4), Tc = 0:0227 when Br = 1, and Tc
increases as Br increases. Thus, for  = 0:01 which is much smaller than 0:0227,
EfDg increases as Br increases and nally tends to a constant 206:92 which can be
determined by formula (5.18). While for  = 0:02 which is very close to the Tc under
Br = 1, EfDg under Br = 1 is very large. With Br increasing, the corresponding Tc
increases, leading to the EfDg rst decreases, then increases and nally tends to a
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Figure 5.9: E2E delay vs. relay buer size Br and number of nodes n.  = 0:02.
constant 221:65.
We further illustrate in Fig. 5.8 and Fig. 5.9 how EfDg be inuenced by n, where
another parameters of the 3D meshes are  and Br respectively, and the ratio of n to
the number of cells keeps as 2. We can see that the variations of EfDg with n are
complicated, but in general EfDg increases as n increases. A more careful observation
is that when n increases, EfDg rst increases almost linearly when  is much smaller
than Tc, then increases quickly when  approaches Tc. For example, these behaviors
can be found in Fig. 5.8 under  = 0:23 and in Fig. 5.9 under Br = 1.
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5.6 Summary
This chapter developed a very general E2E delay modeling for the MANETs with
relay-buer constraint. We rst applied the xed-point theory to numerically solve
the overowing probability and the stationary OSD of a relay buer. Then, based
on a Bernoulli/Bernoulli queuing model and an absorbing Markov chain model, we
analyzed the source-queuing delay and delivery delay of a packet respectively. Case
studies are further conducted under a fully distributed DCF-style media access mech-
anism. Finally, we provided extensive simulations to demonstrate the eciency and
application of our delay modeling, and discussed some interesting theoretical ndings
about the impacts of network parameters on delay performance.
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CHAPTER VI
Throughput and Delay of MANETs under General
Buer Constraint
In this chapter, we extend our results to the more practical MANETs with a
general buer constraint, i.e., not only the relay-buer constraint but also the source-
buer constraint are considered for the MANET performance study. Notice that in
the previous two chapters, packet loss is avoided by the feedback mechanism so that
the throughput is equal to the packet generating rate  when   Tc. Under the gen-
eral buer constraint, however, packet loss is inevitable since both the source buer
and relay buer are limited. Thus, the achievable throughput under any given packet
generating rate should also be carefully addressed. Based on the Queuing theory and
birth-death chain theory, we rst develop a general theoretical framework to fully de-
pict the source/relay buer occupancy process in such a buer-limited MANET under
both the scenarios with and without feedback. With the help of this framework, we
then derive the exact expressions of achievable throughput, throughput capacity, and
expected E2E delay. We also provide the related theoretical analysis to reveal some
important properties of the network performance. Finally, we present extensive simu-
lation and numerical results to demonstrate the eciency of our theoretical framework
and illustrate our theoretical ndings.
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Figure 6.1: Illustration of general limited-buer constraint.
6.1 General Buer Constraint and Problem Formulation
As illustrated in Fig. 6.1, we consider a general limited-buer constraint, where a
node is equipped with a limited source buer of size Bs and a limited relay buer of
size Br. The source buer is for storing the packets of its own ow (locally generated
packets) and works as a FIFO (rst-in-rst-out) source queue, while the relay buer
is for storing packets of all other n   2 ows and works as n   2 FIFO virtual relay
queues (one queue per ow). When a packet of other ows arrives and the relay buer
is not full, a buer space is dynamically allocated to the corresponding relay queue for
storing this packet; once a head-of-line (HoL) packet departs from its relay queue, this
relay queue releases a buer space to the common relay buer. It is notable that this
buer constraint is general in the sense it covers all the buer constraint assumptions
adopted in available works as special cases, like the innite buer assumption [9, 11{
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13, 22, 23, 29] (Bs !1, Br !1), limited source buer assumption [43] (0  Bs <
1; Br ! 1), and limited relay buer assumption [41, 63, 64] (Bs ! 1; 0  Br <
1).
We show in Fig. 6.2 our overall theoretical framework for MANET performance
modeling under the general buer constraint. We can see from Fig. 6.2 that for the
performance modeling of T , Tc and EfDg, the key issue there is to determine the
occupancy state distributions (OSDs) for both the source and relay buers based on
the basic parameters of fn;Bs; Br; ; psd; psr; prdg. In particular, due to the dier-
ent arrival/departure processes associated with the source buer and relay buer,
a Bernoulli/Bernoulli/1/Bs (B/B/1/Bs) queuing model
1 is applied to characterize
the packet occupancy process in source buer, while a birth-death chain is applied
to model the complex packet occupancy process in relay buer. Finally, the xed-
point (FP) theory is applied to deal with the coupling issue between the occupancy
processes of source buer and relay buer under the scenario with feedback.
1A B/B/1/Bs queue refers to that both the packet arrival and departure are Bernoulli processes,
the number of server is 1 and the buer size is Bs.
61
... relay
n-2
relay
1
dest
...
source queue
dropped packets
at source queue
service process
departurearrival
Figure 6.3: Bernoulli/Bernoulli/1/Bs queuing model for source buer.
6.2 Buer Occupancy Process Analysis
In this section, we conduct the occupancy process analysis for both the source
and relay buers to determine their OSDs, which helps us to derive the performance
metrics of T , Tc and EfDg. Without loss of generality, we focus on a tagged node S,
and consider the scenarios without and with feedback separately.
6.2.1 OSDs under the Scenario without Feedback
6.2.1.1 OSD of Source Buer
Regarding the source buer of node S, since in every time slot a new packet is
generated with probability  and a service opportunity arises with probability s
being determined as
s = psd + psr; (6.1)
the occupancy process of source buer can be modeled as a B/B/1/Bs queue as
illustrated in Fig. 6.3.
Let s(i) denote the probability that there are i packets occupying the source
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buer in the stationary state, then the stationary OSD of the source buer s =
[s(0); s(1);    ; s(Bs)] can be determined as [47]
s(i) =
8>><>>:
1
1  H
 1; i = 0
1
1  
 i
1  sH
 1; 1  i  Bs
(6.2)
where
 =
(1  s)
s(1  ) ; (6.3)
and H is the normalizing constant. Notice that s1 = 1, where 1 is a column vector
of size (Bs + 1) 1 with all elements being 1, we have
s(i) =
8>><>>:
s   
s     Bs ; i = 0
s   
s     Bs
1
1  s 
i: 1  i  Bs
(6.4)
6.2.1.2 OSD of Relay Buer
We continue to analyze the occupancy process of the relay buer in node S. Similar
to the theoretical framework established in Section 4.4, we let Xt denote the number
of packets in the relay buer at time slot t, then the occupancy process of the relay
buer fXt; t = 0; 1; 2;    g can be modeled as a birth-death chain as illustrated in
Fig. 4.3. Let r(i) denote the probability that there are i packets occupying the
relay buer in the stationary state, the stationary OSD of the relay buer r =
[r(0); r(1);    ; r(Br)] is determined as
rP = r; (6.5)
r1 = 1; (6.6)
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where P is the one-step transition matrix of the birth-death chain dened as
P =
266666664
p0;0 p0;1
p1;0 p1;1 p1;2
. . . . . . . . .
pBr;Br 1 pBr;Br
377777775
; (6.7)
and 1 is a column vector of size (Br + 1) 1 with all elements being 1.
Notice that p0;0 = 1   p0;1, pBr;Br = 1   pBr;Br 1 and pi;i = 1   pi;i 1   pi;i+1
for 0 < i < Br, the expressions (6.5) (6.7) indicate that to derive r, we need
to determine the one-step transition probabilities pi;i+1 and pi;i 1. Regarding the
calculation of pi;i 1, from Lemma 1 we have
pi;i 1 = prd  i
n  3 + i ; 1  i  Br: (6.8)
Regarding the calculation of pi;i+1, we can see that pi;i+1 is actually equal to the
packet arrival rate r of the relay buer, so we just need to determine r for the
evaluation of pi;i+1. When S serves as a relay, all other n  2 nodes (except S and its
destination) may forward packets to it. When one of these nodes sends out a packet
from its source buer, it will forward the packet to S with probability psr
s(n 2) . This
is because with probability psr
s
the packet is intended for a relay node, and each of
the n  2 relay nodes are equally likely. Thus,
pi;i+1 = r = (n  2)-s 
psr
s(n  2) ; (6.9)
where -s denotes the packet departure rate of a source buer. Due to the reversibility
of the B/B/1/Bs queue, the packet departure process of the source buer is also a
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Bernoulli process with its departure rate -s being determined as
-s = s (1  s(0)) : (6.10)
Then we have
pi;i+1 = r = psr  (1  s(0)); 0  i  Br   1: (6.11)
By substituting (6.11) and (6.8) into (6.5) and (6.6), we can see that the stationary
OSD of the relay buer is determined as
r(i) =
Ci(1  s(0))i
BrP
k=0
Ck(1  s(0))k
; 0  i  Br (6.12)
where Ci =
 
n 3+i
i

.
6.2.2 OSDs under the Scenario with Feedback
Under the scenario with feedback, node S cannot execute a S-R transmission when
the relay buer of its intended receiver is full (with overowing probability r(Br)),
causing the correlation between the OSD analysis of source buer and that of relay
buer. It is notable, however, the overowing probability r(Br) only aects the
service rate s of the source buer and the arrival rate at the relay buer, while the
occupancy processes of the source buer and relay buer can still be modeled as the
B/B/1/Bs queue and the birth-death chain respectively. Thus, based on the similar
analysis as that in Section 6.2.1, we have the following corollary.
Corollary 7 For the network scenario with feedback, the OSD s of the source buer
and the OSD r of the relay buer are determined as (6.4) and (6.12), where  is
given by (6.3), and the service rate s of the source buer is evaluated as
s = psd + psr  (1  r(Br)): (6.13)
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Proof 8 The proof is given in Appendix C.1.
Corollary 7 indicates that for the evaluation of OSDs s and r, we need to
determine the relay-buer overowing probability r(Br). From formula (6.12) we
have
r(Br) =
CBr(1  s(0))Br
BrP
k=0
Ck(1  s(0))k
; (6.14)
where
s(0) =
s   
s     Bs =
s   
s    

(1 s)
s(1 )
Bs : (6.15)
We can see from (6.13) (6.15) that (6.14) is actually an implicit function of r(Br),
which can be numerically solved by the following xed-point iteration algorithm.
Algorithm 3 Fixed-point iteration under general buer constraint
Require:
Basic network parameters fn;Bs; Br; ; psd; psr; prdg;
Ensure:
Relay-buer overowing probability r(Br);
1: Set x1 = 0 and i = 1;
2: while (xi   xi 1  10 6) _ (i = 1) do
3: i = i+ 1;
4: s = psd + psr  (1  xi 1);
5:  = (1 s)
s(1 ) ;
6: s(0) =
s 
s Bs ;
7: xi =
CBr (1 s(0))Br
BrP
k=0
Ck(1 s(0))k
;
8: end while
9: r(Br) = xi;
10: return r(Br);
6.3 Throughput and Delay Analysis
With the help of OSDs of source buer and relay buer derived in Section 6.2, this
section focuses on the performance analysis of the concerned buer-limited MANET
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in terms of its throughput, expected E2E delay and throughput capacity.
6.3.1 Throughput and Expected E2E Delay
Regarding the throughput and expected E2E delay of a MANET with the general
limited-buer constraint, we have the following theorem.
Theorem VI.1 For a concerned MANET with n nodes, packet generating rate ,
source buer size Bs and relay buer size Br, its per ow throughput T and expected
E2E delay EfDg are given by
T = psd (1  s(0)) + psr (1  s(0)) (1  r(Br)); (6.16)
EfDg = 1 + L

s
s
+
(n  2 + Lr)(1  r(Br))
psd + psr(1  r(Br)) ; (6.17)
where Ls (resp. L

r) denotes the expected number of packets in the source buer (resp.
relay buer) under the condition that the source buer (resp. relay buer) is not full,
which is determined as
Ls =
  BsBs + (Bs   1)Bs+1
(1  )(1  Bs) ; (6.18)
Lr =
1
1  r(Br)
Br 1X
i=0
ir(i); (6.19)
and s is determined by (6.1) and (6.13) for the scenarios without and with feedback
respectively,  , s(0) and r are determined by (6.3), (6.4) and (6.12), respectively.
Proof 9 Let T1 and T2 denote the packet delivery rates at the destination of node S
through the one-hop transmission and the two-hop transmission respectively, then we
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have
T1 = 
-
s 
psd
s
; (6.20)
T2 = 
-
s 
psr (1  r(Br))
s
; (6.21)
where -s denotes the packet departure rate of source buer of S. Substituting (6.10)
into (6.20) and (6.21), then (6.16) follows from T = T1 + T2.
Regarding the expected E2E delay EfDg, we focus on a tagged packet p of node
S and evaluate its expected source-queuing delay EfDsqg and expected delivery delay
EfDdg, respectively. For the evaluation of EfDsqg we have
EfDsqg = L

s
s
: (6.22)
Let s(i) (0  i  Bs   1) denote the probability that there are i packets in the
source buer conditioned on that the source buer is not full, then s(i) is determined
as [47]
s(i) =

(1  )2 
i H 11 ; 0  i  Br   1 (6.23)
where H1 is the normalizing constant. Since
Bs 1P
i=1
s(i) = 1, we have
s(i) =
1  
1  Bs 
i; 0  i  Br   1:
Then Ls is given by
Ls =
Bs 1X
i=0
is(i) =
  BsBs + (Bs   1)Bs+1
(1  )(1  Bs) :
After moving to the HoL in its source buer, packet p will be sent out by node
S with mean service time 1=s, and it may be delivered to its destination directly or
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forwarded to a relay. Let EfDrg denote the expected time that p takes to reach its
destination after it is forwarded to a relay, then we have
EfDdg = 1
s
+
T1
T1 + T2
 0 + T2
T1 + T2
 EfDrg: (6.24)
Based on the OSD r, L

r is given by (6.19). Due to the symmetry of relay queues
in a relay buer, the mean number of packets in one relay queue is Lr=(n   2), and
the service rate of each relay queue is prd=(n   2). Thus, EfDrg can be determined
as
EfDrg =

Lr
n  2 + 1

prd
n  2

: (6.25)
Substituting (6.25) into (6.24), then (6.17) follows from EfDg = EfDsqg+ EfDdg.
Based on the results of Theorem VI.1, we can establish the following corollary
(See Appendix C.2 for the proof).
Corollary 8 For a concerned MANET with the general limited-buer constraint,
adopting the feedback mechanism improves its throughput performance.
6.3.2 Throughput Capacity and Limiting Throughput/Delay
To determine the throughput capacity Tc, we rst need the following lemma (See
Appendix C.3 for the proof).
Lemma 4 For a concerned MANET with the general limited-buer constraint, its
throughput T increases monotonically as the packet generating rate  increases.
Based on Lemma 4, we can establish the following theorem on throughput capac-
ity.
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Theorem VI.2 For a concerned MANET with n nodes, source buer size Bs and
relay buer size Br, its throughput capacity Tc is given by
Tc = psd + psr
Br
n  2 + Br : (6.26)
Proof 10 Lemma 4 indicates that
Tc = max
2(0;1]
T = lim
!1
T: (6.27)
From (6.3), (6.4) and (6.12) we can see that
lim
!1
 = lim
!1
(1  s)
s(1  ) !1;
lim
!1
s(0) = lim
!1
s   
s     Bs = 0: (6.28)
lim
!1
r(Br) =
CBr
BrP
k=0
Ck
=
n  2
n  2 +Br : (6.29)
Combining (6.16), (6.27), (6.28) and (6.29), the expression (6.26) then follows.
Based on the Theorem VI.1 and Theorem VI.2, we have the following corollary re-
garding the limiting T and EfDg as the buer size tends to innity (See Appendix C.4
for the proof).
Corollary 9 For a concerned MANET, its throughput increases as Bs and/or Br
increase, and as Bs and/or Br tend to innity, the corresponding limiting T and
EfDg are determined as (6.28) and (6.29) respectively, where s = minf s ; 1g.
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T =
8>>>>>>>>><>>>>>>>>>:
psd  s + psr 
Br 1P
k=0
Ck
k+1
s
BrP
k=0
Ckks
; Bs !1 (6.30a)
(psd + psr)(1  s(0)); Br !1 (6.30b)
minf; psd + psrg: Bs !1; Br !1 (6.30c)
EfDg =
8>>>>>>>>><>>>>>>>>>:
1; Bs!1; s (6.31a)
1 
s +
(n 2+Lr)(1 r(Br))
psd+psr(1 r(Br)) ; Bs!1; <s (6.31b)
n  2 + s(0)  (1 + Ls)
s(0)  (psd + psr) ; Br!1 (6.31c)
n  1  
psd + psr   ; Bs!1; Br!1; <s(6.31d)
We can see from the Theorem VI.2 that the throughput capacity of the concerned
MANET is the same for both the scenarios with and without feedback, and it is
mainly determined by its relay buer size Br. The Corollary 9 indicates that our
throughput and delay results of (6.16) and (6.17) are general in the sense that as Bs
tends to innity, they reduce to the results in [63, 64], while as both Bs and Br tend
to innity, they reduce to the results in [11].
6.4 Simulation Results
6.4.1 Simulation Settings
To validate our theoretical framework for MANET performance modeling, a sim-
ulator was developed to simulate the packet generating, packet queuing and packet
delivery processes in the cell-partitioned MANETs with LS-MAC and EC-MAC [65],
and the DCF-style mechanism is adopted for the media access control. Each simula-
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Figure 6.4: Performance validation.
tion task runs over a period of 2 108 time slots, and we only collect data from the
last 80% of time slots to ensure the system is in the steady state. In the simulator,
the i.i.d mobility model and random walk model have been implemented.
6.4.2 Validation of Throughput and Delay Results
We summarize in Fig. 6.4 the theoretical/simulation results for throughput and
delay under the above two network scenarios, respectively. For each scenario we
consider the network setting of (n = 72;m = 6; Bs = 5; Br = 5), and for the scenario
with the EC-MAC protocol we set  = 1 and  = 1 there [57]. Notice that the
theoretical results here are obtained by substituting (5.19) and (5.20) (resp. (5.21)
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and (5.22) into the theoretical framework in Fig. 6.2.
Fig. 6.4 shows clearly that the simulation results match well with the theoretical
ones for all the cases considered here, which indicates that our theoretical framework
is applicable to and highly ecient for the performance modeling of dierent buer-
limited MANETs. We can see from Fig. 6.4(a) and Fig. 6.4(c) that for a MANET
with LS-MAC or EC-MAC, as the packet generating rate  increases, the per ow
throughput T increases monotonically and nally converges to its throughput capac-
ity Tc, which agrees with the conclusions of Lemma 4 and Theorem VI.2. Another
interesting observation of Fig. 6.4(a) and Fig. 6.4(c) is that just as predicated by
Corollary 8 and Theorem VI.2, although adopting the feedback mechanism usually
leads to a higher throughput, it does not improve the throughput capacity perfor-
mance.
Regarding the delay performance, we can see from Fig. 6.4(b) and Fig. 6.4(d)
that in a MANET with either LS-MAC or EC-MAC, the behavior of expected E2E
delay EfDg under the scenario without feedback is quite dierent from that under
the scenario with feedback. As  increases, in the scenario without feedback EfDg
rst slightly increases and then decreases monotonically, while in the scenario with
feedback EfDg rst slightly increases, then decreases somewhat and nally increases
monotonically. The results in Fig. 6.4 indicate that although adopting the feedback
mechanism leads to an improvement in per ow throughput, such improvement usu-
ally comes with a cost of a larger E2E delay. This is because that the feedback
mechanism can avoid the packet dropping at a relay node, which contributes to the
throughput improvement but at the same time makes the source/relay buers tend
to be more congested, leading to an increase in delay.
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Figure 6.5: Throughput and delay versus Bs and Br for the network setting of (n =
72, m = 6,  = 0:05).
6.4.3 Discussions
Based on the proposed theoretical framework, we further presents extensive nu-
merical results to illustrate the potential impacts of buer constraint on network
performance. Notice from Section 6.4.2 that the performance behaviors of the LS-
MAC are quite similar to that of the EC-MAC, in the following discussions we only
focus on a MANET with the LS-MAC.
6.4.3.1 Throughput and E2E Delay
We rst summarize in Fig. 6.5 how T and EfDg vary with Bs and Br under the
setting of (n = 72, m = 6,  = 0:05). About the throughput performance, we can see
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from Fig.6.5(a) and Fig.6.5(c) that just as predicated by Corollary 9 and Corollary 8,
T increases as either Bs or Br increases, and the feedback mechanism can lead to an
improvement in T . It is interesting to see that as Bs increases, T under the two sce-
narios without and with feedback converges to two distinct constants determined by
(6.28a). As Br increases, however, T under the two scenarios nally converges to the
same constant determined by (6.28b). Regarding the delay performance, Fig. 6.5(b)
shows that as Bs increases, EfDg under the scenario without feedback quickly con-
verges to a constant determined by (6.29b), while EfDg under the scenario with
feedback monotonically increases to innity, which agrees with the result of (6.29a).
We can see from Fig. 6.5(d) that with the increase of Br, however, EfDg under the
scenario without feedback monotonically increases, while EfDg under the scenario
with feedback rst decreases and then increases. Similar to the throughput behavior
in Fig. 6.5(c), Fig. 6.5(d) shows that as Br increases EfDg under the two scenarios
also converges to the same constant determined by (6.29c).
The results in Fig. 6.5 indicate that Bs and Br have dierent impacts on the
network performance in terms of T and EfDg. In particular, as Bs increases, a
notable performance gap between the scenarios without and with feedback always
exist, where the throughput gap converges to a constant but the corresponding delay
gap tends to innity. As Br increases, however, the performance gap between the
two scenarios tends to decrease to 0, which implies that the benets of adopting
the feedback mechanism are diminishing in MANETs with a large relay buer size.
A further careful observation of Fig. 6.5 indicates that although we can improve the
throughput by increasing Bs or Br, it is more ecient to adopt a large Br rather than
a large Bs for such improvement. For example, under the scenario without feedback,
Fig. 6.5(a) shows that by increasing Bs from 1 to 20, T can be improved from 0:0113
to 0:0120 (with an improvement of 6:19%); while Fig. 6.5(c) shows that by increasing
Br from 1 to 20, T can be improved from 0:0046 to 0:0332 (with an improvement of
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Figure 6.6: Throughput and delay versus (;Bs) and (;Br) for the network setting
of (n = 72, m = 6).
621:74%).
To further illustrate how the impacts of buer size on network performance are
dependent on packet generating rate , we focus on a MANET with feedback and
summarize in Fig. 6.6 how its throughput and delay vary with  and (Bs; Br). We
can see from Fig. 6.6(a) and Fig. 6.6(c) that although in general we can improve T by
increasing either Bs or Br, the degree of such improvement is highly dependent on .
As  increases, the throughput improvement from Br monotonically increases, while
the corresponding improvement from Bs rst increases and then decreases. Fig. 6.6(a)
and Fig. 6.6(c) also show that as  increases, T under dierent settings of Bs nally
converges to the same constant (i.e., Tc given by (6.26)), while T under a given
setting of Br converges to a distinct constant of Tc, which monotonically increases as
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Br increases.
Regarding the joint impacts of  and Bs on delay performance, we can see clearly
from Fig. 6.6(b) that just as discussed in Corollary 9, there exists a threshold of 
beyond which EfDg will increases to innity as Bs increases, while for a given 
less than the threshold, EfDg almost keeps as a constant as Bs increases. About
the joint impacts of  and Br on delay performance, Fig. 6.6(d) shows that for a
given setting of , there also exists a threshold for Br, beyond which EfDg almost
keeps as a constant as Br increases. It is interesting to see that such threshold for Br
and the corresponding delay constant tend to increase as  increases. The results in
Fig. 6.6(d) imply that a bounded EfDg can be always guaranteed in a MANET as
long as its source buer size is limited.
6.4.3.2 Throughput Capacity
We summarize in Fig. 6.7(a) how throughput capacity Tc varies with relay buer
size Br, where two network settings of (n = 72;m = 6) and (n = 200;m = 10)
are considered. Fig. 6.7(a) shows that as Br increases, Tc rst increases quickly and
then gradually converges to a constant psd + psr being determined by (6.26). This
observation indicates that although the throughput capacity can be improved by
adopting a larger relay buer, in practical network design the relay buer size should
be set appropriately according to the requirement on network capacity such that a
graceful tradeo between network performance and networking cost can be achieved.
It can be observed from Fig. 6.7(a) that Tc is also dependent on the number of
nodes n, which motivates us to further explore the scaling law of throughput capacity
in such a buer-limited MANET. Based on (6.26), (5.19) and (5.20), the asymptotic
throughput capacity is given by
lim
n!1
Tc =
1  e d   de d
2d
Br
n  2 +Br ; (6.32)
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where d = n=m2.
From (6.32) we can see that as d tends to either 0 or innity, Tc tends to 0, while
if d is xed, Tc scales as  (Br=n) as both n and m
2 scale up. It is notable that in [41]
an upper bound of throughput (with the notation O) was proposed for a MANET
with limited relay buer, however, the scaling law developed here is an achievable one
(with the notation ), which indicates that to achieve a non-vanishing throughput
capacity in a MANET with the general limited-buer constraint, the relay buer size
Br should grow at least linearly with the number of nodes n. Based on (6.26), we
plot in Fig. 6.7(b) that how Tc scales with n under three typical buer settings, i.e.,
Br is xed as a constant (5 here), Br = n and Br !1. We can see from Fig. 6.7(b)
that in general Tc decreases as n increases, and Tc vanishes to 0 when Br is xed,
while it converges to a non-zero constant when Br = n or Br !1.
6.4.3.3 Two-Hop Relay VS. Multi-Hop Relay
As mentioned in Section 3.2, we adopt the 2HR scheme since it can be imple-
mented easily in a distributed way yet ecient in the sense that it has the capability
of achieving the throughput capacity for many important MANET scenarios. The
more important point is that, under the limited-buer constraint the multi-hop relay
scheme is considered to be inecient mainly due to the following two reasons.
 If we consider the no redundancy case, that is to say, when a relay node A meets
another relay node B, relay A just forwards the original packet to relay B and
do not maintain this packet any more. It would be very inecient because in
a statistical view, the probability that relay A meets the destination is equal
to the probability that relay B meets the destination. Thus, the transmission
from relay A to relay B is meaningless and wastes the precious transmission
opportunity.
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 If we consider the redundancy case, that is to say, when a relay node A meets
another relay node B, relay A forwards the original packet to relay B and mean-
while maintains the copy of this packet. It also would be very inecient in the
sense that it will cause heavy packet dropping problem because of the limited-
buer constraint.
6.5 Summary
This chapter explored the performance modeling for MANETs under the general
limited-buer constraint. In particular, a complete and general theoretical frame-
work was developed to capture the inherent buer occupancy behaviors in such a
MANET, which enables the exact expressions to be derived for some fundamental
network performance metrics, like the achievable throughput, expected E2E delay
and throughput capacity. Some interesting conclusions that can be drawn from this
study are: 1) In general, adopting the feedback mechanism can lead to an improve-
ment in the throughput performance, but such improvement comes with the cost of a
relatively large delay; 2) For the purpose of throughput improvement, it is more e-
cient to adopt a large relay buer rather than a large source buer; 3) The throughput
capacity is dominated by the relay buer size (rather than source buer size) and the
number of nodes; 4) To ensure that a buer-limited MANET is scalable in terms
of throughput capacity, its relay buer size should grow at least linearly with the
number of network nodes.
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CHAPTER VII
Conclusion
This chapter summarizes the thesis and discusses the future research directions.
7.1 Summary of the Thesis
In this thesis, we studied the actual achievable performance of MANETs under
limited-buer constraint. The main contributions are summarized as follows.
 We rst considered the relay-buer constraint and studied the throughput ca-
pacity under a general MANET scenario with the 2HR- scheme. For such a
MANET, we analyzed the relationship between its throughput capacity and the
relay-buer overowing probability. Based on the birth-death chain model, we
developed a general theoretical framework to fully characterize the occupancy
process of the relay buer, which applies to any distributed MAC protocol and
any mobility model that leads to the uniform distribution of node's locations in
steady state. With the help of the proposed theoretical framework, we derived
the throughput capacity of such a MANET in closed-form. Based on the closed-
form expression, we further demonstrated that the throughput capacity can be
improved by adjusting the transmission scheme, and revealed that how set the
optimal transmission control parameter according to the relay buer size.
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 We next developed a theoretical modeling for the delay performance study in
MANETs with relay-buer constraint. Combining the buer occupancy process
analysis, we utilized the xed-point theory to solve the relay-buer overowing
probability under any given packet generating rate, and obtained the corre-
sponding stationary occupancy state distribution. Based on these, we applied
the Bernoulli/Bernoulli queuing model to compute the expected source-queuing
delay, and developed an absorbing Markov chain model to characterize the
packet deliver process for the delivery delay evaluation, such that the exact
expression of the expected E2E delay can be derived.
 We nally extended our results to the MANET scenario with a general buer
constraint, where both the source buer and relay buer are limited, and both
the transmission schemes with and without feedback are considered. We de-
veloped a B/B/1/Bs queuing model and a birth-death chain model to analyze
the occupancy processes of source buer and relay buer, respectively, and ap-
plied the xed-point theory to deal with the coupling issue under the scenario
with feedback, such that the occupancy state distributions of source buer and
relay buer are obtained. Based on these, we derived the exact expressions of
achievable throughput, end-to-end delay and throughput capacity, and revealed
some important features of the concerned MANETs. The theoretical ndings
proposed in the thesis are expected to provide some useful insights into the
practical MANET design, implementation and optimization.
7.2 Future Works
The potential research directions to extend this thesis are summarized as follows.
 The performance study of MANETs conducted in this thesis still relied on
some ideal assumptions. For example, we considered a time-slotted system and
82
assumed that once a node gets access to the wireless channel, it can transmit
a xed amount of data to its receiver. However, the time evolves continuously,
and the distance between a pair of nodes and the corresponding meeting time
(dominated by the speeds and moving directions of the nodes) signicantly
aect the data can be transmitted. Moreover, the time-varying channel fading
could lead to the transmission failure even though some node contends for the
transmission opportunity successfully. Although removing these simplications
will make the performance study of MANET a highly challenging problem, it
always serves as a very appealing future direction and it is really worth making
progress step by step.
 In this thesis, we considered that the packet generating rate of each network
node is the same, which represents a kind of homogeneous trac pattern. With
the homogeneous trac pattern, the network level performance reduces to the
per ow performance such that we can focus on any one ow to conduct anal-
ysis. However, under the heterogeneous trac pattern, the stably supportable
packet generating rate of each node constitute a network level throughput re-
gion. Therefore, the studies of network throughput region and the corresponding
delay performance of MANETs with heterogeneous trac pattern are of great
interest.
 It is notable that in this thesis, only the \fresh" packets could be dropped, i.e.,
packet loss only occurs when a packet is generated by its source node while
the source buer is full, or a packet is delivered to a relay node while the relay
buer is full. However, in some real-time applications such as the battleeld
communications, the information contained in a packet has a period of validity,
exceeding which the information may not be useful anymore. Moreover, in some
cases, dierent packets have dierent priorities according to the importance of
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the contained information. As a result, under the limited-buer constraint,
when the buer resource is fully occupied, designing an ecient packet dropping
strategy could improve the network performance. Therefore, combining the
buer constraint with the considerations of packet lifetime and priority will
provide a more realistic model for MANETs and can be a very interesting
research direction.
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APPENDIX A
Proofs of Chapter IV
A.1 Proof of Lemma 1
Based on the transition scenarios, we can see pi;i+1 is actually equal to the packet
arrival rate r of the relay buer, so we just need to determine r for the evaluation
of pi;i+1. When S serves as a relay, all other n 2 nodes (except S and its destination)
may forward packets to it. When one of these nodes sends out a packet from its source
buer, it will forward the packet to S with probability psr(1 po())
s(n 2) . This is because
with probability psrpo()
s
the packet is intended for a relay node, and each of the n  2
relay nodes are equally likely. Due to the reversibility of the Bernoulli/Bernoulli
queue, the packet departure process of the source buer is also a Bernoulli process
with rate . Thus, we have
r  (1  po()) + 0  po() = (n  2)  psr (1  po())
s()

(n  2)
= s()psr (1  po()) ; (A.1)
pi;i+1 = r = s()  psr:
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Figure A.1: Illustration of state decomposition.
Regarding the evaluation of transition probability pi;i 1, it is notable that pi;i 1
just corresponds to the service rate ir of the relay buer when it is at state i. To
determine ir, we further decompose the state i (i > 0) into i sub-states f(i; l); 1  l 
ig as illustrated in Fig. A.1, where l denotes the number of non-empty relay queues
in the relay buer. Let i;lr denote the service rate of the relay buer when it is at
sub-state (i; l), and let Plji denote the probability that the relay buer is at sub-state
(i; l) conditioned on that the relay buer is at state i, we then have
ir =
iX
l=1
Plji  i;lr : (A.2)
We rst derive the term i;lr in (A.2). Notice that with probability prd the node S
conducts a R-D transmission, and it will equally likely choose one of the n  2 nodes
(expect S and its destination) as its receiver. Thus, when there are l non-empty relay
queues in the relay buer, the corresponding service rate i;lr is determined as
i;lr = l 
prd
n  2 : (A.3)
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To determine the conditional probability Plji, we utilize the following Occupancy
technique [66]. Considering the relay buer at state i, where each of these i buered
packets may be destined for any one of the other n   2 nodes, the number of all
possible cases Ni is determined as
Ni =

n  3 + i
i

: (A.4)
Considering the condition that these i packets are destined for only l dierent nodes,
then the number of possible cases Nlji is determined as
Nlji =

n  2
l



(l   1) + (i  l)
i  l

: (A.5)
Since each of these cases occurs with equal probability, according to the Classical
Probability Plji is then determined as
Plji =
Nlji
Ni
=
 
n 2
l
   i 1
i l
 
n 3+i
i
 : (A.6)
It can be easily veried that
P
li
Plji = 1.
Substituting (A.3) and (A.6) into (A.2), pi;i 1 is determined as
pi;i 1 = ir = prd 
i
n  3 + i ; 1  i  Br:
A.2 Proofs of Corollaries 1, 2 and 3
Proof of Corollary 1: Let sk =
CkkPk
i=0 Cii
, then
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sk+1
sk
=
Ck+1
k+1
Pk
i=0Ci  i
Ckk
Pk+1
i=0 Ci  i
=
Pk
i=0 (n  2 + k)Ci  i+1
1 + k +
Pk
i=0 (k + 1)Ci+1  i+1
;
Since
(k + 1)Ci+1 = (k + 1)
n  2 + i
i+ 1
 Ci;
and
(k + 1)(n  2 + i)  (i+ 1)(n  2 + k) = (n  3)(k   i)  0;
then
(k + 1)Ci+1  (n  2 + k)Ci;
sk+1
sk
< 1;
Substituting the result into (4.11), then Corollary 1 follows.
Proof of Corollary 2: When  = 0:5, then  = 1, and (4.11) is simplied as
Tc = psd + psr
 
1  CBPBr
i=0Ci
!
: (A.7)
Since
BrX
i=0
Ci =
1
(n  3)! [(n  3) (n  4)     1
+ (n  2)     2 +   + (n  3 + Br)     (Br + 1)]
=
1
(n  3)! 
(n  2 +Br)     (Br + 1)
n  2
=

n  2 +Br
Br

; (A.8)
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substituting (A.8) into (A.7), then Corollary 2 the follows.
Proof of Corollary 3: For the case  = 0:5, since lim
Br!1
Br
n 2+Br = 1, substituting
it into (4.15) we have
Tc
=0:5;Br!1
= psd + psr:
For the case  < 0:5, we have  < 1 and
BrX
i=0
Ci  i = 1
(n  3)! 

(n  3)     1 0 + (n  2)     2 1
+   + (n  3 +Br)     (Br + 1) Br

=
1
(n  3)! 
 
n 3 + n 2 +   + n 3+Br(n 3)
=
1
(n  3)! 
 
n 3+BrX
i=0
i
!(n 3)
=
1
(n  3)!

1  n 2+Br
1  
(n 3)
; (A.9)
where f()(k) denotes the k-th order derivative of f(). Since
lim
Br!1
1  n 2+Br = 1;
we have
lim
Br!1
BrX
i=0
Ci  i = 1
(n  3)!

1
1  
(n 3)
=
1
(1  )n 2 ; (A.10)
and then
lim
Br!1
CBr
Br(1  )n 2  lim
Br!1
(Br + n)
nBr
 lim
Br!1
2nBr
nBr : (A.11)
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Since
lim
x!1
xnx = lim
x!1
xn
1

x = lim
x!1
n!
(  ln )n  1

x = 0;
substituting it into (4.11) we have
Tc
<0:5;Br!1
= psd + psr
For the case  > 0:5, we have  > 1 and
1  CBr  
BrPBr
i=0Ci  i
=
PBr 1
i=0 Ci  i
1 + 
PBr 1
i=0 Ci+1  i
=
1
1PBr 1
i=0 Cii
+  
PBr 1
i=0 Ci+1iPBr 1
i=0 Cii
:
Since
lim
Br!1
1PBr 1
i=0 Ci  i
= 0;
lim
Br!1
PBr 1
i=0 Ci+1  iPBr 1
i=0 Ci  i
= 1;
then
lim
>1;Br!1
1  CBr  
BrPBr
i=0Ci  i
=
1

: (A.12)
Substituting it into (4.11) we have
Tc
>0:5;Br!1
= psd + psr
1

= psd + psr

1   = psd + prd:
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A.3 Proof of Corollary 4
Considering  2 (0; 1], the rst order derivative of g() is
g0() =
1
h()2
 fh()[h() + CBr ]  (1 + )CBrh0()| {z }
(a)
g:
For 8n > 3, when Br = 1, (a) is determined as
(a) = ( + n  2)  (1 + )(n  2) = (2   1)  (n  3)  0:
When Br = k, we assume that
(a) = hk(hk + Ck)  (1 + )Ckh0k  0;
where hk and h
0
k are the abbreviations of h() and h
0() under Br = k, respectively.
When Br = k + 1, we have
(a) = hk+1(hk+1 + Ck+1)  (1 + )Ck+1h0k+1
=   (hk + Ck)  [(hk + Ck) + Ck+1]
  (1 + )  Ck+1  [hk + h0k + Ck]
= 2hk(hk + Ck)| {z }
(b1)
+2Ck(hk + Ck) + Ck+1hk| {z }
(c1)
+ CkCk+1| {z }
(d1)
  (1 + )Ck+1hk| {z }
(c2)
  (1 + )Ck+1h0k| {z }
(b2)
  (1 + )CkCk+1| {z }
(d2)
:
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Since
(b1)  (b2) = [hk(hk + Ck)  (1 + )Ck+1h0k]
< [hk(hk + Ck)  (1 + )Ckh0k]  0;
combining (c1),(c2) and (d1),(d2) we have
(a) < 2Ck(hk + Ck)  Ck+1hk   CkCk+1
= (hk + Ck)(
2Ck   Ck+1) < 0:
According to the above mathematical induction, we can conclude that g0() < 0 for
 2 (0; 1) and g0(1)  0. Thus, g() monotonically decreases when  2 (0; 1], so we
know that  > 1 and  = 1
1+ < 0:5.
For the limiting case Br ! 1, from (4.16), (4.22) and (4.23) we can easily see
that jBr!1 = 0:5 and T c jBr!1 = p0+p12d .
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APPENDIX B
Proofs of Chapter V
B.1 Proof of Corollary 6
We let F (s), G(s) denote the sums of innite series
P
i0Ci
i
s and
P
i0 iCi
i
s,
respectively. Notice that F (s) is the Taylor series expansion of (1  s)2 n, then we
have
F (s) =
1
(1  s)n 2 ; (B.1)
G(s) = s  F 0(s) = (n  2) s
(1  s)n 1 : (B.2)
Further we have
lim
Br!1
Lr =
G(s)
F (s)
= (n  2) s
1  s ; (B.3)
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and
lim
Br!1
po = lim
Br!1
CBr  Brs  (1  s)n 2 (B.4)
 lim
Br!1
(Br + n)
nBrs  lim
Br!1
2nBnr 
Br
s (B.5)
= lim
Br!1
n!Brs
(  ln s)n = 0; (B.6)
where (B.6) is obtained by utilizing the L'Ho^pital's rule recursively.
Substituting (B.3) and (B.6) into Theorem V.1, we can obtain (5.17) and (5.18)
directly.
B.2 Proofs of Lemma 2 and Lemma 3
For a cell-partitioned MANET with LS-MAC, the event that node S conducts a
S-D (resp. S-R or R-D) transmission in a time slot can be divided into the following
sub-events: (1) D is (resp. is not) in the same cell with S; (2) other k out of n   2
nodes are in the same cell with S, while the remaining n  2  k nodes are not in this
cell; (3) S contends for the wireless channel access successfully. Thus we have
psd =
n 2X
k=0

n  2
k

(
1
m2
)k+1(1  1
m2
)n 2 k  1
k + 2
=
n 2X
k=0

n  1
k + 1

(
1
m2
)k+1(1  1
m2
)n 2 k  1
k + 2
 
n 3X
k=0

n  2
k + 1

(
1
m2
)k+1(1  1
m2
)n 2 k  1
k + 2
=
m2
n

1  (1  1
m2
)n

  (1  1
m2
)n 1
  m
2   1
n  1

1  (1  1
m2
)n 1

+ (1  1
m2
)n 1
=
m2
n
  m
2   1
n  1 + (
m2   1
n  1  
m2   1
n
)(1  1
m2
)n 1;
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and
psr = prd =
1
2
n 2X
k=1

n  2
k

(
1
m2
)k(1  1
m2
)n 1 k  1
k + 1
=
1
2

m2   1
n  1  
m2
n  1(1 
1
m2
)n   (1  1
m2
)n 1

For a cell-partitioned MANET with EC-MAC, by applying the similar approach
and algebraic operations we have
psd =
1
"2
(
n 2X
k=0

n  2
k

(
1
m2
)k+1(1  1
m2
)n 2 k  1
k + 2
+
n 2X
k=0

n  2
k

(
1
m2
)k+1(1  1
m2
)n 2 k  4v
2   4v
k + 1
)
=
1
"2
(
   m2
n
n  1 +
m2   1  (   1)n
n(n  1) (1 
1
m2
)n 1
)
;
and
psr = prd =
1
2"2
m2    
m2

(
n 2X
k=1

n  2
k

(
1
m2
)k(1  1
m2
)n 2 k  1
k + 1
+
n 2X
k=1

n  2
k

(
   1
m2
)k(
m2    
m2
)n 2 k
)
=
1
2"2

m2    
n  1 (1  (1 
1
m2
)n 1)  (1   
m2
)n 1

:
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APPENDIX C
Proofs of Chapter VI
C.1 Proof of Corollary 7
For the network scenario with feedback, node S cannot execute a S-R transmission
when the relay buer of its intended receiver is full (with overowing probability
r(Br)), thus the service rate s of source buer of node S is given by
s = psd + psr  (1  r(Br)):
Based on the similar analysis as that in Section 6.2.1, the OSD s of source
buer here can also be determined by expression (6.4), and the one-step transition
probabilities of the birth-death chain of relay buer can be determined as
pi;i+1 = r;
pi;i 1 = prd  i
n  3 + i ;
where r denotes the packet arrival rate of the relay buer when the relay buer is
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not full. Regarding the evaluation of r, we have
r  (1  r(Br)) + 0  r(Br) = (n  2)-s 
psr(1  r(Br))
s(n  2) ; (C.1)
) r = -s
psr
s
= psr  (1  s(0)); (C.2)
where -s denotes the packet departure rate of a source buer, and (C.2) follows from
(6.10). Notice that the transition probabilities here are the same as that under the
scenario without feedback, thus the OSD r of the relay buer here can also be
determined by expression (6.12).
C.2 Proof of Corollary 8
From expressions (6.1) and (6.13), we can see that for a given packet generating
rate , the service rate s of the source buer under the scenario with feedback is
smaller than that under the scenario without feedback. From (6.4) we have
@s(0)
@s
=
s   Bs  

1  BsBs 1 @@s

(s   )
(s   Bs)2
=
  Bs  Bs (s )s(1 s)Bs
(s   Bs)2
=
(s   )2
(s   Bs)2  2s  (1  )

Bs 1X
i=1

1 +
i
1  s

 i > 0; (C.3)
which indicates that s(0) under the scenario with feedback is smaller than that under
the scenario without feedback.
We let r = 1
1 s(0) and substitute r into (6.16), then T can be expressed as
T = psd  1
r
+ psr  1
g(r)
; (C.4)
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where g(r) = r 

1 +
CBr
h(r)

and h(r) =
Br 1P
i=0
Cir
Br i. Regarding the derivative of g(r)
we have
g0(r) =
1
h(r)2
fh(r)(h(r) + CBr)  rCBrh0(r)g| {z }
(a)
; (C.5)
where
(a) =
Br 1X
i=0
Cir
Br i 
Br 1X
i=0
Cir
Br i   CBr
Br 1X
i=0
(Br   i)CirBr i
=
BrX
i=1
CBr ir
i 
BrX
i=0
CBr ir
i  
BrX
i=1
iCBrCBr ir
i
=
BrX
i=1
 
i 1X
j=0
CBr jr
jCBr i+jr
i j   iCBrCBr iri
!
+
2BrX
i=Br+1
BrX
j=i Br
CB jrjCB i+jri j
>
BrX
i=1
 
i 1X
j=0
CBr jCBr i+j iCBrCBr i
!
ri>0; (C.6)
here (C.6) follows because that CBr jCBr i+j > CBrCBr i for 0 < j < i.
We can see from (C.3) that s(0) increases as s increases, and from (C.4) (C.6)
that T increases as s(0) decreases. Thus, we can conclude that T under the scenario
with feedback is larger than that under the scenario without feedback, which indicates
that adopting the feedback mechanism improves the throughput performance.
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C.3 Proof of Lemma 4
For the scenario without feedback, we know from (6.4) that
@s(0)
@
=
 s + Bs +
 
Bs + Bs
Bs 1 @
@

(s   )
(s   Bs)2
=
 s + sBs +Bs s 1  Bs
(s   Bs)2
=
 (  s)2
(s   Bs)2  (1  )2  s 
BsX
i=1
i i 1 < 0: (C.7)
Thus, as  increases, s(0) decreases which leads to an increase in T (refer to the
analysis in Appendix C.2).
For the scenario with feedback, as  increases, the MANET tends to be more
congested with a larger r(Br). Thus, we know from (6.13) that the corresponding
s decreases, and then from (C.3) that s(0) decreases, leading to an increase in T .
C.4 Proof of Corollary 9
From an intuitive point of view, a larger buer implies that more packets can be
stored and packet loss can be reduced, thus a higher throughput can be achieved.
More formally, from (6.4) we have
s(0)jBs=K+1   s(0)jBs=K =
K(s   )(   1)
(s   K+1)(s   K) < 0; (C.8)
where (C.8) follows since  > 1 when  > s and  < 1 when  < s. Then we can
conclude that as Bs increases, s(0) decreases, leading to an increase in T .
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Let r = 1
1 s(0) and substituting r into (6.12), then we have
r(Br)jBr=K+1   r(Br)jBr=K
=
CK+1r
 K 1
K+1P
i=0
Cir i
  CKr
 K
KP
i=0
Cir i
=
CK+1r
 K 1
KX
i=0
Cir
 i   CKr K
K+1X
i=0
Cir
 i
| {z }
(b)
K+1P
i=0
Cir i 
KP
i=0
Cir i
;
where
(b)=CK+1r
 K 1
KX
i=0
Cir
 i CKr K
K+1X
i=1
Cir
 i CKr K
<
KX
i=0
(CK+1Ci   CKCi+1) r k i 1 < 0:
Then we can conclude that as Br increases, r(Br) decreases, leading to an increase
in T (refer to expression (6.16)).
Regarding the innite source buer (i.e., Bs ! 1),   1 when   s, and we
have
lim
Bs!1
s(0) = lim
Bs!1
s   
s   Bs = 0;
lim
Bs!1
T = psd + psr 
BrP
k=1
Ck 1
BrP
k=0
Ck
= psd + psr
Br
n  2 + Br = Tc:
According to the Queuing theory [47], for a Bernoulli/Bernoulli queue (i.e., the buer
size is innite), its queue length tends to innity when the corresponding arrival rate
is equal to or larger than the service rate. Thus, we have Ls !1, which leads that
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EfDsqg ! 1 and EfDg ! 1.
When  < s,  < 1, and we have
lim
Bs!1
s(0) = lim
Bs!1
s   
s   Bs = 1 

s
;
lim
Bs!1
T = psd  
s
+ psr 
Br 1P
k=0
Ck(

s
)k+1
BrP
k=0
Ck(

s
)k
:
Based on the analysis in Theorem VI.1, Ls is determined as
lim
Bs!1
Ls = lim
Bs!1
1  
1  Bs
Bs 1X
i=0
i i =

1   : (C.9)
Substituting (C.9) into (6.17) we obtain (6.31b).
Regarding the innite relay buer (i.e., Br !1), from (6.12) and (6.19) we have
lim
Br!1
r(Br) = lim
Br!1
CBr(1  s(0))Br  s(0)n 2 (C.10)
 lim
Br!1
(Br + n)
n(1  s(0))Br
 lim
Br!1
2nBnr (1  s(0))Br
= lim
Br!1
2nn!(1  s(0))Br
(ln 1
1 s(0))
n
= 0; (C.11)
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lim
Br!1
Lr =
P
k0
kCk(1  s(0))kP
k0
Ck(1  s(0))k
=
 (1  s(0)) 
 P
k0
Ck(1  s(0))k
!0
P
k0
Ck(1  s(0))k
=  (1  s(0)) 
 
s(0)
2 n0  s(0)n 2 (C.12)
=
(n  2)(1  s(0))
s(0)
; (C.13)
where (C.10) and (C.12) follow since
P
k0
Ck(1 s(0))k is just the Taylor-series expan-
sion [67] of s(0)
2 n, and (C.11) follows from the L'Ho^pital's rule [67]. Substituting
(C.11) into (6.16) we obtain (6.30b), and substituting (C.11) and (C.13) into (6.17)
we obtain (6.31c).
Regarding the MANET without buer constraint (i.e., Bs ! 1 and Br ! 1),
we can directly obtain (6.30c) and (6.31d) by combining the corresponding results of
the innite source buer scenario and the innite relay buer scenario.
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