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A rather promising result from optical quantum metrology is the ability to achieve sub-shot-
noise performance in transmission/absorption measurements. This is due to the significantly lower
uncertainty in light intensity of quantum beams with respect to their classical counterparts. In this
work, we simulate results from an experiment that uses a multiplexed single-photon source based on
pair generation by continuous spontaneous parametric down conversion (SPDC) and a subsequent
time multiplexing set-up with a binary division strategy [1], considering several types of experimental
losses. In such source, the sub-Poissonian statistics of the output signal is the key for achieving
sub-shot-noise performance. We compare the numerical results with two paradigmatic limits: the
shot-noise limit (achieved with coherent sources) and the ultimate quantum limit (achieved with
an ideal photon-number Fock state). We also investigate conditions in which threshold detectors
can be used and the effect of input light fluctuations in the measurement error. Results show that
sub-shot-noise performance can be achieved, even without using number-resolving detectors, with
improvement factors that range from 1.5 to 2. This technique would allow transmission/absorption
measurements with reasonable uncertainty using ultra-low light intensity and minimum disruption
of biological or other fragile samples.
I. INTRODUCTION
The field of quantum metrology and its applications
in biological sciences [2, 3] is a hot research topic. In
particular, much attention has been paid to the utiliza-
tion of quantum light as a resource for surpassing the
classical limit of precision per unit intensity [4–6]. The
ability to obtain a light source that operates below the
shot-noise limit allows for higher precision measurements
that can improve the image quality of photo-reactive bi-
ological samples, for a given limited level of probe beam
intensity.
This work is devoted to the study of an engineered light
source that emits non-classical light states in the task of
measuring the transmittance of a sample, in order to ob-
tain an enhancement on the precision when compared to
a measurement using classical light. Generally speaking,
the lower the intrinsic uncertainty in the intensity of the
incident light, the better the result will be. The use of low
intensity light sources with sub-Poissonian statistics for
absorption and transmission measurements is a promis-
ing technique for the study of fragile biological samples
and ultra-sensitive materials, since experiments can be
performed with minimum disturbance [7, 8].
The uncertainty of such measurement is given by the
combination of the random fluctuations inherent in the
optical probe beam, and the stochastic nature of the in-
teraction between light and matter within the sampled
object. By modeling two kinds of light sources, such as
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coherent states and Fock or number states, different pre-
cision limits can be obtained. In the former case, using
a light source with Poissonian photon statistics to mea-
sure the transmittance of an object leads to a precision
in the measurement that is bounded by the Shot-Noise
Limit (SNL). Instead, the eventual use of an (ideal) anti-
bunched light source such as a Fock state photon source
gives the Ultimate Quantum Limit (UQL) for the mea-
surement precision, due to the deterministic nature of
the photon number emission. However, a true Fock state
photon source is not yet an available resource.
The challenge is therefore to obtain an engineered light
source with intensity fluctuations below the Poissonian
limit, and to combine it with an adequate choice of an
estimator in order to obtain a measurement scheme that
outperforms the classical one.
Single-photon sources are an interesting option since
an ideal N -photon Fock state as input achieves the same
precision as an ideal single photon input and N repeti-
tions. High photon-number Fock states are not exper-
imentally achievable nowadays, but a great deal of re-
search is currently in progress to obtain devices that de-
liver light pulses carrying a single photon in well-defined
spatio-temporal and polarization modes. Different ap-
proaches rely on either the use of single emitter sources,
or some kind of multiplexing of one or several heralded
photon pair sources based on Spontaneous Parametric
Down Conversion (SPDC). Single emitter sources include
many devices based on fluorescence from atoms, ions
or molecules [9–12] and on different types of “artificial
atoms”. Single photon emission from Nitrogen-vacancy
centers has been extensively reviewed in [13]. Quantum
dots have been known to emit single photons since the
end of the last century [14–18], but the overall efficiency
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2of these sources was prohibitory low. However, by cou-
pling the quantum dots with electrically controlled cav-
ities in deterministically fabricated devices, an enhance-
ment on brightness and purity of these kind of sources
has been obtained, reaching indistinguishabilities above
99.5% and photon extraction efficiencies on the order of
65% [19]. Recently, the effect of imperfections and un-
wanted multi-photon components of such sources on the
quality of the source has been studied both theoretically
and experimentally [20].
Another approach to the single photon source is based
on nonlinear frequency processes such as SPDC or four-
wave mixing, where a pair of photons is produced after
the interaction of one or two pump photons with a ma-
terial with nonlinear dielectric polarization. One of the
output photons is sent to a detector, which heralds with
high probability the presence of the other photon, pro-
vided the two downconverted modes are non-degenerated
in some degree of freedom. State-of-the-art implementa-
tions involve integrated optics devices and heralding effi-
ciencies exceeding 50% [21, 22] and even reaching 90%
[23]. The heralding process removes the zero photon
component of the heralded field, but there is still a non-
negligible probability of generating more than one pair,
that scales with the pump intensity. Since the parametric
downconversion process is probabilistic, there is a trade-
off between the probability of generating a photon and
the fidelity of the output to a single-photon state. By spa-
tially multiplexing several heralded sources [24–30], tem-
porally multiplexing a single source [1, 31–38], or even
combining temporal and spatial multiplexing [39], the
source brightness can be (ideally) arbitrarily increased,
depending on the size of the multiplexing network and
its overall throughput. A comprehensive and updated
review on these kind of sources can be found in [40].
Regarding transmission/absorption measurements,
they have been widely studied in recent years. There
are several different approaches to the task of achieving
the highest possible precision, that rely on different
estimators and light sources, with and without spatial
resolution. Schemes for estimating the transmission of
a sample generally consist in measuring the intensity
attenuation of a light beam traversing it. This can be
done with single beam light sources or with twin-beam
correlated sources. Twin-beams and difference-based
estimators have been used for spatially resolved im-
plementations [41] including the realization of the first
sub-shot-noise wide field microscope in 2017 [42]. The
performance of this estimator depends upon the spatial
resolution and reaches out a factor of improvement in
precision over the SNL of approximately 1.30. Estima-
tors based on the ratio of two correlated beams have
been first proposed in [43] and its recent experimental
implementations use heralded single-photon sources and
achieve a maximum improvement factor of 1.79 [44, 45].
Another estimator based on the ratio of two signals but
with some optimizations is presented in [46], reaching
a maximum improvement factor of 1.46. Recently, a
complete theoretical and experimental study of the
performance of these different estimators was presented
[47].
In this work we propose to use the correlations present
in a photon pair SPDC source to build a specific time
multiplexed single photon source [1, 48] and use it as
input in a direct-type measurement of the transmission.
We compare its performance both with a coherent light
source (with Poissonian statistics, i.e. a “classical” exper-
iment) and a perfect single-photon Fock state.
Another issue to take into account in order to max-
imize measurement precision is the performance of the
detection devices. Photon number resolving detectors
are the ultimate refinement for intensity detection and
constitute the most sophisticated measurement devices
for quantum optics. Different technological approaches
are currently employed to obtain high efficiency detectors
with photon number resolution, such as arrays of multi-
plexed standard detectors [49, 50], Transition Edge Sen-
sors (TES) [51–53], Superconducting Nanowire Photon
Detectors (SNPD) [54–56], and Coupled Charged Devices
(CCDs) with floating-gate amplifiers [57] among them.
However, photon counting detectors with low dark counts
and mid-to-high efficiency such as avalanche photodiodes,
that are unable to resolve the number of detected photons
(threshold detectors) are quite widespread and their use
is very common in research and metrology laboratories.
We therefore study the behavior of a the proposed set-up
under two different detection schemes: number resolving
and threshold detectors.
This paper is organized as follows: in section II we
briefly review the main features of the proposed single-
photon source. Section III is devoted to the discussion
on the different transmission estimators used under the
aforementioned detection conditions, and the discussion
on the expected advantage that can be obtained with the
single-photon source. In section IV we analyse the effect
of fluctuations on the transmission estimation when the
sources are fed with a photon pair source with super-
Poissonian photon statistics. Final remarks and com-
ments regarding the prospective for the use of single-
photon sources to obtain quantum advantage on trans-
mission measurements are pointed out in section V.
II. BINARY-TIME MULTIPLEXED
SINGLE-PHOTON SOURCE
The sub-Poissonian light source model studied
herein is named Binary-time Multiplexed Single-Photon
(BinMux-SP) source. This device is based on photon
pair generation by SPDC and a time multiplexing stage
that both raises the single-photon probability and syn-
chronizes the output state to an external clock signal.
It specifically consists of a periodically poled nonlin-
ear crystal (PPNL) as a single heralded photon source
and a network of fiber optic components that conform
the time multiplexing stage (Fig. 1). This array has
3several possible fiber paths with different lengths, that
consequently impose different temporal delays to the sig-
nal photon. Which-path decision is made by a timing
circuit, based on the information given by the detection
of the idler photon. Given the external clock signal with
period T , the time multiplexing stage locates the signal
photon (within a fixed short temporal window ∆t) and
re-routes it to the output, synchronized to the clock tick.
The time multiplexing network is binary-divided with
m possible delay stages, each one with a duration of
(2(i−1)∆t), i ∈ {1, · · · ,m}. Active switching of this
stages allows for compensation of a temporal mismatch
(between the photon and the clock) up to T = (2m −
1)∆t. A detailed description of the source can be found
in [1], and the effect of non-ideal components such as op-
tical losses, detector dark counts and detector efficiency
was presented in [48].
The minimum correcting time ∆t is set by the coher-
ence length of the photon pair and eventually by the
photo-detection jitter at the heralding side. The effi-
cacy of the setup as a sub-Poissonian photon gun relies
on the ability to obtain a high probability of detecting
at least one photon during the total synchronization in-
terval T - thus minimizing the zero-photon component of
the distribution- together with a low probability of multi-
photon occurrence within a single temporal window ∆t.
Optimum conditions for fixed number of delay stages (or
correction stages) and loss can be obtained by adjusting
the input mean photon pair number µ from the SPDC
source.
PPNL crystal 
Heralding
detector
OUT
Idler
Signal
Binary-divided optical
delays
Optical delay
Timing circuit
Filters
m = 1 m = 3
Figure 1. General scheme of the Binary-time Multiplexed
Single-Photon (BinMux-SP) source. It consist of a photon
pair generation stage, based on SPDC in a periodically poled
nonlinear crystal (PPNL), and a time multiplexing stage that
both raises the single-photon probability and synchronizes the
output photon to an external clock signal. The latter stage is
based on an array of several fiber optic possible paths, each
one imposing a different temporal delay to the signal photon,
whose presence is heralded by the detection of the idler.
III. TRANSMISSION ESTIMATORS
The performance of the different estimators (Tˆ ) of a
given parameter (t) can be compared by computing their
expected value, and their mean squared error (MSE).
These quantities depend on the random variable k that
is being measured and its probability distribution P (k)
[58, 59]:
E(Tˆ ) =
∑
k
Tˆ (k)P (k), (1)
MSE(Tˆ ) =
∑
k
[Tˆ (k)− t]2P (k), (2)
for discrete probability distributions. Throughout this
work, k represents the number of detected events on each
experiment. The benefit of using the MSE over the vari-
ance (Var(Tˆ ) =
∑
k[Tˆ (k)− E(Tˆ )]2P (k)), is that it takes
into account both the precision and the accuracy of the
estimator. This quantities enable us to simulate the per-
formance of the estimators using the real value of the
parameter.
Following the strategy of using many single photons in-
stead of a large number Fock state as input, we study the
performance of the BinMux-SP in a direct single beam
transmission measurement scheme, like the one depicted
in Fig. 2. We compare its performance by replacing the
BinMux-SP with a coherent state source and with a per-
fect single-photon Fock state. We consider an optical loss
of 0.9 for the coherent and BinMux-SP cases, while we
use a lossless channel for the Fock state source. The ef-
ficiency of the detectors (η) is, in all cases, considered to
be always 0.9.
Light
source
Sample
Detection Optical
loss t
Figure 2. General scheme for a direct transmission measure-
ment: a light source sends a beam through the sample and
the transmitted light is detected afterwards. The detector effi-
ciency is η = 0.9 and it may or may not have number-resolving
capacity. Lenses and other optical elements can impose an ad-
ditional loss between the source and the sample. The source
studied in this work is the proposed Binary-time Multiplexed
Single-Photon source, which is also benchmarked against a
coherent source with Poissonian photon statistics and a per-
fect single-photon Fock state. For the non-ideal sources we
consider an optical loss of 0.9, while we do not consider any
optical loss for the ideal Fock-state photon source.
In what follows we introduce transmission estimators
both for number-resolving (NR) and for threshold detec-
tors. Throughout the work we assign the SNL perfor-
mance to the coherent state photon source illuminating
a translucent sample and using a number-resolving de-
tector, and the UQL performance with the single-photon
Fock state which —given its nature— does not change
with the choice of the detector.
A. Estimators for number-resolving detectors
When using number-resolving detectors, the measured
random variable is the number of photons. For the three
4different sources considered in this work, the probability
distributions are: Poissonian in the coherent case, sub-
Poissonian in BinMux-SP [48] and a perfect number state
-with null variance- in the single-photon Fock case.
The general form of the transmission estimators for
each case are:
Coherent: Tˆnrc (kc) =
kc
η ∗ 〈nc〉 . (3)
BinMux-SP: Tˆnrb (kb) =
kb
η ∗ 〈nb〉 . (4)
Fock: Tˆnrf (kf ) =
kf
ηNin
. (5)
The measured number of photons in the experiments
with coherent, BinMux-SP and Fock sources is kc, kb and
kf respectively; η is the detector efficiency (which is set to
0.9 throughout the simulations), 〈n〉 is the mean number
of photons incident to the sample and Nin is the incident
exact number of photons in the case of Fock states. In
particular, we set Nin = 1 (perfect single-photon) and for
the coherent and BinMux-SP sources: 〈nc〉 = 〈nb〉 = 1.
We considered ν = 200 number of repetitions of the
experiment, in order to reduce the uncertanty of the mea-
surement to reasonable values (considering the low light
intensity with only one trial the relative error is high).
The first important property of these estimators is that
they are accurate (or unbiased) for all three sources: the
expected value is equal to the transmission parameter,
which also means that the MSE is equal to the variance.
To easily visualize the improvement factor, we compute
the ratio between the MSE of the coherent source (what
we call the SNL) to the MSE of each source [Fig. 3 (A)].
For the BinMux-SP, we studied the performance of differ-
ent amount of correction stagesm (sec. II). Analysing the
ratios enables for a quick check of the quantum advan-
tage (ratio > 1) and also independence from the number
of repetitions (ν). Repetitions only raise the precision
equally for all sources (in the case of unbiased estima-
tors), reducing the variance by a factor ν. The MSE as
a function of the transmission alone can be observed in
Fig. 3 (B), for ν = 200.
It is clear that for the case of the BinMux-SP source,
there is an advantage over the shot-noise limit for the
complete transmission range. Different amount of m
stages have different performances; since the loss intro-
duced by the optical components eventually limits the
performance of the source, the maximum ratio is ob-
tained for m = 2. Regarding the absolute value of the
MSE (or variance, in this case), it can be further reduced
by increasing the number of repetitions ν. It is important
to note that these estimators approach the limit imposed
by the Cramér-Rao bound for the variance [60]. There-
fore, the estimator is close to optimum for the probability
distribution of the BinMux-SP source.
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Figure 3. (A) MSE ratio between the coherent source (SNL)
and the BinMux-SP (with 1 to 6 correction stages m) or the
single-photon Fock state (UQL). (B) MSE for the SNL, the
BinMux-SP source and the UQL. Both graphs correspond to
ν = 200 repetitions and number-resolving detectors. Input
mean photon numbers are: 〈nc〉 = 〈nb〉 = 1.
B. Threshold detectors
Even though there has been substantial attention
and significant progress in the development of photon
number-resolving detectors [61], they are still expensive
and resource-demanding pieces of equipment. Standard
photon counting devices with binary output (detection-
no detection) are quite common in quantum optics and
metrology laboratories. It is therefore interesting to
study the changes introduced by replacing the number-
resolving detectors with threshold detectors, considering
the high efficiencies achieved [62] and the low intensity
working scenario.
By replacing the number-resolving detectors, the mea-
sured random variable changes from number of photons
to detector clicks, each one of them triggered by the ar-
rival of one o more photons.
The previous estimators (eqs. 3 - 5) can be adapted in
a straightforward fashion: in this condition kt represents
the total number of clicks after the sample and 〈nt〉 the
mean number of clicks without sample, in ν repetitions
of the experiment.
Coherent: Tˆ tc (k
t
c) =
ktc
〈ntc〉
. (6)
BinMux-SP: Tˆ tb (k
t
b) =
ktb
〈ntb〉
. (7)
Fock: Tˆ tf (k
t
f ) =
ktf
ηNin
. (8)
The probability distributions of kt are now binomials
B(kt|pclick, ν), with ν trials, kt successes and a probabil-
ity of success per trial pclick. These probabilities can be
calculated as:
5Coherent: pclickc =
∑
i≥1
[1−B(0|tη, i)]P (i). (9)
BinMux-SP: pclickb =
∑
i≥1
[1−B(0|tη, i)]Pb(i). (10)
Fock: pclickf = tη. (11)
P (i) is the Poisson probability mass function for i
photons and Pb(i) is the probability mass function of
emitting i photons of the BinMux-SP [48]. For each
source, these pclick probabilities correspond to the chance
of emitting i photons and at least one of them being de-
tected, taking into account losses, sample transmission
and detector efficiency. Because of the nature of the de-
tection process, an increase of the multi-photon emission
probability of the source lowers the correlation between
a single-photon and a click.
As expected, these estimators are biased for the coher-
ent and the BinMux-SP cases, and unbiased for the Fock
states. This can be seen in Fig. 4, which shows the dif-
ference between the mean of the estimator and the true
value of the transmission.
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Figure 4. Difference between the mean of the estimator and
the transmission as a function of the latter for the three
sources (coherent, BinMux-SP and single-photon Fock states
(UQL)) for ν = 200 repetitions, using threshold detectors.
Input mean photon numbers are: 〈nc〉 = 〈nb〉 = 1.
The sub-Poissonian statistics of the BinMux-SP source
is responsible for the reduced bias in the estimators. This
behaviour can be observed in the MSE ratios and in the
MSE alone shown in Fig. 5 (A) and (B).
In this case, using the BinMux-SP source is favorable
only for a limited range of transmissions close to the
transparent t = 1 limit. However, in this region the per-
formance of the SNL can be significantly improved (in
some cases with a ratio higher than 2). Additionally, it
is always a better alternative than using a coherent source
with a threshold detector. It is also worth to note that
for high transmissions, an advantage over the SNL can
be obtained by using a threshold detector with the coher-
ent state. This is due to the variance-reduction effect of
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Figure 5. (A) MSE ratios for the threshold detection case.
The reference curve (from which the ratios are computed) is
again the one obtained using a coherent source with number-
resolving detectors (SNL). The dark green curve corresponds
to the coherent source, yellow-to-red curves for the BinMux-
SP (using up to six correction stages m) and the black curve
is the MSE ratio for a single-photon Fock state (UQL). (B)
MSE for the same three sources, together with the SNL ref-
erence (light green curve) for direct comparison. Both plots
correspond to ν = 200 repetitions and input mean photon
numbers 〈nc〉 = 〈nb〉 = 1.
the binarization introduced by the threshold detection,
which has only two possible outcomes: click or no-click
[63].
However, unlike the case of unbiased estimators, it is
not possible to arbitrarily reduce the MSE by increasing
the number of repetitions ν. The MSE has a fundamental
limit, given by the inaccuracy of the estimators: it can
not be smaller than the squared of the difference between
the mean and the parameter (Fig. 4). However, since
the estimator is not biased for t = 0 and t = 1, a good
performance can always be achieved for high values of
transmission.
Even though a fair comparison with the single-photon
Fock state would correspond to input mean photon num-
bers of 〈nc〉 = 〈nb〉 = 1, and given that the bias in the
threshold estimators is mainly due to the multi-photon
components of the statistics, it is interesting to explore
the performance of the estimators for lower values of in-
tensity. In the next section we study how this results are
changed when working at different input intensities.
C. Lower light intensity regimes
Lowering the mean number of photons in order to re-
duce the amount of multi-photon emission is a common
strategy when using a source of weak coherent pulses.
The sub-Poissonian nature of the BinMux-SP statistics
also guarantees a more efficient response to this ac-
tion, showing an improved reduction on the multi-photon
pulses compared to that of the coherent source. The re-
sults obtained in the performance of the estimators by
changing the mean photon number incident to the sam-
ple (〈n〉) are shown in [Fig. 6] for a transmission t = 0.8
6and for ν = 200 repetitions of the experiment.
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Figure 6. MSE ratio for a t = 0.8 sample transmission as
a function of the input mean number of photons (〈n〉) for:
(A) the threshold estimators and (B) the number-resolving
estimators. These results are for ν = 200. The relative MSE
for the best performances of each estimator is added to the
graph. The vertical axis is shared.
Although for an input mean photon number of 1 the es-
timators with threshold detectors do not present any en-
hancement over the SNL (for t = 0.8), an advantage can
be still obtained for lower intensities. Indeed, MSE ra-
tios of ∼ 1.5 can be achieved, which is very similar to the
best performance available with number-resolving detec-
tors. It is interesting to note that, for this transmission
range and number of repetitions, the coherent source with
threshold detection barely outperforms the SNL between
0 and 0.4 mean photon number. This analysis enables
a rapid visualization for deciding which combination of
number of correcting stages m on the BinMux-SP source
and input mean photon number is convenient to use, for
a given value of transmission.
It has to be kept in mind that the estimators for thresh-
old detectors are indeed biased; the improvement of their
performance is therefore limited by the asymptotic limit
imposed by their inaccuracy, while the number-resolving
detector estimators only get more precise. In Fig. 7 we
present the asymptotic minimum relative MSE achiev-
able per transmission value, for three representative val-
ues of input mean photon number, both for the coherent
and the BinMux-SP sources.
These values of MSE can be accessed by performing
a very large number of repetitions; in this situation the
inaccuracy eventually dominates over the precision. As
expected, the MSE% is greatly influenced by the intensity
used. The enhancement obtained with the use of the
BinMux-SP source over a coherent source is present for
all transmissions in all three values of 〈n〉. In this case,
for a transmission of 0.6, just by using the BinMux-SP
source over the coherent source, a threefold increase can
be obtained.
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Figure 7. Asymptotic minimum relative MSE [%] achievable
as a function of the transmission. These values correspond
to an infinite number of repetitions ν and are thus caused by
the inaccuracy of the estimators. Solid line corresponds to
the BinMux-SP source and the dashed line to the coherent
source.
IV. EFFECT OF FLUCTUATIONS IN THE
INPUT LIGHT SOURCE
Both the BinMux-SP and the coherent sources are fed
with a light source with Poisson statistics; in the coherent
case it is the source itself, whereas the BinMux-SP is
based on a parametric fluorescence photon pair source,
which for practical purposes, shows Poissonian statistics
on the pair emission. In order to test the robustness of
the transmission measurement against fluctuations of the
Poissonian light source (which would result in a super-
Poissonian source) we consider the mean photon number
µ as a random variable with Gaussian statistics.
The mean value of this distribution is the one that ful-
fills the condition of light intensity incident on the sam-
ple (which for the following discussion is chosen to be
〈nc〉 = 〈nc〉 = 0.5), and the standard deviation corre-
sponds to a certain percentage of the mean. We let this
deviation vary from 0 to 60% (σ = aµ, a ∈ {0, · · · , 0.6}).
The estimator MSE for a transmission t = 0.8 as a
function of the size of the fluctuations (i.e. a in %) for
both types of detectors is shown in Fig. 8, for two repre-
sentative amounts of correction stagesm for the BinMux-
SP.
Since the reference beam in this direct type of measure-
ments is computed without fluctuations (or considering a
significant amount of integration time that ensures com-
pensation), the larger the fluctuations, the greater is the
observed MSE; this is primarily because of the bias in-
troduced in the measurement. While for the coherent
source in the number-resolving case the MSE at maxi-
mum fluctuation is 3.4 times its original value, for m = 5
BinMux-SP it is 2.1. This effect is slightly reduced when
using threshold detectors due to the variance reduction
introduced (referred to in section III B).
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Figure 8. Estimator MSE for (A) the number-resolving de-
tectors and (B) the threshold detectors, as a function of the
amount of fluctuation present in the incident light (the stan-
dard deviation as a percentage of the mean). The solid line
corresponds to the mean MSE (obtained over 50 rounds)
whereas the shaded region shows the 68 % confidence inter-
val. The behavior with m = 3 and m = 5 correcting stages
is shown. Figures at the right of each plot correspond to the
confidence interval for the maximum fluctuation considered.
At the same time, the width of the 68 % confidence in-
terval is larger (and it spreads more with increasing fluc-
tuations) for the coherent source than for the BinMux-
SP source, for both types of detectors. In the NR case,
it increases from 0.3 × 10−2 to 1.2 × 10−2 in the coher-
ent source, while from 0.3 × 10−2 to 0.4 × 10−2 for the
(m = 5) BinMux-SP. In the threshold case, the BinMux-
SP (m = 5) increases from 0.2 × 10−2 to 0.5 × 10−2
whereas the coherent source from 0.3×10−2 to 1.1×10−2.
These results show that the effect of raising the single-
photon probability introduced by the time multiplex-
ing stage in the BinMux-SP source, also guarantees a
more robust output flux against fluctuations of the pump
power intensity. This is mainly due to the fact that
less intensity is required at the input to achieve a cer-
tain mean number of photons at the output, an ef-
fect that increases with increasing number of correcting
stage. Taking into account that perfect Poissonian coher-
ent sources (that would require perfectly intensity stable
laser sources) are not experimentally abundant, this fea-
ture of the BinMux-SP source is of great importance.
V. FINAL REMARKS AND DISCUSSION
In this work we propose the use of a specific single-
photon source (BinMux-SP) as input for transmis-
sion/absorption measurements and we study its perfor-
mance in obtaining a quantum enhancement in such
tasks.
Perfect number Fock states can achieve the ultimate
quantum limit in this type of measurements, but rep-
resent a technological challenge, even more so for large
numbers. The proposed strategy is to approach an ν
number perfect Fock state using single-photon states gen-
erated from the BinMux-SP source as input and perform-
ing ν repetitions.
We propose a direct measurement scheme, compar-
ing the number of photons detected with and without
sample. Due to the single-photon nature of the sources,
we have built estimators for both number-resolving and
threshold detectors. Working with threshold detectors
and achieving sub-shot-noise performance is a desirable
goal due to their widespread usage in quantum optics and
metrology laboratories. We compare the performance of
the BinMux-SP source with that of a perfect single pho-
ton Fock state (UQL) and that of a weak coherent pulse
source with Poissonian statistics.
In terms of accuracy, the number-resolving detectors
are unbiased, as opposed to the threshold detectors. This
states that while the precision may be arbitrarily reduced
by the the number of repetitions in the number-resolving
case, a fundamental limit exists in the threshold case.
Nonetheless, the bias is non-trivially reduced to zero for
t = 1, indicating that an acceptable performance can still
be obtained for low absorption samples. Explicitly, for
a transmission t = 0.98, an enhancement factor of 2.2
over the SNL can be achieved with ν = 200 repetitions
and 〈nb〉 = 1 using the BinMux-SP source with threshold
detectors. This measurement implies a relative MSE of
5%.
For other values of transmission, such as t = 0.8, in
order to reduce the effect of the bias it is convenient to
work at even lower mean photon numbers, such as 〈nb〉 =
0.5. With such figures, an enhancement factor of 1.4 with
a relative MSE of 3.1% can be achieved with ν = 2000
repetitions.
In the number-resolving case, for a transmissions of t =
0.98 and t = 0.8, maximum enhancement factors of 1.6
and 1.45 can be achieved respectively, using 〈nb〉 = 0.6.
The relative MSE can be arbitrarily reduced, due to the
zero bias of the estimators.
Taking into account that perfect Poissonian sources are
not easy to build, in section IV we showed that the perfor-
mance of a temporally multiplexed single-photon source
is less influenced by super-Poissonian fluctuations than
that of the coherent source. This is an interesting result
for real-life imperfect experimental implementations.
The results presented in this work encourage the use
of single-photon sources as suitable input beams for
transmission estimation, while achieving a large quan-
tum enhancement. Particularly, this study of the per-
formance of the BinMux-SP source taking into account
a several experimental imperfections shows that single-
photon sources built from SPDC and time multiplex-
ing strategies represent a valid, cost-effective and room-
temperature alternative to other single-photon sources.
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