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The differential equation 
Y(lz) + P(X)Y = 0 (1) 
is said to be nonoscillatory if none of its solutions has an infinite number of 
zeros on the interval [O, w). In [l], N e h ari has shown that if p(x) is positive 
and nonincreasing on [0, co) and if 
s 
m pl/“(x) *In/s)-1 dx ( a (2) 
0 
for some s E [l, n], then Eq. (1) is nonoscillatory. 
For the equation 
y* + P(X)Y = 0 (3) 
with monotonic p(x), condition (2) shows that either 1” A&C) dx < co or 
J” Pi/” dx < 03 is sufficient for nonoscillation. This latter criterion 
was first proved by Leighton in [2]. The former is a known criterion (e.g. 
[3, p. 1141) for the nonoscillation of (3) which suffices even without the mono- 
tonicity requirement W?(X). Thus the question arises as to just when is mono- 
tonicity essential in Nehari’s theorem. The answer is given in the following 
result. 
THEOREM. There is no s E [I, 21 other than s = 1 for which the criterion 
f  
; p”‘“(x) x (Z/d-l dx < ~0, (4) 
by itself, is a su@ient condition for the nonoscillation of 
Y” + P(XlY = 0, 
where p(x) is positive on [0, a). 
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To see that this is so we will construct, for s E (1,2], a function p(x) such 
that (3) is oscillatory and yet (4) holds. We define p(x) in terms of two sequen- 
ces (6s and (an) by 
1 if x E [a, - B,-, , an. + 6,], 
p(x) = 10 otherwise, 
n = 1,2, 3 ,..., 
where 
and 
6, = 1, 0, = 1/(1/n”““-1’) for n = 1, 2, 3 ,..., (5) 
a, = 0, a,+i = a, + 28, + 2jtan B, for n = 1,2, 3,... . 
Because p(x) takes only the values 0 and 1, the solutions of (3) are obtained by 
patching together cosine curves and straight lines. It is easy to see that the 
solution satisfying y(0) = 1, y’(0) = 0 has infinitely many zeros on [O, ~a). 
Hence all solutions of (3) h ave infinitely many zeros; i.e., Eq. (3) is oscillatory. 
Thus, we have only to show that p(x) satisfies (4). 
From the way we defined p(x), we have 
s mpl/“(x) x(2fsb-l ,& = ; +‘f fs+en xWsl-l & 0 n-2 %--8,-l 
d Gj + 2 (a, + O,)czf+l(@, + 8,-,) 
n=2 
< i + 2 $ (2a,)(2fs)-pB,, 
12=2 
= i + h g (an+1)(2fs)-10, . 
It-1 
For 1 < s < 2, we have the estimates 
< (4rzj6,J(2fs’-16,a = kz,h3-2fs, 
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where, in the last equality, we used (5). Since 3 - 2/s > 1, the last sum in (6) 
is finite, and therefore the proof of the theorem is complete except for the 
positivity of p(x). 
The solution we constructed oscillates between +1 and -1. Hence, if 
we perturb p(x) over each interval on which it is zero by redefining it there 
to be a positive constant, the perturbed solution will, by continuity, also 
oscillate if these constants are sufficiently small. The same condition, i.e. 
that the constants be small enough, will also ensure that (4) is still satisfied. 
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