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FACTORIZATIONS INDUCED BY COMPLETE
NEVANLINNA-PICK FACTORS
ALEXANDRU ALEMAN, MICHAEL HARTZ, JOHN E. MCCARTHY,
AND STEFAN RICHTER
Abstract. We prove a factorization theorem for reproducing ker-
nel Hilbert spaces whose kernel has a normalized complete Nevanlinna-
Pick factor. This result relates the functions in the original space
to pointwise multipliers determined by the Nevanlinna-Pick kernel
and has a number of interesting applications. For example, for a
large class of spaces including Dirichlet and Drury-Arveson spaces,
we construct for every function f in the space a pluriharmonic ma-
jorant of |f |2 with the property that whenever the majorant is
bounded, the corresponding function f is a pointwise multiplier.
1. Introduction
Let Ω be a nonempty set and let E be a separable Hilbert space. A
function κ : Ω×Ω→ B(E) is called positive definite, if whenever n ∈ N
and w1, ...wn ∈ Ω and x1, ..., xn ∈ E , then
∑n
i,j=1〈κ(wj, wi)xi, xj〉 ≥ 0.
If κ is positive definite, then we write κw(z) = κ(z, w) >> 0. We note
that such κ is positive definite, if and only if there is an auxiliary Hilbert
space C and a function K : Ω→ B(C, E) such that κw(z) = K(z)K(w)∗
for all z, w ∈ Ω (see [2], Theorem 2.62).
If kw(z) is a scalar-valued reproducing kernel and if IE denotes the
identity operator on E , then kw(z)IE is a positive definite operator-
valued kernel. It is the reproducing kernel for the space Hk(E) which
consists of all functions F : Ω→ E such that for each x ∈ E the function
Fx(z) = 〈F (z), x〉E is in Hk and such that ‖F‖2Hk(E) =
∑
n ‖Fen‖2Hk <
∞, where {en} is an orthonormal basis for E . It is easy to show that
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the expression for ‖F‖Hk(E) is independent of the choice of orthonormal
basis, and that for each F ∈ Hk(E), x ∈ E , and z ∈ Ω one has kzx ∈
Hk(E) and 〈F (z), x〉E = 〈F, kzx〉Hk(E). It follows that the set of finite
linear combinations of functions of the form kzx, z ∈ Ω, x ∈ E , is dense
in Hk(E). Of course, the map: f ⊗ x 7→ fx extends to be a Hilbert
space isomorphism between Hk ⊗ E and Hk(E), but for this paper we
prefer the standpoint of E-valued functions.
If kw(z) and sw(z) are reproducing kernels on Ω and if C and D are
separable Hilbert spaces, then Mult(Hs(D),Hk(C)) is the collection of
functions Φ : Ω → B(D, C) such that (MΦF )(z) = Φ(z)F (z) defines a
bounded operator MΦ : Hs(D) → Hk(C). It is easy to check that for
Φ ∈ Mult(Hs(D),Hk(C)) one has
(1.1) M∗Φ(kwx) = swΦ(w)
∗x
for all x ∈ C and w ∈ Ω. Moreover, the multipliers Φ with ‖MΦ‖ ≤ A
are characterized by
(1.2) A2ICkw(z)− Φ(z)Φ∗(w)sw(z) >> 0,
since it is equivalent to ‖M∗Φf‖Hs(D) ≤ A‖f‖Hk(C), for a dense subset
of Hk(C).
As usual, Mult(H,H) is denoted by Mult(H). Each ϕ ∈ Mult(Hk)
defines a bounded operator on Hk(E), (MϕF )(z) = ϕ(z)F (z) and
‖ϕ‖Mult(H) = ‖Mϕ‖B(Hk(E)), the norm of Mϕ acting on Hk. We will
refer to such Mϕ ∈ B(Hk(E)) as scalar multiplication operators.
The central role in this work is played by scalar reproducing kernels
s : Ω× Ω→ C, of the form
(1.3) sw(z) =
1
1−∑∞n=1 un(z)un(w) =
1
1− u(z)u∗(w) ,
where un : Ω → C, satisfy un(z0) = 0 for each n ∈ N, and some fixed
point z0 ∈ Ω. Moreover, u : Ω → B(l2,C) denotes the corresponding
row operator-valued function. By a theorem of Agler and McCarthy
[1] it follows that these are precisely the normalized (sz0 = 1) repro-
ducing kernels with the complete Nevanlinna-Pick property, such that
the Hilbert space Hs is separable. This class of kernels is well-known
and extensively studied. A comprehensive treatment can be found in
[2]. The standard definition based on finite interpolation problems is
deferred to the preliminary Section 2. The normalization point z0 will
be fixed for the rest of the paper, and throughout we shall refer to such
kernels as normalized CNP kernels. Clearly, the positivity of s implies
that u(z) is a strict contraction when z ∈ Ω. The first examples that
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come to mind are when Ω = Bd, the unit ball in C
d, d ∈ N, z0 = 0, and
sw(z) =
1
1−〈z,w〉 . If d = 1, Hs is the standard Hardy space H2, while
for d > 1, Hs is called the Drury-Arveson space and is denoted by H2d ,
but the list of examples is much larger. It includes weighted Dirichlet
spaces in one variable, weighted Besov spaces in one or several variables
(on Bd), and even Sobolev spaces (see [2] for more examples).
The present paper is concerned with reproducing kernel Hilbert spaces
Hk(E), with the property that the kernel k has a normalized CNP
factor, i.e.
(1.4) k = sg,
where s is a normalized CNP kernel and g is positive definite. It turns
out that this condition is fulfilled for a large class of kernels, for ex-
ample Hardy and weighted Bergman spaces on Bd, or the polydisc
Bd1, of course Hs itself, or more generally, Hst , t ≥ 1. In Section 2 we
shall show that whenever Mult(Hk) contains non-constant elements the
kernel k has a nontrivial normalized CNP factor. Our purpose is to es-
tablish a factorization result for functions in Hk(E) which is motivated
by a simple observation. If we assume that
kw(z) = sw(z)G(z)G
∗(w), sw =
1
1− u(z)u∗(w) ,
with z, w ∈ Ω, G(z) ∈ B(C,C), u(z) ∈ B(l2,C), it is not difficult to
verify G ∈ Mult(Hs(C),Hk), u ∈ Mult(Hs(l2),Hs) and that both have
multiplier norm at most 1. This leads to the factorization
kw =
ϕ
1− ψ ,
where ϕ(z) = G(z)G(w)∗ ∈ Mult(Hs,Hk), ψ(z) = u(z)u(w)∗ ∈ Mult(Hs)
are multipliers with ψ(z0) = 0, ‖ψ‖Mult(Hs) ≤ 1.
Our main theorem shows that this factorization continues to hold for
arbitrary elements of Hk(E), and establishes a sharp estimate for the
multiplier norms involved. Somewhat surprisingly, our factorization is
unique for elements of unit norm.
Theorem 1.1. Let Ω be a non-empty set, z0 ∈ Ω. Let kw(z) be a repro-
ducing kernel on Ω that can be factored in the form kw(z) = sw(z)gw(z)
where sw(z) is a normalized CNP kernel with sz0 = 1 and gw(z) >> 0.
(i) For F : Ω→ E , the following are equivalent:
(a) F ∈ Hk(E) with ‖F‖Hk(E) ≤ 1,
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(b) There is a ψ ∈ Mult(Hs) with ψ(z0) = 0 and a Φ ∈ Mult(Hs,Hk(E))
such that
‖ψh‖2Hs + ‖Φh‖2Hk(E) ≤ ‖h‖2Hs for all h ∈ Hs,
and F (z) = 1
1−ψ(z)Φ(z) for all z ∈ Ω.
(ii) If F ∈ Hk(E) with ‖F‖Hk(E) = 1, then the factorization given in (b)
is unique. In fact, sz ∈ Mult(Hk(E)), and if VF (z) = 2〈F, szF 〉Hk(E) −
1, z ∈ Ω, then Re VF ≥ 0 in Ω and (b) holds with
ψ =
VF − 1
VF + 1
, Φ =
2
VF + 1
F.
From [4, Lemma 1] it follows that if ψ is the multiplier given in part (i)
of the theorem then 1−ψ is cyclic, i.e. the multiplier-invariant subspace
generated by this function equals Hs. It will also turn out from the
proof that if ‖F‖Hk(E) < 1, the factorization is far from unique. In fact
if (b) holds, the restriction imposed on ‖F‖Hk(E) is related only to the
condition ψ(z0) = 0. Our argument shows (see Proposition 3.5 below)
that without this condition the factorization F = 1
1−ψΦ with Φ, ψ as
above, holds true for an arbitrary F ∈ Hk(E).
In the case when k = s and E = C, the factorization in (b) was recently
proved in [4]. The result was previously shown for the Drury-Arveson
space on Bd, by Alpay, Bolotnikov and Kaptanog˘lu [6, Theorem 10.3]
while for the Dirichlet space, the corresponding question was posed in
[24, Section 3] and at the end of [17]. The proof of the result in [4] re-
lies on an appropriate version of Leech’s theorem, and at the beginning
of Section 3 we shall briefly indicate how one can use that method to
extend the result to the setting considered here. However, our proof
of Theorem 1.1 follows a different path, namely the one suggested by
part (ii). The argument is based on an idea of Sarason (see [25, 26])
and further developments in [15] and will be presented in Section 3. It
leads to a constructive approach which has a number of interesting ap-
plications given in Section 4. The function VF defined in part (ii) of the
main theorem plays a crucial role for our development, and it will be
called the Sarason function of F . Its real part behaves similarly to the
well known least harmonic majorant from the theory of Hardy spaces.
We remark that in the case when k = s and E = C, this argument also
provides a more explicit construction of the factorization in the main
result of [4].
In Section 4 we show that multiplier-invariant subspaces in Hk are gen-
erated by functions in Mult(Hs,Hk), that extremal functions in Hk(E)
belong to Mult(Hs,Hk(E)), and derive a pointwise estimate for these
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functions. These recover some results in [19] and in the recent paper
[8], but apply to other situations as well. The Sarason function of an
extremal element is constant equal to 1 in Ω, and motivated by this ob-
servation we continue the investigation of Mult(Hs,Hk(E)) in terms of
this object. It turns out that if the one-function corona theorem holds
in Mult(Hs), then F ∈ Mult(Hs,Hk(E)) whenever VF is bounded in Ω.
One of our main applications shows that for a large class of kernels k
the same conclusion holds under the weaker assumption that the real
part of the Sarason function is bounded. The corresponding class of
spaces Hk contains Bergman, Hardy and weighted Besov spaces on the
ball or polydisc, in particular the Drury-Arveson spaces H2d , d ∈ N. In
all of these cases, our Theorem 4.5 together with Corollary 3.3 show a
surprising analogy to the classical H2-case:
The real part of the Sarason function of F is a majorant of sz(z)
kz(z)
‖F (z)‖2E
(in most cases pluriharmonic), such that whenever this majorant is
bounded, F belongs to Mult(Hs,Hk). The converse of this statement
fails to be true. Based on the work of Shimorin ([28],[30]), we construct
multipliers of the standard weighted Dirichlet spaces on the unit disc
whose Sarason functions have unbounded real part.
Our theorem about multipliers applies also to Carleson embeddings.
More precisely, in the special case when Hk is a weighted Bergman
space and F = 1 this extends to the general context a sufficient con-
dition for such embeddings obtained recently in [12] for the Dirichlet
space. As pointed out above, in Section 2 we gather some useful pre-
liminary results.
2. Preliminaries
2.1. The complete Nevanlinna-Pick property. Given a reproduc-
ing kernel s on the non-void set Ω, we say that s is a complete Nevanlinna-
Pick kernel if Hs has the following property: For every r ∈ N and every
finite collection of points z1, . . . , zn ∈ X and matrices W1, . . . ,Wn ∈
Mr(C), positivity of the nr × nr-block matrix[
s(zi, zj)(ICr −WiW ∗j )
]n
i,j=1
implies that there exists u ∈ Mult(Hs(Cr)) of norm at most 1 such
that
u(zi) = Wi (i = 1, . . . , n).
Such kernels were characterized by a theorem of Quiggin [20] and Mc-
Cullough [18]. Complete Nevanlinna-Pick kernels s can be normalized
at any point provided that sw(z) 6= 0 for all z, w ∈ Ω (see [2, Section
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2.6]). However, in this paper we shall only use the form (1.3) which
follows from the Agler-McCarthy theorem in [1]. For further purposes
we record an elementary result whose proof is included for the sake of
completeness.
Lemma 2.1. If s is a normalized CNP kernel with
sw(z) =
1
1−∑∞n=1 un(z)un(w) ,
where un : Ω→ C and un(z0) = 0, then:
(i) un ∈ Mult(Hs) for each n ∈ N and if hn ∈ Hs, then
‖
∑
n
unhn‖2 ≤
∑
n
‖hn‖2.
(ii) I −∑iMuiM∗ui = P0, where P0 is the projection onto sz0 = 1, i.e.
h−∑iMuiM∗uih = h(z0) for all h ∈ Hs.
Proof. (i) From the identity
(1−
∑
n
unun(w))sw = sz0 = 1 >> 0,
we see that (1.2) holds with A = 1 and Φ : Ω → B(l2,C), Φ(z)(xn) =∑
n un(z)xn. (ii) holds for reproducing kernels, hence it holds for all
functions in Hs because the span of reproducing kernels is dense in Hs
and the operator on the right hand side is bounded. The second part
of (ii) is just a reformulation of the first. 
2.2. Kernels with a CNP factor. The simplest examples of kernels
k with the normalized CNP factor s are given by k = st, t ≥ 1. Note
that if s = 1
1−uu∗ and 0 < t < 1, then
st =
∑
ak(t)(uu
∗)k,
with ak(t) > 0, hence s
t, 0 < t < 1 is positive definite. Then st is
positive definite for all t > 0 by the Schur product theorem.
The most general condition for a factorization of the form (1.4) is as
follows.
Lemma 2.2. Let s be a normalized CNP kernel with sw(z) =
1
1−u(z)u∗(w) ,
with u(z) ∈ B(l2,C). The kernel k can be factored as k = sg with g
positive definite if and only if u ∈ Mult(Hk(l2),Hk) with ‖Mu‖ ≤ 1.
In this case Mult(Hs(E)) is contractively contained in Mult(Hk(E)).
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Proof. To see the first part, use the identity
(I − u(z)u∗(w))kw(z) = 1
sw(z)
kw(z),
to conclude that k/s is positive definite if and only if the left hand side is
and then apply (1.2). For the second part, note that if ϕ ∈ Mult(Hs(E))
with ‖Mϕ‖ = 1 then (IE − ϕ(z)ϕ∗(w))sw(z) >> 0, hence by the Schur
product theorem
(IE − ϕ(z)ϕ∗(w))sw(z)gw(z) = (IE − ϕ(z)ϕ(w)∗)kw(z) >> 0.

It is interesting to note that the second part of the lemma can be used to
characterize complete Nevanlinna-Pick kernels (see [9, Theorem 4.4]).
With the result in hand we can list some further examples of kernels
with a normalized CNP factor. Recall that a d-contraction on the
Hilbert space H is a commuting tuple (T1, . . . , Td), Tj ∈ B(H), with∑d
j=1 TjT
∗
j ≤ I.
Corollary 2.3. (i) If Mult(Hk(l2),Hk) contains a nonzero element
u = (un)n≥1 of norm at most 1 with u(z0) = 0 and sw(z) = 11−∑∞n=1 un(z)un(w)
,
then k/s >> 0.
(ii) Let Ω = Bd, d ∈ N and assume that multiplication by the coordi-
nates forms a d-contraction on Hk. If s = 11−〈z,w〉 then k/s >> 0.
(iii) If the assumption in (ii) holds for d = 1, i.e. multiplication by
the identity function is a contraction on Hk, then for every normal-
ized CNP kernel s such that Hs consists of analytic functions, we have
k/s >> 0.
Proof. (i) and (ii) follow directly from Lemma 2.2. (iii) Let s be a
normalized CNP kernel with sw(z) =
1
1−∑∞n=1 un(z)un(w)
, where each un
is analytic. Write k/s = (k/s0)(s0/s), where s0 is the Szego¨ kernel. By
the Schur product theorem it suffices to show that s0/s >> 0, since
s/s0 >> 0 follows from the assumption. This is obviously equivalent
to the operator inequality
∞∑
n=1
MunM
∗
un ≤ I
in H2. But in this space we have
∞∑
n=1
MunM
∗
un ≤
∞∑
n=1
M∗unMun
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and the right hand side is just the Toeplitz operator with symbol∑∞
n=1 |un|2 ≤ 1, i.e.
∞∑
n=1
M∗unMun ≤ I.

Other examples are provided by the following result.
Proposition 2.4. Let s be a normalized CNP kernel on Ω and k be
a reproducing kernel with k/s >> 0. If M is a closed subspace of Hk
which is invariant for Mult(Hs), then the reproducing kernel kM of M
satisfies kM/s >> 0.
Proof. If sw(z) =
1
1−∑∞n=1 un(z)un(w)
then by Lemma 2.1 and Lemma 2.2
we have that
∞∑
n=1
‖unhn‖2Hk ≤
∞∑
n=1
‖hn‖2Hk
if hn ∈ Hk, in particular if hn ∈ M. Thus Mu : M(l2) → M is a
contraction and the result follows by another application of Lemma
2.2. 
3. Proof of the main result
Before we give the actual proof we shall discuss briefly some related
ideas as well as the motivation for our approach.
3.1. (a) ⇒ (b) via Leech’s theorem. As pointed out in the Intro-
duction, this part of Theorem 1.1, that is, the representation F =
1
1−ψΦ, where ‖F‖Hs(E) ≤ 1, ψ ∈ Mult(Hs) with ψ(z0) = 0 and Φ ∈
Mult(Hs,Hk(E)) with
‖ψh‖2Hs + ‖Φh‖2Hk(E) ≤ ‖h‖2Hs for all h ∈ Hs,
can be proved with the method in [4] and we shall describe briefly this
approach.
In [4] the factorization theorem is proved in the scalar case and when
k = s with help of an appropriate version of Leech’s theorem, which
is the implication (i) ⇒ (ii) of [2, Theorem 8.57]. This can easily be
adapted for normalized CNP kernels. A careful inspection of the ar-
gument shows that it extends to the vector-valued case as well. More-
over, even if the approach is not constructive, the method gives the
multiplier-norm estimates when k = s.
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The general case of a kernel k with k/s >> 0, where s is a normalized
CNP kernel, can be deduced as follows. Let
(3.1) kw(z) = sw(z)G(z)G
∗(w),
with G : Ω→ B(C,C) and define G˜ : Ω→ B(C ⊗ E , E) by
G˜(z)(x⊗ y) = (G(z)x)y.
Observe first that G˜ is a contractive multiplier from Hs(C ⊗ E) into
Hk(E). Indeed, G˜(z)∗y = G(z)∗ ⊗ y, hence from (3.1) it follows that
the map defined on a spanning set byM∗
G˜
(kzy) = sz(G(z)
∗⊗y) extends
to an isometric operator M∗
G˜
: Hk(E)→Hs(C ⊗ E). Thus M∗∗G˜ =MG˜ :Hs(C ⊗ E)→Hk(E) is a contraction which proves the claim.
Now let F ∈ Hk(E) with ‖F‖Hk(E) ≤ 1, and let H = M∗G˜F . Then
H ∈ Hs(C ⊗ E), ‖H‖Hs(C⊗E) ≤ 1, and F = MG˜H , because M∗G˜ is
an isometry. By the previous discussion, there are ψ ∈ Mult(Hs) and
Γ ∈ Mult(Hs,Hs(C⊗E)) such that ψ(z0) = 0, ‖ψh‖2+‖Γh‖2 ≤ ‖h‖2 for
every h ∈ Hs and H(z) = 11−ψ(z)Γ(z), which gives F (z) = 11−ψ(z)Φ(z)
with
(3.2) Φ(z) = G˜(z)Γ(z),
and the result follows from the fact that G˜ is a contractive multiplier
from Hs(C ⊗ E) into Hk(E).
As the following result shows, this reasoning leads to additional in-
formation about the factorization in Theorem 1.1. For simplicity, we
shall consider only the scalar-valued case.
Corollary 3.1. Let s be a normalized CNP kernel on Ω and let k = sg,
with
gw(z) =
∞∑
n=0
gn(z)gn(w).
A function f belongs to the unit ball of Hk if and only if there exist
ψ, ϕn ∈ Mult(Hs), n ≥ 1, with ψ(z0) = 0 and
‖ψh‖2Hs +
∑
n
‖ϕnh‖2Hs ≤ ‖h‖2Hs, h ∈ Hs,
such that
f =
∑
n gnϕn
1− ψ .
Proof. This is a direct application of Theorem 1.1 (i) together with the
equality (3.2). Here E = C and Γ becomes an element of Mult(Hs,Hs(l2)).

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Some concrete examples of this type are discussed in Section 4.
3.2. The constructive approach. As already mentioned, our ap-
proach is different and it is based on an idea of Sarason [25, 26] which
was further developed in [15]. Here is a short motivation for it. Recall
from Lemma 2.2 that for each z ∈ Ω, sz ∈ Mult(Hk(E)). Therefore,
for F ∈ Hk(E), the Sarason function of F
(3.3) VF (z) = 2〈F, szF 〉Hk(E) − ‖F‖2Hk(E), z ∈ Ω,
is well defined. A straightforward computation shows that if s is the
Szego¨ kernel and k = s then Re VF is just the Poisson integral of ‖F‖2E ,
hence it satisfies
0 ≤ ‖F (z)‖2E ≤ Re VF (z).
It is the least harmonic majorant of ‖F‖E . A remarkable fact proved
in [15, Section 2] is that this inequality continues to hold for arbitrary
normalized CNP kernels s, more precisely
(3.4) 0 ≤ ‖F (z)‖2E ≤
‖szF‖2Hs(E)
‖sz‖2 ≤ Re VF (z),
in particular, Re VF is a majorant of ‖F‖E as well. Moreover, if Ω ⊂
Cd, Hs consists of analytic functions, VF is harmonic when d = 1, or
pluriharmonic when d > 1. Now assume that ‖F‖Hs(E) = 1, set ψ =
VF−1
VF+1
, Φ = 2
VF+1
F . Then ψ(z0) = 0, F =
1
1−ψΦ and a straightforward
computation shows that
|ψ(z)|2 + ‖Φ(z)‖2E =
|VF (z)|2 − 2 Re VF (z) + 1 + 4‖F (z)‖2E
|VF + 1|2 ≤ 1.
For example, if E = C and M(Hs) = H∞ with equality of norms, then
this proves part of our main theorem, and in fact for a single function
f ∈ H2 this proof was given by Sarason in [25, 26]. In the general case
considered here, pointwise estimates as above cannot lead to a proof of
the main theorem. However, the intuition behind our approach is the
argument outlined here.
3.3. The proof of Theorem 1.1. For the remainder of this section,
let k and s be reproducing kernels on Ω as in the statement of The-
orem 1.1, i.e. s is a CNP kernel, normalized at z0, and k = sg with
g >> 0. The key step is the following far-reaching generalization of
the inequality (3.4).
Lemma 3.2. Let F ∈ Hk(E). Then
〈swF, F 〉Hk(E) + 〈F, szF 〉Hk(E) − ‖F‖2Hk(E) −
〈swF, szF 〉Hk(E)
sw(z)
>> 0.
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Proof. Let sw(z) =
1
1−uw(z) with uw(z) =
∑
n un(w)un(z), un(z0) = 0
for all n. Then 1
sw(z)
= 1− uw(z) and hence
〈swF, F 〉Hk(E) + 〈F, szF 〉Hk(E) − ‖F‖2Hk(E) −
〈swF, szF 〉Hk(E)
sw(z)
(3.5)
= uw(z)〈swF, szF 〉Hk(E) − 〈(sw − 1)F, (sz − 1)F 〉Hk(E).
Let z1, ..., zk ∈ Ω, a1, ..., ak ∈ C, set h =
∑k
i=1 aiszi , and hn =
∑
i aiun(zi)szi
for n = 1, 2, .... Then h, hn ∈ Mult(Hs) ⊂ Mult(Hk(E)),∑
n
‖hnF‖2Hk(E) =
∑
n
‖
∑
i
aiun(zi)sziF‖2Hk(E)
=
∑
i,j
aiajuzi(zj)〈sziF, szjF 〉Hk(E).
Moreover, since h− h(z0) =
∑
i ai(szi − 1),
‖(h− h(z0))F‖2Hk(E) =
∑
i,j
aiaj〈(szi − 1)F, (szj − 1)F 〉Hk(E).
By Lemma 2.1 (ii) we have h− h(z0) =
∑
nMunM
∗
unh =
∑
n unhn and
hence by Lemma 2.2
‖(h− h(z0))F‖2Hk(E) = ‖
∑
n
un(hnF )‖2Hk(E) ≤
∑
n
‖hnF‖2Hk(E).
Thus, by (3.5)
∑
i,j
aiaj
(
〈sziF, F 〉Hk(E) + 〈F, szjF 〉Hk(E) − ‖F‖2Hk(E) −
〈sziF, szjF 〉Hk(E)
szi(zj)
)
=
∑
i,j
aiaj
(
uzi(zj)〈sziF, szjF 〉Hk(E) − 〈(szi − 1)F, (szj − 1)F 〉Hk(E)
)
=
∑
n
‖hnF‖2Hk(E) − ‖(h− h(z0))F‖2Hk(E) ≥ 0.

An immediate application of the lemma yields the general version of
the inequality (3.4).
Corollary 3.3. Let s, k be reproducing kernels on the nonempty set Ω
such that s is a normalized CNP kernel and k = sg with g >> 0. Let
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F ∈ Hk(E) and let VF be the Sarason function of F given by (3.3).
Then
sz(z)
kz(z)
‖F (z)‖2E ≤ Re VF (z).
Proof. Apply Lemma 3.2 to obtain
VF (z) + VF (w)
2
− 〈swF, szF 〉Hk(E)
sw(z)
>> 0.
For z = w ∈ Ω this gives
‖szF‖2Hk(E)
sz(z)
≤ ReVF (z),
and the standard estimate
sz(z)
2‖F (z)‖2E ≤ kz(z)‖szF‖2Hk ,
gives the inequality in the statement. 
Our next step relates the positivity result in Lemma 3.2 to the multiplier-
norm estimates in Theorem 1.1
Lemma 3.4. Let f1, . . . , fN ∈ Hk be finite linear combinations of re-
producing kernels in Hk, let {en} be an orthonormal basis in E and
set
F (z) =
N∑
n=1
fn(z)en.
Then F ∈ Mult(Hs,Hk(E)) and its Sarason function VF belongs to
Mult(Hs). Moreover, if h ∈ Hs then
(3.6) ‖hF‖2Hk(E) ≤ Re 〈VFh, h〉Hs,
and if a ∈ C, Re a > 0,
(3.7) ‖(VF − a)h‖2Hs + 4Re a ‖hF‖2Hk(E) ≤ ‖(VF + a)h‖2Hs .
Proof. When F has the special form given in the statement, its Sarason
function can be written as
VF (z) = 2
m∑
i,j=1
cijkzi(zj)szi(z)− ‖F‖2Hk(E)
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for a suitable choice of scalars cij, which implies that VF ∈ Mult(Hs).
If h =
∑
i aiszi, then h ∈ Mult(Hk) and (3.6) is equivalent to∑
i,j
aiaj〈sziF, szjF 〉Hk(E) ≤
1
2
∑
i,j
aiajszi(zj)(VF (zj) + VF (zi))
=
∑
i,j
aiajszi(zj)(〈F, szjF 〉Hk(E) + 〈sziF, F 〉Hk(E) − ‖F‖2Hk(E))
and the inequality follows by an application of Lemma 3.2 and the Schur
product theorem. Moreover, (3.7) is just a reformulation of (3.6), since
‖(VF + a)h‖2Hs − ‖(VF − a)h‖2Hs = 4Re aRe〈VFh, h〉Hs.
Finally, (3.6) together with the fact that finite linear combinations of re-
producing kernels inHs are dense inHs, shows that F ∈ Mult(Hs,Hk(E)),
and that both inequalities hold for arbitrary h ∈ Hs. 
We can now prove the factorization in Theorem 1.1 (ii) in a slightly
more general form, which turns out to be useful in applications.
Proposition 3.5. Let F ∈ Hk(E) and let a ∈ C with Re a > 0. If VF
is the Sarason function of F ,
ψa =
VF − a
VF + a
, Φa =
2
VF + a
F,
then F = Re a
1−ψaΦa, ψa ∈ Mult(Hs), Φa ∈ Mult(Hs,Hk(E)) with
‖ψah‖2Hs + Re a‖Φah‖2Hk(E) ≤ ‖h‖2Hs, h ∈ Hs.
Proof. Assume first that F has the form in Lemma 3.4 and recall from
the lemma that in this case VF ∈ Mult(Hs). If h = (VF + a)u with
u ∈ Hs, the inequality (3.7) applied to u can be rewritten as∥∥∥∥VF − aVF + ah
∥∥∥∥
2
Hs
+ Re a
∥∥∥∥ 2VF + aFh
∥∥∥∥
2
Hk(E)
≤ ‖h‖2Hs,
which is precisely the inequality in the statement. We claim thatMVF+a
has dense range. Indeed, if h ∈ (MVF+aHs)⊥, then
〈(MVF+a +M∗VF+a)h, h〉Hs = 0,
and by (3.6) it follows that
0 = Re〈(VF + a)h, h〉Hs ≥ ‖h‖2HsRe a+ ‖Fh‖2Hk(E),
which implies that h = 0 and proves the claim. Thus for F as above we
obtain that ψa ∈ Mult(Hs), Φa ∈ Mult(Hs,Hk(E)), and the inequality
in the statement holds for all h ∈ Hs.
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Clearly, every F ∈ Hk(E) can be approximated in Hk(E) by a se-
quence (FN) as above and from the previous argument we have that
ψNa =
VFN−a
VFN+a
∈ Mult(Hs), (
√
Re a)ΦNa =
2
√
Re a
VFN+a
FN ∈ Mult(Hs,Hk(E))
are contractive multipliers. Also note that (VFN ) converges pointwise
to VF in Ω.
Then for h ∈ Hs, (ψNa h) converges weakly in Hs to ψah. Similarly,
(ΦNa h) converges weakly in Hk(E) to Φah, because the sequence is
bounded and satisfies
lim
N→∞
〈ΦNa h, kze〉Hk(E) = lim
N→∞
2
VFN (z) + a
〈FN(z), e〉E = 〈Φah, kze〉Hk(E),
for all z ∈ Ω, e ∈ E . Thus (ψNa h,ΦNa h) converges weakly in Hs⊕Hk(E)
which implies
‖ψah‖2Hs+Re a‖Φah‖2Hk(E) ≤ lim infN→∞ (‖ψ
N
a h‖2Hs+Re a‖ΦNa h‖2Hk(E)) ≤ ‖h‖2Hs ,
and completes the proof. 
Note that the factorization holds without any assumption on ‖F‖Hk(E),
but we do not control the value ψa(z0).
The factorization in Theorem 1.1 (ii) is a direct application. If ‖F‖Hk(E) =
1, the result is obtained for a = 1, ψ = ψ1, Φ = Φ1. Note that since
VF (z0) = 1, we have ψ(z0) = 0. For ‖F‖Hk(E) < 1, the factorization,
and hence the implication (a) ⇒ (b) in Theorem 1.1 (i), is obtained as
follows.
Let w ∈ Ω and apply the previous argument to the function
Fw =

F,
√
1− ‖F‖2Hk(E)
kw(w)
kw

 ∈ Hk(E ⊕ C),
which has unit norm in the space above. The Sarason function of FW
is
VFw = VF + (1− ‖F‖2Hk(E))(2sw − 1),
and if
ψw =
VFw − 1
VFw + 1
, Φw =
2
VFw + 1
Fw,
we obtain F = 1
1−ψwPEΦw. Moreover, it is easy to verify that if w,w
′ ∈
Ω with sw 6= sw′, the corresponding factorizations are different.
In order to complete the proof of Theorem 1.1 we need to verify the
implication (b)⇒ (a) together with the uniqueness of the factorization
in the case when ‖F‖Hk(E) = 1. The argument is based on the following
lemma which contains a useful approximation result.
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Lemma 3.6. Let ψ ∈ Mult(Hs), Φ ∈ Mult(Hs,Hk(E)), and assume
that
(3.8) ‖ψh‖2Hs + ‖Φh‖2Hk(E) ≤ ‖h‖2Hs, h ∈ Hs.
(i) For 0 < r < 1, the function F r = Φ
1−rψ belongs to Mult(Hs,Hk(E))
and satisfies
(3.9) ‖F rh‖2Hk(E) ≤ Re
〈
1 + rψ
1− rψh, h
〉
Hs
, h ∈ Hs.
(ii) If |ψ(z0)| < 1, F r converges weakly in Hk(E) to F = Φ1−ψ when
r → 1−, and we have
sw(z)
(
1 + ψ(z)
1− ψ(z) +
1 + ψ(w)
1− ψ(w)
)
− 2〈swF, szF 〉Hk(E) >> 0, z, w ∈ Ω.
Proof. (i) Fix 0 < r < 1. From (3.8) it follows that ψ ∈ Mult(Hs)
is contractive, i.e. 1
1−rψ ∈ Mult(Hs). Since Φ ∈ Mult(Hs,Hk(E)) and
F r = Φ
1−rψ we obtain that F
r ∈ Mult(Hs,Hk(E)). Moreover, (3.8) also
implies that
r2‖ψh‖2Hs + ‖Φh‖2Hk(E) ≤ ‖h‖2Hs, h ∈ Hs,
and when applied to (1− rψ)−1h it yields
‖F rh‖2Hk(E) ≤
∥∥∥∥ 11− rψh
∥∥∥∥
2
−
∥∥∥∥ rψ1− rψh
∥∥∥∥
2
.
Then the result follows from 1+rψ
1−rψ − 1 = 2rψ1−rψ , 1+rψ1−rψ + 1 = 21−rψ .
(ii) We have that F r(z) → F (z) when r → 1−, and an application
of (i) with h = 1 = sz0 , gives ‖F r‖Hk(E) ≤ 1+|ψ(z0)|1−|ψ(z0)| which shows that
F r → F weakly in Hk(E) when r → 1−. To see the second assertion,
let h ∈ Hs with
h =
n∑
i=1
aiszi ,
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and apply again (i) to obtain
n∑
i,j=1
aiaj〈sziF, szjF 〉Hk(E) = ‖hF‖2Hk(E) ≤ lim infr→1− ‖hF
r‖2Hk(E)
≤ lim sup
r→1−
Re
〈
1 + rψ
1− rψh, h
〉
Hs
=
n∑
i,j=1
aiaj
1
2
szi(zj)
(
1 + ψ(zj)
1− ψ(zj) +
1 + ψ(zi)
1− ψ(zi)
)
,
which completes the proof. 
An immediate consequence is the implication (b)⇒ (a) in Theorem 1.1
(i). Indeed, if (b) holds, then (3.8) holds and in addition, ψ(z0) = 0,
hence (3.9) with h = 1 gives ‖F r‖2Hk(E) ≤ 1. By part (ii) of the lemma
we obtain ‖F‖2Hk(E) ≤ 1.
The uniqueness assertion in part (ii) of Theorem 1.1 is another direct
application. Let
L(z, w) = sw(z)
(
1 + ψ(z)
1− ψ(z) +
1 + ψ(w)
1− ψ(w)
)
− 2〈swF, szF 〉Hk(E)
denote the positive definite function from part (ii) of Lemma 3.6. If
ψ(z0) = 0 and ‖F‖Hk(E) = 1, it follows that L(z0, z0) = 0. Then the
standard inequality
|L(z, z0)|2 ≤ L(z0, z0)L(z, z),
gives L(z, z0) = 0, hence
1 + ψ(z)
1− ψ(z) = 2〈F, szF 〉Hk(E) − 1 = VF (z),
i.e., ψ = VF−1
VF+1
, and the assertion follows.
This completes the proof of Theorem 1.1.
Finally, we record the following sharpening of the first part of Lemma
3.6 (ii). Let F ∈ Hk(E) with ||F ||Hk(E) = 1 and let F = Φ1−ψ be the
unique factorization of Theorem 1.1. For 0 < r < 1, define as above
F r = Φ
1−rψ . Then F
r converges in norm to F as r → 1−. Indeed, we
already saw that F r converges weakly to F . Moreover, as remarked
after the proof of Lemma 3.6, ||F r||Hk(E) ≤ 1 for all r < 1. Since
||F ||Hk(E) = 1, it follows that the convergence is actually in norm in
this case.
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4. Examples and applications
4.1. Examples. 1) Weighted Bergman spaces. Let µ be a finite posi-
tive measure on Bd, d ∈ N, such that for all f ∈ Hol(Bd) and for any
compact subset K ⊂ Bd, there exists cK > 0 such that
|f(z)|2 ≤ cK
∫
Bd
|f |2dµ,
for all f ∈ Hol(Bd) and all z ∈ K.
The corresponding Bergman space L2a(µ) = L
2(µ)∩Hol(Bd) is a Hilbert
space with reproducing kernel kµ. Here we shall only consider the scalar
case, but all considerations extend to the vector-valued version L2a(µ, E)
defined correspondingly.
Since every analytic contractive B(l2,C)-valued function induces a con-
tractive multiplier on L2a(µ), it follows by Corollary 2.3 that k
µ/s >> 0
for any analytic normalized CNP kernel in Bd. In what follows we shall
focus on the Drury-Arveson kernel s = 1
1−〈z,w〉 . In this case Theorem
1.1 shows that any f ∈ L2a(µ) of norm at most 1, can be written as
f = ϕ
1−ψ , where ψ ∈ Mult(H2d) with ψ(0) = 0, with multiplier norm at
most 1, and ϕ ∈ Hol(Bd) satisfies that∫
Bd
|gϕ|2dµ ≤ ‖g‖2H2
d
,
i.e. |ϕ|2dµ is a Carleson measure for H2d . These objects are best un-
derstood when d = 1.
Theorem 1.1 and Corollary 3.3 lead to interesting inequalities:
If f ∈ L2a(µ) with ‖f‖ = 1, then the Sarason function of f is given by
Vf(z) =
∫
Bd
|f(w)|21 + 〈z, w〉
1− 〈z, w〉dµ
and we conclude
‖Vf − 1
Vf + 1
h‖2H2
d
+ ‖ 2fh
Vf + 1
‖2L2a(µ) ≤ ‖h‖2H2d
for all h ∈ H2d . Moreover, Corollary 3.3 says that
|f(z)|2 ≤ k
µ
z (z)
(1− |z|2)
∫
Bd
|f(w)|21− |〈z, w〉|
2
|1− 〈z, w〉|2dµ(w).
Let us apply Corollary 3.1 when µ = A, the normalized area measure
on the unit disc B1 = D. In this case L
2
a(A) is denoted simply by L
2
a
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and its reproducing kernel is
kAw(z) =
1
(1− wz)2 = s
2
w(z),
where sw(z) =
1
1−zw is the Szego¨ kernel. Here we have that k
A/s =
G(z)G(w)∗ with G(z) = (1, z, z2, ...).
Then by Corollary 3.1 and the fact that Mult(Hs) = H∞, it follows
that f ∈ L2a with ‖f‖L2a ≤ 1, if and only if there are ψ, ϕn ∈ H∞, n ≥ 1
with ψ(0) = 0, |ψ(z)|2 +∑∞n=1 |ϕn(z)|2 ≤ 1, such that
f(z) =
∑∞
n=1 z
nϕn(z)
1− ψ(z) .
Similar calculations can be carried out for standard weighted Bergman
on the unit ball Bd, or the polydisc D
d.
2) Hardy spaces. The Hardy space H2(Bd) is defined as the closure of
analytic polynomials in L2(σd), where σd is the normalized Lebesgue
measure on the unit sphere. Its reproducing kernel k is given by k = sd,
where s is the Drury-Arveson kernel. All considerations above apply,
the corresponding calculations go through and one obtains similar re-
sults. For example, for d = 2 Corollary 3.1 implies that f is in the unit
ball of H2(B2) if and only if
(4.1) f(z) =
∑
α cαz
αϕα(z)
1− ψ(z) ,
where α = (α1, α2) is a multi-index, ‖cαzα‖H2
2
= 1, ψ(0) = 0 and

ψ
ϕ(1,0)
ϕ(0,1)
...


is a contraction from H22 to H
2
2 (l
2).
If f ∈ H2(Bd), d ∈ N has unit norm, its Sarason function is
Vf(z) =
∫
|w|=1
|f(w)|21 + 〈z, w〉
1− 〈z, w〉dσd(w),
and Theorem 1.1 gives
‖Vf − 1
Vf + 1
h‖2H2
d
+ ‖ 2fh
Vf + 1
‖2H2(Bd) ≤ ‖h‖2H2d
for all h ∈ H2d . Also, by Corollary 3.3 we have
(1− |z|2)d−1|f(z)|2 ≤
∫
|w|=1
|f(w)|21− |〈z, w〉|
2
|1− 〈z, w〉|2dσd(w).
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In product domains, for example Dd, d ∈ N ∪ {∞}, the Hardy space
H2(Dd) is defined as the closure of analytic polynomials in L2(σd1),
where σd1 is the product of d copies of σ1. In the case when d =∞, we
consider analytic polynomials in a finite number of variables. It is well
known (see for example [16]), that H2(D∞) can be identified with the
space of Dirichlet series with square summable coefficients. It can be
viewed as a reproducing kernel Hilbert space on the set Ω consisting of
points in D∞ whose coordinates form an l2-sequence. In all cases the
reproducing kernel is given by
kw(z) =
d∏
j=1
s0wj(zj), z = (zj), w = (wj)
where s0 is the Szego¨ kernel. Clearly, each factor of this product is
a normalized CNP factor of k. Similar calculations can be performed
using these kernels. Also, according to Corollary 2.3 (i), if u ∈ H∞(Dd)
of norm at most 1 with u(0) = 0, and sw(z) =
1
1−u(z)u(w) , then k/s >>
0.
4.2. Invariant subspaces. A direct application of Theorem 1.1 gives
(see [4] for the case k = s) that if k = sg with s a normalized CNP ker-
nel and g positive definite, then the zero-sets of Hk-functions coincide
with the zero-sets of functions in Mult(Hs,Hk). This is a somewhat sur-
prising result since the second space of functions might be considerably
smaller. The idea extends to multiplier-invariant subspaces in a natural
way. If E is a separable Hilbert space, a closed subspaceM of Hk(E) is
called multiplier-invariant if ϕM ⊂ M whenever ϕ ∈ Mult(Hk). The
multiplier-invariant subspace generated by S ⊂ Hk(E) is the closure of
in Hk of {ϕF : ϕ ∈ Mult(Hk), F ∈ S} and will be denoted by [S].
We also write [{F}] = [F ].
Corollary 4.1. If F ∈ Hk(E), ‖F‖Hk(E) = 1, and let F = 11−ψΦ be
the factorization given by Theorem 1.1. Then [F ] = [Φ]. In particular,
every multiplier-invariant subspace of Hk(E) is generated by elements
of Mult(Hs,Hk(E)).
Proof. Let F ∈ Hk(E), ‖F‖Hk(E) = 1 with F = 11−ψΦ as in Theorem 1.1.
Then by definition and Lemma 2.2, Φ = (1 − ψ)F ∈ [F ]. Conversely,
the same argument shows that for 0 < r < 1, we have F r = 1
1−rψΦ ∈
[Φ], hence by Lemma 3.6 (ii) it follows that F ∈ [Φ]. The second part
of the statement is an obvious consequence of the first. 
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4.3. Extremal functions. Let k, s be reproducing kernels on Ω such
that s is a normalized CNP kernel, sz0 = 1, and k/s >> 0. We say
that F ∈ Hk(E) is extremal if
〈ϕF, F 〉Hk(E) = ϕ(z0)
for all ϕ ∈ Mult(Hk). These functions generate wandering subspaces
for shift-invariant subspaces and in certain cases they play an essential
role in that theory (see for example, [5], [29], [8]). If F is extremal in
Hk then it has unit norm and
VF (z) = 2〈F, szF 〉Hk(E) − 1 = 1,
hence in the notation in Theorem 1.1 we have ψ = 0, and Φ = F .
Corollary 4.2. Let k, s be as above.
(i) Every extremal function in F ∈ Hk(E) is a contractive multiplier
from Hs into Hk(E). In particular, if F is extremal in Hk(E), then
‖F (z)‖2E ≤
kz(z)
sz(z)
.
(ii) If the linear span of the kernels sz, z ∈ Ω, is dense in Hk, then a
function F ∈ Hk(E) of norm 1 is an extremal function in Hk(E) if and
only if it is a contractive multiplier from Hs into Hk(E).
Proof. The first part is from Theorem 1.1, while the second can be
proved either directly, or by an application of Corollary 3.3. (ii) Sup-
pose that F is a contractive multiplier from Hs into Hk(E). By The-
orem 1.1 (ii) there is a unique representation F = Φ/(1 − ψ), where
||ψh||2Hs + ||Φh||2Hk(E) ≤ ||h||2Hs for all h ∈ Hs. Since F is a contractive
multiplier from Hs into Hk(E), it follows from uniqueness that Φ = F
and ψ = 0. In particular, the Sarason function of F satisfies VF = 1,
and hence 〈F, szF 〉Hk(E) = 1 for all z ∈ Ω. The density assumption
now implies that F is an extremal function in Hk(E). 
Part (ii) extends to the general context a very recent result obtained by
D. Seco [27] for the Dirichlet space. Part (i) of the corollary recovers
some known results, especially when E = C. For example, when k = s
part (i) can be found in [19]. For weighted Bergman spaces on the unit
disc a slightly stronger result holds, since (see subsection 4.1 above)
the condition
Re VF (z) =
∫
D
1− |wz|2
|1− wz|2‖F (z)‖
2
Edµ(z) = 1,
is in general more restrictive than the conclusion of the corollary. Re-
cently, Corollary 4.2 (i) has been established in [8] in the case when
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Ω = Bd, z0 = 0, multiplication by the coordinates form a d-contraction
on Hk, and s is the Drury-Arveson kernel. Recall that k/s >> 0 by
Corollary 2.3 (ii). In this case extremal functions F satisfy ‖F (z)‖2E ≤
(1 − |z|2)kz(z). By Corollary 4.2, these results continue to hold when
d = ∞. Another situation when the corollary applies is when Ω ⊂
Dd, d ∈ N ∪ {∞}, and multiplication by each coordinate is a contrac-
tion on Hk. If z0 = 0, and sjw(z) = 11−zjwj then k/sj >> 0, j ≥ 1 and
clearly,
Hsj = H2,j = {h : h(z) = v(zj), v ∈ H2}.
Corollary 4.2 implies that extremal functions F ∈ Hk(E) are con-
tractive multipliers from each H2,j into Hk and satisfy ‖F (z)‖2E ≤
(1−maxj |zj|2)kz(z).
The pointwise estimates for extremal functions can also be obtained
from Corollary 2.3 (i).
Corollary 4.3. Let k be a reproducing kernel on Ω and set
αk(z) = sup{u(z)u∗(z) : u ∈ Mult(Hk(l2),Hk), u(z0) = 0, ‖Mu‖ ≤ 1}.
If F is extremal in Hk(E), then
‖F (z)‖2E ≤ (1− αk(z))kz(z).
Proof. If Mult(Hk(l2),Hk) contains only constant functions there is
nothing to prove. If there exists a non-zero u ∈ Mult(Hk(l2),Hk) with
u(z0) = 0, ‖Mu‖ ≤ 1, then sw(z) = 11−u(z)u∗(w) is a normalized CNP
kernel and Corollary 2.3 (i) shows that k/s >> 0. Then by Corollary
4.2 every extremal function F ∈ Hk(E) satisfies
‖F (z)‖2E ≤ (1− u(z)u∗(z))kz(z),
and the result follows. 
In some cases, the function αk(z) can be easily estimated. For example,
if Ω = Bd, z0 = 0, and Hk consists of analytic functions, it follows that
Mult(Hk(l2),Hk) is contractively contained in the space of bounded
analytic B(l2,C)-valued functions. Let u ∈ Mult(Hk(l2),Hk), u(0) =
0, with supremum norm at most 1, and let z ∈ Bd be fixed. Apply the
maximum principle to the subharmonic function
λ 7→ uu
∗(λz)
|λ|2 , |λz| < 1,
to obtain that u(z)u∗(z) ≤ |z|2, i.e. αk(z) ≤ |z|2. Similarly, if Ω =
Dd, z0 = 0, and Hk consists of analytic functions, it follows with the
above argument that αk(z) ≤ maxj |zj |, where z = (zj). These esti-
mates continue to hold in the case when d =∞, and become equalities
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when the identity function belongs to the unit ball of Mult(Hk(l2),Hk)
(i.e. when the multiplication operators by the coordinate functions form
a row contraction on Hk), respectively when multiplication by each co-
ordinate is contractive.
4.4. Multipliers. Let s be a normalized CNP kernel on the nonvoid
set Ω, and let k be a reproducing kernel on Ω with k/s >> 0. We
are interested in the space Mult(Hs,Hk(E)). In most cases we lack a
complete characterization of such multipliers, and our aim is to discuss
some sufficient conditions for a function to belong to this space. Our
conditions are expressed in terms of the Sarason functions VF , F ∈
Hk(E).
Proposition 3.5 turns out to be useful in this context. A direct appli-
cation shows that for F ∈ Hk(E), x > 0, we have
Φy =
1
VF + x− iyF ∈ Mult(Hs,Hk(E)),
for all y ∈ R, and the functions are uniformly bounded in this multi-
plier space. Using this observation we can construct other functions in
Mult(Hs,Hk(E)) in the following way. Given a finite Borel measure µ
supported on the imaginary axis, we let µˆ be its Cauchy transform,
µˆ(z) =
∫
iR
dµ(iy)
iy − z , z ∈ C \ iR.
For x > 0, let µˆx(z) = µˆ(x + z) be defined in the right half-plane
{Re z > 0}. From above we obtain that
(4.2) µˆx(VF )F ∈ Mult(Hs,Hk(E)),
for any F ∈ Hk(E), any x > 0 and any finite Borel measure µ on the
imaginary axis.
For our next application we need to recall the following notion. We
say that the one-function corona theorem holds for Mult(Hs) if ϕ−1 ∈
Mult(Hs) whenever ϕ ∈ Mult(Hs) and ϕ is bounded below on Ω.
The condition is certainly fulfilled if the full corona theorem holds for
Mult(Hs), in the sense that evaluations at points of Ω are dense in the
maximal ideal space of this algebra. For example, from results in [10],
[13] and [23, Theorem 5.4] the one-function corona theorem holds for
Mult(Hs) if Ω = Bd, z0 = 0, and sw(z) = (1 − 〈z, w〉)−γ, 0 < γ ≤ 1,
or sw(z) =
1
〈z,w〉 log
1
1−〈z,w〉 . On the other hand, [4, Theorem 1.5] shows
that the one-function corona theorem may fail even for (radial) nor-
malized CNP kernels on the unit disc.
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Corollary 4.4. Assume that the one-function corona theorem holds
for Mult(Hs). If F ∈ Hk(E) and its Sarason function VF is bounded
in Ω, then F ∈ Mult(Hs,Hk(E)), and VF ∈ Mult(Hs).
Proof. Apply Proposition 3.5 with a = 1, or Theorem 1.1 for ‖F‖Hk(E) =
1, to conclude that ψ = VF−1
VF+1
∈ Mult(Hs), hence 2VF+1 = 1 − ψ ∈
Mult(Hs). If VF is bounded, 2VF+1 is bounded below in Ω, hence by
assumption it is invertible in Mult(Hs), i.e., VF ∈ Mult(Hs). More-
over, since 1
VF+1
F ∈ Mult(Hs,Hk(E)) and VF ∈ Mult(Hs), we obtain
F ∈ Mult(Hs,Hk(E)). 
We remark that without the assumption that the one-function corona
theorem holds, the preceding corollary may fail. Indeed, by the results
of [4, Section 5], there exists a space Hs of continuous functions on D
with a normalized CNP kernel s such that Mult(Hs) ( Hs (called a
Salas space there). For every f ∈ Hs \Mult(Hs), the Sarason function
Vf is bounded since the multiplier norm of sz is uniformly bounded
over z ∈ D, even though f /∈ Mult(Hs).
In several cases the condition that the Sarason function is bounded
in Ω, can be replaced by the weaker assumption that its real part is
bounded. This is certainly not sufficient to make VF a multiplier of Hs,
but it sometimes implies that F ∈ Mult(Hs,Hk(E)).
The simplest example of this type is when s is the Szego¨ kernel on
D, and k = s, E = C, hence Hs = Hk = H2. If g is an unbounded
analytic function in the unit disc with 0 < a ≤ Re g(z) ≤ b <∞, then
there is a bounded outer function f with |f |2 = Re g a.e. on the unit
circle. Therefore, f is a multiplier of H2, but Vf , which agrees with g
up to an additive constant, is not.
Another example is provided by a recent result in [12] which asserts that
if s is the unweighted Dirichlet kernel, k is the reproducing kernel in
some weighted Bergman space L2a(µ) on D, and Re V1 is bounded in D,
then 1 ∈ Mult(Hs,Hk), i.e. Hs is continuously contained in Hk. In fact
the argument used in [12] is based on the very general Lemma 24 in [7]
and can be extended to arbitrary normalized CNP kernels. For kernels
on Bd of the form sw(z) =
1
〈z,w〉 log
1
1−〈z,w〉 , or sw(z) = (1−〈z, w〉)−γ, 0 <
γ < 1, or more generally, if s = sγ1 , 0 < γ < 1, for some analytic
normalized CNP kernel s1, and k a weighted Bergman kernel, then
k/s >> 0 by Corollary 2.3 (iii), and the boundedness of Re V1 obviously
implies that V1 is bounded, as Re s and s are comparable for such
kernels. On the other hand, this is no longer the case when s is the
Drury-Arveson kernel.
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We are going to prove that for a significant class of kernels k and
all normalized CNP kernels s with k/s >> 0, the condition Re VF
bounded in Ω, implies that F ∈ Mult(Hs,Hk(E)).
Our basic assumption is that the norm on Hk can be expressed with
help of L2-norms of linear differential operators.
To be more precise, assume that Ω ⊂ Rd, let µ1, . . . , µm be finite pos-
itive Borel measures on Ω, and for 1 ≤ i ≤ m let Li be a linear
differential operator of the form
Li =
∑
|α|≤N
ai,α∂
α,
where N ∈ N is fixed, the coefficients ai,α are µi-measurable functions,
and, as usual, ∂α = ∂
|α|
∂α1x1...∂
αdxd
.
Now assume that Hk contains a dense set D, such that the functions in
D, together with all multipliers in Mult(Hs) are continuous on Ω and
have partial derivatives of order ≤ N µi-a.e., for 1 ≤ i ≤ m. Moreover,
assume that there are absolute constants c1, c2 > 0 with
(4.3) c1‖f‖2Hk ≤
m∑
i=1
∫
Ω
|Lif |2dµi ≤ c2‖f‖2Hk , f ∈ D.
Note that in this case each Li extends to a bounded linear operator
from Hk into L2(µi). If we denote these extensions by L˜i, it follows
that
(4.4) ‖f‖2 =
m∑
i=1
∫
Ω
|L˜if |2dµi,
defines an equivalent norm on Hk.
Sobolev spaces provide standard examples of such spaces. Also, most
of the examples considered in this paper satisfy these assumptions;
weighted Bergman and Hardy spaces on Bd, or D
d, weighted Dirichlet
spaces on the unit disc, or more generally weighted Besov spaces on
Bd, and in particular the Drury-Arveson spaces H
2
d , d ∈ N (see [31]).
Theorem 4.5. Let Ω, µi,Li, 1 ≤ i ≤ m, Hk and D be as above and
assume that (4.3) holds. If F ∈ Hk(E) and Re VF is bounded in Ω, then
F ∈ Mult(Hs,Hk(E)), and there exists a constant cN > 0 depending
only on N , such that
‖F‖Mult(Hs,Hk(E)) ≤ cN (‖Re VF‖∞ + 3)N+
1
2 .
Proof. For 0 ≤ r ≤ m, let L˜r be the extended differential operator from
(4.4). We shall prove that there exists a constant CN > 0, depending
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only on N , such that whenever F ∈ Hk(E) and h ∈ Hs is a finite linear
combination of reproducing kernels in Hs, we have
(4.5)
∫
Ω
‖(L˜r ⊗ 1E)hF‖2E
(Re VF + 3)2N+1
dµr ≤ CN‖h‖2Hs.
Clearly, the theorem follows directly from this inequality.
Note first that it will be sufficient to prove (4.5) for F in dense subset of
Hk(E), since h ∈ Mult(Hs) ⊂ Mult(Hk(E)), and if Fn → F in Hk(E),
then VFn(z)→ VF (z), z ∈ Ω. Then (4.4) together with Fatou’s lemma
show that the estimate holds for arbitrary F ∈ Hk(E) with the same
constant CN . Consequently, for a fixed orthonormal basis {en} of E we
can consider E-valued functions F of the form
F =
∑
n≤M
fnen,
with fn ∈ D, 1 ≤ n ≤M , the dense subset of Hk from our assumption.
In this case F has E-valued partial derivatives of order ≤ N µr-a.e.,
and these are µr-measurable.
Start with the inequality in Proposition 3.5 to obtain for Re a > 0,
4Re a
∥∥∥∥ 1VF + ahF
∥∥∥∥
2
Hk(E)
≤ ‖h‖2Hs −
∥∥∥∥VF − aVF + ah
∥∥∥∥
2
Hs
≤ 4Re aRe
〈
1
VF + a
h, h
〉
Hs
,
and from (4.3)∫
Ω
∥∥∥∥Lr 1VF + ahF
∥∥∥∥
2
E
dµr . Re
〈
1
VF + a
h, h
〉
Hs
.
Now let a = x + iy, with x > 0 fixed, but arbitrary. Integration in y
yields ∫
Ω
∫ ∞
−∞
∥∥∥∥Lr 1VF + x− iy hF (z)
∥∥∥∥
2
E
dyµr(z)(4.6)
.
∫ ∞
−∞
Re
〈
1
VF + x− iyh, h
〉
Hs
dy.
We claim that
(4.7)
∫ ∞
−∞
Re
〈
1
VF + x− iy h, h
〉
Hs
dy = pi‖h‖2Hs .
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Indeed, if h =
∑
j cjszj ,∫ T
−T
Re
〈
1
VF + x− iy h, h
〉
Hs
dy
=
1
2
∑
j,l
cjclszj(zl)
∫ T
−T
(
1
VF (zl) + x− iy +
1
VF (zl) + x+ iy
)
dy
=
∑
j,l
cjclszj (zl)
1
2i
(
log
VF (zl) + x+ iT
VF (zl) + x− iT + log
VF (zj) + x+ iT
VF (zj) + x− iT
)
→ pi
∑
j,l
cjclszl(zj), T →∞,
and the claim follows by the monotone convergence theorem.
In order to estimate the left hand side of (4.6) from below, we note first
that by assumption, VF has partial derivatives of order ≤ N µr-a.e., as
2
VF+1
∈ Mult(Hs), hence by the product rule we have µr-a.e.
Lr 1
VF + x− iyhF =
1
VF + x− iyLrhF
+
N∑
j=1
1
(VF + x− iy)j+1LrjhF,
where Lrj are linear differential operators of order ≤ N with µr-
measurable coefficients.
Now recall that y 7→ Re VF (z)+x
pi|VF (z)+x+it−iy|2 , z ∈ Ω, t ∈ R is the Poisson kernel
for the right half-plane at the point w = VF (z) + x+ it, and note that
for 2|t| ≤ x
Re VF (z) + x
pi|VF (z) + x+ it− iy|2 ≤ 2
Re VF (z) + x
pi|VF (z) + x− iy|2 .
Moreover, for µr-almost every z ∈ Ω the function
Uz(w) = LrhF (z) +
N∑
j=1
1
(VF + x+ w)j
LrjhF (z), Re w > 0,
is anti-analytic in the right half-plane, continuous and bounded in its
closure. Consequently, ‖Uz‖2E is subharmonic, bounded and continuous
in the closure of the right half-plane, hence its Poisson integral is a (the
least) harmonic majorant in the right half-plane. In particular,
‖Uz(VF (z) + x+ it)‖2E ≤
∫ ∞
−∞
Re VF (z) + x
pi|VF (z) + x+ it− iy|2‖Uz(iy)‖
2
Edy.
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From the last two inequalities we obtain for all x ∈ [1, 2], t ∈ [−1
2
, 1
2
],
and µr-a.e. on Ω∫ ∞
−∞
∥∥∥∥Lr 1VF + x− iyhF (z)
∥∥∥∥
2
E
dy
=
pi
Re VF (z) + x
∫ ∞
−∞
Re VF (z) + x
pi|VF (z) + x− iy|2‖Uz(iy)‖
2
Edy
≥ pi
2(Re VF (z) + x)
∫ ∞
−∞
Re VF (z) + x
pi|VF (z) + x+ it− iy|2‖Uz(iy)‖
2
Edy
≥ pi
2(Re VF (z) + x)
‖Uz(VF (z) + x+ it)‖2E
≥ pi‖
∑N
j=0(2Re VF + 2x− it)N−jLrjhF (z)‖2E
22N+1(Re VF (z) + 3)2N+1
,
where Lr0 = Lr. Thus, if dν = dµr(Re VF+3)2N+1 , this estimate together
with (4.7) and (4.6) gives∥∥∥∥∥
N∑
j=0
(2Re VF + 2x− it)N−jLrjhF
∥∥∥∥∥
2
L2(ν,E)
≤ AN‖h‖2Hs,
for some constant AN > 0 depending only on N , and for all 2x − it ∈
[2, 4]× [−1
2
, 1
2
]. In particular, for every u ∈ L2(ν, E), the polynomial
pu(w) =
〈
N∑
j=0
(2Re VF + w)
N−jLrjhF, u
〉
L2(ν,E)
,
satisfies
|pu(2x− it)| ≤ A1/2N ‖u‖L2(ν,E)‖h‖Hs, 2x− it ∈ [2, 4]× [−
1
2
,
1
2
].
Then
|p(N)u (3)| ≤ BN‖u‖L2(ν,E)‖h‖Hs,
with BN > 0 depending only on N , which implies (4.5) and completes
the proof. 
The result is of interest even in the special case when k = s and E =
C. Actually, the main motivation for this theorem was the Drury-
Arveson kernel, and we record the corresponding result as an immediate
application.
Corollary 4.6. If sw(z) =
1
1−〈z,w〉 , z, w ∈ Bd, and f ∈ H2d satisfies
sup
z∈Bd
Re 〈f, szf〉H2
d
<∞,
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then f ∈ Mult(H2d).
Recall from Equation (3.4) that ||szf ||
2
||sz||2 ≤ ReVf(z) for all f ∈ Hs.
While Corollary 4.6 shows that boundedness of ReVf implies that f ∈
Mult(H2d), the main result of [14] shows that boundedness of
||szf ||2
||sz||2 is
not sufficient for f to belong to Mult(H2d).
The natural question which arises is whether Re VF is bounded for all
F ∈ Mult(Hs,Hk(E))? As we shall see below, the answer is negative.
Another direct consequence of Theorem 4.5 concerns the embedding of
Hs into Hk.
Corollary 4.7. Let Ω, µi,Li, 1 ≤ i ≤ m and Hk be as in Theorem
4.5. Let s be a normalized CNP kernel such that k/s >> 0. If 1 ∈ Hk
and Re V1 is bounded in Ω, then Hs is continuously contained in Hk.
As pointed out in the Introduction, if Hk is a weighted Bergman space,
as defined in subsection 4.1, this extends the result in [12]. The gen-
eral framework for Carleson embeddings involves L2-spaces rather than
Bergman spaces, but the additional step is trivial in many cases. For
example, if s is an analytic normalized CNP kernel on Bd and µ is an
arbitrary finite positive Borel measure on Bd satisfying
(4.8) sup
z∈Bd
Re
∫
Bd
szdµ <∞,
then Corollary 4.7 easily implies that µ is a Carleson measure for Hs.
Indeed, note that if v denotes the Lebesgue measure on Bd, then Hs is
continuously embedded in L2a(µ0), where
dµ0(z) = max|w|=|z|
sw(w)
−1/2dv(z).
Then Hk = L2a(µ0 + µ) is a weighted Bergman space with 1 ∈ Hk and
since µ0 is radial, ∫
Bd
szdµ0 = µ0(Bd),
hence by (4.8) it follows that Re V1 bounded in Bd. Thus Hs is con-
tinuously contained in Hk and consequently, it is also continuously
contained in L2(µ). In concrete cases, (4.8) together with the method
in [12] can be used to derive one-box conditions for Carleson measures
for Hs.
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4.5. Sarason functions in D(µ)-spaces. In the general context con-
sidered above it is difficult to compute the Sarason function, or even to
estimate its real part. There is an important class of spaces where the
second problem appears more tractable due to the work of Shimorin
([28],[30]).
The local Dirichlet integral of f ∈ H2 at ζ ∈ D is defined by
Dζ(f) =
∫
T
∣∣∣∣f(z)− f(ζ)z − ζ
∣∣∣∣
2
dm(z).
Here m denotes the normalized arclength measure on the unit circle T,
and if ζ ∈ T, the value f(ζ) is the nontangential limit of f at ζ which
exists whenever Dζ(f) is finite (see [22]). Given a finite positive Borel
measure on D, D(µ) is the Hilbert space consisting of all H2-functions
f with
‖f‖2D(µ) = ‖f‖2H2 +
∫
D
Dζ(f)dµ(ζ) <∞.
These norms can be expressed with help of the first derivative. We
have (see [3], [21])
‖f‖2D(µ) = ‖f‖2H2 +
∫
D
|f ′(z)|2Uµ(z)dA(z),
where
Uµ(z) =
∫
D
log
∣∣∣∣1− ζzz − ζ
∣∣∣∣ dµ(ζ) +
∫
T
1− |z|2
|1− ζz|2dµ(ζ).
D(µ)-spaces appeared first in [21] for measures supported on T in con-
nection with functional models for two-isometries. The general case
was considered in [3]. The most common examples are the standard
weighted Dirichlet spaces Dα, 0 ≤ α < 1, consisting of analytic func-
tions in D with
(4.9) ‖f‖2α = ‖f‖2H2 +
∫
D
|f ′(z)|2(1− |z|2)αdA(z) <∞.
If µ0 = m, and for 0 < α < 1, dµα = −(1− |z|2)∆(1− |z|2)αdA, where
∆ denotes the Laplacian, we have Dα = D(µα), with equality of norms.
Shimorin proved in [30] that for every finite positive Borel measure
on D, the reproducing kernel sµ in D(µ) is a normalized CNP kernel.
Moreover, in [28], Proposition 3 and Corollary 4, he showed that for
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every f ∈ D(µ) we have
ReVf(z) =
∫
T
(1− |z|2)|f(ζ)|2
|1− ζz|2 dm(ζ)(4.10)
+
∫
D
(2 Re sµz (ζ)− 1)Dζ(f) dµ(ζ).
We shall use this remarkable identity to show that the converse of
Theorem 4.5 fails in Dα, 0 < α < 1.
Proposition 4.8. For 0 < α < 1, there exists u ∈ Mult(Dα) such that
ReVu is unbounded in D.
The result holds for α = 0 as well, but the proof is more involved and
will be omitted.
The proof of the proposition requires some preliminary observations.
Throughout in what follows we shall assume that 0 < α < 1, and
denote by sα the reproducing kernel in Dα. Note that this is a radial
kernel, i.e.
(4.11) sαw(z) = 1 +
∞∑
n=1
cαn(wz)
n, cαn ≥ 0, cαn ∼ (n+ 1)α−1.
Therefore we can consider the analytic function
sα1 (z) = 1 +
∞∑
n=1
cαnz
n, z ∈ D.
Some properties of this function are listed below.
Lemma 4.9. (i) We have Re sα1 (z) >
1
2
for all z ∈ D, and 1− 1
sα
1
is a
contractive multiplier of Dα.
(ii) sα1 and (s
α
1 )
′ are positive on [0, 1) and
sα1 (r) ∼ (1− r)−α, (sα1 )′(r) ∼ (1− r)−α−1,
where the constants involved depend only on α.
(iii) There exist εα ∈ (0, 1) and δα > 0 such that
Re sα1 (z) ≥ δα(1− |z|)−α,
whenever z belongs to the set S = {z ∈ D : |z − |z|| < εα(1− |z|)}.
Proof. (i) Since sα is a normalized CNP kernel, by definition and Lemma
2.1 (i) it follows that both statements are true with sαw in place of s
α
1 .
Then the assertion follows by letting w → 1 and using Fatou’s lemma
in (4.9).
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(ii) is a straightforward application of (4.11) combined with the stan-
dard fact that for s < 1,
∞∑
n=1
n−srn ∼ (1− r)s−1
as r → 1.
(iii) The same straightforward estimate in (4.11) gives
(sα1 )
′(z) ≤Mα(1− |z|)−α−1, z ∈ D
for some constant Mα > 0. Now if 0 < ε < 1 and |z − |z|| < ε(1− |z|),
we have
|Re sα1 (z)− Re sα1 (|z|)| ≤ |z − |z|| sup
t∈[0,1]
|(sα1 )′(t|z|+ (1− t)z)|
≤Mαε(1− |z|)(1− |z|)−α−1
=Mαε(1− |z|)−α.
Using (ii), we choose εα ∈ (0, 1) such that
εαMα(1− |z|)−α ≤ 1
2
Re sα1 (|z|)
for all z ∈ D, and the result follows. 
The key step for our construction is the following estimate derived from
Shimorin’s identity.
Lemma 4.10. Let S be the set in Lemma 4.9 (iii). There exists cα > 0
such that for all f ∈ Dα,
‖f‖2α + sup
z∈D
ReVf(z) ≥ cα
∫
S
|f ′(ζ)|2dA(ζ).
Proof. Note that (4.10) implies for all f ∈ Dα,
‖f‖2α + ReVf (z) ≥
∫
D
2Re sαz (ζ)Dζ(f) dµα(ζ),
hence by Fatou’s lemma
‖f‖2α + sup
z∈D
ReVf(z) ≥ lim inf
z→1
∫
D
2Re sαz (ζ)Dζ(f) dµα(ζ)
≥
∫
D
2Re sα1 (ζ)Dζ(f) dµα(ζ).
The standard estimate (1− |ζ |2)|h(ζ)|2 ≤ ‖h‖2H2 , yields
Dζ(f) ≥ (1− |ζ |2)|f ′(ζ)|2.
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Thus
‖f‖2α + sup
z∈D
ReVf(z) ≥
∫
D
2Re sα1 (ζ)|f ′(ζ)|2(1− |ζ |2)dµα(ζ),
and since dµα = −(1−|z|2)∆(1−|z|2)αdA, the result follows by Lemma
4.9 (iii). 
Proof of Propostion 4.8. Let f = 1 − 1
sα
1
and recall from Lemma 4.9
(i) that f ∈ Mult(Dα) with ‖Mf‖ ≤ 1. Since |f(z)| < 1, z ∈ D, it fol-
lows that (M∗f )
nsαz = (f(z))
nsαz converges to zero in Dα, hence (M
∗
f )
n
converges to zero in the strong operator topology. Thus Mf admits
a contractive weak-∗-weak-∗ continuous H∞-functional calculus. Since
this functional calculus extends the polynomial functional calculus, it is
easy to check that g(Mf) =Mg◦f for all g ∈ H∞, i.e. g ◦f ∈ Mult(Dα)
for all g ∈ H∞ with ‖g ◦ f‖Mult(Dα) ≤ ‖g‖∞ (a similar construction
appears in [11, Lemma 12]). We claim that if B is an infinite interpo-
lating Blaschke product with zeros in [0, 1) then ReVB◦f is unbounded
in D.
Let {zn : n ≥ 1} be the zero-set of B and use Lemma 4.9 (ii) to con-
clude that zn = f(wn), n ≥ 1, with wn ∈ [0, 1), limn→∞wn = 1. Then,
with the notations in Lemma 4.9 (iii), there exists an infinite set J ⊂ N
such that the discs ∆n = {|z−wn| < εα3 (1−wn)}, n ∈ J , are disjoint.
Note that by the triangle inequality we have for z ∈ ∆n
1−|z| > (1−εα
3
)(1−wn), |z−|z|| < 2|z−wn| < 2εα
3
(1−|wn|) < εα(1−|z|),
so that ∆n ⊂ S. Since ‖B‖∞ = 1, Lemma 4.10 gives
1 + sup
z∈D
VB◦f (z) ≥ cα
∑
J
∫
∆n
|(B ◦ f)′|2dA,
and since |(B ◦ f)′|2 is subharmonic in D, we obtain
1 + sup
z∈D
VB◦f (z) ≥ piε
2
αcα
9
∑
J
(1− wn)2|(B ◦ f)′(wn)|2.
It suffices to show that the values (1 − wn)|(B ◦ f)′(wn)|, n ∈ N, are
bounded below.
Since B is interpolating, there exists δ > 0 such that
|B′(zn)| ≥ δ(1− zn), n ∈ N.
From zn = f(wn) it follows that 1− zn = 1sα
1
(wn)
, hence
(1−wn)|(B◦f)′(wn)| = (1−wn)|B′(zn)| (s
α
1 )
′(wn)
(sα1 (wn))
2
≥ δ(1−wn)(s
α
1 )
′(wn)
sα1 (wn)
,
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and the result follows by Lemma 4.9 (ii). 
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