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Die steigende Komplexität und Dynamik von Logistiksystemen führt zu einer Situation, in der klassi-
sche Planungs- und Steuerungsmethoden den neuen Herausforderungen strukturell nicht mehr ge-
wachsen sind. Dazu kommen starke Veränderungstreiber, wie beispielsweise die schnelle Entwick-
lung in der Informations- und Kommunikationstechnologie. Diese führen durch neue technologische 
Möglichkeiten immer mehr zu dezentralen Daten und Funktionalitäten direkt oder nahe am Objekt 
und erfordern dadurch geradezu die Umgestaltung der Prozesse und der Planungs- und Steuerungs-
methoden. 
Das Konzept der Selbststeuerung scheint für diese Veränderungen durch eine objektorientierte 
Herangehensweise und durch die Fähigkeit, komplexe und dynamische Systeme auf einfache Art und 
Weise handhabbar machen zu können, als neues Steuerungsparadigma geeignet zu sein. Seit einigen 
Jahren wird das Konzept der Selbststeuerung grundlegend erforscht und findet durch die bisherigen, 
vielversprechenden Ergebnisse zunehmend Anklang in der Logistikforschung. 
Die Gesamtvision der Selbststeuerung besteht aus autonomen, dezentralen Steuerungssystemen für 
logistische Prozesse. Dies führt zu einer dezentralen Koordination autonomer logistischer Objekte in 
einer heterarchischen Organisationsstruktur. Die Kernidee der Selbststeuerung bildet dabei eigen-
ständiges Entscheiden und Routing von logistischen Objekten in sich verändernden Umgebungen. Es 
werden daher für die Selbststeuerung Methoden zum selbststeuernden Routing autonomer logisti-
scher Objekte benötigt. Hier setzt diese Arbeit an. 
In der Datenkommunikation werden zum Routing von Datenpaketen seit den Anfängen quasi selbst-
steuernde Mechanismen entwickelt und verwendet, da sich aufgrund der Komplexität der Systeme 
(z. B. Internet) eine zentrale Planung und Steuerung der Vorgänge verbietet. Da im Logistikbereich 
viele Problemstellungen ebenfalls als Routingaufgaben aufgefasst werden können, bietet sich eine 
Übertragung dieser Prinzipien an, um selbststeuernde Routingmethoden zu erhalten. 
Vor diesem Hintergrund wird in der vorliegenden Arbeit ein Rahmenprotokoll als allgemein anwend-
bares Konzept für das selbststeuernde Routing entwickelt, das Distributed Logistics Routing Protocol 
(DLRP). Das DLRP-Konzept wird dazu auf zwei Anwendungsbereiche, die Transportlogistik und die 
Fertigungslogistik, übertragen und es werden Implementierungen zur Simulation des DLRP vorge-
stellt. Anhand dieser Implementierungen wird das DLRP in den Anwendungsfeldern mit klassischen 
und etablierten Planungs- und Steuerungsmethoden verglichen und zeigt dabei eine vergleichbare 
Leistung. Da in diesen ersten Implementierungen sehr einfache Entscheidungsmechanismen ausrei-
chen, um im Vergleich zu klassischen Verfahren bessere Leistungen zu erzielen, scheint das DLRP ein 
großes Potenzial zur Verbesserung logistischer Prozesse zu besitzen. Schließlich wird das DLRP-
Konzept eingehend auf seine Fähigkeiten hin untersucht, den oben beschriebenen Herausforderun-









Due to the growing dynamics and complexity of logistic systems, common concepts of planning and 
control are being pushed to their limits. In addition to that, structural changes in technology are initi-
ating and driving new functionality into logistic systems, significantly impacting market and business 
applications. One example is the rapid development of information and communication technology. 
New technological possibilities lead to more decentralized data and functionality directly on or near a 
logistic object. These circumstances require changes of processes, planning and control in this field. 
The concept of autonomous control applies an object-oriented point of view and is capable of han-
dling complex and dynamic systems in an easy and structured way. Therefore the concept of 
autonomous control can be regarded as a possible new paradigm concerning planning and control. 
Since a couple of years basic research has been conducted in this field and, due to the promising 
results, the concept of autonomous control finds increasing support among the logistics research 
community. 
The vision of autonomous control consists of autonomous, decentral control systems for logistic 
processes. This leads to a decentral coordination of autonomous logistic objects within a heterarchi-
cal structure. The core of the autonomous control concept is the self-contained decision and routing 
of logistic objects within changing environments. To achieve this, methods for decentralised, 
autonomous routing of autonomous logistic objects are needed. This is the starting point of the pre-
sented work. 
In the field of data communication, autonomous concepts have been used from the beginning. Be-
cause of the system complexity (e. g. internet), a central planning and control of all processes is not 
possible. In the field of logistics, many problems can be seen as routing problems and therefore a 
transfer from data communication to logistics seems promising. 
Against this background the presented work gives a framework protocol as a general concept for 
autonomous routing adaptive to many fields. This framework protocol was named Distributed Logis-
tics Routing Protocol (DLRP). The DLRP concept is adapted to two fields of application: transport lo-
gistics and production logistics. Implementations for simulation purposes are presented for both 
fields. With these implementations the DLRP is being compared to common planning and control 
methods. This shows a comparable performance. For this first implementations and simulation stud-
ies, simple deciding mechanisms were good enough to show a better performance than common 
planning and control methods. This shows that the potential of the DLRP to improve logistic proc-
esses can be regarded as high. Finally it is reviewed, if the DLRP concept is able to cope with the 
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1.1 Stand der Technik und Motivation 1 
 
1. Einleitung 
1.1. Stand der Technik und Motivation 
Die Anforderungen an die Logistik steigen durch die sich immer schneller verändernden Bedingungen 
heutiger Märkte und Unternehmensbeziehungen stark an. Für logistische Prozesse und dafür benö-
tigte Planungs- und Steuerungsmethoden hat dies grundlegende Auswirkungen, da klassische Me-
thoden den gestiegenen Anforderungen oftmals strukturell nicht mehr gewachsen sind. Als Verände-
rungstreiber für die Anforderungen an die Logistik werden u. a. genannt: 
• Zunehmend komplexere Wertschöpfungsnetze mit globalen logistischen Verbünden und 
damit einhergehend zunehmend komplexere logistische Prozesse, sowohl intern als auch 
unternehmensübergreifend, 
• der Wandel von Verkäufer- zu Käufermärkten und damit eine zunehmende Kundenorien-
tierung durch individualisierte Produkte, 
• der Anstieg des Transportvolumens mit gleichzeitiger Tendenz zur Atomisierung der La-
dungen durch reduzierte Lagerhaltung und verändertes Konsumverhalten, 
• die Verschärfung der relativen Knappheit logistischer Infrastrukturen durch ein im Ge-
gensatz zum Branchenwachstum langsameres Infrastrukturwachstum, 
• Veränderungen im Zielsystem logistischer Prozesse, beispielsweise durch die zunehmen-
de Verrechnung intangibler Kosten und die verstärkte gesellschaftliche Berücksichtigung 
ökologischer und auch sicherheitstechnischer Ziele (z. B. durch Terrorismus) und 
• die rasante Entwicklung der Informations- und Kommunikationstechnologie und damit 
die Schaffung neuer Möglichkeiten auch im Logistikbereich, 
siehe [Kuhn02], [SFB03], [Freitag04], [Wehking04], [Scholz-Reiter05], [Kuhn08] und Abbildung 1. 
Durch diese Veränderungstreiber ergeben sich komplexe, teilweise sogar widersprüchliche Anforde-
rungen, wie sie mit den heutigen Planungs- und Steuerungsmethoden nicht mehr zu bewältigen sein 
werden [Freitag04]. Die Auswirkungen der Veränderungstreiber auf logistische Prozesse und deren 
Planungs- und Steuerungsmethoden lassen sich in vier verschiedenen Aspekten beschreiben. Diese 
betreffen Komplexität, Dynamik, Information und Hierarchie der Prozesse und Methoden (Abbildung 
1). 
Komplexitätsaspekt 
Klassische Methoden begreifen die logistischen Problemstellungen aus einer Planungs- und Optimie-
rungssichtweise heraus, welche versucht, für ein in allen Einzelheiten im Vorhinein festgelegtes Prob-
lem eine optimale Lösung zu finden. Jedoch werden vor allem durch die Zunahme von Verknüpfun-
gen, Dynamik und Produktindividualisierung die zu lösenden Aufgabenstellungen innerhalb der Logis-
tik immer komplexer. Der Versuch, dem mit mehr Restriktionen und Nebenbedingungen für die zu 
optimierenden Aufgabenstellungen zu begegnen, muss aufgrund der zwangsläufig steigenden Be-
rechnungskomplexität scheitern. Schon einfache Problemstellungen wie das Vehicle Routing Problem 
oder Jobshop Scheduling Problem sind NP-vollständig ([Lenstra81] bzw. [Garey76]) und somit prinzi-
piell in angemessener Zeit nicht optimal lösbar. Für eine ganzheitliche Problemlösung im Logistikbe-
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reich sind jedoch beispielsweise Transport- und Schedulingaufgaben in der Produktion zu verknüp-
fen. Zur Bewältigung dieser Problemstellungen ist es notwendig, den Optimierungsstandpunkt zu 
verlassen und der Komplexität durch neuartige Herangehensweisen zu begegnen. 
Dynamikaspekt 
Weiterhin setzen Unternehmen immer mehr auf Informationstechnologien, jedoch sind die meisten 
Logistiklösungen von statischen und determinierten Szenarios geprägt. Dies entstammt im Wesentli-
chen der oben angesprochenen Planungs- und Optimierungssichtweise. Eine solche detaillierte Pla-
nung setzt einen exakt vorherbestimmten Ablauf voraus. Demgegenüber verschieben sich die realen 
Anforderungen immer mehr in Richtung Dynamik und Unvorhersehbarkeit. Vor diesem Hintergrund 
sind solche Planungs- und Optimierungsmethoden schon im Ansatz unzureichend ([Kiesewetter91], 
[Kim04], [Gierth09]). Die Sichtweise auf logistische Prozesse wandelt sich durch die angesprochenen 
Veränderungstreiber von einer zu lösenden determinierten Problemstellung zu einem fortlaufenden 
zu steuernden Prozess – der Dynamikaspekt gewinnt zunehmend an Bedeutung. 
Informationsaspekt 
Mit dem Dynamikaspekt eng verknüpft ist der Informationsaspekt. Vor allem die zunehmende dyna-
mische und strukturelle Komplexität der logistischen Prozesse verhindert die Bereitstellung relevan-
ter, echtzeitnaher Informationen zu einem Zeitpunkt an einem Ort ([Freitag04], [Fleisch05a], 
[Günthner08], [Schuh08], [Windt08], [Gierth09]). Dies ist beispielsweise bei räumlich und organisato-
risch weit verteilten Produktionsnetzen direkt einsichtig. In einem räumlich und organisatorisch en-
gen Bereich wie einem kleinen Produktionsunternehmen sind die Probleme der korrekten Informati-
onsbereitstellung jedoch oftmals ähnlich.  
Hierarchieaspekt 
Weiterhin sind die bestehenden Methoden hierarchisch ausgerichtet, wobei die Ergebnisse einer 
Planungsstufe die Ausgangsdaten der nachfolgenden Stufe darstellen. Die wechselseitigen Abhängig-
keiten dieser Hierarchiestufen werden durch die bestehenden Methoden, auch aufgrund der oben 
beschriebenen Planungs- und Optimierungssichtweise, nicht ausreichend berücksichtigt. Durch diese 
Abhängigkeiten können die Auswirkungen spontan auftretender Änderungen nicht oder nur sehr 
spät erfasst werden ([Windt01], [Schuh06], [Gierth09]). Die Frage nach einer der Aufgabenstellung 
angemessenen Hierarchie wird durch die Veränderungstreiber immer wichtiger. 
 
Aus den angesprochenen Auswirkungen der Veränderungstreiber und den damit einhergehenden 
sich verschärfenden Schwächen konventioneller logistischer Planungs- und Steuerungsmethoden 
ergibt sich folgender Handlungsbedarf. Es sind neue, zukunftsweisende Konzepte zur ganzheitlichen 
Steuerung logistischer Prozesse notwendig. Diese müssen adaptiv und flexibel auf sich verändernde 
Umweltbedingungen und wechselnde oder konkurrierende Zielsetzungen reagieren können. Als au-
tonome, dezentrale Steuerungsmethoden müssen diese Konzepte die Komplexität der logistischen 
Aufgabenstellungen auf eine lokale Ebene mit aktuellen Informationen herunterbrechen und damit 
reduzieren können ([Freitag04], [Scholz-Reiter05], [Windt08a]). 
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Abbildung 1: Darstellung der Ausgangssituation und der Problemstellung 
Einer der erwähnten Veränderungstreiber wirkt nicht nur aus einer zunehmenden Überforderung 
bestehender Systeme heraus, sondern begünstigt direkt die Entstehung neuer Steuerungsmethoden. 
Durch die Entwicklungen der Informations- und Kommunikationstechnologie können einzelne Objek-
te wie Stückgüter, Ladungsträger und Transportsysteme eine gewisse Autonomie erlangen. Vorstell-
bar oder sogar derzeit schon technisch realisierbar sind beispielsweise intelligente Ladungsträger 
oder intelligente Transportgüter mit den Fähigkeiten zur Selbstlokalisierung, zur Kommunikation mit 
anderen Objekten, zur Speicherung von Daten und mit der Möglichkeit, eigene Berechnungen durch-
zuführen. Als Stichwörter sind hier zu nennen: Internet der Dinge, drahtlose Kommunikationsnetze, 
Ubiquitous Computing, Lokalisierungstechnologien, Identifikationstechnologien, Miniaturisierung 
(siehe auch [Sauerburger03], [Fleisch05b], [Uckelmann10], [Uckelmann11]). Durch diese Fähigkeiten 
können die Objekte zu autonomen logistischen Objekten werden, wenn sie in eine entsprechende 
dezentrale Steuerungsumgebung eingebettet werden. Einerseits werden durch diese und andere 
Informations- und Kommunikationstechnologien erst autonome logistische Objekte und entspre-
chende Steuerungskonzepte ermöglicht, welche im Gegensatz zu gegenwärtigen Logistiksteuerungs- 
und Informationssystemen gerade für die sich immer schneller verändernden Bedingungen heutiger 
Märkte besser geeignet sind. Auf der anderen Seite erfordert der zunehmende Einsatz dieser Tech-
nologie geradezu neue Steuerungskonzepte, welche in der Lage sind, die neu entstehenden dynami-
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Selbststeuerung als eine Möglichkeit
Methoden zum Routing autonomer logistischer Objekte für Selbststeuerung notwendig
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1.2. Selbststeuerung 
Das Konzept der Selbststeuerung logistischer Prozesse stellt im Zusammenhang mit den genannten 
Aspekten einen neuen Gestaltungsansatz dar, in welchem autonome logistische Objekte in Koopera-
tion eine dezentrale Planungs- und Steuerungsmethode bilden. Dabei erfolgen eine Aufteilung des 
komplexen Planungsproblems des Gesamtsystems und eine Verlagerung der einzelnen Entschei-
dungsfunktionen direkt auf die logistischen Objekte [Windt08a]. Eine Definition der Selbststeuerung 
lautet wie folgt: 
„Selbststeuerung beschreibt Prozesse dezentraler Entscheidungsfindung in heterarchischen 
Strukturen. Sie setzt voraus, dass interagierende Elemente in nichtdeterministischen Sys-
temen die Fähigkeit und Möglichkeit zum autonomen Treffen von Entscheidungen besitzen. 
Ziel des Einsatzes von Selbststeuerung ist eine höhere Robustheit und positive Emergenz 
des Gesamtsystems durch eine verteilte, flexible Bewältigung von Dynamik und Komplexi-
tät.“ [Hülsmann07] 
Durch selbststeuernde autonome logistische Objekte ergibt sich die Möglichkeit, den oben beschrie-
benen Anforderungen gerecht zu werden. Die Selbststeuerung führt zu einer Komplexitätsreduktion, 
da die Problemstellung auf viele intelligente Einzelentscheidungen herunter gebrochen wird, wäh-
rend gleichzeitig das Gesamtsystem einer Steuerung unterworfen und nicht abschnittweise geplant 
oder optimiert wird. Die Objekte entscheiden aufgrund der lokal vorhandenen aktuellen Daten und 
können, falls notwendig, aktuelle Informationen von weiter entfernten Objekten anfordern. Im Vor-
dergrund stehen hierbei Eigenschaften wie Flexibilität, Adaptivität und Reaktivität auf sich dynamisch 
verändernde äußere Einflüsse unter Beibehaltung der globalen Ziele. 
Für die Idee der Selbststeuerung werden in verschiedenen Bereichen neu zu entwickelnde Konzepte 
benötigt. Dies betrifft die Bereiche Organisation und Management (Entscheidungsebene), Informati-
ons- und Kommunikationstechnologien (Informationsebene) und schließlich Materialfluss und Logis-
tik (Ausführungsebene). Im Zentrum der Selbststeuerungsidee werden Methoden benötigt, welche 
den autonomen logistischen Objekten selbst die Möglichkeit zum Entscheiden und Agieren geben. 
Hier setzt diese Arbeit an. 
1.3. Selbststeuerndes Routing 
Betrachtet man die Aufgabenstellungen in der Logistik als einen fortlaufenden Prozess aus Sicht au-
tonomer logistischer Objekte, so können viele dieser Aufgabenstellungen als Routingprozesse1 ver-
standen werden. Bei Transportprozessen, wie beispielsweise einer Pickup-and-Delivery-Aufgabe, ist 
dies direkt einsichtig. Sowohl die zu transportierenden Güter als auch die Transportmittel benötigen 
Routen, welche aufeinander abgestimmt sein müssen. Aber auch in anderen logistischen Prozessen 
wie der Fertigung benötigen einzelne logistische Objekte, wie Aufträge oder Werkstücke, eine Route 
durch einen variablen Fertigungsprozess. Betrachtet man gesamte Supply Chains, so werden auch 
hier für die einzelnen Objekte gerichtete Routen durch eine sich dynamisch verändernde Umgebung 
benötigt, welche derzeit in der Regel von vornherein implizit festgelegt sind. Daher sind zur Selbst-
steuerung logistischer Prozesse Methoden zum Routing autonomer logistischer Objekte notwendig. 
                                                          
1 Als Routing wird hier allgemein die Wegwahl in einem Netz verstanden. Die gerichteten Wege durch das Netz 
(Routen) werden dabei bestmöglich nach festgelegten Kriterien ermittelt, wie z. B. Routenlänge, Routenkosten 
oder Anzahl Hops. 
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Um die erhöhten Dynamikanforderungen zu erfüllen, darf das Routing nicht starr im Voraus durchge-
führt werden, sondern muss während des laufenden Prozesses ständig aktualisiert und neu angesto-
ßen werden können. Die autonomen logistischen Objekte müssen in der Lage sein, sowohl proaktiv 
zu planen und zu entscheiden, als auch auf eintretende Ereignisse zu reagieren. Hierzu sind eine 
ständige Informationsaufnahme und -abgabe aus der Umgebung, eine entsprechende Informations-
verarbeitung und eine Entscheidung notwendig. 
In der Datenkommunikation werden Routingaufgaben seit Langem durch spezielle, dezentrale Kon-
zepte gelöst. Betrachtet man die Wegewahl im Internet, so wird klar, dass eine zentrale Planung oder 
Steuerung der Daten prinzipiell nicht möglich ist. Die Strukturen sind zu groß und Informationen sind 
innerhalb kürzester Zeit veraltet. Es ist unmöglich, zu einem einzigen Zeitpunkt aktuelle Informatio-
nen über das gesamte Netz zu erhalten. Die Methoden der Datenkommunikation sind daher seit den 
Anfängen sozusagen „selbststeuernd“ und aufgrund der Ähnlichkeit der Problemstellungen im Rou-
ting von Datenpaketen und von logistischen Objekten bietet sich eine Übertragung der Konzepte an 
[Scholz-Reiter98]. 
1.4. Aufgabenstellung 
Die Grundlage dieser Arbeit bilden die Idee der Selbststeuerung, welche im Unterkapitel 1.2 
„Selbststeuerung“ definiert und skizziert wurde, und die grundsätzliche Idee zum selbststeuernden 
Routing, wie sie in Unterkapitel 1.3 „Selbststeuerndes Routing“ formuliert wurde. Hierauf baut die 
Aufgabenstellung der Arbeit auf, welche in drei Forschungsfragen und zwei Forschungsaufgaben 
zerfällt, welche sich aufeinander beziehen (siehe Abbildung 2): 
• Erste Forschungsfrage: Können Routingmethoden aus der Datenkommunikation auf 
logistische Problemstellungen übertragen werden?   
Es soll geklärt werden, ob die grundlegende Idee zum selbststeuernden Routing umsetz-
bar ist und ob es möglich und vor allem sinnvoll ist, Methoden aus der Datenkommuni-
kation auf die Logistik zu übertragen. Dazu steht eine Vielzahl von möglichen Routingme-
thoden aus diesem Bereich zur Verfügung. Zudem stellt sich die Frage, ob die positiven 
Eigenschaften aus diesen Methoden, wie beispielsweise Robustheit, gänzlich dezentrale 
Datenhaltung oder Reaktivität, bei dem Transfer auf den Logistikbereich erhalten wer-
den können. 
• Erste Forschungsaufgabe: Entwurf eines allgemeinen Konzeptes zum selbststeuernden 
Routing autonomer logistischer Objekte   
Diese Aufgabe ist eng mit der ersten Forschungsfrage verknüpft, da zu dem vorgesehe-
nen Entwurf Methoden aus der Datenkommunikation verwendet werden sollen. Es soll 
ein abstraktes Gesamtkonzept für selbststeuerndes Routing entworfen werden, welches 
in verschiedenen Bereichen der Logistik Anwendung finden kann. Dabei steht die Frage 
nach den grundlegenden Mechanismen im Vordergrund, welche für ein solches Verfah-
ren notwendig sind. Das Konzept soll zudem vor dem Hintergrund der beschriebenen 
Veränderungstreiber und deren Auswirkungen entwickelt werden. 
• Zweite Forschungsaufgabe: Übertragung des allgemeinen Konzeptes auf ein konkretes 
Anwendungsfeld und Vergleich mit etablierten Verfahren   
Die Entwicklung einer allgemeinen Methode ist für sich alleine genommen nicht ausrei-
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allem die Evaluation der Methode mit etablierten Verfahren führt zu einer sinnvollen 
und anwendbaren Methode. Dies führt zur zweiten Forschungsaufgabe.   
Aufgrund der angestrebten grundsätzlichen Verschiedenheit des selbststeuernden Rou-
tings zu der gängigen Betrachtungsweise, beispielsweise in Bezug auf Steuerungsaspekte 
oder die Optimierungssichtweise, ist auf die Festlegung der Problemstellung und der 
entsprechenden Szenarios besonders zu achten. Auf der einen Seite sollen die etablier-
ten Verfahren in der Lage sein, diese Szenarios zu bewältigen. Auf der anderen Seite 
müssen die zu entwickelnden Methoden die aus dieser Sicht simplifizierten Problemstel-
lungen sinnvoll lösen können. Vereinfachend formuliert müssen zur Evaluation zwei 
grundverschiedene Ansätze miteinander verglichen werden: ein Optimierungsverfahren 
mit einem Steuerungsverfahren. Hierin liegt eine besondere Herausforderung.  
Die Übertragung soll in zwei Stufen erfolgen. Zunächst soll aus dem aus der Bearbeitung 
der ersten Forschungsaufgabe hervorgegangenen allgemeinen DLRP-Konzept eine Spezi-
alisierung für den Anwendungsfeld entwickelt werden, welche jedoch aufgrund der All-
gemeinheit des Anwendungsfeldes ebenfalls, in entsprechenden Grenzen, generisch 
ausfallen soll. Zum Vergleich sollen dann aus dieser DLRP-Spezialisierung heraus Imple-
mentierungen2 für entsprechende Szenarios erstellt werden. 
• Zweite Forschungsfrage: Kann das entworfene Konzept selbststeuernden Routings den 
Auswirkungsaspekten der Veränderungstreiber gerecht werden?   
Entsprechend den oben skizzierten aktuellen Anforderungen an logistische Prozesse 
müssen neu entwickelte Verfahren in der Lage sein, möglichst vielen angesprochenen 
Auswirkungsaspekten gerecht zu werden. Dies ist bei der Entwicklung der neuen Me-
thoden zu berücksichtigen und schließlich anhand der Evaluationen und der Konzept-
struktur zu beantworten. 
• Dritte Forschungsfrage: Kann das entworfene Konzept selbststeuernden Routings als 
Alternative zu etablierten Verfahren eingesetzt werden?   
Schließlich muss ein neu entwickeltes Konzept mit den in diesem Bereich eingesetzten 
Verfahren vergleichbar oder sogar leistungsfähiger als diese sein. Anhand der Evaluati-
onsstudien, welche im Zusammenhang mit der zweiten Forschungsaufgabe durchgeführt 
werden, und im Zusammenhang mit der Eignung des neuen und der etablierten Verfah-
ren zur Handhabung der erwähnten Auswirkungsaspekte (zweite Forschungsfrage) kann 
das neue Konzept bewertet werden. 
 
                                                          
2 Diese Begriffe (DLRP-Konzept, DLRP-Spezialisierung, Implementierung) oder Abwandlungen davon werden in 
der Arbeit durchgängig für die drei verschiedenen Beschreibungsebenen verwendet. 
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Abbildung 2: Forschungsfragen und Forschungsaufgaben der Arbeit 
1.5. Aufbau der Arbeit 
Der Aufbau der Arbeit folgt im Wesentlichen der Struktur der im letzten Abschnitt beschriebenen 
Aufgabenstellung. Nach der Einleitung folgt im Kapitel 2 „Das Konzept des selbststeuernden Rou-
tings“ die Beschreibung der Entwicklung des allgemeinen Konzeptes zum selbststeuernden Routing, 
welches noch unabhängig von Anwendungsbereich innerhalb der Logistik ist. Die Grundlagen der 
Arbeit, welche in Unterkapitel 1.2 „Selbststeuerung“ und Unterkapitel 1.3 „Selbststeuerndes Rou-
ting„ bereits skizziert wurden, werden in den Abschnitten 2.1.1 „Annahmen zur technischen Infra-
struktur“, 2.1.2 „Anforderungen“ und 2.1.3 „Grundlegende Idee“ aufgegriffen, erweitert und spezifi-
ziert. Die erste Forschungsfrage und die erste Forschungsaufgabe bedingen sich gegenseitig und 
werden daher gemeinsam im Kapitel 2 „Das Konzept des selbststeuernden Routings“ behandelt. Die 
erste Forschungsfrage nach der Übertragung von Methoden aus der Datenkommunikation wird in 
einer Vorstudie in Abschnitt 2.1.4 „Routing in dynamischen Netzen“ und schließlich mit der Übertra-
gung von Prinzipien in Abschnitt 2.2.1 „Routingmechanismen“ behandelt. Die Entwicklung des allge-
meinen DLRP-Konzeptes schließt in Kapitel 2 mit der Untersuchung möglicher Entscheidungsmecha-
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nismen (Unterkapitel 2.3 „Entscheidungsmechanismen“) und den grundsätzlichen Möglichkeiten zur 
Evaluation (Unterkapitel 2.4 „Evaluationsmöglichkeiten“). 
Die zweite Forschungsaufgabe wird in den Kapiteln 3 „Ein Selbststeuerungskonzept für die Transport-
logistik (DLRPt)“ und 4 „Ein Selbststeuerungskonzept für die Fertigungslogistik (DLRPp)“ bearbeitet, 
welche den Kern der Arbeit bilden und das DLRP-Konzept in zwei Anwendungsfelder trägt. Das Kapi-
tel 5 „Anwendungen des DLRP in anderen Bereichen“ rundet die Arbeit an der zweiten Forschungs-
aufgabe schließlich mit einem Blick auf die aktuelle Entwicklung und den Einsatz des DLRP in weite-
ren Bereichen auf konkreter Ebene ab. 
Das Kapitel 6 „Abschließende Betrachtung des selbststeuernden Routings“ beschäftigt sich schließlich 
mit den Forschungsfragen zwei und drei und versucht, das Potenzial des entworfenen DLRP-
Konzeptes mithilfe der dargestellten Arbeiten allgemein und vor dem Hintergrund der Forschungs-
fragen einzuschätzen. Die Arbeit schließt im Kapitel 7 „Zusammenfassung und Ausblick“ mit einem 
Fazit und einer Vorausschau auf zukünftige Forschungsrichtungen. Der Anhang enthält im Wesentli-
chen die detaillierten Daten der Evaluationsstudien. 
1.6. Wissenschaftlicher Beitrag 
Der wissenschaftliche Beitrag dieser Arbeit liegt in der Konzeptionierung und der Evaluation von 
neuartigen Methoden zum selbststeuernden Routing autonomer logistischer Objekte. Aufbauend auf 
der in diesem Kapitel beschriebenen Motivation und der Selbststeuerungsidee wurde ein Rahmen-
protokoll, das Distributed Logistics Routing Protocol (DLRP), entwickelt und damit der Logistikfor-
schung als neuartiger und vielversprechender Ansatz zur Verfügung gestellt. Im Unterschied zu bishe-
rigen Ansätzen bietet das Rahmenprotokoll strukturelle Vorteile, vor allem in Bezug auf Systemflexi-
bilität und -robustheit (siehe Kapitel 6 „Abschließende Betrachtung des selbststeuernden Routings“). 
In Kapitel 2 „Das Konzept des selbststeuernden Routings“ wird der grundsätzliche Aufbau des DLRP-
Konzeptes beschrieben. Die wesentlichen wissenschaftlichen Beiträge sind hierbei die allgemeine 
Untersuchung zum Design von Routingmethoden in dynamischen Netzen (Abschnitt 2.1.4 „Routing in 
dynamischen Netzen“), die Entwicklung und Definition der Grundprinzipien des DLRP (Abschnitt 2.1.5 
„Grundprinzipien des DLRP“), die Entwicklung des erweiterten Route Discovery Mechanismus (Ab-
schnitt 2.2.1 „Routingmechanismen“) sowie die detaillierte Definition der Protokollstruktur (Unter-
kapitel 2.2- „Struktur des DLRP“). 
Die Untersuchung zum Design von Routingmethoden in dynamischen Netzen zeigt auf, dass ein 
schätzungsbasiertes und reaktives Protokolldesign in dynamischen Netzen ab einem höheren Dyna-
mikgrad vorteilhafter ist. Die Definition der Grundprinzipien des DLRP und die Definition der Proto-
kollstruktur geben die Möglichkeit, das komplexe Rahmenprotokoll DLRP auf einer allgemeinen Ebe-
ne für verschiedene Anwendungsfelder anzuwenden. Die Entwicklung des für das DLRP notwendigen 
erweiterten Route Discovery Mechanismus wurde in enger Zusammenarbeit mit Bernd-Ludwig 
Wenning durchgeführt. 
In Kapitel 3 „Ein Selbststeuerungskonzept für die Transportlogistik (DLRPt)“ liegen die wesentlichen 
wissenschaftlichen Beiträge in der Definition eines grundlegenden transportlogistischen Szenarios 
(Unterkapitel 3.1 „Problemstellung Transportlogistik“), der genauen Definition der DLRP-
Spezialisierung für die Transportlogistik (Unterkapitel 3.2 „Struktur des DLRPt“) sowie in den beiden 
Evaluationsstudien des DLRPt (Unterkapitel 3.4 „Evaluation anhand adaptierter Vehicle Routing Prob-
leme“ und Unterkapitel 3.5 „Evaluation anhand adaptierter dynamischer Pickup and Delivery Prob-
leme“). 
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In der Transportlogistik sind bisher im Wesentlichen spezielle und sehr eingeschränkte Szenarios 
vorgestellt worden. Im Gegensatz dazu wurde mit dem grundlegenden transportlogistischen Szenario 
der Versuch eines allgemeingültigen Szenarios unternommen und damit weitreichende und praxis-
nahe Anforderungen an mögliche Lösungsalgorithmen formuliert. Mit der detaillierten Definition der 
DLRPt-Struktur und den beiden Evaluationsstudien steht nun eine neue Methode für die Transport-
logistik in den zuvor definierten grundlegenden Szenarios zur Verfügung. 
Analog hierzu liegen in Kapitel 4 „Ein Selbststeuerungskonzept für die Fertigungslogistik (DLRPp)“ die 
wesentlichen wissenschaftlichen Beiträge in der Definition eines grundlegenden produktionslogisti-
schen Szenarios (Unterkapitel 4.1 „Problemstellung Fertigungslogistik“), der genauen Definition der 
DLRP-Spezialisierung für die Produktionslogistik (Unterkapitel 4.2 „Struktur des DLRPp“) sowie in der 
Evaluationsstudie des DLRPp (Unterkapitel 4.4 „Evaluation anhand adaptierter dynamischer Flexible 
Flowshop Probleme“). 
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2. Das Konzept des selbststeuernden Routings 
In diesem Kapitel wird das Konzept des selbststeuernden Routings auf einer generischen Ebene er-
läutert. Spezialisierungen für verschiedene Logistikbereiche folgen in den nächsten Kapiteln. Zu-
nächst wird in diesem Kapitel die Grundkonzeption mit Annahmen, Anforderungen und Grundprinzi-
pien des Konzeptes beschrieben (Unterkapitel 2.1 „Grundkonzeption“). Anschließend wird die detail-
lierte Struktur des entwickelten Distributed Logistics Routing Protocol (DLRP) erläutert (Unterkapitel 
2.2 „Struktur des DLRP“), wobei die Möglichkeiten für Entscheidungsmechanismen innerhalb des 
DLRP im nachfolgenden Unterkapitel 2.3 „Entscheidungsmechanismen“ aufgezeigt werden. Das Un-
terkapitel 2.4 „Evaluationsmöglichkeiten“ diskutiert Möglichkeiten und Grenzen der Evaluation des 
Konzeptes und im Unterkapitel 2.5 „DLRP-Bezeichnungen“ werden schließlich die für das DLRP ent-
worfenen Bezeichnungen vorgestellt. 
2.1. Grundkonzeption 
Dieses Unterkapitel beschreibt die grundlegende Konzeption des selbststeuernden Routings. Aus-
gangspunkt hierfür sind die für die Konzeption getroffenen Annahmen (Abschnitt 2.1.1 „Annahmen 
zur technischen Infrastruktur“) und die an das Konzept gestellten Anforderungen (Abschnitt 2.1.2 
„Anforderungen“). Darauf aufbauend werden in Abschnitt 2.1.3 „Grundlegende Idee“ die Motivation 
und die Entwicklung von der ersten Idee zum ausformulierten Konzept beschrieben. Der nächste 
Abschnitt zeigt Herausforderungen des Routings in dynamischen Netzen auf und begründet die Im-
plementierung eines schätzungsbasierten und reaktiven Routingprinzips in das Konzept (Abschnitt 
2.1.4 „Routing in dynamischen Netzen“). Die Formulierung der Grundkonzeption mündet schließlich 
in der Formulierung der fünf Grundprinzipien des DLRP (Abschnitt 2.1.5 „Grundprinzipien des DLRP“). 
2.1.1. Annahmen zur technischen Infrastruktur 
Die Konzeption des selbststeuernden Routings soll sich bewusst nicht mit den technischen Voraus-
setzungen und Einzelheiten befassen, sondern sie soll sich auf die Methodenentwicklung konzentrie-
ren. Es wird angenommen, dass die rasante Entwicklung der Informations- und Kommunikations-
technologien weiter anhalten und umfassende Möglichkeiten bereitstellen wird, welche für die tech-
nische Umsetzung von Selbststeuerungskonzepten im Allgemeinen notwendig sind [Freitag04]. Für 
die Konzeption des selbststeuernden Routings werden folgende Annahmen getroffen: 
Logistische Objekte ... 
• ... können eindeutig identifiziert werden. 
• ... können ihre eigene Position bestimmen oder lokalisiert werden. Als Position können 
globale Koordinaten, Indoor-Koordinaten als auch relative Positionierung in Bezug zur 
logistischen Umgebung notwendig sein.  
• ... besitzen eigene Rechenkapazität, mithilfe derer Daten verarbeitet und Entscheidun-
gen getroffen werden können. 
• ... können mit anderen logistischen Objekten kommunizieren und Daten austauschen. 
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Teilweise ist die derzeitige Technologie bereits in der Lage, diese Annahmen zu erfüllen. Eine eindeu-
tige Identifizierung ist technisch beispielsweise mittels RFID-Tags möglich, welche sogar schon in ein 
Bauteil lebenslang integriert werden können (siehe z. B. [Hribernik10]). Ein LKW könnte sich selbst 
beispielsweise mittels GPS lokalisieren, mittels UMTS kommunizieren und kann eine eigene Rechen-
einheit besitzen. Dies alles für ein Stückgut zu fordern, wäre derzeitig noch eine große technische 
Herausforderung, gerade was die Rechenkapazitäten und Kosten betrifft. 
Diese durch die Annahmen geforderte technisch dezentrale Umsetzung der Selbststeuerungskonzep-
te ist jedoch eine Extremform. Da es sich um reine Methoden handelt, können die Konzepte des 
selbststeuernden Routings gewissermaßen virtuell umgesetzt werden. Es ist möglich, jedes logisti-
sche Objekt als ein Objekt eines ereignisgesteuerten Modells oder als ein Agent auf einer Agenten-
plattform umzusetzen. In diesem Fall müssten die Handlungen der virtuellen Objekte dann auf die 
realen Objekte übertragen werden. Zwischen diesen beiden Extremfällen sind verschiedene Systeme 
von partieller Selbststeuerung vorstellbar [Scholz-Reiter11d]. Diese haben verschiedene Vor- und 
Nachteile, wobei viele Vorteile der Selbststeuerung auch bei rein virtueller Umsetzung erhalten blei-
ben. Fragen der technischen Umsetzung der Selbststeuerungskonzepte sind jedoch nicht Teil dieser 
Arbeit. Es wird von den oben getroffenen Annahmen ausgegangen. 
2.1.2. Anforderungen 
Die in Unterkapitel 1.1 „Stand der Technik und Motivation“ beschriebenen Auswirkungsaspekte (sie-
he auch Abbildung 1, S. 3) sind für die Konzeption des selbststeuernden Routings gleichsam Anforde-
rungen, da mit ebendiesem Konzept den veränderten Bedingungen im Logistikbereich begegnet 
werden soll. Die sich ergebenden Anforderungen werden im Folgenden skizziert (siehe auch Abbil-
dung 9, S. 21). 
Komplexitätsanforderung 
Das zu entwickelnde Konzept für selbststeuerndes Routing soll in der Lage sein, der wachsenden 
Komplexität der Systeme und Aufgabenstellungen im Logistikbereich zu begegnen und diese hand-
habbar machen. 
Dynamikanforderung 
Das zu entwickelnde Konzept für selbststeuerndes Routing soll in der Lage sein, der wachsenden 
Dynamik der Systeme und Aufgabenstellungen im Logistikbereich zu begegnen und diese handhab-
bar machen. 
Informationsanforderung 
Das zu entwickelnde Konzept für selbststeuerndes Routing soll nicht auf eine vollständige und aktuel-
le Datenbasis angewiesen sein, von der angenommen wird, dass diese nicht erstellt werden kann. Es 
wird angenommen, dass keine allwissende, zentrale Datenbasis existiert. Daher soll das Konzept auf 
einer dezentralen, lokalen Datenbasis aufbauen und auch mit unvollständigen oder veralteten Daten 
brauchbare Lösungen erreichen.  
Hierarchieanforderung 
Das zu entwickelnde Konzept für selbststeuerndes Routing soll wechselseitige Abhängigkeiten von 
Hierarchiestufen berücksichtigen oder durch eine entsprechende Strukturierung diese Abhängigkei-
ten vermeiden, um die Flexibilität des Gesamtsystems zu gewährleisten. 
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2.1.3. Grundlegende Idee 
Die ersten Grundideen zum selbststeuernden Routing wurden bereits in [Scholz-Reiter98] formuliert. 
Ausgangspunkt war dabei eine Änderung des Blickwinkels auf die Transportplanung. Während gängi-
ge Systeme die Wege von Transportmitteln planen, ist die neue Idee hier, die Wege der Transportgü-
ter zu planen. Hierbei wäre es dann auch nicht mehr notwendig, sich bei der Planung auf ein einziges 
Transportmittel zu beschränken. Zudem sind aus Planungssicht dann Wege mit verschiedenen Trans-
portmitteln wesentlich einfacher zu handhaben. Auch ist es dann nicht mehr notwendig, alle La-
dungsteile zusammen zu transportieren, wenn diese aus mehreren Einheiten bestehen. Diese Grund-
ideen sind den Routingprotokollen der Kommunikationstechnik entlehnt. Die damalige Grundstruktur 
des vorgeschlagenen Konzeptes sah zusätzlich noch einen Leitstand vor, in dem alle Informationen 
zusammenlaufen und an dem zentral geplant werden kann. 
Ein weiterer struktureller Vorteil, welcher mit dieser Blickwinkeländerung verbunden ist, eine Art von 
„Globalisierung“ der Routenplanung. Gängige Praxis ist auch heute noch, dass jedes Transportunter-
nehmen seine eigene Flotte plant und deren Einsatz optimiert. Aus einer Gesamtsicht des Güterver-
kehrs führen diese Teiloptimierungen jedoch oftmals nicht zu einer Verbesserung der Gesamtsituati-
on. Die Idee von multimodalen und aufgespaltenen Transporten macht dieses Problem besonders 
deutlich. Der mögliche Vorteil liegt auf der Hand, jedoch ist dieser erst erreichbar, wenn möglichst 
viele Transportvorgänge über Unternehmensgrenzen hinweg geplant werden können. Dieser Aspekt 
wird ebenfalls bereits in [Scholz-Reiter98] beschrieben. 
Unter Hinzunahme einer dezentralen Sichtweise, d. h. ohne das erwähnte Leitstandskonzept, wurden 
diese ursprünglichen Ideen als und in der Selbststeuerung ab 2004 im Sonderforschungsbereich 637 
„Selbststeuerung Logistischer Prozesse – ein Paradigmenwechsel und seine Grenzen“ weitergeführt. 
Das Teilprojekt B1 „Entwicklung von Methoden zum selbststeuernden Routing autonomer logisti-
scher Objekte in Transportnetzen“ dieses SFB, welches der Autor seit 2005 in Zusammenarbeit mit 
Bernd-Ludwig Wenning als Tandemprojekt bearbeitet, konkretisiert die anfänglichen Selbststeue-
rungsideen zunächst für die Transportlogistik und später auch für die Fertigungslogistik. Innerhalb 
dieses Projektes wurden die Selbststeuerungsmethoden entwickelt, welche in dieser Arbeit be-
schrieben werden. Dabei wurden die grundlegenden Konzepte und vor allem die Grundlagen aus der 
Datenkommunikation in Zusammenarbeit mit Bernd-Ludwig Wenning erarbeitet. Sind die in dieser 
Arbeit beschriebenen Arbeiten in einer Zusammenarbeit entstanden, so wird an den entsprechenden 
Stellen darauf hingewiesen. Die grundlegenden Konzepte wurden gemeinsam entwickelt, die  
Grundprinzipien des DLRP (S. 18 ff) wurden in dieser Form vom Autor definiert und formuliert. 
Die beschriebene Grundidee wurde vom Autor dieser Arbeit immer weiter konkretisiert ([Scholz-
Reiter05], [Scholz-Reiter06b], [Scholz-Reiter06a]). Zur Übertragung von Routingprotokollen aus der 
Datenkommunikation auf die Selbststeuerung sind einige Unterschiede zwischen Kommunikations- 
und Logistiknetzen zu beachten. Am Beispiel der Transportlogistik wird klar, dass in der Logistik oft-
mals verschiedene Objektklassen gleichzeitig agieren und eine Route benötigen – im Gegensatz zur 
Datenkommunikation, wo nur eine Objektklasse (Datenpakete) eine Route benötigt. Dazu kommt, 
dass die Routen der verschiedenen Objektklassen in der Logistik oftmals voneinander abhängig sind 
und verschiedene Ziele haben. Die Routen der Fahrzeuge können nicht getrennt von den Routen der 
Stückgüter betrachtet werden. Daraus ergibt sich, dass beide Objekttypen einen Routingprozess be-
nötigen, diese Prozesse jedoch aufeinander abgestimmt werden müssen. Um diese Routingprozesse 
aufeinander abzustimmen, muss eine Kommunikation zwischen den Routingprozessen oder den Ob-
jekten stattfinden. Hierbei wurde aus der Selbststeuerungsidee heraus zur Vermeidung einer zentra-
len Datenbasis eine indirekte Kommunikation der Objekte über die Knoten des Wegenetzes als de-
zentrale Informationsbroker benutzt. 
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Ein weiterer Unterschied zu den Netzen der Datenkommunikation liegt in den Zeitskalen – genauer 
im zeitlichen Verhältnis von eigentlichem Routing und dem Transport. In der Datenkommunikation 
benötigt das Routing in etwa die gleiche Zeit wie die Datenübertragung. Dabei wird in der Regel an-
genommen, dass sich das Netz während der Datenübertragung nur unwesentlich verändert3. Dies ist 
bei logistischen Netzen nicht anzunehmen. Im Gegenteil ist davon auszugehen, dass sich beispiels-
weise während eines Transportes sowohl die Verkehrslage, als auch die Auftragslage ändern wird.  
In diesem Zusammenhang wurden Voruntersuchungen durchgeführt, welche Routingmethoden bei 
welcher Netzdynamik sinnvoll eingesetzt werden können (siehe [Rekersbrink07b], [Scholz-Reiter05] 
oder Abschnitt 2.1.4 „Routing in dynamischen Netzen“). Untersucht wurden statisches (Routing auf-
grund der aktuellen Netzsituation, Transport ohne Routing), reaktives (Routing aufgrund der aktuel-
len Netzsituation, Rerouting während des Transportes) und schätzungsbasiertes Routing (Routing 
aufgrund einer Schätzung des zukünftigen Netzzustandes, Transport ohne Routing). Aufgrund der 
Ergebnisse empfiehlt sich für den sehr dynamischen Logistikbereich ein reaktives und schätzungsba-
siertes Routing. Die Voruntersuchungen werden im nächsten Abschnitt erläutert. 
Um eine möglichst hohe Verwendbarkeit des Konzeptes in verschiedenen Bereichen der Logistik und 
auch in verschiedenen konkreten Problemstellungen eines Bereiches zu erreichen, sollte das Konzept 
für das selbststeuernde Routing möglichst allgemein als Methode und ohne spezifische Berechnun-
gen und Entscheidungsmethoden formuliert werden. Von der Grundidee her versteht sich das Kon-
zept als Rahmenkonzept, welches für konkrete Problemstellungen spezialisiert und mit entsprechen-
den Entscheidungsmechanismen ausgefüllt wird. 
Die Grundidee des selbststeuernden Routings lässt sich nun durch die folgenden Punkte zusammen-
fassen: Es wird ein Perspektivenwechsel hin zur Planung der einzelnen Objekte statt einer überge-
ordneten Planung vorgenommen. Routingalgorithmen aus der Datenkommunikation werden auf 
logistische Netze übertragen, wobei jede Objektklasse einen eigenen Routingprozess benötigt, wel-
cher über indirekte Kommunikation mit anderen Routingprozessen abgestimmt wird. Das Konzept 
beinhaltet ein reaktives, schätzungsbasiertes Routingverfahren. Schließlich wird das Konzept allge-
mein als Rahmenkonzept beschrieben. 
Aufgrund der Ähnlichkeiten zu Protokollen in der Datenkommunikation wurde dem Konzept zum 
selbststeuernden Routing der Name Distributed Logistics Routing Protocol (DLRP) gegeben. Das 
DLRP versteht sich als Rahmenprotokoll.  
2.1.4. Routing in dynamischen Netzen 
Bei der Übertragung von Routingmechanismen aus dem Feld der Datenkommunikation auf die Logis-
tik müssen zunächst die Ähnlichkeiten und Unterschiede der jeweiligen Netze betrachtet werden. 
Hierbei fällt ein Unterschied besonders auf: Beide Netze operieren auf unterschiedlichen Zeitskalen. 
Während eine Datenübertragung sich im Millisekundenbereich abspielt, benötigt ein Transport oder 
ein anderer logistischer Prozess, für den Routen benötigt werden, eher Stunden. Entscheidend ist 
hierbei nicht die längere Zeitspanne an sich, sondern der Unterschied zwischen der Zeit für das Fin-
den einer Route und deren Ausführung. In der Datenkommunikation benötigen beide Prozesse in 
etwa gleich viel Zeit – in der Logistik ist eine besonders kurze Zeit für die Routenfindung nicht ent-
scheidend. Dies hat Auswirkungen auf zwei Ebenen: Zum einen hat man bei der Auslegung von Rou-
                                                          
3 Es existieren auch komplexere Protokolle, welche z. B. versuchen, durch eine „Reservierung“ der angemelde-
ten Routen die beim Routing „zugesagte“ Quality of Service sicherzustellen. Siehe z. B. das Resource Reservati-
on Protocol (RSVP), [Braden97]. 
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tingprotokollen für logistische Prozesse mehr Freiheiten, da ohne weiteres komplexe und auch re-
chenaufwendige Verfahren zum Einsatz kommen können. Zum andern ist die Dynamik in den Netzen 
unterschiedlich zu bewerten. Beim Routing in der Datenkommunikation wird meist implizit ange-
nommen, dass während der Zeit für das Finden der Route und der eigentlichen Datenübertragung 
das Netz in etwa gleich bleibt. Es wird also von einem in diesem Moment quasistatischen Netz aus-
gegangen. Dies kann man in der Logistik nicht erwarten. Während eines mehrstündigen Transportes 
ändert sich beispielsweise das gesamte Netz mit Verkehrs- und Auftragslage grundlegend.  
Diese Überlegungen führen zu der Frage, wie eine erwartete Änderung des Netzes in die Struktur 
eines Routingvorgangs mit einbezogen werden sollte und bei welchem Grad von Dynamik welche 
Struktur sinnvoll ist. Hierzu wurde auf mathematisch-analytischer Basis und mittels einer numeri-
schen Abschätzung eine Untersuchung durchgeführt, welche im Folgenden zusammenfassend skiz-
ziert wird. Die gesamte Untersuchung ist in [Rekersbrink07b] nachzulesen. 
Wir nehmen zunächst ein Netz mit der in Abbildung 3 gezeigten Topologie an und wollen einen Weg 
vom linken Knoten zum rechten Knoten finden. Die Kanten haben Kantenkosten zwischen 0 und 1, 
welche sich pro Zeitschritt ändern können, und das Ziel ist ein möglichst kostengünstiger Weg.  
 
Abbildung 3: Statisches Routing in einem dynamischen Netz (aus [Rekersbrink07b]) 
An diese Aufgabe kann man nun grundsätzlich auf verschiedene Weise herangehen. In der Untersu-
chung wurden folgende Möglichkeiten betrachtet: 
• Statisches Routing: Es wird mit den Informationen zum Startzeitpunkt der beste Weg be-
stimmt und die Route nicht mehr geändert (vgl. Abbildung 3). 
• Reaktives Routing: Es wird mit den Informationen zum Startzeitpunkt der beste Weg be-
stimmt. Nach jedem Schritt wird mit den dann zur Verfügung stehenden Informationen 
erneut der beste Weg bestimmt und die Route ggf. korrigiert (vgl. Abbildung 4). 
• Schätzungsbasiertes Routing: Es wird mit den Informationen zum Startzeitpunkt und ge-
schätzten Werten für den zukünftigen Netzzustand der beste Weg bestimmt. 
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Abbildung 4: Reaktives Routing in einem dynamischen Netz (aus [Rekersbrink07b]) 
Es geht bei dieser Untersuchung nicht darum, ein optimales Routingverfahren zu finden, sondern 
darum, mit welcher Informationsbasis ein Routing stattfinden sollte. Für die Untersuchung wird die 
aufgrund der Informationsbasis optimale Route bestimmt. Klar ist, dass in einem sich nicht ändern-
den Netz auch statisch die optimale Route gefunden wird. Andererseits wird mit vollständigen Infor-
mationen über den zukünftigen Netzzustand, d. h. eine fehlerfreie Schätzung, ebenfalls eine optimale 
Route gefunden (Abbildung 5). Optimal bezieht sich dabei auf das a-posteriori-Optimum, welches in 
der Rückschau bestimmt wird. Die Frage ist, bei welchem Dynamikgrad welche Datenbasis sinnvoll ist 
und welche Schätzgüte für ein gutes Ergebnis erforderlich ist. 
 
Abbildung 5: Routing mit vollständigen Informationen einem dynamischen Netz (aus [Rekersbrink07b]) 
Zur Beantwortung der Frage müssen zunächst einige Größen definiert werden: 
• Netzdynamik: Wird ein Kantengewicht mit 𝜌 ∈ [0  1] bezeichnet, so ist dessen betrags-
mäßige Änderung in einem Zeitschritt Δ𝜌 ∈ [0  Δ𝜌𝑚𝑎𝑥]. Dann bezeichnet Δ𝜌𝑚𝑎𝑥 ∈ [0  1] 
die Netzdynamik. Dabei entspricht Δ𝜌𝑚𝑎𝑥 = 0 einem statischen Netz, während 
Δ𝜌𝑚𝑎𝑥 = 1 alle möglichen Kantenänderungen zulässt. 
• Schätzfehler: Der Schätzfehler der Kante 𝑒 zur Zeit 𝑡, beobachtet zur Zeit 𝑠 ≤ 𝑡, wird mit 
𝜀(𝑒, 𝑠, 𝑡) bezeichnet, wobei 𝜀 = �𝜌 − 𝜌𝑔𝑒𝑠𝑐ℎä𝑡𝑧𝑡� als normalverteilte Zufallsvariable um 0 
mit entsprechender Standardabweichung modelliert ist. 
• Normierte Kosten: Um die Vergleichbarkeit der Ergebnisse zu gewährleisten, wurden die 
Kosten für eine Route wie folgt normiert:  
𝐾𝑛𝑜𝑟𝑚𝑖𝑒𝑟𝑡 = 𝐾 −𝐾𝑚𝑖𝑛𝐾𝑍𝑢𝑓𝑎𝑙𝑙 − 𝐾𝑚𝑖𝑛 
Hierbei sind 𝐾𝑚𝑖𝑛 die Kosten der a-posteriori-optimalen Route und 𝐾𝑍𝑢𝑓𝑎𝑙𝑙 die mittleren 
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Kosten eines zufällig gewählten Weges. 𝐾𝑛𝑜𝑟𝑚𝑖𝑒𝑟𝑡 = 0 entspricht demnach den minimal 
möglichen Kosten, während 𝐾𝑛𝑜𝑟𝑚𝑖𝑒𝑟𝑡 = 1 einer zufälligen Wegewahl entspricht. 
Weiterhin wurden verschiedene Netzgrößen mit 8 bis 52 Kanten betrachtet. Die entsprechenden 
Topologien sind in Abbildung 6 ersichtlich. 
 
Abbildung 6: Beispiele verwendeter Netzgrößen (aus [Rekersbrink07b]) 
In Abbildung 7 sind beispielhaft die Ergebnisse für ein Netz mit 52 Kanten dargestellt. Das statische 
Routing (Verfahren 1) wird dabei mit steigender Netzdynamik immer schlechter, wobei bei maxima-
ler Netzdynamik das statische Routing fast mit einer zufälligen Wegewahl (𝐾𝑛𝑜𝑟𝑚𝑖𝑒𝑟𝑡 = 1) gleichzu-
setzen ist. Das reaktive Routing zeigt ein ähnliches Verhalten, jedoch sind auch bei höchster Netzdy-
namik noch Kosten von ca. 140 % der optimalen Kosten zu erreichen. Das schätzungsbasierte Routing 
(Verfahren 3) ist definitionsgemäß bei einer Standardabweichung des Schätzfehlers von 0 optimal. 
Steigt diese Standardabweichung, so wird das Verfahren schlechter, während die Netzdynamik einen 
relativ geringen Einfluss auf die Kosten hat. 
 
Abbildung 7: Normierte Kosten in Abhängigkeit von Netzdynamik und Schätzfehler für eine Topologie mit 52 Kanten (aus [Rekersbrink07b]) 
Um das reaktive und das schätzungsbasierte Verfahren direkt zu vergleichen, wurde die Schnittlinie 
der Ebenen (siehe Abbildung 7) für alle Netzgrößen in einem weiteren Graphen dargestellt 
(Abbildung 8). Hier ist zu erkennen, dass für sehr dynamische Netze eine relativ schlechte Schätzung 
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(Beispiel Δ𝜌𝑚𝑎𝑥 = 0.8 und 𝑠𝑡𝑑(𝜀) = 0.3) ausreichend ist, um bessere Ergebnisse als ein reaktives 
Routing zu erreichen. Für im Ingenieurbereich oftmals als akzeptabel angenommene 10 % Schätzfeh-
ler, kann die Netzdynamik sogar schon bei ca. 20 % liegen. 
 
Abbildung 8: Direkter Vergleich von reaktivem und schätzungsbasiertem Routing bezüglich Netzdynamik und Schätzfehler (aus [Rekersbrink07b]) 
Ein reaktives und gleichzeitig schätzungsbasiertes Routing wurde in der Untersuchung nicht betrach-
tet, jedoch ist hier noch eine Verbesserung gegenüber dem reinen schätzungsbasierten Routing zu 
erwarten. Zusammenfassend kann man sagen, dass bei dynamischen Netzen ein reaktives und schät-
zungsbasiertes Routing angestrebt werden sollte, wenn der Schätzfehler als gering angesehen wer-
den kann. Zwar gelten die Ergebnisse streng genommen nur für die angegebene Topologie und die 
entsprechenden Netzgrößen, es wird jedoch angenommen, dass die grundlegende Empfehlung gene-
ralisiert werden kann. Für das DLRP wird daher ein reaktives und schätzungsbasiertes Routing im-
plementiert. 
2.1.5. Grundprinzipien des DLRP 
Die in diesem Unterkapitel entwickelte Grundkonzeption des DLRP lässt sich mit fünf Grundprinzipien 
beschreiben, welche die Grundlage bilden für die im nächsten Unterkapitel beschriebene Struktur 
des DLRP und für die in späteren Kapiteln ausformulierten Spezialisierungen für verschiede logisti-
sche Anwendungsfälle. Das DLRP versucht, den eingangs erwähnten Auswirkungen der Verände-
rungstreiber in der Logistik als Anforderungen zu begegnen und diesen möglichst gerecht zu werden. 
Daher stehen die Grundprinzipien in engem Zusammenhang mit den in Abschnitt 2.1.2 
„Anforderungen“ formulierten Anforderungen und werden aus dieser Sicht beschrieben. Abbildung 9 
am Ende dieses Abschnitts skizziert diese Zusammenhänge. 
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1. Aufteilung von Entscheidungen und Zielen auf logistische Objekte (Zielaufteilung) 
Mit diesem Grundprinzip wird die Aufteilung einer Gesamtaufgabenstellung in verschiedene Teilbe-
reiche bezeichnet, welche dann als einzelne Aufgabenstellungen verstanden werden können. Hierbei 
sind zwei Teilaspekte zu unterscheiden. Es wird die Gesamtentscheidung auf die Entscheidungen 
vieler einzelner Objekte verlagert und mit diesen werden auch die Gesamtziele in Einzelziele unter-
teilt, welche unterschiedlich sein können. 
Die Aufteilung der Gesamtaufgabenstellung bedeutet in der Transportlogistik am Beispiel des Vehicle 
Routing Problems eine Übertragung der einen komplexen Gesamtentscheidung „Welches Fahrzeug 
fährt welche Route (mit allen Abhängigkeiten der Routen untereinander)?“ auf viele Einzelentschei-
dungen der logistischen Objekte „Welche Route wähle ich als einzelnes Objekt?“. Gleichzeitig wird 
das Gesamtziel „Minimierung der insgesamt gefahrenen Strecke“ auf Teilziele für die einzelnen logis-
tischen Objekte aufgeteilt: Maximierung der Auslastung für Fahrzeuge und Minimierung der trans-
portierten Strecke für Stückgüter. Dabei ist darauf zu achten, dass die Einzelentscheidungen und 
Ziele der Objekte zusammengenommen zu einer Optimierung des Gesamtsystems in Bezug auf das 
ursprüngliche Gesamtziel führen (vgl. Unterkapitel 3.2 „Struktur des DLRPt“, ab S. 48). 
Gegen diese Aufteilung kann man einwenden, dass bei einer solchen Vorgehensweise das Erreichen 
des globalen Optimums nicht sichergestellt ist. Die optimale Lösung aller Einzelaufgabenstellungen 
muss nicht zwangsläufig zum globalen Optimum führen. Dies ist zwar grundsätzlich richtig, jedoch 
stehen aus praktischer Sicht zwei starke Argumente für die beschriebene Vorgehensweise. Zum ei-
nen ist in den logistischen Aufgabenstellungen die Komplexität in der Regel so groß, dass global op-
timale Lösungen nicht errechnet werden können. Eine Methode, welche gute Lösungen errechnet, ist 
daher ebenso legitim wie eine, welche lediglich versucht das globale Optimum zu erreichen – sofern 
beide ähnliche Ergebnisse liefern. Zum anderen sind die Aufgabenstellungen oftmals nur scheinbar 
globale Optimierungsaufgaben. So ist das Vehicle Routing Problem eine Abstraktion realer Aufgaben-
stellungen, welche unter anderem die Optimierung der Gesamtfahrstrecke, der Verfügbarkeit, der 
Anzahl von Leerfahrten usw. beinhalten. Auch gibt es in der Logistik oft konkurrierende Ziele, wo-
durch die vermeintliche Optimierung zu einer Positionierung wird.  
Ein Beispiel ist hierfür das Dilemma der Ablaufplanung, welches von Gutenberg formuliert wurde 
[Gutenberg05]: In einer Fertigung lassen sich die Optimierungsziele Durchlaufzeitminimierung und 
Auslastungsmaximierung jeweils nur auf Kosten des anderen verbessern. Man muss sich für diese 
Aufgabenstellung also positionieren, d. h. eine Entscheidung über die Wichtigkeit mehrerer globaler 
Ziele treffen, und kann keine globale Optimierungsaufgabe lösen. Die Entscheidungs- und Zielauftei-
lung hat hier den entscheidenden Vorteil, dass jegliche Gewichtungsmöglichkeiten quasi systeminhä-
rent vorhanden sind, leicht eingestellt und dynamisch verändert werden können. Dazu kommt, dass 
die Positionierung nicht immer global für alle Beteiligten gleich sein muss. Ein typisches Beispiel sind 
Eilaufträge, welche eine reine Durchlaufzeitminimierung benötigen, während das Gesamtsystem 
dennoch eine andere Positionierung hat. Auch diese Situation ist durch die Entscheidungs- und Ziel-
aufteilung leicht zu bewältigen, indem jedes logistische Objekt eigene, verschiedene Ziele verfolgen 
kann. Aus dieser Sicht erscheint es also nicht nur legitim, sondern im Logistikbereich geradezu ange-
bracht, die Aufgabenstellung wie skizziert aufzuteilen. 
Dieses Grundprinzip bedient hauptsächlich die formulierten Komplexitäts- und Hierarchieanforde-
rungen. Durch die Aufteilung der Gesamtaufgabenstellung in mehrere kleinere Aufgabenstellungen 
reduziert sich die Komplexität der Entscheidungen deutlich. Die Komplexität der Aufgabenstellung 
wird durch diese Aufteilung teilweise von den Entscheidungen auf die Koordination im Steuerungs-
system verlagert, da die Einzelentscheidungen gegenseitig zwar einfacher, aber abhängig sind. Dies 
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führt jedoch insgesamt zu einem leistungsfähigeren System bezüglich der handhabbaren Komplexi-
tät. 
Der Hierarchieanforderung wird insofern entsprochen, als dass durch die Entscheidungsverlagerung 
auf die logistischen Objekte eine extrem flache Hierarchie entsteht. Das selbststeuernde System wird 
auch als heterarchisch bezeichnet [Hülsmann07]. Den gegenseitigen Abhängigkeiten der Einzelent-
scheidungen wird durch Routing- und Kommunikationsmechanismen Rechnung getragen. Durch die 
entstehende Struktur entsteht wesentlich mehr Flexibilität, als durch hierarchisch aufgebaute Pla-
nungsstrukturen mit den bereits angesprochenen Problemen. 
2. Objekte beschaffen sich Informationen zur Entscheidung selbst  
(Informationsbeschaffung) 
Da die Entscheidungen der logistischen Objekte vielfältig auf andere Objekte und den Gesamtsys-
temzustand einwirken und andererseits von diesen Faktoren abhängig sind, ist die Informationsbe-
schaffung der Objekte ein weiteres Grundprinzip des DLRP. Dabei steht im Vordergrund, dass dem 
Objekt nicht einfach alle Informationen zur Verfügung gestellt werden, sondern alle Informationen 
aktiv beschafft werden müssen, was einem reaktiven Routingprinzip entspricht und tendenziell aktu-
ellere Informationen zur Entscheidung benutzt. Für die Informationsbeschaffung werden aus der 
Datenkommunikation übertragene Routingmethoden verwendet. Diese basieren auf Route Request / 
Route Reply Mechanismen, welche im nächsten Unterkapitel näher erläutert werden. 
Andere Selbststeuerungsmethoden beschaffen nicht aktiv Informationen, sondern sind auf der Ver-
arbeitung einzig der lokalen Informationen aufgebaut. Analog zur Schwarmintelligenz sollen hier 
möglichst viele einzelne, relativ einfache Entscheidungen zu einem global günstigen Systemverhalten 
führen. Diese Selbststeuerungsmethoden werden Local Information Methods genannt, im Gegensatz 
zu Information Discovery Methods, für welche das DLRP steht [Scholz-Reiter10a]. 
Dieses Grundprinzip bedient hauptsächlich die Informations- und Dynamikanforderungen. Bei einer 
Verlagerung der Entscheidungen von einer globalen Ebene auf einzelne Objekte wird die unerfüllbare 
Forderung nach echtzeitnahen kompletten Informationen sehr deutlich. Es müssten in jedem Objekt 
alle Informationen über den aktuellen, kompletten Netzzustand jederzeit zur Verfügung stehen. Dies 
ist weder für eine Zentrale noch für einzelne Objekte erfüllbar. Dagegen können jedoch die Entschei-
dungen der logistischen Objekte aufgrund lokaler Informationen gefällt und nach Verfügbarkeit mit 
möglichst vielen beschafften Informationen verbessert werden. Dies entspricht dem Prinzip der In-
formationsbeschaffung. Es werden nur die zur Entscheidung notwendigen Informationen beschafft, 
deren Qualität auch schwanken kann. Die Entscheidung wird dann bestmöglich aus den beschaffba-
ren Informationen generiert. Dies ist den menschlichen Entscheidungsstrukturen sehr ähnlich. Eng 
verbunden hiermit ist die Dynamikanforderung. Da die Informationen sehr schnell altern, müssen sie 
situationsbedingt immer „frisch“ beschafft werden, was das reaktive Routingprinzip gewährleistet. 
3. Netzknoten agieren als dezentrale Informationsbasis und –vermittler  
(Informationsbroker) 
Dieses Grundprinzip beschreibt die Informationshaltung im gesamten System. Es existiert keine zent-
rale Instanz, welche sämtliche Informationen vereinigt und aktuell hält, sondern die Informationen 
werden dezentral (auch) an den Netzknoten gespeichert. Hierbei ist eine Datenredundanz einge-
schlossen, was die Robustheit des Systems erhöht. Zusätzlich zur Informationsbasis dienen die Netz-
knoten auch als Informationsvermittler zwischen den einzelnen logistischen Objekten. Die Objekte 
legen Daten an den Knoten ab, welche dann von anderen Objekten über ihren Routingvorgang ein-
geholt werden. Auf diese Weise entsteht über die Knoten eine indirekte Kommunikation der logisti-
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schen Objekte über ihre Routen. Dieses Grundprinzip ist eng mit dem Nächsten, der Routenanmel-
dung an den Knoten, verbunden, kann jedoch auch ohne Routenanmeldung umgesetzt werden. 
Durch die Dezentralität werden klar die Informations- und Hierarchieanforderung bedient. Auf Infor-
mationsseite gibt es keinerlei Hierarchie, sondern eine verteilte und redundante Struktur. Auch die 
Informationsbeschaffung und -verarbeitung der logistischen Objekte ist durch diese Struktur hier-
archiearm. Es werden durch die indirekte Kommunikation aktuelle Daten von anderen Objekten ver-
wendet und keine Daten aus einer Vorplanung höherer Hierarchieebenen, wie dies in einem hierar-
chischen Planungssystem der Fall wäre. 
Ebenfalls bedient dieses Grundprinzip die Komplexitätsanforderung, da das System durch die dezent-
rale Informationsstruktur beliebig erweiterbar ist. Eine zentrale Leitstelle wird durch größer werden-
de Netze immer weiter an seine Grenzen geraten. Die vorgeschlagene dezentrale Informationshal-
tung bleibt jedoch in der Komplexität und Handhabbarkeit der Knoten auch bei großen Netzen ähn-
lich, wenn nicht gleich. 
4. Gewählte Routen werden angemeldet (Routenanmeldung) 
Mit diesem Grundprinzip wird die Anmeldung der von den logistischen Objekten gewählten Routen 
an den beteiligten Netzknoten beschrieben. Es hängt sehr eng mit dem vorherigen Grundprinzip zu-
sammen, wird jedoch eigenständig aufgeführt, da auch eine Umsetzung des dritten Prinzips ohne 
Routenanmeldung möglich ist und beispielsweise in Kommunikationsnetzen Verwendung findet. 
Durch die Anmeldung werden zwei Funktionen erfüllt. Zum einen werden die Anmeldeinformationen 
anderen Objekten zur Verfügung gestellt, welche diese benötigen. In Transportnetzen benötigen die 
Stückgüter beispielsweise Informationen über die Routen der Fahrzeuge, um eigene Routen wählen 
zu können – das gilt umgekehrt ebenso. Zum Zweiten werden mit Routenanmeldungen Informatio-
nen über zukünftige Zustände an die Knoten weitergegeben. Eine Routenanmeldung heißt ja nichts 
anderes, als dass das Objekt zu einer bestimmten Zeit voraussichtlich an einem bestimmten Ort sein 
wird. Durch diese Informationen sind die Knoten in der Lage, die zukünftigen Netzzustände abzu-
schätzen und diese Informationen an andere Objekte weiterzugeben. Für die Objekte ist nicht der 
aktuelle Netzzustand entscheidend, sondern der Zustand zu dem Zeitpunkt, an dem sie den entspre-
chenden Knoten erreichen. Erst durch die Anmeldungen kann ein sinnvolles schätzungsbasiertes 
Routing erfolgen. In Internetprotokollen wird dagegen aufgrund der aktuellen Netzsituation eine 
Route gewählt, wobei angenommen wird, dass sich der Netzzustand während der eigentlichen Da-
tenübertragung nicht wesentlich ändert (vgl. Abschnitt 2.1.4 „Routing in dynamischen Netzen“). 
Bei der Routenanmeldung wird im DLRP zudem in einigen Fällen so verfahren, dass nicht eine, son-
dern mehrere mögliche oder bevorzugte Routen angemeldet werden. So wird bei Stückgutrouten 
beispielsweise sichergestellt, dass sie auch dann transportiert werden, wenn die bevorzugte Route 
nicht von einem Fahrzeug angeboten wird. Die geplanten Routen der Stückgüter werden so gewis-
sermaßen verschmiert oder ungenau gemacht. Dies muss jedoch nicht bei jedem DLRP-System sinn-
voll sein und ist daher nur eine Möglichkeit und kein zwingender Teil des Grundprinzips Routenan-
meldung. 
Durch die Routenanmeldungen sind Informationen über zukünftige Netzzustände vorhanden und so 
ein schätzungsbasiertes Routing möglich. Dadurch begegnet dieses Grundprinzip den Dynamik- und 
Informationsanforderungen. Die Aktualität der Informationen wird durch die Schätzung vorbereitet 
oder auch verbessert. Gleichzeitig kann die Netzdynamik in die Zukunft gut prognostiziert werden 
und dadurch die Handhabbarkeit der Dynamik im Netz wesentlich verbessert werden. 
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5. Routing wird regelmäßig neu angestoßen (Reaktivität) 
Dieses Grundprinzip beinhaltet das regelmäßige Re-Routing der einzelnen logistischen Objekte, was 
gleichzeitig bedeutet, dass die Objekte in der Lage sind, auf Änderungen in der Umgebung zu reagie-
ren und ggf. ihre Routen umplanen können. Die Regelmäßigkeit kann hierbei bedeuten, bei Erreichen 
eines Netzknotens zu routen, da hier die weitere Richtung entschieden werden muss, nach einer 
festgelegten Zeitspanne oder auch nach eintretenden Ereignissen. Zur möglichen Umplanung muss 
angemerkt werden, dass eine Änderung der aktuell geplanten Route in der Regel nur bei einer signi-
fikanten Verbesserung vorgenommen werden sollte. Werden zu häufig Routen geändert, kann dies 
zu Performanzverlusten führen, da die geplanten Zustände nie erreicht werden. Hier muss eine sinn-
volle Mindestverbesserung der Route als Schranke eingeführt werden. 
Mit diesem Grundprinzip erfüllt das DLRP die Dynamikanforderungen. Ab einem gewissen Dynamik-
grad des Netzes ist, wie bereits erwähnt, ein reaktives, schätzungsbasiertes Routing dem gängigen 
statischen Routing vorzuziehen. Gerade die betrachteten logistischen Netze scheinen einen so hohen 
Dynamikgrad aufzuweisen, dass diese Grenze hier deutlich überschritten sein sollte. Der Aspekt des 
reaktiven, schätzungsbasierten Routings wurde in Abschnitt 2.1.4 „Routing in dynamischen Netzen“ 
näher erläutert. 
 
Abbildung 9: Hauptbeziehungen zwischen Anforderungen und Grundprinzipien des DLRP-Konzeptes 
Komplexitätsanforderung Dynamikanforderung Informationsanforderung Hierarchieanforderung
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2.2. Struktur des DLRP 
Nach der Grundkonzeption wird in diesem Unterkapitel die genaue Struktur des DLRP-Konzeptes 
beschrieben. Dies geschieht auf einer generischen Ebene, da das DLRP unabhängig von einer konkre-
ten Anwendung definiert wird. Hierzu werden zunächst die im DLRP verwendeten Routingmecha-
nismen erläutert und deren Auswahl begründet (Abschnitt 2.2.1 „Routingmechanismen“). Als Nächs-
tes werden die allgemeine Struktur mit vorhandenen Objekten und deren Zusammenwirken be-
schrieben (Abschnitt 2.2.2 „Allgemeine Struktur“). Es folgen die Beschreibung der Attribute aller Ob-
jekte im DLRP (Abschnitt 2.2.3 „Objektattribute“) und deren Verhalten (Abschnitt 2.2.4 
„Objektverhalten“). Abschließend wird das für das DLRP entworfene Gewichtungskonzept vorgestellt 
(Abschnitt 2.2.5 „Gewichtungskonzept“). 
2.2.1. Routingmechanismen 
Wie in Abschnitt 2.1.5 „Grundprinzipien des DLRP“ anhand der Grundprinzipien dargelegt, ist der 
eigentliche Routingvorgang ein kleiner, aber entscheidender Teil des DLRP. Im Folgenden werden die 
benötigten Funktionalitäten näher beschrieben und anhand eines Überblicks über Routingprotokolle 
in der Datenkommunikation die Auswahl der Routingmechanismen für das DLRP dargelegt. 
Benötigte Funktionalitäten 
Gemäß der oben dargestellten Grundprinzipien des DLRP, vor allem dem der Informationsbeschaf-
fung (siehe S. 18), ergeben sich für die im DLRP zu verwendenden Routingmechanismen folgende 
Anforderungen bezüglich ihrer Funktionalität:  
• Es sollen mehrere Routenvorschläge für die Entscheidung durch das logistische Objekt 
bereitgestellt werden. 
• Es sollen qualifizierte Routinginformationen bereitgestellt werden. D. h., es werden nicht 
nur Routen benötigt, sondern zusätzliche Informationen über diese Routen zur Entschei-
dungsfindung. Einfache Grunddaten wären in einem Transportnetz z. B. ob und wie viele 
Fahrzeuge auf dieser Route verkehren, wie viele Stückgüter auf dieser Route transpor-
tiert werden wollen, Streckenlänge der Route, Anzahl der Stationen und voraussichtliche 
Ankunftszeit. Die benötigten Routinginformationen sind demnach multidimensional. 
• Die Routingmechanismen sollen der Dynamik logistischer Netze gerecht werden. 
• Route und Zusatzinformationen sollen auf die Anforderungen des routenden Objekttyps 
zugeschnitten sein. 
• Route und Zusatzinformationen sollen möglichst aktuell sein. 
Die Anforderungen durch die Dynamik und die Multidimensionalität von logistischen Netzen werden 
in der Abbildung 10 anhand eines konkreten Beispiels aus der Sicht eines Stückgutes auf das logisti-
sche Netz skizziert. Für eine mögliche Route des Stückgutes muss zunächst eine Straßenverbindung 
bestehen. Dann sollte auch ein passendes Fahrzeug dort verkehren, welches das Stückgut transpor-
tieren kann. Schließlich können auch Informationen zur aktuellen Verkehrslage und damit zur mögli-
chen Geschwindigkeit auf der Route zur Entscheidung wichtig sein. Je nach eigenem Zielsystem wird 
ein Stückgut eine Strecke wählen, auf welcher es mit hoher Sicherheit auch transportiert wird (wo 
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möglichst viele Fahrzeuge verkehren) oder es wählt eine möglichst schnelle Strecke. All diese Routen-
informationen sind zusätzlich zeitlichen Änderungen unterworfen. Auch ist die Abhängigkeit zu ande-
ren Stückgütern und deren Routenentscheidungen sehr hoch. Entscheidet sich ein Stückgut für eine 
Route, so steht unter Umständen das Fahrzeug auf dieser Route anderen Stückgütern nicht mehr zur 
Verfügung. 
 
Abbildung 10: Beispiel für Dynamik und Multidimensionalität logistischer Netze aus Sicht eines Stückgutes 
Routingprotokolle in der Datenkommunikation 
Es existiert in der Datenkommunikation eine große Vielfalt an Routingprotokollen, welche jeweils für 
eine spezielle Aufgabenstellung entworfen wurden. Allein für den relativ kleinen Bereich des Rou-
tings in Ad-hoc Netzen listet Wikipedia mehr als einhundert verschiedene Ansätze auf [Wikipedia11]. 
Abbildung 11 zeigt eine mögliche Einteilung der verschiedenen Ansätze für Routingprotokolle. Zu-
nächst wird anhand der Eigenschaften des Netzes unterschieden, für das das Routingprotokoll einge-
setzt werden soll. In statischen Netzen ändert sich die Topologie nicht oder nur sehr selten. Dem 
gegenüber stehen die sogenannten Ad-hoc Netze, welche oftmals als sich selbst aufbauende Funk-
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Eigenschaften sind das Fehlen einer festen, zentralen Infrastruktur und durch die Mobilität der End-
geräte eine veränderliche Topologie. 
In statischen Netzen sind in der Regel alle möglichen Routen bekannt und werden an den Knoten als 
Routingtabellen hinterlegt. Werden diese Routingtabellen nicht durch das Routingprotokoll aktuali-
siert, spricht man von nonadaptiven Routingprotokollen. Bei adaptiven Routingprotokollen dienen 
diese im Wesentlichen der Aktualisierung der hinterlegten Routen. Zwei urtypische Protokollarten 
mit unterschiedlichen Aktualisierungsmechanismen sind für diesen Fall das Link State Routing Proto-
col (LSR) und das Distance Vector Routing Protocol (DVR). Zwei verbreitete Implementierungen dieser 
Protokolle sind das Open Shortest Path First Protocol (OSPF, [Moy98]) und das Destination Sequenced 
Distance Vector Routing (DSDV, [Perkins94]). Beim LSR pflegt ein Knoten eine komplexe Datenbank 
mit kompletten Topologieinformationen und tauscht zur Aktualisierung diese Daten direkt mit allen 
anderen Knoten aus. Demgegenüber besitzen beim DVR die Knoten nur begrenzte Informationen 
über ihre Nachbarn und Kosten für verschiede Ziele, erreichbar über verschiedene Nachbarn. Hier 
sind keine kompletten Topologieinformationen vorhanden. 
Aufgrund der Bedingungen in Ad-hoc Netzen können die Routingalgorithmen der statischen Netze 
hier nicht eingesetzt werden. Die Knoten haben kein Vorwissen über die Topologie, welche sich 
durch die Knotenmobilität ändern kann, und müssen dieses Wissen daher selbst aufbauen. Zudem 
existiert im Netz keine zentrale Datenbasis für Routinginformationen.  
Für Ad-hoc Netze unterscheidet man zwei verschiedene Routingmöglichkeiten. Zum einen kann auf-
grund von Positionsdaten der mobilen Geräte ein positionsbasiertes Routing aufgebaut werden. Sind 
diese Daten nicht vorhanden, wird ein sogenanntes topologiebasiertes Routing durchgeführt, wel-
ches sich nur nach der Erreichbarkeit anderer Teilnehmer richtet. 
Die Routingprotokolle kann man weiterhin in sogenannte proaktive und reaktive Protokolle unter-
scheiden, wobei reaktiv hier nicht mit der vormals beschriebenen Reaktivität gleichzusetzen ist. Bei 
proaktiven Protokollen halten die Netzknoten eigene Routingtabellen vor, welche durch das Proto-
koll aktualisiert werden. Das Aktuellhalten der Routingtabellen und die eigentliche Datenübertragung 
sind hier zwei verschiedene Mechanismen. Demgegenüber ermitteln reaktive Routingprotokolle erst 
dann eine Route, wenn eine Route zur Datenübertragung benötigt wird. Die oben erwähnte 
Reaktivität (siehe S. 21) bezieht sich demgegenüber auf die Reaktion auf eine Änderung der Topolo-
gie und damit eine mögliche Änderung der Route während des Transports / der Datenübertragung. 
Die Reaktion auf die Änderung der Topologie wird in der Datenkommunikation mit Adaptivität be-
zeichnet. Proaktive Routingprotokolle haben den Vorteil einer schnelleren Datenübertragung, da die 
Routen sofort bekannt sind. Der Nachteil besteht in einem großen Kommunikationsoverhead in gro-
ßen und veränderlichen Netzen zur Aktualisierung der Routingtabellen. 
Zwei typische Vertreter für proaktive und reaktive Routingprotokolle sind das Optimized Link State 
Routing (OLSR, [Clausen03]) bzw. das Ad-hoc On-demand Distance Vector Routing Protocol (AODV, 
[Perkins99]). Für statische Netze existieren nur proaktive Routingprotokolle. 
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Abbildung 11: Mögliche Einteilung von Routingprotokollen in der Datenkommunikation 
Auswahl der Routingmechanismen 
Logistische Netze in den vom DLRP adressierten Problemstellungen sind in der Regel dynamisch, wie 
oben bereits skizziert wurde. Auch ist von einer veränderlichen Topologie auszugehen – in Trans-
portnetzen können Straßen gesperrt, Eisenbahn- oder Flugverbindungen neu angeboten oder aufge-
geben werden und in Fertigungsnetzen können Maschinen hinzukommen, wegfallen oder zeitweilig 
defekt sein. Dazu kommt in der Selbststeuerung die Forderung, ohne eine zentrale Datenbasis agie-
ren zu können (siehe auch Grundprinzip 3, S. 19). Damit müssen die Netzknoten ihre Routinginforma-
tionen selbst beschaffen. Aufgrund dieser Eigenschaften müssen logistische Netze bezüglich des Rou-
tings als Ad-hoc Netze klassifiziert werden. Routingprotokolle für statische Netze eignen sich daher 
nicht für das DLRP. Positionsbasierte Protokolle eignen sich ebenfalls nicht für das DLRP, da die geo-
grafische Position der logistischen Objekte für die Kommunikation untereinander keine Rolle spielt 
(siehe auch Abschnitt 2.1.1 „Annahmen zur technischen Infrastruktur“). 
Es bleiben proaktive und reaktive Routingprotokolle für Ad-hoc Netze. Der Hauptvorteil proaktiver 
Protokolle, eine schnellere Datenübertragung, kommt bei logistischen Netzen nicht zum Tragen. Die 
Zeit für die Routenfindung ist gegenüber der Zeit für den eigentlichen logistischen Prozess sehr viel 
kleiner, sodass hier ohne Nachteile aufwendigere Routingmethoden verwendet werden können, mit 
der Aussicht auf bessere Ergebnisse. Durch die Dynamik der logistischen Netze würde dagegen ein 
Kommunikationsoverhead mit den proaktiven Routingprotokollen entstehen. Entscheidend sind auch 
die bereits beschriebene Multidimensionalität und die starke gegenseitige Abhängigkeit der Routing-
vorgänge im logistischen Netz. Proaktive Routingtabellen enthalten Teilinformationen oder die ge-
samten Routen und manche enthalten eine Metrik zur Routengewichtung (z. B. Hop Count, Zeit, 
Bandbreite). Für logistische Netze müssten die Routingtabellen sämtliche interessanten Größen und 
Routen möglichst aller relevanten logistischen Objekte enthalten. Das würde eine nahezu komplette 
Datenbasis an jedem Knoten bedeuten und ist für den Anwendungsfall des DLRP nicht sinnvoll. 
Sinnvoll im DLRP anwendbar sind daher nur die reaktiven Routingprotokolle für Ad-hoc Netze. Sie 
zeichnen sich dadurch aus, dass erst dann eine Route bestimmt wird, wenn diese benötigt wird. Dies 
erfordert einen anderen Routingmechanismus als den der Routingtabellen. Das AODV verfügt über 
einen solchen grundlegenden Mechanismus, welcher Path Discovery [Perkins99] oder Route Discove-
ry genannt wird. Hierbei sendet ein initiierender Knoten ein sogenanntes Route Request an seine 
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Nachbarknoten; diese senden die Anfrage ebenfalls an ihren Nachbarn, bis das Ziel erreicht ist. Das 
Ziel sendet dann die Routeninformationen als sog. Route Reply zurück an den Empfänger. Dies ist 
eine vereinfachende und kurze Beschreibung des Mechanismus; eine genauere Beschreibung ist in 
[Perkins99] zu finden. Ist einem Knoten durch diesen Mechanismus eine Route bekannt, so werden in 
einer Routingtabelle diese Daten temporär gespeichert, bis die Route nicht mehr aktuell ist. Im AODV 
wird dabei nur die Route an sich gesucht und gespeichert und es werden keine zusätzlichen Informa-
tionen eingeholt. In anderen Protokollen wird, wenn überhaupt, meist eine Bewertungszahl (Metrik) 
der Route mitgeschrieben. Dazu kommt, dass im AODV dem initiierenden Knoten nicht die komplette 
Route als Information zurückgemeldet wird, sondern die Routeninformation gewissermaßen auf die 
beteiligten Knoten aufgespalten wird. Bei einer gefundenen Route A-B-C-D erhielte A nur die Infor-
mation „die Route nach D führt über B“, während B die Information erhält „die Route nach D führt 
über C“ usw. Dieses Vorgehen ist einer Minimierung des Kommunikationsvolumens geschuldet. 
Schließlich wird die Auswahl, oder auch die Optimierung der Route implizit im Routingvorgang an 
sich vorgenommen. Im einfachsten Fall des AODV schafft es das erste Route Reply zurück zu A, die 
restlichen Route Replies werden verworfen. Damit wird implizit die zu diesem Zeitpunkt schnellste 
Route gewählt. 
Für die Anwendung im DLRP kann demnach nicht einfach ein Routingprotokoll übernommen werden. 
Jedoch eignet sich der Kern, der Route Discovery Mechanismus, zur Übertragung in das DLRP. Auf-
grund der Eigenschaften dieses Mechanismus aus dem AODV muss er jedoch für das DLRP erweitert 
werden. Die Routenentscheidung sollen im DLRP die logistischen Objekte selbst treffen und sie soll 
nicht implizit im Routingvorgang geschehen. Dazu müssen zum einen die Objekte alle Informationen 
der Routen erhalten und diese dürfen nicht über verschiedene Netzknoten verteilt werden. Die In-
formationen müssen dazu noch mehrdimensional und auf den entsprechenden Objekttyp zuge-
schnitten sein. Weiterhin müssen die Objekte mehrere Routen als Alternativen erhalten, also müssen 
mehrere Route Replies zum Objekt zurückgesendet werden. 
Man kann festhalten, dass für das DLRP das AODV die Grundlage bildet, jedoch nur ein Kernmecha-
nismus übertragen wird, welcher für die Zwecke des DLRP erweitert wird. Dieser erweiterte Route 
Discovery Mechanismus wird im folgenden Unterabschnitt näher erläutert. 
Erweiterter Route Discovery Mechanismus 
Anhand von Abbildung 12 kann der erweiterte Route Discovery Mechanismus für das DLRP gut be-
schrieben werden. Gesucht wird eine Route von Knoten A nach Knoten D. Diese Information wird in 
das Route Request Datenobjekt geschrieben. Der Knoten A sendet nun zwei Route Requests (1a und 
2a) an seine Nachbarn. In der Abbildung oben links ist durch das Weglassen der Netzknoten ange-
deutet, dass durch den Routingprozess zu diesem Moment nur die abgebildeten Informationen vor-
handen sind. In die Route Requests werden nun die zu dem bereits zurückgelegten Abschnitt rele-
vanten Informationen hinterlegt. In diesem Fall die Knotenreihenfolge, die Anzahl der Fahrzeuge, 
welche auf dieser Strecke fahren und die hierfür benötigte Zeit. Die Knoten senden die Route 
Requests wiederum an ihre Nachbarn. Hierbei sind unter Umständen Restriktionen einzuhalten. In 
diesem Beispiel wird angenommen, dass nur schleifenfreie Wege gesucht sind, und senden das Route 
Request nicht zurück an A – dies ist jedoch nicht allgemein anzunehmen. Transportfahrzeuge können 
beispielsweise durchaus sinnvolle Schleifen fahren und entsprechende Stückgüter transportieren, 
dann haben sie aber auch nicht immer einen Zielknoten. Dieses Verfahren geht so lange, bis der Ziel-
knoten D oder die maximale Anzahl von Hops erreicht wird (die maximale Anzahl von Hops wird wei-
ter unten behandelt). Dieser sendet die empfangenen Route Requests als Route Replies direkt zurück 
an den Knoten A bzw. an das logistische Objekt, welches den Routingvorgang angestoßen hat. Zur 
Erinnerung: Eine technische Voraussetzung ist die direkt mögliche Kommunikation aller beteiligten 
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logistischen Objekte (siehe Abschnitt 2.1.1 „Annahmen zur technischen Infrastruktur“). Diese kann 
natürlich auch über den Rückweg bewerkstelligt werden, dies ist jedoch keine Frage des DLRP. In 
Abbildung 12 ist unter den fertigen Route Requests eine kleine Zusammenfassung zu sehen. Diese 
beinhaltet die Anzahl der Hops, die minimale Fahrzeuganzahl auf der Strecke und die Gesamtzeit, 
welche für die Strecke benötigt wird. Anhand dieser Werte kann man erkennen, wie unterschiedlich 
verschiedene Objekte je nach deren Zielsystem entscheiden könnten. Ein Objekt könnte die schnells-
te Strecke wählen, ein anderes diejenige mit der größten Ausfallsicherheit, also mit den meisten an-
gebotenen Fahrzeugen oder diejenige mit den wenigsten Hops (also den potenziell wenigsten 
Umladevorgängen). Die Entscheidung ist im Gegensatz zu den vorgestellten Routingprotokollen in 
der Datenkommunikation nicht Teil des Route Discovery Mechanismus, sondern findet durch das 
logistische Objekt statt. 
 
Abbildung 12: Erweiterter Route Discovery Mechanismus für das DLRP in Anlehnung an das AODV-Protokoll 
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Die Änderungen und Erweiterungen zum ursprünglichen Route Discovery Mechanismus aus dem 
AODV lassen sich wie folgt skizzieren: 
• Die Knoten pflegen keine kompletten Routingtabellen. Sie benötigen nur eine Tabelle 
der nächsten Nachbarn und Informationen über die Zustände der verbindenden Kanten. 
• Im Route Request werden alle notwendigen Informationen zu dem bisher zurückgeleg-
ten Weg gespeichert. 
• Das Routing führt bis zum Zielknoten, um alle Informationen der Route einzusammeln. 
• Es werden alle Route Requests, welche den Zielknoten erreichen, als Route Replies an 
den Absender zurückgeschickt. Dies kann durch sinnvolle Kriterien auf einige Route 
Replies eingeschränkt werden. 
Es erscheint sinnvoll, weitere Mechanismen aus Protokollen der Datenkommunikation auf das Rou-
ting im DLRP zu übertragen. Beispielsweise wird durch die beschriebene Vorgehensweise das Netz 
sehr stark von Route Requests geflutet. Um eine solche Flut einzudämmen, existieren in der Daten-
kommunikation Mechanismen, wie eine Clusterung oder Hierarchisierung des Netzes oder eine Be-
schränkung der Weiterleitung der Route Requests (siehe hierzu auch Abschnitt 3.6.2 „Erhöhung der 
Skalierbarkeit“). Zur Grundfunktion des DLRP und um das angestrebte selbststeuernde Routing für 
autonome logistische Stückgüter prinzipiell zu erreichen, sind weitere Mechanismen jedoch zunächst 
nicht notwendig. 
Es ist weiterhin zu beachten, dass der beschriebene erweiterte Route Discovery Mechanismus nicht 
für sich alleine steht, sondern mit weiteren Mechanismen, wie der Routenanmeldung (siehe Grund-
prinzip 4, S. 20) und der Informationsbrokeraufgabe der Netzknoten (siehe Grundprinzip 3, S. 19) 
zusammenhängt. Erst durch einen zusätzlichen Route Announcement Mechanismus (Routenanmel-
dung) der Fahrzeuge kann der Netzknoten im Beispiel aus Abbildung 12 den Route Requests der 
Stückgüter die Informationen über die Anzahl der Fahrzeuge weitergeben und somit als Informati-
onsvermittler dienen. Auch werden die Informationen der anderen Stückgüter als Anmeldungen be-
nötigt, um abzuschätzen, wie viele der Fahrzeuge überhaupt noch Transportkapazität haben. Den 
erweiterten Route Discovery Mechanismus benutzen im DLRP alle beweglichen logistischen Objekte 
und die ausgetauschten bzw. eingesammelten Informationen müssen dementsprechend auf diesen 
Objekttyp zugeschnitten sein. Pro logistischem Objekttyp ist ein eigener erweiterter Route Discovery 
Mechanismus zu implementieren, wobei alle Mechanismen zusammenhängen. Erst alle Mechanis-
men zusammen bilden ein Routing, welches die für das DLRP erforderlichen Eigenschaften aufweist. 
2.2.2. Allgemeine Struktur 
Sämtliche im DLRP-Konzept vorhandenen Objekttypen sind in Abbildung 13 dargestellt. Es gibt Da-
tenobjekte, welche für den Informationsaustausch zwischen den logistischen Objekten benutzt wer-
den und logistische Objekte an sich. Als Datenobjekte gibt es ein Route Request (RRQ) und ein Route 
Reply (RRP), welche beide für die Routenfindung nach dem oben beschriebenen erweiterten Route 
Discovery Mechanismus benötigt werden. Die Objekte Route Announcement (RA) und Route 
Disannouncement (RDA) werden nach der Routenentscheidung durch die logistischen Objekte zur 
An- bzw. Abmeldung einer Route eingesetzt. 
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Als logistische Objekte existieren die beweglichen logistischen Objekte, welche der eigentliche Kern 
und Zweck des DLRP sind. Sie benötigen Routen als Planung und bewegen sich im Netz. Dazu sind die 
Netzknoten (engl. vertex, VTX) ebenfalls logistische Objekte, welche im DLRP die Funktion von Infor-
mationsbrokern erfüllen und durch Ihre Funktionalitäten das Routing ermöglichen. 
 
Abbildung 13: Objekte innerhalb des DLRP-Konzeptes 
Die Zusammenarbeit der Objekte innerhalb des DLRP ist in Abbildung 14 auf allgemeiner Ebene skiz-
ziert. Hierzu wird von zwei beweglichen Objekttypen ausgegangen, deren Routen sich gegenseitig 
bedingen. Dies können beispielsweise Fahrzeuge und Stückgüter in einem transportlogistischen Sze-
nario sein. Benötigt ein Objekt vom Typ 1 eine Route, so sendet es ein Route Request an den nächs-
ten Netzknoten. Dieser verfährt mit dem Route Request wie im erweiterten Route Discovery Mecha-
nismus vorgesehen, füllt das RRQ mit den benötigten Daten auf und sendet es weiter. Ist der Zielkno-
ten erreicht, so erstellt dieser ein Route Reply und sendet es an den Initiator des Routingvorgangs 
zurück. Nachdem das Objekt vom Typ 1 mehrere RRP empfangen hat und damit über mehrere Rou-
tenalternativen verfügt, entscheidet es sich für eine oder mehrere Routen. Dann meldet das Objekt 
die Route per Route Announcement an allen auf der Route liegenden den Netzknoten an. Sind noch 
alte Routen angemeldet, so werden diese per Route Disannouncement abgemeldet. Die Netzknoten 
verfügen damit über Routeninformationen dieses Objektes. Ein Objekt vom Objekttyp 2 verfährt 
ebenso. Dabei werden den Objekten durch den Route Announcement Mechanismus die relevanten 
Daten anderer Objekte, gleichen oder anderen Typs, durch die Knoten zugänglich gemacht und als 
Route Reply zurückgesendet. 
Nach dem Routingmechanismus und der allgemeinen Struktur des DLRP wird in den folgenden Ab-
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Abbildung 14: Allgemeine Struktur des DLRP-Konzeptes 
2.2.3. Objektattribute 
Die einzelnen DLRP-Objekte benötigen für Ihre Funktionalität im DLRP verschiedene Attribute, wel-
che im Folgenden angegeben werden. Hierbei werden die Objekte generisch beschrieben und nur die 
für das DLRP im Allgemeinen notwendigen Attribute angegeben. Für eine spezielle Implementierung 
des DLRP werden diese Attribute demnach mindestens benötigt. Weitere Attribute können nach 
Bedarf hinzugefügt werden. Der Datentyp der Attribute ist in den Tabellen mit angegeben. Kursiv 
geschriebene Attribute sind größere Datenstrukturen, wie Matrizen, inhomogene Datencontainer 
o. ä. In Klammern angegebene Attribute werden für das DLRP nicht zwingend benötigt, haben sich 
jedoch als nützlich herausgestellt.  
Route Request 
RouteRequestID. Anhand dieser Zahl und 
in Verbindung mit der ID des routenden lo-
gistischen Objektes lässt sich das Route 
Request eindeutig einem einzigen Routing-
vorgang zuordnen. Dies ist beispielsweise 
wichtig für die Verarbeitung der Route 
Replies am logistischen Objekt. Es kann 
vorkommen, dass ein neuer Routenvor-
gang vom Objekt bereits gestartet wurde 
und trotzdem noch ein Route Reply eines 
alten Routingvorgangs beim Objekt ein-
trifft. Dieser kann anhand der Route-
RequestID aussortiert werden. 
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OwnerID. Die eindeutige ID des logistischen Objektes, welches den Routingvorgang angestoßen hat. 
MaxHopCount. Dieses Route Request Objekt darf maximal MaxHopCount Hops reisen. Dies kann 
zwei verschiedene Bedeutungen haben. Hat das Route Request ein Ziel (DestinationID), 
dann verhindert MaxHopCount das zu weite „Umherirren“ des Route Requests. Hat das Route 
Request kein Ziel, so wird bei HopCount = MaxHopCount ein Route Reply zurückgesendet. 
HopCount. Der HopCount ist ein Zähler, welcher beim initialen Versenden des Route Requests 
den Wert 0 hat und bei jedem Knoten um 1 inkrementiert wird. Er wird verschieden verwendet. 
Das Erreichen des MaxHopCount wird durch ihn bestimmt und der Wert wird in das entspre-
chende Route Reply als Entscheidungsgrundlage übertragen.  
Entgegen der gängigen Praxis in den Kommunikationsnetzen wird hier nicht ein HopCount-Zähler 
initial auf den Wert MaxHopCount gesetzt und heruntergezählt, sondern es wird heraufgezählt. 
Dies hat den Grund, dass sonst ein Informationsverlust stattfindet. Mit der hier angewendeten 
Methode kann ein Netzknoten bestimmen, wie weit ein Route Request bereits gereist ist und wie 
groß sein maximaler HopCount ist. 
Timeout. Dies ist der Zeitpunkt, ab dem das Route Request nicht mehr gültig ist. Zusätzlich zum 
HopCount fungiert das Timeout als ein weiterer Mechanismus, um alte oder ungültige Route 
Requests aus dem System entfernen zu können. Nach Erreichen dieses Zeitpunktes wird das 
RouteRequest von den Knoten gelöscht. 
DestinationID. Dies ist die ID des Zielknotens, wohin die gesuchte Route führen soll. Ist dieser 
Wert leer, so hat das routende logistische Objekt keinen Zielknoten, sondern sucht eine auf 
MaxHopCount beschränkte Strecke nach anderen Kriterien. 
OwnerObjectInformation. Hierunter sind weitergehende Informationen des routenden Ob-
jektes zu verstehen, welche für die Knoten zum Auffüllen der Routeninformationen wichtig sind. 
Für Stückgüter wäre dies beispielsweise Größe, Gewicht oder spezielle Anforderungen wie Küh-
lung etc. Dadurch kann der Knoten beispielsweise entscheiden, wann ein passendes Fahrzeug das 
Stückgut transportieren kann und dementsprechend die DepartureTimes (siehe unten) be-
rechnen. 
RoutingInformation. Hier werden die auf dem Weg des Route Requests von den Knoten er-
haltenen Informationen abgelegt. Die grundsätzlich immer notwendigen Informationen sind dabei 
die Knoten ID (VertxList) sowie Ankunft- und Abfahrtszeit (ArrivalTimes, 
DepartureTimes). Die Zeiten werden aufgrund der Unsicherheiten in den logistischen Netzen 
mit Mittelwert und Varianz angegeben – exakte Zeiten haben dann eine Varianz von 0. Weiterge-
hende Informationen (Metric) hängen von der speziellen Implementierung des DLRP ab und 
können beispielsweise die Rüstzeit auf einer Maschine oder die Anzahl zu transportierender 
Stückgüter sein. 
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Route Reply 
RouteRequestID. Die ID des erzeugenden 
Route Requests. 
OwnerID. Die eindeutige ID des logistischen 
Objektes, welches den Routingvorgang an-
gestoßen hat. 
RoutingInformation. Die im Route 
Request gesammelten Informationen wer-
den hier abgelegt und zurück an das logisti-
sche Objekt gesendet. 
 
Tabelle 2: Attribute des DLRP-Objektes Route Reply 
Route Announcement 
RouteAnnouncementID. Anhand dieser 
Zahl und in Verbindung mit der ID des an-
meldenden logistischen Objektes lässt sich 
das Route Announcement eindeutig einer 
einzigen Anmeldung zuordnen. An einem 
Netzknoten können durchaus mehrere 
Routen von ein und demselben Objekt vor-
handen sein. 
OwnerID. Die eindeutige ID des beweglichen 
logistischen Objektes. 
Timestamp. Dies ist der Zeitpunkt der An-
meldung. Hierdurch kann der Knoten ab-
schätzen, ob das Route Request noch aktu-
ell oder aber veraltet ist.  
 
Tabelle 3: Attribute des DLRP-Objektes Route Announcement 
OwnerObjectInformation. Wie beim Route Request werden hier relevante Informationen 
über das logistische Objekt weitergegeben, wie Größe, Kapazität, spezielle Einschränkungen usw. 
RouteInformation. Die hier weitergegebenen Routeninformationen entsprechen den per Rou-
te Request gesammelten Informationen. Je nach Implementierung werden nur die Informationen 
weitergegeben, welche den Knoten direkt betreffen, oder aber alle Informationen der Route. 
Werden alle Informationen über die gesamte Route mitgesendet, so hat der Knoten bezüglich 
seiner eigenen Schätzfunktionen wesentlich mehr Möglichkeiten, die Berechnungen werden je-
doch komplexer. 
RouteWeighting. Für das DLRP wurde ein eigenes Gewichtungskonzept für Routen entworfen, 
welches aus drei Werten für Contingency (Wie viele Routen wurden angemeldet?), Preference 
(Wie sehr wird diese Route bevorzugt?) und Urgency (Ist die Route / das logistische Objekt gegen-
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Route Disannouncement 
RouteAnnouncementID. Dies ist die ID 
des dazugehörigen Route Announcements.  
OwnerID. Die eindeutige ID des beweglichen 
logistischen Objektes.  
Tabelle 4: Attribute des DLRP-Objektes Route Disannouncement 
Bewegliche logistische Objekte 
ObjectID. Dies ist die eindeutige ID des 
beweglichen logistischen Objekts. 
ObjectState. Die mobilen Objekte kön-
nen sich in verschiedenen Zuständen be-
finden. Die aktuellen Zustandsinformatio-
nen werden hier abgelegt (siehe auch 
DLRP-Spezialisierungen). 
ObjectPosition. Hier wird die aktuelle 
Position des beweglichen logistischen Ob-
jektes abgelegt. 
ObjectInformation. Die Objekte haben 
in der Regel Eigenschaften, welche für das 
Routing oder für andere Objekte notwen-
dig sind. Dies kann z. B. die Stückgutgröße 
sein oder auch die Bearbeitungszeit einer 
Maschine. Informationen dieser Art wer-
den hier abgelegt. 
MaxHopCount. Dieser Wert bestimmt die 
maximale Anzahl von Hops, welche ein 
Route Request dieses Objektes reisen darf.  
MaxRoutingTime. Dies ist die maximale 
Zeit, welche nach Absenden des Route 
Requests auf Antworten gewartet wird. 
Wenn danach Route Replies vorhanden 
sind, wird  
 
Tabelle 5: Attribute eines beweglichen DLRP-Objektes 
eine Routenentscheidung getroffen. Sind keine vorhanden, so muss eine Fehlerbehandlung ange-
stoßen werden. 
(MaxCountRouteReplies). Dies ist die maximale Anzahl von Route Replies, welche empfan-
gen werden sollen. Danach wird eine Routenentscheidung getroffen. Dieser Parameter ist nicht 
zwingend notwendig, kann jedoch zusätzlich zur MaxRoutingTime einen Mechanismus bereit-
stellen, um das Routing zu beenden. Dies kann den Routingprozess beschleunigen, wenn man in 
der Regel schnell viele Route Requests erhält, die MaxRoutingTime jedoch aus technischen 
Gründen relative groß ansetzen muss. 
MaxRoutingInterval. Dies ist die maximale Zeit zwischen zwei Routingvorgängen. Ist nach 
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DLRP-RoutingVariables
   RoutingState string
   LastRoutingTime double
   TimeoutActRouting double
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RouteRatingThreshold. Dieser Wert stellt eine Barriere für eine Umentscheidung des logisti-
schen Objektes dar. Ist eine im aktuellen Routingvorgang gefundene Route nur geringfügig besser, 
als die bereits angemeldete Route, so ist es nicht sinnvoll, die neue Route zu wählen. Eine häufige 
Umentscheidung der Objekte führt zu einer schlechten Vorhersagbarkeit der Routen im Netz und 
damit zu schlechteren Ergebnissen. Daher muss eine neue Route mindestens um 
RouteRatingThreshold besser sein, als die bereits angemeldete Route. Dieser Wert kann, 
je nach Struktur der Routenentscheidung auch mehrdimensional sein, oder in der Implementie-
rung als Regeln definiert werden. 
MaxRoutesToAnnounce. Dieser Wert gibt an, wie viele Routen dieses Objekt maximal anmelden 
kann. Bei manchen Objekten ist es sinnvoll, nur eine Route anzumelden und damit die Unsicher-
heit zu minimieren. Bei anderen Objekten kann es sinnvoll sein, mehrere mögliche Routen anzu-
melden, um dem System mehr Flexibilität zu geben. Dies wird in der Spezialisierung für die Trans-
portlogistik genutzt, indem Fahrzeuge nur eine Route anmelden, Stückgüter jedoch mehrere. Da-
durch können sich die Stückgutrouten den Fahrzeugrouten besser anpassen. Für Stückgüter ist die 
genaue Route nicht wichtig. 
RoutingState. Dies ist der aktuelle Routingzustand des Objektes. Er kann 'Routing' oder 'Idle' 
sein. 
LastRoutingTime. Die Zeit des letzten Routingvorgangs wird hier gespeichert, um beispielswei-
se das MaxRoutingInterval einzuhalten. 
TimeoutActRouting. Hier wird die Zeit gespeichert, wann der aktuelle Routingvorgang zeitlich 
nicht mehr gültig ist. Dies ist in der Regel LastRoutingTime + MaxRoutingTime. 
ActualRouteRequestID. Dies ist die ID des aktuellen oder letzten Routingvorgangs. Sie wird in 
das Route Request hineingeschrieben und dient zur Unterscheidung der Route Replies verschie-
dener Routingvorgänge. Der Wert wird bei jedem Routingvorgang um 1 inkrementiert. 
ActualRouteAnnouncementID. Dies ist die ID der letzten gesendeten Routenanmeldung. Sie 
wird in das Route Announcement hineingeschrieben und dient zur Unterscheidung der verschie-
denen angemeldeten Routen sowohl für das Objekt als auch für die Datenhaltung am Knoten. Der 
Wert wird bei jedem Anmeldevorgang um 1 inkrementiert. 
CountReceivedRouteReplies. Dies ist ein Zähler, welcher die im aktuellen Routingvorgang 
bereits empfangenen Route Replies zählt. Hiermit wird der MaxCountRouteReplies einge-
halten. 
ReceivedRouteReplies. Hier werden die im aktuellen Routingvorgang empfangenen Route 
Replies gespeichert. 
LastRouteRatings. Hier werden die Bewertungen der im letzten Routingvorgang angemelde-
ten Routen gespeichert, um für die jeweils aktuelle Routenentscheidung den 
RouteRatingThreshold einhalten zu können. 
LastRouteReplies. Hier werden die im letzen Routingvorgang empfangenen Route Replies, 
welche als Route angemeldet wurden, gespeichert. 
LastRouteAnnouncements. Hier werden die im letzten Routingvorgang versendeten Routen-
anmeldungen gespeichert. Dies dient dazu, diese wieder abmelden zu können. 
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Netzknoten 
VertexID. Dies ist die eindeutige ID des 
Netzknotens. 
NeighbourIDs. Für den erweiterten Route 
Discovery Mechanismus benötigt der Netz-
knoten die IDs seiner direkten Nachbarkno-
ten. 
EdgeInformation. Für die Abschätzung 
der Transportzeiten zwischen den Netzkno-
ten benötigt der Knoten Informationen 
über die Kanten zu den nächsten Nach-
barn, welche hier abgelegt werden. Die 
Transportzeiten werden implizit in die Rou-
te Requests geschrieben.  
 
Tabelle 6: Attribute eines DLRP-Netzknotens 
Sollten für eine Implementierung weitere Topologieinformationen benötigt werden, so fallen die-
se ebenfalls unter EdgeInformation. Dies könnte beispielsweise die Modalität einer Ver-
kehrsverbindung in der Transportlogistik sein. 
(MinHopCountTable). Dies ist eine Liste mit der minimalen Hopanzahl zu anderen Knoten. Sie 
ist nicht zwingend notwendig, jedoch zur Eindämmung der Route Requests nützlich. Die Liste kann 
durch verschiedene Mechanismen erstellt werden. Sie kann beispielsweise durch Analyse der am 
Knoten ankommenden Route Requests und der Route Announcements entstehen und aktuell ge-
halten werden. Sie kann dazu dienen, Route Requests, welche in die „falsche Richtung“ laufen, zu 
löschen. Ist beispielsweise die noch mögliche Anzahl von Hops eines Route Requests kleiner als 
die minimale Hopentfernung zu seinem Ziel, so kann das Route Request gelöscht werden. 
AnnouncementsObjectType1. Für jeden beweglichen Objekttyp werden separat die Anmel-
dungen hier gespeichert und zur Auswertung und zum Auffüllen der Route Requests verwendet. 
DataObjectType1OnQueue. Analog zu den Anmeldungen werden die Daten der aktuell am 
Knoten anwesenden Objekte hier gespeichert und zur Auswertung und zum Auffüllen der Route 
Requests verwendet. 
2.2.4. Objektverhalten 
Bewegliche logistische Objekte 
In Abbildung 15 ist das Zustandsdiagramm für bewegliche logistische Objekte zu sehen, welches sich 
auf die im DLRP entscheidenden Routingzustände bezieht. Objekte in Implementierungen können 
selbstverständlich noch zusätzliche Zustände haben, welche auch mit den Routingzuständen gekop-
pelt sein können. Es ist im Transport beispielsweise sinnvoll, während verschiedener Objektzustände, 
wie Auf- oder Abladend, ein Routing zu verhindern oder beim Eintritt in Zustände, wie die Ankunft an 
einem Knoten, ein Routing anzustoßen. Das Zustandsdiagramm ist in diesem und im Sinne des Über-
blicks nicht als komplett zu betrachten. So werden Details wie Fehlerabfederungen oder Initialisie-
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Abbildung 15: Zustandsdiagramm für bewegliche logistische Objekte im DLRP 
Zunächst befindet sich das Objekt im Idle-Zustand. Durch verschiedene Mechanismen kann ein Rou-
tingvorgang angestoßen werden. Dies kann z. B. der bereits beschriebene Ablauf des 
MaxRoutingInterval sein. Weitere Möglichkeiten wären die Ankunft an einem Knoten, das 
Ende eines Prozesses oder es wird der Anstoß durch andere Objekte gegeben. Diese Möglichkeiten 
hängen in der Regel an den Zuständen der konkret definierten logistischen Objekte in einer Imple-
mentierung des DLRP. 
Zum Start des Routingprozesses wird die ActualRouteRequestID um 1 inkrementiert. Dann 
wird ein Route Request erzeugt und zum nächsten Knoten geschickt, d. h. zu dem Knoten, welcher 
als Nächster erreicht wird, oder dem aktuellen Aufenthaltsort. Hierzu muss das Route Request zu-
nächst mit den notwendigen Informationen bestückt werden. Insbesondere die geschätzte Ankunfts-
zeit am nächsten Knoten muss mit eingetragen werden. Das bedeutet, dass das logistische Objekt 
über eine Schätzfunktion für diese Ankunftszeit verfügen muss. Mit dem Senden des Route Request 
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Nun werden Route Replies vom Netz empfangen, welche auf die richtige RouteRequestID ge-
prüft und dementsprechend gespeichert oder gelöscht werden. Das Sammeln der Route Requests 
endet mit Erreichen des MaxCountRouteReplies oder der MaxRoutingTime. 
Es folgt die Routenentscheidung, dessen Ausprägung nicht Teil des DLRP ist. Innerhalb dieser Ent-
scheidung muss jedoch ein Mechanismus eingearbeitet sein, welcher eine Umentscheidung er-
schwert. Ist eine neue Route besser als eine Alte, so muss die Verbesserung mindestens RouteRa-
tingThreshold betragen, damit die alte Route aufgegeben wird. Dieser Parameter darf in der 
Implementierung nicht zu gering angesetzt werden, da sich die Objekte andernfalls sehr oft 
umentscheiden und damit den Routenanmeldungen nicht getraut werden kann. Nach der Routen-
entscheidung werden die Routen entsprechend ab- und angemeldet und dabei wird die 
ActualRouteAnnouncementID jeweils um 1 inkrementiert. 
Netzknoten 
Die Netzknoten haben aus DLRP-Sicht keine für das Routing relevanten Zustände. Jedoch sind sie in 
einer Implementierung oft mit einem Prozess verknüpft und haben daher ein komplexes Verhalten. 
In der Implementierung für die Fertigungslogistik sind die Netzknoten beispielsweise die Maschinen 
und erfüllen damit nicht nur Aufgaben für das DLRP, sondern auch für den logistischen Gesamtpro-
zess. 
Wichtig beim Netzknoten ist die Verarbeitung der Route Requests, da diese entscheidend die Per-
formance des DLRP beeinflusst. Diese ist in Abbildung 16 beschrieben. 
Im Prinzip können zwei verschiedene Typen von Route Requests einen Knoten erreichen. Route 
Requests mit einem Zielknoten (DestinationID) benötigen eine Route dorthin, während die an-
deren Route Requests eine Route einer bestimmten Länge (MaxHopCount) benötigen. Ein Löschkri-
terium für beide ist ein abgelaufenes Timeout. Für ein „Ziel“-Route Request ist zusätzlich der 
MaxHopCount ein Kriterium. Hat ein Route Request seine Bestimmung (Ziel oder Hops) erreicht, 
wird ein Route Reply generiert und an den Routinginitiator zurückgesendet. Ist dies nicht der Fall, so 
wird das Route Request mit den notwendigen Daten aufgefüllt werden. Der Knoten muss hierzu min-
destens über die Funktionalitäten verfügen, die Aufenthaltsdauer des Objektes am Knoten und die 
Transportzeit zum nächsten Knoten zu schätzen (es sollen DepartureTime und ArrivalTime 
eingetragen werden). 
Ein sehr wichtiger Schritt ist dann die Auswahl der Empfänger der Route Requests. Grundsätzlich 
werden hier zunächst alle Knoten aus der Liste NeighbourIDs benutzt. Je nach Routingprozess 
kann ein schleifenfreier Weg gefordert werden, wodurch alle Knoten auszuschließen sind, welche 
bereits in der VertexList des Route Requests sind. Weiterhin können hier Kriterien implemen-
tiert werden, um eine zu starke Flutung des Netzes mit Route Requests zu verhindern. Erwähnt wird 
oben bereits ein möglicher Mechanismus über noch zur Verfügung stehende Hops 
(MinHopCountTable). Weitere Möglichkeiten werden in Abschnitt 3.6.2 „Erhöhung der Skalier-
barkeit“ erläutert. 
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Abbildung 16: Aktivitätsdiagramm für Netzknoten im DLRP 
In einer Implementierung sind dazu Funktionalitäten wichtig, welche die Informationsbrokeraufgabe 
des Knotens erfüllen und die Anmeldedaten der Objekte in sinnvolle Zukunftsinformationen für die 
routenden Objekte umwandeln. In den Implementierungen für Transportnetze werden die Anmelde-
daten der Stückgüter beispielsweise aggregiert und mit den Anmeldedaten der Fahrzeuge verrech-
net, um für einen Routingprozess voraussagen zu können, wie viele Stückgüter zu diesem Zeitpunkt 
vermutlich eine Transportkapazität in eine bestimmte Richtung benötigen. Je besser letztlich diese 
Schätzungen sind, desto besser wird das DLRP funktionieren. 
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2.2.5. Gewichtungskonzept 
Aus den Erfahrungen der Implementierungen kann man festhalten, dass die Routenanmeldung am 
Netzknoten allein in der Regel nicht ausreicht, um ein gut funktionierendes Protokoll zu erstellen. 
Dies gilt insbesondere für den Fall, dass von einem logistischen Objekttyp nicht nur eine, sondern 
mehrere mögliche Routen angemeldet werden. Werden keine zusätzlichen Informationen zu den 
Routen gegeben, ist das System darauf angewiesen, die tatsächliche Route per Zufallsauslosung zu 
bestimmen. Das Gewichtungskonzept wurde daher für diesen Fall entwickelt, um dem Gesamtsystem 
und den Netzkonten ein differenzierteres Bild der angemeldeten Routen zu vermitteln. Das Konzept 
besteht aus den Definitionen für Kontingenz (engl. contingency, cont), Präferenz (engl. preference, 
pref) und Dringlichkeit (engl. urgency, urg). 
Die Kontingenz gibt an, wie viele Routen ein logistisches Objekt angemeldet hat. Dies kann dem 
Netzknoten dazu dienen, die Wahrscheinlichkeit zu schätzen, ob das logistische Objekt am Netzkno-
ten ankommen wird. Sie wird definiert als:  𝐶𝑜𝑛𝑡𝑖𝑛𝑔𝑒𝑛𝑐𝑦 = 1
𝑁𝑜 𝐴𝑛𝑛𝑜𝑢𝑛𝑐𝑒𝑑 𝑅𝑜𝑢𝑡𝑒𝑠 (1) 
 wobei 𝑖 : Index über alle angemeldeten Routen und ∑ 𝐶𝑜𝑛𝑡𝑖𝑛𝑔𝑒𝑛𝑐𝑦𝑖𝑖 = 1 
Die Präferenz bezieht sich darauf, wie stark eine Route von einem logistischen Objekt bevorzugt wird. 
Sie soll ein Kriterium sein, welche Route vom DLRP schließlich tatsächlich bestimmt wird. Bei diesem 
Schritt soll die Präferenz des logistischen Objektes mitbestimmend sein. Die Präferenz basiert wie 
folgt auf der Routenbewertung des Objektes:  𝑅𝑖 ∈ [0 ∞]: Routenbewertung der Route 𝑖 (2)  𝑅𝑖𝑛𝑜𝑟𝑚 = 𝑅𝑖maxi(𝑅𝑖)  (normiert auf den maximalen Wert) (3) 






 wobei 𝑖 : Index über alle angemeldeten Routen und ∑ 𝑃𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑖𝑖 = 1 
 𝑎 ∶ festzulegender Parameter 
Man beachte, dass Kontingenz und Präferenz über alle Routen 1 ergeben. Auf diese Weise können 
diese Werte von den Netzknoten als Wahrscheinlichkeiten interpretiert werden, wobei die Gesamt-
wahrscheinlichkeit für ein Objekt dann bei 100 % liegt. 
Die Dringlichkeit gibt an, ob ein logistisches Objekt bereits eine Verspätung auf seiner Route zu er-
warten hat und vor anderen Objekten bevorzugt werden sollte. Auch der Grad der Bevorzugung soll-
te von der Dringlichkeit abzuleiten sein. Die Definition des Wertes hängt von der Implementierung 
ab, der Wert sollte jedoch im Intervall [1 ∞] liegen. Der Wert 1 bezeichnet den Normalfall, wäh-
rend größere Werte höhere Dringlichkeiten beschreiben. 
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2.3. Entscheidungsmechanismen 
Beim DLRP handelt es sich um ein Rahmenprotokoll und daher sind die eigentlichen Entscheidungs-
mechanismen hier nicht festgelegt. Dennoch sind hierfür doch einige Eigenschaften und Anforderun-
gen notwendig, damit Sie im DLRP eingesetzt werden können. Diese werden im Folgenden dargelegt. 
Das DLRP baut auf Routingverfahren aus der Datenkommunikation auf, wobei in diesen die eigentli-
chen Entscheidungsmechanismen in der Regel möglichst einfach aufgebaut sind. Dies hat zwei Grün-
de: Zum einen ist in der Datenkommunikation die Zeit für die Entscheidung knapp, da sie zu der 
ebenfalls kleinen Transportzeit hinzukommt und so das Netz langsamer macht. Zum Anderen sind die 
Rechenressourcen in der Regel begrenzt, was sich in Ad-Hoc-Netzen noch verschärft (siehe auch Ab-
schnitt 2.2.1 „Routingmechanismen“). In logistischen Netzen stellen dagegen Zeit und Rechenkapazi-
täten in der Regel kein Problem dar, sodass hier wesentlich aufwendigere Entscheidungsmechanis-
men sinnvoll sein können. 
Die Faktoren, welche bei einer Routenentscheidung eines Objektes zum Tragen kommen, müssen als 
Informationen während des Routingvorganges von den Netzknoten als Metrik in die Route Requests 
eingespeichert werden. Daher sind die Entscheidungsfunktionen der Objekte und die Datenhaltung 
an den Netzknoten genau aufeinander abgestimmt. Solche Entscheidungsfaktoren können direkter 
Art sein, d. h. ohne Informationen anderer Objekte zugänglich, wie die Anzahl der Hops, die reinen 
Transportzeiten, die Zugehörigkeit der Netzknoten zu Unternehmen oder in der Fertigung die Rüst-
zeit der Maschine als Netzknoten. Sie können aber auch von den Anmeldungen der anderen Objekte 
abhängig sein, wie die Anzahl der Umladevorgänge im Transport, die Wartezeit am Knoten oder se-
quenzabhängige Rüstzeiten an Maschinen. 
In jedem Falle (außer bei den Hops) handelt es sich um geschätzte Größen, da sie alle eine zukünftige 
Netzsituation beschreiben. Die Netzknoten müssen daher mit Schätzfunktionen für die Entschei-
dungsfaktoren oder Metriken ausgestattet sein. Diese Schätzfunktionen können aufgrund des Route 
Announcement Mechanismus auf einen großen Informationspool zurückgreifen und aufgrund dessen 
sollten sie in der Lage sein, eine gute Schätzung abzugeben. Je besser die Schätzung der Netzknoten 
ist, desto gesicherter ist die Entscheidungsgrundlage der beweglichen Objekte und desto leistungsfä-
higer sollte das DLRP werden. In diesem Bereich liegt ein großes Potenzial für die Entwicklung und 
Verbesserung von DLRP-Implementierungen. 
Wie sich im Laufe der Arbeiten herausstellte, ist die Abhängigkeit der Leistung einer DLRP-
Implementierung von den Entscheidungen zwar vorhanden und in speziellen Bereichen auch sehr 
stark, im Allgemeinen zeigte sich jedoch, dass „kleine“ Änderungen im Entscheidungsmechanismus in 
der Regel auch zu „kleinen“ Änderungen der Leistung führten. Insbesondere zeigte sich dies bei dem 
Vergleich zweier Implementierungen des DLRP für den Transportbereich. Eine Implementierung ba-
sierte auf C++ und eine weitere auf MATLAB (von The MathWorks). Beide waren nicht vollkommen 
identisch programmiert, hatten ähnliche Entscheidungsstrukturen und führten auch zu ähnlichen 
Ergebnissen. 
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2.4. Evaluationsmöglichkeiten 
Allgemein kann man die Entwicklung und Umsetzung einer neuen Methode, z. B. im Logistikbereich, 
mit den folgenden notwendigen Schritten oder Stadien beschreiben:  
1. Ideenstadium 
2. Theoretische Analyse und strukturelle Entwicklung der Methode 
3. Analytischer oder simulativer Vergleich mit gängigen Methoden 
4. Analytischer oder simulativer Vergleich mit Realdaten (wenn möglich) 
5. Prototypische Umsetzung in einem realen System 
6. Praxiseinsatz 
Im Logistikbereich sind dabei die Problemstellungen in der Regel so komplex, dass keine geeigneten 
analytischen Werkzeuge oder Herangehensweisen zur Verfügung stehen. Daher wird in diesem Be-
reich oft auf das Werkzeug der Simulation zurückgegriffen (vgl. auch [Forrester69]). Zwar können 
Simulationen und darauf aufbauende Ergebnisse und Schlussfolgerungen immer nur für die speziel-
len Fälle gelten, für welche die Simulationen durchgeführt wurden. Dennoch werden in Ermangelung 
einer anderer Informationen die Simulationen als äquivalent zu realen Versuchen angesehen und so 
werden Ergebnisse und Schlussfolgerungen von Simulationen oftmals als empirisch belegt darge-
stellt. Um tatsächlich empirisch belegte Aussagen zu erhalten, müssten jedoch nach der Simulation 
Versuche mit realen Systemen durchgeführt und als Grundlage dieser Aussagen genommen werden. 
Auf der anderen Seite hat sich der Einsatz von Simulationen zur Entwicklung solcher Methoden 
durchaus bewährt und kann als gängige Praxis angesehen werden. Im Sinne der oben beschriebenen 
Schritte beschäftigt sich diese Arbeit mit den Schritten eins bis drei. 
Der dritte Schritt ist der einer ersten Evaluierung der Methode. Der Begriff Evaluierung wird in dieser 
Arbeit im Sinne von Bewertung benutzt. Diese Bewertung einer neuen Methode erfolgt im besten 
Fall anhand einer absoluten Skala, auf der ein Optimum und eine minimale Leistung festgelegt sind. 
Im Logistikbereich ist es jedoch oft aufgrund der Komplexität der Problemstellung rechnerisch nicht 
möglich, das Optimum zu errechnen, wodurch eine absolute Skala nicht aufgestellt werden kann. 
Eine zweite Möglichkeit der Bewertung ist der Vergleich mit gängigen Methoden, von denen bekannt 
ist, dass sie gute Ergebnisse liefern. Dann können als Bewertung relative Aussagen, wie „besser / 
schlechter als“, getroffen werden. 
An diesem Punkt ergeben sich für die Evaluation des DLRP einige Herausforderungen. Das DLRP ver-
folgt mit der Selbststeuerung einen völlig neuen Ansatz zur Gestaltung des logistischen Systems, in 
welchem weitreichende Funktionen implementiert werden. Daher sind in der Regel die klassischen 
Problemformulierungen, wie das Pickup and Delivery Problem oder das Flexible Flowshop Problem, 
wesentlich eingeschränkter als das, wofür das DLRP ursprünglich entworfen wurde. Die gängigen 
Verfahren verfügen dementsprechend in der Regel nicht über die erweiterten Funktionalitäten des 
DLRP. Dies wird bei den Evaluationen der Implementierungen (Unterkapitel 3.4 „Evaluation anhand 
adaptierter Vehicle Routing Problem“, 3.5 „Evaluation anhand adaptierter dynamischer Pickup and 
Delivery Problem“ und 4.4 „Evaluation anhand adaptierter dynamischer Flexible Flowshop Problem“) 
deutlich. 
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Um dennoch das DLRP mit gängigen Verfahren zu vergleichen, muss ein gemeinsames Szenario ent-
worfen werden, welches beide Verfahren lösen können. In der Regel führt dies zu einer klaren Ein-
schränkung der Möglichkeiten für das DLRP, einfach weil die Möglichkeiten der Vergleichsalgorith-
men beschränkter sind (beispielsweise Nichtbeachtung von möglichen Umladevorgängen im Trans-
port, keine multikriterielle Zielfunktion). Auf der anderen Seite kann auch der Vergleichsalgorithmus 
nicht sein volles Potenzial ausschöpfen, da er zur Optimierung einer andern Problemstellung entwi-
ckelt wurde. Der auf einer solchen Basis gezogene Vergleich kann nur eine grobe Richtung vorgeben, 
nicht jedoch einen Schluss zulassen, das eine Verfahren wäre definitiv besser als das andere. In die-
sem Sinne sind auch die in den folgenden Kapiteln angegebenen Evaluationen der DLRP-
Implementierungen zu verstehen. 
Zu diesem Komplex kommt noch hinzu, dass die Selbststeuerung im Allgemeinen und auch das DLRP 
bewusst Optimierungsverluste in Kauf nehmen, um auf anderen Ebenen beispielsweise einen Vorteil 
an Flexibilität und Robustheit zu erlangen. Es wird absichtlich auf eine zentrale Koordinierung und ein 
vermeintliches globales Optimum verzichtet, um den Objekten selbst mehr Freiheitsgrade zu geben 
(siehe 1. Grundprinzip „Zielaufteilung“ S. 18). Dies geschieht vor allem vor dem Hintergrund der Ver-
änderungen in der Logistik und den entsprechenden Anforderungen (vgl. auch 1.4 
„Aufgabenstellung“, z. B. Forschungsfrage zwei: Kann das entworfene Konzept selbststeuernden Rou-
tings den Auswirkungsaspekten der Veränderungstreiber gerecht werden?). Die erlangten Vorteile 
können aber nicht in eine Evaluation eingehen. Vor diesem gesamten Hintergrund sind daher durch 
die Evaluation des DLRP nur „weiche“ Aussagen möglich, wie solche zur Vergleichbarkeit mit etablier-
ten Verfahren. 
2.5. DLRP-Bezeichnungen 
Zur besseren Wiedererkennung und als Identifikationsmerkmal wurden für das DLRP und die später 
beschriebenen Spezialisierungen Signets entworfen. Diese beinhalten den Schriftzug DLRP und eine 
Stilisierung einer Route in Form von schwarzen Punkten als Netzknoten und einer durch diese füh-
renden roten Pfeillinie als Routenverlauf. Die Bezeichnungen sind in Abbildung 17 dargestellt. Die 
Spezialisierung für den Transportbereich wird dabei mit DLRPt (engl. transport) bezeichnet, die Spe-
zialisierung für die Fertigung mit DLRPp (engl. production). 
 
Abbildung 17: Signets des DLRP und der Spezialisierungen für Transport- (t) und Fertigungslogistik (p) 
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3. Ein Selbststeuerungskonzept für die Transportlogistik (DLRPt) 
In diesem Kapitel wird die Spezialisierung des DLRP für den Anwendungsfall der Transportlogistik 
beschrieben, welches dann DLRPt genannt wird. Hierzu wird zunächst die Problemstellung in der 
Transportlogistik beschrieben, für die das DLRPt entwickelt wurde (Unterkapitel 3.1 „Problemstellung 
Transportlogistik“). Im Anschluss werden die formale Struktur des DLRPt aufgeführt (Unterkapitel 3.2 
„Struktur des DLRPt“) und dann verschiedene mögliche Entscheidungsmechanismen vorgestellt, wel-
che für die Problemstellung einsetzbar sind (Unterkapitel 3.3 „Entscheidungsmechanismen“). Als 
zentrales Unterkapitel folgt die Evaluation des DLRPt mittels gängiger Algorithmen aus dem Bereich 
der Transportlogistik (Unterkapitel 3.4 „Evaluation anhand adaptierter Vehicle Routing Problem“ und 
3.5 „Evaluation anhand adaptierter dynamischer Pickup and Delivery Problem“ ). Im Unterkapitel 3.6 
„Weitergehende Untersuchungen“ werden weitergehende Aspekte zur Verbesserung und Erweite-
rung des DLRPt vorgestellt und schließlich werden abschließend die Grenzen und auch die Potenziale 
des DLRPt diskutiert (Unterkapitel 3.7 „Zusammenfassung“). 
3.1. Problemstellung Transportlogistik 
Um das Grundkonzept des DLRP in der Transportlogistik anzuwenden, sind zunächst eine Auswahl 
und eine Beschreibung der mit dem Konzept zu lösenden Aufgabe notwendig. Die klassischen Szena-
rios aus dem Bereich der Transportlogistik sind im Vergleich zu den Möglichkeiten des DLRP sehr 
vereinfacht und würden als alleinige Basis für eine Spezialisierung des DLRP-Konzeptes zu einer sehr 
eingeschränkten Version selbststeuernden Routings führen. Um dies zu verdeutlichen, wird zunächst 
eine Einführung in klassische Aufgabenstellungen der Transportlogistik gegeben, um dann auf dieser 
Basis eine erweiterte Aufgabenstellung zur Spezialisierung des DLRP anzugeben. 
In der Literatur findet sich eine Fülle von akademischen Routingproblemstellungen im Bereich der 
Transportlogistik. Die meisten gründen auf dem Traveling Salesman Problem (TSP), welches als Keim 
von Routingproblemstellungen angesehen werden kann und 1930 von Karl Menger (siehe [Hoff-
man95]) erstmals als solches veröffentlicht wurde. Das TSP ist ein kombinatorisches Optimierungs-
problem und besteht in der Aufgabenstellung, eine Rundreise über eine vorgegebene Anzahl von 
Orten so zu entwerfen, dass diese Rundreise möglichst kurz ist. Hiervon wurde durch entsprechende 
Erweiterungen eine Vielzahl von Problemstellungen abgeleitet. Für den in dieser Arbeit betrachteten 
Bereich relevant sind das Vehicle Routing Problem (VRP) und das Pickup and Delivery Problem (PDP), 
welches wiederum vom VRP abgeleitet wurde. 
Das Vehicle Routing Problem besteht aus der Aufgabe, Waren aus einem zentralen Lager an Kunden 
auszuliefern. Es kann als multiples TSP mit Kapazitätsbeschränkung gesehen werden, da für mehrere 
Fahrzeuge ein TSP in Abhängigkeit zu den anderen Routen gelöst werden muss und die Fahrzeuge 
eine obere Kapazitätsschranke haben [Dantzig59]. 
Das klassische Pickup and Delivery Problem ist ein Spezialfall des sog. VRP with Pickup and Delivery 
(VRPPD) und daher eine Erweiterung des VRP [Parragh08]. Die Aufgabenstellung ist hier nicht der 
Transport Depot-Kunde, sondern es gibt Aufträge mit einem Abhol- und einem Lieferort. Auch hier 
kann es mehrere Fahrzeuge geben und das Ziel ist eine möglichst kurze Gesamtstrecke. Das Spezielle 
am klassischen PDP im Gegensatz zum VRPPD liegt in der direkten Verbindung von Abhol- und Liefer-
ort – ein individuelles Stückgut wird abgeholt und der Lieferort muss folglich nach dem Abholort vom 
gleichen Fahrzeug besucht werden. Das VRPPD subsumiert ebenfalls Problemstellungen mit homo-
genen Gütern, in welchen keine solche direkte Verbindung besteht [Parragh08]. 
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Allen Problemstellungen gemeinsam ist die Annahme, dass alle Daten a priori bekannt sind, was die 
Probleme zu Planungs- und Optimierungsaufgaben macht. Weiterhin sind alle drei Probleme NP-
schwer (siehe z. B. [Lenstra81], [Archetti2011a]) und damit ab einer gewissen Problemgröße nicht 
mehr in annehmbarer Zeit exakt lösbar. In der Regel werden die Problemstellungen daher mit Heu-
ristiken oder Metaheuristiken gelöst.  
Zur Bewertung entwickelter Heuristiken existieren Testinstanzen, welche für die verschiedenen Prob-
leme von verschiedenen Autoren vorgeschlagen wurden. Einige davon haben sich als Standard etab-
liert. Zu nennen sind hier beispielsweise die VRP-Instanzen von Solomon ([Solomon11], siehe auch 
Abbildung 18). Zu den Testinstanzen werden entsprechende Listen gepflegt, welche Heuristik die 
bisher beste Lösung erreicht hat. Dadurch ist man zwar nicht in der Lage, die Güte einer Heuristik im 
Bezug zum nicht bekannten Optimum zu bewerten, wohl aber in Bezug auf bisher vorgeschlagene 
Heuristiken. Zu einigen wenigen, sehr kleinen Instanzen existieren aber auch optimale Lösungen. 
 
Abbildung 18: Beispiel einer VRP-Instanz mit Zeitfenstern von Solomon [Solomon11] a) Daten b) Darstellung c) mögliche Lösung mit drei Fahrzeugen 
Die Abbildung 18 gibt einen Eindruck dieser Testinstanzen. Diese Grundproblemstellungen sind von 
sehr starken Vereinfachungen geprägt. Verschiedene Autoren erweitern oder ändern diese Grund-
problemstellungen daher und erschaffen so neue Problemformulierungen (siehe beispielsweise 
[Berbeglia07], [Golden08], [Parragh08]). So gibt es zusätzliche Einschränkungen, wie Zeitfenster, wel-
che entweder als harte Nebenbedingungen modelliert oder bei Verfehlung über Strafkosten in die 
Zielfunktion einbezogen werden (VRP with time windows (VRPTW) [Solomon87], PDP with time win-
dows (PDPTW) [Dumas91]). Kapazitätsbeschränkungen und Kundenprioritäten sind weitere Beispiele. 
Auch werden neue Operationen erlaubt, wie beispielsweise das Umladen von Stückgütern 
([Shang96], [Mitrovic-Minic06], [Masson11]) oder das sogenannte order splitting ([Nowak08], 



















































































NUMBER     CAPACITY
25         200
CUSTOMER
CUST NO.  XCOORD.   YCOORD.    DEMAND   READY TIME  DUE DATE   SERVICE TIME
0      40         50          0          0       1236          0   
1      45         68         10        912        967         90   
2      45         70         30        825        870         90   
...
b) c)
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[Archetti11b]). Weitere Änderungen betreffen die Zielfunktion der Optimierung, welche z. B. mittels 
soft constraints weicher wird oder auch mehrere Ziele vereint ([Shang96], [Ropke06], [Geiger10]). 
Von Seiten der Praktiker werden viele neue Anforderungen an die Modelle gestellt, welche dann als 
Rich VRP-Models bezeichnet werden [Hartl06]. Hartl konzentriert dies in einem Vortrag in der Aussa-
ge „Real-life applications need richer models“. 
Die Problemstellungen werden in der Regel jedoch mit einzelnen, selten mit mehreren der erwähn-
ten Erweiterungen versehen, wie beispielsweise das PDPTW oder das Multicriteria pickup and 
delivery problem with transfer opportunity. Problemstellungen mit vielen sinnvollen Erweiterungen 
gleichzeitig, wie ein PDPTW mit Kundenprioritäten, Umladen von Stückgütern, order splitting und 
einer multikriteriellen Zielfunktion, werden nicht betrachtet. Dies ist nach Meinung des Autors auf-
grund der Komplexität, welche die Lösungsalgorithmen einer solchen Aufgabenstellung aus Sicht der 
Optimierung haben würde, auch in absehbarer Zeit nicht zu erwarten. 
Ein weiteres Manko ist die Statik der beschriebenen Problemstellungen. Dass alle Informationen a 
priori vorhanden sind und ein optimaler Plan aufgestellt werden kann, welcher dann ohne Störungen 
durchgeführt wird, erscheint heutzutage realitätsfern, obwohl dies natürlich eine legitime Vereinfa-
chung zu Beginn der Forschungen war. Obwohl Psaraftis bereits 1988 vermutlich als Erster ein dyna-
misches VRPTW formulierte und eine Heuristik vorschlug, gibt es in diesem Bereich bisher sehr weni-
ge Problemformulierungen und Lösungsvorschläge (siehe [Ghiani03], [Mitrovic-Minic04], 
[Parragh08]). Dazu kommt, dass im dynamischen Bereich aufgrund der Komplexität gewissermaßen 
wieder von vorne begonnen werden muss. Es werden zunächst die einfachen Problemstellungen 
(VRPTW) dynamisch betrachtet. Diese müssen erst wieder um die Aspekte erweitert werden, wie 
dies bei den statischen Problemen der Fall ist. Ein weiteres Grundproblem der dynamischen Modelle 
ist das bisherige Fehlen von konkreten Probleminstanzen und vor allem den dann dazugehörigen 
bisherigen besten Lösungen (optimale Lösungen sind in diesem Bereich, bis auf Lösungen kleiner 
Beispiele und Einzelfälle, nicht mehr zu erwarten). Die Forschungscommunity ist in diesem Bereich 
offensichtlich noch in den Anfängen. Die Gesamtsituation fassen Maciejewski und Nagel in 
[Maciejewski11] prägnant zusammen: 
„However, the dynamism of vehicle routing leads to a significant increase in the problem 
complexity. As a result, despite the huge technical potential for running dynamic optimiza-
tion, the existing routing software concerns mainly static routes, and transportation man-
agement is mainly performed by human planners and dispatchers, even in large companies. 
The main problem is that throughout the decades of research on the VRP, the great empha-
sis was put on heuristics accuracy and speed, whereas simplicity and flexibility were out of 
focus. As a consequence, the best state-of-art algorithms give very good results for many 
theoretical test instances of the static VRP, but they are hard to adapt to the dynamic real-
world problems. “ 
Aus Sicht der Spezialisierung des DLRP-Konzeptes gibt es an den beschriebenen Problemstellungen 
zwei Hauptkritikpunkte. Zum einen ist das DLRP von Grund auf als Steuerung und nicht als Optimie-
rung konzipiert. Hierdurch liegen statische Problemstellungen weit unter dessen Möglichkeiten. Wie 
oben beschrieben, existieren für die dynamischen Problemstellungen bisher noch keine Problemin-
stanzen mit Vergleichslösungen. Dazu kommt, dass die bisher betrachteten dynamischen Problem-
stellungen sehr einfach sind. Zum Zweiten hat das DLRP-Konzept durch seine Struktur und seine Ob-
jektorientierung eine gewisse Mächtigkeit, was die Komplexität möglicher Problemstellungen be-
trifft. Es kann theoretisch alles variabel gestaltet werden – von den Eigenschaften der verschiedenen 
Objekte bis hin zu verschiedenen Zielgrößen. Aus dieser Sicht sind die bisherigen Problemstellungen 
im Bereich der Transportlogistik allesamt zu einfach. Dieser Aspekt wird unten erneut aufgegriffen. 
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Aufgrund dieser Überlegungen bietet es sich an, für die Spezialisierung des DLRP-Konzeptes eine 
eigene Problemstellung zu definieren, welche möglichst realitätsnah ist und die Möglichkeiten des 
DLRP abbildet. Als Problemstellung wurde eine Formulierung entworfen, welche im Folgenden ge-
nauer beschrieben wird. 
Grundlegendes Szenario Transportlogistik (DLRPt-Szenario) 
1. Die grundlegende Problemstellung entspricht einer Pickup and Delivery Situation. 
2. Als Topologie für ein Szenario gibt es Knoten und Verkehrsverbindungen zwischen diesen, 
wobei nicht zwischen allen Knoten Verbindungen bestehen müssen (vgl. Abbildung 19). 
3. Verkehrsverbindungen können unterschiedliche Geschwindigkeiten erlauben und diese kön-
nen sich zeitlich ändern (beispielsweise bei Staus). 
4. Knoten bieten die Möglichkeiten zum Auf-, Ab- und Umladen. 
5. Es entstehen an Knoten kontinuierlich Stückgüter, welche transportiert werden müssen. 
6. Stückgüter müssen von ihrem Startknoten zu ihrem Zielknoten transportiert werden. Der 
Zielknoten kann sich ändern. 
7. Für Stückgüter können Abhol- und Lieferzeitfenster existieren, welche sich ändern können. 
8. Die Abhol- und Lieferzeitfenster können weicher Art sein. Eine Nichteinhaltung der Zeitfens-
ter wird dann mit einem Nachteil belegt. 
9. Stückgüter können verschiedene Gewichte und Größen aufweisen. 
10. Stückgüter können spezielle Eigenschaften aufweisen, wodurch sie an spezielle Fahrzeuge 
gebunden sind (beispielsweise Kühlfracht). 
11. Stückgüter können unterschiedliche Prioritäten aufweisen, welche sich ändern können. 
12. Es gibt eine Anzahl von Fahrzeugen im Szenario, welche variieren kann. 
13. Die Kapazitäten der Fahrzeuge können unterschiedlich sein. 
14. Die Geschwindigkeiten der Fahrzeuge können unterschiedlich sein. 
15. Fahrzeuge können Fahrzeit-, Fahrstreckenbeschränkungen oder Rückkehrbedingungen unter-
liegen, welche verschieden sein können. 
16. Das Verhältnis von Stückgutgrößen und Fahrzeugkapazitäten kann zu „full-truck-load“- oder 
„less-than-truck-load4“-Situationen führen. 
17. Die Zielfunktion ist nicht an das Szenario gebunden. Man kann zunächst die gesamte Fahr-
strecke als Zielfunktion definieren, jedoch sind auch eigene Ziele für einzelne Objekte (Pünkt-
                                                          
4 „full-truck-load“ (Komplettladung) bezeichnet die Situation, in der pro Fahrzeug nur ein entsprechend großes 
Stückgut transportiert werden kann. In einer „less-than-truck-load“-Situation passen mehrere Stückgüter auf 
ein Fahrzeug. 
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lichkeit der Stückgüter, Auslastung für Fahrzeuge) oder sogar unterschiedliche Ziele für glei-
che Objekttypen (Pünktlichkeit für Stückgut I, geringe Fahrstrecke für Stückgut II) möglich. 
Wie zu erkennen ist, gründet diese Problemstellung auf dem PDPTW, geht jedoch weit darüber hin-
aus. Die Punkte 2 und 3 verdeutlichen eine weitere Schwäche der oben erwähnten klassischen Prob-
lemstellungen. Wie beispielsweise in Abbildung 18 zu erkennen ist, werden hier aus Vereinfachungs-
gründen die Kunden als Koordinaten angegeben und angenommen, es gäbe zwischen allen Kunden 
eine direkte Verbindung dessen Länge dem euklidischen Abstand entspricht. Aufgrund der Realitäts-
ferne dieser Vereinfachung und aufgrund der Kommunikationsstruktur des DLRP-Konzeptes wird in 
diesem Szenario eine Topologie mit Knoten und Verkehrsverbindungen angenommen. Die Punkte 4, 
7, 8, 11, 13 und 17 verweisen auf oben beschriebene Erweiterungen der klassischen Szenarios, wel-
che hier jedoch gleichzeitig erlaubt sind. Die Punkte 9 bis 16 verweisen auf die bereits erwähnte Ob-
jektorientierung des DLRP-Konzeptes. Hierdurch ist es möglich, den Objekten in ein und dem glei-
chen Szenario unterschiedliche Eigenschaften oder sogar unterschiedliche Ziele zu verleihen. Dies 
steht im Gegensatz zu den in den klassischen Szenarios obligatorisch geforderten Eigenschaften, wie 
eine homogene Flotte, homogene Stückgüter und dergleichen. Die Dynamik des Szenarios äußert 
sich nicht nur im kontinuierlichen Auftragseingang (Punkt 5), sondern auch an dynamisch veränderli-
chen Eigenschaften (Punkte 3, 6, 7, 11, und 12). 
Deutschlandtopologie 
Da diese Topologie in allen nachfolgenden Simulationen und Implementierungen verwendet wurde, 
soll sie hier bereits dargestellt werden, obwohl sie nicht Teil des beschriebenen grundlegenden Sze-
narios Transportlogistik ist. In Abbildung 19 ist die sogenannte Deutschlandtopologie dargestellt, 
welche als Teil aller nachfolgenden Szenarios verwendet wurde. Sie besteht aus 18 Knoten, welche 
den größten Städten Deutschlands entsprechen. Diese sind mit 35 Kanten verbunden, welche den 
Hauptautobahnen Deutschlands entsprechen. Die Tabelle 28 im Anhang gibt die Entfernungen der 
Kanten an. Diese Topologie wurde erstmals in [Wenning07] veröffentlicht. 
 
Abbildung 19: Deutschlandtopologie als vereinfachtes Verkehrsnetz (nach [Wenning07]) 
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3.2. Struktur des DLRPt 
Nachdem die Aufgabenstellung im letzten Unterkapitel als Szenario formuliert wurde, wird nun vor 
diesem Hintergrund eine konkrete Struktur des entworfenen Selbststeuerungskonzeptes dargestellt. 
Durch die Objektorientierung kann das Konzept trotz der Fokussierung auf die Aufgabenstellung 
leicht entsprechend anderer Anforderungen erweitert oder eingeschränkt werden. Die gesamte Be-
schreibung der konkreten Struktur des DLRPt baut auf der Beschreibung des allgemeinen Konzeptes 
(Unterkapitel 2.2 „Struktur des DLRP“) auf und setzt diese voraus. Zunächst werden die Struktur, 
logistische Objekte und deren Zusammenwirken beschrieben (Abschnitt 3.2.1 „Allgemeine Struktur“). 
Anschließend werden die Attribute der Objekte beschrieben, sofern dies über das allgemeine Kon-
zept hinausgeht (Abschnitt 3.2.2 „Objektattribute“). Im Abschnitt 3.2.3 „Objektverhalten“ wird 
schließlich das Objektverhalten dargestellt und danach die für die Selbststeuerung wichtigen Ent-
scheidungspunkte besprochen (Abschnitt 3.2.4 „Entscheidungspunkte“). 
3.2.1. Allgemeine Struktur 
Im DLRPt gibt es drei verschiedene logistische Objekttypen. Als bewegliche logistische Objekte exis-
tieren Fahrzeuge (engl. vehicle, VEH) und Stückgüter (engl. package5, PCK). Die Netzknoten (engl. 
vertex, VTX) werden weiterhin als solche bezeichnet. Zusätzlich zu den reinen DLRP-Funktionalitäten 
ist im DLRPt ein Netzknoten mit Auf-, Ab- und Umlademöglichkeiten, einer Lagermöglichkeit für 
Stückgüter und einem Parkplatz für Fahrzeuge versehen, ähnlich einem Güterverkehrszentrum (GVZ). 
Gemäß Grundprinzip 1 des DLRP (S. 18) sollen einzelne logistische Objekte jeweils eigene Ziele ver-
folgen und im Zusammenwirken das oder die Gesamtziele des Systems erreichen. Nach dem oben 
beschriebenen grundlegenden Szenario für die Transportlogistik bleibt das Gesamtziel im Rahmen 
der PDP-Problemstellung die Minimierung der insgesamt gefahrenen Strecke. Die Teilziele der be-
weglichen Objekte im DLRPt werden wie folgt gewählt (Netzknoten verfolgen kein Ziel): 
• Stückgut: Minimierung der individuell zurückgelegten Strecke 
• Fahrzeug: Maximierung der Auslastung 
Unter der Annahme homogener Stückgutgröße und Fahrzeugkapazität lässt sich folgender Zusam-
menhang zwischen den Objektzielen und dem Gesamtziel herstellen6: 
 ∑ 𝑑𝑗𝑎𝑙𝑙𝑒 𝐹𝑎ℎ𝑟𝑧𝑒𝑢𝑔𝑒 𝑗 = 𝑆𝑡ü𝑐𝑘𝑔𝑢𝑡𝑔𝑟öß𝑒𝐹𝑎ℎ𝑟𝑧𝑒𝑢𝑔𝑘𝑎𝑝𝑎𝑧𝑖𝑡ä𝑡 ∙ ∑ 𝑝𝑖𝑎𝑙𝑙𝑒 𝑆𝑡ü𝑐𝑘𝑔ü𝑡𝑒𝑟 𝑖  ∑ 𝑢𝑗𝑎𝑙𝑙𝑒 𝐹𝑎ℎ𝑟𝑧𝑒𝑢𝑔𝑒 𝑗  ∙ 𝑑𝑗∑𝑑𝑗 (5) 
 wobei 
 𝑑𝑗 :  gefahrene Strecke des Fahrzeugs 𝑗 
 𝑝𝑖 ∶  gefahrene Strecke des Stückgutes 𝑖 
 𝑢𝑗 ∶  Auslastung des Fahrzeugs 𝑗 
                                                          
5 Für Stückgüter existieren im Englischen nur Gruppenbegriffe, wie beispielsweise package goods, piece goods, 
breakbulk cargo [Scott-Sabic2005]. Man kann damit nicht wie im deutschen ein einzelnes Objekt bezeichnen; 
ein Stückgut – one piece good existiert nicht. Daher wurde für das hier verwendete logistische Objekt Stückgut 
die englische Übersetzung package gewählt. 
6 Eine Umformung incl. Kürzen macht die Formel deutlicher: 𝐹𝑎ℎ𝑟𝑧𝑒𝑢𝑔𝑘𝑎𝑝𝑎𝑧𝑖𝑡ä𝑡 ∙ ∑ 𝑢𝑗 ∙ 𝑑𝑗𝑎𝑙𝑙𝑒 𝐹𝑎ℎ𝑟𝑧𝑒𝑢𝑔𝑒 𝑗 =
𝑆𝑡ü𝑐𝑘𝑔𝑢𝑡𝑔𝑟öß𝑒 ∙ ∑ 𝑝𝑖𝑎𝑙𝑙𝑒 𝑆𝑡ü𝑐𝑘𝑔ü𝑡𝑒𝑟 𝑖   
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Diese Gleichung zeigt, dass eine Optimierung der Teilziele der Objekte zu einer Optimierung des Ge-
samtziels führt. Es wird angenommen, dass die ausgewählten Teilziele der Objekte auch bei inhomo-
genen Verhältnissen zu einer Minimierung der Gesamtfahrstrecke führen. 
Anzumerken ist ferner, dass es sich um konkurrierende Ziele handelt. Wird nur die Auslastung der 
Fahrzeuge maximiert, so fahren diese mit den Stückgütern möglichst lange Wege. Auf der anderen 
Seite führen die kürzesten Strecken der Stückgüter im Extremfall dazu, dass jedes Stückgut alleine auf 
seiner kürzesten Strecke transportiert wird.  
Diese Ziele können als grundlegende oder primäre Ziele verstanden werden, welche in allen Imple-
mentierungen eines DLRPt von den Objekten angestrebt werden sollten, da sonst die Selbststeue-
rung nicht auf eine Minimierung der Gesamtfahrstrecke hinausläuft. Weitere sekundäre und zusätzli-
che Objektziele können problemlos innerhalb der Entscheidungsfunktionen implementiert werden, 
wobei die dazu benötigten Daten ebenfalls über die Route Requests eingesammelt werden müssen. 
Aufgrund der Wahl der Objektziele können für die Entscheidungen der Objekte bereits wichtige Grö-
ßen als Entscheidungsgrundlage genannt werden: 
• Stückgut: Routenentscheidungen hauptsächlich aufgrund der Streckenlänge 
• Fahrzeug: Routenentscheidungen hauptsächlich aufgrund der erwarteten Anzahl zu 
transportierenden Stückgüter 
Beide Werte müssen beim Routingprozess des DLRPt zusätzlich zu Routenverlauf und Zeiten in den 
Route Requests gesammelt und den Objekten zur Verfügung gestellt werden. 
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3.2.2. Objektattribute 
Analog zu Abschnitt 2.2.3 „Objektattribute“ werden im Folgenden die Attribute der einzelnen kon-
kreten Objekte des DLRPt beschrieben. Die allgemeinen Attribute werden dabei nicht noch einmal 
erklärt, sondern nur die neu Hinzugenommenen, welche durch ihre rote Schrift in den Tabellen zu 
erkennen sind. 
Route Request 
MaxVelocity. Dieses Attribut gilt nur für 
Fahrzeuge. Da diese unterschiedlich schnell 
fahren können, wird hier ihre maximale 
durchschnittliche Geschwindigkeit angege-
ben. Zusammen mit einer Angabe der ma-
ximal erlaubten Geschwindigkeit einer Kan-
te, kann so die Kantenfahrzeit geschätzt 
werden. 
SizeCapacity. Dieses Attribut gilt nur für 
Fahrzeuge. Es ist eine Maßzahl für die ma-
ximale Kapazität des Fahrzeugs bezüglich 
der Ladungsgröße. Dies kann z. B. ein Vo-
lumen sein. Es können aber auch komple-
xere Datenstrukturen notwendig sein. 
WeightCapacity. Dieses Attribut gilt nur 
für Fahrzeuge. Es ist eine Maßzahl für die 
maximale Kapazität des Fahrzeugs bezüg-
lich des Ladungsgewichtes. 
SpecialFunctions. Dieses Attribut gilt 
nur für Fahrzeuge. Hier kann angegeben 
werden, ob das Fahrzeug spezielle Bedürf-
nisse der Stückgüter erfüllen kann, z. B. 
Kühlung. 
 
Tabelle 7: Attribute des DLRPt-Objektes Route Request 
Destination. Dieses Attribut gilt nur für Stückgüter und gibt deren Bestimmungsort an. 
Size. Dieses Attribut gilt nur für Stückgüter. Es gibt eine Maßzahl für deren Größe an, welche im 
Zusammenhang mit der SizeCapacity der Fahrzeuge steht. 
Weight. Dieses Attribut gilt nur für Stückgüter. Es gibt deren Gewicht im Zusammenhang mit der 
WeightCapacity der Fahrzeuge an. 
SpecialNeeds. Dieses Attribut gilt nur für Stückgüter. Es gibt spezielle Anforderungen des Stück-
gutes an die Fahrzeuge an, welche auf der anderen Seite durch die SpecialFunctions der 
Fahrzeuge angegeben wird. 
DeliveryTimeWindow. Hier das Lieferzeitfenster angegeben. 
Priority. Dieses Attribut gilt nur für Stückgüter. Haben verschiedene Stückgüter verschiedene 









   MaxVelocity double
   SizeCapacity double
   WeightCapacity double
   SpecialFunctions
   Destination string
   Size double
   Weight double
   SpecialNeeds
   DeliveryTimeWindow double
   Priority double
RoutingInformation
   VertexList string
   ArrivalTimes double
   DepartureTimes double
   Metric
      EdgeLength double
      EstAmountPcks double
Route Request
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EdgeLength. Als eine Metrik für Stückgüter wird die Streckenlänge während des Routingvorgangs 
hier mitgeschrieben. 
EstAmountPcks. Als eine Metrik für Fahrzeuge wird die von den Knoten geschätzte Anzahl zu 
transportierender Stückgüter während des Routingvorgangs hier mitgeschrieben. 
Route Reply 
Die zusätzlichen Metric-Attribute sind ana-
log zu den bereits beschriebenen Attributen 
des Route Request Objektes. 
 
Tabelle 8: Attribute des DLRPt-Objektes Route Reply 
Route Announcement 
Die meisten zusätzlichen OwnerObjectIn-
formation-Attribute sind analog zu den 
bereits beschriebenen Attributen des Route 
Request Objektes. 
DeliveryTimeWindow. Dieses Attribut 
gilt nur für Stückgüter. Es gibt das Zeitfens-
ter für die Ankunft am Ziel an. 
Priority. Dieses Attribut gilt nur für 
Stückgüter. Haben verschiedene Stückgü-
ter verschiedene Prioritäten, so werden 
diese hier eingetragen. 
 






   VertexList string
   ArrivalTimes double
   DepartureTimes double
   Metric
      EdgeLength double







   MaxVelocity double
   SizeCapacity double
   WeightCapacity double
   SpecialFunctions
   Destination string
   Size double
   Weight double
   SpecialNeeds
   DeliveryTimeWindow double
   Priority double
RouteInformation
   VertexList string
   ArrivalTimes double
   DepartureTimes double
   Metric
RouteWeighting
   Contingency double
   Preference double
   Urgency double
Route Announcement
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Route Disannouncement 




Tabelle 10: Attribute des DLRPt-Objektes Route Disannouncement 
Bewegliche logistische Objekte: Stückgut 
State. Dieses Attribut gibt den aktuellen 
Zustand des Objektes an. Das Routing muss  
in Abhängigkeit vom aktuellen Zustand des 
Objektes durchgeführt werden. Hierzu 
müssen die verschiedenen möglichen Zu-
stände definiert und in diesem Attribut 
festgehalten werden. Definition und Na-
men der Zustände werden im nächsten Un-
terabschnitt angegeben. 
Position.Type. Die Position des Objektes 
muss im Objekt selbst festgehalten wer-
den. Dieses Attribut und die folgenden sind 
eine Möglichkeit, wie die Position und da-
mit zusammenhängende zeitliche Informa-
tionen gespeichert werden können. Dieses 
Attribut gibt die prinzipielle Unterschei-
dung an, ob das Objekt sich an einem Kno-
ten oder auf einer Kante befindet ('Vertex' 
oder 'Edge'). 
Position.ID. Hier wird die ID des Knotens 
oder der Kante hinterlegt, an dem sich das 
Objekt befindet. Dies dient zu Kommunika-
tionszwecken. 
Position.TimeStamp. Zur Abschätzung 
der eigenen Positionsänderung wird der 
Zeitpunkt der letzten Position.Type-
Änderung hier mitgeschrieben. 
 
Tabelle 11: Attribute des DLRPt-Objektes Package 
Position.ExpectedTime. Wiederum zur Abschätzung der eigenen Positionsänderung wird der 
erwartete Zeitpunkt der nächsten Position.Type-Änderung hier eingetragen. Dies ist z. B. die 
Ankunft an einem Knoten und wird dann für das erste Auffüllen des zu sendenden Route Requests 
benötigt. 
Position.NextVertexID. Hier wird die ID des nächsten Knotens hinterlegt, wenn sich das 
Fahrzeug auf einer Kante befindet. Befindet sich das Fahrzeug an einem Knoten, so wird hier des-
sen ID abgelegt. 








   State string
ObjectPosition
   Position.Type string
   Position.ID string
   Position.TimeStamp double
   Position.ExpectedTime double
   Position.NextVertexID string
ObjectInformation
   Size
   Weight double
   PickupTimeWindow double
   DeliveryTimeWindow double
   Priority double
   DestinationID string
DLRP-Parameter
   MaxHopCount integer
   MaxRoutingTime double
   MaxCountRouteReplies integer
   MaxRoutingInterval double
   RouteRatingThreshold double
   MaxRoutesToAnnounce integer
DLRP-RoutingVariables
   RoutingState string
   LastRoutingTime double
   TimeoutActRouting double
   ActualRouteRequestID integer
   ActualRouteAnnouncementID integer
   CountReceivedRouteReplies integer
   ReceivedRouteReplies RRP-object
   LastRouteRatings double
   LastRouteReplies RRP-object
   LastRouteAnnouncements RA-object
Package
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PickupTimeWindow. Hier wird das Abholzeitfenster angegeben. 
DeliveryTimeWindow. Hier wird das Lieferzeitfenster angegeben. 
Priority. Haben verschiedene Stückgüter verschiedene Prioritäten, so werden diese hier einge-
tragen. 
DestinationID. ID des Lieferknotens. 
Bewegliches logistisches Objekt: Fahrzeug 
State. Dieses Attribut gibt den aktuellen 
Zustand des Objektes an. Das Routing muss 
in Abhängigkeit vom aktuellen Zustand des 
Objektes durchgeführt werden. Hierzu 
müssen die verschiedenen möglichen Zu-
stände definiert und in diesem Attribut 
festgehalten werden. Definition und Na-
men der Zustände werden im nächsten Un-
terabschnitt angegeben. 
Load.PackageIDs. Dies ist eine Liste der 
IDs der aufgeladenen Stückgüter. 
Die Position-Attribute sind analog zu de-
nen der Stückgüter. 
MaxVelocity. Dieses Attribut gibt die ma-
ximale Reisegeschwindigkeit des Fahrzeugs 
an. Zusammen mit einer Angabe der ma-
ximal erlaubten Geschwindigkeit einer Kan-
te, kann so die Kantenfahrzeit geschätzt 
werden. 
Die Attribute SizeCapacity und Wei-
ghtCapacity wurden bereits beschrie-
ben.  




   State string
   Load.PackageIDs string
ObjectPosition
   Position.Type string
   Position.ID string
   Position.TimeStamp double
   Position.ExpectedTime double
   Position.NextVertexID string
ObjectInformation
   MaxVelocity double
   SizeCapacity
   WeightCapacity double
DLRP-Parameter
   MaxHopCount integer
   MaxRoutingTime double
   MaxCountRouteReplies integer
   MaxRoutingInterval double
   RouteRatingThreshold double
   MaxRoutesToAnnounce integer
DLRP-RoutingVariables
   RoutingState string
   LastRoutingTime double
   TimeoutActRouting double
   ActualRouteRequestID integer
   ActualRouteAnnouncementID integer
   CountReceivedRouteReplies integer
   ReceivedRouteReplies RRP-object
   LastRouteRatings double
   LastRouteReplies RRP-object
   LastRouteAnnouncements RA-object
Vehicle
54 3 Ein Selbststeuerungskonzept für die Transportlogistik (DLRPt) 
 
Netzknoten 
Edge.Length. Dies ist eine Liste der Län-
gen der Kanten, welche zu den Nachbar-
knoten führen. 
Edge.MaxVelocity. Die maximal mögli-
che Durchschnittsgeschwindigkeit auf den 
Kanten wird hier abgelegt. 
State. Ähnlich wie die beweglichen Objekte 
kann auch der Knoten in Abhängigkeit von 
einem Zustand das Routing unterschiedlich 
weiterführen. Hierzu müssen die verschie-
den möglichen Zustände definiert und in 
diesem Attribut festgehalten werden. Defi-
nition und Namen der Zustände werden im 
nächsten Unterabschnitt angegeben. 
Ein Knoten verfügt über eine Warteschlange 
(Queue), eine Beladestation (Unloading und 
Uploading), ein Stückgutlager (Storage) und 
einen Parkplatz (Lot). In den folgenden Attri-
buten sind die entsprechenden IDs der anwe-
senden Fahrzeuge und Pakete hinterlegt. 
Für aktuell anwesende und angemeldete Ob-
jekte werden entsprechende Listen gepflegt, 
welche die Informationen der Route 
Announcements enthalten. Die Attribute wur-
den bereits beschrieben. Aus diesen Listen 
werden die Schätzungen zum Auffüllen der 
Route Requests berechnet. 
 





   Edge.Length double
   Edge.MaxVelocity double
MinHopCountTable integer
ObjectState
   State string
   Queue.VehicleIDs string
   Queue.PackageIDs string
   Unloading.VehicleID string
   Unloading.PackageIDs string
   Lot.VehicleID string
   Store.PackageIDs string
   Uploading.VehicleID string
   Uploading.PackageIDs string
Actual Vehicles
   RouteAnnouncementIDs string
   VehicleIDs string
   MaxVelocity double
   SizeCapacity
   WeightCapacity double
   NextVertex string
Announcements Vehicles
   RouteAnnouncementIDs     string
   VehicleIDs               string
   MaxVelocity              double
   SizeCapacity
   WeightCapacity double
   ArrivalTime              double
   DepartureTime            double
   HopCount                 integer
   NextVertex               string
Actual Packages
   RouteAnnouncementIDs string
   PackageIDs string
   Destination string
   Size
   Weight double
   SpecialNeeds
   DeliveryTimeWindow double
   Priority double
   NextVertex string
   RouteWeighting
      Contingency      double
      Preference       double
      Urgency          double
Announcements Packages
   RouteAnnouncementIDs     string
   PackageIDs               string
   Destination string
   Size
   Weight double
   SpecialNeeds
   DeliveryTimeWindow double
   Priority double
   ArrivalTime              double
   DepartureTime            double
   HopCount                 integer
   NextVertex               string
   RouteWeighting
      Contingency   double
      Preference    double
      Urgency       double
Vertex
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3.2.3. Objektverhalten 
Das Verhalten der DLRPt-Objekte basiert auf den allgemeinen Festlegungen in Abschnitt 2.2.4 
„Objektverhalten“. Zusätzlich zum routingspezifischen Modell muss für konkrete Objekte jeweils ein 
Bewegungs- oder Zustandsmodell erstellt werden, welches dem Objektwerdegang entsprechende 
Zustände definiert. Diese Zustände werden im Folgenden kinematische Zustände genannt und für 
jedes Objekt einzeln festgelegt. Die hier festgelegten Modelle sind einfach gehalten und können 
leicht detailliert und erweitert werden. Zusätzlich zu den kinematischen Zuständen werden DLRPt-
spezifische Objekteigenschaften dargestellt. 
Stückgut 
Abbildung 20 stellt die kinematischen Zustände eines DLRPt Stückgutes dar. Korrespondierend hierzu 
müssen Punkte festgelegt werden, an denen der Routing- und Entscheidungsvorgang neu angesto-
ßen wird. So wäre beispielsweise ein Routing während des Ablade- oder Aufladevorgangs ungünstig, 
da sich die Situation des Stückgutes während des Prozesses grundlegend ändert und die Entschei-
dung sogleich veraltet wäre. In den beiden folgenden Implementierungen wird jeweils auf der Kante, 
während „Driving“, und nach einem maximalen Zeitintervall geroutet. Ein Routing während der La-
devorgänge ist verboten. 
Die Stückgüter entscheiden sich im DLRPt nicht nur für eine Route, sondern melden mehrere mögli-
che Routen mit einer jeweiligen Präferenz an den Netzknoten an. Die Anzahl anzumeldender Routen 
wird durch das Attribut MaxRoutesToAnnounce festgelegt. 
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Fahrzeug 
In Abbildung 21 sind die kinematischen Zustände für Fahrzeuge wiedergegeben. Ein neues Routing 
wird hier ebenfalls an der Mitte einer Kante und nach einem maximalen Routingintervall angestoßen. 
Fahrzeuge entscheiden sich nur für eine Route. Dieses unterschiedliche Verhalten von Stückgütern 
und Fahrzeugen liegt in den unterschiedlichen Aufgaben der Objekte. Würden Stückgüter nur eine 
Route anmelden, dann würden sie auch nur auf dieser Route transportiert werden. Dies würde, wie 
bereits erwähnt zu kurzen Stückgutfahrstrecken, aber auch zu geringen Auslastungen der Fahrzeuge 
führen. Da es sehr viele Stückgüter gibt, überlagern sich die Anmeldungen aller Stückgüter zu einem 
Gesamtbild, anhand dessen die Fahrzeuge gut geeignete Strecken fahren können. Werden anderer-
seits zu viele Routen angemeldet, so optimiert das Gesamtsystem hauptsächlich die Auslastung der 
Fahrzeuge. Die Anzahl der von den Stückgütern angemeldeten Routen ist daher eine gute Einstell-
möglichkeit für unterschiedliches Systemverhalten. Ein Fahrzeug kann in dieser Formulierung wäh-
rend des Transportes (Driving) oder während des Wartens (Waiting at Lot) ungewollt in den Zustand 
„Out of Order“ übergehen, was einer Panne des Fahrzuges entspricht. 
 
Abbildung 21: DLRPt-Zustandsdiagramm für Fahrzeuge - kinematische Zustände  
Netzknoten 
In der folgenden Abbildung 22 sind die kinematischen Zustände für DLRPt-Netzknoten skizziert. Diese 
sind eng mit denen der beweglichen Objekte verknüpft. Ein Netzknoten verfügt in diesem Modell nur 
über eine Warteschlange (erkennbar an jeweils nur einem Zustand „Unloading“ und „Uploading“). 
Für die folgenden Implementierungen ist dies nützlich, ein Knoten kann jedoch leicht mit mehreren 
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Abbildung 22: DLRPt-Zustandsdiagramm für Netzknoten - kinematische Zustände  
Auffüllen der Route Requests 
Für das Auffüllen der Route Requests müssen die Netzknoten aufgrund der vorhandenen Anmeldun-
gen zukünftige Werte schätzen. Dies ist mindestens bei den Abfahrzeiten der Objekte und der zu 
erwartenden Anzahl zu transportierender Güter für Fahrzeuge notwendig. Dies sind die bisher fest-
gelegten grundlegenden entscheidungsrelevanten Werte für die Objekte. Kommen für die Entschei-
dungen der Objekte noch weitere Werte hinzu, so müssen diese ebenfalls geschätzt werden. Im Fol-
genden wird skizziert, mit welchen Werten die Route Requests aufgefüllt werden und welche Schät-
zungen dafür nötig sind. 
Schätzung der Abfahrzeit eines Stückgutes für ein Route Request:  𝑇𝐷𝑒𝑝,𝑃𝑐𝑘 = 𝑇𝐴𝑟𝑟,𝑃𝑐𝑘 + 𝑡𝑊𝑄 + 𝑡𝑈𝑁 + 𝑡𝑊𝑆 + 𝑡𝑈𝑃 (6) 
 wobei 
 𝑇𝐷𝑒𝑝,𝑃𝑐𝑘 ∶  geschätzte Abfahrzeit des Stückgutes vom Knoten 
 𝑇𝐴𝑟𝑟,𝑃𝑐𝑘 ∶  Ankunftszeit des Stückgutes am Knoten 
 𝑡𝑊𝑄 ∶  geschätzte Wartezeit des Stückgutes in der Warteschlange 
 𝑡𝑈𝑁 ∶  geschätzte Abladezeit des Stückgutes 
 𝑡𝑊𝑆 ∶  geschätzte Wartezeit des Stückgutes im Lager 
 𝑡𝑈𝑃 ∶  geschätzte Aufladezeit des Stückgutes 
Schätzung der Abfahrzeit eines Fahrzeugs für ein Route Request:  𝑇𝐷𝑒𝑝,𝑉𝑒ℎ = 𝑇𝐴𝑟𝑟,𝑉𝑒ℎ + 𝑡𝑊𝑄 + 𝑡𝑈𝑁 + 𝑡𝑊𝐿 + 𝑡𝑈𝑃 (7) 
 wobei 
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 𝑇𝐴𝑟𝑟,𝑉𝑒ℎ ∶  Ankunftszeit des Fahrzeugs am Knoten 
 𝑡𝑊𝑄 ∶  geschätzte Wartezeit des Fahrzeugs in der Warteschlange 
 𝑡𝑈𝑁 ∶  geschätzte Abladezeit des Fahrzeugs 
 𝑡𝑊𝐿 ∶  geschätzte Wartezeit des Fahrzeugs im Lager 
 𝑡𝑈𝑃 ∶  geschätzte Aufladezeit des Fahrzeugs 
Hierbei bezeichnen 𝑇 absolute Zeiten und 𝑡 Zeitspannen. 
Schätzung von EstAmountPcks  
Aus den Anmeldungen der Stückgüter und der Fahrzeuge hat jeder Knoten eine Teilsicht der Informa-
tionen darüber, zu welcher Zeit wie viele Stückgüter wohin transportiert werden müssen und welche 
Fahrzeuge dies übernehmen. Aus diesen Informationen kann ein Netzknoten abschätzen, wie viele 
Stückgüter das Fahrzeug, dessen Route Request es gerade bearbeitet, transportieren kann. Dabei 
müssen die Werte für EstAmountPcks für jede Richtung, in welche das Route Request versendet 
wird, einzeln berechnet werden. 
Hierzu ein Beispiel: Für das Route Request, welches zum Knoten 36 weitergeleitet wird, wurde eine 
Ankunftszeit von 13 Uhr angegeben. Derzeit lagern am Knoten 120 Stückgüter, von welchen 25 in 
Richtung des Knoten 36 eine Route angemeldet haben. Zusätzlich haben sich mit der Ankunftszeit vor 
13 Uhr 14 Stückgüter mit einer Route in Richtung Knoten 36 angemeldet. Bis 13 Uhr sind damit ge-
schätzte 25 + 14 Stückgüter am Knoten, welche in Richtung Knoten 36 weiter wollen.  Ein Fahrzeug 
ist momentan in der Warteschlange des Knotens, welches anschließend in Richtung Knoten 36 wei-
terfahren wird. Dieses hat eine restliche Kapazität von 30 Stückgütern. Es gibt keine weiteren Anmel-
dungen von Fahrzeugen in Richtung Knoten 36 mit einer Ankunftszeit vor 13 Uhr. Daraus ergibt sich 
eine restliche geschätzte zu transportierende Stückgutanzahl für das Route Request von 25 + 14 - 
30 = 9. In komplexeren Schätzfunktionen wird zusätzlich die zeitliche Abhängigkeit der Fahrzeuge und 
Stückgüter mit einbezogen. So könnte das aktuelle Fahrzeug nur die aktuellen 25 Stückgüter trans-
portieren und es blieben die 14 angemeldeten Stückgüter als Schätzung für das Route Request. 
Schon anhand dieses einfachen Beispiels ist leicht zu erkennen, wie komplex eine solche Schätzung 
ausfallen kann. Anders herum liegt in einer sehr guten Schätzung dieses Wertes ein großes Potenzial 
für die Güte der DLRP-Implementierung. 
Weiterleitung der Route Requests 
Der ursprüngliche Routingmechanismus (siehe Abschnitt 2.2.1 „Routingmechanismen“) basiert da-
rauf, dass die Route Requests an alle Nachbarn weitergeleitet und entsprechend vervielfacht werden. 
Bei größeren Netzen wird dieses Verhalten jedoch zunehmend zu einem Problem, da die theoreti-
sche Anzahl an Route Requests exponentiell mit der durchschnittlichen Anzahl an Nachbarknoten 
wächst. Es ist daher unumgänglich, die Anzahl der Route Requests genau an diesem Punkt zu verrin-
gern, indem auf sinnvolle Art und Weise möglichst viele Nachbarknoten ausgeschlossen werden. Für 
einen grundlegenden Mechanismus wurde bereits den Netzknoten das optionale Attribut MinHop-
CountTable zugeschrieben, welches auf verschiedene Weise erzeugt werden kann (siehe Ab-
schnitt 2.2.3 „Objektattribute“). Hierdurch ist es möglich, die minimale Anzahl von Hops bis zum Ziel 
eines Stückgutes mit dem aktuellen HopCount des Route Requests zu vergleichen. Ist es für das 
Route Request demnach nicht mehr möglich, sein Ziel zu erreichen, wird es verworfen. Zusätzlich 
sollen die Routen der Stückgüter schleifenfrei sein. Eine Weiterleitung zu einem bereits im Route 
Request vorhandenen Netzknoten wird daher untersagt. Diese beiden Mechanismen sollten mindes-
tens angewendet werden, um die Anzahl der Route Requests zu verringern. Weitere Möglichkeiten 
werden in Abschnitt 3.6.2 „Erhöhung der Skalierbarkeit“ beschrieben. 
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3.2.4. Entscheidungspunkte 
Aus den bisherigen Erläuterungen gehen die für das Systemverhalten wichtigen Entscheidungspunkte 
bereits implizit hervor. Sie sollen hier noch einmal explizit aufgelistet werden. Da sie nicht als Teil des 
DLRPt angesehen werden (Rahmenprotokoll), müssen sie in einer Implementierung mit entspre-
chenden Entscheidungsmechanismen gefüllt werden. Mehrere mögliche und in den Evaluationen 
verwendete Varianten werden im nächsten Unterkapitel vorgestellt. 
Routenentscheidung Stückgut 
Nach Erhalt möglichst vieler Route Replies als Routenalternativen muss ein Stückgutobjekt sich für 
eine Route entscheiden. Je nach Entscheidungskonzept müssen die hierfür benötigten Informationen 
über die Route Requests von den Netzknoten eingesammelt werden. Die Netzknoten müssen diese 
Werte in der Regel schätzen, da sie sich auf die zukünftige Netzsituation beziehen. Grundlegende 
Werte für Stückgüter sind die Routenlängen und die Ankunftszeit am Zielknoten, welche von den 
Netzknoten während des Routingvorgangs geschätzt wird, wie im letzten Abschnitt skizziert wurde. 
Für die Routenentscheidung des Stückgutes müssen daher die per Routingmechanismus einzusam-
melnden Werte festgelegt, Schätzfunktionen für diese Werte für die Netzknoten entworfen und eine 
Entscheidungsfunktion für die Stückgutobjekte selbst implementiert werden. 
Routenentscheidung Fahrzeug 
Analog zu den Entscheidungen der Stückgüter sind die Routenentscheidungen der Fahrzeuge. Im 
letzten Abschnitt wurde bereits ein wichtiger zusätzlicher Wert, die geschätzte zu transportierende 
Stückgutanzahl skizziert. 
Für die Routenentscheidung eines Fahrzeugs müssen ebenfalls die per Routingmechanismus einzu-
sammelnden Werte festgelegt, Schätzfunktionen für diese Werte für die Netzknoten entworfen und 
eine Entscheidungsfunktion für die Fahrzeugobjekte selbst implementiert werden. 
Ladeentscheidung 
Ein weiterer wichtiger Punkt sind die Entscheidungen am Netzknoten, welche Stückgüter vom Fahr-
zeug abgeladen und welche aufgeladen werden. Im Laufe der Arbeit stellte sich heraus, dass dieser 
Entscheidungspunkt für die Gesamtperformance des DLRPt sehr wichtig ist. Die Entscheidung an 
diesem Punkt kann als aus einem gewissen Blickwinkel wichtiger angesehen werden, als die Routen-
entscheidungen der Objekte. 
Weiterleitung der Route Requests 
Da die Eindämmung der Route Requests auch Auswirkungen auf die  Routen der logistischen Objekte 
hat, wird dieser Punkt hier als wichtiger Entscheidungspunkt mit aufgenommen. An diesem Punkt ist 
die Ausgestaltung des DLRP selbst nicht von den Entscheidungen der Objekte zu trennen.  
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3.3. Entscheidungsmechanismen 
Aufgabenstellung und Struktur des DLRPt wurden in den letzten Unterkapiteln beschrieben. Damit ist 
die Beschreibung des DLRPt als Rahmenprotokoll abgeschlossen, denn die Entscheidungsmechanis-
men selbst sind nicht Teil des Rahmenprotokolls und können vom Anwender des DLRPt selbst weit-
gehend frei bestimmt werden. Um jedoch eine genauere Vorstellung des DLRPt zu ermöglichen, wer-
den in diesem Unterkapitel beispielhaft einige der entwickelten Entscheidungsmechanismen vorge-
stellt. 
Für die im nächsten Unterkapitel folgenden Evaluationsstudien des DLRPt werden ebenfalls zur Im-
plementierung Entscheidungsmechanismen benötigt. Dabei wird weitgehend auf die in diesem Un-
terkapitel aufgezeigten Möglichkeiten zurückgegriffen. Dieses Unterkapitel erfüllt daher mit der Be-
schreibung der zur Evaluation notwendigen Entscheidungsmechanismen einen zweiten Zweck. 
Zunächst wird im Abschnitt 3.3.1 „Ein einfacher Entscheidungsansatz“ ein den einfachen Zielen der 
Evaluationen angepasster Entscheidungsmechanismus dargestellt, welcher als eine Grundlage für 
komplexere Entscheidungsansätze gelten kann. Der Abschnitt 3.3.2 „Weitere Ansätze“ beschreibt 
dann weitere, während des Projektes entwickelte Entscheidungsansätze, welche im DLRPt Anwen-
dung finden können. 
3.3.1. Ein einfacher Entscheidungsansatz 
Dieser einfache Entscheidungsansatz ist auf die Evaluationsstudien des DLRPt zugeschnitten und 
basiert daher auf den minimalen Zieldefinitionen aus Abschnitt 3.2.1 „Allgemeine Struktur“. Da die 
Vergleichsalgorithmen für die Evaluationen einzig  die gesamt gefahrenen Strecken optimieren, ist 
ein Vergleich nur mit einem DLRPt sinnvoll, welches die Strecken der Stückgüter minimiert und die 
Auslastung der Fahrzeuge maximiert. Dadurch werden viele Funktionalitäten und Vorteile des DLRPt 
unterdrückt. Dieser einfache Entscheidungsansatz eignet sich dadurch andererseits gut, um eine ver-
ständliche Entscheidungsstruktur als Grundlage für komplexere Ansätze zu beschreiben. Er bildet 
eine Art minimal notwendige Struktur.  
Routenentscheidung Stückgut 
• Die Stückgüter entscheiden primär nach der Streckenlänge und bewerten die Routen zu-
sätzlich nach der geschätzten Ankunftszeit. 
• Die Routen werden nach der Länge (Summe EdgeLength) sortiert und die ersten 
MaxRoutesToAnnounce Routen werden angemeldet, sofern so viele Route Replies 
empfangen wurden. 
• Die Kontingenz der Route 𝑖 wird analog zu 2.2.5 „Gewichtungskonzept“ wie folgt defi-
niert:  𝐶𝑜𝑛𝑡𝑖𝑛𝑔𝑒𝑛𝑐𝑦𝑖 = 1𝑁𝑜𝐴𝑛𝑛𝑜𝑢𝑛𝑐𝑒𝑑𝑅𝑜𝑢𝑡𝑒𝑠 (8) 
• Die Präferenz der Route 𝑖 wird definiert zu: 
 𝑃𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑖 = 𝑅𝑜𝑢𝑡𝑒𝑅𝑎𝑡𝑖𝑛𝑔𝑖3∑ 𝑅𝑜𝑢𝑡𝑒𝑅𝑎𝑡𝑖𝑛𝑔𝑖3alle i   (9) 
3.3 Entscheidungsmechanismen 61 
  𝑅𝑜𝑢𝑡𝑒𝑅𝑎𝑡𝑖𝑛𝑔𝑖 = 1𝑅𝑜𝑢𝑡𝑒𝐿𝑒𝑛𝑔𝑡ℎ𝑖 ∙ 1maxalle i � 1𝑅𝑜𝑢𝑡𝑒𝐿𝑒𝑛𝑔𝑡ℎ𝑖� (10) 
• Die Dringlichkeit der Route 𝑖 wird definiert zu: 
 𝑈𝑟𝑔𝑒𝑛𝑐𝑦𝑖 = (𝑏 ∙ 𝐷𝑒𝑙𝑎𝑦𝑖 + 1)𝑐 (11) 
 wobei 
 𝑈𝑟𝑔𝑒𝑛𝑐𝑦 ∈ [1 ∞], 
 𝐷𝑒𝑙𝑎𝑦 ∶ (𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐷𝑒𝑙𝑖𝑣𝑒𝑟𝑦 𝑇𝑖𝑚𝑒 + 𝐵𝑢𝑓𝑓𝑒𝑟) − 𝐿𝑎𝑡𝑒𝑠𝑡 𝐷𝑒𝑙𝑖𝑣𝑒𝑟𝑦 𝑇𝑖𝑚𝑒 𝐴𝑙𝑙𝑜𝑤𝑒𝑑 
                wenn 𝐷𝑒𝑙𝑎𝑦 < 0, dann wird 𝐷𝑒𝑙𝑎𝑦 = 0 gesetzt 
 𝐷𝑒𝑙𝑎𝑦 ∈ [0 ∞], 
 𝑏, 𝑐,𝐵𝑢𝑓𝑓𝑒𝑟 ∶ festzulegende Parameter 
Wie leicht zu erkennen ist, spielt die Genauigkeit der geschätzten Ankunftszeit in dieser minimalen 
Entscheidungsstruktur nur eine untergeordnete Rolle. Im einfachsten Fall können die Schätzungen 
zunächst sämtlich entfallen und statisch auf 0 gesetzt werden. 
Routenentscheidung Fahrzeug 
• Die Fahrzeuge entscheiden primär nach der zu erwartenden Anzahl zu transportierender 
Stückgüter. Zusätzlich zum Wert EstAmountPcks aus den Route Replies werden Rou-
ten bevorzugt, welche ähnlich zu der letzten angemeldeten Route sind und solche, auf 
welchen Ziele der bereits aufgeladenen Stückgüter liegen. 
• Der Wert EstAmountPcks wird durch die Route Replies für jedes Teilstück der Route 
zurückgegeben. Um für die Routenentscheidung einen Wert zu erhalten, werden die 
Werte für die Teilstücke zusammengerechnet. Dabei werden nahe Teilstücke stärker 
gewichtet als ferne:  𝐸𝑠𝑡𝐴𝑚𝑜𝑢𝑛𝑡𝑃𝑐𝑘𝑠 = ∑ 𝐸𝑠𝑡𝐴𝑚𝑜𝑢𝑛𝑡𝑃𝑐𝑘𝑠𝑃𝑎𝑟𝑡j ∙ 1𝐻𝑜𝑝𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑗all parts j  (12) 
• Der Wert RouteRatingThreshold wird je nach Auslastung modifiziert, da bei aus-
gelasteten Fahrzeugen eine neue Route unerwünschter ist, als bei leeren: 
 𝑅𝑜𝑢𝑡𝑒𝑅𝑎𝑡𝑖𝑛𝑔𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 𝑅𝑜𝑢𝑡𝑒𝑅𝑎𝑡𝑖𝑛𝑔𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 ∙ 𝑈𝑡𝑖𝑙𝑖𝑠𝑎𝑡𝑖𝑜𝑛𝑑 (13) 
 𝑑 ∶ festzulegender Parameter 
• Die Ähnlichkeit zur alten Route und der sich daraus errechnende Routenbonus werden 
wie folgt berechnet. Vom Startpunkt der Route wird die maximale Folge zur alten Route 
gleicher Knoten berechnet, um eins verringert und als Ähnlichkeitswert der Route (engl. 
Similarity) festgelegt. Beispiel:  
alte Route: Hamburg – Bremen – Hannover – Kassel  
Route 1: Hamburg – Bremen – Hannover – Berlin (𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = 2)  
Route 2: Hamburg – Hannover – Kassel – Frankfurt (𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = 0)  
Der Routenbonus beträgt dann:  𝑅𝑜𝑢𝑡𝑒𝐵𝑜𝑛𝑢𝑠1 = 1 + 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 ∙ 𝑅𝑜𝑢𝑡𝑒𝑅𝑎𝑡𝑖𝑛𝑔𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 (14) 
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• Der Routenbonus für die Ziele der bereits aufgeladenen Stückgüter errechnet sich fol-
gendermaßen:  𝑅𝑜𝑢𝑡𝑒𝐵𝑜𝑛𝑢𝑠2 = 𝑒 ∙ 𝐴𝑚𝑃𝑐𝑘𝑓 (15) 
 𝐴𝑚𝑃𝑐𝑘 ∶ Anzahl der Knoten in der neuen Route, welche für mindestens ein Paket ein 
Zielknoten sind. 
 𝑒,𝑓 ∶ festzulegende Parameter 
• Der Wert EstAmountPcks wird damit wie folgt modifiziert:  𝐸𝑠𝑡𝐴𝑚𝑜𝑢𝑛𝑡𝑃𝑐𝑘𝑠 = 𝐸𝑠𝑡𝐴𝑚𝑜𝑢𝑛𝑡𝑃𝑐𝑘𝑠 ∙ 𝑅𝑜𝑢𝑡𝑒𝐵𝑜𝑛𝑢𝑠1 + 𝑅𝑜𝑢𝑡𝑒𝐵𝑜𝑛𝑢𝑠2 (16) 
• Schließlich wird die Route mit dem größten Wert für EstAmountPcks angemeldet. 
Für die Routenentscheidung der Fahrzeuge spielt die Genauigkeit der geschätzten Ankunftszeit in 
dieser minimalen Entscheidungsstruktur ebenfalls nur eine untergeordnete Rolle. Im einfachsten Fall 
können die Schätzungen auch hier zunächst sämtlich entfallen und statisch auf 0 gesetzt werden. 
Anders ist dies bei der Schätzung des Wertes EstAmountPcks. Dieser ist für die Entscheidungen 
der Fahrzeuge sehr wichtig und hat einen großen Einfluss. Auch die hier vorgestellte, relativ einfache 







• Grundsätzlich wird von der geschätzten Anzahl der Stückgüter die geschätzte „vorbeifah-
rende“ Kapazität der Fahrzeuge abgezogen. 
• Die Präferenz wird für Stückgüter, welche aktuell am Knoten anwesend sind und für 
Stückgüter, für die der nächste Knoten das Ziel ist, auf 1 gesetzt. Dies hat den Hinter-
grund, dass tatsächlich anwesende Stückgüter so gegenüber Anmeldungen mehr Ge-
wicht haben. Beim Verladen geht die Präferenz der Stückgüter dann in die Ladereihen-
folge ein. Weiterhin ist es für Stückgüter, für welche der nächste Knoten das Ziel ist, un-
erheblich, wie sehr sie die angemeldete Route präferieren. Dadurch wird für Fahrzeuge 
gleichfalls ein Anreiz geschaffen, eher Aufträge fertigzustellen, als neue anzufangen. 
• Die HopDistance bezieht sich auf die Distanz beim Anmelden der Route. Da die gesamte 
Route im Route Announcement mit gesendet wird, lässt sie sich leicht bestimmen. Für 
anwesende Stückgüter beträgt sie 0. 
• Es wird zusätzlich bestimmt, ob der gerade zu bearbeitende Route Request eines Fahr-
zeugs bereits an diesem Knoten war (die Routen der Fahrzeuge müssen nicht schleifen-
frei sein). In diesem Fall wird die entsprechende Kapazität von EstAmountPcks abge-
zogen. 
• Schließlich werden Werte von EstAmountPcks, die kleiner sind als ein sehr kleiner 
Wert (z. B. 0.001) auf diesen gesetzt. Dadurch wird verhindert, dass schlechte Routen 
Fahrzeuge zu sehr abstoßen, denn auch schlechte Routen müssen bedient werden. 
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• Bei der Entwicklung des Protokolls wurden auch komplexere Berechnungen für Est-
AmountPcks implementiert, welche beispielsweise die Zeiten der Fahrzeug- und Pa-
ketanmeldungen als Aufenthaltswahrscheinlichkeiten mit einrechnen. Es ist zu erwarten, 
dass bei sehr guten Schätzungen der Zeiten und von EstAmountPcks das DLRPt sehr 
gute Eigenschaften aufweisen wird. Demgegenüber stellte sich heraus, dass bei der Fo-
kussierung der Evaluationen auf die simplen Zielgrößen Stückgutstrecken und Fahrzeug-
auslastung die genaue Berechnung der Aufenthaltswahrscheinlichkeiten kaum Vorteile 
bringt. 
Ladeentscheidung 
Die Entscheidung, welche Stückgüter auf ein Fahrzeug aufgeladen werden, lässt sich in drei Schritte 
einteilen: 
• Auswahl der Stückgüter, welche für die Bewertung berücksichtigt werden 
• Bewertung dieser Stückgüter und Bildung einer Rangfolge auf Basis der Bewertung 
• Aufladen der Stückgüter nach der Rangfolge bis zum Erreichen der Kapazität des Fahr-
zeugs 
Für den ersten Schritt können verschiedene Auswahlkriterien festgelegt werden. Beispiele hierfür 
sind: 
• Es werden Stückgüter ausgewählt, welche den nächsten Knoten der Fahrzeugroute in ei-
ner Route angemeldet haben. 
• Es werden Stückgüter ausgewählt, dessen Zielknoten Teil der Fahrzeugroute ist. 
Die Bewertung, Schritt zwei, geschieht durch die Präferenz und die Dringlichkeit der Stückgüter:  𝑈𝑝𝑙𝑜𝑎𝑑𝑅𝑎𝑡𝑖𝑛𝑔𝑖 = 𝑃𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑖 ∙ 𝑈𝑟𝑔𝑒𝑛𝑐𝑦𝑖 (18) 
Zusätzlich können Stückgüter bevorzugt werden, dessen Ziel möglichst nahe liegt:  𝑈𝑝𝑙𝑜𝑎𝑑𝑅𝑎𝑡𝑖𝑛𝑔𝑖 = 𝑃𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑖 ∙ 𝑈𝑟𝑔𝑒𝑛𝑐𝑦𝑖 ∙ 1𝐻𝑜𝑝𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑇𝑜𝐷𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛2 (19) 
Dies hat den Hintergrund, dass sich Fahrzeuge umentscheiden können und auf diese Weise eher Auf-
träge fertiggestellt werden, als dass ein Fahrzeug durch seine Umentscheidung einen zusätzlichen 
Umladevorgang für ein Stückgut erzeugt. 
Weiterleitung der Route Requests 
Im einfachsten Fall und bei relativ kleinen Netzen reichen die in Abschnitt 3.2.3 „Objektverhalten“ 
angegebenen Methoden aus. 
64 3 Ein Selbststeuerungskonzept für die Transportlogistik (DLRPt) 
 
3.3.2. Weitere Ansätze 
Im Folgenden werden zwei weitergehende, komplexere Entscheidungsansätze beschrieben, welche 
im Verlauf des Projektes für das DLRPt entwickelt wurden. Beide Ansätze sind für Entscheidungen mit 
vielen Kriterien entworfen worden, was eine realistische Annahme für Entscheidungen in der Trans-
portlogistik darstellt. Es handelt sich dabei hauptsächlich um Ansätze für die Entscheidungen der 
Objekte selbst und nicht um komplette Entscheidungsmechanismen für das DLRPt. 
Multikriterielle Kontext-Entscheidungsfunktion 
Dieser Entscheidungsansatz wurde hauptsächlich von Bernd-Ludwig Wenning unter geringer Beteili-
gung des Autors für das DLRPt entwickelt und in [Wenning10a] und [Wenning09b] als Multi-Criteria 
Context Decision (MCCD) function eingeführt. Sie wurde für den realitätsnahen Fall vieler Entschei-
dungskriterien entworfen. In [Wenning09b] wird ein Beispiel für eine Anwendung dieser MCCD Funk-
tion innerhalb des DLRPt für ein transportlogistisches Szenario an. Als Entscheidungskriterien der 
logistischen Objekte werden angegeben: 
• für Stückgüter 
o Routenkosten, bestehend aus Kosten für den Transport im Fahrzeug, Lagerkos-
ten, Umladekosten und Verspätungsstrafen 
o Beschädigungsrisiko, welches beispielsweise durch Umladevorgänge oder durch 
den Transport an sich entsteht 
o Verspätungsrisiko 
• für Fahrzeuge 
o Einnahmen durch den Transport der Stückgüter 
o Ökologischer Fußabdruck, errechnet durch die Umweltbelastung pro tkm 
o Zuverlässigkeit der zu erwartenden Transportmengen, basierend auf histori-
schen Daten 
Die Kriterien sind in der Regel nicht in demselben Wertebereich und werden in einem ersten Schritt 
durch eine für das Kriterium individuelle Skalierungsfunktion auf den Wertebereich [0 1] abgebil-
det. Dabei bedeutet 0 einen ablehnenden Wert, während 1 einen gewünschten Kriterienwert be-
zeichnet. Um verschiedene Kriterien unterschiedlich Gewichten zu können, wird jedem Kriterium ein 
Gewichtungswert zugeordnet. Schließlich werden alle Kriterien multiplikativ zu einer Bewertung ei-
ner Entscheidungsalternative zusammengefasst. Durch die Multiplikation wird sichergestellt, dass ein 
ablehnender Kriteriumswert allein die gesamte Entscheidung treffen kann. Die MCCD-Funktion hat 
die folgende formale Form (aus [Wenning09b]):  𝑈𝑗 = ∏ �𝑓𝑠𝑖�𝑐𝑖,𝑗��𝑤𝑖𝑖  (20) 
 wobei 
 𝑈𝑗 ∶  Bewertung der Alternative 𝑗 
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 𝑓𝑠𝑖 ∶  Skalierungsfunktion des Kriteriums 𝑖 
 𝑐𝑖,𝑗 ∶  Wert des Kriteriums 𝑖 bei Alternative  𝑗 
 𝑤𝑖 ∶  Gewichtung des Kriteriums 𝑖 
In [Wenning09b] und [Wenning10a] finden sich Implementierungen des DLRPt mit dieser Entschei-
dungsfunktion. In [Wenning10a] wird darüber hinaus noch eine verallgemeinerte Form des DLRP mit 
dieser Entscheidungsfunktion beschrieben, welche in angepasster Form dann auch für das Routing in 
Sensornetzen einsetzbar ist (siehe auch Kapitel 5 „Anwendungen des DLRP in anderen Bereichen“). 
Unscharfe hierarchische Aggregation mithilfe der unscharfen Logik 
Dieser Entscheidungsansatz wurde hauptsächlich vom Autor, in Zusammenarbeit mit Bjørn Ludwig, 
für das DLRPt entwickelt, wobei er sich für jegliche multikriterielle Entscheidung anwenden lässt. Der 
Ansatz wurde in [Rekersbrink07a] veröffentlicht. Die Funktionsweise des Entscheidungsansatzes wird 
im Folgenden skizziert, für Einzelheiten wird auf [Rekersbrink07a] verwiesen.  
Der Entscheidungsansatz wurde möglichst anwenderfreundlich entworfen. Es wird angenommen, 
dass die Entscheidungseinstellungen der logistischen Objekte in einem realen Selbststeuerungssys-
tem von Anwendern direkt angepasst werden. Daher müssen die Einstellungen möglichst intuitiv und 
transparent sein und dürfen keine Experten für das Entscheidungssystem verlangen. Der vorgestellte 
Entscheidungsansatz gliedert sich daher in vier transparente Schritte: 
• Festlegen der Kriterienhierarchie 
• Aufstellen der Regelbasis 
• Festlegen der Gewichtungen der Einzelkriterien 
• Festlegen der sog. Ausprägung der Einzelkriterien von hart über proportional nach weich 
Kriterienhierarchie 
Hierzu müssen zunächst alle Einzelkriterien bestimmt und durch das Selbststeuerungssystem zur 
Verfügung gestellt werden. Dies ist der Teil, welcher am meisten Fachwissen über das Selbststeue-
rungssystem verlangt, er muss jedoch selten durchgeführt werden. Die Einzelkriterien werden an-
schließend in einer Hierarchie verschiedener Aggregationsebenen angeordnet, wobei das System 
jeweils die Aggregation von mehreren Kriterien zu einer höheren Aggregationsstufe leistet. Ein Bei-
spiel für eine Kriterienhierarchie für Stückgüter ist in Abbildung 23 dargestellt. 
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Abbildung 23: Beispiel einer Kriterienhierarchie für ein Stückgut (aus [Rekersbrink07a]) 
Regelbasis 
Als nächsten Schritt muss eine Regelbasis für jeden Aggregationsschritt der Kriterienhierarchie aufge-
stellt werden. Im Gegensatz zu gängigen mathematischen Formulierungen wird in der Unscharfen 
Logik die Regelbasis in Form von intuitiven sprachlichen Wenn/Dann Regeln angegeben. Die Tabelle 
14 gibt eine solche Regelbasis an. Jede Zeile gibt dabei eine Regel an, wie „Wenn Kriterium 1 klein ist 
und Kriterium 2 klein ist, dann ist die Bewertung klein.“. Diese Art der Formulierung hat den Vorteil, 
dass kompensatorische Effekte zwischen den Einzelkriterien nach Belieben erzeugt, weggelassen 
oder sogar einseitig bestimmt werden können7. In Tabelle 14 gibt es keine kompensatorischen Effek-
te: Wenn ein Kriterium klein ist, kann das andere noch so groß sein, die Bewertung ist trotzdem klein. 
Man könnte sogar eine einseitige Kompensation formulieren, in der das eine Kriterium ein schlechtes 
anderes ausgleichen kann, dies umgekehrt jedoch nicht möglich ist. 
 
Tabelle 14: Regelbasis für die Fläche aus Abbildung 24 
In [Rekersbrink07a] werden anhand der angegebenen Kriterienhierarchie gewünschte und unge-
wünschte kompensatorische Effekte beschrieben: 
„Bei einer geringen Dringlichkeit des Pakets sind die Kriterien funktionale Bewertung, Wirt-
schaftlichkeit und Umweltverträglichkeit in etwa gleichgewichtig, ein kompensatorischer Ef-
fekt zwischen den Kriterien kann hier durchaus gewünscht sein. Ist ein Paket jedoch bereits 
„zu spät“, so ist das einzig wichtige Kriterium die funktionale Bewertung und damit eine 
kurze restliche Fahrzeit; in diesem Fall darf eine hohe Wirtschaftlichkeit keinesfalls eine 
lange Fahrzeit in der Gesamtbewertung ausgleichen.“ 
                                                          
7 Die oben beschriebene MCCD-Funktion schließt beispielsweise kompensatorische Effekte durch die 
multiplikative Aggregation grundsätzlich aus. 
Kriterium 1 Kriterium 2 Bewertung
klein & klein => klein
klein & groß => klein
groß & klein => klein
groß & groß => groß
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Kriteriengewichtung 
Eine Kriteriengewichtung kann zusätzlich zur unten beschriebenen Kriterienausprägung angegeben 
werden. Sie ist insofern intuitiv, als dass die Grundgewichtung für jedes Kriterium 1 ist und ein Wert 
von 2 zu einer entsprechend doppelten Gewichtung des Kriteriums führt. 
Kriterienausprägung 
Dies ist der neuartige Kern des entwickelten Entscheidungsansatzes und definiert mit einem einzigen 
Parameter (Ausprägung) die Fuzzy-Zugehörigkeitsfunktionen für ein Kriterium. Ein originales Fuzzy-
System muss dagegen durch eine Vielzahl von Spezifikationen und Einstellungen definiert werden, 
von denen viele Variationen redundant sind. Daher wurde ein System entwickelt, mit dem durch den 
Parameter Ausprägung die restlichen Einstellungen des Fuzzy-Systems festgelegt werden. 
Die Ausprägung kann dabei stufenlos von „hart“ über „proportional“ zu „weich“ eingestellt werden. 
Beispiele hierfür sind im linken Teil der Abbildung 24 gezeigt. Proportional (𝐴𝑢𝑠𝑝𝑟ä𝑔𝑢𝑛𝑔 = 0) be-
deutet dabei eine Identitätsabbildung des Kriteriums auf dessen Bewertung (ohne Einfluss anderer 
Kriterien). Eine harte Einstellung bedeutet, dass ein Kriterium eine Grenze darstellt, ab der eine gute 
Bewertung stattfindet. Im Extremfall (𝐴𝑢𝑠𝑝𝑟ä𝑔𝑢𝑛𝑔 → −∞) wird die entsprechende Funktion zu 
einer Stufenfunktion. Ein weiches Kriterium wiederum führt in einem weiten Bereich zu ähnlichen 
Bewertungen. Hier wird die entsprechende Funktion im Extremfall  (𝐴𝑢𝑠𝑝𝑟ä𝑔𝑢𝑛𝑔 → ∞) zu einer 
horizontalen Gerade. Bei der Systemgestaltung müssen für ein Kriterium die oberen und unteren 
Grenzen festgelegt werden, oder aber Skalierungsfunktionen analog zu den oben beschriebenen 
verwendet werden.  
Im rechten Teil der folgenden Abbildung 24 ist die entstehende Bewertungsfläche zweier Kriterien 
dargestellt, wobei Kriterium 1 eher hart ist, während Kriterium 2 eher weich eingestellt wurde. Für 
die Aggregation mehrerer Kriterien ergeben sich entsprechend vieldimensionale Flächen. 
 
Abbildung 24: Beispiele möglicher Kriterienausprägungen bei gleicher Gewichtung (aus [Rekersbrink07a]) 
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3.4. Evaluation anhand adaptierter Vehicle Routing Probleme 
Nach der Beschreibung der Struktur des DLRPt und möglicher Entscheidungsmechanismen wird in 
diesem Kapitel die Bewertung des DLRPt gegenüber gängigen Verfahren aus der Transportlogistik 
vorgenommen. Zunächst wird in Unterkapitel 3.4 „Evaluation anhand adaptierter Vehicle Routing 
Problem“ eine Evaluationsstudie vorgestellt, welche das DLRPt anhand adaptierter Vehicle Routing 
Problems mit einer optimalen Lösung, einer zufallsbasierten Lösung und einer Tabu Search Heuristik 
vergleicht. In einem zweiten Schritt wird das DLRPt dann im Unterkapitel 3.5 „Evaluation anhand 
adaptierter dynamischer Pickup and Delivery Problem“ das DLRPt innerhalb einer dynamischen Prob-
lemstellung einer gängigen, auf einer Large Neighborhood Search basierenden, rollierenden Heuristik 
gegenübergestellt. In beiden Unterkapiteln wird zunächst das für die Evaluationsstudie benötigte 
adaptierte Szenario vorgestellt. Anschließend werden Vergleichsalgorithmen und -lösungen sowie die 
DLRPt-Implementierung beschrieben. Schließlich werden jeweils die Ergebnisse der Evaluationsstudi-
en vorgestellt und zusammengefasst. 
Teile der im Folgenden vorgestellten Evaluationsstudie wurden bereits in [Scholz-Reiter08] und [Re-
kersbrink09] veröffentlicht. Die hier vorgestellte Evaluationsstudie geht jedoch darüber hinaus. 
Szenarios 
Wie bereits beschrieben, müssen sich für diese Evaluationsstudie beide Lösungsansätze einander 
annähern. Die nachfolgende Tabelle 15 stellt das in Unterkapitel 3.1 „Problemstellung Transportlogis-
tik“ grundlegende Szenario Transportlogistik (DLRPt-Szenario) der VRP-Definition gegenüber. Aus 
diesen beiden wurde ein adaptiertes VRP-Szenario erstellt, welches sowohl das DLRPt als auch die 
ausgewählten Vergleichsalgorithmen lösen können. Rote Formulierungen werden dabei aufgegeben, 
grüne gehen in das adaptierte Szenario ein. Das sich ergebende adaptierte VRP-Szenario ist schließ-
lich in der rechten Spalte beschrieben. Additiv zu den in Tabelle 15 angegebenen Eigenschaften sind 
noch zusätzliche Punkte zu beschreiben, was im Anschluss an die Tabelle geschieht.  
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DLRPt-Szenario VRP-Szenario Adaptiertes VRP-Szenario 
Die grundlegende Problemstellung ent-
spricht einer Pickup and Delivery Situati-
on. 
VRP-Situation VRP-Situation 
Es wird ein Auslieferungsszenario mit 
einem Depot betrachtet. 
Als Topologie für ein Szenario gibt es 
Knoten und Verkehrsverbindungen zwi-
schen diesen, wobei nicht zwischen allen 
Knoten Verbindungen bestehen müssen. 
Es werden Koordinaten für die Aufträge 
angegeben und ein vollständig vermaschtes 
Netz angenommen. 
Es wird die Deutschlandtopologie verwen-
det. 
Verkehrsverbindungen können unter-
schiedliche Geschwindigkeiten erlauben 
und diese können sich zeitlich ändern 
(beispielsweise bei Staus). 
Die Geschwindigkeit aller Fahrzeuge ist 
gleich und ändert sich nicht. 
Die Geschwindigkeit aller Fahrzeuge ist 
gleich und ändert sich nicht. 
Knoten bieten die Möglichkeiten zum  
Auf-, Ab- und Umladen. 
Umladen ist nicht gestattet. Ein Umladen ist gestattet. 
Es entstehen an Knoten kontinuierlich 
Stückgüter, welche transportiert werden 
müssen. 
Alle Aufträge sind a priori bekannt. Alle Aufträge sind a priori bekannt. 
Stückgüter müssen von ihrem Startknoten 
zu ihrem Zielknoten transportiert werden. 
Der Zielknoten kann sich ändern. 
Die Stückgüter sollen von einem Depot, 
welches für alle gleich ist, an ihren Zielkon-
ten transportiert werden. Dieser kann sich 
nicht ändern.  
Die Stückgüter sollen von einem Depot, 
welches für alle gleich ist, an ihren Zielkon-
ten transportiert werden. Dieser kann sich 
nicht ändern.  
Für Stückgüter können Abhol- und Liefer-
zeitfenster existieren, welche sich zeitlich 
ändern können. 
Es gibt keine Zeitfenster. Es gibt keine Zeitfenster. 
Die Abhol- und Lieferzeitfenster können 
weicher Art sein. Eine Nichteinhaltung der 
Zeitfenster wird dann mit einem Nachteil 
belegt. 
Es gibt keine Zeitfenster. Es gibt keine Zeitfenster. 
Stückgüter können verschiedene Gewich-
te und Größen aufweisen. 
Die Stückgüter sind alle gleich „groß“ und 
haben kein Gewicht. 
Die Stückgüter sind alle gleich „groß“ und 
haben kein Gewicht. 
Stückgüter können spezielle Eigenschaf-
ten aufweisen, wodurch sie an spezielle 
Fahrzeuge gebunden sind (beispielsweise 
Kühlfracht für Kühlfahrzeuge). 
Die Stückgüter und die Fahrzeuge sind 
homogen. 
Die Stückgüter und die Fahrzeuge sind 
homogen. 
Stückgüter können unterschiedliche 
Prioritäten aufweisen, welche sich ändern 
können. 
Es gibt zwischen den Stückgütern keine 
Priorisierung. 
Es gibt zwischen den Stückgütern keine 
Priorisierung. 
Es gibt eine Anzahl von Fahrzeugen im 
Szenario, welche variieren kann. 
Die Anzahl der Fahrzeuge im Szenario kann 
sich nicht ändern. 
Die Anzahl der Fahrzeuge im Szenario kann 
sich nicht ändern. 
Die Kapazitäten der Fahrzeuge können 
unterschiedlich sein. 
Die Fahrzeugeigenschaften sind homogen. Die Fahrzeugeigenschaften sind homogen. 
Die Geschwindigkeiten der Fahrzeuge 
können unterschiedlich sein. 
Die Fahrzeugeigenschaften sind homogen. Die Fahrzeugeigenschaften sind homogen. 
Fahrzeuge können Fahrzeit-, Fahrstre-
ckenbeschränkungen oder Rückkehrbe-
dingungen unterliegen, welche verschie-
den sein können. 
Die Fahrzeuge sollen zum Depot zurückkeh-
ren. 
Es werden keine geschlossenen Strecken 
verlangt. 
Das Verhältnis von Stückgutgrößen und 
Fahrzeugkapazitäten kann zu full-truck-
load oder less-than-truck-load Situationen 
führen. 
Das Verhältnis von Stückgutgrößen und 
Fahrzeugkapazitäten entspricht meist einer 
less-than-truck-load Situation. 
Das Verhältnis von Stückgutgrößen und 
Fahrzeugkapazitäten entspricht einer less-
than-truck-load Situation. 
Die Zielfunktion ist nicht an das Szenario 
gebunden. Man kann zunächst die gesam-
te Fahrstrecke als Zielfunktion definieren, 
jedoch sind auch eigene Ziele für einzelne 
Objekte (Pünktlichkeit der Stückgüter, 
Auslastung für Fahrzeuge) oder sogar 
unterschiedliche Ziele für gleiche Objekt-
typen (Pünktlichkeit für Stückgut I, gerin-
ge Fahrstrecke für Stückgut II) möglich. 
Einziges Optimierungsziel ist die Minimie-
rung der von allen Fahrzeugen zusammen 
gefahrenen Strecke. 
Einziges Optimierungsziel ist die Minimie-
rung der von allen Fahrzeugen zusammen 
gefahrenen Strecke. 
Tabelle 15: Gegenüberstellung der verschiedenen Szenarioeigenschaften für die VRP-Evaluation 
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Topologie 
Als Topologie wird die in Unterkapitel 3.1 „Problemstellung Transportlogistik“ angegebene Deutsch-
landtopologie verwendet. Das Szenario ist dabei als ein Verteilszenario aufgebaut. Alle Fahrzeuge 
und Stückgüter sind zu Anfang in Kassel. Die Stückgüter müssen von dort an ihre Zielknoten transpor-
tiert werden. Diese Zielknoten werden für die Szenarios zufällig gleichverteilt ausgewählt, wobei si-
chergestellt wird, dass jeder Netzknoten mindestens einmal als Ziel vorkommt. Daraus folgt, dass die 
unten angegebene Variante mit 17 Stückgütern nur einmal vorkommen kann und eine Art TSP mit 
mehreren Fahrzeugen bildet. 
Umladen 
Obwohl die klassischen VRP-Algorithmen und auch die in dieser Evaluation verwendete Tabu Search 
Heuristik in der Regel keine Umladevorgänge gestatten, wurde dies in dem adaptierten VRP-Szenario 
erlaubt. Dies hat den Hintergrund, dass ohne die Möglichkeit des Umladens eine Evaluation des 
DLRPt nicht möglich ist, da in diesem Fall nur der Route Discovery Mechanismus zum Tragen käme. 
Auf der anderen Seite wäre es wesentlich zu aufwendig, den klassischen Verfahren ein Umladen zu 
ermöglichen. Dies würde die Entwicklung eines neuen und verbesserten Optimierungsalgorithmus 
bedeuten. 
Geschlossene Routen 
Für das DLRPt wäre es sehr komplex, für dieses adaptive VRP geschlossene Strecken zu implementie-
ren. Es ist darauf ausgelegt, dass die Fahrzeuge während des Betriebes neue Routen festlegen und 
sich „online“ entscheiden. Es ist daher komplex festzulegen, wann in diesem Szenario eine Route 
beendet sein würde, um dann zum Depot zurückzufahren. Es ist im DLRP einfach möglich, für die 
Fahrzeuge Rückkehrbedingungen nach einer maximalen Fahrzeit oder Uhrzeit einzuarbeiten, eine 
Rückkehr in Abhängigkeit vom Zustand aller anderen Fahrzeuge und aller Stückgüter ist jedoch nicht 
vorgesehen und in einem realen Szenario auch nicht sinnvoll. Daher werden im adaptierten Szenario 
keine geschlossenen Routen verlangt. Dies ist für die klassischen Algorithmen in der Regel einfach 
umzusetzen. 
Zielgrößen 
Als Zielgrößen werden für das DLRPt die in Abschnitt 3.2.1 „Allgemeine Struktur“ festgelegten Ziele, 
Auslastungsmaximierung für Fahrzeuge und Streckenminimierung für Stückgüter, verwendet. Nach 
Gleichung 5, S. 48 wird damit das angegebene Optimierungsziel der Gesamtstreckenminimierung 
verfolgt. 
Weiteres 
Es werden verschiedene Szenariogrößen untersucht. Die Anzahl der Fahrzeuge kann 3, 6, 9, 12 oder 
17 betragen, während die Anzahl der Stückgüter 17, 34, 51, 68, 85 oder 102 betragen kann. Die An-
zahl der Stückgüter ist jeweils ein Vielfaches der möglichen Zielknoten. Die Kapazität der Fahrzeuge 
wurde für die Szenarioausprägung jeweils so gewählt, dass alle Fahrzeuge benötigt werden. Die Ta-
belle 16 gibt die gewählten Szenarioausprägungen und die dazugehörigen Kapazitäten an. Für die 
Szenarios mit 17 Stückgütern gibt es jeweils nur eine Möglichkeit der Zielverteilung, daher gibt es 
hier nur eine Instanz. Für alle anderen wurden zehn verschiedene Instanzen mit zufälligen Zielvertei-
lungen erzeugt. 
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Tabelle 16: Fahrzeugkapazitäten der gewählten adaptierten VRP-Szenarios in Stk/VEH 
Vergleichslösungen 
Tabu Search 
In der Evaluationsstudie soll das DLRPt mit klassischen, etablierten Verfahren für Routingprobleme 
im Transport verglichen werden. Ein solches Verfahren stellt das Tabu Search Verfahren dar (siehe 
z. B. [Vahrenkamp07], [Laporte92]). Diese Metaheuristik wurde vom Autor für das adaptierte VRP 
angepasst und implementiert. Gesucht wird dabei die optimale Zuordnung von Stückgütern zu Fahr-
zeugen. Eine Lösung besteht aus der Zuordnung aller Stückgüter zu Fahrzeugen. Für eine Zuordnung 
wird dann für jedes Fahrzeug der dann optimale, schleifenfreie Weg berechnet. Die Optimierungs-
größe der Heuristik ist dabei die Gesamtstrecke aller Fahrzeuge. Für die Erzeugung der Nachbarschaft 
wurde der λ-interchange-Generation-Mechanism von Osman [Osman93] implementiert, wobei λ auf 
1 gesetzt wurde und sichergestellt wird, dass kein Fahrzeug ohne Stückgut bleibt. Der implementierte 
Algorithmus liefert für kleine Szenarios sehr gute Lösungen, welche recht nahe am Optimum liegen. 
Formulierungen der Tabu Search Implementierung finden sich in [Rekersbrink09] und [Scholz-
Reiter08]. 
Optimale Lösung 
Für kleine Problemgrößen des VRP und auch des adaptierten VRP ist es möglich, numerisch optimale 
Lösungen zu errechnen. Um absolute untere Grenzen als Vergleich für die Ergebnisse der anderen 
Verfahren zu erhalten, war die Berechnung von optimalen Lösungen erstrebenswert. 
Um optimale Lösungen errechnen zu können, wurde die Problemstellung von Thomas Makuschewitz 
in enger Zusammenarbeit mit dem Autor als MIP (Mixed-Integer-Problem) formuliert, welches mit-
tels CPLEX 11 gelöst werden konnten. Dabei wurde die Formulierung von Dantzig und Ramser 
[Dantzig59] als Basis benutzt, wobei auch hier die Gesamtstrecke aller Fahrzeuge die Optimierungs-
größe darstellt. Das Szenario mit 68 Stückgütern und 12 Fahrzeugen stellte sich als das größte, noch 
berechenbare heraus. Die genaue Formulierung des MIP findet sich in [Rekersbrink09]. Die MIP-
Formulierung erlaubt Schleifen und es wird sichergestellt, dass kein Fahrzeug ohne Stückgut bleibt. 
Berechnung der Zufallslösung 
Die Zufallslösung ist trotz ihres Namens nicht gänzlich zufällig. Wie bei der Tabu Search Heuristik wird 
eine Zuordnung aller Stückgüter zu den Fahrzeugen vorgenommen, welche dann ihren optimal kür-
zesten Weg nehmen. Die Zuordnung geschieht dabei zufällig und gleichverteilt, wobei auch hier kein 
Fahrzeug ohne Stückgut verbleibt. Für jedes Szenario wurde der Mittelwert aus 10000 verschiedenen 
Zuordnungen ermittelt. 
Diese Zufallslösung zeigt einige Analogien zu der aktuellen Situation in der Praxis. In der Regel vertei-
len die Kunden die Aufträge an viele verschiedene Unternehmen. Diese ermitteln dann die für sie 
beste Route. Demgegenüber ist die Vision des DLRP, dass es für alle Kunden und Unternehmen glei-
chermaßen eingesetzt werden kann und so zu einer „globaleren“ Optimierung führt, als dies in der 
aktuellen Situation möglich ist (siehe auch Abschnitt 3.6.3 „Erweiterung des DLRPt für die Selbststeu-
3 6 9 12 17
102 50 20 12 9 6
85 42 16 10 8 5
68 33 13 8 6
51 25 10 6
34 16 6 4
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erung konkurrierender Unternehmen“, wo eine Erweiterung des DLRP für viele konkurrierende Un-
ternehmen aufgezeigt wird). 
DLRPt-Implementierung 
Die Implementierung folgt der in Unterkapitel 3.2 „Struktur des DLRPt“ angegebenen Struktur. Da 
diese Evaluation jedoch anhand des einfachen VRP durchgeführt wird, werden etliche Strukturen 
nicht benötigt und die Mechanismen entsprechend vereinfacht. Dies wird im Folgenden anhand der 
einzelnen Systemelemente beschrieben. 
Ziele 
Es werden nur die angegebenen minimalen Ziele implementiert: Minimierung der individuell zurück-
gelegten Strecke für Stückgüter und Maximierung der Auslastung für Fahrzeuge. Damit wird die Ge-
samtstrecke aller Fahrzeuge minimiert, was dem Optimierungsziel des VRP entspricht. 
Attribute 
Aufgrund der einfachen Definition des VRP werden einige Attribute nicht benötigt. Stückgüter haben 
nur eine Größe (Size) und kein Gewicht, daher werden die Attribute Weight und 
WeightCapacity nicht benötigt. Die Stückgüter sind einförmig, daher werden SpecialNeeds 
und SpecialFunctions nicht verwendet, ebenso wie Priority. Das VRP kennt keine Zeitfens-
ter und daher werden diese Attribute (PickupTimeWindow und DeliveryTimeWindow) eben-
falls nicht benötigt. 
Verhalten 
Die Fahrzeuge werden nach dem Abladen direkt wieder beladen. D. h., sie können nicht an einem 
Knoten warten. Dies ist für das VRP nicht notwendig. Der Zustand „Waiting at Lot“ entfällt damit. 
Entscheidungsansatz 
Die Entscheidungen der Stückgüter und der Fahrzeuge entsprechen den in 3.3.1 „Ein einfacher Ent-
scheidungsansatz“ beschriebenen Mechanismen. Durch das Fehlen von Zeitfenstern entfällt jedoch 
die Dringlichkeit für Stückgüter. Von den Stückgütern werden mehrere Routen angemeldet. Für die 
Ladeentscheidung wird zur Auswahl zu berücksichtigender Stückgüter die zweite Variante gewählt, in 
der Stückgüter berücksichtigt werden, dessen Zielknoten Teil der Fahrzeugroute ist. Zusätzlich wer-
den nahe Stückgüter bevorzugt (Gleichung 19, S. 63). 
Bei der Weiterleitung der Route Requests werden nur die zwei angegebenen Mechanismen zur Re-
duzierung verwendet. Es wird bei der Initialisierung den Netzknoten eine MinHopCount-Tabelle 
mitgegeben, da sich die Topologie im gewählten Szenario nicht ändert. Anhand dieser werden, wie 
bereits beschrieben, Route Requests aussortiert, welche ihr Ziel nicht mehr erreichen können. Zu-
sätzlich werden die Stückgutrouten schleifenfrei gehalten und damit Route Requests eingeschränkt. 
Ergebnisse 
Gesamtstrecke 
Die Hauptevaluationsgröße ist die Gesamtstrecke aller Fahrzeuge. In der Abbildung 25 ist eine Aus-
wahl der Ergebnisse dargestellt. Alle Ergebniswerte sind im Anhang B aufgelistet. 
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Abbildung 25: Ausgewählte Ergebnisse der VRP-Evaluation 
In der Abbildung sind zur Einordnung der Leistung von Tabu Search und DLRPt die optimalen und die 
Zufallswerte mit angegeben. Die Ergebnisse des Tabu Search sind bei kleiner Stückgutanzahl nahe am 
Optimum und entfernen sich mit steigender Stückgutanzahl immer weiter davon. Dies kann als eine 
allgemeine Eigenschaft des Algorithmus interpretiert werden, da er die Tendenz hat, bei steigender 
Lösungsraumgröße entsprechend schlechtere Lösungen zu erhalten. Die Lösungsraumgröße steigt 
mit steigender Anzahl von Stückgütern überexponentiell an („Kombination ohne Zurücklegen“). 
Im Gegensatz dazu ist das DLRPt bei kleinen Szenarios zunächst schlechter, scheint jedoch bei stei-
gender Anzahl von Stückgütern eher auf einem Niveau zu bleiben (ab 6 Fahrzeugen). Beiden Verfah-
ren gemein ist, dass sich ihre relative Lage zwischen Zufallslösung und Optimum mit steigender 
Szenariogröße in Richtung Optimum verschiebt. Andernfalls könnte man wenig Hoffnung hegen, 
auch bei großen Problemstellungen annehmbare Lösungen zu finden. 
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Abbildung 26: Hauptergebnisse der VRP-Evaluation für Tabu Search und DLRPt 
In der Abbildung 26 sind alle Werte für die Gesamtstrecke für die beiden zu vergleichenden Verfah-
ren aufgetragen. Das DLRPt verbessert sich mit wachsender Stückgutanzahl ab 6 Fahrzeuge gegen-
über dem Tabu Search und ist bei 102 Stückgütern schließlich fast durchgängig deutlich besser (bis zu 
30 %). Mit steigender Anzahl an Fahrzeugen lässt sich über die Lage der beiden Verfahren zueinander 
keine eindeutige Tendenz bestimmen.  
Abschätzung der Signifikanz 
Die Aussagekraft der vorgestellten Graphen soll im Folgenden durch eine statistische Analyse bekräf-
tigt werden. Die Simulationsstudie wurde mit jeweils zehn unterschiedlichen Szenarioinstanzen pro 
Parameterkombination durchgeführt. Für die Kombination mit 68 Stückgütern und 12 Fahrzeugen 
wurden beispielsweise zehn verschiedene Instanzen mit einer unterschiedlichen Verteilung der Ab-
hol- und Zielorte der Stückgüter untersucht. In den Graphen sind jeweils die Mittelwerte dieser zehn 
Szenarioinstanzen vergleichend dargestellt. Es stellt sich dabei die Frage, wie signifikant in den Gra-
phen dargestellte Aussagen, wie beispielsweise „Die Gesamtstrecke einer Tabu Search-Lösung ist 
kleiner als die einer DLRPt-Lösung.“, sein können. Die folgende Abbildung 27 verdeutlicht diese Fra-
gestellung.  
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Abbildung 27: Beispiel für die Verteilung der Ergebnisse der einzelnen Simulationsläufe 
Der Fall bei 34 Stückgütern ist recht eindeutig, während die Ergebnisse für 51 Stückgüter nicht mehr 
als völlig entschieden gelten können – es könnte bei anderen Instanzen evtl. anders entschieden 
werden. Die zehn unterschiedlichen Werte für eine Parameterkombination lassen sich als eine Stich-
probe interpretieren. Mithilfe statistischer Signifikanztests können anhand solcher Stichproben Hy-
pothesen über die Grundgesamtheiten, wie die oben erwähnte Aussage, unter einem gegebenen 
Signifikanzniveau bewertet werden. 
Mit dem Zweistichproben t-Test [Bortz10] lässt sich anhand von zwei Stichproben testen, ob unter 
einem gegebenen Signifikanzniveau8 der Erwartungswert der ersten Grundgesamtheit kleiner ist als 
der der zweiten Grundgesamtheit9. Ein Vorteil des t-Tests liegt dabei in seiner Teststärke für kleine 
Stichprobengrößen [Bortz10]. Mit den hier zu untersuchenden Größen als Beispiel sind 
 𝑋1
𝑇𝑆 ,𝑋2𝑇𝑆, … ,𝑋𝑛𝑇𝑆 : Werte der Stichprobe 1 (Tabu Search, TS) 
 𝑌1
𝐷𝐿𝑅𝑃 ,𝑌2𝐷𝐿𝑅𝑃 , … ,𝑌𝑛𝐷𝐿𝑅𝑃 : Werte der Stichprobe 2 (DLRP). 
In dem gegebenen Fall können die zu vergleichenden Stichproben als gepaart angesehen werden, da 
sie mit verschiedenen Verfahren aufgrund der exakt gleichen Szenarioinstanz entstanden sind. Un-
tersucht wird in diesem Fall die Differenz der Stichprobenwerte.   𝐷𝑖 = 𝑋𝑖𝑇𝑆 − 𝑌𝑖𝐷𝐿𝑅𝑃 , mit 𝑖 = 1 …𝑛 (21) 
Diese Differenz muss zwei Voraussetzungen für die Anwendung des t-Tests erfüllen. Zum einen müs-
sen die 𝐷𝑖 unabhängig von einander sein, was durch die unabhängigen Szenarioinstanzen als gege-
                                                          
8 Das Signifikanzniveau α bezeichnet eine vom Forscher festgelegte Grenze. Sie ist die höchste Wahrscheinlich-
keit, mit welcher die richtige Nullhypothese mit dem Signifikanztest abgelehnt würde. Für eine genauere Erläu-
terung der Zusammenhänge in statistischen Tests siehe [Bortz2010]. 
9 Mit Konfidenzintervallen können ebenfalls Schlüsse auf die statistische Signifikanz gezogen werden. Dabei 
wird von den in einer Stichprobe erhobenen Daten (Empirie) auf Eigenschaften der Population (Theorie) ge-
schlossen, während bei Hypothesentests (Zweistichprobentest) zuerst Eigenschaften einer Population postu-
liert werden, um dann zu überprüfen, inwieweit die postulierten Eigenschaften der Population (Theorie) durch 
stichprobenartig erhobene Daten (Empirie) bestätigt werden können [Bortz10]. 
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ben angenommen werden kann. Zum anderen sollte die Grundgesamtheit von 𝐷𝑖 nach [Bortz10] 
insbesondere für Stichprobengrößen 𝑛 < 30, normalverteilt sein. 
Die Grundgesamtheit von 𝐷𝑖 ist normalverteilt, wenn die Grundgesamtheiten beider Stichproben 
normalverteilt sind, was sich aus dem Faltungssatz ergibt. Um dies zu überprüfen, wurden alle Stich-
proben einem Kolmogorow-Smirnow-Test (siehe z. B. [Lilliefors67]) unterzogen. Dies ist ein statisti-
scher Signifikanztest, welcher überprüft, ob die Grundgesamtheit einer Stichprobe mit großer Wahr-
scheinlichkeit normalverteilt ist. Er gilt als eines der Standard-Testverfahren. Es zeigt sich, dass für 
alle 40 Stichproben10 der Kolmogorow-Smirnow-Test bei einem üblichen Signifikanzniveau von 5 % 
die Normalverteilungshypothese annimmt. Daher kann davon ausgegangen werden, dass die 
Grundgesamtheiten sämtlicher Stichproben normalverteilt sind. Damit sind alle oben genannten 
Voraussetzungen für die Anwendung des t-Tests erfüllt. 
Im ersten Schritt des t-Tests werden die Nullhypothese (𝐻0) und die entsprechende Alternativhypo-
these (𝐻1) aufgestellt
11. In diesem Fall sind die Hypothesen:  𝐻0:𝜇𝑇𝑆 ≤ 𝜇𝐷𝐿𝑅𝑃  vs. 𝐻1:𝜇𝑇𝑆 > 𝜇𝐷𝐿𝑅𝑃  , und damit (22)  𝐻0:𝜇𝐷 ≤ 0  vs. 𝐻1:𝜇𝐷 > 0 (23) 
 wobei 
 𝜇𝑇𝑆 , 𝜇𝐷𝐿𝑅𝑃, 𝜇𝐷 : Erwartungswert der Grundgesamtheit von 𝑋𝑇𝑆, 𝑌𝐷𝐿𝑅𝑃 bzw. 𝐷 
Als Prüfwert für den Test wird der nachfolgend definierte Wert 𝜈 angesetzt. Die Prüfgröße ist unter 
den Voraussetzungen des t-Tests t-verteilt, wodurch der t-Test seinen Namen erhielt.  𝜈 = √𝑛 ∙ 𝐷�
𝑠𝐷
  (24) 
 wobei 




𝑖=1  : Mittelwert der Stichprobendifferenzen 
 𝑠𝐷 = � 1𝑛−1 ∙ ∑ (𝐷𝑖 − 𝐷�)2𝑛𝑖=1  : Standardabweichung der Stichprobendifferenzen 
Der Ablehnungsbereich für die Nullhypothese 𝐻0 ist wie folgt definiert: Wird die Ungleichung 25 er-
füllt, so wird die Nullhypothese zum Signifikanzniveau 𝛼 abgelehnt und damit die Alternativhypothe-
se angenommen. Der andere Fall der „Nichtablehnung“ der Nullhypothese ist dagegen kein Beleg 
dafür, dass die Nullhypothese richtig ist.  𝜈 < 𝑡(1 − 𝛼,𝑛 − 1) (25) 
 wobei 
 𝑡(𝑥,𝑦) :  𝑥-Quantil der t-Verteilung mit 𝑦 Freiheitsgraden 
Für übliche Werte des Signifikanzniveaus gelten im Allgemeinen folgende sprachliche Formulierun-
gen bei der Ablehnung der Nullhypothese und damit der Annahme der Alternativhypothese: 
  
                                                          
10 Diese bestehen aus den jeweils 10 Simulationsläufen von DLRPt und Tabu Search pro Szenario. Die Werte für 
17 Stückgüter können nur einmal berechnet werden und daher kann hierfür kein t-Test angewendet werden. 
11 Die eigentliche Fragestellung wird in der Regel als Alternativhypothese formuliert. Dies hat den Hintergrund, 
dass man die Nullhypothese dann falsifizieren kann, um die Alternativhypothese anzunehmen. Verifizieren lässt 
sich eine Hypothese grundsätzlich nicht. 
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 𝛼 = 0.05 :  signifikant 
 𝛼 = 0.01 :  sehr signifikant 
 𝛼 = 0.001 :  hoch signifikant 
 𝛼 = 0.0001 :  höchst signifikant 
Anstatt ein Signifikanzniveau festzulegen, kann man auch berechnen, bei welchem minimalen 
Signifikanzniveau die Prüfung der beiden Stichproben gerade noch zur Ablehnung der Nullhypothese 
geführt hätte. Dazu lässt sich durch eine Umstellung der Gleichung 25 der sogenannte p-Wert aus der 
erhaltenen Prüfgröße errechnen. Er wird auch als beobachtete Signifikanz bezeichnet und er ent-
spricht dem kleinsten Wert 𝛼, für den die Nullhypothese verworfen würde [Bortz10].  𝜈 = 𝑡(1 − 𝑝𝑊𝑒𝑟𝑡,𝑛 − 1)  →  𝑝𝑊𝑒𝑟𝑡 = 𝑓�𝜈, 𝑡(1 − 𝑝𝑊𝑒𝑟𝑡, 𝑛 − 1)� (26) 
 dabei gilt: 𝐻0 wird abgelehnt für  𝑝𝑊𝑒𝑟𝑡 ≤ 𝛼 
Dieser p-Wert12 lässt sich nun für jede Parameterkombination der Simulationsstudie berechnen. In 
Abbildung 28 ist dies für die Gesamtstrecke aufgezeigt. Der linke Graph zeigt beispielsweise für die 
Kombination von 102 Stückgütern und 12 Fahrzeugen einen großen Unterschied in den Mittelwerten 
der zehn durchgeführten Simulationen. Dies deutet darauf hin, dass das DLRPt als Verfahren in dieser 
Kombination besser ist – wenn die Varianz der Stichprobe entsprechend klein ist. Die tatsächliche 
beobachtete Signifikanz unter Einbeziehung der relativ kleinen Stichprobengröße, der Varianz der 
Ergebnisse usw. ist im rechten Bild dargestellt und untermauert die Hypothese, dass das DLRPt in 
dem erwähnten Fall besser ist. In Tabelle 17 sind die Werte für die beobachtete Signifikanz explizit 
angegeben und sprachlich aufgeschlüsselt. Danach kann in dem erwähnten Fall von einem höchst 
signifikanten Ergebnis gesprochen werden. Dabei ist zu erwähnen, dass die Werte symmetrisch sind. 
Eine beobachtete Signifikanz von 0.02 für die Annahme der Alternativhypothese 𝜇𝑇𝑆 > 𝜇𝐷𝐿𝑅𝑃 ent-
spricht einer beobachteten Signifikanz von 0.98 für die Annahme der Alternativhypothese 𝜇𝐷𝐿𝑅𝑃 ≥
𝜇𝑇𝑆 bei entsprechend umgekehrter Nullhypothese. Daher werden p-Werte zwischen 0.05 und 0.95 in 
der Regel als unentschieden bewertet, obwohl sie natürlich eine Tendenz in sich bergen. 
  
Abbildung 28: Signifikanzabschätzung der Ergebnisse für die Gesamtstrecke, links: Gesamtstrecke für Tabu Search und DLRPt, rechts: beobachtete Signifikanz für die Annahme der Alternativhypothese 𝐻1:𝜇𝑇𝑆 > 𝜇𝐷𝐿𝑅𝑃  
                                                          
12 Für die Bestimmung des p-Wertes sind Tabellenwerke mit Lösungen dieser impliziten Gleichung vorhanden. 





Tabelle 17: Auflistung der p-Werte für die Annahme der Alternativhypothese 𝐻1:𝜇𝑇𝑆 > 𝜇𝐷𝐿𝑅𝑃(a) und deren sprachliche Aufschlüsselung (b) 
Weitere Ergebnisse 
Um ein genaueres Bild der Eigenschaften der untersuchten Verfahren zu zeichnen, werden im Fol-
genden zusätzliche Größen gegenübergestellt. Da sich das Optimierungsziel „Gesamtstrecke“ nach 
Gleichung 5 S. 48 in die zwei Teilziele Minimierung Stückgutstrecke und Maximierung Auslastung 
aufteilen lässt und dies die Ziele der logistischen Objekte des DLRPt sind, werden in den folgenden 
Abbildungen die mittleren Stückgutstrecken und die mittleren Auslastungen gegenübergestellt. 
a)
b)
3 6 9 12 17
102 0.548521 0.012699 0.000416 0.000002 0.004860
85 0.851025 0.000250 0.000065 0.001458 0.560301
68 0.697374 0.249377 0.253800 0.079067 -
51 0.900466 0.860025 0.975039 - -
34 0.999165 0.999910 0.999961 - -
3 6 9 12 17
102 unentschieden
signifikant
DLRPt < Tabu Search
höchst signifikant
DLRPt < Tabu Search
höchst signifikant
DLRPt < Tabu Search
signifikant
DLRPt < Tabu Search
85 unentschieden
höchst signifikant
DLRPt < Tabu Search
höchst signifikant
DLRPt < Tabu Search
signifikant
DLRPt < Tabu Search
unentschieden
68 unentschieden unentschieden unentschieden unentschieden -
51 unentschieden unentschieden
signifikant




Tabu Search < DLRPt
höchst signifikant
Tabu Search < DLRPt
höchst signifikant
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Abbildung 31: Ergebnisse der VRP-Evaluation für das Teilziel Stückgutstrecke 
In der Abbildung 31 ist deutlich die unterschiedliche „Arbeitsweise“ der beiden Verfahren zu erken-
nen. Das DLRPt versucht, die Stückgutstrecke zu minimieren, was sich einem recht gleichförmigen 
Niveau äußert. Der Abfall der Stückgutstrecke des Tabu Search liegt letztlich an der steigenden An-
zahl der Fahrzeuge, deren geringer werdender Kapazität und damit an direkteren Wegen. Dennoch 
lassen sich diese Ergebnisse nicht isoliert interpretieren. Die Abbildung 32 gibt die mittleren Auslas-
tungen als Pendant zur Stückgutstrecke an. Auch hier ist das Vorgehen des DLRPt deutlich zu erken-
nen: Es versucht, die Fahrzeugauslastung zu steigern. Dies führt im Zusammenhang mit einer gerin-
gen Stückgutstrecke schließlich zu einer kurzen Gesamtstrecke. Die Interpretation der Auslastung ist 
daher recht schwierig. Fahrzeuge können durch lange Wege mit den Stückgütern ihre Auslastung 
schnell erhöhen. Zum anderen stellt sich die Frage, ob eine niedrige oder eine hohe Auslastung ge-
wünscht wird. Bleibt die Stückgutstrecke klein, ist in diesem Beispiel eine hohe Auslastung gut. Bei-
spielsweise ist die geringe Stückgutstrecke von Tabu Search bei 102 Stückgütern  und 17 Fahrzeugen  
ist zwar tendenziell positiv, sie wird sich aber mit einer geringen Auslastung „erkauft“. Die geringe 
Auslastung führt schließlich zu einer höheren Gesamtstrecke. Durch das Verhältnis Paketgröße zu 
Kapazität von 1/50 bis 1/2 (im Extremfall 17 Stückgüter und 9 Fahrzeuge) ist die Auslastung tenden-
ziell hier wichtiger. Andererseits ist natürlich bei gleicher Gesamtstrecke (= Kosten) eine geringere 
Auslastung besser, da dann mehr Raum für weitere Aufträge zur Verfügung steht. 
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Abbildung 32: Ergebnisse der VRP-Evaluation für das Teilziel Auslastung 
Zusammenfassung 
Insgesamt lassen die Ergebnisse den Schluss zu, dass das DLRPt mit klassischen, etablierten Verfahren 
vergleichbar ist. Tendenziell ist es für größere Problemgrößen besser geeignet und scheint dort Vor-
teile gegenüber dem klassischen Verfahren zu haben. Die Ergebnisse der Hauptevaluationsgröße sind 
signifikant. Dennoch sollte man nicht aus den Augen verlieren, dass beide Seiten auf ein „Kompro-
missszenario“ angewendet wurden und beide Verfahren daher nicht ihre volle Leistung erbringen 
konnten. Für das DLRPt bedeutet das, dass die hohe Flexibilität und die Anpassungsmöglichkeiten der 
logistischen Objekte entfallen. Ziel der Implementierung des DLRPt war es nicht, eine große Verbes-
serung der klassischen Verfahren zu erreichen, sondern mit dem DLRP einen völlig neuen Ansatz zu 
entwickeln und seine grundsätzliche Eignung zu untersuchen (siehe Unterkapitel 1.4 
„Aufgabenstellung“). Aus diesem Blickwinkel kann gefolgert werden, dass das DLRPt für VRP-
Szenarios geeignet und mit anderen Verfahren vergleichbar ist, jedoch über wesentlich mehr Anpas-
sungsmöglichkeiten als diese verfügt. Dieser Aspekt wird im Unterkapitel 3.7 „Zusammenfassung“ 
weiter unten noch genauer diskutiert. 
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3.5. Evaluation anhand adaptierter dynamischer Pickup and Delivery 
Probleme 
Teile der im Folgenden vorgestellten Evaluationsstudie wurden bereits in [Rekersbrink11] veröffent-
licht. Die hier vorgestellte Evaluationsstudie geht jedoch darüber hinaus. 
Szenarios 
Wie bereits beschrieben, müssen sich für diese Evaluationsstudie beide Seiten einander annähern. 
Die nachfolgende Tabelle 18 stellt das in Unterkapitel 3.1 „Problemstellung Transportlogistik“ grund-
legende Szenario Transportlogistik (DLRPt-Szenario) der PDP-Definition gegenüber. Aus diesen bei-
den wurde ein adaptiertes PDP-Szenario erstellt, welches sowohl das DLRPt als auch die ausgewähl-
ten Vergleichsalgorithmen lösen können. Rote Formulierungen werden dabei aufgegeben, grüne 
gehen in das adaptierte Szenario ein. Das sich ergebende adaptierte PDP-Szenario ist schließlich in 
der rechten Spalte beschrieben. Additiv zu den in Tabelle 18 angegebenen Eigenschaften sind noch 
zusätzliche Punkte zu beschreiben, was im Anschluss an die Tabelle geschieht. 
Dynamik 
Im Gegensatz zum PDP-Szenario, welches ein in sich abgeschlossenes Problem darstellt, ist das adap-
tierte Szenario ein zeitlich fortschreitendes. D. h., es entstehen kontinuierlich neue Stückgüter. Ge-
schlossene Routen machen in diesem Fall daher keinen Sinn. Die Entstehung der Stückgüter ist ein 
Poisson-Prozess mit der Entstehungsrate λ. 
Topologie 
Als Topologie wird die in Unterkapitel 3.1 „Problemstellung Transportlogistik“ angegebene Deutsch-
landtopologie verwendet. Die Abhol- und Lieferknoten werden für die Szenarios zufällig gleichverteilt 
über alle 18 Orte ausgewählt, wobei Abhol- und Lieferort nicht gleich sein dürfen. Die Fahrzeugstart-
orte werden ebenso gewählt. 
Umladen 
Obwohl die klassischen PDP-Algorithmen und auch die in dieser Evaluation verwendete Heuristik in 
der Regel keine Umladevorgänge gestatten, wurde dies in dem adaptierten PDP-Szenario erlaubt. 
Dies hat den Hintergrund, dass ohne die Möglichkeit des Umladens eine Evaluation des DLRPt nicht 
möglich ist, da in diesem Fall nur der Route Discovery Mechanismus zum Tragen käme.  
Zielgrößen 
Als Zielgrößen werden für das DLRPt die in Abschnitt 3.2.1 „Allgemeine Struktur“ festgelegten Ziele, 
Auslastungsmaximierung für Fahrzeuge und Streckenminimierung für Stückgüter, verwendet. Nach 
Gleichung 5 S. 48 wird damit das angegebene Optimierungsziel der Gesamtstreckenminimierung 
verfolgt. 
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DLRPt-Szenario PDP-Szenario Adaptiertes PDP-Szenario 
Die grundlegende Problemstellung ent-
spricht einer Pickup and Delivery Situati-
on. 
PDP-Situation PDP-Situation 
Als Topologie für ein Szenario gibt es 
Knoten und Verkehrsverbindungen zwi-
schen diesen, wobei nicht zwischen allen 
Knoten Verbindungen bestehen müssen. 
Es werden Koordinaten für die Aufträge 
angegeben und ein vollständig vermaschtes 
Netz angenommen. 
Es wird die Deutschlandtopologie verwen-
det. 
Verkehrsverbindungen können unter-
schiedliche Geschwindigkeiten erlauben 
und diese können sich zeitlich ändern. 
Die Geschwindigkeit aller Fahrzeuge ist 
gleich und ändert sich nicht. 
Die Geschwindigkeit aller Fahrzeuge ist 
gleich und ändert sich nicht. 
Knoten bieten die Möglichkeiten zum  
Auf-, Ab- und Umladen. 
Umladen ist nicht gestattet. Ein Umladen ist gestattet. 
Es entstehen an Knoten kontinuierlich 
Stückgüter, welche transportiert werden 
müssen. 
Alle Aufträge sind a priori bekannt. Die Aufträge entstehen kontinuierlich und 
werden, sind aber bereits vor ihrem Abhol-
zeitfenster bekannt.  
Stückgüter müssen von ihrem Startknoten 
zu ihrem Zielknoten transportiert werden. 
Der Zielknoten kann sich ändern. 
Stückgüter müssen von ihrem Startknoten 
zu ihrem Zielknoten transportiert werden. 
Der Zielknoten kann sich nicht ändern. 
Stückgüter müssen von ihrem Startknoten 
zu ihrem Zielknoten transportiert werden. 
Der Zielknoten kann sich nicht ändern. 
Für Stückgüter können Abhol- und Liefer-
zeitfenster existieren, welche sich zeitlich 
ändern können. 
Für Stückgüter existieren Abhol- und Liefer-
zeitfenster existieren, welche statisch sind. 
Für Stückgüter existieren Abhol- und Liefer-
zeitfenster existieren, welche statisch sind. 
Die Abhol- und Lieferzeitfenster können 
weicher Art sein. Eine Nichteinhaltung der 
Zeitfenster wird dann mit einem Nachteil 
belegt. 
Die Abhol- und Lieferzeitfenster können 
nicht über- oder unterschritten werden. 
Die Abhol- und Lieferzeitfenster können 
weicher Art sein. Eine Nichteinhaltung der 
Zeitfenster wird dann mit einem Nachteil 
belegt. 
Stückgüter können verschiedene Gewich-
te und Größen aufweisen. 
Die Stückgüter sind alle gleich „groß“ und 
haben kein Gewicht. 
Die Stückgüter sind alle gleich „groß“ und 
haben kein Gewicht. 
Stückgüter können spezielle Eigenschaf-
ten aufweisen, wodurch sie an spezielle 
Fahrzeuge gebunden sind (beispielsweise 
Kühlfracht für Kühlfahrzeuge). 
Die Stückgüter und die Fahrzeuge sind 
homogen. 
Die Stückgüter und die Fahrzeuge sind 
homogen. 
Stückgüter können unterschiedliche 
Prioritäten aufweisen, welche sich ändern 
können. 
Es gibt zwischen den Stückgütern keine 
Priorisierung. 
Es gibt zwischen den Stückgütern keine 
Priorisierung. 
Es gibt eine Anzahl von Fahrzeugen im 
Szenario, welche variieren kann. 
Die Anzahl der Fahrzeuge im Szenario kann 
sich nicht ändern. Es können aber weniger 
Fahrzeuge benutzt werden. 
Die Anzahl der Fahrzeuge im Szenario kann 
sich nicht ändern. 
Die Kapazitäten der Fahrzeuge können 
unterschiedlich sein. 
Die Fahrzeugeigenschaften sind homogen. Die Fahrzeugeigenschaften sind homogen. 
Die Geschwindigkeiten der Fahrzeuge 
können unterschiedlich sein. 
Die Fahrzeugeigenschaften sind homogen. Die Fahrzeugeigenschaften sind homogen. 
Fahrzeuge können Fahrzeit-, Fahrstre-
ckenbeschränkungen oder Rückkehrbe-
dingungen unterliegen, welche verschie-
den sein können. 
Die Fahrzeuge sollen zu ihrem Startpunkt 
zurückkehren. 
Es werden keine geschlossenen Strecken 
verlangt, da eine dynamisch fortschreiten-
de Situation betrachtet wird. 
Das Verhältnis von Stückgutgrößen und 
Fahrzeugkapazitäten kann zu full-truck-
load oder less-than-truck-load Situationen 
führen. 
Das Verhältnis von Stückgutgrößen und 
Fahrzeugkapazitäten entspricht meist einer 
less-than-truck-load Situation. 
Das Verhältnis von Stückgutgrößen und 
Fahrzeugkapazitäten entspricht einer less-
than-truck-load Situation. 
Die Zielfunktion ist nicht an das Szenario 
gebunden. Man kann zunächst die gesam-
te Fahrstrecke als Zielfunktion definieren, 
jedoch sind auch eigene Ziele für einzelne 
Objekte (Pünktlichkeit der Stückgüter, 
Auslastung für Fahrzeuge) oder sogar 
unterschiedliche Ziele für gleiche Objekt-
typen (Pünktlichkeit für Stückgut I, gerin-
ge Fahrstrecke für Stückgut II) möglich. 
Einziges Optimierungsziel ist die Minimie-
rung der von allen Fahrzeugen zusammen 
gefahrenen Strecke. 
Einziges Optimierungsziel ist die Minimie-
rung der von allen Fahrzeugen zusammen 
gefahrenen Strecke. 
Tabelle 18: Gegenüberstellung der verschiedenen Szenarioeigenschaften für die PDP-Evaluation 
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Weiteres 
Die Release Time, d. h. die Zeit, zu der die Aufträge im System bekannt werden, wird, wie bereits 
erwähnt, durch einen Poisson-Prozess bestimmt. Darauf folgt eine Zeitspanne bis zum Start des Ab-
holzeitfensters, welche in einem Intervall [250 1000] gleichverteilt ist. Es gibt 300 Aufträge. 
Die Zeitfenster werden über die minimal benötigte Fahrzeit und den Parameter b wie folgt festgelegt 
(vgl. Abbildung 33). Die minimal mögliche Fahrzeit wird über die kürzeste Strecke bestimmt und bil-
det den Abstand zwischen dem Startzeitpunkt des Abholzeitfensters und dem Startzeitpunkt des 
Lieferzeitfensters. Der Parameter b bestimmt nun die Breite beider Zeitfenster über die Formel 
𝑍𝑒𝑖𝑡𝑓𝑒𝑛𝑠𝑡𝑒𝑟𝑏𝑟𝑒𝑖𝑡𝑒 =  𝑏 ∙ 𝑚𝑖𝑛𝑖𝑚𝑎𝑙𝑒 𝐹𝑎ℎ𝑟𝑧𝑒𝑖𝑡. Ein kleines b bedeutet daher eine eher angespannte 
Situation, in der in der Weg- und Zeitwahl des Auftrages nicht viele Varianten möglich sind. Ein gro-
ßes b hingegen führt zu weiten und wenig einengenden Zeitfenstern. 
 
Abbildung 33: Definition des Parameters b für die Zeitfensterbreite (aus [Rekersbrink11]) 
Es werden zwölf verschiedene Szenarios mit einer Entstehungsrate für Stückgüter von 𝜆 =[0.15 0.2  0.3] und einer Zeitfensterbreite von 𝑏 = [0.75  1  1.5  2] betrachtet. Es gibt 12 Fahrzeuge 
mit einer Kapazität von 12, wobei 300 Stückgüter mit einer Größe von 1 erzeugt werden. 
Vergleichslösung 
Der Vergleichsalgorithmus wurde vom Autor aus bestehenden Elementen entworfen, implementiert 
und bereits in [Rekersbrink11] beschrieben: Einen sehr guten Algorithmus für das Pickup and Delivery 
Problem with Time Windows (PDPTW) stellt der von Ropke und Pisinger in [Ropke06] vorgestellte 
Algorithmus dar, welcher für viele der Benchmark-Instanzen von Lim und Li (siehe [Li01] und [Li11]) 
die beste bisher bekannte Lösung errechnet. Um einen qualitativ hochwertigen Vergleichsalgorith-
mus zu erhalten, wurde dieser Algorithmus von Ropke und Pisinger nachprogrammiert, an die Szena-
rios für die Evaluation angepasst und in eine gängige Methodik für rollierende Planung integriert. 
Hierdurch wurde ein rollierender Algorithmus für das dynamische PDPTW geschaffen, welcher als 
Benchmark zur Evaluation des DLRP dienen kann. 
Die von Psaraftis in [Psaraftis88] vorgeschlagene Methodik für rollierende Planungshorizonte ist auf 
das dynamische Vehicle Routing zugeschnitten und wird in Abbildung 34 skizziert. Mit zu einem Zeit-
punkt t0 zur Verfügung stehenden Informationen über Transportaufträge wird eine statische Planung 
mit einem festen Planungszeithorizont P durchgeführt. Bekannte Transportaufträge jenseits dieses 
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eine statische Planung durchgeführt, wobei der Pool der zu verplanenden Transportaufträge sich von 
der vorherigen Runde unterscheidet. Die in einem Anteil F des vorherigen Planungshorizontes P lie-
genden Aufträge werden als fest verplant betrachtet und aus dem Pool ebenso entfernt, wie begon-
nene und fertiggestellte Aufträge. Während des Zeitintervalls I kommen aufgrund der dynamischen 
Problemstellung neue Aufträge hinzu, welche in den Auftragspool integriert werden. Bereits in der 
vorherigen Runde geplante Aufträge, welche nicht als fest verplant gelten, werden dementsprechend 
in der nächsten Runde wieder in den statischen Planungsprozess eingebunden. Das Zeitintervall I 
kann fest gewählt oder an die aktuelle Situation angepasst werden. 
 
Abbildung 34: Methode der rollierenden Zeithorizonte nach Psaraftis (aus [Rekersbrink11]) 
Als statische Planung innerhalb der rollierenden Methodik wurde ein von Ropke und Pisinger in 
[Ropke06] vorgeschlagener Algorithmus für das PDPTW gewählt. Dieser ist im Prinzip eine Large 
Neighborhood Search Heuristik, wobei den Routen einer Lösung auf intelligente Weise immer wieder 
Aufträge entnommen und in andere Routen eingearbeitet werden, um in einem großen Suchraum 
ähnliche sinnvolle Lösungen zu überprüfen. Ob in der durch den Austausch vorgegebenen Richtung 
weitergesucht oder eine andere Richtung eingeschlagen wird, entscheidet schließlich ein dem 
Simulated Annealing entlehntes Abkühlkriterium. Der nachprogrammierte Algorithmus, im folgenden 
Ropke ori. genannt, wurde anhand der Instanzen von Li und Lim [Li11] überprüft.  
Um eine Vergleichbarkeit der beiden Algorithmen herzustellen, musste der statische RP-Algorithmus 
in zwei Punkten angepasst werden. Zum einen ist es in der Originalversion dieses Algorithmus den 
Fahrzeugen erlaubt, zu früh an einem Standort anzukommen und dann auf einen Auftrag zu warten. 
Da innerhalb der aktuellen Version des DLRP die Fahrzeuge nicht an den Knoten auf die Ankunft von 
Stückgütern warten, wurde dies auch im Ropke-Algorithmus unterbunden. Weiterhin kann im DLRP 
ein Stückgutauftrag auch verspätet abgegeben werden. Um dies auch innerhalb des Ropke-
Algorithmus zu erlauben, wurden die Zeitfensterrestriktionen entsprechend aufgeweicht, wobei ein 
Strafbetrag für eine Verspätung für die weitgehende Einhaltung der Zeitfenster sorgt. Der in diesen 
Punkten geänderte Ropke-Algorithmus wird im Folgenden Ropke mod. (=modifiziert) genannt. (aus 
[Rekersbrink11]) 
DLRPt-Implementierung 
Diese DLRPt-Implementierung, die Parametereinstellungen und die entsprechenden Simulationen 
wurden von Bernd-Ludwig Wenning durchgeführt. Die Beschreibung der Implementierung wird da-
her nicht bis ins Detail durchgeführt. 
Die Implementierung folgt weitgehend der in Unterkapitel 3.2 „Struktur des DLRPt“ angegebenen 
Struktur. Da diese Evaluation jedoch anhand des einfachen PDP durchgeführt wird, werden etliche 
Strukturen nicht benötigt und die Mechanismen entsprechend vereinfacht. Dies wird im Folgenden 









F Anteil des letzten Planungshorizontes, 
welcher als fest verplant betrachtet wird
I Planungsintervall
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Ziele 
Es werden nur die angegebenen minimalen Ziele implementiert: Minimierung der individuell zurück-
gelegten Strecke für Stückgüter und Maximierung der Auslastung für Fahrzeuge. Damit wird die Ge-
samtstrecke aller Fahrzeuge minimiert, was dem Optimierungsziel des PDP entspricht. 
Attribute 
Aufgrund der einfachen Definition des PDP werden einige Attribute nicht benötigt. Stückgüter haben 
nur eine Größe (Size) und kein Gewicht, daher werden die Attribute Weight und 
WeightCapacity nicht benötigt. Die Stückgüter sind einförmig, daher werden SpecialNeeds 
und SpecialFunctions nicht verwendet, ebenso wie Priority. 
Verhalten 
Die Fahrzeuge werden nach dem Abladen direkt wieder beladen. D. h., sie können nicht an einem 
Knoten warten. Der Zustand „Waiting at Lot“ entfällt damit. 
Entscheidungsansatz 
Die Entscheidungsmechanismen sind ähnlich denen aus Abschnitt 3.3.1 „Ein einfacher Entschei-
dungsansatz“ und werden im Folgenden skizziert. Die Routenentscheidung der Stückgüter basiert auf 
der Strecke und der geschätzten Ankunftszeit. Für die Entscheidung wird die in Abschnitt 3.3.2 
„Weitere Ansätze“ angegebene MCCD-Funktion genutzt. Für das Kriterium Strecke wird dabei eine 
lineare Skalierungsfunktion benutzt. Die geschätzte Ankunftszeit wird mit einer Fallunterscheidung 
als Skalierungsfunktion eingesetzt. Ist die Ankunftszeit innerhalb des Lieferzeitfensters, beträgt der 
skalierte Kriteriumswert 1, sonst wird ein sehr kleiner Wert festgelegt. Die Gewichtung beider Krite-
rien ist 1. Die Dringlichkeit wurde für diese Implementierung geringfügig anders definiert und ge-
handhabt. Zum einen wurde die Dringlichkeit sowohl an Abhol- als auch an das Lieferzeitfenster ge-
bunden, wobei immer der höhere Wert als Dringlichkeit festgelegt wird. Zum anderen ist die Dring-
lichkeit gleich 0, wenn der Zeitpuffer bis zum Zeitfenster noch groß ist. Ansonsten wird die Dringlich-
keit über eine e-Funktion bestimmt, wobei ein Minimum von 1 erzeugt wird: 𝐷𝑟𝑖𝑛𝑔𝑙𝑖𝑐ℎ𝑘𝑒𝑖𝑡 =
𝑚𝑎𝑥(1;   exp (−𝑍𝑒𝑖𝑡𝑝𝑢𝑓𝑓𝑒𝑟/𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟)). Von den Stückgütern wird nur eine Route angemeldet. 
Für Fahrzeuge geben die Netzknoten per Route Reply eine für das Fahrzeug geschätzte mittlere Rou-
tenauslastung an, welche auf einem ähnlichen Wert für EstAmountPcks basiert. Als weiterer Wert 
wird für die Route eine Gesamtdringlichkeit zurückgegeben, welche zwischen 0 und ∞ liegen kann. 
Der Wert 0 gibt dabei keine Dringlichkeit an. Entschieden wird von Fahrzeugen auf Basis der Dring-
lichkeit und bei gleicher Dringlichkeit nach der Routenauslastung. Dabei ist anzumerken, dass im 
Normalfall alle Routen die Dringlichkeit 0 haben. Ein RouteRatingThreshold wird nicht ver-
wendet. 
Zur Ladeentscheidung werden nur Stückgüter ausgewählt, welche den nächsten Knoten der Fahr-
zeugroute in einer Route angemeldet haben. Für die anschließende Bewertung und damit die Bildung 
einer Rangfolge wird für jedes Stückgut eine „latest leave time“ geschätzt, welche die bei ihrer an-
gemeldeten Route angegebene Fahrzeit und das Lieferfenster oder das Abholfenster als Grundlage 
hat. Stückgüter mit einer kleinen „latest leave time“ werden zuerst aufgeladen. 
Ergebnisse 
Ausgelieferte Stückgüter 
Da ein fortlaufendes System evaluiert werden soll, wurden für die Berechnung der Ergebniswerte die 
Szenarioinstanzen nicht bis zum endgültigen Ausliefern aller Stückgüter betrachtet, sondern mit dem 
Start des letzten Abholzeitfensters abgebrochen. Die bis hierhin ausgelieferten Stückgüter können 
daher als Indikator für die Leistung der Verfahren herangezogen werden. Abbildung 35 zeigt, dass 
das DLRPt in fast allen Bereichen dem Vergleichsalgorithmus überlegen ist. 
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Abbildung 35: Gegenüberstellung der ausgelieferten Stückgüter in den PDP-Szenarios 
Strecke pro Stückgut 
Die Algorithmen versuchen jedoch, wie beim VRP auch, die Gesamtstrecke zu minimieren. Da die 
Szenarios jedoch eine fortlaufende Situation darstellen und die Verfahren unterschiedlich viele 
Stückgüter abgeliefert haben, ist ein Vergleich der Gesamtstrecke allein nicht sinnvoll. Daher wurde 
die Gesamtstrecke durch die Anzahl der ausgelieferten Stückgüter geteilt und so die gefahrene Stre-
cke pro Stückgut als Hauptevaluationsgröße bestimmt. Die Ergebnisse sind in der folgenden Abbil-
dung 36 dargestellt. Aus Sicht dieser Größe ist das DLRPt bei engeren Zeitfenstern dem modifizierten 
Ropke-Algorithmus überlegen, bei weiteren Zeitfenstern ist dies umgekehrt. Dabei ist zu erwähnen, 
dass Ropke mod. einen vermeintlichen Vorteil gegenüber dem DLRPt hat. Er ist so angelegt, dass 
nicht alle Fahrzeuge benutzt werden müssen. Dies ist tatsächlich auch in allen Szenarios der Fall13. 
Die gefahrene Strecke ist daher bei Ropke mod. in der Regel wesentlich geringer, die Anzahl ausgelie-
ferter Stückgüter allerdings auch. Aus dieser Sicht wird die Notwendigkeit aber auch die Problematik 
der gewählten Hauptevaluationsgröße Strecke pro Stückgut deutlich. 
                                                          
13 Daher wurden die Versuche teilweise mit weniger Fahrzeugen wiederholt. Dies führte jedoch dazu, dass der 
Ropke-Algorithmus wiederum Fahrzeuge wegließ. Die Verhältnisse zwischen DLRPt und Ropke mod. in den 
Ergebnissen änderte dies jedoch nicht. Daher wurde die Fahrzeuganzahl von zwölf beibehalten. 
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Abbildung 36: Ergebnisse der Hauptevaluationsgröße der PDP-Evaluation 
 
Abschätzung der Signifikanz 
Analog zum letzten Abschnitt wurde für die Hauptevaluationsergebnisse der PDP-Evaluation eine 
statistische Abschätzung der Signifikanz durchgeführt. Hierzu wurden auch alle PDP-Stichproben dem 
Kolmogorow-Smirnow-Test unterzogen. Es zeigte sich, dass für alle der 24 Stichproben14 der 
Kolmogorow-Smirnow-Test bei einem üblichen Signifikanzniveau von 5 % die Normalverteilungshy-
pothese annimmt. Daher kann davon ausgegangen werden, dass die Grundgesamtheiten sämtlicher 
Stichproben normalverteilt sind. Damit sind alle oben genannten Voraussetzungen für die Anwen-
dung des t-Tests erfüllt. 
Damit lässt sich der t-Test anwenden. Die beobachteten Signifikanzwerte sind in Abbildung 37 und 
Tabelle 19 dargestellt. Für enge Zeitfenster zeigen die Werte ein mindestens signifikantes Ergebnis 
für die Hypothese, dass DLRPt besser als Ropke mod. ist. 
                                                          
14 Diese bestehen aus den jeweils 10 Simulationsläufen von DLRPt und Ropke mod. für die 12 Szenarios. 
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Abbildung 37: Signifikanzabschätzung der Ergebnisse für die Strecke pro Stückgut, links: Mittelwerte für die Strecke pro Stückgut, rechts: beobachtete Signifikanz für die Annahme der Alternativhypothese 𝐻1:𝜇𝑅𝑃 𝑚𝑜𝑑. > 𝜇𝐷𝐿𝑅𝑃  
 
Tabelle 19: Auflistung der p-Werte für die Annahme der Alternativhypothese 𝐻1:𝜇𝑅𝑃 𝑚𝑜𝑑. > 𝜇𝐷𝐿𝑅𝑃(a) und deren sprachliche Aufschlüsselung (b) 
Weitere Ergebnisse 
Wie bei der VRP-Evaluation ist es auch hier informativ, die Werte der Teilziele des DLRPt genauer zu 
betrachten. Nachfolgend sind daher in der Abbildung 38 die mittlere Stückgutstrecke und in Abbil-
dung 39 die mittleren Fahrzeugauslastungen dargestellt. Wie auch bei der VRP-Evaluation ist zu er-
kennen, dass das DLRPt die Stückgutstrecke minimiert und daher hier überall deutlich geringere Wer-
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Abbildung 38: Ergebnisse der PDP-Evaluation für das Teilziel Stückgutstrecke 
 
Abbildung 39: Ergebnisse der PDP-Evaluation für das Teilziel Auslastung 
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Die Interpretation der Auslastung ist wiederum komplex. Zum einen liegt die Auslastung grundsätz-
lich deutlich niedriger, als in der VRP-Evaluation. Dies ist der dynamischen Situation geschuldet, in 
welcher die Auslastung natürlicherweise an der Einlastung in das System, also an λ hängt. Auch hier 
gelten die Überlegungen zu Gleichung 5, S. 48. Eine hohe Auslastung würde bei gleicher niedriger 
Stückgutstrecke zu einer geringeren Gesamtstrecke führen. Andererseits ist die Situation hier die 
Folgende: Das DLRPt liefert mehr Stückgüter aus, dessen Wege geringer sind, und hat dabei eine 
geringere Auslastung der Fahrzeuge. Daher sollte die geringere Auslastung hier nicht negativ bewer-
tet werden. 
Zusammenfassung 
Die letzten Überlegungen bilden eine gute Überleitung zu der Zusammenfassung der Evaluation. Die 
Hauptevaluationsgröße zeigt ein vergleichbares, teilweise besseres, teilweise schlechteres Verhalten 
des DLRPt gegenüber dem Ropke-Algorithmus. Die anderen gezeigten Werte deuten klar, je nach 
Blickwinkel, auf eine bessere Leistung hin. Das Ziel der Evaluation, eine Vergleichbarkeit des DLRP-
Konzeptes mit klassischen, etablierten Verfahren nachzuweisen (siehe Unterkapitel 1.4 „Aufgaben-
stellung und Aufbau der Arbeit“), ist damit erreicht. Die Überlegungen zu dem auch hier gewählten 
„Kompromissszenario“ gelten analog zur Zusammenfassung der VRP-Evaluationsstudie im letzten 
Abschnitt und werden in Unterkapitel 3.6 „Potenziale und Grenzen“ weitergeführt. 
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3.6. Weitergehende Untersuchungen und Erweiterungen des DLRPt 
Die in dieser Arbeit beschriebene grundlegende Konzeption des DLRPt wurde bereits durch einige 
praxisrelevante Elemente erweitert und diese erweiterten DLRPt-Implementierungen ebenfalls un-
tersucht. Diese Erweiterungen und Untersuchungen wurden ebenfalls im Teilprojekt B1 des SFB ent-
wickelt bzw. durchgeführt. Um die Vision des und die Arbeitsrichtung am DLRP darzustellen, sollen 
diese Erweiterungen hier kurz skizziert werden. 
3.6.1. Beispielhafte Untersuchung eines erweiterten DLRPt 
In seiner Dissertation [Wenning10a] untersucht Bernd-Ludwig Wenning eine erweiterte Version des 
DLRPt. Die in der vorliegenden Arbeit vorgestellten Implementierungen für die Evaluation des DLRPt 
sind aufgrund der Notwendigkeit des Vergleiches mit anderen Verfahren stark eingeschränkt. Bernd-
Ludwig Wenning stellt dagegen eine Version des DLRPt vor, welche nicht nur auf die Größen Fahr-
zeugauslastung und Stückgutstrecke abzielt, sondern mittels der in Abschnitt 3.3.2 „Weitere Ansätze“ 
vorgestellten MCCD-Funktion mehrere Ziele betrachtet (siehe [Wenning10a] S. 77 ff). Diese sind für 
Fahrzeuge: monetary revenue (dieser entsteht durch den Transport von Stückgütern), ecological im-
pact (der abgeschätzte CO2-Ausstoß pro tkm), risk of revenue loss (wenn sich z. B. Stückgüter 
umentscheiden, kann der ursprünglich abgeschätzte Gewinn einer Route kleiner werden) und risk of 
emission goal underachievement (auch der abgeschätzte CO2-Ausstoß pro tkm kann beispielsweise 
durch Umentscheidungen der Stückgüter verändert werden). Für Stückgüter sind die Teilziele: route 
costs (Transportkosten für die Fahrzeuge), risk of damage (z. B. durch Umladevorgänge können 
Stückgüter beschädigt werden) und risk of delay (Verspätungsrisiko). Die Auswertungen der Simula-
tionsstudie zeigen, dass es mit dem DLRPt und der entsprechenden multikriteriellen Entscheidungs-
funktion möglich ist, alle Teilziele zu beachten und durch entsprechende Parametereinstellungen 
verschiedene Teilziele gegenüber anderen zu bevorzugen. Hierin zeigt sich die Vielseitigkeit des 
DLRP-Konzeptes. 
3.6.2. Erhöhung der Skalierbarkeit des DLRPt 
Die im Folgenden beschriebenen Entwicklungen und Untersuchungen zur Skalierbarkeit des DLRP 
wurden hauptsächlich von Bernd-Ludwig Wenning und Gulshanara Singh durchgeführt und teilweise 
bereits vorgestellt ([Wenning09a], [Wenning10a], [Singh11], [Wenning11b], [Wenning11a]). 
Eine Schwäche des DLRPt-Konzeptes liegt in der Flutung des Netzes mit Route Requests. Diese 
Schwäche und erste Lösungen wurden bereits an verschiedenen Stellen angesprochen. Im Projekt 
wurden mehrere Mechanismen in das DLRPt implementiert, welche die Flutung durch Route 
Requests erfolgreich eindämmen. Die Mechanismen sind im Einzelnen: 
• Beschränkung der Suchtiefe: Analog zu Time-to-live-Zählern aus Kommunikationsnetz-
protokollen wird bei jeder Weiterleitung eine Zählervariable im Route Request dekre-
mentiert. Sobald dieser den Wert 0 erreicht hat, wird der Route Request nicht mehr wei-
tergeleitet. Während bei kleinen Topologien eine feste Suchtiefe ausreichend ist, liefert 
eine adaptive Veränderung der Suchtiefe bei größeren Topologien bessere Resultate. 
• Zwischenbewertung von Teilrouten: Knoten, die ein Route Request erhalten, bewerten 
die bisher in diesem Route Request ermittelte Teilroute, bevor sie den Request weiter-
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leiten. Eine Weiterleitung erfolgt nur, wenn diese Teilroute als hinreichend gut bewertet 
wurde. 
• Wissen aus vorherigen Routingvorgängen: Anhand von Historienwissen aus vorherge-
henden Routingvorgängen kann abgeschätzt werden, in welcher Richtung es sinnvoll ist, 
weiter nach Routen zu suchen. Dadurch wird aus dem „Broadcast“ der Requests an alle 
Nachbarknoten ein „Multicast“ an einige, geeignete Nachbarknoten, oder aber der Re-
quest wird gar nicht weitergeleitet, da aus dem Historienwissen bekannt ist, dass der 
Zielknoten zu weit entfernt ist. 
• Clusterbildung: Insbesondere Transportgüter können sich bei ausreichender Überein-
stimmung ihrer Ziele (beispielsweise Zielort, Lieferzeit) zu Gruppen, sogenannten Clus-
tern, zusammenschließen. In einem solchen Fall kann dann ein Transportgut für den ge-
samten Cluster die Routenfindung übernehmen, sodass insgesamt weniger Routingvor-
gänge initiiert werden. 
• Regionale Partitionierung des Transportnetzes: Durch die Definition von Regionen inner-
halb des Transportnetzes und Übergabepunkten zwischen diesen Regionen werden feste 
Zwischenpunkte für regionsübergreifende Routen eingefügt. Dadurch werden einerseits 
die Routingvorgänge erheblich „kürzer“, da jeweils nur bis zum nächsten Übergabepunkt 
geroutet werden muss, andererseits fallen mögliche Routen weg, sodass gegebenenfalls 
Umwege in Kauf genommen werden müssen. 
Die dargestellten Mechanismen werden teilweise gleichzeitig eingesetzt und führen zu einer signifi-
kanten Reduktion des Kommunikationsvolumens. Damit kann das DLRPt auch für größere Szenarios 
eingesetzt werden. Die Untersuchungen sind Gegenstand aktueller Forschung. 
3.6.3. Erweiterung des DLRPt für die Selbststeuerung konkurrierender 
Unternehmen 
Die im Folgenden beschriebenen Entwicklungen und Untersuchungen wurden hauptsächlich von 
Christian Zabel mit Unterstützung des Autors durchgeführt und wurden teilweise bereits in [Scholz-
Reiter10c] veröffentlicht. 
In der in dieser Arbeit vorgestellten Version des DLRPt ist eine Grundvoraussetzung, dass alle Infor-
mationen für alle Teilnehmer bekannt und zugänglich sein müssen. Die Gesamtvision des DLRPt ist 
dagegen die Selbststeuerung nicht nur der Flotte eines einzelnen Unternehmens, sondern die Selbst-
steuerung von weiten Teilen des Güterverkehrs durch das Distributed Logistics Routing Protocol. In 
diesem erweiterten Szenario ist nicht zu erwarten, dass alle beteiligten Unternehmen sich so weit 
vertrauen, dass sie alle Daten austauschen und uneingeschränkt zusammenarbeiten wollen. Daher 
müssen zur Anwendung des DLRPt in diesem weitreichenden Szenario Mechanismen integriert wer-
den, welche den beschränkten Informationsaustausch und den Grad der Kooperation zwischen den 
Unternehmen abbilden können. Die klassischen Algorithmen zu den bekannten Problemstellungen, 
wie VRP und PDP, beschränken sich in der Regel auf die bisher dargestellte Situation der Planung 
eines einzelnen Unternehmens. Die Erweiterung des DLRPt für konkurrierende Unternehmen würde 
den Bereich der Einsetzbarkeit daher deutlich erweitern. 
Die Erweiterung besteht im Wesentlichen in einer Klassifizierung der Transportaufträge und damit 
auch der Routenanfragen. Es können Aufträge zu einem einzelnen oder mehreren Unternehmen 
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zugeordnet werden. Die entsprechenden Routingvorgänge und Anmeldedaten der Stückgüter und 
Fahrzeuge werden entsprechend der Klassifizierungen nur den beteiligten Objekten zugänglich ge-
macht. Ein Fahrzeug entscheidet daher beispielsweise nur aufgrund der Daten von Aufträgen für das 
eigene Unternehmen und von Aufträgen, welche mit anderen Unternehmen ausgetauscht werden 
können. Auf der anderen Seite können Aufträge nur ein einziges Unternehmen berücksichtigen. 
Durch diese hier grob skizzierten Mechanismen ist das DLRPt in der Lage, verschiedenste Informati-
onsaustausch- und Konkurrenzsituationen zu handhaben. Im Gegensatz zu den bisherigen Systemen, 
welche nur eine Planung/Steuerung einer einzelnen Flotte erlauben, kann das erweiterte DLRPt Vor-
teile aus einer Kooperation von Unternehmen für das Gesamtsystem ausschöpfen. 
3.6.4. Einführung von Ladungsträgern in das DLRPt 
Die im Folgenden beschriebenen Entwicklungen und Untersuchungen wurden hauptsächlich von 
Christian Zabel mit Unterstützung des Autors durchgeführt und wurden teilweise bereits in [Scholz-
Reiter11f] veröffentlicht. 
Zusätzlich zu den im letzten Abschnitt beschriebenen Erweiterungen wird das DLRPt-Konzept mit 
zusätzlichen logistischen Objekten erweitert. Hierbei stehen Ladungsträger im Vordergrund, welche 
für die Praxis eine hohe Relevanz haben. Die Schwierigkeit bei der Einbettung von Ladungsträgern in 
das DLRPt liegt in den verschiedenen Rollen der Ladungsträger. Während Fahrzeuge und Stückgüter 
jeweils nur eine Rolle einnehmen, nämlich zu transportieren oder transportiert zu werden, können 
Ladungsträger Stückgüter transportieren und selbst transportiert werden. Für verschiedene Objekte 
müssen vom Ladungsträger daher verschiedene Funktionalitäten und Konstellationen angeboten 
werden können. Weiterhin haben Ladungsträger keine eigenen Ziele im klassischen Sinn, sondern 
übernehmen je nach derzeitiger Rolle Ziele anderer Objekte. Hinzu kommt, z. B. im Falle von Contai-
nern als Ladungsträger, ein Leergutmanagement. Das DLRPt und damit die einzelnen Container selbst 
sollen Engpässe ausgleichen und zu große Kumulationen auflösen. Dazu gehören wiederum eine an-
dere Rolle und andere Ziele. Die Erweiterung des DLRPt-Konzeptes um Ladungsträger wurde bereits 
durchgeführt ([Scholz-Reiter11f]), die Einarbeitung eines Leergutmanagements ist Gegenstand aktu-
eller Arbeiten. 
3.6.5. Verhalten bei Kommunikationsausfällen 
Zur Untersuchung der Robustheit des DLRPt wurde von Christian Zabel mit Unterstützung des Autors 
eine Studie durchgeführt, welche den Ausfall von Kommunikationsverbindungen und damit Verlust 
von Route Request oder Route Reply Nachrichten betrachtet. Die Ergebnisse wurden in [Scholz-
Reiter11e] veröffentlicht. Zur Simulation des Ausfalls von Kommunikationsverbindungen wurden die 
Route Request oder die Route Reply Nachrichten in verschieden großen Szenarios zufällig blockiert. 
Die Simulationsergebnisse zeigen u. a., dass bei einer zufälligen Blockade der Route Requests die 
logistische Zielerreichung bis zu einem Blockierungsgrad von durchschnittlich 50 % in geringem Maße 
negativ beeinflusst wird. Bei höheren Blockierungsgraden dagegen verschlechtert sie sich signifikant. 
Die Informationsbeschränkungen wirken sich dann so stark aus, dass nur noch in wenigen Fällen 
Transportgüter erfolgreich ausgeliefert werden können. Bei einer Blockade der Route Replies dage-
gen ergeben sich mit einer Erhöhung des Blockierungsgrads moderatere Auswirkungen auf die logis-
tische Zielerreichung als bei einer Blockade der Route Requests. Ab ca. 50 % kommt es zu geringen 
Ausfällen der Auslieferung von Transportgütern, erst bei sehr hohen Blockierungsgraden um ca. 80 % 
ergeben sich größere Ausfälle. Diese Resultate zeigen die hohe Robustheit des DLRPt gegenüber 
technisch bedingten Ausfällen von Nachrichten. 
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3.7. Zusammenfassung 
Wie bereits in Unterkapitel 3.1 „Problemstellung Transportlogistik“ deutlich wurde, verfügt das 
DLRPt aufgrund seiner Objektorientierung und aufgrund der umgesetzten Grundprinzipien des DLRP 
(S. 18 ff.) über die Fähigkeit, weitaus komplexere Problemstellungen und Szenarios zu lösen, als dies 
bei den etablierten Verfahren möglich ist. Es ist in der Lage, nahezu alle Erweiterungen gleichzeitig 
handhaben zu können, welche klassische Szenarios und Heuristiken einzeln aufnehmen. Dies betrifft 
beispielsweise Zeitfenster, inhomogene Stückgüter und Fahrzeuge oder Prioritäten (siehe S. 46). Zu-
sätzlich zu den Erweiterungen ist einer der größten Vorteile des DLRPt seine Objektorientierung, 
wodurch jedem einzelnen Objekt andere Entscheidungsfunktionen gegeben werden können. Es ist 
dadurch möglich, beispielsweise einzelne Stückgüter möglichst schnell durch das Netz zu transportie-
ren, während eine andere Klasse von Stückgütern möglichst kostengünstig oder umweltverträglich 
transportiert werden soll. Auch ein unterschiedliches Fahrzeugverhalten ist problemlos 
implementierbar. Es kann beispielsweise Fahrzeuge geben, welche als Pendelverkehr auf einer einzi-
gen Strecke verkehren, während andere Fahrzeuge nur einen bestimmten Bereich bedienen. Auch 
können wieder andere Fahrzeuge weniger Wert auf die eigene Auslastung legen, dafür aber mög-
lichst dringende Stückgüter von Stammkunden transportieren. Die Variationsmöglichkeiten sind 
enorm groß und zeigen in diesen Beispielen die große Realitätsnähe des DLRPt. 
Aus dieser Sicht heraus wird klar, dass die Szenarios, mit welchen die Evaluationsstudien unternom-
men wurden, das Potenzial des DLRPt bei Weitem nicht ausschöpfen. Dies wird insbesondere in der 
Gegenüberstellung der verschiedenen Szenarios und der Definition der adaptierten Szenarios deut-
lich (siehe Tabelle 15 und Tabelle 18 auf S. 69 bzw. 82). Die adaptierten Szenarios sind gegenüber 
dem DLRPt-Szenario sehr eingeschränkt. 
Hinzu kommt, dass die Entscheidungsmechanismen für die Evaluationen sehr einfach sind. Das DLRPt 
hat in diesem Bereich ein großes Potenzial und es sollte mit komplexen und gut eingestellten Ent-
scheidungsmechanismen problemlos möglich sein, die benutzten und auch andere etablierte Verfah-
ren im Bereich der Transportlogistik zu übertreffen. Schon allein die verbesserte Nutzung der durch 
die Anmeldung der Routen vorliegenden Informationen sollte deutliche Verbesserungen bringen. Die 
Mechanismen hierfür könnten beispielsweise aus der Statistik (Vorhersagetechniken) oder auch aus 
dem Bereich der Künstlichen Intelligenz (Data Mining o. ä.) stammen. 
Auch die in Unterkapitel 3.6 „Weitergehende Untersuchungen und Erweiterungen des DLRPt“ aufge-
zeigten Punkte verdeutlichen, dass das DLRPt in der in dieser Arbeit angegebenen Formulierung noch 
nicht an den Grenzen dessen ist, was es an Komplexität der Aufgabenstellung bewältigen könnte. Die 
angesprochenen Erweiterungen zum Einsatz in großen Netzen, zur gleichzeitigen Handhabung kon-
kurrierender Unternehmen mit teilweiser kollaborativer Tourenplanung und zur Integration von La-
dungsträgern mit einem Leergutmanagement zielen alle auf die Erhöhung der Problemkomplexität 
ab, welche mit dem DLRPt ganzheitlich gelöst werden kann. 
Die Evaluationsstudien zeigen beide, dass das DLRPt den etablierten Verfahren in den Szenarios 
ebenbürtig ist, jedoch ist es in der Lage wesentlich komplexere und vor allem dynamische, sehr reali-
tätsnahe Problemstellungen zu lösen. Ganz im Sinne von Maciejewski und Nagel [Maciejewski11] ist 
es dazu für den Anwender letztlich einfach zu handhaben, da nur jeweils für das einzelne Objekt intu-
itive Einstellungen gemacht werden müssen. Die Komplexität des Gesamtproblems, wie sie in den 
etablierten Heuristiken zum Ausdruck kommt, wird durch das DLRPt auf viele Elemente herunter 
gebrochen. 
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4. Ein Selbststeuerungskonzept für die Fertigungslogistik (DLRPp) 
Ähnlich wie im vorherigen wird in diesem Kapitel eine Spezialisierung des DLRP vorgestellt. Diese ist 
für den Anwendungsfall der Fertigungslogistik und wird daher DLRPp (engl. production = Fertigung) 
genannt. Zunächst wird hierzu eine allgemeine Problemstellung für die Fertigungslogistik entworfen, 
für welche das DLRPp anwendbar ist (Unterkapitel 4.1 „Problemstellung Fertigungslogistik“). Die 
formale Struktur des DLRPp wird im Unterkapitel 4.2 „Struktur des DLRPp“ beschrieben, während 
mögliche Entscheidungsmechanismen im folgenden Unterkapitel 4.3 „Entscheidungsmechanismen“ 
besprochen werden. Die Beschreibung der Evaluation des DLRPp bildet im Unterkapitel 4.4 
„Evaluation anhand adaptierter dynamischer Flexible Flowshop Problem“ den Kern dieses Kapitels. 
Diese Evaluation wird im Unterkapitel 4.5 „Beispielhafte Untersuchung eines erweiterten DLRPp“  
durch eine Betrachtung der weitergehenden Möglichkeiten des DLRPp abgerundet. Abschließend 
werden die Grenzen und auch die Potenziale des DLRPp diskutiert (Unterkapitel 4.6 
„Zusammenfassung“). 
4.1. Problemstellung Fertigungslogistik 
Zur Anwendung des Grundkonzepts des DLRP in der Fertigungslogistik sind auch hier zunächst eine 
Auswahl und eine Beschreibung der mit dem Konzept zu lösenden Aufgabe notwendig. Im Operati-
ons Research existiert für den Bereich der Fertigungslogistik eine unüberschaubare Anzahl von Prob-
lemformulierungen. Beispielsweise hat Allahverdi die große Fleißarbeit geleistet, Scheduling Prob-
lemstellungen mit Rüstzeiten aus 300 Quellen auf 73 Seiten zu strukturieren und zusammenzufassen 
(„A Survey of Scheduling Problems with Setup Times or Costs“, [Allahverdi08]). Dennoch sind die 
klassischen Szenarios aus diesem Bereich für die Möglichkeiten des DLRP recht eingeschränkt. Als 
Basis für eine Spezialisierung des DLRP-Konzeptes würden die Szenarios des Operations Research, 
ähnlich wie im Transportbereich, zu einer sehr eingeschränkten Version führen. Daher wird zunächst 
ein kurzer Überblick über die für die DLRP-Spezialisierung relevanten Szenarios gegeben, um dann 
auf dieser Basis eine erweiterte Aufgabenstellung zur Spezialisierung des DLRP anzugeben. 
Für die Anwendbarkeit des DLRP in solchen Problemstellungen ist eine Eigenschaft zwingend not-
wendig: Die logistischen Objekte müssen Wahlmöglichkeiten haben, sonst macht es keinen Sinn, 
logistische Objekte intelligent zu gestalten. Als logistische Objekte kommen in einer Fertigungsumge-
bung Aufträge und Maschinen infrage. Damit Aufträge eine Wahlmöglichkeit in ihrer Route haben, 
sind parallele Maschinen, welche die gleichen Arbeitsschritte ausführen können, oder eine variable 
Maschinenreihenfolge (Arbeitsgangfolge) erforderlich. Dies allein würde für die Anwendung des DLRP 
schon ausreichen, reduziert es jedoch auf die reine Routenfindung eines einzigen Objekttyps. Haben 
zusätzlich die Maschinen eine Wahlmöglichkeit, z. B. bezüglich der Abarbeitungsreihenfolge im Puf-
fer, so ergibt sich ein klassisches, mit dem DLRP gut handhabbares System konkurrierender Ziele15. 
Im Folgenden werden daher hauptsächlich Fertigungsszenarios mit parallelen Maschinen oder einer 
variablen Maschinenreihenfolge und reihenfolgeabhängigen Rüstzeiten betrachtet. 
Eine grundlegende Einteilung der Problemstellungen kann über die Systemarchitektur erfolgen (siehe 
z. B. [Domschke97] oder [Pinedo08]): 
• Flexible Flowshop: Alle Aufträge und Auftragstypen haben die gleiche Arbeitsgangfolge, 
wobei pro Arbeitsgang identische, parallele Maschinen vorhanden sind. Dies ist das 
                                                          
15 In diesem Fall Durchlaufzeitminimierung und Auslastungsmaximierung und damit das sog. Dilemma der Ab-
laufplanung, siehe S. 24. 
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meistgenutzte Szenario, da es eine Fließfertigung abbildet, welche in der Praxis am häu-
figsten vorkommt. 
• Flexible Jobshop: Die Aufträge und Auftragstypen haben unterschiedliche Arbeitsgang-
folgen, wobei auch hier pro Arbeitsgang identische, parallele Maschinen vorhanden sind. 
Dieses Szenario entspricht eher einer Werkstattfertigung. 
• Open Shop: Für Aufträge und Auftragstypen sind keine Arbeitsgangfolgen, sondern An-
zahl und Art von Arbeitsgängen festgelegt, wobei die Reihenfolge der Arbeitsgänge be-
liebig ist. 
Alle drei Formulierungen werden als kombinatorische Optimierungsprobleme aufgestellt, was u. a. 
bedeutet, dass alle Aufträge a priori bekannt sind. Zusätzlich zu diesen Typen können eine Vielzahl 
von Erweiterungen oder Veränderungen der Systeme vorliegen. Wichtige Punkte sind beispielsweise: 
parallele Maschinen (keine, identische, unterschiedliche), Auftragseinlastung (statisch, dynamisch), 
Rüstzeiten (fest, reihenfolgeabhängig), Maschinenausfälle (mit, ohne), Zielfunktion (einfach, 
multikriteriell) oder Auftragsgruppen (siehe z. B. [Domschke97], [Allahverdi08], [Pinedo08], [Sun11]). 
Ähnlich, wie dies schon im Transportbereich beschrieben wurde, werden jedoch oft nur ein oder zwei 
solcher Erweiterungen gleichzeitig betrachtet. Dies liegt darin begründet, dass es in der Regel sehr 
aufwendig ist, für die Lösungsheuristiken der Schedulingaufgaben entsprechende Erweiterungen 
vorzusehen. Schon die einfachen Problemstellungen ohne Erweiterungen sind NP-schwer (siehe z. B. 
[Garey76], [Lenstra77]).Tendenziell werden in neuerer Zeit zwar immer mehr Erweiterungen gleich-
zeitig betrachtet, die Forschung in diesem Bereich ist jedoch von einer allgemeinen Lösung noch weit 
entfernt. 
Meist sind die einzelnen vorgestellten Problemstellungen und dazugehörigen Algorithmen jeweils in 
Einzelheiten unterschiedlich und damit letztlich nicht vergleichbar. Einige Beispiele für Arbeiten in 
diesem Bereich verdeutlichen dies: „Hybrid flow shop scheduling with precedence constraints and 
time lags to minimize maximum lateness“ [Botta-Genoulaz00], „Scheduling a two-stage no-wait hy-
brid flowshop with separated setup and removal times“ [Chang04], „Integrating simulation and op-
timization to schedule a hybrid flow shop with maintenance constraints“ [Allaoui04], „Simulated 
annealing heuristic for flow shop scheduling problems with unrelated parallel machines“ [Low05], 
“Bi-objective group scheduling in hybrid flexible flowshop: a multi-phase approach” [Karimi10], “New 
multi-objective method to solve reentrant hybrid flow shop scheduling problem” [Dugardin10]. Aus 
diesem Grund haben sich allgemein verwendete Testinstanzen, wie sie im Transportbereich üblich 
sind, im Bereich des Jobshop Scheduling nicht entwickelt. 
Auch hier betrachtet die überwiegende Anzahl von Autoren statische Problemstellungen und diese 
unter dem Blickwinkel einer Optimierung der Schedules. Die Hauptoptimierungsgröße ist hier der 
sog. Makespan, welcher die Gesamtzeit für die Abarbeitung aller im Vorhinein gegebenen Aufträge 
darstellt. Die Problemstellungen sind in der Regel NP-schwer (siehe z. B. [Garey76], [Lenstra77]) und 
damit ab einer gewissen Problemgröße nicht mehr in annehmbarer Zeit exakt lösbar. In der Regel 
werden die Problemstellungen daher mit Heuristiken oder Metaheuristiken gelöst. Die Erwartung, 
ein optimal aufgestellter Plan würde ohne Störungen und Änderungen im Betrieb durchgeführt, er-
scheint heutzutage realitätsfern. Diese Vereinfachung, welche am Beginn der Forschungen einen 
Zugang zur Lösung der Problemstellungen lieferte, wird heute nach und nach von Forschern wieder 
verworfen und es werden dynamische Erweiterungen betrachtet. Dies ist in der Fertigungslogistik 
sogar tendenziell intensiver als im Transportbereich. Jedoch startet diese Entwicklung auch hier mit 
einfachen Problemstellungen im dynamischen Bereich und beginnt erst langsam damit, mehrere der 
erwähnten Erweiterungen auch für dynamische Problemformulierungen einzubringen.  
4.1 Problemstellung Fertigungslogistik 97 
 
Aus der beschriebenen Situation ergibt sich für eine sinnvolle Spezialisierung des DLRP in diesem 
Bereich die Notwendigkeit, ein allgemeines Szenario für die Fertigung zu entwerfen. Dieses sollte auf 
den im Operations Research Bereich gängigen Problemstellungen aufbauen, jedoch möglichst reali-
tätsnah formuliert werden und damit die Möglichkeiten des DLRP ausschöpfen. Die entworfene 
Problemstellung wird im Folgenden beschrieben. 
Grundlegendes Szenario Fertigungslogistik (DLRPp-Szenario) 
1. Die grundlegende Problemstellung kann einer Flexible Flowshop, Flexible Jobshop oder Open 
Shop Architektur entsprechen. 
2. Aufträge haben entweder eine feste Arbeitsgangfolge mit möglichen parallelen Maschinen 
(z. B. Flexible Flowshop), eine variable Arbeitsgangfolge (z. B. Open Shop) oder beides. 
3. Die Auftragseinlastung kann statisch (alle release dates = 0) oder dynamisch sein. Die Aufträ-
ge müssen nicht a priori bekannt sein. 
4. Es kann verschiedene Auftragstypen geben. 
5. Es kann Fertigstellungstermine für Aufträge geben, welche sich ändern können. 
6. Es können Prioritäten für Aufträge festgelegt sein. (Bevorzugung von Aufträgen hoher Priori-
tät gegenüber Aufträgen niedriger Priorität; a-priori festgelegt, z. B. Stammkundenaufträge) 
7. Es können Dringlichkeiten für Aufträge festgelegt sein. (Bevorzugung von dringenden Aufträ-
gen; variabel, z. B. Eilaufträge oder Abhängig von der Restzeit bis zum Fertigstellungstermin) 
8. Ein Auftrag kann unterbrechbar sein, d. h. ein Auftrag kann auf einer Maschine zunächst 
teilweise bearbeitet werden und erst später, nach einem anderen Auftrag beendet werden. 
9. Es kann Reihenfolgebeziehungen zwischen Aufträgen geben. 
10. Es kann auftragstyp- und maschinenabhängige Bearbeitungszeiten geben, welche sich än-
dern können. 
11. Es kann reihenfolgeabhängige Rüstzeiten geben, welche sich ändern können. 
12. Es kann Maschinenausfälle oder gewollte Maschinenstillstandszeiten geben. 
13. Die Abarbeitungsreihenfolge wird von der Maschine zur Laufzeit entschieden oder sie kann 
festgelegt sein. 
14. Es kann Beschränkungen in den einzelnen Pufferkapazitäten geben. 
15. Das Gesamtziel des Systems und die Ziele der Objekte können frei festgelegt werden und sich 
ändern. 
Die Problemstellung gründet auf den Formulierungen der verschiedenen „*-shop“-Probleme, vereint 
oder verallgemeinert diese jedoch. Die Aufgabe kann statisch oder dynamisch sein, wobei eine we-
sentliche Erweiterung darin besteht, dass die Aufträge nicht a priori bekannt sein müssen (Punkt 3). 
Dies wird im Schedulingbereich erst seit Kurzem untersucht. Da die Schedulingheuristiken in der Re-
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gel als eine Optimierung angelegt sind, ist dieser Punkt z. B. durch eine rollierende Planung zu reali-
sieren. Für das DLRP als Steuerung ist dieser Punkt andererseits problemlos. Die weiteren Punkte 
beziehen sich auf bekannte Erweiterungen, wobei in diesem Szenario einige Parameter auch verän-
derbar sein können (Punkte 5, 10, 11, 15). Die Beschränkung von Pufferkapazitäten (Punkt 14) ist 
eine bisher wenig untersuchte Einschränkung. 
 
Flexible Flowshop Topologie 
In der nachfolgenden Evaluationsstudie wird für die Szenarios eine variable Flexible Flowshop Topo-
logie verwendet, welche in Abbildung 40 skizziert wird. Sie ist nicht Teil des DLRPp-Szenarios. Die 
Maschinen werden in der Topologie in einer Matrixstruktur angeordnet, welche eine Anzahl an Stu-
fen und eine Anzahl an parallelen Maschinen hat. Die Anzahl der parallelen Maschinen ist in jeder 
Stufe gleich und nach einer Bearbeitung kann ein Auftrag zu allen parallelen Maschinen der nachfol-
genden Stufe gelangen. 
 
Abbildung 40: Topologie für verschiedene Flexible Flowshop Szenarios 
verschiedene Anzahl an Stufen
verschiedene 
Anzahl an parallelen 
Maschinen
SenkeQuellePufferMaschine
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4.2. Struktur des DLRPp 
Zu der im letzten Unterkapitel beschriebenen Aufgabenstellung wurde ein DLRPp entwickelt, dessen 
formale Struktur in diesem Unterkapitel beschrieben wird. Durch die Objektorientierung kann das 
Konzept trotz der Fokussierung auf die Aufgabenstellung leicht entsprechend anderer Anforderungen 
erweitert oder eingeschränkt werden. Die gesamte Beschreibung der konkreten Struktur des DLRPp 
baut auf der Beschreibung des allgemeinen Konzeptes (Unterkapitel 2.2 „Struktur des DLRP“) auf und 
setzt diese voraus. Zunächst werden die konkrete Struktur, logistische Objekte und deren Zusam-
menwirken beschrieben (Abschnitt 4.2.1 „Allgemeine Struktur“). Anschließend werden die Attribute 
der Objekte beschrieben, sofern dies über das allgemeine Konzept hinausgeht (Abschnitt 4.2.2 
„Objektattribute“). Im Abschnitt 4.2.3 „Objektverhalten“ wird das Objektverhalten dargestellt und 
schließlich werden die für die Selbststeuerung wichtigen Entscheidungspunkte besprochen (Ab-
schnitt 4.2.4 „Entscheidungspunkte“). 
4.2.1. Allgemeine Struktur 
Im DLRPp existieren zwei verschiedene logistische Objekttypen. Als bewegliches logistisches Objekt 
sind Aufträge (engl. order, ORD) definiert. Die Netzknoten sind im DLRPp die Maschinen (engl. ma-
chines, MCH), die zusätzlich zu den Netzknotenfunktionalitäten auch Funktionalitäten der bewegli-
chen logistischen Objekte übernehmen, da sie zusätzlich Arbeiten verrichten und Entscheidungen 
treffen. Die Maschinen bearbeiten die Aufträge und entscheiden über die lokale Abarbeitungsreihen-
folge. 
Gemäß Grundprinzip 1 des DLRP (S. 18) sollen einzelne logistische Objekte jeweils eigene Ziele ver-
folgen und im Zusammenwirken das oder die Gesamtziele des Systems erreichen. Nach dem be-
schriebenen grundlegenden Szenario Fertigungslogistik können die Ziele der Objekte frei gewählt 
werden. Um jedoch eine Implementierung des DLRPp zu beschreiben, ist die beispielhafte Festlegung 
von Zielen notwendig. Daher werden hier die am häufigsten verwendeten Ziele festgelegt: 
• Auftrag: Minimierung der eigenen Durchlaufzeit 
• Maschine: Maximierung der Auslastung 
Im Gegensatz zur Situation im DLRPt ergibt sich durch die beiden festgelegten Ziele aber kein Ge-
samtziel des Systems, da diese beiden Ziele konkurrierend sind und zum sogenannten Dilemma der 
Ablaufplanung führen (siehe S. 18). Trotzdem führt eine solche Zielwahl in der Regel zu einer Mini-
mierung des Makespan und damit zu einer Minimierung einer im Operations Research üblichen Op-
timierungsgröße. 
Die Routenentscheidung der Aufträge wird damit hauptsächlich aufgrund der im Routingprozess 
ermittelten Zeiten getroffen. Die Maschinen treffen dagegen keine Routenentscheidungen, sondern 
entscheiden aufgrund der aktuell im Puffer vorhandenen und der angemeldeten Aufträge die Abar-
beitungsreihenfolge möglichst so, dass die Rüstzeiten minimiert werden. 
  
100 4 Ein Selbststeuerungskonzept für die Fertigungslogistik (DLRPp) 
 
4.2.2. Objektattribute 
Analog zu Abschnitt 2.2.3 „Objektattribute“ werden im Folgenden die Attribute der einzelnen kon-
kreten Objekte des DLRPp beschrieben. Die allgemeinen Attribute werden dabei nicht noch einmal 
erklärt, sondern nur die neu Hinzugenommenen, welche durch ihre rote Schrift in den Tabellen zu 
erkennen sind. 
Route Request 
Die beiden Attribute MaxHopCount und 
DestinationID werden im DLRPp nicht 
benötigt, da bis zum Ende des Fertigungspro-
zesses geroutet wird. Dieses Ende wird über 
das Attribut MchSequenceInfo festgelegt. 
Size. Dieses Attribut bezeichnet den Ar-
beitsinhalt des Auftrages. Die tatsächliche 
Fertigungszeit wird durch eine Multiplikati-
on von Size und ProductionTime 
(siehe unten) berechnet. 
Type. Dieses Attribut bestimmt den Auf-
tragstyp. 
DueTime. Dieses Attribut definiert den 
Fertigstellungstermin. 
MchSequenceInfo. Dieses Attribut ent-
hält Informationen über die mögliche Ar-
beitsgang- bzw. Maschinenfolge. 
 
Tabelle 20: Attribute des DLRPp-Objektes  Route Request 
Priority. Durch dieses Attribut kann einem Auftrag anderen gegenüber eine Priorität eingeräumt 
werden. 
Preemption. Sind Aufträge unterbrechbar, kann dies in diesem Attribut beschrieben werden. 
OrderSequenceRules. Dieses Attribut beschreibt Reihenfolgebeziehungen zu anderen Aufträ-
gen. 
Route Reply 
Das Route Reply Objekte enthält keine neuen 
Attribute. 
 








   Size double
   Type double
   DueTime double
   MchSequenceInfo
   Priority double
   Preemption string
   OrderSequenceRules
RoutingInformation
   MachineList string
   ArrivalTimes double
   DepartureTimes double






   MachineList string
   ArrivalTimes double
   DepartureTimes double
   Metric
Route Reply




tion-Attribute entsprechen den bereits be-
schriebenen Attributen des Route Request 
Objektes. 
 
Tabelle 22: Attribute des DLRPp-Objektes  Route Announcement 
Route Disannouncement 




Tabelle 23: Attribute des DLRPp-Objektes  Route Disannouncement 
Auftrag 
State. Dieses Attribut gibt den aktuellen Zustand des Objektes an. Das Routing muss in der in Ab-
hängigkeit vom aktuellen Zustand des Objektes durchgeführt werden. Hierzu müssen die ver-
schiedenen möglichen Zustände definiert und in diesem Attribut festgehalten werden. Definition 
und Namen der Zustände werden im nächsten Unterabschnitt angegeben. 
WorkDone. In diesem Attribut werden die bereits abgeschlossenen Arbeitsgänge gespeichert. Bei 
unterbrechbaren Aufträgen wird hier auch die bereits geleistete Arbeit eines Arbeitsgangs gespei-
chert. 
Position.Type. Die Position des Auftrags muss im Objekt selbst festgehalten werden. Dieses 
Attribut und die folgenden sind eine Möglichkeit, wie die Position und damit zusammenhängende 
zeitliche Informationen gespeichert werden können. Dieses Attribut gibt die prinzipielle Unter-







   Size double
   Type string
   DueTime double
   MchSequenceInfo
   Priority double
   Preemption string
   OrderSequenceRules
RouteInformation
   MachineList string
   ArrivalTimes double
   DepartureTimes double
   Metric
RouteWeighting
   Contingency double
   Preference double
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Position.ID. Hier wird die ID der Maschi-
ne hinterlegt, an der sich der Auftrag be-
findet oder zu der es transportiert wird. 
Position.TimeStamp. Zur Abschätzung 
der eigenen Positionsänderung wird der 
Zeitpunkt der letzten Position.Type-
Änderung hier mitgeschrieben. 
Position.ExpectedTime. Wiederum 
zur Abschätzung der eigenen Positionsän-
derung wird der erwartete Zeitpunkt der 
nächsten Position.Type-Änderung 
hier eingetragen. Dies ist z. B. die Ankunft 
an einem Knoten und wird dann für das 
erste Auffüllen des zu sendenden Route 
Requests benötigt. 
Position.NextMachineID. Hier wird 
die ID der nächsten Maschine hinterlegt, 
wenn sich der Auftrag im Transport befin-
det. 
Die ObjectInformation-Attribute wur-
den bereits beschrieben. 
 





   State string
   WorkDone
ObjectPosition
   Position.Type string
   Position.ID string
   Position.TimeStamp double
   Position.ExpectedTime double
   Position.NextMachineID string
ObjectInformation
   Size double
   Type string
   DueTime double
   MchSequenceInfo
   Priority double
   Preemption string
   OrderSequenceRules
DLRP-Parameter
   MaxRoutingTime double
   MaxCountRouteReplies integer
   MaxRoutingInterval double
   RouteRatingThreshold double
   MaxRoutesToAnnounce integer
DLRP-RoutingVariables
   RoutingState string
   LastRoutingTime double
   TimeoutActRouting double
   ActualRouteRequestID integer
   ActualRouteAnnouncementID integer
   CountReceivedRouteReplies integer
   ReceivedRouteReplies RRP-object
   LastRouteRatings double
   LastRouteReplies RRP-object
   LastRouteAnnouncements RA-object
Order
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Maschine 
Edge.TransportTime. Dies ist eine Liste 
der Transportzeiten zu den nächsten Ma-
schinen, welche unter NeighbourIDs 
eingetragen sind. 
RetoolingTimes. Hier werden die Rüst-
zeiten der Maschine hinterlegt. 
ProcessingTimes. Hier werden die Bear-
beitungszeiten der Maschine hinterlegt. 
BufferCapacity. Der oder die Puffer der 
Maschine können eine begrenzte Kapazität 
haben, welche hier hinterlegt wird. 
DownTimes. Gibt es im Vorhinein festgeleg-
te Zeiten, in denen die Maschine nicht ar-
beitet, werden diese hier abgelegt. 
State. Dieses Attribut gibt den aktuellen 
Zustand des Objektes an. Ähnlich wie die 
beweglichen Objekte kann auch eine Ma-
schine in Abhängigkeit von ihrem eigenen 
Zustand das Routing unterschiedlich wei-
terführen. Hierzu müssen die verschiede-
nen möglichen Zustände definiert und in 
diesem Attribut festgehalten werden. Defi-
nition und Namen der Zustände werden im 
nächsten Unterabschnitt angegeben. Ana-
log zu den Position-Attributen werden 
auch hier TimeStamp- und 
ExpectedTime-Attribute definiert. 
Buffer.OrderIDs. Dies ist eine Liste der 
IDs der Aufträge im Puffer.  
Server.ToolingState. Der aktuelle 
Rüstzustand der Maschine. 
Server.OrderID. Dies ist die ID des aktu-
ell bearbeiteten Auftrags. 
 
Tabelle 25: Attribute des DLRPp-Objektes Maschine 
Für aktuell anwesende und angemeldete Aufträge werden entsprechende Listen gepflegt, welche die 
Informationen der Route Announcements enthalten. Die Attribute wurden bereits beschrieben. Aus 





   Edge.TransportTime double
ObjectInformation
   RetoolingTimes double
   ProcessingTimes double
   BufferCapacity double
   DownTimes double
ObjectState
   State string
   State.TimeStamp double
   State.ExpectedTime double
   Buffer.OrderIDs string
   Server.ToolingState string
   Server.OrderID string
Actual Orders
   RouteAnnouncementIDs string
   OrderIDs string
   Size double
   Type string
   DueTime double
   MchSequenceInfo
   Priority double
   Preemption string
   OrderSequenceRules
   NextMachine string
   RouteWeighting
      Contingency      double
      Preference       double
      Urgency          double
Announcements Packages
   RouteAnnouncementIDs     string
   OrderIDs string
   Size double
   Type string
   DueTime double
   MchSequenceInfo
   Priority double
   Preemption string
   OrderSequenceRules
   ArrivalTime              double
   DepartureTime            double
   HopCount                 integer
   NextMachine               string
   RouteWeighting
      Contingency   double
      Preference    double
      Urgency       double
Machine
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4.2.3. Objektverhalten 
Das Verhalten der DLRPp-Objekte basiert auf den Festlegungen in Abschnitt 2.2.4 „Objektverhalten“. 
Zusätzlich zum routingspezifischen Verhalten muss für konkrete Objekte jeweils ein Bewegungs- oder 
Zustandsmodell erstellt werden, welches dem Objektwerdegang entsprechende Zustände definiert. 
Diese Zustände werden im Folgenden kinematische Zustände genannt und für jedes Objekt einzeln 
festgelegt. Die hier festgelegten Modelle sind einfach gehalten und können leicht detailliert und er-
weitert werden. Zusätzlich zu den kinematischen Zuständen werden DLRPp-spezifische Objekteigen-
schaften dargestellt. 
Auftrag 
Die Abbildung 41 stellt die kinematischen Zustände eines DLRPp Auftrags dar. Korrespondierend 
hierzu müssen Punkte festgelegt werden, an denen der Routing- und Entscheidungsvorgang neu an-
gestoßen wird. In der folgenden Implementierung wird jeweils am Ende der Bearbeitung neu gerou-
tet, um die folgende Auswahl der nächsten Maschine mit möglichst aktuellen Informationen durch-
zuführen. 
Die Aufträge entscheiden sich im DLRPp nicht nur für eine Route, sondern melden mehrere mögliche 
Routen mit einer jeweiligen Präferenz an den Netzknoten an. Die maximale Anzahl anzumeldender 
Routen wird durch das Attribut MaxRoutesToAnnounce festgelegt. 
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Maschine 
In der folgenden Abbildung 42 sind die kinematischen Zustände für DLRPp-Maschinen skizziert. Diese 
sind eng mit denen der beweglichen Objekte verknüpft. Eine Maschine verfügt in diesem Modell nur 
über einen Puffer und eine Arbeitsstation. Dies kann jedoch auch auf mehrere Puffer und Arbeitssta-
tionen erweitert werden. Aus jedem Zustand kann eine Maschine gewollt oder ungewollt in den Zu-
stand „Out of Order“ gelangen und nach der Stillstandszeit in den alten Zustand zurückkehren. 
 
Abbildung 42: DLRPp-Zustandsdiagramm für Maschinen - kinematische Zustände  
Auffüllen der Route Requests 
Für das Auffüllen der Route Requests müssen die Maschinen aufgrund der vorhandenen Anmeldun-
gen zukünftige Werte schätzen. Dies ist mindestens bei den Fertigstellungszeiten der Aufträge not-
wendig, da dies die hauptsächlich entscheidungsrelevanten Werte für die Aufträge sind. Kommen für 
die Entscheidungen der Aufträge noch weitere Werte hinzu, so müssen diese ebenfalls geschätzt 
werden. Im Folgenden wird die Schätzung für die Fertigstellungszeiten skizziert:  𝑇𝐷𝑒𝑝,𝑂𝑟𝑑 = 𝑇𝐴𝑟𝑟,𝑂𝑟𝑑 + 𝑡𝑊𝐵 + 𝑡𝑅𝑇 + 𝑡𝑃𝑇 (27) 
 𝑇𝐷𝑒𝑝,𝑂𝑟𝑑 ∶  geschätzte Fertigstellungszeit des Auftrags an der Maschine 
 𝑇𝐴𝑟𝑟,𝑂𝑟𝑑 ∶  Ankunftszeit des Auftrags an der Maschine 
 𝑡𝑊𝐵 ∶  geschätzte Wartezeit des Auftrags im Puffer 
 𝑡𝑅𝑇 ∶ geschätzte Rüstzeit für den Auftrag 
 𝑡𝑃𝑇 ∶  geschätzte Bearbeitungszeit für den Auftrag 
Hierbei bezeichnen 𝑇 absolute Zeiten und 𝑡 Zeitspannen. 
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Weiterleitung der Route Requests 
Der ursprüngliche Routingmechanismus (siehe Abschnitt 2.2.1 „Routingmechanismen“) basiert da-
rauf, dass die Route Requests an alle Nachbarn weitergeleitet und entsprechend vervielfacht werden. 
Beim DLRPp ist dies aufgrund der kleineren Netzgröße zunächst kein großes Problem. Erst bei größe-
ren Maschinentopologien wird dieses Verhalten zu einem Problem. In diesem Fall sind Mechanismen 
notwendig, welche für die Weiterleitung der Route Requests aus den möglichen nächsten Maschinen 
eine sinnvolle Teilmenge auswählen. Die beim DLRPt und in Abschnitt 3.6.2 „Erhöhung der Skalier-
barkeit“ beschriebenen Mechanismen können hierfür als Vorlage dienen. Für die folgende Imple-
mentierung ist eine Beschränkung jedoch noch nicht notwendig. 
4.2.4. Entscheidungspunkte 
Aus den bisherigen Erläuterungen gehen die für das Systemverhalten wichtigen Entscheidungspunkte 
bereits implizit hervor. Sie sollen hier noch einmal explizit aufgelistet werden. Da die Entscheidungen 
selbst nicht als Teil des DLRPp angesehen werden (Rahmenprotokoll), müssen diese Entscheidungs-
punkte in einer Implementierung mit entsprechenden Mechanismen gefüllt werden. Eine mögliche 
und in der folgenden Evaluationen verwendete Variante wird im nächsten Unterkapitel vorgestellt. 
Routenentscheidung Auftrag 
Nach Erhalt möglichst vieler Route Replies als Routenalternativen muss ein Auftrag sich für eine Rou-
te entscheiden. Je nach Entscheidungskonzept müssen die hierfür benötigten Informationen über die 
Route Requests von den Maschinen eingesammelt werden. Die Maschinen müssen diese Werte in 
der Regel schätzen, da sie sich auf die zukünftige Situation beziehen. Grundlegende Werte für Auf-
träge sind die Routenzeiten, welche von den Maschinen während des Routingvorgangs geschätzt 
werden, wie im letzten Abschnitt skizziert wurde. 
Für die Routenentscheidung des Auftrages müssen daher die per Routingmechanismus einzusam-
melnden Werte festgelegt, Schätzfunktionen für diese Werte für die Maschinen entworfen und eine 
Entscheidungsfunktion für die Auftragsobjekte selbst implementiert werden. 
Reihenfolgeentscheidung Maschine 
Wie bereits beschrieben, entscheiden die Maschinen die Abarbeitungsreihenfolge der Aufträge 
selbst, um damit die Rüstzeiten zu verkleinern und schließlich ihre eigene Auslastung zu maximieren. 
Grundlage für diese Entscheidung bilden die aktuell im Puffer vorhandenen Aufträge und die getätig-
ten Anmeldungen. Die eigentliche Entscheidungsfunktion muss für eine Implementierung sinnvoll 
entworfen werden. 
Wegeentscheidung 
Nachdem ein Auftrag bearbeitet wurde, wird er zur nächsten Maschine transportiert. Da die Aufträge 
jedoch mehrere Routen anmelden, muss entschieden werden, zu welcher nächsten Maschine der 
Auftrag letztlich geht. Diese Entscheidung ist ähnlich der Aufladeentscheidung im DLRPt für die Ge-
samtperformance des DLRPp entscheidend und muss für jede Implementierung festgelegt werden. 
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4.3. Entscheidungsmechanismen 
Aufgabenstellung und Struktur des DLRPp wurden in den letzten Unterkapiteln beschrieben. Damit 
ist die Beschreibung des DLRPp als Rahmenprotokoll abgeschlossen, denn die Entscheidungs-
mechanismen selbst sind nicht Teil des Rahmenprotokolls und können vom Anwender des DLRPp 
selbst weitgehend frei bestimmt werden. Um dem Leser jedoch eine genauere Vorstellung des DLRPp 
zu ermöglichen, werden in diesem Unterkapitel beispielhaft mögliche einfache Entscheidungsme-
chanismen vorgestellt, welche dann auch in der folgenden Evaluationsstudie verwendet werden. 
Routenentscheidung Auftrag 
• Die Aufträge entscheiden primär nach dem Fertigstellungstermin. 
• Die Routen werden nach Fertigstellungsterminen sortiert und die besten MaxRoutes-
ToAnnounce Routen werden angemeldet, sofern so viele Route Replies da sind. 
• Die Kontingenz der Route 𝑖 wird analog zu 2.2.5 „Gewichtungskonzept“ definiert:  𝐶𝑜𝑛𝑡𝑖𝑛𝑔𝑒𝑛𝑐𝑦𝑖 = 1𝑁𝑜𝐴𝑛𝑛𝑜𝑢𝑛𝑐𝑒𝑑𝑅𝑜𝑢𝑡𝑒𝑠 (28) 
• Die Präferenz der Route 𝑖 wird definiert zu: 
 𝑃𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑖 = 𝑅𝑜𝑢𝑡𝑒𝑅𝑎𝑡𝑖𝑛𝑔𝑖5∑ 𝑅𝑜𝑢𝑡𝑒𝑅𝑎𝑡𝑖𝑛𝑔𝑖5alle i    (29)  𝑅𝑜𝑢𝑡𝑒𝑅𝑎𝑡𝑖𝑛𝑔𝑖 = 1𝐸𝑛𝑑𝑇𝑖𝑚𝑒𝑖 (30) 
• Wird für Aufträge ein Fertigstellungstermin (DueTime) definiert, so wird die Dringlich-
keit der Route 𝑖 definiert zu: 
 𝑈𝑟𝑔𝑒𝑛𝑐𝑦𝑖 = (𝑎 ∙ 𝐷𝑒𝑙𝑎𝑦𝑖 + 1)𝑏 (31) 
 𝑈𝑟𝑔𝑒𝑛𝑐𝑦 ∈ [1 ∞], 
 𝐷𝑒𝑙𝑎𝑦 ∶ (𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑖𝑜𝑛 𝑇𝑖𝑚𝑒 + 𝐵𝑢𝑓𝑓𝑒𝑟) − 𝐷𝑢𝑒𝑇𝑖𝑚𝑒, 
                wenn 𝐷𝑒𝑙𝑎𝑦 < 0, dann wird 𝐷𝑒𝑙𝑎𝑦 = 0 gesetzt 
 𝐷𝑒𝑙𝑎𝑦 ∈ [0 ∞],  
 𝑎, 𝑏,𝐵𝑢𝑓𝑓𝑒𝑟 ∶ festzulegende Parameter 
Reihenfolgeentscheidung Maschine 
Im einfachsten Fall kann die Reihenfolgeentscheidung nur aufgrund der aktuell im Puffer vorhande-
nen Aufträge getroffen werden. Es wird dann immer derjenige Auftrag als nächster gewählt, welcher 
die kleinste Rüstzeit verursacht. 
Wegeentscheidung 
Im einfachsten Fall kann die Wegeentscheidung über die für eine Route angemeldete Präferenz ge-
troffen werden. Dabei wird die Route und damit nächste Maschine gewählt, welcher die größte Prä-
ferenz hat. 
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4.4. Evaluation anhand adaptierter dynamischer Flexible Flowshop 
Probleme 
Nach der Beschreibung der Struktur des DLRPp und einfacher Entscheidungsmechanismen wird in 
diesem Kapitel eine Evaluationsstudie vorgestellt, welche das DLRPp mit einem gängigen Verfahren 
aus der Fertigungslogistik vergleicht. Dabei wird zunächst das für die Bewertung benötigte adaptierte 
Szenario vorgestellt. Anschließend werden der Vergleichsalgorithmus sowie die DLRPp-Implementie-
rung beschrieben. Schließlich werden die Ergebnisse der Evaluationsstudie vorgestellt und zusam-
mengefasst. 
Teile der im Folgenden vorgestellten Evaluationsstudie wurden bereits in [Rekersbrink10], [Scholz-
Reiter10b], [Scholz-Reiter10a] und [Scholz-Reiter11a] veröffentlicht. Die hier vorgestellte Studie geht 
jedoch darüber hinaus. 
Szenarios 
Wie bereits beschrieben, müssen sich für die Evaluationsstudien beide Seiten einander annähern. 
Das Flexible Flowshop Problem (FFP) ist im Bereich der Fertigungslogistik das am meisten verbreitete, 
da es recht realitätsnah eine Fließproduktion beschreibt. Des Weiteren werden, wie bereits be-
schrieben, im Falle des FFP parallele Maschinen als Auswahl für das DLRPp benötigt. Sequenzabhän-
gige Rüstzeiten werden ebenfalls benötigt. Als Vergleichsalgorithmus soll ein gängiger und leistungs-
fähiger Algorithmus ausgewählt werden. Da diese Algorithmen nicht als Quellcode oder als Pro-
gramme zur Verfügung stehen, muss eine Problemstellung mit einer nachprogrammierbaren 
Heuristikbeschreibung gefunden werden. Aus diesen Bedingungen heraus wurden die von 
Jungwattanakit vorgeschlagene Problemstellung als Szenario und die von ihm entworfene Heuristik 
als Vergleichslösung gewählt (siehe [Jungwattanakit05] und [Jungwattanakit08]). 
Die nachfolgende Tabelle 26 stellt das in Unterkapitel 4.1 „Problemstellung Fertigungslogistik“ grund-
legende Szenario Fertigungslogistik (DLRPp-Szenario) der FFP-Definition von Jungwattanakit gegen-
über. Aus diesen beiden wurde ein adaptiertes FFP-Szenario erstellt, welches sowohl das DLRPp als 
auch die ausgewählte Vergleichsheuristik lösen können. Rote Formulierungen werden dabei aufge-
geben, grüne gehen in das adaptierte Szenario ein. Das sich ergebende adaptierte FFP-Szenario ist 
schließlich in der rechten Spalte beschrieben. 
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DLRPp-Szenario FFP-Szenario  
nach [Jungwattanakit05] 
Adaptiertes FFP-Szenario 
Die grundlegende Problemstellung kann 
einer Flexible Flowshop, Flexible Jobshop 
oder Open Shop Architektur entsprechen. 
Flexible Flowshop Problem with unrelated 
parallel Machines 
FFP-Situation 
Aufträge haben entweder eine feste 
Arbeitsgangfolge mit möglichen paralle-
len Maschinen (z. B. Flexible Flowshop), 
eine variable Arbeitsgangfolge (z. B. Open 
Shop) oder beides. 
Es gibt unabhängige parallele Maschinen. Es gibt unabhängige parallele Maschinen. 
Die Auftragseinlastung kann statisch (alle 
release dates = 0) oder dynamisch sein. 
Die Aufträge müssen nicht a priori be-
kannt sein. 
Die Auftragseinlastung und die verwendete 
Vergleichsheuristik sind dynamisch, wobei 
die Aufträge a priori bekannt sein müssen. 
Die Auftragseinlastung ist dynamisch, die 
Aufträge bekannt. 
Es kann verschiedene Auftragstypen 
geben. 
Es gibt keine unterschiedlichen Auftragsty-
pen. 
Es gibt unterschiedliche Auftragstypen. 
Es kann Fertigstellungstermine für Aufträ-
ge geben, welche sich ändern können. 
Es gibt Fertigstellungstermine. Da für die Evaluation nur eine einfache 
Implementierung notwendig ist, werden 
die Fertigstellungstermine nicht beachtet. 
Es können Prioritäten für Aufträge festge-
legt sein. 
Es sind keine Prioritäten festgelegt.  Es sind keine Prioritäten festgelegt.  
Es können Dringlichkeiten für Aufträge 
festgelegt sein. 
Es sind keine Dringlichkeiten festgelegt. Es sind keine Dringlichkeiten festgelegt. 
Ein Auftrag kann unterbrechbar sein. 
D. h., ein Auftrag kann auf einer Maschine 
zunächst teilweise bearbeitet werden und 
erst später, nach einem anderen Auftrag 
beendet werden. 
Ein Auftrag kann während der Bearbeitung 
nicht unterbrochen werden. 
Ein Auftrag kann während der Bearbeitung 
nicht unterbrochen werden. 
Es kann Reihenfolgebeziehungen zwi-
schen Aufträgen geben. 
Es gibt keine Restriktionen bezüglich der 
Reihenfolge. 
Es gibt keine Restriktionen bezüglich der 
Reihenfolge. 
Es kann auftragstyp- und maschinenab-
hängige Bearbeitungszeiten geben, wel-
che sich ändern können. 
Es gibt maschinenabhängige Bearbeitungs-
zeiten. 
Es gibt maschinenabhängige Bearbeitungs-
zeiten. 
Es kann reihenfolgeabhängige Rüstzeiten 
geben, welche sich ändern können. 
Es gibt feste reihenfolgeabhängige Rüstzei-
ten. 
Es gibt feste reihenfolgeabhängige Rüstzei-
ten. 
Es kann Maschinenausfälle oder gewollte 
Maschinenstillstandszeiten geben. 
Es gibt keine Maschinenausfälle oder 
Maschinenstillstände. 
Es gibt keine Maschinenausfälle oder 
Maschinenstillstände. 
Die Abarbeitungsreihenfolge wird von der 
Maschine zur Laufzeit entschieden oder 
sie kann festgelegt sein. 
Die Abarbeitungsreihenfolge ist Teil der 
Problemstellung und wird von der 
Schedulingheuristik festgelegt. 
 
Es kann Beschränkungen in der Pufferka-
pazität geben. 
Die Puffer sind unbeschränkt. Die Puffer sind unbeschränkt. 
Das Gesamtziel des Systems und die Ziele 
der Objekte können frei festgelegt wer-
den und sich ändern. 
Das Ziel ist die Minimierung des Makespan 
und die Einhaltung der DueTimes. 
Das Ziel ist die Minimierung des Makespan. 
Für die Evaluation wird das zweite Ziel 
vernachlässigt. 
Tabelle 26: Gegenüberstellung der verschiedenen Szenarioeigenschaften für die FFP-Evaluation 
Eine genaue mathematische Beschreibung des verwendeten Szenarios ist in [Rekersbrink10] und 
[Scholz-Reiter10b] zu finden. Es werden verschiedene Szenariogrößen untersucht. Die Anzahl der 
parallelen Maschinen und der Stufen kann jeweils unabhängig 3, 5 oder 10 betragen. Die Anzahl der 
Aufträge ist 250. Die Bearbeitungszeiten der Maschinen sind wie folgt festgelegt:  𝑝𝑡,𝑚,𝑠 = 𝑝𝑠𝑡,𝑠 𝑣𝑡,𝑚⁄   (32) 
 𝑝𝑡,𝑚,𝑠 ∶  Bearbeitungszeit des Auftragstyps 𝑠 auf der 𝑚-ten Maschine der 𝑡-ten Stufe 
 𝑝𝑠𝑡,𝑠 ∶  Standard-Bearbeitungszeit des Auftragstyps 𝑠 auf einer Maschine der 𝑡-ten 
Stufe 
 𝑣𝑡,𝑚 ∶  relative Geschwindigkeit der 𝑚-ten Maschine der 𝑡-ten Stufe 
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Dabei sind die relativen Geschwindigkeiten 𝑣𝑡,𝑚 gleichverteilt im Intervall [0.7 1.3], während die 
Standard-Bearbeitungszeiten 𝑝𝑠𝑡,𝑠 gleichverteilt im Intervall [1 50] sind und nur ganze Werte anneh-
men können. Die Rüstzeiten sind gleichverteilt im Intervall [1 10] und können ebenfalls nur ganze 
Werte annehmen. Es gibt zehn verschiedene Auftragstypen. Die release dates, d. h. die Zeit, zu der 
die Aufträge im System bekannt werden, werden durch einen Poisson-Prozess bestimmt. Der ur-
sprüngliche Vergleichsalgorithmus wurde für eine statische Situation entwickelt. Um den Übergang 
zwischen statischen und dynamischen Szenarios genauer zu betrachten, wurde die Entstehungsrate 𝜆 
von statisch (st, 𝜆 → ∞) zu dynamischeren Szenarios variiert 𝜆 = [st  0.6  0.5  0.4  0.3  0.2  0.15  0.1  
0.075  0.05  0.04  0.03  0.02  0.01]). Dabei ist das System bei großen 𝜆 überlastet, da es die Aufträge 
so schnell nicht abarbeiten kann, während man bei kleinen 𝜆 von einer Unterlastsituation sprechen 
kann. 
Vergleichslösungen 
Das Flexible Flowshop Problem ist NP-schwer (siehe z. B. [Garey76]). Daher sind für größere FFP-
Problemstellungen Heuristiken erforderlich, insbesondere für FFP-Formulierungen mit parallelen 
Maschinen. Für das einfache FFP sind sehr viele Heuristiken entwickelt worden (siehe z. B. [Park84] 
oder [Ruiz05]). Diese Heuristiken wurden als Ausgangsbasis für die Entwicklung erweiterter, dynami-
scher Heuristiken für entsprechende FFP mit parallelen Maschinen verwendet. Viele Forscher folgen 
dabei dem gleichen Schema zur Konstruktion der Pläne für alle Stufen und alle parallelen Maschinen. 
Zunächst wird eine Auftragsreihenfolge für die Maschinen der ersten Stufe durch adaptierte 
Sequencing Heuristiken erstellt. Danach wird ein Schema von Sortier- und Auswahlalgorithmen, wel-
che die beste Lösung aus verschiedenen Alternativen auswählen, angewendet, welches den komplet-
ten Zeitplan für alle Stufen und Maschinen erzeugt. Eine genaue Beschreibung des Schemas findet 
sich in [Jungwattanakit05] und [Jungwattanakit08]. Jungwattanakit, Reodecha, Chaovalitwongse and 
Werner haben hierzu anhand des bereits beschriebenen Szenarios eine große Simulationsstudie mit 
verschiedenen Sequencing Heuristiken durchgeführt [Jungwattanakit05], wobei sie die folgenden 
Heuristiken für die erste Stufe verwendeten: 
• eine slope index Heuristik von Palmer, siehe [Palmer65] 
• eine best choice Heuristik von Campbell, Dudek and Smith, siehe [Campbell70] 
• eine slope index Heuristik von Gupta, siehe [Gupta71] 
• eine Heuristik von Dannenbring, siehe [Dannenbring77] 
• eine konstruktive Heuristik von Nawaz, Enscore and Ham, siehe [Nawaz83] 
Um die Ergebnisse der so konstruierten Heuristiken noch weiter zu verbessern, wurde von 
Jungwattanakit et al. ein genetischer Algorithmus (GAL) entworfen, welcher die Sequenzen der ers-
ten Stufe als Genom benutzt und auf dieser Basis die Gesamtschedules konstruiert und verbessert. 
Als Startpopulation werden dabei die Lösungen aller vorgestellten Heuristiken verwendet. Daher 
werden in der folgenden Studie nur die Ergebnisse des genetischen Algorithmus als Vergleich ver-
wendet. 
Der von Jungwattanakit et al. vorgestellte Algorithmus wurde vom Autor nachprogrammiert und 
anhand der veröffentlichten Ergebnisse verifiziert. Dieser GAL ist hauptsächlich für statische Prob-
lemstellungen geeignet und es müssen alle Aufträge a priori bekannt sein. Außerdem ist die Zielfunk-
tion mit dem Makespan ebenfalls nicht für dynamische Problemstellungen geeignet. Aus diesen 
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Gründen wurde der GAL vom Autor in eine rollierende Systematik eingebettet und dieser als rGAL 
bezeichnete Algorithmus (rollierender Genetischer Algorithmus) ebenfalls als Vergleichslösung ver-
wendet. Details der Vergleichsalgorithmen sind in [Rekersbrink10], [Scholz-Reiter10b], [Scholz-
Reiter10a] und [Scholz-Reiter11a] zu finden. 
DLRPp-Implementierung 
Die Implementierung folgt der in Unterkapitel 4.2 „Struktur des DLRPp“ angegebenen Struktur. Da 
diese Evaluation jedoch nicht anhand des vorgestellten komplexen DLRPp-Szenarios, sondern anhand 
eines demgegenüber relativ einfachen FFP durchgeführt wird, werden etliche Strukturen nicht benö-
tigt und die Mechanismen entsprechend vereinfacht. Dies wird im Folgenden anhand der einzelnen 
Systemelemente beschrieben. 
Ziele 
Es werden nur die angegebenen minimalen Ziele implementiert: Minimierung der Durchlaufzeit für 
Aufträge und Maximierung der Auslastung für Maschinen. 
Attribute 
Aufgrund der Definition des FFP werden einige Attribute nicht benötigt. Die Größe jedes Auftrages ist 
eine Größeneinheit. Aufgrund der Vereinfachungen werden die Attribute DueTime, 
MchSequenceInfo, Priority und OrderSequenceRules nicht benötigt. Da eine Unterbre-
chung eines Auftrags nicht erlaubt ist, wird das Attribut Preemption ebenfalls nicht verwendet. 
Die Edge.TransportationTime zu den folgenden Maschinen ist grundsätzlich gleich null. Die 
Puffer sind unbeschränkt und es gibt keine Stillstandszeiten, wodurch die Attribute Buffer-
Capacity und DownTimes nicht benötigt werden. 
Entscheidungsansatz 
Die Entscheidungen der Aufträge und der Maschinen entsprechen den in 4.3 
„Entscheidungsmechanismen“ beschriebenen Mechanismen. Durch das Fehlen von Fertigstellungs-




Die Zielgröße für den genetischen Algorithmus (GAL) und dessen rollierende Variante (rGAL) ist der 
Makespan. Die Abbildung 43 zeigt die Evaluationsergebnisse der Verfahren für Makespan. Alle Er-
gebniswerte sind im Anhang D aufgelistet. 
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Abbildung 43: Makespan-Ergebnisse der FFP-Evaluation für GAL, rGAL und DLRPp 
Zusätzlich zu den Lösungen der einzelnen Verfahren wird in der Abbildung 43 eine Abschätzung des 
minimal möglichen Wertes als Orientierung angegeben. Diese Abschätzung ergibt sich aus der Sum-
me aller Bearbeitungszeiten und mittleren Rüstzeiten aller Aufträge oder aus der letzten Release 
Time plus mittlerer Bearbeitungs- und Rüstzeit für diesen letzten Auftrag: 
 𝑚𝑖𝑛 𝐶𝑚𝑎𝑥 = max� AnzAufträgeAnzParMch ∙ �Bearbeıtungszeıt���������������������� + Rüstzeıt������������
letzte ReleaseTime + AnzStufen ∙ �Bearbeıtungszeıt���������������������� + Rüstzeıt�������������(33) 
 AnzParMch ∶ Anzahl paralleler Maschinen 
 Bearbeıtungszeıt���������������������� ∶ mittlere Bearbeitungszeit 
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 Rüstzeıt����������� ∶ mittlere Rüstzeit 
Dabei ist 𝑚𝑖𝑛 𝐶𝑚𝑎𝑥 keine absolute untere Grenze, sondern der Wert kann im Einzelfall unterschritten 
werden. 
Die Ergebnisse geben folgendes Bild. Der rollierende genetische Algorithmus (rGAL) ist in fast allen 
Bereichen der schlechteste. Im statischen Bereich erzielt der genetische Algorithmus (GAL) immer die 
besten Werte, was insofern nicht verwundert, als dass dieser Optimierungsalgorithmus genau für 
diese Situationen entworfen wurde. Außer beim 10x10-Szenario gibt es bei allen Szenarios einen 
Kreuzungspunkt zwischen dem DLRPp und GAL, ab welchem das DLRPp bessere Makespan-Werte 
erreicht. Dies ist weniger ausgeprägt, je mehr parallele Maschinen es gibt. 
Es ist aber grundsätzlich bei der Interpretation der Werte zu beachten, dass die Aussagekraft des 
Makespan bei sinkendem λ immer schlechter wird. Ist die Einlastung sehr klein, kommen selten Auf-
träge in das System. Der Makespan wird im Extremfall dann ausschließlich von der Bearbeitung des 
letzten Auftrags bestimmt. Das System ist leer, der letzte Auftrag kommt an, wird bearbeitet (in der 
Regel auf den schnellsten Maschinen) und damit ist der Makespan fast unabhängig von der gewähl-
ten Steuerung. Dies ist auch der Grund, warum ab entsprechenden λ-Werten alle Verfahren 
𝑚𝑖𝑛 𝐶𝑚𝑎𝑥 zustreben. 
Zusätzlich ist zu beachten, dass in einem dynamischen FFP-System, welches gesteuert werden soll, 
die Arbeitseinlastung so liegt, dass keine Bestände aufgebaut werden. Der Grenzwert hierfür, wel-
cher die Kapazität des Systems bestimmt, ist sehr schwer zu bestimmen. Er liegt für die betrachteten 
Szenarios unterschiedlich, aber im Bereich  𝜆 < 0.2. Aus dieser Perspektive ist das DLRP, bezogen auf 
den Makespan, für einen tatsächlichen Einsatzbereich als Steuerung dem GAL überlegen. Die Aussa-
gekraft des Makespan in diesem Bereich ist allerdings, wie erwähnt, gering. 
Abschätzung der Signifikanz für die Makespan-Ergebnisse 
Analog zum Unterkapitel 3.4 „Evaluation anhand adaptierter Vehicle Routing Problem“ wurde für die 
Makespan- und die noch folgenden Durchlaufzeit-Ergebnisse der FFP-Evaluation eine statistische 
Abschätzung der Signifikanz durchgeführt. Hierzu wurden auch alle entsprechenden FFP-Stichproben 
dem Kolmogorow-Smirnow-Test unterzogen. Es zeigte sich, dass für alle der 2*37816 Stichproben der 
Kolmogorow-Smirnow-Test bei einem üblichen Signifikanzniveau von 5 % die Normalverteilungshy-
pothese annimmt. Daher kann davon ausgegangen werden, dass die Grundgesamtheiten sämtlicher 
Stichproben normalverteilt sind. Damit sind alle oben genannten Voraussetzungen für die Anwen-
dung des t-Tests erfüllt. 
Die Ergebnisse der Signifikanzanalyse sind in Abbildung 44 dargestellt. Dabei wurde nur der Vergleich 
zwischen DLRPp und GAL durchgeführt. Die Ergebnisse bestätigen im Wesentlichen die bisherigen 
Befunde. Die Werte der Signifikanzwerte mit kleinen λ-Werten können vernachlässigt werden. Da 
alle Verfahren in diesen Bereichen die minimal möglichen Werte erreichen, ist auch die Überprüfung, 
ob ein Verfahren hier kleinere Werte als ein anderes erzeugt, hinfällig. Die beobachtete Signifikanz 
kann zwar berechnet werden, verliert aber gänzlich ihre Aussagekraft. Was man dagegen bestätigen 
kann, ist ein Vorteil des GAL im statischen Bereich. Signifikant bessere Werte erzeugt das DLRPp bei 
höherer Dynamik, wobei die bei zehn parallelen Maschinen nicht der Fall ist. Wie in Abbildung 43 zu 
erkennen sind in diesen Szenarios die Verfahren aber auch wesentlich eher am Minimum und damit 
die Makespan-Aussage hinfällig. 
 
                                                          
16 9 Szenarios ∙ 3 Verfahren ∙ 14 λ-Werte = 378; jeweils für Cmax und TPT 
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Abbildung 44: Signifikanzabschätzung der Ergebnisse für den Makespan 
 
Durchlaufzeit (TPT) 
In dynamischen Szenarios wird in der Regel eine andere Größe als Zielgröße verwendet: die mittlere 
Durchlaufzeit der Aufträge. Da der Makespan die Optimierungsgröße des genetischen Algorithmus 
ist, wurden diese Ergebnisse zuerst betrachtet. In der folgenden Abbildung 45 sind die Ergebnisse für 
die Durchlaufzeiten dargestellt. 
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Abbildung 45: Durchlaufzeit-Ergebnisse der FFP-Evaluation für GAL, rGAL und DLRPp 
Es ist hier deutlich zu erkennen, dass der GAL für dynamische Szenarios ungeeignet ist, da er zu sehr 
hohen mittleren Durchlaufzeiten führt und damit auch zu sehr hohen Pufferbeständen. Dies liegt 
daran, dass der GAL hauptsächlich versucht, durch Reihenfolgevertauschungen die Rüstzeiten zu 
minimieren. Das führt bei kleinen Einlastungsraten dann dazu, dass Aufträge lange warten, bis ein 
anderer Auftrag vorgezogen wird, nur um dann eine günstige Rüstzeit zu erhalten. Aufgrund dieser 
Schwäche wurde zusätzlich als Vergleichsalgorithmus der GAL in einen rollierenden Mechanismus 
eingebettet. In dynamischen Problemstellungen wird in der Regel mit rollierenden Planungen gear-
beitet. 
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Wie auch beim Makespan wurde zusätzlich die minimal mögliche Durchlaufzeit wie folgt abgeschätzt 
und als Orientierung in den Graphen mit angegeben: 
  𝑚𝑖𝑛 𝑇𝑃𝑇 = AnzStufen ∙ �Bearbeıtungszeıt���������������������� + Rüstzeıt������������ (34) 
Bei der Durchlaufzeit liegt der Fall mit der Aussagekraft anders herum. Für statische Szenarios wird 
die Durchlaufzeit hauptsächlich durch die Anzahl der wartenden Aufträgen bestimmt. In einer stati-
schen Situation sind die Puffer am Beginn sehr groß und damit auch die Durchlaufzeit. In diesem Fall 
misst die Durchlaufzeit also weniger die Systemeigenschaften, sondern eher die 
Szenarioeigenschaften. Die Aussagekraft der Durchlaufzeit nimmt in Richtung statischer Szenarios 
demnach stark ab. 
Es zeigt sich, dass der rGAL die Schwäche des GAL teilweise ausgleichen kann. Im eher statischen 
Bereich ist das DLRPp besser als der rGAL. Dieser nähert sich im dynamischen Fall dann dem DLRPp 
an und wird teilweise besser. Tendenziell ist das DLRPp bei mehr Stufen besser. Mehr parallele Ma-
schinen scheinen den rGAL zu begünstigen. Interessant ist, dass der rGAL ab einem bestimmten λ-
Wert wieder schlechter wird. Dieser Umstand ist in Abbildung 46 genauer dargestellt. 
Es scheint, als kämen die Nachteile des GAL auch beim rGAL ab einer bestimmten Auslastung wieder 
zum Tragen. der rGAL betrachtet immer eine bestimmte Menge an Aufträgen für eine Planoptimie-
rung. Wenn aber die Einlastung so klein wird, dass sich diese wenigen Aufträge wiederum auf einen 
großen Zeitraum verteilen, so kommt es zum gleichen Effekt, wie beim GAL. Dieses Verhalten führt 
zu einem großen Nachteil für das rGAL-Verfahren insgesamt. Nach den Ergebnissen zu urteilen, gibt 
es für den rGAL einen Bereich, in dem er sehr gut arbeitet, an den Grenzen dieses Bereiches wird er 
aber auch schnell wieder schlechter. In einer realen Situation ist jedoch von stark wechselnden 
Einlastungsraten auszugehen. Ein Verfahren, welches nur in einem engen Bereich sehr gut ist, ist 
daher für solche Situationen nicht geeignet. 
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Abbildung 46: Detailergebnisse der FFP-Evaluation für die Durchlaufzeit von rGAL und DLRPp 
Abschätzung der Signifikanz für die Durchlaufzeit-Ergebnisse 
Auch für die TPT-Ergebnisse wurde eine Abschätzung der Signifikanz durchgeführt, welche in Abbil-
dung 47 zu sehen ist. Dabei wurde nur der Vergleich zwischen DLRPp und rGAL durchgeführt. Bei 3 
Stufen und 5 bzw. 10 parallelen Maschinen ist gut zu erkennen, dass der rGAL in seinem besten Be-
reich das DLRPp signifikant übertrifft. Im Szenario 10x5 ist dies sogar in allen dynamischen Szenarios 
ab 𝜆 < 0.1 der Fall. Für 10 Stufen ist das DLRPp jedoch unabhängig von der Anzahl paralleler Maschi-
nen signifikant besser als der rGAL. 
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Abbildung 47: Signifikanzabschätzung der Ergebnisse für die Durchlaufzeit 
Weitere Ergebnisse 
Um die zeitlichen Vorgänge in den unterschiedlichen Systemen (mit GAL, rGAL und DLRPp) zu ver-
deutlichen, ist in Abbildung 48 die zeitliche Entwicklung des WIP (work in process = Summe aller im 
System befindlichen Aufträge, Umlaufbestand) für ein Szenario aufgetragen. Daran ist zu erkennen, 
dass durch die Optimierung des Makespan der GAL einen hohen Bestand aufbaut. Dies ist dem be-
reits erwähnten Mechanismus geschuldet, dass durch Reihenfolgevertauschungen die Rüstzeit opti-
miert werden soll. Dies führt zu einer höheren Verweilzeit (Durchlaufzeit) der Aufträge im System 
und damit zu einem höheren Bestand. Der rGAL schwächt diese Bestände etwas ab. Im Gegensatz 
dazu arbeitet das DLRPp als Steuerungssystem die einkommenden Aufträge nach und nach ab und 
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baut daher keine Bestände auf, wenn die Einlastung nicht höher als die Kapazität des Systems ist (wie 
bei 𝜆 = 0.5. Aus diesem Blickwinkel kann zumindest GAL für 𝜆 = 0.075 als überlastet gelten. 
 
Abbildung 48: WIP-Verläufe für ausgewählte Szenarios 
Die folgende Abbildung 49 bestätigt den bisherigen Befund. Der rGAL führt bei nahezu allen Szena-
rios zu einer besseren Bearbeitungs- und einer besseren Rüstzeit, da der GAL dies auch optimiert. 
Insgesamt führt dies jedoch in dynamischen Situationen nicht zu einem guten Systemverhalten, wie 
dies die vorherigen Ergebnisse zeigen. 
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Abbildung 49: Mittlere Bearbeitungs- und Rüstzeiten für ausgewählte Szenarios 
Zusammenfassung 
Insgesamt lassen sich die Ergebnisse dahin gehend zusammenfassen, dass das DLRPp in größeren, 
komplexeren Topologien mit dynamischen Situationen mit etablierten Verfahren mindestens ver-
gleichbar, wenn nicht vorteilhafter ist. Im statischen und quasistatischen Bereich sind die klassischen 
Optimierungsverfahren klar besser, da sie hier offensichtlich ihr volles Potenzial ausschöpfen können 
– sie sind für solche Situationen entworfen worden. Auch im kleinsten Szenario (3x3) können die 
klassischen Verfahren Vorteile gegenüber dem DLRPp haben. Tendenziell ist das DLRPp mit vielen 
Stufen und auch mit vielen Maschinen vorteilhafter, wobei die gewählten Szenarios den Schluss na-
helegen, tendenziell für das DLRPp mehr Stufen als parallele Maschinen vorzusehen. Dieser Schluss 
ist jedoch sehr vage.  
Dennoch sollte man nicht aus den Augen verlieren, dass beide Seiten auch hier auf ein „Kompromiss-
szenario“ angewendet wurden und beide Verfahren daher nicht ihre volle Leistung erbringen konn-
ten. Für das DLRPp bedeutet das, dass die hohe Flexibilität und die Anpassungsmöglichkeiten der 
logistischen Objekte entfallen. Ziel der Implementierung des DLRPp war es, einen völlig neuen Ansatz 
zu entwickeln und seine grundsätzliche Eignung zu untersuchen (siehe Unterkapitel 1.4 
„Aufgabenstellung“). Aus diesem Blickwinkel kann gefolgert werden, dass das DLRPp für FFP-
Szenarios geeignet und mit anderen Verfahren vergleichbar ist, jedoch über wesentlich mehr Anpas-
sungsmöglichkeiten als diese verfügt. Dieser Aspekt wird im nächsten Unterkapitel genauer disku-
tiert. 
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4.5. Beispielhafte Untersuchung eines erweiterten DLRPp mit 
auftragspezifischen Zielen 
Nach der Evaluation des DLRPp, welche mit einer stark eingeschränkten Ausführung des DLRPp 
durchgeführt werden musste, werden in diesem Unterkapitel anhand eines erweiterten DLRPp die 
Vorteile des Konzeptes beispielhaft aufgezeigt. Für die Evaluation musste das DLRPp auf ein „Kom-
promissszenario“ angewendet werden, welches nun um praktische Aspekte erweitert wird. Um die 
Vergleichbarkeit zu den Ergebnissen der FFP-Evaluation zu erhalten, wurde von diesem Szenario aus-
gegangen und es wurden die selben Szenarioinstanzen benutzt. 
Die größte Stärke des DLRP-Konzeptes im Allgemeinen liegt in der Flexibilität und den Anpassungs-
möglichkeiten der logistischen Objekte. Daher sollen diese Möglichkeiten in der Erweiterung des 
DLRPp aufgezeigt werden. Eine Annahme in den meisten FFP-Szenarios und den entsprechenden 
Algorithmen ist die Gleichbehandlung aller Aufträge innerhalb des Systems17. Dies ist für die theore-
tische Untersuchung zunächst eine berechtigte Vereinfachung, es entspricht jedoch nicht der gängi-
gen Praxis in den Unternehmen. Fertigungsaufträge werden in der Praxis fast immer nach gewissen 
Prioritäten, nach Kundenbeziehung und auch nach terminlichen Dringlichkeiten unterschiedlich be-
handelt (siehe z. B. [Lödding08]). Daher wurde das adaptierte FFP-Szenario (Tabelle 26, S. 109) um 
verschiedene Auftragsarten erweitert. Diese verschiedenen Auftragsarten erweitern die bis dahin 
benutzten Auftragstypen und führen zu einer unterschiedlichen Behandlung der Aufträge und damit 
zu einer Priorisierung auf verschiedenen Ebenen und geben jeder Auftragsart eigene Entscheidungs-
mechanismen. Damit wird das adaptierte FFP-Szenario (siehe Tabelle 26, S. 109) in Richtung des vor-
gestellten grundlegenden DLRPp-Szenarios erweitert (vgl. Punkte 4, 6 und 15 des DLRPp-Szenarios 
auf Seite 97). 
Die im Folgenden vorgestellten Auftragsarten werden zusätzlich zu den bereits bestehenden Auf-
tragstypen eingeführt und berühren diese nicht. Hierzu wurde das zusätzliche Attribut HandleType 
an den entsprechenden Stellen eingeführt. Die Auftragstypen sind im Einzelnen: 
• Auftragsart DLZ: Dies sind Aufträge, welche der im letzten Unterkapitel 4.4 „Evaluation 
anhand adaptierter dynamischer Flexible Flowshop Probleme“ DLRPp-Version entspre-
chen. Diese Aufträge versuchen, ihre eigene Durchlaufzeit zu minimieren und entschei-
den ihre Routenanmeldungen nach dem frühesten geschätzten Fertigstellungstermin 
(siehe S. 107 ff).  
• Auftragsart BZ: Im Gegensatz zu den DLZ-Aufträgen entscheiden diese Aufträge ihre 
Route nach den kürzesten Bearbeitungszeiten, wobei auch die mittleren Rüstzeiten hin-
zugenommen werden. Die Aufträge würden sich daher statisch für die für sie schnellsten 
Maschinen entscheiden, da die aktuelle Netzsituation nicht in die Entscheidung einfließt. 
Sie melden jedoch die drei besten Routen an und nach jeder Maschine wird aus den drei 
Möglichkeiten zufällig die nächste Maschine gewählt. Diese Aufträge sollen eher im Sin-
ne des Gesamtsystems handeln, als ihre eigenen Ziele (Durchlaufzeit) verfolgen. Da die 
Reihenfolgeentscheidung im Puffer der Maschinen auf der kürzesten Rüstzeit basiert, 
würden hierbei diese Aufträge sehr oft ausgewählt werden. Dies widerspricht jedoch der 
Ausrichtung auf das Gesamtsystem. Daher wird die Reihenfolgeentscheidung der Ma-
                                                          
17 Es gibt sehr wenige Untersuchungen, in welchen beispielsweise Dringlichkeiten von Aufträgen betrachtet 
werden. Die im Folgenden beschriebenen unterschiedlichen Auftragsarten haben jedoch Auswirkungen auf 
verschiedenen Ebenen und sind mit einem skalaren Dringlichkeitswert nicht abzubilden. 
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schine in sofern geändert, als dass der Auftrag mit der kürzesten Rüstzeit ausgewählt 
wird. Ist dies jedoch ein BZ-Auftrag und an zweiter Stelle ein DLZ-Auftrag, so wird der 
DLZ-Auftrag gewählt. 
• Auftragsart EIL: Dies sind typische Eilaufträge. Sie entscheiden wie die BZ-Aufträge nach 
kürzester Rüst- und Bearbeitungszeit. Jedoch melden Sie 50 Routen an, um sich mög-
lichst viele Alternativen offenzuhalten. Nach jeder Maschine wird als nächste diejenige 
mit dem frühesten Fertigstellungstermin gewählt, wobei angenommen wird, dass nach 
dem aktuell bearbeiteten Auftrag der Eilauftrag „eingeschoben“ wird. Die Reihenfolge-
entscheidung der Maschine wird dahin gehend erweitert, dass Eilaufträge immer zuerst 
bearbeitet werden. 
Diese drei Auftragsarten sind in der Praxis häufig anzutreffen. Während BZ-Aufträge diejenigen Auf-
träge darstellen, welche nicht zeitkritisch sind und daher immer dann bearbeitet werden, wenn es 
gerade günstig ist, können DLZ-Aufträge von wichtigen Kunden sein oder aus sonstigen Gründen eine 
engere Termineinhaltung erfordern. Eilaufträge sind in der Praxis immer möglich und werden so 
schnell wie möglich fertiggestellt. 
Als Betrachtungsfälle wurden Auftragssituationen mit und ohne Eilaufträge definiert (siehe Tabelle 
27). Zunächst werden keine Eilaufträge betrachtet, um das Systemverhalten mit zwei verschiedenen 
Auftragsarten genauer zu untersuchen und eine Vergleichsmöglichkeit zu den bisherigen Simulatio-
nen zu erhalten. Ein Anteil von 100 % DLZ-Aufträgen entspricht dabei der DLRPp-Version der FFP-
Evaluation. Der DLZ-Anteil wird schrittweise bis auf 0 % abgesenkt. Für die Auftragssituationen mit 
Eilaufträgen wurden von diesen Auftragsanteilen jeweils 10 % Eilaufträge erzeugt, wodurch sich die 
in Tabelle 27 angegebenen Prozentzahlen ergeben (75 % von 90 % DLZ-Aufträgen ergibt 68 %). 
 
Tabelle 27: Simulierte Auftragssituationen für das erweiterte DLRPp 
Um die Ergebnisse des erweiterten DLRPp mit den Ergebnissen der FFP-Evaluation aus dem letzten 
Unterkapitel vergleichen zu können, wurden die selben Szenariodateien benutzt. D. h. dass alle Be-
dingungen, wie die Auftragseinlastung, die Verteilungen der Auftragstypen, der Zeiten usw. exakt wie 
in der FFP-Evaluation sind.  Dabei wurden die in den Szenarios definierten Aufträge zusätzlich ent-
sprechend den Auftragssituationen den verschiedenen Auftragsarten zugeordnet. Dadurch werden 
die Aufträge vom erweiterten DLRPp unterschiedlich behandelt. Im Folgenden werden beispielhaft 
die Ergebnisse für eine 5x5-Topologie und eine Einlastung von 𝜆 = 0.2 dargestellt. Hierbei handelt es 
sich um eine mittelgroße Topologie und eine realistische Einlastung im Bereich der Systemkapazität. 
In Abbildung 50 sind die Ergebnisse für die Durchlaufzeiten der Auftragssituationen ohne Eilaufträge 
dargestellt. Am linken Rand entspricht ein Anteil von 100 % der Auftragsart DLZ der DLRPp-Version 
der FFP-Evaluation. In diesem Fall ist der Mittelwert der Durchlaufzeiten aller Aufträge nahezu unab-
hängig von der Auftragssituation. Gemischte Auftragssituationen scheinen die Durchlaufzeit sogar 
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größere Durchlaufzeit haben und dadurch die Durchlaufzeit der DLZ-Aufträge begünstigen und ver-
mindern. Dies ist in der Regel auch die Aufgabe dieser Aufträge, welche sich in gewissem Maße altru-
istisch verhalten und sich eher für kurze Bearbeitungszeiten als für einen schnellen Durchlauf ent-
scheiden. Damit entlasten sie das System. Zusätzlich werden beim Dispaching DLZ-Aufträge vorgelas-
sen.  
 
Abbildung 50: Durchlaufzeitergebnisse der Auftragssituationen ohne Eilaufträge 
Abbildung 51 zeit die entsprechenden Ergebnisse für den Makespan und die Maschinenauslastung. 
Durch die Änderung des Auftragspools in Richtung BZ-Aufträge steigt der Makespan geringfügig (um 
ca. 9 %). Dies liegt in der nicht optimalen Wahl der nächsten Maschine bzw. Warteschlange begrün-
det. Der Abfall bei 50 % DLZ ist zunächst nicht erklärlich, die Schwankungen liegen jedoch innerhalb 
des Konfidenzintervalls. Das Konfidenzintervall zum 5 %-Konfidenzniveau liegt hier bei ±70 ZE 
(entspr. ±3,6 %, zur Signifikanz und zum Konfidenzniveau siehe auch S. 74 ff). Gleichzeitig fällt aber 
auch die mittlere Maschinenauslastung von 72 auf 63 %. Durch die BZ-Aufträge wird das System also 
insgesamt entlastet, wovon die DLZ-Aufträge profitieren können. So sind laut Abbildung 50 bei einer 
Auftragssituation von 25 % DLZ-Aufträgen diese wenigen DLZ-Aufträge dann um ca. 12 % schneller, 
als sie in einer 100%-DLZ-Situation wären. 
 
Abbildung 51: Makespan und mittlere Maschinenauslastung der Auftragssituationen ohne Eilaufträge 
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In den Auftragssituationen mit Eilaufträgen ist die Situation ähnlich. Abbildung 52 zeigt die Durch-
laufzeitergebnisse dieser Simulationen. Die Eilaufträge werden unabhängig von den Anteilen der 
anderen Auftragsarten direkt und mit einer sehr niedrigen Durchlaufzeit bearbeitet. Durch die Anwe-
senheit der Eilaufträge erhöhen sich die Durchlaufzeiten der beiden anderen Auftragsarten gegen-
über Abbildung 50 geringfügig (ca. 2-8 %). Die anderen Aufträge müssen also Systemkapazität für die 
Eilaufträge aufgeben, wie dies zu erwarten ist.  
Die Situation bezüglich Makespan und Maschinenauslastung ist ähnlich, wie in den Situationen ohne 
Eilaufträge. Eilaufträge führen jedoch zu einer geringfügigen Makespanzu- und einer Auslastungsab-
nahme. Dies ist vor allem an der linken Seite zu erkennen. Der rechte Endpunkt der Graphen ent-
spricht 90 % BZ-Anteil und damit in Abbildung 51 dem Wert bei Anteil Auftragsart DLZ = 10 %. 
 
Abbildung 52: Durchlaufzeitergebnisse der Auftragssituationen mit Eilaufträgen 
 
Abbildung 53: Makespan und mittlere Maschinenauslastung der Auftragssituationen mit Eilaufträgen 
Diese Untersuchung macht die bei der Beschreibung des ersten DLRP-Grundprinzips (Zielaufteilung, 
siehe S. 18) dargestellte Situation sehr deutlich. Es ist nicht immer möglich, die gegebene Aufgaben-
stellung als ein Optimierungsproblem zu betrachten. Vielmehr muss die Zuordnung der Aufträge zu 
den Auftragsarten aufgrund anderer Kriterien getätigt werden, als die Zielkriterien der Fertigungs-
steuerung (z. B. Durchlaufzeitminimierung). Es handelt sich eher um ein Positionierungsproblem. 
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Welche Aufträge sind nicht so wichtig oder zeitlich unkritisch und können somit wichtigeren Aufträ-
gen eine bessere Position gewähren. Auf der einen Seite gibt man etwas auf, um auf der anderen 
Seite Vorteile zu haben. Die durchgeführte Untersuchung zeigt deutlich, dass das DLRPp und das 
DLRP im Allgemeinen gerade in solchen Situationen deutliche Vorteile gegenüber zentralen Optimie-
rungsalgorithmen hat. Ich diesem Beispiel ist es sogar ohne wesentlichen Performanceverlust mög-
lich, die Auftragsarten zu verteilen. Es wird klar, dass das DLRP-Konzept auf solche oder ähnliche 
Weise jedem Objekt einzeln Ziele und gewünschtes Verhalten zuordnen kann, sodass ein auf die je-
weilige Situation gut angepasste Steuerung entstehen kann, welche sich zusätzlich noch dynamisch 
anpasst.  
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4.6. Zusammenfassung 
Bereits in Unterkapitel 4.1 „Problemstellung Fertigungslogistik“ wurde deutlich, dass das DLRPp auf-
grund seiner Objektorientierung und aufgrund der umgesetzten Grundprinzipien des DLRP (S. 18 ff.) 
befähigt ist, weitaus komplexere Problemstellungen und Szenarios zu lösen, als dies den etablierten 
Verfahren möglich ist. Auch im Fertigungsbereich ist die Umsetzung des DLRP-Konzeptes in der Lage, 
nahezu alle Erweiterungen gleichzeitig handhaben zu können, welche klassische Szenarios und Heu-
ristiken einzeln aufnehmen. Dies betrifft beispielsweise Prioritäten, Unterbrechbarkeit, reihenfolge-
abhängige Rüstzeiten oder Reihenfolgebeziehungen (siehe S. 97). Dazu kommt, dass das DLRPp in der 
Lage ist, Problemstellungen zu bearbeiten, in welchen die Aufträge nicht a priori bekannt sind oder in 
denen Maschinen zufällig ausfallen können. Dies sind beides dynamische Eigenschaften, wobei in 
dynamisch genannten Problemstellungen für klassische Verfahren vielfach die Aufträge a priori be-
kannt sind. 
Zusätzlich zu den Erweiterungen ist einer der größten Vorteile des DLRPp seine Objektorientierung, 
wodurch jedem einzelnen Objekt andere Entscheidungsfunktionen gegeben werden können. Es ist 
dadurch möglich, dass ein Auftrag nur seine Durchlaufzeit minimiert, während ein anderer Auftrag 
möglichst geringe Rüstzeiten und Bearbeitungszeiten anstrebt und damit der Maschinenauslastung 
entgegenkommt. Auch Eilaufträge wären durch eine bevorzugte Behandlung durch Maschinen prob-
lemlos implementierbar. Beides wurde im letzten Unterkapitel aufgezeigt und beispielhaft unter-
sucht. Auf der anderen Seite könnten auch Maschinen unterschiedliche Entscheidungen treffen. So 
kann beispielsweise eine Maschine, welche als Engpass in der Fertigung angesehen werden kann, 
sehr stark auf die eigene Maximierung der Auslastung und damit die Minimierung der Rüstzeiten 
achten, während andere Maschinen eher dahin gehend entscheiden, dieser Maschine möglichst 
schnell Aufträge weiterzureichen. Die Variationsmöglichkeiten sind enorm groß und zeigen in diesen 
Beispielen die große Realitätsnähe des DLRPp. 
Aus dieser Sicht heraus wird klar, dass die Szenarios, mit welchen die Evaluationsstudien unternom-
men wurden, das Potenzial des DLRPp bei Weitem nicht ausschöpfen. Dies wird insbesondere in der 
Gegenüberstellung der verschiedenen Szenarios und der Definition der adaptierten Szenarios deut-
lich (siehe Tabelle 26 auf S. 109). Die adaptierten Szenarios sind gegenüber dem DLRPp-Szenario sehr 
eingeschränkt. 
Hinzu kommt, dass auch in der Implementierung in der Fertigungslogistik die Entscheidungsmecha-
nismen für die Evaluationen sehr einfach sind und trotzdem ausreichen, mit den etablierten Verfah-
ren mitzuhalten. Das DLRPp hat in diesem Bereich ein großes Potenzial und es sollte mit komplexen 
und gut eingestellten Entscheidungsmechanismen problemlos möglich sein, eine bessere logistische 
Zielerreichung zu erhalten, als das verwendete und auch andere etablierte Verfahren im Bereich der 
Fertigungslogistik. Schon allein die verbesserte Nutzung der durch die Anmeldung der Routen vorlie-
genden Informationen für die Reihenfolgeplanung der Rüstvorgänge der Maschinen sollte deutliche 
Verbesserungen bringen. Die Mechanismen hierfür könnten beispielsweise aus der Statistik (Vorher-
sagetechniken) oder auch aus dem Bereich der Künstlichen Intelligenz (Data Mining o. ä.) stammen. 
Die Evaluationsstudie zeigt, dass das DLRPp den etablierten Verfahren in den Szenarios ebenbürtig 
ist, jedoch ist es in der Lage wesentlich komplexere und vor allem dynamische, sehr realitätsnahe 
Problemstellungen zu lösen. Es ist dazu für den Anwender letztlich einfach zu handhaben, da nur 
jeweils für das einzelne Objekt intuitive Einstellungen gemacht werden müssen. Die Komplexität des 
Gesamtproblems, wie sie in den etablierten Heuristiken zum Ausdruck kommt, wird durch das DLRPp 
auf viele Elemente herunter gebrochen. 
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In den gängigen Szenarios können sich die Aufträge nach jeder Stufe wieder neu für alle „Linien“ 
entscheiden. Daher ist die Vorausschau, welche durch das Routing des DLRPp durchgeführt wird, 
nicht unbedingt notwendig (obwohl es natürlich für die Maschinen und die allgemeine Verteilung der 
Aufträge Vorteile birgt). Wirklich effektiv sollte das DLRPp in Umgebungen werden, in denen die ge-
troffenen Entscheidungen weitreichendere Auswirkungen haben. Abbildung 54 zeigt eine solche 
Umgebung, welche leicht als verteilte Produktion oder auch verschiedene Fertigungshallen interpre-
tiert werden kann. 
 
Abbildung 54: Eine nicht vollständig vernetzte Topologie für FFP-Szenarios 
SenkeQuellePufferMaschine
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5. Anwendungen des DLRP in anderen Bereichen 
Das DLRP-Konzept wurde mittlerweile aufgrund seiner guten Eigenschaften und vor allem seiner 
hohen Adaptivität auch in anderen Bereichen eingesetzt. So hat beispielsweise Bernd-Ludwig 
Wenning das DLRP-Konzept auf Kommunikationsnetze gewissermaßen rückübertragen. Dies klingt 
im ersten Moment ein wenig verwunderlich, da das DLRP ja aufgrund einer Übertragung von Rou-
tingprinzipien aus der Datenkommunikation entstanden ist. Jedoch wurden, wie in dieser Arbeit dar-
gelegt, aus der Datenkommunikation nur die grundlegenden Routingprinzipien übertragen (vgl. Ab-
schnitt 2.2.1 „Routingmechanismen“). Etliche Elemente wurden für die Anforderungen in logistischen 
Bereichen hinzugefügt, wie beispielsweise das Prinzip der Informationsbeschaffung (siehe Grund-
prinzip 2, S. 19). Dies lässt sich als ein Prinzip der „context-awareness“ verstehen, wie Bernd-Ludwig 
Wenning dies tut [Wenning10a]. In einigen neuen Bereichen der Datenkommunikation, wie bei-
spielsweise den Sensornetzen, kann ein Routing, welches zusätzlich zu den gängigen Mechanismen 
auch den eigenen Kontext mit einbezieht, deutliche Vorteile haben. Der Kontext kann hierbei im Sin-
ne von Umwelt oder auch Zustand des Sensorknotens selbst, wie Batteriezustand oder auch Teilaus-
fall von Funktionen, verstanden werden. 
Auf dieser Basis wurde ein Routingprotokoll namens EMA (Environmental Monitoring Aware Routing) 
entwickelt, sowohl in einer reaktiven Variante [Wenning09c], die das kontextbasierte Routingverfah-
ren komplett auf die Sensornetze überträgt, als auch in einer proaktiven Variante, die lediglich die 
bereits beschriebene multikriterielle Entscheidungsfunktion verwendet (siehe Abschnitt 3.3.2 
„Weitere Ansätze“ oder auch [Wenning08] und [Wenning10b]). Beide Varianten haben sich im Ver-
gleich mit etablierten Routingverfahren wie z. B. Ad-hoc On-Demand Distance Vector (AODV) als 
vorteilhaft erwiesen. Eine Gegenüberstellung beider Varianten in [Wenning10a] zeigt, dass in sehr 
dynamischen Fällen die reaktive Variante zu bevorzugen ist, während in relativ statischen Szenarios 
die proaktive Variante hinsichtlich des Energiebedarfs effizienter ist. 
Von Windt und Becker wurde das DLRP-Konzept wiederum innerhalb einer Simulationsstudie auf den 
Anwendungsfall der Lagerlogistik und anschließender Fahrzeugbearbeitung übertragen ([Windt10], 
[Becker11]). Der speziell untersuchte Fall war die Einlagerung von Fahrzeugen auf einem Automobil-
terminal und die anschließende teilweise Nachbearbeitung der Fahrzeuge für den Endkunden, wie 
beispielsweise der Einbau von Sonnendächern o. ä. Das betrachtete Automobilterminal befindet sich 
im Hamburger Hafen und wird von der BLG Logistics Group betrieben. Die Simulationsstudie umfasst 
den Vergleich der Realdaten mit dem DLRP-Konzept und weiteren sechs Steuerungsmethoden, wel-
che teilweise auch aus dem Bereich der Selbststeuerung stammen. Die Ergebnisse zeigen die gute 
Adaptivität und gute Performance des DLRP-Konzeptes, sowohl gegenüber den Realdaten als auch 
gegenüber den anderen Verfahren. Das DLRP ist in den meisten Fällen den anderen Verfahren über-
legen. 
Innerhalb des Projektes „RAN - RFID based Automotive Network“ soll das DLRP ebenfalls als Selbst-
steuerungskonzept verwendet werden. Das Projekt betrachtet die gesamte Automobile Supply Chain 
von Zulieferbetrieben bis hin zum Endkunden und will die unternehmensübergreifenden Prozesse 
transparenter gestalten und möglichst optimal steuern. Dazu wird von Scholz-Reiter, Lappe et al. 
unter anderem ein hybrides Steuerungskonzept entworfen, welches die Vorteile einer Selbststeue-
rung mit denen einer zentralen Planung und Steuerung verbinden will (siehe [Scholz-Reiter11b], 
[Scholz-Reiter11c]). Dabei soll das DLRP-Konzept als Selbststeuerungsmethode eingesetzt werden. 
Weiterhin sind derzeit aus dem Sonderforschungsbereich heraus zwei Transferprojekte mit Unter-
nehmen als Partnern geplant, welche das DLRP als Selbststeuerungsmethode in die Praxis tragen 
sollen. In einem Transferprojekt soll das DLRPp für die Fertigung auf seine Eignung überprüft und ein 
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Vorgehensmodell zur schrittweisen Umsetzung der Selbststeuerung erarbeitet werden. Die Fragestel-
lung lautet hier: Wie gelangt man von der derzeitigen Steuerung mit möglichst wenig Aufwand und 
Störungen schrittweise zu einer Selbststeuerung? Das zweite Transferprojekt soll sich mit der Über-
tragung der DLRP-Prinzipien auf den Anwendungsfall der Veranstaltungslogistik, speziell Routing und 
Verfolgbarkeit von Verleihartikeln im Eventbereich, beschäftigen. 
Im Sinne der in Unterkapitel 2.4 „Evaluationsmöglichkeiten“ auf Seite 41 beschriebenen Schritte zur 
Umsetzung einer neuen Methode im Logistikbereich ist das vom Autor entwickelte DLRP-Konzept 
damit bereits auf dem Weg zum Praxiseinsatz. Die vorgestellte Arbeit des Autors beinhaltet den ers-
ten bis dritten Schritt (Entwicklung und Vergleich mit gängigen Methoden). Die Arbeiten von Windt 
und Becker sind dem vierten Schritt (Vergleich mit Realdaten) zuzuordnen und die in den Transfer-
projekten geplanten Arbeiten sind der fünfte Schritt (prototypische Umsetzung). 
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6. Abschließende Betrachtung des selbststeuernden Routings 
Anhand der in Unterkapitel 1.4 „Aufgabenstellung“ detailliert beschriebenen Aufgabenstellung er-
folgt hier nun eine abschließende Betrachtung des entworfenen DLRP und des selbststeuernden Rou-
tings im Allgemeinen. 
Mit dem DLRP-Konzept wurde ein allgemeines Konzept zum selbststeuernden Routing autonomer 
logistischer Objekte entworfen und damit die erste Forschungsaufgabe (Entwurf eines allgemeinen 
Konzeptes zum selbststeuernden Routing autonomer logistischer Objekte, Abbildung 2 auf S. 7) er-
füllt. Die erfolgreiche Übertragung von Routingprinzipien in das DLRP-Konzept, welche damit eine 
Grundlage des selbststeuernden Routings sind (siehe Abschnitt 2.2.1 „Routingmechanismen“), führt 
zur Beantwortung der ersten Forschungsfrage (Können Routingmethoden aus der Datenkommunika-
tion auf logistische Problemstellungen übertragen werden?, Abbildung 2 auf S. 7). Es können grundle-
gende Routingmechanismen und -prinzipien aus der Datenkommunikation auf logistische Problem-
stellungen übertragen werden, wobei diese jedoch erweitert und speziell angepasst werden müssen. 
Dabei ist insbesondere die Eigenschaft der Dezentralität übertragbar und für das selbststeuernde 
Routing essenziell. Auch kann die Robustheit der Verfahren aus der Datenkommunikation in dem 
Sinne übertragen werden, dass das DLRPt sehr robust bei Kommunikationsausfällen reagiert (siehe 
Abschnitt 3.6.5 „Verhalten bei Kommunikationsausfällen“). Es erscheint zusätzlich sinnvoll, weitere 
Mechanismen aus der Datenkommunikation in das selbststeuernde Routing zu übertragen, wie bei-
spielsweise Mechanismen zur Reduktion der Flutung des Netzes mit Routinganfragen (siehe Ab-
schnitt 3.6.2 „Erhöhung der Skalierbarkeit des DLRPt“). Grundsätzlich kann die Forschungsfrage nach 
den bisherigen Betrachtungen mit „Ja“ beantwortet werden. 
Das entworfene, allgemeine DLRP-Konzept wurde auf die Anwendungsfelder Transportlogistik und 
Fertigungslogistik übertragen (Kapitel 3 „Ein Selbststeuerungskonzept für die Transportlogistik 
(DLRPt)“ und Kapitel 4 „Ein Selbststeuerungskonzept für die Fertigungslogistik (DLRPp)“). Dabei wur-
de jeweils eine an dem jeweiligen weitreichenden Szenario orientierte Formulierung des entspre-
chenden spezialisierten DLRP entwickelt. Anschließend wurde diese Formulierung dann in Implemen-
tierungen übertragen. Mit insgesamt drei Implementierungen und entsprechenden Vergleichen mit 
anderen, etablierten Verfahren (Unterkapitel 3.4 „Evaluation anhand adaptierter Vehicle Routing 
Problem“, Unterkapitel 3.5 „Evaluation anhand adaptierter dynamischer Pickup and Delivery Prob-
lem“ und Unterkapitel 4.4 „Evaluation anhand adaptierter dynamischer Flexible Flowshop Problem“), 
kann die zweite Forschungsaufgabe (Übertragung des allgemeinen Konzeptes auf ein konkretes An-
wendungsszenario und Vergleich mit etablierten Verfahren, Abbildung 2 auf S. 7) ebenfalls als erfüllt 
angesehen werden. 
Die Forschungsfrage zwei (Kann das entworfene Konzept selbststeuernden Routings den Auswir-
kungsaspekten der Veränderungstreiber gerecht werden?, Abbildung 2 auf S. 7) bezieht sich auf die 
Auswirkungsaspekte der Veränderungstreiber (siehe Abbildung 1 auf S. 3) und damit auf die daraus 
resultierenden Anforderungen an das selbststeuernde Routing, welche in Abschnitt 2.1.2 
„Anforderungen“ formuliert wurden. Diese Anforderungen wurden bereits bei der Konzeptionierung 
des DLRP stark berücksichtigt und auf dieser Basis wurden die Grundprinzipien des DLRP-Konzeptes 
(siehe 2.1.5 „Grundprinzipien des DLRP“ und Abbildung 9: Hauptbeziehungen zwischen Anforderun-
gen und Grundprinzipien, S. 21) entworfen. Durch diese Berücksichtigung ist das DLRP-Konzept auf 





Wie bei der Besprechung der beiden Spezialisierungen des DLRP für die Anwendungsgebiete (Unter-
kapitel 3.7 „Zusammenfassung“ und Unterkapitel 4.6 „Zusammenfassung“) bereits deutlich wurde, 
sind sowohl das DLRPt als auch das DLRPp in der Lage, sehr komplexe und über die in den jeweiligen 
Bereichen gängigen Szenarios weit hinausgehende Problemstellungen zu handhaben. Aus dem be-
schriebenen Funktionsumfang und der Strukturbeschreibung der beiden Spezialisierungen ist zu er-
kennen, dass die Fähigkeit, komplexe Szenarios lösen zu können, in den Grundprinzipien des DLRP-
Konzeptes liegt. Daraus lässt sich schließen, dass das DLRP-Konzept im Allgemeinen den Komplexi-
tätsanforderungen gerecht werden kann. Dazu kommt, dass die Evaluationsstudien darauf hindeu-
ten, dass die DLRP-Spezialisierungen relativ zu etablierten Verfahren mit steigender Szenario-
komplexität besser abschneiden werden. 
Dynamikanforderung 
Durch die grundsätzliche Konzeption des DLRP als Steuerung statt als Optimierung kann es mit dy-
namischen Situationen wesentlich besser umgehen als die etablierten Optimierungsverfahren. Der 
Schritt von der Optimierungssichtweise hin zur Steuerungssichtweise kann mit dem DLRP vollzogen 
werden. In den Spezialisierungen für die Anwendungsbereiche wurde zudem deutlich, dass das DLRP 
gerade in dynamischen, nicht a priori bekannten Situationen wesentlich eher in der Lage ist die Kom-
plexität der Problemstellungen zu bewältigen als klassische Verfahren. Die Evaluierung des DLRPp 
(Unterkapitel 4.4 „Evaluation anhand adaptierter dynamischer Flexible Flowshop Problem“) zeigt 
zudem die Probleme, welche die verwendeten Verfahren aufgrund ihres Optimierungsansatzes mit 
dynamischen Situationen haben. Beispielsweise klappt die rollierende Planung nur in einem engen 
Dynamikbereich sehr gut. Auch die übertragenen Routingalgorithmen im Zusammenhang mit dem 
Prinzip der Reaktivität (siehe S. 21) tragen dazu bei, dass das DLRP im Allgemeinen die Dynamikan-
forderungen gut erfüllen kann. 
Informationsanforderung 
In einem Beitrag [Scholz-Reiter10a] wird das DLRPp mit anderen Selbststeuerungsmethoden vergli-
chen. Dabei werden die Selbststeuerungsmethoden durch ihren Informationshorizont unterschieden 
und das DLRP als sog. „Information discovery method“ im Gegensatz zu den „Local information 
methods“ beschrieben. Dies charakterisiert das DLRP in Bezug zur Informationsanforderung sehr gut. 
Dabei kann das DLRP-Konzept den Informationsanforderungen durch drei Eigenschaften gut entge-
gentreten. Durch die grundsätzliche Struktur des DLRP ist die Information gewissermaßen eine Hol-
schuld der logistischen Objekte. Die Objekte besorgen sich die von ihnen zur Entscheidung benötig-
ten Informationen aktiv (siehe Grundprinzip 2 „Informationsbeschaffung“, S. 19) selbst. Dabei kön-
nen die Objekte auch mit veralteten oder teilweise fehlenden Informationen arbeiten. Im gesamten 
Routingprozess werden stets so viele aktuelle Informationen gesammelt, dass immer eine gute Basis 
zur Entscheidungsfindung vorhanden ist. Die dritte Eigenschaft ist die Dezentralität, welche aus den 
Methoden der Datenkommunikation übernommen wurde. Jedes Objekt kennt nur seine direkt not-
wendige Umgebung. Für sämtliche zusätzliche Informationen wird ein Routing angestoßen, welches 
auch bei geänderten Bedingungen problemlos Informationen beschaffen kann. Die Informationsbe-
schaffung ist damit auch bei großen Änderungen im System gewährleistet. 
Hierarchieanforderung 
Diese Anforderung wird in dieser Arbeit nur am Rande betrachtet. Das DLRP-Konzept basiert auf ei-
ner flachen Hierarchie, in der die gegenseitigen Abhängigkeiten durch den hohen Vernetzungsgrad 
minimal sind. Ein Ausfall von einzelnen logistischen Objekten beeinträchtigt das Gesamtsystem nicht 
wesentlich. Gleichzeitig ist es möglich, das DLRP an übergeordnete Hierarchiestufen, wie beispiels-
weise eine übergeordnete Planung, anzuschließen. Die kann so aussehen, dass auf einer höheren, 
zentralen Ebene mit aggregierten Größen eine längerfristige Planung der Ressourcen erfolgt, welche 
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dann den einzelnen logistischen Objekten im DLRP mitgegeben wird. Die operativen Vorgänge und 
Anpassungen an geänderte oder nicht erwartete Situationen kann das DLRP leisten. In dieser Vision 
sind dann die beiden skizzierten Hierarchiestufen nicht mehr allzu stark gegenseitig abhängig. Das 
DLRP könnte auch ohne das übergeordnete System arbeiten. Aus diesen Überlegungen ist ersichtlich, 
dass das DLRP durch seine neuartige Struktur auch in Bezug auf geänderte Hierarchieanforderungen 
positive Impulse liefern kann. 
 
Zusammenfassend kann die zweite Forschungsfrage insofern beantwortet werden, als dass in Bezug 
auf die in dieser Arbeit betrachteten Auswirkungen der Veränderungstreiber das entworfene selbst-
steuernde Routingkonzept den Veränderungen in der Logistik gerecht werden kann. Das DLRP hat 
nach Ansicht des Autors ein großes Potenzial, die in Unterkapitel 1.1 „Stand der Technik und Motiva-
tion“ beschriebenen aufkommenden Herausforderungen bei der Planung und Steuerung logistischer 
Prozesse zu meistern. 
Nach den bisherigen Betrachtungen lässt sich die Forschungsfrage drei (Kann das entworfene Kon-
zept selbststeuernden Routings als Alternative zu etablierten Verfahren eingesetzt werden?, Abbil-
dung 2 auf S. 15) in der Gesamtsicht beantworten. Die Evaluationsstudien haben in den konkreten 
Szenarios die Vergleichbarkeit von DLRPt und DLRPp mit den in den jeweiligen Bereichen etablierten 
Verfahren nachgewiesen. Dies ist auch in anderen Szenarios zu erwarten, da zum einen auf die 
Grundprinzipien des DLRP zurückzuführen ist und zum anderen die Implementierungen mit sehr ein-
fachen Entscheidungsmechanismen in der Lage waren, die Ergebnisse der klassischen Verfahren teil-
weise zu übertreffen. Zudem ist in der Ausformulierung klar zum Ausdruck gekommen, dass die etab-
lierten Verfahren nur im Vergleich zu den DLRP-Szenarios eingeschränkte Problemstellungen lösen 
können. Auch kann den oben beschriebenen Anforderungen der Veränderungstreiber wie beschrie-
ben durch das DLRP begegnet werden. Demgegenüber hat sich in den Diskussionen zu den Problem-
stellungen der Anwendungsbereiche herausgestellt, dass es zumindest fraglich ist, ob die etablierten 
Verfahren den Anforderungen ebenfalls begegnen können. Durch die dargestellten Arbeiten und 
Ergebnisse kann die dritte Forschungsfrage klar mit „Ja“ beantwortet werden. 
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7. Zusammenfassung und Ausblick 
Die vorliegende Arbeit beschreibt die grundlegende Entwicklung des Distributed Logistics Routing 
Protocol (DLRP) und dessen erfolgreiche Evaluierung. Damit steht eine allgemeine Methode zum 
selbststeuernden Routing autonomer logistischer Objekte zur Verfügung, welche bereits für die An-
wendungsfelder Transportlogistik und Fertigungslogistik spezifiziert wurde. Das DLRP kann nun als 
eine vielversprechende Alternative zu klassischen, etablierten Verfahren in der Logistik angesehen 
werden, welche nicht nur bei den klassischen Optimierungszielen vergleichbare Leistungen erbringt, 
sondern zusätzlich in der Lage ist, den starken Veränderungen im Logistikbereich entgegenzutreten. 
Dies beinhaltet die erfolgreiche Bewältigung steigender Komplexität und Dynamik der Systeme eben-
so, wie die Forderung nach einer robusten Informationshaltung und -beschaffung und nach einer 
flachen, flexiblen Systemhierarchie. 
Weiterer Forschungsbedarf besteht sowohl in der Breite als auch in der Tiefe. Zum einen sind für die 
vorgestellten Implementierungen des DLRPt und DLRPp die nächsten Schritte die Evaluation mit Re-
aldaten und realen Szenarios, wobei die in dieser Arbeit gewählten Szenarios bereits realitätsnah 
sind, und schließlich die prototypische Umsetzung in einem realen System. Auf dem Weg in die Praxis 
sind dazu Konzepte in Bezug auf die hardwaretechnische Implementierung zu erforschen und umzu-
setzen. Hier ist ein weites Feld von einer Agentenplattform, auf welcher jeder Agent ein logistisches 
Objekt repräsentiert bis hin zu tatsächlich physisch „intelligenten“ Objekten mit allen Vor- und Nach-
teilen denkbar. Auch eine Standardisierung des Protokolls ist auf dem Weg in die Praxis notwendig. 
In der Breite sind ebenfalls noch einiger Forschungsbedarf und vor allem Potenzial des DLRP vorhan-
den. Das Konzept kann auf andere Bereiche angewendet werden, wie die Montagelogistik oder die 
Lagerlogistik, beispielsweise im Containerterminal. Für ein wirklich umfassendes Konzept zur Logis-
tiksteuerung müssen die verschiedenen Bereiche aufeinander abgestimmt und miteinander ver-
knüpft werden. Die weitreichende Vision der Selbststeuerung kann in dieser Richtung mit einem be-
reichsübergreifenden Routing vom Auftrag über die Fertigung, Montage, Lagerung, Transport usw. 
bis hin zum Endkunden realisiert werden. Eine planungs- oder steuerungsmäßige Verknüpfung dieser 
Bereiche findet derzeit weder in der Praxis noch in der Forschung statt. Dazu wurde mit dem auf fast 
alle Bereiche anwendbaren DLRP-Konzept der Grundstein gelegt, wenngleich hier noch weiterer For-
schungsbedarf besteht. 
Auch auf einer übergeordneten Ebene besteht aus Sicht des Autors noch Forschungsbedarf. So wird 
durch eine Einführung des DLRP oder auch der Selbststeuerung allgemein, die Verantwortung in den 
Systemen neu verteilt. Die Objekte werden intelligent und treffen eigene Entscheidungen. Das wirft 
die Frage auf, welche Person oder welches Unternehmen für welche Entscheidung verantwortlich ist. 
So kann ein Produktionsplan leicht von einer Person überprüft und verantwortet werden, eine fort-
laufende Selbststeuerung nicht mehr in letzter Konsequenz. An einem Transport im DLRPt sind in der 
visionären Umsetzung mehrere Fahrzeuge und Unternehmen beteiligt, wobei die einzelnen Objekte 
die Entscheidungen treffen und nicht mehr die Menschen. Wer erhält in diesem Szenario wie viel 
Gewinn und wer zahlt Strafen? Wer kann verantwortlich gemacht werden? Dies sind Fragen, welche 
vor der umfassenden Einführung der Selbststeuerung beantwortet werden müssen. 
In dieser Arbeit konnten die Potenziale des selbststeuernden Routings in Form des DLRP-Konzeptes 
nachgewiesen und damit ein wichtiger Grundstein für die Selbststeuerung gelegt werden. 
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A Daten zur Deutschlandtopologie  
 












































































1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Berlin 1 280 260 175 160
Hamburg 2 280 105 150
München 3 230 175
Köln 4 100 50 25
Frankfurt 5 235 200 180 100 190
Dortmund 6 100 235 60 215 75 80 160
Stuttgart 7 230 210 135
Düsseldorf 8 50 60 30
Bremen 9 105 215 105
Duisburg 10 75 30
Hannover 11 260 150 105 115 165
Nürnberg 12 175 200 210 305 255 245 310
Dresden 13 175 305 120 390
Leipzig 14 160 255 120 300
Bielefeld 15 80 115
Bonn 16 25 180 220
Mannheim 17 100 135 245 220
Kassel 18 190 160 165 310 390 300
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B Ergebnisse zur VRP-Evaluation 
 
Tabelle 29: Ergebnisse der VRP-Evaluation für DLRPt 
3 6 9 12 17
102 5562 6025 6869 7529 10228
85 5659 5338 6493 7385 10124
68 4558 5586 6331 6550
51 4398 4843 5769
34 4323 5756 6093
17 3435 2875 4040
3 6 9 12 17
102 495 456 438 420 411
85 513 439 411 421 437
68 463 421 412 398
51 508 322 409
34 509 487 453
17 556 314 351
3 6 9 12 17
102 0,19 0,42 0,55 0,63 0,69
85 0,19 0,45 0,54 0,61 0,73
68 0,21 0,41 0,56 0,70
51 0,24 0,35 0,61
34 0,26 0,49 0,64


































Tabelle 30: Ergebnisse der VRP-Evaluation für Tabu Search 
3 6 9 12 17
102 5502 7765 9190 10782 12343
85 5112 7038 8669 8848 10062
68 4409 5782 6580 7058
51 3988 4637 5026
34 3335 3689 3775
17 2410 2610 3095
3 6 9 12 17
102 1067 750 608 450 257
85 942 691 587 393 228
68 787 599 485 338
51 780 518 408
34 694 423 336
17 484 334 298
3 6 9 12 17
102 0,39 0,49 0,56 0,47 0,36
85 0,37 0,52 0,58 0,47 0,39
68 0,37 0,54 0,63 0,54
51 0,40 0,57 0,69
34 0,44 0,65 0,76


































Tabelle 31: Ergebnisse der VRP-Evaluation für die Zufallsmethode 
3 6 9 12 17
102 6326 11046 14769 18102 21601
85 6183 10600 13945 16553 19837
68 5943 9897 12756 14876
51 5583 8940 11225
34 5051 7594 9072
17 3927 5118 5474
3 6 9 12 17
102 1213 1021 912 849 732
85 1170 983 868 793 686
68 1101 919 801 722
51 851 691 606
34 727 559 501
17 570 371 326
3 6 9 12 17
102 0,39 0,47 0,52 0,53 0,58
85 0,38 0,49 0,53 0,51 0,59
68 0,38 0,49 0,53 0,55
51 0,38 0,51 0,59
34 0,42 0,58 0,66


































Tabelle 32: Ergebnisse der VRP-Evaluation für die MIP-Lösung (Optimum) 
 
3 6 9 12 17
102
85
68 2245 2683 3400 4097
51 2245 2618 3368
34 2245 2852 3337
17 2245 2565 3095
3 6 9 12 17
102
85
68 421 330 314 303
51 411 333 310
34 439 361 316
17 419 309 298
3 6 9 12 17
102
85
68 0,39 0,64 0,78 0,84
51 0,37 0,65 0,78
34 0,42 0,71 0,81

































C Ergebnisse zur PDP-Evaluation 
 
Tabelle 33: Ergebnisse der PDP-Evaluation für das DLRPt 
 
0.15 0.2 0.3
0.75 176 140 97
1.00 168 137 107
1.50 167 138 99
2.00 163 151 105
0.15 0.2 0.3
0.75 175 179 207
1.00 181 181 187
1.50 181 183 204
2.00 187 171 189
0.15 0.2 0.3
0.75 332 306 280
1.00 318 305 273
1.50 320 297 255
2.00 320 288 243
0.15 0.2 0.3
0.75 0.208 0.219 0.225
1.00 0.208 0.220 0.225
1.50 0.204 0.216 0.211
















































Tabelle 34: Ergebnisse der PDP-Evaluation für den modifizierten Ropke-Algorithmus 
0.15 0.2 0.3
0.75 89 91 86
1.00 102 97 91
1.50 110 113 101
2.00 112 112 98
0.15 0.2 0.3
0.75 249 242 229
1.00 181 211 205
1.50 173 169 182
2.00 152 159 182
0.15 0.2 0.3
0.75 497 463 407
1.00 547 474 403
1.50 545 469 377
2.00 571 476 358
0.15 0.2 0.3
0.75 0.178 0.198 0.214
1.00 0.271 0.228 0.247
1.50 0.305 0.302 0.281















































D Ergebnisse zur FFP-Evaluation 
 
Tabelle 35: Mittelwerte der maximalen Release Times aller Szenarioinstanzen 
 
Tabelle 36: Minimal mögliche Werte nach den Gleichungen 33 und 34 
st 0.6 0.5 0.4 0.3 0.2 0.15 0.1 0.075 0.05 0.04 0.03 0.02 0.01
3x3 0 422 509 633 843 1.265 1.687 2.538 3.380 5.027 6.325 8.434 12.650 25.300
3x5 0 422 509 633 843 1.265 1.687 2.538 3.380 5.027 6.325 8.434 12.650 25.300
3x10 0 422 509 633 843 1.265 1.687 2.538 3.380 5.027 6.325 8.434 12.650 25.300
5x3 0 422 509 633 843 1.265 1.687 2.538 3.380 5.027 6.325 8.434 12.650 25.300
5x5 0 422 509 633 843 1.265 1.687 2.538 3.380 5.027 6.325 8.434 12.650 25.300
5x10 0 422 509 633 843 1.265 1.687 2.538 3.380 5.027 6.325 8.434 12.650 25.300
10x3 0 422 509 633 843 1.265 1.687 2.538 3.380 5.027 6.325 8.434 12.650 25.300
10x5 0 422 509 633 843 1.265 1.687 2.538 3.380 5.027 6.325 8.434 12.650 25.300
10x10 0 422 509 633 843 1.265 1.687 2.538 3.380 5.027 6.325 8.434 12.650 25.300
mean of max release times
Szenario
Lambda
st 0.6 0.5 0.4 0.3 0.2 0.15 0.1 0.075 0.05 0.04 0.03 0.02 0.01
3x3 1751 1812 1830 1812 1812 1812 1846 2629 3469 5032 6401 8512 12735 25402
3x5 1005 1044 1057 1044 1044 1339 1759 2625 3463 5029 6398 8510 12732 25400
3x10 483 515 598 709 917 1335 1756 2620 3458 5027 6397 8508 12731 25398
5x3 1846 1869 1864 1869 1869 1869 1898 2679 3515 5082 6452 8562 12784 25452
5x5 1064 1064 1070 1064 1068 1393 1813 2670 3507 5078 6447 8558 12780 25448
5x10 512 557 649 763 971 1388 1808 2666 3503 5074 6444 8555 12777 25445
10x3 1870 1877 1874 1877 1877 1877 1967 2812 3657 5216 6580 8688 12905 25569
10x5 1068 1077 1076 1077 1116 1524 1942 2802 3646 5203 6569 8678 12896 25562
10x10 513 677 766 886 1095 1514 1933 2791 3634 5192 6558 8667 12885 25551
st 0.6 0.5 0.4 0.3 0.2 0.15 0.1 0.075 0.05 0.04 0.03 0.02 0.01
3x3 63 65 66 65 65 65 65 67 67 65 65 65 65 65
3x5 60 63 63 63 63 63 63 64 64 63 63 63 63 63
3x10 58 60 60 60 60 60 60 61 61 60 60 60 60 60
5x3 111 112 112 112 112 112 112 113 113 112 112 112 112 112
5x5 106 106 107 106 106 106 106 107 107 107 106 106 106 106
5x10 102 103 103 103 103 103 103 103 103 103 103 103 103 103
10x3 224 225 225 225 225 225 225 224 225 225 225 225 225 225
10x5 214 215 215 215 215 215 215 215 215 215 215 215 215 215










Tabelle 37: Ergebnisse der FFP-Evaluation  für den GAL 
 
Tabelle 38: Ergebnisse der FFP-Evaluation  für den rGAL 
st 0.6 0.5 0.4 0.3 0.2 0.15 0.1 0.075 0.05 0.04 0.03 0.02 0.01
3x3 2.364 2.467 2.497 2.507 2.555 2.661 2.841 3.434 4.087 5.355 6.574 8.524 12.679 25.284
3x5 1.413 1.537 1.571 1.600 1.701 1.931 2.230 2.933 3.586 5.026 6.378 8.471 12.673 25.282
3x10 712 862 918 996 1.149 1.467 1.812 2.619 3.440 4.995 6.367 8.469 12.672 25.280
5x3 2.712 2.718 2.757 2.751 2.804 2.952 3.125 3.626 4.269 5.403 6.633 8.599 12.733 25.334
5x5 1.635 1.679 1.707 1.740 1.838 2.083 2.374 3.038 3.694 5.079 6.435 8.522 12.721 25.329
5x10 824 934 983 1.048 1.199 1.512 1.861 2.667 3.484 5.042 6.414 8.515 12.718 25.327
10x3 3.089 3.165 3.247 3.204 3.284 3.500 3.729 4.455 5.088 6.343 7.471 9.429 13.188 25.519
10x5 1.877 1.959 2.005 2.026 2.118 2.317 2.614 3.225 3.876 5.256 6.573 8.648 12.840 25.443
10x10 1.012 1.111 1.146 1.208 1.355 1.675 2.027 2.823 3.620 5.161 6.529 8.627 12.826 25.432
st 0.6 0.5 0.4 0.3 0.2 0.15 0.1 0.075 0.05 0.04 0.03 0.02 0.01
3x3 1.381 1.273 1.245 1.219 1.134 982 911 868 932 1.201 1.499 2.154 3.486 8.762
3x5 831 754 713 684 652 626 636 689 752 1.113 1.515 2.217 3.700 7.765
3x10 399 292 297 281 292 303 320 375 523 669 984 1.499 2.342 4.861
5x3 1.531 1.431 1.305 1.359 1.293 1.183 1.070 923 977 1.114 1.486 2.098 3.599 8.604
5x5 945 823 776 760 739 718 725 744 802 1.078 1.469 2.099 3.404 7.646
5x10 494 376 373 369 381 409 436 526 663 828 1.020 1.324 1.733 2.291
10x3 1.802 1.664 1.673 1.598 1.518 1.491 1.477 1.619 1.816 2.124 2.424 3.153 4.732 9.600
10x5 1.135 998 968 965 936 883 915 890 999 1.267 1.601 2.153 3.316 7.373







st 0.6 0.5 0.4 0.3 0.2 0.15 0.1 0.075 0.05 0.04 0.03 0.02 0.01
3x3 2.670 2.785 2.780 2.793 2.800 2.812 2.828 2.980 3.495 5.005 6.373 8.473 12.675 25.284
3x5 1.751 1.855 1.853 1.862 1.872 1.891 1.942 2.620 3.446 4.997 6.369 8.470 12.673 25.282
3x10 1.109 1.201 1.190 1.215 1.230 1.361 1.749 2.606 3.439 4.995 6.367 8.469 12.672 25.280
5x3 3.503 3.566 3.559 3.576 3.584 3.594 3.608 3.662 3.797 5.067 6.429 8.526 12.725 25.334
5x5 2.454 2.474 2.483 2.484 2.489 2.508 2.538 2.779 3.492 5.046 6.417 8.518 12.721 25.329
5x10 1.710 1.756 1.755 1.769 1.784 1.819 1.902 2.653 3.484 5.042 6.414 8.515 12.718 25.327
10x3 5.175 5.263 5.223 5.268 5.279 5.290 5.305 5.296 5.352 5.607 6.587 8.664 12.850 25.451
10x5 3.884 3.941 3.905 3.949 3.956 3.978 4.002 4.036 4.124 5.184 6.544 8.639 12.837 25.443
10x10 2.974 2.992 2.979 3.003 3.017 3.048 3.085 3.157 3.630 5.160 6.529 8.627 12.826 25.432
st 0.6 0.5 0.4 0.3 0.2 0.15 0.1 0.075 0.05 0.04 0.03 0.02 0.01
3x3 1.381 1.235 1.194 1.139 1.041 843 650 311 163 146 186 238 355 695
3x5 913 763 723 666 571 380 212 125 124 152 169 203 264 405
3x10 583 432 385 341 251 119 100 94 93 91 93 97 103 128
5x3 1.821 1.654 1.606 1.559 1.463 1.263 1.068 669 359 211 235 285 392 791
5x5 1.289 1.099 1.057 1.004 905 713 533 246 191 201 230 260 316 479
5x10 910 735 690 643 552 377 228 163 146 136 132 127 126 131
10x3 2.706 2.567 2.501 2.468 2.374 2.176 1.981 1.541 1.184 598 420 422 515 837
10x5 2.055 1.892 1.828 1.795 1.698 1.509 1.324 912 585 367 379 412 467 627










Tabelle 39: Ergebnisse der FFP-Evaluation  für das DLRPp 
st 0.6 0.5 0.4 0.3 0.2 0.15 0.1 0.075 0.05 0.04 0.03 0.02 0.01
3x3 2 744 2 838 2 782 2 760 2 780 2 787 2 752 2 936 3 587 5 110 6 470 8 579 12 803 25 471
3x5 1 692 1 741 1 742 1 755 1 719 1 752 1 932 2 718 3 537 5 095 6 463 8 574 12 797 25 463
3x10 871 920 941 962 1 052 1 423 1 831 2 683 3 518 5 088 6 455 8 567 12 790 25 457
5x3 3 294 3 304 3 328 3 291 3 287 3 229 3 158 3 177 3 688 5 201 6 551 8 643 12 866 25 531
5x5 2 011 2 019 1 987 1 996 1 992 1 962 2 056 2 795 3 614 5 165 6 530 8 634 12 851 25 518
5x10 1 086 1 080 1 072 1 081 1 144 1 498 1 897 2 756 3 580 5 149 6 511 8 620 12 840 25 509
10x3 3 953 4 013 3 982 3 911 3 964 3 882 3 762 3 653 3 935 5 380 6 708 8 808 13 015 25 680
10x5 2 466 2 491 2 515 2 482 2 475 2 388 2 386 2 985 3 772 5 318 6 668 8 780 12 993 25 653
10x10 1 380 1 342 1 343 1 325 1 360 1 658 2 043 2 902 3 720 5 276 6 646 8 749 12 965 25 631
st 0.6 0.5 0.4 0.3 0.2 0.15 0.1 0.075 0.05 0.04 0.03 0.02 0.01
3x3 1 530 1 386 1 285 1 221 1 085 899 637 274 161 127 119 114 110 106
3x5 931 743 702 637 521 312 179 127 117 109 107 104 101 100
3x10 480 289 245 191 137 112 106 102 100 97 96 95 94 93
5x3 1 875 1 716 1 650 1 592 1 438 1 200 911 441 260 202 187 178 171 164
5x5 1 157 952 881 826 707 472 291 195 180 166 162 158 155 152
5x10 637 409 360 295 218 176 163 155 151 148 146 144 143 141
10x3 2 442 2 217 2 147 2 081 1 941 1 688 1 362 792 492 379 350 333 319 307
10x5 1 546 1 321 1 285 1 207 1 073 792 567 365 332 309 302 295 288 282
10x10 881 624 570 496 402 323 301 282 275 269 266 263 260 257
Cmax (Mittelwerte)
Lambda
Szenario
Szenario
Lambda
TPT (Mittelwerte)
