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Abstract
A singular graph, with adjacency matrix A and one zero eigenvalue,
has a corresponding eigenvector v0 which is related to L, the coefficient
of λ of the characteristic polynomial φ(G,λ) =Det(λI −A). In this pa-
per a simple formula is derived expressing L in terms of the norm of v0.
Furthermore it is shown that the ratio of the diagonal cofactors, which
are the determinants of the adjacency matrices of the vertex-deleted
subgraphs of G, can be obtained from a kernel eigenvector. The non-
singular vertex-deleted subgraphs of G are characterised. Results are
also obtained for singular graphs with more than one zero eigenvalue.
Keywords: nullity, kernel eigenvector, kernel relation, principal kernel
eigenvector, core, core-order, periphery, minimal configuration.
1 Introduction
All the graphs we consider are simple, i.e. without multiple edges or loops.
If a graph G has n vertices, then the order n is denoted by n(G).
The adjacency matrixA(G) orA of a graphG having vertex set V(G) = {v1, v2, . . . , vn}
is an n × n symmetric matrix (aij) such that aij = 1 if vi and vj are ad-
jacent and 0 otherwise. A is also represented by (R1, R2, . . . , Rn)T where
Ri is the ith row of A corresponding to vertex vi. The rank of a graph G,
r(G) is the rank of its adjacency matrix A. The linear transformation cor-
responding to A is also denoted by A so that for u, w ∈ Rn, and α, β ∈ R,
A(αu+ βw) = αA(u) + βA(w).
A graph is said to be singular if its adjacency matrix A is a singular matrix.
At least one of the eigenvalues of A is zero. There corresponds a non-zero
vector v0 such that Av0 = 0. The vector v0 is in the nullspace of A.
Since the adjacency matrix A is symmetric the algebraic multiplicity is the
same as the geometric multiplicity for each eigenvalue λ. This common
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value for λ = 0 is the nullity of G, denoted by η(G), and is therefore the
dimension of the nullspace of A. It follows that r(G) + η(G) = n(G).
Definition: A kernel eigenvector v0 of a singular graph with adjacency
matrix A, is an eigenvector in the nullspace of A.
Definition: Let G be a singular graph having adjacency matrix A =
(R1, R2, . . . , Rn)T and a kernel eigenvector v0 = (α1, α2, . . . , αt, 0, . . . , 0)T ,
1 ≤ t ≤ n. Then a kernel relation R of G (with respect to v0) is the linear
relation
α1R1 + α2R2 + . . .+ αtRt = 0. (1)
Definition: A principal kernel eigenvector v0 = (α1, α2, . . . , αt, 0, . . . , 0)T ,
1 ≤ t ≤ n, has non-zero integer components α1, α2, . . . , αt with g.c.d. equal
to 1 and α1 > 0.
Main Theorem : Let G be a singular graph with adjacency matrix A and
nullity one and let G have the principal kernel eigenvector v0 = (α1, α2, . . . , αn)T ,
where αi 6= 0, for 1 ≤ i ≤ t, 1 ≤ t ≤ n, α1 > 0. Then the squared norm of
the principal kernel eigenvector divides L, the coefficient of λ of the charac-
teristic polynomial φ(G,λ) =Det(λI −A).
In related work [4,8], singular graphs of nullity one having the kernel eigen-
vector with no zero components, called nut graphs, played a central role.
The results in this paper present an easily applicable criterion for determin-
ing the existence of nut graphs by considering the coefficient of λ in the
characteristic polynomial of singular graphs. It was shown that the smallest
nut graph is of order 7 and, using this criterion, that there are 3 nut graphs
of order 7.
2 The role of the Adjoint
Lemma 1: Let G be a graph of order n with adjacency matrix A = (aij) and
adjoint Adj(A) = (Aij), where Aij is the cofactor of aij . Then each entry of
the adjoint is an integer.
Proof: This follows from the definition of the determinant as a sum of
products of n permuted entries of A and the signum of the permutation [5].
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Each of the n terms in a product is taken from a different row of A and
from a different column of A. As each entry of A is 0 or 1, the determinants
expressing the entries of the adjoint are integers.\\
Lemma 2: Let G be a graph of order n, with adjacency matrix A = (aij)
and adjoint Adj(A) = (Aij). Then if G is singular, for i ∈ {1, 2, . . . , n},
each row vector of the adjoint, ui = (A1i, A2i, . . . , Ani)T , is zero or a kernel
eigenvector. Furthermore
i) If η(G) > 1, then ui = 0, ∀i ∈ {1, 2, . . . , n}.
ii) If η(G) = 1, then for some i ∈ {1, 2, . . . , n}, ui is non-zero and a
non-zero row vector of the adjoint is unique (up to rational multiples).
iii) If η(G) = 0, then r(Adj(A)) = n.
Proof: Let A = (aij), i, j ∈ {1, 2, . . . , n}. If the graph is singular,
Det(A) = ai1Ai1+ai2Ai2+ . . .+ainAin = 0. Also for j 6= i, aj1Ai1+aj2Ai2+
. . .+ ajnAin = 0. Since A is symmetric, R1Ai1 + R2Ai2 + . . .+ RnAin = 0,
which can be written as
A

Ai1
Ai2
Ai3
...
Ain
 =

0
0
0
...
0
 . (2)
Thus the non-zero row vectors ui = (Ai1, Ai2, . . . , Ain)T are kernel eigenvec-
tors.
i) If η(G) > 1, then r(A) < n−1. Thus the determinant of each submatrix
of A(G) of order (n− 1) is zero. Hence ui = 0, ∀i ∈ {1, 2, . . . , n}.
ii) If η(G) = 1, then r(A) = n − 1. Thus the determinant of at least
one submatrix of A(G) of order (n − 1) is not zero. Hence ∃k, l ∈
{1, 2, . . . , n} such that Ak,l 6= 0. Thus uk is a non-zero kernel eigenvec-
tor of G (and so is ul). But the dimension of the nullspace (or kernel
of A(G)) is one. Thus if ∃j ∈ {1, 2, . . . , n}, j 6= k such that uj 6= 0,
then uj is also a kernel eigenvector and uj = cuk, c ∈ Q. Hence the
non-zero ui, i ∈ {1, 2, . . . , n}, are rational multiples of each other and
give the unique kernel eigenvector (up to rational multiples).
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iii) If η(G) = 0 then G is a non-singular graph of order n. Hence A−1
exists and is non-singular. As A−1 =
Adj(A)
Det(A)
, then r(Adj(A)) =
r(A−1) = n. \\
Lemma 3: Let G be a singular graph with adjacency matrix A.
i) If η(G) > 1 then Adj(A) = 0.
ii) If η(G) = 1 then r(Adj(A)) = 1.
Proof: Each row vector of the adjoint is zero or a kernel eigenvector of A.
From Lemma 2,
i) if η(G) > 1 then ui = 0, ∀i ∈ {1, 2, . . . , n}. Thus Adj(A) = 0.
ii) If η(G) = 1 then a row vector of the adjoint of its adjacency matrix
either has each entry zero or if it is non-trivial then it is unique (up
to rational multiples). Since at least one row vector of the adjoint is
non-zero then r(Adj(A)) = 1.\\
Figure 1:
The graph S1 has nullity 2 and the adjoint of its adjacency matrix is the
zero matrix.
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Figure 2:
The graphs S2 and S3 are both of nullity one. The adjoints of the corre-
sponding adjacency matrices, are

4 2 −2 −2 0 0 0 0 −4
2 1 −1 −1 0 0 0 0 −2
−2 −1 1 1 0 0 0 0 2
−2 −1 1 1 0 0 0 0 2
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
−4 −2 2 2 0 0 0 0 4

and

−4 −2 2 2 0 0 0
−2 −1 1 1 0 0 0
2 1 −1 −1 0 0 0
2 1 −1 −1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

,
respectively. Both matrices have rank one.
Corollary: Let G be a singular graph. Then r(Adj(A)) = 1 if and only if
η(G) = 1.
Proof: The condition is sufficient by Lemma 3. To prove that it is necessary,
suppose η(G) > 1. Then by Lemma 3, Adj(A) = 0; a contradiction.\\
Lemma 4: Let G be a singular graph with adjacency matrix A = (R1, R2, . . . , Rn)T ,
nullity one and let G have a non-zero row uk = (A1k, A2k, . . . , Ank) for some
k ∈ {1, 2, . . . , n} in its adjoint. Then a non-trivial kernel relation of the
graph is A1kR1 +A2kR2 + . . .+AnkRn = 0.
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Proof: Since ∀c ∈ R,
cA1kai1 + cA2kai2 + cA3kai3 + . . .+ cAnkain =
{
0, k 6= i
Det(A), k = i
(3)
and Det(A) = 0, then A.(cA1k, cA2k, cA3k, . . . , cAnk)T = (0, 0, . . . , 0)T , ∀k ∈
{1, 2, . . . , n}. Since uk is a non-zero row vector, uTk , is a kernel eigenvector.
Thus a non-trivial kernel relation of the graph is A1kR1 + A2kR2 + . . . +
AnkRn = 0, for some k ∈ {1, 2, . . . , n}.\\
Thus the only kernel relation of graph S2 is 2R1 +R2−R3−R4− 2R9 = 0,
obtained using a non-zero row of the adjoint of its adjacency matrix.
Lemma 5: Let G be a singular graph with nullity one, having the principal
kernel eigenvector v0 = (α1, α2, . . . , αn)T , where αi 6= 0, for 1 ≤ i ≤ t, 1 ≤
t ≤ n, α1 > 0. Then
i) ∃i, j ∈ {1, 2, . . . , n} such that Ai,j 6= 0.
ii) A non-zero row vector of the adjoint is of the form c(α1, α2, . . . , αn)
such that
c ∈ Z, c 6= 0.
Proof:
i) Since η(G) = 1, the rank of Adj(A) is one. Thus Adj(A) has a non
trivial row vector uj which is a kernel eigenvector of A. Thus at least
one entry of this row vector which is a cofactor of A is non-zero.
ii) The vector v0 = (α1, α2, . . . , αn)T is the only linearly independent
non-zero kernel eigenvector in the one dimensional nullspace of A. Also
Adj(A) has at least one non-zero row vector which is a kernel eigenvec-
tor ofA. It follows that a non-zero row vector uj = (Aj1, Aj2, . . . , Ajn), Ajk ∈
Z, ∀k, is a scalar multiple of v0. Thus uj = cvo. This means that
Aji = cαi, ∀i ∈ {1, 2, . . . , n} so that c ∈ Q. Let c = pq , (in its lowest
terms), p, q ∈ Z. Then q divides each αi. Hence q = 1 and c is an in-
teger. Thus vT0 is a non-zero row vector of the adjoint (up to integral
multiples).\\
Thus since the kernel relation of graph S3 is 2R1 + R2 − R3 − R4 = 0, the
row vectors of Adj(A) are c(2, 1,−1,−1, 0, 0, 0) where c = −2,−1, 1, 1, 0, 0, 0,
respectively.
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Figure 3:
Graphs S4 and S5 have nullity one and the same kernel relation
R1 + R2 − R3 − R4 = 0. The row vectors of Adj(A) are g(1, 1,−1,−1, 0)
with
g = 1, 1,−1,−1, 0 and h(1, 1,−1,−1, 0, 0) with h = −2,−2, 2, 2, 0, 0 respec-
tively.
Theorem 1: Let G be a singular graph with nullity one having the principal
kernel eigenvector v0 = (α1, α2, . . . , αn)T , where αi 6= 0, for 1 ≤ i ≤ t, 1 ≤
t ≤ n, α1 > 0. Then
i) Aij 6= 0, ∀i, j ∈ {1, 2, . . . , n}.
ii) ∃c1, c2, . . . , cn,∈ Z, ci, 6= 0 such that {ci(α1, α2, . . . , αn) : i ∈ {1, 2, . . . , n}}
is the set of row vectors of the adjoint.
iii) The diagonal entries of the adjoint are of the same sign and
A11 : A22 : . . . : Ann = c12 : c22 : . . . : cn2.
Proof:
i) From Lemma 5 at least one cofactor Aij is not zero. As η(G) = 1,
r(Adj(A)) = 1 and ∃c ∈ Z, c 6= 0 such that c(α1, α2, . . . , αn), is a
non-zero row vector ui of the adjoint; ui = (Ai1, Ai2, . . . , Ain). Since
αi 6= 0, ∀i, each cofactor of row i, Aij , j ∈ {1, 2, . . . , n} is a non-zero
integer. Since A is symmetric, so is its adjoint. Hence each row vector
uj of Adj(A) has non-zero entries. For all j ∈ {1, 2, . . . , n}, ∃cj ∈
Z − {0} such that uj = (Aj1, Aj2, . . . , Ajn) = cj(α1, α2, . . . , αn). So
each entry in Adj(A) (i.e. each cofactor of A) is non-zero.
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ii) As each row vector of the adjoint is non-zero and is in the one-dimensional
nullspace of A it follows that each row is an integral multiple of the
only kernel eigenvector of A, viz.,(α1, α2, . . . , αn).
iii) In particular, as Aij ∈ Z each row vector of the adjoint is a rational
multiple of the first row vector of the adjoint. Let the ith row of the
adjoint of A be di(A11, A12, . . . , Ann), for some di ∈ Q, where from
(i) di = ci/c1. Then Ajj = djA1j and as the adjoint is symmetrical
A1j = djA11. Thus Ajj = d2jA11. It follows that the diagonal entries
of the adjoint are of the same sign and that A11 : A22 : . . . : Ann = 1 :
d2
2 : . . . : dn2. The result follows.\\
Graph S6 is of nullity one and has a kernel relation
−2R1 +R2 + 2R3−R4 +R5 +R6−R7−R8 +R9 +R10−R11 = 0, involving
each row vector of A. Thus A11 : A22 : . . . : Ann = 4 : 1 : 4 : 1 : 1 : 1 : 1 : 1 :
1 : 1 : 1, for n = 11.
Lemma 6: Each diagonal entry of the adjoint of a singular graph with
one zero eigenvalue is given by the determinant of the adjacency matrix of
the corresponding vertex-deleted subgraph.
Proof: This follows from the definition of the cofactor Aii obtained by
deleting the ith row and the ith column of A(G).\\
Lemma 7: Let G be a graph of order n and let A be its adjacency matrix.
If φ(G,λ) =Det(λI −A), is the characteristic polynomial of G, then L, the
coefficient of λ in φ(G,λ), is given by L = (−1)n−1 (trace of Adj(A)) .
Proof: This follows from the definition of the determinant. We also recall
that
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φ′(G,λ) =
n∑
vi∈V(G)
(φ(G− vi), λ). Thus if φ(G,λ) = λn+. . .+Lλ+(−1)nDet(A(G)),
then
φ′(G,λ) = nλn−1 + . . .+ L. It follows that
φ′(G, 0) = L =
n∑
vi∈V(G)
(φ(G− vi), 0) = (−1)n−1
(
n∑
i=1
Det(G− vi)
)
.
Thus the coefficient of λ, L, is equal to (−1)n−1
(
n∑
i=1
Det(G− vi)
)
which
is (−1)n−1 (A11 +A22 + . . .+Ann) .\\
Thus
i) when η(G) > 1, as for G = S1, Trace(Adj(A)) = 0 and so is the coeffi-
cient of λ in φ(S1, λ) = Det(λI −A), the characteristic polynomial of
S1;
ii) in G = S6 where η(G) = 1, Trace(Adj(A)) = −17 and so is the
coefficient of λ in the characteristic polynomial of S6, viz., φ(S6, λ) =
Det(λI −A).
3 Structure of a Singular Graph
Definition: Let v0 be a kernel eigenvector of a singular graph G. A sub-
graph of G induced by the vertices corresponding to the non-zero components
of v0 is said to be a core χv0(= χ) (w.r.t v0). The number of vertices of the
core is called the core-order.
It follows that a core χ (w.r.t v0) of a singular graph G is a (vertex induced)
subgraph of G which is itself singular and has a vector in its nullspace
each of whose entries is non-zero. The set of vertices V(G\χ) is called the
periphery of G and is denoted by P.
Definition: A singular graph Γ of order n ≥ 3, having a core χt and
periphery P := V(Γ)−V(χt) is a minimal configuration, of core-number
t, if the following conditions are satisfied:
(i) η(Γ) = 1,
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(ii) P = φ or P induces a null graph,
(iii) and in the case when P 6= φ, the deletion of v ∈ P increases the nullity
of Γ.
Figure 4:
Thus P7 and Γ1 are two minimal configurations for the same core N4 and
the same kernel eigenvector
v0 = (1,−1, 1,−1, 0, 0, 0)T . (4)
The graph Γ1 has P7 as a subgraph but both Γ1 and P7 are minimal con-
figurations as each has nullity one, < P > is the null graph N3, and the
deletion of a vertex from the periphery increases the nullity in the resulting
graph in each case.
Lemma 8: Let (Γ, χv0) be a minimal configuration having the principal
kernel eigenvector v0 = (α1, α2, . . . , αt, 0, . . . , 0)T , αi 6= 0, 2 ≤ t ≤ n. Then
i) ∃c1, c2, . . . , ct,∈ Z, ci, 6= 0 such that {ci(α1, α2, . . . , αt, 0, 0, . . . , 0) : i ∈
{1, 2, . . . , t}} is the set of row vectors of the adjoint corresponding to
the vertices of the core.
ii) For i > t the cofactors Aik = 0, k ∈ {1, 2, . . . , n}.
iii) The diagonal entries of the adjoint are in the ratio
A11 : A22 : . . . : Ann = c12 : c22 : . . . : ct2 : 0 : 0 : . . . : 0.
iv) c1 : c2 : . . . : ct = α1 : α2 : . . . : αt and
A11 : A22 : . . . : Ann = α21 : α
2
2 : . . . : α
2
t : 0 : 0 : . . . : 0.
Proof: By Lemma 5, the vector w = c(α1, α2, . . . , αt, 0, 0, . . . , 0)T , c ∈ Z−
{0} is an eigenvector in the one-dimensional nullspace of A and wT is also a
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row vector of adj(A), for particular integral values of c. Since r(Adj(A)) = 1,
and Adj(A) is symmetric, then each of the first t rows is non-zero and result
(i) follows.
Also for k ∈ {1, 2, . . . , t} & i > t each entry Aki in a row vector of the adjoint
is 0 so that the cofactors Aki = 0, and result (ii) now follows. In particular
Ajj = 0, j > t. By a proof similar to that for Theorem 1 part (iii), result
(iii) now follows. Results (ii) and (iii) agree also with the definition of a
minimal configuration Γ, since if a vertex v of the periphery is deleted, then
the nullity of the subgraph obtained is more than one. Thus r(Γ−v) < n−1
and each cofactor of A(Γ− v) is zero. In particular, Ajj = 0, j > t.
The diagonal entries of the adjoint are c1α1, c2α2, . . . , ctαt, 0, 0, . . . , 0, ci ∈ Z.
As Aii = ciαi, then from (iii) c1 : c2 : . . . : ct = α1 : α2 : . . . : αt. Applying
(iii) again, the proof of result (iv) is now complete.\\
Thus the adjoint of the adjacency matrix of the minimal configuration Γ1,
of Fig. 5, is
−1 1 −1 1 0 0 0
1 −1 1 −1 0 0 0
−1 1 −1 1 0 0 0
1 −1 1 −1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

, and satisfies the results of Lemma 8.\\
Theorem 2: Let (Γ, χv0) be a minimal configuration having core χt
and the principal kernel eigenvector v0 = (α1, α2, . . . , αt, 0, . . . , 0)T where
αi 6= 0, for 1 ≤ i ≤ t, 1 ≤ t ≤ n, α1 > 0. Let A be the adjacency ma-
trix of Γ and φ(Γ, λ) = Det(λI −A), be the characteristic polynomial of Γ.
Then ∃ν ∈ Z − {0} such that L, the coefficient of λ in φ(Γ, λ), is equal to
ν
(
α1
2 + α22 + . . .+ αt2
)
; i.e. the squared norm of v0 divides L.
Proof: Let
A =

a11 a12 a13 . . . a1n
a21 a22 a23 . . . a2n
...
...
...
...
...
an1 an2 an3 . . . ann
 . (5)
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In block form,
A =

χt P
P T < P >
 , (6)
where P is the periphery and P describes the edges between the core and
the periphery. By Lemma 7, L, the coefficient of λ in the characteristic poly-
nomial of Γ, viz., φ(Γ, λ) = Det(λI −A), is equal to (−1)n−1
n∑
i=1
Det(Γ−vi)
which is (−1)n−1(A11 + A22 + . . .+ Ann). As by definition of minimal con-
figuration, η(Γ) = 1, then r(Adj(A)) = 1 and (α1, α2, . . . , αt, 0, 0, . . . , 0)T
is the unique linearly independent kernel eigenvector in the nullspace of A.
Then by Lemmas 4 and 8,
∀k ∈ {1, 2, . . . , t}, ∃ck ∈ Z−{0} such that (α1, α2, . . . , αt) = (A1k/ck, A2k/ck, A3k/ck, . . . , Atk/ck).
Hence each row vector of the adjoint is a rational multiple of the first row vec-
tor of the adjoint. Let the ith row of the adjoint ofA be di(A11, A12, . . . , A1n),
for some di ∈ Q, where di = ci/c1. Thus the adjoint
Adj(A) =

A11 d2A11 d3A11 . . . dtA11 0 . . . 0
d2A11 (d2)2A11 d2d3A11 . . . d2dtA11 0 . . . 0
...
...
...
...
...
...
...
...
dtA11 dtd2A11 dtd3A11 . . . (dt)2A11 0 . . . 0
0 0 0 . . . 0 0 . . . 0
...
...
...
...
...
...
...
0 0 0 . . . 0 0 . . . 0

.
(7)
The trace of the adjoint
tr(Adj(A)) =
t∑
i=1
Det(G− vi)
= A11(1 + d22 + d
2
3 + . . .+ d
2
t )
and tr(Adj(A)) = (−1)n−1L, by Lemma 7.
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As
A11 : A12 : . . . : A1t = 1 : d2 : . . . : dt
= c1 : c2 : . . . : ct
= α1 : α2 : . . . : αt,by Lemma 8iv
and Aik = ciαk = ckαi, k, i ∈ {1, 2, . . . , t}, then |L| =
∣∣∣ c1α1 ∣∣∣ (α21 + α22 + . . .+
α2t ) = |v|2, where v is the kernel eigenvector
√
νv0 =
√∣∣∣ c1α1 ∣∣∣(α1, α2, . . . , αt, 0, . . . , 0)T .
Also since
(c1, c2, . . . , ct) = ν(α1, α2, . . . , αt) and (α1, α2, . . . , αt, 0, . . . , 0)T is the prin-
cipal kernel eigenvector of Γ, then ν (= c1α1 =
A11
α12
) is an integer as required.\\
Thus graphs S3 and S5 are minimal configurations with |L| equal to 7 and
4 respectively and kernel eigenvectors v0 equal to (−2,−1, 1, 1, 0, 0, 0)T and
(1, 1,−1,−1, 0)T respectively. In each case |L| = |v0|2.
The following table gives the characteristic polynomials of the minimal con-
figurations, of order 7, whose core is the disjoint union of C4 and N1 and
whose adjacency matrix satisfies the kernel relation
R1 +R2 −R3 −R4 +R5 = 0. (8)
Table 1
The coefficient of λ in φ(Γ, λ),viz., L, is equal to (−1)n−1
(
n∑
i=1
Det(G− vi)
)
which is
(−1)n−1 (A11 +A22 + . . .+Ann) by Lemma 7. In the set of minimal config-
urations, given in Table 1, it is noticed that L is −5, numerically equal to the
square of the norm of a kernel eigenvector. Another minimal configuration
with |L| = 5 is P9 (the path on 9 vertices). The characteristic polynomial
of P9 is λ9− 8λ7 + 21λ5− 20λ3 + 5λ. The core in this case is N4, the kernel
relation is (8) above and L is 5.
Table 2 gives L for the graphs mentioned in this paper.
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Graph Order Nullity L R
S1 8 2 0 R1 −R2 +R3 −R4 = 0, R6 +R7 −R5 = 0
S2 9 1 11 −2R1 −R2 +R3 +R4 + 2R9 = 0
S3 7 1 −7 −2R1 −R2 +R3 +R4 = 0
S4 5 1 4 R1 +R2 −R3 −R4 = 0
S5 6 1 8 R1 +R2 −R3 −R4 = 0
S6 11 1 −17 −2R1 +R2 + 2R3 −R4 +R5
+R6 −R7 −R8 +R9 +R10 −R11 = 0
S7 15 1 −7 2R1 +R2 −R3 −R4 = 0
S8 13 1 7 2R1 +R2 −R3 −R4 = 0
Table 2.
It is noted that although S5 has nullity one, it is not a minimal configu-
ration. The value of L is 8 which is not equal to the square of the norm
of the principal kernel eigenvector. In view of the above data the following
conjecture is formulated.
Conjecture: Minimal configurations with the same core and kernel rela-
tion have the same value of L, numerically equal to the square of the norm
of the kernel eigenvector with integer coefficients whose g.c.d. is one.
Theorem 2 may be extended, with the same proof, to any singular graph of
nullity one as follows.
Theorem 3: Let G be a singular graph with nullity one and principal kernel
eigenvector v0 = (α1, α2, . . . , αn)T , where αi 6= 0, for 1 ≤ i ≤ t, 1 ≤ t ≤ n,
α1 > 0. Let G have core χt. Let A be the adjacency matrix of G and
φ(G,λ) = Det(λI − A) be the characteristic polynomial of G. Then L, the
coefficient of λ in φ(G,λ) is numerically equal to the square of the norm of a
kernel eigenvector
√
ν(α1, α2, . . . , αt, 0, . . . , 0)T for a particular ν ∈ Z, ν 6= 0.
\\
4 The Deck of Vertex-deleted Subgraphs
Theorem 4: Let G be a singular graph of nullity one, with core χ and
periphery P. Then the vertex-deleted subgraphs corresponding to the ver-
tices of χ are non-singular and those corresponding to the vertices of P are
singular.
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Proof: Since η(G) = 1 then by Lemma 3, r(Adj(A)) = 1, where A is the
adjacency matrix of G. By Lemma 4, the unique non-trivial kernel relation
of the graph G is
A1kR1+A2kR2+. . .+AnkRn = 0, for some k ∈ {1, 2, . . . , n}, where uk is any
non-zero row vector (A1k, A2k, . . . , Ank) in the adjoint of A(G). The vertices
of the core are labelled v1, v2, . . . , vt, and, as for a minimal configuration,
since Adj(A) is symmetric, for i, k ≤ t, Aik 6= 0, whereas all other cofactors
in Adj(A) are zero. Thus Aii 6= 0 for i ≤ t and Aii = 0 for i > t. By
Lemma 6, Aii gives the determinant of the corresponding vertex-deleted
subgraphG−vi. Only for adjacency matrices of the vertex-deleted subgraphs
corresponding to the vertices of the core are the determinants not zero. Thus
the only vertex deleted subgraphs which are singular are those corresponding
to the periphery.\\
Figure 5:
It can be verified that graphs S7 and S8 are of nullity one and only the
vertex deleted subgraphs corresponding to the core are non-singular.
Corollary: Let G be a singular graph without isolated vertices, having
adjacency matrix A. Then G has nullity one if and only if there are at least
two non-singular graphs in its deck of vertex-deleted subgraphs.
Proof: If G has nullity one then by Theorem 4, the vertex-deleted sub-
graphs corresponding to the core are non-singular. As for graphs without
isolated vertices the smallest core is N2 [7], the result follows.
Conversely, if G is singular then r(Adj(A)) = 1 when η(G) = 1, and
Adj(A) = 0 when η(G) > 1. If there are at least two non-singular graphs
in the deck of the vertex-deleted subgraphs of G then Adj(A) 6= 0. Thus
η(G) = 1.\\
Corollary: Let Γ be a minimal configuration. Then every singular vertex-
On the Coefficient of λ in the Characteristic Polynomial of Singular Graphs 16
deleted subgraph of Γ has nullity equal to 2.
Proof: Since Γ is a minimal configuration, η(Γ) = 1. If a vertex-deleted
subgraph Γ − vi, where vi ∈ V(Γ) is singular then by Theorem 4, vi ∈ P.
By definition of minimal configuration the deletion of a vertex from the
periphery increases the nullity of G. Hence η(Γ − vi) ≥ 2. Also, by the
interlacing theorem, η(Γ − vi) ≤ 2, ∀i. Hence for minimal configurations,
the singular vertex-deleted subgraphs of Γ correspond to the periphery and
each has nullity equal to 2. \\
The converse is false as can be seen by considering the graph S3 with an
edge joining 2 vertices of the periphery, which is not a minimal configuration.
Its vertex-deleted subgraphs which are singular have nullity 2. It is noted
that not all minimal configurations have a periphery so that singular vertex-
deleted subgraphs need not appear [8].
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