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ABSTRACT
The work described in this dissertation, follows the attempt made in Reddy et al. (2014a),
to make Detached Eddy Simulation model more like traditional LES in eddy simulation region.
Work done by Reddy et al. (2014a) proposed the `2ω DDES model that shares a similar
formulation with Smagorinsky model in eddy simulation region.
In the present research, an adaptive procedure was devised (Yin et al., 2015), to allow
automatic adjustment of a model coefficient CDES to flow condition and grid resolution. The
adaptive method is based on the Germano identity, and on a lower limiting value that is a
function of the grid resolution and the Kolmogoroff length scale. The function, being a gauge
for grid resolution, allows the model coefficient to be computed dynamically, wherever suitable.
To extend adaptive DES to compressible flow and heat transfer, a passive scalar transport
model is proposed for Hybrid RANS/LES (Yin and Durbin, 2016b). This too is an adaptive
model. Adaptivity is based on computing test-filter fluxes. The formulation proves to be
especially effective on coarse grids, as occur in DES.
Under the principle that DES should converge to wall-resolved LES as the mesh becomes
fine near the wall, a modification is made on the adaptive DES model to make this limit
feasible (Yin and Durbin, 2016a). The modification is to the limiting function. It is found
that the RANS region shrinks to y+ ∼ 5 on fine meshes, thus allowing the model to be almost
equivalent to wall-resolved LES. One place where the wall-resolved asymptote can play a role
is in laminar to turbulent transition. Both the original and modified formulation are tested in
orderly, bypass, and separation induced transition.
Three separated test cases are also included here: a series of 3-D diffusers, jet in cross flow,
and rotating channel flows — for more elaborate testing of proposed model. The 3-D diffuser
series, reveals that the adaptive method in Yin et al. (2015) has discrepancies with LES even
on fine meshes, which partially motivates the revised model (Yin and Durbin, 2016a). The
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JICF test case validated both the passive scalar transport model in Yin and Durbin (2016b)
and the revised model in Yin and Durbin (2016a). And rotating channel flow gives a more
detailed assessment of the revised model.
In summary, adaptive DES and passive scalar transport models are proposed. They adapt
to flow and geometry. The passive scalar transport model is compatible with both wall-resolved
LES and hybrid RANS/LES models.
1CHAPTER 1. INTRODUCTION
Simulation of turbulent flow, especially for industrial practice, is always a compromise
between accuracy and affordability of computational power. Turbulent flow, governed by Navier
Stokes equations, usually contains a wide range of scales of motions.
Navier-Stokes equations, for incompressible, Newtonian fluids, can be written as
∂tUi + Uj∂jUi =− 1
ρ
∂iP + ν∇2Ui (1.1)
∂iUi =0
Directly solving all scale of motions using the Navier Stokes equations requires formidable
computer power, which has continuously pushed research into developing various levels of
closure modeling for turbulent flow during the recent decades.
Closure modeling allows solving of turbulent statistics with affordable computational power.
Reynolds Averaged Navier Stokes equations, invoking ensemble average, allows direct solution
of flow statistics, but is not of satisfactory accuracy for complex flows. Large Eddy Simulation,
which models small scale and solves large scale motions, alleviates grid requirements, relative
to directly solving the Navier Stokes equations.
1.1 Reynolds Averaged Navier Stokes Equations
The Reynolds Averaged Navier Stokes equations (RANS), are formulated to allow direct
solutions for turbulent flow statistics, without access to instantaneous turbulent properties.
Reynolds decomposition is the tool to isolate fluctuating quantities from ensemble averaged
quantities. Let Ui = U¯i+ui, where U¯i is the ensemble averaged property and ui the fluctuating
component. The Reynolds Averaged Navier Stokes equations can be derived as the following
in Equation 1.2. The extra term, Reynolds stress uiuj , requires closure.
2Varies closure methods are available in the literature: Scalar eddy viscosity models form
transport equations to compute eddy viscosity and then use the Boussinesq approximation
(Equation 1.3) for closure; Reynolds Stress Models (RSM) compute six components of the
Reynolds stress through transport equations for each component.
∂tU¯i + U¯j∂jU¯i =− 1
ρ
∂jP¯ + ν∇2U¯i − ∂jujui (1.2)
∂iUi =0
For scalar eddy viscosity models, the Boussinesq approximation is used to compute six
components of Reynolds stress from a scalar variables.
uiuj =
2
3
δijk − 2νtSij (1.3)
In solving incompressible flow, the turbulent kinetic energy k is often absorbed into an
effective pressure. Thus, for eddy viscosity models, the closure problem requires modeling νt.
Classic eddy viscosity models, include but are not limited to, one equation models: Spalart-
Allmaras model; two equations models: k− , k−ω and Shear Stress Transport (SST) models,
etc. Transport equations for k − ω model (Wilcox, 1993) are
Dk
Dt
= 2νt|S|2 − Cµkω +∇ · [(ν + σk(k/ω))∇k] (1.4)
Dω
Dt
= 2Cω1|S|2 − Cω2ω2 +∇ · [(ν + σω(k/ω))∇ω] (1.5)
νt = k/ω (1.6)
Two transport equations are solved to compute eddy viscosity. The first transport variable
is turbulent kinetic energy k, and the other the specific dissipation rate ω. Over the years
modifications were made to the k− ω model to improve model performance. For example, the
original k−ω RANS model is sensitive to freestream condition. The k−ω SST model (Menter,
1994) is proposed to use k − ω in the inner region of the boundary layer and switches to k − ε
in the outer region, in order to remove this sensitivity. Another thing in SST is a stress limiter
3to improve prediction accuracy under strong adverse pressure gradient, especially for separated
flow.
For simple eddy viscosity models, extra modifications are required for simulating complex
flows. For example, in transitional flow, an intermittency equation is often invoked to cancel
production in the laminar region (Ge et al., 2014). Also due to its insensitivity to rotation and
curvature effects, other modifications are also proposed (Arolla and Durbin, 2013; Spalart and
Shur, 1997).
Reynolds Stress Models, using tensor variables rather than scalar, overcome the shortcoming
of predicting anisotropic flow by the latter. However, more equations have to be solved for the
increased physical content, sometimes sacrificing model robustness.
1.2 Eddy Resolving Simulations
In contrast to Reynolds averaged equations, that take account of all turbulent fluctuations
by the Reynolds stress tensor, eddy resolving simulations directly resolve some portion of
turbulent spectrum, from largest scales down to a desired scale. Unresolved scales are modeled,
to represent their effects.
1.2.1 Direct Numerical Simulation
Direct Numerical Simulation (DNS), resolving from largest to smallest scales (Kolmogorov
scale η), directly solves the full, time-dependent Navier-Stokes equations. It is expected to be
the most accurate in computer simulations. The overall discrete points in space and computing
time required for performing such simulation grows rapidly with Reynolds number. Total grid
number, determined by the ratio between largest scale eddies and smallest ones, grows as Re9/4.
Due to the extraordinary computing resources required, DNS is impractical in high Reynolds
number, engineering flows.
However, DNS is a useful tool in fundamental research in turbulence. Some data that are
difficult or impossible to obtain in the laboratory can be easily obtained in DNS. It is also
usefull in constructing turbulence models, for both LES and RANS. This is done by means of
a priori tests, in which the input data for the model is taken from a DNS simulation, or by a
4posteriori tests, in which the results produced by the model are compared with those obtained
by DNS.
1.2.2 Large Eddy Simulation
Large Eddy Simulation (LES), solves low-pass filtered Navier-Stokes equations, with small
scale eddies modeled. Small scale motions are considered to be isotropic and their effects can
be represented by subgrid models. Filtered Navier-Stokes equations, sharing the same math-
ematical form with RANS equations, mimick dissipation by those small scales by introducing
subgrid stress.
In order to correctly represent the effect of small scales, a proper subgrid model must
fulfill some principles: It has to represent interaction with small scales; It needs to provide
adequate dissipation, meaning the transport of energy from resolved scales to unresolved scales;
The dissipation rate must depend on the large scales of the flow rather than being imposed
arbitrarily by the model; Most importantly, correct statistics of energy containing scales of
motion can be obtained.
Subgrid viscosity vsgs in LES, is modeled as an analogy to eddy viscosity (νt) in RANS.
Subgrid vicosity models, such as Smagorinsky and WALE models, define subgrid viscosity as
Equation 1.7. Where ` is the length scale that is proportional to local grid size, and T the time
scale.
νsgs = `
2 × 1
T
(1.7)
And then the subgrid stress can be defined as Equation 1.8, where Sij denotes resolved rate of
strain in LES. Note that in Equation 1.8, the isotropic part of τ sgsij is excluded because it is
absorbed into the pressure. The deviatoric part, τ sgs∗ij , is modeled. (For compressible flow with
high turbulent Mach number (Mat > 0.4), the isotropic part of τ
sgs
ij needs to be modeled.)
τ sgs∗ij = −2νsgsS∗ij (1.8)
The Smagorinsky model (Smagorinsky, 1963), following the ideal of Prandtl mixing length,
defines the subgrid mixing length scale by Cs∆, where Cs is a empirical model constant, and
∆ the cube root of local cell volume (V 1/3). Subgrid eddy viscosity is defined by equation 1.9.
5νsgs = (Cs∆)
2
√
2|S|2 (1.9)
Where |S|2 = SijSij , and
√
2|S|2 equals to dU/dy in pure shear flow. If a global constant
Cs is used, a value 0.17 is derived for homogeneous isotropic turbulence. A value between 0.1
and 0.2 is generally acceptable. If a global constant is used, van Direst damping is required to
provide proper reduction of Cs near walls, to allow subgrid shear stress to approach zero as y
3.
In practice, a dynamic procedure is often adopted to compute the model constant locally,
which is the dynamic Smagorinsky model (Lilly, 1992). The Germano identity (Lij), repre-
senting the smallest resolved motions, is the key to Cs:
Lij = −̂¯uiu¯j + ˆ¯ui ˆ¯uj (1.10)
C2s = 0.5
LijMij
MijMij
(1.11)
Mij = (∆ˆ
2| ˆ¯S| ˆ¯Sij −∆2 |̂S¯|S¯ij) (1.12)
Here u¯ means LES filtered velocity, which is computed in the simulation. ˆ¯u means test-filtered
resolved velocity. Usually the test filter size ∆ˆ is twice the grid size ∆. The locally computed
C2s , sometimes can be negative . In Lilly (1992), negative values of C
2
s where clipped by zero
to ensure stability. Local (neighboring cells), time, and Lagrangian average (Meneveau et al.,
1996) of Cs are often used in practice. The dynamic procedure which can automatically reduce
Cs near walls, removing the need for van Direst damping. Furthermore, the dynamic procedure
also can adjust subgrid viscosity for various flow types, including letting Cs = 0 for laminar
flow.
The wall-adapting local eddy-viscosity model (WALE), by (Ducros et al., 1998), shares a
similar form with the Smagorinsky model, as shown in equation 1.13. OP is a value determined
by flow structures and it has proper wall scaling to remove the need of using wall damping when
a global constant Cw is used.
νsgs = (Cw∆)
2OP (1.13)
6The non-dynamic and dynamic Smagorinsky models, have low correlation with filtered DNS
data. There are models based on scale-similarity assumptions that improves correlation with
filtered DNS. For example the scale-similarity model (Bardina et al., 1980) assumes that the
largest subgrid scales and the smallest resolved scales have similar structure near grid cutoff.
The subgrid stress is defined as equation 1.14. Where Lij is the test filter stress computed in
Equation 1.10.
τ sgsij =cssmLij (1.14)
However, due to lack of dissipation it is not numerically stable. A linear combination of
Smagorinsky and scale-similarity models, forms the mixed model. It improves LES’s correlation
with DNS, along with desired dissipation effect of small scales. The mixed model subgrid stress
can be written as equation 1.15.
τ sgsij =cssmLij − 2νsgsSij (1.15)
Grid point requirements for LES, though alleviated by modeling the small scales, is still
prohibitive in high Reynolds number engineering applications. Estimations performed by Choi
and Moin (2012) show that the grid number N ∼ Re13/7 in wall-resolved simulations.
1.3 Hybrid RANS/LES Methods
Choi and Moin (2012) shows that for wall-resolved LES simulation at high Reynolds number,
about 90% of the total number of grids are placed within the inner-layer, which only occupies
about 10% of boundary layer thickness. Hybrid RANS/LES methods, were developed for the
purpose of alleviating thie demanding wall resolution requirement ,while still resolving some
‘LES’ content away from wall. RANS type of equations are solved near the wall, without a
strict requirement on grid resolution. Large turbulent eddies away from the wall are resolved
to better capture flow physics. There are several approaches in the literature, including zonal
and non-zonal methods. Some of them have a sound theoretical basis, whereas others are based
on purely empirical arguments.
7Wall Modeled LES, as a zonal method, is also one of the Hybrid RANS/LES methods.
Various wall patching methods were proposed for wall layers. For example, Park and Moin
(2014) proposed a non-equilibrium wall model based on unstready 3D RANS equations. The
wall-modeling procedure is shown in Figure 1.1. Since the coarse grid used in LES can not
support solving steep gradients at the wall, approximate boundary conditions, computed by the
wall model, are imposed on the LES wall faces. As an improved version of previous equilibrium
models, it has been validated in low to high Reynolds numbers and on airfoils.
τw
qw
lwm
LES grid
Wall
Exchange
locations
Embedded
RANS grid
No-slip BCWall heat transfer
Wall shear stress:
information from LES
Figure 1.1: Sketch of wall-modeling procedure. Figure reproduced from Park & Moin (2014)
with permission from AIP.
Another zonal method is called zonal-DES. In zonal-DES, the user selects individual RANS
and LES domains. The grid can be refined in LES domains, yet be coarse in RANS domains.
There is no automatic, physical RANS to LES switch. The user, has to construct unsteady,
eddying input to the LES region, from the upstream RANS solution.
Partially-Averaged Navier Stokes models and Very Large Eddy Simulation are similar.
PANS is designed to be compatible for any filter-width or scale resolution — from fully averaged
to completely resolved (Girimaji, 2006). The transition between ensemble average and spatial
filtering is determined by two parameters: the unresolved-to-resolved ratios of kinetic energy
and dissipation. Many important practical issues, such as near wall PANS modeling, optimizing
two ad hoc functions, still requires further investigation. VLES also attempts to construct a
bridge between traditional RANS and LES. The governing equations, according to Liu and Shih
(2006), evolves from RANS to VLES and further toward LES, when the width of the temporal
filter is decreased from the turbulent integral timescale down to the Taylor microtimescale.
8Direct interpolating RANS Reynolds stress and LES subgrid stress is explored by Bhushan
and Walters (2012) and Rajamani and Kim (2010). In Bhushan and Walters (2012), a RANS-
to-LES transition parameter is adjusted to maintain continuity in turbulence production. This
parameter also controls RANS region thickness — thinner on fine grids and thicker on coarser
grids.
The dynamic, linear, unified model (Mokhtarpoor et al., 2016) relies on an interpolation
between a RANS model, and a Germano-identity based subgrid model. Elliptic blending ap-
proach is used in the RANS model, allowing Cµ to be decreased near wall. The transition
between RANS and LES region, is by imposing grid scale as an upper limiter on the RANS
length scale. The proposed model is validated in periodic hills with respect to different grid
resolutions.
The Scale Adaptive model (Menter and Egorov, 2005), introduces a second length scale aside
from RANS length scales. The second length scale (Von Ka´rma´n length scale) is computed
from resolved flow structures. LES content is resolved when the second length scale is used.
1.3.1 Detached Eddy Simulation
Detached Eddy Simulation, belongs to hybrid RANS/LES methods. The first DES model,
‘DES97’ (Spalart et al., 1997), is based on modification of dissipation terms in an eddy viscosity
transport equation. The transport equation for Spalart-Allmaras RANS model is
Dν˜
Dt
= cb1(1− ft2)Sˆν˜ − [cω1fω − cb1
κ2
ft2](
ν˜
d
)2 +
1
σ
[
∂
∂xj
((ν + ν˜)
∂ν˜
xj
) + cb2
∂ν˜
∂xi
∂ν˜
∂xi
] (1.16)
In Spalart et al. (1997) d, in the dissipation term, is modified to be
d˜ = min(d,CDES∆) (1.17)
CDES∆ is essentially a upper limit put on the wall distance. ∆ is the maximum local cell
dimension, max(∆x,∆y,∆z). In the near wall region where d < CDES∆, the DES model
reverts back to the original RANS formula; In region where d > CDES∆, the dissipation term
is enhanced, which leads to reduced eddy viscosity. Reduced eddy viscosity then allows large
scale motions, which look like ‘LES’ content, to be resolved. Figure 1.2 shows that on the same
9Figure 1.2: Left: Unsteady-RANS of cylinder; Right: DES of cylinder (Spalart et al., 2009)
RANS-type mesh, DES resolves more flow structures than unsteady-RANS, thus improving
prediction accuracy in massively separated flow.
Spalart-Allmaras is not the only model that can be adapted to DES. k − ω SST model
was also adapted by Strelets (2001). The length scale to be limited is not wall distance d, but
turbulent length scale
√
k/(Cµω). Theoretically all RANS models can be adapted to DES. For
example, the v2 − f model, was used by Jee and Shariff (2014).
There are intrinsic problems in the RANS-to-LES transition region of the DES formula.
This region is also called the ‘grey’ area. Grid Induced Separation (GIS) was discovered first,
by observation of premature separation predicted by DES model, which is even worse than
RANS, as shown in figure 1.4. The flaw only occurs when the maximum grid dimension,
max(∆X,∆Y,∆Z), is similar to boundary layer thickness, δ. Such mesh resolution is called
‘ambiguous’. The coarsest and finest grids in figure 1.4 don’t have this problem. But when
the grid become ambiguous — the one that has medium resolution in figure 1.4, grid induced
separation is observed.
The early separation happens when the grid is ambiguous — neither too fine nor too coarse.
The RANS to LES switch occurs where the grid is not fine enough to resolve adequate stress, to
compensate the reduced modeled stress. Therefore the total stress is underestimated, causing
separation to occur too early. Such mechanism is named as ‘Modeled Stress Depletion’. This
flaw is circumvented by introducing a shield function to delay the switch from RANS to LES
on ambiguous grids, as shown in Equation 1.18.
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Figure 1.3: Grid Induced Separation. Left: RANS predicted separation; RIGHT: DES pre-
dicted false separation. Figure replicated from Spalart (2009) with permission from annual
reviews.
fd = 1− tanh([8rd]3)
rd =
νt + ν
κ2d2w
√
S2 + Ω2
(1.18)
where νt is the eddy viscosity, ν the molecular viscosity, κ the Von Ka´rma´n constant, dw the
wall distance, S and Ω rate of strain and rate of rotation, respectively. fd is essentially a
function of wall distance, which is zero in near wall regions. The generic approach to introduce
the shielding function in interpolating length scales is shown in Equation 1.19.
`DDES = `RANS − fd max(0, `RANS − `LES) (1.19)
When fd = 0, the RANS length scale is forced into equations. When fd = 1, it reverts back to
original DES formula. Note that when fd is one, it only means that the smaller one between
`RANS and `LES is used — it can be either in RANS mode or eddy resolving mode. The
modified DES model is called ’Delayed Detached Eddy Simulation’.
Due to its nature in using RANS as a wall function and eddy simulation away from wall, in
order to test its capability in WMLES, Nikitin et al. (2000) simulated fully developed turbulent
channel flow using DES. It was revealed that the skin-friction coefficient is too low, on the order
of 15%. Mis-alignment between RANS and LES log-layers were observed, which is called the
11
Figure 1.4: Type of grids in boundary layers. Figure replicated from Spalart (2009) with
permission from annual reviews.
‘Log-Layer Mismatch’, as shown in figure 1.5. Figure 1.5 shows that when mesh resolution is
increased, although the RANS to LES transition occurs earlier, it only moves the misalignment
closer to wall. The reason causing LLM is because the switch from RANS eddy viscosity to
LES subgrid viscosity is so fast that the resolved stress can’t grow rapidly enough to amend
the missing total stress. Lack of total stress causes the velocity gradient to be overestimated in
the grey area, which leads to misalign of RANS and LES log-layers. Although, similar to Grid
Induced Separation, the problem is caused by lacking of total stress: Log Layer Mismatch can
not be fixed either by refining the mesh, or coarsening it.
Improved DDES (Shur et al., 2008) was proposed to remove LLM, and to allow the DES
to be used as WMLES. However, the modification is quite complex and it involves a lot of
empirical functions and constants. First, a new definition of length scale is introduced, by
∆ = f(∆X,∆Y,∆Z, dw), where ∆ is the subgrid length scale, ∆xyz the grid dimension in three
directions, and dw distance to the wall. Then a few ad hoc functions are introduced for the
ability to perform WMLES simulations. It gives a pure RANS solution for attached flows, a
DES-like solution for massively separated flows with RANS inflow, and ‘WMLES’ solutions
when unsteady inflow is provided.
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Figure 1.5: Log-Layer Mismatch in channel flow. (a) Reτ = 2000 and 20, 000. (b) Modeled
and resolved stress at Reτ = 20, 000 on coarse and fine grids. Figure replicated from Spalart
(2009) with permission from annual reviews.
1.3.2 `2ω DDES
On the eddy resolving branch, the dissipation based DES formulation is based on limiting
the length scale in dissipation terms, to reduce the RANS eddy viscosity. The subgrid viscosity
only reduces to the Smagorinsky type under equilibrium. An more direct way of formulating
subgrid viscosity in eddy resolving region is proposed in Reddy et al. (2014a) by defining eddy
viscosity as equation 1.20.
νt = `
2
DDESω (1.20)
The baseline equations are from the k − ω RANS model. The k and ω equations are:
Dk
Dt
= 2νT |S|2 − Cµkω +∇ · [(ν + σk(k/ω))∇k] (1.21)
Dω
Dt
= 2Cω1|S|2 − Cω2ω2 +∇ · [(ν + σω(k/ω))∇ω] (1.22)
In the k equation, production is rewritten in a form that is controlled by νt rather than its RANS
formula — k/ω. When the DDES length scale switches from RANS to LES, the production
term in the k equation will be reduced along with νt. νt in diffusion terms is also rewritten to
13
be k/ω — as in the RANS model. All the other terms in the RANS equation are unaltered.
The length scales are listed below:
`RANS =
√
k
ω
`LES = CDES∆
`DDES = `RANS − fd max(0, `RANS − `LES) (1.23)
The generic DDES formula to interpolate `DDES between `LES and `RANS is used here. The
shielding function fd is the same as in equation 1.18. When fd is zero, `RANS is forces the
eddy viscosity to RANS, letting the DES model work on the RANS branch. The eddy viscosity
on the RANS branch, is computed by nνt = k/ω, making the DES model identical to k −
ω. Alternatively, when fd = 1 and `LES < `RANS , the eddy viscosity formula gives νt =
(CDES∆)
2ω and it is in eddy resolving simulation.
∆ in defining `LES is given by Equation 1.24. In earlier DES and DDES practices, maximum
local cell spacing, hmax, comes into eddy resolving length scale. In this `
2ω DDES model, cubic
root of cell volume, V 1/3, which is more commonly used in LES, is used to alleviate LLM. In
shielded RANS region, maximum local cell dimension hmax is used, but it is not mandatory.
Figure 1.6 shows velocity profiles predicted by `2ω model using different length scale definitions,
compared to RANS results in fully developed turbulent channel flow. Using hmax results in
discrepancy between RANS and DDES. However, using V 1/3 alleviates mismatch after RANS-
to-LES transition.
∆ = fd ∗ V 1/3 + (1− fd) ∗ hmax (1.24)
The relation between ω and |S| can be derived according to the ω equation — ω2 is dif-
fusively filtered 2Cω1|S|2/Cω2. Tested in fully turbulent channel flow, ω is proportional to |S|
away from the wall, on average, as shown in Figure 1.6. Due to similarity in defining subgrid
eddy viscosity between the `2ω DDES model and the Smagorinsky LES model, it is possible
to achieve a subgrid dissipation rate similar to the Smagorinsky model, simply by calibrating
CDES . Thus, the model constant CDES , is set to be 0.12 as a corresponding value for Cs =0.2
in the Smagorinsky model.
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Figure 1.6: LEFT: Log-Layer Mismatch alleviated by using V 1/3. Right: Averaged ω and |S|
in turbulent channel flow simulation
1.4 Numerical Methods
1.4.1 Inflow Generation for Eddy Resolving Simulations
In the original practice, and subsequent simulations using Detached Eddy Simulation, in-
flow profiles were often given by RANS solutions. In simulations of separated flow, using RANS
upstream means that the DES model has to go through transition from full RANS to eddy
resolving simulation. This transition process, sometimes, will delay prediction of the reattach-
ment location (This will be demonstrated in Section 8.3). In this situation, using an eddy
resolving inflow profile may improve prediction accuracy. However, using eddy resolving inflow
makes the simulation more like wall-modeled LES, rather than typical DES.
Accuracy of eddy resolving simulations often relies on elaborate construction of upstream
conditions (i.e. inflow conditions). Unlike RANS simulations where only statistic properties
are provided, in most eddy resolving simulations, realistic transient inflow profiles demand
specification.
When the flow is homogeneous in the streamwise direction, or goes through repeated ge-
ometries, periodicity is often used in place of inflow boundary conditions. The downstream
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flow properties are copied to the inflow plane. Eventually the inflow properties satisfy govern-
ing equations automatically. Typical applications of such periodicity include fully developed
turbulent channel flow, fully developed duct flow, or geometric periodicity. Sufficient distance
between corresponding periodic boundaries is required to avoid spurious turbulent structures.
For spatially developing turbulent flow, the periodic boundary condition is no longer suit-
able. For example, in a turbulent boundary layer, the boundary layer thickness increases along
the streamwise direction. The most straightforward, yet usually the least efficient, method is to
start the simulation from the leading edge. It may take a very long section — with considerable
computational cost — to allow the desired turbulent boundary layer to develop. Laminar to
turbulent transition imposes another challenge in developing such a boundary layer.
Another method is to superimpose random fluctuations onto the mean flow. Random fluctu-
ations are not realistic turbulence; sometimes the imposed field doesn’t even satisfy continuity.
The random fluctuations usually decay very fast and then slowly develop to the desired intensity
with realistic energy distribution. This method, usually takes a long recovery region.
Lund et al. (1998) proposed the widely used recycling and rescaling method in which the
velocity at inflow plane is rescaled using the flow downstream. The velocity is decomposed
into mean and fluctuating components. Then appropriate scaling laws are applied to each
component separately. Different scaling laws are used for inner and outer layers for both mean
and fluctuating velocities. There are numerical issues related to spurious spanwise structures.
Some modifications were made later by Spalart et al. (2006a). The velocity before rescaling is
not decomposed into mean and fluctuating components. Another argument is that the near-wall
turbulence regenerates itself much faster than the outer region turbulence. Therefore outer-
region scaling throughout the whole boundary layer is applied. In addition, a shorter recycling
length is used to alleviate the conflict between inner and outer regions. Spalart et al. (2006a)
used spanwise shifting to avoid spurious spanwise structures. Another way is to mirror data in
the spanwise direction (Jewkes et al., 2011). In Arolla and Durbin (2014), momentum thickness
is used as the scaling factor, because locating instantaneous δ99 in eddy resolving simulations
is difficult. Momentum thickness is easier to compute than boundary layer thickness (δ99), and
there is no need to compute time-averaged velocity as in Lund et al. (1998).
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In synthetic methods, a recovery region for artificial turbulent structures to naturalize is
required. Various methods, summation of virtual eddies, summation of Fourier modes, or ap-
plying different filtering processes, have been proposed (Jarrin et al., 2006; Davidson, 2007;
Klein et al., 2003; Pamies et al., 2009). However, a priori knowledge of Reynolds stress profiles
is required by those methods. The method of Jarrin et al. (2006) adapts the classic view of tur-
bulence as a superposition of coherent structures. A virtual box containing ‘eddies’ is created.
Eddies with random intensities are convected along the mean stream. Eddies being convected
out of the box are regenerated back into the box. A Guassian shape function encompasses the
structure’s spatial and temporal characteristics. In Davidson (2007), a modified von Ka´rma´n
energy spectrum is prescribed that yields the amplitudes of the fluctuations as a function of
wave number. By summation of those Fourier modes, along with relaxation to create temporal
correlation, a inflow with ‘realistic’ turbulent field is synthesized. Klein et al. (2003) introduced
a digital filtering approach to reproduce first and second order one point statistics as well as a
locally given autocorrelation function.
In current research, the method of using a stand alone domain for generating turbulent
inflow, and the methods of Arolla and Durbin (2014); Jarrin et al. (2006); Davidson (2007) are
used according to particular test cases. In some simulations that downstream flow may affect
upstream recycling and rescaling, it is better to use a stand alone simulation for computing
inflow data, which is often used in practice. The inflow data generated from the stand alone
simulation needs to be stored for the main simulation to access. However, in our practice of
using OpenFOAM, there is no need to do a separate simulation or store inflow data before
conducting the main simulation. In OpenFOAM, a simulation can be performed on a mesh
that has two separated regions. One region can be used to do recycling and rescaling, and
the other region is for the main configuration. The velocity at outflow of the auxiliary domain
can be mapped to inflow of the main domain. This process can be done during the run and it
doesn’t require additional procedures for data storage or transferring. Details of adopting each
inflow generation method will be discussed in corresponding test cases.
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1.4.2 Guidelines for Grid Generation in Detached Eddy Simulation
Detached Eddy Simulation involves solving both Reynolds averaged and eddy resolving
flows. The switch between these two branches is largely effected by local grid spacing. IDDES
(Shur et al., 2008) and the models that are developed in the current work have been verified
to have consistent mean velocity profiles in fully developed channel flow regardless of grid
resolution. However, the resolved portion of turbulence relies on grid resolution, and this
is where the advantage of DES over RANS comes from. As a result, when complex flow
configurations are involved, predictions from DES may not be independent of grid resolution.
The RANS-to-LES switch is determined by local cell shape and size. An approriate dis-
tribution of grid points can allow DES to use up the full resolving potential of a particular
grid. An example of badly distributed mesh is: Grid points are unnecessarily clustered in the
attached boundary layer, yet without enough resolution in the separated flow region. An ideal
mesh for DES would be: coarse, ‘sheet’ shaped cells in the near wall region for solving RANS
equations, and ‘cube’ shaped cells in the eddy resolving region. In real world practice, such an
ideal mesh is hard to generate — Grid expansion ratio is restricted; Near wall region may have
‘pencil’ shaped cells; Grid topology in structured meshes often creates unnecessary cells in far
field regions.
Sometimes, to generate mesh for DES, a simple way is to starting with a RANS-type mesh,
for which grid convergence using a RANS model has been verified. Then switch to DES and
see if further grid refinement is required.
A more advanced guideline for generating a DES mesh before actually doing a simulation is:
First, make a rough estimation of where eddy resolving is essential. Make the grid distribution
suitable for resolving eddies in those regions. Next, try to make grid distribution in expected
RANS region efficient for solving RANS equations. After getting preliminary results, if the
RANS region is influencing prediction accuracy, or more resolved turbulence is desired, grid
resolution can be increased accordingly. Eddy resolving simulation on complex geometries
always has an ambiguous ‘grid convergence’. However, usually better resolved simulation results
in better accuracy.
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In eddy resolving regions of Detached Eddy Simulation, large eddies are directly resolved
rather than statistically represented. When resolving turbulent structures, the desired shape
of mesh cell is expected to be similar to LES and DNS practices, although resolution is not
necessarily as fine. In current research, the cell aspect ratio (∆X+/∆Z+) is made near two if
possible. In near wall regions, ‘sheet’ shaped cells are often inevitable. For example, in fully
turbulent channel flow, the near wall first cell Y + has to be smaller than 1, but ∆X+ and ∆Z+
often range from a few dozens to a few thousands. Away from the wall, due to stretching in the
wall normal direction, the cell shape transitions from ‘sheet’ to ‘cube’, which is more suitable
for eddy resolving simulation.
1.4.3 Test-filtering and Local Average
All the computations in the current research, are done with the open source code Open-
FOAM (Jasak et al., 2007). Some details about numerical methods will be discussed in the
appropriate section.
In equation 1.12, test-filtering of the resolved velocity is required. The filter is called a
‘simple’ filter in OpenFOAM, which is basically a top-hat spatial filter, with filter width equal
to twice the grid spacing. The test-filter, as well as averages of a property over neighboring
cells, are computed by the method described in equation 1.25.
φˆ = (
∑
Siφ
s
i )/
∑
Si (1.25)
Here φ is the quantity being test-filtered. Si represents each face area for the owner cell,
and φsi is the φ value interpolated onto corresponding faces. In OpenFOAM, all field values
are stored in cell centers. φsi needs to be interpolated from cell centers at the owner cell and
neighboring cell. The interpolation for φsi is also weighted by the distance from face center
to the owner cell center and neighboring cell center. Thus, by applying equation 1.25, the
test-filtered φˆ is actually a weighted average value of φ within owner cell and all neighboring
cells.
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In computations described in the following sections, this method is applied when test-
filtering or local averaging of model coefficient occurs. The test-filtering process will be used
in computing test-filter stress and heat flux. The local averaging process will be applied to
stabilize model coefficients CDES in DES model; Cs in dynamic Smagorinsky model; PrDES
in passive scalar transport.
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CHAPTER 2. ON THE DYNAMIC COMPUTATION OF THE MODEL
CONSTANT IN DELAYED DETACHED EDDY SIMULATION
Z. Yin, K. R. Reddy, and Paul A. Durbin. “On the dynamic computation of the model
constant in delayed detached eddy simulation.” Physics of Fluids (1994-present) 27.2 (2015):
025105.
Abstract
The current work puts forth an implementation of a dynamic procedure to locally compute
the value of the model constant CDES , as used in the eddy simulation branch of Delayed
Detached Eddy Simulation (DDES) (Reddy et al., 2014a). Former DDES formulations (Spalart
et al., 2006b; Gritskevich et al., 2012) are not conducive to the implementation of a dynamic
procedure due to uncertainty as to what form the eddy viscosity expression takes in the eddy
simulation branch. However, a recent, alternate formulation (Reddy et al., 2014a) casts the eddy
viscosity in a form that is similar to the Smagorinsky, LES sub-grid viscosity. The resemblance
to the Smagorinsky model allows the implementation of a dynamic procedure similar to that
of Lilly (1992). A limiting function is proposed which constains the computed value of CDES ,
depending on the fineness of the grid and on the computed solution.
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2.1 Introduction
Detached eddy simulation (DES) was put forth as a method to couple Reynolds averaged
(RANS) models and eddy resolving simulation (Spalart et al., 1997). It is an idea for using a
single turbulence model in both the RANS and the eddy simulation branches. Some fundamen-
tal issues were identified with the original formulation, such as modeled stress depletion (Menter
and Kuntz, 2002), and log-layer mismatch (Nikitin et al., 2000; Piomelli et al., 2003). This
led to modifications such as delayed DES (DDES) (Spalart et al., 2006b) and Improved DDES
(IDDES) (Shur et al., 2008). These have led to an operational methodology. The successes to
date argue for further advances.
A natural desire would be to employ a dynamic model on the eddy simulation branch,
analogous to the dynamic Smagorinsky model (DSM) (Lilly, 1992). To some degree, this was
explored in Bhushan and Walters (2012); Walters et al. (2013) by using 2 different models — the
Spalart-Allmaras RANS model and DSM — and interpolating between them. However, that is
quite different from the present approach. DES utilizes a single turbulence model throughout
the whole domain. We retain that feature. In most formulations, it is not obvious how a
dynamic procedure can be implemented — the primary reason being uncertainty about the
form of the eddy viscosity in the eddy simulation branch. This difficulty with DES models has
been pointed out previously (Bhushan and Walters, 2012).
The uncertainty arises because the original DES models (Spalart et al., 2006b) were based
on enhancing dissipation, using the grid spacing as the dissipation length when it became
smaller than the RANS length scale. The same approach of enhancing dissipation was followed
when DDES was adapted to the k−ω-SST RANS model (Gritskevich et al., 2012). Here again,
it is not clear what the functional form of the eddy viscosity is in terms of the DDES/IDDES
length scale.
We recently put forth an alternate formulation of DDES (Reddy et al., 2014a) based on the
k−ω (or k−ω-SST) RANS model, which uses the DDES length scale `DDES to define the eddy
viscosity as νT = `
2
DDESω. It follows that the length scale limiter can be interpreted as limiting
the production term, rather than enhancing the dissipation term. This alternate formulation
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bears a similarity to the Smagorinsky model. Thus, an a priori estimate of the model constant
CDES ≈ 0.12 was made from the Smagorinsky constant Cs. However, when the model was
calibrated by channel flow simulations, a range of values of about 0.05 . CDES . 0.15 was
found to be satisfactory.
It is known that the best value of the Smagorinsky constant Cs depends on the flow config-
uration (Germano et al., 1991). The dynamic procedure allows it to adapt to the flow, and to
the particular grid. This suggests that the leeway in the calibration of CDES can be exploited
in the same way. The direct specification of the eddy viscosity in Reddy et al. (2014a) makes
the dynamic procedure immediately apparent.
The model formulation will be described in the next section. The open source code Open-
FOAM (Jasak et al., 2007) was used for all the present computer simulations. Gaussian finite
volume integration with central differencing for interpolation, was selected for spatial discretiza-
tion of equations. Time integration was by the 2nd order, backward difference method. The
resulting matrix system was solved using the Pre-conditioned Bi-conjugate gradient algorithm,
with the simplified, diagonal-based, incomplete-LU preconditioner. Solution for the matrix
system at each time step was obtained by solving iteratively, to a specified tolerance of the
residual norm.
2.2 Model Formulation
The DDES formulation of Reddy et al. (2014a) is summarized in 1.3.2. Note, especially, that
νT = `
2
DDESω. This νT defines the production term of the k equation in the k−ω RANS model
(Wilcox, 1993), leaving all the other terms unaltered. The standard constants are invoked,
Cµ = 0.09 σk = 0.5 σω = 0.5
Cω1 = 5/9 Cω2 = 3/40
For the sake of simplicity, we will refer to this formulation (Reddy et al., 2014a) as “Model 1”.
Thus in the eddy simulation branch (fd = 1, `LES < `RANS), we have
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νT = (CDES∆)
2ω (2.1)
which is similar to the Smagorinsky sub-grid viscosity expression
νSGS = (Cs∆)
2|S| (2.2)
In LES, the dynamic procedure evaluates a local value of Cs as follows:
C2s = 0.5
LijMij
MijMij
(2.3)
Lij = −̂¯uiu¯j + ˆ¯ui ˆ¯uj (2.4)
Mij = (∆ˆ
2| ˆ¯S| ˆ¯Sij −∆2 |̂S¯|S¯ij) (2.5)
The notations used in equations (2.4, 2.5) are the same as in Lilly (1992). The hat denotes
explicit, test filtering. The test filter width is twice the grid scale.
It is rather apparent that for the eddy viscosity definition in (2.1), using a similar dynamic
procedure, gives
C2DES = 0.5
LijMij
MijMij
(2.6)
Mij = (∆ˆ
2 ˆ¯ω ˆ¯Sij −∆2 ̂¯ωS¯ij) (2.7)
Essentially, ω plays the role of the filtered rate of strain |S|. So the only change occurs in the
definition of Mij (eqn. 2.7) due to the difference in the eddy viscosity definition.
The dynamic procedure can yield locally negative values of C2DES , which is not acceptable
– this problem already exists in LES. It is resolved by clipping the right side of (2.6) at 0.
For DES, there is another issue, that CDES should not be dynamic in the RANS region.
One approach to circumvent this is to identify a proscribed region fd < 1 − δ < 1 and avoid
using the dynamic procedure there; this was done in Reddy et al. (2014b). Although the results
obtained with such an approach were promising, there was an undesirable arbitrariness in where
the dynamic procedure is used.
Indeed, there is yet another issue, related to the mesh resolution. In order for the test
filter to be valid, a significant portion of the inertial range needs to be resolved. But the
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Figure 2.1: PSD measured in the post-separation shear layer region in the flow over a backward
facing step. fs is the sampling frequency.
coarse meshes that sometimes are used in DES do not capture enough of the small scales.
Figure 2.1 highlights this, where the power spectral density (PSD) of the streamwise velocity
component u obtained in the simulation of a backward facing step is shown. The coarse mesh
results in rather little inertial range and a rapid fall-off at high frequency. Then formula (2.7)
yields spuriously low values of CDES . In such circumstances, avoiding the dynamic procedure
altogether might be best. For anything but these very coarse meshes there is a good prospect
for dynamic DES. Indeed, if the mesh resolution is close to that of wall resolved LES, utilizing
the dynamic procedure might be favorable, even in the near-wall region.
To address these caveats, we introduce a limiting function which acts as a bound on the
computed value of CDES . It is described as follows:
CDES = max(Clim, Cdyn) (2.8)
C2dyn = max
(
0, 0.5
LijMij
MijMij
)
(2.9)
Clim = C
0
DES
[
1− tanh
(
α exp
(−βhmax
Lk
))]
(2.10)
C0DES = 0.12 Lk =
(
ν3

)1/4
α = 25 β = 0.05
 = 2(C0DEShmax)
2ω|S|2 + Cµkω (2.11)
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Equation (2.9) is the same as equation (2.6), except that it is now clipped at 0, avoiding negative
values for C2dyn.
The idea behind equation (2.10) is to gauge the mesh resolution (Speziale, 1998) and sub-
sequently, its suitability for invoking the dynamic procedure. The constants α and β were
calibrated via channel flow simulations with various mesh resolutions.
 represents the contribution to the total turbulent kinetic energy dissipation of the sub-
grid and the modeled component. Lk is representative of the Kolmogorov length scale. If hmax
represents the size of the smallest eddies being resolved, then hmax/Lk → 0 represents a mesh
resolution where a large portion of the inertial range has been resolved, and hmax/Lk → ∞
represents a coarse mesh where using a constant CDES might be more suitable. That constant
value has been set to 0.12. Equation (2.10) interpolates between Clim = 0 and Clim = 0.12.
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Figure 2.2: Variation of Clim with hmax/Lk
Figure 2.2 reflects this idea, where for a coarse mesh, CDES = Clim and the model and
the dynamic procedure cannot produce low values. For the other extreme, where the mesh is
fine enough to run LES even in the near-wall regions, the dynamic procedure would be utilized
almost everywhere.
As pointed out in the Model 1 formulation (Reddy et al., 2014a), away from the wall,
the average values of ω2 and |S|2 are proportional. In the near-wall region ω increases more
rapidly than |S| as y → 0, because its boundary condition is ω → 1/y2, leading to large .
Hence there will be a thin RANS region even for a wall-resolved, LES mesh, although the
extent of the RANS region can be much smaller than would be obtained with the native Model
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1, or any other DDES formulation. Thus the limiting function takes advantage of the fineness
of the mesh, by not imposing a mandatory, large near-wall RANS region. This behavior will
be highlighted for some test cases.
The CDES value obtained from equation (2.8) is used to evaluate `LES in equation (1.23),
and subsequently, νT and the turbulent kinetic energy production. This completes the new
dynamic DDES model formulation. The new model with the limiting function described above
will be referred to as “Model 2” in the remaining portions of this article.
A comment needs to be made regarding the choice for the form of equation (2.11).  is
estimated based on C0DES and hmax, rather than using νT directly. This yields a conservative
estimate, wherein a slightly larger  is obtained, leading to a smaller value of Lk. That provides
a more stringent requirement on the mesh resolution needed to achieve hmax/Lk → 0. It acts
as a safeguard against invoking the dynamic procedure on relatively coarse meshes.
2.3 Test Cases
Table 2.1: Grid resolution for channel flow cases with different Reynolds numbers
Reτ ∆x
+ ∆z+
500 50 25
1200 120 60
2000 200 100
6000 600 300
Several channel flow simulations were carried out for a range of Reynolds numbers. All the
channel flow cases were simulated using Model 2 and the results obtained are compared with
DSM or k−ω RANS. For simulations with sufficient grid resolution, we expect a large portion
of the domain to utilize the dynamic procedure. The grid and the extent of the computational
domain is the same as in Reddy et al. (2014a). The corresponding grid resolution in wall units
for each Reynolds number are listed in Table 2.1. In all the cases, ∆y+ < 1 for the near-wall
cells. The time step ∆t is chosen to ensure that the local CFL number ≈ 0.5.
Figure 2.4 shows the non-dimensionalized velocity profiles obtained for different values of
Reτ . The results show good agreement between the dynamic DDES model (Model 2) and
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Figure 2.4: U+ profiles for channel flow at different Reτ . The dotted curve is fd and the
dash-dot curve is CDES/0.12. Circles are RANS (same as DSM-LES).
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DSM/RANS. The limiting value for CDES reduces to 0 for the lower Reτ cases (when the mesh
in the eddying region is fine) and retains a larger value for the higher Reτ cases (when the
mesh is coarse).
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Figure 2.6: Circles - DNS data (Reτ = 590). Lines with ‘*’ - Model 1, Lines without ‘*’ - Model
2. Model 1 and Model 2 data correspond to Reτ = 500
For Reτ = 500, the limiting function takes advantage of the mesh and allows the dynamic
procedure to be utilized in the near wall region, with the entire log-layer located in the eddy
simulation region. However, as pointed out in the previous section, we still have a thin RANS
region close to the wall. due to ω growing more rapidly than |S| as y → 0. The large ω results
in a large , which activates the limiting function, and the RANS branch replaces the eddy
simulation branch.
The difference between the performance of Model 2 and Model 1 is highlighted in figure 2.6.
Model 1 and Model 2 data correspond to a channel flow simulation with Reτ = 500, while the
DNS data (Moser et al., 1999) corresponds to Reτ = 590. Profiles of resolved u
′+ , v′+ and w′+
are shown in figure 2.5a. The trends observed in the Model 1 predictions for this Reτ = 500
case is similar to that observed for Reτ = 2250 (Reddy et al., 2014a). This is primarily due
to the presence of a significant RANS region for Model 1 as shown in figure 2.5b, where the
shielding function fd is shown, along with corresponding k
+ profiles - the non-dimensional total
turbulent kinetic energy.
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k+ = (km + kr)/u
2
τ
km = modeled component of k
kr = 0.5(u′
2 + v′2 + w′2) = resolved component
We notice that for both Reτ = 500 and Reτ = 2250, the extent of the RANS region is similar
for Model 1, despite the fine mesh for the lower Reτ . Model 2 however was able to “detect”
that the mesh has sufficient resolution to employ the dynamic procedure. This leads to lower
CDES , and subsequently, lower k and `LES values, resulting in a smaller shielded region. Thus
the eddy simulation branch is active over a larger region which gives a better prediction of the
velocity fluctuations and the turbulent kinetic energy.
2.3.1 Backward Facing Step
The flow over a backward facing step is an excellent case to test the performance of any
hybrid RANS/LES method due to the abrupt change in flow features across the sharp edge.
The model must be capable of switching from RANS to eddy simulation at the step, where the
flow separates.
The experimental setup of Vogel and Eaton (1985) was simulated. The Reynolds number
at the inflow boundary is 28, 000 based on the bulk velocity Ub and the step height H. Sim-
ulation details such as the grid used, the boundary conditions specified and the extent of the
computational domain are the same as in Reddy et al. (2014a).
Overall, a good agreement between the simulation and the experimental data is observed.
Figures 2.7a-2.7c, show the normalized mean streamwise velocity profiles and rms profiles at
several streamwise locations, and the variation of the skin friction co-efficient Cf along the
bottom wall.
The grid used is relatively coarse (∆x+ ≈ 200 and ∆z+ ≈ 100 away from the step), so
we expect the limiting function to impose lower bounds on CDES . Figure 2.9 shows contours
of time-averaged Clim. We observe that almost throughout the entire eddying region, Clim >
0.06⇒ CDES > 0.06.
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Figure 2.9: Time Averaged Clim contours
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CDES hits the limiter at 0.12 where the flow separates from the step. Due to wall resolution
requirements, the cell at the separation corner has very large aspect ratio, which deviates from
typical LES grid resolution. Also, the rate of strain is large, which means that dissipation is
high. As a result, the values of Lk are relatively low, causing the bound on the value of CDES
to be invoked.
2.3.2 Periodic Hills
This case shows flow separation from a smooth surface, unlike the backward-facing step. The
geometry and flow conditions are described in the ERCOFTAC database, case 81. The extent
of the computational domain is 9H and 4.5H along the streamwise and spanwise directions
respectively, where H is the hill height at the crest. The Reynolds number based on the
hill height and the bulk velocity at the crest is 10, 595. The grid used has 106 × 100 × 90
points in the streamwise, wall normal and spanwise directions respectively. Periodic boundary
conditions are enforced along the streamwise and spanwise directions. The flow is driven by
a pressure gradient source term which is adjusted to sustain the required bulk velocity at the
inflow boundary. A maximum local CFL number < 0.5 is maintained throughout the entire
domain.
Figure 2.11 compares the skin friction distribution along the bottom wall, mean streamwise
velocity profiles and rms profiles to from Model 2 to LES data (Fro¨hlich et al., 2005). Overall,
there is a good agreement.
2.3.3 3D Diffuser
As an example of a 3D geometry, the flow through a 3D diffuser was simulated. The
geometry and flow conditions correspond to the “diffuser 1” of Cherry et al. (2008). The
grid and boundary conditions are the same as in Jeyapaul (2011). The grid is nearly LES-
quality. Three simulations were carried out for this geometry, each corresponding to a different
turbulence model – the k−ω RANS model (Wilcox, 1993), Model 1 (Reddy et al., 2014a) and
Model 2 (the current dynamic DDES model).
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Figure 2.11: Flow over 2D periodic hills: Velocity profiles taken at x/H = 0.05, 2, 6, 8
Figure 2.13 shows contours of the time-averaged streamwise velocity component obtained
from all three simulations at the diffuser exit (x/H = 15, where H is the height of the inlet
section). The RANS result (figure 2.12a) is qualitatively incorrect since it predicts separation
along the side wall, as opposed to experiments (Cherry et al., 2008) and DNS (Ohlsson et al.,
2010) where separation is along the top wall. Model 1 does predict separation along the top
wall (Figure 2.12b) – an improvement over RANS – but, the separation region is much thinner
than the DNS data.
Figure 2.14 compares the separation contours and mean velocity profiles (at x/H = 0, 2,
6, 8, 12, 14, 15.5, 17) along the midplane obtained for Model 1 with DNS data (Ohlsson et al.,
2010), showing the deviation of Model 1 predictions from DNS.
Introducing the dynamic procedure improves the results appreciably. Figure 2.12c shows
the mean velocity contours obtained using Model 2, and the corresponding separation contours
and mean velocity profiles along the midplane are shown in figure 2.15. The agreement with
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(a) k − ω RANS model - x/H = 15 (b) Model 1 - x/H = 15
(c) Model 2 - x/H = 15
Figure 2.13: Contours of normalized mean streamwise velocity U¯/Ub
DNS data is much better than with Model 1. The dynamic DDES model was able to take
advantage of the grid resolution, utilizing the dynamic procedure almost everywhere in the
domain, leading to a marked improvement in the prediction.
2.3.4 Rotating Channel
The flow through a fully developed rotating turbulent channel was simulated as another
illustration of the advantage of the dynamic procedure over a constant CDES . In pure RANS
mode, k − ω would require some kind of curvature correction to handle rotating flows (Arolla
and Durbin, 2013). No such corrections are used here. This means that simulations based on
Model 1 would likely be subject to errors due to the presence of a thick RANS region near
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Figure 2.14: Profiles of mean streamwise velocity (3U¯/Ub+x/H) and separation contour along
the midplane. Solid line - Model 1, Symbols and dashed line - DNS.
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Figure 2.15: Profiles of mean streamwise velocity (3U¯/Ub+x/H) and separation contour along
the midplane. Solid line - Model 2, Symbols and dashed line - DNS.
the walls. In the eddy-simulation region, rotation effects are captured by the Navier-Stokes
equations. Thus, we expect to get better results using Model 2 since the RANS region will be
smaller, provided the mesh is fine enough.
The non-dimensional measure of rotation is the rotation number, Ro = 2Ωδ/Ub (Grun-
destam et al., 2008), where Ub is the bulk velocity, δ the channel half-width and Ω the rate
of coordinate system rotation. Four different simulations were carried out, corresponding to
four different Ro values. These simulations correspond to previous DNS studies of Grundestam
et al. (2008) (Ro = 0.98, 1.5) and Kristoffersen and Andersson (1993) (Ro = 0.1, 0.5).
In the DNS studies, a constant pressure gradient was prescribed, which forces constant
total uτ and Reτ values. The bulk velocity, Ub and Reb (Reynolds number based on the bulk
velocity) then vary with Ro. In our simulations, Ub was specified, for each Ro, and the resulting
uτ and Reτ values were computed.
Figure 2.17 shows mean velocity profiles obtained with both Model 1 and Model 2, compared
with DNS data. Model 2 results are more in line with the data, especially near the right wall,
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at higher Ro, where the turbulence is suppressed by rotation. Due to the asymmetry in the
velocity profile, there are 2 different friction velocities, uτu and uτs, corresponding to the
unstable and stable sides (Grundestam et al., 2008). An average friction velocity uτ is defined
as
uτ = [0.5(u
2
τu + u
2
τs)]
1/2
For the specified bulk velocity Ub, the predicted Reτ values for Model 1 and Model 2 are
Table 2.2: Predicted Reτ for different Ro values
Reτ
Ro DNS Model 1 Model 2
0.1 194 229 196
0.5 194 206 199
0.98 180 215 179
1.5 180 330 187
shown in table 2.2, along with the reference DNS values. Model 2 predicts more accurate values
for the wall shear stress than Model 1. The grid used for these cases has a non-dimensional
cell spacing ∆x+ = ∆z+ ≈ 30 for Model 2 (the corresponding numbers evaluated when using
Model 1 ≈ 50 due to the larger predicted uτ ), with ∆y+ < 1 for the near wall cells in all the
simulations. This leads to a smaller RANS region while using Model 2, and subsequently a
smaller error stemming from the absence of any curvature correction terms.
At large Ro, we observe that Model 2 starts to deviate from the DNS results, especially on
the right wall (figure 2.16d). That is the wall where rotation is stabilizing. A likely explanation
for the discrepancy is that the RANS model does not include a curvature correction. Hence,
as long as there is a thin RANS region, it cannot laminarize. Regions of negative production
were observed for Ro = 1.5 (Grundestam et al., 2008), and that certainly cannot be captured
by the k−ω eddy viscosity model. For lower Ro values, the predictions are in good agreement
with DNS.
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2.3.5 FAITH Geometry
As an illustration of the model performance for a complex flow configuration, the simulation
of the flow over a 3D axisymmetric hill was carried out. The hill geometry corresponds to the
FAITH (Fundamental Aero Investigates The Hill) model (Bell et al., 2012). The variation of
the hill height h with the radius r is
h = 3 cos
(pir
9
)
+ 3
where r and h are in inches. The total radius of the hill is R = 9′′, with the hill height at the
centroid H ≈ 6′′. The Reynolds number based on H is ReH = 500, 000, with a mean inflow
velocity U∞ = 50.3 m/s. More details regarding the experimental setup, and available data
can be found in Bell et al. (2012); Husen et al. (2014).
The extent of the computational domain used is 20H × 5.3H × 8H along the streamwise,
wall normal and spanwise directions respectively. The centroid of the hill is at x/H = z/H = 0.
These numbers correspond to the wind tunnel test section used in the experiments. A plug
flow is specified at the inflow and the boundary layer develops along the streamwise direction.
The length of the inlet section ensures that the required boundary layer thickness is obtained
at x/H = 0 in the absence of the hill. The grid used has ≈ 3 million cells. At the hill, 130×130
cells are distributed uniformly along the streamwise and spanwise directions along it’s diameter,
with the cell spacing stretched out towards the inflow and outflow boundaries, and along the
remaining spanwise portions. The maximum value of the local CFL number ≈ 0.5.
Figure 2.19 shows simulation results obtained using Model 2. Figure 2.18a shows contours
of the skin friction coefficient Cf over a square region around the hill (the circular edge of
the hill is the incircle of the square), and is in good agreement with experimental data (Bell
et al., 2012). Normalized time-averaged streamwise velocity components are compared with
experimental data taken from Bell et al. (2012) in figure 2.18b.
Figure 2.21 shows contours of urms, k and CDES along the spanwise centerplane behind the
hill. Here, k represents the total turbulent kinetic energy, which is the sum of the modeled and
resolved components (km + kr). The trends observed in the urms and k variations in the PIV
data (Bell et al., 2012) are captured by the simulation, although the peak values are slightly
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overestimated. One possible explanation for this would be the coarseness of the mesh used —
∆x+ = ∆z+ is large (as high as 1000 in some regions, depending on the local friction velocity
uτ ). The fact that the mesh is coarse can also be inferred from figure 2.20c which shows that
CDES = C
0
DES = 0.12 over the entire region behind the hill, where we observe most of the
relevant unsteady phenomena. Hence Model 2 essentially functions as Model 1 for simulations
involving very coarse meshes. Better agreement with experimental data could likely be achieved
by increasing the mesh resolution such that the dynamic procedure is employed in the eddy
simulation regions.
2.4 Conclusions
The previously proposed, DDES formulation of (Reddy et al., 2014a) opened the possibility
to develop a dynamic DDES formulation. The model constant CDES is computed locally via
a well-established procedure. This requires a test filter that captures the small scales. Coarse
grids are sometimes used for DES, and these small scales are not present. A limiting function
was introduced in order to estimate the validity of utilizing the dynamic procedure on the
given mesh. The function compares grid spacing to a Kolmogorov scale. Based on this, CDES
becomes a default value if the dynamic procedure is likely to fail. Simulations showed improved
predictions when employing the dynamic procedure, rather than using a constant CDES . That
was especially true when simulations were carried out on LES-quality meshes.
The dynamic procedure yields superior performance over the constant coefficient model for
2 reasons. The first reason is similar to the case of LES: the coefficient adapts to how well the
turbulence is resolved; if it is well resolved CDES becomes very small. The second reason is
peculiar to detached eddy simulation: using a locally computed CDES in `LES causes the RANS
region to become thinner when the mesh is fine. By maximizing the size of the eddy simulation
region, the dynamic DDES model is able to reduce any drawbacks in the RANS model (such
as the absence of curvature corrections while simulating rotating turbulent channel flow).
A key observation is how obvious it was to implement a dynamic procedure into our alternate
DDES formulation (Reddy et al., 2014a). That is because it was designed to be similar to the
Smagorinsky model. It is likely that other improvements/modifications made to the original
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Smagorinsky formulation can also be implemented. This could lead to additional robustness of
this DES formulation, capable of handling a wide range of flow configurations.
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Figure 2.17: Mean velocity profiles normalized with the bulk velocity Ub for rotating channel
flow at different Ro
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Figure 2.19: Contours of skin friction coefficient and mean streamwise velocity profiles
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Figure 2.21: Contours of urms, k and CDES in the z/H = 0 plane behind the hill
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CHAPTER 3. ADAPTIVE DETACHED EDDY SIMULATION OF 3-D
DIFFUSERS
Durbin, Paul, Zifei Yin, and Elbert Jeyapaul. “Adaptive Detached-Eddy Simulation of
Three-Dimensional Diffusers.” Journal of Fluids Engineering 138.10 (2016): 101201.
Abstract
An adaptive method for Detached Eddy Simulation is tested by simulations of flow in a
family of three-dimensional diffusers. The adaptive method either adjusts the model constant,
or defaults to a bound if the grid is too coarse. On the present grids, the adaptive method
adjusts the model constant over most of the flow, without resorting to the default. Data for
the diffuser family were created by wall resolved, Large Eddy Simulation, using the dynamic
smagorinsky model, for the purpose of testing turbulence models. The family is a parameterized
set of geometries that allows one to test whether the pattern of separation is moving correctly
from the top to the side wall as the parameter increases. The Adaptive DES model is quite
accurate in this regard. It is found to predict the mean velocity accurately, but the pressure
coefficient is under predicted. The latter is due to the onset of separation being slightly earlier
in the DES than in the LES.
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3.1 Introduction
In simulations that resolve turbulent eddies, the requirement for fine grid resolution near
walls is a major expense. Mitigating this expense has led to the idea of hybrid simulation,
in which a layer near the wall is treated by Reynolds averaged models (RANS), transitioning
to eddy resolved simulation away from the surface. Detached Eddy Simulation (DES) is an
attractive version of hybrid modeling (Spalart, 2009). In this approach, a limit is placed on
a length scale, causing the behavior of the solution to morph from being similar to RANS, to
being a simulation of turbulent eddies, as the distance from the surface increases. The original
formulation of DES encountered a spurious grid dependence, which led to the introduction of a
shielding function (fd) that ensured a RANS layer near the wall, irrespective of grid resolution.
With the shielding function added, the method was called Delayed DES (DDES) (Spalart et al.,
2006b).
The switch from RANS to eddying is effected by placing a limit on a length scale. In two-
equation DES models, an upper bound was placed on a dissipation length scale. If  = k3/2/`,
then the upper bound on ` enhances dissipation, reducing k, and thereby, indirectly, reducing
the eddy viscosity (Strelets, 2001).
A more direct approach was developed in Reddy et al. (2014a). The eddy viscosity was
written νT = `
2ω, so the upper bound on ` directly reduces the eddy viscosity; put otherwise,
production (P = 2`2ω|S|2) is decreased, rather than dissipation being increased, in this ap-
proach. Results with the `2ω formulation were found to be somewhat insensitive to the model
constant CDES . However, in some cases a smaller value made an improvement. The similarity
of the `2ω model to the Smagorinsky LES model, suggested applying the dynamic procedure.
That, plus a bound for coarse grids, gave rise to the Adaptive DDES formulation of Yin et al.
(2015). The model constant adapts to the grid and flow: when the grid is fine enough, the
RANS region becomes thin and the eddy simulation region starts low in the boundary layer;
on a coarse grid the constant reverts to a default value.
The present paper is addressed to detached eddy simulation in a series of 3-D diffusers
which are of the same shape as that of Cherry et al. (2008). RANS models were incapable of
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predicting the three-dimensional separation in the diffuser studied experimentally in Cherry
et al. (2008), and more accurately by DNS in Ohlsson et al. (2010). Separation was predicted
to occur on the wrong wall; the separation was on the top wall, but RANS predicted it to be
on the side. This raises the question of whether the Cherry diffuser (Cherry et al., 2008) can
be embedded in a parametric series; perhaps RANS predictions would simply be out of phase
with parametric variation of the data. That is, if separation moves from the upper to the side
wall, perhaps RANS makes that transition too soon. A two-dimensional diffuser will separate
on the upper wall; for some magnitude of side wall flare angle, separation should move to the
side wall. The parametric series should consist of increasing side-wall flare. This motivated us
(Jeyapaul and Durbin, 2010) to generate data by LES, for a series of diffusers. All members of
the diffuser series have the same streamwise variation of cross-sectional area, but their diffuser
angles vary. Here we test Adaptive DDES in these 3-D, separated diffuser geometries.
3.2 3-D Diffuser Series
The geometry is a duct with two plane walls and two walls that slope outward, creating
three-dimensional diffusion of the flow; it is shown in figure 3.1. The flow entering the diffuser
is fully developed, turbulent channel flow. In the expanding section, the upper wall flares with
slope α relative to a horizontal plane, and one of the side wall flares with slope β relative to a
vertical plane. The duct expands by a factor of 4.9, after which is a straight section — as in
figure 3.1. A contraction is added between the straight section and the exit, to decrease the
pressure and assure no back flow into the computational domain.
We want to explore how separation moves from the upper to the side wall, as a function
of the side and top wall flare angles: see figure 3.2. A series of diffusers is defined, all having
the same area distribution, A(x), and the same bulk Reynolds number of 2 × 104, based on
hydraulic diameter. The inlet aspect ratio (AR) parameterizes the series, as derived below.
The quasi-one dimensional pressure given by Bernoulli’s equation depends only on A(x); in
that sense, members of the diffuser series have the same ideal pressure gradient, within a
variable geometry. However, separation changes Cp, defined as 2(P − Pref )/ρU2b , from the
ideal. The actual diffusers have different pressure distributions, as shown in figure 3.3. The
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Figure 3.1: Geometry of the diffuser; top and side views. The front and top faces are flared.
ideal exit Cp is 0.96, so all cases show pressure loss; it is greatest when AR=1, for which the
flow separates from the upper wall.
AR = 1 AR = 1.5
AR = 2.5 AR = 4
Figure 3.2: U velocity contours predicted by LES for the diffuser series, normalized by inflow
bulk velocity.
One member of the family is chosen to be the reference duct; it is denoted by subscript r.
For any member, the flared top wall has the coordinate y = y0 + αx and the flared side wall
has the coordinate z = z0 + βx. The cross-sectional areas of the reference duct and any duct
in the family are equal
(y0 + αx)(z0 + βx) = (yr + αrx)(zr + βx)
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Figure 3.3: LES predicted pressure coefficient Cp for the diffuser series.
Equating coefficients of xn gives three equations for the four unknowns
y0z0 = yrzr
z0α+ y0β = zrαr + yrβr
αβ = αrβr
(3.1)
This set of equations has the solution
y0 = yr
√
ARr
AR , z0 = zr
√ AR
ARr , α = αr
√
ARr
AR , β = βr
√ AR
ARr
(3.2)
The family is parameterized by inlet aspect ratio: AR ≡ z0/y0. The diffuser exits into a
constant area section, after a flared section with length 15 times the entrance height (fig. 3.1).
This gives a total area expansion ratio of 4.9. The reference duct is selected as yr = zr = 1.34,
αr = tan 11.3
◦, βr = tan 2.56◦. Then the family is
y0 =
1.34√AR , z0 = 1.34
√
AR, α = tan 11.3
◦
√AR , β = tan 2.56
◦√AR
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The reference duct has the same flare angles as Cherry et al. (2008), but the entrance is square.
Note that
y0 + αx =
yr + αrx√AR and z0 + βx =
√
AR (zr + βrx)
so the series is created by scaling the reference duct.
3.2.1 Validation Data
Validation data were generated by wall-resolved large eddy simulations. The LES, in turn,
was validated against the DNS of Ohlsson et al. (2010). The LES grid (477×61×101) was about
43 times smaller than the DNS grid. The near-wall mesh had maximum spacings of ∆y+ = 2,
∆x+ = 90 and ∆z+ = 10. The inlet is a straight, rectangular sectioned duct. Recycling in the
inlet section was used to generate a fully-developed, turbulent flow at the diffuser inlet (Lund
et al., 1998). The dynamic Smagorinsky model was adopted.
Figure 3.4: LES results for Cp and mean velocity profiles compared to experimental and DNS
data. A RANS prediction of Cp is included to illustrate the typical level of inaccuracy. For
velocity profiles, dashed lines denote LES while solid lines represent DNS
Grid refinement studies, and other tests of accuracy are detailed in Jeyapaul (2011). Figure
3.4 illustrates the level of agreement of the LES with experimental and DNS data. The accuracy
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is sufficient to use LES to generate data sets on the new diffuser series. Although this geometry
is sufficiently simple, and the Reynolds number sufficiently low for wall-resolved LES to be
practicable, the intent of these simulations is to provide data to test the fidelity of DDES (or
RANS) for applications in more complex geometries and at higher Reynolds number.
3.3 Detached Eddy Simulation
Four representative cases have been selected from the LES data. The Cp distributions in
figure 3.3 coalesce into three different profiles. While that suggests that three cases should be
selected for validating DES, the Cp distribution is a bit misleading: there are four types of
behavior. The curves that show the highest pressure recovery are AR = 2, 2.5, 3. These are
considered to be a single, distinct case and we have chosen 2.5 as representative. Although
AR = 1.5 and 4 shows similar Cp distributions, the separation topology is far from the same: 1.5
separates on the upper wall and 4 separates on the side wall. As a result, 4 diffusers are chosen
to test the Adaptive DDES model: aspect ratios 1, 1.5, 2.5, and 4. The first two separate on
the upper wall; the last separates on the side wall and 2.5 is intermediate, with separation in
the upper left corner of figure 3.2.
3.3.1 Grid Dependenct Test
The Large Eddy Simulations indicate that the separation region is in the midst of moving
from the top wall to side wall when AR = 2.5. The Adaptive DDES should also capture such a
trend. Grid convergence test were performed primarily on the AR = 2.5 case. A few tests were
conducted for AR = 1, with similar conclusions.
The computational domain is shown in figure 3.5. An extended region of 10H upstream is
used to generate fully developed, turbulent flow in the duct. The lower part of the figure labels
regions N1 to N5. Zone N2 is especially important because that is where the flow separates.
The number of grid points in each of these regions was varied. Table 5.1 gives a description of
how the grid points are distributed for the meshes we have tested. The LES mesh is exactly the
same as in Jeyapaul (2011). Comparison of the DDES Cp, on the LES mesh, to the LES data,
in figure 3.6, shows that the descrepancy in Cp in the latter end of the diffuser originates near
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the start of diffuser – between x = 0 and 4. On the LES grid, the difference comes excusively
from wall modeling, since exactly the same meshes are used in both simulations.
Figure 3.5: Diffuser geometry and computational domain for AR = 2.5.
For meshes 1-3, the grid distributions in the y and z directions are the same. The height
of the first cells next to the wall are also the same as the LES. The only variations lie in
the streamwise grid distribution. The streamwise grid points for Mesh 1 are coarsened in
approximately a fixed ratio from the LES grid. The predicted Cp shows that the Cp distribution
is sensitive to grid resolution. Most importantly, it shows that grid resolution in the upstream
half of the diffuser has a dominant impact on accuracy.
Table 3.1: Number of grid points in each section for AR = 2.5 meshes.
Mesh name Ny Nz N1 N2 N3 N4 N5 Total Ncells
LES mesh 61 101 141 161 81 66 31 2.85 ×106
Mesh 1 51 86 116 134 67 56 26 1.78 ×106
Mesh 2 51 86 181 141 51 41 11 1.78 ×106
Mesh 3 51 86 171 81 26 21 6 1.27 ×106
This insight gives a new perspective on how to create a proper mesh. Note that the Adaptive
DDES model adapts itself according to mesh resolution. On a coarse mesh CDES will increase.
Since the result is less sensitive to the downstream grid resolution than to the upstream resolu-
tion, grid points can be removed from the downstream zones and added to the upstream zones,
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Figure 3.6: Cp along the center line of the bottom wall; AR = 2.5.
to improve predictions. This leads to mesh 2. With the same total number of cells as mesh 1,
it has better streamwise resolution near the start of the expansion. A significant improvement
of Cp(x) can be seen in figure 3.6. Mesh 2 produces results comparable to the LES mesh, with
fewer total points.
Mesh 3 is modified from mesh 2, to see if the number of cell can be further reduced. The
mesh resolution before the diffuser inlet (X = 0) is more or less the same, in order to maintain
the same inflow profile. The streamwise resolution after the diffuser inlet is reduced by nearly
half. The Cp predicted on this mesh is similar to mesh 1. Both are less satisfactory than mesh
2.
As a result, mesh 2 is adopted as the ‘standard’ in generating meshes for other aspect ratios.
Parameters for all the meshes are listed in table 3.2. The AR = 1 domain has a larger vertical
dimension than horizontal dimension, so the number of grid points in y and z are switched,
relative to others.
The recycling method produces a fully developed turbulent flow in the upstream duct.
Secondary flow of the second kind develops in its rectangular cross-section. There has been
speculation that secondary flow, although it is very weak, may have an effect on the initial
development within the diffuser. Figure 3.7 shows that the DDES produces a secondary flow
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Table 3.2: Grid parameters for the various AR.
AR Ny Nz N1 N2 N3 N4 N5 Total Ncells
1 86 51 181 141 51 41 11 1.78 ×106
1.5 51 86 181 141 51 41 11 1.78 ×106
2.5 51 86 181 141 51 41 11 1.78 ×106
4 47 93 181 141 51 41 11 1.78 ×106
that is similar to the LES. Velocities are averaged over streamwise direction in the recycling
region, as that region is nearly homogeneous in x. It is about 2% of the mean velocity. We
suspect that this secondary flow does not play an important role here.
Figure 3.7: Secondary velocity magnitude
√
U2y + U
2
z , normalized by inflow bulk velocity, in
the recycling region; AR = 1.
Because of a discrepancy in the Cp curve at AR = 1, an Adaptive DDES simulation was
performed on the LES mesh for this aspect ratio. However, it did not produce any noticeable
improvement of the Cp distribution (see figure 3.9). Secondary flow velocity magnitudes for
this geometry are plotted in figure 3.8 at the beginning of the diffuser. At that location the
LES and DDES secondary flows are noticeably different near the upper wall. The velocity
vectors show that this is due to a stronger upward velocity in the LES, as the flow enters the
diffuser. Although the secondary velocities are quite small, they are consistent with the DDES
showing an earlier separation. The flow does not expand as much as it should right at the
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Figure 3.8: Secondary velocity magnitude, normalized by bulk velocity, at x = 0; AR = 1.
start of the diffuser. Perhaps the near-wall RANS model is not responding sufficiently to the
pressure gradient and is not providing sufficient momentum transport at that location.
3.3.2 Results
The Cp plot in figure 3.9 shows that the Adaptive DDES model can capture most of the
features seen in LES, although the recovery of pressure is underestimated. Performing as
WMLES, it is not unexpected that the Adaptive-DDES model may not be as accurate as wall
resolved LES.
Figure 3.9: (a) Cp along the center line of the bottom wall for AR = 1, 1.5, 2.5, 4; (b)
Comparison of Cp with AR = 1.
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However, in this flow Cp is particularly sensitive to the mean flow. The mean velocity
profiles in figures 3.10 and 3.11 show much better agreement between DDES and LES. For
AR = 1, the slightly low velocity near the wall, and high velocity near the center, in figure 3.10,
starting near x = 4, and, more particularly, the high velocity near x = 4 in figure 3.11, cause
Cp to be significantly too low in figure 3.9. They are reflective of a thin separated zone on the
upper wall, starting at the diffuser entrance, which should start farther into the diffuser. The
mean streamwise velocity distribution at mid-y and mid-z planes show quite good agreement
to LES for the AR = 1.5, 2.5, and 4 diffusers. Although the mismatch for AR = 1 does not seem
much greater, it is substantial along the top wall for the upstream half of the diffuser (figure
3.10), and along the side wall (figure 3.11) for the downstream half. Overall, Adaptive DDES
tends to predict slightly early occurence of backflow. That is the cause of the Cp descrepancy.
AR = 1 AR = 1.5
AR = 2.5 AR = 4
Figure 3.10: Velocity profiles at mid-z locations
AR = 1 AR = 1.5
AR = 2.5 AR = 4
Figure 3.11: Velocity profiles at mid-y locations
The adaptive DDES accurately captures the movement of separation from the top to the
side wall, as a function of AR. In the LES, the AR = 1.5 and AR = 4 cases have separation
on different walls but similar Cp distributions, which is also captured by Adaptive DDES.
Contours in the various cross-sections of figure 3.12 are very similar to those in figure 3.2;
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again, for AR = 1 the DDES shows a small region of reversed flow on the upper wall in the
third cross-section, while the LES is still attached here.
Figure 3.12: DDES predicted U velocity contours, normalized by inflow bulk velocity.
A feature of Adaptive DDES is the adjustment of the model constant to the grid and the
flow via equation 7.8. If the grid is too coarse for dynamic adaptation, CDES defaults to 0.12.
Figure 3.13 illustrates that the present grids are adequate for adaptation to occur. Adaptation
is active wherever CDES < 0.12. Instantaneous and averaged contours of CDES show that it is
less than 0.12 almost everywhere. The figure also shows contours of fd (equation 1.18). The
thin zone next to walls, in which fd < 1 is the sheltered, RANS region. The central portion of
the duct is in full, eddy simulation mode; figure 3.14 illustrates that DES captures the eddying
flow, away from walls.
3.4 Conclusions
The Adaptive model predicts mean velocity fields that are quite similar to LES, with less
strict requirements on grid resolution. The diffuser family provides a parameterized set of test
cases. As AR increases from unity, separation moves from the top to the side wall. DDES
captures the same parametric variation as seen in the LES benchmark data. It was shown
in Yin et al. (2015) how the adaptive procedure improves predictions in the Cherry diffuser
Cherry et al. (2008) in consequence of lower values of CDES and a thiner RANS region. Here
54
Figure 3.13: Instantaneous and averaged CDES and contours of fd for AR = 2.5
Figure 3.14: Instantaneous Q contours colored by U velocity component, velocity normalized
by inflow bulk velocity.
the value of CDES is adaptive over most of the eddying region.
However, DDES tends to separate just a bit before LES. This has a rather pronounced
effect on the Cp(x) profiles; a deviation occurs near the beginning of the diffuser, which causes
Cp to be low in subsequent portions of the duct. It is apparent from grid refinement studies
that the discrepancy is due to the hybrid model, rather than inadequate grid resolution. It
seems that the RANS region on the upper wall, just at the entry to the diffuser is the culprit.
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CHAPTER 4. PASSIVE SCALAR TRANSPORT MODELING FOR
HYBRID RANS/LES SIMULATION
Yin, Zifei, and Paul A. Durbin. “Passive Scalar Transport Modeling for Hybrid RANS/LES
Simulation.” Flow, Turbulence and Combustion (2016): 1-18.
Abstract
A transport model for hybrid RANS/LES simulation of passive scalars is proposed. It
invokes a dynamically computed subgrid Prandtl number. The method is based on computing
test-filter fluxes. The formulation proves to be especially effective on coarse grids, as occur in
DES. After testing it in a wall resolved LES, the present formulation is applied to the Adaptive
DDES model of Yin et al. (2015). It is validated by turbulent channel flow and turbulent
boundary layer computations.
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4.1 Introduction
Hybrid RANS/LES simulation has been proposed as a means to aviod the impractical near
wall grid resolution requirements of wall resolved LES, at high Reynolds numbers. Detached
Eddy Simulation (DES) (Spalart et al., 2006b; Shur et al., 2008; Reddy et al., 2014a) is a
promising hybrid formulation.
In industrial applications, heat transfer and compressibility are often encountered. That
is a compelling motivation to explore methods to model scalar transport. The focus of the
present article is transport of heat as a passive scalar, but it is directly relevant to compressible
applications. The method is to devise a turbulent Prandtl number that adapts to the needs of
either RANS or eddy-resolved simulation, as is required by DES. Adaptation is introduced by
a modified version of the dynamic procedure of Large Eddy Simulation (LES), similarly to Yin
et al. (2015).
Various turbulent Prandtl number (PrT ) prescriptions have been proposed for RANS appli-
cations. According to Kays (1994), a value of 0.85 is generally acceptable in boundary layers.
The value of 0.9, also, is used widely. Lower values are found in free-shear layers. There also are
formulas for variable turbulent Prandtl number, as a function of wall distance, or of Reynolds
number (Kays et al., 2012).
For LES, a subgrid diffusivity is needed. In isotropic turbulence, if the spectral cutoff
filter lies in the inertial range, Mason and Derbyshire (1990) found a subgrid Prandtl number,
Prsgs ∼ 0.4. A priori tests in homogeneous shear flow (Moin et al., 1991) showed that PrT
ranged from 0.3 to 0.5, for different directions of scalar gradient.
The advantages of evaluating sub-grid model coefficients locally and dynamically is well
recognized in the LES community. Porte´-Agel (2004) proposed a dynamic formulation for heat
transport. It uses a test-filtered flux to compute C2sPr
−1
sgs, evaluating C
2
s via the dynamic
Smagorinsky model. A scale dependent parameter, βθ, is introduced to correct the model, if
the cut-off length lies outside of the inertial range. Porte´-Agel (2004) also used Lagrangian
averaging to smooth the model constants.
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Subgrid models based on the generalized gradient diffusion hypothesis (GGDH) (Wang
et al., 2008) also have been proposed. Balarac et al. (2013) developed a regularized GGDH
model, via Taylor series expansion. For reasons of stability, the regularization consisted of using
only the negative definite part of the rate of strain tensor. Model constants were computed
dynamically, from test-filter heat flux and small-scale similarity.
The only dynamic approach to DES is the Adaptive-DDES model of Yin et al. (2015). The
DES portion of the present paper is an extension of that model. In Yin et al. (2015), the eddy
viscosity is written as `2ω, where ω is found from the k − ω model. The length scale, ` is
a standard DES formulation; although it differs from previous DES methods by invoking the
Germano identity to compute the model constant, CDES , dynamically. The assumption that
CDES is scale-invariant, which underlies the use of Germano’s identity, breaks down on coarse
grids. In such cases, a limiting function is imposed as an inferior bound on CDES . In addition
to evaluating the model constant locally, and dynamically, the adaptive method also reduces
the size of the RANS region. Both of these elements improve predictive accuracy.
Most of the dynamic subgrid models for scalar transport have been tested only on low
Reynolds number, turbulent channel flow. Here we consider high Reynolds number and bound-
ary layer test cases, as well.
In the following, section 4.2 discusses the model formulation, after, first, showing how an
existing heat flux model fails on a typical DES grid. Simulations of channel flow and a turbulent
boundary layer are included in section 4.3. Some results for channel flow appear in section 4.2,
rather than 4.3.1, to support the choices made in modeling.
4.2 Turbulent Prandtl Number
In RANS, the eddy diffusivity is commonly defined by a turbulent Prandtl number, as
αT =
νT
Prt
. (4.1)
The formula
Prt =
1
0.5882 + 0.2280RT − 0.04414R2T [1− exp(−5.165/RT )]
; RT ≡ k
ων
(4.2)
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was proposed by Kays et al. (2012) for boundary layers. This asymptotes to 0.85 as RT →∞
and to 1.7 as RT → 0. It fits the behavior of DNS data, which show that Prt increases right
next to the wall.
In hybrid RANS/LES, the Prandtl number is required to operate in either a RANS, or a
subgrid mode. The subgrid value of PrT can depend on grid resolution.
In some LES studies, the subgrid diffusivity was computed locally and dynamically, by
a procedure based on the Germano identity (Porte´-Agel, 2004). That method assumes that
model constants are scale-invariant, and evaluates them as functions of discrepancies between
resolved fluxes at filter and test filter scales. In extending the dynamic method to detached
eddy simulation, one must be wary that the small scale spectrum may be too poorly resolved
for scale invariance to be valid.
Indeed, as a preliminary, and to illustrate the needs of DES heat flux modeling, the subgrid
heat flux model based on the Germano identity was tested in a DDES computation, as was
the globally uniform value of Prt = 0.9. For the Germano case, Prt was set to be 0.9 in the
RANS region and the shielding function, fd, was used to interpolate Prt between RANS and
eddy simulation regions.
Figure 4.1 shows T+ predicted by both methods. The curve of fd shows that the region
of eddy resolved simulation lies above y+ = 600 on this grid — it is a coarse grid, with
∆X+ = 2∆Z+ = 600, but typical of a grid for DES. It can be seen that the simulations rise
above the data correlation in the eddy resolved region.
The method based on the Germano identity computes a quantity that is equivalent to
C2DES/Prt, instead of Prt itself (Porte´-Agel, 2004; Moin et al., 1991). Time averages of the
model coefficients are plotted in figure 4.2. The C2DES and C
2
DES/Prt plots, in the left pane of
the figure, show that the subgrid diffusivity is lower than subgrid viscosity in most of the eddy
simulation region. The effective Prt, computed as the ratio of those, ranges from 0.9 to 4 in
the eddy simulation region. Thus, on coarse meshes, the Prt is overestimated by this method.
Temperature profiles are quite inaccurate because of this: it is not reliable, generally, for DES
meshes. In the following, an alternative formulation is explored, that may be more suitable for
hybrid simulations. It is, basically, to evaluate the subgrid turbulent Prandtl number directly,
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Figure 4.1: T+ predicted by two methods in literature. Reτ = 6, 000.
via test filter fluxes.
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Figure 4.2: C2DES , C
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DES/Prt, and Prt using the method based on Germano’s identity in
adaptive-DDES. Reτ = 6, 000.
4.2.1 Heat Flux Model Formulation
The deviatoric stress tensor and heat flux vector on the test filter scale,
Tij = ûiuj − ûi ûj − 1
3
δij [ûkuk − ûk ûk] (4.3)
Fi = ûiθ − uˆiθˆ, (4.4)
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are computed from the resolved turbulence. They are computed locally, and dynamically during
the simulation. The hat denotes explicit, test filtering (for instance, area weighted averaging
over neighboring cells). The quantities being filtered are the resolved velocity and temperature
fields.
To devise a formula for the Prandtl number, assume that the test filter momentum and
heat fluxes are related to the rate of strain and temperature gradient by standard, eddy viscous
formulae:
T = −2νˆsgsSˆ (4.5)
F = −αˆsgs · ∇θˆ (4.6)
T is the tensor with components Tij as in equation 4.4 – and similarly for F . The inner products
of the first of eqs. 4.6 with αˆsgs∇θˆ and the second with νˆsgsSˆ give
T · ∇θˆ = 2PrsgsSˆ · F (4.7)
The subgrid Prandtl number is defined by νˆsgs = Prsgsαˆsgs.
Prsgs can be computed from equation 4.7, if it is evaluated by least square minimization:
Prsgs =
KiNi
2NiNi
(4.8)
where Ki = Tij∂j θˆ and Ni = SˆijFj . Or, in tensor form,
Prsgs =
F · Sˆ · T · ∇θˆ
2F · Sˆ2 · F .
As described below, the Prsgs of equation 4.8, additionally, was averaged spatially, to make it
smoother in the eddying region.
One might object that turbulent mixing should not depend on the scalar field, contrary to
equation 4.8. This is called the constraint of linear superposition (Taylor, 1959). Complying
with that constraint might require introducing a particle displacement tensor instead of the
scalar flux tensor, and, also, abandoning the subgrid Prandtl number. The latter would not
be necessary were Prsgs specified by a formula — e.g., equation 4.2 satisfies the superposition
constraint; the RANS Prandtl number is independent of the scalar field. In defense, one might
argue that the procedure, equation 4.8, uses small scale fluctuations that are insensitive to
boundary and initial conditions, and hence, is in the spirit of the superposition constraint.
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4.2.2 Test in LES and Averaging Prsgs
Since the present method is to compute a subgrid Prandtl number, it is natural, first, to
test whether it is valid in wall-resolved LES, before applying it to DES.
The subgrid viscosity will be the dynamic Smagorinsky model (DSM). It defines eddy
viscosity as
νsgs = (Cs∆)
2 |S| (4.9)
Here |S| is defined as √SijSij . The basic dynamic method evaluates a local model constant
Cs, which is too irregular, and requires some kind of averaging to stabilize the simulation; we
will apply the same averaging to Prsgs. Three possibilities can be considered: averaging over
neighboring cells, averaging over homogeneous directions, and Lagrangian averaging.
The Lagrangian average proposed by Meneveau et al. (1996) requires the transport equa-
tions
Dflm
Dt
=
1
TL
(LijMij − flm) (4.10)
Dfmm
Dt
=
1
TL
(MijMij − fmm) (4.11)
(4.12)
to be solved. Lij and Mij are given in eqs. 2.5, except with |S| in place of ω. Then the
Smagorinsky constant is evaluated as
Cdyn = max(0.0, flm/fmm)
The Lagrangian time scale is specified as
TL = 1.5∆[flmfmm]
−1/8 (4.13)
This time-scale has been criticized because it is defined by the velocity gradient, rather than a
turbulence correlation (Verma and Mahesh, 2012). In DES, the integral scale of the turbulence,
TL ∼ 1/ω is a suitable alternative.
The current dynamic procedure could locally produce large or small values for Prsgs. From
a physical point of view, a subgrid Prandtl number should be on the order of 1 and not highly
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Figure 4.3: Lagrangian averaged, left, and local averaged contours of Prsgs.
variable in space or time. In the literature on subgrid modeling of passive scalar transport,
Lagrangian averaging has been used to smooth the eddy diffusivity (Stoll and Porte´-Agel, 2006).
The corresponding Lagrangian averaging for the present subgrid Prandtl number is
Dfkn
Dt
=
1
TL
(KiNi − fkn)
Dfnn
Dt
=
1
TL
(NiNi − fnn) (4.14)
Prsgs = max(Prmin, fkn/fnn)
where Prmin is a non-zero limiting value for numerical stability. It was set to 0.01. As long
as the flow is statistical stationary, the Lagrangian averaged Prsgs rarely touches that limiting
value. On the other hand, if local averaging is used, instead of a Lagrangian average, the
limiting value, Prmin, is invoked often. Figure 4.3 compares instantaneous fields with these
two methods of averaging.
The Lagrangian time scale in equation 4.14 is equated to TL of equation 4.13. From the
point of view that turbulent transport of passive scalar is dominated by transport of momentum,
the time scales for averaging subgrid heat flux and subgrid stress should be similar.
Figure 4.4 compares mean velocity and temperature profiles from simulations that used
either local, area weighted, averages over neighboring cells, or the Lagrangian method, eqs. 4.12
and 4.14. The computational domain size is 10δ × 2δ × 3δ, with 100 × 120 × 60 cells. The
first cell height is 0.5 plus units. The grid resolution is ∆X+ = 2∆Z+ = 40. The aspect ratio
∆X/∆Z = 2 has been recommended in previous studies.
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Figure 4.4: U+, T+, Cs, Prsgs for wall-resolved LES at Reτ = 395.
The velocity profile agrees with DNS data no matter which averaging process is used. It is
interesting that the two different averaging processes result in different averaged value of Cs.
Meneveau et al. (1996) compared spanwise averaging and Lagrangian averaging, which also
shows some differences. The discrepancy between local averaging and Lagrangian averaging
is larger than that between spanwise averaging and Lagrangian averaging. Although the Cs
distribution is different, the time averaged velocity is quite insensitive to this. As expected, Cs
decreases near the wall because the resolved stress decreases.
In general, no matter what averaging process is used, the temperature profile agrees with
DNS data — even a bit better than the velocity (figure 4.4). Near the center of the channel,
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Prsgs is considerably lower than the value of 0.4 deduced in Mason and Derbyshire (1990) for
homogeneous isotropic turbulence. Near the wall, the numerator and denominator of equation
4.8 tend to O(y4). In figure 4.4, the slope of Prsgs has an abrupt change near y
+ = 1; but
this has no effect on the temperature profile, since turbulent mixing is negligible compared to
molecular diffusion, right next to the wall,.
The present subgrid formulation for Prsgs is valid down to the solid boundary, when used
in wall resolved LES. Although local averaging was found to be quite acceptable for LES, in
the following sections Lagrangian averaging is used so that Cs and Prsgs have smoother fields.
When applied to DDES, the integral scale of the turbulence, 1/ω, is an alternative to
equation 4.13 for the relaxation time scale in Lagrangian averaging. For the same case at
Reτ = 6, 000, both equation 4.13 and ω are plotted in figure 4.5. In the eddy simulation region,
ω is nearly proportional to the Lagrangian time scale: a value of 5/ω is an alternative choice
to equation 4.13. The averaging process plays no role in the RANS region.
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Figure 4.5: Lagrangian time scale and ω for adaptive-DDES at Reτ = 6, 000. fd < 1 is the
RANS region.
4.2.3 Dependence on RANS Prt
There are different choices for the RANS value of Prt in the literature. Here the widely
adopted value of 0.9, and the formula 4.2, are tested on fully developed channel flow at Reτ =
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6, 000 using the adaptive-DDES model. The grid and numerical set ups are the same as the
case in fig. 4.1. Simulation results are compared with Kader (1981)’s correlation. Apparently
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Figure 4.6: T+ and PrT vs y
+ at Reτ = 6, 000.
formula 4.2 gives better agreement with that correlation than the widely used, 0.9 value. The
right side of figure 4.6 shows how the Kays & Crawford formula rises near the wall. Both
models dip to the same level, of about Prsgs = 0.2, in the center of the channel, where the
dynamic procedure, equation 4.8, is active. The left side of figure 4.6 shows the better log-layer
prediction with the Kays & Crawford formula.
4.2.4 Interpolating Prt
The usual log-layer mismatch, that occurs in DDES (Spalart et al., 2006b), is due to de-
pletion of the total stress when switching from RANS to eddy simulation. It is alleviated in
the IDDES formulation (Shur et al., 2008) and the `2−ω formulation (Yin et al., 2015; Reddy
et al., 2014a). In order to avoid log-layer mismatch in passive scalar transport modeling, a
smooth transition from modeled stress to resolved stress is required. DDES formulations con-
tain a shielding function fd; it will be used to interpolate the Prandtl number. The formulation
throughout the entire DDES domain is
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αT = νT /PrDES (4.15)
PrDES = Prt + fd (Prsgs − Prt) (4.16)
Figure 4.7 shows the variation of resolved heat flux and modeled heat flux in fully turbulent
channel flow at Reτ = 6, 000. A smooth transition from modeled stress to resolved stress is
achieved. The turbulent stress distribution results in a satisfactory agreement between RANS
and eddy-simulation log-layers in figure 4.6.
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Figure 4.7: Modeled and Resolved Heat flux variation at Reτ = 6, 000.
In some situations this interpolation, equation 4.16, might be problematic. fd is a function
of wall distance (equation 1.18). The eddy viscosity does not have to switch to the subgrid
formulation when fd has risen from 0 to 1; it usually does, but equation 2.1 allows that it might
not. In that situation, the DDES model would still operate with the RANS length scale, while
the Prandtl number would have switched to the subgrid formula. Even in that circumstance,
the eddy viscosity is usually below the normal RANS value, so the subgrid Prandtl number
might not be a bad estimate. Other ideas for interpolating Pr were not effective.
In summary, the present model consists of eqs. 4.2, 4.8 ,4.14 and 4.16. Eq. 4.2 provides
the turbulent Prandtl number in the RANS region; the subgrid Prandtl number in the eddy
simulation is obtained by the dynamic procedure, equation 4.8, with Lagrangian averaging
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equation 4.14. The shielding function fd then interpolates the DES Prandtl number, per
equation 4.16. This model will be tested in section 4.3.
4.3 Test Cases
The proposed formulation was tested in conjunction with the adaptive, detached eddy
simulation model Yin et al. (2015). The open source code OpenFOAM (Jasak et al., 2007)
was used for all the present computer simulations. Gaussian finite volume integration, with
central differencing for interpolation, was selected for spatial discretization of equations. The
Sweby limiter was applied on convection terms in k and ω equations. The QUICK scheme was
chosen for convection of the scalar field. Time integration was by 2nd order, backward finite
differences. The resulting matrix system was solved using the Pre-conditioned Bi-conjugate
gradient algorithm, with the simplified, diagonal-based, incomplete-LU preconditioner. The
matrix system was solved iteratively at each time step, to a specified tolerance of the residual
norm.
4.3.1 Fully Developed Turbulent Channel Flow
Fully developed turbulent channel flow provides a basic test. The boundary conditions for
inflow/outflow, and the two side boundaries are all set to periodic. The bottom and top walls are
no-slip for velocity and fixed value for temperature. A uniform pressure gradient, and uniform
heat source are computed from the instantaneous, averaged momentum and temperature within
the channel. The sources balance the momentum and heat transferred to the walls. Thereby,
the mean momentum and temperature within the whole channel are made constant with respect
to time. As the flow reaches statistical stationarity, it can be regarded as fully developed.
Results for fully developed channel flow at Reτ = 6, 000 were already shown in previous
sections. In order to test whether the proposed formulation is compatible with the “adaptive”
character of the model (Yin et al., 2015), channel flow with Reτ = 395 was computed first.
Comparisons with DNS data (Moser et al., 1999; Kawamura et al., 1999) are plotted in figure
4.8. The mesh is the same as the LES simulation for Reτ = 395 in section 4.2.2.
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Figure 4.8: U+, T+, PrT , fd and heat flux component for Reτ = 395.
Although the predicted velocity profile is not perfect, the predicted temperature agrees well
with the data. The transition between RANS formula and resolved heat flux appears to be
seamless, in this case. The Prandtl number distribution is interesting: there is no region where
it levels out at 0.85; it is almost a continuous switch from the near-wall function (Prt > 0.85) to
the subgrid Prandtl number. The plot of heat flux contributions shows that modeled heat flux
is a small portion of the total everywhere. The viscous layer and buffer layer are dominated
by viscous heat flux while the log-layer is dominated by resolved heat flux. Of course, that is
a consequence of this being an low Reynolds number, well resolved simulation.
Next, intermediate Reynolds number channel flow is computed with two different meshes
(figure 4.9). The fine mesh has 100×120×60 cells while the coarse mesh has half the cell numbers
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in both streamwise and spanwise directions. Both domain sizes are 10δ × 2δ × 3δ. The fine
grid has a resolution of ∆X+ = 2∆Z+ = 225 while the coarse grid has ∆X+ = 2∆Z+ = 450.
The current formulation agrees well with Kader’s correlation for the mean temperature, on
both grids. The small grid sensitivity shown by the temperature profile is likely to have been
inherited from the velocity profile: since the scalar, subgrid diffusivity relies on the subgrid
viscosity, there is an influence of momentum mixing on scalar mixing. The velocity profile is
compared to a RANS computation, but at this Reynolds number the log-layer extends almost
to the center of the channel, so the RANS profile, computed by k−ω model (Wilcox, 1993), is
highly accurate.
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Figure 4.9: U+, T+ at Reτ = 2, 250 on coarse , and fine grids.
High Reynolds number channel flow is also tested. For high Reynolds number flows, LES
and DNS are too demanding to be practical, while DES can resolve eddies away from the wall
with more affordable near-wall grid resolution. The case Reτ = 12, 000 is shown in figure 4.10.
Again, the domain size is 10δ × 2δ × 3δ, with 100 × 120 × 60 cells. The grid distribution in
the wall normal direction is adjusted to have the first cell height at 0.6 plus units. In the
other directions, the grid resolution is ∆X+ = 2∆Z+ = 1, 200. Again, the results show good
agreement between prediction and correlation for passive scalar. Note that the RANS region
extends to y+ ∼ 1, 000 because the grid for this Reynolds number is coarse.
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Figure 4.10: Left: U+, 30 fd. fd shows the thick RANS zone. Right: T
+, 10Prt. Reτ = 12, 000.
4.3.2 Turbulent Boundary Layer with Heat Transfer
4.3.2.1 Generating Turbulent Inflow for Scalar Field
Since the RANS branch of the DDES model is k− ω, without a transition function, a fully
turbulent boundary layer profile must be imposed as inflow. The recycling-rescaling approach
of Arolla and Durbin (2014) was used to generate an unsteady, turbulent field for velocity, and
corresponding k and ω fields. Field variables are taken from a sample plane, located downstream
of the inflow. The y coordinate of velocity, k and ω is rescaled to match a prescribed momentum
thickness, then imposed at the inflow plane. However, this is not suitable for the temperature
profile. In experiments and engineering applications, heat transfer may not be in equilibrium
with momentum mixing.
Enthalpy is often used to describe the thermal thickness. Enthalpy thickness (δh) is defined
as
δh =
∫ ∞
0
U
U∞
(
1− T
T∞
)
dy (4.17)
Since the velocity profile is already rescaled by momentum thickness, we will not use enthalpy
thickness. Instead, the followings were used for rescaling
71
δ∗T =
∫ ∞
0
1− T
T∞
dy (4.18)
T (x, y, z, t)inlet = T
(
x, y
δ∗T,sample
δ∗T,inlet
, z, t
)
sample
(4.19)
This gave approximately the desired enthalpy thickness — the inlet enthalpy thickness was
0.3% ∼ 1.1% lower than the targeted, experimental value. That is regarded as acceptable for
present purposes.
4.3.2.2 Fully Developed Boundary Layer on Fixed Temperature Plate
A fully developed boundary layer was simulated and compared to data at a momentum
thickness Reynolds number of RΘ = 13, 310. Because the recycling method rescales y over the
entire boundary layer, rather than scaling inner and outer regions differently, the condition of
strict equilibrium is broken at the inflow plane. The streamwise domain is sufficient for an
equilibrium boundary layer to develop.
In the simulation the distance between the sampling and inflow planes is 9δ99, while the
entire domain is 10δ99 × 2.5δ99 × 2.5δ99. The grid is uniformly spaced in the streamwise and
spanwise directions. ∆X+ = 2∆Z+ = 550 at the sampling location. The inflow momentum
thickness and enthalphy thickness are adjusted to match experiment (De Graaff and Eaton,
2000) and data correlation (Kader, 1981), respectively.
The velocity and temperature profiles are plotted in figure 4.11. Generally, both of the
computed profiles agree well with the reference data.
Figure 4.12 shows resolved flow structure, by the 0.05U∞ iso-surface of instantaneous
streamwise velocity fluctuation, colored with time averaged T/T∞ and with instantaneous
T ′/T∞. (Contour values on spanwise periodic planes are not properly shown by post-processing
software.)
4.3.2.3 Step Heating in Zero Pressure Gradient Boundary Layer
Heat transfer in a boundary layer with a step increase in temperature was studied exper-
imentally by Reynolds et al. (1958). Due to limitations in the experiment, the step is not
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Figure 4.11: U+ and T+ versus y+ at ReΘ = 13, 310.
Figure 4.12: Iso-surface of instantaneous u′ = 5%U∞. Left: colored by time averaged T/T∞.
Right: Colored by instantaneous T ′/T∞
abrupt. However, in the simulation, the temperature is increased from 0 to 1 within a distance
of one cell. The step is located at ReΘ = 2, 280, and the Stanton number versus ReΘ is plotted
in figure 4.13.
The domain has a dimension of 55δ99×5δ99×5δ99. This δ99 is measured at the step location.
Because the temperature before the step is uniform, there is no need to generate unsteady inlet
temperatures in this simulation. Velocity, k and ω are rescaled based on a sampling plane
15δ99 downstream of the inlet. There are totally 220 × 80 × 40 cells in the domain. The grid
resolution is about ∆X+ = 2∆Z+ = 200. y+ of the first cell layer is smaller than 1. Stanton
number (St = hρU∞cp ) after the step is plotted in figure 4.13.
The instantaneous velocity and temperature distributions are shown in figure 4.14, and
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Figure 4.14: Instantaneous velocity U/U∞ and temperature T/Twall at various streamwise
locations
time averaged temperature and turbulent Prandtl number are shown in figure 4.15. (Again,
velocity contour values on top, zero gradient boundary planes, and side, periodic boundary
planes, are not shown properly by post-processing software.) Iso-surfaces of instantaneous u′
and T ′ are shown in figure 4.16. Upstream of the temperature step, the temperature is uniform.
The Prandtl number is irrelevant. After the step, temperature fluctuations develop and the
dynamic model adapts to the developing scalar field. Due to the uncertainty in experimental
data, figure 4.13 tells us the model predictions are within the correct range, but it is hard to
say how large the discrepancies are.
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Figure 4.15: Time averaged T and PrT along streamwise and wall normal plane, coordinates
normalized by δ99.
Figure 4.16: Left: Iso-surface of instantaneous u′ = 8%U∞, colored by time averaged U/U∞.
Right: Iso-surface of instantaneous T ′ = 1%Tstep, colored by instantaneous PrDES
4.3.3 General Applicability to Hybrid RANS/LES Models
The dynamic procedure for computing subgrid Prandtl number can be incorporating into
any hybrid RANS/LES model. The Spalart Allmaras, IDDES model (Shur et al., 2008) is
chosen as another example. The formulation is not changed and the interpolation between
RANS Prandtl number and subgrid Prandtl number is still based on the shielding function fd.
Channel flow at Reτ = 6, 000 is computed with the same mesh and numerical set ups as in
section 4.2.3.
The velocity profile is in good agreement with the k−ω RANS prediction, as seen in figure
4.17. The predicted temperature profile matches Kader’s correlation reasonably well.
4.4 Conclusion
The present approach to passive scalar transport model is to represent it via a turbulent
Prandtl number. That makes it available to various subgrid eddy viscosity formulations. The
dynamic formulation was motivated by a desire to let the subgrid model adapt to the flow and
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Figure 4.17: U+ and T+ vs y+ at Reτ = 6, 000.
to the grid. Most particularly, it aims to be an approach that is suitable on coarse grids, as can
occur in detached eddy simulation. Although detached eddy simulation was the motivation, the
method is equally applicable to wall resolved LES. Because it is adaptive, it is consistent with
the dynamic Smagorinsky eddy viscosity model, and with the adaptive-DDES model. However,
it was shown to work with the non-adaptive IDDES model, as well.
The accuracy of the present approach has been verified through turbulent channel flow and
boundary layer simulations, with various grid resolutions and Reynolds numbers. As it is a
Prandtl number formulation, it relies on a baseline subgrid eddy viscosity model. Whether it
is universal for other hybrid RANS/LES methods requires testing.
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CHAPTER 5. AN ADAPTIVE DES MODEL THAT ALLOWS
WALL-RESOLVED EDDY SIMULATION
Yin, Zifei, and Paul A. Durbin. “An adaptive DES smodel that allows wall-resolved eddy
simulation.” International Journal of Heat and Fluid Flow (2016).
Abstract
A modification to the Adaptive-DES method of Yin et al. (2015) is proposed to improve
its near-wall behavior. The modification is to the function (Clim) that imposes a lower limit
on the dynamically evaluated coefficient (CDES). The modification allows Adaptive-DES to
converge to wall-resolved eddy simulation, when grid resolution supports it. On coarse grids, or
at high Reynolds number, it reverts to shielded DES — that is to DDES. The new formulation
predicts results closer to wall-resolved LES than the previous formulation. It provides an ability
to simulate transition: it is tested in both orderly and bypass transition. In fully turbulent,
attached flow, the modification has little effect. Any improvement in predictions stem from
better near-wall behavior of the adaptive method.
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5.1 Introduction and Motivation
Detached Eddy Simulation (DES) is called a seamless, hybrid method. As such, it invokes a
single RANS model throughout the computational domain, with a modification to allow turbu-
lent eddies to appear in time-accurate computations. Although one refers to a ‘RANS region’,
turbulent fluctuations occur throughout the flow, and statistics are obtained by averaging. DES
is best understood as a length-scale formulation that adopts either a RANS formula or the grid
spacing — that is, a RANS or an LES length scale. It is everywhere a simulation of eddying
flow, albeit the turbulence is not fully resolved. (Excepting, perhaps, an entrance region where
it is steady RANS, if a steady inflow is prescribed.)
Spurious switching to the LES length scale occurred in the earliest version of DES, so a
shielding function was introduced to ensure a near-wall RANS region; the method was then
named Delayed DES (DDES) (Shur et al., 2008; Spalart et al., 2006b). Ensuring a RANS region
precludes the logical limit DES→ wall-resolved LES on sufficiently fine grids. That shortcoming
is highlighted in transitional flow, where the laminar zone is not properly recovered, because
of the shielded region.
The `2−ω model (Reddy et al., 2014a) originated as a variation of DDES. It mimicked the
Smagorinsky model, defining the subgrid viscosity as `2ω. This was meant to make the eddy
simulation region of DES more like conventional LES.
As a corollary to the Smagorinsky analogue, Yin et al. (2015) introduced a dynamic proce-
dure for computing the DES coefficient, CDES . On coarse grids the dynamic procedure fails; so
an inferior bound was added, to avoid spurious values on coarse grids. The dynamic evaluation
and inferior bound are the gist of adaptive DDES. Herein, we revise the lower limiting function
to extend the capabilities of adaptive DDES.
In addition to evaluating the value of CDES dynamically and locally, as a byproduct, Yin
et al. (2015) found that the thickness of the RANS region adapted to the grid and to the flow.
As the mesh was made finer, the RANS region became thinner. However, tests in channel
flow, and other geometries, show that even when the mesh is fine enough to support wall-
resolved LES, the adaptive method retained a near-wall RANS zone, albeit thin. (This will be
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illustrated in Section 5.3.1.1.) This posed the challenge: revise the adaptive formulation so that
DES converges more nearly to wall-resolved LES when the grid resolution becomes adequate.
To this end, the inferior limit function is modified in the near-wall fine grid region. We will
show how this enables adaptive DDES to produce similar results to wall resolved LES, if the
grid permits. We also illustrate the feasibility of computing orderly and bypass transition. The
transition simulations are on coarse, LES type of grids; hence, they do not capture the fine
grained details seen in DNS. However, they confirm the benefits of the present formulation.
5.2 Revision of the Limiting Function
The adaptive DES model is summarized in the appendix. CDES is found locally in space
and time by application of the Germano identity. However, the coarse meshes that commonly
are used in DES may not capture enough of the small scales for this to work. For that reason,
a lower bound is placed on the dynamic value (Equation 2.9)
CDES = max(Clim, Cdyn)
where Cdyn is the coefficient found from the Germano identity and Clim(hmax/η) is a lower
bound (Equation 2.10) that is a function of grid size relative to the Kolmogoroff scale.
It was noticed in Yin et al. (2015) that, even on grids with resolution suitable for wall-
resolved LES, their adaptive-DDES model sustained a certain RANS region thickness. In
another words, that the adaptive-DDES did not converge to wall-resolved LES, even on fine
grids. We explore a revision to the Clim function with the objective to enable the limit to be
attained.
Since the subgrid stress approaches zero as y3, CDES → 0 is expected as y → 0. This
requires the lower bound, Clim, to be 0 in a large enough region near the wall.
The primary issue is that the subgrid portion of the estimate equation (2.11) for ε is
large near the wall, which causes dissipation to be overestimated. This is because ω ∼ 1/y2
as y → 0, while S and hmax are finite. As a result, in the viscous sublayer, the estimated
turbulent dissipation is too large and η is underestimated. As long as there is a RANS region
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next to the wall, this is immaterial because Clim is not used there. It only becomes relevant
when the present problem of wall-resolved simulation is posed.
For present purposes, a better definition of ε is required. In the k − ω model, turbulent
dissipation rate is
εrans = Cµkω (5.1)
where Cµ = 0.09. The subgrid dissipation rate in LES and DES is
εles = 2(Cs∆)
2|S|3, εdes = 2(CDES∆)2ω|S|2 (5.2)
The latter is equal to the rate at which energy is transferred to unresolved kinetic energy via
the production term of the k equation (1.6). Were production and dissipation equal in that
equation,
2νT |S|2 = 2(CDES∆)2ω|S|2 = Cµkω (5.3)
While this balance will not exist instantaneously, for the present purposes Cµkω will be used
as a rough estimation of subgrid dissipation in both the RANS and LES regions. Because
of the behavior of the k − ω model, this definition tends to zero at the wall, as y1.23. Then
η = (ν3/ε)1/4 tends weakly toward infinity, so hmax/η will be small and the adaptive method
will be allowed near the wall.
So, the single term ε = Cµkω replaces the estimate in the appendix. Since the definition of
dissipation is modified, Clim(hmax/η) also requires modification.
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Figure 5.1: Clim as a function of hmax/η
We consider three ranges of hmax/η: a range where it is small, so the grid is adequate
for wall-resolved LES; a range where it is large, so the grid is too coarse for dynamic DDES;
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and a gray zone in between. Based on previous calibration of the adaptive model, we use
Clim = 0, 0.12 and 0.06 in these regions, with ramps between them (figure 5.1).
Celik et al. (2005) suggest that an LES quality function LES IQ = f(h/η) can determine
the suitability of the grid. An LES IQ no less than 80% is regarded as the requirement for
good LES. Celik et al. (2005) provide a formula for which this occurs when h/η < 25. Adapted
to the present purpose, when h/η < 25, Clim = 0.
An estimate more relevant to the present concern with wall resolved simulation, comes
from the requirement to resolve high and low speed streaks. They have a width of order 30
plus units and spacing 100 plus units. From channel flow DNS, ε+ ≈ 0.3 at the wall. Then
η+ = 1/ε
1/4
+ = 1.35. The grid spacing is smaller than the streak width when ∆z+ < 30 or
∆z/η < 22 — close to the previous h/η < 25.
Based on these estimates, we choose Clim = 0 for hmax/η < 23. Note that this allows
a possibility of CDES to become zero, it does not mandate it. If the grid is inadequate, the
dynamic procedure can enforce a RANS region, irregardless that Clim = 0.
Continuing with the second estimate, when the grid spacing equals the streak spacing, a
RANS region must be enforced. ∆z+ > 100 corresponds to ∆z/η > 74. Although the criterion
for streak resolution creates a criterion for ∆z+, we will treat it isotropically, as an hmax
requirement.
Based on these two estimates, and on test simulations, the Clim function
Clim(ξ) = 0.06(max(min(ξ − 23)/7, 1), 0) +max(min(ξ − 65)/25, 1), 0)) (5.4)
was selected, where
ε = Cµkω, η =
(
ν3
ε
)1/4
, ξ =
hmax
η
It is plotted in figure 5.1. The rest of the adaptive-DDES model is unchanged.
Where Clim = 0, the model is fully adaptive. Where Clim = 0.12 the model reverts to
non-adaptive `2 − ω. In the middle is the ‘gray area’. (Note that this ‘gray area’ and that
defined in Spalart (2009) are not the same.) The new model is tested in the following sections.
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5.3 Test Cases
The open source code OpenFOAM (Jasak et al., 2007) was used for all the present computer
simulations. Gaussian finite volume integration, with central differencing for interpolation, was
selected for spatial discretization. The Sweby limiter was applied on convection terms in the k
and ω equations. The equivalent of the Rhie and Chow (1983) scheme is applied to remove two-
delta waves in the laminar region of transition simulations. Time integration was by 2nd order,
backward finite differences. The implicit matrix system was solved by the Pre-conditioned Bi-
conjugate gradient method, with the simplified, diagonal-based, incomplete-LU preconditioner.
The matrix system was solved iteratively at each time step, to a specified tolerance of the
residual norm.
In this section, the Clim of Section 5.2 is called the ‘new’ model. It is compared to the
Clim in the Yin et al. (2015), which is identified as the ‘old’ model. The model with global
constant CDES = 0.12 is a reference to the original, non-adaptive model (Reddy et al., 2014a).
LES, here, means wall-resolved, dynamic Smagorinsky model (Lilly, 1992). Model constants,
CDES in adaptive DES, and Cs in dynamic Smagorinsky, are averaged over neighboring cells,
weighted by cell volume. The time step size is adjusted, in each step, to make the maximum
CFL number no larger than 0.5.
Since the only difference between the old model and new (present) model is the performance
on grids fine enough for wall-resolved LES, results on coarse grids, or away from the wall, are
expected to be identical.
5.3.1 Fully Developed Turbulent Channel Flow
5.3.1.1 Is It Necessary to Disable fd?
According to Equation 1.18, anywhere that fd is zero, the RANS length scale is used,
regardless of the magnitude of the two length scales. Wall distance in the denominator of
(1.18) drives fd toward zero. Is it necessary to make fd = 1 near the wall, to obtain wall-
resolved eddy simulation? That is tested by channel flow at Reτ = 395.
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The boundary conditions in x and z are periodic, along with a uniform pressure gradient in
x, adjusted to obtain the desired Reynolds number. The grid is Nx×Ny×Nz = 100×120×60.
The domain size is 10δ × 2δ × 3δ. The non-dimensional grid resolution along streamwise and
spanwise directions is ∆X+ = 40 and ∆Z+ = 20. The first cell center has a wall distance
smaller than 1 plus unit. With this resolution, results close to wall resolved LES are desired
from the new model.
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Figure 5.2: Left: U+, fd. Circles: DNS; Red: Dynamic Smagorinsky; Black: new model; Blue:
old model. Right: Resolved u′, v′, w′, and u′v′. Circles, LES; black line, new model; blue line:
old model
In Figure 5.2, although fd is zero up to y
+ = 5 by the new formulation, the mean velocity is
in excellent agreement with the LES profile. The resolved velocity fluctuations, and Reynolds
shear stress are almost identical to the wall-resolved dynamic Smagorinsky model, as seen in the
right pane of the figure. Evidently, completely removing shielding is not necessary to achieve
wall-resolved eddy simulation. It seems sufficient that the region where fd = 0 is in the viscous
sublayer.
5.3.1.2 Channel Flow
Further channel flow results are described here. The same mesh, as described above, was
used at various Reynolds numbers. As Reτ increases, the non-dimensional grid spacing becomes
proportionately coarser.
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Figure 5.3 shows fluctuating streamwise velocity component contours on y+ = 8, at Reτ =
395. High and low speed streaks are better resolved by the new model. They are not captured
as well by the old model due to the RANS length scale dominating a larger portion of the buffer
layer. In other words, results predicted by the old model in figure 5.3 are more like a ‘filtering’
of results from the new model, although the same grids are used.
As has been mentioned previously, reference to ‘RANS’ and ‘eddy simulation’ regions is
loose terminology. According to Figure 5.3, although y+ = 8 still lies in the RANS region for
the old model, velocity streaks are still partially resolved. This RANS region is more like a
wall region that receives large motions from the LES region, and passes the influence down to
the boundary.
Figure 5.3: Streamwise u′/Ubulk contours on y+ = 8, at Reτ = 395. Top: new model; Bottom:
old model
Predictions for Reτ = 800 and Reτ = 6, 000 are plotted in figure 5.4. Both of the velocity
profiles match the RANS computation. The grid resolutions are ∆X+ = 2∆Z+ = 80 and
∆X+ = 2∆Z+ = 600 respectively. The fd curves show that the new model switches to RANS
below the log-layer (y+ < 40) when Reτ = 800. Where fd = 0, Clim and CDES are immaterial.
Although ∆X+ = 80 might be considered an acceptable value in some wall-resolved LES
simulations (Fro¨hlich et al., 2005) it is safer to have the RANS model active near the wall,
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because the grid dimension in the spanwise direction is not used explicitly in the limiting
function. At Reτ = 6, 000, CDES = Clim. Thus, the grid is considered unable to support the
dynamic procedure. Results computed with the new model are the same as from the old model.
As expected, they become indistinguishable on the coarse grid.
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Figure 5.4: U+, fd, CDES , and Clim at Reτ = 800 (left), and Reτ = 6, 000 (right).
5.3.2 Backward-facing Step
The backward-facing step test case is used to verify that the model can switch from RANS
to eddy simulation immediately after separation. Simulation details are the same as in Yin
et al. (2015). The mesh used here has about 1.1 million cells. The Reynolds number at the
inflow is 28,000 based on the bulk velocity Ub and step height.
Figure 5.5 shows that mean Cf and velocity profiles match experimental data quite well.
Figure 5.6 shows that in most of the shear layer region, Clim is above 0. In the recirculation
region, it is approximately 0. This case validates the new model’s capability in a detached shear
layer, in which it switches from the RANS branch to the eddy simulation branch immediately
after separation. Near the exit of the domain, the mesh is coarse, so the eddies are being
elongated; this may account for underestimation of Cf after reattachment.
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Figure 5.5: Left: Cf along bottom wall; Right: Mean streamwise velocity profiles at x/h = 2.2,
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Figure 5.6: Isosurface of Q = 2500s−2, colored by instantaneous Clim.
5.3.3 Periodic Hills
This case demonstrates how the model performs in wall-resolving simulation. Clim is zero
throughout almost the entire computational domain. The grid contains 160 × 100 × 120 cells
in the streamwise, wall-normal, and spanwise directions, respectively. The geometry, flow
conditions, and boundary conditions are as same as in Yin et al. (2015); Reddy et al. (2014a).
A pressure drop was applied to achieve a certain bulk velocity. Our DES is compared to the
wall resolved LES by Fro¨hlich et al. (2005). The LES mesh has about 5 million cells while in
the current simulation, only 1.92 million cells.
Nevertheless, figure 5.7 shows that the DDES predictions of Cf and mean velocity accurately
agree with the LES data. The Clim profile in figure 5.8 demonstrates that it is nearly zero,
to enable wall-resolving DDES. Wall damping of CDES shows that the dynamic procedure is
active down to the wall.
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Figure 5.7: Left: Cf predicted along bottom wall; Right: Mean streamwise velocity at x/h =
0.05, 2, 6, 8.
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5.3.4 ‘Jeyapaul’ Diffusers
Jeyapaul (2011) constructed data for a parametric series of diffusers, based on that of Cherry
et al. (2008). They were meant to provide a database where separation moves from the upper
wall to the side wall as a function of duct aspect ratio. We chose the diffuser with aspect ratio
of 2.5, for which the separation region is between the two walls.
Simulations are performed on two different meshes: the ‘LES’ mesh is identical to Jeyapaul
(2011). It contains 2.85 million cells, with Nx × Ny × Nz = 475 × 60 × 100. The maximum
∆X+ = 90, and ∆Z+ = 10. The ‘DES’ mesh, contains 1.87 million cells, with Nx×Ny×Nz =
425× 51× 86. Grid points are clustered near the diffuser inflow (x = 0) on the DES mesh.
The Cp plot in figure 5.9 shows that the new model outperforms the old on both meshes.
figure 5.10 shows that the new model does a better job on the separation region along the top
wall. It is suspected that the previous model doesn’t produce enough mixing immediately after
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Figure 5.9: Cp predicted along center line on bottom wall of diffuser.
separation. The improvement along the top wall, after expansion begins, may be because the
new model is more like LES.
Figure 5.11 shows time averaged contours of the lower bound, Clim, and instantaneous
subgrid viscosity, inside the diffuser. Non-zero values of Clim occur in the upstream channel
and near the inlet to the diffuser. This implies the mesh resolution is insufficient for wall-
resolved simulation — as was mentioned by Jeyapaul (2011). The upstream portion of the
diffuser is not wall-resolved; nevertheless, the new model produces improved results.
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Figure 5.10: Velocity profiles at x/d =-2, 0, 2, 4, 6, 8, 10, 12, 14, 16, 18.
5.3.5 Flat Plate Natural Transition
One of the motivations for the present revision of adaptive DDES is to be able to capture
transition. Without adaptivity, DDES ensures a RANS region near the wall, which is not
correct in laminar flow. As will be seen, the original adaptive model has some ability to
capture transition, but the present formula for Clim is more satisfactory.
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5.3.5.1 H-type Transition
Orderly transition proceeds through secondary instability of Tollmein-Schlichting waves.
Secondary instabilities are characterized as H and K type. Flat plate, H-type transition is
simulated in this section on three different grids. Comparison is made to recent DNS and
LES (Sayadi et al., 2011; Sayadi and Moin, 2012). A Blasius profile is prescribed at the inlet.
The same method as in the DNS is used to generate Tollmien-Schlichting waves. Blowing and
suction are applied at the bottom wall with the transpiration velocity
v(x, z, t) = A1f(x)sin(ωt) +A1/2f(x)g(z)cos(
1
2
ω + φ) (5.5)
A1 and A1/2 are the disturbance amplitudes of the fundamental and subharmonic waves re-
spectively, and φ is the phase shift between the two. The form of f(x) and g(z) are
f(x) = 15.1875ξ5 − 35.4375ξ4 + 20.25ξ3 (5.6)
g(z) = cos(2piz/λz) (5.7)
where ξ is a linear ramp-up/ramp-down function of x in the forcing region. Refer to Sayadi
et al. (2011) for implementation details. In their LES applications, Sayadi and Moin (2012)
altered the perturbation amplitudes to match the growth rate to DNS. However, in the current
simulation A1 = 0.002 and A1/2 = 0.0001 are the same as the DNS, in order to examine whether
the model can predict a reasonable growth rate.
Up to 8 × 106 grid points were used in LES (Sayadi and Moin, 2012) and 1 × 109 in DNS
(Sayadi et al., 2011). In current simulations, three different grids, listed in table 5.1, are used.
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The largest has 2.9 × 106 grid points. For the RANS variables, k is set close to zero at the
inlet, while the boundary condition for ω is zero gradient.
Table 5.1: Computational grids for H-type transition
Mesh name Nx Ny Nz ∆X+ ∆Z+ Rex/10
5 Rez/10
5
LES 960 160 64 45 10 1 to 10.6 0 to 0.15
Mesh 1 400 115 32 ∼ 75 ∼ 16 1 to 8 0 to 0.12
Mesh 2 600 115 32 ∼ 50 ∼ 16 1 to 8 0 to 0.12
Mesh 3 800 115 32 ∼ 40 ∼ 16 1 to 8 0 to 0.12
Cf plots with grid refinement are included in figure 5.12. They show that the model is
sensitive to grid resolution. The grid sensitivity is partially inherited from the LES length
scale, and partially from the limiting function.
On mesh 1, the Clim became nonzero early, beginning at the premature transition onset
location. To an extent, it is due to coarse resolution, per se; but, also, it is because large
hmax/Lk engages the RANS length scale. On mesh 2, due to grid refinement, although Clim
still rises after the transition location, the predicted transition onset location is close to LES. In
this case, the model performs as wall-resolved eddy simulation before transition and switches to
wall-modelled simulation after transition. On mesh 3, Clim is still mostly zero after transition,
as shown in figure 5.14. Roughly speaking it is wall-resolved eddy simulation during the whole
transition process. Predictions on mesh 3 are quite close to LES, considering that it only has
60% of the LES resolution in the spanwise direction. The Cf curves show migration of the new
model toward grid convergence.
Cf is plotted with the finest DES grid, with different models, in the right pane of figure 5.12.
It shows that both the new and old adaptive models predict proper Cf values in the laminar
and turbulent regions, and a reasonable transition location. The non-adaptive, constant CDES
model, gives erroneous results in the laminar region, due to its inability to adjust to flow
conditions. It does show a transition to turbulent levels.
Excessive dissipation produced by the constant CDES model is shown by Q iso-surface plots
in the right pane of figure 5.13. The perturbations generated by the transpiration strip are
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Figure 5.12: Left: Cf plot with several grid resolutions. Right: Cf plot with several models on
mesh 3.
Figure 5.13: Q iso-surface colored by instantaneous U/U∞ showing different transition behav-
iors from new model (left), and constant CDES (right). Mesh 3.
damped because, with the constant CDES , the model maintains an inappropriate RANS zone.
Although it undergoes a transition process, it is not realistic in a physical sense. By contrast,
with the new model, left pane, λ vortices form upstream of transition. The apparent waviness
within the turbulent flow is most likely due to lack of streamwise resolution. The undulatory
patches can be viewed as under-resolved turbulent spots.
Visualizations in figure 5.13 and 5.14 are from mesh 3. Figure 5.14 shows instantaneous
CDES and Clim values. Clim is zero almost everywhere, allowing the adaptive model to become
wall-resolving. Tollmien-Schlichting waves create small test filter stress, as reflected by CDES
contours in the left pane, upstream of Rex = 5 × 105. CDES is small there, and does not
interfere with capturing the laminar state.
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Figure 5.14: Instantaneous CDES and Clim along the vertical midplane on mesh 3 using the
new model. (H-type)
5.3.5.2 K-type Transition
K-type of orderly transition is created by altering the phase between the primary and sub-
harmonic forcing. K-type transition is simulated on mesh 3. Again, the disturbance amplitude
is the same as in DNS (Sayadi et al., 2011).
The new model and the old model produce approximately the correct transition onset
location (figure 5.16a). However, even on the finest mesh, the model does not fully capture
the K-type transition mechanism. Figure 5.16b shows spanwise waviness but not Λ vortices.
Instead of resolved turbulent spots, a larger scale breakdown is seen. One can view this to be
in the spirit of DES, LES, or for that matter RANS, of capturing turbulent phenomenology
without detailed resolution of the eddies.
In the LES (Sayadi and Moin, 2012), perturbation amplitudes (A1, A1/2) larger than DNS
were used to match the transition onset location. No visualization of flow structure was pro-
vided for either the H-type or K-type case. So comparison with LES on how well transition
mechanisms are resolved is not possible.
5.3.6 Bypass Transition
Bypass transition proceeds beneath free-stream turbulence. Tollmein-Schlichting waves play
no role. The precursors to transition are streaky perturbations, called Klebanoff modes. In this
case, inflow turbulence is introduced to simulate the bypass transition process on a flat-plate.
The inflow distortion was synthesized by a summation of Fourier modes (Davidson, 2007;
Piscaglia et al., 2012). Spectral mode amplitudes uˆn were calculated according to a prescribed
92
1 2 3 4 5 6 7
Re
x ×10
5
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
C f
×10 -3
new model
old model
CDES=0.12
DNS of Sayadi
LES of Sayadi
Figure 5.16: a) Cf plot with different models on mesh 3. b) Q iso-surface colored by instanta-
neous U/U∞.
spectrum shape. A modified version of the Von Ka´rma´n energy spectrum was used:
Ek = A
u2rms
κe
(κ/κe)
4
[1 + (κ/κe)2]17/6
exp[−2(κ/κη)2] (5.8)
Here the Kolmogorov lengthscale, κη, is equated to 1 plus unit. κe = 9Api/(55L) is a function
of the integral length scale L. The highest wave number is defined by mesh resolution κmax =
2pi/(2∆). The smallest wave number is one half κe. The wave number space is divided into
150 modes, with equal spacing ∆κ. uˆn is given by
uˆn =
√
E(|κnj |)∆κ (5.9)
The fluctuating component of velocity was calculated by
u′′i (xj) = 2
N∑
n=1
uˆncos(κnj xj + φ
n)σni (5.10)
Here, the spatial orientation of the wavenumber vector κj is chosen randomly, as is the phase
angle φn. The velocity vector σni also is generated randomly, but orthogonal to κj in order
to ensure solenoidality. Implementation details can be found in Davidson (2007). Temporal
correlation was created by a Langevin equation (5.11), where T is the integral time scale.
(u′)m+1 = a(u)′m +
√
1− a2(u′′)m (5.11)
a = exp(−δt/T )
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The computational domain is 20, 400 × 3, 000 × 400 in plus units along streamwise, wall
normal and spanwise directions, respectively, based on time averaged Cf at it maximum in x.
If normalized as x-Reynolds number, the inflow plane is at Rex = −104 upstream of the leading
edge, and the flat plate extends to Rex = 5×105. The mesh has 820×75×40 cells. The inflow
plane is 25 grid points, 400 plus units, upstream of the leading edge. k and ω inlet boundary
conditions are the same as in section 5.3.5.1.
Time and span averaged Cf predicted by the new and old adaptive DDES models, and by the
constant CDES model, are plotted in figure 5.18a. The new and old models produce the correct
Cf magnitude in the laminar region and acceptable transition onset location. Overestimation
of Cf in the turbulent region is expected due to coarse streamwise resolution — although it
also occurs in DNS (Jacobs and Durbin, 2001). The model with constant CDES has similar
behavior to section 5.3.5: spurious level in the laminar region, but with transitional behavior.
It is curious that the transition location and Cf fit the data quite well. Instantaneous Cf ,
showing that turbulent spots are captured by the new model, is plotted in figure 5.18b. The
spot profiles are similar to DNS, but with far less fine structure.
Free-stream turbulent intensity and grid resolution in plus units are plotted in figure 5.18c
and 5.18d. The turbulence decay follows the data, showing that the prescribed inflow length
scale is suitable.
Overall, predictions from the new and old adaptive-DDES models are qualitatively correct.
Figure 5.19 shows two examples of turbulent spots as they appear with the current grid res-
olution. Low speed streaks are also resolved by the new model, as shown in figure 5.20; in
bypass transition they are also called Klebanoff modes. Clearly, transition proceeds through
the known bypass mechanism, albeit with limited resolution of the features of Klebanoff modes
and turbulent spots.
5.3.7 Separation Induced Transition
For flat plate transition without separation, in section 5.3.5 and 5.3.6, the old and new mod-
els perform similarly. This section, where separation is involved, demonstrates the advantage
of the new model.
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Figure 5.18: a) Time averaged Cf profile. b) Instantaneous Cf . c) Free-stream turbulent
intensity. d) Grid resolution in plus units
The geometry is the same as Lardeau et al. (2012). A mesh with the same domain size,
same total grid number, and similar grid stretching is used here. The inflow for Tu = 1%
is generated by the synthetic eddy method of Jarrin et al. (2006), with integral length scale
0.12L. Inflow turbulent kinetic energy k is set to be nearly zero. The ω inlet condition is zero
gradient.
Figure 5.21 shows Cf and separation bubble size predicted by different models. It clearly
shows the difference between the new and old models, and between them and constant CDES .
The old and new models, both can predict correct Cf in the laminar region while the constant
CDES cannot.
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Figure 5.19: Spanwise velocity w′/U∞ contours at two instants, in the plane Rey = 500,
corresponding to y+ = 25.
Figure 5.20: Instantaneous streamwise velocity u′/U∞ contour, on plane Rey = 1000, or y+ =
50.
However, the old model deviates from wall-resolved LES data in the separated region,
predicting a smaller separation bubble. Excellent match with LES data on Cf and separation
bubble shape was obtained by the new model. The constant CDES model, as expected, produces
the worst result. Figure 5.22 illustrates the transition mechanism resolved by the new model,
which is similar to a plot in Lardeau et al. (2012) from their LES.
Figure 5.23 shows other differences between the behaviors of the old and new models.
The old model, over estimates turbulent stresses at the beginning of the separation bubble.
Overestimation of mixing causes early reattachment and a smaller separation bubble. The
new model, on the other hand, performs almost identically to the dynamic Smagorinsky model
(Lardeau et al., 2012).
Inflow with Tu = 0% was also simulated. Both old and new models predict results in
agreement with LES, as shown in figure 5.25. This may be because the transition mechanism
is unclear for this case, as shown in figure 5.26. Resolving near the wall, or not, has little
influence on the results.
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Figure 5.21: Tu = 1%. Left: Cf predicted by different models. Right: Separation bubble size
Figure 5.22: Iso-surface of u′ = ±0.2U0 for Tu = 1%, predicted by the new model. Red
indicates positive fluctuation, blue negative.
5.4 Conclusions
In order to further utilize grid resolution by the Adaptive Detached Eddy Simulation model
(Yin et al., 2015), a revision was made to the limiting function. The estimate of dissipation rate
was changed to solely the RANS formula. Otherwise the model was unaltered. The limiting
function was revised to vanish near the wall, with the objective of allowing proper near wall
behavior of the model coefficient.
If the grid resolution can support wall-resolved eddy simulation, the current formulation
limits the RANS region to be below y+ = 5, where viscous effects are dominant. In this
situation the model was found to be equivalent to wall-resolved LES. The present modification
can be regarded as making the adaptive-DDES model more ‘adaptive’ to flow and grid. It
provides a smooth transition from wall-resolved LES to DDES with a RANS region, depending
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Figure 5.23: Resolved Reynolds stress component at x/L = 0.4, 0.5, 0.6, and 0.7. Black: new
model; Red: old model; Circles: dynamic Smagorinsky.
on local grid and flow.
A range of test cases were simulated with the new formulation, and they agreed well with
wall-resolved LES. In some tests the predictions with the old model were already close to
wall-resolved LES, despite the RANS zone. Then the new formulation did not improve the
model. However, in others it was found that the new model improved the prediction of near
wall turbulent stress. Transition, also, was captured better by the new model. The new
formulation, from a certain point of view, is a low Reynolds number or fine grid modification
of the adaptive-DDES model.
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CHAPTER 6. ADAPTIVE DETACHED EDDY SIMULATION OF JET
IN CROSS FLOW
Yin, Zifei, and Paul Durbin. “Adaptive Detached Eddy Simulation of Jet in Cross Flow.”
55th AIAA Aerospace Sciences Meeting. (2017).
Abstract
An adaptive method for Detached Eddy Simulation that allows wall resolved eddy simula-
tion Yin and Durbin (2016a), along with the passive scalar transport model Yin and Durbin
(2016b) is tested by simulation of a jet in cross flow (JICF). The adaptive method computes
a model constant, CDES , through computing Germano-identity, with a scale-dependent lower
bound. The lower bound is deactivated locally on high resolution grids, and reverts to a default
constant on coarse grids. The passive scalar transport model, designed to be compatible with
both Hybrid RANS/LES and wall-resolved LES, is also tested. The JICF test case corresponds
to direct numerical simulations of the velocity field Muppidi and Mahesh (2007) and a passive
scalar field Muppidi and Mahesh (2008). How the hybrid RANS/LES nature of DES affects
the prediction accuracy is analyzed. The adaptive DES model is found to be quite effective for
this configuration, with flow adaptability observed.
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6.1 Introduction
Jets in cross flow (JICF) have been studied for their relation to engineering applications,
such as to combustor cooling and fuel injection. The emphasis of research on this problem
has moved from studying of velocity, vorticity, and scalar fields (Andreopoulos and Rodi, 1984;
Fric and Roshko, 1994; Smith and Mungal, 1998), to attempting to model the flow field and
jet trajectory (Hasselbrink and Mungal, 2001; Muppidi and Mahesh, 2005).
Extensive experiments exist in literature, exploring both the velocity field(Andreopoulos
and Rodi, 1984; Fric and Roshko, 1994; Su and Mungal, 2004) and the scalar mixing field
(Smith and Mungal, 1998; Su and Mungal, 2004). Structural features — deformation of the
jet, development of a counter-rotating vortex pair, and trajectories of streamlines and vorticity
— also have been explored.
Muppidi and Mahesh (2007, 2008) investigates detailed flow structures and passive scalar
transport phenomena by Direct Numerical Simulation (DNS). The DNS verified observations in
experiments (Su and Mungal, 2004) and provided supplementary details of how the jet interacts
with the cross flow. It revealed that the flow is not in turbulent equilibrium. Computed values
of the eddy diffusivity showed significant variability, and a pronounced anisotropy; the near
field also exhibited counter gradient diffusion. However, due to high grid requirements, DNS is
limited to low Reynolds numbers. The time step size, determined by jet speed and the size of
the first cell layer in the cross flow, is also severely restricted.
Yuan et al. (1999) performed Large Eddy Simulation of a low Reynolds number turbulent
round jet in laminar cross flow. Statistically it reproduced experimental measurements (Sherif
and Pletcher, 1989), and revealed some sensitivity of the mean flow to upstream flow conditions
in the jet pipe. Their result suggests that the vortices seen in the wake of the jet are related to
the horseshoe vortices upstream of the jet. LES performed by Schlu¨ter and Scho¨nfeld (2000)
showed good agreement with experiment on both velocity (Andreopoulos and Rodi, 1984)
and scalar field (Smith and Mungal, 1998). RANS simulations usually produce poor results.
Simulations of Acharya et al. (2001) with two equation models, showed that the lateral jet
width was under-estimated, while the jet penetration into the cross flow was overestimated.
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Hybrid RANS/LES methods and Wall-Modeled LES approaches have shown great potential
to alleviate computational cost. Detached Eddy Simulation (Spalart et al., 1997, 2006b; Shur
et al., 2008) is called a seamless, hybrid method, because a single RANS model is used to allow
‘LES’ content to be resolved in separated and away-from-wall regions and to have RANS-like
behavior near walls. DES of film cooling, was simulated by Kapadia et al. (2003), with gener-
ally good agreement with experiment on mean film effectiveness. IDDES of jet in supersonic
crossflow by Peterson and Candler (2010) also showed good agreement with experiment.
The `2ω DDES model was developed in Reddy et al. (2014a) in order to make the eddy
simulation branch of DES more like conventional LES. Later, it was made adaptive to the grid
and flow in Yin et al. (2015). Recently, it was modified to allow wall-resolved eddy simulation
on full LES resolution grids (Yin and Durbin, 2016a).
A passive scalar transport model was proposed by Yin and Durbin (2016b). The formulation
adapts to flow and grid. It was applied to wall-resolved LES, adaptive DDES (Yin et al., 2015),
and non-adaptive IDDES (Shur et al., 2008). The model proved to be effective in fully developed
turbulent channel flow and boundary layers. Its performance on complex flows requires further
testing.
The objectives of this paper are, first is to examine how the recently modified adaptive DES
model generally performs in such flow; secondly, to test the performance of the passive scalar
transport model in complex flow. To that end the simulation of Muppidi and Mahesh (2007,
2008) is reproduced here using coarser grid resolution. Several points require special attention:
The recently modified adaptive DES model, has the ability to converge to wall-resolved eddy
simulation. This will be exam-ed by the cross flow with Blasius profile, where the eddy viscosity
is expected to be zero in laminar region. The passive scalar transport model, verified to be
compatible with both wall-resolved eddy and hybrid simulations in Yin and Durbin (2016b).
Its applicability will also be exam-ed when the adaptive DES model switches to wall-resolved
eddy simulation in cross flow.
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6.2 The Adaptive DES model
As in all DES models, the formulation invokes a length scale bound. The adaptive DES
model (Yin et al., 2015) that allows wall resolved eddy simulation when grid is sufficient is
summarized in this section. The length scale formulation follows generic Delayed-DES method:
`DDES = `RANS − fd max(0, `RANS − `ES) (6.1)
where
`RANS =
√
k
ω
; `ES = CDES∆
In the adaptive DES formulation, it determines the eddy viscosity via
νT = `
2
DDES ω (6.2)
ω is the inverse turbulent time-scale used in the k − ω model (equation 6.5). ∆ = fd ∗ V 1/3 +
(1 − fd)hmax, is a interpolation between cube root of cell volume V 1/3 and maximum cell
dimension hmax. Using V
1/3 rather than hmax in the eddy simulation region is to alleviate
Log-Layer Mismatch (Reddy et al., 2014a) and emulates LES: thus, on the eddy simulation
branch (fd = 1, `ES < `RANS), the subgrid viscosity becomes
νT = (CDES∆)
2ω (6.3)
which is similar to the Smagorinsky sub-grid viscosity νsgs = (Cs∆)
2|S|.
fd is the DDES shielding function (Spalart et al., 2006b),
fd = 1− tanh ([8rd]3)
rd =
k/ω + ν
κ2d2w
√
Ui,jUi,j
(6.4)
where ν is the kinematic viscosity, κ the Von Ka´rma´n constant, dw the wall distance and Ui,j
the velocity gradient tensor. fd ensures `DDES = `RANS near walls.
The DES formula for νT enters the production term of the k equation in the k − ω RANS
model (Wilcox, 1993), with all the other terms unaltered:
Dk
Dt
= 2νT |S|2 − Cµkω +∇ · [(ν + σk(k/ω))∇k]
Dω
Dt
= 2Cω1|S|2 − Cω2ω2 +∇ · [(ν + σω(k/ω))∇ω]
(6.5)
103
The standard constants, Cµ = 9/100, σk = 1/2, σω = 1/2, Cω1 = 5/9, Cω2 = 3/40 are invoked.
It was shown by Yin et al. Yin et al. (2015) that an adaptive procedure can improve
predictions. In their method, the dynamic procedure of LES (Lilly, 1992) is applied to the
eddy viscosity (equation 6.3)
Lij = −̂¯uiu¯j + ˆ¯ui ˆ¯uj
Mij = (∆ˆ
2 ˆ¯ω ˆ¯Sij −∆2 ̂¯ωS¯ij) (6.6)
The notations used in equation 6.6 are the same as in Lilly (1992). The tensor Lij is the
sub-test-filter stress computed from the resolved field of turbulence. The hat denotes explicit
test filtering, with a filter width that is twice the grid scale. The test filter is a spatial average
of data in neighboring cells, weighted by the surface area of the common face.
There is one other aspect to the adaptive procedure: in order for the test filter to be valid,
a significant portion of the inertial range needs to be resolved. But the coarse meshes that
sometimes are used in DES do not capture enough of the small scales. For this reason a lower
bound is placed on on the computed value of Cdyn to prevent spurious CDES value.
CDES = max(Clim, Cdyn)
C2dyn = max
(
0, 0.5
LijMij
MijMij
) (6.7)
where the lower limit is determined by
Clim(ξ) = 0.06(max(min(ξ − 23)/7, 1), 0) +max(min(ξ − 65)/25, 1), 0)) (6.8)
An estimate
ε = Cµkω, η =
(
ν3
ε
)1/4
, ξ =
hmax
η
(6.9)
of dissipation is needed to construct the Kolmogoroff scale.
Equation 6.9 gauges the mesh resolution by comparing mesh size to the estimated Kolmogo-
roff scale, η. If the grid is coarse, in this case the hmax/Lk is large, CDES reverts to a default
value of 0.12 (Reddy et al., 2014a). If the local grid has LES resolution, meaning hmax/Lk
is small, the limiting value reduces to zero. The shape of this limiting function is shown in
figure 6.1. The adapted CDES value, obtained from equation 6.7, is used in equation 6.1 —
and, hence, in νT ; and thereby, in the production of turbulent kinetic energy. If the adaptive
104
procedure makes CDES small, the subgrid k will decrease and the subgrid viscosity can become
very small.
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Figure 6.1: Shape of the Clim value with respect to hmax/Lk.
6.3 Passive Scalar Transport Model
A passive scalar transport model for hybrid RANS/LES simulations, was proposed by Yin
and Durbin Yin and Durbin (2016b). The formulation was developed for passive heat transfer
by describing it as a Prandtl number, but it also corresponds to a Schmidt number for scalar
transport. In their formulation, the DES Prandtl number, Prdes, is interpolated from RANS
(Prrans) and subgrid (Prsgs) Prandtl numbers.
The RANS Prandtl number, Prrans, is evaluated by
Prrans =
1
0.5882 + 0.2280RT − 0.04414R2T [1− exp(−5.165/RT )]
; RT ≡ k
ων
(6.10)
as proposed by Kays and Crawford (Kays et al., 2012) for boundary layers. This asymptotes
to 0.85 as RT →∞ and to 1.7 as RT → 0. It fits the behavior of DNS data.
The subgrid Prandtl number, Prsgs, is computed by the following procedure. The deviatoric
stress tensor and heat flux vector on the test filter scale,
Tij = ûiuj − ûi ûj − 1
3
δij [ûkuk − ûk ûk] (6.11)
Fi = ûiθ − uˆiθˆ (6.12)
are computed from the resolved turbulence. They are computed locally, and dynamically during
the simulation. The hat denotes explicit, test filtering (for instance, area weighted averaging
over neighboring cells). The quantities being filtered are the resolved velocity and scalar fields.
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To devise a formula for the Prandtl number, assume that the test filter momentum and
heat fluxes are related to the rate of strain and temperature gradient by standard, eddy viscous
formulae:
T = −2νˆsgsSˆ (6.13)
F = −αˆsgs · ∇θˆ (6.14)
T is the tensor with components Tij as in eq. 6.12 – and similarly for F . The inner products
of the first of equation 6.14 with αˆsgs∇θˆ and the second with νˆsgsSˆ give
T · ∇θˆ = 2PrsgsSˆ · F (6.15)
The subgrid Prandtl number is defined by νˆsgs = Prsgsαˆsgs.
Prsgs can be computed from equation 6.15, if it is evaluated by least square minimization:
Prsgs =
KiNi
2NiNi
(6.16)
where Ki = Tij∂j θˆ and Ni = SˆijFj . Or, in tensor form,
Prsgs =
F · Sˆ · T · ∇θˆ
2F · Sˆ2 · F .
The subgrid Prandtl number, Prsgs, requires some kind of statistic averaging to stabilize
the simulation. Yin and Durbin (2016b) applied Lagrangian averaging (Meneveau et al., 1996)
to both CDES and Prsgs.
The formulation throughout the entire DDES domain is completed by interpolating Prrans
and Prsgs. The formulain equation 6.18, as has been validated in both hybrid RANS/LES
and wall-resolved LES (Yin and Durbin, 2016b). The same method is also used in current
simulations.
αT = νT /Prdes (6.17)
Prdes = Prrans + fd (Prsgs − Prrans) (6.18)
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6.4 Simulation Details
The open source code OpenFOAM (Jasak et al., 2007) is used for all the present computer
simulations. Gaussian finite volume integration, with central differencing for interpolation, was
selected for spatial discretization. The Sweby limiter was applied on convection terms in the k
and ω equations. The equivalent of the Rhie and Chow (1983) scheme is applied to remove two-
delta waves in the laminar region of transition simulations. Time integration was by 2nd order,
backward finite differences. QUICK scheme is applied to convection schemes in scalar transport
equation. The implicit matrix system was solved by the Pre-conditioned Bi-conjugate gradient
method, with the simplified, diagonal-based, incomplete-LU preconditioner. The matrix system
was solved iteratively at each time step, to a specified tolerance of the residual norm. The time
step size, is determined by restricting the maximum CFL number in domain to be no larger
than 0.5.
A schematic of the problem is shown in figure 6.2. The computational setup is similar to
Muppidi and Mahesh (2007). The computational domain is 36d × 32d × 32d in streamwise,
vertical and spanwise directions. The flow conditions are the same as in experiment of Su and
Mungal (2004). The pipe, ejecting the jet into the crossflow, has an entrance at 2d below the
orifice. The 2d length is used to allow interaction between cross flow and pipe flow, the same
as the DNS. The inflow plane for the cross flow is 4d upsteam of the orifice center.
Figure 6.2: Schematic of the problem
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The velocity for the crossflow is prescribed as a Blasius boundary layer. The boundary layer
thickness δ80% is expected to be 1.32d at the orifice location if there were no jet. The blowing
ratio is 5.7, defined as the ratio of bulk jet velocity and cross flow freestream velocity. The
Reynolds number is 5,000, based on bulk jet velocity and jet-exit diameter. For the pipe, inflow
velocity, turbulent kinetic energy k, and specific turbulence dissipation ω, are generated by a
separate simulation of pipe flow using the k − ω SST, RANS model. In present simulations,
Schmidt number Sc = 1.49 (or Pr in heat transfer), is the same as that in the experiment and
DNS. The jet flow has passive scalar value θ = 1.0 while the cross flow has a value of θ = 0.
The mesh, contains totally 1.85 million cells. O-type topology around the orifice is employed
to ensure grid quality and orthogonality, as shown in figure 6.3. There are 160 points along the
perimeter of the orifice. The pipe, providing fully turbulent profile, has 35 grid points along
2d distance. Clustering of grid points near conjunction is invoked in order to gain equal cell
dimensions on both sides of the bottom wall. The nearest cell centers to the pipe and bottom
walls are restricted to be below 1 plus unit. All expansion ratios for grid point distributions
are restricted to be below 1.2.
Figure 6.3: Grid topology and distribution at conjunction location. Left: grid around pipe,
view from top; Right: Grid on symmetric plane, spanwise view.
The pipe inflow profile is prescribed as RANS profiles of velocity U , turbulent kinetic energy
k and ω from a stand alone RANS simulation of fully developed pipe flow using k − ω SST.
The inflow profile, in figure 6.4, generally agrees with DNS data. The Blasiue profile, for the
cross flow also is shown in figure 6.5.
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Figure 6.4: RANS generated inflow velocity
profile in pipe.
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Figure 6.5: Blasius velocity profile imposed at
cross flow inlet.
6.5 Results
6.5.1 Momentum Field
The jet trajectory predicted by adaptive DES, i.e., the mean streamline emenating from
the pipe center, is compared with DNS and experiment in figure 6.6.
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Figure 6.6: Comparison of jet trajectory from Adaptive DES with DNS and experiment.
It aligns with DNS prediction in the beginning, then deviates, due to the coarser mesh
away from the jet exit. It shows a shallower penetration into the cross flow, opposite to what
is observed in RANS simulations (Acharya et al., 2001).
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Figure 6.7 shows velocity variations along the jet center streamline, that streamwise velocity
(u) matches DNS data very well. The vertical velocity reduces faster than DNS, showing
consistency on a shallower penetration of jet into cross flow, as also shown figure 6.6. Near the
jet exit, the difference in streamwise velocity is less than 1% of U∞. The cause of this small
difference is the center of the pipe staying at the RANS solution for a short distance after the
jet exit, as can be seen from the eddy viscosity contours in figure 6.14. This RANS region,
lacking sensitivity to cross flow, delays the development of the streamwise velocity.
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Figure 6.7: Comparison of streamwise (u) and spanwise velocity(v) and total velocity
(
√
u2 + v2) along jet center streamline. Velocities normalized by free-stream velocity u∞.
In the fully eddy simulation region, good agreement with DNS data on streamwise velocity
u and vertical velocity v is achieved. The vertical velocity profiles at y/rd = 0.1, 0.5, 1.0, are
plotted in figure 6.8 and good agreement is observed at y/rd = 0.1 and 0.5. At y/rd = 1.0, DES
agrees with DNS near the peak, yet deviates from the DNS at downstream, due to coarse grid
resolution. The trend of vertical turbulent fluctuation (resolved + modeled) is also captured
by the DES, as shown in figure 6.8. Although the peak at y/rd = 0.1 is missed. On one hand,
modeled k inherited from k − ω may not be correct and 2k/3 is not an accurate estimation
of modeled v′v′ in non-isotropic flow; on the other hand, development of resolved fluctuations
requires a transition length from fully RANS solution. Both DES and DNS overshoot the lab
data at y/d = 0.5. However, the DES overshoot is of the first peak, while in DNS it is of the
second peak.
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Time averaged streamwise and vertical velocity contours are shown in figure 6.9. A recir-
culation region (u < 0) behind the jet is predicted. These contours provide a sneak peek of
how the momentum mixing at largest scales happens: on the symmetric plane the jet breaks
into two streams. One stream that has higher vertical velocity, which is most likely originated
from center of pipe, penetrates deeper into cross flow and gained less horizontal momentum
from it. The other stream, which has lower vertical velocity and shallower penetration, gains
more horizontal momentum.
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Figure 6.8: Comparison of mean square vertical velocity (v) and total vertical velocity fluctua-
tion (v′v′ + 2km/3) with experimental results. Sampling locations at y/rd = 0.1, 0.5, 1.0, with
shift of plot origin (δx, δy) = (0.5, 0.5).
Figure 6.9: Mean streamwise velocity u (left), and vertical velocity v (right) contours at sym-
metric plane, normalized by u∞.
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Streamlines computed from streamwise and spanwise velocities on y/rd = 0.1 and 0.5 planes
are plotted in figure 6.10. The counter rotating vortex pair is clearly captured at y/rd = 0.5
and it has not started to form at y/rd = 0.1. At least at y/rd = 0.1, the cross flow still circles
around the jet, having little effect on the roundness of the jet.
Figure 6.10: Streamlines on constant wall distance plane at y/rd = 0.1 and 0.5. Circle shows
pipe location.
3-D streamlines originating within the pipe, and 2-D streamlines on the symmetry plane
are plotted in figure 6.11. The streamlines inside the pipe are not influenced by cross flow. The
3D Streamlines starting from low-speed zones in the pipe have shallower penetration to the
main flow than the high-speed ones going through the middle of the pipe. This means that the
leeward side of the jet is thicker than the streamward side. Swirling of the lower streamlines
is not as strong as shown in DNS. The streamlines on the symmetry plane are similar to DNS
predictions, except for a focus at x/d = 10.
A Q-isosurface is plotted in figure 6.12. It is colored by instantaneous vorticity magnitude.
The isosurface begins within the pipe, and shows interaction between the jet main stream and
the cross flow. Key structures are resolved by the DES model: horseshoe vortices are captured
near bottom of the jet, and wake vortices behind the jet are resolved.
How the hybrid nature of DES model could affect such flow geometry requires exploring. fd
and eddy viscosity ratio (νt/ν) contours are shown in figure 6.14. fd is zero in the pipe and near
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Figure 6.11: Left:Time averaged 3-D streamlines originating inside the pipe. Right: Mean
streamlines on the symmetric plane.
the bottom wall, meaning that the RANS length scale is used in computing eddy viscosity in
those regions. Eddy viscosity ratio contours show high values within the pipe which indicates
RANS behavior. At y/rd = 0.1, the center of jet is still in RANS mode while the outer region
of jet has switches to eddy simulation. However, even though fd shields the near wall region
along the bottom wall, the nearly zero eddy viscosity shows that the model is in LES (quasi-
DNS) mode for the laminar boundary layer. The low eddy viscosity ratio indicates that the
interaction between jet and cross flow is highly resolved near the orifice.
Time averaged CDES values on the symmetry plane are shown in figure 6.13. Within the
laminar boundary layer near cross flow inlet, CDES is zero at first, then it starts to grow as
the jet is approached. Although outside of boundary layer the free-stream value of CDES is
non-zero, the eddy viscosity is still zero because of nearly zero turbulence production.
Fast RANS to eddy simulation transition is verified through the CDES and eddy viscosity
ratio: right after the reduction of eddy viscosity, steep increase of CDES values is observed.
CDES becoming non-zero means that the smallest resolved turbulent scales — those between
test-filter-width and grid-filter-width, are resolved. It validates that the resolved stress grows
rapidly to compensate the depleted modelled stress.
113
Figure 6.12: Instantaneous isosurface of
Qd/u∞ = 0.15, colored by vorticity magni-
tude. Figure 6.13: CDES contour at symmetry plane.
6.5.2 Passive Scalar Field
Contours of θ/θ0 on the symmetry plane, and the scalar value along the mean jet trajectory
are shown in figure 6.15. In DES, the spread of passive scalar is less on the upstream side of the
jet centerline than seen in DNS. This is due to the jet’s shallower penetration into cross flow
predicted by DES — passive scalar relies on momentum mixing. In DNS, the passive scalar
starts to spread out earlier than DES predictions. Later spreading out of the passive scalar,
leads to the observation that the decay rate of passive scalar in figure 6.16, is shifted by s/d
compared with DNS predictions. However, the passive scalar decay rate, i.e. the slope, agrees
with DNS.
The passive scalar concentration and variance at y/rd = 0.1, 0.5, 1.0, are shown in figure
6.17. At y/rd = 0.1, scalar concentration is almost C0 across the entire jet. Sharp gradients
exist near the jet edge, revealing later spreading out compared to experimental data. At the
next location of y/rd = 0.5, the scalar concentration profile matches experimental data very
well, except for a slightly overshoot on the peak value which is not observed in DNS either.
At y/rd = 1.0, a streamwise shift of the scalar profile compared to both experiment is due to
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Figure 6.14: Left: fd contour, fd = 0 means shielded RANS region. Right: eddy viscosity ratio
νt/ν contour.
shallower jet penetration predicted by DES.
In figure 6.17 the peaks of θ′θ′ follows the trend of v′v′ in figure 6.8. Note that compared
to experiment, θ′θ′ overshoots at all three locations while no overshoot is observed in v′v′. The
reason for this inconsistency is explained in DNS results that the experiment might under-
predict the scalar variance.
v′θ′ and u′θ′ profiles are also plotted in figure 6.18, where overshoot at y/rd = 0.5 and
y/rd = 1.0 with respect to experiment are in similar magnitudes as seen in DNS. The overshoot
of v′θ′ is lower than DNS at y/rd = 0.1 which is probably due to its undergoing transition from
RANS-modeled to resolved flux.
Distribution of Prdes at symmetry plane is shown in figure 6.19. Note that the free-stream
is a laminar region, because the eddy viscosity ratio and the temperature gradient are zero,
there is no heat flux regardless of Prdes. While holding no physical meaning in the free-stream,
the value of Prdes is only from near zero values of both numerator and denominator in equation
6.16. However, when the jet interacts with the cross flow, heat flux is no longer zero. As a
result, appropriate Prdes for computing subgrid heat flux is determined by the dynamic process,
resulting a reduced Prdes down to ∼ 0.1.
According to DNS, there are regions with counter gradient diffusion. In the current simu-
lations, numerical stability requires non-negative eddy/subgrid diffusivity. As a result, a lower
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Figure 6.15: Contour of mean passive
scalar concentration θ/θ0 on symmetric
plane.
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Figure 6.16: Mean scalar decay along the
mean jet trajectory.
bound of 0.01 is set for Prdes, so Prdes is small, rather than negative. The subgrid diffusivity
can not represent the counter gradient diffusion phenomenon, yet the resolved part can.
Also the eddy/subgrid diffusivity formulation in section 6.3 is based on gradient-diffusion
hypothesis. According to this, the turbulent flux u′θ′ (here u is the velocity vector u the
streamwise component) is aligned with the mean gradient of the conserved scalar. In cur-
rent DES simulation, the gradient-diffusion hypothesis comes into subgrid and RANS modeled
components, while the resolved turbulent flux doesn’t necessary follow it. Figure 6.20 shows
variation of the scalar flux with the mean scalar gradient at streamwise, wall normal, and
spanwise directions respectively. The symbols correspond to every other 200 computational
points in the box of −2 6 x/d 6 4, 0 6 y/d 6 10, and −2 6 z/d 6 2. Compared to DNS, the
shapes of those scattered points are similar for streamwise and wall normal components. There
are significant number of points clustering at u′θ′ = 0 representing the RANS modeled region
where the resolved flux is zero. In all plots there are certain amount of points clustering around
the solid lines which have different slopes in three directions. Obviously gradient-diffusion hy-
pothesis is poor at describing the relation between u′θ′ and ∂θ/∂x. However the symbols are
more scattered compared to DNS. This is because the part that follows gradient diffusion hy-
pothesis is modeled into the subgrid or RANS flux while the ones doesn’t follow the hypothesis
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Figure 6.17: Mean scalar value θ/θ0 and variation θ
′θ′/θ20 at y/rd = 0.1, 0.5, 1.0, with each shift
of plot origin (δx, δy) = (0.5, 0.25)
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Figure 6.18: Comparison of normalized resolved v′θ′ and u′θ′ y/rd = 0.1, 0.5, 1.0, with each
shift of plot origin (δx, δy) = (0.5, 0.5)
are solely relying on resolved flux.
6.6 Conclusion
The adaptive DES model produces satisfactory results on a 1.85 million cell mesh, consid-
ering a mesh of 14 million cells was used in DNS (11 million for jet and 3 million for pipe).
Although the predicted jet penetration into freestream is shallower than DNS, mean momentum
and scalar field matches DNS and experimental decently.
The advantages of using adaptive DES model compared to RANS and eddy resolving sim-
ulations, are emphasized here. Compared to sophisticate transient inflow boundary condition
required by full eddy resolving simulations (LES, DNS), the adaptive DES model still produces
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Figure 6.19: Time averaged Prdes contour.
accurate result with steady, RANS inflow profile provided to the pipe. Its eddy resolving na-
ture grants the adaptive model the advantage of better predicting free shear flow and laminar
boundary layer over simple RANS models. The adaptivity of model allows capturing of in-
teraction between laminar cross flow and turbulent jet. In the laminar boundary layer, the
adaptive DES model converges to LES (quasi-DNS), though a RANS length scale is adopted
in shielded wall region.
Key structures of jets in cross flow, such as counter rotating vortex pair, horseshoe vortices,
and wake vortices, are captured by the adaptive DES model. Deviations from DNS further
along the jet trajectory are mostly due to coarseness of the mesh.
The passive scalar transport model, is also validated. Underestimation of dispersion on
leeward side and overestimation on the streamward side is mainly due to shallower penetra-
tion that is determined by the momentum mixing, not because of scalar transport modeling.
Representing certain mechanisms, i.e., counter gradient diffusion, exceeds the capability of the
modeled flux in subgrid and RANS formulations. However, the resolved scalar flux in eddy sim-
ulation region helps in overcoming the disadvantage of gradient diffusion hypothesis. Overall
the time averaged scalar distribution has good agreement with DNS data. Although predicted
variation and resolved heat flux overshoots compared to experimental data, the trend and
magnitude are similar to DNS.
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Figure 6.20: Variation of the resolved scalar flux with the mean scalar gradient. u′θ′ is nor-
malized by u∞θ0; θ is normalized by θ0.
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CHAPTER 7. ADAPTIVE DETACHED EDDY SIMULATION OF
ROTATING TURBULENT CHANNEL FLOW
Z. Yin, P. A. Durbin. Adaptive Detached Eddy Simulation of Rotating Turbulent Channel
Flow. Submitted to TSFP10
Abstract
The Adaptive Detached Eddy Simulation model by Yin et al. (2015) allows eddies to be
resolved near the wall if the mesh resolution is adequate. An element of this is model is
a lower bounding value of the model coefficient, CDES , that is function of grid resolution.
The particular formula is designed to allow an approach to wall-resolved eddy simulation. The
adaptive procedure, based on the Germano-identity, is capable of adapting to flow and geometry
— in the present case, to rotational effects. In the current paper, fully developed rotating
turbulent channel flow is studied to better understand the model performance. Simulations
were performed at Rotation numbers (2Ωδ/Ub) ranging from 0.43 to 3.0, at Rτ = 180, and
from 0.167 to 1.5 at Reb = 14, 000. The normalized velocity profile is found to converge toward
the laminar state as rotation increases. It does not completely laminarize, due to grid resolution
being coarse compared to DNS.
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7.1 Introduction
Simple, linear, scalar eddy viscosity Reynolds Averaged Navier Stokes (RANS) models, are
incapable of accurately capturing flow rotational or streamline curvature effects. Extra correc-
tions (Arolla and Durbin (2013), Spalart and Shur (1997)) to detect rotation and curvature
need to be introduced to enhance/reduce eddy viscosity accordingly. Large Eddy Simulation
responds to rotation and curvature directly through resolved stresses, and, hence, can more
properly capture the physics in such flows. The capabilities of hybrid RANS/LES methods
needs to be explored.
Detached Eddy Simulation, as a seamless, non-zonal, hybrid RANS/LES approach, that has
shown great potential in predicting complex flows without extraordinary grid requirements. The
original formulation was based on imposing a limit on a length scale in the dissipation term,
so as to enhance turbulent dissipation. Away from walls, this reduces the eddy viscosity to a
sub-grid viscosity.
An alternative to the original DES formula was proposed in Yin et al. (2015). In that
formulation, grid spacing imposes a limit directly on the length scale in the eddy viscosity
formula — rather than indirectly through the dissipation. To make it adaptive model constant,
CDES , is evaluated through the Germano-identity, and a lower bound imposed by an ad-hoc
function of mesh resolution. The non-dimensional measure of resolution is defined as the ratio
of grid size to Kolmogoroff scale. When the local mesh has LES resolution, the lower bound
is deactivated to allow fully adaptive simulation. On a coarser meshes CDES is bounded from
below; and, on very coarse meshes it defaults to a constant value.
General flows with rotation and streamline curvature, are usually a combination of rotation,
pressure gradient, and extra shear rate. To isolate rotational effects, experiments have been
conducted on rotating channel flow (Johnston et al., 1972; Nakabayashi and Kitoh, 1996; Maciel
et al., 2003; Nakabayashi et al., 2004).
The configuration is shown in figure 7.1. Under moderate rotation, one side of the channel
has a tendency towards laminarization and the turbulence intensifies on the other. In the
Navier-Stokes equations, the only change is the introduction of the Coriolis force term.
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Rotating channel has been investigated by DNS at fairly low Reynolds number by Kristof-
fersen and Andersson (1993) and Grundestam et al. (2008). In Kristoffersen and Andersson
(1993), Rotation numbers up to 0.5 were simulated at Reτ = 194. In Grundestam et al. (2008),
simulations were performed for Rotation numbers from 0.98 to 3.0, at Reτ = 180, completing
their earlier results at lower Rotation numbers. These simulations have a limited domain size
of 4piδ×2δ×2piδ, which according to Alvelius (1999), is not long enough to completely capture
the very elongated structures occurring at low Rotation numbers. Lamballais et al. (1998)
performed LES at higher Reynolds number. LES simulation of this flow by Piomelli and Liu
(1995) was focused on testing subgrid models.
Figure 7.1: Sketch of rotating channel flow
The present objective is to evaluate the of performance Adaptive DES under rotational
effects. Whether the flow relaminarizes and how much physics are captured is investigated.
7.2 Model Formulation
The adaptive DES model (Yin et al., 2015) is summarized, with the limiting function
developed in Yin and Durbin (2016a). The length scale formula
`DES = `RANS − fd max(0, `RANS − `ES) (7.1)
is standard in DES. Here
`RANS =
√
k
ω
; `ES = CDES∆ (7.2)
In the `2ω formulation (Reddy et al., 2014a), this determines the eddy viscosity via
νT = `
2
DES ω (7.3)
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ω is the inverse turbulent time-scale of the k − ω model (equation 7.6). ∆ = fd ∗ V 1/3 + (1−
fd)hmax, is a interpolation between cube root of cell volume V
1/3 and maximum cell dimension
hmax. Using V
1/3 rather than hmax in the eddy simulation region alleviates log-layer mismatch
and emulates LES (Reddy et al., 2014a). Thus, on the eddy simulation branch (fd = 1,
`ES < `RANS), the subgrid viscosity becomes
νT = (CDES∆)
2ω (7.4)
which is similar to the Smagorinsky sub-grid viscosity νSGS = (Cs∆)
2|S|.
fd is the DDES shielding function (Spalart et al., 2006b),
fd = 1− tanh ([8rd]3)
rd =
k/ω + ν
κ2d2w
√
Ui,jUi,j
(7.5)
where ν is the kinematic viscosity, κ the Von Ka´rma´n constant, dw the wall distance and Ui,j
the velocity gradient tensor. fd ensures `DES = `RANS near walls.
The DES formula for νT enters the production term of the k equation in the k − ω RANS
model (Wilcox, 1993), with all the other terms unaltered;
Dk
Dt
= 2`2DESω|S|2 − Cµkω +∇ · [(ν + σk(k/ω))∇k]
Dω
Dt
= 2Cω1|S|2 − Cω2ω2 +∇ · [(ν + σω(k/ω))∇ω]
(7.6)
The standard constants are Cµ = 9/100, σk = 1/2, σω = 1/2, Cω1 = 5/9, Cω2 = 3/40.
It was shown by Yin et al. (2015) that an adaptive procedure can improve predictions.
In their method, the dynamic procedure of LES (Lilly, 1992) is applied to the eddy viscosity
(equation 7.4)
Lij = −̂¯uiu¯j + ˆ¯ui ˆ¯uj
Mij = (∆ˆ
2 ˆ¯ω ˆ¯Sij −∆2 ̂¯ωS¯ij) (7.7)
The notations used in (7.7) are the same as in Lilly (1992). The tensor Lij is the sub-test-filter
stress computed from the resolved field of turbulence. The hat denotes explicit test filtering,
with a filter width that is twice the grid scale. The test filter is a spatial average of data in
neighboring cells, weighted by the surface area of the common face.
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There is one other aspect to the adaptive procedure: in order for the test filter to be valid,
a significant portion of the inertial range needs to be resolved. But the coarse meshes that
sometimes are used in DES do not capture enough of the small scales. For this reason a lower
bound is placed on on the computed value of CDES
CDES = max(Clim, Cdyn)
C2dyn = max
(
0, 0.5
LijMij
MijMij
) (7.8)
where the lower limit is determined by the empirical formula (Yin and Durbin, 2016a)
Clim(ξ) =0.06(max(min(ξ − 23)/7, 1), 0)
+max(min(ξ − 65)/25, 1), 0))
(7.9)
The argument compares grid spacing to the Kolmogoroff scale ξ = hmax/η. An estimate of
dissipation is needed to construct the Kolmogoroff scale.
ε = Cµkω, η =
(
ν3
ε
)1/4
(7.10)
If the grid is coarse, formula (7.9) limits to a default value of 0.12 (Reddy et al., 2014a). If the
local grid has LES resolution, the limiting value approaches zero.
The adapted CDES value, obtained from equation (7.8), is used in equation (7.1) and, hence,
in νT ; and thereby, in the production of turbulent kinetic energy. If the adaptive procedure
makes CDES small, the production of k will be small and the subgrid viscosity can become
very small.
7.2.1 Simulation
The open source code OpenFOAM (Jasak et al., 2007) was used for all the present computer
simulations. Gaussian finite volume integration, with central differencing for interpolation, was
selected for spatial discretization. The Sweby limiter was applied on convection terms in the k
and ω equations. Time integration was by 2nd order, backward finite differences. An adjustable
time step was used to ensure that the maximum CFL number in the flow is 0.1.
Rotation is represented by adding the Coriolis force in the momentum equations. No rota-
tional corrections were made to the k − ω model. Periodic boundary conditions, with uniform
pressure gradient are applied to insure the prescribed friction velocity Reynolds number.
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The non-dimensional measure of rotation is the Rotation number, defined as Ro = 2Ωδ/Ub,
where Ub is the bulk velocity, δ the channel half-width, and Ω the angular frequency. In our
simulations at Reτ = 180, Ub was specified for each Rotation number (0, 0.43, 0.77, 0.98, 1.50,
2.06, 2.49, 3.0), the molecular viscosity is adjusted to match target Reτ . In another simulation
at Reb = 14, 000, following LES reference data, the bulk velocity and molecular viscosity are
kept same. As a result, Reτ changes with Rotation number (0, 0.167, 0.5, 1.5).
7.2.2 Channel Flow at Reτ = 180
Current simulations correspond to the DNS study of Grundestam et al. (2008), and their
earlier simulations with Ro = 0.43 and 0.77 (Alvelius, 1999). Due to the asymmetry in the
velocity profile, the average friction velocity uτ is targeted to match the DNS value. Note that
the separate friction velocities, on the stable and unstable sides of the channel, will not be
exactly the same as the DNS if the velocity profiles don’t match.
The domain of the computation has dimensions of 4piδ×2δ×2piδ in streamwise, wall normal,
and spanwise directions, respectively. It is the same as the DNS (Grundestam et al., 2008).
The DES grid contains 80× 80× 40 cells in streamwise, wall normal, and spanwise directions.
The grid resolution is ∆x+ = ∆z+ ≈ 30, estimated from the average friction velocity. Similarly
y+ is 0.6 at the first cell, and reaches 14 at channel center. While this is about 3 times coarser
in each direction than the DNS, the DNS used a pseudo-spectral method, so the effective
coarseness is a bit higher than this. In the DNS of Grundestam et al. (2008), the number of
cells in the wall normal direction was increased from 128 at low Ro, to 200 at high Ro, to ensure
a numerically converged solution. In the current DES, only 80 were used. It will be seen in
the following results that less grid resolution might affect predictions at the highest Rotation
numbers.
The rotation affects friction velocities by increasing uuτ on the unstable side and decreasing
usτ on the stable side. Wall friction velocities normalized by the average, are plotted in figure
7.2. The DES agrees quite well with the DNS at low Rotation number (Ro < 1). DES captures
the maximum difference of shear velocities, at Ro ≈ 0.43. With increasing Rotation number,
DNS shows monotonic convergence of friction velocities to unity, as the channel approaches,
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symmetric laminar flow. At Ro = 3.0, the flow is fully laminar and exactly symmetric. Full
laminarization is not captured the DES model, with the current grid resolution.
0 1 2 3
Ro
0.7
0.8
0.9
1
1.1
1.2
1.3
Adaptive DES
DNS
Figure 7.2: Ratios uuτ /uτ and u
s
τ/uτ for different Rotation numbers predicted by DES, compared
to DNS
Figure 7.3 compares time averaged velocity profiles to DNS data. Asymmetric velocity pro-
files are captured and are in perfect agreement with DNS at low Rotation numbers. Deviation
from DNS starts at Ro = 0.98, consistent with figure 7.2.
At higher Ro, the velocity is over predicted on the stable side. However, the slope of velocity
profile on the unstable side still follows DNS predictions (the shear is 2Ω towards the center of
the channel).
The stable side, where the flow tends to relaminarize at large Rotation number, is where
DES predictions become incorrect. The culprit is revealed in figure 7.4, where turbulent stresses
are observed on the stable side, when the DNS shows them to nearly vanish.
The spurious behavior of the DES computation may be attributed to lack of resolution.
Adaptive DES adjusts CDES toward zero, driving the subgrid viscosity to low values. Then
the near-wall region becomes a DNS, on the stable side. However, the grid does not meet the
requirements for a numerically converged, DNS solution. In Grundestam et al. (2008), the
number of cells in the wall normal direction was increased at Ro = 1.27 and again at Ro = 1.87
to ensure ‘numerically converged solutions’. The result is undesired fluctuations on the stable
side, overestimating turbulent mixing. This pulls the peak velocity toward the stable side.
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Figure 7.3: DES computed U/Ub compared to DNS at Ro = 0, 0.43, 0.77, 0.98, 1.50, 2.06, 2.49,
and 3.0. Ro = 0 on the bottom and 3.0 on the top, each shifts by 0.5 along y-axis.
Thus, the failure of DES at high Rotation number is not due to the model, it is due to the
mesh.
Total (resolved + modeled) Reynolds shear stress profiles are plotted in figure 7.4. As
has been mentioned, on the stable side (y/δ > 0), undesired fluctuations exist. However, the
correct trend of Reynolds shear stress on the unstable side is captured: compared to Ro = 0,
the Reynolds shear stress decreases under weak rotational and then increases to even higher
magnitude under strong rotation. Note that the average Reynolds number is kept at Reτ = 180,
to match the DNS value. But at high Ro, the friction velocity on each side does not match the
DNS value, which may account for the underestimation of normalized total u+v+ in figure 7.4.
Figure 7.5 shows time averaged eddy viscosity ratio (νt/ν) versus rotation speed. On the
unstable side, viscosity ratio increases at low Ro, when turbulence is enhanced on this side,
then decreases due to the tendency toward relaminarization. On the stable side, eddy viscosity
ratio monotonically decreases with increasing Ro, correctly approaching zero. At Ro = 2.06,
the whole domain is essentially a DNS. At this and higher rotation rates, the simulation is no
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Figure 7.4: DES predicted total (Resolved+Modeled) u+v+ at Ro = 0.98, 1.5, 2.06, 2.49 (solid
line) and Ro = 0 (dashed line), compared to DNS (circles). Arrow indicates increasing Rotation
number.
longer a test of DES.
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Figure 7.5: Averaged eddy viscosity ratio (νt/ν) at Ro = 0.43, 0.98, 1.5, 2.06 (solid line),
compared to Ro = 0 (dashed line). Arrow indicates increasing Rotation number.
Figure 7.6, shows the time averaged, dynamic constant CDES . CDES shares the same
trend with eddy viscosity ratio. On the unstable side, CDES increases and then decreases with
increasing Ro. On the stable side, the CDES becomes low, though not zero. This reflects the
presence of test-filter scale motions, due to grid coarseness. It is not problematic, because, as
the subgrid viscosity has become zero, there is no basis for adaptivity.
Table 7.1 lists Reynolds number based on bulk velocity. Up to Ro = 0.98, DES is very close
to DNS. For higher Ro, although the averaged Reτ matches DNS, failure to predict laminar
128
-1 -0.5 0 0.5 1
y/ δ
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
C D
ES
Figure 7.6: Averaged CDES at Ro = 0.43, 0.77, 0.98, 1.5, 2.06, 2.49 (solid line), compared to
Ro = 0 (dashed line). Arrow indicates increasing Rotation number.
flow on the stable side causes Reb to deviate from DNS. Similar behavior is also observed in
friction velocities: up to Ro = 0.98, the DES prediction is within 1% of DNS predictions. After
that, discrepancy with DNS increases with Ro. The final symmetric, laminar, friction velocities
observed in DNS at Ro = 3 are not captured by DES.
Table 7.1: DES predicted Reynolds number based on bulk velocity (Reb = Ubδ/ν) and shear
velocities (Resτ , Re
u
τ )
Ro Reb Re
s
τ Re
u
τ
0.43 2857 127.8 220.2
0.77 3278 133.7 216.0
0.98 4016 139.6 211.7
1.50 5952 170.7 188.9
7.2.3 Channel Flow at Reb = 14, 000
This section corresponds to the LES of Lamballais et al. (1998). In that simulation, the
Reynolds number is 14, 000, based on bulk velocity. The Rotation numbers are 0.167, 0.5, and
1.5, resulting Reτ = 361, 317 and 223, respectively. The current grid has 128 × 97 × 64 cells
in a domain of 2piδ × 2δ × piδ — the same as in the LES. Estimating from the non-rotating
case, the grid has a resolution of ∆X+ = 2∆Z+ = 20, with ∆Y + ranging from 0.65 adjacent
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to wall, to 30 at channel centerline.
Predicted velocity profiles are plotted in figure 7.7. The adaptive model correctly predicts
the region of linear slope equal to 2Ω, and agrees with LES.
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Figure 7.7: DES computed U/Ub compared to LES at Ro = 0, 0.167, 0.5, and 1.5. Each shifts
by 0.5 along y-axis.
Table 7.2 shows the computed friction velocity based Reynolds number. The trend reported
for the LES is captured in the current simulations. Friction velocities uuτ and u
s
τ are normalized
by the u0τ of non-rotating flow. It is consistent with LES that the friction on the unstable
side first increases under the rotational effect and then decreases under the tendency toward
relaminarization.
Table 7.2: DES predicted Reynolds number based on friction velocity
Ro Reτ u
u
τ /u
0
τ u
s
τ/u
0
τ
0.00 389 1.0 1.0
0.167 372 1.17 0.67
0.50 338 1.10 0.54
1.50 224 0.66 0.48
Figure 7.8 compares DES predictions of streamwise urms to LES. Overall, good agreement
is achieved. The underestimation of urms near y/δ = 1 at Ro = 0.167 may be a result of using
RANS length scales near the wall. When Ro = 1.5 urms is small across the whole channel.
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Figure 7.8: DES computed urms/Ub compared to LES at Ro = 0 (bottom), 0.167, 0.5, and 1.5
(top). Each shifts by 0.2 along y-axis.
7.3 Conclusion
Rotating channel flows with Ro ranging from 0.43 to 3.0 at Reτ = 180 and higher are tested
using the Adaptive Detached Eddy Simulation model. Good agreement with DNS and LES is
achieved under moderate Rotation number (Ro < 1). However, the result is only qualitatively
correct at high Ro. That is because adaptive procedure successfully responds to rotational
stabilization and reduces the subgrid viscosity. Relaminarization drives the subgrid viscosity
to zero, making the simulation more like DNS than DES.
Overall, the current set of rotating channels shows how DES, with the adaptive procedure, is
capable of adjusting the model constant and subgrid viscosity according to flow characteristics.
The underlying k− ω model was not modified, so it has no dependence on rotation; rotational
effects are captured only by the resolved eddies. Adaptivity also adjusts the thickness of the
shielded region. Without adaptivity, a RANS region would exist near the wall (Yin et al.,
2015). Generally good agreement with DNS and LES is achieved at low to medium rotation
rates.
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CHAPTER 8. CONCLUSIONS
8.1 Summary of Results
First of all, in Yin et al. (2015), an adaptive method to determine model the coefficient
CDES , is incorporated into the `
2ω DDES model (Reddy et al., 2014a). The adaptive method
is a dynamic procedure, based on the Germano identity (Lilly, 1992), along with a lower limit
for the dynamic coefficient. The lower limit, is locally computed using an ad hoc function. The
ad hoc function clips the dynamic constant by zero on fine grids and reverts back to a default
value (0.12) on coarse, ‘DES’ type grids. Test cases on fully developed channel flows validate
model adaptivity to grid resolution, and to Reynolds number. Then the proposed formulation
was tested on a backward facing step and periodic hills to validate its accuracy in predicting
correct reattachment location in massively separated flow. Simulations on rotating channel flow,
‘Cherry’ diffuser, and FAITH hill validate its applicability on complex flows (also, see section
8.2). Generally, improvements were observed compared to the non-adaptive `2ω DDES model
(Reddy et al., 2014a), especially on separated or rotational flow. However, some discrepancies
compared to LES data even on LES capable meshes are also observed. This imposes a direction
for further improvement.
Then in Durbin et al. (2016), the adaptive DES model (Yin et al., 2015) is tested in a
series of 3-D diffusers. The set of diffusers, in Jeyapaul (2011), are designed to test turbulence
models. Correct prediction of the migration of the separation zone from the top to the side
wall requires the turbulence model to be able to predict flow anisotropy. The adaptive method
captured similar velocity profiles and parametric variation of the separation zone, compared to
LES data. However, even when the same mesh is used, a discrepancy between adaptive method
and LES is observed. The separation zone, along the diffuser top wall, is over-predicted, causing
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underestimated pressure coefficient along the bottom wall. The near wall RANS region, which
exists even on fine meshes, is suspected to be culprit.
Since the adaptive method in Yin et al. (2015) is constructed for solving incompressible flow,
it is natural to extend it to heat transfer and compressible flow. A passive scalar transport
model for hybrid RANS/LES is explored in Yin and Durbin (2016b). The method in Porte´-
Agel (2004), used in LES, is proven unsuitable in DES applications, especially on coarse grids.
The failure is suspected to be related to the ‘grey’ area and the coarse resolution that happens
on typical DES meshes. An alternative subgrid Prandtl number formula, based on computing
test-filter fluxes is proposed. First the formula was tested in wall-resolved LES, and then it
was combined with Kays and Crawford formula (Kays et al., 2012) in near wall RANS region
for DES application. The proposed method is validated in fully developed turbulent channel
flow, and boundary layers.
Under the principle that DES should converge to wall-resolved LES, as LES does to DNS,
a modification on the adaptive method, to allow wall-resolved eddy simulation when possible,
was proposed (Yin and Durbin, 2016a). One of the motivations was to minimize the discrep-
ancy with LES that was observed in some shallow separation test cases, when using an LES
quality mesh. The modification is by redefining the limiting function that gauges local mesh
resolution. This reduces the limiting value Clim on fine grids to allow proper wall scaling of
model constant CDES , thus pushing the RANS region to be below y
+ ∼ 5. Testing in fully
developed turbulent channel flow shows that it converges to wall-resolved eddy simulation when
grids supports it, and reverts back to shielded DES when not. The new adaptive formula, under
wall-resolving mode, predicts velocity and its r.m.s. profiles very similar to wall resolved LES
on high resolution grids. It also provides an ability to predict natural, bypass and separated
induced transition. Improvements are achieved against the original formula, in predicting some
separated flows on LES meshes.
Simulation of jet in cross flow validates both the adaptive DES (Yin and Durbin, 2016a)
for momentum mixing and the passive scalar transport model (Yin and Durbin, 2016b) for
scalar dispersion. Predicted velocity and scalar fields on a 1.78 million cell mesh are similar
to DNS data on an 11 million cell mesh. In the laminar boundary layer, the adaptive DES
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model converges to LES (quasi-DNS). Key structures such as counter a rotating vortex pair,
horseshoe vortices, and wake vortices, are captured by the adaptive DES model. The passive
scalar transport model, is also validated. Although predicting certain mechanisms, i.e., counter
gradient diffusion, exceeds capability of the transport model, mean dispersion of passive scalar
matches DNS data well.
Simulation of rotating channel validates the adaptivity of model to rotational effects. Asym-
metric velocity profiles, under rotation, are captured and they match well with DNS data at
low to medium Rossby numbers. The trend of relaminarization at high Rossby number is
also sensed by the adaptive model. However, at such high Rossby number, inadequate grid
resolution causes discrepancy with DNS data.
8.2 Future Work
There is one major unresolved matter in almost all hybrid RANS/LES models: the ‘grey
area’, where physical meaning of resolved flow field switches from ensemble averaged to spatially
filtered properties. However, due to consistency in mathematical form, such conflict in physical
meaning is neglected in practice.
For typical DES applications, eddy viscosity reduces to subgrid viscosity immediately after
separation. The ‘grey area’ is a transition zone, where a fast increase in resolved stress is re-
quired to compensate the reduced modeled stress. Certain instability mechanisms trigger this
transition process. Kelvin Helmholtz instability could be considered the physical mechanism
that happens in separated shear flow. And numerical perturbations also play a role in accel-
erating transition from ‘RANS’ to ‘LES’ flow. Aside from the subgrid model, the numerical
noise related to mesh quality also magnifies grid dependency of prediction accuracy. Shur et al.
(2015) proposed a modification on DES length scale in order to accelerate the transition from
‘RANS’ to ‘LES’ content. In our practice, eddy resolving inflow rather than RANS-type inflow
is adopted to alleviate the issue, when necessary.
Section 4 addresses weak compressible flow and heat transfer modeling in passive scalar
transport scope. Although it is a natural extension from the incompressible formulation, there
are a lot of unaddressed issues in compressible applications. There are complicated handling of
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turbulence models regarding flow across shocks, and shock-turbulence boundary layer interac-
tion. Also, numerical issues related to algorithms and discretization schemes occur in solving
flow with jump conditions.
The present model performs eddy simulation in a way that is similar to the dynamic
Smagorinsky model. Due to their similarity, other improvements on the dynamic Smagorinsky
model are natural to be implemented into the adaptive DES model. In addition, it doesn’t
exclude the possibilities of applying other LES models. The WALE model might be straight
forward to apply because of its similarity to the Smagorinsky model. Certain modifications on
shielding or limiting function may be expected in order to adopt the change in subgrid model.
Currently all simulations are done on meshes with hexahedral cells (aside from atomizer
simulations by my fellow student Dr. Jason Ryon (Reddy et al., 2014a)). How the model
performance could be affected by cell shape requires exploring. Currently hmax is defined by
twice the maximum distance from cell center to face center, which is universal for all unstruc-
tured grids. However, changing from hexahedral cells to other cell types may affect the relation
between hmax, V
1/3, and η, thus validation or even necessary modification may be required.
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Supplementary Materials
8.3 Simulation of Flow over 2D NASA Wall-Mounted Hump
The 2D NASA wall-mounted hump was simulated using the Adaptive DES model (Yin
et al., 2015) to test the influence of inflow boundary condition. Reference data are from LES
simulation in You et al. (2006). In You et al. (2006) the LES grid has 761 × 161 × 65 grid
points in steamwise, wall normal, and spanwise directions. Their domain in spanwise direction
is only 0.2C, where C is the chord length of the hump. The LES simulations contain both with
and without flow control. In current simulation, accuracy in predicting reattachment location
is the priority, so flow control is not included.
In DES simulations, two configurations are tested: The first one, using RANS inflow profile,
has a mesh of 280×80×40 cells. The other one using eddy resolving inflow profile, has a mesh
of 400 × 80 × 40 cells. The RANS inflow case has inflow plane located at x/C = −0.5, with
x/C = 0 at hump beginning. The eddy resolving inflow case has the inflow plane located at
x/C = −2.14. In this case, more grid points and extended inflow region are used for using
rescaling and recycling inflow generation (Arolla and Durbin, 2014). Though total grid numbers
are different, the grid resolutions are the same. The spanwise domain length is 0.4C, twice as
in LES.
Figure 8.1 shows predicted skin friction coefficient along bottom wall, compared to LES
data. The RANS inflow case predicts delayed reattachment location (x/C = 1.21), and it is
similar to RANS prediction in Capizzano et al. (2005) (x/C = 1.25). The reason causing this
delayed reattachment might be that the switching from full RANS solution to eddy resolving
solution takes a certain streamwise distance. Thus, lack of mixing right after separation delays
reattachment. The eddy resolving inflow case predicts reattachment location (x/C = 1.1) very
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close to LES (x/C = 1.09). The RANS-to-LES transition after separation may be shortened
due to more resolved turbulent structures before separation.
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Figure 8.1: Cf along bottom wall compared with LES. Left: RANS inflow; Right: Eddy
resolving inflow.
Velocity profiles after separation at varies streamwise locations, predicted by two simulations
are also plotted in Figure 8.2. With eddy resolving inflow, the velocity right after separation,
is almost identical to LES prediction. When RANS inflow profile is used, the mismatch begins
right after separation.
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Figure 8.2: Velocity profiles after separation compared with LES. Left: RANS inflow; Right:
Eddy resolving inflow.
Flow over 2-D hump, shows how sensitive that shallow separation from smooth surface is,
to the portion of resolved turbulent structures before separation. In backward-facing step, and
periodic hills, simulated in Section 2.3, the massive separation is not sensitive to inflow. Massive
separation makes prediction of reattachment location almost independent of inflow conditions.
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For this particular case, where separation on smooth surface is shallow, the reattachment
location is sensitive to upstream flow. Then using eddy resolving inflow condition generates
better result than using RANS inflow.
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