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Chapter 7
System Design
In this chapter, we consider certain aspects of the design of the interferometric
system in more detail. This discussion primarily involves parts of the system where
the signals are in analog form. The trend in technology has been to convert signals
as early as possible in the signal chain, following the antennas, into digital form to
facilitate data handling, avoid low-level distortions, and generally take advantage of
the rapid progress in the development of digital equipment and computers. Three
key items are discussed: (1) low noise amplification of signals at the antenna output
to minimize the effect of additive noise, (2) phase-stable transmission systems
that allow the transfer of reference timing and phase signals from the central
communications hub of the instrument to the antennas, and (3) the synchronous
phase switching systems needed to eliminate spurious responses in the correlator
output. The analysis here leads to specification of tolerances on system parameters
that are necessary to achieve the goals of sensitivity and accuracy.
7.1 Principal Subsystems of the Receiving Electronics
Optimum techniques and components for implementation of the electronic hardware
vary continuously as the state of the art advances, and descriptions in the literature
provide examples of the practical techniques current at various times: see, for
example, Read (1961), Elsmore et al. (1966), Baars et al. (1973), Bracewell et al.
(1973), Wright et al. (1973), Welch et al. (1977, 1996), Thompson et al. (1980),
Batty et al. (1982), Erickson et al. (1982), Napier et al. (1983), Sinclair et al. (1992),
Young et al. (1992), Napier et al. (1994), de Vos et al. (2009), Perley et al. (2009),
Wootten and Thompson (2009), and Prabu et al. (2015). The earlier papers in this
list are mainly of interest from the viewpoint of the development of the technology.
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Fig. 7.1 Basic elements of the receiving system of a synthesis array. Here, the received signals are
converted to an intermediate frequency (IF), digitized, and then transmitted by optical fiber to the
central location for the derivation of visibility data. In systems of earlier design, and some smaller
systems, the IF signal is transmitted to the central location in analog form and then digitized. LO
indicates a local oscillator (i.e., usually one within the receiving system).
Figure 7.1 shows a simplified schematic diagram of the receiving system
associated with one antenna of a synthesis array. Note that digitization of the signals
is introduced as early as possible in the system, thus allowing most of the signal
processing to be implemented digitally. In very early interferometers, there was no
digitization, and the output was displayed on a chart recorder. In the original VLA
system, the digitization occurred at the central location just before the delay and
correlator processing. In the later VLA system (Perley et al. 2009), the signals are
digitized at the antenna stations.
7.1.1 Low-Noise Input Stages
In radio astronomy receivers, minimizing the noise temperature usually involves
cryogenic cooling of the amplifier or mixer stages from the input up to a point
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at which noise from succeeding stages is unimportant. The low-noise input stages
are often packaged with a cooling system, and sometimes also a feed horn, in a
single package often referred to as the front end. The active components are usually
transistor amplifiers or, for millimeter wavelengths, SIS (superconductor–insulator–
superconductor) mixers followed by transistor amplifiers. For descriptions, see,
for example, Reid et al. (1973), Weinreb et al. (1977a), Weinreb et al. (1982),
Casse et al. (1982), Phillips and Woody (1982), Tiuri and Räisänen (1986), Payne
(1989), Phillips (1994), Payne et al. (1994), Webber and Pospieszalski (2002), and
Pospieszalski (2005).
In discussing the level of noise associated with a receiver, we begin by con-
sidering the case in which the Rayleigh–Jeans approximation suffices. This is the
domain in which h=kT  1, where h is Planck’s constant and T is the temperature
of the thermal noise source involved. As noted in the discussion following Eq. (1.1),
this condition can be written as  (GHz)  20T, where T is the system noise
temperature in kelvins. It is convenient to specify noise power in terms of the
temperature of a resistive load matched to the receiver input. In the Rayleigh–Jeans
approximation, noise power available at the terminals of a resistor at temperature T
is kT, where k is Boltzmann’s constant and  is the bandwidth within which
the noise is measured (Nyquist 1928). One kelvin of temperature represents a power
spectral density of .1=k/ W Hz1. The receiver temperature TR is a measure of the
internally generated noise power within the system and is equal to the temperature of
a matched resistor at the input of a hypothetical noise-free (but otherwise identical)
receiver that would produce the same noise power at the output. The system
temperature, TS, is a measure of the total noise level and includes, in addition to TR,
the noise power from the antenna and any lossy components between the antenna
and the receiver:
TS D T 0A C .L  1/TL C LTR ; (7.1)
where T 0A is the antenna temperature resulting from the atmosphere and other
unwanted sources of noise, L is the power loss factor of the transmission line
from the antenna to the receiver [defined as (power in)/(power out)], and TL is the
temperature of the line. In defining the noise temperature of the receiver, we should
note that in practice, a receiver is always used with the input attached to some
source impedance that is itself a source of noise. The noise at the receiver output
thus consists of two components, the noise from the source at the input, which is
the antenna and transmission line in Eq. (7.1), and the noise generated within the
receiver.
7.1.2 Noise Temperature Measurement
The noise temperature of a receiver is often measured by the Y-factor method. The
thermal noise sources used in this measurement are usually impedance-matched
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resistive loads connected to the receiver input by waveguide or coaxial line. The
receiver input is connected sequentially to two loads at temperatures Thot and Tcold.
The measured ratio of the receiver output powers in these two conditions is the
factor Y:
Y D TR C Thot
TR C Tcold ; (7.2)
and thus,
TR D Thot  YTcold
Y  1 : (7.3)
Commonly used values are Thot D 290 K (ambient temperature) and Tcold ' 77 K
(liquid nitrogen temperature). For very precise measurements of TR, it is important
to note that the boiling point of liquid nitrogen depends on the ambient pressure.
The receiver temperature can be expressed in terms of the noise temperatures of
successive stages through which the signal flows [see, e.g., Kraus (1986)]:
TR D TR1 C TR2G11 C TR3.G1G2/1 C    : (7.4)
Here TRi is the noise temperature of the ith receiver stage, and Gi is its power gain.
If the first stage is a mixer instead of an amplifier, G1 may be less than unity, and
the second-stage noise temperature then becomes very important.
For cryogenically cooled receivers for millimeter and shorter wavelengths, the
Rayleigh–Jeans approximation can introduce significant errors. The power spectral
density (power per unit bandwidth) of the noise is no longer linearly proportional
to the temperature of the radiator or source. The ratio h=k is equal to 0.048 K
per gigahertz, so if, for example, T D 4 K (liquid helium temperature), then
h=kT D 1 for  D 83 GHz. Thus, quantum effects become important as frequency
is increased and temperature decreased. Under these conditions, the noise power
per unit bandwidth divided by k provides an effective noise temperature that can be
used in noise calculations, instead of the physical temperature. Two formulas are in
use that give the effective temperature for a thermal source when quantum effects
become important. One is the Planck formula and the other the Callen and Welton
formula (Callen andWelton 1951). The effective noise temperatures for a waveguide
carrying a single mode and terminated in a thermal load, or for a transmission line
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Fig. 7.2 Noise temperature vs. physical temperature for blackbody radiators at 230 GHz, accord-
ing to the Rayleigh–Jeans, Planck, and Callen and Welton formulas. Also shown (broken lines) are
the differences between the three radiation curves. The Rayleigh–Jeans curve converges with the
Callen and Welton curve at high temperature, while the Planck curve is always h=2k below the
Callen and Welton curve. From Kerr et al. (1997).
where T is the physical temperature. From Eqs. (7.5) and (7.6), we have
TC&W D TPlanck C h
2k
: (7.7)
The Callen and Welton formula is equal to the Planck formula with an additional
term, h=2k, which represents an additional half-photon. This half-photon is the
noise level from a body at absolute zero temperature and is referred to as the
zero-point fluctuation noise. Figure 7.2 shows the relationships between physical
temperature and noise temperature corresponding to the Rayleigh–Jeans, Planck,
and Callen and Welton formulas, for a frequency of 230 GHz. Note that for the case
of h=kT  1, we can put exp.h=kT/  1 ' .h=kT/ C 1
2
.h=kT/2, in which
case the Callen and Welton formula reduces to the Rayleigh–Jeans formula, but the
result from the Planck formula is lower by h=2k.
When using Eq. (7.3) to derive the noise temperature of a receiver, the values of
T hot and Tcold should be the noise temperatures derived from the Planck or Callen
and Welton formulas, not the physical temperatures of the loads (except in the
Rayleigh–Jeans domain). Thus, for the Planck formula, we can write
TR.Planck/ D Thot(Planck)  YTcold(Planck)
Y  1 (7.8)
260 7 System Design
and a similar equation for the Callen and Welton formula. From Eqs. (7.4), (7.5),
and (7.6), we obtain
TR.Planck/ D TR.C&W/ C h
2k
: (7.9)
In using any measurement of receiver noise temperature, it is important to know
whether, in deriving it, the Planck formula, the Callen and Welton formula, or the
physical temperature of the loads (i.e., the Rayleigh–Jeans approximation)was used.
If the noise temperatures of the individual components are derived from the physical
temperatures using the Callen and Welton formula, the temperature sum will be
greater by h=2k than if the Planck formula were used; see Eq. (7.7). However, if
the Callen and Welton formula is used to derive the receiver noise temperature, the
result will be less by h=2k than if the Planck formula were used; see Eq. (7.9). Thus
the system temperature, which is the sum of the input temperature and the receiver
temperature, will be the same whichever of the two formulas is used. However,
to avoid confusion, it is important to use one formula or the other consistently
throughout the derivation of the noise temperatures.
Differing opinions have been expressed on the nature of the zero-point fluctuation
noise, and whether it should be considered as originating in the load connected to
the receiver or in the receiver input stages; see, for example, Tucker and Feldman
(1985), Zorin (1985), and Wengler and Woody (1987). At frequencies at which
quantum effects become most important, the usual type of input stage in radio
astronomy receivers is the SIS mixer, for which the quantum theory of operation is
given by Tucker (1979). For a summary from various authors of some conclusions
relevant to noise temperature considerations, see Kerr et al. (1997) and Kerr (1999).
To recapitulate: The radiation level predicted by the Callen and Welton formula
is equal to the Planck radiation level plus the zero-point fluctuation component
h=2. The latter component is attributable to the power from a blackbody or
matched resistive load at absolute zero temperature. An amplifier noise temperature
derived using the Callen and Welton formula to interpret the measured Y factor is
lower than that derived using the Planck formula by h=2k. However, an antenna
temperature obtained using the Callen and Welton formula is higher by h=2k than
the corresponding Planck formula value. The system temperature, which is the sum
of the noise temperature and the antenna temperature, is the same in either case.
Since the system temperature determines the sensitivity of a radio telescope, these
details may seem unimportant. However, in procuring an amplifier or mixer for a
receiver input stage, it is important to know how the noise temperature is specified.
In addition to the noise generated in the electronics, the noise in a receiving
system contains components that enter from the antenna. These components arise
from cosmic sources, the cosmic background radiation, the Earth’s atmosphere,
the ground, and other objects in the sidelobes of the antenna. The opacity of the
atmosphere, from which the atmospheric contribution to the system noise arises, is
discussed in Chap. 13.
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7.1.3 Local Oscillator
As explained in the previous chapter, local oscillator (LO) signals are required at
the antenna locations and sometimes at other points along the signal paths to the
correlators. The corresponding oscillator frequencies for different antennas must
be maintained in phase synchronism to preserve the coherence of the signals. The
phases of the oscillators at corresponding points on different antennas need not
be identical, but the differences should be stable enough to permit calibration.
Maintaining synchronism at different antennas requires transmitting one or more
reference frequencies from a central master oscillator to the required points, where
they may be used to phase-lock other oscillators. The frequencies required at the
mixers can then be synthesized.
Special phase shifts are required at certain mixers to implement fringe rotation
(fringe stopping), as described in Sect. 6.1, and to implement phase switching, as
described in Sect. 7.5. Often these can best be synthesized by digital techniques,
which can provide a signal at a frequency of, say, a few megahertz that contains the
required frequency offsets and phase changes. These can be transferred to the LO
frequency by using the synthesized signal as a reference frequency in a phase-locked
loop.
7.1.4 IF and Signal Transmission Subsystems
After amplification in the low-noise front-end stages, the signals pass through
various IF amplifiers and a transmission system before reaching the correlators.
Transmission between the antennas and a central location can be effected by means
of coaxial or parallel-wire lines, waveguide, optical fibers, or direct radiation by
microwave radio link. Cables are often used for small distances, but for long
distances, the cable attenuation may require the use of too many line amplifiers, and
optical fiber, for which the transmission loss is much lower, is generally preferred.
Low-loss TE01-mode waveguide (Weinreb 1977b; Archer et al. 1980) was used in
the construction of the original VLA system, which preceded the development of
optical fiber by a few years. Optical fiber is now used for the Very Large Array
(VLA)1 (Perley et al. 2009). Cable or optical fiber can be buried at depths of 1–
2 m to reduce temperature variations. Bandwidths of signals transmitted by cables
are usually limited to some tens or hundreds of megahertz by attenuation, and
radio links are similarly limited by available frequency allocations. For very wide
bandwidths, optical fibers offer the greatest possibilities.
In the (mostly earlier) systems in which the signals are transmitted from
the antennas to the central location in analog form, phase errors resulting from
1With the upgraded receiving system.
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temperature effects in filters, and delay-setting errors, can be minimized by using the
lowest possible intermediate frequency (IF) at this point. Accordingly, the final IF
amplifiers may have a baseband response defined by a lowpass filter.2 The response
at the low-frequency end falls off at a frequency that is a few percent of the upper
cutoff frequency.
7.1.5 Optical Fiber Transmission
The introduction of optical fiber systems provided a very great advance in transmis-
sion capability for broadband signals over long distances. Signals are modulated
onto optical carriers, commonly in the wavelength range 1300–1550 nm, and
transmitted along glass fiber. The fiber attenuation is a minimum of approximately
0.2 dB km1 near 1550 nm and is about 0.4 dB km1 at 1300 nm. These values are
much lower than can be obtained in radio frequency transmission lines. In the fiber, a
glass core is surrounded by a glass cladding of lower refractive index, so light waves
launched into the core at a small enough angle with respect to the axis of the fiber
can propagate by total internal reflection. If the inner-core diameter is approximately
50 m, a number of different modes can be supported. These modes travel with
slightly different velocities, which results in a limitation in performance of this
multimode fiber. If the core is reduced to approximately 10 m in diameter, only
the HE11 mode propagates. Single-mode fiber of this type is required for the longest
distances and/or the highest frequencies and bandwidths. At 1550 nm, an interval
of 1 nm in wavelength corresponds to a bandwidth of approximately 125 GHz. The
low attenuation and the bandwidth capacity facilitate the use of wide bandwidths
and long baselines in linked-element arrays. Signals can be transmitted in analog
form or digitized and transmitted as pulse trains. Design of a fiber transmission
system involves the characteristics of the lasers that generate the optical carriers and
the detectors that recover the modulation, as well as the characteristics of the fiber.
For further information, see, for example, Agrawal (1992), Borella et al. (1997), and
Perley et al. (2009).
In practice, the bandwidth and distance of the transmission are limited by the
noise in the laser that generates the optical signal at the transmitting end of the
fiber, and the noise in the diode demodulator and the amplifier at the receiving end.
To avoid degradation of the sensitivity in analog transmission, the power spectral
density of the signal (measured in W Hz1) must be greater than the power spectral
density of the noise generated in the transmission system by  20 dB for most radio
astronomy applications. However, the total signal power is limited by the need to
avoid nonlinearity of the response of the modulator or demodulator. The result is a
limit on the bandwidth of the signal, since for signals with a flat spectrum, the power
2In some cases, an image rejection mixer (see Appendix 7.1) is used for the conversion to baseband,
but the suppression of the unwanted sideband may then be no greater than 20–30 dB.
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is proportional to the bandwidth. In practice, a single transmitter and receiver pair
can operate with a bandwidth of 10–20 GHz for transmission distances of some tens
of kilometers. Optical amplifiers, which most commonly operate at wavelengths
near 1550 nm, can be used to increase the range of transmission.
In the modulation process, the power of the carrier is varied in proportion to the
voltage of the signal. Because of this, the effect of small unwanted components in
fiber transmission systems is greatly reduced. Consider, for example, a small com-
ponent of the optical signal resulting from a reflection within the fiber. If the optical
power of the reflected component is x dB less than that of the main component,
then after demodulation at the photodetector, the signal power contributed by the
reflected component is 2x dB less than that from the main optical component. This
also applies to small unwanted effects resulting from finite isolation of couplers,
isolators, and other elements. Variations in the frequency response resulting from
standing waves in microwave transmission lines are significantly less in optical fiber
than in cable.
A feature that must be taken into account in applications of optical fiber is the
dispersion in velocity, D, usually specified in ps.nm  km/1. The difference in
the time of propagation for two optical wavelengths that differ by  traveling
a distance ` in the fiber is D`. Figure 7.3 shows the dispersion for two types
of fiber. Curve 1 is for a type of fiber widely used in early applications, and
curve 2 represents a design in which the zero-dispersion wavelength is shifted to
coincide approximatelywith the minimum-attenuationwavelength of 1550 nm. This
optimization of the performance at 1550 nm is achieved by designing the fiber so
that the dispersion of the cylindrical waveguide formed by the core of the fiber
cancels the intrinsic dispersion of the glass at that wavelength.
Consider a spectral component, at frequency m, of a broadband signal that is
modulated onto an optical carrier. Amplitude modulation of the signal results in
sidebands spaced ˙m in frequency with respect to the carrier. Because of the
velocity dispersion, the two sidebands and the carrier each propagate down the
fiber with slightly different velocities and thus exhibit relative offsets in time at
the receiving end. Such time offsets result in attenuation of the amplitude of the
high-frequency components of analog signals and in broadening of the pulses used
to represent digital data. Thus, for both analog and digital transmission, dispersion
Fig. 7.3 Dispersion D in
single-mode optical fiber of
two different designs, as a
function of the optical
wavelength.
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as well as noise can limit the bandwidth distance product. An analysis of the effect
of dispersion on analog signals is given in Appendix 7.2.
7.1.6 Delay and Correlator Subsystems
The compensating delays and correlators can be implemented by either analog or
digital techniques. An analog delay system may consist of a series of switchable
delay units with a binary sequence of values in which the delay of the nth unit is
2n10, where 0 is the delay of the smallest unit. Such an arrangement, with N
units, provides a range of delay from zero to .2N  1/0 in steps of 0. For delays up
to about 1 s, lengths of coaxial cable or optical fiber have been used. The design
of analog multiplying circuits for correlators has been discussed by Allen and Frater
(1970). An example of a broadband analog correlator is described by Padin (1994).
However, the development of digital circuitry capable of operating at high clock
frequencies has led to the general practice of digitizing the IF signal so that the
delay and correlators are generally implemented digitally, as discussed in Chap. 8.
7.2 Local Oscillator and General Considerations of Phase
Stability
7.2.1 Round-Trip Phase Measurement Schemes
Synchronizing of the oscillators at the antennas can be accomplished by phase-
locking them to a reference frequency that is transmitted out from a central master
oscillator. Buried cables or fibers offer the advantage of the greatest stability of the
transmission path. At a depth of 1–2 m, the diurnal temperature variation is almost
entirely eliminated, but the annual variation is typically attenuated by a factor of
2–10 only. For a discussion of temperature variation in soil as a function of depth,
see Valley (1965). As an example, a 10-km-long buried cable with a temperature
coefficient of length of 105 K1 might suffer a diurnal temperature variation of
0.1 K, resulting in a change of 1 cm in electrical length. A similar variation would
occur in a 50-m length of cable running from the ground to the receiver enclosure
on an antenna and subjected to a diurnal temperature variation of 20 K. Rotating
joints and flexible cables can also contribute to phase variations.
Path length variations can be determined by monitoring the phase of a signal of
known frequency that traverses the path. It is necessary for the signal to travel in two
directions, that is, out from the master oscillator and back again, since the master
provides the reference against which the phase must be measured. This technique
is described as round-trip phase measurement. Correction for the measured phase
changes can be implemented in hardware by using a phase shifter driven by the
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measurement system, or in software by inserting corrections in the data from the
correlator, either in real time or during the later stages of data analysis. It is also
possible to generate a signal in which the phase changes are greatly reduced by
combining signals that travel in opposite directions in the transmission line. As
an illustration of the last procedure, consider a signal applied to the near end
of a loss-free transmission line that results in a voltage V0 cos.2t/ at the far
end. At a distance `, measured back from the far end, the outgoing signal is
V1 D V0 cos 2.t C `=v/, where v is the phase velocity along the line. Suppose
that the signal is reflected from the far end without change in phase. At the same
point, distant ` from the far end, the returned signal is V2 D V0 cos 2.t  `=v/,
and the total signal voltage is






The first cosine function in Eq. (7.10) represents the radio frequency signal, the
phase of which (modulo ) is independent of ` and of line length variations. The
second cosine function is a standing-wave amplitude term. Such a system cannot
easily be implemented in practice because of attenuation and unwanted reflections,
and thus more complicated schemes have evolved. In what follows, we consider
cable transmission, although the basic principles are applicable to other systems.
Some general considerations, including the use of microwave links, are given by
Thompson et al. (1968).
7.2.2 Swarup and Yang System
Several different round-trip schemes have been devised as instruments have devel-
oped, and one of the earliest of these was by Swarup and Yang (1961). A system
based on this scheme is shown in Fig. 7.4. Part of the outgoing signal is reflected
from a known reflection point at an antenna, and variation in the path length to the
reflector is monitored by measuring the relative phase of the reflected component at
the detector. The phase of the reflected signal is compared with that of a reference
signal. The phase of the latter is variable by means of a movable probe that samples
the outgoing signal. Since many other reflections may occur in the transmission line,
it is necessary to identify the desired component. To do this, a modulated reflector,
for example, a diode loosely coupled to the line, is used. This is switched between
conducting and nonconducting states by a square wave voltage, and a synchronous
detector is used to separate the modulated component of the reflected signal.
An increase ` in the length of the transmission line is detected as a corre-
sponding movement of 2` in the probe position for the null. It results in an
increase of 2`1=v in the phase of the frequency 1 at the antenna, where v
is the phase velocity in the line. The corresponding changes in LO phases and IF
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Fig. 7.4 System for measuring variations in the electrical path length in a transmission line, based
on the technique of Swarup and Yang (1961). The output of the synchronous detector is a sinusoidal
function of the difference between the phases of the reference (outgoing) and reflected components
at the detector. A null output is obtained when these signal phases are in quadrature, and the
position of the probe for a null is thus a measure of the phase of the reflected signal. Because of
the isolator in the line, the probe samples only the outgoing component of the signal.
phases transmitted over the same path can be calculated and applied as a correction
to the visibility phases.
7.2.3 Frequency-Offset Round-Trip System
A second scheme, shown in Fig. 7.5, is one in which the round-trip phase is
measured directly. The signals traveling in opposite directions are at frequencies 1
and 2 that differ by only a small amount, but enough to enable them to be separated
easily. This type of system is widely used, and we examine its performance in some
detail. Note that although directional couplers or circulators allow the signals at the
same frequency but going in opposite directions in the line to be separated, the signal
from the unwanted direction is suppressed by only 20–30 dB relative to the wanted
one. An unwanted component at a level of 30 dB can cause a phase error of 1:8ı.
However, the frequency offset enables the signals to be separated with much higher
isolation.
An oscillator at frequency 2 at an antenna is phase-locked to the difference
frequency of signals at 1 and 12, which travel to the antenna via a transmission
line. The difference frequency 1  2 is small compared with 1 and 2. The
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Fig. 7.5 Phase-lock scheme for the oscillator 2 at the antenna. Frequencies 1 and 1  2 are
transmitted to the antenna station where they provide the phase reference to lock the oscillator. 1
and 2 are almost equal, so 1  2 is small. A signal at frequency 2 is returned to the central
station for the round-trip phase measurement.
frequency 2 is returned to the master oscillator location for the round-trip phase
comparison.
At the antenna, the phases of the signals at frequencies 1 and 1  2 relative to
their phases at the central location are 21L=v and 2.1  2/L=v, where L is the
length of the cable. The phase of the 2 oscillator at the antenna is constrained by
a phase-locked loop to equal the difference of these phases, that is, 22L=v. The
phase change in the 2 signal in traveling back to the central location is 22L=v,
and thus the measured round-trip phase (modulo 2) is 42L=v. Now suppose
that the length of the line changes by a small fraction, ˇ. The phase of the oscillator
2 at the antenna relative to the master oscillator changes to 22L.1C ˇ/=v. The
required correction to the 2 oscillator is just half the change in the measured round-
trip phase. The problem that arises is that several effects, including reflections and
velocity dispersion in the transmission line, can cause errors in the round-trip phase.
Such errors result in phase offsets of the oscillator at the antenna, which is not
serious if the offsets remains constant. However, in practice, it is likely to vary with
ambient temperature. The largest error usually results from reflections, and control
of this error places an upper limit on the difference frequency 1  2. We now
examine this limit.
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Consider what happens if reflections occur at points A and B separated by a
distance ` along the line as in Fig. 7.5. The complex voltage reflection coefficients
at these points are A and B, and their values will be assumed to be the same
at frequencies 1 and 2. Signals 1 and 2, after traversing the cable, include
components that have been reflected once at A and once at B. The coefficients A and
B are sufficiently small that components suffering more than one reflection at each
point can be neglected. For the frequency 1 arriving at the antenna, the amplitude
(voltage) of the reflected component relative to the unreflected one is
	 D jAjjBj10`˛=10 ; (7.11)
where ˛ is the (power) attenuation coefficient of the cable in decibels per unit length.
Note that the attenuation in voltage is equal to the square root of the attenuation
in power. The phase of the reflected component relative to the unreflected one is
(modulo 2)

1 D 4`1v1 C A C B ; (7.12)
where A and B are the phase angles of A and B (that is, A D jAje jA , etc.), and
v is the phase velocity in the line. Figure 7.6 shows a phasor representation of the
reflected and unreflected components and their phase 
1. The reflected component
causes the resultant phase to be deflected through an angle 1 given by




Fig. 7.6 Phasor diagram of components at frequency 1 transmitted by the cable.
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Similarly, the phase of the frequency 2 is deflected through an angle 2, given by
equations equivalent to Eqs. (7.12) and (7.13) with subscript 1 replaced by 2.
With the reflection effects represented by 1 and 2, the round-trip phase for a
line of length L is
42Lv
1 C 1 C 2 : (7.14)
If the line length increases uniformly to L.1 C ˇ/, the angles 1 and 2 vary in
a nonlinear manner with ` and become 1 C ı1 and 2 C ı2, respectively. The
round-trip phase then becomes
42Lv
1.1C ˇ/C 1 C ı1 C 2 C ı2 : (7.15)
(The effect of the reflection on the phase of the signal at frequency 1  2 has been
omitted since 1 2 is much smaller than 1 or 2, and reflections for the relatively
low frequency may be very small. Also, the rate of change of phase of 1  2 with
line length is correspondingly small.) The applied correction for the increase in line




.ı1 C ı2/ : (7.16)
However, the exact correction would be equal to the change in the phase of 2 at the
antenna, which is
22ˇLv
1 C ı2 : (7.17)
Consequently, the phase correction is in error by
1
2
.ı1 C ı2/  ı2 D 1
2
.ı1  ı2/ : (7.18)
If 1 and 2 were equal, the phase error would be zero. It is possible therefore
to specify a maximum allowable difference frequency in terms of the maximum
tolerable error.
The difference between the phase angles 1 and 2 is obtained from Eq. (7.13)
as follows:






1/C 4`v1	2 sin2 
1
.1C	 cos 
1/2 .1  2/ :
(7.19)
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The reflected amplitude 	 must be much less than unity if phase errors are to be
tolerable, so terms in 	2 can be omitted from the numerator in Eq. (7.19), and the
denominator is approximately unity. Thus,
1  2 ' 4`v1	.1  2/ cos 
1 : (7.20)
The variation of 1  2 with line length is given by
ı1  ı2 D ˇ` @
@`
.1  2/
D 4v1	 cos 
1  0:1`˛.ln10/ cos
1  4v1`1 sin 
1
 .1  2/ˇ` : (7.21)
The maximum values of the terms in square brackets in Eq. (7.21) are dominated
by the third term, which is of the order of the number of wavelengths in the line. If




.ı1  ı2/ ' 82v2jAjjBjˇ`210˛`=101.1  2/ sin 
1 : (7.22)
The factor `210˛`=10 has a maximum value at
` D 20.˛ ln 10/1 : (7.23)
This maximum occurs because for small values of `, the change in the angle 

with frequency or cable expansion is small, and for large values of `, the reflected
component is greatly attenuated. The maximum value is equal to
`210˛`=10

max D 10:21˛2 : (7.24)
Curves of `210˛`=10 are plotted in Fig. 7.7 for various values of ˛ that
correspond to good-quality cables. It is evident that reducing the attenuation in a
cable increases the error in the round-trip phase correction in Eq. (7.22).
The type of reflections that may be encountered depends on the type of transmis-
sion line and how it is used. For example, consider a buried coaxial cable that runs
along a set of stations used for a movable antenna. The principal cause of reflections
in such a cable is the connectors that are inserted at the antenna stations. Unless
the antenna is at the closest station, there are one or more interconnecting loops,
where unused stations are bypassed, between the antenna and the master oscillator.
If there are n connectors in the cable, there are N D n.n1/=2 pairs between which
reflections can occur. Also, if the phasors of the corresponding reflected components
combine randomly, the overall rms error in the phase correction is, from Eq. (7.22),
ırms D
p
322v2jj2ˇ1.1  2/F.˛; `/ ; (7.25)
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Fig. 7.7 The function `210˛`=10 plotted against ` for four values of the transmission-line









the rms value has been used for sin 
1, and the reflection coefficients are all
approximated by an average magnitude jj.
As an example, suppose that an interferometer is designed for observations near
100 GHz and that it incorporates ten antenna stations in a linear configuration at
approximately equal increments in distance up to 1 km from the master oscillator.
The interconnecting oscillator cable carries a reference signal at 1 D 2 GHz, and
for this cable jj D 0:1, ˛ D 0:06 dB m1, v D 2:4108 ms1, and the temperature
coefficient of electrical length is 105 K1. From Eq. (7.26), we find that F.˛; `/ D
1:1  104. For a temperature variation of 0.1 K in the cable, ˇ D 106. If phase
errors at 100 GHz are required to be less than 1ı, ırms must not exceed 0:02ı, and
from Eq. (7.25), 1 and 2 must not differ by more than 1.6 MHz.
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7.2.4 Automatic Correction System
An interesting variation on the round-trip scheme, shown in Fig. 7.8, was suggested
by J. Granlund (National Radio Astronomy Observatory 1967). It is particularly
suitable for providing a stable reference frequency at a number of points along a
linear array of antennas. Frequencies 1 and 2 are generated by stable oscillators
and are injected at opposite ends of the transmission line. The difference frequency
1  2 is again very small. At an intermediate station, the two signals are extracted
by directional couplers and multiplied to form the sum frequency. The phase of this
sum at the antenna station in Fig. 7.8 is
21`1v
1 C22.L `1/v1 D 21Lv1 2.12/.L `1/v1 : (7.27)
For two points at positions `1 and `2 on the line, the difference in the sum-
frequency phases is
 D 2.1  2/.`1  `2/v1 : (7.28)
This difference would be zero if 1 and 2 were equal, but it is necessary to
maintain a finite difference frequency because the directivity of the couplers alone
is seldom sufficient to separate the two signals adequately. The effect of the line
length variation is not measured explicitly in this case, but the correction occurs
automatically, except for the small term in Eq. (7.28). Reflections in the cable can
Fig. 7.8 Scheme proposed by J. Granlund (National Radio Astronomy Observatory 1967) for
establishing a reference signal at frequency 1 C 2 at various stations along a transmission line.
One such antenna station is shown.
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produce errors, as described for the previous scheme, and may be the limiting
consideration for the frequency offset. A practical implementation of the scheme
of Fig. 7.8 is described by Little (1969).
7.2.5 Fiberoptic Transmission of LO Signals
Optical fiber can replace cables and transmission lines in most of the LO schemes
discussed above. Some features of optical fiber transmission that should be taken
into account are outlined below.
• Different optical wavelengths can be used in the two directions of a round-trip
system to help separate the signals. At the antenna, the frequency of the laser
signal from the master LO can be offset by a few tens of megahertz by using
a special modulating device, and injected into the line in the return direction.
Alternately, a different laser can be used for the return signal. It is important
to take into account the effects of the fiber dispersion and temperature-induced
changes in the laser wavelengths, particularly in the case in which two different
lasers are used. However, if the laser wavelengths are chosen to be very close to
the zero-dispersionwavelength of the fiber, the resulting errors can be minimized.
• As mentioned in Sect. 7.1, the performance of optical components such as isola-
tors and directional couplers is much better than that of correspondingmicrowave
components. With careful design, it is possible to use such components to
separate signals at the same laser wavelength traveling in opposite directions
in a fiber. Round-trip phase systems have been made in which a radio frequency
signal is transmitted on an optical carrier, and at the receiving end, a half-silvered
mirror is used to return a component of the signal back along the fiber for a
round-trip measurement. It may be necessary to use an optical isolator at the
transmitting end to ensure that any of the returned signal that reaches the laser
is very small. Reflection of a laser signal back into the output can disturb the
operation of the laser.
• In general, when a multifiber cable is flexed, the effective lengths of the
individual fibers vary smoothly and remain matched to a much greater degree
than is the case for bundled coaxial cables. As a result, it may be possible to
use two separate fibers for the two different directions in a round-trip scheme,
depending on the accuracy required.
• Twisting of a straight fiber that is held under constant tension has been found
to cause less change in the electrical length than bending of a fiber. Twisting,
however, can result in small changes in the amplitude of the transmitted signal,
resulting from the residual sensitivity of the optical receiver to the angle of the
linear polarization of the light.
• It is possible to stabilize the length of the path through a fiber by use of round-
trip phase measurement at the optical wavelength. In practice, this requires the
use of an automatic correction loop in which a length adjustment device is
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controlled by the round-trip phase, since length variations comparable to the
optical wavelength can occur on timescales of much less than one second.
• An LO frequency can be transmitted as the difference frequency of two optical
laser signals that travel in the same fiber. The radio frequency is generated by
combining the optical signals in a photo-optic diode. Radio power of several
microwatts can be obtained, which is sufficient to provide LO power for an
SIS mixer. This scheme is particularly attractive for receivers at millimeter and
submillimeter wavelengths (Payne et al. 1998).
• For standard optical fiber, the temperature coefficient of length is approximately
7  106 K1. High-stability fiber, developed by Sumitomo for special appli-
cations, has a temperature coefficient that is about an order of magnitude less
and was used in the Submillimeter Array without a round-trip correction system
(Moran 1998).
7.2.6 Phase-Locked Loops and Reference Frequencies
Some practical points in the implementation of LO systems should be briefly
mentioned. In two of the schemes described above, an oscillator at the antenna
is controlled by a phase-locked loop. Details of the design of phase-locked loops
are given, for example, by Gardner (1979), and here we mention only the choice
of the natural frequency of the loop. Unless the natural frequency is about an
order of magnitude less than the frequency at the inputs of the phase detector, the
loop response may be fast enough to introduce undesirable phase modulation at
the phase detector frequency. In the system in Fig. 7.5, the frequency of the input
signals to the phase detector is the offset frequency 1  2, an upper limit on
which has been placed by consideration of the reflections in the line. Also, the
bandwidth of the noise to which the loop responds is proportional to the natural
frequency. These considerations place an upper limit on the natural frequency of
the loop, which in turn limits the choice of the oscillator to be locked. An oscillator
with inherently poor phase stability (when unlocked) requires a loop with a higher
natural frequency than does a more stable oscillator. Crystal-controlled oscillators
are highly stable and require loop natural frequencies of only a few hertz. They are
especially suitable for long transmission lines because the noise bandwidth of the
loop is correspondingly small. With crystal-controlled oscillators at the antennas, it
is possible to send out the reference frequency in bursts, rather than continuously.
Signals traveling in opposite directions can then be separated by time multiplexing,
and no frequency offset is required. However, the change in impedance of the
circuits at the ends of the cable when the direction of the signal is reversed could
become a limiting factor in the accuracy of the round-trip phase measurement.
Systems of this type have been designed for several large arrays (Thompson et al.
1980; Davies et al. 1980).
In addition to the establishment of a phase-locked oscillator at each antenna
at a reference frequency (equal to  in Fig. 7.4, 2 in Fig. 7.5, and 1 C 2 in
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Fig. 7.9 Scheme for generating a comb spectrum of harmonics of a frequency , in which phase
changes in the harmonic generator are eliminated by enclosing it within a phase-locked loop. The
filter passes two harmonics that combine in the mixer diode to generate a signal at frequency .
Fig. 7.8), it is necessary to generate the multiples or submultiples of this frequency
that are required for frequency conversions of the received signal. In frequency
multiplication, phase variations increase in proportion to the frequency. Within the
multiplier chain from the frequency standard to the first LO frequency, the choice of
frequency that is transmitted from the central location to the antenna is generally not
critical. However, if significant noise is added in the transmission process, it may
be better to transmit a high frequency to minimize multiplication of phase errors
resulting from the added noise.
Minimization of phase variations in the frequency-multiplication circuit is
largely a matter of reducing temperature-related effects, and in this regard, the
scheme depicted in Fig. 7.9 is worthy of mention. It may be useful to generate a
“comb” spectrum consisting of many harmonics that can be used, for example, for
tuning in discrete frequency intervals. This can be done by applying the fundamental
frequency to a varactor diode, but the voltage at which the varactor goes into
conduction varies with temperature, so the phase of the waveform at which it starts
to conduct during each cycle varies. This causes variation in the phases of the
harmonics that are generated. In the circuit in Fig. 7.9, the effect of this variation is
eliminated. The input fundamental waveform at frequency  is not applied directly
to the harmonic generator but is used to lock an oscillator at frequency . This
oscillator drives the harmonic generator. The waveform at the oscillator frequency
that is compared with the input frequency is taken after the varactor by selecting two
adjacent harmonics and combining them in a mixer diode. The phase-locked loop
holds constant the phase of this output waveform relative to the input frequency 
and adjusts the phase of the oscillator to compensate for a change in time of switch-
on of the varactor.
In the case of a connected-element array, low-frequency components of the phase
noise of the master oscillator cause similar effects in the LO phase at each antenna,
and therefore their contributions to the relative phase of the signals at the correlator
input tend to cancel. However, the frequency components of the phase noise suffer
phase changes as a result of the time delay in the path of the reference signal from
the master oscillator to each antenna, and also as a result of the time delay of
the IF signal from the corresponding mixer to the correlator input (including the
variable delay that compensates for the geometric delay). Thus, the cancellation is
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important only for frequency components of the phase noise that are low enough
that differences in these phase changes, from one antenna to another, are small. The
bandwidths of phase-locked loops in the LO signals can also limit the frequency
range over which phase noise in the master oscillator is canceled. In practice,
cancellation of phase noise from the master oscillator is likely to be effective up to a
frequency in the range of some tens of hertz to a few hundred kilohertz, depending
upon the parameters of the particular system.
7.2.7 Phase Stability of Filters
Tuned filters used for selecting LO frequencies are also a source of temperature-
related phase variations. The phase response  of a filter changes by approximately
n=2 across the 3-dB bandwidth , where n is the number of sections (poles).










where k1 is a constant of order unity that depends on the design of the filter. The
center frequency varies with physical temperature T by
@0
@T
D k20 ; (7.30)
where k2 is a constant related to the coefficients of expansion and variation of the


















The factor 0= is the Q-factor of the filter. The combined constant k1k2 can be
determined empirically and is typically of order 105 K1 for tubular bandpass
filters with center frequencies in the range 1 MHz to 1 GHz. Thus, for example,
if one allows a 1-K temperature variation for such a filter and places an upper limit
of 0:1ı on its contribution to the phase variation, the fractional bandwidth must
not be less than n=100, or 5.4%, for a six-pole filter. Filters of narrow fractional
bandwidth should be used with caution. To pick out a particular frequency from
a series of closely spaced harmonics, it may be preferable to use a phase-locked
oscillator rather than a filter.
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7.2.8 Effect of Phase Errors
Rapidly varying phase errors, such as those resulting from noise in LO circuits,
cause a loss in signal amplitude and hence in sensitivity. They may also cause errors
in the visibility phase, but the effect is small, since fast variations in the visibility
phase are substantially reduced by the visibility averaging. To determine the loss in
sensitivity, the signals from two antennas can be represented by Vmem.t/ and Vnen.t/
at the correlator inputs, where the  terms are the phase errors for antennas m and
n. The correlator output is
r D hVmem.t/Vn en.t/i ; (7.32)
where the angle brackets represent the expectation. Then if D Œm.t/ n.t/ is
the phase error, we have
r D VmVn Œhcosi C jhsini : (7.33)
If the probability distribution of  is an even function with zero mean, which is
frequently the case, the time average of the sine term has an expectation of zero.
Then, by using the first two terms of the series expression for a cosine, we obtain a
result in terms of the rms phase error,rms:
r ' Œ1  1
2
2rms : (7.34)
The cosine approximation is accurate to 1% for values of rms less than  37ı. A
reduction in sensitivity of 1% occurs for rms D 8:1ı.
7.3 Frequency Responses of the Signal Channels
7.3.1 Optimum Response
The signals in a synthesis array may pass through amplifiers, filters, and mixers
before being converted to digital form. The characteristics of these components
can vary with temperature, etc. However, the resulting problems have become less
serious as improvements in the technology allow digitization to take place at earlier
stages in the receiving system. Also, for systems with multichannel correlators,
as used for spectral line observations, gains of the individual channels can be
adjusted to provide a uniform response across the full receiving band. However,
it is important to consider the effect of gain variations in analog components since
low-noise input stages are generally followed by further amplification to increase
the signal levels to something of order 20 dbm or more before they are digitized.
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Except in cases in which the astronomical signals cover a wide relative band-
width, the signal and the receiver noise both have largely flat spectra over the
width of an IF band, and the broad spectral limits of the signal delivered to the
digitizer, or, in earlier systems, to the analog correlator, are determined by the
frequency response of the receiving equipment. If H./ D jH./je j./ is the
voltage–frequency response function, the output from the correlator for antennas




















where we have used the relation in Eq. (A3.6) of Appendix 3.1, HmHn being
Hermitian, and the subscripts denote the antennas. We are concerned here with the
dependence of the signal-to-noise ratio (SNR) of an observation on the frequency
responses of the signal channels. In practice, the frequency responses are nonzero
only within a limited frequency band of width . From Eq. (6.42), we can define
















This equation has a maximum value if jHm./j and jHn./j are constant across the
band , that is, if the amplitude response is a rectangular function. If, in addition,
./ is identical for both antennas,F is equal to unity. Thus, a rectangular passband
yields the greatest sensitivity within a limited bandwidth. Note that the same integral
of HmHn applies to both the real and imaginary parts of a complex correlator, and
hence it also applies to the modulus of the visibility.
Of the other ways in which the receiving passband modifies the response of
a synthesis array, the most important is the smearing of detail in the synthesized
response, which limits the field of view that can usefully be imaged. This effect has
been described in Sect. 6.3. For a given sensitivity, a rectangular passband results in
the least smearing, since it is the most compact in the frequency dimension.
An exact rectangular passband is only an ideal concept. In practice, the steepness
of the sides of the passband must be determined by the particular design and the
number of poles in the response. The response can be made to approximate a rect-
angular shape more closely as the number of poles increases, with a proportionate
increase in @=@T as shown by Eq. (7.31). To examine the tolerable deviations of the
actual passband responses, two effects must be considered: the decrease in the SNR,
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and the introduction of errors in determining gain factors for individual antennas, as
will be described.
7.3.2 Tolerances on Variation of the Frequency Response:
Degradation of Sensitivity
We first consider the effects on the sensitivity. Equation (7.36) provides a degra-
dation factor F , which is the SNR with frequency responses Hm./ and Hn./,
expressed as a fraction of that which would be obtained with rectangular passbands
of width ./. In constructing a receiving system, the usual goal is to keep the
passband flat with steep edges, but in practice, effects such as differential attenuation
and reflections in cables introduce slopes and ripples in the frequency response that
are not identical from one antenna to another. To examine these effects, F can be
calculated for an initially rectangular passband with various distortions imposed.
The distortions considered are the following:
1. Amplitude slope across the passband, with the logarithmof the amplitude varying
linearly with frequency.
2. Sinusoidal amplitude ripple; this could result from a reflection in a transmission
line.
3. Displacement of the center frequency of the passband.
4. Variation in phase response as a function of frequency.
5. Delay-setting error, which introduces a component of phase linear with fre-
quency.
The first four of these effects apply mainly to signals in analog form and so are
of most importance in systems of earlier design in which digitization of the signals
occurred only in the later stages. Expressions for the frequency response involving
the above effects are given in the first column of Table 7.1. The second column of the
table gives the signal-to-noise degradation factor F , and subscriptsm and n indicate
parameter values for particular antennas. The expressions in Table 7.1 have been
used to derive the maximum tolerable passband distortion for each of the effects,
allowing a loss in sensitivity of no more than 2.5% (F D 0:975). The resulting
limits on the passband distortion are shown in Table 7.2. A discussion of limits with
more stringent tolerances associated with the ALMA array is given by D’Addario
(2003).






















































































































































































































































































































































































































































































































































































































































































































































































































7.3 Frequency Responses of the Signal Channels 281
Table 7.2 Examples of frequency response tolerances
Criterion
2.5% Degradation in 1% Maximum
Type of variation Signal-to-noise ratio Gain error
Amplitude slope 3.5 dB edge-to-edge 2.7 dB edge-to-edge
Sinusoidal ripple 2.9 dB peak-to-peak 2.0 dB peak-to-peak
Center-frequency displacement 0:05 0:007
Phase variation mn D 12:8ı rms mn D 9:1ı rms
Delay-setting error 0.12/ 0.05/
7.3.3 Tolerances on Variation of the Frequency Response:
Gain Errors
A second effect that sets limits on the deviations of the frequency responses results
from errors that can be introduced in the calibration procedure. If we omit the noise
terms, the output of the correlator for an antenna pair can be expressed as
rmn D GmnVmn ; (7.37)
whereVmn is the source-dependent complex visibility fromwhich the intensity map
can be computed, and Gmn is a gain factor related to the frequency responses of the
signal channels. We suppose that these responses incorporate the characteristics of
the antennas and electronics in such a way that Gmn is proportional to the correlator
output for antenna pair .m; n/ when a point source of unit flux density at the field
center is observed. In practice, theGmn values may be determined from observations
of calibration sources for which the visibilities are known. The measured antenna-
pair gains can be used to correct the correlator output data directly, but there are
advantages if, instead, they are used to determine (voltage) gain factors g D jgje j
for the individual antennas such that
Gmn D gmgn : (7.38)
Since, in a large array, there are many more correlated antenna pairs than antennas
[up to na.na  1/=2 pairs for na antennas], not all the calibration data need be used.
This adds important flexibility to the calibration procedure; for example, a source
resolved at the longest spacings of an array can be used to determine the antenna
gains from measurements made only at the shorter spacings. The same principle
leads to adaptive calibration described in Sect. 11.3.
In general, the factoring in Eq. (7.38) requires that the frequency responses be
identical for all antennas or differ only by constant multiplicative factors. If this
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In practice, the frequency responses differ, and an approximate solution to Eq. (7.38)
can be obtained by choosing the g values to minimize
X
jGmn  gmgn j2 ; (7.40)
where the summation is taken over all antenna pairs (m; n) for which Gmn can
be measured by observation of a calibration source. In calibrating subsequent
observations of unknown sources, gmgn is used in place of Gmn in Eq. (7.37) for
all antenna pairs, whether they are directly calibrated or not. To avoid introducing
errors with this scheme, the residuals
"mn D Gmn  gmgn (7.41)
must be small, which requires that the frequency responses be sufficiently similar.
Thus, we are concerned here with the deviations of the frequency responses from
one another rather than from an ideal response.
By using model responses for groups of antennas—calculating the pair gains,
the best-fit antenna gains, and the residuals—tolerances on the bandpass distortion
can be assigned. Pair gains for the various distortions discussed earlier are given in
the third column of Table 7.1. Table 7.2 shows examples of tolerances. The results
depend to some extent on the distribution of distortions in the model responses,
which for the results shown were chosen with the intention of maximizing the
residuals. The criteria of 2.5% loss in sensitivity and 1% maximum gain error
shown in Table 7.2 were used during the early operation of the VLA (Thompson
and D’Addario 1982). More stringent criteria may be appropriate, depending on the
sensitivity and dynamic range to be achieved. The acceptable level of gain error for
any instrument can be determined by making calculations of the response to source
models with simulated errors of various levels introduced into the model visibility
data. Bagri and Thompson (1991) give a discussion of the sources and effects of
gain errors in the VLA.
7.3.4 Delay and Phase Errors in Single- and Double-Sideband
Systems
For an incoming wavefront from a source, the path lengths to different antennas of
an array are generally unequal. The relative time differences in the wavefront arrival
at the antennas are referred to as the geometric delays, g. To compensate for the
different geometric delays, the signal received at each antenna is subjected to an
instrumental delay i that is continuously adjusted so that g C i is the same for all
antennas. Thus, the signals at the correlator inputs are aligned in time with respect
to a common wavefront incident from the phase reference position. The fringes at
the correlator output result from the fact that the signals traverse the geometric and
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the instrumental delays at different frequencies and that the phase shifts resulting
from the delays vary as the delays themselves change. In an ideal situation, the
instrumental delays would be continuously adjusted, and if there were no frequency
changes within the receivers, no fringe oscillations would occur. In practice, the
situation is rather more complicated. The instrumental delays are inserted after the
signals have been digitized, and the sample interval s provides a convenient unit
for coarse adjustment. For Nyquist sampling, s D 1=2, where  is the signal
bandwidth.
7.3.5 Delay Errors and Tolerances
In an array with a number of antennas, the delays are adjusted relative to the delay
for a designated reference antenna. We consider the reference antenna to be the one
that is the last one encountered by the approaching wavefront, and its instrumental
delay remains fixed. The delay error for any antenna is the difference between the
sum of the geometric and instrumental delays for that antenna and for the reference
antenna. When the delay error becomes as large as ˙s=2, the delay is adjusted by
an increment ˙s. Thus, the delay error for a single antenna is uniformly distributed
over ˙s=2. Coarse delay adjustments in units of the digital sampling interval are
implemented in a FIFO (first-in-first-out) memory. These provide the major part of
the instrumental delay, but the residual delay errors are large enough that they can
cause serious loss of sensitivity if not mitigated. In the original VLA system, for
example, finer steps were provided by an adjustment in the timing of the sampler
action in steps of 0 D s=16. The spacing of adjacent samples remains s except
when a delay adjustment is made and the sample occurs earlier or later by 0. When
the delay error becomes equal to 0=2, the instrumental delay is adjusted by 0, as
represented by the staircase function in Fig. 7.10. One can see from Fig. 7.10 that
the probability distribution of the delay error is uniform within a range ˙0=2. For
a pair of antennas, it can usually be assumed that the times of delay adjustment are
unrelated (in general, the rates of change of the geometric delay will be different
for each antenna), so the probability distribution of their combined delay errors is
a triangular function with extreme values of ˙0, as in Fig. 7.11. The rms value of














where p./ is the expression for the probability distribution of  in Fig. 7.11.






Fig. 7.10 Adjustment of instrumental delay in steps 0 to compensate for geometric delay. The
vertical sections of the staircase function indicate change of instrumental delay, and the horizontal
sections are the time intervals during which the signal is sampled. Over small time intervals, the
geometric delay can be represented as a linear function of time. Both axes have the dimensions of
time but, for example, a baseline of 1 km east–west, the maximum slope of the line representing
space delay is 0.24 ns per second, and the timescales of the two axes differ by a factor of order 1010.
7.3.6 Phase Errors and Degradation of Sensitivity
A delay error  results in a phase error in a signal equal to 2 where, for
systems using analog delays,  represents the frequency in the IF band in which the
delays are inserted. For systems in which the signal passband is Nyquist sampled,
which is the most usual case,  is a baseband frequency in the range 0 to .
With a spectral correlator, the highest frequency channel within such a band has
a center frequency that is approximately equal to the high-frequency edge, . For
frequencies in this top channel, the maximum delay error 0 for an antenna pair
results in a phase error of 20 D .0=s/ . Thus, the probability distribution
of this phase error is a triangular function as in Fig. 7.11 with extreme values
˙.0=s/ . As shown for the delay error in Eq. (7.42), the rms phase error is the
maximum value divided by
p
6.
To determine the effect of delay errors on sensitivity, note that for frequency
, a delay error  results in a phase error 2 . Let ˛ be the size of the fine
step as a fraction of the coarse step s. The sensitivity (i.e., the relative response) is
determined by averaging the cosine of the phase error, weighted by the triangular















This is the sensitivity for a very small bandwidth centered on frequency , as in the
case for spectral line observations. For continuum observations, the sensitivity for a
band extending from N to .N C 1/, where N is any integer (including zero),
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Fig. 7.11 Probability distribution p./ of the delay error  for a pair of antennas. 0 is the
minimum increment of the instrumental compensating delay. The expression shown for p./
applies to the part of the probability function for which   0.



















Here, we use s D 12 and have put ˛s D x for convenience in numerical
evaluation of the integral.3 For the case in which we use only the coarse delay steps
(˛ D 1), Eq. (7.44) is equal to 0.774, so, as noted earlier, the performance with
coarse delay steps without further mitigation is not acceptable. Some values of rms
phase error and sensitivity loss averaged across the bandwidth are given in Table 7.3.
In Table 7.3, sensitivity loss for ˛ D 1=4 is approaching an acceptable level.
However, the maximum phase errors are
p
6 D 2:45 times the rms value, i.e., 2:45
10:6ı D 26ı in this case. Depending upon how fast the delay error is changing with
time, the maximum error will be decreased somewhat in the data averaging after
cross-correlation. In the .u; v/ plane, the rate of change of delay error goes through
zero as the u-component of the baseline crosses the v axis. Thus, averaged data
in which the phase error is close to the maximum are to be expected, especially
for short-baseline configurations. Hence, in considering the acceptable delay errors,
phase errors should be considered as well as sensitivity loss. The original VLA
system used s D 160 and a baseband IF response.
3In the case in which the phase errors are small, it may be convenient to use hcos./i  .1 
h2i=2/, where  D 2˛ and h i indicates the mean value. Then noting that  and  vary
independently, h2i D .2/2h2ih2i. From Eq. (7.42), h2i D 20 =6, and for a baseband
response, h2i D 2=3.
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Table 7.3 Values of the loss in signal-to-
noise ratio (sensitivity) for the full baseband
response from 0 to , as used in continuum
observations





7.3.7 Other Methods of Mitigation of Delay Errors
Conceptually, the most straightforward way of keeping the loss in sensitivity
resulting from delay errors within a tolerable limit4 (say,  1%) is to use a small
enough value for the minimum delay increment. This may not always be easy in
systems with wide bandwidths, which require correspondingly high sample rates
in the digitization. A possible scheme to reduce phase errors (D’Addario 2003) is
one in which whenever a delay increment is inserted or removed, a phase jump of
magnitude 200, and opposite sign to the delay-induced phase jump, is inserted
in the corresponding signal through an LO.5 Here, 0 is the IF center frequency, for
which the phase error is exactly canceled. The overall effect for the full bandwidth
can be found by determining the value of h.0/2i, that is, the mean squared value
of frequency measured with respect to the band center:








This result applies to any IF band of width . Since the phase changes resulting
from the changes in the instrumental delay provide a component of the frequency
offset used to stop the interferometer fringes, it is necessary to account for this effect
by inserting a smooth component in the form of a frequency offset, 20 dg=dt,
where g is the geometric delay. This could be combined with the fringe-rotation
offset in an LO.6 The combination of the inserted phase jumps and the frequency
4Various effects in an interferometer system limit the sensitivity. There are some large effects, such
as aperture efficiency and quantization efficiency, and more numerous smaller ones, such as phase
irregularities in frequency responses, LO noise, timing errors, delay errors, etc. The combined
effect of the smaller losses can become serious, so for each one, it is reasonable to aim at a fairly
stringent limit such as the 1% figure suggested here.
5This method of mitigation of the delay errors was considered but not implemented during the
early development of the VLA. The original idea is attributed to B. G. Clark.
6In the case of a double-sideband system, the fringe rotation must be applied to the first LO, but
the frequency offset required by the phase error reduction scheme must be applied to the second or
a later LO so that, like the delay-induced phase errors, the offsets are applied with the same sign to
each sideband component within the IF band.
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offset provides a sawtooth phase component that, at the band center, exactly cancels
the phase sawtooth induced by the delay error. If this method were used with no fine
delay steps, i.e., 0 D s, the loss in sensitivity would be  13%, so a combination
with some finer steps would be necessary.
7.3.8 Multichannel (Spectral Line) Correlator Systems
In multichannel correlators, the input band is divided into many channels, and the
signals for corresponding channels are cross-correlated. The number of channels
is usually an integral power of two and commonly 1024 or more. Within any
channel, the relative variation of frequency is very small. Thus, at any instant,
the effect of a delay error  is to introduce a phase error 2c, where c is
the center frequency of the channel. Since the frequency variation is small across
a single channel, the loss in signal amplitude that occurs in a wide (continuum)
band, resulting from the frequency variation of the phase error, is avoided. The time
variation of the delay error results in a varying phase error that can be corrected
by inserting a phase correction for each channel at the correlator. Thus, with a
multichannel correlator, it is possible to avoid the need for delay increments finer
than s, so long as the extra processing steps to correct the phase can be incorporated.
For an individual antenna, the maximum delay error is s=2 D 1=.2/, and for the
highest channel, centered very close to frequency , the maximum phase error is
 . The time for the delay error variation to complete one cycle is ddt =s D ddt=2.
(Note that the rate of change of delay, ddt , is different for each antenna.) This is
greater than the time for one fringe cycle by a factor of 2  (signal frequency at the
antenna)/(signal frequency in the baseband 0 ). At any instant, the phase error
for the signal from an antenna is equal to 2  (delay error)  (channel frequency
in the baseband 0  ). If the correction is applied at the correlator output, the
corrections for both antennas of each pair must be included.
Carlson and Dewdney (2000) describe a multichannel correlator designed to
handle wide bandwidth signals (the WIDAR system). The signals from the antennas
are Nyquist sampled, and then the band is divided into a number of channels,
Nc. The Nyquist sample rate appropriate for each channel is equal to the original
sample rate divided by Nc, and the sample rates are adjusted to this value at the
filter outputs. The outputs of the filters then go to separate cross-correlators. In this
way, the total bandwidth that can be processed is not limited by the capacity of
a single correlator. A value of Nc D 32 would be sufficient to reduce the loss in
sensitivity resulting from the delay errors to an acceptably small value. Adjusting
the phases of the signals at the correlator inputs removes the phase errors resulting
from delay errors and also provides fringe stopping. Phase adjustment at this point is
possible because the samples are in complex form, having been through the filtering
process. Since multichannel correlators give a means of removing channels that are
contaminated by interference, they are widely used for continuum as well as spectral
line observations.
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7.3.9 Double-Sideband Systems
The considerations up to this point have applied to single-sideband (SSB) systems.
For double-sideband (DSB) systems, some differences must be considered (Thomp-
son and D’Addario 2000). For an SSB system, the main effect of a phase error is
to cause a rotation of the correlation vector, as indicated in Fig. 6.5a, resulting in
an error in the correlator output phase, as considered above.7 For a DSB system,
the delay error causes the components of the correlation vector resulting from the
two sidebands to rotate in opposite directions in the complex plane, as shown in
Fig. 6.5b, where the line AB represents the phase angle when the delay error is
zero.8 The amplitude of the vector sum of the two components is proportional to
cos.20/, where 0 is the IF center frequency, but the phase of the correlation
is not changed by a variation in the instrumental delay.
Consider a case in which the geometric delay is varying rapidly enough that the
delay error changes sign several times during the minimum averaging time at the
correlator output. For an SSB system (Fig. 6.5a), the phase of the correlation vector
swings back and forth, following the difference of the error patterns for the two
antennas (the small arrows indicating variation of the vector phase in Fig. 6.5 reverse
direction when the sign of the phase error changes). For a DSB system (Fig. 6.5b),
the phase angles of the vectors representing the two sideband responses move in
opposite senses. In both the SSB and DSB cases, components of the correlation
that are normal to the vector time-average (in Fig. 6.5b, the line AB) cancel, and
the magnitude of the correlation is proportional to the time average of the cosine
of the phase measured with respect to the mean phase. Over an averaging period
in which the SSB phase error changes sign, the loss in sensitivity is effectively
the same for the SSB and DSB systems. Note, however, that in the SSB case,
the loss in sensitivity occurs in the averaging, whereas in the DSB case, the loss
occurs immediately in the correlation process. Thus, in the SSB case, there is an
opportunity to correct for phase errors after cross-correlation, but in the DSB case,
this is possible only if the sideband responses can be separated.
If we are considering delay errors that are quasi-constant, or vary only slowly
with time, the tolerance on the errors is more stringent in the DSB case. Such
errors were more important in early interferometers with analog delay systems
using coaxial cable or ultrasonic elements (see, e.g., Coe 1973), which could be
temperature sensitive and difficult to calibrate accurately. In digital systems, the
delays are controlled by a highly accurate master clock, and the only significant
7There is also a relatively small decrease in the amplitude, which results from the variation of the
phase error with frequency across the IF band and is proportional to sinc./, where  is
the IF bandwidth. This results from the averaging of the varying phase over time. The same sinc
function appears as part of Eq. (6.9) and is shown by the broken line in Fig. 6.4.
8To measure the phase of the cross-correlation of both sidebands in combination, it is necessary to
periodically insert a =2 phase shift into the IF signal of one antenna, or not to stop the fringes and
fit a sine wave to the fringe function.
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errors result from the incremental nature of the adjustment. With digital delays, the
effects are in most respects the same for SSB and DSB systems, except that for DSB
systems, again, post-correlation corrections are possible only if the sidebands can
be separated.
In addition to causing a loss in sensitivity, delay-induced phase errors contribute
to errors in the phase of the measured visibility. In this case, the values after time
averaging, not the instantaneous values, are critical. The effective averaging time is
of the order of the time taken for the baseline vector to cross a cell in the simple case
of cell averaging, discussed in Sect. 5.2.2. In a synthesis array, the compensating
delay for each antenna is adjusted to equalize the delay relative to some celestial
reference point as the source moves across the sky. If the antenna spacings are large,
the delay may change by several increments during most cell crossings, and the
resulting phase errors are reduced by the data averaging. However, for any pair of
antennas, the rate of change of the geometric delay, which is proportional to u, goes
through zero when the baseline vector crosses the v axis.
In conclusion, the tolerances in Table 7.2 apply to the overall system from the
antennas to the correlator inputs. Specifications of filters that define the passband
should include consideration of the temperature effects discussed in Sect. 7.2.7.
The frequency selectivity of elements in the earlier stages can then be held to
the minimum required for rejection of interfering signals. There are advantages to
implementing the filtering that defines the passband digitally, after the sampling,
instead of in the analog stages [see, e.g., Prabu et al. (2015)].
7.4 Polarization Mismatch Errors
The response of two antennas to an unpolarized source is greatest when the antennas
are identically polarized. Small variations in the polarization characteristics of
one antenna relative to another occur as a result of mechanical tolerances. These
variations lead to errors in the assignment of antenna gains in a manner similar to the
variations in frequency responses. To examine this effect, we calculate the response
of two arbitrarily polarized antennas to a randomly polarized source, which is given
by the term for the Stokes parameter Iv in Eq. (4.29). Definitions of symbols are in
terms of the polarization ellipse (see Fig. 4.8 and related text). The position angle
of the major axis is  , the axial ratio is tan, and subscripts m and n indicate two
antennas of an array. As an example, we consider antennas with nominally identical
circular polarization for which we can write m D =4Cm and n D =4Cn,
where the terms represent the deviations of the corresponding parameter from the
ideal value. The required response is
Gmn D G0 Œcos. m   n/ cos.m n/
C j sin. m   n/ cos.m Cn/ : (7.46)
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Now  m   n and the  terms represent construction tolerances and are all small.
Thus, we can expand the trigonometric functions and retain only the first- and






. m   n/2 C .m n/2
 C j. m   n/

: (7.47)
An analysis similar to the procedure for frequency responses in Sect. 7.3 can be
made by assigning polarization characteristics to a model group of antennas and
determining pair gains, best-fit antenna gains, and gain residuals. For simplicity, it
is assumed that the spread of values is of similar magnitude for the parameters 
and  . A 1% maximum gain residual then results from a spread of ˙3:6ı in  and
 . A value of  D 3:6ı corresponds to an axial ratio of 1.13 for the polarization
ellipse, and it is not difficult to obtain feeds for which the deviation from circularity
is within this value near the beam center. A similar analysis for linearly polarized
antennas gives tolerances of the same order (Thompson 1984).
7.5 Phase Switching
7.5.1 Reduction of Response to Spurious Signals
The technique of phase switching for a two-element interferometer has been
described in Chap. 1, where it was explained as an early method of obtaining analog
multiplication of signals. The principle is as indicated in Fig. 1.8. However, in
later instruments, the power-law detector is replaced by a correlator. Although more
direct methods of signal multiplication are now used, phase switching is still useful
to eliminate small offsets in correlator outputs that can result from imperfections
in circuit operation or from spurious signals. The latter are difficult to eliminate
entirely in any complicated receiving system, since combinations of harmonics of
oscillator frequencies that fall within the observing frequency band or any IF band
may infiltrate the electronics. Such signals, at levels too low to detect by simple test
procedures, can be strong enough to produce unwanted components in the output.
For an array of na antennas, a receiving bandwidth , and an observing duration
 , signals at the limit of detectability are at a power level of order .na
p
/1
relative to the noise; for example, this gives 75 dB below the noise for na D 27,
 D 50 MHz, and  D 8 h. Similar effects can also be produced by cross
coupling of small amounts of noise from one IF system to another. Because such
spurious signals produce components of the visibility that change only slowly with
time, they show up as spurious detail near the origin of the image. If they enter the
signal channel at a point that comes after the phase switch, so that they produce a
component with no switch-frequency variation at the synchronous detector, they can
generally be reduced by several orders of magnitude by the phase switching.
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7.5.2 Implementation of Phase Switching
Consider the problem of phase switching in a multielement array in which the
products of the signals from all possible pairs of antennas are formed. Phase
switching can be represented by multiplication of the received signals by periodic
functions that alternate in time between values of +1 and 1. For the mth and
nth antennas, let these functions be fm.t/ and fn.t/. Synchronous detection of the
correlator output for these two antennas requires a reference waveform fm.t/fn.t/,







after averaging for a time  . For the periodic waveforms that we are concerned with,
this factor will be zero if  is a multiple of the minimum period of orthogonality
or for fm.t/ and fn.t/. In fact, unwanted output components may not be exactly
constant, because the tracking of the compensating delays introduces slow changes
in the phases with which the spurious signals are combined. However, the unwanted
outputs will be strongly reduced by the synchronous detection as long as their
variation is small over the period or. If the orthogonality of the phase-switching
functions depends on the relative timing of transitions, the timing should be adjusted
so that the functions are orthogonal at the correlator inputs. Thus, it may be
necessary to adjust the timing of the switching waveforms at the antennas to
compensate for the varying instrumental delays inserted as a source moves across
the sky.
Implementation of phase switching on an array of na antennas calls for na
mutually orthogonal, two-state waveforms. Square waves whose frequencies are
proportional to integral powers of two are orthogonal, with or equal to the period of
the lowest nonzero frequency.9 In phase switching, or is equal to the data averaging
time, which is typically a few seconds but for special cases may be as low as 10 ms.
The shortest interval between switching transitions sw is equal to the half-period
of the fastest square wave. Technically, it is convenient if or=sw does not greatly
exceed about two orders of magnitude. If one antenna remains unswitched, then
or=sw D 2na1. Square waves of the same frequency are orthogonal if their phases
differ by a quarter of a cycle in time. When this condition for orthogonality is also
included, or=sw D 2nC1, where n is the smallest integer greater than or equal to
.na  3/=2. This reduces the value of or=sw, but the orthogonality then depends
upon the relative timing of the transitions at the correlator, which is not the case for
square waves of different frequencies. In either case, or=sw is inconveniently large
for a large array and, for example, for na D 27, it is of order 108 in the first case and
104 in the second.
9Such waveforms are sometimes referred to as Rademacher functions.
292 7 System Design
It is useful to note that a condition for a pair of square waves of different
frequency to be orthogonal, for arbitrary time shifts, is that they do not contain
Fourier components of the same frequency. A property of square waves is that
all even-numbered Fourier components (i.e., even harmonics of the fundamental
frequency) have zero coefficients, but odd-numbered components have nonzero
coefficients. Thus, although sinusoids with frequencies proportional to 1, 2, 3; : : :
are mutually orthogonal, square waves with such frequencies, in general, are not.
For example, square waves of frequencies 1, 2, and 4 have no common Fourier
components and are mutually orthogonal, but 1, 3, and 5 have common components
and are not mutually orthogonal. D’Addario (2001) shows by generalization of
this analysis that the lowest frequency sets of N mutually orthogonal square waves
consist of those with frequencies proportional to 2n for n D 0; 1; : : : ; .N  1/, that
is, the square-wave sets discussed above. Since the different square waves of a set
that we are considering contain no common Fourier components, their orthogonality
is not affected by relative time shifts. Note, also, that exact orthogonality is not
essential for phase switching. Unwanted responses can be reduced by a factor of
104 or more by using square waves with k cycles per averaging period for values of
k that are prime numbers greater than 100.
For arrays with large numbers of antennas, Walsh functions are generally
the preferred waveforms for phase switching. Walsh functions are rectangular
waveforms in which transitions between C1 and 1 occur at intervals that are a
varying integral submultiple of a basic time cycle, as in Fig. 7.12. For a description
ofWalsh functions (Walsh 1923; also Fowle 1904) see, for example, Harmuth (1969,
1972) or Beauchamp (1975). Various systems of designating and ordering Walsh
functions are in use. In one system (Harmuth 1972), those with even symmetry
are designated as cal(k; t) and those with odd symmetry as sal(k; t). Here, t is
time expressed as a fraction of the time base T, which is the interval at which
the waveform repeats, and k is the sequency, which is equal to half the number
Fig. 7.12 Four examples of Walsh functions, each of which repeats after the one cycle of the time
base interval plotted above. Within this interval, the sal functions are odd, and the cal functions are
even. The value of each function alternates between 1 and 1. The first number in parentheses in
the name of each function is the sequency, which is equal to half the number of zero crossings in
the time base interval. Time t is measured as a fraction of the time base.
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of zero crossings within the time base. Walsh functions with different sequencies
are orthogonal, and cal and sal functions of the same sequency are orthogonal but
differ only by a time offset. The orthogonality requires that the time bases of the
individual Walsh functions be aligned in time, so time offsets are not permitted.
Walsh functions with sequencies that are integral powers of two are square waves.
If one antenna is unswitched, and if only the cal or only the sal functions are
used, the highest sequency required is na  1. Then or=sw D 2n, where n is the
smallest power-of-two integer greater than or equal to na  1. If both cal and sal
functions are used, then n is the smallest power-of-two integer greater than or equal
to .na 1/=2. For example, for na D 64, or=sw is 128 in the first case and 64 in the
second. Another designation forWalsh functions, wal(n; t), includes both cal and sal
functions, cal(n; t) = wal(2n; t) and sal(n; t) = wal(2n  1; t).
One method of generating Walsh functions makes use of Hadamard matrices, of







Higher-order Hadamard matrices can be obtained by replacing each element of H2
by the matrixH2 multiplied by the element replaced [which is equivalent to forming




1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
3
777777777775
cal.0; t/; pal.0; t/
sal.4; t/; pal.4; t/
sal.2; t/; pal.2; t/
cal.2; t/; pal.6; t/
sal.1; t/; pal.1; t/
cal.3; t/; pal.5; t/
cal.1; t/; pal.3; t/
sal.3; t/; pal.7; t/ :
(7.50)
The rows of the matrices correspond to the Walsh functions indicated, the signs
being reversed for odd sequencies in this particular generation process. The
waveform required at the phase detector is the product of the phase-switching
functions at the two antennas involved. The product of two such Walsh functions is
a Walsh function, the sequency of which is greater than, or equal to, the difference
between the sequencies of the two original functions.
Walsh functions can also be generated as products of square-wave functions.
Square-wave functions are here designated Sq(n; t), where n is an integer and the
half-period of the square wave is T=2n; that is, there are 2n1 complete cycles within
the time base, T. The function Sq(0; t) has a constant value of unity. In the examples
in Fig. 7.12, sal(1; t) is a square-wave function, and cal(3; t) and sal(9; t) are each
products of sal(1; t) and one other square-wave function. When considering Walsh
functions as products of square-wave functions, it is convenient to use the Paley
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designation of Walsh functions, pal.n; t/ (Paley 1932). The integer n is called the
natural order of theWalsh function. AWalsh function pal.n; t/, which is the product
of square-wave functions Sq.i; t/, Sq.j; t/, : : : , Sq.m; t/, has a natural order number
n D 2i1 C 2j1C; : : : ;C2m1. The product of two Walsh functions is another
Walsh function, of which the natural order number is given by modulo-2 addition
(that is, no-carry addition) of the binary natural order numbers of the component
Walsh functions.
Table 7.4 shows the relationship between the natural order numbers for a series
of Walsh functions and the square-wave functions of which they are composed. The
product of two Walsh functions can be expressed as the product of the component
square-wave functions, for example,
pal.7; t/  pal.10; t/ D ŒSq.1; t/  Sq.2; t/  Sq.3; t/  ŒSq.2; t/  Sq.4; t/
DSq.1; t/  Sq.2; t/  Sq.2; t/  Sq.3; t/  Sq.4; t/
DSq.1; t/  Sq.3; t/  Sq.4; t/
D pal.13; t/ ; (7.51)
where we have used the fact that the product of a Walsh or square-wave function
with itself is equal to unity. The natural orders of the two Walsh functions, 7 and 10,
in binary form are 0111 and 1010. The modulo-2 addition of these binary numbers
is 1101, which is equal to 13, the natural order of the Walsh function product.
Table 7.4 Square-wave components of some Walsh functions
Square-wave components
Natural order Sequency




pal(3,t) 1 1 cal(1,t)
pal(4,t) 1 sal(4,t)
pal(5,t) 1 1 cal(3,t)
pal(6,t) 1 1 cal(2,t)
pal(7,t) 1 1 1 sal(3,t)
pal(8,t) 1 sal(8,t)
pal(9,t) 1 1 cal(7,t)
pal(10,t) 1 1 cal(6,t)
pal(11,t) 1 1 1 sal(7,t)
pal(12,t) 1 1 cal(4,t)
pal(13,t) 1 1 1 sal(5,t)
pal(14,t) 1 1 1 sal(6,t)
pal(15,t) 1 1 1 1 cal(5,t)
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The examination of Walsh functions as products of square-wave functions
leads to a useful insight into the efficiency of Walsh function phase switching in
eliminating unwanted components (Emerson 1983, 2009). LetU.t/ be an unwanted
response within the receiving system, for example, resulting from cross talk in IF
signals or from an error in the sampling level of a digitizer. U.t/ arises after the
initial phase switching, so when synchronous detection with the phase-switching
waveform is performed at a later stage,U.t/ becomesU.t/pal.n; t/, and this product
is significantly reduced in the subsequent averaging. Suppose that pal(n; t) is the
product ofm square-wave functions, Sq(1; t), Sq(2; t), : : : , Sq(m; t).We can consider
multiplying U.t/ by pal(n; t) as equivalent to multiplying by each of the square-
wave components in turn. Also, we assume that the period of the square-wave
functions is small compared with the timescale of variations of U.t/. Then, after
the first multiplication and averaging, the mean residual spurious voltage is
U1.t/ D











where ıt is equal to the half-period of the square-wave function, T=2i. U1 is
calculated for one cycle of Sq(i; t), but within the assumption that U.t/ is slowly
varying, U1 can be taken as equal to the average over the Walsh time base T.
Multiplication by the second square-wave function is obtained by replacing U in


















so only the higher derivatives ofU remain.
Walsh functions pal(n; t) for which n is an integral power of two are the least
effective in eliminating unwanted responses, since they are each just a single
square-wave function. As shown by examination of Table 7.4, those for which
n D 2k  1, where k is an integer, contain the largest number of square-wave
components. In arrays with a small number of antennas, for which a large number of
different switching functions is not required, it is possible to select Walsh functions
that are the most effective in reducing unwanted components. Similarly, Walsh
functions can be more effective than square waves in some applications to single
antennas, such as beam switching between a source and a reference position on
the sky (Emerson 1983). Another set of possible phase-switching functions are m-
sequences, considered by Keto (2000) for cases in which both 90ı and 180ı phase
changes are required.
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7.5.3 Timing Accuracy in Phase Switching
In designing a phase-switching system, timing tolerances should be considered.
In general, the accuracy should be much smaller than the minimum interval
between transitions in any function. For example, in ALMA [the Atacama Large
Millimeter/submillimeter Array, Wootten (2003), Wootten and Thompson (2009)],
two phase-switching actions are used, one nested within the other (Emerson 2007).
For sideband separation, 
2
phase-switching is used, with Walsh functions from a
128-element set with time base 2.048 s and minimum interval between transitions
of 16 ms. A second 128-element set with time base 16 ms and minimum interval
125 s is used for -shift switching. Thus, timing errors must be very small
compared with 125 s.
In general, the orthogonality of Walsh functions requires that there be no relative
time shifts between the functions. The first switching occurs at the antenna location,
that is, as early in the signal path as possible. Digitization of the received signal
may occur at the antenna or after transmission of the signal in analog form to a
central processing location. The major system delays are shown in Fig. 7.13, in
which g is the geometric delay, tr is the transmission delay (antenna to processing
location), and i is the instrumental compensating delay. Delays in the analog or
digital circuitry are generally small enough to be neglected with regard to the
timing of phase switching. There are three main timing requirements in the receiving
system.
1. The total delay from the incident wavefront to the correlator input, g C  tr C i,
must be the same for all antennas to preserve the correlation of the wanted
signals. This is implemented through adjustment of i.
2. The corresponding transitions in the first and second phase switchings should be






t = τ g
second switching
(central location)
t = τ g +τ tr
correlator
input







Fig. 7.13 Delays in an array that are large enough to affect the timing of the Walsh functions used
in phase switching. Here, t is time relative to a signal wavefront at the point where it intercepts
the delay reference antenna. The second switching is shown after the transmission delay, which
applies when the signals are transmitted in analog form to the central processing location. When
digitization occurs at the antenna location, both the first and second switchings can be applied
before the transmission delay.
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canceled. For example, if the second phase switching is done at the central
location, the timing of the second switching should be delayed relative to the
first one by tr.
3. Both the first and second switchings in any signal path should be delayed by the
geometric delay of the corresponding antenna g so that, at the correlator input,
the switching transitions in the unwanted components are aligned in time from
one antenna to another. The delay g varies with time as the antennas track a
source.
Requirement 2 above is concerned only with the relative accuracy of switchings
within the same signal path from one antenna to the correlator. This is the simplest
case because it is concerned only with offsets in two switchings of the same Walsh
function. Consider the effect of a small time offset ı in the relative timing of
the first and second switchings. For each transition, the timing difference causes
the correlator output voltage to be reversed for a period ı and thereby cancels an
equivalent interval of the unreversed output. Hence, for each transition, there is an
effective loss of signal for a period 2ı. The average fractional loss of sensitivity
is 2ntı=tb, where nt is the number of transitions within the time base  tb (i.e.,
twice the Walsh sequency). Thus, for a tolerable limit of, e.g., 1% correlation loss,
the tolerable value of ı can be determined for any given time base and maximum
sequency used. Since the correlation loss is proportional to nt, use of the lowest
sequencies within the Walsh set helps to minimize loss in sensitivity. For arrays
in which the numbers of antennas and the baseline lengths are not too long, the
delaying of the switchings by g (as noted in the third requirement above) can
often be neglected. This introduces a timing error g that is greatest for the longest
baselines. The effect of this error can be minimized by using the lowest values of nt
for the antennas for which the geometric delay is greatest.
Requirements 1 and 3 are concerned with the relative timing of transitions
at different antennas, i.e., between different Walsh functions. The effect of a
timing offset on the rejection of the unwanted components depends on the loss
in orthogonality of the Walsh functions used for different antennas. This is more
complicated than the effect of an offset on two identical Walsh functions discussed
above. The loss in orthogonality depends upon the sequencies of the two functions
involved and is greatest for sequencies in the middle range of the Walsh set, as
shown by Emerson (2005). Pairs consisting of a function with an even sequency and
one with an odd sequency remain orthogonal in the presence of time shifts, but such
combinations are possible for no more than half of the pairs in a complete Walsh
set. Of the other pairs, some remain orthogonal with time offsets, as can be shown
by numerical trials, and some do not [as shown in Fig. 3 of Emerson (2005)]. It is
clearly beneficial to use equal numbers of odd and even sequencies in an array so
that for approximately half of the antenna pairs, the orthogonality is independent of
time offsets.
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7.5.4 Interaction of Phase Switching with Fringe Rotation
and Delay Adjustment
The effectiveness of phase switching in reducing the response to spurious signals
depends on the point in the signal channel at which these unwanted signals are
introduced. The three following cases illustrate the most important possibilities.
1. The unwanted signal enters the antennas or some point in the signal channels that
is ahead of the phase switching, the fringe rotation, and the compensating delays.
The unwanted signal then suffers phase switching like the wanted signals and is
not suppressed in the synchronous detection (although it may be reduced by the
fringe rotation if the fringe frequency is high, as in the case of VLBI). Externally
generated interference behaves in this manner, and its effect is discussed in
Chap. 16.
2. The unwanted signal enters after the phase switching but before the fringe
rotation and delay compensation. The fringe-rotation phase shifts, designed to
reduce to zero the fringe frequencies of the desired signals at the correlator
output, act on the spurious signal and cause it to appear at the correlator output
as a component at the natural fringe frequency for a point source at the phase
reference position. This component then undergoes synchronous detection with a
Walsh function. If the natural fringe frequency transiently matches the frequency
of a Fourier component of this Walsh function, a spurious response can occur.
3. The spurious signal enters after the phase switching and the fringe rotation but
before the delay compensation. The signal then suffers phase shifts resulting
from the changing of the compensating delay. The resulting component at the
correlator output has a frequency equal to the natural fringe frequency that would
occur if the observing frequency were equal to the IF at which the compensating
delays are introduced. Thus, the oscillations are one to three orders of magnitude
lower in frequency than the natural fringe frequency, and it is consequently easier
to avoid coincidence with the frequency of a component of the Walsh function.
From these considerations, it is usually advantageous to perform both the phase
switching and the fringe rotation as early in the signal channel as possible.
Figure 7.14 shows, as an example, the phase-switching scheme that was used in
the original VLA system, from a description by Granlund et al. (1978). The phase
switching at the antennawas performedon an LO, rather than on the full signal band,
so that a broadband phase switch was not needed. The signals were digitized at the
output of the final IF amplifier and thereafter were delayed and multiplied digitally.
In such a system, slow phase drifts that may occur after the phase switching are
removed by the synchronous detection at the digitizing sampler. The synchronous
detection could be performed by reversing the sign bit in the digitized signal data and
needed to be applied only to na signal channels rather than na.na  1/=2 correlator
outputs.
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Fig. 7.14 Simplified schematic diagram of the receiving channel for one antenna of the original
VLA system. Walsh functions generated by the computer were periodically fed to digital buffers,
from which they were clocked out to the phase switch and to sign-reversal circuitry at the digitizing
sampler. © 1978 IEEE. Reprinted, with permission, from J. Granlund et al. (1978).
7.6 Automatic Level Control and Gain Calibration
In most synthesis arrays, automatic level control (ALC) circuits are used to hold
constant the level of the total signal, that is, the cosmic signal plus the system
noise, at certain critical points. A fraction of the total signal level is detected, and
the resulting voltage is compared with a preset value to generate a control signal
that is fed back to a variable-gain element of the signal chain. Points at which the
signal level is critical include modulators for transmission of IF signals on optical
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or microwave carriers and inputs to analog correlators or digital samplers. For a
discussion of level tolerances in samplers, see Sect. 8.5.1.
The effect of an ALC loop is to hold constant the quantity jgj2.TS C TA/,
where g is the voltage gain from the antenna output to the point of gain control, TS
is the system temperature, and TA is the component of antenna temperature due to
the source under observation. Thus, jgj2 is made to vary inversely as .TS C TA/,
which can change substantially with the antenna pointing angle as a result of
ground radiation in the sidelobes and atmospheric attenuation. To measure such
gain changes, a signal from a broadband noise source can be injected at the input
of the receiving electronics. This noise source is switched on and off, usually at
a frequency of a few hertz to a few hundred hertz, and the resulting component
is sampled and monitored using a synchronous detector. When the noise source is
on, it adds a calibrating component TC to the overall system temperature, which
should not be more than a few percent of TS to avoid degradation of sensitivity. The
amplitude of the switched component is a direct measure of the system gain, and
for TA  TS, the ratio of the signal levels with the noise source on and off is equal
to 1 C TC=TS, which provides a continuous measure of TS. This scheme does not
correct for changes in antenna gain resulting from mechanical deformation, which
must be calibrated separately by periodic observation of a radio source.
7.7 Fringe Rotation
The fringe oscillations in the data from the correlator must be removed before an
image can be formed. This process is sometimes referred to as fringe stopping
(i.e., stopping the motion of the fringes with respect to the astronomical sky). As
described in Chap. 6, this can be achieved by inserting a fringe-frequency offset
on an LO. For a multiantenna array, the offset for each antenna is chosen to stop
the fringes for that antenna when combined with a common reference antenna. It is
also possible to stop the fringes by inserting corrections in the phase of the signals
at the correlator. If the corrections are inserted before the cross multiplication that
occurs in the correlation, they can be applied to each of the na antennas of the
array (see, e.g., Carlson and Dewdney 2000), whereas after cross multiplication, the
corrections must be applied to all of the n2a=2 antenna pairs. However, corrections
inserted before cross multiplication must be applied to each signal sample that
goes to the cross-correlator, whereas corrections applied to the cross products can
be performed after some time-limited averaging of the products. (The averaging
must not be so long that the fringe oscillations are attenuated.) The effect of time
averaging on the fringes is to convolve the sinusoidal fringe function of frequency
f with a rectangular function of width equal to the averaging time av. A 1% loss
in sensitivity occurs for f av D 0:078 and 2% loss for f av D 0:111. As an
approximate criterion, the averaging time should be no more than  1=10 of a fringe
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period. For a DSB system, the LO offset must be applied to the first LO, or if the
fringe stopping is applied at the correlator, the sidebands must first be separated. For
sideband separation, see Sect. 6.1.12.
Appendix 7.1 Sideband-Separating Mixers
The principle of the sideband-separating mixer, or image-rejection mixer, is shown
in Fig. A7.1. The terms cos.2ut/ and cos.2`t/ represent frequency components
of the input waveform at the upper- and lower-sideband frequencies, respectively.
The input is applied to twomixers, for which the LOwaveforms at frequency LO are
in phase quadrature. The mixers generate products of the signal and LO waveforms,
and the filters pass only the terms of frequency equal to the difference of LO and
u or `. The output from the lower mixer also passes through a /2 phase lag
network. From the resulting terms at points A and B, one can see that by applying
the waveforms at these points to a summing network, the upper-sideband response is
obtained. Similarly, by using a differencing network, the lower-sideband response
is obtained. In either case, the accuracy of the suppression of the response to the
unwanted sideband depends on the accuracy of the quadrature phase relationships,
the matching of the frequency responses of the mixers and filters, and the insertion
loss of the phase lag network. In practice, for conversion from a few gigahertz to
baseband, suppression to a level of 20 dB is routinely achievable. With careful
design, suppression to a level approaching 30 dB can be obtained (Archer et al.
1981).
Fig. A7.1 Schematic illustration of the principle of the sideband-separating (image-rejection)
mixer. The upper-sideband response is obtained from the sum of the outputs A and B, and the
lower-sideband response from the difference of these outputs.
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Appendix 7.2 Dispersion in Optical Fiber
For a frequency component, m, of a signal modulated onto an optical carrier,
A sin.2opt C /, and transmitted down a fiber, the resulting signal intensity at
the output of the fiber can be represented by
A2Œ1C m cos.2mt/ sin2.2optt C /








sinŒ2.opt  m/.t Ct/C  sin.2 optt C / ; (A7.1)
where m is the modulation index. This equation resembles the usual representation
for amplitude modulation in communications, except that here, the carrier power
varies linearly with the modulation. Thus, on the left side, the square of the carrier
expression is used. For the terms of frequency opt ˙ m, the time has been offset by
˙t to represent the effects of the variation of propagation velocity with frequency.
t can take both positive and negative values depending on the sign of the dispersion
D shown in Fig. 7.3. Each term in Eq. (A7.1) is proportional to optical power and,
thus, also to the modulation amplitude. By applying the identity for the product of
two sines to each term on the right side of Eq. (A7.1), and ignoring DC and optical















The free-space wavelength corresponding to frequency opt is opt, and the wave-
length difference between frequencies opt and opt C m is 2optm=c (since
m  opt). IfD is the dispersion and ` is the length of the fiber,t D D`2optm=c,







The phase change induced byt at the carrier frequency opt appears in the phase of
the modulation frequency in the first cosine function in Eq. (A7.2). At frequency m,
this phase term is equivalent to a time delayD`opt, as seen in Eq. (A7.3). This delay
is much larger thant and represents the difference between the phase and the group
velocities in the fiber. The second cosine modifies the amplitude of the modulation
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component m. For example, with dispersion D D 2 ps/(kmnm) (note that this is
equal to 2  106s m2), ` D 50 km, opt D 1550 nm, and m D 10 GHz, we
obtaint D 8 ps,D`opt D 155 ns, and the response at frequency m is reduced by
1.1 dB relative to the low-frequency end of the modulation spectrum. Note that we
have assumed above that the frequency spread of the laser results entirely from the
modulation spectrum, which is justifiable for a high-quality laser with an external
modulator. Modulation of a diode laser by varying the voltage across it can result in
unwanted frequency modulation, further spreading the optical spectrum.
Appendix 7.3 Alias Sampling
After Nyquist sampling of a signal band n to .n C 1/, where n is an integer,
the frequency band of the sampled data is 0 to  and does not depend on the
frequency of the band at the sampler input.10 This effect is known as alias sampling.
To illustrate this situation, consider a Fourier component A sin.2t C /, with
arbitrary amplitude and phase, within a band 0 to . The band is sampled at the
Nyquist rate, the sample times being t D m=.2/ where m D 0; 1; 2; : : : . The
sampled values of the component are A sin./, A sin. 

C /, A sin. 2

C/; : : : .
Now consider the case in which the same input band has been converted to the range
 to 2. The frequency is higher by, so the original component becomes
A sinŒ2. C/t C  D
A sin.2t C / cos.2t/C A cos.2t C / sin.2t/ :
(A7.4)
Again, sampling at times m=.2/, we obtain for the components: A sin./, A sin
. 

C /, A sin. 2

C /; : : : . The result is the same as before except that the sign
is reversed for odd values of m. Further investigation shows that this sign reversal
occurs when n has an odd value. Since the sign reversal occurs for both signals of
a cross-correlated pair, it has no effect on the product. Thus, for any value of n, the
result at the correlator output is the same as for a baseband input to the sampler.
Thus, sampling of the band n to .n C 1/ has the effect of converting the band
downward by n, sometimes referred to as alias sampling.
Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in
any medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
10This is the case, for example, in both the VLA and ALMA, where a 1 W 2 frequency ratio between
the lower and upper edges of the final analog IF response is used because it is easier to maintain
uniform gain than with a baseband response.
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the copyright holder.
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