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Abstract – Products of random matrix products of SL(2,R), corresponding to transfer matrices
for the one-dimensional Schro¨dinger equation with a random potential V , are studied. I consider
both the case where the potential has a finite second moment 〈V 2〉 < ∞ and the case where its
distribution presents a power law tail p(V ) ∼ |V |−1−α for 0 < α < 2. I study the generalized
Lyapunov exponent of the random matrix product (i.e. the cumulant generating function of the
logarithm of the wave function). In the high energy/weak disorder limit, it is shown to be given
by a universal formula controlled by a unique scale (single parameter scaling). For 〈V 2〉 < ∞,
one recovers Gaussian fluctuations with the variance equal to the mean value: γ2 ' γ1. For
〈V 2〉 = ∞, one finds γ2 ' (2/α) γ1 and non Gaussian large deviations, related to the universal
limiting behaviour of the conductance distribution W (g) ∼ g−1+α/2 for g → 0.
The concept of Lyapunov exponent has occupied a cen-
tral place in the study of random matrix products [1], and
has found many applications for the physics of disordered
systems. Two well-known examples are the random Ising
chain, where the Lyapunov exponent coincides with the
mean free energy per spin, and that of wave equations
with disorder for which it provides a measure of the lo-
calisation of the wave [2, 3]. If one considers the product
ΠN = MN · · ·M2M1 of N independent and identically dis-
tributed (i.i.d.) random matrices, the Lyapunov exponent,
defined as γ˜1 = limN→∞(1/N) 〈ln ||ΠN ||〉, measures the
exponential growth rate of the matrix elements, where ||·||
is a norm for the matrix ensemble. Fluctuations are also of
importance and can be studied with the generalized Lya-
punov exponent (GLE) Λ˜(q) = limN→∞(1/N) ln 〈||ΠN ||q〉,
which corresponds to the cumulant generating function for
ln ||ΠN || (the existence of the limit implies that all cumu-
lants scale as ∼ N). Although the terminology was in-
troduced in [4], the concept appeared earlier in the math-
ematical literature on generalized central limit theorems
for non-commutative objects [1, 5]. Considering the sum
S =
∑N
n=1 xn of i.i.d. commuting random variables, dis-
tributed according to a distribution p(x), it is well-known
that the determination of the distribution of the sum
PN (S) in the N → ∞ limit leads to considering differ-
ent universality classes, depending on the second moment.
When 〈x2n〉 < ∞, the distribution PN (S) is given by the
universal Gaussian law (central limit theorem). When the
distribution presents a power law tail, p(x) ∼ |x|−1−α for
x → ±∞, with 0 < α < 2, the second moment is infinite
〈x2n〉 = ∞ and the problem belongs to a different univer-
sality class, labelled by the exponent α. Then, PN (S) is
given by a Le´vy law of index α, irrespectively of the de-
tails of the distribution p(x). In this letter, it is argued
that similar considerations apply to products of random
matrices, i.e. non commuting objects. I consider products
of i.i.d. 2× 2 random matrices of the form
Mn =
(
cos θn − sin θn
sin θn cos θn
)(
1 un
0 1
)
, (1)
this choice being motivated by the relation with 1D
Schro¨dinger equation, for which (1) are transfer matri-
ces [6]. These physical motivations lead to adopting a
slightly different definition of the GLE, involving a fluctu-
ating number of matrices
Λ(q) = lim
x→∞
1
x
ln
〈||ΠN (x)||q〉 , (2)
where N (x) is a Poisson process with Proba{N (x) =
N} = e−ρx(ρx)N/N !. The GLE (2) is the cumulant gen-
erating function for ln |ψ(x)| ∼ ln ||ΠN (x)||, where ψ(x)
is the wave function. Its determination is an outstanding
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problem in general, even numerically [7] (apart for integer
argument, by making use if the replica trick [7–10]).
Main result.— Setting θn = k`n and un = vn/k, I dis-
cuss here the case where `n’s are exponentially distributed,
while the coefficients vn’s have an arbitrary distribution
p(v). The case with finite second moment
〈
v2n
〉
< ∞
(α = 2) and the case with infinite second moment with
power law tail p(v) ∼ |v|−1−α for 0 < α < 2, are both
analysed. The main result of the paper is the universal
form of the GLE
Λ(q) ' γ1
2αΓ( 1+α2 )
pi3/2Γ(α)Γ(1 + α2 )
× Γ
(
α+ 2 + q
2
)
Γ
(
α− q
2
)
sin
(piq
2
)
, (3)
for q ∈]−2−α, α[, obtained in the limit k →∞. For α = 2,
Eq. (3) gives the quadratic behaviour Λ(q) ' γ1 q (1+q/2).
The fact that the GLE is controlled by a unique scale, the
Lyapunov exponent γ1 = Λ
′(0), is known as the “single
parameter scaling” (SPS) property. The present work thus
extends SPS to a broad class of disordered models.
Models.— I consider here continuous models of localisa-
tion: the Schro¨dinger equation for a random potential:
− ψ′′(x) + V (x)ψ(x) = E ψ(x) . (4)
The choice of continuous models, rather than discrete lat-
tice models, does not affect the results, as I am interested
here in universal properties. Assuming the absence of spa-
tial correlations for the random potential, one can write〈
e−is
∫ x
0
dt V (t)
〉
= e−xL(s) , (5)
where L(s) is the Le´vy exponent [11], which will play a
central role here (see also Appendix 1 of Ref. [12]).
To make connection with the matrices (1), consider
the Frisch-Lloyd model [13] corresponding to a random
potential of the form V (x) =
∑
n vn δ(x − xn), where
`n = xn − xn−1 > 0 has a distribution P (`) = ρ e−ρ`
and the weights an arbitrary distribution p(v) (this cor-
responds to independent random δ-impurities with mean
density ρ). Writing the energy as E = k2, the matri-
ces (1) for θn = k`n and un = vn/k are known to be
transfer matrices for the vector
(
ψ′(x−n ) , ψ(x
−
n )
)
[6, 14],
thus ln |ψ(x)| ∼ ln ||ΠN (x)||. For the Frisch-Lloyd model,
the Le´vy exponent has the form L(s) = ρ [1 − pˆ(s)],
where pˆ(s) =
〈
e−isvn
〉
is the Fourier transform of p(v)
(this expression is more easy to prove by considering the
generating functional [12] 〈exp{ − i ∫ dxh(x)V (x)}〉 =
exp
{−∫ dxL(h(x))}). From now on, I assume that V (x)
has a symmetric distribution around zero (in particular
〈V (x)〉 = ρ 〈vn〉 = 0), leading to a real symmetric Le´vy
exponent, L(−s) = L(s). In the universal regime k →∞,
only the s→ 0 behaviour of the Le´vy exponent is impor-
tant as I will show. One has to distinguish two cases
— The Le´vy exponent has an analytic behaviour for
s→ 0, precisely L(s) ' c s2, where c is some nonuni-
versal constant (disorder strength).
— The Le´vy exponent has a non-analytic behaviour at
the origin, L(s) ' c |s|α for s→ 0, with α ∈]0, 2[.
With α ∈]0, 2], both situations can be treated on the
same footing. The two cases have a clear interpreta-
tion within the Frisch-Lloyd model. In the first case
c = ρ
〈
v2n
〉
/2 < ∞, while in the second, the weight dis-
tribution presents a power law tail p(v) ∼ |v|−1−α leading
to
〈
v2n
〉
=∞ and pˆ(s) ' 1− b |s|α for s→ 0. 1 The strict
equality L(s) = c |s|α describes the case where ∫ x
0
dt V (t)
is a α-stable symmetric Le´vy process [11] (including the
Brownian motion for α = 2, when V (x) is a Gaussian
white noise).
Because the main result (3) fully relies on the s→ 0 be-
haviour of the Le´vy exponent, the only crucial assumption
for the disordered model is the absence of spatial correla-
tions, leading to the form (5).
Formalism.— The starting point of the present analysis
is a result of Ref. [14], where the question of fluctuations of
random matrix products was addressed in greater gener-
ality. The GLE is the largest eigenvalue of a certain linear
operator [5]. The spectral problem (Eq. 6.17 of Ref. [14])
can be formulated as follows: denote by φ(s; Λ) the solu-
tion of the differential equation[
− d
2
ds2
+
q
s
d
ds
+ E − L(s) + Λ
is
]
φ(s; Λ) = 0 , (6)
vanishing for s→ +∞. The solution behaves as [14]
φ(s; Λ) ' 1− iΛ
q
s+ ω(Λ) sq+1 + · · · for s→ 0+ . (7)
The GLE is the solution Λ = Λ(q) of the secular equation
Im[ω(Λ)] = 0.
GLE in the universal regime.— The solution of the
spectral problem is now found in the high energy/weak
disorder limit. For E = k2 → +∞, one expects the GLE
to be of the order of the disorder strength, Λ(q) = O(c).
The idea is to solve the differential equation (6) by a per-
turbation method by considering (L(s) + Λ)/(is) as the
perturbation. One writes φ(s; Λ) = φ0(ks) + φ1(ks; Λ) +
φ2(ks; Λ) + · · · where φn = O(cn). Correspondingly, the
coefficient ω(Λ) can be expanded in powers of c as well
ω(Λ) = ω0 + ω1(Λ) + ω2(Λ) + · · · .
At order c0 the differential equation −φ′′0(y) +
(q/y)φ′0(y) + φ0(y) = 0 has solution φ0(y) = y
ν Kν(y)
with ν = (q + 1)/2, where Kν(z) is the MacDonald func-
tion [15]. The order cn contribution solves[
− d
2
dy2
+
q
y
d
dy
+ 1
]
φn(y; Λ) =
L(y/k) + Λ
i k y
φn−1(y; Λ)
(8)
1. I stress that here, α controls the Le´vy exponent and the case
α = 2 does not describe the Frisch-Lloyd model with a tail p(v) ∼
|v|−3, which corresponds to L(s) ∼ −s2 ln |s| for s→ 0.
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Since φ0 is real, one deduces that φ1 ∈ iR, φ2 ∈ R, etc.
Hence ω0 ∈ R, ω1 ∈ iR, ω2 ∈ R, etc, and the secular
equation takes the form ω1(Λ) + ω3(Λ) + · · · = 0. In the
E → +∞ limit, one can simply truncate the equation as
ω1(Λ) ' 0.
The solution at order c1 is
φ1(y; Λ) =
i
k
yν
{
Kν(y)
∫ y
0
du (L(u/k) + Λ) Iν(u)Kν(u)
+ Iν(y)
∫ ∞
y
du (L(u/k) + Λ) Kν(u)2
}
(9)
which vanishes exponentially at infinity, as ∼ e−y. The
problem is now to identify the term ω1(Λ) y
q+1 for y → 0.
Eq. (9) makes clear that, in the limit k → ∞, the so-
lution is fully controlled by the s → 0 behaviour of the
Le´vy exponent L(s). Thus, all the results derived below
are completely universal, controlled only by the exponent
α ∈]0, 2] of the Le´vy exponent.
It is easy to see that the first term of (9) only pro-
vides contributions O(y) and O(yq+2), to lowest order in
y, hence do not contribute to ω1(Λ). The leading order of
the second term of (9) is easily obtained
yνIν(y)
∫ ∞
y
du
(L(u/k)
Λ
+ 1
)
Kν(u)
2
=
2νΓ(ν)
4ν(2ν − 1) y + Ω(Λ) y
2ν + · · · (10)
where Ω(Λ) = −(i k/Λ)ω1(Λ). It is however much more
tricky to get the next leading order term O(y2ν), i.e.
O(yq+1), and derive the coefficient Ω(Λ). For q < α, the
integral
∫∞
y
duL(u/k)Kν(u)2 has a limit for y → 0. Thus
Ω(Λ) =
1
2νΓ(ν + 1)
[
c
Λ kα
∫ ∞
0
duuαKν(u)
2 (11)
+ lim
y→0
{∫ ∞
y
duKν(u)
2 − 22ν−2Γ(ν)2 y
−2ν+1
2ν − 1
}]
One uses (formula 6.576 of [15])∫ ∞
0
duuαKν(u)
2 (12)
=
2α−2
Γ(1 + α)
Γ
(
1 + α
2
)2
Γ
(
1 + α
2
+ ν
)
Γ
(
1 + α
2
− ν
)
for α > 2|ν| − 1, i.e. −2− α < q < α, and
lim
y→0
{∫ ∞
y
duKν(u)
2 − 22ν−2Γ(ν)2 y
−2ν+1
2ν − 1
}
=
pi2
4 cospiν
(13)
for 0 < ν < 3/2, i.e. −1 < q < 2 [for 0 < ν < 1/2, the
integral converges for y = 0 and the equation is simply
given by setting α = 0 in (12)]. From (11,12,13), one sees
that the secular equation Ω(Λ) ' 0 gives
Λ(q) ' c k
−αΓ( 1+α2 )
pi3/2Γ(1 + α2 )
Γ
(
α+ 2 + q
2
)
Γ
(
α− q
2
)
sin
(piq
2
)
(14)
for q ∈] − 2 − α, α[. One checks the symmetry relation
[7, 14]
Λ(q) = Λ(−2− q) . (15)
The normal case for disorder with finite second mo-
ment corresponds to α = 2: from (14), one gets Λ(q) '[
c/(4k2)
]
q (1 + q/2). Thus the cumulants γn with n > 2
are subleading in the disorder; the same conclusion was
obtained by studying the first cumulants for a specific
continuous model [16] and a lattice model [17, 18] (the
quadratic form corresponds to the Gaussian distribution
derived first in Refs. [19, 20]).
Cumulants and single parameter scaling.— The
GLE is a cumulant generating function. Writing
Λ(q) =
∞∑
n=1
γn
n!
qn , (16)
one identifies γnx as the cumulant of order n of ln |ψ(x)| ∼
ln ||ΠN (x)||. In the past, a lot of effort has been devoted
to derive the first cumulants for various continuous and
discrete models, motivated to prove the “single param-
eter scaling” (SPS) hypothesis within microscopic mod-
els. SPS hypothesis, a corner stone of localisation theory,
states that the scaling properties of disordered systems
are controlled by a unique parameter [21]. This property
is expected to hold for the full distribution of the wave
function [22, 23]. When the second moment of the disor-
dered potential is finite,
〈
V 2
〉
< ∞, the distribution of
ln |ψ(x)| is Gaussian [19,20] and SPS takes the form
γ2 ' γ1 . (17)
Equivalently, for a weakly conducting sample of long
lentgh L, the dimensionless conductance is g ∼ |ψ(L)|−2
from Borland’s conjecture [24], and SPS is Var(ln g) '
−2 〈ln g〉 ' 4γ1L [25]. It was later recognized that the
relation (17) is only valid asymptotically in the weak dis-
order/high energy regime, where universality is expected
[25] (cf. [26] for a more formal discussion). The interest
for SPS in 1D disordered systems was renewed in 2000
with the search of a universal criterion separating SPS
and non-SPS regimes [27]. 2 The authors of this reference
have supported their analysis by an exact calculation of
the variance for the Lloyd model, a tight binding model
with on-site energies distributed according to a Cauchy
law [28]. Besides its theoretical interest, the Lloyd model
was shown to be relevant in various contexts: for the quan-
tum kicked rotor model of dynamical localisation [29] or,
more recently, in disordered ladders where the Cauchy dis-
order arise effectively due to the presence of flat bands [30].
The popularity of the Lloyd model comes from the pos-
sibility to get several analytical results like the Lyapunov
exponent [2, 31, 32], its variance [27] or higher cumulants
2. the criterion proposed in these papers was ruled out by a
counter example in Ref. [14].
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[18]. In particular, for the Lloyd model, the relation be-
tween the two cumulants was shown to present an addi-
tional factor of two, γ2 ' 2 γ1 [27] instead of (17), whose
origin was never explained, to the best of my knowledge.
The framework presented here provides a simple interpre-
tation. The expansion of (3) gives the variance
γ2 ' 2
α
γ1 for α ∈]0, 2] , (18)
which extends (17) corresponding to α = 2. For the
Cauchy case (α = 1), the relation γ2 ' 2γ1 of [18, 27]
has now a clear interpretation in terms of the exponent α.
Moreover, Eq. (14) is of the form Λ(q) ' (α+q) fodd(q),
with fodd(−q) = −fodd(q). This implies
γn ' n
α
γn−1 for n even, (19)
further generalizing (18) (for n > 2, Eq. (19) holds for
α < 2). Thus even cumulants are deduced from odd ones.
Expansion of (3) in powers of q gives the first cumulants
γ1 ' cΓ(α)
(2k)α
, γ3 '
[
3
2
ψ′
(α
2
)
− pi
2
4
]
γ1 , (20)
γ5 '
[
5
8
ψ′′′
(α
2
)
+
15
4
ψ′
(α
2
)2
− 5pi
2
4
ψ′
(α
2
)
+
pi4
16
]
γ1 ,
etc, where ψ(z) is the digamma function. For α = 2, one
recovers the well-known perturbative result γ1 ' c/(4E)
(see [19,33]). For α < 2, the anomalous energy dependence
γ1 ∼ k−α was obtained earlier in Ref. [34]. Rescaling the
GLE (14) by γ1 leads to the universal form (3).
Cauchy disorder.— The case of Cauchy disorder (α =
1) has been much studied [2, 18, 27, 31–33] and deserves a
special discussion. From (14), one gets the rescaled GLE
L(q) = lim
E/c→∞
Λ(q)
γ1
=
2
pi
(q + 1) tan
(piq
2
)
for q ∈]− 3, 1[ .
(21)
One can write L(q) =
∑∞
n=1(κn/n!) q
n, where κn =
limE→+∞ γn/γ1 are the rescaled cumulants, given by
κn = 4pi
n−2 (2n − 1) |Bn| and κn−1 = κn
n
(22)
for n even, where Bn’s are the Bernoulli numbers [15].
In particular κ1 = 1, κ2 = 2, κ3 = pi
2/2 ' 4.93,
κ4 = 2pi
2 ' 19.7, κ5 = pi4 ' 97.4, κ6 = 6pi4, etc. This
perfectly agrees with the estimation given in [18] within
a lattice model (the paper gave κ3 ' 5, 3 κ4 ' 20 and
κ5 ' 100). The greater efficiency of the method presented
here, compared to the approach of Refs. [17,18,27], is due
to the different strategies : in these latter works, the first
coefficients of the expansion (16) were studied, considering
the E → ∞ limit on each cumulant. Here, the strategy
was to consider first the high energy limit of the GLE,
3. the equality “κ3 = 5” in [18] is probably a typo.
which has allowed to obtain systematic expressions of the
cumulants by expanding in powers of q afterwards.
Large deviations and conductance distribution.—
For α < 2, the GLE (14) diverges as Λ(q) ∼ 1/(α− q) for
q → α− (and diverges symmetrically for q → (−α− 2)+).
Correspondingly, the distribution of the modulus of the
wave function |ψ(x)| presents power law large deviation
tails
Px(ψ) ∼
{
ψ1+α for ψ → 0
ψ−1−α for ψ →∞ (23)
while typical fluctuations are described by the log-normal
behaviour
Px(ψ) ∼ 1
ψ
exp
{
− α
4γ1x
(lnψ − γ1x)2
}
. (24)
The tail for ψ → ∞ corresponds to weakly conducting
samples, with dimensionless conductance g ∼ |ψ(L)|−2,
where L is the sample length. Hence, the distribution of
the conductance presents the universal large deviation tail
WL(g) ∼ g−1+α/2 for g → 0 . (25)
In [18], a power law behaviour was identified, although the
exponent was not obtained. The result (25) is in agree-
ment with the numerics of Ref. [35].
Universality.— I have based the discussion on the
Schro¨dinger equation for a potential characterized by a
Le´vy exponent L(s), i.e. with no correlation in space. This
includes the Frisch-Lloyd model. I have stressed above
that the main result (3) only relies on the s→ 0 behaviour
of L(s), and not on the details of the disorder distribution.
Another model much studied is the Kronig-Penney model
with a regular lattice of δ-impurities of random weights.
Writing the potential as V (x) = a1/α
∑
n ηnδ(x − na),
with α = 2 for
〈
η2n
〉
< ∞ and 0 < α < 2 for p(η →
±∞) ∼ |η|−1−α, one obtains easily the generating func-
tional 〈e−i
∫
dxh(x)V (x)〉 ' exp{−c a∑n |h(na)|α}. Con-
sidering a → 0 or equivalently when h(x) is smooth on
the scale a, the sum can be replaced by an integral: this
shows that the large scale properties of the Kronig-Penney
model can also be described with the formalism of the let-
ter for Le´vy exponent L(s→ 0) ' c|s|α.
Finally, I stress that the analytical expressions obtained
here for α = 1 coincides with the estimations of the first
cumulants obtained in Refs. [18, 27] for Lloyd’s lattice
model, which emphasizes further the universal character
of the results presented in the letter.
Conclusion.— In this paper, I have derived the gener-
alized Lyapunov exponent for certain products of random
matrices of SL(2,R) characterizing wave function statis-
tics in the 1D Schro¨dinger equation. A broad variety of
disordered models was considered, which has allowed me
to derive a universal form for the GLE in the high en-
ergy/weak disorder limit, Eq. (3). For disorder with finite
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second moment (α = 2), one has Λ(q) ' γ1 q (1 + q/2)
for q ∈] − 4,+2[, which characterizes Gaussian fluctua-
tions. Out of this interval, the behaviour of the GLE was
however not discussed above. For the model with Gaus-
sian white noise potential, L(s) = c s2, the non universal
behaviour Λ(q) ∼ c1/3 |q|4/3 for q → ±∞ was derived in
[10, 36] (see also [14]). 4 For disorder with power law dis-
tribution (exponent α ∈]0, 2[), the universal expression (3)
was derived for q ∈] − 2 − α, α[, with the GLE diverging
at the boundaries of the interval. Interestingly, this shows
that, for small but finite disorder, universality is stronger
for power law disorder with
〈
V 2
〉
= ∞ than in the more
standard case with
〈
V 2
〉
<∞. In this latter case, the large
deviations are non universal (dominated by higher cumu-
lants γn with n > 2 subleading in the disorder strength),
while in the former all cumulants scale the same way and
the GLE is universal over its whole interval of definition.
An interesting open question is to investigate the uni-
versality of the GLE for models within other symmetry
classes: in the presence of a chiral symmetry, disordered
models are known to present “anomalies” which have been
widely studied. The first cumulants have been determined
for a lattice model in [17] (see also [37] for a study of γ2
within a continuous model), but the GLE is still unknown
in this case. As Ref. [37] makes clear, this problem is also
related to the challenging determination of the GLE for
other types of random matrix products. A starting point
could be to investigate random matrix products in the
continuum limit [14,38].
Finally, a more challenging issue would be extend the
results to the multichannel case, or higher dimensions rel-
evant for the problem of Ref. [36].
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