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Abstract. Thapper and Živný [STOC’13] recently classified the com-
plexity of VCSP for all finite-valued constraint languages. However, the
complexity of VCSPs for constraint languages that are not finite-valued
remains poorly understood. In this paper we study the complexity of
two such VCSPs, namely Min-Cost-Hom and Min-Sol. We obtain a full
classification for the complexity of Min-Sol on domains that contain at
most three elements and for the complexity of conservative Min-Cost-
Hom on arbitrary finite domains. Our results answer a question raised
by Takhanov [STACS’10, COCOON’10].
1 Introduction
The valued constraint satisfaction problem (VCSP) is a very broad framework
in which many combinatorial optimisation problems can be expressed. A valued
constraint language is a fixed set of cost functions from powers of a finite do-
main. An instance of VCSP for some give constraint language is then a weighted
sum of cost functions from the language. The goal is to minimise this sum. On
the two-element domain the complexity of the problem is known for every con-
straint language [4]. Also for every language containing all {0, 1}-valued unary
cost functions the complexity is known [15]. In a recent paper Thapper and
Živný [21] managed to classify the complexity of VCSP for all finite-valued con-
straint languages. However, VCSPs with other types of languages remains poorly
understood.
In this paper we study the complexity of the (extended) minimum cost homo-
morphism problem (Min-Cost-Hom) and the minimum solution problem (Min-
Sol). These problems are both VCSPs with special types of languages in which
all non-unary cost-functions are crisp ({0,∞}-valued). Despite this rather se-
vere restriction the frameworks allow many natural combinatorial optimisation
problems to be expressed. Min-Sol does e.g. generalise a large class of bounded
integer linear programs. It may also be viewed as a generalisation of the prob-
lem Min-Ones [14] to larger domains. The problem Min-Cost-Hom is even more
general and contains Min-Sol as a special case.
⋆ Partially supported by the National Graduate School in Computer Science (CUGS),
Sweden.
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The problem Min-Sol has received a fair bit of attention in the literature and
has e.g. had its complexity fully classified for all graphs of size three [13] and
for all so-called homogeneous languages [9]. For more information about Min-Sol
see [11] and the references therein. The “unextended version” of Min-Cost-Hom
was introduced in [6] motivated by a problem in defence logistics. It was studied
in a series of papers before it was completely solved in [18]. The more general
version of the problem which we are interested in was introduced in [19].1
Methods and Results. We obtain a full classification of the complexity of
Min-Sol on domains that contain at most three elements. The tractable cases are
given by languages that can be solved by a certain linear programming formula-
tion [20] and a new class that is inspired by, and generalises, languages described
in [18,19]. A precise classification is given by Theorem 16. For conservative Min-
Cost-Hom (i.e. Min-Cost-Hom with languages containing all unary crisp cost
functions) an almost complete classification (for arbitrary finite domains) was
obtained by Takhanov [19]. We are able to remove the extra conditions needed
in [19] and provide a full classification for this problem. This answers a question
raised in [18,19]. The main mathematical tools used througout the paper are
from the so-called algebraic approach, see e.g. [2,7], and its extensions to optimi-
sation problems [3,5]. Following [21] we also make use of Motzkin’s Transposition
Theorem from the theory of linear equations.
The rest of the paper is organised as follows. Section 2 contains needed con-
cepts and results from the literature and Sect. 3 holds the description of our
results. Proofs of theorems in Sect. 3 are given in Sects. 4, 5 and 6. One of our
theorems is proved with the help of a fairly lengthy case analysis. The proofs of
this result and two supporting lemmas are collected in three appendices.
2 Preliminaries
For a set Γ of finitary relations on a finite set D (the domain), and a finite set ∆
(referred to as the domain valuations) of functions D → Q≥0 ∪ {∞}, we define
Min-Cost-Hom(Γ,∆) as the following optimisation problem.
Instance: A triple (V,C,w) where
– V is a set of variables,
– C is a set of Γ -allowed constraints, i.e. a set of pairs (s,R) where the
constraint-scope s is a tuple of variables, and the constraint-relation R
is a member of Γ of the same arity as s, and
– w is a weight function V ×∆→ Q≥0.
Solution: A function ϕ : V → D s.t. for every (s,R) ∈ C it holds that ϕ(s) ∈ R,
where ϕ is applied component-wise.
Measure: The measure of a solution ϕ is m(ϕ) =
∑
v∈V
∑
ν∈∆w(v, ν)ν(ϕ(v)).
1 The definition in [19] is slightly more restrictive than the one we use. Also the
notation differs; what we denote Min-Cost-Hom(Γ,∆) is in [19] referred to as
MinHom∆(Γ ).
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The objective is to find a solution ϕ that minimises m(ϕ).
The problem Min-Sol(Γ, ν), which we define only for injective functions ν :
D → Q≥0, is the problem Min-Cost-Hom(Γ, {ν}). The “regular” constraint satis-
faction problem (CSP) can also be defined through Min-Cost-Hom; an instance
of CSP(Γ ) is an instance of Min-Cost-Hom(Γ, ∅), and the objective is to deter-
mine if any solution exists.
We will call the pair (Γ,∆) a language (or a Min-Cost-Hom-language). The
language (Γ, {ν}) is written (Γ, ν). For an instance I we use Opt(I) for the mea-
sure of an optimal solution (defined only if a solution exists), Sol(I) denotes
the set of all solutions and Optsol(I) the set of all optimal solutions. We define
0∞ = ∞ 0 = 0 and for all x ∈ Q≥0 ∪ {∞}, x ≤ ∞ and x +∞ = ∞ + x = ∞.
The i:th projection operation will be denoted pri. We define
(
A
2
)
= {{x, y} ⊆
A : x 6= y}. O(m)D is used for the set of all m-ary operations on D. For binary
operations f , g and h we define f through f(x, y) = f(y, x) and f [g, h] through
f [g, h](x, y) = f(g(x, y), h(x, y)). A k-ary operation f on D is called conservative
if f(x1, . . . , xk) ∈ {x1, . . . , xk} for every x1, . . . , xk ∈ D. A ternary operation m
on D is called arithmetical on B ⊆
(
D
2
)
if for every {a, b} ∈ B the function m
satisfies m(a, b, b) = m(a, b, a) = m(b, b, a) = a.
Polymorphisms. Let (Γ,∆) be a language on the domain D. By Γ c we denote
Γ enriched with all constants, i.e. Γ∪{{c} : c ∈ D}. An operation f : Dm → D is
called a polymorphism of Γ if for every R ∈ Γ and every sequence t1, . . . , tm ∈ R
it holds that f(t1, . . . , tm) ∈ R where f is applied component-wise. The set of
all polymorphisms of Γ is denoted Pol(Γ ). A function ω : O(k)D → Q≥0 is a k-ary
fractional polymorphism [3] of (Γ,∆) if
∑
g∈O
(k)
D
ω(g) = 1 and
∑
g∈O
(k)
D
ω(g)ν(g(x1, . . . , xk)) ≤
1
k
k∑
i=1
ν(xi)
holds for every ν ∈ ∆ and every x1, . . . , xk ∈ D, and ω(g) = 0 if g 6∈ Pol(Γ ). For
a k-ary fractional polymorphism ω we let supp(ω) = {g ∈ O(k)D : ω(g) > 0}. The
set of all fractional polymorphisms of (Γ,∆) is denoted fPol(Γ,∆).
Min-cores. The language (Γ,∆) is called a min-core [12] if there is no non-
surjective unary f ∈ Pol(Γ ) for which ν(f(x)) ≤ ν(x) holds for every x ∈ D and
ν ∈ ∆. The language (Γ ′, ∆′) is a min-core of (Γ,∆) if (Γ ′, ∆′) is a min-core
and (Γ,∆)|f(D) = (Γ ′, ∆′) for some unary f ∈ Pol(Γ ) satisfying ν(f(x)) ≤ ν(x)
for every x ∈ D and ν ∈ ∆. The reason why we care about min-cores is the
following result [12].2
Theorem 1. Let (Γ ′, ∆′) be a min-core of (Γ,∆). If Min-Cost-Hom(Γ ′, ∆′) is
NP-hard (in PO), then Min-Cost-Hom(Γ,∆) is NP-hard (in PO).
Expressive Power and Polynomial-time Reductions. A relation R is said
to be weighted pp-definable in (Γ,∆) if there is an instance I = (V,C,w) of
2 The results in [12] are stated for a slightly more restricted problem than ours. It is
however not hard to see that the results transfer to our setting.
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Min-Cost-Hom(Γ,∆) s.t. R = {(ϕ(v1), . . . , ϕ(vn)) : ϕ ∈ Optsol(I)} for some
v1, . . . , vn ∈ V . We use 〈Γ,∆〉w to denote the set of all relations that is weighted
pp-definable in (Γ,∆). Similarly R is said to be pp-definable in Γ if there is
an instance I = (V,C) of CSP(Γ ) s.t. R = {(ϕ(v1), . . . , ϕ(vn)) : ϕ ∈ Sol(I)}
for some v1, . . . , vn ∈ V . 〈Γ 〉 is used to denote the set of all relations that are
pp-definable in Γ . A cost function ν : D → Q≥0 ∪ {∞} is called expressible in
(Γ,∆) if there is an instance I = (V,C,w) of Min-Cost-Hom(Γ,∆) and v ∈ V
s.t. ν(x) = min{m(ϕ) : ϕ ∈ Sol(I), ϕ(v) = x} if ν(x) < ∞ and min{m(ϕ) : ϕ ∈
Sol(I), ϕ(v) = x} = ∞ or {ϕ ∈ Sol(I) : ϕ(v) = x} = ∅ if ν(x) = ∞. The set of
all cost functions expressible in (Γ,∆) is denoted 〈Γ,∆〉e. What makes all these
closure operators interesting is the following result, see e.g. [3,4,10].
Theorem 2. Let Γ ′ ⊆ 〈Γ,∆〉w and ∆′ ⊆ 〈Γ,∆〉e be finite sets. Then, Min-Cost-
Hom(Γ ′, ∆′) is polynomial-time reducible to Min-Cost-Hom(Γ,∆).
This of course also means that if Γ ′ ⊆ 〈Γ,∆〉w is finite, then Min-Cost-Hom(Γ ′∪
Γ,∆) is polynomial-time reducible to Min-Cost-Hom(Γ,∆).
We will often use bipartite-graph-representations for relations, e.g. ab ❅
b
c =
{(a, b), (a, c), (b, b)}. Finally we recall a classic result, see e.g. [17, p. 94], about
systems of linear equations that will be of great assistance.
Theorem 3 (Motzkin’s Transposition Theorem). For any A ∈ Qm×n,
B ∈ Qp×n, b ∈ Qm and c ∈ Qp, exactly one of the following holds:
– Ax ≤ b, Bx < c for some x ∈ Qn
– AT y +BT z = 0 and (bT y + cT z < 0 or bT y + cT z = 0 and z 6= 0) for some
y ∈ Qm≥0 and z ∈ Q
p
≥0
3 Contributions
We let D denote the finite domain over which the language (Γ,∆) is defined. To
describe our results we need to introduce some definitions.
Definition 4 ((a, b)-dominating). Let a, b ∈ D. A binary fractional polymor-
phism ω of (Γ,∆) is called (a, b)-dominating if
∑
g∈O
(2)
D
ω(g)δa,g(a,b) ≥
1
2
>
∑
g∈O
(2)
D
ω(g)δb,g(a,b).
3
The following is a generalisation of the concept of weak tournament pairs
that was introduced in [19].
Definition 5 (generalised weak tournament pair). Let A ⊆ B ⊆
(
D
2
)
. A
language (Γ,∆) is said to admit a generalised weak tournament pair on (A,B)
if there is a pair of binary functions f1, f2 ∈ Pol(Γ ) s.t. the following holds.
3 Here δ denotes the Kronecker delta function, i.e. δi,j = 1 if i = j, otherwise δi,j = 0.
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– For every {a, b} ∈
(
D
2
)
;
1. if {a, b} 6∈ B then f1|{a,b} and f2|{a,b} are projections, and
2. if {a, b} ∈ B \A then f1|{a,b} and f2|{a,b} are different idempotent, con-
servative and commutative operations.
– For any U ⊆ D s.t. U ∈ 〈Γ 〉 either no {x, y} ∈ A satisfies {x, y} ⊆ U , or
there is {a, b} ∈ A s.t. U \ {b} ∈ 〈Γ 〉 and (Γ,∆) admits an (a, b)-dominating
binary fractional polymorphism.
The following definition is inspired by notation used in [18].
Definition 6. For a, b ∈ D we define
a
↑
b
= {f ∈ O
(2)
D : f(a, b) = f(b, a) = a}
and
a
↓
b
= {f ∈ O
(2)
D : f(a, b) = f(b, a) = b}. For x1, . . . , xm, y1, . . . , ym ∈ D and
♦1, . . . ,♦m ∈ {↑, ↓} we define
x1
♦1
y1
x2
♦2
y2
· · ·
xm
♦m
ym
=
x1
♦1
y1
∩
x2
♦2
y2
∩ · · · ∩
xm
♦m
ym
, e.g.
a
↑
b
c
↓
d
=
a
↑
b
∩
c
↓
d
.
We can now give names to some classes of languages that will be important.
Definition 7. We say that a language (Γ,∆) over D is of type
– GWTP (generalised weak tournament pair) if there is A,B ⊆
(
D
2
)
s.t. (Γ,∆)
admits a generalised weak tournament pair on (A,B) and, Pol(Γ ) contains
an idempotent ternary function m that is arithmetical on
(
D
2
)
\B and satisfies
m(x, y, z) ∈ {x, y, z} for every x, y, z ∈ D s.t. |{x, y, z}| = 3,
– BSM (bisubmodular, see e.g. [4]) if D = {a, b, c}, 2ν(b) ≤ ν(a) + ν(c) for
every ν ∈ ∆, and there are binary idempotent commutative operations ⊓,⊔ ∈
Pol(Γ ) s.t. ⊓ ∈
a
↓
b
c
↓
b
, ⊔ ∈
a
↑
b
c
↑
b
and a ⊔ c = a ⊓ c = b,
– GMC (generalised min-closed, see [9]) if there is f ∈ Pol(Γ ) s.t. for every
ν ∈ ∆ the following is true. For all a, b ∈ D s.t. a 6= b it holds that if
ν(f(a, b)) ≥ max(ν(a), ν(b)), then ν(f(b, a)) < min(ν(a), ν(b)), and for all
a ∈ D it holds that ν(f(a, a)) ≤ ν(a).
Solving instances of Min-Cost-Hom expressed in languages of type GWTP,
BSM and GMC can be done in polynomial time. This is demonstrated by
the following results. We note that the first result describes a new tractable
class while the following two are known cases.4 A proof of Theorem 8 is given in
Sect. 4.
Theorem 8. If there is S ⊆ 2D s.t. CSP(Γ c ∪ S) is in P and (Γ ∪ S,∆) is
of type GWTP, then Min-Cost-Hom(Γ ∪ S,∆) (and therefore also Min-Cost-
Hom(Γ,∆)) is in PO.
Theorem 9 ([20, Corollary 6.1]). If (Γ,∆) is of type BSM, then Min-Cost-
Hom(Γ,∆) is in PO.
Theorem 10 ([9, Theorem 5.10]). If (Γ,∆) is of type GMC, then Min-Cost-
Hom(Γ,∆) is in PO.
4 [9, Theorem 5.10] is stated for a slightly more restricted problem than ours. It is
however not hard to see that the results transfer to our setting.
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Instances expressed using languages of type BSM can, as proved in [20], be
solved through a certain linear programming formulation. We note that this also
holds for languages of type GMC. It is known that any language of type GMC
must admit a min-set-function [16, Theorem 5.18]. From this it follows that also
a symmetric fractional polymorphism of every arity must be admitted, and the
claim follows from [20].
The tractability of languages of type GWTP on the other hand can not
directly be explained by the results in [20]. It can e.g. be checked that the
language ({ba ❅
b
a}, {a 7→ 0, b 7→ 1}) is of type GWTP. This language does not
admit any symmetric fractional polymorphism and is therefore not covered by
the results in [20].
Often (as e.g. demonstrated by Theorem 8) the fact that a language admits
an (a, b)-dominating binary fractional polymorphism can be useful for tractabil-
ity arguments. Also the converse fact, that a language does not admit such a
fractional polymorphism, can have useful consequences. An example of this is
the following proposition, which will be used in the proofs of our main results.
Proposition 11. Let a, b ∈ D, a 6= b. If (Γ,∆) does not admit a binary frac-
tional polymorphism that is (a, b)-dominating, then 〈Γ,∆〉e contains a unary
function ν that satisfies ∞ > ν(a) > ν(b).
The proof is given in Sect. 5.
3.1 Conservative Languages
We call (Γ,∆) conservative if 2D ⊆ Γ , i.e. if the crisp language contains all unary
relations. The complexity of Min-Cost-Hom(Γ,∆) for conservative languages
(Γ,∆) was classified in [19] under the restriction that ∆ contains only finite-
valued functions, and that for each pair a, b ∈ D there exists some ν ∈ ∆ s.t.
either ν(a) < ν(b) or ν(a) > ν(b). It was posted in [18,19] as an open problem
to classify the complexity of the problem also without restrictions on ∆. The
following theorem does just that.
Theorem 12. Let (Γ,∆) be a conservative language on a finite domain. If
CSP(Γ ) is in P and (Γ,∆) is of type GWTP, then Min-Cost-Hom(Γ,∆) is
in PO, otherwise Min-Cost-Hom(Γ,∆) is NP-hard.
We prove the theorem in Sect. 6.
Kolmogorov and Živný [15] completely classified the complexity of conserva-
tive VCSPs. Since every Min-Cost-Hom can be stated as a VCSP, one might
think that the classification provided here is implied by the results in [15]. This
is not the case. A VCSP-language is called conservative if it contains all unary
{0, 1}-valued cost functions. The conservative Min-Cost-Hom-languages on the
other hand correspond to VCSP-languages that contain every unary {0,∞}-
valued cost function. (Note however that far from all VCSP-languages that con-
tain every unary {0,∞}-valued cost function correspond to a Min-Cost-Hom-
language.)
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3.2 Min-Sol on the Three-element Domain
In this section we fully classify the complexity of Min-Sol on the three-element
domain.
Theorem 13. Let (Γ, ν) be a language over a three-element domain D and ν :
D → Q≥0 be injective. If (Γ, ν) is a min-core and there is no S ⊆ 2
D s.t. (Γ∪S, ν)
is of type GWTP, BSM or GMC, then Min-Sol(Γ, ν) is NP-hard.
The following two lemmas provide key assistance in the proof of Theorem 13.
The first of the two is a variation of Lemma 3.5 in [21]. The lemmas are proved
in Sects. B and C.
Lemma 14. If ab ❅
a
b 6∈ 〈Γ,∆〉w, then for every σ ∈ 〈Γ,∆〉e there is ω ∈ fPol(Γ,∆)
with f ∈ supp(ω) s.t. {f(a, b), f(b, a)} 6= {a, b} and σ(f(a, b)) + σ(f(b, a)) ≤
σ(a) + σ(b).
Lemma 15. Let (Γ, ν) be a language over a three-element domain D and ν :
D → Q≥0 be injective. If (Γ, ν) is a min-core and not of type GMC, then
Γ c ⊆ 〈Γ, ν〉w.
The proof of Theorem 13 contains a somewhat lengthy case-analysis and is de-
ferred to Sect. A. The case-analysis splits the proof into cases depending on
what unary relations that are weighted pp-definable in (Γ, ν). In each case it is
essentially shown that, unless a two-element subset {x, y} ⊆ D is definable s.t.
Min-Sol(Γ ∪ 〈Γ, ν〉w ∩O
(2)
D , ν)|{x,y} is NP-hard, in which case also Min-Sol(Γ, ν)
is NP-hard, the language (Γ ∪S, ν) is of type GMC, BSM orGWTP for some
S ⊆ 2D.
If (Γ ∪ S, ν) is a min-core and of type GWTP (and not of type GMC),
then from Lemma 15 it follows that CSP(Γ c∪S) ≤p Min-Sol(Γ c∪S, ν) ≤p Min-
Sol(Γ ∪S, ν). Since Min-Sol(Γ, ν) is a restricted variant of Min-Cost-Hom(Γ,∆),
we therefore, from Theorems 8, 9 10 and 13, obtain the following.
Theorem 16. Let (Γ, ν) be a language over a three-element domain D and ν :
D → Q≥0 be injective. Min-Sol(Γ, ν) is in PO if (Γ, ν) has a min-core (Γ
′, ν′)
that is of type BSM or GMC, or if there is S ⊆ 2D s.t. CSP((Γ ′)c ∪ S) is in
P and (Γ ′ ∪ S, ν′) is of type GWTP. Otherwise Min-Sol(Γ, ν) is NP-hard.
The following provides an example of use of the classification. Jonsson, Nordh
and Thapper [13] classified the complexity of Min-Sol({R}, ν) for all valuations
ν and binary symmetric relations R (i.e. graphs) on the three-element domain.
One relation stood out among the others, namely: H5 = {(a, c), (c, a), (b, b),
(b, c), (c, b), (c, c)}, where ν(a) < ν(b) < ν(c). If ν(a) + ν(c) < 2ν(b) then
pr1(arg min(x,y)∈H5(ν(x)+ν(y))) = {a, c} which means that the relation
c
a ❅
c
a ∈
〈{H5}, ν〉w, and Min-Sol({H5}, ν) is NP-hard by a reduction from the maximum
independent set problem. Otherwise the problem is in PO. This was determined
in [13] by linking the problem with, and generalising algorithms for, the critical
independent set problem [22]. We note that ⊔,⊓ ∈ Pol({H5}), where ⊔,⊓ are
commutative idempotent binary operations s.t. ⊓ ∈
a
↓
b
c
↓
b
, ⊔ ∈
a
↑
b
c
↑
b
and a⊓c = a⊔c =
b. This means that ({H5}, ν) is of type BSM.
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4 Proof of Theorem 8
Let I = (V,C,w) be an instance of Min-Cost-Hom(Γ,∆) with measure m. Since
CSP(Γ c) is in P we can, in polynomial-time, compute the reduced domain Dv =
{ϕ(v) : ϕ ∈ Sol(I)} for every v ∈ V . Note that Dv ∈ 〈Γ 〉.
Let f1, f2 be a generalised weak tournament pair on (A,B). If there for some
v ∈ V is some {x, y} ∈ A s.t. {x, y} ⊆ Dv, then we know that there is {a, b} ∈ A
so that Dv \ {b} ∈ 〈Γ 〉 and (Γ,∆) admits an (a, b)-dominating binary fractional
polymorphism ω. Assume that ϕa and ϕb are s.t. m(ϕa) = min{m(ϕ) : ϕ ∈
Sol(I), ϕ(v) = a} and m(ϕb) = min{m(ϕ) : ϕ ∈ Sol(I), ϕ(v) = b}.
Certainly g(ϕa, ϕb) ∈ Sol(I) for every g ∈ supp(ω). Because ω ∈ fPol(Γ,∆)
it follows that
∑
g∈O
(2)
D
ω(g)m(g(ϕa, ϕb)) =
∑
g∈O
(2)
D
ω(g)
∑
x∈V,ν∈∆
w(x, ν)ν(g(ϕa, ϕb)(x))
=
∑
x∈V,ν∈∆
w(x, ν)
∑
g∈O
(2)
D
ω(g)ν(g(ϕa(x), ϕb(x)))
≤
∑
x∈V,ν∈∆
w(x, ν)
1
2
(ν(ϕa(x)) + ν(ϕb(x))) =
1
2
(m(ϕa) +m(ϕb)).
Since ω is (a, b)-dominating there are functions ̺, σ : O(2)D → Q≥0 s.t. ω =
̺+ σ,
∑
g∈O
(2)
D
̺(g) =
∑
g∈O
(2)
D
σ(g) = 12 , g(a, b) = a for every g ∈ supp(̺), and
f(a, b) 6= b for some f ∈ supp(σ). This implies that
1
2
m(ϕa) +
∑
g∈O
(2)
D
σ(g)m(g(ϕa, ϕb)) ≤
∑
g∈O
(2)
D
ω(g)m(g(ϕa, ϕb)),
so
∑
g∈O
(2)
D
2σ(g)m(g(ϕa, ϕb)) ≤ m(ϕb),
which in turn (since
∑
g∈O
(2)
D
2σ(g) = 1 and f(a, b) 6= b for some f ∈ supp(σ))
implies that there is ϕ∗ ∈ Sol(I) s.t. m(ϕ∗) ≤ m(ϕb) and ϕ∗(v) 6= b. Hence b can
be removed from Dv without increasing the measure of an optimal solution. To
accomplish this the constraint (v,Dv \ {b}) is added.
We repeat this procedure until
(
Dv
2
)
∩ A = ∅ for every v ∈ V . Clearly this
takes at most |D| · |V | iterations.
Let f ′1 = f1[f1, f1] and f
′
2 = f2[f2, f2]. Note that f
′
1|{x,y} and f
′
2|{x,y} are
different conservative, idempotent and commutative operations if {x, y} ∈ B \A
and projections if {x, y} ∈
(
D
2
)
\ B. If f1|{x,y} = pr1 for some {x, y}, then
f ′1|{x,y} = f1|{x,y} = pr1, and if f1|{x,y} = pr2, then f
′
1|{x,y} = f1|{x,y} = pr2 =
pr1. So f
′
1|{x,y} = pr1 for every {x, y} ∈
(
D
2
)
\B. The same arguments apply also
for f ′2.
Clearly f ′1|Dv and f
′
2|Dv are conservative operations for every v ∈ V . Let
g ∈ Pol(Γ ) be a ternary idempotent operation that is arithmetical on
(
D
2
)
\B. De-
fine g′ through g′(x, y, z) = g(f ′1(x, f
′
1(y, z)), f
′
1(y, f
′
1(x, z)), f
′
1(z, f
′
1(x, y))). Since
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f ′1 = pr1 on
(
D
2
)
\ B also g′ is arithmetical on
(
D
2
)
\ B. Since f ′1 is conservative,
commutative and idempotent on B\A we have f ′1(x, f
′
1(x, y)) = f
′
1(x, f
′
1(y, x)) =
f ′1(y, f
′
1(x, x)) ∈ {x, y} for every {x, y} ∈ B \A, so g
′ is conservative on
(
D
2
)
\A.
Note that f ′1, f
′
2, g
′ ∈ Pol(Γ+) where Γ+ = Γ ∪ {S : S ⊆ Dv for some v ∈ V }).
This together with the fact that only a constant number of subsets of D exists
means that the modified instance I is easily turned into an instance of the multi-
sorted version of Min-Cost-Hom(Γ+,∇D), where ∇D is the set of all functions
D → IN, and is solvable in polynomial time [19, Theorem 23].
5 Proof of Proposition 11
For ν ∈ ∆ let Dν = {x ∈ D : ν(x) < ∞}. Let Ω = {f ∈ O
(2)
D ∩ Pol(Γ ) :
ν(f(x, y)) < ∞ for every ν ∈ ∆ and x, y ∈ Dν}, Ω1 = {f ∈ Ω : f(a, b) = a},
Ω2 = {f ∈ Ω : f(a, b) = b} and Ω3 = Ω\(Ω1∪Ω2). The language (Γ,∆) admits a
binary fractional polymorphism that is (a, b)-dominating if the following system
has a solution ug ∈ Q, g ∈ Ω.
∑
g∈Ω
ugν(g(x, y)) ≤
1
2
(ν(x) + ν(y)) for ν ∈ ∆, (x, y) ∈ D2ν , −ug ≤ 0 for g ∈ Ω,
∑
g∈Ω
ug ≤ 1, −
∑
g∈Ω
ug ≤ −1, −
∑
g∈Ω1
ug ≤ −
1
2
, and
∑
g∈Ω2
ug <
1
2
If the system is unsatisfiable, then, by Theorem 3, there are vν,(x,y), og, w1, w2,
w3, z ∈ Q≥0 for ν ∈ ∆, (x, y) ∈ D
2
ν , g ∈ Ω s.t.
∑
ν∈∆,(x,y)∈D2ν
ν(g(x, y))vν,(x,y) − og + w1 − w2 − w3 = 0, g ∈ Ω1,
∑
ν∈∆,(x,y)∈D2ν
ν(g(x, y))vν,(x,y) − og + w1 − w2 + z = 0, g ∈ Ω2,
∑
ν∈∆,(x,y)∈D2ν
ν(g(x, y))vν,(x,y) − og + w1 − w2 = 0, g ∈ Ω3,
and
∑
ν∈∆,(x,y)∈D2ν
1
2
(ν(x) + ν(y))vν,(x,y) + w1 − w2 −
1
2
w3 +
1
2
z = α,
where either α < 0 or α = 0 and z > 0. Hence, for every g ∈ Ω1 and h ∈ Ω2,
∑
ν∈∆,(x,y)∈D2ν
(ν(x) + ν(y))vν,(x,y) + og + oh =
∑
ν∈∆,(x,y)∈D2ν
(ν(g(x, y)) + ν(h(x, y)))v(x,y),ν + α.
Note that since pr1 ∈ Ω1 and pr2 ∈ Ω2 we must have α = 0, opr1 = opr2 = 0,
and z > 0. This means that
min
g∈Ω1
∑
ν∈∆,(x,y)∈D2ν
ν(g(x, y))vν,(x,y) =
∑
ν∈∆,(x,y)∈D2ν
ν(pr1(x, y))vν,(x,y) = −w1 + w2 + w3
> −w1 + w2 − z =
∑
ν∈∆,(x,y)∈D2ν
ν(pr2(x, y))vν,(x,y) = min
g∈Ω2
∑
ν∈∆,(x,y)∈D2ν
ν(g(x, y))vν,(x,y).
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Create an instance I of Min-Cost-Hom(Γ,∆) with variablesD2, and objective
m(ϕ) =
∑
ν∈∆,(x,y)∈D2ν
vν,(x,y)ν(ϕ(x, y)) + ε
∑
ν∈∆,(x,y)∈D2ν
ν(ϕ(x, y)),
where ε > 0 is choosen small enough so that ϕ ∈ arg minϕ′∈Ω1 m(ϕ
′) implies
ϕ ∈ arg minϕ′∈Ω1
∑
ν∈∆,(x,y)∈D2ν
vν,(x,y)ν(ϕ(x, y)). Such a number ε can always
be found. Note that a solution ϕ to I with finite measure is a function D2 → D
s.t. ν(ϕ(x, y)) <∞ for every ν ∈ ∆ and (x, y) ∈ D2ν .
Pick, for every g ∈ O(2)D \Pol(Γ ), a relationRg ∈ Γ s.t. g does not preserveRg.
Add for each pair of tuples t1, t2 ∈ Rg the constraint (((t11, t
2
1), . . . , (t
1
ar(Rg)
, t2ar(Rg))), Rg).
This construction is essentially the second order indicator problem [8]. Now a
solution to I is a binary polymorphism of Γ . Hence, if ϕ is a solution to I with
finite measure, then ϕ ∈ Ω. Clearly pr1 and pr2 satisfies all constraints and are
solutions to I with finite measures. Let ν(x) = ming∈Sol(I):g(a,b)=xm(g). Note
that ν ∈ 〈Γ,∆〉e and ∞ > ν(a) > ν(b). This completes the proof.
6 Proof of Theorem 12
The proof follows the basic structure of the arguments given in [18]. A key
ingredient of our proof will be the use of Theorem 8 and Proposition 11.
Let Γ+ = Γ ∪ (2D ∪ 2D
2
)∩ 〈Γ,∆〉w . Note that if (Γ+, ∆) is of type GWTP,
then so is also (Γ ∪ S,∆), for some S ⊆ 2D. Since Min-Cost-Hom(Γ+, ∆) is
polynomial-time reducible to Min-Cost-Hom(Γ,∆) we therefore assume that
Γ+ ⊆ Γ . We also assume Γ c ⊆ Γ . Obviously CSP(Γ ) is polynomial-time
reducible to Min-Cost-Hom(Γ,∆). In what follows we therefore assume that
CSP(Γ ) is in P.
Let B ⊆
(
D
2
)
be a minimal set s.t. all binary operations in Pol(Γ ) are pro-
jections on
(
D
2
)
\ B and for every {a, b} ∈
(
D
2
)
\ B there is a ternary operation
in Pol(Γ ) that is arithmetical on {{a, b}}. Then, let A be a maximal subset
of B s.t. for every {a, b} ∈ A there is ω ∈ fPol(Γ,∆) s.t. ω is either (a, b)-
dominating or (b, a)-dominating. Let T be the undirected graph (M,P ), where
M = {(a, b) : {a, b} ∈ Γ∩B\A} and P = {((a, b), (c, d)) ∈M2 : Pol(Γ )∩
a
↓
b
c
↓
d
= ∅}.
By Proposition 11 we know that for every (a, b) ∈M , there are ν, τ ∈ 〈Γ,∆〉e
s.t. ν(b) < ν(a) < ∞ and τ(a) < τ(b) < ∞. By the classification of Min-Cost-
Hom on two-element domains, see e.g. [18, Theorem 3.1], and by the fact that
if f,m ∈ Pol(Γ ) are idempotent, m is arithmetical on {{x, y}} and f ∈
x
↑
y
, then
m′(u, v) = m(u, f(u, v), v) satisfies m′ ∈
x
↓
y
, we have the following.
Lemma 17. Either; for every (a, b) ∈ M there are binary operations f, g ∈
Pol(Γ ) s.t. f |{a,b} and g|{a,b} are two different idempotent, conservative and
commutative operations, or Min-Cost-Hom(Γ,∆) is NP-hard.
Lemma 18 ([18, Theorem 5.3]). If T is bipartite, then there are binary op-
erations f, g ∈ Pol(Γ ) s.t. for every (a, b) ∈ M , f |{a,b} and g|{a,b} are different
Three-element Min-Sol and Conservative Min-Cost-Hom 11
idempotent conservative and commutative operations, or Min-Cost-Hom(Γ,∆)
is NP-hard.
Lemma 19 ([18, Theorem 5.4]). Let C ⊆
(
D
2
)
. If C ⊆ Γ and for each {a, b} ∈
C there is a ternary operation m{a,b} ∈ Pol(Γ ) that is arithmetical on {{a, b}},
then there is m ∈ Pol(Γ ) that is arithmetical on C.
So, if T is bipartite and (Γ,∆) is conservative, there is a generalised weak tourna-
ment pair on (A,B) and an arithmetical polymorphism on
(
D
2
)
\B. Here (Γ,∆) is
of type GWTP, and by Theorem 8, we can conclude that Min-Cost-Hom(Γ,∆)
is polynomial-time solvable.
This following lemma finishes the proof of Theorem 12. A corresponding
result, for the case when ∆ is the set of all functions D → IN, is also achieved
in [18]. Our proof strategy is somewhat different from that in [18], though.
Lemma 20. If T is not bipartite, then Min-Cost-Hom(Γ,∆) is NP-hard.
Proof. We will show that if T is not bipartite, then ba ❅
b
a ∈ 〈Γ 〉 for some (a, b) ∈
M . From this it follows, using Lemma 17, that Min-Cost-Hom(Γ,∆) is NP-hard.
We will make use of the following result.
Lemma 21 ([18, Lemma 4.2]). If ((a, b), (c, d)) ∈ P , then either ab ❅
c
d ∈ 〈Γ 〉
or
a
b ❅
c
d ∈ 〈Γ 〉.
Since Γ+ ⊆ Γ , and since there are functions ν, τ ∈ 〈Γ,∆〉e s.t. ν(b) < ν(a) <∞
and τ(d) < τ(c) <∞, we immediately get the following.
Corollary 22. If ((a, b), (c, d)) ∈ P , then ab ❅
c
d ∈ Γ .
Since T is not bipartite it must contain an odd cycle (a0, b0), (a1, b1), . . . ,
(a2k, b2k), (a0, b0). This means, according to Corollary 22, that Γ contains re-
lations ̺0,1, ̺1,2, . . . , ̺2k−1,2k, ̺2k,0 where ̺i,j =
ai
bi ❅
aj
bj
. Since the cycle is odd
this means that ̺0,1 ◦ ̺1,2 ◦ · · · ◦ ̺2k−1,2k ◦ ̺2k,0 =
a0
b0 ❅
a0
b0
∈ 〈Γ 〉. ⊓⊔
7 Concluding Remarks
We have fully classified the complexity of Min-Sol on domains that contain at
most three elements and the complexity of conservative Min-Cost-Hom on arbi-
trary finite domains.
Unlike for CSP there is no widely accepted conjecture for the complexity of
VCSP. This makes the study of small-domain VCSPs an exciting and important
task. We believe that a promising approach for this project is to study Min-Cost-
Hom — it is interesting for its own sake and likely easier to analyse than the
general VCSP.
A natural continuation of the work presented in this paper would be to classify
Min-Cost-Hom on domains of size three. This probably is a result within reach
using known techniques. Another interesting question is what the complexity of
three-element Min-Sol is when the domain valuation is not injective (we note that
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if the valuation is constant the problem collapses to a CSP whose complexity
has been classified by Bulatov [1], but situations where e.g. ν(a) = ν(b) < ν(c)
are not yet understood).
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A Proof of Theorem 13
We will in this section use x ⊲ω y to denote that the binary fractional poly-
morphism ω is (x, y)-dominating. For binary operations f and g the notation
{f 7→ 12 , g 7→
1
2} is used for the fractional polymorphism mapping f and g to
1
2 ,
and all other binary operations to 0. We will need the following lemma.
Lemma 23. Let Γ be a set of finitary relations on D = {a, b, c}. If there exists
a binary operation f ∈ Pol(Γ ) and a ternary operation m ∈ Pol(Γ ) s.t. f and m
are idempotent, f |{a,b} and f |{b,c} are projections, f(a, c) = f(c, a) = b, and m
is arithmetical on
(
D
2
)
\ {{a, c}}, then there is an idempotent ternary operation
m′ ∈ Pol(Γ ) s.t. m′ is arithmetical on
(
D
2
)
.
Proof. Assume wlog that f |{a,b} = f |{b,c} = pr1. If this does not hold, then
f ′ = f [f, f ] is another polymorphism that does satisfy the condition.
Let g(x, y, z) = m(f(m(x, y, z), z), f(m(y, x, z), z), z). It can be checked that
g is arithmetical on
(
D
2
)
\ {{a, c}} and additionally satisfies g(a, a, c) = c and
g(c, c, a) = a. Define h(x, y, z) = g(z, f(y, z), g(x, f(x, y), f(x, z))) andm′(x, y, z) =
g(f(x, y), f(y, x), h(x, y, z)). It is straightforward to verify thatm′ is indeed arith-
metical on
(
D
2
)
. ⊓⊔
Let (Γ, ν) be a min-core language on the domain D = {a, b, c} and ν(a) <
ν(b) < ν(c) < ∞. Let Γ+ = Γ ∪ (2D ∪ 2D
2
) ∩ 〈Γ, ν〉w . Note that if (Γ+, ν)
is of type GWTP (GMC, BSM), then there is S ⊆ 2D s.t. also (Γ ∪ S, ν)
is of type GWTP (GMC, BSM). Since Min-Cost-Hom(Γ+, ν) is polynomial-
time reducible to Min-Cost-Hom(Γ, ν) we therefore assume that Γ+ ⊆ Γ . By
Lemma 15 we can assume that Γ c ⊆ Γ since otherwise Γ is of type GMC.
In the following we will assume that Min-Cost-Hom(Γ, ν) is not NP-hard and
show that this implies that (Γ, ν) is of type GWTP, GMC or BSM.
Let B ⊆
(
D
2
)
be a minimal set s.t. for every {a, b} ∈
(
D
2
)
\B there is a ternary
operation in Pol(Γ ) that is arithmetical on {a, b} and all binary operations in
Pol(Γ ) are projections on {a, b}. Then, let A be a maximal subset of B s.t. for
every {a, b} ∈ A there is ω ∈ fPol(Γ, ν) s.t. ω is either (a, b)-dominating or
(b, a)-dominating. We can assume that there are f1, f2,m ∈ Pol(Γ ) s.t. for every
{x, y} ∈ Γ ∩ B \ A it holds that f1|{x,y} and f2|{x,y} are different idempotent,
commutative and conservative operations, and on
(
D
2
)
\ B, m is arithmetical
while f, g are projections. Otherwise, by Lemmas 17, 18, 19 and 20, Min-Cost-
Hom(Γ, ν) is NP-hard. This means, unless Min-Cost-Hom(Γ, ν) is NP-hard, that
if there is any {x, y} ⊆ D s.t. (Γ, ν) admits a fractional polymorphism that is
(x, y)-dominating and D \ {y} ∈ Γ , or if Γ is conservative, then (Γ, ν) is of type
GWTP. In the following we therefore assume that this is not the case.
We split the rest of the proof in seven cases depending on which unary rela-
tions Γ contains.
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A.1 {a, b} 6∈ Γ , {a, c} ∈ Γ , {b, c} ∈ Γ
By Lemma 14, there is ω ∈ fPol(Γ, ν) s.t. some f ∈ supp(ω) satisfies f ∈
b
↓
a
. This
means, unless a ⊲ω b, that every g ∈ supp(ω) is conservative and that there is
f ′ ∈ supp(ω) ∩
b
↑
a
.
1. If ca ❅
c
a 6∈ Γ and
c
b ❅
c
b 6∈ Γ , then by Lemma 14 we may assume that there
is g, h ∈ supp(ω) s.t. g ∈
c
↓
a
and h ∈
c
↓
b
. If there is any i ∈ supp(ω) s.t.
i ∈
b
↓
a
and i 6∈
c
↑
a
, then i′ = g[i, i] ∈
b
↓
a
c
↓
a
. In this case ψ = {i′ 7→ 14 , i
′ 7→ 14 , h 7→
1
4 , h 7→
1
4} ∈ fPol(Γ, ν), so unless a ⊲ψ b we have h ∈
b
↑
a
. Note that h, i′ ∈
Pol(Γ ∪ {{a, b}}) and unless a ⊲ψ c or b ⊲ψ c it must hold that i′, h are
complementary and (Γ ∪ {{a, b}}, ν) is of type GWTP.
Otherwise it follows by symmetry that supp(ω) ∩
b
↓
a
⊆
c
↑
a
c
↑
b
, supp(ω) ∩
c
↓
a
⊆
b
↑
a
c
↑
b
and supp(ω) ∩
c
↓
b
⊆
b
↑
a
c
↑
a
, this contradicts that ω ∈ fPol(Γ, ν).
2. If ca ❅
c
a ∈ Γ and
c
b ❅
c
b 6∈ Γ , then by Lemma 14 we can assume g ∈
c
↓
b
for some
g ∈ supp(ω). Here ψ = {g 7→ 14 , g 7→
1
4 , f 7→
1
4 , f 7→
1
4} ∈ fPol(Γ, ν). Unless
a ⊲ψ b we have g ∈
b
↑
a
. Note that f, g ∈ Pol(Γ ∪ {{a, b}}) and unless b ⊲ψ c it
must hold that g, f are complementary, so (Γ ∪{{a, b}, ν) is of type GWTP.
3. If ca ❅
c
a 6∈ Γ and
c
b ❅
c
b ∈ Γ , then by symmetry to the case above, (Γ, ν) is of
type GWTP.
4. If ca ❅
c
a ∈ Γ and
c
b ❅
c
b ∈ Γ , then by f, f
′, (Γ, ν) is of type GWTP.
A.2 {a, b} ∈ Γ , {a, c} ∈ Γ , {b, c} 6∈ Γ
By Lemma 14 there is ω ∈ fPol(Γ, ν) s.t. (f, f)(b, c) 6∈ cb ❅
c
b for some f ∈ supp(ω).
1. If ba ❅
b
a 6∈ Γ and
c
a ❅
c
a 6∈ Γ , then, by Lemma 14, we may assume g ∈
b
↓
a
, h ∈
c
↓
afor some g, h ∈ supp(ω).
(a) If there is i ∈ Pol(Γ ) s.t. i ∈
b
↓
a
c
↓
a
, then ψ = {i 7→ 12 , i 7→
1
2} ∈ fPol(Γ, ν)
and a ⊲ψ b, or i ∈
c
↑
b
. Note that f ′ = i[f, f ] is commutative and satisfies
f ′(b, c) ∈ {a, b}. So ψ = {f ′ 7→ 12 , i 7→
1
2} ∈ fPol(Γ, ν) and f
′, i must be
complementary unless a ⊲ψ b, a ⊲ψ c or c ⊲ψ b. This means that (Γ, ν) is
of type GWTP.
(b) Otherwise Pol(Γ ) ∩
b
↓
a
⊆
c
↑
a
and Pol(Γ ) ∩
c
↓
a
⊆
b
↑
a
.
– If there is r ∈ Pol(Γ ) s.t. (r, r)(b, c) 6∈ cb ❅
c
b and r is a projection on
both {a, b} and {a, c}, then
• if (r, r)(b, c) ∈ ca ❅
c
a we have ψ = {r 7→
1
2 , r 7→
1
2} ∈ fPol(Γ, ν)
and c ⊲ψ b,
• if (r, r)(b, c) = ba ❅
b
a, then ψ = {g[r, r] 7→
1
2 , h[r, r] 7→
1
2} ∈
fPol(Γ, ν) and b ⊲ψ c,
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• otherwise (r, r)(b, c) = (a, a). Let g′ = g[r, r], h′ = h[r, r] and
f ′ = g′[pr1, h
′]. Is is easy to check that ψ = {f ′ 7→ 12 , f
′ 7→ 12} ∈
fPol(Γ, ν) and c ⊲ψ b.
– If there is r ∈ Pol(Γ ) s.t. (r, r)(b, c) 6∈ cb ❅
c
b and r ∈
b
↓
a
c
↑
a
:
• If (r, r)(b, c) ∈ ca ❅
c
a, consider the following.
∗ If (h, h)(b, c) ∈ ca ❅
c
a, let r
′ = h[r, r] and h′ = g[h, h]. Now
ψ = {r′ 7→ 12 , h
′ 7→ 12} ∈ fPol(Γ, ν) and c ⊲ψ b.
∗ If (h, h)(b, c) ∈ ba ❅
b
a, let r
′ = h[r, r] and h′ = h[h, h]. Now
ψ = {r′ 7→ 12 , h
′ 7→ 12} ∈ fPol(Γ, ν) and b ⊲ψ c.
∗ If (h, h)(b, c) = (a, a), let h′ = h[pr1, h]. Here h
′ ∈
b
↑
a
c
↓
a
and
(h′, h′)(b, c) ∈ ba ❅
b
a, so the previous case applies.
∗ If (h, h)(b, c) ∈ cb ❅
c
b, let h
′ = r[h, h]. Here h′ ∈
b
↑
a
c
↓
a
and also
(h′, h′)(b, c) ∈ ca ❅
c
a, so other cases can be used.
• If (r, r)(b, c) ∈ ba ❅
b
a, let r
′ = h[r, r]. Here either r′, h′ = r′[h, h]
are complementary and (Γ, ν) is of type GWTP, or ψ = {r′ 7→
1
2 , h
′ 7→ 12} ∈ fPol(Γ, ν) and b ⊲ψ c.
– If there is r ∈ Pol(Γ ) s.t. (r, r)(b, c) 6∈ cb ❅
c
b and r ∈
b
↑
a
c
↓
a
, then by
arguments symmetric to the ones above, (Γ, ν) is of type GWTP.
– Otherwise, every r ∈ Pol(Γ ) s.t. (r, r)(b, c) 6∈ cb ❅
c
b satisfies r ∈
b
↑
a
c
↑
a
.
This contradicts that ω ∈ fPol(Γ, ν).
2. If ba ❅
b
a 6∈ Γ and
c
a ❅
c
a ∈ Γ , then, by Lemma 14, we may assume h ∈
b
↓
a
for
some h ∈ supp(ω).
If there is f ′ ∈ supp(ω) s.t. (f ′, f ′)(a, b) ∈ ba ❅
b
a and (f
′, f ′)(b, c) 6∈ cb ❅
c
b,
then ψ = {h[f ′, f ′] 7→ 12 , h[f
′, f ′] 7→ 12} ∈ fPol(Γ, ν) and a ⊲ψ b. And, if there
is i ∈ supp(ω) s.t. i ∈
b
↓
a
and i 6∈
c
↑
b
, then ψ = {i 7→ 12 , i 7→
1
2} ∈ fPol(Γ, ν) and
a ⊲ψ b. Since we can assume that no operation in supp(ω) is a projection on
both {a, b} and {b, c}, this means that if j ∈ supp(ω) and j 6∈
b
↑
a
, then j ∈
c
↑
b
.
So, unless ω is s.t. a ⊲ω b or c ⊲ω b, it must hold that f, h are complementary,
and (Γ, ν) is of type GWTP.
3. If ba ❅
b
a ∈ Γ and
c
a ❅
c
a 6∈ Γ , then, arguments symmetric to those in the case
above establishes that (Γ, ν) is of type GWTP.
4. If ba ❅
b
a ∈ Γ and
c
a ❅
c
a ∈ Γ , the following holds. If (f, f)(b, c) 6= (a, a), then
ψ = {f 7→ 12 , f 7→
1
2} ∈ fPol(Γ, ν) and either b ⊲ψ c or c ⊲ψ b. Otherwise
(f, f)(b, c) = (a, a) and, by Lemma 23, (Γ, ν) is of type GWTP.
A.3 {a, b} ∈ Γ , {a, c} 6∈ Γ , {b, c} ∈ Γ
By Lemma 14 there is ω ∈ fPol(Γ, ν) and f ∈ supp(ω) s.t. (f, f)(a, c) ∈ ba ❅
b
a
and ν(f(a, c)) + ν(f(c, a)) ≤ ν(a) + ν(c).
1. If ba ❅
b
a 6∈ Γ and
c
b ❅
c
b 6∈ Γ , then, by Lemma 14, we may assume that there
is g, h ∈ supp(ω) s.t. g ∈
b
↓
a
and h ∈
c
↓
b
. Since {a, c} 6∈ 〈Γ 〉 there is f ∈ Pol(Γ )
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s.t. f(c, a) = b. We can assume f(a, c) ∈ {a, b} since otherwise f ′ = h[f, f ]
satisfies the property.
If there is i ∈ Pol(Γ, ν) ∩
b
↓
a
c
↓
b
, then h′ = i[i[pr1, f ], i[pr1, f ]] ∈
b
↓
a
c
↓
a
c
↓
b
. Here
ψ = {h′ 7→ 12 , h
′ 7→ 12} ∈ fPol(Γ, ν) and a ⊲ψ c.
Otherwise Pol(Γ ) ∩
c
↓
b
⊆
b
↑
a
and Pol(Γ ) ∩
b
↓
a
⊆
c
↑
b
. In the following we assume
f(a, c) = f(c, a) = b since if this does not hold, then g[f, f ] satisfies the
property.
– If thers is f ∈ supp(ω) that is a projection on {a, b}, {b, c} and satisfies
(f, f)(a, c) ∈ ba ❅
b
a, then
• if (f, f)(a, c) ∈ ba ❅
b
a, then ψ = {f 7→
1
2 , f 7→
1
2} ∈ fPol(Γ, ν) and
a ⊲ψ c,
• otherwise (f, f)(a, c) = (b, b). Note that we might assume 2ν(b) ≤
ν(a) + ν(c), since otherwise we can modify ω by setting ω(f) = 0
and rescaling the function so that
∑
f∈O
(2)
D
ω(f) = 1. This gives
another fractional polymorphism that satisfies our conditions. Since
h′ = h[f, f ] ∈
a
↓
b
c
↓
b
, g′ = g[f, f ] ∈
a
↑
b
c
↑
b
and h′(a, c) = h′(c, a) = g′(a, c) =
g′(c, a) = b, this means that (Γ, ν) is of type BSM.
– Otherwise we can assume that supp(ω) = Ω1∪Ω2, where Ω1 = supp(ω)∩
b
↓
a
c
↑
b
and Ω2 = supp(ω) ∩
b
↑
a
c
↓
b
.
• If there is f ∈ supp(ω) s.t. (f, f)(a, c) ∈ ba ❅
b
a, then f
′ = g[f, f ] ∈
c
↓
a
and f ∈
b
↓
a
c
↑
b
or f ∈
b
↑
a
c
↓
b
. Assume wlog the latter holds, then f ′, g′ =
f ′[g, g] are complementary and (Γ, ν) is of type GWTP, or ψ =
{f ′ 7→ 12 , g
′ 7→ 12} ∈ fPol(Γ, ν) and a ⊲ψ c.
• Otherwise every f ∈ supp(ω) s.t. (f, f)(a, c) ∈ ba ❅
b
a is commutative
and satisfies f(a, c) = b. If there is any f ∈ supp(ω) s.t. (f, f)(a, c) ∈
c
b ❅
c
b, then ω can be modified by changing f to h[f, f ]. We therefore
assume that every f ∈ supp(ω) that is not a projection on {a, c} is
commutative on {a, c} and satisfies f(a, c) ∈ {b, c}.
∗ If ν(a) + ν(c) < 2 ν(b), then since not all operations in supp(ω)
are projection on {a, c} it is impossible that ω ∈ fPol(Γ, ν).
∗ If ν(a)+ ν(c) ≥ 2 ν(b), then since ω ∈ fPol(Γ, ν) and ν(a) < ν(b)
there must be f1 ∈ Ω1, f2 ∈ Ω2 s.t. f1(a, c) = f2(a, c) = b. So
(Γ, ν) is in this case of type BSM.
2. If ba ❅
b
a 6∈ Γ and
c
b ❅
c
b ∈ Γ , then, by Lemma 14, we may assume g ∈
b
↓
a
for
some g ∈ supp(ω). Assume wlog that g|{b,c} = pr1.
– If (f, f)(a, c) ∈ ba ❅
b
a, set f
′ = g[f, f ]. Note that ψ = {f ′ 7→ 14 , f
′ 7→
1
4 , g 7→
1
4 , g 7→
1
4} ∈ fPol(Γ, ν). Unless a ⊲ψ c it holds that g ∈
c
↑
a
. This
means that f ′, g ∈ Pol(Γ ∪ {{a, c}}), so either a ⊲ψ b or f ′, g are comple-
mentary and (Γ ∪ {{a, c}}, ν) is of type GWTP.
– Otherwise f(a, c) = f(c, a) = b, and g′ = g[g[f, pr1], g[f, pr1]] ∈
c
↓
a
b
↓
a
, so
ψ = {g′ 7→ 12 , g
′ 7→ 12} ∈ fPol(Γ, ν) and a ⊲ψ c.
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3. If ba ❅
b
a ∈ Γ and
c
b ❅
c
b 6∈ Γ , then, by Lemma 14, we may assume h ∈
c
↓
b
for
some h ∈ supp(ω). Assume wlog that h|{a,b} = pr1.
Since {a, c} 6∈ 〈Γ 〉 there is a binary operation f ∈ Pol(Γ ) s.t. f(a, c) = b. Let
f ′ = h[f, f ] and note that (f ′, f ′)(a, c) ∈ ba ❅
b
a.
– If (h, h)(a, c) ∈ ca ❅
c
a ∪
b
a ❅
b
a, then ψ = {h 7→
1
2 , h 7→
1
2} ∈ fPol(Γ, ν) and
b ⊲ψ c.
– If (h, h)(a, c) = (b, b), then let h′ = h[pr1, h] and note that ψ = {h
′ 7→
1
2 , h
′ 7→ 12} ∈ fPol(Γ, ν) and b ⊲ψ c.
– If (h, h)(a, c) ∈ cb ❅
c
b, then h
′ = h[h, h] ∈
c
↓
b
, h′|{a,b} = pr1 and (h, h)(a, c) =
(b, b), so the previous case is applicable.
– If (h, h)(a, c) = (c, c), then h′ = h[f ′, h] ∈
c
↓
b
, (h′, h′)(a, c) ∈ cb ❅
c
b and h
′
is a projection. So one of the previous cases apply.
4. If ba ❅
b
a ∈ Γ and
c
b ❅
c
b ∈ Γ , then,
– if (f, f)(a, c) ∈ ba ❅
b
a, then ψ = {f 7→
1
2 , f 7→
1
2} ∈ fPol(Γ, ν) and a ⊲ψ c,
– otherwise (f, f)(a, c) = (b, b) and, by Lemma 23, (Γ, ν) is of typeGWTP.
A.4 {a, b} ∈ Γ , {a, c} 6∈ Γ , {b, c} 6∈ Γ
By Lemma 14 there is ω ∈ fPol(Γ, ν) and f ∈ supp(ω) s.t. (f, f)(a, c) ∈ ba ❅
b
a.
By Lemma 25, ba ❅
b
a ∈ Γ , or (Γ, ν) is of type GMC. Since {b, c} 6∈ 〈Γ 〉 we have
g ∈ Pol(Γ ) s.t. (g, g)(b, c) ∈
 ❅✁
✁❆
❆a
b
c
a
b
c
. Let g′ = f [g, g], now (g′, g′)(b, c) ∈ ba ❅
b
a.
– If (f, f)(c, b) ∈ cb ❅
c
b, then
• if (f, f)(a, c) ∈ ba ❅
b
a, then ψ = {f 7→
1
2 , f 7→
1
2} ∈ fPol(Γ, ν) and a ⊲ψ c,
• otherwise (f, f)(a, c) = (b, b). Let f ′ = f [f, f ] and note that f ′|{a,b} =
pr1, f
′|{b,c} = pr1 and f
′(a, c) = f ′(c, a) = b. With g′′ = g′[g′, g′] and
f ′′ = g′′[pr1, f
′] it holds that ψ = {f ′′ 7→ 12 , f
′′ 7→ 12} ∈ fPol(Γ, ν) and
a ⊲ψ c.
– If (f, f)(c, b) ∈ ba ❅
b
a, then
• if (f, f)(a, c) ∈ ba ❅
b
a, then ψ = {f 7→
1
2 , f 7→
1
2} ∈ fPol(Γ, ν) and a ⊲ψ c,
• otherwise (f, f)(a, c) = (b, b). Let f ′ = f [f, f ] and note that f ′|{a,b} =
pr1, f
′(b, c), f ′(c, b) ∈ {a, b} and f ′(a, c) = f ′(c, a) = b. With f ′′ =
f ′[pr1, f
′] it holds that ψ = {f ′′ 7→ 12 , f
′′ 7→ 12} ∈ fPol(Γ, ν) and a ⊲ψ c.
– If (f, f)(c, b) ∈ ca ❅
c
a, then f
′ = f [f, f ] satisfies f ′|{a,b} = pr1, (f, f)(a, c) ∈
b
a ❅
b
a and (f, f)(b, c) ∈
b
a ❅
b
a, so the previous case applies.
– Otherwise f ∈
c
↑
b
.
• If (f, f)(a, c) ∈ ba ❅
b
a, then assume wlog f(c, a) = b. Let f
′ = g′[pr1, f ].
Now f ′|{a,b} is a projection, (f ′, f ′)(a, c) ∈
b
a ❅
b
a and f
′ 6∈
c
↑
b
, so we may
use one of the previous cases.
• Otherwise f ∈
c
↓
a
. Since {a, c} 6∈ Γ , there is i ∈ Pol(Γ ) s.t. i(c, a) = b.
Note that f ′ = i(pr1, f) satisfies (f
′, f ′)(a, c) = (a, b). This takes us to
the previous case.
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A.5 {a, b} 6∈ Γ , {a, c} ∈ Γ , {b, c} 6∈ Γ
By Lemma 14 there is ω ∈ fPol(Γ, ν) and g ∈ supp(ω) s.t. g ∈
b
↓
a
. By Lemma 25,
c
a ❅
c
a ∈ Γ , or (Γ, ν) is of type GMC. Unless a ⊲ω b every i ∈ supp(ω) is conser-
vative on {a, b}. Since {b, c} 6∈ Γ we also have h ∈ Pol(Γ ) s.t. h(b, c) = a.
Let R be the relation generated by Pol(Γ ) from cb ❅
c
b. Since h(b, c) = a, R
can not equal cb ❅
c
b or
c
b ❅
c
b. Neither does R equal ❅ ✁
✁❆
❆a
b
c
a
b
c
or ❅ 
✁
✁❆
❆a
b
c
a
b
c
. To see this note
that; in the fist case, since {c} ∈ Γ , it follows that {a, b} ∈ 〈Γ 〉, a contradiction,
and, in the second case there can not be a ternary operation m ∈ Pol(Γ ) that
is arithmetic on {a, c}, this contradicts that {a, c} is a cross-pair. Hence, there
must be f ∈ Pol(Γ ) s.t. (f, f)(b, c) ∈ ba ❅
b
a.
If g 6∈
c
↑
b
, then ψ = {g 7→ 12 , g 7→
1
2} ∈ fPol(Γ, ν) and a ⊲ψ b. We therefore
assume Pol(Γ ) ∩
b
↓
a
⊆
c
↑
b
. This means that ψ = {g 7→ 14 , g 7→
1
4 , f 7→
1
4 , f 7→
1
4} ∈
fPol(Γ, ν). So either f, g are complementary and (Γ, ν) is of type GWTP, or
a ⊲ψ b or c ⊲ψ b.
A.6 {a, b} 6∈ Γ , {a, c} 6∈ Γ , {b, c} ∈ Γ
By Lemma 14 there is ω ∈ fPol(Γ, ν) and f ′, g ∈ supp(ω) s.t. (f ′, f ′)(a, c) ∈ ba ❅
b
a
and g ∈
b
↓
a
. By Lemma 25, cb ❅
c
b ∈ Γ , or (Γ, ν) is of type GMC. Assume wlog
that g|{b,c} = pr2. Let f be any operation in Pol(Γ )∩
c
↓
a
. Such an operation must
exist. Note that h = g[f ′, f ′] satisfies h(a, c) = h(c, a) ∈ {a, b}. If h 6∈
c
↓
a
, then
g[g[pr1, h], g[pr1, h]] ∈
c
↓
a
.
– If (f, f)(a, b) ∈ ba ❅
b
a, then ψ = {f 7→
1
4 , f 7→
1
4 , g 7→
1
4 , g 7→
1
4} ∈ fPol(Γ ∪
{{a, b}}, ν). Unless a ⊲ψ c we have g ∈
c
↑
a
, this means that f, g ∈ Pol(Γ ∪
{{a, b}, {a, c}}), so either f, g are complementary and (Γ ∪{{a, b}, {a, c}}, ν)
is of type GWTP, or a ⊲ψ b.
– If (f, f)(a, b) ∈ ca ❅
c
a, then f
′ = f [f, f ] ∈
c
↓
a
b
↓
a
, so the previous case applies.
– If (f, f)(a, b) ∈ cb ❅
c
b, then assume wlog that f(a, b) = c. It is easily checked
that g[f [pr1, f ], f [pr1, f ]] ∈
b
↓
a
c
↓
a
, so the first case applies.
– If (f, f)(a, b) = (c, c), then assume wlog f |{b,c} = pr1. Once more we have
g[f [pr1, f ], f [pr1, f ]] ∈
b
↓
a
c
↓
a
, so again the first case applies.
A.7 {a, b} 6∈ Γ , {a, c} 6∈ Γ , {b, c} 6∈ Γ
By Lemma 25, R = ❆
❆✁
✁
a
b
c
a
b
c
∈ Γ , or (Γ, ν) is of type GMC. In what follows we
assume that (Γ, ν) is not of type GMC. A consequence of this is that, for every
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binary function f ∈ Pol(Γ ), it holds that f(a, c) = f(c, a) = b or f |{a,c} = pr1
or f |{a,c} = pr2.
By Lemma 14 there is ω ∈ fPol(Γ, ν) and g, h, i ∈ supp(ω) s.t. (g, g)(a, c) ∈
b
a ❅
b
a, h ∈
b
↓
a
and (i, i)(b, c) ∈ ba ❅
b
a ∪
c
a ❅
c
a. Since R ∈ Γ this means that g(a, c) =
g(c, a) = b, 2ν(b) ≤ ν(a) + ν(c) and h ∈
c
↑
b
. Hence, h′ = g[h, h] ∈
a
↑
b
c
↑
b
and
h′(a, c) = h′(c, a) = b.
– If (i, i)(b, c) ∈ ca ❅
c
a, then i
′ = h′[i, i] ∈
c
↓
b
and i′(a, c) = i′(c, a) = b.
– If (i, i)(b, c) ∈ ba ❅
b
a, then i
′′ = h′[i, i] satisfies i′′(b, c) = i′′(c, b) = a and
i′′(a, c) = i′′(c, a) = b. Since {a, c} 6∈ Γ there is some binary p ∈ Pol(Γ ) s.t.
p(a, c) = b. This means that i′ = p[i′′, h′] ∈
c
↓
b
and i′(a, c) = i′(c, a) = b.
– Otherwise i ∈
c
↓
b
. Here i′ = g[i, i] satisfies i′ ∈
c
↓
b
and i′(a, c) = i′(c, a) = b.
Since i′ must preserve R it also holds that i′ ∈
b
↑
a
. By i′, h′ we see that (Γ, ν) is
of type BSM.
B Proof of Lemma 14
We need the following variant of Motzkin’s Transposition Theorem that is easy
to derive from Theorem 3.
Theorem 24. For any A ∈ Qm×n and B ∈ Qp×n, exactly one of the following
holds:
– Ax ≤ 0, Bx < 0 for some x ∈ Qn≥0
– AT y +BT z ≥ 0 and z 6= 0 for some y ∈ Qm≥0 and z ∈ Q
p
≥0
Let σ : D → Q≥0∪{∞} be a function in 〈Γ,∆〉e and for ν ∈ ∆ let Dν = {x ∈
D : ν(x) < ∞}. Let Ω1 = {f ∈ O
(2)
D ∩ Pol(Γ ) : ν(f(x, y)) < ∞ for every ν ∈
∆ and x, y ∈ Dν} and Ω2 = {f ∈ Ω1 : {f(a, b), f(b, a)} 6= {a, b} and σ(f(a, b))+
σ(f(b, a)) ≤ σ(a) + σ(b)}. Assume there are pν,(x,y) ∈ Q≥0 for ν ∈ ∆ and
(x, y) ∈ D2ν s.t.
∑
ν∈∆,(x,y)∈D2ν
pν,(x,y)ν(g(x, y)) ≥
∑
ν∈∆,(x,y)∈D2ν
pν,(x,y)ν(pri(x, y)), g ∈ Ω1, i ∈ [2], (1)
∑
ν∈∆,(x,y)∈D2ν
pν,(x,y)ν(g(x, y)) >
∑
ν∈∆,(x,y)∈D2ν
pν,(x,y)ν(pri(x, y)), g ∈ Ω2, i ∈ [2]. (2)
We will show that in this case we have ab ❅
a
b ∈ 〈Γ,∆〉w . Create an instance I of
Min-Cost-Hom(Γ,∆) with variables D2, and objective
m(ϕ) =
∑
ν∈∆,(x,y)∈D2ν
pν,(x,y)ν(ϕ(x, y)) + ε
∑
ν∈∆,(x,y)∈D2ν
ν(ϕ(x, y)),
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where ε > 0 is choosen small enough so that ϕ ∈ arg minϕ′∈Ω1 m(ϕ
′) implies
ϕ ∈ arg minϕ′∈Ω1
∑
ν∈∆,(x,y)∈D2ν
pν,(x,y)ν(ϕ(x, y)). Such a number ε can always
be found. Note that a solution ϕ to I with finite measure is a function D2 → D
s.t. ν(ϕ(x, y)) <∞ for every ν ∈ ∆ and (x, y) ∈ D2ν .
Pick, for every g ∈ O(2)D \Pol(Γ ), a relationRg ∈ Γ s.t. g does not preserveRg.
Add for each pair of tuples t1, t2 ∈ Rg the constraint (((t11, t
2
1), . . . , (t
1
arRg
, t2arRg )), Rg).
Now a solution to I is a binary polymorphism of Γ . Hence, if ϕ is a solu-
tion to I with finite measure, then ϕ ∈ Ω1. Clearly pr1 and pr2 satisfies all
constraints and are solutions to I with finite measure. By (1) the projections
are also optimal solutions. By (2) any function in Ω2 has a larger measure
than pr1 or pr2. Hence, if P = {(ϕ(a, b), ϕ(b, a)) : ϕ ∈ Optsol(I)} we have
arg min(x,y)∈P (σ(x) + σ(y)) =
a
b ❅
a
b , and therefore
a
b ❅
a
b ∈ 〈Γ,∆〉w .
This of course means that the system (1)+(2) can not be satisfied. We can
write (1)+(2) as
∑
ν∈∆,(x,y)∈D2ν
pν,(x,y)(ν(pri(x, y))− ν(g(x, y))) ≤ 0, g ∈ Ω1, i ∈ [2],
∑
ν∈∆,(x,y)∈D2ν
pν,(x,y)(ν(pri(x, y))− ν(g(x, y))) < 0, g ∈ Ω2, i ∈ [2].
If this system lacks a solution pν,(x,y) ∈ Q≥0 for ν ∈ ∆, (x, y) ∈ D
2
ν , then by
Theorem 24, there are zi,j,g ∈ Q≥0 for i, j ∈ [2], g ∈ Ω1 s.t.
∑
i∈[2],j∈[2],g∈Ωj
(ν(pri(x, y))− ν(g(x, y)))zi,j,g ≥ 0, ν ∈ ∆, (x, y) ∈ D
2
ν ,
where zi,2,g > 0 for some i ∈ [2], g ∈ Ω2. So
∑
i∈[2],j∈[2],g∈Ωj
(ν(x) + ν(y)− ν(g(x, y)) − ν(g(y, x)))zi,j,g ≥ 0, ν ∈ ∆, (x, y) ∈ D
2
ν ,
and with zj,g = z1,j,g + z2,j,g we have
∑
j∈[2],g∈Ωj
(ν(x) + ν(y)− ν(g(x, y))− ν(g(y, x)))zj,g ≥ 0, ν ∈ ∆, (x, y) ∈ D
2
ν ,
Let z′j,g = zj,g + zj,g and note that
∑
j∈[2],g∈Ωj
(ν(x) + ν(y)− ν(g(x, y))− ν(g(y, x)))z′j,g ≥ 0, ν ∈ ∆, (x, y) ∈ D
2
ν ,
and therefore, since z′j,g = z
′
j,g for j ∈ [2],
∑
j∈[2],g∈Ωj
(ν(x) + ν(y)− 2ν(g(x, y)))z′j,g ≥ 0, ν ∈ ∆, (x, y) ∈ D
2
ν ,
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Note that by construction z′2,g > 0 for some g ∈ Ω2. We can rewrite this system
into
∑
g∈O
(2)
D
ω(g)ν(g(x, y)) ≤
1
2
(ν(x) + ν(y)), ν ∈ ∆, (x, y) ∈ D2ν ,
by defining ω : O(2)D → Q≥0 as
ω(g) =
χΩ1(g)2z
′
1,g + χΩ2(g)2z
′
2,g∑
g∈O
(2)
D
(χΩ1(g)2z
′
1,g + χΩ2(g)2z
′
2,g)
.5
Clearly ω ∈ fPol(Γ,∆) and ω(g) > 0 for some g ∈ Ω2.
C Proof of Lemma 15
Let D = {a, b, c} and ν : D → Q≥0 be s.t. ν(a) < ν(b) < ν(c). We assume that
(Γ, ν) is a min-core. Let:
γ1 = ❆
❆✁
✁
a
b
c
a
b
c
, γ2 =
❅ a
b
c
a
b
c
, γ3 =  ❅
a
b
c
a
b
c
, γ4 = ❆
❆
 
a
b
c
a
b
c
, γ5 =
❅✁
✁
a
b
c
a
b
c
, γ6 = ❆
❆a
b
c
a
b
c
, γ7 = ❆
❆✁
✁
a
b
c
a
b
c
.
Lemma 25. If (Γ, ν) is not of type GMC, then γi ∈ 〈Γ, ν〉w, for some i ∈ [7].
Proof. We will make use of the following fact [9, Lemma 5.6]: If (Γ, ν) is of type
GMC, then for every R ∈ Γ we have (minν pr1(R), . . . ,minν prar(R)(R)) ∈ R.
We say that a relation R is generalised min-closed if this property is satisfied.
If Γ is not of type GMC, then there is R ∈ Γ that is not generalised
min-closed. Consider first the case when ar(R) = 2. Let w1 be the ν-minimal
element in pr1(R), and w2 be the ν-minimal element in pr2(R). Let q1 be the
ν-minimal element in {x : (x,w2) ∈ R}, and q2 be the ν-minimal element in
{y : (w1, y) ∈ R}. Set α =
ν(q2)−ν(w2)
ν(q1)−ν(w1)
. Now either arg min(x,y)∈R αν(x) + ν(y)
or its inverse is one of γ1, . . . , γ7. This establishes the claim for ar(R) = 2. Assume
it holds also for every relation R with ar(R) < m. Let Ri = {(x1, . . . , xm) ∈ R :
xi is ν-minimal in pri(R)}. If Ri is not generalised min-closed for some i ∈ [m],
then pr[m]−i(R) is not generalised min-closed, so the result follows from the
inductive hypothesis. Otherwise (q, w2, . . . , wm), (w1, r, w3, . . . , wm) ∈ R where
wi is the ν-minimal element in pri(R) and q, r are not ν-minimal elements in
pr1(R) respective pr2(R). This means that P = {(x, y) : (x, y, z3, . . . , zm) ∈
R and zi is ν-minimal in pri(R)} is not generalised min-closed, so again, the
result follows from the inductive hypothesis. ⊓⊔
By Lemma 25 we know that γk ∈ 〈Γ, ν〉w , for some k ∈ [7]. This immediately
yields two constants: pr1(arg min(x,y)∈γk ν(x)) and pr1(arg min(x,y)∈γk ν(y)).
We may wlog assume that one of these constants is a since we always have
arg minx∈D ν(x) = {a} ∈ 〈Γ, ν〉w. Assume that the second constant is c (the
5 Here χΩ : O
(2)
D → {0, 1} is the indicator function for the set Ω.
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arguments for the other case is analogous). Let f = {a 7→ a, b 7→ a, c 7→ c}. Since
Γ is a min-core, we have f 6∈ Pol(Γ ). We must therefore have a wittiness P ∈ Γ
s.t. t ∈ P but f(t) 6∈ P . Let P ′ = {x : (z1, . . . , zar(P )) ∈ P} where zi = c if ti = c,
zi = a if ti = a and zi = x otherwise. Clearly {b} = arg minx∈P ′ ν(x).
