In the present study we propose a new estimator for population mean Y of the study variable y in the case of stratified random sampling using the information based on auxiliary variable x. An expression for the mean squared error (MSE) of the proposed estimator is derived up to the first order of approximation. The theoretical conditions have also been verified by a numerical example. An empirical study demonstrates the efficiency of the suggested estimator over sample mean estimator, usual separate ratio, separate product estimator and other proposed estimators.
Introduction
The problem of estimating the population mean in the presence of an auxiliary variable has been widely discussed in the finite population sampling literature. Many ratio, product and regression methods of estimation are good examples in this context. Diana (1993) suggested a class of estimators of the population mean using one auxiliary variable in the stratified random sampling and examined the MSE of the estimators up to the k th order of approximation. Kadilar and Cingi (2003) , Singh et al. (2007) , Singh and Vishwakarma (2008) as well as Koyuncu and Kadilar (2009) proposed estimators in stratified random sampling. Bahl and Tuteja (1991) and Singh et al. (2007) suggested some exponential ratio type estimators. 
Established estimators
When the population mean h X of the stratum h of the auxiliary variable x is known then the usual separate ratio and product estimators for the population mean Y are respectively given as
Following Bahl and Tuteja (1991) , we propose the following ratio and product exponential estimators
The MSEs of these estimators are respectively given by
The usual regression estimator of the population mean Y is
The MSE of the regression estimator is given by
The variance of the usual sample mean estimator h y is given as Yadav et al. (2011) proposed an exponential ratio-type estimator for estimating Y as
The MSE of the estimator t R is given by
At the optimum value of h a the MSE of the estimator t R is equal to the MSE of the regression estimator t lr given in equation (2.9).
The proposed estimator
Motivated by Singh and Solanki (2012) , we propose an estimator of population mean Y of the study variable y as
To obtain the bias and MSE of t P , we write 
Partially differentiating expression (3.6) with respect to , λ and λ Substituting these values of λ 1 and λ 2 in expression (3.7), we get the minimum value of the MSE(t P ).
Numerical study
For numerical study we use the data set used earlier by Kadilar and Cingi (2003) . In this data set, Y is the apple production amount and X is the number of apple trees in 854 villages of Turkey in 1999. The population information about this data set is given in Table 4 .1. The indices 1,2,…,6 indicate the strata. 
Conclusion
In this paper we have proposed a new estimator of the population mean of the study variable using auxiliary variables. Expressions for bias and MSE of the estimator are derived up to first order of approximation. The proposed estimator is compared with the usual mean estimator and other considered estimators. A numerical study is carried out to support the theoretical results. From Table 4 
