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ABSTRACT 
Multi-plane stereoscopic PIV measurements were performed in an open-channel fhune fitted with cubes to investigate very low submergence ratios, 
h/ k = {1.5, 2, 3}, where h is the water depth and k the roughness height. The spatial standard deviation of the mean flow components reveals that 
the extent of the roughness sublayer increases drastically with the decrease in h/k to span the entire water column for the lowest h/k investigated. 
Despite this, the logarithmic law is still observed on the double-averaged velocity profiles for ail hlk, first with a fixed von Karman constant " and, 
second, via the indicator function where K is a free parameter. Also, the longitudinal and vertical normal stresses indicate a universal boundary layer 
behaviour independent of h/k. The results suggest that the logarithmic and wake-defect laws can still be applied at such low h/k. However, the lateral 
normal stress depends on h/k in the range investigated as well as on the geometry of the roughness pattern. 
Keywords: Double-averaging; logarithmic law; rough-wall boundacy-layers; roughness sublayer; stereoscopic PIV; turbulent open-
channel flows; relative submergence 
1 Introduction 
To model resistance effects due to the bed roughness in rivers 
and stream flows, flow resistance coefficients (Chezy, Manning-
Strickler, Darcy-Weisbach) are usually used. These coefficients 
can be linked to boundacy-layer theory characterized by a uni-
versai logarithmic function. In addition to high Reynolds num-
bers, an intrinsic condition in this theory is that the roughness 
elements' protrusion is small with respect to the boundary-layer 
depth. However, during floods with flows over the flood plains 
covered with vegetation and other structures, these roughness 
elements can become a macro roughness relative to the flow 
depth taken to be the boundacy-layer depth. A similar situ-
ation might arise during low-water periods in lowland river 
beds or in mountainous rivers with larger gravel and rocks. 
Such low submergence situations put into question the appli-
cability of boundary-layer theory to model and determine the 
resistance coefficients. Katul, Wiberg, Albertson, and Hom-
berger (2002) suggest that flow resistance formulations based 
on the logarithmic law may fait for relative submergence 
ratios h/k below 10 (where h is the water depth and k is 
the roughness element height). lndeed, Bathurst (1985) found 
that Darcy-Weisbach friction-factor estimations in gravel-bed 
mountainous ri vers for submergence ratios below 10 gener-
ally increase relative to the logarithmic-law formulations of 
Hey (1979). Similarly, the systematic evaluation by Ricken-
mann and Recking (2011) of various resistance formulations 
including common logarithmic ones with numerous field data 
concluded that the formulations should be used "with cau-
tion" for h/D84 < 10 (and the Manning-Strickler equation may 
be "unsuitable"). Laboratory open-channel studies to examine 
low-submergence effects for h/ k < 10 with local measurements 
are scant and do not agree on the existence, applicability and 
evaluation method of the logarithmic law and its parameters 
(e.g. Cooper, Aberle, Koll, & Tait, 2013; Franca, Ferreira, & 
Lemmin, 2008; Kironoto & Graf, 1994; Koll, 2006; Pokra-
jac, Campbell, Nikora, Manes, & McEwan, 2007). In the case 
of very low submergence, say h/ k < 3, local studies are even 
rarer. One example is the study of Bayazit (1976) who con-
cludes that the logarithmic law fitted over the entire water depth 
exists, but that the von Karman constant decreases for h/ k < 3. 
The underlying question to what extent the outer-law includ-
ing the logarithmic layer and their parameters remain valid is 
still open. Part of the ambiguity appears to be due to a Jack 
of detailed mean and turbulent local flow measurements and 
different methods of evaluation. 
Since the seminal works of Nikuradse (1 933) (translated 
into English in Nikuradse, 1950) on circular pipes and Keule-
gan (1938) on open channels, it is well known that increasing 
the bed roughness shifts and decreases the mean logarithmic 
velocity profile. The shift is generally taken into account by 
introducing into the logarithmic law either a roughness function 
tl u+, a roughness length zo or an equivalent-sand-roughness 
scale ks. Ail representations yield a modified logarithmic law 
compared to the smooth turbulent flow case with interchange-
able roughness parameters and associated roughness Reynolds 
numbers: flU+, z;; = z0 u./v or k; = ksu. /v . However, with 
increasing roughness heights, the logarithmic law is not found to 
fit the data well and a shift in the origin of the vertical coordinate 
is introduced via a displacement height d ( e.g. Jackson, 1981 ). 
Yet, perhaps because it is physically small, this crucial parame-
ter is often determined in an ad hoc fashion, if at ail. A consistent 
method to evaluate it was proposed by Nikora, Koll, McLean, 
Dittrich, and Aberle (2002). The logarithmic law with ks and d 
writes: 
(1) 
where K is the von Karman constant and Br is a constant for 
fully rough flows (k; > 70). Using the average diameters of 
glued sand grains for ks, Nikuradse (1933) found Br to be 
equal to 8.48, a value still widely used ( e.g. Jiménez, 2004) 
to determine k, for non-sand surfaces. In open-channels on 
glued-sand and grave! beds with h/ ks = IO and using ks = 
Dso, Kironoto and Graf (1994) show that Br = 8.47 ± 0.9, 
in accordance with Nikuradse's definition of ks. Importantly, 
ks is not a geometric but rather a hydraulic parameter ( e.g. 
Jiménez, 2004). For gravel-bed rivers, Keulegan's (1938) form 
of the logarithmic law without the displacement height has 
been widely used to mode! the flow resistance coefficient (usu-
ally Darcy-Weisbach) based on the cross-sectionally averaged 
velocity by integrating it vertically across the water-depth. Bet-
ter fits of the field measurements are obtained by setting ks to 
a multiple of D84, with suggested values in the range 2.2 to 
3.5 (Ferguson, 2007). This factor effectively lowers the offset 
coefficient. 
The outer layer, which includes most of the logarithmic layer, 
is not affected by the wall roughness according to Townsend's 
wall-similarity hypothesis (Townsend, 1980). The reviews of 
Raupach, Antonia, and Rajagopalan (1991) and Jiménez (2004) 
for canonical rough-wall boundary layers !end support to this 
hypothesis. However, wall similarity implies in addition to suffi-
ciently high Reynolds numbers a clear scale separation between 
the roughness length-scale and the boundary-layer thickness 
(Jiménez, 2004). It is the scale-separation assumption which 
can be expected to break down in open-channel flows when 
the relative submergence ratio h/k decreases. Assuming that 
the full extent of the roughness sublayer (based on older esti-
mates) directly affects the logarithmic layer and that at least 
half of the logarithmic layer should remain to maintain wall-
similarity, Jiménez (2004) concludes that &/ k should be greater 
than at least 40, where 8 is the boundary-layer depth. For 
&/ k < 40, roughness-layer effects are estimated to significantly 
affect the outer layer so that outer-layer similarity is expected to 
break down. For fully-rough flows, this implies &+ > 4000 for 
similarity to hold. 
However, recent experimental studies on rough-wall bound-
ary layers report that wall-similarity is still found for 
&/ k ratios below the threshold of Jiménez (2004). Flack 
and Schultz (2014) conducted experiments in a re-circulating 
water tunnel over sandpaper and mesh with scale ratios 16 < 
&/ k < 106 and observed similarity both in the mean velocity 
profile and the Reynolds stresses for ail ratios investigated. This 
is consistent with Flack, Schultz, and Connelly (2007) who have 
shown similarity ofboth first and second-order turbulence statis-
tics for & / k > I 9. Comparing a set of developing rough-walled 
atmospheric-type zero-pressure-gradient boundary layers, Cas-
tro (2007) observed mean flow similarity even at the smallest 
measured fetch where &/ k is as low as 5. The similarity at this 
low ratio is judged to be borderline and the author speculates 
that for even lower ratios the buffer-layer approach is prob-
ably more appropriate. Amir and Castro (2011) investigated 
three roughness types, again for developing atmospheric-type 
zero-pressure-gradient boundary layers with a span of 2.5 < 
&/ k < 25 and compared to smooth wall data. They conclude 
that smooth and rough wall-bounded turbulent flows are com-
pletely indistinguishable for &/ k > 6. For lower ratios, the 
Reynolds-stress profiles differ from their smooth-wall counter-
parts and the mean flow is judged to be noticeably affected by 
&/ k = 3. Re-analysing these data and others with the diagnos-
tic plot of Alfredsson, Segalini, and Ôrlü (2011) and Castro, 
Segalini, and Alfredsson (2013) show that the turbulent inten-
sity in the outer layer plotted versus the relative mean flow 
collapses for fully-rough zero-pressure-gradient (ZPG) bound-
ary layers (but not with the smooth-walled or transitional 
cases). Rather then use &/ k as the scale-separation param-
eter with a geometrical scale, the authors propose to use 
&/zo with the roughness length, citing a critical value &/zo 
of about 300, equivalent to &/ ks ~ 9. However, the available 
data in the diagnostic plot suggests collapse for even lower 
&/zo values, in agreement with the Amir and Castro (2011) 
interpretation. 
The existence of the logarithmic law and the universal-
ity of its constants is a matter of debate for canonical wall 
flows even at high submergence (high &/ k) for smooth walls. 
Nagib and Chauhan (2008), examining DNS and experimen-
tal data of pipe, channel and ZPG boundary-layer flows, show 
that the von Karman constant for the Superpipe (pipe facil-
ity for very high Reynolds numbers) at 0.41 is higher than 
for the channel and ZPG boundary-layer value around 0.38 (at 
high enough Reynolds numbers). However, Marosie, Monty, 
Hultmark, and Smits (2013), also examining high Reynolds 
number experimental data for boundary layers, pipe flow 
and atmospheric surface layers (transitionally rough) conclude 
that within experimental uncertainty, a von Karman constant 
of 0.39 describes all the tested data. In addition to possi-
bly too low Reynolds numbers, part of the disagreement is 
due to the uncertainty in the determination of the friction 
velocity, the definition of the upper and lower bounds, and 
the wall-positioning sensitivity of the velocity measurements 
(Segalini, ôrlü, & Alfredsson, 2013 ; Vinuesa, Schlatter, & 
Nagib, 2014). 
In rough-bed open-channel flows, Bayazit (1 976) found a 
logarithmic law over hemispheres with a von Karman constant 
K = 0.41 for h/ k > 3 but with decreasing values for h/ k < 3. 
This is in agreement with Kironoto and Graf (1994) who con-
firmed a logarithmic law with K = 0.41 for 6 < Rh/ks < 20 (Rh 
is the hydraulic radius). Other studies, however, found lower 
values of K even for the intermediate range 3 < h/ k < 10, 
such as Koll (2006) for 3 ~ h/ k ~ 12, Franca et al. (2008) for 
h/ Dso = 5.25 and 5.96 and Mohajeri, Grizzi, Righetti , Romano, 
and Nikora (2015) for 7.5 < h/ k < 10.8. For lower submer-
gence ratios, Manes, Pokrajac, and McEwan (2007) found K 
values around 0.3 for h/ k = 2.3 and 4 and consider this as evi-
dence that the logarithmic law is not applicable (Nikora, Goring, 
McEwan, & Griffiths, 2001), while for h/ k = 6.5, they find sup-
port for the logarithmic law with K = 0.4. Pokrajac et al. (2007), 
examining open-channel flow over 2D bars, argue that if the 
roughness sublayer extends up to the 0.15h-0.2h, the velocity 
profile may still be logarithmic but its parameters "may not have 
the same physical meaning as the parameters of universal log 
law". For h/ k = 15.8, they conclude the logarithmic law exists 
even though they find K = 0.55, higher than 0.4. Thus, although 
far from a general agreement, there is an explicit or implicit sug-
gestion that if K differs too much from its uni versai value for low 
submergence, the logarithmic law may not be applicable. Yet, 
even for canonical high-submergence wall flows, the debate on 
whether K is universal or depends on the flow is still open. 
One issue in the necessary scale separation for similarity to 
hold is the actual height of the roughness sublayer which is 
thought to directly affect the logarithmic layer. As shown by 
Florens, Eiff, and Moulin (2013) for open-channel flow over 
a bed of cubes in a square arrangement, the determination of 
the roughness sublayer height needs extensive measurements 
and careful analysis to remove biases due to spatial and tem-
poral convergence errors. As a consequence, the height of 
the roughness sublayer appears to have generally been over-
estimated, which leads to more conservative estimations for 
the necessary scale separation. The roughness sublayer heights 
found by Florens et al. (2013) are in the range l.lk-l.2k with a 
5% threshold level, well below the usual heights cited in the lit-
erature: 2-5k Raupach et al. (1 991 ); 2-5k Jiménez (2004); ~5ks 
Flack, Schultz, and Shapiro (2005); or 2-5k Nikora et al. (2001 ). 
Nikora et al. (2001), examining open-channel flows, use the esti-
mation ofRaupach et al. (1991) to define and delineate different 
flow types, in particular a flow type II with 1 > h/ k > (2 - 5) 
for which no logarithmic law is presumed to exist (Nikora, Koll, 
McEwan, McLean, & Dittrich, 2004). However, in the flow over 
the same bed as in Florens et al. (2013) as well as over a stag-
gered cube arrangement, Eiff, Florens, and Moulin (2014) found 
logarithmic laws for hlk down to the lowest investigated ratio of 
3 - with K = 0.41. Moreover, the logarithmic law, based on the 
double-averaged longitudinal velocity, was found to penetrate 
the roughness sublayer, in agreement with the view of Cas-
tro (2007). In this view, the roughness sublayer acts more like 
the rough-wall equivalent of the inner layer (Florens et al. , 2013) 
rather than a buffer layer as suggested by Jiménez (2004). 
This suggests that the logarithmic layer could be observed 
for even lower submergence values and still be appropriate 
to model the roughness parameters and flow resistance. How-
ever, consistent measurements including a roughness sublayer 
characterization as well as first and second-order turbulence 
statistics at submergence values hlk lower than 3 have not been 
exarnined yet, likely because measurements in the thin layer 
of water above the roughness elements are challenging by any 
method. 
Here we propose a systematic investigation of very low 
relative submergence with h/ k = { 1.5, 2, 3} for open-channel 
flow over a bed of cubes in a square arrangement. The three 
velocity components were measured in three planes across 
one roughness pattern with a stereoscopic PIV technique. By 
using a channel made of glass in combination with transparent 
cubes through which the laser sheet can penetrate from below, 
spatially-averaged quantities of first- , second- and third-order 
turbulence statistics were obtained without the need to perturb 
the free surface (for example by the use of a glass plate). Not 
to perturb the free surface is particularly crucial here due to 
the very shallow flows investigated. The experimental set-up 
for the flow generation and the optical measurements are pre-
sented in Section 2. The main features of the three-dimensional 
mean flow are discussed in Section 3. The roughness sub-
layer structure is presented and discussed in Section 4. In 
Section 5, the logarithmic and outer laws and its parameters will 
be sought by different methods, including the Clauser method 
with a fixed K = 0.41 and a free-K method based on the indi-
cator function (Mohajeri et al. , 2015 ; Segalini et al. , 2013; 
Spalart, 1988). The existence and universality ofthese laws will 
also be discussed in Section 5 using evaluations of the mixing 
length and turbulence statistics. Final conclusions are drawn in 
Section 6. 
2 Experimental set-up
2.1 Flow generation
Experiments were carried out in a 26 m long, 1.10m wide
and 0.50m deep open-channel ﬂume, with a slope of 0.3% and
a 13.20m long working section made out of glass (Fig. 1).
The ﬂume is located within the Environmental Fluid Mechan-
ics facility of the Institut de Mécanique des Fluides de Toulouse
(IMFT). The water discharge ranges from 1 L s−1 up to 150
L s−1, measured by electromagnetic ﬂow metres with an accu-
racy of ±0.2%. The ﬂume works in a closed loop: the water
is pumped from the downstream water tank and transported
through pipes upstream into a 5m long tranquillizing entry
section. To establish a uniform ﬂow and to reduce both surface
waves and the background turbulence intensity, the ﬂow in the
entry section passes through a honeycomb and a series of perfo-
rated plates before converging at the main channel entrance.
The channel’s glass bottom was ﬁtted with a rough bed com-
posed of cubes between x =2.60m and x =24m, where x is
the longitudinal coordinate, the origin being deﬁned at the end
of the entry section (Fig. 1). The measurement area is located
at xM = 19.20m. The set-up limits the growth of the incoming
smooth boundary layer to a thickness lower than the roughness
height k to avoid an internal boundary-layer growth. The subse-
quent length of the ﬂow over the roughness elements with ﬂow
depths of less than 6 cm assures that the ﬂow is fully developed
well before the measurement area (Florens, 2010). Also, the
backwater curve generated by the downstream boundary con-
dition is suﬃciently weak to consider the ﬂow uniform in the
measurement area. Flow-depth measurements along the ﬂume
conﬁrm that the degree of non-uniformity deﬁned as the ratio of
water depth h(x) to the normal water depth hn is below 1% in
the measurement zone (Rouzes, 2015).
In the downstream direction, the right half of the channel
was ﬁtted with 2 cm cubes arranged in a square conﬁguration
with a frontal density (frontal area, Af , to planar area, Ap )
lf = 0.20, whereas the other half was arranged using the same
roughness elements, but in a staggered conﬁguration leading to
a frontal density lf = 0.40. These rough beds are respectively
noted S1 and S2 (Fig. 2a) and correspond to the beds used
separately across the channel width in Eiﬀ et al. (2014). The
hybrid set-up was designed to also study the horizontal mixing
layer and secondary currents generated around a bed roughness
discontinuity of two homogeneous rough beds. With eﬀective
channel-halfwidth to water-depth aspect ratios as low as 14 (and
up to 55), the ﬂow in the centre of each roughness area is con-
sidered to be two-dimensional (see Nezu & Rodi, 1985) across
a minimum of about 9 (and a maximum of 50) eﬀective water
depths taken here as the depth above the roughness elements.
All measurements and analyses presented herein pertain to the
centre of roughness area S1 (square, lf = 0.20 ). In accordance,
the coordinate system is deﬁned with respect to this roughness
area, i.e. the origin of the coordinate system taken at the end
of the entry section is at the bottom and centre of roughness
area S1 (Figs 2a and 2b). The x, y and z-axes and associated
velocity components u, v and w are deﬁned respectively as the
streamwise, lateral and vertical directions.
In all, three relative submergence ratios h/k equal to 1.5, 2
and 3 were studied (regimes E06, E04 and E03, respectively),
whose control parameters and ﬂow characteristics are given in
Table 1.
2.2 Stereoscopic PIV measurements
Florens et al. (2013), using 2D PIV in longitudinal-vertical
planes, analysed the sensitivity of both the temporal and
spatial convergence on the statistics resulting from the
Figure 1 Sketch of the open-channel facility (not to scale). The rough bed is located between x = 2.60m and x = 24m, with the measurements
performed at xM = 19.20m
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Figure 2 (a) Top view of the stereoscopic PIV set-up (not to scale). All measurements were performed in the centre of rough bed S1 (2 cm cubes in
a squared conﬁguration with frontal density lf = 0.2). (b) Position of the three measurement planes (A), (B) and (C) over the roughness pattern. By
symmetry considerations, two virtual planes (B′) and (B′′ ) are deﬁned over the roughness pattern and used for a ﬁve-plane double-averaging process
Table 1 All ﬂow regimes investigated and their associated experimental parametersa
Regime h (m) h/k Q (m3 s−1) Ud (m s−1) Fr u∗ (m s−1) k+s
E06 0.061 3 0.0159 0.352 0.55 0.0361 426
E04 0.041 2 0.0053 0.229 0.50 0.0247 146
E03 0.031 1.5 0.0022 0.181 0.55 0.0180 90
ah is the water depth, h/k the relative submergence ratio, Q the water discharge, Ud the bulk velocity over the whole width of the channel deﬁned
with an eﬀective water depth h− k, Fr = Ud/(
√
g(h − k)) the Froude number based upon the water ﬂow above the roughness elements, u∗ the
friction velocity at z = k inferred from the total shear stress proﬁles, and k+s = ks u∗/ν the roughness Reynolds number, where ks is computed from
the constant-κ method.
double-averaging methodology. They showed that even a rel-
atively high number of temporally averaged vertical proﬁles
across the roughness pattern (4 or 25), typically obtained via
point measurements, was not suﬃcient to converge spatially,
but that ﬁve PIV planes with 400 proﬁles converged within 1%.
This of course still holds for stereoscopic PIV measurements
which yield the out-of-plane velocity component in addition to
the two components in the laser-sheet plane. The laser-sheet
plane arrangement proposed by Florens et al. (2013) over the
same rough bed as here oﬀers the possibility to achieve spatially
converged estimates by using only three equispaced laser-plane
measurements over the periodic roughness pattern, y/k = 0:
plane (A), y/k = 0.625: plane (B) and y/k = 1.125: plane (C)
(Fig. 2b). As in Florens et al. (2013), the remaining two planes
can be obtained by considering the lateral periodicity of the
mean ﬂow, in particular the mean ﬂow in plane (B) whose mir-
ror images are located at y/k = −0.625 and y/k = 1.687 (with a
laser sheet thickness of 2.5mm), respectively denoted plane (B′)
and plane (B
′′
) and marked by dotted green lines in Fig. 2b). The
two “virtual” planes are obtained directly from the velocity mea-
surements in plane (B), except the lateral velocity component v
which is multiplied by −1 due to the mirror symmetry.
The laser sheet is generated by a double-cavity pulsed 200mJ
Nd:Yag Laser (Quantel CFR200) emitting at 532 nm. The laser
sheet enters the water column from below, as shown in Fig. 3. To
generate the 2.5mm thick and 15 cm wide collimated laser sheet
in the measurement area, the laser beam ﬁrst passes through a
laser-sheet generator which creates the 2D laser sheet by ﬁrst
reducing the thickness of the laser beam with a convergent lens,
and then expanding it into a laser sheet via a cylindrical diver-
gent lens. The laser sheet then passes through a convergent lens
located at the focal point, resulting in a collimated laser sheet,
and is then reﬂected vertically by a 45◦ inclined mirror below the
ﬂume. In planes (A) and (B), the laser sheet passes through the
glass bottom of the channel, whereas in plane (C), it also passes
through the cubes made of transparent Plexiglas. For the latter
plane, the collimation of the laser sheet avoids large shadowing
above the cubes’ interfaces so that only very thin vertical shad-
ows are left across which the correlations can be computed. This
allows the velocity ﬁeld to be computed across the entire extent
of all planes.
The stereoscopic PIV images were recorded with two high-
resolution (2560 × 2160 px2) 14-bit sCMOS cameras (LaVision
Edge) ﬁtted with 105mm Nikon lenses and LaVision Mount
Version 3 Scheimpﬂug adapters. The cameras were symmetri-
cally placed alongside the channel to view the ﬂow through the
glass walls ﬁtted with 45◦ quartz prisms (Figs 2a and 3). The
Scheimpﬂug adapters make the laser-sheet plane and the plane
of focus coincide (Prasad & Jensen, 1995) while the prisms were
used to diminish optical aberrations and to allow suitable cam-
era angles (Calluaud & David, 2004). The cameras’ angle β
(deﬁned in Fig. 2a) was set to about 32◦ to optimize the resolu-
tion of both the in-plane and out-of-plane velocity components.
The ﬂow was seeded with 10 μm hollow glass spheres with a
(b) 
Camera 1 Camera 2 
Figure 3 Downstream view of the experimental set-up with collimated laser-sheet generation and optical path
density of 1100 kgm−3 (Dantec, HGS-10). The beads were
injected in the downstream water tank to be thoroughly homo-
geneous in the measurement zone. For each measurement plane,
3000 stereo image pairs were acquired at 3Hz, a frequency
chosen low enough to allow all 3000 velocity ﬁelds to be statis-
tically independent for the computation of the mean and turbu-
lence statistics. The statistical independence was conﬁrmed by
streamwise-velocity auto-correlation function computations for
all planes and submergence ratios which revealed values below
0.1 at the lag time of the sampling interval.
For the stereo calibration, a two-level calibration plate was
chosen (LaVision #106-10) and aligned with the vertical laser
sheet. Using the Davis Flowmaster Stereo-PIV software, the
acquired images were ﬁrst dewarped into the laser plane, then
the 2D2C-vector ﬁeld was computed for each camera in the pla-
nar Cartesian grid. A self-calibration tool was used to correct the
micro-metric misalignment between laser-sheet direction and
two-level calibration plate. In-plane and out-plane velocity com-
ponents were then computed from the velocity ﬁelds measured
by the two cameras. All images were acquired in a coordi-
nate system ﬁxed and aligned with the inclined channel bottom
(Fig. 1). Consequently, all velocity ﬁelds were projected in that
coordinate system.
Before performing the PIV correlations, the images were
pre-processed using a particle intensity normalization ﬁlter
(min/max ﬁlter). The PIV-processed area is 10.5 cm wide and
extends through the whole water column above the cubes with
a uniform spacing (x, z) of 0.45mm. The width corresponds
to 2.5 roughness pattern wave-lengths. The PIV correlations
were performed with an interrogation box size of 24 × 24 pixels
(i.e. about 0.9 × 0.9mm2 in the ﬂow), with an overlap of 50%.
Considering the correlation box size as the smallest resolved
length scale such as in Lavoie, Avallone, De Gregorio, Romano,
and Antonia (2007) rather than the smaller grid spacing, the
spatial resolution is about 15, 11 and 9 Kolmogorov length
scales for h/k = {1.5, 2, 3}, respectively, using the estimate
of Coceal, Thomas, Castro, and Belcher (2006) for boundary
layers.
Florens et al. (2013) had optical access within the canopy
by using a special 2D PIV set-up. In the stereo conﬁguration
this is not possible. Also, just above the roughness elements,
light reﬂections and absorption around the cubes’ edges lead
to a relatively poor image quality so that despite image pre-
processing, the PIV algorithms yielded some false vectors in
that thin region. The percentage of false vectors at z/k = 1.1
reaching 10%, 9% and 12.5% for h/k = {1.5, 2, 3}, respectively,
only vectors for z/k > 1.1 were further analysed.
Double-averaged quantities were computed on a width equal
to one roughness pattern at the centre of the measurement area.
Over the ﬁve planes this yields 5 × 96 = 480 vertical velocity
proﬁles in the streamwise direction with 8, 28 and 71 levels for
h/k = {1.5, 2, 3} respectively.
3 Mean flow and turbulence statistics
In this section, the eﬀect of low relative-submergence ratios
on the mean ﬂow and turbulence statistics is examined.
First, the time-averaged velocity ﬁelds for each of the three
measured planes are examined (Section 3.1). Second, the
single-plane double-averaged velocity proﬁles planes and the
ﬁve-plane double-average (i.e. the roughness-pattern double-
average) are discussed to elucidate the inter-plane spatial vari-
ance (Section 3.2). Third, the ﬁve-plane spatially-averaged
turbulent stresses are examined (Section 3.3) and ﬁnally, the
ﬁve-plane spatially-averaged skewness factor (Section 3.4).
3.1 Time-averaged velocity ﬁelds
The three time-averaged velocity ﬁelds (u¯, v¯, w¯) are plotted in
Figs 4–6, respectively, for each of the three measured vertical
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Figure 4 Time-averaged streamwise velocity ﬁelds u¯/u∗ for measurement planes (A), (B) and (C). (a), (b) and (c): h/k = 3 (E06); (d), (e) and (f):
h/k = 2 (E04); (g), (h) and (i): h/k = 1.5 (E03)
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Figure 5 Time-averaged transverse velocity ﬁelds v¯/u∗ for measurement planes (A), (B) and (C). (a), (b) and (c): h/k = 3 (E06); (d), (e) and (f):
h/k = 2 (E04); (g), (h) and (i): h/k = 1.5 (E03)
planes (A,B,C) and each of the three submergence ratios h/k =
{1.5, 2, 3}. All velocities are normalized by the friction veloc-
ity u∗ (Table 1), as determined later in Section 3.3 (constant-κ
method). It can be seen in Fig. 4a–c that u¯/u∗ for h/k = 3
is essentially homogeneous in all three planes except near the
canopy top, while this is not the case any more for the two
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Figure 6 Time-averaged vertical velocity ﬁelds w¯/u∗ for measurement planes (A), (B) and (C). (a), (b) and (c): h/k = 3 (E06); (d), (e) and (f):
h/k = 2 (E04); (g), (h) and (i): h/k = 1.5 (E03)
lower submergence ratios shown in Fig. 4d–f and 4g–i, respec-
tively. The time-averaged vertical velocity ﬁelds w¯/u∗ for the
same ﬂow regime (h/k = 3) shown in Fig. 6a–c for all three
planes, on the other hand, are non-uniform throughout the water
column. Closer to the canopy top, the time-averaged vertical
velocity is marked by periodic patterns of low and high vertical
velocities in planes (B) and (C) (Fig. 6b and 6c). As expected,
high-velocity areas are located directly above the upstream edge
of the cubes, and compensated by downward velocities above
and behind the cubes in the centre plane (C). The time-averaged
lateral velocity ﬁelds v¯/u∗ plotted in Fig. 5a–c complete the
picture. As expected from the roughness elements’ symmetry,
values close to zero are found everywhere, except in the vicin-
ity of the cubes in the side plane (B), where positive values
are found that compensate the upwards velocities of the centre
and side planes, (C) and (B). Clearly, this mean ﬂow struc-
ture, periodic with the same periodicity as the rough bed, marks
the presence of the roughness sublayer which extends above the
roughness elements. The spatial standard deviations (Ds) for the
mean velocity components, presented later in Section 4.1, quan-
tify the level of spatial inhomogeneity in this complex mean
ﬂow topology.
The time-averaged velocity ﬁelds for h/k = 2 of the stream-
wise, lateral and vertical components are plotted in Figs 4d–
f, 5d–f and 6d–f, respectively. For this submergence regime,
while the ﬂow patterns close to the cubes are similar to the
ones observed for h/k = 3, both the longitudinal and verti-
cal velocity components exhibit high- and low-velocity areas
which occur periodically in the vicinity of the free surface.
Those zones are in phase with the period of the roughness pat-
tern. High-velocity areas for the streamwise velocity component
(Fig. 4d–f) correspond to low-velocity areas for the vertical
velocity component (Fig. 6d–f). Yet, such patterns near the free
surface do not appear clearly in the ﬁelds of the mean lat-
eral velocity (Fig. 5d–f). Also, it can be observed that near the
free surface, the vertical-velocity patterns are decreasing with
depth.
One may suspect that these strong periodic features for h/k =
2 are due to the presence of a stationary surface gravity-wave
generated by resonance of the periodic roughness pattern (or
the roughness sublayer ﬂow pattern acting as a virtual-bottom
boundary condition). The wave number for the observed wave
pattern near the free surface is prescribed by the rough-bed’s
periodicity, i.e. kw = 2π/L, where L is the streamwise period of
the roughness pattern. In the dispersion relationship for grav-
ity waves, ω2 = gkw tanh(hkw), the kwh term is equal to 5.58 if
the whole water depth is considered for h, or 2.29 if only the
eﬀective depth over the cubes (h− k) is used as a deﬁnition for
the water depth h. For this range of values for kwh, tanh(kwh)
almost equals unity, and waves follow the deep-water dispersion
relationship, reading:
ω =
√
gkw (2)
Following the approach of Lighthill (2001), for a constant ﬂow
velocity U over a periodic bottom pattern, resonance occurs for
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U satisfying:
U = Ur =
√
gkw
kw
(3)
For the rough-bed pattern in the experiments, the resonant
value is Ur = 0.265m s−1, close to the double-averaged veloc-
ity near the free surface which is equal to 0.28m s−1. Also,
the vertically averaged value of 〈u¯〉, equal to 0.23m s−1, is just
below. This strongly suggest that the periodic pattern is due to
wave-resonance.
It should be noted that the wave resonance is not an arte-
fact of the submergence ratio since for a given water depth,
the velocity, and therefore the Froude number, is determined
by the bed’s slope for uniform ﬂow. In other words, for a
given bed and desired water depth, the appearance of reso-
nant waves depends on the Froude number given by the slope.
This leads us to attempt to remove the mean motion due the
waves in the present regime as follows. For deep-water gravity
waves, potential theory leads to following velocity components
(Lighthill, 2001):
ugw = Aekw(z−zfs) cos(kw(x − x0))
wgw = Aekw(z−zfs) sin(kw(x − x0))
(4)
where A is the wave amplitude (in m), zfs the location of the
free surface and x0 the position of the velocity maximum. The
time-averaged ﬂow velocity ﬁelds u¯ and w¯ in the upper region
of the ﬂow (1.75 < z/k < 1.95) were used to ﬁt the theoreti-
cal wave-pattern given by Eq. (4) in each measurement plane,
the amplitude A and x0 being the free parameters. The values
obtained are given in Table 2 and it can be seen that A varies
little between the three planes for both the longitudinal and the
vertical velocity component. Nevertheless, the amplitude tends
Table 2 Fitted values of the wave amplitude A and x0 for the
streamwise and vertical velocity components ugw and wgw
Plane (A) Plane (B) Plane (C)
ugw wgw ugw wgw ugw wgw
A (cm s−1) 0.85 0.72 0.99 0.92 1.16 1.11
x0 (cm) 1.21 1.11 1.51 1.39 1.68 1.75
to decrease slightly from plane (A) to plane (C), indicating a
weak 3D wave structure.
Finally, to allow analysis of the mean ﬂow variation with-
out wave contribution, the contribution of the gravity wave
described by Eq. (4), using the values of A and x0 found by ﬁt-
ting in the upper part of the ﬂow, was subtracted from the mean
ﬂow. The resulting longitudinal and vertical mean ﬂow velocity
components are plotted in Fig. 7. When compared to Figs 4d–f
and 6d–f, the velocity ﬁelds with the removed wave contribu-
tion clearly exhibit the same properties near the rough bed since
the exponential decay of the wave components is essentially
negligible in the lower part of the ﬂow.
Back to Fig. 4g–i, it can be seen that for the lower relative
submergence h/k = 1.5, the longitudinal mean velocities have a
monotonically decreasing behaviour in each of the planes as for
h/k = 3. It can also be seen that the streamwise velocity compo-
nent is overall far higher in plane (A) than in the two other planes
(B) and (C), a signature of the development of preferential alleys
for the ﬂow in the longitudinal direction (Fig. 4g–i). In plane
(C), located directly above the cubes, the longitudinal velocity
component increases drastically as the ﬂow passes above the
cubes, and diminishes in the inter-space between two consecu-
tive cubes. Indeed, the gravity-wave resonance is not observed
any more and the free surface acts now as a rigid roof which
constrains the ﬂow in the vertical direction.
x / k
z 
/ k
-2   -1 5   -1 -0 5   0    0 5    1   1 5   2     2 5
-2   -1 5   -1 -0 5   0    0 5    1   1 5   2     2 5
-2   -1 5   -1 -0 5   0    0 5    1   1 5   2     2 5
-2   -1 5   -1 -0 5   0    0 5    1   1 5   2     2 5
-2   -1 5   -1 -0 5   0    0 5    1   1 5   2     2 5
-2   -1 5   -1 -0 5   0    0 5    1   1 5   2     2 5
2 5
2
1 5
2 5
2
1 5
2 5
2
1 5
2 5
2
1 5
2 5
2
1 5
2 5
2
1 5
Plane (A) Plane (B) Plane (C)
(a) (b) (c)
(d) (e) (f)
Figure 7 Time-averaged velocity ﬁelds for h/k = 2 after subtraction of the surface gravity-wave contribution in measurement planes (A), (B) and
(C). (a), (b) and (c): u¯/u∗; (d), (e) and (f): w¯/u∗. Scale map colours are the same as in Figs 4 and 6 for u¯/u∗ and w¯/u∗, respectively
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It is also apparent that w increases significantly at the 
upstream edge of the cube, as seen in Fig. 6g-i. The vertical 
velocity exhibits very specific behaviour: it exhibits positive 
values for plane (B), and negative values the two other planes, 
(A) and (C). For the latter two planes, the values are decreas-
ing over depth and are symmetrical with respect to plane (B). 
This behaviour is significant and indicates that secondary flows 
occur in the (y,z)-plane at the roughness-pattern length-scale for 
h/ k = 1.5. The lateral velocity w confirms these observations. 
In particular, in Fig. 5g-i, w decreases from high positive values 
near the cubes to strong negative values near the free surface in 
the intermediate plane (B). 
3.2 Single-plane andfive-plane double-averaged velocities 
To compare the time-averaged velocity fields between the 
different planes, the three velocity components were time 
and spatially averaged in the longitudinal direction over 
one wavelength in each plane, yielding quantities noted 
(Ü;}x- The five-plane double-averaged velocity components 
(Ü;} are then easily computed by using the three spatially-
averaged planes with the two additional planes (B') and 
(B'') obtained by symmetry considerations from plane (B) 
(Fig. 2), yielding spatially converged double-averages over the 
roughness pattern (Section 2.2). The gravity waves in flow 
regime h/ k = 2 were removed as described in the previous 
section. 
Figure 8a-i shows the single-plane double-averaged (Ü;}x/u. 
and the five-plane double-averaged (Ü;} / u* velocity components 
for the three submergence ratios. It can be seen in Fig. 8a that the 
three profiles of the streamwise velocity component (Ü}x/u* col-
lapse well in the outer layer for the higher relative submergence 
ratio h/ k = 3. Of course, this quantity does not follow the same 
tendency in the different planes when approaching the rough-
ness elements. There, the vertical profiles deviate from each 
other, marking an increase of the spatial variation indicative of 
the presence of the roughness sublayer. The same behaviour is 
found for the lower submergence flow regimes (Fig. 8d and 8g). 
However, as hlk decreases, the inter-plane variation strengthens, 
associated with the overall velocity increase in the inter-cube 
preferential alley of plane (A). For h/ k = 1.5, the inter-plane 
variation extends up to the free surface. 
For the highest relative submergence, h/ k = 3, the five-plane 
double-averaged lateral and vertical velocity profiles (Fig. 8b 
and 8c) are close to zero throughout the whole water colurnn, 
as expected for a 2D uniform flow. The single-plane averages, 
however, reveal non-zero values, in particular as the roughness 
crests are approached. 
For the intermediate relative submergence, h/ k = 2, the 
single-plane averaged profiles for al! three velocity components 
(Fig. 8d-f) remain very similar to those for h/ k = 3 up to their 
maximum overlapping height of z/k = 2. Yet, the longitudi-
nal velocity profiles (Ü}x/u* and (ü} / u* are overall higher for 
h/ k = 2 than for h/ k = 3, and the lateral and vertical velocity 
profiles (Ïl }x/u* and (w}x/ u* show an increase of the inter-plane 
variation. 
For the lowest relative submergence ratio, h/ k = 1.5, the 
single-plane averaged profiles of the lateral and vertical velocity 
components follow the same general trend as for higher val-
ues of h/k for overlapping heights (z/k < 1.5) but differences 
appear. (Ïl }x/u* and (w}x/u* are now mostly non-zero in all 
planes throughout the water depth, indicating secondary cur-
rents at the roughness scale. However, at larger scale, only fully 
double-averaged profiles are relevant for such an interpretation, 
given here by the five-plane double-averaged profiles (ü} / u* 
and (w}/u • . These are very close to zero, confirming the 2D 
behaviour of the flow larger than the roughness scale. For the 
streamwise mean flow, it can be seen that the vertical profile of 
(Ü}x/ u* in plane (A) clearly departs more from the same profiles 
in planes (B) and (C) than for the higher hlk ratios, illustrat-
ing the growing preference of the flow for the alley between 
the cubes as the submergence ratio decreases. Quantitatively, 
at z/k = 1.2, the ratio of (Ü}x/u. in plane (A) to the five-plane 
double-averaged velocity (ü} / u* is only equal to 1.10 at h/ k = 3 
but increases to 1.32 at h/ k = 1.5. 
In Fig. 9a-c, the five-plane double-averaged velocities for 
the three submergence ratios are superposed for each of three 
velocity components. Figure 9a shows a graduai increase of the 
whole vertical profile of the double-averaged longitudinal veloc-
ity (ü} with decreasing h/k, indicating that, as h/k decreases, the 
rough bed becomes hydraulically rougher, a trend that will be 
confirmed by the friction velocity in Section 5. 
In Fig. 9b and 9c, it can be seen that both the lateral and 
the vertical double-averaged velocity are very close to zero 
(Jess than about 0.5% of (ü} /u.), as would be expected for a 
developed, uniform and homogeneous flow. Nevertheless, for 
the profile of (w} of flow regime h/ k = 3 in Fig. 9c, the lin-
ear decrease from a negative value at the top to a zero value 
at z / k ~ 1.2 can be attributed to a slight non-uniformity of the 
flow, in accordance with the 1 % non-uniformity level given pre-
viously. However, the profiles of (w} for h/ k = { 1.5, 2} and the 
systematic trend towards positive values of (w} near the bed for 
all three regimes, increasing with decreasing values of h/k, sug-
gests a small bias error due to a Jack of spatial convergence of 
the five-plane double-averaged vertical velocity in the highly 
non-uniform region near the bed. As for the vertical profiles of 
the double-averaged transverse velocity (ü} in Fig. 9b, the small 
non-zero values, considering the symmetry of the flow (near 
zero values in planes (A) and (C), and opposite values in planes 
(B) and (B')), are more likely due to a slight misalignment of 
the laser-sheet with the flow (around the vertical axis), leading 
to a projection error. An angle error as low as 0.3°, approxi-
mately the measurement accuracy, explains the non-zero values 
across the water depth for h/ k = 3 and 2. The non-zero values 
of regime h/ k = 1.5 near the bed are likely again due to a Jack 
of spatial convergence. 
In summary, the highest, yet still low, relative submer-
gence ratio of h/ k = 3 exhibits the classical roughness sublayer 
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Figure 8 Normalized vertical proﬁles of the time- and single-plane averaged streamwise, lateral and vertical velocity components for measurement
planes (A), (B) and (C). (a), (b) and (c): h/k = 3 (E06); (d), (e) and (f): h/k = 2 (E04); (g) (h) and (i): h/k = 1.5 (E03). The ﬁve-plane double-averaged
proﬁles 〈u¯〉/u∗, 〈v¯〉/u∗, 〈w¯〉/u∗ are plotted by red triangles
characteristics with mean spatial variations in the sublayer and
collapsing single-plane averaged proﬁles above, for all three
velocity components. At the intermediate low relative submer-
gence, h/k = 2, the ﬁve-plane double-averaged proﬁles exhibit
a similar behaviour as for h/k = 3 and the inter-plane varia-
tion also remains similar. Since the vertical extent of inter-plane
variation is roughly scaling with k, the roughness sublayer
approaches the free surface closer for h/k = 2. Surface water-
waves were also generated for this regime, but whether the
waves are removed as in Fig. 8g–i, or not, the ﬁve-plane double-
averaged proﬁles are unaﬀected (not shown) since the wave
pattern has the same periodicity as the rough bed. Finally, the
mean ﬂow distribution is clearly diﬀerent only for the lowest
relative submergence, h/k = 1.5, the square roughness-element
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Figure 9 Normalized ﬁve-plane double-averaged velocities for h/k = 3, h/k = 2 and h/k = 1.5. (a) 〈u¯〉/u∗, (b) 〈v¯〉/u∗, and (c) 〈w¯〉/u∗
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Figure 10 Normalized spatially-averaged normal stresses for h/k = 3, h/k = 2 and h/k = 1.5. (a) 〈u′2〉/u∗, (b) 〈v′2〉/u∗ and (c) 〈w′2〉/u∗. The
exponential laws of Nezu and Nakagawa (1993) are plotted as thin lines
conﬁguration leading to an increased streamwise and lateral
ﬂow in the inter-cube alley, the (A)-plane, as well as secondary
ﬂow at the roughness-scale throughout the water depth. The dif-
ference in streamwise velocity across the planes, in particular
with plane (A), is of the same order as the vertical velocity gra-
dient, suggesting a comparable generation of turbulent normal
and shear-stresses in the lateral direction.
3.3 Five-plane spatially-averaged stresses
The vertical proﬁles of the ﬁve-plane spatially-averaged nor-
mal stresses normalized by u2∗ are plotted for the three relative
submergence ratios in Fig. 10a–c for the three velocity com-
ponents, respectively. Also plotted in each ﬁgure and for each
submergence ratio are the exponential ﬁtting laws proposed
by Nezu and Nakagawa (1993) for high-submergence open-
channel measurements. It can be seen in Fig. 10a that relatively
good accordance with those laws for all three submergence
ratios is found for the streamwise velocity component 〈u′2〉/u2∗.
For the vertical component 〈w′2〉/u2∗, shown in Fig. 10c, the data
globally overlap but the curvatures are diﬀerent. Yet, referring
to the original data of Nezu and Nakagawa (1993) plotted in
their ﬁg. 4.7, one can observe that an exponential is not nec-
essarily the best ﬁt to the scattered data and could well follow
the clear trend of the present data. It should also be noted that
the trends of 〈w′2〉/u2∗ are very similar between h/k = 3 and 1.5,
unlike for h/k = 2 at which 〈w′2〉/u2∗ increases towards the free
surface. In the latter regime, however, the remaining unstation-
ary and weak lateral waves coupled to the streamwise resonant
wave are likely to cause the higher vertical normal stress. For
the lateral normal stress 〈v′2〉/u2∗ shown in Fig. 10b, the trends
are similar, lying marginally above the exponential ﬁt of Nezu
and Nakagawa (1993), except for h/k = 1.5, where the data
lie signiﬁcantly higher although still following the same trend.
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These increased normal stresses can be related to increased tur-
bulence production associated with the strong lateral inter-plane 
shear observed in the previous section for this very low submer-
gence regime (Fig. 8g). For the two higher submergence ratios 
investigated, this effect as seen in the inter-plane comparisons in 
Fig. 8a and 8d, is much weaker. 
In the framework of the double-averaging methodology, ail 
time-averaged quantities <f> are decomposed into a time- and 
~atially-averaged component (<f>} and a dispersive component 
</>, defined as: 
4,(x,y,z) = (4,}(z) + ef>(x,y,z) 
In the double-averaged momentum equations, the total shear 
stress tensor •ij at level z reads: 
<ij - - - 8(i7;} 
- = - (u'u'} - (u;u} + v--p I ] '] axj (5) 
where - (if;u1} is the spatially-averaged Reynolds stress, 
- (ii;Uj} is the dispersive stress (or form-induced stress) and 
va (ü;'} I 8xj is spatially-averaged viscous stress. 
The spatially-averaged Reynolds stress, dispersive stress and 
total shear stress as well as the viscous stress resulting from the 
vertical shear are plotted in Fig. l l a-i for the three submergence 
ratios. The viscous stresses are multiplied by a factor of 1 O. It 
can be seen in Fig. 11 a that the viscous stresses are more than 
one order of magnitude smaller than ail other terms of the total 
shear stress tensor. The profiles of the normalized total stress 
in the longitudinal plane, •xzl(pu;), shown in Fig. l l g, are lin-
ear, confirming that the flow is uniform and two-dimensional 
without secondary circulations. The non-normalized profiles are 
used to deterrnine the friction velocities u* for the three regimes 
(given in Table 1) by extrapolating the linear behaviour towards 
z = k. It should be noted that this friction velocity u* as defined 
here is not the friction velocity for the bed stress ro but rather the 
turbulent velocity scale at the top of roughness. It is the appro-
priate velocity to scale the turbulence though (Florens, 2010; 
Pokrajac, Finnigan, Manes, McEwan, & Nikora, 2006). As 
shown by Pokrajac et al. (2006), ro is larger than Tk ( defined 
as •k = pu;), given by rol•k = (1 + <l>klh) where <t> is the 
canopy porosity (<t> = 0.80 in the present experiments). In rough 
boundary layers with high relative submergence, the difference 
between the two scales becomes negligible but not for the low 
submergence regimes considered here. 
Conceming the dispersive stresses in the longitudinal plane 
(uw} lu;, it can be seen in Fig. l ld that as h/k decreases, the 
relative contribution of the dispersive term to the associated 
total shear stress •xzl(pu;) increases. In ail cases though, it is 
not negligible as has been often be concluded in studies with 
low spatial resolution measurements ( e.g. Coceal et al., 2006; 
Jiménez, 2004; Macdonald, 2000). Indeed, as shown by Florens 
et al. (201 3) whose measurements encompassed the interstitial 
flow in the canopy, the dispersive shear stress reaches a max-
imum just below the roughness crest at zlk ~ 0.8, peaking at 
(uw} lu; ~ 1.4 for the same rough bed as in this study but for 
higher submergence (hlk = 6.7). It may be noted that the obvi-
ous difficulty of measuring the maximum dispersive stresses 
and defining the roughness sublayer height (discussed later 
in Section 4.2) by a threshold percentage of the maximum 
measured dispersive stresses, has led to largely overestimated 
heights. 
Finally, the two other total-stress tensor components, rxy and 
ryz, are an order of magnitude below the •xz component, and are 
almost equal to zero everywhere as expected for a uniform flow. 
The same remark applies to - (u'v'}, - (v'w'}, - (uv} and - (iiw} 
that are also very close to zero, as expected. The small yet 
unexpected deviations towards the top of the roughness crests 
in the u - v component stresses (Fig. 11 b, e, h) could be due 
to the small error in laser-sheet alignment previously invoked 
to explain non-zero values of the five-plane double-averaged 
transverse velocity. A small rotation around the vertical axis is 
sufficient to contaminate - (uii}, theoretically zero everywhere, 
with a small amount of (uu} which increases in the roughness 
sublayer. 
3.4 Five-plane spatially-averaged skewness 
Vertical profiles of the five-plane spatially-averaged skewness 
for the three velocity components are plotted in Fig. l 2a-c, 
respectively, for the three flow regimes. For the lateral skewness 
Sv = ( v13} I ( v12 } 312 , values close to zero are recovered for ail the 
profiles ( except near the roughness crests for same as reasons as 
just discussed but with even higher sensitivity to convergence 
due to the higher-order statistics), confirming again the lateral 
invariance, i.e. the two-dimensionality of the flow. 
For the streamwise skewness, Su = (u13 }l(u12) 312 , negative 
values are found, as already observed in the extemal part of 
canonical turbulent boundary layers over smooth or highly sub-
merged rough beds above zl8 > 0.05 (e.g. Squire et al., 2016). 
In open-channel flows, the decrease of the streamwise skew-
ness towards values as low as - 3 near the top of the turbulent 
boundary-layer height as documented by Squire et al. (2016) 
is limited by the presence of the free surface. In Al Faruque 
and Balachandar (2011), for open-channel experiments over a 
highly submerged rough bed, Su reaches a minimum at mid-
depth with a value there of - 0.4 as inferred from the data 
available in the article. It corresponds also to the value found 
by Squire et al. (2016) at (z + E)l899 = 0.5, well below where 
the maximum is found in canonical boundary layers. This sug-
gests that the free surface reduces the skewness in the top part 
of the outer layer. In the present experiments, the flow with 
hlk = 3 and hlk = 2 clearly exhibits the same behaviour, a 
slight decrease of S,, towards a maximum value close to - 0.5 
near zlk = 2.3 and zlk = 1.7, respectively, before a sharper 
increase back towards zero near the free surface. The trend for 
hl k = 1.5 is similar with a weakly defined peak at a lower value 
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 11 Normalized ﬁve-plane spatially-averaged stresses for h/k = 3 (•), h/k = 2 () and h/k = 1.5 (©). (a), (b) and (c): spatially-averaged
Reynolds stresses −〈u′w′〉, −〈u′v′〉 and −〈v′w′〉; (d), (e) and (f): dispersive stresses −〈u˜w˜〉, −〈u˜v˜〉 and −〈v˜w˜〉; (g) (h) and (i): total stresses τxz ,
τxy and τyz . In (a), the spatially averaged viscous stresses ν∂〈u¯〉/∂z are also given and are multiplied by 10: (—) h/k = 3, ( . . . ) h/k = 2 and (—)
h/k = 1.5
of about −0.4 near z/k = 1.2. These peaks are close to an eﬀec-
tive relative water depth of about 0.7, except for h/k = 2 which
is roughly around 0.8. Interestingly, the 0.7 value is close to
the lower bound of the classical free-surface inﬂuenced layer at
around 0.6 (e.g. Nezu & Nakagawa, 1993). The h/k = 2 regime
again is likely to be inﬂuenced by the surface waves.
For the vertical skewness Sw = 〈w′3〉/〈w′2〉3/2, positive val-
ues are found, with a similar behaviour for h/k = 3 and h/k =
2. In open-channel turbulent boundary layer ﬂows over highly
submerged rough beds, Al Faruque and Balachandar (2011)
and Hanmaiahgari, Roussinova, and Balachandar (2017) show
highly antisymmetric vertical proﬁles of the streamwise and
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Figure 12 Five-plane spatially-averaged skewness for h/k = 3 (•), h/k = 2 () and h/k = 1.5 (©). (a) Su = 〈u′3〉/〈u′2〉3/2; (b) Sv = 〈v′3〉/〈v′2〉3/2;
(c) Sw = 〈w′3〉/〈w′2〉3/2
vertical skewnesses Su and Sw as seen here, albeit with an
upwards shift of the peak of Sw = 〈w′3〉/〈w′2〉3/2 for h/k = 3.
With the same adimensionalization as in the present work (i.e.
using 〈w′2〉3/2), values close to 0.5 are found at mid-depth
in their data, in accordance with our own measurements. At
h/k = 1.5, however, the vertical skewness Sw clear shows a dif-
ferent trend, growing linearly along the whole depth instead of
exhibiting a local maximum as for h/k = 2 and h/k = 3.
4 Roughness sublayer analysis
4.1 Spatial standard deviation
The spatial standard deviation (or dispersion) of a time-averaged
quantity φ¯(x, y, z) is deﬁned as:
Ds
(
φ¯
) =
√
〈φ˜2〉 (6)
The estimation of the dispersive component φ˜ is biased by the
ﬁnite number of samples in the time series, i.e. the calculated
spatial standard deviation includes both the true spatial standard
deviation and an artiﬁcial standard deviation due to the time
convergence error (Florens et al., 2013). As shown in Florens
et al. (2013), the two contributions are not correlated, and there-
fore the time convergence error contribution can be removed in
order to better estimate the true spatial standard deviation. The
same approach was applied here to all measurements for a better
estimate of the true spatial standard deviation.
Figure 13a–c presents the resulting spatial standard deviation
2Ds of the time-averaged velocities u¯, v¯ and w¯, all normalized
by the double-averaged streamwise velocity component 〈u¯〉. The
factor 2 is chosen to relate the spatial standard deviation to
the time-conversion error which is statistically estimated with
95% conﬁdence (Florens et al., 2013). For h/k = 3, the spa-
tial standard deviation approaches zero when approaching the
free surface, except for the vertical component which deviates
almost imperceptibly (Fig. 13c), probably because of the slight
non-uniformity of the ﬂow. For the intermediate regime h/k =
2, the spatial standard deviations with and without the wave
contribution are plotted. When the wave pattern is subtracted,
the main eﬀect is to suppress the increase of spatial standard
deviation associated with the wave near the free surface. As h/k
decreases further to 1.5, the normalized spatial standard devi-
ation increases rapidly. This increase of the spatial standard
deviation is generated by the combination of the free-surface
constraint and the ﬂow preference for the alley between the
cubes, as discussed in the previous section. It is also worth not-
ing that the spatial standard deviation of the streamwise velocity
component as the canopy is approached is an order of magnitude
higher than the other two velocity components.
The spatial standard deviations 2Ds of the normal stresses
u′2, v′2 and w′2 are plotted in Fig. 13d–f, respectively, and of the
turbulent shear stresses −u′w′, −u′v′ and −v′w′ in Fig. 13g–i,
respectively, all with the same normalization as in Florens
et al. (2013). Similar behaviour as found for the spatial stan-
dard deviation of the time-averaged velocities is observed here.
As expected for h/k = 3, the spatial standard deviation of the
normal stresses tends to zero in the outer layer for z/k > 1.5,
but only for u′2 and v′2. The spatial standard deviation of w′2
increases again as the free surface is approached, an artefact
which is due to the scaling chosen in Florens et al. (2013) since
the spatially-averaged turbulent stress 〈w′2〉 goes to zero at the
free surface. For the same reason, it can be seen in Fig. 13g–i
that the spatial standard deviation of the three shear stresses
monotonically increase as the free surface is approached. The
spatial standard deviation proﬁles for the intermediate case
h/k = 2 with or without the wave contribution are almost
identical for all second-order statistics.
When comparing with the spatial standard deviation proﬁles
of Florens et al. (2013) at h/k = 6.7, the proﬁles for h/k = 3
presented here are in very good agreement in the overlap range
( u'3) / ( u'2) /2 ( v'3) / ( v'2) /2 (w'3)/ (w'2) /2 
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 13 Normalized spatial standard deviations 2Ds(φ¯) = 2
√
〈φ˜2〉 for h/k = 3 (•), h/k = 2 with resonant wave () and with resonant wave
removed (X) and h/k = 1.5 (©). (a), (b) and (c): φ¯ = u¯, v¯ and w¯; (d), (e) and (f): φ¯ = u′2, v′2 and w′2; (g) (h) and (i): φ¯ = −u′w′, −u′v′ and −v′w′.
All spatial standard deviations are normalized by the corresponding double-averaged quantity when possible, or by the closest equivalent if it is
expected to be equal to zero along the whole proﬁle
1.2 < z/k < 3 (Rouzes, 2015). This suggests that the roughness
sublayer for both ﬂow regimes is very similar. However, for the
two lower h/k regimes, the spatial standard deviation proﬁles do
not follow the same trend any more, indicating a modiﬁcation
of the roughness sublayer structure. This evolution with h/k is
discussed more quantitatively in the next subsection.
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Table 3 Normalized roughness sublayer heights hrs/k computed from the spatial standard deviation of the mean and turbulence statisticsa
h/k = 6.7 h/k = 3 h/k = 2 h/k = 2
Florens et al. (2013) Eiﬀ et al. (2014) h/k = 3 with waves without waves h/k = 1.5
u¯ 1.2 1.4 1.4 1.5 1.5 1.5
v¯ – – 1.1 1.1 1.1 1.15
w¯ 1.10 1.1 1.1 1.2 1.2 1.2
u′2 1.1 1.2 1.3 1.6 1.6 1.5
v
′2 – – 1.7 1.9 1.9 1.5
w′2 1.25 1.2 1.4 1.6 1.6 1.5
−u′w′ 1.25 1.6 1.5 2 2 1.5
−u′v′ – – 2Ds(φ¯)/〈φ¯〉 > 5% everywhere
−v′w′ – – 1.6 2 2 1.5
a Statistics calculated with a 5% threshold upon the normalized spatial standard deviation of the time-averaged ﬂow, 2Ds. For the intermediate relative
submergence, h/k = 2, results both with and without surface gravity wave are given. The results for h/k = 6.7 are taken from Florens et al. (2013)
and those for h/k = 3 are computed from the experimental data described in Eiﬀ et al. (2014)
4.2 Roughness sublayer height
Following the deﬁnition of the roughness sublayer as the layer
of mean-ﬂow spatial heterogeneity induced by the roughness
elements (Florens et al., 2013; Pokrajac et al., 2007), the spa-
tial standard deviation proﬁles plotted in the last subsection
suggest that the roughness sublayer height begins to increase
for h/k < 3. The decreasing free-surface level as h/k decreases
appears to extend the roughness sublayer across the whole water
column.
To quantify this trend, the top of the roughness sublayer,
noted hrs, is deﬁned as the height where the non-dimensional
spatial standard deviation 2Ds(φ¯)/〈φ¯〉 of each proﬁle in Fig. 13
is equal to 5%, as in Florens et al. (2013). The resulting heights,
normalized by k, are given in Table 3 for the three ﬂow regimes
investigated and for the regimes of Florens et al. (2013) and
Eiﬀ et al. (2014). For h/k = 3, both the regime investigated
here (Fr = 0.55) and the one of Eiﬀ et al. (2014) (Fr = 0.21)
give hrs/k = 1.4 for the mean longitudinal velocity spatial stan-
dard deviation. For the other statistics at h/k = 3, hrs/k is in
the range [1.1, 1.7]. For h/k = 2, hrs/k slightly increases for
all investigated quantities with hrs/k = 1.5 for the mean lon-
gitudinal velocity spatial standard deviation. At h/k = 1.5, the
roughness sublayer occupies the whole water column for most
quantities, i.e. hrs/k levels out at 1.5.
There is a trend suggesting that the roughness sublayer
height relative to the roughness element height is not indepen-
dent of the relative submergence, with a tendency to increase
with decreasing h/k and saturating at hrs/k = 1.5. However, the
increase can be considered small and it is tempting then to
approximate the roughness sublayer height as being almost h/k
independent, around 1.5h for the mean longitudinal velocity for
the roughness pattern presented here. With such an approxima-
tion, highly submerged ﬂows can be deﬁned more speciﬁcally
as ﬂows for which the water depth exceeds the height of the
roughness sublayer. Here, ﬂows with h/k > 1.5 can then be con-
sidered as highly submerged in the sense that a region with
negligible spatial standard deviation exists towards the free
surface, where the measurement along a unique vertical pro-
ﬁle is suﬃcient for the outer ﬂow description. In contrast, for
ﬂows with h/k  1.5, the whole water depth exhibits strong spa-
tial standard deviation and requires a complete description with
double-averaged quantities.
5 Logarithmic law
This section examines whether the logarithmic law can still be
identiﬁed under conditions of very low relative submergence
(h/k < 3) and if so, to determine its parameters and vertical
range in the water column. As discussed in Section 1, the
debate centres around whether this law is still applicable in
these regimes and, more generally in all boundary layers includ-
ing very high submergence (δ/k > 40), whether the associated
von Kármán constant is a constant. As a basis for analysis we
will take the double-averaged velocity proﬁles 〈u¯〉(z) including
levels within the roughness sublayer since we do not assume
a priori that the logarithmic law must necessarily be above the
roughness-sublayer.
In order to avoid ﬁtting three parameters u∗, d, ks of the log-
arithmic law ( Eq. (1)), the friction velocity u∗ was directly
inferred from the extrapolation of total shear stress τxz(z) at
z = k as discussed above (Eiﬀ et al., 2014; Florens, 2010; Pokra-
jac et al., 2006). The proﬁles of the total shear stress shown
in Fig. 11 being highly linear, the extrapolation generates an
error for u∗ estimated at 0.2%, 0.3% and 1% for ﬂow regimes
h/k = 3, 2 and 1.5, respectively.
In the ﬁrst approach following the Clauser method as in Eiﬀ
et al. (2014) for higher values of h/k, the von Kármán constant κ
was taken as 0.41. Linear regressions were performed in param-
eter space {z, exp(κ〈u¯〉/u∗)} using the roughness-length version
of the logarithmic law, yielding the roughness length z0 and d.
With Br = 8.5 for fully rough ﬂows (Nezu & Nakagawa, 1993),
ks is then computed. The upper and lower bounds of the lin-
ear regressions, denoted respectively zm and zM , were freely
determined by minimizing the error of the slope for all possible
ranges between z = k and z = h. A minimum of five data points 
with an error ofless than 5% on the slope was used to deterrnine 
whether a logarithmic law exists. 
However, the given bounds Zm and ZM are a relatively conser-
vative estimate. From a practical point of view it is worthwhile 
to ask to what extent the uncertainty in the double-averaged 
velocity measurements still accommodates the optimized log-
arithmic law beyond those bounds. To this end, the spatial 
convergence error deduced from the vertical profiles of the spa-
tial standard deviation 2D, for ü with 95% confidence was used, 
denoted by E(ü) • The spatial convergence error E(ü) is propor-
tional to Ds and decreases with the number of vertical profiles 
available (here 480). It can therefore be used to select which 
data points can still be considered to follow the logarithmic law 
below Zm and above ZM. The extended lower and upper limits 
are noted u and Zé , respectively. 
In the s;'cond aiproach, K is a free parameter. We follow the 
general method based on the indicator function of Spalart ( 1988) 
and Segalini et al. (2013) for smooth walls and adapted by 
Koll (2006) and Mohajeri et al. (2015) for rough walls. Since 
for rough flows the displacement height d presents an additional 
unknown parameter, a rough-wall indicator function: 
,.... 1 d{ü} 
.::. =--(z - d) 
u. dz 
(7) 
cannot be used directly to determine K. Instead, given that 
u./(d{ü}/dz) = K(z - d) , a linear regression is first performed 
in parameter space {z, u./(d{ü} / dz)} to estimate K , denoted KJ,Jk 
as in Mohajeri et al. (201 5). The same procedure as for the 
constant-K approach is used to deterrnine the bounds and to 
validate the regression. Then, as in the constant-K approach, a 
second linear regression in parameter space {z, exp(K1,11c (ü} / u.)} 
is performed to infer the two regression parameters d and k, 
as well as the bounds Zm and ZM. The extended validity range 
[ z~, zi] is also calculated as for the constant-K approach. 
Finally, in order to fully describe the double-averaged veloc-
ity profile, the wake function giving the departure from the 
logarithmic law in the outer layer: 
W 2I1 . 2 77: (77) = - sm - 77 
K 2 (8) 
was fitted to yield Coles' wake parameter Il. Here 77 = 
(z - d)/(h - d) is the extemal variable defined with the effec-
tive water depth above the displacement height. Il was obtained 
using the d and K values from both methods for all regimes. 
5.1 Constant-K approach 
For all three relative roughness ratios, h/ k = {1.5,2, 3}, a log-
arithmic law was found with the constant-K approach. The 
corresponding double-averaged (five planes) velocity profiles 
are shown in Fig. 14a including those of Eiff et al. (2014) 
for h/ k = {3, 6.7}. The black-filled symbols represent the vali-
dated data points in [zmf k , ZM / k] and the grey-filled symbols the 
extended range [ z~, zi] based on 95% confidence. It can be seen 
that the validated data points clearly follow the logarithmic law 
for all regimes. Table 4 summarizes the resulting normalized 
parameters u./Umax, dlk, ks/k for each relative submergence 
h/k. The lower and upper bounds of the fitted logarithmic layer 
[zmfk , zM / k] and the extended range [z~, zi] are also given. 
Referring to Table 4, it can be observed that u.lUmax 
increases as hlk decreases across the measurement range from 
6.7 to 1.5, indicating that the roughness exerts a higher resis-
tance as the water depth diminishes. The equivalent sand rough-
ness normalized by the roughness height, k,lk, on the other 
hand, follows the opposite tendency, decreasing as the rela-
tive submergence ratio h/k decreases. It is about equal to the 
roughness height for the highest submergence (h/k = 6) and 
drops to 0.27 for the lower relative submergence ratio studied 
(h/k = 1.5). The decay suggests that k, could scale with the 
water depth h, which is confirmed in Table 4 where k,lh is seen 
to be approximately constant around 0.17 for all h/k. The rel-
ative displacement height d/k was found to remain essentially 
independent of the relative submergence h/k in the range [3, 6.7] 
by Eiff et al. (2014), with d/ k::::: 0.8. Here, a slightly differ-
ent value of 0.87 is found for the flow regime h/ k = 3. This 
difference could be driven by a difference of Froude number 
values, which are larger here than in the experiments analysed 
in Eiff et al. (2014). For the intermediate case with h/k = 2, 
an even higher value of 0.91 is found which could be triggered 
by the wave resonance at the free surface, not far away from 
the roughness elements. Yet, despite these differences, the rela-
tive displacement height d/k appears to be relatively robust with 
values remaining in the range [0.77, 0.91] for h/k E [1.5,6.7], 
which implies that d/h is decreasing with decreasing h/k. It 
might be noted that the increase of the relative friction velocity 
u./ Umax as h/k decreases appears to be counter-intuitive with 
regard to ks/h being constant (and k, /k even decreasing). How-
ever, as h/k decreases, both the wake-defect effect as measured 
by Coles' wake-parameter Il given in Table 4 and d/h also 
decrease which accounts for the increase u./ Umax , as seen by 
evaluating the logarithmic law (Eq. (1)) with the law of the wake 
(Eq. (8)) at z = h and writing the result as follows: 
u. 1 (h) 1 ( d) 2I1 ]-t 
-- = - ln - + - ln 1 - - +Br+ -
Umax K ks K h K 
(9) 
The lower and upper bounds Zm/k and ZM/k of the optimally 
fitted logarithmic law are relatively insensitive to the submer-
gence ratios investigated. The lower bound Zm/ k is close but 
beneath the roughness layer height hrs/k given by the spatial 
standard deviation of (ü} criterion (Table 3). When expressed 
as a relative height above the displacement height, 77max = 
(zM - d)/(h - d), it can be seen in Table 4 that the logarithmic 
layer's upper bound is close to the classical value of 0.2, with 
values of 0.13 and 0.29 at h/k = 6 and h/k = 3, respectively. 
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Figure 14 Vertical proﬁles of double-averaged velocity κ〈u¯〉/u∗ (symbols) along with (a) the logarithmic law obtained with the constant κ = 0.41
ﬁtting approach and (b) the logarithmic law obtained with the free-κ ﬁtting approach (dashed lines). For clarity, the data for the diﬀerent h/k regimes
are translated vertically. Filled (black) symbols correspond to the initial validated ﬁtting range, grey symbols mark the extended validity range (see
text for further explanations). Lower and upper bounds of these validity ranges are given in Tables 4 and 5
Table 4 Logarithmic-law parameters using κ = 0.41 (constant-κ approach) for all regimes investigated here and from Eiﬀ et al. (2014)a
h/k u∗/Umax d/k ks/k ks/h  zm/k zM /k ηmax zm/k zM /k η

max
6.7 a 0.069 0.768 ± 0.007 1.112 ± 0.006 0.166 0.38 1.14 1.54 0.13 1.14 1.69 0.15
3 a 0.082 0.818 ± 0.010 0.522 ± 0.005 0.174 0.24 1.06 1.46 0.29 1.06 1.51 0.32
3 (E06) 0.079 0.869 ± 0.009 0.555 ± 0.005 0.185 0.17 1.15 1.48 0.29 1.15 1.53 0.31
2 (E04) 0.084 0.912 ± 0.003 0.324 ± 0.001 0.162 0.11 1.28 1.40 0.45 1.28 1.50 0.54
1.5 (E03) 0.085 0.825 ± 0.005 0.269 ± 0.001 0.179 0.04 1.24 1.45 0.93 1.24 1.47 0.96
The ﬁtted logarithmic-law parameters are d, ks, and the lower and upper bounds zm/k and zM /k. ηmax = (zM − d)/(h − d). zm and zM are the lower
and upper bounds of the logarithmic law using a spatial convergence error estimate 〈u¯〉 with 95% conﬁdence. ηmax = (zM − d)/(h − d).  is Coles’
wake parameter.
For lower submergence, however, the upper bound increases,
reaching ηmax = 0.93 at h/k = 1.5. The extended validity range
[zm, z

m] does not change these observations, with only slight
diﬀerences in the upper bound. For example, the upper limit
zm scaled by the relative depth, η

max = (zM − d)/(h − d) yields
ηmax = 0.96 at h/k = 1.5.
In summary, in the framework of a constant κ (κ = 0.41), a
logarithmic law can still be observed for relative submergence
ratios as low as h/k = 1.5 with a relative extent that increases
with decreasing h/k. For h/k = 1.5, this law describes almost
the entire vertical extent of the double-averaged velocity proﬁle
through the water depth without a need for a defect law and is
completely within the roughness sublayer. The high extent of
the range beyond the usual upper bound of about 0.2 coincides
with decreasing values of Coles’ wake parameter  of the wake-
defect law (Table 4). This can be seen in the velocity proﬁles
plotted in Fig. 14a where the defect almost disappears for this
ﬂow regime.
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Figure 15 Evaluation of Kh fk for ail flow regimes using the indicator function based on the the work of Spalart (1988) and Mohajeri et al. (2015). 
Filled symbols indicate the validity range of the linear fit used in the method. (a) Estimation ofKh/k from the slope of u./(d(ü)/dz). Corresponding 
linear fits are plotted in dashed lines. For clarity, plots for the different flow regimes are translated vertically in the figure. (b) "hfk (dashed lines) 
corresponding to the fiat part of the inverse of the indicator function (Eq. (7)) 
Table 5 Logarithmic-Jaw parameters with Kh fk estimated with the indicator function (free-K approach), for ail regimes investigated here and from 
experiments ofEiff et al. (2014)a 
h/k u./Umax "hfk d!k ks/k ks/h n Zm/k ZM/k !)max z~/k z1.,/k 1)~ 
6.7a 0.069 0.267 ± 0.002 0.455 ± 0.001 l.290 ± 0.001 0.193 0.00 2.86 4.26 0.61 2.51 6.31 0.94 
3a 0.082 0.229 ± 0.002 0.484 ± 0.001 0.852 ± 0.001 0.284 0.00 l.31 2.23 0.69 1.06 2.48 0.77 
3 (E06) 0.079 0.210 ± 0.002 0.426 ± 0.001 0.995 ± 0.001 0.332 0.00 1.29 l.91 0.57 1.17 2.14 0.67 
2 (E04) 0.084 0.249 ± 0.004 0.629 ± 0.001 0.601 ± 0.001 0.301 0.00 l.31 l.90 0.93 1.28 l.92 0.94 
1.5 (E03) 0.085 0.427 ± 0.007 0.840 ± 0.004 0.254 ± 0.001 0.169 0.04 1.24 1.40 0.93 1.21 1.47 0.96 
The fitted logarithmic-law parameters are d, ks, Kh/ k , and the lower and upper bounds Zm and ZM. !)max = (ZM - d)/(h - d). zi, and z1., are the lower 
and upper bounds using a spatial convergence error estimate E(ü) with 95% confidence. 1J~ax = (z1., - d)/(h - d). n is Cotes ' wake parameter. 
5.2 Free-K approach 
The free-,c approach was applied to the three h/k = {1.5,2,3} 
regimes of the present study as well as for the data of the 
h/k = {3, 6.7} regimes used in the constant-K approach by 
Eiff et al. (2014). Fig. 15a shows u./(d{ü}/dz) as a function 
of zlk and the logarithmic fits used to determine Kh fk· The 
filled symbols indicate the range of the validated linear fits. 
Figure 15b shows the inverse of the indicator function Eq. (7), 
u./(d{ü} /dz * (z - d)), after determining ks and d from the sec-
ond fit. The data points reveal approximately fiat regions in 
agreement with the Khfk values (dashed lines) determined via 
the fits in Fig. 15a. The corresponding double-averaged velocity 
profiles are plotted in Fig. 14b where it can be seen that in all 
cases the fitted logarithmic laws ( dashed lines) match rather well 
the data points in the validated ranges (solid symbols). It can 
also be observed that the velocity defect is smaller than in the 
constant-K approach, in particular for the higher submergence 
ratios h/k = {3, 6.7}. 
Table 5 summarizes all parameters obtained with the free-,c 
approach: the van Karman constant Kh fk, the relative displace-
ment height d/k, the relative equivalent sand roughness ks/k, and 
the lower and upper boundszm/ k and ZM / k. Coles' wake param-
eter TT has also been computed as well as the extended bounds 
by considering 95% confidence intervals as before. It can be 
seen in Table 5 that Khf k found with this approach is smaller 
than 0.41 reaching a minimum of 0.21 at h/ k = 3. At h/k = 
1.5, Khf k = 0.385, almost as high as the standard value, while 
at h/k = 6.7, Khfk = 0.267. This behaviour is in accordance 
with the trend suggested by Gaudio, Miglio, and Dey (2010) 
but with a minimum at a higher hl k ratio ( ~ 7), on the basis 
of widely scattered data compiled from several studies. The 
range [zm/ h,zM /h] of the optimally fitted logarithmic law for 
h/k = 1.5 is the same in both approaches with an upper bound 
of 17~ = 0.96. For h/k > 1.5, however, the free-K approach 
yields higher upper bounds than with the constant-K approach, 
with extended ranges [zm/h€ ,ZM / hé] almost reaching the whole 
available water depth over the roughness elements. This is in 
accordance with values close to zero found for the Coles' wake 
parameter TT and the observation of the velocity profiles in 
Fig. 14b. Considering that the free-K approach has an additional 
free parameter, it is not surprising to obtain an even wider range. 
The ks/k values found with the free-K approach are only 
slightly larger than for the constant-K approach. Yet, although 
a decrease of k, /k with decreasing values of hlk is observed 
as for the constant-K approach, ks/h is not constant any more, 
yielding higher values in the middle hlk range. This reflects the 
trend of Khfk· Similarly, the normalized displacement height dlk 
found with this approach is Jess robust than with the constant-K 
approach, increasing as hlk decreases. 
5.3 Beyond the streamwise velocity profiles 
In uniform flow conditions, the double-averaged Navier-Stokes 
equations ( e.g. Nikora et al., 2007) simplify into a linear profile 
of the total shear stress tensor, reading. = u2( 1 - (z - k) / (h -
* 
k)) since u* ~ given b,Y. t" at z = k. Adopting the mixing-length 
mode! • = im laü/dzl(dü/dz) to relate this shear stress formu-
lation to the law of the wake for double-averaged velocity (ü}, 
yields a theoretical profile for the mixing length of the form: 
lm(Z) 
--= K 
h - d 
z - k h - d ( z - d)]-' 
l - h - k z - d + n IT sin n h - d 
(10) 
This formulation is analogous to the mixing-length formulation 
for smooth uniform flows of Nezu and Rodi ( 1986), extended 
here to rough-wall turbulent boundary layers containing the 
logarithmic-law and Coles' law ofwake. 
Mixing lengths calculated from the experimental profiles of 
t" and d(ü}/dz are plotted in Fig. 16 for the flow regimes studied 
here and for the experiments of Eiff et al. (2014) for h/ k = 3 
and h/ k = 6.7. Predictions ofEq. (10) for the approach with K = 
0.41 and the free-K approach (via K = Khfk and the displacement 
height d) are also plotted in the same figure. 
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Figure 16 Mixing length em/k and prediction given by Eq. (JO) using 
the displacement height d from the K = 0.41 fitting approach (·••)and 
the free-K fitting approach (- - • - ) 
It can be observed in Fig. 16 that the values of K and d found 
with both approaches allow Eq. (10) to capture the experimen-
tal profiles on a large portion of the water depth. The free-K 
approach, however, appears to be better towards the free sur-
face, while the constant-K approach is also able to capture the 
behaviour near the rough bed, i.e. for z • k, where the free-K 
approach faces difficulties. These observations are in accordance 
with the extended fitting ranges [z!,zX<] which for h/k > 1.5 
extend higher towards the free surface with the free-K approach 
than with the constant K = 0.41 approach, the latter, however, 
being more efficient near the roughness elements. 
In Fig. 17a and 17b, profiles of the streamwise and ver-
tical spatially-averaged normal stresses are plotted with the 
fitting laws proposed by Kironoto and Graf (1 994) and Nezu 
and Rodi (1986), using the external variable 17 = (z - d)/ 
(h - d) which depends on the logarithmic-law fitting approach. 
Figure 17a shows the results for the constant-K approach and 
Fig. 17b for the free-K one. Data from the experiments of Eiff 
et al. (2014) for h/k = 3 and h/k = 6.7 are included in the 
figures. Comparing both figures, it can be observed that the 
collapse of the profiles is better with the K = 0.41 approach 
(Fig. 17 a) than with the free-K approach (Fig. 17b ), in particular 
in the lower part of the flow (17 < 0.5). Moreover, the experi-
mental profiles with K = 0.41 are in better accordance with the 
fitting laws of Kironoto and Graf (1994) (rough open-channel 
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Figure 17 Normalized spatially-averaged normal stresses 〈u′2〉/u∗ and 〈w′2〉/u∗. η computed with displacement height d obtained from (a) the
constant-κ approach and (b) the free-κ approach. The exponentially ﬁtted proﬁles of Kironoto and Graf (1994) and Nezu and Rodi (1986) are also
given for comparison
ﬂows with 6 < h/k < 20) and Nezu and Rodi (1986) (smooth
and rough high-submergence open-channel ﬂows). The rela-
tively good consistency of the results for all submergence ratios
and agreement within the scatter of existing data with high
submergence ratios suggests a universal behaviour. This univer-
sality is better captured with the constant-κ approach (through
the estimation of the displacement height d). It should be noted
that the diﬀerence in the outer layer between the two equivalent
h/k = 3 regimes but with diﬀerent Froude numbers suggests
the presence of small surface-wave induced eﬀects. These are
likely also the cause for the deviations for the low submergence
regimes h/k = 2 and h/k = 1.5 for η > 0.6. Regime h/k = 2
in particular shows signs of the resonant waves with an upward
curvature in both components as z → η = 1.
Amir and Castro (2011) concluded that for developing zero-
pressure-gradient boundary layers down to δ/k = 6, outer-layer
similarity of the Reynolds stresses is found. They based this on
the observation that the anisotropy ratio 〈w′2〉/〈u′2〉 was unaf-
fected down to this δ/k ratio. Figure 18a shows this anisotropy
ratio in the present regimes as well as for h/k = {3, 6.7} from
Eiﬀ et al. (2014) along with predictions inferred from the avail-
able exponential ﬁts of Kironoto and Graf (1994) and Nezu
and Rodi (1986). Here, the displacement height d based on the
κ = 0.41 approach has been used. The general collapse is rather
good across the entire depth, except again near the free surface
for the resonant-wave inﬂuenced regime h/k = 2. In the lower
part of the ﬂow (i.e. η < 0.5), this ratio slightly increases from
0.3 to 0.4, as expected from the empirical laws of Kironoto
and Graf (1994), which predict an almost linear increase of
the turbulence anisotropy ratio from 0.3 to 0.5 in the range
η ∈ [0, 1]. Even the lowest submergence regimes h/k = 1.5 and
h/k = 2 exhibit the same level of anisotropy in the lower part
of the ﬂow for η < 0.7 of about 0.4, showing that there, large
turbulent eddies exhibit a similar structure for all h/k exam-
ined. This similarity even extends to the zero-pressure-gradient
smooth and rough boundary layers examined by Amir and Cas-
tro (2011) who also found a ratio of about 0.4 down to δ/k = 6
ratios at mid-height.
Figure 18b shows the anisotropy ratio of the lateral to the
longitudinal stresses, 〈v′2〉/〈u′2〉, for the three available regimes,
h/k = {1.5, 2, 3}. This anisotropy ratio is clearly aﬀected by
the relative submergence. As h/k decreases, the ratio increases,
indicating an increased transfer of turbulent energy to lat-
eral motions as the water-depth decreases. This is consistent
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Figure 18 Turbulence anisotropy ratios, (a) 〈w′2〉/〈u′2〉 and (b) 〈v′2〉/〈u′2〉, as a function of η = (z − d)/(h − d) (where d is the displacement height
estimated with the constant κ = 0.41 method), along with predictions inferred from available exponential ﬁts of Kironoto and Graf (1994), Nezu
and Rodi (1986) and Nezu (1977)
with the increasingly strong inter-plane lateral shear on the
roughness-pattern scale and the increased spatially-averaged lat-
eral normal stress observed earlier. Unfortunately, the data of
Eiﬀ et al. (2014) are not stereoscopic so no higher submergence
ratios are available to examine at which relative submergence
this anisotropy ratio becomes universal, perhaps as low as 3.
The exponential ﬁts given by Nezu (1977) (also cited in Nezu &
Nakagawa, 1993) give a constant 〈v′2〉/〈u′2〉 = 0.5 which is
lower than the central value of about 0.6 found here with
h/k = 3. However, the scatter of the data underlying these ﬁts
is quiet large. The exponential ﬁts of Nezu (1977) also underes-
timate the vertical to longitudinal normal stress ratio, as seen in
Fig. 18a.
6 Conclusion
The eﬀect of low relative submergence ratios h/k = {1.5, 2, 3}
on the turbulent features of an open-channel ﬂow over
a rough homogeneous bed was investigated via stereo-
PIV measurements in several planes for each submergence
ratio in order to obtain well-converged double-averaged
statistics.
Examination of the mean ﬂow ﬁelds revealed mean sec-
ondary ﬂows at the roughness scale. These secondary ﬂows
are signiﬁcantly modiﬁed as the relative submergence ratio h/k
decreases. In the lowest relative submergence ratio case exam-
ined, h/k = 1.5, a mean counter-rotating vortex in the lateral
(y, z)-plane over the roughness pattern with a typical length
scale of the same order of magnitude as the eﬀective water depth
(h− d) can be inferred. Those mean secondary ﬂows have their
main direction in the streamwise direction and appear centred
over the roughness pattern. The counter-rotating vortex can be
explained by a rigid wall assumption, where the free surface
acts as a rigid wall. Then, the ﬂow cannot adapt through a vari-
ation of the pressure gradient via free-surface oscillations and is
forced to accelerate. As a consequence, the streamwise veloc-
ity component increases (as observed) and is distributed into the
lateral and vertical directions. In particular, a jet-like ﬂow in the
alley between the cubes forms and the horizontal shear within
the roughness pattern scale increases drastically, generating a
recirculation in the lateral plane. The increasing horizontal shear
as the relative submergence decreases generates higher lateral
turbulence levels as seen in the spatially-averaged lateral nor-
mal stress proﬁles. It is also the cause of the strong non-universal
isotropy of 〈v′2〉/〈u′2〉, at least for h/k ∈ [1.5, 2]. The 〈w′2〉/〈u′2〉
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anisotropy, however, remains unaffected, revealing universal 
behaviour and values as in high relative-submergence open-
channel flows or developing zero-pressure-gradient boundary 
layers. 
In the intermediate low submergence regime, h/ k = 2, res-
onant surface-gravity waves were triggered and clearly influ-
enced the time-averaged vertical flow structure. For this specific 
case, modelling of the resonant wave was attempted in order 
to assess and remove it. The waves were identified as station-
ary, dispersive and almost two-dimensional deep-water surface 
gravity waves. A classical mode! using linear theory under 
the deep-water assumption was therefore applied which proved 
capable to quantitatively describe the resonant waves. This 
allowed the mean waves to be removed and to examine the tur-
bulent flow structure. The study showed that both mean flow 
velocities and the theoretical resonance velocity on the one hand 
and the length-scale of the roughness pattern and water-depth on 
the other hand were close, explaining the trigger of the resonant 
waves. These waves are therefore Froude-number dependent 
and not a general feature of this submergence regime. 
The roughness sublayer heights were assessed for each rel-
ative submergence ratio hlk based on the normalized spatial 
standard deviation 2Ds of all first and second-order statistics, 
following the method of Florens et al. (2013). While for h/ k = 
6.7 (Florens et al. , 2013), the roughness sublayer height extends 
up to about 20% of the effective water depth (h - d), it extends 
30% for h/ k = 3, 50% for h/ k = 2, and 100% for the lowest 
investigated submergence ratio, h/ k = 1.5. Thus, for h/ k = 1.5, 
the roughness sublayer spans the entire water column. 
It the classical view ( e.g. Jiménez, 2004; Nikora et al. , 2001 ), 
the logarithmic law exists above the roughness-sublayer but 
Amir and Castro (2011) and Eiff et al. (2014) show that it can 
penetrate the roughness sublayer. Here, the classical assump-
tion was not made. The existence, bounds and parameters of 
the logarithmic law were investigated by two approaches, first, 
by assuming K to be constant ( = 0.41) and second, by an 
indicator-function method, initially proposed by Spalart (1988) 
for smooth walls, which determines K. For all three submer-
gence ratios, including h/ k = 1.5, a logarithmic law was found 
with both approaches. The upper bound varies between both 
methods and almost reaches the free surface at the lowest sub-
mergence, h/ k = 1.5. At hlk above 1.5 and as high as 6.7 (data 
of Eiff et al. , 2014), the free-K approach yields significantly 
higher upper-bounds than the constant-K approach does. Exam-
ination ofColes' wake parameter (TT) shows that it is negligible 
with the free-K approach, in accordance with the extended log-
arithmic range, while the constant-K approach yields non-zero 
wake parameter values and with upper-bounds in agreement 
with the classical values at relatively high submergence h/ k = 
6.7 (rJ = 0.15). Analysis of a proposed rough-wall mixing-
length mode! suggests that while the free-K approach gives a 
better fit for the experimental data in the upper part of the flow, 
the constant-K approach gives a better match near the top of 
the roughness elements. One can conclude that both approaches 
give consistent results, but the constant-K approach is in better 
agreement with the mixing-length mode! and upper bounds of 
the logarithmic law. 
The constant-K method yields essentially constant relative 
displacement heights dlk. The equivalent sand roughness nor-
malized by the water depth, ks/h, is also approximately constant 
which would suggest d-type behaviour at first glance. However, 
ks/(h - d) increases significantly with decreasing h/k, i.e. ks 
does not scale with the effective water depth h - d, which is the 
more pertinent boundary-layer depth scale. lndeed, in most stud-
ies, the origin of the coordinate system is taken at z = d ( after 
fitting the logarithmic law or using the centroidal approach of 
Jackson, 1981 ), so that the effective water depth h - d is the 
water depth used. Since d scales with k, the difference between 
these two water thicknesses, h and h - d, becomes important 
for low values of h/k, as in the present study. The usual expia-
nation for d-type behaviour in classical boundary layers with 
large 8/ k or hlk is that when the streamwise separation between 
the roughness elements is relatively close with strong sheltering, 
vortex shedding from the roughness into the flow above is neg-
ligible and therefore isolates the upper flow from the roughness 
(Perry, Schofield, & Joubert, 1969). Such a view is held firmly 
only for two-dimensional obstacles such as transverse ribs or 
bars. In the three-dimensional roughness configuration of the 
present study, vortex shedding can still occur on the lateral sides, 
through the alleys, so that d-type behaviour is not expected, if it 
can be expected at all. On the other hand, d-type like behaviour 
with essentially constant ks/(h - d) was found for a staggered 
configuration of cubes with higher density (ÀJ = 0.4) in Eiff 
et al. (2014), albeit the lowest hlk ratio investigated was only 
3. For this staggered configuration with a high value of À/, lit-
tle momentum exchange is possible between the troughs in the 
canopy, leading to the possibility of cavity flows in analogy with 
two-dimensional obstacles with strong sheltering and a d-type 
behaviour. 
With the constant-K approach, the extent of the logarithmic 
law, while small in terms of roughness heights, spans 15%, 31 %, 
54% and 96% of the effective water depth above the zero-plane 
displacement for h/ k = {6.7,3,2, 1.5}, respectively. The law is 
found even though the scale separation hlk is as low as 1.5 and 
the roughness sublayer, with a threshold of5%, extends through-
out the water column. In other words, the logarithmic law is 
completely within the roughness sublayer. However, the more 
pertinent roughness scale is the equivalent sand roughness, ks. 
While ks/k is of order one at h/ k = 6.7, for the lowest submer-
gence ratio investigated here (h/ k = 1.5), ks/k = 0.27 (Table 4), 
so that h/ ks = 6. This is not far from the conservative estimate 
by Castro et al. (2013), h/ ks ~ 9, for the lower limit for outer-
layer similarity in the case of zero-pressure gradient boundary 
layers. 
Similarity with highly submerged boundary layers is indeed 
observed in the second-order statistics of the longitudinal and 
vertical velocity components. Yet, the variation of the outer-
layer parameter TT with hlk in the constant-K method or of 
κh/k in the free-κ method, as well as the associated change of 
the relative height of the logarithmic layer in both methods, 
implies that the outer mean ﬂow is not self-similar with respect 
to the submergence ratio. While self-similarity is also observed 
in the 〈w′2〉/〈u′2〉 proﬁle, it is not in the 〈v′2〉/〈u′2〉 proﬁle which 
depends strongly on the submergence ratio h/k, at least in the 
range h/k ∈ [1.5, 2] where it is driven by the roughness pattern’s 
geometry.
In summary, in uniform open-channels where the bed rough-
ness becomes a macro roughness relative to the ﬂow depth, it has 
been shown that the logarithmic and wake-defect laws can still 
describe the velocity proﬁle and roughness parameters to deter-
mine the bed friction for h/k as low as 1.5, while the classical 
second-order statistics of the longitudinal and vertical velocity 
components still follow the universal boundary-layer behaviour. 
Yet, at h/k = 1.5 the spatial standard deviation is non-negligible 
almost up to the free surface which requires that open-channel or 
in situ ﬂow measurements should be performed accordingly. In 
particular, for point measurement techniques, acquisition times 
and the density of the number of samples at a ﬁxed elevation 
must be high enough to yield reliable estimates of the double-
averaged quantities, before any analysis. This was aided in the 
present study with a well-deﬁned periodic pattern.
The observed persistence of the logarithmic law for very low 
submergence ratios suggests that friction factor formulations 
based on the logarithmic law are still relevant in these regimes. 
The total stress measurements showed that the friction velocity 
u∗ at the canopy top is increasing as the relative submergence 
decreases. The total bed shear stress or resistive stress can be 
evaluated (τ0 = ρu2∗(1 + k/h), see Pokrajac et al. (2006) and 
Section 3.3 ), but to determine friction factors based on the ver-
tically integrated or bulk velocity, the ﬂow in the interstices also 
needs be known since its contribution to the ﬂow rate increases 
with decreasing h/k. Florens et al. (2013) measured the intersti-
tial ﬂow for h/k = 3 and in future work, the use of transparent 
cubes will allow spatially converged measurements within the 
interstices for the complete range of h/k. Also, the results need 
to be extended to diﬀerent roughness densities Af over the full 
h/k range and to the irregular roughness of gravel beds to verify 
if the observed trends and observations have a more universal 
character.
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Notation
Af = frontal area of the periodic roughness pattern (m)
Ap = planar area of the periodic roughness pattern (m)
Aw = wave amplitude (m)
Br = constant of the logarithmic law for rough beds (–)
d = displacement height (m)
Ds = non-dimensional spatial standard deviation coeﬃ-
cient (–)
D84 = 84th percentile of grain size distribution (m)
Fr = Froude number (–)
g = gravitational acceleration ( m s−2)
h = water depth (m)
hn = normal water depth (m)
hrs = top of the roughness sublayer (m)
k = roughness height (m)
ks = equivalent-sand-roughness scale (m)
k+s = equivalent-sand-roughness Reynolds number (–)
kw = wavenumber (m−1)
m = mixing length (m)
L = roughness pattern length (m)
Q = water discharge (m3 s−1)
Rh = hydraulic radius (m)
u = streamwise component of the velocity ( m s−1)
Ud = free-stream bulk velocity ( m s−1)
Ur = velocity for wave resonance ( m s−1)
u∗ = friction velocity at top of roughness
elements (m s−1)
v = lateral component of the velocity ( m s−1)
w = vertical component of the velocity ( m s−1)
W = wake function ( m s−1)
x = streamwise coordinate (m)
xM = streamwise position of the measurement area in the
ﬂume (m)
x0 = streamwise origin for resonant waves (m)
y = lateral coordinate (m)
z = vertical coordinate (m)
z0 = roughness length (m)
z+0 = roughness-length Reynolds number (–)
zfs = free-surface z-location
zm = lower bound of the linear regression for the loga-
rithmic law (m)
zm = extended lower bound of the linear regression for
the logarithmic law (m)
zM = upper bound of the linear regression for the loga-
rithmic law (m)
zM = extended upper bound of the linear regression for
the logarithmic law (m)
β = camera angle (◦)
δ = boundary-layer thickness (m)
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wave frequency (s- 1) 
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bed shear stress ( N m-2) 
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