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Abstract— The task of counting eucalyptus trees from
aerial images collected by unmanned aerial vehicles
(UAVs) has been frequently explored by techniques of
estimation of the basal area, i.e, by determining the
expected number of trees based on sampling techniques.
An alternative is the use of machine learning to identify
patterns that represent a tree unit, and then search for the
occurrence of these patterns throughout the image. This
strategy depends on a supervised image segmentation
step to define predefined interest regions. Thus, it is pos-
sible to automate the counting of eucalyptus trees in these
images, thereby increasing the efficiency of the eucalyptus
forest inventory management. In this paper, we evaluated
20 different classifiers for the image segmentation task.
A real sample was used to analyze the counting trees
task considering a practical environment. The results
show that it possible to automate this task with 0.7%
counting error, in particular, by using strategies based on
a combination of classifiers. Moreover, we present some
performance considerations about each classifier that can
be useful as a basis for decision-making in future tasks.
—–
Resumo —– A tarefa de contagem de a´rvores (ou mu-
das) de eucalipto por meio de imagens ae´reas coleta-
das por Veı´culos Ae´reos na˜o Tripulados (VANTs) tem
sido frequentemente explorado por meio de te´cnicas de
estimativa da a´rea basal, ou seja, que determinam o
nu´mero esperado de a´rvores com base em amostragem.
Uma estrate´gia alternativa e´ o uso de aprendizado de
ma´quina para identificar padro˜es que representam uma
unidade arbo´rea (copa de a´rvore ou muda), e verificar
a ocorreˆncia desses padro˜es em toda a imagem. Esta
estrate´gia depende de uma etapa de segmentac¸a˜o super-
visionada da imagem, que e´ o processo para identificar
regio˜es de interesse predefinidas. Assim, e´ possı´vel auto-
matizar a contagem (individualizada) de a´rvores nestas
imagens, aumentando a eficieˆncia da gesta˜o em inventa´rio
? Este trabalho e´ parte dos requisitos para aprovac¸a˜o na disciplina
de Trabalho de Conclusa˜o de Curso (2016/2) do discente Rodrigo
M. Ferreira, no curso de Bacharelado em Sistemas de Informac¸a˜o.
florestal de eucalipto. Neste trabalho foram avaliados 20
classificadores para a tarefa de segmentac¸a˜o de imagens.
Foi utilizada uma amostra real, de uma grande empresa
na a´rea de papel e celulose, para analisar o problema de
contagem de a´rvores considerando um ambiente pra´tico.
Os resultados indicam que foi possı´vel automatizar
esta atividade com erro de 0.7%, em particular, com
estrate´gias baseadas em combinac¸a˜o de classificadores.
Ainda, e´ apresentada uma visa˜o geral do desempenho de
cada classificador que pode ser utilizada como base para
tomada de decisa˜o em tarefas futuras.
I. INTRODUC¸A˜O
O cultivo de eucalipto representa um papel de
destaque na economia brasileira [1]. O eucalipto
tem uma caracterı´stica econoˆmica vantajosa relaci-
onada a` sua diversidade, pois pode ser empregado
nas indu´strias de papel, celulose, madeira indus-
trializada e carva˜o vegetal. Ale´m disso, tem um
efeito importante no controle ambiental no que
diz respeito ao sequ¨estro de CO2, uma vez que
um hectare de eucalipto remove 60 toneladas de
CO2 da atmosfera [2]. As empresas de setor teˆm
reportados investimentos volumosos para viabilizar
a silvicultura de precisa˜o, que e´ o processo para
aumentar o grau de automatizac¸a˜o e eficieˆncia com
operac¸o˜es envolvendo madeira florestal [3].
No sentido de aumentar esta eficieˆncia, nos
u´ltimos anos ha´ um aumento considera´vel de uso
de veı´culos ae´reos na˜o tripulados (VANTs) para
apoiar monitoramento do inventa´rio florestal [4].
Dentre os principais objetivos, a detecc¸a˜o de falhas
de plantio e contagem de a´rvores teˆm sido alvo
de diversos estudos; uma vez que sa˜o importantes
na estimativa de produc¸a˜o das empresas. Ale´m
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disso, a visa˜o ae´rea proporcionada pelos VANTs
podem fornecer informac¸o˜es complementares a`s
detectadas em solo, bem como coletar dados de
grandes a´reas em um curto espac¸o de tempo.
Por propocionar baixo custo de coleta de dados
quando comparado com alternativas tradicionais
(e.g. sate´lites e veı´culos tripulados), tal coleta e´
realizada com maior frequeˆncia o que gera uma
quantidade maior de dados a serem analisados [4].
Em particular, as imagens ae´reas das florestas sa˜o
um tipo de informac¸a˜o coletada, geralmente em
alta resoluc¸a˜o, que por serem georreferenciadas
sa˜o combinadas em imagens maiores por meio de
uma te´cnica denominada “mosaicagem” [5], i.e., a
fusa˜o de imagens para recobrimento fotogra´fico de
uma a´rea de interesse [6].
As imagens coletadas pelos VANTs sa˜o recursos
importantes para o inventa´rio florestal de euca-
lipto, em especial, na estimativa de quantidade
de a´rvores. A te´cnica mais tradicional para esta
estimativa e´ baseada indicadores de a´rea basal, que
sa˜o te´cnicas estatı´sticas para estimar a densidade
florestal de uma a´rea [7]. A popularidade desta
te´cnica e´ baseada na ideia de que e´ invia´vel a
contagem individual de a´rvores para o inventa´rio
florestal, sendo necessa´rio realizar tal procedi-
mento por te´cnicas de amostragem. Por outro lado,
e´ reconhecido que a medic¸a˜o por a´rea basal pode
obter resultados insatisfato´rios, geralmente devido
a` processos imprecisos de amostragem [8].
Com o aumento de recursos computacionais
e avanc¸os na a´rea de aprendizado de ma´quina,
bem como a alta disponibilidade das imagens
a´reas, diversas pesquisas teˆm apresentados resul-
tados promissores sobre me´todos para contagem
individual de a´rvores [9], [10], [11]. Nesse caso,
a ideia principal e´ identificar padro˜es nas imagens
que representam a copa de uma a´rvore (ou muda)
de eucalipto (unidade arbo´rea) e contabilizar a
ocorreˆncia desses padro˜es na a´rea de interesse.
Me´todos de segmentac¸a˜o de imagens sa˜o utiliza-
dos para identificar tais padro˜es com base em dois
crite´rios [12]: (1) uniformidade intra-regia˜o, que
ocorre quando elementos de uma mesma regia˜o
da imagem teˆm alta similaridade de brilho, cor,
forma e textura; e (2) contraste inter-regia˜o, que
ocorre quando elementos em regio˜es diferentes
teˆm baixa similaridade de brilho, cor, forma e
textura. Os me´todos de segmentac¸a˜o de imagens
em geral sa˜o na˜o supervisionados [13], na qual
heurı´sticas baseadas nos dois crite´rios acima sa˜o
aplicadas para identificac¸a˜o de bordas ou com base
em algoritmos de agrupamento de dados [14]. No
entanto, para domı´nios especı´ficos (como florestas
de eucaliptos) e´ possı´vel realizar segmentac¸a˜o su-
pervisionada de imagens, com apoio de algoritmos
de classificac¸a˜o de dados, em que uma amostra de
dados e´ rotulada (como copa de a´rvores) para de-
finir previamente o crite´rio de uniformidade intra-
regia˜o dos elementos de interesse [15].
Em relac¸a˜o ao uso de classificadores para
segmentac¸a˜o de imagens, a ideia e´ rotular uma
amostra em duas classes, “a´rvores” e “na˜o
a´rvores”, e enta˜o realizar a tarefa de segmentac¸a˜o.
A saı´da e´ comumente uma imagem binarizada (e.g.
cor preta para classe “a´rvores” e cor branca para
“na˜o a´rvores”) e assim um algoritmo de contagem
e´ aplicado nessa imagem. Na a´rea de aprendizado
de ma´quina dezenas de algoritmos de classificac¸a˜o
foram propostos, cada um com suas vantagens e
desvantagens, sendo necessa´rio um procedimento
experimental para escolha do classificador [16].
Neste trabalho e´ apresentada uma avaliac¸a˜o de
classificadores para segmentac¸a˜o de imagens, em
particular, na tarefa de automatizac¸a˜o de contagem
de a´rvores em florestas de eucalipto. O trabalho
e´ motivado por uma constatac¸a˜o de que na˜o ha´
um algoritmo de classificac¸a˜o que e´ eficaz em
todos os tipos de imagens, sendo importante um
procedimento de avaliac¸a˜o e selec¸a˜o de classifi-
cadores. Ate´ mesmo para um domı´nio especı´fico
(como imagens a´reas das copas de eucalipto) ha´
variac¸o˜es importantes na coleta das imagens, como
luminosidade do dia (e.g. ensolarado ou nublado),
altura e angulac¸a˜o das fotos, caracterı´sticas da
regia˜o da plantac¸a˜o, bem como possı´veis pro-
blemas na te´cnica de mosaicagem. As principais
contribuic¸o˜es deste trabalho sa˜o destacadas a se-
guir:
• E´ apresentada uma avaliac¸a˜o empı´rica de 20
algoritmos de classificac¸a˜o para segmentac¸a˜o
de imagens, em que o crite´rio de avaliac¸a˜o
e´ a taxa de erro na contagem de a´rvores
de eucalipto. Embora tal resultado na˜o possa
ser generalizado para outras imagens, sa˜o
discutidas as caracterı´sticas dos algoritmos
com melhor desempenho que podem ser u´teis
para apoiar a selec¸a˜o de classificadores em
aplicac¸o˜es futuras.
• Tambe´m e´ analisado o uso de restric¸o˜es de
domı´nio na contagem de a´rvores, apo´s o pro-
cesso de segmentac¸a˜o, com base na distaˆncia
esperada entre a´rvores para melhorar o pro-
cesso de contagem. Esta te´cnica obte´m me-
lhores resultados do que as te´cnicas conven-
cionais baseadas na contagem de segmentos
com formatos predefinidos; que sa˜o elipses no
caso de copas de eucaliptos.
O restante deste texto esta´ organizado da se-
guinte maneira. Na sec¸a˜o II sa˜o apresentados os
fundamentos deste trabalho, descrevendo pocesso
de extrac¸a˜o de caracterı´sticas das imagens e al-
goritmos de classificac¸a˜o utilizados na tarefa de
segmentac¸a˜o supervisionada. Na Sec¸a˜o III e´ apre-
sentado o procedimento de avaliac¸a˜o de classifica-
dores para segmentac¸a˜o de imagens com foco no
inventa´rio de florestas de eucalipto. Os resultados
experimentais sa˜o discutidos na Sec¸a˜o IV. Por fim,
limitac¸o˜es do trabalho e direc¸a˜o para trabalhos
futuros sa˜o apresentados na Sec¸a˜o V.
II. FUNDAMENTOS BA´SICOS
O processo de segmentac¸a˜o supervisionada de
imagens depende inicialmente em representar a
imagem em um formato adequado para a tarefa
de classificac¸a˜o [15]. Tal representac¸a˜o conte´m as
caracterı´sticas extraı´das das imagens. Assim, uma
imagem e´ representada no modelo espac¸o-vetorial,
em que cada possı´vel segmento s da imagem e´
um vetor m-dimensional s = (f1, f2, ..., fm) e fi
indica a relevaˆncia da caracterı´stica i no segmento
s. Ale´m disso, caso o segmento s seja rotulado
pelo usua´rio na classe “a´rvore” ou “na˜o a´rvore”,
enta˜o fara´ parte do conjunto de treinamento para
aprendizado do classificador.
Nas pro´ximas sec¸o˜es e´ apresentado em mais
detalhes o processo de extrac¸a˜o de caracterı´sticas,
bem como uma breve descric¸a˜o dos classificadores
utilizados neste trabalho na tarefa de segmentac¸a˜o
de imagens.
A. Extrac¸a˜o de Caracterı´sticas das Imagens
Uma imagem digital pode ser definida como
uma matriz M(x, y) de pixels com valores de
intensidade, luminosidade e cor, associados a cada
pixel. Para o processo de extrac¸a˜o de carac-
terı´sticas de uma imagem ou de um fragmento
dela, e´ comum o uso de histogramas de cor, que
e´ a representac¸a˜o nume´rica das caracterı´sticas da
imagem. A principal vantagem do uso de histogra-
mas e´ a representac¸a˜o compacta das caracterı´sticas
da imagem [15].
Um histograma geralmente e´ representado por
um vetor contendo as variac¸o˜es de cores conti-
das na imagem, dadas em porcentagem, sendo
invariante as transformac¸o˜es geome´tricas (escala,
rotac¸a˜o e translac¸a˜o). As cores teˆm grande signi-
ficaˆncia na indexac¸a˜o e recuperac¸a˜o de imagens.
Podem ser representadas por diferentes padro˜es
tais como RGB (red, green, blue) e HSI (hue,
saturation, intensity); esse u´ltimo mais pro´ximo
da percepc¸a˜o de cores da visa˜o humana. Histogra-
mas na˜o possuem representatividade espacial dos
pixels, sendo assim e´ possı´vel que imagens dife-
rentes possuam histogramas iguais ou pro´ximos.
Embora a cor possa ser facilmente utilizada como
caracterı´stica, ha´ casos em que ela na˜o pode sozi-
nha representar caracterı´stica, dado a isso os siste-
mas mais bem difundidos se utilizam de mu´ltiplas
caracterı´sticas [17].
A textura e´ outro tipo de caracterı´stica que pode
ser suscintamente definida como a representac¸a˜o
de padro˜es repetitivos em uma imagem de forma
equaˆnime. Podem ser analisadas por procedimento
dentro de uma janela, denominada de ana´lise es-
tatı´stica, ou se for feito no elemento da textura
e´ denominado de analise estrutural. Analise es-
trutural se aplica a elementos claramente identi-
fica´veis, enquanto ana´lise estatı´stica a elementos
mais pequenos e difı´ceis de identificar [18]. A
ana´lise da textura e´ baseada em formatos e regras
descrevendo o posicionamento dos elementos rela-
tivos aos demais, como vizinhanc¸a e conexidade.
Tambe´m sa˜o usadas regras sobre densidade de
elementos por unidade espacial, regularidade e
homogeneidade. A segmentac¸a˜o baseada em tex-
tura determina as regio˜es que possuem textura
uniforme, em que apo´s identificac¸a˜o da textura
um retaˆngulo envolvente e´ usado para criar uma
indexac¸a˜o do tipo R-Tree [19].
Ale´m da cor e textura, tambe´m e´ possı´vel
caracterizar imagens com base nas formas dos
seus elementos internos. E´ uma das tecnicas mais
difı´ceis para extrac¸a˜o de caracterı´sticas devido a`
dificuldade em identificar tais formas, limitando
a extrac¸a˜o de caracterı´sticas baseada em poucos
objetos claramente identificados [15]. Em geral,
abrange o pre´-processamento da imagem para en-
contrar os objetos e detectar bordas podendo ser
dificultado pela oclusa˜o parcial de objetos e ruı´dos
ou sombras. Ha´ domı´nios que na˜o apresentam for-
mas pre´-definidas, tais como tumores e mancha de
pragas em folhas. Por outro lado temos domı´nios
com formas geome´tricas definidas, por exemplo,
localizar uma placa em um carro.
As caracterı´sticas podem ser combinadas em
um u´nico vetor m-dimensional ou serem utilizadas
separadamente para o treinamento do classificador.
Trabalhos recentes na literatura indicam que uma
combinac¸a˜o de caracterı´sticas produz resultados
mais satisfato´rios do que o uso de apenas um tipo
de caracterı´stica [17].
B. Me´todos de Classificac¸a˜o
A seguir sa˜o apresentados os me´todos de
classificac¸a˜o utilizados neste trabalho para apoiar
a segmentac¸a˜o de imagens visando a conta-
gem de a´rvores de eucalipto. Para cada me´todo
e´ apresentada uma breve descric¸a˜o com base
na documentac¸a˜o apresentada na ferramenta
Weka[20] e FIJI-ImageJ [21], a qual conte´m re-
fereˆncias para uma leitura mais detalhada desses
algoritmos.
• NaiveBayes: fornece uma abordagem simples
de aprendizado probabilı´stico, baseado no teorema
de Bayes. Uma limitac¸a˜o do algoritmo e´ assumir
que todas as caracterı´sticas sa˜o independentes en-
tre si durante a induc¸a˜o do classificador.
• Naive Bayes Updatable: e´ uma versa˜o in-
cremental do NaiveBayes que e´ u´til para grandes
conjuntos de treinamento.
• Naive Bayes Multinonomial: desenvolvido
para dados com representac¸o˜es de alta dimensa˜o,
geralmente baseado em frequeˆncia de ocorreˆncia
das caracterı´sticas, e com grande esparsidade
(muitos elementos nulos ou zeros), como textos.
O modelo multinomial captura informac¸o˜es de
frequeˆncia de ocorreˆncia, criando um vocabula´rio.
Tambe´m permite realizar o aprendizado de forma
incremental, sendo u´til para grandes conjuntos de
treinamento.
• SimpleLogistic: constro´i modelos de regressa˜o
logı´stica linear. Para problemas de classificac¸a˜o,
utiliza-se um limiar para definir a classe apo´s o
treinamento do regressor.
• Logistic: constro´i um modelo de re-
gressa˜o logı´stica multinomial. Para problemas de
classificac¸a˜o, utiliza-se um limiar para definir a
classe apo´s o treinamento do regressor.
• VotedPerceptron: um classificador baseado em
uma lista de Perceptrons que, durante o treina-
mento, recebem pesos conforme a quantidade de
objetos que conseguem classificador corretamente.
Os pesos sa˜o utilizados, na etapa de teste, em uma
estrate´gia de votac¸a˜o de cada Perceptron para a
classificac¸a˜o final.
• MultilayerPerceptron: MultilayerPerceptron e´
um tipo de Rede Neural que usa o algoritmo
backpropagation para classificar instaˆncias. Na
implementac¸a˜o utilizada, os no´s nessa rede usam
a func¸a˜o sigmo´ide.
• RBFClassifier: classificac¸a˜o usando redes de
func¸a˜o de base radial, treinadas de forma total-
mente supervisionada com minimizac¸a˜o de erro
quadra´tico. Na implementac¸a˜o utilizada, todos os
atributos sa˜o normalizados na escala [0,1]. Os
centros iniciais para as func¸o˜es de base radial
gaussianas sa˜o encontrados usando uma execuc¸a˜o
do algoritmo k-means.
• SMO: representa o algoritmo para Ma´quinas
de Vetores de Suporte, baseado na teoria do apren-
dizado estatı´stico. Na implementac¸a˜o utilizada,
todos os atributos sa˜o normalizados por padra˜o.
Tambe´m e´ utilizado um kernel polinomial, o que
permite o aprendizado de classificadores na˜o line-
ares.
• SMO LibLinear: SMO LibLinear e´ uma
biblioteca open source para classificac¸a˜o linear
em larga escala. Utiliza como classificador base
ma´quinas de vetores de suporte linear. .
• FLDA: constro´i um func¸a˜o Discriminante Li-
near de Fisher. O limiar e´ selecionado de modo
que o separador esteja a meio caminho entre os
centro´ides das classes.
• IB1: classificac¸a˜o com a te´cnica de vizinho
mais pro´ximo. Usa a distaˆncia euclidiana para
encontrar a instaˆncia de treinamento mais pro´xima
a` instaˆncia de teste fornecida e prediz a mesma
classe dessa instaˆncia de treinamento. Se va´rias
instaˆncias tiverem a mesma (menor) distaˆncia para
a instaˆncia de teste, a primeira encontrada sera´
utilizada.
• RandomCommittee: constroi um conjunto de
classificadores base e a predic¸a˜o final e´ uma me´dia
linear das previso˜es geradas pelos classificadores
base individuais. O classificador base comumente
utilizado e´ o DecisionStump.
• RandomSubSpace: constro´i um classificador
que consiste em va´rias a´rvores construı´das sistema-
ticamente por selec¸a˜o pseudo-aleato´ria de subcon-
juntos de caracterı´sticas, isto e´, a´rvores construı´das
em subespac¸os escolhidos aleatoriamente.
• RandomForest: e´ um comiteˆ de a´rvores de
decisa˜o (floresta), em que cada a´rvore e´ cons-
truı´da por meio de subconjunto de atributos e
de instaˆncias. A classificac¸a˜o final e´ a moda da
classificac¸a˜o de todas as a´rvores. Tal proposta tem
a vantagem de evitar um modelo de classificac¸a˜o
que faz um super ajuste nos dados, ou seja, me-
lhora a tarefa de generalizac¸a˜o.
• FastRandomForest: e´ uma versa˜o otimizada
da RandomForest no sentido de uso de memo´ria.
Dentre as otimizac¸o˜es, utiliza processamento pa-
ralelo via threads. Assim como a RandomForest,
o resultado de classificac¸a˜o pode ser diferente
em cada execuc¸a˜o conforme a semente pseudo-
aleato´ria.
• PART: contro´i uma lista de regras de decisa˜o
com base em uma a´rvore de decisa˜o, na qual em
cada iterac¸a˜o a “melhor folha” atual e´ transfor-
mada em uma regra.
• DecisionStump: e´ uma a´rvore de decisa˜o com
apenas um nı´vel. Em geral, cada atributo gera
uma regra caso sua entropia seja baixa, ou seja,
caso o atributo seja discriminativo para as classes.
Por ser simples e ra´pido, os algoritmos baseados
em comiteˆs usualmente utilizam por padra˜o este
classificador como base.
• J48: e´ uma implementac¸a˜o baseada no algo-
ritmo C4.5 para construc¸a˜o de a´rvore de decisa˜o,
com base em ganho de informac¸a˜o. A a´rvore de
decisa˜o pode ser podada ou na˜o.
• LMT: classificador para a construc¸a˜o de
“a´rvores de modelo logı´stico”, que sa˜o a´rvores de
classificac¸a˜o com func¸o˜es de regressa˜o logı´stica
nas folhas.
III. AVALIAC¸A˜O DE CLASSIFICADORES PARA
SEGMENTAC¸A˜O DE IMAGENS
Conforme comentado anteriormente, aplicac¸o˜es
para apoiar o inventa´rio florestal teˆm recebido
grande atenc¸a˜o em empresas do ramo de papel e
celulose. Neste processo, aumentar a precisa˜o na
contagem de a´rvores de eucalipto e´ fundamental,
pois permite melhorar a estimativa da produc¸a˜o fu-
tura. O desenvolvimento deste trabalho visa apoiar
a metodologia adotada em uma das principais
empresas brasileiras no setor, localizada na regia˜o
de Treˆs Lagoas - MS. Na Figura 1 sa˜o ilustrados
os passos da metodologia utilizada para apoiar o
processo de inventa´rio florestal de eucalipto.
O processo e´ iniciado por meio da coleta de
imagens por VANTs. O processo de fusa˜o de
imagens e´ aplicado ao final da coleta, gerando um
mosaico (imagem unificada) da a´rea de interesse.
Em seguida, os te´cnicos da a´rea de inventa´rio
florestal realizam recortes na imagem para (i)
remover plantac¸o˜es que esta˜o na borda da a´rea de
interesse e (ii) definir uma amostra para o processo
de segmentac¸a˜o de imagens. Este trabalho apoia
diretamente a etapa de selec¸a˜o do classificador
apropriado para a segmentac¸a˜o, considerando a
imagem coletada. A imagem segmentada e´ utili-
zada como entrada para algoritmos que realizam o
processamento da imagem e contagem de a´rvores,
disponı´veis na ferramenta FIJI-ImageJ. A ideia
desses algoritmos e´ identificar segmentos similares
a` elipses, que possuem maiores chances de serem
copas (ou mudas) de eucalipto. Essas informac¸o˜es
sa˜o tabuladas em uma planilha indicando a posic¸a˜o
na imagem em que cada unidade arbo´rea foi con-
tabilizada. Por fim, e´ proposto neste trabalho o uso
de um filtro de restric¸o˜es de domı´nio, que remove
contagens inva´lidas. Nesse caso, informac¸o˜es pre-
definidas sobre a distaˆncia mı´nima entre a´rvores
(ou mudas) sa˜o utilizadas como restric¸o˜es. Enfim,
a efica´cia desta metodologia depende da integrac¸a˜o
de va´rios softwares utilizados no processo:
• QGIS: sistema de informac¸a˜o geogra´fica que
permite analisar imagens georreferenciadas
coletadas pelos VANTs;
• FIJI-ImageJ: ambiente para processamento de
imagens que auxilia tanto na etapa de extrac¸a˜o
de caracterı´sticas das imagens quanto na con-
tagem de a´rvores apo´s a segmentac¸a˜o; e
• Weka: ambiente de aprendizado de ma´quina
com dezenas de algoritmos de classificac¸a˜o e
utilita´rios para avaliac¸a˜o de classificadores.
Para melhor compreensa˜o desta metodologia,
a seguir sa˜o ilustrados os passos principais. Na
Figura 2, e´ ilustrada a etapa em que o usua´rio
deve identificar quais regio˜es das imagens re-
presentam as classes de interesse. Na pra´tica, o
usua´rio seleciona na pro´pria imagem as regio˜es
que representam mudas (ou copas) de eucalipto
para formar a classe de interesse e outras regio˜es
da imagem para representar a classe “outros (ou
Fig. 1. Passos da metodologia utilizada para o processo de inventa´rio florestal de eucalipto, em que a etapa de contagem de a´rvores e´
apoiada por te´cnicas de segmentac¸a˜o de imagem via me´todos de classificac¸a˜o.
na˜o a´rvore)”. O usua´rio tambe´m deve identificar
quais as te´cnicas de processamento de imagem
sera˜o utilizadas para extrac¸a˜o das caracterı´sticas,
geralmente baseada em cores e texturas. Por fim,
o classificador para segmentac¸a˜o supervisionada,
bem como seus paraˆmetros devem ser definidos.
A ferramenta apresenta os paraˆmetros melhor ava-
liados na literatura como padra˜o.
Considere uma imagem com mudas de eucalipto
conforme ilustrado na Figura 3. Na Figura 4 e´
ilustrada esta imagem segmentada por meio de um
classificador. Note que a classe de interesse e´ apre-
sentada por elipses, que visa futuramente facilitar
o processo de contagem de a´rvores. Para finalizar
esse processo, ainda e´ necessa´rio transformar a
imagem para um formato bina´rio. Em seguida,
aplicam-se os filtros denominados “Fill Holes” e
“Watershed”. O primeiro tem o objetivo de realc¸ar
formas de elipses, preenchendo seu conteu´do com
pixels preto. O segundo permite realc¸ar as bordas
de divisa˜o entre as elipses identificadas. A imagem
resultante e´ ilustrada na Figura 5.
Para finalizar o processo aplica-se um algoritmo
para contagem de a´rvores propriamente dito, que e´
baseado na ana´lise de particulas. A ideia e´ buscar
agrupamentos de pixels, em formato de elipses,
definindo como paraˆmetro um raio mı´nimo (nesse
trabalho o minino e´ 50px). Assim, obtemos uma
imagem com a eliminac¸a˜o dos grupos de pixels
fora do limite especificado para o domı´nio, como
ilustrado na Figura 6. As informac¸o˜es relacionadas
a` contagem das a´rvores sa˜o apresentadas de forma
tabulada, contendo um identificador e as coorde-
nadas do centro de cada agrupamento de pixels
identificados como a classe de interesse.
Por fim, neste trabalho, e´ proposto o uso de
regras com restric¸o˜es de domı´nio (como a distaˆncia
mı´nima conhecida entre a´rvores) podem ser em-
pregadas nesses dados tabulados, a fim de re-
mover possı´veis contagens inva´lidas. Nesse caso,
o usua´rio deve informar restric¸o˜es do domı´nio
previamente. O algoritmo de filtro verifica, para
cada a´rvore, se (i) o raio da copa (ou muda) satisfaz
a`s restric¸o˜es; se (ii) existem a´rvores vizinhas a
uma distaˆncia menor do que a permitida; e se (iii)
existe treˆs a´rvores consecutivas formam possuem
uma tendeˆncia linear devido ao estilo de plantac¸a˜o.
Tais restric¸o˜es permitem identificar ruı´dos que
foram incorretamente consideradas como a´rvores.
E´ importante ressaltar que a saı´da desse processo e´
Fig. 2. Interface do FIJI-ImageJ integrado ao Weka. O usua´rio seleciona um conjunto de te´cnicas para extrac¸a˜o de caracterı´sticas da
imagem. Em seguida, seleciona regio˜es da imagem que fara˜o parte amostra anotada (classes). Por fim, o algoritmo de classificac¸a˜o e seus
paraˆmetros sa˜o selecionados para iniciar a etapa de segmentac¸a˜o supervisionada da imagem.
Fig. 3. Imagem a´rea com plantac¸a˜o de mudas de eucalipto. Fig. 4. Imagem resultante da segmentac¸a˜o supervisionada.
Fig. 5. Binazariac¸a˜o da imagem segmentada e aplicac¸a˜o de filtros
de realce de elipses para apoiar a contagem de a´rvores.
Fig. 6. Imagem resultante do processo de contagem de a´rvores.
Essas informac¸o˜es tambe´m sa˜o apresentadas em dados tabulados
para serem importados pelos sistemas de informac¸o˜es geogra´ficas.
uma planilha tabulada que pode ser importada no-
vamente para o sistema de informac¸a˜o geogra´fica
e, assim, realc¸ar aos usua´rios as a´rvores contabili-
zadas na a´rea de interesse.
IV. AVALIAC¸A˜O EXPERIMENTAL
A avaliac¸a˜o experimental consiste em analisar
o erro obtido em relac¸a˜o a` contagem de a´rvores
no final do processo, variando-se o classificador
utilizado para segmentac¸a˜o da imagem.
Um problema crı´tico para este tipo de avaliac¸a˜o
e´ a obtenc¸a˜o de uma imagem ja´ contabilizada
e validada por humanos para ser utilizada como
refereˆncia (conjunto verdade). Conforme comen-
tado anteriormente, o processo manual de conta-
gem de a´rvores e´ invia´vel. Uma alternativa comu-
mente utilizada por outros trabalhos e´ comparar
a contabilizac¸a˜o obtida via segmentac¸a˜o de ima-
gens com a contabilizac¸a˜o obtida via amostragem
por a´rea basal. No entanto, acreditamos que essa
comparac¸a˜o poderia levar a erros, uma vez que o
conjunto de refereˆncia seria obtido por uma es-
trate´gia na˜o confia´vel. Desse modo, neste trabalho
optou-se por contabilizar (de fato) manualmente as
a´rvores de uma regia˜o de interesse para construir
um conjunto de refereˆncia. Embora a amostra
para a avaliac¸a˜o experimental seja reduzida, ha´ a
vantagem de que a ana´lise dos resultados e´ mais
pro´xima de uma aplicac¸a˜o real.
Todos os classificadores descritos na Sec¸a˜o II
foram utilizados nesta avaliac¸a˜o. Adotou-se os
paraˆmetros definidos como padra˜o de cada clas-
sificador, que usualmente obte´m bons resultados
conforme descrito na documentac¸a˜o das ferramen-
tas (FIJI-ImageJ integrado ao Weka).
A imagem de refereˆncia conte´m 412 mudas de
eucalipto. Foram analisados dois aspectos durante
a avaliac¸a˜o: taxa de erro na contagem e tempo em
segundos (treinamento e teste) da segmentac¸a˜o. O
computador utilizado para os experimentos possui
quatro nu´cleos de 3Ghz e 8GB de memo´ria RAM.
Na Tabela I e´ apresentado um resumo geral da
avaliac¸a˜o experimental. Os tempos de treinamento,
classificac¸a˜o, e total sa˜o fornecidos em segundos.
O erro de contagem e´ a diferenc¸a entre o nu´mero
real de mudas e o nu´mero de a´rvores identificadas
com base na imagem segmentada, sem a aplicac¸a˜o
de filtro com restric¸a˜o de domı´nio. Quando e´
contabilizado um nu´mero maior de a´rvores do que
o real, enta˜o o erro e´ precedido pelo sinal de
+. Caso contra´rio, e´ precedido pelo sinal de −.
Cada classificador foi ordenado conforme o erro
de contagem, do menor para o maior.
Uma ana´lise dos principais pontos dos resulta-
dos experimentais e´ listada abaixo:
• Embora o classificador DecisionStump tenha
obtido o menor erro, apresenta um efeito
indesejado que e´ subestimar o nu´mero de
a´rvores. Isso significa que o filtro de restric¸o˜es
de domı´nio para eliminac¸a˜o de ruı´dos contabi-
lizado como a´rvore na˜o tera´ o efeito desejado
quando for aplicado.
• O classificador RBFClassifier obeve resulta-
TABLE I
VISA˜O GERAL DA AVALIAC¸A˜O DOS CLASSIFICADORES PARA SEGMENTAC¸A˜O DE IMAGEM. O ERRO DE CONTAGEM E´ A DIFERENC¸A
ENTRE O NU´MERO DE MUDAS E O NU´MERO DE A´RVORES IDENTIFICADAS COM BASE NA IMAGEM SEGMENTADA, SEM A APLICAC¸A˜O
DE FILTRO COM RESTRIC¸A˜O DE DOMI´NIO. OS TEMPOS SA˜O DADOS EM SEGUNDOS.
Classificador Tempo de Treino Tempo da Segmentac¸a˜o Tempo Total Erro Erro(%)
Decision Stump 0.2 0.2 0.4 -12 2.9%
RBFClassifier 14.7 1.3 16.0 +15 3.6%
FastRandomForest 5.6 39.9 45.4 +21 5.1%
RandomCommittee 42.3 34.0 76.3 +57 13.8%
LibLINEAR 12.9 1.3 14.2 +63 15.3%
RandomForest 13.8 10.2 24.0 +66 16.0%
RandomSubSpace 5.8 1.9 7.8 +107 26.0%
Naive Bayes 0.3 10.4 10.7 +135 32.8%
Naive Bayes Updatable 0.2 10.2 10.4 +135 32.8%
SMO 55.5 1.1 56.6 143 34.7%
MultilayerPerceptron 498.6 6.0 504.6 +151 36.7%
FLDA 0.2 1.1 1.3 +156 37.9%
IB1 0.0 7033.0 7033.0 +166 40.3%
PART 9.8 0.6 10.4 +170 41.3%
SimpleLogistic 31.8 1.2 33.0 +177 43.0%
LMT 188.8 0.8 189.6 +178 43.2%
VotedPerceptron 13.4 604.1 617.5 +188 45.6%
Logistic 3.0 1.1 4.1 +200 48.5%
J48 3.8 0.3 4.1 +294 71.4%
Naive Bayes Multinomial 0.0 1.8 1.9 +430 104.4%
dos promissores. Uma possı´vel explicac¸a˜o e´
relacionada a` sua estrate´gia de inicializac¸a˜o
de paraˆmetros, baseado em uma execuc¸a˜o
do algoritmo k-means. No contexto da
segmentac¸a˜o, o k-means permite identificar
grupos com regio˜es uniformes, ou seja, e´ um
processo de segmentac¸a˜o na˜o supervisionada.
A rede neural RBF, enta˜o, durante seu trei-
namento basicamente realiza um ajuste dessa
segmentac¸a˜o utilizando a minimizac¸a˜o do erro
quadra´tico nas classes fornecidas.
• Estrate´gias baseados na combinac¸a˜o de va´rios
classificadores obtiveram resultados satis-
fato´rios, como FastRandomForest, Random-
Forest, RandomCommittee e RandomSubS-
pace. Tal resultado e´ baseado em dois fatores:
(i) aumento da capacidade de generalizac¸a˜o
por utilizar subconjuntos de instaˆncias e atri-
butos e (ii) maior chance em explorar de
forma independente cada tipo de caracterı´stica
extraı´da das imagens (cores e texturas) ao
selecionar subconjuntos de caracterı´sticas.
• Estrate´gias baseadas em aprendizado es-
tatı´stico (SMO) e redes MLP apresentaram
um erro significativo. No entanto, existe uma
grande combinac¸a˜o de paraˆmetros (e topolo-
gias no caso de MLP) que poderiam ser testa-
das para minimizar o erro. Do ponto de vista
dos autores deste trabalho, estrate´gias livres
de paraˆmetros ou que determinam automatica-
mente os paraˆmetros sa˜o potencialmente mais
u´teis em cena´rios com grande diversidade de
imagens.
• Estrate´gias baseadas em regressa˜o logı´stica
na˜o apresentaram resultados satisfato´rios para
segmentac¸a˜o de imagens, principalmente de-
vido a` alta dimensionalidade deste tipo de
problema.
• Estrate´gias baseadas em vizinhos mais
pro´ximos (IB1) sa˜o ineficientes no quesito de
tempo e tambe´m na˜o apresentaram resultados
satisfato´rios. As imagens em alta resoluc¸a˜o
e a dificuldade em definir uma medida
de distaˆncia apropriada inviabiliza seu uso
pra´tico.
• Vale destacar os resultados negativos do clas-
sificador Naive Bayes Multinomial. Esse re-
sultado e´ esperado uma vez que as carac-
terı´sticas para representac¸a˜o do problema na˜o
sa˜o esparsas, fazendo com que o modelo mul-
tinomial na˜o compute corretamente as proba-
bilidades das classes.
Apo´s esta etapa da avaliac¸a˜o, foram seleciona-
dos os treˆs melhores classificadores, conforme o
erro de contagem, para aplicac¸a˜o do filtro com
restric¸o˜es de domı´nio. Nesse caso, o erro do classi-
ficador DecisionStump aumentou para 5.6%, apo´s
a remoc¸a˜o de 11 a´rvores incorretamente contabili-
zadas. Ja´ o erro do classificador RBFClassifier foi
reduzido para 1.9% apo´s remoc¸a˜o de 23 a´rvores
incorretamente contabilizadas. Por fim, o erro do
classificador FastRandomForest foi reduzido para
0.7% apo´s remoc¸a˜o de 18 a´rvores incorretamente
contabilizadas. Assim, considerando os resultados
experimentais, o classificador FastRandomForest e´
uma opc¸a˜o promissora, tanto em relac¸a˜o a` capaci-
dade de segmentac¸a˜o (principalmente na presenc¸a
de diferentes tipos de caracterı´stica de imagens)
quanto em relac¸a˜o ao custo computacional.
Por fim, no Apeˆndice A sa˜o apresentadas ima-
gens segmentadas obtidas por cada classificador
para possibilitar uma ana´lise visual dos resultados.
V. CONSIDERAC¸O˜ES FINAIS
A avaliac¸a˜o experimental para escolha de classi-
ficadores na segmentac¸a˜o de imagens e´ uma etapa
importante para a contagem de a´rvores, uma vez
que na˜o ha´ um me´todo de classificac¸a˜o que sera´
promissor em todas as variac¸o˜es de imagem. Nesse
sentido, destaca-se o uso de me´todos baseados em
combinac¸a˜o de classificadores, que se mostraram
competitivos quando comparados com classifica-
dores usualmente utilizados na a´rea, como Redes
MLP e Ma´quinas de Vetores de Suporte.
Uma limitac¸a˜o deste trabalho e´ o uso de uma
amostra reduzida para treinamento dos modelos,
dada a reconhecida dificuldade em contabilizar
manualmente grandes a´reas de florestas de euca-
lipto. No entanto, a imagem de refereˆncia esco-
lhida e´ representativa para a a´rea, e sera´ disponi-
bilizada para outros trabalhos.
Como direc¸a˜o para trabalho futuro, espera-se in-
cluir classificadores baseado em aprendizado pro-
fundo (Deep Learning) na tarefa de contagem de
a´rvores, uma vez que tem obtidos resultados inte-
ressantes em aprendizado de ma´quina envolvendo
imagens.
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Apeˆndice A
 NaiveBayes
Imagem Segmentada Imagem Binária Contagem de Árvores Tempo Total (ms)
10703
NaiveBayes Updatable
Imagem Segmentada Imagem Binária Contagem de Árvores Tempo Total (ms)
10437
 NaiveBayes Multinomial
Imagem Segmentada Imagem Binária Contagem de Árvores Tempo Total (ms)
1877
  DECISIONSTUMP
Imagem Segmentada Imagem Binária Contagem de Árvores Tempo Total (ms)
835
 FastRandomForest
Imagem Segmentada Imagem Binária Contagem de Árvores Tempo Total (ms)
45445
FLDA
Imagem Segmentada Imagem Binária Contagem de Árvores Tempo Total (ms)
1285
 IB1
Imagem Segmentada Imagem Binária Contagem de Árvores Tempo Total (ms)
7032997
 J48
Imagem Segmentada Imagem Binária Contagem de Árvores Tempo Total (ms)
4081
 LibLINEAR
Imagem Segmentada Imagem Binária Contagem de Árvores Tempo Total (ms)
14190
LMT
Imagem Segmentada Imagem Binária Contagem de Árvores Tempo Total (ms)
189586
Logistic
Imagem Segmentada Imagem Binária Contagem de Árvores Tempo Total (ms)
4082
 MultilayerPerceptron
Imagem Segmentada Imagem Binária Contagem de Árvores Tempo Total (ms)
504558
 PART
Imagem Segmentada Imagem Binária Contagem de Árvores Tempo Total (ms)
10372
 RandomCommittee
Imagem Segmentada Imagem Binária Contagem de Árvores Tempo Total (ms)
76296
 RandomForest
Imagem Segmentada Imagem Binária Contagem de Árvores Tempo Total (ms)
23965
 RandomSubSpace
Imagem Segmentada Imagem Binária Contagem de Árvores Tempo Total (ms)
7756
 RBFClassifier
Imagem Segmentada Imagem Binária Contagem de Árvores Tempo Total (ms)
15987
 SimpleLogistic
Imagem Segmentada Imagem Binária Contagem de Árvores Tempo Total (ms)
33028
 SMO
Imagem Segmentada Imagem Binária Contagem de Árvores Tempo Total (ms)
56563
 VotedPerceptron
Imagem Segmentada Imagem Binária Contagem de Árvores Tempo Total (ms)
617535
