Abstract. In this paper, we study existence, uniqueness and asymptotic behavior of the Laplace equation with dynamical boundary conditions on regular non-cylindrical domains. We write the problem as a non-autonomous Dirichlet-to-Neumann operator and use form methods in a more general framework to accomplish our goal. A class of non-autonomous elliptic problems with dynamical boundary conditions on Lipschitz domains is also considered in this same context.
Introduction
In this paper, we consider the following problem:
(λ + ∆) u (t, x) = 0, (t, x) ∈ D, t > t 0 , ∂u ∂t (t, x) = − ∂u ∂n (t, x) + f (t, x) , (t, x) ∈ S, t > t 0 , u (t 0 , x) = u 0 (x) , x ∈ ∂Ω t0 , where λ < 0 is a constant, t 0 ≥ 0, D ⊂ R n+1 is an appropriate open set of real variables (t, x) = (t, x 1 , ..., x n ) bounded by a bounded domain Ω 0 ⊂ R n at t = 0 and a n-dimensional surface S on the half space t > 0. We denote by Ω τ and by ∂Ω τ , τ > 0, the intersections D ∩ {(t, x) ∈ R n+1 ; t = τ } and S ∩{(t, x) ∈ R n+1 ; t = τ }, respectively. Therefore D = ∪ t>0 Ω t and S = ∪ t>0 ∂Ω t . The outward normal derivative at the point x ∈ ∂Ω t is denoted by ∂u ∂n (t, x), and n is the unit outward normal vector to the boundary ∂Ω t .
Our main goal is first to show the existence and uniqueness of the solutions of this Laplace equation with dynamical boundary conditions. Notice that this task is not trivial since problem (1.1) is posed in a non-cylindrical domain D. Furthermore, we study the asymptotic behavior of the solutions at infinite time, when Ω t converges to a domain Ω, and f (t, .) converges to a function f ∞ (.). In this situation, we obtain that the solutions converge to the stationary problem    (λ + ∆) u ∞ (x) = 0, x ∈ Ω ∂u ∞ ∂n (x) = f ∞ (x) , x ∈ ∂Ω .
We set the non-cylindrical domain D by smooth perturbations of a fixed open set Ω which are defined by diffeomorphisms according, for instance, to D. Henry in [17] . Performing a change of variable, we transform (1.1) in a non-autonomous Dirichlet-to-Neumann operator posed in the cylindrical set ]t 0 , ∞[×Ω, which leads us to consider non-autonomous elliptic equations with dynamical boundary conditions. We introduce these non-autonomous equations in the following way:
Let P (t, x, D) be a second order elliptic operator acting on the bounded domain Ω ⊂ R n given by (1.2)
∂ xi a ij (t, x) ∂ xj u (x) + Suppose that for every suitable function g defined on the boundary ∂Ω, there exists a unique solution to the Dirichlet problem: P (t, x, D) u = 0 and u| ∂Ω = g. In this case, the Dirichlet-to-Neumann operator, denoted here by A (t), is the operator that maps g to the conormal derivative of u on ∂Ω: where ν(x) = (ν 1 (x), ..., ν n (x)) denotes the outer unit normal at x ∈ ∂Ω. Thereby, we introduce the non-autonomous problem defined on the boundary ∂Ω:
(1.4) du dt (t) + A (t) u (t) = f (t) , t ≥ t 0 u (t 0 ) = u 0 .
Here, we give simple conditions that guarantee that the above problem is well-posed. In order to do that on H Notice that dynamical boundary conditions have been studied by many authors. Among them, we mention: J. Lions [19] , J. Escher [11, 12] , J. Escher and J. Seiler [13] , T. Hintermann [18] , A. Friedman and Shinbrot [15] and L. Vazquez and E. Vitillaro [27] . Although there exists a big literature on the study of parabolic equations on non-cylindrical domains, among which we can mention the pioneering work of A. Friedman [14] , as well S. Bonaccorsi and G. Guatteri [8] , the recent papers by Ma To Fu et al. [22] and J. Calvo et al. [9] , we could not find any result for the Laplace equation with dynamical boundary conditions on non-cylindrical domains. Thus, we are fulfilling this gap with this work, besides our study of non-autonomous equations with dynamic boundary conditions. It is interesting to note that convergence of the Dirichlet-to-Neumann operators associated with the Laplacian on varying domains was considered by A.F.M. ter Elst and E.M. Ouhabaz [10] , but they did not studied it as a change in time and their results are quite different from ours.
The organization of the paper is as follows: In the Section 2, we give a rigorous definition of the Dirichlet-to-Neumann operators on Lipschitz domains and we characterize them as bounded operators from H 1 2 (∂Ω) to H − 1 2 (∂Ω) using forms. Next, we recall the Tanabe-Sobolevskii conditions discussing how to recover them using form methods, to finally study existence, uniqueness and asymptotic behavior to Problem (1.4) on H − 1 2 (∂Ω). Using the Yagi conditions, we are then able to extend the study to L 2 (∂Ω) functions. In Section 3, we apply the results of Section 2 to a nonautonomous elliptic equation with dynamic boundary conditions in bounded Lipschitz domains, and then, to the Laplace equation with dynamic boundary conditions on non-cylindrical domains.
Non-autonomous Dirichlet-to-Neumann problem
In this section, Ω ⊂ R n is a Lipschitz bounded domain. We set some notations and recall some facts, whose proofs can be found, for instance, in P. Grisvard [16] . For m ∈ Z, the Sobolev spaces are defined by:
The norms are denoted by u ∈ H m (Ω) → u H m (Ω) . The Sobolev space H s (∂Ω), 0 < s < 1, is defined as the space of all measurable functions u : ∂Ω → C such that
where σ x is the surface measure of ∂Ω. We denote by C m Ω the set of all functions u such that the derivatives ∂ α u exist for all |α| ≤ m and are continuous functions up to the boundary. The set of functions of class C m whose support is contained in Ω will be denoted by C m c (Ω). The trace operator γ 0 :
is the unique continuous extension of the function
As usual we denote H 1 0 (Ω) := ker (γ 0 ). Note that there exists a continuous extension operator E : 
. If E and F are Banach spaces, B (E, F ) is the set of all continuous maps from E to F and
is the space of all uniformly α-Hölder continuous functions from
is the set of all C 1 functions f such that f and
. In order to study the Dirichlet-to-Neumann problem, we consider the following forms a t :
These are the forms associated with the differential operators P (t, x, D) defined in (1.2). Below are the basic assumptions we shall use in this paper. Assumption 1. The coefficients of the forms {a t } t∈[t0,∞] satisfy the assumptions for H
Assumption 2. The coefficients of the forms {a t } t∈[t0,∞] satisfy the assumptions for L 2 (∂Ω) if they satisfy all conditions of Assumption 1 for α ∈ 1 2 , 1 . We will always assume that, at least, the Assumption 1 holds. The stronger Assumption 2 will only be necessary when we deal with the problem on L 2 (∂Ω), as it will be the case in Sections 2.1.4 and 3.2. 
The above conditions together with the Lax-Milgram Theorem can be used to define two important operators:
They are the unique isomorphisms that satisfy
It is easy to see that B t,D is equal to the operator P (t, x, D) acting on H 1 0 (Ω) in the sense of distributions and that, for all t ∈ [t 0 , ∞]:
Definition 2. Let u ∈ H 1 (Ω). We say that C (t, x, D) u exists in the H − 1 2 (∂Ω)-weak sense and it is equal to y ∈ H
By the divergence theorem, the above definition coincides with the usual conormal derivative if P (t, x, D)u = 0 and if we impose sufficiently regularity to u and to the coefficients. Our definition of weak conormal derivative can be found in a similar way in [1, 4, 10] .
(Ω) in the Definition 2, we conclude that P (t, x, D) u = 0. On the other hand, we have:
First we show that the above definition is independent of the extension of z we choose: if
Indeed, by the construction of y, the expression (2.4) holds ifz = E (z). Let us now suppose that
2 (∂Ω)-sense and it is equal to y. Finally note that (2.3) implies that
where M is the constant of Remark 1.
The definition of the Dirichlet-to-Neumann operator and the study of its asymptotic behavior require the next simple proposition.
(Ω) and, due to item 3 of Assumption 1,
.
We conclude that y is the H 
= 0.
Finally we give a precise definition of the Dirichlet-to-Neumann operator.
Proposition 6. The operators A (t) are invertible for all t ∈ [t 0 , ∞]. Moreover the families
are uniformly bounded.
Proof. In order to conclude that the family {A (t)} t∈[t0,∞] is uniformly bounded, it is enough to note that B
, we first need a good representation of the inverse. We have
On the other hand, if
Thus we conclude that
is uniformly
We end this subsection giving a characterization of the Dirichlet-to-Neumann operators from H 
are the only operators with this property.
which is equivalent to (2.6).
Let us now prove uniqueness. Suppose that A (t) :
(∂Ω) are operators that satisfy the properties stated in the theorem. Then, for every
In this case,
Choosing v = u t −ũ t , we have a t (u t −ũ t , u t −ũ t ) = 0. Hence u t =ũ t and
which implies that A (t) =Ã (t).
Remark 8. The proof of Theorem 7 implies that the function u t associated to y is unique and it is given by E (y) − B
, ∀y ∈ H 1 2 (∂Ω) .
2.1.
Well-posedness and asymptotic behavior. 
Definition 9. The family of operators {S (t)} t∈[t0,∞] satisfies the Tanabe-Sobolevskii conditions if 1) The set {λ ∈ C, Re (λ) ≤ 0} is contained in the resolvent set of the linear operator S(t) : D ⊂ H → H, t ∈ [t 0 , ∞], and there is a constant C > 0 such that
The operator S (∞) : D → H is invertible and if
Proof. 
In fact, we have that
Note that the first and last terms on the right hand side of the above inequality go to zero due to (2.8) , to the convergence of the functions f (t) and to the uniform boundedness of the set S(t)
. Also the second one goes to zero, due to the third and forth items of Definition 9 and the inequality below
. Proof. Let us check all conditions of Definition 9.
The Dirichlet-to-Neumann operator in
1. We define the form a t,λ :
The form a t,λ is continuous and, as
Hence, by the Lax-Milgram Theorem, there is an isometry B t,λ,N :
Using this form, we conclude that A (t)−λ is invertible and that (A (t) − λ)
where k is the map defined in Proposition 4. In fact, using the characterization provided by Theorem 7, we have
Setting v = u t in Equation (2.9) and recalling that Re(λ) ≤ 0, we obtain that (2.10)
. Equation (2.10) and the boundedness of γ 0 :
The Equations (2.9) and (2.10) show us that, for all z ∈ H 1 2 (∂Ω), we have
Using the Remark 8, the boundedness of E and Equation (2.11), we conclude that
The above expression implies that
2. First, we prove that B s,N − B t,N B(H 1 (Ω),H 1 (Ω) * ) ≤ C |t − s| α . Indeed, due to Assumptions 1, we have
Second, we show that B −1
≤ C |t − s| α . This follows from:
Finally, the uniform boundedness of the family of operators
and the fact that A (t)
t,N • k imply the second condition of Definition 9, due to
The Assumption 1 implies that lim
The proof then follows the same arguments of the second item.
4. The forth condition follows from Proposition 6.
2 (∂Ω) be the Dirichlet-to-Neumann operators associated with the forms a t :
defined by (2.1) and satisfying Assumption 1. Then, for every
Proof. It is a consequence of Theorem 10 and 11.
2.1.3. The Yagi conditions. It is natural to consider the operator Dirichlet-to-Neumann acting on functions instead of distribution spaces. In order to study the Dirichlet-to-Neumann problem in L 2 (∂Ω), we will apply the results of A. Yagi [28, Chapter 3] . Let us recall them in this section. We fix a complex Hilbert space H.
Definition 13. We say that a family {S (t) : D (S (t)) ⊂ H → H} t∈[t0,∞] of closed and densely defined operators satisfies the Yagi conditions if there exist constants M ≥ 1, 0 < ν ≤ 1, 0 < α ≤ 1 with α + ν > 1, such that 1) The set {λ ∈ C, Re (λ) ≤ 0} is contained in the resolvent set of the linear operator S(t) :
Remark 14. If ν = 1, then the item 2) implies that the domains of the operators are constant. Moreover, if S (t) B(H) and S (t)
are uniformily bounded, then it is equivalent to condition 2 of Definition 9.
The following theorem of A. Yagi can be found in [28, Theorem 3.9 on page 147].
H) and {S (t) : D (S (t)) ⊂ H → H} be a set of operators that satisfy the Yagi conditions. Then, for every u 0 ∈ H, there is a unique function
u ∈ C ([t 0 , ∞[ , H) ∩ C 1 (]t 0 , ∞[ , H) such that u (t) ∈ D (S (t)), for all t ∈ ]t 0 , ∞[, and du dt (t) + S (t) u (t) = f (t) u (t 0 ) = u 0 .
The Dirichlet-to-Neumann operator in L 2 (∂Ω).
In this section, we assume that the stronger Assumption 2 holds, that is, α ∈ 1 2 , 1 . Our aim is to study the Dirichlet-to-Neumann operator on L 2 (Ω) according to W. Arendt and A. Elst [3, 4] . For each t ∈ [t 0 , ∞], we set
as the part of our previous operators A (t) in L 2 (∂Ω). It is the operator A (t) acting on the domain
The part of A (t) in H 1 2 (∂Ω), that is, the operator
defined as the operator A (t) acting on
is also useful in our analysis. Notice that, for all t ∈ [t 0 , ∞], the operators A (t)| L 2 (∂Ω) and A (t)|
are densely defined.
In fact, A (t)
Proposition 16. For all Re(λ) ≤ 0 and t ∈ [t 0 , ∞], the operators
A (t)| L 2 (∂Ω) − λ and A (t)| H 1 2 (∂Ω) − λ are invertible. Moreover, there is a constant C > 0 such that A (t)| L 2 (∂Ω) − λ −1 B(L 2 (∂Ω)) ≤ C 1 + |λ| and A (t)| H 1 2 (∂Ω) − λ −1 B H 1 2 (∂Ω) ≤ C 1 + |λ| for all Re(λ) ≤ 0 and t ∈ [t 0 , ∞].
Proof. It is clear
Then there exists a u t ∈ H 1 (Ω) that satisfies Equation (2.9) and is such that γ 0 (u t ) = y. Consequently, we obtain that
Arguing as in Equation (2.10), and noting that, if f ∈ L 2 (∂Ω), then
we get that (2.14)
. Now, using the continuity of the trace and Equation (2.14), we have that
Applying Equations (2.14) and (2.15) to the Equation (2.13), we conclude that
Finally, let us prove the inequality for A (t)|
. We take Re (λ) ≤ 0 and f ∈ H 1 2 (∂Ω). As
we conclude that (2.16)
The last inequality was obtained using Equation (2.11) and the uniform boundedness of A(t). The inequality from the statement of the Theorem follows then from Equation (2.16) and the fact that λ − A (t), and therefore λ − A (t)|
, is invertible in a neighborhood of the origin.
The Dirichlet-to-Neumann problem on L 2 (∂Ω) can now be defined by: 
, for all t > t 0 , and such that u is a solution of the Problem (2.17).
An elegant way to prove Theorem 17 is due to A. Yagi. In [28, 29] , well-posedness of nonautonomous problems were obtained to operators defined by forms in the traditional way, when the domain of the operator is a subset of the domain of the form. In the case we are considering here, the domain of the form is H 1 (Ω), and the domain of the operator is a set contained in H 
satisfies the Yagi conditions.
First, we fix some notation. Using the duality of H 
as the operator such that
By the above definitions, it is clear that A * and B * are uniquely defined and (A * ) −1 = A −1 * . Moreover, if A is the Dirichlet-to-Neumann operator associated with the form a :
* is operator associated with a * :
be an operator such that Re (λ) ≤ 0 is contained in the resolvent set and (λ − A)
for all θ ∈ ]0, 1[.
Proof.
It follows from the definitions given. In fact,
are sectorial, we can define 
Proof. First, note that H 
by [20, Propositions 2.2.2 and 2.2.6]. We divide the proof into steps.
In order to prove it, let u t = E(y) − B
We have used the continuity of the trace in (1), Equation (2.2) in (2), Equation (2.14) in (3) and Proposition 16 in (4). The constants C > 0 can change from one inequality to another.
This implies that
and that the inclusions are continu-
, where the constant C does not depend on t, due to the uniform boundedness of A(t) and its resolvent (ρ + A(t)) −1 , for ρ > 0.
, where C is again a constant that does not depend on t.
, we obtain the result.
Finally, we see that
is also a continuous operator, as A (t) * is the operator associated to the sesquilinear form a * t :
We now proceed to prove Theorem 18.
Proof. (of the Theorem 18)
We have to check all conditions of Definition 13. The Item 1) follows from Proposition 16. It remains to prove Item 2).
For all x, y ∈ H 1 2 (∂Ω), we have
We have used Lemma 19 in (1), Proposition 6 in (2). In (3), we use that A (t)
t,N • k as proved in Proposition 6 and that B −1 t,N is Hölder continuous as proved in Theorem 11. Finally, in (4), we have used Lemma 20.
3. Applications 3.1. Non-autonomous elliptic equations with dynamic boundary conditions. In this section, we first consider the following problem:
where Ω ⊂ R n is a bounded Lipschitz domain, P (t, x, D) and C (t, x, D) are the operators defined in (1.2) and (1.3) with coefficients that satisfy the conditions of Assumption 1 for the H 
, where u ∞ is the unique solution of
If the Assumption 2 holds, that is
, where u ∞ is the unique solution of (3.3).
1 (Ω) satisfies the conditions of item 1 and 2 of the theorem. As P (t, x, D) u (t) = 0, the expression C (t, x, D) u (t) is equivalent to A (t) (γ 0 (u)(t)), where A (t) is the Dirichlet-to-Neumann operator. Hence γ 0 (u) must be the solution of the Equation (1.4) and it is uniquely determined by u 0 and f . By Proposition 4, we conclude that
. Thus u is also uniquely determined by u 0 and f . On the other hand, if we use (3.4) as the definition of u (t), where γ 0 (u) is the solution of Equation (1.4), then u satisfies properties 1 and 2 stated in the theorem. This proves existence.
) and, therefore, it is the unique solution of Equation (3.3) . The results for L 2 (∂Ω) case follow from similar arguments and Theorem 17.
3.2. Dynamical boundary conditions on non-cylindrical domains. . Finally, we consider the Laplace equation with dynamic boundary conditions on a non-cylindrical domain as described in the Introduction:
where λ < 0 and t 0 ≥ 0. In order to define the set D, we consider a bounded domain Ω ⊂ R n with C 2 -regular boundary ∂Ω and a map
The set D ⊂ R n+1 is defined as the image of the function
given by H (t, y) = (t, h (t, y)) . According to (3.6) , D is an open set of R n+1 since H is a diffeomorphism onto its image. We notice that h defines a family of diffeomorphisms {h t : Ω → Ω t } t≥0 given as h t (y) = h(t, y) and that Ω t = {(t, h t (y)) ; y ∈ Ω} , ∂Ω t = {(t, h t (y)) ; y ∈ ∂Ω} , for t ≥ 0, h (t, y) ), for all y ∈ ∂Ω, where n (t, h (t, y)) is the outward normal vector to Ω t at the point h (t, y) ∈ ∂Ω t .
The item i) gives a precise meaning to the convergence of the sets Ω t to Ω as t → ∞. Intuitively it also says that Ω t are temporal perturbations of the set Ω. The Hölder continuity of h and dh dt assumed in (3.6) implies that the perturbations and its rate of variation do not change rapidly. The second item of Assumption 3 says that we allow only small perturbations of the domain along the normal vector. 
, it is clear that the above formula defines a C 2 diffeomorphism, for all t ∈ [0, ∞[. Moreover, take y ∈ ∂Ω and let φ : B 1 (0) = w ∈ R n−1 ; w < 1 ⊂ R n−1 → ∂Ω be an embedding of class C 3 such that φ (0) = y. Hence x ∈ B 1 (0) → h (t, φ (x)) ∈ ∂Ω t is an embedding of class C 2 . The tangent space T h(t,y) ∂Ω t consists of the linear span of the vectors
, j = 1, ..., n − 1. Denoting by a, b R n the usual scalar product of vectors a and
Hence ν (y) = ν (φ (0)) is the normal vector at h (t, y), that is, n (t, h (t, y)) = ν (y). In particular,
Hence, all items of Assumption 3 hold if f L ∞ is sufficiently small, if the first and second derivatives of f are bounded and if lim t→∞ f (t) = 0. In particular, we can take f behaving as t −β sin t α , for t large enough, and positive constants α and β satisfying 2(α − 1) < β. Consequently, our assumptions also allow a kind of oscillatory behavior to the boundary S of the non-cylindrical domain D at infinite time.
Remark 23. Assumption 3 implies the following convergences, for all i, j, k ∈ {1, ..., n}:
The first two limits follow directly from to item i) of Assumption 3. For the third one, we consider (t, y) such that ∂hi ∂t (t, y) > 0, for some i ∈ {1, ..., n}, and k := 
Therefore, for all θ ∈ [0, 1], we have ∂hi ∂t (t + θk, y) ≥ 1 2 ∂hi ∂t (t, y). We then conclude that 1 2
The above estimate holds also if ∂hi ∂t (t, y) < 0 by same arguments. As
n converges to zero. In particular, lim t→∞ c (t) = 0.
In order to understand the Problem (3.5), let us consider a function u : {(t, x) ∈ D; t > t 0 } → C that can be extended to a continuous function in (t, x) ∈ D; t ≥ t 0 and such that does not always make sense, as it is not even clear that (t + h, x) ∈ D for some h = 0, when (t, x) ∈ S.
For such a function, we can make a change of variables as in [17, Chapter 2] . We define v (t, y) := u (t, h (t, y)), and consider the matrix is the inverse of this matrix. Moreover we denote by ν (y) the normal vector at y ∈ ∂Ω and by n (t, x) the normal vector at x ∈ ∂Ω t . We then have
Using item ii) of Assumption 3, we conclude that the Equation (3.5) is formally equivalent to the following non-autonomous elliptic equation with dynamic boundary conditions: (3.8)
+f (t, h (t, y)) , ]t 0 , ∞[ × ∂Ω v (t 0 , y) = u 0 (h (t 0 , y)) , y ∈ ∂Ω.
The above equation can be studied using suitable forms. To define them, we fix a C 1 extension of ν : ∂Ω → R n to Ω and call it, with a slight abuse of notation, by the same letter ν : Ω → R n . The normal vector n can also be extended by the expression below: (3.9) n j (t, h (t, y)) = Again we have used the same letter to denote its extension, n = (n 1 , ..., n n ) : D → R n . Let U ⊂ R
n be an open set that contains ∂Ω and such that ν(y) = 0 for all y ∈ Ω ∩ U . We fix a function χ ∈ C This function has the following easily verified properties:
• N (t, y) > 0, for all (t, y) ∈ [0, ∞[ × Ω.
• t ∈ [0, ∞[ → (x ∈ Ω → N (t, x)) is a function that belongs to C Items i) and ii) of Assumption 3 and Remark 23 imply that the above forms satisfy the conditions of Assumption 2 for all t ≥ t 0 , if t 0 > 0 is big enough. In particular, we can assume c (t) < 1 taking t 0 sufficiently large.
The conormal derivative associated to the form a ∞ of Equation (3.11) is the normal derivative ∂ ∂ν . For t 0 < t < ∞, we first note that Equations (3.9) and (3.10) imply at y ∈ ∂Ω, that = N (t, y) .
Comparing the forms (3.11) and (2.1), we see that, in this case, the coefficients c j are equal to zero and a kl = We conclude that the Dirichlet-to-Neumann operator associated with the forms (3.11) are the operators that take g ∈ H It is clear, by our discussion, thatP (t, y, D) v (t) = 0 is equivalent to (λ + ∆) u (t) = 0, and
is formally equivalent to the dynamic boundary conditions of (3.5), after change of variables.
