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ABSTRACT 
Let A be an n X n nonsingular real or complex matrix. The best possible upper 
bound for the ratio of the largest and smallest singular values of A, using tr A*A, det 
A, and n only, is obtained. A comparison with an earlier bound is given, and the 
singular and nonsquare cases are included. If all the eigenvalues of A are real and 
positive, the best possible upper bound for the ratio of the largest and smallest 
eigenvalues of A, involving tr A, det A, and n only, is presented as well. 0 Elsevier 
Science Inc., 1997 
Let A be an n X n nonsingular real or complex matrix. (The singular case 
is addressed in Remark 1 below.) The condition number K of a nonsingular 
matrix A is defined as II AlI I( A-‘II, where II * II is a given matrix norm. If II * II2 
is the operator matrix norm induced by the Euclidean vector norm, then the 
2-norm condition number of A becomes K(A) = sJs,, where s1 > s2 > 
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*** > s, > 0 are the singular values of A. In [2] it is shown that 
2 
K(A) < - 
ldet Al 
ci cj laij12 
n 
The right hand side of (1) can be rewritten as 
or 
(1) 
(2) 
In this note we address the following question: Given any n X n nonsin- 
gular matrix A, what is the best possible bound for K(A) using tr A*A, det 
A, and n only? 
THEOREM 1. Let A be an n x n nonsingular real or complex matrix with 
singular values s1 2 *me > s, > 0. Let K(A) = sl/s, denote the !&norm 
condition number of A. Then 
1 + 41 - (n/tr A*A)“ldet Al2 1’2 
K(A) Q 
1 - 41 - (n/tr A*A)“ldet Ai2 
= k(tr A*A, det A, n). 
(4) 
Moreover the right hand side expression k is the best possible upper bound 
for K(A) using tr A*A, det A, and n only. Equality holds in (4) if and only 
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s1 = (qy[l + /-]1’2, 
s2 = . . . =s,_1 = 
The analogous question, concerning a matrix with real and positive 
eigenvalues, has the following answer: 
THEOREM 2. Let A be an n X n real or complex matrix. Assume that all 
eigenvalues of A are positive and ordered so that A, > *a- > h, > 0. Let 
A( A) s A,/&, denote the multiplicative eigenvalue spread of A. Then 
A(A) d 
1 + 41 - (n/tr A)” det A 
1 - (n/tr A)” det A ’ (5) 
Moreover the right hand side is the best possible upper bound for A( A) using 
tr A, det A, and n only. Equality holds in (5) if and only if 
%=G[l- /w],and 
Ir A 
A, = 1.. = A,_, = - 
n ’ 
To prove these results we use the following lemma. 
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LEMMA. Let A, 2 ..e 2 A, > 0 be r positive real numbers. Then 
Al 
q=hQ 
1 - (r/C, #l-Ii hi 
r 1 - (r/Ci #l-Ii Ai 
Moreover the right hand side t is the best possible upper bound for q using 
C, Ai> n, Ai, and r only. Equality holds in (6) if and only if 
Ar=v[l- /s],and 
A, = . . . 
Ci A, 
= A,_, = - 
r ’ 
(7) 
Proof. Omitting the trivial cases r Q 2, we assume that r 2 3. By the 
arithmetic-geometric-mean inequality, we have with 77 = Al/A,. 
= [(y)2A2 . . . Ar_l]“r 
(8) 
1 A, + Ar 
<- 
r ( 
A, + A, 
-+- 
2 2 
+ A, + .-- +A,_, 
If we set 
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then by the arithmetic-geometric-mean inequality u > 4, 
1 
u,?7+--2, 
77 
and 
359 
(9) 
$ + (2 - +j + 1 < 0. 
Solving for r), we obtain 
Let f(u) denote the lower bound in the chain of inequalities in (10). Then f 
is a decreasing function for u > 4, since 
&f(u) = f 
i 
u-2 
l- 
JW <O. 1 
So the lower bound f in (10) satisfies f(u) <f(4) = 1. 
Concerning the upper bound in (lo), we note that 
u - 2 + &(u - 4) 
7)G 
2 
1 4 
[ 
Ci hi r 
( ) 
4 Ci hi r =- - - 
2 niAi r 
-2+p - 
( ) l-Ii Ai r V 
‘[&(5$-41 
‘l-(&hi] 
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G *i r 1 _ 
( 1 rI,Ai r [1+ JIqgJF] 
It is clear that the inequality (8) b ecomes an equality if and only if (7) holds, 
in view of the arithmetic and geometric means that are involved, i.e., the 
upper bound in (10) will be attained precisely by (7). 
Finally we show that t(& Ai, ni hi, r), the right hand side of (6), is the 
best possible upper bound. Consider another upper bound function 
s(C, hi, ni hi, r). Given A, > -0. > A,. > 0, define 
ci Ai 
and p2 = *** = p,_, = - according to (7). By construction the hi’s and 
the pi’s have the same sumrand product, respectively. So 
t 
(, 
C Ai, n Ai,r = 
1 ( 
t CPi~IIPi~r 
1 
=77 
i i i 
<‘(C Pi, lJ Pi,r) 
1 z 
=s 
(, 
CAl,nAi,r . 
1 i 
??
Proof of Theorem 1. Consider hi = SF, i = 1,. . . , n, the eigenvalues of 
A*A. Then 
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where q = A,/&. Notice that tr A*A = Ci Ai and det A*A = ldet Al2 = 
lJi Ai. The result follows from the lemma with r = n. ??
Theorem 2 is equivalent to the lemma with r = n. 
REMARK 1. If A is m X n and singular of rank r > 1, then the nonzero 
singular values s1 > sa > **a 2 s, > 0 of A allow us to define the 2-norm 
condition number of A analogously as K(A) = sJs,; see e.g. [l, Chapter 51. 
Clearly in the singular case the proof and statements of Theorem 1 can be 
repeated verbatim if ldet A(’ is replaced by l-l:= 1 s,? and n by r in each 
instance. In this case 
1 - (r/tr A*A)‘II sf 
l/2 
K(A)=+ 
r 1 - 41 - (r/tr A*A)‘n s,? ’ 
and the right hand side expression becomes the best upper bound for the 
2-norm condition number K(A) of A involving tr A*A, the product of the 
positive singular values of A, and its rank r only. 
Likewise Theorem 2 holds for singular square matrices with nonnegative 
eigenvalues. If A, > A, 3 *a. > A, > 0 are the nonzero eigenvalues of A, n 
is replaced by r, and det A is replaced by l-l;, i Ai, then 
a(A)=+ 
1 + 41 - (r/tr A)‘n, A, 
r 1 - (r/tr A)‘lJi hi ’ 
Again the above right hand side expression is the best upper bound for the 
multiplicative eigenvalue spread of A involving the trace of A, the product of 
the nonzero eigenvalues of A, and their number r. 
REMARK 2. For nonsingular matrices A we can apply (9) with A, = SF, 
where si are the singular values of A, to obtain 
This implies (11, which was proved previously in [2]. 
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Let 0 be the right hand side of (0, and define g(u) = V’ 
U - i[U - 2 + u(u - 4) I. The function g(u) is decreasing for u 
d 
,g(u) = 1 - f 1+ 
ET AL. 
- t2 = 
> 4, as 
So g(u) < g(4) = 3. Hence the difference of the right hand sides of the 
inequalities (1) and (4) is bounded 
3 3 
v-t<- 
v+t 
< z d 1.5, 
since I Q t < v. Consequently the upper bound given by (4) is, although the 
best possible one involving the trace, determinant, and n, not remarkably 
better than the one given by (1). 
REMARK 3. If we use diagonal scaling D-‘AD of a given square matrix 
A to minimize the Frobenius norm tr A*A of A, we will obtain a generally’ 
decreased upper bound function k in (4) for the equivalent matrix D-‘AD. 
This follows from the fact that the determinant is unaffected by similarity and 
that the function F(r) = (1 + x)/(1 - 1 x is monotonically increasing for 
r > 0. Thus the smallest upper bound k in (4) is achieved via diagonal scaling 
when the smallest value of the Frobenius norm of D-‘AD is used in (4). This 
observation illustrates the benefit of diagonal scaling for the lowest Frobenius 
norm of D-‘AD as a preconditioning step before solving a system of linear 
equations with A. 
EXAMPLE 1. Let A = diagfl, 2,3). Then the bound A( A) Q 3 in (5) is 
sharp. Moreover (4) yields the bound K(A) < 3.03, which is not sha , while 
(1) gives K(A) Q 3.36. On the other hand, for A = diagfl, ~6, 3) the ‘p 
bound (4) is sharp, while (5) is not. 
EXAMPLE 2. Let 
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Then K(A) = 32.57, and K(A) Q 109.01 by (4). The matrix B = D-‘AD 
with the smallest Frobenius norm is 
with K(B) = 3.52. This follows readily from [4, Lemma 2(iii)], since for B 
each Euclidean row norm equals the respective column norm. For B, (4) 
yields K(B) Q 4.82. The ratio of the actual e-norm condition numbers for B 
and A is 
K(B) 
4 4 
while the bound (4) is improved even 
evaluated for B and for A is 0.044. 
= 0.108, 
more: the ratio of the upper bounds (4) 
‘REMARK 4. As noted in Remark 2, the bound k in (4) is not remarkably 
‘better than (1). Therefore the significance of our results is mainly theoretical. 
However, let us now consider the bound k in (4) as an estimator of the 
2-norm condition number of a matrix A. Assuming that the LU factorization 
of A is available to yield det A in O(n) flops, the complexity of k is 0(n2), 
caused by evaluating tr A*A. The LU factorization of A is also customarily 
assumed known for the currently used l-norm or m-norm condition number 
estimators in both LAPACK (xyyCON, xyySVX) and Matlab (rcond, cond- 
est), which have the same complexity of 0(n2) as k; refer to [l, Chapter 
3.5.41 or [3, Chapter 141. The exact 2-norm condition number of a matrix A 
is available precisely from its singular value decomposition at 0(n3) cost 
under cond in Matlab. 
We have tested k from (4) in the algebraically equivalent and numerically 
stable form 
k = k(tr A*A, det A, n) 
= /(I + /ma-x(O,l - &)“ldet A12))(trA*A)* _ 1. 
n”ldet Al2 
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For test matrices of orders 2, 3, and 4, the results were more or less 
satisfactory, but for bigger matrices they were often rather bad. Even for 
companion matrices, which always have at most three distinct values for their 
singular values si Q s2 = 1 = *a* = 1 = s,_i < s,, and thus somewhat 
mimic the optimality criterion of Theorem 1 for k, the estimate k was 
generally too pessimistic. 
In [2], a matrix A is called equilibrated if the Euclidean norm of each of 
its rows equals 1. As noted in [2], the 2-norm condition number and the 
bound (1) can often be remarkably improved if one rescales A by dividing 
each row by its Euclidean norm. This trick likewise works to improve our 
bound k in (4). 
REMARK 5. In [2] there are two proofs of cl), one by algebraic manipula- 
tion and one using optimization techniques. As suggested by one referee, our 
Lemma likewise has a proof using optimization. Consider the problem 
4 
Maximize h subject to hi > 0, i = 1,. . . , r, 
r 
k log hi = a, 
i=l 
i$l hi = b. 
Using Lagrange multipliers, we have 
1 
-=p+;, p+;=o, 
A, 
i = 2, 
1 I 
Then the optimality conditions are 
A, + A, Ai= -;=- 
2 ’ 
. . . ,r- l,and -- = 
i=2,...,r-1, 
which has to equal (l/r>C, Ai. D irect computation leads to (7). The optimal- 
ity conditions are sufficient, since the objective function is pseudoconcave. 
Replacing the equality with 2 in the log sum constraint means that we have 
a concave maximization problem. 
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