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TYPE DECOMPOSITION IN POSETS
TRISTAN BICE
Abstract. Motivated by the classical type decomposition of von Neumann
algebras, and various more recent extensions to other structures, we develop a
type decomposition theory for general posets.
1. Introduction
The basic idea of type decomposition is simple – to take a structure S and
decompose it into two parts T and U , so T will possess certain properties while
U will possess diametrically opposite properties, i.e. T and U will be of different
‘types’. Various theorems might be dependent on these properties, and so type
decomposition allows us to find the largest part of S on which these theorems hold.
More interestingly, it sometimes occurs that a theorem can be proved for different
types, but with different arguments, and proving the theorem for S requires first
applying these different arguments to T and U .
These ideas originated in Murray and von Neumann’s fundamental work in
[MvN36], where the structures in question were what we now call von Neumann
algebras, and the structural properties they based their decompositions on involved
commutativity and finiteness. For example, they showed that any von Neumann
algebra A contains subalgebras B and C with A = B ⊕ C where B is semifinite,
meaning every non-zero projection dominates a non-zero finite projection, and C
is purely infinite, meaning it contains no non-zero finite projections whatsoever.
Following this, type decompositions were obtained for various other more general
structures, usually lattices or orthoposets with some remnant of distributivity, like
modularity or orthomodularity, together with some additional structure, like an
equivalence relation or partial binary function satisfying certain properties (see
[Loo55], [Kap55], [Mae59], [GW05] and [FP13]).
The purpose of the present paper is to unify and generalize these type decomposi-
tion results, which we do in Theorem 2.4, Theorem 2.6 and Theorem 5.2. This has
its own intrinsic value, but actually our primary motivation is that we want to ap-
ply the theory to more general structures, annihilators in C*-algebras in particular
(which generalize projections in von Neumann algebras). This requires eliminat-
ing, or at least weakening, some of the assumptions made on structures in previous
type decomposition results. For example, annihilators in a C*-algebra may not be
orthomodular, as is often the case with ortholattices derived from polarities, and
the equivalence relation on annihilators in a C*-algebra that naturally generalizes
Murray-von Neumann equivalence may not be orthogonally divisible (see [Bic13]).
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One option would be take some collection of structural properties that holds for
annihilators in C*-algebras and use them to prove the relevant type decomposition
theorems in this more general context. Indeed, whenever type decomposition is to
be applied to some new kind of structure, this is generally the approach that is
taken, and why a number of similar results have been proved in slightly different
contexts. Thus we feel it is time to take a more minimalist approach, which is
what we aim for in this paper, where we use the weakest assumptions possible
and introduce them only when necessary. While this leads to some results which
may, at first sight, seem somewhat technical, the advantage is that it more clearly
illustrates precisely which assumptions are being used and where. This, in turn,
should facilitate the discovery of any future applications and generalizations.
2. Type Decomposition
First, let us review some basic order theoretic terminology.
Definition 2.1. If P is a poset then I ⊆ P is
(1) a lower set if p ≤ q ∈ I ⇒ p ∈ I, for all p ∈ P.
(2) completely upwards directed if S ⊆ I ⇒ ∃q ∈ I∀p ∈ S(p ≤ q).
(3) a complete ideal if I is a completely upwards directed lower set.
(4) an upper (lower) complete sublattice if
∨
S ∈ I (
∧
S ∈ I) for all S ⊆ I.
As we are dealing with posets rather than complete lattices, infimums
∧
and
supremums
∨
do not always exist, and their existence in (4) is implicitly part of
the definition. In other words, when we say that I is an upper complete sublattice
we mean that every subset S of I actually has a supremum in P, which also lies in I.
So any upper complete sublattice of P will be an upper complete lattice in its own
right, even if P itself is not a lattice. It follows that I will also be a lower complete
lattice, as infimums are supremums of lower bounds, although it is important to
note that these infimums in I may not agree with those in P, i.e. I may not be a
(lower) sublattice of P.
Also, I will be a complete ideal if and only if I = [0, q] = {p ∈ P : p ≤ q}, where
q =
∨
I. And I ⊆ P will be simultaneously a complete ideal and upper complete
sublattice if and only if, for all S ⊆ I,
S ⊆ I ⇔
∨
S ∈ I.
For type decomposition, we relativize this with respect to some Z ⊆ P, which will
play the role traditionally occupied by the centre. And from now on we assume our
posets always have a lower bound, which we denote by 0.
Definition 2.2. For a poset P and Z ⊆ P, S ⊆ P is Z-disjoint if we have f : S → Z
with p ≤ f(p) and f(p)∧ f(q) = 0, for distinct p, q ∈ S, and I ⊆ P is Z-complete if
(1)
∨
S ∈ I, whenever S ⊆ I is Z-disjoint, and
(2) p, q ∈ I, whenever p ∨ q ∈ I and {p, q} is Z-disjoint.
In particular, if I is Z-complete then 0 =
∨
∅ ∈ I. Also note that if I is a lower
set then (2) is immediate. In fact, if P is a lattice then the Z-complete lower sets are
precisely the PZ(P)-ideals defined in [Nie06], where PZ(P) denotes the collection
of all Z-disjoint subsets of P. While if P is an effect algebra with centre Z then the
Z-complete lower sets are precisely the strongly type determining (STD) subsets
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defined in [FP10b] §4. And in this case P itself will be Z-complete precisely when
P is centrally orthocomplete, as defined in [FP10a].
The other basic ingredient for type decomposition is centrality.
Definition 2.3. If P is a poset and S ⊆ P then Z ⊆ P is S-central if, for all p ∈ S
and y ∈ Z, we have z ∈ Z with y ∧ z = 0 and p = q ∨ r, for some q ≤ y and r ≤ z.
If P is an ortholattice then z ∈ P is central in the usual sense (see [Mac64] §3
or [Kal83] §3 Theorem 1) if and only if {z, z⊥} is P-central. More generally, in
an arbitrary lattice (see [MM70] Definition (4.12)), or even an arbitrary poset (see
[GH74]) we call z ∈ P central iff there exists z⊥ ∈ P such that P is canonically
isomorphic to [0, z] × [0, z⊥], i.e. isomorphic via the maps ψ : P → [0, z]× [0, z⊥]
and φ : [0, z]× [0, z⊥]→ P defined by
(2.1) ψ(p) = (p ∧ z, p ∧ z⊥) and φ(p, q) = p ∨ q.
Thus the centre C(P), i.e. the subset of all central elements of P, is P-central
by the above definition. In applications Z will often be the centre but P-central
subsets can, in general, be very much larger than the centre (basically because of
the differing order of quantifiers). For example, P itself will be P-central if P is
a meet-semilattice that is section complemented (meaning sections, i.e. intervals
with lower bound 0, are complemented posets), while C(P) is necessarily a Boolean
(i.e. distributive complemented) lattice. There is also value in dealing with a strict
subset Z of C(P), as the lattice C(P) itself may not be complete.
We are now ready for our first general type decomposition.
Theorem 2.4. If P is a poset, I, Z ⊆ P are Z-complete and Z is Z-central then
I ∩ Z is a complete ideal of Z and upper complete sublattice of P. Moreover,
z =
∨
I ∩ Z is the unique z ∈ Z such that, for all y ∈ Z,
(2.2) y ∧ z = 0 ⇔ [0, y] ∩ I ∩ Z = {0}.
Proof. If z ∈ I ∩ Z and y ∈ [0, z] ∩ Z then, as Z is Z-central, we have x ∈ Z with
x ∧ y = 0 and z = p ∨ q, for some p ≤ x and q ≤ y. As y ≤ z, we have z = p ∨ y
which, as I is Z-complete, means y ∈ I. As y ∈ [0, z] ∩ Z was arbitrary, I ∩ Z is a
lower set in Z.
Now say we have (zα) ⊆ I ∩ Z. Let y0 = z0. As Z is Z-central, we have y ∈ Z
with y ∧ z0 = 0 and z1 = p ∨ y1, for some p ≤ z0 and y1 ≤ y. As I and Z are
Z-complete, we have y1 ∈ I∩Z and y0∨y1 ∈ I∩Z. But y0∨y1 = z0∨p∨y1 = z0∨z1
so z0 ∨ z1 ∈ I ∩Z. By recursion we can continue in this way to obtain a transfinite
sequence (yα) ⊆ I ∩Z with yα∧yβ = 0, whenever α 6= β, and
∨
α<β yα =
∨
α<β zα,
for all β, which, as I and Z are Z-complete, means that
∨
zα ∈ I∩Z. As (zα) ⊆ I∩Z
was arbitrary, I ∩ Z is closed under arbitrary supremums.
In particular, we have z =
∨
I ∩ Z ∈ I ∩ Z, and clearly [0, y] ∩ I ∩ Z = {0} for
any y ∈ Z with y ∧ z = 0. While if y ∈ Z then, as Z is Z-central, we have x ∈ Z
with x∧y = 0 and z = p∨q, for some p ≤ x and q ≤ y. As I and Z are Z-complete,
q ∈ I ∩ Z. So if [0, y] ∩ I ∩ Z = {0} then q = 0 and hence z = p ≤ x, which means
y ∧ z = 0.
Now say we have another z′ ∈ Z satisfying (2.2). As Z is Z-central, we have
y ∈ Z with y∧ z = 0 and z′ = p∨ q with p ≤ y and q ≤ z. Thus [0, y]∩ I ∩Z = {0}
and hence [0, p]∩I∩Z = {0}. As Z is Z-complete, p ∈ Z which, by our assumption
on z′, means 0 = z′ ∧ p = p and hence z′ = q ≤ z. The same argument with z and
z′ reversed shows that z ≤ z′. 
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If the z above has a complement y, then (2.2) shows that y has the opposite type
to z, i.e. we get a complementary type decomposition. Also, (2.2) shows that the
elements of Z of this opposite type will also form a complete ideal in Z precisely
when z has a pseudocomplement z⊥ =
∨
{y ∈ Z : y ∧ z = 0} (see [Bir67] Ch 5 §8).
And this will yield a direct product type decomposition precisely when z is central.
If P is a section complemented complete lattice then P itself will be P-central and
P-complete, in which case Theorem 2.4 with Z = P says that the P-complete subsets
are precisely the complete ideals of P. A slightly more interesting situation arises, as
mentioned in the introduction, when P is the complete lattice of projections P(A)
of a von Neumann algebra A and Z is the complete sublattice of central projections
P(A∩A′). Then, letting I be the set of finite projections, i.e. those p ∈ P(A) such
that pAp is a finite von Neumann algebra, we see that I is Z-complete, because a
direct sum of finite von Neumann algebras is again finite. Thus Theorem 2.4 applies
to give a unique central finite projection z such that z⊥ is properly infinite, i.e. does
not dominate any central finite projection. In terms of classical type decompostion
terminology for von Neumann algebras, zA(= zAz) consists of the type In parts, for
finite n, together with the type II1 part of A, while z
⊥A consists of the type I∞, type
II∞ and type III part of A. Likewise, we can apply Theorem 2.4 with the abelian
projections as I instead, and then zA would be the type I1 part of A. Indeed, the
classical type decomposition of von Neumann algebras is obtained from combining
these decompositions with other type decompositions obtained from using I and Z
in different ways. We shall examine one of these next, and complete the picture
with the type decompositions obtained in §5.
Definition 2.5. If P is a poset and Z ⊆ P then cZ(p) is the Z-cover of p when
cZ(p) =
∧
([p, 1] ∩ Z).
To ensure that cZ(p) is defined and in Z, for all p ∈ P, we assume that Z ⊆ P
is a lower complete sublattice of P (in particular, 1 =
∧
∅ ∈ Z). In this case, note
that S ⊆ P will be Z-disjoint iff cZ(s)∧ cZ(t) = 0, for all distinct s, t ∈ S. Also, we
denote supremums in Z by ∨Z , as they may differ from supremums ∨ in P, and we
denote the set of all Z-covers of elements of I by cZI.
We now have the machinery for our second general type decomposition.
Theorem 2.6. If P is a poset, Z is a lower complete sublattice of P, Z is P-central
and I ⊆ P is Z-complete then cZI is an upper complete sublattice of Z. Moreover,
z =
∨
Z cZI is the unique z ∈ Z such that, for all y ∈ Z,
(2.3) y ∧ z = 0 ⇔ [0, y] ∩ I = {0}.
Proof. Say we have (pα) ⊆ I. Let q0 = p0. As Z is P-central, we have z ∈ Z with
z∧cZ(p0) = 0 and p1 = r∨q1, for some r ≤ cZ(p0) and q1 ≤ z. As I is Z-complete,
q1 ∈ I and q0 ∨ q1 ∈ I. Moreover,
cZ(q0 ∨ q1) = cZ(p0) ∨Z cZ(r) ∨Z cZ(q1) = cZ(p0) ∨Z cZ(p1).
Recursively continuing in this way we obtain a transfinite sequence (qα) ⊆ I with
cZ(qα)∧cZ(qβ) = 0, whenever α 6= β, and cZ(
∨
α<β qα) =
∨
Z,α<β cZ(pα), for all β,
which, as I is Z-complete, means that
∨
Z cZ(pα) = cZ(
∨
pα) ∈ cZI. As (pα) ⊆ I
was arbitrary, cZI is closed under arbitrary supremums in Z.
In particular, z =
∨
Z cZI = cZ(p), for some p ∈ I, and clearly [0, y] ∩ I = {0}
for any y ∈ Z with y∧ z = 0. While if y ∈ Z then, as Z is P-central, we have x ∈ Z
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with x ∧ y = 0 and p = q ∨ r, for some q ≤ x and r ≤ y. As I is Z-complete, r ∈ I,
so if [0, y] ∩ I = {0} then r = 0. This means p = q so z = cZ(p) ≤ x and hence
y ∧ z = 0.
Now say we have another z′ ∈ Z satisfying (2.6). As Z is P-central, we have
y ∈ Z with y∧ z = 0 and z′ = p∨ q with p ≤ y and q ≤ z. Thus [0, y]∩ I = {0} and
hence [0, cZ(p)] ∩ I = {0}. By our assumption on z′, 0 = z′ ∧ cZ(p) = cZ(p) and
hence z′ = q ≤ z. The same argument with z and z′ reversed shows that z ≤ z′. 
Again considering the case P = P(A) and Z = P(A ∩ A′), where A is von Neu-
mann algebra, Theorem 2.6 applies when I is the set of finite projections, showing
that A contains a a unique central semifinite projection z such that z⊥ is purely
infinite. In terms of classical type decompostion terminology for von Neumann
algebras, zA consists of the type I and II parts while z⊥A is the type III part of
A. Again as before, we can apply Theorem 2.6 with the abelian projections as I
instead, and then z would be the unique central discrete projection such that z⊥
is continuous (see [Ber72] §15 Definition 3 for this terminology), and zA would be
the type I part of A, while z⊥A would consist of the type II and III parts of A.
3. Modularity
As already mentioned, previous type decomposition results have focused on the
case that Z is contained in the centre of P. And some previous proofs of these results
have indeed used the fact that the centre is distributive. The previous section shows
that distributivity is not vital for type decomposition, but nonetheless there are
some extra things we can say in this case, or even when Z is assumed to satisfy the
following weaker assumption.
Definition 3.1. For a poset P, Z ⊆ P is P-modular if, whenever y, z ∈ Z, y∧z = 0,
p ≤ y, q ≤ z and p ∨ q exists, we have q = z ∧ (p ∨ q).
So Definition 3.1 is saying that Z is P-modular if all disjoint pairs in Z are mod-
ular pairs.1 The first thing this allows us to obtain is the following slightly different
characterization of Z-completeness. This shows that the Z-complete subsets are
precisely the P -properties in [Mae59] Definition 1.3 (when P is a complete lattice
with centre Z) and also the type-determining (TD) sets defined in [FP10b] §4 (when
P is a centrally orthocomplete effect algebra (COEA) with centre Z).
Proposition 3.2. If P is a poset and Z ⊆ P is P-modular then I ⊆ P is Z-complete
if (and only if, when Z is P-central)
(1)
∨
S ∈ I, whenever S ⊆ I is Z-disjoint, and
(2)′ p ∧ z ∈ I, whenever p ∈ I and z ∈ Z.
Proof. If I satisfies the above conditions then, for any p, q ∈ P with {p, q} Z-disjoint
and p ∨ q ∈ I, we have y, z ∈ Z with p ≤ y, q ≤ z and y ∧ z = 0 which, by P-
modularity, yields p = (p ∨ q) ∧ y ∈ I and q = (p ∨ q) ∧ z ∈ I, so I is Z-complete.
On the other hand, if Z is P-central then, for any p ∈ I and z ∈ Z we have y ∈ Z
with y ∧ z = 0 and p = q ∨ r, for some q ≤ y and r ≤ z. Thus if I is Z-complete
then p ∧ z = (q ∨ r) ∧ z = r ∈ I, again using the P-modularity of Z. 
1in a weak sense – for lattices there is a standard notion of modular pair (see [MM70]) but for
arbitrary posets there are a number of other possible generalizations (see [TPW04]) based on the
canonical embedding of P in its Dedekind-MacNeille completion.
6 TRISTAN BICE
While on the topic of Z-completeness, let us point out that pseudocomplements
also allow for the following more symmetric characterization.
Proposition 3.3. If P is a Z-complete poset, for pseudocomplemented Z ⊆ P, then
I ⊆ P will be Z-complete if and only if, for all Z-disjoint S ⊆ I,
S ⊆ I ⇔
∨
S ∈ I.
Proof. The ‘if’ part is immediate. Conversely, assume I is Z-complete and say we
have Z-disjoint S ⊆ I with
∨
S ∈ I and let f : S → Z be as in Definition 2.2. For
s ∈ S, and t ∈ T = S \ {s} we have f(s) ∧ f(t) = 0 and hence f(t) ≤ f(s)⊥. As
T is Z-disjoint and P is Z-complete,
∨
T exists and
∨
T ≤ f(s)⊥ so s ∧
∨
T = 0.
As s ∨
∨
T =
∨
S ∈ I and I is Z-complete, s ∈ I. As s ∈ S was arbitrary, we are
done. 
Using Z-modularity rather than P-modularity (which implies Z-modularity as
long as Z is a (upper) sublattice of P), we also obtain a result on Z-covers.
Proposition 3.4. If Z is a Z-modular P-central lower complete sublattice of P
then, for all p ∈ P and z ∈ Z, we have q ≤ p, z with cZ(q) = cZ(p) ∧ z.
Proof. As Z is P-central, given p ∈ P and z ∈ Z we have y ∈ Z with y ∧ z = 0
and p = q ∨ r, for some q ≤ z and r ≤ y. Take x ∈ Z with q ≤ x. Then
p = q ∨ r ≤ (x ∧ cZ(p) ∧ z) ∨Z (cZ(p) ∧ y) ∈ Z, so
cZ(p) ≤ (x ∧ cZ(p) ∧ z) ∨Z (cZ(p) ∧ y) ≤ cZ(p).
As Z is Z-modular, z ∧ cZ(p) = x ∧ cZ(p) ∧ z ≤ x. As x ≥ q was an arbitrary
element of Z, and q ≤ cZ(p) ∧ z ∈ Z, we have cZ(q) = cZ(p) ∧ z. 
If, in the situation above, p ∧ z exists then the q above satisfies q ≤ p ∧ z so
(3.1) cZ(q) ≤ cZ(p ∧ z) ≤ cZ(p) ∧ z = cZ(q).
In the particular case that P is a centrally orthocomplete effect algebra (COEA)
and Z is its centre, this shows that cZ is a hull mapping, according to [FP10a]
Definition 5.1.
We can also use Z-modularity to show that the upper complete sublattice ob-
tained in Theorem 2.6 is additionally a lower set in Z.
Theorem 3.5. If P is a poset, Z is a Z-modular lower complete sublattice of P, Z
is P-central and I ⊆ P is Z-complete then cZI is complete ideal of Z.
Proof. If p ∈ I and y ∈ [0, cZ(p)] ∩ Z then, as Z is P-central, we have x ∈ Z with
x ∧ y = 0 and p = q ∨ r, for some q ≤ x and r ≤ y. Thus cZ(p) = cZ(q) ∨Z cZ(r)
and hence y = y ∧Z cZ(p) = y ∧Z (cZ(q) ∨Z cZ(r)) = cZ(r), as Z is Z-modular. As
I is Z-complete, r ∈ I so y ∈ cZI. As y ∈ [0, cZ(p)] ∩ Z was arbitrary, cZI is a
lower set in Z. Also, Z is an upper complete sublattice of Z, by Theorem 2.6. 
4. Complete Relations
Type decomposition is always done with respect to some Z-complete I ⊆ P.
The next natural question to ask is where these Z-complete subsets might come
from. It turns out that there are two major sources of Z-complete subsets, relations
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and classes.2 However, using classes requires restricting Z to subsets of the centre
and, moreover, making additional assumptions on P, like assuming P is section
semicomplemented (see [MM70] Theorem (5.13)). In the present paper we wish to
avoid such assumptions, so we shall focus solely on relations.
Note below P× P has the product order, i.e. (p, q) ≤ (r, s)⇔ p ≤ r and q ≤ s.
Definition 4.1. For a poset P, Z ⊆ P and binary relation - on P, we say - is
Z-complete if - is =Z-complete, considering - and =Z as subsets of P× P.
As =Z , i.e. {(z, z) : z ∈ Z}, is P × P-modular precisely when Z is P-modular,
we have the following rephrasing of Proposition 3.2. Note, however, that even if Z
is P-central, =Z may not be P × P-central, unless Z is also pseudocomplemented.
Another important thing to note is that Z-complete relations need only be cen-
trally divisible, by (2)′ below, rather than orthogonally divisible, as required for
the Loomis dimension relations in [Loo55] page 2 (B) and the Sherstnev-Kalinin
congruences in [FP13] Definition 4.1 (SK3d). This is important because, as men-
tioned in the introduction, the analog of Murray-von Neumann equivalence for
annihilators in a C*-algebras is centrally, but possibly not orthogonally, divisible.
Proposition 4.2. For a poset P and P-modular Z ⊆ P, a binary relation - on P
will be Z-complete if (and only if, when =Z is P× P-central), for Z-disjoint (zα),
(1)
∨
pα -
∨
qα, whenever pα - qα and pα, qα ≤ zα, for all α, and
(2)′ p ∧ z - q ∧ z, whenever p - q and z ∈ Z.
Just like with projections in von Neumann algebras, --finite elements can be
defined for any relation - on a poset P.
Definition 4.3. For a poset P and binary relation - on P, p ∈ P is --finite if
p - q ≤ p ⇒ p = q,
for all q ∈ P. We denote the set of all --finite elements of P by F-.
And again, just like with projections, if - is a Z-complete relation then the --
finite elements will form a Z-complete subset and so the type decomposition results
in Theorem 2.4 and Theorem 2.6 can be applied.
Proposition 4.4. If P is a Z-complete poset, Z = Z⊥ is contained in the centre
of P and - is a Z-complete reflexive binary relation on P then F- is Z-complete.
Proof. Assume S ⊆ F- is Z-disjoint, as witnessed by f : S → Z, but p =
∨
S /∈ F-,
so p - q < p, for some q ∈ P. Thus s  q, for some s ∈ S, and then s = p ∧ f(s) -
q ∧ f(s) < s, contradicting s ∈ S ⊆ F-.
Now assume p ∈ F- and z ∈ Z but p∧z /∈ F-, so we have q < p∧z with p∧z - q.
As - is reflexive and - is Z-complete, p = (p ∧ z) ∨ (p ∧ z⊥) - q ∨ (p ∧ z⊥) < p,
contradicting p ∈ F-. 
The next natural question to ask is where these Z-complete relations might come
from. If P is defined from some algebraic structure then Z-complete relations can
2Somewhat surprisingly, it even turns out that often the same Z-complete subset can, with the
appropriate relation and class, be derived either way. For example, the Boolean class corresponds
to the central equivalence relation ∼Z , as discussed below, the modular class corresponds to the
perspectivity relation (having a common complement), while the orthomodular class corresponds
to the orthoperspectivity relation (having a common orthogonal complement).
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often be derived from this. Murray-von Neumann equivalence of projections and
its natural generalization to annihilators in a C*-algebra are examples. The order
structure of P can also be used to define Z-complete relations, like perspectivity
(having a common complement), but as with the class approach, this often re-
quires P to satisfy some additional assumptions. We can also use Z itself to define
important Z-complete relations, as we now show.
Definition 4.5. For a poset P and Z ⊆ P, we define relations ∼Z and -Z on P by
p -Z q ⇔ [p, 1] ∩ Z ⊆ [q, 1] ∩ Z and p ∼Z q ⇔ [p, 1] ∩ Z = [q, 1] ∩ Z.
Also, we call P Z-directed if p ∨ q exists, for all Z-disjoint {p, q} ⊆ P.
Theorem 4.6. If P is a Z-complete poset and Z is a Z-directed Z-modular lower
sublattice of P then -Z and ∼Z are Z-complete.
Proof. If pλ -Z qλ, for all λ ∈ Λ, and (pλ, qλ)λ∈Λ is =Z-disjoint then (pλ) and (qλ)
are Z-disjoint which, as P is Z-complete, means p =
∨
pλ and q =
∨
qλ exist. If
z ∈ Z ∩ [q, 1] then qλ ≤ z and hence, as pλ -Z qλ, pλ ≤ z, for all λ ∈ Λ, so p ≤ z.
As z ∈ Z was arbitrary, p -Z q.
On the other hand, if p ∨ q - p′ ∨ q′ and {(p, p′), (q, q′)} is =Z-disjoint then we
have y, z ∈ Z with p, p′ ≤ y, q, q′ ≤ z and y ∧ z = 0. For any x ∈ Z with p′ ≤ x,
x ∧ y ∧ z = 0 and p′ ∨ q′ ≤ (x ∧ y) ∨Z z ∈ Z and hence p ≤ p ∨ q ≤ (x ∧ y) ∨Z z
so p ≤ y ∧ ((x ∧ y) ∨Z z) = x ∧ y ≤ x. As x was arbitrary, p -Z p′ and, likewise,
q -Z q
′. Thus -Z and ∼Z= (-Z ∩ %Z) are Z-complete. 
In fact-Z is the weakestZ-complete relation with {0}% = {p ∈ P : p - 0} = {0}.
Proposition 4.7. If Z is P-central and - is a Z-complete relation on P with
{0}% = {p ∈ P : p - 0} = {0} then p - q ⇒ p -Z q, for all p, q ∈ P.
Proof. If p - q and z ∈ Z ∩ [q, 1], we have y ∈ Z with y ∧ z = 0 and p = r ∨ s, for
some r ≤ y and s ≤ z. Then r, 0 ≤ y and s, q ≤ z and r ∨ s = p - q = 0 ∨ q so
r - 0 which, by assumption, means r = 0 and hence p = s ≤ z. As z ∈ Z ∩ [q, 1]
was arbitrary, p -Z q. 
If Z is a lower complete sublattice of P then we immediately see that
p -Z q ⇔ cZ(p) ≤ cZ(p) and p ∼Z q ⇔ cZ(p) = cZ(p).
Moreover, cZ actually characterizes F-Z = F∼Z in the following way.
Theorem 4.8. If P is Z-directed and Z is a P-central P-modular Z-modular lower
complete sublattice of P then p ∈ F-Z if and only if [0, p] = {p ∧ z : z ∈ Z}.
Moreover, in this case [0, p] is isomorphic to [0, cZ(p)] ∩ Z via the maps
q 7→ cZ(q) and z 7→ p ∧ z.
Proof. If p /∈ F-Z then we have q ∈ P with p -Z q < p. Then cZ(q) = cZ(p) so
p ∧ z = p, for any z ≥ q, and hence q /∈ {p ∧ z : z ∈ Z}.
Conversely, say p ∈ F-Z and q ≤ p. As Z is P-central, we have z ∈ Z with
cZ(q)∧ z = 0 and p = r∨ s, for some r ≤ cZ(q) and s ≤ z. As P is Z-directed, q∨ s
exists and
cZ(p) = cZ(r ∨ s) = cZ(r) ∨Z cZ(s) ≤ cZ(q) ∨Z cZ(s) = cZ(q ∨ s),
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and hence p -Z q ∨ s ≤ p which, as p ∈ F-Z , means p = q ∨ s. As Z is P-
modular, q = p ∧ cZ(q). On the other hand, for z ∈ [0, cZ(p)] ∩ Z, we have
cZ(p∧z) = cZ(p)∧z = z, by (3.1), so the given maps are indeed isomorphisms. 
The -Z-finite elements go by several other names in more restrictive contexts,
as can be seen from the above characterization. In effect algebras they are called
monads (see [FP10a] Definition 5.12), in complete lattices (with Z = C(P)) they
are called lowest elements (see [Mae59] Definition 2.2 and Theorem 2.1) and in
orthomodular lattices they are called simple elements (see [Loo55] page 2). When
Z = C(P) and P has the relative centre property (see [Che91]), i.e. when we
have C([0, p]) = {p ∧ z : z ∈ C(P)} for all p ∈ P, the above result shows that
p is -Z-finite precisely when [0, p] is a Boolean lattice. Such elements are called
Boolean in [FP10a] Definition 5.12 and D-elements in [Kap55] §9. And if we go
back to our favourite example where P = P(A) and Z = P(A ∩ A′), for some
von Neumann algebra A, then we see that the -Z-finite elements are precisely
the abelian projections. Thus the -Z-finite elements give us an analog of abelian
projections, with which we can even do type decomposition, in a very general class
of posets P with a distinguished subset Z.
5. Homogeneous Decompositions
One conspicuous absence in previous order theoretic treatments of type decom-
position is an analog of the type In parts in the classical von Neumann algebra type
decomposition. These can be obtained immediately if one has a dimension function
on P, but the construction of a dimension function requires a significant amount of
extra structure (see [Mae55], [Kal76] and [GW05]). Here we present an elementary
method for obtaining such decompositions, at least in the orthocomplemented case,
more in the spirit of [Ber72] §18.
Definition 5.1. Given a binary relationR on a poset P we call p ∈ PR-homogeneous
if p =
∨
S for some S ⊆ P with S × S ⊆ R ∪ =, i.e. sRt for all distinct s, t ∈ S.
We say such a p has order κ when |S| = κ and denote the set of order κ R-
homogeneous p by Iκ. Given Z ⊆ P, we call p ∈ P R-subhomogeneous if p =
∨
S
for some Z-disjoint S ⊆ P consisting of R-homogeneous elements.
Note that order is not, in general, uniquely defined, and Iκ consists of all those p
for which there is at least one set S of cardinality κ witnessing its R-homogeneity.
Given an orthoposet P (see [Kal83] §2 page 16) and I, Z ⊆ P, we define the
canonical homogeneity relation H = HI,Z = I × I ∩ ⊥ ∩ ∼Z , i.e.
pHq ⇔ p, q ∈ I, p ⊥ q and p ∼Z q.
Note that below we follow standard order terminology and call I ⊆ P order-dense
when every p ∈ P dominates some non-zero q ∈ I. We also call an orthoposet P
orthocomplete when
∨
S exists, for any pairwise orthogonal S ⊆ P.3
Theorem 5.2. For an orthocomplete orthoposet P, complete sublattice Z⊥ = Z ⊆
C(P) and order-dense Z-complete I ⊆ P, 1 =
∨
P is HI,Z-subhomogeneous. If,
3We can turn any orthoposet P, in which orthogonal pairs have a supremum, into a pre-effect
algebra (see [CK12]) by defining p + q = p ∨ q, whenever p ⊥ q. Theorem 5.2 could also be
generalized to orthocomplete pre-effect algebras, although we omit the details, as we do not wish
to introduce a fundamental new structure at this stage.
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further, Iλ ∩ Iκ ∩ Z = {0}, whenever λ 6= κ, then there are unique orthogonal
(zκ) ⊆ Z with zκ ∈ Iκ, for all κ, and 1 =
∨
zκ.
Proof. By Theorem 2.6, we may recursively define pα ∈ Iα so that cZ(pα) =∨
cZIα, where Iα = I ∩ [0, (
∨
β<α pβ)
⊥]. Let zα = cZ(pα)
⊥ ∧
∧
β<α cZ(pβ). If
we had z = zα∧ (
∨
β<α pβ)
⊥ 6= 0 then the order density of I would give us non-zero
p ∈ I ∩ [0, z] ⊆ Iα and hence p ≤ cZ(pα) even though p ≤ z ≤ zα ≤ cZ(pα)⊥, a
contradiction. Thus, as zα ∈ C(P), zα = zα ∧
∨
β<α pβ =
∨
β<α(zα ∧ pβ). By (3.1),
cZ(zα ∧ pβ) = zα ∧ cZ(pβ) = zα,
for each β < α, so each zα is HI,Z -homogeneous. As the (pα) are orthogonal,
they must be eventually 0. Thus (
∨
zα)
⊥ =
∧
cZ(pα) = 0 so the (zα) witness the
HI,Z-subhomogeneity of 1.
As I is Z-complete so is Iκ, for each κ, so we can join together resulting homo-
geneous elements of Z of the same order to obtain (zκ) ⊆ Z with zκ ∈ Iκ, for all κ.
Uniqueness now follows from Theorem 2.4, as Iλ ∩ Iκ ∩ Z = {0}, for λ 6= κ, means
that zκ =
∨
Iκ ∩ Z, for all κ. 
When P = P(A) and Z = P(A ∩ A′), for some type I von Neumann algebra A,
and I is the set of abelian projections, the above theorem does indeed apply and
then zκA is none other than the type Iκ part of A. However, actually verifying
that the required hypthoses are satisfied here is not as easy as it was for the type
decomposition results in §2, and so we now explain this in a little more detail.
Firstly, for order density, let p ∈ P(A) be an abelian projection with c(p) = 1.
For any non-zero q ∈ P(A), we then have qc(p) = q 6= 0 so pAq 6= {0}. Thus we can
find a non-zero partial isometry u ∈ pAq. As uu∗ ≤ p and p is abelian, so is uu∗ and
hence u∗u ≤ q is abelian too. As q ∈ P(A) was arbitrary, we are done. Essentially
the same argument applies more generally to abelian annihilators in a discrete
C*-algebra, except that it takes more effort to show that the equivalence relation
generalizing Murray-von Neumann equivalence also always preserves abelian-ness
(see [Bic13] Corollary 3.54).
On the other hand, to show that Iλ ∩ Iκ ∩ Z = {0}, i.e. that the order of a
homogeneous central projection is uniquely defined, is far less trivial. If λ or κ is
finite then it follows from the fact that the finite projections form an (order) ideal in
P(A) (see [Ber72] §17 Theorem 2). We do not know if this holds more generally for
finite annihilators in C*-algebras, but we can still use representations to show that a
finite supremum of abelian annihilators is finite (see [Bic13] §3.9) which is sufficient,
at least for (ortho)separable C*-algebras. While for infinite λ or κ the proof uses the
local orthoseparability of von Neumann algebras (see [Ber72] §18 Exercise 10) and
does not even hold in general for projections in type I AW*-algebras (see [Oza85]),
let alone annihilators in more general discrete C*-algebras.
Also, we should point out that in the definition of a homogeneous projection in a
von Neumann algebra it is usually Murray von Neumann equivalence ∼MvN that is
used, as in [Ber72] §18 Definition 1, rather than central equivalence∼Z as done here.
However, this makes no difference, as one can use generalized comparability ([Ber72]
§14 Definition 1) to show that ∼MvN coincides with ∼Z on abelian projections.
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