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Abstract
In this paper we study some algebraic and combinatorial behaviors of expansion func-
tor. We show that on monomial ideals some properties like polymatroidalness, weakly
polymatroidalness and having linear quotients are preserved under taking the expansion
functor.
The main part of the paper is devoted to study of toric ideals associated to the expan-
sion of subsets of monomials which are minimal with respect to divisibility. It is shown
that, for a given discrete polymatroid P, if toric ideal of P is generated by double swaps
then toric ideal of any expansion of P has such a property. This result, in a special case,
says that White’s conjecture is preserved under taking the expansion functor. Finally, the
construction of Gro¨bner bases and some homological properties of toric ideals associated
to expansions of subsets of monomials is investigated.
Keywords: expansion functor, monomial ideal, toric ring, discrete polymatroid, White’s
conjecture
2010 Mathematics Subject Classifications: 13C13, 13D02.
Introduction
Let S = K[x1, . . . ,xn] be a polynomial ring over a field K and let I be a monomial ideal
with the set of minimal generators G(I) = {xa1 , . . . ,xar} where xai = xai(1)1 . . .x
ai(n)
n for ai =
(ai(1), . . . ,ai(n))∈Zn+ = {u= (u1, . . . ,un)∈Zn : ui ≥ 0}. For the n-tuple α =(k1, . . . ,kn)∈
Nn, Bayati and Herzog [1] defined the expansion of I with respect to α in the following
form:
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Let Sα = K[x11, . . . ,x1k1 , . . . ,xn1, . . . ,xnkn ] be a polynomial ring over K and set Pj =
(x j1, . . . ,x jk j ) a prime monomial ideal in Sα for all 1 ≤ j ≤ n. The expansion of I with
respect to α , denoted by Iα , is the monomial ideal
Iα =
r
∑
i=1
Pai(1)1 . . .P
ai(n)
n ⊂ Sα
where ai( j) is the j-th component of the vector ai.
Define the K-algebra homomorphism pi : Sα → S by pi(xi j) = xi.
Let α = (k1, . . . ,kn)∈Nn. For u = (u(1), . . . ,u(n))∈Zn+, define uα the set of |α |-tuples
w ∈ Z|α | where xw ∈ G((xu)α). For example, if u = (1,2,0) and α = (2,2,2) then
(xu)α = (x11x
2
21,x12x
2
21,x11x21x22,x11x
2
22,x11x21x22,x11x21x22).
Therefore
uα = {(1,0,2,0,0,0),(0,1,1,1,0,0),(1,0,1,1,0,0),(1,0,0,2,0,0),
(1,0,1,1,0,0),(1,0,1,1,0,0)}.
For u,v ∈ Zn+, u  v means that u(i) ≤ v(i) for all i. We write u ≺ v if u  v and
u 6= v. If V is a set of vectors in Zn+ which is minimal with respect to, then V α =
⋃
u∈V
uα .
Also, for a set A of monomials in S which is minimal with respect to divisibility, we define
A α =
⋃
xu∈A
G((xu)α).
It is easy to see that for a monomial ideal I ⊂ S, G(Iα) = {xw : xw ∈G(I)α}.
In [1] the authors defined the expansion functor in the category of finitely generated
multigraded S-modules and studied some homological behaviors of this functor. In this
paper, we consider a subset A of monomials which are minimal with respect to divisibility
and we study some combinatorial and homological properties on monomial ideals gener-
ated by expansions of A and also toric ideals related to them. Actually, we investigate
some properties on K[A α ] or IA α when it holds for K[A ] or IA . The paper is written in
two main sections. One section is devoted to study of some behaviors of expansion functor
on monomial ideals and the other one is on toric ideals related to expansions of subsets of
monomials.
In Section 1, we show that some properties like polymatroidalness (Theorem 1.2),
weakly polymatroidalness (Theorem 1.4) and having linear quotients (Theorem 1.7) are
preserved under taking the expansion functor.
In Section 2, we discuss several combinatorial and algebraic properties of expansion
functor on toric algebras. White [14] conjectured that for a matroid M , the toric ideal IM
is generated by quadrics corresponding to double swaps. On the other hand, matroids are a
special subclass of discrete polymatroids, defined in [5]. Herzog and Hibi [5] conjectured
that for a discrete polymatroid P, the toric ideal IP is generated by quadrics corresponding
to double swaps, too. We will show that for α ∈ Nn, when the toric ideal associated to P is
generated by quadrics corresponding to double swaps then the toric ideal associated to Pα
is (Theorem 2.4). As an application we show that if White’s conjecture holds for a matroid
M then it does for any expansion of M . We show that the toric ring K[A ] is normal and
Koszul if the toric ring K[A α ] is normal and Koszul. We also conclude that the reduced
Gro¨bner basis of IA is the intersection of the reduced Gro¨bner basis of IA α with K[A ]. In
Theorem 2.11, the construction of the reduced Gro¨bner basis of IA α is described whenever
the reduced Gro¨bner basis of IA is given. Then we show that a set of monomials is sortable
if and only if its expansion is sortable(Theorem 2.14). Combining this result and a result
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due to Sturmfels [13] we conclude that if A (resp. its expansion A α ) is sortable then IAα
(resp. IA ) has a Gro¨bner basis consisting of the quadratic sorting relations.
We show that the toric ring of a set A of monomials is normal if and only if the toric
ring of an expansion of A is (Theorem 2.16). Finally, we describe some homological rela-
tions as Krull dimension, depth, projective dimension and Castelnuovo-Mumford regularity
between K[A ] and K[A α ] (Theorem 2.19).
1 The expansion of some classes of monomial ideals
In this section we show that the expansion functor has well behavior on monomial ideals
with respect to the properties of polymatroidalness, weakly polymatroidalness and having
linear quotients. In other words, we prove that a monomial ideal has one of the mentioned
properties if and only its expansion has the same property.
Definition 1.1. ([5]) A monomial ideal I of S is called polymatroidal if it satisfies the
following conditions:
(i) all elements in G(I) have the same degree;
(ii) if u = xa11 . . .xann and v = xb11 . . .xbnn belong to G(I) with ai > bi, then there exists j with
a j < b j such that x j(u/xi) ∈G(I).
Theorem 1.2. Let α ∈ Nn. The monomial ideal I ⊂ S is polymatroidal if and only if Iα is
polymatroidal.
Proof. “Only if part”: Let I be polymatroidal and let α = (k1, . . . ,kn). Let
u = xa1111 . . .x
a1k1
1k1 . . .x
an1
n1 . . .x
ankn
nkn and v = x
b11
11 . . .x
b1k1
1k1 . . .x
bn1
n1 . . .x
bnkn
nkn
be two monomials in G(Iα) with ai j > bi j. Set ai = ∑ j ai j and bi = ∑ j bi j. If ai ≤ bi then
there exists some j′ such that ai j′ < bi j′ . Therefore it is clear that xi j′(u/xi j) ∈ G(Iα) and
the assertion holds. So suppose that ai > bi. Then there exists k with ak < bk such that
xk(pi(u)/xi) ∈ G(I). In particular, ak < bk implies that there is t with akt < bkt . Therefore
xkt(u/xi j) ∈G(Iα) which is desired assertion.
“If part”: Let Iα be polymatroidal and let u = xa11 . . .xann and v = x
b1
1 . . .x
bn
n with ai > bi
be two monomials of G(I). Then u′ = xa111 . . .x
an
n1 and v′ = x
b1
11 . . .x
bn
n1 are two monomials in
G(Iα). Hence there is j with a j < b j such that x j1(u′/xi1) ∈ G(Iα). Therefore x j(u/xi) ∈
G(I).
Definition 1.3. ([9, 10]) A monomial ideal I is called weakly polymatroidal with respect to
the ordering x1 > .. . > xn if for every two monomials u = xa11 . . .xann and v = x
b1
1 . . .x
bn
n in
G(I) such that a1 = b1, . . . ,at−1 = bt−1 and at > bt , there exists j > t such that xt(v/x j) ∈ I.
We say that a monomial ideal I ⊂ S is weakly polymatroidal if it is weakly polyma-
troidal with respect to some ordering of variables x1, . . . ,xn.
It is clear from the definition that a polymatroidal ideal is weakly polymatroidal but the
converse is not true in general(see [9, Example 1.3]).
Theorem 1.4. Let α ∈ Nn. The monomial ideal I ⊂ S is weakly polymatroidal if and only
if Iα ⊂ Sα is weakly polymatroidal.
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Proof. “Only if part”: Suppose that I is weakly polymatroidal with respect to the order-
ing x1 > .. . > xn. Let α = (k1, . . . ,kn). We want to show that Iα is weakly polyma-
troidal with respect to the ordering x11 > .. . > x1k1 > .. . > xn1 > .. . > xnkn . Let u =
x
a11
11 . . .x
a1k1
1k1 . . .x
an1
n1 . . .x
ankn
nkn and v = x
b11
11 . . .x
b1k1
1k1 . . .x
bn1
n1 . . .x
bnkn
nkn be two monomials in G(I
α)
such that one of the following properties holds:
(i) a11 = b11, . . . ,as−1 ks−1 = bs−1 ks−1 and as1 > bs1.
(ii) a11 = b11, . . . ,as t−1 = bs t−1 and ast > bst .
Set ai = ∑ j ai j and bi = ∑ j bi j. Suppose (i) holds. We have two cases:
Case 1. Let xs|pi(v). If ks = 1, then there is t > s such that xs(pi(v)/xt) ∈ I. So
xs1(v/xtl) ∈ Iα for some l. So assume that ks > 1. If bs = 1, then there is t ′ > s such
that xs(pi(v)/xt ′ ) ∈ I and so xs1(v/xt ′ l) ∈ Iα for some l. If bs > 1, then by the definition of
expansion of an ideal there is p > 1 such that xsp|v and clearly xs1(v/xsp) ∈ Iα .
Case 2. Let xs ∤ pi(v). Since I is weakly polymatroidal, there is k > s such that
xs(pi(v)/xk) ∈ I. Thus xs1(v/xkl) ∈ Iα for some l.
Suppose (ii) holds. If there is t ′ > t such that xst ′ |v, then it is clear that xst(v/xst ′) ∈ Iα .
Assume xst ′ ∤ v, for all t ′ > t. Then as > bs and since I is weakly polymatroidal we have
xs(pi(v)/xk) ∈ I for some k > s. This implies that xst(v/xkl) ∈ Iα for some l.
Therefore Iα is weakly polymatroidal.
“If part”: Suppose Iα is weakly polymatroidal with respect to the ordering
xi1 j1 > .. . > xi|α| j|α| (1)
which for all l, 1 ≤ il ≤ n and 1 ≤ jl ≤ kil . We will show that I is weakly polymatroidal
with respect to the ordering xs1 > .. . > xsn obtained from the ordering (1) after applying the
K-algebra homomorphism pi : Sα → S by pi(xi j) = xi and removing the repeated variables
beginning on the left-hand. In other words, if
xi1 ≥ . . .≥ xip ≥ . . .≥ xiq ≥ . . .≥ xi|α|
where ip = iq then we will remove xiq . Let xsl = pi(xsl tl ) for all l = 1, . . . ,n. Let u =
xa1s1 . . .x
an
sn
,v = xb1s1 . . .x
bn
sn
∈ G(I) with a1 = b1, . . . ,a j−1 = b j−1 and a j > b j. Then u′ =
x
a1
s1t1 . . .x
an
sntn > v
′ = xa1s1t1 . . .x
an
sntn are in G(Iα) and so there exists k > j with ak < bk such that
xs jt j (v
′/xsktk) ∈ Iα . Thus xs j(v/xsk ) ∈ I. This concludes that I is weakly polymatroidal.
Now we study the behavior of expansion functor on the property of having linear quo-
tients. First, we recall some notations and definitions from [12]:
For the monomial u = xa11 . . .xann in S, we will denote the support of u by supp(u) and it
is the set of those integers i that ai 6= 0. Set νxi(u) := ai. When M is another monomial, we
set [u,M] = 1 if for all i ∈ supp(u), xaii ∤ v. Otherwise we set [u,M] 6= 1.
For the monomial u ∈ S and the monomial ideal I ⊂ S set
Iu = 〈Mi ∈ G(I) : [u,Mi] 6= 1〉 and Iu = 〈Mi ∈ G(I) : [u,Mi] = 1〉.
Let the minimal system of generators of I be G(I) = {M1, . . . ,Mr}. The monomial
u = xa11 . . .x
an
n is called shedding if Iu 6= 0 and for each Mi ∈ G(Iu) and each l ∈ supp(u)
there exists M j ∈ G(Iu) such that M j : Mi = xl .
Definition 1.5. ([12]) Let I be a monomial ideal minimally generated by {M1, . . . ,Mr}. We
say I is a k-decomposable ideal if r = 1 or else has a shedding monomial u with |supp(u)| ≤
k+1 such that the ideals Iu and Iu are k-decomposable.
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For each monomial ideal I and a system of minimal generators u1, . . . ,ur of I, we say
that I has linear quotients with respect to the ordering u1, . . . ,ur if for all j = 2, . . . ,r, the
colon ideal (u1, . . . ,u j−1) : (u j) is generated by linear forms. In other words, if for all j < i
there exists an integer k < i and an integer l such that
uk
gcd(uk,ui)
= xl|
u j
gcd(u j,ui)
.
A monomial ideal which has linear quotients with respect to some ordering of minimal
generators, is called a monomial ideal with linear quotients.
It is known that a weakly polymatroidal ideal has linear quotients. In [12] the authors
proved that
Theorem 1.6. ([12, Theorem 2.13]) A monomial ideal has linear quotients if and only if it
is k-decomposable for some k ≥ 0.
We will use this theorem in the following.
Theorem 1.7. Let α ∈ Nn. The monomial ideal I ⊂ S has linear quotients if and only if
Iα ⊂ Sα has linear quotients.
Proof. “Only if part”: We use induction on the number of minimal generators of I. Since
I has linear quotients, so there exists a shedding monomial u = xa1i1 . . .x
at
im for I such that I
u
and Iu have linear quotients, by Theorem 1.6. Set J = Iα and
J0 = (M ∈ G(J)|[u,pi(M)] 6= 1) and J0 = (M ∈ G(J)|[u,pi(M)] = 1).
Note that J0 = (Iu)α and J0 = (Iu)α . Let J0 and J0 are, respectively, minimally generated
by M1, . . . ,Mr and Mr+1, . . . ,Ms and moreover, they have linear quotients with respect the
given orderings. We want to show that J has linear quotients with respect to M1, . . . ,Ms.
Let Mp and Mq are in G(J) with p < q. Set Ni := pi(Mi). By the induction hypothesis,
J0 and J0 have linear quotients. Thus it suffices to consider that p ≤ r < q. It is clear
that Np ∈ G(Iu) and Nq ∈ G(Iu). Therefore there is t ≤ p such that Nt/gcd(Nt ,Nq) = xil
for some 1 ≤ l ≤ m and xil divides Np/gcd(Np,Nq). It concludes that Mp/gcd(Mp,Mq) is
divided by xilh for some 1≤ h≤ kil . To complete the assertion, one can choose a monomial
Mt ′ ∈ pi−1(Nt) with the property Mt ′/gcd(Mt ′ ,Mq) = xilh. Clearly, t ′ ≤ p.
“If part”: Let Iα has linear quotients with respect to the ordering M1, . . . ,Ms. Set Nl :=
pi(Ml). Suppose that we obtain the ordering Ni1 , . . . ,Nir , with disjoint monomials, after
removing any repeated monomial beginning on the left-hand of the ordering N1, . . . ,Ns. We
want to show that I has linear quotients with respect to Ni1 , . . . ,Nir .
Consider two monomials Nip and Niq with p < q. Let Nip = pi(Mp′) and Niq = pi(Mq′).
Clearly, p′< q′. Therefore there exist k′< q′ and a variable xlm such that Mk′/gcd(Mk′ ,Mq′)=
xlm and, moreover, xlm divides Mp′/gcd(Mp′ ,Mq′). Let Nik = pi(Mk′). Since that Nik ∤
Niq , we have gcd(Nik ,Niq) 6= Nik . Therefore Nik/gcd(Nik ,Niq) 6= 1. Now let xat divide
Nik/gcd(Nik ,Niq). Then for some s, xts divides Mk′/gcd(Mk′ ,Mq′). This implies that a = 1,
t = l and s = m. Therefore Nik/gcd(Nik ,Niq) = xl . Similarly, we show that xl divides
Nip/gcd(Nip ,Niq), as desired.
Remark 1.8. The only if part of Theorem 1.7 was proved, in a different argument, in
Proposition 1.6 of [1].
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Remark 1.9. For a given α ∈ Nn and a monomial ideal I ⊂ S generated in one degree,
we can abbreviate Theorems 1.2, 1.4, 1.7 and also Theorem 4.2 of [1] in the following
implications:
I is polymatroidal ⇔ Iα is polymatroidal
⇓ ⇓
I is weakly polymatroidal ⇔ Iα is weakly polymatroidal
⇓ ⇓
I has linear quotients ⇔ Iα has linear quotients
⇓ ⇓
I has linear resolution ⇔ Iα has linear resolution
2 The expansion functor and toric algebra
2.1 White’s conjecture
White [14] conjectured that for a matroid M , the toric ideal associated to M , IM , is gener-
ated by quadrics corresponding to double swaps. In the previous section it was shown that
a monomial ideal is polymatroidal if and only if its expansion is polymatroidal. Since that a
polymatroidal ideal is generated by monomials corresponding to the base of a discrete poly-
matroid, and also since matroids are a special subclass of discrete polymatroids, it is then
natural to ask about holding white’s conjecture for expansion of a discrete polymatroid. We
first bring some notations and definitions.
Definition 2.1. ([5]) A discrete polymatroid on the ground set [n] is a nonempty finite set
P⊂ Zn+ satisfying
(D1) if v ∈ Zn+ with v u for some u ∈ P, then v ∈ P;
(D2) if u,v ∈ P with |u|< |v|, then there is i ∈ [n] with u(i)< v(i) such that u+ εi ∈ P.
Here εi denotes the ith canonical basis vector in Rn.
A base of P is a vector u ∈ P such that u ≺ v for no v ∈ P. It follows from (D1) and
(D2) that a nonempty finite set B ⊂ Zn+ is the set of bases of a discrete polymatroid on [n]
if and only if B satisfies the following conditions:
(i) all elements of B have the same modulus;
(ii) if u,v ∈ P belong to B with u(i) > v(i), then there is j ∈ [n] with u j < v j such that
u− εi+ ε j ∈ B.
We will denote by BP the set of bases of P on [n].
Let P ⊂ Zn+ be a discrete polymatroid and BP its set of bases. Define SP = K[yu :
u ∈ BP] a polynomial ring over K and write IP ⊂ SP for the toric ideal of the base ring
K[P] := K[xu : u ∈ BP] where xu = xu(1)1 . . .x
u(n)
n for u = (u(1), . . . ,u(n)) ∈ Zn+. In other
words, IP is the kernel of the surjective K-algebra homomorphism ϕP : SP → K[P] defined
by ϕP(yu) = xu.
We say that a pair of bases (v1,v2) is obtained from a pair of bases (u1,u2) by a double
swap if v1 = u1 + ε j− εi and v2 = u2 + εi− ε j for some i, j with u1(i)> u2(i) and u2( j)>
u1( j). In this case we write (v1,v2)∼P (u1,u2).
Recall that for the canonical basis vector εi ∈ Rn,
εαi = {εi1, . . . ,εiki}
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which εi j is a canonical basis vector of R|α | with the (k1 + . . .+ ki−1 + j)-th component
equal to 1 and zero for other components.
For a discrete polymatroid P ⊂ Zn+, Pα ⊂ Z|α | is defined a discrete polymatroid which
its set of bases is BPα =
⋃
u∈BP
uα .
Example 2.2. Consider the discrete polymatroid P with the singleton base set BP = {u :=
(1,1)} and let α = (2,2). Then
BPα = {u1 := (1,0,1,0),u2 := (1,0,0,1),u3 := (0,1,1,0),u4 := (0,1,0,1)}.
Moreover,
IP = 0 and IPα = (yu1yu4 − yu2yu3).
Define the surjective map
pi0 : Z
|α |→ Zn
by pi0(u) = (a1, . . . ,an) for u = (a11, . . . ,a1k1 , . . . ,an1, . . . ,ankn) ∈ Z|α | where a j = ∑k jl=1 a jl
for all j. We also define the K-algebra epimorphism
τ : K[Pα ] → K[P]
xu 7→ xpi0(u).
Also, the K-algebra homomorphism γ : SPα → SP is defined by γ(yu)= ypi0(u). Therefore
we have the following commutative diagram from surjective maps:
SPα
ϕPα−→ K[Pα ]
γ ↓ ↓ τ
SP
ϕP
−→ K[P].
Before proving the main theorem of this subsection we require the following lemmas.
Lemma 2.3. For α ∈Nn, γ(IPα ) = IP.
Proof. Let f ∈ IPα . Then ϕP(γ( f )) = τ(ϕPα ( f )) = 0 and so γ( f ) ∈ IP. For the converse
inclusion, let g = yu1 . . .yum − yv1 . . .yvm ∈ IP. Then for all i, set u′i := ∑mj ui( j)ε j1, v′i :=
∑mj vi( j)ε j1 and h := yu′1 . . .yu′m − yv′1 . . .yv′m . Hence γ(h) = g. By the fact that a binomial
yu1 . . .yum − yv1 . . .yvm ∈ IP if and only if ∑m ui = ∑m vi, we conclude that ∑m u′i = ∑m v′i.
Therefore h ∈ IPα and so g ∈ γ(IPα ).
Theorem 2.4. Let α ∈Nn and P be a discrete polymatroid. If IP is generated by quadratic
binomials corresponding to double swaps then IPα is, too.
Proof. Suppose IP is generated by quadratic binomials corresponding to double swaps. We
consider a binomial f ∈ IPα and show that we can write f as sum of quadratic binomials
corresponding to double swaps.
Suppose 0 6= f ∈ IPα is of degree 2. Let f = yu′1 yu′2 − yv′1 yv′2 . Let pi0(u′i) = ui and
pi0(v
′
i) = vi. By Lemma 2.3, γ(yu′1 yu′2 −yv′1yv′2) = yu1 yu2 −yv1yv2 ∈ IP. If yu1yu2 −yv1yv2 = 0,
then one can assume that u1 = v1 and u2 = v2. It follows from u′1 +u′2 = v′1 +v′2 that
v′1 = u
′
1 +w
′− z′, v′2 = u
′
2 + z
′−w′
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where w′ = ∑ fri= f1 ∑
gs
j=g1 ti jεi j, z
′ = ∑ fri= f1 ∑
ht
j=h1 si jεi j and, moreover, ∑ j ti j = ∑ j si j. There-
fore we can write yu′1 yu′2 − yv′1 yv′2 as a sum of quadratic binomials corresponding to double
swaps:
yu′1 yu′2 − yv′1yv′2 = (yu′1 yu′2 − yu′1+ε f1g1−ε f1h1 yu′2+ε f1h1−ε f1g1 )+ . . .+
(y
u′1+∑ fri= f1 ∑
gs−1
j=g1 ti jεi j−∑
fr
i= f1 ∑
ht−1
j=h1 si jεi j
y
u′2+∑ fri= f1 ∑
ht−1
j=h1 si jεi j−∑
fr
i= f1 ∑
gs−1
j=g1 ti jεi j
− yv′1yv′2).
Thus suppose that yu1 yu2 − yv1yv2 6= 0. By the assumption, we have
yu1yu2 − yv1 yv2 =
t
∑
i=1
(yui1yui2 − yvi1yvi2)
where (vi1,vi2)∼P (ui1,ui2) for all i.
Case 1: If t = 1, then (v1,v2)∼P (u1,u2). Let v1 = u1+εiq−εip and v2 = u2+εip−εiq .
Then we will have v′1 = u′1 + εiq jq′ − εip jp′ and v
′
2 = u
′
2 + εip jp′′ − εiq jq′′ . Now u
′
1 +u
′
2 =
v′1 +v
′
2 implies that jp′ = jp′′ and jq′ = jq′′ . Thus (v′1,v′2)∼Pα (u′1,u′2).
Case 2: If t > 1, then by choosing suitable u′i j’s from BPα one may consider
yu′1yu′2 − yv′1 yv′2 =
t
∑
i=1
(yu′i1yu′i2 − yv′i1yv′i2)
where pi0(u′i j) = ui j and pi0(v′i j) = vi j for all i and j and, moreover, yu′i1 yu′i2−yv′i1yv′i2 ∈ IPα . It
follows from case 1 that yu′1 yu′2 − yv′1yv′2 is generated by quadratic binomials corresponding
to double swaps.
Now suppose that f = yu′1 . . .yu′m − yv′1 . . .yv′m ∈ IPα where m > 2 and every binomial
yu′1 . . .yu′m′−yv′1 . . .yv′m′ ∈ IPα with m
′<m is generated by quadratic binomials corresponding
to double swaps. If u′i = v′j for some 1≤ i, j ≤ m then
yu′1 . . .yu′m − yv′1 . . .yv′m = yu′i(yu′1 . . . yˆu′i . . .yu′m − yv′1 . . . yˆv′j . . .yv′m)
which is generated by quadratic binomials corresponding to double swaps, by induction
hypothesis. So assume that u′i 6= v′j for all 1≤ i, j ≤m. Let ui = pi0(u′i) and vi = pi0(v′i), for
all i. It follows from ∑m ui = ∑m vi that yu1 . . .yum − yv1 . . .yvm ∈ IP. First, let yu1 . . .yum −
yv1 . . .yvm = 0. Then we can suppose that u1 = v1. Let u′1(i j)> v′1(i j) and u′1(ik)< v′1(ik).
This implies that there is u′l with u′l(ik) > 0. For convenience, let us set l = 2. Hence we
can write
yu′1 . . .yu′m − yv′1 . . .yv′m = (yu′1 yu′2 . . .yu′m − yu′1−εi j+εikyu′2−εik+εi j yu′3 . . .yu′m)+
(yu′1−εi j+εik yu′2−εik+εi j yu′3 . . .yu′m − yv′1 . . .yv′m)
= (yu′1 yu′2 − yu′1−εi j+εik yu′2−εrs+εi j)yu′3 . . .yu′m+
(yu′1−εi j+εik yu′2−εik+εi j yu′3 . . .yu′m − yv′1 . . .yv′m).
Set u′′1 = u′1− εi j + εik and u′′2 = u′2− εik + εi j. Clearly, yu′′1 yu′′2 yu′3 . . .yu′m − yv′1 . . .yv′m ∈ IPα
and pi0(u′′1) = pi0(v′1). Now we repeat the above procedure for yu′′1 yu′′2 yu′3 . . .yu′m − yv′1 . . .yv′m
and after a finite number of steps, we obtain
yu′1 . . .yu′m − yv′1 . . .yv′m = ∑ figi + yv′1(yu′′′2 yu′′′3 . . .yu′′′m − yv′2 . . .yv′m)
where fi’s are monomials in SPα and gi’s are quadratic binomials corresponding to double
swaps. By induction hypothesis, yu′′′2 yu′′′3 . . .yu′′′m − yv′2 . . .yv′m ∈ IPα is generated by quadratic
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binomials corresponding to double swaps. Therefore the assertion holds when yu1 . . .yum −
yv1 . . .yvm = 0. So assume that yu1 . . .yum − yv1 . . .yvm 6= 0. Therefore, by assumption,
yu1 . . .yum − yv1 . . .yvm =
t
∑
i=1
fi(yui1yui2 − yvi1yvi2)
where (vi1,vi2) ∼P (ui1,ui2) and fi’s are monomials in SP. Without loss of generality we
may assume that
yu1 . . .yum − yv1 . . .yvm =
t
∑
i=1
(yui1 yui2yui3 . . .yuim − yvi1yvi2 yui3 . . .yuim) (2)
which for every i, (vi1,vi2)∼P (ui1,ui2). Clearly, for all i, yui1 yui2yui3 . . .yuim−yvi1yvi2 yui3 . . .yuim ∈
IP.
Case 1′: If t = 1, then we may assume that u1 j = u j for all j = 1, . . . ,m, v1 j = v j for
j = 1,2 and v1 j = u j for all j = 3, . . . ,m. Let v1 = u1− εi + ε j and v2 = u2− ε j + εi. Since
that u1(i) > u2(i) and u1( j) < u2( j), it follows that there are r and s such that u′1(ir) >
u′2(ir) and u′1( js) < u′2( js). We have
yu′1 . . .yu′m − yv′1 . . .yv′m = (yu′1 yu′2 − yu′1−εir+ε jsyu′2−ε js+εir)yu′3 . . .yu′m
+yu′1−εir+ε jsyu′2−ε js+εiryu′3 . . .yu′m − yv′1 . . .yv′m
Note that pi0(u′1−εir+ε js)= pi0(v′1) and pi0(u′2−ε js+εir)= pi0(v′2) and yu′1−εir+ε jsyu′2−ε js+εir yu′3 . . .yu′m−
yv′1 . . .yv′m ∈ IPα . Since ypi0(u′1−εir+ε js)ypi0(u′2−ε js+εir)ypi0(u′3) . . .ypi0(u′m)− ypi0(v′1) . . .ypi0(v′m) = 0, it
follows from case 2 that yu′1−εir+ε jsyu′2−ε js+εir yu′3 . . .yu′m −yv′1 . . .yv′m is generated by quadratic
binomials corresponding to double swaps and so yu′1 . . .yu′m − yv′1 . . .yv′m is generated by
quadratic binomials corresponding to double swaps.
Case 2′: If t > 1, then considering the equality (2), we can choose some suitable bases
u′i j and v′i j of BPα , with pi0(u′i j) = ui j and pi0(v′i j) = vi j such that
yu′1 . . .yu′m − yv′1 . . .yv′m =
t
∑
i=1
(yu′i1yu′i2 yu′i3 . . .yu′im − yv′i1yv′i2yv′i3 . . .yv′im)
and yu′i1yu′i2 yu′i3 . . .yu′im−yv′i1yv′i2 yv′i3 . . .yv′im ∈ IPα . Now by the case 1
′
, every binomial yu′i1 yu′i2yu′i3 . . .yu′im−
yv′i1yv′i2 yv′i3 . . .yv′im is generated by quadratic binomials corresponding to double swaps and
so yu′1 . . .yu′m − yv′1 . . .yv′m has the same property, as desired.
Since a matroid may be regarded as a discrete polymatroid with the set of bases con-
sisting of (0,1)-vectors, so we can conclude the following.
Corollary 2.5. Let α ∈Nn and M be a matroid. If M satisfies the White’s conjecture then
M α does, too.
Remark 2.6. We conjecture that the converse of Theorem 2.4 holds but we could not
present any proof. Indeed, this will conclude the converse of Corollary 2.5.
2.2 Some combinatorial and algebraic properties
Let A = {u1, . . . ,um} be a set of monomials belonging to S = K[x1, . . . ,xn] and suppose
that the affine semigroup ring K[A ] = K[u1, . . . ,um] is a homogeneous K-algebra. Let
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SA := K[yu1 , . . . ,yum ] be the polynomial ring in n variables over K with each deg(yui) = 1
and let IA denote the kernel of the surjective homomorphism ϕA : SA → K[A ] defined by
ϕA (yui) = ui for all 1 ≤ i ≤ m. IA and K[A ] are, respectively, called toric ideal and toric
ring of A .
Firstly, we recall the concept of combinatorial pure subring of a toric ring, introduced
in [11], which we will use in the rest of the paper. Let T ⊆ [n] := {x1, . . . ,xn}. If T is
a nonempty subset of [n], then we set AT := A ∩K[{xi : xi ∈ T}]. A subring of K[A ]
of the form K[AT ] with /0 6= T ⊆ [n] is called a combinatorial pure subring of K[A ]. For
AT = {ui1 , . . . ,uir}, we set SAT = {yui1 , . . . ,yuir}. Therefore IAT = IA ∩SAT .
Lemma 2.7. Let α  β be two n-tuple vectors in Nn. Then K[A β ] is a combinatorial pure
subring of K[A α ].
Proof. Let α = (k1, . . . ,kn) and β = (l1, . . . , ln). Set T = {x11, . . . ,x1l1 , . . . ,xn1, . . . ,xnln}. It
is clear that (A α)T = A β .
Remark 2.8. In [11] the authors showed that if A is a homogeneous affine semigroup
ring generated by monomials belonging to a polynomial ring with the toric ideal I which
is normal, Golod, Koszul, strongly Koszul, sequentially Koszul or extendable sequentially
Koszul, then any of its combinatorial pure subrings, as B, inherits each of these properties.
Moreover, if G is any reduced Gro¨bner basis of I then G ∩B is the reduced Gro¨bner basis
of J, where J is the toric ideal of B.
Lemma 2.7 implies that K[A ] is a combinatorial pure subring of K[A α ] and so if
K[A α ] has one of the above properties, then K[A ] has the same property, too.
In the following we investigate some algebraic properties for K[A α ] when they hold
for K[A ].
Gro¨bner basis
Proposition 1.1 of [11] together with Lemma 2.7 guarantees the following:
Proposition 2.9. Let α ∈Nn and let A = {u1, . . . ,um} be a set of monomials belonging to
S = K[x1, . . . ,xn]. If G is the reduced Gro¨bner basis of IA α with respect to a term order <
on SA α , then G ∩K[A ] is the reduced Gro¨bner basis of IA with respect to a term order
induced by < on SA .
Let A = {u1, . . . ,um} be a set of monomials belonging to S = K[x1, . . . ,xn]. Define the
term order “<♯lex” on the variables of {yu1 , . . . ,yum} in the following form:
yu <♯lex yv ⇔ u <lex v and yu = yv ⇔ u = v.
Also, consider the ordering <Lex induced by
x11 > .. . > x1k1 > .. . > xn1 > .. . > xnkn
on the monomials of A α for α = (k1, . . . ,kn). Again, let “<♯Lex” be a term order on the
variables of {yu′ : u′ ∈A α} in the following form:
yu′ <
♯
Lex yv′ ⇔ u
′ <Lex v
′ and yu′ = yv′ ⇔ u′ = v′.
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Lemma 2.10. Let A be a finite set of monomials belonging to S = K[x1, . . . ,xn] and let
α = (k1, . . . ,kn) ∈ Nn. For β = α + εi there exists a K-algebra isomorphism
ϕ : K[(A α)γ ]→ K[A β ]
where γ = 1+ εiki ∈N|α |. Here 1 is the vector in N|α | with all components 1.
Proof. For α we have [n]α = {x11, . . . ,x1k1 , . . . ,xn1, . . . ,xnkn}. Also,
([n]α)γ = {x111, . . . ,x1k11, . . . ,x(i−1)ki−11,xiki1,xiki2,x(i+1)ki+11, . . . ,xn11, . . . ,xnkn1}.
Consider the relabeling σ : ([n]α )γ → [n]β by
σ(xrst) =
{
xrs if t = 1
xi(ki+1) if t = 2.
Then the K-algebra homomorphism
ϕ : K[(A α)γ ]→ K[A β ]
defined by ϕ(u) = ∏
xrst |u
σ(xrst) for all monomials u ∈ (A α)γ is an isomorphism.
Theorem 2.11. Let A be a set of monomials belonging to S = K[x1, . . . ,xn] and let α =
1+εi ∈Nn. If GA is a Gro¨bner basis of IA with respect to a term order induced by <♯lex on
SA , then the Gro¨bner basis of IA α , GA α , with respect to the term order induced by <♯Lex on
SA α is the union of the set
G0 := {yu′yv′ − y(u′/xi1)xi2y(v′/xi2)xi1 : u
′,v′ ∈A α and xi1|u′,xi2|v′}
and the set, call G1, containing all binomials ∏rl yu′l −∏sl yv′l with the property that ∏rl ypi(u′l )−
∏sl ypi(v′l ) ∈ GA and ∏rl u′l = ∏sl v′l for u′l,v′l ∈A α .
Proof. It is known that toric ideals are binomial. To showing that G0∪G1 is a Gro¨bner basis
of IA α , suppose 0 6= f ′ = ∏rl yu′l −∏sl yv′l ∈ IA α and for all l and m with l 6= m, u′l 6= v′m. We
want to show that in
<♯Lex
( f ′) is divided by in
<♯Lex
(g′) for some g′ ∈ G0∪G1. Let f := γ( f ′) ∈
IA . We have two cases:
Case 1. Assume that f = 0. Then r = s and we can assume that pi(u′l) = pi(v′l) for all l.
If xi ∤ pi(u′l), for some l, then u′l = v′l which contradicts the assumption. Thus xi|pi(u′l)
for all l.
Assume that in
<♯Lex
( f ′) = ∏rl yu′l . Note that there are two distinct indexes l1 and l2 such
that xi1|u′l1 and xi2|u
′
l2 . Otherwise, we will have u
′
l = v
′
l for all l, which is not true. Suppose
that u′r ≤Lex . . . ≤Lex u′2 ≤Lex u′1 and l1 = 1. Furthermore, we can assume that u′l2 is a
monomial such that νxi2(v′l2)< νxi2(u
′
l2). Otherwise, since νxi2(v
′
1)> νxi2(u
′
1), it follows that
νxi2(∏rl u′l)< νxi2(∏rl v′l), which is a contradiction.
Suppose that l2 = 2. Set h := yu′1 yu′2 − y(u′1/xi1)xi2 y(u′2/xi2)xi1 . Then h ∈ IA α . It is clear that
(u′1/xi1)xi2 <Lex u
′
1. Also, if u′1 ≤Lex (u′2/xi2)xi1, then using (u′2/xi2)xi1 ≤Lex v′2 we obtain
u′1 ≤Lex v
′
2 and so in<♯Lex( f
′) = ∏rl yv′l , a contradiction. Therefore u′1 >Lex (u′2/xi2)xi1. This
implies that in
<♯Lex
(h) = yu′1 yu′2 . In particular, in<♯Lex(h)|in<♯Lex( f
′) and h ∈ G0.
Case 2. Assume that f 6= 0. Let pi(u′l) = ul , pi(v′l) = vl and in<♯lex( f ) = ∏
r
l yul . Since
f ∈ IA , there exists g = ∏pl yul −∏ql ywl ∈ GA with in<♯lex(g) = ∏
p
l yul |in<♯lex( f ).
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If in
<♯Lex
( f ′) = ∏rl yu′l , then we can choose some monomials w′l from A α , with the
property that pi(w′l) = wl , ∏pl u′l = ∏ql w′l and in<♯Lex(g
′) = ∏pl yu′l . Set g′ := ∏
p
l yu′l −∏
q
l yw′l .
Then in
<♯Lex
(g′)|in
<♯Lex
( f ′) and g′ ∈ G1.
If in
<♯Lex
( f ′) = ∏sl yv′l , then it follows from in<♯lex( f ) = ∏
r
l yul that there are two (possibly
equal) monomials v′h and v′k such that xi1|v′h and xi2|v′k. More precisely, let v′s ≤Lex . . .≤Lex
v′2 ≤Lex v
′
1 and ur ≤lex . . . ≤lex u2 ≤lex u1. Since u1 ≥lex v1 and v′1 ≥Lex u′1, it is clear that
xi divides both u1 and v1. If for some j < i, νx j (u1) > νx j (v1), then u′1 >Lex v′1, which
is false. Thus suppose that for all j < i, νx j (u1) = νx j(v1). Also, it is easily to verify that
νxi(u1)≥ νxi(v1), νxi1(v
′
1)> νxi1(u
′
1) and νxi2(v′1)< νxi2(u′1). Especially, since ∏rl u′l =∏sl v′l ,
it follows that there is some monomial, call v′k, such that xi2|v′k.
If v′k has a property that v′1 ≥Lex xi1(v′k/xi2), then by setting f ′′ := yv′1 yv′k−yxi2(v′1/xi1)yxi1(v′k/xi2)
we will have in
<♯Lex
( f ′′)|in
<♯Lex
( f ′). Since f ′′ ∈ G0, the assertion is completed. Hence as-
sume that for every v′l with l ≥ 2, if xi2|v′l then v′1 <Lex xi1(v′l/xi2). In particular, for such
v′l’s, we will have νxi1(v′l) = νxi1(v′1)−1 and νxi2(v′l)≥ νxi2(v′1)+1.
Since f ∈ IA , there exists g= yut1 . . .yutp −yw1 . . .ywq ∈GA such that in<♯lex(g)= yul1 . . .yutp |in<♯lex( f ).
Set h := ∏sl yvl − (yw1 . . .ywq ∏l 6=ti yul ).
(1) If ∏sl yvl = yw1 . . .ywq ∏l 6=ti yul then, by assuming w1 = vs1 , . . . ,wq = vsq and setting g′ :=
yu′t1 . . .yu′tp − yv′s1 . . .yv′sq , we will have in<♯Lex(g
′)|in
<♯Lex
( f ′) and especially g′ ∈ G1.
(2) If ∏sl yvl >♯lex yw1 . . .ywq ∏l 6=ti yul , then set h′ = ∏sl yv′l − (yw′1 . . .yw′q ∏l 6=ti yu′l ). Thus there
exists g0 = yvs1 . . .yvsp −yz1 . . .yzk such that in<♯lex(g0)= yvs1 . . .yvsp |in<♯lex(h) = in<♯lex( f ).
Again set g′0 = yv′s1 . . .yv′sp − yz′1 . . .yz′k . Now in<♯lex(g
′
0) = yv′s1 . . .yv′sp |in<♯lex( f
′) and g′0 ∈
G1.
(3) If ∏sl yvl <♯lex yw1 . . .ywq ∏l 6=ti yul , then there is g1 = ywh1 . . .ywhk ∏l j 6=ti yul j − yz1 . . .yzs ∈
GA such that in<♯lex(g1) = ywh1 . . .ywhk ∏l j 6=ti yul j |in<♯lex(h). Set
h1 :=
s
∏
l
yvl − (yz1 . . .yzs ∏
l 6=l j ,l 6=ti
yul ∏
l 6=hi
ywl ).
Now if ∏sl yvl ≥♯lex yz1 . . .yzs ∏l 6=l j ,l 6=ti yul ∏l 6=hi ywl , then by (1) and (2) the assertion is
completed. Otherwise, we again go back to (3).
Using the above procedure, after only finitely many steps, we obtain gk = ∏al yvtl −
∏bl yxl ∈GA with in<♯lex(gk)=∏
a
l yvtl . Now set g
′
k :=∏al yv′tl −∏
b
l yx′l . Then in<♯Lex(g
′
k)|in<♯Lex( f
′)
and g′k ∈ G1, as desired.
Example 2.12. Consider a set
A = {x21x2,x1x2x4,x1x3,x2x
2
3,x2x
2
4}
of monomials belonging to K[x1, . . . ,x4]. Using CoCoA we obtain
GA = {yx21x2yx2x24 − y
2
x1x2x4}.
Let α = (1,1,1,2). With the same notations of Theorem 2.11 we have GA α = G0 ∪G1
where
G0 = {yx1x2x41yx2x41x42 − yx1x2x42yx2x241 , yx2x241yx2x242 − y
2
x2x41x42 , yx1x2x41 yx2x242 − yx1x2x42yx2x41x42}
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and
G1 = {yx21x2yx2x241 − y
2
x1x2x41 , yx21x2 yx2x242 − y
2
x1x2x42 , yx21x2 yx2x41x42 − yx1x2x41 yx1x2x42}.
Combining Proposition 2.9, Lemma 2.10 and Theorem 2.11 we have the following.
Corollary 2.13. For a given α ∈ Nn and a set A of monomials in S, the Gro¨bner basis
of IA is consists of quadratic binomials if and only if the Gro¨bner basis of IA α has a such
construction.
Sortable sets
The concept of sortable sets was introduced by Sturmfels [13]. Let A be a set of monomials
in S and let u,v ∈A . Write uv = xi1 . . .xi2d with xi1 ≤ xi2 ≤ . . .≤ xi2d . Set u′ = ∏dj x2 j−1 and
v′ = ∏dj x2 j. We define
sort : A ×A → Md×Md
with sort((u,v)) = (u′,v′) where Md denotes the set of all vectors in Zn of modulus d. A
is called sortable, if im(sort)⊆A ×A .
For α ∈Nn, we denote by Mαd the set of all vectors in Z|α | of modulus d. We define
sortα : A α ×A α →Mαd ×M
α
d
with sortα((u,v)) = (u′,v′)
Theorem 2.14. Let α ∈ Nn. Let A = {u1, . . . ,um} be a set of monomials belonging to
S = K[x1, . . . ,xn]. A is a sortable set if and only if A α has a such property.
Proof. Let (u′,v′)∈ im(sortα). Then there exists (u,v)∈A α×A α such that sortα((u,v))=
(u′,v′). It is easy to see that sort((pi(u),pi(v))) = (pi(u′),pi(v′)). Now since A is sortable,
we have that (pi(u′),pi(v′)) ∈A ×A . Therefore (u′,v′) ∈A α ×A α .
For the converse direction, suppose that (u′0,v′0) ∈ im(sort). Then there exists (u0,v0) ∈
A ×A such that sort((u0,v0)) = (u′0,v′0). Set u= ∏xi|u0 x1i and v= ∏xi|v0 x1i. It is clear that
sortα((u,v)) = (u′,v′) which u′ = ∏xi|u′1i x1i and v′ = ∏xi|v′0 x1i. Now since A α is sortable,
so (u′,v′) ∈A α ×A α . This implies that (u′0,v′0) ∈A ×A , as desired.
By a result due to Sturmfels [13], toric ideal associated to a sortable set A has a Gro¨bner
basis consisting of the sorting relations yuyv−yu′yv′ with u,v∈A and (u′,v′) = sort((u,v)).
This result together with Theorem 2.14 follows that:
Corollary 2.15. Let α ∈ Nn and let A be a set of monomials belonging to S. If A (resp.
A α ) is sortable then IA α (resp. IA ) has a Gro¨bner basis consisting of the quadratic sorting
relations.
Normalness
For A = {xu1 , . . . ,xum} a set of monomials belonging to S, we set ¯A := logx(A ) =
{u1, . . . ,um} ⊂ Z
n
+.
Theorem 2.16. Let α ∈ Nn. Let A = {u1, . . . ,um} be a set of monomials belonging to
S = K[x1, . . . ,xn]. Then K[A ] is a normal ring if and only if K[A α ] has this property.
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Proof. By Theorem 6.1.4 of [3], K[A ] is normal if and only ¯A is a normal affine semi-
group, i.e. if tu ∈ ¯A for some u ∈ Z ¯A and t ∈N, then u ∈ ¯A . Here Z ¯A means a smallest
group containing ¯A . Thus it suffices to show that ( ¯A )α is a normal semigroup when ¯A is
normal.
“Only if part”: Let tu ∈ ( ¯A )α for some u ∈ Z( ¯A )α and t ∈N. It follows that tpi0(u) ∈
¯A and pi0(u) ∈ Z ¯A . Let u = (u11, . . . ,u1k1 , . . . ,un1, . . . ,unkn). Since ¯A is normal, we
conclude that pi0(u)∈ ¯A . Let pi0(u) = (u1, . . . ,un). Since u ∈ Z( ¯A )α , every component of
u is integer. Now ui = ∑kij=1 ui j implies that u ∈ ( ¯A )α , as desired.
“If part”: Let tu ∈ ¯A for some u ∈ Z ¯A and t ∈ N. Set u′ := ∑ni u(i)εi1. It is clear that
tu′ ∈ ( ¯A )α and so u′ ∈ Z( ¯A )α . In particular, u = pi0(u′) ∈ ¯A .
Remark 2.17. The if part of Theorem 2.16 is a straightforward consequence of Proposition
1.2 of [11] and Lemma 2.7.
Some homological relations
Corollary 2.5 of [11] together with Lemma 2.7 obtain the following result.
Proposition 2.18. Let α ∈ Nn and let A = {u1, . . . ,um} be a set of monomials belonging
to S = K[x1, . . . ,xn]. For the graded Betti numbers of IA α and IA we have
β K[A ]i j (IA )≤ β K[A
α ]
i j (IA α ) for all i and j.
Theorem 2.19. Let α ∈ Nn and let A = {u1, . . . ,um} be a set of monomials belonging to
S = K[x1, . . . ,xn]. Then the following hold:
(a) dim(K[A ])≤ dim(K[A α ]);
(b) depth(K[A ])≤ depth(K[A α ]);
(c) proj.dim(K[A ])≤ proj.dim(K[A α ]);
(d) reg(K[A ])≤ reg(K[A α ]).
Proof. (a) It is easily seen that rank(A ) ≤ rank(A α). On the other hand, it is known
that dim(K[A ]) = rank(A ) (See [3, Chapter 6]). Therefore the desired equality follows
immediately.
(b) It is a straightforward consequence of Proposition 2.4 of [11], Theorem A.3.4 of [6]
and Lemma 2.7.
(c) and (d) follows from Proposition 2.18.
Remark 2.20. One may ask that for a set A of monomials if the toric ring K[A ] is Cohen-
Macaulay, is K[A α ] Cohen-Macaulay, too? The answer is negative. For instance, consider
A = {x31,x
2
1x2,x
3
2} ⊂ K[x1,x2] and α = (2,2) ∈ N2. By using CoCoA, we see that K[A ]
is a Cohen-Macaulay ring but K[A α ] is not. K[A ] is of dimension 2, while the dimension
and depth of K[A α ] are, respectively, 4 and 3.
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