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Summary 
The situation is considered where a target contract has commenced, some 
interim valuations of progress have been made, and estimates of future 
interim valuations are needed.  Three approaches are examined - (1) 
analytic, (2) synthetic, and (3) hybrid.  Using six 2 parameter models - 
(1) DHSS, (2) Kenley-Wilson, (3) Berny-Howes, (4) cumulative logistic, 
(5) cumulative normal, and (6) cumulative lognormal - it is shown that, 
with the data used, that the best hybrid models produced the most 
accurate ex-ante expenditure flow forecasts from 10 to 90 percent 
contract duration and all the hybrid models produced the most accurate 
ex-ante expenditure flow forecasts from 10 to 50 percent contract 
duration. 
 
Keywords: Expenditure flow models, forecasts, non-linear regression, 
cross validation. 
 
 
1.  Introduction 
 
As Hudson (1978) observed in his seminal paper introducing the DHSS 
curve "the need for a reliable method of forecasting the flow of capital 
expenditure on building schemes is an obvious one" (p 42).  Since that 
time, several alternative models have been proposed (eg., Berny & Howes, 
1982; Tucker, 1986, 1988; Kenley & Wilson, 1989;  Miskawi, 1989; 
Khosrowshahi, 1991) to forecast expenditure flows prior to contract 
commencement and comparisons between some of these have been made in a 
recent work by Skitmore (1992).  In this paper the situation is 
considered where the target contract has commenced, some interim 
valuations of progress have been made, and estimates of future interim 
valuations are needed. 
 
The only previous treatment of this problem is in Hudson (1978) where 
the two most recent valuations are used, after smoothing by polynomial 
regression, to determine the C and K parameter values of the DHSS curve 
and thence the required estimated future valuations.  Using Skitmore's 
(1992) method, this approach is compared with three groups of 
alternatives - (1) analytic, (2) synthetic, and (3) hybrid.  Using six 2 
parameter models - (1) DHSS, (2) Kenley-Wilson, (3) Berny-Howes, (4) 
cumulative logistic, (5) cumulative normal, and (6) cumulative lognormal 
- it is shown that, with the data used, that the best hybrid models 
produced the most accurate ex-ante expenditure flow forecasts from 10 to 
90 percent contract duration and all the hybrid models produced the most 
accurate ex-ante expenditure flow forecasts from 10 to 50 percent 
contract duration. 
 
 
2. NOTATION AND DEFINITIONS 
 
Assume that throughout the course of a project and up to contract 
completion there have been n valuations of work completed, each at time 
point t=1,...,n.  Consider an arbitrary intermediate point in time, say 
to.  There will be have been some valuations done before to and some 
valuations done after to.  Letting p be the number of valuations done 
before to, the number of valuations done after to will be n-p.  Now let 
vt (t=1,2,...,p) be the first, second etc valuations before to and vt (t=p+1,p+2, ... ,n) be the first, second, etc valuation after to 
expressed as the cumulative percentage of the contract value of the 
project.  For each vt there will be an associated duration, dt, expressed as a cumulative percentage of the contract duration of the project1. 
 
The problem to be addressed in this work was how best to forecast the 
values of vt (t=p+1,p+2,...,n) given the values of vt (t=1,2,...,p) and the type and size of contract involved. 
 
2.1. Error measures 
 
For the jth project in our database of q projects (j=1,2, ... ,q) the 
following 4 error measures are used: 
 
2.1.1. Error of prediction  
 
This is denoted by the sum of squares of prediction error 
where 
 
s is the number of previous valuations considered (s≤p) and 
eg., for the DHSS curve: 
where 
 
2.1.2. Error of forecast 
 
                     
    1  The use of actual contract values and durations is not considered here 
for two reasons (1) for the target contract, these are not known and would 
therefore have to be estimated - this introduces two further parameters into 
the problem, (2) it is considered undesirable by many consultants to 
commence a contract with forecast overruns on duration or expenditure - 
instead an estimated shortfall of expenditure is preferred at the contract 
completion.  Of course, expenditure forecasts may be made beyond the 
contract completion date if required by simply extending the number of 
valuations to n+1, n+2, .... 
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This is denoted by the sum of squares of forecast error 
 
2.1.3. Weighted error of prediction 
 
This is denoted by the weighted mean square of the prediction error 
where l is the number of immediately previous valuations to be weighted 
(l≤s) 
 
2.1.4. Smoothed error of prediction 
 
This is denoted by the sum of squares of prediction error derived from o 
smoothed immediately previous valuations 
where o≥s and 
m being the number of regression coefficients used in the smoothing 
(m<s).  The regression coefficients, δrj, are estimated by minimising 
 
2.2. The models 
 
Six alternative models were considered (1) the DHSS formula (Hudson, 
1978), (2) the Kenley-Wilson formula (Kenley and Wilson (1989), (3) the 
Berny-Howes formula (Berny and Howes, 1982), (4) the cumulative 
logistic, (5) the cumulative normal, and (6) the cumulative lognormal 
probability distributions. 
 
2.2.1. The DHSS formula 
 
 v = 100[x+ax2-ax-(6x3-9x2+3x)/b] 
 
2.2.2. The Kenley-Wilson formula 
 
 v = 100F/(1+F) 
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where 
 F = ea[d/(100-d)]b 
 
2.2.3. The Berny-Howes formula 
 
 v = 100x{1+a(1-x)(x-b)} 
 
2.2.4. The cumulative logistic distribution 
 
2.2.5. The cumulative normal distribution 
 
 v = erf{(x-a)/b}100 
 
2.2.6. The cumulative lognormal distribution 
 
 v = erf{(lnx-a)/b}100 
 
For the cumulative lognormal distribution, it was found computationally 
convenient to limit the search within the limits 10>a>-10 and 10>b>0. 
 
2.3. Parameter estimation 
 
Estimates of the DHSS formula constants, a and b, are provided by Hudson 
(1978) based on the contract value of the project.  This method is 
termed here the standard DHSS formula.  Otherwise, to estimate the model 
parameters, a and b, for a 'new' project, k, we use one of 4 methods: 
 
2.3.1. Minimise error of prediction 
 
ie (min)ssqpk  
2.3.2. Minimise weighted error of prediction 
 
ie (min)wmsqpk  
where the wi's are estimated by minimising the cross-validated forecast error 
 
2.3.3. Minimise smoothed error of prediction 
 
ie (min)sssqpk  
2.3.4. Regression on project characteristics 
 
ie  
where V is the rebased contract sum (in 100,000 units), D is the 
contract duration (in 100 day units), T1, T2 and T3 are dummy variables 
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 εαααααα a352413k2k10k +T+T+T+D+V+=a kkk  (11) 
 εββββββ b352413k2k10k +T+T+T+D+V+=b kkk  (12) 
for the project types, and the α's and β's are estimated by minimising 
the cross validated forecast error 
or total error 
 
3. ANALYSIS 
 
Two basic types of analysis are used, which are termed here (1) analytic 
and (2) synthetic. 
 
3.1. Analytic method 
 
The analytic method relies on the analysis of historical data concerning 
completed contracts.  It does not depend upon any valuation data 
concerning the target contract and are therefore appropriate in pre-
contract forecasting.  It is assumed that the shape of the expenditure 
curve used to model the data is some function of the characteristics 
(eg., type and size) of the contracts providing the data.  As the shape 
of the curve is completely described by at least two parameters, 
attention is focused on the function connecting the contract 
characteristics and the parameters.  Here Skitmore's (1992) method is 
used to estimate the parameters (method 2.3.4 above). 
 
The advantages of this approach are that forecasts can be made from time 
point zero right to beyond contract completion if necessary. 
 
As the object is to test the predictive ability of the models, a cross-
validation technique is used to establish the regression terms for the 
final equation.  The α and β coefficients are computed by analysis of 
the completed contract data excluding one contract in turn and applying 
the results obtained from the included contracts to the excluded 
contract.  This provides a means of improvement of the models predictive 
ability by variable reduction.  This involves the following stepwise 
procedure 
 
1. Starting with regression terms α0 and β0  
2. Starting with contract k=1 
 
3. Assume trial values for the associated regression coefficients 
 
4. Calculate a and b parameter values for a j contract (j not equal to 
k) 
 
5. Calculate ssqfj for the j contract   
6. Repeat 4 and 5 for remaining j contracts (j not equal to k) and sum 
ssqfj to tssq  
7. Repeat 3 to 6 until tssq is minimum 
 
8. Calculate a and b parameter values for the k contract using the 
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estimated regression coefficients 
 
9. Calculate cross validated xssqfk for the k contract   
10. Repeat 3 to 9 for contracts k=2 to q, sum xssqfk and divide by 
the number of valuations used, N, to obtain xmsqα0,β0  
11. Repeat 3 to 10 adding one new regression term each of α1V, ... 
β5T4 to obtain xmsqα0,β0,α1 ... xmsqα0,β0,β5  
12. Add regression term corresponding to the smallest xmsq into the 
equation providing this xmsq is less than xmsq  on the previous 
iteration 
 
13. When the smallest current xmsq is not less than xmsq on the 
previous iteration, switch into backward regression mode and 
repeat 2 to 12, excluding instead of entering regression terms. 
 When the smallest current xmsq is not less than xmsq on the 
previous iteration, switch into forward regression mode again 
repeat 2 to 12 adding a regression term.  Continue switching 
until both forward and backward regression modes are 
terminated. 
 
3.2. Synthetic methods 
 
The synthetic methods do not use any historical data concerning 
completed contracts.  Instead they typically rely on the extrapolation 
of valuation data concerning the target contract.  Using least squares, 
the ak and bk parameters are estimated directly by minimising the error of prediction.  At least 2 valuations need to have been completed before 
any parameter estimates can be made. 
 
The disadvantages of this approach are that forecasts cannot be made at 
time point zero and nor beyond contract completion (as the true % 
completion is assumed not known until the contract is completed, see 
footnote 1). 
 
The question arises of whether to use the valuation data in its raw form 
or smoothed form, how many of the data points to use, and whether they 
should be weighted in some way to allow for any degradation over time. 
 
3.2.1. Raw form 
 
In the raw form, all the valuation data are used (ie., s=p) for each of 
the six models under study.  The a and b parameter values are estimated 
by method (2.3.1) using the following procedure: 
 
1. Starting with contract k=1 
 
2. Assume trial values for parameters ak and bk  
3. Calculate ssqpk  
4. Repeat 2 and 3 until ssqpk is minimum  
5. Calculate error of forecast, ssqfk, using estimated ak and bk values 
 
6. Repeat 2 to 5 for contract k=2,...,q, sum ssqfk and divide by the number of valuations used, N, to obtain msqf 
 
This process is repeated for each of the models under investigation.  
The model with the lowest msqf is then examined for improvement under 
different weighting regimes.  Firstly the most recent valuation is 
weighted.  Secondly, the two most recent valuations are weighted, etc, 
using the following procedure: 
 
1. Initialise all weights wi=1 (i=1, ... ,p)  
2. Starting with number of weights l=1 
 
3. Starting with contract k=1 
 
4. Assume trial values for each weight wi (i=1, ... ,l)  
5. Assume trial values for parameters a and b parameter values for a j 
project (j not equal to k) 
 
6. Calculate wmsqpj  
7. Repeat 5 and 6 until wmsqpj is minimum  
8. Calculate ssqfj using the resulting a and b parameter values  
9. Repeat 5-8 for remaining j projects (j not equal to k) and sum ssqfj to tssq 
 
10. Repeat 4-10 until tssq is minimum 
 
11. Calculate a and b parameter values for the k project by 
minimising the weighted error of prediction wmsqpk  
12. Calculate the error of forecast ssqfk  
13. Repeat 3-12 for projects k=2(1)q, sum ssqfk and divide by the number of valuation forecasts, N, to obtain msqf. 
 
14. Repeat 2-13 for number of weights l=2(1)10. 
 
3.2.2. Smoothed form 
 
In the smoothed form, Hudson's method is used, extended to cover 3 to 7 
valuations.  Again we use the best model, obtained by the simpler 
method, for the analysis. 
 
The method proposed by Hudson is to use, "after a few months", the two 
most recent valuations smoothed in conjunction with the three or five 
valuations by means of a polynomial regression.  These two smoothed 
valuations are then used to derive the two DHSS parameters by solving 
the resulting simultaneous equations - there being two equations and two 
'unknowns'.  In order to replicate Hudson two questions immediately 
arise: (1) how many months must elapse before the method is used, (2) 
how many terms to use in the polynomial regression.  In order to extend 
the Hudson method several other matters need to be considered: (3) will 
the use of more than two recent valuations improve forecasts, (4) will 
the use of a different number to three or five conjunctive valuations 
improve forecasts, (5) will the use of different models improve 
forecasts? 
 
It turns out that (1) depends on whether we use a percentage-wise 
analysis or a month-wise analysis.  A percentage-wise analysis involves 
considering the completion of projects in percentage terms, eg., decile 
by decile.  A month-wise analysis involves considering the completion of 
projects in monthly terms, or number of valuations made, eg, 3 
valuations.  Thus for a percentage-wise analysis we would count the 
number of valuations that have been made up to a certain percentage 
completion, eg. 3 valuations have been made up to 10% completion of the 
contract duration.  This distinction is important as shorter projects 
have less numbers of valuations made than longer projects for the same 
percentage duration, reducing the number of suitable cases in the 
database when large numbers of valuations are analysed.  In this case 
the analysis is arbitrarily stopped when less than 50% of suitable cases 
are available.  
 
Points (2) to (5) above are incorporated into a generalised optimisation 
model as follows: 
 
Let m be the number of polynomial regression terms in the model, o be 
the number of smoothed valuations used to derive the model parameters 
and s-o will be the number of additional valuations used to perform the 
polynomial regression.  Using the least squares criterion, the problem 
now is to find suitable values for m, o and s to minimise the mean 
square error of the model.  Clearly m cannot exceed the total number of 
valuations, ie m≤s (where m=s the smoothed o valuations will be the same 
as the raw valuations).  It should also be noted that in Hudson's 
original model o=2 and m=3 or 5.  In this work the following arbitrary 
constraints were imposed: 
 
1. 2≤m≤8 
2. 2≤o≤8 
3. 0≤s≤8 
 
For 0=2, the DHSS parameters are obtained by solving simultaneously two 
equations of the form 
For the other models, and the DHSS model where 2≥o, the model parameters 
are estimated by least squares (via a Newton-Raphson technique).   
 
Here the following procedure was used: 
 
1. Setting o=2 
 
2. Starting with s=2 
 
3. Starting with m=1 
 
4. Starting with contract k=1 
 
5. Calculate regression coefficients, δrk by minimising ssqvj for r=1,2, ... ,m over the most recent s valuations for project k. 
 
6. Calculate v'ik and hence ak and bk by minimising the smoothed error of prediction sssqpk.  
7. Calculate the error of forecast ssqfk  
8. Repeat 5-7 for projects k=2,3, ... ,q, sum ssqfk and divide by the number of forecasts, N, to obtain msqf. 
 
9. Repeat 4-8 for m=2(1)7 providing m≤s 
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10. Repeat 3-9 for s=3(1)9 providing s≥o 
 
11. Repeat 2-10 for o=2(1)8 providing sufficient valuations are 
available for at least half of the cases in the database. 
 
This procedure was then repeated decile-wise for each of the 6 models. 
 
3.3. Hybrid methods 
 
Both analytic and synthetic methods are inefficient in the use of the 
available data - analytic methods exclude the valuation data for 
contract k, and synthetic methods exclude the historical valuation data 
for the j=1,2, ... contracts in the database.  Hybrid methods involve 
merging the two methods into one. 
 
An obvious approach is to start with an analytic method, as this is the 
only way of proceeding with no target contract valuation data, and to 
smoothly extend this by the introduction of a synthetic formulation.  
Here the analytic method was extended by adding extra terms in the 
regression model for valuations already made.  ak and bk values are calculated as before by eqns (11) and (12) and the 'error' associated 
with the previous valuations is found.  These are then multiplied by the 
regression coefficients and the ak and bk values recalculated, ie 
The task is then to minimise the error of forecast as before by cross-
validation regression by the following stepwise procedure: 
 
1. Starting with regression terms α0 and β0  
2. Starting with contract k=1 
 
3. Assume trial values for the regression coefficients in equation 
 
4. Calculate a and b parameter values for a j contract (j not equal to 
k) using eqns (11) and (12) 
 
5. Calculate difference between model and actual valuation for last s 
valuations, multiply by regression coefficients and add to a 
and b parameter values as eqns 15 and 16 
 
6. Using the revised a and b values, calculate ssqfj for the j contract   
7. Repeat 4 to 6 for remaining j contracts (j not equal to k) and sum 
ssqfj to tssq  
8. Repeat 3 to 7 until tssq is minimum 
 
9. Calculate a and b parameter values for the k contract using the 
resulting regression coefficient estimates 
10. Calculate cross validated xssqfk for the k contract   
11. Repeat 3 to 10 for contracts k=2 to q, sum xssqfk and divide by 
the number of valuations used, N, to obtain xmsqα0,β0 
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12. Repeat 3 to 11 adding one new regression term each of α1V, ...   
13. Add new regression term corresponding to the smallest xmsq into 
the equation providing this xmsq is less than xmsq on the 
previous iteration 
 
14. When the smallest current xmsq is not less than xmsq on the 
previous iteration, switch into backward regression mode and 
exclude a regression term and repeat 2 to 13, excluding instead 
of entering terms.  When the smallest current xmsq is not less 
than xmsq on the previous iteration, switch into forward 
regression mode again and include a regression term and repeat 
2 to 13.  Continue switching until both forward and backward 
regression modes are terminated. 
 
 
4. CASE STUDY 
 
The data comprised a set of 27 completed contracts in the United 
Kingdom, together with their associated monthly valuations.  The 
contracts were categorised into 4 types of construction work: steel-
framed low rise buildings, new build housing developments, housing 
refurbishment projects, and multi-house 'pre-paint' maintenance 
contracts.  The data were obtained from one single private practice 
quantity surveying firm and two local authority surveying departments.  
All contract values were rebased to 1974 prices by means of the R.I.C.S. 
Building Cost Information Service Tender Price Index.  No adjustments 
were made for any inter-project variations such as winter working, 
industry holidays or delivery to site of steel or mechanical plant, 
since these adjustments were considered to be relatively small and have 
little effect on the results. 
 
 
 Table number 1:  Best mean square forecast errors 
 
────────────────────────────────────────────────────────────────────── 
%   Method 
 Analytic Synth Synth Synth Synth Hybrid 
 (forecast) (Raw) (Wgtd) (Hudson) (Smthd) (forcst) 
     (o=2)  (2≤o) 
────────────────────────────────────────────────────────────────────── 
0 111.0   -   -   -   - 111.0 
10 101.9 305.0   -   -   -  40.0 
20 100.1 276.6 276.6 360.9 360.9  46.8 
30 124.2  77.5  94.7  84.9  84.9  27.7 
40 132.8  88.6  56.4  43.2  43.2  25.5 
50  87.4  48.2  31.8  33.3  29.4  17.7 
60  89.1  37.1  27.1  34.8  33.8  12.8 
70  76.5  38.1  24.7  31.1  28.7  10.0 
80  70.9  22.6  16.6  12.2  12.0   5.2 
90  38.2  18.9   9.4   2.1   2.1   2.5 
────────────────────────────────────────────────────────────────────── 
 
The best results of all the tests are summarised in Table 1 which 
clearly indicates that the best hybrid models easily outperform all 
others examined for these data except at 0 and 90 percent completion.  
Table 2 summarises the best results for the hybrid models.  This shows 
the close similarity between the various types of hybrid models.  
Comparison with Table 1 also shows that all the hybrid models outperform 
all others in the critical 10 to 50 percent completion range. 
 
It is of interest to note that the best hybrid results are generally to 
be found when s is maximum, ie., by incorporating potentially as many 
previous valuations as possible into the model.  Another point of 
interest is the apparent haphazard way in which variables appear in the 
various best decile models.  Ideally, we would like to have a simple 
algorithm to determine which variables should be in the model for each 
decile.  At the moment this seems to be largely unpredictable without 
going through the complicated and time consuming business of the cross-
validation regression for each forecast (a project forecast based on the 
logistic model at % contract duration completion takes 1-2 hours 
computing time on a 486/50MH computer with these data).  Further work is 
needed on this aspect and it is possible that, with a larger data set, 
some general results may be obtained. 
 
 
 Table number 2:  Summary of best hybrid models 
 
────────────────────────────────────────────────────────────────────── 
%    DHSS    K&W    BEHO   Logistic   Normal  Lognormal 
 nw  xmsq nw  xmsq nw   xmsq nw   xmsq nw   xmsq nw  xmsq 
────────────────────────────────────────────────────────────────────── 
0 0 111.0 0 185.0 0 223.0 0 228.0 0 195.3 0 213.0
10 1  55.5 1  52.4 1  54.0 1  55.6 1  40.4 1  69.4 
20 2  67.8 2  54.0 2  47.7 2  46.8 2  50.2 2  65.3 
30 3  27.7 3  40.5 3  30.2 3  37.8 3  35.1 3  40.7 
40 4  27.6 4  28.1 4  29.6 4  25.5 4  27.1 4  37.1 
50 5  31.4 6  26.0 4  23.4 5  22.4 6  17.7 5  24.7 
60 6  25.3 6  13.5 6  20.1 7  12.8 4  18.7 7  13.6 
70 6  29.9 8  26.1 6  16.1 7  23.6 8  10.0 7  17.2 
80 8  21.5 8   7.0 8  19.5 8   5.2 8  12.3 6  12.0 
90 8  20.0 8   2.6 8  13.6 8   2.5 8   3.4 8   4.3 
────────────────────────────────────────────────────────────────────── 
 
 
5. SUMMARY AND CONCLUSIONS 
 
In this paper the situation has been considered where the target 
contract has commenced, some valuations of progress have been made, and 
estimates of future valuations are needed.  Using cross-validation 
regression, three groups of alternative approaches were compared - (1) 
analytic, (2) synthetic, and (3) hybrid - over six models - (1) DHSS, 
(2) Kenley-Wilson, (3) Berny-Howes, (4) cumulative logistic, (5) 
cumulative normal, and (6) cumulative lognormal.  It is shown that, with 
the data used, that the best hybrid models produced the most accurate 
ex-ante expenditure flow forecasts from 10 to 90 percent contract 
duration and all the hybrid models produced the most accurate ex-ante 
expenditure flow forecasts from 10 to 50 percent contract duration.  It 
is pleasant to record that the DHSS model, originally developed for pre-
contract forecasting, fared best at the zero percent duration, and the 
Hudson synthetic method, designed for forecasting well into the 
contract, fared best at the 90 percent duration. 
 
For the data used, the best hybrid model for five of the ten deciles 
examined was found to be the cumulative logistic model, followed by the 
cumulative normal model (best for three deciles) and DHSS model (best 
for two deciles) although these differences were not very pronounced.  
The ease of use and relatively low computation time involved in using 
the cumulative logistic model however suggests that it is a model worthy 
of further and closer study. 
 
There are many possibilities for further work in this area.  These 
include the introduction of further variables representing the 
characteristics of the contract and further models.  Models of extra-
contract duration and expenditure are needed to extend the curves to 
final payment.  An efficient algorithm is needed to determine the 
variables to be included in the model for a given duration completed.  
Finally, a larger scale examination of world-wide data might reveal an 
underlying generalised model.  In all these cases the prospects for 
application into practice are bright.  Even without a variable 
determining algorithm (VTA), a project expenditure flow can be forecast 
(with a good estimate of its ex-post accuracy) in 1-2 hours of computing 
time.  With a VTA, this would be reduced to a few seconds computing 
time.  And with a generalised model, a forecast should be possible with 
a hand calculator or look-up tables. 
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