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Abstract
We study Riemannian metrics on surfaces whose geodesic flows are superintegrable
with one integral linear in momenta and one integral quartic in momenta. The main
results of the work are local description of such metrics in terms of ordinary differ-
ential equations, integration of the equations, and description of the corresponding
Poisson algebra of integrals of motion. We also give examples of such metrics that
can be extended to the sphere S2, and study the group of symmetries of the problem.
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1 Introduction
Let M be a smooth n-dimensional Riemannian manifold with metric g = (gij).
Let g∗ = (gij) be a dual metric tensor which defines a metric on the cotangent
bundle T ∗M. It is well known that the geodesic flow on M can be described
as the Hamiltonian flow on T ∗M with the Hamiltonian Hg := 12g∗. The corre-
sponding mechanical system on T ∗M is called free. Hg is called its kinetic en-
ergy. Recall also that a Hamiltonian mechanical system with Hamiltonian H defined
on a symplectic manifold (X,ω) is called (Liouville) integrable if it allows n func-
tionally independent integrals H = X1, X2, . . . , Xn in involution. An integrable
system is called superintegrable if it allows further functionally independent inte-
grals Y1, Y2, . . . , Yk, 1 ≤ k ≤ n− 1 (not necessarily in involution with each other nor
with Xi). If a free Hamiltonian system is superintegrable then the corresponding
metric g is also called superintegrable.
Classical examples of integrable systems include Kepler-Coulomb problem, 2 and
3-dimensional isotropic harmonic oscillator, and hydrogen atom. All of them turn
out to be superintegrable. For instance, Kepler-Coulomb problem has 7 integrals
of motion (energy, 3 components of angular momentum vector and 3 components of
Laplace-Runge-Lenz vector). These integrals are related by 2 scalar equations, hence
there are 5 functionally independent integrals.
Superintegrable systems are of great interest for modern mathematics and math-
ematical physics due to several special properties they have:
• if a superintegrable system has k extra integrals, then its trajectories lie on
(n− k)-dimensional submanifolds;
• in particular, when k = n− 1 (so called maximal superintegrability) all trajec-
tories lie on 1-dimensional submanifolds, hence all finite trajectories are closed;
• integrals of motion generate a nontrivial Poisson algebra;
• extra integrals correspond to hidden symmetries;
• in quantum physics, superintegrability leads to accidental degeneracy of energy
levels
etc. [1].
One natural question that arises here is how to find and describe all superin-
tegrable systems in simple cases. The simplest nontrivial possibility in terms of
dimension is n = 2. A 2-dimensional superintegrable system has 2 extra integrals
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besides energy. Obviously, such a system is maximally superintegrable. Let us also
restrict ourselves to considering free superintegrable systems (i.e., searching for su-
perintegrable metrics). Finally, let us assume that integrals of motion are polynomial
in momenta. This assumption is motivated by real-world physical examples of such
systems, and by the Whittaker theorem (if a system allows an integral analytical
in momenta then it also allows an integral polynomial in momenta [2]).
One can easily show that each homogeneous component of a polynomial integral
is an integral by itself, therefore it is sufficient to consider homogeneous integrals
of degrees l and m. Let us call this case “l +m”.
In the case “1+1” each superintegrable metric has constant curvature. Cases “1+
2” and “2 + 2” were described locally in the classical work by Koenigs [3]. Finally,
local description of “1 + 3” metrics was obtained in [4, 5].
The aim of this work is to describe superintegrable metrics in the next case “1+4”.
We develop methods and ideas used in [4] to solve the case “1 + 3”. In Chapter 2,
we formulate and prove the theorem which gives local description of “1 + 4” superin-
tegrable metrics in the neighborhood of almost every point. In Chapter 3, we study
symmetries of such systems and obtain algebraic forms of the equations describing
the metrics. It allows us to construct examples of the metrics that can be extended
to the sphere.
The author is grateful to his advisor Vsevolod Shevchishin for his continuous
support and many useful discussions.
2 Local description of 2-dimensional superintegrable
metrics admitting integrals of degrees 1 and 4
2.1 Main result
Theorem 2.1. Let M2 be a smooth 2-dimensional manifold equipped with a Rie-
mannian metric g = (gij). Let H =
1
2
gijpipj be the corresponding Hamiltonian.
Suppose the geodesic flow of g admits integrals L and F of degrees 1 and 4 such
that L, F and H are functionally independent. Then in the neighborhood of almost
every point X ∈M2 (such that L|T ∗XM2 6≡ 0) there exist local coordinates (x, y) such
that the metric has the form g = 1
h2x
(dx2 + dy2) where hx ≡ dh
dx
and h(x) is a real
3
function that satisfies one of the following systems of equations:
2 (A0h− A1)
(
A3 cos(µx) +
A4
µ
sin(µx)
)
h3x
+
[(
µ (A0h− 2A1)h+ 2 A2
µ
)(
A3 sin(µx)− A4
µ
cos(µx)
)
+ A5
]
h2x
−
(
A3 cos(µx) +
A4
µ
sin(µx)
)2
= 0,
(A0h− A1)2 h3x +
[
µ
2
(A0h− 2A1)h
(
µ
2
(A0h− 2A1)h+ 2 A2
µ
)
+ 2
A0
µ
(
A3 sin(µx)− A4
µ
cos(µx)
)
+
A6
4µ2
]
hx
− 2 (A0h− A1)
(
A3 cos(µx) +
A4
µ
sin(µx)
)
= 0,
(2.1.1a)

2 (A0h− A1)
(
A3 cosh(µx) +
A4
µ
sinh(µx)
)
h3x
−
[(
µ (A0h− 2A1)h− 2 A2
µ
)(
A3 sinh(µx) +
A4
µ
cosh(µx)
)
− A5
]
h2x
−
(
A3 cosh(µx) +
A4
µ
sinh(µx)
)2
= 0,
(A0h− A1)2 h3x −
[
µ
2
(A0h− 2A1)h
(
µ
2
(A0h− 2A1)h− 2 A2
µ
)
− 2 A0
µ
(
A3 sinh(µx) +
A4
µ
cosh(µx)
)
+
A6
4µ2
]
hx
− 2 (A0h− A1)
(
A3 cosh(µx) +
A4
µ
sinh(µx)
)
= 0,
(2.1.1b)
2 (A0h− A1) (A3 + A4x)h3x + (A4h (2A1 − A0h)
+A2x (2A3 + A4x) + A5)h
2
x − (A3 + A4x)2 = 0,
(A0h− A1)2 h3x + ((A0h− 2A1)A2h+ A0x (2A3 + A4x) + A6)hx
− 2 (A0h− A1) (A3 + A4x) = 0
(2.1.1c)
Here µ > 0, A0, . . . , A6 are arbitrary real constants.
Further, the linear integral L is given by L = py.
Besides, in the case (a) the metric admits 2-parametric family of quartic integrals
of the form
F = C+F+ + C−F−, (2.1.2)
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where
F+ = e
µy
4∑
k=0
ak(x)p
4−k
x p
k
y,
F− = e−µy
4∑
k=0
(−1)kak(x)p4−kx pky.
(2.1.3)
Here C+, C− are arbitrary real constants, and functions ak(x) are given by
a0(x) =
A0
µ
h4x,
a1(x) = (A1 − A0h)h3x,
a2(x) =
(
1
2
µA0h
2 +
2A0
µ
h2x − µA1h+
A2
µ
)
h2x,
a3(x) = (A1 − A0h)h3x −
(
A3 cos(µx) +
A4
µ
sin(µx)
)
,
a4(x) =
(
µ
2
(A0h− 2A1)h+ A0
µ
h2x +
A2
µ
)
h2x +
(
A3 sin(µx)− A4
µ
cos(µx)
)
.
(2.1.4)
Next, in the case (b) the metric admits 2-parametric family of quartic integrals
of the form
F = Ce cos(µy + φ0)
(
a0(x) p
4
x + a2(x) p
2
xp
2
y + a4(x) p
4
y
)
+ Ce sin(µy + φ0)
(
a1(x) p
3
xpy + a3(x) pxp
3
y
)
,
(2.1.5)
where Ce, φ0 are arbitrary real constants, and functions ak(x) are given by
a0(x) = −A0
µ
h4x,
a1(x) = (A1 − A0h)h3x,
a2(x) =
(
1
2
µA0h
2 − 2A0
µ
h2x − µA1h−
A2
µ
)
h2x,
a3(x) = (A1 − A0h)h3x −
(
A3 cosh(µx) +
A4
µ
sinh(µx)
)
,
a4(x) =
(
µ
2
(A0h− 2A1)h− A0
µ
h2x −
A2
µ
)
h2x +
(
A3 sinh(µx) +
A4
µ
cosh(µx)
)
.
(2.1.6)
5
Finally, in the case (c) the metric admits a quartic integral of the form
F = y
(
a0(x)p
4
x + a2(x)p
2
xp
2
y + a4(x)p
4
y
)
+ a1(x)p
3
xpy + a3(x)pxp
3
y , (2.1.7)
where functions ak(x) are given by
a0(x) = A0h
4
x,
a1(x) = (A1 − A0h)h3x,
a2(x) = (2A0h
2
x + A2)h
2
x,
a3(x) = (A1 − A0h)h3x − (A3 + A4x),
a4(x) = −A4 + A2h2x + A0h4x.
(2.1.8)
Remark 2.1. Actually, any equation in each pair (2.1.1) is sufficient to describe
the function h(x). However, second equation allows to eliminate hx (see 3.2 for
details), therefore the system of two equations is an implicit way to integrate each of
them. The constants A5 and A6 play an important role here: in fact, the choice of A6
for the second equation is equivalent to the choice of initial conditions for the first
equation, and vice versa.
2.2 Reduction to a 3rd order ODE
Since the metric g allows the linear integral L it follows that in the neighborhood of
every point X ∈ M2 such that L|T ∗XM2 6≡ 0 there exist local coordinates (x, y) such
that the metric and the linear integral have the form
g = λ(x)
(
dx2 + dy2
)
, L = py, (2.2.1)
where λ(x) is a real function [6]. It means that superintegrability condition can be
expressed as a condition on the function λ(x). Namely, quartic integral has the fol-
lowing form in our coordinates:
F =
4∑
k=0
a˜k(x, y)p
4−k
x p
k
y, (2.2.2)
where a˜k(x, y) are some unknown functions. The condition {F,H} = 0 is equivalent
to a system of partial differential equations on the functions a˜k(x, y) and λ(x). Solving
this system, we can obtain superintegrability condition as an equation on λ(x), and
an explicit formula for the quartic integral.
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However this system of equations is extremely complicated, therefore it is useful
to reduce our problem to a simpler system of ordinary differential equations. To do
that, we need to eliminate one of the variables.
Following [4], let us consider a linear operator
L : F 7→ {L, F}
acting on the space J4 of complex quartic integrals in the neighborhood of X (com-
plexification is needed to guarantee that L has eigenvalues). L is well-defined: first,
Poisson bracket of two integrals is an integral due to the Jacobi identity; secondly,
deg{L, F} = degL + degF − 1 = degF. Note also that J4 is a finite-dimensional
space. Namely, dimJ4 ≤ 15 [7].
It is readily seen that L4, L2H and H2 are eigenvectors of L with an eigenvalue
of 0. Two cases are possible:
1. There exists a nonzero eigenvalue of L: µ 6= 0, µ ∈ C.
2. The spectrum of L is {0}.
Let us consider the basic case µ 6= 0 ; the case µ = 0 will be considered later in
Chapter 2.6.
Assume there exists a complex quartic integral
F =
4∑
k=0
a˜k(x, y) p
4−k
x p
k
y (2.2.3)
(this time functions a˜k(x, y) are complex-valued) such that {L, F} = ∂yF = µF, i.e.
∂ya˜k(x, y) = µ a˜k(x, y), k = 0, . . . , 4. It follows that a˜k(x, y) = e
µy ak(x) for some
functions ak(x). Thus the integral F has the form
F = eµy
4∑
k=0
ak(x) p
4−k
x p
k
y. (2.2.4)
For convenience in further calculations, let us rewrite the metric as
g =
1
h2x
(dx2 + dy2) (2.2.5)
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for some function h(x). Then H =
h2x
2
(p2x + p
2
y), and the condition {F,H} = 0 reads
eµyhx (a
′
0(x)hx − 4a0(x)hxx) p5x
+ eµy hx (µa0(x)hx + a
′
1(x)hx − 3a1(x)hxx) p4xpy
+ eµy hx (µa1(x)hx + a
′
2(x)hx − 4a0(x)hxx − 2a2(x)hxx) p3xp2y
+ eµy hx (µa2(x)hx + a
′
3(x)hx − 3a1(x)hxx − a3(x)hxx) p2xp3y
+ eµy hx (µa3(x)hx + a
′
4(x)hx − 2a2(x)hxx) pxp4y
+ eµy hx (µa4(x)hx − a3(x)hxx) p5y = 0.
(2.2.6)
Since the monomials p5−kx p
k
y form a basis in the space of homogeneous polynomials
of degree 5, every term in (2.2.6) should vanish. This gives us the following system
of 6 equations on the functions h(x), a0(x), . . . , a4(x):
a′0(x)hx − 4a0(x)hxx = 0, (2.2.7a)
µa0(x)hx + a
′
1(x)hx − 3a1(x)hxx = 0, (2.2.7b)
µa1(x)hx + a
′
2(x)hx − 4a0(x)hxx − 2a2(x)hxx = 0, (2.2.7c)
µa2(x)hx + a
′
3(x)hx − 3a1(x)hxx − a3(x)hxx = 0, (2.2.7d)
µa3(x)hx + a
′
4(x)hx − 2a2(x)hxx = 0, (2.2.7e)
µa4(x)hx − a3(x)hxx = 0. (2.2.7f)
Subsequently solving (2.2.7a–2.2.7c), we get 1
a0(x) =
A0
µ
h4x, (2.2.8a)
a1(x) = (A1 − A0h)h3x, (2.2.8b)
a2(x) =
(
1
2
µA0h
2 +
2A0
µ
h2x − µA1h+
A2
µ
)
h2x, (2.2.8c)
where A0, A1 and A2 are complex constants of integration. Also, we can elimi-
nate a4(x) using (2.2.7f):
a4(x) = a3(x)
hxx
µhx
. (2.2.9)
Unfortunately, there is no explicit way to eliminate a3(x) after substituting these
expressions for a0(x), a1(x), a2(x) and a4(x) into the remaining equations (2.2.7d,
1We choose such “strange” constants of integration to obtain explicit invariance of our equations
under the transformation µ→ −µ, and to have “correct” limit µ→ 0.
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2.2.7e). However we can use the following trick. Consider formal complex local
coordinates
z = x+ i y, z¯ = x− i y (2.2.10)
and the corresponding local momenta
pz =
1
2
(px − i py) , pz¯ = 1
2
(px + i py) . (2.2.11)
In the new coordinates the integral F reads
F =
4∑
k=0
F4−k,k(z, z¯) p4−kz p
k
z¯ . (2.2.12)
Proposition 2.1. The function F4,0 is holomorphic.
Proof. In the new coordinates we have H = 2h2x(z, z¯) pzpz¯. Poisson bracket {F,H}
can be expanded as
{F,H} = (∂zF∂pzH − ∂pzF∂zH) + (∂z¯F∂pz¯H − ∂pz¯F∂z¯H) = 0.
Since the bracket equals zero, the coefficient of p5z should vanish. Clearly, this co-
efficient comes only from the term ∂z¯F∂pz¯H. It is equal to ∂z¯F4,0 p
4
z · 2h2x pz, hence
∂z¯F4,0 = 0.
Calculating F4,0 explicitly, we have
F4,0 = e
µy
[(
hxx
µhx
− i
)
a3(x)−
(
1
2
µA0h
2 +
A0
µ
h2x − µA1h+
A2
µ
)
h2x
+ i (A1 − A0h)h3x
]
≡ eµy G(x).
(2.2.13)
Since F4,0 = e
µyG(x) = e−iµz · eiµxG(x) is holomorphic, it follows that eiµxG(x) has
to be constant:
eiµxG(x) = Ac, G(x) = e
−iµxAc. (2.2.14)
Solving (2.2.13) for a3(x) and taking into account (2.2.14), we obtain
a3(x) =
1
hxx
µhx
− i
×
[
A0
µ
h4x + i (A0h− A1)h3x +
(
1
2
µA0h
2 − µA1h+ A2
µ
)
h2x + e
−iµxAc
]
.
(2.2.15)
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Finally, substituting the obtained expressions for a1(x), a2(x), a3(x) and a4(x)
into any equation (2.2.7d, 2.2.7e), we get an ordinary differential equation of order
3 on the function h(x):
E (3)(x, h, hx, hxx, hxxx; µ, A0, A1, A2, Ac)
≡
[
A0
µ
h4x + i (A0h− A1)h3x +
(
1
2
µA0h
2 − µA1h+ A2
µ
)
h2x + e
−iµxAc
]
· (hxxx + µ2hx)
− 3
[
2
A0
µ
h2x − i (A0h− A1)hx +
(
1
2
µA0h
2 − µA1h+ A2
µ
)]
· (hxx − iµhx)hxhxx
− 3
µ
(A0h− A1)hxh3xx = 0.
(2.2.16)
2.3 Equation of order 2 in real and general cases
Let us remark that in [4], the “1 + 3” case was reduced to an ordinary differential
equation of order 3. The equation was integrated with an integrating factor, and as
a result a 1st order ODE was obtained. Therefore it is natural to try to generalize
this result, and to find an integrating factor for the “1 + 4” case as well. Since
equation (2.2.16) looks rather complicated, we are going to obtain the answer in
a special case. Then we will be able to “guess” the integrating factor in the general
case.
Namely, let us assume that µ and Ak are real (we will show later that all real
solutions of (2.2.16) can be obtained with real Ak and real or imaginary µ). In this
case, holomorphicity condition reads
eiµxG(x) = −A4
µ
+ iA3, (2.3.1)
where A3, A4 are real. This means that we have one more constant, thus we can
expect to obtain a 2nd order ODE on h(x).
Indeed, solving the imaginary part of (2.3.1) for a3(x) and using (2.2.13), we get
a3(x) = (A1 − A0h)h3x −
(
A3 cos(µx) +
A4
µ
sin(µx)
)
. (2.3.2)
Now, substituting this expression in the real part of (2.3.1), we obtain a 2nd
10
order ODE on the function h(x):
E (2)(x, h, hx, hxx; µ, A0, A1, A2, A3, A4)
≡
[
(A0h− A1)h3x +
(
A3 cos(µx) +
A4
µ
sin(µx)
)]
hxx
+A0h
5
x +
(
1
2
µ2A0h
2 − µ2A1h+ A2
)
h3x
+µ
(
A3 sin(µx)− A4
µ
cos(µx)
)
hx = 0.
(2.3.3)
We shall now show that the 3rd order equation (2.2.16) follows from the 2nd order
equation (2.3.3). Note that (2.3.3) depends on A3 and A4, while (2.2.16) depends
on Ac. Besides, Ac = −
A4
µ
+ iA3. Let us replace A3 and A4 by
A3 =
1
2i
(Ac − A¯c), A4 = −µ
2
(Ac + A¯c) (2.3.4)
in (2.3.3) (the bar denotes complex conjugation here). Solving the resulting equa-
tion for A¯c and differentiating both sides, we obtain a 3rd order ODE proportional
to (2.2.16). The coefficient of proportionality equals
M (2) =
e−iµx hx
(hxx − iµhx)2 . (2.3.5)
It can easily be checked that this calculation can be “reversed” in the general
case as well.
Proposition 2.2. Order of equation (2.2.16) can be reduced by integration with
integrating factor (2.3.5), constant of integration A¯c and a linear change of constants
Ac = −A4
µ
+ iA3, A¯c = −A4
µ
− iA3. (2.3.6)
The resulting 2nd order equation is (2.3.3).
Remark 2.2. This time A¯c is a new constant of integration independent of Ac ;
correspondingly, A3 and A4 are arbitrary complex numbers like A0, A1, A2.
Resolving hxx from (2.3.3) and substituting it in (2.2.15) and (2.2.9), we have
a3(x) = (A1 − A0h)h3x −
(
A3 cos(µx) +
A4
µ
sin(µx)
)
, (2.3.7a)
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a4(x) =
(
µ
2
(A0h− 2A1)h+ A0
µ
h2x +
A2
µ
)
h2x +
(
A3 sin(µx)− A4
µ
cos(µx)
)
.
(2.3.7b)
Therefore, we can now write the integral F explicitly:
F = eµy
{
A0
µ
h4x p
4
x − (A0h− A1)h3x p3xpy
+
[
2
A0
µ
h4x +
(
µ
2
(A0h− 2A1)h+ A2
µ
)
h2x
]
p2xp
2
y
−
[
(A0h− A1)h3x +
(
A3 cos(µx) +
A4
µ
sin(µx)
)]
pxp
3
y
+
[
A0
µ
h4x +
(
µ
2
(A0h− 2A1)h+ A2
µ
)
h2x
+
(
A3 sin(µx)− A4
µ
cos(µx)
)]
p4y
}
.
(2.3.8)
2.4 Equation of order 1
One can easily check the following proposition:
Proposition 2.3. Equation (2.3.3) reduces to the equation
E (1)1 (x, h, hx; µ, A0, A1, A2, A3, A4, A5)
≡ 2 (A0h− A1)
(
A3 cos(µx) +
A4
µ
sin(µx)
)
h3x
+
[(
µ (A0h− 2A1)h+ 2 A2
µ
)(
A3 sin(µx)− A4
µ
cos(µx)
)
+ A5
]
h2x
−
(
A3 cos(µx) +
A4
µ
sin(µx)
)2
= 0
(2.4.1)
by integration with integrating factor
M
(1)
1 =
1
h3x
(
A3 cos(µx) +
A4
µ
sin(µx)
)
(2.4.2)
and constant of integration A5.
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Here is how one can “guess” the equation (2.4.1) and the integrating factor (2.4.2):
let us try to express the left-hand side of (2.3.3) in the form
E (2) = m(x)
(
d2
dx2
+ µ2
)
P (x), (2.4.3)
where m(x), P (x) are some functions (following the case “1 + 3” [4]). Since Ak are
independent constants, we can set all but one of them to be zeros. This gives us
the following equations:
m(x) = h3x, (2.4.4)
P (x) = A0µh
2 − 2A1h+ 2A2
µ
+
(
A3 cos(µx) +
A4
µ
sin(µx)
)
f(x). (2.4.5)
Here the function f(x) satisfies the equation
1
2
(
A3 cos(µx) +
A4
µ
sin(µx)
)
h3xfxx + µ
(
A3 sin(µx)− A4
µ
cos(µx)
)
h3xfx
+
(
A3 cos(µx) +
A4
µ
sin(µx)
)
hxx + µ
(
A3 sin(µx)− A4
µ
cos(µx)
)
hx = 0,
(2.4.6)
which can be easily integrated:
fx =
C(
A3 cos(µx) +
A4
µ
sin(µx)
)2 − 1h2x . (2.4.7)
Choosing C = 0, we finally obtain:
P (x) = A0µh
2 − 2A1h+ 2A2
µ
−
(
A3 cos(µx) +
A4
µ
sin(µx)
)∫ x
0
du
h2x(u)
. (2.4.8)
On the other hand, from (2.4.3) we get the following:
P (x) = B1
(
A3 cos(µx) +
A4
µ
sin(µx)
)
+ B2
(
−A3 sin(µx) + A4
µ
cos(µx)
)
,
(2.4.9)
Differentiating the resulting integro-differential equation, one can obtain equation (2.4.1)
with A5 =
(
A23 +
A24
µ2
)
B1.
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2.5 Poisson algebra of integrals
Clearly, all the equations on h(x) obtained so far are invariant under the transfor-
mation µ → −µ. Besides, the functions ak(x) transform as ak(x) → (−1)kak(x).
Therefore, if the operator L has an eigenvalue µ and an eigen integral
F+ = e
µy
4∑
k=0
ak(x)p
4−k
x p
k
y, (2.5.1)
then it also has an eigenvalue −µ and eigen integral
F− = e−µy
4∑
k=0
(−1)kak(x)p4−kx pky (2.5.2)
(actually, the transformation µ→ −µ is equivalent to the reverse of y axis direction:
y → −y, py → −py).
Let us now describe the Poisson algebra generated by the integrals H, L, F+, F−.
Consider integrals G7 = {F+, F−} and G8 = F+F− of degrees 7 and 8.
Proposition 2.4. {L,G7} = {L,G8} = 0.
Proof. We have:
{L,G7} = {L, {F+, F−}} = {{L, F+}, F−}+ {F+, {L, F−}}
= µ{F+, F−} − µ{F+, F−} = 0.
Similarly,
{L,G8} = {L, F+F−} = {L, F+}F− + F+{L, F−} = µF+F− − µF+F− = 0.
Since a 2-dimensional Hamiltonian system cannot have more than 2 functionally
independent integrals in involution, it follows from 2.4 that the integrals G7, G8
functionally (hence polynomially) depend on H and L. Let us assume that G7 (G8)
is a linear combination of all possible integrals of degree 7 (8) constructed from L
and H, i. e.
G7 = CH3LH
3L+ CH2L3H
2L3 + CHL5HL
5 + CL7L
7, (2.5.3)
G8 = CH4H
4 + CH3L2H
3L2 + CH2L4H
2L4 + CHL6HL
6 + CL8L
8, (2.5.4)
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where C• are some constants.
Substituting the explicit expressions for G7 (see (2.5.1), (2.5.2), (2.2.8a–2.2.8c),
(2.3.7a, 2.3.7b)), L and H in (2.5.3), we obtain some linear combinations of 4 mono-
mials p6−2kx p
2k+1
y , k = 0, . . . , 3. It gives us 4 equations on the constants C•. Solving
these equations and taking into account (2.4.1), we have
CH3L =
4
µ
A0A2 − 2µA21, (2.5.5a)
CHL5 = −6µA5, (2.5.5b)
CL7 = 8
(
µA23 +
A24
µ
)
, (2.5.5c)
(A0h− A1)2 h3x +
[
µ
2
(A0h− 2A1)h
(
µ
2
(A0h− 2A1)h+ 2 A2
µ
)
+2
A0
µ
(
A3 sin(µx)− A4
µ
cos(µx)
)
+
4A22 − µCH2L3
4µ2
]
hx
−2 (A0h− A1)
(
A3 cos(µx) +
A4
µ
sin(µx)
)
= 0.
(2.5.5d)
Hence we obtain a new equation of order 1 on the function h(x). Note that
so far we are just assuming that it may be true (given that the integral G7 has
the form (2.5.3)). However, denoting A6 = 4A
2
2−µCH2L3 , resolving A6 from (2.5.5d)
and differentiating both sides, we get the 2nd order equation (2.3.3) multiplied by
M
(1)
2 =
1
h2x
(A0h− A1) . (2.5.6)
Therefore we have proven the following
Proposition 2.5. 2nd order equation (2.3.3) can be reduced to the equation
E (1)2 (x, h, hx; µ, A0, A1, A2, A3, A4, A6)
≡ (A0h− A1)2 h3x +
[
µ
2
(A0h− 2A1)h
(
µ
2
(A0h− 2A1)h+ 2 A2
µ
)
+2
A0
µ
(
A3 sin(µx)− A4
µ
cos(µx)
)
+
A6
4µ2
]
hx
−2 (A0h− A1)
(
A3 cos(µx) +
A4
µ
sin(µx)
)
= 0.
(2.5.7)
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by integration with integrating factor (2.5.6) and constant of integration A6.
Corollary 2.1. The integral G7 has the form (2.5.3) with coefficients (2.5.5a–2.5.5c)
and
CH2L3 =
1
µ
(4A22 − A6). (2.5.8)
Now, taking into account both (2.4.1) and (2.5.7), one can perform similar calcu-
lations for G8, and show that this integral indeed has the form (2.5.4) with coefficients
CH4 = −A
2
0
µ2
, (2.5.9a)
CH3L2 = A
2
1 − 2
A0A2
µ2
, (2.5.9b)
CH2L4 = − 1
4µ2
(4A22 − A6), (2.5.9c)
CL8 = −
(
A23 +
A24
µ2
)
. (2.5.9d)
Thus we can describe the Poisson algebra of integrals as follows.
Theorem 2.2. Poisson algebra generated by H, L, F+ and F− has the only algebraic
relation
F+F− = −A
2
0
µ2
H4 +
(
A21 − 2
A0A2
µ2
)
H3L2
− 1
4µ2
(
4A22 − A6
)
H2L4 + A5HL
6 −
(
A23 +
A24
µ2
)
L8.
(2.5.10)
Poisson structure is defined by {H, •} = 0, {L, F±} = ±µF± and
{F+, F−} =
(
4
µ
A0A2 − 2µA21
)
H3L+
1
µ
(
4A22 − A6
)
H2L3
−6µA5HL5 + 8
(
µA23 +
A24
µ
)
L7.
(2.5.11)
Remark 2.3. Algebraic interpretation of the calculations performed in this chapter
is the following: denote by D = D (h(x), cos(µx)) the differential field generated
by the functions h(x) and cos(µx). In particular, this field contains sin(µx) and
all the derivatives of h(x). 1st order equation (2.4.1) generates the ideal I(E (1)1 ) (all
the algebraic and differential consequences of the equation). Obviously, E (2) ∈ I(E (1)1 )
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and E (3) ∈ I(E (1)1 ). In this notation, solving equations on constants C• and taking into
account (2.4.1) means the corresponding formal calculations in the field D
/I(E (1)1 ).
We obtain a new nontrivial equation (2.5.5d), i.e. E (1)2 /∈ I(E (1)1 ). Next, statement 2.5
reads as ∂
E (1)2
hx
= E (2) ∈ I(E (1)1 ). Finally, calculations for the integral G8 taking
into account both (2.4.1) and (2.5.7) means the corresponding formal calculations
in D
/I(E (1)1 , E (1)2 ).
2.6 Case µ = 0
Let us now consider the case when spectrum of L is {0}. Note that the linear span
Span(L4, L2H, H2) is an eigenspace of L with eigenvalue of 0. Since 0 is the only
eigenvalue and dimension ofJ4 is not less than 4 (there exists an integral functionally
independent with L and H), it follows that there exists a root integral F of height 2
such that L(F ) ∈ Span(L4, L2H, H2)), i.e.
{L, F} = −A4L4 + A2L2H + A0H2, (2.6.1)
where A0, A2, A4 are some constants
2.
The integral F has the form
F =
4∑
k=0
a˜k(x, y) p
4−k
x p
k
y. (2.6.2)
Then the condition (2.6.1) can be rewritten as
4∑
k=0
∂ya˜k(x, y) p
4−k
x p
k
y
= A0h
4
x p
4
x + (2A0h
2
x + A2)h
2
x p
2
xp
2
y + (A0h
4
x + A2h
2
x − A4) p4y.
(2.6.3)
It follows that
a˜0(x, y) = a0(x) + y A0h
4
x, (2.6.4a)
a˜1(x, y) = a1(x), (2.6.4b)
a˜2(x, y) = a2(x) + y (2A0h
2
x + A2)h
2
x, (2.6.4c)
a˜3(x, y) = a3(x), (2.6.4d)
2We choose the names of constants in correspondence with the general case as µ→ 0.
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a˜4(x, y) = a4(x) + y (A0h
4
x + A2h
2
x − A4). (2.6.4e)
The condition {F,H} = 0 reads
hx(a
′
0(x)hx − 4a0(x)hxx) p5x
+hx(a
′
1(x)hx − 3a1(x)hxx + A0h5x) p4xpy
+hx(a
′
2(x)hx − 2a2(x)hxx − 4a0(x)hxx) p3xp2y
+hx(a
′
3(x)hx − a3(x)hxx − 3a1(x)hxx + 2A0h5x + A2h3x) p2xp3y
+hx(a
′
4(x)hx − 2a2(x)hxx) pxp4y
−hx(a3(x)hxx − A0h5x − A2h3x + A4hx) p5y = 0,
(2.6.5)
Once again, it gives us a system of 6 equations:
a′0(x)hx − 4a0(x)hxx = 0, (2.6.6a)
a′1(x)hx − 3a1(x)hxx + A0h5x = 0, (2.6.6b)
a′2(x)hx − 2a2(x)hxx − 4a0(x)hxx = 0, (2.6.6c)
a′3(x)hx − a3(x)hxx − 3a1(x)hxx + 2A0h5x + A2h3x = 0, (2.6.6d)
a′4(x)hx − 2a2(x)hxx = 0, (2.6.6e)
a3(x)hxx − A0h5x − A2h3x + A4hx = 0. (2.6.6f)
Subsequently solving (2.6.6a–2.6.6c) and (2.6.6e), we find
a0(x) = B0h
4
x, (2.6.7a)
a1(x) = (A1 − A0h)h3x, (2.6.7b)
a2(x) = (2B0h
2
x +B2)h
2
x, (2.6.7c)
a4(x) = B0h
4
x +B2h
2
x −B4, (2.6.7d)
where B0, A1, B2, B4 are constants of integration. Resolving a3(x) from (2.6.6f) and
substituting the obtained expressions for ak(x) in (2.6.6d), we finally have the 3rd
order ODE on h(x):
(A0h
4
x + A2h
2
x − A4)hxxx − 3(A0h− A1)hxh3xx − 3(2A0h2x + A2)hxh2xx = 0. (2.6.8)
One can easily check that taking the limit µ → 0 in the general case equa-
tion (2.2.16), one obtains the equation (2.6.8). This gives us a simple way to inte-
grate (2.6.8) with integration factors (2.3.5), (2.4.2) and (2.5.6) by taking the limit µ→
0. Namely, integrating (2.6.8) with the factor
M
(2)
0 =
hx
h2xx
, (2.6.9)
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and constant of integration A3, we have the 2nd order equation(
(A0h− A1)h3x + (A3 + A4x)
)
hxx + (A0h
4
x + A2h
2
x − A4)hx = 0, (2.6.10)
which is the limit of equation (2.3.3). Equation (2.6.10) allows us to obtain the fi-
nal expression for a3(x) without the second derivative of h: combining (2.6.6f)
and (2.6.10), we find
a3(x) = (A1 − A0h)h3x − (A3 + A4x). (2.6.11)
Thus we have an explicit formula for the quartic integral:
F = −B4L4 +B2L2H +B0H2 + a1(x) p3xpy + a3(x) pxp3y
+ y
(
A0h
4
x p
4
x + (2A0h
2
x + A2)h
2
x p
2
xp
2
y + (A0h
4
x + A2h
2
x − A4)p4y
)
.
(2.6.12)
Now we see that the constants B0, B2, B4 are “unnecessary”: in (2.6.12) they cor-
respond to the term that is functionally dependent with L and H. This is why
the equations on h are independent of Bk; we can set these constants to zero. Note
also that the integral (2.6.12) can be obtained from F+ and F− as a limiting case:
F = lim
µ→0
F+ + F−
2
. (2.6.13)
Next, integrating (2.6.10) with the factor
M
(1)
01 =
A3 + A4x
h3x
(2.6.14)
and constant of integration A5, we obtain the 1st order ODE
2(A0h− A1)(A3 + A4x)h3x
+(2A2A3x− A4(A0h− 2A1)h+ A2A4x2 + A5)h2x
−(A3 + A4x)2 = 0,
(2.6.15)
which is the limit of equation (2.4.1) with a “fixed” constant A5 → A5 + 2 A2A4
µ2
.
Finally, integrating (2.6.10) with the factor
M
(1)
02 =
A0h− A1
h2x
(2.6.16)
and constant of integration A6, we find the second equation of order 1:
(A0h− A1)2h3x
+
(
A2(A0h− 2A1)h+ 2A0A3x+ A0A4x2 + A6
)
hx
−2(A0h− A1)(A3 + A4x) = 0,
(2.6.17)
which is the limit of equation (2.5.7) with a “fixed” constant A6 → 4µ2A6 + 8A0A4.
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2.7 Real solutions
So far, we have assumed that µ and Ak are complex, therefore solutions of the sys-
tem (2.4.1, 2.5.7) are complex as well. However, we are only interested in real
solutions, so it is necessary to find the corresponding conditions on the parameters.
Similarly to the case “1+3” [4], it can be shown that if a function h(x) satisfies two
systems of the form (2.4.1, 2.5.7) with some complex parameters (µ, Ak) and (µ
′, A′k),
then
µ′ = ±µ,
(A′0, A
′
1, A
′
2, A
′
3, A
′
4, A
′
5, A
′
6) = (λA0, λA1, λA2, λA3, λA4, λ
2A5, λ
2A6).
(2.7.1)
Now let h(x) be a real-valued solution of (2.4.1, 2.5.7) with some constants (µ, Ak).
Then h(x) also satisfies the complex conjugate system with parameters (µ¯, A¯k). It
follows that µ¯ = ±µ, so µ is real or purely imaginary. Secondly, A¯k = λn(k)Ak,
where n(k) = 1 for k = 0, . . . , 4 and n(k) = 2 for k = 5, 6. Obviously, |λ| =
1, λ = eiφ, and h(x) also satisfies the system with parameters (µ, e
1
2
in(k)φAk);
here e
1
2
in(k)φAk are real. Thus we can assume that Ak are real, and µ is real or
purely imaginary.
When µ is real, all the formulas obtained earlier (equations, expressions for F±, G7, G8)
become real. When µ is imaginary, one can substitute µ → iµ. Trigonometric
functions of imaginary argument become hyperbolic functions of real argument:
cos(µx) → cosh(µx), sin(µx)
µ
→ sinh(µx)
µ
. Instead of complex integrals F+, F−
one should take real linear combinations
F1 =
1
2
(F+ + F−), F2 =
1
2i
(F+ − F−). (2.7.2)
Integral G8 turns out to be real:
G8 = F+F− = (F1 + iF2)(F1 − iF2) = F 21 + F 22 , (2.7.3)
while G7 is imaginary:
G7 = {F+, F−} = {F1 + iF2, F1 − iF2} = −2i {F1, F2}, (2.7.4)
so instead of G7 one can take iG7.
These results can be summarized as follows. We have 3 different cases: nonzero
real µ (trigonometric case), nonzero imaginary µ (hyperbolic case) and special case µ =
0 (linear case). Considering these cases, we obtain formulas a, b and c from Theo-
rem 2.1 respectively. This concludes the proof.
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Remark 2.4. It is easy to show that in the case A0 = 0 integrals F+ and F− are
proportional to py = L, i.e. they are products of linear and cubic integrals. On
the other hand, if we set A0 = 0 in (2.1.1), then the second equation coincides with
the equation obtained in [4] for the case “1 + 3” (up to the constant names).
3 Further study of the metric equations
3.1 Symmetries and normal forms of equations
Local description of “1+4” superintegrable metrics obtained in the previous chapter
is rather redundant. Non-unique choice of several objects (local coordinate system,
function h(x), quartic integral F ) results in a large symmetry group. It allows
to simplify the equations describing the metric. Consider the following symmetries.
1. Coordinate changes
Local coordinate system such that
g =
1
h2x
(dx2 + dy2) (3.1.1)
is non-unique. Clearly, the following 5 transformations leave it unchanged:
x→ x+ a;
y → y + a;
x→ −x;
y → −y;
x→ λx, y → λy.
2. “Gauge” symmetry
The metric g depends on the derivative of h, hence this function can be trans-
lated as
h→ h+ a
without any change in the metric.
3. Homogeneity
In Chapter 2.7 we already noted that the metric equations are invariant under
multiplication of Ak by an arbitrary nonzero λ to the necessary power. This is
because quartic integral F is defined up to an arbitrary nonzero constant λ:
F → λF.
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4. Metric dilations
Transformation
h→ λh,
changes the metric. Nevertheless, it can be considered a symmetry because it
simply rescales the problem, hence it maps solutions to solutions and does not
affect superintegrability.
This symmetry group acts naturally on the space of parameters (µ, A0, A1, . . . , A6).
Orbits of this action are sets of parameters which correspond to the same metrics up
to dilations. Therefore it is sufficient to consider only the “simplest” representative
of each orbit. Let us call the equations corresponding to these representatives normal
forms.
Now let us describe normal forms for each of the 3 cases:
1. Trigonometric case
Rescaling x and changing its sign if necessary we can set µ = 1. Next, trans-
lating x we can shift the phase inside trigonometric functions so that A4 = 0.
Homogeneity allows us to set A3 = 1. Besides that, gauge symmetry h→ h+a
makes it possible to set A1 = 0 (here we assume that A0 6= 0; see 2.4). Finally,
it is easy to check that dilating the metric we can obtain A0 = ±1 depending
on the initial sign of A0. It follows that in this case we have two normal forms:± 2 cos(x)hh
3
x +
(
(±h2 + 2A2) sin(x) + A5
)
h2x − cos2(x) = 0,
h2h3x +
[
h4
4
± A2h2 ± 2 sin(x) + A6
4
]
hx ∓ 2h cos(x) = 0,
(3.1.2)
depending on 3 parameters A2, A5 and A6.
2. Hyperbolic case
The main difference from the trigonometric case is that we cannot set A4 to
zero by translation of x. Depending on the ratio of A3 and A4 linear com-
bination A3 cosh(x) + A4 sinh(x) can be transformed to one of three func-
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tions: A3 cosh(x), A4 sinh(x) or A3 e
x. Therefore, we have 6 normal forms:±2 cosh(x)hh
3
x −
(
(±h2 − 2A2) sinh(x)− A5
)
h2x − cosh2(x) = 0,
h2h3x −
(
h4
4
∓ A2h2 ∓ 2 sinh(x) + A6
4
)
hx ∓ 2 cosh(x)h = 0,±2 sinh(x)hh
3
x −
(
(±h2 − 2A2) cosh(x)− A5
)
h2x − sinh2(x) = 0,
h2h3x −
(
h4
4
∓ A2h2 ∓ 2 cosh(x) + A6
4
)
hx ∓ 2 sinh(x)h = 0,±2 e
xhh3x −
(
(±h2 − 2A2)ex − A5
)
h2x − e2x = 0,
h2h3x −
(
h4
4
∓ A2h2 ∓ 2ex + A6
4
)
hx ∓ 2exh = 0
(3.1.3)
with parameters A2, A5 and A6.
3. Linear case
Arguing as above, we get the following normal forms:{
±2xhh3x +
(∓h2 + A2x2 + A5)h2x − x2 = 0,
h2h3x +
(±A2h2 ± x2 + A6)hx ∓ 2xh = 0 (3.1.4)
with parameters A2, A5 and A6.
3.2 Algebraic form of equations
In the linear case (3.1.4) system of equations on h, hx is algebraic, so it defines
an algebraic curve in the space (x, h, hx). Let us show that in the remaining cases
solutions can be described as algebraic curves as well, if we choose appropriate co-
ordinates.
Actually it follows from the fact that a circle and a hyperbola are rational curves.
Therefore pairs of functions (cos(x), sin(x)) and (cosh(x), sinh(x)) can be transformed
to rational functions by a coordinate change. Namely, in the trigonometric case we
locally set
r = tan(
x
2
), cos(x) =
1− r2
1 + r2
, sin(x) =
2r
1 + r2
. (3.2.1)
In the hyperbolic case we set (globally)
r = ex, cosh(x) =
r2 + 1
2r
, sinh(x) =
r2 − 1
2r
. (3.2.2)
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Next, let p = hx (actually hr depends rationally on hx, but we work with the x-
derivative for convenience). Then, in the coordinates (r, h, p) normal forms can be
rewritten as follows:
±2(1− r4)hp3 − (1− r2)2
+
(±2rh2 + 4A2r + A5(1 + r2)) (1 + r2)p2 = 0,
4(1 + r2)hp3 ∓ 8(1− r2)h
+
(
(1 + r2)h4 ± 4A2(1 + r2)h2 + A6(1 + r2)± 16r
)
p = 0
(3.2.3)
in the trigonometric case and
±4r(r2 + 1)hp3 − (r2 + 1)2
+
(∓2r(r2 − 1)h2 + 4A2r(r2 − 1) + 4A5r2) p2 = 0,
4rh2p3 ∓ 4(r2 + 1)h
+
(−rh4 ± 4A2rh2 ± 4r2 − A6r − 4) p = 0,
(3.2.4a)

±4r(r2 − 1)hp3 − (r2 − 1)2
+
(∓2r(r2 + 1)h2 + 4A2r(r2 + 1) + 4A5r2) p2 = 0,
4rh2p3 ∓ 4(r2 − 1)h
+
(−rh4 ± 4A2rh2 ± 4r2 − A6r + 4) p = 0,
(3.2.4b)
{
±2rhp3 − r2 + (∓rh2 + 2A2r + A5) p2 = 0,
4h2p3 ∓ 8rh+ (−h4 ± 4A2h2 ± 8r − A6) p = 0 (3.2.4c)
in the hyperbolic case.
3.3 Existence of metrics globally defined on a sphere
Suppose our local coordinate chart (x, y) is an almost global chart on a sphere, so
that it covers the whole sphere except for the poles. Suppose also that different
values of x correspond to different latitudes, and poles of a sphere are limiting points
as x→ ±∞. Similarly, let different values of y correspond to different longitudes. If
a solution of (2.1.1) is defined on the whole real axis, and the corresponding metric
extends smoothly to the poles (together with the integrals), then such superintegrable
system is defined globally on a sphere.
The metric is well-defined if hx = p 6= 0 for all x ∈ R. Clearly, this condition
holds for the equations with algebraic form (3.2.4a). Next, the metric is defined on
the whole real axis (and is non-degenerate) if hx does not become infinity at any
point.
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Proposition 3.1. There exists an uncountable set of parameter tuples (A2, A5, A6)
such that the system (3.2.4a) with the lower sign has no points R ∈ (0,∞) such
that lim
r→R
p(r) =∞.
Proof. Let R ∈ (0,∞) be a point such that lim
r→R
p(r) = ∞. Then the leading coeffi-
cient (as a polynomial in p) should vanish at the point R for both equations (3.2.4a),
hence h(R) = 0. Let us rewrite our system of equations (with the lower sign) as
follows:{(−4r(r2 + 1)hp− 2r(r2 − 1)h2 + 4A2r(r2 − 1) + 4A5r2) p2 − (r2 + 1)2 = 0,(
4rh2p2 − rh4 − 4A2rh2 − 4r2 − A6r − 4
)
p+ 4(r2 + 1)h = 0.
(3.3.1)
Therefore, expressions
−4r(r2 + 1)hp− 2r(r2 − 1)h2 + 4A2r(r2 − 1) + 4A5r2,
4rh2p2 − rh4 − 4A2rh2 − 4r2 − A6r − 4
vanish at R, so
lim
r→R
h(r)p(r) =
A2(R
2 − 1) + A5R
R2 + 1
,
lim
r→R
h(r)2p(r)2 =
R2 + A6
4
R + 1
R
.
Comparing these expressions, we find:
(
A2(R
2 − 1) + A5R
R2 + 1
)2
=
R2 +
A6
4
R + 1
R
,
(
A2(R
2 − 1) + A5R
)2
R =
(
R2 +
A6
4
R + 1
)
(R2 + 1)2.
For A2 6= 0, A6 ≥ 0 plots of left-hand side (LHS) and right-hand side (RHS) of
the last equation can be qualitatively drawn as in Fig. 1 (LHS is drawn in red, RHS
is drawn in blue). Besides, LHS grows as R5, while RHS grows as R6. To conclude
the proof, it remains to note that the plots do not intersect for uncountably many
sets of parameters (A2, A5, A6) (e.g., sufficiently small A2 and A5 with fixed A6),
therefore p(r) is finite at any point.
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10 R
f(R)
Figure 1: LHS vs. RHS
So, the solution is defined on the whole real axis for parameter values mentioned
above. We now show that the metric extends smoothly to the poles. Since the so-
lution lies on an algebraic curve, it follows that h(r) and p(r) can be expanded as
Puiseux series in a neighborhood of r = 0:
h(r) = rm/n
∞∑
k=0
akr
k/n = rm/nf(r1/n),
p(r) = rhr = r
m/n
∞∑
k=0
m+ k
n
akr
k/n = rm/nf1(r
1/n),
(3.3.2)
where m ∈ Z, n ∈ N, f and f1 are real analytic functions, and f(0) 6= 0. Substitut-
ing (3.3.2) for h(r) and p(r) in (3.2.4a) one can easily see that the expansions start
with the power −1
2
or −1
4
, i.e.
h(r) = r−1/nf(r1/n),
p(r) = r−1/nf1(r1/n)
(3.3.3)
with n = 2 or 4, and f1(0) 6= 0.
Define new coordinates (ρ, φ) by the formulas ρ = r1/n = ex/n, φ =
y
n
. In
coordinates (ρ, φ) metric has the form
g =
1
h2x
(dx2 + dy2) =
1
p2
(n2
dρ2
ρ2
+ n2dφ2) =
n2
f1(ρ)2
(dρ2 + ρ2dφ2). (3.3.4)
Since f1 is real analytic and non-vanishing in a neighborhood of the origin ρ =
0, it follows that the metric g behaves as an ordinary Euclidean metric in polar
coordinates, therefore it extends smoothly to the south pole. By changing the sign
of x (i.e. switching the poles), it can be proved that the metric extends to the north
pole as well.
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To show the extensibility of the integrals, consider the following coordinates:
ξ = r cos(y), η = r sin(y) (3.3.5)
and the corresponding momenta pξ, pη. South pole is the origin (0, 0) in new coor-
dinates. The momenta px, py are given by
px = ξ pξ + η pη,
py = ξ pη − η pξ,
(3.3.6)
It follows that L = py extends smoothly to the origin. By the pole switching argument
L extends also to the north pole.
Quartic integral F1 has the following form in new coordinates:
F1 =
[
ξη4 +
1
2
ξrh2x
(
η2(h2 + 2hhx)− 2r2h2x − 2A2η2
)]
p4ξ
+
[
η3
2
(1 + η2 − 7ξ2)− ηrh2x
(
ξ2(h2 + hhx)− η2hhx − 2ξ2A2
)]
p3ξpη
+
[
−3
2
ξη2(1 + η2 − 3ξ2)− 1
2
ξr3h2x
(
4h2x − h2 + 2A2
)]
p2ξp
2
η
+
[
1
2
ξ2η(3 + 3η2 − 5ξ2)− ηrh2x
(
ξ2(h2 + hhx)− η2hhx − 2ξ2A2
)]
pξp
3
η
+
[
−ξ
3
2
(1 + η2 − ξ2)− 1
2
ξrh2x
(
2η2hhx − ξ2h2 + 2r2h2x + 2A2ξ2
)]
p4η.
Since functions h(r), hx(r) are of order r
−1/2 as r → 0, it is sufficient to check
that
h2 + 2hhx, ξ
2(h2 + hhx)− η2hhx, ξ2h2 − 2η2hhx
have finite limits as r → 0. It follows from the expansions
h2 = c20r
−1 + r.p.,
hhx = −1
2
c20r
−1 + r.p.
(r.p. stands for the regular part of a series), and identity r2 = ξ2 + η2. We see
that F1 extends smoothly to the south pole. Once again, extensibility to the north
pole follows from the pole switching argument.
Continuing this line of reasoning, one can easily find that F2 also extends smoothly
to the poles. This completes the construction of metrics globally defined on a sphere S2.
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