Abstract. We construct moments of the artificial regeneration satisfying certain conditions for a homogeneous ergodic Markov process related to a Markov functional in the scheme of series.
Introduction
Let X(t) be a homogeneous nonperiodic ergodic Markov process [1] with either discrete or continuous time and let X assume values in a phase space (E, B). For the sake of simplicity, we assume that E is a complete separable metric space, B is the σ-algebra of Borel sets, and the process X(t) is stochastically continuous in the case of continuous time. The transition probability of the process X(t) is denoted by P (t, x, A), t ≥ 0, x ∈ E, A ∈ B, and the invariant probability distribution is denoted by π(A), A ∈ B.
Definition 1. A stochastic process ξ(t) is called a Markov functional of a process X(t) if the pair {X(t), ξ(t)} is a homogeneous Markov process (generally speaking, {X(t), ξ(t)}
is a terminating process). We assume that the processes X(t) and ξ(t) are defined on a common probability space (Ω, B, P).
In what follows we consider Markov functionals with a countable number of states I = {1, 2, . . . }. Trajectories of the process {X(t), ξ(t)} are assumed to be right continuous and such that the left limits exist with probability one in the case of continuous time.
Denote by P x,i the regular conditional probability given X(0) = x and ξ(0) = i. Consider a family of Markov functionals ξ ε (t) constructed from the process X(t) where ε > 0 is a small parameter. We further assume that
Definition 2. A family of Markov functionals ξ ε (t) satisfying condition (1) is called asymptotically degenerate if
for all x ∈ E, i ∈ I, and t ≥ 0.
The latter condition is equivalent to the condition that the joint distribution of the pair {X(t), ξ ε (t)} converges to the distribution of the pair {X(t), ξ(0)} as ε → 0.
Since we allow the process ξ ε (t) to terminate, the expression P{ξ ε (τ ) = j} is understood as P{ξ ε (τ ) = j, τ < ζ ε } (which is common in the theory of Markov processes) where ζ ε is the lifetime of the process ξ ε (t).
According to the terminology accepted in the book [2] , a random variable τ is called a moment of an artificial regeneration if 1) τ is a Markov moment of intervention in the evolution of the process X(t) in the sense of the book [1] ; 2) the random variables X(0) and X(τ ) are independent.
It is shown in Chapter 2 of [1] , that there exists a moment of artificial regeneration τ such that
The measure ρ above is equivalent to the measure π (in the sense of absolute continuity).
The construction of Markov intervention moments for Markov processes used in [1] is based on an exponential random variable being independent of the process X(t) (see Chapter 2, Section 3 in [1] ). Alternatively, one can use an exponential random variable increased by 1 and being independent of the process X(t). This construction leads to the Markov moment of intervention such that
for all x ∈ E and i ∈ I where "a.e." stands for the "almost everywhere". The moment τ generates a sequence of Markov moments of intervention
. . is a sequence of independent identically distributed random variables with a common probability distribution ρ. These random variables do not depend on X(0) and are such that
An integer-valued stopping time m with respect to an admissible flow
The proof of the following result can be found in [1] (see Theorem 3 of Chapter 2 in [1] ).
Lemma 1. Given an arbitrary δ > 0, there exist a set E ∈ B and an admissible stopping time m such that π( E) > 1 − δ and
inf x∈ E inf y∈ E p ε (x, y) −→ ε→0 1, P x {X(σ) ∈ A} = π(A E)/π E, (4) sup x∈ E sup y∈ E P x [σ | X(σ) = y] < ∞, sup x∈ E P x (σ, σ > n) −→ n→∞ 0, (5) P x {σ ≥ 1} = 1. (6)
Main results
Our first aim is to generalize Lemma 1 to the case of matrix-valued functions. Let
be a family of B × B-measurable matrix-valued functions such that p
and lim
By I = δ ij we denote the unit matrix and put
Lemma 2.
Given an arbitrary δ > 0, there exist a set E ∈ B and an admissible stopping time m such that π( E) > 1 − δ and
for all i ∈ I and uniformly in x, y ∈ E.
The lemma is proved.
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Now we consider the set E defined as in Lemma 2 and put X k = X(σ k ) where
is the sequence of moments of the Markov intervention constructed from the moment σ. Put π(A) = π(A E)/π( E) and note that the random variables X 0 , X 1 , . . . , X n , . . . are jointly independent. Moreover the random variables X 1 , . . . , X n , . . . are identically distributed with the joint distribution π and P π σ < ∞. The invariant probability distribution π of the process X(t) is expressed in terms of the measures ρ and π as follows (see Theorem 3 in Chapter 2 of [1] ):
Let a set D ∈ E be such that π(D) > 0. Then we put
According to the definition of the set E we have
for all i ∈ I. Further we introduce the notation
possesses the properties of the moment σ, namely
(Here and in what follows
for all bounded measurable functions f . It follows from (2) that
for all x ∈ E and i ∈ I, since P x {τ < ∞} = 1.
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and applying Lemmas 1 and 2 we prove that there exist a moment σ(D) of the Markov intervention in the evolution of the processes X(t), {X(t), ξ ε (t)} and a set D ∈ B such that π(D) > 0 and (8)
for all i ∈ I. By analogy with (7) one can easily get that
where
Here and in what follows 0 j=1 = I is understood as the unit matrix.
Theorem 1. Let there exist a matrix
for all x ∈ E, t ≥ 0, and i ∈ I where f ij (t) is the entry (i, j) of the matrix (I − tC) −1 . In other words,
Proof. By the full probability formula, dy) be the potential of the kernel R ii ε,α (x, dy) (see [1] ). After some simple algebra we obtain
Denote by λ 
We assume that ρ 
1 − tc ii π(D) .
