In a sensor network that adopts data-centric storage (DCS), information of the same kind is kept in the same set of nodes. That is, when a sensor detects a certain event, no matter where it is, it sends the information to the designated location. When another node wants the information, it can send a query to that location to retrieve it. Unfortunately, existing protocols based on DCS are prone to the hot-spot problem where some nodes have to handle lots of messages. In this paper, we study how to apply diffuse caching on top of DCS. We diffuse popular information to other nodes so as to share the workloads. Our diffusing mechanism is adaptive that the distribution varies based on the popularity of the event type. We evaluate our protocol using simulations and the results show that our protocol successfully alleviates the hot-spot problem and reduces the message overheads.
Introduction
Research in sensor networks has received much attention in the past few years. Sensor networks differ from traditional wireless networks in many aspects and many mechanisms developed for traditional wireless networks cannot be directly applied in sensor networks. One of the major tasks of sensors is to detect events, such as a change in temperature, the appearance of an animal, etc. A particular node in the network may be interested in knowing about the event information. A node may know about the types of event it is interested in but without any knowledge about the locations where such events happen. To get an answer, a query has to be sent to a node that possesses the information. A conventional approach to facilitate query nodes to acquire what they want is flooding. In the push-based approach, whenever an event happens, the information is flooded to all the nodes in the network. Then, every node will have all the information and does not need to send out any query at all. In the pull-based approach, a node that detects an event keeps the information in its own storage without sending the information to any other node. When a node wants that information, it floods the network with a query. The node that possesses the requested information replies the query.
Although flooding is a simple technique and is commonly used in many wireless network routing protocols, it is not very suitable for sensor networks. Sensor nodes are limited in energy and reducing the energy used in message transmission is one of the major optimization criteria of sensor network protocols. However, the number of messages required in each flooding is proportional to the number of nodes in the network.
To make the problem worse, as the message will be broadcasted by nearby nodes at about the same time, collisions happen frequently and it leads to retransmissions of messages which consume extra energy. This problem is very serious in sensor networks since there are a large number of nodes and nodes are close to each other. As a result, flooding should be used only when necessary. Referring back to the push-based approach, every node receives the information of an event. However, it is not necessary if only a few number of nodes are interested in the information. Energy is wasted in distributing the event information to nodes that do not require the information. The pull-based approach has a similar drawback. The query messages that are sent to nodes other than the node that detected the event are useless. It is obvious that energy can be saved if information is kept and distributed in a more intelligent manner.
To allow efficient routing of queries, the concept of data-centric storage (DCS) is introduced [1] . When a sensor detects an event, it decides which location is responsible for keeping the information and the information is sent to a node in that location. The location depends on the type of information and can be computed using a globally known hash function [2] . Then, when a node requests a particular piece of information, it can find out the location by the hash function and send a query to that location. If a certain event is very popular and there are a lot of nodes requesting it, the node that keeps the information will suffer from the hot-spot problem. To solve this problem, sharing the workload is the only way. Many papers suggest that instead of having one node keeping the information, multiple nodes should possess the same piece of information to share query processing [3, 4, 5] . However, the sharing patterns of [3, 4, 5] are not adaptive to the dynamic nature of the popularity of a certain event. The patterns may be the same for all event types or remain the same for all the time for a certain event type. To solve the hot-spot problem without any unnecessary overhead in information distribution, the mechanism should be adaptive to the popularities of different event types. In this paper, we adopt the idea of diffuse caching to replicate information in multiple nodes. Our mechanism dynamically adjusts the event distribution pattern based on the popularities of the event types.
The rest of the paper is organized as follows. Related work is discussed in Section 2. Section 3 presents our network model and protocol. Simulation results are presented in Section 4. And we conclude our paper in Section 5.
Related Works
Many protocols have been developed based on the data-centric storage [2, 6, 7, 3, 4, 8, 5] .
The GHT protocol [2] is based on the data-centric storage [1] idea and stores events at nodes nearest to some pre-hashed globally known geographical locations. Similar idea is also proposed in GEM [7] . However, the nodes are not location-aware and an embedded tree is implemented to provide relative positions.
Other protocols, [6] and [9] , address efficient handling of queries with scalar ranges, such as "list all events whose temperatures lie between 50 o and 60 o , and whose light levels lie between 10 and 15." This paper is not focused on this kind of queries but it should be noted that our caching mechanism can be integrated with these protocols. [8] develops a multi-resolution querying scheme. An event is detected by a set of nodes instead of one. Different subsets of these nodes provide different resolutions of the event.
The event model in this paper is similar to those used in [10, 11, 2, 7, 3, 4, 5] that an event is something of interest and can be any kind of information. Events are independent of each other and occur randomly at anywhere. Multiple events can belong to the same event type. For example, there may be multiple locations in the network detecting an elephant and these detection events all belong to the same event type. A query specifies the event type that it wants. Rumor Routing [10] can only answer one event of the event type while the others [11, 2, 7, 3, 4, 5] can answer the complete event set of the same type. Note that Rumor Routing and the method in [11] do not follow the DCS approach. Like the events, we assume that queries are raised randomly. This assumption is different from [12] which assumes a certain node would make multiple queries within a certain time interval so that an optimal path can be set up after the first query of that node is issued by flooding.
GHT [2] basically keeps events of the same type in a certain node. However, this leads to the hot-spot problem. If a particular event type is very popular, the node that keeps the information will be overloaded with query processing. To solve the hot-spot problem, keeping the same information in multiple locations is the only way. The method described in [3] suggests to divide the network into geographical regions.
Information of an event is kept in all nodes in that region instead of only one node. [4] suggests that several locations can be used to keep the information based on resiliency levels. [5] proposes hashing an event type to a certain height level and events of that type are distributed across nodes around that level. A drawback of these protocols is the replication of events is the same for all event types, no matter whether it is popular or not. If an event type is not popular and there are only a few queries, the information replication is not necessary and energy is wasted in spreading the information.
Yin and Cao study the integration of caching mechanism in an ad-hoc network [13] . Neighboring nodes share the events based on some condition. However, the mechanism employs the weak cache consistency model and is not easy to answer queries that request the whole set of events of the same type. The hotspot problem in range query processing is first studied in [14] . Two algorithms, Zone Partitioning (ZP) and Zone Partial Replication (ZPR), are developed to work on top of the DIM scheme [6] . ZP solves the hotspot problem by decomposing the information kept in a node while ZPR replicates information to all direct neighbor nodes based on some condition. ZP is not applicable to non-range queries that we study in this paper and ZPR simply replicates information in a region. To the best of our knowledge, our protocol is the first protocol to adaptively distribute information to individual neighbors according to query frequencies and arrival patterns.
DCS with Diffuse Caching

Network Model
The network model for our protocol is identical to that of GHT [2] . The estimated boundary of the network is known and each sensor node has a good estimation of its own location. We also adopt the modified GPSR [15] as specified in [2] to route messages. Since our mechanism works on top of GHT (and can be extended easily for other similar protocols), we first briefly describe the protocol and some terminologies.
Each event occurs in the network belongs to a certain event type. There can be multiple events for a single event type. The idea of DCS is when a sensor detects an event, it decides which location is responsible for keeping the information and the information is sent to a node in that location. The location depends on the event type and can be computed using a globally known hash function. Since it is possible that there is no node in the hashed geographical coordinate, GHT develops a mechanism to assign a node in the neighborhood (usually the closest node) to keep the event. The node is called home node. Then, when a node (query node) requests information of a particular event type, it can find out the location by the hash function and send a query to that location. In most cases, the home node receives the query and sends a reply back. This reply can contain all the events of the requested type that happened within a certain past period, or the most recently happened event. In this paper, we focus on the first kind of reply. An answer to a query contains all the events of the requested event type. Following GHT, each event is contained in a separate message.
Basic principle
The home node of a particular event type keeps all the events of that type. In GHT, all queries are directed to the home node. If a certain event type is very popular, the home node suffers from the hot spot problem. The idea of diffuse caching is to allow the home node to share its events with some neighboring nodes. We call these neighboring nodes caching nodes. A caching node can reply a query right away instead of forwarding the query further to the home node if it receives one. Then, we alleviate the hot spot problem of the home node since the home node does not have to process all the queries. On the other hand, both the queries and replies are following shorter paths. The number of messages is thus reduced as well.
To maintain the same list of events in both the home node and caching nodes, whenever a new event is reported to the home node, the home node has to diffuse the event to the caching nodes. If there is no query for that event type, this addition message will be wasted and introduce unnecessary message overhead.
Therefore, we should not blindly diffuse event information but try to outweigh the additional overhead by message saving. In our protocol, the home node diffuses information to its neighbor only when the potential saving is larger than the potential waste. When the potential saving of a neighbor is large enough, the home node promotes that neighbor. This process is called promotion and the home node is the promoter of its neighbor. We also define potential cost to be potential waste -potential save. In other words, if potential cost is a negative value, the potential saving outweighs the potential waste; otherwise, the potential waste is larger. In a similar fashion, a caching node in turn can promote its neighbors if the savings outweigh the wastes. As the ratio of queries to events increases, more nodes will be caching the queried events and we have the diffusion effects. Note that like the home node, a caching node is specific to a particular event type.
A caching node of event type A may not necessarily be a caching node of event type B at the same time.
The popularity of an event type is hardly static. That is, an event type can be very popular for a while but then is queried very infrequently later. In this case, a caching node has to "step down" to become a normal node. This decision is again dependent on the potential saving and potential waste, but instead of being made by the promoter, it is made by the caching node itself. If the potential waste outweighs the potential saving, the caching node notifies its promoter to stop forwarding events to it.
Information Needed
For each event type, say A, the home node and each caching node of event type A keep a potential cost lookup table. The table in node n has one entry for each of n's neighbors specifying the potential cost of each neighbor. If n is a caching node, it should also keep its own potential cost.
Promotion is done when the potential cost of a certain neighbor is smaller than a certain threshold. On the other hand, caching node n has to step down if its potential cost is too high and none of its neighbors except its promoter is a caching/home node. n also keeps track of the status of its neighbors. Node n should mark the neighbors who have been promoted to caching nodes so that it knows it has to diffuse information to these nodes. Definitely, n should unmark a step-down neighbor. Initially, only the home node has the potential cost In summary, the home node and each caching node n keeps a table containing the following fields for each neighbor p. Section 3.5 describes how to initialize and update these variables.
• 
Promotion and Step-Down
A home/caching node n promotes a non-caching neighbor p if cost(p) is less than a certain threshold, delta 1 .
n should send a < P ROM OT E > message and the list of events that it is maintaining to p. n should also mark p as a caching node by updating isCachingN ode(p) in its table.
While promotion is a decision made by a neighbor, a step-down conclusion is made by the stepping down node itself. When a caching node n realizes its potential cost cost(n) is larger than delta 2 , it should unmark the caching node flag of its entry in its own should be dependent on the applications. For many applications, using global small value, possibly 0, for delta 1 and delta 2 produce good results in cost savings. In complex applications, the value of delta 1 and delta 2 can be dynamic and relying on various parameters, which is beyond the scope of this paper. In our simulations, we set both delta 1 and delta 2 to be 0.
Potential Cost Updates
We now describe the different situations one by one and explain how to adjust the variables and when to perform promotion and step-down check. An example is presented in Section 3.6.
Case I: Home node receives the FIRST event of the type it is responsible for
The home node keeps the event in its memory and initializes the information for each neighbor p:
• isCachingN ode(p) = F alse
Case II: Home node receives an event and it is not the first one
The home node should keep the event in its memory and increment num N queried(p) for every neighbor p by 1 indicating this new event has not been queried by any neighbor. The event is then forwarded to all caching neighbors.
Case III: Node q receives a < P ROM OT E > message and a list of events from n q knows that it has been promoted as a caching node and it does the following:
1. mark n as the promoter and keep the list of events in memory 2. for each neighbor p where p = n,
• num queried(p) = 0
• num N queried(p) = number of events in the list
• isCachingN ode(p) = F alse
update its own information
• cost(q) = -(number of events in the event list)
• num queried(q) = 0
• num N queried(q) = number of events in the list
• isCachingN ode(q) = T rue
Case IV: Caching node n receives a new event from its promoter
n increases its potential cost to reflect the potential waste of having made n a caching node if no more query arrives.
for each neighbor p, num N queried(p) = num N queried(p) + 1 and also num N queried(n)
num N queried( * ) are incremented by 1 since there is one more event that has not been queried.
3. n checks whether it has to step down
• if isCachingN ode(n) = F alse and isCachingN ode(p) = F alse for all neighbor p, n has to step down and send < ST EP − DOW N > to its promoter
If n does not have to step down, it forwards the event to all caching neighbors and keeps the event in its memory
Case V: Caching/Home node n receives a query from neighbor p
In this case, neighbor p must be a normal node because if it were a caching node, it should have answered the query by itself instead of forwarding it to n. Let cost(p) be the potential cost of p in the lookup table of n. n performs the following: 
Update num queried(p) and num N queried(p) num queried(p) = num queried(p) + num N queried(p) num N queried(p) = 0
All the events have been queried by p and so num queried(p) should be the same as the number of events kept. Accordingly, num N queried(p) is set to be 0 reflecting that there is no event that has not been queried.
Check if p has to be promoted and reply the query
If cost(p) < delta 1 , send < P ROM OT E > and the list of events to p 4. If n is a caching node, update cost(n)
We decrement cost(n) by the number of events because it is the saving we obtain by making n a cache node. The -1 is the saving of the query message.
Case VI: Caching/Home node n receives a < ST EP − DOW N > message from neighbor p 1. Update the information of p,
if isCachingN ode(n)
= F alse and all neighbors are not caching nodes except its promoter, n has to step down and send a < ST EP − DOW N > message to its promoter
Example
We now use an example to illustrate the promotion and the step-down processes. Consider the network in Figure 1 where h is the home node of a certain event type. p and q are neighbors of h while r is a neighbor of q. Figure 1(a) -(f) show a series of events that occur. Table 1 (a) -(f) give the information in the tables of h and q. All the events and queries in the figures belong to the same type. We use a number to specify the order of events and queries that e1 stands for the first event and q2 stands for the second query. In the tables, the owner of the table is specified in the top left-hand corner. That is, Table 1 (a) is the table of h while Table   1 (f) is the table of q. Due to space limitation, "num N Q" stands for num N queried and "num Q" stands for num queried.
When h receives the first event from q (Figure 1(a) ), h initializes its table as shown in Table 1 (a).
num N queried( * ) are set to 1 while cost( * ) and num queried( * ) are 0. When the second event arrives from q (Figure 1(b) ), num N queried( * ) are incremented by 1. Suppose now q sends a query to h ( Figure   1 (c)). cost(q) becomes 0 − 1 − 0 + 2 = 1. num N queried(q) is now 0 and num queried(q) is 2 as illustrated in Table 1 (c). Since cost(q) is still larger than delta 1 , q is not promoted. When the second query arrives at h (Figure 1(d) ), cost(q) becomes 1 − 1 − 2 + 0 = −2 < delta 1 (Table 1(d)) and h has to promote q. h promotes q by sending a < P ROM OT E > message and the events it has received to q. h should also mark q as a caching node as shown in Figure 1(e) . q then initializes its table to have an entry for itself and its neighbor r (Table 1 (e)). In Figure 1 (f), h receives a new event from another node. Since q is a caching node, h forwards the event to q. q should then update cost(q) and num N queried( * ). As cost(q) is still less than delta 1 , q does not have to step down. Suppose now h forwards two more events to q as in Figure 1 (g).
cost(q), num N queried(q)
, and num N queried(q) are all incremented by 2 as in Table 1 
(g). cost(q)
is now smaller than delta 2 and so q has to step down by sending a < ST EP − DOW N > message to h (Figure 1(h) ). h then resets the information of q in its table as illustrated in Table 1 (h).
Simulation
In this section, we evaluate the performance of our protocols and compare it with GHT [2] using the J-Sim simulator [16] . The standard J-Sim wireless physical and MAC layer models are used. We have simulated two different query node patterns. The first pattern is modelled according to the situation described in [2] .
There is only one query node and all events happened before the first query is issued. In the second pattern, there are multiple query nodes and queries and events are interleaved. As the focus of this paper is about the replication effectiveness based on query arrival pattern, node failure is not considered in the simulations. All nodes are assumed to have sufficient energy. If replication for node failure is required, GHT with Replicas approach can be used. Our mechanism can still be applied by assuming all replicas as home nodes. The hash function used is not well defined in the GHT paper. Therefore, the constrained hashing as described in [5] is implemented.
The evaluation metrics we use are: • Maximum number of events a node has to store/cache (MS)
This reflects the maximum storage a node needs and the smaller the better.
• Average number of events a node has to store/cache (AS)
It is also a measure of storage requirement.
• Maximum communication cost of a node (MC)
The communication cost is computed by adding the energy cost of transmitting messages and receiving messages. According to [17] , the power consumption for transmitting is 14.88 mW while reception needs 12.50 mW.
• Average communication cost (AC)
Single Query Node
The simulation setup is summarised in Table 2 . Note that the simulation setup is similar as described in [2] .
That is, all the events are detected and stored in the network before any queries are issued. For each of the network size, we generated 10 different networks, each has a different hashing function and query pattern.
Each number in the simulation result tables is an average value of the 10 networks.
Node Density 1node/256m The results are shown in the table 3 and Figure 2 , 3. We label our mechanism as DC. From the results, it is clear that our protocol requires more storage but results in lower communication costs, (about 40% of the original GHT). We argue that using more storage will have little impact in the sensor network as long as each node has sufficient storage. In other words, the unused memory in a node is effectively wasted. Therefore, our protocol trades these unused storage into savings in energy by reducing the communication costs. 
Multiple Query Nodes
We then run the simulations in which every node in the network can be a query node, and the query and events are interleaving temporally. Furthermore, we also simulated networks with limited storage of 30 events (labeled as DC30), which is the maximum required by GHT under our experimental setups in all The results show that even when the storage is limited, DC still outperforms the original GHT by reducing transmission costs to about half. However, the reply success rate of limited storage DC decreases slightly compared to both GHT and DC with unlimited storage. This is because some of the caching nodes do not have enough storage and cannot reply the query with the complete event set. Also, DC's success rate also decreases compared to GHT. This is due to the scenario when a query has been received by a caching node, but the new events are still in transit from the home nodes to the caching nodes. This lag results in some queries being replied with fewer events than expected. It should be highlighted that the differences in success ratios are very small. 
Conclusion
In this paper, we study the problem of distributing events and queries in sensor networks using data-centric storage. We firstly identify the weaknesses of existing approaches and then describe our new protocol which caches events. We measure the performance of our protocol using extensive simulations and compare with GHT, a pioneer work in this area. Simulation results show that our protocol outperforms GHT in the experimental settings. Therefore, we conclude that our protocol is promising for data-centric storage in sensor networks.
