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I. INTRODUCTION
Orthogonal frequency division multiplexing (OFDM) has achieved a wider acceptance in many applications such as Digital Audio Broadcasting (DAB) [1] , Digital Video Broadcasting (DVB) [2] , wireless local area network and short range wireless access standards (IEEE 802.11a [3] , HiperLAN/2 [4] , Multimedia Mobile Access Communication (MMAC) [5] , and wireless metropolitan area network and broadband wireless access standard (IEEE 802.16a/b) [6] . One of the main drawbacks of OFDM is its high sensitivity to frequency offsets caused by the oscillator inaccuracies and the Doppler shift of the mobile channel [7] . As the frequency offset induced phase error accumulates over the successive symbols, the frequency offset estimation accuracy becomes more important for a system with a larger packet length.
Several schemes (e.g., [8] - [12] ) have been proposed for OFDM frequency offset estimation. The cyclic prefix based approaches such as [9] , [10] would be suitable for continuous transmission while training symbol based approaches such as [8] [11] and [12] could be used in either continuous transmission or packet oriented burst transmission. In [8] , a maximum likelihood frequency offset estimator was presented based on the use of two consecutive and identical symbols. The maximum frequency offset that can be handled is ±1/2 of the subcarrier spacing. The *Contact Author This work was supported, in part, by a Strategic Project Grant from the Natural Sciences and Engineering Research Council (NSERC) of Canada. method of [11] also applied two training symbols. The first symbol has two identical halves and is used to estimate an frequency offset less than the subcarrier spacing. The second symbol contains a pseudonoise sequence and is used to resolve the ambiguity resulting from the estimation based on the first symbol. Recently in [12] , Morelli and Mengali (M&M) presented an improved frequency offset estimation based on the best linear unbiased estimation (BLUE) principle. The M&M method uses a training symbol composed of L > 2 identical parts and the frequency acquisition range is ±L/2 of the subcarrier spacing. Its frequency estimation MSE performance is quite close to the Cramer-Rao bound (CRB).
In this paper, we derive a different frequency offset estimator but use the same training symbol composed of L identical parts and the BLUE principle as in the M&M method. We present three methods for the frequency offset estimation. All proposed approaches have the same frequency acquisition range of ±L/2 the subcarrier spacing as the M&M method. The first and the second methods have better MSE performance than the M&M method. The third method has the same MSE performance as the M&M method. The rest of this paper is organized as follows. Section II describes the signal model. Section III presents the proposed frequency offset estimation and the three methods to implement it. Simulation results are discussed in Section IV. Finally, conclusions are given in Section V.
II. SIGNAL MODEL
The time-domain complex baseband samples {s(k)} of the useful part of an OFDM signal with N subcarriers are generated by taking the N -point inverse fast Fourier transform (IFFT N ) of a block of subcarrier symbols {C l } which are from a QAM or PSK signal constellation as
where the number of used subcarriers is 2N u + 1 ≤ N . The useful part of each OFDM symbol has a duration of T seconds and is preceded by a cyclic prefix, which is longer than the channel impulse response, in order to avoid inter-symbol interference (ISI). Assuming that the timing synchronization eliminates the ISI, the receive filter output samples {r(k)} taken at the sampling rate of N/T can be given by
where v is the carrier frequency offset normalized by the subcarrier spacing 1/T , n(k) is a sample of complex Gaussian noise process with zero mean and variance σ 2 n = E{|n(k)| 2 } and x(k) is the channel output signal component given by
where Γ l is the total frequency response at the l th subcarrier, including the effects of the channel, filters, timing offset and arbitrary carrier phase factor. The signal-to-noise ratio is defined as SNR
The frequency offset estimation is based on the training symbol {s(k)} consisting of L identical parts. The training symbol can be generated by transmitting a pseudonoise sequence on the subcarriers whose indexes are multiples of L and setting zero on the remaining subcarriers. In other words, the training symbol {s(k)} is generated by IFFT N of {C l } where {C l=iL } is of a pseudonoise sequence and {C l =iL } = 0.
III. FREQUENCY OFFSET ESTIMATION
The proposed frequency offset estimation is based on the correlations among the identical parts of the received training symbol. Define the correlation term as
where M = N/L is the number of the samples of each identical part of the training symbol and H is a design parameter with 1 ≤
where
andñ(k)
/N is a random variable statistically equivalent to n(k).
Define the following:
If |v| < N/(2mM ), then we have 
Usingr(k) in place of r(k) in (4) and (9) gives 
The frequency offset estimator based on the BLUE principle can then be given by [13] 
where w m is the m th component of the weighting vector
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Here, C θ is the covariance matrix of θ
The above frequency offset estimation based on the BLUE principle requires C θ . In the following, three methods are presented for obtaining the required (approximate) value of C θ .
A. Method A
The analytical calculation of C θ is quite intractable and hence, a simulation based approach is resorted in Method A. Since v is the unknown parameter to be estimated, the C θ is evaluated by simulation with v = 0. The channel is also unknown and hence, C θ is evaluated for additive white Gaussian noise (AWGN) channel. Note that we have also evaluated C θ with the known channel response and the results are essentially the same. Due to the uncorrelation of the Gaussian noise samples, it can readily be concluded that C θ is of full rank for 1 ≤ H ≤ L − 1. From (17), it can be readily found that the maximum value of H for the full rank C θ will give the minimum variance. In this simulation-based approach, a design SNR value, SNR w , has to be used. However, the best SNR w value is unclear at this point and will be investigated in the next section.
B. Method B
We can express θ m as
where X R and X I are, respectively, the real and the imaginary parts of X and tan −1 ( ) is the four quadrant arctangent function.
For high SNR values, we have (L
By using (19), the m th row, n th column element of C θ can be calculated as (20) shown at the bottom of this page.
It can be readily checked that C θ is of full rank for 1 ≤ H ≤ L − 1. By substituting (20) into (17), it can be found that H = L − 1 gives the minimum variance. In practice, the value of SNR required in (20) can be replaced by the designed SNR value SNR w . The effect of mismatch between SNR and SNR w will be investigated in the next section.
C. Method C Similar to Method B, another high SNR approximation of θ m can be given by
The corresponding elements of C θ can be calculated as
From (22) In Fig. 1 , the variances of the BLUE for the three methods are plotted for all values of H. Since Method B and C use some approximation in obtaining the covariance matrix, their variances just represent approximate values. From Fig. 1 , we can observe that the maximum value of H gives the minimum variance for all methods, i.e., H = 7 for Method A and B and H = 4 for Method C.
In Fig. 2(a) and (b), the weighting values {w m } for the number of weighting taps H = 4 and H = 7, respectively, are presented. It can be observed from Fig. 2(a) 
The M&M method's MSE performance is quite close to the CRB especially for high SNR values. The proposed Method A and B with H = 7 have the MSE performance quite close to CRB for all SNR values. The MSE performances of Method A and B in Fig. 3 are obtained with SNR=SNR w . However, in practice, there can be a mismatch between SNR and SNR w . Fig. 4 shows the MSE performance of Method B with mismatched SNR w (i.e., SNR w = SNR). Although the mismatched SNR w can cause a very slight, trivial degradation for H = 4, it essentially does not cause any MSE performance difference for H = 7. This can also be observed from the fact that different SNR w values give different weighting vector {w} for H = 4 but virtually the same w for H = 7. The mismatched SNR w neither affects the frequency estimation performance of Method A with H = 7 for the same reason and the corresponding simulation results are not included. Method A and B achieve better performance than Method C at the expense of some complexity.
V. CONCLUSIONS
Three frequency offset estimation methods based on the BLUE principle have been presented. In realizing the BLUE principle, the required covariance matrix is evaluated by simulation in the first method and approximated by high SNR assumption in the second and third methods. The first and second methods achieve better frequency estimation MSE performance than the near optimal estimator of Morelli & Mengali (M&M) [12] . The third method has the same MSE performance as the M&M method. The first and the second methods have the same MSE performance and hence, the second method is more appealing since no simulation has to be performed in obtaining the weighting values. The proposed methods can be used not only in OFDM systems but also in single carrier systems. 
