We propose a new method of numerical solution for partial differential equations. The method is based on a fast matrix multiplication algorithm developed by Dourbal [1, 2] . We use a two-dimensional 
Introduction
Many problems in physics and engineering can be described in terms of multivariate (2- solved numerically by using the iterative methods described in [3] .
Let a square matrix 
A graphical representation of Eq. (2) . is shown on Fig. 1 where dots and crosses represent correspondingly the internal and the external vertices of the grid. In general,  is a function of coordinates, the grid is non-uniform, and the coefficients in front of 
Fig. 2. A grid corresponding to Eq. (2) with
3  To show that the above results do not depend neither on  being a variable or a constant, nor on a grid having a constant or variable step size, we examined the following linear systems of differential equations:
We have found that even for the worst case, where coefficients 8
Numerical example
To demonstrate that the results do not depend on whether  is a variable or a constant, or on whether the grid is uniform or non-uniform, let us examine this equation Table 1 shows the error in the numerical solutions for grid sizes y x n n  = 5, 11, 21, 41, 81 without rounding and with rounding of the inverted matrix to 1, 2, 3, and 6 decimal places. The error is computed as the maximum difference between the numerical and the exact solutions over all points of the grid, divided by the maximum value of the exact solution. 
Rounding Error
Digits after decimal point n x =n y =5 n x =n y =11 n x =n y =21 n x =n y =41 n x =n y =81 It must be stressed that in the last few decades several algorithms have been developed which allow for reductions in the number of multiplication and addition steps required to multiply two matrices. Pan proposes an algorithm [4] n . These algorithms are complex and rarely used.
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Computational complexity of the Dourbal method compared to conventional iteration methods
There are two most widely used conventional iterative methods for solving linear systems of equations (2) -successive over-relaxation (SOR) and Seidel [9] . As shown in [9] , in iterative methods, the number of iterations is proportional to the required solution accuracy  (6) and the width of matrix (2), i.e. 
