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BROWNIAN MOTIONS ON STAR GRAPHS WITH NON-LOCAL
BOUNDARY CONDITIONS
FLORIAN WERNER
Abstract. Brownian motions on star graphs in the sense of Itoˆ–McKean,
that is, Walsh processes admitting a generalized boundary behavior including
stickiness and jumps and having an angular distribution with finite support,
are examined. Their generators are identified as Laplace operators on the
graph subject to non-local Feller–Wentzell boundary conditions. A pathwise
description is achieved for every admissible boundary condition: For finite
jump measures, a construction of Kostrykin, Potthoff and Schrader in the
continuous setting is expanded via a technique of successive killings and re-
vivals; for infinite jump measures, the pathwise solution of Itoˆ–McKean for
the half line is analyzed and extended to the star graph. These processes can
then be used as main building blocks for Brownian motions on general metric
graphs with non-local boundary conditions.
1. Introduction
The goal of the present paper is the pathwise construction of all Brownian mo-
tions on a star graph G, that is, to construct a Feller process such that its generator
A = 12∆ satisfies the non-local Feller–Wentzell boundary condition
∀f ∈ C20(G) : p1f(0)−
∑
e∈E
pe2f
′
e(0) +
p3
2
f ′′(0)−
∫
G\{0}
(
f(g)− f(0)) p4(dg) = 0
for given constants p1 ≥ 0, pe2 ≥ 0 for each edge e ∈ E , p3 ≥ 0 and a measure p4 on
the punctured star graph G\{0}, with
p1 +
∑
e∈E
pe2 + p3 +
∫
G\{0}
(
1− e−x) p4(d(e, x)) = 1.
We now illustrate the underlying definitions, for rigorous definitions the reader may
consult section 2:
A metric graph G is a mathematical description of a set of locally one-dimensional
structures, edges e ∈ E , which are “glued together” at vertices v ∈ V by the graph’s
combinatorial structure, and every edge e ∈ E is isomorphic to a finite interval or
half line of length ρe ∈ (0,+∞]. In the case of a star graph, G consists only of one
vertex (which will be named 0) and a set of edges with each one being isomorphic
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2 FLORIAN WERNER
to [0,+∞), that is, the star graph is then represented by the set
G = {0} ∪
⋃
e∈E
({e} × [0,+∞)),
where the finite endpoint (e, 0) of each edge e ∈ E is identified with the vertex 0.
The canonical metric on G is then defined by the length of the shortest possible
path connecting two points on G: inside the edges, it coincides with the Euclidean
metric, while on differing edges, it is the sum of the points’ distances to 0. We will
only consider star graphs with finite sets of edges.
A Brownian motion on a star graph G (more generally, on any metric graph G)
is defined to be a right continuous, strong Markov process on G which behaves on
every edge like the standard one-dimensional Brownian motion, more accurately: If
a Brownian motion X on the graph G is started inside some edge {e}×(0,+∞), then
the process X, stopped at leaving its initial edge, must be equivalent to the one-
dimensional Brownian motion, stopped when leaving the interval (0,+∞). In this
sense, Brownian motions on star graphs are both a generalization and a restriction
of classical Walsh processes: They may feature other boundary behavior at 0 than
just skew effects, such as stickiness or jumps. On the other hand, the skew measure
may only assume finitely many values, due to the finiteness of the set of edges.
The context of star graphs generalizes the class of Brownian motions on half lines,
which has been studied extensively in the past: Presumably, it started with first
path considerations by Kac [37] and Feller [20] and Feller’s and Wentzell’s analytic
examinations of semigroups in [19], [68] and [69]. Dynkin [13] and Hunt [31] pro-
vided the tools for a rigorous probabilistic study, and Le´vy’s [51] and Trotter’s [66]
studies on the fine structure of the paths of the Brownian motions and their local
times made it possible for Itoˆ and McKean to give the complete, pathwise descrip-
tion of all Brownian motions on R+ in [34]; for a more detailed historical overview,
we would like to refer the reader to [34, Section 2] and to [57].
Star graphs serve as the main building blocks in the study and construction
of general metric graphs. Recently, there is a growing interest in metric graphs,
networks and quantum graphs, and stochastic processes thereon. They arise in
many areas of physics, chemistry and engineering applications, for an elaborate
survey the reader may consult [46] and Kuchment’s introductory article [47]. A
collection of recent developments is found in the proceedings [25] and Mugnolo’s
monograph [54]. The research of continuous processes on graph-like structures
seems to be started by Baxter and Chacon in [4], who introduced the notion of
diffusions on graphs and transferred some classical one-dimensional results to this
setting. Since then, a wide variety of results and techniques evolved: Freidlin and
Wentzell investigated an averaging principle for processes on graphs in [26], which
was further developed by Barret and von Renesse with the help of Dirichlet methods
in [2]. Processes on special tree structures have been examined by Dean and Jansons
in [11] via excursion theory and by Krebs in [45] via Dirichlet forms. With the
help of graphs, Walsh [67] and Eisenbaum and Kaspi [15] studied and extended
classical one-dimensional results like local time properties. Particular Brownian
motions on graphs have been constructed and studied by Barlow, Pitman and Yor
in [1] via semigroup considerations, by Enriquez and Kifer in [17] as weak limits
of Markov chains, and by Georgakopoulos and Kolesko in [29] as weak limits of
graph approximations. In [49], Lejay develops simulation methods for diffusions
on graphs, which can also be applied in the Brownian context. Further results for
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continuous Brownian motions on star graphs have been researched by Najnudel
in [55] and Papanicolaou et al. in [56]. Fitzsimmons and Kuter conducted potential
theoretic investigations in the star graph setting in [36] and [23], and extended their
findings to general metric graphs in [24].
Kostrykin, Potthoff and Schrader achieved the classification and pathwise con-
struction of all Brownian motions on a metric graph which are continuous (up to
their lifetime) by giving a complete description of all continuous Brownian motions
on star graphs in [43], [44], and then gluing them together in [42]. Their works mark
the starting point of this article, in which we weaken the condition of continuity
to right continuity, which allows non-local effects to take place at the boundary.
By extending the findings and the construction approaches of the above-mentioned
works by Kostrykin, Potthoff and Schrader, and of Itoˆ–McKean’s extensive analysis
of the half-line case in [34], we will obtain the classification and a complete pathwise
construction for all right continuous Brownian motions on any star graph.
1.1. Classification of Brownian Motions. We give a short overview over the
possible behavior any Brownian motion may feature on a star graph (more gen-
erally, on a metric graph). By its very definition, the behavior of the process is
already fixed inside the edges, where it must run like the standard one-dimensional
Brownian motion. Therefore, the “non-Brownian” effects can only take place at the
vertices of the graph and still must respect (strongly) Markovian “characteristics”.
Thus, it is feasible to classify a Brownian motion by its local behavior, which is
reflected in its generator:
As mentioned above, the classical case of a “metric graph” with only one vertex
and one edge—that is the half line R+—is completely understood (see [34]). Here,
the generator A of a Brownian motion is a contraction of 12 ∆, with ∆ being the
Laplacian on R+. Its domain is then uniquely characterized by a set of constants
p1 ≥ 0, p2 ≥ 0, p3 ≥ 0 and a measure p4 on (0,∞), normalized by
p1 + p2 + p3 +
∫
(0,∞)
(
1 ∧ x) p4(dx) = 1,
which constitute the following non-local Feller–Wentzell boundary condition:
D(A) =
{
f ∈ C20(R+) :
p1 f(0)− p2 f ′(0+) + p3
2
f ′′(0+)−
∫
(0,∞)
(
f(x)− f(0)) p4(dx) = 0}.(1.1)
This result is easily extended to the case of a general metric graph G. Just like
in the case of the half line, the generator of a Brownian motion reads A = 12∆,
with ∆ now being the Laplacian on G. For every vertex v ∈ V there exist constants
pv1 ≥ 0, pv,e2 ≥ 0 for each e ∈ E(v), pv3 ≥ 0 and a measure pv4 on G\{v} with
pv1 +
∑
e∈E(v)
pv,e2 + p
v
3 +
∫ (
1− e−d(v,g)) pv4(dg) = 1,
such that the domain of A satisfies
D(A) ⊆
{
f ∈ C20(G) : ∀v ∈ V :
pv1 f(v)−
∑
e∈E(v)
pv,e2 f
′
e(v) +
pv3
2
f ′′(v)−
∫ (
f(g)− f(v)) pv4(dg) = 0},(1.2)
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Figure 1. The sticky Brownian motion
(|Bτ(t)|, t ≥ 0) on R+
with its local time (Lτ(t), t ≥ 0).
where E(v) is the set of edges incident with a vertex v, and f ′e(v) is the directional
derivative of f at v along the edge e.1
These results can be derived through various techniques: Classical proofs such
as in [68] and [21] are based on the analysis of the underlying semigroup, which
then were extended giving special attention on non-local boundaries in [52] and [48].
Other approaches are possible by analytic examinations of the resolvent in [58] or of
the Dirichlet form such as in [38] and [27], or by probabilistic methods via Dynkin’s
formulas like in [40] and [34], or by the excursion theory of [33]. As our goal is
a pathwise construction, we will be more interested in a method which obtains
the generator via a probabilistic method rather than by analytic means: Dynkin’s
formula gives access to the generator directly through the local exit behavior of
the process. It states that, under certain conditions, the generator A of a strong
Markov process X on a state space E can be computed by
Af(x) = lim
n→∞
Ev
(
f
(
X(τεn)
))− f(x)
Ex(τεn)
, f ∈ D(A), x ∈ E,(1.3)
with (εn, n ∈ N) being a sequence of positive numbers converging to 0 and τεn being
the first exit time of X from the closed ball Bx(εn).
Surprisingly, the components of the “generator data” given in equation (1.2)(
pv1, (p
v,e
2 )e∈E(v), p
v
3, p
v
4
)
v∈V(1.4)
have, for the most part, easy probabilistic interpretations. We briefly explain
their effects for Brownian motions on the half line R+, where their set (1.4) of
defining boundary weights reduces to (p1, p2, p3, p4) of equation (1.1): If B =
(Bt, t ≥ 0) is the Brownian motion on R, then the reflecting Brownian motion
|B| = (|Bt| , t ≥ 0) is a Brownian motion on R+ which is characterized by its bound-
ary set (p1, p2, p3, p4) = (0, 1, 0, 0). If instead we consider the “absorbed” process
(Bt∧H0 , t ≥ 0) which results from stopping B at the time H0 := inf{Bt = 0}
of B hitting 0 for the first time, it turns out that this is a Brownian motion
1For a star graph, the set of vertices is just V = {0}, and E(0) = E in this case.
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on R+ with (p1, p2, p3, p4) = (0, 0, 1, 0). On the other hand, the boundary set
(p1, p2, p3, p4) = (1, 0, 0, 0) is implemented by the “Dirichlet” process B
D,
BDt :=
{
Bt, t < H0,
∆, t ≥ H0,
constructed by killing B at H0 (this is not a Brownian motion in the sense of our
definition, as Markov processes will always be assumed to be normal in this work).2
Thus, p1, p2, p3 can be interpreted as the “weights” governing the killing, re-
flection and stickiness at the origin. These effects are especially illuminated when
examining the following “mixed” cases, as surveyed in [41]: The “quasi absorbed
case” (p1, p2, p3, p4) = ( 6=0, 0, 6=0, 0) can be realized by stopping the Brownian mo-
tion B at the origin for an exponentially distributed random time, independent of
B, and then killing it. The “elastic case” (p1, p2, p3, p4) = (6=0, 6=0, 0, 0) is obtained
by killing the reflecting Brownian motion |B| when its local time at the origin ex-
ceeds some exponentially distributed random time, independent of |B|. Finally,
the “sticky case” (p1, p2, p3, p4) = (0, 6=0, 6=0, 0) is achieved by “slowing down” the
reflecting Brownian motion |B| at the origin: With (Lt, t ≥ 0) being its local time
at the origin, define the function τ−1 : t 7→ t+ p3p2 Lt. Then the “sticky” boundary
condition is realized by the time changed Brownian motion
(|Bτ(t)|, t ≥ 0), see
figure 1. The complete “local” case (p1, p2, p3, p4) = ( 6=0, 6=0, 6=0, 0) is a mixture
of the sticky and the elastic case: It is achieved by killing the sticky Brownian
motion
(|Bτ(t)|, t ≥ 0) once its local time (Lτ(t), t ≥ 0) at the origin exceeds some
exponentially distributed, independent random time.
The measure p4 now introduces jumps of the resulting process from the origin
to points other than the absorbing cemetery point ∆. If p4 is finite, then this
jump measure can be implemented just like the jumps of a compound Poisson
process: Starting with the Brownian motion realizing the local boundary condition
(p1, p2, p3, 0), we restart this process—if it has not been killed already—whenever its
local time at the origin exceeds some independent, exponentially distributed random
time with rate proportional to p4((0,∞)), at some point chosen independently by
the probability measure p4p4((0,∞)) , see figure 2. In the case of an infinite measure p4,
the description of the complete process is not as easy: As the finite case already
suggests, the resulting process will be a Brownian motion which implements the
local boundary conditions and jumps out of the origin like a subordinator with
Le´vy measure p4, run on the time axis of the local time. A detailed construction
of such paths will be given later.
These results can be transferred directly to the case of a metric graph G, where
the boundary weights
(
pv1, (p
v,e
2 )e∈E(v), p
v
3, p
v
4
)
govern the local behavior at a vertex
v ∈ V. The only additional effect which arises here is that the process can usually
leave the vertex v on more than one edge. Thus, the reflection weight pv2 is split up
into partial weights pv,e2 , e ∈ E(v). For any excursion which exits v continuously,
the starting edge of this excursion is then chosen independently by the distribution(
pv,e2 /p
v
2, e ∈ E(v)
)
, with pv2 :=
∑
e∈E(v) p
v,e
2 .
Accepting these rather illustrative descriptions for the moment, it is clear that
in absence of the jumping measure p4, the Brownian motion may be realized by a
2We are using the conventional symbol ∆ for both the cemetery point of a Markov process and
the Laplace operator. Due to the different contexts, there should be no danger of confusion.
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Figure 2. Implementation of jumps for Brownian motions on R+:
Starting with the sticky Brownian motion, restart the process
whenever its local time exceeds some level Sn at a point chosen by
p4 + p1 ε∆, resulting a Brownian motion X with boundary weights
(p1, p2, p3, p4).
process which is continuous up to its lifetime. On the other hand, the case p4 6= 0
can only be achieved by a discontinuous process.
1.2. Construction Approach. As already mentioned, the boundary conditions
on the edges can be implemented via path transformations of an easy prototype
process like the reflecting Brownian motion or a suitable Walsh process: The killing
parameter is introduced by killing with respect to the pseudo inverse of the local
time, which turns out to be a terminal time, or equivalently, by killing with respect
to a multiplicative functional. Stickiness can be implemented by the time change
relative to the local time, which is an additive functional. These transformations
are classical and well understood, and a complete construction of this type was
already obtained in [43] and [44]. However, the implementation of jumps seems to
be a non-standard problem, which has not been considered in our context yet.
For finite jump measures, we will use the technique of “killing and reviving” a
(strong) Markov process, which proceeds as follows: We construct the concatenation
of a sequence of Markov processes (Xn, n ∈ N) to form a new Markov process that
behaves like X1 until this process dies, afterwards is “revived” as X2 at some point
chosen by a probability kernel which takes “Markovian information of X1 until
its death” into account, then behaves like X2 until it dies, and so on. Having this
general concept of concatenation at our disposal, we now take independent copies of
one basis process X0 which dies “conveniently”, and revive them with appropriate
kernels in order to introduce the required jumps. This technique will be shortly
introduced in subsection 3.1, and then applied to the Brownian construction in
subsection 3.2.
The pathwise solution for infinite jump measures will pose a completely different
challenge. In this case, just as in the context of a general Le´vy process, the resulting
process needs to feature infinitely many “small” jumps in arbitrarily small time
intervals, so the jumps will not be arrangeable in time and the process cannot be
constructed by the successive concatenation of a countable product of independent
subprocesses. Here, we will employ a local, “bare hand” construction, utilizing the
ingenious ideas of Itoˆ and McKean which we explain at the beginning of section 4
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in order to put the reader in the position to understand our generalization to the
star graph. The proof of the (strong) Markov property of the resulting process will
be highly non-trivial, and we will only succeed by utilizing Galmarino’s results [28]
on the characterization of stopped σ-algebras.
1.3. Applications and Upcoming Work. As we give a complete description of
the pathwise construction for every possible Brownian motion on a star graph, our
results can be directly applied to problems which are centered around the paths
of these processes, such as studies on the fine structure or simulation techniques.
On the other hand, we will use Brownian motions on star graphs as prototype
components to obtain the construction of Brownian motions on general metric
graphs in an upcoming work.
2. Definitions and Fundamental Properties
Before we begin with our constructions, we give a concise introduction to Markov
processes, star graphs and Brownian motions on star graphs. In this section, we
summarize the underlying main definitions and collect some of the results.
2.1. Markov Processes. We understand a Markov process X on a Radon space E
(equipped with a σ-algebra E ) to be defined in the canonical sense of the standard
works of Dynkin [14], Blumenthal–Getoor [6] and Sharpe [64], that is, as a sextuple
X =
(
Ω,G , (Gt, t ≥ 0), (Xt, t ≥ 0), (Θt, t ≥ 0), (Px, x ∈ E)
)
with the following properties: (Xt, t ≥ 0) is a right continuous, E-valued stochastic
process on the measurable space (Ω,G ), adapted to the filtration (Gt, t ≥ 0), and
equipped with shift operators (Θt, t ≥ 0) on Ω. (Px, x ∈ E) is a family of probability
measures satisfying X0 = x Px-a.s. for all x ∈ E (normality of the process), such
that for all t ≥ 0, B ∈ E , x 7→ Px(Xt ∈ B) is measurable and the Markov property
holds:3,4
∀x ∈ E, s, t ≥ 0, f ∈ bE : Ex
(
f(Xs+t)
∣∣Gs) = EXs(f(Xt)).(2.1)
Every Markov process X has an associated semigroup (Tt, t ≥ 0) and resolvent
(Uα, α > 0), defined for all f ∈ pE ∪ bE by
Ttf(x) := Ex
(
f(Xt)
)
, Uαf(x) := Ex
(∫ ∞
0
e−αt f(Xt) dt
)
, x ∈ E.
If (Xt, t ≥ 0) is right continuous, the Markov property (2.1) is equivalent to its
Laplace-transformed version, that is, for all α > 0, s ≥ 0, f ∈ bC(E):
Ex
(∫ ∞
0
e−αt f(Xs+t) dt
∣∣∣Gs) = Uαf(Xs).(2.2)
A Markov process X is said to be strongly Markovian with respect to a filtration
(Gt, t ≥ 0), if for any (Gt, t ≥ 0)-stopping time τ ,
∀x ∈ E, s, t ≥ 0, f ∈ bE : Ex
(
f(Xt+τ )
∣∣Gτ+) = EXs(f(Xτ )),(2.3)
3For any σ-algebra E , we define bE , pE to be the sets of all E -measurable functions which are
bounded, non-negative respectively, as well as bpE := bE ∩ pE .
4For convenience, we omit the qualifier “a.s.” in equations which contain conditional
expectations.
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which then can be lifted to the universal completion F of σ(Xs, s ≥ 0) by using
the monotone class theorem:
∀x ∈ E, Y ∈ bF : Ex
(
Y ◦Θτ 1{τ<∞}
∣∣Gτ+) = EXτ (Y )1{τ<∞}.(2.4)
Given a strong Markov process X, its resolvent can be localized at any stopping
time τ with the help of Dynkin’s formula [14, Section 5.1]
Uαf(x) = Ex
(∫ τ
0
e−αt f(Xt) dt
)
+ Ex
(
e−ατ Uαf(Xτ )1{τ<∞}
)
.(2.5)
A Markov process X is a Feller process, if its semigroup is C0-Feller,5 that is, if
(i) TtC0(E) ⊆ C0(E) for all t ≥ 0, and
(ii) limt↓0 Ttf(x) = f(x) for all f ∈ C0(E), x ∈ E.
Here, (ii) is already implied by the assumed right continuity and normality of any
Markov process. Furthermore, it is well-known (cf. [42, Appendix B]) that (i) can
be equivalently replaced by the corresponding condition of the resolvent, that is,
UαC0(E) ⊆ C0(E) for all α > 0.(2.6)
Every Feller process X is uniquely characterized by its weak C0-generator
A : D(A)→ C0, Af(x) := lim
t↓0
Ttf(x)− f(x)
t
,(2.7)
with its domain D(A) being to set of all f ∈ C0 for which the right-hand limit exists
and constitutes a function in C0.
Whenever it is convenient and possible, we will treat a Markov process in the
context of right processes (which necessitates the switch to the usual hypotheses)
to ensure that transformations like killing, time change or revival produce a strong
Markov process again (cf. [64, Chapter II]).
For the most part, however, we will work in the basic setting as described above.
Then, Galmarino’s theorem [28] (see also [12, Chapter IV, 99–101], [40, Theo-
rem 3.2.13]) gives the following characterization of the stopped σ-algebra F 0τ of
the canonical filtration F 0t = σ(Xs, s ≤ t), t ≥ 0, of a right continuous stochastic
process (Xt, t ≥ 0) on Ω for an (F 0t , t ≥ 0)-stopping time τ :
F 0τ = σ(Xt∧τ , t ≥ 0),(2.8)
in case there exist stopping operators (αt, t ≥ 0) on Ω, satisfying Xs ◦ αt = Xs∧t
and αs ◦ αt = αs∧t for all s, t ≥ 0.
At times, we need some basic properties of Le´vy processes. Furthermore, we will
make use of centering and translation operators Γ, (γx, x ∈ E) on Ω, satisfying
∀t ≥ 0, x, y ∈ E : Xt ◦ Γ = Xt −X0, Xt ◦ γx = Xt + x, γx ◦ γy = γx+y.
Then, similar to shift operators (Θt, t ≥ 0), utilizing the spatial homogeneity of a
Le´vy process X, we have for all x, y ∈ E, F ∈ bF :
Ex(F ◦ Γ) = E0(F ), Ex(F ◦ γy) = Ex+y(F ).(2.9)
5For a locally compact space E with countable base, C0(E) is the set of all continuous functions
which vanish at infinity. The space of all continuous and bounded functions on E is denoted
by bC(E).
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Just as in the case of shift operators, there exist natural centering and translation
operators in the path-space setting, namely
Θt(ω) := ω(t+ · ), Γ(ω) := ω − ω(0), γx(ω) := ω + x, x ∈ E.(2.10)
2.2. Star Graphs. A star graph is a metric graph with only one vertex 0 and a
finite set of (external) edges E , that is, it is represented by
G = {0} ∪
⋃
e∈E
({e} × [0,+∞)),
with the endpoint (e, 0) of each edge e ∈ E being identified with the vertex 0.
The notion of shortest distances induced by the Euclidean metric on the edges
establishes a metric on G. Inside G\{0}, the topology of the edges equals the
Euclidean one-dimensional topology of intervals, as the open ε-balls read
∀e ∈ E , x > 0, ε < x : Bε
(
(e, x)
)
= {e} × (x− ε, x+ ε),
while on the star vertex, the edges are glued together:
∀ε > 0 : Bε(0) =
⋃
e∈E
{e} × [0, ε).
In particular, G is a Polish space.
Every real-valued function f on a star graph G is represented by a collection of
functions (fe, e ∈ E) for fe : [0,+∞)→ R, with fe(x) = f
(
(e, x)
)
, x ∈ [0,+∞). As
the endpoints of the edges are identified, the values at 0 must coincide:
∀e ∈ E : fe(0) = f
(
(e, 0)
)
= f(0).
In every small neighborhood of a non-vertex point g ∈ G\{0}, a real valued
function f on G can locally be interpreted as a function on some interval of R.
Thus, the differentiability of fe at x induces the notion of differentiability of f
at g = (e, x) ∈ G\{0}. The concept of differentiation at the vertex is as follows:
Definition 2.1. Let f : G → R be a function on G, and e ∈ E . Then the directional
derivative of f at 0 along e is defined by
f ′e(0) := lim
x→0,x>0
f ′(e, x).
whenever the right-hand side exists.
Definition 2.2. Let C0,20 (G) be the subspace of all functions f in C0(G), which are
twice continuously differentiable on G\{0}, such that for every e ∈ E , the limit
f ′′e (0) := lim
x→0,x>0
f ′′e (x)
exists, and f ′′e vanishes at infinity. Let C20(G) be the subset of those functions f
in C0,20 (G), for which f ′′ extends from G\{0} to a function in C0(G).
We will mainly be concerned with the following operator on C20(G):
Definition 2.3. The Laplacian ∆ on G is defined by
∆: C20(G)→ C0(G), f 7→ ∆(f) := f ′′.
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2.3. Brownian Motions on Star Graphs. Extending the definition of [42] and
[40, Chapter 6] to the discontinuous setting of [34], we define a Brownian motion
on a star graph G (more generally, on a metric graph G) to be a right continuous,
strong Markov process on G which behaves on every edge like the standard one-
dimensional Brownian motion. That is, the local coordinate of such a process,
if stopped once it leaves its starting edge, needs to be equivalent to the Brownian
motion on R, stopped when leaving the corresponding interval of the process’ initial
edge:
Definition 2.4. Let X =
(
Ω,G , (Gt)t≥0, (Xt)t≥0, (Θt)t≥0, (Px)x∈E
)
be a right con-
tinuous, strong Markov process on a metric graph G. X is a Brownian motion on G,
if for all g = (e, x) ∈ G, the random time
HX := inf
{
t ≥ 0 : Xt /∈ e0
}
, with e0 = {e} × (0, ρe),
is a (Gt, t ≥ 0)-stopping time, and for all n ∈ N, f1, . . . , fn ∈ bB(G), t1, . . . , tn ∈ R+,
E(e,x)
(
f1(Xt1∧HX ) · · · fn(Xtn∧HX )
)
= EBx
(
f1(e,Bt1∧HB ) · · · fn(e,Btn∧HB )
)
holds, with B being the Brownian motion on R andHB := inf
{
t ≥ 0 : Bt /∈ (0, ρe)
}
.
The technical requirement of the first hitting time HX of the closed set {e0
being a stopping time is always satisfied if we are working in the context of usual
hypotheses (cf. [64, Sections 10, A.5]). It can also be achieved if we ensure the
continuity of the process X until HX (see [3, Theorem 49.5]), that is, continuity
while the process runs inside any edge. While the latter condition is not implied
by the above definition, it is a desirable property which may be implemented by
constructing a Brownian motion on a metric graph with continuous excursions of
a “standard” one-dimensional Brownian motion, as done in sections 3 and 4.
We give the main result on the classification of Brownian motions on star graphs:
Theorem 2.5. Let X be a Brownian motion on star graph G with star point 0.
Then X is a Feller process with generator A = 12∆, and there exist constants p1 ≥ 0,
pe2 ≥ 0 for each e ∈ E, p3 ≥ 0 and a measure p4 on G\{0} with
p1 +
∑
e∈E
pe2 + p3 +
∫
G\{0}
(
1− e−x) p4(d(e, x)) = 1,
and
p4
(G\{0}) = +∞, if ∑
e∈E
pe2 + p3 = 0,(2.11)
such that the domain of A reads
D(A) =
{
f ∈ C20(G) :
p1f(0)−
∑
e∈E
pe2f
′
e(0) +
p3
2
f ′′(0)−
∫
G\{0}
(
f(g)− f(0)) p4(dg) = 0}.
Furthermore, X is uniquely characterized by this set of normalized constants.
The above theorem can be proved similarly to the half-line setting with the help
of Dynkin’s formula for the generator (1.3) (cf. [40, Lemma 6.2], [34, Section 8],
and [42, Lemma 3.2]), giving special attention to the graph topology. A proof
for general metric graphs can be found in [70, Section 20.3]. Notice that we use
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the equivalent normalization 1 − e−x, instead of the classical 1 ∧ x, for the jump
measure p4, which will turn out to be more suitable in our context.
In general, the approach via Dynkin’s formula only gives necessity of the bound-
ary condition. For later use, we prove the following result which assures sufficiency:
Lemma 2.6. Let X be a Brownian motion on a star graph G with star point 0,
and let p1 ≥ 0, pe2 ≥ 0 for each e ∈ E, p3 ≥ 0 and a measure p4 on G\{0} be given
with
p1 +
∑
e∈E
pe2 + p3 +
∫
G\{0}
(
1− e−x) p4(d(e, x)) > 0,
such that the generator of X is A = 12∆ and its domain satisfies D(A) ⊆ D , with
D :=
{
f ∈ C20(G) :
p1f(0)−
∑
e∈E
pe2f
′
e(0) +
p3
2
f ′′(0)−
∫
G\{0}
(
f(g)− f(0)) p4(dg) = 0}.
Then D(A) = D .
Proof. For α > 0, consider 12∆ = αf with f ∈ D . It suffices to show that f ≡ 0 is
the only possible solution (see, e.g., [14, Lemma 1.1, Theorem 1.2]).
The function f solves the differential equation 12∆ = αf on every edge, so it
must be of the form
f(e, x) = ce1 e
−√2αx + ce2 e
√
2αx, e ∈ E , x ≥ 0,
for some ce1, c
e
2 ∈ R, for each e ∈ E . Since f needs to vanish at infinity (because
f ∈ C0(G)), it is ce2 = 0 for all e ∈ E . But then, in order to be continuous at the star
vertex, all the ce1 need to coincide. Therefore, setting c
e
1 = c for all e ∈ E results in
f(e, x) = c e−
√
2αx, e ∈ E , x ≥ 0.
As f ∈ D(A) ⊆ D , the boundary condition for f now yields
c
(
p1 +
√
2α
∑
e∈E
pe2 + αp3 +
∫
G\{0}
(
1− e−
√
2αx
)
p4
(
d(e, x)
))
= 0,
which is only possible for c = 0, because all of the summands in the parentheses
are non-negative, but must add up to a positive number.
Thus 12∆f = αf , f ∈ D , is only solved by f = 0, completing the proof. 
We are ready for the pathwise constructions. For convenience, we have collected
basic information on some prototype Brownian motions on the half line, the Walsh
process, and easy, but non-standard results on Brownian local time in Appendix A.
3. Construction for Finite Jump Measures
The upcoming, extensive construction in section 4 is only necessary for jump
measures p4 which admit p4
(G\{0}) = +∞. If p4 is a finite measure on G\{0},
there is a much simpler way to construct a Brownian motion X on the star graph G
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with generator domain
D(A) =
{
f ∈ C20(G) :
p1f(0)−
∑
e∈E
pe2f
′
e(0) +
p3
2
f ′′(0)−
∫
G\{0}
(
f(g)− f(0)) p4(dg) = 0},
which we briefly cover now. To this end, we prepare a technique for introducing
isolated jumps:
3.1. The Technique of Successive Revivals. We will shortly review the tech-
nique of concatenation: Given a sequence of right processes Xn on Ωn with life-
times ζn on disjoint state spaces En, n ∈ N, we can glue them together to a
process X on
⋃
nE
n by setting on Ω :=
∏
n∈N Ω
n, for ω := (ωn, n ∈ N) ∈ Ω, t ≥ 0,
Xt(ω) :=

X1t (ω
1), t < ζ1(ω1),
X2t−ζ1(ω1)(ω
2), ζ1(ω1) ≤ t < ζ1(ω1) + ζ2(ω2),
X3t−(ζ1(ω1)+ζ2(ω2))(ω
3), ζ1(ω1) + ζ2(ω2) ≤ t < ζ1(ω1) + · · ·+ ζ3(ω3),
...
...
∆, t ≥∑n∈N ζn(ωn).
The revival point after each death is chosen by “memoryless” kernels Kn which take
the “information” of Xn until its death into account, so-called transfer kernels Kn
from Xn to (Xn+1, En+1), which are introduced in [64, Section 14]. We will not
define them here, because deterministic transfer kernels of the form
Kn(x, dy) = q(dy), x ∈ En,
for a probability measure q on En+1 will turn out to be sufficient for our applica-
tions. Given such kernels Kn, n ∈ N, the distribution of the concatenated process X
is given by the initial measures
Px(dω1, . . . , dωn−1, dωn, dωn+1, . . .)
:= δ[∆1](dω
1) · · · δ[∆n−1](dωn−1)Pnx(dωn)Kn(ωn, dxn+1)Pn+1xn+1(dωn+1) · · ·
for any x ∈ En, n ∈ N.
In [71, Section 2.3] we extended the results of [64, Section 14] on the concatena-
tion of right processes and achieved the following result:
Theorem 3.1. Let (Xn, n ∈ N) be a sequence of right processes on disjoint spaces
(En, n ∈ N), such that the topological union E := ⋃n∈NEn is a Radon space,
and let a transfer kernel Kn from Xn to (Xn+1, En+1) be given for each n ∈ N.
Then the concatenation X of the processes (Xn, n ∈ N) via the transfer kernels
(Kn, n ∈ N) is a right process on E. With Rn := inf{t ≥ 0 : Xt ∈ En+1}, for all
n ∈ N, x ∈ ⋃nj=1Ej, f ∈ bE n+1,
Ex
(
f(XRn)1{Rn<∞}
∣∣FRn−) = Knf ◦ pin 1{Rn<∞}.
Now, let a single right process X0 on E be given, together with a transfer
kernel K0 from X0 to (X0, E). Define the sequences
Xn := {n} ×X0, Kn := δn+1 ⊗K0, n ∈ N.(3.1)
Then the Xn, n ∈ N, are right processes on disjoint spaces En := {n} × E, Kn
are transfer kernels from Xn to (Xn+1, En+1), and the concatenation X is a right
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process on E˜ :=
⋃
nE
n = N×E. Now discard the first coordinate by applying the
projection pi : N × E → E to X. By checking the consistency condition for state-
space transformations (see [64, Section 13], [71, Section 3]), we see that Xq := pi(X)
is a right process on E. It is the instant revival process constructed of independent
copies of X0, which are revived after each death by the revival distribution q.
3.2. Construction of Brownian motions on Star Graphs (Finite Measure).
Let p1 ≥ 0, pe2 ≥ 0 for each e ∈ E , p3 ≥ 0, and p4 be a finite measure on G\{0},
normalized by
p1 +
∑
e∈E
pe2 + p3 +
∫
G\{0}
(
1− e−x) p4(d(e, x)) = 1, with p2 := ∑
e∈E
pe2.
If p2 > 0, following the construction of [43] and [44], start with the Walsh
process W on G with reflection weights (qe2 = pe2/p2, e ∈ E) and local time (Lt, t ≥ 0)
at the vertex 0. Then implement the stickiness parameter p3 by “slowing down” W
at the vertex via the canonical approach of time change, as given in [44, Section 2]:
For γ := p3/p2, introduce the new time scale τ by defining its inverse by
τ−1 : R+ → R+, t 7→ t+ γ Lt,
and consider the sticky Walsh process
W st := Wτ(t), t ≥ 0,
with its new local time Lst = Lτ(t), t ≥ 0, as seen in [44, Equation (2.22)]. Next,
following [44, Section 3], introduce an exponentially distributed random variable S
with rate β := p1+p4(G\{0})p2 , independent of W
s, and kill W s when its local time
exceeds S, that is, at the random time
ζβ,γ := inf{t ≥ 0 : Lst > S},
to obtain the process
W gt :=
{
W st , t < ζβ,γ ,
∆, t ≥ ζβ,γ .
Then [44, Theorem 3.7] shows that W g is a Brownian motion on G with generator
D(Ag) =
{
f ∈ C20(G) :(
p1 + p4(G\{0})
)
f(0)−
∑
e∈E
pe2f
′
e(0) +
p3
2
f ′′(0) = 0
}
.
Now adjoin an absorbing, isolated point  to the state space G and let Xq be
the instant revival process resulting from W g, as explained in subsection 3.1, where
the original process W g is revived, whenever it dies, with the transfer kernel
∀g ∈ G : K0(g, · ) := q, with q := p1 ε + p4
p1 + p4(G\{0}) .
The revival procedure transforms the generator in the expected way, that is, the
killing parameter is resolved in the jump (revival) measure (a proof is found in
Appendix B):
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Lemma 3.2. Let X• be a Brownian motion on the star graph G with generator
D(A•) =
{
f ∈ C20(G) :
p1f(0)−
∑
e∈E
pe2f
′
e(0) +
p3
2
f ′′(0)−
∫
G\{0}
(
f(g)− f(0)) p4(dg) = 0}.
and lifetime ζ. Let q be a probability measure on G, and Xq be the identical copies
process, resulting from successive revivals (see subsection 3.1) of X0 := X• with
the revival kernel K0 = q. If ϕα := E ·
(
e−αζ
) ∈ C0(G) and 1− ϕα ∈ D(A•) for all
α > 0, then Xq is a Brownian motion on G with generator
D(Aq) =
{
f ∈ C20(G) :
−
∑
e∈E
pe2f
′
e(0) +
p3
2
f ′′(0)−
∫
G\{0}
(
f(g)− f(0)) (p4 + p1 q)(dg) = 0}.
Here, the requirements on the functions ϕα, α > 0, are fulfilled, as seen in [43,
Lemma 1.12] and [44, Corollary 3.5], for g = (e, x) ∈ G, we have:
ϕα(g) = Eg
(
e−αH0
)
E0
(
e−αζ
)
= e−
√
2αx p1 + p4(G\{0})(
p1 + p4(G\{0})
)
+
√
2αp2 + αp3
.
Thus, Xq is a Brownian motion on G ∪ {} with generator
D(Aq) ⊆
{
f ∈ C20(G) :
−
∑
e∈E
pe2f
′
e(0) +
p3
2
f ′′(0)−
∫
(G\{0})∪{}
(
f(g)− f(0)) (p1 ε + p4)(dg) = 0}.
Finally, map the absorbing set {} to ∆ by considering
ψ : G → G\F, x 7→ ψ(x) :=
{
x, x ∈ G\F,
∆, x ∈ F,(3.2)
for the isolated set F := {}. It is easy to verify the requirements of [64, Theo-
rem (13.5)] in order to show that ψ(Xq) is a right (and thus, strongly Markovian)
process. In general, by mapping an isolated set F to the cemetery point ∆, all
jumps to F are transformed to immediate killings, so p4(F ) is transformed to an
additional killing weight p1 (see Appendix B for the proof):
Lemma 3.3. Let X be a Brownian motion on G with generator
D(AX) ⊆
{
f ∈ C20(G) :
p1f(0)−
∑
e∈E
pe2f
′
e(0) +
p3
2
f ′′(0)−
∫
G\{0}
(
f(g)− f(0)) p4(dg) = 0},
and F ( G be an isolated, absorbing set for X. Let Y := ψ(X) be the process
on G\F resulting from killing X on F , with ψ as given in equation (3.2). Then the
domain of the generator of Y satisfies
D(AY ) ⊆
{
f ∈ C20(G\F ) :(
p1 + p4(F )
)
f(0)−
∑
e∈E
pe2f
′
e(0) +
p3
2
f ′′(0)−
∫
G\(F∪{0})
(
f(g)− f(0)) p4(dg) = 0}.
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Thus, the generator of the mapped Brownian motion X := ψ(Xq) on G satisfies
D(A) ⊆
{
f ∈ C20(G) :
p1f(0)−
∑
e∈E
pe2f
′
e(0) +
p3
2
f ′′(0)−
∫
G\{0}
(
f(g)− f(0)) p4(dg) = 0}.
However, X is a Brownian motion on a star graph, so Lemma 2.6 asserts that D(A)
indeed equals the right-hand set.
If p2 = 0 and p3 > 0 (the case p2 = 0 and p3 = 0 is impossible if p4 is finite, as
seen in (2.11)), the resulting process is simpler. In this case, the construction follows
exactly the same lines as above, except that instead of considering a standard Walsh
process W , we start with a Walsh process W a absorbed at the vertex 0, which is
then killed when W a has stopped at 0 for an independent, exponentially distributed
time with rate β := p1+p4(G\{0})p3 . As seen in [43, Subsection 1.4], the domain of the
resulting Brownian motion W e reads
D(Ae) =
{
f ∈ C20(G) : βf(0) +
1
2
f ′′(0) = 0
}
=
{
f ∈ C20(G) :
(
p1 + p4(G\{0})
)
f(0) +
p3
2
f ′′(0) = 0
}
.
The remaining construction for the implementation of the jumps then proceeds as
above.
4. Construction for Infinite Jump Measures
The above-described method of successive revivals only implements finite jump
measures p4. In the infinite case, we need a completely different approach.
4.1. Itoˆ–McKean’s Construction. In [34], Itoˆ and McKean obtained a complete
pathwise construction of a Brownian motion on R+ for any given set (p1, p2, p3, p4)
of boundary conditions. Especially, they managed to implement jumps for an in-
finite measure p4. In this case, the Brownian motion, when started at or hitting
the origin, needs to perform infinitely many small jumps in some arbitrarily small
time interval. Thus, just like when considering excursions of the one-dimensional
Brownian motion from any point, it is not possible to enumerate them in temporal
order to construct the complete process via successive independent copies of killed
Brownian motions, as described in section 3. However, Itoˆ and McKean managed
to give an ingenious transformation formula for the paths of a reflecting Brownian
motion with the help of a subordinator with Le´vy measure p4 in order to implement
the correct excursions from the origin, which will be explained in the following.
Without being able to verify whether the following chain of arguments really led
them to their solution (a little bit on the history of their findings can be looked up
in [30, Section 4.7]), we try to motivate their approach: As jumps are only possible
if the process is at the origin, they appear on the timeline of the local time at the
origin. Furthermore, there is at most one jump at a time, and jumps need to be
independent, in the sense that they need to exhibit a Markovian character, as any
Brownian motion on R+ is strongly Markovian. By the renewal characterization
for point processes (cf. [33, Theorem 3.1]), it is therefore natural to expect that the
jumps are guided by a Poisson point process (or equivalently, by a subordinator)
with Le´vy measure p4, on the timeline of the local time. Thus, starting with a
reflecting Brownian motion |B|, we try to superpose |B| with a subordinator P :
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Figure 3. Construction approach for Brownian motions on R+:
The idea of t 7→ |Bt|+P (Lt), illustrated in the above graph, fails, as
the process must switch to a standard Brownian motion after each
jump until the next hit of zero, as shown in the graph of X below.
The blue lines mark the starting heights of the “jump excursions”,
as well as (in the graph for X) the time elapsed until the switchover
back to the reflecting Brownian motion.
The na¨ıve approach of considering the process t 7→ |Bt| + P (Lt) fails, as shown
in figure 3, because, after each jump, the process must behave like a standard
Brownian motion—in contrast to a reflecting one—until the next hit of the origin.
Therefore, the goal is to find a way to toggle between reflecting Brownian motion
and standard Brownian motion on the level of paths. As seen in Le´vy’s character-
ization of the local time (cf. Theorem A.11), for a reflecting Brownian motion |B|
with local time L at the origin, the process |B|−L behaves like a standard Brownian
motion. So the main idea is to toggle the paths |B| and |B| − L, more accurately:
Start with |B| until the first jump is introduced by P , say of height h > 0, then
switch to the “jump excursion” h+ |B|−L until this part hits the origin again, then
toggle back to |B|, and so on. As |B| is non-negative and L only grows when |B| is
at the origin, the partial process h+ |B| − L hits zero exactly when L is increased
by h. Following this thought, the prototype of the process should be of the form
t 7→ |Bt| − Lt + F (Lt) for some random function F which is the identity while
the reflecting Brownian motion needs to be in place, jumps by h whenever a jump
excursion with jump height h > 0 needs to be started, and then is constant for h
units of time. Such a function is obtained by the choice F = P ◦ P−1, with P−1
being the right continuous pseudo-inverse of the subordinator P :
P−1 : [0,∞)→ [0,∞], P−1(t) := inf{s ≥ 0 : P (s) > t}.
Pseudo-inverses and functions of the form P ◦P−1 are examined in detail in Appen-
dix C.1. For now, we recommend the graphs of figure 4 to the reader: The upper
right hand graph contains the jumps of the Poisson point process (in black) and its
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Figure 4. Itoˆ–McKean’s construction of Brownian motions on R+
associated subordinator P with an additional deterministic drift (in red), the lower
left hand graph shows the resulting process P ◦ P−1 which exactly features the
properties stated above, that is, being a diagonal, interrupted by upper isosceles
triangles. In summary, Itoˆ–McKean’s solution is the process
Xt = |Bt| − Lt + P
(
P−1(Lt)
)
, t ≥ 0,
which is shown in the lower right hand graph of figure 4. Proving that this process
is a (strong) Markov process and indeed introduces the correct jump measure p4
is not an easy task and is done in [34, Sections 13–15]. We will take up this
challenge in subsections 4.3–4.10 when we extend Itoˆ–McKean’s construction to
the star graph. Afterwards, the missing killing and stickiness parameters p1 and p3
can be introduced by the standard procedure of “slowing down” the process X by
time changing it with respect to its local time at the origin, and then kill it once its
new local time exceeds some independent, exponentially distributed random time,
see [34, Sections 10, 15] or subsection 4.12.
We end the treatment of the half-line case by noting that, of course, there are
other ways to analyze and construct Brownian motions on R+. A natural approach
is via Itoˆ excursion theory, see, e.g., [59], [61, Section VI.57], or [5].
4.2. Construction. We are going to construct all Brownian motions on a star
graph by extending the Itoˆ–McKean’s approach of [34] for the half-line case, which
was just explained above.
In all that follows, let G be a fixed star graph with star vertex 0 and set of edges E .
For keeping notations readable in the following construction, we will assume that
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E = {e1, . . . , en} holds with n = |E|. As usual, we consider the representation
G = {0} ∪
n⋃
i=1
({ei} × [0,∞))
of the graph G, with all initial points (e, 0), e ∈ E , being identified with the vertex 0.
Furthermore, with regard to the assertions of Feller’s Theorem 2.5, we assume
that we are given a fixed set of boundary weights
p1 ≥ 0, pe2 ≥ 0 for each e ∈ E , p3 ≥ 0, p4 measure on G\{0},
satisfying
∫
G\{0}
(
1− e−x) p4(d(e, x)) < +∞ and
p4
(G\{0}) = +∞, if p3 = 0 and pe2 = 0 for all e ∈ E .
We define the total and partial reflection weights
p2 :=
∑
e∈E
pe2, for e ∈ E : qe2 :=
{
pe2/p2, if p2 6= 0,
1/n, if p2 = 0,
and decompose the jump measure on the separate edges by introducing for each
edge e ∈ E a measure pe4 on (0,+∞) by
pe4(A) := p4
({e} ×A), A ∈ B((0,+∞)).
Then the measures pe4, e ∈ E , also satisfy∫
(0,∞)
(
1− e−x) pe4(dx) < +∞,
and pe4
(
(0,∞)) = +∞ holds for some e ∈ E , if p3 = 0 and pe2 = 0 for all e ∈ E .
Remark 4.1. The reader may notice that we do not require the normalization of
the parameters
(
p1, (p
e
2)e∈E , p3, p4
)
.
In the following, we will always assume that p2 > 0 or that p4 is infinite.
4.3. Definitions. The main ingredients for our construction will be a Walsh pro-
cess W on G and a family of subordinators (Qe, e ∈ E), which are used to control
the jumps to the respective edges. We are introducing them on an appropriate,
common space now:
Let Wˆ =
(
ΩW ,FW , (FWt )t≥0, (Wˆt)t≥0, (Θˆ
W
t )t≥0, (PW(e,x))(e,x)∈G
)
be a Walsh
process6 on G with edge weights qe2 = pe2/p2, e ∈ E ,7 and (Lˆt, t ≥ 0) be the lo-
cal time of Wˆ at 0. We have for all s, t ≥ 0:
Wˆs ◦ ΘˆWt = Wˆs+t, Lˆs ◦ ΘˆWt = Lˆs+t − Lˆt.
For each e ∈ E , let Qˆe = (ΩQ,e,FQ,e, (FQ,et )t≥0, (Qˆet )t≥0, (ΘˆQ,et )t≥0, (PQ,eq )q∈R)
be a subordinator with Le´vy measure pe4 and drift 0 realized as canonical coordinate
process on the space ΩQ,e of all ca`dla`g functions. We then have natural translation
and centering operators (γˆQ,eq , q ∈ R) and ΓˆQ,e at our disposal, see (2.10).
6A collection of standard results on Walsh processes can be found in Appendix A.2.
7If p2 = 0 (this requires p4 = +∞), then consider a Walsh process with arbitrary weight
distribution, for instance use qe2 = 1/n for all e ∈ E. Any choice leads to the correct boundary
condition, as will be seen in subsection 4.13.
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Let Qˆ := (Qˆe1 , . . . , Qˆen) be the Cartesian product of the processes (Qˆe, e ∈ E ),
that is,
Qˆ =
(
ΩQ,FQ, (FQt )t≥0, (Qˆt)t≥0, (Θˆ
Q
t )t≥0, (P
Q
(q1,...,qn))(q1,...,qn)∈Rn
)
with sample space ΩQ :=
∏
e∈E Ω
Q,e, σ-algebra FQ :=
⊗
e∈E F
Q,e, the process
being defined by Qˆt := (Qˆ
e1
t , . . . , Qˆ
en
t ) for any t ≥ 0, equipped with its natural
filtration (FQt , t ≥ 0), shift operators ΘˆQt := ΘˆQ,e1t ×· · ·× ΘˆQ,ent , t ≥ 0, translation
operators γˆQ(q1,...,qn) := γˆ
Q,e1
q1 ×· · ·× γˆQ,enqn , q1, . . . , qn ∈ R, centering operator ΓˆQ :=
ΓˆQ,1 × · · · × ΓˆQ,n, as well as initial measures PQ(q1,...,qn) := PQ,e1q1 ⊗ · · · ⊗ PQ,enqn for
all q1, . . . , qn ∈ R.
By construction, the processes Qˆe1 , . . . , Qˆen are independent, so the set N of
simultaneous jumps of Qˆe1 , . . . , Qˆen is a measurable null set. As the natural shift,
translation and centering operators do not change or introduce new discontinuities,
they map ΩQ\N into itself. Therefore, we are able to restrict the process Qˆ together
with all its operators to ΩQ\N , naming this new sample space ΩQ again. Thus, at
most one of the processes Qˆ1, . . . , Qˆn has a jump at any given time t > 0.
Now combine the Walsh process and the subordinators independently in one
space by defining the product space Ω := ΩW ×ΩQ with σ-algebraF := FW ⊗FQ
and product measures
P(e,x),(q1,...,qn) := PW(e,x) ⊗ PQ(q1,...,qn), (e, x) ∈ G, (q1, . . . , qn) ∈ Rn.
As we will typically want to start the subordinators at the origin, we set
Pg := Pg,(0,...,0), g ∈ G.
With the canonical projections piW : ΩW × ΩQ → ΩW , piQ : ΩW × ΩQ → ΩQ, and
piQ,e : ΩQ,1 × · · · × ΩQ,n → ΩQ,e, e ∈ E , we set for any t ≥ 0, q ∈ Rn:
Wt := Wˆt ◦ piW , Lt := Lˆt ◦ piW , ΘWt := (ΘˆWt ◦ piW )× piQ,
Qt := Qˆt ◦ piQ, Qet := Qˆt ◦ piQ,e ◦ piQ, e ∈ E ,
ΘQt := pi
W × (ΘˆQt ◦ piQ), γQq := piW × (γˆQq ◦ piQ), ΓQ := piW × (ΓˆQ ◦ piQ).
Define the processes (Pt, t ≥ 0) and (P et , t ≥ 0), e ∈ E , by
Pe(t) := p2 t+Q
e(t) +
∑
f∈E,f 6=e
Qf (t−), e ∈ E ,
P (t) := P0(t) := p2 t+
∑
e∈E
Qe(t),
where, as usual, we set Qe(t−) := limstQe(s) for t > 0, and Qe(0−) := Qe(0).
Furthermore, for any vector η = (ηe, e ∈ E) of real numbers with ηe ≤ 0 for all
except at most one e ∈ E , we construct a function E(η) : G → E by setting
E(η)(l, x) :=
{
e, ∃e ∈ E : ηe > 0,
l, ∀e ∈ E : ηe ≤ 0.
For all e ∈ E , define the processes (ηet , t ≥ 0) by
ηet :=
(
PeP
−1 − id )(Lt), t ≥ 0.
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Figure 5. Construction approach for Brownian motions on a star
graph: The incorrect process X˜t =
(
W 1t , PP
−1(Lt)− Lt + |Wt|
)
,
pictured in the first graph, already implements the desired radial
process, however switches edges during jump excursions whenever
the original processW hits the vertex 0. Thus, the edge processW 1
must be transformed to X1 in order to “hold” the current edge
during jump excursions. X(i), X˜(i) represent the process parts of
X, X˜ on the corresponding edges ei ∈ E , i ∈ {1, 2, 3, 4}.
Finally, we define the stochastic process (Xt, t ≥ 0) on G, by setting
Xt :=
(
E(ηet , e ∈ E) ◦Wt, ηt + |Wt|
)
, t ≥ 0.
For later use, we also set
%t := P
−1(Lt) = inf{s ≥ 0 : Ps > Lt}, t ≥ 0.
4.4. Remarks on the Definition. The process (Xt, t ≥ 0) will turn out to be a
Brownian motion on G which realizes the reflection parameters (pe2, e ∈ E) and the
jump measure p4 in the boundary condition of the generator. It is a generalization of
Itoˆ–McKean’s construction on the half line, which was explained in subsection 4.1.
Indeed, the local coordinate of Xt is, by definition, just Itoˆ–McKean’s “basic”
Brownian motion on the half line, namely PP−1(Lt)−Lt+ |Wt|. However, we need
to adjust their construction by a process which controls the edges of the Brownian
motion on the star graph: We cannot use the edge process of (Wt, t ≥ 0), as
this would change the edge whenever |Wt| is at 0, even if the translated excursion
PP−1(Lt)− Lt + |Wt| is not finished yet, see figure 5.
Therefore, we need to “overwrite” the edge process of (Wt, t ≥ 0) to being
constant on some edge e ∈ E , as long as there is a “jump excursion” on this edge.
There does not seem to be a straight-forward way to define such an “overwriting
process”. Our solution is the introduction of the auxiliary processes Pe, e ∈ E ,
which are modifications of the process P , namely, being right continuous at the
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Figure 6. Illustration of the extension of Itoˆ–McKean’s approach
to the star graph: The left-hand graphs show the jumps of the
complete subordinator Q and the resulting processes P (black)
and PP−1 (red) used in Itoˆ–McKean’s construction in the half-line
case. The other graphs show (in the first row) the decomposition
into the subordinator parts Qe of the corresponding edges e ∈ E
(with color assignment like in figure 5), as well as (in the second
row) the resulting processes PeP
−1, which feature the needed “up-
per triangles” for “own jumps” and “lower triangles” for “other
jumps”.
jump times of their own edge e, and left continuous at jump times of the other
edges. Therefore, on jump excursions on their own edge, PeP
−1 will have “upper
triangles” (which is equivalent to ηet > 0) just as PP
−1, but “lower triangles”
(which is equivalent to ηet < 0) on jump excursions to other edges, see figure 6 and
Remark 4.2. Thus, it is possible to derive the current edge of a jump excursion from
the paths of t 7→ PeP−1(Lt), e ∈ E , or equivalently from the excursion processes
(ηet , t ≥ 0), e ∈ E .
The process E(ηet , e ∈ E) thus chooses which (if any) of the jump excursion times
ηet , e ∈ E , is currently greater than zero (that is, which “triangle” is the “upper
triangle”), and holds the motion on this edge e ∈ E for the remaining length ηet > 0
of this excursion; during this time Itoˆ–McKean’s Brownian motion ηt+ |Wt| on the
local coordinate behaves like a standard Brownian motion. On the other hand, if
all jump excursion times are zero, then E(ηet , e ∈ E) just uses the original edge of
the Walsh process (Wt, t ≥ 0) and ηt = 0 holds true, so both coordinates of Xt
coincide with both original coordinates of Wt. This means that, as long as there
is no jump excursion, Xt is just Wt. We will make these explanations rigorous
in Appendix C.1, and only list the main results here:
Remark 4.2. The function P is strictly increasing, as p2 > 0 or p
e
4
(
(0,∞)) = +∞
for at least one e ∈ E . Thus, PP−1 has a level of constancy at some time P (t−)
of length h, if and only if P−1 has, so by (vii) of Lemma C.3, if and only if there
exists a jump of P at time t ∈ J of height h. Therefore, we can decompose R+ into
T := {t ≥ 0 : PP−1(t) = t} and T { =
⋃
n∈N
[l−n , l
+
n ).
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Here, the interval (l−n , l
+
n ) corresponds to a jump of P at time tn of height ln via
l−n = P (tn−), l+n − l−n = ln, n ∈ N.
Then, by definition of P , it is
l+n = l
−
n + ln = P (tn−) +
(
P (tn)− P (tn−)
)
= P (tn), n ∈ N,
and by (ii) of Lemma C.3, we also have
P−1(l−n ) = P
−1(P (tn−)) = tn, n ∈ N.
This gives for each n ∈ N,
∀t ∈ [l−n , l+n ) = [P (tn−), P (tn)) : PP−1(t) = PP−1(l−n ) = P (tn).(4.1)
For every PeP
−1, e ∈ E , the same decomposition holds true, that is, we have
PeP
−1(t) = PeP−1e (t) = t for all t ∈ T . However, observe that by Lemma C.1,
∀t ∈ [l−n , l+n ) : PeP−1(t) = Pe(tn) =
{
P (tn), tn ∈ Je,
P (tn−), tn /∈ Je.
(4.2)
In total, we get the complete path behavior of X:
(4.3) Xt =
{
Wt, Lt ∈ T ,(
e, l+n − Lt + |Wt|
)
, Lt ∈ [l−n , l+n ) with tn ∈ Je.
Theorem 4.3. The process (Xt, t ≥ 0) is right continuous, and it is continuous
on any excursion away from 0, that is: For any t ≥ 0 with Xt 6= 0, (Xt, t ≥ 0) is
continuous on [t, t0], with t0 := inf{s ≥ t : Xs = 0}.
4.5. Shift and Translation Operators for X. Define the operators
γPx := γ
Q
x/n,...,x/n, x ∈ R.
Then (γPx , x ∈ R) and ΓQ are translation and centering operators for all pro-
cesses Pe, e ∈ E ∪{0}, because for e ∈ E (for e = 0, namely Pe = P , the calculation
is completely analogous), we obtain by shifting the underlying processes Qe, e ∈ E ,
(4.4)
Pe(t) ◦ γPx = p2 t+Qe(t) ◦ γQx/n,...,x/n +
∑
f 6=e
Qe(t−) ◦ γQx/n,...,x/n
= p2 t+Q
e(t) +
x
n
+
∑
f 6=e
(
Qf (t−) + x
n
)
= Pe(t) + x,
and analogously, by using the definition Qf (0−) = Qf (0),
(4.5) Pe(t) ◦ ΓQ = Pe(t)− Pe(0).
Define the operators ΘXt , t ≥ 0, by
ΘXt := Θ
W
t ⊗ (γP−Lt ◦ΘQ%t),
that is, for all ω = (ωW , ωQ) ∈ Ω,
ΘXt (ω) =
(
ΘˆWt (ω
W ), γP−Lt(ω)
(
ΘˆQ%t(ω)(ω
Q)
))
.
In order not to complicate the notation even more, we will also write ΘW , ΘQ for
the lifts of these shift operators from ΩW , ΩQ to Ω: For all ω = (ωW , ωQ) ∈ Ω,
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the formulas ΘWt (ω) = Θ
W
t (ω
W ), ΘQt (ω) = Θ
Q
t (ω
Q) will be used implicitly in this
section.
Lemma 4.4. (ΘXt , t ≥ 0) is a family of shift operators for X.
The proof is rather technical and can be found in Appendix C.2.
4.6. Suitable Filtration for X. For the following results, we define for any col-
lection A1 of sets and any set A2 the usual “Cartesian product” of families of sets
A1 ×A2 := {A1 ×A2 : A1 ∈ A1},
and analogously the set A2 ×A1 = {A2 ×A1 : A1 ∈ A1}.
In order to describe for any t ≥ 0 the mapping
Xt =
(
E(Pe(%t)− Lt, e ∈ E) ◦Wt, P (%t)− Lt + |Wt|
)
,
the “information” ofFWt and “F
Q
%t” is needed. First of all, we must clarify what we
mean by the latter σ-algebra, because %t = P
−1(Lt) is certainly not an (F
Q
t , t ≥ 0)-
stopping time. Following the general definition of a stopped σ-algebra Gτ , namely
Gτ =
{
A ∈ G∞
∣∣∀s ≥ 0 : A ∩ {τ ≤ s} ∈ Gs},
we set for each t ≥ 0
Ft :=
{
A ∈ FWt ⊗FQ∞
∣∣ ∀s ≥ 0 : A ∩ {%t ≤ s} ∈ FWt ⊗FQs }.
It turns out that Ft is just the stopped σ-algebra F˜ t%t for the random time %t and
the filtration (F˜ ts , s ≥ 0) given by
F˜ ts := F
W
t ⊗FQs , s ≥ 0.
For this definition to fit in the general theory of stopping times and in order to
employ the basic results on usual stopped σ-algebras, we show:
Lemma 4.5. For every t ≥ 0, %t is an (F˜ ts , s ≥ 0)-stopping time, that is,
∀s ≥ 0 : {%t ≤ s} ∈ FWt ⊗FQs .
Proof. By using (v) of Lemma C.3, we see that for any s, t ≥ 0,
{%t > s} = {P−1(Lt) > s} = {Lt > P (s)}
=
⋃
q∈Q+
({Lt > q} ∩ {q > P (s)}) ∈ FWt ⊗FQs . 
Thus, Ft1 = F˜
t
%t1
⊆ F˜ t%t2 = Ft2 for all 0 ≤ t1 ≤ t2, by a well-known result on
stopped σ-algebras (see, e.g., [8, Theorem 1.3.5]), that is, (Ft, t ≥ 0) is a filtration.
Theorem 4.6. (Xt, t ≥ 0) is adapted to the filtration (Ft, t ≥ 0).
Proof. It is immediate from Lemma 4.5 that (%t, t ≥ 0) is adapted to (Ft, t ≥ 0),
thus especially yielding
∀t ≥ 0 : FWt × ΩQ ⊆ Ft.(4.6)
An easy calculation then shows that for every e ∈ E , u ≥ 0, the process(
Qe
(
(%t − u) ∨ 0
)
, t ≥ 0) is adapted to (Ft, t ≥ 0).(4.7)
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Thus, for all e ∈ E ∪{0}, the process (Pe(%t), t ≥ 0) is (Ft, t ≥ 0)-adapted: This
is evident for P = P0 by setting u = 0 in (4.7), as for t ≥ 0,
P (%t) = p2 %t +
∑
e∈E
Qe(%t).
For e ∈ E , t ≥ 0,
Qe(%t−) = lim
s%t
Qe(s) = lim
n→∞Q
e
(
(%t − 1
n
) ∨ 0)
is Ft-measurable, and so
Pe(%t) = p2 %t +Q
e(%t) +
∑
f 6=e
Qf (%t−) is Ft-measurable.(4.8)
This yields the result, as Wt is Ft-measurable by (4.6). 
4.7. Strong Markov Property of (W,Q). In the construction of X, the process
P and, thus, the process Q appear shifted by the random time %t. In order to use
Markov arguments when analyzing the process X in the next subsections, we will
need to transfer the strong Markov property of Qˆ to the part Q of the combined
process (W,Q) and then understand how the shifts ΘWt of W and Θ
Q
%t of Q act on
this combined process.
The main idea is that, as we only shift the process Q by %t, we only need to
consider this part of the combined process. Therefore, we introduce the filtration
(F
Q
s , s ≥ 0) by
F
Q
s := F
W
∞ ⊗FQs , s ≥ 0.
It is immediate that
F
Q
∞ = F
W
∞ ⊗FQ∞.
Surely, this filtration is large enough for the time shift %t, Lemma 4.5 gives:
Lemma 4.7. For all t ≥ 0, %t is an (FQs , s ≥ 0)-stopping time.
The next two results show that this new filtration is, of course, larger than the
actual filtrations needed, which will be helpful for proving Markov properties later.
They follow directly from the definitions of the involved σ-algebras:
Lemma 4.8. For any (F
Q
s , s ≥ 0)-stopping time τ , FW∞ × ΩQ ⊆ F
Q
τ .
Lemma 4.9. For all t ≥ 0, Ft ⊆ FQ%t .
We are now able to transfer the Markov property and the strong Markov property
from Qˆ to Q. Then, due to their independence, are able to shift the processes W
and Q by different time scales. Observe that the following results are not really
representing the canonical Markov properties which were defined and discussed
in subsection 2.1, so we need to reiterate some standard proofs. Details can be
found in Appendix C.3.
Theorem 4.10. For all g ∈ G, q ∈ Rn, Y ∈ bF 0∞ = bσ(Wr, Qs, r, s ≥ 0), t ≥ 0,
Eg,q
(
Y ◦ΘWt ⊗ΘQ%t
∣∣Ft) = EWt,Q%t (Y ).
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For later use, we also need to introduce another coarser filtration:
FQs := Ω
W ×FQs , s ≥ 0.
Then we have the natural equivalent of Theorem 4.10:
Theorem 4.11. For all g ∈ G, q ∈ Rn, Y ∈ bF 0∞ = bσ(Wr, Qs, r, s ≥ 0) and every
stopping time τ over (FQs , s ≥ 0),
Eg,q
(
Y ◦ idW ⊗ΘQτ
∣∣FQt ) = Eq,Qτ (Y ).
Of course, the roles of W and Q can be interchanged in Theorem 4.11, giving us
for the filtration
FWt := F
W
t × ΩQ, t ≥ 0 :
Theorem 4.12. For all g ∈ G, q ∈ Rn, Y ∈ bF 0∞ = bσ(Wr, Qs, r, s ≥ 0) and every
stopping time τ over (FWt , t ≥ 0),
Eg,q
(
Y ◦ΘWτ ⊗ idQ
∣∣FWt ) = EWτ ,q(Y ).
4.8. Strong Markov Property at H0. Let H0 := inf{t ≥ 0 : Xt = 0} be the
first entry time of X in the vertex 0.
We are going to show a strong Markov property at H0 next, which will be
essential for the proof of both the Markov property and the strong Markov property
of X. The Markovian behavior of X at H0 should appear quite natural, because X
is just the underlying Walsh process W until H0 = H
W
0 (with H
W
0 being the first
entry time of W in 0), W is strongly Markovian, and the additional, independent
parts of the subordinators only come into play after H0.
Lemma 4.13. It holds Xt = Wt for all t ≤ H0 and H0 = HW0 , Pg-a.s. for all
g ∈ G.
Proof. Let g ∈ G. Every identity in this proof will be meant Pg = P(g,0)-a.s. .
Because (Lt, t ≥ 0) only grows at {t ≥ 0 : Wt = 0} and is continuous, we have
Lt = 0 for all t ≤ HW0 . The fact that P starts at 0 and is strictly increasing implies
that P−1(0) = 0, so we get
∀e ∈ E ∪ {0}, t ≤ HW0 : PeP−1(Lt) = Pe(0) = 0.
By checking the definition of X, it is immediate that
∀t ≤ HW0 : Xt = Wt.
As Xt = Wt 6= 0 for all t < HW0 and XHW0 = WHW0 = 0, this proves H0 = HW0 . 
Corollary 4.14. The processes (Xt∧H0 , t ≥ 0) and (Wt∧HW0 , t ≥ 0) have the same
finite-dimensional distributions with respect to Pg for all g ∈ G.
Before we continue with our developments towards the strong Markov property,
we remark the following relation for later use:
Lemma 4.15. For all α > 0, t ≥ 0, ω ∈ Ω,
EXt(ω),0
(
e−αH0
)
= EWt(ω),0
(
e−αL
−1(ηt(ω))
)
.
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Proof. If ηt(ω) 6= 0, then there is exactly one e ∈ E with ηet (ω) > 0 by Lemma C.5,
so the definition of X and Lemma 4.13 yield
EXt(ω),0
(
e−αH0
)
= E(e,ηt(ω)+|Wt(ω)|),0
(
e−αH
W
0
)
.
The first hitting time and the local time of the Walsh process W at the vertex cor-
respond to the respective entities of the underlying (reflecting) Brownian motion B
at the origin (see Theorem A.8), so (A.3) and Lemma A.15 give
E(e,ηt(ω)+|Wt(ω)|),0
(
e−αH
W
0
)
= EBηt(ω)+|Wt(ω)|
(
e−αH
B
0
)
= e−
√
2α (ηt(ω)+|Wt(ω)|)
= EB|Wt(ω)|
(
e−αL
−1(ηt(ω))
)
= EWt(ω),0
(
e−αL
−1(ηt(ω))
)
.
If ηt(ω) = 0, then
EXt(ω),0
(
e−αH0
)
= EWt(ω),0
(
e−αH
W
0
)
,
which completes the proof, as L−1(0) = HW0 . 
We prepare the strong Markov property of X at H0 with the following result:
Lemma 4.16. For all g ∈ G, t ≥ 0, f ∈ bB(G), k ∈ N, f1, . . . , fk ∈ bB(G) and
0 ≤ t1 < · · · < tk, the following holds true with J := f1(Xt1∧H0) · · · fk(Xtk∧H0):
Eg
(
f(Xt+H0) · J
)
= Eg
(
EXH0
(
f(Xt)
) · J).
Proof. Consider the process X shifted by H0, that is
Xt+H0 =
(
e(Lt+H0) ◦Wt+H0 , PP−1(Lt+H0)− Lt+H0 + |Wt+H0 |
)
.
As H0 = H
W
0 and LH0 = LHW0 = 0, we have
Lt+H0 = Lt+H0 − LH0 = Lt ◦ΘWHW0 ,
and therefore
Xt+H0 = Xt ◦
(
ΘWHW0
× idQ ),
so shifting by H0 does not shift Q. Lemma 4.13 then gives
Eg
(
f(Xt+H0) f1(Xt1∧H0) · · · fk(Xtk∧H0)
)
= Eg
(
f(Xt+H0) f1(Wt1∧HW0 ) · · · fk(Wtk∧HW0 )
)
= Eg
(
f1(Wt1∧HW0 ) · · · fk(Wtk∧HW0 )Eg
(
f(Xt) ◦ (ΘWHW0 ⊗ id
Q)
∣∣FWHW0 )),
with FWt = F
W
t × ΩQ, t ≥ 0, as defined at the end of subsection 4.7. Using the
strong Markov property of Theorem 4.12 of W with respect to (FWt , t ≥ 0) for the
stopping time HW0 , the inner conditional expectation becomes
Eg,0
(
f(Xt) ◦ (ΘWHW0 ⊗ id
Q)
∣∣FWHW0 ) = EWHW0 ,0(f(Xt)) = E0,0(f(Xt)),
which completes the proof by using once again Lemma 4.13, yielding
Eg
(
f(Xt+H0) f1(Xt1∧H0) · · · fk(Xtk∧H0)
)
= Eg
(
EXH0
(
f(Xt)
)
f1(Xt1∧H0) · · · fk(Xtk∧H0)
)
. 
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We are ready for the first main result, namely the strong Markov property at H0,
which we would like to prove with the help of Galmarino’s theorem (2.8). However,
there are no stopping operators for X available on the constructed space Ω, as stop-
ping the process at the vertex 0 would cause the local time to explode. Therefore,
we need to switch to the path space realization (Yt, t ≥ 0) of X. As the process X
is right continuous and continuous inside the edges by Theorem 4.3, we are able to
construct the canonical process Yt(ω) := ω(t), ω ∈ ΩY , t ≥ 0, on the path space
ΩY :=
{
ω : R+ → G
∣∣ω right continuous ∧ ∀t ≥ 0 with ω(t) 6= 0: ω is
continuous on [t, t0], with t0 := inf{s ≥ t : ω(s) = 0}
}
,
equipped with canonical filtration FYt = σ(Ys, s ≤ t), t ≥ 0, and mapping operator
Φ: Ω→ ΩY , ω 7→ Φ(ω) with Φ(ω)(t) := Xt(ω), t ≥ 0.
As Xt = Yt ◦ Φ, we have for the first entry time HY0 of Y in 0:
HY0 ◦ Φ = inf{t ≥ 0 : Yt ◦ Φ = 0} = H0.
The space ΩY admits the natural shift and stopping operators
Θt(ω) := ω( · + t), αt(ω) := ω( · ∧ t), t ≥ 0, ω ∈ ΩY ,
as both shifted and stopped paths admit the conditions on ΩY . Furthermore, we
have the following:
Lemma 4.17. HY0 is a stopping time over (F
Y
t , t ≥ 0).
Proof. By the definition of ΩY , the canonical coordinate process Y is right con-
tinuous on R+ and continuous on [0, t0], with t0 = inf{s ≥ 0 : Ys = 0} = HY0 .
As {0} is a closed subset of the Polish space G, a close examination of the proof
of [3, Theorem 49.5] yields that HY0 is a stopping time over the natural “raw”
filtration (FYt , t ≥ 0) (the continuity of the process is only needed up to the first
entry time). 
Therefore, we are able to apply Galmarino’s theorem in the context of Y :
Theorem 4.18. (Yt, t ≥ 0) is strongly Markovian with respect to
(
(FYt )t≥0, H
Y
0
)
.
Proof. Galmarino’s theorem (2.8) asserts that FY
HY0
= σ(Yt∧HY0 , t ≥ 0). It is there-
fore sufficient to show the equality
Eg,0
(
f(Yt+HY0 ) · J
)
= Eg,0
(
EY
HY0
(
f(Yt)
) · J)
for all g ∈ G, t ≥ 0, f ∈ bB(G), k ∈ N, f1, . . . , fk ∈ bB(G), 0 ≤ t1 < · · · < tk, with
J := f1(Yt1∧HY0 ) · · · fk(Ytk∧HY0 ).
But this is immediately proved by Lemma 4.16, as
EYg,0
(
f(Yt+HY0 ) f1(Yt1∧HY0 ) · · · fk(Ytk∧HY0
)
= Eg,0
(
f(Xt+H0) f1(Xt1∧H0) · · · fk(Xtk∧H0)
)
= Eg,0
(
EXH0
(
f(Xt)
)
f1(Xt1∧H0) · · · fk(Xtk∧H0)
)
= EYg,0
(
EY
HY0
(
f(Yt)
)
f1(Yt1∧HY0 ) · · · fk(Ytk∧HY0 )
)
. 
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4.9. Markov Property of X. Next, we need to prepare the proof of the Markov
property of X with respect to (Ft, t ≥ 0) by analyzing the action of the time shift
(ΘXt , t ≥ 0), as defined in subsection 4.5, on all of the underlying components of X
(recall the definitions of subsection 4.3). Let t ≥ 0 be fixed in this subsection.
For each e ∈ E ∪{0}, we define the increments of the processes Pe and Qe shifted
by %t = P
−1(Lt) for all times s ≥ 0 by
+Pe(s) := Pe(s+ %t)− P (%t) = Pe(s+ P−1(Lt))− PP−1(Lt),
+Qe(s) := Qe(s+ %t)−Qe(%t),
as well as the centered processes by
0Qe(s) := Qe(s)−Qe(0) = Q ◦ Γ(s),
0P (s) := P (s)− P (0) = P ◦ Γ(s).
We notice (recall equation (4.5)) that
+P = 0P ◦ΘQ%t = P ◦ Γ ◦ΘQ%t , +Qe = 0Qe ◦ΘQ%t = Qe ◦ Γ ◦ΘQ%t ,(4.9)
and that the processes +Pe, e ∈ E ∪ {0}, and 0P are strictly increasing as the
underlying processes are (see Remark 4.2).
A detailed examination of the excursion times (ηet , t ≥ 0), which is done in
Appendix C.4, yields the following:
Theorem 4.19. For all ω ∈ Ω, s ≥ 0, e ∈ E ∪ {0},
ηet+s(ω) =
(
0Pe
0P−1
(
Ls − ηt(ω)
)− (Ls − ηt(ω))) ◦ΘWt ⊗ΘQ%t(ω)
=
(
PeP
−1(Ls − ηt(ω))− (Ls − ηt(ω))) ◦ ( idW ⊗ΓQ) ◦ (ΘWt ⊗ΘQ%t)(ω)
= ηes ◦
(
idW ⊗(γPηt(ω) ◦ ΓQ)) ◦ (ΘWt ⊗ΘQ%t)(ω).
Insertion into the definition of X gives:
Corollary 4.20. For all ω ∈ Ω, s ≥ 0,
Xt+s(ω) = Xs ◦
(
idW ⊗(γPηt(ω) ◦ ΓQ)) ◦ (ΘWt ⊗ΘQ%t)(ω).
Corollary 4.21. For all s ≥ 0 with Ls ◦ΘWt < ηt, e ∈ E ∪ {0},
ηet+s = η
e
t − Ls ◦ΘWt
holds Pg-a.s. for every g ∈ G.
We are now able to prove the Laplace-transformed version (2.2) of the Markov
property for X. We start with the decomposition of its resolvent at HX0 :
Lemma 4.22. For all g ∈ G, f ∈ bB(G), t ≥ 0,
Eg,0
(∫ ∞
0
e−αs f(Xt+s) ds
∣∣Ft)
= EXt,0
(∫ HX0
0
e−αs f(Xs) ds
)
+ EXt,0
(
e−αH
X
0 EX
HX0
,0
(∫ ∞
0
e−αs f(Xs) ds
))
.
Proof. We decompose the integral inside the conditional expectation at the end of
the first excursion, that is
Eg,0
(∫ ∞
0
e−αs f(Xt+s) ds
∣∣Ft) = I1 + I2,
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with
I1 := Eg,0
(∫ ∞
0
1{Ls◦ΘWt <ηt} e
−αs f(Xt+s) ds
∣∣Ft)
I2 := Eg,0
(∫ ∞
0
1{Ls◦ΘWt ≥ηt} e
−αs f(Xt+s) ds
∣∣Ft).
For the part of the current excursion (if there is one), we compute
I1 = Eg,0
(
Eg,0
(∫ ∞
0
1{Ls◦ΘWt <ηt} e
−αs f
(
E(ηet − Ls ◦ΘWt , e ∈ E) ◦ (Ws ◦ΘWt ),
ηt − Ls ◦ΘWt + |Ws| ◦ΘWt
)
ds
∣∣FWt ⊗FQ∞) ∣∣Ft),
where we used Ft ⊆ FWt ⊗FQ∞ (by definition of Ft) and Corollary 4.21 for the
reduction of the shifted excursion times ηet+s to η
e
t . The Markov property of W
with respect to (FWt , t ≥ 0) now gives
I1 = Eg,0
(
EWt( · ),0
(∫ ∞
0
1{Ls<ηt( · )} e
−αs f
(
E(ηet ( · )− Ls, e ∈ E) ◦Ws,
ηt( · )− Ls + |Ws|
)
ds
) ∣∣Ft),
where the auxiliary arguments “( · )” are meant to be variables of the function inside
Eg,0
( · · · |Ft),8 due to the measurability of ηet (see equation (4.8)) with respect to
the σ-algebra FWt ⊗ FQ∞ (cf. [64, Exercise 6.12], which is analogously provable
for Markov processes and deterministic shifts). Adaption of W to (Ft, t ≥ 0)
now trivializes the conditional expectation, and the decomposition {ηt > 0} =⊎
e∈E{ηet > 0} by Lemma C.5 (as the whole integral vanishes for ηt = 0) together
with the relation {Ls < ηt(ω)} = {s < L−1− (ηt(ω))} for the left-continuous pseudo-
inverse L−1− of L (see Lemma C.4) yields
I1(ω) =
∑
e∈E
1{ηet (ω)>0} EWt(ω),0
(∫ L−1− (ηt(ω))
0
e−αs f
(
e, ηt(ω) + |Ws| − Ls
)
ds
)
.
By employing Le´vy’s characterization of the local time and the distribution of its
inverse, as examined in Lemmas A.14 and A.16, applied to the radial part |W | of
Walsh Brownian motion (see Theorem A.8), and then using Lemma 4.13 as well as
the definition of X, we conclude that
(4.10)
I1 =
∑
e∈E
1{ηet>0} E(e,ηt+|Wt|),0
(∫ HW0
0
e−αs f(Ws) ds
)
= 1{ηt>0} EXt,0
(∫ HX0
0
e−αs f(Xs) ds
)
.
In summary, we have shown that—with the knowledge of the process’ history—the
part of the shifted first excursion (if there is one currently running) equals the first
non-shifted excursion, in case the process is restarted at current state of the process.
8That is, I1 = Eg,0
(
Y |Ft
)
with
Y (ω) := EWt(ω),0
(∫ ∞
0
1{Ls<ηt(ω)} e
−αs f
(
E(ηet (ω)− Ls, e ∈ E) ◦Ws, ηt(ω)− Ls + |Ws|
)
ds
)
.
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Turning to the part after the first excursion, we get by the definition of Xt+s:
I2 = Eg,0
(∫ ∞
0
1{Ls◦ΘWt ≥ηt} e
−αs f
(
E(ηet+s, e ∈ E) ◦Wt+s, ηt+s + |Wt+s|
)
ds
∣∣Ft).
Theorem 4.19 reduces the shifted excursion times ηet+s to η
e
t with the help of shifts
and centerings of the underlying processes, thus yielding
I2 = Eg,0
((∫ ∞
0
1{Ls≥ηt( · )} e
−αs
f
(
E
(
PeP
−1(Ls − ηt( · ))− (Ls − ηt( · )), e ∈ E
) ◦Ws,
PP−1(Ls − ηt( · ))− (Ls − ηt( · )) + |Ws|
)
ds
)
◦ ( idW ⊗ΓQ) ◦ (ΘWt ⊗ΘQ%t)( · ) ∣∣Ft),
where the auxiliary arguments “( · )” again represent the variable of the func-
tion inside Eg,0
( · · · |Ft). Employing the Markov property of (W,Q) with respect
to (Ft, t ≥ 0), as shown in Theorem 4.10, gives
I2(ω) = E(Wt,Q%t )(ω)
((∫ ∞
0
1{Ls≥ηt(ω)} e
−αs
f
(
E
(
PeP
−1(Ls − ηt(ω))− (Ls − ηt(ω)), e ∈ E
) ◦Ws,
PP−1(Ls − ηt(ω))− (Ls − ηt(ω)) + |Ws|
)
ds
)
◦ ( idW ⊗ΓQ)).
The centering operator can be processed with the help of (2.9) by translating the
starting point Q%t(ω) to 0. Furthermore, the set {Ls ≥ ηt(ω)} is decomposed into
{Ls = ηt(ω)} and {s > L−1(ηt(ω))} (see Lemma C.4), transforming I2(ω) into
EWt(ω),0
(∫ ∞
0
1{Ls=ηt(ω)} f(Ws) ds
+
∫ ∞
L−1(ηt(ω))
e−αs f
(
E
(
PeP
−1(Ls − ηt(ω))− (Ls − ηt(ω)), e ∈ E
) ◦Ws,
PP−1(Ls − ηt(ω))− (Ls − ηt(ω)) + |Ws|
)
ds
)
.
Now, {Ls = ηt(ω)} is a null set for every ηt(ω) 6= 0, and as L is an additive
functional, Ls ◦ΘWL−1(u) = Ls+L−1(u) − LL−1(u) = Ls+L−1(u) − u holds true, so
I2(ω) = 1{ηt(ω)=0} EWt(ω),0
(∫ ∞
0
1{Ls=0} f(Ws) ds
)
+ EWt(ω),0
(
e−αL
−1(ηt(ω))
(∫ ∞
0
e−αs f
(
E
(
PeP
−1(Ls)− Ls, e ∈ E
) ◦Ws,
PP−1(Ls)− Ls + |Ws|
)
ds
)
◦ΘWL−1(ηt(ω))
)
.
As the local time vanishes until the first hit of the vertex, {Ls = 0} = {s ≤ HW0 }
holds true, and applying the strong Markov property of W with respect to its
augmented, right continuous filtration for the stopping time L−1
(
ηt(ω)
)
(while
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treating the part of the subordinator Q to be constant, which is possible due to
Fubini’s theorem), with stopping point WL−1(ηt(ω)) = 0, yields
I2(ω) = 1{ηt(ω)=0} EWt(ω),0
(∫ HW0
0
f(Ws) ds
)
+ EWt(ω),0
(
e−αL
−1(ηt(ω)) E0,0
(∫ ∞
0
e−αs f(Xs) ds
))
.
Lemma 4.15, the relation XHX0 = 0 on {HX0 <∞} (by right continuity of X) and
the definition of X imply
I2 = 1{ηt=0} EXt,0
(∫ HX0
0
f(Xs) ds
)
+ EXt,0
(
e−αH
X
0 EX
HX0
,0
(∫ ∞
0
e−αs f(Xs) ds
))
,
which together with the result (4.10) for the first excursion concludes the proof. 
By combining this lemma with the strong Markov property at H0, we are now
able to deduce the Markov property of X. As we only have access to the strong
Markov property at H0 with respect to canonical filtration (FYt , t ≥ 0) of the path
space realization Y of X (see the preceding subsection 4.8), we need to restrict our
attention to the canonical filtration of X as well:
FXt := σ(Xs, s ≤ t), t ≥ 0.
As X is adapted to (Ft, t ≥ 0) by Lemma 4.6, we have FXt ⊆ Ft for all t ≥ 0.
Thus, Lemma 4.22 yields:
Corollary 4.23. For all g ∈ G, f ∈ bB(G), t ≥ 0,
Eg,0
(∫ ∞
0
e−αs f(Xt+s) ds
∣∣FXt )
= EXt,0
(∫ HX0
0
e−αs f(Xs) ds
)
+ EXt,0
(
e−αH
X
0 EX
HX0
,0
(∫ ∞
0
e−αs f(Xs) ds
))
.
Lemma 4.24. For all g ∈ G, f ∈ bB(G), t ≥ 0,
Eg
(∫ ∞
0
e−αs f(Xt+s) ds
∣∣FXt ) = EXt(∫ ∞
0
e−αs f(Xs) ds
)
.
Proof. Let g ∈ G, f ∈ bB(G) and t ≥ 0. Switching to the path-space realization Y
of X, we set for all n ∈ N, A1, . . . , An ∈ B(G), 0 ≤ t1 ≤ · · · ≤ tn ≤ t
AX := {Xt1 ∈ A1, . . . , Xtn ∈ An} ∈ FXt ,
AY := {Yt1 ∈ A1, . . . , Ytn ∈ An} ∈ FYt .
Corollary 4.23 yields
Eg
(∫ ∞
0
e−αs f(Xt+s) ds ; AX
)
= EYg
(
EYYt
(∫ HY0
0
e−αs f(Ys) ds
)
+ EYYt
(
e−αH
Y
0 EYY
HY0
(∫ ∞
0
e−αs f(Ys) ds
))
; AY
)
.
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The path-space realization Y satisfies the strong Markov property of at HY0 , as
shown in Theorem 4.18, so Dynkin’s formula (2.5) gives
Eg
(∫ ∞
0
e−αs f(Xt+s) ds ; AX
)
= EYg
(
EYYt
(∫ ∞
0
e−αs f(Ys) ds
)
; AY
)
= Eg
(
EXt
(∫ ∞
0
e−αs f(Xs) ds
)
; AX
)
. 
Theorem 4.25. X = (Ω,F , (FXt )t≥0, (Xt)t≥0, (Θ
X
t )t≥0, (Pg)g∈G) is a Markov
process.
Proof. The right continuity of (Xt, t ≥ 0) has been shown in Theorem 4.3. In view
of (2.2), the Markov property has been proved in Lemma 4.24. 
4.10. Strong Markov Property of X. With the Markov property of X and its
strong Markov property at the first hitting time of 0, we are now able to deduce
the Feller property (and thus, the strong Markov property) of X:
Theorem 4.26. X is a Feller process.
Proof. We already know that X is a Markov process. We will check property (2.6).
To this end, we decompose once again the resolvent of X at H0 with Lemma 4.22
for t = 0: Using XH0 = 0 (by the right continuity of X) and Lemma 4.13, we get
for g = (e, x) ∈ G:
Uαf(g) = Eg
(∫ ∞
0
e−αs f(Xs) ds
)
= Eg
(∫ H0
0
e−αs f(Xs) ds
)
+ Eg
(
e−αH0 EXH0
(∫ ∞
0
e−αs f(Xs) ds
))
= EWg
(∫ HW0
0
e−αs f(Ws) ds
)
+ EWg
(
e−αH
W
0
)
Uαf(0)
= UW,Dα f(g) + e
−√2αx Uαf(0),
with
(
UW,Dα , α > 0
)
being the resolvent of the Walsh process on G killed at 0.
It is now immediate that (Uα, α > 0) preserves C0(G), because
(
UW,Dα , α > 0
)
preserves C0(G) by Example A.10, (e, x) 7→ exp
(−√2αx) is continuous and vanishes
at infinity, and limg→0 UW,Dα f(g) = 0 holds true. 
4.11. Local Time of X at the Vertex. As P is strictly increasing, the process
P−1Lt grows if and only if PP−1Lt grows, that is, if Lt ∈ T (cf. the results of
subsection 4.4). But then Xt = Wt must be at 0. Furthermore, we showed in
equation (C.1) that t 7→ P−1Lt is an additive functional for X. Therefore, the
following result is to be expected (see also [6, Section V.3]):
Theorem 4.27. The local time (LXt , t ≥ 0) of X at 0 is
LXt = P
−1Lt, t ≥ 0.
In general, the local time of X at 0 only depends on the behavior of X at 0,
and therefore only on the behavior of the local coordinate (ηt + |Wt| , t ≥ 0) at the
origin. This is exactly the Brownian motion on the half line which was constructed
by Itoˆ and McKean, and it was proved in [34, Section 14] that (P−1Lt, t ≥ 0) is its
local time at the origin. So the above theorem is achieved by carrying over their
result to our generalization.
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4.12. General Brownian Motion X• on a Star Graph. Up to this point, we
only took care of the reflection parameters (pe2, e ∈ E) and the jump distributions
(pe4, e ∈ E). We will now implement the stickiness parameter p3 ≥ 0 and the killing
parameter p1 ≥ 0 by using the standard procedures of time change and killing. To
this end, we will now consider the Feller process X as right process in the context
of the usual hypotheses.
In order to implement stickiness, we define the additive functional (τt, t ≥ 0) by
τt := t+ p3L
X
t , t ≥ 0,
and consider the time-changed process
(
Xτ−1(t), t ≥ 0
)
. By [7, Theorem A.3.11],(
Xτ−1(t), t ≥ 0
)
is a right process with shift operators
(
ΘXτ−1(t), t ≥ 0
)
. Its local
time turns out to be
(
LXτ−1(t), t ≥ 0
)
, which we will only need (and thus, show)
partially:
Lemma 4.28.
(
LXτ−1(t), t ≥ 0
)
is an additive functional for
(
Xτ−1(t), t ≥ 0
)
.
Proof. For any s, t ≥ 0, we compute
LXτ−1(t) ◦ΘXτ−1(s) = LXτ−1(t)◦ΘX
τ−1(s)+τ
−1(s) − LXτ−1(s)
= LXτ−1(t+s) − LXτ−1(s),
where we used that (LXt , t ≥ 0) is an additive functional (cf. equation (C.1)) for
the first identity, and for the second identity employed the relation
τ−1(t) ◦ΘXτ−1(s) + τ−1(s) = τ−1(t+ s), s, t ≥ 0,
which is a general result for the inverse of any additive functional (τt, t ≥ 0) (see,
e.g., [64, Proposition 65.8] or the computations in the proof of [40, Theorem 6.4]).

Now kill this new process
(
Xτ−1(t), t ≥ 0
)
once its local time
(
LXτ−1(t), t ≥ 0
)
reaches a certain level: To this end, introduce an exponentially distributed random
variable S with mean 1, independent of F , by extending the probability space (for
a standard construction, see [41, Appendix A] or [7, Appendix A.3]), and set
ζ := inf{t ≥ 0 : p1 LXτ−1(t) > S}.
Establish the definitive process X• resulting from killing
(
Xτ−1(t), t ≥ 0
)
at ζ by
∀t ≥ 0 : X•t :=
{
Xτ−1(t), t < ζ,
∆, t ≥ ζ.
In view of Lemma 4.28, [7, Theorem A.3.13] yields the following:
Theorem 4.29. X• is a right process.
4.13. Resolvent and Generator of X•. We will conclude our construction by
showing that X• is indeed the process which implements the correct boundary
conditions into the generator. Let (U•α, α > 0) be the resolvent and A
• be the
generator of X•.
We first trace the resolvent U• of X• back to the components of X:
Lemma 4.30. For α > 0, f ∈ bC(G), g ∈ G,
U•αf(g) = Eg
(∫ ∞
0
e−αt e−(p1+αp3)L
X
t f(Xt) dτ(t)
)
.
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Proof. The definition of X• and the independence of S from everything else yield
U•αf(g) = Eg
(∫ ∞
0
e−αt f(X•t ) dt
)
= Eg
(∫ ∞
0
e−αt 1{p1 LX
τ−1(t)<S}
f(Xτ−1(t)) dt
)
= Eg
(∫ ∞
0
e−αt
(∫ ∞
p1 LX
τ−1(t)
e−s ds
)
f(Xτ−1(t)) dt
)
= Eg
(∫ ∞
0
e−αt e−p1L
X
τ−1(t) f(Xτ−1(t)) dt
)
.
As (τt, t ≥ 0) is increasing and bijective, the substitution rule for Stieltjes integrals
(see, e.g., [18]) gives
U•αf(g) = Eg
(∫ ∞
0
e−ατ(τ
−1(t)) e
−p1LXτ−1(t) f(Xτ−1(t)) dt
)
= Eg
(∫ ∞
0
e−ατ(t) e−p1L
X
t f(Xt) dτ(t)
)
,
and inserting the definition τt = t+ p3L
X
t completes the proof. 
We are now ready to completely calculate the resolvent of X•. The form of the
resolvent is well-known for the case of the half line, see [34, Section 15], or [58,
Theorem 3] for a different approach via excursion theory. As we constructed X•
pathwise, we will follow the computational techniques of [34] in order to prove the
following theorem:
Theorem 4.31. For α > 0, f ∈ bC(G), g = (e, x) ∈ G,
U•αf(g) = U
W,D
α f(g) + e
−√2αx U•αf(0)
holds, with
(
UW,Dα , α > 0
)
being the resolvent of the Walsh process on G killed at 0
(as given in Example A.10), and
U•αf(0) =
∑
e∈E p
e
2 2
∫∞
0
e−
√
2αxf(e, x) dx+ p3 f(0) +
∫
UW,Dα f(g) p4(dg)
p1 +
√
2αp2 + αp3 +
∫∞
0
(1− e−
√
2αl) pΣ4 (dl)
holds with pΣ4 =
∑
e∈E p
e
4.
Proof. Let g = (e, x) ∈ G. Consider the first hitting time of the vertex 0 for X•,
that is,
H•0 := inf{t ≥ 0 : X•t = 0}.
We observe that the transformation effects from X to X• only take effect after
the first hitting of 0, so X•t = Xt = Wt for all t ≤ H•0 = HX0 = HW0 (see also
Lemma 4.13). In addition, X•H•0 = 0 holds by right continuity of X
•. The appli-
cation of Dynkin’s formula (2.5) for the decomposition of the right (thus strongly
Markovian) process X• at the stopping time H•0 therefore yields
U•αf(g) = Eg
(∫ H•0
0
e−αt f(Xt) dt
)
+ Eg
(
e−αH
•
0 U•αf(X
•
H•0
)
)
= EWg
(∫ HW0
0
e−αt f(Wt) dt
)
+ EWg
(
e−αH
W
0
)
U•αf(0).
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The Laplace transform of the first hitting time of the vertex reads EWg
(
e−αH
W
0
)
=
e−
√
2αx by (A.3), as the Walsh process W behaves on any edge like a reflecting
Brownian motion (see Theorem A.8).
It remains to analyze the resolvent at the vertex 0: Continuing the computations
of Lemma 4.30, we obtain by inserting the definition of τt and using that L
X
t only
grows at Xt = 0, that
U•αf(0) = E0
(∫ ∞
0
e−αt e−(p1+αp3)L
X
t f(Xt) dτ(t)
)
= E0
(∫ ∞
0
e−αt e−(p1+αp3)L
X
t f(Xt) dt
)
+ p3 f(0)E0
(∫ ∞
0
e−αt e−(p1+αp3)L
X
t dLX(t)
)
.
Decomposing R+ into
⋃
n∈N
[
L−1− (l
−
n ), L
−1
− (l
+
n )
)
and its complement, and using that
Xt =
(
en, l
+
n + |Wt| − Lt
)
holds for t ∈ [L−1− (l−n ), L−1− (l+n )), n ∈ N, and Xt = Wt
otherwise (see subsection 4.4, especially equation (4.3)) results in
U•αf(0) =
∑
n∈N
E0
(∫ L−1− (l+n )
L−1− (l
−
n )
e−αt e−(p1+αp3)P
−1Lt f
(
en, l
+
n + |Wt| − Lt
)
dt
)
+ E0
(∫ ∞
0
e−αt e−(p1+αp3)P
−1Lt f(Wt) dt
)
−
∑
n∈N
E0
(∫ L−1− (l+n )
L−1− (l
−
n )
e−αt e−(p1+αp3)P
−1Lt f(Wt) dt
)
+ p3 f(0)E0
(∫ ∞
0
e−αt e−(p1+αp3)P
−1Lt dP−1Lt
)
=: u1 + u2 − u3 + u4.
We are going to compute these four expressions one after the other:
We start with u1: The functions l
−
n , l
+
n , n ∈ N, only depend on ΩQ. We begin
by computing the (conditional) expectation with respect to the space ΩW . Fubini’s
theorem asserts that while integrating on ΩW , we can treat l−n , l
+
n , n ∈ N, as
constants (this will not be annotated in the formulas below to keep them reasonably
readable), therefore
u1 =
∑
n∈N
EQ0
(
EW0
(∫ L−1− (l+n )−L−1− (l−n )
0
e−α(t+L
−1
− (l
−
n )) e−(p1+αp3)P
−1(l−n )
f
(
en, l
+
n +
∣∣Wt+L−1− (l−n )∣∣− Lt+L−1− (l−n )) dt)).
Using L−1− (l
+
n )−L−1− (l−n ) = L−1− (ln) ◦ΘWL−1− (l−n ) by Lemma A.13, the additive func-
tional property Lt+L−1− (l
−
n )
= Lt ◦ ΘWL−1− (l−n ) − LL−1− (l−n ), with LL−1− (l−n ) = l
−
n by
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continuity of L, as well as l+n − l−n = ln by Remark 4.2, then yields for u1∑
n∈N
EQ0
(
EW0
(
e−αL
−1
− (l
−
n ) e−(p1+αp3)P
−1(l−n )
EW0
((∫ L−1− (ln)
0
e−αt f
(
en, ln + |Wt| − Lt
)
dt
)
◦ΘW
L−1− (l
−
n )
∣∣FWΘW
L
−1
− (l
−
n )
)))
.
W is strongly Markovian with respect to the stopping time L−1− (l
−
n ), with the
stopping point being given by WL−1− (l
−
n )
= 0 (as L only grows at 0), so by also using
that L−1− (l
−
n ) = L
−1(l−n ) holds a.s. by Lemma A.14, it follows that
u1 =
∑
n∈N
EQ0
(
e−(p1+αp3)P
−1(l−n ) EW0
(
e−αL
−1(l−n )
EW0
(∫ L−1(ln)
0
e−αt f
(
en, ln + |Wt| − Lt
)
dt
)))
.
Now the process
(
ln + |Wt| − Lt, t ≤ L−1(ln)
)
started at 0 behaves just like the
standard Brownian motion
(
Bt, t ≤ HB0
)
started at ln (cf. Lemma A.16). By using
Lemma A.15 for the characteristic function of L−1, we thus get
u1 =
∑
n∈N
EQ0
(
e−(p1+αp3)P
−1(l−n ) EW0
(
e−αL
−1(l−n ) EBln
(∫ HB0
0
e−αt f(en, Bt) dt
)))
=
∑
n∈N
EQ0
(
e−(p1+αp3)P
−1(l−n ) EW0
(
e−αL
−1(l−n )
)
U [0,∞)α
(
f(en, ·)
)
(ln)
)
=
∑
n∈N
EQ0
(
e−αl
−
n e−(p1+αp3)P
−1(l−n ) UW,Dα f(en, ln)
)
.
Representing P by its random measure N , with jump times (tn, n ∈ N) and jump
marks
(
(en, ln), n ∈ N
)
as discussed in Remark 4.2, results in
u1 =
∑
n∈N
EQ0
(
e−αP (tn−) e−(p1+αp3)tn UW,Dα f(en, ln)
)
= EQ0
(∫
e−αP (t−) e−(p1+αp3)t UW,Dα f(g)N(dt× dg)
)
.
Computing the expectation of the above stochastic integral with respect to the
Poisson random measure N through its compensator (cf. [32, p. 62]), we obtain
u1 =
∫ ∞
0
e−t(
√
2αp2+
∫∞
0
(1−e−
√
2αl) pΣ4 (dl)) e−(p1+αp3)tdt ·
∫
UW,Dα f(g) p4(dg)
=
∫
UW,Dα f(g) p4(dg)
p1 +
√
2αp2 + αp3 +
∫∞
0
(
1− e−
√
2αl
)
pΣ4 (dl)
.
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The computations for u3 follow the same path, but are easier. By using the same
techniques as for u1, we get
u3 =
∑
n∈N
EQ0
(
e−(p1+αp3)P
−1(l−n )
EW0
(∫ L−1− (ln)◦ΘWL−1− (l−n )
0
e−α(t+L
−1
− (l
−
n )) f
(
Wt ◦ΘWL−1− (l−n )
)
dt
))
=
∑
n∈N
EQ0
(
e−(p1+αp3)P
−1(l−n ) e−αL
−1(l−n ) EW0
(∫ L−1(ln)
0
f(Wt) dt
))
.
Applying Dynkin’s formula (2.5) for the decomposition at the stopping time L−1(ln)
(see Lemma A.12) yields
UWα f(0) = EW0
(∫ L−1(ln)
0
e−αt f(Wt) dt
)
+ EW0
(
e−αL
−1(ln) UWα f
(
WL−1(ln)
))
= EW0
(∫ L−1(ln)
0
e−αt f(Wt) dt
)
+ e−
√
2αln UWα f(0),
thus resulting in
u3 =
∑
n∈N
EQ0
(
e−(p1+αp3)P
−1(l−n ) e−
√
2αl−n
(
1− e−
√
2αln
)
UWα f(0)
)
=
∑
n∈N
EQ0
(
e−(p1+αp3)tn e−
√
2αP (tn−) (1− e−√2αln)) · UWα f(0)
=
∫∞
0
(
1− e−
√
2αl
)
pΣ4 (dl)
p1 +
√
2αp2 + αp3 +
∫∞
0
(
1− e−
√
2αl
)
pΣ4 (dl)
· UWα f(0),
where the last identity follows again from [32, p. 62] together with∫ (
1− e−
√
2αpi2(e,x)
)
p4
(
d(e, x)
)
=
∫ ∞
0
(
1− e−
√
2αx
)
pΣ4 (dx).
We are turning to u2 next. Using the independence of W and Q, as well as the
distribution for (Wt, Lt) (see Lemma A.9), gives for u2
EQ0
(∑
e∈E
qe2
∫ ∞
0
∫ ∞
0
∫ ∞
0
e−αt e−(p1+αp3)P
−1(y) f
(
(e, x)
) 2(x+ y)√
2pit3
e−
(x+y)2
2t dt dx dy
)
=
√
2αUWα f(0)E
Q
0
(∫ ∞
0
e−
√
2αy e−(p1+αp3)P
−1(y) dy
)
,
where we used, with z = x+ y > 0, that∫ ∞
0
e−αt
z√
2pit3
e−
z2
2t dt =
∫ ∞
0
e−αt
∂
∂z
( 1√
2pit
e−
z2
2t
)
dt
=
∂
∂z
1√
2α
e−
√
2αz
= e−
√
2αz,
and, by the closed form (A.4) of the resolvent of W , that∑
e∈E
qe2 2
∫ ∞
0
e−
√
2αx f
(
(e, x)
)
dx =
√
2αUWα f(0).
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We compute the remaining expectation separately, for λ :=
√
2α, β := p1 + αp3:
λ
∫ ∞
0
e−λt e−βP
−1(t) dt = −
∫ ∞
0
e−βP
−1(t) de−λt
= 1− β
∫ ∞
0
e−λt e−βP
−1(t) dP−1(t)
= 1− β
∫ ∞
0
e−λP (t) e−βt dt.
As P (t−) = P (t) a.s., we conclude by using the well-known Laplace transform of
the subordinator P (see [63, Remark 21.6], [60, Section II.37]) that
u2 = U
W
α f(0)
(
1− (p1 + αp3)
∫ ∞
0
EQ0
(
e−
√
2αP (y)
)
e−(p1+αp3)y dy
)
= UWα f(0)
(
1− (p1 + αp3)
∫ ∞
0
e−y(
√
2αp2+
∫∞
0
(1−e−
√
2αl) pΣ4 (dl)) e−(p1+αp3)y dy
)
= UWα f(0)
(
1− p1 + αp3
p1 +
√
2αp2 + αp3 +
∫∞
0
(
1− e−
√
2αl
)
pΣ4 (dl)
)
=
√
2αp2 +
∫∞
0
(
1− e−
√
2αl
)
pΣ4 (dl)
p1 +
√
2αp2 + αp3 +
∫∞
0
(
1− e−
√
2αl
)
pΣ4 (dl)
· UWα f(0).
It remains to compute u4: If p1 + αp3 6= 0, then
u4 = − p3 f(0)
p1 + αp3
E0
(∫ ∞
0
e−αt de−(p1+αp3)P
−1Lt
)
= − p3 f(0)
p1 + αp3
E0
(
lim
t→∞ e
−αt e−(p1+αp3)P
−1Lt − e−α0 e−(p1+αp3)P−1L0
−
∫ ∞
0
e−(p1+αp3)P
−1Lt de−αt
)
=
p3 f(0)
p1 + αp3
(
1− αE0
(∫ ∞
0
e−αt e−(p1+αp3)P
−1Lt dt
))
,
and observing that the last expectation is just u2 with f ≡ 1, we get with UWα 1 = 1α :
u4 =
p3 f(0)
p1 + αp3
(
1−
√
2αp2 +
∫∞
0
(
1− e−
√
2αl
)
pΣ4 (dl)
p1 +
√
2αp2 + αp3 +
∫∞
0
(
1− e−
√
2αl
)
pΣ4 (dl)
)
=
p3 f(0)
p1 +
√
2αp2 + αp3 +
∫∞
0
(
1− e−
√
2αl
)
pΣ4 (dl)
.
If p1 + αp3 = 0, that is, if p1 = p3 = 0, then u4 = 0 holds by its definition, which
is in accord with the above formula for u4.
Adding everything up, we get
U•αf(0) =
∫
UW,Dα f(g) p4(dg) +
√
2αp2 U
W
α f(0) + p3 f(0)
p1 +
√
2αp2 + αp3 +
∫∞
0
(
1− e−
√
2αl
)
pΣ4 (dl)
,
and insertion of the closed form for UWα f(0) (see equation (A.4)) completes the
proof. 
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It was already shown in Theorem 4.29 that X• is a right process. By checking the
resolvent condition (2.6) with the help of the decomposition given in the above The-
orem 4.31 (the resolvent (UW,Dα , α > 0) of the killed Walsh process preserves C0(G)
by Example A.10), we obtain the next result:
Corollary 4.32. X• is a Feller process.
We finish the construction on the star graph by showing that the process X•
implements the desired boundary conditions:
Theorem 4.33. X• is a Brownian motion on G. Its generator reads A• = 12∆
with
D(A•) =
{
f ∈ C20(G) :
p1 f(0)−
∑
e∈E
pe2 f
′
e(0) +
p3
2
f ′′(0)−
∫ (
f(g)− f(0)) p4(dg) = 0}.
Proof. Let H•0 be the first entry time of X
• in 0. As the transformation effects of
subsection 4.12 only take effect after the first hitting of 0, we have by Lemma 4.13
∀t ≤ H•0 = H0 = HW0 : X•t = Xt = Wt.
Thus the stopped process (X•t∧H•0 , t ≥ 0) behaves identically to a stopped Walsh
process (Wt∧HW0 , t ≥ 0), which by Theorem A.8 fulfills the defining conditions 2.4
of a Brownian motion on the metric graph G. In addition, X• is right continuous
and strongly Markovian by Theorem 4.29, therefore it is a Brownian motion on the
star graph G.
In view of Lemma 2.6, we only need to show that the domain of the generator
lies inside the right-hand set. As X• is Feller, D(A•) = U•α
(C0(G)) holds true for
any α > 0, so it is enough to prove that every potential U•αf , f ∈ C0(G), satisfies the
above-stated boundary condition: The derivatives of UW,Dα f were already computed
in Example A.10 (it is f ′e(0) = f
′(e, 0+) there), so the first formula of Theorem 4.31
gives for g = (e, x) ∈ G, by setting ψα(g) := e−
√
2αx:
U•αf
′
e(0) = U
W,D
α f
′
e(0) + ψ
′
α(0)U
•
αf(0)
= 2
∫ ∞
0
e−
√
2αx f(e, x) dx−
√
2αU•αf(0),
U•αf
′′(0) = UW,Dα f
′′(0) + ψ′′α(0)U
•
αf(0)
= −2f(0) + 2αU•αf(0),
U•αf(g)− U•αf(0) = UW,Dα f(g)−
(
1− e−
√
2αx
)
U•αf(0).
By using these relations and then inserting the closed form of U•αf(0) as given in
Theorem 4.31, we obtain
p1 U
•
αf(0)−
∑
e∈E
pe2 U
•
αf
′
e(0) +
p3
2
U•αf
′′(0)−
∫ (
U•αf(g)− U•αf(0)
)
p4(dg)
=
(
p1 +
√
2αp2 + αp3 +
∫ (
1− e−
√
2αx
)
pΣ4 (dx)
)
· U•αf(0)
−
(
2
∑
e∈E
pe2
∫ ∞
0
e−
√
2αx f(e, x) dx+
p3
2
2 f(0) +
∫
UW,Dα f(g) p4(dg)
)
= 0. 
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Appendix A. Preliminaries on Brownian Motions
As the fundamental process of this article, we define the Brownian motion on R
in the setting of Markov processes:
Definition A.1. A continuous, strong Markov process
B =
(
Ω,G , (Gt)t≥0, (Bt)t≥0, (Θt)t≥0, (Px)x∈R
)
on R with transition semigroup
TBt f(x) =
∫
R
f(y)
1√
2pit
e−
(y−x)2
2t dt, x ∈ R, t ≥ 0, f ∈ bB(R),
is called (standard) Brownian motion on R.
The resolvent of the Brownian motion is well known (see, e.g., [14, Section 2.16]
and [60, Exercise III.3.13, Example III.6.9]), it is given by
(A.1) ∀α > 0, f ∈ bB(R), x ∈ R : UBα f(x) =
∫
R
1√
2α
e−
√
2α |y−x| f(y) dy
An easy analysis shows the following:
Lemma A.2. The resolvent of B admits UBbC(R) ⊆ bC(R) and UBC0(R) ⊆ C20(R).
A.1. Brownian Motions on the Half Line. In the introduction, we already
listed some of the Brownian motions on R+. Two of them are going to be useful
auxiliary processes for us, so we take a closer look at them:
Example A.3. Mapping the Brownian motion B on R to R+ by the absolute-
value norm | · | results in the reflecting Brownian motion (|Bt| , t ≥ 0) on R+, which
satisfies for all t ≥ 0, x ∈ R+, A ∈ B(R+):
Px(|Bt| ∈ A) = Px(Bt ∈ A) + Px(Bt ∈ −A)
= Px(Bt ∈ A) + P−x(Bt ∈ A).
In particular, the resolvent of |B| reads at the origin:
∀α > 0, f ∈ bB(R+) : U |B|α f(0) = 2
∫ ∞
0
1√
2α
e−
√
2αy f(y) dy.
Example A.4. Let (|Bt| , t ≥ 0) be the reflecting Brownian motion on R+ with its
first hitting time H0 of the origin, and consider the process resulting from killing |B|
at H0, resulting in the killed Brownian motion on R+:
B
[0,∞)
t :=
{
|Bt| , t < H0,
∆, t ≥ H0.
This process is not normal at 0 (as P0(B[0,∞)t = ∆) = 1). However, it is a right
process on R>0 = (0,∞) by [64, Corollary 12.24].
Using the convention f(∆) = 0 for all functions f , the resolvent of B[0,∞) can
be computed with the help of Dynkin’s formula (2.5). The decomposition of the
one-dimensional Brownian motion B at the stopping time H0 gives for x ≥ 0
(A.2)
U [0,∞)α f(x) = Ex
(∫ H0
0
e−αtf(|Bt|) dt
)
= UBα f(x)− Ex
(
e−αH0
)
UBα f(0),
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Figure 7. Construction of a Walsh Brownian motion on a star
graph by choosing for each excursion of |B| an edge independently
with respect to some distribution µ, resulting in the edge pro-
cess W 1. Then
(
(W 1t , |Bt|), t ≥ 0
)
is a Walsh Brownian motion
with local time L at the star vertex. The parts W (i) in the above
graph indicate on which of the edges ei ∈ E , i ∈ {1, 2, 3, 4}, the
Walsh Brownian motion is currently running.
where we interpret the function f inserted into UBα f as an arbitrary continuation
of f ∈ bB([0,∞)) to bB(R). With the passage time formula (cf. [35, Section 1.7])
Ex
(
e−αH0
)
= e−
√
2αx(A.3)
and Lemma A.2, we get
U [0,∞)bC(R+) ⊆ bC(R+) and U [0,∞)C0(R+) ⊆ C20(R+).
More results on killed Brownian motions can be found in [9, Chapter 2]).
These examples depict the easiest boundary behaviors at the origin, a complete
examination can be found in [34]. Closed forms for the resolvents and semigroups
are known for any possible local boundary condition in the half-line case, see [41,
Section 4] and [65, Section 9.1].
A.2. Walsh Processes and Walsh Brownian Motions on the Star Graph.
The first non-trivial examples of Brownian motions on star graphs are processes
which only feature “skew” effects at the origin in the following sense: Take the
excursions from the origin of a reflecting Brownian motion, and for each excursion
choose an edge independently with respect to a distribution µ :=
∑
e∈E p
e
2 εe on the
edges E (see figure 7). Such processes are a extension of “skew Brownian motions”
on R, constructed by Itoˆ and McKean in [34, Section 17], to the graph setting, and
restrict Walsh Brownian motions [67] on R2 from a general angular distribution µ
on [0, 2pi) to the edge space E . As we will only consider processes on graphs, there
will be no confusion when we use the term “Walsh Brownian motions” for the
restriction of the “general Walsh processes” on R2 to the star graph case.
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Let G = {0}∪⋃e∈E ({e}×(0,∞)) be a star graph with vertex 0 ≡ {(e, 0), e ∈ E}.
As the Walsh Brownian motion is only defined illustratively or with the help of
excursion theory in most of the older works, we follow [23, Definition 2.1] for a
rigorous context:
Definition A.5. A strong Markov process W = (W 1,W 2) on G is a Walsh Brown-
ian motion (or Walsh process) on G with weights (pe2, e ∈ E), if pe2 ≥ 0 for all e ∈ E
and
∑
e∈E p
e
2 = 1, and with µ :=
∑
e∈E p
e
2 εe, the process W satisfies:
(i) W 2 is a reflecting Brownian motion on R+;
(ii) if W0 = 0, then for t > 0, the distribution of W
1
t is given by µ;
(iii) if W0 = (e, x) with x > 0, then W
1
t = e holds for all t < H0, and on t > H0,
the distribution of W 1t is equal to µ and independent of (W
2
t , t ≥ 0).
[1] contains a list of various existence proofs, such as an approach via the implied
semigroup. Others may proceed via the application of Itoˆ excursion theory [33],
generalized from the skew Brownian motion [62, Example 5.7] to the star graph
case. [50] gives a comprehensive survey on construction methods for skew Brownian
motions. Details on the construction in the context of star graphs can also be found
in [23, Section 2].
For a Walsh process W = (W 1,W 2), we will denote the “radial process” by
|Wt| := W 2t , t ≥ 0.
The semigroup of the Walsh Brownian motion can be obtained using its strong
Markov property at the first hitting time of the vertex. The process then decom-
poses into a one-dimensional Brownian motion on the starting edge killed on hitting
the origin, followed by a reflecting Brownian motion on the edges chosen by the
weight distribution µ =
∑
e∈E p
e
2 εe. The closed form of the semigroup is given
in [67, Equations (2.1)–(2.2)] in a more general context. By inserting a discrete
distribution µ on E , we get:
Lemma A.6. The semigroup (TWt , t ≥ 0) of the Walsh process reads for all f ∈
bB(G), t ≥ 0, (l, x) ∈ G:
TWt f(l, x) =
∑
e∈E
pe2
(
T
|B|
t f(e, · ) + T [0,∞)t
(
f(l, · )− f(e, · )))(x),
with
(
T
|B|
t , t ≥ 0
)
,
(
T
[0,∞)
t , t ≥ 0
)
being the semigroups of the reflecting Brownian
motion, the standard Brownian motion killed when hitting the origin respectively,
as introduced in Examples A.3 and A.4.
In particular, we have TWt f(0) =
∑
e∈E p
e
2 T
|B|
t f(e, · )(0), so the resolvent of the
Walsh process at the star vertex 0 is obtained with the help of Example A.3:
(A.4) U
W
α f(0) =
∑
e∈E
pe2
2√
2α
∫ ∞
0
e−
√
2αxf(e, x) dx.
As the semigroups of reflected and killed Brownian motion are Feller semigroups,
the Feller property of the Walsh Brownian motion is follows (cf. [1, Theorem 2.1]).
By the closed form (A.4) of the resolvent, the following is immediate:
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Theorem A.7. Every Walsh process on a star graph is a Feller process. Its gen-
erator reads A = 12∆, with domain
D(A) =
{
f ∈ C20(G) :
∑
e∈E
pe2f
′
e(0) = 0
}
.
We will always work with a continuous version of the Walsh Brownian motion,
which exists by [1, Lemmas 2.2, 2.3, Theorem 2.4]:
Theorem A.8. There exists a version (Wt, t ≥ 0) of the Walsh Brownian motion
on the star graph G which is continuous, and for which (|Wt| , t ≥ 0) is a reflecting
Brownian motion on R+.
Therefore, properties which only depend on |W | or on the behavior of W on one
edge can be derived from the respective properties of a Brownian motion on R or
on R+. For instance, passage time formulas like (A.3) can be used in appropriate
cases for the Walsh Brownian motion W as well.
As, conditional on P0, the edge process (W 1t , t ≥ 0) is independent of the radial
process (W 2t = |Wt| , t ≥ 0) (and thus of its local time), the following result is
a direct consequence of the well-known joint distribution of a reflecting Brownian
motion and its local time at zero (cf. [39, Proposition 2.8.15]):
Lemma A.9. The joint distribution of (W,L) with respect to P0 given by
EW0
(
f(Wt, Lt)
)
=
∑
e∈E
pe2
∫ ∞
0
∫ ∞
0
f
(
(e, x), y
) 2(x+ y)√
2pit3
e−
(x+y)2
2t dx dy,
for f ∈ b(B(G)⊗B(R+)), t > 0.
Example A.10. Consider the “Dirichlet Walsh process” WD, that is the Walsh
process W killed at the first hitting time H0 := inf{t ≥ 0 : Wt = 0}:
WDt :=
{
Wt, t < H0,
∆, t ≥ H0.
As the Walsh process W just behaves like a standard (reflecting) Brownian motion
on the starting edge until hitting the star vertex, the Dirichlet Walsh process WD,
with fixed starting edge, equals the Dirichlet process B[0,∞) on the half line. There-
fore, we get P(e,x)-a.s. for any (e, x) ∈ G:
∀t ≥ 0 : WDt =
(
e,B
[0,∞)
t
)
.
Thus, the resolvent of WD reads, for α > 0, f ∈ bB(G), (e, x) ∈ G,
UW,Dα f(e, x) = U
[0,∞)
α
(
f(e, · ))(x).
Our findings of Example A.4 imply that
(
UW,Dα , α > 0
)
preserves C0(G). Further-
more, they give
UW,Dα f
′(e, 0+) = 2
∫ ∞
0
e−
√
2αx f(e, x) dx,
UW,Dα f
′′(0) = −2f(0).
For later use, we also remark that for all (e, x) ∈ G,
UW,Dα 1(e, x) = EBx
(∫ H0
0
e−αt dt
)
=
1
α
EBx
(
1− e−αH0) = 1
α
(
1− e−
√
2αx
)
.
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A.3. On the Local Time of Brownian Motion. An essential tool in the study
of the Brownian sample paths is the Brownian local time, or “mesure du voisinage”,
as it was coined when first introduced by Le´vy in [51]. Brownian local time is the
source of many deep and outstanding results, such as the Ray–Knight theorems.
However, we will “only” resort to one main result by Le´vy in our work, which we
need to extend to initial measures other than P0.
Let (Lt, t ≥ 0) be the local time of the standard Brownian motion B on R (see [66]
or [39, Section 3.6]), that is, a perfect continuous additive functional, adapted to
the Brownian filtration, such that
∀t ≥ 0 : Lt = lim
ε↓0
1
2ε
λ
({s ≤ t : |Bs| ≤ ε}).
We will mainly use a part of the celebrated characterization by Le´vy, as given
in [39, Theorem 3.6.17]:
Theorem A.11. Let B be a Brownian motion with local time L at the origin. Then,
started at the origin, the process B˜t := −
∫ t
0
sgn(Bs) dBs, t ≥ 0, is a Brownian
motion. Define its running maximum process M˜t := maxs≤t B˜s, t ≥ 0. Then,
P0
(∀t ≥ 0 : |Bt| = M˜t − B˜t, Lt = M˜t) = 1.
In particular, for a Brownian motion B with local time L at the origin and running
maximum process Mt := maxs≤tBt, t ≥ 0, the processes
(
(Mt −Bt,Mt), t ≥ 0
)
and
(
(|Bt| , Lt), t ≥ 0
)
have the same law under P0.
An immediate consequence is that, because
|Bt| − Lt = M˜t − B˜t − M˜t = −B˜t, t ≥ 0, P0-a.s.,
the process (|Bt| − Lt, t ≥ 0) is a Brownian motion under P0. We will extend this
result to initial laws other than P0.
We start by examining the pseudo-inverses of the local time (Lt, t ≥ 0):
L−1(a) = inf{t ≥ 0 : Lt > a}, a ≥ 0,
L−1− (a) = inf{t ≥ 0 : Lt ≥ a}, a ≥ 0.
The following basic properties will be very helpful later:
Lemma A.12. For every a ∈ R+, L−1(a) is an (Ft+, t ≥ 0)-stopping time and
L−1− (a) is an (Ft, t ≥ 0)-stopping time.
Proof. By (ii) and (iv) of Lemma C.4, we have for all t ≥ 0,
{L−1(a) < t} = {a < Lt} ∈ Ft,
{L−1− (a) ≤ t} = {a ≤ Lt} ∈ Ft. 
Lemma A.13. For a ∈ R+ and any random time τ ≤ L−1(a) with L(τ) = 0 a.s.,
L−1(a) ◦Θτ = L−1(a)− τ,
L−1− (a) ◦Θτ = L−1− (a)− τ
hold a.s. true.
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Proof. Let τ be as above. Then, a.s.,
L−1(a)− τ = inf{u ≥ τ : L(u) > a} − τ
= inf{u ≥ 0 : L(u+ τ)− L(τ) > a}
= L−1(a) ◦Θτ ,
where we used Lt ≤ a for all t ≤ L−1(a) for the first identity.
The computation for L−1− (a) proceeds completely analogously. 
Lemma A.14. For any a > 0, L−1− (a) = L
−1(a) a.s. holds true.
Proof. [53, Lemma 3.6.18] shows that L−1− (a) = L
−1(a) holds P0-a.s. for any a > 0.
For a general initial law P, we compute by using Lemma A.13 (as H0 < L−1(a) for
any a > 0) and the strong Markov property of B:
P
(
L−1− (a) = L
−1(a)
)
= P
(
L−1− (a) ◦ΘH0 = L−1(a) ◦ΘH0
)
= P
(
PH0
(
L−1− (a) = L
−1(a)
))
= P0
(
L−1− (a) = L
−1(a)
)
= 1. 
The inverses of the local time have a close relation to the first hitting times Ha
of points a ≥ 0 (see, e.g., [10, Theorem 5.9]), which appears natural in view of
Le´vy’s characterization. We will only note the following formula for later use:
Lemma A.15. For all x, a ∈ R+,
Ex
(
e−αL
−1(a)) = e−√2α(x+a).
Proof. For x = 0, this is proved in [41, Lemma B.1] or found in the collection of
results of [39, Theorem 6.2.1]. For x 6= 0, by using L−1(a) = H0 +L−1(a) ◦ΘH0 of
Lemma A.13, we get
Ex
(
e−αL
−1(a)) = Ex(e−αH0 Ex(e−αL−1(a) ◦ΘH0∣∣FH0))
= Ex
(
e−αH0
)
E0
(
e−αL
−1(a)),
and insertion of the values for both expectations completes the proof. 
Lemma A.16. For all x, a ∈ R+, α > 0, f ∈ bB(R),
E0
(∫ L−1(a)
0
e−αt f
( |Bt| − Lt + a) dt) = Ea(∫ H0
0
e−αt f
( |Bt| ) dt).
Proof. We have BL−1(a) = 0, as L only grows when B is at the origin, and using
the additive functional property and the continuity of L, we get
Lt+L−1(a) = Lt ◦ΘL−1(a) + L
(
L−1(a)
)
with L
(
L−1(a)
)
= a.
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Thus, Dynkin’s formula (2.5) applied for the stopping time L−1(a) yields
E0
(∫ ∞
0
e−αt f
( |Bt| − Lt + a) dt)
= E0
(∫ L−1(a)
0
e−αt f
( |Bt| − Lt + a) dt)
+ E0
(
e−αL
−1(a) E0
(∫ ∞
0
e−αt f
( ∣∣Bt+L−1(a)∣∣− Lt+L−1(a) + a) dt ∣∣∣FL−1(a)))
= E0
(∫ L−1(a)
0
e−αt f
( |Bt| − Lt + a) dt)
+ E0
(
e−αL
−1(a) E0
(∫ ∞
0
e−αt f
( |Bt| − Lt) dt)).
With Theorem A.11, the translation formula (2.9) and Lemma A.15, we obtain
E0
(∫ L−1(a)
0
e−αt f
( |Bt| − Lt + a) dt)
= Ea
(∫ ∞
0
e−αt f
(
Bt
)
dt
)
− Ea
(
e−αH0 E0
(∫ ∞
0
e−αt f
(
Bt
)
dt
))
.
Another application of Dynkin’s formula (2.5) for H0 yields the result, as BH0 = 0
by the continuity of B, and Bt = |Bt| Pa-a.s. for all t ≤ H0. 
Theorem A.17. For all x, a ∈ R+, α > 0, f ∈ bB(R2),
Ex
(∫ ∞
0
e−αt f
( |Bt| − Lt + a, (Lt − a)+) dt)
= Ex+a
(∫ ∞
0
e−αt f
( |Bt| − Lt, Lt) dt).
Proof. We decompose both sides of the claimed identity separately via Dynkin’s
formula (2.5) with respect to the stopping times L−1(a) and H0, using the same
techniques as in the proof of Lemma A.16. By splitting at H0 and L
−1(a), using
the additive functional relation L(t + H0) = Lt ◦ ΘH0 + L(H0) with L(H0) = 0,
and L−1(a)−H0 = L−1(a) ◦ΘH0 by Lemma A.13, the left-hand side of the above
claim reads
Ex
(∫ ∞
0
e−αt f
( |Bt| − Lt + a, (Lt − a)+) dt)
= Ex
(∫ H0
0
e−αt f
( |Bt|+ a, 0) dt)
+ Ex
(
e−αH0 E0
(∫ L−1(a)
0
e−αt f
( |Bt| − Lt + a, 0) dt))
+ Ex
(
e−αL
−1(a) E0
(∫ ∞
0
e−αt f
( |Bt| − Lt, Lt) dt)).
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Decomposition at Ha and H0, employing the terminal time property H0 − Ha =
H0 ◦ΘHa Px+a-a.s. by the continuity of B, transforms the right-hand side to
Ex+a
(∫ ∞
0
e−αt f
( |Bt| − Lt, Lt) dt)
= Ex+a
(∫ Ha
0
e−αt f
( |Bt| , 0) dt)
+ Ex+a
(
e−αHa Ea
(∫ H0
0
e−αt f
( |Bt| , 0) dt))
+ Ex+a
(
e−αH0 E0
(∫ ∞
0
e−αt f
( |Bt| − Lt, Lt) dt)).
A comparison of the particular summands with the help of (A.3) and Lemmas A.15
and A.16 yields the result. 
Appendix B. Revival and Killing Effects on the Generator of a
Brownian Motion
In section 3, we construct Brownian motions which admit a finite jump measure
by applying the revival technique explained in subsection 3.1 and subsequent killing
by mapping an absorbing set to the cemetery point ∆. We examine the effects of
these transformations on the generator of a Brownian motion:
Proof of Lemma 3.2: We decompose the resolvent at the first revival time R1 with
the help of Dynkin’s formula (2.5): As the process Xq up to the time R1 equals the
original process X• up to its lifetime ζ, we have by Theorem 3.1, for any f ∈ C0(G):
∀g ∈ G : Uqαf(g) = Eg
(∫ R1
0
e−αt f(Xqt ) dt
)
+ Eg
(
e−αR
1
Uαf(X
q
R1)
)
= Eg
(∫ ζ
0
e−αt f(X•t ) dt
)
+ Eg
(
e−αR
1
K(Uqαf)
)
= U•αf(g) + ϕα(g) q(U
q
αf),
with (U•α, α > 0) being the resolvent of X
•, and ϕα := E ·
(
e−αζ
)
.
As X• is Feller and ϕα ∈ C0(G) by assumption, (Uqα, α > 0) preserves C0(G) as
well. Furthermore, Xq is right continuous and normal by definition, so Xq is Feller
by (2.6). As Xqt = X
•
t holds for all t ≤ H0 and X• is a Brownian motion on G, Xq
is also a Brownian motion on G.
We are ready to compute the boundary conditions forXq: Let h ∈ D(Aq). AsXq
is Feller, there exists an f ∈ C0(G) with h = Uqαf . As U•f and (by assumption)
1− ϕα fulfill the boundary conditions for X•, the above decomposition yields
p3
2
Uqαf
′′(0)
=
p3
2
(
U•αf + ϕα q(U
q
αf)
)′′
(0)
= −p1 U•αf(0) +
∑
e∈E
pe2 U
•
αf
′
e(0) +
∫ (
U•αf(g)− U•αf(0)
)
p4(dg)
−
(
− p1
(
1− ϕα(0)
)−∑
e∈E
pe2 (ϕα)
′
e(0)−
∫ (
ϕα(g)− ϕα(0)
)
p4(dg)
)
q(Uqαf).
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Applying the decomposition of Uq again gives
p3
2
Uqαf
′′(0)
= −p1 Uqαf(0) +
∑
e∈E
pe2 U
q
αf
′
e(0) +
∫ (
Uqαf(g)− Uqαf(0)
)
p4(dg) + p1 q(U
q
αf),
and as q is a probability measure, we have
q(Uqαf) =
∫ (
Uqαf(g)− Uqαf(0)
)
q(dg) + Uαf(0),
so it follows that
p3
2
Uqαf
′′(0) =
∑
e∈E
pe2 U
q
αf
′
e(0) +
∫ (
Uqαf(g)− Uqαf(0)
)
(p4 + p1 q)(dg).
Lemma 2.6 completes the proof. 
Proof of Lemma 3.3: For all f ∈ D(AY ), we have for g ∈ G\F
AX(f ◦ ψ)(g) = lim
t↓0
Eg
(
f ◦ ψ(Xt)
)− f ◦ ψ(g)
t
= lim
t↓0
Eg
(
f(Yt)
)− f(g)
t
,
which exists and is equal to AY f(g). On the other hand, if g ∈ F , then Xt ∈ F
holds for all t ≥ 0, Pg-a.s., because F is absorbing for X, and it follows that
AX(f ◦ ψ)(g) = lim
t↓0
Eg
(
f ◦ ψ(Xt)
)− f ◦ ψ(g)
t
= lim
t↓0
Eg
(
f(∆)
)− f(∆)
t
= 0.
Thus, we have f ◦ ψ ∈ D(AX) for all f ∈ D(AY ), and AX(f ◦ ψ) = AY f 1{F in
this case.
So, if f ∈ D(AY ), then f ◦ ψ fulfills the boundary condition for X, that is
p1f
(
ψ(0)
)−∑
e∈E
pe2f
′
e
(
ψ(0)
)
+
p3
2
f ′′
(
ψ(0)
)− ∫
G\{0}
(
f
(
ψ(g)
)− f(ψ(0))) p4(dg)
= p1f(0)−
∑
e∈E
pe2f
′
e(0) +
p3
2
f ′′(0)−
∫
G\(F∪{0})
(
f(g)− f(0)) p4(dg) + f(0) p4(F ),
vanishes, where we used f
(
ψ(g)
)
= f(∆) = 0 for all g ∈ F . 
Appendix C. Technical Proofs of Section 4
C.1. On the Path-Behavior of X. In order to ensure that the process (Xt, t ≥ 0)
of subsection 4.3 is well-defined, it is necessary that at any time t ≥ 0, there is at
most one e ∈ E with ηet > 0. This will be shown below in Lemma C.5. To this
end, we need to analyze the defining functions PeP
−1, e ∈ E ∪ {0}. The difference
between the functions Pe, e ∈ E , are rather subtle: If we define the set of all jumps
of the subordinator Qe by Je := {t > 0 : ∆Qe(t) 6= 0}, e ∈ E , then the set of
all jumps reads J :=
⊎
e∈E Je, as there are no simultaneous jumps. By definition,
Pe(t) = P (t) holds true for all e ∈ E if t ∈ {J , whereas for t ∈ J , we have
Pe(t) =
{
P (t), t ∈ Je,
P (t−), t /∈ Je,
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that is, the function Pe is right continuous at the jumps of Q
e, and left continuous
with a positive jump discontinuity at the jumps of all other subordinators Qf ,
f 6= e. We collect these first findings:
Lemma C.1. For every e ∈ E, let Je = {t > 0 : ∆Qe(t) 6= 0} be the set of all
jumps of the subordinator Qe, and set J =
⊎
e∈E Je. Then, for all e ∈ E, t ≥ 0,
Pe(t) =
{
P (t), t ∈ Je ∪ {J,
P (t−), t ∈ J ∩ {Je.
Before we proceed with the analysis of PeP
−1, we collect some properties of
pseudo-inverses (or generalized inverses). These results can mostly be found scat-
tered in the literature, for instance in [16] and [22]. We will need results on both
the left and right continuous pseudo-inverses for strictly increasing functions, or for
increasing and continuous functions.
Definition C.2. An increasing function f : [0,∞)→ [0,∞] has a level of constancy
at t0 ≥ 0 of length h > 0, if f(t) = f(t0+) for all t ∈ (t0, t0 + h), f(t) < f(t0) for
all t < t0, and f(t) > f(t0+) for all t > t0 + h.
Lemma C.3. Let P : [0,∞) → [0,∞) be a right continuous, strictly increasing
function. Then, the generalized inverse
P−1 : [0,∞)→ [0,∞], t 7→ P−1(t) := inf{s ≥ 0 : P (s) > t}
admits:
(i) P−1 is right continuous and increasing;
(ii) for all t ≥ 0: P−1P (t) = P−1(P (t−)) = t;
(iii) for all t ≥ 0 with P−1(t) < +∞: PP−1(t) ≥ t;
(iv) for all t ∈ ran(P ): PP−1(t) = t;
(v) for all t, u ≥ 0: P−1(t) ≤ u, if and only if t ≤ P (u);
(vi) P−1 is continuous,
(vii) P has a jump at t > 0 of height h, if and only if P−1 has a level of constancy
at P (t−) of length h.
Lemma C.4. Let L : [0,∞)→ [0,∞) be a continuous, increasing function. Then,
the generalized inverses
L−1 : [0,∞)→ [0,∞], t 7→ L−1(t) := inf{s ≥ 0 : L(s) > t},
L−1− : [0,∞)→ [0,∞], t 7→ L−1− (t) := inf{s ≥ 0 : L(s) ≥ t}
admit:
(i) L−1 is right continuous and increasing;
(ii) for all t, u ≥ 0: L−1(t) < u, if and only if t < L(u);
(iii) L−1− is left continuous and increasing;
(iv) for all t, u ≥ 0: L−1− (t) ≤ u, if and only if t ≤ L(u).
These results give us enough structural properties of generalized inverses to an-
alyze the functions t 7→ PeP−1(t), e ∈ E ∪ {0} in Remark 4.2 (recall the definition
of T given there). We are now able to deduce the following:
Lemma C.5. For all t ≥ 0, the following holds true:
(i) There is at most one e ∈ E with ηet > 0.
(ii) ηt > 0, if and only if η
e
t > 0 for exactly one e ∈ E.
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Proof. There are no simultaneous jumps by construction, so all jump times tn,
n ∈ N, are pairwise distinct. Thus, the intervals (P (tn−), P (tn)), n ∈ N, are
pairwise disjoint and for each n ∈ N, there is exactly one e ∈ E with tn ∈ Je. In
summary, we have for all e ∈ E , n ∈ N, t ∈ [l−n , l+n ) = [P (tn−), P (tn)),
PeP
−1(t)− t =
{
P (tn)− t > 0, tn ∈ Je,
P (tn−)− t ≤ 0, tn /∈ Je,
and PeP
−1(t) − t = 0 for all t ∈ T . Therefore, for any t ≥ 0, there is at most
one e ∈ E with PeP−1(t)− t > 0, and in this case t ∈ [l−n , l+n ) for some n ∈ N, which
is equivalent to PP−1(t)− t > 0 by (4.1) and (4.2). 
The path behavior is now clear: For Lt ∈ T , we have ηt = PP−1(Lt)− Lt = 0,
and ηet = 0 for all e ∈ E by Lemma C.5, so for these times, it is Xt = Wt by defini-
tion. Otherwise, if Lt ∈ [l−n , l+n ) with [l−n , l+n ) corresponding to a jump
(
tn, (en, ln)
)
,
we have ηent = ηt > 0, which yields E(η
e
t , e ∈ E) ◦Wt = en and
|Xt| = ηt + |Wt| = P (tn)− Lt + |Wt| = l+n − Lt + |Wt| .
Therefore, Xt behaves for t ∈ L−1−
(
[l−n , l
+
n )
)
like a Brownian motion started at
l+n − l−n = ln. In total, we get equation (4.3).
We complete the study of the paths of X:
Proof of Theorem 4.3: As (Wt, t ≥ 0) and (Lt, t ≥ 0) are continuous, and Lt only
grows if Wt is at 0, the edge of Xt only changes at some time t ≥ 0, if either the
edge of Wt changes or Lt grows over some l
+
n , in which case l
+
n − Lt + |Wt| = 0
holds true. Thus, as the second coordinate (ηt + |Wt| , t ≥ 0) is right continuous,
and the first coordinate only changes if the radial part is at the origin, the resulting
process (Xt, t ≥ 0) is right continuous.
X is away from 0 if either W is or if L ∈ [l−n , l+n ) for some n ∈ N. In both cases
the process behaves continuously in the open interior of these times, which follows
from the representation (4.3) and the continuity of W and L. For t ∈ L−1−
(
[l−n , l
+
n )
)
,
equation (4.3) gives Xt =
(
e, l+n − Lt + |Wt|
)
, thus we have
t0 := inf{s ≥ t : Xs = 0} = inf{s ≥ 0 : Ls ≥ l+n },
and for every sequence (tn, n ∈ N) in R+ which strictly increases to t0, (Xtn , n ∈ N)
converges to (e, 0) = 0. But as X is right continuous and {0} is closed, we have
Xt0 = 0, so X is also continuous at t0. 
C.2. Shift Operators for X. We are checking that the operators (ΘXt , t ≥ 0), as
defined in subsection 4.5, indeed constitute a family of shift operators for X:
Proof of Lemma 4.4: Fix s, t ≥ 0. It is clear that ΘXt : Ω→ Ω, as ΘWt : ΩW → ΩW ,
ΘQt : Ω
Q → ΩQ, %t(ω) ≥ 0 for all ω ∈ Ω and γPx : ΩQ → ΩQ for all x ∈ R.
We begin by calculating the shift on the subordinator: For all u ≥ 0, we have
P (γP−Lt ◦ΘQ%t)−1(u) = inf{s ≥ 0 : P (γP−Lt ◦ΘQ%t)(s) > u}
= inf{s ≥ 0 : P (s+ %t)− Lt > u}
= P−1(u+ Lt)− %t.
BROWNIAN MOTIONS ON STAR GRAPHS 51
(Lt, t ≥ 0) is an additive functional and P−1(Ls+t) ≥ P−1(Lt), so
(C.1)
P−1(Ls) ◦ΘXt = P (γ−Lt ◦ΘQ%t)−1(Ls+t − Lt)
= P−1(Ls+t)− %t.
Let e ∈ E ∪ {0}. Then, by applying the shift ΘXt and the above findings, we obtain(
PeP
−1(Ls)− Ls
) ◦ΘXt = Pe(γP−Lt ◦ΘQ%t)(P−1(Ls) ◦ΘXt )− Ls ◦ΘWt
= Pe
(
P−1(Ls) ◦ΘXt + %t
)− Lt − (Ls+t − Lt)
= PeP
−1(Ls+t)− Ls+t.
By inserting the last two formulas into the definition of X and additionally using
Ws ◦ΘXt = Ws ◦ΘWt = Ws+t,
we get Xs ◦ΘXt = Xs+t.
It remains to prove ΘXs ◦ΘXt = ΘXs+t. We calculate for ω = (ωW , ωQ)
ΘXs
(
ΘXt (ω)
)
=
(
ΘWs
(
ΘWt (ω
W )
)
, γP−Ls(Θt(ω))
(
ΘQ%s(Θt(ω))
(
γP−Lt(ω)
(
ΘQ%t(ω)(ω
Q)
)))
=
(
ΘWs+t(ω
W ), γP−Ls+t(ω)+Lt(ω)
(
ΘQ%s+t(ω)−%t(ω)
(
γP−Lt(ω)
(
ΘQ%t(ω)(ω
Q)
)))
,
where we used the shift property of (ΘWt , t ≥ 0) on themselves and on the additive
functional (Lt, t ≥ 0), as well as %s ◦ ΘXt = P−1(Ls+t) − %t by (C.1). Observing
that (ΘQt , t ≥ 0) and (γPx , x ∈ R) commute (because the natural shift operators
(ΘˆQ,et , t ≥ 0) and translation operators (γˆQ,eq , q ∈ R) of the Cartesian parts com-
mute, cf. definitions (2.10)), we get
ΘXs
(
ΘXt (ω)
)
=
(
ΘWs+t(ω
W ), γP−Ls+t(ω)+Lt(ω) ◦ γP−Lt(ω) ◦ΘQ%s+t(ω)−%t(ω) ◦Θ
Q
%t(ω)
(ωQ)
)
=
(
ΘWs+t(ω
W ), γP−Ls+t(ω)
(
ΘQ%s+t(ω)(ω
Q)
))
= ΘXs+t(ω). 
C.3. Strong Markov Properties of the Underlying Processes. We give some
rigorous context for the results of subsection 4.7. As noted there, the following re-
sults are not the canonical Markov properties, as we will only consider and shift the
second part of the combined process (W,Q) here, so everything is still “indepen-
dent” of the first coordinate. These “partial” time shifts are not commonly treated,
because joint Markov processes
(
(Xt, Yt), t ≥ 0
)
typically run with a shared time
parameter t and thus are translated collectively by the same time shift. Therefore
we will need to lift the following “Markov properties” manually.
(Qs, s ≥ 0) is “Markovian” with respect to (FQs , s ≥ 0) in the following sense:
Lemma C.6. For all g ∈ G, q ∈ Rn, f ∈ bB(R)⊗n, s, t ≥ 0,
Eg,q
(
f(Qs+t)
∣∣FQs ) = Eg,Qs(f(Qt)).
Proof. As (Qs, s ≥ 0) is adapted to (FQs , s ≥ 0), it suffices to check that for all
A ∈ FW∞ , B ∈ FQs , g ∈ G , q ∈ Rn, f ∈ bB(R)⊗n, s, t ≥ 0,
Eg,q
(
f(Qs+t) 1A×B
)
= Eg,q
(
Eg,Qs
(
f(Qt)
)
1A×B
)
,
which follows by separating both components in the product space with the help
of Fubini’s theorem and applying the Markov property of (Qˆs, s ≥ 0). 
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As (Qˆs, s ≥ 0) is a Feller process, the “Markov property” of lemma C.6 yields
the “strong Markov property” of (Qs, s ≥ 0) with respect to (FQs , s ≥ 0) in the
following sense:
Lemma C.7. For all g ∈ G, q ∈ Rn, f ∈ bB(R)⊗n, s ≥ 0, and every stopping
time τ over (F
Q
s , s ≥ 0),
Eg,q
(
f(Qs+τ )
∣∣FQτ ) = Eg,Qτ (f(Qs)).
Note on the proof. It seems difficult to directly transfer the strong Markov property
of Qˆ to Q, as an (F s, s ≥ 0)-stopping time also randomizes the first coordinate
of (W,Q) and, even if the processes are independent, it does not appear easy to
separate both parts in the random time. We recommend to reiterate the standard
argument which shows that every Feller process is strongly Markovian (see, e.g.,
[60, Section III.8]), and adjust it to the product space setting for Q. 
We are now ready to infer the Markov property of the combined process (W,Q)
with respect to the shifts ΘWt and Θ
Q
%t and to the actual filtration (Ft, t ≥ 0): The
combined shift operators Θt := Θ
W
t ⊗ΘQ%t , t ≥ 0, on Ω are defined in the intuitive
way, that is, for all ω = (ωW , ωQ) ∈ Ω, we consider
Θt(ω) = Θ
W
t ⊗ΘQ%t(ω) =
(
ΘˆWt (ω
W ), ΘˆQ
%t((ωW ,ωQ))
(ωQ)
)
.(C.2)
The basic version of the “Markov property” for (W,Q) with respect to (Ft, t ≥ 0)
via the just defined combined shift operators (Θt, t ≥ 0) is as follows:
Lemma C.8. For all g ∈ G, q ∈ Rn, f ∈ bB(R), h ∈ bB(R)⊗n, r, s, t ≥ 0,
Eg,q
(
f(Wr)h(Qs) ◦ΘWt ⊗ΘQ%t
∣∣Ft) = EWt,Q%t (f(Wr)h(Qs)).
Proof. By using Ft ⊆ FWt ⊗FQ∞ together with the Markov property of W with
respect to (FWt ⊗FQ∞, t ≥ 0) (which follows from the product space construction),
we obtain
Eg,q
(
f(Wr) ◦ΘWt h(Qs) ◦ΘQ%t
∣∣Ft)
= Eg,q
(
Eg,q
(
f(Wr) ◦ΘWt
∣∣FWt ⊗FQ∞) h(Qs) ◦ΘQ%t ∣∣Ft)
= Eg,q
(
EWWt
(
f(Wˆr)
)
h(Qs) ◦ΘQ%t
∣∣Ft).
Employing Ft ⊆ FQ%t (by Lemma 4.9), the adaptedness of W to (F
Q
%t , t ≥ 0) (by
Lemmas 4.8 and 4.7), as well as the “strong Markov property” of Q with respect
to %t (as given in Lemma C.7), we get
Eg,q
(
f(Wr) ◦ΘWt h(Qs) ◦ΘQ%t
∣∣Ft)
= Eg,q
(
EWWt
(
f(Wˆr)
)
Eg,q
(
h(Qs) ◦ΘQ%t
∣∣FQ%t) ∣∣Ft)
= Eg,q
(
EWWt
(
f(Wˆr)
)
EQg,Q%t
(
h(Qs)
) ∣∣Ft)
= EWWt
(
f(Wˆr)
)
EQQ%t
(
h(Qˆs)
)
= EWt,Q%t
(
f(Wr)h(Qs)
)
,
where we also used that (W,Q) is adapted to (Ft, t ≥ 0) (see (4.6) and (4.7)). 
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Complying with the usual generalization of Markovian shifts, we lift the above
lemma with the help of the monotone class theorem to F 0∞-measurable functions
by slightly adjusting the routine proof (see, e.g., [6, Proposition I.8.4]), and obtain
Theorem 4.10.
C.4. On the Markov Property of X. The main non-trivial parts of the pro-
cess X, as defined in section 4, are the excursion times (ηet , t ≥ 0), e ∈ E . In
preparation of the proof of the Markov property of X, we examine on how a shift
of these components by the time t relates to the basic shifts of the underlying pro-
cesses Q and W . Fix t ≥ 0, and recall the definitions of +Pe, +Qe, 0Qe, 0P , as given
at the beginning of subsection 4.9.
Lemma C.9. For all ω ∈ Ω, s ≥ 0, e ∈ E ∪ {0},
ηet+s(ω) = Pe
((
+P−1(Ls ◦ΘWt − ηt)
)
(ω)
) ◦ΘQ%t(ω)− (Ls ◦ΘWt + Lt)(ω),
and
ηet+s(ω) = Pe
( · ,+P−1(ω, (Ls ◦ΘWt − ηt)(ω))) ◦ΘQ%t(ω)− (Ls ◦ΘWt + Lt)(ω).
Proof. As P and L are increasing, P (u) > Lt+s and u ≥ 0 imply u ≥ P−1(Lt), so
P−1(Lt+s)− P−1(Lt) = inf
{
u ≥ P−1(Lt) : P (u) > Lt+s
}− P−1(Lt)
= inf
{
u ≥ 0 : +P (u) + PP−1(Lt) > Ls ◦ΘWt + Lt
}
= +P−1(Ls ◦ΘWt − ηt).
Therefore, we obtain
PeP
−1(Lt+s)(ω) = Pe
(
+P−1
(
Ls ◦ΘWt − ηt
)
(ω) + P−1(Lt)(ω)
)
(ω)
= Pe
((
+P−1(Ls ◦ΘWt − ηt)
)
(ω)
) ◦ΘQ%t(ω). 
Lemma C.10. For all ω ∈ Ω, s ≥ 0, e ∈ E ∪ {0},
ηet+s(ω) =
(
Pe
0P−1
(
Ls − ηt(ω)
)− Ls) ◦ΘWt ⊗ΘQ%t(ω)− Lt(ω).
Proof. It is(
Pe
0P−1
(
Ls − ηt(ω)
)− Ls) ◦ΘWt ⊗ΘQ%t(ω)− Lt(ω)
= Pe
0P−1
(
(Ls ◦ΘWt − ηt)(ω)
) ◦ΘQ%t(ω)− (Ls ◦ΘWt + Lt)(ω),
so with regard to Lemma C.9, it suffices to show that for all v ∈ R,
Pe
(
+P−1(ω, v)
) ◦ΘQ%t(ω) = Pe0P−1(v) ◦ΘQ%t(ω)
holds true: We have +P = 0P ◦ΘQ%t by definition, which results in
+P−1 =
(
0P ◦ΘQ%t
)−1
= 0P−1 ◦ΘQ%t ,
because for all ω ∈ Ω, v ∈ R,(
0P ◦ΘQ%t
)−1
(ω, v) = inf
{
u ≥ 0 : 0P (ΘQ%t(ω), u) > v}
= 0P−1( · , v) ◦ΘQ%t(ω).
This gives us
Pe
( · ,+P−1(ω, v)) ◦ΘQ%t(ω) = Pe( · , 0P−1( · , v) ◦ΘQ%t(ω)) ◦ΘQ%t(ω)
= Pe
0P−1(v) ◦ΘQ%t(ω),
completing the proof. 
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Proof of Theorem 4.19. The first identity follows directly from Lemma C.10, as
insertion of the definitions of 0Pe and ηt results in(
0Pe( · ) + ηt(ω)
) ◦ΘQ%t(ω) = (Pe( · + %t)− P (%t) + ηt)(ω)
= Pe ◦ΘQ%t(ω)− Lt(ω).
The relation 0Pe = Pe ◦ ΓQ implies the second identity of the claim, and this
expression together with P−1 ◦ γPηt(ω)(v) = P−1
(
v − ηt(ω)
)
for all v ∈ R yields the
last identity, as(
PeP
−1(Ls − ηt(ω))− (Ls − ηt(ω))) ◦ ( idW ⊗ΓQ) ◦ (ΘWt ⊗ΘQ%t)(ω)
=
(
PeP
−1(Ls)− Ls
) ◦ ( idW ⊗γPηt(ω)) ◦ ( idW ⊗ΓQ) ◦ (ΘWt ⊗ΘQ%t)(ω). 
Proof of Corollary 4.21: As 0Pe is strictly increasing and
0Pe(0) = Pe(0)−P (0) = 0
holds Pg = Pg,0-a.s., we have P−1(v) = 0 a.s. for every non-positive number v ≤ 0.
Thus, if Ls ◦ΘWt < ηt, we get from the first identity of Theorem 4.19:
ηet+s(ω) =
(
0Pe(0)−
(
Ls − ηt(ω)
)) ◦ΘWt ⊗ΘQ%t(ω)
=
(
Pe(%t)− P (%t)−
(
Ls ◦ΘWt − ηt
))
(ω)
=
(
ηet − ηt − Ls ◦ΘWt + ηt
)
(ω),
where we just inserted the definitions of 0P and ηt for the last two identities. 
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