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In Bellassoued, Choulli and Yamamoto (2009) [4] we proved a log–log type stability
estimate for a multidimensional inverse spectral problem with partial spectral data for
a Schrödinger operator, provided that the potential is known in a small neighbourhood of
the boundary of the domain. In the present paper we discuss the same inverse problem.
We show a log type stability estimate under an additional condition on potentials in
terms of their X-ray transform. In proving our result, we follow the same method as in
Alessandrini and Sylvester (1990) [1] and Bellassoued, Choulli and Yamamoto (2009) [4].
That is we relate the stability estimate for our inverse spectral problem to a stability
estimate for an inverse problem consisting in the determination of the potential in a wave
equation from a local Dirichlet to Neumann map (DN map in short).
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let Ω ⊂ Rd , d  2, be a bounded domain with smooth boundary Γ and let γ be a closed subset of Γ with nonempty
interior.
If q ∈ L∞(Ω), we denote by Aq the unbounded operator Aq = − + q, having the domain D(Aq) = H10(Ω) ∩ H2(Ω). It
is well known that the spectrum of Aq consists in a sequence of eigenvalues, counted according to their multiplicity,
−∞ < λ1,q  λ2,q  · · · λk,q → +∞.
The corresponding eigenfunctions are denoted by (ϕk,q). We make the assumption that the sequence (ϕk,q) form an or-
thonormal basis of L2(Ω). That is
‖ϕk,q‖L2(Ω) = 1.
Unless otherwise stated, C denotes a generic positive constant depending only on Ω , γ and q.
Since ϕk,q is the solution of the following boundary value problem (BVP in short){
(− + q)ϕ = λk,qϕ, in Ω,
ϕ = 0, on Γ,
we derive from the classical H2 a priori estimates
‖ϕk,q‖H2(Ω)  Cλk,q‖ϕk,q‖L2(Ω) = Cλk,q.
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‖∂νϕk,q‖
H
1
2 (Γ )
 Cλk,q.
But there exists a constant K  1 such that
K−1k
2
d  λk,q  Kk
2
d . (1.1)
Consequently,
‖∂νϕk,q‖
H
1
2 (γ )
 C‖∂νϕk,q‖
H
1
2 (Γ )
 Ck 2d . (1.2)
We ﬁx d/2+ 1< ζ  d+ 1. It follows from (1.2) that the sequence (k− 2ζd ‖∂νϕk,q‖
H
1
2 (γ )
) ∈ 1. We recall that 1 is the usual
Banach space of real-valued sequence such that the corresponding series is absolutely convergent. This space is equipped
with its natural norm.
Let w = (wk) be the sequence given by wk = k−
2ζ
d , for each k 1. We then introduce the following Banach space
1
(
H
1
2 (γ ),w
)= {g = (gk); gk ∈ H 12 (γ ), k 1, and (wk‖gk‖
H
1
2 (γ )
) ∈ 1}.
The natural norm on this space is
‖g‖
1(H
1
2 (γ ),w)
=
∑
k1
wk‖gk‖
H
1
2 (γ )
.
Let μ = (μk) be the sequence of eigenvalues of A0 (that is Aq with q = 0). As a consequence of the min–max formula
(e.g. [10]), we have
|λk,q −μk| ‖q‖L∞(Ω), k 1.
In the other words λq = (λk,q) belongs to the aﬃne space ˜∞ = μ + ∞ , where ∞ is the usual Banach space of bounded
real-valued sequences. We equip ˜∞ with the following distance
d∞(λ1, λ2) =
∥∥(λ1 −μ) − (λ2 −μ)∥∥∞ = ‖λ1 − λ2‖∞ ,
if λi ∈ ˜∞ , i = 1,2.
We ﬁx a parameter  > 0 and we set
Ω =
{
x ∈ Rd \ Ω; dist(x,Ω) < }.
We denote the line segment in the direction θ ∈ Sd−1 and passing through x ∈ Rd by (x, θ), i.e.
(x, θ) = {y ∈ Rd; y = x+ tθ, t ∈ R}.
Let Γ1 be an open subset (possibly empty) of Γ , Ω0, be an open subset of Ω and S ⊂ Sd−1. We assume that Γ1, Ω0,
and S can be chosen in such way that
(x, θ) ∩ Γ1 = ∅, for all x ∈ Ω0, , θ ∈ S. (1.3)
Next, we ﬁx q0 ∈ C0,μ(Ω), 0< μ < 1, and we consider the set
X(M,ω) = {q ∈ C0,μ(Ω); ‖q‖L∞(Ω)  M, q(x) = q0(x) in ω}, (1.4)
where C0,μ(Ω) is the usual Hölder space, ω ⊂ Ω is an arbitrary neighbourhood of Γ in Ω and M is a given positive
constant.
We recall that the X-ray transform of a function f , deﬁned on Rd , is formally given by
P f (θ, x) =
∫
R
f (x+ tθ)dt, θ ∈ Sd−1, x ∈ Rd.
Let X(M,ω, S,Ω0, ) denote the set of all (q1,q2) ∈X(M,ω) ×X(M,ω) satisfying the following estimate
‖Pq‖L∞(Sd−1×Ω)  K‖Pq‖L∞(S×Ω0, ), (1.5)
for some positive constant K , where q = q1 − q2 is extended by zero outside Ω .
To our knowledge, the ﬁrst stability estimate for a multidimensional inverse spectral problem is due to Alessandrini and
Sylvester [1]. In [1] the authors studied the case when the full spectral data is given. The case of partial spectral data was
considered by the authors in [4] where we establish a log–log type stability estimate provided that the potentials are known
near the boundary. The present work is the continuation of [4]. We show a log type stability estimate under an additional
condition on potentials in terms of their X-ray transform which is characterized by X(M,ω, S,Ω0, ). Precisely, we prove the
following theorem.
186 M. Bellassoued et al. / J. Math. Anal. Appl. 378 (2011) 184–197Theorem 1.1.We assume that γ = Γ \Γ1 . Let 0 α < 12 . Then there exist C > 0 and δ ∈ (0,1) such that the following estimate holds
‖q1 − q2‖H−1/2(Ω)  C
((
η + ηθ )δ + ∣∣logC(η + ηθ )∣∣−δ) (1.6)
for any (q1,q2) ∈X(M,ω, S,Ω0, ), where
η = d∞(λq1 , λq2) + ‖∂νϕq1 − ∂νϕq2‖
1(H
1
2 (γ ),w)
,
∂νϕqi = (∂νϕk,qi ), i = 1,2, and θ = 1− 4(d+1)(1−2α)+4(d+1) .
If in addition q1,q2 ∈ Hs(Ω), for s > d/2 and ‖q j‖Hs(Ω)  M, j = 1,2, then there exists τ ∈ (0,1) such that
‖q1 − q2‖L∞(Ω)  C
((
η + ηθ )τ + ∣∣logC(η + ηθ )∣∣−τ ). (1.7)
Assumption (1.5) is technical but essential in our approach for proving a log type stability estimate for the above
mentioned inverse spectral problem. We will discuss in the next section two examples of functions (q1,q2) belonging
to the class X(M,ω, S,Ω0, ).
2. Examples
We start with an example in the two-dimensional case.
Example 2.1. We identify R2 and C. Let Ω be the unit ball and
Ω0, =
{
z ∈ C; 1< |z| < 1+ , −π/4< arg(z) < π/4},
S = {z ∈ C; |z| = 1, π/4< arg(z) < 3π/4},
Γ1 =
{
z ∈ C; |z| = 1, 3π/4< arg(z) < 5π/4}.
In this case an elementary calculation shows that (1.3) is satisﬁed.
Proposition 2.1. Let S and Ω0, be as in Example 2.1. If (q1,q2) ∈ X(M,ω) × X(M,ω) is such that q1 − q2 , extended by zero
outside Ω , is radially symmetric, then (q1,q2) ∈X(M,ω, S,Ω0, ).
Proof. Let (q1,q2) ∈ X(M,ω) × X(M,ω) be given, q = q1 − q2, extended by zero outside Ω . We assume that q is radially
symmetric and we set
A = ∥∥P(q1 − q2)∥∥L∞(S×Ω0, ).
In the sequel we shall identify q(x, y), (x, y) ∈ R2 with q(z), z ∈ C.
Let k  2 be an integer and z0 = reiϕ ∈ Ω0, , 1 < r < 1 +  and −π4 < ϕ < −π4 + π2k . Since q is radially symmetric, we
have ∣∣∣∣
∫
R
q
(
z0 + teiψ
)
dt
∣∣∣∣=
∣∣∣∣
∫
R
q
(
e
π
2k
(
z0 + teiψ
))
dt
∣∣∣∣ A, π4 < ψ < 3π4 .
That is∣∣∣∣
∫
R
q
(
z1 + teiψ
)
dt
∣∣∣∣ A, π4 + π2k < ψ < 3π4 + π2k ,
where z1 = z0e π2k ∈ Ω0, . Moreover, from our assumption we have also∣∣∣∣
∫
R
q
(
z1 + teiψ
)
dt
∣∣∣∣ A, π4 < ψ < 3π4 .
Therefore∣∣∣∣
∫
R
q
(
z1 + teiψ
)
dt
∣∣∣∣ A, π4 < ψ < 3π4 + π2k .
We repeat this argument with z1 in place of z0. We get, with z2 = z1e π2k = z0e2 π2k ∈ Ω0, ,∣∣∣∣
∫
q
(
z2 + teiψ
)
dt
∣∣∣∣ A, π4 < ψ < 3π4 + 2 π2k .
R
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∫
R
q
(
zk−1 + teiψ
)
dt
∣∣∣∣ A, π4 < ψ < 3π4 + (k − 1) π2k = 5π4 − π2k ,
where zk−1 = z0e(k−1) π2k ∈ Ω0, .
Using again the fact that q is radially symmetric, we deduce from the last estimate that for any z ∈ Ω0, , there exists
0< ψz < π such that, for all k 2,∣∣∣∣
∫
R
q
(
z + teiψ)dt∣∣∣∣ A, ψz < ψ < π + ψz − π2k .
Therefore∣∣∣∣
∫
R
q
(
z + teiψ)dt∣∣∣∣ A, ψz < ψ < π + ψz.
On the other hand,∫
R
q
(
z + teiψ)dt = ∫
R
q
(
z − teiψ)dt = ∫
R
q
(
z + tei(ψ+π))dt.
Hence,∣∣∣∣
∫
R
q
(
z + teiψ)dt∣∣∣∣ A, ψz < ψ < 2π + ψz.
This and the radial symmetry of q imply∣∣Pq(θ, x)∣∣ A, θ ∈ S1, x ∈ Ω. 
Example 2.2. Let us ﬁx q˜ ∈ C0,μ(Ω) satisfying supp(q˜) ⊂ Ω and there exists δ > 0 such that
‖Pq˜‖L∞(S×Ω0, )  2δ.
We can take for instance 0 q˜ ∈ C∞c (Ω) satisfying q˜ = 1 in B(x0, δ) ⊂ Ω0, . Indeed we have in this case, for any ﬁxed θ ∈ S ,
Pq˜(θ, x0)
δ∫
−δ
q˜(x0 + tθ)dt  2δ.
Let B(q˜, r) denote the set of functions q ∈ C0,μ(Ω) satisfying supp(q) ⊂ Ω and
‖q − q˜‖L∞(Rd)  r.
From the deﬁnition of the X-ray transform we easily deduce
‖P f ‖L∞(Sd−1×Rd)  4R‖ f ‖L∞(Rd),
if supp( f ) ⊂ Ω ⊂ B(0, R).
Therefore any q ∈ B(q˜,ρ), with ρ = δ4R , satisﬁes
‖Pq‖L∞(S×Ω0, )  δ. (2.1)
Proposition 2.2. Let (q1,q2) ∈ X(M,ω) × X(M,ω) such that q = q1 − q2 ∈ λB(q˜,ρ), for some λ ∈ R. Then (q1,q2) ∈
X(M,ω, S,Ω0, ).
Proof. Since (1.5) is also satisﬁed if we replace q by sq, for any s ∈ R, we may assume that λ = 1. From (2.1), we have
‖Pq‖L∞(Sd−1×Rd)  4R‖q1 − q2‖L∞(Rd)  8MR 
8MR
δ
‖Pq‖L∞(S×Ω0, ).
That is (1.5) holds with K = 8MR
δ
. 
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Here we shall use the same notations as in the previous section.
For ﬁxed T > 0, we denote (0, T ) × Ω and (0, T ) × Γ respectively by Q and Σ . We consider the following initial-
boundary value problem (IBVP in short) for the wave equation.⎧⎨
⎩
∂2t u − u + q(x)u = 0, in Q ,
u(0, ·) = 0, ∂tu(0, ·) = 0, in Ω,
u = f , on Σ.
(3.1)
Let
H1,1(Σ) = L2(0, T ; H1(Γ ))∩ H1(0, T ; L2(Γ )).
It is proved in Theorem A.3 of [4] that, for any q ∈ L∞(Ω) and f ∈ H1,1(Σ), the IBVP (3.1) has a unique solution
uq ∈ C
([0, T ]; H1(Ω))∩ C1([0, T ]; L2(Ω))
such that ∂νuq ∈ L2(Σ). In addition, for any positive constant M , there exists a positive constant C depending only on Ω , T
and M with the property that for all q ∈ L∞(Ω), ‖q‖L∞(Ω)  M , the following estimate holds
‖uq‖C([0,T ];H1(Ω)) + ‖uq‖C1([0,T ];L2(Ω)) + ‖∂νuq‖L2(Σ)  C‖ f ‖H1,1(Σ).
In particular the following operator, usually called the Dirichlet to Neumann map (DN map in short),
Λq : H1,1(Σ) −→ L2(Σ)
f 
−→ Λq( f ) = ∂νuq (3.2)
is bounded.
In what follows we assume that T is suﬃciently large, at least T > diam(Ω) + 2 , where  is the same parameter as in
the previous section.
Let γ be an arbitrary closed subset of Γ with nonempty interior. We set Σ1 = (0, T ) × Γ1 and
H1,1Σ1 (Σ) =
{
f ∈ H1,1(Σ); supp( f ) ∩ Σ1 = ∅
}
.
We introduce the local DN map deﬁned as follows
Λ

q : H1,1Σ1 (Σ) −→ L2(Σγ )
f 
−→ Λq( f ) = Λq( f )|Σγ , (3.3)
where Σγ = (0, T ) × γ .
We observe that since Λq is bounded, Λ

q is also bounded when H
1,1
Σ1
(Σ) is endowed with the topology of H1,1(Σ).
We are now in position to give the statement of the stability estimate for the inverse problem consisting in the determi-
nation of q from the local DN map Λq .
Theorem 3.1. There exist C > 0, δ ∈ (0,1) and T suﬃciently large such that
‖q1 − q2‖H−1/2(Ω)  C
(∥∥Λq1 − Λq2∥∥δ + ∣∣log∥∥Λq1 − Λq2∥∥∣∣−δ), (3.4)
for any (q1,q2) ∈X(M,ω, S,Ω0, ).
If in addition q1,q2 ∈ Hs(Ω), for s > d/2 and ‖q j‖Hs(Ω)  M, j = 1,2, then there exists δ′ ∈ (0,1) such that
‖q1 − q2‖L∞(Ω)  C
(∥∥Λq1 − Λq2∥∥δ′ + ∣∣log∥∥Λq1 − Λq2∥∥∣∣−δ′). (3.5)
As an immediate consequence of Theorem 3.1, we have the following uniqueness result.
Corollary 3.1. There exists T suﬃciently large such that if (q1,q2) ∈X(M,ω, S,Ω0, ) satisﬁes Λq1 = Λq2 then q1 = q2 in Ω .
We note that in the special case where Γ1 is empty, we can choose S = Sd−1 and Ω0, = Ω . Therefore (1.5) is auto-
matically satisﬁed. Let
Λ∗q : H1,1(Σ) −→ L2(Σγ )
f 
−→ Λ∗q( f ) = Λq|Σγ .
Then we have the following statement
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‖q1 − q2‖H−1/2(Ω)  C
(∥∥Λ∗q1 − Λ∗q2∥∥δ + ∣∣log∥∥Λ∗q1 − Λ∗q2∥∥∣∣−δ),
for any q1 , q2 ∈X(M,ω).
If in addition q1,q2 ∈ Hs(Ω), for s > d/2 and ‖q j‖Hs(Ω)  M, j = 1,2, then there exists δ′ ∈ (0,1) such that
‖q1 − q2‖L∞(Ω)  C
(∥∥Λ∗q1 − Λ∗q2∥∥δ′ + ∣∣log∥∥Λ∗q1 − Λ∗q2∥∥∣∣−δ′).
This last theorem was proved in [4] and Theorem 3.1 sharpens the result of [4] under the extra condition (q1,q2) ∈
X(M,ω, S,Ω0, ).
Our proof of Theorem 3.1 follows the same lines to that of Theorem 1.1 in [4]. The main difference is that we use in
place of Lemma 3.2 of [4] the following proposition.
Proposition 3.1. There exist four constants C > 0, A > 0, δ > 0 and λ0 such that for all θ ∈ Sd−1 ,∣∣∣∣
∫
R
q(y + sθ)ds
∣∣∣∣ Cλδ + CeAλ
∥∥Λq1 − Λq2∥∥, a.e. y ∈ Rd,
for any λ λ0 .
We give the proof of this proposition in Appendix A.
Proof of Theorem 3.1. Let (q1,q2) ∈ X(M,ω, S,Ω0, ) and q = q1 − q2 extended outside of Ω by zero. From Proposition 3.1
we have∣∣P(q)(x, θ)∣∣= ∣∣∣∣
∫
R
q(x+ sθ)ds
∣∣∣∣ C
(
1
λδ
+ eμλ∥∥Λq1 − Λq2∥∥
)
, a.e. x ∈ Rd.
We choose R > 0 such that Ω ⊂ B(0, R) = {x ∈ Rn; |x| < R}. Then
∥∥P(q)∥∥2L2(T ) :=
∫
Sd−1
∫
θ⊥∩B(0,R)
∣∣P(q)(θ, y)∣∣2 dy dθ  C( 1
λδ
+ eμλ∥∥Λq1 − Λq2∥∥
)
,
where T = {(θ, y); θ ∈ Sd−1, y ∈ θ⊥} is the tangent bundle.
We recall the following well-known estimate for the X-ray transform (e.g. [17])
‖q‖
H−
1
2 (Ω)
 C
∥∥P(q)∥∥2L2(T ).
Therefore
‖q‖
H−
1
2 (Ω)
 C
(
1
λδ
+ eμλ∥∥Λq1 − Λq2∥∥
)
. (3.6)
This estimate is valid if λ λ0. Hence there exists 0 << 1 such that if ‖Λq1 − Λq2‖ < 0 and
λ = 1− δ
μ
∣∣log∥∥Λq1 − Λq2∥∥∣∣
we have λ λ0. From (3.6) we obtain
‖q‖H−1/2(Ω)  C
(∥∥Λq1 − Λq2∥∥δ + C ′∣∣log∥∥Λq1 − Λq2∥∥∣∣−δ) (3.7)
when ‖Λq1 − Λq2‖ < 0. On the other hand, ‖Λq1 − Λq2‖ 0 readily implies
‖q‖H−1/2(Ω)  C‖q‖L∞(Ω) 
2CM
δ0
δ0  C ′
∥∥Λq1 − Λq2∥∥δ.
Thus (3.7) holds also in the present case.
The second estimate is a consequence of the Sobolev imbedding theorem and an interpolation inequality. Let η > 0 such
that s = d/2+ 2η. Then we have
‖q‖L∞(Ω)  C‖q‖Hs−η(Ω)  C‖q‖β −1/2 ‖q‖1−βs  C‖q‖β −1/2 ,H (Ω) H (Ω) H (Ω)
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β = s − d/2
2s + 1 < 1.
The conclusion follows from (3.7). 
For proving the stability estimate for our inverse spectral problem, we need to restrict the operator Λq to the following
subspace
FΣγ =
{
g ∈ H2d+4(0, T ; H 32 (Γ )); ∂ jt g(0, ·) = 0, 0 j  2d + 3, and supp(g) ⊂ Σγ }.
This subspace is endowed with the topology of H2d+4(0, T ; H 32 (Γ )). We will see below that this operator, denoted by Λ˜q ,
deﬁnes a bounded operator from FΣγ into L
2(0, T ; Hα(γ )) for any α, 0 α  1/2.
We have the following variant of Theorem 3.1, where ‖ · ‖α denotes the norm in B(FΣγ , L2(0, T ; Hα(γ ))).
Theorem 3.3. There exist C > 0, δ ∈ (0,1) and T suﬃciently large such that
‖q1 − q2‖H−1/2(Ω)  C
(‖Λ˜q1 − Λ˜q2‖δα + ∣∣log‖Λ˜q1 − Λ˜q2‖α∣∣−δ), (3.8)
for any (q1,q2) ∈X(M,ω, S,Ω0, ).
If in addition q1,q2 ∈ Hs(Ω), for s > d/2 and ‖q j‖Hs(Ω)  M, j = 1,2, then there exists δ′ ∈ (0,1) such that
‖q1 − q2‖L∞(Ω)  C
(‖Λ˜q1 − Λ˜q2‖δ′α + ∣∣log‖Λ˜q1 − Λ˜q2‖α∣∣−δ′). (3.9)
Proof. We use the same notations as in the proof of Lemma A.3 in Appendix A. From (A.13). Especially, fσ is given in the
proof of Lemma A.3. We can easily deduce
‖∂νu‖L2(Σγ ) =
∥∥Λ˜q1( fσ ) − Λ˜q2( fσ )∥∥L2(Σγ )  C∥∥Λ˜q1( fσ ) − Λ˜q2( fσ )∥∥L2(0,T ;Hα(γ ))
 C‖Λ˜q1 − Λ˜q2‖α‖ fσ ‖H2d+4(0,T ;H3/2(γ )).
On the other hand, one can easily establish the following estimate (proved in p. 79 of [8])
‖ fσ ‖H2d+4(0,T ;H3/2(γ ))  Cσ 2d+4.
Therefore
‖∂νu‖L2(Σγ )  Cσ 2d+4‖Λ˜q1 − Λ˜q2‖α.
In this case, in place of (A.14) we have∣∣∣∣
∫
Q
q(x)Φ2(x+ tθ)dxdt
∣∣∣∣ C
(
1
σ
+ σ√
λ
+ σ 2d+4eμλ‖Λ˜q1 − Λ˜q2‖α
)
‖Φ‖2
H3(Rd)
.
As in the proof of Lemma A.3, by taking σ = λ1/4, we ﬁnd∣∣∣∣
∫
Q
q(x)Φ2(x+ tθ)dxdt
∣∣∣∣ C
(
1
λ1/4
+ eCλ‖Λ˜q1 − Λ˜q2‖α
)
‖Φ‖2
H3(Rd)
.
That is we have Lemma A.3 with Λ˜qi replaced by Λ

qi .
The rest of the proof is similar to that of Theorem 3.1. 
Here we refer to results on DN maps for hyperbolic equations. The uniqueness in determining q from the full DN map
Λq was established by Rakesh and Symes [19], under the usual geometric condition insuring that the length of the time
interval is larger than the diameter of the space domain Ω . A sharp uniqueness result was proved in [14] by the so-called
boundary control method. The case of piecewise potential q was considered later by Rakesh [18]. He proves the uniqueness
and a stability estimate from the values of Λq( f ), f suitably chosen in a ﬁnite subset. The uniqueness and a Hölder stability
estimate were established by Isakov and Sun [13] for a partial DN map by tools from the integral geometry.
Based on a method using global Carleman estimates, Bellassoued, Jellali and Yamamoto [5] prove a Lipschitz stability
estimate when the potential is restricted to a ﬁnite dimensional subspace. In [6], by the same method they prove a log–
log type stability estimate in the case where the data is a partial DN map. The authors [4] proved a log type stability
estimate for the partial DN map Λq , under the assumption that the potential is known near the boundary. Related results
for hyperbolic inverse problems were proved for example by [2,3,7,9,12,15,11,20] and many others.
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Our proof of Theorem 1.1 is similar to that of Theorem 1.1 in [4]. For sake of completeness, we shall give all details.
We ﬁrst deﬁne an elliptic DN map. Let q ∈ L∞(Ω), σ(Aq) = {λk,q} be the spectrum of Aq and ρ(Aq) = C \ σ(Aq) be the
resolvent set of Aq . From well-known results (e.g. [16]), for any λ ∈ ρ(Aq) and f ∈ H3/2(Γ ), the nonhomogeneous BVP{−u + qu − λu = 0, in Ω,
u = f , on Γ,
has a unique solution uq, f ∈ H2(Ω) and the DN map
Πq : f → ∂νuq, f |γ
deﬁne a bounded operator from H3/2γ (Γ ) = { f ∈ H3/2(Γ ); supp( f ) ⊂ γ } into H1/2(γ ).
We shall need in the sequel the following three lemmas. Their proof can be found in [1] or can be deduced easily from
the results in this reference (see also [8]). Hereafter, 0 α < 12 is ﬁxed.
Lemma 4.1. Let q ∈ L∞(Ω). Then for any m > d2 , f ∈ H
3
2
γ (Γ ) and λ ∈ ρ(Aq),
dm
dλm
Πq(λ) f = −m!
∑
k1
1
(λk,q − λ)m+1 〈 f , ∂νϕk,q〉∂νϕk,q |γ .
Here
〈 f , ∂νϕk,q〉 =
∫
Γ
f ∂νϕk,q dσ .
Lemma 4.2. Let n be a non-negative integer and q1 , q2 ∈ L∞(Ω) satisfying 0 q1,q2  M, for some positive constant M. Then there
exists a positive constant C , depending only on Ω and M, such that∥∥∥∥ d jdλ j
[
Πq1(λ) − Πq2(λ)
]∥∥∥∥
α
 C
|λ| j+ 1−2α4
, λ 0 and 0 j  n,
where ‖ · ‖α denotes the norm in L(H 32 (γ ), Hα(γ )).
Lemma 4.3. Let
FΣγ =
{
g ∈ H2d+4(0, T ; H 32 (Γ )); ∂ jt g(0, ·) = 0, 0 j  2d + 3, and supp(g) ⊂ Σγ },
where Σγ = (0, T ) × γ . Then for each f ∈ FΣγ ,
Λ˜q f =
d+1∑
j=0
[
d j
dλ j
Πq(λ)
]
|λ=0
(−∂2t f )+Rq f |γ , (4.1)
where Λ˜q is as in Theorem 2.3 and
Rq f =
∑
k1
1
λ
d+ 52
q,k
∂νϕq,k
t∫
0
sin
√
λq,k(t − s)ds
〈−∂2(d+2)s f (·, s), ∂νϕq,k〉.
According to this lemma, we note that Λ˜q , with q ∈ L∞(Ω), deﬁnes a bounded operator from FΣγ into Hα(γ ).
Let f ∈ H3/2γ (Γ ). We set F (λ) = (Πq1 (λ) − Πq2 (λ)) f . Then from Taylor’s formula, for 1 j  d, we derive
F ( j)(0) =
d∑
p= j
(−λ)p− j
(p − j)! F
(p)(λ) +
0∫
λ
(−τ )d− j
(d − j)! F
(d+1)(τ )dτ .
We recall that
η = d∞(λq1 , λq2) + ‖∂νϕq1 − ∂νϕq2‖
1(H
1
2 (γ ),w)
.
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α
 Cη, (4.2)
where C is a positive constant depending on M and Ω .
Proof. It follows from Lemma 4.1
F (d+1)(λ) = −(d + 1)!
∑
k1
1
(λk,q1 − λ)d+2
〈 f , ∂νϕk,q1〉∂νϕk,q1 |γ
+ (d + 1)!
∑
k1
1
(λk,q2 − λ)d+2
〈 f , ∂νϕk,q2〉∂νϕk,q2 |γ .
We split F (d+1)(λ) into three terms F (d+1)(λ) = I1(λ) + I2(λ) + I3(λ), where
I1(λ) = −(d + 1)!
∑
k1
[
1
(λk,q1 − λ)d+2
− 1
(λk,q2 − λ)d+2
]
〈 f , ∂νϕk,q1〉∂νϕk,q1 |γ ,
I2(λ) = −(d + 1)!
∑
k1
1
(λk,q2 − λ)d+2
〈 f , ∂νϕk,q1 − ∂νϕk,q2〉∂νϕk,q1 |γ ,
I3(λ) = −(d + 1)!
∑
k1
1
(λk,q2 − λ)d+2
〈 f , ∂νϕk,q2〉[∂νϕk,q1 − ∂νϕk,q2 ]|γ .
For I1, we have∥∥I1(λ)∥∥
H
1
2 (Γ )
 (d + 1)!‖ f ‖L2(Γ )
∑
k1
∣∣∣∣ 1(λk,q1 − λ)d+2 −
1
(λk,q2 − λ)d+2
∣∣∣∣‖∂νϕk,q2‖2
H
1
2 (γ )
.
Moreover∣∣∣∣ 1(λk,q1 − λ)d+2 −
1
(λk,q2 − λ)d+2
∣∣∣∣ C max
(
1
λd+3k,q1
,
1
λd+3k,q2
)
|λk,q1 − λk,q2 |
 C
k
2(d+3)
d
|λk,q1 − λk,q2 |,
where we used estimate (1.1). On the other hand, since (see (1.2))
‖∂νϕk,q2‖2
H
1
2 (γ )
 Ck 4d ,
we obtain∥∥I1(λ)∥∥
H
1
2 (γ )
 C‖ f ‖L2(Γ )d∞(λq1 , λq2)
∑
k1
1
k
2(d+1)
d
 C‖ f ‖L2(Γ )d∞(λq1 , λq2). (4.3)
We similarly proceed to prove
∥∥I2(λ)∥∥
H
1
2 (γ )
+ ∥∥I3(λ)∥∥
H
1
2 (γ )
 C‖ f ‖L2(Γ )
∑
k1
(
λk,q1 + λk,q2
λd+2k,q2
)
‖∂νϕk,q1 − ∂νϕk,q2‖H 12 (γ )
 C‖ f ‖L2(Γ )
∑
k1
1
k
2(d+1)
d
‖∂νϕk,q2 − ∂νϕk,q1‖H 12 (γ )
 C‖ f ‖L2(Γ )
∑
k1
1
k
2ζ
d
‖∂νϕk,q2 − ∂νϕk,q1‖H 12 (γ ).
Therefore
‖I2‖
H
1
2 (γ )
+ ‖I3‖
H
1
2 (γ )
 C‖ f ‖L2(Γ )‖∂νϕq1 − ∂νϕq2‖
1(H
1
2 (γ ),w)
. (4.4)
The conclusion follows then from a combination of (4.3) and (4.4). 
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α
 C
(|λ|− 1−2α4 + |λ|d− j+1η),
and then∥∥F ( j)(0)∥∥
α
 C
(|λ|− 1−2α4 + |λ|d+1η), if |λ| 1.
In particular∥∥F ( j)(0)∥∥
α
 C min
ρ1
(
ρ−
1−2α
4 + ρd+1η).
By choosing ρ  1 giving the minimum, we deduce∥∥F ( j)(0)∥∥
α
 Cηθ , (4.5)
with θ = 1− 4(d+1)
(1−2α)+4(d+1) . Let Rq be deﬁned as in Lemma 4.3. We can proceed as in the proof of the preceding lemma to
prove
‖Rq1 −Rq2‖α  Cη. (4.6)
From identity (4.1), estimates (4.5) and (4.6), we deduce
‖Λ˜q1 − Λ˜q2‖α  C
(
η + ηθ ).
This and the estimates in Theorem 3.3 lead to the desired result. 
Appendix A. Proof of Proposition 3.1
We ﬁrst recall a result on the existence of geometric optic solutions, which is due to Rakesh and Symes [19].
Lemma A.1. Let Φ ∈ C∞0 (Rd), θ ∈ Sd−1 , 0 = σ ∈ R. Then the equation
∂2t u − u + q(x)u = 0, in Q
has a solution of the form
u(t, x) = Φ(x+ tθ)eiσ (x·θ+t) + ψq(t, x;σ), (A.1)
where ψq(t, x;σ) satisﬁes
ψq(t, x;σ) = 0, ∀(t, x) ∈ Σ,
ψq(τ , x;σ) = 0, x ∈ Ω, τ = 0 or T
and
|σ |∥∥ψq(·,·;σ)∥∥L2(Q ) + ∥∥∇ψq(·,·;σ)∥∥L2(Q )  C‖Φ‖H3(Rd). (A.2)
Here the constant C depends only on T , Ω and M (that is, C does not depend on Φ and σ ).
We refer to [19] for the proof.
We shall use the following notations. We choose  > 0 such that
ω(8) = {x ∈ Ω; dist(x,Γ ) 8}⊂ ω
and, for τ > 0, we set
ωτ = (0, τ ) ×ω, ωτ () = (0, τ ) ×ω().
The main ingredient in the proof of Proposition 3.1 is a stability estimate for the unique continuation near the boundary
for a wave equation from a lateral boundary data on Σγ .
Lemma A.2. (See [4, Lemma 2.2].) Let q ∈ X(M,ω) and T suﬃciently large. Let w ∈ H2(Q ) be a solution of the following boundary
value problem{
(∂2t −  + q(x))w = F , in Q ,
w = 0, on Σ,
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‖w‖H1(ωT ′ (2)) 
C√
λ
‖w‖H2(Q ) + eμλ
(‖F‖L2(ωT ) + ‖∂νw‖L2(Σγ )),
for any λ > λ0 . Here the constant C depends on Ω , ω, T , M and it is independent of w and q.
To Φ ∈ C∞0 (Ωε) and θ ∈ Sd−1 we associate Φ˜θ deﬁned by
Φ˜θ (t, x) = Φ(x+ tθ), x ∈ Rd, t ∈ R,
where Φ is extended outside Ωε by 0.
We recall that Σ1 = (0, T ) × Γ1.
Lemma A.3. Let q1 , q2 ∈ X(M,ω) and let q be equal to q1 − q2 extended outside Ω by 0. There exist T ′ > 0 suﬃciently large, A > 0
and C > 0 such that for any θ ∈ S and any Φ ∈ C∞0 (Ωε) such that supp(Φ˜θ ) ∩ Σ1 = ∅,∣∣∣∣∣
T ′∫
0
∫
Ω
Φ2(x)q(x− sθ)dxds
∣∣∣∣∣ C
(
1
λ1/4
+ eAλ∥∥Λq1 − Λq2∥∥
)
‖Φ‖2
H3(Rd)
,
for suﬃciently large λ > 0.
Proof. Let T ′ be as in Lemma A.2. It follows from Lemma A.1 that if σ is suﬃciently large, then the initial value problem(
∂2t −  + q2(x)
)
u = 0 in Q ′ = (0, T ′)× Ω, u(0, ·) = ∂tu(0, ·) = 0 in Ω
has a solution u2 of the form
u2(t, x) = Φ(x+ tθ)eiσ (x.θ+t) + ψq2(t, x;σ), (A.3)
where ψq2 satisﬁes
ψq2(0, x;σ) = ∂tψq2(0, x;σ) = 0, ψq2(t, x;σ) = 0 on Σ ′ =
(
0, T ′
)× Γ (A.4)
and
|σ |∥∥ψq2(·,·;σ)∥∥L2(Q ) + ∥∥∇ψq2(·,·;σ)∥∥L2(Q )  C‖Φ‖H3(Rd). (A.5)
Let fσ := u2|Σ ′ = Φ(x+ tθ)eiσ(x·θ+t) and let u1 be the solution of the IBVP⎧⎨
⎩
∂2t u1 − u1 + q1(x)u1 = 0, in Q ′,
u1(0, x) = ∂tu1(0, x) = 0, in Ω,
u1 = u2 := fσ , on Σ ′.
We set u = u1 − u2 and q(x) = q2(x) − q1(x). Then we easily prove⎧⎨
⎩
∂2t u − u + q1(x)u = q(x)u2, in Q ′,
u(0, x) = ∂tu(0, x) = 0, in Ω,
u = 0, in Σ ′.
We introduce a cut-off function χ ∈ C∞(Rd) satisfying 0 χ  1 and{
0, x ∈ ω(),
1, x ∈ Ω \ω(2).
If w(t, x) = χ(x)u(t, x) then we see that w is the solution of the following IBVP⎧⎨
⎩
∂2t w − w + q1(x)w = q(x)u2 + [,χ ]u, in Q ′,
w(0, ·) = ∂t w(0, ·) = 0, in Ω,
w = 0, on Σ ′,
where we used χ(x)q(x) = q(x) because q(x) = 0 in ω. Therefore, by Green’s formula, for an arbitrary v ∈ H1(Q ) such that
v(T , ·) = ∂t v(T , ·) = 0, we obtain
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Q ′
(
∂2t −  + q1(x)
)
wv dxdt =
∫
Q ′
q(x)u2(t, x)v dxdt +
∫
Q ′
[,χ ]uv dt dx
=
∫
Q ′
w
(
∂2t −  + q1(x)
)
v dxdt. (A.6)
On the other hand, for suﬃciently large σ , Lemma A.1 guarantees the existence of exponentially growing solutions v to the
backward wave equation(
∂2t −  + q1(x)
)
v = 0, in Q ′, v(T ′, ·)= ∂t v(T ′, ·)= 0, in Ω
of the form
v(t, x) = Φ(x+ tθ)e−iσ (x·θ+t) + ψq1(t, x,σ ), (A.7)
where ψq1 satisﬁes
|σ |∥∥ψq1(·,·;σ)∥∥L2(Q ′) + ∥∥∇ψq1(·,·;σ)∥∥L2(Q ′)  C‖Φ‖H3(Rd). (A.8)
It follows from (A.3), (A.6) and (A.7)∫
Q ′
q(x)Φ2(x+ tθ)dxdt +
∫
Q ′
q(x)Φ(x+ tθ)(eiσ (x·θ+t)ψq1(t, x;σ) + e−iσ (x·θ+t)ψq2(t, x;σ))dxdt
+
∫
Q ′
q(x)ψq1(t, x;σ)ψq2(t, x;σ)dxdt =
∫
Q ′
[,χ ]u(t, x)v(t, x)dt dx. (A.9)
Now (A.5) and (A.8) imply∣∣∣∣
∫
Q ′
q(x)Φ(x+ tθ)(eiσ (x·θ+t)ψq1(t, x;σ) + e−iσ (x·θ+t)ψq2(t, x;σ))dxdt
∣∣∣∣ C|σ | ‖Φ‖2H3(Rd)
and ∣∣∣∣
∫
Q ′
q(x)ψq1(t, x;σ)ψq2(t, x;σ)dxdt
∣∣∣∣ Cσ 2 ‖Φ‖2H3(Rd).
Furthermore∣∣∣∣
∫
Q ′
[,χ ]u(t, x)v(t, x)dxdt
∣∣∣∣ ‖u‖H1(ωT ′ (2))‖v‖L2(Q ′)  C‖Φ‖H3(Rd)‖u‖H1(ωT ′ (2)). (A.10)
Hence, we get from (A.9)∣∣∣∣
∫
Q ′
q(x)Φ2(x+ tθ)dxdt
∣∣∣∣ Cσ ‖Φ‖2H3(Rd) + C‖u‖H1(ωT ′ (2))‖Φ‖H3(Rd).
This and Lemma A.2 yield∣∣∣∣
∫
Q ′
q(x)Φ2(x+ tθ)dxdt
∣∣∣∣ Cσ ‖Φ‖2H3(Rd) + C
(
1√
λ
‖u‖H2(Q ′) + eμλ‖∂νu‖L2(Σγ )
)
‖Φ‖H3(Rd). (A.11)
By the energy estimate we have
‖u‖H2(Q ′)  Cσ‖Φ‖H3(Rd). (A.12)
On the other hand,
‖∂νu‖L2(Σγ ) =
∥∥Λq1( fσ ) − Λq2( fσ )∥∥L2(Σγ )  C∥∥Λq1 − Λq2∥∥‖ fσ ‖H1,1(Σ)
 Cσ 2
∥∥Λq − Λq ∥∥‖Φ‖ 3 d , (A.13)1 2 H (R )
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∫
Q ′
q(x)Φ2(x+ tθ)dxdt
∣∣∣∣ C
(
1
σ
+ σ√
λ
+ σ 2eμλ∥∥Λq1 − Λq2∥∥
)
‖Φ‖2
H3(Rd)
. (A.14)
Choosing σ = λ1/4, we ﬁnd∣∣∣∣∣
T ′∫
0
∫
Ω
q(x)Φ2(x+ tθ)dxdt
∣∣∣∣∣ C
(
1
λ1/4
+ eAλ∥∥Λq1 − Λq2∥∥
)
‖Φ‖2
H3(Rd)
.
By using the substitution x → x+ sθ , we obtain the desired estimate. 
Proof of Proposition 3.1. We ﬁx θ ∈ S and ϕ ∈ C∞0 (Rd) a non-negative function supported in the unit ball with‖ϕ‖L2(Rd) = 1. We deﬁne
Φκ(x) = κ−d/2ϕ
(
x− y
κ
)
,
where y ∈ Ω0,ε and κ > 0 is small enough.
If
h(x, θ) =
T ′∫
0
q(x− tθ)dt,
then ∣∣h(y, θ)∣∣= ∣∣∣∣
∫
Rd
Φ2κ (x)h(y, θ)dx
∣∣∣∣
∣∣∣∣
∫
Rd
Φ2κ (x)h(x, θ)dx
∣∣∣∣+
∣∣∣∣
∫
Rd
Φ2κ (x)
(
h(y, θ) − h(x, θ))dx∣∣∣∣.
Since
∣∣h(y, θ) − h(x, θ)∣∣
{
C |x− y|μ if q j ∈ C0,μ(Rd),
C |x− y|μ′ if q j ∈ Hs(Rd), 0< μ′ <min(s − d/2,1),
we obtain∣∣h(y, θ)∣∣ C( 1
λ1/4
+ eμλ∥∥Λq1 − Λq2∥∥
)
‖Φκ‖2H3(Rd) + C
∫
Rd
(|x− y|μ + |x− y|μ′)Φ2κ (x)dx.
Moreover
‖Φκ‖H3(Rd)  Cκ−3
and, for μ0 = min(μ,μ′),∫
Rd
(|x− y|μ + |x− y|μ′)Φ2κ (x)dx Cκμ0 .
Then by Lemma A.3 we have for all θ ∈ S∣∣∣∣∣
T ′∫
0
q(y − tθ)dt
∣∣∣∣∣ Cλ1/4 κ−6 + Cκ−6eμλ
∥∥Λq1 − Λq2∥∥+ Cκμ0 , a.e. y ∈ Ω0,ε.
We select κ satisfying
κμ0 = 1
λ1/4
κ−6.
From the last estimate we derive that there exist δ > 0 and B > 0 such that∣∣∣∣∣
T ′∫
′
q(y + tθ)dt
∣∣∣∣∣ Cλδ + CeBλ
∥∥Λq1 − Λq2∥∥, a.e. y ∈ Ω0,ε.−T
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∣∣P(q)(θ, x)∣∣= ∣∣∣∣
∫
R
q(x+ tθ)dt
∣∣∣∣ Cλδ + CeBλ
∥∥Λq1 − Λq2∥∥, θ ∈ S, a.e. y ∈ Ω0,ε.
In view of assumption (1.5), the last estimate implies∣∣P(q)(θ, x)∣∣ C
λδ
+ CeBλ∥∥Λq1 − Λq2∥∥, θ ∈ Sd−1, a.e. y ∈ Ωε.
Therefore∣∣P(q)(θ, x)∣∣= ∣∣∣∣
∫
R
q(x+ tθ)dt
∣∣∣∣ Cλδ + CeBλ
∥∥Λq1 − Λq2∥∥, θ ∈ Sd−1 a.e. x ∈ Rd.
The proof is then completed. 
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