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NOMENCLATURE

INTRODUCTION
A source of uncertainty and conservatism is the value of fracture toughness (K mat ) that is used in structural integrity assessments procedures, such as API579 [1] , BS7910 [2] and R6 [3] . For conservative assessments, the value of K mat is commonly derived from deeply cracked specimens, such as standard compact tension, C(T), or single edge notch bend, SE(B), specimens. High constraint conditions near the crack tip are ensured in such specimens and this corresponds to lower-bound toughness values independent of specimen size and geometry. In practice many defects formed during manufacture or in service are not sharp [4, 5] and for such defects the local elasticplastic stress and strain fields are known to be less severe than those at the tip of a sharp crack, resulting in an increased capacity to sustain load and, thus, higher toughness.
A number of experimental studies have examined specimens containing non-sharp defects in order to evaluate the effective fracture toughness for a variety of materials and notch geometries. Cleavage fracture data [6, 7] , ductile initiation and tearing data [8] [9] [10] [11] and the influence of notch geometry on the fracture mechanism [12] [13] [14] have been reported.
Experimental evaluation of the effective fracture toughness is, however, expensive and timeconsuming. Some authors [15] [16] [17] [18] [19] have therefore proposed simplified global approaches, essentially based on one-or two-parameter linear elastic or elastic-plastic fracture mechanics, to evaluate a notch driving force and therefore the effect of the notch radius on specimen or component fracture response. Alternatively, more recently, the current authors have used a local approach to fracture to predict the effect of notch acuity [20] and low constraint conditions [21] on ductile fracture toughness. Local approaches are based on local fracture criteria established from a small number of tests typically carried out on notched specimens.
The local approach methodology presented in [20] was purely numerical. The present paper attempts to provide validation of this local approach. First, Section 2 presents the results of tensile tests and multi-specimen ductile tearing tests on specimens with a range of notch radius. Then Section 3 describes how the finite element local approach methodology of [20] has been calibrated and applied to the material and specimens presented in Section 2. Section 4 compares the numerical results with the experimental data for a range of notch radius. How the results can be included in modified fitness-for-service methods to allow for notch bluntness is discussed in Section 5 before the paper closes with conclusions in Section 6.
Experiments
The material used for this study of the effects of notch bluntness on ductile fracture properties was a structural steel grade S690, which has a specified minimum yield strength of 690MPa at room temperature. However, the steel was specially heat treated to make fracture occur by cleavage at room temperature and cleavage fracture results have been reported in [19] . Therefore, for the ductile tests it was necessary to adopt a test temperature of 150°C to ensure a fully ductile response. Smooth and notched bar tensile tests were performed as described in Section 2.1. The single edge notched bend, SE(B), tests with various notch acuities are described in Section 2.2. A summary of the tests is given in Table 1 .
Tensile test data
Standard smooth round bar specimens used in tensile test were designed in accordance with ASTM E8/E8M [22] . The gauge length and the cross-sectional area of the gauge section of the specimens were 75mm and 100mm 2 , respectively. Fig. 1 shows the engineering stress-strain curves of the modified S690 steel from two smooth tensile tests. The average tensile properties derived from the smooth bar tensile tests are presented in Table 2 . Fig. 2 shows the geometry of the double notched bar specimens. The gauge length and the distance between the notches are 94mm and 30mm, respectively. The diameters of the gauge section and notched section are 11mm and 6mm, respectively. Three different notch radii, R = 1.2mm, 2.0mm and 6.4mm were used to obtain the fracture strain for the different states of stress triaxiality. Each notched tensile specimen contained two notches and the diametrical contraction was measured at both notches. The test results are presented as load versus diametral contraction of the failed notch as shown in Fig 3. The yield load and maximum tensile load of the notched specimens decreased with increasing notch radius whereas the ductility of the specimens increased with increasing notch radius. Fig. 4 shows the geometry of the SE(B) tests. The SE(B) specimens had a square cross-section (12.5x12.5mm) without side grooves and a blunt notch of depth 6.2mm, including the notch radius. The notches were machined with a semi-circular shaped notch of radius, ρ = 0.15mm, 0.25mm, 0.75mm, 1.2mm or 2.0mm. The notches were machined using electro-discharge machining for the specimens with ρ = 0.15mm, 0.25mm and 0.75mm; larger radius notches were machined using a cutting wheel. The span of the three-point bend rig is 50mm, which is four times the width of the specimen.
SE(B) test data
The SE(B) tests were performed at 150 o C to ensure a ductile response and stopped at displacements generally in excess of the displacement at the maximum load point, as illustrated in Fig. 5(a) . During each test, the load applied to the roller was recorded and also the notch mouth opening from a double clip gauge. The double clip gauges were at heights of 3mm and 6mm above the notch mouth. The double clip gauge measurements were converted to the load line displacement (LLD) by using the equation in BS7448-1 Appendix C [23] . After each test was stopped, the specimen was cooled down in liquid nitrogen and broken open, resulting in cleavage fracture. The ductile crack growth, , was measured on the fracture surface of each specimen at nine equally spaced positions through the specimen thickness from the deformed notch root.
For the all specimens, the load versus the lower clip gauge extension curves are shown in Fig. 5 (a) and the corresponding J-R data are shown in Fig. 5 (b). Ten specimens of each notch radius were tested and interrupted at different crack extensions to generate the J-R curves. The values of J in Fig  5(b) were calculated from the load-LLD curve and the crack growth length using the formulae in BS7448-4 [24] . The validity of estimating J values for notched specimens using the method in the testing standards, developed for sharp cracks, is examined in Section 3 below.
Finite Element Analysis
In order to apply the ductile fracture simulations following the approach in [20] , it is necessary to have descriptions of the true stress-strain behaviour of the material and the ductility as a function of a stress triaxiality. The former behaviour is derived here using the results from finite element (FE) analysis of the smooth and notched tensile tests, Section 3.1. The latter property is also derived from these same analyses, Section 3.2, with selection of the most appropriate model influenced by results from FE analyses of selected SE(B) tests. The SE(B) analyses are also used to assess the accuracy of estimating J for blunt notch specimens using formula in testing standards, Section 3.3.
Tensile Test Simulation
Fig . 6 shows the 2-D FE models and meshes used to simulate the smooth and notched tensile test specimens. Four-node axisymmetric linear integral element, CAX4 within ABAQUS [25] and symmetry boundary conditions were used. The minimum element size around a notch is 0.2mm. From a mesh sensitivity analysis, there were no differences in stress-strain response between 2-D and 3-D models, and for meshes with the element size around a notch ranging from 0.1mm to 0.4mm.
The true stress-strain curve of the S690 steel at 150 o C used for the simulations is shown in Fig 7(a) . The first part of the curve was obtained from the smooth round bar test data before necking using conventional corrections to the engineering stress-strain curve. The later part of the curve was calibrated from Bridgman corrections and FE simulations of the double notched tensile tests. Fig 7(b) compares the FE load-diametral contraction curves of the double notched tensile tests with the experimental curves demonstrating the validity of the true stress-strain curve of Fig. 7 (a).
Ductile Fracture Simulation for SE(B) Test
The ductile fracture simulations have followed the approach set out in [20] , which is briefly described here, concentrating on calibration of the model. A stress-modified fracture strain model is constructed and used to simulate the SE(B) tests and derive resistance curves (J-R curves) for each notch root radius. The model is based on the local fracture strain being strongly dependent on the stress triaxiality, this dependence being defined by (1) where ,, 
where α, β and γ are material constants which can be obtained from smooth and notched bar tensile.
From the tensile test simulations described in Section 3.1, the stress triaxiality is found to generally increase with increasing equivalent plastic strain at the centre of the specimen as shown in Fig. 8(a) , although for sharper notches the triaxiality is found to decrease at higher loads. In Fig. 8(b) , the
fracture strain taken as the equivalent plastic strain at the failure point of each test is plotted against stress triaxiality which is taken as the average of the variation with the equivalent plastic strain from Fig. 8(a) . For the applications here, three fits of the fracture model of eqn (2) are considered and the material constants for each models are summarised in Table 3 . The sensitivity of the SE(B) analysis results to the choice of model is discussed in Section 4.
In the numerical analysis, incremental damage, is calculated at Gauss points for each increment in the analysis as:
Δε is the incremental equivalent plastic strain and f ε is determined by equation (2) . As the local deformation increases, the accumulated damage, ω , increases and local failure is assumed when the accumulated damage becomes unity ( ω =1). Using the ABAQUS UHARD and USDFLD user-defined subroutines, all stress components are reduced to a very small value for the failed Gauss point and crack growth is simulated. For computational efficiency, the damage zone was confined to the symmetry plane containing the notch. Fig. 9 shows the 3-D FE models for a quarter of the SE(B) specimens with five different notch root radii used in the ductile fracture simulations. Solid linear integral elements, C3D8 were used and the size of the damage element, L e was determined to be 0.15mm from the calibration process [26] [27] [28] . The large geometry change option was used to consider the large deformation at the notch tip.
Between the specimen and rigid rollers, contact conditions with no friction were applied. The displacement boundary condition was applied to a reference point of the centre roller using the MPC (multi-point constraint) option and the side roller was fixed. The reaction force and the displacement were calculated at the reference point of the centre roller to calculate J for the notch.
J Calculation for Blunt Notch
Testing standards provide methods for the measurement of the fracture toughness using various types of specimen with sharp cracks (typically fatigue pre-cracks). Here, the validity of the test methods in standards for application to blunt notches is examined. Using the results of the FE ductile fracture simulations for blunt notched SE(B) specimen, J-R curves are constructed from the FE domain integral method and also by applying the BS and ASTM standards to the FE load-displacement-crack growth results.
In BS 7448 [24] , J is calculated using the load-LLD (load line displacement) curve and the initial crack length, a o , with a correction made using the measured final crack length: In ASTM E1820-15a [29] , J is calculated using the instantaneous crack length, a i determined during a test from the unloading compliance method or the electric potential drop method:
where, A pl is the area under the load-LLD record (same as U p ), b is the remaining ligament (b i =W-i a where i a includes the notch radius ), pl  and pl γ are geometric factors given in [29] which vary with type of specimen pl  =1.9 and pl γ =0.9 for SE(B) specimen) and other terms are the same as in BS 7448. From this method, a J-R curve can be obtained from each test specimen. However, here a point on a J-R curve is obtained from each test specimen with i a taken as the crack length measured after the test. Fig. 11 shows the FE J calculation from the domain integral method. The stress field normal to the crack face at crack initiation is shown in Fig. 11(b) , where the black area denotes the region of compressive stress and the white area is the region where the equivalent stress is higher than the yield stress. When using the domain integral method, it is important to define a contour containing the stress field around the crack tip excluding the compressive area [30] [31] . Fig. 11(c) shows convergence of the J values for different contours obtained from the domain integral method. The converged domain integral values of J are plotted with the J values from the BS and ASTM standard methods for three different notch radii in Fig. 10 . Here, converged values are the computed value of J that have reached a saturated value, obtained in the "far-field" remote from the crack tip, averaged through the thickness. The contours were chosen to be sufficiently far away from the crack tip to surround the plastic zone and pass through the elastic region only, including the whole stress fields produced by the presence of the notch, but close enough to avoid any errors resulting from the influence of specimen boundaries. In damage simulations, J is evaluated in each calculation step after taking the stiffness of the integration points with ω =1 as zero. This ensures path independency. The ASTM method shows good agreement with the domain integral method for all cases, but for the BS method, the difference increases with increasing notch root radius. Therefore, in subsequent 
comparisons, experimental J-R curves are taken as those obtained from the tests using estimates of J using the ASTM formula. The corresponding estimates of crack growth are evaluated using the 9-point average approach used to interpret the experimental results.
Damage Analysis Results
In this section, ductile fracture simulation results are presented for the SE(B) tests for the five different notch radii tested. The sensitivity of the results to the selection of the fracture criterion, shown in Fig. 8(b) , is presented in terms of comparisons of the load versus displacement curves and the crack growth versus displacement curves with test data. From the sensitivity analyses, the effects of the fracture model on the ductile crack initiation and growth results from the sharp to the most blunt notch geometry are analysed. Finally, the J-R curves for the notches are constructed by using criterion 3 in Fig. 8(b) , which gives the best agreement with the experimental data for all notches. From the J-R curves, the effective initiation fracture toughness values, ρ IC J , for the notches are determined and the fracture ratio, K r , required in Failure Assessment Diagram (FAD) assessments is calculated. Fig. 12 shows the load-LLD results from the analyses for the five different notch radii for the three fracture criteria. For the sharp notch (ρ = 0.15mm), there is little difference between results using the different criteria, and the analyses are in good agreement with the observed experimental response. As the notch radius increases, the difference between the analyses with different fracture criteria is larger but good agreement with the experimental data remains up to approximately the maximum load. The constraint at the notch tip, i.e. the stress triaxiality, decreases with increasing notch radius. The fracture strain at lower stress triaxiality is lower with the fit of criterion 3 than for criteria 1 and 2, as shown in Fig. 8(b) , and this appears to give more conservative predictions of load in Fig.12. Fig. 13 shows the crack growth-LLD results from the analyses for the five different notch radii. Fig.  13(a) compares the results the sharp notch (ρ = 0.15mm) for the three fracture criteria. The slope of the curve resulting from use of criterion 1 is much higher than that of the test data whereas the results from application of criteria 2 and 3 provide more realistic slopes. From the studies, it was found that the material constant, β in eqn (2), affects the slope and the value β = 0.25 was found to be satisfactory. The crack growth-LLD results for all notch radii are presented in Fig 13(b) , 13(c) and 13(d), for criteria 1-3, respectively. For the blunt notches, criterion 3 showed better agreement with test data than criterion 2.
Load-Load Line Displacement Data
Crack Growth-Load Line Displacement Data
J-R Curves and Determination of Fracture Toughness for Blunt Notch
From the above analysis, J-R curves have been constructed from the FE results obtained using the fracture criterion 3 by applying the ASTM E1820-13 approach [29] . Fig. 14(a) compares the FE J-R curves for all notches with the test data. The results from the ductile damage simulations provide
Failure Assessment Diagram Analysis
In [20] , it was shown that as the notch radius becomes larger for defects in compact tension specimens, assessment points on a FAD are shifted downwards so that failure tends to towards collapse dominated rather than fracture dominated. Similar assessments are performed for the notched SE(B) specimens and this requires the fracture ratio K r and the plastic collapse ratio L r which are defined as [3] : are the stress intensity factor, fracture toughness, elastic J and initiation toughness for a blunt notch, respectively and P, P L , YS  , a and ρ are the applied load, limit load, 0.2% proof stress, crack size and notch radius, respectively.
From the ductile fracture simulation results leading to the fracture toughness in Fig. 14 , the values of fracture ratio, K r were calculated for each notch radius. The elastic J for notches, ρ el J was obtained using the stress intensity factor solution in ASTM E1820-15a, as given in the first part of eqn (5a), and the fracture toughness values,
were defined by the J value at 0.2mm crack growth as shown in Fig. 14(a) .
To calculate the plastic collapse ratio L r , 3-D elastic-perfectly-plastic analyses for a material with a yield stress of 423.4MPa were performed with a geometrically linear analysis for the five notch radii. The limit loads for the notch radii were obtained by using the twice-elastic slope (TES) method (see, for example, [33] ), although the resulting collapse loads are not sensitive to the method adopted as a perfectly plastic material model was used. The collapse loads are summarized in Table 4 and reduce with increasing notch radius. Also given in the table is the R6 solution [3] for a 2-D cracked SE(B) specimen in plane strain and this is conservative (lower) relative to the 3-D FE result. Fig. 15 shows the FAD assessments for the SE(B) tests with the five notch radii. The Option 1 FAD curve in R6 [3] was constructed as the failure assessment curve with the plastic collapse cut-off defined from the tensile properties for modified S690 steel at 150°C. The value of K r increases linearly with increasing L r for the all notch radii as both are directly proportional to load. The value of K r decreases as the notch radius increases for the same L r . Hence, crack initiation becomes more collapse dominated with increasing notch bluntness. However, crack initiation is predicted to occur beyond plastic collapse line for the all notch radii, consistent with the experimental data.
Discussion
Both the experimental and FE simulated J-R curves have been presented in terms of the average crack extension. However, crack growth was not uniform through the specimen thickness. For the tests, information on the non-uniformity is available from the fracture surfaces. As the FE analyses were performed in 3-D, these also lead to non-uniform crack extension due to variations in crack driving force (J) and stress triaxiality through the section. Some comparisons of the experimental and simulated crack growth are shown in Fig. 16 , both being crack growth on the symmetry plane.
As the notch radius increases, the degree of non-uniform crack growth increases such that crack growth only occurs in the centre portion of the specimens with the wider notches. It can be seen that not only has the global fracture response been well simulated by the ductile damage modelling, Fig. 14, but also from Fig. 16 that the local fracture behaviour through the thickness has been well modelled. This gives added confidence in the ability of the ductile fracture approach to simulate real component behaviour.
For the specimens reported in this paper, all photographs were taken looking down onto the cleavage fracture surface which was approximately aligned with the symmetry plane; no study was undertaken into potential deviations of tearing away from the symmetry plane for these specimens. However, such a study was undertaken for other specimens tested at +50°C with ρ=1.2mm. After loading beyond maximum load, each specimen was sectioned along the centre-line to show the extent of tearing at the specimen centre (these specimens were neither cooled in liquid nitrogen nor broken open). Three key observations could be made:  Tearing away from the symmetry plane (zig-zag pattern) occurred at small Δa.  Tearing in a straight line (parallel to symmetry plane) occurred at large Δa (once the crack tip is sufficiently ahead of the notch tip).  More than one ductile tear initiated in some cases. Based on the above observations, ductile tearing from notch tips is more complex than from fatigue pre-cracks. The definition of an appropriate value of crack growth is therefore not as straightforward for notched specimens, especially early in the tearing process where multiple short ductile tears may be in competition with each other on different planes. This also makes the corresponding measurement of Δa more challenging when a specimen is broken open after a test: the full extent of ductile tearing may not be visible on the final fracture surface, and some ductile tearing may be hidden from view on planes other than the visible fracture surface. The approach taken in this paper to define and measure an average Δa on the symmetry plane in both the experimental measurements and numerical analyses is a simple and convenient method for making comparisons. However, further consideration of how to undertake experimental measurement of the extent of ductile tearing from a notch is likely to be required if notch J-R curves are to be used in defect assessments. Modelling approaches, such as that used in this paper, could aid the development of such test guidance.
In calibrating the ductile fracture model, three different models were considered, as shown in Fig.  8(b) . This was because only overall extension data rather than reduction of area data were available from the smooth tensile tests, making it difficult to provide an accurate fit at low triaxiality, and notched specimen tests did not lead to triaxiality as high as near the crack or notch tip in fracture tests, making it difficult to provide an accurate fit at high triaxiality. This suggests that smooth tensile tests should be performed with diametral extensometry and notched bar tensile tests should be performed with a range of notch shapes in order to calibrate the ductile damage model. However, for the current analyses, it was found that the calibration could be guided by the ductile fracture data from the SE(B) tests with acute notches, leading to successful simulation of the blunt notched specimens, Figs 14 and 16.
In practice, ductile fracture simulations are expensive to perform and therefore, as noted in the Introduction, a number of authors have proposed simple fits to describe the effect of notch radius on fracture toughness. For example, Horn and Sherry [18] , from Weibull stress analysis and cleavage fracture test results, have suggested that the increase in effective fracture toughness may be described for the SE(B) and C(T) specimens by:
where ρ mat K is the notch fracture toughness for a blunt notch (the stress intensity factor equivalent of The ability of eqn (7) to fit ductile fracture data has been explored by application to both the results of the fracture simulations in [20] and those in this paper for the modified S690 steel. Results are shown in Fig. 17 . The constants used to fit the initiation fracture toughness data are given in Fig. 17 and the ratio of effective notch toughness to sharp crack toughness in Fig. 17(a) as a function of normalised elastic notch stress and in Fig. 17(b) as a function of notch radius. It can be seen that the approach of eqn (7), although developed to describe cleavage fracture, also works well for ductile fracture and therefore may be suitable as a general description of the effect of notch radius on fracture toughness. It can also be seen that for the materials examined, there is an approximately linear increase in effective fracture toughness with notch radius.
CONCLUSIONS
Smooth tensile, notched bar tensile and multi-specimen single edge notched bend tests with various notch acuities have been performed and show an increase in effective ductile fracture toughness with increasing notch radius. The data have been fitted with a ductile fracture model, which has been shown to be capable of predicting the global deformation and fracture response as well as the local variation of ductile crack extension through the thickness. The influence of notch radius on fracture assessment has been discussed and assessments have been shown to become more collapse dominated with increasing notch bluntness. Finally, an empirical fit developed to describe the effect of notch radius on cleavage fracture toughness has been examined and found to be also capable of describing the effect of notch radius on ductile fracture toughness. 
