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Abstract
A method for the numerical inversion of the Laplace transform of a continuous positive function f(t) is
proposed. Random matrices distributed according to a Gibbs law whose energy V (x) is a function of f(t) are
considered as well as random polynomials orthogonal with respect to w(x)=e−V (x). The equation relating w(x)
to the reproducing kernel and to the condensed density of the roots of the random orthogonal polynomials is
exploited. Basic results from the theories of orthogonal polynomials, random matrices and random polynomials
are revisited in order to provide a uni1ed and almost self-contained context. The qualitative behavior of the
solutions provided by the proposed method is illustrated by numerical examples and discussed by using
logarithmic potentials with external 1elds that give insight into the asymptotic behavior of the condensed
density when the number of data points goes to in1nity.
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0. Introduction
The problem of recovering a positive function de1ned on the positive real axis starting from a
1nite number of noisy values of its Laplace transform is a well known ill-posed inverse problem
arising in many applied contexts. As an important example we quote the nuclear magnetic res-
onance relaxometry problem [5] whose solution is vital in areas such as biological sciences (e.g.
tissues characterization), geophysics (e.g. rocks porosity for oil prospection) or cultural heritage (e.g.
nondestructive tests for pollution agents control).
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From the mathematical point of view, in the noiseless case, the Laplace inversion problem can be
restated as the HausdorD one-dimensional moment problem. Classical powerful tools such as orthog-
onal polynomials can then be used to solve it. However it turns out that some other mathematical
objects like random matrices and logarithmic potentials provide a deep insight into the problem.
In the noisy 1nite case, motivated by the applications quoted above, we look for a solution
satisfying the positivity constraint that converges to the true solution as the number of known
moments goes to in1nity and the noise goes to zero. The aim of this paper is therefore to revisit in a
uni1ed context some well known results from diDerent areas such as complex analysis, approximation
theory and theoretical physics in order to propose a practical inversion method.
The approach discussed in the following is based on the ideas used for solving a trigonomet-
ric moment problem [12,13] and the modal analysis problem [2–4,6]. Both these problems can be
resolved by considering the discrete Laplace transform of the observations and their PadFe approxi-
mants. Also in those cases the key tools to make inference are the poles of the PadFe approximants
or, equivalently, the roots of the related generalized orthogonal polynomials [8].
Let us consider the problem of recovering a positive function f(t) from N equispaced noisy
values of its Laplace transform:
dn = gn + 
n =
∫ ∞
0
f(t)e−nt dt + 
n; n= 0; 1; : : : ; N − 1; ¿ 0; (0.1)
in which  is the sampling interval and {
n} are i.i.d. Gaussian, zero mean, random variables, with
known variance 2. We can restate this problem as a HausdorD moment problem with
gn =
∫ 1
0
w(x)xn dx; (0.2)
dn = gn + 
n; (0.3)
where f(t)=w(e−t)e−t. For simplicity we assume that f(t) and hence w(x) are continuous even
if this hypothesis could be relaxed to some extent.
It is well known (see e.g. [10, Vol. 2, Chapter 12]) that in the noiseless case when all moments
are assumed known, the solution to the above estimation problem exists and is unique provide that
lim sup
k→∞
g1=kk 6 1 and 
(h)
k ¿ 0; for h= 0; 1 and k = 0; 1; 2; : : : ;
where
(h)k = det


gh gh+1 : : : gh+k−1
gh+1 gh+2 : : : gh+k
...
...
...
...
gh+k−1 gh+k : : : gh+2k−2

 :
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Unfortunately we know only a 1nite number of noisy moments and it is well known that recovering
w(x) even if all the noiseless moments are known is a severely ill-posed problem. In order to get
a stable solution we need to introduce some form of regularization. The idea is then to adopt a
statistical point of view by relating the unknown positive function w(x) to a family of probability
density functions. If we are able to compute a sample from each member of the family, we can pool
the results and get hopefully a stable estimate that satis1es the positivity constraint by construction.
Moreover working in a stochastic framework we are in good position for taking the noise into
account.
To pursue this program the relation between moment problems and orthogonal polynomials is
exploited. When noise is present the polynomials coeJcients can be considered as random variables.
Therefore we are led to the consideration of random orthogonal polynomials and the related theory
of random matrices. By using some results of this theory we can establish the relation between w(x)
and the family of probability densities that we are looking for.
The paper is organized as follows. In Section 1 some basic properties of orthogonal polynomials
are revisited. In Section 2 random matrices are introduced and their relation to orthogonal polynomials
is reviewed. In Section 3 a computational algorithm is proposed and discussed. Finally in Section 4
some numerical examples are provided.
1. Orthogonal polynomials in the complex plane
The noiseless HausdorD moment problem
gn =
∫ 1
0
w(x)xn dx (1.1)
can be considered as a particular case of the moment problem
gm;n =
∫
S
w(x)xm Kxn dx; m= 0; 1; : : : ; M − 1; n= 0; 1; : : : ; N − 1;
where S is a compact subset of C and the integral is a Riemann double integral with respect to the
real and imaginary parts of x. As most of the results developed in the sequel still hold in this general
case it is convenient, following [18], to review without proof some basic properties of polynomials
orthogonal with respect to w(x). Let L2(w) be the Hilbert space of measurable functions (x) such
that ∫
S
|(x)|2w(x) dx¡∞:
In L2(w) the inner product is de1ned as
〈;  〉=
∫
S
(x) K (x)w(x) dx; ∀;  ∈L2(w):
By noticing that gm;n = 〈xm; xn〉 the following lemma holds.
Lemma 1.1. The Gram matrix GN =((gm;n))m;n=0; :::;N−1 is Hermitian and positive de7nite for all N .
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Let Pn(x); n = 0; 1; 2; : : : ; be the family of polynomials obtained by applying the Gram-Schmidt
orthogonalization algorithm to the independent polynomials 1; x; x2; : : : so that they are orthogonal
with respect to the inner product de1ned above. If Pn(x) =
∑n
j=0 ajx
j and an = 1, and if we write
the orthogonality conditions
〈Pn; xk〉= 0; k = 0; : : : ; n− 1
in matrix form, we get
a=−G−1n gn; (1.2)
where a = [a0; : : : ; an−1]T and gn = [gn;0; : : : ; gn;n−1]T. If instead of the normalization provided by
an = 1 we consider the normalization such that
〈Pm; Pn〉= m;n;
where m;n is the Kronecker symbol, then the following lemma holds.
Lemma 1.2. The orthonormal polynomials Pn(x) are given by
P0(x) =
1√
0
Pn(x) =
1√
nn−1
det


g0;0 g1;0 : : : gn;0
...
...
...
...
g0; n−1 g1; n−1 : : : gn;n−1
1 x : : : xn

 ; n¿ 0:
where n = det(Gn+1)¿ 0. The coe:cient of xn, n¿ 0, is kn =
√
n−1=n. Assuming that kn ¿ 0
then Pn(x) is uniquely determined.
By extending to the complex case the result given e.g. in [17], we get the following integral
representation of Pn(x):
Lemma 1.3.
Pn(x) =
1
n!
√
n−1n
∫
S
· · ·
∫
S
n∏
j=1
(x − xj)
∏
j¡k
|xj − xk |2
n∏
j=1
w(xj) dx1 · · · dxn:
A given polynomial q(x) of degree n can be expressed as a Fourier sum of the above orthonormal
polynomials:
q(x) =
n∑
j=0
〈q; Pj〉Pj(x):
P. Barone / Journal of Computational and Applied Mathematics 155 (2003) 307–330 311
In this case
q(x) =
n∑
j=0
∫
S
q(y) KPj(y)Pj(x)w(y) dy =
∫
S
q(y)Kn(x; y)w(y) dy;
where Kn(x; y) =
∑n
j=0 Pj(x) KPj(y).
Denition 1.4. The function Kn(x; y) is the reproducing kernel of order n for the family of orthonor-
mal polynomials.
Some relevant properties of this reproducing kernel are given by the following two lemmas
Lemma 1.5.
∫
S Kn(x; y)Kn(y; z)w(y) dy = Kn(x; z) and
∫
S Kn(x; x)w(x) dx = n+ 1.
Lemma 1.6. Let x1; : : : ; xn be the zeros of Pn(x) and A = xh1 ; : : : ; xhN be a subset of N6 n zeros.
Let QN ∈CN×N be the Hermitian matrix whose (i; j)-th element is Kn(xhi ; xhj). For a given xhk ∈A,
let QN−1 ∈C(N−1)×(N−1) be the matrix obtained from QN by removing the row and the column
containing xhk . Then∫
S
det(QN (xhk ))w(xhk ) dxhk = (n− N + 2) det(QN−1);
see [14, Theorem 5.2.1].
If (x) denotes the Dirac’s measure in x, then we can formulate the following de1nition.
Denition 1.7. The normalized counting measure on the zeros of Pn(x) is
&n =
1
n
∑
Pn(x)=0
(x):
We can also de1ne a spectral density as follows.
Denition 1.8. The spectral density of the zeros of Pn(x) is
'n(x) =
1
n
n∑
j=1
(x − xj):
The following lemma holds:
Lemma 1.9. If A is a Borel subset of C and H = {x1; : : : ; xn} then
&n(A) =
1
n
|H ∩ A|=
∫
A
'n(x) dx:
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From the above de1nitions, we see that &n(A) is estimable by computing the percentage of roots
of Pn(x) falling in the set A. This is the key quantity to estimate w(x) as it will be shown in the
next section. Let us start by stating the following lemma:
Lemma 1.10 ([17, Theorem 3.41.1]). If S = [a; b] ⊂ R and x1; : : : ; xn are the zeros of Pn(x) then
there exist numbers y0 = a; y1; : : : ; yn = b such that yi−1 ¡xi ¡yi and∫ yi
yi−1
w(*) d*=
1
Kn−1(xi; xi)
: (1.3)
We notice that the above relation is not suJcient to compute w(x); x∈ S because the numbers
yi are not known. Moreover the eDect of noise in the observed moments is not taken into account.
An approach to fully solve the problem can be based on the theory of random matrices and random
polynomials.
2. Random matrices
Let us consider the Lebesgue measure for complex matrices ((Mh;k))∈Cn×n, de1ned as
dM =
∏
h;k
dR(Mh;k) dI(Mh;k);
where R and I denote real and imaginary parts, respectively. Let M=UTUH a Schur decomposition
of M where UHU = In and T is a triangular matrix with the eigenvalues of M on the diagonal. We
shall consider the probability density function
.n(M) =
1
Dn
e−E(M);
where E(M) =
∑n
j=1 V (Tjj) +
∑
j¡k |Tjk |2, V (x) =−log(w(x)) and Dn is a normalization constant
given by Dn =
∫
S e
−E(M) dM . By using the results in [14, A.35], it is easy to establish the following
lemma:
Lemma 2.1. The joint probability density function of the eigenvalues x1; : : : ; xn of the random
complex matrices de7ned above is
.n(x1; : : : ; xn) =
1
n
∏
j¡k
|xj − xk |2e−
∑ n
h=1 V (xh) (2.1)
=
1
n
e−
∑ n
h=1 V (xh)+
∑
j¡k log|xj−xk |2 ; (2.2)
where n =
∫
S : : :
∫
S
∏
j¡k |xj − xk |2e−
∑ n
h=1 V (xh) dx1 : : : dxn.
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Let us consider now the random polynomial
Pn(x) = kn
n∏
j=1
(x − xj);
where kn is de1ned as in Lemma 1.2. The following theorem establishes the connection between the
complex random matrices de1ned above and the orthonormal polynomials considered in the previous
section.
Theorem 2.2. If Pn(x); n=0; 1; 2; : : : ; is the family of (deterministic) polynomials orthonormal with
respect to the positive measure induced by V , then
Pn(x) = E[Pn(x)];
where E indicates the expectation operator with respect to the density .n.
Proof.
E[Pn(x)] =
kn
n
∫
S
: : :
∫
S
n∏
j=1
(x − xj)
∏
j¡k
|xj − xk |2
n∏
j=1
w(xj) dx1 : : : dxn;
where kn =
√
n−1=n. But this is just the integral representation of Pn(x) given in Lemma 1.3. In
fact we can show that kn=n = 1=(n!
√
n−1n). First note that n−1 = n=n!. Then we have
1
n!
√
n−1n
=
1
n!
√
n!(n+ 1)!√
nn+1
=
√
n+ 1√
nn+1
and also
kn
n
=
1
n
√
n(n+ 1)!√
n!n+1
=
√
n+ 1√
nn+1
:
When we are dealing with random polynomials the counting measure on zeros &n(A) de1ned
before becomes a random measure. In this case we are interested in the mean percentage of zeros
belonging to A. We can then de1ne a spectral density as follows.
Denition 2.3. The density hn(x) de1ned by
E[&n(A)] =
∫
A
hn(x) dx
is the condensed density function associated with the random polynomial Pn(x) (see [9]).
The condensed density hn(x) is related to the marginal probability density of x1; : : : ; xn by the
following lemma.
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Lemma 2.4. If Pn(x) is a random polynomial with leading coe:cient equal to one then all the
marginal densities of the roots x1; : : : ; xn are equal to the condensed density function.
Proof. Let Pn(x) =
∑n
j=0 ajx
j and an = 1 and let 1(a1; : : : ; an) the joint density function of the
coeJcients. It is well known that
ak = (−1)n−k
∑
i1¡···¡ik
xi1xi2 : : : xik = sk(x1; : : : ; xn);
that is the coeJcients are the elementary symmetric functions of the roots. Therefore the joint density
function of the roots is given by
.n(x1; : : : ; xn) = J (x1; : : : ; xn)1(s1(x1; : : : ; xn); : : : ; sn(x1; : : : ; xn));
where the Jacobian J of the transformation takes the form
J (x1; : : : ; xn) =
∑
i¡j
|xi − xj|2;
see the appendix. Noting that J is a symmetric function and that a composition of symmetric func-
tions remains symmetric, it turns out that .n(x1; : : : ; xn) is symmetric and therefore all its marginals
.n(xk) are equal. From the de1nition of the condensed density we have that∫
A
hn(x) dx = E[&n(A)] =
1
n
n∑
k=1
E[1A(xk)] =
1
n
n∑
k=1
Prob(xk ∈A) = 1n
n∑
k=1
∫
A
.n(xk) dxk :
The result follows because all the marginals are equal.
We can now state an important well known result that relates the condensed density to the function
w(x). We prove this result in the present context for completeness because the method for estimating
w(x) proposed in the next section is based on it:
Theorem 2.5. The function w(x) is related to the condensed density function hn(x) of the random
polynomial Pn(x) by
w(x) =
nhn(x)
Kn−1(x; x)
; (2.3)
where Kn(x; y) is the reproducing kernel of the family of orthonormal polynomials Pn(x); n =
0; 1; 2; : : : and Pn(x) = E[Pn(x)].
Proof. Noting that
∏
j¡k |xj − xk |2 = |det(W (x1; : : : ; xn))|2 where W is the Vandermonde matrix
W (x1; : : : ; xn) =


1 1 : : : 1
x1 x2 : : : xn
...
...
...
...
xn−11 x
n−1
2 : : : x
n−1
n

 ;
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we can rewrite the joint density function of x1; : : : ; xn as
.n(x1; : : : ; xn) =
1
n
n∏
j=1
w(xj)|det(W (x1; : : : ; xn))|2:
Moreover if Pk(x) =
∑k
j=0 a
(k)
j x
j is the kth orthonormal polynomial and if we set
R=


a(0)0 0 : : : 0
a(1)0 a
(1)
1 : : : 0
...
...
...
...
a(n−1)0 a
(n−1)
1 : : : a
(n−1)
n−1


;
then
U def=R ·W (x1; : : : ; xn) =


P0(x1) P0(x2) : : : P0(xn)
P1(x1) P1(x2) : : : P1(xn)
...
...
...
...
Pn−1(x1) Pn−1(x2) : : : Pn−1(xn)

 :
Since R is a triangular matrix, the zeros joint density can be rewritten as
.n(x1; : : : ; xn) =
|det(RW )|2
n ·
∏n−1
k=0(a
(k)
k )2
·
n∏
j=1
w(xj) =
1
n!
|det(U )|2 ·
n∏
j=1
w(xj):
In fact, noting that k2j = (j + 1)j=j+1, we have that
n
n−1∏
j=0
(a( j)j )
2 = n(a
(0)
0 )
2
n−1∏
j=1
k2j = n
1
0
n−1∏
j=1
j
j+1
(j + 1) =
1
0
n! = n!:
Moreover, since
|det(U )|2 = det(U ) det(U ) = det(UHU );
where the superscript H indicates transposition plus conjugation, we obtain
.n(x1; : : : ; xn) =
1
n!
det(Qn)
n∏
j=1
w(xj);
where Qn ∈Cn×n is the Hermitian matrix whose (i; j)th element is Kn−1(xi; xj). Since the condensed
density is the marginal of .n(x1; : : : ; xn), it is given by
hn(x1) =
∫
S
· · ·
∫
S
.n(x1; : : : ; xn) dx2 : : : dxn:
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This integration can be performed by applying Lemma 1.6 n − 1 times. In fact let us consider the
matrices Qn−j; j = 1; : : : ; n − 1 obtained from Qn by removing the rows and columns containing
x2; x3; : : : ; xj+1. Then we get
hn(x1) =
∫
S
· · ·
[∫
S
.n(x1; : : : ; xn) dx2
]
dx3 · · · dxn
=
1
n!
w(x1)
∫
S
· · ·
[∫
S
detQn(x1; x2; : : : ; xn)w(x2) dx2
]
w(x3) dx3 : : : w(xn) dxn
=
1
n!
w(x1)
∫
S
· · ·
[∫
S
detQn−1(x1; x3; : : : ; xn)w(x3) dx3
]
w(x4) dx4 : : : w(xn) dxn
=
2
n!
w(x1)
∫
S
: : :
[∫
S
detQn−2(x1; x4; : : : ; xn)w(x4) dx4
]
w(x5) dx5 : : : w(xn) dxn
=
2 · 3
n!
w(x1)
∫
S
· · ·
[∫
S
detQn−3(x1; x5; : : : ; xn)w(x5) dx5
]
w(x6) dx6 : : : w(xn) dxn
= · · ·= 2 · 3 · : : : · n− 1
n!
w(x1) · Kn−1(x1; x1) = 1nw(x1)Kn−1(x1; x1):
Remark 2.1. Let us consider the problem of interpolation by sums of complex exponentials. Given
2n complex data points gh; h=0; : : : ; 2n−1 we look for complex numbers (wj; zj); j=1; : : : ; n, such
that gh =
∑n
j=1 wjz
h
j : When zj ∈R and wj ∈R+ this is the discrete analogue of the noiseless original
problem (0.1). It turns out [10] that zj; j=1; : : : ; n; are the roots of the Hadamard polynomial Hn(z)
of degree n whose coeJcients are determined by the data through equation (1.2) where Gn and gn
are de1ned as
Gn =


g0 g1 : : : gn−1
g1 g2 : : : gn
...
...
...
...
gn−1 gn : : : g2n−2

 and gn =


gn
gn+1
...
g2n−1

 : (2.4)
We recall that Hadamard polynomials satisfy the generalized orthonormality relation∫
6
Hh(z)Hk(z)g(z) dz = h;k ;
where g(z)=
∑n
j=1 wj=(z− zj) and 6 is a positively oriented Jordan curve containing z1; : : : ; zn in its
interior (see [10]). Moreover wj are related to the reproducing kernel Kn(x; y) =
∑n
j=0 Hj(x)Hj(y)
by the equation
wj =
1
Kn−1(zj; zj)
which is therefore the analogue of Eqs. (1.3) and (2.3).
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We close this section by quoting two results on the asymptotic behavior of the zeros of orthogonal
polynomials and of random orthogonal polynomials with real roots. This will be helpful when we
study the qualitative behavior of the estimates of f(t) that we propose in the next section. Let
us consider a family of polynomials {P(n)k (x)} which are orthonormal with respect to the varying
weights wn(x) = (w(x))n. Of course when n is 1xed by making a suitable rescaling we could use
this new family instead of the one employed before. However the importance of this new family is
given by the following results:
Theorem 2.6 (SaD and Totik [16, Theorem 4.2, Chapter III]). If S=[a; b] ⊂ R and w(x) is contin-
uous, let {P(n)k (x)} be a family of polynomials orthonormal with respect to the varying weights
(w(x))n=e−nV (x). Then the normalized counting measure &n(x) converges in the weak∗ sense to the
equilibrium distribution 8w(x) of the logarithmic potential de7ned on S with external 7eld V (x).
That is, 8w(x) is the unique minimum of the functional de7ned on the set of all positive unit Borel
measures with support in S by
U (8) =
∫
S
log
1
|x − t| d8(x) d8(t) + 2
∫
S
V (x) d8(x);
and satis7es the integral equation
L[8](x) =
∫
S
log
1
|x − t| d8(t) =−V (x) + FV ; ∀x∈ supp(8) (2.5)
where FV is the modi7ed Robin constant for V (x).
The next theorem gives the relation between the equilibrium measure 8w(x) and the limit of the
condensed distribution hn(x) for n →∞.
Theorem 2.7 (see Boutet et al. [7], Albeverio [1]). If S = [a; b] ⊂ R, let {P(n)k (x)} be the family
of random polynomials associated with the Hermitian random matrices M distributed according
to a Gibbs law with energy ntrV(M). The random zeros counting measure &n(x) converges in
probability for all x to the absolutely continuous equilibrium distribution 8w(x) of the logarithmic
potential de7ned on S with external 7eld V (x). Moreover if h∞(x) is the density of 8w(x) then
limn→∞ hn(x) = h∞(x).
3. The proposed algorithm
Let us consider the HausdorD moment problem stated in the introduction. In this case, assuming
N = 2n, the Gram matrix is given by the Hankel matrix Gn de1ned in (2.4). Let
En =



0 
1 : : : 
n−1

1 
2 : : : 
n
...
...
...
...

n−1 
n : : : 
2n−2

 and en =



n

n+1
...

2n−1

 ;
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where {
j} are i.i.d. real Gaussian, zero mean, random variables, with known variance 2. Then
G˜n=Gn+En is the Gram matrix made up of the observations d0; : : : ; dN−1. Let g˜n=[dn; : : : ; d2n−1]T=
(gn + en)T, and let us consider the family of random polynomials Pn(x) =
∑n
j=0 a˜jx
j where a˜n = 1
and a˜ = [a˜0; : : : ; a˜n−1]T = −G˜−1n g˜n. In order to make use of Theorem 2.5 for estimating w(x), the
joint probability density function of the roots of Pn(x) should be equal to expression 2.1. This is
not the case, however as  → 0 E[Pn(x)]→ Pn(x). Moreover, taking into account the assumptions
on the noise, we can prove the following:
Theorem 3.1. If 
= (
0; : : : ; 
2n−1)T ∼ N(0; 2I), then as  → 0; (a˜− a)= converges in distribution
to N(0; :) where a= E[a˜] are the coe:cients of Pn(x) and := 2G−1n QQTG−1n with
Q =


a0 a1 : : : an−1 1
0 a0 : : : an−1
...
...
...
...
...
...
...
...
: : : a0 a1 : : : an−1 1

 : (3.1)
Proof. The proof mimics closely the one given in [4] for a more complicate complex case and is
therefore not reported here.
This theorem allows us to obtain an explicit approximate expression for the condensed density
associated with the random polynomial Pn(x). In fact the following theorem holds (see
[9, Theorem 9.2]):
Theorem 3.2. If the coe:cients a˜ of the random polynomial Pn(x) =
∑n
j=0 a˜jx
j are real and nor-
mally distributed with mean a and covariance matrix :, and if for each 7xed x the joint distribution
of Pn(x) and P′n(x) is a non-degenerate normal, then there exists the condensed density of the real
roots of Pn(x) and it is given by
hn(x) =
√
pe−(1=2)A20=:00√
2<n:00
[
r +
√
2
<
H (r)
]
;
where
H (r) =
√
<
2
r
[
erf
(
r√
2
)
− 1
]
+ e−(r
2=2); p= :00:11 − :201; r =
|:00A1 − :01A0|√|:00p| ;
and
A0(x) =
n∑
j=0
ajxj; A1(x) =
n∑
j=1
jajxj−1;
in which
:ij = xTi :xj; i; j = 0; 1; x0 = (1; x; x
2; : : : ; xn)T; x1 = (0; 1; 2; : : : ; nxn−1)T:
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Proof. Almost the whole proof is given in [9]. We need only notice that the function H (r) has
the closed form expression given above, which allows its numerical evaluation by using the special
function erf (x) = 2=
√
<
∫ x
0 e
−t2 dt.
Remark 3.1. We notice that as  → 0 the density hn(x) tends to 'n(x) and therefore integrating
both members of equation (2.3) in the interval [yi−1; yi] we obtain Eq. (1.3).
In order to get an estimator hˆn(x) of the condensed density, we can use the expression for hn(x)
given in Theorem 3.2 by replacing a by an estimator aˆ. This is suJcient because : can be estimated
as a function of a and  and  is assumed known. Then we can estimate Kn−1(x; x) by
K˜n−1(x; x) =
n−1∑
j=0
∣∣∣∣∣
j∑
h=0
aˆ( j)h x
h
∣∣∣∣∣
2
:
By using Theorem 2.5, for each k = 1; : : : ; n we then obtain an estimator of w(x) as
wˆk(x) = k
hˆk(x)
K˜k−1(x; x)
:
By pooling these estimators we get the 1nal estimator
wˆ(x) =
1
n
n∑
k=1
k
hˆk(x)
K˜k−1(x; x)
(3.2)
as well as the sample standard deviation estimator
ˆ(x) =

1
n
n∑
k=1
(
k
hˆk(x)
K˜k−1(x; x)
− wˆ(x)
)2
1=2
: (3.3)
Remark 3.2. The form of the estimator guarantees the positivity of the estimates.
In order to get a good estimator of a we remember that {gh; h=0; : : : ; N−1} can be approximated
by a sum of complex exponentials (see Remark 2.1):
gh =
n∑
j=1
wjzhj :
In matrix form we can write
g=Ww;
where W is the Vandermonde matrix of {z1; : : : ; zn} of order N × n and {z1; : : : ; zn} are the roots
of the Hadamard polynomial with coeJcients aj given by (1.2). Therefore for each k = 1; : : : ; n we
have
∑n
j=0 ajz
j
k = 0; an = 1. If we have N = 2n + m data points we can write these relations in
matrix form as QW = 0 where Q is a (n + m) × N matrix de1ned as in (3.1). Hence we have
Qg= QWw = 0. But it is easy to show that
Qg= [Gn+m|gn+m]a;
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where
Gn+m =


g0 g1 : : : gn−1
g1 g2 : : : gn
...
...
...
...
gn−1 gn : : : g2n−2
gn gn+1 : : : g2n−1
gn+m−1 gn+m : : : g2n+m−2


and gn+m =


gn
gn+1
...
g2n+m−1

 :
Hence we can estimate a by solving the following structured total least norm problem [19]:
min
En+m;e n+m;a
‖[En+men+m]‖1
(Gn+m + En+m)a=−(gn+m + en+m)
[En+men+m] is an Hankel matrix
where En+m and en+m are de1ned as Gn+m and gn+m, respectively.
Remark 3.3. We notice that for some classes of weights w(x) the reproducing kernel Kn−1(x; x) is
almost constant on S and therefore in these cases an estimate of w(x) can be obtained directly from
the condensed density by dropping the denominators in (3.2) and (3.3).
If we do not want to use the 1rst order approximation to hn(x) provided by Theorems 3.1 and 3.2,
we could use its De1nition 2.3 in terms of the counting measure on the zeros of the polynomials
Pk(x). Fix a number M1 and de1ne the sets Aj; j = 1 : : : ; M as Aj = [tj − h=2; tj + h=2] ⊂ [0; 1]
where h = 1=M and tj = jh. Then if (xˆ
(k)
1 ; : : : ; xˆ
(k)
k ) denotes the estimated roots of Pk(x), it follows
that
&ˆk(Aj) =
1
k
|(xˆ(k)1 ; : : : ; xˆ(k)k ) ∩ Aj|
and
hˆk(x) = &ˆk(Aj) =
1
k
k∑
q=1
1Aj(x
(k)
q ); x∈Aj: (3.4)
Therefore
wˆ(x) =
1
n
n∑
k=1
k
hˆk(x)
K˜k−1(x; x)
=
n∑
k=1
1
K˜k−1(x; x)
k∑
q=1
1Aj(x
(k)
q ); x∈Aj: (3.5)
If K˜k−1(x; x) is almost constant then wˆ(x) is proportional to the histogram of the estimated roots of
the polynomial P(x) =
∏n
k=1Pk(x): We notice however that (3.4) is possibly a poor estimator of
hk(x) because it is based only on k data points, namely the roots of Pk(x). As a consequence the
same is true for the estimator of w(x) given in (3.5). Better results can be obtained by using the
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estimator
wˆ(x) =
1
K˜n−1(x; x)
n∑
k=1
k∑
q=1
1Aj(x
(k)
q ); x∈Aj: (3.6)
In this case the roots of all the polynomials are pooled and only one histogram is computed giving
rise to a more robust estimator. However information about variability is lost. In order to improve
the estimator further, density estimation methods more re1ned than histograms should be employed
(see [15]). Summing up, we propose two estimators of w(x). The 1rst one (E1) is based on the
de1nition of the condensed density but provides only a point estimate (3.6). The second one (E2)
makes use of a 1rst order approximation of the condensed density and provides a point estimate
(3.2) and a measure of variability (3.3).
We now make some remarks about the expected qualitative behavior of the estimates provided by
the proposed algorithms in order to assess the reliability of the method as a function of the “shape”
of the unknown weight w(x) and of the noise. The presence of noise in the measured data can
aDect in a dramatic way the estimate of w(x). Moreover even in the noiseless case some w(x) are
easier to estimate than others. Some qualitative hints to justify this claim come from the asymptotic
distribution of the roots of the orthogonal polynomials quoted in Section 2.
Theorems 2.7 and 2.6 allows us to consider the condensed density hn(x) for large n as the density
of the equilibrium distribution 8w(x) of a logarithmic potential with external 1eld V (x) = log(w(x))
that can be interpreted as the model of a contact problem in elasticity. The equilibrium distribution
8w(x) is proportional to the pressure exerted by a rigid punch shaped as V (x) on an elastic medium
when a vertical force equal to one is applied to it. If we consider the transformation f(t)=w(e−t)e−t
that allows us to solve the problem of the inversion of the Laplace transform as explained in the
introduction, we notice that the punch shape V (x) corresponding to a constant weight
f(t) =
{
1; t ∈ [a; b] ⊂ R+
0 otherwise
is given by
V (x) =
{
log(x); x∈ S = [e−b; e−a] ⊂ [0; 1]
∞ otherwise;
see Fig. 1 for an example. It follows that the pressure exerted by the punch close to the left bound
is larger than that exerted close to the right bound of S. Hence the same is true for the equilibrium
distribution 8w(x). Therefore we can expect that more polynomial roots are attracted to the left side
of S than to the right and as a consequence the statistical information provided by the roots is more
rich on the left. This means that the estimate of the inverse Laplace transform f(t) is more accurate
when t is far from zero.
In order to get insight on the eDect of the noise the logarithmic potential de1ned in Theorem
2.6 gives rise to the electrostatic interpretation [17] which claims that 8w(x) is the equilibrium
distribution of a set of charges on S that exert repulsive forces according to the law of logarithmic
potential. It was shown in [12] in a similar situation that the noise can be modelled by modifying
the external 1eld giving rise to a subset of 1xed charges related to the noise placed close to the
unit circle and having opposite sign with respect to charges related to the signal. In Fig. 2 the roots
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Fig. 1. The punch shape V (x) = −log(w(x)) corresponding to a weight function f(t) constant in the interval
[− log 0:9;−log 0:1].
-1 -0.5 0 0.5 1
-1
-0.5
0
0.5
1
Fig. 2. Typical locations in the complex plane of the roots of the orthogonal polynomials considered in the paper when
noise is present.
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of Pk(x) corresponding to the weight function of Example 1 in the next section are displayed for
k = 1; : : : ; 100 and  = 10−5. The set S and the distribution 8w(x) are therefore deformed to be
in equilibrium with the 1xed noise charges. In the present case S is the real interval [0; 1]; and
so because of symmetry it cannot be deformed by the noise. However the equilibrium distribution
8w(x) is deformed by the noise, the deformation being larger close to the right bound of S.
We notice that the presence of noise leads to the same conclusions as the elasticity interpretation.
It is therefore intrinsically more diJcult to estimate the inverse Laplace transform, in the equal
weights case, for small values of the argument than for large ones.
4. Numerical examples
In order to test the estimation procedures proposed above a set of synthetic data was generated.
Some real life examples can be found in 5. The family of functions
f(t; 8; >) =
√
>
2<t3
e−(>(t−8)
2=282t)
parameterized by the numbers 8¿ 0 and >¿ 0 was considered (Wald or inverse Gaussian density,
[11]) whose Laplace transform can be expressed in closed form as
g(s; 8; >) = e>=8(1−
√
1+2(82s=>)):
A mixture of m functions from this family was considered and N data points were generated ac-
cording to the formula
dn =
m∑
k=1
g(n; 8k; >k) + 
n; n= 0; : : : ; N − 1; ¿ 0;
where {
j} are i.i.d. real Gaussian, zero mean, random variables, with variance 2.
In the 1rst example we considered a weight function made up of a mixture of m=3 Wald densities
and then we generated N =32 data points without adding noise. This means that only machine noise
is present. We want to appreciate the eDect of the weight function shape on the quality of the
estimates. Therefore we choose two sets of parameters 8 and > such that in one case the smallest
peak is close to zero and in the other case it is far from zero. According to the claim made in the
previous section we expect high peaks to be easier to estimate than low ones and peaks close to
zero to be more diJcult to estimate than those far from zero. Therefore when the smallest peak is
close to zero the estimation is worse than when it is not. The results for these two cases are shown
in Figs. 3 and 4 con1rming the claim. The estimator E1 was used.
In the second experiment the same data are used but the estimation is made assuming K˜k−1(x; x)=
cost. The results are shown in Figs. 5 and 6. We notice that when the smallest peak is far from
zero a rough but acceptable estimator is obtained while in the other case the general shape of the
weight function is missed.
In the third experiment noise with  = 5× 10−2 is added to the data and the estimates obtained
by using estimators E1 and E2 are shown in Figs. 7 and 8 respectively. The results are comparable
but the estimate based on the 1rst order approximation is easier to compute because no polynomial
rooting is required and no histogram parameters such as the number of bins and the smoothing
parameter have to be chosen. Moreover the [wˆ(x) − ˆ(x); wˆ(x) + ˆ(x)] con1dence band can be
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Fig. 3. Top: continuous data (solid), sampled data (+). Bottom: true weight function (dashed) and its estimate (solid).
Parameters used:  = 0; n= 26.
0 2 4 6 8 10 12 14 16
0
0.5
1
1.5
2
2.5
3
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
-0.01
0
0.01
0.02
0.03
0.04
0.05
Fig. 4. Top: continuous data (solid), sampled data (+). Bottom: true weight function (dashed) and its estimate (solid).
Parameters used:  = 0; n= 32.
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Fig. 5. Top: continuous data (solid), sampled data (+). Bottom: true weight function (dashed) and its estimate assuming
K˜k−1(x; x) = cost. (solid). Parameters used:  = 0; n= 26.
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Fig. 6. Top: continuous data (solid), sampled data (+). Bottom: true weight function (dashed) and its estimate assuming
K˜k−1(x; x) = cost. (solid). Parameters used:  = 0; n= 32.
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Fig. 7. Top: continuous data (solid), sampled data (+). Bottom: true weight function (dashed) and its estimate (solid).
Parameters used:  = 0:05; n= 100.
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Fig. 8. Top: continuous data (dashed), sampled data (+). Bottom: true weight function (dashed) and its estimate based
on the 1rst order approximation of the condensed density (solid). Parameters used:  = 0:05; n= 100.
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Fig. 9. True weight function (dashed) and the sample mean (solid) of 1000 independent estimates based on a sample
with =10−4. The [wˆ(x)− ˆ(x); wˆ(x) + ˆ(x)] con1dence band is represented in gray, where ˆ(x) is the sample standard
deviation. The roots histogram is used with n= 200 and with 128 bins.
Fig. 10. True weight function (dashed) and the sample mean (solid) of 1000 independent estimates based on a sample
with =10−4. The [wˆ(x)− ˆ(x); wˆ(x) + ˆ(x)] con1dence band is represented in gray, where ˆ(x) is the sample standard
deviation. The 1rst order approximation of the condensed density is used with n= 200.
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Fig. 11. True weight function (dashed) and its estimate based on the 1rst order approximation of the condensed density
(solid). The [wˆ(x)− ˆ(x); wˆ(x)+ ˆ(x)] con1dence band is represented in gray, where ˆ(x) is the standard deviation given
in (3.3). Parameters used:  = 10−4; n= 200.
computed in this case and it is shown in Fig. 8. The quality of the estimates is quite bad but
suJcient to recognize the number of peaks and to provide some information about their shape.
Therefore these estimates can be helpful to initialize more powerful estimation procedures that are
able to cope with realistic noise if some “a priori” knowledge about the true weight function is
provided [5]. In order to evaluate the stability with respect to the noise of the results provided
by the proposed methods, 1000 independent realizations of the data were generated with  = 10−4
and the sample mean and standard deviation of the estimates was plotted when E1 and E2 were
used; the results are shown in Figs. 9 and 10, respectively. We notice that the method based on
the approximate condensed density is more reliable than the direct use of the condensed density
de1nition. Moreover it allows us to compute a con1dence band which is comparable with the one
computed by using replications. This fact is illustrated in Fig. 11 where the method was applied to
a single realization.
In order to be conservative about the results and to speed up the computations all the linear systems
involving Hankel matrices were solved by using a standard total least squares method instead of the
structured total least norm method mentioned before.
5. Conclusions
A method for the numerical inversion of the Laplace transform of positive functions is proposed.
The method is based on algebraic properties of the eigenvalues of random matrices whose elements
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follow a Gibbs density with energy related to the function to be estimated. The form of the esti-
mators guarantees the positivity of the estimates. When the noise tends to zero and the number of
observations tends to in1nity, the estimate converges to the true function in a weak sense. Some
qualitative statements about how the expected behavior of the proposed procedure depends on the
form of the unknown positive function are made. The Laplace transform inversion problem is formu-
lated as a particular case of a more general moment problem for a positive function de1ned on the
complex plane. The proposed method can then be easily generalized to cope with this wider class
of inversion problems. Statistical evidence of the reliability of the results when the signal-to-noise
ratio is suJciently large is provided by means of some numerical examples.
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Appendix A
The Jacobian of the transformation from the polynomial coeJcients a0; : : : ; an−1 to the polynomial
roots x1; : : : ; xn can be computed by considering the complex derivatives of the symmetric functions
with respect to the roots. It is possible to show that this (complex) Jacobian is given by
JC =
∏
j¡k
(xj − xk):
If the same transformation is considered between the couples of real variables (Raj; Iaj) and
(Rxj; Ixj) then the real Jacobian is given by the block matrix
JR =


9Raj
9Rxk
9Iaj
9Rxk
9Raj
9Ixk
9Iaj
9Ixk


which, by using the Cauchy–Riemann equations, can be rewritten as
JR =


9Raj
9Rxk
9Iaj
9Rxk
− 9Iaj9Rxk
9Raj
9Rxk

 :
But, by de1nition of complex derivative, we have
JC =
9aj
9xk
=
9aj
9Rxk
=
9Raj
9Rxk
+ i · 9Iaj9Rxk
Hence JR is the real isomorph of JC and it is easy to show that ([9, Theorem 5.1])
det(JR) = |det(JC)|2:
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