The morphosyntactic nature of word accents in Swedish makes them a perfect candidate for the study of predictive processing in language. The association of word stem accents with upcoming suffixes allows native listeners to pre-activate a word's potential ending and thereby facilitate speech processing. Unlike native speakers, second language learners are known to be less able to use prediction in their L2s. This is presumably due in particular to competing information from the learners' L1 and a poorer exposure to the relevant L2 information. Swedish word accents, however, are abundant in the input and rare crosslinguistically, making them ideal for studying the implicit acquisition of linguistic prediction in beginner L2 learners. We therefore recorded learners' electrophysiological brain responses to Swedish word accents and compared them to those of native speakers. In the native speaker group, a pronounced suffix-related PrAN (pre-activation negativity), N400 and a P600-like late positivity indicate predictive processing. The learners, however, only produced a late (400e600 ms) centrally distributed negativity for word accent processing, remarkably similar to the deflection for pure pitch height differences found in the same subject group. Crucially, correlation analysis indicated that this negativity increased (at right-lateral electrode sites) for learners with increased level of Swedish proficiency. We conclude that, to allow L2 tone-suffix association and to enable its predictive capacity, the acquisition of Swedish word accents and their predictive properties might first involve dissociation of word tones from the default L1 tonal patterns as well as sensitisation to pitch height differences.
Introduction
Understanding spoken language is a complex and resource-demanding task. The work-load is even higher if the language to be processed is non-native to the listener (Hasegawa, Carpenter, & Just, 2002) . The present study set out to investigate whether beginner learners of a language can implicitly learn and make use of predictive prosodic cues that do not exist in their native language in order to facilitate the processing of upcoming morphological information.
activate the upcoming word ending (Roll, 2015; Roll et al., 2015; S€ oderstr€ om, Horne, Frid, & Roll, 2016; S€ oderstr€ om et al., 2016b) . To fully follow the argument, it is important to understand the Swedish prosodic system in more detail:
In Swedish, there are two so-called 'word accents', accent 1 (low tone) and accent 2 (high tone) which are realised on the word stem, i.e. before the suffix onset. The definite singular suffix -en, for instance, is associated with accent 1 and will therefore co-occur with a low tone on a preceding nominal stem like båt in båten (boat-the, cf. Fig. 1 ). The indefinite plural suffix -ar, in contrast, is associated with accent 2, which is realised as a high tone on the preceding nominal stem (cf. high tone in Fig. 1 ) (Riad, 1998; Rischel, 1963) . The stem tones can therefore be used as cues in speech processing for pre-activating upcoming endings, thus establishing predictability and easing processability (Roll, Horne, & Lindgren, 2010; Roll, S€ oderstr€ om, & Horne, 2013 ; S€ oderstr€ om, Roll, & Horne, 2012) . In Swedish, accent 1 has been shown to be a better predictor than accent 2, since it can be followed by a limited set of suffixes (e.g. definite singular -en and present tense -er). Accent 2, while also cueing suffixes (e.g. indefinite plural -ar and past tense -te), is additionally associated with productive compounds and thus can be assumed to pre-activate a much larger set of possible continuations for a given word stem, which reduces its predictive value (S€ oderstr€ om et al., 2016) . Unexpected suffixes due to a mismatch in word stem tone and following suffixes, give rise to well-established predictive processing consequences. Behaviourally, this is reflected in increased response times to word accents with mismatched suffixes, where responses are considerably delayed due to failed pre-activation (S€ oderstr€ om et al., 2012) . Neurophysiological studies have found that mismatched and thus unexpected suffixes result in the ERPs typically seen for failed predictions, such as LAN, N400 and P600 (Roll, 2015; Roll, S€ oderstr€ om et al., 2010 Roll, S€ oderstr€ om et al., , 2013 Roll, S€ oderstr€ om et al., , 2015 S€ oderstr€ om et al., 2016b) .
In addition to studying known ERP effects for contextually unexpected linguistic items, Swedish word accents make it possible to investigate the online implementation of predictive processes and the pre-activation of upcoming syllables. In this regard, an early negative component has consistently been observed at 136e280 ms after onset of the stem tone. The stem tone pinpoints a specific moment in time at which predictions about the upcoming suffix can first be made. As the negativity occurs during the processing of the word stem and thus before suffix onset and before reliable grammaticality judgements can be made, it must be regarded as being triggered by the stem tone, indexing its function in pre-activating possible upcoming continuations. Due to this cognitive content, this negative component has been labelled 'pre-activation negativity' (PrAN; Roll, 2015; Roll et al., 2015; S€ oderstr€ om, Horne, & Roll, 2016a , 2016b .
In support of the claim that the PrAN indexes pre-activation of upcoming suffixes, a negative correlation has been observed between the number of word completions a given word stem fragment can be associated with and the amplitude of the PrAN (S€ oderstr€ om et al., 2016 ). Stem fragments with fewer possible continuations (i.e. less lexical competition) have been shown to have greater predictive value, resulting in a larger pre-activation negativity. The restricted set of endings for accent 1 stems thus produces a comparably large pre-activation negativity in native speakers of Swedish, which provides strong evidence for a solid association between stem tone and upcoming suffix in Swedish.
Second language acquisition: prediction and morpheme learning dynamics
In view of how important language processing properties (such as prediction) work in speakers' native languages, the question arises as to what extent they are activated in non-native speakers' language processing. Can language learners use predictions in their second language much like they do in their first one? If continuous prediction and pre-activation of potential upcoming information is a key feature in language processing, it stands to reason that it would be an important Fig. 1 . Example of a stimulus sentence with acoustic waveform and fundamental frequency (F0). The two F0 contours on båt show the valid low accent 1 (grey) and invalid high accent 2 (black) for the definite singular ending -en. feature in any language, native or not. It may even be possible that general prediction mechanisms facilitate acquisition in that they function as processing aids, thereby releasing cognitive resources for sentence processing.
Prediction in second language learners
Previous research has yielded mixed results as regards the prototypical behavioural and ERP effects to prediction mismatch in non-native speakers. Near-null results for L2 prediction have been reported by Guillelmon and Grosjean (2001) , who, using behavioural measures, found that the identification of nouns was faster when they were followed by gender marked articles. This effect was only seen for native speakers and in reduced form for early bilinguals. Highly proficient learners who acquired the L2 at a later age did not show any behavioural facilitation effects of gender marked articles for the identification of nouns. A more predictive yet non-native-like type of processing in high proficiency late bilinguals was found in Martin et al. (2013) , who reported that second language learners, much like native speakers, produced an N400 for unexpected nouns. However, unlike L1s, they failed to produce an N400 for unexpected articles. Finally, Foucart, Martin, Moreno, and Costa (2014) found identical effects for native speakers and second language learners: an N400 effect for articles and nouns and a late anterior positivity for nouns. Whether or not learners produce a PrAN has not yet been studied, but behavioural results, previously correlated with the PrAN, suggest that at least advanced learners might do so (Schremm, S€ oderstr€ om, Horne, & Roll, 2016) .
A plausible explanation for the mixed results for predictive processing in second language learners is offered by Kaan (2014) who attributes prediction differences in L2s to several underlying differences, most importantly frequency information and competing information. She claims that second language learners are in general exposed to less input than native speakers and that this input is of different quality. The strength of predictions they generate is therefore weaker than for L1s. Additionally, learners may have competing information from their L1 that may be activated automatically even in non-native speech context, something which could affect the acquisition of pre-activation strategies in their L2. If the neural connections between different kinds of potentially predictable linguistic information are not strong and stable, pre-activation will be hampered, and hence the lack of effects for failed predictions. Consequently, learners are likely to only acquire pre-activation when the triggers (1) are highly frequent in the linguistic input and (2) do not clash with native language features. Swedish word accents may hence be ideal for investigating prediction and pre-activation in second language learners. They are realised on every word in Swedish making them abundant in the linguistic input. They thus constitute a good candidate for statistical learning and allow formulation of strong predictions. Furthermore, word accents are virtually exclusive to the Scandinavian languages and should therefore not have to compete with the learners' native language processing strategies.
1
At the same time, it is important to note that their knowledge appears to be acquired implicitly and is not taught as part of Swedish tuition; in fact, most native speakers are unaware of their own use of this feature (Roll, S€ oderstr€ om, et al., 2013 ).
Morpheme learning dynamics in second language learners
Language acquisition research has shown that novel morphemes in a speaker's native language can be acquired within mere minutes of contact. The learner's brain responses adapt rapidly and start resembling those of real morphemes whether taught explicitly (Leminen, Kimppa, Lehtonen, M€ akel€ a, & Shtyrov, 2016) , by means of context (Mestres-Miss e, RodriguezFornells, & Münte, 2007) or merely presented repeatedly outside of language contexts, i.e. acquired through implicit, statistical learning (Kimppa, Kujala, Leminen, Vainio, & Shtyrov, 2015; Kimppa, Kujala, & Shtyrov, 2016; Shtyrov, 2011; Shtyrov, Nikulin, & Pulvermüller, 2010) . In contrast to native-language-like morphemes, ERP responses to repeatedly presented novel words with non-native phonology do not become real-word-like as quickly, suggesting that implicit acquisition is less rapid for morphemes in learners' non-native languages (Kimppa et al., 2015 . While the acquisition of non-native morphemes and phonology is likely to be delayed compared to native language equivalents, it can still be relatively fast. In an explicit learning paradigm, for instance, McLaughlin, Osterhout, and Kim (2004) showed that 14 h of classroom tuition were sufficient for learners' brain responses to correctly differentiate between novel words and pseudowords from the still fairly unknown language. Behavioural evidence suggested that this phonotactic awareness in fact emerges even faster and also during implicit learning. Only seven minutes of exposure to visually emphasised, restricted but natural speech in a foreign language are sufficient for the listeners to statistically extract both implicit phonotactic rules and word meaning (Gullberg, Roberts, & Dimroth, 2012; Gullberg, Roberts, Dimroth, Veroude, & Indefrey, 2010) .
In this light, it is hardly surprising that Schremm et al. (2016) found that behavioural responses to word accents in relatively advanced, upper intermediate learners of Swedish resembled those of native speakers, albeit less pronounced. Interestingly, although the learners were not yet highly proficient and the studied feature (i.e. word accents) not taught explicitly, their behavioural measures indicate that they had a good grasp of Swedish phonology, morphology and prosody. The difference in response times to accent 1 and accent 2 suggests that they had extracted and acquired the predictive features of Swedish word accents and were in fact able to pre-activate suffixes in a manner similar to native speakers.
Considering how fast even non-native language acquisition may progress, the question arises whether even beginner learners might be able to extract the tonal features associated with word accents and use them predictively in accessing 1 The learners in the present study had German as L1. Although German does not have word tones, it does have pitch accents that are associated with pragmatic interpretations related to information structure and speaker attitude (Grice et al., 2005) . Consequently, it could be expected that the German L2 learners might initially interpret Swedish word accents as pitch accents associated with some kind of pragmatic meaning. morphosyntactic information. In the current study, we therefore look at a beginner group of Swedish L2 learners in order to determine whether there is evidence of a predictive use of word accents in speech perception and understanding or, alternatively, whether there is evidence of any stepping stones that may pave the way for predictive processing at more advanced levels.
Method

Participants
Twenty-three native speakers of Swedish (L1s; 13 females) and twenty-three native German-speaking learners of Swedish (L2s; 12 females) participated in this study.
2 None of the German participants were speakers of pitch accent dialects of German or had any extended exposure to such dialects. All were right-handed as assessed by the revised Edinburgh Handedness Inventory (Williams, 2013) and had normal hearing defined as pure-tone hearing thresholds 20 dB Hearing Level (ISO, 2004) for frequencies 250, 500, 1000, 2000, 4000, and 8000 Hz. The participant groups were matched for age (mean 23.8 years, SD ¼ 2.1 years), socioeconomic status as rated using Hollingshead's (1975) index, and working memory span as tested by the automated operation span task (Unsworth, Heitz, Schrock, & Engle, 2005) . The self-rated proficiency in spoken Swedish comprehension in the L2 group (German native speakers) showed an average level of beginner learner (¼being able to understand everyday expressions and very basic phrases, i.e. level A1 of the Common European Framework of Reference), ranging from pre-beginners (¼being able to make out single words in a conversation at most) to early intermediates (¼being able to understand main points of conversations in familiar contexts, i.e. level B1). All participants in the L2 group were exchange students at Lund University and had lived in Sweden for an average of 160 days (SD ¼ 114 days). The continuous span in proficiency and residency in Sweden was suitable for correlation analyses to assess the learners' gradual ongoing development at this level.
Due to living abroad at the time of testing, the L2 group reported a temporary increase in the use of non-native languages in relation to Swedes (63.05% vs. 30.91% ). Yet, importantly, the groups were matched in the number of languages spoken at above elementary proficiency and no participant had previously learned any tone languages other than Swedish. During background testing, both groups displayed an equal ability to detect non-linguistic pitch differences and durational variations in segments (vowel length).
The experiments were conducted in agreement with the ethical guidelines for experiments in the Declaration of Helsinki.
Stimuli
Word accents
The stimuli for the word accent part of the study were identical to those in Roll et al. (2015) . The experiment hence contained 30 sentences with target words in 4 systematically manipulated conditions (singular/plural X valid/invalid; Table  1 ). The target words were embedded into carrier sentences of the type 'NP got target PP':
The final prepositional phrase was focused so that test words could be associated with non-focal word accents (Bruce, 1977) . Voiceless stops were chosen to border on the target word both to the left (fick) and to the right (till). Since these stops are associated with silent closure periods, a clear-cut separation of the target word from surrounding words was possible. Similarly, the first syllable of the target word ended in a voiceless stop to facilitate determining suffix onset position. For stimulus sentence lengths and standard deviations see Table 1 .
The same sets of carrier phrases occurred in each condition; equal shares were taken from the singular and plural target word recordings. Stems and suffixes were cross-spliced and used in both valid and invalid conditions. The accent 1 tone had a duration of 137 ms, SD ¼ 15 and fell from 2.71 semitones at vowel onset, SD ¼ 0.86, to 1.30 semitones at vowel offset, SD ¼ 0.52. The accent 2 tone was marginally shorter (M ¼ 117 ms, SD ¼ 27) but considerably steeper, falling from 6.76 semitones at vowel onset, SD ¼ 1.53, to 3.08 semitones at offset, SD ¼ 2.25. The time between stem tone onset and suffix onset was 426 ms (SD ¼ 63, range ¼ 348e587). All sentences were normalised to the same power, measured as root-mean square (RMS) amplitude. The resulting 120 sentences were pseudorandomised and divided into two blocks. Every block contained additionally 20 silent trials to prevent predictability and keep participants alert.
Piano tones
To assess test persons' electrophysiological auditory responses to differences in tone heights unconfounded by linguistic context or Swedish-language background, they participated in a test involving pitch discrimination. To this purpose, piano tunes were used as stimuli. 20 consecutive piano tones were recorded, ranging from BX 3 to F 5 . The tones were 500 ms long each and normalised to the same power. Tones were combined into pairs where the difference between tone A and tone B was between one and eight semitones. There were eight trials for each semitone distance; 64 trials in total. There was an equal number of high-low and low-high tone pairs.
Experimental procedure
Participants were seated at a distance of 1 m from a computer screen. A response box was placed on a table in front of them and they there were asked to keep their index fingers on the response buttons throughout the experiment. All stimuli were routed through a GSI 16 Audiometer (Grason & Stadler Inc., Eden Prairie, MN) and presented at 70 dB SPL through a pair of circumaural earphones (California Headphone Company, Danville, CA). The presentation level was verified using a Brüel and Kjaer 2231 sound level meter with a 4134 microphone in a 4153 Artificial Ear.
Word accents
For the word accent part of the study, participants listened to the Swedish sentence stimuli (120 trials in total). In each trial, one stimulus sentence was presented auditorily and participants executed a simple sentence boundary decision task in which they hit a button on the response box, alternatingly with their right and left index fingers, as soon as they perceived the sentence to be over. Sound presentation and response had a fixed total duration of 3.5 s. Depending on sentence length, the time allowed for responding was 0.88e1.27 s. Each trial was concluded by a 500 ms silent pause, and thus the total onset-to-onset stimulus onset asynchrony (SOA) was 4 s. A fixation cross remained on the screen for the entire duration of the trial, including the pause. The presentation automatically moved on to the next sentence, even if a response was not made. No feedback was given.
The chosen sentence boundary detection task was feasible even for the L2 group with little to no comprehension of the sentences' semantic content, due to the learners' background: German and Swedish intonation is similar as regards neutral declarative sentence boundary tones (Gibbon, 1998; Gårding, 1998) . As the stimuli in this study consisted entirely of declarative sentences with focus on a sentence-final prepositional phrase, we assume that the learner group could detect sentence boundaries even if they failed to understand (some of) the sentence meaning. This is supported by the behavioural results that indicated similar accuracy in both groups (see the Results section below).
Piano tones
For the pitch discrimination part of the study, participants listened to pairs of piano tones. After a 750 ms fixation cross, tone A was presented auditorily for 500 ms, followed by a 750-ms fixation cross and a 500-ms presentation of tone B. A 400-ms fixation cross separated the tone pair from a response screen where subjects were prompted to indicate which tone was higher. They did so by pressing the left button on the response box for tone A and the right button for tone B with their left and right index finger, respectively.
Electroencephalography (EEG)
Throughout the experiment, the participants' brain activity was continuously recorded using 64 Ag-AgCl EEG electrodes mounted in an electrode cap (EASYCAP GmbH, Herrsching, Germany), a SynAmps 2 EEG amplifier (Compumedics Neuroscan, Victoria, Australia), and Curry Neuroimaging Suite 7 software (Compumedics Neuroscan). Horizontal and vertical bipolar electrooculogram channels (EOG) were added to record eye movements. Impedances were kept below 3 kU for the scalp channels and below 10 kU for the eye channels. The left mastoid (M1) was used as online reference and the frontocentral electrode AFz as ground. EEG was recorded with a 500 Hz sampling rate using DC mode and an online anti-aliasing low pass filter at 200 Hz. Offline, the data was re-referenced to average reference and filtered with a 0.01 Hz high pass filter and a 30 Hz low pass filter. 1200-ms long ERP epochs including a 200-ms baseline were extracted both at word accent onset and at suffix onset for word accents, and at tone A and tone B onset for piano tones. Eye artefacts were removed with the help of independent component analysis (ICA) (Jung et al., 2000) and all epochs still exceeding ±100 mV were discarded.
Statistical analysis 2.5.1. Word accents
For the behavioural data, mean response times (RTs) for valid (i.e. not premature) responses were submitted to a repeated measures Analyses of Variance (rmANOVA) with within-subject factors 'Suffix' (-en vs. -ar), 'Validity' (valid vs. invalid) and the between-subject factor 'Group' (L1 vs. L2). All statistical analyses were performed in IBM SPSS Statistics 22 (International Business Machines Corp., Armonk, NY, United States) and GreenhouseeGeisser correction was used when applicable.
The ERP data for word accent onset and suffix onset were analysed separately. For word accent onset, two different analysis time windows were selected. The first one corresponds strictly to the previously established time window for the PrAN, i.e. 136e280 ms, originally chosen on the basis of global root mean square (gRMS) peaks and their correlations with blood-oxygen-level dependent (BOLD) effects . The second time window was based on a peak observed in the L2 group's ERP data. Statistical analyses using a time window sliding in 20 ms steps revealed 400e600 ms as the maximal time window in which the observed effect was significant. Similarly, visual inspection and statistically optimised time windows led to the two analysis windows for the suffix onset data: 235e415 ms and 550e680 ms.
Mean amplitudes for the word accent onset response latencies were submitted to an rmANOVA with the experimental factor 'Word Accent' (accent 1 vs. accent 2) and the topographical distribution factors 'Laterality' (left, mid, right) and 'Posteriority' (anterior, central, posterior); corresponding to electrode groups as follows: left anterior with electrodes F7, F5, F3, FC5, and FC3, left central with C5, C3, CP5, CP3, and TP7; left posterior with P7, P5, P3, P07, and O1; mid anterior with F1, F2, FC1, FCZ, and FC2; mid central with C1, CZ, C2, CP1, and CP2; mid posterior with P1, PZ, P2, POz, and OZ; right anterior with F8, F6, F4, FC6, and FC4; right central with C6, C4, CP6, CP4, and TP8; and right posterior with P8, P6, P4, PO8, and O2. For latencies above 350 ms after word accent onset, the experimental factor 'Validity' (valid vs. invalid) was added to the rmANOVA. This was done due to the fact that the suffix emerges in the input material from this point onward which might influence the word accent responses. In a parallel manner, mean amplitudes for the two suffix onset latencies were submitted to an rmANOVA with the experimental factors 'Suffix' (-en vs. -ar) and 'Validity' (valid vs. invalid) and the distributional factors 'Laterality' (left, mid, right) and 'Posteriority' (anterior, central, posterior).
To investigate whether the amplitudes of L2 learners' effects were related to their individual degree of contact with the Swedish language, the L2s' mean amplitude for each laterality factor and the behavioural variables 'Level of Swedish', 'Hours of Tuition', and 'Weeks in Sweden' were submitted to a 2-tailed Pearson correlation. Bonferroni corrections for multiple comparisons were applied.
Piano tones
With regard to the behavioural measures, an independent-samples t-test was conducted to compare response times and accuracy rating for the L1 and the L2 participants. For the ERP data, visual inspection revealed a negativity which in both latency and distribution resembled the one found in the L2s' word accent onset data. In order to directly compare the two, the same time window (400e600 ms) and relevant topographical factor ('Laterality') were used. Mean amplitudes were submitted to an rmANOVA with the experimental factor 'Tone Height' (low vs. high) and the topographical factor 'Laterality' (left, mid, right).
Results
Word accents
Behaviour
Both participant groups produced a number of premature responses before the end of the sentence (M NS ¼ 25.69%, SD ¼ 19.26; M L2 ¼ 25.07%, SD ¼ 20.19). These responses were excluded from the analysis.
Response times to sentence boundaries revealed a Suffix*Group interaction, F(1,44) ¼ 4.51, p ¼ 0.039, which unfolded into a main effect of Suffix in the native speaker group only, F(1,22) ¼ 5.03, p ¼ 0.035. Native speakers' response times for sentences with the accent 2-associated suffix -ar (M ¼ 224, SD ¼ 93) were significantly slower than RTs for sentences with the accent 1-associated suffix -en (M ¼ 214, SD ¼ 93). There were no statistically significant differences in response times for the second language learner group (M ¼ 219, SD ¼ 92).
Electrophysiology
3.1.2.1. Word accent onset. For the native speakers, accent 1 yielded a negativity in both the PrAN time window (136e280 ms) as well as at 400e600 ms after tone onset. In the earlier time window, this led to a Word Accent*Posteriority interaction, F(2,44) ¼ 9.20, p ¼ 0.004, which was due to an increased negativity (F(1,22) ¼ 8.83, p ¼ 0.007) for accent 1 at anterior but not posterior electrode sites. Similarly, at 400e600 ms, a Word Accent*Posteriority interaction, F(2,88) ¼ 9.48, p ¼ 0.004, revealed a significant negativity for accent 1 at anterior sites, F(1,22) ¼ 11.46, p ¼ 0.003 (cf. Fig. 2 ). There was no significant interaction with the suffix factor Validity.
For the L2s, accent 1 produced a negativity at 400e600 ms. Its analysis showed a Word Accent*Laterality interaction, F(2,44) ¼ 3.30, p ¼ 0.049, and a negativity for low accent 1 at mid electrode sites, F(1,22) ¼ 6.13, p ¼ 0.021. Further analysis of the L2 group indicated that there was a significant correlation between Level of Swedish and negativity amplitude at righthemispheric electrode sites (cf . Fig. 3) ; r ¼ -0.511, p ¼ 0.039 (Bonferroni-corrected) . No other factors correlated with the effect.
3.1.2.2. Suffix onset. The L1 group produced a negativity for invalid suffixes specific to mid lateral electrode sites, which was reflected in a near-significant Validity*Laterality interaction at 235e415 ms after suffix onset, F(2,44) ¼ 3.41, p ¼ 0.051, and resolved in a significant effect for Validity at mid electrodes, F(1,22) ¼ 6.84, p ¼ 0.016. Similarly, a broadly distributed positivity for invalid suffixes was marginally significant at 550e680 ms, F(1,22) ¼ 3.77, p ¼ 0.065 (cf. Fig. 4 ). There were no effects in the L2 group for the ERPs time-locked to the suffix onset.
Piano tones
Behaviour
Response times and accuracy ratings for the two participant groups were compared in independent-samples t-tests. Accuracy of the tone height assessments was high overall (M L1 ¼ 91.24%, SD ¼ 9.0; M L2 ¼ 93.75%, SD ¼ 6.2) and did not differ significantly between groups; t(44) ¼ -1.08, p ¼ 0.285. To normalise the distribution of participants' average response times (original RTs: M L1 ¼ 835 ms, SD ¼ 511; M L2 ¼ 696 ms, SD ¼ 277), we used log-transformed response times for the statistical analysis. They revealed no significant differences between groups (t(44) ¼ 0.77, p ¼ 0.445).
Electrophysiology
Listening to high-low and low-high pairs of piano tones produced a negativity for the lower tones in the pair at 400e600 ms after tone onset. For the L1 group, this manifested as a main effect for Tone Height, F(1,22) ¼ 8.50, p ¼ 0.008. For the L2s, it gave rise to a Tone Height*Laterality interaction F(2,44) ¼ 3.68, p ¼ 0.034, and an effect of Tone Height at mid lateral electrode sites, F(1,22) ¼ 6.10, p ¼ 0.022 (cf. Fig. 5 ).
Discussion
The present study investigated whether adult beginner learners of a tone language can acquire and make use of predictive prosodic cues in the same way as native speakers do. Word stem tones in Swedish were used as a test case, as they implicitly pre-empt the morphological information delivered by word-final suffixes, which makes it possible to study both ongoing preactivation as well as the effects of a failed prediction. Neurophysiological results showed that the native speakers produced the prototypical ERP effects associated with the predictive linguistic processing of word accents: PrAN for word accentmorphology connection followed by a negativity as well as a late positivity for word accent-suffix mismatch. The beginner L2 learner group did not exhibit similar effects. Instead, they produced a negativity which seemed to be driven purely by the non-linguistic tone height difference in the word stem tones and which expanded to right-lateral electrodes with increasing level of proficiency. We will discuss the results in more detail below.
Processing of non-linguistic pitch (piano tones)
To ensure that there were no a priori differences in pitch perception between groups, behavioural and neurophysiological responses to pitch height differences in piano tones were recorded. Results showed an overall high response accuracy, no differences in response times within or between groups and a broad centrally distributed negativity at 400e600 ms for low tones in both the native speaker and the learner group. These findings constitute a coherent indicator of similar non-linguistic pitch processing in all participants. On this account, any group differences in the processing of word accents can be assumed to be linguistic in nature, i.e. related to differences in the way they are associated with morphosyntactic information, thus ruling out any explanation based on hypothetical or spurious differences in pitch perception abilities between the two groups.
Native speakers' effects for the predictive processing of word accents
To measure the participants' behavioural performance on the Swedish sentence material with systematically modulated tonal and suffixal information, we recorded response times in a sentence boundary detection task. The native speaker group had a high rate of premature behavioural responses, which can, however, be explained by the speeded nature of the task at hand. Participants were asked to hit the response key as soon as they felt a sentence to be over. Prosodic cues aside, the sentences could have been considered complete before the final prepositional phrase, hence the large percentage of false alarms. Looking at the accepted responses only, the native group showed a clear difference in response times. Namely, boundary detection was faster in sentences with the accent 1-associated definite singular suffix -en compared to sentences with the accent 2-associated indefinite plural suffix -ar. This phenomenon has been observed previously (Roll, S€ oderstr€ om et al., 2013) and is likely explained by differences in morphosyntactic complexity and ease of semantic integration. The plural in Swedish has a relatively high processing complexity due to a great diversity of plural morpheme variants. This complexity could slow down semantic integration during sentence processing, resulting in decelerated response times at sentence boundary for sentences with plural as opposed to singular words. This is in line with Schremm et al.'s (2016) interpretation of longer response times for past tense suffixes as compared to present tense endings. Furthermore, in agreement with previous findings, no behavioural effect was seen for validity of the word accent-suffix combination. The lack of an effect of validity on the sentence boundary decisions suggests that prosodic violations of the word accents have limited impact on sentence meaning integration. Instead, they can be seen as a local operation, supporting ongoing morphological and lexical processing at the single-word level.
4.2.1. Native speaker EEG 4.2.1.1. Online predictive processes: stem tone effects. Like the behavioural findings, the electrophysiological markers for online predictive processing in the native speaker group were in line with previous findings. The L1 participants produced a pronounced pre-activation negativity (PrAN) for word accents which was strongest for the highly predictive accent 1 (Roll, 2015; Roll, S€ oderstr€ om et al., 2010 Roll, S€ oderstr€ om et al., , 2013 Roll, S€ oderstr€ om et al., , 2015 S€ oderstr€ om et al., 2016) . As mentioned in the introduction, Swedish word stems with a low accent 1 tone are better predictors in that they can be followed by a very limited set of continuations. The word stem båt 1 -(boat) with a low pitched accent 1, for instance, can only be continued with the definite singular suffix -en (båt 1 -en, the boat). The same word stem realised with a high accent 2 tone, båt 2 -(boat), in contrast, can either be continued with the indefinite plural suffix -ar (båt 2 -ar, boats) or with one of many possible nouns constituting a part of a compound, e.g. båt 2 -hus (boat house), båt 2 -brygga (wharf), etc. Hence, the high tone of accent 2 on a word stem is a relatively weak predictor of upcoming endings. It is this differential predictive power of Swedish word accents that has been claimed to cause variations in PrAN amplitude, thereby rendering online predictive and pre-activating processes visible.
The assumption that differences in PrAN amplitude stem from online predictive processes gains support from an attested correlation between the PrAN's amplitude and the number of continuations for individual word stem-word accent combinations (S€ oderstr€ om et al., 2016) . Furthermore, enhanced PrAN amplitude at stem-onset has been linked to reduced semantic judgment times, in line with its interpretation as an index of prediction/pre-activation of whole-word specific information S€ oderstr€ om et al., 2016b) .
Together, these previous and current findings strongly suggest that native speakers predict and consequently pre-activate the ending of a word stem upon hearing the tonal pattern that it carries. This is greatly facilitated when there are few competitors, resulting in a relatively larger effect. It therefore stands to reason that native speakers can make use of prosodic cues on word stems to predict how a word is going to end.
In addition to the PrAN but seemingly unrelated to predictive processing, native speakers in this study also produced a negativity at 400e600 ms after word accent onset. This effect has the same timing and deflection as an effect produced by the group when listening to pure, non-linguistic tonal differences. Its distribution, however, resembles that of the PrAN, which is believed to be produced in the left inferior frontal gyrus and the planum temporale . The similarity (including timing) of this deflection to the pure tone differences may suggest that the participants direct attention to the tonal information itself in this time window. However, due to the notable difference in distribution, i.e. mid-centroparietal for the nonlinguistic tone effect and frontocentral for the linguistic effect, the 400e600 ms negativity for word accents may be produced in the inferior frontal gyrus, much like the PrAN, signalling a more linguistically influenced type of processing. This might be due to a more linguistic engagement with the tonal information, e.g. the tone's integration with the word stem, as well as its connection to the grammatical suffix. Alternatively, the distribution of the effect may be influenced by the simultaneous occurrence of the suffix in the linguistic input. The analysis showed that suffix validity had no impact on the word accent effect and there is thus no evidence for an interaction of word accent and suffix effects. Yet, the very appearance of additional linguistic material might affect the areas involved in the processing of this late stem tone effect.
4.2.1.2. Benefits and consequences of predictive processing: suffix effects. Besides the PrAN, signalling online predictive processing, native speakers' neurophysiology also revealed the typical processing benefits and consequences for successful and failed prediction. If the suffix was matched with the preceding, pre-activating word accent, a reduced N400-like mid-centroparietal negativity for congruent trials appeared 235e415 ms after suffix onset, reflecting eased retrieval of the pre-activated suffixed word form. Due to the semantic content of the target word, possibly aided by the general, non-morphosyntactic focus in the sentence level task, the elicitation of a more semantically influenced N400 in this type of study is not surprising.
The negativity was followed by a late posterior positivity or P600 for mismatched trials. In line with previous literature, we hypothesise that the late positivity is an index of the detection of an unexpected linguistic item. The effect's posterior distribution is probably due to fact that the prediction mismatch led to a morphosyntactic violation and the need for repair.
It is interesting to note that while the negativity for unsuccessful prediction in this study appears more sensitive to the prediction's semantic content, the late positivity rather picks up on the morphosyntactic content, resulting in a N400/posterior P600 pattern. The same pattern was observed in Roll, 2015 who used very similar stimuli, but spoken in a different dialect of Swedish. S€ oderstr€ om et al., 2016b, on the other hand, exchanged the real target words in the stimulus material for pseudowords. This brought about both a negativity and late positivity that picked up on the morphosyntactic part of the prediction (LAN/posterior P600), as the word stem, i.e. the part of the word that carries the predictive tone, had no semantic content. This leads us to believe that the negativity in prediction, which is believed to index prediction benefits, tends to be strongly susceptible to semantic content. The late positivity, on the contrary, which is thought to reveal consequences of failed prediction, is more influenced by type of error the mismatch leads to: unexpected, plausible endings result in a frontal positivity, indexing the resolution of an ambiguity, while unexpected and implausible or even morphosyntactically incorrect endings evoke a posterior P600 that indicates the need for revision or repair.
4.2.1.3. Linguistic function of prediction processing components. Relatively shortly after the predictive cue is spelled out in the speech input, native speakers produced a PrAN which, in the case of word accents, signals the pre-activation of relevant morphosyntactic information. It stands to reason that a similar component would appear before the onset of a contextually predicted word. The different type of prediction, i.e. contextually built up rather than instant, might change the exact timing or topographical distribution of the component. Yet we believe that the presence of a component indexing the pre-activation of upcoming material should be found in any kind of predictive linguistic environment. It is interesting to see, that after the pre-activation, a later neural response (400e600 ms) appears to index a more conscious, linguistically integrative engagement with the predictive cue, as argued above.
Once the (in)correctly pre-activated material emerges in the linguistic input, two components signal different kinds of prediction-checking processes. At first, a reduced negativity (i.e. N400 or LAN) expresses eased processing and local integration of correctly predicted morphemes. In prediction studies, the most commonly found component in this context is a reduced N400 that is argued to be representative of eased semantic integration. Rarely, a LAN is found instead, signalling local morphosyntactic rather than semantic integration with the predicting context. This appears to be the case when the predictor has a strict morphosyntax focus (e.g. when noun phrases are presented in isolation, cf. Koester et al., 2004) or when it is devoid of semantic content (e.g. when pre-activating stem tones are merged with pseudowords, cf. S€ oderstr€ om et al., 2016b). Subsequent to the negativity, a late positivity (i.e. frontal or posterior P600) signals hindered processing and revision or repair of incorrectly predicted morphemes. Depending on the type of prediction error, the positivity has a frontal or posterior distribution and appears to index impeded integration of the incorrectly predicted constituent as well as the possible need for revision or repair.
Beginner learners' processing of word accents
The learner group, much like the native speaker group, had a considerable number of premature responses in the behavioural boundary detection task. This was somewhat unexpected as it should have been relatively easy for the German participants to detect Swedish sentence boundaries. It was thought that the low proficiency L2s would strongly rely on intonational cues as indicators of sentence boundaries, as they are unlikely to fully understand the content of the spoken stimulus sentences. The sentence-level intonation pattern for Swedish declarative sentences is very similar to that in German (Gibbon, 1998; Gårding, 1998; Hirst & Di Cristo, 1998) and reliance on intonation patterns was therefore hypothesised to result in a low miss rate. As with the native speaker group, however, eagerness to comply with the task of responding promptly might have misled the learners into premature responses. Unlike the L1 group, however, the learners did not show any complexity-based differential effect for the different suffixes, which is indicative of their low level of Swedish proficiency. They appear to not yet grasp the often unfamiliar lexical content of the sentences, a finding which is in line with their selfreported language skills.
Early learner EEG
4.3.1.1. Online predictive processing: stem tone effects. Turning to the neurophysiological data, the learners' ERPs differed considerably from those of the native speakers. In contrast to the L1 participants, the L2 group did not produce any PrAN-like activation in the stem tone time window. Yet, they produced a late negativity for accent 1 words (low-pitched) at 400e600 ms at mid electrodes. This effect was crucially different in distribution from the L1's effect in this time window but virtually identical in timing and topography to the L2 group's response to non-linguistic pitch differences in piano tones. This suggests that the L2s processed the word accents non-linguistically despite their being embedded in a speech context.
In the learners' native language, tonal patterns are related to intonation and have pragmatic meaning. Through mere exposure to the abundant Swedish word accents, they appear to have learned that Swedish word accents cannot be interpreted like German pitch accents and have thus dissociated them from the context of pragmatics. The fact that they process word accents in a manner similar to their processing of pure pitch differences suggests that they are not regulated linguistically at this point. Such a dissociation of word accent pitch patterns from the L1's default pragmatic interpretation would seem to be a reasonable first step in their acquisition process.
Interestingly, we observed a subtle, yet significant variation in the beginner learners' pitch-related 400e600 ms negativity which was correlated with Swedish proficiency. The higher a participant's self-reported level of Swedish proficiency was, the greater was their negativity for word accents at right-lateral electrodes in addition to the general mid-distributed negativity. Although slightly later in timing, we suggest that this right-lateral effect could be related to an effect found for unexpected, out-of-chord tones in music (Koelsch & Mulder, 2002; Patel, Gibson, Ratner, Besson, & Holcomb, 1998) . Learners with German L1 might perceive the low accent 1 tone in the test sentences as out of key as it does not occur in a pragmatic context where it would be possible in German (i.e. polite, soothing requests (Grice, Baumann, & Benzmüller, 2005) ). At the same time, the low Swedish tone is perceived frequently by the German speakers, but at this early stage in the learning process, there is no evidence that the connection between the tone and the inflectional morphology has been made. The rightward-going negativity within the slightly heterogeneous beginner group suggests that already in advanced beginners, increased familiarisation with a tone language brings about greater neural activations for pitch differences. Although the finding is based on a correlation analysis only and sub-group differences could not be found (presumably due to an insufficient number of participants for that purpose), it appears to suggest an early sensitisation to pitch patterns which is likely to be another important step in the acquisition of word accents.
4.3.1.2. Benefits and consequences of predictive processing: suffix effects. As regards processing benefits and consequences upon encountering an expected or unexpected suffix, the beginner learners in the present study produced none of the typical prediction-related ERP effects, i.e. neither a decreased N400 for successfully pre-activated suffixes nor an increased late positivity for unexpected, non-pre-activated suffixes. Together with the lack of a pre-activation negativity, these results indicate rather clearly that the beginner learner group has not yet reached the final, necessary stage in the acquisition of word accents: the word accent-morphology connection. This prevents them from being able to pre-activate suffixes at early stages in the learning process.
Implications for research on second language acquisition and on prediction in L2
The behavioural and neurophysiological data in this study suggest that complex predictive features like Swedish word accents are acquired in several consecutive stages, at least by learners from a non-tonal background. Acquisition of the predictive prosodic features does therefore not occur rapidly and initially, prediction cannot be used as a tool to facilitate language acquisition and processing.
Despite being a very frequent feature and non-existent in the learners' L1, it appears as though the Swedish stem tonesuffix system is too complex for beginner learners to acquire without first going through important intermediary stages. Discerning Swedish word accents and disentangling the association between these prosodic cues and the language's morphology is a lengthy step by step process which in turn renders the untaught prosody-morphology connection inaccessible for beginner learners. Notably, this feature of Swedish is not explicitly taught to either native speakers or L2 learners, implying its fully implicit acquisition through repetitive exposure.
Previous research has shown that simple meaning and phonotactic rules can be extracted quite rapidly in implicit second language learning (Gullberg et al., 2012; Gullberg et al., 2010; McLaughlin et al., 2004) , which led us to believe that it might be possible for beginner L2 learners to master the prosodic cues to morphosyntactic information that Swedish word accents offer. Yet, it has also been shown that the implicit acquisition of second language items, i.e. words with non-native phonological features, is less rapid and automatic than the acquisition of novel L1 words (Kimppa et al., 2015 . We thus propose that any lag in the acquisition of non-native linguistic items is based on the necessity of similar gradual dissociation, sensisation and (re-)association processes like those suggested for the current results. Complex non-native linguistic items appear to pose a great acquisition challenge for beginner learners resulting in the need for consecutive acquisitional stages.
Evidence of two such successive stages could be seen in this study. The presence of a neutral, pitch-related ERP response to the stem tones indicated that beginner L2s had learned to evaluate word accents as non-linguistic features rather than associating them with their L1 default pragmatic interpretation of pitch variation. This dissociation of tonal patterns from L1 pragmatic function arguably frees the tones for a re-association with L2 linguistic information. An extension of the pitchrelated response which correlated positively with increasing language proficiency may be evidence that the L2 group in the present study is at the verge of arriving at a new important stage: the sensitisation to tonal differences in a new linguistic context. In order to associate a new linguistic function to the word tones, the learners need to learn to pay more attention to them, as well as focus on discerning different pitch patterns. Whether other additional stages are necessary before learners then associate word tones with their predictive morphological function is a question that the present study cannot answer as the beginner learner group never goes beyond the two earliest stages. The fact, however, that the pre-activating properties seem to be used already by upper intermediate learners (cf. behavioural findings in Schremm et al., 2016) suggests that the remaining acquisitional stages can progress rather rapidly. A learning studydeither cross-sectional or longitudinaldwith learners at different stages in the acquisition process as well as non-learners or tests at a pre-learning stage, respectively, could shed light on the entire process and test the hypotheses we have arrived at on the basis of the current data. It might similarly be informative to test speakers from a language that has no lexically or pragmatically meaningful pitch contours similar to those of accent 1 and accent 2. Although no lexical or pragmatic interference could be expected here, we assume that an intuitive search for linguistic relevance in the word tones might still take place. Learners could for instance interpret them as stress markers given that high tones are common as correlates of stress (e.g. Hayes, 1995; Lehiste, 1970) , making some degree of dissociation and re-association necessary.
Regarding second language learners' capacity to predict L2 input, the present study's results indicate that it takes a relatively high proficiency before learners can reliably predict upcoming information based on available context. This is the case even with a feature that is seemingly optimal for second language learner prediction as it is highly frequent and invulnerable to L1 information processing strategies. We propose that this is due to a relatively slow gradual acquisition process resulting from a rather complex intertwining of morphosyntax, prosody and semantics in this predictive situation. In less complex contexts, L2 prediction may still be possible even for beginner learners. It could be rewarding to carry out a similar study in a less intricate predictive system. A possible candidate might be Dutch resyllabification in plural nouns ending in -en which changes both vowel duration and pitch pattern on the word stem (Kemps, Ernestus, & Schreuder, 2005) . This would make prediction and consequently pre-activation of the upcoming suffix or lack thereof possible already at the word stem much like the Swedish word accent-suffix predictive pattern. Yet the system appears less complex, as it is delimited to certain well-defined morphosyntactic contexts. In such a situation, a much more rapid progression through the different acquisitional stages or a lack of those stages altogether are realistic possibilities.
Conclusion
In the present study, we found that beginner learners of Swedish, although not yet able to use the pre-activating properties of Swedish word accents, have mastered several precursory steps possibly leading up to the eventual acquisition of the preactivation strategy. The learners showed no behavioural differences in response to either the stem tones or their validity with respect to following suffixes, and unlike native speakers, they did not produce any of the prototypical, word accent-suffix associated ERP effects: PrAN, N400 and P600. Instead, the L2 group's data yielded a mid-distributed negativity 400e600 ms after word accent onset which was virtually identical to a negativity they produced for pure pitch differences and which expanded right-laterally with increasing proficiency. These findings suggest that beginner learners of Swedish have learned to dissociate the word tonal patterns from the pragmatic function in their L1 and become increasingly sensitive to the pitch differences in Swedish. Both the dissociation and sensitisation can be seen as important and necessary steps before the tones can be associated with suffixes and attain their predictive capacity. Thus, beginner learners of a language are not able to immediately make use of complex predictive processing cues, when those are embedded in a complex interplay of prosody, semantics and morphosyntax. This holds true even if the cues are very frequent and unchallenged by direct counterparts in the learners' L1. The necessary precursory stages in the acquisition of complex non-native prosody-morphosyntax connections prevent them from being acquired as rapidly as has been shown for relatively more straightforward phonotactic patterns and sound-meaning correspondences. Related behavioural results suggest, however, that L2 learners at slightly more advanced levels of proficiency can master all necessary precursory stages and thus have access to the full predictive potential of such prosodic cues. 
