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Abstract
The increased availability of massive point clouds coupled with their utility in a
wide variety of applications such as robotics, shape synthesis, and self-driving cars
has attracted increased attention from both industry and academia. Recently, deep
neural networks operating on labeled point clouds have shown promising results on
supervised learning tasks like classification and segmentation. However, supervised
learning leads to the cumbersome task of annotating the point clouds. To combat
this problem, we propose two novel self-supervised pre-training tasks that encode
a hierarchical partitioning of the point clouds using a cover-tree, where point cloud
subsets lie within balls of varying radii at each level of the cover-tree. Furthermore,
our self-supervised learning network is restricted to pre-train on the support set
(comprising of scarce training examples) used to train the downstream network
in a few-shot learning (FSL) setting. Finally, the fully-trained self-supervised
network’s point embeddings are input to the downstream task’s network. We
present a comprehensive empirical evaluation of our method on both downstream
classification and segmentation tasks and show that supervised methods pre-trained
with our self-supervised learning method significantly improve the accuracy of
state-of-the-art methods. Additionally, our method also outperforms previous
unsupervised methods in downstream classification tasks.
1 Introduction
Point clouds find utility in a wide range of applications from a diverse set of domains such as indoor
navigation [1], self-driving vehicles [2], robotics [3], shape synthesis and modeling [4], to name
a few. These applications require reliable 3D geometric features extracted from point clouds to
detect objects or parts of objects. Rather than follow the traditional route of generating features
from edge and corner detection methods [5, 6] or creating hand-crafted features based on domain
knowledge and/or certain statistical properties [7, 8], recent methods focus on learning generalized
representations which provide semantic features using labeled and unlabeled point cloud datasets.
As point clouds are irregular and unordered, there exist two broad categories of methods that learn
representations from point clouds. First, methods that convert raw point clouds (irregular domain)
to volumetric voxel-grid representations (regular domain), in order to use traditional convolutional
architectures that learn from data belonging to regular domains (e.g., images and voxels). Second,
methods that try to learn representations directly from raw unordered point clouds [9–12]. However,
both these class of methods suffer from drawbacks. Namely, converting raw point clouds to voxels
incurs a lot of additional memory and introduces unwanted quantization artifacts [16], while
supervised learning techniques on both voxelized and raw point clouds suffer from the burden of
manually annotating massive point cloud data.
To address these problems, research in developing unsupervised and self-supervised learning methods,
relevant to a range of diverse domains, has recently gained a lot of traction. The state-of-the-art
unsupervised or self-supervised methods on point clouds are mainly based on generative adver-
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sarial networks (GANs) [13, 14, 17] or auto-encoders [18–21]. These methods work with raw
point clouds or require either voxelization or 2D images of point clouds. And, some of the unsu-
pervised networks depend on computing a reconstruction error using different similarity metrics
such as the Chamfer distance and Earth Mover’s Distance (EMD) [18]. Such metrics are com-
putationally inefficient and require significant variability in the data for better results [14] [18].
Figure 1: Coarse-grained (top)
and finer-grained ball cover (bot-
tom) of point cloud of Table.
Motivated by the aforementioned observations, we propose a self-
supervised pre-training method to improve downstream learning
tasks on point clouds in the few-shot learning (FSL) scenario.
Given very limited training examples in the FSL setting, the goal
of our self-supervised learning method is to boost sample com-
plexity by designing supervised learning tasks using surrogate
class labels extracted from smaller subsets of our point cloud.
We begin by hierarchically organizing our point cloud data into
balls of varying radii of a cover-tree T [22]. More precisely, the
radius of the balls covering the point cloud reduces as the depth
of the tree is traversed. The cover-tree T allows us to capture
a non-parametric representation of the point cloud at multiple
scales and helps decompose complex patterns in the point cloud
to smaller and simpler ones. The cover-tree method has the added
benefit of being able to deal more adaptively and effectively to
sparse point clouds with highly variable point densities. We pro-
pose two novel self-supervised tasks based on the point cloud
decomposition imposed by T . Namely, we generate surrogate
class labels based on the real-valued distance between each gener-
ated pair of balls on the same level of T , to form a regression task.
Similarly, for parent and child ball pairs that span consecutive
levels of T , we generate an integer label that is based on the quadrant of the parent ball in which the
child ball’s center lies. This, then allows us to design a classification task to predict the quadrant
label. The rationale behind such a setup is to learn global inter-ball spatial relations between balls at
the same level of T via the regression task and also learn local intra-ball spatial relations between
parent and child balls, spanning consecutive levels, via the classification task. Our learning setup
has the added advantage that these pretext tasks are learned at multiple levels of T , thus learning
point cloud representations at multiple scales and levels of detail. We argue that the combination of
hierarchically decomposing the point clouds into balls of varying radii and the subsequent encoding
of this hierarchy in our self-supervised learning tasks allows the pre-training to learn meaningful and
robust representations for a wide variety of downstream tasks, especially in the restricted FSL setting.
Our contributions: To the best of our knowledge, we are the first to introduce a self-supervised
pre-training method for learning tasks on point clouds in the FSL setup. (i) In an attempt to break
away from existing raw point cloud or their voxelized representations, we propose the use of a metric
space indexing data structure called a cover-tree, to represent a point cloud in a hierarchical, multi-
scale, and non-parametric fashion (as shown in Figure 1). (ii) We generate surrogate class labels, that
encode the hierarchical decomposition imposed by our cover-tree, from point cloud subsets in order
to pose two novel self-supervised pretext tasks. (iii) We propose a novel neural network architecture
for our self-supervised learning task that independently branches out for each learning task and
whose combined losses are back propagated to our feature extractor during training to generate
improved point embeddings for downstream tasks. (iv) Finally, we conduct extensive experiments
to evaluate our self-supervised few-shot learning model on classification and segmentation tasks
on both dense and sparse real-world datasets. Our empirical study reveals that downstream task’s
networks pre-trained with our self-supervised network’s point embeddings significantly outperform
state-of-the-art methods (both supervised and unsupervised) in the FSL setup.
2 Our Method
Our method proposes a cover-tree based hierarchical self-supervised learning approach in which
we generate variable-sized subsets (as balls of varying radii per level in the cover-tree) along with
self-determined class labels to perform self-supervised learning to improve the sample complexity of
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the scarce training examples available to us in the few-shot learning (FSL) setting on point clouds.
We begin by introducing the preliminaries and notations required for FSL setup on point clouds used
in the rest of the paper (Section 2.1). We explain our preprocessing tasks by describing the cover-tree
structure and how it indexes the points in a point cloud, followed by describing the generation of
labels for self-supervised learning (Subsection 2.2.1). Our self-supervised tasks are explained in
Subsection 2.2.2. We then describe the details of our model architecture for the self-supervised
learning network followed by classification and segmentation network (Subsection 2.2.3).
2.1 Preliminaries and Notation
Let a point cloud be denoted by a set P = {x1, · · · , xn}, where xi ∈ Rd, for i = 1, · · · , n. Typically,
d is set to 3 to represent 3D points, but d can exceed 3 to include extra information like color, surface
normals, etc. Then a labeled point cloud is represented by an ordered pair (P, y), where P is a point
cloud in a collection of point cloudsP and y is an integer class label that takes values in the set
Y = {1, · · · ,K}.
Few-Shot Learning on Point Clouds We follow a few-shot learning setting similar to Garcia et.
al. [23]. We randomly sample K ′ classes from Y , where K ′ ≤ K, followed by randomly sampling
m labeled point clouds from each of the K ′ classes. Thus, we have a total of mK ′ labeled point
cloud examples which forms our support set S and is used while training. We also generate a query
set Q of unseen examples for testing that is disjoint from the support set S, by picking an example
from each one of the K ′ classes. This setting is referred to as m-shot, K ′-way learning.
2.2 Our Training
2.2.1 Preprocessing
To aid self-supervised learning1, our method uses the cover-tree [22] , to define a hierarchical data
partitioning of the points in a point cloud. To begin with, the expansion constant κ of a dataset is
defined as the smallest value such that every ball in the point cloud P can be covered by κ balls of
radius 1/, where  is referred to as the base of the expansion constant.
Properties of a cover-tree [22] Given a set of points in a point cloud P , the cover-tree T is a
leveled tree where each level is associated with an integer label i, which decreases as the tree is
descended starting from the root. Let B[c, i] = {p ∈ P | ‖p − c‖2 ≤ i} denote a closed l2-ball
centered at point c of radius i at level i in the cover-tree T . At the i-th level of T (except the root),
we create a non-disjoint union of closed balls of radius i called a covering that contains all the points
in a point cloud P . Given a covering at level i of T , each covering ball’s center is stored as a node at
level i of T 2. We denote the set of centers / nodes at level i by Ci.
Remark 1 As we descend the tree’s levels, the radius of the balls reduce and hence we start to see
tighter coverings that faithfully represent the underlying distribution of P ’s points in a non-parametric
fashion. Figure 1 shows an example of two levels of coverings.
Self-Supervised Label Generation Here, we describe the way we generate surrogate labels for
two self-supervised tasks that we describe later. Recall that Ci and Ci−1 denote the set of centers
/ nodes at levels i and i − 1 in T , respectively. Let ci,j denote the center of the j-th ball in Ci.
Additionally, let #Ch(c) be the total number of child nodes of center c and Chk(c) be the k-th child
node of center c. With these definitions, we describe the two label generation tasks as follows.
Task 1: We form a set of all possible pairs of the centers in Ci, except self-pairs. This set of pairs
is given by S(i) = {(ci,j , ci,j′) | 1 ≤ j, j′ ≤ |Ci|, j 6= j′}. For each pair (ci,j , ci,j′) ∈ S(i), we
assign a real-valued class label which is just ‖ci,j − ci,j′‖2 (i.e., the l2-norm distance between the
two centers in the pair belonging to the same level i in T ). Such pairs are generated for all levels,
except the root node.
Task 2: We form a set of pairs between each parent node in Ci with their respective child nodes in
Ci−1, for all levels except the leaf nodes in T . The set of such pairs for balls in levels i and i− 1 is
1We strictly adhere to self-supervised learning on the support set S that is later used for FSL.
2The terms center and node are used interchangeably in the context of a cover-tree.
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Figure 2: Self-Supervised Deep Neural Network Architecture: The architecture is used for pre-
training using self-supervised labels for two independent tasks. Feature Extractor: The base
network used for tasks during self-supervised learning can be used to extract point embeddings for
further supervised training in a few-shot setting. Classification task C and regression task R are being
trained in parallel using ball pairs taken from cover-tree T (described in Section 2). Here, (Ba, Bb)
and (Bx, By) represent ball pair vectors. Classification or segmentation network is pre-trained with
this model architecture.
given by S(i,i−1) = {(ci,j , Chk(ci,j)) | 1 ≤ j ≤ |Ci|, 1 ≤ k ≤ #Ch(ci,j)}. For each parent-child
center pair (p, c) ∈ S(i,i−1), we assign an integer class label from {1, · · · , 4} (representing quadrants
of a ball in Rd) depending on which quadrant of the ball centered on p that the child center c lies in.
2.2.2 Self-Supervised Learning Tasks
After outlining the label generation tasks, the self-supervised learning tasks are simply posed as:
(i) Task 1: A regression task R, which is trained on pairs of balls from set S(i) along with their
real-valued distance labels to then learn and predict the l2-norm distance between ball pairs from Ci
and (ii) Task 2: A classification task C, which is trained on pairs of balls from set S(i,i−1) and their
corresponding quadrant integer labels to then infer the quadrant labels given pairs from levels Ci and
Ci−1, where the pairs are restricted to valid parent-child pairs in T .
2.2.3 Network Architecture
Our neural network architecture (Figure 2) consists of two main components: (a) the self-supervised
learning network and (b) the downstream task as either a classification or segmentation network.
Final point cloud embeddings from the trained self-supervised network are used to initialize the
downstream task’s network in FSL setting. We now explain each component in detail.
Self-Supervised Network Our self-supervised network starts with a feature extractor that first
normalizes the input point clouds in support set S, followed by passing them through three MLP
layers with shared fully connected layers (32, 64, 128) to arrive at 128-dimensional point vectors.
For each ball B in T (in input space), we construct a corresponding ball in feature space, by grouping
in similar fashion, the point embeddings that represent the points in B. Then, a feature space ball
is represented by a ball vector, which is the centroid of the point embeddings belonging to the ball.
These ball vectors are then fed to two branches, one for each self-supervised task, i.e. C and R,
where both branches transform the ball vectors via three separate MLP layers with shared fully
connected layers (64, 128, 256). The ball pairs corresponding to each pretext task are represented by
concatenating each ball’s vector to get a 256 + 256 = 512 dimensional vector. Finally, C trains to
classify the quadrant class label, while the regression task R trains to predict the l2-norm distance
between balls in the ball pair. Note that losses from both tasks C and R are back-propagated to the
feature extractor during training.
Classification/ Segmentation At no point is the network jointly trained on both the self-supervised
pre-training task and the downstream task, therefore any neural network (e.g., PointNet [10] and
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Figure 3: Learned feature spaces are visualized as the distance from the red point to the rest of the
points (yellow: near, dark green: far) for Aeroplane and Table in (a, e) input 3D space. (b, f) feature
space for DGCNN with random initialization. (c, g) feature space for DGCNN network pre-trained
with VoxelSSL. And, (d, h) feature space of DGCNN pre-trained with our self-supervised model.
DGCNN [9]) capable of performing downstream tasks like classification or segmentation on point
clouds can be initialized during training with the point embeddings outputted from our fully-trained
self-supervised network’s feature extractor.
We study the structure of the point cloud feature spaces compared to their input spaces via a heat
map visualization as shown in Figure 3. As this is a FSL setup, the learning is not as pronounced as
in a setting with training on abundant point cloud examples. Nevertheless, we observe that points
in the original input space located on semantically similar structures of objects (e.g., on the wings
of an aeroplane, on the legs of a table, etc.), despite initially having a large separation distance
between them in the input space, eventually end up very close to one another in the final feature space
produced by our method. In Figure 3a, points located on the same wing as the red point are marked
yellow (close), while points on the other wing are marked green (far) in the original input space. But,
in Figure 3d points on both wings (shown in yellow), being semantically similar portions, end up
closer in the final feature space of our method. A similar phenomena can be observed in Figure 3
(second row), when we chose an extreme red point on the left corner of the table top. In contrast, the
feature spaces of DGCNN with random initialization (Figures 3b, 3f) and DGCNN pre-trained with
VoxelSSL (Figures 3c, 3g) do not exhibit such a lucid grouping of semantically similar parts.
3 Experiments
We conduct exhaustive experiments to study the efficacy of the point embeddings generated by our self-
supervised pre-training method. We achieve this by studying the effects of initializing downstream
networks with our pre-trained point embeddings and measuring their performance in the FSL setting.
For self-supervised and FSL experiments, we pick two real-world datasets (ModelNet40 [15] and
Sydney3) for 3D shape classification and for our segmentation related experiments, we conduct
part segmentation on ShapeNet [24] and semantic segmentation on Stanford Large-Scale 3D Indoor
Spaces (S3DIS) [25].
ModelNet40 is a standard point cloud classification dataset used by state-of-the-art methods, con-
sisting of 40 common object categories containing a total of 12, 311 models with 1024 points per
model. Additionally, we picked Sydney as it is widely considered a hard dataset to classify on due
to its sparsity. Sydney has 374 models from 10 classes with 100 points in each model. ShapeNet
contains 16, 881 3D object point clouds from 16 object categories which are annotated by 50 part
categories. S3DIS dataset contains 3D point clouds of 272 rooms from 6 areas in which each point is
assigned to one of the 13 semantic categories.
All our experiments follow the m-shot, K ′-way setting. Here, K ′ classes are randomly sampled from
the dataset and for each class we sample m random samples for support set S to train the network.
For query set Q, unseen samples are picked from each of the K ′ classes.
3Sydney Urban Objects Dataset
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Table 1: Classification results (accuracy %) on ModelNet40 and Sydney for few-shot learning setup.
Bold represents the best result and underlined represents the second best.
Method ModelNet40 Sydney
5-way 10-way 5-way 10-way
10-shot 20-shot 10-shot 20-shot 10-shot 20-shot 10-shot 20-shot
3D-GAN 55.80±10.68% 65.80±9.90% 40.25±6.49% 48.35±5.59% 54.20±4.57% 58.80±5.75% 36.0±6.20% 45.25±7.86%
Latent-GAN 41.60±16.91% 46.20±19.68% 32.90±9.16% 25.45±9.90% 64.50±6.59% 79.80±3.37% 50.45±2.97% 62.50±5.07%
PointCapsNet 42.30±17.37% 53.0±18.72% 38.0±14.30% 27.15±14.86% 59.44±6.34% 70.50±4.84% 44.10±1.95% 60.25±4.87%
FoldingNet 33.40±13.11% 35.80±18.19% 18.55±6.49% 15.44±6.82% 58.90±5.59% 71.20±5.96% 42.60±3.41% 63.45±3.90%
PointNet++ 38.53±15.98% 42.39±14.18% 23.05±6.97% 18.80±5.41% 79.89±6.76% 84.99±5.25% 55.35±2.23% 63.35±2.83%
PointCNN 65.41±8.92% 68.64±7.0% 46.60±4.84% 49.95±7.22% 75.83±7.69% 83.43±4.37% 56.27±2.44% 73.05±4.10%
PointNet 51.97±12.17% 57.81±15.45% 46.60±13.54% 35.20±15.25% 74.16±7.27% 82.18±5.06% 51.35±1.28% 58.30±2.64%
DGCNN 31.60±8.97% 40.80±14.60% 19.85±6.45% 16.85±4.83% 58.30±6.58% 76.70±7.47% 48.05±8.20% 76.10±3.57%
Voxel+DGCNN 34.30±4.10% 42.20±11.04% 26.05±7.46% 29.90±8.24% 52.50±6.62% 79.60±5.98% 52.65±3.34% 69.10±2.60%
Our+PointNet 63.2±10.72% 68.90±9.41% 49.15±6.09% 50.10±5.0% 76.50±6.31% 83.70±3.97% 55.45±2.27% 64.0±2.36%
Our+DGCNN 60.0±8.87% 65.70±8.37% 48.50±5.63% 53.0±4.08% 86.20±4.44% 90.90±2.54% 66.15±2.83% 81.50±2.25%
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Figure 4: Comparison between base of the expansion constant  (on x-axis) vs. accuracy (y-axis at
left) and vs. Silhouette coefficient (y-axis at right) for ModelNet40 and Sydney datasets.
3.1 3D Object Classification
We show classification results with K ′ ∈ {5, 10}, and m ∈ {10, 20} few-shot settings for support set
S during training on both the datasets. For testing, we pick 20 unseen samples from each of the K ′
classes as a query set Q. Table 1 shows the FSL classification results on ModelNet40 and Sydney
datasets for: i) unsupervised methods, ii) supervised methods, and iii) supervised methods pre-trained
with self-supervised learning methods. All methods were trained and tested in the FSL setting. For
the unsupervised methods (3DGAN, Latent-GAN, PointCapsNet, and FoldingNet), we train their
network and assess the quality of their final embeddings on a classification task using linear SVM
as a classifier. The linear SVM classification results are outlined in the first four rows of Table 1.
Supervised methods (PointNet++, PointCNN, PointNet, and DGCNN) are trained with random
weight initializations on the raw point clouds. Voxel+DGCNN indicates the DGCNN classifier
initialized with weights from VoxelSSL [26] pre-training, while Our+PointNet and Our+DGCNN
are the PointNet and DGCNN classifiers, initialized with our self-supervised method’s base network
point embeddings, respectively.
From the results, we observe that our method outperforms all the other methods in almost all the
few-shot settings on both dense (ModelNet40 with 1024 points) and sparse (Sydney with 100 points)
datasets. Note that existing point cloud classification methods train the network on ShapeNet, which
is a large scale dataset with 2048 points in each point cloud and 16, 881 shapes in total, before testing
their model on ModelNet40. We do not use ShapeNet for our classification results, rather we train on
the limited support set S and test on the query set Q, corresponding to each dataset.
Choice of Base of the Expansion Constant () Recall that the base of the expansion constant 
controls the radius i of a ball at level i in the cover-tree T . Varying  allows us to study the effect of
choosing tightly-packed (for smaller ) versus loosely-packed (for larger ) ball coverings. On one
extreme, picking large balls results in coverings with massive overlaps that fail to properly generate
unique surrogate labels for our self-supervised tasks, while on the other extreme, picking tiny balls
results in too many balls with insufficient points in each ball to learn from. Therefore, it is important
to choose the optimal  via a grid-search and cross-validation. Figure 4 studies the effect of varying 
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Table 2: Part Segmentation results (mIoU % on points) on ShapeNet dataset. Bold represents the best
result and underlined represents the second best.
Mean Aero Bag Cap Car Chair Earphone Guitar Knife Lamp Laptop Motor Mug Pistol Rocket Skate Table
10-way 10-shot
PointNet 27.23 17.53 38.13 33.9 9.93 27.60 35.84 11.26 29.57 42.63 27.88 14.0 31.2 19.33 20.5 34.67 41.78
PointNet++ 26.43 16.31 33.08 32.05 7.16 30.83 34.0 12.22 29.81 39.09 28.73 12.66 30.33 17.8 21.44 35.76 41.66
PointCNN 25.75 17.3 34.52 31.0 4.84 25.79 33.85 11.88 32.82 30.63 32.85 9.33 38.98 21.77 20.69 29.4 36.35
DGCNN 25.58 17.7 33.28 31.08 6.47 27.81 34.42 11.11 30.41 42.31 26.52 13.17 26.72 17.74 24.08 26.40 40.09
VoxelSSL 25.33 13.51 32.42 26.9 8.72 28.0 39.13 8.66 29.08 38.28 27.38 12.7 30.65 18.8 24.02 27.09 39.98
Our+PointNet 36.81 24.59 53.68 42.5 14.15 42.33 44.75 26.92 51.16 38.4 39.27 15.82 43.66 31.03 31.58 39.56 49.58
Our+DGCNN 34.68 31.55 44.25 31.61 15.7 49.67 36.43 29.93 58.65 25.5 44.43 17.53 32.69 37.19 32.11 30.49 37.22
on classification accuracy and the Silhouette coefficient4 of our point cloud embeddings. DGCNN
is pre-trained with our self-supervised network in a FSL setup with K ′ = 10 and m ∈ {10, 20} for
support set S and 20 unseen samples from each of the K ′ classes in the query set Q. We observe
that  = 2.2 results in the best accuracy and cluster separation of point embeddings (measure via the
Silhouette coefficient) for ModelNet40 and Sydney.
3.2 Ablation Study
Table 3: Ablation study (accuracy %) on ModelNet40 and
Sydney datasets for DGCNN with random init (without C/
R) and pre-trained with our self-supervised tasks C and R.
Method ModelNet40 Sydney
10-way 10-shot 10-way 20-shot 10-way 10-shot 10-way 20-shot
WithoutC&R 19.85±6.45% 16.85±4.83% 48.05±8.20% 76.10±3.57%
With onlyC 46.5±6.08% 52.45±5.51% 60.15±3.59% 76.80±1.91%
With onlyR 47.0±6.41% 50.70±4.99% 62.75±2.83% 80.60±2.25%
WithC + R 48.50±5.63% 53.0±4.08% 66.15±2.32% 81.50±2.59%
Table 3 shows the results of our ab-
lation study on two proposed self-
supervised pretext tasks to study the
contribution of each task individually
and in unison. For support set S,
K ′ = 10 and m ∈ {10, 20} are fixed.
The results clearly indicate a marked
improvement when the pretext tasks
are performed together. Although, we
observe that learning with just the re-
gression task (With only R) experi-
ences better performance boosts com-
pared to just the classification task (With only C). We attribute this phenomenon to the regression
task’s freedom to learn features globally across all ball pairs that belong to a single level of the cover-
tree T (inter-ball learning), irregardless of the parent-child relationships, while the classification task
is constrained to only local learning of child ball placements within a single parent ball (intra-ball
learning), thus restricting its ability to learn more global features.
3.3 Part Segmentation
Our model is extended to perform part segmentation which is a fine-grained 3D recognition task.
The task is to predict class labels for each point in a point cloud. We perform this task on ShapeNet
which has 2048 points in each point cloud. We set K ′ = 10 and m = 10 for S. We follow the same
architecture of part segmentation as mentioned in [9] for evaluation and provide point embeddings
from the feature extractor of our trained self-supervised model.
We evaluate part segmentation for each object class by following a similar scheme to PointNet and
DGCNN using the Intersection-over-Union (IoU) metric. We compute IoU for each object over all
parts occurring in that object and the mean IoU (mIoU) for each of the 16 categories separately, by
averaging over all the objects in that category. For each object category evaluation, we consider that
shape category for query set Q for testing and pick K ′ classes from the remaining set of classes to
obey the FSL setup. Our results are shown for each category in Table 2 for 10-way, 10-shot learning.
Our method is compared against existing supervised networks i.e., PointNet, PointNet++, PointCNN,
DGCNN and the latest self-supervised method VoxelSSL followed by DGCNN. We observe that
DGCNN and PointNet pre-trained with our model outperform baselines in overall IoU and in majority
of the categories of ShapeNet dataset in Table 2. In Figure 5, we compare our results visually with
DGCNN (random initialization) and DGCNN pre-trained with VoxelSSL. From Figure 5, we can see
4The silhouette coefficient is a measure of how similar an object is to its own cluster (cohesion) compared to
other clusters (separation). The higher, the better.
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Figure 5: Part segmentation results are visualized for Shapenet dataset for Earphone and Guitar. For
both the objects, (a, d) show DGCNN output, (b, e) represent DGCNN pre-trained with VoxelSSL
and (c, f) show DGCNN pre-trained with our self-supervised method.
Table 4: Semantic Segmentation results (mIoU % and accuracy % on points) on S3DIS dataset in
5-way 10-shot setting. Bold represents the best result and underlined represents the second best.
Random Init VoxelSSL (pre-training) Ours (pre-training)
5-way 10-shot
Test Area mIoU % Acc % mIoU % Acc % mIoU % Acc %
Area 1 61.07± 5.51 % 68.24± 6.58 % 61.26± 3.06 % 57.20± 6.38 % 61.64± 3.11% 68.71± 6.54 %
Area 2 55.94± 4.48 % 61.52± 4.36 % 57.73± 3.65 % 60.45± 2.80 % 56.43± 6.20 % 64.67± 4.07 %
Area 3 62.48± 3.48 % 66.02± 5.68 % 64.45± 3.34 % 65.17± 5.34 % 64.87± 6.43 % 67.07± 7.25 %
Area 4 60.89± 9.30 % 66.68± 9.09 % 62.35± 6.17 % 65.87± 5.96 % 62.90± 7.14 % 71.60± 3.92 %
Area 5 64.27± 4.79 % 71.76± 5.84 % 68.06± 2.77 % 73.03± 7.39 % 66.36± 2.86 % 74.28± 3.18 %
Area 6 63.48± 4.88 % 70.27± 4.33 % 60.65± 3.22 % 65.82± 4.90 % 63.52± 4.54 % 66.88± 4.85 %
Mean 61.36± 5.41 % 67.41± 5.98 % 62.42± 3.70 % 64.59± 5.46 % 62.63± 5.05 % 68.87± 4.97 %
that segmentation shown in our method (Fig. 5c, 5f) have far better results than VoxelSSL (Fig. 5b, 5e)
and DGCNN with random initialization (Fig. 5a, 5d). For example, the guitar is clearly segmented
into three parts in Fig. 5f and the headband is clearly separated from the ear pads of the headset in
Fig. 5c.
3.4 Semantic Segmentation
In addition to part segmentation, we also demonstrate the efficacy of our point embeddings, via a
semantic scene segmentation task. We extend our model to evaluate on S3DIS by following the
same setting as [10], i.e., each room is split into blocks of area 1m× 1m containing 4096 sampled
points and each point is represented by a 9D vector consisting of 3D coordinates, RGB color values
and normalized spatial coordinates. For FSL, we set K ′ = 5 and m = 10 over 6 areas where the
segmentation network is pre-trained on all the areas except one area (our support set S) at a time and
we perform testing on the remaining area (our query set Q). We use the same metric mIoU% from
part segmentation for each area and per-point classification accuracy as an evaluation criteria. The
results from each area are averaged to get the mean accuracy and mIoU. Table 4 shows the results
for DGCNN model with random initialization, pre-trained with VoxelSSL, and our self-supervised
method. From the results, we observe that pre-training using our method improves mIoU and
classification accuracy in majority of the cases with a maximum margin of nearly 3% mIoU (Area 6)
and 11% accuracy (Area 1) over VoxelSSL pre-training and nearly 2% mIoU (Areas 3, 4 and 5) and
5% accuracy (Area 4) over DGCNN (random initialization).
4 Conclusion
In this work, we proposed to represent point clouds as a sequence of progressively finer coverings,
which get finer as we descend the cover-tree T . We then generated surrogate class labels from point
cloud subsets, stored in balls of T , that encoded the hierarchical structure imposed by T on the point
clouds. These generated class-labels were then used in two novel pretext supervised training tasks
to learn better point embeddings. From an empirical standpoint, we found our pre-training method
substantially improved the performance of several state-of-the-art methods for downstream tasks in a
FSL setup. An interesting future direction can involve pretext tasks that capture the geometry and
spectral information in point clouds.
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Broader Impact
This study deals with self-supervised learning that improves sample complexity of point clouds which
in turn aids better learning in a few-shot learning (FSL) setup; allowing for learning on very limited
labeled point cloud examples.
Such a concept has far reaching positive consequences in industry and academia. For example,
self-driving vehicles would now be able to train faster with scarcer point cloud samples for fewer
objects and still detect or localize objects in 3D space efficiently, thus avoiding accidents caused by
rare unseen events. Our method can also positively impact shape-based recognition like segmentation
(semantically tagging the objects) for cities with limited number of samples for training, which can
then be useful for numerous applications such as city planning, virtual tourism, and cultural heritage
documentation, to name a few. Similar benefits can be imagined in the biomedical domain where
training with our method might help identify and learn from rare organ disorders, when organs are
represented as 3D point clouds. Our study has the potential to adversely impact people employed via
crowd-sourcing sites like Amazon Mechanical Turk (MTurk), who manually review and annotate
data.
References
[1] Yuke Zhu, Roozbeh Mottaghi, Eric Kolve, Joseph J Lim, Abhinav Gupta, Li Fei-Fei, and Ali
Farhadi. Target-driven visual navigation in indoor scenes using deep reinforcement learning.
In 2017 IEEE international conference on robotics and automation (ICRA), pages 3357–3364.
IEEE, 2017.
[2] Ming Liang, Bin Yang, Shenlong Wang, and Raquel Urtasun. Deep continuous fusion for
multi-sensor 3d object detection. In Proceedings of the European Conference on Computer
Vision (ECCV), pages 641–656, 2018.
[3] Radu Bogdan Rusu, Zoltan Csaba Marton, Nico Blodow, Mihai Dolha, and Michael Beetz. To-
wards 3d point cloud based object maps for household environments. Robotics and Autonomous
Systems, 56(11):927–941, 2008.
[4] Aleksey Golovinskiy, Vladimir G Kim, and Thomas Funkhouser. Shape-based recognition
of 3d point clouds in urban environments. In 2009 IEEE 12th International Conference on
Computer Vision, pages 2154–2161. IEEE, 2009.
[5] Yulan Guo, Mohammed Bennamoun, Ferdous Sohel, Min Lu, and Jianwei Wan. 3d object
recognition in cluttered scenes with local surface features: a survey. IEEE Transactions on
Pattern Analysis and Machine Intelligence, 36(11):2270–2287, 2014.
[6] Min Lu, Yulan Guo, Jun Zhang, Yanxin Ma, and Yinjie Lei. Recognizing objects in 3d point
clouds with multi-scale local features. Sensors, 14(12):24156–24173, 2014.
[7] Radu Bogdan Rusu, Nico Blodow, Zoltan Csaba Marton, and Michael Beetz. Aligning point
cloud views using persistent feature histograms. In 2008 IEEE/RSJ International Conference
on Intelligent Robots and Systems, pages 3384–3391. IEEE, 2008.
[8] Radu Bogdan Rusu, Nico Blodow, and Michael Beetz. Fast point feature histograms (fpfh)
for 3d registration. In 2009 IEEE international conference on robotics and automation, pages
3212–3217. IEEE, 2009.
[9] Yue Wang, Yongbin Sun, Ziwei Liu, Sanjay E. Sarma, Michael M. Bronstein, and Justin M.
Solomon. Dynamic graph cnn for learning on point clouds. ACM Transactions on Graphics
(TOG), 2019.
[10] Charles R Qi, Hao Su, Kaichun Mo, and Leonidas J Guibas. Pointnet: Deep learning on point
sets for 3d classification and segmentation. In Proceedings of the IEEE conference on computer
vision and pattern recognition, pages 652–660, 2017.
[11] Charles Ruizhongtai Qi, Li Yi, Hao Su, and Leonidas J Guibas. Pointnet++: Deep hierarchical
feature learning on point sets in a metric space. In Advances in neural information processing
systems, pages 5099–5108, 2017.
[12] Yangyan Li, Rui Bu, Mingchao Sun, Wei Wu, Xinhan Di, and Baoquan Chen. Pointcnn:
Convolution on x-transformed points. In Advances in neural information processing systems,
pages 820–830, 2018.
9
[13] Jiajun Wu, Chengkai Zhang, Tianfan Xue, Bill Freeman, and Josh Tenenbaum. Learning a
probabilistic latent space of object shapes via 3d generative-adversarial modeling. In Advances
in neural information processing systems, pages 82–90, 2016.
[14] Panos Achlioptas, Olga Diamanti, Ioannis Mitliagkas, and Leonidas Guibas. Learning repre-
sentations and generative models for 3d point clouds. In International Conference on Machine
Learning, pages 40–49, 2018.
[15] Zhirong Wu, Shuran Song, Aditya Khosla, Fisher Yu, Linguang Zhang, Xiaoou Tang, and
Jianxiong Xiao. 3d shapenets: A deep representation for volumetric shapes. In Proceedings of
the IEEE conference on computer vision and pattern recognition, pages 1912–1920, 2015.
[16] Jian Huang, Roni Yagel, Vassily Filippov, and Yair Kurzion. An accurate method for voxelizing
polygon meshes. In Proceedings of the 1998 IEEE symposium on Volume visualization, pages
119–126, 1998.
[17] Zhizhong Han, Mingyang Shang, Yu-Shen Liu, and Matthias Zwicker. View inter-prediction
gan: Unsupervised representation learning for 3d shapes by learning global shape memories to
support local view predictions. In Proceedings of the AAAI Conference on Artificial Intelligence,
volume 33, pages 8376–8384, 2019.
[18] Yaoqing Yang, Chen Feng, Yiru Shen, and Dong Tian. Foldingnet: Point cloud auto-encoder
via deep grid deformation. In Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pages 206–215, 2018.
[19] Yongheng Zhao, Tolga Birdal, Haowen Deng, and Federico Tombari. 3d point capsule networks.
In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages
1009–1018, 2019.
[20] Eldar Insafutdinov and Alexey Dosovitskiy. Unsupervised learning of shape and pose with
differentiable point clouds. In Advances in neural information processing systems, pages
2802–2812, 2018.
[21] Abhishek Sharma, Oliver Grau, and Mario Fritz. Vconv-dae: Deep volumetric shape learning
without object labels. In European Conference on Computer Vision, pages 236–250. Springer,
2016.
[22] Alina Beygelzimer, Sham Kakade, and John Langford. Cover trees for nearest neighbor. In
Proceedings of the 23rd international conference on Machine learning, pages 97–104, 2006.
[23] Victor Garcia Satorras and Joan Bruna Estrach. Few-shot learning with graph neural networks.
In International Conference on Learning Representations, 2018.
[24] Li Yi, Vladimir G Kim, Duygu Ceylan, I-Chao Shen, Mengyan Yan, Hao Su, Cewu Lu, Qixing
Huang, Alla Sheffer, and Leonidas Guibas. A scalable active framework for region annotation
in 3d shape collections. ACM Transactions on Graphics (TOG), 35(6):1–12, 2016.
[25] Iro Armeni, Ozan Sener, Amir R Zamir, Helen Jiang, Ioannis Brilakis, Martin Fischer, and
Silvio Savarese. 3d semantic parsing of large-scale indoor spaces. In Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition, pages 1534–1543, 2016.
[26] Jonathan Sauder and Bjarne Sievers. Self-supervised deep learning on point clouds by recon-
structing space. In Advances in Neural Information Processing Systems, pages 12942–12952,
2019.
10
A Additional Experimental Results
Visualization of ball covers The cover-tree approach of using the balls to group the points in a
point cloud is visualized in Figure 6. The visualization shows the process of considering balls shown
as transparent spheres at different scales with different densities in a cover-tree. Fig 6a represents the
top level (root) of cover-tree which covers the point cloud in a single ball i.e., at level i. Fig 6b and
Fig 6c shows the balls at lower level with smaller radiuses as the tree is descended. Thus, we learn
local features using balls at various levels with different packing densities.
A.1 3D Object Classification
Training This section provides the implementation details of our proposed self-supervised network.
For each point cloud, we first scale it to a unit cube and then built a cover-tree with the base of the
expansion constant  = 2.0 for all the classification and segmentation experiments. To generate
self-supervised labels, we consider upto 3 levels of cover-tree and form possible ball pairs for both the
self-supervised tasks R and C. To train our self-supervised network, point clouds pass through our
feature extractor which consists of three MLP layers (32, 64, 128) and a shared fully connected layer.
Similarly, for both the tasks, we use three MLP layers (64, 128, 256) and shared fully connected
layers in two separate branches. Dropout with keep probability of 0.5 is used in fully connected
layers. All the layers include batch normalization and LeakyReLu with slope 0.2. We train our
model with Adam optimizer with an initial learning rate of 0.001 for 200 epochs and batch size 8.
For downstream classification and segmentation tasks, we chose default parameters of DGCNN and
PointNet for their training. We consider default parameters of all the baselines mentioned in their
papers to train their respective networks.
Effect of Point Cloud Density We investigate the robustness of our self-supervised method using
point cloud density experiment on ModelNet40 dataset with 1024 points in original. We randomly
pick input points during supervised training with K ′ = 5 and m = 20 for support set S and 20
unseen samples from each of the K ′ classes as a query set Q during testing. The results are shown in
Figure 7 in which we start with picking 128 points and go upto 1024 points for DGCNN, DGCNN
pre-trained with VoxelNet and DGCNN and PointNet pre-trained with our self-supervised method.
Figure 7 shows that even with very less number of points i.e., 128, 256, 512 etc. points, our method
achieves comparable results and still outperform the DGCNN with random init and pre-trained with
VoxelNet.
T-SNE Visualization To verify the classification results, Fig 8 show T-SNE visualization of point
cloud embeddings in feature space of two datasets (Sydney and ModelNet40) with 10 classes for
DGCNN as classification network with random initialization, pre-trained with VoxelNet and our
self-supervised network in a few-shot setup. We observe that DGCNN pre-trained with our method
shows decent separation for both the datasets as compared to pre-training with VoxelNet which
is a self-supervised method and our main baseline. We also show better separation than DGCNN
for Sydney dataset and nearly comparable separation to DGCNN with random initialization for
ModelNet40 dataset in a few-shot learning setup.
Heatmap Visualization We visualize the distance in original and final feature space as a heatmap
in Fig. 9, 10, 11 and 12. It shows the distance between red point to all the other points (from yellow
to dark green) in original 3D space in first row first column and final feature space for DGCNN with
random init (first row second column), pre-trained with VoxelNet (second row first column) and our
method (second row second column). Since this is a few-shot setup, the learning is not as good as it
happens in a setting with all the point clouds but we observe that the parts of aeroplane in first and
second rows of Fig. 9 such as both the wings are at the same distance and main body is far away
from wings for our method whereas it differs for other methods. Similarly, in third and fourth row
of Fig. 10 in table, the red point is on one of the legs of the table and all the other legs of the table
are close to the red point in feature space (yellow) whereas table top is far away from the red point
in feature space (dark green) which is not the case with DGCNN with random initialization and
DGCNN pre-trained with VoxelNet.
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(a) (A1)
(b) (A2)
(c) (A3)
Figure 6: Ball coverings of point cloud of object Aeroplane is visualized using cover-tree T . Here,
balls are taken from cover-tree to cover parts of the point cloud at different levels (i, (i − 1) and
(i− 2)) as the tree is descended for (A1, A2, A3), respectively.
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Figure 7: Results with randomly picked points in a point cloud on ModelNet40 dataset in a 5-way
20-shot setting.
(a) (b) (c)
(d) (e) (f)
Figure 8: T-SNE visualization of point cloud classification for DGCNN network pre-trained with
VoxelNet ((a), (d)), with random initialization ((b), (e)) and pre-trained with our self-supervised
method ((c), (f)) in a few-shot setup for Sydney (first row) and ModelNet40 (second row) datasets.
A.2 Part Segmentation
We extend our model to perform part segmentation on ShapeNet dataset with 2048 points in each
point cloud. We evaluate part segmentation with K ′ = {5, 10} and m = {5, 10, 20} for support set
S and pick 20 samples for each of the K ′ classes for query set Q. Table 5, 6, 7, 8, 9 and 10 show
mean IoU (mIoU) for each of the 16 categories separately and their mean over all the categories.
From Table 5, 6, 7, 8, we observe that DGCNN and PointNet pre-trained with our model outperform
baselines in overall IoU and in majority of the categories while Table 9 and 10 shows either the
best or the second best for our method in most of the cases. Our results for 10-way 10-shot setup
is shown in main paper. Along with mIoU results, we also visualize part segmentation results for
DGCNN with random init, pre-trained with VoxelNet and our method in Figure 14 and 13 for various
object categories. We can see from the figures that segmentation shown in our method have far better
results than VoxelNet and DGCNN with random initialization. However, in some cases we observe
comparable results for both DGCNN with random init and pre-trained with our method. For example,
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the objects like Laptop and Bag have almost similar segmented parts for both DGCNN with random
init and pre-trained with our method. On the other hand, our method produces properly segmented
parts for more complex objects such as Car, Guitar, etc., as compared to the DGCNN with random
initialization.
Table 5: Part Segmentation results (mIoU % on points) on ShapeNet dataset. Bold represents the best
result and underlined represents the second best.
Mean Aero Bag Cap Car Chair Earphone Guitar Knife
5-way 5-shot
PointNet 26.35 18.31 28.80 30.12 6.94 28.60 36.06 11.27 30.31
PointNet++ 23.57 15.01 32.49 31.18 5.83 24.68 34.51 11.53 27.26
PointCNN 24.5 17.45 27.93 31.42 6.25 25.42 29.86 7.84 32.65
DGCNN 30.48 21.36 38.58 34.80 12.25 40.58 32.5 13.45 43.75
VoxelNet 22.51 17.01 30.41 31.38 8.55 21.78 27.49 8.88 27.01
Our+PointNet 33.67 20.02 40.18 39.97 12.64 41.16 37.82 21.86 59.29
Our+DGCNN 30.78 26.82 34.09 33.53 16.05 48.46 30.9 19.39 47.67
Table 6: Part Segmentation results (mIoU % on points) on ShapeNet dataset. Bold represents the best
result and underlined represents the second best.
Mean Lamp Laptop Motor Mug Pistol Rocket Skate Table
5-way 5-shot
PointNet 26.35 38.32 28.70 11.25 27.33 17.65 39.04 29.85 39.04
PointNet++ 23.57 28.97 27.3 9.76 27.06 18.68 24.16 26.68 32.07
PointCNN 24.5 29.88 32.13 14.2 29.06 20.14 16.01 30.11 41.66
DGCNN 30.48 28.3 56.62 10.87 30.82 31.58 25.96 29.36 36.83
VoxelNet 22.51 27.42 25.0 11.33 7.76 17.83 18.71 24.22 34.95
Our+PointNet 33.67 33.79 45.73 14.55 35.92 29.14 27.85 33.82 45.05
Our+DGCNN 30.78 29.25 34.04 16.48 34.95 34.94 26.63 28.84 30.43
Table 7: Part Segmentation results (mIoU % on points) on ShapeNet dataset. Bold represents the best
result and underlined represents the second best.
Mean Aero Bag Cap Car Chair Earphone Guitar Knife
5-way 10-shot
PointNet 25.9 15.02 34.37 32.96 8.40 27.76 34.15 9.32 28.2
PointNet++ 27.48 31.49 32.16 27.41 9.06 45.42 21.8 11.15 29.33
PointCNN 24.39 18.48 33.46 29.21 4.27 22.51 31.3 10.73 27.69
DGCNN 24.5 17.95 30.57 27.03 7.56 28.35 34.8 9.53 27.65
VoxelNet 24.9 17.42 30.2 32.85 6.24 30.77 34.87 7.62 25.97
Our+PointNet 34.67 23.55 47.84 49.28 12.85 38.99 32.26 31.16 51.69
Our+DGCNN 32.44 35.75 37.69 34.94 16.94 46.74 33.88 15.75 49.95
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Table 8: Part Segmentation results (mIoU % on points) on ShapeNet dataset. Bold represents the best
result and underlined represents the second best.
Mean Lamp Laptop Motor Mug Pistol Rocket Skate Table
5-way 10-shot
PointNet 25.9 37.48 27.43 14.76 33.67 20.83 18.56 33.89 37.54
PointNet++ 27.48 40.27 29.01 19.26 42.29 18.02 27.55 27.05 28.41
PointCNN 24.39 30.16 31.25 10.43 37.87 24.11 16.52 30.29 31.99
DGCNN 24.5 39.1 23.04 12.49 32.67 15.94 21.34 25.32 38.74
VoxelNet 24.9 40.82 23.31 13.01 24.87 19.42 24.02 27.09 39.98
Our+PointNet 34.67 32.91 29.94 16.82 42.2 34.84 28.14 30.42 51.9
Our+DGCNN 32.44 30.91 36.45 20.37 31.5 25.71 23.53 37.85 41.05
Table 9: Part Segmentation results (mIoU % on points) on ShapeNet dataset. Bold represents the best
result and underlined represents the second best.
Mean Aero Bag Cap Car Chair Earphone Guitar Knife
10-way 20-shot
PointNet 27.4 18.07 37.94 32.85 8.72 29.85 34.02 10.6 29.18
PointNet++ 39.15 31.95 39.63 53.84 22.02 46.89 33.66 26.9 53.78
PointCNN 27.26 18.48 37.33 33.98 4.45 24.3 33.54 10.22 32.99
DGCNN 37.34 37.13 42.05 50.45 17.2 50.2 45.3 28.0 59.77
VoxelNet 26.29 17.4 31.36 30.2 8.21 29.53 38.84 8.52 27.04
Our+PointNet 36.85 22.77 52.41 44.77 16.86 41.1 40.35 21.55 53.61
Our+DGCNN 36.91 37.72 47.34 39.37 11.36 44.34 40.88 25.77 61.71
Table 10: Part Segmentation results (mIoU % on points) on ShapeNet dataset. Bold represents the
best result and underlined represents the second best.
Mean Lamp Laptop Motor Mug Pistol Rocket Skate Table
10-way 20-shot
PointNet 27.4 43.23 28.56 14.8 34.02 17.6 19.29 35.79 43.87
PointNet++ 39.15 29.18 48.08 19.29 42.99 52.39 43.8 40.39 41.68
PointCNN 27.26 35.18 31.83 12.14 42.54 22.8 21.9 29.1 45.25
DGCNN 37.34 35.57 25.22 20.69 40.4 37.21 26.93 35.7 45.54
VoxelNet 26.29 44.92 26.79 11.56 26.91 17.39 21.13 35.9 44.95
Our+PointNet 36.85 38.15 54.01 19.16 34.46 34.67 27.54 39.14 49.12
Our+DGCNN 36.91 36.94 56.24 15.82 34.48 41.94 29.44 29.50 46.20
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(A1) (A2)
(A3) (A4)
(L1) (L2)
(L3) (L4)
Figure 9: Learned feature spaces are visualized as a distance between the red point to the rest of
the points (yellow: near, dark green: far) for (A)eroplane and (L)amp. A1, L1: input R3 space. A2,
L2: DGCNN with random initialization. A3, L3: DGCNN network pre-trained with VoxelNet. And,
A4, L4: DGCNN pre-trained with our self-supervised model.
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(L1) (L2)
(L3) (L4)
(T1) (T2)
(T3) (T4)
Figure 10: Learned feature spaces are visualized as a distance between the red point to the rest of
the points (yellow: near, dark green: far) for (L)aptop and (T)able. L1, T1: input R3 space. L2, T2:
DGCNN with random initialization. L3, T3: DGCNN network pre-trained with VoxelNet. And, L4,
T4: DGCNN pre-trained with our self-supervised model.
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(E1) (E2)
(E3) (E4)
(G1) (G2)
(G3) (G4)
Figure 11: Learned feature spaces are visualized as a distance between the red point to the rest of
the points (yellow: near, dark green: far) for (E)arphone and (G)uitar. E1, G1: input R3 space. E2,
G2: DGCNN with random initialization. E3, G3: DGCNN network pre-trained with VoxelNet. And,
E4, G4: DGCNN pre-trained with our self-supervised model.
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(M1) (M2)
(M3) (M4)
(M5) (M6)
(M7) (M8)
Figure 12: Learned feature spaces are visualized as a distance between the red point to the rest
of the points (yellow: near, dark green: far) for (M)otorbikes. M1, M5: input R3 space. M2, M6:
DGCNN with random initialization. M3, M7: DGCNN network pre-trained with VoxelNet. And,
M4, M8: DGCNN pre-trained with our self-supervised model.
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(T1) (T2) (T3)
(C1) (C2) (C3)
(C4) (C5) (C6)
(T4) (T5) (T6)
(B1) (B2) (B3)
Figure 13: Part segmentation results are visualized for ShapeNet dataset for (T)ables, (C)ars and
(B)ag . For each row, first column (T1, C1, C4, T4, B1) shows DGCNN output, second column (T2,
C2, C5, T5, B2) represents DGCNN pre-trained with VoxelNet and third column (T3, C3, C6, T6,
B3) shows DGCNN pre-trained with our self-supervised method.
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(G1) (G2) (G3)
(P1) (P2) (P3)
(L1) (L2) (L3)
Figure 14: Part segmentation results are visualized for ShapeNet dataset for (G)uitar, (P)istol and
(L)aptop. For each row, first column (G1, P1, L1) shows DGCNN output, second column (G2, P2,
L2) represents DGCNN pre-trained with VoxelNet and third column (G3, P3, L3) shows DGCNN
pre-trained with our self-supervised method.
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