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ABSTRACT 
The decentralized systems described by polynomial models are studied in module 
theory. We give the descriptions and criteria of local observability and controllability, 
and study the properties of them under local feedbacks. It is shown that a decentral- 
ized system can become observable and controllable by single station if it is of 
sufficient information structure. As a simple consequence, the necessary and sufficient 
conditions for the nonexistence of decentralized fixed modes are given. 
I. INTRODUCTION 
The study of linear systems in module theory has been developed by R. E. 
Kalman [l, 21, P. A. Fuhrmann [3, 41, and others. In this paper we treat 
decentralized linear systems from the point of view stressed by them, i.e. the 
recognition of module structure as the basic structure in linear system theory. 
An input output map of a linear system is described as follows: 
Y(s) = w(s)u(s). (1.1) 
W(s) is a strictly proper rational p x m matrix. We assume that the reader is 
familiar with the notation and the main results given in [3, 41. W(s) defines a 
linear map F”[s] + Fp((s-‘)). Both F”[s] and Fp((s-‘)) can be viewed as 
either a vector space over F [F is the ground field, which is an infinite field; 
usually, F = R (real field) or F = C (complex field)], or an F [s]-module of all 
polynomials of s with coefficients in the vector space F”’ (or FP). 
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When we study the linear map W(s), the following conventions are 
essential: 
(1) F” [ s] is adopted as the input function space of the system. 
(2) Y(s) [ E w- ‘))I is a zero output of the system if and only if 
Y(s) E FP [ s]; equivalently, Y,(s) and Ys( s) are the same output if and only if 
Y,(s) - Y,(s) E Fp[s]. Therefore, we take s-‘F[[s-‘I] as the output function 
space of the system. 
Let 7TP : P((s-1)) + s- ‘FP[[s-‘I] be the natural projection. Then 
sP’FP[[s-‘I] is an induced F[s]-module by r_. Let rr+ : FP((s-‘)) -+ FP[s]. 
Obviously, I = rp + r+, where I is the identity operator. 
Define W(s) := r-W(s): F”[s] + s-‘FP[[s-‘I], which is an F[s]-mod- 
ule homomorphism. According to convention (2) the following map is 
equivalent to (1.1): 
Y(s) =lv(s)u(s). 0.2) 
By e’(s) and g(s) we denote the input function domain space and 
output image space, respectively. 
Given a nonsingular polynomial matrix D(s), a composite map defined by 
“D := Da_ D- ’ plays a key role in our further discussion. For example, if 
D(s) E Fmxm[s], then 7rD: F”[s] --) F”[s] and f(s) * D(s)c D’(s)f(s). 
By M, we denote the image of rD, i.e. M, = Im 7~~. Here M, is an 
F[s]-module induced by rD on F”[s]. 
The linear map W(s) can be factorized through an F[ s]-module M, 
which is called a state set, such that the diagram in Figure 1 is commutative, 
where g and h are F[s]-module homomorphisms. If g is surjective, then the 
factorization is called a controllability factorization of W(s). The set Ker h is 
defined as the unobservable state set of M. If h is injective, then the 
factorization is called the observability factorization of W(s), and Im g is 
defined as the reachable state set of M. A factorization is called canonical if g 
is surjective and h is injective. In the last case, the state set M is isomorphic 
to F”[s]/Ker W or Im W(s). 
G’(s) 
(F'Ysl = 1 a(s) AM@’ ( = s-‘F~[[s-‘II) 
FIG. 1. 
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Two kinds of canonicaI matrix fraction descriptions (MFD for short) of 
linear systems are known to us: 
W(s) = D-‘(s)N(s) (1.3) 
= M(s)E-l(s), (1.4) 
where {D, N } are left coprime and {M, E} are right coprime. D(s) and 
E(s) are the nonsingular polynomial matrices in F”““[ s] and FPxP[ s], 
respectively. According to the two canonical MFDs of a linear system, (1.3) 
and (1.4), we define two maps, ho and rE respectively, which induce two 
F [ s]-modules M, and M, on FP [ s] and F”[ s], respectively. The following 
theorem is fundamental: 
THEOREM 1.1 [5]. 
(1) We have 
(2) The diagram in Figure 
(3) The two factorization4 
canonical. 
M,z M,. 
2 is commutatiue. 
(1.5) 
of the system described in Figure 2 are both 
We don’t give the fuIl proof of this theorem. Here are some remarks on it: 
(1) D(s) is nonsingular in FPxP[ s]; thus D-‘(s) is injective. It can be 
shown that T,N is surjective if { D, N } is left coprime. The lower part of the 
diagram is called an observability canonical factorization through M,. 
(2) By definition of ~z, rE: F”[s] + M, is surjective. As {M, E} is right 
coprime, 7~_ ME- ’ is injective. The upper part of the diagram is called the 
controllability canonical factorization of W(s). 
FIG. 2. 
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(3) Either M, or M, gives a comprehensive description of the system 
state. 
PROPOSITION 1.2. Given a nonsingular matrix D(s) in Fn’xm[ s], then 
(1) M, = {x E F”[s]l D-‘(s)x E s-‘F[[s-‘I]}, 
(2) M, = {x E F”[s] Ix = D(s)h fir sume h E sP’F”[[s-‘I]}. 
The proof of Proposition 1.2 is in [4]. We quote this result because it will 
be very useful later on. 
Now we turn to study the problems related to a decentralized linear 
system. A decentralized system consists of several stations, which are inter- 
connected. Each station has its own input and output channels. The de- 
centralized system with I stations is described as follows: 
Y(s) =w(s)u(s), 
where U’(s) =(u;(s) u;(s) ... u:(s))’ and 
y;(s)) with dimuj(s)=mi, dimy,(s)= pi, and 
W) 
‘(s) = (Y;(s) YB(S) . . . 
t m,=m, t Pj= P’ 
i=l j=l 
For such a system, each station is only provided with incomplete informa- 
tion on the system’s output and only affects some of the system states. 
Typically, when we design a controller of the ith station, this controller can 
obtain the output signals from the same station only, i.e. y,(s), and exerts its 
influence upon the system through the ith station’s control channels, ui(s). 
Assume that W(s) = D-‘N is a left coprime factorization of W(s), where 
D(s) is proper. Partition the matrices D and N into (D’ D2 . . . D’) and 
(Nl N2 ... N,) respectively, where D’ possesses 
sesses m, columns. 
Define a map 
pi‘ columns and Ni’ pos- 
G := m,,N: F’“[s] + M,. 
G is called a generating operator of the reachable state set of system (1.6). 
When we study the structure of the state set driven by the ith station inputs, 
it is a natural idea to define a map 
Gi:=rD4:F”i[s] +M,, (1.7) 
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which is called the generating operator of the reachable state set of the ith 
station. Thus, we have 
DEFINITION 1.3. x E M, is called a reachable state of the i th station if 
x E ImGi. 
By Mk we denote the set of all states in M, which are reachable by the 
ith station. 
DEFINITION 1.4. The system (1.6) is i-locally completely controllable if 
ML = M,. 
If, say, (1.6) is i-locally completely controllable, then states of the system 
are reachable by the ith station’s control input channels. As a consequence of 
Theorem 1.1, we have 
PROPOSITION 1.5. (1.6) is i-locally completely controllable if and only if 
{ D, N, } is left coprime. 
When we study decentralized systems, we always assume that in the 
original system there is no station which is locally completely controllable. 
But a basic problem we study is how to transform the original system by 
means of local output feedbacks into a locally completely controllable one. 
Therefore, we give a description of the structure of the set of states of a 
system that are reachable through the input channels of a single station. 
PROPOSITION 1.6. 
M; = oiMd,, (1.8) 
where oi = g.l.c.d.{ D, Ni}, D = DiDi, Ni = BiNi. (g.1.c.d. = greatest left 
ccmurwn diuision.) 
Proof. Mi = ImrnN, = Im DT_ D-‘N, = Im DiroN= DiImm, N”. As 
{ Di, N i } is left coprime, then 
M, =Im?r,N” (refer to Theorem 1.1). 
Hence, ML = DiMd,, which is a submodule of M, [4]. 
Now we study local observability through a single station’s output chan- 
nels under the left coprime MFD of W(s). Write g(s) = yi(s)+ ys(s) 
+ . . . + y,(s), where y,(s) is the output function image space of the ith 
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station. Let Pi: g(s) + yi( s) be a natural projection. As we have pointed out, 
g(s) [ := ImW(s)] is a submodule of s-‘FP[[s-‘I], D(s) is nonsingular, and 
D-‘(s): M, -+ g(s) is an F(s>module isomorphism. Hence, we have 
DEFINITION 1.7. x E M, is called an completely unobservable state of 
the i th station if Pi D-lx = 0. 
Write r:= {1,2,..., r }. Let J be a proper subset of r; J is called an index 
set ofy. By 3; we denote the set of all ith station unobservable states, i E J, 
i.e., M,’ := x E M, 1 Pi D- lx = 0, i E J. Without loss of generality, let J = 
{I,2,..., j} and j={j+l,j+2,..., r } (we can rearrange the outputs’ order 
appropriately), and write D = (fil fi2), where fii = (D’ 0’ . . . Dj), fi2 
=(D i+l Dj+2 . . . 0’). Then there is a unimodular matrix o(s) such that 
where E, has C;+lpi rows, and E,, has Cipi. Without loss of generality, we 
can write D = E,E,, where 
LEMMA 1.8. 
L@ = E,Me2. (1.9) 
REMARK. If J is given, the system is divided into two parts, that is, two 
sets of stations: J-stations and J-stations. In this case, they are called 
complementary station groups. We can simply regard the system as having_ 
two stations, and assume that J = [2] and J = [l]. 
Proof. E,Me2 is a submodule of M,. If x E E,M,*, then 
P,D-‘x = P,D-‘Dm_ E,‘g = P2n_ Eii’ 0 
0 
-- 
for g E FP[s]. Hence, E,Me2 c M,‘. To prove the inverse inclusion, use 
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Proposition 1.2, and let x E ai; then 
But PsD-‘x = 0, which implies that E&lx2 = 0; therefore, x E E,M,%. 
COROLLARY 1.9. 
M, = a&. M,,, (1.10) 
where a{ is a submodule of M,, but M,, is not. f+ is the direct sum on the 
vector space FP[ s] over F. 
Denote the restriction of D-’ to ii?: by D-‘/M!. We have 
LEMMA 1.10. P,D-‘/ii?!: Mi -+ eFyj is an F[s]-mmmwrphism. 
iCJ 
Proof. Without loss of generality let j = (2) and J = { l}. By Lemma 
1.8 and Proposition 1.2, for each (xi x!J’ in Mi there exists (hi hi), 
h E SC’F”[[s-‘I], such that 
(“d’ ‘;)( ;;) = ( E1,h,;2E12h2) E FP,s]. 
Thus, h, = 0, 
and 
REMARK. The factorization in (1.10) is called perpendicular, which 
means that Mi and MeI as linear spaces are perpendicular to each other. If 
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we factor D into, e.g., l?rl?s, where 
the corresponding spaces do not always display this perpendicularity. 
PROPOSITION 1.11. The decentralized system (1.6) is j-station observable 
if and only if there are no transmission zeros of fil in D. 
Proof. By Corollary 1.9 and Lemma 1.10. n 
REMARK. Given polynomial matrix P(s), by elementary operations we 
can convert P(s) into Smith form. The Smith zeros of P(s) are the union of 
the zeros of the invariant polynomials of P(s); denote them by S.Z.(P(s)). If 
P(s) is nonsingular over F(s), then S.Z.(P(s)) is the set of transmission zeros 
of P(s), denoted by T.Z.(P(s)). Otherwise, T.Z.(P(s)) is an infinite set. 
The following lemma and its corollaries are very useful for our further 
discussion. Let s E C, and M(s) be a rea1 polynomial matrix. 
LEMMA 1.12. Given an (n + 1) X (m + 1) polynomial matrix 
‘44 c’(s) ’
M(s)= 0 
c(s) ’ 
\ 0 I 
where C(s) ( # 0) is an n x m polynomial matrix, a(s) ( f 0) is a poly- 
nomial, and c’(s) =(cl(s) +(s) e.. c,(s)) is a polynomial row vector, 
then there exists f E R” such that 
Rank(M(s)(i))=l foreach SEC (1.11) 
if and only if Rank M(s) 2 1 for each s E C. 
Proof. If P(s) is a polynomial matrix, write Z(P(s)) := {s E C ) P(s) = 
O}. It is obvious that both Z(a( s)) and Z( C(s)) are finite sets in C. Let 
L := Z(a(s)) U Z(C(s)). L is a finite set. 
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We use induction. Let m = 1. Then 
For s E C - L, Rank M(s) = 2, there exists a unimodular matrix Q(s) such 
that 
I 
44 Cl(S) 
Q(s)M(s)= 0 cll!sJ ) 
\ 0 6 , 
Gs := {g E R’lM(s)g = 0, s E C - L} = 0, 
and dim Gs = 1 when s E L. Now U, E .Gs = U, E LGs is a proper variety of 
R2. Therefore, there exists (1, k) such that 
M(s)( :  =o for any s E C, 
which implies that there exists a unimodular matrix Q(s) such that 
Now suppose that in the m - 1 case there exists an unimodular matrix R(s) 
such that 
I 44 * \ 
0 44 
R(s)M(s)= o o %2(s) * = 
. . . . . . . . . . . . . . . . . . . . . . . . . . \ 0 0 . . . 0 %A4 
If ML(s) satisfies the given conditions, then we are done. Otherwise, there 
170 
exists (1 g ‘)’ E R” such that 
WM(4 
where b(s) = g.c.d.{ m(s)1 m s is an entry of M,(s)}. The right matrix ( ) 
satisfies the conditions given by the lemma. Thus, there exists (1 k)’ E R2 
such that 
1 0 
g o= 
0 1 1 
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‘w * ’ 
0 * 
* ’ 
0 %?nb> / 
where both P(s) and R(s) are unimodular. Therefore, the sufficiency is 
proved. The necessity is easy to verify. W 
Assume that M(s) is the same as above; then we have 
COROLLARY 1.13. For almost all f E R”, there exists a unimodulur 
matrix Q(s) such that 
i ’ 
Q(s)M(s)( ;) = d 
\o, 
However, if M(s) doesn’t satisfy the given conditions, then we have 
COROLLARY 1.14. If r(s) = g.c.d. {a(s), ci(s), cij(s); i E E, j E _m}, then 
for almost all f E R”, there exists a unimodulur matrix Q(s) such that 
Q(s)M(s)(;) = 
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REMARK. The set {(xi, x2,. . . , x,)’ ( xi E F} is an affine m-space over F. 
Let { f,(X)(a E I} c F[r] be the set of polynomials in X. The set 
V({ f,(X)}) = [X E F” ( f,(X) = 0 a E I] is an algebraic variety in F”. If V 
is a proper algebraic variety in F”, let G := F” - V; then G is called a robust 
subset of F”. The set of the f which satisfy (1.11) is a robust subset of F”. 
II. LOCAL OBSERVABILITY 
We begin with a discussion of the decentralized system W(s) with two 
stations. It is always assumed that W(s) is a causal linear system, i.e., its 
entries wi j(s), i E p j E 3, are strictly proper rational functions. Now we 
write it as follows: - 
W(s)=W’(s)N(s)=(q D,)-pl %) (2.1) 
-1 
=M(s)E-‘(s) = , (2.2) 
where Dj, Ni, Mi and Ei (i = 1,2) are p X pi, P X q, pi X m, and mi X m 
matrices respectively. 
DEFINITION 2.1. {Q(s), iVi(s)} (i = 1 or 2) is called a complete pair if: 
(1) Rank( Di 4) > pi for each s E C. 
(2) The row rank of (Di i$) over F[s] is greater than pi, i.e., there is no 
unimodular matrix Q(s) such that 
where Ti( s) is a pi X ( pi + mi) matrix. 
Dually, {M,, Ei} (i = 1 or 2) is called a (dual) complete pair if: 
> m, for each s E C. 
(2) The column rank of over F(s) is greater than mi, i.e., there is 
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no unimodular matrix P(s) such that 
i ) ;; w=( v;(s) o), I 
where Vi(s) is a (pi + mi) X mi matrix. 
It is not difficult to generalize Definition 2.1 to the case that r > 2. Let J 
be an index set, i.e., J C r. Then {D,(s), N,(s)} is called a complete pair if: 
(1) Rank(D, N,) = p, = Xi E,pi. 
(2) The row rank of (0, N,) over F[s] is greater than p,. 
The second condition in Definition 2.1 is called the connectiveness 
condition, which means (e.g. for i = 1) that if it fails-i.e., there is a 
unimodular matrix Q(s) such that 
-then 
W,,(s) = 0 implies that the first station inputs have no influence upon the 
second station outputs. 
In what follows we study the properties of decentralized systems under 
local output feedbacks. More precisely, let W(s) E RAfxp[s] be a real poly- 
nomial matrix. Then the output feedback matrices are real matrices. 
PROPOSITION 2.2. Suppose the system is given as follows: 
W(s)=(D, DJl(NI N2). 
Then there exists a local output feedback K,: y1 + u1 such that Wk,(sj = 
(Dl + N,K, D,)-‘(N, N,) is observable by second station outputs if and 
only if { D1, Nl } is a complete pair. 
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Proof of sufficiency. We can perform row elementary operations over 
F[ s] on (D, N,), i.e., there exists Q(S) such that 
19 * N,(s) 
0 d,+, * n&+1(4 
0 . * 
. . Q(s)( 4 Nl) = 
. . * 
0 
\ 0 
where dq+l,..., d, are polynomials in s, and nb+ 1( s), . . . , n;(s) are 1 X m, 
row polynomial vectors. 
By the rank condition rank(D, IV,) > p,, and Proposition 1.12, there 
exists a vector f, + 1 E R”I such that 
1 * 
d 
9+1 
0 
0 
’ N,(s)’ ’ B,(s)’ 
n;+ds) b,+1(4 
+ . f,+1= : 3 
n;(s) \ b,(s) 
where B,(s) is a g X 1 polynomial vector; b,(s), i = q + 1,. . . , p are pofy- 
nomialsin s; andg.c.d. {bi(s)li=q+l, 4+2,...,p}=l. Let Kf=(O,,., 
f,+r %x(p-9-I) ). We obtain that 
(D1+W,9 Nl) - 
1 9+1 0 . . . 0 N9ilW 
0 d,,, ... 0 n;+z(s) 
0 . . . O dP* n;,(s) 
0 . . . 0 0 Np+lW 
As {D,, Nl } satisfies the connectiveness condition, we can repeat the forego- 
ing procedure until K, is found such that 
( D,+N,K, N,) - (k’ Nr(s,). 
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By Lemma 1.11, (Di + N,K, DJ’(N, N,) is 2locally completely ob 
servable. 1 
Proof of necessity. If K, has been found such that 
T.Z. [Di + N&i] = 0, 
then there exists a unimodular matrix Q(s) such that 
Q(S)( ( *I+W, 4) (%%)j 
Hence, 
Rank( D, Ni) =Rank(Di N,) 
= Rank( D, + NiK, N, ) = Rank 
If N,, = 0, then (W,(s)),, = N,, - D,,D,‘N,, = Nii, which is contrary to the 
causality of W(s). n 
COROLLARY 2.3. If W(s) = (Dl DJ’(N, N,) is given, there exists K, 
such that T.Z.{ D, + N,K, } = 0 if and only if { D,, Nl } is a complete pair. 
The set of K, which meet the requirement is a robust set in R”l xPl. 
Now we turn to study the system with r ( > 2) stations. As a transition, 
we discuss the system with three stations and write it as 
W(s)=(D, *2 *J’(N, 82 3). 
LEMMA 2.4. There exist K,, K, such that W,(s) =(D,+ N,K, D, + 
NzKz D3) - ‘( Nl N, NJ is observable by the third station’s output channels 
if and only if each of { D,, N,}, {D,, N,}, {(Dl D&(N, N,)} is a complete 
pair. 
Proof of suflciency. If { D,, Nl } is complete, then there exists K, E 
R”I xPl such that T.Z.{ D, + N,K, } = 0, and K, belongs to a robust set in 
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R’nlXpl. AS { Ds, Ns} is complete, then there exists K, and a unimodular 
matrix Q such that 
Q(s)@ D2+ N,K,)= 
If (CD, Dz),(N, 32)) is complete, then {(D, D, + N,K,),(N, At,)} is com- 
plete too. By the same approach used in the proof of Proposition 2.2, we can 
find 
i 1 
F such that T.Z.{(D, + N,K + N,T) (D2 + N,K,)} = 0, and it be- 
longs to a robust subset of R(m~+m~)XP~.Th erefore, it is possible to find K, 
such that 
T.Z.{(D,+ NJ,} =0 
and 
T.Z.{ (Dl+ N,K,+ N,T D2+ N,K,)} =0, 
i.e., 
T.Z.{(D,+N,K, Da)+ N,( T &)} =IZI, 
By Corollary 2.3, {(Dl + N,K, D,), N2} is complete, and there exists Q(s) 
(unimodular) such that 
QW( ( D,+NlK, Dz) %)= 
Rank((D, + N,K, 0s) N,) > p, + p, implies that { Dzz, NB} is complete. 
Hence there exists K, such that T.Z.(D, + N,K, D, + N,K,) = 0. B 
Proof of necessity. If there exist K,, K, such that T.Z.(D, + N,K, 
Dz + N,K,) =0, and (Dl + N,K, D, + N,K,) has full column rank, then 
T.Z.(D, + N,K,) =0 and T.Z.(Ds + N,K,) =0; hence, each of {D,, N,}, 
{ D2, N,}, {(D, D,),(N, Nz)} is complete. n 
When W(s) is a decentralized system with T stations, we use slightly 
different notation to describe it from that of Section I. According to the 
numbers of each station’s input and output channels, the matrices D(s) and 
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N(s) are partitioned into (Di Dz . . . 0,) and (Ni N, . . . N,) respec- 
tively. In the same way, partition M(s) and E(s) into 
‘Ml 
M2 
,i 
\ ‘El’ 
E2 
and . , 
I ,“rj 
respectively. After rearranging the stations’ order according to given index 
sets J and j, it is always possible to write 
w(s)=(D, Di)-‘(N, Nj). 
THEOREM 2.5. Let W(s) be a decentralized system with r stations 
(r > 2). There exist K,, K,,. . . , K,_, such that W,(s) = ((Dl + N,K,) . . . 
(D,_1+ N,_,K,_,) D,)-‘(N, N, N3 ... N,) is observable by rth station 
output channels if and only if each of the following matrix pairs is complete: 
{ Di, Ni}, i ET-_~; {(D,,, Di,),(Ni,, N,J}, i, # i, and i,,i, l r-_l; . . . ; 
{(D, D, ... Dt._&(Nl N, ... N,_,)}. 
Proof. Given Lemma 2.4, the proof becomes easy. The necessity is 
obvious. We verify the sufficiency by induction. When r = 2, the theorem is 
true. As in the proof of Lemma 2.4, there exists a K, E R”I~~I such that 
Qb)(( D,+N,K, D, ... Dv-1) (4 ... V-1)) 
where K, belongs to a robust set in RmlXpl, and Q(s) is unimodular. It is 
easy to check that {(D,, DB . - . D,,_ 1), (N, NB . . . N,,_ i)} satisfies 
the completeness condition. So Theorem 2.5 is valid for any r > 2. n 
III. QUALITY LOCAL CONTROLLABILITY 
Up to now we have studied the local observability of decentralized 
systems under local output feedbacks. It is possible to give the dual results 
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related to local controllability under local output feedbacks in two ways. One 
is to use the duality; the other is to give a direct proof. The latter way is 
tedious by comparison; thus, choose the former. 
Again we start our discussion from the case that r = 2: 
-1 
w(s)=(D, D2)-l(Nl N,)-‘= . 
LEMMA 3.1. {D,, Nl} satisfies the conrwctiveness condition if and only 
if {M,, E,} does. 
Proof. If there is unimodular matrix Q(s) such that 
Q(s)(D N) = (( 2 tit::) (? 2:)) 
then 
Hence. 
= WHW W,,(s) 
( 
0 %,2w 
(7 ::)(i: 
As E, is an m2 X m matrix, there exists a unimodular matrix P(s) such that 
E,P(s) = (E,, 0), where E,, is an m2 X m2 matrix. Thus M,, = 0, which 
implies that 
where V(s) is (p2 + m2) X ms. 
The converse statement is valid by duality. 
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LEMMA 3.2. Assume that matrices E, F, G, H have sizes p X(p, + m,), 
p ~(p, + m,),(p, + m,)x m,(p, + m,)x m, respectively, and 
have full row and column ranks respectively. If 
(E F)(g)=0 (3.1) 
and RankE>p,, RankFaps, then RankG>m,, RankHam,. Zf 
RankE>p,, RankF>p,, then Rank G > m,, Rank H > m2. 
Proof. We give the proof in the > case only. 
Performing elementary operations on (3.1) we have that 
(3.2) 
If Rank G = m’ < ml then the number of columns of G, = Rank G = m’ < m,, 
number of rows of F, = Rank F = p’ > p,. Thus dim(Ker F,) = p, + m2 - 
Rank F, = p, + m2 - p’ < m2. But Rank H, = m - m’ > m2. This contradicts 
the fact that FzHz = 0. n 
Now it is obvious that the following is true: 
PROPOSITION 3.3. {D,, Nl} is a complete pair if and only if {M,, E,} 
is a complete pair. 
Let W(s) = M( s)E- l(s), K E Rmxp, be an output feedback matrix. 
Consider the diagram in Figure 3. We have 2 = E- ‘V or V = EZ = U - KY 
u <-’ 
FIG. 3. 
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=U-KMZ; thus, (E+KM)=IJ or Z=(E+KM)-‘U. Also, Y=MZ= 
M(E + KM)-‘U. The closed-loop transfer matrix is W,(s) = M(E t- KM))‘. 
If K consists of two local output feedbacks, i.e. 
then 
= D,+ N,K, ( De+%Kz)-l(N, 4). 
When W(s) is a decentralized system with r stations, by the local output 
feedback the closed-loop system can be written 
(3.3) 
LEMMA 3.4. Given W(s) = D-‘N = ME-‘, where {D, N} and (M, E} 
are lej? and right coprime factorization of W(s), respectively. Zf {D,, N1} is 
complete pair, then there exists K, E R Q ‘pp such that the closed-loop system 
by local feedback K,, 
w,,(s)=(D, Dz+IV,Kz)-‘(NL N2) (3.4) 
(3.5) 
is controllable by the first station input channels. 
REIMARK. The two factorizations of the linear system W(s) lead to two 
representations of the system state, i.e., M, and M,, which are isomorphic to 
each other. By the structure theorem of principal ideal domains [6], the finite 
generated modules M, and M, have structure as follows: 
{ei(s>liE1I1} and (dj(s)jjEp) - 
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are invariant factors of E and D, respectively; 
M,=F[s]Z,e3F[s]Z,cJ3 . . . @F[s]Z,, 
where Ann(Z,) = (e,), ei # 0, i E _m, and ei/ej if i < j; and 
M,=F[s]W,@F[s]W,@ ... $F[s]W,, 
where Ann(Wi) = (d,), di # 0, i E p, and di/dj if i < j. 
M, = M, implies that D and E-have same nonconstant invariant factors. 
Therefore S.Z.( D( s)) = S.Z.( E( s)), and the characteristic values of D(s) are 
at the same time the characteristic values if E(s) with same multiplicity. 
Proof. The equivalence between (3.4) and (3.5) has been explained. By 
Proposition 3.3, {E,, M2} is complete. In a similar way (dual form of 
Proposition 3.3), there exists K, such that 
S.Z.[E, + K,M,] = 0. 
Write 
Ek= ( E,+?~MJ. 
Then the state module of the closed-loop system is Imr+. Without loss of 
generality, write 
E, = 
By the structure theorem for modules over principal ideal domains, Im rek = 
Im 7TE;,% which implies that the lemma is true. n 
PROPOSITION 3.5. Zf {D, N } are left coprime, then there exists a 
K E RmXp such that 
(1) S.Z.{ D + NK } n L = 0 for any finite subset L in C, 
(2) D + NK has distinguished Smith zeros. 
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Proof Performing elementary row operations on (II N), we obtain 
and 
I 
I, 
d q+l 
* 
(D N)- 
% 
N q+l 
\ 
0 ‘d, 
where some d, (i < p) might be zero. As Rank( D N) = p for each s E C, we 
have 
I d q+l 
* 
Rank ‘.. 
‘d \ q+l 
Rank ? N > 1. 
\ 0 
q+l 
I 
By Proposition 1.12, there exists &+ 1 such that 
(D+N(O 
‘Z q+l 
\ 
. . . 0 f,+1 0 ... 
* fiq+l 
Jq+2 
fiq+2 
0 JP 
Executing the previous procedure, we finally have that 
0) N) 
P 
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where d is a polynomial in s, and “I, is a row polynomial in s: 
“; = (A,, tip2 . . . “p”L)‘. 
Rank(u!,, fib) = 1 for each s E C, which implies that g.c.d.{ a,, A,, 1 i E rn } = 
1. Therefore, two conclusions of the lemma become obvious. n 
PROPOSITION 3.6. Given W(s) = D- ‘N = ME ~ ’ with two stations, such 
that {D,N} and {M,E} are left and right coprime factorizations of W(s), 
respectively. Zf {D,, NL} and { Dz, N2} are complete pairs, then there exists 
K, E ZFxpz (or K, E ZFXPl) such that the closed-loop system by local 
feedback K,-i.e. W,Js) = (Dl D, + N,K,)-‘(N, N,)-is l-station com- 
pletely controllable and observable, or Wk,(s) = (Dl + N,K, DJ’(N, N,) 
is 2-station completely controllable and observable. 
Proof. By Proposition 2.2, Lemma 3.4, and the robustness of K,, which 
meets the requirement of the proposition, it is easy to verify the conclusion. n 
DEFINITION 3.7. A decentralized system with r stations, W(s) = (D, D, 
... DJ’(N, N, ... N,), is of complete information structure if each of 
the following matrix pairs is complete: 
{Di,q}, iEr; 
N Di, DiZ), (3, N,*)}, i,Zi, and i,,i,Er; 
{(Dl ... D,),(N, ... 4)). 
THEOREM 3.8. A decentralized system W(s) with r stations can be 
transformed to a system that is single station completely observable and 
controllable by a set of local output feedbacks if W(s) is of complete 
infmtion structure. 
Proof. This theorem is a consequence of the foregoing results. n 
DEFINITION 3.9. A decentralized system with r stations, W(s) = D- ‘N, 
is of sufficient information structure if for any index J of { 1,2,. . . , r }, 
Rmk(D, NJ) > p~=Ci,~pi* 
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DEFINITION 3.10. s E S.Z.(E(s)) [ = S.Z.(D(s))] is called an input fixed 
mode of the ith station (i.f.m. for short) if s is an input decoupling zero of 
the system [7] defined by 
W&)=(Dr D, *.‘Di+NiKi *.* DJ’N, 
for any K, E RmiXP~ -i.e., for any Ki, s is a zero of the left common divisor 
of 
{(q D, ..* q+iv&, .*. Q),Ni}. 
DEFINITION 3.11. s E S.Z.( E( s)) [ = S.Z.( D( s))] is called an output fixed 
mode of the ith station (0.f.m. for short) if s is an output decoupling zero of 
the system defined by 
W,,(S) = Mi Ei +K,Mi 
for any Ki E R”~XP~-i.e., s is a zero of the right common divisor of 
for any K, E Rm*xpl. 
DEFINITION 3.12. s E S.Z.(E(s)) [ = S.Z.( D(s))] is called a fixed mode 
of a system (f.m. for short) if for any local output feedback 
‘4 \ 
K := 
KS 0 
0’. ’ 
Ki E RmtXp,, 
\ Kr 
s is both o.f.m. and i.f.m. 
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Write the closed-loop system as 
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\ . 
E, + k,M, 
or in a more compact form 
N, ... 
\ -1 
3 
I 
Then s E S.Z.(D + NK) = S.Z.(E + KM) if s is an f.m. 
THEOREM 3.13. A decentralized system W(s) has no fixed mode if and 
only if W(s) has sufficient information structure. 
Proof. The necessity condition is relatively easy to verify. We prove the 
sufficiency only. 
If W(s) is of complete information structure, then by Theorem 3.8, W(s) 
has no fixed mode. Now if {D, N } does not satisfy the connectiveness 
condition, without loss of generality, let J = { 1,2,. . . , j }, j = { j + 1, 
j +2,..., r }; then write 
D-‘N= (D, Di)-YA: 9) 
=(“di $(2’ 2;). 
By the definition of fixed modes of a decentralized system, it is obvious that 
W(s) has no fixed modes if and only if both subsystems {D,,, Nl J} and 
{ Dzi, N,i} have no fixed modes. It is also obvious that if {D, N} is of 
{sufficient information structure, then both {D,,, Nl J} and { D2j, N&} are of 
sufficient information structure. We first discuss the case when T = 2. If the 
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system doesn’t satisfy the connectiveness condition, then we write 
W(S)=( ;’ !$( “d’ 2;) 
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(3.6) 
when both {D,,, N,,} and {D,, iV,, > are left coprime. By Proposition 3.5, 
W(s) has no fixed modes. In the general case that r > 2, if the system doesn’t 
satisfy the connectiveness condition, then decompose the system into the 
form of (3.6). Then examine the subsystems {D,,, N,,} and {D,, N,,} for 
connectiveness. By finite steps, the system is decomposed into upper triangu- 
lar block matrix form: 
/ 
41 * ’ -‘@1 * 
Q22 %2 
(3.7) 
\ 0 Dss, \ N,,, 
{ Dii, Nii }, i E 5, are of complete information structure. Again, by Theorem 
3.8 the system has no fixed mode. m 
The author would like to thank Mr. Sh. Z. Chen and Mr. Z. Z. Han of OUT 
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