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Optical valleytronics in gapped graphene
K. Dini1,2,3, I. V. Iorsh2, A. Bogdanov2 and I. A. Shelykh1,2
1 Science Institute, University of Iceland, Dunhagi 3, IS-107, Reykjavik, Iceland
2 ITMO University, Saint Petersburg 197101, Russia and
3 Division of Physics and Applied Physics, Nanyang Technological University 637371, Singapore
We propose a scheme to trap and filter electrons, valley dependently, on a scale beyond the
diffraction limit, in a gapped Dirac system using a circularly polarized light beam and a micro- scale
metallic resonator. The main mechanism allowing the selection is the valley dependent break of
the time reversal symmetry. Indeed in one valley, the light partially closes the already existing gap
while it opens it in the other one. This difference in the band structure close to the Dirac points,
induces a change in the dynamics of the electrons, leading to a valley router behavior of the system.
PACS numbers:
I. INTRODUCTION
The discovery of graphene, a monolayer of carbon
atoms with low energy linear dispersion, and its unique
electronic properties still continue to create an increas-
ing interest of the scientific community1–3, and initiated
a large amount of studies on a new class of nanostruc-
tures, the Dirac materials. Graphene is characterized by
the gapless energy spectrum, which makes difficult its
application in modern electronic fields. Therefore many
efforts have been dedicated towards the fabrication of
gapped Dirac materials. The spectrum of those materials
is parabolic near the band edge (located at the so-called
Dirac points) but becomes linear far from it. Therefore
electronic properties of such materials strongly depend
on the value of the band gap and, consequently, they
are suitable for potential nanoelectronic applications4–6.
Like in bare gapless graphene, the confinement of Dirac
electrons in such systems, and the wide range of potential
practical applications, are compromised by their ability
to perfectly transmit through arbitrary potentials bar-
riers at normal incidence. This effect is well known for
Dirac particles as the Klein paradox7.
Valley transport in graphene has recently become a
very active field of research since it is expected that the
valley degree of freedom can play the same role as the
electron spin in information processing8–10. Today this
approach is referred as valleytronics and it has many sim-
ilarities with spintronics. In graphene like systems, the
valley degree of freedom exists due to the fact that there
are two inequivalent edges of the Brillouin zone in the
honeycomb lattice labbelled as K and K’. Due to the
large distance between those two valleys in the recipro-
cal space, only scatterers with a range smaller that the
lattice constant can induce intervalley scattering, for that
reason it is usually considered very weak and can be ne-
glected in clean samples. Therefore, the valley index is
a quantum number that can be considered as conserved
for electron transport. A lot of proposals in the literature
were put forward to generate valley-polarized currents by
using graphene nanoribbons10,11, electromagnetic or op-
tical field12,13 and lattice strain14,15.
In the present letter, we propose a way to achieve valley
dependent optical trapping of Dirac electrons in gapped
Dirac systems and to create a valley router. In the frame-
work of condensed matter physics, the basis for optical
trapping is provided by the possibility to locally mod-
ify the energy spectrum of the particles by strong cou-
pling to high frequency electromagnetic field resulting in
the dynamic Stark effect. Strong modifications of the
transport properties in the regime of strong light-matter
couplig have been recently reported for semiconductor
quantum well16–20, carbon nanostructures21–26 and topo-
logical insulators27–29.
Particularly, it has been shown that in gapped Dirac
systems strongly coupled to circularly polarized light the
value of the band gap ∆g is either increased or decreased
valley dependently30. This modification depends on the
intensity I and the frequency ω of the driving field.
Therefore, this mechanism offers a reversible way to con-
trol the electronic properties of the system. Indeed, let
us consider the case of a non-homogeneous intensity of
the driving field i.e. a simple Gaussian shaped beam (see
figure 1). In this case, the band gap is modified in the
vicinity of the beam and it will be unchanged away from
it. Therefore, an electron located inside the illuminated
area, will not be able to escape since there is no available
propagating states. This mechanism has been described
before for bare graphene31 and is similar to the electron
confinement in semiconductor heterostructures when a
layer of narrow band semiconductor is sandwiched be-
tween wide gap materials with the only difference being
that the band mismatch in this case is produced all opti-
cally. In gapped Dirac systems, the valley dependence of
the band gap has to be taken into account, since the gap
increases in one valley and decreases in the other one, the
shined area will respectively be a forbidden area for low
energy electrons or a trapping one. Moreover, since the
energy spectrum is locally changed, electrons propagat-
ing towards the illuminated area feel it as a potential bar-
rier, and therefore valley dependent scattering will occur.
In this letter we propose and describe a system, based on
this principle, which traps electrons valley dependently
and filters electrons moving towards the shinned area.
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FIG. 1: (a) Sketch of the considered system. The presence of a
micro- scale metallic resonator allows to focus high frequancy
electromagnetic field at subwavelength scale (b) Spacial pro-
file of the intensity of the field (c) Spacial dependence of the
gap on the radial distance form the center of the beam in K
(red) valley and K’ (blue) valley.
II. MODEL
The bare system we consider consists of an infinite sin-
gle layer of graphene which lies in the plane r = (x, y) at
z = 0, grown between two 3 nm thick layers of SiO2. We
locally add a circular metallic resonator with a R = 2 µm
radius, centered at (x, y) = 0, the top SiO2 layer is di-
rectly stuck below the top gold plate while on the other
side a thick silicon layer is grown [see Fig 1 (a)]. The res-
onator is added in order to break through the diffraction
limit and to obtain micro-meter scale trap/filter in the
infra-red range. The system is coupled to an electromag-
netic wave propagating along the z-axis. The influence
of the resonator on the effective distribution of the elec-
tromagnetic field is modeled numerically. The in-plane
component of the field is displayed in Fig 1 (b).
In order for the field to be considered as a pure dress-
ing one, the absorption coefficient in the vicinity of the
Dirac point should be close to zero. Therefore, the fre-
quency of the electromagnetic field must be chose to be
high enough to satisfy the condition ωτ ≫ 1 where τ is
a characteristic relaxation time. The low- energy Hamil-
tonian of the system reads:
Hˆ(t) = ~vF
[
ξσˆx
(
kx +
eAx
~
)
+ σˆy
(
ky +
eAy
~
)]
+
∆g
2
σˆz
(1)
where vF is the Fermi velocity, ξ = ±1 the valley index
and σi, i = x, y, are the Pauli matrices. The description
of the electron-photon coupling can be done via the min-
imal coupling approach performing the following canon-
ical transformation: kx,y → kx,y + (e/~)Ax,y where Ax,y
corresponds to the vector potential of the dressing field.
In order to open a band gap at the Dirac points, the
dressing field must be chosen to be circularly polarized:
Ax =
Ex(r, θ)
ω
cos (ωt) , Ay =
Ey(r, θ)
ω
sin (ωt) , (2)
where ω and Ex,y are frequency and amplitudes of the
dressing field.
For the purpose of studying the system in the sta-
tionary regime, we need to reduce Eq 1 to a time-
independent effective Hamiltonain. To do so we here
choose to use the Floquet theory of periodically driven
quantum systems32–35. The main steps are as follows.
The time-dependent Hamiltonian can be expressed as :
Hˆ (r, t) = Hˆ0 + Vˆ exp (iωt) + Vˆ
† exp (−iωt) (3)
where
Hˆ0(t) = ~vF (ξσˆxkx + σˆyky) +
∆g
2
σˆz , (4)
Vˆ (r) =
evF
2ω
(ξExσˆx − iEyσˆy) . (5)
Since the frequency ω is assumed to be high compared
to all characteristic frequencies of the system, the elec-
tron dynamics is not able to follow the fast time oscil-
lations of the vector potential, and the effective time-
independent Hamiltonian can be obtained by Floquet-
Magnus expansion35–37 in powers of ω−1. Restricting
ourselves to the first three terms in the infinite series we
get:
Hˆeff ≈ Hˆ0 +
[
Vˆ , Vˆ †
]
~ω
+
[[
Vˆ , Hˆ0
]
, Vˆ †
]
+ H.c.
2(~ω)2
3(a) t = 0 ps
(b) t = 15 ps (c) t = 22 ps (d) t = 30 ps
(e) t = 15 ps (f ) t = 22 ps (g) t = 30 ps
FIG. 2: Plots of the total electron density, ρ = |ψA|
2+ |ψB|
2, for several values of the evolution time indicated in each subfigure.
Panel (a) corresponds to the initial distribution at t = 0. Panels (b)-(d) correspond to the dynamics in the K valley. Panels
(e)-(g) correspond to the dynamics in the K’ valley. One clearly sees that while electrons located in the K valley escape the
trap, those located in K’ valley remain confined in it.
(a) t = 0 ps
(b) t = 70 ps (c) t = 100ps (d) t = 130ps
(e) t = 70 ps (f ) t = 100 ps (g) t = 130 ps
FIG. 3: Plots of the total electron density, ρ = |ψA|
2+ |ψB|
2, for several values of the evolution time indicated in each subfigure.
Panel (a) corresponds to the initial distribution at t = 0. Panels (b)-(d) correspond to the dynamics in the K valley. Panels
(e)-(g) correspond to the dynamics in the K’ valley. One clearly sees different scattering patterns for electrons in K and K’
valleys.
Using this expression, one can find out the renormal-
ization of the band parameters of the system30, the mod-
ified band-gap can be expressed as:
∆˜g = ∆g
(
1−
(
Ω2x +Ω
2
y
))
− 2ξ~ωΩxΩy (6)
where
Ωx,y =
vF eEx,y
~ω2
(7)
4This term is responsible for the valley dependent trap-
ping of electrons with energy below the bare gap value
and for the valley dependent scattering of electrons. The
position-dependent renormalized Fermi velocity v˜x,y =
vF (1−Ω
2
x,y). One should note that since the distribution
of the field is space dependent, non-commutative terms
appear in the effective Hamiltonian due to the canoni-
cal commutation relation. Those terms are small with
respect to the other terms but are retained in the follow-
ing simulations in order to keep the effective Hamiltonian
Hermitian.
It should be noted that Eq.(6) is derived under the
condition ~ω ≫ ∆g. The gap in such system can be
tuned in the broad range ∆g = 1 − 60 meV
38,39. There-
fore, assuming the gap to be of meV scale, and the field
to be in the far infrared range, we can easily satisfy this
condition.
A. Results and discussion
In order to demonstrate the valley dependence of the
electron dynamic and its consequences on the optical
trapping of electrons in gapped Dirac systems, we first
study numerically the behavior of an electronic wave
packet injected at t = 0 in the center of the resonator.
The dressing field has the following characteristics; in-
tensity I = 300 W/cm2, frequency ω = 33 THz. The
initial average wave vector of the packet is null and its
width is d = 4 µm. The simulation is run for K and K’
independently i.e. the electron wave packet is injected
in one valley at a time. The conservation of the global
intensity has been checked and is verified up to 10−6%.
The results are shown in FIG. 2. From this simulation
one can conclude that, in the valley where the gap in the
area between the metallic plates is lower than elsewhere,
described by panes (e) to (g), electrons cannot find any
possible state to propagate to, and therefore stay in the
vicinity of r = 0. This mechanism has already been de-
scribed in recent studies31. In the other valley, described
by panels (b) to (d), when the gap is smaller, propagat-
ing states with not zero k vectors exist, and depending
on the energy at which the electron is injected, not zero
velocity can be observed. Also, this valley dependence
can be optically controlled using the polarization of the
field. Namely, switching form a clockwise to a counter-
clockwise circular polarization will switch the effect to its
opposite in each valley30.
In order to study the interaction between a propagat-
ing electron wave packet and the light induced valley and
space dependent modification of the gap, it is now intro-
duced at x = −15µm , y = 0 with the same charac-
teristics as the previous study. The results are shown
in Fig.3. From this simulation one can conclude that in
both valleys, the dynamic of the propagation wave packet
is strongly affected by the modification of the gap. In the
K valley, described by panels (e) to (g), where the gap
is decreased, part of the total intensity is transmitted
and will continue to propagate to the right. The appear-
ance of a ”fan” pattern is due to the radial symmetry
of the light induced effective potential. In the K’ val-
ley, the wave packet is scattered in every direction but
the Ox one. Simulations with different initial energies of
the wavepacket have been run, this effect subsists up to
an initial energy of the packet close to the value of the
modified band gap. As in the case of the valley depen-
dent trapping, the valley can be switched by changing
the polarization.
B. Conclusion
In conclusion, in this work we have proposed a scheme
that can both behave as a valley dependent trap for elec-
trons and as a valley router, on a scale lower than the
one usually allowed by the diffraction limit. The basis
on which this results lies on is the all optical valley de-
pendent modification of the band gap. This modification
of the band parameters changes the position of the elec-
tronic propagating states and therefore electrons can be
either trapped, reflected or transmitted. Numerical sim-
ulations supporting the prediction of the trap and filter
behavior of the system are provided. This findings open
the routes to the all-optical manipulation of the valley
transport in 2d materials with the subwavelength resolu-
tion.
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