We propose an approximation algorithm based on the Lagrangian or pricedirective decomposition method to compute an¯-approximate solution of the mixed fractional packing and covering problem: find Ü ¾ such that ´Üµ ´½ ·¯µ , ´Üµ ´½ ¯µ where ´Üµ ´Üµ are vectors with Å nonnegative convex and concave functions, and are Å -dimensional nonnegative vectors and is a convex set that can be queried by an optimization or feasibility oracle. We propose an algorithm that needs only Ç´Å¯ ¾ ÐÒ´Å¯ ½ µµ iterations or calls to the oracle. The main contribution is that the algorithm solves the general mixed fractional packing and covering problem (in contrast to pure fractional packing and covering problems and to the special mixed packing and covering problem with ÁÊ AE · ) and runs in time independent of the so-called width of the problem.
Introduction.
We study mixed fractional packing and covering problems´Å È ¯µ of the following form: Given a vector proof that no vector is feasible (that satisfies Ü ¾ , ´Üµ and ´Üµ ).
W.l.o.g. we may assume that and are equal to the vector of all ones.
The fractional packing problem with convex constraints, i.e. to find Ü ¾ such that ´Üµ ´½ ·¯µ , is solved in [6, 7, 10] algorithms solve also the corresponding min-max and max-min optimization variants within the same number of iterations. Furthermore, the algorithms can be generalized to the case where the block solver has arbitrary approximation ratio [9] [10] [11] .
Further interesting algorithms for the fractional packing and fractional covering problem with linear constraints were developed by Plotkin et al. [14] and Young [16] . These algorithms have a running time that depends linearly on the width -an unbounded function of the input instance. Several relatively complicated techniques were proposed to reduce this dependence. Garg and Könemann [5] described a nice algorithm for the fractional packing problem with linear constraints that needs only Ç´Å¯ ¾ ÐÒÅµ iterations. On the other hand, the algorithm by Grigoriadis et al. [8] is the only known algorithm that solves the fractional covering problem with a number of iterations independently on the width.
For the mixed packing and covering problem (with linear constraints and polytope ), Plotkin et al. [14] proposed also approximation algorithms where the running time depends on the width. Main Ideas: Our algorithm builds on approximation schemes of Grigoriadis et al. [7, 8] and Young [17] . One of the ideas is to combine two different potential functions that were proposed for pure fractional packing and covering problems [7, 8] . We associate here with the packing and covering constraints the following potential function: The main problem is to choose a good step length in order to obtain a fast and width-independent convergence. To achieve this goal we study the following four cases: 
Potential function and price vectors
Let be a nonempty subset of Å ½ Å . During a phase, we eliminate a concave function Ñ (and the corresponding index in ) when the function value Ñ´Ü µ Ì . Let ´Üµ denote the index set corresponding to a given vector Ü ¾ . For simplicity we use ´Üµ (if the dependence is clear).
Potential function
The potential function¨Ø (given above) is well defined for ´Üµ ½ where
Furthermore,¨Ø has the barrier property (i.e.¨Ø´ Ü µ ½ for ½ and for ´Üµ). We define the reduced potential function Ø´Ü µ as the minimum value¨Ø´ Ü µ over ¾´ ´Üµ ½µ for a given Ü ¾ . The unique minimizer ´Üµ can be determined from the first-order optimality condition:
The implicit function ´Üµ approximates ´Üµ. This is important for the further analysis. Notice that Lemma 4 (a) implies that È Å Ñ ½ Ô Ñ´Ü µ Ø ¾.
Price vectors

Our approximation algorithm
In this section we describe the approximation algorithms for the mixed fractional packing and covering problem. First we suppose that there exists a feasible solution Ü ¾ with ´Üµ and ´Üµ . Then the approximation algorithm works as follows: The details of the algorithm are described later in this section (how to compute an initial solution, the stopping rules, the choice of the step length, and the reduction of the step length). For the case where the set of feasible solutions Ü ¾ ´Üµ ´Üµ is empty, we have to modify the program above.
If an inequality Ô´Ü µ Ì ´ Üµ ´½·Øµ È Ô Ñ´Ü µ holds for a block solution Ü, then we can conclude that there is no feasible solution. 
Stopping rules
In the algorithm we stepwise decrease in phases the objective value from ¿Å ¾ to ½ ´½ ¯ ¾µ. In the first phase we decrease ¿Å ¾ to¯½ ½ . After that we set¯× ¯× ½ ¾. 
Choice of the step length
In this subsection we describe the choice of the step length . We suppose that we have computed a vector Ü and an approximate block solution Ü in a phase × such that ´Ü Üµ Ø, Ô The other case will be discussed later (in some cases we have in addition to reduce the step length). For simplification we use ´Üµ´Ü µ. Since each function Ñ is convex and each function Ñ is concave, we get independently on the choice of the following inequalities is bounded by ½ ¾. Suppose from now on that is a feasible step length. Later we will specify different step lengths with ¾´¼ ½µ to obtain the bound´ µ. The proof of Lemma 9 can be found in the full version. In our algorithm we use the following step lengths: . In our algorithm we use the step lengths (see Table 1 ) in dependence on the current vector Ü, the approximate block solution Ü, the minimizer ´Üµ´Ü µ and the price vectors Ô Ô´Ü ´Üµµ, Õ Õ´Ü ´Üµµ.
The main goal now is to prove the following result. The proof can be found in the full version of the paper. 
Ì ÓÖ Ñ ½¼
Analysis of the approximation algorithm
In this subsection we determine the total number of iterations of our algorithm. To do this we calculate first the number of iterations AE × in a single phase ×. Let 
Concluding Remarks
In this paper we have presented an approximation algorithm for the mixed packing and covering problem that uses only Ç´Å¯ ¾ ÐÒ´Å¯ ½ µµ calls to an oracle of the form: compute a Ü ¾ such that ´Üµ ½ and ´Üµ ½.
We note that probably the computation of the convex combination can be avoided and the number of calls to the oracle can be improved to Ç´Å´ÐÒ Å · ¾ ÐÒ¯ ½ µµ. The details will be given in the full paper.
