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1. ÚVOD 
Téma diplomové práce je zaměřeno na řízení procesů pomocí adaptivních 
regulátoru. Princip adaptivních regulátorů spočívá nejen v samotné regulaci procesů, 
ale také v identifikace procesu, která je velmi důležitou součástí jeho řízení. Mezi 
základní identifikační metody, se kterými se můžeme setkat, je např. rekurzivní 
metoda nejmenších čtverců nebo identifikace založená neuronových sítí. Odvětví pro 
identifikaci neuronovými sítěmi je velmi rozsáhlé. Při identifikaci neznámých 
technologických procesů se můžeme setkat s použitím pouze jednoho neuronu 
zvaného také jako perceptron. Velmi často se pro identifikaci neuronovými sítěmi 
využívá Back propagation nebo Levenberg-Marquardtův učící algoritmus. 
Jeden z možných způsobů řízení procesu je řízení pomocí adaptivních 
regulátorů. Adaptivní systém je systém, který přizpůsobuje své vlastnosti měnícím se 
podmínkám v nichž pracuje a to tak, aby své vlastnosti udržoval nebo dokonce 
zlepšoval. Odvětví adaptivního řízení je velmi rozsáhlé a využívá velkého množství 
různých druhů regulátorů. V tomto případě byly využity samočinně se nastavující 
regulátory. Tyto regulátory jsou založené na principu odhadování modelu procesu v 
reálném čase. Důsledkem toho je reakce na dynamické změny procesu nebo 
vstupující rušivý signál. 
Adaptivní regulátor může být složen z různých identifikačních metod a 
různých typů regulátorů. Díky této flexibilitě se můžeme setkat s různými druhy 
nastavení adaptivních regulátorů, které mohou být použity pro různá odvětví řízení 
technologických procesů.  
 K problematice adaptivního řízení již existuje již poměrně velké množství 
informací. Cílem práce bylo spíše seznámit se s těmito informacemi a porovnat je se 
získanými výsledky a realizovat uživatelské prostředí, které by přiblížilo vlastnosti 
jednotlivých prvků (nastavení) identifikačních a regulačních metod.    
 
 
 
 
 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně 
 
 
 
11 
2. IDENTIFIKACE PROCESŮ 
Identifikace je nezbytná součást pro řízení systémů. Při řízení je důležité znát 
proces, který řídíme neboli soustavu, na kterou má být regulátor navržen. Soustavu 
se tedy snažíme co nejvěrohodněji převést do matematického modelu, se kterým 
potom pracujeme. Cílem modelu je přiblížit se k chování procesu. Protože můžeme 
pracovat s různými metodami identifikace, různými tvary modelu a různými návrhy 
regulátoru, bude nutné zvažovat i specifické vlastnosti u každé použité metody. 
Model můžeme získat rovněž matematickou analýzou fyzikálně chemických 
pochodů v uvažovaném procesu nebo analýzou naměřených dat. V případě modelů 
pro adaptivní řízení výrazně dominuje druhý přístup, i když nelze opomíjet ani první 
variantu. 
Při tvorbě modelu se snažíme najít funkci f, která popisuje chování výstupu 
soustavy y(t) jako funkci vstupních veličin, akčních veličin u(t), případně dalších 
měřených veličin, které mohou ovlivňovat výstup jako např. měřené poruchové 
veličiny v(t). Předpokládejme tedy funkci ve tvaru: 
)),(),(()( ttvtufty =  (2.1) 
Na reálný proces působí různé poruchy reprezentující převážně neměřitelné 
vlivy okolí procesu, změny pracovního bodu nebo působení případných dalších 
regulačních obvodů. Tyto vlivy zahrnujeme mezi náhodné - stochastické vlivy. 
Obecnější tvar modelu můžeme charakterizovat vztahem: 
)()),(),(()( tnttvtufty +=  (2.2) 
kde n(t) je člen respektující stochastické vlivy [1]. 
 
Postup odvození matematického modelu je složen z více fází: 
• plánování experimentu 
• volba struktury modelu 
• volba vhodného kritéria kvality 
• metody odhadu parametrů 
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• odhad parametrů 
• test shody chování modelu a systému 
• ověřování chování modelu a systému 
 
NEPARAMETRICKÉ METODY 
• analýza přechodové charakteristiky 
• korelační analýza 
• frekvenční analýza 
• spektrální analýza 
2.1 IDENTIFIKACE PRO ADAPTIVNÍ ŘÍZENÍ 
 
Při identifikaci v adaptivním řízení se odhadují parametry regresního modelu 
ARX (auto regresive exogenous), kde může být použita např. metoda nejmenších 
čtverců. Důležitými vlastnostmi při identifikaci jsou následující podmínky: 
• Vstupy do řízeného procesu jsou generovány zpětnovazebním regulátorem. 
• Regulátor by měl být navržen tak, aby při působení poruchy v řídicí smyčce ji 
kompenzoval a stabilizoval proces. Poruchy značně ovlivňují identifikaci, a proto 
musíme dbát na to, jestli je odhad parametrů dobře určen. 
• Identifikační proces u adaptivního řízení je časově náročný. Naidentifikované 
parametry během řízení nejsou konstantní. 
• Identifikace musí dávat výsledky za různých pracovních podmínek procesu. 
• Během provádění procesu identifikace nelze měnit strukturu identifikovaného 
modelu. 
• Identifikační algoritmus musí být numericky spolehlivý a dostatečně rychlý[3]. 
 
2.1.1 Typické problémy identifikace  
• Pří startu adaptivního algoritmu je důležité, aby počáteční podmínky identifikace 
byly velmi podobné apriorní informaci, která se snaží zajistit parametry modelu 
velmi podobné skutečným hodnotám. Její hlavní význam je takový, že odhady 
parametrů modelu musí reprezentovat chování modelu od počátku procesu 
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identifikace. Získaná data z regulátoru nejsou vždy dostatečné informativní, a 
proto se chová apriorní informace jako minimální bezpečná informace. 
 
• Počátečními podmínkami identifikační metody jsou odhady parametrů a jejich 
kovariační matice. Metoda kovariační matice je obtížná a nedoceněná. Jako dobrá 
a používaná metoda je metoda fiktivních dat, kde pomocí velmi zjednodušeného 
diskrétního modelu dostatečně reprezentující proces jsou vygenerována data. 
 
• Zpracováním těchto fiktivních dat podobně jako by byly získány z reálného 
procesu, lze získat počáteční odhady a kovarianční matici. Problém je, že tato data 
nelze zpracovat obvyklým postupem při použití metody nejmenších čtverců. Je si 
třeba uvědomit, že jednotlivé dílčí složky apriorní informace mohou být i částečně 
protichůdné, ale v každém případě je třeba tuto informaci brát jen s určitou 
pravděpodobností. Proto tyto data použijeme pouze jednorázově pro návrh 
regulátoru. 
 
• Při sledování časově proměnných parametrů lze problém řešit pomocí metody 
exponenciálního zapomínání. Nejznámější metodou exponenciálního zapomínání 
je metoda, kde vliv starších dat na odhady parametrů a kovariační matice 
exponenciálně klesá. Nedostatkem metody exponenciálního zapomínaní v 
adaptivním režimu je ztráta informací, když je proces natolik ustálen, že získáme 
jen málo informací o vlastnostech procesu [3]. 
2.2 METODY IDENTIFIKACE POMOCÍ MODELŮ 
 
Model MA (Moving Average) 
Tento model se také označuje jako filtr typu konečná impulsová odezva (Finite 
Impulse Response -FIR) 
Model je určen tvarem: )(
)()()(
zu
zy
zBzF ==  (2.2.1) 
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Vhodná perioda vzorkování bývá volena takto 
9515
1
6
1 TT ÷= , (2.2.2) 
přičemž T95 je hodnota času, za kterou výstup nabude 95% amplitudy při vstupující 
veličině o tvaru jednotkového skoku. 
Také se můžeme setkat i s jinou metodou návrhu periody vzorkování, kterou 
určil Jantzen. V této metodě je hodnota GTT 1.0= , kde TG je součet všech časových 
konstant mezi vstupem a výstupem. 
 
Model AR (Auto-Regressive) 
Model je typu „nekonečná impulsová odezva“ - Infinite Impulse Response IIR 
a je určen podle přenosové funkce: 
)(
)(
)(
1)(
zu
zy
zA
zF ==  (2.2.3) 
Model se vyznačuje poměrně malou numerickou stabilitou a přesností výpočtů, 
proto je využíván při zpracování stochastických procesů. Výstup zde závisí jen na 
okamžité hodnotě vstupního šumu a na minulých hodnotách výstupů, které jsou 
váženy koeficienty ai. Proto se model nazývá autoregresní[1]. 
 
Model ARMA (Auto-Regressive Moving Average) 
Model ARMA a jeho modifikace jsou nejpoužívanější modely při identifikaci. 
Model je typu IIR. Výpočtové algoritmy pracující s daty získanými z reálných 
experimentů, a proto musí mít poměrně robustní vlastnosti[1]. 
 
Model ARMAX, ARX 
Tyto modely jsou vhodné pro průběžnou identifikaci v reálném procesu. Velmi 
obecný diskrétní popis dynamického systému se dá zapsat jako funkce předchozích 
hodnot měřených veličin, které popisuje vztah 
)(]),(),...2(),1(
),(),...2(),1(),(),...2(),1([)(
knkndkvkvkv
nbkkkukunakykykyfky
+−−−
−−−−−−=
 (2.2.4) 
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kde y(k) je hodnota výstupní veličiny v k-tém okamžiku vzorkování. 
Problémem je v bližší specifikaci stochastického členu. Poruchu n(k) lze 
modelovat tak, že ji budeme reprezentovat signálem, který vznikne průchodem šumu 
známých vlastností určitým filtrem. Vlastnosti poruchy jsou pak charakterizovány 
tímto filtrem. Filtr, podobně jako soustavu, lze popsat závislostí zpožděných 
vstupních a výstupních veličin. Dostáváme tak 
 
]),(),...2(),1(),(),(),...2(),1(
),(),...2(),1(),(),...2(),1([)(
knckekekekendkvkvkv
nbkkkukunakykykyfky
ssss −−−−−−
−−−−−−=
, 
(2.2.5) 
kde es(k) je náhodná, měření nepřístupná složka. 
 
Pokud se omezíme na lineární funkci f dostáváme známý model ARMAX 
(Auto-Regressive Moving Average with eXogenous variable): 
∑ ∑∑∑
= ===
−++−+−+−=
nd
i
nc
i sisi
nb
i i
na
i i
ikeckeikvdikubikyaky
1 111
)()()()()()(  
(2.2.6) 
nebo v zápise pomocí operátoru zpoždění 1−z . 
sezCvzDuzByzA )()()()( 1111 −−−− ++= ,  (2.2.7) 
kde jednotlivé polynomy rovnice (2.2.7) mají tvar 
nd
nd
nc
nc
nb
nb
na
na
zdzdzdzD
zczczczC
zbzbzbzB
zazazazA
−−−−
−−−−
−−−−
−−−−
+++=
++++=
+++=
++++=
....)(
....1)(
....)(
....1)(
1
2
1
1
1
1
2
1
1
1
1
2
1
1
1
1
2
1
1
1
  (2.2.8) 
 
Model ARMAX není příliš  vhodný pro adaptivní řízení, protože pokud 
budeme určovat koeficienty polynomu A,B,C a D, tak z naměřených dat nejsme 
schopní určit hodnotu šumu a skutečný výstup bez působení šumu. Z toho vyplývá, 
že nejsme schopni určit koeficienty polynomu C(z-1), protože fiktivní šum es je 
neměřitelný [1]. 
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Proto se při návrzích adaptivních regulátorů vychází většinou z regresního 
modelu typu ARMA označovaný v literatuře jako (ARX), který modeluje výstup 
soustavy podle vztahu: 
)()()()()(
1 11
keikvdikubikyaky s
nb
i
nd
i
ii
na
i
i +−+−+−−= ∑ ∑∑
= ==
. (2.2.9) 
 
Tento vztah lze napsat také ve tvaru: 
sevzDuzByzA ++=
−−− )()()( 111 . (2.2.10) 
 
 
Obr. 2.1: Blokové schéma regresního modelu ARX[1]. 
 
Zápis modelu ARX ve vektorovém tvaru: 
)](),....,2(),1(
),(),....,2(),1(),(),....,2(),1([)1(
],.....,,,,....,,,,.....,,[)(
)()1()()(
212121
ndkvkvkv
nbkkkukunakykykyk
dddbbbaaak
kekkky
T
ndnbna
T
s
T
−−−
−−−−−−−−−=−
=
+−=
ϕ
θ
ϕθ
 
(2.2.11),(2.2.12),(2.2.13) 
Kde: θ (k) je vektor parametrů vyšetřovaného modelu 
φT(k-1) je sloupcový vektor dat 
 
Věrohodnost modelu od reálného procesu nám v podstatné míře ovlivňuje 
perioda vzorkování. Přenos otevřené smyčky modelu musí obsahovat alespoň jeden 
)(
)(
1
1
−
−
zA
zD
 
)(
1
1−zA
 
)(
)(
1
1
−
−
zA
zB
v 
es 
u 
n 
y 
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krok dopravního zpoždění. Kvalitu použitého regresního modelu posuzujeme 
primárně podle chyby predikce, tj. odchylky 
)(ˆ)()(ˆ kykyke −= , (2.2.14) 
kde pro výpočet predikované výstupní veličiny )(ˆ ky  se použije vztah 
0)( =kes . Chyba predikce hraje klíčovou roli při identifikaci parametrů regresního 
modelu z naměřených dat. Při výběru řádu regresního modelu je důležité hledět na 
periodu vzorkování. Pokud by chtělo být dosaženo co nejmenší chyby predikce a 
také toho, aby chyba predikce představovala nekorelovaný šum, musí být uplatněn 
vzorkovací teorém [1]. 
 
METODY ODHADOVÁNÍ PARAMETRŮ MODELU 
Pro odhadování parametrů v reálném čase jsou nejvhodnější průběžné 
(rekurzivní) procedury, přičemž nové odhady v kroku k se získají tak, že novými 
daty se opraví staré odhady. )1(ˆ −kθ  v čase k-1 [1]. 
 
Nejznámější rekurzivní procedury: 
 
• odhady parametrů ARX 
1. Rekurzivní metoda nejmenších čtverců 
2. Rekurzivní metoda instrumentální proměnné 
3. Metoda stochastické aproximace 
 
• odhady parametrů modelu ARMAX 
1. Rekurzivní rozšířená metoda nejmenších čtverců 
2. Rekurzivní metoda maximální věrohodnosti 
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2.2.1 Metoda nejmenších čtverců 
 
JEDNORÁZOVÁ METODA 
Tuto metodu jako první použil a publikoval K. G. Gauss již v roce 1795. 
Základní myšlenka spočívá v tom, že odhad vektoru parametrů minimalizuje součet 
kvadrátů chyb, tj. že je splněna podmínka b. 
min)(
2
1)(
2
1)(
2
1
2
1
→−=−= ∑∑
==
j
i
xiim
j
i
ivim byyybJ  (2.2.1.1) 
∑
∑
∑
=
=
=
=
=→=−−=
∂
∂
j
i
i
j
i
imi
i
j
i
xiimbb
x
yx
bxbybJ
b
1
2
1
1
ˆ
0)()(2
2
1|)(  (2.2.1.2) 
 
 
Model můžeme popsat také experimentální regresní rovnicí: 
 
)5.1.2.2())()........()()(()(
)4.1.2.2()........(
)3.1.2.2().().(.......).().().()(ˆ
321
321
332211
iiiii
iiiiiiy
n
T
T
n
T
nn
ϕϕϕϕϕ
θθθθθ
εθϕθϕθϕθϕθϕ
=
=
+=++++=
 
 
Kde: yˆ  je odhad výstupní veličiny modelu 
 θ  je hledaný vektor neznámých parametrů 
 ϕ  je vektor známých měřených funkcí 
 i  je krok výpočtu 
 ε  je chyba v kroku výpočtu  
 iϕ  je označován jako vektor regresní proměnné 
 
První odhad parametrů modelu můžeme učinit až po n měřeních a to pouze za 
předpokladu, že parametry vektoru θ, které chceme identifikovat, se během trvání 
identifikace nemění [1]. 
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Přepsáno do maticového zápisu 
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θεεθ Φ−=→+Φ= yy  (2.2.1.6) 
 
Hledáme minimum účelové funkce, 
)()(
2
1
2
1
2
1)( 2 θθεεεθ Φ−Φ−=== yyJ TT  (2.2.1.7) 
jejíž minimum získáme, když derivaci podle vektoru parametrů θ  položíme rovnu 
nule. 
yTT ΦΦΦ= −1)(θ  (2.2.1.8) 
 
Ze vztahu (2.2.1.8) je vyjádřena kovariační matice a označena jak P(i) 
( ) 1)( −ΦΦ= TiP  (2.2.1.9) 
 
PRŮBĚŽNÁ METODA 
K výpočtu odhadů parametrů modelu procesu pro samočinně se nastavující 
regulátor je nutná identifikace v reálném čase. Princip je takový, že nově naměřené 
hodnoty se používají pouze pro opravu původních odhadů, čímž klesá výpočetní 
složitost. 
yiiPi T )()()( Φ=θ  (2.2.1.10) 
 
V dalším kroku (i+1) rozšíříme matici o další řádek: 
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[ ] 
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i
iT
y
y
iiiPi ϕθ  (2.2.1.12) 
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Vypočteme )1( +iP pro určení )1( +iθ : 
[ ] [ ] 1
1
)1()1()()()1(
)()1(),()( −
−
+++ΦΦ=











+Φ
Φ
+Φ= iiii
i
i
iiiP TTT
T ϕϕϕ  (2.2.1.13) 
S použitím lemmy o inverzi matici: 
111111 )()( −−−−−− +−=+ AbbAbIbAAbbA TTT  (2.2.1.14) 
dostaneme hledaný vztah 
[ ] )()1()1()()1(1)1()()()1( 1 iPiiiPiiiPiPiP TT +++++−=+ − ϕϕϕϕ  (2.2.1.15) 
Nadále musí odvodit vektor odhadu parametrů:  
[ ] 
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
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

+Φ+=+
+1
)1(),()1()1(
i
iT
y
y
iiiPi ϕθ  (2.2.1.16) 
 
Po úpravách dostáváme vztahy, 
( )
[ ]
)19.1.2.2()()1()1()()1(
)18.1.2.2()1()()1(1)1()()1(
)17.1.2.2()()1()1()1()()1(
1
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−
ϕ
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kde )()1()1( iiiy T θϕ +−+  znamená rozdíl měřené hodnoty a hodnoty 
predikované. K(i+1) je v podstatě váhový součinitel, který určuje s jakým vlivem se 
má tento rozdíl vzít v úvahu a tím urychlit (zpozdit) nový výpočet parametrů[1][3]. 
 
EXPONENCIÁLNÍ ZAPOMÍNÁNÍ 
Jestliže požadujeme, aby algoritmus byl schopen sledovat pomalé změny 
parametrů identifikovaného procesu, můžeme toho dosáhnout technikou 
exponenciálního zapomínání. Potom minimalizujeme modifikované kritérium 
( ) )()( 22 iJ
k
koi
ik
k ελθ ∑
=
−
= , (2.2.1.20) 
kde 10 2 ≤< λ  je faktor exponenciálního zapomínání a modifikované rovnice 
jsou tedy ve tvaru[1] 
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2.3 IDENTIFIKACE POMOCI NEURONOVÝCH SÍTÍ 
 
2.3.1 Úvod a historie 
Neuronová (umělá) síť je systém sestávající z výpočetních jednotek – neuronů 
(neuron, node, unit), viz. Obr. 2.2, které jsou mezi sebou vzájemně propojeny spoji. 
Schopností adaptovat tyto váhy tj. učit se (learning, training, adaptation, adaptive 
dynamics) na základě trénovacích vzorů, které umožňují realizovat kvalitativně 
novou funkci implicitně obsaženou v trénovacích datech. Důležitou vlastností 
neuronových sítí je kromě schopnosti učit se také schopnost zevšeobecňování 
(generalizace) získaných poznatků. Je to tedy schopnost správně reagovat i na 
neznámé vstupy, na které nebyla neuronová síť naučena. Umělé neuronové sítě jsou 
inspirovány poznatky z oblasti neurofyziologie, neboli funkcí nervových buněk a 
mozku živých organismů. 
 
Obr. 2.2: Formální neuron, kde x1,...,xn jsou vstupy,w1,.....,wn jsou váhy spojů, 
x0=1 je formální vstup, w0=-θ bias, ξ je vnitřní potenciál, y je výstup neuronů 
získaný aplikací aktivační funkce na potenciál [5]. 
Za počátek vzniku neuronových sítí lze považovat rok 1943, kdy W. 
McCulloch a W. Pitts matematicky popsali jednoduchý model neuronu. Ukázali, že 
pomocí vzájemného propojení těchto neuronů lze realizovat libovolnou funkci. 
Postupem času se objevovaly nové typy neuronových sítí. 
ξ 
w0 = -Ө 
xn 
x2 
x1 
w1 
w2 
wn 
x0 = 1 
y= f(ξ) 
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V roce 1986 byl D. Rumelhartem, G. Hintonem a R. Williamsem popsán učící 
algoritmus zpětného šíření (back propagation), který umožňoval učit vícevrstevnou 
perceptronovou síť a vyřešit tak problém funkce XOR. 
V současné době existuje řada prací, které se zabývají neuronovými sítěmi, jejich 
modifikacemi, učícími pravidly a rychlejšími učícími algoritmy včetně řady aplikací. 
Nejvíce zájmu se soustřeďuje kolem vícevrstevné perceptronové sítě, která je 
nejznámější a nejrozšířenější. Existují desítky algoritmů učení této neuronové sítě. 
Velmi úspěšným algoritmem je například Levenbergův-Marquardtův učící 
algoritmus vícevrstvé perceptronové sítě z roku 1994 založený na modifikaci 
Newtonovy metody [3]. 
 
2.3.2 Základní model umělého neuronu 
Každý umělý neuron obsahuje konečný počet vstupů xn a jediný výstup y. 
Tento jediný výstup je samozřejmě možno rozmnožit do potřebného počtu kopií 
neboli vstupů do následných neuronů. Na aktuální stav neuronu je potřeba nahlížet 
jako na dynamický systém, protože stav vlastností neuronu je proměnný v čase[5]. 
 
VSTUPY DO NEURONŮ 
Vstupy do neuronů xi, bývají převážně většinou reálná čísla. Hodnoty vstupů 
neuronů jsou zapsány do vstupního vektoru [ ]ni xxxX ,.......,,.......,1= , který obsahuje 
kvalitativní konkrétní hodnoty. Vstupní veličiny nabývají booleovských hodnot ve 
smyslu ano nebo ne, tato hodnota je vyjádřena přímo reálným číslem. 
 
VÁHY SPOJENÍ - wi 
Váhy spojení ovlivňují jednotlivé vstupy do neuronů a tím i celou 
neuronovou síť. Každý vstup do neuronu je ohodnocen určitou hodnotou příslušné 
váhy spojení. Tato hodnota reprezentuje citlivost, s jakou příslušný vstup působí na 
výstup z neuronu. Váhy spojení neuronu jsou vyjadřovány obvykle reálnými čísly, 
jejichž hodnoty vypovídají o průchodnosti, případně o důležitosti daného spojení[5].  
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UMĚLÁ NEURONOVÁ SÍŤ  
Základním blokem umělé neuronové sítě je umělý neuron, nebo také jeho 
matematický model. Tento matematický model by se velmi obtížně algoritmicky  
vyjadřoval, pokud by šlo o nelineární systém. Jelikož, ale UNS má možnost a 
vlastnost „učení“, tak je takto namodelovaný systém možno použít k dalšímu 
zpracovaní [5]. 
 
2.3.3 Učení neuronové sítě 
Je to dynamický proces, při kterém dochází k modifikaci vhodných 
nastavitelných parametrů, jejíž cílem je docílit požadované shody mezi výstupem ze 
soustavy a výstupem z neuronové sítě. K modifikaci parametrů většinou dochází u 
vah, ale je možno také měnit například strmost aktivační funkce. Jsou definovány 
dvě metody učení a to induktivní nebo deduktivní. Induktivní učení vyvozuje 
všeobecně platné závěry na základě pozorování množiny jevů, zatím co deduktivní 
učení se zabývá pozorováním jednoho jevu a jeho následnou analýzou[5]. 
 
HEBBŮV ZÁKON UČENÍ 
Je založen na principu zda je neuron ve stavu aktivním nebo v neaktivním. 
Metodika je taková, že pokud jsou spolu propojené dva neurony a jsou ve stejném 
okamžiku aktivní, tak se velikost vazby mezi nimi zesílí. Naopak pokud jsou ve 
stejném okamžiku neaktivní, tak se vazba zeslabí. Lze to popsat matematickým 
vztahem 
)()( kxkxw jiij α=∆ , (2.3.3.1) 
kde jx  je presynaptický stav neuronu, ix  je postsynaptický stav neuronu a α  
představuje zesílení procesu učení[5]. 
 
UČENÍ S UČITELEM – chybové učení 
Hledá se transformační funkce UNS a je dána vždy dvojicí hodnot, kde 
hodnota ix  je vstupní proměnná a požadovaný výstup je iy . Hodnoty iy  se 
porovnávají se skutečným výstupem neuronové sítě iyˆ  a dochází k hledání co 
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největší shody mezi skutečným a požadovaným výstupem.Také dohází k modifikaci 
hodnot vah. Můžeme na to nahlížet jako na proces, ve kterém hledáme minimum 
chybové funkce [5]. 
[ ]∑
=
−=
M
i
ii kyksysE
1
2)(),(ˆ)(  (2.3.3.2) 
Kde: s je pořadové číslo epochy trénování 
 M je počet vzorů trénovací množiny 
 k je pořadové číslo vzoru trénovací množiny 
 )(ky  jsou žádané hodnoty na výstupu z neuronové sítě 
 ).(ˆ sky  jsou skutečné hodnoty z výstupu neuronové sítě 
 
UČENÍ BEZ UČITELE – samoorganizace, mapy  
Tento typ učení je založen na schopnosti neuronových sítí rozeznat ve svých 
vstupech stejné nebo podobné vlastnosti a třídit tak předkládané vektory podle těchto 
vlastností. Principem učení je výpočet vzdálenosti mezi vzory a aktuálními 
hodnotami. Jsou hledány minimální vzdálenosti vzorů. Procesu samoorganizace se 
používá v případech, kdy neznáme učicí množinu [5]. 
 
2.3.4 Typy neuronových sítí 
 
NEURONOVÁ SÍŤ TYPU PERCEPTRON 
Perceptronové neuronové sítě patří mezi nejznámější a v praxi 
nejpoužívanější neuronové sítě. Učení perceptronu probíhá s učitelem. Můžeme se 
setkat se dvěma druhy neuronových sítí, kde síť tvoří jeden neuron(perceptron) nebo 
více neuronu pak se síť nazývá vícevrstvý perceptron. Důležitou podmínkou pro 
správnou funkci perceptronu je, že vstupní data musí být lineárně separabilní[5]. 
Matematické vyjádření výstupu perceptronu je: 




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<
=
∑
∑
=
=
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ii
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xwpro
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00
 (2.3.4.1) 
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Nadále ještě musíme provést modifikaci vah během procesu učení, kterou 
nám popisuje vztah  
iii xew α=∆  (2.3.4.2) 
Kde: α  je koeficient rychlosti učení 
 ie  je chybová hodnota aktuálního výstupu 
 ix  je hodnoty vstupní proměnné 
 
HOPFÍELDOVA NEURONOVÁ SÍŤ 
Je to jednovrstvá síť, kde neurony jsou zapojeny každý s každým kromě sama 
sebe. Tato neuronová síť NS má tolik neuronu, kolik je vstupu resp. výstupů NS. 
Výstup každého neuronu je přes váhy spojení ijw  opětovně přiváděn na vstupy 
ostatních neuronů, čímž vzniká uzavřená smyčka (zpětná vazba). Hopfieldovu síť 
tedy řadíme do skupiny rekurentních (zpětnovazebních) neuronových sítí. 
 
KOHONENOVA NEURONOVÁ SÍŤ 
Kohonenova neuronová síť patří do skupiny samoorganizujících se 
neuronových sítí. Obsahuje pouze jednu jedinou vrstvu neuronů. 
 
NEURONOVÁ SÍŤ ART (Adaptive Resonance Theory) 
Jedná se o asociativní paměť, která v procesu učení nevyžaduje učitele. 
 
DOPŘEDNÁ NEURONOVÁ SÍŤ 
Základní charakteristikou dopředné neuronové sítě DNS je to, že propojení 
neuronů existuje pouze mezi sousedními vrstvami a pouze jedním směrem, z čehož 
plyne, že nemá zpětnou vazbu. 
 
Pro učení byl vyvinut algoritmus zpětné šíření chyby E, což je také nazýván 
jako BP algoritmus (Back Propagation algorithm )[5]. 
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2.3.5 Back Propagation učící metoda 
Back propagation učící metoda je známá jako gradientní metoda identifikace. 
Její využití je především pro trénování neuronových sítí. Při identifikaci neznámých 
procesu poskytuje horší výsledky. Tato metoda je však velmi rozšířená pro svou 
jednoduchost a malou časovou náročnost. Následující vztah popisuje algoritmus této 
metody: 
( ) ( ) ( ) ( )( ) ( ) ( ) ( )( ) ( )11111 ++−++−−+=+ kkkkykkkk T ϕθϕµθθηθθ  (2.3.5.1) 
 
 Aktualizace odhadovaných parametrů modelu je u této metody prováděna 
podobným principem jako u průběžné metody nejmenších čtverců. Tímto se tato 
metoda setkává se stejnými problémy jako metoda nejmenších čtverců. 
 Ve vztahu (2.3.5.1) je obsažen parametr konstanty učení µ a parametr η 
nazývaný jako momentum[7]. 
 Počáteční nastavení vah vektoru parametru θ  je nastaveno náhodně v 
intervalu ( )1,0 . V tomto intervalu jsou také nastaveny parametry µ a η. 
 
2.3.6 Levenberg-Marquardt učící metoda 
Tato meto využívá iterativního algoritmu pro numerické řešení problému 
minimalizace sumy čtverce kvadrátů obecné nelineární funkce. Dynamický systém 
můžeme považovat jako nelineární systém, protože obsahuje saturaci díky A/D a 
D/A převodníku, který zajišťuje transformaci signálu vstupů a výstupů. 
Levenberg-Marquardt (LM) identifikace pracuje na principu hledání 
globálního minima chyby mezi posledními výstupy procesu a výstupy modelu přes 
paměť posledních hodnot: 
 ( ) ( ) ( ) ( )[ ]pkkkkX −−= ϕϕϕ K1  (2.3.6.1) 
 
Velikost paměti je dána koeficientem p. 
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Algoritmus pro výpočet odhadu parametru je popsán vztahem: 
( ) ( ) ( ) ( )[ ] ( ) ( )kiEkiJIkiJkiJkiki TT |||||1| 1−+−=+ αθθ , (2.3.6.2) 
kde α je tlumící konstanta, ( )kiE |  je vektor chyb mezi odhadovaným výstupem 
modelu a výstupem identifikovaného procesu podle vztahu: 
 ( ) ( ) ( ) ( )kkXkTkE TT Θ−=  (2.3.6.3) 
 ( ) ( ) ( ) ( )[ ]pkykykykT −−= K1  (2.3.6.4) 
 
Matice J(k) reprezentuje nejlepší lineární aproximaci k diferencovatelnému vektoru 
hodnot funkce blízko daného bodu a je aktualizována v každém iteračním kroku. 
 ( ) ( )( )
( ) ( ) ( )( )
( ) ( )kXk
kkXkT
k
kEkJ T
TT
−=
Θ∂
Θ−∂
=
Θ∂
∂
=  (2.3.6.5) 
 Počáteční nastavení vah vektoru parametru θ  je nastaveno náhodně, α se volí 
nenulová.[8] 
 
2.4 OVĚŘENÍ IDENTIFIKAČNÍCH ALGORITMŮ V SIMULACI 
 
Během ověřování naprogramovaných identifikačních algoritmů byla 
prováděna simulace pomocí programu Matlab/Simulink. Jelikož se jednalo o řízení 
dynamických soustav, které nám popisují nějaký reálný systém, tak musel být získán 
co nejvěrohodnější model, který tomuto reálnému systému odpovídal. Parametry 
modelu byly získány jeho identifikací, kdy byl prováden odhad parametrů modelu z 
výstupních dat y ze systému (soustavy) a vstupních dat u do systému (soustavy). 
Řízení procesu v závislosti na získaných datech z reálného systému nebylo 
zatím provedeno, protože tato část bude probrána v části projektu zabývající se 
regulací. Nadcházející získané poznatky a tvrzení byly získány za okolností, kdy byl 
reálny systém nahrazen simulační modelem soustavy. 
Simulační soustavy byly zvoleny z Benchmarkových systémů pro PID 
regulaci[9] . 
Systém 1: 41 )1(
1)(
+
=
p
pF  (2.4.1) 
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Jedná se o systém, který má vícenásobný kořen ve jmenovateli (s vícenásobným 
pólem). 
Systém 2: )36()1(
)6()( 2
2
2
++
+
=
ppp
ppF  (2.4.2) 
 
Tento přenos odpovídá podmíněnému stabilnímu systému. 
Systém 3: )1.0()1(
1.0)( 23 ++= pppF  (2.4.3) 
 
V systému je obsažen jeden dvojnásobný pól a pól o řád nižší. 
 
Vypracování programové části projektu bylo zaměřeno na možnosti 
identifikace neznámých systémů (soustav). Jak už bylo zmiňováno v teoretické části, 
můžeme se setkat s identifikací pomocí metody nejmenších čtverců nebo pomocí 
metody založené na identifikaci pomocí neuronových sítí. 
 
NASTAVENÍ PARAMETRU METODY NEJMENŠÍCH ČTVERCŮ 
Jak už je všeobecně známo, tak při řízení pomocí adaptivního regulátoru je 
nutné provádět on-line identifikaci. Můžeme se s ní setkat i pod názvem rekurzivní 
metoda identifikace. U rekurzivní metody je nutná počáteční inicializace stavů a 
vektorů příslušných parametrů. Při počáteční inicializaci vektoru musíme dodržovat 
základní podmínky, které byly zmiňovány již v teoretické části. Tedy mezi vektory 
potřebné k inicializaci patří vektoryθ , ϕ  a jednotková kovariační matice P. Všechny 
tři proměnné mají stejnou dimenzi. Tím je myšleno to, že pokud je daná soustava 
aproximována polynomy třetího řádu (čitatel, jmenovatel), tak výsledná dimenze 
vektorů proměnných je šestého řádu. 
V našem případě pro identifikací třetího řádu je inicializace následující: 
 
 [ ]000001=θ  (2.4.4) 
 
 [ ]000001=ϕ  (2.4.5) 
 
 
910∗= IP  (2.4.6) 
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Parametr I je jednotková matice (čtvercová) sejného rozměru jako parametry 
θ  a ϕ . Nastavení počáteční hodnoty kovariační matice P je v mnoha literaturách 
uváděno různě a pro práci byla zvolena hodnota podle vztahu (2.4.6). 
Jelikož byla pro identifikaci použita rekurzivní metoda nejmenších čtverců s 
exponenciálním zapomínáním λ, tak bylo nutné nastavit hodnotu této proměnné. 
Velikost hodnoty λ byla volena v rozmezí 0.995 až 1, kdy se při hodnotě 1 
exponenciální zapomínání neprojeví. 
Po inicializaci byl proveden výpočet parametrů θ  a následně došlo k 
aktualizaci vektoruϕ . 
 
IDENTIFIKACE POMOCÍ METODY NEURONOVÝCH SÍTÍ 
Pro identifikaci soustavy byl použit pouze jeden neuron s lineární přenosovou 
funkcí, přičemž jeden neuron byl plně postačující. Výstupní váhy neuronu přímo 
určovaly hodnoty parametrů modelu. Bylo by také možné použít neuronovou síť s 
více neurony, ale bylo by z nich obtížné získávat parametry modelu. Obě již 
zmiňované metody jak metoda Back Propagation, tak metoda Levenberg-Marquardt 
byly naprogramovány a použity pro identifikaci simulačních soustav a reálného 
procesu. 
 
POROVNÁNÍ IDENTIFIKAČNÍCH METOD NEJMENŠÍCH ČTVERCŮ A 
NEURONOVÝCH SÍTÍ 
Pro porovnání jednotlivých metod identifikace byly použity integrální 
kritéria. Výpočet kritérií bylo provedeno na všech třech uvedených soustavách. 
Soubor hodnot výpočtu kritérií pro všechny soustavy je v souboru přiložených 
materiálů kriteria.m. 
 
Na soustavách byla provedena následující kritéria[10]: 
• Lineární kritériu ( )∑
=
=
N
k
L keJ
0
 (2.4.7) 
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• Kvadratické kritérium ( )( )∑
=
=
N
k
k keJ
0
2
 (2.4.8) 
• ITAE lineární kritérium ( ) kkeJ N
k
LITAE ∑
=
−
=
0
.  (2.4.9) 
• ITAE kvadratické kritérium ( )( ) kkeJ N
k
KITAE ∑
=
−
=
0
2
 (2.4.10) 
 
Dílčí nastavení metod: 
Soustavy byly buzeny obdélníkovým signálem o periodě sT 160=  a 
amplitudě ±5 V. Délka identifikace byla nastavena na 500 s a perioda vzorkovaní 
sTvz 5,0=  byla nastavena pro všechny metody identifikace stejná. 
U metody RLS byl nastaven parametr koeficient zapomínání 995,0=λ . 
Pro metody BP byly zvoleny následující parametry : 008,0=η ; 01,0=µ ; 
paměť = 50 ; 100=iterace . 
U metody LM byly nastaveny parametry na následující hodnoty: 200=paměť  ; 
100=iterace ; 001.0=α . 
 
Kritéria vycházejí z chyby predikce, která je získána rozdílem skutečného 
výstupu a odhadovaného výstupu. 
 
Vypočtená kritéria pro soustavu č.1 (2.4.1) 
Metoda\Kritérium Lineární  Kvadratické  ITAE lineární  ITAE kvadratické 
Metoda RLS 32.3713 24.3379 8512.7 6612.9 
Metoda BP 39.0088 28.0131 9084.5 6996.6 
Metoda LM 32.4152 24.1585 8575 6557.9 
Tab. 2.1: Vypočtená kritéria pro dané metody 
Vypočtená kritéria pro soustavu č.2 (2.4.2) 
Hodnoty kritérií pro soustavu č.2 nejsou zobrazeny v tabulce, protože 
soustava obsahuje integrátor. Tento integrátor způsobuje při vstupujícím signálu 
nárůst výstupní hodnoty ze simulační soustavy na takové hodnoty, které už nejsou 
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použitelné v reálném procesu. Hodnoty kritérií v tomto případě nepodávají 
věrohodné výsledky. Tento problémem bude řešen v následující části. 
 
Vypočtená kritéria pro soustavu č.3 (2.4.3) 
Metoda\Kritérium Lineární  Kvadratické  ITAE lineární  ITAE kvadratické 
Metoda RLS 31.6261 6.7324 8368.4 1852.9 
Metoda BP 35.6110 8.4987 8906.5 2173.5 
Metoda LM 31.5623 6.7271 8369.5 1852.9 
Tab. 2.2: Vypočtená kritéria pro dané metody 
 
Jelikož má na kvalitu identifikace podstatný vliv řád modelu odhadovaných 
parametrů, tak bylo provedeno kriteriální vyhodnocení kvality identifikace pro 
soustavu č.3 v závislosti na řádu modelu odhadované soustavy. 
 
Pro kriteriální vyhodnocení identifikace v závislosti na řádu odhadovaného 
modelu, byl zvolen vstupní signál do soustavy o průběhu jednotkového skoku s 
amplitudou 1 a délkou simulace 100 s. Vypočtená kritéria jsou zobrazeny v Tab. 2.3. 
 
Řád modelu\Kritérium Metoda\Kritérium  Kvadratické ITAE lineární 
RLS 0.0002276 1.51291 
BP 0.0202 11.0811 
Model 1.řádu 
LM 0.0001789 0.810311 
RLS 0.000104 0.5557 
BP 0.01619 6.8469 
Model 2.řádu 
LM 0.0001564 0.6525 
RLS 0.0001025 0.5722 
BP 0.0142 4.9622 
Model 3.řádu 
LM 0.000132 0.6017 
Tab. 2.3: Vypočtená kritéria pro dané metody v závislosti na řádu odhadovaného 
modelu. 
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Pro porovnání jednotlivých metod identifikace jsou zde uvedeny přechodové 
charakteristiky pro soustavu č.3. Na Obr. 2.3 je pouze počátek přechodové 
charakteristiky s periodou vzorkování Tvz =0.5 s a na následujícím Obr. 2.4 je 
zobrazen přechodový děj po delší hodnotu časového intervalu. 
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Obr. 2.3: Vykreslení přechodových charakteristik pro různé metody identifikace 
simulační soustavy č.3 v menším časovém intervalu. 
0 50 100 150 200 250
-6
-4
-2
0
2
4
6
t[s]
A[
-
]
Zidentifikovane prechodove charakteristiky pro soustavu c.3.
 
 
zadana hodnota
skutecny vystup
odhadovany vystup BP
odhadovany vystup LM
odhadovany vystup NC
 
Obr. 2.4: Vykreslení přechodových charakteristik pro různé metody identifikace 
simulační soustavy č.3 ve větším časovém intervalu. 
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 Jednotlivé metody identifikace byly testovány na simulačních soustavách, 
které jsou uvedeny výše. Mezi nejzákladnější vlastnosti identifikací, které byly 
sledovány patří rychlost identifikace, numerická stabilita a nebo správnost nastavení 
identifikačních parametru, pro získání co nejpřesnějšího modelu v závislosti na 
rychlosti konvergence ke skutečnému průběhu simulační soustavy. 
 Pro porovnání byly vyzdviženy dvě kritéria a to kvadratické kritérium, které 
dává všem chybám stejnou váhu, v jakémkoliv kroku a ITAE kritérium, které 
penalizuje chybu predikce krokem, ve kterém k ní došlo. 
Z Tab. 2.1 a Tab. 2.2 je vidět, že hodnoty kritérií jsou řádové úplně rozdílné 
oproti hodnotám kritérií v Tab. 2.3. Tento rozdíl hodnot pro dané kritéria je 
způsoben signálem, který budí identifikační soustavu. Z jednotlivých tabulek je 
zřejmé, že nejlepší výsledky podává rekurzivní metoda nejmenších čtverců a z 
identifikačních metod neuronových sítí identifikace pomocí metody LM. 
Při identifikování soustavy č.2, která obsahuje integrátor, podávala nejhorší 
výsledky metoda identifikace BP. Tato metoda oproti zbylým dvou metodám 
numericky selhala, což je jeden z jejich hlavních nedostatků. Problém numerické 
nestability byl způsoben velkou hodnotou naintegrovaného výstupního signálu ze 
soustavy. Numerická stabilita algoritmu by se dala docílit vhodně zvolenou délkou 
simulace, což ale problém neřeší. Tento algoritmus je numericky stabilní i pro 
soustavy s astatismem, pokud je použit v souvislosti s regulátorem ve 
zpětnovazebním řízení. Toto použití bude uvedeno v následující kapitole. 
Při porovnání kritérií v Tab. 2.3 ve většině případů vychází jako nejlepší 
identifikační metoda RLS. Pro identifikaci modelem prvního řádu vychází lépe 
metoda LM. Jak je již uvedeno, tak hodnoty kritérií v závislosti na velikosti řádu 
odhadovaného modelu jsou různé. Z těchto hodnot pro jednotlivé řády modelu je 
charakterizující, jak je důležité vhodně zvolit řád odhadovaného modelu, abychom 
získali co nejpřesnější model daného technologického procesu (simulační soustavy). 
Díky zkušenostem během simulací bylo zjištěno, že průběžná metoda 
nejmenších čtverců je daleko rychlejší oproti metodám založeném na NN algoritmu, 
který využívá při identifikaci iterativního mechanismu, což způsobuje jejich 
pomalost. Metoda LM je ještě o něco náročnější kvůli výpočtu inverze matice, která 
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u prvních dvou metod není. Metoda LM rychleji konverguje ke skutečnému výstupu 
soustavy oproti metodě BP.  
 
2.4.1 Vizualizační uživatelské rozhraní  
Pro vytvoření vizualizačního rozhraní byl použit program Matlab/Handle 
Graphics [6]. Pomocí tohoto nástroje můžeme vytvářet uživatelské prostředí, které 
nám poskytuje snadné a pohodlné ovládání naprogramovaných částí námi 
požadovaného softwaru. Uživatelské prostředí je složeno ze softwarového hlediska z 
modelovacích schémat *.mdl a obslužných m-file souboru, které jsou z hlavního 
obslužného souboru volány. 
 Prostředí bylo barevně rozděleno z důvodu orientačního hlediska, kde jedna 
část slouží jako vstupující parametry pro identifikaci a druhá jako vystupní parametry 
identifikace. 
 První část vstupních parametrů byla rozdělena na bloky. Mezi základní prvky 
nastavení pro identifikaci bylo zvolení řádu a koeficientů identifikační soustavy, 
zvolení odhadovaného identifikačního modelu, budícího signálu, vstupující poruchy, 
kvantizace a dílčí nastavení jednotlivých zvolených metod identifikace. 
 Druhá výstupní část byla taktéž rozdělena na bloky, kde mezi hlavní patří 
zobrazení přenosu odhadovaných parametrů identifikační soustavy, kriteriální 
vyhodnocení a zobrazení přechodových dějů. Při identifikaci si můžeme zvolit podle 
jakého kritéria budeme kvalitu identifikace hodnotit. Získané přechodové 
charakteristiky se mohou vykreslovat z odhadovaných operátorových přenosů nebo z 
aktuálních predikovaných hodnot výstupu. U metody nejmenších čtverců je zde 
možnost náhledu kovariační matice. Po skončení identifikace je také možnost průběh 
identifikace krokovat. 
 Okna přechodových charakteristiky je možné pomocí tool-baru upravovat a 
následně třeba uložit. Tento program by měl sloužit spíše pro pochopení jednotlivých 
nastavitelných koeficientů a činnosti dílčího algoritmu jako takového. 
 Na následujících obrazcích (Obr 2.5 – Obr. 2.8) je zobrazeno dané 
uživatelské prostředí s nastavenou simulační soustavou. 
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Obr. 2.5: Vytvořené uživatelské prostředí pro identifikaci simulačních soustav. 
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Obr. 2.6: Výstupní průběhy identifikací simulační soustavy. 
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Obr. 2.7: Zobrazení náhledu kovariační matice u metody RLS. 
 
Hlavní obslužný soubor IdentifikaceNC.m zajistí spuštění identifikačního 
uživatelského rozhraní. 
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3. ADAPTIVNÍ ŘÍZENÍ 
Adaptace je vlastnost přizpůsobovat své chování okolnímu prostředí. 
Systémy, které jsou schopny adaptace, jsou jak systémy přírodní tak technické. 
Adaptivní systémy použité v kybernetice mohou měnit svůj stav nebo strukturu a 
můžeme ovlivňovat jejich stav nebo výstup systému. 
Adaptivní systém je popsán třemi vstupy a jedním výstupem. Mezi vstupní 
veličiny se řadí žádaná hodnota w, porucha v, která je neměřitelná a další informací 
je požadované chování Ω . Jediným výstupem je výstup y 
),,( θvwfy = , (3.1) 
Kde θ  je změna parametrů chování. 
 
Za parametr θ  se volí pro každou kombinaci (w,v, θ ) takový parametr *θ , 
aby minimalizoval ztrátu Q (za jednotku času nebo za určitý časový úsek). 
Q ( ) ( )θθ ,,,min*,,, vwvw Ω=Ω  (3.2) 
 
Adaptace je tedy proces, kterým se hledá *θ  a trvá to tak dlouho, pokud 
tento parametr není nalezen. Charakteristickým rysem adaptivního systému je 
skutečnost, že k procesu adaptace dochází vždy pokud dojde ke změně projevu 
prostředí w nebo v nebo ke změně požadovaného chování Ω . Adaptivní systém 
adaptaci stále opakuje i při opětovném projevu prostředí  a vyžaduje stálou informaci 
o požadovaném  chování. Učící systém zhodnocuje opakované adaptace [3]. 
 
Pomoci adaptivních a učících se systémů lze řešit následující úlohy: 
 
• průběžnou identifikaci, používají se samočinně se přizpůsobující modely 
• řízení systémů o nichž máme málo apriorních informací a nedovedeme přitom 
předem stanovit strukturu a parametry řídicích algoritmu 
• rozpoznávání předmětů nebo situací  a jejich třídění 
• manipulace s předměty ,tj. záměna jejich polohy v prostoru 
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Ukazatele chování můžou mít různý charakter: 
 
• žádný překmit přechodové charakteristiky uzavřeného regulačního obvodu na 
skokovou změnu řídicí nebo poruchové veličiny 
• doba regulace  
• minimální hodnoty různých integrálních kritérií 
• amplituda a frekvence vlastních kmitů a nelineárních obvodů 
• frekvenční spektrum uzavřeného regulačního obvodu 
• zvolená hodnota amplitudové a fázové bezpečnosti apod. 
 
Adaptaci na změnu parametrů nebo struktury soustavy lze uskutečnit: 
• vhodnou změnou stavitelných parametrů regulátoru 
• změnou struktury regulátoru 
• generováním vhodného přídavného vstupního signálu 
 
Adaptivní systém je takový systém, který mění způsob zpracování regulační 
odchylky, což znamená, že adaptuje řídicí zákon na neznámé podmínky. Adaptivitu 
lze také nazvat za jakou si zpětnou vazbu vyšší úrovně, která mění parametry 
regulátoru podle požadované kvality regulačního pochodu. Zatím co oproti tomu 
klasický zpětnovazební algoritmus, využívá zpětné vazby ke kompenzování neznámé 
poruchy. Zpětná vazba určuje velikost regulační odchylky ywe −= . V každém 
případě je způsob zpracování regulační odchylky stejný [3]. 
3.1 OBECNÉ ROZDĚLENÍ REGULÁTORŮ 
 
Adaptivní řídicí systémy můžeme rozdělit na regulátory: 
1. S heuristickým přístupem 
2. Samočinně se nastavující regulátory STC 
• založené na explicitní identifikaci 
• založené na implicitní identifikaci 
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3. S referenčním modelem MRAS 
• s parametrickým nastavením 
• se signálním nastavením 
4. S proměnnou strukturou 
5. Optimální a suboptimální regulátory 
• prediktivní regulátory 
 
ZALOŽENÉ NA HEURISTICKÉM PŘÍSTUPU 
V této metodě dochází k adaptaci přímému vyhodnocování průběhu 
regulované veličiny nebo vybraného kritéria kvality regulačního děje. Jako 
algoritmus se většinou využívá číslicový PID regulátor a jako kritérium se volí míra 
kmitavosti regulované veličiny nebo její odchylky. Tato metoda nevyžaduje 
identifikaci regulované soustavy. Vyhodnocuje se regulovaná veličina nebo odchylka 
a podle této hodnoty dojde ke změně parametru regulátoru. 
 
 
Obr. 3.1: Blokové schéma heuristického přístupu k adaptivnímu řízení [3]. 
 
 
Kde: w je žádaná hodnota 
e je regulační odchylka 
q je parametr potřebný k přenastavení regulátoru 
u je velikost akčního zásahu 
v je porucha vstupující do systému 
y je výstupní veličina systému 
Měření a vyhodnocení 
kritéria 
Výpočet parametrů 
regulátoru 
u w Regulovaná soustava Regulátor 
e 
q v 
y 
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S REFERNČNÍM MODELEM 
Základní princip je takový, že referenční model udává žádanou odezvu ym, 
případně požadovaný vstupní vektor xm na vstupní signál u. Jedná se o systém s 
vynuceným chováním, kde porovnáváním vynuceného chování s chováním 
stavitelného systému dostáváme adaptační odchylku ε, kterou se snažíme 
minimalizovat. 
Toto zapojení s referenčním modelem je možné použít jak pro řízení tak pro 
identifikaci parametrů modelu procesu nebo pro estimaci stavu systému [3]. 
 
 
Obr. 3.2: Základní blokové schéma adaptivního systému s referenčním modelem [3]. 
 
 
 
SAMOČINNĚ SE NASTAVUJÍCÍ REGULÁTORY 
Tato metoda je založena na průběžném odhadování vlastností soustavy a 
poruch působících na systém. Samočinně nastavující se regulátor je označován také 
jako STC. Při použití této metody můžeme klást jako cíle např.: 
• automatické seřízení číslicového regulátoru 
• zlepšení regulace při přítomnosti nestacionárních poruch 
• zachycení změn parametrů řízené soustavy, které mohou být způsobeny různými 
technologickými příčinami 
Adaptační 
algoritmus 
Referenční model 
+ 
ys 
u ε 
poruchy 
Stavitelný systém 
ym 
- 
měřitelné poruchy 
Adaptace s parametrickým 
nastavením 
Adaptace se  
signálním  
nastavením 
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• následné zlepšení regulačních pochodů daného procesu vhodnou změnou 
parametrů číslicového regulátoru 
 
Obr. 3.3: Základní blokové schéma adaptivního systému s referenčním modelem [3]. 
 
 
Implicitní – u těchto regulátorů hledáme vztah mezi vstupem a výstupem z procesu, 
kde se definují přímo parametry regulátoru bez toho, aby se tyto parametry 
přepočítávaly z odhadů parametrů modelu procesu. 
Explicitní – regulátory využívají syntézy odhadu parametrů modelu procesu. 
Auto-tuning – zde se využívá jednorázového automatického nastavení regulátoru, 
kde tento princip je vhodný pro řízení deterministických procesu, kdy se identifikace 
vypíná po seřízení regulátoru [3]. 
3.2 ZÍSKÁNÍ KRITICKÝCH PARAMETRŮ POMOCÍ ZIEGLER-
NICHOLSOVA KRITÉRIA.  
 
Pro získání kritických parametrů je nutné postupně zvyšovat zesílení 
proporcionálního regulátoru až do té doby, kdy výstupní veličina uzavřeného 
regulačního obvodu kmitá s konstantní amplitudou a systém je tedy na mezi stability. 
V okamžiku, kdy systém dosáhne meze stability, získáme hodnotu kritického zesílení 
Kpk a ze známého průběhu odečteme kritickou periodu kmitů Tk. Kritické parametry 
můžeme získat pro modely prvního, druhého, třetího až n-tého řádu. V adaptivním 
regulátoru byl použit algoritmus získání kritických parametrů pro model druhého a 
třetího řádu. 
výpočet 
parametrů 
regulátor proces 
průběžná 
identifikace 
u(k) y(k) w(k) e(k) 
θ  
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně 
 
 
 
43 
Při porovnávání regulačních procesů byl mimo jiné použit i adaptivní PSD 
regulátor a klasický PSD regulátor. Klasický PSD regulátor nevyužívá 
identifikačního algoritmu pro nastavení konstant regulátoru. U PSD regulátoru je 
nutné přednastavit konstanty K, TI  a TD, které jsou modifikovány kritickým 
zesílením Kpk a kritickou periodou kmitů Tk. 
V literatuře se můžeme setkat se dvěmi základními nastaveními. První 
doporučené nastavení je zobrazeno v Tab. 3.1. Druhé nastavení regulátoru s 
omezením kmitavého průběhu je zobrazeno taktéž v Tab. 3.1, kde výstupní 
přechodová charakteristika je regulována na jeden viditelný překmit [3]. 
 
Typ Doporučené nastavení PID PID s omezením kmitavého průběhu 
----- K TI TD K TI TD 
PID 0.6Kkrit 0.5Tkrit 0.125Tkrit 0.3Kkrit Tkrit 0.125Tkrit 
PI 0.45Kkrit 0.83Tkrit  0.2Kkrit Tkrit  
P 0.5Kkrit   0.25Kkrit   
Tab. 3.1: Nastavení konstant PSD regulátoru. 
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Algoritmus výpočtu kritického zesílení a periody kmitů pro model 2.řádu. 
 
Obr. 3.4: Vývojový diagram pro výpočet parametrů regulátoru pro soustavu 2.řádu 
[3]. 
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Algoritmus výpočtu kritického zesílení a periody kmitů pro model 3.řádu  
 
Obr. 3.5: Vývojový diagram pro výpočet parametrů regulátoru pro soustavu 3.řádu 
[3]. 
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3.3 REGULÁTORY POUŽITÉ PRO ADAPTIVNÍ ŘÍZENÍ 
3.3.1 PSD regulátor s filtrací derivační složky 
V průmyslu je většina regulátorů v současné době diskrétního typu. Výhodou 
je možnost realizace řady dalších variant řídicích algoritmů jako je např. filtrace 
žádané hodnoty, použití nelineárních řídicích algoritmů. U některých regulátorů se 
můžeme setkat i s vlastností automatické nastavování parametrů regulátoru (self-
tuning). U diskrétních regulátorů je integrační složka nahrazena sumou. Při určení 
vzorkovací frekvence musíme vzít v úvahu vzorkovací teorém, pro který platí: 
max2
2
ω
pi
ω >=
TT
 (3.3.1.1) 
Ovšem pro praktickou realizaci se volí alespoň max6ωω ≥T . (3.3.1.2) 
Na regulátor působí celá řada rušivých signálů. Při realizaci PSD regulátoru 
musíme dbát na to, aby analogový filtr dostatečně potlačil rušivé signály s frekvencí 
vyšší než je frekvence vzorkování. Při zkracování periody vzorkování narůstá 
amplituda derivační složky, proto se používá filtrace derivační složky [2]. 
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Obr. 3.6: PSD regulátor s filtrací derivační složky [2]. 
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3.3.2 Takahashiho regulátor 
 
Akční zásah regulátoru je popsán následující rovnicí[2]: 
( ) ( ) ( )[ ] ( ) ( )[ ] ( ) ( ) ( )[ ] ( )12121 −+−−−−⋅+−+−−= kukykykyKkykwKkykyKku DIP
(3.3.2.1) 
Pro výpočet členů KP, KI, a KD v rovnici (4.3.2.1)jsou použity následující vztahy: 
)4.2.3.3(
40
3
)3.2.3.3(2,1
)2.2.3.3(
2
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vz
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⋅
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⋅
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Kde: KKRIT – kritické zesílení, při kterém je proces na mezi stability 
 TKRIT – perioda kmitů při kritickém zesílení 
Takahashihho regulátor je velmi často používán jako adaptivní regulátor. 
 Pro výpočet parametrů tohoto regulátoru je zapotřebí zjistit kritické zesílení 
KKRIT a periodu kritických kmitů TKRIT. Algoritmus pro výpočet kritických parametrů 
druhého a třetího řádu modelu je uveden na Obr. 3.4 a Obr. 3.5. 
 
3.3.3 Dahlinův regulátor 
Tento regulátor pro výpočet akčního zásahu v přírůstkovém tvaru využívá 
vztah: 
( ) [ ] )1()2()1(2)()()1()(
0
0
−+






−+−−++−−= kukekeke
T
Tke
T
TkekeKku D
I
P  
(3.3.3.1) 
Vektor odhadu parametrů je ve tvaru : [ ]121 ˆ,ˆ,ˆ)(ˆ baakT =θ , 0ˆ2 =b  (3.3.3.2) 
 
Z toho vyplývá, že vektor dat je ve tvaru: 
[ ])1(),1(),1()1( −−−−−=− kukykykTφ  (3.3.3.3) 
 
Pro výpočet hodnoty akčního zásahu je nutné znát hodnoty jednotlivých parametrů 
regulátoru, pro které byly odvozeny následující vztahy: 
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(3.3.3.4), (3.3.3.5), (3.3.3.6) 
Parametr Q obsažený v rovnici(3.3.3.6), je definován vztahem 
B
T
eQ
0
1
−
−= , (3.3.3.7) 
kde B je seřizovací faktor, který charakterizuje dominantní časovou konstantu 
přechodové funkce jako odezvy na změnu žádané hodnoty regulované veličiny 
uzavřeného regulačního obvodu. Na hodnotě koeficientu B závisí rychlost odezvy 
uzavřeného regulačního obvodu[3]. 
 
3.4 OVĚŘENÍ REGULAČNÍCH ALGORITMŮ V SIMULACI 
Navržené adaptivní regulátory byly testovány na simulačních soustavách. 
Adaptivní regulátor je složen z identifikačního algoritmu, metody pro získání 
kritického proporcionálního zesílení Kpk a kritické periody kmitů Tk a samotného 
dílčího algoritmu daného regulátoru. 
Po výpočtu akčního zásahu u(k) z regulátoru a zjištění nové aktuální hodnoty 
výstupu ze soustavy, se provede aktualizace vektoru parametrů ϕ . Nežli se provede 
aktualizace vektoru ϕ , tak dojde k omezení integrační složky (anti-windupu). K K 
tomu však dojde pouze tehdy je-ji akční zásah větší než maximální nastavená 
hodnota přebuzení. 
Na Obr. 3.7 je popsán jeden celý regulační cyklus pro danou hodnotu vzorku 
v diskrétním čase. Na obrázku je znázorněna také proměnná krok, která zajišťuje v 
deseti krocích předběžnou identifikaci a získání odhadovaných parametrů modelu θ . 
Po těchto deseti krocích identifikace se připojí daný dílčí regulátor, který vypočte 
akční zásah působící na reálný (simulační) proces. V následující části algoritmu se 
provede aktualizace vektoru ϕ . 
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Obr. 3.7: Zjednodušené blokové algoritmu adaptivního regulátoru. 
 
3.4.1 Řízení technologického procesu na simulačních modelech 
Regulační soustavy: 
Soustava č.1 (3.4.1.1) a soustava č.2 (3.4.1.2) byly již využívány pro 
porovnání identifikačních algoritmů v předchozí kapitole. Tyto soustavy jsou také 
využity pro simulování řízených technologických procesů. Soustava č.2 (3.4.1.2)byla 
upravena na soustavu č.3 (3.4.1.3), kde tato soustava bude využita při simulaci 
změny dynamiky soustavy (technologického procesu). 
soustava č.1 41 )1(
1)(
+
=
p
pF  (3.4.1.1) 
soustava č.2 )36()1(
)6()( 2
2
2
++
+
=
ppp
ppF  (3.4.1.2) 
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soustava č.3 )20()1(
)2)(6()( 23 ++
++
=
ppp
pppF  (3.4.1.3) 
Během simulace řízení technologického procesu byly použity následující 
regulátory. Pro porovnání s adaptivními regulátory byl zvolen klasický regulátor bez 
identifikačního algoritmu. Tento zvolený regulátor je diskrétní ekvivalent PID 
regulátoru s filtrací derivační složky. Mezi základní typy dílčích adaptivních 
regulátoru byl zvolen PSD regulátor s filtrací derivační složky. U tohoto regulátoru je 
možné nastavování parametrů podle klasického, nebo modifikovaného Ziegler-
Nicholsova nastavení regulátoru. Jako další použitý dílčí regulátor byl Takahashiho 
regulátor a Dahlinův regulátor. 
Všechny regulátory jsou porovnávány při vzorkovací periodě sTVZ 5.0= . U 
všech použitých regulátorů je nastaveno omezení akčního zásahu V10± . Tyto 
nastavené parametry jsou dodrženy ve všech případech simulací, a proto je zapotřebí 
s tím počítat. 
První simulační část je zaměřena na porovnání přechodových dějů regulátorů 
na jednotlivé soustavy. V tomto prvotním simulování je u adaptivních regulátorů 
použita rekurzivní metoda identifikace nejmenších čtverců. Při identifikaci je u této 
metody vždy nastaven koeficient zapomínání na hodnotu 995.0=λ . Z výsledných 
přechodových dějů byl vybrán regulátor poskytující nejlepší průběhy přechodových 
dějů. Průběhy byly hodnoceny podle požadavků rychlosti konvergence k žádané 
hodnotě, minimálnímu překmitu, rychlé odezvy na nulovou ustálenou odchylku a 
stabilitu regulačního procesu. Tento regulátor je výhradně požit v druhé simulační 
části. 
V druhé části je pro porovnávání použit klasický PSD regulátor a adaptivní 
Takahashiho regulátor. Tato část je zaměřena především na stabilitu identifikačních 
algoritmů. Identifikační algoritmy, které jsou použity v simulaci technologických 
procesu jsou následující: rekurzivní metoda nejmenších čtverců (RLS), gradientní 
metoda učení známá jako Back Propagation algoritmus (BP) a v neposlední řadě i 
aproximace gradientní metody a Gauss-Newtonovy metody nelineární regrese, 
kterou popisuje metoda Levenberg-Marquardt (LM). 
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Ve třetí části jsou popsány získané poznatky při řízení reálného procesu. Této 
části ale odpovídá následující kapitola. 
 
Parametry pevně nastaveného PSD regulátoru jsou pro všechny případy 
nastaveny podle modifikovaného Ziegler-Nicholsova kritéria. Tyto získané 
parametry byly částečně modifikovány pro získání lepších průběhů přechodových 
dějů. Jelikož prvotní nastavení poskytovalo velmi podobné výsledky, tak nejsou 
konstanty regulátoru K ,TI  a TD nijak modifikovány. 
 
Pro všechny simulace bylo použito jednotné nastavení budícího 
obdélníkového signálu s amplitudou = 3 V, periodou = 160 s a vstupujícím časem 
poruchy t = 200 s s amplitudoup = 0,6 V. Perioda vzorkovaní TVZ =0,5 s 
V přechodovém ději působí skoková porucha v čase t = 200 s; K = 0,65; 
TI = 5,94; TD = 0,74; N = 3; 
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Obr. 3.8: Odezva na působící skokovou poruchu adaptivních PSD regulátorů a 
klasického PSD regulátoru pro soustavu č.2 (3.4.1.2). 
Pro adaptivní regulátory byla použita identifikace pomocí rekurzivní metody 
nejmenších čtverců. Na průbězích přechodových dějů je zobrazeno, že adaptivní 
regulátory při startu simulace podávají více kmitavou odezvu přechodového děje 
oproti pevně nastavenému PSD regulátoru. Tato kmitavost u adaptivních regulátorů 
je způsobena připojením regulátoru do regulačního cyklu. Regulátor je připojen po 
10 krocích, tedy při vzorkovací periodě TVZ = 0.5 s. Čas připojení regulátoru je po 
5 s. Pevně nastaveny PSD regulátor má daleko hladší přechodový děj v prvotní části 
simulace, protože akčním zásahem působí na soustavu již v prvním kroku simulace. 
Při porovnání obou adaptivních regulátorů poskytuje adaptivní PSD regulátor s 
omezením kmitavého průběhu lepší průběh. Hodnocení průběhu bylo posuzováno 
podle prvního viditelného překmitu při změně žádané hodnoty a rychlosti 
vyregulování na nulovou ustálenou odchylku. V přechodovém ději působí skoková 
porucha v čase t = 200 s; K = 0,65; TI = 5,94; TD = 0,74; N = 3; 
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Obr. 3.9: Odezva na působící skokovou poruchu adapt. PSD reg., Takahashiho reg., 
Dahlinova reg. a klasického PSD regulátoru pro soustavu č.2 (3.4.1.2). 
Na Obr. 3.9 jsou zobrazeny průběhy adaptivního PSD podle modifikovaného 
Z-N nastavení, Takahashiho regulátoru a pevně nastaveného PSD regulátoru. Opět je 
zde zobrazena kmitavost průběhu po připojení adaptivních regulátorů. Průběh 
přechodového děje Takahashiho regulátoru, který nebyl zobrazen na Obr. 3.9 je 
nejlepší z uvedených regulátorů. Takahashiho regulátor poskytuje velmi rychlou 
odezvu přechodového děje na změnu žádané hodnoty a minimální překmit při této 
změně. Při vstupující poruše v čase t = 200 s tento regulátor velmi rychle a s malý 
překmitem vyreguluje poruchu na nulovou ustálenou odchylku. Nejvyšší překmit při 
změně žádané hodnoty a vstupující poruše přechodového děje poskytuje adaptivní 
PSD regulátor nastaven podle modifikovaného Z-N nastavení. 
Na této soustavě byl testován i Dahlinův regulátor, ale vzhledem k tomu, že 
regulace vždy selhala, tak zde není uveden. U regulátoru byl měněn seřizovací faktor 
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B v rozmezí 0,1 až 10, ale i přes toto nastavení se nepovedlo přivést regulační děj do 
stabilního stavu. 
Druhé ověření simulace je provedeno na soustavě č.1 (3.4.1.1), která má 
čtyřnásobný pól ve jmenovateli soustavy. 
V přechodovém ději působí skoková porucha v čase t = 200 s; K = 0,97; 
TI = 7,02; TD = 0,87; N = 3; 
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Obr. 3.10: Odezva na působící skokovou poruchu adaptivních PSD regulátorů a 
klasického PSD regulátoru pro soustavu č.1(3.4.1.1). 
 
Na přechodových dějích regulátoru soustavy č.1 zobrazené v Obr. 3.10 je 
charakterizováno, že soustava je pomalejšího charakteru, tedy stačí když se získá 
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přesnější odhadovaný model soustavy a poté při přepnutí regulátoru po 10 krocích 
nedochází k prvotnímu rozkmitání soustavy. Při porovnání adaptivního PSD 
regulátoru nastaveného podle modifikovaného nastavení Z-N a pevně nastaveného 
PSD regulátoru jsou charakteristiky přechodových jevů velmi podobné. Podobnost 
charakteristik byla určena podle dynamiky přechodového děje na změnu žádané 
hodnoty a vyregulování poruchy. 
V přechodovém ději působí skoková porucha v čase t = 200 s; K = 0,97; 
TI = 7,02; TD = 0,87; N = 3; 
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Obr. 3.11: Odezva na působící skokovou poruchu adapt. PSD reg., Takahashiho 
regulátoru., Dahlinova regulátoru a klasického PSD regulátoru pro 
soustavu č.1 (3.4.1.1). 
Přechodový děj Dahlinova regulátoru pro soustavu č.1 (3.4.1.1), podává 
velmi podobné výsledky jako ostatní regulátory. Pouze při zapnutí regulátoru po 10 
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krocích poskytuje větší první viditelný překmit než ostatní regulátory. Poruchu 
vstupující v čase t =200 s vyreguloval podobnou odezvou jako pevně nastavený PSD 
regulátor. Poruchu opět nejlépe vyreguloval Takahashiho regulátor. Jelikož jsou 
konstanty  Dahlinova regulátoru nastavovány pouze ze tří koeficientů odhadovaného 
modelu [ ]121 ˆ,ˆ,ˆ baa , tak je pro řízení důležité znát poměrně přesné parametry 
identifikačního modelu odpovídající reálnému procesu. Dahlinův regulátor je spíše 
použitelný pro pomalejší reálné procesy. 
 
Pro následují simulační procesy byl vybrán Takahashiho regulátor, protože 
poskytuje nejlepší průběhy regulačních dějů pro dané soustavy. Za pomocí 
Takahashiho regulátoru a pevně nastaveného PSD regulátoru jsou porovnávány 
přechodové děje v závislosti na identifikačních metodách a na změně dynamiky 
soustavy. 
Identifikace technologického procesu obnáší různá nastavená pro jednotlivé 
metody identifikace. I v tomto případě byla zvolena perioda vzorkováni TVZ = 0.5 s. 
 
Metoda RLS: koeficient zapomínání 995.0=λ  
Metoda BP: paměť = 400; 10=iterace ; 05,0=η ; 01,0=µ ; 
Metoda LM: 200=paměť  ; 10=iterace ; 01.0=α  
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Obr. 3.12: Odezva na působící skokovou poruchu při porovnání identifikačních 
metod RLS,BP,LM s modelem 3.řádu a Takahashiho reg., pro soustavu 
č.2 (3.4.1.2). 
Porovnávání identifikačních algoritmů pro model 3.řádu s použitým 
Takahashiho regulátorem je zobrazen na Obr. 3.12. Přechodové děje identifikačních 
algoritmů při připojení regulátoru podávají různě velikou hodnotu amplitudy prvního 
viditelného překmitu. Největší hodnota amplitudy je u identifikace RLS, která byla 
připojena po čase 5 s. U identifikace pomocí neuronových sítí je regulátor připojen 
již po 3 s z čehož vyplívá nižší velikost amplitudy prvních překmitů. 
Na velikosti překmitu má významný vliv dynamika soustavy. Jelikož se jedná 
o soustavu s poměrně rychlou dynamikou přechodového děje, tak v neřízeném stavu 
tj. když počet kroků je menší než nastavená mez kroků připnutí regulátoru, nabývá 
hodnota výstupu soustavy poměrně velké hodnoty, na kterou po připojení regulátoru 
musí regulátor reagovat akčním zásahem. 
Při vstupu poruchy v čase t = 200s reaguje regulátor se všemi druhy 
identifikace na poruchu velmi podobnou hodnotou akčního zásahu. Pokud na 
soustavu působí porucha a dochází ke změně žádané hodnoty v čase t = 320 s, tak 
přechodový děj u regulátoru s identifikací RLS a LM je rychlého charakteru s 
rychlím tlumeným vyregulováním na žádanou hodnotu. Zatímco přechodový děj ve 
stejných časových okamžicích poskytuje více kmitavou odezvu oproti předem 
uváděným identifikacím. 
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V čase t = 350 s je zobrazeno lehké zaváhání regulátoru, což je nejspíše 
způsobeno nesprávnou identifikací (změna parametrů identifikovaného modelu). 
 Přechodové děje různých metod identifikace s modelem 2.řádu a Takahashiho 
regulátorem jsou zobrazeny v Obr. 3.13. Počáteční nastavení identifikačních 
algoritmů je stejné jako u identifikace s modelem 3.řádu. Průběhy přechodových dějů 
po době, kdy je připojen regulátor, jsou téměř totožné jako u řízení procesu s 
identifikací s modelem 3.řádu. Odlišnost od identifikací s modelem 3. řádu nastává 
až v čase t = 200 s, kdy do regulačního procesu vstupuje porucha 
o V0.6 a =mplitudě . 
Řízením procesu s identifikačním algoritmem metody RLS je možné pro tuto 
simulační soustavu č.2 (3.4.1.2) docílit nulové ustálené odchylky při změně žádané 
hodnoty. Největší amplitudu téměř 10V nabýval výstup soustavy po změně žádané 
hodnoty v čase t = 320 s, ale tuto hodnotu ve velmi krátkém čase vyreguloval na 
žádanou hodnotu. 
Za použití identifikačního algoritmu metody LM u řízeného procesu s 
použitím Takahashiho regulátoru bylo možné docílit žádané hodnoty v poměrně 
krátkém čase. Obr 3.13 popisuje děj, kdy při působení poruchy a změně žádané 
hodnoty hodnota amplitudy výstupu soustavy rychle vzroste. Toto zvýšení amplitudy 
není způsobeno algoritmem regulátoru jako takového, ale špatnou identifikací 
technologického procesu, kdy došlo ke skokové změně hodnoty koeficientu 
odhadovaného modelu. 
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Obr. 3.13: Odezva na působící skokovou poruchu při porovnání identifikačních 
metod RLS,BP,LM s modelem 2.řádu a Takahashiho reg., pro soustavu 
č.2 (3.4.1.2) . 
Při použití identifikačního algoritmu metody BP u řízeného procesu s 
použitím Takahashiho regulátoru pracoval řídicí algoritmus spolehlivě až do té doby, 
kdy do řízeného procesu vstoupila skoková porucha a došlo ke změně žádané 
hodnoty. Díky těmto změnám identifikační algoritmus částečně selhal, důsledkem 
toho bylo rozkmitání výstupu soustavy kolem žádané hodnoty. Po tomto rozkmitání 
již nedošlo k získání nulové ustálené odchylky výstupu soustavy od žádané hodnoty. 
Průběh akčního zásahu v rozkmitaném stavu soustavy nabývá hodnot amplitudy 
V10± , čemuž odpovídá nastavená hodnota omezení akčního zásahu. 
Jednou z možností, která by mohla rozkmitání soustavy způsobit, je 
nesprávná identifikace odhadovaného modelu technologického procesu. Při působení 
nežádoucích vlivů algoritmus BP nekonverguje tak rychle parametry odhadovaného 
modelu technologického procesu, jako metoda RLS nebo LM. 
 
Další variantou, která byla realizována bylo řízení technologického procesu 
při změně parametrů (dynamiky) soustavy. Tato změna parametrů byla testovány jak 
pro všechny identifikační metody s použitým Takahashiho regulátorem, tak i za 
použití pevně nastaveného PSD regulátoru s filtraci derivační složky. 
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Během simulace došlo ke změně regulační soustavy č.2 (3.4.1.2) na soustavu 
č.3 (3.4.1.3). Jedná se tedy o přepnutí z rychlejší soustavy na pomalejší. Toto 
nastavení bylo použito pro všechny simulační testy týkající se regulace 
technologického procesu. 
Metoda RLS: koeficient zapomínání 995.0=λ  
Metoda BP: paměť = 400; 10=iterace ; 05,0=η ; 01,0=µ ; 
Metoda LM: 200=paměť  ; 10=iterace ; 01.0=α  
 
Pevně nastavené parametry PSD regulátoru: K = 0,65; Ti = 5,94; Td = 0,74; N = 3. 
 
V přechodovém ději působila skoková porucha, která byla daná  změnou 
dynamiky soustavy v čase t = 200 s. Během porovnávání přechodových dějů byla 
prováděna identifikace odhadovaným modelem 3.řádu. Jelikož počáteční část 
přechodových dějů byla stejná jako na Obr. 3.12 není zde zobrazena a je vybrána 
pouze zajímavá část přechodového děje s počátečním časem t =150 s a koncovým 
časem t =350 s. Tento výsek přechodového děje je zobrazen na Obr. 3.14. 
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Obr. 3.14: Odezva na změnu dynamiky soustavy č. 2 (3.4.1.2) na č. 3 (3.4.1.3) za 
použití identif. metod RLS,BP,LM s modelem 3.řádu a Takahashiho reg. 
a pevně nastaveného PSD reg. 
 
Na Obr. 3.14 je viditelné, jak do doby t = 200 s jsou všechny průběhy 
přechodových jevů podobné. Z průběhů poskytoval nejhorší výsledky adaptivní 
Takahashiho regulátor s identifikaci BP. Při změně dynamiky soustavy byl jeho 
výstup rozkmitán a už se nedokázal vrátit do stabilního stavu. V čase t = 320 s kdy 
došlo ke změně žádané hodnoty se řízený proces stal neřiditelný (nestabilní). 
Metody identifikace RLS a LM při změně dynamiky soustavy neměly větší 
problémy. Konstanty pevně nastaveného PSD regulátoru byly nastaveny na soustavu 
č.2 (3.4.1.2) a jelikož nedocházelo k velké změně parametrů soustavy, tak se ze 
změnou dynamiky dokázal velmi dobře vypořádat. 
Při identifikaci s odhadovaným modelem 2.řádu byly získány podobné 
výsledky jako u identifikace s odhadovaným modelem 3.řádu. Diky podobnosti 
vykazovaných vlastností nebyla již tato změna dynamiky soustavy s identifikačním 
modelem 2 řádu více popisována. Průběhy těchto přechodových dějů jsou zobrazeny 
na Obr. 3.15. 
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Obr. 3.15: Odezva na změnu dynamiky soustavy č. 2 (3.4.1.2) na č. 3 (3.4.1.3) za 
použití identifikačních metod RLS,BP,LM s modelem 2.řádu a 
Takahashiho regulátoru a pevně nastaveného PSD regulátoru. 
Jelikož adaptivní Takahashiho regulátor s identifikací pomocí metody BP 
vykazoval značnou míru nestability algoritmu identifikace, tak je na Obr. 3.16 
zobrazena stabilita algoritmu v závislosti vhodně volených parametrů identifikačního 
algoritmu. 
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Obr. 3.16: Odezva na změnu dynamiky soustavy č. 2 (3.4.1.2) na č. 3 (3.4.1.3) za 
použití identifikační metody BP, s modelem 3.řádu a Takahashiho 
regulátoru s různými koeficientem učení. 
Jak již je uvedeno, tak při změně koeficientu učení z hodnoty 0.01 na hodnotu 
0.001, se při změně dynamiky soustavy stává regulační proces stabilní. I přestože 
algoritmus BP v předešlých obrazcích vykazoval poměrně velkou míru nestability, 
tak bylo zjištěno, že musí být vhodně nastaven, aby se předešlo uvedení 
technologického procesu do nestabilního stavu. Identifikace BP pomaleji 
konvergovala ke skutečným odhadovaným parametrům oproti metodám RLS a LM, 
které byly díky tomu pro identifikaci technologických procesů lépe použitelné. 
 
3.4.2 Řízení technologického procesu na fyzikálním modelu. 
Řídicí systém, na kterém bylo provedeno ověření fyzikálního modelu, byl 
složen z programovatelného automatu firmy B&R a z přípravku, který obsahoval tři 
integrátory. Komunikace mezi programovatelným automatem (PLC) a přípravkem 
byla prováděna pomocí připojené karty analogových vstupů a výstupů. U přípravku 
bylo možné pomocí otočných přepínačů nastavovat jednotlivé dílčí časové konstanty 
přenosové funkce procesu. 
Podle tří integrátorů, které byly obsaženy ve jmenovateli přenosové funkce 
procesu byl přednastavený reálny proces zidentifikován a byl získán tento tvar 
operátorového přenosu (3.4.2.1). 
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Na fyzikální soustavě byly vyzkoušeny všechny předem zmiňované 
regulátory. Tyto regulátory byly nejprve použity s identifikační metodou RLS. U 
jednotlivých regulátorů byla vyzkoušena různá dílčí nastavení parametrů regulátoru, 
kde tyto poznatky jsou ukázány a popsány v následujícím textu. Nadále byly u řízení 
reálného procesu použity identifikace pomocí metody BP a LM. 
Perioda vzorkovaní je pro všechny regulátory zvolena TVZ = 0.5 s, koeficient 
zapomínání je nastaven na hodnotu 995.0=λ . V přechodovém ději působí skoková 
porucha v čase t = 200 s a parametry PSD regulátoru jsou nastaveny: K = 1,5; 
TI = 5; TD = 0,9; N = 3; 
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Obr. 3.17: Odezva na působící skokovou poruchu adaptivních PSD regulátorů a 
klasického PSD regulátoru pro soustavu (3.4.2.1). 
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Na Obr.3.17 je zobrazeno porovnání přechodových dějů adaptivních PSD 
regulátorů podle klasické nebo modifikované metody ZN nastavení. Tyto průběhy 
jsou porovnány s pevně nastaveným PSD regulátorem. PSD regulátor je nastaveném 
na rychlejší odezvu přechodového děje s jedním viditelným překmitem. Adaptivní 
PSD regulátor s modifikovaným nastavení podle ZN podává hladší (nekmitavý) 
průběh přechodového děje oproti klasickému nastavení podle ZN metody. 
0 50 100 150 200 250 300 350 400 450
-1
-0.5
0
0.5
1
1.5
2
2.5
3
3.5
t[s]
U[
V]
Prubehy prechodovych deju regulatoru za pouziti realne soustavy. 
 
 
zadana hodnota
skokova porucha
adapt.PSD reg.omez.kmit.
adapt.Takahashiho reg.
PSD reg.s filt.der.slozky
 
0 50 100 150 200 250 300 350 400 450
-10
-8
-6
-4
-2
0
2
4
6
8
10
t[s]
U[
V]
Prubehy akcnich zasahu regulatoru za pouziti realne soustavy. 
 
 
skokova porucha
adapt.PSD reg.omez.kmit.
adapt.Takahashiho reg.
PSD reg.s filt.der.slozky
 
Obr. 3.18: Odezva na působící skokovou poruchu adaptivních PSD regulátorů, 
Takahashiho regulátoru a klasického PSD regulátoru pro soust.(3.4.2.1). 
Na Obr.3.18 je navíc oproti Obr.3.17 zobrazen přechodový děj Takahashiho 
regulátoru. Charakteristika přechodového děje tohoto regulátoru v čase t = 320 s je s 
kmitavější dynamikou průběhu než nastane ustálení přechodového děje. Kmitavost je 
dána vstupující poruchou v čase t = 200 s, na kterou odhadovaný model není naučen 
a tedy konstanty regulátoru nejsou vypočteny na přesný model fyzikálního procesu. 
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Při nové změně žádané hodnoty se identifikační model soustavy naučí i na působící 
poruchu. 
Do regulačního procesu vstupuje porucha v čase t = 200 s o amplitudě 0.6 V. 
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Obr. 3.19: Odezva na působící skokovou poruchu při porovnání identifikačních 
metod RLS,BP,LM s modelem 3.řádu a Takahashiho regulátoru, pro 
soustavu (3.4.2.1). 
Porovnání přechodových dějů z Obr.3.19 popisuje regulátor s RLS 
identifikaci, který poskytuje kmitavější dynamiku průběhu přechodového děje něž 
použitý regulátor s identifikací pomocí neuronových sítí. Kmitavost je způsobena 
nepřesným odhadem identifikačního modelu reálného systému. Při startu 
přechodového děje a připojení regulátoru po 10 krocích identifikace dochází k 
rychlejšímu vyregulování na žádanou hodnotu s nulovou ustálenou odchylkou. 
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V následující části jsou zobrazeny průběhy přechodových dějů při změně 
dynamiky soustavy. Byla zkoumána simulace soustavy při změně dynamiky z 
pomalejší na rychlejší a také na opak, tedy z rychlejší na pomalejší. Změna dynamiky 
z rychlejší soustavy na pomalejší nevykazuje takové problémy vyregulovat tuto 
změnu. Proto jsou na následujících Obr. 3.20 - Obr. 3.23  zobrazeny průběhy 
přechodových dějů při změně dynamiky z pomalejší(3.4.2.2) na rychlejší(3.4.2.1). Pří 
změně dynamiky soustavy a za použití různých identifikačních metod je pro všechny 
tyto adaptivní metody řízení použit Takahashiho regulátor. Perioda vzorkování pro 
všechny metody řízení je zvolena na hodnotu TVZ =0.5 s. Koeficient zapomínání pro 
identifikační metodu RLS je nastaven na hodnotu 995.0=λ .  
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Obr. 3.20: Průběhy přechodových dějů při změně dynamiky ze sous.(3.4.2.2) na 
sous.(3.4.2.1),ident.RLS modelem 3.řádu s Takahashiho regulátorem. 
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Obr. 3.21: Průběhy přechodových dějů při změně dynamiky ze sous.(3.4.2.2) na 
sous.(3.4.2.1),ident.LM modelem 3.řádu s Takahashiho regulátorem. 
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Obr. 3.22: Průběhy přechodových dějů při změně dynamiky ze sous.(3.4.2.2) na 
sous.(3.4.2.1),ident.BP modelem 3.řádu s Takahashiho regulátorem. 
Nastavené param. PSD regulátoru: K = 6,5; TI = 5; TD = 0,75; N = 3; TVZ =0.5 s; 
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Obr. 3.23: Průběhy přechodových dějů při změně dynamiky ze sous.(3.4.2.2) na 
sous.(3.4.2.1) s pevně nastaveným PSD regulátorem. 
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Ke změnám dynamiky soustavy dochází v čase t =200 s. Získané přechodové 
děje, které jsou zobrazeny na Obr. 3.20 - Obr. 3.23 v poměrně značné míře, popisují 
vlastnosti chování identifikačních algoritmů. Při porovnání přechodových dějů s 
identifikací pomocí metody RLS a LM, které jsou zobrazené na Obr 3.20 a Obr. 
3.21, jsou průběhy přechodových dějů při změně dynamiky soustavy velmi podobné. 
Při změně parametrů dynamiky soustavy dochází k rozkmitání výstupu soustavy v 
poměrně pravidelných kmitech. Toto rozkmitání je potlačeno při změně žádané 
hodnoty, kde dochází k novému naidentifikování modelu soustavy a přenastavení 
parametrů regulátoru.Tyto identifikace poskytují velmi dobré výsledky. 
Při řízení reálného procesu s využitím BP identifikace dochází při změně 
dynamiky systému opět k rozkmitání výstupu soustavy, což je zobrazeno na 
Obr. 3.22. Po změně žádané hodnoty v čase t =240 s nedochází k vyregulování na 
nulovou ustálenou odchylku. Po následující změně žádané hodnoty v čase t =320 s 
dochází k naučení identifikačního modelu, který nejspíše velmi dobře odpovídá 
reálnému procesu a dochází k vyregulování na žádanou hodnotu s nulovou ustálenou 
odchylkou. Průběh přechodového děje charakterizuje pomalost konvergence BP 
identifikačního algoritmu při identifikaci nového modelu daného procesu. 
Při změně dynamiky reálného procesu za použití pevně nastaveného PSD 
regulátoru je z Obr. 3.23 zřejmé, že v čase t =200 s, kdy nastala změna dynamiky 
soustavy, nedokázal regulátor vyregulovat rozkmitaný výstup soustavy. K rozkmitání 
výstupu soustavy nastalo díky přepnutí ze soustavy pomalou dynamikou (3.4.2.2) na 
soustavu s rychlou dynamikou (3.4.2.1). Hodnota akčního zásahu neustále kmitala 
mezi hodnotou ±10 V. Kdyby byl regulátor nastaven na soustavu s rychlou 
dynamikou a došlo by ke změně na soustavu s pomalou dynamikou, tak by si s touto 
změnou dokázal poradit a vyreguloval by vystup na žádanou hodnotu s nulovou 
ustálenou odchylkou. 
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3.4.3 Vizualizační uživatelské rozhraní 
 
Pro vytvoření uživatelského prostředí byly využity již naprogramované 
algoritmy regulátorů. Tento program byl vytvořen pro základní pozorování vlastností 
daných regulátorů. Pro adaptivní regulátory byla použita pouze identifikace pomocí 
metody nejmenších čtverců (RLS). Tato identifikace podávala jedny z nejlepších 
výsledků během předešlých simulačních testů, a proto je zde použita právě ona. 
Pokud by bylo využito uživatelské prostředí pro simulaci je nutné nejdříve 
nastavit koeficienty přenosu simulační soustavy. Aby byly možné nastavit jednotlivé 
koeficienty, je zapotřebí zvolit tvar přenosu, tedy hodnotu řádu čitatele a jmenovatele 
soustavy. Do soustavy také můžeme vložit astatismus pouhým označením (klinutím) 
příslušného parametru. Další součástí je zvolení tvaru a amplitudy žádané hodnoty. 
Podle hodnoty nastaveného parametru délka je prováděna doba simulace. 
V okně obecného nastavení lze zvolit koeficient zapomínání λ  a vzorkovací 
periodu, která je společná pro identifikaci i regulaci. Je zde také možné nastavit 
parametr omezení akčního zásahu. 
Po zatrhnutí příslušných regulátorů, které chceme použít a nastavení dílčích 
parametrů daných regulátorů, můžeme stisknout tlačítko vypočítat. Pokud bylo 
stisknuto toto tlačítko, tak se nad ním zobrazí text pracuji, což signalizuje, že 
algoritmus provádí výpočet. Až  tento text zmizí, je možné zobrazit přechodové děje 
daných regulátorů. 
Hlavní obslužný soubor AdapRizeni.m zajistí spuštění regulačního 
uživatelského rozhraní. 
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Obr. 3.24: Vytvořené uživatelské rozhraní pro simulací přechodových dějů za 
použití různých druhů regulátorů. 
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Obr. 3.25: Zobrazení přechodových dějů regulátorů pomocí uživatelsého rozhraní. 
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4. IMPLEMENTACE ŘÍDICÍCH ALGORITMŮ 
DO PLC B&R 
Řídicí algoritmus je nejprve vyvíjen v simulačním prostředí. Po vyvinutí 
řídicího algoritmu dochází k testování a verifikaci ještě dříve, než je celý algoritmus 
implementován do programovatelného automatu. 
Při implementaci řídicího algoritmu do programovatelného automatu se 
snažíme docílit snadné přenositelnosti, malé implementační pracnosti a malé časové 
náročnosti. Přímá implementace řídicích algoritmů ze simulačního programu 
MATLAB programovatelného automatu (PLC) je popsána v následujících třech 
krocích: 
1. Vyvinutí a testování řídicího algoritmu v simulačním prostředí 
MATLAB/Simulink. 
2. Pro řízení reálného procesu v reálném čase leze využít komunikaci mezi 
programem MATLAB /Simulink a PLC. Komunikace probíhá využitím 
komunikačního rozhraní PVI, které je založeno na mnoha komunikačních 
protokolech. Programovatelný automat zajišťuje snímání potřebných dat z 
procesu a zpětně poskytuje akční zásahy do řízeného procesu. 
3. Přímou implementací verifikovaného algoritmu do PLC zajišťujeme řízení 
procesu pouze programovatelným automatem. K PLC může být připojen 
program MATLAB /Simulink, který reálný proces pouze monitoruje, ale 
může zasáhnout do regulačního procesu jako nadřazený supervizor. 
Algoritmus, který je využit pro přímou implementaci do PLC je psaný v 
jazyce ANSI C. 
 
Programovací jazyk, který se využívá pro přímou implementaci do 
programovatelného automatu je jazyk C a jeho standardem je jazyk ANSI C. Řídicí 
algoritmy, které mohou být vytvořeny v podobě s-funkce, jsou psány ve tvaru 
textového souboru s příponou *.c. Tyto soubory jsou nadále přeloženy do dynamicky 
linkovaných knihoven DLL, které jsou ve 32 bitovém formátu. Takto vytvořená DLL 
knihovna je nahrána do dynamické paměti. Značnou výhodou vytvořeného řídicího 
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algoritmu pomocí s-funkce je jeho vyšší výpočetní rychlost a snadná 
přenositelnost[11]. 
 
KOMUNIKACE V REÁLNÉM ČASE  MEZI MATLAB/SIMULINKEM A 
PLC 
 
Operační systémy reálného času (Real-time systémy) jsou takové systémy, 
které jsou v každém časovém okamžiku jednoznačně deterministické. Důležitým 
výkonovým hlediskem není průměrný čas reakcí, ale čas reakce v tom nejhorším 
případě. Reakční doba komunikace s PLC je dána: 
1. Čtení hodnoty výstupu procesu pomocí PLC (T1) 
2. Zápis hodnoty výstupu procesu do prostředí Matlab/Simulink (T2) 
3. Výpočet nového akčního zásahu řídicího algoritmu v Matlab/Simulink z 
výstupu procesu a žádané hodnoty (T3) 
4. Čtení vstupu reálného procesu z Matlab/Simulink (T4) 
5. Zápis hodnoty akčního zásahu do PLC (T4) 
Reakční doba je tedy dána: 54321 TTTTTT ++++=  (4.1) 
Díky tomu, že použitý uživatelský systém (Microsoft Windows XP) není hard 
real-time systém, tak proměnný reakční čas není konstantní. 
Je zde také zapotřebí zmínit se o komunikačním softwarovém rozhraní PVI 
(Process Visualization Inteface), které využívají programovatelné automaty firmy 
B&R. Pomocí PVI je možné spojit odlišné architektury za pomocí DDE serveru, 
OPC serveru nebo webového serveru do jednoho řídicího celku, kde je vše zobrazeno 
na Obr. 4.1 . Komunikační rozhraní obsahuje sériovou linku RS232, velmi rychlý 
Ethernet, Profibus, CAN nebo i modem[11]. 
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Obr. 4.1: PVI rozhraní [12]. 
 
 
V Obr. 4.1 je zobrazena komunikační architektura PVI rozhraní, kde červeně 
zobrazené trasy odpovídají dílčí komunikaci využití obslužného programu a přímou 
implementaci algoritmu do řídicí jednotky PLC. 
 
Pro komunikace v reálném čase byla vytvořena nová komunikační knihovna 
v prostředí Matlab/Simulink, Real-Time Toolbox, která byla nahrazena za standardní 
používané knihovny Real-Time Workshop a Real-Time Windows Target. 
Důvody k jejímu vytvoření byly tyto[11]: 
• neexistující komunikace pracující v reálném čase mezi prostředím 
Matlab/Simulink a průmyslovým regulátorem, která by byla stabilní a 
robustní  
• byla tím vytvořena druhá část, která využívá propojení programu 
Matlab/Simulink a PLC, do kterého řídicí algoritmus není přímo 
implementován 
Řídicí jednotka PLC 
PVI – Automation Net 
WEB Server  DDE Server  OPC Server 
OPC klient Dial Up/Intranet  MS Word MS EXCEL  
Automation  
Studio C++ Visual Basic Delphi  
PVI server 
PVI klient 
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5. ZÁVĚR: 
Účelem diplomové práce bylo seznámit se s metodami identifikace a 
adaptivního řízení. Identifikace a adaptivní řízení na sebe navzájem částečně 
navazují, ale členění bylo rozděleno na dvě částí. Identifikační část je zaměřena na 
porovnání identifikace pomocí metody nejmenších čtverců s identifikacemi 
založenými na neuronových sítích. Při využití těchto identifikačních metod byly 
porovnány adaptivní regulátory s pevně nastaveným PSD regulátorem. Porovnání 
regulačních metod je zahrnuto v druhé regulační části. 
Metody identifikace byly porovnávány na simulačních soustavách. Z 
identifikací založených na neuronových sítí poskytovala lepší výsledky metoda 
Levenberg-Marquardt, která rychleji konvergovala ke skutečnému výstupu soustavy 
nežli metoda Back-Propagation. Identifikační metody byly porovnány pomocí 
kritérií. Z kriteriálního vyhodnocení poskytovala nejlepší výsledky rekurzivní 
metoda nejmenších čtverců, přičemž veškeré porovnání je popsáno v kapitole 2. 
Pro nastavování dílčích parametrů adaptivního regulátoru bylo využito 
získávání kritického zesílení a kritické periody kmitů podle Ziegler-Nicholsovy 
metody pro identifikační modely druhého a třetího řádu. K řízení procesů pomocí 
adaptivních regulátorů byly použity algoritmy PSD, Dahlinova a Takahashiho 
regulátoru. Tyto algoritmy byly pomocí simulací porovnány a jejich výsledky jsou 
uvedeny v kapitole 3. Z těchto regulátorů poskytoval velmi dobré průběhy 
přechodových dějů Takahashiho regulátor. Na tomto adaptivním Takahashiho 
regulátoru byly provedeny simulace v závislosti na vstupující poruše do řízeného 
procesu nebo na změně dynamiky soustavy. Toto porovnání bylo provedeno jak na 
simulačních soustavách, tak i na fyzikálním modelu soustavy (procesu). Všechny 
použité identifikační metody byly použity i při řízení procesu zobrazených na 
Obr. 3.20 - Obr. 3.23, přičemž všechny průběhy přechodových dějů vykazovaly již 
zmiňované vlastností identifikačních metod. 
Při využití naprogramovaných algoritmu regulátorů a identifikačních metod 
byla vytvořena uživatelská vizualizační rozhraní. Identifikační i regulační 
vizualizační rozhraní slouží pro pochopení významu jednotlivých parametrů 
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nastavení a k porovnání průběhů jednotlivých identifikačních nebo regulačních 
metod. 
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Seznam symbolů 
 
F(s) spojitý přenos 
F(z-1) diskrétní přenos 
z-1 zpoždění o jeden krok 
k krok 
t spojitý čas 
w žádaná hodnota 
e odchylka 
u akční zásah 
v měřená porucha 
y výstupní hodnota 
n stochastický vliv 
N filtrační konstanta 
λ konstanta zapomínání 
θ  vektor odhadu parametrů 
α omezující faktor 
η momentum 
ϕ vektor dat minulých hodnot 
µ učící konstanta 
X matice vektorů dat minulých hodnot 
E vektor odchylek 
J Jakobián 
P kovarianční matice 
K zesílení regulátoru 
KD derivační konstanta 
KI integrační konstanta 
Kkrit kritické zesílení 
KP konstanta zesílení 
TD derivační časová konstanta 
TI integrační časová konstanta 
Tkrit perioda kritických kmitů 
Tvz perioda vzorkování 
 
Seznam zkratek 
 
AR  AutoRegressive 
ARMA AutoRegressive Moving Average 
ARMAX AutoRegressive Moving Average with eXternal input  
ARX  AutoRegressive with eXternal input 
B&R  Bernecker a Rainer 
BP  Back Propagation 
FIR  Finite Impulse Response 
IIR  Infinite Impulse Response 
ITAE  integrál časové chyby 
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LM  Levenberg Marquardt 
MA  Moveing Average 
MRAS  řízení s referenčním modelem 
NN  Neural Network 
NS  neuronová síť 
PID  proporcionálně integračně derivační regulátor 
PLC  Program Logic Controller 
PSD  proporcionálně sumačně derivační regulátor 
PVI  Process Visualization Inteface 
RLS  průběžná metoda nejmenších čtverců 
STC  samočinně se nastavující regulátor 
UNS  umělá neuronová síť 
 
