Previous studies have used the stock market approach to find the aggregate number of (firms with) foreign exchange exposures in a given country, region, or industry. Methodologies have differed in many aspects but two of the most basic differences relate to observation frequency and the choice of market index. Aggregate numbers have been shown to be (marginally) sensitive to the methodology employed. However, a corporate manager, an investor, or a stock analyst following a specific firm is not interested in the sensitivity on an aggregated level but on a firm-specific level. If the results for a specific firm are robust across methodologies, the corporate manager, the investor, or the stock analyst will rely on such results to a larger extent that if the results are highly sensitive to e.g. a change in observation frequency. We apply firm-specific sensitivity analysis to Scandinavian non-financial firms and find limited consistency in the detected exchange rate exposures when altering methodology in terms of observation frequency and choice of market index. The results put a question mark to the validity of the stock market approach for exchange rate exposure identification at the firm-specific level.
Introduction
One of the most important prices in the international economy is the exchange rate. It simplifies the conversion of prices into different currencies. Since exchange rates can affect cash flows and stock prices of firms, the exposure to this uncertainty is a concern for investors, analysts and managers. Adler and Dumas (1984) argue that exchange rate exposure is a regression coefficient. Jorion (1990) uses this reasoning in a pioneering study explaining changes in stock prices by changes in the market index and exchange rates. This approach for foreign exchange exposure identification is called the stock market approach (Note i) and has been used repeatedly -with various modifications to the methodological set-up -by authors covering various geographic areas and timeframes (see Bartram & Bodnar, 2007 , for a survey).
The focus of these studies is to determine the percentage of firms significantly exposed to an exchange rate index or one or more bilateral exchange rates. Bodnar and Wong (2003) , among others, demonstrate that this percentage is sensitive to the choice of methodological set-up. The sensitivity is measured on the aggregate level in terms of the effect of a methodological change (e.g. going from weekly to monthly data) on the percentage of significantly exposed firms. E.g. if a study identifies 30% of the firms to be significantly exposed to a change in a particular exchange rate and the same study with a different methodological setup identifies 35% of the firms to be significantly exposed, then the focus of the existing literature has been on the 5% points difference rather than on which firms constitute the two groups. Thus, the first 30% of firms could be a perfect subset of the 35% of firms (one extreme) or there could be no overlap what so ever (the other extreme). The existing literature does not address the sensitivity under a firm-specific approach with a focus on which firms are significantly exposed to changes in exchange rates under various methodological set-ups. This is where we aim to add to the existing literature. market index. We find that the significance of exchange rate exposures at the firm-specific level is highly sensitive to these basic changes in methodological set-up. We define defection rate as the percentage of exposures that cannot be confirmed when the methodological set-up is changed. We find defections rates in the range of 73% to 89% for changes in observation frequency and defection rates in the range of 43% to 48% for changes in the market index. The high sensitivity at the firm-specific level puts a question mark to the validity of the stock market approach for detection of exchange rate exposures at the firm-specific level. We further investigate the important currencies as identified in the corporate annual reports but do not find that a particular methodological set-up (e.g. weekly as opposed to monthly observations) is superior.
Our results are based on an analysis of exchange rate exposures at the firm-specific level for large, non-financial firms in Scandinavia (Note ii) in the period [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] . The Scandinavian countries are small open economies with a considerable export and import activity which makes them relevant for studies related to foreign exchange exposures. The Swedish krona (SEK) and the Norwegian krone (NOK) are freely floating while the Danish krone (DKK) is pegged to the Euro (EUR). Sweden and Denmark are members of the EU while Norway is not. This heterogeneity in terms of exchange rate regime and economic cooperation serves as a platform to verify the general character of our results.
The paper contributes to the existing literature by showing the un-reliability of the stock market approach for exchange rate exposure identification at the firm-specific level (as opposed to the aggregate level in previous studies). To the best of our knowledge this is the first paper to focus on this important issue. The paper is organized as follows. The following section reviews the literature on the use of the stock market approach for exchange rate exposure identification. Section 3 states the methodology of the study. Section 4 reports descriptive statistics and correlation coefficients. Section 5 analyzes the aggregate sensitivities to changes in methodological set-up while section 6 analyzes the firm-specific sensitivities to such changes. Section 7 concludes. Adler and Dumas (1984) argue that the traditional accounting approach is inadequate for measuring economic exposures. Instead, they propose a linear regression where the coefficient for the independent variable (in their example the French franc / U.S. dollar exchange rate) is a measure of the exposure of the dependent variable (in their example the value of a French asset measured in U.S. dollar). Jorion (1990) adopts the use of a regression coefficient as a measure of exposure and investigates the foreign exchange exposure of U.S. multinational firms. Jorion uses the following equation (Note iii) :
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where R it is the rate of return on the ith firm"s common stock, R st is the rate of change in a trade-weighted exchange rate index, and R mt is the rate of return on the value-weighted market index. This basic reasoning and thus this basic equation form the backbone of subsequent studies of exchange rate exposures covering various geographic areas and timeframes. Bartram and Bodnar (2007) provide an overview of 30 such studies covering large samples of non-financial firms. More lately the stock market approach has been used in studies by Muller and Verschoor (2006a) on European non-financial firms; Makar and Huffman (2008) on U.K. multinationals; Aggarwal and Harper (2010) on U.S. domestic non-financial firms; Bartram, Brown, and Minton (2010) on international manufacturing firms; Huffman, Makar, and Beyer (2010) on U.S. manufacturing firms; Agyei-Ampomah, Mazouz, and Yin (2012) on U.K. non-financial firms; and Al-Shboul and Anwar (in press) on Canadian non-financial firms. Authors use different methodological set-ups -e.g. monthly versus weekly data, value-weighted versus equally-weighted market indexes, local market indexes versus international market indexes, one-factor versus three-factor market models, non-orthogonalization versus orthogonalization, etc. -but the foundation is the basic reasoning and equation of Jorion (1990) as listed above.
The frequent use of the stock market approach for foreign exchange exposure identification may seem puzzling given that the risk management literature primarily focuses on the impact of exchange rates on corporate cash flows rather than the impact of exchange rates on stock prices -e.g. the financial distress motive as argued by Smith and Stulz (1985) and the underinvestment motive as argued by Froot, Scharfstein, and Stein (1993) . Few studies use a cash flow approach (Note iv) but since a stock price is the discounted value of future cash flows, changes in stock prices may serve as a proxy for changes in cash flows. Bartram (2007) finds that "the impact of exchange rate risk on stock prices and cash flows is similar and determined by a related set of economic factors".
The focus of the above-mentioned studies is to determine the percentage of firms significantly exposed to an exchange rate index or bilateral exchange rates (Note v) . The studies generally find that firms in more closed economies like the U.S. are less exposed to changes in foreign exchange rates than firms in more open economies e.g. in Europe (see Friberg & Nydahl, 1999, and Verschoor, 2006a, among others) . Also generally, the empirical studies find fewer firms with significant foreign exchange exposure than theory prescribes. Bartram et al. (2010) explain this "puzzle" by showing that firms limit their actual exposures by passing through part of foreign exchange rate changes to customers and by utilizing operational and financial hedges -thus limiting the residual exposure identified by the stock market approach.
The diversity of research methodologies in relation to the stock market approach emphasizes the need to investigate the sensitivity of exchange rate exposures to methodological choices. Bodnar and Wong (2003) demonstrate the aggregate sensitivity to changes in the market index and changes in the time horizon for measuring returns (see also Doukas, Hall, & Lang, 2003 , on the choice of time horizon and Pritamani, Shome, & Singal, 2004 , on the choice of market portfolio). However, the focus is on the aggregate level as opposed to the firm-specific level. To the best of our knowledge a large sample focus on the sensitiveness of foreign exchange rate exposures to methodological changes at the firm-specific level has not been done previously.
Methodology of Study
We investigate the exchange rate exposure of all large Scandinavian non-financial firms listed on their respective domestic stock markets. We follow the reasoning of Jorion (1990) and numerous subsequent empirical studies and quantify the foreign exchange rate exposure with the following two-factor model:
R it is the rate of return (dlog) for stock i at time t; α i is a constant; β Mi is the regression coefficient which describes the market risk of stock i; R Mt , is the rate of return (dlog) on a market portfolio; β FXi is the regression coefficient which describes the exchange rate exposure; R FXt is the rate of return (dlog) on the exchange rate (either an index or bilateral exchange rates) in question at time t; ε it , is the random error at time t. The inclusion of the return on a market portfolio as an explanatory variable effectively makes the identified exchange rate exposure a residual or extra-market exchange rate exposure. In line with previous studies we will in the following refer to the residual exchange rate exposure as simply the exchange rate exposure. Bodnar and Wong (2003) and Muller and Verschoor (2006b) argue that the efficient market theory implies that the exchange rate exposure should be independent of the observation frequency. The most commonly used observation frequency of the stock return data is monthly frequency (Bartram & Bodnar, 2007) followed by weekly frequency. Few studies use quarterly or daily frequency. Iorio and Faff (2001) argue that the use of daily data is significantly stronger than the use of monthly data but Chow, Lee, and Solt (1997) argue that a longer return horizon is appropriate since daily data introduces too much noise relative to low frequency data. Bodnar and Wong (2003) find that the lengthening of the return horizon has minimal impact on the exposure estimates. In our analysis we use weekly and monthly returns. The weekly returns are calculated from Wednesday to Wednesday in order to prevent end-of-the-week-effect. To circumvent the end-of-the-month effect data from the 15 th day of each month is used (consistent with Williamson, 2001 ). The total number of monthly observations for each firm is 96 (8 times 12) and the corresponding number with weekly observations is 417 (8 times 52 + ).
The main aspects in relation to the choice of market index (R Mt ) are value-weighted versus equally-weighted market indexes and world market versus domestic market indexes. As it is unlikely that the market portfolio has a zero-exposure to exchange rates, the choice of which market portfolio to include in the regression impacts the magnitude and interpretation of the exposure estimates (Muller & Verschoor, 2006b) . A value-weighted portfolio is likely to be dominated by large multinational firms and is likely to resemble the portfolio of a well-diversified investor. An alternative is the use of an equally-weighted market portfolio as recommended by Bodnar and Wong (2003) . We use the local equally-weighted market portfolio and alternatively the local value-weighted market portfolio (Note vi) . The second important aspect regarding market portfolios is the choice between an international market portfolio and a domestic market portfolio. Chari and Henry (2004) argue that the relevant source of systematic risk for pricing stocks in a liberalized stock market should be the world stock market index as opposed to a local stock market index. Nydahl (1999) argues that a world market portfolio is more appropriate than a domestic market portfolio when the local stock market represents only a small fraction of the global market capitalization and foreign investors have full access to the local stock market (Note vii) . We use local stock market indexes and alternatively the Morgan Stanley Capital International Europe market index, "MSCI Europe", as a proxy for an international market portfolio. The MSCI Europe market index is a value-weighted market index.
The rate of return of the exchange rate, R FXt , is based on an index or on bilateral exchange rates. The nominal exchange rate variables in this study are the values of the Swedish, Norwegian and Danish currencies per unit of the foreign currency. Nydahl (1999) argues that using nominal exchange rates is appropriate for low inflation countries -such as the Scandinavian countries -because of the high correlation between nominal and real exchange rates. Bodnar and Gentry (1993) , Amihud (1994) , Choi and Prasad (1995) , and Griffin and Stulz (2001) also argue that the use of real versus nominal exchange rates has a negligible effect on exposure estimates. The trade-weighted exchange rate indexes (TWI) are obtained from the Swedish, Danish and Norwegian Central Bank respectively. Bilateral exchange rates are provided by the Thompson Datastream database. The choice of bilateral exchange rates is based on the weights in the trade-weighted exchange rate index for each country. The five exchange rates with the largest weights for each country are selected (Note viii) .
We investigate to which extent the firm-specific exchange rate exposure identified using the stock market approach is sensitive to changes in methodology in terms of observation frequency and choice of market index. We use two alternative observation frequencies (weekly and monthly) and three alternative market indexes (equally-weighted local market index, value-weighted local market index, and MSCI Europe). Our default set-up is to use weekly data and a local equally-weighted market index. We measure the firm-specific sensitivity to changes in methodology by calculating a defection rate. The defection rate measures the percentage of exposures that are not confirmed when alternative measures of observation frequency or market index are applied. Specifically, we have
Defection rate = (Exposures default -(Exposures default ∩ Exposures alternative )) / Exposures default (3)
Exposures default is the number of significant foreign exchange rate exposures under the default methodology.
Exposures alternative is the number of significant foreign exchange rate exposures under the alternative methodology. By construction the defection rate is between 0% and 100% with 0% indicating a complete confirmation of detected exchange rate exposures (no sensitivity to change of methodology) and 100% indicating no confirmation of detected exchange rate exposures (extremely high sensitivity to change of methodology). We use a 5% significance level for the detection of exchange rate exposures. Denmark experienced the least volatile trade-weighted exchange rate index (TWI) in the investigated period due to its peg to the Euro and Germany being its largest trading partner (standard deviation of 0.33% compared to 0.74% and 0.69%). The U.S. dollar was one of the most volatile currencies towards the Scandinavian currencies (standard deviations in the range of 1.37%-1.44%). The Scandinavian stock indexes outperformed the MSCI Europe index (higher average returns). All stock markets -whether national or European -with the exception of the equally-weighted Danish stock index experienced more or less the same volatility (standard deviations in the range of 2.32%-3.23%). Table 2 reports correlation coefficients for returns (dlog) using weekly data for trade-weighted exchange rate indexes (TWI), the five most important bilateral exchange rates for each country, and stock indexes. For the sake of brevity only correlation coefficients for weekly data are reported. This table reports correlation coefficients for returns (dlog) using weekly data for trade-weighted exchange rate indexes (TWI), the five most important bilateral exchange rates for each country, and stock indexes for the period from the beginning of 1999 to the end of 2006. Please refer to Table 1 for further explanation of variables. Table 2 shows a number of high correlation coefficients between various bilateral exchange rates. This may cause multicollinearity problems in subsequent regression analysis and is one of the arguments for the use of a trade-weighted exchange rate index (TWI). Because of the Danish krone"s peg to the Euro, we remove the SEK per DKK exchange rate and the NOK per DKK exchange rate from the regression analysis as the fluctuations in these exchange rates are de facto captured by SEK and NOK per EUR. Thus, we reduce the number of bilateral exchange rates in the regression analysis for Swedish and Norwegian firms from five to four exchange rates. For all three national stock markets, Table  2 shows that the correlations between returns on the value-weighted national stock market indexes and returns on MSCI Europe exceed the correlations between returns on the equally-weighted national stock market indexes and returns on MSCI Europe. This makes intuitive sense since a value-weighted stock market index tends to be dominated by large multinational firms that are more likely to move in tandem with international markets than smaller and more domestically oriented firms. Table 3 reports detected exposures for the 157 large Scandinavian non-financial firms for the period from the beginning of 1999 to the end of 2006 (8 years) using a 5% significance level for exposure identification. Detected exposures are reported using weekly data (Panel A) and monthly data (Panel B). The detected exposures are the aggregate numbers of detected exposures and do not address which firms are exposed. (Note ix) . The higher number of detected exchange rate exposures towards bilateral exchange rates compared to the trade-weighted index for both weekly and monthly data is in line with theoretical arguments and empirical findings in the literature (e.g. Williamson, 2001, and Verschoor, 2006a) .
Descriptive Statistics

Aggregate Sensitivities
The aggregate numbers in Table 3 do not tell us the firm-specific overlap. E.g. the 40 exposures that are detected in relation to bilateral exchange rates using monthly data and an equally-weighted local market index could be a perfect subset of the 56 exposures detected using weekly data (one extreme) or there could be no overlap what so ever (the other extreme). As such, Table 3 represents nothing but a replication of previous studies using Scandinavian data. The results of this replication are in line with the empirical non-US evidence or at least not surprising when considering Scandinavia as consisting of three small, open economies (e.g. Nydahl, 1999; Muller and Verschoor, 2006a; Jong et al., 2006) . This table reports detected exposures and defection rates for 157 large non-financial firms in Scandinavia using a 5% significance level for exposure identification for the period from the beginning of 1999 to the end of 2006. Detected exposures (Table 3) are reported followed by the number of exposures that is confirmed by (intersected with = ∩) alternative observation frequency or indexes. Panel A reports an index using weekly data confirmed by (intersected with =∩) the same index using monthly data. Panel B reports an equally-weighted index using weekly data confirmed by (intersected with = ∩) other indexes using weekly data. Defection rate refers to the percentage of exposures that are not confirmed by the alternative observation frequency or index(es). Please refer to Tables 1 and 3 for further explanation of variables. Table 4 , Panel A, lists the same numbers of detected exposures for weekly and monthly data as was reported in Table 3 on the first two lines (lines 1 and 2) with the intersection between the two groups of exposures placed below these lines (line 3) followed by the corresponding defection rate (line 4). Panel A shows that detected exposures using weekly data are confirmed for only a minority of exposures when using monthly data. The average defection rate is 75% for the trade-weighted index (TWI) and 86% for bilateral exchange rates. The results highlight the need to distinguish between which firms are exposed to changes in exchange rates under various methodologies. Table 4 , Panel B, follows the same structure as Panel A but distinguishes between different market indexes as opposed to observation frequencies. The gross defection rate resembles the percentage of exposures identified using the equally-weighted local index but not confirmed by the value-weighted local index and the MSCI Europe index. The gross defection rate is 48% for the trade-weighted index (TWI) and 43% for the bilateral exchange rates. The results for Panel B using monthly data instead of weekly data are similar and for the sake of brevity not reported.
Firm-specific Sensitivities
The gross defection rates in relation to changes in the choice of market index (Panel B) are markedly lower than the average defection rates in relation to changes in observation frequency (Panel A). A defection rate of a certain size is to be expected in the case of changes in market index because 1) we are dealing with extra-market exchange rate exposures due to our use of a two-factor stock market model and 2) we cannot expect the three different market indexes to have similar exchange rate exposures. Thus, there is some economic justification for a non-zero defection rate in Panel B (change of market index) but not in Panel A (change of observation frequency). Table 4 shows that the detection of firm-specific exchange rate exposures using the stock market approach is highly sensitive to methodological choices. In Table 5 we check the robustness of our results by investigating if our results are driven by direction (positive/negative exposures), geography (Sweden/Denmark/Norway), or time frame (1999-2002/2003-2006) . We do this by replicating Table 4 . We report these defection rates for the trade-weighted index (TWI) and for bilateral exchange rates but not for the specific bilateral exchange rates. In parentheses we state the number of exposures to give a sense of the magnitude of the number of exposures under the various robustness considerations. Table 4) 75% (56) 86% (163) Direction:
Positive (1) 67% (37) 85% (93) Negative (2) 94% (19) 89% (70) Geography:
Sweden (3) 77% (24) 89% (76) Denmark (4) 65% (20) 82% (57) Norway (5) 87% (12) 87% ( Table 4) 48% (23) 43% (56) Direction:
Positive (1) 18% (11) 29% (28) Negative (2) 75% (12) 57% (28) Geography:
Sweden (3) 70% (10) 53% (30) Denmark (4) 25% (8) 39% (18) Norway (5) 40% (5) 13% ( (7) 73% (15) 51% (59) This table is a robustness test of Table 4 and reports defection rates and total number of exposures under alternative restrictions (positive/negative, Sweden/Denmark/Norway , 1999-2002, and 2003-2006) . Panel A reports average defection rates for an index using weekly data confirmed by (intersected with = ∩) the same index using monthly data. Panel B reports gross defection rates for an equally-weighted local index using weekly data confirmed by (intersected with = ∩) other indexes using weekly data. Please refer to Table 4 for details.
The first line of Table 5 , Panel A, is a summary of Table 4 in terms of the average defection rate (75% and 86%) and the total number of exposures (56 and 163, Note x) for the traded-weighted index (TWI) and the bilateral exchange rates respectively. The following lines show the average defection rates (and the number of exposures) under alternative methodologies. First, we divide our detected exposures in terms of direction (1+2). Second, we divide our detected exposures in terms of geography (3+4+5). In these two instances we simply divide our detected exposures in the base case into smaller groups based on either direction or geography. Third, we divide our time period into halves (6+7). Panel B (change in market index) follows the exact some structure as Panel A (change in observation frequency). Table 5 indicates that our main results are general and not unduly driven by specific ""outliers" in terms of direction, geography, or time frame. This is especially true for the choice of observation frequency. Thus, for changes in observation frequency the 75% average defection rate (Table 4) for the trade-weighted index (TWI) is bounded by 53% and 94% (Table 5 ) and the 86% average defection rate (Table 4) for bilateral exchange rates is bounded by 72% and 89% (Table 5) .
We exploit information in the annual reports of the firms to get a rough estimate of the potential superiority of one methodology versus an alternative methodology in relation to bilateral exchange rates. We use two main pieces of information from the annual reports to get an indication of the relevant firm-specific exchange rate exposures: 1) Exchange rates with the largest impact specified by the firm in the risk management section and 2) the geographical sales distribution. Specifically, we hand-collect annual reports from the last year of the period investigated (2006 or 2006/7) for our sample firms and identify up to five major exchange rates for each firm based on the two criteria above. Ihrig (2001) creates firm-specific exchange rates based on a weighted average of the local currencies of the firm"s foreign subsidiaries. Jong et al. (2006) ask all firms in a questionnaire to indicate up to three exchange rates that have the most influence on firm value and validate these responses by using annual report data in the form of the geographical sales distribution. They find a significant correlation between the geographical sales distribution and the results of the questionnaire.
We identify an average of 3.8 exchange rates for each firm. The identified exchange rates are not restricted to the exchange rates used in our analysis. On average 1.0 exchange rate for each firm is not an exchange rate covered in our previous analysis. In approximate terms, we can say that the average firm in our sample is exposed to four exchange rates (based on information in the annual reports) of which three exchange rates are covered in our previous analysis. This is comforting in the sense that although our previous analysis uses a standard set of exchange rates it does cover the major part of relevant exchange rates for our sample firms. Table 6 shows exposures, hits and hit ratios for bilateral exchange rates for each model set-up (weekly data in Panel A and monthly data in Panel B). The exposures are the exposures reported in Table 3 under the heading "Bilateral" and later used in Table 4 . Hits are the number of the before-mentioned exposures that can be confirmed by the identification of important exchange rates through information in the annual reports as outlined above. Finally, hit ratio is the number of hits divided by the number of exposures. This table reports exposures, hits, and hit ratios for bilateral exchange rates for each model set-up with models using weekly data shown in Panel A and models using monthly data shown in Panel B. The exposures are the exposures reported in Table 3 under the heading "Bilateral". Hits are the number of exposures that can be confirmed by the identification of important exchange rates through information in the annual reports (exchange rates with the largest impact according to the risk management section and/or the geographical sales distribution). Hit ratio is the number of hits divided by the number of exposures. Please refer to Table 3 for further explanation of variables. Table 6 does not single out a superior model set-up. The use of monthly data does seem to imply a larger hit ratio but this is based on a lower number of detected exposures. No model set-up seems to be markedly superior to alternative model set-ups -at least within the range of model set-ups that we investigate. It may seem surprising to find fairly high hit ratios. This does signify some kind of success in using the stock market approach for exchange rate exposure identification. However, the stock market approach identifies less than one significant exchange rate per firm. This is in contrast to almost four identified exchange rates in the annual reports. Based on this difference in magnitude of the numbers of identified exposures, it is no surprise that the hit ratios are fairly high despite the fact that we find that there is limited consistency in the exchange rates identified through the stock market approach under different methodologies.
Conclusions
Based on a sample of 157 listed, non-financial firms in Scandinavia and using a traditional two-factor stock market model for exchange rate exposure identification, we find that the exchange rate exposures identified for the specific firm is highly sensitive to simple alterations in the methodology of the study (change of observation frequency and change of market index). Further analysis based on firm-specific information in the annual reports on exchange rate exposures does not indicate a superior methodology. The high sensitivity is not driven by a specific direction, geographical area, or time period but seems to be of a more general character. For a corporate manager, an investor, or a stock analyst interested in the exchange rate exposures of a specific firm, the findings of this study put a question mark to the validity of the stock market approach for exchange rate exposure identification at the firm-specific level.
Our findings are based on a broad set of large, non-financial firms in Scandinavia. Scandinavia consists of three small, open economies and compared to other more closed economies, we cannot expect to be able to transfer our findings in relation to the aggregate number of detected exposures. But on our main focus point -the reliability of detected exchange rate exposures for a given firm -we see no reason why this should be a particular Scandinavian phenomenon.
