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Abstract
We apply sequential Monte Carlo (SMC) to the detection of turning points
in the business cycle and to the evaluation of useful statistics employed in
business cycle analysis. The proposed nonlinear ﬁltering method is very useful
for sequentially estimating the latent variables and the parameters of nonlinear
and non-Gaussian time-series models, such as the Markov-switching (MS) models
studied in this work. We show how to combine SMC with Monte Carlo Markov
Chain for estimating time series models with MS latent factors. We illustrate
the eﬀectiveness of the methodology and measure, in a full Bayesian and real-
time context, the ability of a pool of MS models to identify turning points in
the European economic activity. We also compare our results with the business
cycle datation existing in the literature and provide a sequential evaluation of the
forecast accuracy of the competing MS models.
Keywords: Latent Factor Models; Simulation Based Inference; Bayesian
Inference, Sequential Monte Carlo; Turning Point Detection; Business Cycle
Analysis.
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1 Introduction
In business cycle analysis the detection of the turning points and the forecasting of
the level of economic activity are challenging problems. In recent years an increasing
attention has been paid to the real-time analysis of the cycle (Chauvet and Pieger
(2003, 2005)), that is to the use of the sequential ﬂow of large amount of provisional
data made available from the central banks and the national oﬃce of statistics. In
¶E-mail: billio@unive.it
1that context the estimation of a pool of models, each time a new provisional data
becomes available, may be time consuming and sequential estimation techniques may
result quite appealing.
In this paper we tackle the problems related to the sequential analysis of the
business cycle in a model-based framework. In particular we consider dynamic models
with latent variables. They are usually employed in order to capture two well known
features of the economic cycle: comovement and asymmetry. Comovement of economic
variables can be modelled in a multivariate setting by means of common latent factor
models. In the following we do not deal with comovement and focus instead on
the asymmetry, which arises when the behavior of the economic time series depends
on the phase of the economic cycle. In order to capture asymmetry Goldfeld and
Quandt (1973) introduced Markov Switching (MS) models for serially uncorrelated
data, while Hamilton (1989) applies MS to serially correlated time series. In MS
models parameters are allowed to depend on a hidden state variable which indicates
the phase of the economic cycle. The state variable may assume at least two values,
which are usually interpreted as: positive growth trend and negative growth trend.
A diﬀerent way to model asymmetry can be found in Tong (1983) and Potter
(1995), which propose to use threshold autoregressive models.
All above cited approaches have been successively extended in many directions.
Kim (1994) applies switching regimes to dynamic linear model in a Bayesian approach.
Kim and Nelson (1999) analyze general MS dynamic models and provide Bayesian
inference tools which rely upon Monte Carlo Markov Chain (MCMC) simulation
techniques. Kim and Murray (2001) and Kim and Piger (2000) suggest to divide
business cycle in three phases: recession, high-growth and normal-growth. Sichel
(1991), Watson (1994) and Diebold and Rudebusch (1996) assume that the transition
probabilities of the MS process depend on the duration of the current phase of the
cycle. Finally for the multivariate extensions to the Hamilton (1989) we refer for
example to Diebold and Rudebusch (1996) and Krolizg (1997) and (2003).
The ﬁrst contribution of this paper is to propose an extension of the Hamilton’s
model. We assume that the Markov-switching transition probabilities dependent in a
stochastic way on a set of conditioning variables and make use of recently proposed
leading indicators (Anas et al. (2007)).
In-homogenous transition probabilities imply time-varying durations of the
economic phases. Usually time-varying durations are modelled by means of a
deterministic (e.g. linear-logistic) relation between the transition probabilities and
a set of exogenous variables. It seems to us that the time variations in the phase
duration and in the transition probabilities could be reasonably explained not only
by a set of conditioning variables. The model should also account for the intrinsic
stochastic nature of the adjustments in the economic activity. Note that models
with stochastic transition probabilities can be more ﬂexible in explaining the cycle
behaviour.
There exist many ways to model the random nature of the transition probability.
For example one could consider a linear-logistic transform of a Gaussian noise, but in
this work we follow an alternative route, which relies upon a basic probabilistic fact.
2Models with stochastic probability of transition have been already proposed in
econometrics (Gagliardini and Gourieroux (2005)), in a continuous time setting. In
that work the probability of transition of the credit quality from one rating class to
another one is modelled as a Jacobi diﬀusion process, which is naturally deﬁned on
a bounded interval. The ergodic distribution of the Jacobi process is a Beta. This
probabilistic fact suggests that a beta noise process could be a candidate process for
modelling, in a discrete-time setting, random ﬂuctuations on bounded intervals.
In this work we explore the use of the Beta noise in modelling random transition
probabilities in a discrete-time context. Beta distributions are naturally deﬁned on a
bounded interval and are ﬂexible models. We focus on a univariate application, but
the proposed model with stochastic transition probability can be easily extended to a
multivariate setup by employing Dirichlet distributions.
Another contribution is the application of Sequential Monte Carlo (SMC) methods,
also known as Particle Filters (Doucet, Freitas and Gordon (2001)), to the inference
problem for business cycle models, with latent factors. Note that in the literature
the Kalman-Bucy ﬁlter has been proposed for continuous valued, linear and Gaussian
dynamic models (Kalman (1960), Kalman and Bucy (1960), Maybeck (1982) and
Harvey (1989)) and the Hamilton-Kitagawa ﬁlter (Hamilton (1989)) for discrete time
and discrete valued dynamic systems with a ﬁnite number of state values. These ﬁlters
do not apply to our Markov-switching models, thus alternative inference procedures
should be considered. In a Bayesian perspective the ﬁltering problem for general
dynamic models with latent factors has been analysed for example in Harrison and
West (1997), Bauwens, Lubrano and Richard (1999), Durbin and Koopman (2001),
Kim and Nelson (1999).
We bring into action SMC, which is a nonlinear ﬁltering method based on a
sequence of Monte Carlo simulation procedures. See also Billio, Casarin and Sartore
(2007) for a review on the simulation-based inference for business cycle models. The
use of SMC in the cycle analysis has many advantages. First the method makes easier
both the latent variables and parameter estimation for nonlinear and non-Gaussian
models, which are now widely used in a parametric approach to turning points datation
and cycle forecasting. SMC has been recently developed to overcome some problems
of the traditional MCMC methods. As noted in Liu and Chen (1998), MCMC may
be ineﬃcient when simulated hidden states are very sticky and the MCMC sampler
has diﬃculties to move in the state space. In these situations, combining SMC and
MCMC (see Johannes, Polson and Stroud (2006) and Jasra, Stephens and Holmes
(2007)) may result more eﬃcient than using standard MCMC. Finally, in a real-time
context, SMC is more eﬃcient and less time-consuming than the standard MCMC. As
a new observation becomes available, the hidden state and parameter estimates can
be updated using their previous values.
The sequential nature of the proposed inference procedure is appealing even in a
oﬀ-line context, since it allows for a fast iterative analysis of ﬁtting and forecasting
abilities of a pool of competing models. The last contribution of the work aims to show
the eﬀectiveness of our technique in analysing both simulated data and real data. We
use the proposed SMC method to evaluate the performance of three competing MS
3models in terms of turning points detection, concordance statistics and forecasting
ability for the European business cycle.
The work is structured as follows. Section 2 introduces the a distributional state
space representation of a dynamic model and deﬁne the class of conditionally normal
linear models, which do not admit analytical ﬁltering and smoothing densities. Some
examples of Markov-switching models for business cycle have been considered. Section
3 presents particle ﬁlter algorithms and discusses the on-line estimation problem for
the parameters. Section 4 provides an application of particle ﬁlters to the proposed
Markov-switching models. Section 5 concludes.
2 Business-Cycle Latent Variable Models
We denote with {xt; t ∈ N}, xt ∈ X, the hidden state (or latent variable) vectors
of a dynamic model (or dynamic system), with {yt; t ∈ N0}, yt ∈ Y, the observable
variables and with θ ∈ Θ the parameter vector of the model. We assume that the state,
observation and parameter spaces are X ⊂ Rnx, Y ⊂ Rny and θ ⊂ Rnθ respectively.
Let xs:t
∆ = (xs,...,xt) be the collection of state vectors from time s up to time
t, with s ≤ t and x−t
∆ = (x0,...,xt−1,xt+1,...,xT) the collection of all the state
vectors up to time T, without the t-th element. We employ the same notation for the
observable variables and the parameter vector.
A distributional state-space representation (see Harrison and West (1997) and
Doucet et al. (2001)), which is general enough to account for nonlinear and non-
Gaussian time series models, is given by an initial density p0(x0|θ), a measurement
density pt(yt|xt,y1:t−1,θ) and a transition density pt(xt|xt−1,y1:t−1,θ). The resulting
state-space form is
yt ∼ pt(yt|xt,y1:t−1,θ) (1)
xt ∼ pt(xt|xt−1,y1:t−1,θ) (2)
(x0,θ) ∼ p0(x0|θ)p(θ), (3)
with t = 1,...,T. The initial density p0(x0|θ) can be interpreted as the prior density
on the initial state of the system, while p(θ) is the prior density on the parameters.
The transition and measurement densities are indexed by time to indicate that they
could be time-inhomogeneous and possibly depend on a set of exogenous variables.
The dynamics of the hidden state xt is ﬁrst-order Markovian conditionally on
y1:t−1. This assumption is not restrictive because a Markov model of order p can
usually be rewritten as a ﬁrst-order Markov model. Note that both the measurement
and the transition densities may depend on the lagged values of yt.
A wide range of models used in business cycle literature belong to the class of the
conditionally normal dynamic linear models. These are special cases of (1)-(3) and
the corresponding distributional state-space representation is
yt ∼ Nny(Fstxt,Vst) (4)
xt ∼ Nnx(Gstxt−1,Wst) (5)
4where Nm( , ) is the m-variate normal distribution. In the classiﬁcation proposed
by Harrison and West (1997), if st = s a.s. ∀t, with s random variable, then the
model is called multi-process of the ﬁrst kind, while if st is a stochastic process,
the model is called multi-process of second kind. If st is a discrete-time and ﬁnite-
state Markov chain, with known transition probabilities, the linear model is also
called Markov-Switching. Note that recognizing the conditionally normal and linear
structure is particularly useful, because it may leads to some improvement in the
inference procedure. It allows, for example, using Rao-Blackwellised versions of the
ﬁltering and smoothing algorithm, which reduce the variance of the estimates.
In the following we consider some MS models, which can be used in business cycle
analysis.
Example 1 -Time-invariant Transition Probabilities.
In this model, economic phases are represented through a Markov chain process, st (see
Kim and Nelson (1999) for a review on this kind of models). Let yt be the observable
variable, which is measuring the level of economic activity and xt the latent factor,
which determine the phase of the economic cycle and which has to be extracted. The
MS model M1 is
yt ∼ N(xt,σy) (6)
xt+1 ∼ N(µst+1 + ρst+1 xt,σxst+1) (7)
st+1 ∼ P(st+1 = j|st = i) = pij, with i,j ∈ {1,...,K}. (8)
P is the time-invariant transition probability and K ∈ N the maximum number of
regimes.
We consider the parameters estimated in Kim and Nelson (1999) for simulating a
sample from the model M1. Fig. 1 exhibits simulation paths of T = 500 observations
of the MS process, the latent factor and the observable variable, respectively for two
diﬀerent parameter settings.
￿
Note that in the previous model the transition probability of the hidden Markov
chain is constant over time. This assumption implies a constant duration of the
regimes and may result quite restrictive in many empirical applications. In business
cycle analysis the duration of the diﬀerent phases of the cycle and the transition
probabilities are often modelled as a function of a set of exogenous variables or of the
lagged observable variables. An example of switching-regimes model with time-varying
transition probability is given in the following.
Example 2 -Time-varying Transition Probabilities.
A simple extension of the time-invariant MS model consist in allowing the transition
matrix Pt to be a function of time and of some conditioning variables vt ∈ Rnv. The
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Figure 1: Simulation from M1. In the upper charts we set σy = 0.1, ρ = 0.7,
µ1 = −0.4, µ2 = 0.3, σx1 = σx2 = 0.1, p11 = 0.98, p22 = 0.97. Bottom charts:
the regimes become less persistent and have diﬀerent volatilities in setting σy = 0.1,
ρ = 0.7, µ1 = −0.4, µ2 = 0.3, σx1 = 0.4, σx2 = 0.1, p11 = 0.97, p22 = 0.96.
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Figure 2: Simulation from M2. Upper-left: observable process yt. Upper-right:
hidden chain st and latent factor xt, we set σy = 0.1, ρ = 0.7, µ1 = −0.4, µ2 = 0.3,
σx1 = 0.4, σx2 = 0.1. Bottom-left: time-varying transition probabilities p12t and p22t,
with ψ1 = (0,4)′, ψ2 = (0,3)′ and vt = (1,ut)′. Bottom-right: the exogenous variable
ut = 0.7 + 0.4(ut−1 − 0.7) + ωt with ωt ∼ N(0,0.01) and u0 = 0.5.
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Figure 3: Simulation from M3. Upper-left: observable process yt. Upper-right: hidden
chain st and latent factor xt, we set γ = 1, σy = 0.1, ρ = 0.7, µ1 = −0.4, µ2 = 0.3,
σx1 = 0.4, σx2 = 0.1. Bottom-left: stochastic transition probabilities p12t and p22t,
with ψ1 = (0,4)′, φ1 = (ln(0.9),0)′, ψ2 = (0,3)′, φ2 = (ln(2),0)′ and vt = (1,ut)′.
Bottom-right: the exogenous process ut = 0.7+0.4(ut−1−0.7)+ωt with ωt ∼ N(0,0.01)
and u0 = 0.5.
MS model M2 is
yt ∼ N(xt,σy) (9)
xt+1 ∼ N(µst+1 + ρst+1 xt,σxst+1) (10)
st+1 ∼ Pt (st+1 = j|st = i) = pijt, with i,j ∈ {1,2}. (11)
The bivariate transition matrix is deﬁned by: piit = ϕ(ψ′
ivt), with i ∈ {1,2}, ϕ(x) :
R → (0,1) and ψi ∈ Rnv. We use the logistic transform: ϕ(x) = 1/(1 + exp{−x}),
which is one of the several function that could be used to ensure that the estimated
transition probability lies in the unit interval. For example, the c.d.f. of a standard
normal could alternatively be used. Fig. 2 shows a set of data simulated from the
model M2.
￿
Under a statistical modelling point of view the assumption of a deterministic
relation between the conditioning variables and the transition probabilities can be
unsatisfactory. In fact the empirical evidence in favour of phases with diﬀerent
7duration may be only partially explained by a set of exogenous variables. It seems
more reasonable to assume that time variations in the duration may also depend on
the intrinsic random nature of the adjustments in the economic activity.
The assumption of a stochastic relation between transition probabilities and
exogenous variables could lead to more ﬂexible business cycle models. Note that
ﬂexibility usually increases the complexity of the models and the inferential diﬃculties.
However simulation-based inference methods constitute a satisfactory solution to
this inference task and allow employing complex nonlinear models in business cycle
analysis.
In the following we focus on Beta noise processes and propose an example of MS
model with stochastic transition probabilities.
Example 3 -Stochastic Transition Probability.
We introduce an alternative MS model with stochastic transition probability. We
make use of a Beta distribution, which is naturally deﬁned on the interval (0,1), to
model the transition probabilities. The resulting MS model M3 is
yt ∼ N(xt,σy) (12)
xt+1 ∼ N(µst+1 + ρst+1 xt,σxst+1) (13)
st+1 ∼ Pt (st+1 = j|st = i) = pijt, with i,j ∈ {1,2}. (14)
The transition probability is piit ∼ Be(αi(vt),βi(vt)) ∀i ∈ {1,2} and Be(αi,βi) is a
Beta distribution with parameters: αi,βi > 0, ∀i ∈ {1,2}. We set αi = exp{ψ′
ivt},
with ψi ∈ Rnv and consider βi = exp{φ′
ivt}, with φi ∈ Rnv as a known parameter. In
the Beta model both the conditional mean and the variance of the process
E(piit|Ft−1) =
exp{ψ′
ivt}
exp{ψ′
izt} + βi
(15)
V(piit|Ft−1) =
exp{ψ′
ivt}βi
(exp{ψ′
izt} + βi)2(exp{ψ′
ivt} + βi) + 1
, (16)
where Ft−1 = σ({piis,s ≤ t − 1,}) ∨ σ({vs,s ≤ t}), are driven by a vector vt of
exogenous variables. Without loss of generality, in our applications we assume that
the exogenous process only inﬂuence the parameters αi. Thus we consider ψi as
unknown and arbitrarily choose βi.
Although this assumption, model M3 is more ﬂexible than M2 since it accounts
for a stochastic dependence between the transition probabilities and the exogenous
variables, instead of a deterministic one. Moreover the stochastic dependence is of the
ﬁrst and of the second order, in fact the transition probabilities for the model M3
exhibit variation in the volatility.
￿
The proposed MS models have two hierarchical levels of latent variables,
represented by the process xt and by the Markov chain st. In the stochastic-transition
model, M3, a third level of latency is given by the stochastic transition probabilities.
8The latent structure of the previous models may allow for a better modelling of the
business cycle, but makes the inference more diﬃcult, than in the simpler Hamilton’s
MS model and this calls for nonlinear ﬁltering procedures such as SMC.
3 Nonlinear Filtering
The inference problem for the model (1)-(3) includes the estimation of the parameters
and the latent variables.
In principle parameter and state can be estimated separately (see also Storvik
(2002)). In fact in many applications, parameters are treated as known and parameter
estimates are used instead of the true parameter values. But in this way parameter
estimates are not continuously updated as the hidden states. We follow instead
an alternative route and deal with the joint parameter and hidden state estimation
problem. A common way to estimate sequentially the parameters θ (boldface means
that the quantity is a vector) is to include them in states vector (see Berzuini et al.
(1997)) and to apply a ﬁltering algorithm.
In this work we suggest to combine MCMC and SMC for estimating MS latent
factor models. In fact standard MCMC is typically a oﬀ-line approach and it
does not allow the sequential updating of parameter estimates, as new observations
arrive. Moreover, when applied sequentially, MCMC estimation method is more time
consuming than particle ﬁlter algorithms. Nevertheless as suggested in the recent
literature (Del Moral, Doucet and Jasra (2006), Johannes et al. (2006) and Jasra,
Stephens and Holmes (2007), Jasra et al. (2008)) MCMC steps can be successfully
included in the SMC in order to improve the propagation of the particles over the
parameter spaces and possibly the eﬃciency of the estimates. Note that the move of
the particles by means of a MCMC kernel does not alter the validity of the importance
sampling argument if the kernel has the parameter posterior as stationary distribution.
Even if the target of the MCMC chain is the posterior approximated by using the past
history of the particle set MCMC can lead to an improvement in the SMC output.
Details on the convergence results for this kind of algorithms can be found for example
in Del Moral (2004) and Jasra et al. (2008).
Let us denote with δx(y) the Dirac’s mass centered in x. The model given in Eq.
(1)-(3) can be restated assuming the following dynamics for the parameter vector:
θt ∼ δθt−1(θt), with initial condition θ0 = θ a.s.. Let us include the parameter θt
into the hidden states and deﬁne the augmented state vector zt = (x′
t,θ′
t)′ and the
augmented state space Z = X × Θ.
For the dynamic model (1)-(3) let us assume that the density p(zt|y1:t) is known
at time t. Note that if t = 1 the density p0(z0|y0) = p0(x0|θ0)p(θ0) is the initial
distribution of the dynamic model. The states and observable variables one-step-ahead
9prediction, ﬁltering and smoothing densities are
pt+1(zt+1|y1:t) =
 
Z
pt+1(xt+1|xt,y1:t,θt+1)δθt(θt+1)pt(zt|y1:t)dzt (17)
pt+1(yt+1|y1:t) =
 
Z
pt+1(yt+1|xt+1,y1:t,θt+1)pt+1(zt+1|y1:t)dzt+1 (18)
pt+1(zt+1|y1:t+1) =
pt+1(yt+1|xt+1,y1:t,θt+1)pt+1(zt+1|y1:t)
p(yt+1|y1:t)
(19)
respectively.
Note that in equations (??)-(??) we allow the transition density to depend on the
lagged values of the observable variable. The density at the denominator of the right-
hand side of Eq. (??) represents the marginal of the current state and observable joint
density.
Only in some well known cases the ﬁltering, prediction and smoothing densities
have an analytical form. In the case of the switching-regimes models introduced in
the previous examples we need of approximation methods for doing inference. In this
work we address this issue by means of particle ﬁlters.
3.1 Particle Filters
In this work we focus on the sequential Monte Carlo methods called Particle Filters
(PF) (see Doucet, Freitas and Gordon (2001)), which allow us to joint estimate the
states and the parameters of the model.
The basic particle ﬁlter is the Sequential Importance Sampling (SIS) algorithm
and is given in the following. Assume that at the initial time step a weighted random
sample (particle set) {zi
0,wi
0}N
i=1 is approximating the prior density and that at time
t a weighted sample {zi
t,wi
t}N
i=1, is approximating the ﬁltering density. The element
zi
t of the sample is called particle and the particles set, {zi
t,wi
t}N
i=1, can be viewed as
a random discretisation of the state space Z at time t, with associated probability
weights wi
t.
At the time step t+ 1, as a new observation yt+1 arrives, we can approximate the
prediction and ﬁltering densities given in Eq. (??) and (??) as follows
ˆ pN(zt+1|y1:t) =
N  
i=1
pt+1(xt+1|xi
t,y1:t,θt+1)δθi
t(θt+1)wi
t (20)
ˆ pN(zt+1|y1:t+1) ∝
N  
i=1
pt+1(yt+1|xt+1,y1:t,θt+1)pt+1(xt+1|xi
t,y1:t,θi
t)δθi
t(θt+1)wi
t ,(21)
which are called empirical prediction density and empirical ﬁltering density
respectively.
Assume that the quantity E(f(zt+1)|y1:t+1) is of interest, where f is a test function.
The expectation can be evaluated numerically by using a weighted Monte Carlo sample
10{zi
t+1,wi
t+1}N
i=1, which is approximating the ﬁltering distribution
E(f(zt+1)|y1:t+1) ≃
N  
i=1
f(zi
t+1)
wi
t+1  N
j=1 w
j
t+1
. (22)
A simple way to obtain a weighted random sample, which is approximating the
ﬁltering density at time t+1 is to apply importance sampling to the empirical ﬁltering
density given in Eq. (??). If we propagate each particle of the set through the
importance density q(zt+1|zi
t,y1:t+1) = pt+1(xt+1|xi
t,y1:t,θt+1)δθi
t(θt+1), then particle
weights wt+1 update as follows
˜ wi
t+1 ∝
pt+1(yt+1|xt+1,y1:t,θt+1)δθi
t(θt+1)pt+1(zt+1|zi
t,y1:t,θt+1)wi
t
q(zt+1|zi
t,y1:t+1)
∝ wi
t pt+1(yt+1|xi
t+1,y1:t,θi
t). (23)
This is the natural choice for the importance density, because the transition density
represents a sort of prior at time t for the state zt+1. But see also Pitt and Shephard
(1999) and Crisan and Doucet (2000) for further details on the choice of the optimal
importance density.
However after some iterations the empirical distribution of the SIS degenerates into
a single particle, because the variance of the importance weights is non-decreasing
over time (see Arulampalam, Maskell, Gordon and Clapp (2001) and Doucet et al.
(2000)). In order to solve the degeneracy problem many solutions have been proposed
such as the Sampling Importance Resampling (SIR) due to Gordon, Salmond and
Smith (1993), the SIR-Move (see Gilks and Berzuini (2001)), the Auxiliary Particle
Filter(APF) due to Pitt and Shephard (1999) and the Regularised Particle Filters (see
Musso, Oudjane and LeGland (2001) and Liu and West (2001)).
In the regularised APF algorithms the empirical ﬁltering density in Eq. (??) is
regularised through a Gaussian-kernel estimator
ˆ pN(zt+1|y1:t+1) ∝
∝
N  
i=1
pt+1(yt+1|xt+1,θt+1)pt+1(xt+1|xi
t,y1:t,θi
t)δθi
t(θt+1)wi
t
≈
1
N
N  
i=1
wi
tpt+1(yt+1|xt+1,y1:t,θi
t)pt+1(xt+1|xi
t,y1:t,θi
t)Nnθ(θt+1|mi
t,b2 Vt),(24)
where mi
t = aθi
t +(1−a)¯ θt, Vt =
 N
i=1(θi
t − ¯ θt)(θi
t − ¯ θt)′wi
t and ¯ θt =
 N
i=1 θi
twi
t, with
a ∈ [0,1] and b2 = (1 − a2).
A new weighted random sample approximating the ﬁltering density at time t + 1,
is generated by the following two steps. First jointly simulate the random index i
(selection step) and the particle value zt+1 (mutation step) from
q(z
j
t+1,ij|y1:t+1) ∝ pt+1(x
j
t+1|µij
,y1:t,θ
j
t+1)Nnθ(θ
j
t+1|mij
t ,b2 Vt)q(ij|y1:t+1),
11with q(ij|y1:t+1) = p(yt+1|µij
t+1,y1:t,θ
j
t+1)wij
t . Second update the weights as follows
w
j
t+1
∆ =
w
j
tpt+1(yt+1|x
j
t+1,y1:t,θ
j
t+1)pt+1(z
j
t+1|z
j
t,y1:t,θt+1)δθ
j
t(θt+1)
w
j
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j
t+1|z
j
t,y1:t,θt+1)Nnθ(θ
j
t+1|mij
t ,bij
t Vt)
≈
pt+1(yt+1|x
j
t+1,y1:t,θ
j
t+1)
pt+1(yt+1|µij
t+1,y1:t,θij
t+1)
, (25)
which gives a weighted random sample for the ﬁltering density at time t + 1.
4 Applications to Business Cycle Analysis
4.1 Simulation Results
We run the Liu and West (2001) particle ﬁlter (see Alg. 1 in Appendix A) on 100
synthetic datasets of T = 500 observations, then measure the eﬃciency of the estimates
and detect possible degeneracy in the empirical distributions of the particle ﬁlter. In
all our experiments, the tuning parameters a and b2 are equal to (3δ − 1)(2δ)−1 and
(1 − a2) respectively, where we choose δ = 0.99 as suggested in West (1993).
We apply the nonlinear ﬁlter to data simulated from the latent-factor model
M1. For identiﬁcation purposes we consider γ = 1 as known. We set the unknown
parameters ρ = 0.7, σy = 0.1, µ1 = −0.4, µ2 = 0.3, σx1 = 0.4, σx2 = 0.1, p11 = 0.95
and p22 = 0.98. Then we take a monotonic transform of the unknown parameter
vector and include it into the state vector: θt = ( log((1 + ρt)/(1 − ρt)), log(σyt), µ1t,
log(µ2t), log(σx1t), log(σx2t), log(p11t/(1 − p11t)) and log(p22t/(1 − p22t))).
We sequentially estimate the Root Mean Square Error (RMSE) of the regularised
APF for diﬀerent number of particles (N = 100, N = 1,000, 3,000, 5,000). For a
given N, at each time step the RMSE has been estimated by averaging the ﬁltering
errors over 100 independent runs of the APF on diﬀerent simulated datasets of size
T = 500. The results are in the upper chart of Fig. 3. Note that the bad estimation
result in term of RMSE is obtained for N = 100. Due to a tradeoﬀ between the
computational burden and the eﬃciency of the estimates, we decide to set the number
of particles N = 5,000 in our work. However it is always possible to reduce the
RMSE by increasing the number of particles (see Fig. 3). Another way to increase
the eﬃciency is to take advantage by the conditionally Gaussian structure of the MS
models and to use a Rao-Blackwellised version of the regularised PF (see Appendix
B).
In order to detect the absence of degeneracy in the output of the regularised APF,
we evaluate at each time step three eﬃciency indexes. The ﬁrst one is the Survival
Rate (SR). It is deﬁned as the number of particles survived to the selection step over
the total number of particles
SRt = 1 −
1
N
N  
i=1
I{0}(Card(Ii,t)), (26)
12where Ii,t = {j ∈ {1,...,N}|i
j
t = i} is the set of the random index values, which
are selecting, at time t, the i-th particle. Particle set degenerates when persistently
exhibiting a high number of dead particles from a generation to the next one. Note
that this index is not able to detect the degeneracy of the particle weights. Thus we
make use of the eﬀective sample size and of the entropy of the weights.
The Eﬀective Sample Size (ESS) is deﬁned as
ESSt =


N  
i=1
 
wi
t  N
j=1 w
j
t
 2

−1
(27)
and varies between 1 (all but one particle weights are null) and N (equal weights). A
related criterion is the coeﬃcient of variation (see Liu and Chen (1998)).
Another measure of the weight degeneracy is the Shannon’s Entropy (ENT) of the
particle weights
ENTt = −
N  
i=1
wi
t  N
j=1 w
j
t
log2
 
wi
t  N
j=1w
j
t
 
. (28)
When all the normalized weights are null except for one of them, the entropy is null.
If all the weights are equal to 1/N, then the entropy is equal to log2(N).
Figure 3 shows at each time iteration, the expected value of the eﬃciency indexes
estimated over 100 independent runs of the APF, for a diﬀerent number of particles.
In order to show an extreme case of weights degeneracy we include in the graphs the
result when the number of particle is N = 100. Note that in our 100 experiments the
SR is not able to detect the change of numerical eﬃciency in employing 100 or 1,000
particles and in employing 3,000 or 5,000 particles (see right-bottom chart of Fig. 3).
The eﬀective sample size and entropy (upper-right and bottom-left charts respectively)
detect instead a change of eﬃciency in using diﬀerent number of particles.
Figure 4 shows the result of a typical run of the APF for the synthetic dataset
exhibited in the upper plot of Fig. 1. Note that in this simulate example, both the
the ESS and the entropy indexes exhibit an increase of the numerical eﬃciency after
quite 200 iterations.
From the empirical ﬁltering densities we obtain the sequential estimator of the
latent factors as follows
  E(xt|y1:t) =
N  
i=1
wi
txi
t,   E(st|y1:t) = I(0.5,1](ˆ pt), with ˆ pt =
N  
i=1
wi
tI{1}(si
t)
Figure ?? shows the on-line estimates, that is the mean of the posterior
distribution, for the parameters µ1, µ2, σx1, σx2, σy, ρ, p12 and p22.
4.2 Turning Points Datation in the Euro-area Business Cycle
We consider monthly observations from January 1970 to February 2006 of the Euro
Industrial Production Index (IPI). In order to get the IPI at the Euro zone level
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Figure 4: Model M1. RMSE, ENT, ESS and SR at each iteration, estimated over a
set of 100 independent runs of the R-APF, for diﬀerent number of particles (N = 100
(dashed black line), N = 1,000 (grey line), 3,000 (dark grey line) and 5,000 (black
line)). We apply the R-APF to samples of 500 observations simulated from the model
M1 with γ = 1, σy = 0.1, ρ = 0.7, µ1 = −0.4, µ2 = 0.3, σx1 = 0.4, σx1 = 0.1,
p11 = 0.97, p22 = 0.96.
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Figure 5: Model M1. Upper-left: true (solid line) and sequentially ﬁltered (dashed
line) latent factors. Left scale refers to the factor xt. Eﬃciency indexes are evaluated
sequentially over T = 500 observations. In particular in the upper-right chart: the
survival rate; in the bottom-right chart: the eﬀective sample size and the average
sample size (horizontal dashed line). Bottom-left: the entropy and the maximum
entropy (horizontal dashed line).
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Figure 6: Model M1. On-line parameter estimates. Each graph exhibits the mean
(solid line) of the estimated posterior distribution and the quantiles (dotted lines) at
the 0.025 and 0.975 over 500 time iterations.
a back-recalculation has been performed (see Anas et al. (2007) for details). The
MS models, from M1 to M3, have been applied to the log-change of the IPI index
represented in Fig. 5. The bottom charts of the same ﬁgure display the volatility of
the IPI log-changes. The presence of time-varying volatility suggests that the three
models should account for diﬀerent regimes not only in the level of the latent factor,
but also in the volatility parameter.
In the models M2 and M3, we assume that the exogenous variable, which is driving
the transition probabilities, is a leading indicator. In the analysis of the turning points,
Anas et al. (2007) recently proposed to use either the growth cycle (GCCI) or the
business cycle (BCCI) coincident indicators. Note that the components of the BCCI
index are available from June 1979, while the components of the GCCI only from July
1991. In order to have a sample as large as possible, we employ the three components
of the BCCI indicator: the IPI level, the Unemployment Index and the Number of New
Passenger Car Registrations (see Data Appendix). We calculate a weighted average
of the components with weights as in Anas et al. (2007).
We apply the regularised APF to estimate the three MS models. In the model M1
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Figure 7: Left-up: log-change in percent of the European Industrial Production Index
(IPI) at the monthly frequency for the period: February 1970 to May 1979. Right-up:
log-change in percent of the IPI and BCCI-type index at the monthly frequency for
the period June 1979 to February 2006. Bottom: square of the of the IPI.
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Figure 8: Model M1. Left charts: sequential estimate of the recession probability
in the Euro area (upper); sequentially ﬁltered regimes (middle) and latent factor
(bottom). Right chart: survival rate (upper); entropy (middle); eﬀective sample size
(bottom). The dashed vertical lines indicate in each charts the output of the PF which
has been employed to initialize the PF for models M2 and M3.
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Figure 9: Model M2. Left charts: sequential estimate of the recession probability
in the Euro area (upper); sequentially ﬁltered regimes (middle) and latent factor
(bottom). Right chart: survival rate (upper); entropy (middle); eﬀective sample size
(bottom).
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Figure 10: Model M3. Left charts: sequential estimate of the recession probability
in the Euro area (upper); sequentially ﬁltered regimes (middle) and latent factor
(bottom). Right chart: survival rate (upper); entropy (middle); eﬀective sample size
(bottom).
17M1
θ ˆ θT q0.025 q0.975 s.d.
ρ 0.2971 0.1849 0.4526 0.0667
µ1 -0.1427 -0.6894 -0.0122 0.2578
µ2 0.6052 0.0977 1.1446 0.2697
σ2
x1 0.8115 0.4496 1.7839 0.3550
σ2
x2 0.3971 0.1181 0.4573 0.0461
p11 0.9843 0.0091 0.0284 0.0049
p22 0.9742 0.9552 0.9885 0.0088
M2
θ ˆ θT q0.025 q0.975 s.d.
ρ 0.2985 0.2189 0.3996 0.0489
µ1 -0.1801 -0.5774 0.0514 0.2397
µ2 0.5087 0.0821 0.9951 0.2334
σ2
x1 0.8138 0.5697 1.4287 0.2233
σ2
x2 0.2024 0.1095 0.3416 0.0586
ψ11 4.5143 2.9935 6.4240 0.8943
ψ21 0.4809 0.1984 0.9648 0.2013
ψ12 4.0128 2.3761 6.9030 1.1623
ψ22 0.5344 0.1862 1.0191 0.2052
M3
θ ˆ θT q0.025 q0.975 s.d.
ρ 0.2976 0.1983 0.3863 0.0491
µ1 -0.0957 -0.5729 0.3431 0.2302
µ2 0.5032 0.0562 0.9732 0.2335
σ2
x1 0.8337 0.5681 1.4373 0.2227
σ2
x2 0.2071 0.1203 0.3939 0.0653
ψ11 4.6006 3.1327 7.2276 1.0315
ψ21 0.5064 0.2359 1.0731 0.2224
ψ12 3.8756 2.0593 5.8880 0.9826
ψ22 0.5383 0.2855 0.9307 0.1677
Table 1: Estimates for models M1, M2 and M3 (with known parameters γ = 1 and
σy = 1). The coeﬃcient ρ is assumed to be constant over the two regimes. Estimated
parameters, the 0.975 and 0.025 quantiles and standard deviations (s.d.) for the log-
change of the Euro Industrial Production Index.
18M1 M2 M3
Begin End Begin End Begin End
1980:M03 1983:M10 1980:M04 1984:M11 1980:M03 1983:M09
- - - - 1984:M02 1984:M07
1986:M05 1987:M04 1986:M05 1987:M02 1986:M05 1987:M04
1990:M11 1994:M01 1991:M03 1993:M12 1991:M02 1993:M12
1995:M09 1996:M12 1995:M06 1996:M12 1995:M04 1996:M10
1998:M08 1999:M05 1998:M05 1999:M05 1998:M01 1998:M12
2001:M02 2003:M09 2001:M02 2003:M10 2001:M01 2003:M05
Table 2: Detection of the European recession periods using models M1, M2 and M3.
In boldface the recession period detected by the model M3.
we consider the following prior distributions
p(µi,σ2
xi) ∝
1
σ2
xi
i = 1,2
p(ρ) ∝ T N(−1,1)(0,103)
p(pi1,pi2) ∝ B(1/2)B(1/2),
while for the parameter of the transition processes in the models M2 and M3 we
consider
p(ψi) ∝ N2
 
02,105I2
 
, i = 1,2, (29)
where 02 and I2 are the null vector and the identity matrix of dimension 2, respectively.
In order to initialized the particle ﬁlter for M1 we need a properly weighted sample
and thus can not use improper priors. To initialize the ﬁlter with a proper prior
distribution, we run a Gibbs sampler on an set of 2 observations. The initialization
of the PF for the models M2 and M3 is slightly more involved. We run the PF for
model M1 up to May 1979 and then use the resulting empirical posterior distribution
of the parameters µ1, µ2, σx1, σx1, ψi to initialize the PF for the models M2 and
M3. More speciﬁcally, in M2 we set ψ2i = 0, use the inverse logistic transform to ﬁnd
the estimate ˆ ψ1i and take a diﬀuse normal prior: p(ψi) ∝ N2((0, ˆ ψ1i)′,105I2). In M3,
thanks to equations (13) and (14) we ﬁnd the estimate ˆ ψi then we assume a diﬀuse
normal prior: p(ψi) ∝ N2( ˆ ψi,105I2).
The output of the sequential estimates are given in Figg. 6-8. The estimated
parameters, with the 0.975 and 0.025 quantiles and standard deviations at the last
iteration of the ﬁlter are in Tab. 1.
The date of the recession periods are in Tab. 2. Note that although some estimated
parameter values can diﬀer, the three models return similar dating of the cycle. There
is a diﬀerence in the number of recession phases given by the models M1 and M2 and
the model M3. The third model identiﬁes a recession phase in February 1984-July
1984 which has been detected also in other studies (see Anas and Ferrara (2004a)).
19In order to compare our results with previous analysis of the business cycle,
we employ the concordance statistic for regular periodic behavior in the business
cycles proposed by Harding and Pagan (2002). Their concordance statistic is a non-
parametric measure of the proportion of time during which two series, in our case the
ﬁltered business cycle regimes, ˜ sit and ˜ sjt, are in the same state. Let ˜ sit and ˜ sjt take
value of one in expansion and zero in a contraction. The degree of concordance is then
C
ij
T =
1
T
 
T  
t=1
(˜ sit˜ sjt) + (1 − ˜ sit)(1 − ˜ sjt)
 
(30)
where T is the sample size. This measure ranges between 0 and 1, with 0 representing
perfectly counter-cyclical switches, and 1 perfectly synchronous shifts. Obviously, for
two regimes described by random walks, the measure will be 0.5 in the limit.
We compare our parametric approach combined with nonlinear ﬁltering methods
with other approaches for dating classical cycles. We apply the concordance statistic
to the ﬁltered regimes of our models and the oﬃcial shifts in business cycle due to the
ECB and the dating of the growth cycle due to Harding and Pagan (2002) and Anas
and Ferrara (2004a),(2004b).
Both the sequential evaluation of the concordance statistics (Fig. ??) and the
results at the last iteration (Tab. 3) show a strong similarity between the output our
three models with concordance values above 0.88 (boldface values). Furthermore, there
exists a quite high degree of synchronicity, around 0.8, between the cycles ﬁltered with
our sequential Monte Carlo method for the models M2 and M3 and the results in Anas
and Ferrara (2004a), (2004b). Finally note that, as for full non-parametric approach
of the Anas and Ferrara (2004a), (2004b), our three parametric models provide low
values of concordance, around 0.6, with the ECB dating of the business cycle.
4.3 Forecast Accuracy
Another application of the proposed nonlinear ﬁltering approach to the real-time
context is the sequential evaluation of the forecasting ability of competing business
cycle models. We estimate sequentially the parameters and the hidden states and
provide a one-step-ahead forecast for the observable yt. We measure over time the
forecast accuracy of Mi, with i = 1,2,3, in terms of Root Mean Square Forecast
Errors (RMSFE)
RMSFEi
t =
   
   1
t
t  
k=1
(ˆ yi
k − yk)2,
with t = 1,...,T, where T is the sample size and ˆ yi
k is the forecasted IPI log-change
for the observation k in the model Mi.
At the last time iteration of the ﬁltering algorithm the RMSFEs of the three models
are quite similar: RMSFE1
T = 0.6820, RMSFE2
T = 0.6853 and RMSFE3
T = 0.6675,
but a graphical inspection of the RMSFEs evolution in Fig. 9 shows that M3
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Figure 11: Sequential evaluation of the concordance statistics: C
ij
t =
1
t {
 τ
k=1(˜ sit˜ sjk) + (1 − ˜ sik)(1 − ˜ sjk)}, with t = 1,...,T, between ﬁltered business
cycle phases from our models: M1, M2 and M3 (boldface values) and the estimated
cycle in the sample period June 1979-December 2002 due to ECB, Harding and Pagan
(2002) (HP), Anas and Ferrara (2004a), (2004b) (AF).
AF HP ECB M1 M2 M3
AF 1 0.6978 0.6573 0.7321 0.8037 0.7944
HP 1 0.6978 0.6978 0.7072 0.7165
ECB 1 0.6449 0.6231 0.6573
M1 1 0.9097 0.8879
M2 1 0.9034
M3 1
Table 3: Degree of Concordance {C
ij
T } between the ﬁltered business cycle phases from
our models: M1, M2 and M3 (boldface values) and the estimated cycle in the sample
period June 1979-December 2002 due to ECB, Harding and Pagan (2002) (HP), Anas
and Ferrara (2004a),(2004b) (AF).
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Figure 12: Upper chart: RMSFE in predicting one-step-ahead the IPI log-change. We
evaluate the RMSFE of models M1 (solid line), M2 (dashed line) and M3 (dotted line)
over the ﬁlter iterations on the period 1979:M06-2006:M02. Bottom chart: Diebold
and Mariano’s statistics for the square error diﬀerences between the three models over
the ﬁlter iterations, and the critical values for the 95% (horizontal solid lines) and 90%
(horizontal dashed lines) conﬁdence levels.
cumulates over time the lowest forecast errors, while models M1 and M2 seems to
exhibit the worst performance in predicting the value of the IPI log-change.
In order to obtain some more insight about the signiﬁcance of the RMSFE
diﬀerences between two competing models, Mi and Mj, we have evaluated recursively
the Diebold and Mariano (1995) statistic
S
ij
t =
1
t
 t
k=1
 
(yk − ˆ yi
k)2 − (yk − ˆ y
j
k)2
 
 
2πf(0)
T
with t = 1,...,T, where ˆ yi
k and ˆ y
j
k are the forecasted IPI log-change for the observation
k in two alternative models i and j and f(0) is the spectral density of the diﬀerences
(yk−ˆ yi
k)2−(yk−ˆ y
j
k)2 at frequency zero. S
ij
t is asymptotically distributed as a N(0,1).
As we forecast only one-step-ahead we do not introduce autocorrelation across forecast
errors. In this case a consistent estimate of 2πf(0) will be the sample variance of square
errors diﬀerence (see Campbell et al. (1997), p. 535). Bottom chart in Fig. 9 displays
the Diebold and Mariano statistics with the critical values for the 95% (horizontal solid
lines) and 90% (horizontal dashed lines) conﬁdence levels over the ﬁltering iterations.
22This test has asymptotic validity, thus the most relevant information are the
results at the last ﬁltering iteration T. The value of the statistics at time T are:
S12
T = −0.3589, S13
T = 1.3420 and S23
T = 1.5122. If we compare them with the critical
values ±1.96, associated to the 95% signiﬁcance level, we conclude that the diﬀerences
are not statistically diﬀerent from zero and thus that the three models are equivalent
in terms of forecasting ability.
However our sequential methodology allows us to evaluate the test statistics over
the ﬁltering iterations and this can be done without re-estimating the parameters
and hidden states of the models each time a new observation becomes available. The
bottom chart in Fig. 9 shows that the error diﬀerences (M1 − M3) and (M1 − M3)
are systematically increasing over time and in some subperiods a signiﬁcant diﬀerence
at the 90% level occurs. Moreover in the last part of the sample there is a signiﬁcant
evidence in favour of the forecast ability of the model M3 at the 95% level. We stress
again that the Diebold and Mariano’s test has an asymptotic validity, nevertheless
it can be combined with our sequential ﬁltering procedure in order to highlight the
behaviour over time of the forecast errors between competing models.
5 Conclusion
We propose a new way to deal with the real-time analysis of the business cycle.
We follow a parametric approach and propose a new Markov-switching model with
stochastic time-varying transition probabilities. We analyze in a Bayesian perspective
the sequential state ﬁltering and parameter estimation problems for the proposed
model and for other existing Markov-switching models. We study on synthetic data
the numerical eﬃciency of the sequential technique. Moreover we apply the analysed
models and the ﬁltering procedure to turning points detection and forecasting accuracy
evaluation in the European business cycle analysis.
23Appendix A - Nonlinear Filtering
Appendix A.1 - Particle Filter
Algorithm 1. (MS Latent-Factor Model)
Given an initial set of particles {xi
t,si
t,θi
t,wi
t}N
i=1:
1. Compute Vt =
 N
i=1(θi
t − ˆ θt)(θi
t − ˆ θt)′wi
t and ˆ θt =
 N
i=1 θi
twi
t
2. For i = 1,...,N calculate the following summarizing constant:
(a) ˜ Si
t+1 = argmax
l∈1,2
P(st+1 = l|st = si
t)
(b) ˜ Xi
t+1 = µi
˜ Si
t+1
+ ρi
txi
t
(c) ˜ θ
i
t = aθi
t + (1 − a)ˆ θt
with ˜ θt = (˜ γt, ˜ σy t, ˜ ρt, ˜ µ1t, ˜ µ2t, ˜ σx1t, ˜ σx2t, ˜ p11t, ˜ p22t),
3. For i = 1,...,N:
(a) Simulate ki from q(k|y1:t+1,θ) ∝ N(yt+1|˜ γk
t ˜ Xk
t+1, ˜ σk
y t)wk
t ,
with k ∈ {1,...,N}
(b) Simulate ¯ θ
i
t+1 from N(˜ θ
ki
t ,b2Vt)
(c) Simulate si
t+1 ∈ {1,2} from P(si
t+1 = i|ski
t )
(d) Simulate xi
t+1 from N(µi
si
t+1 t+1 + ρi
t+1xki
t ,σi
xsi
t+1 t+1)
(e) Update weights
˜ wi
t+1 ∝ N(yt+1|γi
t+1xi
t+1,σi
y t+1)/N(yt+1|˜ γki
t ˜ Xki
t+1, ˜ σki
y t)
4. Normalize weights wi
t+1 = ˜ wi
t+1 (
 N
i=1 ˜ wi
t+1)−1, for i = 1,...,N.
5. Simulate θi
t+1, xi
t+1, si
t+1 from the MCMC kernel K(θ|¯ θ
i
t+t) with
target p(θ,xi
1:t+1,si
1:t+1|yi1:t+1).
6. If ESSt+1 < κ
simulate {xi
t+1,si
t+1,θi
t+1}N
i=1 from {xi
t+1,si
t+1,θi
t+1, ˜ wi
t+1}N
i=1
(Multinomial resampling) and set wi
t+1 = 1/N.
24Data Appendix
The data used in the construction of the leading indicator has been treated as follows.
The Industrial Production index, Total except construction (Source: Eurostat
(since January 1990) completed by provisional back-calculated values until January
1977; Unit: Index of Volume, 2000=100; Statistical treatment: Seasonally and Trading
day adjusted; Data transformation: Growth rate over 12 months)
Unemployment rate (Source: Euroind (since January 1993) completed by
provisional backcalculated values until January 1975; Unit: Percent; Statistical
treatment: Seasonally and Trading day adjusted; Data transformation: Inverted
diﬀerentiation over 3 months)
New car registrations (Source: ACEA; Starting date: January 1978; Unit: Volume;
Statistical treatment: Seasonally adjusted with X11 by Coe-Rexecode / GRETA; Data
transformation: Growth rate over 12 months and non-centered moving average over 6
months)
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