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Abstract
In this paper we calculate the basic thermodynamical quantities for
a system of bosonic simple harmonic oscillators (BSHOs) and the cor-
responding system of fermionic simple harmonic oscillators (FSHOs)
using a dispersion relationship similar to cases in general relativity
and condensed matter physics. In the FSHO we see negative temper-
atures in both cases we obtain finally a system of oscillators with only
one effective frequency of vibration. Also we see that pressure is less
than zero for T < Tc where Tc is a critical temperature for bosons.
1 Introduction
In this paper we calculate the thermodynamic properties of a system
of bosons and of a system of fermions obeying the dispersion relation ω2 =
m2+∆2 sin2(pika/L) in units with ~ = 1, c = 1. This dispersion relationship
is similar to the cases in solid state physics as in [3], in the study of lattice
vibrations in a solid. On the other hand for small a it becomes the dispersion
relation for a free particle with momentum k in 1+1 dimensional Minkowski
space. The dispersion relationship above also arises [2] if space has a discrete
structure with total length L which is an integer multiple of a with periodic
or nonperiodic boundary conditions.
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In the literature there exists similar calculations although in a different
physical content. For example, Unruh [12] has pointed out that one can
employ certain dispersion relationships arises in the context of dumb holes:
i.e. entities which can occur when the velocity of the fluid increases to val-
ues larger than the velocity of sound on a closed surface. The family of
relationships he uses is given by
ω± = vk ± f 2(k) (1)
and
f 2(k) = k0
(
tanh
(
k
ko
)n)1/n
. (2)
He reasoned that using this relationship he could apply it to the case of black
holes. The physical aspects of this calculation is not so interesting for us.
The important point is that such relationships do occur and thus can be
utilized in the context of real physical problem.
On the other hand Casadio [5] has investigated the dependence of the
black hole evaporation on the high frequency behavior of Hawking quanta in
4-dimensions, using a particular dispersion relationship. The relationship he
used is (see also [9])
ω2 =
k˜2
k20
(
ε1
(1 + ek˜/k0)
+
4− 2ε
(1 + ek˜/k0)2
)
. (3)
He obtained the result that even in the case of large deviations in the dis-
persion relationship in the ultra high frequency domain the luminosity of the
black hole was not changed appreciably for a judicious choice of parameters.
In addition to the above Mersini et. al. [9] focused on the impact the
trans-Planckian regime has on the observables, i.e. dark energy and cosmic
microwave background, radiation spectrum. The dispersion relationship they
use
ω2(k) = f 2(k) = k2
(
ε
1 + ex
+
ε2e
x
1 + ex
+
ε3e
x
(1 + ex)2
)
. (4)
They demand that dispersion relationship goes asymptotically to zero i.e.
ε2 = 0. Also the condition of a nearly linear dispersion relationship for k < k˜
requires that ε1/2 + ε3/4 = 1.
Also Corley and Jacobson [6] has used a relationship
f 2(k) =
{
k2 − k4
k2
0
k2 < k20
0 k2 > k20.
(5)
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This dispersion relationship has the same small k behavior as Unruh’s
but behaves quite differently for large k. They focused on to qualitatively
different types of particle creation, a thermal Hawking flux generated by a
process called mode conversion at the black hole horizon, and a non-thermal
spectrum caused by scattering from a stationary geometry.
Brout et. al. [4], has solved Unruh’s problem analytically (for the dumb
black holes) and they have obtained a similar result.
Dispersion relationships similar to the above form occur in condensed
matter physics as well. For instance in the phenomena of plasma oscillations
we have
ω2k = ω
2
p + c
2k2. (6)
The similarity with our case is obvious for small k. Also for a system of
harmonic oscillators on a lattice as in condensed matter physics we have
that
ω2 =
k1 + k2
2m
[
1±
[
1− 4k1k2
(k1 + k2)2
sin2(ka/2)
]1/2]
(7)
where k1 and k2 are the spring constants for a system with diatomic basis.
Where + (-) sign corresponds to the optical (acoustical) mode in the case
4k1k2/(k1 + k2)
2 ≪ 1 irrespective of the value k. On the other hand for
k1 = k2 = k it is also similar to the case in this paper. Indeed
ω2 = ω2± =
k
m
[
1± cos
(
ka
2
)]
(8)
for acoustical and optical phonon modes.
It is also possible to calculate the relevant quantities for the acoustical
modes (work in progress). We will take k to be a one dimensional continuous
variable and use the density matrix and statistical mechanics to calculate the
thermodynamic properties. This method is indeed well known for a system
of harmonic oscillators which we briefly review in Section 2. In Section 3 we
apply this dispersion relation to a system of bosonic oscillators and obtain
infinite compressibility as in Bose-Einstein condensation. We show that the
pressure is negative for temperatures below a critical temperature. In Section
4 the same dispersion relation is used for a system of fermionic oscillators
for which it is shown that negative temperatures exist. As temperature
approaches zero from above or below, the system exhibits a discontinuous
behaviour for energy and pressure.
One important point that we obtain for both the bosonic and the fermionic
case is that the mass dependence of the thermodynamic variables such as en-
ergy and entropy m is through an effective mass parameter ω0 = m(1 +
3
∆2/m2)1/4 which shows that the zero mass limit may be singular. Section 5
is reserved for conclusions.
2 The General Formalism for a System of
Coupled Quantum Harmonic Oscillators
The problem of the harmonic oscillator is probably the simplest and most
widely used amongst all the non-trivial cases in quantum mechanics. The
kernel (propagator) for a single oscillator is given by
K(x, t; x′, t′) =
(
mω
2piih sin(ωT )
)1/2
exp
(
imω
2h sin(ωT )
((x2 + x′2) cos(ωT )− 2xx′)
)
(9)
where T = t− t′ and the other variables are as widely used in literature. A
general form for the kernel is as follows
K(x, t; x′, t′) =
∑
j
φ∗j(x)φj(x
′)e−i(t2−t1)Ej . (10)
Now we go to imaginary time (t = iβ) i.e. to the realm of statistical
mechanics. A closely related expression is
ρ(x, x′) =
∑
j
φ∗j(x)φj(x
′)e−βEj (11)
where ρ(x, x′) is the density matrix. Now take the trace of the density matrix
i.e. take the integral over x after setting x = x′∫
dxρ(x, x′) =
∑
j
(∫
dxφ∗j(x)φj(x)
)
e−βEj
=
∑
j
e−βEj = Z since
∫
dxφ∗i (x)φj(x) = δij .
(12)
Thus to calculate the partition function we can use ρ(x, x′). Indeed the
differential equation for our kernel (in the quantum mechanical case) is given
by
− h
i
∂K(2, 1)
∂t
= H2K(2, 1) (13)
where H2 acts on the variable denoted by 2.
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For our statistical mechanical system on the other hand
− ∂ρ(2, 1)
∂β
= H2ρ(2, 1) (14)
where H2 acts on 2 again.
Thus for example we can calculateK, the kernel in our quantum mechani-
cal case using path integrals and then analytically continue to imaginary time
where β = i(t2− t1) to obtain ρ(x, x′) and from there calculate the partition
function by taking the trace over x.
Of course now we can extend our physical system of a single harmonic
oscillator into a system of coupled (for the moment) harmonic oscillators.
We again use imaginary time and employ the Euclidean Lagrangian. For our
system of coupled harmonic oscillators we have
L =
1
2
∑
j
q˙2j +
1
2
∑
j,k=1
Vjkqjqk. (15)
We make an orthogonal transformation to a state which consists of inde-
pendent oscillators. Our Lagrangian now reads
L =
1
2
∑
j
(
Q˙2j + ω
2
jQ
2
j
)
(16)
where Qj are the new position variables, ωj is the eigenfrequency correspond-
ing to the mode denoted by j.
Now we have a set of uncoupled harmonic oscillators. For a single oscil-
lator we have for the partition function Z = − log(2 sinh(βω
2
))
for a bosonic
simple harmonic oscillator (BSHO) and Z = log
(
2 cosh
(
βω
2
))
for a fermionic
simple harmonic oscillator (FSHO).
For a collection of independent oscillators we have
Z =
∏
k
Zk. (17)
After calculating this function which is closely related to Helmholtz free
energy A we can easily obtain the thermodynamic quantities A, E, S, P , CL
respectively Helmholtz free energy, energy, entropy, pressure, specific heat at
constant volume. For the particular dispersion relationship we choose:
ω2k = m
2 +∆2 sin2
(
kpia
L
)
(18)
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where k is an integer, k = 0, 1, . . . , L/a − 1 and L stands for the so called
volume, and a stands for the spacing of the lattice (or merely inserted for
dimensional consistency). We will go to the continuous limit for solving this
equation.
As in the introduction dispersion relationships of this kind are encoun-
tered in different context in general relativity, condensed matter physics and
also in discrete space structures [2] when the total length L is an integer
multiple of a, the lattice spacing. In addition to our calculation is valid for
all ∆/m≪ 1 but for all T .
We note finally that we solved this model for both bosonic and fermionic
cases and separately obtained similar results.
3 Calculation of the Partition Function of Bosonic
Oscillators
3.1 Preliminaries
First we make the passage from the discrete case to the continuous case
and determine exactly what we are going to calculate. From the above equa-
tions again since
ω2k = m
2 +∆2 sin2
(
pika
L
)
, 0 ≤ k ≤ L
a
(19)
and
log(Z) =
∑
k
log(Zk) = −
∑
k
log
(
2 sinh
(
βωk
2
))
(20)
by enumeration of momentum states
∆k =
L
pia
ω∆ω√
(ω2 −m2)(∆2 +m2 − ω2) (21)
we have
log(Z) =
−L
pia
∫ √m2+∆2
m
ωdω√
(ω2 −m2)(∆2 +m2 − ω2) log
(
2 sinh
(
βω
2
))
.
(22)
Noting that
log
(
2 sinh
(
βω
2
))
=
βω
2
+ log
(
1− e−βω)
=
βω
2
−
∑
n
e−nβω
n
(23)
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the second term on the right is the Bose-Einstein integral function of order
one. We refer the reader to the literature [11] and merely give the result
here. In the notation of [11],
g1(e
−βω) =
∑
n
e−βω
n
= − log(βω) +
∞∑
n=1
(−1)nζ(1− n)(βω)n
n!
. (24)
Here ζ(z) is the Riemann zeta function. Since ζ(−2n) = 0 only ζ(1−2n) and
ζ(0) terms contribute and we have the expression [13] according to ζ(1−2n) =
−1nBn
2n
where Bn are Bernoulli numbers and ζ(0) = −1/2. As a result
g1(e
−βω) = − log(βω) +
∞∑
n=1
(−1)nBn(βω)2n
(2n)!2n
+
βω
2
. (25)
Therefore we have,
log
(
2 sinh
(
βω
2
))
= −
∞∑
n=1
(−1)nBn(βω)2n
(2n)!2n
+ log(βω). (26)
3.2 Calculation of the Partition Function
We will now seperately calculate the contributions to the partition func-
tion from the first and second terms of (26). Hence we set
− log(Z) = I +K (27)
where
I = − L
pia
∞∑
n=1
(−1)nBnβ2n
(2n)!2n
∫ √m2+∆2
m
ω2n+1dω√
(ω2 −m2)(∆2 +m2 − ω2) (28)
and
K =
L
pia
∫ √m2+∆2
m
ω log(βω)dω
((ω2 −m2)(∆2 +m2 − ω2))1/2 . (29)
Now defining for the first term of (26),
In =
∫ √m2+∆2
m
ω2n+1dω√
(ω2 −m2)(∆2 +m2 − ω2) (30)
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we get
I = − L
pia
∞∑
n=1
(−1)nBn
(2n)!2n
β2nIn. (31)
Setting ω2 = m2 + z,
In =
1
2
∫ ∆2
0
(m2 + z)ndz
(z(∆2 − z))1/2 . (32)
Now from Appendix A we have,
In =
1
2
m2n 2F1(−n, 1/2; 1,−∆2/m2)B(1/2, 1/2) (33)
where 2F1 is the hypergeometric function of its arguments and B is the beta
function.
Now we use Appendix B and express the hypergeometric function in terms
of Legendre polynomials. Thus we have
2F1(−n, 1/2; 1,−∆2/m2) = (1 + ∆
2
m2
)n/2P−n−1
(
1 + ∆
2
2m2(
1 + ∆
2
m2
)1/2
)
(34)
with P−n−1 = Pn and Pn(1) = 1, making the approximation ∆/m ≪ 1 we
see that
2F1(−n, 1/2; 1,−∆2/m2) = (1 + ∆
2
m2
)n/2
(
P (1) +O
(
∆4
m4
))
. (35)
Therefore we get,
I = − L
2a
∞∑
n=1
[
βm
(
1 +
∆2
m2
)1/4]2n
1
(2n)!
1
2n
(−1)nBn (36)
with m
(
1 + ∆
2
m2
)1/4
= ω0
I = − L
2a
∞∑
n=1
(ω0β)
2n (−1)nBn
(2n)!2n
(37)
with x = iβω0
I = − L
2a
∞∑
n=1
x2n
(2n)!
Bn
2n
. (38)
8
Taking the derivative with respect to x and multiplying with x; we get,
x
dI
dx
= − L
2a
∞∑
n=1
x2n
(2n)!
Bn (39)
from the identity in [13] page 125,
x
2
cot
(x
2
)
= 1−
∞∑
n=1
x2n
(2n)!
Bn (40)
with x = iz; we have,
dI
dz
= − L
2a
[
1
z
− 1
2
coth
(z
2
)]
. (41)
Integrating over z with z = ω0
I = − L
2a
[
log(z)− log
(
sinh
(z
2
))]
+ Co (42)
where C0 is the constant of integration.
Since I(0) = 0
I(β) = − L
2a
[
log(βω0)− log
(
2 sinh
(
βω0
2
))]
. (43)
We now calculate the contribution of the second term in eq. (26) to the
series expansion.
We have defined K such that (29),
K =
L
pia
∫ √∆2+m2
m
ω log(βω)dω
((ω2 −m2)(∆2 +m2 − ω2))1/2 . (44)
Setting ω2 = u,
K =
L
2pia
{∫ ∆2+m2
m2
log(β)du
[(u−m2)(∆2 +m2 − u)]1/2
+
1
2
∫ ∆2+m2
m2
log(u)du
[(u−m2)(∆2 +m2 − u)]1/2
}
.
(45)
We have therefore K = K1+K2 where K1 (K2) is the first (second) term
in the above expression.
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For the first term, K1 we refer the reader Appendix C. K1 =
L
2a
log(β).
For the second term on the right (K2), setting u = m
2 +∆2 − y we have
K2 =
L
4pia
{∫ ∆2
0
dy log(m2 +∆2)
[y(∆2 − y)]1/2
+
∫ ∆2
0
dy log
(
1− y
m2+∆2
)
[y(∆2 − y)]1/2
}
.
(46)
The first term above again gives (Appendix C),
=
L
2a
log
(
(m2 +∆2)1/2
)
. (47)
Setting y = ∆2z2, the second term gives,
=
L
2pia
∫ 1
0
dz log
(
1− ∆2z2
m2+∆2
)
[1− z2]1/2 . (48)
From [7] and Appendix [D]
K2 =
L
2a
log
(
m+ (∆2 +m2)1/2
2(∆2 +m2)1/2
)
. (49)
Finally, K = K1 +K2 equals
K =
L
2a
log
(
β((m2 +∆2)1/2 +m)
2
)
. (50)
Collecting results from (43) and (50)
log(Z) =
L
2a
{
log
( ω0
kT
)
− log
(
2 sinh
( ω0
2kT
))
− log
(
(m2 +∆2)1/2 +m
2kT
)} (51)
with ω0 = m(1 +
∆2
m2
)1/4. Up to order ∆
4
m4
log(Z) = − L
2a
log
(
2 sinh
( ω0
2kT
))
. (52)
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3.3 Ground State Energy
Now we calculate the ground state energy for our system of BSHOs. We
have
E0 =
∑
k=0
ωk
2
(53)
setting ~ = 1.
Using the expression for the enumeration of the momentum states
=
L
2pia
∫ (∆2+m2)1/2
m
ω2dω
((ω2 −m2)(∆2 +m2 − ω2))1/2 . (54)
Setting ω2 = m2 + y and 2ωdω = dy
E0 =
∫ ∆2
0
L
4pia
(m2 + y)1/2dy
(y(∆2 − y))1/2 (55)
again using the result from [7] and Appendix [A], with
E0 =
mL
4a
2F1 [−1/2, 1/2; 1,−∆2/m2]. (56)
Now we use the result in Appendix [B], that is [1] page 561,
2F1 [−1/2, 1/2; 1,−∆2/m2] =
(
1 +
∆2
m2
)1/4
P−3/2
[
(1 + ∆
2
2m2
)
(1 + ∆
2
m2
)1/2
]
(57)
with P1/2 = P−3/2 and ∆2/m2 ≪ 1, and Pn(1) = 1 we have
E0 =
mL
4a
(
1 +
∆2
m2
)1/4
. (58)
3.4 Thermodynamics of BSHOs
We have for Z from above
log(Z) = − L
2a
log
(
2 sinh
( ω0
2kT
))
(59)
due to the well known relationship E = −
(
∂ log(Z)
∂β
)
L
E =
ω0L
4a
coth
( ω0
2kT
)
. (60)
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Now for ω0
2kT
≪ 1
E =
L
2a
kT (61)
for ω0
2kT
≫ 1
E =
ω0L
4a
(62)
we get the same result for the ground state energy as in (2.4).
Now we will calculate the entropy of our system of BSHOs. Again we
have to order of ∆
4
m4
≪ 1
A =
L
2a
kT log
(
2 sinh
( ω0
kT
))
(63)
with
S = −
(
∂A
∂T
)
L
=
L
2a
k
( ω0
2kT
coth
( ω0
2kT
)
− log
(
2 sinh
( ω0
2kT
)))
. (64)
Now we consider asymptotic behavior of entropy as T → 0, and T →∞.
As T → 0, S also goes to zero. Thus our expression for the entropy satisfies
third law of thermodynamics.
As T →∞,
S =
L
2a
k
(
log
(
kT
ω0
)
+ 1
)
. (65)
We have obtained an expression for S,A,E in terms of T and L. We
take the variable L for the volume of the system. Indeed in the case of 2d
(3d) systems, (ref.MG unpublished) we have L2 (L3) respectively which is
consistent with our choice. Also naturally P = − (∂A
∂L
)
T
which follows from
the expression given for the free energy. Also we have E + PL− TS = µN .
Since the number of phonons are not conserved µ = 0, N is irrelevant and
E +PL− TS = 0. This is satisfied when the expressions for E, S and P are
substituted into this expression. Thus we have everything is as it should be.
Following the discussion above we can define L/2a to be the volume. Now
we want to calculate explicitly the pressure of this model in this case. We
have to order ∆4/m4 using the Maxwell’s relationship, P = − (∂A
∂L
)
T
as noted
above,
P = −kT
2a
log
(
2 sinh
( ω0
2kT
))
. (66)
As T → 0, P goes to −ω0
4a
. As T → ∞, P goes to kT
2a
log
(
kT
ω0
)
.Or more
generally we have
P = −ω0
4a
− kT
2a
log
(
1− e− ω0kT
)
. (67)
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We see that pressure can attain negative values. The temperature at
P = 0, is such that 2 sinh
(
ω0
2kT0
)
= 1, or cosh
(
ω0
2kT0
)
=
√
5
2
.
Now we consider variations in pressure as a function of Tc, δT = T − Tc,
δP = P − Pc. So we have
δP =
k
4a
(
ω0
kTc
)√
5 δT. (68)
We see that there exists a remote possibility of considering this behavior
as a phase transition such that δP is an order parameter with the critical
exponent α = 1, although the other thermodynamical functions are well
defined and therefore lack examples of singular behavior to merit being called
phase transitions.
Now we calculate specific heat at constant volume and constant pressure.
From above (60),
CL =
(
∂E
∂T
)
L
=
kL
2a
( ω0
2kT
)2
csch2
( ω0
2kT
)
. (69)
As T → 0, CL → L2a
(
ω0
2kT
)2
e
−ω0
kT and as T → ∞, CL = L2ak. We observe
the ideal gas behavior in this formula. As T → 0 on the other hand we
observe a Schottky type anomaly in the specific heat.
Now we use the result from [8]
CP − CL = TLα
2
KT
(70)
where α = 1
L
(
∂L
∂T
)
P
is the coefficient of linear expansion and KT = − 1L
(
∂L
∂P
)
T
is called the compressibility. Since P is independent of L we have,
(
∂P
∂L
)
T
= 0
and 1
KT
= 0.
Since P = P (T ) only from above, so constant pressure means constant
temperature i.e,
(
∂L
∂T
)
P
is not defined.
Therefore, we make the conjecture CP = CL. We also see that thermody-
namical relationship E−TS+PL = µN is obeyed with µN = 0 since number
of phonons are not conserved. Therefore, our calculation is self-consistent.
4 Calculation of the Partition Function of Fermionic
Oscillators
4.1 The Partition Function
In this section we consider the case of a system of fermionic oscillators
(FSHO) with the same dispersion relationship as the previously given one.
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In analogy with the previous calculation, we make the passage from dis-
crete case to the continuous case. Our dispersion relationship reads the same
as the previous case
ω2k = m
2 +∆2 sin2
(
kpia
L
)
(71)
for a single FSHO, we have from [10] the expression for the partition function,
Zk = 2 cosh
(
βωk
2
)
(72)
and for a system of FSHOs we have
Z =
∏
k
Zk. (73)
Now going explicitly to the continuum limit and enumerating the mo-
mentum states,
∆k =
L
pia
ω∆ω
[(ω2 −m2)(∆2 +m2 − ω2)]1/2 . (74)
In the continuum limit
log(Z) =
L
pia
∫ √∆2+m2
m
ωdω
[(ω2 −m2)(∆2 +m2 − ω2)]1/2 log
(
2 cosh
(
βω
2
))
(75)
expanding log term, in power of e−βω we have
log
(
2 cosh
(
βω
2
))
=
βω
2
+
∞∑
n=1
(−1)n+1 e
−nβω
n
=
βω
2
+ f1(e
−βω)
(76)
where f1 is the Fermi-Dirac integral function, of order 1, in direct analogy to
the Bose-Einstein integral function.
We have also from [11]
f1(e
−βω) = g1(e
−βω)− g1(e−2βω) (77)
where g1(e
−βω) is the Bose-Einstein integral function of order 1.
For g1(e
−βω) and g1(e−2βω) we have from [11],
g1(e
−βω) =
[
− log(βω) +
∞∑
i=1
(−1)iBi(βω)
2i
(2i)!(2i)
+
βω
2
]
(78)
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g1(e
−2βω) =
[
− log(2βω) +
∞∑
i=1
(−1)iBi(2βω)
2i
(2i)!(2i)
+
2βω
2
]
(79)
f1(e
−βω) +
βω
2
=
[
log(2) +
∞∑
i=1
(−1)iBi(1− 2
2i)(βω)2i
(2i)!(2i)
]
(80)
take the integral over ω with the density of states given above. Considering
the first term in the parenthesis in (80) and taking the integral over ω using
our dispersion relationship we have as in the first part of (45), defining S1,
S1 =
L
pia
log(2)
∫ √∆2+m2
m
ωdω
[(ω2 −m2)(∆2 +m2 − ω2)]1/2 (81)
from Appendix C,
S1 =
L
2a
log(2). (82)
For the second term on the other hand, defining S2,
S2 =
L
pia
∫ √∆2+m2
m
∞∑
i=1
(−1)iBi(1− 2
2i)
(2i)!2i
(βω)2i
ωdω
(m2 − ω2)(∆2 +m2 − ω2))1/2 .
(83)
As a result we have
S2 = I(βω0)− I(2βω0) (84)
where I is defined in (28) and in (43). Thus, S = S1 + S2 and
log(Z) =
L
2a
{[
log(βω0)− log
(
2 sinh
(
ω0β
2
))]
− [log(2βω0)− log(2 sinh(ω0β))] + log(2)} .
(85)
Finally we have
log(Z) =
L
2a
log
(
2 cosh
(
βω0
2
))
. (86)
4.2 Thermodynamical Quantities for FSHOs
We consider the quantities S, P, E, L,A, CL, CP (entropy, pressure, en-
ergy, volume, Helmholtz free energy, specific heat at constant volume, specific
heat at constant pressure respectively).
We have from above
log(Z) =
L
2a
log
(
2 cosh
( ω0
2kT
))
(87)
A = −kT log(Z) (88)
E = −
(
∂ log(Z)
∂β
)
L
= − L
4a
ω0 tanh
( ω0
2kT
)
(89)
with
CL =
(
∂E
∂T
)
L
=
L
2a
( ω0
2kT
)2
sech2
( ω0
2kT
)
k. (90)
In direct analogy to the results obtained in (2.5) and the thermodynamical
identity from [8]
CP − CL = TLα
2
KT
(91)
again since
(
∂P
∂L
)
T
= 0, 1/KT = 0, α is not defined, so we say that CP = CL.
We now give the expression for S, the entropy
S = −
(
∂A
∂T
)
L
=
L
2a
k log
(
2 cosh
( ω0
2kT
))
− ω0
2kT
tanh
( ω0
2kT
)
. (92)
Next we consider the asymptotic behavior as T → 0 and T → ∞ for the
thermodynamical quantities above. First we consider E when temperature
goes to zero,
E = − L
4a
sgn(T ) (93)
and as the temperature goes to infinity,
E =
L
2a
( ω0
2kT
) ω0
2
. (94)
Now consider the behavior of specific heat at constant volume
as T → 0+ CL = L
2a
( ω0
2kT
)2
e−(
ω0
2kT ) (95)
as T → 0− CL = L
2a
( ω0
2kT
)2
e(
ω0
2kT ). (96)
Now we have for S, the asymptotic behavior as T → ±∞ as given below,
S = k
L
2a
[
log(2)−
( ω0
2kT
)2]
(97)
As T → 0 on the other hand,
S = 0. (98)
We see that our equation for entropy satisfies the third law of thermo-
dynamics. Also, for T goes to infinity or minus infinity, the entropy goes as
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log(2) which is the entropy of a system of paramagnetic material as T goes
to infinity or minus infinity.
From above we see immediately that T can attain negative values as a
result of the dependence of A, S, E on temperature as given by for example
[11]. Indeed the thermodynamical quantities for a system of FSHOs, A,E, S
are exactly the same as the ones given in the case of a paramagnetic system
of spin one half dipoles in the presence of a magnetic field, with L
2a
exchanged
with N . Since the paramagnetic system can attain negative values of tem-
perature, our system can also do so. The reason for the paramagnetic system
to obtain negative values is that the energy is bounded from above. Bosonic
systems similar to the one which is considered in this paper are not bounded
from above and therefore do not attain negative temperatures.
Finally we will calculate the pressure in terms of L and T . We have for
our system of FSHOs a well known expression for the Helmholtz free energy
and derivative with respect to L. First we let L
2a
to stand for volume. Then,
with
A = −kT L
2a
log
(
2 cosh
( ω0
2kT
))
(99)
P = −
(
∂A
∂L
)
T
=
kT
2a
log
(
2 cosh
( ω0
2kT
))
. (100)
Now we consider the asymptotic behavior of the pressure P , as T goes to
zero and as T goes to plus or minus infinity. As T goes to zero,
P =
ω0
4a
sgn(T ) where sgn(T ) = θ(T )− θ(−T ) (101)
we observe discontinuous behavior of pressure as T goes to zero from above
and from below. Now as T goes to infinity,
P =
kT
2a
(
log(2) +
1
2
( ω0
2kT
)2)
. (102)
5 Conclusion
We have shown that for our one dimensional systems of BSHOs and
FSHOs energy and specific heat as a function of the temperature T , lattice
size L, lattice spacing a are given by
FSHOs E = − L
4a
ω0 tanh
( ω0
kT
)
CL =
L
2a
( ω0
2kT
)2
sech2
( ω0
2kT
)
(103)
BSHOs E = − L
4a
ω0 coth
( ω0
kT
)
CL =
L
2a
( ω0
2kT
)2
csch2
( ω0
2kT
)
. (104)
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We note that for the FSHOs we see that there is a discontinuity in E as a
function of temperature i.e.
T → 0+ E = − L
4a
ω0 (105)
T → 0− E = L
4a
ω0. (106)
We discussed the behavior of pressure for FSHOs which is given by
P =
kT
2a
log
(
2 cosh
( ω0
2kT
))
(107)
as T goes to zero
P =
ω0
4a
sgn(T ). (108)
Thus we see that in the case where L stands for the volume of the system
there is a discontinuity in E and P at T = 0. This does not pose any
problem however since the real thermodynamical parameter is 1/T and not
T . Therefore T = 0− and T = 0+ are infinitely apart from each other. Hence
there is no real discontinuity. No such behavior is observed for BSHOs. For
the bosonic simple harmonic case with
P = −kT
2a
log
(
2 sinh
( ω0
2kT
))
(109)
we see that for P = 0, we have for TC
kTC =
ωo
log
(
5
4
) (110)
for T < TC , P < 0 is only (looks) like a phase transition.
Finally as far as entropy is concerned
S =
L
2a
k
(( ω0
2kT
coth
( ω0
2kT
))
− log
(
2 sinh
( ω0
2kT
)))
(111)
for BSHOs and
S =
L
2a
k
(
log
(
2 cosh
( ω0
2kT
))
− ω0
2kT
tanh
( ω0
2kT
))
(112)
for FSHOs.
We see immediately that S is a continuous function of T and L for both
FSHOs and BSHOs. For T goes to 0+ S =
L
2a
k log(2) (identically the same
as the paramagnetic system of spin 1/2 dipoles in the presence of a magnetic
field).
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As noted above while attempting to calculate CP there is a problem with
the well known equation [8] CP − CL = α2KT T where α is the coefficient of
thermal expansion
α =
1
L
(
∂L
∂T
)
P
(113)
and the compressibility
KT =
1
L
(
∂L
∂P
)
T
(114)
1
KT
equals to zero, since
(
∂P
∂L
)
T
vanishes. On the other hand with α = 1
L
(
∂L
∂T
)
P
since P is a function of temperature only and because when we take derivative
with respect to temperature we have to keep P fixed α is not defined.
Another thing which comes up is that for a single oscillator
Z = log
(
2 sinh
( ω
2kT
))(
log
(
2 cosh
( ω
2kT
)))
(115)
for BSHO (FSHO) where ω is the eigenfrequency of the Hamiltonian. For
our case however we have a collection of BSHOs (FSHOs) and the total result
after summing over eigenmodes is that
Z = − L
2a
log
(
2 sinh
( ω0
2kT
))(
log
(
2 cosh
( ω0
2kT
)))
. (116)
For bosonic and fermionic cases seperately we also have ω0 = m
(
1 + ∆
2
m2
)1/4
and if L is taken to be the number of oscillators we have that ω0 is something
like the average of frequencies summed over with modes.
Apart from the discontinuity in E and P as T goes to zero for FSHOs and
from the behavior of BSHOs such that PC < 0 for T < TC all the physical
quantities are well behaved functions of temperature and volume. Thus we
can tentatively state that we will not observe a traditional phase transition.
We have only made one approximation (i.e. ∆/m≪ 1), otherwise our results
are valid for all T and L.
Universality demands that no phase transition is possible for ∆/m ≅ 1
or ∆/m ≫ 1, if there is no phase transition for ∆/m ≪ 1 since the form of
the Hamiltonian remains the same.
One amusing thing which comes up above is that with the standard rela-
tionship for the thermodynamical quantities we have the formula
E − TS + PV = µN (117)
However for our system we are making calculations with phonons, the
numbers of which are not conserved so N is not a parameter and µ is defined
to be zero.
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In the two cases which we have studied above this relation is satisfied for
the case L/2a stands for the volume and P is thus defined.
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A Certain Relationships Involving Hyperge-
ometric Functions
We want to solve our integral given above in (33) for case 1
In =
L
2pia
1
2
∫ ∆2
0
(m2 + x)ndx
(x(∆2 − x))1/2 . (A.1)
Now from [7] we have∫ u
0
dx xν−1(x+ a)λ(u− x)µ−1 = αλuµ+ν−1B(µ, ν) 2F1 [−λ, ν, µ+ ν,−u/α]
(A.2)
where 2F1 is a hypergeometric function and B(µ, ν) is the beta function.
Substituting in µ = ν = 1/2, λ = n, α = m2 and u = ∆2 and with
B(1/2, 1/2) = pi,
In =
L
2a
m2n 2F1[−n, 1/2; 1,−∆2/m2] (A.3)
Now for case 2, equation (55) with the choice of parameters µ = ν = 1/2,
λ = 1/2, α = m2 and u = ∆2 and with B(1/2, 1/2) = pi gives us equation
(56).
B Certain Relationships Involving Legendre
Polynomial
We have from [1] page 561, for the first case, i.e. (34)
F (a, b; 2b, z) = 22b−1 Γ
(
1
2
+ b
)
z1/2−b(1− z) 12(b−a− 12)P 1/2−ba−b−1/2
(
1− z
2
(1− z)1/2
)
(B.1)
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where P νµ is the Legendre function.
Now we set a = −n, b = 1/2 and z = −∆2/m2 and we get
2F1[−n, 1/2; 1,−∆2/m2] =
(
1 +
∆2
m2
)m/2
P−n−1
[
1 + ∆
2
2m2(
1 + ∆
2
m2
)1/2
]
(B.2)
which is a Legendre function, and now using the well known properties of
this function such that
P−n−1(z) = Pn(z), Pn(1) = 1 for all n. (B.3)
Now
Pn
[
1 + ∆
2
2m2(
1 + ∆
2
m2
)1/2
]
= Pn
(
1 +O
(
∆4
m4
))
= 1 (B.4)
for ∆2/m2 ≪ 1. This is the only approximation we make and the net result
is
2F1[−n, 1/2; 1,−∆2/m2] =
(
1 +
∆2
m2
)n/2
. (B.5)
Now for the second case, i.e. (57)
2F1 [−1/2, 1/2; 1,−∆2/m2] =
(
1 +
∆2
m2
)1/4
P−3/2
[
(1 + ∆
2
2m2
)
(1 + ∆
2
m2
)1/2
]
(B.6)
where we choose a = −1/2, b = 1/2 and z = −∆2/m2.
C An Integral Arising from an Algebraic Ex-
pression as the Integrand
Our integral is for the first case (45)
K =
L
2pia
∫ ∆2+m2
m2
dx log(β)
[(x−m2)(m2 +∆2 − x)]−1/2 . (C.1)
From [7] page 285,∫ b
a
(x− a)µ−1(b− x)µ−1dx = (b− a)µ+ν−1B(µ, ν) (C.2)
where B(µ, ν) is the beta function. We have µ = ν = 1/2, as a result
K =
L
2a
log(β). (C.3)
For the second case, (47), µ = ν = 1/2, a = 0, b = ∆2.
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D An Integral Where a Certain Logarithmic
Integrand is Involved
We have the integral
K ′0 =
L
2pia
∫ 1
0
dx
log
(
1− ∆2x2
m2+∆2
)
(1− x2)1/2 . (D.1)
From [7] 4.295.38
∫ 1
0
dx
log(1 + ax2)
(1− x2)1/2 = pi log
(
1 + (1 + a)1/2
2
)
a ≥ −1. (D.2)
Now we set a = − ∆2
∆2+m2
. Finally we get
K ′0 =
L
2a
log
(
m+ (m2 +∆2)1/2
2(m2 +∆2)1/2
)
. (D.3)
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