Abstract:
Frequency that occupancy status transfers from "in" to "in" or "out" Figure 1 shows the structure of the proposed occupancy linked e-CPSs. he/she is already in the space. Therefore, the feature extraction step models an 281 occupant status in a given space as "in" or "out" and the transfer probability and status is "out" at the current time would be "out" or "in" in the next time interval. The 288 probability can be computed with an observed conditional probability based on
289
Bayesian models.
Therefore, the occupied probability of one media access control (MAC) address is
Where − is the frequency in which the occupancy status transfers from "in" to 292 "in". − is the frequency in which the occupancy status transfers from "in" to "out".
293
Similarly, − and − represent the frequencies in which the occupancy status 294 transitioned from "out" to "out" and from "out" to "in", respectively. With an 295 assigned probability for MAC addresses in the room. Each MAC address is formatted
Then, suppose there are n occupants at one time spot t, then input feature vector at 298 time can be as 
Ensemble learning algorithms

301
There are main families of ensemble methods. The first method is averaging, which and Gradient Tree Boosting. The ensembled learning algorithm in this study integrates multiple meta-estimators through boosting method.
308
Through feature extraction, raw data can be interpreted as an input vector of ( ( ), ).
309
Where Y is actual occupancy (label) as the learning object and ( ) are extracted 310 features in previous section. The ensemble learning is built upon numbers of multiple 311 meta-estimators, which are usually simple and weak models, such as a decision tree.
312
Decision tree uses a tree structure to create a model that predicts the value of a target 313 variable based on several input variables. The tree can be learned by splitting the 314 source set into subsets based on an attribute value test. This process is repeated on 315 each derived subset until the splitting no longer adds value to the predicting model.
316 Figure 3 shows the structure of the ensembled learning for occupancy prediction. Suppose the ensembled outputs can be estimated from the aggregated results from 324 multiple meta-estimators as:
Where ( ) are the basis functions of meta-estimators. is the index of 326 meta-estimators and is the weight parameter assigned to one meta-estimator. The 327 iterative form of above equation can be represented as:
is the weight of the estimators. In each iteration, the decision tree ( ) is 329 chosen to minimize the loss function given the current model −1 ( ).
Other than the regular decision tree, the meta-estimators can be substituted with other and is robust to outliers with improved loss functions. GTB attempts to solve the 339 minimization problem numerically via steepest descent, the direction of which is the 340 negative gradient of the loss function.
341
The GTB algorithm generates a model, which combines multiple simple trees in 342 sequence. The minimum error is achieved by searching the best split of trees. The 343 simple process of GTB can be illustrated as:
344
• Initial predicted value is assumed for all observation in the datasets. Error is 345 calculated using the assumed predictions and actual datasets.
346
• A decision tree model is created using the errors. Split the tree branches to 347 search the minimal error.
348
• Model should be updated and be used to generate new predictions. New errors 349 can be calculated with new predictions and actual datasets. • Formulate decision trees for subsets. At each node in the decision tree, only a 366 random set of features are considered for the best split.
367
• An optimized decision tree model is fitted for each subset for all features. • Assign equal weights to all observations in the dataset.
383
• Rule models are built for subsets and compute the predictions for the whole 384 data set.
385
• Compute errors by comparing the predictions and actual data. Update the rule 386 models and assign higher weights for incorrectly predicted observations.
387
• Repeat above steps until errors are minimized. 
Where , , , are the heat gains from infiltration and surface, respectively.
, is the flow rate of the infiltration air; is the specific heat capacity of air;
398
, and are the temperature of a room and outdoor air, respectively;
,
399
is the surface area of a room; is the heat transfer coefficient.
400
The occupant-related load includes internal gain from occupants and equipment 401 operated by occupants.
Where is the number of occupants and is the heat gain from per occupant. indoor temperature and the air handling system should supply sufficient fresh air.
Where is the energy cost to satisfy the cooling load at room level. is the total 408 supply air flow rate. is the supply air temperature. 
415
Outdoor airflow required in the breathing zone of the occupied space or spaces in a 416 zone should be computed first.
417
, ≥ * + *
Then, 
457
In summary, the entire process of occupancy prediction with the ensemble algorithm 458 is illustrated in Figure 2 . shows the space layout and sensors setup. The room equipped with a dedicated 468 outdoor air system to bring outdoor air into indoor areas without air handling process.
469
The indoor air is conditioned by the fan coil unit with the variable refrigerant flow unit was used to approximate the CO2 concentration of the indoor air after air mixing.
475
To eliminate the uneven air mixing, three environmental sensors were evenly installed 
RESULTS
564
Environmental conditions
565
In the experiment field, dedicated outdoor air system and fan coil unit is under 
Predicted occupancy
582
This study performed a grid search to determine optimal values for the parameters of To access the potential energy savings using occupancy-linked e-CPSs, this study Another energy consumption component for the HVAC system is the fresh air amount.
642
The mechanical drives and fans consume a large amount of energy when the air and compared for all three models. BM1 was used as the reference and potential 658 savings are computed as a percentage less than the energy consumption of B1. 
