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Résumé – Cet article présente une amélioration pour les méthodes d’insertion de données basées sur la DCT : l’adaptation de la quantification
à l’insertion de données cachées. Les méthodes actuelles n’intègrent l’information secrète qu’après l’étape de quantification de la compression
JPEG. La robustesse au format JPEG est bien obtenue, mais l’image subit deux pertes d’information successives : la quantification et l’insertion
des données. En adaptant la quantification au message secret, nous réduisons les variations induites et donc, améliorons la qualité de l’image
compressée et marquée vis-à-vis de l’originale.
Abstract – This paper presents an improvement for DCT-based data-hiding methods : embedding bits during quantization. Current methods
embed the secret information after the quantization of the JPEG compression. The robustness to JPEG is obtained but the image undergoes two
successive losses of information: the quantization and the data-hiding. By taking into account the hidden bit in the quantization, we reduce the
induced variation and so, improve the quality of the stego-image relatively to the original one.
1 Introduction
Dans cet article, nous proposons une amØlioration pour les
mØthodes d’insertion de donnØes basØes sur la compression
JPEG. Elle s’applique aux mØthodes procØdant par substitution
des bits de poids faibles (LSBs) des coefcients DCT.
Actuellement, la quantication et l’insertion de donnØes sont
des Øtapes bien distinctes. L’image subit donc deux dØgrada-
tions successives.
En intØgrant l’information pendant la quantication, nous rØ-
duisons la dØgradation nale. Pour cela, nous minimisons l’ap-
proximation faite par la quantication en fonction des donnØes
à insØrer. La qualitØ visuelle de l’image compressØe et marquØe
est ainsi amØliorØe.
Nous commencerons par nous intØresser à la compression
JPEG et aux mØthodes d’insertions de donnØes basØes sur la
DCT. Nous prØsenterons ensuite l’amØlioration de la qualitØ
visuelle avant d’illustrer notre propos par une application sur
la mØthode Jpeg/Jsteg.
2 La compression JPEG
Avec le dØveloppement des rØseaux, la compression est de-
venue un point essentiel pour garantir des transmissions ra-
pides. Le format JPEG [1], basØ sur la TransformØe Cosinus
DiscrŁte (DCT), est le standard actuel de compression pour les
images. Les mØthodes d’insertion de donnØes se doivent d’y
Œtre robustes.
La compression JPEG se dØcompose en diffØrentes Øtapes
prØsentØes gure 1 : la transformation du domaine spatial à un
domaine frØquentiel, la quantication et le codage entropique.
C’est une mØthode de compression avec pertes puisque la quan-
tication dØgrade le contenu de l’image.
FIG. 1  Le processus de compression JPEG.
Au prØalable, pour rØduire la complexitØ des calculs en es-
pace et en temps, l’image est divisØe en blocs de 8 × 8 pixels
qui seront traitØs sØparØment.
Ensuite, l’image est transformØe de sa reprØsentation initiale,
une matrice de pixels, à sa dØcomposition en une somme de frØ-
quences. À partir de chaque bloc de 8 × 8 pixels, une matrice
8 × 8 est dØterminØe par la DCT. Un couple de coordonnØes
(u, v) dØnit alors une frØquence et la valeur associØe dans la
matrice, appelØe coefcient DCT et notØe F (u, v), correspond
à son amplitude. L’ensemble de ces valeurs constituent les co-
efcients DCT.
Les basses frØquences sont localisØes dans le coin supØrieur
gauche et les hautes frØquences dans le coin infØrieur droit.
La deuxiŁme Øtape, oø se produit la perte d’information, est
la quantication. Chaque coefcient DCT, F (u, v), est rØduit
par un facteur de quantication, Q(u, v), dØpendant de ses co-
ordonnØes dans la matrice, c’est-à-dire de la frØquence. Ces
facteurs forment la matrice de quantication. La mŒme est uti-
lisØe pour le traitement de tous les blocs 8×8 issus de l’image.
Le rØsultat est une nouvelle matrice, d’entiers, les coefcients
DCT quantiØs, F ′(u, v). Le but est de crØer un maximum de
redondance, notamment un grand nombre de valeurs nulles. La
matrice de quantication s’appuie sur une matrice standard et
le facteur de qualitØ de la compression JPEG. Ce facteur dØter-
mine la qualitØ relativement à l’image originale. Il amplie ou
rØduit les valeurs des facteurs de quantication pour augmenter
ou diminuer les dØgradations.
Enn, le codage entropique compresse l’image. En utilisant
le code de Huffman, les coefcients DCT quantiØs sont trans-
formØs en une forme plus compacte. En particulier, les coef-
cients nuls crØØs par la quantication amØliore grandement le
taux de compression.
3 Insertion de données basée sur la DCT
La stØganographie dØsigne la dissimulation d’une informa-
tion dans un autre support. Elle possŁde trois grandes caractØ-
ristiques qui dirigent ses utilisations : la robustesse, l’invisibi-
litØ et la capacitØ. La robustesse assure que l’information se-
crŁte ne peut pas Œtre dØtruite sans dØgrader fortement l’image.
L’invisibilitØ vise à ce que l’image ne soit pas perturbØe par
l’information secrŁte. La capacitØ dØnit la quantitØ d’infor-
mation qui peut Œtre intØgrØe dans le support.
Ces trois caractØristiques sont en relation Øtroite et inverse.
Par exemple, l’amØlioration de la capacitØ a gØnØralement une
inuence nØgative sur la robustesse.
L’insertion de donnØes nØcessite une bonne invisibilitØ et
une grande capacitØ. Elle s’oppose au tatouage (watermarking),
par exemple, qui propose une grande robustesse pour un mes-
sage trŁs court, d’une centaine de bits. Elle ne peut pas prØ-
tendre à la mŒme robustesse et à rØpondre à des attaques ci-
blØes. Par contre, il est intØressant qu’elle supporte des mani-
pulations plutôt courantes sur les images, comme la compres-
sion.
En gØnØral, la robustesse à la compression JPEG s’obtient
en travaillant dans le mŒme domaine frØquentiel, celui de la
DCT. Les mØthodes d’insertion de donnØes existantes suivent
ce principe.
3.1 Méthodes existantes
L’insertion de données dans les composantes continues (DC)
se base sur la connaissance de l’inuence de cette composante :
elle est proportionnelle à la moyenne de l’intensitØ des pixels
du bloc. L’insertion d’un bit secret par substitution du LSB de
la composante continue conduit donc à des modications bien
dØnies.
Cette mØthode possŁde deux avantages : sa simplicitØ et sa
robustesse. Au contraire, sa capacitØ est mØdiocre puisque seul
un bit est intØgrØ dans chaque bloc de 8 × 8 pixels. Les don-
nØes insØrØes ne peuvent dØpasser 0.19% de la taille de l’image.
C’est ce point que les mØthodes suivantes cherchent à amØlio-
rer.
La méthode Jpeg/Jsteg [2] Øtend l’idØe prØcØdente à tous
les coefcients DCT de valeur absolue supØrieure à 1. La res-
triction sur le choix des coefcients prØserve les valeurs nulles
pour conserver une bonne compression.
Cette mØthode est basØe sur le contenu de l’image. En effet,
un bloc homogŁne contient peu de coefcients non nuls et in-
tØgrera moins de donnØes qu’un bloc hØtØrogŁne qui contient
de tels coefcients en plus grand nombre. Ce principe coincide
avec un constat Øvident sur le systŁme visuel humain (SVH) :
les modications sont moins visibles dans les zones hØtØro-
gŁnes que dans les zones homogŁnes.
Le principale point nØgatif de cette mØthode reste l’incerti-
tude sur la capacitØ. Elle peut varier de 0% (pour une image
homogŁne de gris moyen) à 12,5% de la rØsolution de l’image.
Elle reste nØanmoins supØrieure à la capacitØ de l’insertion de
donnØes dans la composante DC pour des images rØelles. Com-
me la quantitiØ d’information insØrØe est plus importante, la
mØthode s’avŁre aussi moins robuste.
L’insertion de données par modification de la matrice de
quantification [3]. En fonction du facteur de qualitØ choisi
pour la compression JPEG, la variation d’un coefcient DCT
quantiØ peut conduire à d’importants changements dans l’ima-
ge. Cette mØthode d’insertion de donnØes propose de choisir
des coefcients qui ne seront pas quantiØs et pourront intØgrer
l’information sans dØgrader l’image. La capacitØ est connue à
l’avance et dØpend simplement du nombre de coefcients non
quantiØs. La mØthode originale s’appuie sur 26 coefcients
choisis parmi les moyennes frØquences dans chaque bloc. Elle
insŁre deux bits secrets par substitution sur les deux LSBs. La
capacitØ atteint alors 10.16% de la taille de l’image.
La matrice de quantication est prØsente dans le chier com-
pressØ JPEG pour reconstruire l’information. L’invisibilitØ n’est
pas entiŁrement satisfaisante puisqu’il suft de relire ce chier
pour dØtecter l’utilisation de la mØthode.
L’insertion de données adaptée au SVH expoite plus signi-
cativement que la mØthode Jpeg/Jsteg les carences visuelles
de l’oeil humain [4]. L’idØe est, là encore, d’insØrer plus de
donnØes dans les rØgions hØtØrogŁnes. La premiŁre Øtape consi-
ste justement à trier les blocs 8× 8 de l’image selon ce critŁre.
Ensuite, les donnØes sont intØgrØes dans les mŒmes coefcients
que pour le Jpeg/Jsteg. Seulement, ce n’est plus un seul, mais
plusieurs bits qui peuvent Œtre intØgrØs en fonction de l’homo-
gØnØitØ du bloc. La capacitØ est amØliorØe comparativement au
Jpeg/Jsteg, mais reste dØpendante de l’image.
3.2 Point commun de ces méthodes : insertions
de données par substitution après la quanti-
fication
Les mØthodes prØsentØes sont assez dissemblables, elles re-
Łtent diffØrentes approches, basØes ou non sur le SVH, s’ap-
puyant sur des coefcients DCT diffØrents. NØanmoins, toutes
ces mØthodes insŁrent les donnØes aprŁs la quantication, com-
me prØsentØ gure 2, et par substitution des LSBs. Cette substi-
tution peut Œtre formalisØe par l’Øquation suivante (uniquement
pour le LSB) :
F ′1(u, v) = F
′(u, v)− F ′(u, v)%2 + bt, (1)
oø x%y est le reste de la division entiŁre de x par y, et bt, le bit
à insØrer.
FIG. 2  Insertion de donnØes aprŁs quantication.
Cette approche est la plus simple, mais elle ajoute une perte
d’information supplØmentaire au processus de compression :
l’insertion des donnØes cachØes.
4 Quantification adaptée aux données à
insérer
En groupant les deux pertes d’information, la quantication
et l’insertion de donnØes, nous contrôlons mieux la perte nale
et pouvons la rØduire substantiellement.
4.1 Principes
AprŁs la quantication, si le bit secret est diffØrent du LSB,
deux entiers sont à considØrer : celui juste supØrieur et celui
juste infØrieur au coefcient DCT quantiØ. Il est impossible
de les dØpartager puisqu’ils sont à mŒme distance de la valeur
entiŁre actuelle. La substitution est alors le choix arbitraire de
l’un d’entre eux, en l’occurence, celui qui conduira à ne pas
modier les autres bits du coefcient.
Au contraire, avant quantication, un coefcient DCT est
une valeur ottante. Nous pouvons alors Øvaluer l’entier le plus
proche qui conduira à un coefcent DCT quantiØ possŁdant le
bit secret comme LSB. Ce choix va rØduire l’approximation
globale.
Cette explication est valable pour le LSB et s’Øtend facile-
ment à des substitutions sur plusieurs LSBs. Elle se formalise
par les Øquations suivantes (toujours pour le LSB) :
F ′2(u, v) =


⌊
F (u,v)
Q(u,v)
⌋
si
⌊
F (u,v)
Q(u,v)
⌋
%2 = bt
⌈
F (u,v)
Q(u,v)
⌉
si
⌈
F (u,v)
Q(u,v)
⌉
%2 = bt
. (2)
Exemple
 Bit secret : bt = 1,
 valeur du coefcient : F (u, v) = 96,
 facteur de quantication associØ au coefcient :
Q(u, v) = 10,
 Valeur du coefcient quantiØ :
F ′(u, v) =
[
96
10
]
= 10.
Avec l’approche usuelle, la valeur du coefcient
quantiØ intØgrant le bit serait : F ′1(u, v) = 11.
Les deux valeurs les plus proches du coefcient
DCT qui conduisent à des valeurs entiŁres aprŁs
quantication sont 90 et 100. Nous choisissons la
valeur qui, aprŁs quantication, aura son LSB Øgal
à bt, le bit secret. Nous avons alors pour l’ap-
proche par adaptation de la quantication :
F ′2(u, v) = 9.
Les deux approches conduisent à des rØsultats dif-
fØrents. Adapter la quantication conduit à une
valeur plus proche de la valeur ottante du coef-
cient DCT quantiØ, 9.6.
FIG. 3  Adaptation de la quantication aux donnØes à insØrer.
L’adaptation de la quantication aux donnØes à insØrer est
illustrØe gure 3.
4.2 Résultats théoriques
4.2.1 Domaine fréquentiel
Encore une fois, nous ne prenons en compte que le LSB. Les
diffØrents cas sont prØsentØs dans le tableau 1 : l’adaptation de
la quantication est toujours au moins aussi performante que
l’insertion aprŁs quantication. Les coefcients DCT quantiØs
sont moins modiØs et l’image moins perturbØe.
4.2.2 Domaine Spatial
Les rØsultats dans le domaine frØquentiel attestent d’une meil-
leure conservation de l’image avec l’adaptation de la quanti-
cation, mais sans information quantitative sur ce gain. Les
rØsultats dans le domaine spatial, c’est-à-dire, sur les varia-
tions d’intensitØs des pixels, vont combler cette lacune. Nous
nous intØressons donc à deux indicateurs, l’Erreur Quadratique
Moyenne (EQM) et le Pic du Rapport Signal à Bruit (PSNR).
C’est principalement le PSNR qui nous intØresse, mais la EQM
est nØcessaire pour l’utiliser.
L’EQM, pour un support de taille N×N , peut Œtre exprimØe
par :
EQM =
∑N−1
i=0
∑N−1
j=0 (p(i, j)− p
′(i, j))2
N2
, (3)
oø p(i, j) et p′(i, j) sont respectivement l’intensitØ du pixel
(i, j) de l’image originale et de l’image marquØe,
TAB. 1  Comparaison des variations induites entre l’insertion de donnØes aprŁs ou pendant la quanticiation.
[
F (u,v)
Q(u,v)
] ⌊
F (u,v)
Q(u,v)
⌋ ⌈
F (u,v)
Q(u,v)
⌉
[
F (u,v)
Q(u,v)
]
%2 0 1 0 1
bt 0 1 0 1 0 1 0 1
Après la quantification : |∆F ′1(u, v)| δ 1− δ 1 + δ δ 1− δ 2− δ δ 1− δ
Pendant la quantification : |∆F ′2(u, v)| δ 1− δ 1− δ δ 1− δ δ δ 1− δ
Gain : |∆F ′1(u, v)| − |∆F
′
2(u, v)| 0 0 2δ 0 0 2− 2δ 0 0
δ, partie flottante de F (u,v)
Q(u,v)
: δ = F (u,v)
Q(u,v)
−
⌊
F (u,v)
Q(u,v)
⌋
et le PSNR par :
PSNR = 10 log10
2552
EQM
. (4)
Le PSNR donne une idØe de la qualitØ objective par rapport
à l’image originale. Plus il est ØlevØ, plus l’image marquØe et
l’originale sont proches.
Des rØsultats thØoriques sont difciles à obtenir. Ils sont trŁs
dØpendants du contenu de l’image et nØcessitent de trouver les
modØlisations probabilistiques adaptØes. Nous ne nous attarde-
rons pas sur cette partie et l’illustrerons plutôt par des rØsultats
pratiques.
4.3 Application à la méthode Jpeg/Jsteg
lena baboon
PSNR(o) = 50.94 dB PSNR(o) = 50.28 dB
PSNR(m) = 52.49 dB PSNR(m) = 52.17 dB
gain=3% gain=3.6%
boat girl
PSNR(o) = 51.45 dB PSNR(o) = 51.55 dB
PSNR(m) = 52.77 dB PSNR(m) = 52.91 dB
gain = 2.6% gain = 2.6%
FIG. 4  Comparaison de la qualitØ pour des images marquØes
obtenues avec Jpeg/Jsteg (o) et Jpeg/Jsteg adaptatif (m) pour un
facteur de qualitØ de 100%.
Nous avons implØmentØ les diffØrentes mØthodes en adaptant
la quantication aux donnØes à insØrer. Les rØsultats pour le
Jpeg/Jsteg sont prØsentØs gure 4. Pour chaque image, avec un
facteur de qualitØ de 100%, le gain est consØquent et dØpasse
les 2, 5%.
Les rØsultats sont similaires pour les autres mØthodes : la
qualitØ visuelle objective est amØliorØe.
Il est important de noter que le facteur de qualitØ de la com-
pression JPEG joue un rôle important. Si il est ØlevØ, les erreurs
induites par la quantication reste faible et le gain obtenu est
visible. Au contraire, si il est faible, le gain est rØduit par le
bruit trop important gØnØrØ par la quantication : pour la mØ-
thode Jpeg/Jsteg, avec un facteur de qualitØ de 50%, le gain
chute à moins de 1%.
5 Conclusion
Nous proposons une amØlioration pour les mØthodes d’in-
sertion de donnØes basØes sur la DCT. Au lieu d’Œtre intØgrØe
aprŁs la quantication et par simple substitution, l’information
à insØrer guide la quantication. La qualitØ visuelle est amØlio-
rØe dans des proportions dØpendantes du facteur de qualitØ de
la compression JPEG.
Nous avons prØsentØ des rØsultats et des applications unique-
ment pour la substitution du LSB, mais ils peuvent facilement
Œtre Øtendus à la substitution sur les LSBs.
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