Continuous Stirred Tank Reactor (CSTR) plays an important role in the process industries. It helps for maintaining the temperature of the liquid in the reactors. This paper deals with the comparison of adaptive control and conventional PID control in CSTR process. In the adaptive control, Model Reference Adaptive Control (MRAC) and Self-Tuning Regulator (STR) methods are used. The Recursive Least-Square algorithm (RLS) gives the process parameters and Minimum Degree Pole Placement (MDPP) gives the controller parameters and is used to obtain the Control law. This paper illustrates how well the MDDP and RLS algorithms work. The S-function simulation is made using MATLAB codes and the results were analysed. Simulation results shows that the closed loop response of adaptive control has a better performance, compared with the conventional PID controller. This adaptive control method is applied to the Continuous Stirred Tank Reactor for maintaining the liquid temperature inside the reactor.
INTRODUCTION
Most process especially chemical processes are nonlinear in some aspects. The process varies with load or can change with time, which is non-stationary. The above aspects require the settings of the controller revised and also we need a control mechanism that will improve the response affected by some disturbances. In the last decades, a vast development has been made in the field of adaptive control techniques. A brief review of various methods is presented here. Two important approaches made to design the control structure are Conventional PID, and MRAC [1] . A key problem in the design of systems with PID is to find the controller gain values. This is normally done based on the tuning of controllers. It is very difficult to guarantee the stability since the gain values get changed due to the process dynamics. Next, it is decided to propose the method called adaptive control. This method automatically detects the changes due to environmental conditions and readjusts the control mode settings, thereby optimizing the response of control loop. In that, MRAC is used to maintain the liquid temperature of a continuous stirred tank reactor. The model reference adaptive control (MRAC) was originally proposed by Whitaker at MIT. He considered a problem where the specifications were given in terms of a reference model which tells how the process output ideally should respond to the command signal. The following parameter adjustment mechanism, called the "MIT-rule", was used in the Whitaker's original MRAC.
This method performs well when compared to Conventional PID [2] . The MRAS attempts to adjust the parameters so that the correlation between the error e and the sensitivity derivatives becomes zero. The MRAC called a direct scheme because the regulator parameters are updated directly. But the problem in the MIT-rule is that, it will perform well if the parameter k is small. The allowable size depends on the magnitude of the reference signal. Consequently, it is not possible to give fixed limits which guarantee stability. The MIT-rule can thus give an unstable closed-loop system. Modified adjustment rules can be obtained using stability theory. All schemes discussed so far are called direct methods because the adjustment rules tell directly how the controller parameters should be updated. In this work, a new algorithm for STR is presented here. The proposed method called self-tuning regulator [3] , is a different scheme where process parameters are updated and the controller parameters are obtained from the solution of a design problem. Here no need to find the adjustment mechanism. It is complicated procedure to determine the adjustment rules. STR opens the way to give a significant simplification of the control algorithm because the design calculations are eliminated and the regulator parameters are updated directly. Hence in STR, the result shows the best improvement in the transient response characteristics. The proposed method is computationally efficient and easy to implement. As a result, STR method has a wide number of applications when the plant exhibits non-linear behavior and when the plant is unknown. This gives the controller to maintain a desired point of performance in spite of any noise or fluctuation in the process. The study of STR is described below.
PROCESS MODELING AND TRANSFER FUNCTION
The process taken in to account is CSTR. The mathematical model of the reactor comes from in the reactor, which is in term cooled by a coolant that flows through a jacket around the reactor. The jacket is assumed to be perfectly mixed. Heat transfer takes place through the reactor wall into jacket. The main objective is to maintain the temperature of the reacting mixture at desired value. The manipulated variable is the coolant temperature. The CSTR [4] has three input signals:C Af -Concentration of feed stream, T f -Inlet feed stream temperature, T j -Jacket coolant temperature.The two output signals:C A -Concentration of A in reactor tank, T-Reactor Temperature. Assume the Reactor Parameter's value for the process.
The CSTR [4] has three input signals: C Af -Concentration of feed stream, T f -Inlet feed stream temperature, T j -Jacket coolant temperature.The two output signals:C A -Concentration of A in reactor tank, T-Reactor Temperature. Assume the Reactor Parameter's value for the process. 
Overall material balance & Linearization of Dynamic Equation
The CSTR is modeled using energy conservation principles, Rate of accumulation = Rate of energy flow in -Rate of energy flow out.
The mass balance equations of CSTR are
The simplified transfer function of the CSTR temperature process can be found from the mass balance equations after modelling for the given reactor parameter values. 
The desired specifications are defined in order to design the controller. The required specifications for the temperature control a maximum Overshoot (Mp) is 2% and a settling time (Ts) is less than 3 seconds are selected.
Hence the transfer function of the model is given: 
By using an MRAC method, the control law is designed for the above process transfer function and the reference model. Then the simulation studies are made in the later section.
MODEL REFERENCE ADAPTIVE CONTROLLER
Model reference adaptive controller (MRAC) is a controller used to force the actual process to behave like same model process. MRAC systems adapt the parameters of a normal control system to achieve this match between model and process.The Model Reference Adaptive Controller shows in Fig 2. The reference model defines the desired performance characteristics of the process being controlled. The adaptation law uses the error between the process and the model output, the process output and input signal to vary the parameters of the control system. These parameters are varied so as to minimize the error between the process and the reference model.
The adaptation law attempts to find a set of parameters that minimize the error between the plant and the model outputs. To do this, the parameters of the controller are incrementally adjusted until the error has reduced to zero. A number of adaptation laws have been developed to date. The two main types are the gradient and the Lyapunov approach and we have use gradient approach.
3.1Adaptive Mechanism
It is used to adjust the parameters in the control law. Adaptation law [5] searches for the parameters such that the response of the plant which should be same as the reference model. It is designed to guarantee the stability of the control system as well as convergence of tracking error to zero. The MIT rule is the original approach to model reference adaptive control. The MIT rule is dθ δe γe dt δθ  (7)
Adaptive MIT (AMIT) Algorithm
Based on a priori knowledge, the process is modelled as second order. The transfer function of the interactive thermal process can be represented by equation 2 12 YK U s a s a   (8) Where K, a 1 and a 2 are positive and are the process parameters.
The AMIT control law is given by
The closed-loop transfer function related to the output and input with the AMIT controller in the loop is given by equation
Where U c is the command signal (reference input). The controller parameters are updated by the adaptation mechanism such that the process output follows the model output equation. 
Where, ' γ γK  Hence, it is a good way to compensate for known nonlinearities. It reacts quickly to changing conditions. The simulation studies are made in the later section. The proposed method called self tuning regulator is discussed in the next section.
SELF-TUNING REGULATOR Fig 3: Block diagram of Self Tuning Regulator
The Self-Tuning Regulator [6] (STR) attempts to automate several of these tasks. The block diagram of a self-tuning regulator is shown in Fig.3 . The STR is composed of two loops. The inner loop contains the process and an ordinary feedback controller.
The outer loop consists of a recursive parameter estimator and design calculations. The "Estimator" in the block represents an estimation of the process parameters using least-squares methods. The "Controller Design" in the block represents the design of the controller for the system. The "Controller" is to calculate the control law with the controller parameters. The system can be viewed as an automation of processing the modelling, estimation and design, in which the process model and the control design are updated at each sampling interval. Sometimes the STR algorithm can be simplified by reparameterizing and directly estimating the controller parameters, not the process parameters alone. It is flexible that the STR scheme can be implemented by different choices of the underlying design and estimation methods. Simulation studies for the estimator and the control algorithms are mainly undertaken by using MATLAB S-function.
S-function Simulation
An S-function (System-functions) is a computer language description of a dynamic system. S-functions can be written using MATLAB or C.It is specifically structured to simulate the results. S-functions use a special calling syntax that enables you to interact with Simulink equation solvers. This interaction is very similar to the interaction that takes place between the solvers and built-in Simulink blocks. The form of an S-function is very general and can accommodate continuous, discrete, and hybrid systems. As a result, nearly all Simulink models can be described as Sfunctions. It is used for estimation and controller design.
Scope of work
1) Introduce RLS algorithm and pole placement algorithm.
2) Use of S-function program for estimation and controller design.
3) Analyse the stability of adaptive control system and give the comparison between adaptive controller and conventional controller.
The process parameters are obtained by using RLS algorithm if the process is unknown. Then the controller parameters are obtained by using pole placement technique. In STR, the design calculations are eliminated and the regulator parameters are updated directly. But in MRAC, finding the adjustment rules and mechanism is very complicated. Due to the above reason, the STR method is preferred.
RECURSIVE LEAST-SQUARE ALGORITHM
The least-square method is used to estimate an unknown process. But the process is known already by means of a modelling studied above. It is validated by using RLS algorithm. The algorithm is demonstrated in this section. The principle of RLS [7] is that the unknown parameters of a model is chosen by minimizing the sum of the square of the difference between the actually observed and the analytically predicted output values with possible weighting that measure the degree of precision. The process is described by the single-input, single output (SISO) system.
In vector form, () φ ( )θ( ) T y k k k  Here, y is the output, u is the input of the system, and v is a disturbance. The disturbance can enter the system in many ways. Here, it enters at the process input. Recursive estimation algorithm is desirable. It saves the computation time by using the results obtained at time to get the estimates at time t.
The recursive least-square estimator is given by
The RLS algorithm above is interpreted intuitively. (6) in discrete form. The estimation process is completed and the parameters are identified. The next step is to design the control algorithm by using a MDPP method.
POLE PLACEMENT DESIGN
As shown in Fig.4 , a general linear controller can be described by
Tz  are polynomials in the back shift operator . This controller [8] consists of a feed forward with the transfer operator and a feedback with the transfer operator .It thus has two degrees of freedom. The block diagram of the closed-loop system is illustrated in the following Fig.4 . The key idea of this design method is to specify the desired closed-loop characteristic polynomial A C, which is a pole placement problem. R and S can then be solved. The solution that gives a controller of lowest degree is the minimum-degree solution. 
For a controller to be causal it must satisfy degS ≤ degR and degT ≤ degR. Since degA > degB, there is always a minimum degree solution of (13) such that degS < degA. Thus the causality conditions can be derived from (21) and (22) as [10] :
In the discrete-time case, it is reasonable to choose R, S and T to have the same degree, such that there is no extra delay in the controller. From this the control algorithm can be derived.
Pole Placement Algorithm
The simulation steps of STR [9] are as follows:
Step1: Estimate the coefficients of the polynomials A and B using RLS method.
Step2: Use the polynomials A and B estimated in step 1, apply pole placement method. The polynomials R,S and T of the controller are obtained by solving Diophantine equation and compute the control action.
Identification of process parameters
Where d=0, m=2, n=3
Total number of unknown parameters [10] to be estimated = n+m+1 = 2+3+1= 6
Identification of controller parameters
The reference model is specified as From (6) 
SIMULATION OF PID AND ADAPTIVE CONTROL SYSTEMS

Conventional PID Controller
We have defined the plant we need to develop a standard controller [11] to compare with the adaptive controller [12] . Controller setting is done using Ziegler-Nicholas technique and the best controller parameters are found to be Kc=10, ti=l and td=1. This model has the step input signal, PID controller and transfer function of process plant. But the STR has no oscillations and minimum settling time when compared to both controllers. Thus the STR is better for this process, when compared to the MRAC and Conventional PID controller. Hence, in STR, the controller is automatically tuned and optimizes the closed loop system in an efficient way. Hence the control loop performance is improved in an adaptive way [13] . 
Self Tuning Regulator
CONCLUSION AND FUTURE SCOPE
As compared to conventional controllers, Adaptive Control method is very effective to handle the situations where the parameter variations and environmental changes occur. They are demonstrated clearly in the results discussed above. In PID, it is to find the controller gain values. This is normally done based on the tuning of controllers. It is very difficult to guarantee the stability since the gain values get changed due to the process dynamics. In MRAC, the MIT rule is developed and it will perform well if the parameter k is small. The allowable size depends on the magnitude of the reference signal. Consequently, it is not possible to give fixed limits which guarantee stability. The MIT-rule can thus give an unstable closed-loop system. In STR [14] , controller is designed such that the controllers parameters get varied automatically even for the variations in the characteristics of the process. STR gives a significant simplification of the control algorithm because the design calculations are eliminated and the regulator parameters are updated directly. Hence in STR, the result shows the best improvement in the transient response characteristics. In this process, assume the disturbance is the coolant water temperature. The controller parameters (5 parameters) like R 1 , R 2 , S 0 , S 1 , S 2 , varied automatically even the coolant water temperature changes to a new value. The number of controller parameters depends on the order of the process. That is, the controller gets adapted even when the temperature of the coolant water changes. As a result, the STR method has given vast improvements in the closed loop performance of the CSTR process by maintaining a constant temperature of the reacting mixture. The reason for using STR is, the controller parameters are updated directly without having an adaptive mechanism [15] . Hence the proposed method is computationally efficient and easy to implement when compared to the other two methods. This method has the capability of high speed of response [16] and achieving the desired output very quickly. This type of time domain specifications are identified shown in Table. 2 in order to show the good performance of the closed loop of CSTR process. This type of technique is specifically applied to CSTR, Distillation Column, Boilers [17] and all other unit operations. This can be further extended to check the analysis of robustness of the system by introduce a noise contamination to the process. 
