






A. Jenis Penelitian 
Jenis penelitian yang digunakan adalah penelitian asosiatif, yaitu 
penelitian yang tujuannya menganalisis adanya hubungan antara suatu variabel 
dengan variabel yang lain (Ulum dan Juanda, 2018). Dalam penelitian ini, 
peneliti berusaha untuk mengetahui adanya pengaruh dari Current Ratio (CR), 
Quick Ratio (QR), Total Asset Turmover (TATO), Working Capital Turnover 
(WCTO), Debt to Assets Ratio (DAR), Debt to Equity Ratio (DER), Return on 
Asset (ROA), Return on Equity (ROE), Earning per Share (EPS) dan Price to 
Earning Ratio (PER) terhadap hubungannya dengan prediksi financial distress. 
 
B. Populasi dan Teknik Pengambilan Sampel 
Populasi yang digunakan adalah perusahaan industri manufaktur yang 
terdaftar di Bursa Efek Indonesia. Sedangkan teknik penentuan sampelnya 
menggunakan metode purposive sampling, yaitu metode penentuan sampel 
dengan didasarkan pada kriteria-kriteria tertentu (Ulum dan Juanda, 2018). 
Dalam penelitian ini, kriteria sampel yang akan digunakan antara lain: 
1. Perusahaan industri manufaktur yang terdaftar di Bursa Efek Indonesia pada 
tahun 2019. 
2. Perusahaan industri manufaktur yang telah mempublikasikan laporan 




3. Perusahaan industri manufaktur yang menyajikan laporan keuangan 
tahunan per 31 Desember 2019. 
4. Perusahaan industri manufaktur yang mengalami financial distress per 31 
Desember 2019. 
 
C. Definisi Operasional dan Pengukuran Variabel 
Definisi operasional digunakan untuk menjelaskan adanya kesamaan 
dalam penafsiran arti. Sedangkan pengukuran variabel dalam penelitian ini 
terdiri dari dua macam variabel, yaitu dependent variable (variabel terikat) 
merupakan variabel yang diikat oleh variabel lainnya dan independent variable 
(variabel bebas) merupakan variabel yang tidak terikat oleh variabel yang 
lainnya (Ulum dan Juanda, 2018). Dalam penelitian ini, pengukuran variabelnya 
antara lain: 
1. Dependent variable 
a. Prediksi financial distress 
Prediksi financial distress dalam penelitian ini menggunakan 
analisis diskriminan Altman Z-score (bankruptcy model), yang 
merupakan alat ukur untuk memprediksi kebangkrutan suatu 
perusahaan (Altman dan Hotchkiss, 2006). Alat ukur Altman Z-score 







Z = 𝑎1 X1 + 𝑎2 X2 + 𝑎3 X3 + 𝑎4 X4 + 𝑎5 X5 
Dimana: 








X3 =  
Laba Sebelum Bunga dan Pajak
Aset
 








2. Independent variable 
a. Rasio Likuiditas 
Di dalam penelitian ini, rasio likuiditas yang digunakan adalah: 
1) Current Ratio (CR) 
CR merupakan rasio keuangan untuk mengukur kemampuan 
perusahaan dalam memenuhi kewajiban hutang jangka pendeknya 
dengan membandingkan aset lancar dengan utang lancar 
perusahaan. Angka yang paling ideal untuk CR berada pada angka 
2, meski tidak ada standar pasti dalam penentuannya. Rasio yang 
rendah menunjukkan bahwa perusahaan kemungkinan mengalami 
kendala serta kesulitan dalam membayar utangnya, sedangkan 
rasio yang tinggi menunjukkan bahwa perusahaan tidak mampu 
menggunakan aset lancarnya secara efisien (Hanafi dan Halim, 








2) Quick Ratio (QR) 
QR merupakan rasio keuangan untuk mengukur kemampuan 
perusahaan dalam memenuhi kewajiban utang jangka pendeknya 
dengan membandingkan aset lancar tanpa melibatkan persediaan 
perusahaan. Angka yang baik untuk QR berada pada angka 1. 
Rasio yang rendah menunjukkan bahwa perusahaan dianggap tidak 
mampu membayar utangnya dalam satu siklus operasional tertentu, 
sedangkan rasio yang tinggi menunjukkan bahwa perusahaan tidak 
mampu menggunakan aset lancarnya secara efisien (Hanafi dan 
Halim, 2018). QR dapat diukur dengan menggunakan rumus: 
QR =  
Aset Lancar − Persediaan
𝐿𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑎𝑠 Lancar
 
b. Rasio Aktivitas 
Di dalam penelitian ini, rasio aktivitas yang digunakan adalah: 
1) Total Asset Turnover (TATO) 
TATO merupakan rasio keuangan untuk mengukur 
kemampuan perusahaan dalam menghasilkan penjualan dari 
sejumlah aset perusahaan. Rasio yang rendah menunjukkan bahwa 
manajemen perusahaan kurang efisien dalam menggunakan 
asetnya, sedangkan rasio yang tinggi menunjukkan bahwa 




menghasilkan penjualan (Hanafi dan Halim, 2018). TATO dapat 
diukur dengan menggunakan rumus: 




2) Working Capital Turnover (WCTO) 
WCTO merupakan rasio keuangan untuk mengukur 
kemampuan perusahaan dalam menghasilkan penjualan dari 
sejumlah modal kerja perusahaan. Rasio yang rendah menunjukkan 
bahwa perusahaan kemungkinan mengalami kendala serta 
kesulitan dalam membayar utangnya, sedangkan rasio yang tinggi 
menunjukkan bahwa perusahaan mampu membayar utangnya 
tanpa terkendala operasional perusahaan (Agnes, 2005). WCTO 
dapat diukur dengan menggunakan rumus: 




c. Rasio Solvabilitas 
Di dalam penelitian ini, rasio solvabilitas yang digunakan adalah: 
1) Debt to Assets Ratio (DAR) 
DAR merupakan rasio keuangan untuk mengukur 
kemampuan perusahaan dalam memenuhi kewajiban jangka 
panjangnya dengan membandingkan total utang dan total aset 
perusahaan. Rasio yang rendah menunjukkan bahwa perusahaan 
membiayai asetnya menggunakan utang, sedangkan rasio yang 




menggunakan ekuitas (Hanafi dan Halim, 2018). DAR dapat 
diukur dengan menggunakan rumus: 




2) Debt to Equity Ratio (DER) 
DER merupakan rasio keuangan untuk mengukur 
kemampuan perusahaan dalam memenuhi kewajibannya dengan 
membandingkan total utang dan total ekuitas perusahaan. Rasio 
yang rendah menunjukkan bahwa perusahaan tidak mampu 
menghasilkan cukup dana untuk membiayai utangnya, sedangkan 
rasio yang tinggi menunjukkan bahwa perusahaan mampu 
menghasilkan cukup dana untuk membiayai utangnya (Kasmir, 
2010). DER dapat diukur dengan menggunakan rumus: 




d. Rasio Profitabilitas 
Di dalam penelitian ini, rasio profitabilitas yang digunakan adalah: 
1) Return on Asset (ROA) 
ROA merupakan rasio keuangan untuk mengukur 
kemampuan perusahaan dalam menghasilkan keuntungan dari 
penggunaan asetnya. Rasio yang rendah menunjukkan bahwa 
perusahaan tidak mampu mengelola asetnya secara efektif, 
sedangkan rasio yang tinggi menunjukkan bahwa perusahaan 




menghasilkan keuntungan yang lebih besar (Hanafi dan Halim, 
2018). ROA dapat diukur dengan menggunakan rumus: 




2) Return on Equity (ROE) 
ROE merupakan rasio keuangan untuk mengukur 
kemampuan perusahaan dalam menghasilkan keuntungan dari 
modal saham tertentu. Rasio yang rendah menunjukkan bahwa 
kinerja perusahaan tidak efektif dalam memperoleh pendapatan, 
sedangkan rasio yang tinggi menunjukkan bahwa kinerja 
perusahaan cukup efektif dalam memperoleh pendapatan (Hanafi 
dan Halim, 2018). ROE dapat diukur dengan menggunakan rumus: 




e. Rasio Pasar 
Di dalam penelitian ini, rasio pasar yang digunakan adalah: 
1) Earning per Share (EPS) 
EPS merupakan rasio keuangan untuk mengukur 
kemampuan perusahaan dalam memperoleh sejumlah laba bersih 
dari setiap lembar saham yang beredar. Rasio yang rendah 
menunjukkan bahwa perusahaan tidak mampu meningkatkan 
keuntungan, sedangkan rasio yang tinggi menunjukkan bahwa 
perusahaan mampu meningkatkan keuntungan (Abdullah, 1993). 




EPS =  
Laba Bersih
Jumlah Saham yang Beredar
 
2) Price to Earning Ratio (PER) 
PER merupakan rasio keuangan untuk mengukur harga 
saham relatif perusahaan terhadap nilai bukunya. Rasio yang 
rendah menunjukkan bahwa perusahaan memiliki harga saham 
relatif murah, sedangkan rasio yang tinggi menunjukkan bahwa 
perusahaan memiliki harga saham relatif mahal dengan kinerja 
masa depan yang baik (Hanafi dan Halim, 2018). PER dapat diukur 
dengan menggunakan rumus: 





D. Jenis dan Sumber Data 
Jenis data yang digunakan dalam penelitian ini adalah data sekunder 
laporan keuangan tahunan (laporan posisi keuangan, laporan laba rugi, laporan 
perubahan ekuitas, dan laporan arus kas). Sedangkan sumber data yang 
digunakan yaitu website Bursa Efek Indonesia (www.idx.co.id) serta website 
Yahoo Finance (finance.yahoo.com). 
 
E. Teknik Pengumpulan Data 
Teknik pengumpulan data yang digunakan adalah teknik dokumentasi, 
dengan mengolah data yang sudah jadi dan telah diolah oleh orang lain. 




2018). Dokumentasi dalam penelitian ini dilakukan dengan cara mengunduh 
laporan keuangan tahunan perusahaan industri manufaktur yang sesuai dengan 
kebutuhan peneliti melalui website resmi Bursa Efek Indonesia (www.idx.co.id). 
 
F. Teknik Analisis Data 
Teknik analisis data yang digunakan adalah metode deskriptif kuantitatif 
dengan menggunakan perhitungan angka yang selanjutnya akan dipergunakan 
dalam pengambilan keputusan guna memecahkan suatu masalah yang ada. Alat 
analisis data yang digunakan antara lain: 
1. Analisis Diskriminan 
Analisis diskriminan merupakan bagian dari analisis perubah ganda 
(multivariate statistical analysis) yang digunakan untuk memisahkan 
kelompok data dengan cara membentuk fungsi diskriminan (Johnson dan 
Wichern, 2007). Tujuan analisis diskriminan secara umum adalah: 
a. Untuk mengetahui perbedaan yang jelas antar kelompok yang telah 
ditentukan pada dependent variable. 
b. Untuk mengetahui independent variable mana yang membuat 
perbedaan. 
c. Untuk membentuk fungsi diskriminan, yang pada dasarnya mirip 
dengan persamaan regresi. 
d. Untuk membentuk klasifikasi tertentu terhadap objek, serta mengetahui 





Langkah-langkah dalam melakukan analisis diskriminan yaitu: 
a. Memisahkan variabel ke dalam kelompok dependent variable dan 
independent variable dengan menggunakan nilai Z dari pengukuran 
Altman Z-score. 
b. Menentukan metode yang akan digunakan untuk membuat fungsi 
diskriminan. Pada prinsipnya, metode dasar yang digunakan untuk 
membuat fungsi diskriminan antara lain: 
1) Simultaneus estimation, yaitu semua independent variable 
dimasukkan secara bersama kemudian dilakukan proses 
diskriminan. 
2) Stepwise estimation, yaitu independent variable dimasukkan satu 
per satu ke dalam model diskriminan. Pada proses ini, akan ada 
variabel yang tetap masuk ke dalam model dan ada juga variabel 
yang dikeluarkan dari model. 
c. Menguji signifikansi dari fungsi diskriminan yang telah terbentuk 
menggunakan Wilks’ Lambda, F test dan uji lainnya. 
d. Menguji ketepatan klasifikasi fungsi diskriminan serta mengetahui 
ketepatan klasifikasi secara individual dengan menggunakan casewise 
diagnostics. 
e. Melakukan interpretasi terhadap fungsi diskriminan. 






2. Analisis Uji Statistik Deskriptif 
Uji statistik deskriptif digunakan untuk memberikan gambaran serta 
deskripsi mengenai suatu data yang digunakan dalam penelitian dengan 
melihat dari mean, standard deviation, variance, maximum, minimum, sum, 
range, kurtosis dan skewness (Ghozali, 2018). 
3. Analisis Uji Asumsi Klasik 
a. Uji Normalitas 
Uji normalitas digunakan untuk menguji ada atau tidaknya 
distribusi normal dari suatu independent variable dengan dependent 
variable pada suatu model regresi. Uji normalitas dapat dilakukan 
dengan menggunakan uji One Sample Kolmogorov Smirnov. Apabila 
hasil yang didapat dari uji tersebut menunjukkan nilai signifikansi di 
atas 5% (0,05) maka data tersebut masuk ke dalam kategori distribusi 
normal. Sedangkan jika hasil yang didapat dari uji tersebut 
menunjukkan nilai signifikansi di bawah 5% (0,05) maka data tersebut 
masuk ke dalam kategori tidak berdistribusi normal (Ghozali, 2018). 
b. Uji Multikolinearitas 
Uji multikolinearitas digunakan untuk menguji adanya korelasi 
antar independent variable dengan dependent variable pada suatu 
model regresi yang dapat diketahui dari nilai R2 dengan menggunakan 
regresi parsial. Apabila nilai R2 > regresi parsial maka tidak ada gejala 




disimpulkan bahwa adanya gejala multikolinearitas yang terjadi 
(Ghozali, 2018). 
c. Uji Heteroskedastisitas 
Uji heteroskedastisitas digunakan untuk menguji adanya 
ketidaksamaan variabel residual antara satu pengamatan dengan 
pengamatan lainnya pada suatu model regresi. Uji heteroskedastisitas 
dapat dilakukan dengan menggunakan uji glejser. Apabila hasil yang 
didapatkan dari uji tersebut menunjukkan nilai signifikansi di atas 5% 
(0,05) maka data tersebut menunjukkan tidak ada gejala 
heteroskedastisitas. Sedangkan jika hasil yang didapat dari uji tersebut 
menunjukkan nilai signifikansi di bawah 5% (0,05) maka data tersebut 
menunjukkan terjadinya gejala heteroskedastisitas (Ghozali, 2018). 
4. Analisis Uji Regresi Linear Berganda 
Uji regresi linear berganda digunakan untuk menguji seberapa besar 
pengaruh dari independent variable terhadap dependent variable (Ghozali, 
2018). Analisis regresi linear berganda dapat diukur dengan menggunakan 
rumus: 
Y =  α +  β1 X1  + β2 X2 + βn Xn  +  e 
Dimana: 
Y   = Dependent variable  
α   = Konstanta 
β1, β2, βn  = Slope atau Koefisien regresi 




e   = Error of term 
5. Uji Hipotesis 
a. Uji Signifikan Parsial (Uji Statistik t) 
Uji signifikan parsial digunakan untuk menguji seberapa jauh 
pengaruh dari independent variable dalam hubungannya dengan 
dependent variable (Ghozali, 2018). Kriteria pengambilan keputusan 
dalam uji signifikan parsial adalah: 
1) Apabila nilai signifikan > 5% (0,05), maka hipotesis dapat ditolak 
(koefisien regresi tidak signifikan). Yang berarti bahwa 
independent variable tidak memiliki pengaruh signifikan terhadap 
dependent variable. 
2) Apabila nilai signifikan ≤ 5% (0,05), maka hipotesis dapat diterima 
(koefisien regresi signifikan). Yang berarti bahwa independent 
variable memiliki pengaruh signifikan terhadap dependent 
variable. 
b. Uji Signifikan Simultan (Uji Statistik F) 
Uji signifikan simultan digunakan untuk menguji adanya 
pengaruh dari independent variable yang secara bersama dimasukkan 
ke dalam dependent variable (Ghozali, 2018). Kriteria pengambilan 
keputusan dalam uji signifikan simultan antara lain: 
1) Apabila nilai F > 5% (0,05), maka hipotesis dapat ditolak (koefisien 
regresi tidak signifikan). Yang berarti bahwa independent variable 




2) Apabila nilai F ≤ 5% (0,05), maka hipotesis dapat diterima 
(koefisien regresi signifikan). Yang berarti bahwa independent 
variable memiliki pengaruh signifikan terhadap dependent 
variable. 
c. Uji Koefisien Determinasi (R2) 
Uji koefisien determinasi digunakan untuk melihat besarnya 
kontribusi pengaruh yang diberikan dari independent variable secara 
simultan terhadap dependent variable. Dalam pengukurannya, nilai dari 
uji R2 umumnya berada diantara angka 0-1. Apabila nilai R2 semakin 
mendekati angka 1, maka pengaruh dari independent variable terhadap 
dependent variable semakin kuat. Sebaliknya, apabila nilai yang 
dihasilkan dari R2 semakin kecil, maka pengaruh dari independent 
variable terhadap dependent variable semakin lemah (Ghozali, 2018). 
 
