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な国際会議としてNamed Entities Workshop（NEWS）が挙げられる。本稿では、2009 年に行わ
れた第一回目NEWS の論文を調査し、各論文で提案していた機械翻字手法についてまとめた。 
	 
Reflecting the rapid growth of science, technology, and economies, new technical terms and product 
names have progressively been created. These new words have also been imported into different 
languages. There are two fundamental methods for importing foreign words into a language. In the first 
method‒translation‒the meaning of the source word in question is represented by an existing or new word 
in the target language. In the second method‒transliteration‒the pronunciation of the source word is 
represented by using the phonetic alphabet of the target language. Technical terms and proper nouns are 
often transliterated. In recent years, the research which applies the automatic translation method to 
transliteration is active. The representative international conference is Named Entities Workshop (NEWS). 
In this paper, we investigated the studies that suggested in NEWS 2009, and summarized the machine 
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4th International Joint Conference on Natural 
Language Processing（IJCNLP 2009）1において、自
動翻字に関するワークショップ Named Entities 













                                                
1 http://www.acl-ijcnlp-2009.org/ 








































 ci,k：テストセット中の i 番目翻字対象に対する




6つの評価尺度はそれぞれWord accuracy in Top-1
                                                
2 28本の論文が採用されたが、実際公表したのは27本である。	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確性を測る。式（1）に従って計算する。 ACC = 1𝑁&'1  𝑖𝑓  ∃𝑟𝑖,𝑗 ∶    𝑟𝑖,𝑗 =    𝑐𝑖,10                                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒8𝑁𝑖=1    (1) 
 
表1  Source and target language for the share task on transliteration in NEWS 2009 
Source Language Target Language Data Source 
Data Size(No. source names) 
Training Development Testing 
English Hindi Microsoft Research India 9,975 974 1,000 
English Tamil Microsoft Research India 7,974 987 1,000 
English Kannada Microsoft Research India 7,990 968 1,000 
English Russian Microsoft Research India 5,977 943 1,000 
English Chinese Institute for Infocomm Research 31,961 2,896 2,896 
English Korean Hangul CJK Institute 4,785 987 989 
English Japanese Katakana CJK Institute 23,225 1,492 1,489 











i 番目の翻字対象の F-score を計算するには式（2）の
ように、Precision（Pi）とRecall（Ri）を利用する。 𝐹𝑖 = 2𝑃𝑖 × 𝑅𝑖𝑃𝑖 + 𝑅𝑖 (2)  
そして，Piと Riの計算には、翻字候補と正解の間の
最長共通部分列の長さ LCS（Longest common 
subsequence）を利用する。式（3）は LCS の計算方







計算に用いる。 𝑟𝑖,𝑚 = 𝑎𝑟𝑔min𝑗 (𝐸𝐷/𝑐𝑖,1, 𝑟𝑖,𝑗 2) (4) 
 
実際，式（5）と（6）に従って、PiとRiを計算する。 
𝑃𝑖 = 𝐿𝐶𝑆'𝑐𝑖,1, 𝑟𝑖,𝑚-.𝑐𝑖,1. (5)  𝑅𝑖 = 𝐿𝐶𝑆'𝑐𝑖,1, 𝑟𝑖,𝑚-.𝑟𝑖,𝑚 . (6)  
 
Mean reciprocal rank (MRR) 
 
翻字システムがどのぐらい正解と一致する翻字候補




 MRR = 1𝑁&𝑅𝑅𝑖𝑁𝑖=1 (7)  
RRiの計算は式（8）を利用する。 
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𝑀𝐴𝑃𝑟𝑒𝑓 = 1𝑁* 1𝑛𝑖𝑁𝑖 -*𝑛𝑢𝑚(𝑖, 𝑘)
𝑛𝑖





























表2 Proposed Method 
Transliteration Method Number of Paper 
PBSMT 11 
CRFs 4 
Hybrid 型 3 






Perceptron Model 1 
 


















変形する。 𝑃(𝑓|𝑒) =(𝑃(𝑓, 𝑎|𝑒)𝑎=(𝑃(𝑓|𝑒, 𝑎)𝑃(𝑒|𝑎) (12)𝑎   





ルと呼ばれ、式（14）を用いて計算できる。 P(f|e, a) = P(f|e, 𝑎1𝑚) ≈.𝑃0𝑓?̅?4𝑚𝑖=1 ?̅?𝑎𝑖 ) (13) 









                                                
 
 




図1 The Relationship about f, e and a. 
 
3.2 CRFs (Conditional random fields) 














図3 Conversion from Training set to Gold 













果から、「a mi no a cyl」と分割され、それぞれ


















候補を線形結合し、再ランキング付けを行う。 P(f|e) = λPCRF (f|e) + (1 − λ)PWFST (f|e) (15) 
 
3.4 DirecTL 








                                                
4 http://crfpp.sourceforge.net/ 




図4 Algorithm: Online Discriminative Training. 
 
図4の入力は、原言語xと目的言語yの対応 a

















図5 Feature Template. 
 
3.5 HMM (Hidden markov model) 
この手法では、式（10）を基本として、式（16）
の最も高い確率が得られる翻字候補を見つけるよ
うにモデル化している(19)。 argmaxP(e|f)= argmaxP(e1e2 ⋯en|f1f2 ⋯ fn) (16) 
 
f と e はそれぞれ原言語と目的言語である。eiと fi








計算する。 P(e1e2 ⋯en|f1f2 ⋯ fn)= P(e1|f1)P(e2|f2)⋯P(en|fn) (17) 
 
ただし、 P(ei|fi) = #  of  times  fi   translates  to  ei  in  corpus#  of  times  fi   appears  in  corpus  
 
 そして、bi-gram の場合は式（18）に従って計
算する。 P(e1e2 ⋯en|f1f2 ⋯ fn)= P(e1|f1)P(e2|f2, e1)⋯P(en|fn , en−1) (18) 
 
ただし、 P(ei|fi)= #  of  times  fi   translates  to  ei  in  corpus#  of  times  fi   appears  in  corpus      
     P(ei|fi , ei−1)= #  of  times  fi   translates  to  ei  given  fi−1 →   ei−1#  of  times  fi−1  translates  to  ei−1  
 
 

















図6 The Image of WFST. 
 
3.7 Joint source-channel model 





って翻字を行う。 P(E, C)= P(e1, e2,⋯ , ek, c1, c2,⋯ , ck)                                                                                 = P(< 𝑒, 𝑐 >1,< 𝑒, 𝑐 >2,⋯ < 𝑒, 𝑐 >K)                     =4P5< 𝑒, 𝑐 >k 6 < 𝑒, 𝑐 >1k−18 (19)Kk=1  











Φ(f, e)は fと eの特徴ベクトルである。 
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