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ABSTRACT: Let (X1, . . . , Xd) be random variables taking nonnegative integer values and let
f(z1, . . . , zd) be the probability generating function. Suppose that f is real stable; equivalently,
suppose that the polarization of this probability distribution is strong Rayleigh. In specific exam-
ples, such as occupation counts of disjoint sets by a determinantal point process, it is known [Sos02]
that the joint distribution must approach a multivariate Gaussian distribution. We show that this
conclusion follows already from stability of f .
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1 Introduction
Let (X1, . . . , Xd) be a random vector on a probability space (Ω,F ,P), whose values lie in a bounded
subset S of the nonnegative orthant in the integer lattice Zd. We employ boldface notation for
vectors, e.g., X := (X1, . . . , Xd) and the monomial product notation z
r := zr11 · · · zrdd . Define the
probability generating function f : Cd → C by f(z) := ∑
r∈S P(X = r)z
r. This is a polynomial
and is real valued on real inputs. We say that f is real stable if f has no zeros in Hd where H
is the open upper half plane {z : ℑ{z} > 0}. There is a wealth of knowledge about the behavior
of the coefficients of a real stable polynomial f and, in particular, about the resulting probability
inequalites when f is a probability generating function.
In the case where S = {0, 1}d is the d-dimensional hypercube, the variables Xj are binary valued
and real stability of the generating function is known as the strong Rayleigh property. Stability is
preserved under the following pair of inverse operations: polarization and aggregation. If {Xk,i : k ≤
d, i ≤ nk} is a finite family of nonnegative integer variables with real stable generating polynomial,
the aggregate variables Xk :=
∑nk
i=1Xk,i will also have a real stable generating polynomial. This
is because it follows from the definition that stability is preserved by substituting zk,i := zk for all
k ≤ d and i ≤ nk. Conversely, if {Xk : 1 ≤ k ≤ d} are random variables whose joint law has a
real stable generating polynomial, f , one can define the polarization of f by the substitutions zjk =(
nk
j
)−1
ej(zk,1, . . . , zk,nk) where nk are upper bounds for the values of Xk and ej is the elementary
symmetric function of degree j on nk variables. Stability of f implies stability of the polarization Pf
of f , hence the strong Rayleigh property for a collection of binary variables {Xk,i} with probability
generating function Pf . This result may be found in [BBL09, Theorem 4.7] and follows from the
Grace-Walsh-Szego¨ coincidence Theorem.
When d = 1, the theory of distributions with real stable generating polynomials is completely
understood. If f(z) has no zeros in H then, by invariance under conjugation, it has only real
zeros. By nonnegativity of the coefficients, all zeros of f lie in the negative half line. Writing
f(z) = C
∏d
j=1(z + aj), dividing the j
th term by 1 + aj and using the fact that f(1) = 1, we have
the representation
f(z) =
d∏
j=1
(1− pj + pjz)
where pj := 1/(1+aj) are numbers in the unit interval. In other words, a variable X with generating
function f is distributed as a sum of indepdendent Bernoulli variables with means p1, . . . , pd. This
implies a self-normalized central limit theorem:
X − EX
(VarX)1/2
→ N(0, 1) as Var (X)→∞ . (1.1) {eq:one var}
When d ≥ 2, real stable polynomials do not in general factor; therefore this argument cannot
be applied to establish a multivariate central limit theorem. Nevertheless, such a result is known to
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hold in one of the most important applications of strong Rayleigh distributions, namely occupations
of determinantal processes. To elaborate, let N : Ω × B → Z+ be a random counting measure on
the Borel subsets of Rn and suppose that N(·, ·) is Hermitian determinantal. This means that the
k-fold joint intensities exist for all k and the joint intensity at (x(k), . . . ,x(k)) is the determinant of
the matrix
[
K(x(i),x(j))1≤i,j≤k
]
where K is a Hermitian kernel. Let B1, . . . , Bd be disjoint Borel
subsets of Rn. It is known that the counts Xj := N(Bj) for 1 ≤ j ≤ d have real stable generating
polynomial provided that each N(Bj) is bounded; this follows, for example from the determinantal
form of the generating function given in [Sos00, Theorem 2] together with with [BBL09, Proposi-
tion 3.2]. Boundedness is not an overly restrictive assumption because under finiteness of the means
EN(Bj) one can always approximate the occupations N(Bj) in total variation by bounded variables.
Soshnikov [Sos02, p. 174] proved a normal limit theorem for linear combinations
∑d
j=1 αjXj , which is
equivalent to a multivariate CLT. This generalized an earlier result for several specific determinantal
kernels arising in random spectra [Sos00].
Determinantal measures are in some sense a very small set of measures. For example, determi-
nantal measures supported on a set of cardinality d are parametrized by d× d Hermitian matrices,
and therefore occupy a d2-dimensional set in the (2d − 1)-dimensional space of probability laws on
{0, 1}d. The set of strong Rayleigh measures, by contrast, has full dimension, being constrained by
inequalities rather than identities. Because of the relative robustness of the strong Rayleigh prop-
erty, it seems useful to discover whether properties of determinantal measures, such as multivariate
Gaussian behavior, follow already from stability.
Our main results, Theorem 2.1 in the bivariate case and Theorem 2.1′ in the multivariate case,
show this to be the case. The subsequent sections discuss extensions and some theoretical questions
about the class of real stable distributions which are raised by the arguments of the paper and
partially answered.
2 Main result
Our first result in this direction is a bivariate CLT valid when the variance grows faster than the 2/3
power of the maximum value. Because real stable variables are known to be negatively correlated,
the covariances are denoted by negative quantities.
Theorem 2.1. Let {(Xn, Yn) : n ≥ 1} be a sequence of random integer pairs each of whose bivariate
generating polynomials fn(x, y) is real stable and has degree at most Mn in each variable. Let
An =
[
αn −βn
−βn γn
]
denote the covariance matrix of (Xn, Yn). Suppose there is a sequence sn → ∞ and a fixed matrix
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A =
[
α −β
−β γ
]
such that s−2n An → A and s−1n M1/3n → 0. Then
(Xn, Yn)− (EXn,EYn)
sn
→ N(0, A) (2.1) {eq:statement}
in distribution as n→∞.
An outline of the proof is as follows. Let a and b be positive integers. From the definition of
stability it may be shown that the generating polynomial for aXn + bYn has no zeros near 1 (this
is Lemma 2.2 beow). This implies a Gaussian approximation for aXn + bYn (Lemma 2.5 below).
Tightness and continuity could be used to extend this to positive real (a, b), however the usual
Crame´r-Wold argument requires this for all real (a, b) regardless of sign. Instead, the argument is
finished instead by invoking an improved Crame´r-Wold result (Lemma 2.3 and Corollary 2.4).
Lemma 2.2. Whenever (X,Y ) is stable and b ≥ a are positive integers, the probability generating
function for aX + bY has no zeros in the open disk of radius δ about 1, where δ := sin(π/b).
Proof: If f(x, y) is the pgf for (X,Y ) then the pgf for aX + bY is f(za, zb). Stability of f implies
that f(za, zb) has no zeros whose argument z lies in the open interval (0, π/b). Invariance under
conjugation and the fact that a probability generating function can never have positive real zeros
implies that f(za, zb) is in fact zero-free on the sector {z : |Arg (z)| < π/b}. The nearest point to 1
in this sector is at distance δ. 
Lemma 2.3 ([BMR97, Corollary 4.3]). Let L be an infinite family of (d− 1)-dimensional subspaces
of Rd. Let πL denote projection of measures onto L, in other words πLµ := µ ◦ π−1L . Let µ be a
probability measure on Rd with finite moment generating function in a neighborhood of the origin
and let ν be any probability measure on Rd. Suppose that the projections πLµ and πLν coincide for
every L ∈ L. Then µ = ν. 
Corollary 2.4. Let µ be a centered Gaussian law on Rd and let L be an infinite family of (d− 1)-
dimensional subspaces of Rd. Suppose {µn} is a sequence of probability measures on Rd such that for
each L ∈ L, the projections πLµn converge in the weak topology as n→∞ to πLµ. Then µn → µ.
Proof: Convergence of πLµn for more than one hyperplane L implies tightness of the family
{µn}. Therefore, any subsequence of {µn} has a convergent sub-subsequence; denote its limit by
ν. It suffices to show that ν = µ. Each πL is continuous, therefore πLν = limn→∞ πLµn = πLµ.
Noting that µ has moment generating function defined everywhere, the conclusion now follows from
Lemma 2.3. 
Lemma 2.5 ([LPRS16, Theorem 2.1]). Let f be the generating polynomial for a probability law Q on
the nonnegative integers. Let N denote the degree of f . Let m and σ2 respectively denote the mean
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and variance of Q and let F denote the self-normalized cumulative distribution function defined by
F (x) :=
∑
k≤m+xσ
Q(k) .
Let N (x) := (2π)−1/2 ∫ x−∞ e−t2/2 dt denote the standard normal CDF. Given δ > 0, there exists a
constant Cδ depending only on δ such that if f has no roots in the ball {z : |z − 1| < δ} then
sup
x∈R
|F (x)−G(x)| ≤ CδN
1/3
σ
.
Proof: The result as stated in [LPRS16, Theorem 2.1], in the special case z0 = 1 has the upper
bound B1N/σ
3 + B2N
1/3/σ with B1 and B2 depending on δ. Because |F − N| is never more
than 1, we may assume that N1/3/σ ≤ B−12 , whence B1N/σ3 ≤ (B1/B22)N1/3/σ. Setting C = Cδ =
B2 + B1/B
2
2 recovers the result in our form. The result as stated holds for N > N0(δ), but with
CN0 in place of C it holds for all N . 
Proof of Theorem 2.1: We will apply Corollary 2.4 with µ = N(0, A) and L equal to the set of
lines through the origin with positive rational slope. Given L ∈ L, let (a, b) be a positive integer
pair in L. Then πL(X,Y ) = (aX + bY )/
√
a2 + b2 and πLµ = N(0, V ) where
V := V (a, b) :=
αa2 − 2β ab+ γ b2
a2 + b2
.
According to Corollary 2.4, the theorem will follow if we can show that
a√
a2 + b2
Xn − EXn
sn
+
b√
a2 + b2
Yn − EYn
sn
→ N(0, V (a, b)) (2.2) {eq:need}
weakly for fixed positive integers a and b as n→∞. We proceed to show this.
First, if V (a, b) = 0, we observe that the left-hand side of (2.2) has mean zero and variance
αn a
2 − 2βn ab+ γn b2
(a2 + b2)s2n
= o(1)
by the assumption that An/s
2
n → A. Weak convergence to δ0, which is the right-hand-side of (2.2),
follows from Chebyshev’s inequality.
Assume now that V 6= 0. By Lemma 2.2, for all n, the generating polynomial gn for aXn + bYn
has no zeros within distance δ := sin(π/b) of 1. Apply Lemma 2.5 to the generating polynomial gn
with N = (a+ b)Mn. In the notation of Lemma 2.5,
m = aEXn + bEYn ;
σ2 = a2αn − 2abβn + b2γn .
The assumption s−2n An → A implies that
σ2/s2n → (a2 + b2)V . (2.3) {eq:sigma}
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The conclusion of the lemma is that [a(Xn−EXn)+ b(Yn−EYn)]/σ differs from a standard normal
by at most
Cδ
N1/3
σ
= (1 + o(1))Cδ
(a+ b)1/3√
a2 + b2
√
V
M
1/3
n
sn
.
By hypothesis M
1/3
n /sn → 0. Thus [a(Xn−EXn)+ b(Yn−EYn)]/σ → N(0, 1); multiplying through
by
√
V and plugging in (2.3) gives (2.2). 
Question 1. Can the hypothesis s−1n M
1/3
n → 0 be weakened, preferably to sn →∞?
3 Extensions
Higher dimensions
More or less the same argument works to prove a multivariate CLT for real stable distributions in
d variables. It requires only small generalizations of two lemmas, the first of which is immediate.
Lemma (2.2′). If (X) is stable and a is a positive integer vector, then the probability generating
function for a · x has no zeros in the open disk of radius δ about 1, where δ := sin(π/maxj aj). 
Corollary (2.4′). Let µ be a centered Gaussian law on Rd. If {µn} is a sequence of probability
measures such that for all positive rational lines L, the projections πLµn converge to πLµ, then
µn → µ.
Proof: We prove by induction on m that πLµn → πLµ for all m-dimensional subspaces containing
a positive rational point. It is true by hypothesis when m = 1. Assume for induction that it is true
for dimensions smaller than m. Fix any m-dimensional subspace L containing a positive rational
point and apply Corollary 2.4 with πLµ in place of µ and the infinite family of subspaces L
′ ⊆ L
having a basis of m − 1 positive rational vectors in place of L. By the induction hypothesis, each
πL′µn → πL′µ, so by Corollary 2.4, πLµn → πLµ, completing the induction. Once m = d, the
corollary is proved. 
These two results imply the extension of Theorem 2.1 to d variables:
Theorem (2.1′). Let {X(n)} be a sequence of random vectors with real stable generating polynomials,
degree at most Mn in each variable, and covariance matrices An. Suppose sn →∞ with s−2n An → A
and s−1n M
1/3
n → 0. Then (X− EX)/sn → N(0, A) in distribution as n→∞. 
Singularity of A
When A is singular, say 〈a, b〉A = 0, the conclusion of Theorem 2.1, namely a bivariate Gaussian
limit, implies only that (aX + bY )/sn → 0, not that aX + bY has a normal limit. This can be
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improved to the following result.
Theorem 3.1. In the notation of Theorem 2.1′, suppose A is singular and let N denote the nullspace
of A. Let 1G denote the vector whose j component is 1 if j ∈ G and 0 otherwise. The space N
is spanned by a collection {1G : G ∈ M} where M is a collection of disjoint sets. The quantities
Z
(n)
G := 1G ·X(n) all have normal limits, provided the variances σ(n)G := Var (Z(n)G )1/2 go to infinity;
assuming this, (σ
(n)
G )
−1(Z
(n)
G − EZ(n)G )→ N(0, 1).
Remark. This gives a CLT for a collection of linear functionals spanning the null space of A. More
generally, one might want a CLT for every element of the null space. If the null space has dimension
r then one may construct {Z1, . . . , Zr} as above. The vectors {Z(n)} are real stable with covariance
matrices A′n for which s
−2
n A
′
n → 0. If it is possible to find s′n for which (s′n)−2A′n → A′ then one
obtains a finer multivariate CLT. The covariance matrices A′n may or may not have a rescaled limit.
Lemma 3.2. If (X1, . . . , Xr) is a random integer vector whose r-variate generating function is real
stable, then its covariance matrix has nonnegative row and column sums.
Proof: The row sums of the covariance matrix are the values E(Xi − µi)
∑
j(Xj − µj). The
argument may be reduced to the case r = 2 by considering the pair (Xi, Yi) where Yi :=
∑
i6=j Xj .
Without loss of generality, we therefore assume r = 2 and denote the pair (X1, X2) by (X,Y ). We
first claim that for all k,
E(Y |X = k) ≤ E(Y |X = k − 1) ≤ E(Y |X = k) + 1 . (3.1) {eq:SCP}
This follows from the strong Rayleigh property for the polarization (X1, . . . , Xm, Y1, . . . , Ym) of
(X,Y ). Indeed, suppose the polarization is coupled to (X,Y ) so that for each k, ℓ, the conditional
law of (X1, . . . , Xm, Y1, . . . , Ym) given X = k, Y = ℓ is the product νm,k×νm,ℓ where νm,j is uniform
on sequences of zeros and ones of length m summing to j. Then
E(Y |X = k) = E

 m∑
j=1
Yj
∣∣∣∣∣∣X1 = · · · = Xk = 1, Xk+1 = · · · = Xm = 0


and the claim follows from the stochastic covering property for strong Rayleigh measures [PP14,
Proposition 2.2]. In fact it is only the right-hand inequality of (3.1) that we need. Adding X gives
E(X + Y |X = k − 1) ≤ E(X + Y |X = k). Thus E(X + Y |X) is a monotone increasing function of
X . This immediately implies nonnegative correlation of the bounded variables X and X+Y , which
is the conclusion of the lemma. 
The next lemma is stated generally though it is used for one specific purpose, namely for the
covarinace matrix of a collection of random integers with real stable generating function.
Lemma 3.3. Let M be any symmetric matrix with nonnegative diagonal entries, nonpositive off-
diagonal entries and nonnegative row sums. Then the index set [m] may be partitioned into disjoint
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sets T and {Sα} such that Mi,j = 0 when i and j are in different sets of the partition. This can
be done in such a way that the restriction M |T is nonsingular, while the restrictions M |Si have
one-dimensional null spaces containing the vectors with all entries equal.
Proof: Recall that N denotes the null space ofM . Choose any nonzero vector v ∈ N with minimal
support set S, meaning that no vector whose support is a proper subset of S is in the null space of
M . Suppose v has coordinates of mixed sign. Let E be the set of indices of positive coordinates
and F the set indices of negative coordinates. Let M ′ be the 2× 2 matrix indexed by the set {E,F}
whose (G,G′)-element is
∑
i∈G,j∈G′ Mij . This matrix also has nonnegative diagonal entries (follows
from nonnegativity of row sums and nonpositivity of off-diagonal elements), nonpositive off-diagonal
entries (obvious) and nonnegaive row sums. It has a vector of mixed signs in its null space, namely
(
∑
j∈E vj ,
∑
j∈F vj), hence must be the 2× 2 zero matrix. This means that the vE and vF are each
separately in the null space (where vG denotes the vector whose j
th coordinate is vj1G(j)). This
contradicts the minimality of the support of v. We conclude that all elements of the null space with
minimal support have coordinates all of one sign.
Still assuming v to have minimal support set S ⊆ N , consider the sub-collection {Xj : j ∈ S},
which inherits the properties in the hypotheses. Its covariance matrix M ′ is the submatrix of M
indexed by S. Assume for contradiction that the coordinates of v are not equal. Let w be the all
ones vector of the same length as v. Scale v so that its minimum coordinate is equal to 1. If vi = 1
then
0 = (M ′v)i ≥ (M ′w)i ≥ 0 ,
the last inequality following from nonnegativity of the row sums. It follows that Mij = 0 for all i, j
such that vi = 1 < vj . Thus S
′ := {i : vi = 1} is a proper subset of S whose indicator vector is in
the null space of M . By contradiction, v = w as desired.
Finally, if wS and wT are vectors of ones and zeros with support sets S and T respectively and
these are not disjoint, then wS −wT ∈ N and is of mixed sign, a contradiction. This finishes the
proof. 
Proof of Theorem 3.1: The conclusions of Lemma 3.2 pass to the limit: the limiting covariance
matrix A has nonnegative row sums as well as being symmetric with nonnegative diagonal entries
and nonpositive off-diagonal entries. The conclusions of Lemma 3.3 then follow as well. Fix v
such that vA = 0. It follows from Lemma 3.3 that wA = 0 as well. The random variables
Zn = w ·X(n) are univariate real stable, hence subject to the real stable CLT (1.1). In particular,
σ−1n (Z
(n) − EZ(n))→ N(0, 1) weakly whenever σn := Var (Zn)1/2 →∞. 
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Quantitative version
Suppose fn is a sequence of bivariate real stable generating functions and that Mn/s
3
n goes to zero,
where Mn is the maximum degree of fn in either variable and s
2
n is the maximum variance of either
variable. Let Qn denote the probability law represented by fn and let An denote the covariance
matrix for this law. Suppose that the Qn, centered and divided by sn, stays at least ǫ away from
the bivariate Gaussian with mean zero and covariance s−2n An. Taking a subsequence {nk}, there
is a matrix A such that s−2n An → A, contradicting Theorem 2.1. We conclude that there is a
quantitative version of this result: namely a function g going to zero at zero such that
||Q−N(v,Σ)|| < g(M1/3/||Σ||1/2) (3.2) {eq:quant}
whenever Q is a bivariate real stable law with mean v, covariance Σ and maximum M .
Question 2. What is the best possible function g in (3.2)?
Lemmas 2.2 and 2.5 are quantitative and sharp. Therefore, establishing (3.2) without giving up
too much in the choice of function g would rest on a quantitative version of Corollary 2.4. Inverting
the characteristic function is inherently quantitative, however the use of uniform continuity so as
to use only values on a finite mesh is messy. Furthermore, while Lemma 2.2 is sharp, its use is
certainly not: for example, if f(z) generates a distribution within ǫ of normal, then so does f(zk),
even though the nearest zero to 1 becomes nearer by a factor of k.
Non-uniformity of the estimates as the denominator of the rational slope increases is an annoying
artifact of the proof and points to the need to replace Lemma 2.2 with something uniform over sets
of directions. One possibility is to replace the exact combination aX + bY with a, b ∈ Z+ by a
probabilistic approximation. One somewhat crude approximation is to let Z := Bin (X, a)+Bin (Y, b)
be the sum of binomial distributions, conditionally independent given (X,Y ). This has generating
polynomial g(z) = f(1−a+az, 1− b+ bz) if f(x, y) is the generating polynonmial for (X,Y ). When
f is stable, so is g, thereby achieving uniformity in direction. Conditioned on (X,Y ), the difference
Z−aX− bY is normal with variance a(1−a)X+ b(1− b)Y , which has orderM . The size parameter
M cannot be less than a constant times s2, where s2 is the norm of the covariance matrix, but in
the regime where M = O(s2), the added noise does not swamp the signal and near normality of Z
implies near normality of the true aX + bY . This works equally well in any dimension.
To extend beyond the regime where M and s2 are comparable, we would need to find a random
variable Z with real stable law that approximates aX + bY to within a smaller error than M1/2.
This motivates a one-dimensional version of this problem, which we now discuss.
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4 Approximate multiplication
Let X be a positive integer random variable with stable generating polynomial f . We use “stable
multiplication by a” to denote the construction of a random variable Z with |Z − aX | = O(1).
Proposition 4.1 (stable division by 2). Conditional on X, if X is even let Z = X/2, while if X
is odd, flip a fair coin to decide whether Z = ⌊X/2⌋ or Z = ⌈X/2⌉. Then Z stably multiplies X by
1/2.
Proposition 4.2 (stable division by k). For any k ≥ 2, ⌊X/k⌋ stably multiplies X by 1/k.
The engine for proving both of these is the following result concerning interlacing roots. Let
NR be the collection of polynomials all of whose roots are simple and strictly negative. If f is a
polynomial of degree n and k ≥ 1, write
f(x) =
k−1∑
i=0
xigi(x
k), (4.1) {poly}
where gi is a polynomial of degree ⌊n−ik ⌋.
Theorem 4.3. If f ∈ NR has degree n, the corresponding polynomials gi are in NR as well.
Furthermore, their roots are interlaced in the sense that if the collection of all n− k + 1 roots sj of
the gi’s are placed in increasing order,
sn−k < · · · < s4 < s3 < s2 < s1 < s0 < 0,
then the roots of gi are si, si+k, si+2k, . . . .
Proof: The proof is by induction on the degree n of f . Let r1, . . . , rn be the negatives of the roots
of f , and let ej = ej(r1, . . . , rn) be the elementary symmetric functions:
e0 = 1, e1 =
∑
i
ri, e2 =
∑
i<j
rirj , . . . .
Assuming without loss of generality that f is monic,
f(x) =
n∏
i=1
(x + ri) =
n∑
j=0
xjen−j. (4.2) {product}
Then
gi(y) =
⌊n−i
k
⌋∑
j=0
yjen−kj−i.
For the base step of the induction, take n < 2k, so that the gi’s are linear or constant. In fact,
gi(y) = en−i if i > n − k and gi(y) = en−i + yen−k−i if i ≤ n − k. In the latter case, the root is
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−en−i/en−k−i, so the interlacement property is a consequence of the log concavity of the sequence
em:
em+1
em
↓ .
This statement is a consequence of Newton’s inequalities; see [HLP59] and [Ros89].
Now assume the result for a given n, let f be as in (4.2), consider the polynomial of degree n+1
F (x) = (x+ r)f(x), r > 0,
and its decomposition
F (x) =
k−1∑
i=0
xiGi(x
k).
If e′j = e
′
j(r1, . . . , rn, r) are the elementary symmetric functions corresponding to the longer sequence,
e′j = ej + rej−1, so
Gi(y) =
⌊n+1−i
k
⌋∑
j=0
yje′n+1−kj−i =
⌊n+1−i
k
⌋∑
j=0
yj [en+1−kj−i + ren−kj−i]
= rgi(y) +

ygk−1(y) if i = 0;gi−1(y) if i ≥ 1.
(4.3) {Gg}
Now we use this to determine the sign of Gi(sj). The signs of gi alternate between intervals separated
by the roots of gi, since all roots are simple. Also, gi(0) > 0 for each i.
We describe the argument in the following array, in case k = 3:


· · · s6 s5 s4 s3 s2 s1 s0 0
g0 · · · 0 + + 0 − − 0 +
g1 · · · + + 0 − − 0 + +
g2 · · · + 0 − − 0 + + +
G0 · · · − + + + − − − +
G1 · · · + + + − − − + +
G2 · · · + + − − − + + +


.
Note that each row is periodic of period 6, and each row within the two groups is obtained from the
previous row via a shift. Here are some examples of the computation for the bottom rows:
G0(s2) = rg0(s2) + s2g2(s2) = rg0(s2) < 0, G2(s3) = rg2(s3) + g1(s3) < 0.
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More generally note that the induction hypothesis implies that
gi(sj)


< 0 if j−ik ∈ ∪∞m=0(2m, 2m+ 1);
= 0 if j−ik ∈ {0, 1, 2, . . .};
> 0 if j−ik ∈ (−∞, 0) ∪ ∪∞m=0(2m+ 1, 2m+ 2).
(4.4) {gi}
We would like to show that
Gi(sj)

< 0 if
j−i
k ∈ ∪∞m=0[2m, 2m+ 1);
> 0 if j−ik ∈ (−∞, 0) ∪ ∪∞m=0[2m+ 1, 2m+ 2).
(4.5) {Gi}
There are several cases to consider. First take i = 0, 2mk ≤ j < (2m + 1)k for some m ≥ 0.
Then by (4.3),
G0(sj) = rg0(sj) + sjgk−1(sj).
By (4.4), g0(sj) = 0 if j = 2mk and is < 0 otherwise, while gk−1(sj) = 0 if j = (2m+1)k−1 and > 0
otherwise. Since r > 0 and sj < 0, G0(sj) < 0 as required. The next case is i = 0, (2m+ 1)k ≤ j <
(2m+ 2)k for some m ≥ 0. Now g0(sj) = 0 if j = (2m+ 1)k and > 0 otherwise, while gk−1(sj) = 0
if j = (2m+ 2)k − 1 and < 0 otherwise, so G0(sj) > 0.
Next take i ≥ 1 and 2mk ≤ j − i < (2m+ 1)k for some m ≥ 0. Now
Gi(sj) = rgi(sj) + gi−1(sj),
gi(sj) = 0 if j − i = 2mk and is < 0 otherwise, and gi−1(sj) = 0 if j − i = 2(m+ 1)k− 1 and is < 0
otherwise, so Gi(sj) < 0. If, on the other hand, i ≥ 1 and j < i or (2m+ 1)k ≤ j − i < (2m+ 2)k
for some m ≥ 0, gi(sj) = 0 if j − i = (2m + 1)k and is > 0 otherwise, and gi−1(sj) = 0 if
j − i = (2m+ 2)k − 1 and is > 0 otherwise, so Gi(sj) > 0.
From (4.5) we see that Gi has a root in each interval of the form
(smk+i, smk+i−1) (4.6) {interval}
for 0 ≤ m ≤ n−k−ik . (By convention, we set s−1 = 0.) This shows that Gi has at least ⌊n−ik ⌋ negative
roots. The degree of Gi is ⌊n+1−ik ⌋. We see that all roots of Gi are negative, except possibly in case
⌊n−i+1k ⌋ = ⌊n−ik ⌋+ 1. In this case, the extra root is recovered by noting that, with m = ⌊n−ik ⌋,
(−1)mGi(s(m−1)k+i) > 0 and (−1)mGi(s) < 0 for large negative s.
Therefore, Gi has the correct number of negative roots. The interlacement property follows from
the form of the intervals in (4.6):
tn−k+1 < sn−k < tn−k · · · < s2 < t2 < s1 < t1 < s0 < t0 < 0.
where the roots of Gi are ti, ti+k, ti+2k, . . . . This completes the induction step. 
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Proof of Proposition 4.1: The generating polynomial for Z is
∑
k akz
k where ak = (1/2)P(X =
2k+ 1)+ P(X = 2k) + (1/2)P(X = 2k− 1). Let g(z) = (1/2)(1 + z)2f(z) where f is the generating
polynomial for X . Then f ∈ NR implies g ∈ NR . Applying Theorem 4.3 with g in place of f , we
have g = g0 + zg1 where g0, g1 ∈ NR . The zk coefficient of g1 is the z2k+1 coefficient of g, which we
see is equal to ak. Thus Z has generating polynomial g1, which is stable. 
Proof of Proposition 4.2: The generating polynomial for Z := ⌊X/k⌋ is
h(y) =
k−1∑
i=0
gi(y) (4.7) {eq:sum}
where g0, . . . , gk are defined from the generating polynomial f for X by (4.1).
From the proof of Theorem 4.3, we see that (−1)mh(smk) > 0 for each 0 ≤ m ≤ n−kk (since the
smallest root is sn−k). Therefore, h has a root in each of the intervals of the form (s(m+1)k, smk)
for each 0 ≤ m ≤ n−2kk . This shows that h at least ⌊nk ⌋ − 1 negative roots. The degree of h is the
largest of the degrees of the gi’s, which is the degree of g0, i.e. ⌊nk ⌋. To capture the final negative
root, we observe that
(−1)⌊nk ⌋h(s(⌊n
k
⌋−1)k) < 0 and (−1)⌊nk ⌋h(s) > 0 for large negative s.

We do not know the extent to which multiplication by a can be accomplished when a ∈ (0, 1) is
not a unit fraction. The same construction does not work. For example, if X has pgf
1
20
(x+ 1)2(x+ 4),
then the pgf of Y = ⌊ 23X⌋ is 120 (y2+6y+13), which has roots −3± 2ı. Thus an approach analogous
to the one for unit fractions, does not work when a = 2/3.
Question 3. Is there an O(1) stable multiplication by 2/3?
A solution to the following more general stable multiplication question would improve the hy-
potheses for the CLT by lowering the variance requirement below M2/3.
Question 4. Let X have real stable probability generating polynomial with maximum value M and
let a be a positive real vector. Find a stable o(M1/3) approximation to a · x.
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