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Abstract
We give two ”complementary” descriptions of the curve Γ parametrizing double-
Bloch solutions to the difference analogue of the Lame´ equation. The curve depends
on a positive integer number ℓ and two continuous parameters: the ”lattice spacing”
η and the modular parameter τ . Apart from being a covering of the elliptic curve with
the modular parameter τ , Γ is a hyperelliptic curve of genus 2ℓ. We also point out
connections between the spectral curve and representations of the Sklyanin algebra.
1 Introduction
Schro¨dinger operators with a periodic potential usually have infinitely many gaps in the
spectrum. Exceptional cases, when there are only a finite number of gaps, are of particular
interest for the theory of ordinary differential equations as well as for applications. Their
study goes back to classical works of the last century. The renewed interest to the theory
of finite-gap operators is due to their role in constructing quasi-periodic exact solutions to
non-linear integrable equations.
Among known examples of the finite-gap operators, the most familiar one is the classical
Lame´ operator
L = −
d2
dx2
+ ℓ(ℓ+ 1)℘(x) , (1.1)
where ℘(x) is the Weierstrass ℘-function and ℓ is a parameter. The finite gap property of
higher Lame´ operators for integer values of ℓ was established in [1]. If ℓ is a positive integer,
then there exists a differential operator of order 2ℓ+1 that commutes with L, so the Lame´
operator has exactly ℓ gaps in the spectrum. Such a remarkable spectral property is a
signification of a hidden algebraic symmetry underlying the spectral problem.
In [2], a connection between the finite-gap integration theory of soliton equations and
the representation theory of Sklyanin algebra [3] was found and the following difference
analogue of the Lame´ operator was proposed:
L =
θ1(2x− 2ℓη)
θ1(2x)
eη∂x +
θ1(2x+ 2ℓη)
θ1(2x)
e−η∂x . (1.2)
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Here θ1(x) ≡ θ1(x|τ) is the odd Jacobi θ-function, ℓ is a non-negative integer and η ∈ C is
a parameter which is assumed to belong to the fundamental parallelogram with vertices 0,
1, τ , 1 + τ . The origin of the operator (1.2) is traced back to Sklyanin’s paper [4] of 1983,
where a functional realization of the Sklyanin algebra was found. Namely, L coincides with
one of the four generators of the Sklyanin algebra in the functional realization. Therefore,
the Sklyanin algebra provides a natural algebraic framework for analyzing the spectral
properties of the operator L. (A different algebraic approach to the difference analogues
of the Lame´ operators was proposed in [5].) Nowdays, another face of this operator is
probably more familiar: it is the hamiltonian of the elliptic two-body Ruijsenaars model
[6].
As is already expected from the relation to the Sklyanin algebra, the spectral problem
LΨ = EΨ is closely connected with the simplest one-site XY Z spin chain of spin ℓ at the
site. Indeed, the operator L is proportional to the trace of the quantum L-operator of this
model. Integrable spin chains of XY Z-type can be solved by the generalized algebraic
Bethe ansatz [7],[8],[9]. In our case the Bethe ansatz approach amounts to looking for the
eigenfunctions of the form
Ψ(x) = Kx/η
ℓ∏
j=1
θ1(2x− 2xj) ,
where K and xj are parameters. If they are constarined by the system of Bethe equations
K2
θ1(2xi − 2ℓη)
θ1(2xi + 2ℓη)
=
ℓ∏
j=1, 6=i
θ1(2xi − 2xj − 2η)
θ1(2xi − 2xj + 2η)
, i = 1, . . . , ℓ ,
then Ψ is an eigenfunction of L. The energy E obtained from the eigenvalue equation at
a particular value of x (say, x = ℓη),
E = K−1
θ1(4ℓη)
θ1(2ℓη)
ℓ∏
j=1
θ1(2(ℓ− 1)η − 2xj)
θ1(2ℓη − 2xj)
,
is then a multivalued function of K. It becomes single-valued on the spectral curve Γ of the
operator L, which, therefore, carries all the information about its spectral properties. The
points P of the curve are solutions P = {K, x1, . . . , xℓ} to the Bethe system. However,
the description of the curve provided by the Bethe equations is neither the most economic
nor very informative one (at least for small values of ℓ).
Let Ψ(x) be a function on which the operator (1.2) acts. Putting Ψn = Ψ(nη + x0),
we assign to (1.2) the difference Schro¨dinger operator LΨn = AnΨn+1 + BnΨn−1 with
quasiperiodic coefficients. The spectrum of a generic operator of this form has a structure
of Cantor set type. If η is a rational number, η = P/(2Q), this operator has Q-periodic
coefficients. In general, Q-periodic difference Schro¨dinger operators have Q stable bands
in the spectrum.
It was proved [2] that for integer ℓ the operator L is algebraically integrable and,
therefore, is a difference analogue of the classical Lame´ operator which can be obtained
from L in the limit η → 0. Algebraic integrability of L implies, in particular, some
extremely unusual spectral properties of this operator. Namely, the operator L given by
eq. (1.2) for positive integer values of ℓ and arbitrary generic η has 2ℓ+1 stable bands (and
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2ℓ gaps) in the spectrum. Its Bloch functions are parametrized by points P = (w,E) of a
hyperelliptic curve of genus 2ℓ defined by the equation
w2 = c
2ℓ+1∏
i=1
(E2 − E2i ) , (1.3)
where c is a constant (introduced here for consistency with the definition of w given
below). Moreover, eigenfunctions of the operator L at the edges of bands E = ±Ei span
an invariant functional subspace for all generators of the Sklyanin algebra.
The finite-gap property of the operator L means that there exists a difference operator
W of finite order such that it can not be rerpesented as a polynomial function of L,
and that commutes with L: [L,W ] = 0. (This is the difference version of the Novikov
equation for coefficients of the operators L and W .) It is well-known from the early days
of finite-gap theory that the ring of operators commuting with the finite-gap operator is
isomorphic to a ring of meromorphic functions on the corresponding spectral curve with
poles at ”infinite points”. For difference operators this was proved in [10], [11]. Therefore,
the ring of operators commuting with L is generated by L and an operator W such that
W 2 = c
2ℓ+1∏
i=1
(L2 − E2i ) . (1.4)
The variable w in (1.3) is eigenvalue of the operator W , i.e., WΨ = wΨ, where Ψ is a
common eigenfunction of L and W . The hyperelliptic curve (1.3) has two ”infinite points”
∞±, where the function E has first order poles. In [13], for any algebraic curve with two
punctures, a special basis in the ring of meromorphic functions with poles at the punctures
was introduced. Due to the isomorphism between the ring of meromorphic functions with
poles at ∞± and the ring of commuting operators, there exist operators commuting with
L such that their eigenvalues on the common (Baker-Akhiezer) eigenfunction coincide
with the basis functions. The explicit form of these operators and the operator W in
the case when L is the difference Lame´ operator (1.2) was found in [12]. Remarkably,
this commuting family (parametrized by a complex parameter) coincides with the Baxter
Q-operator for the one-site XY Z-model with spin ℓ.
This paper is devoted to a more detailed analysis of the spectral curves of the difeffer-
ence Lame´ operators for arbitrary positive integer values of ℓ. Let us mention that spectral
curves of the classical Lame´ operator (1.1) and its Treibich-Verdier generalizations [14] for
small values of ℓ were studied in [15]. Section 2 contains some algebraic preliminaries on
quantum transfer matrices and the Q-operator for the simplest one-site XY Z-model with
spin ℓ ∈ Z+. This algebraic framework is very helpful since it allows one to represent the
equation of the spectral curve in the most compact explicit form. The exposition in the
first part of Section 3 follows that of the paper [2]. Namely, we construct double-Bloch
solutions to the difference Lame´ equation and obtain the spectral curve defined by two
equations for three variables. One of these variables is the eigenvalue E, the other two
parametrize the Bloch multipliers of the solution. Next, we show that E can be eliminated
leaving us with one equation for two variables. In this realization, the fact that the spectral
curve is a covering of the elliptic curve is transparent. However, the hyperelliptic property
of the curve is implicit. In Section 4 we present the curve in the explicit hyperelliptic
form. Finally, Section 5 contains a few results on the connection with representations of
the Sklyanin algebra.
3
2 Quantum transfer matrices and the Q-operator for
the one-site XY Z-model with spin ℓ
This section contains selected ingredients of the quantum inverse scattering approach to
XY Z spin chains [8] specified to the case of the one-site ”chain” with spin ℓ. These
constructions turn out to be particularly useful for analyzing the spectral curve of the
difference Lame´ operator.
We begin with a few formulas related to the Sklyanin algebra and its representations.
Definitions and transformation properties of the Jacobi θ-functions θa(x|τ) are listed in
Appendix A. For brevity, we write θa(x|τ) ≡ θa(x).
The elliptic quantum L-operator is the matrix
L(u) =
1
2


θ1(u)S0 + θ4(u)S3 θ2(u)S1 + θ3(u)S2
θ2(u)S1 − θ3(u)S2 θ1(u)S0 − θ4(u)S3

 (2.1)
with non-commutative matrix elements. Specifically, Sa are difference operators in a com-
plex variable x:
Sa =
θa+1(2x− 2ℓη)
θ1(2x)
eη∂x −
θa+1(−2x− 2ℓη)
θ1(2x)
e−η∂x , (2.2)
introduced by Sklyanin [4] in 1983. Comparing with (1.2), we identify L = S0. The four
operators Sa obey the commutation relations of the Sklyanin algebra
1:
(−1)α+1Iα0SαS0 = IβγSβSγ − IγβSγSβ ,
(−1)α+1Iα0S0Sα = IγβSβSγ − IβγSγSβ
(2.3)
with the structure constants Iab = θa+1(0)θb+1(2η). Here a, b = 0, . . . , 3 and {α, β, γ}
stands for any cyclic permutation of {1, 2, 3}. The relations of the Sklyanin algebra are
equivalent to the condition that the L-operator satisfies the ”RLL = LLR” relation with
the standard elliptic R-matrix.
The parameter ℓ in (2.2) is called spin of the representation. If necessary, we write
Sa = S
(ℓ)
a to indicate the dependence on ℓ. When ℓ ∈
1
2
Z+, these operators have a finite-
dimensional invariant subspace, namely, the space Θ+4ℓ of even θ-functions of order 4ℓ
(see Appendix A). This is the representation space of the (2ℓ+1)-dimensional irreducible
representation (of series a)) of the Sklyanin algebra.
Trace of L(u) (in the two-dimensional auxiliary space), that is the simplest quantum
transfer matrix T1(u), is proportional to L = S0:
T1(u) = trL(u) = θ1(u)S0 . (2.4)
The whole family of commuting transfer matrices Ts(u), s ∈ Z+, is obtained from (2.1) via
the fusion procedure [16]. We denote them by Ts(u), s ∈ Z+. They commute for all values
1The standard generators of the Sklyanin algebra [3] are related to ours as follows: Sa =
(i)δa,2θa+1(η)Sa.
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of s and u: [Ts(u), Ts′(u
′)] = 0. Here we do not need to recall the fusion procedure itself
and refer the reader to [17] and [19], where integrable magnets of higher spin in the XXZ
and XY Z case, respectively, were constructed by means of the fusion procedure. For our
purpose it is enough to define the operators Ts(u) by the recurrence relations (known as
the fusion relations):
s < 2ℓ : T1(u−sη)Ts(u+η)=Ts+1(u)+θ1(u−sη−2ℓη)θ1(u−sη+2(ℓ+1)η)Ts−1(u+2η),
s = 2ℓ : T1(u−2ℓη)T2ℓ(u+η)=θ1(u)T2ℓ+1(u)+θ1(u+2η)θ1(u−4ℓη)T2ℓ−1(u+2η) ,
s > 2ℓ : T1(u−sη)Ts(u+η)=θ1(u−sη+2ℓη)Ts+1(u)+θ1(u−sη−2ℓη)Ts−1(u+2η)
(2.5)
with the ”initial condition” T0(u) = id, T1(u) = θ1(u)S0. There is a useful determinant
formula which solves the recurrence relations and represents Ts(u) through T1(u) [18]:
Ts(u) = det(Tij(s, u))1≤i,j≤s , 0 ≤ s ≤ 2ℓ ,
Ts(u) =
(
s−2ℓ∏
i=1
θ1(u+(2ℓ+2i−s−1)η)
)−1
det(Tij(s, u))1≤i,j≤s , s > 2ℓ ,
(2.6)
where
Tij(s, u) = δi,j−1θ1(u+ (s−2ℓ−1−2i)η) + δi,j+1θ1(u+ (s+2ℓ+3−2i)η)
+ δi,jT1(u+ (s+1−2i)η) .
(2.7)
Let Ψ be a common eigenfunction of L = S0 and Ts(u), and let E be the eigenvalue of
L: LΨ = EΨ. Then the eigenvalue of Ts(u) is a polynomial in E of degree s, which we
denote by Ts(u,E): {
S0Ψ = EΨ ,
Ts(u)Ψ = Ts(u,E)Ψ .
(2.8)
The eigenvalues Ts(u,E) are determined by eqs. (2.6), (2.7), where T1(u+(s+1−2i)η) is
replaced by Eθ1(u+(s+1−2i)η). As a function of u, Ts(u,E) for 1 ≤ s ≤ 2ℓ is easily seen
to belong to the space Θs of θ-functions of order s (for the precise definition see Appendix
A). An important fact, not obvious from the definition (2.5), is that Ts(u,E) for all s > 2ℓ
belong to the space Θ2ℓ, i.e., the denominator in (2.6) cancels. In particular,
T2ℓ+1(u,E) =
1
θ1(u)
det
(
δi,jEθ1(u+ 2(ℓ+ 1− i)η)+
+ δi,j−1θ1(u+2(2ℓ+1−i)η) + δi,j+1θ1(u−2(i−1)η)
)
1≤i,j≤2ℓ+1
(2.9)
is holomorphic at u = 0.
The full family of operators commuting with S0 is generated by Baxter’s Q-operator
Qˆ(u). Moreover, the operators Qˆ(u) commute with all the transfer matrices and among
themselves: [Ts(u), Qˆ(u
′)] = 0, [Qˆ(u), Qˆ(u′)] = 0. They obey the famous Baxter T -Q-
relation
θ1(u− 2ℓη)Qˆ(u+ 2η) + θ1(u+ 2ℓη)Qˆ(u− 2η) = T1(u)Qˆ(u) . (2.10)
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We also recall the formula for Ts(u,E) through eigenvalues Q(u) of theQ-operator [17], [19]:
Ts(u,E) =
Q(u+ (s+ 1)η)Q(u− (s+ 1)η)∏2ℓ−s
p=1 θ1
(
u+ (2ℓ+ 1− s− 2p)η
)
×
s∑
j=0
∏2ℓ
q=1 θ1
(
u+ (2ℓ+ 1 + s− 2j − 2q)η
)
Q(u+ (s− 2j − 1)η)Q(u+ (s− 2j + 1)η)
, 1 ≤ s ≤ 2ℓ . (2.11)
If s ≥ 2ℓ, there is no denominator in the prefactor.
Let ℓ ∈ Z+. In this case a commuting family, equivalent to the Q-operator, was
explicitly constructed in [12]. Consider the operators
Aλ =
ℓ∑
k=0
Ak(x, λ) e
(2kη−ℓη+λ)∂x , (2.12)
where λ ∈ C and
Ak(x, λ) = (−1)
k [ℓ]!
[2ℓ]!
[
ℓ
k
]
ℓ−k−1∏
j=0
θ1(2x+ 2(ℓ−j)η)θ1(2λ+ 2(ℓ−j)η)
θ1(2x+ 2λ+ 2(k−j)η)
×
k−1∏
j=0
θ1(2x− 2(ℓ−j)η)θ1(2λ− 2(ℓ−j)η)
θ1(2x+ 2λ+ 2(k+j−ℓ)η)
. (2.13)
If k = 0 or k = ℓ, the second (respectively, the first) product is absent. Here and below
we use the ”elliptic factorial” and ”elliptic binomial” notation:
[n]! =
n∏
j=1
[j] , [j] ≡ θ1(2jη) ,
[
n
m
]
≡
[n]!
[m]![n−m]!
.
(2.14)
The main property of the operators (2.12) proved in [12] is their commutativity for all
values of λ: [Aλ, Aλ′] = 0. For generic λ the chain of shifts in (2.12) starts from −ℓη + λ
and all the ℓ+1 coefficients in (2.12) are non-zero. However, for λ = lη, l = ℓ, ℓ−1, . . . ,−ℓ
only ℓ− |l|+ 1 of them are non-zero. (For example, Aℓη = 1, A(ℓ−1)η = ([ℓ]/[2ℓ])S0.)
By difference operator in the next theorem we mean a finite sum
∑
k fk(x)e
kη∂x with
integer k. (So Aλ are difference operators, in this sense, only if λ = mη with integer m.)
Theorem 2.1 [12] The ring of difference operators commuting with L = S0 (1.2) is gen-
erated by L and A ≡ A(ℓ+1)η.
It is convenient to introduce the following special notation: A ≡ A(ℓ+1)η, A¯ ≡ A−(ℓ+1)η,
W = A−A¯. The role of the operatorW (the very one entering eq. (1.4)) for representations
of the Sklyanin algebra is clarified in Sect. 5.
We conclude this section by listing some properties of the operators Aλ which will be
useful in the sequel.
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a) The Baxter T -Q-relation. It has been proved in [12] that the Aλ obey the following
operator identity:
S0Aλ =
θ1(2λ− 2ℓη)
θ1(2λ)
Aλ+η +
θ1(2λ+ 2ℓη)
θ1(2λ)
Aλ−η , (2.15)
which allows us to identify Aλ with the Q-operator: Aλ = Qˆ(2λ) (cf. (2.10), (2.4)). In
other words, Aλ can be regarded as an operator solution to the Baxter relation. The second
operator solution to the second order equation (2.15) is A−λ. Their wronskian Wr(λ) is
easily evaluated:
Wr(λ) = Aλ+ηA−λ −AλA−(λ+η) = ([2ℓ]!)
−1

 ℓ∏
j=−ℓ+1
θ1(2λ+ 2jη)

W . (2.16)
b) The symmetry x↔ λ. Let F (x) be an arbitrary function. Since Ak(x, λ) = Ak(λ, x),
it is clear from (2.12) that the result of action of the Aλ on the F (x) is symmetric under
the interchange of x and λ, i.e.,
Aλ(x, ∂x)F (x) = Ax(λ, ∂λ)F (λ) , (2.17)
where Aλ(x, ∂x) (respectively, Ax(λ, ∂λ)) acts on the function of x (respectively, of λ).
c) Even and odd difference operators. Let Ξ be the operator changing the sign of x:
ΞF (x) = F (−x). It is clear from the definition that ΞAλΞ
−1 = A−λ. We call difference
operators O such that ΞOΞ−1 = O (respectively, ΞOΞ−1 = −O) even (respectively, odd)
operators. It can be proved [12] that for generic η any even difference operator commuting
with L is a polynomial in L. In particular, Akη +A−kη for k ∈ Z and AλA−λ for arbitrary
λ, η ∈ C are polynomial functions of L.
d) Relations between the transfer matrices Ts(u) and the difference operators Asη, s ∈ Z.
From (2.13) we immediately conclude that A−jη = Ajη, −ℓ ≤ j ≤ ℓ, so they are even
operators. Then it follows from the above that the operators Ajη with integer −ℓ ≤ j ≤ ℓ
are polynomial functions of S0. So, similarly to (2.8), we define polynomials Ajη(E) to be
eigenvalues of the Ajη on their common eigenfunction Ψ such that S0Ψ = EΨ. Comparing
the fusion relation (2.5) for s ≤ 2ℓ with (2.15), we identify
A(ℓ−s)η =
[2ℓ− s]!
[2ℓ]!
Ts
(
2ℓη−(s−1)η
)
, s = 0, 1, . . . , 2ℓ , (2.18)
whence (2.6) yields the determinant representation of the polynomials A(ℓ−s)η(E):
A(ℓ−s)η(E) =
[
ℓ
s
] [
2ℓ
s
]−1
det
(
Eδi,j +
[−i]
[ℓ+1−i]
δi,j−1 +
[2ℓ+2−i]
[ℓ+1−i]
δi,j+1
)
1≤i,j≤s
(2.19)
(here 0 ≤ s ≤ ℓ). The Baxter equation (2.15) gives the recurrence relation for these
polynomials:
A(ℓ−s−1)η(E) =
[ℓ−s]
[2ℓ−s]
EA(ℓ−s)η(E) +
[s]
[2ℓ−s]
A(ℓ−s+1)η(E) (2.20)
with the initial conditions Aℓη(E) = 1, A(ℓ−1)η(E) = ([ℓ]/[2ℓ])E. It is clear from (2.20)
that
A(ℓ−s)η(−E) = (−1)
sA(ℓ−s)η(E) , 0 ≤ s ≤ ℓ . (2.21)
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At last, we point out the relation
T2ℓ+1(0) = [2ℓ]!(A(ℓ+1)η + A−(ℓ+1)η) (2.22)
which follows e.g. from (2.11). The difference operator in the right hand side is even. Its
eigenvalue is given by the polynomial T2ℓ+1(0, E) = limu→0 T2ℓ+1(u,E) (see (2.9)).
3 Double-Bloch eigenfunctions and explicit form of
the spectral curve
Let ℓ be a positive integer. For our current purpose it is more convenient to pass to the
function
ψ(x) = Ψ(x)

 ℓ∏
j=1
θ1(2x− 2jη)


−1
. (3.1)
Then the eigenvalue equation for the L acquires the form
ψ(x+ η) +
θ1(2x+ 2ℓη)θ1(2x− 2(ℓ+ 1)η)
θ1(2x)θ1(2x− 2η)
ψ(x− η) = Eψ(x) (3.2)
which we also call the difference analogue of the Lame´ equation. In this form, the coefficient
function is double-periodic with periods 1
2
and τ
2
, so it is natural to look for solutions in the
class of double-Bloch functions [2], i.e., such that ψ(x+ 1
2
) = B1ψ(x), ψ(x+
1
2
τ) = Bτψ(x)
with some constants B1, Bτ .
Introduce the function
Φ(x, ζ) =
θ1(ζ + x)
θ1(x)θ1(ζ)
. (3.3)
Its monodromy properties in x are Φ(x+ 1, ζ) = Φ(x, ζ), Φ(x+ τ, ζ) = e−2πiζΦ(x, ζ), i.e.,
it is a double-Bloch function. The double-Bloch ansatz for the ψ is
ψ(x) = Kx/η
ℓ∑
j=1
sj(ζ,K,E)Φ(2x− 2jη, ζ) , (3.4)
where ζ,K parametrize the Bloch multipliers of the function ψ(x): B1 = K
1
2η , Bτ =
K
τ
2η e−2πiζ . The coefficients sj depend on the indicated parameters only.
Substituting (3.4) into (3.2) and computing the residues at the points x = jη, j =
0, . . . , ℓ, we get ℓ+ 1 linear equations
ℓ∑
j=1
Mijsj = 0, i = 0, 1, . . . , ℓ , (3.5)
for ℓ unknowns sj . Matrix elements Mij of this system are:
Mij = Kδi,j−1 − Eδi,j +K
−1 θ1(2(j + ℓ+ 1)η)θ1(2(j − ℓ)η)
θ1(2(j + 1)η)θ1(2jη)
δi,j+1 +
+ K−1
θ1(ζ−2(j−i+1)η)
θ1(ζ)
θ1(2(i+ ℓ)η)θ1(2(i−ℓ−1)η)
θ1(2η)θ1(2(j−i+1)η)
(δi,0 − δi,1) . (3.6)
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Here i = 0, 1, . . . , ℓ, j = 1, 2, . . . , ℓ. The overdetermined system (3.5) has nontrivial
solutions if and only if rank of the rectangular matrix Mij is less than ℓ. By M
(0) and
M (1) we denote ℓ × ℓ matrices obtained from M by deleting the rows with i = 0 and
i = 1, respectively. Then the set of parameters ζ,K,E for which eq. (3.5) has solutions
of the form (3.4) is determined by the system of two equations: detM (0) = detM (1) = 0.
So the three parameters are constrained by two equations. They can be written out in
a particularly compact form in terms of the family of polynomials (2.19) and the elliptic
”binomial coefficients” (2.14). Expanding the determinants with respect to the first row
and taking into account (2.19), (2.15), we come to the following statement.
Theorem 3.1 The difference Lame´ equation (3.2) has double-Bloch solutions of the form
(3.4) if and only if the spectral parameters ζ,K,E obey the equations
ℓ∑
j=0
(−1)jK−jθ1(ζ − 2jη)
[
ℓ
j
]
Ajη(E) = 0 ,
ℓ+1∑
j=0
(−1)jK−jθ1(ζ − 2jη)θ1(2(j − 1)η)
[
ℓ+1
j
]
A(j−1)η(E) = 0 ,
(3.7)
where Ajη(E) are polynomials of (ℓ−|j|)-th degree explicitly given by (2.19). They coincide
with eigenvalues of the commuting operators Ajη introduced in (2.12) on their common
eigenfunction Ψ such that LΨ = EΨ.
The equations (3.7) define a Riemann surface Γ˜, which covers the complex plane. The
monodromy properties of the θ-function (see Appendix A) make it clear that this surface
is invariant under the transformation
ζ 7−→ ζ + τ , K 7−→ Ke4πiη . (3.8)
The factor of the Γ˜ over this transformation is an algebraic curve Γ, which is a ramified
covering of the elliptic curve with periods 1, τ . It is clear from (3.7), (2.21) that the curve
admits the involution
(ζ,K,E) 7−→ (ζ,−K,−E) , (3.9)
so the spectrum is symmetric with respect to the reflection E → −E. Another result
of [2], which is not so easy to see from (3.7), is that the curve Γ is at the same time a
hyperelliptic curve.
Theorem 3.2 [2] The curve Γ is a hyperelliptic curve of genus g = 2ℓ. The hyperelliptic
involution is given by
(ζ, K, E) 7−→ (4Nη − ζ, K−1, E) , N =
1
2
ℓ(ℓ+ 1) . (3.10)
The points P = (ζ,K,E) ∈ Γ of the curve parametrize double-Bloch solutions ψ(x) =
ψ(x, P ) to eq. (3.2), and the solution ψ(x, P ) corresponding to each point P ∈ Γ is unique
up to a constant multiplier.
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To compare with [2], we note that the variables z, k used in that paper are related to ζ,K
as follows: ζ = z + 2Nη, K = k
(
θ1(z − 2η)
θ1(z + 2η)
) 1
2
. In terms of z, k the coefficients in (3.7)
become elliptic functions of z and the hyperelliptic involution is z → −z, k → k−1.
The edges of bands ±Ei in (1.3) are values of the function E = E(P ) at the fixed
points of the hyperelliptic involution. As is clear from (3.10), the fixed points lie above
the points ζ = 2Nη + ωa, where ωa are the half-periods: ω1 = 0, ω2 =
1
2
, ω3 =
1
2
(1 + τ),
ω4 =
1
2
τ . The corresponding values of K are determined from (3.8).
Corollary 3.1 Let Ea, a = 1, . . . , 4 be the set of common roots of the polynomial equations
ℓ∑
j=0
θa(2(N − j)η)
[
ℓ
j
]
Ajη(E) = 0 ,
ℓ+1∑
j=0
θa(2(N − j)η)θ1(2(j−1)η)
[
ℓ+1
j
]
A(j−1)η(E) = 0 ,
(3.11)
where N = 1
2
ℓ(ℓ + 1), and θa are Jacobi θ-functions. Then the set of the edges of bands
±Ei is the union of
⋃4
a=1 Ea and its image under the reflection E → −E.
To obtain a more detailed information from equations (3.7), one can try to eliminate
E and obtain a single equation connecting the two Bloch multipliers of the function (3.4)
(parametrizing through ζ and K). However, this is not easy to do directly. A possible way
out relies on the following simple lemma.
Lemma 3.1 Let Ψ(x) be any solution to the equation
θ1(2x− 2ℓη)
θ1(2x)
Ψ(x+ η) +
θ1(2x+ 2ℓη)
θ1(2x)
Ψ(x− η) = EΨ(x) (3.12)
in the class of entire functions on the complex plane of the variable x, then
Ψ(jη) = Ψ(−jη) , j = 1, 2, . . . , ℓ . (3.13)
This assertion follows from the specific form of the coefficients of eq. (3.12). Indeed, putting
x = 0 in (3.12), we have Ψ(η) = Ψ(−η). The proof can be completed by induction. At
x = ±ℓη one of the coefficients in the l.h.s. of (3.12) vanishes, so the chain of relations
(3.13) truncates at j = ℓ.
Remark The conditions (3.13) resemble the ”glueing conditions” for the Baker-Akhiezer
function on rational curves with double points, where they are imposed on the Ψ with
respect to its spectral parameter. However, contrary to that case, (3.13) is imposed in the
x-plane.
Remarkably, the conditions (3.13) and the ansatz
Ψ(x) = Kx/η

 ℓ∏
j=1
θ1(2x− 2jη)

 ℓ∑
m=1
sm(K, ζ)Φ(2x− 2mη, ζ) (3.14)
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for Ψ (equivalent to the ansatz (3.4) for ψ) with the same function Φ(x, z) given by (3.3)
allow one to find the relation between the Bloch multipliers even without explicit use of
the difference Lame´ equation (3.12). Plugging (3.14) into (3.13), we obtain ℓ equalities
(for m = 1, 2, . . . , ℓ):
Kmsm = (−1)
ℓK−mθ1(4mη)

 ℓ∏
j=1, 6=m
θ1(2(m+ j)η)
θ1(2(m− j)η)

 ℓ∑
n=1
Φ
(
−2(m+ n)η, ζ
)
sn . (3.15)
This is a system of linear homogeneous equations for sn. It has nontrivial solutions if and
only if its determinant is equal to zero, whence we obtain the equation for ζ and K:
det
(
K2mδmn +Gmn(ζ)
)
1≤m,n≤ℓ
= 0 , (3.16)
where
Gmn(ζ) = (−1)
ℓ+1[2m]

 ℓ∏
j=1, 6=m
[m+ j]
[m− j]

Φ(−2(m+ n)η, ζ) .
This equation defines a curve Γe, which is the image of the spectral curve Γ under the
projection Γ→ Γe that takes (ζ,K,E) to (ζ,K). A more explicit description of the curve
Γe is given by the following proposition.
Proposition 3.1 The equation of the spectral curve (3.16) can be represented in the form
N∑
j=0
(−1)jC
(ℓ)
j (η)θ1(ζ − 4jη)K
2(N−j) = 0 , (3.17)
where N = 1
2
ℓ(ℓ + 1) and C
(ℓ)
j (η) are coefficients depending only on η (and τ) such that
C
(ℓ)
j (η) = C
(ℓ)
N−j(η), C
(ℓ)
0 (η) = 1.
Proof. The following direct proof allows us to find the explicit form of the coefficients C
(ℓ)
j .
To expand the determinant in powers of K, we make use of the identity
det
(
θ1(xi + xj + ζ)
θ1(xi + xj)
)
1≤i,j≤n
=
θn−11 (ζ)θ1(ζ + 2
∑n
i=1 xi)∏n
i=1 θ1(2xi)
n∏
i<j
θ21(xi − xj)
θ21(xi + xj)
which is a particular case of the formula for the elliptic Cauchy determinant. Let Λ be
the set {1, 2, . . . , ℓ}. We use the following notation. For any subset J ⊆ Λ, Λ \ J is its
complement, |J | is the number of its elements, and ‖J‖ =
∑
m∈J m. Setting xn = −2ηn,
we have:
det
(
K2mδmn +Gmn(ζ)
)
1≤m,n≤ℓ
=
N∑
j=0
θ1(ζ − 4jη)
θ1(ζ)
K2(N−j)
∑
J⊆Λ,‖J‖=j
(−1)κ(J)
∏
k∈J
∏
k′∈Λ\J
θ1(2(k + k
′)η)
θ1(2(k − k′)η)
, (3.18)
where
κ(J) = |J |ℓ+
1
2
|J |(|J | − 1) .
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Thus, the coefficient C
(ℓ)
j reads
C
(ℓ)
j =
∑
J⊆Λ,‖J‖=j
(−1)κ(J)+j
∏
k∈J
∏
k′∈Λ\J
θ1(2(k + k
′)η)
θ1(2(k − k′)η)
, (3.19)
and the symmetry j ↔ N − j is evident.
Note that the sum in (3.19) runs over partitions of the number j into distinct parts not
exceeding ℓ. Examples are given in Appendix B.
The meaning of (3.17) is the same as is explained after equations (3.7): it defines a
covering of the complex plane invariant under the map (3.8). This allows us to define the
corresponding factor-curve which is precisely Γe. Therefore, Γe is a ramified covering of
the elliptic curve with the modular parameter τ .
It is easily seen from (3.17) that Γe is invariant under the involution (ζ, K) 7−→ (4Nη−
ζ, K−1). Eq. (3.12) allows one to express the function E through ζ , K by the following
formula:
E =
θ1(4ℓη)
θ1(2ℓη)
Ψ((ℓ−1)η)
Ψ(ℓη)
= −
sℓ−1
sℓ
K−1
[1][2ℓ]
[ℓ][ℓ−1]
. (3.20)
The coefficients sℓ, sℓ−1 are given by the corresponding minors of the matrix K
2mδmn +
Gmn(ζ). It can be shown that E is invariant under the above involution of Γe, so this
involution coincides with (3.10). In terms of the Ψ-function, the hyperelliptic involution
takes Ψ(x) to Ψ(−x). Note also that eq. (3.17) defines a singular curve. Indeed, the fixed
points of the hyperelliptic involution are singular points of the curve Γe, i.e., both the
ζ- and K-derivatives of the left hand side of (3.17) at these points equal to zero. In the
neighbourhoods of these points different sheets of the curve intersect. The function E
takes different values on these sheets (which are obtained by resolving the indeterminacy
in (3.20)), so it resolves the singularities of the curve.
Remark The function Ψ(x) is the common eigenfunction for all the commuting opera-
tors Aλ (2.12). Indeed, commutativity of L and Aλ implies that Ψ˜λ(x) = AλΨ(x) is an
eigenfunction of L with the same eigenvalue E. By Theorem 3.2, Ψ˜ is proportional to Ψ:
Ψ˜λ(x) = g(λ)Ψ(x). From the symmetry (2.17) and the normalization condition Aℓη = 1
we have
AλΨ(x) =
Ψ(λ)
Ψ(ℓη)
Ψ(x) .
Let us conclude this section by examining the behaviour of the spectral curve in the
vicinity of its ”infinite points”, i.e., the points at which the function E has poles. From
either (3.7) or (3.17), (3.20) we conclude that there are two such points: ∞+ = (ζ →
0, K → ∞, E → ∞) and ∞− = (ζ → 4Nη, K → 0, E → ∞). In the neighbourhood of
∞± we have E = K
±1 + o(K±1), while the leading terms of the function K are:
K2 = −
1
θ1(ζ)
[ℓ][ℓ+ 1]
[1]
+O(1) , ζ → 0 ,
K2 = θ1(ζ − 4Nη)
[1]
[ℓ][ℓ+ 1]
+ o(ζ − 4Nη) , ζ → 4Nη .
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The Baker-Akhiezer function
ΨBA(x, P ) =
Ψ(x, P )
Ψ(ℓη, P )
, P = (ζ,K,E) ∈ Γ ,
is easily seen to have the following asymptotics as P →∞±:
ΨBA(x, P ) = K
x
η
±ℓ
(
ξ±0 (x) +O(K
∓1)
)
(3.21)
with some functions ξ±0 (x), i.e., the pole divisor of the Baker-Akhiezer function is concen-
trated at ∞±.
4 Explicit hyperelliptic realizations
In this section we obtain the equation of the spectral curve of the difference Lame´ operator
L, which has the explicit hyperelliptic form. This equation contains two variables: E and
z. The latter is the eigenvalue of the operator A(ℓ+1)η ≡ A, which commutes with L,
on their common eigenfunction Ψ: LΨ = EΨ, AΨ = zΨ. Recall that the operator
A¯ = A−(ℓ+1)η commutes with both A and L. Let us write out the trivial identity A
2 −
(A + A¯)A + AA¯ = 0 and act by both sides on the Ψ. Taking into account (2.22), we get
z2 − ([2ℓ]!)−1T2ℓ+1(0, E) +D2ℓ(E) = 0, or
z +
D2ℓ(E)
z
= ([2ℓ]!)−1T2ℓ+1(0, E) , (4.1)
where D2ℓ(E) is a polynomial of E of degree 2ℓ and T2ℓ+1(0, E) = limu→0 T2ℓ+1(u,E) is
the polynomial of E of degree 2ℓ + 1. They enjoy the properties D2ℓ(−E) = D2ℓ(E),
T2ℓ+1(0,−E) = −T2ℓ+1(0, E). Recall that
L = c−(x)e
η∂x + c+(x)e
−η∂x , A =
ℓ∑
k=0
a2k+1(x)e
(2k+1)η∂x , (4.2)
where the coefficient functions are:
c±(x) =
θ1(2x± ℓη)
θ1(2x)
,
a2k+1(x) = (−1)
k
[
2ℓ+ 1
ℓ− k
]
[
2ℓ
ℓ
] ℓ−k−1∏
j=0
θ1(2x+ 2(ℓ− j)η)
θ1(2x+ 2(ℓ+k−j+1)η)
k−1∏
j=0
θ1(2x− 2(ℓ− j)η)
θ1(2x+ 2(k+j+1)η)
(4.3)
(see (2.12), (2.13)).
Introducing w = 2z − ([2ℓ]!)−1T2ℓ+1(0, E), we rewrite (4.1) in the customary hyperel-
liptic form:
w2 = ([2ℓ]!)−2(T2ℓ+1(0, E))
2 − 4D2ℓ(E) =
[
2ℓ
ℓ
]−2
P2ℓ+1(E
2) , (4.4)
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where P2ℓ+1(E
2) =
∏2ℓ+1
i=1 (E
2 − E2i ). Note that w is the eigenvalue of the operator W =
A− A¯.
To find out the explicit form of D2ℓ(E), we make use of the following simple argument:
given a commuting pair [L,A] = 0 of operators of finite order, the spectral problem for
L is reduced to an eigenvalue problem for a finite matrix with elements depending on
the eigenvalue of A (the ”spectral parameter”). Specifically, let Ψ(x) be their common
eigenfunction. We set
Ψj = Ψj(x) = Ψ(x+ jη) . (4.5)
The equation AΨ = zΨ allows us to express Ψ0 and Ψ2ℓ+2 through Ψ1,Ψ2, . . . ,Ψ2ℓ+1:
Ψ0 = z
−1
ℓ∑
k=0
a2k+1(x)Ψ2k+1 ,
Ψ2ℓ+2 = za
−1
2ℓ+1(x+ η)Ψ1 −
ℓ∑
k=1
a2k−1(x+ η)
a2ℓ+1(x+ η)
Ψ2k .
(4.6)
Now the spectral problem LΨ = EΨ can be rewritten as a homogeneous linear system
for Ψ1, . . . ,Ψ2ℓ+1. Equating its determinant to zero, we get a relation between z and E,
which is the equation of our spectral curve. Its independence of the value of x follows,
eventually, from commutativity of L and A.
To be more precise, introduce the vector-function ~Ψ(x) with components Ψj(x) (see
(4.5)), j = 1, . . . , 2ℓ+ 1. The eigenvalue equation for A can be rewritten in the form
~Ψ(x− η) = A(x, z)~Ψ(x) , (4.7)
where the matrix A(x, z) reads
A(x, z) =


z−1a1(x) 0 z
−1a3(x) . . . 0 z
−1a2ℓ+1(x)
1 0 0 . . . 0 0
0 1 0 . . . 0 0
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .
0 0 0 . . . 1 0


. (4.8)
The scalar equation LΨ = EΨ is then rewritten in the matrix form L(x, z)~Ψ(x) = E~Ψ(x),
where
L(x, z) = C+(x)A(x, z) +C−(x)A
−1(x+ η, z) , (4.9)
C± = diag
{
c±(x+ η), c±(x+ 2η), . . . , c±(x+ (2ℓ+ 1)η)
}
.
So, we have assigned to the scalar operators A and L the (2ℓ + 1) × (2ℓ + 1)-matrices A
and L respectively.
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Lemma 4.1 The commutativity condition [L,A] = 0 is equivalent to the Lax equation
L(x− η, z)A(x, z) = A(x, z)L(x, z) (4.10)
for arbitrary values of z.
Proof. This equality holds identically for the rows from the second to the last one. The
first row gives the set of relations for coefficients of the L,A, which are equivalent to their
commutativity.
The system L(x, z)~Ψ(x) = E~Ψ(x) has nontrivial solutions if and only if E and z are
connected by the equation of the spectral curve:
det
(
Lij(x, z)− Eδij
)
1≤i,j≤2ℓ+1
= 0 . (4.11)
It is easy to see that this determinant does not depend on x. Indeed, denote the left hand
side of (4.11) by f(x). It follows from (4.9) that Lmn(x+
1
2
, z) = Lmn(x, z), Lmn(x+
1
2
τ, z) =
e−4πiℓ(m−n)ηLmn(x, z), whence f(x) is a double-periodic function of the variable y = 2x with
periods 1 and τ and with finite number of possible poles. At the same time, (4.10) implies
that f(x) has one and the same value at infinite number of points x+mη, m ∈ Z. Thus,
f(x) = const.
Extracting the z-dependence of the determinant in (4.11), we can write
det
(
Lij(x, z)− Eδij
)
= z(−1)ℓ
[
2ℓ
ℓ
]
+ F + z−1G ,
where F and G are polynomials of E. According to the above argument, they do not
depend on x. It is convenient to evaluate F at x→ −(ℓ + 1)η. This should be done with
some care because some matrix elements are singular at this point. Using (2.9), we find:
F =

 2ℓ+1∏
k=1, 6=ℓ+1
θ1(2x+ 2kη)


−1
T2ℓ+1(2x+2(ℓ+1)η,−E)
+ two ”unwanted” determinants .
At x → −(ℓ + 1)η the first term yields (−1)ℓ+1([ℓ]!)−2T2ℓ+1(0, E), and each of the two
”unwanted” terms tends to zero. The simplest determinant representation forG is obtained
at x = ℓη when almost all elements of the first row are equal to zero. Skipping the details,
we present the result.
The equation of the curve has the form (4.1), where
D2ℓ(E) = (−1)
ℓ [2ℓ+ 1]
[ℓ+ 1]
[
2ℓ
ℓ
]−1
det(Dij)1≤i,j≤2ℓ . (4.12)
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The (2ℓ× 2ℓ)-matrix Dij reads
Dij =


−E [2]
[ℓ+2]
0 0 . . . 0 0 0
[2ℓ+3]
[ℓ+3]
−E [3]
[ℓ+3]
0 . . . 0 0 0
0 [2ℓ+4]
[ℓ+4]
−E [4]
[ℓ+4]
. . . 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 . . . [4ℓ]
[3ℓ]
−E [2ℓ]
[3ℓ]
d2 0 d4 0 . . . 0 d2ℓ+
[4ℓ+1]
[3ℓ+1]
−E


, (4.13)
where the coefficients d2k entering the last line are:
d2k = (−1)
ℓ−k [ℓ+ 2k]
[k]
[
3ℓ
ℓ
] [
2ℓ+ 1
ℓ+ k
] [
2ℓ+k+1
k
]−1
, k = 1, . . . , ℓ .
It is not difficult to see that the element D2ℓ,2ℓ−1 is equal to
d2ℓ +
[4ℓ+1]
[3ℓ+1]
=
[ℓ + 1][2ℓ]2
[1][ℓ]2
.
The polynomials D2ℓ(E) for small values of ℓ are written out in Appendix B.
The size of the determinant in the equation defining the curve can be reduced for the
price of more complicated matrix elements. Let us mention two examples.
The first one is 2×2 determinant representation, which is in certain sense ”dual” to
(4.10). The duality means that the roles of A- and L-matrices are interchanged: according
to the same scheme, the spectral problem for A is reduced to an eigenvalue problem for a
2×2-matrix with elements depending on the eigenvalue E of L. Specifically, set
L(x, E) =


0 1
−
c+(x+ η)
c−(x+ η)
Ec−1− (x+ η)

 (4.14)
and rewrite the equation LΨ = EΨ in the form
(
Ψ(x+ η)
Ψ(x+ 2η)
)
= L(x, E)
(
Ψ(x)
Ψ(x+ η)
)
.
Introduce the ”monodromy matrix”
A(x, E) =
ℓ∑
k=0
(
a2k+1(x) 0
0 a2k+1(x+ η)
)
←−∏
2k≥j≥0
L(x+ jη) ,
where the arrow indicates the ordered product of matrices, and a2k+1(x) are the same as
in (4.2). Then the spectral problem AΨ = zΨ is rewritten as A(x, E)
(
Ψ(x)
Ψ(x+ η)
)
=
16
z(
Ψ(x)
Ψ(x+ η)
)
, and the Lax equation
A(x+ η, E)L(x, E) = L(x, E)A(x, E) (4.15)
holds true provided the operators L and A commute. Note that now A(x, E) plays the
role of the Lax matrix (cf. (4.10)). The equation of the spectral curve reads
det(A(x, E)− z) = 0 . (4.16)
Due to the Lax equation (4.15) it does not depend on x.
The second one is ℓ × ℓ determinant representation for the factor-curve obtained by
factorization over the reflection E → −E. In the operator language, this amounts to
finding a polynomial relation between the commuting operators A(ℓ−2)η and A(ℓ+2)η. As it
follows from (2.15), their eigenvalues (ε and ξ, respectively) are connected with E, z by
the formulas
ε =
[ℓ− 1][ℓ]
[2ℓ][2ℓ− 1]
(
E2 +
[1][2ℓ]
[ℓ− 1][ℓ]
)
, ξ =
[ℓ + 1]
[1]
(
Ez −
[2ℓ+ 1]
[ℓ+ 1]
)
.
The equation of the curve can be derived in the same way as (4.11).
5 Remarks on representations of the Sklyanin algebra
In this section we make a few remarks relating the above material to representation theory
of the Sklyanin algebra.
Let S(ℓ)a denote the generators of the Sklyanin algebra realized by difference operators as
in (2.2). To make connections between the commuting family Aλ (2.12) and representations
of the Sklyanin algebra explicit, we begin with a simple reformulation of the Novikov
equation [L, V ] = 0 for coefficients of an operator V commuting with L = S
(ℓ)
0 . Suppose
v(x, y) is any solution to the equation
∇v(x, y) = 0 , (5.1)
where ∇ = S
(ℓ)
0 (x, ∂x)− S
(ℓ)
0 (y, ∂y). (The operator S
(ℓ)
0 (x, ∂x) acts to the variable x, etc.)
Then the operator
V =
∑
Vj(x)e
jη∂x (5.2)
with the coefficients
Vj(x) = v(x, x+ jη)
(
ℓ∏
k=1
θ1(2x+ 2(j − k)η)θ1(2x+ 2(j + k)η)
)−1
commutes with S
(ℓ)
0 . In general, the operators V given by this construction are of infinite
order, i.e. the sum in (5.2) is infinite. For the family of commuting operators Aλ (2.12)
the sum is finite. This corresponds to some very particular solutions to eq. (5.1).
Recall that the Sklyanin algebra can be realized [20] by certain difference operators
in two variables acting on the invariant subspace of solutions to eq. (5.1). Taking into
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account the isomorphism between difference operators commuting with the operator S
(ℓ)
0
and meromorphic functions on its spectral curve Γ with poles only at ∞±, we conclude
that the Sklyanin algebra acts in the space of such functions on Γ. It would be very
interesting to find the explicit form of this action.
In the rest of this section we present some results on the role of the commuting operators
Aλ in representations of the Sklyanin algebra. First, we show that they have the same
invariant subspace as the generators of the Sklyanin algebra (2.2). Second, the operator
W = A−A¯ is shown to ”intertwine” representations of spins ℓ and −ℓ− 1.
Proposition 5.1 Let ℓ be a positive integer. Then the operators Aλ (2.12) preserve the
space Θ+4ℓ.
Sketch of proof. Let F (x) ∈ Θ+4ℓ. Then the monodromy properties of F˜ (x) = (AλF )(x)
are the same as thous of θ-functions of order 4ℓ (this is easily seen from (2.13)). Next,
a further inspection of (2.12), (2.13) shows that the condition F (x) = F (−x) is enough
for cancellation of all poles of F˜ (x). Therefore, F˜ (x) ∈ Θ4ℓ. It remains to prove that
F˜ (x) actually belongs to Θ+4ℓ. Set f(x) = F˜ (x)− F˜ (−x), then f(x) = Ax(λ, ∂λ)F (λ) −
A−x(λ, ∂λ)F (λ), where the x↔ λ symmetry (2.17) is used. Since f(x) ∈ Θ4ℓ, it is enough
to verify the equality f(x) = 0 in 4ℓ points x = mη + ωa, m = 1, . . . , ℓ, where ωa are
the half-periods. This is easy to do if to recall the operator identity Amη = A−mη for
m = 1, . . . , ℓ.
Corollary 5.1 For any λ ∈ C the operator Aλ−A−λ annihilates the space Θ
+
4ℓ.
Indeed, for F (x) ∈ Θ+4ℓ the function (Aλ − A−λ)F (x) is simultaneously odd and even.
Remark Recall the involution (3.9) that changes the sign of E. This involution takes
the eigenfunction Ψ(x) (see 3.14) to e
ipix
η Ψ(x). Clearly, the operators Aλ preserve the space
e
ipix
η Θ+4ℓ as well, so Aλ−A−λ annihilates the space Θ
+
4ℓ⊕ e
ipix
η Θ+4ℓ spanned by eigenfunctions
of the difference Lame´ operator at the edges of bands (cf. [2]).
To formulate the next proposition, it is convenient to slightly modify the operator
W = A− A¯. Let us introduce the operator
Wˇ = (−1)ℓ
[
2ℓ
ℓ
]
ϕ−1ℓ (x)W , (5.3)
where ϕℓ(x) =
∏2ℓ
j=0 θ1(2x+ 2(j − ℓ)η). The explicit formula for Wˇ can be written in the
form that has sense not only for ℓ ∈ Z+ but also for ℓ ∈ Z+ +
1
2
:
Wˇ =
2ℓ+1∑
k=0
(−1)k
[
2ℓ+ 1
k
]
θ1(2x+ 2(2ℓ− 2k + 1)η)∏2ℓ−k+1
j=0 θ1(2x+ 2jη)
∏k
j′=1 θ1(2x− 2j
′η)
e(2ℓ−2k+1)η∂x . (5.4)
Here and below the dependence of the Wˇ on ℓ is not indicated explicitly. The following
proposition is proved by a straightforward verification using some identities for the θ-
functions.
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Proposition 5.2 For ℓ ∈ 1
2
Z+, the operator Wˇ ”intertwines” representations of spin ℓ
and of spin −(ℓ + 1):
S(−ℓ−1)a Wˇ = WˇS
(ℓ)
a , a = 0, . . . , 3 . (5.5)
The same intertwining relation can be written for the quantum L-operator (2.1): L(−ℓ−1)Wˇ =
WˇL(ℓ).
Remark In case of the algebra sl2 the intertwining operator between representations of
spins ℓ and −ℓ− 1 (realized by differential operators in x) is (d/dx)2ℓ+1. It annihilates the
linear space of polynomials of degree ≤ 2ℓ.
Note that the operator Wˇ is not invertible. By Corollary 5.1, for ℓ ∈ Z+ Wˇ annihilates
the space Θ+4ℓ⊕e
ipix
η Θ+4ℓ (see the remark after Corollary 5.1). As is mentioned above, this is
precisely the space spanned by eigenfunctions of the difference Lame´ operator at the edges
of bands. So, in this way we obtain another proof of the result of [2]: the eigenfunctions of
L at the edges of bands span a (4ℓ+2)-dimensional functional subspace, which is invariant
for all Sklyanin’s operators Sa. The corresponding (4ℓ+ 2)-dimensional representation of
the Sklyanin algebra is the direct sum of two equivalent (2ℓ + 1)-dimensional irreducible
representations.
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Appendix A. Theta-functions
We use the following definition of the Jacobi θ-functions:
θ1(x|τ) =
∑
k∈Z
exp
(
πiτ(k +
1
2
)2 + 2πi(x+
1
2
)(k +
1
2
)
)
,
θ2(x|τ) =
∑
k∈Z
exp
(
πiτ(k +
1
2
)2 + 2πix(k +
1
2
)
)
,
θ3(x|τ) =
∑
k∈Z
exp
(
πiτk2 + 2πixk
)
,
θ4(x|τ) =
∑
k∈Z
exp
(
πiτk2 + 2πi(x+
1
2
)k
)
.
(A1)
Throughout the paper we write θa(x|τ) = θa(x). The frequently used transformation
properties for shifts by (half) periods are:
θa(x± 1) = (−1)
δa,1+δa,2θa(x) , θa(x± τ) = (−1)
δa,1+δa,4e−πiτ∓2πixθa(x) , (A2)
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θ1(x±
1
2
) = ±θ2(x) ,
θ1(x±
τ
2
) = ±ie−
1
4
πiτ∓πixθ4(x) ,
θ1(x±
1+τ
2
) = ±e−
1
4
πiτ∓πixθ3(x) ,
(A3)
By Θn we denote the space of θ-functions of order n, i.e., entire functions F (x), x ∈ C,
such that
F (x+ 1) = F (x) , F (x+ τ) = (−1)ne−πinτ−2πinxF (x) . (A4)
It is easy to see that dimΘn = n. Let F (x) ∈ Θn, then F (x) has a multiplicative
representation of the form
F (x) = c
n∏
i=1
θ1(x− xi) ,
n∑
i=1
xi = 0 ,
where c is a constant. Imposing, in addition to (A4), the condition F (−x) = F (x), we
define the space Θ+n ⊂ Θn of even θ-functions of order n, which plays the important role
in representations of the Sklyanin algebra. If n is an even number, then dimΘ+n =
1
2
n+1.
Appendix B
Here we explicitly write out equation (3.17) for small values of ℓ. The ”eliptic number”
notation [n] ≡ θ1(2nη) is used.
ℓ = 1 : θ1(ζ)K
2 − θ1(ζ−4η) = 0 ,
ℓ = 2 : θ1(ζ)K
6 −
[3]
[1]
θ1(ζ−4η)K
4 +
[3]
[1]
θ1(ζ−8η)K
2 − θ1(ζ−12η) = 0 ,
ℓ = 3 : θ1(ζ)K
12 −
[3][4]
[1][2]
θ1(ζ−4η)K
10 +
[3][5]
[1]2
θ1(ζ−8η)K
8 − 2
[4][5]
[1][2]
θ1(ζ−12η)K
6+
+
[3][5]
[1]2
θ1(ζ−16η)K
4 −
[3][4]
[1][2]
θ1(ζ−20η)K
2 + θ1(ζ − 24η) = 0 ,
ℓ = 4 : θ1(ζ)K
20−
[4][5]
[1][2]
θ1(ζ−4η)K
18+
[3][5][6]
[1]2[2]
θ1(ζ−8η)K
16−
−
(
[4][5][7]
[1]2[2]
+
[4][5]2[6]
[1][2]2[3]
)
θ1(ζ−12η)K
14+
(
[5][6][7]
[1][2][3]
+
[5]2[7]
[1]3
)
θ1(ζ−16η)K
12−
−2
[3][4][6][7]
[1]2[2]2
θ1(ζ−20η)K
10+
+
(
[5][6][7]
[1][2][3]
+
[5]2[7]
[1]3
)
θ1(ζ−24η)K
8 −
(
[4][5][7]
[1]2[2]
+
[4][5]2[6]
[1][2]2[3]
)
θ1(ζ−28η)K
6+
+
[3][5][6]
[1]2[2]
θ1(ζ−32η)K
4 −
[4][5]
[1][2]
θ1(ζ−36η)K
2 + θ1(ζ−40η) = 0 .
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Let us present the explicit form of the polynomials T2ℓ+1(0, E) and D2ℓ(E) (see (4.1))
for ℓ = 1, 2.
T3(0, E) = −[1]
2
{
E3 −
(
[1][4]
[2][3]
+
[2]4
[1]3[3]
)
E
}
,
T5(0, E) = [1]
2[2]2
{
E5 +
(
3
[4]
[2]
−
[2]4
[1]4
)
E3 +
(
[4]2
[2]2
+
[3]3
[1]3
−
[1][6]
[2][3]
)
E
}
,
D2(E) = −
[1]
[2]
(
[3]
[2]
E2 −
[2]3
[1]3
)
,
D4(E) =
[1]
[3]
{
[2][5]
[3][4]
E4 −
(
[2]2[7]
[3][4]2
+
[4]2[5]
[1][2][6]
+
[2][8]
[4][6]
)
E2 +
[4][5]
[1][6]
(
[7]
[5]
+
[5]
[1]
)}
.
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