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Abstract
Given a group G and an abelian C∗-algebra A, the antihomomorphisms Θ: G→ Aut(A) are in one-
to-one with those left actions Φ: G × Spec(A) → Spec(A) whose translation maps Φg are continuous;
whereby continuities of Θ and Φ turn out to be equivalent if A is unital. In particular, a left action
φ : G×X → X can be uniquely extended to the spectrum of a C∗-subalgebra A of the bounded functions
on X if φ∗g(A) ⊆ A holds for each g ∈ G. In the present paper, we apply this to the framework of loop
quantum gravity. We show that, on the level of the configuration spaces, quantization and reduction in
general do not commute, i.e., that the symmetry-reduced quantum configuration space is (strictly) larger
than the quantized configuration space of the reduced classical theory. Here, the quantum-reduced space
has the advantage to be completely characterized by a simple algebraic relation, whereby the quantized
reduced classical space is usually hard to compute.
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1 Introduction
Invariant connections on principal fibre bundles play a key role in symmetry reduction in the framework of
loop quantum gravity (LQG). There, symmetries usually are represented by Lie groups of automorphisms
of the SU(2)-bundle of interest; and traditionally the set of invariant connections is quantized in order
to obtain the quantum configuration space of the reduced theory. Here, as for full LQG, quantization of
the configuration space just means to consider the spectrum of a separating C∗-subalgebra of the bounded
functions thereon.1 These algebras are usually generated by matrix entries of parallel transports along certain
curves in the base manifold, so that one has to take the following issues into account:
• Let A and Ared denote the C∗-algebras used to define the quantum configuration spaces of the full and
that of the reduced theory, respectively. Then, if one wants the reduced quantum configuration space to
be canonically embedded into that of full LQG, one has to ensure that the restriction of the C∗-algebra
A to the set of invariant connections Ared, is contained in Ared. [9] Thus, here the most natural thing to
do is to define Ared := A|Ared ; the closure of A|Ared in the bounded functions on Ared w.r.t. the uniform
norm.
• The quantized spaces depend very sensitively on the set of curves used to define the C∗-algebras A
and Ared. For instance, in homogeneous isotropic loop quantum cosmology (LQC), traditionally the set
of linear curves is used to define the reduced quantum configuration space. [2] This leads to the Bohr
compactification RBohr of R; and, adjoining one single circular curve, already inflates this space to R ⊔
RBohr (cf. Lemma A.1) on which a Haar measure no longer exists, cf. Theorem 4.1.
Comment: During the evaluation of this article, the techniques developed here allowed to single out the
Bohr measure on both RBohr and R⊔RBohr – hence, the standard kinematical Hilbert space of homogeneous
isotropic loop quantum cosmology (LQC) – by means of the same invariance condition. [13]
• There are two non-trivial steps to execute. First of all, one has to calculate the set of invariant connections
that correspond to the Lie group of automorphisms representing the symmetry of interest. Here, Wang’s
theorem [20] can be applied if the action induced on the base manifold is transitive; and in the general
case, [11] can be used. Although, especially in the general case, this can be very difficult, it is usually even
much more complicated to calculate the spectrum of Ared, which is the second step. For homogeneous
isotropic LQC, this is easy if one only takes linear curves into account. But, then there exists no canonical
embedding of RBohr into the quantum configuration space of the full theory. This arises from the fact
that the latter space is defined by using all embedded analytic curves instead of only just the linear
ones. [5] Now, if one uses embedded analytic curves also for the reduced space, the calculation is narrowly
performable, because Ared ∼= R holds. [9] Also for the homogeneous case, this seems not to be completely
hopeless, because there Ared is in bijection with End(R
3), which is still a finite dimensional vector space.
However, already in the spherically symmetric (invariance under rotations) or in the semi-homogeneous
case (invariance under translations w.r.t. a fixed subspace of R3), things seem to be impossible, as Ared
is parametrized by functions in this case. [11]
Moreover, since the above procedure means to quantize a reduced classical space, the question arises, whether
there might be some loss of information in comparison with reducing the quantum space directly. Thus, also
in view of the last two points, one might look for an alternative, more handy approach, allowing for a
symmetry reduction directly on the quantum level.
1For works addressing the interaction of symmmetry reduction and quantization in the broader sense involving also state spaces,
operators thereon, and constraints, see for example [6–8, 16], as well as forthcoming works by the author.
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In this paper, we provide such a reduction concept by investigating under which assumptions a left action
of a group on a set can be extended to an action on the spectrum of a C∗-subalgebra of the bounded functions
on this set. The crucial observation then is that a Lie group of automorphisms G of a principal fibre bundle,
defines a left action φ on the corresponding set of smooth connections A in such a way that
Ared = {ω ∈ A | φ(g, ω) = ω ∀ g ∈ G}
holds, i.e., that Ared is the fix point set of φ. Then, if Φ is an extension of this action to Spec(A), we can
define the reduced quantum space Ared to consist of all invariant generalized connections, i.e., to be the fix
point set of
Ared := {ω ∈ Spec(A) | Φ(g, ω) = ω ∀ g ∈ G}
of Φ. We show that this is possible in a unique way, if the set of curves that is used to define A, is invariant
in a certain sense. We will see that this procedure always leads to a larger reduced quantum configuration
space, which is even strictly larger in the analytic cosmological case.2 Then, Ared ⊆ A is characterized by a
simple invariance condition, leading to the notion of an invariant homomorphism when using the standard
identification of elements in A with homomorphisms of paths. Along the way, we also show that the quantized
classical configuration space Ared occurs to be the closure of Ared in A, providing an alternative description
of this space.
This paper is organized as follows:
• Section 2 contains the notations, basic definitions, and some of their elementary implications.
• In Section 3, we discuss, under which conditions a left action φ : G × X → X of a group G on a set
X extends to an action on the spectrum of a C∗-subalgebra of the bounded functions on X . For this,
we first investigate the relations between (continuous) group actions Φ: G × Spec(A) → Spec(A) and
C∗-dynamical systems (A, G,Θ), for A an abelian C∗-algebra, and an (continuous) antihomomorphism
Θ: G → Aut(A). Then, we adapt this to the framework of loop quantum gravity, where X is the set of
smooth connections on a principal fibre bundle P with compact structure group, A is some C∗-algebra
of cylindrical functions defined by some invariant set of curves in the base manifold, and where φ arises
from some Lie group of automorphisms of P .
• In Section 4, we show that quantization and reduction of the LQG configuration space in general do not
commute, and prove that there cannot exist any Haar measure on the LQC configuration space R⊔RBohr
introduced in [9]. In addition to that, we discuss some further measure theoretical aspects of the reduced
spaces.
2 Preliminaries
Let us start with fixing the notations.
2.1 Notations
Manifolds are always assumed to be smooth or analytic. If M ,N are manifolds, and f : M → N a smooth
map, then df : TM → TN denotes the differential map between their tangent manifolds. The map f is said
to be an immersion iff for each x ∈ M , the restriction dxf := df |TxM : TxM → Tf(x)N is injective. If V is
a finite dimensional vector space, a V -valued 1-form on a manifold N , is a smooth map ω : TN → V whose
restriction ωy := ω|TyN is linear for all y ∈ N . The pullback of ω by f is the map
f∗ω : TM → V, ~vx → ωf(x)(dxf(~vx)).
A curve is a continuous map γ : D →M , for D ⊆ R an interval, i.e., of the form (a, b), (a, b], [a, b) or [a, b] for
some a < b. Then, γ is said to be embedded analytic if γ = γ′|D holds for an analytic immersive embedding
2More precisely, this will be proven for homogeneous isotropic LQC. For homogeneous LQC, non-commutativity already holds
on the level of linear curves, cf. Example 5.17 in [14].
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(in the sense of maps between manifolds) γ′ : I → M .3 Similarly, γ is said to be of class Ck iff γ′|D = γ
holds for a Ck-map γ′ : I →M defined on an open interval I. Here, we will allow k ∈ {N≥1,∞, ω}, whereby
ω means analytic. For the case that k 6=∞, or t is not contained in the interior of D, we define the tangent
vector γ˙(t) ∈ Tγ(t)M in the canonical way. Finally, a curve γ is called piecewise C
k or Ck-path iff there
exist real numbers a = t0 < . . . < tk = b, such that γi := γ|[ti,ti+1] is of class C
k for each 0 ≤ i ≤ k − 1. The
family {γi}0≤i≤k−1 will be called decomposition of γ.
If Ξ: G×X → X is a left action of a group G on a set X , we define the maps
Ξg : X → X, x 7→ Ξ(g, x) for each g ∈ G,
Ξx : G→ X, g 7→ Ξ(g, x) for each x ∈ X,
and, if it is clear which action is meant, we will usually write g · x instead of Ξ(g, x).
If nothing different is said, a tuple (G,Ξ) will always denote a left action of a Lie group G on a manifold
that will be specified in the particular cases. We will denote the Lie algebra of G by g, and define αg : G→ G,
h 7→ g · h · g−1. The differential deαg : g→ g of αg at the identity e ∈ G, will be denoted by Ad(g).
2.2 Principal fibre bundles and invariant connections
Let π : P →M be a smooth map between the manifolds P andM , and denote by Fx := π−1(x) ⊆ P the fibre
over x ∈M in P . Moreover, let S be a Lie group that acts via R : P × S → P from the right on P . If there
exists an open covering {Uα}α∈I of M , and a family {φα}α∈I of diffeomorphisms φα : π−1(Uα) → Uα × S
with
φα(p · s) =
(
π(p), [pr2 ◦ φα](p) · s
)
∀ p ∈ π−1(Uα), ∀ s ∈ S, (1)
then (P, π,M, S) is called principal fibre bundle with total space P , projection map π, base manifold M ,
and structure group S. Here, pr2 denotes the projection onto the second factor S; and it follows from (1)
that π is surjective, and that
• Rs(Fx) ⊆ Fx holds for each x ∈M and all s ∈ S.
• If x ∈M and p, p′ ∈ Fx, then p′ = p · s holds for a unique element s ∈ S.
The subspace TvpP := ker[dpπ] ⊆ TpP is called vertical tangent space at p ∈ P , and the fundamental
vector field w.r.t. ~s ∈ s is defined by
s˜(p) :=
d
dt
∣∣∣
t=0
p · exp(t · ~s) ∈ TvpP ∀ p ∈ P.
The map s ∋ ~s→ s˜(p) ∈ TvpP is a vector space isomorphism for each p ∈ P . Then, complementary to that,
a connection ω is an s-valued 1-form on P with
• R∗sω = Ad(s
−1) ◦ ω for each s ∈ S,
• ωp(s˜(p)) = ~s for each ~s ∈ s.
The subspace ThpP := ker[ωp] ⊆ TpP is called the horizontal vector space at p (w.r.t. ω), and we have
dRs(ThpP ) = Thp·sP for each s ∈ S. In addition to that, TpP = ThpP ⊕ TvpP holds for each p ∈ P . We
denote the set of smooth connections on P by A.
A diffeomorphism ϕ : P → P is said to be an automorphism iff we have
ϕ(p · s) = ϕ(p) · s ∀ p ∈ P, ∀ s ∈ S,
whereby ϕ is called a gauge transformation iff additionally π ◦ ϕ = π holds.
It is easy to see that an s-valued 1-form ω on P is a connection iff this is the case for ϕ∗ω, for each
automorphism ϕ of P . A Lie group (G, θ) that acts on P is said to be a Lie group of automorphisms of
P iff θg is an automorphism for each g ∈ G. This is equivalent to say that θ(g, p ·s) = θ(g, p) ·s holds for each
p ∈ P , each g ∈ G, and each s ∈ S. In this situation, we oftenly write g · p · s, instead of (g · p) · s = g · (p · s).
3In the following, D will always denote an arbitrary, I, J an open, and K some compact interval.
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Definition 2.1 (Induced actions – Invariant connections)
If (G, θ) is a Lie group of automorphisms of P , we define the left actions
• ϑ : G×M →M , (g, x) 7→ (π ◦ θ)(g, px) for px ∈ π−1(x) arbitrary,
• φ : G× A → A, (g, ω) 7→ θ∗g−1ω.
Then, ω ∈ A is called G-invariant iff φ(g, ω) = ω holds for all g ∈ G, and the set of all such connections is
denoted by AG in the following.
The most relevant case for our later considerations is discussed in
Example 2.2 (Homogeneous isotropic connections)
Let P denote the trivial principal fibre bundle R3 × SU(2), and consider the representation
̺ : SU(2)→ Aut
(
R
3
)
σ 7→ z−1 ◦Ad(σ) ◦ z,
for z : R3 → su(2) defined by
z(~v) :=
∑3
i=1 v
iτi for ~v =
∑3
i=1 v
i~ei,
with {~e1, ~e2, ~e3} the standard basis in R3, and matrices
τ1 :=
(
0 −i
−i 0
)
τ2 :=
(
0 −1
1 0
)
τ3 :=
(
−i 0
0 i
)
.
Recall that each σ ∈ SU(2) can be written as4
σ = cos(α/2) · 1+ sin(α/2) · z(~n) = exp
(
α/2 · z(~n)
)
(2)
for some ‖~n‖ = 1 and α ∈ [0, 2π), whereby ̺(σ) rotates x ∈ R3 by the angle α w.r.t. the axis ~n; i.e.,
̺ : SU(2)→ SO(3) is the universal covering map. Then, for simplicity, we will write σ(x) instead of ̺(σ)(x)
in the following.
Now, consider the semi direct product E := R3 ⋊̺ SU(2), whose multiplication is given by
(v, σ) ·̺ (v
′, σ′) := (v + σ(v′), σ · σ′) ∀ (v, σ), (v′, σ′) ∈ E.
We let θ : E × P → P , (q, p) 7→ q ·̺ p, which is well defined, because E and P do equal as a set. Then, E
is a Lie group that resembles the euclidean one, and using Wang’s theorem [20], one can deduce that the
connections of the form
ωc(x,s)(~vx, ~σs) = c Ad(s
+)(z(~vx)) + s
+~σs ∀ (~vx, ~σs) ∈ T(x,s)P (3)
are exactly the E-invariant ones, cf. Appendix A.3. Here, c runs over R, and s+ ∈ SU(2) denotes the
adjoint of s ∈ SU(2). The pullbacks of these connections by the global section s : x → (x, e), are given by
ω˜c = c ·
∑3
i=1 τi dx
i. These are the connections used in loop quantum cosmology to describe homogeneous
isotropic universe. [1, 9] It is straightforward to see that ϕ∗ωc = ωd for a gauge transformation ϕ : P → P ,
implies that c = d and ϕ = idP holds. For this reason, it is not necessary to effort the concept of gauge
transformations in this context. ‡
Finally, let γ : [a, b]→M be a C1-curve in M , and ω a connection on P . Then, for each p ∈ π−1(γ(a)), there
exists a unique C1-curve γωp : [a, b]→ P with
π ◦ γωp = γ γ
ω
p (a) = p as well as γ˙
ω
p (t) ∈ Thγωp (t)P ∀ t ∈ [a, b],
4Here, 1 denotes the identity in SU(2), which we will usually denote by e in the following.
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hence ωγωp (t)(γ˙
ω
p (t)) = 0 for each t ∈ [a, b]. [15] This curve is called horizontal lift of γ w.r.t. ω in the point
p, and the morphism5
Pωγ : π
−1(γ(a))→ π−1(γ(b)), p 7→ γωp (b)
is called parallel transport along γ w.r.t. ω. Then, for a C1-path γ, one defines the parallel transport by
Pωγ := P
ω
γ0 ◦ . . . ◦ P
ω
γk−1 , whereby γi are C
1-curves with γi = γ|[τi,τi+1] for 0 ≤ i ≤ k − 1 and a = t0 <
. . . < tk = b. It is straightforward to see that this definition is independent of the explicit choice of the
decomposition of γ.
Definition 2.3
A family ν = {νx}x∈M ⊆ P with νx ∈ Fx for each x ∈ M is called a section in the following. In this case,
we denote by ψx : π
−1(x)→ S the morphism, uniquely determined by p = νx ·ψx(p), and for a Ck-path γ in
M , we define the map
hνγ : A → S, ω 7→ ψγ(b) ◦ P
ω
γ
(
νγ(a)
)
. (4)
2.3 Maps on spectra
For an abelian Banach algebra A, we denote the corresponding norm by ‖ · ‖A, and define ‖f‖a := |χ(a)| for
each a ∈ A, and a function f : A→ C. Moreover, we denote by
• Spec(A) the set of all non-zero multiplicative C-valued functionals on A.
• C0(Spec(A)) the set of all complex-valued continuous functions on Spec(A) that vanish at infinity.
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• G : A→ C0(Spec(A)), a 7→ [ aˆ : f 7→ f(a)] the Gelfand transformation.
The Gelfand-Naimark theorem then states that G is an isometric ∗-isomorphism if A is a C∗-algebra, and
we obtain
Lemma 2.4
1) If λ : A→ B is a homomorphism of abelian Banach algebras A and B, then
λ : Spec(B)→ Spec(A), χ 7→ χ ◦ λ
is continuous if it is well-defined. This is the case, e.g., if λ is surjective or unital.
2) If A is a C∗-algebra, then η : Aut(A)→ Homeo(Spec(A)), λ 7→ λ is a group antiisomorphism.
Proof: 1) Since the image of λ consists of homomorphisms, the only case in which well-definedness fails,
is when λ(χ) = 0 holds for some χ ∈ Spec(B).
If λ is unital, we have λ(χ)(1A) = (χ ◦ λ)(1A) = χ(1B) = 1 6= 0, so that λ(χ) 6= 0 holds for each
χ ∈ Spec(B). Now, for each χ ∈ Spec(B), we have χ(b) 6= 0 for some b ∈ B. Thus, if λ is surjective, we
find a ∈ A with λ(a) = b, with what λ(χ)(a) = χ(b) 6= 0, hence λ(χ) 6= 0 holds.
For continuity, let Spec(B) ⊇ {χα}α∈I → χ be a converging net. Then, for a ∈ A and ǫ > 0, we find
αǫ ∈ I, such that ‖χα − χ‖λ(a) ≤ ǫ holds for all α ≥ αǫ. Thus, for α ≥ αǫ, we have
‖λ(χα)− λ(χ)‖a = |χα(λ(a)) − χ(λ(a))| = ‖χα − χ‖λ(a) ≤ ǫ,
hence Spec(A) ⊇ {λ(χα)}α∈I → λ(χ), showing continuity of λ.
2) Since each λ ∈ Aut(A) is a surjective homomorphism, the image of η consists of well defined and
continuous maps by Part 1). Moreover, η is an antihomomorphism by
η(λ ◦ λ′)(χ) = (χ ◦ λ) ◦ λ′ = η(λ′)(χ ◦ λ) = η(λ′)(η(λ)(χ)),
5This means that Pωγ (p · s) = P
ω
γ (p) · s holds for all p ∈ Fπ(p), and each s ∈ S.
6This means that for each f ∈ C0(Spec(A)), and each ǫ > 0, there exists a compact Kǫ ⊆ Spec(A), such that |f(χ)| ≤ ǫ holds
for each χ ∈ Spec(A)\Kǫ.
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and since λ−1 ∈ Aut(A) exists, η(λ)−1 = η(λ−1) is continuous as well. This means that the image of η
consists of homeomorphisms, and shows well-definedness of this map.
For injectivity of η, assume that η(λ) = η(λ′) holds for λ, λ′ ∈ Aut(A). Then, for a ∈ A, and each
χ ∈ Spec(A), we have
G(λ(a))(χ) = (χ ◦ λ)(a) = η(λ)(χ)(a) = η(λ′)(χ)(a) = (χ ◦ λ′)(a) = G(λ′(a))(χ),
hence G(λ(a)) = G(λ′(a)). Since G is injective, this implies that λ(a) = λ′(a) holds for all a ∈ A, hence
λ = λ′. For surjectivity of η, we let
τ : Homeo(Spec(A))→ Aut(A)
h 7→
[
a 7→ G−1[G(a) ◦ h]
]
,
(5)
which is well defined, because G(a) ◦ h ∈ C0(Spec(A)) holds for each a ∈ A. In fact, τ(h) is a homomor-
phism because G and G−1 are homomorphism; and then[
τ(h−1) ◦ τ(h)
]
(a) = G−1
[
G(τ(h)(a)) ◦ h−1
]
= G−1
[
G(a) ◦ h ◦ h−1
]
= a ∀ a ∈ A
shows that τ(h) ∈ Aut(A) holds. Then, for χ ∈ Spec(A), and each a ∈ A, we have
η(τ(h))(χ)(a) = τ(h)(χ)(a) = (χ ◦ τ(h))(a) = χ(G−1[G(a) ◦ h])
= [G(a) ◦ h](χ) = G(a)(h(χ)) = h(χ)(a),
hence η ◦ τ = idHomeo(Spec(A)), which shows surjectivity of η. 
2.4 Bounded functions
For a set X , we denote by B(X) := {f : X → C | ‖f‖∞ < ∞} the algebra of bounded complex-valued
functions on X , which is an abelian C∗-algebra w.r.t. the uniform norm ‖ · ‖∞.
Now, in general, if U is a subset of a topological space, then U will denote its closure therein. But, in
order to the keep notations as simple as possible, we will use the following
Convention 2.5
Let A ⊆ B(X) denote some fixed C∗-subalgebra, and let υ : Y → X be some map.
• The spectrum of A is denoted by X in the following. This is motivated by the first part of the next lemma;
and since X is not assumed to carry any topology in the following, this is not in conflict the our notation
concerning closures of subsets of topological spaces.
• We define Aυ := υ∗(A) for the ∗-algebra υ∗(A) := {f ◦ υ | f ∈ A} ⊆ B(Y ), as well as Yυ := Spec(Aυ) in
accordance with the previous point.
• We let XA denote the set of all x ∈ X , whose image under
ιX : X → Hom(A,C)
x 7→ [f 7→ f(x)]
is non-zero. Thus, we have XA = {x ∈ X | ∃ f ∈ A : f(x) 6= 0}, hence x ∈ XA iff ιX(x) ∈ Spec(A) holds.
• The set Y˜υ ⊆ X is defined to be the closure Y˜υ := ιX
(
XA ∩ υ(Y )
)
⊆ Spec(A). This is motivated by the
third part of the next lemma, which shows that Y˜υ ∼= Yυ holds if A is unital.
The first part of the next lemma is a slight variation of Proposition 2.1 in [9], and originates from [18]. The
second part can also be derived from Corollary 2.19 in [9].
Lemma 2.6
1) If X is a set and A ⊆ B(X) a C∗-subalgebra, then ιX(XA) ⊆ Spec(A) is dense, i.e., X = ιX(XA) holds.
Moreover, ιX is injective iff A separates the points in X.
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2) Let A be unital, Y a set, and υ : Y → X a map. Then, υ∗ : Yυ → X is the unique continuous map which
extends υ in the sense that the following diagram is commutative:
Yυ
υ∗ // X
Y
ιY
OO
υ // X
ιX
OO
The map υ∗ is an embedding, i.e., a homeomorphism onto its image equipped with the relative topology.
3) In the situation of Part 2), we have υ∗(Yυ) = ιX(υ(Y )) = Y˜υ ⊆ X.
4) If ρ : X → X is a map, then A ⊆ ρ∗(A) implies ρ(XA) ⊆ XA.
Proof: 1) The second statement is clear from the definitions.
Moreover, if U := Spec(A)\ι(XA) in non-empty, it is an open neighbourhood of some χ ∈ Spec(A). Since
Spec(A) is locally compact Hausdorff, by Urysohn’s lemma, we find a continuous function fˆ : Spec(A)→
[0, 1] having compact support contained in U , such that fˆ(χ) = 1 holds. Since fˆ ∈ C0(Spec(A)) holds,
we have fˆ = G(f) for some f ∈ A, hence
f(x) = ι(x)(f) = fˆ(ι(x)) = 0 ∀ x ∈ XA
by construction, as well as f(x) = 0 for all x ∈ X\XA by definition of XA. Thus, f = 0, hence
fˆ = G(f) = 0 holds, which contradicts that fˆ(χ) = 1.
2) Since A and Aυ are unital, we have XA = X and YAυ = Y . Moreover, υ
∗ : A → Aυ is a unital algebra
homomorphism, so that υ∗ : Spec(Aυ)→ Spec(A) is well-defined and continuous by Lemma 2.4.1.7 Then,
υ∗ ◦ ιY = ιX ◦ υ is obvious, and the uniqueness statement is clear from denseness of im[ιY ] in Spec(Aυ),
as well as continuity of υ∗.
For the last statement, it suffices to show that υ∗ is injective, because Spec(Aυ) is compact, and im[υ∗]
is Hausdorff w.r.t. the relative topology inherited from Spec(A). Thus, let us assume that υ∗(χ) = υ∗(χ′)
holds for χ, χ′ ∈ Spec(Aυ). Then, we have
χ(υ∗(f)) = υ∗(χ)(f) = υ∗(χ′)(f) = χ′(υ∗(f)) ∀ f ∈ A,
hence χ|υ∗(A) = χ
′|υ∗(A), so that χ = χ
′ follows from continuity of χ, χ′ as υ∗(A) is dense in Aυ.
3) We have υ∗(ιY (Y )) = ιX(υ(Y )) by Part 2), hence
υ∗(Yυ) = υ∗
(
ιY (Y )
)
⊆ υ∗(ιY (Y )) = ιX(υ(Y )).
Here, the first step is clear from Part 1) applied to Y and Aυ, and the second one is due to continuity of
υ∗. Now, ιX(υ(Y )) = υ∗(ιY (Y )) also implies
ιX(υ(Y )) ⊆ υ∗
(
ιY (Y )
) Part1)
= υ∗(Yυ ) =⇒ ιX(υ(Y )) ⊆ υ∗(Yυ)
as υ∗(Yυ) is compact.
4) For x ∈ XA, we have f(x) 6= 0 for some f ∈ A, whereby f = g ◦ ρ holds for some g ∈ A by assumption.
Thus, we have g(ρ(x)) = f(x) 6= 0, hence ρ(x) ∈ XA. 
7Observe that there is no ad hoc reason for the ∗-algebra υ∗(A) to be closed in B(Y ), i.e., υ∗ is not necessarily surjective. For
this reason, we are forced to assume unitality, in order to guarantee well-definedness of υ∗.
8
3 Spectral Extension of Group Actions
In this section, we are going to lift Lie groups of automorphisms of principal fibre bundles with compact
structure groups to spectra of C∗-algebras of cylindrical functions. In a first step, we will use the concept
of a C∗-dynamical system, in order to extend a left action φ : G ×X → X of a group G on a set X to the
spectrum of a C∗-subalgebra of the bounded functions on X . Then, we adapt this to the case where X equals
the set of smooth connections on a principal fibre bundle with compact structure group. For this, it will be
crucial that the set of paths used for the definition of the cylindrical functions fulfills a certain invariance
property.
Let us start with some general statements concerning group actions on spectra of abelian C∗-algebras.
3.1 Group actions on spectra
First recall that a C∗-dynamical system is a triple (A, G,Θ) consisting of a C∗-algebra A, a group G, and an
antihomomorphism Θ: G→ Aut(A). If G is a topological group, then Θ is said to be continuous iff for each
a ∈ A, the map g 7→ Θ(g)(a) is continuous. Due to [17], each C∗-dynamical system with G locally compact
and Θ continuous, gives rise to a continuous left action of G on Spec(A). In the next lemma, we will discuss
this assignment for the abelian case; whereby, in the first part, we will drop any continuity assumptions. Here,
commutativity of A ensures injectivity of this assignment, which will provide us with a necessary condition
for continuity of the corresponding action Φ.
Lemma 3.1
Let A be an abelian C∗-algebra.
1) The C∗-dynamical systems (A, G,Θ) are in one-to-one with such left actions Φ: G×Spec(A)→ Spec(A),
for which Φg is continuous for all g ∈ G.
2) If G is a topological group, then continuity of Θ implies continuity of Φ. The converse implication holds
if A is unital.
Proof: 1) Let Θ: G→ Aut(A) be given, and define the corresponding left action by Φ(g, χ) := η(Θ(g))(χ).
Then, Φg is well-defined and continuous by Lemma 2.4.2; and since η and Θ are antihomomorphisms,
the left action property follows by
Φ(g · h, χ) = η(Θ(g · h))(χ) = η(Θ(h) ◦Θ(g))(χ)
= η(Θ(g)) (η(Θ(h))(χ)) = Φ(g, η(Θ(h))(χ)) = Φ(g,Φ(h, χ)).
Conversely, if Φ: G× Spec(A)→ Spec(A) is given, then Φg ∈ Homeo(Spec(A)) holds for each g ∈ G by
assumption, so that Θ(g) := τ(Φg) is an element in Aut(A), for τ : Homeo(Spec(A)) → Aut(A) defined
by (5). Now, since η is an antiisomorphism, the same is true for τ = η−1, and we obtain
Θ(g · h) = τ(Φg·h) = τ(Φg ◦ Φh) = τ(Φh) ◦ τ(Φg) = Θ(h) ◦Θ(g).
2) Let Θ be continuous, and G× Spec(A) ⊇ {(gα, χα)}α∈I → (g, χ) ∈ G× Spec(A) a converging net. Then,
{gα}α∈I → g and {χα}α∈I → χ are converging nets as well. By continuity of Θ, for a ∈ A and ǫ > 0, we
find αǫ ∈ I, such that ‖Θ(g)(a)−Θ(gα)(a)‖A ≤
ǫ
2 holds for all α ≥ αǫ. Thus, since ‖χα‖op ≤ 1 holds for
each α ∈ I, we have
|χα(Θ(g)(a)−Θ(gα)(a))| ≤ ‖Θ(g)(a)−Θ(gα)(a)‖A ≤
ǫ
2 ∀ α ≥ αǫ.
Moreover, since {χα}α∈I → χ holds, we find α′ǫ ∈ I with ‖χ− χα‖Θ(g)(a) ≤
ǫ
2 for each α ≥ α
′
ǫ, so that
for α ∈ I with α ≥ αǫ, α′ǫ, we have
‖Φ(g, χ)− Φ(gα, χα)‖a = ‖η(Θ(g))(χ)− η(Θ(gα))(χα)‖a = |χ(Θ(g)(a)) − χα(Θ(gα)(a))|
≤ ‖χ− χα‖Θ(g)(a) + |χα(Θ(g)(a)−Θ(gα)(a))|
≤ ǫ2 +
ǫ
2 = ǫ.
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Now, if A is unital and Φ continuous, we fix a ∈ A, and consider the continuous function
α((g, χ), (g′, χ′)) := |(G(a) ◦ Φ)(g, χ)− (G(a) ◦ Φ)(g′, χ′)|.
Then, α−1(Bǫ(0)) is open and contains ((g, χ), (g, χ)) for each (g, χ) ∈ G × Spec(A). Now, if g ∈ G
is fixed, for each χ ∈ Spec(A), we find open neighbourhoods Bχ ⊆ G and Uχ ⊆ Spec(A) of g and χ,
respectively, such that Bχ×Uχ×Bχ×Uχ ⊆ α
−1(Bǫ(0)) holds. Then, by compactness of Spec(A), we find
χ1, . . . , χn ∈ Spec(A), such that the corresponding sets Uχj cover Spec(A). Now, Bg := Bχ1 ∩ . . . ∩Bχn
is an open neighbourhood of g, and we have
α((g, χ), (g′, χ)) < ǫ ∀ χ ∈ Spec(A), ∀ g′ ∈ Bg.
Consequently, ‖G(a) ◦ Φg − G(a) ◦ Φg′‖∞ ≤ ǫ holds for each g′ ∈ Bg, hence
‖Θ(g)(a)−Θ(g′)(a)‖A = ‖τ(Φg)(a) − τ(Φg′ )(a)‖A
= ‖G−1[G(a) ◦ Φg]− G
−1[G(a) ◦ Φg′ ]‖A
= ‖G−1[G(a) ◦ Φg − G(a) ◦ Φg′ ]‖A
= ‖G(a) ◦ Φg − G(a) ◦ Φg′‖∞
≤ ǫ
for each g′ ∈ Bg, which shows continuity of Θ(·)(a) at g ∈ G. 
Definition 3.2
Let φ be a left action of a group G on the set X , and let A ⊆ B(X) be a C∗-subalgebra.
1) Then, A is called φ-invariant iff φ∗g(A) ⊆ A holds for all g ∈ G, with what (A, G,Θ) is a C
∗-dynamical
system for Θ(g)(f) := φ∗g(f).
2) We define the set of G-invariant elements in X by
XG := {x ∈ X | φ(g, x) = x ∀ g ∈ G} ,
and denote by XG the spectrum of the C
∗-algebra AG := A|XG . Then, AG is the restriction C
∗-algebra
w.r.t. the inclusion iXG : XG → X introduced in Convention 2.5.
3) According to the last point in Convention 2.5, we define X˜G := ιX(XA ∩XG).
Then, we have
Proposition 3.3
Let φ be a left action of a group G on a set X, and A ⊆ B(X) a φ-invariant C∗-subalgebra. Then,
1) There is a unique left action Φ: G×X → X, such that
(a) Φg is continuous for each g ∈ G,
(b) Φ extends φ in the sense that on XA, we have
Φg ◦ ιX = ιX ◦ φg ∀ g ∈ G. (6)
This action is explicitly given by Φ(g, x) = x ◦ φ∗g.
2) If G is a topological group, then Φ is continuous if φ∗•f : G → A, g 7→ f ◦ φg is continuous for each
f ∈ A. The converse implication holds if A is unital.
3) The set of invariant elements
XG =
{
x ∈ X
∣∣ Φ(g, x) = x ∀ g ∈ G}
is closed in X, and we have X˜G ⊆ XG.
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4) If A is unital, then i∗XG : XG → X˜G is a homeomorphism, and the following diagram is commutative:
XG
i∗XG
∼=
// X˜G
⊆ // XG
⊆ // X
XG
ιXG
bb
ιX
OO

 iXG // X.
ιX
==
Proof: 1) First observe that (6) makes sense, because φ∗g−1 (A) ⊆ A implies A = φ
∗
g(φ
∗
g−1 (A)) ⊆ φ
∗
g(A),
hence φg : XA → XA by Lemma 2.6.4. Now, for uniqueness, let Φ′ be another action fulfilling (a) and
(b). Then, (6) shows
Φ′g|ιX (XA) = Φg|ιX(XA) =⇒ Φ
′
g = Φg ∀ g ∈ G
by (a) and denseness of ιX(XA) in Spec(A). For existence, consider the C
∗-algebraical system (A, G,Θ)
for Θ(g) := φ∗g. Then, Lemma 3.1.1 provides us with a left action Φ: G× Spec(A)→ Spec(A), such that
Φg is continuous for each g ∈ G, and which is defined by
Φ(g, x) = η(Θ(g))(x) = x ◦Θ(g) = x ◦ φ∗g.
Then, for x ∈ XA and each f ∈ A, we have
Φg(ιX(x))(f) = ιX(x)(φ
∗
gf) = (f ◦ φg)(x) = f(φg(x)) = (ιX ◦ φg)(x)(f),
hence (6).
2) We have Θ(·)(f) = φ∗•f , so that the continuity statement is clear from Lemma 3.1.2.
3) Let XG ⊇ {xα}α∈I → x ∈ X be a converging net. Then, for each g ∈ G, continuity of Φg shows
Φ(g, x) = Φ(g, limα xα) = limαΦ(g, xα) = limα xα = x,
so that XG is closed. Thus, X˜G ⊆ XG is clear, because ιX(XA ∩XG) ⊆ XG holds by (6).
4) This follows from the Parts 2) and 3) of Lemma 2.6, if we define υ := iXG . 
For an application of this proposition to the Bohr compactification of R, cf. Corollary 4.2 and [13].
Remark 3.4 (Unitality)
If A is unital, Proposition 3.3.1 can also be derived from Corollary 2.19 in [9] by extending each φ∗g : A→ A
uniquely to a continuous map Φg : Spec(A)→ Spec(A). In fact, then it follows from the uniqueness property
of these maps that Φg·h = Φg ◦Φh holds for all g, h ∈ G, with what Φ: (g, x)→ Φg(x) is a well defined group
action with the properties from Proposition 3.3.1.
3.2 Invariant generalized connections
We now are going to apply the previous subsection to C∗-algebras of cylindrical functions. Thus, in the
following, let (P, π,M, S) denote some principal fibre bundle with compact structure group, (G, θ) be some
Lie group of automorphisms of P , and P some set of Ck-paths in M .
We choose a section ν = {νx}x∈M ⊆ P with maps ψx as in Definition 2.3, and consider the functions of
the form ρij ◦ hνγ : A → C, for h
ν
γ defined by (4). Here, γ runs over all elements in P , and ρij are entries
of any irreducible matrix representation ρ of S. Let GP denote the
∗-algebra generated by these functions,
and observe that then GP ⊆ B(A) holds by compactness of S. Then, the closure AP of GP in B(A) is well
defined, and always unital because ρ ◦ hνγ = 1 holds for the trivial representation ρ of S.
Moreover, from the morphism properties of parallel transports and the maps ψx, it follows that this
definition does not depend on the explicit choice of the section ν. In fact, if ν′ = {ν′x}x∈M ⊆ P is another
section, then for P ∋ γ : [a, b]→M , we have
hν
′
γ (ω) = ψ
′
γ(b)
(
νγ(b)
)
· hνγ(ω) · ψγ(a)
(
ν′γ(a)
)
. (7)
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We will call AP the C
∗-algebra of cylindrical functions w.r.t. P , and denote its spectrum by A. The elements
ω ∈ A will be called generalized connections in the following. Now, according to Definition 3.2.2, we have
AG = {ω ∈ A | φ(g, ω) = ω ∀ g ∈ G} as well as AG = Spec
(
AP |AG
)
for the action φ from Definition 2.1. Then, if the set of curves Pα under consideration carries an index α, we
will write Aα instead of A, as well as AG,α instead of AG. The same conventions will be used for the space
AG introduced in Corollary 3.8.
Definition 3.5
A set P of Ck-paths in M is said to be G-invariant iff for each g ∈ G, and each γ ∈ P , the curve
g · γ : dom[γ]→M, t 7→ ϑ(g, γ(t))
is an element in P again.
Remark 3.6
Let P be a collection of Ck-paths in M , and assume that ϑ is of class Ck. We consider the set 〈P〉 of all
translates g · γ with g ∈ G and γ ∈ P , and observe that 〈P〉 is G-invariant and consists of Ck-paths.
Lemma 3.7
If P is G-invariant, then φ∗g(AP) ⊆ AP holds for each g ∈ G, for the left action φ : G × A → A from
Definition 2.1.
Proof: The elementary but technical proof is given in Appendix A.1. 
In the next section, we will show that the inclusion X˜G ⊆ XG from Proposition 3.3 even can be proper. For
this, we first reformulate this proposition for cylindrical functions, which is the content of the next corollary.
Then, we will use the isomorphism from Lemma B.4, in order to obtain a more practicable description of
the space AG by means of invariant homomorphisms of paths, which will be done in Subsection 3.3.
Corollary 3.8
If P is G-invariant, then Φ: G×A → A, (g, ω) 7→ ω◦φ∗g is the unique left action, for which Φg is continuous
for each g ∈ G, and which extends φ in the sense that Φg ◦ ιA = ιA ◦ φg holds for all g ∈ G. The subset
AG ⊆ A is compact, and the following diagram is commutative:
AG
i∗
AG
∼=
// A˜G
⊆ // AG
⊆ // A
AG
ιAG
bb
ιA
OO

 iAG // A.
ιA
==
(8)
Here, i∗AG : AG → A˜G = ιA(AG) is a homeomorphism, and Φ is continuous iff for all generators f = ρij ◦h
ν
γ
of AP , the map θf : G→ AP , g 7→ f ◦ θ∗g−1 is continuous.
Proof: AP is unital, and φ
∗
g
(
AP
)
⊆ AP holds for each g ∈ G by Lemma 3.7. Thus, the claim is clear from
Proposition 3.3, because φ∗• : g 7→ φ
∗
gf = f ◦ φg = f ◦ θ
∗
g−1 is continuous for each f ∈ AP iff this is the case
for all generators f = ρij ◦ h
ν
γ of AP . 
The elements of AG are called G-invariant generalized connections in the following, and the next example
shows that the action Φ is not continuous for the case of homogeneous isotropic LQC.
Example 3.9
Let P = R3 × SU(2), E = R3 ⋊̺ SU(2), and θ be as in Example 2.2. Define ν = {νx}x∈M by νx := (x, e)
for each x ∈ M = R3, and let P contain all the linear curves [0, 1] ∋ t 7→ x+ t · ~v ∈ R3 for some x,~v ∈ R3.
Consider the connections ωr defined by the right invariant geometric distribution, specified by the following
smooth sections Eri : P → TP for 1 ≤ i ≤ 3:
Er1 (x, s) := (~e1, rx2 · τ2 · s) ∈ T(x,s)P for x = (x1, x2, x3) ∈ R
3
Eri (x, s) := (~ei,~0) for i = 2, 3
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with τ2 · s := deRs(τ2) ∈ TsSU(2).
Now, let us consider the linear curve γy : [0, 1] → R3, γy(t) = y · ~e2 + t · ~e1. Then, its horizontal lift
γry : [0, 1]→ R
3 × SU(2) w.r.t. ωr in (y · ~e2, e), is given by γry(t) = (γy(t), exp(try · τ2)), because π ◦ γ
r
y = γy,
as well as
γ˙ry(t) = (~e1, ry · τ2 · exp(try · τ2)) = E
r
1 (γy(t), exp(try · τ2)) = E
r
1 (γ
r
y(t)) ∀ t ∈ [0, 1]
holds. Then, by the choice of ν, for each y ∈ R, we have
hνγy (ω
r) = pr2 ◦ γ
r
y(1) = exp(ry · τ2)
(2)
=
(
cos(ry) − sin(ry)
sin(ry) cos(ry)
)
.
Moreover, φ∗g h
ν
γy = h
ν
γλ+y holds for g := (−λ · ~e2, e),
8 so that we have
‖φ∗e(ρ11 ◦ h
ν
γ0)− φ
∗
g(ρ11 ◦ h
ν
γ0)‖∞ ≥ |(ρ11 ◦ h
ν
γ0)(ω
r)− φ∗g(ρ11 ◦ h
ν
γ0)(ω
r)|
= |(ρ11 ◦ h
ν
γ0)(ω
r)− (ρ11 ◦ h
ν
γλ)(ω
r)|
= |1− cos(rλ)|.
Since this equals 1 for r = π/(2λ) if λ > 0, the map
θf : g 7→ f ◦ θ
∗
g−1 for f := ρ11 ◦ h
ν
γ0
is not continuous at (0, e) ∈ E, which, in turn, implies discontinuity of the extended action Φ on Spec(AP)
by Corollary 3.8.
In fact, each neighbourhood of (0, e) contains hλ = (−λ · ~e2, e) for some λ > 0, so that g → 0 does not
imply θf (g)→ θf (e), because we have shown that
‖θf(e)− θf (hλ)‖∞ = ‖φ
∗
ef − φ
∗
hλf‖∞ ≥ |1− cos(π/2)| = 1
holds. ‡
3.3 Invariant homomorphisms
So far, we have shown that a Lie group of automorphisms (G, θ) on P , and a G-invariant set of paths P ,
give rise to the reduced space AG ⊆ A = Spec (AP). In this subsection, we will present a more down-to-
earth characterization of AG that, in particular, will be useful for our investigations concerning the inclusion
relations between the spaces AG and AG. For this, we first give a short introduction into homomorphisms
of paths and highlight their relation to the space A. We will only state the important facts at this point; the
details can be found in Appendix B.
Thus, for the rest of this section, let P be always stable under inversions and decompositions of its
elements, and recall that two paths γ, γ′ ∈ P are said to be equivalent (write γ ∼A γ′) iff Pωγ = P
ω
γ′ holds
for all ω ∈ A. We define MorF :=
⊔
x,x′∈M Mor(x, x
′), for Mor(x, x′) the set of maps ϕ : Fx → Fx′ with
ϕ(p · s) = ϕ(p) · s for each p ∈ Fx, and each s ∈ S.
Then, a homomorphism of paths is a map ε : P → MorF , such that (cf. Definition B.2)
• ε(γ) ∈Mor(γ(a), γ(b)) holds for γ ∈ P with dom[γ] = [a, b],
• ε is compatible w.r.t. inversion and decomposition of the elements in P ,
• ε(γ) = ε(γ′) holds for all γ, γ′ ∈ P with γ ∼A γ′.
For the second point, observe that each ϕ ∈ MorF is invertible, and that we have ϕ2 ◦ ϕ1 ∈ Mor(x, z) if
ϕ1 ∈Mor(x, y) and ϕ2 ∈Mor(y, z) holds. In particular, for ω ∈ A, the map γ 7→ Pωγ ∈Mor(γ(a), γ(b)) is an
element in MorF.
The above definition differs from the traditional one [2] in the point that we require ε to be compatible
w.r.t. decompositions of paths, and not w.r.t. their concatenations. This is to avoid technicalities, as it allows
8This follows, e.g., from (28) for γ′ = g−1 · γy = γλ+y, because in our situation the factors δ1, δ2 just equal e ∈ SU(2).
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to restrict to embedded analytic curves, instead of considering all the piecewise ones, cf. Section 4. In fact,
since both sets give rise to the same C∗-algebra of cylindrical functions, they define the same set A of
generalized connections.
Now, due to denseness of ιA(A) in A, for each ω ∈ A, there exists a net {ωα}α∈I ⊆ A with {ιA(ωα)}α∈I →
ω. Then, we obtain a well-defined injective map κ : A → Hom(P ,MorF ) if we define, cf. Lemma B.4
κ(ω)(γ)(p) := limα Pωαγ (p) for dom[γ] = [a, b] and p ∈ Fγ(a).
This map turns out to be surjective if the set P is in addition independent. This means that for each finite
collection {γ1, . . . , γl} ⊆ P , there exists a finite collection {δ1, . . . , δn} ⊆ P , such that:
1.) For each 1 ≤ j ≤ l, there exists a decomposition {(γj)i}1≤i≤kj of γj , such that each (γj)i is equivalent
to one of the paths δr, δ
−1
r for some 1 ≤ r ≤ n.
2.) For each choice s1, . . . , sn ∈ S, there exists some ω ∈ A, such that hνω(δi) = si holds for all 1 ≤ i ≤ n.
Thus, in in the following, let P be additionally invariant and independent. We now will use the bijection κ, to
obtain a more concrete description of the space AG. For this, we define the set of G-invariant homomorphisms
by HomG(P ,MorF) := κ
(
AG
)
, and conclude
Lemma 3.10
If P is G-invariant and independent, and ε ∈ Hom(P ,MorF), then ε ∈ HomG(P ,MorF) holds iff we have
ε(g · γ) = θg ◦ ε(γ) ◦ θg−1 ∀ g ∈ G, ∀ γ ∈ P . (9)
Proof: Let {ωα}α∈I ⊆ A be a net with {ιA(ωα)}α∈I → ω := κ−1(ε). Then, from
a) continuity of Φg by Corollary 3.8,
b) Φg ◦ ιA = ιA ◦ φg by Corollary 3.8,
c) (27) in the proof of Lemma 3.7,
d) continuity of θg for each g ∈ G,
e) the definition of κ (as well as {ιA(φ(g, ωα))}α∈I → Φg(ω) by b), for the second line below),
for each g ∈ G, we obtain
κ(Φ(g, ω))(g · γ)(p)
a)
= κ(limα(Φg ◦ ιA)(ωα))(g · γ)(p)
b)
= κ(limα(ιA ◦ φg)(ωα))(g · γ)(p)
e)
= limα P
φ(g,ωα)
g·γ (p)
c)
= limα θ
(
g,Pωαγ (g
−1 · p)
) d)
= θ
(
g, limα Pωαγ (g
−1 · p)
)
e)
= θ
(
g, κ(ω)(γ)(g−1 · p)
)
= θ(g, ε(γ)(g−1 · p)),
(10)
from which the claim is clear. 
Now,
Remark and Definition 3.11
1) If P = M × S is trivial, then Hom(P ,MorF) can be canonically identified with the set Hom(P , S)
of all maps ǫ : P → S that fulfil the algebraic properties (b)-(d) from Definition B.2, whereby the
composition in b) has to be replaced by the structure group multiplication. The corresponding bijection
Ω: Hom(P ,MorF)→ Hom(P , S) then is explicitly given by
Ω(ε)(γ) = pr2 (ε(γ)(γ(a), e)) for dom[γ] = [a, b]
with inverse map Ω−1(ǫ)(γ)(γ(a), s) := (γ(b), ǫ
(
γ)·s
)
. For such a trivial bundle, we define HomG(P , S) :=
Ω(HomG(P ,MorF)).
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2) Assume that we are in the situation of Example 2.2. Then, for g = (v, σ), we have g−1 = (−σ+(v), σ+),
so that for γ ∈ P with dom[γ] = [a, b] as well as ε ∈ HomE(P ,MorF), we obtain
Ω(ε)(γ) = (Ω ◦ κ)
(
Φ(g−1, κ−1(ε))
)
(γ)
= pr2 ◦
(
κ
(
Φ(g−1, κ−1(ε))
)
(γ)(γ(a), e)
)
(10)
= [pr2 ◦ θ]
(
(−σ+(v), σ+), ε
(
v + σ(γ)
)
(v + σ(γ(a)), σ)
)
= [ασ+ ◦ pr2]
(
ε(v + σ(γ))(v + σ(γ(a)), e)
)
= [ασ+ ◦ Ω(ε)] (v + σ(γ)).
Consequently, ǫ ∈ HomE(P , S) holds iff we have
ǫ(v + σ(γ)) = (ασ ◦ ǫ)(γ) ∀ (v, σ) ∈ E, ∀ γ ∈ P . (11)
In particular, this means that the value of ǫ is independent on the starting point of the path γ. Then, it
is straightforward to see that for the spherically symmetric and then (semi-)homogeneous case, we have
R : ǫ(σ(γ)) = ασ ◦ ǫ(γ) ∀ σ ∈ SU(2), ∀ γ ∈ P ,
V : ǫ(v + γ) = ǫ(γ) ∀ ~v ∈ V, ∀ γ ∈ P .
(12)
Here, R := SU(2) acts via θR(σ, (x, s)) := (σ(x), σ · s), and for the linear subspace V ⊆ R3 we define the
action θV : V × P → P , (v, (x, s)) 7→ (v + x, s).
3) Let l ∈ R>0 and x,~v in R
3 with ‖~v‖ = 1, and consider the curve γ : [0, l] → R3, t 7→ t · ~v which we
assume to be contained in P . Moreover, assume that ǫ ∈ Hom(P , SU(2)) is an element, for which the
first relation in (12) holds for all σ ∈ SU(2). Then, for t ∈ R, we let σt := exp(t · z(~v)) for z : R3 → s
defined as in Example 2.2. Then, σt(γ) = γ holds for all t ∈ R, because we have γ(0) = 0, and since σt
corresponds to a rotation in R3 around the axis determined by ~v = γ˙(0). It follows that
ǫ(γ) = ǫ(σt(γ))
(12)
= ασt(ǫ(γ)) = σt · ǫ(γ) · σ
+
t ∀ t ∈ R,
and differentiation at zero gives
0 =
d
dt
∣∣∣
t=0
σt · ǫ(γ) · σ
+
t = z(~v) · ǫ(γ)− ǫ(γ) · z(~v). (13)
Since ǫ(γ) ∈ SU(2) holds, we have
ǫ(γ) =
(
a b
−b a
)
for some a, b ∈ C with |a|2 + |b|2 = 1,
and in combination this with (13), for ~v = ~e1, we obtain ǫ(γ) ∈ H~e1 . Here, for ~v ∈ R
3\{0}, the Torus
H~v ⊆ SU(2) is defined by
H~v := {exp(t · z(~v)) | t ∈ [0, 2π\‖~v‖)}. (14)
Now, if ~v ∈ R3 with ‖~v‖ = 1 is arbitrary, we find some σ ∈ SU(2), such that ~v = σ(~e1) holds. Then, for
γ0 : [0, l] ∋ t 7→ t · ~e1, we have ǫ(γ0) = exp(tl · z(~e1)) for some t ∈ [0, 2π), and the first relation in (12)
gives
ǫ(γ) = ǫ(σ(γ0)) = ασ(ǫ(γ0)) = ασ(exp(tl · z(~e1))) = exp(tl · z(σ(~e1))) = exp(tl · ~v) ∈ H~v. (15)
This will become important for the proof of the second part of Theorem 4.8 in Subsection 4.4. ‡
Finally, a closer look at (15), leads to the following statement (Corollary 3.12) concerning the Ashtekar-
Lewandowski measures µAL on Aω; the quantum configurations space that corresponds to the set Pω of
embedded analytic curves in R3 with compact domain, for P = R3×SU(2). [3] (see also Appendix B in [12])
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Recall that µAL can be characterized by the following property:
Let α = (γ1, . . . , γk) ⊆ Pω be a finite subset, such that
γi ∩ γj ⊆ {γi(ai), γi(bi), γj(aj), γj(bj)} holds for 1 ≤ i 6= j ≤ k
with dom[γi] = [ai, bi] for i = 1, . . . , k. Then, the push forward of µAL by
πα : µAL → SU(2)
k
ω 7→ ((Ω ◦ κ)(ω)(γ1), . . ., (Ω ◦ κ)(ω)(γk))
equals the Haar measure µk on SU(2)
|α|.
Corollary 3.12
Let E = R3 ⋊̺ SU(2) and R = SU(2) be as in Remark and Definition 3.11.2. Then, the Borel sets
AE,ω,AR,ω ⊆ Aω are of measure zero w.r.t. µAL.
Proof: AE,ω,AR,ω are Borel sets, because they are compact by Corollary 3.8. Moreover, it follows from
the algebraic relations in Remark and Definition 3.11.2 that AE,ω ⊆ AR,ω holds. Then, for γ : [0, l] → R3,
t 7→ t · ~v and πγ : Aω → SU(2), ω 7→ (Ω ◦ κ)(ω)(γ), we have
µAL
(
AR,ω
) (15)
≤ µAL
(
π−1γ (H~n)
)
= µ0(H~n) = 0
for the Haar measure µ0 on SU(2). 
4 Symmetry Reduction in LQG
Reduction of the LQG-configuration space, traditionally means to consider the spectrum of a C∗-algebra of
the form AG = AP |AG ⊆ B(AG). [1, 9] Here, G is a Lie group that acts via automorphisms on a SU(2)-
bundle, and P is some set of Ck-paths in the corresponding base manifold, such that AG separates the points
in AG. Conceptually, this means first to reduce the classical configuration space A, and then to quantize by
considering AG = Spec(AG).
Anyhow, the results from Subsection 3.2 now allow to reduce the quantum configuration space directly,
and the fact that then AG ∼= A˜G ⊂ AG can hold, just says that quantization and reduction in general do
not commute; i.e., that there can be some loss of information when first reducing and then quantizing.
In the present section, this will be worked out for homogeneous isotropic LQC. This means that P =
R
3× SU(2) and E = R3⋊̺ SU(2) are as in Example 2.2, and that P essentially denotes the set of all linear,
or all embedded analytic curves in R3. For this, we will need the concept of the Bohr compactification of
a locally compact abelian group (LCA group), being reviewed in the next short subsection, cf. Chapter 1
in [19].
4.1 Bohr compactification
If G is an LCA group, the dual group Γ of G is the set of continuous homomorphisms χ : G → U(1) ⊆ C,
endowed with the group structure
(χ ∗ χ′)(g) := χ(g) · χ′(g), χ−1(g) := χ(g), 1Γ : g 7→ 1 ∀ g ∈ G.
Then, Γ becomes an LCA group, when equipped with the topology generated by the sets
BK,ǫ(χ) := {χ
′ ∈ Γ | |χ(g)− χ′(g)| < ǫ ∀ g ∈ K}.
Here, K ⊆ G is compact, and we have χ ∈ Γ, and ǫ > 0. The Pontryagin duality then states that for Γ̂ the
dual of Γ, the map j : G→ Γ̂, j(g) : χ 7→ χ(g) is an isomorphism and a homeomorphism.
Now, if we equip Γ with the discrete topology, we obtain a further LCA group Γd. The Bohr compact-
ification GBohr of G is defined to be the dual of Γd. Then, GBohr is compact, because this is always the
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case for duals of discrete LCA groups. Moreover, we have Γ̂ ⊆ GBohr, because GBohr equals the set of all
homomorphisms ψ : Γ → U(1), whereby Γ̂ consists of the continuous (w.r.t. the topology on Γ) ones. One
then can show that the map iB : G → GBohr defined as j above, is a continuous isomorphism to the dense
subgroup iB(G) ⊆ GBohr. Now, since Γd is discrete, each compact set is finite, so that the topology on GBohr
is generated by the sets
Bχ,ǫ(ψ) := {ψ
′ ∈ GBohr | |ψ(χ)− ψ
′(χ)| < ǫ} for ǫ > 0 and χ ∈ Γd.
Moreover, it is not hard to see that GBohr is isomorphic and homeomorphic to the spectrum of the C
∗-algebra
CAP(G) of almost periodic functions
9 on G via, cf., e.g., Lemma 3.8 in [14]
r : Spec(CAP(G))→ GBohr, ψ 7→ ψ|Γd , (16)
with what the group structure onGBohr carries over to Spec(CAP(G)) in a suitable way. Then, under the above
identification, the map iB corresponds to the map ιG from Convention 2.5 with G = GA for A = CAP(G),
i.e., is a group homomorphism.
If G is the additive group of real numbers, then Γ consists of the homomorphism χτ : x 7→ eiτx for τ ∈ R.
4.2 Group structures and actions
Let X be a locally compact Hausdorff space, and Cb(X) ⊆ B(X) the set of continuous bounded functions
on X . For an open subset Y ⊆ X , let A0 := C0,Y ⊆ Cb(X) denote the set of the continuous functions on
X that vanish at infinity and outside Y . Finally, assume that A1 ⊆ Cb(X) is some unital C∗-subalgebra,
such that A0 ∩ A1 = ∅ holds, and A := A0 ⊕ A1 ⊆ Cb(X) is closed. Equip the space Y ⊔ Spec(A1) with the
topology generated by the sets of the following types, cf. [9]:
Type 1: V ⊔ ∅ with open V ⊆ Y ,
Type 2: Kc ⊔ Spec(A1) with compact K ⊆ Y ,
Type 3: f−1(U) ⊔ G(f)−1(U) for open U ⊆ C and f ∈ A1.
Then, Proposition 3.4 in [9] states that Spec(A) ∼= Y ⊔ Spec(A1) holds via the homeomorphism ξ : Y ⊔
Spec(A1)→ Spec(A), defined by
ξ(ψ) :=
{
f 7→ f(ψ) if ψ ∈ Y
f0 ⊕ f1 7→ ψ(f1) if ψ ∈ Spec(A1)
(17)
for f0 ∈ A0 and f1 ∈ A1. Moreover, observe that the corresponding relative topologies of Y and Spec(A1)
coincide with their usual ones.
We now will consider the case where X = R and A1 = CAP(R) holds, and where Y ⊆ R is a non-empty
open subset. In this case, Corollary B.2 in [9] shows that A0 ∩A1 = ∅ holds, and that A = A0⊕A1 ⊆ Cb(X)
is closed. Then, we have
Theorem 4.1
There is no continuous group structure on R = Y ⊔RBohr.
Proof: Assume there is such a group structure with multiplication ⋆ and identity e. In a first step, we show
that there is some ψ ∈ R, for which the continuous10 restriction ⋆[ψ, · ]|
RBohr
takes at least one value in Y .
In fact, elsewise, ⋆[ψ,RBohr] ⊆ RBohr holds for each ψ ∈ R, so that for ψ ∈ RBohr 6= ∅, we obtain
e = ⋆
[
ψ−1, ψ
]
∈ RBohr, hence R = ⋆
[
R, e
]
⊆ RBohr, which is impossible as Y 6= ∅ holds.
Thus, we find ψ ∈ R and ψ ∈ RBohr, such that ψ ⋆ ψ ∈ Y holds. Then, the preimage U of Y under the
continuous map ⋆[ψ, · ]|
RBohr
is a non-empty open subset of RBohr, and since RBohr is compact, finitely many
translates of the form ψ + U cover RBohr. Thus, for the cardinality of RBohr, we have
|RBohr| =
∣∣∣∣∣
n⋃
i=0
ψi + U
∣∣∣∣∣ ≤
∣∣∣∣∣
n⊔
i=0
U
∣∣∣∣∣ =
∣∣∣∣∣
n⊔
i=0
⋆[ψ,U ]
∣∣∣∣∣ ≤ n|R| = |R|.
9This is the C∗-subalgebra of B(G) that is generated by the elements of Γ.
10Recall that the relative topology of RBohr w.r.t. that on R, equals its usual one.
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But, this is impossible, because |RBohr| > |R| holds. In fact, if {τα}α∈I ⊆ R is a Q-base of R, then |I| = |R|
holds,11 and we obtain an injective map τ : 2I → RBohr in the following way. For J ⊆ I, we let
δJ (α) :=
{
0 if α ∈ J
2π
τα
if α /∈ J,
and define12 τ(J) : Γ→ U(1) by τ(J)(χ0) := 1, as well as
τ(J) (χτ ) :=
∏n
i=1 χqi·τi(δJ (αi)) for τ =
∑l
i=1 qi · ταi with q1, . . . , ql ∈ Q.
Then, τ is injective, because τ(J)(χq·τα ) = 1 holds for each q ∈ Q iff we have α ∈ J . This shows |RBohr| ≥
|P(I)| = |P(R)| > |R|. 
In the sequel, we will only be concerned with the case where Y = R holds, so that we let R := R ⊔RBohr
in the following. Observe that then R is homeomorphic via (17) to the spectrum of C0(R)⊕ CAP(R).
We close this subsection with an application of Proposition 3.3 to RBohr; a further application can be
found in [13]. For this, let φ : R6=0 ×R→ R denote the multiplicative action, and conclude that
Corollary 4.2
There exists a unique left action Φ: R6=0 ×RBohr → RBohr, such that Φλ ∈ Aut(RBohr) is continuous for
each λ ∈ R6=0, and for which we have
Φ(λ, ι
R
(x)) = ι
R
(λ · x) ∀ λ ∈ R 6=0, ∀ x ∈ R. (18)
This action is not continuous.
Proof: A = CAP(R) is φ-invariant because φ
∗
λχτ = χλτ holds, so that Φ is the unique left action from
Proposition 3.3. This action is not continuous, because φ∗•χτ : λ 7→ χλτ is not continuous for τ 6= 0. Then,
Φλ ∈ Aut(RBohr) is clear from (18) and continuity of Φλ, because φλ ∈ Aut(R) holds, and since ιR is a
homomorphism. 
4.3 Loop quantum cosmology
In this subsection, we will discuss the configuration spaces that have been used for homogeneous isotropic
LQC so far. At the same time, we will provide the facts and definitions that we will need to prove the
inclusion result announced in the beginning of this section.
Thus, for what follows, let P = R3×SU(2), (E, θ), and AE be as in Example 2.2. Moreover, let Pω denote
the set of embedded analytic curves in R3, i.e., the set of all curves with compact domain, which are the
restriction of an analytic immersive embedded curve, defined on an open interval. Let us first emphasize the
most relevant types.
Definition 4.3 (Linear and circular curves)
1) Let Pl consist of all linear curves of the form γ : [a, b] → R3, t 7→ x + (t − a) · ~v, for some x,~v ∈ R3
with ‖~v‖ 6= 0, i.e., γ starts at x and ends at x + (b − a) · ~v. Of course, Pl is closed under inversion and
decomposition of its elements, and each γ ∈ Pl is equivalent to one curve of the form
x+ γ~v,l for x,~v ∈ R
3 with ‖~v‖ = 1 and γ~v,l : [0, l]→ R, t 7→ t · ~v.
2) For ~n,~r, x ∈ R3 with ‖~n‖ = 1 and 0 < τ < 1, define
γx,τ~n,~r : [0, 2πτ ]→ R
3
t 7→ x+ cos(t) · ~r + sin(t) · ~n× ~r.
(19)
This is the curve which starts at x + ~r, has absolute velocity ‖γ˙x,τ~n,~r (t)‖ = ‖~r‖ for all 0 ≤ t ≤ 2πτ ,
and traverses in the plane orthogonal to ~n on a circular orbit with center x and winding number τ in
counterclockwise rotation w.r.t. ~n. The set of all such curves will be denoted by Pc in the following.
Obviously, Pc is closed under decomposition and inversion of its elements.
11
R equals the set F of all finite subsets ofQ×I. Then, |F | = |Q×I| holds sinceQ×I is infinite. Similarly, we have |Q×I| = |I|,
because I is infinite.
12Due to (16), it suffices to specify the values of some element of RBohr on the subset Γ ⊆ CAP(R).
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3) We define Plc := Pl ⊔ Pc.
Then,
Remark 4.4 (Special holonomies)
1) If γ : [a, b]→ R3 is a curve with γ˙(t) = ~v for each t ∈ [a, b], its horizontal lift in (γ(a), e) w.r.t. ωc ∈ AE
is given by γ˜ce(t) = (γ(t), exp (−c · [t− a] · z(~v))), so that we have
pr2 ◦ P
ωc
γ (γ(a), e) = cos(c · [b− a] · ‖~v‖) · 1− sin(c · [b− a] · ‖~v‖) · z (~v/‖~v‖) . (20)
2) Let γτ := γ
0,τ
~e3,r·~e1
∈ Pc, hence
γτ : [0, τ ]→ R, t 7→ r · (cos(t) · ~e1 + sin(t) · ~e2) (21)
for 0 < τ < 2π. Then, it can be deduced from13 Subsection 5.1 in [9] that for βc :=
√
c2r2 + 14 , we have
pr2 ◦ P
ωc
γτ (γτ (0), e) =
e− i2 τ [cos(βcτ) + i2βc sin(βcτ)] crβc e− i2 τ sin(βcτ)
− crβc e
i
2 τ sin(βcτ) e
i
2 τ
[
cos(βcτ) −
i
2βc
sin(βcτ)
]
= exp
(
τ
2 · τ3
)
·
(
cos(βcτ) +
i
2βc
sin(βcτ)
cr
βc
sin(βcτ)
− crβc sin(βcτ) cos(βcτ) −
i
2βc
sin(βcτ)
)
︸ ︷︷ ︸
A(τ,c)
.
(22)
Then, if γ ∈ Pc is arbitrary, we find x ∈ R3 and σ ∈ SU(2), such that γ = x + σ(γτ ) holds for some
0 < τ < 1. Then, property (11) of (Ω ◦ κ)(ιA(ωc)) : γ 7→
(
pr2 ◦ P
ωc
γ
)
(γ(0), e) shows that
pr2 ◦ P
ωc
γ (x, e)
(11)
= ασ
(
pr2 ◦ P
ωc
γτ (γτ (0), e)
) (22)
= ασ
(
exp
(
τ
2 · τ3
)
·A(τ, c)
)
= ασ
(
exp( τ2 · τ3)
)
· ασ(A(τ, c)) = exp(
τ
2 · z(~n)) · ασ(A(τ, c)).
For this, recall that (Ω ◦ κ)(ιA(ωc)) ∈ HomE(Pω , SU(2)) holds, because we have ιA(AE) ⊆ AE by (8). ‡
Now, for a set of paths Pα, let ιA, i∗AE denote the maps from (8), and define
APα Aα|AE Spec(Aα) Spec(AE,α) ιA(AE) AE i
∗
AE
Aα AE,α Aα AE,α A˜E,α AE,α i∗α
Then, AE,α ∼= A˜E,α ⊆ AE,α ⊆ Aα holds by (8), whereby the isomorphism is the map i∗α : AE,α → A˜E,α. In
the following, we will restrict to the cases where α ∈ {ω, lc, l} holds, whereby the relations of the corresponding
spaces are sketched in the next diagram.
13Alternatively, confer Lemma 5.6.1 in [14].
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R∼= // A˜E,ω
⊂ //
❴
j∗1
∼=

AE,ω
❴
restr.

⊂ // Aω
❴
restr.

R
∼= // A˜E,lc
❴
j∗2

⊂ // AE,lc
❴
restr.

⊂ // Alc
❴
restr.

RBohr
∼= // A˜E,l
= // AE,l
⊂ // Al.
Now, to explain this diagram, let us identify AE ⊆ A with R via the map v : R → AE , c 7→ ωc. This will
allow us to consider the spaces on the left hand side of the diagram as spectra of certain C∗-subalgebras of
the bounded functions on R.
• The restrictions on the right hand side can easily be understood in terms of homomorphisms of paths. For
this observe that the sets Pω, Plc, Pl are independent by Lemma B.5.5, so that Aα ∼= Hom(Pα,MorF )
holds for each α ∈ {ω, lc, l}. Thus, for ǫ ∈ Hom(Pω,MorF ), the restriction of ǫ to Plc is an element in
Hom(Plc,MorF ), and the analogous statement holds for lc and l instead of ω and lc, respectively. Moreover,
if ǫ is E-invariant, the same is obviously true for the respective restriction.
• The equality A˜E,l = AE,l and the proper inclusion A˜E,ω ⊂ AE,ω are shown in Theorem 4.8. The proper
inclusion for α = lc, then follows by the same argument as in the embedded analytic case, but we will not
prove this in the following.
• To see that the inclusions AE,α ⊆ Aα are indeed proper, it suffices to consider ǫ ∈ Hom(Pω, SU(2)),
defined by14
ǫ(γ) :=
{
exp
(
l · 〈~v,~e1〉 · τ1
)
if γ ∼A [x+ γ~v,l] ∈ Pl
e else.
In fact, applying a rotation by π/2 around ~e2, we see that already the restriction of ǫ to Pl cannot be
E-invariant.
• The maps j∗1 and j
∗
2 on the vertical arrows on the left hand side arise from Lemma 2.4.1 applied to the
canonical injections j1 : AE,lc → AE,ω and j2 : AE,l → AE,lc, so that
j∗1 : χ 7→ χ|AE,lc and j
∗
2 : χ 7→ χ|AE,l
are just restriction maps. The isomorphism property of j∗1 then corresponds to the fact that linear and
circular curves are sufficient to generate AE,ω, i.e., that we have AE,ω = AE,lc. This was proven in [9], by
computation of v∗(AE,ω) and v
∗(AE,lc), both turning out to equal C0(R) ⊕ CAP(R) whose spectrum is
homeomorphic to R = R ⊔RBohr equipped with the topology defined in Subsection 4.2. [9]
• We have A˜E,l ∼= AE,l = Spec(AE,l) ∼= RBohr as, by Remark 4.4.1, the
∗-algebra v∗(GPl) ⊆ B(R) is
generated by the homomorphisms χτ . In fact, then we have
v∗(AE,l) = v
∗
(
Al|AE
)
= v∗
(
APl |AE
)
= v∗
(
GPl |AE
)
= v∗ (GPl) = CAP(R),
hence AE,l = Spec(AE,l) ∼= Spec(v∗(AE,l)) = Spec(CAP(R)) = RBohr. ‡
Now, in the framework of LQG, the configuration space of the full gravitational theory is given by Aω =
Spec(Aω), whereby that of homogeneous isotropic LQC is traditionally chosen to be AE,l ∼= RBohr. [1]
Then, in [5], it was shown that there is no possibility to extend the injection v to an embedding of RBohr
into Aω, i.e., that there is no embedding ς0 : RBohr → Aω, such that Diagram I) commutes. This arises
from the fact that, for the definition of RBohr ∼= Spec(AE,l) and Aω = Spec(Aω) different sets of curves are
used. In fact, due to [9], it is a necessary condition for existence of ς0 that v
∗(Aω) ⊆ CAP(R) holds. But,
14Here, well-definedness follows by the same arguments as in Theorem 4.8, so that we will omit the proof at this point. Basically,
one has to show that an embedded analytic curve γ is already equivalent to some linear curve if this is the case for a subcurve
of γ.
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this is not the case as there exist functions in Aω, whose pullbacks by v are elements in C0(R). In contrast
to that, there exists such an embedding ςl for AE,l = Spec(AE,l), just by Lemma 2.6.3, cf. Diagram II).15
RBohr
ς0 // Aω
R
v //
ι
R
OO
A
ιA
OO
I) Aω = Spec(Aω)
no such embedding ς0
RBohr
v∗
∼=
// AE,l
i∗l // Al
R
v
∼=
//
ι
R
OO
AE
ιAE
OO

 i // A
ιA
OO
II) Al = Spec(Al)
embedding ςl := i∗l ◦ v
∗ : RBohr → Al
Then, in order to obtain a reduced configuration space that is canonically embedded into Aω, in [9], the
restriction C∗-algebra v∗(AE,ω) = (iω ◦ v)∗(Aω) = C0(R)⊕CAP(R) has been introduced, and the embedding
property of the map
i∗ω ◦ v
∗ : Spec(v∗(AE,ω))→ Aω,
hence, of the map ς = i∗ω ◦ v
∗ ◦ ξ : R→ Aω has been verified, cf. Diagram III).
R
ξ
∼=
// Spec(v∗(AE,ω))
v∗
∼=
// AE,ω
i∗ω // Aω
R
ι
R
OO
v
∼=
// AE
ιAE
OO

 i // A
ιA
OO
III) embedding ς := i∗ω ◦ v
∗ ◦ ξ : R→ Aω
In the next subsection, we will use this embedding, in order to show that A˜E,ω ⊂ Aω holds; and for this, the
following lemma will be crucial.
Lemma 4.5
Let ξ : R→ Spec(C0(R)⊕CAP(R)) be defined by (17). Then, ξ(ψ)(χτ ) = 1 holds for each τ ∈ R iff we have
ψ ∈ {0
R
, 0Bohr}.
Proof: Obviously, ξ(ψ)(χτ ) = 1 holds for all τ ∈ R if we have ψ ∈ {0R, 0Bohr}. Moreover, if ξ(ψ)(χτ ) = 1
holds for each τ ∈ R for ψ = y ∈ R, we must have y = 0, because ξ(y)(χπ/2y) = i holds for y 6= 0. Finally,
if we have ψ ∈ RBohr, then ψ(χτ ) = 1 = 0Bohr(χτ ) for each τ ∈ R already implies ψ = 0Bohr, because the
functions χτ generate CAP(R). 
So far, we have illustrated that, in contrast to RBohr, the space R has the advantage to be canonically
embedded (via ς) into the quantum configuration space Aω of full LQG. Then, the next step would be to
construct a reasonable measure on R, defining a suitable kinematical L2-Hilbert space. Motivated by RBohr,
one might first look for Haar measures on R; but, due to Theorem 4.1, no such measure can exist. Thus, one
should lower the ambitions, and investigate all finite Radon16 measures on R. The next lemma is supposed
to serve as a starting point for this, cf. also Conclusions in [9]
Lemma 4.6
Let B(
R
), B(R), and B(RBohr) denote the Borel σ-algebras of the topological spaces R, R, and RBohr,
respectively. Then,
1) We have B(
R
) = B(R) ⊔B(RBohr).
15In this diagram, i∗l : Spec(AE,l) → Spec(Al) denotes the embedding that corresponds to the injection i : AE → A, and
analogously for the isomorphism v∗.
16This means an inner regular and locally finite measure, defined on the Borel σ-algebra of R.
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2) If µ is a finite Radon measure on B(
R
), then µ|B(R) and µ|B(RBohr) are finite Radon measures as well.
Conversely, if µ
R
and µB are finite Radon measures on B(R) and B(RBohr), respectively, then
µ(A) := µ
R
(A ∩R) + µB(A ∩RBohr) ∀ A ∈ B(R) (23)
is a finite Radon measure on B(
R
).
Proof: 1) The right hand side is a σ-algebra, and contains the σ-algebra on left hand side because U ∩R ∈
B(R) as well as U ∩RBohr ∈ B(RBohr) holds for each open subset U ⊆ R. Now, B(R) ⊆ B(R) holds,
because if U ⊆ R is open, then it is open in R as well. Finally, B(RBohr) ⊆ R holds because if A ⊆ RBohr
is closed, it is compact, hence compact (closed) in R.
2) The restrictions are well defined by the first part, and obviously finite. Their inner regularity is clear,
because a subset of R or RBohr is compact iff it is compact w.r.t. the topology on R. Now, for the second
statement, let µ be defined by (23). Then, µ is a finite Borel measure by the first part, and its inner
regularity follows by a simple ǫ/2 argument from the inner regularities of µ
R
and µB. 
Lemma 4.6 shows that each normalized Radon measure on R can be written as
µt(A) := t µR(A ∩R) + (1− t) µB(A ∩RBohr) ∀A ∈ B(R)
for t ∈ [0, 1], and normalized Radon measures µ
R
and µB on B(R) and B(RBohr), respectively. Thus, it
remains to fix the measures µ
R
and µB, as well as the parameter t. For µR and µB , this might be done
by writing R as a projective limit in a suitable way;17 and for the dependence of the induced Hilbert space
structure on the parameter t, observe that for fixed µ
R
, µB, and t1, t2 ∈ (0, 1), the spaces L2
(
R, µt1
)
and
L2
(
R, µt2
)
are isometrically isomorphic. In fact, for A ∈ B(
R
), let χA denote the respective characteristic
function, and define the map
ϕ : L2
(
R, µt1
)
→ L2
(
R, µt2
)
ψ 7→
√
t1
t2
χ
R
· ψ +
√
(1− t1)
(1− t2)
χ
RBohr
· ψ.
Then, it is immediate that ϕ is an isometric isomorphism, so that the parameter t gives rise to at most 3
different Hilbert space structures in this case.
4.4 Symmetry reduction on quantum level
In this final subsection, we want to clarify the inclusion relations between RBohr and AE,l, as well as that
between R and AE,ω, cf. the Diagrams II) and III), respectively.
As already mentioned in the previous subsection, the sets Pα are independent for α = {ω, lc, l} by Lemma
B.5.5, so that the corresponding map κ : Aα → Hom(Pα,MorF) is bijective. Now, define ν := {(x, e)}x∈R3,
and let Ω be as in Remark and Definition 3.11.1. Then, for γ ∈ Pα with dom[γ] = [a, b] and ω ∈ Aα, we have
(Ω ◦ κ)(ω)(γ) = pr2(κ(ω)(γ)(γ(a), e)) = pr2
(
limβ P
ωβ
γ (γ(a), e)
)
= limβ h
ν
γ(ωβ) = limα
(
ιA(ωβ)
(
[hνγ ]ij
))
ij
=
(
ω([hνγ ]ij)
)
ij
∈ SU(2),
(24)
whereby {ωβ}β∈I ⊆ A is a net with {ιA(ωβ)}β∈I → ω. For the last line, observe that there are only finitely
components [hνγ ]ij , each of them contained in Aα.
Now, in the analytic case, let ∆: R → HomE(Pω, SU(2)) denote the injective composition Ω ◦ κ ◦ ς , for
ς the map from Diagram III). Then, we have the following corollary to Lemma 4.5.
17During the evaluation of the present article, this has been done in [12]. Moreover, in [13], Proposition 3.3 has been used, in order
to single out the Bohr measure by means of the same invariance property on both the standard cosmological configuration
space RBohr as well as on R.
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Corollary 4.7
If ∆(ψ)(γ) = e holds for each γ ∈ Pl ⊆ Pω, we have ψ ∈ {0Bohr, 0R}.
Proof: If γ : [0, l]→ R3 is a curve with γ˙(t) = ~e1 for all t ∈ [0, l], then
∆(ψ)(γ)
(24)
=
(
ς(ψ)
(
[hνγ ]ij
))
ij
=
((
i∗ω ◦ v
∗ ◦ ξ
)
(ψ)
(
[hνγ ]ij
))
ij
=
(
ξ(ψ)
(
[hνγ ◦ v]ij
))
ij
=
(
ξ(ψ)
([
pr2 ◦ P
v(·)
γ
]
ij
))
ij
(20)
=
(
ξ(ψ)(c 7→ cos(lc)) ξ(ψ)(c 7→ i sin(lc))
ξ(ψ)(c 7→ i sin(lc)) ξ(ψ)(c 7→ cos(lc))
)
,
(25)
hence ξ(ψ)(χl) = 1 for all l ∈ R. Thus, the claim is clear from Lemma 4.5. 
Now, before we come to the final statement, let us first recall the equivalence relations ∼par and ∼im on Pω,
defined in Appendix B. This is that for γ, γ′ ∈ Pω with dom[γ] = [a, b] and dom[γ′] = [a′, b′], we have
• γ ∼par γ′ iff γ = γ′ ◦ ρ holds for some analytic diffeomorphism ρ : I → I ′ ⊆ R with ρ([a, b]) = [a′, b′] and
ρ˙ > 0.
• γ ∼im γ′ iff im[γ] = im[γ′], γ(a) = γ′(a′), and γ(b) = γ′(b′) holds.
Then, in the proof of the next theorem, we will make free use of the fact that the equivalence relations
∼A,∼par, and ∼im mutually coincide, cf. Lemma B.5.3.
Theorem 4.8
We have R ∼= A˜E,ω ⊂ AE,ω as well as RBohr ∼= A˜E,l = AE,l.
Proof: Statement 1:
For the first statement, let ǫ˜ : R>0 × (0, 1)→ R be a function with
ǫ˜(r, x+ y) = ǫ˜(r, x) + ǫ˜(r, y) mod 2π,
whenever r ∈ R>0 and x, y, x + y ∈ (0, 1) holds. Then, we obtain an element ǫ ∈ HomE(Pω, SU(2)) if we
define
ǫ(γ) :=
{
exp(ǫ˜(‖~r‖, τ) · z(~n)) if γ ∼A γ
x,τ
~n,~r ∈ Pc
e else.
In fact, since ∼A and ∼im coincide, we have
γx,τ~n,~r ∼A γ
x′,τ ′
~n′,~r′ ⇐⇒ ~r = ~r
′, ~n = ~n′, x = x′, τ = τ ′,
so that ǫ is well defined as a map. Then, the homomorphism properties are easily verified for such γ that are
equivalent to some element in Pc. For the other curves, it suffices to show that
γ 6∼A γc ∀ γc ∈ Pc =⇒ γ|K 6∼A γc ∀ γc ∈ Pc,
for each compact interval K ⊆ dom[γ]. For this, let us assume that γ|K ∼A δ|K′ holds for some δ : R→ R3,
defined as the elements of Pc by (cf. (19))
δ : t 7→ x+ cos(t) · ~r + sin(t) · ~n× ~r.
Then, since ∼A and ∼par coincide, we have γ|K = δ|K′ ◦ρ|K for some analytic diffeomorphism ρ : I → I
′ ⊆ R
with ρ(K) = K ′ and ρ˙ > 0. Let ρ˜ : I˜ → I˜ ′ ⊆ R denote its maximal analytic immersive extension, and define
D := I˜ ∩ dom[γ].
• If D = dom[γ] holds, we have done, because then analyticity implies γ = δ ◦ ρ˜|dom[γ]; hence γ ∼im δ|L for
L := ρ˜(dom[γ]) compact. For this observe that δ|L ∈ Pc holds, because we must have sup(L)−inf(L) < 2π,
since otherwise γ cannot be injective.
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• In the other case, we find a boundary point t of D, such that each open interval containing t intersects D
and dom[γ]\D non-trivially.
Let {tn}n∈N ⊆ D\{t} be a monotonous sequence with limn tn = t. Then, limn ρ˜(tn) = t′ ∈ R must exist,
because sup[ρ˜(D)]− inf[ρ˜(D)] ≤ 2π must hold by injectivity of γ. Then, Lemma B.5.1 applied to a suitable
extension γ˜ of γ and a suitable restriction of δ, provides us with open intervals J, J ′ with t ∈ J and t′ ∈ J ′,
such that γ˜|J = δ ◦ τ holds for some analytic diffeomorphism τ : J → J ′ that necessarily coincides on
J ∩ D 6= ∅ with ρ˜. Thus, ρ˜ can be extended to D ∪ J ⊃ D, which contradicts the maximality of D as
J ∩ [D\dom[γ]] is non-empty.
Thus, to finish the proof of the first part, it remains to show the invariance (11) of ǫ, and that we can choose
ǫ˜ in such a way that ǫ /∈ im[∆] holds. The first point is clear for such γ that are not equivalent to any curve
in Pc, just because ασ(e) = e holds for all σ ∈ SU(2). Anyhow, if γ ∼A γ
x,τ
~n,~r holds, we obviously have
v + σ(γ) ∼A γ
v+σ(x),τ
σ(~n),σ(~r) =⇒ ǫ(v + σ(γ)) = exp(ǫ˜(‖σ(~r)‖, τ) · z(σ(~n)))
= exp(ǫ˜(‖~r‖, τ) · Ad(σ)(z(~n)))
= ασ(exp(ǫ˜(‖~r‖, τ) · z(~n)))
= ασ ◦ ǫ(γ).
Then, for ǫ˜0(r, τ) := 0 and ǫ˜±(r, τ) := ±2πτ , we have
ǫ0
(
γx,τ~n,~r
)
= e and ǫ±
(
γx,τ~n,~r
) (2)
= ±τi for τ =
1
4 and ~n = ~ei,
as well as ǫ0(γ) = ǫ±(γ) = e for all γ ∈ Pl. Thus, if A˜E,ω = AE,ω would hold, Corollary 4.7 would imply
ǫ0, ǫ± ∈ ∆({0Bohr, 0R}), which is impossible because ǫ0 6= ǫ+ 6= ǫ− 6= ǫ0 holds.
Statement 2:
We need to construct a preimage of each ǫ ∈ HomE(Pl, SU(2)) under the map
Ω ◦ κ ◦ ςl : RBohr → HomE(Pl, SU(2))
for ςl : RBohr → Al as defined in Diagram II) in Subsection 4.3. For this, let us first observe that each
γ ∈ Pl is equivalent to a linear curve of the form x+ γ~v,l for some x,~v ∈ R
3 and l ∈ R>0 with ‖~v‖ = 1, cf.
Definition 4.3.1.
Then, for each ǫ ∈ HomE(Pl, SU(2)), we have ǫ(x + γ~v,l) = ǫ(γ~v,l), so that each such ǫ is completely
determined by its values on the curves γ~v,l. Moreover, since for each ~v
′ ∈ R3 with ‖~v′‖ = 1, we find some
σ ∈ SU(2) with σ(~v) = ~v′, (11) shows that ǫ is even completely determined by its values on the curves γ~v,l
for some fixed ~v, and all l ∈ R>0. Now, since ǫ(γ~v,l) ∈ H~v holds by (15), we have
ǫ(γ~v,l) = exp(ǫ˜(l) · z(~v)) ∀ l ∈ R>0,
whereby ǫ˜(l) ∈ [0, 2π) is uniquely determined by the properties of the exponential map of SU(2), cf. (2).
Then, ǫ˜ : R>0 → [0, 2π) defined in this way, necessarily fulfills
ǫ˜(l1 + l2) = ǫ˜(l1) + ǫ˜(l2) mod 2π ∀ l1, l2 ∈ R>0 (26)
again by the properties of the exponential map of SU(2), because we have
exp(ǫ˜(ll + l2) · z(~v)) = ǫ(γ~v,l1+l2) = ǫ(l1 · ~v + γ~v,l1) · ǫ(γ~v,l2) = ǫ(γ~v,l2) · ǫ(γ~v,l1)
= exp(ǫ˜(l1) · z(~v)) · exp(ǫ˜(l2) · z(~v)) = exp([ ǫ˜(l1) + ǫ˜(l2)] · z(~v)).
Now, let us define ψǫ ∈ RBohr by ψǫ(χ0) := 1 and ψǫ(χτ ) := e
i sign(τ) ǫ˜(|τ |) for τ 6= 0. Then, ψǫ is well defined,
because
ψǫ(χτ ∗ χτ ′) = e
i sign(τ+τ ′) ǫ˜(|τ+τ ′|) = ei sign(τ) ǫ˜(|τ |)ei sign(τ
′) ǫ˜(|τ ′|) = ψǫ(χτ ) ψǫ(χτ ′).
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holds. Here, the second equality is clear for sign(τ) = sign(τ ′), and follows from
ǫ˜(τ) = ǫ˜(τ − τ ′ + τ ′)
(26)
= ǫ˜(τ − τ ′) + ǫ˜(τ ′) mod 2π for τ > τ ′ > 0
in the other cases. Then, for ǫ′ := (Ω ◦ κ ◦ ςl)(ψǫ) and γ = γ~e1,l, we have
ǫ′(γ)
(24)
=
(
ςl(ψǫ)
([
hνγ
]
ij
))
ij
=
(
ψǫ
([
hνγ ◦ v
]
ij
))
ij
(20)
=
(
ψǫ(c 7→ cos(lc)) ψǫ(c 7→ i sin(lc))
ψǫ(c 7→ i sin(lc)) ψǫ(c 7→ cos(lc))
)
=
(
cos(ǫ˜(l)) i sin(ǫ˜(l))
i sin(ǫ˜(l)) cos(ǫ˜(l))
)
= exp(ǫ˜(l) · z(~e1)) = ǫ(γ~e1,l),
so that for γ~v,l ∈ Pl and σ ∈ SU(2) with σ(~e1) = ~v, we have
ǫ′(γ~v,l) = ǫ
′(σ(γ~e1,l)) = (ασ ◦ ǫ
′)(γ~e1,l) = (ασ ◦ ǫ)(γ~e1,l) = ǫ(σ(γ~e1,l)) = ǫ(γ~v,l).
Since this holds for all l ∈ R>0, we must have ǫ′ = ǫ, as both homomorphisms are completely determined
by their images on the curves {γ~v,l}l∈R>0 . 
Let us close this section with the following
Remark 4.9
It is immediate from the proof of the second statement in Theorem 4.8 that the continuous group structure
on RBohr corresponds to the group structure on HomE(Pl, SU(2)) defined by
(ǫ1 ∗ ǫ2)(γ) := ǫ1(γ) · ǫ2(γ) ǫ
−1(γ) := ǫ(γ)−1 e(γ) := e ∀ γ ∈ Pl.
These operations are well defined, because [ǫ1(γ), ǫ2(γ)] = 0 holds for all ǫ1, ǫ2 ∈ HomE(Pl, SU(2)) and each
γ ∈ Pl, just because ǫ(γ~v,l) ∈ H~v holds for all ǫ ∈ HomE(Pl, SU(2)) by (15). Now, we are interested in
measures on the spaces AE,ω and AE,ω; and since
AE,ω ∼= A˜E,ω ⊆ AE,ω ∼= HomE(Pω, SU(2))
AE,ω ∼= AE,lc ∼= A˜E,lc ⊆ AE,lc ∼= HomE(Plc, SU(2))
holds, one might ask whether the same group structure can also be defined on one of the spaces HomE(Pω , SU(2))
or HomE(Plc, SU(2)). Here, the crucial question is, whether [ǫ1(γ), ǫ2(γ)] = 0 holds for all γ ∈ Pc, and all
ǫ1, ǫ2 ∈ HomE(Plc, SU(2)), which is unfortunately not the case. In fact, let
γτ : [0, 2πτ ]→ R, t 7→ r · (cos(t) · ~e1 + sin(t) · ~e2)
be as in (21), as well as HomE(Plc, SU(2)) ∋ ǫc : γ 7→ pr2 ◦ P
ωc
γ (γ(0), e) be as in (22). Then, for
x := 1r
√
π2
τ2 −
1
4 and y :=
1
2r
√
π2
τ2 − 1,
we have τ · βx = τ ·
√
x2r2 + 14 = π and τ · βy = τ ·
√
y2r2 + 14 =
π
2 , and obtain from (22) that
ǫx(γτ ) =
(
−e−i
τ
2 0
0 −ei
τ
2
)
and ǫy(γτ ) =
(
iτ
π e
−i τ2 2yrτ
π e
−i τ2
− 2yrτπ e
i τ2 − iτπ e
i τ2
)
holds, hence [ǫx(γτ ), ǫy(γτ )] 6= 0. ‡
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5 Conclusions
As we have seen in Lemma 3.7, quantum reduction is always possible if the set of curves P used to define the
quantum configuration space of the full theory is invariant under the action induced on the base manifold.
This is the case in the standard situation where P = Pω is the set of embedded analytic curves, provided
that the action under consideration is analytic. For instance, this is the case for homogeneous isotropic,
spherically symmetric, and homogeneous LQC; and in each of these situations, invariance also holds for the
set Pl ⊆ Pω of linear curves. For homogeneous isotropic LQC, this made it possible to compare quantum-
reduction with the traditional approach for both Pl and Pω. More precisely, in Theorem 4.8, we have shown
that quantization and reduction commute in the linear, but not in the analytic case.
Moreover, quantum-reduced configuration spaces are always embedded into the quantum configuration
space of the full theory, as well as determined by the algebraic relation (9) if the set of curves under
consideration is additionally independent and closed under decompositions and inversions.18 In fact, then
the quantum configuration space of the full theory can be identified with a certain space of homomorphisms
of paths, whereby the quantum-reduced configuration space then consists of exactly such homomorphism,
which fulfil condition (9).
In Theorem 4.1, we have shown that no Haar measure exists on the cosmological configuration space
R ⊔RBohr; and in Lemma 4.6, we have characterized the finite Radon measures on this space.
Comment: During the evaluation of this article, in [14], it was shown that quantization and reduction do not
commute in (semi)-homogeneous LQC as well. Moreover, using Proposition 3.3, in [13], the Bohr measure
has been singled out on RBohr and R⊔RBohr by means of the same invariance condition; and in [12] further
Radon measures have been constructed on R ⊔RBohr by means of projective structure techniques.
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Appendix
A Technical Proofs
This section contains the proof of Lemma 3.7. Moreover, we determine the set of homogeneous isotropic
connections (3) introduced in Example 2.2, and prove a claim made in the introduction.
A.1 The proof of a lemma in Subsection 3.2
Proof of Lemma 3.7: Let P ∋ γ : [a, b] → M , ω ∈ A, and g ∈ G. Moreover, denote by γωp the horizontal
lift of γ w.r.t. ω in p ∈ π−1(γ(a)), and define
γ˜ := ϑ(g, γ), γ˜ωp := θ(g, γ
ω
p ), ω˜ := φ(g, ω), p˜ := θ(g, p).
Then, γ˜ωp (a) = p˜ holds, as well as π ◦ γ˜
ω
p (t) = π ◦ θ(g, γ
ω
p (t)) = ϑ(g, γ(t)) = γ˜(t) for each t ∈ [a, b], and
ω˜γ˜ωp (t)
(
˙˜γωp (t)
)
= (θ∗g−1ω)γ˜ωp (t)
(
˙˜γωp (t)
)
= ωγωp (t)(γ˙
ω
p (t)) = 0.
This shows that γ˜ωp (t) is the horizontal lift of γ˜ w.r.t. ω in p˜, hence
P
φ(g,ω)
g·γ (θ(g, p)) = P
ω˜
γ˜ (p˜) = γ˜
ω
p (b) = θ
(
g,Pωγ (p)
)
. (27)
18By Lemma B.5.5, each subset P ⊆ Pω is automatically independent if it is closed under decompositions and inversions.
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Then, if we substitute p by p′ := θ(g−1, p), as well as γ by γ′ := ϑ(g−1, γ), we obtain P ω˜γ (p) = θ(g,P
ω
γ′(p
′)).
Now, let ν = {νx}x∈M ⊆ P and ψx, be as in Definition 2.3. Then, for p = νγ(a) and γ
′, p′ as above, we
obtain from the morphism properties of the maps θ(g, ·), Pωγ′, and ψγ(b) that(
φ∗g h
ν
γ
)
(ω) = hνγ(φ(g, ω)) = ψγ(b) ◦ P
ω˜
γ
(
νγ(a)
)
= ψγ(b) ◦ θ
(
g,Pωγ′
(
θ
(
g−1, νγ(a)
)))
= ψγ(b) ◦ θ
(
g,Pωγ′
(
νγ′(a)
)
· ψγ′(a)
(
θ
(
g−1, νγ(a)
)))
(28)
= ψγ(b)
[
θ
(
g,Pωγ′
(
νγ′(a)
))
· ψγ′(a)
(
θ
(
g−1, νγ(a)
))]
= ψγ(b)
[
θ(g, νγ′(b)) · ψγ′(b)
(
Pωγ′
(
νγ′(a)
))]
· ψγ′(a)
(
θ
(
g−1, νγ(a)
))
= ψγ(b)
[
θ(g, νγ′(b))
]
· ψγ′(b)
(
Pωγ′
(
νγ′(a)
))
· ψγ′(a)
(
θ
(
g−1, νγ(a)
))
= ψγ(b)
[
θ(g, νγ′(b))
]︸ ︷︷ ︸
δ1
· hνγ′(ω) · ψγ′(a)
(
θ
(
g−1, νγ(a)
))︸ ︷︷ ︸
δ2
.
Thus, for the generators ρij ◦ hνγ of AP , we have
φ∗g
(
ρij ◦ hνγ
)
= ρij
(
δ1 · hνγ′ · δ2
)
=
∑
p,q ρip(δ1) · ρqj(δ2) · ρpq ◦ h
ν
γ′ ∈ GP ,
so that φ∗g (GP) ⊆ AP holds. Then, for f ∈ AP , we let GP ⊇ {fn}n∈N → f be a converging sequence, and
obtain φ∗gfn → φ
∗
gf ∈ AP , because φ
∗
g is an isometry. 
A.2 The proof of a claim made in Section 1
Lemma A.1
If γ ∈ Pc is fixed, the parallel transport functions c 7→
(
pr2 ◦ P
ωc
δ
)
ij
for 1 ≤ i, j ≤ 2 along the curves
δ ∈ {γ,Pl}, already generate the C
∗-algebra C0(R)⊕ CAP(R).
Proof: We have γ = x+ σ(γτ ) for some x ∈ R3, some σ ∈ SU(2), and (cf. Remark 4.4.2)
Pc ∋ γτ : [0, τ ]→ R, t 7→ r · (cos(t) · ~e1 + sin(t) · ~e2)
for some 0 < τ < 2π. Thus, by invariance, the parallel transports along γ, give rise to the function
f : c 7→
(
pr2 ◦ P
ωc
γτ (γτ (0), e)
)
11
,
explicitly given by
f(c)
(22)
= e−
i
2 τ
[
cos(βcτ) +
i
2βc
sin(βcτ)
]
for βc =
√
c2r2 + 14 .
The unique decomposition of f into the vector space direct sum C0(R)⊕ CAP(R), is given by
f(c) = e−
i
2 τ
[
cos(βcτ) +
i
2βc
sin(βcτ)− cos(rτc)
]
⊕ e−
i
2 τ cos(rτc).
Now, since the first summand f0 ∈ C0(R) vanishes nowhere, the functions {f0 · χl}l∈R separate the points
in R; hence, generate C0(R) by the complex version of the Stone-Weierstrass theorem for locally compact
Hausdorff spaces. Thus, since the functions χl arise from parallel transports along linear curves, the claim
follows, cf. Remark 4.4.1. 
A.3 Homogeneous isotropic connections
Let us recall the following result from Wang. [20]
Theorem (Hsien-Chung Wang)
Let (θ,G) be a Lie group of automorphisms of the principal fibre bundle (P, π,M, S), such that the induced
action ϑ is transitive. Then, for each p ∈ P , the map ω 7→ θ∗pω is a bijection between the G-invariant
connections on P , and the linear maps L : g→ s that fulfil
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1) L(~j ) = deψp(~j ) for all ~j ∈ gπ(p),
2) L ◦Ad(j) = Ad(ψp(j)) ◦ L for all j ∈ Gπ(p).
Here, the homomorphism ψp : Gπ(p) → S is determined by θ(j, p) = p · ψp(j), and gπ(p) denotes the Lie
algebra of the stabilizer Gπ(p) of π(p) w.r.t. the induced action ϑ on M . 
Now, assume that we are in the situation of Example 2.2, i.e., that we have P = R3 × SU(2) and G = E =
R
3 ⋊̺ SU(2). We now show that the (obviously smooth) connections
ωc(x,s)(~vx, ~σs) = c Ad(s
+)[z(~vx)] + s
+~σs (~vx, ~σs) ∈ T(x,s)P
for c ∈ R, are exactly the E-invariant ones.
First, to verify their E-invariance, let (x, s) ∈ P , (v, σ) ∈ E, and (~vx, ~σs) ∈ T(x,s)P . Then, d(x,s)θ(v,σ)(~vx, ~σs) =
(σ(~vx), σ · ~σs) holds, so that we have
(θ∗(v,σ)ω
c)(x,s)(~vx, ~σs) = ω
c
(v+σ(x),σ·s)(d(x,s)θ(v,σ)(~vx, ~σs))
= cAd(s+σ+) [z ◦ σ(~vx)] + s
+σ+σ · ~σs
= c (Ad(s+) ◦Ad(σ+) ◦Ad(σ) ◦ z)(~vx) + s
+~σs
= cAd(s+)[z(~vx)] + s
+~σs
= ωc(x,s)(~vx, ~σs).
(29)
It remains to show that each E-invariant connection equals ωc for some c ∈ R. For this observe that
θ∗(0,e)ω
c(~v,~s) = c z(~v) + ~s
holds by (29), so that we only have to show that there are no other linear maps L : R3× su(2)→ su(2) that
fulfil 1) and 2) in Wang’s theorem.
For this, observe that π(p) = 0 and E0 = {0} × SU(2) holds, so that for j = (0, σ) ∈ E0, we have
j · p = (0, σ) · (0, e) = (0, σ) = p · σ,
hence ψp(j) = σ. Thus, if L : R
3 × su(2)→ su(2) is a linear map as in Wang’s theorem, then, together with
Condition 1), this gives L(~s) = deψp(~s) = ~s. Thus, it remains to show that L(~v) = c z(~v) holds for some
c ∈ R, and each ~v ∈ R3. Due to Condition 2), we have
L(~v) = [Ad(σ+) ◦ L ◦Ad(σ)](~v) ∀ σ ∈ SU(2),
whereby
Ad(σ)(~v) =
d
dt
∣∣∣
t=0
(0, σ) ·̺ (t · ~v, e) ·̺ (0, σ)
−1 =
d
dt
∣∣∣
t=0
(σ(t · ~v), σ) ·̺ (0, σ
+)
=
d
dt
∣∣∣
t=0
(σ(t · ~v), σ · σ+) = (σ(~v), 0),
hence L(~v) = (Ad(σ+) ◦ L)(σ(~v)) for each ~v ∈ R3, and each σ ∈ SU(2). Then, for σt := exp(t · ~s) with
~s ∈ su(2), it follows from linearity of L that
0 =
d
dt
∣∣∣
t=0
L(~v) =
d
dt
∣∣∣
t=0
(Ad(σ+t ) ◦ L)(σt(~v)) =
d
dt
∣∣∣
t=0
σ+t · (L ◦ z
−1)(σt · z(~v) · σ
+
t ) · σt
lin.
= −~s · L(~v) + (L ◦ z−1) (~s · z(~v)− z(~v) · ~s) + L(~v) · ~s.
Consequently, [~s, L(~v)] = (L ◦ z−1) ([~s, z(~v)]) holds for all ~v ∈ R3, and all ~s ∈ su(2), so that for 1 ≤ i, j, k ≤ 3,
we have
[τi, L(~ej)] = (L ◦ z
−1)([τi, τj ]) = 2ǫijk(L ◦ z
−1)(τk) = 2ǫijkL(~ek).
This enforces L(~v) = c z(~v) for some c ∈ R, and all ~v ∈ R3, hence
L(~v,~s) = L(~v) + L(~s) = c z(~v) + ~s.
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B Homomorphisms of Paths
In this section, we will prove slight variations of statements from [2] that we need in the main text. So, for
the rest of this section, let (P, π,M, S) be a principal fibre bundle with compact structure group S, and
ν = {νx}x∈M a section as in Definition 2.3.
Definition B.1
Let γ : [a, b]→M be a curve.
• The inverse curve of γ is defined by γ−1 : [a, b] ∋ t 7→ γ(b+ a− t).
• A decomposition of γ is a family of curves {γi}0≤i≤k−1, such that γ|[ti,ti+1] = γi holds for 0 ≤ i ≤ k − 1,
for real numbers a = t0 < . . . < tk = b.
In the following, let P be a set of Ck-paths, such that γ ∈ P implies γ−1 ∈ P , and that for each decomposition
{γi}0≤i≤k−1 of γ, we have γi ∈ P for all 0 ≤ i ≤ k − 1. Then,
Definition B.2
• For x, x′ ∈M , let Mor(x, x′) denote the set of morphisms ϕ : Fx → Fx′ , and MorF :=
⊔
x,x′∈M Mor(x, x
′).
• Define the equivalence relation ∼A on P by γ ∼A γ′ iff Pωγ = P
ω
γ′ holds for all ω ∈ A; and observe that
γ 6∼A γ′ holds if the start and end points of γ and γ′ do not coincide.
• Let Hom(P ,MorF) denote the set of all maps ε : P → MorF, such that for all γ ∈ P , we have:
(a) ε(γ) ∈ Mor(γ(a), γ(b)), and ε(γ) = idFγ(a) holds if γ is constant,
(b) ε(γ) = ε(γk−1) ◦ . . . ◦ ε(γ0) if {γi}0≤i≤k−1 is a decomposition of γ,
(c) ε(γ−1) = ε(γ)−1,
(d) ε(γ′) = ε(γ) holds if γ′ ∼A γ.
Moreover,
Definition B.3
• A refinement of a finite subset {γ1, . . . , γl} ⊆ P is a finite collection {δ1, . . . , δn} ⊆ P , such that each γj
admits a decomposition {(γj)i}1≤i≤kj , such that each (γj)i is equivalent to one of the paths δr, δ
−1
r for
some 1 ≤ r ≤ n.
• A family {δ1, . . . , δn} ⊆ P is said to be independent iff for each collection {s1, . . . , sn} ⊆ S, there exists
some ω ∈ A, such that hνω(δi) = si holds for all 1 ≤ i ≤ n. Due to (7), this definition does not depend on
the explicit choice of ν.
• P is said to be independent iff each finite collection {γ1, . . . , γl} ⊆ P admits an independent refinement.
Let AP denote the C
∗-algebra of cylindrical functions that corresponds to the set of curves P , and denote it
spectrum by A. Then, we have
Lemma B.4
Let ω ∈ A, and {ωα} ⊆ A be a net with {ιA(ωα)}α∈I → ω. Then,19
κ : A → Hom(P ,MorF)
ω 7→
[
γ 7→ limα Pωαγ (·)
]
is well defined and injective, as well as surjective if P is independent.
Proof: Let ρ be a faithful20 matrix representation of S, and B := im[ρ] ⊆Mn(C). Then, ρ is a homeomor-
phism to B equipped with the relative topology, because S is compact and B is Hausdorff. Moreover, for
19Here, we have limα P
ωα
γ (·) : p 7→ limα P
ωα
γ (p) for p ∈ Fγ(a) and dom[γ] = [a, b].
20By compactness of S, such a representation exists. [4]
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[hγ ] := ρ ◦ hνγ , we have limα(ιA(ωα)([hγ ]ij))ij = (ω([hγ ]ij))ij ∈ B by compactness (closedness) of B. Then,
using continuity of ρ−1 and that of the right multiplication in the bundle P , we obtain
limα Pωαγ (p) = limα νγ(b) · (ψγ(b) ◦ P
ωα
γ )(νγ(a)) · ψγ(a)(p)
= limα νγ(b) · h
ν
γ(ωα) · ψγ(a)(p)
= limα νγ(b) · ρ
−1
(
(ιA(ωα)([hγ ]ij))ij
)
· ψγ(a)(p)
= νγ(b) · ρ
−1
(
(ω([hγ ]ij))ij
)
· ψγ(a)(p).
(30)
This shows that the limes exists, and that it is independent on the choice of the net {ωα}α∈I . By the same
arguments, we conclude from κ(im[ιA]) ⊆ Hom(P ,MorF) that κ(ω) ∈ Hom(P ,MorF) holds.
Let D denote the unital ∗-subalgebra of AP that is generated by the functions [hγ ]ij . By injectivity of
ρ and the Stone-Weierstrass theorem, the functions ρij are dense in C(S), and it is then straightforward to
see that this implies denseness of D in AP . Consequently, if κ(ω1) = κ(ω2) holds for ω1, ω2 ∈ Spec(A), we
have ω1|D = ω2|D by (30), hence ω1 = ω2 by continuity of these maps.
Now, if P is independent, and ε ∈ Hom(P ,MorF), we define its preimage ωε under κ, by
ωε(1) := 1 ωε([hγ ]ij) := (ρij ◦ ψνγ(b) ◦ ε(γ))(νγ(a)) ωε([hγ ]
∗
ij) := ωε([hγ ]ij).
Moreover, for arbitrary f ∈ D, we choose a representation as a finite sum of products of the form
F =
∑
i λi · h
i
j1
· . . . · hijni
with λi ∈ C, and where each hijl equals 1, a generator [hγ ]ij , or the complex conjugate [hγ ]
∗
ij of a generator.
Then, we assign to f the value
ωε(F ) :=
∑
i λi · ωε(h
i
j1) · . . . · ωε(h
i
jni
).
Obviously, ωε is a
∗-homomorphism iff it is well defined, and extends by linearity to an element in Spec(A) iff
it is continuous. Now, for well-definedness, let F1,F2 be two representations of f , and denote by [γ1], . . . , [γm]
the equivalence classes of the paths occurring in both expressions. Let {δ1, . . . , δn} ⊆ P be a refinement of
{γ1, . . . , γm}, as well as ω ∈ A with21 hνδr (ω) = (ψνδr (1) ◦ ε(δr))(νδr(0)) for 1 ≤ r ≤ n. Then, it follows from
the algebraic properties of parallel transports, and that of ε that
ωε(F1) = F1(ω) = f(ω) = F2(ω) = ωε(F2)
holds. This shows that ωε is well defined, and its continuity is now clear from |ωε(f)| = |f(ω)| ≤ ‖f‖∞.
Since, by construction we have κ(ωε) = ε, surjectivity of κ follows. 
For the rest of this section, let M be analytic, and Pω the set of embedded analytic curves in M defined
on some compact interval. Then, for γ ∈ Pω, its inverse in the sense of mappings will be denoted by [γ]−1.
Moreover, for γ, γ′ ∈ Pω, we define
• γ ∼par γ′ iff γ = γ′ ◦ ρ|[dom[γ] holds for some analytic diffeomorphism ρ : I → I
′ ⊆ R with ρ˙ > 0, and
ρ(dom[γ]) = dom[γ′].
• γ ∼im γ′ iff im[γ] = im[γ′], as well as γ(a) = γ(a′) and γ(b) = γ(b′) holds for dom[γ] = [a, b], and
dom[γ′] = [a′, b′].
Then,
Lemma B.5
1) Let γ : I → M , γ′ : I ′ → M be analytic embeddings, and I\{t} ⊇ {tn}n∈N → t ∈ I as well as I ′\{t′} ⊇
{t′n}n∈N → t
′ ∈ I ′ sequences with γ(tn) = γ
′(t′n) for each n ∈ N. Then, γ|J = γ
′ ◦ ρ holds for some
analytic diffeomorphism ρ : J → J ′ ⊆ I ′ with ρ(t) = t′.
21For simplicity, assume that dom[δr ] = [0, 1] holds for 1 ≤ r ≤ n.
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2) For γ, γ′ ∈ Pω, let x be an accumulation point of im[γ] ∩ im[γ′] with22 γ(t) = x = γ′(t′) for t ∈ dom[γ]
and t′ ∈ dom[γ′]. Then, γ = γ′ ◦ ρ|dom[γ]∩J holds for some analytic diffeomorphism ρ : J → J
′ with
ρ(t) = t′.
3) If dim[S] ≥ 1 holds, we have γ ∼A γ′ ⇐⇒ γ ∼im γ′ ⇐⇒ γ ∼par γ′.
4) For γ, γ′ ∈ Pω, the preimage [γ]−1(im[γ] ∩ im[γ′]) is the disjoint union of finitely many isolated points,
and 0 ≤ m ≤ 2 compact intervals {Lk}1≤k≤m.
5) If S is connected with dim[S] ≥ 1, and P ⊆ Pω is closed under decomposition and inversion of its
elements, then P is independent.
Proof: 1) Let (U,ψ) be an analytic submanifold chart of im[γ′], which is centered at x := γ′(t′) = γ(t),
and maps im[γ′] ∩ U into the x1-axis. We choose an open interval J ⊆ I with t ∈ J and γ(J) ⊆ U , and
consider the analytic functions fk := ψ
k ◦ γ|J for k = 2, . . . , dim[M ]. Then, t is an accumulation point of
zeroes of each fk, so that fk = 0 holds by analyticity. Thus, we have ψ(γ(J)) ⊆ ψ(im[γ′]∩U); and since
[γ′]−1 ◦ ψ−1|ψ(U∩im[γ′]) and ψ ◦ γ|J are analytic immersive, we can just define ρ := [γ
′]−1 ◦ γ|J .
2) This is clear from the first part, when applied to embedded analytic extensions of γ and γ′.
3) Write dom[γ] = [a, b] and dom[γ′] = [a′, b′]. Then, the second of the implications
γ ∼im γ
′ =⇒ γ ∼par γ
′ and γ ∼par γ
′ =⇒ γ ∼A γ
′
is clear, because parallel transports are invariant under C1-reparametrizations of curves. Moreover, if
γ ∼im γ′ holds, we can apply Part 1) to embedded analytic extensions γ˜ and γ˜′ of γ and γ′, respectively,
in order to find open intervals J, J ′ with dom[γ] ⊆ J and dom[γ′] ⊆ J ′, such that γ˜(J) = γ˜′(J ′) holds.
Then, ρ := [γ˜′]−1 ◦ γ˜|J is an analytic diffeomorphism with γ = γ′ ◦ ρ|dom[γ].
Finally, if γ ∼A γ′ holds, we have γ(a) = γ′(a′) and γ(b) = γ′(b′) by definition. Then, im[γ] 6= im[γ′]
implies γ(t) /∈ im[γ′] or γ′(t′) /∈ im[γ] for some t ∈ [a, b] or some t′ ∈ [a′, b′], respectively. In the
first case, (the second one follows analogously) by compactness of im[γ′], we find ǫ > 0, such that
γ(Bǫ(t)) ∩ im[γ′] = ∅ holds. We fix ω ∈ A, define s := hνγ′(ω), and choose s
′ 6= s (we have dim[S] ≥ 1 by
assumption). Then, by Proposition A.1 in [10], we find ω′ ∈ A with hνγ(ω
′) = s′, such that ω′ equals ω
outside Bǫ(γ(t)). Thus, we have
hνγ(ω
′) = s′ 6= s = hνγ′(ω) = h
ν
γ′(ω
′) =⇒ γ ≁A γ
′,
which contradicts the assumption.
4) The statement is clear if T := im[γ] ∩ im[γ′] is finite. In the other case, there are accumulation points
{xα}α∈I ⊆ T by compactness of T . By the second part, for each α ∈ I, we find an interval Lα ⊆ dom[γ]
with xα ∈ γ(Lα) ⊆ T . Then, if we let Lα be maximal w.r.t. this property, it must be closed in dom[γ]
by compactness of T and continuity of γ. Obviously, then the claim is clear if Lα = dom[γ] holds.
In the other case, the compact interval [γ′]−1(γ(Lα)) must contain at least one boundary point of dom[γ
′],
which is immediate from Part 2) as well as maximality of Lα. Then, since dom[γ
′] only admits two
boundary points, and since
Lα′ ∩ Lα 6= ∅ =⇒ Lα′ = Lα ∀ α
′ ∈ I
holds by maximality of Lα, the claim is clear.
5) It follows from Proposition A.1 in [10] that a set {δ1, . . . , δn} ⊆ Pω is independent if im[δi] ∩ im[δj ] is
finite for all 1 ≤ i 6= j ≤ n. Thus, it suffices to show that each collection of the form {γ, σ1, . . . , σl} ⊆ P
with im[σi]∩ im[σj ] finite for all 1 ≤ i 6= j ≤ l, admits a refinement {δ1, . . . , δn}, such that im[δi]∩ im[δj ]
is finite for all 1 ≤ i 6= j ≤ n as well.
In fact, if {γ1, . . . , γd} is given, then we can apply this to γ := γ1 and σ1 := γ2, in order to obtain a
refinement of {γ1, γ2} with the desired intersection property. Thus, we can assume that for 1 < c < d, we
are given a refinement {δ1, . . . , δl} of {γ1, . . . , γc}, such that im[δi] ∩ im[δj ] is finite for all 1 ≤ i 6= j ≤ l.
22Since im[γ] ∩ im[γ′] is compact, x is contained therein.
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Now, by assumption, there exists a refinement {δ′1, . . . , δ
′
n} of {γc+1, δ1, . . . δl}, such that im[δ
′
i] ∩ im[δ
′
j ]
is finite for all 1 ≤ i 6= j ≤ n. Then, using the fact that the equivalence relations ∼A and ∼par coincide,
it is easy to see that {δ′1, . . . δ
′
n} is a refinement of {γc+1, γ1, . . . , γc} as well.
Now, if {γ, σ1, . . . , σl} ⊆ P is as above, for each pair (γ, σp), we let {L
p
k}1≤k≤mp denote the intervals in
dom[γ] = [a, b], provided by Part 4). Moreover, we let Kkp ⊆ dom[σp] denote the respective intervals, for
which γ(Lpk) = σp(K
p
k) holds.
We split each σp at the boundary points of the K
k
p for 1 ≤ k ≤ mp, and denote by ∆ the, necessarily
finite, collection of subcurves of the σp, obtained in this way. Moreover, we choose a = t0 < . . . < ts = b,
such that each Lpk occurs exactly once as an interval Ai = [ti, ti+1] for some 0 ≤ i ≤ s−1. This is possible,
because σp(K
p
k) ∩ σq(K
q
k′) can only be infinite if p = q and k = k
′ holds. We let Γ denote the set of such
restrictions γ|Ai , for which Ai is non-equal to each L
k
p, and observe that Γ⊔∆ is the refinement we were
searching for. 
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