This paper is a sequel to [7] , and we expect the reader to have some knowledge of [7] . In terms of graph calculus developed in [7], we give a definition of descendants at one point. Then we prove that our definition satisfies the topological recursion relations in genera 0, 1, and 2, string and dilaton equations, the pull-back formula. Also it gives the same correlators as the Gromov-Witten theory in the trivial case.
1. Introduction 1.1. WDVV and its genus expansion. One of the most important equations in string theory is the WDVV equation (see [8] for the explanation of all unknown words here and below). A formal power series F (T 1 , . . . , T n ) with a constant nondegenerate scalar product η ij on the space of variables satisfy the WDVV equation iff (1) C ij k = ∂ 3 F ∂T i ∂T j ∂T l η lk are the structure constants of an associative commutative algebra. An important example of a solution to the WDVV equation is the generating function of genus zero Gromov-Witten invariants of an algebraic variety.
Usually, people are also interested in quantization of a given solution of the WDVV equation. In the Gromov-Witten case we just consider the Gromov-Witten invariants of higher genera. There is also a quantization with gravitational descendants. We just consider the generating function for intersection numbers of Gromov-Witten forms multiplied by ψ-classes.
We are interested in a completely algebraic theory of quantization (genus expansion) of solutions of the WDVV equation. The goal is to obtain a theory that completely repeats Gromov-Witten theory. It's a hard task. For example, higher genera Gromov-Witten invariants satisfy different relation coming from geometry of the moduli spaces of curves and these relation look rather wildly from the algebraic point of view. An example of such algebraic theory was constructed in [7] . There is given a system of axioms that we call cyclic Hodge differential Gerstenhaber-Batalin-Vilkovyski algebra (cH-algebra). A solution to the WDVV equation is obtained as a sum over trivalent trees of some tensor expressions. Its genus expansion is just the sum over trivalent graphs of an arbitrary genus of tensor expressions constructed according to the same rules as in tree-level case.
In these settings we prove in [7] that in graphs with one loop our algebraic construction satisfies the same partial differential equation (called Getzler relation) as genus one Gromov-Witten invariants. This looks like a magic. But it is not a magic since we have found a beautiful geometric explanation of our system of axioms in terms of relations among Dehn twists in the mapping class group. The corresponding theory is called "Zwiebach invariants" and it is a kind of generalization of Gromov-Witten theory.
However, the theory of Zwiebach invariants is not necessary for motivation of our results in [7] . Indeed, we can return to the work of Barannikov and Kontsevich [1] . They take polyvector fields on Calabi-Yau manifolds, construct a formal power series, and prove that it satisfies the WDVV equation. The properties of polyvector fields are captured by the structure of Hodge dGBV algebra. Therefore, the theorem that genus 0 potential in [7] satisfies WDVV repeats in a comletely different way the result of Barannikov and Kontsevich. So, the genus expansion constructed in [7] is interesting by itself, besides its motivation in Zwiebach invariants given in [7] .
This forms the general logic of our research. We have a formal algebraic theory of genus expansion of a certain class of solutions of the WDVV equation. Our goal is to include in this theory an analogue of gravitational descendants (ψ-classes). The right theory for us is a one that repeats all known properties of Gromov-Witten theory and has a simple and a rather natural algebraic definition. And only then we are to look for a motivation like Zwiebach invariants.
In this paper, we propose a definition of correlators with descendants (ψ-classes) at one point in terms of algebraic structure studied in [7] . There are several requirements for the definition of descendants coming from Gromov-Witten theory. It should satisfy the corresponding special cases of topological recursion relations (TRRs) in genera 0, 1, and 2, string and dilaton equations, and the pull-back formula (the relation between ψ-classes and pull-backs of ψ-classes under the morphism forgetting marked points).
Also we consider the trivial case. In our terms, we take a cH-algebra spanned by the unit; in term of Gromov-Witten theory, we consider Gromov-Witten invariants of a point. Without descendants we have t 3 /6 in genus 0 and vanishing genus expansion in both approaches. If we consider ψ-classes at one point in Gromov-Witten theory, then there is one non-trivial correlator in each genus. We require that in cH-algebras we obtain the same.
So, in Section 2 we recall the definition of cH-algebras and give a definition of descendants at one point. In Section 3 (4, 5, 6, 7, 8, respectively) we check the string equation (dilaton, pull-back formula, TRR in genus 0, TRR in genus 1, TRR in genus 2, respectively).
Some troubles.
Here we present some troubles both of our definition of descendants and of the whole theory developed in [7] .
As a byproduct of our proof of the topological recursion relation in genus 2, we find a new relation for the genus 0 prepotential without any descendants (Section 9). It is just a relation including a solution F (T 1 , . . . , T s ) of the WDVV equation and a metric η ij . We have:
This equation is very important since it is the first known to us equation that does not appear in other constructions of genus expansion. Moreover, this equation means that we can apply our theory only to a specific class of solutions of the WDVV equation. Indeed, A 1 and A 2 do satisfy this equation, but A 3 does not satisfy it. Equation (2) restricts the set of possible example for our construction. It is a trouble for us, since we do not have any easy nontrivial combinatorial example of cH-algebra. In fact, we think that the situation is the following. We conjecture that we can represent any solution of oriented WDVV [5, 6] as a sum over rooted trivalent trees in a Hodge dGBV algebra (a cH-algebra without integral) using a slight modification of the double bar construction. But then we have a problem to define an integral. For example, if we consider the A 2 potential, then we conjecture (and we almost have the proof) that we can obtain the required integral by deformation of multiplication in the double bar construction. Then Equation (2) ensures us that for some solutions of WDVV this method doesn't work.
In fact, the lack of examples is a big trouble. We are not satisfied with examples given in [1, 9] , since there are two complicated for any nontrivial (not A 1 ) solution of the WDVV equation. As we have already mentioned, we have a conjectural straightforward way to reconstruct a cH-algebra from solution of the WDVV equation, and we hope to discuss this elsewhere. But right now we can not guarantee that there exists a cH-algebra that gives a nontrivial solution of the WDVV equation.
There is one more mathematical trouble in this theory. It is more or less obvious that in nontrivial examples our cH-algebras are infinite dimensional. Then all tensor expressions that we use are represented as infinite sums, and we have the problem of convergence of these infinite sums. So, one should suppose that in our calculations all tensor expressions at each step do converge.
Descendants at more points.
There is an open problem of extension of our definition for the case of ψ-classes at an arbitrary number of points. In fact, the definition given here for one point is a byproduct of calculations with topological recursion relations in genera 0, 1, and 2. We tried to understand what corresponds to ψ 1 ψ 2 using the second topological recursion relation in genus 2 in [3] . But the results of these calculations do not give any idea of definition for ψ 1 ψ 2 .
The definition that we give is also very natural from the point of view of Zwiebach invariants [7, Introduction] . Indeed, this is just what we get if we suppose that all integrals of Zwiebach forms with ψ-classes vanish except for the integrals of Zwiebach zero-forms. But if we try to apply the same argument to obtain definition of descendants at more points, then we get a definition that is in contrudiction with the second topological recursion relation in genus 2 in [3] .
May be, this means that we can not suppose that induced Zwiebach invariants are determined only by zero-forms. In this case, the definition given here for descendants at one point also needs a revision. But the definition of one ψ-class survive anyway; this follows from dimensional conditions. It is important since we use this definition in [10] .
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Also we thank B. Dubrovin, E. Getzler, and S. Merkulov for useful discussions.
2. Construction of the potential 2.1. cH-algebras. We recall the definition of cH-algebra given in previous paper [7] . A cH-algebra is a supercommutative associative Calgebra H with odd linear operators Q,
We require the Hodge decomposition property, that is, H is represented as H 0 H 4 , where QH 0 = G − H 0 = 0 and H 4 is represented as a direct sum of subspaces of dimension 4 generated by e α , Qe α , G − e α , QG − e α for some vectors e α ∈ H 4 .
Q is a first order operator (it satisfies the Leibnitz rule) and G − is a second order operator (it satisfies the 7-term relation) with respect to the multiplication on H.
The operator G + is defined by G + H 0 = 0, and for each α we have: G + e α = G + G − e α = 0, G + Qe α = e α , and G + QG − e α = G − e α . We have [G − , G + ] = 0 and Π 4 = [Q, G + ] is the projection to H 4 along H 0 .
We have an even linear function on H called integral: : H → C. It satisfied the properties:
. We require the scalar product (a, b) = ab to be nondegenerate.
Using the scalar product we may turn an operator A into the bivector denoted by [A]. This way we get the symmetric bivectors [G − G + ] and
There is an additional axiom called 1/12-axiom: for any h ∈ H, str(G − • h·) = (1/12)str(G − (h)·). Here str is the supertrace; h· and G − (h)· are the operators of multiplication by h and G − (h) respectively.
The construction.
We fix a basis {e 1 , . . . , e l } in H 0 . We consider an infinite number of variables T i,j , i = 0, 1, 2 . . . , j = 1, . . . , l. We put the parity of T i,j equal to the parity of e i . Our goal is to construct a formal power series in these variables depending linearly on T i,j , i > 0:
The power series F small is considered in our previous paper [7] . It is the sum over all trivalent graphs with leaves marked by vectors from the set L = {e 1 T 0,1 , . . . , e l T 0,l }. On each edge we put the bivector [G − G + ] and each vertex corresponds to the 3-form (a, b, c) → abc.
We define the power series T i,j F i,j . Is is the sum over all almost trivalent graphs. All vertices of an almost trivalent graph are trivalent except for one special vertex. At this special vertex we have a special leaf marked by e j T i,j . All other leaves are marked by vectors from the set L = {e 1 T 0,1 , . . . , e l T 0,l }. The index of the special vertex is equal to i + 3 − k, where k is an arbitrary non-negative integer such that i + 2 − 3k > 0. There are k free loops at the special vertex. At all other edges of an almost trivalent graph we put the bivector [G − G + ]. The special vertex corresponds to the (i + 3 − k)-form (a 1 , . . . , a i+3−k ) → a 1 · · · · · a i+3−k ; all other vertices correspond to the 3-form (a, b, c) → abc.
A trivalent or an almost trivalent graph gives us a monomial. We just substitute according to the graphs the tensor product of vectors on leaves and bivectors on edges into the product of forms in vertices. But there are two important remarks.
First, if the graph has genus g, then at g edges we must add the operator J : a → (−1)ãa to the bivectors on these edges. We choose these g edges such that beeing cut they turn graph into a tree. In particular, for an almost trivalent k edges are just free loops; we put the bivector [J] there. At the other g − k edges we substitute the bivector
Second, we weight each graph with the inverse order of its automorphism group and with 1/12 k , where k is the number of free loops.
2.3.
Examples. We see, that T i,j F i,j splits into the sum g≥0 T i,j F i,j g with respect to the genus of graphs. We give the pictures for the several few terms of T 2,j F 2,j 0 , T 1,j F 1,j 1 , and T 3,j F 3,j 2 . The coefficients in the pictures are the weights defined by the graphs. By an arrow we denote the special leaf; by a thick black point we denote the bivector
We have: 2.4. Some notation. For convenience, we introduce some notations for the coefficients of the power series F desc . By τ n,m τ k 1 0,1 . . . τ ks 0,s g we denote the coefficient of the monomial T n,m
2.5. KdV hierarchy. In the case of trivial cH-algebra (generated by the unit), we have F small 0 = T 3 0,1 /6. This is the simplest possible solution to the WDVV equation. The full potential (including all descendants) of its genus expansion in the theory of integrable hierarchies [2] or Gromov-Witten invariants of the point [12, 4] is the string solution to the KdV hierarchy. If our definition gives partially the same genus expansion, we should have for any g ≥ 1:
Indeed, in this case there is the unique picture contributing to τ 3g−2,1 g . It is the graph consisting of one vertex (the special one), one leaf at these vertex, and g free loops. The monomial given by this graph is just T 3g−2,1 , but we are to weight it with 1/12 g and with the inverse order of its automorphism group that is equal to 1/2 g · g!. Thus we get exactly the right hand side of Equation (7).
String equation
We recall the string equation. Suppose that e 1 is the unit of algebra H. We have:
Theorem 1. F desc satisfies the string equation (8)- (10) .
Proof. We start the proof with Equation (10). There is the unique graph contributing to the correlator τ 0,1 τ 0,i τ 0,j 0 :
The monomial defined by this graph is e 1 T 0,1 e i T 0,i e j T 0,j . Since e 1 is the unit, the coefficient of this monomial is equal to e 1 e i e j = e i e j = η ij . Now we prove Equation (9) . Consider a graph contributing to the correlator τ 0,1 s i=1 τ k i 0,i g . There are two possible local pictures of the graph at the leaf marked by e 1 T 0,1 :
... According to our definitions, in the first case we can substitute this piece of graph with the vector G − G + (e 1 T 1 e i T i ). This vector is equal to zero, since G − G + (e 1 e i ) = G − G + (e i ) = 0. In the second case, we can substitute this piece of graph with the bivector determined by the operator G − G + • (e 1 T 1 ·) • G − G + (we denote by e 1 T 1 · the operator of multiplication by e 1 T 1 ). This bivector is also equal to zero, since
Hence, the contribution of the whole graph is zero in both cases. Now we prove Equation (8) . We consider a graph contributing to the correlator τ n+1,m τ 0,1 s i=1 τ k i 0,i g . From the previous argument, it follows that all k 1 + 1 leaves marked by e 1 T 0,1 come to the special vertex. The leaf marked by e m T n+1,m comes to the same vertex. If we erase one leaf marked by e 1 T 0,1 and change the variable T n+1,m to T n,m , then we get a graph contributing to the correlator τ n,m s i=1 τ k i 0,i g . Obviously, this is a one-to-one correspondence. Also it is obvious, that the contibution of these graphs is differ only by the number of automorphisms of the leaves marked by e 1 T 0,1 . This number is equal to (k 1 + 1)! for the first graph, and it is equal to k 1 ! for the second graph. But this difference in the number of automorphisms is fixed automatically by the definition of the correlators. Thus we prove the string equation.
Dilaton equation
We recall the dilaton equation. If e 1 is the unit of H, then we have:
Theorem 2. F desc satisfies the dilaton equation (13).
Proof. Consider a graph contributing to the correlator s i=1 τ k i 0,i g . For convenience, we suppose that this graph has no automorphisms. Since it is a graph of genus g with s i=1 k i leaves, there are exactly 2g − 2 + s i=1 k i internal vertices. We can add to an internal vertex the forth leaf marked by e 1 T 1,1 . Then we get 2g − 2 + s i=1 k i different graphs contributing to the correlator τ 1,1 s i=1 τ k i 0,i g . Obviously, since e 1 = 1, the coefficient of the monomial defined by each of these graphs is equal to the coefficient of the monomial defined by the initial graph.
If the initial graph has automorphisms, then we get in the same way a fewer number of graphs contributing to τ 1,1 s i=1 τ k i 0,i g . But one can easily check that the ratio of the sum of the coefficients of the graphs we get and of the initial graph is still 2g − 2 + s i=1 k i . This way we get a correspondence between all graphs contributing to the left hand side and all graphs contributing to right hand side of Equation (13). This proves the theorem.
5.
Pull-back of descendants 5.1. Pull-back formula on the moduli space of curves. We consider the moduli space of curves M g,s+1 . We denote by π : M g,s+1 → M g,s the projection forgetting the last marked point. Then there is a formula relating ψ-classes on M g,s+1 and pull-backs of ψ-classes on M g,s . We have:
Here we denote by D the cohomology class of the divisor in M g,s+1 , whose generic point is represented by a two-component curve such that one component has genus 0 and contains the first and the last marked points and the other component has genus g and contains all other marked points.
5.2.
Pull-back formula in terms of graphs. We give an interpretation of Equation (14) in terms of graphs. For simplicity, we suppose that there is a one-to-one correspondence between the numbers of marked points and the vectors that we put at leaves of our graphs. We denote the vectors that we put at leaves of our graphs by v 1 , . . . , v s+1 . The left hand side of Equation (14) is obvious: we consider the sum over graphs contributing to T n,m F n,m g with s usual leaves marked by v 2 , . . . , v s+1 and the special leaf marked by v 1 = e m T n,m . There are two possible cases: either the leaves marked by v 1 (the special leaf) and v s+1 come to the same vertex (Case A 1 ) or they come to different vertices (Case A 2 ). Now we study the right hand side of Equation (14). One can obtain graphs contributing to the first summand by the following procedure. We take a graph contributing to T n,m F n,m g with one special leaf marked by v 1 = e m T n,m and s − 1 usual leaves marked by v 2 , . . . , v s . Then we make exactly one change in our graph. We change either an edge marked by thick black point or a leaf marked by v i using the rules:
Also there are two possible cases. The first one is when we make change at an edge or at a usual vertex (Case B 1 ). The second case is when we make change at the special vertex (Case B 2 ). Obviously,
We explain the second summand of the right hand side of Equation (14) (Case B 3 ). We take a graph contributing to T n−1,m F n−1,m g with s − 1 usual leaves marked by v 2 , . . . , v s and one special leaf. Then we substitute the special leaf with
Here we denote by thick white point the bivector [Π 0 ] corresponding to the operator Π 0 .
5.3.
Example in genus 1. We consider projection π : M 1,2 → M 1,1 . The pull-back formula for the class ψ 1 is ψ 1 = π * ψ 1 + D. We give its interpretation in terms of graphs. We have:
The pull-back formula states that
We prove this formula. Using our standard technique from [7] , we have:
We see that Equation (20) is equivalent to Equation (19).
5.4.
Example in genus 2. We consider projection π : M 1,2 → M 1,1 . We give the interpretation of the formula ψ 4 1 = π * ψ 4 1 + D · ψ 3 1 in terms of graphs. We have:
Using our standard technique, we have:
We see that in order to prove Equation (23) it is sufficient to prove that the following (co)vectors are equal to zero:
Since these covectors contribute to B 2 (the first covector) and to the last term of Equation (24) (the second covector), then Equation (23) is a corollary of Equations (24) and (25). We discuss Equation (25) in the next section.
5.5.
Tillmann's Lemma. In this section, we give a little bit generalized and a little bit simplified version of U. Tillmann's theorem in [11] . This way to understand [11] and the auxiliary Lemma in the next Subsection are the byproducts of our discussions with E. Getzler.
Lemma 1. The covectors and bivectors defined by the pictures below are equal to zero:
(26)
Proof. We prove that the bivectors are equal to zero. The argument for the covectors is just the same. Consider the bivector
The special case of the 7-term relation for G − is
(here we suppose x to be even). We apply it to the right hand side of Equation (27):
Now we consider the bivector
Applying consequently the 1/12-axiom and the auxiliary lemma from the next section, we have: (33)
Since the bivector (27) (the first summand in the right hand side) is equal to zero, it follows that the bivector (32) is also equal to zero. 5.6. Auxiliary Lemma. The auxiliary lemma presented in this section is one of the most power technical tools in our calculations.
Lemma 2. For arbitrary vectors A 0 , A 1 , . . . , A k , k ≥ 2, we have:
Proof. It is just an exercise on the 7-term relation. We prove its simplest case, and the argument for the general case is just the same. So, we prove that for any A 1 , A 2 (36)
Indeed, the 7-term relation just states that (37)
Since the last summands in both sides of this equation coinside, we get Equation (36).
5.7.
The pull-back formula. Now we return to the pull-back formula in term of graphs.
Theorem 3. Descendants in our construction do satisfy the pull-back formula.
Proof. In terms of graphs, this theorem just means that A 1 + A 2 = B 1 + B 2 + B 3 . Since A 2 = B 1 , we must prove that A 1 = B 2 + B 3 . We note that B 3 splits into 3 summands according to the equality Π 0 = Id − G + Q − QG + . We denote the summand corresponding to Id (G + Q,
Since Q is the operator of the first order and Qv 1 = Qv s+1 = 0, it follows that B ′′′ 3 = 0. So we must prove that
Consider the graphs contributing to B 2 . If there are al least two free loops at the special vertex, then the contribution of such graph is equal to zero according to Lemma 1. So we should take into account only graphs with either 1 free loop or no free loops at the special vertex.
We explain an interpretation of B ′′ 3 in terms of graphs. We take any graph contributing to B 3 , then we substitute Π 0 with G + and we substitute one edge with G − G + with G − . There are several possible cases. If G − is not on an outgoing edge of the special vertex, then all these graphs can be arrange according to the 7-term relation and 1/12-axiom, and the contribution of all these graphs together is equal to zero. Suppose that there is a free loop at the special vertex and G − is on another loop. Then this graph gives zero according to Lemma 1. Suppose that there is a free loop at the special vertex and G − is on an outgoing edge. Then this graph gives zero according to Lemma 2.
So, we may consider only the graphs without any free loops. Suppose that G − is on the loop Then, applying consequently the 1/12-axiom and Lemma 2, we get a graph with 1 free loop contributing to B 2 . Suppose that G − is on an outgoing edge of the special vertex. Then we can arrange such graphs according to the 7-term relation and apply it once. We get graphs with no free loops contributing to B 2 .
It is a very straightforward combinatorial calculation to ensure that this way we get exactly all graphs contributing to B 2 with the same coefficients. We skip this step because of the natural difficulties of writing down such arguments.
Topological recursion relation in genus 0
We recall the topological recursion relation in genus 0:
We explain this formula in terms of graphs. On the left hand side we have almost trivalent trees with one special vertex of index k + 4, and the leaf marked by v 1 comes to the special vertex.
On the right hand side we have almost trivalent trees with one special vertex of index k+3. The leaf marked by v 1 comes to the special vertex. All edges are marked by [G − G + ] except for one special edge marked by [Π 0 ]. This special edge splits graph into two components. The special vertex and, therefore, the leaf marked by v 1 are at one component and the leaves marked by v 2 and v 2 are at another component. Proof. Equation (38) for Gromov-Witten invariants is just a relation in cohomology of the moduli space of curves. It can be proved in the following way. First, we prove it in the case of s = n + 4 marked points (it is the first case when this equality makes sense). For an arbitrary S > s, we consider the projection π : M 0,S → M 0,s . We apply π * to each class in the cohomology relation and use the pull-back formula (cf. (14)).
We can follow the same way to prove Equation (38) in graphs. In the previous paper [7] , we prove that π * keeps equalities in graphs. In this paper, we prove the pull-back formula in graphs (Theorem 3). So, it is sufficient to prove the genus 0 topological recursion relation in graphs in the case of s = n + 4 leaves.
In this case the topological recursion relation just says that
Obviously, this is true.
Topological recursion relation in genus 1
We recall the topological recursion relation in genus 1: Proof. Like in genus 0, it is sufficient to prove the topological recursion relation in graphs in the simplest nontrivial case. In genus 1 it is the case of s = k + 1 leaves. Then the topological recursion relation just says that
.
(the coefficients 1/24 and 1/2 are the weights determined by our rules, the coefficient 1/12 comes from Equation (40)). Obviously, this is true.
Topological recursion relation in genus 2
We recall the topological recursion relation in genus 2:
The sums are always taken over I ⊔ J = {2, . . . , s} or I ⊔ J ⊔ K = {2, . . . , s}.
Theorem 6. F desc satisfies the topological recursion relation (42).
Proof. Like in genera 0 and 1, it is sufficient to check the topological recursion relation in graphs in the simplest nontrivial case. But in genus 2 there are several different cases. For n ≥ 2 we put s = n − 1.
Then the topological recursion relation just says that
.
(the coefficients 1/8 · 12 2 , 1/8, 1/48 are the weights determined by our rules, the coefficient −1/120 and 1/120 comes from Equation (42)). Since all pictures are equal, we are just to check that
A DEFINITION OF DESCENDANTS AT ONE POINT IN GRAPH CALCULUS17
The cases of n = 0 and n = 1 are studied separately below. .
In these picture, a vertex marked by 1 corresponds to a genus 1 curve, a simple vertex corresponds to a genus 0 curve, an edge correspond to a point of intersection, and a leaf corresponds to the marked point. We note that these pictures have completely different meaning then all other pictures in this paper. According to our rules, we associate to each stratum the sum of weighted graphs: Using the standard argument from [7, 10] , we express all these graphs in terms of the following 5 pictures:
(52)
This is rather hard but straightforward calculation. We have: We substitute these expressions in Equation (45), and we get ψ 2 1 = (1/8)Q 1 +(1/48)Q 3 . We have exactly the same by definition, see Equation (46).
8.2.
Topological recursion relation for n = 1. First, we rewrite Equation (42) as an expression for ψ 3 1 in natural stara in M 2,1 in terms of dual graphs. We have: (58) According to our rules, we associate to each class the sum of weighted graphs: Then we express all these classes in terms of the following 2 pictures:
(63) and .
We have:
Substituting these expression in Equation (58), we get exactly the definition of ψ 3 1 (59).
New relation
We note that in Equations (64) and (65) we have the same right hand sides. This means that in our construction we have a relation that we do not have in Gromov-Witten theory.
In terms of strata in M 2,1 it should be (67)
Of course, it is not true; that is why we say that we have a new relation that does not appear in Gromov-Witten theory. In terms of differential equations, we have:
(68) η bc ∂ 4 F small 0 ∂T 0,a ∂T 0,b ∂T 0,c ∂T 0,d η de ∂ 3 F small 0 ∂T 0,e ∂T 0,f ∂T 0,g η f g = 0
In terms of our graphs, the simplest case looks like Proof. As we have aready mentioned, this theorem is a corollary of Equations (64) and (65) (and topological recursion relation in genera 0 and 1). But one can prove it just applying our usual argument to the graphs in the left hand side of Equation (69).
Obviously, Equation (2) is a corollary of Equation (68).
