We describe an ongoing project in which we attempt to describe a neutral approach to proof and refutation. In particular, we present a language of neutral expressions which contains one element for each de Morgan pair of connectives in (linear) logic. Our goal is then to describe, in a neutral fashion, what it means to prove or refute. For this, we use games where moves are described as transitions between positions built with neutral expressions. In some settings, we can then relate winning a game with provability or with validity.
Introduction
Connections between games and logic are rather old and numerous [13] . Dialog games support the intuitive ideal that if one has a proof of a proposition, one can always win against an opponent attempting to attack that proposition [6, 16] . In the domain of linear logic, various categories of games have been designed to give an abstract meaning to proofs and to proof normalization [1, 4, 10, 14] . We will be interested in linear logic here as well but from the computation-as-proof-search perspective [19] . As is often the case, the goals and semantics of proof search and proof normalization are quite different. Loddo studied in his PhD thesis [15] connections between game theory and Prolog computation (as well as CLP computation) while Pym and Ritter studied recently [21] connections between games theory and proof search, but our approach differs significantly from both of these works and comparisons are difficult to draw.
We attempt to use games to provide a neutral approach to proof and refutation. Consider, for example, that we are given a (Horn clause) logic program P, and a query G. If P is a noetherian program, we expect an attempt to prove G in Prolog to return either a finite success or a finite failure. In the first case, we have a proof of G from P and in the second case we have a proof of ¬G from (the completion of) P. This simple observation is an interesting challenge to the basic premise of proof search. That is, proof search tells us to establish first what we plan to prove, namely, either G or ¬G, and then to set about to prove that. Our (idealized) Prolog interpreter, however, does one computation and concludes afterwords with either a proof of G or a proof of ¬G. This suggests that there might be a neutral approach to understanding proof search more generally.
We formalize this neutral approach to proof and refutation with Horn clauses in Sections 2 and 3 by introducing a language of neutral expressions which contains one constructor for each de Morgan pair of connectives in (linear) logic. Horn clauses are flat and represent only one "phase" in a computation: they support no alternation in polarities. In Section 4, we extend the language of neutral expressions to include a "switch" operator that specifies that its argument expression is to be processed by the other player allowing the mixing of polarities and identify the class of simple expressions for which game playing has a simpler and more manageable structure. In Section 5, we present examples of simple expressions and their games and relate winning strategies to proofs within a propositional setting. Section 6 shows that Hintikka's games for determining truth are captured by purely additive games. Sections 7 and 8 discuss possible extensions to games and other future work.
Horn clauses and Prolog revisited
A Horn clause (in the iff-form) for the predicate p is a first-order formula
where n ≥ 0, p is an n-ary predicate symbol, and the clause's body, G, is a Horn clause goal formula whose free variables are in {x 1 , . . . , x n } and which is built following grammar
The syntactic variable A denotes atomic formulas: that is, a formula with a predicate (a non-logical constant) as its head: the formulas ⊥ and are not atomic formulas since their top-level symbol will be defined using logic.
A Horn program is a finite set P of Horn clauses all for distinct predicates. If we define p ≺ q for two predicates when q appears in the body of the Horn clause for p, then P is noetherian if the transitive closure of ≺ is acyclic. Notice that when P is noetherian, it can be rewritten to a logically equivalent logic program P for which the relation ≺ is empty: that is, there are no atomic formulas in the body of clauses in P . In noetherian programs, atoms are not necessary.
One approach to the foundations of logic programming is based on proof search in which computation is modeled by the search for a cut-free (and goaldirected) proof of a given sequent [19] . As search progresses, the sequents for which proofs are attempted change and this change represents the dynamics of the computation modeled. Such a view of logic programming has been been productive and has allowed the development of a number of logic programming languages based on logics other than first-order classical logic.
The following observation appears, however, to be an interesting challenge to this approach to logic programming. Consider a simple "logic engine" that will attempt to prove a given goal G from a given Horn clause program, and assume that this engine is also complete for noetherian programs (many Prolog systems are examples of such engines). Thus, when given the goal G and a noetherian program P, such an engine will return either yes or no. The proof search interpretation of these responses is clear: yes means that a proof of G has been found from P and no means that no such proof exists. But another interpretation of no is that a proof of ¬G has been found from P. This is the basic idea of the "negation by failure" approach in logic programming which has been formalized in proof theory thanks to the artifact of definitions [11, 18, 8] . Thus, we can say that Prolog has either proved G or refuted G.
Thus the challenge to proof search is this: as just described, Prolog did one computation, evidentially not committing to proving or refuting, and that computation provided implicitly the proof of G or the refutation of G (that is, a proof of ¬G). Proof search, however, assumes instead that one fixes at the beginning a sequent to be proved and that the failed attempt to prove, say, −→ G is not a proof of G −→ ⊥. A natural question then is to develop this theme of neutral computation behind proof search and to see if we can generalize it beyond the (too) simple setting of first-order Horn clauses.
Neutral expressions
Given the motivation above, when we start a search with, say, the goal G 1 ∧G 2 , we do not know if we will eventually be proving a conjunction or its de Morgan dual, the disjunction ¬G 1 ∨ ¬G 2 . Similarly, if we start the search with the existential quantifier ∃x.G, we do not know if we will eventually be proving an existential or a universal (∀x¬G). Thus, we introduce a new language of neutral expressions on which to conduct search.
Neutral expressions are given using the following syntax.
Here, 0 0 and are the units of + and ×, respectively. The variable x in the expression Qx.N is bound in the scope of N : usual rules for bound variables in syntax are assumed. When we translate neutral expressions back to logic, the neutral expression constructor · p of arity n will correspond to the predicate p of the same arity.
A first-order model M is defined in the usual way: we write |M| for the domain of quantification of the model and we shall assume that for every c ∈ |M| there is a parameterc in the language of the logic. Function symbols will be interpreted in the model is the obvious way: the function symbol f is interpreted as the function f M such that the term
is a member of the n-ary relation that M provides for the predicate p.
A model of particular interest for us is the Herbrand model for signature Σ: this is a model H Σ such that |H Σ | is the set of closed terms built from Σ and in which the sole predicate that is interpreted is equality: H Σ |= t = s if and only if t and s are identical closed terms. In such a model, there is no need to distinguish between c andc.
Multisets of neutral expressions can be rewritten nondeterministically as follows. Given a model M, the binary relation → between finite multisets of neutral expressions is given as follows:
Let → * be the reflective and transitive closure of →. If we consider the size of a multiset of neutral expressions to be the total number of occurrences of constructors in expressions in that multiset, then the size of multisets decreases as they are rewritten. As a result, rewriting always terminates. Rewriting can also be infinitely branching given the rule for Q and the assumption that there are infinitely many closed terms t.
We shall be interested in whether or not an expression N (considered as a singleton multiset) rewrites (via → * ) to {}. If 0 0 ∈ Γ or if · p(t 1 , . . . , t n ) ∈ Γ where p(t 1 , . . . , t n ) is false in M then Γ cannot reduce to {}.
In Figure 1 , the positive and negative translations of neutral expressions into logic are provided. Notice that the only logical connectives in the range of [·] + are positive (synchronous), while those in the range of [·] − are negative (asynchronous), using the terminology of, say, [3, 9] .
In order to state a formal connection between the multiset rewriting above and provability, we introduce a proof system for first-order MALL (multiplicative, additive, linear logic) with equality. This proof system is the standard one-sided presentation [7] for the propositional connectives and for the quantifiers (∀ introduction, for example, employs eigenvariables in the usual way). In order to deal with equality, however, we use the following inference rules, which have been developed in a number of recent papers [5, 8, 17, 23] :
The proviso † requires that t and s are unifiable and θ is their most general unifier (∆θ is the multiset resulting from applying θ to all formulas in ∆).
The proviso ‡ requires that t and s are not unifiable. The free variables of a sequent are also called eigenvariables.
Notice that the equality rule with success of unification is treated multiplicatively while failed unification is treated additively (third rule). Notice moreover that each case of application of a rule corresponds to a unit of linear logic: the rule for the success of equality corresponds to 1 while the rule for the success of inequality corresponds to ⊥. On the other hand, the rule for the failure of inequality corresponds to the rule while the (absence of) rule for the failure of equality corresponds to the (absence of) rule for 0.
A slight novelty of our proof system for MALL is that we do not need the cut rule (since it is admissible for the usual reasons) and we do not need the initial rule. This last result is slightly more surprising since usually the best one can do in getting rid of the initial rule is to use it only for atomic formulas. But since we have introductions for equality and not other predicates are assume in this version of MALL with equality, there are no atoms: hence, the initial rule is not needed at all. The fact that we can actually use a proof without cut and initial is important for our exercise here since those are the only two rules that mention the same formula twice and at two different polarities. In the game setting, the thing that corresponds most closely to inference rules is the non-deterministic rewriting of expressions, and such rewritings are free of reference to polarities. Proposition 3.1 Let Σ be a fixed signature and assume that multiset rewriting is defined for H Σ . Let N be a neutral expression over Σ and · = and assume provability is for first-order MALL over equality.
Proof. Let k ≥ 0 and define → k to be the k-fold join of → (in particular, → 0 is multiset equality). We prove by induction on k that if n ≥ 0 and
If k = 0 then n = 0 then the conclusion is immediate. Assume that k > 0 and that {N 1 , . . . , N n } → k {}. Consider the cases for the first step of this rewriting. The result follows easily by noticing that the rewriting rules for neutral expressions correspond to right-introduction rules for their positive translations.
Next we show that by induction on the size of multisets of neutral expressions (where one counts the number of occurrences of constructors of such expressions as their size) that if {N 1 , . . . , N n } is a multiset of open neutral expressions, all of whose free variables are in the set V, and for every ground substitution θ with domain containing V, we have {N 1 θ, . . . , N n θ} → {} then
− . This invariant makes the rule for the quantifier immediate. The main interesting case is the rule for equality. Assume that N 1 is t · = s and that for every ground substitution θ, we have that {tθ · = sθ, N 2 θ, . . . , N n θ} → {}. Now either t and s are unifiable or not. If they are not unifiable, there there is an immediate proof of
by using the equality proof rule marked with ‡. If t and s are unifiable, let σ be a unifier for them. The sequent
− is provable using the equality proof rule marked with † if we can show that the
Here, V is results from V be removing members of the domain of σ and adding variables that are free in the range of σ. To prove this, let ρ be any ground substitution for the domain V and show that {(N 2 σ)ρ, . . . , (N n σ)ρ} → {}. If there was, in fact, a path from {(N 2 σ)ρ, . . . , (N n σ)ρ} to {}, then there would be a path from
But this is a contradiction since σ•ρ is a closed substitution for V. Since {(N 2 σ)ρ, . . . , (N n σ)ρ} → {} and this multiset is smaller, we know by the inductive assumption, that
We have now successfully characterized a neutral approach to proof search in the noetherian Horn clause setting. The neutral computation involves the search of the non-deterministic multiset rewriting tree. If the empty multiset is found, then a proof of a positive translation has been found; in fact, the rewritings along the path to the empty multiset can be used directly to build the proof. If, on the other hand, the search completes without finding the empty multiset, then the entire search tree is used to build the proof of the negative translation. This search in the rewriting tree can make use of variables and unification in order to avoid infinitely branching search. As a result, it is decidable whether or not a given expression can be rewritten to the empty multiset.
Notice that we have started with Horn clause logic which allowed for only two propositional connectives, ∧ and ∨, and then ended with a proposition involving four connectives. If one thinks of Horn clauses truth functionally this seems odd since the set {∧, ∨} is closed by taking de Morgan duals. A standard proof search analysis of Horn clauses embedded within linear logic maps classical conjunction ∧ to ⊗ and the classical disjunction to ⊕ (see, for example, [12, Section 4] ): their duals are thus two additional connectives
. . . . . . . . and &. In this way, the four binary connectives used in Figure 1 are anticipated.
Neutral expressions for two players
The output of [·] + contains only synchronous connectives and the output of [·] − contains only asynchronous connectives. So far, there is no accounting for formulas containing both kinds of connectives. To account for formulas in which polarities can switch from one of these kinds to the other, we will add to the language of neutral expressions an operator that switches polarity: in particular, the language of neutral expressions is extended as follows
If Γ is the multiset {N 1 , . . . , N n } then Γ is the multiset { N 1 , . . . , N n } (n ≥ 0). The functions for translating neutral expressions into formulas are extended in the obvious way:
Notice that adding this operator is close to the standard approach in games theory in which the difference between the two players is not in the rules they can apply but their alternation during plays.
In the non-deterministic rewriting of neutral expressions, a switched expression does not rewrite. Such expressions represent expressions that are to be given to the other player to rewrite. To be more precise, we shall consider the question of whether or not the expression N can be rewritten to a set of the form Γ. Such rewritings mean that the current player has successfully completed all of her rewritings and is prepared to offer to the next player the expressions in Γ on which to work.
A useful measure of a neutral expression is the maximum number of switched expressions that it can yield on some non-deterministic rewriting. Consider the function (N ) from an expression N to a natural number defined as follows: (0 0 
where A, S, and Z are syntactic variables ranging over atomic expressions, simple expressions, and expressions without occurrences of , respectively.
* ∆ then ∆ is simple and contains at most one element.
Games for simple expressions
We first present some basic notions of games as they will be applied here. Let P be a set of positions and let ρ be a binary relationship on P that describes moves from one position to another. The pair P, ρ is an arena. A play is a sequence P 1 .P 2 . . . . .P n of ρ-related moves: that is, for all i = 0, . . . , n − 1, P i ρ P i+1 . For now we shall assume that ρ is noetherian: no infinite plays are possible. If σ is a set of plays then the set σ/N is defined to be {S | N.S ∈ σ}.
A ∀∃-strategy for N is a prefixed closed set σ of plays such that N ∈ σ and for all M such that N ρ M , the set σ/N is a ∃∀-strategy for M . A ∃∀-strategy for N is a prefixed closed set σ of plays such that N ∈ σ and for at most one position M such that N ρ M , the set σ/N is a ∀∃-strategy for M . Notice that if σ is a strategy for N (∀∃-strategy or ∃∀-strategy) then σ/N may be empty (that is, σ = {N }) but for different reasons: if σ is a ∀∃-strategy, then σ/N may be empty only if there is no M such that N ρ M while if σ is an ∃∀-strategy, σ/N may be empty for arbitrary positions.
A winning ∀∃-strategy σ is a ∀∃-strategy such that all maximal sequences in σ are of odd length (i.e., contain an even number of moves). A winning ∃∀-strategy σ is a ∀∃-strategy such that all maximal sequences in σ are of even length (i.e., contain an odd number of moves). We shall sometimes call a winning ∀∃-strategy (resp. a winning ∃∀-strategy) a ∀∃-win (resp., ∃∀-win).
We do not name our players as the opponent and the player but prefer instead to name them more symmetrically as the current player and the other player. Elsewhere, a ∀∃-strategy is called simply a strategy and ∃∀-strategy is called a counter-strategy.
We consider games based on simple expressions in this paper. Games based on non-simple expressions is a subject for future work (see Section 7.1).
Let the set of positions P be the set of neutral expressions. The move relation, ρ, is defined as the smallest relation such that N ρ 0 0 if N → * {} and N ρ M if N → * { M }. We now consider the nature of winning ∀∃-strategies and winning ∃∀-strategies based on this move relation. If N does not contain then there is either no move from N or the only move possible is to 0 0. In the first case, there exists a winning ∀∃-strategy for N . In the second case, there is a winning ∃∀-strategy for N (since the second player can make no move from 0 0).
Since all plays are finite and all terminal positions for a game are classified as a win for one player or the other, games for simple expressions are determinate: that is, given a simple expression N , there is either a winning ∀∃-strategy or a winning ∃∀-strategy for N .
The following two examples assume that the first-order model used to determine games is the Herbrand universe over a signature containing the
= n k with one free variable encodes the extension of this set and is denoted as A(x). Notice that n ∈ A if and only if the expression A(n) has a winning ∃∀-strategy. In that case, the positive translation of this expression is provable: (n = n 1 ) ⊕ · · · ⊕ (n = n k ). Furthermore, n is not in A if and only if the expression A(n) has a winning ∀∃-strategy. In that case, the negative translation is provable:
)) will be denoted by A ⊆ B. Let P be the set {z, s(s(z))} and let Q be the set {z, s(z), s(s(z))}. It is easy to check that the simple expression labeled P ⊆ Q, namely,
has a winning ∀∃-strategy, and the following (equivalent) formulas (its negative translation) are provable: 
. Similarly, the simple expression labeled Q ⊆ P , namely,
has a winning ∃∀-strategy, and its positive translation is also provable:
Notice that the use of names to denote expressions in the examples above are mathematic-level conveniences. We are avoiding here an explicit formal treatment of definitions in this context, although the approach of, say, [17] should apply here as well. Figure 2 presents a straightforward translation [F ] n of MALL-formula F into neutral expressions. This translation is a kind of converse to the translation given in Figure 1 and is used in the following Proposition.
This proposition extends the result of Proposition 3.1 to the case of simple expressions without quantification and atoms. − . If there is a
n+ for F positive.
• [ ] n− = 0 0 
. . , t n ) Fig. 2 . Translation from MALL formula to a neutral expression.
winning ∃∀-strategy for N then [N ] + . More precisely, one can build a proof from a winning strategy. Conversely, let F be a MALL formula built using only units and binary connectives such that [F ] n is a simple expression. If F and F is positive (resp. negative) then [F ] n has a winning ∃∀-strategy (resp. ∀∃-strategy).
Proof. Given a winning strategy (of any kind: ∀∃-win or ∃∀-win) we build by induction a proof for either [N ] − or [N ] + depending on the sort of strategy we have. Notice that in winning strategies all the branches have same parity. We thus reason on the length of the largest branch in the strategy, which we refer to as the size of the strategy.
Base case: strategy σ has size 0. We are trying to build a proof for [N ] − given that σ is a ∀∃-win. Thus N is such that N → * M nor N → * {}, that is any maximal internal derivation from N ends up with a multiset of expressions that contains some non-switched expressions and which cannot be rewritten (by maximality). These multisets are made of possibly one switched expression (but not more because N is simple) and of at least one 0 0: they are the only kind of multiset that cannot be rewritten and that are not legal positions: {( M ), 0 0, . . . , 0 0}.
Since [N ]
− is a negative sequent, it is possible to generate part of a proof tree by applying negative logical rules in any order up to a point where no negative rule can be applied (with the additional constraint that the rule is applied only when all the negative formulas have been decomposed). Such a tree is actually a proof. Indeed if any branch of the tree leads to a non justified sequent, that means that either a sequent made of exactly one positive formula or an empty sequent is reached. In any other situation, the branch would be extendable. These two situations contradict the fact that no internal derivation from N can lead to a legal position: it is straightforward to see that any branch of the proof tree from [N ] − to one of the two kinds of sequents just mentioned can be transformed into an internal derivation from N to a legal position. Thus the negative tree is a proof.
Base case: strategy σ has size 1. We are now building a proof for [N ] + given that σ is a ∃∀-win. Thus σ starts with a move: N ρ M . There are two cases: either M is 0 0 and N → * {} or M is any expression and N → * M : in this case, the move is extended by a ∀∃-win σ of length 0 for M . In both cases we pick any internal derivation justifying the move and use it to inductively build a proof for [N ] + . In the second case we will additionally refer to the base case for size 0 in order to have a proof of [M ] − . We reason by induction on the length of the considered internal derivation maintaining the following invariant: if the derivation starts with N 1 , . . . , N k then the sequents
+ are all provable. The invariant is true for empty derivations: by hypothesis, we have either an empty multiset, and the assertion is trivial, or the multiset consists in a singleton M and the invariant requires [ M ] + to be provable and base case for size 0 on σ tells us that
[M ] − is provable. If the induction hypothesis is true for a derivation of length n it is also true for a derivation of length n + 1. Indeed let ρ be an internal derivation of length n + 1 from multiset N 1 , . . . , N k that is ρ : 
+ are all provable with proofs Π 0 , . . . , Π k by induction hypothesis. We have
(ii) r is +. We have that N 1 = N 
+ are all provable with proofs Π 1 , . . . , Π k by induction hypothesis. We have
+ are all provable with proofs Π 2 , . . . , Π k by induction hypothesis. We finally have
Induction case. Two cases need to be considered: σ has even size n + 1 (it is a ∀∃-win) or σ has odd size n + 1 (it is a ∃∀-win).
(i) σ is of odd size. This case is similar to the base case for strategies of size 1 when σ starts with a move N ρ M and yields σ as an ∀∃-win for M . Using the induction hypothesis on σ we obtain a proof (ii) σ is of even size. Once more, the proof is close to the base case. Considering a negative tree built thanks to the same process as the one described previously, the same three cases might occur: either the branch is closed, that is the corresponding internal derivation does not lead to a legal position (0 0s appear in the multiset and on the proof-theoretical side a rule is used), or we get to a sequent made of a positive formula F (there is a move N ρ M with [M ] + = F , the induction hypothesis allows us to proceed), or we get to an empty sequent (but this case is impossible for parity reasons on the length of the strategy which is required to be winning).
We give only a sketch of the proof for the second part of the proposition which essentially relies on the completeness of focused proofs [3] . We additionally require that the rule for is used when no other rule can be applied. We use such a proof to build a winning strategy for [F ] n . Each positive layer of the proof results in a first move of a ∃∀-strategy (the detail of this positive part of the proof can be mapped to an internal derivation justifying the move). Each negative layer of the proof results in a ∀-branching in the strategy. More precisely an additive slice of a negative layer results in a move of a ∀∃-strategy (or an absence of move, see below). It is easy to check that all these moves are justified by internal derivations and that the ∀∃-branching is complete. Concerning the parity condition, it is due to the fact that the proof can end with either a 1 rule or a rule. In the first case, the corresponding position in the game is an empty position ({} also denoted by 0 0) immediately following an ∃∀-move that is a position from which no move is possible. In the second case the last multiset of a maximal internal derivation corresponding to this branch of the proof contains a 0 0 so that it cannot justify a move (it cannot be of the form Γ).
2
This corollary follows immediately from the preceding Proposition.
Corollary 5.4 Let N be a simple expression involving no quantification nor atoms. Either
. . , t n ) Fig. 3 . Translating classical formulas into additive neutral expressions. The syntactic variable A ranges over atomic formula.
Additive games and truth
As described in, say [13] , Hintikka presented a game to determine the truth of a formula in classical first-order logic. In that game, two players P and O, play with the same formula: if that formula is a conjunction, then player P would choose one of the conjuncts; if is a universal quantifier, then player P would pick an instance; if the formulas is a disjunction, then player O picks a disjunct; and if the formula is an existential quantifier, play O picks an instance. In our setting, such a game is purely additive: that is, the neutral expressions determining the game contain no occurrences of × and . Figure 3 defines two mappings, f (·) and h(·), that take classical formulas in negation normal form (formulas where negations have only atomic scope) into additive neutral expressions. Lemma 6.1 Let M be a model and E be a closed first-order formula. The expression f (E) has an ∀∃-win iff h(E) has an ∃∀-win, and the expression f (E) has an ∃∀-win iff h(E) has an ∀∃-win.
Proof. Proof is by induction on the structure of f (E). Notice that the difference between f (E) and h(E) is that one is the of the other.
The following proposition shows that the additive fragment of our games corresponds to Hintikka's game theoretic approach to defining truth. Proposition 6.2 Let M be a model and let f (E) = N , where E is a closed first-order formula. The formula E is true in M if and only if there is a ∀∃-win for N .
Proof. We prove by induction on the structure of E that if f (E) 
has an ∃∀-win if and only if (h(E 1 ) + h(E 2 )) has an ∀∃-win.
Case: E is ∀x.E and f (E) = Qx.f (E ). The formula E is true if and only if E [c/x] is true for all c ∈ |M| if and only if f (E [c/x]) has an ∀∃-win for all c ∈ M if and only if Qx.f (E ) has an ∀∃-win.
Case: E is ∃x.E and f (E) = Qx.h(E ). The formula E is true if and only if E [c/x] is true for some c ∈ M if and only if f (E [c/x]) has an ∀∃-win for some c ∈ |M| if and only if h(E [c/x]) has an ∃∀-win for some c ∈ M if and only if Qx.h(E ) has an ∃∀-win if and only if Qx.h(E ) has an ∀∃-win. 2 
Extensions
We plan to consider a number of different ways to extend neutral expressions so that we can leave the restrictive setting of MALL. For example, we plan to consider adding a modal operator to neutral expressions in order to recover the modal operators ! and ?. Extending this framework to study higher-order (predicate) quantification also appears most natural.
Here, we illustrate two other extensions we plan to consider: namely, the extension to the non-simple case and an extension that allows recursion.
Motivations for the generalization to arbitrary expressions
An important goal for a project that proposes to describe a game semantics for proof search is to show how fundamental results for games can be used to provide new proofs for fundamental results in proof theory. While we leave a full development of this topic for future work, we note that one would expect the following kinds of results to hold in game theory.
• For any N , it is natural to expect that N × N has a ∀∃-win, in which case, all occurrences of the initial sequent
+ are admissible.
• For any expressions M , N , and P , if M × N and ( N ) × P have ∀∃-wins, then M × P should have a ∀∃-win. From this result, cut-elimination for MALL should follow.
In both of these cases, narrowing ourselves to simple expressions results in the restriction that N must not contain the switch operator in the first case and that P (and M if we require N to be general) must not contain the switch in the second case; that is, the formulas involved in the statements above initial and cut would be neutral expressions from Section 3 and these expressions explain proof search with Horn clauses only. Thus, to allow ourselves to eventually obtain the proof theory results concerning the admissibility of cut and initial, we must consider the richer form of games based on more general expressions.
One more reason for such an extension is the fact that for the moment, only a weak form of multiplicative connectives is treated by the simple case: if the formula N × M is simple, only one among the two immediate subformula can contain an alternation of polarity. Understanding exactly which kind of multiplicatives we capture with the simple expressions will be of great interest.
Notice that the structure of games will certainly be more complex for nonsimple expressions than for simple expressions: one illustration of this fact is that games will no longer be determinate, even for the quantifier-free case. For example, the non-simple neutral expression × translates positively to ⊥ ⊗ ⊥ and negatively to 1 It is also clear that the mix inference rule [7] does not fit well with this game semantics approach since there are formulas B such that mix can be used to prove B and ¬B (for example, take B to be either ⊥ ⊗ ⊥ or 1 
Adding fixpoints
Consider extending the language of neutral expressions with the constants {fix n } n≥0 , where the expression (fix n λP λx 1 . . . λx n .M ) denotes an expression in which the bound variable P is an n-ary recursive call. If the syntactic type of neutral expressions is exp and the syntactic type of terms is i, then the syntactic type of fix n is (α n → α n ) → α n where α n is i → . . . → i → exp (where i occurs n times). The rule for extending → for such expressions is simply
where we assume that λ-conversion is automatically applied to simplify syntactic expressions involving β-redexes.
All examples in this section assume that the first-order model used to determine games is the Herbrand universe over a signature containing the constants z and s(·) (used to encode non-negative integers).
has syntactic type i → i → exp. This expression, named L, denotes a recursive expression on two arguments. Since the expression L contains no operators, then L(n, m) → Γ only if Γ is empty (assuming that n and m are terms denoting natural numbers). The expression L can be used to compute the "less-than-or-equal-to" relations on natural numbers in the following sense. The expression L(n, m) has an ∃∀-win if and only if L(n, m) → * Γ if and only if the number represented by the term n is less than or equal to the number represented by the term m. Similarly, L(n, m) has an ∀∃-win if and only if L(n, m) → * Γ is not possible if and only if the number represented by the term n is greater than the number represented by the term m.
Example 7.2
We can now define the maximum of a set of numbers. Let A be a non-empty set of numbers and let A(n) denote the expression encoding this set (as described in Example 5.1). Let L be the recursive expression given in Example 7.1 for the less-than-or-equal-to relation. Let maxA(n) be the following expression with the one free variable n:
Developing the moves for this (simple) expression yields the following. The expression maxA(n) has an ∀∃-win if and only if n is not in A or it is not the largest member of A. Similarly, maxA(n) has a ∃∀-win if and only if n is the largest member of A. Example 7.3 Inductive defined sets can be described as games [2] . Let D be a set and let Φ be a (finite) set of pairs X, x where X is a (finite) subset of D and x ∈ D. Let I Φ be the smallest subset of D closed under the rules in Φ: that is, I Φ is the smallest set Y such that if X, x ∈ Φ and X ⊆ Y then x ∈ Y . Let x 0 ∈ D. Consider the following game to determine membership of x 0 in I Φ . After n ≥ 0 rounds of the game, the first player is required to pick a set X n such that X n , x n ∈ Φ and the second player is required an element x n+1 ∈ X n . If a player cannot move, then the other player wins. If a play has infinite length, it is a loss for the first player. It is now the case that x 0 ∈ I Φ if and only if the first player has a winning strategy. The following recursive neutral expression describes this game for checking membership of y in I Φ .
(fix 1 λIλy.
Example 7.4 Consider an abstract transition system given by the triple Λ, S, δ , where Λ is a non-empty set of actions, S is a non-empty set of states, and δ ⊆ S × Λ × S. Assume that actions and states are made into individual constants and that δ is a finite set. Let δ(x, y, z) be the following expression with the three free variables x, y, and z:
This encoding of a ternary relation is an immediate generalization of the encoding of finite sets in Example 5.1. Bisimulation between two states can be defined using the following recursive expression
Let Bisim be the above expression (of syntactic type i → i → exp) and let p and q be two states (members of S). The plays that start with the expression Bisim(p, q) are exactly those used to describe bisimulation in, say, [24] and [22, Chapter 2] . This encoding of bisimulation is also close to the encoding using a proof theoretic notion of definitions [18] .
As these examples illustrate, the proper translation of the fix combinator should be the greatest fixed point operator ν in the negative translation and the least fixed point operation µ in the positive translation.
[fix n λP λx 1 . . . and this corresponds to the greatest fixed point of the "definition"
bisim(p, q) = [∀a∀p .one(p, a, p ) ⊃ ∃q (one(q, a, q ) ∧ bisim(p , q ))] ∧ [∀a∀q .one(q, a, q ) ⊃ ∃p (one(p, a, p ) ∧ bisim(p , q ))]), which has been studied in [18, 26] . Formal results analogous to those in Propositions 5.3 for the cases involving recursion will certainly be more involved. Soundness holds: that is, if [N ] − (resp,
[N ] + ) for simple expressions N then there is a ∀∃-win (∃∀-win). The converse is, of course, not possible since winning strategies will certainly require declaring infinite paths to be wins (for greatest fixed point) or losses (for least fixed points) and recognizing such infinite wins and losses will not be recursively enumerable in general. Of course, one can imagine strengthening the proof system of MALL to contain induction and co-induction principles for µ and ν formulas along the lines described in [20, 26] .
Future work
We need to understand better possible connections between this work and that done by Girard in his recent work on Ludics [10] and by the work on games for linear logic in the tradition of [1, 4, 14] , for example. These approaches focus more on the role of cut-elimination and interaction than the program that we have outlined here. Of course, we are interested in an analysis of cutelimination but from the game theoretical approach outlined in Section 7.1: such an analysis should lead us to consider interactions between strategies.
Extending neutral expressions to account for modals and higher-order quantification seems like a natural task to consider next. Clearly, developing the ideas we outlined for fixed point expressions should allow us to link together a number of computer science motivated problems (such as bisimulation, model checking, etc) to specifications written in logic.
There are a number of implementation-related questions that are interesting to follow. One is the basic problem of exploring arenas in order to find either winning ∀∃-strategies or winning ∃∀-strategies. Another problem is determining how to use logic variables and unification to determine quantification instantiations when exploring the moves. Tiu has implemented a system, Level 0/1 [25] , that can automatically search for winning strategies when recursively defined formulas are restricted to at most one alternation of polarities: for example, this system will successfully prove or refute bisimulations for noetherian transition systems as described above. This system employs a simple generalization of the way Prolog mixes unification and proof search and is incomplete for some two player games. We plan to re-examine the role of unification in the more general setting.
