ABSTRACT Robust scale estimation and occlusion handling are two challenging problems in visual target tracking. Most existing methods do not perform well with complex image sequences, especially those with scale changes and partial occlusion. In this paper, a real-time RGB-D object tracker is proposed to deal with occlusion and scale changes in various scenes. Our approach is more accurate than most existing algorithms, while the computational complexity does not increase greatly. We build our approach based on the kernelized correlation filter (KCF), which utilizes the property of a circulant matrix and kernel to achieve fast target tracking. Our approach makes use of the spatial continuity of the depth information to achieve accurate scale estimation, and it performs better than an exhaustive search. In addition, we propose a method for model updating that combines the different parts of the target to deal with occlusion. We evaluate our method using the Princeton Data, which is a public RGB-D dataset for object tracking. Experiments show that the proposed approach significantly improves the performance compared with the baseline. Finally, we provide both quantitative and qualitative comparisons between our tracker and current state-of-the-art trackers. The proposed approach is shown to be superior to most trackers, while operating at a high frame rate.
I. INTRODUCTION
Visual tracking is an important research topic in the field of computer vision. It has been widely applied in video surveillance, robotics, human-machine interaction, and driverless vehicles. Although great progress has been made in the past 10 years, it is still difficult to deal with problems such as scale changes, partial occlusion, and deformation.
Many algorithms have been proposed to handle these problems in target tracking. They broadly consist of the generative and discriminative methods. At present, the main tracking algorithms are based on the discriminative method. Struck [3] is one of the most representative discriminative trackers, which utilizes the structured SVM to distinguish the target from the background and employs a threshold mechanism to prevent the growth of the support vector. To deal with long-term tracking, a novel method called trackinglearning-detection (TLD) [5] is proposed. TLD combines with a traditional detection algorithm to handle deformation and partial occlusion of a tracked target, while providing an improved online update module. The sparsity-based collaborative model (SCM) [10] combines discriminative and generative models to achieve high accuracy and robustness. However, SCM's high computational complexity prevents its tracking a target in real time, which hinders its wide application.
In recent years, methods based on a discriminative correlation filter (DCF) have achieved continuous performance improvements on tracking benchmarks [10] . The advancement in DCF-based tracking performance is driven by robust scale estimation [13] , [14] , non-linear kernels (KCF) [15] , multi-dimensional features [11] , [12] , long-term memory components [16] , sophisticated learning models [17] , 19] , and reduced boundary effects [19] , [20] . Since a convolutional neural network is good at extracting object features, Nam and Han [25] proposed a CNN structure called a multi-domain network (MDNet), which learns from multiple annotated video sequences to share features of different objects. However, the improved precision is at the cost of a significant reduction in the tracking speed.
In this paper, we propose a real-time RGB-D object tracker to deal with occlusion and scale changes. Our tracker is based on the kernelized correlation filter (KCF), which utilizes the property of a circulant matrix and kernel for fast tracking. Because the proposed method is general, there is no limitation on its application to other algorithms for visual tracking. Our work consists of scale estimation and occlusion handling. The main contributions are summarized below.
• Our approach uses the spatial continuity of the depth information to achieve accurate scale estimation, improving the performance while operating at a high frame rate.
• We propose a method to handle occlusion by adaptively updating the model according to the maximum response of our tracker.
• Both quantitative and qualitative comparisons are provided between our proposed method and most existing trackers. The rest of the paper is organized as follows. In Section II, a brief view of the KCF tracker is provided. In Section III, we present the proposed method for scale estimation and occlusion handling. In Section IV, our proposed method is evaluated by numerous experiments. We present our conclusions in Section V.
II. THE KCF TRACKER
The proposed method is based on the KCF tracker [15] , which achieves very impressive performance. The KCF tracker makes full use of negative samples around the target, enhancing its discriminative ability while transforming spatial-domain problems to the Fourier domain for high efficiency. We will now briefly introduce the KCF tracker.
Suppose we have a set of one-dimensional training data
. We can use a cyclic shift matrix p to create new data px = [x n , x 1 , x 2 , · · · , x n−1 ]. In this way, many samples are generated. Then we put the generated samples {p u x|u = 0, · · · , n−1} together and build a trainingdata matrix X = C(x), which is called a circulant matrix. This matrix has a special property [23] that links the spatial domain to the Fourier domain. Every circulant matrix can be expressed in the form
where F is the Fourier transform matrix, which transforms the data into the Fourier domain. The Hermitian transpose of F is expressed as F H , andx is the result of transforming the data x into the Fourier domain, where we can quickly obtain the solution of a linear regression. The loss function of linear ridge regression can be expressed as
where f denotes the linear combination of all samples: f (x) = w T x. The closed-form solution of w is achieved by the least squares method, which is expressed as
Joining w from eq. 3 to eq. 1, we can quickly obtain the closed-form solution in the Fourier domain,
wherex is the result of transforming the data x to the Fourier domain, and the complex-conjugate ofx is expressed asx * . The sign denotes the dot-product. By transforming the problem in the spatial domain to the Fourier domain, the above process can easily obtain a closed-form solution with low computational complexity.
Considering that most actual situations entail nonlinear problems, f is reformulated as
We aim to solve for α, which denotes the dual space coefficients. We apply a kernel trick to quickly obtain the closedform solution of α. In this paper, we use the Gaussian kernel to help us solve the problem. The kernel correlation is expressed as
where k xx denotes the kernel correlation of x andx, and the sign denotes the dot-product. Then the kernel correlation k is applied to obtain the solution ofα * ,
Similar to the linear case, the closed-form solution ofα * is learned in the Fourier domain. After learningα * , we can use it to track the target,f
The whole process operates in the Fourier domain.x is the template of the target, which is updated continuously. When we convertf (z) to the spatial domain, the location with the maximum response is considered to be the target location.
Compared with the location of the maximum response of the previous frame, we can get the position offset and know how the target is moving. The process has low complexity due to the cyclic shift matrix.
III. OUR APPROACH
We propose a real-time RGB-D tracking algorithm based on the KCF tracker, which combines color features and depth features to estimate the scale change and handle partial occlusion. Our proposed method achieves good performance while maintaining a high frame rate. The block diagram of our proposed method is shown in FIGURE 1. The candidate target is quickly segmented into image blocks using the proposed adaptive k-means clustering method, and then we compare the difference of the depth information distribution in each block with the previous frame's block in the same location. In this way, we can estimate the target's scale (see Section III.A). We also present a method to cope with occlusion, which combines blocks of the target and adaptively updates the model based on the response value of KCF, which enhances the stability and reliability of our tracker (see Section III.B).
A. SCALE ESTIMATION
In Section II, we introduced the KCF tracking algorithm in detail. It has good performance in tracking accuracy and speed. However, the method cannot adapt to the target's scale change. Danelljan et al. [14] proposed a kind of scaleadaptive method based on the KCF tracker by setting a different size factor to accurately estimate the target's size. Although the method can achieve good performance in certain scenes, it achieves accuracy at the expense of speed. The accuracy of scale estimation depends on the number of scale factors. To achieve better accuracy while not degrading the speed, our tracker makes use of space continuityof-depth information to achieve accurate scale estimation. We first estimate several candidate targets using the KCF tracker, which is not robust for similar objects. As shown in FIGURE 2, there are two peaks due to similar features of two candidate targets. In this situation, the KCF tracker can easily miss the target and track the similar target. Therefore, it is necessary to re-estimate the response value instead of using the maximum response value directly to estimate the target's location. Our proposed approach for accurate scale estimation is described in detail below. We first map the candidate bounding box to the depth image, and then segment it using an improved k-means whose k is an adaptive value that is not fixed. Our goal is to minimize the loss function,
where k is the clustering number, which is adjusted continuously according to the loss value until the loss value converges; x i is a subset of the i th class; and m i is the clustering center of the i th class. After that, the candidate target is segmented into k parts represented as
The distribution of depth information of each part is counted:
where s i (d) is the number of pixels whose value is equal to d in s i . D(x, y) is the depth value of the pixel. We compare the distribution of depth information of every part of the candidate target in the current frame with the target's depth information in the previous frame. We use the offset of the center position of the image part to avoid missing the target. We estimate the target's location based on not only the depth information but also the center offset. The specific operation for the k th frame is as follows:
where σ (s i ) is the score of every image part in the candidate target; d i represents the depth information of s i that has the maximum number; m is the number of adjacent frames; and o i and o are respectively the center of s i and the center of the target in the previous frame. After that, we set the image part having the minimum score as our tracking target. It is effective to estimate the scale when the target is moving away from the camera, but not accurate when the target is approaching the camera. We gather the pixels having similar depth values in an adaptive search window, which is decided by the depth feature. First, we determine the real width and height of the target based on the depth and bounding box of the previous frame:
where u and v are respectively the width and height of the target's bounding box; d is the depth value of the target in the previous frame; and f u and f v are the camera's focal length in the horizontal and vertical directions, respectively. Then we determine the size of the search window based on the depth of the current target and the real size of the target:
where λ is a weighting factor that is equal to 1.0 in our experiment. In eq. 11, we can obviously see that the search window is varied for different depth features. After that, we gather the pixels having similar depth values in the calculated search window and hope to get the final location and scale in the current frame. Actually, the proposed method does not perform well due to the ground that is connected to our target and has a similar depth value to our target. Therefore, it is necessary to handle the ground that is close to our target. An effective method is to utilize the Y of 3D space coordinate (X , Y , Z ) to filter the pixels representing the ground. The real_Y of pixels can be calculated as where v 0 is half the image's height and h is the height of the camera from the ground. Then we can compare real_Y and the threshold T y . If real_Y < T y , we think the pixel represents the ground and we ignore the pixel. Specifically, we calculate the pixel's real_y of every column from top to bottom and do not stop until real_Y < T y , as shown in FIGURE 3 . In this way, we can avoid the bad effect of the ground and achieve good performance for scale estimation. Our approach makes use of spatial continuity-of-depth information and the imaging principle of the camera to handle scale change. Our method is also robust for the disturbance of a similar object.
B. HANDLING OCCLUSION
One of the difficulties in object tracking is the information loss, especially when the target is under occlusion. To solve the problem, we proposed a robust tracking method to handle occlusion by dividing the target into regions and combining the maximum response of each region based on KCF, as shown in FIGURE 4. Our tracking model is adaptively updated based on the response map of each region of the target, as shown in FIGURE 4. We will now describe our approach in detail.
In the tracking process, we simply divide the target into four regions and use KCF to obtain different response maps, as shown in FIGURE 4. The maximum value of the response map reflects the change of the intrinsic characteristics of the target. The greater the maximum response value, the smaller the change of the inherent features of the target and the occlusion probability. Considering the prior information, we give different weights to regions based on their maximum response values:
where w t i is the weight,f t i is the response of the i th part of the target in the t th frame, maxf t i represents the maximum response value in the i th response map, and η is a trade-off parameter.
In particular, we assign the weight w t i not just based on the response map in the current frame, but we also consider the movement continuity of targets in the frame, which is encapsulated in eq. 15. In this way, each part gets a weight that represents its confidence. We then combine them to estimate the target's location in the image by calculating the final response map: (16) where n is the number of parts and C t is the final response map. According to the location between the maximum response value of the target's response map C t and the maximum value of the response map of the previous frame, we calculate the motion offset of the target and achieve accurate target tracking.
Furthermore, we use an adaptive factor instead of a fixed factor to update the model:
where α t i is the final model of the i th part in the t th frame, and β is a weighting factor that is equal to 0.8 in our experiment. As shown in eq. 15, models of different parts are updated based on their weights. In particular, we do not update the model if w t i is smaller than T , and we expand the search area in the next frame. In this way, our model is robust for partial occlusions and abnormal changes of the target's appearance.
IV. EXPERIMENTS
We first compare our method with the exhaustive method for fast scale estimation and occlusion handling. Then we provide comparisons with state-of-the-art trackers. Finally, we present the qualitative comparison of our proposed method with some trackers.
A. EXPERIMENTAL SETUP
The approach proposed in this paper was implemented in C++. We performed the experiments on an Intel i7-4790 CPU 3.60-GHz processor with 4 GB RAM.
1) DATASETS
To evaluate the performance of our tracker, the public Princeton Dataset [21] was used to test it with extensive experiments. The Princeton Dataset consists of five verification sequences and 95 test sequences. There are various challenges in these videos, such as fast motion, background clutter, illumination change, partial occlusion, and scale change.
2) EVALUATION METHOD
The popular protocols [24] were used to evaluate the performance of our proposed method. Specifically, to evaluate our tracking results, we used three methods: distance precision (DP), center location error (CLE), and overlap precision (OP). The first CLE was obtained by computing the average Euclidean distance between the ground-truth and the center location of our tracking result. The second DP was computed as the relative number of frames in the videos where the CLE was smaller than a set threshold. In the paper, the threshold for DP was set to 20 pixels. The third OP was the percentage of frames where the overlap between the ground-truth and the bounding box exceeded the set threshold t ∈ [0, 1]. The results of all experiments are reported at a threshold of 0.5, which accords with the criteria of PASCAL evaluation. In this paper, the median CLE, DP, and OP were used to evaluation the performance of our approach over all videos. We also report the speed of the trackers in median frames per second (FPS) over all sequences. The median FPS is also used to show the speed of our method. In addition, we drew precision and success plots [24] to evaluate the performance of our tracker. In the precision plot, we can see different distance precisions under different thresholds for CLE. In the following comparison experiment, the DP score is presented at 20 pixels for all methods. The average overlap precision is reported in the success plot. We also compute the area under the curve (AUC) to evaluate our tracking result over all videos. Finally, we provide a qualitative comparison between our method and existing tracking methods. TABLE 1 shows the tracking results with our proposed scale estimation and occlusion handling, which are described in Section III. The method [14] was chosen as our baseline, which used an exhaustive search method [14] to deal with TABLE 1. Comparison of our proposed scale estimation and occlusion handling with the baseline. Our method significantly improves the performance, while maintaining a high frame rate.
B. EXPERIMENT 1: ROBUST SCALE ESTIMATION AND OCCLUSION HANDLING

TABLE 2.
Comparison with state-of-the-art trackers on the public Princeton Dataset. Our method outperforms most tracking methods in OP (%), DP (%), and CLE (pixels). In addition, the proposed method provides similar tracking results to ECO, which is the best existing tracker, while our tracker is faster.
scale change. The tracker, augmenting the baseline with our proposed accurate and fast scale estimation method, which is described in Section III.A, achieves better performance than the baseline. Our fast scale approach improves the tracking performance by 10.4% in median OP, while our tracker is eight times faster than the baseline method. Similarly, our method provides a better median DP, 88.1%, than the median DP of the baseline method, 82.5%. Additionally, the tracker with our proposed occlusion-handling method, as described in Section III.B, improves the tracking results by 2.3% in median OP and by 7.2% in median DP. The fusion of scaleestimation and occlusion-handling methods achieves a significant improvement. An impressive 15.3% increase in median OP is achieved using our tracker with scale estimation and occlusion handling compared to the baseline, clearly demonstrating the effectiveness of our proposed scale estimation and occlusion handling. It is worth noting that our method is general and it is possible to incorporate it into other trackers.
C. COMPARISON WITH STATE-OF-THE-ART
To further reflect the effectiveness of our tracker, we compared the proposed method with six trackers that have shown impressive performance in recent years: DSST [14] , SAMF [22] , KCF [15] , MDNet [25] , DSST [14] , and ECO [26] . TABLE 2 shows the comparison of trackers on the public Princeton Dataset. The median OP, DP, and CLE of each method are provided over all videos. In addition, we compare the speed of all trackers in median FPS.
ECO performs best among existing tracking methods, with a median CLE of 9.7 pixels. Our method improves the result, reducing the median CLE by 1.2 pixels. Similarly, ECO and MDNet provide excellent results in median DP with 93.2% and 91.8%, respectively. Our method again provides a better result, with a median DP of 95.6%, compared to ECO and MDNet. ECO achieves the best results among existing methods, with a median OP of 86.5%. Although our approach does not outperform ECO in median OP, it achieves similar performance to ECO and outperforms the others. It is worth noticing that our method has a great speed advantage over existing trackers. Our method provides a high frame rate, with a median FPS of 44.0 over all videos. It can be seen in TABLE 2 that our approach is about twice as fast as ECO, and 50 times faster than MDNet in median FPS.
FIGURE 5 shows the precision and success plots, illustrating the mean distance and overlap precision over all videos. In both precision and success plots, our approach achieves overall better performance compared to the other trackers. The results benefit from our proposed scale estimation and occlusion handing. The proposed scale estimation makes it possible for our method to exactly estimate the scale of the tracked target with a makes use of the spatial continuity of the depth information. In addition, the proposed occlusion handing enhances the robustness of our tracker with an adaptive model updating method that combines the different parts of the target to deal with occlusion. In conclusion, the precision plot shows that our method is more robust than existing trackers. Similarly, the success plot demonstrates that our proposed scale estimation and occlusion handling are effective over all videos of the public Princeton Dataset.
D. QUALITATIVE EVALUATION
A qualitative comparison of our method with state-of-theart trackers is presented in FIGURE 6. FIGURE 6(a) provides two videos with scale change, zcup_move_1 and face_move1. ECO, MDNet, DSST, and SAMF can handle scale changes, but they suffer from fast scale changes, and the precision of scale estimation is progressively less for long-term tracking. Despite these challenges, our proposed method accurately estimates both the scale and position of the target. VOLUME 6, 2018 FIGURE 5. Precision and success plots over all sequences. The average DP score, at 20 pixels for each method, is reported in the legend of the precision plot. The legend of the success plot contains the area-under-the-curve (AUC) score for each tracker. FIGURE 6(b) shows the results over two videos with partial occlusions. The existing trackers fail to deal with the significant occlusions in the new_ex_occ video, while our tracker accurately estimates the scale and position despite the partial occlusion by a similar object at frame 27, as shown in FIGURE 6(b). In addition, our tracker tracks the target accurately in the bear video, while MDNet and ECO fail to estimate the scale and DSST and SAMF fail to track the target.
V. CONCLUSIONS
In this paper, we propose a real-time RGB-D object tracker that achieves impressive performance for occlusion handling and scale estimation in complex scenes. Our tracker uses depth information to solve the problem of estimating scale. Compared to the exhaustive scale search, which is at the expense of the speed, our tracker achieves better performance while maintaining a high frame rate. Furthermore, we provide a strategy of updating a model to handle occlusion. Because our scale-estimation and occlusion-handling methods are general, the can effectively be applied to other trackers.
Experiments were performed on the public Princeton Dataset with significant scale changes and partial occlusion. Both quantitative and qualitative evaluations are reported to evaluate our tracker. The experimental results clearly demonstrate that our method outperforms most trackers, while operating at a high frame rate.
