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INTRODUCTION 
LET G BE ONE of the groups U(m, n), SP,,(R) or SO*(2n). Let K be a maximal compact 
subgroup of G and let F be a cocompact torsionless discrete subgroup of G. The 
symmetric space G/K is hermitian and r\G/K is a compact Kahler manifold. We 
obtain some natural decomposition of the space of holomorphic forms on T\G/K 
which is intrinsically defined using cup product with the chern classes of some special 
bundles on r\GIK (namely the bundles obtained by dividing by the action of F on 
some universal bundles on G/K). 
For example in the case G = U(m, n) our results are described as follows. Let G,,, 
be the Grassmanian of m dimensional subspaces of Cm’“. Let X,,,, be the orbit of 
Cm E G,,n under the action of U(m, n). We can identify X,,, to the symmetric space 
U(m, n)/U(m) x U(n). We restrict the universal subbundle (resp. universal quotient 
bundle) of G,,,, to X,,” and divide by the action of F. Let E, (resp. F,,) be the bundle 
obtained this way on F\X,,,. Let 
Cl, c2,. . . ,C,(resp. C;, C;, . . . ,a E H*nx,,,) 
be the Chern classes of E,,,(resp. F,). We prove Theorem 2, (2.8) and Corollary (2.26). 
(i) For each ordered pair i, j where either i = j = 0 or 1 < i s m and 1 c j c n 
define H{i, j} = {s E H m”-iizo(r\X,,,)(Ci+ls = Ci+*S = . . . = 0 = Ci+lS = C;+zS = . .}. 
Then @ILOHf’o(F\X,,,n) = @&{i, j}. 
(ii) For every nonzero s E H{i, j}, the elements C:IC~. . . .cfi. s( E H*(T\X,,,,)) 
taken over i-tuples of nonnegative integers (k,, k2, . . . yki) such that k, + k2 + . . . + ki c j 
are linearly independent. 
We obtain similar results for G = Sp,(R) (Theorem 4, (4.1)) and G = SO”(2n) 
(Theorem 5 (5.1)). The product of two holomorphic forms on T\G/K is also con- 
sidered. For example when G = Q,,(R), if sI E H’1*‘(r\G/K) and s2 E H’2,‘(r\G/K) 
then s,. s2 = 0 provided 1, > 0 and I2 > 0. 
Our methods are mainly representation theoretic. 
reflect the k module structure of A p(g = k +p is a 
particularly the Proposition 2.3. 
Roughly speaking the results 
Cartan decomposition), more 
61. 
Let G be a connected noncompact semisimple Lie group with a compact Cartan 
subgroup T. We assume that G is linear and that the complexification GC of G is 
simply connected. Our main interest in this paper is the case when G is one of 
SU(m, n), Sp(n, W) or SO*(2n). However, we will begin specializing only from the 
next section. Let F be a cocompact discrete subgroup of G without torsion. Let K be 
a maximal compact subgroup of G containing T. Let X = I’\G/K. Then X is a 
compact locally symmetric space with negative curvature. Let G be the unitary dual 
of G. For n E G let ,y= be the infinitesimal character of r. Let x0 be the infinitismal 
character of the trivial one dimensional representation of G. Fix a Cartan decom- 
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position go = k. + p. of the Lie algebra go of G so that k0 is the Lie algebra of K. Let 
g = k + p be its complexification. By Matsushima’s formula 
dim H’(X, C) = 2 (r/K: A ip)dim Horn&n, L*(I\G)) 
r=6, 
x0=x0 
where (r/K: A ‘p) is the intertwining number between the two k modules rr/K and 
A $. We will use some recent results [4] about (n/K: A ‘p). Let to be the Lie algebra of 
T and let t be its complexification. Let A be the set of roots of g with respect to t. 
Then A is the disjoint union of Ak and A,,, the sets of, respectively, compact and 
noncompact roots in A. Let Pk be a fixed positive system for the set of compact roots 
and let rk be the corresponding Bore1 subalgebra of k. If P is a positive system of 
roots for A, we denote by P, the set of noncompact roots in P and let 6, be half the 
sum of the roots in P,,. For a parabolic subalgebra 4 containing t, we let i3,,, be half 
the sum of the noncompact roots in the nilradical of 4. The main result of [4] is the 
following theorem. 
(1.1). Let r E G and assume xn = x0. Suppose V, is an irreducible finite dimen- 
sional representation of k with highest weight cp (with respect to Pk) such that (n/K: 
V,) # 0 and ( A ip: V,) # 0 for some i. Then there exists a parabolic subalgebra q of g 
containing rk such that cp = 26,“. 
Let L be the spin module for the Lie algebra so (p) of the rotation group SO(p) 
(with respect to the restriction of the Killing form). By composing it with the adjoint 
action of k on p, we obtain the spin representation (T of k on L. It is known that as k 
modules A p is isomorphic to L@L. Also, L is isomorphic (see[7]) to @pVs, where P 
runs over all positive systems in A containing Pk and where V,” is the irreducible k 
module with 6, as highest weight. 
(1.2) LEMMA. Let q be a parabolic subalgebra of g containing t. Let 24, be the 
sum of the noncompact roots in the nilradical of q. If V, is an irreducible k module 
with highest weight [ with respect to Pk and if Homk( V,, V2s4,“@L) # 0, then (5-t 
Sk, ‘6 + ak) a (6, 6). 
Proof. We have L = @Vifl where the summation is over all positive systems P of 
A containing Pk. Let 7 E W, be the unique element such that 7Pk = -Pk. If 
Homk( V,, V,&Vi”) # 0, then 26,,, + r& is a weight of V,. Hence, ]I[+ &/I 2 
I]w(2&@ + %)‘+ Skii f or every w E Wk. Hence, to prove the lemma, it suffices to show 
that for some w E Wk, llw(2S,, + r&) + &I[ 2 [Js((. Th is can be done by using the same 
arguments as in the proof of [9, 4.81 (Q.E.D.). 
Recall that we have a fixed positive system of roots Pk of Ak and rk is the 
corresponding Bore1 subalgebra of k. 
(1.3) PROPOSITION. Let q be a parabolic subalgebra of g containing rk. Let P be a 
positive system in A containing Pk. Let 6, be half the sum of the noncompact roots in 
P. Let P be an arbitrary positive system in A and let & be half the sum of the 
noncompact roots in P. Suppose 2S,, = 6, + 8”. Define P$ = { - CYJLY E Pk, (28,,,(u) = 0} 
D{a lo E pk, (24~ a) > 0). 
(i) Let PI’ = Pi U p,,. Then P” is a positive system. 
(ii) Let 6” be half the sum of the roots in P”. Then S + 6” is dominant with respect 
to P and P”. 
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(iii) Let (I = t + Z nEPM&Y + K”) + z&V-lP”ga. The 4 is a parabolic subalgebra. 
Moreover, 6 + 6” is the sum of the roots in the nilradical of 4. 
(iv) cj>qandQnp=qnp. 
Proof. Clearly (ii)J(iii). We begin with the proof of (i). We first assert 
(1.4) LetB={-(YI~EP~,(~“,a)<O}.Then(6,+S-,P)=OforanyPEB. 
The proof of this assertion is the same as the proof of [4, Lemma 2.21. It consists 
in showing that if 1.4 is false then it contradicts 1.2. It easily follows from 1.4 and the 
definition of Pi that 6,’ is Pi dominant (see proof of [4, Lemma 2.3, Part (iii))]. The 
last assertion then implies that P’;. U pn is a positive system. This proves (i). 
We now come to the proof of (ii). We claim first of all 
(1.5) 
(6 + CT”, p) 2 0 
for 
Let p E Pk. (6 + S”, p) = (6, + &,, p) + (& + S$, p). But 6, + 8,’ ( = 26,,) is Pk dominant. 
Hence, (6, + &, p) 2 0. Also, by definition, P;I = { - (Y Ia E Pk, (6, + &, a) = 0) U{(Y (LY E 
Pk, (6, + s’,, cu) > 0). This implies that t + C,Ep,n_pi(g” + g-“) + XaEp,-,&’ is a parabolic 
subalgebra of k of k containing rk( = t + Z aEPkgU). Note that & + 8; is simply the sum 
of the roots in the nilradical of the above parabolic subalgebra of k. This & + 8; is Pk 
dominant. So 1.5 is proved. 
Now suppose that S + 8” is not P dominant. Let (Y E P fl -P” be a P-simple root 
such that (6 + a”, a) < 0. In view of 1.5, we conclude that (Y E P,,. Let P’ = s,P. Note 
that Pkl = Pk. Let 6,’ be half the sum of the noncompact roots in P,‘. Then 6,’ = 6, - LY. 
Set p”,’ = (p” - { - (Y}) U {a} and 6”’ = & + (Y. Since (Y E P, fl -Pi = P, n - Fn, clearly 
s’, + (Y is a weight of the spin module L of k. By the usual argument based on 1.2, we 
conclude that 8,” is an extreme weight of the spin module L. Applying part (i) of 1.3 to 
the expression 26,, = 6,’ + &,,I, we conclude that Pi U p,,,’ is a positive system. From 
the definition of p,,‘, clearly (Pi U pn) n -(Pi U p,,‘) = { - a}. But Pi U pn = P”. Thus, 
we conclude that - (Y is a simple root of P”. Hence, 
2( S”, - (u) 
(ff, ff) 
= 1. Also, since (Y is a 
simple root of P, $$$ = 1. Hence (6 + 8’, (u) = 0, which is a contradiction. Thus, 
S + 8” is P dominant. 
One now easily checks that the role of P and P” can be interchanged and so it also 
follows that 6 + 8” is P” dominant. It remains to show (iv). Observe that 4 depends on 
the linear form S,,,. This is seen as follows: 
(1.6) 
A = {a (a E Ak, (&n, a) 3 O]. 
Define q. = t + ZaEA g”. Note that q. is a parabolic subalgebra of k. Let q be the sum 
of the roots in the nilradical of qo. Now let 
(1.7) 
D = {a Ia E A, (26,, + cp, (Y) 3 0). 
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Observe that 
(1.8) 
A c D. 
It is easy to see that 
(1.9) 
(Note that 26,, + cp = S + 6”.) Thus the parabolic subalgebra 4 defined in 1.3, (iii) 
depends only on the linear form S,,,. Now let P be a positive system in A which 
contains the roots in the nilradical of q. Write P as a disjoint union P = P,,, P,, where 
P,, is the set of roots in the nilradical of q and P, is the complement of P,, in P. (By 
abuse of language, we say that P,,, is the set of roots of P in the reductive part of q.) 
Now assume that P also contains Pk. Now define 
(1.10) 
Pm = (-P,) u P,. 
Note that P- is also a positive system in a. 
(1.11) Let G,(resp. a,-) be half the sum of the noncompact roots in P(resp. P-). 
Then 26,,, = 6, + a,-. The proof of this assertion is straightforward. Now we can apply 
our conclusions (i)-(iii) of 1.3 by taking this pair (P, P-) in place of the pair (P, P) in 
the data of Proposition 1.3. In doing this we straightaway see from (iii) of 1.3 that 
4 n p = q n p. To show that q c q, it hence remains only to take care of the compact 
roots. Note that if (Y is a compact root such that g” c q, then (8q,n, (Y) 2 0. Combining 
this observation with 1.3, (iii), we conclude that q C cf. Q.E.D. 
Given q and P where P contains the roots in the nilradical of q, recall we have 
defined Pm = (-P,) U P, (see (1.10)). 
(1.12) PROPOSITION. Let q be a parabolic subalgebra of g containing rk. For 
arbitrary P and P’ both containing Pk, 
(i) The intertwining number (V,,@ VsS,: V2sv,,) = 0 or 1. 
(ii) The intertwining number above is zero if P (or P’) does not contain the 
noncompact roots in the nilradical of q. 
(iii) If P contains the noncompact roots in the nilradical of q, then ( Vs,@Vsj.: 
Vzs,,,) is nonzero if and only if 6n is an extreme weight of VS,,. In particular, there is a 
unique P’ containing Pk, such that (V,,@ VS,.: Vzs,,,) f 0. 
Proof. Suppose (V,,@ Vsf,: VzSq,“) # 0. Hence, 26q,n = 6, + r, where r is a weight of 
VSS,. By the usual argument based on (1.2) we conclude that r is an extreme weight of 
VS,. In particular, as a weight of VA,, r has multiplicity one. Thus (i) is proved. Let P 
be a positive system (not necessarily containing Pk) such that r = $,, (where & is half 
the sum of the noncompact roots in P). Then 24, = 6, + &. We can now apply the 
conclusions of (1.3). The validity of (1.12, (ii)) follows from the assertions (1.3, (iii) and 
(iv)). 
For the proof of (iii), define Pm by (l.lO), so that 26,” = 6, + 6,-. If (V@ Vsh: 
VSSil,,) f 0, then 6, + r = 26,., for some extreme weight r of V6;. Thus S,- is an extreme 
weight of Vs,. Since extreme weights of irreducible components of L have multiplicity 
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one as a weight of L, we conclude that for any given P as in (1.12, (iii)) there is at most one 
P’ containing Pk, such that ( VS,@VSr: V26q,,) f 0. Conversely, choose P’ containing Pk 
such that S,- is an extreme weight of V,;. We have to show that (V&V,,: VzSq,,) f 0. 
This follows from the following general remark: If V, and V, are irreducible k modules 
with highest weights cp and T respectively and if s is an element of W, such that cp + ST is 
Pk dominant, then (V,@V,: V,,,,) = 1. (This can be deduced from Hermann Weyl’s 
character formula.) 
Given any parabolic subalgebra 9 as in (1.12) let 9 = m + u be the Levi decom- 
position of 9 where m contains t. Let k,,, = k f~ m and let p,,, = p II m. 
(1.13) COROLLARY. Let A,,, be the set of roots of the reductive part of 9. Let 
P,,,k = Pk il A,,,. Then 
(i) dim Homk( V,, 4.“’ A p) equals the number of positive systems in A,,, which 
contain Pm.k. 
(ii) dim Homk( Vz+ A p) also equals the dimension of the space of invariants for 
the action of k, on A pm. 
Proof. Since A p is isomorphic to L@L*, (1.13, (i)) follows from Proposition 
1.12. Since A pm is isomorphic to L,@L$! (L, = spin module for k,,) and since the 
number of irreducible components for the action of k,,, on L,, equals the number of 
positive systems in A,,, containing Pm,k, (1.13, (ii)) follows from (1.13, (i)) Q.E.D. 
(1.14) COROLLARY. Let crl, az,. . . ,cq be the noncompact roots in the nilradical of 9 
and let X,,, . . _ ,XVi be the corresponding root vectors. 
(i) Let y = y(9) = x,, A x”* A . . . A XU, (E A p). Then y is a highest weight vector of 
weight 2S,,,, i.e. y is of weight 26,,, and is annihilated by X,, tl, E P,,. 
(ii) If fl, zz, . . . ,zt is a basis for the space of k, invariants in A pm, then z, A 
y, . . . J, A y is a basis for the space of highest weight vectors in A p of weight 2S,,. 
Proof. Clearly k n 9 stabilizes C.y. Hence, [k n 9, k n 91. y = 0. Let p E Pk, 
Then since X, E [k n 9, k f7 91, X, . y = 0. This proves (i). To prove (ii) let p E Pk. If 
X, E k,,,, then X, . (Zi A y) = (Xp . Zi) A y + Z; A (Xp . y) = 0. NOW, let X, Ek fI (nil- 
radical of 9). Let Y,, (1 i 1 s s) be a basis of pm consisting of root vectors. For each 1, 
if [X,, Y,] f 0, then [X,, Y,] is a scalar multiple of one of X,,, X,,, . . . ,X,,. Hence 
[X,, Y,] A y = 0. Since Zi can be written as a linear combination of products (in A p,) of 
Y,(l < 16 s), we find X, . (zi A y) = 0. It is trivial that z, A y, . . . ,zl A y are linearly 
independent. That they form a basis for the space of highest weight vectors in A p of 
weight 26,,, is evident from (1.13, (ii)). Q.E.D. 
(1.15) We define X,’ = a compact symmetric space dual to the noncompact sym- 
metric space M/M fl K, where M is the analysit subgroup of G with Lie algebra 
m ng,. 
(1.16) COROLLARY. dim Horn, ( VZSq,n, A a+deg(y)p) = dim H” (Xi, C). 
Proof. We know by Cartan’s theorem that dim ,‘(X,C, C) = the dimension of k, 
invariants in A “p,. Thus (1.16) follows from (1.14, (ii)). Q.E.D. 
We now draw a conclusion about the Poincare polynomial of the compact locally 
symmetric space X = T\GIK. Let 9,, q2,. . . ,9/ be a set of parabolic subalgebras of g 
containing rk such that 6,,” f 6,” if i# j and such that given any parabolic subalgebra 
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q of g containing rk, there exists a qi such that 6,., = a,,,,. Identify H*(X, C) with the 
space of harmonic forms. Given qi, define the space of “primitive” forms P,, as 
follows: 
(1.17) Let V(qi) = the k submodule of A p generated by the highest weight vector 
yi = Xi, A Xj, A . _. . A Xi, where Xii,, X;,, . . . ,Xi, are root vectors corresponding to the non 
compact roots in the nilradical of-q,. The bundle of exterior forms on r\G/K is 
obtained from the principal K bundle r\G+T\GIK by inducing from the 
representation of K on A p. Let Eqi be the subbundle corresponding to the subre- 
presentation of K on V(qi). 
We define 
(1.18) P,, = the space of harmonic forms taking values in Eqi. 
Let XF be the compact symmetric space defined by taking q = qi in 1.15. 
(1.19) THEOREM 1. The Poincare polynomial of X equals Ci dim Pqi. tdegcyi) fl Poin- 
care polynomial of XF. 
Proof. Let p be the left regular representation of G on L*(I\G). Decompose (p, 
L2(r\G)) = c ,E~Nr(~)(~, I-I,,) where N,(r) is the multiplicity of n in p. 
By Matsushima’s formula, 
dim Hj(X, C) = C &x,=xo&(~) dim Homk( A ‘P, H,r). 
For the same reasons, also 
Now using 1.1, 
dim H’(X, C) = CiCTEG.r,=r,, Nr(?r) dim Homk( Vzfiqr,,H,) 
. dim HOrQ( Vzs,,,,, A ‘p). 
= xi dim p,, . dim Homk( Vzfiqi,.. A ‘p). 
= xi dim pqi + dim ffmdeg(yl)(Xt, c). 
(by 1.16) 
The assertion 1.19 follows from this. Q.E.D. 
$2. THE HERMITIAN SYMMETRIC CASE 
When G/K is hermitian symmetric, we make some further observations in the 
context of Corollary 1.16. These will be used in the next few sections. Let us now 
assume that G/K is hermitian symmetric. 
(2.1) Under the identification of p with the complexification of the real tangent 
space at e E G/K, let p+ be the subspace of tangent vectors of type (0,l) and let p- be 
the subspace of tangent vectors of type (l,O). Then p = p_ + p_ and both p+ and pm are 
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stable under the adjoint action of k. This action of k on p+ (resp. p_) induces an action 
on A p+(resp. A p_). It is well known that the irreducible components of A p+ are in 
one-one correspondence with the set of all positive systems Q in A such that Q 
contains Pk. [HW, Lemma 3.51 This correspondence is described as follows: Let P be 
the positive system in A such that t + ZmEP g” = rk + p+. Then the irreducible com- 
ponent of A p+ corresponding to Q has lowest weight vectorx,, A Xa, A . . . A Xai where 
{ aI, ff2,. . . , (Yi} = P, II - Q,. We denote this component by V(Q). Then A p+ = 
@Q3Plr V(Q) and each V(Q) has multiplicity one. With respect to the Killing form p+ 
and p_ are in duality and hence also are A p+ and A p-. Thus, we can write 
A p_ = @o,pkV(Q)*. Using this, we can give a basis {&,/a > pk} of the space( A P)~ 
(invariants for the action of K) parametrized by the set of positive systems Q 
containing Pk. We take co = CiZi A ~7 where (Zi} is a basis of V(Q) C A p+ and (27) the 
dual basis of V(Q)* c A p-. 
Let r be the Bore1 subalgebra r = t + Catp g” = rk + p+. Let q be a parabolic 
subalgebra of g containing r. Recall the irreducible K submodule V(q) C A p defined 
by q. (see 1.17). If p is a positive system in A containing Pk, we have associated to it a 
K-invariant Cp (see 2.1). 
(2.2) We now define C,,,p, as follows. In the Levi decomposition q = m + u, m is 
the complexification of m. = m n go. Also (mo, m. n k,) is a hermitian symmetric pair. 
Let k, = k n m and pm = p n m. If Pm = p n A,,,, then we define c,,,p, to be the k, 
invariant in A pm associated to p, as in 2.1. We regard A pm c A p. 
(2.3) PROPOSITION. Let F be a positive system in A containing Pk. Let the K-invariant 
c+ A p be defined as in 2.1. Let q be a parabolic subalgebra of g containing r = rk + p+ 
and let q = m + u be its Levi decomposition. Define y(q) = ~T,X,E A p+, product over the 
noncompact root vectors in the nilradical of q. Let c,,~, be defined as in 2.2. Then 
(i) For r? E ( A P)~, c * V(q) = 0~ fT?. y(q) = 0. 
(ii) C?F . V(q) = 0 if ii does not contain the non compact roots in the nilradical of 
4. 
(iii) If p contains the noncompact roots in the nilradical of q, then c~ . y(q) = 
G?,& * Y(q) f 0. 
(iv) The elements {cP * y(q)/P 3 Pk and p contains the noncompact roots in the 
nilradical of q} are linearly independent. 
Proof. Since by definition, V(q) is the irreducible K module generated by the 
highest weight vector y(q), the assertion (i) is clear. Now assume that F does not 
contain the non compact roots in the nilradical of q. Definite a K-module mapping 
V(p)@V(q)-+ A p by X@YwX n Y. The lowest weight vector of V(P) is II,X,, 
where the product in A p runs over cy E P, fl - p,,. On the other hand the highest 
weight vector of V(q) is y(q) = II,X,, where p runs through the set of noncompact 
roots in the nilradical of q. Then, it is clear that if p does not contain the noncompact 
roots in the nilradical of q, then (lowest weight vector of V(P)) A (highest weight 
vector of V(q)) is zero. But if VI and V, are two irreducible K modules, fl the lowest 
weight vector of VI and e2 the highest weight vector of V,, then f&e2 generates the K 
module V,@V,. Hence for Vx E V(p) and Vy E V(q), x A y = 0. But cp = c,v,* A v, 
where {v,}, is a basis of V(p) and {v:}, the dual basis of V(P)* c A p-. Hence, we 
conclude that CF. V(q) = 0, if p does not contain the concompact roots in the 
nilradical of q. 
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To prove (iii) now assume that p contains the noncompact roots in the nilradical 
of q(and p > Pk) we claim that CF is the sum of Cp, and a linear combination of 
terms of the form X,, A X, A.. . A X,, where cpl, (Pi,. . . ,cp, are noncompact roots 
(positive or negative) and X,, belongs to the nilradical of 9. To see this, we begin with 
the expression CF = CvE A v, where {v,} is a basis of V(p) consisting of weight 
vectors. Let V,(p,) be the k, submodule of V(P) generated by the lowest weight 
vector of V(p). We can rewrite the expression Cp = ZcvE A v, as Cp = Cv:, A 
v,, + Zv& A vM where the first summation is over the pl for which v,, E V,(p,) and 
the second summation is over the p2 for which vlr2 @ V,(p,,,). The sum in the first term 
gives C,,,F,. We can assume without loss that any weight vector appearing in the 
second summation is of the form ad(X,,) . ad(X,,). .ad(X,J f where f is the lowest 
weight vector of V(P) and X,,, XoZ,. . ,X,_ are the root vectors corresponding to 
. . 
positive compact roots aI, ff2,. . . ,a, at least one of them not lying in A,. This forces 
V pz to be a linear combination of terms of the form X,, A X% A . . . A X,+ where 
CPIY (P2r . . ,cp,are noncompact roots and X,, belongs to the nilradical of 4. It now follows 
that Cpy(q) = C,,pmy(q). The latter is nonzero; for let pm = p fl m and let pu = 
(nilradical of 4) fl p+. Then A (pm@pu) is imbedded in A p, A (p, + p,) = A p,,,@ A pu, 
0 # c,,,,p,~ A pm, 0 # y(q) E A pu, etc. Thus (iii) is proved. 
Now, it remains to show 2.3, (iv). By 2.3, (iii), the set {CF . y(q))p 3 Pk and I’ 
contains the noncompact roots in the nilradical of 4) is just the set {C,, . y(q)lP > Pk 
and p contains the noncompact roots in the nilradical of s}. The map P ++ p fl A,,, is 
a bijection from the set {p/p > Pk and p contains the noncompact roots in the 
nilradical of s} onto the set {p,Ip, is a positive system in A,,, containing Pk fl A,}. 
Hence, {C,,,,p,,lP > Pk and p contains the noncompact roots in the nilradical of 4) are 
linearly independent in A pm (see 2.1). Via the imbedding A pm@ A pu + A p, the 
elements Cm,,p, . y(q) are simply the decomposable tensors C,,,p,@y(q), hence they 
are linearly independent. Q.E.D. 
53. THE CHERN CLASSES OF SOME BUNDLES ON r\G/K, G = CJ(m, n) 
Let G,,, be the Grassmannian of m dimensional subspaces of C”‘“. Let U(m, n) 
be the subgroup of GL(m + n, C) which leaves invariant the hermitian form z,t, + 
z& + . . . + z,z, - zm+,&+, - . . . - z - m+nl?m+nv Let C” = {z E Cm’“/ last n coordinates of z 
equal zero.} Let x0 E G,,, be the point defined by C”. Let X,,, be the orbit 
U(m, n) * x0. Then, X,,, is the noncompact Hermitian symmetric space 
U(m, n)/U(m) n U(n). Let E, be the “universal subbundle” on G,,,,: above a point 
x E G,,,, the fibre of I?, is the corresponding m dimensional subspace of Cm’“. Let p,, 
be the “Universal quotient” bundle on G,,,,: it is the quotient of the trivial bundle 
G,., x C”““, by the subbundle _I?,,,. Let I be a cocompact torsionfree subgroup of 
U(m, n). The group GL(m + n, C) acts on l?,,, and p,,. By restriction U(m, n) acts on 
J&IX,,,, and on p,,/X,,,,. Dividing by the action of I on &, IX,,,, and on pn IX,,, we get 
bundles on I\X,,,, denoted, respectively, by E, and F,. 
H*(G,,,) can be identified with the space of U(m + n) invariant forms on G,,,, (by 
Cartan’s theorem). Let w be a U(m + n) invariant form on G,,,. Let W be a U(m, n) 
invariant form on X,,, which equals w at x0. As w is, in particular, I invariant we 
obtain a form on I\X,,,, which, for trivial reasons is a closed form and hence it 
defines a cohomology class in H*(I\X,,,). We have thus obtained a mapping 
(2.1) 
It is known that n is an injection. 
(2.2) LEMMA. Zf cl, e2,...,c,,, (resp. ci,C;,.. . ,~A)E H*(G,,,) are the Chern 
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&SS~S of ~‘-?~(resp. fin), then (- l)‘q(ci) (resp. (- liq(c{) is the ith Chern class of E,,, 
(resp. F,). 
Proof. Choose a U(m + n) invariant metric on the fibre bundle Em and a U(m, n) 
invariant metric on the fibre bundle E,IXm,, such that the two metrics coincide on the 
fibre at x,,. If 8, (resp. 6) denotes the curvature matrix of the connection induced by 
the metric on E (resp. ElX,,,.,) & = - 0,/X,,,,,,. 
The assertion of the lemma then follows easily using the familiar definition of the 
Chern classes in terms of the curvature matrix of the connection. Q.E.D. 
To go further into the study of H*(I\X,.,) we introduce some notation. Let 
g, = k0 + p0 be a Cartan decomposition where go is the Lie algebra of U(m, n). Let p 
be the complexification of po. Write elements of g( = g(m + n, C)) as matrices 
where A is m x m, B is m x n, C is n x m and D is n x n. Thus k = 
Define p+=[(z E)IA=C=D=O] and p_= 
A = B = D = 0 . Then p = p+@p_. Let t be the Cartan subalgebra of g 
I 
consisting of all the diagonal matrices. Let r be the Bore1 subalgebra of g consisting 
of the upper triangular matrices. Note that p+ C r. Let e,, e2,. . . ,e,+,, E f* be the 
weights of the module C”‘” for the natural action of gf(m + n, C) on Cm’“. Here, ei is 
the weight corresponding to the weight vector ‘(O,O,. . .,O, l,O,. . .,O) where the ith 
element is 1 and the rest are zero. Then the positive roots P defined by the Bore1 
subalgebra r consist of {e, - ejl I d i < j s m + n} the positive compact roots {ei - e,ll d 
i<j<m}CI{ei-e,lm+l s i < j d m + n} and the positive noncompact roots {e, - ejll < 
i s m < j s m + n}. The simple roots of P are e, - e2, e2 - e3, . . ., em+“_, - e,,,,,. There is 
only one noncompact root among these, namely, e,, - e,,,,.,. 
(2.3) Set zi,, to be the (m + n) x (m + n) matrix whose entry in the (i, j)th position is 
1 and zero elsewhere. Then, zi,j is a root vector for the root ei - ej(i# j). 
The complexified tangent space at x0 E G,., is canonically identified with p. 
Moreover, for the canonical complex structure on G,,,,, the space of tangent vectors of 
type (1,O) at x0 is the subspace p- defined above. Using the Killing form the dual of p_ 
can be identified with p+. Let us regard I\X,,,, as the base space of the principal 
bundle I\G, with structure group K. Then forms of type (i,O) on IY\X,., can be 
identified with sections of the bundle on I\X,,, induced by the representation of K 
on A ‘p,. Denote this bundle by E’,‘; as is customary, this bundle is regarded as a 
holomorphic bundle dual to the ith exterior product of the bundle of holomorphic 
tangent vectors on r\x,,,. Since r\x,, is Kahler, we have a decomposition 
H’(I\X,,,,) = @k+,=iHk.‘(I\X,,,.n) and holomorphic sections of E’,’ imbeds into 
HYr\x,,,,l, C), i.e. EP(r\x,,.,) c Hi(I\X,.,, C). 
(2.4) We now define some parabolic subalgebras of g containing the upper 
triangular matrices, the significance of which will be clear in Lemma 2.5. For each 
ordered pair of integers {i, j} where i = 0, j = 0 or 1 SiSrn and lsjcn letqji,j}be 
the parabolic subalgebra of g defined by the partition m f n = (m - i) + (i + j) + (n - j). 
In other words, q{i, j} consists of the set of matrices of the form 
whereAism-ixm-i,Eisi+jxi+j,Iisn-jxn-j,Bism-ixi+j,etc.and 
D = G = H = 0. We denote by 6i.j.n the quantity S,,, when q = q{i, j). 
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(2.5) LEMMA. Let q be any parabolic subalgebra of g = gl(m + n, C) containing the 
upper triangular matrices. Then, there exists a unique pair {i, j}, with i = j = 0, or 
1 c i s m and 1 <j < n such that S,,, = S(i,i),n. 
Proof. Using the definitions involved, the proof of this statement is straightfor- 
ward. 
We now recall and reinterpret the subbundles E,(of the bundle of exterior forms) 
and the space P, of primitive forms associated to q, when q = q{i, j}. For each q{i, j} 
define 
(2.6) y{i il= b+ where the product is in A-P and zk,/ runs through all the 
noncompact root vectors in the nilradical of q{i, j}; in other words, (k, I) runs over all 
pairs I6kSm<lam+n suchthateitherksm-iori>m+j. 
Clearly, y{i, j} E A ‘p+, where I = mn - ij. For the action of K on A ‘pi, y{i, j} is a 
weight vector of weight 26fi,i),n annihilated by the root vectors corresponding to the 
positive compact roots. Hence, under the action of K, y{i, j} generates an irreducible 
K module with highest weight 26fj,i).n. 
(2.7) We denote by V{i, j} this irreducible K submodule of A p+. Denote by E{i, j} 
the subbundle of the bundle of forms of type (1,0), I= mn - ij, induced by the 
submodule V{i, j} of A ‘p,. Let C,, C,, . . . ,C,,, E H*(T\X,,,) be the Chern classes of 
E,,, and let C;, C;, . . . ,CL E H*(r\X,,,) be the Chern classes of F,. 
(2.8) THEOREM 2. (i) Hko(I\X,,,,) = 0 if I is not of the form mn - ij for some 
integers i and j such that 0 s i s m and 0 s j s n. 
(ii) For I# mn, let I, = [{i, j}li, j integers, 1 cicm, l<j<n and mn-ij=i]. For 
1 = mn, let I, = [{O, O}]. Let H{i, j} = {s E H”“~“~“(r\X,,,,)I Ci+,. s = C,+2 * s = . . . = 
CA * s = 0 c;,, . s = c;,, . s = . . . = CL . s = 0). Then H’,’ = @Ii,jlEr,H{i, j}. 
(2.9) THEOREM 3. (Cup product with equivariant cohomology classes). Let A be the 
image of the inclusion map v : H*(G,,,)-+ H*(T\X,,,), defined in 2.1. Let i and j be 
integers such that either i = 0 = j or 1 c i s m and 1 <j < n. Then for any non zero 
s E H{i, j} (as defined in 2.8, (ii)) and any y E A, y . s = 0 if and only if y belongs to 
the ideal in A generated by C;+,, , . . ,C,,, and C:,,, . , . ,CL. 
As we remarked in the introduction our proof is mainly representation theoretic. It 
relies on Proposition 2.3. We get to the Chern classes in two steps: first we use 
a theorem of Kostant [3, Theorem 6.151 which relates some K invariants in 
A p(g = k + p, a Cartan decomposition) to Schubert classes in G,,,, and in the second 
step we relate these Schubert classes to the Chern classes [2, Gauss-Bonnett, 
Theorem 1, p. 4101. For the orthogonal and symplectic cases the step two above is 
perhaps known (a reference, which comes closest to this is [5, Lemma 3.21). We give a 
proof of this relation for the symplectic case in Q3 and note that a similar argument 
works for the orthogonal case as well. 
Let P{i, j} be the space of primitive forms associated to q{i, j} (01, 1.18). 
For any integer 1 such that 0 s 1 s mn, by “Matsushima’s” formula, 
(2.10) H’~“(T\G/K) = @nsc, Xn=XO Homo(n, L*(r\G))OHom~( A ‘P+, EL). 
By [HW, Lemma 3.71 we conclude that in the above summation, Homk 
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( A ‘pi-, H,) # 03 n is a highest weight module. Then [9, 6.21 implies that there exists 
a parabolic subalgebra q containing Y such that 7~ is an irreducible highest weight 
module with highest weight 26,,,. In this case the summand 
Homc(r, L2(r\G))@Homk( A ‘p+,H,) of H’.‘(r\G/K) in 2.10 is nothing but the 
space of primitive forms P(q), as follows from the assertion [9, 6.31. Using Lemma 
2.5, it now follows from 2.10 that 
(2.11) H’~“(r\Xm,,) = @{i, j)El,P{i’ l
where 1, is defined as in 2.8, (ii). In particular H’,‘(r\X,,,,) = 0 if 1 is not of the form 
mn - ij for some integers i and j such that 0 <i<rn and Oajcn. Now to prove 2.8, 
(ii) we will identify the H{i, j} in 2.8, (ii) with the P{i, j} in 2.11. 
Let CR be the Casimir of G. If cp E P{i j}, cp is represented by a harmonic form (p 
where 
(2.12) 6 : T\G + A ‘p+, cp(gk) = Ad(k-l)@(g) 
where 2 = Tg, finCp = 0 and + takes values in V(i, j}. Let C E Hk(r\X,,,,). Let c be a 
closed C” k-form which represents C. Then c can be identified with a C” function 
c: T\G + A “p such that C&k) = Ad(k-‘)&f). Moreover, CCp is a closed form (of 
degree I+ k) and represents the cohomology class which is, by definition, the cup 
product C. cp. If in addition C = v(c), where c E H*(G,,,), (see 2.1) then we can 
take c to be the constant function, its value being the K fixed vector (? E A p). In this 
case c + (p is actually a harmonic form (fi(c. (p) = f?. fiCp = 0). Clearly 
(2.13) C . V{i, j} = 03 v(C) . P{i, j} = 0. 
We now define positive systems Pi(i = 1,2,. . . ,m) and P;<j = 1,2,. . . ,n) whose 
associated invariants cpi and (?F, will be later identified to the Chern classes in the 
statement of 2.8, (ii). We set 
(2.14) Pi = PkU{‘?k - e,)l <k<m,m+l<l~m+nJ 
u(ek - e,+,(l < k s m - i} 
U{ - ek + e,+,lm - i < k S m}. 
For brevity we write pi for cpi. Similarly, we set 
(2.15) Pi = PkU{e, - e,ll ck<m<lsm+n) 
U{e, - e,lm+j<f<m+n} 
U{-e,+e,lm<ISm+j} 
We write Ci for Cp; 
(2.16) LEMMA. P{i, j} = {s E H”“-i~“(T\X,,,)(~(~i+l). s = q(ci+2). s = . . . = ~(6;,) 
S*O and &+,). = &+*). s = . . . = &) - s = O}, where q:H* 
(G,,,)-+ H*(T\X,,,,) is the map defined in 2.1. 
Proof. Let s E P{i, j}. Let p be a positive system containing Pk. By (2.3, (ii)), 
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v(cp). s = 0, if p does not contain the noncompact roots in the nilradical of q{i, j}. 
We show that pi+,, . . ., p,,, and Pi+,, P:+z, . . ., p; have the above property. The 
noncompact root f?,_i - e,,, belongs to the nilradical of q{i, j} but it does not belong to 
jji+lt pi+*, . . ., p,,,. Similarly, the noncompact root e,,, - e,+i+, belongs to the nilradical of 
q{i, j} but it does not belong to Pj+,, Pi+*, . . . ,PL. Hence, for s E P{i, j} 77(~i+,) *s = 
77(C?+z) * S = . . . = ~(c,,,). s = 0 and n(cj+,) * s = . . . = T((?:). s = 0. 
For the converse, let I = mn - ij. Let 1; = {(i’, j’)lmn - i’j’ = 1, 1 c i’ c m, 1 < j' c n, 
(i’, j’) f (i, j)}. Let s E H’*‘(I\X,,,,). Write s = s, + s’ where so E P{i, j} and s’ E 
O(i’,j’)Elb P{i’, j’}. This can be done because of 2.11. Enumerate the elements of II, as 
(j,, j,), (&, &), . . . (i,, jt). Write s’ = s, + s2 + . . . + s, where sl, . . . ,st belong, respectively 
to P{i,, j,}, . . . ,P{i,, jt}. NOW suppose n(ci+,) * s = q(C'i+2) . s = . . . = v(C',,,) * s = 0 and 
&;:+,) . s = &;+z). s = . . . = q(cA) . s = 0. We wish to conclude that s’ = 0. Suppose 
s’f0. Since s’=s,+s~+... st we can assume without loss that s, # 0. Since (i,, j,) E 
I;, either i, > i or j, > j. 
Suppose the first case occurs 
(2.17) For instance i, > i. We claim that q(ci+,) * s’# 0. To see this, let 
cp,, 452,. . . ,Cp,: I\G + A ‘p+ be the harmonic forms which represent s,, s2, . . ,st res- 
pectively. Thus, &(k = 1,. . . ,t) takes values in V{i,, jk} (see 2.12), (P&x) = Ad(x-,). 
&(g), Vx E K, t/S E T\G and && = 0 where R is the Casimir of G. As we already 
noted, the product forms c;+, 1 Cp,, d;i+, . &, . . . ,C?i+, . et: T\G-+ A p are harmonic 
forms, taking values, respectively, in ci+, * V{i,, j,}, . . . ,C’i+l * V{i,, j,}. The K modules 
Vii,, j,], . . . ,V{i,, j,} are irreducible and mutually nonisomorphic. In the algebra A p,, 
exterior multiplication by a K invariant form is a K module map. Hence, to show 
that n(ci+,) * S' # 0, it is enough to show that d;i+, * Cp, # 0. But note that 
pi+, . V{i,, j,} f 0; indeed since i, > i, Pi+, contains the noncompact roots in the 
nilradical of q{i,, j,} and so we can apply (2.3, (iii)). Hence pi+, . 4, # 0 and we 
conclude that q(Qi+,). s’ # 0. On the other hand, since soEP{i, j}, a(~i+,) * so = 0. 
Since s = so+ s’, we now conclude 77(~i+,) * s# 0, which is a contradiction to the 
assumption 77(~i+,) . s = 0. From this, we conclude that s’ = 0. Of course, we have only 
considered the case i, > i (2.17); if, instead, we had assumed j, > j, using similar 
arguments involving c’;+,, we can still conclude s’ = 0. Thus s = so E P{i, j}. 
(2.18) Remark. The above arguments actually show the following. (a) If s E 
Hk,“(I\Xm,n) for some k and if 77(~i;i> * s = 0 for some integer i between 1 and m, then 
n(c$) . s = 0 for all i’a i. (b) If s E Hk,o(I\X,,,n) and if q(c;). s = 0 for some j, then 
~(cj,). s = 0 for j’> j. 
To wind up the proof of 2.8, (ii), we will next relate 7(ci), (1 < is m) and n(@, 
(1 <j < n) with Chern classes. 
Take ci E A p. Actually pi E ( A P)~, the space of K-invariants in A p, which by 
Cartan’s theorem has been identified with H*(G,,,). Thus, we can say that pi is the 
cohomology class in H*(G,,,) represented by the K-invariant associated to Pi. Let Wi 
be the unique element of the Weyl group W(g, t) such that Pi = WJ’. Let Swi be the 
Schubert cell in G,,, corresponding to Wi. S,i defines a homology class pi E H,(G,,,). 
The collection {~;}i is part of a basis of H,(G,,,) represented by Schubert cells. Let 
VT E H*(G,,,) be the Poincare dual of ui (orientation of G,,, is given by its complex 
structure). 
Thanks to a theorem of Kostant [3, Theorem 6.151 we can conclude 
(2.19) (Z’i is a non zero scalar multiple of a?. On the other hand, it is well known 
(see, e.g. [2, Gauss-Bonnett, Theorem 1, p. 4101 that if C?i is the ith Chern class of the 
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universal subbundle ,E? on G,,,, then Ci is a non zero scalar multiple of the Schubert 
class UT. Thus we conclude that 
(2.20) pi is a non zero scalar multiple of Ci. Similarly also 
(2.21) C) is a non zero scalar multiple of Ci where Ci is the j th class of the 
universal quotient bundle I? 
Proof of (2.8, (ii)). By (2.16) (2.20) and (2.21), P{i, j} = 
{SEH ““~i~o(r\x,,,)/~(~,+,). s = v(C;+~). s = . . = T(&). s = 0 and n(Ci+,). s = 
&+*). s = . . = r)(CA) . s = 0). But, by Lemma (2.2), 77(~i) = (- l)jCi, where C, is the 
ith Chern class of the bundle E on r\X,,,, and also v(Ci) = (- 1%: where C; is the 
jth Chern class of the bundle F on r\X,,,,. Comparing with the definition of H{i, j} in 
2.8, (ii) we conclude that H{i, j} = P{i, j}. Using 2.11, the Assertion 2.8, (ii) is now 
completely proved. 
To prove Theorem 3, we will use a classical description of the cohomology ring of 
H*(G,,,,) and first show 
(2.22) Let A be the ring of K invariants in A p. Then for C E A, C . V{i, j} = 0 if 
and only if C belongs to the ideal in A generated by the Chern class hi:.,,, Ci+z,. . ., em 
and C;,,, I$+~, . . . ,(?A. 
For this, we observe that for any C E A, by (1.3, (i)), C . V{i, j} = 0 if and only if 
C . y{i, j} = 0, where y{i, j} is the highest weight vector of V{i, j}. Let j be the ideal in 
A generated by C’i+l, Cj+2, . . . ,k, and C‘;+,, &2, . . . ,cA. Let q{i, j} = m + u be the 
Levi decomposition of q{i, j}, k, = k f’ m, pm = p II m etc. 
Let A, be the ring of k, invariants in A pm. 
- - 
Set r(i, j) = {PIP contains Pk and the 
noncompact roots in the nilradical of q{i, j}. By (1.3, (iii)) /fP E n-(i, j), C?p . y{i, j} f 0 
and in fact by (1.3, (iv)) {CF . y{i, j}lp E n(i, j)} are linearly independent. On the other 
hand, it is clear from the proof of 2.16, that Ci;., . y{i, j} = 0 and Ci, . y{i, j} = 0 for i, > i 
and jr > j. Hence, C. y{i, j} = 0 for any C EJ~ Hence, to prove 2.22, it suffices to show 
that 
(2.23) dim J + #n-(i, j) = dim A. But A is isomorphic to H*(G,,.,). It is classical 
(see, e.g. [l, 0161) that H*(G,.,) is a commutative graded ring generated by the 
homogeneous elements pi of degree 2i(l aism) and Cl of degree 2j(lsjcn) 
subject only to the (homogeneous) relations given by (1 + I?, + CZ + . . . + Cl?,,,) (1 + c!‘; + 
c’;+. . . + (?A) = 1. As before, if .i is the ideal in A generated by Ci_,, . . . ,cn, and 
C’:+,, . . . ,(?“I, then clearly A/J is the commutative graded ring with homogeneous 
generators C,, C2,. . . ,ei and C;, Ci, . . . ,6; subject only to the homogeneous relations 
given by (1 + C, + C* + . . . +e;) (l+C~+C~+...+C~)=l. Hence, by [l, $161 again, 
the above ring A/j is isomorphic to H*(G,,i), which can be identified to the ring of k,, 
invariants in A pm, i.e. A/5 = A,. Hence, dim A = dim j + dim A,. But by (1.13), 
dim A,,, = #r(i, j). Hence 2.23 is proved and with that the proof of the assertion 2.22 is 
complete. 
Proof of Theorem 3. Let s E H{i, j} and suppose sf 0. Let c E A. Represent s by 
a non zero harmonic form (p :T\G+ V{i, j} (see 2.12). Let C = r,(C) where C E 
(A p)K = H*(G,,,). By 2.2, the Chern classes C;(l sism) and Ci(l<j<n) are 
respectively (- l)in(Ci) and (- l)jn(C)). Hence q maps j one-one onto J. If Cg J we 
wish to conclude that C. sf 0. The cup product C. s. is represented by the harmonic 
form C. (p : T\G + c. V{i, j}. We only have to show that C . @ # 0. But since C& J, 
C ~j and hence the map 1; ++ C. c’ is an isomorphism of V{i, j} onto C. V{i. j} (by 
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2.22). So C@# 0 since Cp# 0. The converse, namely C E J+ C * s = 0 is obvious from 
2.8, (ii). Q.E.D. 
We now state a corollary to Theorems 2 and 3. 
2.24 COROLLARY. Let s be a non zero element of H{i, j}, where H{i, j} is defined as 
in 2.8, (ii). Then the elements (C~~C$. , .CF ’ s} where CilC$. . .CF run through all 
monomials of total degree d j in C,, C,, . . . ,Ci are linearly independent. Similarly 
C{kl. . . C;“i ’ s where Cikl.. . , Ci”f run through all monomials of total degree ci in 
c;, . . . ,Ci are linearly independent. 
Proof. Let J be the ideal in A generated by Ci+r, . . . ,C,,, and Cj,,, . . . ,CA. The 
corollary will follow from Theorem 2 if we establish 
2.25. The images of {C::. . .C$iJ monomials of total degrees d i in C,, . . ,Cj} in A/J 
form a basis of A/J. 
As we already noted in the proof of 2.22, the ring A/J is isomorphic to the 
cohomology ring H*(Gi,j) which we know has generators Ck of degree 2&l c k s i) 
and C; of degree 21(1 < 1 c j) subject only to the relations (1 + C, + . . . + hi) (1 + Cl + 
. . + ci) = 1. We can identify (upto sign) Cl . . ., cj with the “special Schubert classes 
co” (1 6 a <j) defined in ([2], p. 203). Then “Giambelli’s formula” ([2], p. 205) 
expresses any element of H*(Gi,i) as a linear combination of the monomials C~“I. . .C?j”i 
of total degree 4 i. The number of such monomials as well as the dimension of 
. . 
H*(Gi,,) are both equal to the binomial coefficient (I f ’ . Hence these monomials 
) 
form a basis of H*(Gi.j). So 2.25 is proved. 
The other assertion in the corollary is proved similarly. Q.E.D. 
Our next result about G = U(m, n), concerns the cup product of H{i, j} with 
H{i’, j’}. Clearly H{m, n} = P{m, n} = H”(T\X,,,,) = constants. Hence we only have 
to consider the case where {i, j} # {m, n} and {i’, j’} f {m, n}. 
(2.26) PROPOSITION. Suppose {i, j} f {m, n} and {i’, j’} f {m, n}. Let s E H{i, j} and 
s’ E H{i’, j’} (see 2.8 (ii)). Then the cup product s * s’ = 0 in the following cases. 
(a) When i < m and j < n. 
(b) When i = m and i’ # m. 
(c) When j = n and j’ # n. 
(d) Wheni=m=i’andn>j+j’. 
(e) When j = n = j’ and m > i + i’. 
Proof. Since s and s’ are holomorphic forms of degree, respectively mn - ij and 
mn - i’j’, the assertions (d) and (e) are trivially true. 
However, this argument does not work for the other assertions. They are proved 
as follows. We will actually show that for v E V{i, j} and v’E V{i’, j’} v A v’ = 0 in 
A p+. Consider the wedge product map V{i, j}@V{i’, j’}+ A p+. The highest weight 
vector of one @ the lowest weight vector of the other is cyclic in V{i, j}@V{i’, j’}. 
Hence it suffices to show that this cyclic vector maps to zero in A p+. The highest 
weight vector of V{i, j} is fIaEA X, where A = {ek - e,(l c k s m - i, m < 1 c m + n} 
U{ek-e,ll<k<m,m+j<l c m + n. The lowest weight vector of V{i’, j’} is obtained 
from the highest weight vector of V{i’, j’} by applying the permutation 
f:(l,... ,m) I-+ (m, . . . ,l) and 
(m+l,... ,m + n) H (m + n, . . . ,m + 1). 
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Thus the lowest weight vector of V{i', j’} is II,,,X, where B = 
{ek - qJi’ + 1 d k Gm<l~m+n} lJ{ek-e,ll s k G m < I s m + n - j’}. In all the cases 
(a)-(e) one finds A n B is non empty. Hence (highest weight vector of V{i, j}) A 
(lowest weight vector of V{i’, j’}) = 0. Hence also, V{i, j} A V{i’, j’} = 0 and so 2.26 is 
proved. Q.E.D. 
(2.27) Remark. Note that proposition 2.26 leaves out a few cases (e.g. i = m = i’ 
and n d j + j’, another, e.g. j = n = j’ and i + i’ < m) where the cup product s . s’ could 
be non-zero. (Later, in the symplectic case, we will see that the cup products are 
always zero). Indeed for quotients of the ball (i.e. the case of G = U(m, 1)) 
Shimura[lO, Theorem 8.11 has proved that there exist holomorphic forms of all 
degrees with non-zero cup products. 
We close this section by giving an explicit description of the irreducible modules 
V(p,) associated to P, (see (2.14) and (2.1)). This description is needed in the next 
section to deal with Sp(n, Iw). 
(2.28) Let W, be the space of column vectors, {‘(z,, z2,. . . ,z,,+,)(z,+, = .z,+> = . . . = 
z,,+, = 0). Let V, be the representation of U(m) x U(n) on W, given by left multi- 
plication. Let W, be the space of row vectors {(z,, z2,. . ,z,+,)(z, = . = z,,, = 0). For 
g E U(m) x U(n) define c?(g) on W, to be the right multiplication by g ‘. Let 
Xi E W,(l s i G m) be the element ‘(0,. . ,O, l,O, . . . ,O) whose entry in the ith position 
is 1 and zero elsewhere. Similarly, let Yj E W?(l c j s n) be the element 
(0,. . . ,o, l,O, . . ,O) whose entry in the m + jth position is 1 and zero elsewhere. 
(2.29) The mapping W,@W2-+p+ defined by X,@yi ++ Zi,,,i+j is a fJ(m)x U(n) 
module isomorphism. 
The above mapping induces a U(m) x U(n) module isomorphism 
(2.30) A (W,@WJ+ A@-). 
For each integer i, (1 c i s m) we define a U(m) x U(n) module imbedding 
(2.31) A ‘W@S’( WJ’ A ‘(W,@ Wz) 
as follows: For H,, Hz,. . . ,H, E WI and L,, L2,. . . ,Li E W, send (HI A Hz A . . . A 
H,)@(L, . L2. .Li) into c,, sgn(T) (H,,@L,,) A (H,&L,z) A . . . A (H,i@L,i) summation 
running through permutations 7 and /1 of (1,2,. . ,i). It is easy to see that 2.31 is a non 
zero map. 
Recall the positive systems Pi(l c is m) and the definition of the submodules 
V(P,) c A p+ (2.14). We assert 
(2.32) For each i, (1 s i G m) the image of 2.31 is precisely V(Pi). 
This is proved as follows. The U(m) x U(n) module A ‘W, x S’( W,) is irreducible. 
Hence it is enough to show that the image of 2.31 contains the lowest weight vector of 
V(P,). The image of (X,n_i+r A Xnrmi+? A . . . A X,,,)@( Y,‘) under 2.31 is a nonzero scalar 
multiple of Z,A+I.~+I A Zn,-i+?.m+l A . . . A &,.,+I which is a lowest weight vector of V(p;). 
93. G = Sp(n, Iw) 
We now consider holomorphic forms on compact quotients of the generalised 
Siegel upper half space. We start with several notations. 
Sp(n, C) is the subgroup of SL(2n, C) consisting of the transformations of C’” 
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which leave invariant the symplectic form w = z, A zn+, + z2 A z,,+~ + . . . + z, A .z2”. We 
define a real form ?&(I%) of Sp(n, C) isomorphic to Sp(n, R) as follows. Let T: C2” C2” 
be the conjugation of C2” defined by ~(z,, z2,. . . ,z2,,) = (Fnil, Z,+2,. . ,F2,, Z,, ,F2,. . Z,). 
Note that r2 = 1 and for x, y E C2*, w(rx, 7~) = - w(x, y). From this it is easy to see 
that if g E SP(& C) then 7gT-l E Sp(n, C). We define SP,(R) = 
{g E Sp(n, C)/rgr-’ = g}. To see that Sp,(R) = Sp(n, W), we use conjugation by the 
transformation C given by C(z,, z2,. . . ,.z2”) = (iz,,,, . . . ,iz2”, iz,, . . . ,iz,). In fact C E 
Sp(n, C) and C. Sp(n, R) . Cm’ = Sp,(R). Set Sp(n) = Sp(n, C) tl U(2n). Then Sp(n) 
is a maximal compact subgroup of Sp(n, C). 
Let G,,, be the Grassmannian of all n dimensional subspaces of C2”. denote by fi,, 
the subset of all maximal totally isotropic (with respect to w) subspaces of C2”. U(2n) 
acts transitively on G,,,. l& is stable under the action of Sp(n) and in fact Sp(n) acts 
transitively on fi,, . fin is a smooth projective subvariety of G,,,. Let x,, E fi,, be the 
point corresponding to the n dimensional space {(zr, . . ., z2”) last n coordinates are zero}. 
Let cp : U(2n) + G,,, be the map g I+ g * x0. The complexified tangent space 
at the identity consists of all 2n x 2n complex matrices. The differential dq 
is surjective and in fact dq restricted to AB 
K >I 
c D A, B, C, D all n X n 
matrices, A = D = 0 
1 
is an isomorphism onto the complexified tangent space 
to U(2n) 
of cp at e 
complex 
to G,,, at 
x0. Moreover, 
K )I 
c i A = D = B = 0 maps isomorphically onto the space T$G,,,). 
It is well known that under dq the set 00 
K >I 
c o C a complex n X n symmetric matrix 
I 
maps isomorphically onto T$fi,,). For the action of U(2n) on G,,, the isotropy group 
at x0 is U(n) x U(n) = { (0” B”)I . The subgroup l?(n) of U(n) x U(n) 
defined by 
(3.1) 
is actually contained in Q(n) and is precisely the isotropy group for the action of 
Sp(n) on a,,. o(n) is contained in Q,,(R) and is a maximal compact subgroup of 
SP”@h 
We observed the following for the Grassmannian G,,,: Let ci(i = 1,2,. . . ,n) be 
the ith Chern class of the universal bundle g on G,,,. For each i, (1~ i G n), define the 
positive system Pi as in (2.14, chap 2). Let V(Pi) be the irreducible U(n) X U(n) 
submodule of A p+ (see 2.1, chap 1) and Cpi be the associated invariant form (see 2.1, 
chap 1). Then C’i is a non zero scalar multiple of the cohomology class represented by 
Cp,. 
We now like to prove a similar result for & Let & be the pullback of the 
universal subbundle of G,,, to fin. & is called the universal bundle on fi,,. Let 
Ci(&jEH*(&) be the Chern classes of J!?~. We will now relate Ci(Es) to Sp(n) 
invariant forms on I& associated to suitable irreducible components for the action of 
l?(n) on A p. First we make explicit the root system for Sp(n, C). Let TC be the 
Cartan subgroup consisting of diagonal matrices diag (a,, . . . ,a,, a,-‘, . . . ,a,-‘), (ai E 
C”). Its Lie algebra tC consists of diagonal matrices diag (b,, . . ., b,, - b,, . . ., - b,), 
(bi EC). Define linear forms el,e2,. . . ,e, on tC by ei: diag (b,,. . . ,b,,- bl,. . . , 
-b,)H bi. 
Then the set A of roots of Sp(n, C) with respect to tC is (Pk U P,) U (- Pk U -I’,) 
where 
Pk={e,-ej(l<i<j<n} 
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and 
P, = {f?i + eill S i G j c n}. 
The subscript k(resp. n) stands for compact (resp. non compact) roots. Define 
P = Pk u P, 
Then P is a positive system. The root vectors corresponding to P, span 
p+= yjf I( )I B is n X n symmetric}. 
The simple roots of P are e, - e2, e2 - e3, . . . ,enel - e, and 2e,. The only non compact 
root which is P-simple is 2e,. For 1 = 1,2,. . . ,n we now define a positive system 
(3.2) P = { Wf?i - Wej 11 ~i<i~n}U{(Tei+(Tejll~idi~n} 
where w (depends on 1) is defined by ffek = ek (1 S k =Z n - I), uek = - e, for k = 
n - i + 1 and ffek = e,_,(k > n - I+ 1). Let Cp, be the o(n) invariant in A p associated 
to the o(n) irreducible component V(P,) c A p+ (see 2.1). In the following discussion 
we will have to consider the above kind of constructions for G = U(n, n) as well as 
G = Sp,(R). To distinguish which group we are referring to we use the obvious 
notations KG,, Per, Per,+, Per,- and vGr(pi> c A P G,,+ while referring to U(n, n) (the 
Grassmannian case) and we simply write K, p, p+, p-, V(P,) C A p+ for similar objects 
associated to So,. 
We have 
and 
0 0 
p- = 
I( >I 
C o C is n X n symmetric . 
I 
Thus we have the obvious inclusion map p-+pGn which commutes with the action of 
o(n) * (see 3.1). In turn this induces the transpose map pC~,~+‘p+ regarding, of 
course, PC&+ as the dual of P&- and p+ as the dual of pGr,_ by restriction of the Killing 
form of SL(2n, C). The last map induces 
(3.3) 17 PGr.+ + A P+. 
(3.4) LEMMA. The image of VG,(p,) in A p+ under 3.3 is V(Pi) (i = 1,. . . ,n). 
Proof. By (2.32), V&p,) = A ‘W,@S’W, as a U(n) x U(n) module where W, and 
W, are the U(n) x U(n) modules defined in (2.28, chap 2). We now regard U(n) x 
U(n) modules as U(n) modules by composing with the map v: U(n)+= U(n) x U(n) 
where q(A) = (t tA”_i). It is obvious that as U(n) modules W, and W, are both 
isomorphic to the module C” for U(n) under the usual left action. Thus, as U(n) 
modules 
(3.5) 
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The highest weight of Si(Cn) is ie,. On the other hand the weight of A i(C”) are 
ek, + ek2 + . . .ek,, 1 c k, < k2 < . . . < ki s n and they all occur with multiplicity one in 
A ‘C”. The highest weight of a U(n) irreducible component of A ‘(C’)@S(C”) has to 
be the sum of the highest weight of S(C”) and a weight of A ‘C”. It is trivial to see 
that ie, + ek, + . . . + ekj, 1 s k, < . . . < ki s n is dominant (i.e. scalar product with ej - 
ej+l, 1 <j < n is non negative) if and only if either k, = 1, kZ = 2, . . . ,ki = i or k, = 2, 
k2 = 3,. . . ,ki = i + 1 * (i 2 1). For trivial reasons it follows that as a U(n) module 
A i(C”)@Si(C”) is isomorphic to V,@V, where VI is irreducible with highest weight 
ie, + e, + e2 + . . . + ei and V, is irreducible with highest weight ie, + e2 + e3 + . . . + ei+l. 
(3.6) We claim that ie, + e2 + e3 + . . . + ei+l(i 2 1) cannot be the highest weight of an 
irreducible component of the o(n) module A p+. 
( 
In the above statement A p+ is regarded also as a U(n) module via the 
isomorphism q: U(n)- o(n) defined by q(A) = (t fj_,).) 
Suppose i = 1. The above weight is el + e2. It has multiplicity one as a weight of 
A P+, as P+ has weights ( = non compact roots) {ej + ekll < j < k C n} all having 
multiplicity one. The weight vector in A p+ of weight e, + e, lies actually in p+, which 
is irreducible with highest weight 2er. Thus, el + e2 is not the highest weight of an 
irreducible component of A p+. Now suppose i > 1. Since highest weights of A p+ 
have multiplicity one as a weight of A p+ (see [7], Remark 2.1) to prove 3.6 it suffices 
to show that ie, + e, + . . . + ei+l occurs with multiplicity 2 2 as a weight of A p+. Indeed, 
X e,+e2 A xe,+e, A . . A xe,+,+, 
and 
x2,, A xe,+e, A xe,+e, A xe,+,, A . . . A xe,+,_, 
are two linearly independent weight vectors in A p+ both of weight ie, + e2 + . . . + ei+l. 
Thus 3.6 is proved. 
Now to complete the proof of 3.4 we first show that the image of A i(Cn)@Si(C”) 
in A p+ under 3.3 is nonzero. In fact using the notation of 2.3 the vector .z,,~+, A . _ . A 
z~,~+, lies in the image of A i(Cn)@Si(C”) in A PC,,+ under (2.31). The image of the 
above vector in A p+ under 3.3 is a non zero scalar multiple of X2,, A X,,,, A . . . A 
X,,,,. Thus we have concluded that the image of VG,(pi) in A p+ under 3.3 is an 
irreducible module for K = o(n) c Sp,(R) with highest weight ie, + (e, + e2 + . . . + ei). 
Now we show this is exactly the highest weight of V(P,). Using definitions we see that 
the noncompact roots in P n ( - Pi) is precisely {2e,, e, + e,_], . . . ,e, + e,_;+,}. Thus, by 
definition of V(P,) (see 2.1), the lowest weight of V(Pi) is 2e, + (e, + e,_,)+ 
(e, + en-J + . . . + (e, + e,_,,,) which implies that the highest weight of V(P,) is 2e, + 
(e, + e2)+ (e, + e3) + _ . . + (e, + e;). Hence the image of VG,(Pi) in A p+ under 3.3 is 
precisely V(Pi) SO 3.4 is proved. 
Let Co,p. be the U(2n) invariant form on G,,, (see 2.1) associated to Pi. The pull 
back of C.Gr,P, via the inclusion I& C G,,,, is then a Sp(n) invariant form on fin. The 
following lemma identifies this pullback. 
(3.7) LEMMA. The pullback of C’G,,, to H, is a non zero scalar multiple of cp,. 
HOLOMORPHICFORMSIN T\G/K ANDCHERNCLASSES 175 
Proof. Since cGr.pi is U(2n) invariant and since cPi and the pullback of co,pi to fin 
are both Sp(n) invariant, we only have to compare at the base point x0 E fi,,. Now 3.4 
proves 3.7. 
(3.8) COROLLARY. The ith Chern class Ci(E,v) of the universal bundle E, on a,, is a 
nonzero scalar multiple of Cpi. 
Proof. Clearly Ci(Es) is the pullback to fi,, of the ith Chern class of the universal 
bundle g on G,,,. The latter is a nonzero scalar multiple of dlG,,pi (by 2.20). The 
Corollary follows using 3.7. 
54. HOLOMORPHIC FORMS ON COMPACT QUOTIENTS OF THE GENERALIZED SIEGEL UPPER 
HALF SPACE 
Let H,, C I& be the orbit of x0 under Sp,(R). H,, is open in fin and H, is 
holomorphically equivalent to the generalized Siegel upper half space (symmetric 
n x n complex matrices with positive definite imaginary part.) Let I be a cocompact 
torisionfree discrete subgroup of Sp,(R). Then T\H, is a compact Kahler manifold 
n(n +- 1) 
of complex dimension ~ 
2 . 
I- acts on the pullback of the universal bundle E, to 
H,. Let E, be the bundle on I\X, obtained by dividing by the action of I on E,IH,. 
About the space of holomorphic forms on lY\H,, we have the following: 
n(n + 1) i(i + 1) 
(4.1) THEOREM (i) H”.‘(r\H,) = 0, unless p equals --p 2 
for some 
integer i such that 0 G i G n. 
(ii) Let C,, C,, . . ., C,, be the Chern classes of (E,, I’\H,). Let i be an integer such 
that ()<icn. put l=!@$-Q-~. Then for any cp E H”(r\H,), we have 
n(n + 1) i(i + 1) 
(iii) Again, let 1 = ~ - ~ 
2 2 ’ 
0 < i 6 n and suppose cp E H”(r\ H,,), cpf 0. 
Then the 2’ elements 
are linearly independent. 
Proof. Recall the special positive system P for the roots of (sp(n, C), t). P has 
simple roots (e, - e2, e2 - e3, . . . ,enml - e,, 2e,) of which the unique non compact simple 
root is 2e,. For each i, 0 G i d n, let 4i be the parabolic subalgebra associated to the 
subset (e,_;+, - en_i+2, en-i+2 - en_i+3, . . . ,2e,) (q,, is the Bore1 subalgebra defined by P). 
The set of non compact roots in the nilradical of qi has cardinality n(n + 1)/2 - 
i(i + 1)/2. If q is any parabolic subalgebra of sp(n, C) containing the Bore1 subalgebra 
q. defined by P, it is easily seen that there is a unique i, 0 < i G n, such that q has the 
same set of non compact roots in the nilradical as qk 
Now, repeating the arguments between (2.10) and (2.11) we conclude 
(4.2) 
n(n + 1) i(i + 1) 
H”,‘(r\H,) = 0 if p f 2 - ~ 
2 
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for some i,Osisn and 
(4.3) 
if , = n(n + 1) i(i+ 1) 
2 
------,OSiSn 
2 
and if P(qi) is the space of “primitive” forms associated to qi (see 1.17, 1.18) then 
H”“(I\H~) = P(qi). 
For proving 4.1, (ii), we apply proposition (2.3). For j > i the positive system Pj 
does not contain all the non compact roots in the nilradical of qi Indeed e,~i + e,, is a 
noncompact root in the nilradical of qi but it does not belong to pi for j > i. Hence, by 
proposition (2.3) Cpicp = 0 for 40 E P(qi). Here, we have regarded Cp, as an element of 
H*(IY\H,) via an inclusion n : H*(&)+H*(T\H,,) similar to 2.1. Also while 3.8 
says that in H*(&), Cpj is a non zero scalar multiple of C,(E,, I&), 2.2 tells us that 
Cj(E,, r\H,) = (-- l)‘n(Cj(Es, a,,)). Hence 4.1, (ii) is proved. 
Proof of 4.1, (iii). Let yi = X,, A Xa, A . . . A X,_ where (Y,, . . ., a, is an enumeration 
of the non compact roots in the nilradical of qi. Let V(qi) be the irreducible K module 
generated by the highest weight vector yi. The set of positive systems for the roots of 
(sp(n, C), t) containing Pk and the non compact roots in the nilradical of qi are in one 
to one correspondence with positive systems of the reductive part mi of qi containing 
Pk rl A,,,:. We claim 
(4.4) Let A be the ring of K invariants in A p. Then for C E A, d * V(qi) = 0 if and 
only if C belongs to the ideal generated by {CpiIj > i}. 
Clearly C. V(qi) = 0 if and only if C * yi = 0 where yi is the highest weight vector 
of V(qi). Let J be the ideal in A generated by {dp.Ij > i}. Let m be the reductive part 
of qi, k,,, = k n m, pm = p fl m etc. Let A, be the ring of k, invariants in A pm. Define 
ni = {P/F > Pk, p contains the noncompact roots in the nilradical of qi}* By Proposition 
(2.3) VP E Iii, Cp . y; f 0 and {C,- . YilP E ni} are linearly independent. Hence to prove 
4.4, it suffices to show that 
(4.5) dim J + #pi = dim A. 
But A is isomorphic to H*(&). It is classical that H*(fi,,) is a commutative 
graded ring generated by the homogeneous elements Ci of degree 2i, 1 G i G n, subject 
only to the relation (l+C,+C’,+...+C,,) (l-C‘,+&C’,+...+(--i)“C,,)=l. As 
before, if j is the ideal in A generated by {d;,(j > i} then clearly A/l is the 
commutative graded ring with homogeneous generators Ck(l s k s i) subject to the 
relation given by (1 + k, + . . . + ei)( 1 - C1 + . . . + (- l)‘~i) = 1. Using the classical fact 
again, A/j = H*(Eii), which by Cartan’s Theorem can be identified to the ring A, of 
k, invariants in A pm. By 1.13 dim A, = #ni. Hence 4.5 is proved and so 4.4 is also 
proved. 
One can show that in the C-algebra A/j with generators C,, CZ,. . . ,C’iy having the 
only relations (l+C1+CZ+...+Cj) (l-C,+&-C,+...+(-l)‘Ci)=l, the ele- 
ments {~i:.,~i *... ~i~lO~k~i, lsi,<i,<... ck s i} form a basis. Using this fact and 
4.4, the proof of 4.1, (iii) can how be completed in the same way as (2.24) was proved. 
We now prove for Sp,(R), the result analogous to (2.26). 
(4.6) PROPOSITION. Let s E I-f'~"(r\H,) and s’ E H”~“(r\H,,) and suppose 1 f 0 and 
m # 0. Then the (cup) product s . s’ = 0. 
(This result was suggested by D. Mumford.) 
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Proof. In view of 4.1, (i), we can assume that I = n(n + 1)/2 - i(i + 1)/2 and 
m = n(n + 1)/2 - j(j + 1)/2 where 0 ~i<nandO~j<n.ThensEP(qi)ands’EP(qj) 
(by 4.3). In other words s (resp s’) is a holomorphic form taking values in the 
subbundle induced by V(qi) C A p+ (resp. V(qj) C A p+. We will now actually show 
that 
(4.7) VU E V(qi) and VU’ E V(qi), v A V’ = 0. 
Consider the map V(qi)oV(qj)~ A p+ defined by V@V’H v A v’, which is 
obviously a K module map. The highest weight yi of V(Si) is X,, A X,, A . . . A Xm, 
where aI, (Ye,. . . ,a, is an enumeration of the noncompact roots in the nilradical of qi. 
The set {(Y,, (Ye,. . . ,ae} is precisely {ek + ek,ll < k s n - i, k 5 k’ G n}. The lowest weight 
Zj of V(qj) is obtained by applying the permutation t: (1,. . . ,n) H (n, . . . ,l) to the 
highest weight vector. The lowest weight vector Zj of V(qj) is hence the product in 
A p+ of the root vectors corresponding to the roots {ek + ek,lj + 1 < k s n, 1 s k’s k}. 
Observe that the root vector X,, where (Y = e, + e,, occurs in the expression of both yi 
and zj as a product of root vectors. Hence yi A Zj = 0. But YioZj generates the k 
module V(qi)@V(qj). Hence 4.7 is proved. Thus the proposition 4.6 is proved. 
$5. COMPACT QUOTIENTS OF SO*(Zn)/U(n) 
The non compact hermitian symmetric space SO*(2n)/U(n) is embedded in 
S0(2n>/U(n). Regard the latter as one of the two connected components of the space 
of maximal totally isotropic subspaces of (CZn, a) where (T is a nondegenerate 
symmetric bilinear form on C’“. Thus we get a universal bundle l? on S0(2n)/U(n). 
We pull back this bundle to SO*(2n)/U(n) and divide it by the action of I, a 
cocompact torsionless discrete subgroup of G. Thus we obtain a bundle (E, T\X,,) 
where X, = S0*(2n)/U(n). We can assume n 3 4, for otherwise we are back in 
SU(n, l)/ U(n). We state without proof the results analogous to those in the previous 
chapters. 
(5.1) THEOREM 5. Assume n > 4. Let C,, C2, . . . ,Cn-, E H*(I\X,,) be the Chern 
classes of (E, T\X,,). For j = 3,4,. . . ,n define 
~~ = ts E H(n(n-l)/2)-(i(i~l)i2).0 (r\X,)(cj+, . s = Cj+2 . s = . . . = 0) 
Fori=O,l,...,n-1 define 
Then, 
(i) 01poH7r\X,)= @3SjSnQj@OSiSn-IQ:. 
(ii) Suppose 0 < I, s l2 and let s, E H’I~~, s2 E H’2.O. Then s,. sz # Oj 1, = n - 1 and 
, 
2 
= n(n - 1) ~- 
2 
n + 1. 
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