Brizolis asked the question: does every prime p have a pair (g, h) such that h is a fixed point for the discrete logarithm with base g? The first author previously extended this question to ask about not only fixed points but also two-cycles, and gave heuristics (building on work of Zhang, Cobeli, Zaharescu, Campbell, and Pomerance) for estimating the number of such pairs given certain conditions on g and h. In this paper we extend these heuristics and prove results for some of them, building again on the aforementioned work. We also make some new conjectures and prove some average versions of the results.
Introduction and statement of the basic equations
Paragraph F9 of [5] includes the following problem, attributed to Brizolis: given a prime p > 3, is there always a pair (g, h) such that g is a primitive root of p, 1 ≤ h ≤ p − 1, and (1) g h ≡ h mod p ?
In other words, is there always a primitive root g such that the discrete logarithm log g has a fixed point? As we shall see, Zhang ([18] ) not only answered the question for sufficiently large p, but also estimated the number N (p) of pairs (g, h) which satisfy the equation, have g as a primitive root, and also have h as a primitive root which thus must be relatively prime to p − 1. This result seems to have been discovered and proved by Zhang in [18] and later, independently, by Cobeli and Zaharescu in [2] . Campbell ([1] ) and Pomerance made the value of "sufficiently large" small enough that they were able to use a direct search to affirmatively answer Brizolis' original question. As in [6] , we will also consider a number of variations involving side conditions on g and h.
In [6] , the first author also investigated the two-cycles of log g , that is, the pairs (g, h) such that there is some a between 1 and p − 1 such that (2) g h ≡ a mod p and g a ≡ h mod p.
Heuristic 2.1. The condition of x RP is independent of the condition that x PR, in the sense that for all p,
That this is essentially the case was proved in [18] and in [2] . We start with the key lemmas of [2] . Fix a prime p. Let Lemma 2.4 (Lemma 5 of [2] ). Let p > 3 be a prime number, P = P(a, r, N ), and let k and d be integers between 1 and p − 1 such that k divides p − 1. Then
It should be noted that [2] only proves Lemma 2.4 for gcd(r, d) = 1, but the proof goes through more generally. Now the "independence" of RP and PR: Lemma 2.5 (Lemma 6 of [2] ). Let P = P(a, r, N ) with gcd(r, p − 1) = 1. Then
As the second author observed in [13] , the factors of d(p − 1) that occur here can in fact be improved to d|p−1 |µ(d)| = 2 ω(p−1) using the same proof; this is also done in [18] . In addition, if p − 1 | N , then the first d(p − 1) term may be omitted.
In fact, several times in [6] the following more general heuristic was used:
Heuristic 2.6. The order of x modulo p is independent of the greatest common divisor of x and p − 1, in the sense that for all p,
To prove a rigorous form of this we need slightly less generality in the sequence than in Lemma 2.5. (The observations on Lemma 2.5 likewise hold here.) Lemma 2.7. Let e and f be divisors of p − 1, and N a multiple of p − 1. Let P = P (1, 1, N) and
With the use of the more general version of Lemma 2.4, the proof of Lemma 2.7 is essentially the same as that of Lemma 2.5.
An equivalent way of thinking about Heuristic 2.6 is to fix a primitive root b modulo p and say that the discrete logarithm log with base b is a "random map" considered in terms of divisibility; that is, that gcd(log x, p − 1) (which equals (p − 1)/ord p (x)) is distributed independently of gcd(x, p − 1). If we apply this discrete logarithm to (1), we get a new equation:
Looking at (4) with the "random map" idea in mind, we see that gcd(g, p − 1) seems to be independent of this equation. This is the idea underlying the following heuristic:
Heuristic 2.8. Among solutions to (1) , the greatest common divisor of g and p − 1 is independent of all other conditions on the order and the greatest common divisor of g and h, in the sense that for all p,
Heuristic 2.8, unlike Heuristics 2.1 and 2.6, cannot yet be made rigorous.
Conjectures for fixed points
The following conjectures and theorems on fixed points were listed in [6] and corrected in the unpublished notes [7] . 
Remark 3.4. Note that Conjecture 1(c) of [6] is incorrect. In (1), if h PR, then g PR also, so F g ANY,h PR (p) is equal to F g PR,h RPPR (p) and not different as was originally conjectured.
Proposition 3.1 follows directly from the fact that g = h h . Theorem 3.2 also follows, with the application of Lemma 2.5 (that is, Heuristic 2.1). Conjecture 3.3(a) is essentially the same but we need to consider whether h is an e-th power, where e = gcd(h, p − 1). Thus the conjecture uses Heuristic 2.6. More specifically, we see that (1) can be solved exactly when gcd(h, p − 1) = e and h is an e-th power modulo p, and in fact there are exactly e such solutions. Thus
According to Heuristic 2.6, we can model this sum using a set of independent random variables X 1 , . . . , X p−1 such that
Then the heuristic suggests that F g ANY,h ANY (p) is approximately equal to the expected value of X 1 + · · · + X p−1 , which is clearly p − 1. Conjecture 3.3(b) was justified in [6] using the argument that g PR should be independent of gcd(h, p − 1) and ord p h. This is somewhat dubious on the face of it, since if (1) holds, then the order of g is certainly constrained by both gcd(h, p − 1) and ord p h. The assumption is not necessary, however.
Observe first that if (4) holds with g PR, then gcd(h, p − 1) = gcd(log h, p − 1). Then we apply the following elementary lemma: Thus the number of solutions to (1) with g PR and h ANY is
which by Heuristic 2.6 is approximately equal to
This argument justifies Conjecture 3.3(b). Conjectures 3.3(c) and 3.3(d) were justified in [6] with Heuristic 2.8; in fact the conjectures are merely special cases of the heuristic.
In Section 4, we will try to approximate the error term in Conjectures 3.3(a) and 3.3(b) using Lemma 2.7. The results, however, will not be entirely satisfactory. With this in mind, we will also use Heuristic 2.6 to model the distribution of the values of F g ANY,h ANY (p). Let X 1 , . . . , X p−1 be as above. Then we wish to find σ 2 , the expected value of
Note that the expected value of X h X j is gcd(h, p − 1) if h = j and 1 otherwise. Using this, an easy computation shows that
In particular, σ < p 1/2+ for every > 0. Thus we have the following: for every > 0. 
Theorems on fixed points
The first rigorous result on this subject was Theorem 3.2. Both [18] and [2] provided bounds on the error involved; we will use notation closer to [2] . 
Proof. Apply Lemma 2.5 with P = P(1, 1, p − 1). (The observations on d(p − 1) apply.)
We next turn our attention to F g ANY,h ANY (p). Recall from Section 3 that its value can be expressed by (5) . The quantity T (e, p) that occurs there can be straightforwardly evaluated using Lemmas 2.2 and 2.4. We can also use the following characterization:
(Note that p k.) On observing that if
for some integer x, the proof of the reverse implication easily follows.
We now have the following results:
Proof. The cardinality of T (e, p) equals
from whence part (a) follows. Parts (b) and (d) are clear from the definition. Part (c) follows from Lemma (4.2), since for such values of k one has
for any j between 1 and k, relatively prime to k. (This was observed by an anonymous referee.) Part (e) follows upon noting that
for some −1 ≤ η ≤ 1 and then applying part (c). Part (f) is similar; observe that
Unfortunately for part (e), σ(p − 1) − 3(p − 1)/2 = O(p ln ln p) in the worst case, although if p is a Sophie Germain prime, σ(p−1)−3(p−1)/2 = 3, and the "average case", averaging over a range of p, is σ(p − 1) − 3(p − 1)/2 ≈ 0.70386(p − 1). (See later in this section for more on Sophie Germain primes, and Sections 7 and 8 for further details of the "average case".) Thus the "error" term for F g ANY,h ANY (p) will be larger than the main term for infinitely many p. In fact, this estimate is even weaker than the rather trivial bound
obtained from parts (b) and (d) of the proposition. (On the basis of a heuristic argument we conjecture that the average order of
is c 1 p ln p with c 1 a positive constant.) A little thought reveals the problem: since #{h ∈ P(1, 1, p − 1) (e) : gcd(h, p − 1) = e} is multiplied by each divisor e of p − 1, an error of even 1 in calculating the number of elements in the set for a large value of e will result in an error of O(p − 1). Part (f) gives us something of an improvement; but it does not solve the problem in general. In order to make the term
by an elementary counting of divisors. Thus the "error" term will still be of larger order than the main term.
On the other hand, the line of argument from part (e) works if we restrict to primes p for which
is not too large. (Thus, the error in T (e, p) will not be multiplied by too large an e.)
More specifically,
Proof. By the assumption on E(p), (5) , and Proposition 4.3(a), we have
where we used the facts that d(n) = O δ n δ for every δ > 0 and φ(n) ≤ n.
Remark 4.5. One reason to consider the more specific version of this proposition is to aid in computer searches such as the one described in [1] .
Proposition 4.4 is, of course, only useful if there exist sufficiently many primes satisfying E(p) ≤ p β for some appropriate β. For instance, β needs to be less than 1/2 before the error term is less than the main term:
In fact, we will prove that there are
x/ ln x primes p ≤ x for which E(p) ≤ p 0.3313 and thus that there are
x/ ln x primes p ≤ x such that
The proof of this starts with the following application of Lemma 4.2:
In particular,
These are the possible exceptions to the inequality
We can now prove:
Proof. It is a deep result of Fouvry (see, e.g., [4] ), that x/ ln x primes p ≤ x are such that p − 1 has a prime factor larger than p 0.6687 . In combination with Proposition 4.7 it follows that there are
x/ ln x primes p ≤ x for which E(p) < p 0.668 and p − 1 has a prime factor larger than p 0.6687 . Since E(p) is a divisor of p − 1 it must divide the factors of p − 1 besides the largest, and thus E(p) < p 0.3313 for any such primes.
Letting β = 0.3313 and δ = 0.002 in Proposition 4.4 and invoking Proposition 4.8, we now have: The most well-known primes p with p − 1 having a large prime factor are the Sophie Germain primes. These are the primes p such that p − 1 = 2q with q a prime. For these primes it is easily shown (using Proposition 4.3(c) with k = 1 and k = 2) that F g ANY,h ANY (p) = T (1, p) + 2T (2, p). Proceeding as in the proof of Proposition 4.3(e), the following result is then obtained: Proposition 4.11. If p is a Sophie Germain prime, then
By sieving methods it can be shown that there are x/ log 2 x Sophie Germain primes p ≤ x. On the other hand, it is not known whether or not there are infinitely many Sophie Germain primes.
In fact, we can state a similar result for primes p of the form p−1 = mq as long as q is prime and m is sufficiently small. (This was observed by an anonymous referee.)
Let W be the Lambert W function, which has the property that W (x)e W (x) = x for any x. Then as long as m ≤ ln(p/2)/W (ln(p/2)), any divisor k of m will have the property that 2k k ≤ p. Thus If p is a prime as described above, then
(The factor 2d(m)σ(m) can sometimes be improved, as was the case for Sophie Germain primes.)
It is also worth asking how large E(p) can be with respect to p. We put forward the following conjecture: The idea is that amongst the numbers of the form
there will be many that are close to being a prime and that if q is a large prime divisor of such a number, then E(q) will be large. Taking k = 29 and j = 5 we infer, for example, that the prime q = 29 29 + 5 29 34 satisfies E(q) > q 0.964 . If k is odd and
Turning back to the general case, the situation where g is PR and h is ANY follows the argument explained in the justification of Conjecture 3.3(b), and uses Lemma 2.7 to estimate the error term. It is very similar to the previous case, and unfortunately has the same problem in the general case: Proposition 4.14.
(a)
We can proceed in the same fashion as Theorem 4.9, however, to prove: More specifically, there are x/ ln x primes p ≤ x such that
Finally, we should mention that the second author (in [13] ) pointed out that we could also estimate the number G g PR,h ANY (p) of values h such that there exists some g satisfying (1), with g PR and h ANY. From
it was shown:
Similarly, we can estimate
giving:
Theorem 4.17.
Since we are no longer counting multiple solutions for each value of h the problem with the error terms discussed above disappears; the error terms are O(p 1/2+ ) while the main terms look on average like a constant times p.
(For completeness, we should note that if h is RP and/or PR, then
Heuristic 2.8 would also predict that
Equivalence of the equations for two-cycles
As observed in [6] , conditions on (2) can sometimes be translated into conditions on (3) in a relatively straightforward manner. Table 2 , reproduced from [7], summarizes these straightforward relationships.
We can go slightly further, however. Taking the logarithm of the two equations of (2) with respect to the same primitive root b gives us new equations:
Let d = gcd(h, a, p − 1), and let u 0 and v 0 be such that 
By using the Smith Normal Form, we can show that (6) is equivalent to the equations:
or:
In the case where d = gcd(h, a, p − 1) = 1, then this becomes just h h ≡ a a mod p;
Thus: Proposition 5.1. If gcd(h, a, p − 1) = 1, then there is a one-to-one correspondence between triples (g, h, a) that satisfy (2) and pairs (h, a) that satisfy (3), and the value of g is unique given h and a. In particular, this is true if h is RP or a is RP.
It was observed in [6] that when neither h nor a is RP the relationship between (2) and (3) is less clear. It was claimed there that given a pair (h, a) that is a solution to (3) we expect on average gcd(a, p − 1) gcd(h, p − 1)/ gcd(ha, p − 1) 2 pairs (g, h) that are solutions to (2) .
It is clear from (8), however, that when d = gcd(h, a, p − 1) = 1 this is not the correct way to think about things. The proper equation to look at in this case is not (3), but
We will use C to denote the number of solutions to (10). Now (8) shows that a nontrivial solution to (10) produces d pairs (g, h) which are nontrivial solutions to (2) if h v 0 a u 0 is a d-th power modulo p, and otherwise no solutions. (As in [6] , we consider the "trivial" solutions to (2) to be the ones that are also solutions to (1) .) Thus the following heuristic implies that every nontrivial solution to (10) produces on average one pair (g, h) that is a nontrivial solution to (2) . Table 3 . Relationship between solutions to (2) and solutions to (10) For any pair (h, a), let d = gcd(h, a, p − 1) , and let u 0 and v 0 be such that
On the other hand, there is a solution to (8) with g PR if and only if h v 0 a u 0 is exactly a d-th power modulo p; that is, ord p (h v 0 a u 0 ) = (p − 1)/d. Then Lemma 3.5 says that the number of such solutions is φ(p − 1)/φ((p − 1)/d). Thus Heuristic 5.2 implies that every solution to (10) produces on average φ(p − 1)/(p − 1) pairs (g, h) that are solutions to (2) with g PR. These relationships between conditions on (2) and conditions on (10) are summarized in Table 3 , where E(T/C ) is the expected number of solutions to (2) given a solution to (10).
Heuristics and conjectures for two-cycles
We mentioned in Section 2 that we could view x → log x as a "random map" in some sense. We will also suppose that the map x → x x mod p is "random", in a slightly different sense. Heuristic 6.1. The map x → x x mod p is a random map given the obvious restrictions on order in the sense that for all p, given y ∈ {1, . . . , p − 1}, then
#{z ∈ {1, . . . , p − 1} : (ord p z)/ gcd(z, ord p z) = ord p y} #{w ∈ {1, . . . , p − 1} : ord p w = ord p y} .
(The fraction on the right-hand side was referred to in [6] as #S m /#T m , where m = ord p y. The arguments there used this heuristic implicitly.)
In fact, we would like a slightly stronger version of this: 
In Conjectures 6.3(a) and 6.3(e) it should be noted that the observed values in question must be exactly (not just approximately) equal, by the symmetry of (3). The same applies in Conjectures 6.3(c) and 6.3(f).
We also made in [6] the following conjectures about solutions to (3) .
where the product is taken over primes q dividing p − 1. (c) In general,
where the product is taken over primes q dividing p − 1 and α is the exact power of q dividing p − 1.
(The formulas in Conjecture 6.4(a) and Conjecture 6.4(c) appear in [6] with typos. They appear correctly here and in [7].) These conjectures rely on Heuristics 2.6 and 6.2 and a standard birthday paradox argument. Thanks to Lemma 2.7 we are now closer to making them into rigorous theorems. All of the conjectures on (3) are summarized in Table 4 , which appeared in [7] . The table also contains new data collected since [6] . As in [6] , we distinguish between the "trivial" solutions to (3), where h = a, and the "nontrivial" solutions.
As observed in Section 5, to estimate the number of solutions to (2) in the remaining cases we need to look at (10). We start by estimating the number of nontrivial solutions. This requires a finer version of Heuristic 6.2 which takes d = gcd(h, a, p − 1) into account. Heuristic 6.5. Fix d, e such that e divides p − 1 and d divides e. Then the map x → x x/d mod p is a random map, even when restricted to a specific order and greatest common divisor, in the sense that for all p, given y ∈ {1, . . . , p − 1} such that ord p y = f/ gcd(e, f ), then
Now we can approximate the number of nontrivial solutions of (10) using a similar birthday paradox argument to that used in [6] for Conjecture 6.4. By Heuristic 6.5, we see that the nontrivial part of C h ANY,a ANY (p) is equal to: The conjectures on (2) are summarized in Table 5 , which appeared in [7] . The table also contains new data collected since [6] . The data sets from Tables 1,  4 , and 5 were collected on a Beowulf cluster with 19 nodes, each consisting of 2 Pentium III processors running at 1 Ghz. The programming was done in C, using MPI, OpenMP, and OpenSSL libraries. The collection took 68 hours for all values of F (p), T (p), and C(p), for five primes p starting at 100000.
Averages of the main terms
Thus far we have considered variants of the Brizolis conjecture for a fixed finite field with p elements. In the next two sections we consider average versions of these results and conjectures. The conjectures predict a main term; the results give a main term and an error term. The following sequence of lemmas gives the behavior of the main terms, on average. The only result from analytic number theory we need in order to prove these lemmas is the so-called Siegel-Walfisz theorem. As usual π(x; d, a) denotes the number of primes p ≤ x such that p ≡ a modulo d, and Li(x) = The following result for k = 1 is well known; see, e.g., [12, 16] . For arbitrary k it was claimed by Esseen [3] (but only proved for k = 3). We present a proof based on an idea of Carl Pomerance [14] . An analogue of this result for natural numbers was proved by Issai Schur in his Winter Semester lectures of 1923-24. He proved, for any complex number s, that
For an instructive discussion of this result see [8, Chapter 4.2] .
Lemma 7.2. Let k and C be arbitrary real numbers with C > 0. Then
Proof. (The implicit constants in this proof depend at most on C and k.) Let g k be the Dirichlet convolution of the Möbius function and (φ(n)/n) k . Notice that g k is a multiplicative function and that (φ(n)/n) k = d|n g k (d). Using the latter identity we infer that
If p is a prime, then clearly g k (p) = (1 − 1/p) k − 1 and g k (p r ) = 0 for r ≥ 2. For every k there exists a constant c k such that |g k (p)| ≤ c k /p for every prime p. Note that
where ω(n) denotes the number of distinct prime divisors of n. Now write
say, where B > 0 is arbitrary for the moment. In order to estimate S 1 , we invoke Lemma 7.1. This gives
Mertens' formula. This together with the estimate (11) shows that the sum ∞ d=1 g k (d)/φ(d) .14734 94000 02001 45807 · · · 3 0.06082 16551 20305 08600 · · · 4 0.02610 74463 14917 70808 · · · 5 0.01156 58420 47143 35542 · · · 6 0.00525 17580 26977 39754 · · · 7 0.00243 02267 63032 72703 · · · is absolutely convergent. Since, moreover, g k (d)/φ(d) is multiplicative, we find using the Euler product identity that ∞ d=1 g k (d)/φ(d) = A k . Using (11) we infer that
Invoking the estimates π(x; d, 1) < x/d and (11) 
If k is a natural number and n is sufficiently large, then A k,n = k≥2 ζ n (r) e k,r , where the exponents e k,r are integers that can be explicitly computed [11] . In this way A k and indeed any other Euler product appearing in this paper can be evaluated with arbitrary precision; cf. Theorem 2 of [11] . In Table 6 we present a few examples.
If a and b are natural numbers, then by (a, b) we denote the greatest common divisor of a and b and by [a, b] the lowest common multiple.
Lemma 7.4. Let a and b be natural numbers and C > 0. We have
We have .  Table 7 . The constants T k k T k 1 2.20386 · · · 2 1.38098 · · · 3 1.15762 · · · 4 1.07163 · · · 5 1.03397 · · · 6 1.01646 · · · 7 1.00808 · · · Proof. Using the fact that σ k (n)/n k = d|n d k /n k = d|n 1/d k , we see that
On splitting the summation range in the range v ≤ ln B x and v > ln B x for an appropriate B, the result is then deduced as in Lemma 7.2.
We have not yet computed the constants T k using the techniques described in Remark 7.3, but a rough approximation using Maple gives the results shown in Table 7 .
Averages of the conjectures and results
Given the lemmas from the previous section it is trivial to establish average versions of some of our results. For example, we have: Proof. This likewise follows from Theorems 4.16 and 4.17 and Lemmas 7.5 and 7.7. Propositions 4.3 and 4.14 are unfortunately more problematic, due to the presence of the exceptionally large error term. As remarked there, the factor of σ(p − 1) − 3(p − 1)/2 in the error term can be averaged as
(Apply Lemma 7.11.) The factor of √ p, however, will still result in an error term with an order of magnitude larger than the main term.
On the other hand, almost all of the conjectures on (1), (3), and (2) lend themselves easily to average versions of the sort treated above. For instance, we have: with rather fast convergence. We are thus tempted to propose the following conjecture.
Conjecture 8.4. Let C > 0 be arbitrary. We have p≤x C aANY,hANY (p) p − 1 = 2.644 · · · Li(x) + O C x ln C x .
Although we cannot prove (or even completely justify) this at present, we can establish the following result. (1) which could have many practical applications in the analysis of cryptographically secure pseudorandom bit generators, as mentioned in [6] .
