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Abstract
An experiment has been performed to measure exclusive single neutron knockout 
cross sections from 12Be to study its ground state structure. The yield to the first 
(0.32 MeV, ~) and second (1.78 MeV, 5/ 2 unbound) excited states in n Be gives 
information on the admixture of (lpy2)2 and (lds/2)2 components in the ground state 
of 12Be. A fragmentation beam of 12Be of ~ 10000 pps (95% pure) was incident on 
a carbon target at 41 MeV/u. The beam particles were tracked onto the target, 
and their energies were measured from their time of flight. The beam-like residues 
10,11Be were measured in a position sensitive telescope mounted at zero degrees, and 
neutrons were measured in the DeMoN array. The x/ 2 “ state of 11Be was identified 
by measuring coincident 320 keV 7-rays, using four Nal detectors. Full kinematic 
reconstruction of unbound states in 11 Be was performed using coincident neutrons 
and 10Be ions, which showed clear evidence for the 1.78 MeV state in 11 Be. A 
strong background, due to reactions occurring in the zero degree telescope, was 
measured and subtracted by acquiring data with no target present. Neutron angu­
lar distributions in the laboratory frame were measured in coincidence with 10,11Be, 
and momentum distributions of neutrons and beam-like particles were measured for 
exclusive reaction channels. Detailed simulations were performed in order to quanti­
tatively interpret the relative energy spectrum for the reconstructed 11 Be, using the 
measurements of momentum distributions as constraints. The cross sections for the 
production of n Be in its first (1/ 2 and second (5/ 2 +) excited states were measured 
to be 33.5(5.6) mb and 22.4(4.4) mb respectively. This is the first strong evidence 
for a (lc% ) 2 component in the 12Be ground state. Data were also acquired for the 
Coulomb excitation and breakup of 11 Be on Pb and C targets.
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Chapter 1
Introduction
1.1 Light N eutron Rich N uclei
The modelling of the properties of stable nuclei has generally been very successful,
particularly through the development of the shell model. The shell model was
originally developed to explain the observed magic numbers in nuclei. Studying
experimentally the systematics of stable nuclei, certain nucleon numbers are found
to exhibit departures from the general trends observed. Such nuclei exhibit, for
example, enhanced binding energy relative to liquid drop systematics, and generally
coincide with sharp discontinuities in single nucleon separation energy.
The shell model describes these properties as coinciding with shell gaps, where
there is a particulary large separation in energy between subsequent orbitals. For
stable nuclei, the shell model predicts these shell gaps at 2, 8, 20, 28, 50, 82 and
126; in agreement with experimental findings.
A challenge of great current interest in nuclear structure is to understand the
ways in which shell structure evolves in nuclei far from stability. In particular, for
light nuclei, it has been established tha t the iV=20 magic number is not magic in
the neutron rich region of 32Mg. In fact, 32Mg is very deformed in its ground state
[1], whereas a nucleus with the traditional magic numbers would be expected to be
spherical. This deformation at N = 20 has been explained in terms of the shell model
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as being due to intruder configurations in which particle-hole excitations across 
the N —20 shell closure become sufficiently low in energy to become the ground 
state [2, 3]. This can be understood in terms of both the spherical shell model 
by reference to residual interactions [4] and in terms of the Nilsson model [5] in 
which deformation lowers certain higher orbitals. Prom a study of the details of this 
lowering, and the properties of neighboring nuclei, it can also be observed tha t the 
energy gap between the ld,3/2 orbital and the l f y 2 orbital which defines the shell gap 
is effectively decreased by changes in nuclear structure, as the nuclei in the region 
become more neutron rich.
There is evidence for similar effects for N = 8, where the basic spherical shell 
model predicts a closed 1 p shell. A recent experiment at MSU [6] measured the 
1-neutron removal cross sections from 12Be to the ground state (V2 +) of 11 Be and 
to the first (0.32 MeV, x/ 2 ~) and only bound excited state. Their measurements 
suggest a strong mixing of (2sy 2)2 into the simple shell model (1 p y 2)2 ground state. 
This is consistent with the lowering of the y 2 + state in 9Be, and in n Be where it 
becomes the ground state, which is a very well known example of a nuclear halo 
state. The low angular momentum of this state, as well as the low binding energy, 
contributes to the extent of the halo structure. Additionally, 11Li (with N = 8) has 
a 2-neutron halo structure, and has been interpreted as having the valence halo 
neutrons substantially in s-wave states.
Thus, the shell breaking at N = 8  is fairly well established in terms of the crossing 
of 2sy2 and lpy 2 configurations. However, an interesting result from a shell model 
analysis of the MSU experiment is the suggestion of a significant lcU/2 contribution .to 
the 12Be ground state. This has not been measured experimentally. Knockout from 
the suggested (Ids© 2 component would lead to n Be in the 1.78 MeV 5/ 2+ state. 
This is above the neutron decay threshold of 0.504 MeV, and would break up into 
10Be +  n. Consequently, this channel was not observable in the MSU experiment.
Other models also support the possibility of a significant d-wave contribution. In 
recent work by G. Gori et al [7], they predict the 1?Be ground state to be composed
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of an admixture of (lp i/2)2, (2s i/2)2 and (lds/2)2 components with weightings of 
29%, 23% and 48% respectively.
Figure 1.1: Trends in neutron separation energy (Sn) with as a function of neutron 
number N  for (a) odd N  and even Z, and (b) odd N  and odd Z. The lines join data 
corresponding to nuclei of the same z-component of isospin, ranging from (a) y 2 (top) 
to 9/ 2 (bottom), and (b) 0 (top) to 5 (bottom). Figure taken from [8 ].
Furthermore, it is suggested th a t in neutron rich nuclei, N=1Q may become 
a magic number. Analysis of neutron separation energies by Ozawa et al shows 
evidence for the disappearance of the traditional N=8  and N = 20 magic numbers, 
and the. appearance of a new magic number at N=  16, as shown in Figure 1.1. In 
this figure, a drop in neutron separation energy is indication of a shell gap. Moving 
towards the neutron dripline (to lines of higher TZ) which are the lower lines in the 
plot) shows a decrease in the prominence of the N = 8 and 1V=20 magic numbers, 
and the appearance of one at N ~  16. This corresponds to the lowering of the 2 s i /2 
and Ids/2 orbitals and the raising of the lds/2. This is another aspect of the current
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interest in the evolution of the Id and 2s orbitals in light neutron rich nuclei, and 
highlights the need for more experimental data and a better understanding.
1.2 Experim ental Overview
The experiment was designed primarily to enable a measurement of exclusive single­
neutron knockout cross sections from 12Be to  study its ground state structure. The 
yield to the first excited state (0.32 MeV, ^ 2  ~) in n Be gives a measure of the 
(h p y j2 component to the ground state valence neutron wavefunction of 12Be. The 
yield to the second excited state (1.78 MeV, 5/ 2+) in n Be is a measure of the 
admixture of (ld,y2)2. This latter component has not been previously measured 
directly. As the 5/ 2+ state is above neutron decay threshold, it must be identified 
by measuring the 10Be ‘core5 in coincidence with the neutron, and performing a 
kinematic reconstruction of the 11 Be*.
A fragmentation beam of 12Be was employed, filtered using the LISE spectrom­
eter at GANIL. Due to the poor optical quality of fragmentation beams, and the 
relatively large spread in momentum, event-by-event measurements of energy and 
beam direction were required in order to be able to compensate for their effect 
on the resolution of kinematic reconstructions. This was achieved using time of 
flight measurements of the beam particles, and two drift chambers to make position 
measurements at two locations along the optic axis.
A detector telescope was employed, mounted at zero degrees, to  measure the 
forward focussed beam-like particles. This, along with a thin-walled target chamber, 
provided a small amount of material between the target and the neutron detectors 
of the DeMoN array, to minimise absorption and scattering of the neutrons. Four 
Nal detectors were employed for measurement of the 320 keV 7-rays from the decay 
of the 1/ 2 ~ state in 11Be. These were sufficiently compact to be mounted close to 
the target, to maximise the geometric efficiency, and could be run under vacuum. 
The neutron detection was performed using the DeMoN array. Neutrons from the
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sequential decay of 11 Be were forward focussed, which allowed a compact array 
geometry to be employed, with a relatively large geometric efficiency. A beam of
11 Be was also employed to provide a large cross section for Coulomb excitation of 
the y 2 -  state and for breakup to 10Be +  n, primarily to test the experimental setup 
and analysis procedures.
1.3 Experim ental Aim s
The primary aim was to improve the experimental measurement of the spectroscopic 
structure of the 12Be ground state. However, it was also observed tha t a number of 
other features of beryllium reactions could usefully be measured at the same time. 
In particular, the widths of both longitudinal and transverse core momentum dis­
tributions for reactions involving neutron removal from 12Be incident on a carbon 
target could be measured. These could give new and complementary information 
on nuclear structure and reaction mechanisms, through comparison with theoreti­
cal reaction calculations. Also, some features of inelastic nuclear scattering of 11 Be 
and 12Be to bound excited states and to the continuum could also usefully be stud­
ied. For 11Be, the coulomb excitation to the 1/ 2_ ground state (the largest B(E1 ) 
strength ever observed) has anomalies in the literature tha t could be hopefully re­
solved. Finally (in a separate analysis) attention was paid to the cluster breakup of
12 Be and 11 Be into helium fragments in association with neutrons, thus extending 
earlier studies by the group at GANIL. Apart from this last topic, the other topics 
mentioned above are addressed in this thesis.
The remainder of the thesis will be presented as follows. An overview of nuclear 
structure models is presented in Chapter 2, followed by a description of relevant 
experimental techniques and applicable reaction models. A discussion of the evo­
lution of nuclear structure in the light neutron rich region, covering the changes in 
single particle levels in systems with reduced binding, deformation and clustering, 
the breakdown of the magic numbers for stable nuclei and the possible formation
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of new ones. A summary of previous experimental and theoretical findings relevant 
to the ground state structure of 12Be is given. Chapter 3 covers the setup used for 
the experiment. The design and operation of the detectors is presented, and the 
electronics for processing data from these detectors is outlined. In Chapter 4, the 
offline analysis and calibration techniques are discussed in detail.
Chapter 5 focusses on the measurements performed, and their interpretation. 
The data acquired from the 11Be beam is discussed first, and results are presented 
for Coulomb excitation and breakup from a Pb target. Neutron angular distributions 
are shown, in coincidence with 10Be. This is followed by the measurements from 
the carbon target. These results are compared to previous measurements in the 
literature. The data for the 12Be beam are subsequently presented. Momentum 
distributions are focussed on, both for their intrinsic interest, and as information 
for input to simulations. The reconstruction of n Be 5/ 2 + state is presented, and its 
interpretation though detailed simulations is discussed. The results are summarised 
and concluding observations are made in Chapter 6.
Chapter 2
Theory
2.1 Nuclear M odels
In principle, it is possible to model nuclei as A  individual nucleons, using an inter­
action based on the properties of the strong nuclear force. However, describing such 
a system becomes rapidly more complex with increasing A, and is not practically 
possible for all but the very lightest nuclei.
Consequently, various models have been developed to describe the properties 
of nuclei, by making simplifying assumptions. The various assumptions made in 
different models make each of them  generally more applicable to certain regions of 
the nuclear chart than others (such as cluster models in light nuclei, and mean- 
field models in heavier systems), reflecting the diversity of nuclear phenomena with 
changing mass and proton-neutron ratio. Such models not only provide methods for 
reproducing and predicting observables in nuclear systems, but aid physical insight 
in a way tha t directly solving the many body problem perhaps would not.
The liquid drop model (Section 2.1.1) provides a gross description of the nu­
cleus, and reproduces general trends with increasing mass. Small scale fluctuations, 
and periodic sharp deviations from these trends are well understood in stable nu­
clei in terms of the shell model (Section 2.1 .2), which describes the orbit of single
nucleons in a spherically symmetric potential. The properties of many nuclei in-
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dicate the presence of deformation, and collective behaviour in the multi-nucleon 
system. The Nilsson model (Section 2.1.3) describes the evolution of single particle 
structure with the onset of deformation, and has been highly successful in repro­
ducing nuclear structure over a wide region of the nuclear chart. The SU(3) shell 
model (Section 2.1.5) provides single particle description of deformed light nuclei 
tha t exhibit rotational behaviour.
The clustering of nucleons to form spatially separated dense centres in certain 
light nuclei can be described by cluster models (Section 2.1.4), and recently devel­
oped Antisymmetrised Molecular Dynamics models (Section 2.1.6) have succeeded 
in describing the nucleus as a full A  body system, yielding diverse structural results 
for different nuclei, with minimal biasing assumption.
2.1.1 The Liquid D rop M odel
The liquid drop model approximates the nucleus in a manner similar to the descrip­
tion of a drop of liquid. The model reproduces the gross trends in mass and binding 
energy across the nuclear chart. This model leads to a semi-empirical equation for 
the binding energy of nuclei, as given in Equation 2.1 [9].
f  A __  o  t7 \ 2
Eb =  avA  -  asA% -  acZ (Z  -  1 )A~^ -  asym-------——— +  5 (2.1)
In Equation 2.1, the first (av) term  describes the binding due to the strong nuclear 
force, as if all nucleons were in the interior of the nuclear volume. The second term 
(as) is a correction term  to account for the nucleons at the surface of the nucleus, 
which experience binding from fewer nucleons. The third term  (ac) corrects for the 
effect of the Coulomb repulsion of protons in the nucleus, and describes the trend 
for a greater N  : Z  ratio for heavier stable nuclei. The fourth (asym) term accounts 
for the strong binding of light nuclei with equal numbers of protons and neutrons, 
and the final term  (5) accounts for the stronger binding of nuclei with even numbers 
of protons and neutrons. This expression for binding energy Eb is a term  in the
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semi-empirical mass formula, in Equation 2.2.
M{Z,A) =  Zm ia + N m n -  (2.2)
Where Z, N  and A  are the proton, neutron and mass numbers of the nucleus, 
m iH and m n are the masses of the neutral hydrogen atom and neutron, and c is the 
speed of light. Whilst this model reproduces the general trends in binding energy 
with proton and neutron number, experimental measurements show sharp deviations 
from these trends at certain Z  and N  which led to the development of the nuclear 
shell model.
2.1.2 T he Spherical Shell M odel
Whilst the liquid drop model reproduces the general trends of stable nuclei, it fails to 
reproduce in detail certain experimentally observed effects. Particularly, at certain 
numbers of protons or neutrons, there are sharp discontinuities in properties such as 
the binding energies, proton or neutron separation energies, and high first excited 
states in even-even nuclei. These numbers have been found to be 2, 8, 20, 28, 50, 
82 and 126 for stable nuclei. Such properties are well described by the shell model.
The concept of the nuclear shell model comes from the shell model of atomic 
electrons, where atomic properties are modelled by calculating a sequence of states 
in the coulomb potential of the nucleus. Electrons occupy these states in order of 
increasing energy, following the Pauli principle. In this model, it is the electrons in 
the outermost occupied shell (valence electrons) which govern most the properties 
of the atom.
The nuclear shell model considers nucleons in a similar way, but the potential 
is created collectively by the nucleons themselves, and represents the mean nuclear 
field. Single particle levels can be obtained from solutions to the Schrodinger equa­
tion in 3 dimensions, (f)nem, where n is the principle quantum number, £ is the orbital 
angular momentum and m  is the projection of £ on the z axis, which takes the values 
—t  to £ in integer steps.
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In the basic form of the shell model, a mean nuclear potential is chosen to 
be spherically symmetric, which well defines most stable nuclei. This allows the 
solutions to be separated into radial and angular components, and makes all m  
states for a given n, I  equal in energy, leading to a (2£ +  1 ) degeneracy. Levels are 
calculated in the potential, which are filled in order of increasing energy, subject to 
the Pauli principle.
1*7/2 -----------------  8
(2'
ld3/2-----------------  4
2 s 1/2 __________________  2
lti5/2 -----------------  6
©
i p  1 /2_______________ 2
lp3/2 -----------------  4
2
I s  1 / 2 --------------------------------- 2
Figure 2 .1 : Schematic representation of the ordering of single particle levels calculated 
using the shell model as for stable nuclei, showing the shell gaps at 2,8 and 20.
A harmonic oscillator potential is often chosen, as it is a reasonable approxi­
mation to the nuclear potential in shape, and its solutions can often be obtained 
analytically. By introducing a spin-orbit term to the potential, the set of nuclear 
levels produced are labelled with the total angular momentum of the state, being 
j  = | , corresponding to alignment of the intrinsic spin (s) of the nucleon parallel
or antiparallel with £. This Ls  contribution to the potential has its origin in the spin 
dependence of the nucleon-nucleon force, which is evident in the deuteron compared 
to a dineutron). This results in each state having a degeneracy of (2j  +  1). In this 
form, relatively large energy gaps are calculated between certain levels, which cor­
respond to the magic numbers found when studying experimentally the systematics 
of stable nuclei. This is shown schematically in Figure 2.1 , for the first three magic 
numbers.
However, the harmonic oscillator has the wrong asymptotic form (i.e. it tends to
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infinity as the radial separation of a nucleon from the mean field tends to infinity), 
so does not provide a good description of the tail of the nuclear wavefunction. For 
many reactions (such as transfer and knockout reactions) the tail is of principle 
importance, especially in the case of halo nuclei, where the tail of the wavefunction 
is particularly significant. A potential with a much more realistic asymptotic form 
is the Woods-Saxon potential, the radial form of which is included in Equation
2.3. Depth and diffuseness parameters are typically chosen to reproduce the certain 
properties of the nucleus being modelled, such as the binding energy or 1-neutron 
separation energy.
V M  =  1 ,  /°r-KN -  V i s i t s  (2.3)
-Vb
1 +  exp(I~ )
where Vq is the depth of the potential well, R  is the radius, and a is a parameter 
defining the diffuseness of the nuclear surface, and Vi8(r) defines the spin-orbit 
interaction.
The model as described so far successfully reproduces the structure of nuclei 
with a single (valence) particle outside a closed shell, where the approximation of 
single particle orbits in a central potential is particularly good. In order to model 
nuclei with more valence particles, a residual interaction is included. This corrects 
for the shortcomings in the pure central potential assumption. That is, it takes into 
account tha t particles tha t fill orbitals of the central potential can actually interact 
and affect each other. This residual interaction represents a small perturbation of 
the mean field. The physical eigenstates contain admixtures of different unperturbed 
states, so residual interactions can account for configuration mixing.
It should be noted that, as the central potential is created by the presence 
of the nucleons themselves, changing the mass of the nucleus alters the potential, 
and thus the single particle energies. If the potential changes significantly (shape 
deformation, for example) the separation (and in some cases even the ordering) of 
the single particle levels may change.
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2.1.3 T he N ilsson  M odel
The Nilsson model is an extension of the spherical shell model to deformed nuclei. 
Instead of calculating single particle levels in a spherically symmetric potential, the 
Nilsson model uses a ‘deformed’ potential, which in the simplest case means axially 
symmetric quadrupole deformation (defining a prolate or oblate shape). A conse­
quence of a non-spherical potential is th a t the single particle energies are dependent 
on their orientation with respect to  the symmetry of the potential, thus breaking 
the m  degeneracy described in the spherical shell model (Section 2.1.2). In a pro­
late or oblate deformed system, this orientation can be expressed in terms of the 
projection of the particle’s angular momentum on the symmetry axis (K), defined 
by the magnetic substate of the nucleon. For a prolate system, the lowest energy 
orbits are those with low K, which correspond to orbits on average closest to the 
bulk of the nucleons. The magnitude of this effect is a function of the deformation 
of the potential, and sufficient deformation can result in the crossing of orbitals from 
different shells.
Such an approach is particularly successful for the description of relatively large 
deformed systems, where the deformed mean field approximation is good. For very 
light nuclei, such an approximation becomes less appropriate, as the relative impor­
tance of individual particles and cluster structure rises.
2.1 .4  C luster M odels
Many light neutron rich nuclei exhibit evidence for clustering. By taking the idea 
of a deformed nuclear shape further, by increasing the separation of one or more of 
its nucleons, the nuclei become better described as two or more spatially separated 
groups of nucleons. This can be in the form of a normal density core, with one 
or two valence nucleons in a diffuse, spatially extended distribution (as in halo 
nuclei) or by more evenly balanced clusters of nucleons (such as the two a  particle 
structure of the unbound system 8Be). In a halo nucleus, the weak binding of 
the valence nucleon or nucleons leads to it having an extended wavefunction which
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tends to decouple it from the core. In nuclei with N  = Z, A = 4n (where n is an 
integer) the particularly strong binding within a-particles tends to favour this form 
of clusterisation. In general, clustered systems may form due to the relatively tight 
binding of subsystems within a nucleus tha t is relatively loosely bound overall, and 
this includes isotopes near the neutron dripline. The presence of valence neutrons 
can increase the binding in a cluster system, in a similar manner to the covalent 
binding of a molecule [10]. This type of ‘molecular’ structure is attributed to 9Be, as 
an a  +  a  +  n system, where the presence of the valence neutron binds the otherwise 
unbound a  +  a  system [11 ].
Cluster models can be particularly effective in describing systems which have 
these characteristics, by assuming the formation of particular clusters, typically 
reducing an A  body problem to a two or three body problem.
Different approaches have been applied to cluster modelling. One approach 
is solve the many body problem for the clusters within the nucleus, such as the 
work of M. Zhukov [12] on 6He and n Li as three body Borromean systems, using a 
hyperspherical formalism (the term  Borromean refers to a bound three body system, 
in which none of the two body subsystems are bound). The three body modelling 
of 12Be as 10Be +  n +  n, reported by F. Nunes et al [13, 14], was performed using 
a hyperspherical formalism which included core excitation.
A method proposed by D. Brink [15] describes the nucleus in terms of structures 
similar to a  particles, each characterised by a harmonic oscillator well, containing 
two protons and two neutrons (coupled to L = S  — 0). An effective potential 
between clusters is applied, and a variational method is used to  adjust the relative 
positions of the clusters so as to minimise the overall energy. Another approach 
is to confine the A  nucleons to specified clusters, and use variational principles 
as in the Generator Coordinate Method (GCM) applied by P. Descouvement et 
al [16, 17]. Both the Brink model and the GCM employ fully antisymmetrised 
wavefunctions for the multi-fermion nuclear system, which effectively includes the 
exchange of identical particles between clusters. More on cluster models is discussed
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with specific reference to the beryllium isotopes in Section 2.4.2.
2.1.5 T he S U (3) Shell M odel
The Nilsson model puts nucleons into a deformed potential, which is assumed to 
rotate adiabatically, and this model reproduces states in many nuclei. In principle, 
such rotational states can also be described by the spherical shell model by allowing 
all possible configuration mixing, since the shell model eigenstates form a complete 
set. In practice, a complete calculation is computationally unachievable. The SU(3) 
shell model was developed to give a description of states with such a rotational 
structure in light nuclei, by describing the nuclear wavefunctions in a basis which 
naturally describes rotational properties.
By considering the orbital angular momentum L  as describing the transforma­
tion properties of the nuclear wavefunction under three dimensional rotations in 
coordinate space, J.P. Elliott [18] developed the SU(3) coupling scheme to group 
together states whose L values are those of rotational bands (cut off at an upper 
limit of L). The SU(3) wavefunctions are only pure (or equivalently, the symmetry 
is only exact) in the limit of no spin-orbit splitting of orbitals with the same £. 
This is more closely true in light nuclei. In an SU(3) representation, the quantum 
.number K  (corresponding to the projection of the angular momentum onto the sym­
metry axis in a rotational model) arises as a property of an intrinsic state, which 
includes the effects of single particle £2 and spin-orbit terms, and describes particles 
in mixed orbital configurations. Different states of the same SU(3) symmetry can be 
projected from this intrinsic state, allowing a relatively simple and intuitive descrip­
tion of rotational bands in light nuclei. Comparison between wavefunctions from 
the SU(3) coupling scheme and mixed configuration shell model calculations have 
shown good similarity between the two approaches [18]. Approaches tha t employ 
SU(3) symmetry to truncate basis states in shell model calculations can also allow 
the use of a much expanded model space. In addition, selection rules according to 
SU(3) symmetry considerations can be important in the identification of states in
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nuclei, and their allowed transitions. This approach has been applied to the beryl­
lium isotopes by Millener [19, 20] and the results are adopted in the discussions of 
Section £ .£ .
2.1.6 A ntisym m etrised  M olecular D ynam ics
The Antisymmetrised Molecular Dynamics (AMD) approach models a nuclear sys­
tem by describing the basis wavefunctions from single particle wavefunctions, the 
spatial part of which are given a Gaussian form, with a two body interaction be­
tween particles. The coordinates of the centres of these spatial wavefunctions for A  
particles are free parameters within the model, which are varied until a minimum en­
ergy is reached. Slater determinants are used to calculate the fully antisymmetrised 
wavefunctions of the nuclear states.
The study of light neutron rich nuclei with AMD has shown a tendency toward 
clustering in certain nuclei [2 1 , 22], without any presupposition tha t cluster struc­
ture is present. In other cases, spherically symmetric systems, which are also well 
described by AMD, are predicted.
Furthermore, the method allows the description of cluster states without the 
input of specific core structure (such as the a  cores and valence nucleons) or axial 
symmetries, which are typical input assumptions in cluster models. Consequently, 
AMD models can show the structural evolution from shell-model like spherical sys­
tems to those with cluster structure, with changing neutron and proton number, 
and have shown excited states within nuclei with significantly different structure to 
the ground state [23]. These calculations also allow molecular orbitals of valence nu­
cleons to be identified, when the wavefunctions have a strongly molecular structure, 
and provide microscopic support for the explicitly molecular models.
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2.2 Experim ental Approaches
2.2.1 Breakup R eactions
Due to the generally low binding of light neutron rich nuclei, the cross sections for 
breakup reactions on heavy targets are typically large, and consequently such reac­
tions have been utilised in the study of exotic nuclei, where experimental restrictions 
on the available beam currents have made more conventional reaction mechanisms, 
with lower cross sections, statistically difficult.
In breakup reactions, the projectile is inelastically scattered by both nuclear and 
Coulomb interactions with the target, resulting in excitations to continuum states 
of the projectile and/or excited states of the target. The total cross sections mea­
sured for certain projectiles were some of the first direct indications of halo ground 
states for certain light, neutron rich nuclei [24]. The momentum distributions of 
the breakup fragments are indicative of their spatial and momentum distributions 
within the bound projectile, due to the sudden nature of breakup of high energy 
collisions. This provides further evidence for halo states, which yield narrow momen­
tum  distributions for the breakup fragments, reflective of the large spatial extent of 
the wavefunction of the valence particle(s). T hat both nuclear and Coulomb terms 
contribute significantly for high Z  targets, is cut additional complexity for theoretical 
calculations.
2.2.2 K nockout R eactions: Stripping and E lastic Breakup
The single nucleon knockout reaction [26] is a recently employed mechanism for 
the study of single particle structure, particularly of systems with relatively loosely 
bound valence nucleons. This makes it particularly suited to the study of neutron 
rich isotopes, many of which are well described by a relatively tightly bound core, 
with one or more relatively loosely bound valence neutrons (e.g. a halo system in 
the extreme case). Knockout reactions are performed on low Z  targets (to minimise 
Coulomb effects), resulting in two dominant mechanisms for the nucleon removal.
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(a) ELASTIC BREAKUP VIA DIFFRACTION
direction
P trans
exit direction
(b) NEUTRON REMOVAL BY STRIPPING
exit direction
Figure 2.2: Schematic representation of the (a) diffraction and (b) stripping processes. 
Figure adapted from [25].
Diffractive dissociation (elastic breakup) results in the dissociation of the valence 
nucleon and core via elastic interactions with the target, resulting in both valence 
nucleon and the core residue continuing at approximately the beam velocity. This is 
shown schematically in Figure 2.2, where it is compared to the stripping mechanism. 
Stripping comprises interactions in which the valence neutron interacts inelastically 
with the target, being absorbed or scattered typically at large angles. Experimen­
tally, the reactions are defined by the detection of the core-like particle at forward 
angles, and the survival of the core excludes collisions in which the core-target in­
teraction is dominant.
The projectile residues, which are strongly forward focussed, are typically de­
 ►
P core
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tected with a high resolution spectrometer at zero degrees (although in the present 
work, a compact telescope is employed, since it is necessary also to detect neutrons, 
see below). The target may be surrounded by 7 -ray detectors, which are then used 
to identify the final states of the residues. Such 7-ray tagging is achieved by mea­
suring coincidences between a particular residue in the spectrometer, and known 
7-ray transitions corresponding to particular excited states in the beam-like residue 
using the 7-ray array. The cross section to each of the identified states determines 
spectroscopic factors [27], and the longitudinal momentum distribution of the beam­
like residues for each final state gives a measure of the momentum of the removed 
nucleon (in the sampled part of the wavefunction). The transverse momentum dis­
tribution carries the same information, but is more sensitive to target effects, such 
as the reaction mechanism, and multiple scattering [28] (and spectrometer accep­
tances). The widths of these distributions are characteristic of the orbital angular 
momentum £ of the removed nucleon, and the separation energy of the valence nu­
cleon (Sn or Sp), such th a t the width of the momentum distribution increases with 
higher £ and separation energy. This is described in Section 2.3.6. However, some 
caution must be taken in the interpretation of these distributions, as they may be 
considerably affected by the reaction mechanism and final state interactions [29].
Knockout experiments are performed at high energy (typically a few tens of 
M eV/u and upwards), which has a number of benefits. Firstly, and most impor­
tantly, it dictates a relatively simple reaction mechanism, as the internal motion of 
the nucleons is small compared to the beam velocity. This results in the time period 
in which the interaction takes place being small in comparison with internal motion 
in the projectile, so the projectile’s constituents are effectively ‘frozen’ during the 
reaction. Secondly, as the experiments select peripheral interactions (by the require­
ment of core survival), the beam-like reaction products are very forward focussed 
in the laboratory. Consequently, the geometric efficiency for their detection can be 
~  100%. Additionally, the high energy and forward focussing permit the use of thick 
targets (of the order of a few hundred m g/cm 2). This gives a very high sensitivity,
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and allows good statistics to be gathered for reactions with low cross sections.
This detection system, as so far described, allows a measurement of the cross 
sections of nucleon removal to bound states in the beam-like residue, but unbound 
states are unobservable. For the case of some neutron rich systems, the removal of 
a neutron can result in the residue being formed in an unbound resonance, which 
subsequently decays by breakup into core +  neutron. Such a reaction channel can 
be studied if the core and neutron are detected, (and their energies and directions 
measured) and subsequently used to reconstruct the resonant system. However, the 
neutrons produced in the decay of the beam-like residue are also forward focussed, 
and their detection is made problematic by the presence of the spectrometer used 
to detect the beam-like core. This is also located at forward angles, so an array of 
neutron detectors is masked by the large volume of dense material in the spectrom­
eter dipoles. One solution is to ‘sweep’ beam particles and reaction products to one 
side using a very large magnetic spectrometer (i.e. a large pole gap). Examples of 
elaborate systems of this type exist at MSU [30] and at the ALADIN facility at GSI.
An alternative approach is to detect the beam-like residues in a compact charged 
particle telescope, mounted at zero degrees (the method employed in the current 
experiment). This then presents only a small mass of material between the target 
and the neutron detectors, allowing both neutrons and beam-like residues to be 
detected simultaneously. The drawback with this setup is tha t the charged particle 
telescope acts to stop and detect the entire beam flux, not just the residues of 
interest. As the stopping element to the telescope will be necessarily much thicker 
than the target, there will be a large background to the data of interest, due to 
nuclear reactions occurring in the telescope itself. It will be shown in Chapters 3 
and 4 th a t this is of particular importance for neutron removal reactions, in which 
the detected beam-like residue has the same charge Z  as the beam particles.
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2.3 R eaction M odels
This section gives an overview of theoretical reaction models applicable to the study 
of light neutron rich nuclei via knockout and breakup reactions.
2.3.1 D iffraction and Stripping
Two aspects of the reaction mechanism, for a knockout reaction in which the core 
survives, are known a s  diffraction (or elastic breakup) and stripping (or absorp­
tion). At high energies, the interaction of the projectile core with the target is 
often neglected, or else treated as a perturbation. In the eikonal approximation, the 
trajectory of the core is explicitly treated as a straight line with no deviation.
The diffraction mechanism corresponds to neutron removal due to the the in­
teraction of the valence neutron with the target, as shown in Figure 2.2(a). The 
neutron, being weakly bound, is an almost free particle moving with the beam ve­
locity, and the incident plane wave flux can be diffracted by the target. The neutron 
wavelength (=  A beam x Xbeam = A beam(Abeam- l ) X core) is such th a t significant angular 
deflections are produced. The neutron is deflected so tha t it separates from the core 
and a continuum state of the projectile system is produced. The neutron, as well 
as being separated elastically, retains its Fermi motion from inside the projectile, 
superimposed on the beam velocity (see Figure 2.2(a)). The core, meanwhile, has 
a Fermi contribution to its momentum, tha t is equal in magnitude and opposite in 
direction, due to the common origin inside the projectile (Figure 2.2(a)). The strip­
ping mechanism is illustrated schematically in Figure 2.2(b). In the approximation 
tha t the target behaves like a black disc, the neutron may be completely removed 
via the asymptotic part of its wavefunction the overlaps with the disc. This sudden 
removal of the neutron leads to the core continuing with the internal Fermi momen­
tum  superimposed on the original momentum. In more detail, as shown in Figure
2.3, it is only a small part the neutron wavefunction tha t contributes, and it is the 
momentum content of this part only th a t affects the core momentum.
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(a) COORDINATE SYSTEM FOR REACTION
— ►
Z
Figure 2.3: Schematic representation of the region of the wavefunction sampled in the 
removal of a loosely bound nucleon. Figure adapted from [25].
2.3.2 C ontinuum  D iscretised  C oupled C hannels M ethod
Continuum Discretised Coupled Channels (CDCC) models utilise an accurate tech­
nique for reactions involving a projectile which can be modelled as a 2 body sys­
tem. Originally it was developed for the scattering of very light two body systems 
(deuteron, 6,7Li etc), and it has been recently applied to systems near the neutron 
dripline, described as a core and loosely bound valence nucleon [31].
The CDCC method uses a set of 2 body coupled channel equations to construct 
a basis set of relative motion states between core and valence nucleon and the target, 
as an approximation of the 3 body Schrodinger equation. This is used to represent 
bound states, and excitations to the continuum by dividing the continuum into
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Figure 2.4: Schematic representation of the CDCC model space for 15C, used by Tostevin 
et al. The left hand side of the figure shown the bound states and continuum for 15C, 
and the right hand side represents the continuum bins in the CDCC model space. Figure 
taken from [29].
discrete energy intervals up to some maximum energy. Continuum states are of 
particular importance for nuclei near the neutron dripline, and particularly for halo 
systems which have typically only a single bound state.
An example of the recent use of the CDCC is in the study of neutron removal 
from the halo nuclei l0C and 11 Be by Tostevin et al [29]. In this work, the continuum 
was represented by energy bins in the continuum that act like individual unbound 
states. Bins of all important angular momenta are included. As is usual in a large 
coupled channels calculation, transitions in both directions between all states are 
included. The coupling scheme employed by Tostevin et al is shown in Figure 2.4. 
A solution to the coupled channel equations is obtained, in which the coherent 
contributions from all pathways sum to form the cross section to each individual bin 
in the continuum. These are then summed to give the breakup cross section.
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2.3.3 A diabatic A pproxim ation
A simplification th a t can be made for the modelling of reactions using the CDCC 
method, and other models, is the application of the adiabatic approximation. For re­
actions where the projectile velocity is upward of a few tens of MeV/u, this identifies 
the relative coordinates between the projectile and the target as being significantly 
more rapidly changing than the internal motion of the projectile (e.g. the valence 
nucleon’s motion with respect to the core). By describing the internal degrees of 
freedom as fixed parameters (which are subsequently integrated over to account for 
the full range of nucleon-core orientations), the 3 body Schrodinger equation can be 
replaced with the 2 body Schrodinger equation, simplifying the model considerably.
Whilst the full CDCC approach is more accurate than the adiabatic approach 
(though more computationally demanding) the adiabatic approximation allows the 
treatm ent of 3 body projectiles. It can also aid physical insight to certain reaction 
processes, for example, when only one of the constituents in the projectile interact 
strongly with the target (such as in Coulomb excitation of a neutron halo system 
or single particle stripping).
2.3 .4  T he G lauber M odel
The Glauber model [32, 33] allows an efficient treatm ent of reactions involving an 
n  body projectile, by calculating independently the interaction probability of each 
of the constituent bodies with the target. Using the adiabatic approximation, the 
constituents of the projectile are assumed to be ‘frozen’ during the reaction. Thus, 
each body has a separate interaction with the target nucleus, as a function of impact 
parameter, which is subsequently integrated over. For a system described as a core 
+  valence neutron, the cross section for single particle stripping (of the valence 
neutron) is given by [34]:
(r strip =  2 J  ^  i  b  ^  ^ ° J M  I l^«|2) l& l2 I^jm) (2-4)
where J  is the total spin of the projectile state, M  is the spin projection, b is
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the impact parameter of the centre of mass of the projectile, and Sc and Sn are 
‘profile functions’ for the core and neutron, respectively, which describe the core­
target and neutron target interactions. For example, Sc describes the probability 
for core survival. If the impact parameter is so small tha t the target and the core 
must overlap (c.f. Figure 2.2) then the core will not survive without interaction 
and changes to its trajectory or structure. Thus, Sc — 0 below a certain impact 
parameter, equal to the sum of the core and target radii.
Typically, Glauber models rely on the eikonal approximation, which assumes that 
when the valence nucleon interacts with the target, the core (and second valence 
nucleon, if appropriate) are unaffected, and follow a straight-line trajectory. This 
approximation has been taken to be valid for high projectile energies, and loosely 
bound valence nucleons. However, recent analysis of longitudinal momentum distri­
butions [29] has shown tha t deviations from the eikonal approximation are required 
to account for the asymmetry seen in exclusive longitudinal momentum distributions 
of residues from knockout experiments.
A simplification to the model can be introduced at high energies, where the 
interactions between projectile core and the target can be considered almost entirely 
absorptive. There is some sensitivity, however, to the interaction of the valence 
nucleon with the target, and different Sn used in calculations of the breakup of 11Be 
on carbon [34] result in variation of a factor of 2 in calculated cross sections.
2.3.5 T im e D ependent A pproach
In the work of Bonaccorso and Brink [35, 36], reactions involving a few body projec­
tile and a core, are treated using the time-dependent Schrodinger equation. In this 
semi-classical model, it is assumed tha t the- relative motion of the projectile core 
and target can be described classically. This may or may not be eikonal. An optical 
model analysis is applied, typically using theoretically calculated (but well tested) 
optical potentials. In principle, at least in the eikonal form, the time-dependent 
model and the Glauber model both include similar physics input (but via different
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means) and should give similar predictions. Such an explicit treatm ent of the time 
dependence of the reaction is energy conserving, but momentum is not conserved in 
such an approach [31].
2.3.6 U se o f K nockout to  M easure A ngular M om entum
The stripping reactions shown in Figures 2.2 and 2.3, and discussed above, result 
in the core being observable at forward angles and with a momentum content that 
reflects the wavefunction of the removed neutron. As shown schematically in Figure
2.3, the reaction samples only a portion of the single particle wavefunction, and the 
momentum of the projectile is altered according to the momentum of this portion.
(a) SEQUENTIAL BREAKUP VIA DIFFRACTION
Figure 2.5: Schematic representation of the sequential breakup reactions following (a) 
diffraction and (b) stripping. Figure adapted from [25].
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A simplified model, given originally by Hansen [37], shows how this effect al­
lows the orbital angular momentum of the removed nucleon to be inferred from 
a measurement of the core momentum component parallel to  its direction of mo­
tion. In fact, the the transverse momentum could equivalently be used, but initial 
applications of this method have used the longitudinal momentum.
(a) p^  (MeV/c)
(b) p (MeV/c)
Figure 2.6: Longitudinal momentum distributions for 13B, following 1-neutron knockout 
from 13B on a 9Be target (60 MeV/u) for (a) the ground state of 13B, and (b) excited 
states of 13B. Figure taken from [38].
In Hansen’s model, the target behaves like a black disc, and neutron removal
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corresponds to a cylinder being removed from the neutron wavefunction, as shown 
in Figure 2.3. For computational convenience, the external part of the neutron 
wavefunction (the only part tha t contributes) is taken to be equal to  the asymptotic 
form tha t may be written as a product of a spherical (radial) Hankel function, a 
spherical harmonic and a term that depends only on the separation energy. For a 
given value of the impact parameter, the momentum content of the removed part 
of the neutron wavefunction can be calculated analytically by taking the Fourier 
transform of the truncated Hankel function. Then, with an integration over all 
contributing impact parameters (i.e. b > bmin =  Rtarget +  Rcore), the momentum 
distribution of the core can be evaluated, Hansen was able to show th a t the width of 
the longitudinal momentum distribution is a direct measure of the orbital angular 
momentum of the neutron wavefunction. This result is verified by a more complete 
treatment, such as using a Woods-Saxon wavefunctions instead of the asymptotic 
form. An example from a 1-neutron knockout reaction from 14B studied at MSU [38], 
is shown in Figure 2.6. The longitudinal momentum distribution is shown for (a) 
the core in its ground state and (b) the core in excited states. The solid lines show 
eikonal model calculations for states with different £, and the narrow distribution 
for the ground state can be seen to  be well described the £=0 calculation.
An outstanding example of the way in which the longitudinal momentum is 
determined by the orbital of the struck nucleon is given by the results of Sauvan 
et al [39]. Their survey (shown in Figure 2.7) of a wide range of nuclei in the sd- 
shell reveals firstly tha t the longitudinal momentum is sensitive to differences in 
orbital angular momentum and secondly tha t the shell model successfully predicts 
the evolution in the occupation of valence orbitals. Note tha t in nuclei for which the 
valence orbital is the sy2, the momentum distribution is noticeably narrower than 
those those with p-shell valence orbitals.
2.3. REAC TIO N  MODELS 28
'AAA
1|o 170 18o 1*° l\^-J\y\ A
17N 15n "TVTV"NP\
-N  ?\ "A
1eC 13c TV y  \ 7
17c A TV i i
”y \ A A
15b  A
A
|  N=14
N=8
Figure 2.7: Longitudinal momentum distributions of the core following 1-neutron re­
moval from a range of nuclei on a carbon target. Figure taken from [39].
2.3 .7  Sequential D ecay of T w o-N eutron  S tates
If the knockout of a neutron from a projectile leads to an unbound state in the re­
maining beam-like particle, then sequential neutron decay will occur. This is shown 
schematically in Figure 2.5. This figure is adapted from a figure given by Barranco 
and Vigezzi [25], originally intended to describe the breakup of a Borromean halo 
nucleus, such as 11 Li or 14Be. It can, however, be adapted to the situation that may 
occur in 12Be when a (1 ds/2)2 neutron component in the ground state will, upon 
removal of one neutron, lead to an unbound state in n Be (Ex = 1.78 MeV =  Sn +  
1.28 MeV). In this case, the remaining 11 Be, after neutron removal, will have mo­
mentum components that reflect the angular momentum and other properties of the 
wavefunction of the removed neutron. The 10Be and neutron from the sequential 
breakup will then acquire the other momentum components through the relative 
energy of the breakup. This picture, as summarised in Figure 2.5, was implemented 
in the detailed simulations tha t were performed in order to model the detection 
system in the present work (see Section 5.5).
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2.4 Structure in Light N eutron Rich N uclei
2.4.1 E volution  o f Single P article Levels and M agic N um ­
bers
The ordering of single particle levels in nuclei along the valley of stability is well 
understood, and the shell gaps (magic numbers), known to be at 2, 8, 20, 28, 
50, 82 for both protons and neutrons, are reproduced by the shell model with a 
Woods-Saxon potential, and a spin-orbit term. However, in more exotic nuclei 
(in particular in the light neutron rich region), there is evidence th a t these magic 
numbers disappear, and others may appear at different proton and neutron numbers. 
This change in magic numbers corresponds to the evolution of single particle levels 
with changing N  and Z when moving away from /5-stability, and is a reflection of 
the structural changes found toward the neutron dripline (particularly deformation 
and clustering) and also the weaker binding and proximity of the continuum.
Considering N  =  8 isotones, the effects of the evolution of single particle levels 
can be examined. The nuclei 160  (which has N = Z = 8) and 14C (which has N —8) 
both exhibit strongly magic behaviour, such as high neutron separation energies, 
and high lying first excited states. The first excited state in 14C is a 1 “ state at 6.09 
MeV, and in the doubly magic 160 , the first excited state is at 6.05 MeV (J n =  0+) 
with a close-by negative parity state at 6.13 MeV ( J 7r =  3"). These negative parity 
states arise from cross shell excitations, and the high energy reflects the well-formed 
shell gap. In contrast, the first excited state of 12Be is a 2+ state at 2.1 MeV (an 
intra-shell excitation), but also the lowest negative parity state, again a 1 “ state, 
appears at 2.68 MeV. That this state is so much lower in energy is an indication 
tha t the shell gap is much reduced in 12Be.
Further evidence for the disappearance of the N —8 shell gap is found by consid­
ering the levels of n Be. Predictions based on the spherical shell model [40] put the 
last neutron into the p-shell (in a 1 pi/2 orbital), which would result in a ground state 
with .N = l/ 2 ~• However, the ground state is known to be a I/2 + ‘intruder’ state.
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This corresponds to the valence neutron in the 2si/2 level, which in the simple shell 
model lies above the lp y 2 level. This state was the first 1-neutron halo state dis­
covered [41, 42], and can be understood in terms of the small 1-neutron separation 
energy of n Be (Sn =  0.504 MeV), which results in the tail of the valence neutron 
extending far beyond the 10Be core. In fact, both the 1/ 2+ and 1/ 2~ states have 
halo structure, with the probabilities of 91% and 87% respectively for the valence 
neutron outside of the 10Be core radius [43].
Atomic Number Z
Figure 2.8: Systematics of the 1/ 2~ and 1/ 2+ states in N —7 isotones as a function 
of proton number Z. The insets shown the radial wavefunctions in a Woods-Saxon 
potential, for selected isotones. Figure taken from [26].
The evolution of the 1/ 2~ and 1/ 2+ states in N —7 isotones is shown in Figure 
2.8, taken from [26], where the energy plotted is the difference between the nuclear 
excitation energy and the ground state neutron separation energy. For /3-stable nu­
clei (and 15O, which is proton rich), the 1/ 2~ state is at lower energy, corresponding 
to the simple shell model prediction tha t the valence neutron in the lpy2 orbit is a
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lower energy configuration than in the 2sy2. In the shell model picture, this evo­
lution can be understood in terms of residual interactions, and the relatively small 
binding of valence nucleons near the neutron dripline. As protons are removed from 
150 , the occupancy of the lp y2 level decreases. Protons in this level have a rela­
tively large spatial overlap with neutrons in the lp y 2 level, and the reduction in the 
number of p-shell protons reduces the residual interactions, which act to lower the 
energy of the states. Correspondingly, there is an increase in the energy of the lp y 2 
level (and hence the l/ 2 ~ state) relative to  the 2sy2, reducing the shell gap to the 
point where the levels cross, and the y 2 + ‘intruder’ state becomes the lowest energy 
configuration. Furthermore, there is some lowering of the 2sy2 level, as the lower 
binding energy of the valence neutrons makes the i  — 0 state more favourable.
Experimental measurement of the ground state structure of 11 Be was obtained 
by T. Aumann et al [44] from 1-neutron knockout on a 9Be target at 60 MeV/u, 
and by J. Winfield et al [45] using neutron pick-up via n Be(p,d) in inverse kinemat­
ics. By measuring the knockout cross sections to different states in 10Be, and the 
corresponding longitudinal momentum distributions of the 10Be residues, Aumann 
et al found the ground state of n Be to be predominantly s-wave, with a small d- 
wave contribution. Consistent results were obtained by Winfield et al, where core 
excitation was treated explicitly.
Evidence is also seen in the neutron rich region for the disappearance of the 
JV=20 magic number. The first excited states in 36S and in 34Si lie at 3.29 MeV and 
3.33 MeV respectively. The first excited state for 32Mg, however, is the 2+ state at 
0.886 MeV. In the shell model, this is interpreted as a lowering of the ( /y 2)2 neutron 
intruder configuration.
A new magic number, AT=16, has been reported by A. Ozawa et al [8] to occur 
near the neutron dripline. They describe breaks in the neutron separation energy 
trend at N —16 (see Figure 1.1) for near dripline nuclei (Z  <  10) as evidence for 
a shell gap. This corresponds to the lowering of the 2s y 2 and 1 ds/2 orbitals, and 
the raising of the lds/2 orbital. Their findings are compatible with the lack of
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experimental evidence for doubly magic properties in 28 0 .
Evidence suggesting the formation of an N = 6 magic number in neutron rich
nuclei was reported by R. Kanungo et al [46]. Particularly, they point out tha t 8He
has a larger 1-neutron separation energy than 6He, and that the first excited state in 
iS
10BeAhigh relative to tha t in other beryllium isotopes. They also report tha t jumps 
in /©decay energies also indicate a proton magic number Z —16 occurring towards 
the neutron dripline.
This effect is discussed by T. Otsuka et al [47], who suggest tha t in certain light 
neutron rich nuclei, N  — 6, 16, 34 can become magic numbers, coinciding with the 
disappearance of the usual magic numbers. Explanations are presented in terms of 
the nucleon-nucleon interaction, the spin-isospin dependent part of which is found 
to have strong effects on the single particle energies in exotic nuclei. They find tha t 
high proton occupancy of j > orbitals (where j> = ! Jr \  and j K = I  — | )  leads to a 
reduction in energy of the j K neutron orbital.
A recent experiment at the RIKEN facility by S. Shimoura et al [48] found 
evidence for an isomeric 0+ state in 12Be. The fragmentation of 180  at 100 MeV/u 
was employed to produce a beam of 12Be, which was filtered using the RIKEN 
Projectile Fragmentation Separator, and passed through the centre of an array of 
68 Nal(Tl) detectors for 7-ray detection. The 12Be ions were identified event-by- 
event by time of flight and energy loss measurements (before and after the target), 
and 7-rays were measured in coincidence. Timing signals were employed to discard 
random coincidences, and measure the location of the 12Be ion when the 7-rays were 
detected, for the purposes of Doppler correction. The accuracy of this measurement 
was about 5 cm, leading to a Doppler correction accurate to ~  10%. Coincidence 
measurements were made between the newly identified 7-ray of 0.14 ±0.01 MeV and 
the known energy of the 2+ —> 0+ (ground state) transition of 2.1 MeV. This led to 
the identification of a 0+ state at 2.24 ± 0.02 MeV in 12Be, with the spin assignment 
being made by the angular correlation of the two 7-rays. The lifetime of the state 
was given lower and upper limits of 50ns and lip s. The low excitation energy of
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this state was interpreted as further evidence of the disappearance of the N —8 shell 
closure in 12Be due to the near degeneracy of the lpy 2 and 2sy2 orbitals. In the 
RIKEN experiments, the isomer component of the beam was at the few percent 
level [49].
2.4.2 C luster S tates
It is well known that certain light nuclei exhibit cluster structure, such as the core 
and valence nucleon(s) for halo systems, or the a + a  structure of the 8Be ground 
state. Also many light neutron rich nuclei exhibit cluster structure in excited states, 
and there is also evidence for states with ‘molecular5 structure [10], such as the 
ground state of 9Be.
Discussion by W. von Oertzen [11] of the structure of 9,10Be and 9,10B, considered 
as a+ a  systems with one or two valence neutrons or protons, suggests the presence 
of states composed of two-centre systems in these nuclei. The valence nucleons 
stabilise the system in a covalent manner, similar to the binding of the H2 molecule 
by the atomic electrons. Also predicted are other two centre excited states in light 
neutron rich nuclei, such as a 6He +  6He structure in 12Be. The effect of clustering 
on single particle levels is also described, in terms of the evolution of the levels with 
the separation of the cluster centres, as shown in Figure 2.9. At small separations, 
the evolution of the levels is similar to a Nilsson diagram of levels varying with 
quadrupole deformation.
Using a molecular orbit model, N. Itagaki et al [50] modelled the structure of 
12Be as an a+ a+ A n  system. By varying the separation of the two alpha particles in 
the model, they could adjust the energies corresponding to the last two neutrons in 
y 2 -  (p-shell) and x/ 2 + (sd-shell) states. In the limit of zero separation between the a 
particles, they found the closed p-shell configuration to be dominant. By increasing 
the separation between the a  particles, the 1/ 2 + configuration was found to lower 
in energy. They extended the model space over previous molecular orbit models, by 
allowing the valence neutrons to deviate from the a f a  axis. By no longer confining
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Figure 2.9: Single particle levels in a two centre system, as a function of the separation 
of the centres. Figure taken from [11].
the neutrons to the same axis, they were not forced to have their spins aligned in an 
anti-parallel configuration. Due to the presence of a d-wave component to the y 2 + 
state, the spin-orbit interaction was found to have a significant effect in lowering 
the energy of the x/ 2 + state, and. it was calculated to lie at approximately the same 
energy as the y 2 “ state.
Experimental evidence for clustering was found in an experiment studying the 
breakup of 12Be at 31.5 MeV/u by M. Freer et al [10, 51]. Rotational states in 12Be 
were found at excitation energies between 10 and 25 MeV, which break up in the 
6He +  6He channel. Study of the energy-spin systematics showed disagreement with 
the systematics of an approximately spherical 12 Be system (with a small deforma­
tion, as predicted by AMD calculations), and showed agreement with the expected 
systematics of a 6He +  6He system.
AMD calculations (see Section 2.1.6) performed by Y. Kanada-En’yo et al [22] 011
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the ground and excited states of 12Be predicted deformation and cluster structure, 
with no clustering assumptions used in the model. The ground state was calculated 
to be prolately deformed, suggesting the N —8 shell closure is not present in 12Be. 
Another feature described by the model is the presence of a rotational band based 
upon a structure compatible with a 6He +  6He picture, with good correlation with 
the experimentally measured states reported by M. Freer et al [51]. Calculations 
also predicted the formation of cluster structures in 14Be, particularly of the form 
6He +  8He.
A microscopic cluster model was applied to 12Be by P. Descouvemont and D. 
Baye [17], where the 12 nucleons were grouped into two clusters. Two modes were 
described, being 6He +  6He and 4He +  8He. Consistency was found in the energy- 
spin systematics with the experimental results of Freer et al [51], confirming the 
cluster picture in this energy range of 12Be.
Recent findings of N. Ashwood et al [52], show evidence for clustering in 10,11,12,14Be. 
Data were taken utilising the LISE spectrometer at GANIL, for runs with beams 
of these beryllium isotopes between 30 and 42 MeV/ u, incident on carbon targets. 
The beam was tracked onto the target with drift chambers. Charged particles were 
measured in a three stage telescope mounted at zero degrees to the optic axis of 
the beam line, covering angles of ±  ~  10° in X  and Y. The telescope gave two 
energy loss measurements from silicon strip detectors, which also provided resistive 
measurements of position in the X  and Y  directions. Charged particles (includ­
ing the beam particles) were stopped in a 4x4  array of Csl detectors, which gave 
the residual energy measurement. Cross sections for the breakup of the four beryl­
lium isotopes to helium isotopes only (e.g. 14Be —> 8He+6He, or 12Be —* 8He+4He) 
showed tha t the cross section was essentially unchanging with increasing N, within 
the experimental resolution. This indicates th a t there is no decrease in the cluster­
ing toward heavier beryllium isotopes, a  result in agreement with the cluster picture 
of neutron rich beryllium isotopes from AMD calculations of Y. Kanada-En’yo.
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2.5 Structure of the 12Be Ground State
An experiment performed by D. Alburger et al [53] in 1978, using the 10B e(i,p)12Be 
reaction, yielded early evidence for shell mixing in 12Be. The first excited state 12Be 
was measured, using proton-7  coincidences, at 2.110±0.015 MeV (in agreement with 
an earlier experiment in 1974 [54], with an assignment of J n = 2+. This lay at under 
half the energy of the lowest 2+ excited state predicted by the p-shell calculations of 
Cohen and K urath [40]. Furthermore, their measurement of the /5-decay half life of 
12Be of 24.4T3.0 ms corresponds to a reduction in strength of a factor of 2 compared 
with the p-shell prediction [40]. This evidence was interpreted as an indication that 
there may be a significant sd-shell component to low lying states in 12Be.
A11 experiment performed in 1994 by H. Fortune, G. Liu and D. Alburger [55] 
at the University of Pennsylvania used the 10Be(i,p)12Be reaction (with 17 MeV 
tritons), to populate 5 states in 12Be. From simple shell model calculations for the 
p and sd shells, with no mixing between the two shells, it was concluded tha t the 
near degeneracy of the (p)2 and (sd)2 levels suggested the 12Be ground state be 
a nearly complete mixture of these two configurations. Experimentally measured 
Gamow-Teller strengths for the 12Be g.s. —> 12B(1+) g.s were fitted by T.Suzuki 
and T.Otsuka [56], by varying the occupancy of the closed shell configuration in the 
12Be ground state. It was found tha t a 65% admixture of sd was required for the 
shell model calculation to match the experimental data.
An inelastic scattering experiment of protons from 12Be (in inverse kinematics) 
was performed by H. Iwasaki et al, using a beam produced with the RIKEN Pro­
jectile Fragment Separator at an energy of 53.8 MeV. The excitation of 2+ states 
in 10Be and 12Be (at 3.4 MeV and 2.1 MeV respectively) were measured to have 
cross sections of 17.6±3.2 mb and 27.0±4.0 mb. From these data, the deformation 
lengths 5 (where 8 = (3 x mean nuclear radius) for these isotopes yielded 1.80(25)fm 
and 2.00(23)fm respectively. The value for 12Be being larger than for 10Be is an 
indication of strong quadrupole deformation in 12Be, and hence the addition of two 
neutrons to the 10Be core does not result a return to sphericity and an N = 8 shell
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closure.
A further experiment performed by H. Iwasaki et al [57] involved the inelastic 
scattering of 12Be from lead and carbon targets, leading to the identification of a 
1 " state at 2.68(3) MeV (Figure 2.10), with a i?(El)(0+s to l - ) of 0.051(13)e2fm2. 
The low energy of this 1 “  state was interpreted as a sign of the degeneracy of the 
lp i/2 and 2 s i /2 levels in 12Be, thus providing further evidence for shell breaking.
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Figure 2.10: Experimentally measured states in 12Be, with shell model calculations using 
the Warburton-Brown [58] interaction [20].
Three body model of F. Nunes et al [13, 14] describes 12Be as a 10Be +  n 
+  n system (Section 2.1.4). The model included core excitation, the amount of 
which was found to be crucial in determining the amount of (lp i/2)2 in the ground 
state wavefunction. The model was applied using various extents of deformation 
(and hence excitement) of the 10Be core, and with different strengths of spin-orbit 
potential. The results for the admixture of s,p  and d components to the ground 
state wavefunction were found to vary considerably with the different inputs, and no 
single combination was found to reproduce the experimentally measured admixture
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of s and p, and reproduce the 2n separation energy. It was found tha t the best 
agreement was found with core deformation reduced from tha t used to reproduce 
11 Be observables. The conclusion was th a t the addition of an 8th neutron to 11Be to 
some extent reduces the core deformation, leading to a greater p-wave admixture to 
the 12Be ground state, but with some breaking of the N = 8 shell closure.
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Figure 2.11: Experimentally measured states in n Be below 4 MeV excitation energy, 
with widths for particle decay for unbound states, separated by shell model structural 
classification [19]. The next state is at 5.24(21) MeV with T = 45(10) MeV.
Recently, more direct evidence for shell mixing in the ground state of 12Be was 
derived from an experiment at the National Superconducting Cyclotron Laboratory, 
Michigan State University in 2000 [6]. The experiment, performed by A. Navin et 
al, utilised a beam of 12Be at 78 MeV/u, produced from the fragmentation of 17N 
at 100 MeV/u, for the purpose of measuring the 1-neutron knockout cross sections 
leading to the only two bound states in n Be (see Figure 2.11). The 12Be ions were 
filtered using the A1200 fragment separator, and were incident on a 9Be target. The 
11 Be products were measured in the S800 spectrograph, which was used to measure 
their longitudinal momentum distribution. The reaction target was surrounded 
by an array of 38 Nal(Tl) position sensitive 7-ray detectors, which were used for 
the detection of the 320keV de-excitation 7-rays from 11 Be ions produced in their 
first excited state. Using coincidences with this 7-ray, 11 Be ions produced in their 
first excited state were identified. Correcting for 7-ray detection efficiencies, and
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subtracting a background component, the cross section for the production of 11 Be 
in its first excited state was measured. The cross section for the production of 11 Be 
in the only other bound state, the ground state, was subsequently calculated from 
the total cross section and the cross section for the first excited state.
Longitudinal Momentum [GeV/c]
Figure 2.12 : Longitudinal momentum distributions of n Be in the (a) ground (V 2+) 
and (b) first ( y 2_ ) excited states, produced in 1-neutron knockout from 12Be at MeV. 
Figure taken from [6].
The momentum distributions for these two states were extracted in a similar 
manner, and were found to agree with the known s and p wave assignments, as 
shown in Figure 2.12, taken from [6]. The cross sections measured were 32.0T4.7 
mb for production of the ground state, and 17.5T2.6 mb for the first excited state. 
The large yield to the ground state is direct evidence of significant occupancy of the 
2si/2 orbital in 12Be. By comparing these cross sections with theoretically calcu­
lated single particle removal cross sections, spectroscopic factors of 0.42T0.10 and
2.5. STRU CTU RE OF THE 12BE GROUND STATE 40
0.37±0.10 were obtained, indicating an approximately 50% admixture of lp>i/2 and 
2si/2 in the 12Be ground state.
Shell model calculations, which reproduce well the n Be states, were used to 
calculate the spectroscopic factors for (lp )8 and (lp>)6 — (2s, Id )2 configurations, 
yielding 32% and 68% respectively. As the experimental results indicated a roughly 
equal admixture of lp>i/2 and 2 s i / 2 , it was suggested tha t there is an approximately 
equal admixture of (lp i/2)2, (2si/2 )2 and (ld 5/2)2 components to the 12Be ground 
state. It remains a challenge in the shell model to properly take account of the 
mixing of the 0Tito and 2hu  configurations [20].
The knockout from the (lcfe/J2 orbital in 12Be would produce n Be in the 5/ 2 + 
state at 1.78 MeV (see Figure 2.1 1 ), which is ~  1.3 MeV above neutron decay thresh­
old. Consequently, yield to this state results in the decay to 10 Be +  n, a channel 
which was unobservable in the MSU experiment. In order to observe this reaction 
channel, it is necessary to detect the 10Be and neutron, and use measurements of 
their energy and direction to reconstruct the excitation energy spectrum of 11 Be, 
and identify the 1.78 MeV state.
A recent paper by G. Gori et al [7] discusses the variation of the ordering of single 
particle levels in neutron rich beryllium isotopes, by coupling single particle motion 
and collective vibrations. They model the ground states of 11 Be and 12Be using a 
realistic nucleon-nucleon potential, and take into account the coupling between the 
single particle motion and collective vibrations of the system. Interestingly, they 
predict the 12Be ground state to be composed of an admixture of (lp i/2)2, (2si/2)2 
and (lds/2)2 components with weightings of 29%, 23% and 48% respectively. This 
is broadly in agreement with the large basis shell model results identified in [6].
C h a p te r  3 
E x p e rim en ta l D eta ils
3.1 Overview
The experiment was focussed on measuring the 1-neutron knockout cross-sections 
from the ground state of 12Be to the first and second excited states of n Be, which are 
dominated by the valence neutron in the lp y 2 and ld*/2 levels respectively. These 
cross sections, when combined with theoretical reaction calculations for single par­
ticle removal give a measure of the relative admixture of lp y 2 and 1 ds/2 components 
in the 12Be ground state, measured in a single experiment. This could then be com­
bined with a previous measurement of both the lp y 2 and 2sy2 components. Ideally, s 
the cross section measurements would be absolute.
The first excited state of 11Be is the only bound excited state in the nucleus, and 
is identifiable by the 320 keV de-excitation 7-ray emitted in its decay to the n Be 
ground state. The second excited state, at 1.78 MeV (J* =  5/ 2+) *s unbound to 
neutron emission, since the threshold is at 0.504 MeV, and so breaks up to 10Be +  
neutron. In order to observe the production of this state in a reaction study, both 
neutron and charged particle detectors are required. If the neutron is detected (and 
its energy and direction are measured) then, together with these data for the 10Be 
residual, it is possible to reconstruct the excitation energy spectrum of 11Be, and
the 1.78 MeV (5/ 2+) state is identifiable.
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Figure 3.1: Schematic plan of the detector set up in and around the target chamber, 
indicating the location of the beam tracking system (the two drift chambers), the charged 
particle detectors (the two silicon strip detectors and the 16 Csl detectors), the Nal 
detectors for 7-ray detection and DeMoN, the neutron detector array. The inset shows 
the orientation of the charged particle detectors to the optical axis.
The experiment was conducted in July 2001 at the GANIL laboratory, France, 
using a secondary beam of 12Be at 41 MeV/u. This was produced by the fragmenta­
tion of a primary beam of 180  at an energy of 63.1 MeV/u on a rotating beryllium 
target, at the entrance to the LISE 3 spectrometer [59]. The separation of 12Be was 
then optimised relative to the unwanted fragments by tuning the spectrometer with 
an achromatic degrader, producing a 12Be beam of ~5000 particles per second, 95% 
isotopically pure with a momentum spread of 0.5% (as defined by the spectrometer 
slit settings). This 12Be beam was then incident on a carbon target, mounted in 
the DeMoN target chamber at the end of the LISE beam-line. The beam spot was 
approximately 10mm (FWHM) in diameter. A schematic plan of the experimental 
set up at the end of LISE is shown in Figure 3.1. Two energies were employed for 
the 12Be beam. The first of these was 491.5 MeV (41 MeV/u), which gave the op-
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timum beam intensity, and the second was slightly lower so as to match the energy 
after traversing the target, in order to make accurate background measurements (as 
discussed in Section 3.9). A photograph of the charged particle and 7-ray detectors, 
mounted in the target chamber, is shown in Figure 3.2.
Figure 3.2: Photograph of the detector set up within the target chamber, with the 
beam direction indicated. A drift chamber is in the foreground, behind which is the 
target ladder. The four Nal detectors surround the target, and the two lead shields are 
visible adjacent to the downstream Nal detectors. The Si and Csl detectors are located 
downstream of the target.
For the detection of charged particles (and to distinguish 10,11,12Be), a three stage 
charged particle telescope was mounted, at zero degrees relative to the optical beam 
axis, downstream of the target. It consisted of two position sensitive strip detectors 
(as described in Section 3.4.2), mounted orthogonally so as to enable resistive X Y  
position measurement. These detectors also gave two measurements of energy loss. 
Downstream of the silicon detectors was a Csl detector array (as described in Section 
3.4.3), consisting of 16 detectors in a 4x4  arrangement, for stopping the particles 
and providing the residual energy measurement. The Csl and Si detectors covered
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the same solid angular range, being ±  ~9  degrees in the X  and Y  directions, 
perpendicular to the beam.
Two drift chambers (as described in Section 3.3) were located upstream of the 
target in order to track the beam particles, event-by-event, onto the target. This was 
necessary because the point of interaction was important in defining the emission 
angle of the heavy-ion reaction products for kinematic reconstruction. Four Nal 
detectors (see Section 3.5) viewed the target for the detection of 7-rays, two being 
located at forward angles and two at backward angles.
Figure 3.3: Photograph of the DeMoN array, and the target chamber. The beam was 
incident from the right of the photograph.
Downstream of the target chamber (at distances ranging between 2.4 and 6.3 
metres from the target) the DeMoN array of 91 neutron detectors (as described in 
Section 3.6) was set up, for the detection of neutrons from the decay of unbound 
11 Be excited states. The DeMoN array can be seen in Figure 3.3.
Data were also taken for a beam of 11 Be, using a different optimisation of the 
LISE 3 spectrometer settings, with the same primary beam. This 11 Be beam was 
incident on Pb and C targets, at the same velocity of 41 MeV/u. This allowed
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a check of the experimental set-up and calibration procedure, by measuring the 
Coulomb excitation of 11 Be to its first excited state (subsequently detecting the 320 
keV q-ray) and measuring the breakup cross section to 10Be +  n.
r * w i  r s iM  S P I P A I
Figure 3.4: Plan of the GANIL laboratory, taken from the GANIL website [60].
3.2 12Be Beam  Production
The 12Be beam was produced by the fragmentation of an 180  primary beam (at an 
energy of 63.1 MeV/u) on a rotating beryllium production target. The rotation was 
required to dissipate the heat induced in the target from energy deposited by the 12Be 
ions. Due to the velocity of the primary beam (of order 28% of c), the kinematics 
result in the reaction products being forward focussed at a similar velocity to the 
primary beam. In particular, this is true for the fragmentation mechanism, where 
the overlap region between the projectile and target nuclei is sheared away, leaving 
the remaining fragment to continue along its trajectory. The large range of species 
produced using the fragmentation process requires that the beam be filtered to 
increase the purity of the isotope of interest. In the present experiment, to obtain
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an acceptable purity of 12Be, the fragmentation products were passed through the 
LISE 3 spectrometer. The location of LISE within the GANIL laboratory is shown 
in Figure 3.4. The spectrometer filters the beam magnetically where, for a charged 
particle moving in a magnetic field,
B p = ^  (3.1)
where B  is the magnetic field strength, m, q and v are the mass, charge and 
velocity of particle, p = the radius of curvature and Bp is the magnetic rigidity.
First dispersive plane
Figure 3.5: Schematic plan of the LISE spectrometer, with the location of the target 
chamber and DeMoN array indicated. Figure taken from the GANIL website [61].
The LISE 3 spectrometer consists of two dipoles followed by a Wein velocity fil­
ter. The first dipole of LISE filtered and dispersed the beam according to Equation 
3.1. The beam was then passed through a degrader [62] mounted at the dispersive 
focus. The degrader was shaped and located so that the ions with the greatest 
momentum passed through the the thickest region of the degrader. W ith a suit­
able variation in thickness along the degrader, this allowed a selection according to 
A3Z~2. The second dipole was set to transmit the species of interest at the energy 
remaining after passing through the degrader. Thus, the field setting for this dipole, 
which is proportional to Bp2, was slightly lower than the field for Bpx. The com­
bination of the components described above allows an overall selection of ions with 
a certain A /Z  ratio. Slits were located between the two sets of dipoles to restrict 
the momentum spread of the beam (set to allow a momentum spread of ~  ±  0.5%
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for the current experiment). The LISE spectrometer is shown in Figure 3.5, with 
target chamber and DeMoN array indicated.
3.3 Beam  Tracking
One of the problems associated with fragmentation beams is the large beam spot 
10mm FWHM in the current experiment) and the spread in the momentum of the 
beam particles, unlike the relatively small beam spot (~ 1  mm) and energy spread 
obtainable with a stable source. In order to remove the effect of this spread in 
beam particle trajectories from the kinematic reconstruction of reaction products, 
the position and direction of each beam particle was measured upstream of the 
target.
The beam tracking was achieved using two drift chambers [63], located at '■'-TOO 
mm and ^650 mm upstream of the target. Each chamber has two horizontal-field 
and two vertical-held cells mounted symmetrically within it, as in Figure 3.6. Each 
cell is composed of a cathode at one end of the chamber, and a Frisch grid at the 
other, which acts as a transparent anode. Behind the Frisch grid is a proportional 
chamber to amplify the electrons from the ionisation signal after they drift through 
the Frisch grid. In order to maintain a constant and uniform electric field across the 
entire volume of the drift region, the windows (which are 0.5/mi thick mylar sheets) 
incorporate equipotential strips. Each drift chamber was filled with isobutane at 
a pressure of 20 mbar, the Frisch grid was operated at ground potential, and the 
cathode was operated at -420V to -450V. The proportional wire was operated at 
approximately +500V.
As a charged particle passes through a cell, it ionises the gas. The time taken 
for the electrons to drift in the electric field to the proportional wire is measured, 
relative to an independent start signal (from another detector, for example). The 
measured drift time is proportional to the position of the initial ionisation. The 
present experiment employed the fast signal from Parallel Plate Avalanche Counter
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Figure 3.6: Schematic plan of a charged particle incident on a Drift Chamber, showing 
the four cells and the drift direction in each. The active region of each cell is 70x70mm2, 
with a thickness of 16mm.
(PPAC) detector, mounted upstream of the drift chambers, as the start signal. 
A PPAC was chosen as it presents a very small thickness of material to the beam 
(~0.3 m g/cm 2), whilst giving a fast, position-independent timing signal (see Section 
3.7.1). The symmetrical arrangement of the cells within each drift chamber provides 
a method of event validation. Summing the up and down (and left and right) drift 
times for single hits gives a constant value (within the time resolution of the system). 
In contrast, different values will be obtained for the summed times measured when 
a second particle enters the drift chamber within the drift time of the first. This 
method is represented schematically in Figure 3.7 where just a single particle 
entering the chamber (e.g. track A) results in the opposing drift times (t\ +  t3) 
summing to a constant. If a second particle (B) passes through the chamber within 
the drift time of the first, depending on the location of the of the two hits, and 
their separation in time, the measured summed drift time will be reduced. This 
gives a continuous distribution of summed times up to the peak at maximum time 
measurable, corresponding to a single hit. In Figure 3.7, if the separation in time 
between the two hits is much less than the drift times, the summed time will be 
t\ + 14, which is less than © + t3 or t2 +  tA which would be obtained for single hits. 
Thus it is possible to identify and reject beam particle pile-up in the drift chambers.
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Additionally, by taking the position as the difference between drift times in 
opposing cells, the measurement of position is independent of any shifts in the 
absolute timing of the start signal (such shifts can occur in the electronics, or from 
small changes in the PPAC operation). Due to the symmetry of the drift chamber, 
the measurements extracted for X  or Y  correspond to the position averaged at the 
Z coordinate of the centre of the entire drift chamber.
The drift chamber position measurements were calibrated by placing a mask, 
with an identifiable and asymmetric pattern holes of known diameter and spacing 
(shown in Figure 3.8), immediately upstream of the chamber. This results in an 
image of the mask when the drift chamber measurements in X  and Y  are combined, 
from which a calibration can be made (as described in Section 4.3).
Figure 3.7: Schematic representation of the effect of two beam particles, A and B, 
passing through the two opposing cells of a drift chamber, to illustrate the effect of 
beam particle pile-up.
3.4 Charged Particle Telescope
For the measurement of the energies and positions of charged particle reaction prod­
ucts, a three stage telescope was used, mounted at zero degrees to the optical beam
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Figure 3.8: Details of the mask used for the drift chamber calibration, with diameters 
and spacings of the regular pattern of holes indicated. The central hole was aligned with 
the optical axis of the beam line.
axis, downstream of the target (see Figure 3.1). It was comprised firstly of two 50 
mm x 50 mm (500/im thick) silicon strip detectors at a mean distance of 155 mm 
from the target. Finally, a square array of 16 Csl detectors, each 25.4x25.4 mm and 
thickness 25.4 mm, was mounted at a distance of 300 mm from the target. Details of 
the individual elements of the telescope are given below. The Csl array covered the 
same solid angle as the silicon detectors. The two silicon detectors were oriented 
so that the resistive strips of the first were vertically aligned, and on the second 
they were horizontal. In combination, they gave resistive X -Y  information for each 
hit, which has a considerably better resolution (~0.5 mm) than the strip pitch (~3 
mm). The front silicon detector (vertically position sensitive) was mounted at 152 
mm downstream of the target, and the back detector (horizontally position sensitive) 
at 158 mm.
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3.4.1 P article Identification  using Charged P article Tele­
scopes
The energy loss, or stopping power, of an energetic heavy charged particle in a 
medium per unit distance in x  is described by the Bethe equation [64],
where e and m0 are the the electronic charge and rest mass, z  and v are the atomic 
number and initial velocity of the energetic charged particle, N  and Z  are the number
for the target material, which is usually empirically determined from experimental 
data. In the classical limit (which is a valid approximation for this equation for the 
current experiment to an accuracy of 0.1%) the first term  within the square brackets 
is dominant and, as this term  varies slowly with v, the significant trend is described 
by the term  outside the square brackets. This shows that the rate of energy loss 
per unit distance is inversely proportional to v2. This gives the important result 
th a t ions with the same v and Z  will have the same stopping power, even if they are 
different isotopes. Noting tha t the kinetic energy is given (classically) by E  — -m v2, 
where m  is the mass of the incident particle, we obtain
Thus, the energy loss is inversely proportional to the energy of the incident 
particle. Furthermore, it depends quadratically on the charge of the incident particle 
(z2), and has a smaller linear dependence on the mass of the incident particle. This 
allows a distinction to  be made between particles of different charges and masses, 
by comparing their rate of energy loss with their residual energy after the thin AE  
detectors.
dE
dx
4Tte4z2N Z
m 0v2
(3.2)
density and atomic number of the absorber material, and I  is the ionisation potential
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3.4.2 Silicon Strip D etectors
At the junction between n and p doped layers of a semiconductor, electrons and 
holes drift to opposing sides of the junction, and fill vacancies until an equilibrium 
is reached. Thus, a small region is formed in which there is a depletion in the number 
of electrons in the conduction band and holes in the valence band. Consequently, 
this depletion region has a high resistance, and the balance of charges results in a 
small electric field across the region. Thermal excitation results in some electrons 
gaining energy to cross this electric field, resulting in a diffusion current. In a circuit, 
the junction acts as a diode, and will pass current under forward biasing. Reverse 
biassing the junction acts to extend the volume of the depletion region, and increase 
the magnitude of the electric field within it, thus reducing the the diffusion current. 
Another contributor to the current across the junction is the drift current, which 
is caused by thermal excitation of electrons across the band gap, the size of which 
is dependent on the type of semiconductors used (for silicon, the band gap is 1.115 
eV).
The principle behind the operation of semiconductor detectors is th a t an incident 
charged particle excites electrons within the depletion region from the valence band 
to the conduction band (requiring an average of 3.62 eV per eleetron-hole pair). 
The resultant electrons and holes will be swept in opposite directions by the electric 
field, and detected via electrodes attached to either side of the crystal.
The silicon detectors used in the current experiment were constructed from a 
50mm x 50mm sheet of high purity silicon (residually n-type), 500 /tin thick, with 
a thin layer of p-type silicon created on one face by ion implantation. That face was 
lithographically divided into 16 strips of equal width (Figure 3.9), with a resistive 
surface layer, and the rear face was covered by a conducting metallised layer. The 
resistance of the p-type layer is 4 kO over the entire strip length (in the absence 
of light). Biasing the rear face with around 150V extends the depletion region 
throughout the entire detector. Thus, as a charged particle passes through the fully 
depleted detector, it excites electrons from the valence band to the conduction band,
3.4. CHARGED PARTICLE TELESCOPE 53
50mm
50mm
\  Charged particle
Figure 3.9: Schematic representation of a silicon strip detector, showing the division of 
charge by the resistive strip, due to an energetic charged particle passing through one 
of the strips.
where they are swept by the electric field to the back face. The corresponding holes 
are swept to the resistive surface where (see Figure 3.9) the strip acts as a charge 
divider. Offset resistors of 470 Q separated each strip end from its preamplifier, 
assuring sensitivity over the entire length of the strip. Were these resistors not 
present, a signal originating very close to one end of the strip would produce too 
small a signal on the other end to overcome the threshold for the data acquisition 
system electronics, and would not be recorded. The 100 kfi resistors provided a 
path to ground for the leakage currents. The position of the ionisation is given by:
Qh ~ QlP = (3.4)
Qh +  Ql
where Qh and Ql are the charge collected from each end of the strip. The total 
energy deposited in the detector is proportional to the total charge collected, thus:
E  — c{Qh +  Ql ) (3.5)
where c is a calibration factor.
The signal from each end of each strip was amplified and shaped, and recorded 
in separate channels, giving a total of 64 individual signals for the silicon detectors.
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Figure 3.10: Schematic representation of the signal electronics for a single resistive strip 
on a silicon detector.
The position resolution achieved with such detectors is typically <  0.5 mm, and the 
energy resolution is typically found to be < 1% in the energy regime of interest.
3.4.3 C aesium  Iodide D etectors
Caesium Iodide (Csl) crystals are inorganic scintillators which can be operated cou­
pled to either a photomultiplier tube or, in the case of the current experiment, a 
photodiode to act as a detector. The scintillator’s structure is Csl crystal, doped 
with a small number of Tl activator atoms. These create locally a set of levels 
within the band gap of the pure crystal, with an energy spacing corresponding to 
photons in the visible region. An incoming charged particle excites electrons in the 
Csl crystal from the valence to the the conduction band. They migrate to the sites 
of nearby Tl, where they cascade down the intermediate levels, emitting photons, 
which are converted to an electrical signal by the photodiode. An advantage of 
Csl over other scintillators (such as Nal) is that the emission wavelength is better 
matched to the response of photodiodes, which allows a compact array to be con­
structed. Csl detectors are also sensitive to 7-rays, which can transfer some or all 
of their energy to an electron, which subsequently excites further electrons. This is 
neither useful nor a problem in the current experiment, as the energy deposited by 
a 7-ray is around 1% (or lower) of the energy being deposited in the Csl detectors
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by charged particles © 400 MeV), so 7 -rays were not observed.
The detectors used in the current experiment were solid Csl crystals of dimen­
sion 25.4 mm x 25.4 mm (width and height), and were 25.4 mm thick. At the back 
of the detectors a photodiode was attached, with optically transparent adhesive. 
The crystal was covered with 6 /.mi thick aliiminised mylar, which acted to assist 
in light collection, and exclude external light. Preamplifiers were mounted 011 the 
same circuit board as the photodiode, reducing the potential for noise on the un­
amplified signal by minimising the distance and capacitance between detector and 
preamplifier. A bias voltage of 30V was applied to the photodiode.
An array of 16 of these detectors were used in a 4x4 configuration, with the 
(mylar covered) sides of each detector in direct contact with each other, effectively 
producing a continuous wall of Csl, approximately 100x100 mm2 and 25 mm thick. 
This was mounted at a distance of 300 mm downstream of the target, to cover the 
same angular range as the silicon detectors (± 9 .2  degrees in X  and Y). The energy 
resolution of such detectors is typically a / 1 %  at the relevant energies.
3.5 Sodium  Iodide D etectors
For the purpose of detecting the 320 keV 7 -rays, in order identify 11 Be particles 
produced in their first excited state, the target was surrounded by four Sodium 
Iodide (Nal) detectors. Given the proximity of the beam tracking and zero degree 
detectors around the target ladder, the placement of these bulky 7-ray detectors was 
highly constrained. Three detectors utilised 2” Nal cylindrical crystals (diameter 
x depth =  50.8mm x 50.8mm), the fourth being a 3” crystal (diameter x depth 
=  76.2mm x 76.2mm). These Nal detectors work 011 a similar principle to tha t of 
the Csl detectors described above (but for 7-rays), though they are instead coupled 
to photomultiplier tubes to convert and amplify the signal. These detectors were 
chosen, despite the disadvantages in operating photomultiplier tubes in a vacuum 
(particularly their voltage divider bases), as Csl detectors with photodiodes could
3.5. SODIUM IODIDE D ETECTO RS 56
Detector (0  (mm)) Angie (deg) Distance (mm) A!B(m sr)
1 (50.8) -110 119 138.4
2 (50.8) -45 105 176.2
3 (50.8) n o 145 94.2
4 (76.2) 45 118 304.0
Table 3.1: The geometry of the Nal detector arrangement.
not reliably distinguish the low energy 7-rays of interest from electronic noise. For 
7-ray detection, all or part of the 7-ray energy is transferred to a single electron (via 
photoelectric absorption or Compton scattering, respectively), which subsequently 
excites other electrons across the band gap as it is stopped in the crystal. The 
scintillations produced were amplified by the photomultiplier tube on each detector, 
which were operated at ~450 V.
The angles (relative to the optical axis) and distances of the detectors used in 
the current experiment (relative to the the target) 7-rays produced by the beam 
reacting in the Csl detector, as can be seen in Figure 3.2.
In order to reduce the background in the 7-ray measurements due to random 
coincidences during the experiment, TDCs (Time to Digital Converters) were em­
ployed for the Nal detectors. The TDCs were started by the Nal detectors firing, 
and were stopped by a signal from the PPAC detector (Section 3.7.1), delayed in the 
electronics to fall at a later time. Events with detected 7-rays tha t were induced by 
a beam particle will be correlated in time with the PPAC signal, and a spectrum of 
an Nal TDC will show a peak and a flat background distribution. By selecting only 
the events which lie in the peak, many of the randomly correlated background 7-rays 
(from radioactive material in the local environment, for example) can be discarded.
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3.6 D eM oN
The detection of neutrons is more difficult than charged particles (or 7-rays) as, 
being uncharged, they cannot be detected via electromagnetic processes within de­
tectors. Instead, detection mechanisms for neutrons must rely on an initial nuclear 
interaction. The DeMoN array [65] is modular, and comprises 91 elements of organic 
scintillator (NE213), coupled to photomultiplier tubes. Such detectors operate by a 
neutron scattering from a proton in the organic molecule of the scintillator, which 
then excites atomic electrons in the scintillator as it slows. It is the de-excitation 
of these electrons that produce the characteristic scintillations which are detected. 
A second interaction method is via neutrons scattering from carbon atoms in the 
scintillator, and another smaller contribution comes from nuclear reactions such as 
12C(n, o:)9Be.
Figure 3.11: The arrangement of the DeMoN array for the E334 experiment, GANIL 
2001 .
Such detectors are unfortunately also sensitive to gamma-rays, but with poor 
resolution. These directly interact, by a photoelectric or Compton process, to pro­
duce energetic electrons tha t subsequently excite the atomic electrons responsible
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for the scintillations. However, the time dependence of the fluorescence is depen­
dent in detail on the density of ionisation and, by measuring and comparing the total 
scintillation signal from each detector with just the longer-lived (slow) component 
(see Section 3.8.1), it is possible to distinguish the signals of different origin. Hence, 
it is possible to identify the neutron-induced signals offline, and process only these 
in subsequent analysis.
In the scattering process, the neutron transfers only a fraction of its energy to 
the scattered particle within the scintillator (depending on the mass of the scatter­
ing particle and the scattering angle), so the total signal does not give a satisfactory 
measure of the neutron’s energy. For scattering from protons, which is the most 
probable process, the neutron transfers on average half its energy to the proton. 
Instead, the energy of the neutron is determined from its velocity, deduced by mea­
suring its time of flight. In this work, a fast signal from each DeMoN module was 
used as the start signal for a TDC. A common stop to all TD C’s was provided by a 
delayed fast signal from the PPAC, placed upstream of the tracking detectors, and 
fired by each beam particle (see Section 3.7.1). An absolute calibration point was 
obtained from the timing peak produced by 7-rays induced by the reactions of the 
beam in the charged particle telescope (see Sections 3.9 and 4.5.1). The array used 
for the experiment is shown in Figures 3.3 and 3.11.
3.7 Tim e of Flight M easurem ents
3.7.1 PP A C
A Parallel Plate Avalanche Counter (PPAC) was employed, upstream of the target, 
to indicate the presence of a beam particle and give a reference for all time mea­
surements. Such detectors consist of two closely spaced parallel cathodes (sheets 
of aluminised mylar), between which is an anode, parallel to the cathodes. The 
present detector was filled with isobutane at ~ 10  mbar, and the cathodes were 
kept at ground potential, whilst the anode was kept at ~680V. A charged particle
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traversing the detector ionises gas molecules, and the resultant electrons are accel­
erated sufficiently by the electric field to induce further ionisation, leading to an 
avalanche effect. This produces a fast timing signal from the detector, which was 
used as a reference for all timing measurements and, in overlap with DeMoN and 
Nal detectors, as a trigger for the acquisition system.
3.7.2 M C P
The detector employed to provide the stop signal for the direct time of flight mea­
surement was a Micro Channel Plate (MCP) detector [66]. It was mounted ~ 2 1  m 
upstream of the PPAC. The detector consisted of a thin carbon foil, presented to 
the beam. Particles passing through the foil excite electrons which diffuse to the 
surface, where they are extracted by a strong electric field. They are then incident 
on the micro channel plate [64]. This consists of a series of very small channel mul­
tipliers, typically with a diameter of a few tens of /mi. Electrons entering a channel 
are accelerated by the strong electric field, and will eventually collide with the walls 
of the channel with enough energy to create a pulse of secondary electrons. These 
will be accelerated and in turn  produce secondary pulses of electrons, and the cas­
cade is detected at the end of the channels. Such detectors have the advantage of 
presenting very little material to the beam, and have very fast timing.
3.7 .3  H F
A second, indirect measurement of the time of flight of the beam particles was made 
by using the PPAC as a start detector, and a signal derived from the (HF) signal 
from the cyclotrons as the stop. The principle behind this time of flight measurement 
is tha t the energy of the beam particles is dependent on its phase with the cyclotron; 
a particle th a t arrives fractionally sooner than another with respect to the phase 
of the cyclotron must have travelled faster. The HF signal was passed into a CFD 
(Constant Fraction Discriminator) which produces an output at a fixed time relative 
to the pulse, thus providing a time reference tha t is fixed relative to the phase of the
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HF signal. Of course, as this method measures the time of the PPAC signal relative 
to the phase of the HF, it is not possible to distinguish between signals separated by 
different multiples of the period of the HF signal. As a result, there is a wrap-around 
effect, and the time of flight is measured modulo T. It is not possible to calibrate 
this measurement independently, but it can be cross calibrated against the direct 
(PPAC-MCP) time of flight. This PPAC-HF measurement has the advantage that 
it relies upon only one detector, the PPAC. Since the PPAC is a requirement of all 
the triggers, every recorded event will have a PPAC-HF measurement.
3.8 Electronics
3.8.1 A nalogue E lectronics
The signals from the silicon detectors were fed into charge sensitive preamplifiers, 
located near the target chamber. As described in Section 3.4.3, the signals from the 
Csl detectors were amplified by preamplifiers located within the target chamber. 
These preamplified signals, along with those from the Nal detectors, were passed to 
CAEN N568B spectroscopy amplifiers, which produce an output of specified shaping 
time (1/is was used for the silicon and Csl detectors). These signals were passed to 
Silena 4418/V 4k CAM AC ADCs (Analogue to Digital Converters). The amplifiers 
also produced a c x 10’ signal, which was fed to leading-edge discriminators for timing 
measurements and for trigger definition (see Section 3.8.2). The timing signals were 
digitised in Lecroy (4k) TDCs (Time to Digital Converters), which digitise a value 
proportional to the time between two signals. The signal relative to  which these 
timing measurements were made was derived from the PPAC detector, as described 
in Section 3.8.2.
The output of detectors used for timing only (such as the drift chambers, and 
PPAC and MCP detectors) were passed into timing filter amplifiers (TFA), which 
have short filter times, and give fast amplification (at the expense of amplitude 
resolution).
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The two measurements of the beam particle time of flight, PPAC-MCP and 
PPAC-HF, were converted to a voltage proportional to their time using TACs (Time 
to Analogue Converters). The outputs from the TACs were fed into the Silena ADCs. 
The signals from the drift chambers were measured relative to the PPAC, and were 
digitised in the TDCs.
The signals from DeMoN modules were processed on custom built VXI cards, 
which produced three split signals from the single input. The first and second signals 
were fed via gated integrators to QDCs (charge (Q) to Digital Converters). Each 
integrate the input for a fixed time length following a start signal. The third signal 
was fed into a CFD, and was used to define both the time of flight measurement, 
and the start signal for the integrator. In the first QDC, the entire signal was 
integrated (total DeMoN signal). The fast signal was delayed before starting the 
second integrator so that, using the second QDC, only the latter portion of the 
signal (the slowly decaying component) was integrated (slow DeMoN signal).
3.8.2 Logic E lectronics and D ig itisation
The electronics for the experiment were set up as represented by the diagram in 
Figure 3.12, where the set-up has been shown for only a single channel from each of 
the silicon detectors, a single Csl and one each of the Nal detectors, drift chamber 
cells and DeMoN modules. The discriminator outputs in addition to being used for 
timing, were used for online event selection, by defining specified trigger signals.
Three triggers were defined for the data acquisition (DA) system in the current 
experiment. The first trigger was an overlap between a DeMoN module firing and 
the PPAC firing (PPAC®DeMoN), indicating a beam particle has entered the target 
chamber, and a neutron may have been detected. As DeMoN detectors are also 
sensitive to 7-rays, this trigger is dominated by random coincidences between beam 
particles in the PPAC and room background 7-rays. There are also a small number 
of 7-rays from reactions induced by the beam particles tha t lead to PPAC®DeMoN 
triggers, and these were exploited for time of flight calibration (see Section 4.5.1).
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The second trigger was a PPAC©NaI trigger, for the detection of n Be in co­
incidence with the 320 keV 7-ray. This trigger is actually dominated by back­
ground gamma-rays in coincidence with a beam particle. The final trigger was 
called PPACT. This only required the PPAC signal to trigger the DA system, and 
utilised a scale-down unit (set to 100), so th a t only every 100th beam particle trig­
gered the acquisition system. This gives an unbiased sample of beam events, and 
was employed to measure of the number of incident particles of interest, without 
the need to digitise and store every event single particle (most of which pass though 
the target without reacting).
As the triggers were used as the timing reference, it was important tha t they 
were all produced with a common timing, independent of the logic details, or else 
a different time calibration would be required for events with different triggers. To 
achieve this, the fast signal from the DeMoN modules, the Nal detectors and the 
PPAC scale down, were all stretched to produce relatively long ©300ns) logic pulses, 
which formed one input of each coincidence unit. The PPAC signal © 50ns wide) 
was delayed so it always fell after the longer pulses had started (but within their 
duration) before it entered the coincidence unit. Thus, the timing of the coincidence 
outputs (used as the triggers) was defined by the timing of the PPAC signal. This 
was necessary even for the P P A ©  signal, as the scale-down unit introduced an 
offset in time of 40ns.
The acquisition system was custom built for DeMoN operation, and is based 
in VXI electronics architecture. It operates by receiving a trigger (produced from 
the logic electronics) and, if the acquisition system is not already busy processing a 
previous event, it produces an ‘event accepted5 signal. This is then used to enable 
subsequent acquisition, and in particular is passed to a gate generator, which sends 
a gate to the ADCs to indicate th a t an ‘interesting5 event has occurred. The ADCs 
then enter a peak detect and hold mode, where the shaped output of the amplifiers 
subsequently arrives and its peak voltage is detected and stored. Subsequently, this 
voltage is digitised and read out, and the ADC is cleared and reset. The digitised
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data is assembled into events and buffered, before being written to tape.
The 8 channel TDCs used for all timing digitisation (4k TDCs, with Ins per 
channel resolution), except for DeMoN and the beam particle time of flight mea­
surements, operated in common start mode. In this mode of operation, the DA 
accept signal is used to produce a start signal for all 8 channels of the TDC unit. 
An individual signal for each channel acts as the stop, and a value is digitised which 
is proportional to the time between the two signals. A gate signal was supplied to 
the TDCs for ~5ps.
The DeMoN TDCs were operated in common stop mode, utilising a separate 
start signal for each channel, corresponding to the fast signal from each DeMoN 
module. The common stop signal was provided by the DA accept signal, suitably 
delayed.
The triggers were also fed into scalers, which simply provided a count of the 
number of triggers of each type throughout each run. The DeMoN acquisition 
system accepted the various triggers at different inputs, and set a bit pattern word 
to indicate which triggers were present in a particular event. As a backup to both 
the scalers, and the trigger-type identification word, the triggers were also recorded 
in separate spare TDC channels. In the case of the PPAC-t. scaler, this provides a 
measure of the number of incident beam particles during the run, which is required 
for cross section calculations.
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Figure 3.12: Electronics Diagram. Representative channels are shown for the Si, Csl, 
Nal and CaD detectors, and for DeMoN.
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3.9 Target-Out Running
Due to the beam-like products from knockout reaction being restricted to small an­
gles in the laboratory frame, it was necessary to mount the charged particle telescope 
at zero degrees to the beam axis. A small fraction of charged particles which enter 
the telescope undergo nuclear reactions within the detectors themselves, and the 
majority of these reactions occur in the Csl detector, due to its comparatively large 
thickness. Although this is only a small fraction of the total number of particles en­
tering the telescope, the reaction products from the target comprise an even smaller 
fraction of the incident particles, as the target in which they are produced is con­
siderably thinner than the Csl detector. The signals induced by reaction products 
are not always resolved from the signals from beam particles undergoing reactions 
in the telescope.
The beam particles tha t react in the telescope produce two linked effects, which 
combine to create a significant background to the reaction data of interest. Firstly, 
the effect of the reactions is to produce a Csl signal of (usually) lower magnitude 
than would have been induced by the particle had it not reacted in the Csl crystal. 
This is a combination of various effects, such as the dependence of scintillation on 
the ionisation density, and the loss of non-ionising particles. The effect is to give a 
range of residual energy signals in conjunction with the energy loss associated with 
the beam particles. This overlaps with the range of particle identification signals 
associated with lighter isotopes with the same Z  and velocity as the beam particle 
(see Section 3.4.1). As the current experiment involves neutron removal from the 
beam particle, this creates a background precisely under the isotopes of interest, 
which is significant for all trigger types.
The second effect is tha t the reactions in the Csl detector are a source of fast 
neutrons (with a velocity similar to th a t of the beam particles). This, coupled to the 
first effect, can give a neutron of approximately the expected energy, in coincidence 
with a false identification of a charged particle of interest. This induces a further 
increase in the background for PPAC®DeMoN triggers relative to the other two
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triggers used.
To understand the form of this background in detail, and to remove it from 
the reaction data of interest, data  were taken with no target present. The beam 
energy was shifted to a lower energy for the target-out running, to account for the 
energy loss in the target for target-in running. Thus the beam particles entered 
the telescope at the same energy for target-in and target-out runs. This produced 
the same reactions which create the background beneath the target-induced reaction 
data, and any difference between the two runs must be due to reactions in the target. 
By measuring the number of incident particles for both the target-in and target-out 
runs, the target-out can be scaled in magnitude, and subtracted from the target-in 
data, thus leaving just the data corresponding to interactions in the target.
3.10 Beam  Counting and Efficiencies
The number of particles incident on the target within the live-time of the DA sys­
tem was given by the P PACT ©DeMoN Accept scaler. The fraction of the total 
number of beam particles of the species of interest can be obtained from the time 
of flight spectra, allowing calculation of the total number of beam particles of in­
terest tha t have been incident within the live-time of the acquisition system. These 
measurements of integrated number of incident beam particles are given in Table
3.3.
3.11 Sum mary of Beam  and Targets U sed
The target thicknesses, beam energies before the target, at the target centre and 
after the target and momentum spread of the beams are given, for the beam-target 
combinations used, in Table 3.2. The beam currents and integrated incident number 
of beam particles are summarised in Table 3,3.
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Target Thickness
(mg/cm2)
Beam Bp2 (Tm) E  (MeV/u) T?target centre
(MeV/u)
-^ ■'telescope
(MeV/u)
f ( % )
Pb 550 n Be 2.5612 40.9 38.6 35.3 0.5
C 109 11Be 2.5612 40.9 39.7 38.6 0.5
- - 11Be 2.5612 40.9 40.9 40.9 0.5
c 183 12Be 2.7974 40.9 39.3 37,6 0.5
- - 12Be 2.6794 37.6 37.6 37.6 0.5
Table 3.2: Summary of targets and beam energies.
Beam Target Intensity (pps) Integrated Particles within live-time
11Be Pb 5500 8.08 x 107
n Be C 5500 4.67 x 107
n Be - 5500 5.84 x 107
12Be C 10000 4.68 x  108
12Be - 10000 3.25 x  108
Table 3.3: Summary of beam currents in integrated beam particles.
C h a p te r  4 
D a ta  A nalysis
4.1 Overview
The following data analysis was performed offline using Sunsort software, via a 
sort code written by this author. This system allows data to be read from tape 
event by event, and the various parameters of each event combined as required and 
displayed in spectra. To this end, each parameter must be calibrated so as to allow 
quantitative measurements and kinematic reconstructions.
4.2 Calibration of the Silicon D etectors
4.2.1 M atchsticks M easurem ents
The silicon detectors (in particular the position determination), are significantly 
affected by any small offsets introduced to the signals by the ADCs and amplifiers. 
Corrections must be made in order to remove these offsets, and to match the overall 
gains of the preamplifier - spectroscopy amplifier - ADC  chain for the signals from 
all strip ends. To quantify the offset, a pulser signal was fed into the ‘te st’ input of 
the preamplifier for each strip signal. A range of pulser amplitudes were amplified 
and digitised, from 0.2V to 1.0V in 0.1V steps, and then up to 8.5V in 0.5V steps,
6 8
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resulting in the ‘matchsticks’ spectra from each strip end as shown in Figure 4.1. The 
centroids of these peaks were measured, plotted against the known input voltage, and 
then fitted linearly, since no deviations from linearity were observed. The resultant 
offsets were subtracted in the sort code from each raw signal, and the gain of each 
signal was normalised to the equivalent pulser setting.
600
400
200
o
0 1000 2000 3000 4000
channel
Figure 4.1: A typical "matchsticks" calibration spectrum from one silicon detector 
channel, created by feeding a pulser signal at a range of amplitudes into the test input 
of that channel’s preamplifier. The outputs can be compared with the known inputs 
over the ADC range to remove offsets, provide coarse gain matching and remove any 
non-linearities that are present.
4.2.2 Gain M atching W ith  a 3-Line A lpha Source
Using the matchsticks-corrected signals, 2 dimensional plots of (uncalibrated) energy 
against position (of the event along the strip) were made, where these values were
SiBackLS
W e WjJ jtoJU
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given by:
E  oc Ql +  Qh (4-1)
P  K Q l ~ Q h _
E
The resultant plots (see Figure 4.2) showed tha t further gain matching was re­
quired, as the three lines were not perfectly horizontal. This is because the match- 
sticks calibration provided a gain matching of all components from the preamplifier 
onwards, but took no account of differences in the components between it and the 
detector (such as variations in the offset resistors (see Section 3.4.2)). Additionally, 
the pulser signal is injected via a ‘te s t’ capacitance, to mimic the flow of charge from 
a detector, prior to the preamplifier. This capacitance may vary from preamplifier 
to preamplifier.
In order to fully gain match these signals, 2D plots were made of the signal from 
one end of each strip against the signal from the the other, as in Figure 4.3. Note 
th a t the data lie within a wedge, with angles with respect to the axes of the plot 
tha t are determined by the series resistors at the strip ends, as shown in Figure 3.10. 
Perfectly matched signals should result in these lines lying at —45°. So, by taking 
the x,y coordinates of two points along one of these lines, the relative gain of the 
high end of a strip with respect to the low end is given by:
g = ^ — —^ . (4.3)x2 — xi
Thus, by measuring g, the high end can be matched to the low end by:
Highmatched = —  • (4.4)
9
Using the now matched signals, energy against position plots were made, such 
as Figure 4.4 for a run with a target in place to illuminate, as much as possible, the
entire width of the strip. The wide spots of constant energy with position are due
to mono-energetic particles in the beam.
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Energy-Position Plot
Position (au)
Figure 4.2: Plot of Energy against Position for 3-Line a  source data, at an intermediate 
stage of the analysis. Perfect gain matching results in the lines being horizontal (i.e. the 
energy signal from a strip is independent of position of the interaction).
4.2 .3  P osition  C alibration
In order to calibrate the strips according to position, all that is required is to define 
their ends on the position spectrum, as their response has been found to be to be very 
linear (a test of this assumption is described in the following section). This was done 
by collecting data for several target-in runs, in order to sufficiently illuminate the 
entire width of each strip with scattering data (such as in Figure 4.4). The position 
in the spectrum of the low and high ends of each strip were noted as s t r i p s  and 
striphigh• The position was then calibrated to lie in the range 0 to 1 by
p =  P -  s t r i p y
striphigh -  stripiow
Then, knowing the length of the strips to be 50mm, this was converted to a 
calibrated position in the range —25m m  < P  < +25mm, where P  = 0 corresponds
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Figure 4.3: Plot of the signal from one end of a strip against the other, before gain 
matching. Perfect gain matching would result in the lines lying at —45°.
to the middle of the strip. In Figure 4.4, high and low thresholds have been applied 
to remove signals which saturate, or were induced by noise (which just exceeded the 
hardware thresholds).
W ith both silicon detectors position calibrated, the two could be used in conjunction 
to provide X Y  position information for a particle passing through them both. This 
is a simple operation for events in which precisely one strip in each detector records 
a particle. These events, which are referred to as ‘multiplicity 1’ events, comprise 
over 90% of the events recorded. For multiplicity 1 events, the positions from the 
2 strips which fired are plotted against each other to produce the 2 dimensional 
plot. Events with multiplicity > 1 were ignored. The resultant plot is calibrated in 
position (in mm) on the detector itself, but the detector was not centred precisely at 
zero degrees. Thus, a translation is required to align the data with the optical axis,
4.2 .4  2D AY P osition  P lo t
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Energy Position Plot
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Figure 4.4: Plot of Energy against Position for data collected with a target in place, 
illuminating the full length of each strip, allowing definition of the strip ends. The pointed 
top is due to one of the two strip end signals saturating, and hence being rejected in the 
offline sorting. The slightly curved bottom cut-off is due to lower thresholds on the two 
signals, to remove events induced solely by noise.
to allow tracking in conjunction with the drift chambers, as described in Section
4.3.5.
Such a plot can be used to check the position calibration of the silicon detectors, 
with a beam which is approximately parallel. By gating on events in N  adjacent 
strips on one detector, then plotting the corresponding positions in the other, a 
measurement of TV x stripwidth  (=  TV x 3.14mm) can be made. The measurement 
of the strip width, taken over 6 strips, was found to be within < 0.5% of the correct 
value.
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4.2 .5  E nergy C alibration o f th e  Strips
The energy signals from the silicon strip detectors used in this experiment are the 
sum of the signals from either end of each strip (S — Ql + Q h ), and these signals are 
independent of the charge and mass of the ions inducing them. In order to calibrate 
these signals, data were collected using ‘cocktail5 beams of several different nuclear 
species, at different settings of the LISE 3 spectrometer, with no target present. 
These provided measurements of energy loss for a range of ions energies.
In order to calculate the deposited energy associated with each signal, the ion 
inducing the signal must be identified. This was achieved by creating Particle Iden­
tification (PI) spectra, by plotting the uncalibrated energy loss measurement in each 
of the silicon strips against roughly gain-matched Csl residual energy measurements. 
An example plot is shown in Figure 4.5, showing clear separation between different 
species in the beam.
The physical calculator of the LISE 6.3.68 software [67] was used to calculate the 
energies of the different species through LISE 3, for each setting used, and then to 
calculate the energy deposited in 500/un of silicon (for the front silicon detector) and 
the energy deposited in a subsequent 500/mi of silicon (for the back silicon detector). 
The corresponding centroid in silicon energy signal was measured from the PI plots. 
By plotting the energy deposited in each detector against silicon output as in Figure 
4.6, and making a linear fit, a slope (a) and offset (6) were obtained for each strip. 
Thus, where E  is the energy deposited in the strip, and S  is the raw energy signal 
from the silicon detector,
„  S ~ b
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Figure 4.5: Plot of Energy Loss (A £ ) in a silicon detector against Residual Energy (E r ) 
in a Csl detector, allowing event by event identification of isotopes, (shown for a mixed 
beam). The lowest point is 6He, and reading upwards the isotopes 7,8,9Li, 10’11’12g e 
13,14,1ag ancj 16,1 are seen for t [1 js l3eam setting.
Energy Calibration for a Single Strip of a Silicon Detector 
(Back 9)
Figure 4.6: An Energy calibration plot of silicon detector output against energy de­
posited, for one strip. Points correspond to isotopes of 4He, 10’11’12Be, and 14C. A linear 
fit to the data is shown.
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4.3 Beam  Tracking
4.3.1 Event V alidation for th e  D rift C ham bers
For all properly measured drift chamber events (as described in Section 3.3), the 
sum of the drift times in opposite directions (e.g Xief t +  X right) should add to a 
constant. Summing the two opposing components of each of the 4 pairs of signals 
(an X  and a Y  pair for each chamber) results in spectra such as th a t in Figure 4.7, 
where the dominant peak corresponds to the essentially constant sum from ‘good’ 
events. All further CaD analysis involves only the events which lie in these peaks. 
The product of the intrinsic efficiencies of all 8 drift volumes gives the efficiency of 
the tracking system. The position is then given by the difference between the drift 
times in opposite directions, e.g.
X I  — X I  right — X I  ief t . (4.7)
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Figure 4.7: Spectrum of summed up and down drift times for CaD2. Gating on the 
peak verifies signals as ’’good’’ events, as the up and down times measured sum to a 
constant.
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Mask CaD2 Silicons
Figure 4.8: A schematic plan of the calibration of CaD2. By measuring the image size at 
the silicons (independently calibrated), the mask size and the distances between CaD2, 
the silicon detectors and the mask, the beam can be scaled to find its size at the drift 
chamber to allow calibration.
4.3.2 C alibration o f C aD2
CaD2 was chosen to be calibrated first, as it was closest to the silicon detectors, and 
the calibration run for it used a defocussed, near parallel beam, with no target in 
place. A mask comprising of a metal plate with holes of known size and position was 
placed in front of the CaD2 (Figure 4.8). This mask could be inserted into a position 
aligned relative to the optic axis of the beam line as established using an optical 
telescope. A 2D plot was created from the raw position data for CaD2, by plotting 
the measured X  position against the Y  position. The position of the image of the 
centre hole of the mask was defined to be on the optical axis (as the deviation of 
the beam over the distance between the mask and the drift chamber was negligible), 
and so the raw data were shifted so tha t the image of the central hole lay at (0, 0). 
Then, by measuring the size of the image of the mask at the calibrated silicons, 
knowing the size of the mask itself (see Figure 3.8) and the distances between these 
three planes, the scaled image size projected onto the plane at the centre of CaD2 
was deduced. Thus, a comparison between the projected size and the size of the 
CaD X Y  plot gives X  and Y  scaling factors for CaD2. Further checks on the scaling, 
and absolute position will be described below.
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4.3 .3  C alibration o f C a D l
The same approach as described in the previous section was extended to the cali­
bration of CaDl. In this case, the calibrated CaD2 data was used in place of the 
silicon data for a run with a calibration mask inserted before CaDl (see Figure 4.9). 
These data allowed X  and Y  scaling factors to be calculated for CaDl. The beam 
was adjusted to be significantly convergent so as to illuminate a sufficient area of the 
calibration mask, which contributed to the choice of CaD2 as the reference detector.
Mask CaD1 CaD2
#
m^ask C^aD1 ^CaD2
Figure 4.9: A schematic plan of the calibration of C aD l. The approach using image 
scaling was similar to that applied to CaD2, this time using the calibrated data from 
CaD2 and the mask size.
4.3 .4  Checks for C orrect Scaling
Checks were made by using the measurements from the two drift chambers to project 
the mask image onto the plane of the mask itself, shown in Figure 4.10. This verified 
the X  and Y  scaling and the absolute offsets against the known mask pattern and 
alignment. A further check was made by projecting the data onto a plane at the 
silicon detectors, to compare the projected image with the actual measured silicon 
X V  image, which had been previously calibrated in terms of position scale.
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Figure 4.10: A projection of the drift chamber data onto a plane corresponding to the 
mask location, for the calibration run, confirming that the calibration reproduces the 
mask dimension, orientation and location.
4.3.5 A lignm ent o f th e Silicon D etector D ata
W ith both of the drift chambers fully calibrated, and a line passing through the 
centre hole of each mask defining the optical axis (with X  = Y  = 0), the absolute 
offset of the silicon detector could be deduced. As discussed in Section 4.2.4, the 
silicon position signals were first calibrated in terms of position on the detector, and 
required a possible translation in X  and Y  to align it consistently with the projected 
CaD data. This results in all X  and Y  position information being measured relative 
to the optical axis. A 2D spectrum was created to show the event-by-event difference 
(in X  and Y) between the silicon position itself and the position projected from the 
drift chambers onto a plane located at the silicons (see Figure 4.11). Offsets were 
finally deduced for each strip individually, by plotting the differences for one strip 
at a time.
The full width at half maximum (FWHM) of the position difference plot is a
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measure of the standard error in position tracking in the reconstruction procedure, 
as extrapolated to the silicons. The full widths at half maximum of the position 
difference plot were measured to be 1.0 mm in X  and 1.1 mm Y.
124
105 SiXY-CaDXY
run017
Position Difference in X (mm)
Figure 4.11: A plot of the difference in position (in X  and Y) between the silicon posi­
tion measurement and the position calculated by projecting the drift chamber position 
measurements, for a run with no target. Due to the absence of a target, the width of 
the peak (1.0 mm in X  and 1.1 mm in Y )  is a measure of the resolution of the tracking 
system.
4.3.6 M easurem ent o f th e A ngular R esolution  o f th e  Track­
ing System
By converting the position difference plot to a scattering angle plot, and sorting 
runs with no target present, a measurement of the angular resolution of the detector 
system was made. This is another expression of the tracking resolution previously 
stated (i.e. in terms of the position at the silicon detectors). The FWHM for these 
plots were found to be 0.380° in X , and 0.404° in Y.
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4.4 Calibration of the C sl D etectors
The energy response of Csl detectors is more complicated than tha t of silicon de­
tectors, as the light output of the crystal is a non-linear function of energy, and is 
significantly dependent on both the charge Z  and mass A  of the incident ion. Thus, 
a separate calibration is required for each nuclide of interest. An expression taken 
from the literature [68] was used to to parameterise the dependence on the charge 
and mass of the incident ion. The ‘cocktail5 beams of several nuclear species, as 
described in the energy calibration of the silicon detectors (Section 4.2.5) were also 
used for the Csl calibration. The identification of the ions was performed using 
particle identification plots for each Csl detector as shown, for example, in Figure
4.5. The calibration procedure is now described in detail.
4.4.1 O btaining th e  D ep osited  Energy in th e C sl C rystals
Particle Identification plots were created for each of the 4 centre Csl detectors, as it 
was only these central detectors (which contain over 80% of the reaction data) tha t 
were sufficiently illuminated by the ‘cocktail5 beam to allow a direct calibration. 
These plots were used to measure the centroid of the peak in the signal from the 
Csl detectors corresponding to each species (see Figure 4.5).
For each of the 5 settings of the LISE 3 spectrometer used, the energy at the 
exit of LISE of each isotope present in the PI plots was calculated using the LISE 
6.3.36 software. The energy deposited in each Csl detector is the energy of each of 
these isotopes after passing through 1 mm of silicon (i.e. both strip detectors). This 
was calculated using the the LISE 6.3.36 software [67], and verified using the former 
Daresbury code dEdx [69]. All calibration data were found to lie in the range 150 
MeV to 750 MeV.
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4.4 .2  F ittin g  th e  C sl E nergy R esponse D ata
For each of the 4 central Csl detectors, the deposited energy was plotted against the 
digitised detector output. These energy response data were fitted using expressions 
published by A. Wagner et al, in 2001 [68], based on an analysis of isotopes of 
elements ranging from protons to 18 0 , spanning the energy range 80 to 570 MeV. 
The expression for fitting isotopes of all elements from Be, upwards in Z, was:
E (L, Z , ,4) =  a A Z 2L  +  6(1 +  cA Z2)L1~d'/ I ^  (4.8)
and for Lithium isotopes only:
E(L,Z, A) = aV A Z ^L  +  6(1 +  (4.9)
where E  — Energy (MeV), L  =  Csl output, A — Mass number of incident ion, 
Z — proton number of incident ion and a, 6, c and d are fitting parameters. It was 
found tha t a good fit could not be made to helium isotopes in a concurrent fit 
with lithium and higher isotopes. The expression used for fitting lithium isotopes 
was used to fit helium isotopes in a separate, independent fit. The fit quality was 
comparable with tha t shown for lithium.
En
er
gy
 
(M
eV
)
4.4. CALIBRATION OF THE CSI D ETECTO RS 83
Fits for Csl6 data (Li, Be, B and C)
No offset included
ADC Output (spectrum channel)
Figure 4.12: Fits to energy calibration data for the Csl detector Csl6. From bottom 
to top, the data correspond to 6’7’8-9U, + 1 0 , 1 1 , i 2 g G( 1 1 , 1 2 , 1 3 , 1 4 , 1 5 0 ^  1 4 , 1 5 , 1 6 , 1 7 ^  an cj ^
curves are fits using Equations 4.8 and 4.9. The fitted parameters were found to be:
a =  9.0862 x 10“4, b = 1.4733, c =  7.6056 x lO”3, d = 1.3564 x 10' 2 for Be and higher 
elements, and: a = -7.7948 x 10"2, b = 1.5513, c -  1.2337 x HT2, d = 9.1297 x 10~3 
for Li.
Re
su
du
al
s 
fro
m 
Fit
 (
% 
of 
da
ta 
po
in
t)
4.4. CALIBRATION OF THE CSI D ETECTO RS 84
Residuals from Fit to Csl6 data (Li, Be, B and C)
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Figure 4.13: Plot of the residuals from the fits shown in Figure 4.12 to Csl6 data, for 
the isotopes 6’7’8’9Li, 9>io,n,i2gej 11,12,13,14,152  ^ i4,i5,i6,i7Q j ^ e fitted parameters were
found to be: a = 9.0862 x 10~4, b = 1.4733, c -  7.6056 x 10“3, d = 1.3564 x 10“ 2 
for Be and higher elements, and: a = —7.7948 x 10-2 , b = 1.5513, c =  1.2337 x 10-2 , 
d = 9.1297 x 10~3 for Li.
No offset included
17C 
  6 Li
  7Li
-  -  8Li 
 9Li
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The fitting of these functions was performed using a program written by this 
author, utilising the NAG subroutine E04FYF [70] - a code for finding an uncon­
strained minimum of the sum of squares of m  non-linear functions of n variables 
(being a,b}c,d). This procedure resulted in fits such as those shown in Figure 4.12. 
To show the quality of the fit, the residuals were plotted as a percentage of the 
energy of the corresponding data point, as in Figure 4.13. It can be seen tha t there 
is a functional dependence on energy for the residuals, which exceed the resolution 
of the detector from which the data points are derived (namely 1.5%).
4.4 .3  Im proved F ittin g  th e  E nergy R esponse D ata
In order to improve the quality of the fit, an additional parameter, in the form of 
an offset in energy, was added to the function to be fitted to the data. This resulted 
in the following two expressions for relating energy to detector output:
For isotopes of Be (and higher Z ):
E{L, Z ,A ) = o + a A Z 2L  +  6(1 +  cA Z 2)L 1~d'fK^  (4.10)
and for Lithium isotopes only:
E(L, Z ,A ) = o + asfAZAL  +  6(1 +  cA Z 2)L i~d'm *. (4.11)
The results of the fitting are shown for Csl detector 6 in Figure 4.14 and Figure 
4.15. From these it can be seen tha t the fit is significantly improved within the energy 
range covered, with the residuals all within 0.6% in energy, which is comparable with 
the resolution of the data points being fitted. As mentioned in Section 4.4.2, helium 
isotopes were fitted independently, using the lithium expression. The fit quality was 
again comparable with the lithium fit.
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Fits for Csl6 data (Li, Be, B and C)
Offset included (in Energy)
ADC Output (spectrum channel)
Figure 4.14: Fits to energy calibration data for the Csl detector Csl6. From bottom 
to top, the data correspond to 6’7-8>9|_i, 9»io,u,i2ge, 1 1 , 1 2 , 1 3 , 1 4 , 1 5 ^  1 4 , 1 5 , 1 6 , 1 7 ^  a n cj t ^ e
curves are fits using Equations 4.10 and 4.11, which include an offset in Energy. The 
fitted parameters were found to be: o = 33.1545, a = —1.2472 x 10-4 , b = 1.2128, 
c = 4.7181 x 10-3 , d =  7.0365 x 10~3 for Be and higher elements, and o = 36.2531, 
a = -7.7400 x 10~2, b = 1.2719, c =  5.1877 x IQ-3, d = -1.2000 x 10~4 for Li.
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Residuals from Fit to Csl6 data (Li, Be, B and C)
Offsets included (in Energy)
Energy (MeV)
Figure 4.15: Plot of the residuals from the fits shown in Figure 4.14 to Csl6 data, for the 
isotopes 6’7>8>9Li, 9,io,n,i2ge  ^ 11,12,13,i4,i5g( 14 ,15,16,17 £  fQr a fjt wjt p) an 0ffset jn Energy.
The fitted parameters were found to be: o = 33.1545, a = —1.2472 x 10-4 , b  = 1.2128, 
c =  4.7181 x 1CT3, d  = 7.0365 x 10-3 for Be and higher elements, and o = 36.2531, 
a  = -7.7400 x KT2, b  = 1.2719, c =  5.1877 x 10~3, d  = -1.2000 x 10“ 4 for Li. Note 
the improvement compared to Figure 4.13.
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4.4 .4  Im plications for Further W ork
Fits to the data to within 0.6% are achievable with approximately 50 data points 
over a range of 13 isotopes (for Be and heavier fitting). This range of data is 
easily achievable when utilising fragmentation facilities, but a much smaller data 
set would be obtainable when working at other (e.g. stable beam) facilities. To 
test the reliability of the fitting procedure using a restricted data set, fitting was 
performed using only the stable isotopes 9Be and 11B, and the available isotope of 
carbon nearest to stability, 14C. This was performed using 4, 3 and then 2 energies 
per isotope (i.e. 12, 9 and 6 data points). The residuals from fits using all 49 
data points for CsI14, and using only 6 data points are shown in Figure 4.16 for 
comparison. It can be seen tha t with just 6 data points, an acceptable fit can be 
made, showing the process to be applicable to situations where such a large range of 
data is not easily obtainable. Note th a t is is necessary to have calibration species of 
different charges and masses in order to  correctly fit the dependence of the energy 
response on these factors, in order to be able to predict the energy response for 
other species of interest, which are not present in the calibration data.
4.4. CALIBRATION OF THE CSI D ETECTO RS 89
Residuals from Fit to Csl14 data (Be, B and C)
Offset included (in Energy)
Energy (MeV)
Residuals from Fit to C sl14  data using param eters from a  fit to only (9Be, 11B and 14C) -  2 points 
O ffset included (in Energy)
Energy (MeV)
Figure 4.16: Plots of residuals from fit to Csll4 data for isotopes 9.10'11J2Be,
I i , i 2 , i3 , i4 , i5 g ( 1 4 , 1 5 , 1 6 , 1 7 ^  U p p e r  p | o t  shows residuals for a fit using all 49 data
points, and the lower plot shows residuals for a fit using 6 data points only (two each 
of 9Be, U B, and 14C).
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4.4.5 C ross-C alibration of O uter C sl D etectors
As mentioned in section 4.4.1, there were insufficient statistics in the outer Csl 
detectors during the ‘cocktail’ beam runs to allow an energy calibration of the outer 
Csls. However, having the centre Csl detectors calibrated, and the silicon detectors 
fully calibrated, it is possible to cross-calibrate the outer Csl detectors.
This was achieved with the aid of PI plots. Considering first of all the central 
calibrated Csl detectors, the residual energies can be measured for various energy 
losses in the silicon elements of the telescope. Then, by selecting events in the outer 
Csl detectors with the same energy losses, these uncalibrated detectors could be 
consistently calibrated.
The calibration of the outer detectors was required only for beryllium isotopes for 
the primary aims of this experiment, so only those species present which can be fitted 
simultaneously with beryllium were required. The isotopes 9>1o,n,i2g e were usec[ to 
give the fitting dependence on A , and 13>14B were included to give the dependence 
on Z. Residual energies, and corresponding uncalibrated Csl outputs were measured 
for each isotope at a number of different energy losses. Due to the low statistics 
in the outer detectors, the data points could most reliably be extracted by visual 
inspection of the 2D plots, and also have larger (~  5%) errors.
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4.5 Calibration of D eM oN
4.5.1 T im e o f F light calibration of D eM oN
In order to determine the velocity of the detected neutrons, their time of flight 
was measured, as described in Section 3.6. An example of a raw TDC spectrum, 
representing the time difference between the DeMoN module firing (dependent on 
the arrival of a neutron) and the delayed PPAC signal (indicating a projectile striking 
the target), is shown in Figure 4.17. Increasing time in this plot runs from right to 
left, due to the DeMoN TDCs being run in common stop mode. This operates by 
the TDCs being started by a signal from a DeMoN module, which represents the 
end of the trajectory. The TDCs are stopped by the signal from the PPAC timing 
reference, which is created when a beam particle fires the PPAC, and represents the 
start of the trajectory. The PPAC signal was delayed in the electronics to fall at a 
later time than the corresponding signals from DeMoN modules.
There are three components to a typical spectrum, such as Figure 4.17. The 
sharp peak to the far right is due to 7-rays produced by reactions involving a beam 
particle, hence they are highly correlated in time with the beam particles. W ithin 
the time resolution of the system, they all arrive at the same time relative to the 
beam particles, due to the constancy of the speed of light, the small spread in the 
flight paths (mainly due to the interaction depth of the photons) and the extremely 
fast (~  10“ 22s) production mechanism within a compact region of space. The typical 
absolute flight times for photons from reactions were ~10  us to ~20 us, depending 
011 the distance of the detector from the target. The broader peak at lower channel 
numbers is the distribution of neutrons in time, due to the spread in their energies 
and hence velocities. The featureless distribution beneath these peaks is due to 
random correlations between beam particles and background 7-rays. These originate 
from radioactive material in the local environment, such as 40K in the concrete used 
for neutron shielding.
To calibrate this spectrum, it is necessary to determine the dispersion of the
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Raw DeMoN Time Spectrum
channel
Figure 4.17: A raw DeMoN TD C  spectrum. Due to the common stop mode of operation, 
increasing time runs from right to left. The sharp peak at high channel number is due 
to prompt y-rays, predominantly from reactions in the Csi array. The broader peak at 
lower channel numbers is due to neutrons. The featureless distribution beneath is due 
to random correlations between background gamma-rays and a beam particle.
TDC in us/channel, and an absolute offset in time in order th a t t  — 0 corresponds 
to the time beam particles reach the target. The dispersion for each TDC channel 
was measured by using generated start and stop pulses, and passing the stop pulses 
through delay lines of known intervals of ~  50 ns. The separation of the resultant 
peaks, in TDC channels was then measured and plotted against the known time 
intervals. This was then fitted to obtain a slope in ns/channel.
The prompt 7-peak gives a suitable absolute time reference for each channel. 
They represent the times at which 7-rays reach each module and can easily be 
calculated. Thus, by removing any offset in each DeMoN channel, by setting the 
7-peak to channel 0, the TDC can be calibrated in time, relative to the arrival of 
the prompt 7-rays (as shown in Figure 4.18).
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Figure 4.18: A DeMoN time of flight spectrum, where the time t  = 0 is defined as the 
time of arrival of prompt 7 -rays, as this stage of the analysis.
This time is given by:
T im e(n s ) =  (7 — TDC) x slope (4.12)
where 7  is the centroid of the prompt 7-peak (channels), TDC  is the TDC channel 
for the event (channels) and slope is the dispersion of the TDC (ns/channel).
It is then necessary to apply an offset in time, to set t = 0 as the time the beam 
particles reach the target, rather than the time the 7-rays reach the DeMoN module. 
The source of the majority of the prompt 7-rays is from reactions in the Csl array, 
rather than the target, due to the relative thickness of the two media. Thus, the 
time of the arrival of the prompt 7-rays, i7 relative to the beam particles reaching 
the target is the time for the beam to travel from the target to the Csl array, plus 
the time for a 7-ray to travel from the Csl array to the relevant DeMoN module. 
This is shown schematically in Figure 4.19.
DeMoN Time of Flight Spectrum
t'y — ^1+^2  + (4.13)
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Figure 4.19: A schematic representation of the components contributing to the time 
elapsed between a beam particle reaching the target, and the prompt 7 -ray reaching 
the DeMoN module. The labels d\, d2, d3 and d4 refer to the distances between the 
target and the silicon detectors, the silicon detectors and the Csl array, the Csl array and 
the relevant DeMoN module, and the average interaction depth of gamma-rays. The v 
labels represent the velocities of the beam after energy loss in the target (v b e a m i )  and 
silicons (v5eam2), and the velocity of the 7 -rays u7 — c. The parameters t\, t 2 and £3 
represent the corresponding times.
The times fy, t2 and Z3 are shown schematically in Figure 4.19, and are given by:
U  =
d i
t 2 —
d. d3 +  d4
(4.14)
^ b ea m l T>eam 2 C
Thus, the complete calibrated time, as shown in Figure 4.20, for each demon 
module is given by:
t(ns) =  (7 — TD C ) x slope+ ty. (4-15)
Where t y is defined by Equations 4.13 and 4.14. The magnitude of the velocity 
of the neutron is then simply given as:
where d is the radial distance from the target to the particular DeMoN module, and 
t is the time of flight, as given in Equation 4.15. The neutron velocity vector can 
be expressed in cartesian components:
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nToF9
Figure 4.20: A fully calibrated DeMoN time of flight spectrum, where the time t  = 0 is 
defined as the time at which the beam particle reaches the target.
(
v« =
\
dz j
I t  j
(4.17)
where dx, dy and dz are the x , y and 2 components of the vector connecting the 
target and the point at the average interaction depth © 10  cm) 011 the axis of the 
DeMoN module.
4.5 .2  P article Identification  in D eM oN
As described in section 3.6, in addition to neutrons, DeMoN detectors are sensitive 
to 7-rays, and by comparing the total signal from a DeMoN module with the slow 
component, it is possible to distinguish between the two particle types. In order 
to make this distinction event-by-event, and hence remove 7-ray events from the 
data, 2 dimensional spectra were created of slow charge against total charge for 
each DeMoN module, and a polynomial function of the form in Equation 4.18 was
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fitted between the lines for neutron and 7-ray interactions.
PI(Qtotai) =  a +  bQ total +  cQtot&l +  dQ3otal +  eQ4otal +  /Qtotai (4-18)
Using this method, events were classified as neutron or 7-ray induced by:
(4.19)
Qsiow >  PI(Qtotai) =? neutron induced events 
Qslow < PI(Qtotai) =? 7-ray induced events
An example of a DeMoN PI plot, with the fitted polynomial, is shown in Figure 
4.21. All events lying below this line are classified as 7-ray induced, and are discarded 
from the analysis. Towards lower deposited energy, the neutron induced events and 
7-ray induced events become poorly resolved. This issue is addressed in the following 
section.
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Figure 4.21: A plot of Slow against Total light output from a DeMoN module, showing 
the three lines due to different interactions at low signals. The upper and middle lines 
are due to neutrons interacting with carbon atoms and protons (respectively) in the 
scintillator, and the lower line is due to 7 -ray events. The fine line indicates the fitted 
polynomial function, to distinguish between neutron and gamma-ray events.
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4.5 .3  Total D ep osited  E nergy in D eM oN  M odules
It is evident from examination of Figure 4.21 that, toward low values of total light 
output, the lines corresponding to the different interaction types converge, thus 
making the distinction between neutrons and 7-rays impossible. Such events must 
be discarded, by imposing a threshold 011 the total signal, but this will result in losing 
some neutron events. It will later be necessary to correct for the intrinsic efficiency 
of the DeMoN detectors, a property which is directly affected by the location of this 
cut. Thus, it is crucial for such a cut to be made at a precise value, and be consistent 
for all detectors. It should be noted tha t these events which are discarded do not 
necessarily correspond to low energy neutrons, but rather to neutrons which have 
deposited a small amount of energy in a DeMoN module. As such, it introduces no 
significant bias to the spectrum of relatively high neutron energies.
To achieve a consistent cut across all the neutron detectors, the total signal 
from each detector was calibrated in electron equivalent deposited energy (MeVee); 
where 1 MeVee corresponds to the energy deposited by a 1 MeV electron. The 
deposited energy calibration was performed using the Compton edges of 7-rays of 
known energy from two sources, the corresponding 7-ray energies and Compton edge 
energies used are given in the table below.
Source 7-ray Energy (MeV) Compton Edge Energy (MeVee)
137Cs 0.662 0.478
AmBe (12C*) 4.440 4.198
Table 4.1: Energies of of 7 -rays and associated Compton edges used in the calibration 
of DeMoN in terms of deposited energy.
The Compton edges observed for these 7-rays are convolved with the resolution 
of the detector, leading to a shape such as is shown in Figure 4.22 (for a 137Cs source). 
It has been found in previous analyses [71] tha t the Compton edge is located at a
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point corresponding to approximately 70% of the height of the edge, as indicated 
by the marker in Figure 4.22.
nEnergy15
Figure 4.22: A plot of total light output from a DeMoN module illuminated with a 
137Cs source, showing Compton scattering events near the Compton edge corresponding 
to 662 keV 7 -rays. The marker indicates the estimated location of the Compton edge
70% of the height of the edge), corresponding to 0.478 MeVee in the detector.
Having calibrated the total output of the DeMoN modules in MeVee, a cut was 
applied discarding events with total< 0.5 MeVee. Above this cut, the n-7 distinction 
is clear. A plot of calibrated total output against the difference between the slow 
signal and the fitted PI polynomial is shown in Figure 4.23. The regions in which 
events are rejected as 7-ray induced or as ‘indistinguishable’ events are indicated.
The corresponding efficiency curve [71] (as a function of neutron energy) for 
the 0.5 MeVee cut is shown in Figure 4.24 from simulations performed using the 
GEANT code [72]. This curve was used in the analysis to correct, event-by-event, 
for the efficiency of neutron detection using the neutron energy measured from its 
time of flight.
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Figure 4.23: A plot of calibrated total output against the difference between the slow 
signal and the fitted PI polynomial for a DeMoN module. Regions corresponding to 
accepted and rejected event criteria are indicated.
DeMoN Intrinsic Efficiency Curve
Deposited Energy Threshold = 0.5 MeV
Neutron Energy (MeV/c)
Figure 4.24: A plot of intrinsic efficiency for a DeMoN module as a function of neutron 
energy, for a threshold of 0.5 MeV in deposited energy [71].
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4.5 .4  N eutron  Energy C ut
A typical neutron energy spectrum, calculated from the measured times of flight, is 
shown in Figure 4.25, for a target-in run. The spectrum has three components. The 
peak at low energies is dominated by slow neutrons produced in reactions in the 
Csl detector (originating mainly from the struck nucleus). This peak also contains 
a small component due to neutrons originating from struck nuclei within the target.
The broad distribution at higher energies has two components. The component 
of interest is due to fast neutrons (originating from the projectile) produced in inter­
actions in the target. This component has an approximately symmetric distribution, 
peaked at the beam energy at the target centre ©  39 MeV/u). The third compo­
nent is from fast neutrons produced in reactions in the Csl crystals. This is peaked 
at a lower energy, as the beam particles lose energy in Csl detector. The background 
components due to neutrons produced in reactions in the Csl detector were removed 
by measuring its shape from the target-out runs, and scaling this appropriately (as 
discussed in Section 4.8.10). The remaining slow neutron component (corresponding 
to neutrons from the target nuclei) was removed by a cut on the neutron energies 
at En — 10 MeV.
Neutron Energy Spectrum
Figure 4.25: Neutron Energy Spectrum for 12Be on a carbon target, before background 
subtraction.
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4.6 Calibration of the N a l D etectors
4.6.1 E nergy C alibration o f th e  N a l D etectors
The Nal detectors were calibrated in energy using seven 7-rays of known energy. 
These 7-ray energies and their sources are listed in Table 4.2. A linear fit was made 
to these data.
Source 7-ray Energy (keV)
. 133 Ba 80.997
133Ba 302.85
133Ba 356.02
22Na 511.00
137Cs 661.66
<Ji O Q 0 1173.2
22Na 1274.5
60 Co 1332.5
Table 4.2: Table of 7-ray energies used for the energy calibration of the Nal detectors. 
4.6.2 D oppler Shift C alculations
As the 7 -rays of interest are emitted by 11 Be in flight, their energies appear Doppler 
shifted when measured in the laboratory reference frame. The magnitude of this 
shift is a function of both the beam velocity, and the angle at which the 7-ray is 
measured, relative to the direction of the source. For the backward angle detectors 
(N all and NaI3, see Table 4.3), the 320 keV is shifted down in energy, and for 
the forward angle detectors (NaI2 and NaI4) the shift is to higher energies. The 
magnitude of this shift can be calculated by Equation 4.20 [73]:
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p f jy  E0 => for forward angle detectors
\+J/°c E q =3> for backward angle detectors
(4.20)
where v — Vo cos 6 (where 6 is the detector angle, v0 is the beam velocity), E 0 
is the 7-ray energy in the rest frame of the n Be, and c is the speed of light. The 
Doppler shifted energies of the 320 lceV 7-ray in this experiment are 290 keV for the 
backward angle detectors, and 390 keV for the forward angle detectors.
4.6 .3  G eom etric E fficiency C alibration of th e N a l D etectors
In order to calibrate the Nal detectors for overall absolute photopeak efficiency, the 
solid angle tha t each detector subtends must be calculated (the reason for this is 
discussed in the Section 4.6.4). The solid angle subtended by a detector with a 
circular cross-section presented to the source is given by Equation 4.21, where d is 
the distance between the source and the detector, and a is the radius of the detector.
Table 4.3 lists the solid angle subtended by each detector in steradians, along
detectors.
4 .6 .4  R ela tiv istic  Focussing o f G am m a-R ays
The percentage of 4tt covered by the detectors, given in Table 4.3, would be equal 
to the percentage of emitted 7-rays th a t are incident on the Nal detectors, if the 
source emitting the 7 -rays were stationary relative to the detectors. However, the 
source of the gamma-rays in the experiment is the 11 Be particles travelling at the 
beam velocity of 28.% of the speed of light. As a result, 7-rays emitted isotropically 
in the rest frame of the 11 Be will be relativistically focussed toward forward angles 
in the laboratory frame. To quantitatively understand the effects of this focussing,
(4.21)
with this solid angle presented as a percentage of 47r, and the details for the all four
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Detector(0  (mm)) tf(°) 0 (°) d (mm) AQ (m sr) % of 47T
1 (50.8) 110 270 119 138.4 1.10 1
2 (50.8) 45 270 105 176.2 1.401
3 (50.8) n o 90 145 94.2 0.750
4 (76.2) 45 90 118 304.0 2.419
All - - - 712.8 5.671
Table 4.3: Geometry of the Nal Detectors, where 6 and 0 are the angles of the detectors 
with respect to the target (in spherical polar coordinates, with the z axis defined as the 
optic axis), and ALL is the solid angle subtended.
a Monte-Carlo simulation program was written by this author, in which simulated 
7-rays were isotropically emitted in the 11 Be rest frame, and transformed into the 
laboratory frame to check whether they hit the detectors. The polar angle of the 
simulated 7-ray (where the z  axis is chosen to lie parallel to the velocity vector of 
the 11 Be) was relativistically transformed to the laboratory frame using Equation 
4.22[73], where O' is the polar angle in the laboratory frame, 9 is the polar angle in 
the n Be rest frame, and (3 is 0.28 (the laboratory velocity of the n Be as a fraction 
of the speed of light).
=  (4.22) 
l+ /3 c o s  9 K J
The relativistic focussing causes an increase in the efficiency of the array, as it 
focusses the 7-rays towards the forward angles, which include the detectors sub­
tending larger solid angles. This can be seen clearly by examination of the plots 
in Figure 4.26, which are a visualisation of the distribution of the 7-rays in the 
laboratory frame for a source velocity of 0 cm /ns (/? — 0) and 8.3 cm /ns (/? =  0.28). 
The coordinate (0,0) is the direction of the beam (looking downstream). Negative 
angles in the horizontal axis of the plot correspond to directions to the left of the 
beam, and positive angles to the right of the beam, where ±180° is the upstream 
beam direction. The vertical axis represents the azimuthal angle, where 180° repre-
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Detector (0  (mm)) % of 47T Effective % (^ source =  0.28c)
1 (50.8) 1.10 1 0.847
2 (50.8) 1.401 1.992
3 (50.8) 0.750 0.573
4 (76.2) 2.419 3.290
All 5.671 6.703
Table 4.4: Comparison between the physical coverage (%  of Air) of the Nal detectors 
with the effective coverage when including the effects of relativistic focussing.
sent upwards, and 0° represents downwards. The apparent lower density of counts 
towards the poles of the coordinate system is due to the lines of constant azimuthal 
angle, which converge toward the poles, being made parallel by the projection in 
the diagram (similar to a Mercator projection of the surface of the globe, but on 
its side). A quantitative comparison of the effective geometric coverage with and 
without relativistic focussing is made in Table 4.4.
4.6.5 Intrinsic Efficiency o f th e  N a l D etectors
As the effect of relativistic focussing must be taken into account when calculating 
the overall efficiency of the array, it is desirable (when calibrating) to separate the 
total efficiency into ''geometric'1 and ‘intrinsic’ components. Having the intrinsic 
component separated, the effective geometric efficiency (accounting for relativistic 
focussing) can be applied to obtain the total efficiency for the relevant 7-rays emitted 
in flight.
As a point of reference for the direct measurements in the next section, the 
intrinsic efficiency of the Nal detectors was calculated from textbook data by reading 
off the total efficiency relating to similar crystals, and dividing out the geometric 
component.
From Marion and Young [74], data  points were taken from plots of total efficiency
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0.0
Polar Angle (degrees)
Figure 4.26: A visualisation of the distribution of 7 -rays in the laboratory frame from a 
simulation program, for isotropic emission in the rest frame of the source: (a) for zero 
source velocity, where the gamma-rays are emitted isotropically in the laboratory, (b) for 
a source with a velocity of 28% of the speed of light. The point (0,0) corresponds the 
the beam direction. To aid visualisation, when the azimuthal angle defines a direction to 
be to the left of the beam, the polar angle 6 has been plotted as —6, so the horizontal 
axis runs from —180° to +180°. Thus, the azimuthal angle runs from 0° to 180°, where 
0° to 90° represent angles beneath a horizontal plane, and 90° to 180° represent angles 
above this plane. The regions that the detectors cover are highlighted.
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Detector (0 (mm)) £-Geo(%) £Tot(%) Peak to Total (%) I^ntrinsic Photopeak (%)
1 (50.8) 0.8490 0.6312 76.6 56.9
2 (50.8) 1.0838 0.6683 63.6 39.2
3 (50.8) 0.5772 0.4610 76.6 61.2
4 (76.2) 2.4188 1.7274 74.0 52.9
Table 4.5: Predicted Intrinsic Photopeak efficiencies extrinsic Photopeak for the Nal detec­
tors, for Doppler shifted 320 keV 7 -rays, calculated from the geometric efficiency £ceo 
(taken from Table 4.4) and the total efficiency eTot and Peak to Total efficiency, both 
from Marion and Young [74].
as a function of 7-ray energy for certain source-detector separations, for the energies 
at which the Doppler shifted 320 keV would be detected. A plot of total efficiency 
(e) against source distance (r) was made for each detector. These were then fitted 
with a function of the form of Equation 4.23 (which was employed simply because 
it gave a good fit to  e(r), which deviates from ^  due to finite detector effects).
1£ — ---- -------  +  +3 (4.23)a i r 2 +  a2
Using the coefficients of the fit, the total efficiency, e-rots of each detector was 
calculated, for the appropriate Doppler shifted energy of 320 keV 7-ray, and distance 
from the target. This efficiency was then combined with the Peak-to-Total efficiency 
(the fraction of gamma-rays of the particular energy tha t deposit their full energy 
in the crystal) for each particular crystal size and source distance, again taken from 
Marion and Young. The geometric efficiency eoeos for the case of a static source, 
was then divided out from the total photo-peak efficiency, to obtain the Intrinsic 
Photo-peak Efficiency. These data are shown in Table 4.5. This could then be 
compared to the intrinsic photopeak efficiencies calculated in Section 4.6.6, to check 
tha t approximate agreement was achieved.
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4.6 .6  D irect M easurem ent o f Efficiency for th e  N a l D etec­
tors
The method described in Section 4.6.5 has some approximations (such as assuming 
the Nal crystals are identical in geometry and performance to those used to compile 
the textbook data), and does not account for attenuation of the 7-rays in the target. 
Hence, those results were obtained simply for reference and comparison with the 
direct measurement.
Direct calibrations of the Nal detectors were obtained using calibration runs 
performed immediately after the end of the experimental beam-time, with sources 
of known activity. D ata were acquired over measured time periods (using a scale 
down on the trigger to reduce the effective dead-time of the data acquisition system 
to negligible levels) with the source on the upstream, and then 011 the downstream 
side of the target. The average between the upstream and downstream data rep­
resents gamma-rays from the centre of the target, thus accounting for the average 
attenuation due to the target material.
The data used for these calibrations correspond to four 7-rays, from 133Ba (302 
keV and 356 keV) and 60Co (1173 keV and 1333 keV). For each of the runs, the 
peaks due to these 7-rays were fitted, with a suitable background, and the area 
of each peak was extracted. Then, using the scale-down factor, the run-time, and 
averaging between the upstream and downstream source positions, the measured 
rate of photo-pealc detection for each 7-ray was obtained. The geometric efficiency 
was divided out (in order to later correct for the effect of relativistic focussing on the 
efficiency), giving a measured intrinsic photo-peak efficiency for these 7-ray energies, 
for the carbon and lead targets, for each detector. These points were fitted using 
the form of Equation 4.24 (where E  is the 7-ray energy), as shown in Figure 4.27
£ — — j-,2 t  +  &3 (4.24)0,\E -j- 0,2
For the relevant energies of the Doppler shifted 320 keV 7-ray, a total photo­
peak efficiency was extracted for each target, for each detector. This was then
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used in conjunction with the effective geometric efficiency (accounting for relativistic 
focussing) to give total efficiencies for each detector for detecting the Doppler shifted 
320 keV 7-ray from n Be, as in Table 4.6.
Detector
Number
^Intrinsic p h to p e a k (% ) £  A bsolute photopeak ( % )
c Pb c Pb
1 67.5 54.4 0.572 0.461
2 41.2 39.0 0.821 0.777
3 73.7 56.6 0.423 0.324
4 51.7 47.8 1.701 1.573
All - - 3.512 3.135
Table 4.6: Intrinsic and absolute full-energy peak efficiencies for the Doppler shifter 320 
keV 7 -ray from 11 Be, as deduced from in situ measurements with calibrated sources and 
accounting for relativistic focussing. Effects due to attenuation in the (183 m g/cm 2) C 
and Pb targets (see Section 3.11) are included.
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Fit to Gamma-ray Efficiency Measurements
Detector 1
Gamma-ray Energy (keV)
Figure 4.27: Plot of measured intrinsic photo-peak efficiencies at different 7 -ray en­
ergies, for detector N a ll and the (183 m g/cm 2) carbon target. The data points are 
averaged between upstream and downstream positioning of the source, to account for 
the attenuation in half the target thickness. A fit is shown, of the form in Equation 4.24, 
to enable calculation of efficiencies for the 320 keV 7-ray, at its Doppler shifted energy 
for N a ll.
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4.7 Beam  Particle T im e of Flight Calibration
During the experiment, two measurements of the time of flight of each beam particle 
were made. The first was a direct measurement, using the fast signal from the PPAC 
as the start, and the delayed signal from a Micro-Channel Plate detector (MCP), 
located approximately 20m upstream of the target area. This gave a direct time of 
flight measurement, but with a low overall efficiency. The second was an indirect 
time of flight measurement, utilising the PPAC and the HF signal from the cyclotron. 
This is not a direct measurement, since it effectively measures the time relative to 
the time when the the beam hit the production target, and then truncates it to 
the (shorter) period of the cyclotron. Wrap-around between periods is a potential 
problem. As the only detector this measurement relies upon is the PPAC (which 
is required to be present in all triggers), it has effectively a 100% efficiency. The 
PPAC-HF time of flight must be cross calibrated from the PPAC-MCP time of flight.
4.7 .1  P P A C  - M C P  T im e C alibration
It would be simple to calibrate the PPAC-MCP time of flight spectrum if the distance 
between the detectors was known. However, this distance was known only to 0.5 
metre accuracy and a somewhat extended approach was taken. The dispersion 
of the spectrum was calibrated by adding a 10ns delay on the TAC stops, and 
measuring the shift in the peaks. It was found to be 15.75 channels/ns. Knowing 
the dispersion of the spectrum, and knowing the velocities of the various species in 
a ‘cocktail5 beam (as calculated from the magnetic rigidity using the LISE 6.3.36 
software), it is possible to fit the data using the expression in Equation 4.25, where 
d is the distance between the MCP and the PPAC (cm), and t0 is the offset in time 
(ns).
Vi =  (4.25)
Centroids for various isotopes in three ‘cocktail5 beam runs were measured, and 
plotted against their corresponding calculated velocities. A fit to the expression
4.7. BE AM  PARTICLE TIM E OF FLIGHT CALIBRATION 111
in Equation 4.25 was made, as shown in Figure 4.28. The fit resulted in the co­
efficients d — 21.31m and t0 = 344.5ns, and this was consistent with the previous
measurement of the distance.
Calibration of PPA C-M CP Time of Flight
Fit of d/(t0-t) , yielding d = 21.31 m and t0 = 344.5 ns
Unknown offset -  PPA C-M C P Time of Flight (ns)
Figure 4.28: A plot of raw PPAC-MCP time of flight for many isotopes in three 'cocktail' 
beams, against the calculated velocity using LISE 6.3.36 software. A fit is shown, yielding 
the coefficients d =  21.31m and t0 = 344.5 ns, being the distance between the detectors, 
and the offset in time. The PPAC-MCP time of flight measurement is reversed (due to 
the direction relative timing of the two signals in the electronics), resulting in a positive 
gradient in the plot.
4.7 .2  PP A C  - H F V elocity  C alibration
The PPAC-HF data can be calibrated in terms of velocity by cross calibrating with 
the directly measured PPAC-MCP velocity. This calibration was required to be 
accurate only for the incident beam particles of interest, for which the velocities 
were all in a small range, spanning 8.5 - 8.7 cm/ns. Over this range, the velocity 
was essentially linear in flight time, thus the calibrated PPAC-MCP velocity was 
plotted against the raw PPAC-HF signal (as in Figure 4.29) and a linear fit was
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made to the data. This calibration now allows event-by-event correction for the 
spread in the energies of the beam particles, and allows gating on the time of flight 
to reject events induced by unwanted species in the beam. The effect of this gating 
can be seen by examining Figure 4.30, which shows a particle identification plot 
before and after gating on the time of flight (other features of the particle ID are 
discussed in Sections 4.8.3 and 4.8.5).
Cross Calibration of the PPAC-HF Velocity Measurement 
Linear Fit
Figure 4.29: Cross calibration of the PPAC-HF measurement of beam particle velocity 
from the calibrated PPAC-MCP velocity. The error bars represent the FW HM  of the 
measurements in PPAC-MCP velocity at each value of raw PPAC-HF signal.
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Figure 4.30: Effect of gating on the time of flight to remove unwanted species in the 
beam: (a) before gating on the time of flight three beam species can be seen in the plot 
(as mono-energetic spots), (b) after the time of flight gating, the spots due to 6He and 
15B are removed, leaving just 12Be and its reaction products.
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4.8 Charged Particle Identification and Efficiency
All events in the channel of interest were selected according to the requirement 
tha t there was only a single charged particle identified in the telescope, and (for 
neutron-coincidences) th a t only one DeMoN module contained data identified as a 
neutron. The events not satisfying these conditions were rejected. Many of these 
rejected events were observed to fail the selection criteria due to effects arising in the 
operation of the detectors and the data acquisition system. Thus, their frequency 
of occurrence (and cause) should be understood, in order to confidently correct for 
lost but genuine events in cross-section calculations. To examine these events, and 
to gain an estimate of the likelihood of their occurrence, the events with a PPAC4. 
trigger were selected. These represent a random sample of beam particles, unbiased 
by trigger requirements such as a DeMoN module or Nal detector firing.
4.8.1 Charged P article M ultip lic ities
For each PPAC4. event, the apparent multiplicity of hits in each detector type was 
stored. The numbers of events of each multiplicity are expressed in Table 4.7 as a 
percentage of total PPAC^ events.
The first point to note from Table 4.7 is that, surprisingly, ~  20% of events have 
no hit in the Csl array. Close examination of the data shows tha t for the majority 
of these events, the silicon detector ADCs contain data which is perfectly consistent 
with an unreacted beam particle having entered the telescope, but then all the Csl 
ADCs contain zeros. This indicates th a t either the Csl ADCs were failing to  read 
and/or digitise the amplifier signal, or these events have somehow been corrupted. 
There is nothing tha t can be done to recover these events, but their loss must be 
corrected for when calculating cross-sections.
A plot showing the sum of the energies of all the hits 011 the front Silicon detector 
against the sum of the energies of all the hits on the back silicon detector (see Figure 
4.31) provides a simple means to identify events with different multiplicities in each
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Detector Combination Multiplicity Percentage of Events
SijFYoni 0 1
Si Back 0 1
Csl 0 21
Si Front 01 Si Back 01 Csl 0 21
Si-Front and SiBack and Csl 0 0.7
Si-Front and SiB£2Cfc 0 0.8
SiFront >2 5
Si Bach >2 3
Csl >2 3
Sipront or SiBacfc or Csl >2 9
S i F r o n t  and SiBack and Csl >2 0.4
Si Front and SiBQCfe >2 1.2
Sfyront 01 SiBac/. >2 7
Table 4.7: Event multiplicities in terms of percentage of PPAC+ events.
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Figure 4.31: Plot of the summed energies in all the strips on the front silicon detector 
against the summed energies from all the strips on the back detector.
detector. The clearest feature of the spectrum (after single hits) is the random pile- 
up of multiple beam particles in one event. The sources of events in this spectrum 
can be clarified by selecting events with a specified number of strips hit in each 
detector.
Figure 4.32 has the requirement tha t precisely 2 strips fired in each silicon de­
tector. The brightest spot is due to two genuine beam particles hitting two separate 
strips in each silicon detector. The bottom-left spot is due to double charge-sharing 
events, where a single beam particle hit both detectors near strip edges, thus produc­
ing a signal on two adjacent strips on each detector, the sum of which corresponds 
to the total energy deposited by the particle. For comparison, Figure 4.33 has the 
requirement of a single strip firing on both silicon detectors.
A number of features can be seen in Figure 4.31. The bright spot lying roughly 
on the 45 degree line is caused by the approximately mono-energetic 12 Be beam 
particles. A locus runs through this, curving toward greater energy loss in the back
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Multiplicity 2-2
Figure 4.32: For events where precisely two strips fire in each silicon detector, the sum 
of the energies in the two strips on the front silicon detector is plotted against the sum 
of the energies in the two strips on the back detector.
silicon detector. This corresponds to reaction products that comprise isotopes of 
beryllium at different energies - the greater energy loss signals corresponding to 
lower energies. Similar loci can be seen at lower Si signals, corresponding to Li 
and He isotopes. The shorter lines extending from the main beam particle events 
to lower silicon energies correspond to channelling events (where a charged particle 
travels nearly parallel to the plane of the silicon crystal, depositing less energy in the 
detector). The lines are due to channelling in the back (horizontal line) and front 
(vertical line) detectors. Where there has been channelling in the front detector, 
a slight effect is evident on the energy deposited in the back detector. The line 
extending at 45f i r e  from the main beam spot (and stopping abruptly at twice 
the signal of the beam particles in both detectors) corresponds to pile-up events 
where two beam particles pass through a single strip in both detectors, within the 
ADC gate, causing two pulses to be amplified. This gives a continuous range of
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Figure 4.33: For events with a single hit in each silicon detector, a plot of the energy 
in the front silicon detector against the energy in the back detector.
signals, dependent on the separation in time of the two signals (closer signals giving 
a greater overlap, and higher pile-up), from the magnitude of a single signal to twice 
its magnitude. The lines extending horizontally and vertically from the main spot 
to higher energies are due to pile-up in a single detector. They are linked with 
the bold horizontal and vertical lines in Figure 4.34 (a) and (b) respectively, which 
shows events which register 2 hits in one detector, and one hit in the other. They 
are both due to the same mechanism (i.e. pile-up), and the difference between the 
two is the timing of the two hits relative to the ADC gate, as discussed below.
For pile-up events at the far right of the bold line in Figure 4.34 (a), two beam 
particles are incident almost simultaneously on the silicon detectors. They pass 
through two separate strips in the front detector, and the same strip in the back 
detector, their proximity in time yielding the maximum magnitude pile-up signal. 
These events register as a single (pile-up) hit in the back detector, and a double hit 
in the front detector, and hence appear in Figure 4.34. As the separation in time of
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Figure 4.34: For events where (a) two strips fire in the front silicon detector, and a 
single strip fires in the back silicon detector, and (b) vice versa. The sum of the energies 
in one silicon detector is plotted against the sum in the other.
these two particles is increased, the magnitude of the pile-up in the back detector 
decreases, but the full energy signal is maintained in the front detector, as two 
separate strips were hit. At a certain point, the peak due to one of the particles falls 
outside the common ADC gate and is not digitised, but a small pile-up effect is still 
seen in the back detector, due to the finite pulse width. Such events are recorded as 
a single hit in the front detector (with the energy corresponding to single hit), and 
a single hit in the back detector, with a pile-up signal, and appear in Figure 4.33.
4.8.2 Charge Sharing
By selecting only those events which correspond to two hits in one silicon detector, 
and one in the other, charge sharing events are highlighted (in Figure 4.34 these 
events appear as the most intense peaks in (a) and (b)). Plotting the X - Y  position of 
such events, as shown in Figure 4.35, produces clear confirmation tha t the majority
4.8. CHARGED PARTICLE IDENTIFICATION AND EFFICIENCY 120
of such events do come from charge sharing, as the edges between the strips are 
highlighted. This also acts as a check on the 32 independent position calibrations 
of the strips, as any errors in the calibration would result in the poor alignment of 
sections of the grid.
39 i 1
21 Silicon XY Plot
28
27 -----
X Position (mm)
Figure 4.35: Plot of X - Y  Position on the silicon detectors, for events where 2 strips 
contain data in one silicon detector, and only one strip contains data in the other 
detector. This reduces the component from genuine multiple hits, leaving a clear picture 
of the location of charge sharing events, falling at the edges of strips.
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4.8 .3  Energy Loss C onsisten cy  M easurem ents
Returning to the main case of present interest, namely the single hit events in the 
A E i  vs A E 2 plot (Figure 4.33) (as discussed in Section 4.8.1), it was possible to 
identify the regions where events such as pile-up and channelling appear, which are 
clearly different from the dominant ‘good’ events. The good events are characterised 
by a consistent energy loss measurement in the two detectors. The effect on the PI 
plot of gating only on the ‘good’ events in the A E i  vs A E 2 plot can be seen in Figure
4.36, where a particle identification plot is shown with and without this gating. The 
gated plot is dramatically cleaner in terms of general background.
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Figure 4.36: Effect gating on ‘good’ events in the A E\ vs A E 2 plot (Figure 4.33) to 
remove pile-up and channelling events: (a) before gating and (b) after gating.
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4.8 .4  P ID  Spectrum : R eactions in th e  C sl D etectors
The data in Figure 4.36 show that excellent separation in Z  and A  was achieved for 
ions up to and including boron. These data are for 12Be incident on a carbon target. 
The plot includes all bound isotopes of He, Li and Be except (probably) 14Be. The 
most obvious other feature in the PI plot is the contribution from misidentified 
particles from the very intense 12Be beam. There are clear remnants of pile-up and 
channelling. Note tha t the Csl pile-up may include optical pile-up due to afterglow 
scintillation. In addition, there is a large horizontal band extending to lower Csl 
energies. This corresponds to 12Be nuclei th a t undergo nuclear reactions in the 
Csl detectors as they are slowed. Various factors contribute to the reduction in 
the signal for these events, including the the loss of neutrons and 7-rays from the 
reactions. This component of the spectrum is inevitable with a zero degree telescope. 
Since it unfortunately (but inevitably) overlaps with the particles of interest from 
neutron knockout, procedures were developed to deal with background subtraction 
based on target-out running. These involved a one dimensional particle identification 
parameter (PID) calculated from the A E  and E, which is discussed in the following 
section.
4.8.5 C reation o f a P article Identification  Param eter
Due to the need for background subtraction, rather than setting 2D ‘banana’ gates 
around each isotope on the PI plot, it is more reliable to define a 1 dimensional PID 
parameter. This ensures consistency between target-in and target-out running. A 
suitable measure for the PID is to take the shortest distance (on the 2D plot) for 
each event relative to a chosen locus. For the purposes of this analysis, 11 Be was 
chosen, as the isotopes of interest are 10,11,12Be.
Points along the n Be loci in the PI plots for the front and back silicon detec­
tors were measured, and fitted with a polynomial. Then, event by event, the PID 
parameter was defined as the perpendicular (i.e. shortest) distance to this line, by 
stepping along the reference line and calculating the distance from the event at each
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C sl + Back Silicon Detector PID
Figure 4.37: Particle Identification (P ID ) spectrum using the back silicon detector. 
Only those events with energy loss greater than that of the incident beam particles are 
included, to avoid events corresponding to reactions in the Csl detector. This allows the 
PID range corresponding to each isotope of beryllium to be identified. This plot for the 
front silicon detector is virtually identical.
point, until a minimum was found. The information of the event being above or 
below the locus was retained, in order to distinguish between events due to higher 
and lower mass isotopes. The resultant PID spectrum, selecting only those events 
where the A E  lies above the reactions in the Csl (for clarity), are shown in Figure
4.37.
It has been found tha t an improved separation can be achieved by plotting the 
PID parameters from the two silicon detectors against each other, as shown in Figure
4.38. It can be seen tha t by projecting at an angle of about —45°, the separation 
between the isotopes is greater than  by projecting onto the x  or y  axes. Projecting 
at —45° is equivalent to summing the two PID parameters, and the improvement 
is an example of the Central Limit Theorem. Any improvement in resolution with 
deviation from this angle would reflect a difference in the resolution between the
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Back PID -  Front PID
3 0 -----------
27 ----------
2 6 ----------
Back Silicon PID (a.u.)
Figure 4.38: Plot of PID parameter using the back silicon detector against that using 
the front silicon detector. The bright spots on the 45° line are 9’10’12Be, reading from 
left to right (with weaker spots for 11 Be and 7Be), and the boron isotopes appear at 
the top-right. The separation between isotopes is improved using a —45° projection, 
compared to either signal independently.
two individual PID parameters. The resultant PID is shown in Figure 4.39, where 
the improved resolution can be seen when compared with figure 4.37 (especially in 
the case of 11 Be). All further analysis uses a PID combined in this manner.
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PID from Combination of Front and Back Detector
PID parameter
Figure 4.39: Particle Identification plot, for the combined PID parameter using both 
A E  detectors, as described in the text. Only those events with energy losses greater 
than that of the incident beam particle are included, to avoid events corresponding to 
reactions in the Csl detector, and thus clearly identify the PID range corresponding to 
each isotope of beryllium.
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4.8 .6  Target Thickness C alculations
It is possible to measure the target thickness by comparing two runs with the same 
spectrometer setting, one with target-in and one with target-out. By plotting the 
total energy of the beam particles (i.e. the sum of the Csl energy, and the energy 
deposited in the two silicon detectors) for these two runs, the difference is a direct 
measurement of the energy loss in the target. Confirmation tha t there has been 
no drift in the settings of LISE 3 can be achieved by checking the consistency of 
the time of flight measurement of the beam particles. The target thickness was 
calculated from the energy loss, by using the LISE 6.3.36 software, for the three 
targets used, as given in Table 4.8.
Target Target Thickness (mg/cm2)
Carbon 1 183
Carbon 2 109
Lead 552
Table 4.8: Measured thicknesses of targets employed in the present experiment.
4 .8 .7  M easuring th e  N um ber o f Incom ing P articles
For approximately the first half of the experiment, the number of incoming particles 
was recorded only via scalers (from the scaled down PPAC trigger), which were 
written to tape at regular short intervals. Thus, at the end of each run, reading 
off the total scaled down PPAC number, and multiplying by 100 (the scale-down 
factor) gives the total number of incoming beam particles for tha t run. In order to 
calculate the number of beam particles of interest, it is possible to measure the ratio 
of the desired species in the beam to the to tal beam flux by examining the time of 
flight spectrum. Thus, the number of incident beam particles of the desired species 
can be given as:
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JV,2Be =  PPACL x 100. (4.26)
Ntotal-ToF
For the second half of the experiment (throughout running with the 12Be beam) 
the triggers were input into TDCs, to give an event-by-event record of the trigger 
type. Additionally, the acquisition system wrote a trigger word for each event, but 
this was believed to be unreliable due to corruption as a result of high levels of noise.
4.8 .8  Total C harged P article Efficiency
The complete measurement and identification of charged particles has an overall 
efficiency tha t reflects the various sources of loss discussed above. A measure of 
the total efficiency of the charged particle analysis has been performed using the 
unbiased sample of 12Be beam particles provided by the PPACT trigger. Only 
events which pass all of the requirements tha t have been applied are incremented in 
the PID spectrum. Measuring the number of 12Be particles tha t fall within the 12Be 
PID gate for PPAC.;. events, and dividing this by the measured number of incident 
12Be particles, gives the efficiency for correctly detecting 12Be (as the fraction of 12Be 
ions tha t react in the target is comparatively negligible). All of the requirements 
and cuts applied for 12Be are similarly applied to 10Be and n Be, so this factor is 
also valid for these isotopes. The charged particle efficiency Eqp may be expressed 
as
eop =  (4.27)
Ai2Be
where TVi2Be_pID is the number of 12Be ions in the PID, and iVi2Be is the number 
of incident 12Be, as defined in Equation 4.26. This efficiency factor is around 50%, 
and varies by a few percent from run to run.
The low value of this efficiency can be understood in detail, essentially at a 
quantitative level, in terms of the effects discussed in earlier subsections. The main 
loss mechanisms are the loss of Csl signals (21%, due to an acquisition problem 
in this particular experiment) and pile-up with a random beam particle within
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the gating time of the data acquisition system. Smaller contributions come from 
channelling, charge charing and actual pulse pile-up.
4.8 .9  Background Subtraction  o f th e PID
Having obtained, run by run, the charged particle efficiencies (ecp ) and the number 
of incident particles of interest (iVi2Be), the PID spectra for target-in and target-out 
running were scaled to allow for their respective ecp  values, and the target-out PID 
was normalised to the target-in, according to the ratio of incident beam particles. 
The PID for PPAC4- triggers is shown for a target-in (183 m g/cm 2 carbon target) 
and a target-out run with a 12Be beam, scaled for efficiency and number of incident 
particles, in Figure 4.40. To the extent th a t the reaction probability is negligible 
(< 1% per barn), this spectrum simply shows the response to beam particles. The 
equality of the two histograms shows the high accuracy of the charged particle 
counting.
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PPACT Particle Identification Plot
PID Parameter
Figure 4.40: Particle Identification parameter plot for P P A C ^  triggered events only, 
showing the target-in data, and the scaled target-out data. The close agreement vali­
dates the efficiency corrections and beam scaling.
Particle Identification Plot
PID Parameter
Figure 4.41: Particle Identification parameter plot for events of all triggers, showing the 
target-in data, and the scaled target-out data.
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Applying the same scaling to all events recorded on tape, for all triggers, results 
in the particle identification plot shown in Figure 4.41. This is dominated by events 
with a PPAC®DeMoN trigger, and as a result there is an excess of counts in the 
10Be region of the PID. Note, however, that most of the triggers arise from random 
coincidences between incident beam particles and 7-rays from the room background.
Figure 4.42 shows the PID spectrum gated on a 7-ray in a Nal detector, with the 
energy of the Doppler shifted 320keV transition in 11 Be. Data for scaled target-in 
and target-out runs are shown, together with the background subtracted PID (i.e. 
the difference between the target-in and target-out spectra). A clear excess of counts 
can be seen in the region of 11 Be. The smaller peak corresponding to 10Be is due to 
Compton scattered 7-rays from 10Be which produce signals within the region of the 
Nal energy spectrum corresponding to the Doppler shifted 320keV 7-ray.
PID gated on 320keV y-ray
0 100 200 300 400
PID Parameter
Figure 4.42: Particle Identification plot, gated on a 320 keV 7 -ray, for 12Be + C running. 
The PID parameter ranges corresponding to 10>11»12Be have been indicated.
Figure 4.43 shows the PID spectrum gated on neutrons of En >  10 MeV, for
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target-in and target-out runs, together with the subtracted data. After background 
subtraction, it is clear tha t the majority of neutrons are in coincidence with 10Be. 
There is some yield in coincidence with 11 Be and 9Be. The tiny vestige of the 12Be 
beam peak is due to random coincidences, since no fast neutrons are likely to arise 
from the target nucleus.
PID gated on a neutron in DeMoN
P ID  P aram eter
Figure 4.43: Particle Identification parameter plot gated on a neutron in DeMoN, with 
En >  10 MeV. The PID parameter ranges corresponding to 10,1142l3e have been indi­
cated.
4.8 .10 Check of N eutron  C ut and Background Scaling
Using the scalings that have been calculated from the PPACT PID analysis, the 
neutron energy spectrum can be background subtracted, as shown in Figure 4.44. 
The slow neutron peak can be seen to originate from the Csl (mostly neutrons 
coming from nuclei in the Csl crystal) and the broad distribution in the target-out 
spectrum is due to neutrons from the 12 Be produced in reactions in the Csl. The
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plot gives further justification for the 10 MeV neutron cut, and the distribution of 
neutron energies centred about the beam velocity (39 MeV/u at the target centre) 
gives further evidence that the correct scaling has been calculated for the background
subtraction. Neutron Energy Spectrum
Neutron Energy (MeV)
Figure 4.44: Neutron energy spectrum for 12Be on a carbon target, for the target-out 
running, and the resultant background subtracted spectrum (using the scaling calculated 
from the PPAC^ PID analysis). Neutrons from reactions in the target are seen to be 
peaked at the beam velocity of ~39 MeV/u.
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4.9 Cross Sections Calculations
4.9.1 N eutron  A ngular D istributions
To produce an exclusive neutron angular distribution, the number of neutrons that 
were detected in each DeMoN module in coincidence with the charged particle of 
interest were counted. The angle to each detector was calculated, knowing the 
locations in x, y and 2 relative to the target.
The solid angle subtended by each detector (with circular cross section presented 
to the target) is then given by:
where d — distance to detector (including the average interaction depth for neu­
trons of '-MO cm [71]) , and a = radius of the detector.
The number of counts in each detector was then divided by the solid angle 
subtended by that detector, normalising the detectors at various distances, giving 
data in terms of the number of counts detected per steradian. Plotting this against 
the polar angle to each detector results in a neutron angular distribution jjjl in the 
laboratory frame.
4.9.2 C alculation of Cross Sections
In order to calibrate the cross sections (differential or integrated), from the number 
of counts to a cross section in barns, a conversion factor (K ) was used. The factor 
K  accounts for the integrated number of beam particles, the number of scattering 
centres in the target and the efficiencies. For example, in the case of the neutron 
angular distribution, Equation 4.28 was used.
do _ jy-dN 
d D = dLL (4.28)
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where
K  = +   (4.29)
NiNtciC2
In Equation 4.28, N{ is the number of incident particles (i.e. n Be or 12Be in 
the case of this experiment), Nt is number of target particles per unit area, ci is 
the intrinsic efficiency of a DeMoN module and c2 is the efficiency of the tracking 
detectors.
The number of target particles can be calculated as:
Nt = — mt, (4.30)
mA
where NA is Avagadro’s Number, mA is the mass of 1 mole of target material (g) 
and mt is the mass per unit area of the target (g/m2). Thus, the differential cross 
section with angle is (where the 10~28 converts from m2 to barns):
+  = _______^ (4.31)
dC NimtNAciC2 x 1 0 " 28 dC K }
4.9.3 In teg rating  N eu tron  A ngular D istribu tions
In order to extract the total cross sections from the neutron angular distributions, 
calibrated in differential cross section the distribution is fitted with a suitable 
function (in many cases, a Gaussian or a Lorentzian is a good representation). This 
is subsequently integrated, as in Equation 4.32.
a=iiSidn=rSisin0cw ( 4 -3 2 )
4.10 R econstructions
4.10.1 Energy Loss C orrections
The reactions happen at random depths in the target (a property which is not 
measurable event-by-event), so on average they occur half-way through the target. 
The velocity for the incoming beam particle (measured from the PPAC-HF time of
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flight) was corrected for the average energy loss (i.e. the energy loss of the beam 
particles in half the target thickness, calculated using the LISE 6.3.36 software). 
The charged particles detected in the telescope will also, on average, have traversed 
half the target thickness. The LISE 6.3.36 software was used to calculate the average 
energy of these particles at the centre of the target that results in the average energy 
measured in the telescope. This average energy loss in the second half of the target 
was subsequently added to the measured energies event-by-event. No correction was 
necessary for the neutron energies due to their lack of charge.
4.10.2 Velocity Vectors for th e  B eam  Particles
The direction of the beam particle’s velocity vector was measured using the drift 
chambers, where a measurement of x and y for the beam particle was made at two z 
locations (corresponding to the centres of the two drift chambers). Thus, the vector 
joining the points in space where the beam particle’s location was measured is:
^ x2 -  Xi ^
= B P  (4.33)
This vector can be normalised to a unit vector, where:
V2~yi
\ z2 ~ z1 )
Normalisation Constant — nBp — \j{BP£ + BP£ + BP*)*1 (4.34)
B~Pn = Hep  x B P  (4.35)
A similar vector can be produced, to represent the velocity of the charged particle 
detected in the telescope. In this case, the components of the vector are the difference 
between the coordinates of the beam particle on the target, and the coordinates of 
the detected charged particle in the telescope. The vector is then:
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Which again can be normalised to a unit vector:
Normalisation Constant =  ncp — \J{CP2 + CPfj + C P 2)~l (4.37)
CPn = nCP x C P  (4.38)
For each event, the magnitude of the velocity vector for the beam particle has 
been obtained by the time of flight measurement, and corrected for energy loss in 
the target. Thus, the velocity vector for the beam particle is:
vpp = Vbp x BPn (4.39)
4.10.3 C alculation of th e  M agnitude of the  Velocity Vector
for th e  D etected  C harged P article
The kinetic energy of the charged particle is given as the sum of energies detected 
in the telescope, minus the average energy loss in the second half of the target:
Etotal — E sn  +  Esi2 +  E csl — Etarget (4.40)
Due to the relativistic velocities of the particles, their velocities must be calcu­
lated from their energies relativistically. Thus, where m0 is the rest mass of the 
detected particle:
E  = me2 =  7 m0c2 =  Etotai + m0c2 (4.41)
and hence
7  =  + 1 (4.42)
m0
and the velocity is given as
Ulab 1 -  7  I c2 (4.43)
Finally, the velocity vector is given by:
Vlab = Vlab'CP (4.44)
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4.10.4 Conversion from  th e  labora to ry  fram e to  th e  M ean 
Beam  Fram e
As the beam particles, and subsequently all charged particles and neutrons of in­
terest, have velocities of the order y 3 of the speed of light, the reconstructions were 
performed using relativistic kinematics. In order to account for relativistic effects 
in one step, a mean beam particle reference frame was defined as having a velocity 
travelling along the z axis with the magnitude close to the average beam parti­
cle velocity. The velocity vector in this reference frame is expressed in Equation 
4.46 in terms of the velocity components in the laboratory frame (vXi vy and vz). 
Thus, having relativistically transformed the velocity vectors of the beam particle, 
the detected charged particle and the neutron to this frame, subsequent kinematics 
calculations can be treated classically.
Ofbeam p.
-beam
(4.45)
\ /beam  /
V b e a m  fram e
b^eam ) 
C 2  ). ( a
  (  V s2L b e a m  |
© b^cam
(a b^eam )
(4.46)
> /
4.10.5 M om entum  D istribu tions
By transforming the vectors of the particle detected in the telescope and the neutron 
into the centre of mass frame of the beam particle, the momentum of the 10Be and 
the neutron in the 12Be reference frame can be calculated. The resultant momen­
tum distributions measured will have three components - the natural width of the 
distribution, a width due to the resolution of the detection system, and a width due 
to energy straggling (in P z ) and multiple scattering (in Ptrans)- The natural width
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of the momentum distributions is of interest, so it is important to have a measure 
of the widths of the latter two effects.
This can be achieved by measuring the parallel and transverse momentum dis­
tributions for the beam particles as detected in the telescope, in the centre of mass 
reference frame of the incident 12Be particle. This was determined event-by-event 
from the time of flight measurement of the beam (\v\) and the directional informa­
tion from the drift chambers. If there were no target present, and the energy and 
position measurements of the particles were exact, then this would appear as a delta 
function at 0 in p§ and p± . Measuring the widths of the momentum distributions of 
beam particles with no target present indicates the resolution of the detection sys­
tem, whereas the widths with a target present gives the combined effect of detector 
resolution and target effects.
The FWHM of the measured transverse momentum distributions with and with­
out a target present were 24.1 MeV/c and 39.6 MeV/c, respectively (as shown in 
Figure 4.45). For the longitudinal momentum distributions, these widths were 20.4 
MeV/c and 26.2 MeV/c respectively. These values compare with the momentum of 
the 12Be at the target centre of ~3290MeV/c, which give longitudinal and transverse 
widths as 1 .2% and 0.8% of the momentum in the laboratory frame.
The widths of the distributions due to target effects (which are largest in the 
transverse case) were obtained by subtracting the target-out width from the target 
in width in quadrature,
Ptarget Ptarget—in Ptarget—out (4.47)
4.10.6 R elative Energy S pectra
Having the velocity vectors for both of the decay particles in a two body breakup, 
it is possible to reconstruct the excitation energy spectrum of the parent particle, 
by reconstructing the relative energy spectrum of the breakup products, as:
E q x — Erei Q (4.48)
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Transverse Momenta of D etected Be
Transverse Momentum (MeV/c)
Figure 4.45: Measured transverse momentum distributions for l2Be (detected in the
telescope) in the incident 12Be rest frame (from time of flight and drift chamber mea­
surements). The target out plot indicates the resolution of the detection system (FWHM 
=  24.1 MeV/c), and the target-in plot indicates the effective resolution due to multiple 
scattering in the target (FWHM =  39.6 MeV/c).
where Eex is the excitation energy of the parent particle, Q is the breakup Q 
value, which describes the energy difference between the initial and final states of 
the system, and Erei is the relative energy between the breakup fragments, which is 
given by:
Erel =  7) I1 \v rel\
In Equation 4.49, p is the reduced mass of the system, which is given by:
777.17712
F =
7711 + 7712
(4.49)
(4.50)
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where mi and ra2 are the masses of the breakup fragments. Figure 4.46 is a schematic 
representation of two possible examples of the breakup of n Be following 1-neutron 
knockout from 12Be. In the figure, vi2Be represents the initial velocity of the 12Be, 
which loses a neutron via knockout on the target. The n Be residue, in an unbound 
resonant state, breaks lip to 10Be + n, with the velocities vioBe and vn respectively, 
from which the relative velocity is calculated.
Figure 4.46: Velocity vectors for two possible examples of the breakup of n Be, from a 
12Be beam, into 10Be -1- n.
4.10.7 A rithm etic  Velocity Difference
By restricting the acceptance of the neutron velocity to small angles (in the current 
analysis, by selecting neutron detectors with 0 < 4.5° from the optic axis), the 
breakup can be restricted to be close to collinear with the optic axis, as shown in 
Figure 4.47. Two possible examples of breakup are shown (vc,vn) and (vc’,vn5), 
where the neutron falls just within the acceptance of the neutron detectors. The 
vectors vn and vn’ (vc and vc’) are the velocity vectors of the neutron (core) in 
the centre of mass frame of the resonant particle. The vector vBe* represents the 
velocity of the resonant particle in the laboratory in both cases. The circle defines
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the radius of the velocity vector of the neutrons from breakup of a particular decay 
energy, in the centre of mass frame of the resonant particle.
Acceptance
AVD
Figure 4.47: A schematic vector diagram showing two possible examples of breakup 
for the AVD requirement, AVD and AVD’. The velocity of the resonant particle in the 
laboratory frame in both cases is vBe*.
If the neutron velocity vectors are long compared to the acceptance, they are 
restricted to breakup in a nearly collinear geometry. The Arithmetic Velocity Differ­
ence (AVD), is simply the difference in magnitude of the core and neutron velocity 
along the z axis, as shown in Figure 4.47, which results in asymmetric distribution 
about AVD = 0. In the current work, the AVD was defined as = |un| — |vc|). Events 
at positive AVD will correspond to the neutron vector pointing toward the detec­
tors, in the centre of mass frame of the projectile (and the core pointing away), 
and negative AVD corresponds the the opposite configuration. The resultant AVD 
spectrum will contain two peaks for a given decay energy, symmetric about AVD =
0. For smaller breakup energies (corresponding to reducing the radius of the circle
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in Figure 4.47),. a greater range of angles (in the centre of mass frame) will fall 
within the acceptance, and the peaks will correspondingly broaden shift to smaller 
AVD. Sufficiently small breakup energies will result in the full angular range being 
accepted, resulting in a single peak centred at AVD = 0.
The AVD spectrum will generally not be perfectly symmetric, as can be seen 
from Figure 4.47. The range of acceptance angles is smaller for neutron breakup 
in the backwards direction than in the forward direction, which results in the AVD 
spectrum having a greater intensity for positive AVD (using the definition AVD — 
l^ nI ~ be|) than negative.
An AVD spectrum was produced in this analysis (Section 5.4.9) as it provides 
an extra check of analysis procedures, and indicates the results which would have 
been achievable using a small acceptance array.
Chapter 5
R esults
5.1 1‘B e +  Pb Coulom b E xcitation
Data were acquired with a beam of n Be incident on a Pb target as a test of the 
experimental set-up, as explained in Section 3.1. Most importantly, this provided a 
high cross section for the production of 11 Be in it s first excited state via Coulomb 
excitation.
Offline, the data were filtered and coincidences were identified between 11Be in
the telescope (defined using the PID parameter in described in Section 4.8.5) and a
q-ray of 320keV in the Nal detectors (after Doppler correction, described in Section
4.6.2). The 7 -ray energy, gated on a 11Be in the telescope is shown, after background
subtraction according to target-out running, in Figure 5.1. This spectrum has been
calibrated in differential cross section using the full energy peak detection efficiency
(see Table 4.6), the number of incident particles and the number of scattering centres
in the target (as discussed in Section 4.9.2). The background remaining beneath the
320 keV peak is due to Compton scattered gamma-rays (of higher energy) depositing
approximately 320 keV in the detector. The first observation is that the detection
of these 7 -rays works very well. The Compton edge of the Doppler corrected 320
keV appears around 200 keV, and the full energy peak is well resolved. A fit to this
spectrum was performed, with a Gaussian peak and a polynomial representation
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of the background, in order to extract the cross section for production of the first 
excited state in 11Be from n Be + Pb. The cross section measured was 426(68) mb, 
where the error is dominated by uncertainty in the precise form of the background 
beneath the peak.
Background Subtracted Gamma-ray Spectrum
11Be + Pb -> 11Be + y
Gamma-ray Energy (keV)
Figure 5.1: The background subtracted, Doppler corrected 7 -ray spectrum in coinci­
dence with 11 Be, fo r 11 Be incident on a Pb target. The 320 keV 7 -ray is clearly evident.
A comparison between this measured cross section and the cross section deduced 
by Fauerbach et al [75] at MSU, 304(43) mb at an energy of 59 MeV/u, shows good 
consistency in terms of the fraction of the cross section predicted by a Coulomb 
excitation model [76]. The MSU result was found to be 81% of the expected value 
from (3-decay lifetime measurements. Scaling the cross section at 59 MeV/u, to 
the expected value gives 375 mb. The expected value at 43 MeV/u is 490(50) mb 
[77]. Extrapolating this to 39 MeV/u (the beam energy employed in the present 
experiment), yields a value of 519 mb. The cross section measured in the current 
experiment is 82% of this expected value.
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The consistency with the MSU data is of interest in light of a previous experi­
mental measurement of the cross section at 43 MeV of 191 mb [77], a value which 
is ~  40% of the expected value from lifetime measurements. The present result, at 
a lower energy than the 43 MeV/u measurement, yields a fraction of the expected 
value consistent with the findings of the MSU experiment and suggests that the 
cross section appears to scale as approximately as expected with beam energy.
5.2 n B e +  Pb Breakup to  the Continuum
Concurrently with measuring the Coulomb excitation of 11 Be on a lead target, the 
breakup o f11 Be was also measured by detecting 10Be in the telescope in coincidence 
with a neutron in the DeMoN array. These data were taken primarily as a test of 
the experimental set-up, as it provided a source of correlated neutrons and 10Be ions 
with a large cross section (due to the extended nature of the neutron halo in 11 Be, 
and the large size and charge of the target nuclei). The results are also of intrinsic 
interest, as there is a limited amount of information in the literature concerning this 
beam and target combination where neutrons have been detected.
Previous work using a beam of 11 Be at 41 MeV/u, incident on targets of Be, Ti 
and Au has been reported by R. Anne et al [78, 79] using an experimental set up 
(at GANIL) similar to the present experiment. The Be and Au targets were chosen 
to highlight nuclear and Coulomb induced reactions, respectively. Some difference 
could be expected in the comparison between reactions on the carbon target utilised 
in the current experiment, and the beryllium target utilised by R. Anne et al, but 
there should be relatively little difference in the Coulomb induced reactions from lead 
and gold targets (as there is only an increase in Z  of ^  1.5% between Au and Pb). 
The neutron detectors in the work of Anne et al were restricted to a single plane, 
but spanning a large angular range (0° - 97°). The DeMoN array in the current 
experiment was optimised for detecting neutrons from the breakup of 11 Be following 
1-neutron knockout from 12Be. Neutron decay from the state of interest (1.78 MeV
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in 11 Be) are restricted to a breakup cone of half-angle < 10°. Consequently, the array 
covered a smaller range of angles (0° - 32.5°) than the experiment of Anne et al, but 
had a much larger geometrical efficiency around 0 degrees (due to its approximate 
cylindrical symmetry and hence larger solid angle coverage in this region). The 
neutrons from the breakup of 11 Be on Pb are forward focussed (though to a lesser 
extent than for sequential breakup), and although this beam and target combination 
was not the main focus of the experiment, the favourable array geometry permitted 
the accumulation of statistics comparable with the experiment of R. Anne et al 
during the limited run time with the 11 Be beam.
Neutron Angular Distribution
11Be + Pb - > ’ °Be + n
Angle (degrees)
Figure 5.2: The background subtracted neutron angular distribution, in coincidence with 
10Be in the telescope, for 11 Be +  Pb. The data are shown compared to that taken by 
Anne et al [79] on Au, at 41 MeV/u. The error bars represent purely statistical error, 
and are smaller at large angles due to the larger number of detectors at high angles.
The neutron angular distribution in coincidence with 10Be, from reactions on a 
Pb target (after background subtraction) is shown in Figure 5.2. Background sub­
traction and efficiency corrections were performed as discussed in Section 4.9.1, and 
the differential cross section was calculated as in 4.9.2. Data from the experiment
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by Anne et al are also shown, taken at a similar beam energy (an average energy at 
the target centre of 41 MeV/u) on a gold target. The integrated cross section for 
this channel was obtained in the current work by fitting the distribution, as shown 
in the figure, and then integrating this over all solid angle from 9 = 0 to 32.5° (the 
widest angle covered by the array) as in Equation 4.32.
Target Energy
(MeV/u)
a (0° -  20°) 
(barns)
a (0° -  32.5°) 
(barns)
a (0° -  97°) 
(barns)
Pb 38.6 2 .2 1 (1 1 ) 2.51(13) -
Au 41 2.20(45) - 2.5(5)
Table 5.1: Comparison between integrated cross sections from the current experiment 
and that of R. Anne et al [79] for the breakup of 11 Be to 10Be ±  n on a Pb target. 
Errors in the data of Anne et al include a ±20% in addition to statistical errors.
The cross sections compare well with those of R. Anne et al [79], which are stated 
to be subject to an uncertainty in magnitude of ± 20% beyond the plotted statistical 
error bars (due to uncertainty in the absolute efficiency for neutron detection). 
The data from the current experiment are somewhat broader, but give a similar 
integrated cross section that is within the experimental error of the Anne et al data. 
The integrated cross sections (over three angular ranges) are compared with the 
data of Anne et al in Table 5.1. Direct comparison can be made between the figures 
integrated up to 20°. The cross section integrated over the full angular range of 
both arrays is also indicated.
The analysis of Anne et al reproduces their data with a forward focussed dis­
tribution from coulomb excitation, and a somewhat broader distribution due to 
diffraction. The total distribution is found to be narrow, corresponding to a nar­
row momentum distribution of the valence neutron, which is a signature of a halo 
wavefunction (ie large spacial extent). The large cross section is also evidence for 
the halo.
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10Be + n Relative Energy
nBe + Pb ->’°Be + n
Figure 5.3: The background subtracted relative energy spectrum for the reconstructed 
11 Be, from 10Be +  neutron, for "B e  +  Pb running. The data were scaled using the 
geometric efficiency curve obtained from simulations (Figure 5.40). The data are shown 
compared to the results of T. Nakamura et al [80], taken at the significantly higher 
beam energy of 72 MeV/u.
For the same data as included in the neutron angular distribution presented 
above, the relative energy spectrum for the 10Be + n is shown in Figure 5.3, in 
comparison with the results of T. Nakamura et al [80] (taken at a higher beam 
energy of 72 MeV/u, compared to 38.6 MeV/u in the present experiment). This 
is related to the excitation energy by a shift equal to the breakup Q value, as 
described in Section 4.10.6. In this case, the Q value is the single neutron separation 
energy for 11 Be, namely 504(6) keV. The data shown have been scaled event-by-event 
according to the DeMoN intrinsic efficiency curve (Figure 4.24), and corrected using 
the geometric efficiency curve (as a function of relative energy) for the array (shown 
in Figure 5.40 and discussed in Section 5.5). This yielded a total cross section of 
2.79(14) barns, where the error stated is purely statistical. Whilst this measurement 
of the cross section is (statistically) in agreement with the cross section measured
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from the neutron angular distribution (2.51(13) barns), they are derived from the 
same events, so they should agree precisely. As the fit to the neutron angular 
distribution is good (note that any discrepancy at small angles has a very small 
effect on the total cross section, due to the sin# weighting in Equation 4.32) it is 
likely that this difference of ~  10% is predominantly caused by inaccuracy in the 
geometric efficiency curve from the simulations. Consequently, a 10% systematic 
error is included in cross sections calculated using simulations.
The broad featureless form of this relative energy spectrum (which peaks at 
around 500 keV) is due to the excitation being to the 10Be +  n continuum, rather 
than via discrete states in 11 Be. The interaction is predominantly Coulomb, due to 
the high Z  target, and the excitation mode is predominantly E( 1).
5.3 n Be +  C Breakup
Data were also acquired for 11 Be incident on a carbon target, as a check of the 
system for knockout reactions. In this case, the cross sections are dominated by 
nuclear scattering, and correspondingly the cross sections are much lower. Both 
stripping and diffraction mechanisms will contribute. Reactions of 11 Be on a target 
of 9Be have been studied at GANIL [78, 79] and MSU [44]. The GANIL work 
was performed at a similar energy to the present experiment, and included neutron 
detection, and is discussed in more detail below.
5.3.1 N eu tro n  A ngular D istrib u tio n
The neutron angular distribution extracted for the exclusive channel 11 Be + C —> 
10Be +  n is shown in Figure 5.4. This distribution is noticeably broader than the 
corresponding distribution from the 11 Be + Pb run, shown in Figure 5.2. Due 
to the low charge Z  of the carbon target, the dominant reaction mechanism for 
this channel is the diffraction of the neutron from the 10Be core, or other nuclear 
excitation, rather than Coulomb excitation. The broad distribution is interpreted
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by Anne et al, according to the diffraction picture, as being purely a signature that 
the target is small.
Neutron Angular Distribution
”Be + C - > ’°Be + n
Angle (degrees)
Figure 5.4: The background subtracted neutron angular distribution, in coincidence 
with a 10Be identified in the telescope, for 11 Be +  C. The error bars represent purely 
statistical error, and are smaller at large angles due to the larger number of detectors.
The integrated cross section (over 0° -  32.5°) for this distribution was calculated 
to be 288(55) mb. However, the wide angular distribution of the neutrons from this 
channel results in a significant fraction of neutrons with angles beyond the coverage 
of the array in the present experiment. The values obtained by R. Anne et al using a 
beryllium target was 240(50) mb over the entire angular range of their array (namely 
0° — 97°), and 120(24) mb over the range 0° — 20°. The current work yielded a cross 
section of 250(50) mb for the range 0° — 20°. The fit to the distribution in the 
present work was tentatively extended to 97° for comparison with the data of Anne 
et al, giving cr(0° — 97°) = 308(61) mb. The error stated on this measurement is 
statistical only, and is subject to further uncertainty due to the large extrapolation. 
These cross sections are summarised in Table 5.2.
The angular distribution of R. Anne et al was described in terms of three com-
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Target Energy
(MeV/u)
a (0° -  20°) 
(mb)
cr (0° -  32.5°) 
(mb)
u (0° -  97°) 
(mb)
C 38.6 250(50) 288(55) 308(61)f
Be 41 120(24) - 240(50)
Table 5.2: Comparison between integrated cross sections from the current experiment 
with those of R. Anne et al [79] for the breakup of n Be to 10Be +  n on a C (or 9 Be) 
target. fSince a significant fraction of the neutrons are diffracted to angles beyond the 
coverage of the array (in the present experiment) a tentative extrapolation has been 
made to 97° for comparison.
ponents [78, 79, 43]. The main component [35], which describes the distribution 
beyond 10°, is diffractive scattering of the neutron. The other two components 
accounted for the discrepancy between the experimental data and the diffraction 
calculation, and were Coulomb dissociation (9 mb) and shake-off (16 mb). The 
latter mechanism [81] describes a core-target interaction leading to breakup of the 
projectile, with the valence neutron acting as a spectator.
Theoretical work by Bonaccorso and Brink [35, 36] yields a cross section for the 
exclusive 10Be + n channel from the breakup of n Be on a beryllium target as 230 
mb, at 41 MeV/u. In theoretical work by Tostevin et al [29] the cross section for 
elastic breakup was calculated using CDCC, Eikonal and DWBA approaches, for 
n Be on a beryllium target at 60 MeV/u. These yielded 115 mb, 127 mb and 185 
mb respectively. Here Tostevin et al note that the CDCC calculations predict the 
beam-like residues from stripping (with a slightly lower cross section of 98 mb) are 
generally confined to angles below 2°, and beyond this angle, the yield is dominated 
by elastic breakup events.
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5.3.2 R elative Energy S pectrum
The relative energy spectrum for n Be + C —> 10Be + n is shown in Figure 5.5. It 
has a similar underlying shape as the relative energy plot for 11 Be breakup induced 
by a Pb target (Figure 5.2). Again, the distribution peaks at around 0.5 MeV, and 
drops to zero intensity by around 3.5 MeV. In addition to this broad distribution, 
there is a peak close to Erei — 1.3 MeV, corresponding to the 1.78 MeV state in n Be. 
There is also evidence for a broader peak at just over 2 MeV, which could include a 
contribution from the J 7r — 3/ 2 ~ state in n Be. Other contributions may exist due to 
decay from the doublet in n Be just below 4 MeV. The small peak around 3.3 MeV 
would correspond to decay to the 10Be ground state, and some counts very near zero 
may correspond to the decay of the 3.96 MeV state to the first 2+ state in 10Be. 
All of these are very speculative, except the decay of the 1.78 MeV state, which is 
clearly evident. Thus, at least part of the cross section for the dissociation of n Be 
in this experiment arises from inelastic nuclear scattering, followed by sequential 
decay of the excited, unbound 11 Be nucleus.
The integrated cross section was measured from this spectrum using the geo­
metric efficiency curve obtained in Section 5.5.1 from simulations. It was measured 
to be 324(74) mb, where the error includes both the statistical error and a 10% 
systematic error due to uncertainty in efficiency curve.
5.3.3 R estrictive Inclusive N eu tron  A ngular D istribu tions
The two channels presented in this section are termed ‘restrictive inclusive helium’ 
and ‘restrictive inclusive lithium’, and refer to events in which a neutron was de­
tected in coincidence with any isotope of helium or lithium respectively. These were 
included for two reasons. Firstly, they provided a further comparison and cross­
check with the data published by R. Anne et al. Secondly, they do not suffer from 
the large background that was present in the data for neutron removal. This is 
because the reaction products being detected in this case have different charges (Z ) 
from the beam, whereas for simple neutron removal the charged particle differed
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10Be + n Relative Energy
Relative Energy (MeV)
Figure 5.5: The background subtracted relative energy spectrum fo r 11 Be, reconstructed 
from 10Be +  neutron. The data are for n Be incident on a C target, and have been 
corrected for the geometric efficiency of the neutron detector array using the efficiency 
curve from simulations (Figure 5.40). The integrated cross section measured from this 
plot is 324(74) mb.
only in mass (A) from the beam particles. As a result, these additional data pro­
vided a check of the calibration and method, without the complication of requiring 
the correct subtraction of background events.
The first channel presented is the restricted inclusive helium channel, in which 
the neutron angular distribution is plotted in coincidence with any isotope of helium 
being detected in the telescope (see Figure 5.6). This angular distribution is com­
pared to that published by Anne et al [79] where the error bars include a component 
to account for the difficulty in reading the values from the published plot with a 
logarithmic scale.
Good agreement is seen between the two sets of data, even in absolute cross 
section. Note that a detailed comparison is not appropriate, since the targets and 
energies are both slightly different.
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The restricted inclusive lithium data is shown in Figure 5.7, again in comparison 
to the data of Anne et al. In this case, there is a large difference in magnitude in 
the two cases, although the shape is similar. In view of the tendency toward a- 
cluster components in the beryllium isotopes, the larger cross section for production 
of helium isotopes compared to lithium isotopes seems reasonable.
The helium channel is dominated by 4He, with a some 6He, and a small amount 
of 3,8 He. This is compatible with the (a-a +  valence neutrons) cluster models 
[10, 15, 16, 17, 1 1 ], as discussed in Section 2.1.4. The lithium channel has a more 
even distribution of isotopes, having approximately equal yields of 6,7,8,9Li.
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Neutron Angular Distribution
11 Be + C Restricted Inclusive Helium
Figure 5.6: Neutron angular distribution in coincidence with a helium ion of any isotope 
detected in the telescope, for 11 Be incident on a C target. Data of Anne et al [79] taken 
using a Be target are shown in comparison.
Neutron Angular Distribution
"B e  + C Restricted Inclusive Lithium
Angle (degrees)
Figure 5.7: Neutron angular distribution in coincidence with a lithium ion of any isotope 
detected in the telescope, for 11 Be incident on a C target. Data of Anne et al [79] taken 
using a Be target are shown in comparison.
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5.4 12B e +  C D ata
5.4.1 Overview
The data presented in this section correspond to the main focus of the experiment. 
This was the measurement of the cross sections for the 1-neutron knockout from 
12Be, leading to the only bound excited state in n Be (0.32 MeV, =  x/ 2 —)» and 
to the first unbound resonance in 11 Be (at 1.78 MeV with J 7r = 5/ 2 +) which decays 
by neutron emission. Also presented in this section are results for the diffraction, 
rather than knockout, of a neutron from 12Be to form either of the two bound states 
in 11 Be. This is defined experimentally by the observation of a fast neutron in 
coincidence with a n Be particle. In addition, this section includes longitudinal and 
transverse momentum distributions for the core and neutron reaction products for 
the reaction channels mentioned above. To begin the section, the reconstruction of 
the excitation energy spectrum of 7He from 6He + n is presented as an additional 
test of the analysis procedures.
5.4.2 6He +  n R elative Energy Spectrum
As a further test of the calibration procedure, and in particular as an additional 
check of the accuracy and resolution of the reconstruction procedure, the channel 
12Be + C 6He + n was selected. As shown in Figure 5.8, the relative energy 
spectrum exhibits a clear signal for a well known resonance in the particle unbound 
7He system, which provides an excellent test of the analysis procedures. From 
the literature [82, 83, 84] this resonance occurs at Erei = 0.43 MeV. The energy 
and the width of this peak from the data in Figure 5.8 are 0.40 MeV and 0.32 
MeV respectively. Subtracting the resolution of the reconstructions (^0.26 MeV), 
calculated from simulations, in quadrature, gives a width of 0.187 MeV. These values 
are consistent with the values of 0.43 MeV and 0.15 MeV [84], attributed to this 
state from previous experiments.
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Relative Energy Spectrum of 6He + n
12Be + C -> 6He + n
Figure 5.8: Relative energy spectrum of 6He +  n. The peak at 0.40 MeV with width 
0.32 MeV (0.19 MeV after substraction of the resolution) corresponds to the resonance 
in 7He at E rei = 0.43 MeV with width 0.15 MeV [84].
Note that the 6He in the 2D PID spectrum (Figure 4.36) occurs in a region of low 
background, and the 6He + n analysis required no background subtraction. It would 
be of interest to investigate whether any double hits of 6He +  a in the telescope 
correspond to 7He + 5He events. This could then be compared with the 6He + 6He 
breakup results, but this is beyond the scope of the present work.
5.4.3 Cross Section for P roduction  of 11Be*(0.32 M eV, l/ ^  ~ )
The Doppler corrected gamma-ray spectrum was produced in coincidence with 11 Be 
as identified using the particle identification parameter discussed in Section 4.8.5. 
The background subtraction was performed as described in Section 4.8.9, resulting in 
the spectrum shown in Figure 5.9, calibrated in differential cross section as described 
in Section 4.9.2. A clear peak is seen corresponding to the 320 keV 7 -ray from n Be, 
with a small background remaining. The error bars, as in all background subtracted
5.4. 12BE +  C DATA 159
spectra include statistical contributions from all the subtraction procedures. As in 
the Coulomb excitation of 11 Be, this small remaining background can be attributed 
to Compton scattered 7 -rays of higher energy, some of which deposit approximately 
320 keV in the detectors. The spectrum has been calibrated in terms of cross 
section using corrections for the detection efficiency of the 7 -ray, as discussed in 
Section 4.6.5, and the total yield of 320 keV 7 -rays was extracted (^2700 in the full 
energy peak).
Background Subtracted Gamma-ray Spectrum 
12Be + C -> 11 Be + y (@ 39.3 MeV/u)
Figure 5.9: The background subtracted, Doppler corrected 7 -ray spectrum in coinci­
dence with 11 Be particles, for 12Be incident on a C target.
The integrated cross section measured from this spectrum, by fitting with a 
Gaussian peak and a polynomial background is 33.5(5.6) mb. This compares to the 
cross section measured at MSU [6] (from 12Be at an energy of 78 MeV/u, incident on 
a beryllium target) of 17.5(2.6) mb. The difference between the two measurements 
is not surprising. Firstly, the higher beam energies employed at MSU result in a 
lower cross section, as the interaction time as the projectile passes the target is 
shorter. Secondly, the comparison between the n Be + C (essentially 12C) data in 
the current work with the n Be +  9Be data taken by R. Anne et al (Section 5.3.1)
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shows a significant difference in the total cross section between the two cases. The 
fractional increase in area presented to the projectile (by scaling the radius by A3) 
between a 9Be and a 12C target nucleus is approximately 20%.
5.4.4 Overview of Cross Section for 11Be*(1.78 M eV, 5/ 2 +) 
and O ther n Be* S tates
The following sections contain the results of measurements involving neutrons and 
10)11 Be in coincidence. The reaction channel of primary interest is the production of 
n Be*(1.78 MeV, 5/ 2 +), from 1-neutron knockout from 12Be, to provide a measure 
of the admixture of the ldy2 component in the ground state of 12Be.
The total cross section for the production of the 10Be +  11 will be measured from 
the neutron angular distribution in coincidence with 10Be, as previously presented 
for u Be —*■ 10Be + n. The relative energy distribution of n Be*, reconstructed from 
10Be + n will be presented. In order to determine the peak shapes in Erei, and thus 
extract the individual contributions to the distribution, simulations were necessary. 
Momentum distributions of 10,11Be and neutrons in coincidence were measured, for 
use as constraints 0 1 1  the simulations. The transverse momentum distributions are 
of particular importance for the simulations, as they have a direct bearing on the 
spread of the neutrons over the array, and hence the efficiency for the detection of 
different decay energies of n Be. These momentum distributions are also of intrinsic 
interest as measures of the momentum distribution of the removed neutron. The 
longitudinal distributions provide a particularly good point of comparison with the­
oretical calculations, as they are less affected by the reaction mechanism and target 
effects (such as multiple scattering). The momentum distributions of 11Be*(0.32 
MeV, y 2 “ ) are also presented.
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5.4.5 M easurem ent of th e  Cross Section for 12Be +  C —► 
10Be +  n
The neutron angular distribution, in coincidence with a 10Be identified in the tele­
scope (after background subtraction and efficiency corrections were made) is shown 
in Figure 5.10.
Neutron Angular Distribution
12Be + C -> 10Be + n ->
Figure 5.10: The background subtracted neutron angular distribution, in coincidence 
with a 10Be identified in the charged particle telescope, for 12Be +  C running. The error 
bars represent statistical errors only.
This distribution has several components, which can be divided into two cate­
gories (these observations are based in part on the simulations that are discussed 
later). One is a single broad component, due to the detection of neutrons from 12Be 
—> 11 Be* + n breakup, which have no significant final state interaction with 10Be. 
The other component is due to sequential break-up of 11 Be*, and has components 
corresponding to the decay from different states 11 Be. The decay energy determines 
the maximum half-angle of the break-up cone for each state. This is then subject 
to some spread in angle by the momentum distribution acquired by the 11 Be from 
the initial breakup of 12Be.
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Sphere of Radius=1 Collapsed onto a Plane
Figure 5.11: Projection of a sphere of radius =  1 onto a plane, indicating the density 
distribution integrated over 360°.
It is worthwhile to consider these effects in more detail. The results of the full 
simulations are left until Section 5.5, and here the general features are identified via 
a simplified picture. In the limit where all 11 Be have px = py = 0, and following the 
loss of a single neutron, pz = Hpbeam, each neutron decay energy of 11 Be* results in 
the neutron velocity vectors describing a sphere in the 11 Be CoM frame, centred at 
the origin. Assuming isotropic decay, the sphere is uniformly covered. Projecting 
this sphere onto a plane normal to the beam direction, as in Figure 5.11, results 
in a distribution which reflects the angular distribution in the laboratory frame, 
and peaks at the extremities of the circular projection (i.e. where the breakup is 
perpendicular to the beam direction). This results in peaks in the neutron angular 
distribution at certain angles corresponding to approximately perpendicular decays 
from specific states. The maximum angles of the breakup cones (corresponding to 
perpendicular breakup) for decays from states below 4 MeV in 11 Be are indicated 
in Figure 5.12, which includes the spread introduced by the width of the decays 
(described by Breit-Wigner lineshapes). The coverage of the array is also shown, 
where 1000 counts represents 100% coverage at that angle.
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Radius of Breakup Cone for Sampled Breit-Wigner Lineshapes
Figure 5.12: Plot of breakup cone angles for different decays of 11 Be* to 10Be +  n. The 
array coverage is also shown.
As the neutron array was necessarily significantly sparse, with sensitivity to 
discrete angular ranges, this could result in much heightened sensitivity to certain 
break-up energies relative to others. In practice, this effect is removed to a large 
extent by the spread in the momenta of the 11 Be before breakup. This acts to 
smooth the sensitivity of the array to different breakup energies, by ‘smearing’ the 
peaks in angle, and thus over different detectors.
This is a particularly important effect for the decays close to threshold. In the 
present work, the most important case is the decay from the 3.96 MeV state in 
11 Be to the 3.37 MeV (2+) state in 10Be, very close to the neutron decay threshold. 
With no spread in the 11 Be momenta, the counts corresponding to perpendicular 
breakup would miss the central detector, as is evident from Figure 5.11. However, 
the spread in the momenta of 11 Be* result in spreading the neutron angular distri­
bution out, and examination of the momentum distributions presented in Section 
5.4.7 indicates the breakup cones are effectively convolved with a Gaussian distri­
bution with a FWHM of ±1.35°. The efficiency of the array for detecting sequential
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breakup neutrons near threshold is highly sensitive to the extent of this spread. The 
magnitude of this spread is less critical for states with higher breakup energies, as 
the array coverage is smoother at larger angles, but it is still an important effect.
The above discussion shows that, whilst the neutron angular distribution is an 
important diagnostic, a detailed interpretation is highly complex. In particular, 
the exact form and width of the momentum distribution of the 11 Be* is of critical 
importance to the sensitivity of the array to decays near breakup threshold, and 
the detection efficiencies for such decays would not be expected to be reproduced 
reliably by the simulations employed.
5.4.6 12Be +  C to  n B e+ n
In addition to 1-neutron from 12Be, another reaction mechanism which
may remove a neutron from 12Be is diffraction, which was discussed in Section 5.3 
in the case of a n Be beam, and also in Section 5.4.5. The diffraction of one neutron 
may leave the remaining 11 Be in an excited state that may then decay sequentially by 
neutron emission. This mechanism results in two neutrons with a similar velocity to 
the beam, namely the diffracted neutron and the neutron from the breakup of 11 Be. 
Either of these could be detected in the array (with approximately equal detection 
probability, though there are slight differences due to their different spreads in angle 
over the array). Since the aim of the neutron detection is to reconstruct the 10Be 
+ n breakup of 11 Be, it is important to understand the nature of the component of 
the data that is due to the 10Be being detected in conjunction with a neutron from 
the diffractive breakup of 12Be.
The properties of these diffracted neutrons will be indicated by looking at the 
diffraction of neutrons from 12Be that leaves the 11 Be in a bound state. For this 
channel, there is only a single fast neutron, which can be used unambiguously to 
measure the momentum distributions imparted to the neutron and the u Be core 
during this process. The neutron angular distribution measured in coincidence with 
n Be, is shown in Figure 5.13.
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Neutron Angular Distribution
12Be + C -> 11Be + n
Figure 5.13: The background subtracted neutron angular distribution, in coincidence 
with a 11 Be identified in the charged particle telescope, for 12Be +  C running, with a fit 
to the data, integrated to obtain o. The error bars represent purely statistical error.
A broad distribution can be seen here, due to diffracted neutrons. A width for 
the transverse momentum kick can be extracted, which is important as it determines 
the overall array efficiency for this source of neutrons. This ‘kick’ also affects the 
efficiency for detecting neutrons in the case where the 11 Be breaks up by sequential 
neutron decay, as the momentum distribution is also acquired by the 11 Be as well.
The shape of the distribution in relative energy (of U)Be + diffracted neutron), 
is simulated in Section 5.5, where it is found to be a broad distribution, peaking 
around Erei = 1 MeV, with a long tail to high Erei.
5.4.7 M om entum  D istribu tions of N eutrons and Be Cores
The measurement of momentum distributions is important for two reasons. Firstly, 
the shape and width of the momentum distributions is of physical interest, as it 
should be reproducible by reaction calculations and it can potentially give a clear
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signature of the orbital angular momentum £ of the removed particle. This has 
particularly been of interest in the literature for measurements of longitudinal mo­
mentum (p||), which is not subject to target scattering, is less affected by the reaction 
mechanism, and can be measured precisely in a mass spectrometer. Secondly, the 
momentum distribution of the 11 Be core has a significant effect on the neutron de­
tection efficiency, particularly in the transverse direction (p±), as this affects how 
much of the array the neutrons are spread across. Note that the neutron angular 
distribution for 11 Be + n events, as shown in Figure 5.13, can also be interpreted as a 
transverse momentum distribution for the neutrons, and by inference the diffracted 
11 Be as well.
The momentum distributions for various products of the 12Be +  C reaction are 
presented in this section. Generally, the components transverse to the beam di­
rection and parallel to the beam direction have been measured. They have been 
transformed into the rest frame of the incident 12Be projectile, on an event by event 
basis, using the measured projectile velocity. The transverse momentum distribu­
tions presented in this work are the x components of the momentum. Important 
details of background subtraction, target effects and array effects are discussed be­
low. The order in which the data will be presented is shown in Table 5.3.
It is important to know the intrinsic measurement resolution for these quanti­
ties, which correspond to small changes in energy and angle for the beryllium ions. 
This has been measured for both the transverse and longitudinal components by 
using singles 12Be beam particles. All effects due to beam tracking and velocity 
measurement, silicon position resolution, Csl energy resolution, target effects, and 
other more minor contributions, are automatically included. The results were found 
to be 39.6 MeV/c for the transverse direction, and 26.2 MeV/c for the longitudinal 
direction, as discussed in Section 4.10.5. These are generally rather small com­
pared to the widths being measured. At the end of this section, the resolutions are 
subtracted in quadrature.
The momentum distributions presented here show three curves. The blue curve
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Particle Coincidence Requirement Component Figure Number
u Be 320 keV q-ray
transverse
longitudinal
5.14
5.15
11Be fast neutron
transverse
longitudinal
5.16
5.17
neutron bound 11 Be
transverse
longitudinal
5.18
5.19
12Be*
n Be 
fast neutron
transverse
longitudinal
5.20
5.21
u Be*
10Be 
fast neutron
transverse
longitudinal
5.22
5.23
)-* o dd CD fast neutron longitudinal 5.24
neutron 10Be longitudinal 5.25
Table 5.3: Order of presentation of the momentum distributions from 12Be + C running. 
The * indicates a nucleus produced in an unbound resonance, which subsequently decays 
by neutron emission, and is kinematically reconstructed.
in each case corresponds to the momentum distribution measured from the target-in 
runs, which is composed of both the momentum distributions from reactions in the 
target, and the background from reactions in the telescope. The red curve is the 
momentum distribution measured from the target-out runs, scaled in magnitude as 
discussed in Section 4.8.9. The black data points show the difference between the 
target-in and target-out data, which represent the momentum distributions coming 
from interactions in the target only. The error bars shown on these points represent 
purely the statistical error from the measurements.
The background is predominantly induced by 12Be ions that do not interact in 
the target, but react in such a way in the Csl detector as to give a degraded residual 
energy signal that shifts the event to the PID window of another beryllium isotope.
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The form of the background in the longitudinal momentum distribution is similar 
to that of the true target-induced reaction data, as it reflects the way in which the 
degraded energy signal in the Csl detector passes trough the PID gate. In the case 
of the transverse distribution, the difference between the target induced data and 
the background data is more obvious, as this distribution is defined by the position 
at which the beam-like fragment is detected in the telescope, relative to the position 
at which it strikes the target. Consequently, the background events in the transverse 
distribution have a width determined by the transverse momentum distribution of 
the beam particles (with some broadening due to scattering in the target). This 
is typically much narrower (by a factor of ~5) than the distribution due to target 
induced reaction products, which is dominated by the reaction mechanism, and 
the orbital angular momentum of the removed products. Therefore, the transverse 
momentum distributions from target-in runs have a broad peak due to reaction 
data, and a narrow peak corresponding to background events. Correct subtraction, 
or else another means to deal with the narrow peak is important, since to know 
the magnitude of the momentum distribution of reaction data at p± = 0 is needed 
to ascertain the FWHM of the distribution. However, the target-out data taken 
to measure the shape of the background have a narrower transverse width than the 
corresponding background in the target-in distribution, as the target-in distributions 
are widened due to multiple scattering in the target. This results in an incorrect 
subtraction (over subtraction at p± = 0, and under-subtraction at larger momenta) 
when the target-out spectrum is correctly scaled by the number of incoming particles 
and efficiencies (as described in Section 4.8.9).
This effect could be taken into account by a fitting procedure, rather than sub­
traction, provided the number of counts attributed to the narrow component was 
consistent with the background data. However, a more general method was adopted. 
The lack of target effects in the target out data was corrected for (event-by-event) 
by adding a random ‘kick’ to the momentum of the detected charged particle in 
x,y,z, sampled from Gaussian distributions with widths corresponding to the tar­
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get effects measured in Section 4.10.5. This procedure was applied to all target-out 
distributions shown, and was used for all the background subtractions made.
A further point should be noted about transverse momentum distributions. In 
all cases where a neutron is detected, the distributions of both the neutron and the 
coincident charged particle are to some extent modified by the geometric coverage 
of the array, which is angle dependent (see Figure 5.12). Larger transverse move­
ment result in the neutrons reaching the DeMoN array at larger angles (relative to 
the optic axis), where the array is more sparse, and consequently the detection effi­
ciency is lower. Longitudinal momentum distributions are less affected by the array 
acceptance, but there is some correlation between the longitudinal and transverse 
momenta.
The transverse and longitudinal momentum distributions for 11 Be ions in coin­
cidence with a 320 keV 7 -ray are shown in Figures 5.14 and 5.15, respectively. Due 
to the low statistics for the reaction data, which is in turn due to the low efficiency 
of 7 -ray detection, a relatively large bin size was necessary in order to achieve a 
sufficient number of counts per channel to clarify the structure in the tails of the 
distribution. Consequently, the bin size was very coarse for the background events 
close to p_l — 0, and any slight misalignment of the target-in and target-out spec­
tra (e.g. by slight variations in the drift chamber measurements) result in a poor 
subtraction of the transverse distribution. As such, it is difficult to confidently es­
timate the height of the peak after subtraction, and correspondingly the error in 
the FWHM of the distribution is large. The width measured was 117±56 MeV/c, 
yielding 110±56 MeV/c after subtraction of the resolution in quadrature.
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Transverse Momentum Distribution o f11 Be
12Be + C - >  11Be + y
Figure 5.14: Measured 11 Be transverse momentum distribution, showing target-in, 
scaled target-out and subtracted components, in coincidence with a 320 keV 7 -ray, with 
a FWHM of 117±56 MeV/c. This spectrum is particularly subject to poor statistics and 
high background, as discussed in the text.
Longitudinal Momentum Distribution o f11 Be
12Be + C - > ” B e + y
Longitudintal Momentum (MeV/c)
Figure 5.15: Measured 11 Be longitudinal momentum distribution, showing target-in, 
scaled target-out and subtracted components, in coincidence with a 320 keV 7 -ray, with 
a FWHM of 139±21 MeV/c. This width agrees well with the previous measurement at 
MSU [6 ] (see Table 5.5).
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However, the longitudinal distribution carries essentially the same information, 
and should be less affected by target effects (as was found in Section 4.10.5). Figure 
5.15 shows much smaller uncertainty in the subtraction close to p\\ = 0, but a tail 
is evident towards negative momenta (low momenta in the laboratory frame), the 
cause of which is discussed on page 181. A small excess of counts is noticeable at 
high momentum, which is attributed to the false identification of 12Be as 11 Be (as 
the isotopes are not perfectly resolved in the PID, as shown in Figure 4.42), and 
is probably due to the Compton scattered events beneath the peak in 7 -ray energy 
shown in Figure 5.9. The full width of this distribution (at half maximum) was 
found to be 139±21 MeV/c, corresponding to removal of a neutron with i  = 1 . 
Subtraction in quadrature of the resolution of the detection system (with target 
effects included) yields 137±21 MeV/c. This compares well with the value obtained 
at MSU [6] by A. Navin et al, of approximately 140 MeV/c, shown in Figure 2.12 .
The momentum distributions of 11 Be in coincidence with a neutron are shown 
in Figures 5.16 and 5.17. The large background subtraction arises from events in 
which a 12Be particle reacts in the Csl of the telescope and gives a degraded signal. 
This process is often accompanied by fast neutron production. These spectra show 
the momentum distributions of the 11 Be core following neutron diffraction, leading 
to both bound states of n Be. As such, they yield little information 011 the orbital 
angular momentum of the diffracted neutron, being composed of some mixture of 
i  = 0,1 distributions. However, they are of particular importance for quantifying the 
widths of the momentum distributions for the diffraction process. This is valuable as 
input into simulations of the sequential neutron decay of 11 Be*. For the sequential 
decay, the transverse momentum distribution of the 11 Be* before it breaks up is an 
important factor in determining the spread of the breakup neutrons over the DeMoN 
array, and hence affects the detection efficiency for different decay energies.
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Transverse Momentum Distribution o f11 Be
12Be + C ->  "B e  + n
Figure 5.16: The transverse momentum distribution o f 11 Be detected in coincidence with 
a neutron, corresponding to the neutron diffraction events, with a FWHM of 106±61 
MeV/c. This spectrum has a very challenging background subtraction (see text)
Longitudinal Momentum Distribution of l1Be
,2Be + C - > 11Be + n
Longitudinal Momentum (MeV/c)
Figure 5.17: The longitudinal momentum distribution of 11 Be detected in coincidence 
with a neutron, corresponding to the neutron diffraction events, with a FWHM of 
97.5±15.5 MeV/c
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The transverse distribution shows significant uncertainty near zero momentum, 
due to the large subtraction which is made and the bin size employed out of necessity 
(to clarify the tails of the distribution). Again, this introduces uncertainty into 
the FWHM measurement. The longitudinal distribution does not suffer from this 
problem. It shows a tail toward negative momenta, and there also appears to be a 
small excess of counts at high momenta, attributable to misidentified 12Be particles, 
similar to that seen in the longitudinal momentum distribution o f11 Be in coincidence 
with a 320 keV 7 -ray (Figure 5.15).
Figures 5.18 and 5.19 show the transverse and longitudinal momentum distri­
butions for neutrons in coincidence with u Be, corresponding to neutron diffraction 
from 12Be. The transverse distribution is highly affected by the array acceptance, 
and it is not simple to extract the width of the momentum distribution from this 
plot. Instead, the transverse momentum distribution was extracted from the neu­
tron angular distribution (shown in Figure 5.13), which precisely takes into account 
the solid angle covered by each detector, yielding a value of 144±26 MeV/c.
The longitudinal distribution is less affected by the array acceptance, and yields 
a width of 109±15 MeV/c, which is in agreement with the width (97.5±15.5 MeV/c) 
measured for the corresponding 11 Be longitudinal momentum distribution, within 
the stated errors.
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Transverse Momentum Distribution of Neutron
Transverse Momentum (MeV/c)
Figure 5.18: The transverse momentum distribution of neutrons detected in coincidence 
with a 11 Be, corresponding to the neutron diffraction events. The width of this distri­
bution can be more reliably extracted by examining the neutron angular distribution in 
Figure 5.13.
Longitudinal Momentum Distribution of Neutron
Longitudintal Momentum (MeV/c)
Figure 5.19: The longitudinal momentum distribution of neutrons detected in coinci­
dence with a 11 Be, corresponding to the neutron diffraction events, with a FWHM of 
109±15 MeV/c
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The reconstructed 12Be transverse and longitudinal momentum distributions, 
obtained by combining the momenta of coincident u Be and n particles, are shown 
in Figures 5.20 and 5.21 respectively. These were found to have the widths p±_ = 
134T36 MeV/c and p\\ =  77±30 MeV/c. These widths are greater than the spread 
in the beam momenta, and target and resolution effects (~40 MeV and ~26 MeV/c 
respectively (see Section 4.10.5). This could be due to the 12Be undergoing scatter­
ing, with some angular distribution, to an excited state before emitting a neutron 
(so the momentum distribution of the reconstructed 12Be is genuine). Alternatively, 
one or the other of the n Be and neutron may be semi-independently scattered (such 
as happens to the neutron in the diffraction process, or the core in shakeoff) that 
causes some de-correlation of the neutron and 12Be core. This would result in a net 
momentum transfer to the n Be + n system, and in this case the reconstructed 12Be 
momentum distribution is a measure of this de-correlation effect.
There is a clear offset from zero in Figure 5.21, which is also clearly discernable 
in the distribution for the n Be constituent, Figure 5.17, and to a lesser extent in 
the neutron distribution, Figure 5.19. Since all target energy loss effects have been 
included in the analysis, this is in principle a real effect. The observed shift of 
^25 MeV/c may be compared to the average n Be momentum of ~3074 MeV/c,
i.e. = 0.8%, or ~  =  1.6%. The corrections for the energy loss in the target 
amount to approximately =  8% of the incident beam energy. Interestingly, this shift 
is absent from the longitudinal momentum distribution of n Be produced in the 0.32 
MeV y 2-  state, shown in Figure 5.15.
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Transverse Momentum Distribution of Reconstructed 12Be
,2Be + C - > ” Be + n
Figure 5.20: The transverse momentum distribution of reconstructed 12Be from 11 Be 
+  neutron, corresponding to 12Be excitation and breakup and/or neutron diffraction 
events, with a FWHM of 134±36 MeV/c.
Longitudinal Momentum Distribution of Reconstructed 12Be
12Be + C - >  "B e  + n
Longitudinal Momentum (MeV/c)
Figure 5.21: The longitudinal momentum distribution of reconstructed 12Be from 11 Be 
+  neutron, corresponding to the neutron diffraction events, with a FWHM of 77±30 
MeV/c. The origin of this width and slight shift from zero are discussed in the text.
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The transverse and longitudinal momentum distributions of 11 Be ions recon­
structed from measurement of the momenta for 10Be ions and neutrons (the second 
of the two reactions channels of primary interest in the experiment) are shown in 
Figure 5.22 and Figure 5.23 respectively. Later the discussion will address the im­
portant question of what fraction of these events are due to 10Be + n that genuinely 
arise from n Be* decay in flight, and what fraction arise from events recording a 10Be 
(that may or may not arise from 11 Be* decay) and a neutron that does not. This 
will be addressed in detail in connection with the simulations described in Section 
5.5. The widths of the transverse and longitudinal momentum distributions were 
measured to be 225±45 MeV/c and 199±16 MeV/c, respectively. For comparison, 
in the other channel of primary interest (being 11 Be in coincidence with a 7 -ray 
identifying the 1 /2 ~ state), the result was pj| — 139±21 MeV/c.
The larger widths of these reconstructed distributions, when compared to those 
of the V2 -  state, is an indication of the presence of higher £ in the case of the 
reconstructed 11Be (the l/2~ state is dominated by £ = 1 ). As will be seen in 
Section 5.4.8, this distribution has components from different unbound states in 
n Be, so is not simply a direct measure of the momentum distribution associated 
with £ =  2 .
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Transverse Momentum Distribution of Reconstructed 11 Be
12Be + C ->  10Be + n
Figure 5.22: Reconstructed 11 Be transverse (y direction) momentum distribution, show­
ing target-in, target-out and background subtracted components. The distribution after 
background subtraction has a FWHM of 225±45 MeV/c. The narrow nature of the 
target out component is discussed on page 168.
Longitudintal Momentum Distribution of Reconstructed 11 Be
,2Be + C - >  10Be + n
Longitudintal Momentum (MeV/c)
Figure 5.23: Reconstructed n Be longitudinal momentum distribution, showing target- 
in, target-out and background subtracted components. The background subtracted 
distribution has a FWHM of 199±16 MeV/c.
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The longitudinal distribution for the reconstructed n Be (Figure 5.23) exhibits 
a very distinct tail towards negative momenta (in the 12Be centre of mass reference 
frame), as seen to a lesser extent in the other longitudinal distributions. It is, 
however, peaked at zero in common with the distribution for u Be produced in the 
0.32 MeV l/2 ~ state (shown in Figure 5.15). As this tail is seen in the reconstructed 
longitudinal momentum distribution, examining the individual distributions for the 
10Be and the neutron used in the reconstruction may indicate the origin. These 
distributions are shown in Figures 5.24 and 5.25. A long tail is evident in the 10Be 
distribution. Whilst the neutron distribution also has some evidence of a tail, there 
is significant uncertainty due to the large subtraction made in the tail region for 
neutrons.
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Longitudinal Momentum Distribution of 10Be
Longitudinal Momentum (MeV/c)
Figure 5.24: The longitudinal momentum distribution for 10Be in coincidence with a 
detected neutron, showing target-in, target-out and background subtracted components. 
The background subtracted distribution has a FWHM of 211±19 MeV/c.
Longitudinal Momentum Distribution of Neutron
12Be + C - >  10Be + n
Longitudinal Momentum (MeV/c)
Figure 5.25: The longitudinal momentum distribution for neutrons in coincidence with 
10Be, showing target-in, target-out and background subtracted components. The back­
ground subtracted distribution has a FWHM of 91±5 MeV/c.
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The possibility that this tail in the momentum distribution is somehow an effect 
related to the response of a detector can be eliminated by examining Figure 5.26, 
where the longitudinal momentum distribution for 10Be (in coincidence with fast 
neutron) is compared with the response measured for singles 12 Be particles. Whilst 
there is a small tail in the 12Be response, it is a small effect when compared to the 
peak height. A deconvolution of this response from the 10Be spectrum account for 
only a small fraction of the tail in the 10Be distribution.
Longitudinal Mometum Distributions of 12Be and 10Be
12Be + C
Figure 5.26: A comparison between the longitudinal momentum distributions for 10Be 
and 12Be. The tail for the ll)Be is much more prominent, suggesting that it is not entirely 
due to a detector response effect.
As the tail appears to be a real effect and not a detector response effect, fur­
ther evidence may be sought as to whether this effect comes purely from the 10Be 
distribution, or whether it is present in both 10Be and neutron distributions. If the 
tail arises from a slowing down of the 11 Be ions before breakup, the effect would 
be present in both the 10Be and neutron distributions, but it would be more dom­
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inant in the 10Be distribution. This is because as the 11 Be breaks up, the neutron 
carries of the momentum of the 11 Be, and hence its momentum distribution is 
dominated by the momentum from the decay of 11 Be. The 10Be on the other hand 
carries j^ th of the 11 Be momentum, and hence the momentum distribution of the 
11 Be has a proportionally greater effect on the 10Be.
Longitudinal Momentum Distribution of 10Be and Neutron
12Be + C - >  1°Be + n
-600 -400 -200 0 200 400
Longitudinal Momentum (MeV/c)
Figure 5.27: A comparison between the momentum distributions of 10Be ions and neu­
trons, in mutual coincidence. The tail toward negative momenta is present much more 
strongly for the ulBe distribution than the neutrons.
Examining Figure 5.27, in which the longitudinal distributions of 10Be ions and 
neutrons in mutual coincidence are plotted, is not conclusive. There is some evidence 
for a tail in the neutron distribution, but the effect is comparable with the magnitude 
of the error bars, and it is possible that it is only statistical variation or a small 
systematic error in the subtraction. However, the tail does appear to be present, 
although weaker, in the 11 Be + 7  and 11 Be + n distributions (Figures 5.15 and 5.17), 
and this suggests it is probably an effect induced during the removal of a neutron. 
This perhaps suggests that the increased prominence of the tail coincides with the
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formation of 11 Be in an unbound state or the formation of a final state of 10Be and 
two fast neutrons. It could indicate that this tail corresponds to events where there 
has been some interaction between the 10Be core and the target nucleus (perhaps 
due to a small impact parameter), such that the eikonal approximation is not valid. 
If the 10Be core interacts with the target and is slowed and/or deflected, and the 
valence neutrons avoid this interaction, then the final state would show no particular 
correlation in relative energy between the 10Be and neutron. There is some evidence 
for this in Section 5.4.8, where the relative energy spectrum is presented for those 
events which fall within the tail of the reconstructed n Be longitudinal momentum 
distribution.
If events in the tail are due to core-target interactions, the low longitudinal 
momentum would also correspond to greater transverse momentum if the core is 
scattered, rather than simply slowed. This is in qualitative agreement with Tostevin 
et al [29], in that he calculates that the asymmetry in p\\ (for n Be and 15C projectiles) 
increases with the angle of the residue.
The transverse momentum distribution for reconstructed 11Be ions, for events 
with p\\ < —200MeV/c, is shown in Figure 5.28, in comparison to the transverse 
distribution with no restrictions on p\\. The distribution corresponding to events in 
the tail of P\\ is much wider (FWHM = 393 MeV/c) than the distribution with all 
P|| included. This suggests that there are two components to the total distribution, 
the wider one perhaps could be due to core-target interactions.
Another feature of the 11 Be longitudinal momentum distribution of Figure 5.23 
is the bump at high energies, which is also present in the longitudinal momentum 
distribution of n Be in its first excited state (Figure 5.15). Note that this feature 
is not apparent in the 10Be distribution of Figure 5.24, nor is it in the neutron 
distribution of Figure 5.25; it only appears in the reconstruction. This suggests that 
it is not simply due to 12Be ions that overlap the 10,nBe PID gates, but is due to 
true n Be and truly correlated 10Be + n particles from the n Be* decay. This is 
discussed in more detail in Section 6 .
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Transverse Momentum Distribution of Reconstructed 11 Be
Transverse Momentum (MeV/c)
Figure 5.28: Reconstructed 11 Be transverse momentum distribution, where the red line 
corresponds to events in the tail of p\\ (FWHM =  393 MeV/c), and the black points 
correspond to the full momentum distribution (FWHM =  225 MeV/c). The blue line is 
the same as the red line, but has been scaled up to the same maximum value to allow 
an easier visual comparison of widths.
The widths measured from the momentum distributions discussed in this section 
are summarised in Table 5.4. The errors quoted include statistical error, and a 
component due to the uncertainty in judging the height of the peak. The transverse 
width of the neutron distribution in coincidence with 11 Be was measured from the 
neutron angular distribution. The errors quoted on this width include the statistical 
error, and account for the uncertainty due to the finite size (and hence position 
measurement) of the neutron detectors. The widths are presented in Table 5.5 after 
correction for the measured resolution in momentum, as discussed in Section 4.10.5. 
The widths due to the resolution of the measurements were subtracted in quadrature 
from the widths stated in Table 5.4.
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Particle Coincidence Pi, (MeV/c) P± (MeV/c)
n Be
n
12Be*
n Be
n Be*
n
n Be
(n Be,n)
7
(10Be,n)
97.5T15.5
109±15
77±30*
139±21
199±16
106±61*
144T26
134±36t
117±56*
225±45
Table 5.4: Summary of the widths (before correction for the resolution of the mea­
surement) from the momentum distributions of the particles in the first column, in 
coincidence with the particles in the second column. The * indicates the measurement is 
subject to particular uncertainty due to poor background subtraction at zero momentum.
Particle Coincidence P|| (MeV/c) P± (MeV/c)
n Be
n
12Be*
11Be
n Be*
n
n Be
(n Be,n)
7
(10Be,n)
94T15.5
108±15
73±30t
137±21
197T16
99±61*
144±26
128±36t
110±56t
222±45
Table 5.5: Summary of the widths (corrected for the resolution of the measurement, 
as in Section 4.10.5) measured from the momentum distributions of the particles in the 
first column, in coincidence with the particles in the second column. The * indicates the 
measurement is subject to particular uncertainty due to poor background subtraction at 
zero momentum.
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5.4.8 R econstruction  of th e  n Be E xcitation Energy Spec­
tru m
Using the measured velocity vectors as described in Section 4.10.6, the relative 
energy spectrum of 10Be ions and neutrons was created. This is shown in Figure 
5.29, where the blue curve is from target-in data, the red from scaled target-out data, 
and the black points are the difference between the two, corresponding to events 
induced by the target. Error bars have been omitted for clarity. The background 
subtracted spectrum is shown again in Figure 5.30, with error bars shown.
10Be + n Relative Energy
12Be + C -> ,0Be + n
Figure 5.29: The relative energy spectrum of 10Be +  n, from 12Be incident on a carbon 
target, showing target-in, target-out and background subtracted components. Error 
bars have been omitted for clarity.
There are a number of features present in Figure 5.30. There is a peak at 
Erei = ~ 1 3  MeV, which is the decay from the 1.78 MeV state in n Be (1-neutron 
separation energy is 0.504 MeV), which is a direct indication of the presence of a 
ldy2 component to the ground state of 12Be. A sharp peak is evident near threshold,
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10Be + n Relative Energy
12Be + C -> 10Be + n
Figure 5.30: The background subtracted relative energy spectrum of 10Be +  n (shown 
in Figure 5.29 with target-in and target-out components), with statistical errors shown.
which is consistent with the decay from a higher lying doublet, at just under 4 MeV 
in n Be, to the first (2+) excited state in 10Be, at 3.37 MeV. The states comprising 
this doublet are reported [85] to lie at 3.89 MeV and 3.96 MeV, and there is some 
debate over the spin and parity assignments for the two. Millener [19] reports the 
3.89 MeV state to have J7r — s/2 + and the 3.96 MeV state to have J 75- =  5/ 2 ” • The 
structure of these states suggests the 3.96 MeV to be the more likely to be produced 
via the present reaction [20], and this is the label which is subsequently adopted in 
the present work.
There is also evidence for the presence of counts in Figure 5.30 due to the decay 
of the 3/ 2~ state at 2.69 MeV in n Be (the peak being at ~2.2 MeV), and from 
the decay from the doublet state. Beyond these contributions there is clearly some 
remaining contribution having a broad featureless distribution. The relative energy 
spectrum shows a strong indication that the resolution for the peaks rapidly becomes 
poor as the decay energy increases. This is expected, and is addressed in Section 
5.5 by detailed simulations that are required to interpret this spectrum.
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5.4.9 A rithm etic  Velocity Difference
In addition to the thorough checks described in Section 4.8.9, another good test 
of the background subtraction is possible using the Arithmetic Velocity Difference 
(AVD) spectrum. By selecting events only corresponding to the detection of neu­
trons in the central ring of neutrons detectors, thus selecting neutron angles in the 
laboratory of < 5°, events are selected in which the breakup of 11 Be occurs approx­
imately parallel to the 11Be velocity in the laboratory frame. Taking the arithmetic 
difference in the velocities of the detected 10Be and neutron should yield an ap­
proximately symmetric spectrum. Events to the right of zero correspond to the 
neutron velocity in the forward direction (in the 11 Be centre of mass frame, with 
respect to the direction of the 11 Be in the laboratory), and events to the left of zero 
correspond to events where the neutron vector points in the backward direction in 
the 11 Be CoM frame. Each decay from 11 Be seen in the relative energy spectrum 
should result in two peaks in the AVD plot, one at positive AVD values, and one 
at negative AVD values. Some asymmetry is introduced by the kinematics, such 
that there is an effectively smaller acceptance for neutron velocities pointing in the 
backward direction, as shown in Figure 4.47.
The AVD spectrum for neutrons and 10Be ions is shown in Figure 5.31. The 
central peak is due to the decay to the 2+ state in 10Be near threshold in the 
relative energy spectrum. No double peaking is seen for this state (which falls at 
±0.39 cm/ns) as the decay energy is sufficiently small that the 5° requirement allows 
acceptance of all spatial orientations of the decay. The next state, at 1.28 MeV decay 
energy gives the double peaked effect at ±1.50 cm/ns. There is little evidence for 
higher states, which would fall at 1.94 cm/ns and 2.45 cm/ns (for the 2.69 MeV and 
3.96 MeV states respectively), as these have even higher relative energies, so are 
spread over a larger angular range, and comparatively few events fall in the central 
detectors.
The marked asymmetry in the background that is subtracted is easily under­
standable. It arises because the reactions of the beam particles in the Csl detectors
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10Be + n Arithmetic Velocity Difference
12Be + C -> 10Be + n
Figure 5.31: The Arithmetic Velocity Difference (AVD) spectrum for 12Be —> 1()Be +  n, 
where the blue and red curves are target-in and target-out spectra, and the black points 
are the background subtracted data.
can occur over a range of depths, with the projectile slowing down before it reacts. 
When it does react, the neutrons are produced with a small range of velocities above 
and below that of the projectile at the point of interaction.
The recovery, by the background subtraction, of a basically symmetric shape 
(note in particular the central peak and the edges at =L ~ 2  cm/ns) is a convincing 
verification of the subtraction procedure. The subtraction also appears to reproduce 
the expected slight deviations from true symmetry in the AVD distribution, with 
a slightly lower plateau on the left hand side, as discussed with reference to the 
velocity diagram of Figure 4.47.
To emphasize the effect of this limited acceptance, the relative energy spectrum 
using full vector reconstruction for just these events is shown in Figure 5.32. There 
is a strongly reduced contribution from states with increasing decay energy, making 
the state near threshold much more prominent.
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10Be + n Relative Energy for Colinear Decay
12Be + C -> 10Be + n
Figure 5.32: The relative energy spectrum for 10Be +  n events within the AVD criteria 
(i.e. the neutron angle in the CoM frame is limited to < 5°).
5.5 Sim ulations
In order to understand quantitatively the various contributions to the 10Be + n 
relative energy spectrum, and extract a yield for the decay from the 5/ 2 + state at 
1.78 MeV, simulations of the whole reaction and reconstruction procedure were re­
quired. The simulations were performed using the Monte Carlo code Resolution8 
[86], with modifications made by this author to adapt it for the simulation of the 
current experiment. The code simulated all significant aspects of the experiment, 
including the energy and angular straggling of the particles in the materials present, 
the observed beam divergence and energy spread, and detector acceptances, resolu­
tions and efficiencies. Absorption of neutrons by the Csl array was also included, 
where previous simulations [82] with the GEANT code [72] found the absorption 
probability to be ~ 10%.
The reaction of 12Be produces resonant 11 Be particles that have a momentum 
spread characterised by the momentum widths measured experimentally from the
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diffraction of a neutron from 12Be, by detecting n Be + n. In the simulation, the n Be 
particles with the beam velocity (and spread in energy and direction) were given a 
random momentum kick, sampled from a three dimensional Gaussian distribution, 
to simulate the effect of the neutron removal from 12Be. The width of this kick was 
taken from the experimental momentum distributions 12Be —> 11 Be + n. This was 
used to describe the momentum distribution of the 11 Be particles produced from 
both stripping and diffraction mechanisms. The neutron diffracted from 12Be was 
produced with an equal and opposite momentum. The transverse component to this 
momentum kick is the most critical, as it affects the spread of the neutrons (from 
both the diffraction process and from sequential breakup of 11 Be) over the array. 
The resonant11 Be particle subsequently decayed to 10Be + n, isotropically in its rest 
frame, from a number of decay energies. The states in which n Be is produced from 
1-neutron removal from 12Be that are believed to be present on structural grounds 
[19, 20], were included (with Breit-Wigner line-shapes). Diffracted neutrons from 
12 Be were also simulated.
The simulation was run for each of these states individually, where only the neu­
tron from the sequential decay (i.e. without the diffracted neutron) was simulated. 
The geometric efficiency for detecting neutrons produced from the decay from each 
of the states was calculated in the simulation. Note that the intrinsic efficiency has 
already been accounted for by correcting the experimental data, event-by-event (see 
page 98). The simulation was also run for the case of detecting the diffracted neutron 
and the 10Be core from the sequential decay, for which the detection efficiency was 
measured. These efficiencies were used for the calculation of the number of particles 
produced from each decay, and hence to calculate cross sections, as described later 
in this section.
The magnitude of the momentum kick given to the 11 Be and diffracted neutron 
in the simulation was derived from the experimentally determined neutron angu­
lar distribution in coincidence with n Be. A consistency check was made to verify 
whether the simulation could reproduce this angular distribution, in order to be
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nBe + n Neutron Angular Distribution
12Be + C -> "Be + n
Figure 5.33: Comparison between the simulated diffracted neutron angular distribution 
and the experimental distribution ( 12Be +  C —> 11 Be +  n).
confident that the momentum kick was being correctly and consistently applied. 
The simulated distribution is compared to the experimental distribution in Figure 
5.33, and good agreement is seen in width and general shape. The simulated curve 
has been scaled in magnitude to allow a direct comparison in shape and width.
For the simulation corresponding to each of the states for sequential decay, and 
for the simulation corresponding to the detection of the diffracted neutron, the 
measured 10Be and neutron momenta were used to reconstruct the resonant 11 Be. In 
the case of detecting the diffracted neutron, the relative energy distribution is broad 
and featureless, corresponding to the lack of correlation between the momentum 
vectors of the 10Be and neutron. The resultant line-shapes of these simulations are 
shown in a plot of excitation energy in Figure 5.34 (where the excitation energy is 
equal to the relative energy plus the 1-neutron separation energy of 0.504 MeV), 
with all resolution and acceptance effects applied. Their relative magnitudes were 
obtained from a least-squares fit to the experimental curve.
As can be seen from Figure 5.34, a large fraction of the diffraction component
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Simulated Components Fitted to Excitation Energy Spectrum
,2Be + C -> °Be + n
Figure 5.34: The components of the simulation output for each state, and diffracted 
neutron events, for the excitation energy spectrum (12Be +  C —■> 10Be +  n).
is necessary to accurately account for the shape of the spectrum. The amount 
required (~ 80%) is actually more than is physically plausible, which can at most 
be 50%. The maximum component possible would correspond to all 1-neutron 
removal events from 12Be which lead to an unbound state in 11 Be proceeding via the 
diffraction mechanism (i.e. no stripping). This would result in the production of 
two fast neutrons (the diffracted neutron and the neutron from sequential breakup) 
for every event, with an approximately equal chance of detecting either one.
However, there is another component present which has not been directly ac­
counted for. In Section 5.4.7, the longitudinal momentum distribution of the re­
constructed 11 Be particles was presented (see Figure 5.23). It was found to exhibit 
a very distinct tail to lower momenta, an effect which appears to originate in the 
10Be momentum distribution (although there is slight evidence for it in the neutron 
distribution). Furthermore, the events in this tail have a much wider transverse 
momentum distribution (see Figure 5.27) than do the events in the main peak. This 
could suggest a strong core-target interaction for these events, leading to a lack of
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10 Be + n Relative Energy
12Be + C -> 10Be + n
Figure 5.35: The relative energy spectrum for H)Be +  n events. The black line (with 
error bars representing the statistical error) shows the spectrum obtained experimentally 
for events tail of the reconstructed HBe longitudinal distribution (py < —200 MeV/c). 
The blue curve shows the relative energy spectrum from simulated diffracted neutron 
events.
correlation between the 10Be core and the neutron(s). The relative energy spec­
trum of the experimentally measured luBe + n for events with p\\ < —200 MeV/c 
is shown in Figure 5.35, in comparison to the simulated diffracted neutron distri­
bution. The experimental distribution is seen to have a broad distribution, which 
is well described by the diffracted neutron simulation. The relative intensity of the 
peaks from correlated 10Be particles and neutrons is significantly lower than in the 
full spectrum shown in Figure 5.30, with clear evidence for peaks only for the lowest 
energy decays (0.088 MeV decay to the first 2+ state in 10Be, and the 1.78 MeV 
state), which have a correspondingly higher resolution. This suggests that there is 
some other reaction mechanism, associated particularly with the tail of the longi­
tudinal momentum distribution, in which uncorrelated neutrons and 10Be particles 
are produced. Furthermore, its distribution in relative energy of 10Be n is well
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described by the simulation of diffraction. Thus, the component in the simulations 
which is based on the diffraction process is used to also account for these uncorre­
lated events, highlighted in the tail of the longitudinal momentum distribution of 
the reconstructed 11 Be.
Fit of Simulation Data to Experimental Excitation Energy Spectrum
’*86 + C -> °Be + n
Figure 5.36: The fitted simulation output to the excitation energy spectrum (12Be + C 
-+ 10Be +  n).
The complete fit made to the excitation energy spectrum is shown in Figure 5.36, 
up to an excitation energy of 5 MeV (this is sufficiently above the highest state seen 
that no structure is missed). The number of counts in each component used to fit 
the experimental spectrum was measured. This was used, in conjunction with the 
efficiencies for detecting each state from the simulation, to calculate the total yield 
for each channel. Combining this with the target thickness, the number of incident 
beam particles and detection efficiencies (as discussed in Section 4.9.2), the cross 
sections were extracted for each of the components fitted to the spectrum. These 
cross sections are presented in Table 5.6.
The simulated components of the neutron angular distribution are shown in 
Figure 5.37. The components are shown at arbitrary magnitudes to enable easy
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State in n Be State in 10Be Cross Section (mb)
3.96 5/ 2- 2+ 13.7 (2.7)
1.78 5/ 2 + 0+ 22.4(4.4)
2.69 3/ 2- 0+ 18.3 (3.7)
3.96 5/ 2“ 0+ 12.8 (2 .6)
‘ Diffraction5 - 271 (54)
Table 5.6: Cross sections extracted for the production of different states in n Be following 
1 neutron removal from 12Be. The value labelled ‘Diffraction’ includes detection of a 
neutron diffracted from 12Be and other mechanisms which produce uncorrelated 10Be 
ions and neutrons.
visual inspection of their shape. The peaking of the distributions towards a large 
radius, as shown analytically in Figure 5.11, is clearly evident for three of the four 
curves from sequential decay. The sharp peak and cut off at a maximum angle is 
spread due to the momentum distribution of the 11 Be* before sequential decay. The 
effect is not seen for the decay near threshold (3.96 MeV —► 3.37 MeV decay), as 
these neutrons are not spread over a large enough region of the array, and many 
of the counts fall between 1.5° and 2.5°, where there is no coverage at all. The 
detection efficiency of the events corresponding to this decay are extremely sensitive 
to the magnitude of the momentum kick given to the 11 Be*, and it is not expected 
that the cross section for this decay will be confidently measurable.
The wide component from the simulation of neutron diffraction (verified in Figure 
5.33) accounts for all the data beyond ~  20°. This component is used to account for 
events in the relative energy distribution associated with the reaction mechanism 
highlighted in the tail of the 10Be longitudinal momentum distribution, as well as 
for neutron diffraction events. Consequently, its weighting in the neutron angular 
distribution will be overestimated.
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Simulated Components to the Neutron Angular Distribution 
,2Be + C ->  °Be + n
Figure 5.37: The components of the simulated and neutron angular distribution, for 
comparison, scaled arbitrarily for clarity.
Comparison of Simulated and Experimental Neutron Angular Distributions 
,2Be + C ->  °Be + n
Figure 5.38: The simulated and experimental neutron angular distributions, for com­
parison.
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The full simulated form of the neutron angular distribution is shown in Figure
5.38, using the weightings obtained from fitting the relative energy spectrum, and 
scaling the simulation curve to make a comparison in shape with the experimental 
data. The general agreement is good, and most of the features are reproduced. 
The excess of events beyond ~  20° is due to a larger component of the diffraction 
distribution being used in the fit to the relative energy spectrum, in order to account 
for poorly correlated 10Be particles. The shape around 8° to 16° is well described 
by the simulation. This is the region in which the neutrons from sequential decay 
from the 1.78 MeV, 2.69 MeV and 3.96 MeV states (to the ground state of 10Be) are 
concentrated. As mentioned previously, the decay at 0.088 MeV is highly sensitive 
to the momentum kick used in the simulations, and is less well described by the 
simulations.
Comparison of Simulated and Experimental '°Be + n AVD
12Be + C ->  10Be + n
Figure 5.39: A comparison between the experimental AVD spectrum and the simulated 
results, for neutron angles <  4.5° in the laboratory frame.
Simulations were also performed to reproduce the experimental AVD spectrum. 
The same simulation was run, but with only the central ring of detectors (0 < 4.5°)
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was employed. The experimental and simulated distributions are shown in Figure
5.39. Firstly, there is good general agreement between the simulations. The strong 
peak at zero corresponds to the 0.088 MeV decay. The energy of this decay is 
sufficiently low that all orientations of the neutron velocity vector are within the 
4.5° acceptance, so a single peak appears at zero in the AVD plot (see Section 
4.10.7). The relative velocities for the states in the simulation 0.39 cm/ns (0.088 
MeV), 1.50 cm/ns (1.78 MeV), 1.94 cm/ns (2.69 MeV) and 2.45 cm/ns (3.96 MeV).
The decay near threshold results in 10Be in its first excited state (J 71' =  2+) at
3.37 MeV. The 7 -rays from the decay of this state could, in principle, be detected 
in coincidence with the measurement of 10Be +  n, in order to verify the association 
of this decay with the 2+ state. However, the 7 -ray detectors used in the present 
experiment provided an absolute photo-peak efficiency for detecting a 7 -ray of this 
energy of <0.5%, which made such coincidences statistically unobservable.
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5.5.1 G eom etric Efficiency and R econstruction  R esolution
The geometric efficiency of the array, as a function of breakup energy, was obtained 
from simulations. The simulations were performed as described in Section 5.5, but 
instead of producing n Be in an unbound resonance, the decay energy was randomly 
sampled from 0 to 10 MeV. The output of the simulations is shown in Figure 5.40.
Simulated Efficiency Curve
Geometric Efficiency of Array
Relative Energy (MeV/c)
Figure 5.40: Plot of geometric detection efficiency from simulations as a function of 
relative energy from the simulation of 12Be +  C —» 10Be + n.
The resolution in relative energy was simulated by inputting delta-functions for 
the decay energy of the n Be, and measuring the widths of the resultant peaks in the 
simulated relative energy spectrum. It was found to vary with the square-root of 
the decay energy, which is consistent with previous work [82] using other simulation 
codes. The resolution as a function of Erei is shown in Figure 5.41.
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Resolution in Relative Energy
12Be + C ->  10Be + n Simulation
Figure 5.41: Plot of resolution in relative energy as a function of relative energy from 
the simulation of 12Be +  C —> 10Be +  n. The simulation was run for 100000 detected 
events, for relative energies of lOOkeV, 500keV, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5 and 4.0 MeV. 
The curve fitted to the data points is a \E i ,  where a\ is a normalisation constant.
5.6 Cross Section Sum m ary
The cross sections which have been measured from neutron angular distributions 
are summarised in Table 5.7. Table 5.8 collates the two cross sections which were 
the main focus of the experiment; the 1 neutron knockout from 12Be to the first 
(0.32 MeV, V © ) and second (1.78 MeV, 5/ 2 +) excited states in 11Be, and includes 
the cross sections for other states in 11Be.
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Beam Target Product Cross Section (mb) 0-32.5°
n Be Pb (10Be,n) 2.51(13) bams
n Be C (10Be,n) 288(55)
n Be C (Li,n) 95(9)
n Be* C (He,n) 327(26)
12Be C (n Be,7 ) 33.5(5.6)
12Be C (n Be,n) 56(9)
12Be C (10Be,n) 295(23)
Table 5.7: Summary of cross sections measured from neutron angular distributions.
State in n Be State in 10Be Cross Section (mb)
0.32 ( y 2-) 0+ 33.5(5.6)
1.78 ( 5/ 2+) 0+ 22.4(4.4)
2.69 ( 3/ 2-) o+ 18.3 (3.7)
3.96 ( 5/ 2~) 0+ 12.8 (2.6)
3.96 ( 5/ 2“ ) 2+ 13.7 (2.7)
‘Diffraction’ - 271 (54)
Table 5.8: Summary of cross sections for the single neutron knockout from 12Be on a 
carbon target at 41 MeV/u for the production of different states in 11 Be. The value 
labelled 'Diffraction' includes detection of a neutron diffracted from 12Be and other 
mechanisms which produce uncorrelated 10Be ions and neutrons.
Chapter 6 
Sum m ary and Conclusions
The work presented here describes the analysis of an experimental study of the 
ground state structure of 12Be. This has particular consequences for understand­
ing the evolution of single particle levels in light neutron rich nuclei, and for the 
disappearance and shifting of the shell gaps well known in stable nuclei.
Previous work had identified the lowering of the 2si/2 orbital in certain neutron 
rich nuclei, such as the well known y 2 + ‘intruder’ ground state in 11Be. Recent 
studies of the 12Be ground state have yielded direct measurement of the (lpi/2)2 
and ( 2 s i /2 )2 components [6]. These findings indicated an approximately equal ad­
mixture of the s and p components, but also predicted that ~  l/z of the ground 
state wavefunction is (lds/2)2. This was unobservable in the experiment, due to it 
leading to an unbound state in 11 Be, which breaks up to 10Be + n, and had not 
been directly measured.
Current work has addressed this by measuring the cross section for 1-neutron
knockout from 12Be leading to the first (0.32 MeV, x/ 2 ") and second (1.78 MeV,
5/ 2+) excited states in n Be. The yield to the first excited state is dominated by
the valence neutron in the lpy2 orbital, and gives a measure of the admixture of
the (2si/2) 2 valence neutron configuration in the 12Be ground state. The 320 keV
7 -ray emitted in the decay of this state was detected to identify 11 Be particles
(measured in a zero degree telescope) produced in this state. Doppler corrections
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were performed, and relativistic focussing and target effects were accounted for in 
the efficiency calibrations.
The yield to the 1.78 MeV state was obtained by measuring the 10Be and neutron 
decay products in coincidence. These data were used to kinematically reconstruct 
the 11 Be*. A clear peak was obtained in the 10Be + n relative energy distribution 
at -1.3 MeV (= 1.78 - 0.504 MeV).
A large background to the reaction data was created by beam particles reacting 
in the Csl detectors. This had the effect of typically producing lower magnitude 
signals, which in conjunction with the correct energy loss signal in the silicon de­
tectors, formed a background overlapping with the signals of interest in the particle 
identification plots. To understand the form of this background, data were acquired 
with no target present, and the beam energy adjusted so that the beam particles 
entered the telescope at the same energy for target-in and target-out runs. Care­
ful attention was given on measuring the integrated number of beam particles, and 
the total efficiency of the charged particle detection system, run-by-run, to assure 
consistent and accurate background subtractions and cross section measurements.
Data were also acquired for the Coulomb excitation and breakup of 11 Be on a Pb 
target, and for the breakup of 12Be on a C target, primarily as a test of the experi­
mental setup, and analysis procedures. However, these results were also of intrinsic 
interest. The literature contains an anomaly regarding the Coulomb excitation of 
11 Be. Results from a cross section measurement at MSU [75] at 59 MeV/u was in 
agreement with lifetime measurements (they obtained a value —80% of the expected 
value). However, a measurement made at GANIL [77] at an energy of 43 MeV/u 
yielded a value —40% of the expected value. Attempts to understand this dramatic 
change in agreement over this energy range were put forward in terms of Coulomb- 
nuclear interference effects which it was suggested could become significant at the 
lower energy , but the full magnitude of the discrepancy was not reproducible. The 
present measurement, at a lower energy still (41 MeV/u) yields a value of approxi­
mately 80% of the expected value inferred from lifetime measurements, in agreement
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with the MSU result. This agreement at energies above and below the GANIL re­
sult make such a dramatic difference at the energy of the GANIL measurement seem 
doubtful.
Returning to the 12Be data; to quantitatively understand the relative energy 
spectrum, Monte Carlo simulations were performed, by adapting the simulation code 
Resolution8 [86]. In order to constrain the simulation input, momentum distribu­
tions were measured in order to understand quantitatively how the neutrons were 
spread over the detector array. This has particular importance for the calculation 
of detection efficiencies for neutrons of different decay energies. These momentum 
distributions are also of intrinsic interest, partieulary for comparison with other 
experimental work, and as a point of comparison with theoretical calculations.
The momentum distribution of neutrons in coincidence with 11 Be selected the 
diffraction (elastic breakup) reaction mechanism. This was important to determine 
its contribution to the relative energy spectrum via diffraction reactions producing 
11 Be in an unbound state, and reconstructing 11 Be with the 10Be core and the wrong 
(diffracted) neutron. It was also of importance to the momentum distribution of the 
resonant 11 Be particles, and hence to the distribution of neutrons from sequential 
decay over the array.
The longitudinal and transverse momentum distributions were measured for 11 Be 
in the x/ 2 “ state, with widths of 137±21 MeV/c and 110T56 MeV/c, respectively. 
The width of the longitudinal distribution was found to agree with a previous mea­
surement at MSU of 140 MeV/c.
The reconstructed momentum distribution of n Be* from 10Be +  n measure­
ments was found to be much wider than the 11 Be (y2 “ ) distribution, indicating the 
presence of higher orbital angular momentum I states. This distribution contains 
components from all the states present in the 10Be + n relative energy spectrum. 
The distribution also exhibited a long tail toward low momentum in the laboratory 
frame. This appears to be predominantly an effect in the momentum distribution 
of the 10Be ions (rather than the neutrons). Events in this tail showed a lack of
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correlation with neutrons, giving a generally broad featureless distribution in the 
10 Be + n relative energy spectrum. It was also found that these events in the tail of 
the longitudinal distribution have a much wider transverse momentum distribution.
Tostevin et al [29] use CDCC to calculate the observables from elastic breakup 
of a halo nucleus more fully than is possible within the eikonal approximation. In 
particular, the momentum distribution p\\ of the core is calculated for processes in 
which the halo neutron is scattered via various /'-transfers to the continuum. Mul­
tiple couplings between continuum states (suitably discretised into energy bins) are 
included. The result is that the core has a distribution of angles after the collision, 
compared to the straight path without deviation that is assumed in eikonal theory. 
The dependence on this scattering angle, in so far as it affects the p\\ distribu­
tion, was investigated. It was found that, whilst the cross section was very forward 
peaked, measurable cross section remained out to 4°. As the angle increases, the p\\ 
distribution shows a shift in the peak of order 1 % (less than the full width at half 
maximum) and the development of a progressively more pronounced tail at low mo­
mentum. The comparison with experimental data confirmed this behaviour rather 
well. However, the calculation could not predict whether similar behaviour was fol­
lowed by the stripping component of the reaction, as the stripping contribution was 
not calculated beyond the eikonal model.
To relate the above results to the 12Be case, it is important first to note that 12Be 
has two valence neutrons rather than a single (halo) neutron. For a single neutron 
halo nucleus, elastic breakup (diffraction) that results in a single neutron being 
removed from the projectile is overwhelmingly likely to remove the weakly bound 
halo neutron and leave the core in its ground state. Thus, Tostevin et al found 
that the particular asymmetry effect that they addressed in p\\ was specific to the 
ground state. In the case of 12Be, the diffraction of one of the valence neutrons may 
leave the remaining 11 Be in either the ground state or an excited state, because of 
the mixed configuration of the ground state. Diffractive breakup could thus account 
for a tail in the momentum distribution for excited state production in 11 Be, as
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well as for the 11 Be ground state. Indeed, the tail events in p\\ have been shown 
in Figure 5.28 to include relatively more reactions at higher transverse momentum 
(higher reaction angles) than the events in the peak of the p\\ distribution. This is 
consistent with the expectations from elastic (diffractive) breakup.
The above picture, in which the tail arises from elastic breakup through the in­
teraction of precisely one valence neutron, cannot however be the full explanation. 
It may well explain the slight tail that appears to be present in the p\\ distribu­
tion for the bound 1/ 2 “ state in n Be. If the diffraction led to n Be in an unbound 
excited state, then this state would sequentially decay so that the final state com­
prised 10Be and two fast neutrons. In some events in the present experiment, the 
recorded neutron would come from diffraction from 12Be, and in others from the 
sequential decay of 11Be. This certainly happens. In the spectrum of relative en­
ergies between the 10Be and the observed neutron, the diffraction neutrons give 
rise to a broad featureless distribution and the decay neutrons give localised peaks 
(limited by experimental resolution). The observed spectrum has both components, 
and the simulations can account for them. Beyond this, however, the relative en­
ergy distribution was extracted for just those events in the tail of the momentum 
distribution for the supposed 11 Be reconstructed from 10Be + n. If this tail were 
from diffractive breakup leading to unbound excited states, then the relative energy 
distribution should have a broad component and evidence of peaks, just as observed 
in the overall distribution, because the experiment would sometimes observe the 
diffracted neutron and sometimes the decay neutron. However, the tail events give 
a broad featureless distribution very similar to that expected when detecting the 
diffracted neutron, with much reduced evidence for peaks. That is, few of the tail 
events in the p\\ spectrum seem to correspond to events producing correlated 10Be 
and n products with a strong final state interaction.
It is unlikely that both valence neutrons in 12Be would be diffracted in the same 
event, and also unlikely that one would be diffracted and the other significantly 
affected by an interaction with the target as in a stripping reaction, if we consider
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them as independent processes and take note of the probability for single neutron 
removal. It is reasonable to infer, however, that the removal of one neutron can 
somehow destroy the degree of correlation in energy between the 10Be core and the 
remaining valence neutron. This could occur through the neutron-neutron inter­
action or through a core-target interaction. It suggests a more complex reaction 
mechanism for these events.
Simulations were run for decay energies corresponding to the decays observed 
in the relative energy spectrum. These were the decay of the 1.78 MeV (5/ 2), 2.69 
MeV (3/ 2) and 3.96 MeV (5/ 2) states in n Be to the ground state of 10Be, and the 
decay of the 3.96 MeV (5/ 2 ) state to the 3.37 MeV (2+) state in 10Be (corresponding 
to an 88 lceV decay energy). A component modelled on the reconstruction using 
the wrong (diffracted) neutron was included to reproduce the background of poorly 
correlated 10Be + n events in this spectrum. This was not to suggest that all of these 
events were from diffracted neutrons, but that the diffracted neutrons simulation 
also described the relative energy distribution for events in the tail of the 10Be p\\ 
distribution. The corresponding line-shapes and detection efficiencies used to fit the 
experimental data, and cross sections for each of the states were calculated.
The cross sections for the production of the 1/ 2 ” and 5/ 2 + states in 11 Be were 
measured to be 33.5(5.6) mb and 22.4(4.4) mb, respectively. The latter cross section 
is the first direct evidence of a significant (Ich/2)2 component to the 12Be ground 
state.
In order to extract more detailed information from these results, theoretically 
calculated single particle removal cross sections for the stripping and diffraction of 
an s-wave and d-wave valence neutron from 12Be could be used to extract spectro­
scopic factors. The cross sections, neutron angular distributions and momentum 
distributions which have been measured will provide detailed tests and constraints 
for nuclear models.
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