I. INTRODUCTION
To accurately simulate phase diagrams up to a high temperature and pressure range by quantum theoretical methods is currently a formidable task. 1 Moreover, for molecular crystals, dispersive-type of forces need to be included to obtain reasonable structures and properties up to pressures where the repulsive wall becomes dominant. CO 2 is a molecular crystal with a rather small electric dipole polarizability (17.54 a.u.) 2, 3 but a sizable electric quadrupole moment (−3.19 a.u.) 2, 4 compared to other molecules, 5 i.e., in the bonding region and at long range the interaction between two CO 2 molecules is dominated by dispersive (van der Waals) and electrostatic quadrupole interactions. 6 This results in a rather small interaction energy between two CO 2 molecules, which is estimated to be 5.8 kJ/mol, 6 with a next-neighbor C-C distance of 3.602 Å, 7 which increases to around 26 kJ/mol 8, 9 for the molecular crystal, but interestingly with a substantially increased next-neighbor C-C distance of 3.885 Å. 10 These rather small interaction energies explain the rather low CO 2 liquid-to-gas and solid-to-liquid phase transition temperatures of 216.6 K and 194.7 K, respectively. However, unlike the rare gases, where an expansion into many-body interaction a) sebastian.gohr@tu-berlin.de b) grimme@thch.uni-bonn.de c) t.soehnel@auckland.ac.nz d) b.paulus@fu-berlin.de e) Author to whom correspondence should be addressed. Electronic mail:
p.a.schwerdtfeger@massey.ac.nz potentials is relatively straightforward and can be used up to high-pressures, 11 such interaction potentials require a higherdimensional treatment for the two-(and three-body) forces similar to water. 12, 13 It is therefore perhaps more convenient to directly obtain the interaction energies between CO 2 molecules in the solid or liquid phase from accurate quantum theoretical methods.
The treatment of molecular crystals using accurate wavefunction based theory is however far from being trivial. 16, 17 Even though great progress has been made in the past decade in the accurate treatment of solids using pathintegral quantum Monte Carlo techniques, 18, 19 random-phase approximations, 20 or incremental coupled-cluster schemes, 21 these methods are currently computationally too demanding to treat the equation of state (EOS) for molecular solids such as CO 2 for a large temperature-pressure range as shown in Figure 1 . Density functional theory (DFT) is computationally more efficient but suffers from the fact that it is difficult to systematically improve the approximations such that convergence towards experimental values is achieved. 22 Recent improvements in the treatment of dispersive-type of interaction within DFT, however, opens up the treatment of molecular crystals such as bulk CO 2 . [23] [24] [25] Subsequent test calculations on weakly interacting molecular systems (including the CO 2 dimer) gave very encouraging results. [26] [27] [28] CO 2 is a potent green-house gas and a detailed understanding of the equation of state for CO 2 is important for future CO 2 storage and separation from other gases. 29 To get a first impression, Figure 1 presents an illustration of the phase diagram (similar illustrations can be found, e.g., in Refs. [30] [31] [32] . Most of the drawn phase boundaries are not as well-known as the picture might suggest. In fact only the boundaries between the phases I and IV and I and VII could be measured with a high accuracy. 33 Furthermore, the three latest non-molecular modifications (phases VIII, 34 IX, 35 and an ionic modification 15 ) have only been found by one group so far and are not yet confirmed by other studies. Apart from a controversy about the structure of phase IV, 32, 36 there are also unsolved conflicts between experimental and theoretical structures, as for example between the two proposed experimental solutions for phase II 37 and the theoretical investigations by Bonev et al. 30 Another field of debate is the longlasting discussion on phase V (see, e.g., Refs. [38] [39] [40] [41] [42] . Also the correct structure of phase VI is not known so far, even though various possible modifications have been investigated theoretically, [43] [44] [45] none of these structures could produce an exact match for the experimental X-ray diffraction pattern from Ref. 46 . While molecular dynamics simulations starting from phase III resulted in a covalent non-layered P4 1 2 1 2 structure, 44 the layered modifications are favored in all the above mentioned theoretical investigations on phase VI. Besides this observation, we included the covalent P4 1 2 1 2 structure in our work to see if we can reproduce this finding.
Already ten years ago, Bonev and co-workers published a theoretical investigation, in which they calculated the CO 2 phase diagram for three different phases of carbon dioxide (P a3, Cmca, and P4 2 /mnm) using the standard PBE functional by Perdew, Burke, and Ernzerhof. 30 Here we investigate ten different solid-state modifications -which are shown in Figure 2 -using various dispersion corrected density functionals to estimate the importance of weak intermolecular interactions in the low to intermediate pressure range. For this we use the newly developed method by Grimme and coworkers, [23] [24] [25] 47 and show that the inclusion of such effects is required to achieve results in good agreement with experimental data.
II. COMPUTATIONAL DETAILS
The solid-state structures of CO 2 as shown in Figure 2 were investigated using the following density functionals: the local density functional approximation (LDA), 51 , 52 the Perdew-Burke-Ernzerhof gradient corrected (GGA) functional (PBE), 53, 54 the GGA functional of Perdew and Wang (PW91), 55, 56 and the PBEsol (PBE revised for solids by Perdew and co-workers) 57 functional as implemented in the "Vienna ab initio simulation package" (VASP). [58] [59] [60] [61] We adopted the plane-wave projector augmented wave method (PAW) by Blöchl 62, 63 with a plane-wave energy cutoff of 700 eV and a 5 × 5 × 5 k-point grid. In order to account for long-range corrections (LRC) of intermolecular interactions, especially for the molecular crystals in the low-pressure range, we applied the London dispersion two-body correction to the DFT approximation (DFT-D3) developed by Grimme and co-workers, 24 and the older PBE-D2 64 method for comparison, i.e., the following expression for the electronic energy is used:
with the atomic pair-wise dispersion correction s n is a scaling factor which can conveniently be adjusted to correct for the repulsive behavior of the exchange-correlation functional chosen. 24 While DFT-D2 only uses fixed values of van der Waals dispersion coefficients C AA 6 and obtains C AB 6 (A = B) through a geometric mean, the more advanced DFT-D3 method uses the Casimir-Polder relation to obtain all necessary C AB 6 coefficients. The damping function is chosen such that f damp (R AB )/R n AB becomes very small for distances R AB much smaller than the van der Waals radii of the two atoms A and B (zero damping, ZD), e.g.,
As was pointed out by Grimme and co-workers, however, the correct dispersion interaction approaches a finite value at zero interatomic distances, and one may therefore prefer a BeckeJohnson (BJD) type of damping function,
with
In addition, Grimme pointed out that BJD is slightly superior over the ZD method. In order to investigate such effects for solid CO 2 , we used both damping functions within the PBE-D3 approximation, while for PW91 and PBEsol only BJD was applied. In accordance with the recommendation from Ref. 24 , only pair-wise dispersion corrections were applied. For the pair-wise dispersion interaction between the CO 2 molecules, we used the van der Waals coefficients C 6 and C 8 only. All adjustable parameters used can be found in Refs. 24, 64, and 66. Since there was no PW91 data available, the PBE parameters have also been used for this closely related functional. For every carbon dioxide structure and every density functional used, relaxations of the atomic positions have been performed for a number of fixed volumes, 77 followed by a Levenberg-Marquardt least square fit 67 with the 3rd order Birch-Murnaghan equation of state (BM-EOS),
with E(V 0 ) being the energy difference taken for each phase i relative to the most stable phase I, and
Here we note that the Helmholtz free energy A is identical with the internal energy U (V ) ≈ E(V ) at 0 K, and we used the first derivative to obtain the pressure as p(V ) = −dE/dV . In addition, the BM-EOS provides information about the bulk modulus at zero pressure B 0 , its first derivative with respect to the pressure, B 0 , as well as the ground state volume V 0 at zero pressure. The index i refers to the respective phase/modification and E i denotes the energy difference between the most stable structure of phase i and the most stable structure of phase I, both at 0 GPa. N refers to the number of molecules in every cell in the usual crystallographic sense.
From the E i (V 0 ) values of the crystal and the free molecule, we obtain the cohesive energy E coh for each phase (zero point energy and temperature effects are neglected). Finally, the energy, pressure, and volume information can be used to calculate the enthalpy
important for the discussion of thermodynamic phase stabilities with respect to the external pressure applied. The experimental structures of phase III and phase VII are almost identical and the optimizations of the atomic positions in VASP resulted in the same ground state structures for 0 K. This is not surprising, since phase VII was found only for temperatures around 700 K 49 with a very similar structure as phase III at room temperature, whereas our calculations refer to 0 K. Therefore, the corresponding values are only listed once in the tables. Figure 3 shows dispersion correction energies E disp upon compression or decompression of the unit cells using the scaling factor λ S , i.e.,
III. RESULTS AND DISCUSSION

A. Dispersion corrections
Here λ S = 1 refers to the experimentally determined volumes V exp from crystal structure measurements as listed in Table I . Since the main contribution to the dispersive interactions is proportional to R −6 AB , it increases for a compression and decreases upon decompression as clearly seen in Figure 3 . The largest change occurs for the non-molecular structures, caused by the smaller interatomic distances in the initial cell volume in contrast to the more extended molecular phases. The usage of PBE-D3(ZD) instead of PBE-D2(ZD) results in a smaller value of E disp for the non-molecular structures, while the usage of BJD increases the contribution for higher compression rates. Furthermore, the PBE-D3(BJD) method shows the most consistent (smooth) behavior with respect to the scaling factor λ S for all phases.
The contribution of the long-range corrections to the ground state cohesive energy E coh at 0 K and 0 GP is in all molecular cases very important and effects the values by more than 60% (absolute E coh values can be found in Table II) . Even though the dispersive part is dominant, the choice on the functional still has a large influence as will be discussed in Sec. III B. . (9) . The x-axis shows the scaling factor λ S , the y-axis refers to E disp /N for a specific phase. The top figure was obtained with the PBE-D2 method, the middle one shows the results from the PBE-D3(ZD) method, and the results from the PBE-D3(BJD) method are shown in the bottom figure. functional typically overbinds as one expects, thus largely underestimating the ground state volumes and overestimating the bulk moduli, and is therefore unsuitable to describe the molecular structures correctly, as can be seen in Table III . It therefore makes no sense to introduce a dispersion correction to LDA in the experimental pressure range. The two functionals PBE and PW91 give very similar results (with or without dispersion correction). The PBEsol version of PBE, where the parameters are adjusted to improve properties for condensed matter systems, 57 performs also reasonably well. The addition of the DFT-D correction improves the agreement of the bulk moduli with the experimental values but worsens the agreement for the volume significantly. On the other hand PBE-D2 gives the best result for the ground state volume at 1 GPa, while PBE-D3(BJD) and PBE-D3(ZD) provide bulk moduli closer to the experimental values. Similar findings have been obtained for the non-molecular phase V, as can be seen in TABLE I. Experimental pressure p exp (in GPa) and calculated values with the PBE-D3(BJD) functional: calculated volume at this pressure V (p exp ) (in Å 3 ), corresponding C-O distance (in Å) and O-C-O angle (in degrees). Furthermore, the volume at 0 GPa V 0 (in Å 3 ), bulk modulus B 0 (in GPa) with its pressure derivative B 0 , and the cohesive energy E coh at 0 GPa (in kJ/mol with respect to the free CO 2 molecule). Note that the experimental enthalpy of sublimation from Ref. 9 was measured for 760 mm hg (∼10 −4 GPa). Our calculated transition pressures p trans (in GPa) are given with respect to phase I (molecular phases II, III, IV, and VII) or phase II (non-molecular modifications, including phases V and VI). For the I-P a3 phase, the CO distance at 0 GPa is r C−O = 1.168 Å with a lattice constant of a = 5.673 Å. Values in curly brackets are from experimental data (except for Ref. 44 , which are from molecular dynamic simulations). Cited references in the first column refer to the entire row if not stated otherwise. The experimental values in the III/VII-Cmca row refer to phase III (see text for further information). If available, the experimental values are given with their measurement uncertainties in round brackets. For Phase I-P a3, the X-ray diffraction pattern was solved with a R value of 0.041. 10 Phase IV-R3c was determined with a R value of 0.035. 14 Phase Table I lists the experimental and theoretical properties of all investigated phases using the PBE-D3(BJD) functional. Concerning the discussion 32, 36 about the correct structure of phase IV (P4 1 2 1 2, Pbcn, or R3c), the tetragonal and orthorhombic structure solutions are predicted with higher cohesive energies (−19.3 and −18.5 kJ/mol, respectively) than the rhombohedral structure (−21.6 kJ/mol). While experiments suggested bond angles of less than 172
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• and 160
• for the IV-P4 1 2 1 2 and IV-Pbcn solutions, respectively, 50 the angles always opened towards 180
• (179.8
• and 178.4
• , respectively) in our computational structure optimization. Furthermore, the experimentally suggested, very long C-O bond distances of 1.5 Å were shortened to the length of C=O double bonds (about 1.16 Å for all three structural models), which is close to the experimentally found C-O bond length in IVR3c of 1.155 Å.
14 All these findings are an indication for R3c being the best available structure solution of phase IV.
It is striking that the experimental bulk moduli for the strictly molecular phases II and III (131.5 and 87 GPa, respectively 37 ) are almost as high as the 136 GPa for the nonmolecular, covalent phase V. 38, 41, 69 Usually, molecular solid modifications are reported to have bulk moduli typically below 10 GPa, 31, 32 and also other theoretical investigations 30, 40 on these phases reported bulk moduli to be substantially lower and closer to our values of 7.46 GPa (II-P4 2 /mnm), 7.50 GPa (II-Pnnm), and 6.1 GPa (III/VII-Cmca) than to the experimental ones. This leaves the experimentally reported bulk moduli for phase II and III questionable, especially since the experimental bulk modulus for phase I was reported to be around 10.4 GPa at 0 K, 33 which is close to our calculated value of 9.4 GPa. Other available experimental values can be found in Refs. 70 (8 GPa) and 37 (6.2 GPa). While Ref. 70 enables an estimation of the bulk modulus at 0 K from speed of sound measurements, 71 Ref. 37 does not provide information how the values where obtained and at what temperature. Nevertheless, all the experimental values for this strictly molecular phase I are below or close to 10 GPa, which supports the results of our calculations that bulk moduli above 100 GPa can be supported only for completely covalent carbon dioxide modifications as phase V-I 42d and phase VI-P 4m2.
Despite the other promising results of our investigations, we did not obtain meaningful differences for the two sug- gested modifications of phase II-P4 2 /mnm (tetragonal) or Pnnm (orthorhombic)-in order to be able to decide which structure solution might be the correct one. Differences in bond angles and bond distances are far too small, both experimentally and theoretically. This is also represented in the transition pressure, where the difference amounts to just 0.05 GPa, and the cohesive energies, which differ by only around 0.02 kJ/mol (cf. Table I ). Small differences in the volume at 28 GPa (0.01 Å 3 , a = b = 3.51, and c = 4.06 Å against a = 3.47, b = 3.55, and c = 4.07 Å) and the B 0 value (0.04 GPa) complete this picture and make it difficult to give a reliable statement on the most stable structure solution of phase II. The authors of Ref. 37 faced similar problems from their experimental measurement, and suggested therefore a tetragonal structure (II-P4 2 /mnm) with orthorhombic distortion (II-Pnnm), which might be a plausible solution. But in contrast to the results of our calculations, Ref. 37 found the C=O bonds to be largely elongated, which was also challenged by DFT calculations from Bonev et al. Unfortunately, there is no other X-ray diffraction pattern available for this phase but as a result from our calculations, we would doubt these large C=O distances and suggest phase II to be strictly molecular, possibly within the P4 2 /mnm space group, since our optimized phase II structures show a convincing behavior on the relative enthalpies, as will be shown in Sec. III D.
D. Enthalpy and transition pressure
In order to access the most stable CO 2 modifications at any pressure as well as the transition pressures between two phases, Figure 4 shows a plot of all enthalpies with respect to the pressure. For simplification, the enthalpies are set relative to the enthalpy of phase I-P a3, i.e., the zero-line corresponds to phase I. The exact intersection values with phase I can be found in Table I as transition pressures p trans . Comparing the transition pressures of phase IV-P4 1 2 1 2, -Pbcn, and -R3c with the phase diagram in Figure 1 , only the R3c solution from Datchi and co-workers can be supported.
The predicted transition pressures for phases III/VII and IV-R3c are close to 12 GPa and therefore in excellent agreement with the experimental values. Especially for phase III, the experimental reports on the transition pressure are not very precise with a range between 11-13 GPa. 38, 48, [72] [73] [74] This was attributed to the strong kinetic effects in this region of the carbon dioxide phase diagram. Taking into account that phase II is thermodynamically stable and phase III only formed due to kinetic reasons, the (thermodynamic) transition pressure for phase II is in very good agreement with the experimental findings.
The predicted transition pressures for the non-molecular phases are not in such excellent agreement with the experimental values but still within an acceptable range. Interestingly, the P4 1 2 1 2 covalent crystal structure performs quite well in comparison to the phase V-I 42d and the theoretically proposed VI-P 4m2 structure. Even though it could not match the experimental diffraction patterns, this structure might still be a candidate in some other high-pressure region of the phase diagram. Temperature including calculations and/or further experiments will be necessary to allow for a further investigation of this structure.
Referring to Figure 4 , the densities ρ(p) (per CO 2 unit in the unit cell) for the most stable phases with respect to the pressure are shown in Figure 5 . The thermodynamically predicted transition sequence is I-P a3 > II-P4 2 /mnm > V-I 42d for the PBE-D3(BJD) functional, which coincides with the order obtained from the standard PBE functional. Since our calculations did not include kinetic effects, only the thermodynamically stable phase II is represented between 10 and 20 GPa. A huge density rise is observed for the transition from the molecular modifications to the non-molecular phase V (around 0.8 g/cm 3 ), due to the now covalent CO 2 structure. The density rise between phases I and II is clearly smaller but nevertheless non-negligible (around 0.04 g/cm 3 ). Especially   FIG. 4 . Enthalpies for the investigated phases with respect to the enthalpy of phase I-P a3, using the PBE-D3(BJD) functional. 50 and V-I 42d from Datchi et al. 75 and Santoro et al. 42 ), while the lines represent our calculated values. The most stable configurations are chosen according to Figure 4. for phase I, the agreement with the experimental densities is excellent.
IV. SUMMARY
We performed first-principles DFT calculations on all known molecular solid modifications of carbon dioxide as well as on three non-molecular structures. Applying various DFT-D methods to account for weak van der Waals interactions improved the results significantly. Especially the PBE-D3(BJD) method is recommended for subsequent investigations. 76 Regarding the obtained transition pressures, cohesive energies, and ground state structures, the R3c modification described by Datchi and co-workers seems to be the best available solution for the structure of phase IV. The other two proposed structures featured largely elongated C=O distances. Together with the also elongated C=O distances in phase II, the authors of Refs. 37, 50 referred to them as intermediate modifications, while our investigations and also other theoretical and experimental results 14, 30 find them to be strictly molecular. Moreover, the calculated bulk moduli for phases I and V are in very good agreement with the experimental findings, while the experimental values for phases II and III seem to be far too high for these molecular modifications.
Future investigations will have to include the calculations of temperature effects in order to access the hightemperature modifications of the molecular and especially the non-molecular carbon dioxide phases. In combination with further experimental investigations, this will hopefully lead to new insights into this largely unknown field of the phase diagram of carbon dioxide.
