Abstract. We study the unfoldings of planar vector fields in which a semihyperbolic equilibrium p o is connected to a hyperbolic saddle qo by a heteroclinic orbit that lies in the strong unstable manifold of po. We show how to produce normal forms for this situation using singularity theory and a version of the Melnikov integral. The normal forms consist ot two polynomials, one to describe bifurcation of the semihyperbolic equilibrium and one to describe bifurcation of the heteroclinic orbit. We show how to explicitly compute, to first order, the relation between parameters in a given problem and parameters in the normal form. We also discuss problems in which there is a known equilibrium near p o for all values of the parameters.
Introduction
Let i = F(x, A) be a vector field in the plane R 2 depending on a multiparameter A. We suppose that for A = 0 there is a heteroclinic orbit from p o to qo, where qo is a hyperbolic saddle but p o is only semihyperbolic (i.e. possesses one non-zero eigenvalue). The orbit is assumed to lie in the strong unstable manifold of po. As A varies, the equilibrium at p o may bifurcate and the heteroclinic orbit may break. We shall be interested in the resulting bifurcation diagrams.
Vegter [ll] gave a beautiful analysis of this situation, resulting in simple polynomial normal forms for the bifurcation diagrams. In fact, Vegter also allows the equilibrium at qo to be semihyperbolic. However, it is not easy to compute tbe relationship between Vegter's normal form parameters and the parameters in a concrete problem, even to first order. This is important if one wants to locate the bifurcation set in the given parameter space. The difficulty is that Vegter's analysis uses a normal form for x = F(x, A) in a full neighbourhood of ( p o , 0) that is hard to implement.
The goal of this paper is to provide an alternate route to Vegter's polynomial equations, using only a normal form on the centre manifold at ( p o t 0) and a version The calculation of Melnikov integrals is discussed in section 5 and an appendix. In section 6 we make p o hyperbolic and qo semihyperbolic.
By way of example, we study in section 7 a three-parameter family of quadratic gradients in the plane. We concentrate on two points in parameter space at which there is a semihyperbolic equilibrium of cubic type connected to a hyperbolic saddle. At one of these points the unfolding is such that there is a known trivial solution near the semihyperbolic equilibrium.
The family we study arises in the problem of finding travelling wave solutions to a viscous approximation of a system of two hyperbolic conservation laws that fails to be strictly hyperbolic at one point. When this motivation is taken into account, one of the parameters (the shock speed) should be regarded as distinguished, and arbitrary cubic perturbations should be allowed, resulting in an eleven-parameter family. In a subsequent publication we shall address the issue of simultaneous equilibrium and heteroclinic bifurcation in the presence of a distinguished parameter, in the context of Golubitsky-Schaeffer bifurcation theory [2] . It turns out that in that context our family is of infinite codimension. Nevertheless, the method described in this paper gives considerable information about the bifurcation diagram of the eleven-parameter family.
Heteroclinic orbits of quadratic gradients in the plane can be more easily and completely analysed using a theorem due to Chicone [l] , which states that an orbit of such a vector field that connects hyperbolic saddles lies in an invariant line. This is done in Shearer [9] for the family studied in section 7, and provides a check on our calculations. Vegter's example in [ l l ] is also a family of quadratic gradients, and his calculation also relies on Chicone's theorem. Of course, Chicone's theorem does not help with cubic perturbations, whereas our method does.
Bifurcation using the separation function
We consider the planar differential equation where F is C" and A = (Ao,. . . , A,) is a vector of parameters. We assume that F(po, 0) corresponding to the eigenvalues 0 and 6 respectively. Let Ws(qo) denote the stable manifold of qo, and let W"(po) denote the unique invariant manifold at p o that is tangent to e2.
We assume that there is an orbit r of i = F ( x , 0) that lies in W"(po) f l Ws(qo). We choose e2 to point in the direction of r. See figure 1.
We make the change of coordinates on R2 (Here, and frequently in the paper, we will not specify the neighbourhood of the origin on which a function is defined or a statement is true.) Let
Then W and C are C", and P(y, A) = 0 if and only if G(yl, A) = 0 and y2 = W(yl, A). This is, of course, the Liapunov-Schmidt method of studying the equilibria of F. It avoids the loss of infinite differentiability that occurs in centre manifold reduction, but it gives the same information in the case where i = F ( x , 0) has a onedimensional centre manifold at p O . We write with k 2 2. We assume that
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If (2.3) does not hold, one could add additional parameters so it does, but we shall not pursue this.
We shall study the flow of f = F(x, A) in a fixed neighbourhood Q of r in R2. 
is invertible near the origin. The equation (2.4) can be solved for po:
Let P = (pl, . . . , pc). Then (2.6) implies that the equilibria of (2. Let A be a line segment transverse to r in R2 that meets r at a point xo (see
(2.9)
where m, is given by (5.6) and mi by (5.7). We always have m, # 0 (see section 5).
We define s: R x Rc+'+ R by S ( Z , Po, . . . , pc) : = S ( Z , Pl, * * 9 P C ) .
Then the EBS and HBS of (2.1) can be described using the map (G, s): 
R(z, P ) = T ( P ) Q ( W ( Z ,
10) The process of finding a normal form for our problem is completed by the following proposition. connected to the strong unstable manifold of a source near po. Such a stratum should not be distinguished from the point of view of topological equivalence, but it is useful in visualising how the flow changes as parameters vary.
We now give two examples, illustrating only the model flows on the open strata. We use the following notation:
Of course E corresponds to the EBS, H -to the HBS.
Example 2.1 ([ll]
). Let use take k = 2, and choose the + sign. We then have See figure 2. A saddle-node bifurcation occurs near p o as yo passes 0.
In the three open strata to the left of the v1 axis, we have, from top to bottom, that the zero of Q2 is less than (respectively between, greater than) the two zeros of Q , .
Example 2.2. Let us take k = 3 and choose the -sign. We then have
Q~( z ,
YO, ~1 , At-
See figure 3. In the plane v1 = 0, a so-called hysteresis point bifurcation occurs as vo passes 0: the equilibrium near p o momentarily ceases to be hyperbolic, with cubic behaviour on its centre manfold. If v2 # 0, no change in the topological type of the phase portrait occurs. In the plane v1 = constant > 0, a saddle-node bifurcation occurs as vo passes E'-or E'+. At the point of tangency of H and E'+, we have exactly the bifurcation described in example 2.1. At the point of tangency of H and E'-, we have the similar case k = 2, -sign. The points of transverse intersection of H and E correspond to simultaneous existence of an orbit joining two hyperbolic saddles and a non-hyperbolic equilibrium. The tangential intersections occur at v2 = f (~~/ 3 ) "~, the transverse intersections at v2 = f ( 4~J 3 )~" .
Relation to Vegter's approach
In the situation of section 2, at ( p o , 0) we consider a local centre manifold W" for the differential equation
(3.1)
Of course W" has codimension one in R 2 x RC+l.
Fix an integer r > 0. According to [lo] , if U is a sufficiently small neighbourhood of ( p o , 0) in R2 X RC+l, there is a C' foliation of U by curves transverse to W" such that the curves are mapped to each other by the flow of (3.1). This implies that there are C' coordinates
defined on U, such that g(0, 0) = 0 and (2.1) becomes
In these coordinates, W' is y2 = 0, and the invariant foliation is the family of lines yl=constant, A=constant. The coordinate yl may be chosen to agree with the coordinate y1 of section 2 on W". Then, according to [6] there is a positive Cr-l function q5 such that
On a neighbourhood V of (qo, 0) in R2 X RC+l we may choose C" coordinates such that for each A, implies that (G, k) is C-l %isomorphic to (G, s'), and by proposition 2.1, (e, s') Cr-' 2'-factors through (Q,, Q2) given by (2.11). To justify the phase portraits we drew in section 2, we need the following proposition. , p), p) ). Since for small p, the derivatives of R2(., p ) and Q 2 ( -, p ) near 0 have the same constant sign, the result follows.
0
We remark that Vegter, instead of using 2-equivalence, requires that the matrix T in (2.10) by positive diagonal, which is certainly an appropriate requirement when neither p a nor qo is hyperbolic.
Bifurcation with a trivial solution
In the situation of section 2, we assume in addition that F(0, A) = 0 and that p a = 0.
Then instead of (2.3) we write with k 5 2. We assume 
Dak-Z(O)
Then we have (2.5). According to the theory of v-equivalence for this situation, there exist T, Z and Mi, i = 0, . . . , k -2, as in section 2 with, in addition,
Define pk-l, . . . , p c , and M as in section 2.
Let A be as in section 2. Let
The solution set of G(z, p) = 0 is the union of two codimension-one manifolds:
(
The first corresponds to the trivial equilibrium 0 of i = F(x, M -' ( p ) ) . It has a unique invariant manifold tangent to the eigendirection corresponding to the most positive eigenvalue. This manifold meets A in a point il(p); the function 2' is C', where r can be made arbitarily large. Also, W'((q(M-'(p))) meets A in a point i 2 ( p ) ; i2 is C". We define a C ' function
s (~) :=f(xn) A (i'(~) -~2 (~) >~
Let P = (pl, . . . , p c ) . The remaining equilibria of (2.1) near ( p o , 0) are parametrised by ( z , P ) using (ii) as in section 2. We obtain a C' function S(z, P ) as in section 2.
The EBS and HBS of (2.1) can be described using G, s and S. However, we prefer to combine s and S into a single function s ( z , Y O , . . . Then the EBS and HBS of (2.1) can be described using the mapping (G, Here m, is given by (5.8), m, f mo ( k = 2) is given by (5.9), and m, ( k z-3 ) by (5.6).
For k = 2, we always have m , f mo # 0; for k 3 3, m, # 0 (see section 5 ) .
As in section 2, we can prove the following proposition. To relate our approach to Vegter's, we proceed as in section 3 to define I , K , and K, and prove the following proposition. In these coordinates G, 3, K correspond to functions G ' , S ' , K ' where G ' ( z ' , ,U') = z'ph S'(Z', P') =h(Pi, * * * , P:) + z'g1(z', Pi, * * * , cl:) K ' ( z ' , P') = U P ; , f ' * 7 cl:) + z'gz(z', Pi, * * * f 11:) + PI%l(P& * * 3 2 P:) + Z'P&l(Z', PO, f * * , P:) 
Melnikov's method
We consider the planar differential equation where XER', ER'+', and H is C". Let p ( 8 ) , q ( 8 ) be smooth families of equilibria. We assume the following. (ii) p ( 0 ) is semihyperbolic with eigenvalues 0 and 6 > 0. Then for each 8, p ( 8 ) has a unique invariant manifold W ( p ( 0)) tangent to the eigendirection corresponding to the most positive eigenvalue. ((q(0) ).
Then y1 is C', where r can be made arbitrarily large by shrinking 0, and y2 is C".
We define R : e-+ R by 0 be a neighbourhood of 0 in R'+l. Let yi : 0 X R + R2, i = 1, 2, satisfy: in W ( p ( 0)) (respectively W s ( q ( e ) ) ; 
We have the variational equation Therefore A; satisfies the linear differential equation
(5.3)

01
In deriving (5.3) we have used the identity Av A w + v A Aw = tr(A)v A w , and the definition div H = tr(DxH). Let
( I We write the solutions of (5.3) as
Using (5.2), (5.4), and (5.1) we have, for any tl and t2,
We now let tl+ -w and tZ+w. We consider in detail the limit tl+ --CO. Let e2 be an eigenvector of D,H(p(O), 0) corresponding to the eigenvalue 6, chosen so that lim,-,H(y(t)O)/llH(y(t), 0)ll is a positive multiple of e2. Let W = { ( x , B ) : x E W ( p ( 8 ) ) } , a codimension-one C' submanifold of R2 x 0. By linearising x = H ( x , e) on W around the family p ( e) (see the appendix), one easily proves:
From (ii), (iv), and (v) we conclude that From (i) we easily deduce:
where the limit is a positive multiple of e2. A similar analysis as t2+w (the important change is in (iii) and (iv)) shows that Therefore,
where the limit is a positive multiple of e2. We now use (5.5) to compute partial derivatives of the function S of section 2, and the functions 3 and S of section 3. For the function S(z, P ) of section 2, of course we let 8 = ( z , P ) and H = P, where E is given by (2.9). We let y ( t ) be the solution of i = P(x, (0, 0) 
To compute aS (0, O)/az, we first note that aE(x, ( 0 , 0 ) 
t-b-m
Since the limit is a positive multiple of e2, m, # 0. For i = 1, . . . , c,
Since the limit is a multiple of e2, only the e , component of ap(0)/dpi need be computed.
For the function S ( p ) of section 4, we would have p ( p ) = 0, so that the boundary
The function S(z, P ) of section 4 is only used to compute m,. For k 2 3 we get (5.6) for the same reasons. For k = 2, we define
tl+-m (5.9)
Reversing the roles ofpo and qo
In order to efficiently work the example of section 7, we briefly alter section 2 to cover the situation in which p o is a hyperbolic saddle, qo is a semihyperbolic equilibrium with eigenvalues 0 and -6, 6 > 0, and an orbit r of 1 = F(x, 0) lies in W"(po) fl Ws(q,,). Let el and e2 denote eigenvectors of DxF(qo, 0) corresponding to the eigenvalues 0 and -6 respectively. Then Ws(qo) is the unique invariant manifold at qo that is tangent to e2, and we assume e2 is chosen to point away from r. 
An example
In [SI Shearer studies a certain five-parameter family of quadratic gradient vector fields in the plane. We fix two of his parameters a = -1, uL = fixed negative number; the other parameters are (s, vL, b):
~ If we set vL = b = 0, we find that for each s, the U axis is invariant, and there are equilibria on it at (uL, 0) and (-uL -s, 0). The interval of the U axis connecting them is a heteroclinic orbit. At s = 2uL (respectively s = -$uL) the former (respectively latter) equilibrium is semihyperbolic. We shall analyse both bifurcations.
Bifurcation at (s, vL, b ) = (-2 3UL, 090)
At (s, vL, b ) = ( -$uL, 0, 0), the equilibrium ( -fuL, 0) has eigenvalues 0 and $11, < 0; corresponding eigendirections are the vertical and horizontal. This is the situation of section 6 . We set
in (7.1) and obtain:
2)
Notice we are setting things up so that the functions F and fi of section 6 coincide; this seems to make the exposition easier here.
When A = 0 there is a heteroclinic orbit of (7.2) from (0, $uL) to (0,O We then write out both sides of (7.4) as series in y, through the y: term and equate coefficients. We obtain to first order:
We let pz = Az. Then to first order, Define the new differential equation
where 3, is given to first order by (7.6) with
Let (7.7) (7.9) By (7.5) and (7.8), the equilibria of (7.2) near the origin are parametrised by (z, ,U,, pZ) as follows:
4 2 , PI, PZ) = (2 + (uL/~)PZ + . . . , *).
(7.10) From (6.1) and (6.2), with the aid of (7.2), (7.3), (7.6)-(7.10), we obtain
The change of variables yz = y2(t) has been used to evaluate the integral.
Since m2#0, the reduction to normal form is completed with the aid of proposition 2.1. The bifurcation diagram is that of example 2.2, with the flow direction reversed. shall use the solution When A. = 0 there is a heteroclinic orbit of (7.11) from (0,O) to (0, -4uL) . We Y ( t ) = (0, Y&)) = (0, -4ULP + eXP(4uLt)l-l). Since (7.11) has an equilibrium at the origin for all A, we are in the situation of section 4.
Bifurcation
We see that F, = where (G(yl, 0) is necessarily an odd function because of the symmetry of (7.11) when A = 0.) We then write (7.12) We write out both sides of (7.12) as series in y, through the y: term; note that the constant terms are necessarily zero. Equating coefficients and noting that i3Z(OJ O)/dAj = 0, we obtain to first order
We let p, = A,. Then to first order, where A is given to first order by (7.13). Let K ( t ) = exp(4uLt). Then from (5.8)
We have mo = 0 because dfi ((0, y2) , O)/dpo = (1/2u,) dF ((0, y,) , O)/dAo = 0. The computation of ml and m 2 is similar to that of m, in the first part of this section. We obtain m2 = ?U:.
-I& 2
-
U L
From (5.6) we compute m, = (0, 16ut) A (1,O) = -16~:.
Since m2 # 0, the reduction to normal form is completed using proposition 4.1.
The bifurcation diagram is that of example 4.2.
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Appendix. Linearisation
In the situation of section 5 , a neighbourhood of ( p o , 0) 
