We study a discrete time approximation scheme for the solution of a doubly reflected Backward Stochastic Differential Equation (DBBSDE in short) with jumps, driven by a Brownian motion and an independent compensated Poisson process. Moreover, we suppose that the obstacles are right continuous and left limited (RCLL) processes with predictable and totally inaccessible jumps and satisfy Mokobodski's condition. Our main contribution consists in the construction of an implementable numerical sheme, based on two random binomial trees and the penalization method, which is shown to converge to the solution of the DBBSDE. Finally, we illustrate the theoretical results with some numerical examples in the case of general jumps.
Introduction
In this paper, we study a discrete time approximation scheme for the solution of a doubly reflected Backward Stochastic Differential Equation (DBBSDE in short) when the noise is given by a Brownian motion and a Poisson random process mutually independent, in the non-markovian case. Moreover, the barriers are supposed to be right-continuous and left-limited (RCLL in short) processes, whose jumps are arbitrary, they can be either predictable or inaccessible. The DBBSDE we solve numerically has the following form: Here, A c (resp. K c ) denotes the continuous part of A (resp. K) and A d (resp. K d ) its discontinuous part, {W t : 0 ≤ t ≤ T } is a one dimensional standard Brownian motion and {Ñ t := N t − λt, 0 ≤ t ≤ T } is a compensated Poisson process. Both processes are independent and they are defined on the probability space (Ω, F T , F = {F t } 0≤t≤T , P). The processes A and K have the role to keep the solution between the two obstacles ξ and ζ. Since we consider the general setting when the jumps of the obstacles can be either predictable or totally inaccessible, A and K are also discontinuous.
In the case of a Brownian filtration, non-linear backward stochastic differential equations (BSDEs in short) were introduced by Pardoux and Peng [18] . One barrier reflected BSDEs have been firstly studied by El Karoui et al in [7] . In their setting, one of the components of the solution is forced to stay above a given barrier which is a continuous adapted stochastic process. The main motivation is the pricing of American options especially in constrained markets. The generalization to the case of two reflecting barriers has been carried out by Cvitanic and Karatzas in [5] . It is also well known that doubly reflected BSDEs are related to Dynkin games and in finance to the pricing of Israeli options (or Game options). The case of standard BSDEs with jump processes driven by a compensated Poisson random measure was first considered by Tang and Li in [26] . The extension to the case of reflected BSDEs and one reflecting barrier with only inaccessible jumps has been established by Hamadène and Ouknine [11] . Later on, Essaky in [8] and Hamadène and Ouknine in [12] have extended these results to a RCLL obstacle with predictable and inaccessible jumps. Results concerning existence and uniqueness of the solution for doubly reflected BSDEs with jumps can be found in [4] , [6] , [10] , [13] and [9] .
Numerical shemes for DBBSDEs driven by the Brownian motion and based on a random tree method have been proposed by Xu in [27] (see also [17] and [20] ) and, in the Markovian framework, by Chassagneux in [3] . In the case of a filtration driven also by a Poisson process, some results have been provided only in the non-reflected case. In [1] , the authors propose a scheme for Forward-Backward SDEs based on the dynamic programming equation and in [15] the authors propose a fully implementable scheme based on a random binomial tree. This work extends the paper [2] , where the authors prove a Donsker type theorem for BSDEs in the Brownian case.
Our aim is to propose an implementable numerical method to approximate the solution of DBBSDEs with jumps and RCLL obstacles (1.1). As for standard BSDEs, the computation of conditional expectations is an important issue. Since we consider reflected BSDEs, we also have to modelize the constraints. To do this, we consider the following approximations
• we approximate the Brownian motion and the Poisson process by two independent random walks,
• we introduce a sequence of penalized BSDEs to approximate the reflected BSDE.
These approximations enable us to provide a fully implementable scheme, called explicit penalized discrete scheme in the following. We prove in Theorem 4.1 that the scheme weakly converges to the solution of (1.1). Moreover, in order to prove the convergence of our sheme, we prove, in the case of jump processes driven by a general Poisson random measure, that the solutions of the penalized equations converge to the solution of the doubly reflected BSDE in the case of a driver depending on the solution, which was not the case in the previous literature (see [9] , [10] , [13] ). This gives another proof for the existence of a solution of DBBSDEs with jumps and RCLL barriers. Our method is based on a combination of penalization, Snell envelope theory, comparison theorem for BSDE's with jumps (see [22] , [23] ) and a generalized monotonic theorem under the Mokobodski's condition. It extends [16] to the case when the solution of the DBBSDE also admits totally inaccessible jumps. Finally, we illustrate our theoretical results with some numerical simulations in the case of general jumps.
The paper is organized as follows: in Section 2 we introduce notation and assumptions. In Section 3, we precise the discrete framework, give the numerical scheme and introduce an intermediate implicit penalized discrete scheme useful for the proof of the convergence. In Section 4 we provide the convergence by splitting the error in three terms : the error due to the approximation by penalization, the error due to the time discretization involving the implicit penalized discrete scheme, and the error between the implicit penalized discrete scheme and the explicit penalized discrete scheme. Finally, Section 5 presents some numerical examples, where the barriers contain predictable and totally inaccessible jumps. In Appendix, we extend the generalized monotonic theorem and prove some technical results for discrete BSDEs to the case of jumps.
Notations and assumptions
Although we propose a numerical scheme for reflected BSDEs driven by a Brownian motion and a Poisson process, one part of the proof of the convergence of our scheme is done in the general setting of jumps driven by a Poisson random measure. Then, we first introduce the general framework, in which we prove the convergence of a sequence of penalized BSDEs to the solution of (1.1).
General framework
Let (Ω, F, P) be a probability space, and P be the predictable σ-algebra on [0, T ] × Ω. Let W be a onedimensional Brownian motion and N (dt, de) be a Poisson random measure with compensator ν(de)dt such that ν is a σ-finite measure on R * , equipped with its Borel field B(R * ). LetÑ (dt, du) be its compensated process. Let F = {F t , 0 ≤ t ≤ T } be the natural filtration associated with W and N .
For each T > 0, we use the following notations:
• L 2 (F T ) is the set of random variables ξ which are F T -measurable and square integrable.
• H 2 is the set of real-valued predictable processes φ such that φ 2
• L 2 ν is the set of Borelian functions :
The set L 2 ν is a Hilbert space equipped with the scalar product δ,
ν , and the norm
• H 2 ν is the set of processes l which are predictable, that is, measurable
• S 2 is the set of real-valued RCLL adapted processes φ such that φ 2
• A 2 is the set of real-valued non decreasing RCLL predictable processes A with A 0 = 0 and E(A 2 T ) < ∞.
• T 0 is the set of stopping times τ such that τ ∈ [0, T ] a.s
• For S in T 0 , T S is the set of stopping times τ such that S ≤ τ ≤ T a.s.
• For each RCLL adapted process φ = (φ t ) 0≤t≤T with φ − ∈ S 2 , we denote by R(φ) the Snell envelope of φ, defined as the minimal RCLL supermartingale greater or equal to φ a.s.
Definition 2.1 (Driver, Lipschitz driver).
A function g is said to be a driver if
A driver g is called a Lipschitz driver if moreover there exists a constant C g ≥ 0 and a bounded, nondecreasing continuous function Λ with [22, Theorem 4.2] ), which extends the result of [24] .
Remark 2.4. This assumption ensures the comparison theorem for BSDEs with jumps (see

Assumption 2.5. ξ and ζ are two adapted RCLL processes with
ξ T = ζ T a.s., ξ ∈ S 2 , ζ ∈ S 2 , ξ t ≤ ζ t for all t ∈ [0, T ]
, the Mokobodski's condition holds and g is a Lipschitz driver satisfying Assumption 2.3.
We introduce the following general reflected BSDE with jumps and two RCLL obstacles Definition 2.6. Let T > 0 be a fixed terminal time and g be a Lipschitz driver. Let ξ and ζ be two adapted RCLL processes with
is said to be a solution of the double barrier reflected BSDE (DBBSDE) associated with driver g and barriers ξ, ζ if 
Framework for our numerical scheme
In order to propose an implementable numerical scheme we consider that the Poisson random measure is simply generated by the jumps of a Poisson process. We consider a Poisson process {N t : 0 ≤ t ≤ T } with intensity λ and jumps times {τ k : k = 0, 1, ...}. The random measure is theñ
where δ a denotes the Dirac function at the point a. In the following,Ñ t := N t − λt. Then, the unknown fonction U s (e) does not depend on the magnitude e anymore, and we write U s := U s (1) . In this particular case, (2.1) becomes:
In view of the proof of the convergence of the numerical scheme, we also introduce the penalized version of (2.2):
3)
Numerical scheme
The basic idea is to approximate the Brownian motion and the Poisson process by random walks based on the binomial tree model. As explained in Section 3.1.2, these approximations enable to get a martingale representation whose coefficients, involving conditional expectations, can be easily computed. Then, we approximate (W,Ñ ) in the penalized version of our DBBSDE (i.e. in (2.3)) by using these random walks. Taking conditional expectation and using the martingale representation leads to the explicit penalized discrete scheme (3.8) . In view of the proof of the convergence of this explicit scheme, we introduce an implicit intermediate scheme (3.5).
Discrete time Approximation
We adopt the framework of [15] , presented below.
Random walk approximation of (W,Ñ )
For n ∈ N, we introduce δ := T n and the regular grid (t j ) j=0,...,n with step size δ (i.e. t j := jδ) to discretize [0, T ]. In order to approximate W , we introduce the following random walk
where e n 1 , e n 2 , ..., e n n are independent identically distributed random variables with the following symmetric Bernoulli law:
To approximateÑ , we introduce a second random walk
where η n 1 , η n 2 , ..., η n n are independent and identically distributed random variables with law 
Martingale representation
Let y j+1 denote a F n j+1 -measurable random variable. As said in [15] , we need a set of three strongly orthogonal martingales to represent the martingale difference m j+1 := y j+1 − E(y j+1 |F n j ). We introduce a third martingale increments sequence {µ
and
Remark 3.2. (Computing the conditional expectations) Let Φ denote a function from R
2j+2 to R. We use the following formula to compute the conditional expectations
Fully implementable numerical scheme
In this Section we present two numerical schemes to approximate the solution of the penalized equation (2.3): the first one, (3.5), is an implicit intermediate scheme, useful for the proof of convergence. We denote it (y
We also introduce the main scheme (3.8), which is explicit. We denote it (y
,··· ,n in the following. The implicit scheme (3.5) is not easy to solve numerically, since it involves to inverse a function, as we will see below. However, it plays an important role in the proof of the convergence of the explicit scheme, that's why we introduce it.
In both schemes, we approximate the barrier (
We also introduce their continuous time versions:
These approximations satisfy Assumption 3.3. 
Remark 3.4. Assumption 3.3 implies that for all
t in [0, T ] ξ n ψ n (t) (resp. ζ n ψ n (t) ) converges to ξ t (resp. ζ t ) in L 2 .
Remark 3.5. Let us give different examples of barriers in S
2 satisfying Assumption 3.3. In this Remark, X represents either ξ or ζ.
X satisfies the following SDE
where b X , σ X and c X are lipschitz functions. We approximate it by
converges in probability to (W,Ñ ) for the J1-topology, [25, Corollary 1] gives that X n converges to X in probability for the J1-topology (for more details on the convergence of sequences of stochastic integrals on the space of RCLL functions endowed with the J1-Skorokhod topology, we refer to [14] 
We denote a 0 (resp. a 1 ) the constant of linear growth for g 0 (resp. 
) t converges in probability to X for the J1-topology.
Intermediate penalized implicit discrete scheme
After the discretization of the penalized equation (2.3) on time intervals [t j , t j+1 ] 0≤j≤n−1 , we get the following discrete backward equation. For all j in {0, · · · , n − 1}
where we refer to Remark 3.2 for the computation of conditional expectations. By taking the conditional expectation w.r.t. 
We also introduce α p,n t
Main scheme
As said before, the numerical inversion of the operator Θ p,n is not easy and is time consuming. If we replace y
Now, by taking the conditional expectation in the above equation, we obtain:
Solving this equation, we get the following scheme, called explicit penalized scheme: y p,n n := ξ n n and for
As for the implicit scheme, we define the continuous time version (Y
Convergence result
The following result states the convergence of 
Proof. In order to prove this result, we split the error in three terms, by introducing Θ 
and the same splitting holds for |Z p,n − Z| r and |U p,n − U | r . For the increasing processes, we have:
The proof of Theorem 4.1 ensues from Proposition 4.2, Corollary 4.4 and Proposition 4.5. Proposition 4.2 states the convergence of the error between Θ p,n , the explicit penalization scheme defined in (3.9), and Θ p,n , the implicit penalization scheme. It generalizes the results of [20] . We refer to Section 4.1. Corollary 4.4 states the convergence (in n) of Θ p,n to Θ p . This is based on the convergence of a standard BSDE with jumps in discrete time setting to the associated BSDE with jumps in continuous time setting, which is proved in [15] . We refer to Section 4.2. Finally, Proposition 4.5 proves the convergence (in p) of the penalized BSDE with jumps Θ p to Θ, the solution of the DBBSDE (2.2). In fact, we prove a more general result in Section 4.3, since we show the convergence of penalized BSDEs to (2.1) in the case of jumps driven by a Poisson random measure.
The rest of the Section is devoted to the proof of these results.
Error between explicit and implicit penalization schemes
We prove the convergence of the error between the explicit penalization scheme and the implicit one. The scheme of the proof is inspired from [20, Proposition 5] .
Proposition 4.2. Assume Assumption 3.3 (i) and g is a Lipschitz driver. We have
Proof. By using the definitions of the implicit and explicit schemes (3.4) and (3.7), we obtain that:
where
In the above relation, we take the sum over j from i to n − 1. We have:
− is decreasing and g is Lipschitz, we obtain:
Consequently, we get that:
Using the definition of g p yields
We get
where C 0 denotes a generic constant depending on C g . Since 1 λ e 2λT ))δ < 1, Lemma C.1 enables to write:
, K Lem.C.1 denotes the constant appearing in Lemma C.1. Discrete Gronwall's Lemma (see [20, Lemma 3] 
, and Equation (4.3) gives
where C 1 (p) is another constant depending on C g , λ, T and C 1 (p). It remains to prove the convergence for the increasing processes. We have 
Convergence of the discrete time setting to the continuous time setting
The following Proposition ensues from [15] . 
Proposition 4.3. Let g be a Lipschitz driver and assume that Assumption 3.3 (ii) holds. For any
where ψ n is a random one-to-one continuous mapping from 
Proof. For a fixed p, we have the following:
Since ξ n and ζ n satisfy Assumption 3.3 (ii), (g n (ω, ·, ·, ·, ·)) n converges uniformly
− almost surely up to a subsequence (i.e. g n satisfies [15, Assumption (A')]). Now, by using (4.5), [15 
Proof. Note that:
where η n (s) represents the inverse of ψ n (s). 
since ξ and Y p belong to S 2 , we get that the second term in the right hand side tends to 0 in L 2 when n → ∞.
in n, which ends the proof.
Convergence of the penalized BSDE to the reflected BSDE
As said in the Introduction, this part of the proof deals with the general case of jumps driven by a random Poisson measure. We state in Proposition 4.5 that a sequence of penalized BSDEs converges to the solution to (2.1). To do so, we give in Section 4.3.1 an other proof of existence of solutions to reflected BSDEs with jumps and RCLL barriers based on the penalization method. We introduce the penalization scheme :
with 
The proof of Proposition 4.5 is postponed to Section 4.3.2.
Intermediate result
In this Section, we give another proof for the existence of a solution to doubly reflected BSDEs with jumps and RCLL barriers, which is based on the penalization method. We extend the proof of [16, Section 4] 
The proof of Theorem 4.6 is divided in several steps. We prove Proof of point 1. Let us first state the following preliminary result. 
Lemma 4.7. Let ξ and ζ be two adapted RCLL processes with
Proof. By assumption, H and H are square integrable supermartingales. The process Y * is thus well defined. By the Doob-Meyer decomposition of supermartingales, there exist two square integrable martingales M and M , two square integrable nondecreasing predictable RCLL processes V and V with V 0 = V 0 = 0 such that:
By the above relation and (4.11), we derive dY * t = dM t − dV t + dV t . Now, by the martingale representation theorem, there exist Z * ∈ H 2 , U * ∈ H 2 ν such that:
Consequently, (4.11) and (4.12) imply that: 
Then, for p, q ∈ N, we also have
be the solutions of the following equations
By the comparison theorem for BSDE's with jumps [22, Theorem 4.2], we get that for all p, q in N,Ỹ
Then, let us consider the following BSDEs
where θ
+ ds are increasing processes, the comparison theorem for BSDEs with jumps applied to (4.14) and (4.16) and to (4.15) and (4.17) leads to
Then we have
Since A * and K * belong to A 2 , Itô's formula and BDG inequality give
To do so, we apply [8, Equation (17) ] to (4.15) . In the same way, we get E[(K
It remains to prove
By applying Itô's formula to |Y p,q t | 2 , by using that g is Lipschitz and by applying Young's inequality, we get
By combining the assumptions on ξ, ζ, (4.20) and the previous result bounding E[(A p,q
In (4.9), for fixed p we set g p (s, y, z, u) = g(s, y, z, u) − p(ζ s − y) − . g p is Lipschitz and 2 ) ≤ C. We get the following result, equivalent to Lemma 4.9 Lemma 4.10. There exists a constant C independent of q such that 
We will now prove that the two limits are equal. 
, taking limit in q and then limit in p gives
Letting p → ∞ and q → ∞ leads to
Combining (4.27) and (4.28) gives that for all 0 ≤ s ≤ t ≤ T 
Proof of point 4.
It remains to prove that the limit (Y, Z, U, A − K) of the penalized BSDE is the solution of the reflected BSDE with two RCLL barriers ξ and ζ. 
>From Proposition C.2 we know that
for r < 2, there exists a subsequence p j such that the last conditional expectation converges to 0 a.s.. Taking the limit in p in the last inequality gives
(4.29)
In the same way, we know that (
is the solution of a RBSDE with two barriers ξ − (Y ∞,q − ξ) − and ζ. By Proposition C.2 we know that
, and U ∞,q → U in H r ν for r < 2, there exists a subsequence q j such that the last conditional expectation converges to 0 a.s.. Taking the limit in q in the last inequality gives
Comparing (4.29) and (4.30) and since esssup essinf ≤ essinf esssup, we deduce
We can rewrite Y in the following form Then, we compare the forward form of (4.24) and the previous equality, we get (A t − K t ) − (A Table 1 gives the values of Y 0 with respect to parameters n and p of our explicit sheme. We notice that the algorithm converges quite fast in p and n. Moreover, the computational time is low. We consider now the simulation of the DBBSDE with obstacles having general jumps (totally inaccessible and predictable). More precisely, we take the barriers and driver of the following form: ξ t := (W t )
2 +Ñ t + (T − t)(1 − 1 Wt≥a ), ζ t := (W t ) 2 +Ñ t + (T − t)(2 + 1 Wt≥a ), g(t, ω, y, z, u) := −5|y + z| + 6u. We first give the numerical results for two different values of a, in order to show the influence of the predictable jumps given by 1 Wt≥a on the solution Y and also the convergence in n and p of the numerical explicit scheme ( see Tables 2 and 3) . Then, Figures 2, 3 and 4 allow to distinguish the predictable jumps of totally inaccesible ones and their influence on the barriers (for e.g. the first jump of the barriers is totally inaccessible, the second and third ones are predictable). Moreover, we remark, as in the previous example, that the solution Y stays between the two obstacles ξ and ζ. 
