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Abstract—In this paper, we consider an algorithm for solving
the minimum k-supplier problem using the Adleman–Lipton
model. The procedure works in O(n2) steps for the minimum
k-supplier problem of an undirected graph with n vertices,
which is an NP-hard combinatorial optimization problem.
Keywords-DNA Computing, minimum k-supplier, Adleman-
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I. INTRODUCTION
An example of non-silicon-based computing that has
increased in popularity in recent years is DNA computing.
DNA computing uses DNA(deoxyribonucleic acid) strands
to store information. The DNA molecule itself has several
features that make it ideal for use in computations. The most
important of these are Watson-Crick complementarity and
massive parallelism. These allow an NP-complete problem
to be solved in a polynomial number of steps in contrast to a
silicon-based computer, which would require an exponential
number of steps. Adleman [1] first proposed the idea of using
DNA computing to solve the Hamiltonian path problem
of size n in O(n) steps. Lipton [2] solved the second
NP-complete problem. Subsequently, several scientists have
solved other NP-complete problems [3, 4, 5, 6, 7, 8].
To find the solution to minimum k-supplier NP-hard [9]
problem, we will elaborate on DNA operations defined by
Adleman [1] and Lipton [2]. The k-supplier problem [10]
begins with a set of clients, C, and s set of facilities, F
located in a metric (C ∪ F, d), with a bound k. The goal
of the k-supplier problem is to find a subset of k facilities
which minimize the maximum distance of a client to an open
facility, i.e, minS⊆F :|S|=kmaxv∈C d(v, S) where d(v, S) =
minu∈Sd(v, u) is the minimum distance of client v to any
facility in S. The graph G in Fig. 1 defines such a problem.
Here we define {C = {2, 5}, F = {1, 3, 4, 6}} and k = 3 .
For set F we have 4 different subsets {S1 = {1, 3, 4}, S2 =
{1, 3, 6}, S3 = {1, 4, 6}, S4 = {3, 4, 6}} . For example the
maximum distance of S1 to Client C is max{5, 2, 4} = 5.
As we can see the minimum of the maximum distances of
those subsets to Client C is min{5, 6, 6, 6} = 5.
The reminder of this paper is structured as follows. In
Section 2 , we further introduce and describe the Adleman-
Lipton model and define the DNA operations used here. In
Section 3, we introduce a DNA algorithm for solving the
k-supplier problem and we give conclusions in Section 4.
II. THE ADLEMAN-LIPTON MODEL
Silicon-based computers use bytes to store information
while living systems use DNA to store information in molec-
ular form. Biomolecular systems function at the molecular
level and DNA has many physical features that make it ideal
to implement biological computing.
First, DNA is a double stranded polymer in which an
adenine (A) on one strand always matches thymine (T) on
the other strand, so A and T are considered a Watson-Crick
base pair. Also, cytosine (C) always matches guanine (G)
giving another Watson-Crick base pairing. This feature is
called Watson-Crick complementarity and is one of the main
physical features that makes the DNA molecule so unique
in its structure and function. DNA strands are also described
by their length in base pairs (bp) as l-mers, where l is the
length. For example, the single strand ATTCAGCTACG will
pair with TAAGTCGATGC to form a double stranded DNA
molecule 11 bp long.
A. Operations in the Adleman-Lipton model
According to the Adleman–Lipton model, certain opera-
tions were defined for DNA molecules. A molecule of DNA
is a finite string over the alphabet {A,C,G, T} and a test
tube is a set of molecules of DNA.
(1) Merge(T1, T2): It accepts two test tubes, T1 and T2,
and it finds T1 ∪ T2 which is stored in T1 while T2 is left
empty [11].
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(2) Detect(T ): It accepts a test tube T , and it outputs “no”
if T is empty, otherwise, it outputs “yes”[12].
(3) Separation(T1, X, T2): It accepts a test tube, T1, and
a single string, X . It selects all single strands containing
X from T1, and generates a test tube, T2, with the selected
strands [11].
(4) Selection(T1, L, T2): It accepts a test tube, T1, and a
given integer, L. It selects all strands with length L from
T1, and generates a test tube, T2, with the selected strands
[11].
(5) Annealing (T ): It accepts a test tube, T , and the output
is all feasible double strands in T [11].
(6) Denaturation (T ): It accepts a test tube, T , and it
separates each double strand in T into two single strands
[11].
(7) Discard (T ): It accepts a test tube, T , and it removes
T [13].
(8) Append(T,Z): It accepts a test tube, T , and a short
singled stranded DNA fragment, Z. This fragment, Z, is
appended onto the end of every strand in the tube T [13, 14].
Because the previous operations have a constant number
of biological steps, the complexity of each operation is
assumed to be O(1).
III. DNA ALGORITHM FOR THE MINIMUM k-supplier
PROBLEM
Let G = (V,E) be a edge-weighted graph with the set
of vertices V = {Vi|i = 1, 2, . . . , n}, the set of edges E =
{ei,j |1 ≤ i, j ≤ n, i 6= j} and SP = {spi,j |1 ≤ i, j ≤
n, i 6= j}. Note that ei,j is in E if the vertices vi and vj are
connected by an edge. Also, spi,j shows the weight of the
shortest path from vi to vj . We have
|E|≤ 1
2
n(n+ 1).
In the following, we use the symbols
#, 0, 1, 2, X,Ai, Bi(i = 1, 2 . . . , n) and wi,j to
denote distinct DNA single strands for which
||#||= ||Ai||= ||Bi||= ||0||= ||1||= ||2||= ||X||, where ||.||
denotes the length of the DNA single strand. The symbols
AiBi(i = 1, 2, . . . , n) denote the vertex vi. The symbol #
is the signal of the start and the signal of the end. Suppose
that all weights in the given graph are commensurable. The
DNA single strands wi,j are used to denote the weights of
the shortest path si,j from vi to vj with ||wi,j ||= spi,j ∗ w
where w is a constant, e.g., take w = 10 mer in the
following discussion, Then, the ||wi,j ||= 10 ∗ spi,j .
Let m = maxspi,j∈SP wi,j and we consider
||#||= ||Ai||= ||Bi||= ||0||= ||1||= ||2||= ||X||= 10.
Since the length of ||wi,j ||= 10 ∗ spi,j then we can show
wi,j by the combination of single strand X with itself so
wi,j = XX...XX︸ ︷︷ ︸
spi,j
. Let
P = {0, 1, 2,#A1, BdAd+1, Bn#, wi,j |ei,j ∈ E, d =
1, 2, ..., n− 1}
Figure 1. {C = {2, 5}, F = {1, 3, 4, 6}} and k=3
Q = {#, Ad0Bd, Ad1Bd, Ad2Bd|ei,j ∈ E, 1 ≤ i, j ≤
n, d = 1, 2, ..., n− 1}
.
We designed the following algorithm to solve the minimum
k-supplier problem, which we describe below.
A. Produce all possible subsets of E
In this step, we consider three subsets, S, C, R, and we
want to produce all states. We can put all vertices in these
subsets. S, C, and R are subsets which show open facility,
Client, and renaming vertices respectively.
(1− 1)Merge(P,Q);
(1− 2)Annealing(P );
(1− 3)Denaturation(P );
(1− 4)Separation(P,#A1B1, Ttmp);
(1− 5)Discard(P );
(1− 6)Separation(Ttmp, A1B1#, P ).
After the above six steps of manipulation, the single
strands in tube P will encode all subsets. For example, the
single strands Al0Bl, Al1Bl, Al2Bl | 1 ≤ l ≤ n show vertex
l belongs to C, S, R respectively. For another example, from
the graph in Fig. 1, we have the single strand
#A11B1A20B2A31B3A41B4A50B5A62B6A71B7A82B8
A92B9A102B10# ∈ P which corresponds to the subsets
{C = {2, 5}, S = {1, 3, 4, 7}, R = {6, 8, 9, 10}}. As we
can see, it is an invalid subset, because in Fig 1 we defined
C = {2, 5} and F = {1, 3, 4, 6} and S should be a subset
of F . Also, the cardinality of S must be 3.
Here is another example.
#A11B1A20B2A31B3A42B4A50B5A61B6A72B7A82B8
A92B9A102B10# ∈ P corresponds to the subset {C =
{2, 5}, S = {1, 3, 6}, R = {4, 7, 8, 9, 10}}. This is a valid
subset according to Fig 1. This algorithm is finished in O(1)
since we have six steps.
B. Separate valid subsets
As we mentioned before,
#A11B1A20B2A31B3A41B4A50B5A62B6A71B7A82B8
A92B9A102B10# ∈ P is invalid subset. In this step we
want to remove those invalid subsets. If vl ∈ C, then all valid
strands should contain Al0Bl. So all strands which contains
Al1Bl or Al2Bl are invalid because Al1Bl or Al2Bl denotes
vl ∈ S or R. We repeat this process for vl ∈ F . The
algorithm is as follows:
For j = 1 to j = n
IF Vj ∈ C Then
(2− 1)Separation(P,Aj1Bj , T1)
(2− 2)Separation(P,Aj2Bj , T2)
(2− 3)Discard(T1)
(2− 4)Discard(T2)
End IF
IF Vj ∈ F Then
(2− 5)Separation(P,Aj0Bj , T1)
(2− 6)Separation(P,Aj2Bj , T2)
(2− 7)Discard(T1)
(2− 8)Discard(T2)
End IF
End For
This algorithm is finished in O(n) steps since each
manipulation above works in O(1) steps.
C. Count the number of members in each subset
In previous algorithm, we produced single strands for
each subset. If a single strand contains Bk1Ak, it means
vk belongs to subset S and we will add the single string X
to the end of that strand. the number of string X at the end
of each strands shows the cardinality of S.
At the end we will count the number of vertices belong
to each specific subset.
In this algorithm, we need those subsets which contains
exactly K members. First we choose all subsets which
contains K + 1 members and remove them. From those
remaining, we choose all subsets contain K members.
For j = n to j = 1
IF Vj ∈ F Then
(3− 1)Separation(P,wi,j , T1)
(3− 2)Append(T1, wi,j)
(3− 4)Merge(P, T1)
End IF
End For
We consider the previous example,
#A11B1A20B2A31B3A42B4A50B5A61B6A72B7A82B8
A92B9A102B10#. This algorithm add XXX to the end of
this strand. In this case we have
#A11B1A20B2A31B3A42B4A50B5A61B6A72B7A82B8
A92B9A102B10#XXX .
This algorithm is finished in O(n) steps since each
manipulation above works in O(1) steps.
D. Find the longest distance of each subset to the open
facility
For each path we have a DNA strand. In previous
algorithms, we counted the number of all vertices in
the subset. In the definition of the problem we defined
d(v, S) = minu∈Sd(v, u) where the goal is to open a subset
of k facilities so as to minimize the maximum distance of
a client to an open facility. To achieve this purpose we will
create a descending array for all paths. The first element of
this array is the longest one. For example, the first element
is wl,m. As we mentioned before, we divided all vertices
into three subsets, C, S, R, we need to collect all subsets
where vl belongs to C and Vm belongs to S or vice versa.
This means we found all subsets for which the longest path
of client to open facility is wl,m and we put those subsets
into a new set. For the next step, we choose the second
longest path and repeat the same process which we will
continue for all path. To run the algorithm, we create a
two-dimensional array based on descending order of paths.
The first element is the source of the path and the second
element is the destination of that path. For example in Fig
1, the longest path from an element in C to an element in
F is a path from v5 to v4 which is equal to 6. In the first
step, we select all strands which contain B50A5 which is
equivalent to v5 ∈ C and B41A4 which is equivalent to
v4 ∈ F . We append w5,4 to the end of those strands.
For i = 1 to i = n2
(4− 1)Separation(P,Barr[i][1]1Aarr[i][1], T1)
(4− 2)Separation(T1, Barr[i][2]0Aarr[i][2], T2)
(4− 1)Separation(P,Barr[i][1]0Aarr[i][1], T3)
(4− 2)Separation(T3, Barr[i][2]1Aarr[i][2], T4)
(4− 4)Merge(T2, T4)
(4− 5)Append(T2, wi,j)
(4− 6)Merge(T5, T2)
(4− 7)Merge(P, T1)
End For
(4− 8)Discard(P )
(4− 9)Merge(P, T2)
This algorithm is finished in O(n2) steps since each
manipulation above works in O(1) steps.
E. Find the optimal solution
We need to find a subset with minimum distance. We
will introduce two different algorithms both of which run in
O(n2).
1) First algorithm : The output of previous algorithm ,
is a set of strands with this format
#A1?B1A2?B2A3?B3A4?B4A5?B5A6?B6A7?B7A8?B8
A9?B9A1??B1?#Wi,j | 1 ≤ i, j ≤ n, ?∈ {0, 1, 2}.
Since we considered ||#||= ||Ai||= ||0||=
||1||= ||2||= ||Bi||= 10 then the length of
each strand is ||#||+||A1||+||1||+||B1||+... +
||An||+||1||+||Bn||+||#||+||wi,j ||. So the length of each
strand is 30∗n+ ||#||+||#||+||wi,j ||= 30∗n+20+ ||wi,j ||.
Since the lengths of the first parts of each strand are
identical, the shortest strand is the one which has the
shortest ||wi,j || | 0 ≤ i, j ≤ n.
Suppose ui,j are used to denote the weights of edge ei,j
. Let Y = maxei,j∈E ui,j . Then the length of each shortest
path from two arbitrary vertices is smaller than Y ∗ n2
For i = 1 toi = Y ∗ n2
(5.1− 1) Selection(P, 30n+ 20 + 10 ∗ i, T )
(5.1− 2) IF Detect(T ) is “yes”, then Exit
End For
This algorithm is finished in O(n2) steps since each Y is
a constant.
2) Second algorithm : As we discussed, we created
||wi,j || | 0 ≤ i, j ≤ n strand with the combination of single
strand X. since the actual format of each strand is
#A1?B1A2?B2A3?B3A4?B4A5?B5A6?B6A7?B7A8?B8
A9?B9A10?B10#XX...XX︸ ︷︷ ︸
spi,j
|1 ≤ i, j ≤ n, ?∈ {0, 1, 2}.
the shortest ||wi,j || is X and the longest one could be
XX...XX︸ ︷︷ ︸
Y ∗ n2/10
. so we are looking for strands which contains
X. if exist then exit . else we will looking for XX . and
continue this process to find minimum solution.
For i = 1 to i = Y ∗ n2
(5.2− 1)Separation(P, X...X︸ ︷︷ ︸
i times
, T1)
(5.2− 2)Discard(P )
(5.2− 3)Separation(T2, X...X︸ ︷︷ ︸
i+ 1 times
, T2)
(5.2− 4)Merge(P, T1)
(5.2− 5) IF Detect(T ) is “yes”, then Exit
End For
This algorithm is finished in O(n2) steps since each Y is
a constant.
IV. CONCLUSIONS
Building on Adleman’s and Lipton’s work on DNA com-
puting, we have solved the minimum k-supplier problem
which is an NP-hard problem in O(n2). The k-supplier
problem is a combinatorial optimization problem which has
applications in finding locations for warehouses, clustering
data, etc. In this algorithm, we first produced a space which
contained all possible solutions and removed the invalid
solutions. In the last part, we searched the solution space to
find the minimum value. The advantage of DNA computing
is that we can generate a solution space in O(1), which is
exponential in silicon-based computers. Since it is hard to
replace mathematical operations with biological ones and
Cook’s theorem is not always valid for DNA computing
[15], our work has value by describing a new algorithm for
one NP-hard problem. Also it is valuable to introduce new
algorithms for problems in Mechanical engineering [16, 17] ,
Civil engineering [18, 19] and forecasting problems [20, 21].
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