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Abstract
Superquantum (“PR-box”) correlations, though designed to respect relativistic causality, violate
relativistic causality in the classical limit. Generalizing to all stronger-than-quantum bipartite
correlations, I derive Tsirelson’s bound from the axioms of nonlocality, relativistic causality and
the existence of a classical limit. This derivation of Tsirelson’s bound does not assume quantum
mechanics yet suggests how Hilbert space is implicit in quantum correlations.
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The logical structure of the special theory of relativity is exemplary: two axioms, each
with a clear physical meaning, are so nearly incompatible that a unique kinematics recon-
ciles them. In comparison, the axioms of quantum mechanics [1] are opaque. Aharonov
[2] suggested, by analogy with special relativity, that also quantum mechanics might follow
from two axioms with clear physical meanings: nonlocality and relativistic causality. Quan-
tum nonlocality comprises nonlocal equations of motion [3] and nonlocal correlations; here
we focus on correlations. Quantum correlations are nonlocal—they violate the Bell-CHSH
[4] inequality—but respect relativistic causality—they do not transmit superluminal signals.
Nonlocality and relativistic causality seem incompatible, yet quantum mechanics reconciles
them. Is quantum mechanics unique in reconciling them (as Shimony [5] independently sug-
gested)? Can we derive quantum mechanics from these two axioms? Popescu and Rohrlich
[6] answered this question in the negative by defining hypothetical “superquantum” correla-
tions that (unlike quantum correlations) violate the Bell-CHSH inequality maximally, while
respecting relativistic causality. Others [7, 8] have shown that the axioms of nonlocality and
relativistic causality, together with an additional axiom (or a stronger axiom of relativistic
causality called “information causality” [8]), rule out superquantum (or “PR-box”) corre-
lations, and come close to ruling out all stronger-than-quantum correlations. However, the
physical meaning of these axioms is obscure. By contrast, I claim that relativistic causal-
ity, nonlocality, and a minimal additional axiom with clear physical meaning—namely, the
existence of a classical limit—together rule out all stronger-than-quantum correlations (and
not just PR-box correlations as in Ref. [9]). Navascue´s and Wunderlich [10] have published
a similar claim, but define the classical limit quite differently, via the “wiring” [11] of en-
tangled systems, and not via incompatible measurements that become compatible in the
classical limit.
How is the axiom of a classical limit minimal? We ask whether it is possible to generalize
quantum mechanics while respecting relativistic causality, or whether quantum mechanics
is unique. More specifically, we ask whether nonlocal correlations could violate the Bell-
CHSH inequality more strongly than the quantum bound, Tsirelson’s bound [12], while
respecting relativistic causality. But quantum mechanics has a classical limit. In this limit
there are no noncommuting quantum observables; there are only jointly measurable macro-
scopic observables. This classical limit—our direct experience—is an inherent constraint, a
kind of boundary condition, on quantum mechanics and on any generalization of quantum
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mechanics. Thus stronger-than-quantum correlations, too, must have a classical limit.
Consider a setting for measuring nonlocal correlations: Alice and Bob share pairs of
particles on which they measure observables a, a′, b and b′. One particle in each such pair is
in Alice’s lab, and she measures either a or a′ (but not both); the other particle is in Bob’s
lab, and he measures either b or b′ (but not both). The result of each measurement is ±1,
and Alice and Bob measure at spacelike separations. After measurements on many pairs,
they pool their data and discover PR-box correlations [6]:
C(a, b) = C(a, b′) = C(a′, b) = 1 = −C(a′, b′) , (1)
where C(a, b) is the correlation between Alice’s measurements of a and Bob’s measurements
of b, etc. By definition,
C(a, b) = pab(1, 1) + pab(−1,−1)− pab(1,−1)− pab(−1, 1) , (2)
where pab(i, j) is the probability that measurements of a and b yield a = i and b = j. PR-box
correlations violate the Bell-CHSH inequality
|C(a, b) + C(a, b′) + C(a′, b)− C(a′, b′)| ≤ 2 (3)
maximally, since C(a, b) +C(a, b′) +C(a′, b)−C(a′, b′) = 4. In addition, Alice and Bob each
discover that their respective measurements of a, a′ and b, b′ are equally likely to yield ±1
regardless of what the other measures. It follows that Alice cannot send a signal to Bob by
her choice of what to measure on a pair, and likewise Bob cannot send a signal to Alice.
Hence PR-box correlations violate the Bell-CHSH inequality maximally while respecting
relativistic causality. But now consider the classical limit.
First, note that if Alice measures a and obtains 1, she can predict with certainty that Bob
will obtain 1 whether he measures b or b′; if she obtains −1, she can predict with certainty
that he will obtain −1 whether he measures b or b′. (By contrast, quantum correlations
would allow Alice to predict with certainty only the result of measuring b or the result of
measuring b′ but not both [13].) If Alice measures a′, she can predict with certainty that
Bob will obtain her result if he measures b and the opposite result if he measures b′. Thus,
all that protects relativistic causality is the (assumed) complementarity between b and b′:
Bob cannot measure both, although—from Alice’s point of view—no uncertainty principle
governs b and b′.
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Next, suppose that Alice measures a or a′ on N pairs. Let us define macroscopic observ-
ables B and B′:
B =
b1 + b2 + . . . + bN
N
, B′ =
b′1 + b
′
2 + . . . + b
′
N
N
, (4)
where bm and b
′
m represent b and b
′, respectively, on the m-th pair. Alice already knows the
values of B and B′, and there must be “weak” measurements (analogous to weak measure-
ments in quantum mechanics [14]) that Bob can make to obtain partial information about
both B and B′; for, in the classical limit, there can be no complementarity between B and
B′. Now it is true that a = 1 and a = −1 are equally likely, and so the average values of
B and B′ vanish, whether Alice measures a or a′. But if she measures a on each pair, then
typical values of B and B′ will be ±1/√N (but possibly as large as ±1) and correlated. If
she measures a′ on each pair, then typical values of B and B′ will be ±1/√N (but possibly
as large as ±1) and anti-correlated. Thus Alice can signal a single bit to Bob by consistently
choosing whether to measure a or a′. This claim is delicate because the large-N limit in
which B and B′ commute is also the limit that suppresses the fluctuations of B and B′. To
ensure that Bob has a good chance of measuring B and B′ accurately enough to determine
whether they are correlated or anti-correlated, N may have to be large and therefore the
fluctuations in B and B′ will be small. However, Alice and Bob can repeat this experiment
(on N pairs at a time) as many times as it takes to give Bob a good chance of catching
and measuring large enough fluctuations. They can repeat the experiment exponentially
many times (exponentially in N). Alice and Bob’s expenses and exertions are not our con-
cern. Relativistic causality does not forbid superluminal signalling only when it is cheap
and reliable. Relativistic causality forbids superluminal signalling altogether.
Since PR-box correlations were defined without a classical limit, we cannot specify exactly
how the approach to the classical limit depends on N . But this is no objection. What matters
is only that when Bob detects a correlation, it is more likely that Alice measured a than
when he detects an anti-correlation. If it were not more likely, it would mean that Bob’s
measurements yield zero information about B or about B′, contradicting the fact that there
is a classical limit in which B and B′ are jointly measurable.
For example, let us suppose Bob considers only those sets of N pairs in which B = ±1
and B′ = ±1. The probability of B = 1 is 2−N . But if Alice is measuring a consistently, the
probability of B = 1 and B′ = 1 is also 2−N , and not 2−2N , while the probability of B = 1
4
and B′ = −1 vanishes. If Alice is measuring a′ consistently, the probabilities are reversed.
(These probabilities must be folded with the scatter in Bob’s measurements, but the scatter
is independent of what Alice measures.) Thus with unlimited resources, Alice can send a
(superluminal) signal to Bob. Superquantum (PR-box) correlations are not consistent with
relativistic causality in the classical limit.
It is not just PR-box correlations that violate relativistic causality in the classical limit.
Suppose that instead of Eq. (1) we have
C(a, b) = C(a, b′) = C(a′, b) = C = −C(a′, b′) , (5)
where −1 ≤ C ≤ 1. If C is close enough to 1, it will still be possible for Alice to send
Bob superluminal signals in the classical limit. However, we cannot make this claim as C
decreases. There will be some critical value of C at which the correlations in Eq. (5) become
compatible with relativistic causality. We would like to know if the critical value coincides
with the quantum value, CQ =
√
2/2. Can we calculate this critical C?
In answering this question, we begin with a calculation that contains an (instructive)
error. First, we reformulate the result for PR boxes [9] as follows. Suppose that Bob
measures B+B′ on each set of N pairs (to some precision). No matter what Alice measures,
Bob’s results must average out to 〈B + B′〉 = 0. But if Alice measures a′ on all the pairs,
then B+B′ = 0 identically for each set of N pairs. If Alice measures a on all the pairs, then
the values of B +B′ on successive sets of N pairs fall in a binomial distribution centered at
0. The distribution that Bob measures is a convolution of the distribution Alice generates
and the inherent scatter in his measurements of B + B′. As long as the scatter is not a
flat distribution—and it is not flat in the classical limit—Bob will be able to detect whether
Alice is measuring a or a′ and she will be able to send him a superluminal signal. Therefore
PR-box correlations violate relativistic causality in the classical limit.
Next, consider correlations of Eq. (5) with C close to 1. If Alice measure a′ consistently,
she generates a distribution of B+B′ that is no longer identically zero, but still not as wide as
the distribution of B+B′ she generates if she measures a consistently, and the distributions
Bob measures in the two cases will differ. Reducing C, however, widens the distribution of
the anticorrelated results and narrows the distribution of the correlated results. At some
critical value of C, Alice will not be able to send Bob any superluminal signal. For C < 1,
we cannot derive the precise distribution of B+B′; but we can derive limits on how wide the
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distribution of B+B′ could be. That is, we can infer the range of the variance [∆(B+B′)]2
of B+B′. Since the average value 〈B+B′〉 vanishes, the variance is 〈(B+B′)2〉. To calculate
〈(B +B′)2〉 precisely, we need the probabilities of the results −2, 0 and 2 for b+ b′. Can we
obtain these probabilities from the correlation C?
Suppose Alice measures a on a given pair. From C(a, b) = C we know that the probability
of a = b is p+ = (1 + C)/2, and the probability of a = −b is p− = (1− C)/2. (These values
follow from p+ + p− = 1 and p+ − p− = C.) Likewise, from C(a, b′) = C we know that the
probability of a = b′ is p+ = (1 + C)/2, and the probability of a = −b′ is p− = (1 − C)/2.
But we still don’t know the probabilities of the results −2, 0 and 2 for b + b′. It could be
that a = b and a = b′ always coincide, and a = −b and a = −b′ always coincide; then b and
b′ would remain perfectly correlated (unlike a and b, b′) implying ∆(B+B′) = ∆(b+b′) = 2.
The opposite limit would be for b and b′ to differ as often as possible. Even so, b and b′
cannot differ with probability greater than 2p− = 1 − C, as Fig. 1(a-b) shows; hence the
minimum probability of b+ b′ = ±2 is C. Letting ∆a(B+B′) denote the standard deviation
in B + B′ when Alice measures a consistently, we have ∆a(B + B′) ≥ 2
√
C.
Analogously, if Alice measures a′ on a given pair, we know from C(a′, b) = C that the
probability of a′ = b is p+ = (1 + C)/2, and the probability of a′ = −b is p− = (1 − C)/2.
Likewise, from C(a′, b′) = −C we know that the probability of a′ = −b′ is p+ = (1 + C)/2,
and that the probability of a′ = b′ is p− = (1− C)/2. But we don’t know the probabilities
of the results −2, 0 and 2 for b + b′. It could be that a′ = ±b and a′ = ∓b′ always
coincide, in which case b and b′ remain perfectly anticorrelated (unlike a′ and b′) implying
∆(B + B′) = ∆(b + b′) = 0. The opposite limit would be for b and b′ to coincide as often
as possible. Even so, b and b′ cannot coincide with probability greater than 2p− = 1 − C,
as Fig. 1(c-d) shows; hence the maximum probability of b + b′ = ±2 is 1 − C. Letting
∆a′(B + B
′) denote the standard deviation in B + B′ when Alice measures a′ consistently,
we have ∆a′(B + B
′) ≤ 2√1− C.
In general, the variances that Bob obtains from his measurements of B + B′ exceed the
ranges generated by Alice; but as long as ∆a(B+B
′) 6= ∆a′(B+B′) and their resources are
unlimited, Alice can still send Bob a superluminal signal. Thus, to eliminate the possibility
of superluminal signalling, a necessary condition is ∆a(B + B
′) = ∆′a(B + B
′); and the
maximal value C that satisfies this condition is C = 1− C, i.e. C = 1/2. But this value is
below the quantum value CQ and satisfies the Bell-CHSH inequality!
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The error in this calculation is that we have tacitly assumed that b and b′ add as scalars.
If they add as scalars, then indeed b + b′ = 0 or ±2. But now let us drop this assumption,
and consider B + B′ and B − B′ without making assumptions about b + b′ and b − b′. All
the same, since B and B′ exist in the classical limit, so do their sum and difference.
As before, we calculate variances according to the formula (∆X)2 = 〈X2〉 − 〈X〉2, where
the angle brackets 〈 〉 denote statistical averaging. Instead of assuming Eq. (5), let us
consider completely general correlations C(a, b), C(a, b′), C(a′, b), C(a′, b′). Measurements
of a and a′ are still equally likely to yield ±1, however; so the averages 〈B〉, 〈B′〉 and
therefore also 〈B ±B′〉 vanish, whatever Alice measures. We cannot calculate ∆a′(B + B′)
directly, but we note that
〈(B + B′)2〉+ 〈(B −B′)2〉 = 2〈B2〉+ 2〈(B′)2〉 , (6)
regardless of what Alice measures, and the calculation of 〈B2〉 and 〈(B′)2〉 is straightforward:
〈B2〉 = 〈b
2
1〉+ . . . + 〈b2N〉
N2
=
1
N
=
〈(b′1)2〉+ . . . + 〈(b′N)2〉
N2
= 〈(B′)2〉 , (7)
where we have neglected cross-terms 〈bjbk〉 for j 6= k because bj and bk are uncorrelated,
and likewise 〈b′jb′k〉. We have
[∆a′(B + B
′)]2 + [∆a′(B −B′)]2 = 2〈B2〉+ 2〈(B′)2〉 = 4/N . (8)
Therefore we can replace [∆a′(B + B
′)]2 with 4/N− [∆a′(B −B′)]2. Now relativistic causal-
ity requires ∆a(B + B
′) = ∆a′(B + B′), thus [∆a(B + B′)]
2 = 4/N − [∆a′(B −B′)]2, i.e.
[∆a(B + B
′)]2 + [∆a′(B −B′)]2 = 4/N . (9)
Back to Alice and Bob. Suppose Alice measures a on many groups of N pairs. She
obtains a = ±1 with equal probability in each measurement. Bob measures B + B′ on
each group of N pairs. The average result is 〈B + B′〉 = 0, because results for B and
B′ are distributed symmetrically around 0. But we want to calculate also the variance in
B +B′. We will calculate it (as well as we can) by defining A = (a1 + a2 + . . .+ aN)/N and
comparing the distribution of A as measured by Alice with the distribution of B + B′ as
measured by Bob. The distribution of A is a simple binomial: the possible values of A are
precisely A = −1,−(N − 2)/N, . . . , (N − 2)/N, 1, with probability N !/2Nn!(N − n)! for a
given A = 1− 2n/N . An essential difference between the distributions of A and of B+B′ is
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that while the values of A are restricted to precisely N+1 values, the values of B+B′ are not.
For example, if Alice obtains A = 1 (i.e. she obtains a = 1 for all N pairs), then Bob obtains
B+B′ ≈ C(a, b)+C(a, b′). But C(a, b) and C(a, b′) are defined in the limit of infinitely many
pairs; for finite N , we cannot assume that B +B′ is precisely C(a, b) +C(a, b′). In general,
when Alice obtains A = 1− 2n/N , Bob obtains B + B′ ≈ (1− 2n/N) [C(a, b) + C(a, b′)].
So, on the one hand, we cannot assume that the values B +B′ are precisely (1− 2n/N)
[C(a, b) + C(a, b′)]. On the other hand, it is a logical possibility that A is more strongly
correlated with B +B′ than with either B or B′, and even that A and B +B′ are perfectly
correlated. If A and B + B′ are perfectly correlated, then we are justified in assigning
to each of the pairs an observable c (on Bob’s end) taking values ± [C(a, b) + C(a, b′)],
and assuming that it is perfectly correlated with the observable a for that pair. In this
case, the variance in Bob’s measurements of B + B′ is simply the variance of this binomial
distribution: [∆a(B + B
′)]2 = [C(a, b) + C(a, b′)]2 /N . The other logical possibility is that
A and B +B′ are not perfectly correlated. In this case, all we can say about the variance is
that it is greater: [∆a(B+B
′)]2 > [C(a, b) + C(a, b′)]2 /N . It cannot be equal to or less than
[C(a, b) + C(a, b′)]2 /N because it includes the binomial variance in Alice’s measurements of
A plus additional variance relative to Alice’s results. To summarize, we can write
[C(a, b) + C(a, b′)] /
√
N ≤ ∆a(B + B′) , (10)
with equality only in the case that A and B+B′ are perfectly correlated and we can say that
am and cm are perfectly correlated for all m. The calculation of ∆a′(B − B′) is completely
analogous. (Note that it does not matter whether Bob actually measures B − B′ or not.)
The bound corresponding to Eq. (10) is
[C(a′, b)− C(a′, b′)] /
√
N ≤ ∆a′(B −B′) , (11)
with equality only in the case that A′ = (a′1 + a
′
2 + . . . + a
′
N)/N and B − B′ are perfectly
correlated and we can say that a′m and some c
′
m are perfectly correlated for all m.
Combining Eqs. (9-11), we write
[C(a, b) + C(a, b′)]2 + [C(a′, b)− C(a′, b′)]2 ≤ 4 (12)
as a requirement of relativistic causality. Without loss of generality, we can assume that
C(a, b) + C(a, b′) and C(a′, b) − C(a′, b′) have the same sign. (If not, we could simply
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interchange b and b′ throughout.) Then, applying [15] the inequality |x+y| ≤ (2x2 + 2y2)1/2
with x = C(a, b) + C(a, b′) and y = C(a′, b)− C(a′, b′), we obtain Tsirelson’s bound:
|C(a, b) + C(a, b′) + C(a′, b)− C(a′, b′)| ≤ 2
√
2 . (13)
Quantum mechanics saturates this bound with C(a, b) = C(a, b′) = C(a′, b) = CQ =
−C(a′, b′), where CQ =
√
2/2. We have derived a theorem of quantum mechanics—
Tsirelson’s bound—directly from the axioms of nonlocality, relativistic causality and the
existence of a classical limit.
Indeed, we have obtained more than Tsirelson’s bound. We that if b and b′ add as scalars,
then their sum b + b′ can be only 0 or ±2, and the no-signalling constraint implies local
correlations. But if the linear combinations c/|C(a, b)+C(a, b′)| = (b+b′)/|C(a, b)+C(a, b′)|
and c′/|C(a′, b) − C(a′, b′)| = (b − b′)/|C(a′, b) − C(a′, b′)| of observables b, b′ taking values
±1 are themselves observables taking values ±1—namely, if they add as components of
vectors—then the resulting correlations are nonlocal and even saturate Tsirelson’s bound.
Thus, quantum correlations derive from a Hilbert space: if the observables b and b′ add as
components of vectors, the values of c and c′ can be ±|C(a, b) + C(a, b′)| and ±|C(a′, b) −
C(a′, b′)|, respectively, rather than 2, 0 or −2. Thus, one day our answer to the question,
“Why is quantum mechanics so weird?” may be, “Quantum mechanics is the way it is
because it is the most nonlocal theory consistent with relativistic causality in the classical
limit.” It will be a more satisfying answer than von Neumann’s list of opaque axioms [1].
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FIG. 1: (a) ∆a(B+B
′) maximal; (b) ∆a(B+B′) minimal; (c) ∆a′(B+B′) minimal; (d) ∆a′(B+B′)
maximal.
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