Abstract. The partial fraction decomposition of a proper rational function whose denominator has degree n and is given in general factored form can be done in O(n log n) operations in the worst case.
Ci, are well known (see, e.g., van der Waerden (1953, 29) . ere are enormous applications of partial fractions in applied mathematics and in network theory (see, e.g., Henrici (1974, Chap. 7) and Weinberg (1962) ). This paper gives fast algorithms for solving the general partial fraction decomposition problem when n is large.
Previous algorithms for the problem usually involve solving systems of linear equations (see Henrici (1974, Chap. 7) lor a nice summary). Hence they take O(n ) arithmetic operations, or O(n :'8) operations if Strassen's method (Strassen (1969) ) is used. For the special case that the Oi have either degree one or two, many algorithms were known: see, e.g., Schwatt (1924, Chap. VIII), Turnbull (1927) , Hazony and Riley (1959) , Pottle (1964) , Pessen (1965) , Brugia (1965) , Moad (1966) , Valentine (1967) , Wehrhahn (1967) , Karni (1969) and Linn6r (1974) . But these algorithms still take O(n:) or more operations.
was further improved by Chin in his thesis (Chin (1975) Grau (1971) and Henrici (1971) for more examples.) In this paper, we show that the general PF problem can be done in O((log n) M(n)) operations in the worst case. M(n) is any upper bound on the number of operations needed to multiply two n-th degree polynomials, which satisfies some mild regularity condition (see 2). In particular, if an FFT algorithm is used for polynomial multiplication (see, e.g., Knuth (1969, 4.6.4) , Borodin and Munro (1975) ), then we have M(n) O(n log n), which satisfies the regularity condition,, and hence the general PF problem can be done in O(n log 2 n) operations. Moreover, we note that for the special case where the O are all linear, our approach will lead to Chin's O((log k). (n log n)) algorithm. (1973b) ). There are many algorithms for polynomial multiplication. For example, the classical algorithm gives M(n) c in 2 binary splitting multiplication gives M(n) c2rt 1.585 and if the field K is algebraically closed, then FFT multiplication gives M(n)= c3n log n, where ca, c2, c3 are positive constants (see e.g., Fateman (1974) ). In all cases M satisfies Condition C. In fact all we need in this paper are some consequences of Condition C. Hence it is possible to weaken our assumption on M, if one wishes to do so. Let D(n) be the number of operations needed to divide a polynomial of degree 2n by a polynomial of degree n. Then using Newton's method and the fact that M satisfies Condition C, one can show the following lemma (see, e.g., Borodin and Munro (1975) and Kung (1974) 
The decomposition (3.1) is called the incomplete partial fraction decomposition by Henrici (1971 
Proof. Brent (1976, 13) . 71 We summarize our results on Tl(k, n) and T2(1, deg Q) in the following:
(Theorems 6.1 and 6.2) We have the following results for the general partial fraction decomposition problem.
THEOREM 3.1. The general PF problem can be done in F(n)+ O((log k). M(n))+ O((log l). M(n)) operations, where max (/1,""", l,).
Proof. Note that
=< (log 1). n H(n (log l). M(n ). Proof. Note that in Theorem 3.1, k -< n and -< n. The result follows from the theorem and Lemma 2.2 by letting M(n) O(n log n). O(n log 2 n) is the best asymptotic bound known for the general PF problem. THEOREM 3.2. The general PF problem can be done in O((log k). (n log n)) operations, if Oi (x) x -zi, for 1,. ., k.
Proof. The result follows from (ii), (iv) and Lemma 3.1.
The bound in Theorem 3.2 was obtained previously by Chin (1975 Proof. We may assume that k is a power of 2. Note that if we use divisions to obtain V and V such that (y2) p2 (y2) ol (X---- (3] By the result of Aho, Steiglitz and Ullman (1975) 
