Abstract. Let G be a finitely generated residually finite group and let an(G) denote the number of index n subgroups of G. If an(G) ≤ n α for some α and for all n, then G is said to have polynomial subgroup growth (PSG, for short). The degree of G is then defined by deg(G) = lim sup log an(G) log n . Very little seems to be known about the relation between deg(G) and the algebraic structure of G. We derive a formula for computing the degree of certain metabelian groups, which serves as a main tool in this paper. Addressing a problem posed by Lubotzky, we also show that if H ≤ G is a finite index subgroup, then deg(G) ≤ deg(H) + 1.
Introduction
Let G be a finitely generated residually finite group, and let a n (G) be the number of subgroups H of index n in G. We say that G has polynomial subgroup growth (PSG for short) if there is a real number α ≥ 0 such that a n (G) ≤ n α for all n. The area of subgroup growth and of PSG groups in particular has been investigated quite thoroughly in the past decade; see for instance [GSS] , [LM] , [MS1] , [LMS] , [dS] , [SSh1] , [L1] and the recent survey papers [L2] , [L3] , [MS2] . In [LMS] finitely generated PSG groups are characterized as virtually soluble groups of finite rank. Non-finitely generated PSG groups have just been characterized in [SSh2] in terms of their profinite completion.
In spite of considerable progress in the understanding of PSG groups in general, very little is known about specific types of polynomial growth, and their relation to the structure of the underlying groups. Recall that the degree of a PSG group G is defined by deg(G) = lim sup n→∞ log a n (G) log n .
Let us now examine groups of small degree. We start with the characterization of groups of linear subgroup growth, which is particularly simple. Theorem 1.2. Let G be a finitely generated residually finite group. Then a n (G) =
O(n) if and only if G is virtually cyclic.
It is shown in [Sh3] that finitely generated residually finite groups of sublinear subgroup growth have a cyclic central subgroup of finite index, and that the series {a n (G)} is bounded for such groups. Now, if G is virtually cyclic, let A ¡ G be a cyclic normal subgroup of finite index, and let H = C G (A). Then G/H has order at most 2 and H has a finite index cyclic central subgroup. It follows that, if a n (G) ≤ cn for all n (where c is some constant), then there is a subgroup H ¡ G of index at most 2 and a constant b such that a n (H) ≤ b for all n.
Using Theorem 1.2 it is also easy to see that G has linear -but not sublinearsubgroup growth if and only if G is equivalent to D ∞ .
It should be emphasized that the subgroup growth of groups of degree 1 can be super-linear; for example, a n (Z × Z) = σ(n), the sum of divisors of n (see [Me, Theorem 1] or Lemma 2.2 below), which can go up to cn log log n. Our next result determines all groups of degree 1. We shall first introduce some notation which will be used throughout the paper. For a subring R of a number field K and a unit u ∈ R, let R x u denote the split extension of the additive group of R by the cyclic group x u , where the order of x u equals the (multiplicative) order of u, and x u acts on R as multiplication by u. By abuse of notation we shall sometimes write R u instead of R x u . More generally, if U is a subgroup of the group of units of R, we denote by R U (or R x u : u ∈ U ) the split extension of R by U with a similar action. Theorem 1.3. Let G be a finitely generated residually finite group. Then G has degree 1 if and only if G is equivalent to one of the following groups:
1. The dihedral group D ∞ .
A plane crystallographic group which does not contain a 180 o rotation. 3. Z[h, 1/h]
h , where h ∈ Q \ {0, 1, −1}.
Z[h, 1/h]
h, −1 , where h is as above.
The groups above are reduced, and so deg(G) = 1 if and only if G has a finite normal subgroup N such that G/N is as in parts 1 -4 above.
The crystallographic groups in part 2 are known, and split into 7 isomorphism classes, traditionally denoted by p1, pg, pm, cm, p3, p3m1, and p31m. For the precise definition and structure of these groups, see Coxeter and Moser [CM, [136] [137] . They are all extensions of Z × Z by subgroups of the symmetric group S 3 ; for instance, p1
ω where ω is a cube root of unity, etc. In contrast, the groups in parts 3 and 4 constitute two infinite families of groups. It is a curious fact that the groups D ∞ and D ∞ × Z have the same degree. We note that the zeta functions n≥1 a n (G)n −s associated with the 17 plane groups have just been determined by John McDermott.
The degree of G is a relatively crude invariant in the understanding of the asymptotic behaviour of {a n (G)}. In some situations more refined information can be obtained. It turns out that there is a rather surprising trichotomy governing the subgroup growth of groups of degree 1.
For functions f, g : N → R we write f ≤ g if f (n) ≤ g(n) for all n, and f ≤ g if f (n) ≤ g(n) for infinitely many n. (i) bn ≤ a n (G) ≤ cn.
(ii) bn log log n ≤ a n (G) ≤ cn log log n.
(iii) n 1+b/ log log n ≤ a n (G) ≤ n 1+c/ log log n .
More specifically, condition (i) is satisfied when G is equivalent to the group of type 1 in 1.3, condition (ii) is satisfied if G is equivalent to a group of type 3 or 4, or to one of the groups p1, pg, pm , cm (of type 2), while condition (iii) is satisfied if G is equivalent to p3, p3m1, or p31m (of type 2).
Recall that, by [Sh3] , the degree of a PSG group cannot lie in the open interval (0, 1). The next result provides another restriction on deg(G), which is only valid for finitely generated groups. Theorem 1.5. The degree of a finitely generated group cannot lie strictly between 1 and 3/2.
Thus Theorems 1.2 and 1.3 (combined with [Sh3] ) actually determine all finitely generated groups of degree less than 3/2.
Finitely generated groups of degree 3/2 do exist, as shown by the example of the Heisenberg group see Smith [S] , where the zeta functions of H and its subgroups are analyzed (see also Lubotzky [L2, p. 392] and Lemma 6.1 below).
Our results on groups of small degree depend heavily on a formula for computing the degree of certain metabelian groups. In order to state this formula, which seems to be of independent interest, we need some notation.
For an abelian group A we let r 0 (A) = dim Q (A ⊗ Q) be the torsion-free rank of A (namely the maximal rank of a torsion-free subgroup of A). Let us say that a finitely generated metabelian group G is of semisimple type if its Fitting subgroup A = F (G) is abelian of finite rank, and A ⊗ Q is a semisimple Q[G/A]-module with no trivial irreducible components.
Theorem 1.6. Let G be a metabelian group of semisimple type and let
For examples where F (G) and G/F (G) are both infinite abelian and the conclusion of 1.6 is violated, see Lemma 6.1 below. Theorem 1.6 does not cover groups which are virtually abelian. The degree of such groups can be computed as follows. Theorem 1.7. Let G be a finitely generated group with an abelian normal subgroup A of finite index. Then deg(G) = r 0 (A)−1, unless there is an element g ∈ G acting on A ⊗ Q as multiplication by −1, in which case deg(G) = r 0 (A).
This theorem can be used to compute the degree of crystallographic groups. Theorems 1.6 and 1.7 give rise to the following.
Corollary 1.8. The degree of a metabelian group of semisimple type is always an integer.
We close the introduction with a remark on groups which are not finitely generated (as abstract groups). It turns out that even our most basic result, namely Theorem 1.2, is not valid in this context; for example, if G = Z p × Z p , then a n (G) = (pn − 1)/(p − 1) for all n = p k (and 0 otherwise); thus G has linear subgroup growth, although it is not virtually cyclic. The problem of characterizing non-finitely generated groups of linear subgroup growth will be discussed elsewhere.
Some words on the structure of this paper. In Section 2 we prove some preliminary results on subgroup growth (and derivations) which are used freely throughout this paper. This section concludes with the proof of Theorem 1.1, which applies [LMS] (hence CFSG) and some elementary cohomology. Section 3 is essentially number-theoretic; it focuses on growth of ideals in subrings R of number fields, and on related topics. We obtain there an important special case of Theorem 1.6, where (with previous notation) G = R U (U ≤ U (R)). Our formula for the degree of such groups (and for the degree of metabelian groups of semisimple type in general) depends on density theorems from Number Theory. Section 4 contains the proof of Theorem 1.2, which is relatively easy modulo previous results. Section 5 is devoted to metabelian groups, and this is where Theorem 1.6 is established. In Section 6 we start the proof of Theorems 1.3-1.5, by showing that a finitely generated group of degree < 3/2 is either virtually abelian, or virtually (locally cyclic)-by-cyclic. In Section 7 we discuss (locally cyclic)-by-cyclic groups, their finite extensions, and the growth behaviour of these extensions. In Section 8 we analyze the growth behaviour of finite extensions of Z × Z, thereby completing the proof of Theorems 1.3-1.5. More generally, we discuss there finite extensions of Z d and prove Theorem 1.7. Some results on growth of submodules are proved along the way. Finally, in Section 9 we consider a nilpotent group of class 3 and Hirsch rank 4 and show that its degree is 5/3.
In spite of its length, this paper is just a first step towards a more general understanding of the growth behaviour of finitely generated groups. While Number Theory plays a central role here, it is still unclear whether it will also be essential in the next stages of this investigation. The results of this paper seem to open up several natural questions. For example, except for the intervals (0, 1), (1, 3/2), are there other intervals in which the degree of a finitely generated group cannot lie? Is the set of degrees of finitely generated groups discrete? Is it countable? Does it contain irrational numbers? There is also some interest in studying the related invariant α(G) = lim sup log s n (G)/ log n, where s n (G) denotes the number of subgroups of index at most n in G. It can be shown that α(G) cannot lie in the interval (1, 2), and it is likely that there are additional restrictions. I hope to address some of these questions elsewhere.
Our notation is quite standard. The rank rk(G) of an abstract group G is the minimal r such that all finitely generated subgroups of G are r-generated. The lower central series of a group G is denoted by γ i (G), and dl(G) stands for the derived length of a soluble group G. The Fitting subgroup of a group G is denoted by F (G). The soluble radical of a finite group G is denoted by S(G).
For an abelian group A we denote by Tor(A) the subgroup of elements of finite order in A. For n ∈ N, σ(n) denotes the sum of divisors of n, and d(n) is the number of divisors of n. We shall set a n (G) = σ(n) = 0 if n ∈ N. Finally, we define a n (G) = max{a m (G) : m|n}.
It is a pleasure to thank Dan Segal for useful discussions and for his very helpful criticism of an earlier version of this paper, Brian Birch and Udi de Shalit for some number-theoretic advice, Geoff Smith and John McDermott for communicating to me some of their yet unpublished results on zeta functions of groups, and All Souls College, Oxford, for its warm hospitality while part of this work was carried out.
Preliminaries

For groups
where the supremum is taken over all possible actions of G on H.
The following elementary result is essentially known.
Lemma 2.1. Let G be a group and let H ¡ G.
where the sum is taken over all subgroups
where
Suppose A is abelian and G splits over A, and let B be a complement to
where the sum is taken over all subgroups
Proof. This follows from the proof of [MS1, 3.1] .
We now draw easy conclusions regarding the degree of PSG groups.
(ii) Let A be a finitely generated abelian group of torsion-free rank
Proof. Apply part (i) of the preceding lemma. Since G/H is cyclic it has exactly one subgroup G 0 /H of each given index, and we have der (N G0 
This yields
Furthermore, by part (iii) of 2.1, equality holds if H is abelian. Part (i) of 2.2 now follows easily. It follows immediately from (i) by induction on d that deg(
where F is finite and it is easy to see that the degree is not changed (see for instance 2.3 below). The second assertion in (ii) follows by induction on d, using the inequality
Applying the equality above for d = 2 we obtain part (iii).
Note that 2.2(iii) was proved earlier in [Me] .
Lemma 2.3. Let G be a finitely generated PSG group, and let F ¡ G be a finite normal subgroup. Then there is a constant c such that
Let r = rk(G). Then r < ∞ by [LMS] . Since the groups N G0 (F 0 ) have finite index in G, they can be generated by at most r elements. This yields
We can restrict the sum bounding a n (G) to m ≤ |F |, and we have m≤|F | a m (F ) ≤ |F | r (since every subgroup of F is r-generated). We see that
The result follows.
Lemma 2.4. Let G be a finitely generated residually finite PSG group. Then G has a unique maximal finite normal subgroup
Proof. It is clear that the product of two finite normal subgroups of G is again a finite normal subgroup. Therefore it suffices to show that there is no infinite ascending chain of finite normal subgroups of G. By [LMS] , G has a normal subgroup G 0 of finite index which is soluble minimax. So it suffices to show that G 0 does not contain such a chain. It is known that a soluble minimax group G 0 has a unique maximal normal periodic subgroup, say H, which is a Chernikov group. In our case G 0 is residually finite, and so is H. However, a residually finite Chernikov group is clearly finite. Since any finite normal subgroup of G 0 is contained in H, the result follows.
Clearly, Lemmas 2.3 and 2.4 reduce the study of the growth behaviour (in particular, the degree) of finitely generated PSG groups to the case of reduced groups.
We need a few lemmas on derivations. In applying Lemma 2.1 the following easy observation is often useful.
Lemma 2.5. Let F be a finite group acted on by a cyclic group x . Suppose either x has infinite order, or x has order k < ∞ and a
To prove equality we have to show that for each a ∈ F there is δ ∈ Der(C, F ) such that δ(x) = a. Indeed, given a, we define δ :
where i > 0. It is easy to see that, under our assumptions, δ is a well-defined derivation satisfying δ(x) = a. The result follows.
Remark. If A is an abelian group (not necessarily finite) and x acts on A as in 2.5, then the proof shows that Der( x , A) ∼ = A.
Lemma 2.6. Let F be a finite group and let M be a finite ZF -module. Then 
Proof. The subgroup of inner derivations from
It therefore suffices to show that the order of H 1 (F, M ) is bounded above in terms of |F | and d (M ) . It is well known that the abelian group H 1 (F, M ) has exponent dividing |F | (see for instance [B, 15.5] ). We
The lemma is proved.
Proposition 2.7. Let F, R be finite groups. Set f = |F |, r = rk(R), S = S(R), the soluble radical of R, i = |R : S| and l = dl (S) . Then
where c depends on f, r, i, l.
Proof. We rely on the inequality
| by the preceding lemma, where C is a constant depending on f and r. It follows that
We can now deduce the main result of this section, which implies Theorem 1.1.
Theorem 2.8. Let G be a finitely generated PSG group, and let H ≤ G be a finite index subgroup. Then there is a constant c such that a n (G) ≤ cn · a n (H) for all n.
Proof. Replacing H with its core H G if needed, we may assume that H ¡ G. By [LMS] , G has a finite index soluble normal subgroup, say S.
where D n,m is as in 2.1(i). Clearly, we may restrict this sum to m = n/k, where k divides n and f (so k ≤ f ). Fix n and m. Then there is a finite group F of order at most f and a finite group R with |R| ≤ m, rk(R) ≤ r, |R :
where c depends on f, i, r, l. Hence
Number-theoretic preparations
In this section we record the number-theoretic results which will be applied throughout this paper.
Given a Dedekind ring R and an ideal I ¡ R, we let N(I) denote the norm of I (which coincides with |R/I|). Put
Note that, by the unique factorization of ideals in number fields we have i mn (R) = i m (R)i n (R) provided m, n are coprime.
Lemma 3.1. Let K be a number field, and let R ⊂ K be a finitely generated subring. Then one of the following holds.
(
(ii) The series {i n (R)} is unbounded.
Proof. If R ⊂ Q then R is locally cyclic and we obviously have i n (R) ≤ 1 for all n. So suppose R is not contained in Q.
Claim. There is a rational prime p and two distinct prime ideals P, Q ¡ R such that
Indeed, it is easy to see that, for infinitely many rational primes p, the ideal pR is not prime (this follows, e.g., from the elementary fact that any non-linear polynomial f (x) ∈ Q[x] is reducible modulo infinitely many primes p). Let S denote this set of primes. Then for p ∈ S we have pR = k i=1 P i where k ≥ 2 and P i are primes of R (not necessarily distinct). Now, only finitely many primes of R (i.e. those dividing the discriminant ∆(R)) have ramification index ≥ 1. This implies that for almost all primes p ∈ S, pR is divisible by at least two distinct primes of R. Now let P, Q be as in the claim. Then N (P ) = p α and N (Q) = p β for some positive integers α, β. Therefore
Given k ≥ 0 there are k + 1 pairs (i, j) with i, j ≥ 0 and i + j = k. Since the corresponding ideals P βi Q αj are all distinct, it follows that
As k is arbitrary, the result follows.
The proof above shows that, if R is as in part (ii), then i n (R) ≥ c log n for a fixed c > 0 and for infinitely many n. In fact, invoking deeper results from number theory, sharper bounds on i n (R) can be derived. We say that a subring R of a number field K is full if its field of fractions Frac(R) coincides with K.
Lemma 3.2. Let K = Q be a number field, and let R ⊂ K be a finitely generated full subring. Then there exist constants b, c > 0 such that
b/ log log n for infinitely many n.
where d(n) is the number of divisors of n. Since the functions i n and d(n) are both multiplicative (w.r.t. coprime arguments), it suffices to consider the case where n is a prime power, say n = p k . Let P 1 , . . . , P l be the prime ideals above p, and let
Since m i ≤ k for all i, the number of solutions of the above equation is trivially bounded above by (k + 1) l . This yields
proving the claim. Now, it is known that d(n) ≤ n (log 2+o(1))/ log log n [HW, Theorem 317] . Hence part (i) follows.
The proof of part (ii) is somewhat less elementary, and involves density theorems. Let S be the set of rational primes p such that pR splits as a product of d distinct primes of R, say P 1 , . . . , P d (each having degree 1). It follows from density theorems a la Chebotarev (see for instance [N, pp. 340-344] and in particular Theorem 7.10*) that S has positive density. For x > 0, let S x = {p ∈ S : p ≤ x}. Then there is a constant δ > 0 such that, if x is sufficiently large, then
Let x be a sufficiently large number, and let n = p∈Sx p. Then n ≤ e (1+o (1))x (since the product of all primes up to x is of that order). Therefore (1))(log n/ log log n) = n (b+o(1))/ log log n ,
This yields
Corollary 3.3. Let K be a number field, and let R ⊂ K be finitely generated full subring. Define
(i) The series {b n } grows super-linearly with n. (1))n log log n for infinitely many n, where γ is the Euler constant.
(iii) If K = Q, then b n ≥ n 1+c/ log log n for infinitely many n, where c is some positive constant.
Proof. It suffices to prove parts (ii) and (iii). Clearly b n ≥ i n (R)n. Therefore part (iii) follows from 3.2. So suppose R ⊂ Q. Then there exists an integer D such that
In particular, if n is prime to D, then b n = σ(n), the sum of all divisors of n. It is known that
(see [HW, Theorem 323] ), and it is easy to verify that the same holds if the limit is taken only over integers n which are prime to D. Part (ii) follows.
Lemma 3.4. Let K be a number field and let R ⊂ K be a finitely generated full subring. Let u be a unit in R. Consider the split extension G of the additive group of R by a cyclic group y u of infinite order, where y u acts on R as multiplication by u. Then
Consequently, the subgroup growth of G is super-linear. Moreover, (i) If
1+c/ log log n for infinitely many n.
Proof. Apply the last part of Lemma 2.1 with A = R, B = y where y = y u . This yields a n (G) ≥
m|n,I
|Der( y n/m , R/I)|
where I ranges over all norm m ideals of R. By Lemma 2.5 we have |Der( x n/m , R/I)| = |R/I| = m for these ideals I. Therefore
proving the first assertion. The other assertions of the lemma follow from Corollary 3.3.
Remark. Let G be as in case (i) above. Let π be the (finite) set of primes p satisfying pR = R. Given n ∈ N, let n π denote the π -part of n (namely the maximal divisor of n which is prime to all primes in π). Then it is straightforward to verify that
We do not have a satisfactory formula for computing a n (G) in case (ii).
Lemma 3.5. Let {p i } be an increasing sequence of primes of positive density. Then there exists a series {ε k } which tends to 0 with k, such that
Proof. Fix a large number x > 0. Let f (x) denote the least common multiple of the numbers p − 1, where p ≤ x is a prime, and let g(x) be the product of all primes p ≤ x. We claim that log f (x)/ log g(x) → 0 as x → ∞. It is well known that log g(x) = (1 + o(1))x, and so it suffices to show that
It is clear that log f (x) = q log q, where q ranges over all prime powers with the property that, for some positive integer i, qi + 1 is a prime ≤ x. Let S denote the set consisting of these prime powers. Fix large constants y < z < x such that z < x/y.
Then S x/y = 1≤i≤y S x/y,i . Let q ∈ S x/y,i . Then qi + 1 > x/y > z is prime, hence qi + 1 ≡ 0 mod p for all primes p in the interval (y, z] . Note that i ≡ 0 mod p for these primes p (as i ≤ y < p). We conclude that the prime powers q ∈ S x/y,i satisfy q ≡ −1/i mod p, where p ranges over the primes in the interval (y, z] .
The prime number theorem in arithmetic progressions (see for instance [E, Theorem 8.8, p . 277] for a strong version which includes an error term) shows that, if y, z are fixed and x is sufficiently large, then
Letting i vary we deduce that
Combining this with (1) we obtain
Choosing y large and z much larger we obtain the claim (for instance, let z = y
. The result follows.
The next result applies density theorems again.
Proposition 3.6. Let K be a number field and let R ⊂ K be a finitely generated full subring. Then there exist infinite increasing series {l k }, {m k } of positive integers with the following properties:
Proof. As in the proof of 3.2 we consider the set S of rational primes p with the property that pR = P 1 · · · P d for distinct primes P 1 , . . . , P d of R. Note that each P i has dimension 1 and so R/pR ∼ = (F p ) d for p ∈ S. As before, S has positive density. Let {p i } be the primes in S in increasing order, and for k ≥ 1 set
Applying the previous lemma we obtain l k ≤ (m k ) ε k where ε k → 0, and so part (ii) also holds. Let u ∈ U (R). 
Proof. This follows from the above result taking K = Q and R = Z[h
We can now prove a special (yet typical) case of Theorem 1.6. By 3.6(ii), for every ε ≥ 0 there exists k such that l k ≤ m ε k . Thus, if k is large, then for some n ≤ m 1+rε we have a n ≥ m d+r−1 . It follows that lim sup log a n (G) log n
To prove the reverse inequality, write
as in Lemma 2.1. Then
Linear growth
In this section we prove Theorem 1.2. Let G be a finitely generated residually finite group of linear subgroup growth. We have to show that G is virtually cyclic. To show this we may replace G with any of its finite index subgroups. Now, by the main result of [LMS] , G has a soluble finite index subgroup H of finite rank. Without loss of generality we may assume that G is soluble of finite rank. Suppose, by contradiction, that G is not virtually cyclic. Then G has a minimal non-virtually cyclic quotient (this follows from the fact that virtually cyclic groups are finitely presented). Replacing G with such a quotient, we may therefore assume that every proper quotient of G is virtually cyclic, namely, that G is just not virtually cyclic.
Since G is soluble, it has a non-trivial abelian normal subgroup A ¡ G. Then G/A is virtually cyclic, and so we may assume that G/A is cyclic. In particular, G is metabelian. Note that, by replacing G with a suitable quotient if necessary, we can still assume that G is just not virtually cyclic.
We claim that G is not virtually nilpotent. Suppose otherwise and replace G with a nilpotent subgroup of finite index. Since G is nilpotent and not virtually cyclic, it follows that G maps onto Z × Z. In view of 2.2(iii), we conclude that the subgroup growth of G is super-linear, a contradiction.
Having proved that G is not virtually nilpotent, it follows that G is just nonvirtually nilpotent. We also know that G is metabelian. The structure of finitely generated metabelian groups which are just non-virtually nilpotent is known; see, e.g., [HKLSh, Lemma 2.1] . It follows from that result and the fact that G has finite rank that A is torsion-free, A ⊗ Z Q is a finite field extension of Q, which we denote by K, and that G is embedded in the split extension K K * of the additive group of K by the multiplicative group K * . Thus, if G = A, x , then A can be identified with an additive subgroup of K and x acts on A as multiplication by u, where u ∈ K * is not a root of unity. Let R = Z[u, u −1 ]. Then R is a finitely generated subring of K which is easily seen to be full. Since A is x -invariant we have AR = A. This implies that A is a fractional ideal of K. It follows that there is a fractional ideal A 0 ≤ A such that A 0 is principal and |A : A 0 | ≤ ∞. Let G 0 = A 0 , x . Then G 0 is a finite index subgroup of G, and so we may replace G by G 0 and assume A is principal. It follows that A ∼ = R, and so we may identify A with R.
Lemma 3.4 now shows that a n (G) grow super-linearly with n, a contradiction. Therefore G is virtually cyclic, as required. This proves the main implication in Theorem 1.2.
The other implication follows from Theorem 2.8. Indeed, if H ≤ G is a finite index cyclic subgroup of G, then we have a n (G) ≤ a n (G) ≤ ca n (H)n = cn for some constant c (of course, a direct elementary argument can also be provided). Theorem 1.2 is proved. Note that our proof applied only the first assertion in Lemma 3.4. By applying the other parts we obtain the following.
Theorem 4.1. Let G be a finitely generated residually finite group satisfying a n (G) = o(n log log n). Then G is virtually cyclic, and its subgroup growth is at most linear. Thus there is a gap from subgroup growth cn to subgroup growth cn log log n in finitely generated groups.
Metabelian groups of semisimple type
We start with some well known properties of finitely generated metabelian groups. Let G be a finitely generated group, and let A ¡ G be an abelian subgroup such that G/A is also abelian. Then A is finitely generated as a G/A-module, and this implies that A has no subgroups of type C p ∞ (though it may have sections of this type). Assuming G has finite rank, it follows that the torsion part Tor(A) of A is finite, and that A/Tor(A) ≤ Q r where r = r 0 (A). We say that G almost splits over a normal subgroup A ¡ G if there is a subgroup B ≤ G such that A ∩ B = 1 and |G : AB| < ∞. In this case we say the B is an almost complement to A in G. The following result is due to Robinson (see [R2, p. 445] and [R3, 15.2 
.4]).
Lemma 5.1. Let G be a metabelian group of semisimple type. Then G almost splits over F (G). In order to prove Theorem 1.6, we also need the following. (M) . Note that
Proof. Let A = F (G). If G/A acts irreducibly on
By Lemma 2.6 we have |Der(T,
Altogether we see that
(Recall that d ≥ 1). 
Proof of Theorem 1.6. Let G, A be as in the theorem
where c is some fixed constant. Note that, in the special case d = r = 1 we obtain
an inequality which will be useful later on.
By Lemma 2.2 we have a n/m (G/A) ≤ (n/m) d−1+o(1) and a m (A) ≤ m r−1+o (1) . Therefore
(We have used the fact that d(n) = n o(1)
.) The upper bound on deg(G) follows. To establish the lower bound, we may replace G by any quotient or finite index subgroup of G. Let us first reduce to the case where A is torsion-free. If A is not torsion-free, let T be the torsion subgroup of A. Then T ¡ G is finite and r 0 (A) = r 0 (A/T ). Restricting to the finite index subgroup C G (T ) of G we may assume that T ≤ Z(G). This implies that F (G/T ) = A/T is torsion-free, and so we may assume T = 1. Now, assuming A is torsion-free of rank r, we obtain A ≤ Q r . Since G/A acts faithfully on A, we may write G/A ≤ AutA ≤ GL r (Q). Moreover, in this embedding G/A corresponds to a semisimple subgroup of GL r (Q). By Lemma 5.1 there is a subgroup B ≤ G such that A ∩ B = 1, and |G : AB| ≤ ∞. Clearly B is a finitely generated abelian group. Replacing B by a torsion-free finite index subgroup, we may assume that B is free abelian of rank d. Replacing G by AB we see that it suffices to prove the lower bound on deg(G) under the assumption that G = AB = A B, where B can be identified with a semisimple subgroup of GL r (Q) acting on A.
Claim. For almost all primes p, A/pA is a semisimple F p B-module.
Since B is abelian and finitely generated, it suffices to prove that for each element b ∈ B there exists a number c depending on b such that, for all primes p ≥ c, b acts on A/pA in a semisimple manner.
So fix an element b ∈ B and consider the matrix M ∈ GL r (Q) representing its action on A ⊗ Q. We can assume that M is written in a rational canonical form. Choose a constant c 1 such that for all primes p ≥ c 1 the reduction
denote the characteristic polynomials of the blocks of M . Then for p ≥ c 1 the reductions (f i ) p of f i mod p (i = 1, . . . , k) are well defined. Since M is semisimple, the polynomials f 1 , . . . , f k are irreducible over Q.
Choose c ≥ c 1 such that, for all primes p ≥ c, the reductions of h 1 , . . . , h k , g 1 , . . . , g k mod p are all well defined. It follows that for p ≥ c, Let b 1 , . . . , b d be generators for B, and let f (x) ∈ Q[x] be the product of their characteristic polynomials (as matrices in GL r (Q)). Let c be as in the claim above and let S be the set of rational primes p ≥ c such that the reduction of f (x) mod p is well defined and splits (in F p [x] ) into a product of linear factors. By the Chebotarev density theorem, the set S has positive density. By taking out finitely many primes of S if necessary we can also assume that A/pA ∼ = C r p for all p ∈ S. Since for p ∈ S the module A/pA is semisimple, we see that the action of B on A/pA can be represented by a diagonal subgroup of GL r (F p ). It follows that, for p ∈ S, if p − 1|l, then b l acts trivially on A/pA for all b ∈ B. We now enumerate the primes in S and construct series {l k }, {m k } exactly as in Proposition 3. 2. Our proof shows that the conclusion of 1.6 also holds if the semisimple module A ⊗ Q has trivial components, provided G almost splits over A. For example, this is the case if G/A is infinite cyclic.
We close this section with a lower bound on deg(G) which is valid for a wider class of all metabelian groups. Theorem 5.3. Let G be a finitely generated metabelian group, and let A ¡ G be a normal subgroup such that A and G/A are infinite abelian groups. Suppose G almost splits over
Proof. We may assume that G = A B where A, B are abelian. As in the proof of 1.6 we can choose a set S of primes which has positive density, such that for each p ∈ S and b ∈ B, the eigenvalues of b acting of A/pA all lie in F p . However, the action of b on A/pA need not be semisimple. We can also assume that A/pA ∼ = C r p for all p ∈ S. Let x be a large number, and set m = p∈S,p≤x p, l = lcm{p − 1 : 
The result follows using the inequality l ≤ m o(1) .
Corollary 5.4. Let G be a finitely generated metabelian group, and let A ¡ G be a normal subgroup such that A and G/A are infinite abelian groups. Suppose
Proof. Since G/A is infinite cyclic, G splits over A. The result now follows from Theorem 5.3 on taking s = 1.
Groups of degree < 3/2 up to finite extensions
We start by computing the degree of certain metabelian groups which are not of semisimple type.
Lemma 6.1. Let G be a finitely generated group and suppose G = A, x where A is an abelian group satisfying r 0 (A) = 2, and x is an element whose action on A ⊗ Q is given by the matrix t 1 0 t , where t ∈ Q. Then deg(G) = 3/2.
Proof. Let T be the torsion subgroup of A. Then T ¡ G is finite and so deg(G) = deg(G/T ). We can therefore factor our T and assume that A is torsion-free. Therefore A ≤ Q ⊕ Q. 
We claim A ≤ Q ⊕ Q is an R-module. Indeed, identifying x with its image in End(A), we have (x − t) 2 = 0 so that s 2 x 2 − 2rsx + r 2 = 0. This shows that r 2 A ≤ sA, and since r, s are coprime it follows that sA = A. Therefore A is closed under multiplication by s −1 . In a similar manner (considering x −1 instead of x) we see that A is closed under multiplication by r −1 , and so A is an R-module. It is also easy to see that A is a finitely generated R-module, so A ∼ = R ⊕ R.
The same argument shows that, if A 0 is a finite index subgroup of A which is x k -invariant for some k > 0, then A 0 is a (finitely generated) R-module. Note that R is a PID, and so we can use freely basic facts on finitely generated modules over a PID. We can write
2 are positive integers which are prime to rs. Such a subgroup A 0 will be denoted by A(d 1 , d 2 , b) and will be represented (as in [GSS] ) by a matrix of the form 
while a m,x k (A) = 0 if m is not prime to rs. It now follows at once that deg(G) ≥ 3/2. Indeed, let n be a perfect square which is prime to rs. Then, choosing d 1 = d 2 = n 1/2 in the formula above we obtain a n,x (A) ≥ n 1/2 , and so
To bound deg(G) from above, note that if
It follows that
Note that the case t = 1 of the lemma shows that the Heisenberg group has degree 3/2. Lemma 6.2. Let G be a finitely generated group, A ¡ G an abelian normal subgroup, and suppose G/A is infinite cyclic. Suppose deg(G) < 3/2. Then r 0 (A) ≤ 1.
Consequently, either G is virtually abelian (of rank at most 2), or G is virtually (locally cyclic)-by-cyclic.
Proof. Let r = r 0 (A). Applying Corollary 5.4 we obtain 3/2 > deg(G) ≥ r/2, so r ≤ 2. Suppose, by contradiction, that r = 2, and write G = A x . If the action of x on A ⊗ Q is semisimple, then Theorem 1.6 and the second remark preceding Theorem 5.3 show that deg(G) = r 0 (A) + r 0 (G/A) − 1 = 2, a contradiction. Therefore the action of x is not semisimple, in particular A ⊗ Q is reducible as an x -module. Let B ∈ GL 2 (Q) be a matrix corresponding to the action of x on A ⊗ Q. Then it follows that B has a rational eigenvalue, say t, which occurs with multiplicity 2. Without loss of generality we may assume that B is written in a Jordan form. Thus B = t 1 0 t . It follows from the previous lemma that deg(G) = 3/2, a contradiction. This completes the proof.
Next, we need the following result of Mal cev (see [R1, Theorem 3.25] ).
Lemma 6.3. Let G be a soluble minimax group, and let N = F (G). Then G/N is virtually abelian.
We can now obtain the main result of this section. Proof. In proving the result we may replace G with any finite index subgroup of G (which is also of degree less than 3/2). By [LMS] , G has a finite index subgroup G 0 which is soluble minimax. Therefore it suffices to prove that finitely generated soluble minimax groups of degree < 3/2 satisfy the conclusion of the proposition. We shall prove this without assuming that our given group is residually finite (a property which, unlike the property of being soluble minimax, is not inherited by quotients). So let G be a finitely generated soluble minimax group of degree < 3/2. Define the length l(G) of G to be the minimal length of a series 1 = G n ¡ G n−1 ¡ . . . ¡ G 0 such that |G : G 0 | < ∞ and each factor G i /G i+1 is isomorphic to Z or to C p ∞ for some prime p. Arguing by induction on l(G), we can assume that any proper quotient of G by an infinite normal subgroup satisfies the conclusion of the proposition, while G itself does not satisfy the conclusion. Let N = F (G) be the Fitting subgroup of G.
Then we may replace G by N and assume G is nilpotent. By restricting to a suitable finite index subgroup we may assume further that G and G/G are torsion-free. We claim that G ∼ = Z or G ∼ = Z × Z. Suppose otherwise and let
2) we have d = 2. However, G = 1, and it follows that G /γ 3 (G) is infinite cyclic. Therefore G/γ 3 (G) is isomorphic to the Heisenberg group. It follows that deg(G) ≥ 3/2, a contradiction.
In all the remaining cases, G/N is infinite. By Lemma 6.3, G/N is virtually abelian. Without loss of generality we can assume that G/N is abelian.
Case 2. N is infinite. Then G/N is as in (i) or (ii) above. This implies r 0 (N/N ) = 1 and since N is nilpotent it follows that N is virtually locally cyclic. It now easily follows that G itself satisfies conditions (i) or (ii) above, a contradiction.
Case 3. N is finite. It is easy to see, using Hall's theorem that finitely generated metabelian groups are residually finite (see for instance [R1, Chapter 9] ), that if G/F is as in (i) or (ii), where F is a finite normal subgroup of G, then G is of the same type. We can therefore factor out N and assume that N is abelian.
If N ⊗Q is an irreducible G/N -module, then G is a metabelian group of semisimple type. Therefore by 1.6
We conclude that r 0 (N ) = r 0 (G/N ) = 1. Therefore G/N is virtually cyclic, and N is virtually locally cyclic. It follows that G has a finite index subgroup which is (locally cyclic)-by-cyclic. Thus condition (ii) holds. Now suppose N ⊗ Q is reducible. Then there is an infinite G-invariant subgroup
, it follows that G/N is virtually cyclic. Without loss of generality we can assume that G/N is cyclic. Applying Lemma 6.2 it follows that r 0 (N ) ≤ 1 and G is as in (i) or (ii). This contradiction completes the proof.
(Locally cyclic)-by-cyclic groups
When we say that a group G is (locally cyclic)-by-cyclic, we mean that G has an infinite normal subgroup A which is locally cyclic, such that G/A is infinite cyclic. We shall also assume that G is not virtually abelian (thus avoiding finite extensions of Z × Z, which are treated in the next section).
Recall that a group A is locally cyclic if and only if A is isomorphic to a subgroup of Q or to a subgroup of Q/Z. The latter is impossible if A is a subgroup of a finitely generated metabelian group. It is also well known that, if A ≤ Q, then AutA ≤ Q * ; more specifically,
where elements of the right hand side act by multiplication.
Lemma 7.1. Let G be a finitely generated (locally cyclic)-by-cyclic group. Then
Proof. Let A ¡ G be a locally cyclic subgroup such that G/A is cyclic. Then A ≤ Q, G/A is infinite cyclic, and A is finitely generated as a G/A-module. Write G = A, x where x ∈ G. By previous remarks there exists h ∈ Q * such that x acts on A as multiplication by h. If |h| = 1 then G is virtually abelian. Hence h = 1, −1.
Let R = Z[h, 1/h] and consider A as an R-module. Since G is finitely generated, A is finitely generated as an R-module. Since R is a Principal Ideal Domain, A splits into a direct sum of cyclic modules. But A has rank 1, and so A must be cyclic as an R-module. As A is infinite, we conclude that A ∼ = R.
It remains to show that A ∩ x = 1. This follows from that fact that the centralizer C A (x) is trivial.
Lemma 7.2. Let R ⊂ Q be a subring, and let h ∈ U(R) be a unit of infinite order. where a pair (a, u) (a ∈ R, u ∈ U (R)) acts on H by sending (0, x h ) to (a, x h ) and (b, 1) to (ub, 1).
Proof. Let G = AutH. Then there is a natural homomorphism φ : G → AutR (where R is considered as an additive group). It follows from a previous remark that AutR ∼ = U (R) (where u ∈ U(R) acts as multiplication by u). Since there is an automorphism g u of H sending x h to x h and a ∈ R to u · a, it follows that φ is surjective.
Let
Claim. G acts trivially on H/R. Suppose otherwise. Then some g ∈ G induces on H/R the inverting automorphism y → y −1 . Choose u ∈ U(R) such that g induces on R multiplication by u. Using additive notation in R we see that, for a ∈ R,
On the other hand we have
This yields h 2 = 1, a contradiction. Having proved the claim, it follows that N centralizes both R and H/R, and this implies that N ∼ = Der(H/R, R) ∼ = R (more explicitly, each a ∈ R gives rise to an automorphism h → ha which acts trivially on R, and N consists of precisely these automorphisms). Since G splits over N (indeed, the set {g u : u ∈ U (R)} is a complement to N ) the result follows.
Lemma 7.3. Let G be a finite extension of H
. Now, G/C can be identified with a subgroup of AutH, so by the
Since G is a finite extension of H it is clear that we may take it that U is a finite extension of h . If U is cyclic, then G/C is (locally cyclic)-by-cyclic. Otherwise we must have U = h × −1 , since −1 is the only non-trivial element of finite order in Q * .
Results 7.1 and 7.3 give rise to the following:
Corollary 7.4. Let G be a finitely generated virtually (locally cyclic)-by-cyclic group, and suppose G is reduced.
h, −1 for h as above.
We can now prove the main result of this section. bn log log n ≤ a n (G) ≤ cn log log n for all n.
Proof. We may assume that G is reduced. By 7.4, G is metabelian of semisimple type, and so it follows using the formula provided in Theorem 1.6 that deg(G) = 1. As for the second assertion, the upper bound on a n (G) follows from (2) (in the proof of 1.6), while the lower bound follows from 3.4(i).
Crystallographic groups
In this section we prove Theorems 1.3-1.5, as well as Theorem 1.7. Let G be a group of degree < 3/2. We can assume that the subgroup growth of G is superlinear, otherwise its structure is determined in Theorem 1.2. If G is virtually (locally cyclic)-by-cyclic, then its structure and growth behaviour are determined in Section 7. In the remaining case, Proposition 6.4 shows that G has a finite index normal subgroup which is isomorphic to Z × Z. Hence, to complete the proof of 1.3-1.5, we need to study the finite extensions of Z × Z and analyze their growth behaviour. This will be done using the theory of plane crystallographic groups.
As usual, we may restrict our attention to reduced groups. Proof. Let A ¡ G be a maximal abelian normal subgroup of finite index, and let C = C G (A) ¡ G. Then A ≤ Z(C) and so |C : Z(C)| < ∞. Therefore |C | < ∞ by a theorem of Schur. Since C ¡ G and G is reduced it follows that C = 1, so C is abelian. Since C ≥ A we have C = A by the maximality of A. If T is the torsion part of A, then T ¡ G is finite, hence trivial. The result follows.
It now follows that G has the structure of a 2-dimensional crystallographic group, namely, of a plane group. These groups are well known and split into 17 isomorphism classes; see [CM, . As the following result shows, not all of these 17 groups have degree 1. Recall that the group p2 is isomorphic to Z 2 −1 (a split extension of Z × Z by an involution acting as multiplication by −1).
In particular, the group p2 has degree 2.
Proof. Let A = Z d and let x ∈ G be the inverting involution. Then any subgroup A 0 ≤ A is x-invariant, and Lemma 2.1 shows that a n (G) = a n/2 (A) + A0≤A,|A:A0|=n
It is clear from the action of x on A that |Der( x , A/A 0 )| = n for all such subgroups A 0 (see 2.5). It follows that a n (G) = a n/2 (A) + a n (A) · n. p1, pg, pm, cm, p3, p3m1, or p31m. Our next goal is to show that the groups listed in 8.3 all have degree 1. We need some information on their structure. Let i, j, k ∈ GL 2 (Z) denote the matrices 1 0 0 −1 , 0 1 1 0 , and 0 1 −1 −1 , respectively. Then i 2 = j 2 = k 3 = 1, and the group j, k is isomorphic to the symmetric group S 3 . The groups in 8.3 can now be described as follows: p1 ∼ = Z 2 , pg and pm have the form 
(ii) n 1+b/ log log n ≤ a n (G) ≤ n 1+c/ log log n if G is p3, p3m1 or p31m.
Proof. The lower bound in (i) follows from the obvious inequality a n (G) ≥ a n/2 (Z × Z) = σ(n/2).
To establish the upper bound it suffices to show that a n (G) ≤ cσ(n) for some constant c. The case of p1 is clear, so suppose first that G is an extension of A = Z × Z by the matrix i. By 2.1 we have a n (G) ≤ a n/2 (A) + A0 |Der( i , A/A 0 )|, where A 0 ranges over the i-invariant subgroups of index n in A. If A 0 is such a subgroup, and (k, l) ∈ A 0 , then we have (k, −l) ∈ A 0 , so (2k, 0), (0, 2l) ∈ A 0 . This shows that 2A 0 = kZ × lZ for some positive integers k, l. Therefore A/A 0 is isomorphic to a quotient of C k × C l by a subgroup of order dividing 4. An easy computation shows that, in these circumstances we have
where now A 0 ranges over all index n subgroups of A such that, for some k, l,
Since kl ∈ {n, 2n, 4n}, and given k, l there are boundedly many choices for A 0 , it easily follows that a n (G) ≤ cσ(n), as required. This settles the case of pg and pm. The argument for the group cm (in which case i is replaced by j) is similar and is left to the reader. Part (i) is proved. Next, let G = p3. Then G ∼ = R x , where R = Z[ω] and x = x ω . Note that, if I is a norm n ideal of R, then |Der( x , R/I) = |R/I| = n by 2.5. Lemma 2.1 now shows that a n (G) = a n/3 (Z × Z) + i n (R)n = σ(n/3) + i n (R)n.
The required conclusion now follows from Lemma 3.2. Finally, suppose G is p3m1 or p31m. Then G contains an index 2 subgroup of type p3, so the lower bound on a n (G) follows. To prove the upper bound write G ∼ = A.S 3 where A = Z 2 , and note that it suffices to count index n subgroups H ≤ G satisfying AH = G (otherwise the bound follows from the previous cases). The number of such subgroups H is at most
where A 0 ranges over the S 3 -invariant subgroups of index n in A. Clearly, if we identify A with the ring R = Z[ω], then every such subgroup A 0 is an ideal in R, and so A 0 can be chosen in at most n c/ log log n ways (by 3.2). Given A 0 , consider A/A 0 as an S 3 -module. By 2.6 there is an absolute constant c such that |Der (S 3 
The proof of Theorems 1.3-1.5 is now complete. We now analyze the growth behaviour of virtually abelian groups in general, and prove Theorem 1.7. We need some preparations. Let M be a module over some given ring R. Denote by a n (M) the number of submodules of index n in M . As in the case of groups, we define the degree of the module M by deg(M ) = lim sup log a n (M ) log n .
If deg(M ) is finite we say that M has polynomial submodule growth. It is clear that, if F is a finite group, and M is a finitely generated ZF -module, then deg(M ) < ∞ (since M is finitely generated as an abelian group).
The following is an easy analogue of 2.1.
The next result shows that the degree of a module often coincides with the degree of its finite index submodules. As in the group case, we set a n (M ) = max{a m (M) : m|n}. Proof. Using 8.6 we can reduce to the case where M is torsion-free as an abelian group, so M ∼ = Z d . Let F 0 be a minimal subgroup of F whose image in GL d (Z) is non-scalar. Then F 0 is cyclic and a n (M ) is bounded above by the number of index n submodules of M as a ZF 0 -module. We can therefore replace F by F 0 and assume F is cyclic, say F = x .
Suppose first that M ⊗ Q is an irreducible QF -module. In this case K = M ⊗ Q is a field extension of Q (of degree d), and x acts on K as multiplication by some root of unity u ∈ K * . Furthermore, we have K = Q(u) and M can be identified with a fractional ideal of K, with respect to the full subring R = Z[u, u −1 ]. Thus M is 2-generated as a ZF -module (since fractional ideals are 2-generated), and M has a finite index cyclic submodule M 0 (corresponding to a principal fractional ideal). Now, the submodule M 0 can be identified with R, and its submodules correspond to ideals of R. It follows from 3.2 that a n (M 0 o(1) . Applying the remark above we conclude that a n (M ) ≤ n o(1) . Thus deg ( The required conclusion follows, provided s ≥ 3. Suppose s = 2. Then x must acts on M/N as multiplication by a root of unity u of order 3 or 6. Since the class number of Q(u) is 1, it follows that M/N is a cyclic module in this case, and so D n,m ≤ m. Using this inequality the required conclusion follows.
We are left with the case s = 1. Moreover, we can also assume that every irreducible component of M ⊗ Q is 1-dimensional, otherwise we can re-choose N so that s ≥ 2, and apply the previous cases. This implies (by abuse of notation) that there exists a submodule N of M such that x acts trivially on N ⊗ Q and acts on (M/N ) ⊗ Q as multiplication by −1. Then x acts trivially on N (since N is torsionfree) and it is easy to reduce to the case where x acts on M/N as multiplication by −1. Let s = dim((M/N ) ⊗ Q) and t = dim(N ⊗ Q). Then s, t > 0 since the action of x is non-scalar. Now, a homomorphism φ from a submodule of M/N to a quotient of N satisfies φ(−a) = φ(xa) = xφ(a) = φ(a), and so it follows that the image of φ consists of elements b with 2b = 0. This shows that D n,m ≤ c for some constant c not depending on n, m. Using this it now follow from the previous lemma that a n (M ) ≤ n d−2+o(1) . The proposition is proved. Now, the finite index subgroups H of G split into finitely many classes according to their image F 0 = HA/A in F . So it suffices to show that each class contributes at most n d−1+o(1) to a n (G). This is clear if F 0 is trivial, and if F 0 = 1 then it is not contained in ±1 . It suffices to deal with the case F = F 0 = 1. Let a n,F denote the number of index n subgroups H of G satisfying HA = G. Consider A as a ZF -module. Then we have a n,F (G) ≤ The result follows.
An example
As noted in the introduction, there is no formula for computing the degree of finitely generated nilpotent groups. In fact, it seems that the explicit computations of zeta functions and degrees of nilpotent groups focused on groups of class two. In this section we compute the degree of a nilpotent group of class three. As a by-product we show that there exists a finitely generated group of degree 5/3. As usual we have a n (G) = where k|n and A 0 ranges over the x k -invariant subgroups of index n/k in A. We now record some known and useful facts on finite index subgroups of abelian and nilpotent groups (see [GSS] ).
