Abstract. In this paper, we devote to investigation of higher order impulsive delay differential equations. Some interesting results for oscillation properties of every bounded solution of equations are obtained. In addition, an example shows that impulses play an important role in the oscillation properties of the solutions.
Introduction
Impulsive delay differential equations are useful mathematical machinery in modelling many real processes and phenomena studied in optimal control , biology, mechanics, medicine, bio-technologies, electronics, physics, etc [7] . Recently, the oscillatory behavior of impulsive delay differential equations has attracted the attention of many researchers [5] - [15] . For instance, in [5] , K. Gopalsamy and B., Zhang investigated oscillation of first order delay differential equations with impulses. [16] generalized the results of [5] . In [14] , J. Yan established oscillation criteria for nonlinear several delays impulsive differential equations. In [6] , G. Huang and J. Shen studied oscillation of second-order linear IDE with damping:
x (t) + a (t) x (t) + p (t) x (t) = 0, t t 0 , t = t k ,
(1.1)
In [15] , J. Yan considered the delay effection to (1.1),
and generalized the results in [6] . Next, oscillation and nonoscillation of even order impulsive differential equations were studied and some interesting results are obtained [9] - [13] . But papers devoted to the study of the oscillation and nonoscillation of higher order impulsive delay differential equations are quite rare. As we known, only X., Li consider the impulsive delay differential equation
Before stating the conditions on d k , a (t) , p i (t) , g i (t) in the above equations, let us first state what we like to present first. In this paper, we consider a kind of higher impulsive delay differential equation
where
We assume the following conditions hold:
, ··· , n, are Lebesgue measurable and locally essentially bounded functions, r ∈ C [0, ∞) → R + , R is the real axis; 6) if the following conditions are satisfied: 
Our plan is the following. First, we prove the oscillation properties of (1.4) equality to (1.5) (Theorem 1-3), and obtain some sufficient conditons for ensure all bounded solutions of (1.4) to be nonoscillatory and oscillatory. Next, applying our Theorem 4 and Theorem 5, we state two results (Theorem 6 and Theorem 7) for (1.3). When m = 2 , Theorem 6 generalizes and improves Theorem 4 in [15] ; when m 3, Theorem 7 show that the boundedness and differentiability condition on r (t) on Theorem 2.8 in [9] can be canceled. At last, an example is provided to illustrate the use of our results.
Main results
In this section we will establish theorems which enable us to reduce the oscillation and nonoscillation of (1.4) to the corresponding problem (1.5).
THEOREM 1. Assume that ( A 1 )-( A 4 ) hold. (i) If y is a solution of (1.5) on t
Proof. First we shall prove (i). Let y be a solution of (1.5) on t
So we get
which implies that x is a solution of (1.4). On the other hand,
, which implies that x solves the second condition in (1.4). So
is a solution of (1.4) on t − 0 , ∞ . Next we prove (ii). Let x be a solution of (1.4). We shall prove that
is a solution of (1.5) on t
and y 
Then (1.4) has a bounded nonoscillatory solution x with lim inf
Proof. We only need to prove that (1.5) has a bounded nonoscillatory solution y. From ( A 7 ), there exists T > 0 such that for all t T, g i (t) T 0 > 0, i = 1, 2, ··· , n, and for all t T,
Let Y be denote the locally convex space of all continuous functions y ∈ C ([T 0 , ∞) , R) with the topology of convergence on compact subintervals of
where γ > 0 is an arbitrary given constant. We note that Γ is a closed and convex subset of Y and it is nonempty. Now, define map
First we verify FΓ ⊂ Γ. For all y ∈ Γ, it is obvious that Fy ⊂ Γ for T 0 t < T. When t > T , combining (2.1) we get
So F maps Γ into Γ. On the other hand, {Fy} is uniformly bounded. The continuity of FΓ → Γ is verified as follows: Let y n ∈ Γ, y ∈ Γ. For any ε > 0, there exists a postive integer N ε such that |y n − y| < 4ε for any n > N ε . In particular
So we know that F maps Γ continuous into a compact subset of Γ. Therefore, by Schauder-Tychonov's fixed point theorem, F has a fixed point y in Γ. It is easy to check that the fixed point y is a solution of (1.5). So (1.5) has a bounded nonoscillatory solution y. By Theorem 1,
is a bounded nonoscillatory solution of (1.4). Using condition (A 5 ), we eventually get
The proof is complete.
Next we shall give an oscillation criterion for (1.4). Suppose m is a given even number and m 4 . First we give some lemmas which can be used to prove the following main Theorems.
LEMMA 2. Let y be a given solution of (1.5) . Assume that ( A 1 )-( A 4 ) and ( A 6 ) hold and
Suppose that there exists T t 0 such that x (t) > 0 for t T , then there exists T T and N
The proofs are omitted, because their proofs are similar to [11] but without impulses.
THEOREM 5. Assume that ( A 1 )-( A 4 ) , (A 6 ) and ( A 8 ) hold. Moreover suppose that (A 9 ) g i has an absolutely continuous derivable g i on t
− 0 , ∞ , and g i 0;
Then all bounded solutions of (1.4) are oscillatory.
Proof. We only need to prove that all the bounded solutions of (1.5) are oscillatory. Suppose that the assertion is not true. Without loss of generality, we may suppose that there exists T > 0 such that y (t) > 0 for t T .
Firstly we consider the case when N = 1. By Lemma 2, we get 5) where M = min
From (2.5), we have
Using Lemma 1, we obtain for t > T
Let ψ (t) = −y (m−2) (t) , then ψ (t) 0 and from (2.6), we have
Applying Lemma 1, we get
It follows that
Multiplying (2.7) by t m−3 and integrate on [T * ,t) ,
On the other hand,
In view of (2. Using ( A 10 ), we obtain y (t) → ∞ as t → ∞, which is a contradiction. Next we consider the case when N > 1. By Lemma 2, we get y (t) > 0, y (t) > 0, t > T , so y is increasing in t for t ∈ [T , ∞). We note
y(t) = y(T ) + t T y (s)ds y(T ) + y (T )(t − T ).
So y (t) → ∞, as t → ∞, which is a contradiction. The proof is complete.
As appplication of the previous results, first of all, we point out that main results in [8] are valid even if the differentiability and boundness of r (t) is removed. Indeed, multiplying exp p i (t) x (g i (t)) = 0, t t 0 ,t = t k , 
