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CHAPTER 1 : INTRODUCTION
Overview
Autonomous cart following system is not a new concept as automated guided carts are being introduced since 1950s. Those systems are designed to following different type of navigation. Some systems implement the line-follower methodology, where the cart will follow the underground wire, or guided tape. Other system use vision based navigation, which use the camera to capture and process the designated destination path. While most of the autonomous carts following systems are commonly used in industry, the interest of the usage of such system is just started to attract focus in our daily life recently.
One of the beneficial usages of such system is to develop an autonomous cart follower for wheelchair user. The cart could be design to follow the user when moving around with loaded items. However, extra caution has to be given on such implementation as these involve human activity and safety is of high priority here. A cart system with better precision and responsiveness is greatly needed.
Multilayer perceptron (MLP) is one of the simple feedforward neural networks implemented, where the information flows from the input layer through the hidden layer to the output layer, without any loop or cycle. The MLP network could be used to learn the generalization, classification or pattern recognition based on the supervised training vectors. To train the MLP network, there are many learning techniques could be used;
backpropagation is one of the chosen techniques in this paper.
In MLP network, each node in the layer has different weight as the input of the activation function of the downstream nodes. To train the MLP network, a set of sampled data is needed to feed through the network. This weight of the node will then be tuned till the error computed from the comparison between the output value and the sampled output is acceptably small. Thus, large numbers of training cycles need to be performed to archive the desired outcome.
Problem Statement
Current developments of autonomous cart following system rely on the microcontroller to process the input data, and to determine the control output. Such implementation would require developer to hand coding write firmware program to run on the microcontroller board, to process the control tasks above mentioned. The complexity of the firmware code usually proportional to the number of the sensor input and the control output, and most importantly the level of processing rules applied in the system. If the developer wishes to deliver a sophisticated system for better precision and responsiveness, then there is possibility that the firmware structure will become complicated for hand coding and maintenance. The resulted firmware code might as well too complicate to be processed by the microcontroller in the system, as most microcontrollers are not designed for performance. Besides, the ever increasing firmware footprint will become a challenge for fitting in the limited memory size in the microcontroller system.
The project is investigating the implementation of the artificial neural network in the autonomous cart following system, which implemented via Field Programmable Gates Array (FPGA). Multiple sensor inputs will be feed through the MLP network and the output result is compared to train the neural network. Training cycles will be repeated till the artificial neural network is learned to produce control output with minimal error rate relatively the sampled control data. Such approach offers an alternative cart following implementation, where the artificial neural network is used as the control system. In this scenario, developer emphasize on the training MLP network rather than optimizing the firmware code.
Objective
The aim of the project is to investigating the implementation of autonomous cart follower system running on MLP artificial neural network using FPGA.
1. To implement the MLP neural network in the FGPA system for autonomous cart follower.
2. To compare the performance between SOC system with/without hardware acceleration.
Scope of Work
In order to achieve the aim of the project, the artificial neural network system will be used for the autonomous cart following system on FPGA. The artificial neural network system will be developed and with cart sensor input and output as the input node and output node of the network.
An existing microcontroller based autonomous cart following system will be used to gather the sensor input and control output data. The artificial neural network will be trained with the sampled data and repeated till the result is achieved with minimum error rate. MLP neural network is the chosen model for the project. The microcontroller board of the system will then be replaced with FPGA board for neural network realization of the system.
Thesis Organization
This project is organized into five organized into five chapters. Chapter 2 review the existing works have been done on the autonomous cart following system, with some improvement of the system via the assistance of the artificial neural network. It also includes an introduction of the multilayer perceptron (MLP) neural network and how the artificial neural network is developed and trained. Lastly the implementations of neural network on FPGA will be presented.
Chapter 3 discuss on the methodology to develop the MLP artificial neural network system, and the work to setup the architecture for the cart following system. Some work will be evaluating the technique used to train and optimize the system, in order to produce the desired control output. The software coding guidance for efficient result is discussed here.
Chapter 4 will discuss the result produced from implementing the artificial neural network system. Beside, some limitation of the project will be discussed here.
Chapter 5 will conclude the result of the paper. The project will discuss on how the MLP network is implemented in System-on-Chip (SOC) design approach and executed in a cart following system. The evaluation of the system performance will be discussed here.
CHAPTER 2 : LITERATURE REVIEW
Chapter 2 review the existing works have been done on the autonomous cart following system, with some improvement of the system via the assistance of the artificial neural network. It also includes an introduction of the multilayer perceptron (MLP) neural network and how the artificial neural network is developed and trained. Lastly the study of the neural network implementations on Field Programmable Gate Array (FPGA) will be presented.
Autonomous navigation system
Laser target navigation system
One of the autonomous navigation systems is to use laser transmitter and receiver for detecting the following target. For pulse laser radar system, the angle of the target is based on the reflected pulse to the turret position. With the conventional approach, the time of flight method is used here to calculate the distance of the target, based on the time interval between the reference pulse value and reflected pulse value. Joodaki, Kompa et al. (2001) suggest that using the neural network in such system could improve the resolution and speed of measurement, which the trained neural network could produce the distance information just by feeding in the reflected laser value ( inputs, these would provide as obstacle for the project from implementing in daily life. The autonomous cart follower system consists of other controller board and sensory parts to form the framework design (Figure 2-1) . The input sensory devices built with the CMUCAM3 camera and GP2D120 infrared distance sensor. The CMUCAM3 camera is used for the visual object detection and provides the horizontal location offset of the target. In this system, red colour object is chosen as the choice for detection. The infrared distance sensor is to provide collision avoidance and distance measurement of the target within line of sight.
Microcontroller based autonomous cart follower system
The motor controller board used is the MD30B Enhanced 30A Motor Driver board, which capable to supply driving current up to 30A peak. In this system, a windscreen wiper motor is used as the cart forward and reverse motor and the motor driver board output is sufficient to drive the motor in various speed. For the steering of the cart moving direction, a hexTronik HX12K standard metal gear servo motor is used to control the angle of the front moving wheels. The servo motor is capable with one side operation angle of 45 degree. The purpose of the autonomous cart follower system project is to provide load carrying support for wheelchair users to move heavy and sizable object like luggage.
Neural network in motor control system
Feedforward neural network usage in motor control is now a popular topic on how to improve the non-linear handling and reduce the noise of the input value. Secco and
Magenes (2002) have suggested that the neural network could be used as the control system for dynamic motor system to achieve a more natural movement. (2008) present a neural network control system for induction motor drive system which implemented on a Field Programmable Gate Array chip (FPGA). Such implementation has advantages on the flexibility, cost and the speed of parallel processing of the network logic in the FPGA. This neural network system improve the fault tolerance of the motor control system as drive topology could be configured for continuous operation during the event of single leg breakdown.
Multilayer Perceptron neural network
Feedforward neural network
Multilayer perceptron (MLP) neural network is a feed forward neural network, which the flow of the network information is unidirectional from the input nodes to the output nodes. The MLP neural network consists of basic layers of input nodes, output nodes and hidden nodes (Figure 2-2) . Each layer of nodes is connected to the downstream nodes with the connection carried different weight on the input to the receiving nodes.
The nodes are described as neuron and the connections are synapses in the neural network terminology. The neuron output consists of the product of all weighted input with the activation function. The activation function is the transfer function which mostly are hyperbolic tangent or logistic sigmoid.
The purpose of MLP neural network could be used for approximation, generalization, classification. To achieve this purpose, the weight on the MLP nodes connections have to be tuned and this process is called the training of the neural network. One of the commonly used techniques for neural network training is backpropagation algorithm, which the gradient descent method is used for weight calibration. A set of training vector of sampled input and output will feed through the neural network during training phase, till the acceptable error rate is achieved. The total training cycles are the epochs of the training phase, for complicated topology, the number of epochs might need to be larger to achieve the convergence. 
Optimization on the training methodology
The convergence of the training phase could be accelerated with the some modification over the gradient descent method. Alizadeh, Frounchi et al. (2008) use the backpropagation with plummeting learning rate factor (BPLRF) and backpropagation with declining learning-rate (BPDLR) to train the network, able to achieve reasonable total sum square error within 300 epochs. Such approaches purposely choose the last ending epochs to have smaller learning rate and step size to prevent network being destabilized and achieve smaller recognition error.
Several researches have been done on improving the MLP neural network training phase performance, and some modified backpropagation technique has been present.
Bahoura and Park (2011) Yilmaz, Erkmen et al. (2014) propose to use the differential evolution algorithm (DEA) to train the MLP neural network for the simplicity of the algorithm. However, such implementation utilizes higher area usage and slightly lower accuracy compared to software simulation. To achieve higher network performance, more epochs and
