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Abstract
In this paper, we introduce concepts of pathwise random almost periodic and almost au-
tomorphic solutions for dynamical systems generated by non-autonomous stochastic equations.
These solutions are pathwise stochastic analogues of deterministic dynamical systems. The exis-
tence and bifurcation of random periodic (random almost periodic, random almost automorphic)
solutions have been established for a one-dimensional stochastic equation with multiplicative
noise.
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1 Introduction
This paper is concerned with almost periodic and almost automorphic dynamics of random dynami-
cal systems associated with stochastic differential equations driven by time-dependent deterministic
forcing. We will first define pathwise random almost periodic solutions and almost automorphic
solutions for such systems, which are special cases of random complete solutions and random com-
plete quasi-solutions. We then study existence, stochastic pitchfork and transcritical bifurcation of
these types of solutions for one-dimensional non-autonomous stochastic equations.
Almost periodic and almost automorphic solutions of deterministic differential equations have
been extensively studied by many experts, see, e.g., [17, 22, 23, 25, 27, 28, 29, 30, 31, 35, 36, 38, 39]
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and the references therein. In particular, the ω-limit sets of such solutions have been investigated
in [23, 27, 28, 29, 30, 31, 35]. However, as far as the author is aware, it seems that there is no
result available in the literature on existence and stability of pathwise random almost periodic or
almost automorphic solutions for stochastic equations. The first goal of the present paper is to
introduce these concepts for random dynamical systems generated by non-autonomous stochastic
equations. Roughly speaking, a pathwise random almost periodic (almost automorphic) solution
is a random complete quasi-solution which is pathwise almost periodic (almost automorphic) (see
Definitions 2.1 and 2.2 below). It is worth mentioning that a pathwise random almost periodic
(almost automorphic) solution is actually not a solution of the system for a fixed sample path,
and it is just a complete quasi-solution in the sense of Definition 2.1. In this paper, in addition to
existence of pathwise random periodic (almost periodic, almost automorphic) solutions, we will also
study the stability and bifurcation of these solutions. More precisely, we will investigate stochastic
pitchfork bifurcation of the one-dimensional non-autonomous equation
dx
dt
= λx− β(t)x3 + γ(t, x) + δx ◦
dω
dt
, (1.1)
and transcritical bifurcation of the equation
dx
dt
= λx− β(t)x2 + γ(t, x) + δx ◦
dω
dt
, (1.2)
where λ and δ are constants, β : R → R is positive, and γ : R × R → R satisfies some growth
conditions. The stochastic equations (1.1) and (1.2) are understood in the sense of Stratonovich
integration.
In the deterministic case (i.e., δ = 0), these equations are classical examples for demonstrating
pitchfork and transcritical bifurcation of fixed points. In the stochastic case with constant β = 1
and γ = 0, the stochastic bifurcation of stationary solutions and invariant measures of (1.1)-
(1.2) has been studied in [1, 2]. In the real noise case, the same problem was discussed in [37].
When β = 1 and γ is time-independent, the bifurcation of stationary solutions of (1.1)-(1.2) was
examined in [1, 3]. For the bifurcation of stationary solutions of (1.1) with additive noise, we refer
the reader to [14]. It seems that the bifurcation problem of (1.1) and (1.2) has not been studied in
the literature when β and γ are time-dependent. The purpose of this paper is to investigate this
problem and explore bifurcation of pathwise random complete solutions including random periodic
(almost periodic, almost automorphic) solutions. Actually, for time-dependent β and γ satisfying
certain conditions, we prove the pathwise complete quasi-solutions of (1.1) undergo a stochastic
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pitchfork bifurcation at λ = 0: for λ ≤ 0, the zero solution is the unique random complete quasi-
solution of (1.1) which is pullback asymptotically stable in R; for λ > 0, the zero solution is unstable
and two more tempered random complete quasi-solutions x+λ > 0 and x
−
λ < 0 bifurcate from zero,
i.e.,
lim
λ→0
x±λ (τ, ω) = 0, for all τ ∈ R and ω ∈ Ω.
The tempered random attractor Aλ of (1.1) is trivial for λ ≤ 0, and is given byAλ = {[x
−
λ (τ, ω), x
+
λ (τ, ω)] :
τ ∈ R, ω ∈ Ω}. If, in addition, β and γ are both T -periodic in time for some T > 0, then x−λ and
x+λ are also T -periodic. In this case, we obtain pitchfork bifurcation of pathwise random periodic
solutions of (1.1). It seems that the bifurcation of almost periodic and almost automorphic solu-
tions is much more involved. Nonetheless, for γ = 0, we will prove if β is almost periodic (almost
automorphic), then so are x−λ and x
+
λ . As a consequence, we obtain stochastic pitchfork bifurcation
of pathwise random almost periodic (almost automorphic) solutions of (1.1) in this case. By sim-
ilar arguments, we will establish stochastic transcritical bifurcation of pathwise random complete
quasi-solutions of (1.2) at λ = 0. If γ = 0 and β is periodic (almost periodic, almost automor-
phic), we further establish the transcritical bifurcation of random periodic (almost periodic, almost
automorphic) solutions of (1.2) (see Corollary 4.2 and Theorem 4.3).
This paper is organized as follows. In the next section, we introduce the concepts of pathwise
random almost periodic (random almost automorphic) solutions for random dynamical systems (for
pathwise random periodic solutions, the definition can be found in [16, 40]). We will also review
some results regarding pullback attractors. In the last two sections, we prove stochastic pitchfork
bifurcation and transcritical bifurcation for equations (1.1) and (1.2), respectively.
2 Preliminaries
In this section, we introduce concepts of pathwise random almost periodic and almost automorphic
solutions for random dynamical systems generated by differential equations driven simultaneously
by non-autonomous deterministic and stochastic forcing. We also review some known results re-
garding random attractors for non-autonomous stochastic equations. The reader is further referred
to [5, 6, 7, 8, 9, 10, 11, 12, 13, 15, 18, 19, 21, 24] for autonomous random attractors and to
[4, 20, 26, 32] for deterministic attractors.
Let (X, d) be a complete separable metric space and (Ω,F , P, {θt}t∈R) be a metric dynamical
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system as in [1] . Given a subset A of X, the neighborhood of A with radius r > 0 is denoted
by Nr(A). A mapping Φ: R
+ × R × Ω ×X → X is called a continuous cocycle on X over R and
(Ω,F , P, {θt}t∈R) if for all τ ∈ R, ω ∈ Ω and t, s ∈ R
+, the following conditions (i)-(iv) are satisfied:
(i) Φ(·, τ, ·, ·) : R+ × Ω×X → X is (B(R+)×F × B(X), B(X))-measurable;
(ii) Φ(0, τ, ω, ·) is the identity on X;
(iii) Φ(t+ s, τ, ω, ·) = Φ(t, τ + s, θsω, ·) ◦Φ(s, τ, ω, ·);
(iv) Φ(t, τ, ω, ·) : X → X is continuous.
Such Φ is called a continuous periodic cocycle with period T if Φ(t, τ + T, ω, ·) = Φ(t, τ, ω, ·) for
every t ∈ R+, τ ∈ R and ω ∈ Ω. Let D be a collection of some families of nonempty subsets of X:
D = {D = {D(τ, ω) ⊆ X : D(τ, ω) 6= ∅, τ ∈ R, ω ∈ Ω}}. (2.1)
We now define D-complete solutions for Φ.
Definition 2.1. Let D be a collection of families of nonempty subsets of X given by (2.1).
(i) A mapping ψ : R×R× Ω → X is called a complete orbit (solution) of Φ if for every t ∈ R+,
s, τ ∈ R and ω ∈ Ω, the following holds:
Φ(t, τ + s, θsω,ψ(s, τ, ω)) = ψ(t+ s, τ, ω).
If, in addition, there exists D = {D(τ, ω) : τ ∈ R, ω ∈ Ω} ∈ D such that ψ(t, τ, ω) belongs to
D(τ + t, θtω) for every t ∈ R, τ ∈ R and ω ∈ Ω, then ψ is called a D-complete orbit (solution) of Φ.
(ii) A mapping ξ : R×Ω → X is called a complete quasi-solution of Φ if for every t ∈ R+, τ ∈ R
and ω ∈ Ω, the following holds:
Φ(t, τ, ω, ξ(τ, ω)) = ξ(τ + t, θtω).
If, in addition, there exists D = {D(τ, ω) : τ ∈ R, ω ∈ Ω} ∈ D such that ξ(τ, ω) belongs to D(τ, ω)
for all τ ∈ R and ω ∈ Ω, then ξ is called a D-complete quasi-solution of Φ.
Definition 2.2. Let ξ : R× Ω → X be a mapping.
(i) ξ is called a random periodic function with period T if ξ(τ + T, ω) = ξ(τ, ω) for every τ ∈ R
and ω ∈ Ω.
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(ii) ξ is called a random almost periodic function if for every ω ∈ Ω and ε > 0, there exists
l = l(ω, ε) > 0 such that every interval of length l contains a number t0 such that
|ξ(τ + t0, ω)− ξ(τ, ω)| < ε, for all τ ∈ R.
(iii) ξ is called a random almost automorphic function if for every ω ∈ Ω and every sequence
{τn}
∞
n=1, there exist a subsequence {τnm}
∞
m=1 of {τn}
∞
n=1 and a map ζ
ω : R → X such that for all
τ ∈ R,
lim
m→∞
ξ(τ + τnm , ω) = ζ
ω(τ) and lim
m→∞
ζω(τ − τnm) = ξ(τ, ω).
If ξ is a complete quasi-solution of Φ and is also a random periodic (random almost periodic,
random almost automorphic) function, then ξ is called a random periodic (random almost periodic,
random almost automorphic) solution of Φ.
Notice that pathwise random periodic solution was introduced in [40]. We here further extend
the concepts of deterministic almost periodic and almost automorphic solutions to the stochastic
case.
Definition 2.3. Let x0 ∈ X and E be a subset of X. Then x0 is called a fixed point of Φ if
Φ(t, τ, ω, x0) = x0 for all t ∈ R
+, τ ∈ R and ω ∈ Ω. A fixed point x0 is said to be pullback
Lyapunov stable in E if for every τ ∈ R, ω ∈ Ω and ε > 0, there exists δ = δ(τ, ω, ε) > 0 such that
for all t ∈ R+,
Φ(t, τ − t, θ−tω,Nδ(x0) ∩E) ⊆ Nε(x0) ∩ E.
If x0 is not pullback Lyapunov stable in E, then x0 is said to be pullback Lyapunov unstable in E.
A fixed point x0 is said to be pullback asymptotically stable in E if it is pullback Lyapunov stable
in E and for all τ ∈ R, ω ∈ Ω and x ∈ E,
lim
t→∞
Φ(t, τ − t, θ−tω, x) = x0.
Definition 2.4. Let D = {D(τ, ω) : τ ∈ R, ω ∈ Ω} be a family of nonempty subsets of X. We say
D is tempered in X with respect to (Ω,F , P, {θt}t∈R) if there exists x0 ∈ X such that for every
c > 0, τ ∈ R and ω ∈ Ω,
lim
t→−∞
ectd(D(τ + t, θtω), x0) = 0.
Definition 2.5. Let A = {A(τ, ω) : τ ∈ R, ω ∈ Ω} ∈ D with D given by (2.1). Then A is called a
D-pullback attractor of Φ if for all t ∈ R+, τ ∈ R and ω ∈ Ω,
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(i) A is measurable and A(τ, ω) is compact.
(ii) A is invariant: Φ(t, τ, ω,A(τ, ω)) = A(τ + t, θtω).
(iii) A attracts every member B ∈ D,
lim
t→∞
d(Φ(t, τ − t, θ−tω,B(τ − t, θ−tω)),A(τ, ω)) = 0.
If, further, there exists T > 0 such that
A(τ + T, ω) = A(τ, ω), ∀ τ ∈ R,∀ ω ∈ Ω,
then A is called a periodic attractor with period T .
We recall the following result from [33, 34]. Similar results can be found in [5, 13, 18, 24].
Proposition 2.6. Let D be an inclusion closed collection of some families of nonempty subsets of
X, and Φ be a continuous cocycle on X over R and (Ω,F , P, {θt}t∈R). Then Φ has a D-pullback
attractor A in D if Φ is D-pullback asymptotically compact in X and Φ has a closed measurable
D-pullback absorbing set K in D. The D-pullback attractor A is unique and is characterized by,
for each τ ∈ R and ω ∈ Ω,
A(τ, ω) = {ψ(0, τ, ω) : ψ is a D-complete solution of Φ}
= {ξ(τ, ω) : ξ is a D-complete quasi-solution of Φ}.
3 Pitchfork bifurcation of stochastic equations
In this section, we discuss pitchfork bifurcation of the following one-dimensional stochastic equation
with deterministic non-autonomous forcing:
dx
dt
= λx− β(t)x3 + γ(t, x) + δx ◦
dω
dt
, x(τ) = xτ , (3.1)
where τ ∈ R, t > τ , x ∈ R, λ and δ are constants with δ > 0. The function β : R → R in (3.1) is
smooth and positive. In addition, we assume there exist β1 ≥ β0 > 0 such that
β0 ≤ β(t) ≤ β1 for all t ∈ R. (3.2)
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The function γ : R×R→ R in (3.1) is smooth and there exist two nonnegative numbers c1 and c2
with c1 ≤ c2 < β0 such that
c1x
4 ≤ γ(t, x)x ≤ c2x
4 for all t ∈ R and x ∈ R. (3.3)
Note that condition (3.3) implies that γ(t, 0) = 0 for all t ∈ R. Therefore, x = 0 is a fixed point of
equation (3.1). The stochastic equation (3.1) is understood in the sense of Stratonovich integration
with ω being a two-sided real-valued Wiener process on the probability space (Ω,F , P ), where
Ω = {ω ∈ C(R,R) : ω(0) = 0} ,
F is the Borel σ-algebra induced by the compact open topology of Ω, and P is the Wiener measure
on (Ω,F). There is a classical group {θt}t∈R acting on (Ω,F , P ) which is given by
θtω(·) = ω(·+ t)− ω(t), for all ω ∈ Ω and t ∈ R.
It follows from [1] that (Ω,F , P, {θt}t∈R) is a parametric dynamical system and there exists a
θt-invariant set Ω˜ ⊆ Ω of full P measure such that for each ω ∈ Ω˜,
ω(t)
t
→ 0 as t→ ±∞, (3.4)
and ∫ 0
−∞
e2δω(s)ds =∞ and
∫
∞
0
e2δω(s)ds =∞. (3.5)
In the sequel, we only consider Ω˜ rather than Ω, and hence we will write Ω˜ as Ω for convenience.
Under conditions (3.2) and (3.3), one can prove as in [1] that the stochastic equation (3.1) has
a unique measurable solution x for a given initial value. Moreover, for every τ ∈ R, ω ∈ Ω and
xτ ∈ R, the solution x(·, τ, ω, xτ ) ∈ C([τ,∞),R) and is continuous in xτ . Therefore, one can define
a cocycle Φ : R+×R×Ω×R → R for equation (3.1). Given t ∈ R+, τ ∈ R, ω ∈ Ω and xτ ∈ R, let
Φ(t, τ, ω, xτ ) = x(t+ τ, τ, θ−τω, xτ ). (3.6)
By (3.1), one can check that for every t ≥ 0, τ ≥ 0, r ∈ R and ω ∈ Ω,
Φ(t+ τ, r, ω, ·) = Φ(t, τ + r, θτω, ·) ◦Φ(τ, r, ω, ·).
Since the solution of (3.1) is measurable in ω ∈ Ω and continuous in initial data, we find that Φ
given by (3.6) is a continuous cocycle on R over (Ω,F , P, {θt}t∈R). We will study the dynamics of
Φ in this section.
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Given a bounded nonempty subset I of R, we write ‖I‖ = sup{|x| : x ∈ I}. Let D = {D(τ, ω) :
τ ∈ R, ω ∈ Ω} be a family of bounded nonempty subsets of R. Recall that D is tempered if for
every c > 0, τ ∈ R and ω ∈ Ω,
lim
t→−∞
ect‖D(τ + t, θtω)‖ = 0. (3.7)
Denote by D the collection of all tempered families of bounded nonempty subsets of R, i.e.,
D = {D = {D(τ, ω) : τ ∈ R, ω ∈ Ω} : D satisfies (3.7)}. (3.8)
In the next subsection, we consider the bifurcation problem of (3.1) when γ is absent. In this
case, the stochastic equation (3.1) is exactly solvable which makes it possible for one to completely
determine its dynamics. We will show the random complete quasi-solutions of (3.1) undergo a
pitchfork bifurcation when λ crosses zero from below. When β is periodic (almost periodic, almost
automorphic), we show the random periodic (random almost periodic, random almost automorphic)
solutions have similar bifurcation scenarios. We finally investigate pitchfork bifurcation of (3.1)
with γ satisfying (3.3).
3.1 Pitchfork bifurcation of a typical non-autonomous stochastic equation
This subsection is devoted to pitchfork bifurcation of (3.1) without γ. In other words, we consider
the following non-autonomous stochastic equation:
dx
dt
= λx− β(t)x3 + δx ◦
dω
dt
, x(τ) = xτ , t > τ. (3.9)
As in the deterministic case, equation (3.9) is exactly solvable. To find a solution of (3.9), one may
introduce a new variable y = x−2 for x 6= 0. Then y satisfies
dy
dt
+ 2λy = 2β(t)− 2δy ◦
dω
dt
, y(τ) = yτ = x
−2
τ , t > τ. (3.10)
For every t, τ ∈ R with t ≥ τ , ω ∈ Ω and yτ ∈ R, by (3.10) we get
y(t, τ, ω, yτ ) = e
2λ(τ−t)+2δ(ω(τ)−ω(t))yτ + 2
∫ t
τ
e2λ(r−t)+2δ(ω(r)−ω(t))β(r)dr.
Therefore, the solution x of (3.9) is given by, for every t, τ ∈ R with t ≥ τ , ω ∈ Ω and xτ ∈ R,
x(t, τ, ω, xτ ) =
xτ√
e2λ(τ−t)+2δ(ω(τ)−ω(t)) + 2x2τ
∫ t
τ
e2λ(r−t)+2δ(ω(r)−ω(t))β(r)dr
. (3.11)
8
It follows from (3.11) that, for each t ∈ R+, τ ∈ R, ω ∈ Ω and x0 ∈ R,
x(τ, τ − t, θ−τω, x0) =
x0√
e−2λt+2δω(−t) + 2x20
∫ τ
τ−t
e2λ(r−τ)+2δω(r−τ)β(r)dr
. (3.12)
By (3.4) and (3.12) we get, for every λ > 0 and x0 > 0,
lim
t→∞
x(τ, τ − t, θ−τω, x0) =
1√
2
∫ τ
−∞
e2λ(r−τ)+2δω(r−τ)β(r)dr
.
That is, for every λ > 0 and x0 > 0, we have
lim
t→∞
x(τ, τ − t, θ−τω, x0) =
1√
2
∫ 0
−∞
e2λr+2δω(r)β(r + τ)dr
. (3.13)
Note that the right-hand side of (3.13) is well defined in terms of (3.2) and (3.4). Similarly, by
(3.12) we obtain, for every λ > 0 and x0 < 0,
lim
t→∞
x(τ, τ − t, θ−τω, x0) =
−1√
2
∫ 0
−∞
e2λr+2δω(r)β(r + τ)dr
. (3.14)
Given λ > 0, τ ∈ R and ω ∈ Ω, define
x+λ (τ, ω) =
1√
2
∫ 0
−∞
e2λr+2δω(r)β(r + τ)dr
and x−λ (τ, ω) =
−1√
2
∫ 0
−∞
e2λr+2δω(r)β(r + τ)dr
.
(3.15)
It is evident that for each λ > 0 and τ ∈ R, both x+λ (τ, ·) and x
−
λ (τ, ·) are measurable. We next
prove that x+λ and x
−
λ are random complete quasi-solutions of equation (3.1).
Lemma 3.1. Suppose (3.2) holds. Then for every λ > 0, x+λ and x
−
λ given by (3.15) are tempered
random complete quasi-solutions of equation (3.1). Moreover, x+λ is the only complete quasi-solution
in (0,∞) with tempered reciprocal, and x−λ is the only complete quasi-solution in (−∞, 0) with
tempered reciprocal.
Proof. We first prove x+λ and x
−
λ are random complete quasi-solutions. Given t ∈ R
+, τ ∈ R and
ω ∈ Ω, we need to show
Φ(t, τ, ω, x±λ (τ, ω)) = x
±
λ (τ + t, θtω). (3.16)
By (3.11) we find that, for each t ∈ R+, τ ∈ R and ω ∈ Ω,
x(t+ τ, τ, θ−τω, x
+
λ (τ, ω))
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=
x+λ (τ, ω)√
e−2λt−2δω(t) + 2(x+λ (τ, ω))
2
∫ t+τ
τ
e2λ(r−t−τ)+2δ(ω(r−τ)−ω(t))β(r)dr
=
1√
e−2λt−2δω(t)(x+λ (τ, ω))
−2 + 2
∫ t+τ
τ
e2λ(r−t−τ)+2δ(ω(r−τ)−ω(t))β(r)dr
=
1√
2e−2λt−2δω(t)
∫ 0
−∞
e2λr+2δω(r)β(r + τ)dr + 2
∫ t+τ
τ
e2λ(r−t−τ)+2δ(ω(r−τ)−ω(t))β(r)dr
=
1√
2
∫ 0
−∞
e2λ(r−t)+2δ(ω(r)−ω(t))β(r + τ)dr + 2
∫ t
0 e
2λ(r−t)+2δ(ω(r)−ω(t))β(r + τ)dr
=
1√
2
∫ t
−∞
e2λ(r−t)+2δ(ω(r)−ω(t))β(r + τ)dr
=
1√
2
∫ 0
−∞
e2λr+2δθtω(r)β(r + t+ τ)dr
= x+λ (τ + t, θtω). (3.17)
It follows from (3.6) and (3.17) that for each t ∈ R+, τ ∈ R and ω ∈ Ω,
Φ(t, τ, ω, x+λ (τ, ω)) = x
+
λ (τ + t, θtω). (3.18)
Similarly, we can also verify that for each t ∈ R+, τ ∈ R and ω ∈ Ω,
Φ(t, τ, ω, x−λ (τ, ω)) = x
−
λ (τ + t, θtω). (3.19)
By (3.18)-(3.19) we get (3.16), and hence both x+λ and x
−
λ are random complete quasi-solutions of
equation (3.1).
We now prove that x+λ and x
−
λ are tempered. Given c > 0, τ ∈ R and ω ∈ Ω, by (3.2) and (3.15)
we get
ect|x±λ (τ + t, θtω)| =
ect√
2
∫ 0
−∞
e2λr+2δθtω(r)β(r + t+ τ)dr
≤
ect√
2β0
∫ 0
−∞
e2λr+2δ(ω(r+t)−ω(t))dr
.
(3.20)
Let ε = 12δ min{λ,
1
2c}. By (3.4) we find that for each ω ∈ Ω, there exists T = T (ω) < 0 such that
for all t ≤ T ,
εt ≤ ω(t) ≤ −εt, (3.21)
which implies that for all r ≤ 0 and t ≤ T ,
εr + εt ≤ ω(r + t) ≤ −εr − εt. (3.22)
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It follows from (3.21)-(3.22) that, for all r ≤ 0 and t ≤ T ,
2λr + 2δ(ω(r + t)− ω(t)) ≥ 2λr + 2δεr + 4δεt ≥ 3λr + ct.
Therefore, we get, for all t ≤ T ,∫ 0
−∞
e2λr+2δ(ω(r+t)−ω(t))dr ≥
∫ 0
−∞
e3λr+ctdr ≥
ect
3λ
. (3.23)
By (3.20) and (3.23) we obtain, for every τ ∈ R and ω ∈ Ω,
lim sup
t→−∞
ect|x±λ (τ + t, θtω)| ≤ lim sup
t→−∞
√
3λ
2β0
e
1
2
ct = 0.
This shows that x+λ and x
−
λ are tempered. Similarly, by (3.21) and (3.22), one can verify
1
x+
λ
and
1
x−
λ
are also tempered.
Next, we prove that x+λ is the only complete quasi-solution in (0,∞) with tempered reciprocal.
Suppose ξ is an arbitrary complete quasi-solution in (0,∞) such that ξ−1 is tempered. By definition
we have, for all t ∈ R+, τ ∈ R and ω ∈ Ω,
Φ(t, τ − t, θ−tω, ξ(τ − t, θ−tω)) = ξ(τ, ω). (3.24)
On the other hand, by (3.12) we get, for all τ ∈ R and ω ∈ Ω,
x(τ, τ − t, θ−τω, ξ(τ − t, θ−tω)) =
1√
e−2λt+2δω(−t)ξ−2(τ − t, θ−tω) + 2
∫ τ
τ−t
e2λ(r−τ)+2δω(r−τ)β(r)dr
.
(3.25)
Since ξ−1 is tempered, by (3.4) and (3.25), we obtain, for all τ ∈ R and ω ∈ Ω,
lim
t→∞
Φ(t, τ − t, θ−tω, ξ(τ − t, θ−tω)) = lim
t→∞
x(τ, τ − t, θ−τω, ξ(τ − t, θ−tω)) = x
+
λ (τ, ω),
which together with (3.24) gives ξ(τ, ω) = x+λ (τ, ω), as desired. The uniqueness of x
−
λ in (−∞, 0)
can be proved by a similar approach. The details are omitted.
We now discuss the stability of the zero solution of (3.9).
Lemma 3.2. Suppose (3.2) holds. Then the zero solution of equation (3.9) is pullback asymptoti-
cally stable in R if λ ≤ 0; and pullback Lyapunov unstable in R if λ > 0.
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Proof. Case (i): λ < 0. In this case, we need to prove the asymptotic stability of x = 0. Given
τ ∈ R, ω ∈ Ω and ε > 0, we must find a positive number η = η(τ, ω, ε) such that for every t ≥ 0
and x0 ∈ (−η, η),
|Φ(t, τ − t, θ−tω, x0)| < ε. (3.26)
By (3.4) we see that there exists T = T (ω) > 0 such that for all t ≥ T ,
λ
2δ
t ≤ ω(−t) ≤ −
λ
2δ
t. (3.27)
By (3.27) we get
e−λt+δω(−t) ≥ e−
1
2
λt ≥ 1, for all t ≥ T. (3.28)
On the other hand, by the continuity of ω, there exists a positive number c0 = c0(ω) such that
e−λt+δω(−t) ≥ c0, for all t ∈ [0, T ]. (3.29)
Let η = min{ε, εc0} with c0 as in (3.29). Then for every t ≥ 0 and x0 ∈ (−η, η), it follows from
(3.28)-(3.29) that
εe−λt+δω(−t) ≥ η > |x0|,
which implies that for every t ≥ 0 and x0 ∈ (−η, η),
e−2λt+2δω(−t)x−20 + 2
∫ τ
τ−t
e2λ(r−τ)+2δω(r−τ)β(r)dr > ε−2. (3.30)
By (3.12) and (3.30) we get, for every t ≥ 0 and x0 ∈ (−η, η),
|x(τ, τ − t, θ−τω, x0)| < ε.
Therefore, (3.26) is satisfied and thus x = 0 is pullback Lyapunov stable in R. Note that for every
x0 ∈ R, from (3.12) and (3.27) we have
lim sup
t→∞
|x(τ, τ − t, θ−τω, x0)| ≤ lim sup
t→∞
eλt−δω(−t)|x0| = 0,
which along with (3.26) and Definition 2.3 shows that x = 0 is pullback asymptotically stable in R
for λ < 0.
Case (ii): λ = 0. In this case, by (3.2) and (3.5) we get for every τ ∈ R and ω ∈ Ω,
lim inf
t→∞
∫ τ
τ−t
2e2δω(r−τ)β(r)dr ≥ 2β0 lim inf
t→∞
∫ 0
−t
e2δω(r)dr =∞,
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which implies that for given ε > 0, there exists T = T (ω) > 0 such that for all t ≥ T ,
2
∫ τ
τ−t
e2δω(r−τ)β(r)dr > ε−2. (3.31)
Let η = εc0 where c0 is the positive number in (3.29) with λ = 0. Then for every t ∈ [0.T ] and
x0 ∈ (−η, η), we have
e2δω(−t)x−20 > ε
−2. (3.32)
It follows from (3.31)-(3.32) that for every t ≥ 0 and x0 ∈ (−η, η),
e2δω(−t)x−20 + 2
∫ τ
τ−t
e2δω(r−τ)β(r)dr > ε−2,
which along with (3.12) shows that for every t ≥ 0 and x0 ∈ (−η, η),
|x(τ, τ − t, θ−τω, x0)| < ε.
Therefore x = 0 is pullback Lyapunov stable in R for λ = 0. On the other hand, by (3.2) and (3.5)
we get, for each τ ∈ R and ω ∈ Ω,
lim sup
t→∞
|x(τ, τ − t, θ−τω, x0)| ≤ lim sup
t→∞
1√
2β0
∫ 0
−t
e2δω(r)dr
= 0.
This indicates that x = 0 is pullback asymptotically stable in R for λ = 0.
Case (iii): λ > 0. Note that for every λ > 0, τ ∈ R and ω ∈ Ω, x+λ (τ, ω) and x
−
λ (τ, ω) given by
(3.15) are nonzero. In addition, by (3.13)-(3.14), we know that every solution x(τ, τ − t, θ−τω, x0)
with x0 6= 0 converges either to x
+
λ (τ, ω) or x
−
λ (τ, ω) as t → ∞. Therefore, we conclude that the
zero solution of (3.9) is not pullback stable in R for λ > 0.
We are now ready to discuss pitchfork bifurcation of random complete quasi-solutions of (3.9).
Theorem 3.3. Suppose (3.2) holds. Then the random complete quasi-solutions of (3.9) undergo
a stochastic pitchfork bifurcation at λ = 0. More precisely:
(i) If λ ≤ 0, then x = 0 is the unique random complete quasi-solution of (3.9) which is
pullback asymptotically stable in R. In this case, the equation has a trivial D-pullback attractor
A = {A(τ, ω) = {0} : τ ∈ R, ω ∈ Ω}.
(ii) If λ > 0, then the zero solution loses its stability and the equation has two more tempered
random complete quasi-solutions x+λ > 0 and x
−
λ < 0 such that
lim
λ→0
x±λ (τ, ω) = 0, for all τ ∈ R and ω ∈ Ω. (3.33)
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Moreover, x+λ and x
−
λ are the only complete quasi-solutions with tempered reciprocals in (0,∞)
and (−∞, 0), respectively. In this case, equation (3.9) has a D-pullback attractor A = {A(τ, ω) =
[x−λ (τ, ω), x
+
λ (τ, ω)] : τ ∈ R, ω ∈ Ω}, x
+
λ and x
−
λ pullback attracts every compact subset of (0,∞)
and (−∞, 0), respectively.
Proof. We first verify (3.33). By (3.2), (3.5) and Fatou’s lemma we find that, for every τ ∈ R and
ω ∈ Ω,
lim inf
λ→0
∫ 0
−∞
e2λr+2δω(r)β(r + τ)dr ≥ lim inf
λ→0
∫ 0
−∞
β0e
2λr+2δω(r)dr ≥ β0
∫ 0
−∞
e2δω(r)dr =∞,
which along with (3.15) yields (3.33). Note that the rest of this theorem is an immediate conse-
quence of (3.12), Lemmas 3.1 and 3.2. The details are omitted here.
Next, we consider pitchfork bifurcation of random periodic, random almost periodic and random
almost automorphic solutions of (3.9). Let β : R → R be a periodic function with period T > 0.
Then by (3.15) we see that for each λ > 0 and ω ∈ Ω, both x+λ (·, ω) and x
−
λ (·, ω) are T -periodic.
In other words, x+λ and x
−
λ are random periodic solutions of (3.9) in this case. Applying Theorem
3.3, we immediately get pitchfork bifurcation of random periodic solutions for (3.9). In the almost
periodic case, we need the following lemma.
Lemma 3.4. Suppose (3.2) holds and β : R → R is almost periodic. Then for every λ > 0, the
complete quasi-solutions x±λ given by (3.15) are also almost periodic.
Proof. Given τ ∈ R and ω ∈ Ω, denote by
g(τ, ω) =
∫ 0
−∞
e2λr+2δω(r)β(r + τ)dr. (3.34)
We first show that g given by (3.34) is a random almost periodic function. Since β is almost
periodic, given ε > 0, there exists l = l(ω, ε) > 0 such that every interval of length l contains a t0
such that
|β(t+ t0)− β(t)| <
ε∫ 0
−∞
e2λr+2δω(r)dr
, for all t ∈ R. (3.35)
By (3.34)-(3.35) we obtain, for all τ ∈ R,
|g(τ + t0, ω)− g(τ, ω)| ≤
∫ 0
−∞
e2λr+2δω(r) |β(r + τ + t0)− β(r + τ)| dr
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<
ε∫ 0
−∞
e2λr+2δω(r)dr
∫ 0
−∞
e2λr+2δω(r)dr ≤ ε, (3.36)
which shows that g(·, ω) is almost periodic for every fixed ω ∈ Ω. By (3.2) we have, for every τ ∈ R
and ω ∈ Ω,
0 < β0
∫ 0
−∞
e2λr+2δω(r)dr ≤ g(τ, ω) ≤ β1
∫ 0
−∞
e2λr+2δω(r)dr. (3.37)
It follows from (3.36)-(3.37) that for each fixed ω ∈ Ω, g(·, ω)−
1
2 is almost periodic. Then the
almost periodicity of x±(·, ω) follows from (3.15) immediately, and this completes the proof.
Analogously, for the almost automorphic case, we have the following results.
Lemma 3.5. Suppose (3.2) holds and β : R → R is almost automorphic. Then for every λ > 0,
the complete quasi-solutions x±λ given by (3.15) are also almost automorphic.
Proof. Let {τn}
∞
n=1 be a sequence of numbers. Since β is almost automorphic, there exists a
subsequence {τnm}
∞
m=1 of {τn}
∞
n=1 and a function h : R→ R such that for all t ∈ R,
lim
m→∞
β(t+ τnm) = h(t) and lim
m→∞
h(t− τnm) = β(t). (3.38)
By (3.2) and (3.38) we have
0 < β0 ≤ h(t) ≤ β1 for all t ∈ R. (3.39)
Given τ ∈ R and ω ∈ Ω, denote by
H(τ, ω) =
1√
2
∫ 0
−∞
e2λr+2δω(r)h(r + τ)dr
. (3.40)
Note that the right-hand side of (3.40) is well defined due to (3.39). By (3.38), (3.40) and the
Lebesgue dominated convergence theorem, we get, for every τ ∈ R and ω ∈ Ω,
lim
m→∞
x+λ (τ + τnm, ω) = limm→∞
1√
2
∫ 0
−∞
e2λr+2δω(r)β(r + τ + τnm)dr
= H(τ, ω), (3.41)
and
lim
m→∞
H(τ − τnm , ω) = lim
m→∞
1√
2
∫ 0
−∞
e2λr+2δω(r)h(r + τ − τnm)dr
= x+λ (τ, ω). (3.42)
By (3.41) and (3.42) we find that x+λ is a random complete quasi-solution of (3.9). By a similar
argument, one can verify x−λ is also a random complete solution. This completes the proof.
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As a consequence of Theorem 3.3, Lemmas 3.4 and 3.5, we get the following pitchfork bifurcation
of random periodic (almost periodic, almost automorphic) solutions of (3.9).
Theorem 3.6. Suppose (3.2) holds and β : R → R is periodic (almost periodic, almost automor-
phic). Then the random periodic (almost periodic, almost automorphic) solutions of (3.9) undergo
a stochastic pitchfork bifurcation at λ = 0. More precisely:
(i) If λ ≤ 0, then x = 0 is the unique random periodic (almost periodic, almost automorphic)
solution of (3.9) which is pullback asymptotically stable in R. In this case, the equation has a trivial
D-pullback attractor A = {A(τ, ω) = {0} : τ ∈ R, ω ∈ Ω}.
(ii) If λ > 0, then the zero solution loses its stability and the equation has two more random
periodic (almost periodic, almost automorphic) solutions x+λ > 0 and x
−
λ < 0 such that
lim
λ→0
x±λ (τ, ω) = 0, for all τ ∈ R and ω ∈ Ω. (3.43)
In this case, equation (3.9) has a D-pullback attractor A = {A(τ, ω) = [x−λ (τ, ω), x
+
λ (τ, ω)] : τ ∈
R, ω ∈ Ω}. Moreover, x+λ and x
−
λ pullback attracts every compact subset of (0,∞) and (−∞, 0),
respectively.
Proof. Since β is periodic (almost periodic, almost automorphic), by Lemmas 3.4 and 3.5 we know
that for every λ > 0, the random complete quasi-solutions x+λ and x
−
λ given by (3.15) are periodic
(almost periodic, almost automorphic). Then, by Theorem 3.3 we conclude the proof.
3.2 Pitchfork bifurcation of a general non-autonomous stochastic equation
In this subsection, we discuss pitchfork bifurcation of the stochastic equation (3.1) with a non-
linearity γ satisfying (3.3). We first establish existence of D-pullback attractors for a generalized
system and then construct random complete quasi-solutions. The comparison principle will play
an important role in our arguments.
Given τ ∈ R, consider the non-autonomous stochastic equation defined for t > τ :
dx
dt
= f(t, x) + g(t) + δx ◦
dω
dt
, x(τ) = xτ , (3.44)
where δ > 0, g : R→ R is a function, f : R× R→ R is a smooth nonlinearity satisfying
f(t, 0) = 0, f(t, x)x ≤ −νx2 + h(t)|x|, for all t, x ∈ R, (3.45)
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for some fixed ν > 0 and h : R → R. By (3.45) we see h(t) ≥ 0 for all t ∈ R. In the sequel, we
assume that g, h ∈ L1loc(R) and there exists α ∈ (0, ν) such that∫ τ
−∞
eαt(|g(t)| + |h(t)|)dt <∞, for all τ ∈ R. (3.46)
This condition will be used to construct pullback absorbing sets for (3.44). To ensure existence
of tempered pullback attractors, we further require the following condition for g and h: for every
c > 0 and τ ∈ R,
lim
s→−∞
e(c−α)s
∫ s+τ
−∞
eαt(|g(t)| + |h(t)|)dt = 0. (3.47)
Note that condition (3.47) is stronger than (3.46), and both conditions do not require g and h to
be bounded as t → ±∞. Based on (3.45), we may associate a linear system with (3.44). Given
τ ∈ R and yτ ∈ R, consider
dy
dt
= −νy + |g(t)|+ h(t) + δy ◦
dω
dt
, y(τ) = yτ . (3.48)
By the comparison principle, for every τ ∈ R and ω ∈ Ω, if yτ ≥ 0, then y(t, τ, ω, yτ ) ≥ 0 for all
t ≥ τ . This along with (3.45) implies that the solution y(t, τ, ω, yτ ) of the linear equation (3.48) is
a super-solution of (3.44) provided yτ is nonnegative. Therefore, we are able to control solutions
of (3.44) by (3.48) based on the comparison principle. Given τ ∈ R and ω ∈ Ω, the solution of the
linear equation (3.48) is given by
y(t, τ, ω, yτ ) = e
ν(τ−t)−δ(ω(τ)−ω(t))yτ +
∫ t
τ
eν(s−t)−δ(ω(s)−ω(t))(|g(s)| + h(s))ds. (3.49)
Let Ψ : R+ × R× Ω× R → R be a mapping given by, for every t ∈ R+, τ ∈ R, ω ∈ Ω and yτ ∈ R,
Ψ(t, τ, ω, yτ ) = y(t+ τ, τ, θ−τω, yτ ). (3.50)
By (3.49) and (3.50), one can check that Ψ is a continuous cocycle on R over (Ω,F , P, {θt}t∈R).
Next, we show Ψ has a unique tempered complete quasi-solution which pullback attracts every
tempered sets.
Lemma 3.7. Suppose (3.46) and (3.47) hold. Then Ψ associated with (3.48) has a unique tempered
complete quasi-solution ξ given by, for every τ ∈ R and ω ∈ Ω,
ξ(τ, ω) =
∫ 0
−∞
eνs−δω(s)(|g(s + τ)|+ h(s+ τ))ds. (3.51)
Moreover, Ψ has a D-pullback attractor given by A = {A(τ, ω) = {ξ(τ, ω)} : τ ∈ R, ω ∈ Ω}. If, in
addition, g and h are periodic functions with period T > 0, then ξ is also T -periodic.
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Proof. First, by (3.4) and (3.46), we can verify the integral on the right-hand side of (3.51) is
well defined for every τ ∈ R and ω ∈ Ω. If g and h are T -periodic, by (3.51), we see that
ξ(τ + T, ω) = ξ(τ, ω) for all τ ∈ R and ω ∈ Ω, and hence ξ is T -periodic.
We now prove ξ is tempered. Given c0 > 0, τ ∈ R and ω ∈ Ω, by (3.51) we have
ec0r|ξ(τ + r, θrω)| = e
c0r
∫ 0
−∞
eνs+δω(r)−δω(s+r)(|g(s + τ + r)|+ h(s+ τ + r))ds. (3.52)
Let ε = 1
δ
min{ν − α, 14c0}. By (3.4) we find that for every ω ∈ Ω, there exists T = T (ω) < 0 such
that for all s ≤ 0 and r ≤ T ,
εr ≤ ω(r) ≤ −εr and ε(r + s) ≤ ω(r + s) ≤ −ε(r + s). (3.53)
It follows from (3.47), (3.52)-(3.53) that
lim sup
r→−∞
ec0r|ξ(τ + r, θrω)| ≤ lim sup
r→−∞
e
1
2
c0r
∫ 0
−∞
eαs(|g(s + τ + r)|+ h(s+ τ + r))ds
≤ e−ατ lim sup
r→−∞
e(
1
2
c0−α)r
∫ τ+r
−∞
eαt(|g(t)| + h(t))dt = 0,
and hence ξ is tempered. Next, we prove ξ is a random complete quasi-solution of Ψ. By (3.49)
and (3.51) we find that for every t ∈ R+, τ ∈ R and ω ∈ Ω,
y(t+ τ, τ, θ−τω, ξ(τ, ω)) = e
−νt+δω(t)ξ(τ, ω) +
∫ t+τ
τ
e−ν(s−t−τ)−δ(ω(s−τ)−ω(t))(|g(s)| + h(s))ds
=
∫ 0
−∞
eν(s−t)−δ(ω(s)−ω(t))(|g(s+τ)|+h(s+τ))ds+
∫ 0
−t
e−νs−δ(ω(s+t)−ω(t))(|g(s+t+τ)|+h(s+t+τ))ds.
=
∫ 0
−∞
e−νs−δ(ω(s+t)−ω(t))(|g(s + t+ τ)|+ h(s+ t+ τ))ds. (3.54)
By (3.51) and (3.54) we get, for every t ∈ R+, τ ∈ R and ω ∈ Ω,
Ψ(t, τ, ω, ξ(τ, ω)) = ξ(τ + t, θtω).
This shows that ξ is a random complete quasi-solution of (3.48).
We now prove the attraction property of ξ in D. Recall that D is the collection of all tempered
families given by (3.8). Let D = {D(τ, ω) : τ ∈ R, ω ∈ Ω} ∈ D and yτ−t ∈ D(τ − t, θ−tω). From
(3.49) we have, for every t ∈ R+, τ ∈ R and ω ∈ Ω,
y(τ, τ − t, θ−τω, yτ−t) = e
−νt−δω(−t)yτ−t +
∫ τ
τ−t
eν(s−τ)−δω(s−τ)(|g(s)| + h(s))ds
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= e−νt−δω(−t)yτ−t +
∫ 0
−t
eνs−δω(s)(|g(s + τ)|+ h(s+ τ))ds. (3.55)
By (3.4) we obtain
lim sup
t→∞
e−νt−δω(−t)|yτ−t| ≤ lim sup
t→∞
e−νt−δω(−t)‖D(τ − t, θ−tω)‖ = 0.
which along with (3.50), (3.51) and (3.55) imply that for every D ∈ D, τ ∈ R and ω ∈ Ω,
lim
t→∞
d(Ψ(t, τ − t, θ−tω,D(τ − t, θ−tω)), ξ(τ, ω)) = 0. (3.56)
Note that (3.56) implies ξ pullback attracts every tempered family of subsets of R, and hence
{{ξ(τ, ω)} : τ ∈ R, ω ∈ Ω} is a D-pullback attractor of Ψ.
Taking an arbitrary tempered complete quasi-solution ζ of (3.48), we now prove ζ = ξ. Since ζ
is a complete quasi-solution, we have, for each τ ∈ R and ω ∈ Ω,
Ψ(t, τ − t, θ−tω, ζ(τ − t, θ−tω)) = ζ(τ, ω). (3.57)
Since ξ is tempered, by (3.56) and (3.57) we get ζ(τ, ω) = ξ(τ, ω) for every τ ∈ R and ω ∈ Ω.
This implies the uniqueness of tempered complete quasi-solutions of (3.48), and thus completes the
proof.
We now prove existence of D-pullback attractors for equation (3.44).
Theorem 3.8. Suppose (3.45) and (3.46)-(3.47) hold. Then Φ associated with (3.44) has a unique
D-pullback attractor A ∈ D which is characterized by, for every τ ∈ R and ω ∈ Ω,
A(τ, ω) = {ξ(τ, ω) : ξ is a D-complete quasi-solution of Φ}. (3.58)
Proof. Let t ∈ R+, τ ∈ R, ω ∈ Ω, D ∈ D and xτ−t ∈ D(τ − t, θ−tω). By the comparison principle,
we find the solution x of (3.44) satisfies
|x(τ, τ − t, θ−τω, xτ−t)| ≤ y(τ, τ − t, θ−τω, |xτ−t|),
where y is the solution of the linear equation (3.48). Then by (3.49) we have
|x(τ, τ − t, θ−τω, xτ−t)| ≤ e
−νt−δω(−t)|xτ−t|+
∫ 0
−t
eνs−δω(s)(|g(s + τ)|+ h(s + τ))ds. (3.59)
Since xτ−t ∈ D(τ − t, θ−tω) and D ∈ D, by (3.4) we get
lim sup
t→∞
e−νt−δω(−t)|xτ−t| ≤ lim sup
t→∞
e−νt−δω(−t)‖D(τ − t, θ−tω)‖ = 0. (3.60)
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It follows from (3.51) and (3.59)-(3.60) that, for every τ ∈ R and ω ∈ Ω,
lim sup
t→∞
|x(τ, τ − t, θ−τω, xτ−t)| ≤ ξ(τ, ω), (3.61)
where ξ is the complete quasi-solution of (3.48) given by (3.51). On the other hand, by (3.59) and
(3.60), there exists T = T (τ, ω,D) > 0 such that for all t ≥ T ,
|Φ(t, τ − t, θ−tω, xτ−t)| = |x(τ, τ − t, θ−τω, xτ−t)| ≤ 2ξ(τ, ω). (3.62)
Given τ ∈ R and ω ∈ Ω, defineK(τ, ω) = [−2ξ(τ, ω), 2ξ(τ, ω)]. Since ξ is measurable and tempered,
by (3.62) we find K = {K(τ, ω) : τ ∈ R, ω ∈ Ω} is a D-pullback absorbing set of Φ. Since K is
compact, by Proposition 2.6, Φ has a unique D-pullback attractor A which is characterized by
(3.58).
We next further characterize the structures of the tempered attractor of equation (3.44).
Theorem 3.9. Suppose (3.45) and (3.46)-(3.47) hold. Then the cocycle Φ associated with (3.44)
has two tempered complete quasi-solutions x∗ and x∗ such that A = {[x∗(τ, ω), x
∗(τ, ω)], τ ∈ R, ω ∈
Ω} is the unique D-pullback attractor of Φ.
Proof. Let t1 ≥ t2 > 0, τ ∈ R and ω ∈ Ω. By the comparison principle, for the solution x of (3.44)
we have
x(τ − t2, τ − t1, θ−τω, ξ(τ − t1, θ−t1ω)) ≤ y(τ − t2, τ − t1, θ−τω, ξ(τ − t1, θ−t1ω)), (3.63)
where y is the solution of (3.48) and ξ is given by (3.51). Since ξ is a complete quasi-solution of
(3.48), we get
y(τ − t2, τ − t1, θ−τω, ξ(τ − t1, θ−t1ω)) = Ψ(t1− t2, τ − t1, θ−t1ω, ξ(τ − t1, θ−t1ω)) = ξ(τ − t2, θ−t2ω).
(3.64)
By (3.63)-(3.64) we obtain
x(τ − t2, τ − t1, θ−τω, ξ(τ − t1, θ−t1ω)) ≤ ξ(τ − t2, θ−t2ω). (3.65)
By (3.65) and the comparison principle, we get
x(τ, τ − t2, θ−τω, x(τ − t2, τ − t1, θ−τω, ξ(τ − t1, θ−t1ω))) ≤ x(τ, τ − t2, θ−τω, ξ(τ − t2, θ−t2ω)),
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which implies that for all t1 ≥ t2 > 0, τ ∈ R and ω ∈ Ω,
x(τ, τ − t1, θ−τω, ξ(τ − t1, θ−t1ω)) ≤ x(τ, τ − t2, θ−τω, ξ(τ − t2, θ−t2ω)). (3.66)
By (3.66) we find that x(τ, τ − t, θ−τω, ξ(τ − t, θ−tω)) is monotone in t ∈ R
+ for each fixed τ and
ω. Since ξ is tempered, by (3.62) we see x(τ, τ − t, θ−τω, ξ(τ − t, θ−tω)) is bounded in t ∈ R
+.
Therefore, for every τ ∈ R and ω ∈ Ω, there exists x∗(τ, ω) ∈ R such that
lim
t→∞
x(τ, τ − t, θ−τω, ξ(τ − t, θ−tω)) = x
∗(τ, ω). (3.67)
By the attraction property of A of the D-pullback attractor of (3.44), we have x∗(τ, ω) ∈ A(τ, ω)
for every τ and ω. By (3.61) and (3.67) we get |x∗(τ, ω)| ≤ ξ(τ, ω), and hence x∗ is tempered. By
a similar argument, we can show there exists x∗(τ, ω) ∈ A(τ, ω) with |x∗(τ, ω)| ≤ ξ(τ, ω) such that
lim
t→∞
x(τ, τ − t, θ−τω,−ξ(τ − t, θ−tω)) = x∗(τ, ω). (3.68)
Note that x∗ is tempered. By (3.67)-(3.68) and the comparison principle, we have x∗(τ, ω) ≤
x∗(τ, ω). Note that (3.61) implies
A(τ, ω) ⊆ [−ξ(τ, ω), ξ(τ, ω)], for all τ ∈ R and ω ∈ Ω. (3.69)
Based on (3.69) we will prove
A(τ, ω) ⊆ [x∗(τ, ω), x
∗(τ, ω)], for all τ ∈ R and ω ∈ Ω. (3.70)
Let x0 ∈ A(τ, ω) and tn → ∞. By the invariance of A, there exists x0,n ∈ A(τ − tn, θ−tnω) for
every n such that x0 = x(τ, τ − tn, θ−τω, x0,n). Since x0,n ∈ A(τ − tn, θ−tnω), by (3.69) we have
|x0,n| ≤ ξ(τ − tn, θ−tnω). Then by the comparison principle we get
x0 = x(τ, τ − tn, θ−τω, x0,n) ≤ x(τ, τ − tn, θ−τω, ξ(τ − tn, θ−tnω)).
Letting n → ∞, by (3.67) we get x0 ≤ x
∗(τ, ω). Similarly, by (3.68) one can verify x0 ≥ x∗(τ, ω).
Thus (3.70) follows. Before proving the converse of (3.70), we first prove x∗ and x∗ are complete
quasi-solutions of (3.44). By (3.67) and the continuity of solutions in initial data, we get for every
s ∈ R+, τ ∈ R and ω ∈ Ω,
x(s+ τ, τ, θ−τω, x
∗(τ, ω)) = lim
t→∞
x(s + τ, τ, θ−τω, x(τ, τ − t, θ−τω, ξ(τ − t, θ−tω)))
= lim
t→∞
x(s+ τ, τ − t, θ−τω, ξ(τ − t, θ−tω)) = lim
r→∞
x(s+ τ, s+ τ − r, θ−τω, ξ(s+ τ − r, θs−rω))
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= lim
t→∞
x(s+ τ, s+ τ − t, θ−τ−sθsω, ξ(s + τ − t, θ−tθsω)) = x
∗(τ + s, θsω), (3.71)
where the last limit is obtained by (3.67). By (3.71) we get for every s ∈ R+, τ ∈ R and ω ∈ Ω,
Φ(s, τ, ω, x∗(τ, ω)) = x∗(τ + s, θsω), (3.72)
and hence x∗ is a complete quasi-solution of Φ. Similarly, one can check that x∗ is a complete
quasi-solution of Φ, i.e., for every s ∈ R+, τ ∈ R and ω ∈ Ω,
Φ(s, τ, ω, x∗(τ, ω)) = x∗(τ + s, θsω). (3.73)
Finally, we prove the converse of (3.70), i.e.,
[x∗(τ, ω), x
∗(τ, ω)] ⊆ A(τ, ω), for all τ ∈ R and ω ∈ Ω. (3.74)
Given τ ∈ R, ω ∈ Ω and z ∈ [x∗(τ, ω), x
∗(τ, ω)], by the comparison principle, we find that x(t +
τ, τ, θ−τω, z) is defined for all t ∈ R and
x(t+ τ, τ, θ−τω, x∗(τ, ω)) ≤ x(t+ τ, τ, θ−τω, z) ≤ x(t+ τ, τ, θ−τω, x
∗(τ, ω)),
that is,
Φ(t, τ, ω, x∗(τ, ω)) ≤ x(t+ τ, τ, θ−τω, z) ≤ Φ(t, τ, ω, x
∗(τ, ω)).
This along with (3.72)-(3.73) shows that
x∗(τ + t, θtω) ≤ x(t+ τ, τ, θ−τω, z) ≤ x
∗(τ + t, θtω). (3.75)
Since x∗ and x∗ are tempered, by (3.75) we know that ψ(t, τ, ω) = x(t+τ, τ, θ−τω, z) is a D-complete
solution of Φ. Therefore, by (3.58) we find that z = ψ(0, τ, ω) ∈ A(τ, ω), which yields (3.74). It
follows from (3.70) and (3.74) that
A(τ, ω) = [x∗(τ, ω), x
∗(τ, ω)], for all τ ∈ R and ω ∈ Ω. (3.76)
By (3.72)-(3.73) and (3.76) we conclude the proof.
In what follows, we discuss pitchfork bifurcation of complete quasi-solutions of of (3.1) as λ
crosses zero from below. Let
f(t, x) = λx− β(t)x3 + γ(t, x), t ∈ R and x ∈ R. (3.77)
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By (3.2) and (3.3) we have, for all t ∈ R and x ∈ R,
f(t, x)x ≤ λx2 − β0x
4 + c2x
4 ≤ −x2 +
(
(λ+ 1)|x| − (β0 − c2)|x|
3
)
|x|. (3.78)
Since β0 > c2, by Young’s inequality, there exists a positive number c such that
|λ+ 1||x| ≤
1
2
(β0 − c2)|x|
3 + c,
which along with (3.78) implies that for all t ∈ R and x ∈ R,
f(t, x)x ≤ −x2 + c|x|.
Therefore, f given by (3.77) satisfies condition (3.45) with ν = 1 and h(t) = c for all t ∈ R. Let
g(t) = 0 for all t ∈ R. Then g and h satisfy (3.46) and (3.47) for every α > 0. In this case, ξ as
defined by (3.51) becomes
ξ(τ, ω) = c
∫ 0
−∞
es−δω(s)ds, τ ∈ R and ω ∈ Ω. (3.79)
It is easy to check that ξ given by (3.79) has a tempered reciprocal, i.e., for every c0 > 0, τ ∈ R
and ω ∈ Ω,
lim
t→∞
e−c0tξ−1(τ − t, θ−tω) = 0. (3.80)
By Theorem 3.9 we find that for each λ ∈ R, equation (3.1) has a unique D-pullback attractor
Aλ ∈ D such that for every τ ∈ R and ω ∈ Ω,
Aλ(τ, ω) = [x
−
λ (τ, ω), x
+
λ (τ, ω)], (3.81)
where x+λ and x
−
λ are tempered complete quasi-solutions of (3.1) given by
x+λ (τ, ω) = limt→∞
x(τ, τ − t, θ−τω, ξ(τ − t, θ−tω)), (3.82)
and
x−λ (τ, ω) = limt→∞
x(τ, τ − t, θ−τω,−ξ(τ − t, θ−tω)), (3.83)
with ξ being defined by (3.79). Note that (3.82) and (3.83) follow from (3.67) and (3.68) by replacing
x∗ and x∗ by x
+
λ and x
−
λ , respectively. By the comparison principle, we find from (3.82)-(3.83) that
x+λ (τ, ω) ≥ 0 and x
−
λ (τ, ω) ≤ 0 for all τ ∈ R and ω ∈ Ω. Actually, x
+
λ (τ, ω) > 0 and x
−
λ (τ, ω) < 0 as
demonstrated below.
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Lemma 3.10. Suppose (3.2) and (3.3) hold. Then for every λ ∈ R, the tempered complete quasi-
solutions x+λ and x
−
λ in (3.81) satisfy, for all τ ∈ R and ω ∈ Ω, x
+
λ (τ, ω) > 0, x
−
λ (τ, ω) < 0
and
1√
2(β1 − c1)
∫ 0
−∞
e2λr+2δωrdr
≤ |x±λ (τ, ω)| ≤
1√
2(β0 − c2)
∫ 0
−∞
e2λr+2δω(r)dr
. (3.84)
If λ > 0, then the zero solution of (3.1) is unstable in R.
Proof. For x > 0 we introduce a new variable z = x−2. By (3.1) we find that z satisfies,
dz
dt
= −2λz + 2β(t)− 2z
3
2γ(t, z−
1
2 )− 2δz ◦
dω
dt
, z(τ) = zτ . (3.85)
By (3.3) we have
− 2c2 ≤ −2z
3
2γ(t, z−
1
2 ) ≤ −2c1, for all z > 0. (3.86)
Consider the linear equations for t > τ with τ ∈ R,
du
dt
= −2λu+ 2β(t)− 2c1 − 2δu ◦
dω
dt
, u(τ) = uτ , (3.87)
and
dv
dt
= −2λv + 2β(t)− 2c2 − 2δv ◦
dω
dt
, v(τ) = vτ . (3.88)
Given τ ∈ R and ω ∈ Ω, the solutions u and v of (3.87) and (3.88) are given by
u(t, τ, ω, uτ ) = e
2λ(τ−t)+2δ(ω(τ)−ω(t))uτ + 2
∫ t
τ
e2λ(r−t)+2δ(ω(r)−ω(t))(β(r)− c1)dr,
and
v(t, τ, ω, vτ ) = e
2λ(τ−t)+2δ(ω(τ)−ω(t))vτ + 2
∫ t
τ
e2λ(r−t)+2δ(ω(r)−ω(t))(β(r)− c2)dr.
Therefore, for every t ∈ R+, τ ∈ R and ω ∈ Ω, we have
u(τ, τ − t, θ−τω, uτ−t) = e
−2λt+2δω(−t)uτ−t + 2
∫ τ
τ−t
e2λ(r−τ)+2δω(r−τ)(β(r)− c1)dr, (3.89)
and
v(τ, τ − t, θ−τω, vτ−t) = e
−2λt+2δω(−t)vτ−t + 2
∫ τ
τ−t
e2λ(r−τ)+2δω(r−τ)(β(r)− c2)dr. (3.90)
By (3.86) we see that u and v are super- and sub-solutions of (3.85), respectively. Since x = z−
1
2
for x > 0, we get, for every t ∈ R+, τ ∈ R, ω ∈ Ω and xτ−t > 0,
1√
u(τ, τ − t, θ−τω, x
−2
τ−t)
≤ x(τ, τ − t, θ−τω, xτ−t) ≤
1√
v(τ, τ − t, θ−τω, x
−2
τ−t)
. (3.91)
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Similarly, for xτ−t < 0, one can verify that −x satisfies (3.91). So for every t ∈ R
+, τ ∈ R, ω ∈ Ω
and xτ−t 6= 0, we have
1√
u
(
τ, τ − t, θ−τω, x
−2
τ−t
) ≤ |x(τ, τ − t, θ−τω, xτ−t)| ≤ 1√
v
(
τ, τ − t, θ−τω, x
−2
τ−t
) , (3.92)
from which we get, for all τ ∈ R and ω ∈ Ω,
1√
u (τ, τ − t, θ−τω, ξ−2(τ − t, θ−tω))
≤ |x(τ, τ − t, θ−τω,±ξ(τ − t, θ−tω))|
≤
1√
v (τ, τ − t, θ−τω, ξ−2(τ − t, θ−tω))
, (3.93)
where ξ is given by (3.79). Letting t → ∞, by (3.4), (3.80), (3.82)-(3.83) and (3.89)-(3.90) we
obtain from (3.2) that, for all τ ∈ R and ω ∈ Ω,
1√
2
∫ 0
−∞
e2λr+2δωr(β(r + τ)− c1)dr
≤ |x±λ (τ, ω)| ≤
1√
2
∫ 0
−∞
e2λr+2δωr(β(r + τ)− c2)dr
.
Therefore, by (3.2) we have, for all τ ∈ R and ω ∈ Ω,
1√
2(β1 − c1)
∫ 0
−∞
e2λr+2δωrdr
≤ |x±λ (τ, ω)| ≤
1√
2(β0 − c2)
∫ 0
−∞
e2λr+2δωrdr
, (3.94)
which implies x+λ (τ, ω) > 0 and x
−
λ (τ, ω) < 0. On the other hand, for every x0 6= 0, by (3.89) and
(3.92) we get
lim inf
t→∞
|x(τ, τ − t, θ−τω, x0)| ≥
1√
2(β1 − c1)
∫ 0
−∞
e2λr+2δωrdr
. (3.95)
By (3.95), the zero solution of (3.1) is unstable in R. Thus, by (3.94) we conclude the proof.
We now present pitchfork bifurcation of random complete quasi-solutions of (3.1).
Theorem 3.11. Suppose (3.2) and (3.3) hold. Then the random complete quasi-solutions of (3.1)
undergo a stochastic pitchfork bifurcation at λ = 0. More precisely:
(i) If λ ≤ 0, then x = 0 is the unique random complete quasi-solution of (3.9) which is pullback
asymptotically stable in R. In this case, the equation has a trivial D-pullback attractor Aλ =
{Aλ(τ, ω) = {0} : τ ∈ R, ω ∈ Ω}.
(ii) If λ > 0, then the zero solution loses its stability and the equation has two more tempered
random complete quasi-solutions x+λ > 0 and x
−
λ < 0 such that
lim
λ→0
x±λ (τ, ω) = 0, for all τ ∈ R and ω ∈ Ω. (3.96)
25
In this case, equation (3.9) has a D-pullback attractor Aλ = {Aλ(τ, ω) = [x
−
λ (τ, ω), x
+
λ (τ, ω)] : τ ∈
R, ω ∈ Ω}.
Proof. (i) If λ ≤ 0, by (3.5) and (3.84) we have, for every τ ∈ R and ω ∈ Ω,
|x±λ (τ, ω)| ≤
1√
2(β0 − c2)
∫ 0
−∞
e2δω(r)dr
= 0, (3.97)
and hence x±λ (τ, ω) = 0. In this case, by (3.81) we see that zero is the only complete quasi-solution
of (3.1) which is pullback asymptotically stable. In addition, A(τ, ω) = {0} for all τ ∈ R and
ω ∈ Ω.
(ii) If λ > 0, by Lemma 3.10 we know that x = 0 is unstable. Moreover, by (3.84), (3.97) and
Fatou’s lemma, we have
lim sup
λ→0
|x±λ (τ, ω)| ≤ lim sup
λ→0
1√
2(β0 − c2)
∫ 0
−∞
e2λr+2δω(r)dr
≤
1√
2(β0 − c2)
∫ 0
−∞
e2δω(r)dr
= 0,
which implies (3.96) and thus completes the proof.
As a consequence of Theorem 3.11, we have the following pitchfork bifurcation of random periodic
solutions of (3.1).
Theorem 3.12. Let T be a positive number such that β(t + T ) = β(t) and γ(t + T, x) = γ(t, x)
for all t ∈ R and x ∈ R. If (3.2) and (3.3) hold, then random periodic solutions of (3.1) undergo
a stochastic pitchfork bifurcation at λ = 0. More precisely:
(i) If λ ≤ 0, then x = 0 is the unique random periodic solution of (3.9) which is pullback
asymptotically stable in R. In this case, the equation has a trivial D-pullback attractor.
(ii) If λ > 0, then the zero solution loses its stability and the equation has two more random
periodic solutions x+λ > 0 and x
−
λ < 0 such that
lim
λ→0
x±λ (τ, ω) = 0, for all τ ∈ R and ω ∈ Ω. (3.98)
In this case, equation (3.9) has a D-pullback attractor A = {[x−λ (τ, ω), x
+
λ (τ, ω)] : τ ∈ R, ω ∈ Ω}.
Proof. By Theorem 3.11, we only need to show that for each λ > 0, the tempered complete quasi-
solutions x+λ and x
−
λ in (3.81) are T -periodic. Note that x
+
λ and x
−
λ are defined by (3.67) and (3.68)
26
with x∗ and x∗ being replaced by x
+
λ and x
−
λ , respectively. In the present case, by Lemma 3.7 we
find that ξ given by (3.51) is T -periodic. Then, by (3.67) and the periodicity of β and γ, we get
for all τ ∈ R and ω ∈ Ω,
x+λ (τ + T, ω) = limt→∞
x(τ + T, τ + T − t, θ−τ−Tω, ξ(τ + T − t, θ−tω))
= lim
t→∞
x(τ, τ − t, θ−τω, ξ(τ − t, θ−tω)) = x
+
λ (τ, ω),
which shows that x+λ is T -periodic. Similarly, one can verify that x
−
λ is also T -periodic. The details
are omitted.
4 Transcritical bifurcation of stochastic equations
In this section, we discuss transcritical bifurcation of the one-dimensional non-autonomous stochas-
tic equation given by
dx
dt
= λx− β(t)x2 + γ(t, x) + δx ◦
dω
dt
, x(τ) = xτ , t > τ, (4.1)
where λ, δ and β are the same as in (3.1); particularly, β satisfies (3.2). However, in the present
case, we assume the smooth function γ satisfies the following condition: there exist two nonnegative
numbers c1 and c2 with c1 ≤ c2 < β0 such that
c1x
2 ≤ γ(t, x) ≤ c2x
2 for all t ∈ R and x ∈ R. (4.2)
By (4.2) we have γ(t, 0) = 0 for all t ∈ R, and hence x = 0 is a fixed point of (4.1). We will first
discuss transcritical bifurcation of (4.1) when γ is zero and then consider the case when γ satisfies
(4.2). We will also study transcritical bifurcation of random periodic (random almost periodic,
random almost automorphic) solutions of (4.1).
When γ is absent, equation (4.1) reduces to
dx
dt
= λx− β(t)x2 + δx ◦
dω
dt
, x(τ) = xτ , t > τ. (4.3)
This equation is exactly solvable and for every t, τ ∈ R with t ≥ τ , ω ∈ Ω and xτ ∈ R, the solution
is given by
x(t, τ, ω, xτ ) =
xτ
eλ(τ−t)+δ(ω(τ)−ω(t)) + xτ
∫ t
τ
eλ(r−t)+δ(ω(r)−ω(t))β(r)dr
. (4.4)
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It follows from (4.4) that if x0 > 0, then the solution x(t, τ, ω, x0) is defined for all t ≥ τ . Similarly,
if x0 < 0, then the solution x(t, τ, ω, x0) is defined for all t ≤ τ . Based on this fact, we will be
able to study the dynamics of (4.3) for positive initial data as t → ∞ as well as the dynamics for
negative initial data as t → −∞. In the pullback sense, this allows us to explore the dynamics of
solutions with positive initial data as τ → −∞ or with negative initial data as τ → ∞. By (4.4)
we get that, for each t ∈ R+, τ ∈ R, ω ∈ Ω and x0 ∈ R,
x(τ, τ − t, θ−τω, x0) =
x0
e−λt+δω(−t) + x0
∫ τ
τ−t
eλ(r−τ)+δω(r−τ)β(r)dr
=
x0
e−λt+δω(−t) + x0
∫ 0
−t
eλr+δω(r)β(r + τ)dr
. (4.5)
By (3.4) and (4.5) we obtain, for every λ > 0 and x0 > 0,
lim
t→∞
x(τ, τ − t, θ−τω, x0) =
1∫ 0
−∞
eλr+δω(r)β(r + τ)dr
. (4.6)
Analogously, by (4.5) we obtain, for every λ < 0 and x0 < 0,
lim
t→−∞
x(τ, τ − t, θ−τω, x0) =
−1∫
∞
0 e
λr+δω(r)β(r + τ)dr
. (4.7)
Given λ ∈ R, τ ∈ R and ω ∈ Ω, we set
xλ(τ, ω) =


(∫ 0
−∞
eλr+δω(r)β(r + τ)dr
)−1
if λ > 0;
−
(∫
∞
0 e
λr+δω(r)β(r + τ)dr
)−1
if λ < 0.
(4.8)
By (4.8) we see that for every fixed τ ∈ R, xλ(τ, ·) is measurable. By an argument similar to
Lemma 3.1 one can verify that xλ is a tempered complete quasi-solution of (4.3).
Theorem 4.1. If (3.2) holds, then the random complete quasi-solutions of (4.3) undergo a stochas-
tic transcritical bifurcation at λ = 0. More precisely:
(i) If λ < 0, then (4.3) has two random complete quasi-solutions x = 0 and x = xλ given by (4.8).
The zero solution is asymptotically stable in (0,∞) and pullback attracts every compact subset K
of (0,∞), i.e.,
lim
t→∞
x(τ, τ − t, θ−τω,K) = 0. (4.9)
Moreover, for all τ ∈ R and ω ∈ Ω, we have xλ(τ, ω) < 0 and
lim
λ→0
xλ(τ, ω) = 0. (4.10)
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(ii) If λ > 0, then (4.3) has two random complete quasi-solutions x = 0 and x = xλ given (4.8).
The zero solution is unstable in (0,∞) and xλ pullback attracts every compact subset K of (0,∞),
i.e.,
lim
t→∞
x(τ, τ − t, θ−τω,K) = xλ(τ, ω). (4.11)
Moreover, for all τ ∈ R and ω ∈ Ω, we have xλ(τ, ω) > 0 and
lim
λ→0
xλ(τ, ω) = 0. (4.12)
Proof. (i) Let K be a compact subset of (0,∞). Then by (4.5) we get
lim sup
t→∞
sup
x0∈K
x(τ, τ − t, θ−τω, x0) ≤ lim sup
t→∞
1∫ 0
−t
eλr+δω(r)β(r + τ)dr
. (4.13)
On the other hand, by (3.2) and (3.4) we get, for all τ ∈ R and ω ∈ Ω,
lim
t→∞
1∫ 0
−t
eλr+δω(r)β(r + τ)dr
= 0. (4.14)
By (4.13)-(4.14) we obtain (4.9). The asymptotic stability of x = 0 in (0,∞) and the convergence
(4.10) can be proved by a argument similar to Theorem 3.11.
(ii) Let K = [a, b] with a > 0. By (4.5) we have, for all x0 ∈ K,
x(τ, τ − t, θ−τω, x0) ≥
1
e−λt+δω(−t)a−1 +
∫ 0
−t
eλr+δω(r)β(r + τ)dr,
(4.15)
and
x(τ, τ − t, θ−τω, x0) ≤
1
e−λt+δω(−t)b−1 +
∫ 0
−t
eλr+δω(r)β(r + τ)dr
. (4.16)
Since λ > 0, by (3.2) and (3.4) we find that for all τ ∈ R and ω ∈ ω, the right-hand sides of (4.15)
and (4.16) converge to xλ(τ, ω) as t→∞, which implies (4.11). Note that the instability of x = 0
in (0,∞) is implied by (4.11). We then conclude the proof.
By (4.8) we see that if β is a periodic function with period T > 0, then so is xλ(·, ω) for all
ω ∈ Ω. By an argument similar to Lemmas 3.4 and 3.5, one can prove xλ(·, ω) is almost periodic
(almost automorphic) provided β is almost periodic (almost automorphic). Based on this fact, we
have the following results from Theorem 4.1.
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Corollary 4.2. Suppose (3.2) holds and β : R → R is periodic (almost periodic, almost automor-
phic). Then the random periodic (almost periodic, almost automorphic) solutions of (4.3) undergo
a stochastic transcritical bifurcation at λ = 0. More precisely:
(i) If λ < 0, then (4.3) has two random periodic (almost periodic, almost automorphic) solutions
x = 0 and x = xλ given by (4.8). The zero solution is asymptotically stable in (0,∞) and (4.9)-
(4.10) are fulfilled.
(i) If λ > 0, then (4.3) has two random periodic (almost periodic, almost automorphic) solutions
x = 0 and x = xλ given by (4.8). The zero solution is unstable in (0,∞) and (4.11)-(4.12) are
fulfilled.
Next, we consider bifurcation of (4.1) with γ satisfying (4.2). In this case, we can associate two
exactly solvable systems with (4.1). Given t, τ ∈ R with t > τ , consider
dx
dt
= λx− (β(t)− c2)x
2 + δx ◦
dω
dt
, x(τ) = xτ , t > τ, (4.17)
and
dx
dt
= λx− (β(t)− c1)x
2 + δx ◦
dω
dt
, x(τ) = xτ , t > τ. (4.18)
By (4.2) we find that the solutions of (4.17) and (4.18) are super- and sub-solutions of (4.1),
respectively. The random complete quasi-solutions of (4.17) and (4.18) can be studied as equation
(4.3). Then by the comparison principle and the arguments discussed in the previous section, we
can obtain transcritical bifurcation for (4.1). We here just present the results and will not repeat
the details in this case.
Theorem 4.3. If (3.2) and (4.2) hold, then the random complete quasi-solutions of (4.1) undergo
a stochastic transcritical bifurcation at λ = 0. More precisely:
(i) If λ < 0, then (4.1) has two random complete quasi-solutions x = 0 and x = xλ with
xλ(τ, ω) < 0 for all τ ∈ R and ω ∈ Ω. The zero solution is asymptotically stable in (0,∞) and
(4.9)-(4.10) are fulfilled.
(ii) If λ > 0, then (4.1) has two random complete quasi-solutions x = 0 and x = xλ with
xλ(τ, ω) > 0 for all τ ∈ R and ω ∈ Ω. The zero solution is unstable in (0,∞) and (4.11)-(4.12) are
fulfilled.
If, in addition, β is a periodic function, then so is xλ for λ 6= 0.
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