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4. Metodi per simulazioni a N-corpi
[Riferimenti bibliografici: Galactic Dynamics (Binney & Tremaine), cap. 2, 3,
4]
Gli ammassi globulari, le galassie e gli ammassi di galassie sono esempi
di sistemi stellari, cioe` sistemi di stelle (e particelle di materia oscura) legati
gravitazionalmente. Tra i sistemi stellari si distinguono sistemi collisionali e sistemi
non collisionali. Un sistema si dice collisionale se il suo tempo di rilassamento a due
corpi t2b e` minore del tempo di Hubble; altrimenti e` non collisoniale. Il tempo di
rilassamento a due corpi e` il tempo-scala sul quale gli effetti degli incontri a due
corpi diventano importanti. Su tempi scala piu` lunghi del tempo di rilassamento
la granularita` del sistema non e` piu` trascurabile. Le galassie, con tipicamente
N∗ ∼ 10
9− 1011 stelle, sono non collisionali. Gli ammassi globulari (N∗ ∼ 10
4− 106
stelle) sono collisionali (per “collisioni” si intende incontri a due corpi, cioe` passaggi
ravvicinati, non collisioni fisiche, che in pratica sono sempre trascurabili).
Uno strumento fondamentale per la comprensione della dinamica dei sistemi
stellari sono i modelli a N-corpi, in cui i sistemi stellari vengono rappresentati come
sistemi di N particelle. Tramite codici a N-corpi, si segue l’evoluzione temporale
delle N particelle sotto l’effetto della loro mutua interazione gravitazionale. Anche
con i calcolatori piu` moderni il numero di particelle con cui si puo` rappresentare
una galassia e` molto inferiore al numero di stelle e particelle di materia oscura nelle
galassie e negli ammassi di galassie. Si distinguono codici per simulazioni a N-corpi
collisionali e non collisionali. Nei codici collisionali, il numero di particelle e` uguale
al numero di stelle nel sistema stellare studiato (tipicamente ammassi stellari) e
ogni particella puo` essere interpretata come una stella (N = N∗). Nei codici non-
collisionali, il numero di particelle e` molto inferiore al numero di stelle del sistema
reale (N ≪ N∗): quindi le particelle non vanno intese come singole stelle, ma
piuttosto come traccianti delle orbite stellari della galassia. Un modello a N-corpi di
un sistema non-collisionale va inteso come una rappresentazione di un sistema reale
tramite un campionamento Monte-Carlo.
In ogni sistema di N particelle gravitanti (sia un modello a N-corpi, sia una
galassia reale) il tempo di rilassamento a due corpi e`
t2b ∼
0.1Ntcross
lnN
, (4.2)
dove tcross e` il tempo di attraversamento del sistema. Data la dipendenza di t2b da
N , un modello a N corpi puo` essere utilizzato per simulare sistemi non collisionali
solo su tempi piu` brevi del tempo di rilassamento a due corpi del modello stesso.
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I codici a N-corpi, sia collisionali sia non-collisionali, risolvono il seguente
problema: date N particelle con masse mi, posizioni xi e velocita` vi assegnate
(i = 1, ..., N), si vuole determinare l’evoluzione del sistema soggetto al campo
gravitazionale generato dalle particelle stesse.
Ogni codice a N-corpi si basa sul seguente semplice schema: data la distribuzione
delle particelle nello spazio delle fasi [xi(t),vi(t)] (i = 1, ..., N) ad un generico tempo
t, il codice calcola le forze generate da tale distribuzione fi(t), che vengono quindi
utilizzate per calcolare posizioni e velocita` ad un tempo successivo t+∆t, dove ∆t
e` detto passo temporale (time step) dell’integrazione. Date le posizioni e velocita`
al tempo t + ∆t si ripete la procedura per ottenere posizioni e velocita` al tempo
t + 2∆t, e cos`ı via a partire da un tempo iniziale tini fino a un tempo finale tfin.
Quindi ogni codice numerico a N-corpi consta di due algoritmi principali:
1. Soluzione dell’equazione di Poisson (Poisson solver): calcolo delle forze fi agenti
su ogni particella (i = 1, ..., N);
2. Integrazione temporale: integrazione delle equazioni del moto vi = x˙i, gi ≡
fi/mi = x¨i per ogni particella (i = 1, ..., N).
Descriviamo alcuni metodi di soluzione dell’equazione di Poisson e di integrazione
temporale.
4.1 Metodi di soluzione dell’equazione di Poisson
Dato un sistema di N particelle di massa mi (i = 1, ..., N), il campo di accelerazione
gravitazionale generato dal sistema e`
g(x) =
∑
i
Gmi
xi − x
|xi − x|3
. (4.3)
Una particella di massa mp in x e` quindi soggetta ad una forza fp = mpg(x). Per
N sufficientemente grande, la distribuzione di particelle puo` essere descritta da una
distribuzione continua di densita` ρ(x) e l’equazione (4.3) puo` essere scritta come
equazione di Poisson
∇2φ(x) = 4πGρ(x), (4.4)
dove
φ(x) = −G
∫
ρ(x′)d3x′
|x′ − x|
(4.5)
e` il potenziale gravitazionale e il campo di accelerazione e` g(x) = −∇φ(x).
Per questo la determinazione del campo di forze consiste in sostanza nella
soluzione dell’equazione di Poisson. Nei codici collisionali (N = N∗) si puo`
risolvere direttamente l’equazione (4.3), mentre nei codici non collisionali si integra
l’equazione (4.5) utilizzando un metodo di campionamento Monte-Carlo
H(x) =
∫
h(x)d3x = lim
N→∞
1
N
N∑
i=1
h(xi)
ps(xi)
, (4.6)
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per un campionamento con N punti scelti secondo la distribuzione di probabilita` ps.
Nel caso dell’equazione (4.5), scegliendo ps = ρ/M avremo
φ(x) ≃ −G
N∑
i=1
mi
|x− xi|
. (4.7)
4.1.1 Somma diretta
Il metodo piu` semplice per calcolare la forza agente sulla particella j-esima f(xj) e`
valutare direttamente la somma (4.3):
f(xj) = mj
∑
i6=j
Gmi
xi − xj
|xi − xj|3
. (4.8)
E` immediato verificare che il costo computazionale di questo metodo e` di N(N−1)/2
operazioni per ogni time step. Quindi si tratta di un metodo molto “costoso”, in
cui il numero di operazioni e` O(N2), dove N e` il numero di particelle. Questa
caratteristica fa s`ı che la somma diretta si possa utilizzare efficientemente solo per
N <∼ 10
3 − 104. Un altro problema dell’applicazione dell’equazione (4.8) e` che
quando due particelle si trovano molto vicine (|xi − xj | → 0) la forza diverge.
Per ovviare a questo problema si introduce il softening, cioe` lo smussamento della
forza. Sia fnewtjk la forza newtoniana esercitata dalla k-esima particella sulla j-esima
particella. Chiaramente |fnewtjk | → ∞ se |xj − xk| → 0. Nel codice si sostituisce
la forza newtoniana fnewtjk con una forza smussata f
soft
jk tale che f
soft
jk → f
newt
jk per
|xj − xk| → ∞, ma |f
soft
jk | → 0 per |xj − xk| → 0. Un semplice esempio di forza
smussata e`
f softjk = Gmjmk
xk − xj
(r2jk + ǫ
2)
3
2
(4.9)
dove rjk = |xj −xk| ed ǫ e` un parametro (con le dimensioni di una lunghezza) detto
lunghezza di smussamento (softening length). La forza smussata (4.9) e` detta con
Plummer softening perche` e` la forza esercitata su una particella puntiforme da una
sfera di Plummer di massa mi, con distribuzione di densita`
ρi(r) =
3mi
4πǫ3
1
(1 + r
2
ǫ2
)
5
2
. (4.10)
4.1.2 Particle-mesh
Nel metodo detto particle-mesh (cioe` particella-cella) l’equazione di Poisson (4.4)
viene risolta grazie all’introduzione di una griglia di punti nello spazio occupato dalle
particelle. Il caso piu` semplice e` quello di griglia cartesiana, in cui i punti di griglia
sono equispaziati, con condizioni al contorno periodiche (utilizzate in simulazioni
cosmologiche). Il metodo particle-mesh consta di tre parti: 1) valutazione della
densita` sui punti di griglia, 2) soluzione dell’equazione di Poisson sulla griglia, 3)
valutazione delle forze alle posizioni delle particelle.
1) Per ottenere la densita` valutata nai punti di griglia e` necessario assegnare la
massa delle particelle ai punti di griglia. Il metodo piu` semplice e` quello di
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assegnare la massa di ogni particella al punto di griglia piu` vicino alla particella
stessa. Questo metodo, detto nearest grid point (punto di griglia piu` vicino),
risulta essere troppo approssimativo, quindi solitamente si preferiscono metodi
di tipo cloud in cell (CIC), in cui si distribuisce la massa di ogni particella
su piu` punti di griglia. Nei metodi CIC si assume che ogni particella non sia
puntiforme, ma che la sua massa sia distribuita in un volume finito. Quindi si
interpola la distribuzione di densita` di ogni particella sui punti di griglia. Si
puo` assumere che la massa della particella sia distributita con densita` uniforme
in un cubo di lato h (dove h e` la distanza tra punti di griglia adiacenti),
quindi la massa si assegna (in modo inversamente proporzionale alla distanza)
agli 8 punti di griglia piu` vicini. Oppure si puo` assegnare la massa ai 27
punti di griglia piu` vicini, assumendo che la massa della particella abbia una
distrbuzione di densita` distribuita su un cubo di lato 2h, ma con densita`
che decresce linearmente con la distanza dalla posizione della particella. I
metodi CIC di assegnazione della massa si visualizzano facilmente nel caso
monodimensionale, in cui la particella puo` essere rappresentata come un
quadrato di lato h (assegnamento su due punti di griglia) o come un triangolo
di base 2h e altezza h (assegnamento su tre punti di griglia). Una volta
assegnata la massa ad un punto di griglia, la densita` allo stesso punto e` data
semplicemente dalla massa diviso il volume della cella corrispondente.
2) Data la densita` sui punti di griglia ρi,j,k, il potenziale φi,j,k si ottiene risolvendo
l’equazione di Poisson con le differenze finite, cioe` scrivendo le derivate parziali
(
∂φ
∂x
)
i,j,k
=
φi+ 1
2
,j,k − φi− 1
2
,j,k
h
, (4.11)
(
∂φ
∂y
)
i,j,k
=
φi,j+ 1
2
,k − φi,j− 1
2
,k)
h
, (4.12)
(
∂φ
∂z
)
i,j,k
=
φi,j,k+ 1
2
− φi,j,k− 1
2
)
h
. (4.13)
Il laplaciano in coordinate cartesiane e`
∇φ =
∂2φ
∂x2
+
∂2φ
∂y2
+
∂2φ
∂z2
. (4.14)
Quindi, usando le differenze finite, l’equazione di Poisson si riduce al sistema
di equazioni lineari
φi+1,j,k + φi−1,j,k + φi,j+1,k + φi,j−1,k + φi,j,k+1 + φi,j,k−1 − 6φi,j,k
h2
= 4πGρi,j,k.
(4.15)
Una volta ottenuto il potenziale dalla soluzione di tale sistema, la forza
valutata nei punti di griglia si ottiene semplicemente calcolando la derivata
del potenziale, sempre con le differenze finite.
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3) Per ottenere la forza valutata alle posizioni delle particelle bisogna quindi
interpolare la forza dalla griglia alle particelle. Nell’interpolazione e` importante
utilizzare lo stesso schema utlizzato nell’assegnazione della massa alla griglia.
Per esempio, se si e` utilizzato uno schema di assegnamento di massa di tipo CIC
con assegnazione della massa a 8 punti vicini, nell’interpolazione particella-
griglia, si usera` la forza valutata negli 8 punti vicini anche nell’interpolazione
griglia-particella.
La soluzione dell’equazione di Poisson su griglia introduce implicitamente uno
smussamento della forza su scale minori della dimensione della griglia h, che e` dunque
l’analogo della softening length nel caso dei codici a somma diretta. Tipicamente, in
un codice particle mesh, il numero di operazioni e` O(N logK) dove N e` il numero di
particelle e K il numero di punti di griglia. Quindi codici di questo tipo sono molto
piu` efficienti di codici basati sulla somma diretta. Un limite dei codici particle-
mesh e` il fatto che l’uso di una griglia non permette una completa flessibilita` in
caso di distribuzioni di particelle molto disomogenee, come ad esempio nel caso di
interazioni tra galassie.
4.1.3 Metodo gerarchico (treecode)
Un metodo di soluzione dell’equazione di Poisson efficiente e al tempo stesso molto
flessibile e` il metodo gerarchico. Codici basati su questo metodo sono detti codici
ad albero o treecode (Barnes & Hut 1986, Nature, 324, 446). L’idea alla base del
treecode e` che la forza esercitata su di una particella puo´ essere calcolata in modo
efficiente ed accurata, calcolando esattamente il contributo delle particelle vicine e in
modo approssimato quello delle particelle lontane. Per far cio`, le particelle vengono
organizzate in un “albero”: la radice (root) dell’albero e` una cella cubica di lato ℓ
contenente tutte le particelle del sistema. La cella-root viene suddivisa in 8 celle-
figlie cubiche di lato ℓ/2 (i rami dell’albero), ciascuna delle quali (se contiene piu` di
una particella) e` suddivisa a sua volta in 8 sotto-celle di lato ℓ/4, e cos`ı via fino ad
ottenere celle contenenti una sola particella, ovvero le foglie dell’albero. Quindi le
celle che contengono una sola particella non vengono suddivise ulteriormente, mentre
le celle vuote vengono scartate. Di ogni cella si calcola la massa totale (o momento
di monopolo)
MC =
∑
p∈C
mp, (4.16)
il centro di massa
xC =
1
MC
∑
p∈C
mpxp, (4.17)
e il (tensore) momento di quadrupolo
QC,ij =
∑
p∈C
mp(xp,i − xC,i)(xp,j − xC,j), (4.18)
dove xp = (xp,1, xp,2, xp,3) e` il vettore posizione della particella p e xC =
(xC,1, xC,2, xC,3) e` il centro di massa della cella C. Si noti che dalla definizione
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del centro di massa segue che il momento di dipolo D relativo al centro di massa
della cella e` nullo:
DC =
∑
p∈C
mp(xp − xC) = 0. (4.19)
La forza esercitata su una particella s che si trovi in xs si calcola come segue. A
partire dalle 8 sotto-celle della cella-root, si valuta se ciscuna cella e` sufficientemente
distante dalla particella, ovvero se ℓC/R < θ0, dove R e` il modulo del vettore
R = |xC − xs|, ℓC e` il lato del cubo C, e θ0 ∼ 0.5 − 0.7 e` il cosiddetto parametro
di apertura. Se una cella e` sufficientemente distante (ℓC/R < θ0) il suo contributo
al potenziale gravitazionale della particella e` stimato con lo sviluppo in multipolo
troncato al quadrupolo
φC(xs) = −GMCKsoft(R)−
1
2
G
∑
i,j
QC,ij
∂2Ksoft(R)
∂Ri∂Rj
, (4.20)
dove R = xC−xs e Ksoft e` il softening kernel definito in modo tale che il potenziale
smussato φsoft in x generato da una particella di massa m in x
′
φsoft = −GmKsoft(x− x
′). (4.21)
Quindi nel caso di Plummer softening (equazione 4.9)
Ksoft =
1√
|x− x′|2 + ǫ2
. (4.22)
Se la cella non e` sufficentemente distante (ℓC/R ≥ θ0), si prendono in considerazione
le sue sottocelle. E cos`ı via, arrivando eventualmente alle foglie dell’albero, il cui
contributo al potenziale gravitazionale si riduce ad un metodo di somma diretta
particella-particella. Un’espressione analoga all’equazione (4.20) si ha per la forza
(per unita` di massa) g = −∇φ. Il costo computazionale del metodo gerarchico e`
O(N logN), dove N e` il numero di particelle della simulazione, quindi e` molto piu`
efficiente del metodo della somma diretta. Inoltre il treecode, non essendo basato
su una griglia, e` molto flessibile ed e` caratterizzato da grande accuratezza per ogni
distribuzione di particelle. Per questi motivi e` il metodo piu` diffusamente applicato
in astrofisica, in particolare per simulazioni cosmologiche di formazione di strutture
e per simualazioni di interazioni tra galassie.
4.2 Integrazione temporale
[Non in programma]
L’integrazione temporale consiste nell’integrazione, ad ogni time step, del
sistema di equazioni differenziali accoppiate
x˙ = v, (4.23)
v˙ = −∇φ, (4.24)
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per ogni particella. Si tratta quindi di un problema di integrazione di un sistema
di equazioni differenziali ordinarie. Ci sono diversi metodi numerici di soluzione
delle equazioni differenziali ordinarie che possono essere applicati (ad es. Runge-
Kutta, predictor-corrector etc.). La scelta del metodo di integrazione dipende da
diversi fattori, come, ad esempio il gradi di regolarita` del potenziale gravitazionale
o il costo computazionale del Poisson solver utilizzato e del metodo di integrazione
stesso. Qui ci limitiamo a considerare il metodo detto leapfrog che e` molto utilizzatio
nella simulazione di sistemi non-collisionali.
4.2.1 Leapfrog
Il metodo leapfrog (letteralmente il gioco della cavallina) prende il suo nome dal fatto
che in ogni time step si fanno avanzare, alternativamente, le velocita` e le posizioni.
Date al tempo tn posizione x(tn), velocita` v(tn) di una particella vogliamo trovare
posizione x(tn+1) e velocita` v(tn+1) al tempo tn+1 = tn +∆t, dove ∆t e` il timestep.
L’integrazione con metodo leapfrog consta di tre operazioni: nello schema leapfrog
detto drift-kick-drift si ha
x(tn+ 1
2
) = x(tn) +
1
2
v(tn)∆t (drift), (4.25)
v(tn+1) = v(tn)−∇φ[x(tn+ 1
2
)]∆t (kick), (4.26)
x(tn+1) = x(tn+ 1
2
) +
1
2
v(tn)∆t (drift), (4.27)
mentre nello schema leapfrog kick-drift-kick si ha
v(tn+ 1
2
) = v(tn)−
1
2
∇φ[x(tn)]∆t (kick), (4.28)
x(tn+1) = x(tn) + v(tn+ 1
2
)∆t (drift), (4.29)
v(tn+1) = v(tn+ 1
2
)−
1
2
∇φ[x(tn+1)]∆t (kick). (4.30)
Il metodo leapfrog, in entrambe le formulazioni, gode di diverse proprieta` importanti:
- E` un metodo di integrazione simplettico, poiche` le operazioni di kick e drift sono
trasformazioni simplettiche (o canoniche), cioe` derivate da un Hamiltoniana.
Di conseguenza, il leapfrog conserva il volume nello spazio delle fasi e gli
invarianti di Poincare`.
- E` un metodo di integrazione del second’ordine, cioe` l’errore che si commette
in ogni timestep scala con ∆t come O(∆t3).
- E` un metodo di integrazione reversibile (time reversible). Cioe`, applicando lo
schema con condizioni iniziali x(tn+1),−v(tn+1) si ottiene x(tn),−v(tn).
Sia la simpletticita` che la reversibilita` sono proprieta` che riducono la dissipazione
numerica dell’integrazione, cioe` la tendenza a far aumentare artificiosamente
l’energia di una particella durante la sua evoluzione. Quindi il leapfrog permette
una buona conservazione dell’energia.
