Abstract. Chebyshev approximations of the Hastings form are given for the complete elliptic integrals K and E. Maximal errors range from 4 X 10-6 down to 4 X 10~18.
1. Introduction. The complete elliptic integrals are defined by (k) TO^rVd-t-sin^ri^G^1^2) ' m<i' and -ir/2 E(k) = / Vd -k2 sin2 <p)d<p, | ft | g 1,
where ■iF\(a,b;c;z) is Gauss' hypergeometric series [1] . Another useful form, a modified Legendre form [2] , can be obtained from (i) by means of standard transformations on the hypergeometric series [3] . Thus From (ia) and (ib) it is apparent that
while (iia) and (fib) show that K(k) = In (4/fc') + 0(fc'2 In fc'), fc' ~» 0
Ki.e., K(k) becomes logarithmically infinite as k -> 1), and E(l) = 1.
2. Approximating Forms. For a given function one approximating form is said to be more efficient than another if, for a given number of coefficients, the error of approximation is less. The more efficient approximation forms generally contain much of the analytic behavior of the function being approximated. To be useful, a form should also be simple. While rational functions, ratios of polynomials, are simple' and generally more efficient than polynomials, neither form is particularly efficient in approximating K(k) because of the logarithmic behavior as k -* 1. The form K*(k) = In Q + R(v), where R(v) is a rational function, incorporates this logarithmic behavior and is more efficient than pure rational functions. The high efficiency ôf these forms might be expected from their similarity to the modified Legendre forms (iia) and (üb).
3. Computations. The Remes algorithm for computing rational Chebyshev approximations [5] was programmed in 25-decimal floating point arithmetic on a CDC 3600. The functions K(k) and E(k) were computed as needed using the standard Gauss arithmetic-geometric mean process [6] . Because of the nature of the approximating forms, the error curves
Coefficients for E* = vanished for k = 0 and k = 1. The Remes algorithm thus did not require calculations of K or E close enough to k = 0 or k -1 to give any numerical difficulties. All error curves were levelled to at least four significant figures in the maximal error. As a final check each approximation was separately tested for 2000 pseudorandom arguments against a 25-decimal routine based on the Gauss process. The maximal errors in these tests corresponded in magnitude and location with those given by the error curves in the Remes algorithm. 4 . Results. Although approximations of many different forms were computed, only those of form (iii) with n = m are reported here. Table I lists the maximal errors, including a few representative cases with n ^ m to show n = m is most efficient. Tables II and III list the corresponding coefficients to an accuracy slightly greater than that justified by the maximal errors. Reasonable rounding should not seriously affect the maximal errors.
The cases n = 2, 3, and 4 were first given by Hastings [4] and are reported here only to show the agreement between his calculations and ours.
