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We propose a new quantum circuit for the quantum search problem. The quantum circuit is
superior to Grover’s algorithm in some realistic cases. The reasons for the superiority are in short
as follows: In the quantum circuit proposed in this paper, all the operators except for the oracle
can be written as direct products of single-qubit gates. Such separable operators can be executed
much faster than multi-particle operators, such as c-NOT gates and Toffoli gates, in many realistic
systems. The idea of this quantum circuit is inspired by the Hamiltonian used in the adiabatic
quantum computer. In addition, the scaling of the number of oracle calls for this circuit is the same
as that for Grover’s algorithm, i.e. O
(
2n/2
)
.
PACS numbers: 03.67.Lx
I. INTRODUCTION
Since the concept of the quantum computer (QC) was
proposed [1, 2, 3], many quantum algorithms [4, 5, 6, 7]
that are superior to classical algorithms have been pro-
posed. These algorithms have inspired many researchers,
and the number of the researchers investigating the QC
has increased dramatically as a result.
Though many results are generated daily, there re-
mains a serious problem. The generated quantum cir-
cuits utilize the properties of quantum mechanics effec-
tively, but almost all of then are modifications or combi-
nations of just three quantum circuits based on quantum
Fourier transformation [8], quantum amplitude amplifi-
cation [9] or discrete quantum random walk [10]. This
indicates that it is very hard to design new quantum
circuits that use the properties of quantum mechanics
effectively.
Recently, some frameworks differing from the QC have
been proposed, such as the adiabatic quantum computer
(AQC)[11], and the continuous random walk [12], and
many results have been forthcoming in this area. In this
paper, we focus on the AQC, whose procedure is identi-
fied by a Hamiltonian. Recently, it was proved that the
calculation power of the AQC has the same as that of
the QC [13]. This means that the QC can be emulated
using the AQC and vice versa with polynomial time and
space with respect to the input size. On the other hand,
the properties of the problems that the QC and AQC
are good at are different. These two facts indicate that
new concepts of quantum circuits must be given by the
explicit modification from the Hamiltonians for the AQC
into finite size quantum circuits for the QC. We think
this is a good strategy for designing new quantum circuits
that use the properties of quantum mechanics effectively.
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In this paper, we propose a new quantum circuit mod-
ified from a Hamiltonian for the AQC. This is the first
simple example of a quantum circuit obtained by fol-
lowing the above strategy. Here, we treat the well-
investigated problem in the QC, i.e., the quantum search
problem, in order to check the efficiency of the strategy.
As a result, we get a new quantum circuit that is supe-
rior to the quantum circuit used in Grover’s algorithm in
some cases. The Hamiltonian just gives us some hints,
and the new quantum circuit is intuitively generated us-
ing those hints. Thus, we can not show some explicit
procedures for the modification.
Here, we have to mention that, from the past work
[14], quantum circuits for the QC can be easily modified
from the Hamiltonians for the AQC, but the quantum
circuits generated by the modification simply follow the
time evolution of the AQC. Consequently, such quantum
circuits are very redundant and inefficient for realistic
calculations. The quantum circuits that we want to mod-
ify from the Hamiltonians are not such useless quantum
circuits but practical ones.
To avoid any confusion, we should clarify that our cir-
cuit is superior in that it may be executed faster than
Grover’s algorithm in realistic systems since it uses only
simple operators, each of which rotate just one-qubit, ex-
cept for the oracle. However, the circuit does not offer
reduced complexity. Actually, both it and Grover’s al-
gorithm have exactly the same complexity O
(
2n/2
)
. For
these reasons, the superiority of the new circuit will be
meaningful mainly to experimentalists.
In Sec. II, we briefly review Grover’s algorithm to fa-
cilitate comparison between it and the expressions for
the new quantum circuit. In Sec. III, we show the ex-
plicit form of the new quantum circuit and prove that the
quantum circuit can execute quantum search efficiently.
In Sec. IV, we numerically simulate the new quantum
circuit to show how well it executes quantum search. In
Sec. V, we show the relations between quantum circuits
and Hamiltonians for the AQC. These relations are the
2hints for generating the new quantum circuit. The last
section summarizes our conclusions. Technical details of
a proof are in Appendix A.
II. GROVER’S ALGORITHM
By Grover’s algorithm, the quantum search problem
can be solved. This means that we can find integer j
from 0 to 2n − 1 using the oracle operator Oˆr such that
Oˆr |m〉 ⊗ |k〉 := |m〉 ⊗ |k ⊕ δ (m, j)〉 (1)
by the algorithm. The operator Oˆr acts on two registers:
one is 2n-dimensional, corresponding to the search space,
and the other is 2-dimensional, corresponding to the out-
put of the oracle. Grover’s algorithm can be expressed
as follows. First, we generate the initial state
|0¯〉 := 2−n2
2n−1∑
m=0
|m〉 . (2)
Next, we iterate the two operations, which are identified
by the following operator:
Gˆ := 1− 2 |0¯〉 〈0¯| , (3)
Oˆ := 1− 2 |j〉 〈j| . (4)
Note that, in general Gˆ·Oˆ is written by G, e.g., [15], and
is called the Grover operator. The number of iterations
is
N :=
[ pi
4 arcsin 2−
n
2
]
, (5)
where [r] indicates the integer part of real number r.
Note that the operator Oˆ (4) is outwardly different from
the oracle operator Oˆr (1); however, Oˆ can be simulated
from one use of Oˆr by using the second register as an an-
cilla prepared in state 1√
2
|0〉− 1√
2
|1〉. Finally, we observe
the state using the computational basis, i.e., |0〉, |1〉,· · ·
,|2n − 1〉. The success probability of Grover’s algorithm,
i.e., the probability to detect the state |j〉, goes to 1 in
the limit n → ∞. This is equivalent to the following
relation:
lim
n→∞
∣∣∣∣〈j|(Gˆ·Oˆ)N |0¯〉
∣∣∣∣
2
= 1. (6)
The scaling of the success probability versus n is 1 −
O (2−n). The relation (6) can be easily proved as follows.
Proof:
The operator Gˆ · Oˆ modifies any vector in the space
spanned by |0¯〉 and |j〉 into another vector in the same
space. Then, we restrict the Hilbert space to the two
dimensional space, i.e., {|ψ〉 = a |0¯〉+ b |j〉} in this proof.
Under this restriction, the operator Gˆ·Oˆ can be written
as the following two dimensional matrix:
Gˆ·Oˆ = −
(
1− 21−n −21−n2 √1− 2−n
21−
n
2
√
1− 2−n 1− 21−n
)
= −
(
cos 2θ − sin 2θ
sin 2θ cos 2θ
)
, (7)
θ := arcsin 2−
n
2 0 < θ ≤ pi
2
. (8)
Here, we use the basis
{
|0¯〉 , |1¯〉 := |j〉−2−
n
2 |0¯〉√
1−2−n
}
. From
this expression, it is easy to show that
∣∣∣∣〈j|(Gˆ·Oˆ)N |0¯〉
∣∣∣∣
2
= sin2 (2N + 1) θ
= sin2
(
2
[ pi
4 arcsin 2−
n
2
]
+ 1
)
arcsin 2−
n
2 . (9)
From the last equation, it is clear that relation (6) holds.

III. QUANTUM SEARCH ALGORITHM USING
A NEW QUANTUM CIRCUIT
A. The case of one solution
We propose a new quantum circuit by which the
Grover iteration can be replaced.
The outline of the algorithm is the same as Grover’s
algorithm, but in order to avoid misunderstanding we
show whole algorithm below. First, we prepare the initial
state |0¯〉, which is the same as the initial state of Grover’s
algorithm. Next, we iterate the two operations, which are
identified by the following operator:
Gˆ′ := exp
(
ϕ (ω)
n−1∑
α=0
S(α)x i
)
, (10)
Oˆ′ := exp (ω |j〉 〈j| i) . (11)
The number of iterations is
N ′ :=
[
pi
4 sin
∣∣ω
2
∣∣2n2 + 12
]
. (12)
The variable ω in the above definition can be chosen from
the region −pi < ω < pi and is independent of n and
j. The operator S
(α)
x and the function ϕ (ω) are defined
later. Finally, we observe the state using the computa-
tional basis. The success probability of this algorithm
goes to 1 in the limit n → ∞. This is equivalent to the
following relation:
lim
n→∞
∣∣∣∣〈j|(Gˆ′ ·Oˆ′)N
′
|0¯〉
∣∣∣∣
2
= 1. (13)
3The scaling of the success probability versus n is 1 −
O
(
n−1
)
. A proof of relation (13) is located at the end of
this section.
Here, we have to note three things. First, the scaling of
the number of oracle calls is O
(
2n/2
)
for any−pi < ω < pi
when ω 6= 0. Here, we have to point out that the operator
Oˆ′ (11) can actually be simulated by a constant number
of calls to the oracle Oˆr (1), where the number depends
on ω. A method of simulation is as follows. We introduce
a naturally generalized oracle as
Oˆr
′ |m〉 ⊗ |k〉 := |m〉 ⊗ |k + δ (m, j) mod ωd〉 (14)
for arbitrary integer ωd. The operator Oˆr
′
(14) acts on
two registers: one is 2n-dimensional and the other is ωd-
dimensional. It is easy to show that this operator Oˆr
′
can
be simulated by a constant number of calls to the oracle
Oˆr. Furthermore, the operator Oˆ
′ can be simulated from
one use of Oˆr
′
by using the second register as ancillae
prepared in state
ωd−1∑
k=0
exp
(
kωc
ωd
2pii
)
|k〉 . (15)
In this definition, ωd and ωc are chosen so as to satisfy
ωc
ωd
2pi = ω. Then, the operator Oˆ′ can be simulated by
Oˆr. Second, the difference in execution time between
Oˆr and Oˆ
′ probably will not depend on n in most cases.
This expectation comes form the following consideration.
Once we know the explicit circuit for Oˆr, we will prob-
ably be able to make a circuit corresponding to Oˆr
′
in
such a way that the difference of execution time of these
two circuits does not depend on n. This expectation has
no meaning from a computer science point of view, since
the oracle Oˆr is usually treated as a black-box. However,
in case of actual calculations using a real system, it is
important to think in term of the execution time of op-
erations. Third, when ω = ±pi, the relation (13) does
not hold. This is related to the fact that the value ω
influences not only the number of iterations N ′ but also
the speed of the convergence (13). For example, when ω
approaches ±pi, the speed of the convergence decreases.
On the other hand, when ω approaches 0, the speed of
the convergence increases. Here, the change in the speed
means the change in the constant factor of the scaling.
Here, we define the function ϕ (ω) and the operator
S
(α)
x used in the above outline of the algorithm. First,
S
(α)
x is the operator which acts only on the α-th qubit,
and the action on the qubit can be written as
(
0 12
1
2 0
)
using the computational basis. Therefore, we can write
S
(α)
x as follows:
S(α)x := Id⊗ · · · ⊗
(
0 12
1
2 0
)
⊗ · · · ⊗ Id. (16)
Note that 2S
(α)
x is simply Pauli operator σx applied on
qubit α. Next, we define ϕ (ω) implicitly as follows:
cot
ω
2
=
n∑
s=1
Pn (s) cot
sϕ (ω)
2
,
− 2pi
n
< ϕ (ω) <
2pi
n
, sgn (ω) = sgn (ϕ (ω)) (17)
where
Pn (s) :=
n!2−n
s! (n− s)! . (18)
Recall that 2n is the number of elements in the set from
which item j is selected and that ω is an arbitrary number
in the region −pi < ω < pi. Note that the function ϕ (ω)
depends on n. As an example, a plot of the function
ϕ (ω) for n = 10 is shown in Fig 1.
The rest of this section is devoted to proving relation
(13).
Proof:
First of all, we show the main idea underlying this
proof in order to provide some insight into why it works.
The idea consists of three parts. First, Gˆ′Oˆ′ leaves S˜2
(19) eigenspaces invariant, and both |0¯〉 and |j〉 lie in
the same eigenspace, so we can restrict our study to this
eigenspace. Second, |0¯〉 and |j〉 have most of their sup-
port on the 2-dimensional subspace spanned by two par-
ticular eigenstates of Gˆ′Oˆ′,
∣∣ψγ±〉 whose eigenvalues are
γ± (28), so we can even more restrict our study to this
subspace. Finally, due to the corresponding eigenvalues
γ±, we need to repeat Gˆ′Oˆ′ a certain number of times
(12) to rotate |0¯〉 to |j〉. Based on this idea, we obtain a
strict proof as follows.
The operator Gˆ′ ·Oˆ′ is a block diagonal matrix in the
case of the computational basis and each block can be
characterised by eigenvalues of the operator
S˜2 :=
(
n−1∑
α=0
S(α)x
)2
+
(
n−1∑
α=0
S˜(α)y
)2
+
(
n−1∑
α=0
S˜(α)z
)2
, (19)
where
S˜(α)y := (−)j
(α)
Id⊗ · · · ⊗
(
0 − 12 i
1
2 i 0
)
⊗ · · · ⊗ Id,
S˜(α)z := (−)j
(α)
Id⊗ · · · ⊗
(
1
2 0
0 − 12
)
⊗ · · · ⊗ Id (20)
and j(α) is 0 or 1 such that
j =
n−1∑
α=0
2αj(α). (21)
Note that the operators 2S˜
(α)
y and 2S˜
(α)
z defined by (20)
reduce to the Pauli operators in the special case j=0.
Otherwise, the operators 2S˜
(α)
y and 2S˜
(α)
z are equivalent
to the Pauli operators up to an overall phase. The states
|0¯〉 and |j〉 belong to the subspace whose eigenvalue for
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FIG. 1: A plot of the function ϕ (ω) defined by (17) for n = 10
S˜2 is n (n+ 2) /4. This subspace reduces to the maximal
total spin subspace in the special case j = 0. In the
rest of this section, we restrict the Hilbert space to this
subspace and use the following two bases{
|sx〉
∣∣∣∣∣
n∑
α=1
S(α)x |sx〉 = (−s+ n/2) |sx〉
}
, (22)
{
|sz〉
∣∣∣∣∣
n∑
α=1
S˜(α)z |sz〉 = (−s+ n/2) |sz〉
}
. (23)
Note that it is easy to see that |0¯〉 ∝ |0x〉 and |j〉 ∝
|0z〉. Then, over all phases are defined in such a way
that 〈sx|0z〉 > 0, 〈0x|sz〉 > 0, |0¯〉 = |0x〉 and |j〉 = |0z〉.
The eigenvalues exp
(
γ + nϕ(ω)2
)
i and the correspond-
ing eigenvectors |ψγ〉 for Gˆ′ ·Oˆ′ satisfy the relation
〈sx|ψγ〉
1− exp (ωi) =
〈sx|0z〉 〈0z|ψγ〉
1− exp (γ + sϕ (ω)) i . (24)
Then, the following two relations hold:
1
1− exp (ωi) =
n∑
s=0
Pn (s)
1− exp (γ + sϕ (ω)) i , (25)
1
|1− exp (ωi)|2 =
n∑
s=0
Pn (s) |〈0z|ψγ〉|2
|1− exp (γ + sϕ (ω)) i|2 . (26)
In the derivation of the above two relations, we use the
relation
|〈sx|0z〉|2 = Pn (s) . (27)
Next, we show that there are two eigenvalue series
exp
(
γ± +
nϕ(ω)
2
)
i for the operator Gˆ′ ·Oˆ′ such that
lim
n→∞
2
n
2 γ± = ±2 sin ω
2
, (28)
where we regard γ± as two series with respect to n defined
by ω. In order to prove this relation, we use the following
relation
lim
n→∞
nϕ (ω)
2
= ω. (29)
Recall that the function ϕ (ω) is defined by (17). This
relation is derived from
lim
n→∞
n∑
s=1
Pn (s) cot
sr
2n
= cot
r
4
, (30)
where −2pi < r < 2pi. Relation (30) is a special case of
the following Lemma.
• Lemma:
lim
n→∞
n∑
s=1
Pn (s) f
( s
n
)
= f
(
1
2
)
, (31)
where f (ζ ∈ C) is a meromorphic function in the
region
∣∣ζ − 12 ∣∣ < 1/2 + δ and has only one pole at
point ζ = 0.
(A proof of this lemma is given in Appendix A.) Then,
relation (29) is proved. Now, we define two functions
g (n, ζ) and g(q) (ζ)
g (n, ζ) :=
1
1− exp (ωi)
−
n∑
s=0
Pn (s)
1− exp (ζ + sϕ (ω)) i , (32)
g(q) (ζ) :=
1
q!
dq
dζ˜q
1
1− exp
(
ζ˜ + ζ)
)
i
∣∣∣∣∣∣
ζ˜=0
. (33)
5It is clear that g (n, γ) is equal to 0 from condition (25).
Then, the sufficient condition of (28),
lim
n→∞
g
(
n, ζ2−
n
2
)
2
n
2
=
1
ζ
i− lim
n→∞
∞∑
q=1
n∑
s=1
Pn (s) g
(q) (sϕ (ω)) ζq2−
n(q−1)
2
=
1
ζ
i−
∞∑
q=1
lim
n→∞
n∑
s=1
Pn (s) g
(q) (sϕ (ω)) ζq2−
n(q−1)
2
=
1
ζ
i− ζ
4 sin2 ω2
i (34)
ζ ∈ C, ζ 6= 0,
is derived by using relation (29) and lemma (31). In the
first equality, we make the Laurent expansion at ζ = 0.
In the second equality, we just exchange the order of the
limit operations. In the last equality, we use relation (29)
and lemma (31). Then, relation (28) is proved.
Next, we show the relations
lim
n→∞
〈
0z|ψγ±
〉 〈
ψγ± |0x
〉
= ±exp
(−ω2 i)
2
, (35)
lim
n→∞
∑
γ 6=γ±
|〈0x|ψγ〉|2 = lim
n→∞
∑
γ 6=γ±
|〈0z|ψγ〉|2 = 0, (36)
where
∑
γ 6=γ± means the summation with respect to all
values γ corresponding to eigenvalues of Gˆ′·Oˆ′ except for
γ±. From relation (26),
lim
n→∞
∣∣〈0z|ψγ±〉∣∣−2
= lim
n→∞
n∑
s=0
Pn (s) |1− exp (ωi)|2
|1− exp (γ± + sϕ (ω)) i|2
= 1 + lim
n→∞
n∑
s=1
Pn (s) |1− exp (ωi)|2
|1− exp (γ± + sϕ (ω)) i|2
= 2. (37)
In the second equality, we use (28), and in the third equal-
ity, we use (28), (29) and (31). On the other hand, from
relation (24),
lim
n→∞
〈
0z|ψγ±
〉〈
0x|ψγ±
〉 = lim
n→∞
1− exp (γ±i)
〈0x|0z〉 (1− exp (ωi))
= ± exp
(
−ω
2
i
)
(38)
is derived. Using relations (37) and (38), relation (35) is
proved. Furthermore, from (37) and (38) and the trivial
relation ∑
γ
|〈0x|ψγ〉|2 =
∑
γ
|〈0z|ψγ〉|2 = 1, (39)
(36) is derived.
Using some relations proved above, we obtain
lim
n→∞
∣∣∣∣〈0z|(Gˆ′ ·Oˆ′)N
′
|0x〉
∣∣∣∣
= lim
n→∞
∣∣∣∣∣
∑
γ
exp (N ′γi) 〈0z|ψγ〉 〈ψγ |0x〉
∣∣∣∣∣
= lim
n→∞
∣∣exp (N ′γ+i) 〈0z|ψγ+〉 〈ψγ+ |0x〉
+exp (N ′γ−i)
〈
0z|ψγ−
〉 〈
ψγ− |0x
〉∣∣
=
1
2
lim
n→∞
|exp (N ′γ+i)− exp (N ′γ−i)|
= 1. (40)
In the second equality, we use relation (36), in the third
equality we use relation (35), and in the last one we use
(28) and (12). Relation (40) is exactly the same as (13).

B. The case of more than one solution
When there are two solutions, we also modify Grover’s
algorithm in the same way. However, we have to know
humming distance d of the two solutions. This informa-
tion is not used in Grover’s algorithm. When we change
the number of solutions, all we have to do is to change
the definition of ϕ (ω) and N ′ as follows:
cot
ω
2
=
n−d∑
s1=0
d∑
s2=δ(s1,0)
(1 + (−)s2)Pn−d (s1)Pd (s2)
× cot (s1 + s2)ϕ2 (ω)
2
,
− 2pi
n
< ϕ2 (ω) <
2pi
n
, sgn (ω) = sgn (ϕ2 (ω)) , (41)
N ′2 :=
[
pi
4
√
2 sin ω2
2
n
2 +
1
2
]
, (42)
where the subscript “2” of ϕ (ω) and N ′ indicates just
the number of solutions. Then, the operator Gˆ′ and the
oracle Oˆ′ become
Gˆ′2 := exp
(
ϕ2 (ω)
n−1∑
α=0
S(α)x i
)
, (43)
Oˆ′2 := exp (ω (|j1〉 〈j1|+ |j2〉 〈j2|) i) . (44)
The success probability goes to 1 in the limit n → ∞.
This is equivalent to the following relation:
lim
n→∞
∑
η=1,2
∣∣∣∣〈jη|(Gˆ′2 ·Oˆ′2)N
′
2 |0¯〉
∣∣∣∣
2
= 1. (45)
We can prove this relation in the same way as we have
done in the one solution case, so we omit it. We believe
that the same relations hold when there are more than
two solutions, and we numerically checked this fact in
several cases.
6IV. NUMERICAL CALCULATION
In order to check that the new quantum circuit
works well, we numerically calculated the iteration num-
ber, i.e., N ′ defined by (12), and the error rate, i.e.,
1 −
∣∣∣∣〈j|(Gˆ′ ·Oˆ′)N
′
|0¯〉
∣∣∣∣
2
, at n = 10, 20, 30, 40 and ω =
pi
2 ,
2pi
3 ,
3pi
4 ,
4pi
5 , pi. The results are shown in Table I. In
order to compare the proposed quantum circuit with the
quantum circuit used in Grover’s algorithm, we also show
the corresponding values for Grover’s algorithm in the ta-
ble. Note that, N ′ and ϕ (ω) when ω = pi are defined in
the same way as the other four example, i.e. (12) and
(17).
From the result when ω = pi, we predict that the rela-
tion
lim
no→∞
inf
n0<n
∣∣∣∣〈j|(Gˆ′ ·Oˆ′)N
′
|0¯〉
∣∣∣∣
2
= Const
0 < Const < 1 (46)
holds when case ω = pi. This relation may be proved in
a way similar to that in the other ω case. This relation
means that we can probably use the quantum circuit, i.e.(
Gˆ′ ·Oˆ′
)N ′
, for the quantum search problem even when
ω = pi, though the error rate for the circuit will be much
bigger than that in other ω cases.
What we want to mention about the results for the
cases ω = pi2 ,
2pi
3 ,
3pi
4 ,
4pi
5 is that the error rate is suffi-
ciently small for realistic n cases. On the other hand, it
is fair to point out that with the algorithm using the new
quantum circuit, the number of iterations and the error
rate are much higher than in Grover’s algorithm. How-
ever, the results do not provide enough information for
us to discuss the efficiency of the two algorithms. We re-
mark that operator Gˆ is a really multi-particle operator,
whereas operator Gˆ′ is just a set of single-particle rota-
tion, i.e., a direct product of single-qubit operators. The
“really multi-particle operators” are those that can not
be expressed only by products of single-qubit operators.
Therefore, operator Gˆ′ can be executed much faster than
Gˆ in many realistic systems. Then, the average time to
find solution j by the algorithm using the new quantum
circuit is shorter than that by Grover’s algorithm in some
cases on a realistic QC.
V. RELATION BETWEEN THE PROPOSED
QUANTUM CIRCUIT AND THE AQC
The quantum circuit proposed in this paper is inspired
by Farhi’s Hamiltonian [11] for the AQC. In this section,
we briefly review the AQC, point out the simple relation
between the quantum circuit used in Grover’s algorithm
and Roland’s Hamiltonian [16] for quantum search on the
AQC, and finally point out the similar relation between
the proposed quantum circuit and Farhi’s Hamiltonian
for quantum search on the AQC. Recall that to generate
a new quantum circuit, we assumed the existence of op-
erator Gˆ′ related to Farhi’s Hamiltonian as an analogy of
the relation between the Grover operator and Roland’s
Hamiltonian. This relation is shown below. Then, we
find the explicit expression of operator Gˆ′, i.e., (10).
The AQC involve the following procedures. First, we
define the parametrised hermitian matrix Hˆ (r) that has
the following five properties.
• The operator Hˆ (r) is continuously changed with
respect to parameter r ∈ R.
• The ground state of Hˆ (0) is a simple general state.
• The ground state of Hˆ (1) is an encoded solution of
the problem.
• At any 0 ≤ r ≤ 1, the ground state of Hˆ (r) does
not degenerate.
• The Hamiltonian can be easily defined using only
the definition of the problem, i.e., the Hamiltonian
can be defined without knowing the result.
Second, we prepare the initial state that is the ground
state of Hˆ (0). Third, we make the time evolution of the
state such that
i
∂
∂t
|φT (t)〉 = Hˆ
(
µ
(
t
T
))
|φT (t)〉
µ (0) = 0 µ (1) = 1
d
dr
µ (r) > 0. (47)
Note that µ (r) can be chosen arbitrarily until the above
conditions are satisfied, but the choice affects the proba-
bility of success and the time for the calculation. Finally,
we observe the state at time t = T . If T is sufficiently
large, the correct solution is obtained, i.e.,
lim
T→∞
|〈φg (r) |φT (rT )〉| = 1 (48)
where |φg (r)〉 is a ground state of the operator Hˆ (r).
A suitable value of T can be found from the adiabatic
theorem. This is a rough sketch of the AQC.
Next, we show the relation between the quantum cir-
cuit used in Grover’s algorithm and Roland’s Hamilto-
nian for quantum search [16] on the AQC. The Hamilto-
nian
HˆR (r) := − (1− r) |0¯ 〉〈 0¯| − r |j〉 〈j| (49)
µR (r) :=
sin (pi − 2θ) r
sin (pi − 2θ) r + sin ((pi − 2θ) r + 2θ) (50)
executes quantum search, where |0¯〉 and θ mean the same
state and value as those in the previous section, i.e., (2)
and (8), and j is the target of the search. The above
function µR (r) is optimised so as to maximize the success
7# of items, i.e., 2n Grover ω = pi
2
ω = 2pi
3
ω = 3pi
4
ω = 4pi
5
ω = 1
210 25 36 29 27 26 25
5.4× 10−4 2.2 × 10−1 2.5× 10−1 2.7× 10−1 2.9× 10−1 6.8× 10−1
220 804 1137 929 871 846 804
2.4× 10−7 8.5 × 10−2 9.7× 10−2 1.1× 10−1 1.1× 10−1 6.2× 10−1
230 25735 36396 29717 27856 27060 25736
6.8× 10−10 5.0 × 10−2 5.8× 10−2 6.3× 10−2 6.8× 10−2 6.1× 10−1
240 823549 1164675 950953 891404 865931 823550
9.8× 10−14 3.5 × 10−2 4.1× 10−2 4.5× 10−2 4.9× 10−2 6.0× 10−1
TABLE I: The upper integer in each cell indicates the optimal iteration number, i.e., N or N ′. The lower real number in each
cell indicates the error rate, i.e., 1−
∣∣∣∣〈j| (Gˆ·Oˆ)N |0¯〉
∣∣∣∣
2
or 1−
∣∣∣∣〈j| (Gˆ′ ·Oˆ′)N |0¯〉
∣∣∣∣
2
. The optimal iteration number and error rate
in the case of Grover’s algorithm are in the leftmost column, and those for the algorithm using the proposed quantum circuit
at ω = 1
2
pi, 2
3
pi, 3
4
pi, 4
5
pi, pi are in the other columns. Note that, N ′ and ϕ (ω) when ω = pi are defined in the same way as the
other four examples, i.e. (12) and (17). However, as pointed out in sec. III, relation (13) does not hold in that case. All the
values were calculated for the case of only one solution.
probability. From this expression, it is readily known
that
Gˆ = exp
(
ipi2 (1− µ∗R) Hˆ (0)
)
Oˆ = exp
(
ipi2µ∗RHˆ (1)
)
, (51)
where the operators Gˆ and Oˆ are defined by (4) and
µ∗R satisfies the condition that the gap between the two
lowest eigenvalues of HˆR (r) becomes the minimum value
at the point r = µ∗R. Furthermore, by some calculations,
we can check that
lim
T→∞
∣∣∣∣
〈
φT
(
4θT
pi − 2θm
)∣∣∣∣ (Gˆ·Oˆ)m |0¯〉
∣∣∣∣ = 1 (52)
where 0 ≤ m ≤ [ pi4θ + 14] is an integer. This relation
means that the optimal speed of an AQC using Roland’s
Hamiltonian is exactly the same as the speed of Grover’s
algorithm with respect to quantum search.
Next, we show the relation between the quantum cir-
cuit proposed in this paper and Farhi’s Hamiltonian [11]
for quantum search on an AQC. The Hamiltonian
HˆF (r) := − (1− r)
n−1∑
α=0
S(α)x − r |j〉 〈j| (53)
also executes quantum search. As is easily shown, the
following relation holds
Gˆ′ = exp
(
ipiξ (1− µ∗F ) HˆF (0)
)
Oˆ′ = exp
(
ipiξµ∗F HˆF (1)
)
, (54)
where ξ := ω/µ∗F is a real number. Relations (51) and
(54) are very similar. However, we can only check that
the leading term of µ∗F as a function of n is the same
as that of µ∗′F , where at the point r = µ
∗′
F the gap be-
tween the two lowest eigenvalues of HˆF (r) becomes the
minimum value. Unfortunately, we have not yet found a
relation like (52) in this case.
What we want to say in this section is that there are
some relations between the quantum circuits for the QC
and the Hamiltonians for the AQC, and these relations
can be used to generate new quantum circuits. Some peo-
ple may think that these relations are trivial or just ac-
cidental things. However, it is a truth that the proposed
quantum circuit is found on the basis of the conviction
that there must be an operator Gˆ′ related to (53) as an
analogy of the relation between Gˆ and (49), i.e., (51)
and (52). Accordingly, we believe that there are more
hidden relations between quantum circuits and Hamilto-
nians and that they would be powerful instruments for
generating new quantum circuits and new Hamiltonians.
VI. CONCLUSION
We have proposed a new quantum circuit for the quan-
tum search problem. This quantum circuit is superior to
the quantum circuit used in Grover’s algorithm in some
cases on a realistic quantum computer. The reasons for
this superiority in short are as follows: In the quantum
circuit proposed in this paper, all the operators except
for the oracle are direct products of single-qubit gates.
In the quantum circuit used in Grover’s algorithm, there
are the operators other than the oracle, which are really
multi-particle operators. On the other hand, it is a fact
that the product of single-qubit gates can be executed
much faster than multi-particle operators in many real-
istic systems. In addition, the scaling of the number of
oracle calls for this circuit is the same as that for Grover’s
algorithm, i.e. O
(
2n/2
)
.
The proposed circuit is found by a comparison of cir-
cuits for the quantum computer and Hamiltonian for the
adiabatic quantum computer. This fact indicates that
the comparison is probably one of the powerful instru-
8ments for finding efficient new quantum circuits.
One aspect of future work is to find a stricter relation
between the quantum circuits for the quantum computer
and the Hamiltonians for the adiabatic quantum com-
puter that gives sufficient data for modification from the
Hamiltonians into the quantum circuits. Then, we will
be able to automatically generate other efficient quan-
tum circuits from Hamiltonians for the adiabatic quan-
tum computer with respect to other problems that the
adiabatic quantum computer is good at and discover new
concepts for quantum circuits.
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APPENDIX A: PROOF OF LEMMA (31)
Here, we prove lemma (31).
Proof:
The sufficient condition of (31) is the relation
lim
n→∞
n∑
s=1
Pn (s)
( s
n
)q
= 2−q
q ∈ Z, (A1)
We can check this as follows:
lim
n→∞
n∑
s=1
Pn (s) f
( s
n
)
= lim
n→∞
n∑
s=1
Pn (s)
( −1∑
q=−α
( s
n
)q
f (q)
+
∞∑
q=0
(
s
n
− 1
2
)q
f (q)
)
=
−1∑
q=−λ
f (q) lim
n→∞
n∑
s=1
Pn (s)
( s
n
)q
+
∞∑
q=0
f (q) lim
n→∞
n∑
s=1
Pn (s)
(
s
n
− 1
2
)q
=
−1∑
q=−λ
f (q)2−q + f (0)
= f
(
1
2
)
, (A2)
where f (q) is defined as
f (ζ) =
−1∑
q=−λ
ζqf (q) +
∞∑
q=0
(
ζ − 1
2
)q
f (q). (A3)
The (A1) is used in the third equality. The other equal-
ities are easily given from the above definition of f (q)
In the rest of this appendix, we prove relation (A1).
We define some functions,
F (n, q) :=
n∑
s=1
Pn (s)
( s
n
)q
(A4)
nqF˜ (n, q) :=
n∑
s=max(q,1)
s!
(s− q)!Pn (s) , (A5)
=


n!2−q
(n−q)! in case of q > 0
n!2−q
(n−q)! −
∑0
s=q
n!2−n
(s−q)!(n−s)!
in case of q ≤ 0.
(A6)
From these definitions, we can derive the relation
F˜ (n, q)
≤ F (n, q)
≤
(
n
n− 4q
)q
F˜ (n, q) +
[n4 ]+1∑
s=1
Pn (s)
( s
n
)q
. (A7)
for n > 4q. Using the following relation
lim
n→∞
n!
en
nn+
1
2
√
2pi
= 1, (A8)
we can see that both the upper bound and the lower
bound of F (n, q) goes to 2−q in the limit n→∞. 
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