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ALGORITHM IN R 
Abstract. Software realization of complex spectra analysis algorithm is proposed, which 
is based on using the non-linear minimization of the sum of squared residuals and set of 
criteria, which check their statistical properties. 
Key words: complex spectrum, decomposition, software realization, software language 
R, non-linear minimization, adequacy criteria. 
 
Formulation of the problem. The problem of complex spectrum decomposition 
on the elementary components is actual for a wide range of tasks in materials research, 
technical diagnostics etc. In particular, it arises in studying of mechanical relaxation 
[1], photoluminescence [2], deep level transient spectroscopy in semiconductors [3] 
and the like. A characteristic feature of this problem is that each component has a 
defined physical meaning. In particular, they may correspond to different processes in 
crystals, different states of impurities and defects and so on. Therefore, an adequate 
model of the spectrum should not contain redundant components. In this regard, an 
important task is not only correct approximation of the spectrum shape, but also the 
correct determination of the number of components and their parameters. 
Analysis of recent research and publications. There are different approaches to 
solving the problem of the complex spectrum decomposition into components [4, 5]. 
In this case, one of the major difficulties is the need to choice the correct number of 
components. In [1, 6] for its solution it has been proposed to use a system of adequacy 
criteria that evaluate conformity of model residuals with normal distribution, equality 
to zero of their mean value and their statistical independence. In this case, it may be 
proposed loop which supposes the following main steps: 
- specifying the number of components (it can be taken equal to one); 
- specifying the initial values of components’ parameters; 
- refinement of the components’ parameters using the methods of 
nonlinear minimizing the sum of squared residuals of the model; 
- check of model adequacy using a set of criteria; 
- if a model is inadequate - increasing the number of components by unity 
and repetition of the subsequent procedure. 
Statement of an objective. To develop a software implementation of this 
algorithm using R. 
Basic material of research. R language is widely used in the field of applied 
statistics and data analysis [7]. It is caused by the large number of specialized 
functions and libraries designed to solving such problems, as well as by the fact that R 
is a freeware product with open source. This allows unlimited development of 
programs for the implementation of new algorithms and methods. 
Model of the complex spectrum representing the sum of n Debye peaks, can be 
written [1] as: 
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where jjj T,E,Q 00 – components parameters, f,h,k,R b – constants. 
For the forming of the spectrum such function was written: 
 
Q = function(T, Q0, T0) { 
E = R*T0*log(kb*T0/h/f) 
QQ = matrix(nrow = length(T), ncol = length(T0)) 
for (j in1:length(T0)) 
QQ[,j] = Q0[j]/(cosh(E[j]/R*(1/T - 1/T0[j]))) 
rowSums(QQ) 
} 
Q(T, Q0, T0) 
 
It uses numerical vectors 00 T,Q,T and returns the values of numerical vector Q, 
which correspond to values of Т. 
Model is built using function nls(). For it correct work we must specify a data 
array Qemp and initial values of parameters: 
 
Data = data.frame(T, Qemp) 
names(Data) = c("T", "IFr") 
mod = nls(IFr~Q(T, Q1, T01), Data, start = list(Q1 = c(1, 1, 1), T01 = c(450, 
550, 650))) 
 
Function nls() in this case evaluates the model parameters by minimizing the sum 
of its squared residuals using Newton algorithm. However, it may be specified 
arguments that establish other methods of evaluation. 
The next step is to evaluate the adequacy of the model. To verify the residuals 
compliance with normal distribution it is used the Anderson – Darling criterion 
implemented with the function ad.test() from the library “nortest”. The equality of 
residuals arithmetic mean to zero is checked by One-Sample t-test using the function 
t.test(). For verification of autocorrelation of the first five orders the function 
durbinWatsonTest() from library “car” is used: 
 
library(nortest) 
ad.test(resid 
t.test(resid) 
library("car") 
durbinWatsonTest(lm(resid~T), max.lag = 5) 
 
The difference of variances of model residuals and errors of empirical data also is 
an important indicator of its inadequacy. It may be checked by Fisher test. But the 
standard function var.test() is not applicable in this case, since it ignores the number of 
spectrum model parameters. Therefore, for this purpose it can be used an alternative 
approach: 
 
var_res = sum(((resid - mean(resid))^2)/(length(resid)-length(Q1))) 
FF = max(var_eps, var_res)/min(var_eps, var_res) 
p_value = 1-pf(FF, length(T) - length(Q1), length(T) - length(Q1)) 
 
Examples of spectrum decomposition for the cases of right and wrong choice of 
the number of components are shown in Fig. 1, 2. 
 
  
Fig. 1 – The results of the spectrum decomposition with the right choice of the number of 
components 
 
  
Fig. 2 – The results of the spectrum decomposition with the wrong choice of the number of 
components 
 
Conclusions. Software implementation of the algorithm of the complex spectrum 
decomposition on unknown number of Debye components is proposed. Testing has 
shown the correctness of the program for a wide range of conditions, corresponding 
practically important situations. 
 
 
REFERENCIES 
1. Bakhrushin, V.E., Tchirikov, O.Yu. (2004), Models and Mechanisms of Mechanical 
Relaxation, Caused by the Transformation of Solute-Defect Subsystem of Crystals  [Modeli ta 
mexanizmy mexanichnoyi relaksaciyi, pov'yazanoyi z perebudovoyu domishkovo-defektnoyi 
pidsystemy krystaliv], UH “ZISMG”, Zaporizhia, 140 p. 
2. Novosad, S.S., Novosad, I.S. (2013), “Effect of samarium impurity on the spectral 
characteristics of calcium iodide crystals” [“Vliyanie primesi samariya na spektralnyie 
harakteristiki kristallov yodistogo kaltsiya”], Zhurnal prikladnoy spektroskopii, V. 80, No 1, 
pp. 78–84. 
3. Zhu, Qin-Sheng, Nagai, H., Kawaguchi, Y., Hiramatsu, K., Sawaki, N. (2000), “Effect of 
thermal annealing on hole trap levels in Mg-doped GaN grown by metal organic vapor phase 
epitaxy”, J. Vac. Sci. Technol., V. A 18, No 1, pp. 261−267. 
4. Litvinov, V.S., Karakishev, S.D., Ovchinnikov, V.V. (1982), Nuclear gamma-resonance 
spectroscopy of alloys [Yadernaya gamma-rezonansnaya spektroskopiya splavov], 
Metallurgiya, Moscow, 142 p. 
5. Fok, M.V. (1972), “Separation of complex spectra into individual bands using generalized 
Alentsev method” [“Razdelenie slozhnyih spektrov na individualnyie polosyi pri pomoschi 
obobschonnogo metoda Alentseva”], Trudy FIAN SSSR, V. 59, pp. 3–24. 
6. Bakhrushin, V.E., Tchirikov, O.Yu. (2003), “Analysis of complex relaxation spectra of 
internal friction of niobium-based solid solutions”, High-purity metallic and semiconducting 
materials. Collected Reports 9 International Symposium, Ed. Azhazha V.M. , Lapshin V.I., 
Neklyudov I.M., Shulaev V.M. [“Analiz slozhnyh relaksatsionnyh spektrov vnutrennego 
treniya tverdyh rastvorov na osnove niobiya”, Vysokochistye metallicheskie i 
poluprovodnikovye materialy. Sbornik dokladov 9 Mezhdunarodnogo simpoziuma, Ed. 
Azhazha V.M. , Lapshin V.I., Neklyudov I.M., Shulaev V.M.], NSC KIPT, Kharkov, pp. 77 – 
82. 
7. Buhovets, A.G., Moskalev, P.V., Bogatova, V.P., Biryuchinskaya, T.Ya. (2010), Statistical 
analysis of the data in the R [Statisticheskiy analiz dannyh v sisteme R], – VGAU, Voronezh, 
124 p. 
 
