Introduction
Prostate and breast tumors can have a Young's modulus much higher than the surrounding safe tissue, they can be 4 to 10 or more times stiffer (Krouskop, Wheeler, Kallel, Garra et Hall 1998) , this ratio is called the relative Young's modulus, or the contrast. The detection of tumors by clinical palpation requires that the hard nodulus have to be big or near enough from the skin. Elastography was introduced in (Ophir, Cespedes, Ponnekanti, Yazdi et Li 1991) , it is an imaging technique that provides a strain image, called elastogram, by comparison of two sonograms before and after a small external compression. A recent review article on elastography is (Ophir, Alam, Garra, Kallel, Konofagou, Krouskop, Merritt, Righetti, Souchon, Srinivasan et Varghese 2002) . Related time-dependent imaging modalities are dynamic elastography (Gao, Parker et Alam 1995) , and transient elastography (Catheline, Wu et Fink 1999) , we do not adress these issues here.
The inverse problem framework (Kirsch 1996 ) is used here to provide an image of Young's modulus distribution from an elastogram. Gauss-Newton algorithm is a regularization method for inverse problems, it chooses a perturbation of minimal norm taking into account information data from the physical model (the Jacobian matrix and its transpose) to compensate for the lack of measured data. Previous work using GaussNewton algorithm for Young's modulus estimation are (Kallel et Bertrand 1996) , (Doyley, Meaney et Bamber 2000) , and (Doyley, Srinivasan, Pendergrass, Wu et Ophir 2005) , where interesting results are obtained. However, in these works a heavy computation load is required and hence only coarse meshes are used. This limits the size of the heterogeneities to be detected.
We show here that Gauss-Newton method can be implemented thanks to both forward and reverse modes of algorithmic differentiation (Griewank 2000) . This implementation of Gauss-Newton algorithm has the advantage of being no more expensive than the gradient method and gives a better convergence.
In this paper, the direct problem for elasticity is recalled (section 2). We explain then (section 3) the strategy of the inverse problem : reconstructing Young's modulus from the radial displacement under known boundary conditions. The implementation of Gauss-Newton algorithm using forward and reverse modes of algorithmic differentiation is then splitted in short algorithms. In the last section, in vitro experimental results on a gelatin phantom are given.
Direct problem
Consider a smooth domain Ω in the plane. The boundary of Ω is divided into two parts : ∂Ω = Γ N ∪ Γ D . The domain Ω is filled with an elastic material, subject to a displacement u ∈ L 2 (Ω, R 2 ). There are no volume forces, there is a known displacement d on Γ D and known forces f on Γ N . The Lamé coefficients of the material λ = λ(x) = λ 0 E(x) and µ = µ(x) = µ 0 E(x) depend on the space variable (this is equivalent to assuming the Poisson ratio ν is constant, and the Young's modulus E(x) depends on the space variable). In the numerical application, we will take ν equal to 0.45 (it is the value that proved to fit the best to our measured data).
The boundary values problem is to find a displacement field u and a stress field σ defined in Ω by :
We perform a degree one finite elements method on a triangular mesh with n nodes : the finite elements version of the mixed boundary problem (BP ) is equivalent to the linear system :
where q ∈ R 2n is the displacement vector, b ∈ R 2n is defined by the boundary conditions and A is the stiffness matrix.
The stiffness matrix A depends on Young's modulus distribution E, this matrix is denoted A(E). Note that E → A(E) is an affine map, and let A be its linear part : for every E and every h, DA(E).h = A(h).
Inverse problem
We look for heterogeneities having Young's modulus E 2 in a material having Young's modulus E 1 . The quantity E 2 /E 1 is called the contrast (or relative Young's modulus) of the heterogeneity. We will see in section 4 that the Neumann boundary conditions are not really known, but are computed up to a choice of a scaling factor. Changing this factor amounts to changing E 1 . In practice, the value of E 1 is taken to be 1. The known measure is the radial displacement u measur. r under known boundary conditions, and the unknown is the location of the heterogeneities and the value of the contrast.
The radial displacement at a point M is given by u r = L.u, where L is a linear operator, called the state-to-observation operator. The n × 2n matrix of the discretized version of this operator can be easily formed, this matrix is also denoted L.
We want to minimize the following quantity :
where
We apply Gauss-Newton algorithm, starting from an homogeneous distribution E ≡ E 1 : we shall compute an iterate of Newton E + d with d solution of :
The vector d will be searched by the conjugate gradient method. Indeed, the conjugate gradient method requires only to know the product of the given matrix by a vector, avoiding thus to compute the whole Jacobian matrix, a matrix-matrix multiplication and the use of memory to store a (non sparse) matrix.
For the computation of DF T DF x when the vector x is given, we use the algorithmic differentiation rules, and proceed as follows :
It is the directional derivative of a vectorial function : we use forward differentiation.
2) Computing DF T z It is a scalar criterion : we use reverse mode of algorithmic differentiation. 
Proposition 2 (Computing
DF T z) Let v E ∈ R 2n be
the solution of the linear system
Then for any vector h ∈ R n :
T z so that the second term above vanishes, and obtain (DF )
Corollary 1 (Computing DF T F ) Let w E ∈ R 2n be the solution of the linear system
Algorithm 1 : Finding the Young's modulus distribution :
• construct the matrix L from mesh data, • compute the stiffness matrix A assuming homogeneous Young's modulus E ≡ E 1 , compute the direct state u E , • compute the adjoint state w E using ( * ),
• compute DF T F using corollary 1,
T F using the conjugate gradient method, the multiplication of a vector by DF T DF is given by algorithm 2, • the estimated Young's modulus distribution is E + d.
Algorithm 2 : Computing y = DF
T DF x for a given vector x input : mesh, ν, stiffness matrix
Experimental results
We applied the algorithm above to experimental data (Souchon, Soualmi, Bertrand, Chapelon, Kallel et Ophir 2002) . This experiment was designed to demonstrate the feasibility of generating an image of the modulus contrast experimentally in a phantom. The imaging system is based on an ultrasound scanner (Combison 311, Kretz, Austria) equipped with a transrectal probe (IRW 77AK, Kretz, Austria). The probe was covered by a latex balloon filled with a coupling liquid that ensured good accoustic coupling between the probe and the phantom. A hollow cylindrical phantom of gelatin was prepared. It contained six stiff foam inclusions of length 8cm, width 1cm and various thicknesses, ranging from 0.55 to 2.6mm (see fig.1 ). The hollow phantom was immersed in water, but it was left free to move (but for pins at some points) : during the inflation sequence, it moved a little to the right (relatively to the probe).
The phantom was compressed by inflating the balloon : the measures are the radial displacements between before and after inflation, see (Souchon, Rouvière, Gelet, Detti, Srinivasan, Ophir et Chapelon 2003) for details about data acquisition and strain estimation. At every point of the domain, the measured data is the radial displacement. When differentiating this radial displacement along the rays, one obtains a strain elastogram that is shown on figure 2. On the strain elastogram, the inclusions are visible, but the contrast of Young's modulus can not be estimated.
The data are treated as follows : 1) The Poisson coefficient ν is taken to be 0.45, and in a first approximation the domain is assumed to be homogeneous with Young's modulus equal to 1.
2) The boundary conditions are not exactly known, but reconstructed using an efficient implementation of Gauss-Newton algorithm similar to the one explained above (but simpler) : we look for Dirichlet conditions on the inner boundary, and Neumann conditions on the outer boundary.
3) Once the boundary conditions are estimated, algorithm 1 is applied to estimate the relative Young's modulus distribution. Indeed, a Tikhonov regularization term is added to the cost functional : J(E) = 1 2 ||F (E)|| 2 + α||E|| 2 .
The results are shown in fig.3 . We can distinguish four among the inclusions, the other two inclusions are smaller and do not appear on our results. However, the va- 
Conclusion
We presented in this paper an implementation of Gauss-Newton algorithm that requires little memory and few computations. As an application, this implementation has been applied to the problem of relative Young's modulus identification on experimental data.
