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Abstract
Self-consistent electromagnetic plasma simulation models based on the particle-in-cell algorithm and having low-noise
properties are considered here. The basic algorithm for the time integration of the particle equations of motion and the
electromagnetic elds is reviewed along with various methods of nonrandom initializations designed to achieve a quiet start
for the initial value nonlinear simulations. The formulation of an electromagnetic plasma simulation algorithm designed
to follow only the perturbed part of the distribution function using Lagrangian marker particles is described in detail.
Tests of the algorithms have been made using the class of electromagnetic instabilities driven by anisotropic temperature
distributions and the results demonstrate the utility of the methods. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
A complete model of many large-scale astrophysical systems requires a detailed understanding of
the plasma microphysics. This is due to the fact that dilute plasmas in space are mainly governed
by collective interactions through long-range electromagnetic forces rather than the usual two-body
Coulomb collisions. In this regime wave{particle interactions play an important role in the heating
and acceleration of charged particles as well as the collisionless energy transfer from one species
of plasma to another. For example, if the wave{particle interaction is due to Cherenkov resonance
then quasilinear diusion in energy will result in either plasma heating or particle acceleration de-
pending on the spectral distribution of the excited waves. Plasma-based processes may be at the
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heart of many nonthermal processes observed in astrophysics such as high-energy particle acceler-
ation and coherent emission of nonthermal radiation as well as nonclassical transport mechanisms
such as anomalous viscosity in accretion disks and anomalous resistivity in dynamos and magnetic
reconnection [16,24,32]. Due to the recent increase in capabilities of parallel supercomputers [9],
the complex dynamical processes involved when energy release and exchange occurs in these colli-
sionless plasma systems, can now be better understood. The next major challenge is to incorporate
results from small-scale microscopic models, an example of which is described in this paper, into a
large-scale magnetohydrodynamical (MHD) model.
Numerical simulation of plasmas can be broadly classied into three model types. The rst type,
which is uid or MHD, involves a collection of charged particles which are suciently collisional
to relax to a local drifting Maxwell{Boltzmann distribution. The second type is a system in which
time scales are so short or strongly driven that the charged particles deviate signicantly from the
Maxwell{Boltzmann distribution. The third type consists of systems which are a hybrid of the rst
and second where one species may be modeled as a uid and the other as kinetic or particles.
In this paper we consider simulation models of the second type which are kinetic in nature. Tech-
niques which have been applied to this problem include velocity space expansions of the distribution
function of the charged particle species in orthogonal polynomials [1], nite dierence or nite ele-
ment representations of position and velocity space [26], and lastly the particle-in-cell (PIC) method
[8]. PIC involves the use of Lagrangian macro-particles which are charge clouds with equivalent
charge to mass ratios (q=m) which discretely represent the distribution function and move with nite
time steps according to the Newton{Lorentz force law. This method simulates the nonlinear dynam-
ics of kinetic plasmas very accurately when the system is very unstable or strongly driven, however,
very often the regime of interest is such that the energy density of the collective oscillations or
plasma waves is much smaller than the thermal or magnetic energy density [28]. In this case the
discreteness eects associated with the representation of the total distribution function by particles
can completely mask important nonlinear wave{particle interactions. One possibility to avoid this
problem is to use unequally weighted macro-particles to adequately represent the details of specic
parts of the distribution function; the tail of the Maxwellian for instance. Another approach is to use
a f-particle-in-cell method [2,7,12{14,21,22,27,30]. In this concept the total distribution is split into
a uid core plus a piece representing the perturbed distribution. This method removes the stringent
requirements placed on the discrete representation of the total distribution function with particles
and allows for the study of weak plasma instabilities and the wave energy cascading process in
ner detail. It is also interesting to note that this representation provides a methodology for coupling
particle and uid models since the perturbed part of the distribution can be used to produce an
accurate closure.
In Section 2 of this paper the fundamental properties of electromagnetic PIC simulation models
is reviewed as well as the computational cycle. In Section 3 initialization procedures for the PIC
method are also reviewed and the quiet start methods which can signicantly improve signal-to-noise
ratios for certain types of problems. In Section 4 a fully electromagnetic f-particle-in-cell model is
presented along with an algorithm to advance the particles and elds. Section 5 contains test cases of
the linear and nonlinear evolution of electromagnetic instabilities which are of astrophysical interest
and demonstrate the importance of quiet start methods and the f approach. Section 6 contains some
discussion on further extensions such as the inclusion of relativistic eects and Section 7 gives a
summary.
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2. Fundamentals of the electromagnetic particle-in-cell method
2.1. Basic model and equations
For a many species collisionless plasma each species has its corresponding Vlasov equation de-
scribing the evolution of the distribution function, f(x; C; t), and the charge and current distributions
are summed to provide the source terms for Maxwells equations. The Vlasov equation for each
species is
df
dt
=
@f
@t
+ C  @f
@x
+
q
m

E +
1
c
(C B)

 @f
@C = 0 (1)
and the Maxwell equations are
B  E =−1
c
@B
@t
;
B  B = 4
c
J +
1
c
@E
@t
;
B  E = 4;
B  B = 0;
(2)
where  =
P
s
R
qfd3C, J =
P
s
R
qfCd3C and s refers to the species. Although eorts have been
made in solving Eq. (1) for the distribution function directly [1] the methods are dicult to extend
to the multi-dimensional cases. The traditional form of the plasma particle simulations is to solve
the Vlasov equation by the method of characteristics where the particle orbits are the characteristics
of the Vlasov equation. In the case of Eq. (1) the characteristics or the single-particle equations are
of the Newton{Lorentz form
dx
dt
= C;
dC
dt
=
q
m

E +
1
c
(C B)

:
(3)
The solution to Eqs. (1) and (2) are obtained by integrating in a series of discrete time steps the
orbits of a large number of charged particles and the Lagrangian positions of the particles are used to
compute the charge and current densities given as =
P
s
PN
i=1 qi(x−xi) and J=
P
s
PN
i=1 qiCi(x−
xi), respectively.
In a simulation, the use of a small number of particles to represent a real plasma results in
enhanced uctuation phenomena giving rise to collisionality. Therefore, in contrast to the collisionless
Vlasov plasma description, simulation plasmas tend to be collisional. The dynamics of a real plasma,
however, is governed by electrostatic and electromagnetic forces which are characteristically long
ranged. Part of the problem is in the point representation of the charges as given by the delta
functions in the expressions for the charge and current densities. One measure of the collisionality
of a plasma involves the number of particles in a Debye sphere which is a characteristic scale of the
shielding cloud around charges such as the ions in a plasma. When too few particles are contained
within a Debye sphere particles undergo large angle collisions and because one can not represent
a realistic number of particles per Debye sphere on a computer, the method results in excessively
high-noise levels compared with real plasmas.
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The nite-size particle technique was constructed to reduce this problem. Particles are made to
be of nite size, or in eect charge clouds, and to deposit information onto and extract information
from a grid [3]. The delta functions of position are broadened in width and made into other basis
functions such as a Gaussian of width ‘a’ and (x−xi)! S(x−xi). Each particle in the simulation
now has a shape factor, S, which can lter out short wavelength oscillations and the Newton{Lorentz
force equation is modied to be
dCi
dt
=
q
m
Z
dnxS(x− xi)

E(x) +
1
c
(Ci  B(x))

: (4)
These particles of nite size, or macroparticles, still exhibit properties of the original Liouville system
from which the Vlasov equation is derived. Particles no longer suer large angle collisions on close
approach but pass through one another with a minimum eective distance equal to the particle size
and suer only small angle deections. The mean collision time from this new representation is
usually much greater than the time scales being simulated. Also, it is now possible within this
model to reintroduce collisional eects in a controlled manner.
The use of a nite time step and grid put upper limits on frequencies and lower limits on wave-
lengths which the simulation model can accurately describe. In addition, spatial and temporal dis-
cretizations can lead to problems of accuracy and stability of a model which will be discussed in the
next subsections. For a more complete review of the basic particle simulation techniques the reader
is referred to Refs. [4,20].
2.2. Solution of the eld equations
In this paper an algorithm which solves for the E and B elds directly is discussed. It is also
possible to directly integrate the equations for scalar and vector potentials  and A, in time, but
there is no fundamental reason to favor a particular method [23]. We consider the solution of Eq. (2)
in Fourier space since transformations between coordinate and Fourier space are carried out using
multidimensional fast Fourier transforms (FFTs) which involve N ln(N ) operations, where N is the
number of grid points. In this representation the correct dispersion relation for all wavelengths of
electromagnetic waves is retained. It is also possible to incorporate nonperiodic boundary conditions
such as plasma{vacuum interfaces or absorbing wave boundaries within this representation [10,31].
To proceed with the solution it is useful at this point to decompose the vector elds in Maxwell’s
equations into longitudinal and transverse components. For an arbitrary vector, V(k), these are
dened as
k  VT(k) = 0; k  VL(k) = 0; (5)
where L and T denote the longitudinal and transverse elds. These are explicitly given by
VL(k) = k(k  V)=k2;
VT(k) = V(k)− VL(k) (6)
and it is clear from B B=0 that the magnetic eld has only a transverse component. The longitudinal
part of E is obtained from
EL =−4ik(k; t)=k2: (7)
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We note here that to properly include the nite size eect of the charge we must multiply the
right-hand side of Eq. (7) by S(k) which is the Fourier transform of the shape factor. The equations
for the temporal evolution of the transverse electromagnetic elds in Fourier space become
@ET(k; t)
@t
= ick  B(k; t)− 4JT(k; t);
@B(k; t)
@t
=−ick  ET(k; t);
(8)
where only the transverse part of the current is needed. If we convert Eq. (8) to nite dierence
equations in time and by staggering the elds such that B is at nt and ET is at time level
(n− 1=2)t, then the simple time-centered leapfrog scheme can be used to give
En+1=2T (k) = E
n−1=2
T (k) + ictk  Bn(k)− 4tJ nT(k);
Bn+1(k) = Bn(k)− ictk  En+1=2T (k):
(9)
The choice of t determines the stability and accuracy of the solution to these equations. To
determine the proper time step we consider the vacuum case (JT = 0) and assume the elds have
the form
ET(k; t) = E0(k)e−i!(n−1=2)t ;
B(k; t) = B0(k)e−i!nt :
(10)
Substituting these equations into Eq. (9) we obtain
c2k2 =
sin2(!t=2)
(t=2)2
(11)
which has the correct behavior that ! = ck as t ! 0. For nite t there are real solutions for
! only if
ckt < 2 (12)
and if this inequality is not satised then there are only complex solutions and the algorithm is
unstable. This Courant{Friedrichs{Levy (CFL) condition implies that the time step is limited by the
largest k-mode or the shortest photon oscillation period.
In addition to the stability constraint there is also a question of accuracy. The frequency error can
also be estimated by Eq. (11) and for small kct, ! is approximately
!=ck(1 + c2k2t2=24 +   ): (13)
An appropriate value for the time step to ensure stability and good accuracy is to choose kct60:2
for all modes expected to be important. It is noted here that the nite dierencing of Eq. (2) in
space and time gives an electromagnetic dispersion relation of the form
!2 = c2k2(1− k22g=12 +   ) (14)
where g is the grid spacing. For large k the dispersion relation is erroneous because it predicts
short wavelength electromagnetic waves propagate at velocities much less than the speed of light. As
a consequence particles can travel faster than these short wavelength waves and give rise to spurious
Cherenkov emissions [18]. In Fourier space all modes satisfy the correct dispersion and avoid this
nonphysical process.
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Further improvements to the algorithm can be made by using the known vacuum propagation
of the Fourier modes, Eq. (10), which allows us to alleviate the eects of the CFL condition. By
using the correct phase change per mode we can employ a semi-analytic approach by combining the
analytic form of the vacuum solution with the combined solution to Eq. (9) [4].
2.3. Particle equations time integration
We now turn to a discussion of the particle advancement using Eq. (3). It is assumed that the
elds (E ;B) have been interpolated from the spatial grid to the particle location. We again can
construct a leapfrog scheme with particle coordinates dened at (n− 1=2)t and velocities at nt.
The nite-dierence equations for Eq. (3) becomes
xn+1=2i = x
n−1=2
i +tCni ;
Cn+1i = Cni +
qit
mi
"
En+1=2i +
(Cn+1i + Cni ) Bn+1=2i
2c
#
;
(15)
where Bn+1=2i is computed from (Bn+1i + B
n
i )=2.
An eective method to solve these equations is to perform a form of time-splitting method [5]
and by dening
C−i = Cni +
qit
2mi
En+1=2i ;
C+i = Cn+1i −
qit
2mi
En+1=2i
(16)
and substituting these into Eq. (15), then the En+1=2i terms cancel. This gives
C+i − C−i =
qit
2mic
(C+i + C−i ) Bn+1=2i (17)
which represents a rotation of the momentum about an axis parallel to B through an angle  =
−2 tan−1(qBt=2mc). Thus the particle push is obtained by rst adding an acceleration to Cn to
obtain C−, then rotating according to Eq. (17) and then adding the remaining half of the acceleration
to obtain Cn+1i . In some cases the rotation part can be obtained analytically.
The particle and eld leapfrog methods are time centered provided JT in Eq. (9) is known at
time level nt. Since accumulation of currents require both position (known at (n − 1=2)t) and
velocities (known at nt) at the same time level, one can advance the position to level n using
xni = x
n−1=2
i + (t=2)Cni . This choice is made because the higher accuracy is needed in the velocity
rather than the position.
2.4. Particle interpolations
As mentioned earlier, an interpolation scheme has to be established in order to assign particle
quantities to grid points and vice versa. There are low-order methods such as nearest grid point
(NGP) weighting which gives poor results with respect to particle random motion (noise) and
wave dispersion and there are higher-order methods such as cubic splines which give much higher
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accuracy at greater computational expense. The area weighting technique, which has acceptable
noise properties, is presented here for the one dimensional case and is easily generalized to higher
dimensions. If one writes the interpolation operation in discrete operator notation
P : grid ! particles;
G : particles ! grid; (18)
one can obtain a more compact notation of the algorithm. If we take the grid spacing to be unity
and let ‘a’ refer to the particle size, we can dene for a particle k, its grid index ik and weighting
factors wj;k where j is an index for one of the weights, which number three in the case of area
weighting. For area weighting, the grid index and weighting factors are
ik = INT(xk + 1:5);
dxk = xk + 1:0− ik ;
w−1; k =max

(a− 1)
2
− dxk ; 0

a;
w0; k =max

(a+ 1)
2
− jdxk j; 0

a;
w1; k =max

(a− 1)
2
+ dxk ; 0

a;
(19)
where the INT function truncates its argument to the next lowest integer. The operators then have
the following form:
Pk(g) = w−1; kgik−1 + w0; kgik + wi;kgik+1 (20)
and
Gi(p) =
(
gi; i = 1;NG j gi =
NPX
k=1
pk(i; ik−1w−1; k + i; ikw0; k + i; ik+1w1; k)
)
; (21)
where g is a grid quantity, p is a particle quantity, NP is the number of particles, NG is the number
of grid points and  is the delta function. For the case where the particle size, a, is unity then the
scheme is called linear weighting. Interpolation of the charge to the grid and computing the force
on the particle from the grid values of the electric eld both must be done in the same manner in
order to avoid self-forces on the particles.
2.5. Computation cycle
We now summarize the steps involved in advancing the electromagnetic elds and particles for
one time step.
Initially: xn−1=2i ; Cni ;E
n−1=2
T ;B
n are given.
Step 1: Advance xn−1=2i to xni using Cni and accumulate the current on a grid, J n = G(fqiCig).
Step 2: Advance xni to x
n+1=2
i using Cni and accumulate the charge on a grid, n+1=2 = G(fqig).
Step 3: Transform (n+1=2; J n) to k-space giving (n+1=2(k); J n(k)).
Step 4: Solve for En+1=2L (k) using n+1=2(k).
Step 5: Advance En−1=2T (k) to E
n+1=2
T (k) using B
n(k) and J nT(k).
Step 6: Advance Bn(k) to Bn+1(k) using En+1=2T (k).
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Step 7: Transform (En+1=2L (k);E
n+1=2
T (k);B
n+1=2(k)) to real space.
Step 8: Interpolate the elds onto the particles: Pi(E
n+1=2
L+T (x)); Pi(B
n+1=2(x))
Step 9: Advance the particle velocities Cni to Cn+1i using these elds.
3. Non-random initializations
In particle-in-cell simulation models the discreteness eects associated with uctuations and colli-
sions can be articially enhanced due to the use of too few particles. In order to minimize the eects
of nonphysical noise on the simulation system ‘quiet start’ methods in the initialization phase can
be a useful tool to improve the signal-to-noise ratio, particularly for weakly unstable plasmas. The
main idea of the quiet start procedure is to prepare the system in such a manner that it behaves close
to a continuous system for a nite time interval. Two methods which work well for electromagnetic
simulations are presented here.
3.1. Moment correction method
In the moment correction method, local velocity distribution functions are generated which have
zero rst moments and correct second moments corresponding to the initial Maxwellian chosen.
Higher-order moment corrections can also be made as well as moments corresponding to other dis-
tributions. First moment corrections were originally used by Morse and Neilsen [25] in the simulation
of electromagnetic plasma instabilities. Gitomer [17] applied rst and second moment corrections to
the initial particle loading for the study of electrostatic normal modes and found only slight im-
provements in the quality of the simulations, however, the same correction procedure has a more
pronounced eect on electromagnetic simulations [29]. This is to be expected since the removal of
randomness in the velocity space more directly aects the current density than the charge density
which in turn lowers the noise in the electromagnetic eld energy. This is also another advantage
of the electromagnetic algorithm separating longitudinal and transverse elds since the inuence of
quiet starts on the electrostatic and electromagnetic elds can be studied more clearly.
The implementation of the moment correction method is straightforward. For example, if one
wants to correct the rst two moments of a Maxwell{Boltzmann distribution one loads each of the
velocity components as a Maxwellian and then applies moment corrections for contiguous groups
of particles. If each group contains N particles then the corrected velocity for each particle, i, in a
particular group is
vcorr:i =
vTh
( v2 − ( v)2)
(vi − v); (22)
where = (x; y; z), vTh = (T=m)
1=2, v = (1=N )
PN
i=1 vi and v
2
 = (1=N )
PN
i=1 v
2
i.
3.2. Quasi-random sequences
Larger initial noise reductions in both the electrostatic and electromagnetic elds can be achieved
by loading particles in a more uniform way in velocity space. The phase space (x; C) is loaded as
smoothly as possible. This quiet start procedure involves the use of some set of uniform numbers
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for inverting the cumulative distribution function. Uniformity is not the only issue in non-random
initializations for particle-in-cell simulations since correlations can be introduced which produce
patterns of beams that are subject to unphysical instabilities and recurrences. When special care is
taken to reduce the correlations then stable loading procedures with low initial noise levels can be
achieved [11].
Particle initializations with factorized distributions may be generated from uniform distributions
in a multidimensional cube. Each edge of the cube can then be mapped onto the corresponding
axis of the phase space. Two uniform distributions which work particularly well are the bit-reversed
or Hammersley sequence [19] and the Sobol’ quasirandom sequence [6]. Both of these non-random
point sets have low discrepancy which is a measure of the deviation from uniformity. Mathematically,
the discrepancy of a point set X = fxig16i6N contained within a d-dimensional unit cube, Ed, is
dened as
D(d)N (X ) = max

1
N
NX
i=1
Xr(xi)−
dY
j=1
qi
 ; (23)
where r = fp = (p1; : : : ; pk) 2 Ed: 06pj6qj; j = 1; kg is the set of points in a subset of the unit
cube, dened by qj, and max is taken over all the subsets of Ed. For example, when d=2, the rst
term on the right-hand side of Eq. (23) is the number of points in a subrectangle and the second
term is the area. This can be written as
D(2)N (X ) = max
NxyN − xy
 (24)
for all x and y which satisfy 06x; y61 and Nxy is the number of particles in the subrectangle
06xi6x; 06yi6y. For a uniform number set D(2)1 ! 0.
The Hammersley sequence is dened as follows:
X = f(j − 1=2)=N; 2(j); 3(j); : : : ; r(j); : : : ; p(j)g; j = 1; : : : ; N: (25)
r(j) is the radical inversion function in the base of a prime number r. It is obtained by rst
inverting the base r representation of an integer j, given as
j = a0 + a1r1 +    (26)
and then computing
r(j) = a0r−1 + a1r−2 +    : (27)
For instance using base 3, and j=1; 2; 3; 4 one obtains the sequence 3(1)= 13 ; 3(2)=
2
3 ; 3(3)=
1
9 ,
and 3(4)= 49 . In general, the Hammersley sequence is quasiperiodic with period equal to the product
of the prime numbers 2 3     p.
Sequences of this type achieve a discrepancy of D _ 1=N whereas a random distribution has a
D_ 1=
p
N . They are also straightforward to implement in initializing a multidimensional simulation
by using a dierent base for each velocity space component. For example, the position space would
correspond to (j − 1=2)=N; the rst velocity space component would correspond to 2(j) and the
second velocity space component would correspond to 3(j) and so on. The Sobol’ sequence has
similar discrepancy scaling and has also been used as an initialization procedure in the testing of
the models in this paper.
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4. Formulation of an electromagnetic f -particle-in-cell method
We have seen that an improvement in the signal-to-noise ratio in electromagnetic particle-in-cell
(PIC) simulations can be achieved by a more sophisticated choice of the initial loading of the
particles. Now, we will outline a technique which further reduces the initial noise and allows for a
more accurate determination of the linear growth and saturation dynamics of kinetic microinstabilities
in plasmas.
To lowest order one can view the PIC simulation technique as a Monte Carlo solution to the Vlasov
equation along its characteristics. This Monte Carlo aspect of the solution illustrates why problems
which are sensitive to the behavior of particles in a small region of velocity space are dicult to
handle. It is important to note that noise eects arise in trying to describe the steady-state solution
to Eq. (1) using the PIC method since random statistical uctuations in the number of particles per
cell causes eld uctuations. It is very dicult to reduce this noise by increasing the number of
particles, N , since statistical noise only decreases as N−1=2 for random loading and approximately
N−1 for the quiet start methods described in the previous section. For many problems of interest
the physical uctuations of the kinetic distribution function, f, are often much smaller than the
total distribution, f, and can be dominated by the noise. The f algorithm alleviates this problem
since only the perturbed part of the distribution is represented by particles. This leads to orders of
magnitude reduction in the noise level, particularly when f0 can be chosen such that f=f0< 1.
This is because statistical uctuations of the total f become Nf=N where N is the statistical
uctuation in the number of particles per cell. Another advantage of the approach is the more precise
implementation of the initial conditions for f through the choice of f0 and f separately.
4.1. Basic equations
We now derive the basic equations for the electromagnetic f-PIC algorithm. As a rst step
we show that the collisionless Vlasov equation, Eq. (1), is equivalent to the conservation of phase
space density along the dynamical trajectories. In order to use more compact notation let the phase
space coordinate be represented by z = (x; C). The Lorentz force induces a phase space velocity
given by
_z = ( _x; _C) = (C;F); (28)
where F = (q=m)[E + (C B)=c]. The divergence of the phase space velocity is
@
@z
 _z = @
@x
 _C+ @
@C  F = 0 (29)
because x and C are independent coordinates and E and B are velocity independent. Since @=@C and
_C commute we can write the Vlasov equation in continuity form
@f
@t
+
@
@z
 ( _zf) = 0: (30)
In the absence of sources or sinks, which we consider in this work, the incompressibility of f is a
consequence of the divergence-free property of the phase space.
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Now, we proceed with splitting the distribution function into a background and perturbation parts,
f(z; t) = f0(z) + f(z; t). Substituting into Eq. (1) gives
df
dt
=−df0
dt
: (31)
If we also write the full nonlinear trajectory in phase space as _z = _z0 + _z1 where
_z0 = (C; (q=m)[E0 + CB0c ]);
_z1 = (0; (q=m)[E1 + CB1c ]);
(32)
then the equilibrium distribution satises
_z0  @f0(z)@z = 0 (33)
and the equation for the evolution of f in continuity form is
@f
@t
+
@
@z
 ( _zf) =− _z1  @f0@z : (34)
The characteristics, or particles, follow the full nonlinear trajectories, z=z0+z1, and f is represented
by
f(z; t) =
X
i
wi(z − zi); (35)
where a particle weight is dened as
wi =
f
g
; (36)
g is a numerically loaded particle distribution or marker distribution expressed as
g(z; t) =
X
i
(z − zi) (37)
and is arbitrary. This is important since it may be possible to use more markers in regions of phase
space where higher resolution or sampling is required.
The equation of motion for the weights, wi, is obtained by substituting these representations for
f and g into Eq. (34) and we obtain
dwi
dt
=− _z1  1g(z; t)
@f0
@z

z
: (38)
Furthermore, since both f and g satisfy df=dt = 0 and dg=dt = 0 we can express the source term
on the right-hand side of Eq. (38) as
− f0
g(z; t = 0)
_z1  1f0(z)
@f0
@z
=−f − f(t)
g
_z1  1f0(z)
@f0
@z
=−

f(0)
g(0)
− wi

_z1  1f0(z)
@f0
@z
: (39)
The evolution equation for the perturbed distribution also contains important conservation properties
such as total number density
NX
i=1
wi(t) = 0: (40)
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Another important invariant is the total energy, kinetic plus electromagnetic, and is expressed as
X
s
NX
i=1
(ms=2)v2i wi(t) +
1
8
Z
d3x(E2 + B2) = 0 (41)
in the limit of large numbers of particles.
The source terms for Maxwells equations require a determination of the charge and current den-
sities from the integration of the perturbed distribution or in our case the marker distribution. Since
each marker represents a volume of phase space which surrounds the particle and the phase space
volume is constant in time because of incompressibility, it is possible to use the prescription, for
the integral of fZ
V
d3xf =
X
xi2V
fiV; (42)
where the sum includes all particles within V . Using the nite-size particle method allows us to
determine the perturbed charge and current densities by interpolating the marker distribution to the
grid. The total electromagnetic elds are a linear superposition of the equilibrium (E0;B0) and the
perturbed elds (E1;B1) obtained from solving Maxwells equations using the perturbed charge and
current densities.
In summary, the nal equations which we solve in the electromagnetic f-PIC model consists of
Eq. (32) for the nonlinear trajectories and Eq. (38) for the particle weights along with Eq. (2) for
the electromagnetic elds. They are rewritten here as
dwi
dt
=−

f(0)
g(0)
− wi

_z1  1f0(z)
@f0
@z
;
_z0 =

C; (q=m)

E0 +
C B0
c

;
_z1 =

0; (q=m)

E1 +
C B1
c

;
B  E1 =−1c
@B1
@t
;
B  B1 = 1c
@E1
@t
+
4
c
X
s
NX
i=1
qiwiCiS(x− xi);
B  E1 = 4
X
s
NX
i=1
qiwiS(x− xi):
(43)
The computational cycle in Section 2.5 is modied to account for the evolution of the f part of
the distribution. Since f is accumulated to nd the currents at time level n and charge density at
level n + 1=2 it was found desirable to have initially wni and accumulate the current as in Step 1.
The average between the levels was then used to compute the half time steps for the charge density
and electric eld. Eq. (38) was solved using a predictor{corrector to obtain improved accuracy in
the f time advance.
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5. Model test case
As a test of the various types of initialization methods in the total-f-PIC and the f-PIC schemes
a class of electromagnetic instabilities driven by velocity space anisotropy was chosen. Circularly
polarized electromagnetic waves with frequencies in the range, !ci<!<!ce, where !c = qB=mc
is the cyclotron frequency of the electrons(e) and ions(i), are unstable when the electron distri-
bution function is characterized by T?>Tk, and T is the electron temperature. These unstable
waves, known as whistler modes, propagate parallel to the ambient magnetic eld and can be used
to understand energetic electron production in space plasmas as well as observed magnetic noise
bursts [16].
An anisotropic velocity distribution can be modeled by a Bi-Maxwellian distribution
foe = n0

me
2T?
 
me
2Tk
!1=2
exp
"
−mev
2
?
2T?
− mev
2
k
2Tk
#
: (44)
For the case where the ion velocity distribution is stationary and isotropic the linear dispersion
relation for the parallel propagating electromagnetic waves is obtained from the linearized form of
Eqs. (1) and (2) and is given as
(!; k) = 1− k
2c2
!2
− !
2
pi
!2
+
!2pe
!2
"
!cep
2kvkth
Z
 
! !cep
2kvkth
!
− T?
2Tk
Z 0
 
! !cep
2kvkth
!#
; (45)
where the thermal velocity is dened as vkth =
q
Tk=me, !2p = 4n0e2=m is the plasma frequency for
each species and  refers to the right-handed (+) and left-handed (−) circularly polarized waves.
!= !r + i is the complex wave frequency and Z is the plasma dispersion function [15] and Z 0 is
its derivative with respect to the argument. Analysis of the dispersion relation reveals the existence
of growing waves, > 0, when the temperature anisotropy satises the following criterion:
T?
Tk
>
1
(1− !r=!ce) : (46)
The dispersion relation, Eq. (45), is solved numerically for the complex frequencies and various
parameters to compare with the initial value particle simulations.
The electromagnetic particle simulations of these unstable modes were performed with an algorithm
using one spatial and three velocity components. An external magnetic eld was imposed in the
direction of the spatial component and periodic boundary conditions were used. The system size
was taken to be L = 256 cells with size  = 1, the electron collisionless skin depth c=!pe = 16,
electron cyclotron frequency normalized to the plasma frequency !^ce = 0:5, anisotropy T?=Tk = 4; 9
and N0 = 10 particles/grid cell. The time step was chosen to be !pet = 0:1. For these parameters,
the linear marginally stable state for all the modes in the system occurs with a thermal anisotropy
of T?=Tk=1:25. Runs with various parameters were made to compare the initial noise levels, linear
growth phase and saturation dynamics with the various loading schemes (moment correction and
quasirandom sequences) as well as with the f-PIC method. We remark here that the analytical
form of the derivative of Eq. (44) is used for the source in the weight evolution equation, Eq. (43).
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Fig. 1. Time histories of the total electromagnetic and electrostatic eld energies, total particle kinetic energy and the total
energy of the system. The various energies are plotted as deviations from the initial energy for the case of initial thermal
anisotropy T?=Tk = 9. The total-f electromagnetic-PIC model was used with random start.
Fig. 2. Time histories of the magnetic eld energy normalized to the initial electron kinetic energy for the case of a
random start, quiet start using the Hammersley sequence and moment correction, and the comparison with the f-PIC
method. The initial thermal anisotropy was T?=Tk = 4 and the same number of particles per cell was used in each case.
A typical result of the linear growth and saturation of the electromagnetic instability is shown in
Fig. 1 where the various energies are displayed as a function of time. This result was obtained using
the total-f electromagnetic-PIC model and T?=Tk=9, which is strongly unstable. One observes clearly
that the electromagnetic eld energy increases at the expense of the particle kinetic energy and that
the total energy of the system is well conserved. As a test of the dierent intialization procedures,
outlined in Section 3, the same model is used but with a reduced thermal anisotropy, T?=Tk=4. The
results are shown in Fig. 2 where the various initialization procedures are compared. The combined
eect of the moment correction method and quasi-random sequence (Hammersley) leads to lower
initial noise levels and a more clearer linear growth phase than the random loading method. One
diculty, however, in using these special loading techniques is that the particles can become quickly
decorrelated and the uniformity properties can be lost in a few wave periods. This was particularly
evident in the runs with low anisotropy. In this regard, the f-PIC method performed better since
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the rapid decorrelation eects do not occur during the time scale of the simulation and the system
is not noise dominated by the full f distribution. The linear growth and saturation phases are more
clearly observed. When the anisotropy level was reduced to T?=Tk=2 the results of the total-f PIC
method were completely dominated by noise whereas the f PIC method results indicated a linearly
growing mode using very few particles. To make the results of the total-f and f-PIC simulations
comparable would require nearly three orders of magnitude more particles in the total-f simulations.
Another interesting feature which is observed in the low noise simulations is the detailed mech-
anism of instability saturation. Simulations with a higher noise level cause the distribution function
to be modied on a rapid time scale and this can mask important mode coupling eects which may
play an important role before signicant quasilinear modications occur in the total distribution. This
leads to a quantitative change in the overall level of saturation. Details of the physical mechanisms
of saturation will be published elsewhere.
6. Extensions of the model
In this section we briey discuss some extensions of the simulation algorithms presented in this
work. These include the relativistic eects and sources and sinks.
Relativistic eects are important for certain types of instabilities since it modies the wave{
particle resonance and the wave dispersion. In order to incorporate this, the particle advancement
should be performed using the relativistic Lorentz force equation for the particle momentum. By
dening u  p=m  C, where p is the relativistic momentum, 2 = 1=(1− v2=c2); m is the particle
rest mass, the particle equations of motion become
dxi
dt
= ui=i;
dui
dt
=
qi
mi

Ei +
1
ic
(ui  Bi)

:
(47)
The relativistic eects will also enter into the source term for the weight evolution equation, Eq.
(38), and are easily derived from the gradient of the initial distribution, f0. In the momentum
representation the weight evolution equation becomes
dwi
dt
=−

f(0)
g(0)
− wi

_p1 
1
f0(p)
@f0
@p
; (48)
where _p1 = qi(E1i + (Ci  B1i)=c). The equilibrium relativistic Maxwellian distribution
f0(p) =

4c3K2()
e−
p
1+p 2=c 2 (49)
which is properly normalized,
R
dpf0(p) = 1, with =mec2=Te = c2=v2te and K2 the modied Bessel
function, can be used to study relativistic eects on stable plasma normal modes. Instabilities can
be investigated using nonequilibrium distributions such as
f0(pk; p?) =
1
(2)3=2vkthv2?thm
3=2
0
e−(pk−p0)
2=2m 20 v
2
kth−p2?=2m 20 v 2?th ; (50)
where m0 is the rest mass and p0 is a net drift.
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The second generalization of the methods described here is to incorporate sources and sinks. This
would apply to the case where the coordinates x are not canonical, or for otherwise compressible
phase space ows. In this extended f algorithm one must introduce a second weight, w2, which is
related to the evolution of f0. This case is further discussed in Refs. [21,7].
7. Summary
The detailed numerical properties of an explicit electromagnetic particle-in-cell simulation model is
presented which is applicable to a wide range of nonlinear kinetic plasma processes in astrophysical
and laboratory plasmas. The main goal of this work has been to introduce a series of measures one
can take to achieve quieter PIC simulations with high computational eciency. A particle simulation
model algorithm which evolves the total distribution of charged particles in their self-consistent
electromagnetic elds has been numerically described and is appropriate for strongly driven systems
in which f=f  1. For weakly unstable plasmas, which are closer to the linear marginally stable
state and f=f< 1, a f-based PIC simulation algorithm is more applicable and the low-noise
features lead to a clearer analysis of the linear growth and saturation dynamics. In both algorithms
quiet start procedures are helpful, particularly in the f algorithm since nonphysical instabilities
arising from a more uniform or ordered phase space loading are absent and Lagrangian markers of
the phase space uid can be selectively placed in regions where high resolution is required.
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