In this paper, firstly we show that the determining equations of the (1 + 1) dimension nonlinear differential equation with arbitrary order for the nonclassical method can be derived by the compatibility between the original equation and the invariant surface condition. Then we generalize this result to the system of the (m + 1) dimension differential equations. The nonlinear Klein-Gordon equation, the (2 + 1)-dimensional Boussinesq equation and the generalized Nizhnik-Novikov-Veselov equation serve as examples illustrating this method.
Introduction
The nonclassical method of reduction was devised originally by Bluman and Cole, in 1969 , to find new exact solutions of the heat equation in Ref. [5] . The classical method of reduction of a partial differential equation is to seek the invariance of the differential equation of Δ(x, t, u, u t , u x , u tt , u tx , . . .) = 0,
where u = u(x, t) is a solution of Eq. (1) . Suppose the form of Eq. (1) is invariant under a group action on (x, t, u) space given by its infinitesimals
This leads to a set of the determining equations for the infinitesimals X, T and U . When the determining equations are solved, that gives rise to the symmetries of Eq. (1) . The invariant solution is the solution of Eq. (1) that satisfies the invariant surface condition
Solutions of Eq. (3) leads to a solution ansatz, which, when substituted into Eq. (1) gives a reduction of the original equation. When the reduced equation is solved, then we obtain the invariant solutions under group (2) of the original Eq. (1). The nonclassical method of reduction of a partial differential equation is to seek the invariance of the differential equation augmented with the invariant surface condition (3). Namely, both Eq. (1) and Eq. (3) are invariant under the group (2) . The nonclassical method includes all solutions obtained by the classical method. So the method of nonclassical reduction has been used to find new exact solutions of nonlinear partial differential equations of physical and mathematical interest. Moreover, this method leads to the extensions of the symmetry method in Refs. [1, 2] , for example, conditional symmetries and partial symmetries. These symmetries all involve differential constraints. Recently in Ref. [6] Broadbridge and Arrigo have shown that all solutions of standard symmetric linear partial differential equations have classical Lie symmetry. In addition to the nonclassical method, the determining equations are usually highly nonlinear unlike the determining equations for the classical method which are linear (see Ref. [4] ). The properties and relationships of the nonclassical reduction method, the determining equations of it and the invariant surface condition are worth while to study. We note that Arrigo and Beckham in Ref. [3] show that the determining equations for the nonclassical method can be derived as a consequence of the compatibility for the evolutionary partial differential equations. In this paper, we show that the determining equations for the nonclassical method of the nonlinear differential equation(s) all can be obtained by the compatibility between the original equation(s) and the invariant surface condition. The paper is organized as follows. In Section 2 we prove that the determining equations for the nonclassical method of the (1 + 1) dimension nonlinear partial differential equation with arbitrary order can be derived by the compatibility between the original equation and the invariant surface condition. In Section 3 we obtain the determining equations for the nonclassical method of the system of the (1 + 1), (m + 1) dimension differential equations also can be derived by the compatibility between the original system and the invariant surface conditions. In Section 4, we consider the Cahn-Hilliard equation, the (2 + 1)-dimensional Boussinesq equation and the generalized Nizhnik-Novikov-Veselov equation illustrating this method. In Section 5 we come to a conclusion. 
where F is a smooth function of its arguments, u = u(x, t) is a solution of Eq. (4) and
If we denote the invariant surface condition (3) with T = 1 (as general) by Δ 1 then
The determining equations for the nonclassical reduction method of the nonlinear PDE (4) are obtained by requiring that
where the infinitesimal generator Γ is given by
with the first, second and nth extensions xx ,
The coefficients of the operators in (8) are given by
where i is an integer and i = 0, 1, . . . , n.
Invariance of Eq. (4) is given by the governing equation (6) from which we obtain
Now we prove the governing equation (10) for the infinitesimals X, U can be derived through the compatibility between the original Eq. (4) and the invariant surface condition (5).
Theorem 1. The determining equations for the nonclassical reduction method of the nth order nonlinear PDE (4) can be obtained through the compatibility between the original equation and the invariant surface condition (5)
where X = X(x, t, u) and U = U(x, t, u) are smooth functions.
Proof. Total differentiation D t of Eq. (4) gives
Through the compatibility between the original Eq. (4) and the invariant surface condition, substituting u t = U − Xu x into (11) gives
to both sides of (12) and regrouping gives
By the definition of
, it follows that
Adding XF x to both sides of (14) and regrouping gives
Total differentiation D x of (4) gives
Substituting (16) into the right side of (15) gives
Thus we obtain the Lie's invariance condition (10) of Eq. (4) through the compatibility with the invariant surface condition. 2
The generalization of Theorem 1 Theorem 2.
A system ϕ of nth order differential equations in (1 + 1) dimension is given as a system of equations
where 
where X, U i are respectively the infinitesimals of x, u i and the infinitesimal of t is T , T = 1.
The determining equations for the nonclassical method of the nonlinear system ϕ also can be derived by the compatibility between the original system ϕ and the invariant surface conditions (19).
Proof. Though extending the number of the dependent variable u in the proof of Theorem 1 to γ and following the proof method of Theorem 1, Theorem 2 can be proved. See Appendix A for the detailed proof. 2 Theorem 3. A system χ of nth order differential equations in (m + 1) dimension is given as a system of equations Proof. Through extending the number of the independent variable x to m in the proof of Theorem 2 and following the proof method of Theorem 1, Theorem 3 also can be proved. 2
Applications of the compatibility method
In this section, we consider three examples to show that compatibility leads to the determining equations for the nonclassical reduction method.
Example 1. The nonlinear Klein-Gordon equation:
where c 0 , c 1 are the constants. On the one hand, denote the nonlinear Klein-Gordon equation by Δ and the governing equation (6) for the infinitesimals X, U, T = 1 is given by
Through (9) eliminating U [tt] , U [xx] from (23) and using the substitutions Δ = 0, Δ 1 = 0 to (23) give rise to the governing equation and the determining equations for X, U (by MATHEMATICA). On the other hand, through Theorem 1 taking total differentiation D t of (22) and substituting u t = U − Xu x into it gives
Then using the substitution u ttx = c 0 u xxx − c 1 cos uu x and the condition Δ 1 = 0 to (24) also gives rise to the governing equation and the determining equations for X, U (by MATHEMATICA). Comparing the two results, they are same.
Example 2. The (2 + 1)-dimensional Boussinesq equation:
On the one hand, we denote Eq. (25) by Δ. The invariant surface condition is
where X = X(x, y, t, u), Y = Y (x, y, t, u), U = U (x, y, t, u) are the smooth functions and respectively the infinitesimals of x, y, u. Denoting the invariant surface condition by Δ 2 gives
The governing equation for the infinitesimals X, Y, U is given by
Through (28) 
Then using the substitutions u xxxx = u tt − u xx + 6u 2 x + 6uu xx − u yy , u xxxxx = u ttx − u xxx + 12u x u xx + 6u x u xx + 6uu xxx − u yyx , u xxxxy = u tty − u xxy + 12u x u xy + 6u y u xx + 6uu xxy − u yyy and the condition u t = U − Xu x − Y u y into (30) also gives rise to the governing equation and the determining equations for X, Y, U (by MATHEMAT-ICA). Comparing the two results, they are same.
Example 3.
The generalized Nizhnik-Novikov-Veselov equation
is an isotropic Lax integrable extension of the (1 + 1)-dimensional KdV equation, where a, b, c, d are the constants. The invariant surface conditions are
where y, t, u, v, w) are the smooth functions and respectively the infinitesimals of x, y, u, v, w and the infinitesimal of t is also 1. On the one hand, using of the vector fields and their prolongations the governing equation for the infinitesimals X, Y, U, V , W are given by
Through the formulas
(i, j, n are the integers) eliminate
Eq. (33). Using the substitutions (32) to (33) gives rise to the governing equation and the determining equations for X, Y, U, V , W (by MATHEMATICA). On the other hand, through the compatibility method taking total differentiation D t of the system (31) gives
Then using the substitutions u xxxx = − 
Conclusions
In conclusion, we have shown that for the nonclassical method the compatibility method can be used to derive the determining equations not only for the evolution equation, but also for the (1 + 1) dimension nonlinear PDE with arbitrary order and the system of the (m + 1) dimension nonlinear differential equations with arbitrary order. The determining equations for the nonclassical reduction method of the system of the differential equations, can be constructed by simply imposing compatibility between the original system and the invariant surface conditions (21), instead of computing the coefficients of the extension of infinitesimal generator Γ , which are computed by using (9) for (1 + 1) dimension differential equation and are more complicated for the (m + 1) dimension differential equation. This is a useful result. For the extensions of the nonclassical reduction method, for example conditional symmetries and partial symmetries, whether the determining equations can be derived by this compatibility method is unknown and this is our next work.
Proof of Theorem 2. Total differentiation D t of Eq. (18)
Through the compatibility between the original system (18) and the invariant surface condition, substituting the conditions (21) u jt = U j − Xu jx into (A.1) gives Owing to ν being arbitrary, we obtain the Lie's invariance condition of the system ϕ through the compatibility with the invariant surface condition. 2
