Latent tree models were proposed as a class of models for unsupervised learning, and have been applied to various problems such as clustering and density estimation. In this paper, we study the usefulness of latent tree models in another paradigm, namely supervised learning. We propose a novel generative classifier called latent tree classifier (LTC). An LTC represents each class-conditional distribution of attributes using a latent tree model, and uses Bayes rule to make prediction. Latent tree models can capture complex relationship among attributes. Therefore, LTC is able to approximate the true distribution behind data well and thus achieves good classification accuracy. We present an algorithm for learning LTC and empirically evaluate it on an extensive collection of UCI data. The results show that LTC compares favorably to the state-of-the-art in terms of classification accuracy. We also demonstrate that LTC can reveal underlying concepts and discover interesting subgroups within each class.
Introduction
Latent tree models (LTMs) are tree-structured Bayesian networks in which variables at leaf nodes are observed and called manifest variables, whereas variables at internal nodes are hidden and called latent variables. LTM was proposed as a class models for unsupervised learning [2] . Recently, they have received increasing attention and have been applied to various problems including clustering [2, 3] , density estimation [4, 5] , and latent structure discovery [6] [7] [8] , among the others.
In this paper, we take an alternative view and study the usefulness of LTM in another learning paradigm, namely supervised learning. In particular, we explore the application of LTM to the classification problem.
Classification is one of the most active areas in machine learning research. The task is to predict the class label of an instance based on a set of attributes that describe the instance. Approaches to this problem divide into two categories: Generative and discriminative [9] . Let C be the class variable and X be the set of attributes. Generative approaches build models for the joint distribution P(C, X), compute the posterior distribution P(C|X) using Bayes rule, and assign an instance to the most likely class. In contrast, discriminative approaches directly model P(C|X). In this paper, we focus on generative approaches and assume categorical attributes.
The simplest generative model is the naive Bayes (NB) classifier [10] . It assumes that attributes are mutually independent given the class label. All dependencies among attributes are ignored. An example NB is shown in Fig. 1(a) . Despite its simplicity, NB has been shown to be surprisingly effective in a number of domains [11] .
The conditional independence assumption underlying NB is rarely true in practice. Violating this assumption could lead to poor prediction performance. The past decade has seen a large body of work on relaxing this unrealistic assumption. To mention two successful instances, tree augmented naive Bayes (TAN) [12] builds a Chow-Liu tree [13] to model the attribute dependencies (see Fig. 1(b) for an example), while averaged one-dependence estimators (AODE) [14] constructs a set of tree models over the attributes and averages them to make prediction.
In this paper, we propose a novel approach to model the relationship among attributes. Our approach is based on LTM. It treats attributes as manifest variables and build LTMs to capture the relationship among them. The relationship could be different across classes. Therefore, we build a separate LTM for each class. We refer to the collection of LTMs plus the prior class distribution as a latent tree classifier (LTC). An example LTC is shown in Fig. 1(c) . Each rectangle in the figure contains the LTM for a class.
Our approach exploits the merit of LTM that such model can represent a set of complex relationship among the manifest variables in a compact way. To see this point, consider eliminating all the latent variables from an LTM. This will result in a fully connected Bayesian network over all the manifest variables. As for our approach, the use of LTM makes it possible to capture complex relationship among attributes while retain the model simplicity. Therefore, we expect LTC to approximate the true distribution P(C, X) behind data well and thus to achieve good classification accuracy. We empirically verify this hypothesis in the experiments.
In addition to good classification performance, building LTC on the basis of LTM also makes it possible to discover latent structures behind data. In particular, we will demonstrate that the latent variables introduced during the learning process can reveal concepts embedded in data as well as interesting subgroups within each class. This merit can further boost user confidence in LTC.
LTC exploits the strong expressive capability and the compactness of LTM. One can also replace LTM with other latent variable models. A straightforward choice is latent class model [15] , aka naive Bayes with latent variable. It is a special LTM with one single latent variable. By restricting to latent class models, we obtain latent class classifier (LCC). In our experiments, we also compare LTC with LCC. The results show that LTC is superior to LCC. We attribute this to the flexibility of LTM.
Making prediction with LTC requires marginalizing out all the latent variables from each LTM. Since LTM is tree-structured, this can be done in time linear in the number of attributes. In the experiments we show that LTC is efficient for classification. On the other hand, we notice that learning LTC can be time consuming due to the introduction of latent variables. Therefore, LTC is currently most suitable for applications which allow a long offline training phase but demand good online classification performance.
Related work
There are a large body of literatures that attempt to improve classification accuracy by exploiting attribute dependencies. They mainly divide into two categories: Those that directly model relationship among attributes, and those that capture such relationship using latent variables. TAN, AODE, and Bayesian network augmented naive Bayes (BAN) fall into the first category. Another representative from this category is Bayesian multinet [12] . It learns a Bayesian network for each class and uses them jointly to make prediction. Our method is related to Bayesian multinet in the sense that we also accommodate inter-class heterogeneity. However, we learn an LTM instead of a Bayesian network to represent each class-conditional distribution.
Our method falls into the second category. In this category, various latent variable models have been tested for continuous data. To give two examples, Monti and Cooper [16] combine finite mixture model with naive Bayes classifier. The resultant model is a continuous counterpart of LCC. Langseth and Nielsen [17] propose latent classification model. It uses a mixture of factor analyzers to represent attribute dependencies.
In contrast, we are aware of much less work on categorical data. The one that is the most closely related to ours is the hierarchical naive Bayes model (HNB) [18, 19] . HNB also exploits LTM to capture the relationship among attributes. However, it differs from LTC in two aspects. First, the roles of LTM in HNB and LTC are different. In HNB, LTM is used as a tool for feature extraction. There, attributes are partitioned into disjoint subsets, while each subset is modeled using a separate LTM. The root (latent) nodes of those LTMs are then treated as features extracted from different subsets of attributes, and are put together with the class variable to form a naive Bayes model for classification. In contrast, LTC builds one single LTM to connect all attributes for each class. The LTM as a whole serves as a generative model for that class, which is used in the prediction phase to compute the likelihood of new data points.
Second, HNB assumes homogeneous latent structure, i.e., the LTMs in HNB are identical throughout all classes. This assumption could be unrealistic in real world applications. Violating this assumption could lead to degenerated classification performance and failure in latent structure discovery. In contrast, LTC describes different classes using different LTMs. Therefore, it can accommodate the heterogeneity across different classes.
We did not include HNB in our experiments. The learning algorithm proposed by Zhang et al. [18] can only deal with several attributes and does not scale up to most data sets used in our experiments. Langseth and Nielsen [19] develop a more efficient learning algorithm but we have not been able to gain access to their implementation.
Recently, Langseth and Nielsen [20] extends the latent classification model to discrete domain. The proposed model only handles binary attributes. Its generalization to multi-valued categorical attributes is non-trivial.
Organization
The rest of this paper is structured as follows. We formally define LTC in Section 2. We then present an algorithm for learning LTC in Section 3. In Section 4, we empirically evaluate LTC on 37 UCI data sets. We first examine the impacts of two designs in the learning algorithm on the classification performance of LTC. We then compare LTC with a spectrum of generative classifiers as well as C4.5 [21] . In Section 5, we demonstrate that LTC can discover appealing latent structures using an example. Finally, we conclude this paper in Section 6 and point out several future directions.
Latent tree classifier
We start by briefly reviewing latent tree models (LTMs). An LTM is a pair M = (m, θ ). The first component m denotes the rooted tree and the set of cardinalities of the latent variables. The second component θ denotes the collection of parameters in M. It contains a conditional probability table (CPT) for each node given its parent.
Let X and Y be the set of manifest variables and the set of latent variables in M, respectively. We use P(X, Y|M) to denote the joint distribution represented by M. Two LTMs M and M are marginally equivalent if they share the same set of manifest variables X and P(X|M) = P(X|M ). Let |Z| , and the inequality strictly holds when Y has only two neighbors. As shown by Zhang [2] , an irregular model M is over-complicated and can be reduced to a regular model M which is marginally equivalent but contains fewer parameters than M. Henceforth, we consider only regular models.
We consider the classification problem where each instance is described using n attributes X = {X 1 , X 2 , . . . , X n }, and belongs to one of the r classes C = 1, 2, . . . , r. A latent tree classifier (LTC) consists of a prior distribution P(C) on C and a collection of r LTMs over the attributes X. We denote the c-th LTM by M c = (m c , θ c ) and the set of latent variables in M c by Y c . The LTC represents a joint distribution over C and X, ∀c = 1, 2, . . . , r,
(1)
Given an LTC, we classify an instance X = x to the class c . , where
(2) We compare the time complexity of LTC with those of NB, TAN, and AODE in Table 1 . We will empirically evaluate the classification efficiency of those algorithms in the experiments.
A learning algorithm
Given a labeled training set D, we now present an algorithm for learning an LTC from D. The algorithm consists of four steps: 
Smooth the estimateP(C) and the parameters of each LTM M c .
In
Step 1, we calculate the MLEP(C). This can be easily done by counting the number of instances belonging to each class in D. More specifically, we calculatê
Clearly, the more challenging task is Step 3, i.e., to learn good LTMs to estimate the class-conditional distributions underlying the data. We address this problem in the next two subsections. We then discuss parameter smoothing in Step 4 in Section 3.3.
Model selection
To learn an LTM, one needs to determine the number of latent variables, the cardinality of each latent variable, the tree topology that connects the latent variables and attributes, as well as the model parameters. Those factors jointly lead to a huge model space, and our task is to find a good model M c from the space for each subset D c .
An LTM M c is of high quality if it is close to the true distribution P(X|C = c) underlying D c . Nonetheless, the true distribution is unknown in the first place. Therefore, we use the AIC score [23] for model selection, There exists other approximations to the expected KL divergence. For example, leave-one-out cross-validation (LOOCV) is asymptotically equivalent to the AIC score [24] . However, LOOCV is computationally much more demanding to use than the AIC score. Calculating LOOCV for an LTM needs to optimize the model parameters |D c | times. In contrast, calculating AIC score only requires one pass of parameter optimization. Researchers have also proposed variants to the AIC score, e.g., the AICc score [25] which makes correction for handling small sample sizes. However, the original AIC score is still the most widely used approximation.
In literatures, the BIC score [26] is used more often for learning Bayesian network classifiers [12] . In contrast to AIC, BIC is based on a different philosophy. Given a training data, the assumption is that the model space contains the true model underlying the data. The objective is thus to find the most probable model from the space. The probability of a model is known as the marginal likelihood. The BIC score is a large sample approximation to the marginal likelihood.
Clearly, the assumption of BIC does not hold in our setting. The true model of the data D c is not necessarily an LTM. Therefore, we argue that BIC is not suitable for our problem. Moreover, in practice, the BIC score tends to over-penalize complex models and can lead to poor approximation to the true distribution. In Section 4.4, we empirically compare AIC with BIC for learning LTC. The results show that the LTCs learned using AIC achieve better classification accuracy than those learned using BIC.
Model search
Given the data D c , our task now is to find an LTM M c with good AIC score from the model space. Since the model space is prohibitively large, we adopt a recently proposed hill-climbing algorithm called EAST [3] for this task.
EAST explores the model space using five search operators. They are node introduction (NI), node deletion (ND), node relocation (NR), state introduction (SI), and state deletion (SD). Given an LTM, NI applies to a latent variable and two of its neighbors. It adds a new latent variable to mediate the latent variable and the two neighbors, and sets the cardinality of the new latent variable to the same as the existing latent variable. Fig. 2 gives a concrete example. The model m 2 is obtained from m 1 by introducing a new latent variable Y 3 for latent variable Y 1 and its neighbors X 1 , X 2 . ND is the reverse of NI. It applies to two neighboring latent variables, removes one of them and links its neighbors to the other. In Fig. 2 , by deleting Y 3 one goes from m 2 back to m 1 . NR operator adjusts the connections in an LTM. It considers two latent variables, disconnects a neighbor from the first latent variable, and links it to the second latent variable. In Fig. 2 , one relocates X 3 in m 2 from Y 1 to Y 3 and obtains m 3 . The last two operators modify domains of latent variables. SI adds a new state to a latent variable. SD does the reverse. Note that for a given LTM there can exist multiple ways to apply each search operator.
Given a data set, EAST initializes the search process with the simplest LTM, i.e., the LTM that contains only one latent variable whose cardinality equals to 1. EAST then iteratively improves the model. In each search step, it applies some operators to the current model, obtains a collection of candidate models, evaluates them using the AIC score, and picks the best one to seed the next search step. The process repeats itself until the AIC score of the model ceases to increase. Note that, if EAST never improves the initial model, the final LTC reduces to NB.
In each search step, one could apply all the five operators to the current model. This could, however, produce a large number of candidate models. 1 Evaluating them could take a long time. Therefore, the search procedure in EAST is structured into three phases: expansion, simplification, and adjustment. In each phase, we consider only one or two operators and thus obtain much fewer candidate models. In this way, the computational effort on evaluating candidate models is significantly reduced.
In the expansion phase, we only apply NI and SI. Both operators make the current model more expressive and thus improve the first term in the AIC score. In the simplification phase, we consider only ND and SD. Both operators simplify the current model and thus improve the second term in the AIC score. In the adjustment phase, we apply NR to adjust the structure of the current model. It helps escape from local optimal models. EAST iteratively goes through these three phases and alternatively improves the two terms in the AIC score. The pseudo code of EAST is given in Algorithms 1-4.
In each search step of EAST, we generate a set of candidate models and pick the one with the lowest AIC score. This is denoted by the arg min operators in Algorithms 2-4. To evaluate the AIC score of a candidate model, one needs to run the EM algorithm [27] to compute the MLE θ . . EM is known to be computationally expensive. To speed up the evaluation process, we run local EM instead. The key observations are that (1) the parameters of the current model have already been optimized, and (2) a candidate model only differs from the current model in a small part. Therefore, in local EM, we fix the parameters of the unaltered part, and optimize only the parameters that are foreign to the current model. As a concrete example, suppose the current model is m 1 in Fig. 2 , and we need to evaluate the candidate model m 2 which is obtained from m 1 by applying In our implementation, we run local EM for a predetermined number of iterations. It might not converge, but the obtained estimation is accurate enough for ranking candidate models. We then pick the best candidate model, and optimize its parameters using full EM before comparing its AIC score with that of the current model.
For more details of EAST, we refer the readers to [3] .
Parameter smoothing
We estimate the class prior P(C) and the LTM parameters θ c using maximum likelihood estimation. As noticed in previous work (e.g. [12] ), when the size of the training data is small, this could lead to unreliable estimation and thus deficient classification accuracy. We address this issue by smoothing the parameters using Laplace correction [28] . Let N be the total number of instances in training data and N c be the number of instance labeled as class c. Let α be a predefined smoothing factor. We smooth the class prior distribution as follows:
We also smooth the parameters for each LTM M c . Letθ In Section 4.3, we will empirically show that the smoothing technique leads to significant improvement in classification accuracy.
Empirical evaluation
In this section, we empirically evaluate LTC on an extensive collection of data. We first demonstrate the necessity of parameter smoothing and investigate the impact of the choice of the model selection criterion. We then compare LTC with a spectrum of generative classifiers, ranging from the simplest NB, to more advanced TAN and AODE, and to the most general Bayesian network augmented naive Bayes (BAN) [12] . We also include C4.5 decision tree [21] and latent class classifier (LCC) in the comparison as references.
Data sets
We used 37 UCI data sets [29] in our experiments, as listed in Table 2 . The data are from various domains such as medical diagnosis, handwriting recognition, Biology, Chemistry, etc. They have been used in [12] and are recommended by WEKA [30] for testing new classification algorithms.
We preprocessed the data as follows. The learning algorithms of TAN and AODE proposed by Friedman et al. [12] and Webb et al. [14] do not handle missing values. Thus, we removed incomplete instances from the data sets. TAN, AODE, BAN, and LTC deal with only categorical attributes. Therefore, we discretized the data sets using the supervised discretization method proposed by Fayyad and Irani [31] . Table 2 The 37 data sets used in the experiments. Sample size  anneal  38  6  898  australian  14  2  690  autos  25  7  159  balance-scale  4  3  625  breast-cancer  9  2  277  breast-w  9  2  683  corral  6  2  128  credit-a  15  2  653  credit-g  20  2  1000  diabetes  8  2  768  flare  10  2  1066  glass  9  7  214  glass2  9  2  163  heart-c  13  5  296  heart-statlog  13  2  270  hepatitis  19  2  80  ionosphere  34  2  351  iris  4  3  150  kr-vs-kp  36  2  3196  letter  16  26  20,000  lymph  18  4  148  mofn-3-7-10  10  2  1324  mushroom  22  2  5644  pima  8  2  768  primary-tumor  17  22  132  satimage  36  6  6435  segment  19  7  2310  shuttle-small  9  7  5800  sonar  60  2  208  soybean  35  19  562  splice  61  3  3190  vehicle  18  4  846  vote  16  2  232  vowel  13  11  990  waveform-21  21  3  5000  waveform-5000  40  3  5000  zoo  17  7  101 Table 2 summarizes the characteristics of the data sets obtained after preprocessing. The number of attributes ranges from 4 to 61. The number of classes ranges from 2 to 26. The sample size ranges from 80 to 20,000.
Domain # Attributes # Classes

Experimental settings
We implemented LTC in Java. The detailed settings are as follows. We ran 40 iterations of local EM to evaluate each candidate model. For the best candidate model, we ran full EM to optimize its parameters. The full EM was terminated if the improvement in loglikelihood is smaller than 0.01, or the number of iterations reaches 500. For both local and full EM, we adopted the pyramid strategy proposed by Chickering and Heckerman [32] to avoid local maxima. The numbers of starting points were set at 16 and 64, respectively.
We also implemented LCC in Java. Similar to LTC, we partitioned the data by class and learned a latent class model for each class. To learn a latent class model, we set the initial cardinality of the latent variable equal to 1, and greedily increased the cardinality until the AIC score of the model ceased to increase. The EM was tuned at the same setting as the full EM of LTC.
For all the other classification algorithms, we used the WEKA implementations in our experiments. In particular, we adopted the default settings of WEKA with the following exceptions:
• AODE: As suggested in the original paper [14] , we set the frequency limit on super parents at 30.
• BAN: We set the initial models to be naive Bayes and used hill-climbing to search for good BANs with low AIC scores.
The Markov blanket correction built in WEKA was conducted on the final models to ensure every attribute is in the Markov blanket of the class variable.
Given a data set, we estimated the classification accuracy of an algorithm using stratified 10-fold cross validation [33] . All the algorithms were run on the same training/test splits.
Effect of parameter smoothing
We start by investigating the effect of parameter smoothing. In the experiments, we first learned an LTC using EAST for each data set. We then smoothed the model parameters using Laplace correction as described in Section 3.3. In the following, we compare the classification accuracy of the smoothed and unsmoothed LTCs.
The second and third columns of Table 3 show the mean and the standard deviation of the classification accuracy of the two versions. For each data set, the entry with the higher accuracy is highlighted in boldface. Table 3 also reports the average accuracy over all the data sets and the number of wins, i.e., the number of data sets on which one version achieves higher accuracy than the other.
By examining Table 3 , we can see that parameter smoothing leads to better performance in general. The smoothed version achieves higher overall classification accuracy and wins on 30 of the 37 data sets. The unsmoothed version only wins on 3 data sets. Note that the two versions tie on the other 4 data.
We also conducted two-tailed paired t-test with p = 0.05 to test the significance of the difference between the two versions. As shown in the last row of Table 3 , the smoothed version significantly wins the unsmoothed version on 15 data sets. Moreover, the smoothed version never significantly loses to the unsmoothed version.
In summary, the smoothing technique often leads to improvement in classification accuracy and never significantly degrades the accuracy. In the following experiments, we conduct parameter smoothing for LTC by default. We also smooth the parameters of all the other generative classifiers in the same way as LTC.
AIC versus BIC
In Section 3.1, we discussed the AIC and BIC scores for model selection. We argued that AIC is more suitable for learning LTC for classification. In this subsection, we provide empirical support for this argument.
We compare the classification accuracy of the LTCs learned using AIC and BIC. They are summarized in the fourth and fifth columns of Table 3 , respectively. In general, the LTCs learned using AIC outperform those learned using BIC. The former achieve higher accuracy than the latter on 25 out of the 37 data sets. By performing two-tailed paired t-test, we also find that AIC significantly wins BIC on 9 data sets and never significantly loses to BIC.
This result justifies our choice of AIC for model selection. In the rest of this section, we only consider LTCs learned using the AIC score.
Comparison with other classifiers
We now compare LTC with NB, TAN, AODE, BAN, C4.5, and LCC. The classification accuracy of those algorithms are shown in Table 4 . From this table, we can see that LTC achieves the best overall accuracy, followed by AODE, TAN, BAN, LCC, C4.5, and NB, in that order. In terms of the number of wins, LTC is also the best (14 wins), with AODE (11 wins), TAN (6 wins), and LCC (5 wins) being the three runners-up. We also compare LTC with the other algorithms by two-tailed paired t-test. The numbers of significant wins, ties, and significant loses are given in Table 5 . It shows that LTC significantly outperforms NB (17 wins/1 loses) and C4.5 (11/2). LTC also compares favorably to TAN (8/2), AODE (5/3), BAN (5/3), and LCC (4/1). Table 4 highlights the data sets on which LTC significantly wins and loses to each alternative. In general, the data sets that favor LTC are those containing a large number of attributes with potentially complex correlations and sufficient samples to support such correlations, e.g., kr-vs-kp, letter, satimage, and waveform. In contrast, for data sets with fewer attributes or samples like credit-g and diabetes, more restricted Bayesian network classifiers such as TAN and AODE are favorable. They are sufficient to model the attribute dependencies in these cases, and are less prone to overfitting.
Running time
Besides the classification accuracy, the time efficiency is also a concern. According to Proposition 1, making prediction with LTC can be done in time linear in the number of attributes. Fig. 3 plots the average time that it takes for LTC to classify an instance in each data set. The running time ranges from 0.3 ms to 7 ms. We argue that LTC is efficient enough for practical use. Fig. 3 also shows the classification time of TAN, AODE, and LCC. LTC is consistently slower than TAN. Depending on the number of attributes and the cardinalities of latent variables, LTC is slower than AODE on some data sets and faster on the others. In most cases, the difference is small. We also see that LTC is almost as efficient as LCC.
On the other hand, we notice that learning LTC can be time consuming. As shown in Fig. 4 , the training process takes seconds to hours on average for most of the data sets, while it costs a few days for the 5 largest ones, i.e., kr-vs-kp, letter, mushroom, satimage, and splice. This is far more expensive than learning other Bayesian network classifiers such as TAN and BAN (see Fig. 4 ). The main cause of this high complexity is the introduction of latent variables in LTC. One needs to repeatedly run the expensive EM algorithm for model selection in this case. However, the effort for learning LTC pays off. In Table 4 The classification accuracy of various algorithms. For each data set, the best accuracy is highlighted in boldface. The bullets • and circles • in each column indicate the data sets on which LTC performs significantly better and worse than the corresponding classification algorithm, respectively. addition to its superior classification performance, LTC can also discover interesting latent variables that give insights into problem domains, as will be demonstrated in the next section.
Discovery of latent structures
One advantage of LTC is that it can capture concepts underlying domains and automatically discover interesting subgroups within each class. In this section, the readers will see one such example.
The example is involved with the corral data [34] . It contains two classes true and false, and six boolean attributes A 0 ,
. Irrelevant is a random attribute which is irrelevant to the class label, and Correlated matches the class label 75% of the time.
We learned an LTC from the corral data and obtained two LTMs, one for each class. We denote the LTMs by M t and M f , respectively. Their structures are shown in 
Main findings
We first observe that in both models, the four attributes A 0 , A 1 , B 0 , and B 1 are closely correlated to their latent parents. In contrast, Irrelevant and Correlated are almost independent of their parents (notice the difference in edge widths in Fig. 5 ). This is interesting as both models correctly pick the four relevant attributes to the target concept.
We further studied the meanings of the latent variables and obtained more appealing findings. The latent variable Y t in M t takes two values. Therefore, Y t represents a soft partition over the instances in the true class into two groups, each group corresponding to one value of Y t . We refer to those groups as latent groups, and denote them by the corresponding values of Y t . The latent variables Y f 1 and Y f 2 in M f also take two values. Similarly, each latent variable represents a soft partition over the instances in the false class into two latent groups, while the two partitions are distinct from each other.
Our analysis in the next subsection will show that: Before diving into the details, we would like to point out that LTC successfully discovering the underlying concept and intra-class subgroups gives rise to its perfect classification result on the corral data (see Table 4 ). We argue that the capability of discovering such latent patterns is one reason why LTC achieves good classification accuracy.
Detailed analysis
To understand the characteristics of each latent group, we examine the conditional distribution of each attribute, i.e., P(X|Y = 1) and P(X|Y = 2) for all X ∈ {A 0 , A 1 , B 0 , B 1 } and Y ∈ {Y t , Y f 1 , Y f 2 }. Those distributions are plotted in Fig. 6 . The height of a bar indicates the corresponding probability value.
We start by the latent groups associated with Y t . In latent group Y t = 1, A 0 and A 1 always take value true, while B 0 and B 1 emerge at random. Clearly, this group of instances belong to class true because they satisfy A 0 ∧ A 1 . In contrast, in latent group Y t = 2, B 0 and B 1 always take value true, while A 0 and A 1 emerge at random. Clearly, this group corresponds to the concept B 0 ∧ B 1 .
We next examine the two latent variables in M f . It is clear that A 0 never occurs in latent group Y f 1 = 1, while A 1 never occurs in latent group Y f 1 = 2. Therefore, the two latent groups correspond to ¬A 0 and ¬A 1 , respectively. Y f 1 thus reveals the two cases when A 0 ∧ A 1 does not satisfy. Similarly, we find that B 0 never occurs in latent group Y f 2 = 1, while B 1 never occurs in latent group Y f 2 = 2. Therefore, the two latent groups correspond to ¬B 0 and ¬B 1 , respectively. Y f 2 thus reveals the two cases when B 0 ∧ B 1 does not satisfy. Consequently, Y f 1 and Y f 2 jointly represent the four cases when the target concept (A 0 ∧ A 1 ) ∨ (B 0 ∧ B 1 ) does not satisfy.
Conclusions and future work
We propose a novel generative classifier, namely latent tree classifier. It builds upon the powerful yet compact representation of latent tree models, and respects the inter-class heterogeneity of the relationships among attributes. We empirically show that LTC compares favorably to NB, TAN, AODE, BAN, and C4.5 in classification accuracy. Although making prediction with LTC is slower than NB and TAN, it is as efficient as AODE and fast enough for real-world applications. We also show that LTC is superior to latent class classifier.
We demonstrate that the learned LTC can reveal underlying concepts and discover interesting subgroups within each class. As far as we know, the second feature is unique to our method. We argue that the capability of discovering such latent patterns is one reason why LTC achieves good classification performance.
We used a hill-climbing algorithm, EAST, to learn LTC. As we have shown in the experiments, EAST can be time consuming, especially for large data sets. Therefore, LTC is currently most suitable for applications which allow a long offline training phase but demand good online classification performance. On the other hand, we believe that the promising results presented in this paper warrant future research on fast learning algorithms for LTC.
Besides classification, we are also investigating the usefulness of LTM in other supervised learning problems. One ongoing research on the ranking problem. LTC can approximate the true distribution underlying data well. Therefore, we expect it to provide accurate estimation to the class posterior distribution which can be used for ranking test data. One potential application is direct marketing. Given the purchasing history of a set of customers, the task is to rank a set of new customers so that who will buy a particular product appear before who will not. Future promotions will then be send to the customers in top deciles to maximize profits. We have obtained some promising results in such applications, e.g., CoIL Challenge 2000 [35] . We also believe that LTC can help marketing people discover interesting subgroups among the population.
