Stochastic maximum principle for SPDEs with delay by Guatteri, Giuseppina et al.
ar
X
iv
:1
60
3.
07
25
1v
1 
 [m
ath
.PR
]  
23
 M
ar 
20
16
STOCHASTIC MAXIMUM PRINCIPLE FOR SPDES WITH DELAY
GIUSEPPINA GUATTERI, FEDERICA MASIERO, AND CARLO ORRIERI
Abstract. In this paper we develop necessary conditions for optimality, in the form of the Pontrya-
gin maximum principle, for the optimal control problem of a class of infinite dimensional evolution
equations with delay in the state. In the cost functional we allow the final cost to depend on the
history of the state. To treat such kind of cost functionals we introduce a new form of anticipated
backward stochastic differential equations which plays the role of dual equation associated to the
control problem.
1. Introduction
In this paper we study the stochastic maximum principle (SMP) for controlled stochastic partial
differential equations with delay in the state. Maximum principle for evolution equations have been
proved in [12], see also the recent papers [6], [7], [4], and [9] for the Banach space case. For what
concerns maximum principle for delay equations, after the introduction of the anticipated backward
stochastic differential equations (ABSDEs) in the paper [18], a wide literature have developed. We
mention, among others, [1] where a problem with pointwise delay in the state and in the control
is studied, [17] where a controlled state equation driven by a Brownian motion and by a Poisson
random measure is taken into account, [2] where the linear quadratic case is considered.
In [15] the authors study the stochastic maximum principle for delay evolution equations: the
state equation is for some aspects more general than ours, on the contrary, as in the whole recent
literature cited above, the final cost does not depend on the past: in view of applications this is a
strong restriction.
In the present paper we study the stochastic maximum principle for stochastic control problems
where the state equation is an evolution with delay in the state and where in the cost functional
associated we allow dependence on the past trajectory also in the final cost; we formulate the
maximum principle by means of an adjoint equation which turns out to be an ABSDE of a new
form.
As we just said the recent literature based on ABSDEs does not take into account the case when
the final cost depends on the past trajectory of the state. As far as we know, such a general cost is
studied only in [14] for finite dimensional systems, where the adjoint equation is solved directly by
the authors, without using the theory of ABSDEs. Towards [14], the novelty of the present paper
is that we are able to treat infinite dimensional stochastic control problems.
We also mention that stochastic control problems with delay in the state can also be treated
by the dynamic programming principle and the solution of the related Hamilton-Jacobi-Bellmann
equation, as it can be done for problems without delay. For stochastic control problems with
delay this approach is carried out in [8] in the finite dimensional case and in [20] in the infinite
dimensional case. Both in these two cases the problem is not reformulated in a product space given
by the present times the past trajectory, but it is directly addressed, as we propose here formulating
the stochastic maximum principle by means of an ABSDE.
Comparing the two approaches, we notice that by the stochastic maximum principle we are able to
treat state equations (see (3) below) more general than the state equations treated in [8] and [20]:
in the aforementioned papers the state equation has to satisfy the structure condition, meaning that
the control affects the system only through the noise. Nevertheless, by the Pontryagin stochastic
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maximum principle we can only give necessary conditions for optimality for a state equation like
(3). On the other side in [8] and in [20], the authors arrive at more general results, being able to
characterize the value functions and the feedback law of the optimal controls.
Before going into details of the matter of the paper, let us present a concrete case we can deal
with. Consider a controlled stochastic heat equation in one dimension, with Neumann boundary
conditions, and with delay in the state:

∂y
∂t
(t, ξ) = ∆y(t, ξ) +
∫ 0
−d
f˜(t, y(t+ θ, ξ), u(t, ξ))µf (dθ)dt+ g˜(t, ξ)W˙ (t, ξ), t ∈ [0, T ], ξ ∈ [0, 1],
y(θ, ξ) = x(θ, ξ), θ ∈ [−d, 0]
∂
∂ξ
y(t, ξ) = 0, ξ = 0, 1, t ∈ [0, T ].
(1)
Here W˙ (t, ξ) is a space time white noise and u : Ω× [0, T ]× [0, 1] → R is a control process such that
u ∈ L2(Ω × [0, T ], L2([0, 1])). The maximum delay is given by d > 0 and µf is a regular measure
on the interval [−d, 0]. The dependence on the past is given in the drift by∫ 0
−d
f˜(t, y(t+ θ, ξ), u(t, ξ))µf (dθ),
so it is of integral type, but with respect to a general regular measure µf . The objective is to
minimize a cost functional of the form
J(u(·)) = E
∫ T
0
∫ 0
−d
∫ 1
0
l˜(t, ξ, y(t+ θ), u(t, ξ))dξµl(dθ)dt+ E
∫ T
T−d
∫ 1
0
h˜(y(θ, ξ))dξµh(dθ), (2)
where µl and µh are regular measures on [−d, 0] and [T − d, T ], respectively.
Equation (1) can be reformulated as an evolution equation in the Hilbert space H = L2([0, 1]), see
Section 2.2 for more details, and it will be of the form of the following abstract evolution equation
we study in the paper.
Namely in a real and separable Hilbert space H we consider the following controlled state equa-
tion: 
dX(t) =
[
AX(t) +
∫ 0
−d
f(t,X(t+ θ), u(t))µf (dθ)
]
dt+ g(t)dW (t),
X0(θ) = x(θ), θ ∈ [−d, 0].
(3)
We assume that A is the generator of a strongly continuous semigroup in H, W is a cylindrical
Wiener process in another real and separable Hilbert space K and f : [0, T ] × H × U → H is a
Lipschitz continuous map with respect to the state X, uniformly with respect to the control u. We
refer to Section 2.2 for concrete examples of stochastic partial differential equations we can treat.
The control problem associated to (3) is to minimize the cost functional
J(u(·)) = E
∫ T
0
∫ 0
−d
l(t,X(t+ θ), u(t))µl(dθ)dt+ E
∫ T
T−d
h(X(θ))µh(dθ). (4)
Both in the state equation and in the cost functional the dependence on the past trajectory is
forced to be of integral type with respect to a general regular measure. The novelty of introducing
the dependence on the past trajectory in the final cost leads to an additional term in the adjoint
equation, namely the adjoint equation, in its mild formulation, is given by
p(t) =
∫ T
t∨(T−d)
S (s− t)′Dxh(X(s))µh(ds)
+
∫ T
t
S(s− t)′ EFs
∫ 0
−d
Dxf(s,X(s), u(s − θ))
′p(s− θ)µf (dθ) ds
+
∫ T
t
S(s− t)′ EFs
∫ 0
−d
Dxl(s,X(s + θ), u(s))µl(dθ)ds−
∫ T
t
S(t− s)′q(s) dW (s),
p(T − θ) = 0, q(T − θ) = 0, a.e. θ ∈ [−d, 0), P− a.s..
(5)
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If we consider a general regular measure µh, not necessarily absolute continuous with respect to
the Lebesgue measure, the differential form of equation (5) does not make sense, since the term
d
dt
[∫ T
t∨(T−d)
S (s− t)′Dxh(X(s))µh(ds)
]
is not well defined, while the integral form (5) makes sense: this allows to give the notion of mild
solution also in this case. In order to be able to work with differentials, we will consider an ABSDE
where µh is approximated by a sequence of regular measures (µ
n
h)n≥1 absolute continuous with
respect to the Lebesgue measure on [T − d, T ], so that once we have also applied the resolvent
operator of A, the differential form of this approximating ABSDE makes sense. Having in hands
these tools, we are able to state necessary conditions for the optimality: if (X¯, u¯) is an optimal pair
for the control problem, given a pair of processes
(p, q) ∈ L2F (Ω× [0, T + d];H)× L
2
F (Ω × [0, T + d];L2(K;H))
which are solution to the ABSDE (5), the following variational inequality holds
〈
∂
∂u
H(t, X¯t, u¯(t), p(t)), w − u¯(t)〉 ≥ 0.
Here H : [0, T ] × C([−d, 0],H) × U ×H → R is the so called Hamiltonian function and it is given
by
H(t, x, u, p) = 〈F (t, x, u), p〉H + L(t, x, u), (6)
where F : C([−d, 0],H) × U → H and L : [0, T ] × C([−d, 0],H) × U → H are defined by
F (x, u) :=
∫ 0
−d
f(x(θ), u)µf (dθ), L(t, x, u) :=
∫ 0
−d
l(t, x(θ), u)µl(dθ).
The paper is organized as follows. In Section 2 we present the problem and state our assumptions.
Moreover we give some examples of models we can treat with our techniques. Section 3 is devoted to
the study of the state equation and of the related first variation process. In Section 4 we introduce
the new form of ABSDE which is the essential tool we need to formulate the stochastic maximum
principle, and finally in Section 5 we state and prove the stochastic maximum principle.
2. Assumptions and preliminaries
Throughout the paper, we denote by H and K two real and separable Hilbert spaces with inner
product 〈·, ·〉H and 〈·, ·〉K respectively (if no confusion is possible we will use 〈·, ·〉). We denote by
L(K;H) and L2(K;H) the space of linear bounded operators and the Hilbert space of Hilbert-
Schmidt operators from K to H, respectively.
Let (Ω,F ,P) be a complete probability space and let W (t) be a cylindrical Wiener process with
values in K. We endow (Ω,F ,P) with the natural filtration (Ft)t≥0 generated byW and augmented
in the usual way with the family of P-null sets of F . For any p ≥ 1 and T > 0 we define
• LpF (Ω × [0, T ];H), the set of all (Ft)t≥0-progressively measurable processes with values in
H such that
‖X‖Lp
F
(Ω×[0,T ];H) =
(
E
∫ T
0
|X(t)|pHdt
)1/p
<∞;
• LpF (Ω;C([0, T ];H)), the set of all (Ft)t≥0-progressively measurable processes with values in
H such that
‖X‖Lp
F
(Ω;C([0,T ];H)) =
(
E sup
t∈[0,T ]
|X(t)|pH
)1/p
<∞.
2.1. Formulation of the control problem. Let U be another separable Hilbert space and we
denote by Uc a convex non empty subspace of U . By admissible control we mean a (Ft)t≥0-
progressively measurable process with values in Uc such that
E
∫ T
0
|u(t)|2Udt <∞. (7)
We denote by Uad the space of admissible controls. The present paper is concerned with the study
of the following controlled evolution equation with delay in H
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
dX(t) =
[
AX(t) +
∫ 0
−d
f(t,Xt(θ), u(t))µf (dθ)
]
dt+ g(t)dW (t),
X0 = x(θ), θ ∈ [−d, 0]
(8)
where µf is a regular measure on [−d, 0] with finite total variation, see e.g. [5], paragraph 9.9.
Moreover f : [0, T ] ×H × U → H, g : [0, T ] → L(K;H) and x(·) is a given path. By Xt we mean
the past trajectory up to time t− d, namely
Xt(θ) = X(t+ θ), θ ∈ [−d, 0]. (9)
Let us denote by E := C([−d, 0],H) the space of continuous functions from [−d, 0] to H, endowed
with the supremum norm. It turns out that there exists a continuous solution to (8), so we can
define an E-valued process X = (Xt)t∈[0,T ] by formula (9).
Associated to the controlled state equation (8) we consider a cost functional of the following
form:
J(u(·)) = E
∫ T
0
∫ 0
−d
l(t,Xt(θ), u(t))µl(dθ)dt+ E
∫ T
T−d
h(X(θ))µh(dθ), (10)
where we stress the fact that the final cost depends on the history of the process. Here l : [0, T ]×
H × U → R, h : H → R and µl, µh are real valued regular measures.
The goal is to minimize the cost functional overall admissible controls. We say that a control u¯
is optimal if
J(u¯) = inf
u(·)∈U
J(u(·)). (11)
Example 1. Here we give some examples of measures µf and µl we can treat.
• Linear combinations of Dirac functions, that is there exist k1, ..., kn ∈ [−d, 0] such that for
every A ∈ B([−d, 0])
µ(A) :=
n∑
i=1
αiδki(A), ki ∈ [−d, 0], i = 1, ..., n.
• Discrete measures with infinite support, as an example we mention the probability measure
on [−d, 0] given by
µ(A) :=
∞∑
i=1
2−iδki(A), ki =
−d
i
, i ≥ 1.
• Measures which are absolute continuous with respect to the Lebesgue measure on [−d, 0],
that is there exists w ∈ L1([−d, 0]) such that
µ(A) =
∫ 0
−d
w(θ)dθ
If in the previous points we replace [−d, 0] with [T − d, T ] we obtain examples of measures µh we
can treat.
We notice that if the measure µh associated to the final cost is the sum of a measure which is
absolutely continuous with respect to the Lebesgue measure in [T − d, T ] and of the dirac measure
at T , that is
µh(A) =
∫
A
w(θ)dθ + δT (A),
then the cost (10) can be rewritten as
J(u(·)) = E
∫ T
0
∫ 0
−d
l(t,Xt(θ), u(t))µl(dθ)dt+ E
∫ T
T−d
h(X(θ))w(θ)dθ + Eh(X(T ))
= E
∫ T
0
[∫ 0
−d
l(t,Xt(θ), u(t))µl(dθ) + 1[T−d,T ](t)h(X(t))w(t)
]
dt+ Eh(X(T )).
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So in this case the cost can be transformed into a new running cost and a “standard” final cost not
depending on the past. The adjoint equation turns out to be a “standard” ABSDE
p(t) =
∫ T
t∨(T−d)
Dxh(X(s))w(s)ds
+
∫ T
t
S(s− t)′ EFs
∫ 0
−d
Dxf(s− θ,X(s), u(s − θ))
′p(s− θ)µf (dθ) ds
+
∫ T
t
S(s− t)′ EFs
∫ 0
−d
Dxl(s,X(s+ θ), u(s))µl(dθ)ds−
∫ T
t
S(t− s)′q(s) dW (s),
p(T ) = Dxh(X(T )), p(T − θ) = 0, q(T − θ) = 0, a.e. θ ∈ [−d, 0), P− a.s.
This equation can be also written in differential form as
− dp(t) = A′p(t)dt+ 1(T−d,T )(t)Dxh(X(t))w(t)dt + E
Ft
∫ 0
−d
Dxl(X(t+ θ), u(t))µl(dθ)dt
+ EFt
∫ 0
−d
Dxf(X(t), u(t− θ))
′p(t− θ)µf (dθ) dt− q(t) dW (t),
p(T ) = Dxh(X(T )), p(T − θ) = 0, q(T − θ) = 0, a.e. θ ∈ [−d, 0), P a.s.
This case is a special and simpler case towards the very general final cost we can treat, and for
which we are not able to write directly the adjoint equation in differential form.
Remark 1. We notice that with the approach we present in this paper we can treat costs which are
well defined in the space of continuous functions E = C([−d, 0],H) but not in the space of square
integrable functions L2([−d, 0],H), this is the case if the final cost is defined by means of a measure
µh given e.g. by
µh(A) :=
∞∑
i=1
2−iδki(A), ki = T −
d
i
, i ≥ 1, A ∈ B([T − d, T ]).
Therefore, the direct approach we propose allows to treat more general functions than the one based
on the reformulation of the problem in the product space H×L2([−d, 0],H), which follows the lines
of what is done for finite dimensional control problems, see e.g. [3] and references therein.
We now state our assumptions on the coefficients of equation (8). In the following, given three
real and separable Hilbert spaces H1, H2 and H3, we denote by G
1(H1,H2) the class of mappings
F : H1 → H2 such that F is continuous, Gaˆteaux differentiable on H1 and DF : H1 → L(H1,H2) is
strongly continuous. If H2 = R, we write G
1(H1) for G
1(H1,R). We denote by G
0,1([0, T ]×H1,H2)
the class of continuous functions, which are Gaˆteaux differentiable with respect to x ∈ H1, and
such that DxF : [0, T ]×H1 → H2 is strongly continuous. We also use the immediate generalization
to the class G0,1,1([0, T ]×H1×H3,H2) We refer to [10], Section 2.2, for more details on the classes
G1 and G0,1.
Hypothesis 1. On the coefficients of the controlled state equation we assume that
(H0) the measures µf and µl are finite regular measures on [−d, 0] and µh is a finite regular
measure on [T − d, T ];
(H1) the operator A : D(A) ⊂ H → H is the infinitesimal generator of a C0-semigroup S(t) in
H and there exist M > 0, ω > 0 such that
|S(t)|L(H) ≤Me
ωt;
(H2) the map f : [0, T ] ×H × U → H is measurable, continuous with respect to x and u, and it
is Lipschitz continuous with respect to x, uniformly with respect to t ∈ [0, T ] and to u ∈ Uc:
∀x, y ∈ H there exists C1 > 0 such that
|f(t, x, u)− f(t, y, u)| ≤ C1|x− y|, t ∈ [0, T ], u ∈ Uc;
and moreover for all u ∈ Uc, ∀x ∈ H we assume that
|f(t, x, u)| ≤ C1 (1 + |x|+ |u|) , t ∈ [0, T ], u ∈ Uc;
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(H3) the map f is Gaˆteaux differentiable in x and u, moreover f ∈ G0,1,1([0, T ] × H × Uc,H),
and due to the Lipschitz property of f with respect to x we get that Dxf is bounded,
‖Dxf(t, x, u)‖L(H) ≤ C1, ∀ t ∈ [0, T ], x ∈ H, u ∈ Uc,
moreover we assume that there exists a constant C2 > 0 such that
‖Duf(t, x, u)‖L(U ;H) ≤ C2, ∀ t ∈ [0, T ], x ∈ H, u ∈ Uc;
(H4) the map g : [0, T ] → L(K,H) is such that ∀ k ∈ K the map gk : [0, T ] → H is measurable;
for every s > 0, t ∈ [0, T ] esAg(t) ∈ L2(K,H) and the following estimate holds true
|esAg(t)|L2(K,H) ≤ Cs
−γ,
for some constant C > 0 and 0 ≤ γ <
1
2
.
(H5) the map l : [0, T ]×H ×U → R belongs to G0,1,1([0, T ]×H ×Uc) and there exists j > 0 and
a constant C3 > 0 such that
|Dxl(t, x, u)|H + |Dul(t, x, u)|U ≤ C3(1 + |x|
j
H + |u|U );
(H6) the map h : H → R belongs to G1(H) and there exists k > 0 and a constant C4 > 0 such
that
|Dxh(x)|H ≤ C4(1 + |x|
k
H)
In the next Section we collect some results on existence and uniqueness of a solution to equation
(8) and on its regular dependence on the initial condition.
Now we notice that the drift of the state equation (8) can be also rewritten as a linear functional
in E, and this linear functional enjoys some regularity inherited by Hypothesis 1 on the coefficients.
Remark 2. Associated to the coefficient f of the state equation (8), we can define a map F :
[0, T ] × E × U → H defined by, ∀ t ∈ [0, T ], x ∈ E, u ∈ U ,
F (t, x, u) :=
∫ 0
−d
f(t, x(θ), u)µf (dθ). (12)
The state equation can be rewritten as{
dX(t) = [AX(t) + F (t,Xt, u(t))] dt+ g(t)dW (t),
X(0) = x(θ), θ ∈ [−d, 0]
(13)
The same can be done for the cost functional: we can define two maps L : [0, T ]×E ×U → R and
H : E → R defined by, ∀ t ∈ [0, T ], x ∈ E, u ∈ U ,
L(t, x, u) :=
∫ 0
−d
l(t, x(θ), u)µl(dθ), H(x) :=
∫ T
T−d
h(x(θ))µh(dθ) =
∫ 0
−d
h(x(θ))µTh (dθ), (14)
where in the last passage we have defined µTh as the measure on [−d, 0] given by
µTh (A) := µh(A+ T ), ∀A ∈ B([−d, 0]).
The cost functional can be rewritten as
J(u(·)) = E
∫ T
0
L(t,Xt, u(t))dt+ EH(XT ). (15)
In the following Lemma we show that, under Hypothesis 1 on f, l, h, the maps F, L, H defined
in (12) and in (14) satisfy continuity and differentiability property with respect to the trajectory,
which belongs to the space E.
Lemma 1. Let Hypothesis 1 holds true and let F be defined by (12) and L, H be defined by
(14). Then F, L, H turn out to be continuous mappings, moreover F ∈ G0,1,1([0, T ] × E × Uc,H),
L ∈ G0,1,1([0, T ] × E × Uc) and H ∈ G
1(E)
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Proof. Let us briefly show, for the reader’s convenience, one of the previous implications. Suppose
that f satisfies Hypothesis 1, then the map F (t, x, u) :=
∫ 0
−d
f(t, x(θ), u)µf (dθ) is Gateaux differ-
entiable as functions of x, that is as a function from E := C([−d, 0],H) to H. Indeed, if h ∈ E we
have
DxF (t, x, u)[h] := lim
ε→0
F (t, x+ εh, u) − F (t, x, u)
ε
=
1
ε
∫ 0
−d
[f(t, x(θ) + εh(θ), u) − f(t, x(θ), u)]µf (dθ)
=
∫ 0
−d
Dxf(t, x(θ), u)h(θ)µf (dθ) = 〈Dxf(t, x, u)µf , h〉E′,E
(16)
where we used the Gateaux differentiability of the map f . In particular, ‖DF (t, x, u)‖L(E,H) ≤ C.
The other claims follow in the same way. 
2.2. Some controlled equations we can treat. We present here some equations with delay
that we can treat with our techniques.
A first class of models include reaction diffusion equations, such as the stochastic heat equation
with Neumann boundary conditions (1), already mentioned in the Introduction.
Here we present a controlled stochastic heat equation in one dimension, with Dirichlet boundary
conditions, and with delay in the state:

∂y
∂t
(t, ξ) = ∆y(t, ξ) +
∫ 0
−d
f˜(ξ, y(t+ θ, ξ), u(t, ξ))µf (dθ)dt+ g˜(t, ξ)W˙ (t, ξ), t ∈ [0, T ], ξ ∈ [0, 1],
y(θ, ξ) = x(θ, ξ), θ ∈ [−d, 0],
y(t, ξ) = 0, ξ = 0, 1, t ∈ [0, T ].
(17)
The process W˙ (t, ξ) is a space time white noise and u : Ω× [0, T ]× [0, 1]→ R is the control process
such that u ∈ L2(Ω × [0, T ], L2([0, 1])). The maximum delay is given by d > 0 and µf is a regular
measure on the interval [−d, 0]. The cost functional we can study is given by
J(u(·)) = E
∫ T
0
∫ 0
−d
∫ 1
0
l˜(t, ξ, y(t+ θ, ξ), u(t, ξ))dξµl(dθ)dt+E
∫ T
T−d
∫ 1
0
h˜(y(θ, ξ), ξ)dξµh(dθ). (18)
The measure µl is a regular measure on [−d, 0], and µh is a regular measure on [T − d, T ].
In abstract reformulation equation (17) is an evolution equation in the Hilbert space L2([0, 1]) and
the space of controls U is itself given by H = L2([0, 1]): equation (17) can be rewritten as
dX(t) =
[
AX(t) +
∫ 0
−d
f(t, (X(t+ θ), u(t))µf (dθ)
]
dt+ g(t)dW (t),
X0(θ) = x(θ), θ ∈ [−d, 0],
(19)
where X(t)(ξ) := y(t, ξ), A is the Laplace operator with Dirichlet boundary conditions, f is the
Nemytskii operator associated to f˜ , and g is the multiplicative operator associated to g˜ by
(g(t)z)(ξ) := g˜(t, ξ)z(ξ), for a.e. ξ ∈ [0, 1], ∀ z ∈ L2([0, 1]).
The process W is a cylindrical Wiener process in L2([0, 1]). In abstract reformulation the cost
functional can be rewritten as
J(u(·)) = E
∫ T
0
∫ 0
−d
l(t,X(t+ θ), u(t))µl(dθ)dt+ E
∫ T
T−d
h(X(θ))µh(dθ) (20)
where
l(t,X(t+ θ), u(t)) =
∫ 1
0
l˜(t, ξ,X(t + θ)(ξ), u(t, ξ))dξ, and h(X(θ)) =
∫ 1
0
h˜(y(θ, ξ), ξ)dξ.
We now make some assumptions on the coefficients and on the cost functional so that Hypothesis
1 is satisfied.
Hypothesis 2. The functions f˜ , g˜, l˜ and h˜ are all measurable and real valued. Moreover
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(1) f˜ is defined on [0, 1] × R× R and there exists a constant L > 0 such that∣∣∣f˜ (ξ, x, u)− f˜ (ξ, y, u)∣∣∣ ≤ L |x− y| ,
for almost all ξ ∈ [0, 1], for all x, y ∈ R and u ∈ U . Moreover for almost all ξ ∈ [0, 1],
∀u ∈ R, f˜ (ξ, ·, u) ∈ C1b (R) and ∀x ∈ R, f˜ (ξ, x, ·) ∈ C
1
b (R);
(2) g˜ is defined on [0, 1] × [0, T ] and there exist a constants K > 0 such that for almost all
ξ ∈ [0, 1] and for t ∈ [0, T ]
|g˜ (ξ, t)| ≤ K;
(3) l˜ : [0, T ] × [0, 1] × R × R → R is measurable and for a.a. t ∈ [0, T ] , ξ ∈ [0, 1] , the map
l˜ (τ, ξ, ·, ·) : R× R→ R is continuous. There exists c1 square integrable on [0, 1] such that∣∣∣l˜ (t, ξ, x, u) − l˜ (t, ξ, y, u)∣∣∣ ≤ c1 (ξ) |x− y| ,
for ξ ∈ [0, 1], x, y ∈ R, t ∈ [0, T ], and u ∈ R. Moreover
∣∣∣l˜ (t, ξ, x, u)∣∣∣ ≤ c2 (ξ) , with
c2 integrable on [0, 1]. In addition, for a.a. ξ ∈ [0, 1] and t ∈ [0, T ], and for x, u ∈ R
l˜(t, ξ, ·, u) ∈ C1b (R) and l˜(t, ξ, x, ·) ∈ C
1
b (R).
(4) h˜ is defined on R× [0, 1]×R and h˜ (·, ξ) is uniformly continuous, uniformly with respect to
ξ ∈ [0, 1]; moreover
∣∣∣h˜ (x, ξ)∣∣∣ ≤ c3 (ξ) , with c3 integrable on [0, 1];
(5) x0 ∈ L
2 ([0, 1]).
It is immediate to see that if Hypothesis 2 holds true for the coefficients f˜ , g˜, l˜ and h˜, then f ,
g, l and h satisfy Hypothesis 1.
Another class of systems we can treat is given by controlled stochastic wave equations: we
consider, for 0 ≤ t ≤ T and ξ ∈ [0, 1], the following wave equation:

∂2
∂t2
y (t, ξ) = ∂
2
∂ξ2
y (t, ξ) +
∫ 0
−d
f˜ (ξ, y(t+ θ, ξ), u (t, ξ))µf (dθ) + W˙ (t, ξ)
y (t, 0) = y (t, 1) = 0,
y (0, ξ) = x0 (ξ) ,
∂y
∂t (t, ξ) |t=0= x1 (ξ) ,
(21)
where W˙t (ξ) is a space-time white noise on [0, T ]×[0, 1] and u is the control process in L
2(Ω×[0, T ],
L2 (0, 1)). The cost functional we are interested in is the following
J (x0, x1, u) = E
∫ T
0
∫ 0
−d
∫ 1
0
l˜ (t, ξ, y (t+ θ, ξ) , u (t, ξ)) dξµl(dθ)dt
+ E
∫ T
T−d
∫ 1
0
h˜ (ξ, y (θ, ξ))µh(dθ)dξ.
(22)
The measures µf and µl are regular measures on [−d, 0], and µh is a regular measure on [T − d, T ].
On the drift f˜ and on the costs l˜ and h˜ we make the following assumptions:
Hypothesis 3. The functions f˜ , g˜, l˜ and h˜ are all measurable and real valued. Moreover
(1) f˜ is defined on [0, 1]×R×R and there exists a constant C > 0 such that, for a.a. ξ ∈ [0, 1],
∀x, y, u ∈ R ∣∣∣f˜ (ξ, x, u)− f˜ (ξ, y, u)∣∣∣ ≤ C |x− y| .
Moreover for almost all ξ ∈ [0, 1], for all x, y ∈ R, f (ξ, ·, u) ∈ C1b (R) and f (ξ, x, ·) ∈ C
1
b (R).
(2) l˜ : [0, T ]× [0, 1]×R×R→ R is such that for a.a. t ∈ [0, T ] , ξ ∈ [0, 1] , the map l˜ (τ, ξ, ·, ·) :
R× R→ R is continuous. There exists c1 square integrable on [0, 1] such that∣∣∣l˜ (t, ξ, x, u) − l˜ (t, ξ, y, u)∣∣∣ ≤ c1 (ξ) |x− y| ,
for ξ ∈ [0, 1], x, y ∈ R, t ∈ [0, T ] and u ∈ R. There exists c2 integrable on [0, 1] such
that
∣∣∣l˜ (t, ξ, x, u)∣∣∣ ≤ c2 (ξ). Moreover for a.a. ξ ∈ [0, 1] and t ∈ [0, T ], and for x, u ∈ R
l˜(t, ξ, ·, u) ∈ C1b (R) and l˜(t, ξ, x, ·) ∈ C
1
b (R).
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(3) h˜ is defined on R× [0, 1]×R and h˜ (·, ξ) is uniformly continuous, uniformly with respect to
ξ ∈ [0, 1]; moreover
∣∣∣h˜ (x, ξ)∣∣∣ ≤ c3 (ξ) , with c3 integrable on [0, 1] and for almost all ξ ∈ [0, 1]
h˜(·, ξ) ∈ C1b (R);
(4) x0, x1 ∈ L
2 ([0, 1]).
We want to write equation (21) in an abstract form. We denote by Λ the Laplace operator with
Drichlet boundatry conditions and we introduce the Hilbert space
H = L2 ([0, 1])⊕D
(
Λ−
1
2
)
= L2 ([0, 1])⊕H−1 ([0, 1]) .
On H we define the operator A by
D (A) = H10 ([0, 1])⊕ L
2 ([0, 1]) , A
(
y
z
)
=
(
0 I
−Λ 0
)(
y
z
)
, for every
(
y
z
)
∈ D (A) .
We also set f : H × L2([0, 1]) → L2([0, 1]) given by
f
((
y
z
)
, u
)
(ξ) := f˜(ξ, y(ξ), u(ξ)), for all
(
y
z
)
∈ H, ξ ∈ [0, 1],
and g : L2 ([0, 1]) −→ H with
gu =
(
0
u
)
=
(
0
I
)
u,
for all u ∈ L2([0, 1]).
Equation (21) can be rewritten in an abstract way as an equation in H of the following form:{
dX(t) = AX(t)dt+ g
∫ 0
−d f((X(t+ θ), u(t)) dt+ gdWt, t ∈ [0, T ]
X0 = x.
(23)
The cost functional (22)
J(u(·)) = E
∫ T
0
∫ 0
−d
l(t,X(t+ θ), u(t))µl(dθ)dt+ E
∫ T
T−d
h(X(θ))µh(dθ) (24)
where
l(t,X(t + θ), u(t)) =
∫ 1
0
l˜(t, ξ,X1(t+ θ, ξ), u(t, ξ))dξ, and h(X(θ)) =
∫ 1
0
h˜(X1(θ, ξ), ξ)dξ.
where X1,X2 are the first and the second component of an element X ∈ H, namely X =
(
X1
X2
)
.
It is immediate to see that if Hypothesis 3 holds true for the coefficients f˜ , g˜, l˜ and h˜, then f , g, l
and h satisfy Hypothesis 1.
We notice that, since in its abstract formulation equation (21) reads as (23), it satisfies the
structure condition, and so the control problem could be treated by solving the associated Hamilton
Jacobi Bellmann equation, as in [20]. With our techniques we can treat equations more general
than equation (21), for example with a diffusion term g˜ : [0, 1]→ R not invertible.
3. Analysis of the state equation
In this Section we study the state equation (8) and its behaviour with respect to a convex
perturbation of the optimal control. Here and in the following, for the sake of brevity, we consider
a drift f and a current cost l which do not depend on time. A mild solution to equation (8) is an
Ft-progressively measurable process, satisfying P-a.s., for t ∈ [0, T ] the integral equation
X(t) = S(t)x(0) +
∫ t
0
S(t− s)
∫ 0
−d
f(Xs(θ), u(s))µf (dθ)ds +
∫ t
0
S(t− s)g(s)dW (s). (25)
We refer e.g. to [3] for the basic properties of mild solution of evolution equations. In the following
Proposition we prove existence of a mild solution for equation (8), for every admissible control u,
and we show that this mild solution has smooth dependence with respect to the initial condition.
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Proposition 1. Let Hypothesis 1, points H0, H1, H2, H4, holds true. Then there exists a unique
mild solution X to equation (8) and for every p ≥ 1 there exists a constant c > 0 such that
E sup
t∈[−d,T ]
|X(t)|pH ≤ c(1 + |x|)
p
C([−d,0];H). (26)
Proof. This result is collected in [20], Theorem 3.2. In [20] no proof is given, referring to [10], where
the case of H-valued stochastic evolution equations without delay is considered.
The proof follows by techniques in [10] and in [16], we just give a sketch. We introduce the map
Γ : LpF (Ω, C([0, T ], E)) 7→ L
p
F (Ω, C([0, T ], E))
defined by, ∀θ ∈ [−d, 0],
(Γ(Y )t) (θ) := Γ˜(Y )t+θ, (27)
where for all s ∈ [−d, T ], we define Γ˜s : L
p
F (Ω, C([0, T ],H)) 7→ L
p
F (Ω, C([0, T ],H)) as
Γ˜(Y )s = x(s), s ∈ [−d, 0], (28)
Γ˜(Y )s = S(s)x(0) +
∫ s
0
S(s − r)
∫ 0
−d
f(Y (r + θ), u(r))µf (dθ)dr
+
∫ t
0
S(s− r)g(r)dW (r), s ∈ [0, T ].
It turns out that Γ is well defined from LpF (Ω, C([0, T ], E)) to L
p
F (Ω, C([0, T ], E)) and it is a
contraction: to this aim it suffices to notice that
E sup
t∈[−d,T ]
|X(t)|p = E sup
t∈[0,T ]
‖Xt‖
p
E
and to apply arguments in [10], Propositions 3.2 and 3.3. The crucial point is the fact that f is
Lipschitz continuous and the measure µf has finite total variation. 
Let (X¯(·), u¯(·)) be an optimal pair. For any w(·) ∈ Uad we can define the perturbed control
uρ(·) := u¯(·) + ρv(·) (29)
where v(·) = w(·) − u¯(·) and 0 ≤ ρ ≤ 1. The perturbed control uρ(·) is admissible due to the
convexity of the set Uc and the corresponding state is denoted by X
ρ.
Lemma 2. Under Hypothesis 1, points H0, H1, H2 and H4, the following holds
E supt∈[0,T ] |X
ρ(t)− X¯(t)|2H → 0, as ρ→ 0.
Proof. Let us write the equation satisfied by Xρ − X¯ in mild form
Xρ(t)− X¯(t) =
∫ t
0
S(t− s)
∫ 0
−d
[
f(Xρ(s+ θ), uρ(s))− f(X¯(s+ θ), u¯(s))
]
µf (dθ)ds. (30)
Then we have
|Xρ(t)− X¯(t)|2H ≤ C
∫ t
0
‖S(t− s)‖2L(H)
∫ 0
−d
|f(Xρ(s+ θ), uρ(s))− f(X¯(s+ θ), u¯(s))|2H |µf |(dθ)ds
≤ C
∫ t
0
‖S(t− s)‖2L(H)
∫ 0
−d
|f(Xρ(s+ θ), uρ(s))− f(X¯(s+ θ), uρ(s))|2H |µf |(dθ)ds
+ C
∫ t
0
‖S(t− s)‖2L(H)
∫ 0
−d
|f(X¯(s+ θ), uρ(s))− f(X¯(s + θ), u¯(s))|2H |µf |(dθ)ds.
Thanks to Hypotheses H1, H2 and the finiteness of the total variation measure |µf |, taking the
supremum in t ∈ [0, T ] we obtain
|Xρ(t)− X¯(t)|2H ≤ K
∫ t
0
sup
r∈[0,s]
|Xρ(r)− X¯(r)|2Hds + ν
ρ(t)
≤ K
∫ T
0
sup
r∈[0,s]
|Xρ(r)− X¯(r)|2Hds+ ν
ρ(T )
(31)
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where K depends only on T and we denoted by νρ(t) the quantity
νρ(T ) :=
∫ T
0
∫ 0
−d
|f(X¯(s+ θ), uρ(s))− f(X¯(s+ θ), u¯(s))|2H |µf |(dθ)ds.
Let us notice that, by H2, by estimates (26), and the definition of uρ in (29), we can apply the
Dominated Convergence Theorem. By the continuity of the map f with respect to u, we get
νρ(t)→ 0 if ρ→ 0. Now we can take the supremum over the entire interval [0, T ] to obtain
sup
t∈[0,T ]
|Xρ(t)− X¯(t)|2H ≤ K
∫ T
0
sup
t∈[0,s]
|Xρ(t)− X¯(t)|2Hds+ ν
ρ(T ).
Using the Gronwall Lemma we get
E sup
t∈[0,T ]
|Xρ(t)− X¯(t)|2H ≤ K˜E [ν
ρ(T )] , (32)
and letting ρ→ 0 we get the required result. 
Now we can introduce the first variation process Y (t), which satisfies the following equation

d
dtY (t) = AY (t) +
∫ 0
−d
Dxf(X(t+ θ), u(t))Y (t+ θ)µf (dθ) +
∫ 0
−d
Duf(X(t+ θ), u(t))µf (dθ)v(t)
Y0 = 0.
(33)
This equation is well-posed in a mild sense, as we show in the following
Proposition 2. Let Hypothesis 1 be in force. Then equation (33) admits a unique mild solution
solution, i.e. a progressive H-valued process Y ∈ L2F (Ω × [0, T ];H) such that for all t ∈ [0, T ],
P-a.s.
Y (t) =
∫ t
0
S(t− s)
∫ 0
−d
[Dxf(X(s+ θ), u(s))Y (s + θ) +Duf(X(s + θ), u(s))v(s)]µf (dθ)ds (34)
Proof. The proof follows like the one of Proposition 1, the equation here is linear and there is no
diffusion term. 
Once we have defined the the first variation process Y , we can write an expansion up to first
order of the perturbed trajectory of the state
Xρ(t) = X¯(t) + ρY (t) +Rρ(t), t ∈ [0, T ]. (35)
The aim is to show that the rest goes to zero in the right topology, i.e.
lim
ρ→0
1
ρ2
E sup
t∈[0,T ]
|Rρ(t)|2 = 0,
This is the content of the following
Lemma 3. Let Hypothesis 1, points H0, H1, H2, H3, H4, holds. Then the process X˜ρ defined as
X˜ρ(t) =
Xρ(t)− X¯(t)
ρ
− Y (t), (36)
satisfies the following
lim
ρ→0
E sup
t∈[0,T ]
|X˜ρ(t)|2 = 0. (37)
Proof. To lighten the notation, here we adopt the convention introduced in (9). The process X˜ρ
defined in (36) is the solution to the following integral equation
X˜ρ(t) =
∫ t
0
S(t− s)
1
ρ
∫ 0
−d
[
f(X¯s(θ) + ρYs(θ) + ρX˜
ρ
s (θ), u¯(s) + ρv(s)) − f(X¯s(θ), u¯(s))
]
µf (dθ)ds
−
∫ t
0
S(t− s)
∫ 0
−d
[
Dxf(X¯s(θ), u¯(s))Ys(θ) +Duf(X¯s(θ), u¯(s))v(s)
]
µf (dθ)ds
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with X˜ρ(0) = 0 as initial datum. Via standard computations we obtain
X˜ρ(t) =
∫ t
0
S(t− s)
∫ 1
0
∫ 0
−d
Dxf
(
X¯s(θ) + λρ(Ys(θ) + X˜
ρ
s (θ)), u¯(s)
)
X˜ρs (θ)µf (dθ)dλds
+
∫ t
0
S(t− s)
∫ 1
0
∫ 0
−d
[
Dxf
(
X¯s(θ) + λρ(Ys(θ) + X˜
ρ
s (θ)), u¯(s)
)
−Dxf(X¯s(θ), u¯(s))
]
Ys(θ)µf (dθ)dλds
+
∫ t
0
S(t− s)
∫ 1
0
∫ 0
−d
[
Duf
(
X¯s(θ) + λρ(Ys(θ) + X˜
ρ
s (θ)), u¯(s) + λρv(s)
)
−Duf(X¯s(θ), u¯(s))
]
v(s)µf (dθ)dλds,
so that
|X˜ρ(t)|2H ≤ K
∫ t
0
‖S(t− s)‖2L(H)
∣∣∣ ∫ 0
−d
X˜ρs (θ)µf (dθ)
∣∣∣2
H
ds
+
∫ T
0
‖S(T − t)‖2L(H)
∣∣∣ ∫ 1
0
∫ 0
−d
[
Dxf
(
X¯t(θ) + λρ(Yt(θ) + X˜
ρ
t (θ)), u¯(t)
)
−Dxf(X¯t(θ), u¯(t))
]
Yt(θ)µf (dθ)dλ
∣∣∣2
H
dt
+
∫ T
0
‖S(T − t)‖2L(H)
∣∣∣ ∫ 1
0
∫ 0
−d
[
Duf
(
X¯t(θ) + λρ(Yt(θ) + X˜
ρ
t (θ)), u¯(t) + λρv(t)
)
−Duf(X¯t(θ), u¯(t))
]
v(t)µf (dθ)dλ
∣∣∣2
H
dt
≤ K
∫ T
0
∣∣∣ ∫ 0
−d
X˜ρs (θ)µf (dθ)
∣∣∣2
H
ds+ νρ(T ),
where the constant K only depends on T and νρ(T ) is defined by
νρ(T ) =
∫ T
0
‖S(T − t)‖2L(H)
∣∣∣ ∫ 1
0
∫ 0
−d
[
Duf
(
X¯t(θ) + λρ(Yt(θ) + X˜
ρ
t (θ)), u¯(t) + λρv(t)
)
−Duf(X¯t(θ), u¯(t))
]
v(t)µf (dθ)dλ
∣∣∣2
H
dt.
(38)
By the boundedness of Dxf(·) and Duf(·), we have that νρ(t)→ 0 as ρ→ 0.
|X˜ρ(t)|2H ≤ K
∫ T
0
sup
r∈[0,s]
|X˜ρ(r)|2Hds+ νρ(T )
≤ K
∫ T
0
sup
r∈[0,s]
|X˜ρ(r)|2Hds+ νρ(T ),
(39)
Now we can take the supremum on the left hand side
E sup
t∈[0,T ]
|X˜ρ(t)|2H ≤ KE
∫ T
0
sup
r∈[0,s]
|X˜ρ(r)|2Hds + E [νρ(T )] . (40)
Using the Gronwall inequality and the convergence νρ(t)→ 0, as ρ→ 0, we get the result. 
4. A new form of Anticipated Backward SPDE
In this section we study ABSDEs with suitable form to be the adjoint equation in problems with
delay. The solvability of this class of equations allows to formulate a stochastic maximum principle
for infinite dimensional controlled state equations with delay, with final cost functional depending
on the history of the process.
Many recent papers, we cite among others [1], [17], [2] and [15], deal with similar problems, but
only in the case of final cost not depending on the past of the process. Such a general case is treated
in the paper [14] for finite dimensional systems, and it is here proved by means of ABSDEs.
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We will consider the following infinite dimensional ABSDE, which in integral form is given by
p(t) =
∫ T
t∨(T−d)
S (s− t)′Dxh(X(s))µh(ds)
+
∫ T
t
S(s− t)′ EFs
∫ 0
−d
Dxf(X(s), u(s − θ))
′p(s− θ)µf(dθ) ds
+
∫ T
t
S(s− t)′ EFs
∫ 0
−d
Dxl(X(s + θ), u(s))µl(dθ)ds−
∫ T
t
S(t− s)′q(s) dW (s), t ∈ [0, T ]
p(t) = 0, for all t ∈]T, T + d],P− a.s., q(t) = 0 a.e. t ∈]T, T + d],P − a.s..
(41)
If we do not make additional assumption on the measure µh, the differential form of equation (41)
does not make sense, since the term
dt
[∫ T
t∨(T−d)
S (s− t)′Dxh(X(s))µh(ds)
]
is not well defined for every t ∈ [0, T ], while the notion of mild solution is meaningful also in this
case.
Definition 1. We say that (41) admits a mild solution if there is a couple of processes
(p, q) ∈ L2F (Ω× [0, T + d];H)× L
2
F (Ω × [0, T + d];L2(K;H))
that solves equation (41) for all t ∈ [0, T + d].
We will prove existence and uniqueness for such equation by an approximation procedure. We
start by recalling the following apriori estimates.
Lemma 4. Let γ ∈ L2F (Ω × [0, T ];H) be a progressively measurable process and ξ ∈ L
2
FT
(Ω;H).
Then the mild solution to
−dp(t) = A′p(t)dt+ γ(t)dt− q(t)dW (t), p(T ) = ξ
satisfies the following a priori estimate ∀t ∈ [0, T ], for every β > 0:
E
∫ T
0
(
|p(t)|2H + |q(t)|
2
L2(K;H)
)
eβtdt ≤ C
[
E[|ξ|2He
βT ] +
2
β
E
∫ T
0
|γ(t)|2He
βtdt
]
(42)
for some constant C depending on T and the constants appearing in Hypothesis 1.
Proof. The solution to this equation was proved in [13], Proposition 2.1, see also [11] for the
estimates with exponential weights, Theorem 4.4 in particular estimate (4.13) and (4.14). 
Suppose first that the final cost is independent of the past, which is to say that in Hypothesis
1 µh coincides with δT , the Dirac measure in T . If the final cost is independent on the past, in
the adjoint equation (41) the terminal condition is given at the final time T and it is equal to
Dxh(X(T )) ∈ L
2
FT
(Ω;H). Let us consider the following anticipated backward SPDE (ABSDE):
−dp(t) = A′p(t) dt+ EFt
∫ 0
−d
Dxf(X(t), u(t − θ))
′p(t− θ)µf (dθ)dt
+ EFt
∫ 0
−d
Dxl(X(t+ θ), u(t))µl(dθ)dt− q(t) dW (t) (43)
p(T ) = Dxh(X(T ))
p(t) = 0, for all t ∈]T, T + d],P − a.s., q(t) = 0 a.e. t ∈]T, T + d],P− a.s..
We extend the notion of mild solutions to the anticipating case.
Definition 2. We say that equation (43) admits a mild solution if there is a couple of processes
(p, q) ∈ L2F (Ω× [0, T + d];H)× L
2
F (Ω × [0, T + d];L2(K;H))
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that solves the following equation, for all t ∈ [0, T ]:
p(t) = S(T − t)′Dxh(X(T )) +
∫ T
t
S(s− t)′EFs
∫ 0
−d
Dxf(X(s), u(s − θ))
′p(s− θ)µf (dθ)ds (44)
+
∫ T
t
S(s− t)′
∫ 0
−d
Dxl(X(s + θ), u(s))µl(dθ)ds−
∫ T
t
S(t− s)′q(s)dW (s)
And p(t) = 0 for all t ∈]T, T + d],P−a.s., q(t) = 0 a.e. t ∈]T, T + d],P−a.s..
Theorem 4. Suppose that Hypothesis 1 holds, with µh = δT . Then the anticipated backward SPDE
(44) admits a unique mild solution (p, q) ∈ L2F (Ω × [0, T + d];H)× L
2
F (Ω× [0, T + d];L2(K;H)).
Moreover we have that, for β large enough:
E
∫ T+d
0
(
1
2
|p(t)|2H + |q(t)|
2
L2(K;H)
)
eβtdt ≤ C
[
1 + E sup
t∈[−d,T ]
|X(t)|
2(j∨k)
H + E
∫ T
0
|u(t)|2U dt
]
(45)
for some constant C depending on β, T and the constants appearing in Hypothesis 1.
Proof. In order to prove the existence of a solution to (44) we want to construct a contraction map,
as in [18] in the finite dimensional case, but with some differences due to the infinite dimensional
setting. Given a pair of processes (y, z) ∈ L2F (Ω × [0, T + d];H) × L
2
F (Ω × [0, T + d];L2(K;H)),
we define the contraction map Γ : L2F (Ω× [0, T + d];H)×L
2
F (Ω× [0, T + d];L2(K;H))→ L
2
F (Ω×
[0, T + d];H) × L2F (Ω× [0, T + d];L2(K;H)) using the mild formulation:

p(t) = S(T − t)′Dxh(X(T )) +
∫ T
t
S(s− t)′γ(s, ys)ds−
∫ T
t
S(t− s)′q(s)dW (s)
p(t) = 0 ∀t ∈]T, T + d],P − a.s.
q(t) = 0 a.e. t ∈]T, T + d],P − a.s.
where
γ(s, ys) = E
Fs
∫ 0
−d
Dxf(X(s), u(s − θ))
′y(s− θ)µf(dθ) +
∫ 0
−d
Dxl(X(s + θ), u(s))µl(dθ)
that belongs to L2F (Ω× [0, T +d];H), thanks to the assumptions on f and l and (26). We define the
map Γ from L2F (Ω× [0, T +d];H)×L
2
F (Ω× [0, T +d];L2(K;H)) to itself, such that Γ(y, z) = (p, q)
and Γ(y′, z′) = (p′, q′), where y, y′ and z, z′ are arbitrary elements of the space just defined. Denote
their differences by
(yˆ, zˆ) = (y − y′, z − z′), (pˆ, qˆ) = (p− p′, q − q′)
Using estimate in Lemma 4, according to the definition of p, p′, q, q′ we can say that
E
∫ T+d
0
(
|pˆ(t)|2H + |qˆ(t)|
2
L2(K;H)
)
eβtdt ≤
2
β
E
∫ T
0
|γ(t, yt)− γ(t, y
′
t)|
2eβtdt
The right hand side of the estimate can be rewritten using the special form of γ, then
E
∫ T+d
0
(
|pˆ(t)|2H + |qˆ(t)|
2
L2(K;H)
)
eβtdt ≤
2
β
E
∫ T
0
∣∣ ∫ 0
−d
Dxf(X(t), u(t− θ))
′yˆ(t− θ)µf(dθ)
∣∣2eβtdt
≤
2C1
β
E
∫ T
0
∫ 0
−d
|yˆ(t− θ)|2H |µf |(dθ)e
βtdt
After a change of variable s = t− θ we obtain
E
∫ T
0
∫ 0
−d
|yˆ(t− θ)|2H |µf |(dθ)e
βtdt ≤ E
∫ d
0
∫ 0
−s
|yˆ(s)|2He
β(s+θ)|µf |(dθ)ds
+ E
∫ T
d
∫ 0
−d
|yˆ(s)|2He
β(s+θ)|µf |(dθ)ds
+ E
∫ T+d
T
∫ 0∧(T−s)
−d
|yˆ(s)|2He
β(s+θ)|µf |(dθ)ds
(46)
So that, there exists a constant C, that depends on T , such that
2
β
E
∫ T
0
∫ 0
−d
|yˆ(t− θ)|2H |µf |(dθ)e
βtdt ≤
2C
β
E
∫ T+d
0
|yˆ(t)|2He
βtdt (47)
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We can choose β such that the map Γ is a strict contraction. By the Fixed Point Theorem we get
existence and uniqueness of a mild solution. Let us come to the estimate. Let (p, q) be the fixed
point solution, hence by (42) we have, for a β large enough:
E
∫ T+d
0
(
1
2
|p(t)|2H + |q(t)|
2
L2(K;H)
)
eβtdt
≤ C
[
1 + eβTE|Dxh(X(T ))|
2
H +
2eβT (T + d)
β
E sup
t∈[−d,T ]
|X(t)|2j +
2eβT
β
E
∫ T
0
|u(t)|2 dt
]
≤ C
[
1 + eβT
[
C4 +
2(T + d)
β
]
E sup
t∈[−d,T ]
|X(t)|2(j∨k) +
2eβT
β
E
∫ T
0
|u(t)|2 dt.
]
Notice that the constant C does not depend on β, since it comes from (42). 
In the following, we build an approximating ABSDE whose differential form still makes sense
and can approximate equation (41). Such approximating ABSDE is obtained by a suitable approx-
imation of µh: the construction of this sequence of approximating measures (µ
n
h)n≥1 is given in the
following Lemma.
Lemma 5. Let µ¯ be a finite regular measure on [T − d, T ], such that µ¯({T}) = 0. There exists
a sequence (µ¯n)n≥1 of finite regular measure on [T − d, T ], absolutely continuous with respect to
λ[T−d,T ], the Lebesgue measure on [T − d, T ], such that
µ¯ = w∗ − lim
n→∞
µ¯n, (48)
that is for every φ ∈ Cb([T − d, T ];R)∫ T
T−d
φdµ¯ = lim
n→∞
∫ T
T−d
φdµ¯n (49)
Proof. We notice that, denoted by M the set of regular probability measures on a bounded and
closed interval I, then ExtrM = {δx : x ∈ I}. Moreover, by the Krein-Milman Theorem it turns out
that M = c¯oExtrM = c¯o {δx : x ∈ I}, and so any probability measure in M can be approximated
by a linear convex combination of δx, x ∈ I.
Our aim is to approximate a finite regular measure µ¯ on the interval I = [T − d, T ]. To this aim,
there exist (at least) two positive, finite, regular measures µ¯+ and µ¯− such that ∀A ∈ B([T −d, T ]),
µ¯(A) = µ¯+(A)− µ¯−(A).
Since µ¯+ and µ¯− are positive, finite, regular measures on [T − d, T ], it is possible to associate to
µ¯+ and µ¯− two regular probability measures P+ and P− such that
P
+ =
µ¯+
µ¯+([T − d, T ])
, P− =
µ¯−
µ¯−([T − d, T ])
.
By what pointed out at the beginning of the proof, each of the two regular probability measures
P
+ and P− can be approximated by a linear convex combination of δx, x ∈ I, namely
µ¯+ = w∗ − lim
n→∞
µ¯+([T − d, T ])
n∑
k=1
αkδxk , xk ∈ I, αk ≥ 0,
n∑
k=1
αk = 1;
µ¯− = w∗ − lim
n→∞
µ¯−([T − d, T ])
n∑
k=1
βkδyk , yk ∈ I, βk ≥ 0,
n∑
k=1
βk = 1;
and so
µ¯ = w∗ − lim
n→∞
[
µ¯+([T − d, T ])
n∑
k=1
αkδxk − µ¯
−([T − d, T ])
n∑
k=1
βkδyk
]
,
where
xk, yk ∈ I, αk ≥ 0,
n∑
k=1
αk = 1, βk ≥ 0,
n∑
k=1
βk = 1.
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This gives and approximation of µ¯ by means of discrete measures. Now each δ measure can be
approximated by means of a measure which is absolutely continuous with respect to the Lebesgue
measure. Namely let us set
mn = min
k=1,...,n−1
(xk+1 − xk) ,
and let us consider the meausures λk,j, j <
mn
2 , absolutely continuous with respect to λ, such that
∀A ∈ B(I)
λk,j(A) =
∫
A
1
j
χ[xk,xk+j](x) dx.
It turns out that, for each k,
δk = w
∗ − lim
j→∞
λk,j.
Moreover for every function ξ ∈ Cb(I), by the mean value Theorem, with xk∗ ∈ [xk, xk+ j], j <
mn
2∣∣∣∣∣
n∑
k=1
αk
[∫
I
ξ(x) dδxk(x)−
∫
I
ξ(x)λk,j(x)(dx)
]∣∣∣∣∣ =
∣∣∣∣∣
n∑
k=1
αk (ξ(xk)− ξ(xk∗))
∣∣∣∣∣
≤
n∑
k=1
αkω (|xk − xk∗|) ≤ ω (mn)
n∑
k=1
αk = ω (mn)→ 0 as n→∞,
where ω(·) is the modulus of continuity of ξ. The desired approximation result holds true. 
Remark 3. Notice that the aim is the approximation of the measure µh in equation (41), in order
to give sense to the differential form of such equation, and for this measure it can be µh({T}) 6= 0.
To the measure µh we can associate another measure µ¯h such that for any A ∈ B([T − d, T ])
µ¯h(A) = µh(A\ {T}). (50)
Roughly speaking the measure µ¯h is obtained by the original measure µh, by subtracting to µh its
mass in {T}. Lemma 5 ensures that there exists a sequence of measures (µ¯nh)n≥1, on [T − d, T ],
which are absolutely continuous with respect to the Lebesgue measure on [T − d, T ] and that are
w∗-convergent to µ¯h.
We can define the following regular approximations of equation (41) by approximating µ¯h ob-
tained by µh in (50). We first introduce a preliminary equation
pn(t) =
∫ T
t∨(T−d)
S (s− t)′Dxh(X(s))µ¯
n
h(ds)
+
∫ T
t
S(s− t)′Λ(s) ds +
∫ T
t
S(s− t)′ qn(s) dWs, t ∈ [0, T ]
(51)
where Λ ∈ L2F (Ω× [0, T ];H). We can prove that:
Lemma 6. Assume Hypothesis 1 and that Λ ∈ L2F (Ω× [0, T ];H). Then there exists a unique mild
solution to (51). Moreover there exists a positive constant C, depending only on T and constants
appearing in hypothesis 1, such that for every β > 0:
E
∫ T
0
(
1
2
|pn(t)|2H + |q
n(t)|2L2(K;H)
)
eβtdt (52)
≤ C
[
E
∫ T
0
eβt
∣∣∣ ∫ T
t∨(T−d)
S(s− t)′Dxh(X(s))µ¯
n
h(ds)
∣∣∣2
H
dt
+
2
β
E
∫ T
0
|Λ(t)|2He
βtdt+ E
∫ T
0
eβt
∣∣∣ ∫ T
t∨(T−d)
S(s− t)′K(s, t)µ¯nh(ds)
∣∣∣2
L2(K;H)
dt
]
where K ∈ L2F (Ω× [0, T ]× [0, T ];L2(K;H)) is such that for every s ≥ t ≥ 0:
E
FtDxh(X(s)) = Dxh(X(s)) −
∫ s
t
K(s, θ) dWθ, dP× dθ a.s. (53)
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Proof. Let us notice first of all that µ¯nh(dt) = ζ¯
n
h (t) dt, with ζ¯
n
h ∈ L
∞2([T − d, T ]), thus the term
Dxh(X(s))ζ¯
n
h (s) can be treated as a “normal” forcing term and lemma 4 can be applied to get
existence and uniqueness of (51), for every n.
We concentrate on the estimate (52), we consider t > T − d, the most critical case:
pn(t) = EFtpn(t) = EFt
∫ T
t
S(s− t)′Dxh(X(s))µ¯
n
h(ds) + E
Ft
∫ T
t
S(s− t)′Λ(s)ds (54)
by standard estimates we get:
E
∫ T
0
1
2
|pn(t)|2He
βt dt ≤
∫ T
0
eβtE
∣∣∣ ∫ T
t
S(s− t)′Dxh(X(s))µ¯
n
h(ds)
∣∣∣2
H
dt
+ E
∫ T
0
eβt
( ∫ T
t
e−βs ds
∫ T
t
eβs|S(s− t)′Λ(s)|2H ds
)
dt
≤
∫ T
0
eβtE
∣∣∣ ∫ T
t
S(s− t)′Dxh(X(s))µ¯
n
h(ds)
∣∣∣2
H
dt+
M
β
∫ T
0
eβt|Λ(t)|2H dt
where the constant M depends on T and the constants appearing in Hypothesis 1.
Let us come to the martingale term qn. Following [13], we get that:
qn(t) =
∫ T
t
S(s− t)′K(s, t)µ¯nh(ds) +
∫ T
t
S(s− t)′K˜(s, t) ds, dP× dt a.s. (55)
where K, K˜ are given by the Martingale Representation Theorem respectively in (53) and
E
FtΛ(s) = Λ(s)−
∫ s
t
K˜(s, θ) dWθ, dP× dθ a.s. (56)
Thus, see also [11], section 4, equation (4.14), we get that
E
∫ T
0
eβt|qn(t)|2L2(K;H) dt ≤ 2E
[ ∫ T
0
eβt
∣∣∣ ∫ T
t
S(s− t)′K(s, t)µ¯nh(ds)
∣∣∣2
L2(K;H)
dt+
C
β
∫ T
0
eβt|Λ(t)|2H dt
]
where C depends only on T and the constants appearing in Hypothesis 1. The case when 0 ≤ t ≤
T − d can be treated in the same way. 
Proposition 3. Let Hypothesis 1 holds true, let µ¯h be defined by (50), and let us consider (µ¯
n
h)n≥0
the w∗-approximations of µ¯h, absolutely continuous with respect to the Lebesgue measure on [T −
d, T ]. Let us consider the approximating ABSDEs (of “standard” type):
pn(t) =
∫ T
t∨(T−d)
S (s− t)′Dxh(X(s))µ¯
n
h(ds)
+
∫ T
t
S(s − t)′ EFs
∫ 0
−d
Dxf(X(s), u(s − θ))
′pn(s − θ)µf(dθ) ds
+
∫ T
t
S(s − t)′ EFs
∫ 0
−d
Dxl(X(s + θ), u(s))µl(dθ)ds−
∫ T
t
S(t− s)′qn(s) dW (s)
+ S(T − t)′Dxh(X(T ))µh({T}), t ∈ [0, T ]
pn(t) = 0 ∀t ∈]T, T + d],P − a.s. qn(t) = 0 a.e. t ∈]T, T + d],P − a.s.
(57)
Then the pair (pn, qn), solution to (57), converges in L2F (Ω × [0, T + d];H) × L
2
F (Ω × [0, T +
d];L2(K;H)) to the pair (p, q), mild solution to (41). Moreover such solution is unique in L
2
F (Ω×
[0, T + d];H)× L2F (Ω× [0, T + d];L2(K;H)) .
Proof. Let us first prove that the sequence (pn, qn)n is a Cauchy sequence in L
2
F (Ω× [0, T +d];H)×
L2F (Ω × [0, T + d];L2(K,H)). The equation satisfied by (p
n
t − p
k
t , q
n
t − q
k
t ), n, k ≥ 1, turns out to
be an ABSDE:
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(pn − pk)(t) =
∫ T
t∨(T−d)
S (s− t)′Dxh(X(s))µ¯
n
h(ds)−
∫ T
t∨(T−d)
S (s− t)′Dxh(X(s))µ¯
k
h(ds)
+
∫ T
t
S(s− t)′ EFs
∫ 0
−d
Dxf(X(s), u(s − θ))
′(pn − pk)(s− θ)µf (dθ) ds
+
∫ T
t
S(s− t)′(qn − qk)(s) dW (s)
(58)
Now we use estimate (52) with Λ(s) = EFs
∫ 0
−d
Dxf(X(s), u(s − θ))
′(pn − pk)(s − θ)µf (dθ) to get
E
∫ T+d
0
(
1
2
|(pn − pk)(t)|2H + |(q
n − qk)(t)|2L2(K;H)
)
eβtdt (59)
≤ C
[ ∫ T
0
eβtE
∣∣∣ ∫ T
t∨(T−d)
S(s− t)′Dxh(X(s))(µ¯
n
h − µ¯
k
h)(ds)
∣∣∣2
H
dt
+ E
∫ T
0
eβt
∣∣∣ ∫ T
t∨(T−d)
S(s − t)′K(s, t)(µ¯nh − µ¯
k
h)(ds)
∣∣∣2
L2(K;H)
dt
+
2
β
E
∫ T+d
0
|(pn − pk)(t)|2He
βtdt
]
Hence, choosing β such that 2β ≤
1
4 we get that
E
∫ T+d
0
(
1
4
|(pn − pk)(t)|2H + |(q
n − qk)(t)|2L2(K;H)
)
eβtdt (60)
≤ C
[
E
∫ T
0
eβt
∣∣∣ ∫ T
t∨(T−d)
S(s − t)′Dxh(X(s))(µ¯
n
h − µ¯
k
h)(ds)
∣∣∣2
H
dt
+ E
∫ T
0
eβt
∣∣∣ ∫ T
t∨(T−d)
S(s− t)′K(s, t)(µ¯nh − µ¯
k
h)(ds)
∣∣∣2
L2(K;H)
dt
]
In order to prove that the sequence (pn, qn) is a Cauchy sequence, we need to exploit the w∗-
convergence of the sequence of measures µ¯nh as n→∞.
Let us consider the first term, since s→ S(s− t)′Dxh(X(s)) is continuous P-a.s. and uniformly
bounded we have, by the Dominated Convergence Theorem:
lim
n,k→+∞
E
∫ T
0
eβt
∣∣∣ ∫ T
t∨(T−d)
S(s− t)′Dxh(X(s))(µ¯
n
h − µ¯
k
h)(ds)
∣∣∣2
H
dt = 0. (61)
The second term requires some work, since s → S(s − t)′K(s, t) is not continuous. First of all we
notice that by (53) we get, by hypothesis
E
∫ s
0
|K(s, t)|2L2(K;H) dt ≤ 4E|Dxh(X(s))|
2 ≤ 4C.
Hence, we get
E
∫ T
T−d
∫ s
0
|K(s, t)|2L2(K;H) dt d|µ¯h|(ds) ≤ 4C|µ¯h|([T − d, T ]). (62)
where µ¯h is the weak limit of the measures µ¯
n
h, and |µ¯h| is the positive measure given by µ¯
+
h + µ¯
−
h .
Now we introduce some processes Kε(s, t) such that s → Kε(s, t) has a continuous version for
all t ∈ [0, T ], and that can be chosen so that:
|Kε(s, t)| ≤ |K(s, t)|, a.e. s, t ∈ [T − d, T ]× [0, T ] and P− a.s., (63a)
lim
ε→0
E
∫ T
0
∫ T
T−d
|Kε(s, t)−K(s, t)|2|µ¯h|(ds) dt = 0. (63b)
Such properties are very well known for H = R, see for instance [19], and can be easily extended
to a separable Hilbert space going through a basis expansion.
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We can finally conclude noticing that:
E
∫ T
0
eβt
∣∣∣ ∫ T
t∨(T−d)
S(s− t)′K(s, t)(µ¯nh − µ¯
k
h)(ds)
∣∣∣2
L2(K;H)
dt
≤ 2
[
E
∫ T
0
eβt
∣∣∣ ∫ T
t∨(T−d)
S(s− t)′Kε(s, t)(µ¯nh − µ¯
k
h)(ds)
∣∣∣2
L2(K;H)
dt
+ E
∫ T
0
eβt
∣∣∣ ∫ T
t∨(T−d)
S(s− t)′(K(s, t)−Kε(s, t))(µ¯nh − µ¯
k
h)(ds)
∣∣∣2
L2(K;H)
dt
]
≤ C
[
E
∫ T
0
eβt
∣∣∣ ∫ T
t∨(T−d)
S(s− t)′Kε(s, t)(µ¯nh − µ¯
k
h)(ds)
∣∣∣2
L2(K;H)
dt
+ E
∫ T
0
∫ T
T−d
∣∣∣K(s, t)−Kε(s, t)∣∣∣2
L2(K;H)
|µ¯h|(ds) dt
]
.
We let first n and k go to infinity to let the first term go to zero. Then, using (63a) and the fact
that by the Banach-Steinhaus Theorem
|µ¯nh| ≤ |µ¯h|,
we let ε go to zero and we get the convergence to 0 of the whole expression. So (pn, qn) is a Cauchy
sequence in L2F (Ω× [0, T + d];H) × L
2
F (Ω× [0, T + d];L2(K,H)), thus there exists a couple (p¯, q¯)
such that:
E
∫ T+d
0
|(pn − p¯)(s)|2H ds + E
∫ T+d
0
|(qn − q¯)(s)|2L2(K;H) ds→ 0 as n→∞. (64)
It remains to show the convergence inside the mild formulation of the equation to get that the
limit (p¯, q¯) fulfils equation (41). Writing again the equation satisfied by the difference pn− pk, and
recalling the measurability property typical of the solutions of backward equations, we get:
E
Ft(pn − pk)(t) = EFt
∫ T
t∨(T−d)
S (s− t)′Dxh(X(s))(µ¯
n
h − µ¯
k
h)(ds)
+ EFt
∫ T
t
S(s− t)′ EFs
∫ 0
−d
Dxf(X(s), u(s − θ))
′(pn − pk)(s − θ)µf(dθ) ds
(65)
Similarly to (61), by the Dominated Convergence Theorem, we have
E
∣∣∣EFt ∫ T
t∨(T−d)
S (s− t)′Dxh(X(s))(µ¯
n
h − µ¯
k
h)(ds)
∣∣∣2 → 0 as n, k → +∞. (66)
Moreover we get that for some constant M , which depends only on T and the quantities appearing
in Hypothesis 1, the following holds
E
∣∣∣EFt∫ T
t
E
FsS(s− t)′
∫ 0
−d
Dxf(X(s), u(s − θ))
′(pn − pk)(s− θ)µf (dθ)ds
∣∣∣2
≤M |µf |
2([−d, 0])E
∫ T+d
0
|(pn − pk)(r)|2dr → 0 as n, k → +∞.
Thus E|pn(t) − pk(t)|2 → 0 as k, n → ∞ for every t ∈ [0, T ], and there exists a p(t) such that
E|pn(t) − p(t)|2 → 0 as n → ∞ for every t ∈ [0, T ]. It can be seen, again by the dominated
convergence Theorem, that also
∫ T+d
0
E|pn(t)−p(t)|2 dt→ 0 as n→∞ so such limit must coincide
with p¯(t) at least P a.s. for a.e. t ∈ [T − d, T ]. We eventually get that (p¯, q¯), choosing if necessary
p instead of p¯ is a mild solution to equation (41) since every term in (57) must converge to its
expected limit.
Uniqueness is not a problem since as soon as we calculate the difference of two mild solutions,
the data disappear and we can treat the equation as in lemma 4.

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5. Functional SMP: Necessary form
Now we are able to prove a version of the SMP, in its necessary form, for the control problem
with state equation and cost functional given by (8) and (10), respectively.
Let (X¯, u¯) be an optimal pair. We start this section by recovering the form of the derivative of the
cost functional.
Lemma 7. The cost functional J(·) is Gateaux differentiable and the derivative has the following
form
d
dρ
J(u¯(·) + ρv(·))|ρ=0 = E
∫ T
0
∫ 0
−d
Dxl(X¯(t+ θ), u¯(t))Y (t+ θ)µl(dθ)dt
+ E
∫ T
0
∫ 0
−d
Dul(X¯(t+ θ), u¯(t))v(t)µl(dθ)dt+ E
∫ T
T−d
Dxh
(
X¯(θ)
)
Y (θ)µh(dθ)
Proof. Let (X¯, u¯) be an optimal pair and let w be another admissible control, set v = w − u¯ and
uρ = u¯+ ρw. We can write the variation of the cost functional in the form
0 ≤
J(uρ(·))− J(u¯(·))
ρ
= E
1
ρ
∫ T
0
∫ 0
−d
[
l(Xρ(t+ θ), uρ(t))− l(X¯(t+ θ), u¯(t))
]
µl(dθ)dt
+ E
1
ρ
∫ T
T−d
[
h(Xρ(θ))− h(X¯(θ))
]
µh(dθ) = I1 + I2.
Now
I1 = E
1
ρ
∫ T
0
∫ 0
−d
[
l(Xρ(t+ θ), uρ(t))− l(X¯(t+ θ), uρ(t))
]
µl(dθ)dt
+ E
1
ρ
∫ T
0
∫ 0
−d
[
l(X¯(t+ θ), uρ(t))− l(X¯(t+ θ), u¯(t))
]
µl(dθ)dt
= E
∫ T
0
∫ 0
−d
∫ 1
0
〈Dxl(X¯(t+ θ) + λ(X
ρ(t+ θ)− X¯(t+ θ)), uρ(t)), (X˜ρ(t+ θ) + Y (t+ θ))〉dλµl(dθ)dt
+ E
∫ T
0
∫ 0
−d
∫ 1
0
〈Dul(X¯(t+ θ), u¯(t) + λρv(t)), v(t)〉dλµl(dθ)dt
I2 = E
1
ρ
∫ T
T−d
[
h(Xρ(θ))− h(X¯(θ))
]
µh(dθ)
= E
∫ T
T−d
∫ 1
0
〈Dxh
(
X¯(θ) + λ(Xρ(θ)− X¯(θ))
)
, (X˜ρ(θ) + Y (θ))〉dλµh(dθ)
From (37) we know that
lim
ρ→0
E sup
t∈[0,T ]
|X˜ρ(t)|2H = 0
so that, sending ρ to 0, we obtain the required equivalence
0 ≤
d
dρ
J(u¯(·) + ρv(·))|ρ=0 = E
∫ T
0
∫ 0
−d
〈Dxl(X¯(t+ θ)), u¯(t)), Y (t+ θ)〉µl(dθ)dt
+ E
∫ T
0
∫ 0
−d
〈Dul(X¯(t+ θ), u¯(t)), v(t)〉µl(dθ)dt+ E
∫ T
T−d
〈Dxh
(
X¯(θ)
)
, Y (θ)〉µh(dθ)

Now define the Hamiltonian associated to the system by setting H : [0, T ]×C([−d, 0];H)×Uc×
H → R as
H(t, x, u, p) = 〈
∫ 0
−d
f(x(θ), u)µf (dθ), p〉H +
∫ 0
−d
l(x(θ), u)µl(dθ)
= 〈F (x, u), p〉H + L(t, x, u).
(67)
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where in the last equality we adopted the formalism introduced in Remark 2.
Let us state the stochastic maximum principle, where for the Definition of X¯t we refer to (9).
Theorem 5. Let Hypothesis 1 be satisfied and suppose that (X¯, u¯) is an optimal pair for the
control problem. Then there exist a pair of processes (p, q) ∈ L2F (Ω × [0, T + d];H) × L
2
F (Ω ×
[0, T + d];L2(K;H)) which are the solution to the ABSDE (41) such that the following variational
inequality holds
〈
∂
∂u
H(t, X¯t, u¯(t), p(t), q(t)), w − u¯(t)〉 ≥ 0
for all w ∈ Uc, P× dt- a.e., where H is the Hamiltonian function defined in (67).
Proof. Firstly we study the duality between the first variation process Y (·) and the adjoint process
p(·). Then we rewrite the duality using the variation of the cost functional.
As a first step we are going to prove the following duality formula
E〈Y (T ),Dxh(X(T ))µh({T})〉 + E
∫ T
0
∫ 0
−d
〈Dxl(X(t+ θ), u(t)), Y (t)〉µl(dθ)dt
= E
∫ T
0
∫ 0
−d
〈Duf(X(t+ θ), u(t))
′p(t), v(t)〉µf (dθ)dt.
− E
∫ T
T−d
〈Y (θ),Dxh(X(θ))〉µ¯h(dθ)
(68)
which is the crucial relation from which we can formulate the SMP. Let us recall that the dual
equation (41) associated to the system can not be written in differential form. Then, in order to
obtain the variational inequality, we have to approximate the measure µh by means of the sequence
µ¯nh, once we have subtracted its mass in {T}. What we obtain is equation (57), which we rewrite
below for the reader’s convenience
pn(t) =
∫ T
t∨(T−d)
S (s− t)′Dxh(X(s))µ¯
n
h(ds)
+
∫ T
t
S(s− t)′ EFs
∫ 0
−d
Dxf(X(s), u(s − θ))
′pn(s− θ)µf (dθ) ds
+
∫ T
t
S(s− t)′ EFs
∫ 0
−d
Dxl(s,X(s + θ), u(s))µl(dθ)ds −
∫ T
t
S(t− s)′qn(s) dW (s)
+ S(T − t)′Dxh(X(T ))µh({T}), t ∈ [0, T ]
pn(t) = 0, for all t ∈]T, T + d],P − a.s., qn(t) = 0 a.e. t ∈]T, T + d],P − a.s..
(69)
For all k ∈ N, let Jk := k(k − A)
−1, the bounded operators such that limk→+∞ |Jkx− x|H = 0,
for all x ∈ H. We set pn,k(t) := J ′kp
n(t) and qn,k(t) := J ′kq
n(t), hence by Dominated Convergence
Theorem it can be proved:
E sup
t∈[0,T+d]
|pn,k(t)− pn(t)|2H → 0, as k → 0; (70)
E
∫ T+d
0
|qn,k(t)− qn(t)|2L(K;H) dt→ 0, as k → 0.
Notice that the processes pn,k admit an Itoˆ differential:

−dpn,k(t) =
[
A′pn,k(t) + J ′k
∫ 0
−d
Dxf(X(t), u(t− θ))
′pn(t− θ)µf (dθ)
+J ′k
∫ 0
−d
Dxl(t,Xt(θ), u(t))µl(dθ)
]
dt+ J ′kDxh(X(t))ζ¯
n
h (t)dt− q
n,k(t)dW (t),
pn,k(T ) = J ′kDxh(X(T ))µh({T}),
(71)
where we denoted by ζ¯nh (·) the Radon-Nykodim derivative of µ¯
n
h, with respect to the Lebesgue
measure on [T − d, T ].
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Let us now consider the k-approximation of the first variation process Y k(t) =: JkY (t), see (33).
The equation for Y k is


dY k
dt
(t) = AY k(t) + Jk
∫ 0
−d
Dxf(Xt+ (θ), u(t))Y (t+ θ)µf (dθ)
+Jk
∫ 0
−dDuf(Xt(θ), u(t))µf (dθ)v(t),
Y k(0) = 0.
(72)
One can prove, evaluating the difference between Y and Y k and using standard arguments, that:
E sup
t∈[−d,T ]
|Y k(t)− Y (t)|2H → 0, as k → 0 (73)
Computing the Itoˆ formula for the product d〈pn,k(t), Y k(t)〉, integrating in time and taking expec-
tation we end up with
E〈Y k(T ), pn,k(T )〉H = E
∫ T
0
Jk〈
∫ 0
−d
Dxf(X(t+ θ), u(t))Y (t+ θ)µf (dθ), p
n,k(t)〉Hdt
+ E
∫ T
0
Jk〈
∫ 0
−d
Duf(X(t+ θ), u(t))µf (dθ)v(t), p
n,k(t)〉Hdt
− E
∫ T
0
〈Y k(t), J ′k
∫ 0
−d
Dxl(X(t+ θ), u(t))µl(dθ)〉Hdt
− E
∫ T
0
〈Y k(t), J ′k
∫ 0
−d
Dxf(X(t), u(t− θ))
′pn(t− θ)µf(dθ)〉Hdt
− E
∫ T
T−d
〈Y k(θ), J ′kDxh(X(θ))ζ¯
n
h (θ)〉dθ
(74)
Now we let k tend to ∞ to get the following duality relation
E〈Y (T ),Dxh(X(T ))µh({T})〉 + E
∫ T
0
∫ 0
−d
〈Dxl(X(+θ), u(t)), Y (t)〉µl(dθ)dt
= E
∫ T
0
∫ 0
−d
〈Duf(X(t+ θ), u(t))
′pn(t), v(t)〉µf (dθ)dt− E
∫ T
T−d
〈Y (θ),Dxh(X(θ))〉µ¯
n
h(dθ)
(75)
In order to obtain the required duality formula (68) we have to pass to the limit as n → ∞ in
(75). This can be done using the result on convergence of measures stated in Lemma 5 and the
convergence results proved in Proposition 3.
We thus end up with (68), and recalling that:
µh = µ¯h + µh({T})δT
we can write (68) as:
E
∫ T
T−d
〈Y (θ),Dxh(X(θ))〉µh(dθ) + E
∫ T
0
∫ 0
−d
〈Dxl(X(t+ θ), u(t)), Y (t)〉µl(dθ)dt
= E
∫ T
0
∫ 0
−d
〈Duf(X(t+ θ), u(t))
′p(t), v(t)〉µf (dθ)dt.
(76)
On the other side, from lemma 7, we know that
0 ≤
d
dρ
J(u¯(·) + ρv(·))|ρ=0 = E
∫ T
0
∫ 0
−d
〈Dxl(t, X¯(+θ)), u¯t), Yt(θ)〉µl(dθ)dt
+ E
∫ T
0
∫ 0
−d
〈Dul(t, X¯(t+ θ), u¯t), vt〉µl(dθ)dt+ E
∫ T
T−d
〈Dxh
(
X¯(θ)
)
, Y (θ)〉µh(dθ)
(77)
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So substituting (76) in (77) we eventually get
0 ≤ E
∫ T
0
∫ 0
−d
〈Duf(X¯(t+ θ), u¯(t))
′p(t), v(t)〉µf (dθ)dt+ E
∫ T
0
∫ 0
−d
〈Dul(t, X¯(t+ θ), u¯t), vt〉µl(dθ)dt
= E
∫ T
0
〈
∂
∂u
H(t, X¯t, u¯(t), p(t), q(t)), v(t)〉dt
(78)
from which the required result holds true. 
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