ABSTRACT Cross-label suppression dictionary learning is an effective approach to preserve the label property for signal representation in face recognition. This paper presents a proposed improved dictionary learning algorithm, considering the tradeoffs between the operating time and the signal reconstruction residuals for the face recognition problem that combines an optimal loss function and the cross-label suppression supervised dictionary learning approach. Based on the relationship of the cost time of the dictionary learning algorithm and the residuals of the sparse representations, this paper attempts to select an optimal sparse coding dimension for the original signal to reduce the computational cost. Experiments on face recognition confirm that our proposed algorithm is able to achieve a desired classification results as well as obtain a considerably faster dictionary learning process.
I. INTRODUCTION
In recent years, dictionary models have been widely used in many different applications. Because of the superior performances in many specific signals, dictionary learning has been applied successfully into many significant areas, such as image processing [1] , [2] , signal recovery [3] - [5] , cluster [6] and classification [7] - [9] . The methods of the dictionary models involve representing certain signals by a significant representative matrix and a sparse representation matrix, where the significant representative matrix is named dictionary, and each column of matrix is called atom. It has been shown that any given signal/image can be well-represented by a certain dictionary [1] , [10] . Compared with certain traditional methods, the learnt dictionary, which originates from a specific signal/image, can provide a better result. Under this circumstance, determining how to design an efficient dictionary is an urgent problem.
During recent decades, many algorithms have been devoted to the reconstruction of signals. For example, the methods of optimal directions (which updates the whole dictionary together at the same time efficiently) [11] - [14] , least-square optimization (which utilizes the Lagrange dual for dictionary learning with fewer optimization variables) [15] , [16] , and the algorithms that decrease the computational complexity by a structured dictionary where each atom should be sparse over a known base dictionary [2] , [17] , [18] , [19] , the algorithm for k-sparse signal with generalized orthogonal Matching Pursuit [20] , the methods that assume all the samples correspond to another space with different dimension, such as kernel-based methods [21] - [24] , or manifold-based methods [25] , [26] . Considering the good performance of the specific dictionary and the sparse representations, these algorithms are quite suitable for signal reconstruction and image denoising. However, these algorithms do not perform well on tasks of classification because they neglect the inherent information of the labels.
Corresponding to a typical dictionary learning method, supervised learning dictionary can be more discriminative because of the label information of the training samples [27] . To obtain a compact and discriminative dictionary for face recognition, a relatively small dictionary is built by means of iterative supervised learning combined with the labels of the training samples. The supervised learning dictionary has demonstrated outstanding results in different areas, such as face recognition [28] - [30] , texture classification [9] , [31] , handwritten digit classification [32] , [33] , object classification and scene categorization . Regarding the supervised learning methods, the algorithms taking 0 -norm [28] , [31] , [34] , [35] or 1 -norm [7] , [17] , [32] as a prior item in their mathematical models are aimed at pursuing sparse coding; however, they are computationally expensive in categorizations.
The existing prior work on dictionary models exploit the structure information to obtain a higher accuracy, or a higher learning speed in sparse representative for face recognition. However, the prior work did not consider the relationships between the samples and the sparse representations, especially the dimension of each signal and its corresponding sparse representation.
In fact, the dimension of the signals and their corresponding sparse codes determine the time cost of computational in most of the dictionary learning algorithms. If the dimension of the sparse codes is too few, the sparse representations do not have the ability to understand all the valid information of the physical signals. In contrast, if the dimension of the sparse representation is too high, then the computational complexity of the training samples will suffer a disastrous growth. Whether the dimension of sparse representations corresponding to specific physical signals is reasonable will significantly influence the results in terms of both residuals and training time.
To make a tradeoff between the computational time of learning and the accuracy of classification, in this paper, we propose a novel dictionary model with supervised learning aimed at learning a dictionary that is both discriminative and of reasonable-computation for categorization. To study the associations between the dimension of each signal and the dimension of the corresponding sparse representation, we adopt the supervised learning model that achieve good performance of categorizations with cross-label suppression and group regularization (CLS-GR) as the fundamental model to update the proposed dictionary and to train corresponding signal samples [36] . Before updating the dictionary, we propose a determination of a sparse dimension to achieve a reasonable tradeoff between the computational complexity and the residuals in sparsity. The primary contributions in this paper are summarized as follows.
In this paper, a reasonable value of the dimension is proposed for the learnt dictionary and the sparse representations. Based on the above analysis, we combine our proposed model as a priori with cross-label suppression and group regularization, to obtain a good performance learnt dictionary in face recognition as well as a more efficient processing of dictionary learning.
Considering the above information, we set up the corresponding mathematical models, inspired by K-SVD [1] , to corresponding sparse dimension to residuals. Moreover, we also analyze the computational complexity, and a cubic fitting model is applied for measuring the cost time in operating the algorithms.
Different from the former work utilizing a fixed value of iteration times, we adopt an adaptive value of iteration times to develop the advantages for an improved method considering the decreasing redundancy. Based on SVD, the reasonable number of iteration times can be obtained without analyzing the situation that the number of iteration times is too few to make the method be convergent; in contrast, the iterating time is sufficiently high that computation redundancy occurs. The above two situations easily arise with such problems in practical experiments.
As the mathematical model to quantify the relationships between the dimension and the residuals, as well as the time cost, is set up, we can determine an object function to describe the loss quantitatively according to the tradeoffs between the residuals in the sparse codes and the learning time cost of the proposed method. Through the minimization of the loss function, an optimal value of sparse dimension can be obtained.
The rest of this paper is organized as follows. In Section I, we introduce the previous work and the concept of dictionary learning. In Section II, the system model and the problem formation are given. In Section III, the proposed scheme is presented. In Section IV, we conduct some experiments and compare our method to the basic model and the existing algorithms. In Section V, the study's conclusions are presented.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we briefly introduce the basic model, including the dictionary learning method with cross-label, as well as the group regularization, the analysis of the time cost based on the time complexity theories, and the classic dictionary learning method K-SVD [1] .
A. CLS-GR DICTIONARY LEARNING MODEL
The image samples are linearly combined with the same dimension in the form of column vectors, and the corresponding information of labels is obtained, for example, assuming that C classes are given in total, CLS-GR of dictionary learning model can be formulated as Eq. (1) [36] .
VOLUME 6, 2018 FIGURE 1. Framework of dictionary learning for classification. where Y ∈ R m×p denotes the image samples of the facial features and the superscript c represents that the sample belongs to the c-th class, D ∈ R m×n is the learnt dictionary obtained by learning of the training samples. A structured matrix of X ∈ R n×p denotes the sparse representation is adopted, as Fig. 2 shows, the information is concentrated on the particular areas marked in pink square.
And P c ∈ R n×n is the matrix for the cross-label and is defined as Eq. (2) .
where c = 1, 2, . . . , C, P c (m, n) denotes the (m, n)-th entry of P c , L c denotes the columns in P c belonging to the c-th label. Thus, the Laplacian matrix of an N -vertex is defined as Eq. (3).
where W and M are the adjacency matrix of the graph and the degree matrix, respectively. Moreover, with K maps in total, the total variation (TotalVar(f )) can be obtained as Eq. (4).
In mathematics, as the value of TotalVar(f ) is smaller, the map will be smoother, and the difference of features between the facial images which share the same label, can be reduced obviously.
B. ANALYSIS OF THE TIME COMPLEXITY OF DIFFERENT METHODS
In computer science, the computational complexity is a measure or estimate of the time cost in operating an algorithm. Time complexity is generally expressed in the form of O (f (n)), where n is the input size that is measured by the number of bits required to represent it. Thus, the amount of time taken and the number of elementary operations performed by the algorithm differ by at most a constant factor. By logic, we analyze the time complexity of each section from the model of the CLS-GR dictionary learning model [36] .
First, the dictionary learning model named CLS-GR utilizes k-means to initialize the label-particular dictionary D c one by one; the time complexity can be expressed as O (p · T · n · m) [37] , where p represents the number of samples, n represents the number of clusters as well as the number of atoms in dictionary, m represents the number of features of each sample, and T represents the number of iteration times.
To initialize the sparse representations X corresponding to all the training samples, and given the initialized dictionary D 0 , they can be obtained as Eq. (5).
The time complexity is O n 3 [38] , where n is the number of atoms in the dictionary, as well as the dimension of the sparse codes. Instead of updating the whole dictionary simultaneously, the model updated the dictionary atom by atom to fully utilize those atoms that have already been renewed, and the dictionary is updated as followings.
whered c i denotes the estimated value of the i-th column that belongs to the c-th class, andx k denotes the estimated value of the k-th row in the whole code matrix X. The time complexity can be shown as O (p · n · m), where n represents the number of atoms of the dictionary, m is the number of features of each sample, and p indicates the number of samples. To obtain the sparse code X c belonging to the c-th class, the updating method can be represented as Eq. (8).
where the time complexity of Eq. (8) is O n 3 [38] , in the specific cases, n denotes the number of atoms in the learnt dictionary.
C. ESTIMATED VALUES OF RESIDUALS METHOD INSPIRED BY THE CLASSIC K-SVD
To estimate the residuals of signal reconstruction by X c and the learnt dictionary D without traversing the whole situations, a mathematical model should be built to describe the estimated values corresponding to the residuals. Below, a brief introduction of the classic K-SVD algorithm is given [1] . Under this circumstance, M ∈ R m×p , which is for either the field of real numbers or the field of complex numbers. Thus, a factorization called singular value decomposition of M can be given as Eq. (9).
where U ∈ R m×m is a unitary matrix, ∈ R m×p is a diagonal matrix with non-negative real numbers on the diagonal,V ∈R p×p is a unitary matrix, and V T is the conjugate transpose of V. In [1] , the penalty term can be represented as Eq. (10).
Both X and D are fixed, and the algorithm in question only has one column in the dictionary d k ; the coefficients that correspond to it, i.e., the k-th row in X, is denoted as x k T . Next, apply SVD decomposition E R k =U V T , choose the updated dictionary columnd k to be the first column of U, and update the coefficient vector x k T to be the first column of V T multiplied by (1, 1).
III. AN IMPROVED CROSS-LABEL SUPPRESSION DICTIONARY LEARNING
To obtain a more discriminative dictionary for classification, the priori items of cross-label and group regularization are utilized as training samples. However, the algorithm dismisses the information regarding the dimension of the dictionary and result in unnecessary computation redundancy. To solve the corresponding problems, inspired by time complexity theory and the classic K-SVD [1] , we combine the dimension of the dictionary matrix with both the learning time and the residuals of signal reconstruction.
A. CUBIC FITTING METHOD FOR ESTIMATION OF COST TIME
Considering the time complexity of each step, k-means is related to the time complexity of O (p · T · n · m). The number of samples is determined such that the time complexity can be described as O (T · n). The original dictionary D 0 is initialized by a linear combination of a few sections-
furthermore, the number of samples p is determined. In the part of initializing the sparse representations, the time complexity of initial method is O n 3 . Differently, the model renewing the dictionary atom by atom has a time complexity of O T · n 3 , where T represents the number of iteration times. Fig.3 shows the cost times in each step of the algorithm in different cases of number of training samples.
The distribution of cost time is accurately corresponding to the theories of time complexity which can qualitatively estimate the cost time of algorithms in computer science. For the convenience of the following elaboration, we assume that the samples are divided into C classes in total, and s can be defined as Eq. (11) .
Because the notation 's' involves the information of sparse dimension as well as the structure, a cubic fitting model corresponding to s is adopted to combine the time cost of CLS-GR with the dimension of the dictionary. In most cases, the number of classes is a fixed value, so that the time can be approximately written as Eq. (12).
where ω 1 , ω 2 , ω 3 , andω 4 represent coefficients of the cubic function, and 
wheret(s) represents the estimated value of the total cost time of algorithm. By determining a reasonable number of samples used to fit, we can acquire a much more precise estimated value of the time cost of the algorithms without running the codes to obtain these statistics. 
B. CORRESPONDING DIMENSIONS OF THE RESIDUALS INSPIRED BY K-SVD
Inspired by the classic K-SVD [1] and considering the CLS-GR [36] method of dictionary learning, the energy of sparse representations is concentrated on some particular areas of the structured matrix. According to the optimal error estimation [40] , the residuals can be described as Eq. (15).
Similarly, take Y c separated by SVD, the residuals can be estimated as following. 17).
According to the proposed method, both the residuals and the cost time can be predicted without practical experiments. Compared to the process of learning, our proposed approach method can save a significant amount of time because of the low complexity.
C. AN ADAPTIVE TIME OF ITERATION BASED ON SVD
Regardless of the fixed value of iteration times, an adaptive iterating time can be more reasonable to solve the problem of the computational waste. Because of the similarity of the residuals between the practical value and the estimated value, we can establish a threshold for iteration. Based on Eq. (17), we can easily determine an iterating time for dictionary learning with cross-label as well as group regularization. In the condition of such a situation, a threshold is established as Eq. (18) .
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where ⊗ denotes the comparison between the former and the latter. If the value of former is larger, then the iterating time is inadequate and the iteration will continue, whereas if the value of former is smaller, then the number of iteration times is adequate and the extra operation will result in excess computation. In this manner, s can be obtained Eq. (20) .
D. OPTIMIZED OBJECT CORRESPONDING TO THE SPARSE DIMENSION
For the purpose of taking both residual and accuracy into consideration, the proposed approach for extracting the information of dimension can be given as Eq. (19) .
where t c (s) denotes the cost time of the approach, which involves selecting training samples, initializing the sparse representations X c , and updating of the c-th class dictionary D c atom by atom as well as the sparse representations X c . Among Eq. (19), δ is a parameter to decide the influence of time cost in specific applications. Mathematically, the 'most' reasonable value of s can be obtained from Eq. (20) .
where δ is the normalized hyperparameter to normalize both the residuals and cost time, the value of which is defined as Eq. (21).
The normalized residuals and the cost time can be obtained to allow the influenced hyperparameter δ to be expressly utilized as a measure of the cost time in running the method.
E. GLOBAL CODING CLASSIFIER WITH REASONABLE SPARSE DIMENSION
The learnt dictionary is used to judge the labels of an image matrix consisting of a signal query of column vectors. According to the proposed dictionary structure, the large representation coefficients in the whole learnt dictionary should be mainly distributed in the associated atoms. The classification scheme assigned with a reasonable value of the dimension can be named as global coding classifier with reasonable sparse dimension (RSD-GCC).
Below is a brief description of the classification named global coding classifier (GCC) [36] . Given a corresponding random query sample y and the learnt dictionary D, as the label information is unknown, we will define the sparse representation with a general model of Eq. (22) .
Because of the structure of the dictionary and the learning method, as the sample y belongs to the c-th class, the large coefficients should be arranged in the particular area of sparse matrix with the c-th label. We can define the following metric for the visual recognition. 
IV. EXPERIMENTS
In this section, we will perform some experiments on publicly available databases for face recognition. Because both the efficiency and residuals are taken into consideration, we will show both aspects in each experiment; the performances of our approach are demonstrated in the following results. In the experiments, to fairly evaluate the computational efficiency, the proposed approach will be operated on the platform of MATLAB2017b applied in one PC with a 64-bit Windows 10 operating system and equipped with Intel i5-4200H 2.8 GHz CPU, and 4 GB memory.
A. FACE RECOGNITION BASED ON THE YALE FACE DATASET
In this section, the Yale face dataset is first considered by us [41] . The database contains 165 gray scale images divided in 15 individuals, with 11 images per class. Each class contains one different facial expression, such as centerlight, glasses, happy, left-light, no glasses, normal, right-light, sad, sleepy, surprised, and wink, as shown in the Figure. Each image is represented as a 576-dimensional normalized vector. Next, some of the images are selected to be the training samples, and the remaining images are used to check the performance of the classification scheme for generalization.
To evaluate different algorithms fairly, the parameters β, γ , and λ are set to 4 × 10 −3 , 1, and 2 × 10 3 , respectively, and the value of δ is set to 0.25. To acquire a stable recognition rate, each method is operated for 30 times; the performances of the two classifications schemes are shown from two parts, including the average accuracies and the average time costs of the training samples are given in the following table and figures.
The practical statistics of computational efficiency and accuracy are listed in Table 1 , and it is intuitive that our algorithm is operated with almost 1.6 times and is more than 100 times as fast as LC-KSVD and COPAR, i.e., the accuracy improves by approximately 20 and 15 percentage points, respectively. Moreover, because the method LC-KSVD utilizes one linear classifier trained jointly with the dictionary, it is an efficient algorithm for face recognition. Apparently, RSD-GCC has an outstanding performance, with a significant improvement over the basic scheme. Here comes the experimental results of comparison between RSD-GCC and the based classifier GCC, and the performances of RSD-GCC with different the value of δ, as is increasing from 5 × 10 −2 to 3.5 × 10 −1 at a step of 10 −1 , is shown in the following figures, the former figure is about the performances of accuracy and the latter figure is mainly about the time costs.
From the experimental results in Fig.4 and Fig. 5 , compared with the basic classification scheme GCC, the time cost of RSD-GCC is more than 23% faster than the performance of GCC in the unit training time of samples, with an average accuracy decreased by about 1.5%.
B. FACE RECOGNITION BASED ON THE EXTENDED YALEB FACE DATASET
The extended YaleB face database contains 2414 frontal face images belonging to 38 people with 64 facial images for each person [39] . In our experiments, based on this database, the Eigenface feature is compressed into a dimension of 300 from normalized 54 × 48 images [42] , and the compressed information is adopted instead of the original pixel information; this approach is challenging because of the varying illumination conditions and poses.
In this database, the training number is increased with a step of 5 from 20 to 40, the parameters β, γ , and λ are set as 8 × 10 −3 , 2 × 10 −2 , and 2 × 10 3 , respectively. Moreover, the value of δ is assigned from 0.05 to 0.35 at a step of 0.1 to determine the influences on the time costs of the training samples and the accuracies. We take both the above two aspects of the time cost and the accuracy of classification into consideration; the performance is shown in the following.
In Table 2 , GCC has the highest accuracy, with RSD-GCC only approximately 0.15% lower in accuracy, as distinguished from the experiments based on the Yale face database; the existing methods also render excellent performances in face recognition. In the aspect of accuracy, RSD-GCC is the most accurate, approximately 2 percentage points higher than SRC, 5 percentage points higher than LC-KSVD, and 1.5 percentage higher points than COPAR. In the aspect of time cost, RSD-GCC is much faster than SRC, LC-KSVD, and COPAR by approximately 300 times, 1.8 times, and 140 times, respectively. The result clearly shows the outstanding performance of our algorithm and the benefits to obtain a reasonable sparse dimension for dictionary learning. According to the experimental results in Fig.6 and Fig.7 , compared with the basic classification scheme GCC, the performance of RSD-GCC is more than 20% faster than the performance of GCC in the unit training time of samples, with an average accuracy decreased by about 1%. However, due to the random error which is inevitable in running the codes, the results in Fig.7 show an instable performance as the time weight 'δ' is high as well as the number of training sample is few. In spite of this, the purpose of taking a tradeoff between accuracy and time cost is shown a good performance.
C. PERFORMANCE OF CUBIC FITTING AND ESTIMATED RESIDUALS
In this section, the experimental results of the residual values estimated by SVD and the performances of cubic fitting model are shown in the following figures, where two experiments based on the Extended YaleB dataset are selected by us to represent the performance of the proposed model.
As shown in Fig. 8 , the performance of cubic fitting model, k denotes the number of fitting samples, where the total number of training samples is 40. In the case of k = 25, the fitting values are almost equal to the values of cost time obtained by practical experiments. Considering the time cost in our proposed approach to determine the reasonable dimension, 'k = 15' is adequate to obtain a good performance. Also, the residuals estimation by SVD also shows a high accuracy in the processes of dictionary learning in Fig.9 . Based on the results, the residuals estimated by SVD are in good agreement with the measured cost time by cubic fitting, demonstrating that the proposed approach is effective and valuable.
D. EFFICACY OF ADAPTIVE ITERATING TIME
To examine the robustness of our proposed method, which establishes a threshold to judge whether the learning iteration is continuing or suspended, we take different numbers of training samples into consideration. Fig. 10 presents the normalized value of residuals in the experiments by iterations; the black dotted line denotes the combination of different thresholds in condition of different number of training samples. VOLUME 6, 2018 According to Fig. 10 , different from the fixed value of iteration times, the adaptive number of iterations can be more flexible and accurate. In the figure, the adaptive value of iterations is shown as the point that the black vertical line intersects the other lines corresponding to different values of 's'. In contrast to the use of fixed times of iterations, which is obviously unreasonable and easily results in computing redundancy, the proposed method utilizing a threshold to determine the iteration times can be more reasonable and economical for computation in practical experiments.
V. CONCLUSIONS
In this paper, a cubic fitting model was utilized to compute the similar time cost of such algorithms in producing a dictionary, and a method based on SVD was adopted to estimate the residuals in signal reconstruction, accounting for the corresponding tradeoffs between the accuracy and the computational complexity of the dictionary learning method with cross-label and group regularization. According to the experimental results, the learning process becomes more reasonable because of the decreasing of computation redundancy. Furthermore, the results in the table that compared our method to others, such as SRC [7] , LC-KSVD [34] , COPAR [32] , and GCC [36] , also demonstrated the advantages of our methods in computation reduction.
To obtain the fitting curve for the samples of experiments, the part of our proposed method used to estimate the training time costs extra computation. Moreover, a classifier can be jointly trained using the dictionary; this approach was demonstrated to result in a good performance. Also, reinforcement learning method can be utilized for the determination of the significant hyperparameter-'s'. From this perspective, we can develop a more efficient estimated model to obtain the reasonable sparse dimension and select a more effective classifier to achieve a better tradeoff between accuracy and efficiency.
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