Graphs are essential representations of many real-world data such as social networks. Recent years have witnessed the increasing efforts made to extend the neural network models to graph-structured data. These methods, which are usually known as the graph neural networks, have been applied to advance many graphs related tasks such as reasoning dynamics of the physical system, graph classification, and node classification. Most of the existing graph neural network models have been designed for static graphs, while many real-world graphs are inherently dynamic. For example, social networks are naturally evolving as new users joining and new relations being created. Current graph neural network models cannot utilize the dynamic information in dynamic graphs. However, the dynamic information has been proven to enhance the performance of many graph analytic tasks such as community detection and link prediction. Hence, it is necessary to design dedicated graph neural networks for dynamic graphs. In this paper, we propose DGNN, a new Dynamic Graph Neural Network model, which can model the dynamic information as the graph evolving. In particular, the proposed framework can keep updating node information by capturing the sequential information of edges (interactions), the time intervals between edges and information propagation coherently. Experimental results on various dynamic graphs demonstrate the effectiveness of the proposed framework.
INTRODUCTION
A graph describes a set of objects and their pairwise relations. Many real-life data such as social networks, transportation networks and e-commerce user-item graphs can naturally be represented in the form of graphs. Recent years have witnessed increasing efforts to generalize neural network models to graphs. These neural network models that operate on graphs are known as graph neural Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). networks [12, 28] . Graph neural networks have been applied to perform the reasoning of dynamics of physical systems [1, 7, 27] . Graph convolutional neural networks, which extend the convolutional neural networks to graph structure data, have been shown to improve the performance of graph classification [5, 9] and nodelevel semi-supervised classification [15, 20] . A general framework of graph neural network is proposed in [2] .
Most of these aforementioned neural network models have been designed for static graphs. Graphs in many real-world applications are inherently dynamic. For example, new users will join a social network and users in the social network will create new relations, users in e-commerce platform continue interacting with new items, and new connections are established in a communication network over time. To apply existing graph neural network models to dynamic graphs, we need to completely ignore their evolving structures by treating them as static graphs. However, the dynamic information has been proven to boost a variety of graph analytic tasks such as community detection [24] , link prediction [13, 22] and network embedding [13, 22] . Therefore, it has great potential to advance graph neural networks by considering the dynamic nature of graphs, which calls for dedicated efforts.
Meanwhile, designing graph neural networks for dynamic graphs faces tremendous challenges. From the global perspective, structures of dynamic graphs continue evolving since new nodes and edges are constantly introduced. It is necessary to capture the evolving structures for graph neural networks. From the local perspective, a node can keep establishing new edges, the establishing order of these edges is important to understand the node properties. For example, in the e-commerce user-item graph, new interactions are more likely to represent the users' latest preferences. Moreover, the introduction of a new edge (interaction) would affect the properties of the node. It is necessary to keep the node information updated once a new interaction happened. In addition, these edges are unevenly introduced, i.e., the distribution of these edges in the time-line is uneven. For example, a user in social networks could create edges very frequently in certain periods while only establishing a few edges in others. The time intervals between interactions for a specific node can vary dramatically. It is important to consider these time intervals and the major reasons are two-fold. First, the time interval between interactions of specific node can impact our strategy to update the node information. For example, if a new interaction is distant from its previous interaction, we should focus more on the new interaction since the node properties could change. Second, a new interaction can not only affect the two nodes directly involved in the interaction, but also can influence other nodes that are "close" to the two nodes; and the time interval can impact our strategy to propagate the interaction information to the influenced nodes. For example, if the new interaction is distant from the latest interaction between the node and an influenced node, the effect of the new interaction on the influenced node could be little.
In this paper, we embrace the opportunities and challenges to study graph neural networks for dynamic graphs. In essence, we aim to answer the following questions -1) how to constantly keep the node information updated when new interactions happen; 2) how to propagate the interaction information to the influenced nodes; and 3) how to incorporate time interval between interactions during update and propagation. We propose a dynamic graph neural networks (DGNN) to answer aforementioned three questions simultaneously. Our contributions can be summarized as follows:
• We provide a principled approach for the node information update and propagation when new edges are introduced; • We propose a novel graph neural network for dynamic graphs (DGNN), which models establishing orders and time intervals of edges into a coherent framework; and • We demonstrate the effectiveness of the proposed model with several graph related tasks on various real-world dynamic graphs.
The rest of this paper is organized as follows. In Section 2, we introduce the proposed framework with details about its update and propagation components and the approaches to learn model parameters. In Section 3, we present experimental results in two graph mining tasks including link prediction and node classification. We review related work in Section 4 and finally we conclude our work with future work in Section 5.
THE PROPOSED FRAMEWORK
In this section, we introduce the graph neural network framework designed for dynamic networks. We first provide an overview about the model and then describe the components of the framework in details. Before that, we first introduce notations and definitions we will use in this work.
A dynamic graph consists of a set of nodes and we assume that there are N nodes V = {v 1 , v 2 , . . . , v N } introduced until our latest observation about the graph. The graph evolves when new edges and nodes emerge. An example of a dynamic graph is shown in the left side of Figure 1 , where there are 8 nodes and 8 interactions (edges) emerge from time t 0 to t 7 . Note that, in this work, we only consider the emerging of new edges and nodes while leaving the deletion of existing edges and nodes as one future work. A directed edge e can be represented as (v s , v д , t) describing an interaction from v s to v д at time t. For example, the interaction happened at t 0 in Figure 1 can be denoted as {v 2 , v 1 , t 0 }. For convenience, we call the two nodes involved in the interaction as the "interacting nodes". As mentioned before, a new interaction can not only affect the two interacting nodes but also can influence other nodes that are "close" to the interacting nodes, which we call as the "influenced nodes". Thus, we need to update the information of this new interaction to the two interacting nodes and also propagate this information to the "influenced nodes". To achieve this goal, a dynamic graph neural network (DGNN) is introduced and an overview about DGNN framework is demonstrated in Figure 1 , which consists of two major components: 1) the update component and 2) the propagation component. We briefly describe the operations of the two components when introducing a new interaction {v s , v д , t }. The update component involves node v s , node v д and updates the interaction information to both of them. For example, in Figure 1 , a new interaction {v 2 , v 5 , t 7 } happened at t 7 , the two interacting nodes being involved in the update component are v 2 and v 5 . The propagate component involves the two interacting nodes v s , v д and the "influenced nodes" as it propagates the information of the interaction {v s , v д , t } to the "influenced nodes". The "influenced nodes" can be defined in different ways, which we will discuss in later subsections. In Figure 1 , we define the "influenced nodes" as all the nodes that have interacted with the two "interacting nodes", which includes {v 1 , v 7 }-the 1-hop "neighors" of v 2 , and {v 3 , v 6 }-the 1-hop "neighbors" of v 6 . Next, we detail each component.
The update component
In this subsection, we discuss the update component for the interacting nodes. We first give an overview of the operations of the update component with the focus on a single node v 2 of the dynamic graph illustrated in the left of Figure 1 ). There are three interactions involving node v 2 , {v 2 , v 1 , t 0 }, {v 7 , v 2 , t 3 } and {v 2 , v 5 , t 7 }. It is natural that interactions between nodes will affect the properties of the nodes. For example, as suggested by homophily, users with similar interests are likely to create connections in social networks [26] . Thus, the update components should update the interaction information to the two interacting nodes. As shown in Figure 2 , there are three update components, processing the three interactions involving node v 2 for node v 2 . Each of the update components takes an interaction as input and update the interaction information to node v 2 . Note that we only show the update component for node v 2 in Figure 2 , while there is also another update component to update the interaction information to the other interacting node for each interaction. Furthermore, the order of the interactions is also important to understand the nodes' property. For example, in the e-commerce user-item graph, user's latest preference can be better captured by the recent interactions than the old ones. Thus, it is important to capture the order information. It is natural to view the interactions (involving the same node) as a "sequence" and recurrently apply the update component to the interactions. Note that, although the interactions can be viewed as a "sequence", we do not need to store all the information of this "sequence". We only store most recent information of the nodes. As shown in Figure 2 , the three update components are connected in the sense that the next component takes the output of the previous component as input. Hence, we model the update component based on the long-short term memory (LSTM) unit [17] . As discussed before, the time interval information is also important, thus, we also incorporate it into the update component. As shown in Figure 2 , a single update component consists of three units -the interact unit, the update unit and the merge unit. Next we describe these three units in details.
Before proceeding to the details of the units, we first introduce the information we store for each node v. Note that in a directed graph, a node could play the roles of both source node and target node. Thus, we introduce two sets of different cell memories and hidden states for the two roles of each node, respectively. The cell memory and hidden state for the source role of node v right before time t are denoted as C s c (t−) and h s v (t−) respectively, while the cell memory and hidden state for the target role of node v right before time t are denoted as C д c (t−) and h д v (t−) separately. Here, the notation t− means the time that is infinitely close to t, but prior to t, such that all the interactions before time t have been processed. For example, in Figure 2 , at time t 7 , for node v 2 , C s c (t 7 −) is, in fact, equal to C s c (t 3 ). Note that we do not consider the propagation component now, for the purpose of illustrating the update component. The source and target hidden states are merged with the merge unit, to generate the general features u v (t−) of the node v, which describes the general property of node v. These cell memories
and general features u v (t−) are the information stored for each node v and needed to be updated when new interaction happens. For example, Figure 3 shows the operations of two update components performing update for node v 2 and v 5 when the interaction {v 2 , v 5 , t 7 } happens. The information stored for the two nodes right before time t 7 is shown in Figure 2 (a).
The interact unit.
The interact unit is designed to generate the interaction information for {v s , v д , t } from node information. The generated interaction information is later used as the input of the update unit. We model the interact unit using a deep feedforward neural network and the formulation is as follows:
where u v s (t−) and u v д (t−) are the general features of the nodes v s and v д right before time t. W 1 , W 2 and b e are the parameters of the neural network and act(·) is an activation function such as sigmoid or tanh. The output e(t) contains the information of the interaction {v s , v д , t }. As an example, Figure 3 (b) shows how the interact unit works for the interaction {v 2 , v 7 , t 7 }.
The update unit.
As mentioned before, the interactions (involving the same node) can be viewed as a "sequence". The information of this node gradually evolves as these interactions happens sequentially. Thus, to capture these interaction information for this node, we recurrently apply the update component to process the interaction information. The update unit is the part performing the operation to update the interaction information generated from the interact unit to the interacting nodes. Recall that the interactions do not emerge evenly in time. The time interval between interactions involving the same node can vary dramatically. The time interval impacts how the old information should be forgotten. It is intuitive that interactions happened in the far past should have less influence on the current information of node, thus they should be "heavily" forgotten. On the other hand, recent interactions should have more importance on the current information of node. Thus, it is desired to incorporate the time interval into the update component. Hence, to build the update unit, we modify the LSTM unit as similar in [3] to An update unit is shown in Figure 4 , the input of this unit includes the most recent cell memory C v (t−), hidden states h v (t−), the time interval ∆ t and the interaction information e(t) calculated by the interact unit. The output of the update unit are the updated cell memory C v (t) and hidden state h v (t). Note that, for illustration purpose, we do not differentiate the source and target cell memory and hidden states in Figure 4 . In practice, we have two types of update units, the S-Update unit and the G-Update unit, which share the same structure but have different parameters. For an interaction {v s , v д , t }, we use the S-Update unit to update the information for the source node v s and use the G-Update unit to update the information for the target node v д . The update unit is based on an LSTM unit, the only difference between the update unit and a standard LSTM unit is in the blue dashed box part of Figure 4 . The corresponding formulations for this part are as follows
In this part, the old cell memory C v (t − 1) is adjusted according to the time interval to generate the adjusted old cell memory C * v (t − 1). It is first decomposed to two components, the short term memory C I v (t − 1) and the long term memory C T v (t − 1), where C I v (t − 1) is generated by a neural network and the long term memory
. The long term memory is kept untouched while the short term memory is discounted (forgotten) according to the time interval ∆ t between the events with a discount function д. The discount function д is a decreasing function, which means the larger the time interval is, the less the short term memory is kept. Hence, we use this to model how we should forget the old information in our model. The discounted short term memorŷ C I v (t − 1) and the long term memory are then combined to generate the adjusted old cell memory
, which can be regarded as the output of the dashed box being input to the standard LSTM unit (the rest part of the update unit). The decomposition and recombination ensure that not the entire information of the old cell memory is lost during this procedure.
The formulations of the rest part of the update unit, which are the same as a standard LSTM unit, are as follows
For convenience, we summarize the procedure of the update unit in Figure 4 (eq. (2) to eq. (11)) as
Examples of the operations of the update units are shown in Figure 3 (c) , where, for interaction {v 2 , v 7 , t } , we use the S-Update unit to update the information for the source node v 2 and use the G-Update unit to update the information for the target node v 7 .
Note that the S-Update unit only updates the source information (cell memory and hidden state) of the source node but keeps the target information of the source node untouched. Similarly, the GUpdate unit only updates the target information of the target node but keeps the source information untouched. In Figure 2 , for the convenience of illustration, we "abuse" the output of the S-Update unit and G-Update unit a little bit by considering the untouched target information of source node as part of the output of the SUpdate unit and the untouched source information of target node as part of the output of the G-Update unit.
2.1.3
The merge unit. The merge unit is to combine the source hidden state and target hidden state of a given node to generate the general features for this node. As we mentioned in last subsection, given an interaction {v s , v д , t }, the S-Update unit only updates the source information of the source node v s and the G-update only updates the target information of the target node v д . Hence, for node v s , we have h s v s (t) and h д v s (t−) as the output of the S-Update unit. The merge unit takes these two hidden states as input and generates new general features u v s (t) for the node v s as follows:
Similarly, the merge unit generates the new general features u v д (t) for node v д as follows:
The two merge units to generate new general features for node v 2 and v 5 after the interaction {v 2 , v 5 , t 7 } are shown in Figure 3 (d) . Finally, the output of the update component is the updated information of the interacting nodes. For the source node v s of the interaction {v s , v д , t }, the updated information includes C s v s (t), 
The propagation component
In the previous section, we introduced the component to update the two interacting nodes when a new interaction happens. The update component only considers the two nodes directly affected by the new interaction. However, the newly emerging interaction changes the existing local structure of the graph. Thus, the interaction can influence some other nodes. In this work, we choose the current neighbors of the two "interacting nodes" as the "influenced nodes". The major reasons are three-fold. First, as informed in mining streaming graphs, the impact of a new edge on the whole graph is often local [8] . Second, after we propagate information to the neighbors, the information will be further propagated, once the influenced nodes have interactions with other nodes. Third, we empirically found that when propagating more hops, the performance does not increase significantly or even decreases since we may also introduce noise during the propagation. To update the influenced nodes, the interaction information should be propagated to their cell memories. As the interaction does not directly influence the influenced nodes, we assume that the interaction does not disturb the history of the influenced nodes but only bring about new information. Thus, we do not need to decay or decrease the history information (cell memory) as what we do in the update component but only incrementally add new information to it. As similar with the intuition that older interactions should have less impact on the recent node information, an interaction should have less impact on the older influenced nodes. Thus, it is also desired to consider the time interval of the interactions in the propagation component. In addition, the influence can vary due to varied tie strengths (e.g., strong and weak ties are mixed together) [33] . Nodes are likely to influence others with strong ties than weak ties. Therefore, it is important to consider heterogeneous influence. With these intuitions, next we illustrate the operations of the propagation component.
The propagation component consists of three units -the interact unit, the prop unit and the merge unit. Note that the interact unit and the merge unit are the same as the ones in the update component. So, we mainly introduce the prop unit.
Let {v s , v д , t } be the newly happened interaction, where v s is the source node and v д is the target node. The influenced nodes are the neighbors of these two nodes until time t, which can be denoted as N (v s ) and N (v д ). In a directed graph, we can further decompose the two sets of neighbors as
where N s (·) denotes the set of source neighbors and N д (·) denotes the set of target neighbors. Note that there are, in total, 4 types of different prop units with the same structure but different parameters. They are the prop unit to propagate interaction information 1) from the source node v s to its source neighbors N s (v s ); 2) from the source node v s to its target neighbors N д (v s ); 3) from the target node v д to its source neighbors N s (v д ); and 4) from the target node v д to its target neighbors N д (v д ). We only describe one of them, from source node to its source neighbors, as the others have the same structure. For each node v x ∈ N s (v s ), we propagate the interaction information to them with the following formulations:
where ∆ s t = t −t x is the time interval between the current time t and the last time t x when the node v x interacted with node v s . д(∆ s t ) is the same decay function as we defined for the update component. Prop ( , , , ) Intuitively, propagating the interaction information to "extremely old neighbors" may introduce noise. Hence, we introduce a function h(∆ s t ) to filter some "influenced nodes" as defined as follows:
where τ is a predefined threshold. This means if the time interval is too large ( > τ ), we will stop propagating information to such neighbors. One advantage of this operation is to make the propagation step much more efficient. We will demonstrate more details about this filtering step in the experiment section.Ŵ s s is a linear transformation to project the interaction information for propagating to source neighbors. We have different transformation matrix for the other types of prop units. The function f a (u v x (t x −), u v s (t−)) is an attention function to capture the tie strength between nodes v x and v s defined as: Figure 5 illustrates an example of propagating the interaction information to the source neighbor v 7 of the source node v 2 when an interaction {v 2 , v 5 , t 7 } happens. The prop unit is shown in Figure 5 (c) . Note that, for compactness of Figure 5 , we do not include the attention mechanism in it. The interact unit is shown in Figure 5 (b) , and the merge unit is shown in Figure 5 (d).
Parameter learning
In this section, we introduce the parameter learning procedure of the dynamic graph neural network model. The proposed framework DGNN is general and can be utilized for a variety of network analytic tasks. Next we will use link prediction and node classification as examples to illustrate how to use DGNN for network analysis and its corresponding algorithm for parameter learning.
Parameter learning for link prediction.
To train the dynamic graph neural network model for the link prediction task, we design a specific training schedule. In DGNN, we only have one set of general features for each node, while each node can be either source node or target node. Thus, for the link prediction task, we first project the general features of the two interacting nodes to the corresponding role in the interaction with two projection matrix P s and P д . We then adapt a widely used graph-based loss function with temporal information. For an interaction (v s , v д , t), we project the most recent general features u v s (t−), u v д (t−) to u s v s (t−) and u д v д (t−) respectively as follows:
Then the probability of an interaction from v s to v д is modeled as
is the sigmod function. Eventually the loss can be represented as
where Q is the number of negative samples and P n (v) is a negative sampling distribution. The total loss until time T can be represented as
where E(T ) denotes all the interactions until time T . We then adopt a mini-batch gradient descent method to optimize the loss function. Note that in our case, the mini-batches of edges are not randomly sampled from the entire set of edges but sequences from the interaction sequence maintaining the temporal order. The loss of the mini-batch is calculated from all the interactions in the mini-batch. The negative sampling distribution P n (v) is a uniform distribution out of all the nodes involved in the mini-batch, which includes the interacting nodes and the influenced nodes of each interaction.
Learning parameters for node classification.
To train the dynamic graph neural network model for node classification, we adopt the cross entropy loss. For a node v with general features u v (t) and label y ∈ {0, 1} N c immediately after time t, where N c is the number of classes, we first project u v (t) to u c v (t) ∈ R N c ×1 . Then, the loss corresponding for the node v at time t is defined as The training schedule is semi-supervised, only some nodes are labeled but the unlabeled nodes are also involved in the update and propagation component of the dynamic graph neural network model. We adopt a similar mini-batch (of edges) procedure as that in link prediction. Let T m be the end time of the mini-batch, i.e. the time of the last interaction in the mini-batch. After the minibatch of interactions is processed by the update and propagation components of DGNN, we collect all the nodes involved in the mini-batch and denote them as V m . Let V t r ain denote the set of all the nodes with labels. We then use V m−t r ain = V m ∩ V t r ain as the training samples of this mini-batch. We form the loss function for this mini-batch as
EXPERIMENTS
In this section, we perform two graph based tasks to demonstrate the effectiveness of the proposed dynamic graph network model. We first introduce three datasets we use in the experiments, then present the two tasks-link prediction and node classificationwith experimental details and discussions and finally study the key model components of the proposed framework.
Datasets
We conduct the experiments on the following three datasets. Some important statics of the three datasets can be found in Table 1 .
• UCI [21] is a directed graph which denotes the message communications between the users of an online community of students from the University of California, Irvine. A node in this graph represents a user. There are edges between users if they have message communications where the time In this dataset, the graph structure and the time information when edges are established are available; thus we use this dataset for the link prediction task.
• Epinions [29] is a directed graph which denotes trust relations between users in the product review platform Epinions. A node in this graph represents a user. A directed edge represents a trust relation among users. We have 15 labels in this dataset. The label of each user is assigned according to the category of the majority of the user's reviewed products.
In this dataset, we have graph structure, edge creation time and node labels; therefore, we use this dataset for both link prediction and node classification tasks.
Link prediction
In this section, we conduct the link prediction experiments to evaluate the performance of the DGNN model. We first introduce the baselines. We then describe the experimental setting of the link prediction task and the evaluation metrics. Finally, we present the experimental results with discussions.
3.2.1 Baselines. We carefully choose representative baselines from two groups. One group includes existing neural graph network models. The other contains state of art graph representation learning methods given their promising performance in link prediction. Details about baselines are introduced as follows:
• GCN [20] is a state of art graph convolutional network model, it tries to learn better node features by aggregating information from the node's neighbors. The method cannot use temporal information; thus we treat the dynamic graphs as static graphs for this method by ignoring the edge creation time information.
• GraphSage [15] also aggregates information from neighbors, but it samples neighbors instead of using all neighbors. It cannot use temporal information neither; thus we treat the dynamic graphs as static graphs for this method similar to GCN.
• node2vec [14] is a state of art graph representation learning method. It utilizes random walk to capture the proximity in the network and maps all the nodes into a low-dimensional representation space which preserves the proximity. It cannot utilize the temporal information and we convert the dynamic graphs into static graphs for node2vec.
• DynGEM [13] is a graph representation learning method designed for dynamic graphs. However, it can only be applied to discrete time data with snapshots, thus in our experiments, we split each dataset into snapshots for this baseline.
• CPTM [10] is a tensor-based model. It treats the dynamic graph as 3-dimension tensor, where two dimensions describe the interactions of nodes and the third dimension is time.
It decomposes the tensor to get the features of the nodes. It can only be applied to discrete time data with snapshots. Hence, as for DyGEM, we split each dataset into snapshots.
• DANE [23] is a recent proposed eigendocompoation based node representation learning algorithm for attributed dynamic graphs. It updates the node representations over time by perturbation analysis of eigenvectors. It can only be applied to discrete time data with snapshots. Hence, as for DyGEM, we split each dataset into snapshots. Note that since the focus in this work is not attributed networks, we use a variant of DANE, which only considers the structural information of dynamic networks.
• DynamicTriad [36] is a recent proposed node representation learning algorithm for dynamic graphs. As suggested by its name, it is based on modelling the triangle closure between snapshots of the dynamic graphs. It can only be applied to discrete time data with snapshots. Hence, as for DyGEM, we split each dataset into snapshots.
As we can see, our baselines include representative graph neural network models, i.e., GCN and GraphSage, one state of the art static node embedding method node2vec, three recent dynamic network embedding methods DynGEM, DANE, DynamicTriad and one traditional dynamic network embedding method CPTM.
Experimental setting.
In the link prediction task, we are given a fraction of interactions in the graph as the history and supposed to predict which new edges will emerge in the future. In this experiment, we use the first 80% of the edges as the history (training set) to train the dynamic graph neural network model, 10% of the edges as the validation set and the next 10% edges as the testing set. All the baselines and our model return node features after training. We use the node features learned with the 80% training set as the node features for link prediction. For each edge (v s , v д , t) in the testing set, we first fix v s and replace v д with all nodes in the graph and then we use the cosine similarity to measure the similarity and rank the nodes. We then fix v д and replace v s with all the nodes in the graph and rank the nodes in a similar way. For all the models we tune the parameters on the validation set. For our model, to calculate the cosine similarity, we use the projected features for UCI and DNC dataset and use the original features for Epinions dataset according to the performance on the validation dataset. In the link prediction task, we randomly initialize the cell memories, hidden states and general features for all nodes.
Evaluation metrics.
We use two different metrics to evaluate the performance of the link prediction task. One of them is mean reciprocal rank (MRR) [32] , which is defined as
where H is the number of testing pairs. Note that one edge is corresponding to two testing pairs: one for the source node and the other one for the target node. rank i is the rank of the ground truth node out of all the nodes. The MRR metric calculates the mean of the reciprocal ranking of the ground truth nodes in the testing set. It is higher when there are more ground truth node ranked top out of all the nodes. The other metric we use is Recall@k, which is defined as:
where 1{rank i ≤ k} = 1 only when rank i ≤ k, otherwise 0. The recall@k calculates how many of the ground truth nodes are ranked in top k out of all the nodes in their own testing pairs. The larger it is, the better the performance is. In this work, we use Recall@20 and Recall@50.
Experimental results.
In this section, we present the experimental results. The link prediction results on the three datasets are shown in Table 2 . From results, we can make the following observations
• DANE does not perform well as expected since it has been originally designed for attributed networks.
• DynGEM and DynamicTriad outperforms node2vec in most cases. All the three methods are embedding algorithmsnode2vec is for static networks while DynGEM and DynamicTriad capture dynamics. These results suggest the importance of the dynamic information in graphs.
• The proposed dynamic graph neural network model outperforms two representative existing GNNs, i.e., GCN and GraphSage. Our model is for dynamic networks while GCN and GraphSage ignore the dynamic information, which further support the importance to capture dynamics. • The proposed model DGNN outperforms all the baselines in most of the cases on all the three datasets. DGNN provides model components to capture time interval, propagation and tie strength. In the following subsections, we will study the impact of these model components on the performance of the proposed framework.
Node classification
In this subsection, we conduct the node classification task to evaluate the performance of the dynamic graph neural network model. We first introduce the baselines. We then describe the experimental setting and the evaluation metrics. Finally, we present the experimental results.
3.3.1 Baselines. The node classification task is a semi-supervised learning task, where some nodes are labeled and we aim to infer the labels of unlabeled nodes in the graph. Therefore, we carefully choose two groups of baselines. One is about GNNs for semisupervised learning including GCN and GraphSage. The other is traditional semi-supervised learning methods and we choose a startof-the-art traditional semi-supervised method LP based on Label Propagation [37] . Note that for a fair comparison, we do not choose node embedding algorithms such as node2vec as baselines since they are designed under the unsupervised setting.
3.3.2 Experimental setting. In the node classification task, we randomly sample a fraction of nodes and hide their labels. These nodes with labels hidden will be treated as validation and testing sets. The remaining nodes are treated as the training set. In this work, we randomly sample 20% of all the nodes and hide their labels. We use 10% of them as validation set and the other 10% as testing set. For the rest 80% of nodes with labels, we choose x% as labeled nodes and others as unlabeled nodes. In this experiment, we vary x as {100, 80, 60}. We use F 1 -micro and F 1 -macro as the metrics to measure the performance of the node classification task.
Experimental results.
Among three datasets, only Epinions dataset has label information. Hence we conduct the node classification task on it and the results are presented in Figure 6 . We can make the following observations:
• With the increase of the number of labeled nodes, the classification performance tends to increase.
• GraphSage, GCN and DGNN outperforms LP in all settings, which indicates the power of GNNs in semi-supervised learning.
• DGNN outperforms GraphSage and GCN under all the three settings, which shows the importance of temporal information in node classification.
Model Component analysis
In the last two sections, we have demonstrated the effectiveness of the proposed framework in two graph mining tasks -link prediction and node classification. In this subsection, we conduct experiments to understand the effect of the key components on our proposed model. More specifically, we form the following variants of our model by removing some components in the model:
• DGNN-prop: In this variant, we remove the entire propagation component from the model. This variant only does the update procedure when new edge emerges.
• DGNN-ti: In this variant, we do not use the time interval information in both update component and propagation component. Thus, we treat the interactions as a sequence with no temporal information.
• DGNN-att: In this variant, we remove the attention mechanism in the propagation component and consider equal influence.
We will use the task of link prediction to illustrate the impact of model components. The performance of these variants on link prediction task are shown in Table 3 . As we can observe from the results, all the three components are important to our model, as removing them will reduce the performance of link prediction. Via this study, we can conclude that (1) it is necessary to propagate interaction information to influenced nodes; (2) it is important to consider the time interval information; and (3) capturing varied influence can improve the performance.
Parameter Analysis
The proposed framework introduces one parameter τ in the propagation component to filter some "influenced nodes". In this subsection, we analyze how different values of τ in the propagation component affect the performance of the DGNN model. We perform the analysis for the link prediction task on the UCI dataset with the MRR measure since we have similar observations with other settings and on other datasets.
As shown in Table 1 , the duration of this dataset is 194 days and we set the threshold τ to 1, 7 days, and 10 − 100 days with a step size of 10. The performance in terms of MRR is shown in Figure 7 . The performance of DGNN first increases as the threshold τ gets larger. A large τ allows the interaction information to be propagated to more influenced nodes. After τ hits 50, the performance becomes stable or even slightly decreases. These observations suggest that 1) the propagation procedure does help to broadcast necessary information to the "influenced nodes" as the performance first gets improved when the threshold increases; and 2) propagating the interaction information to "extremely old neighbors" may not be helpful or even may bring noise. These observations have practical significance since we can choose a proper τ in the propagation component, which can remarkably boost the efficiency of the proposed framework since we only need to perform the propagation with a small number of "influenced nodes". 
RELATED WORK
In this section, we briefly review two streams of research related to our work: graph neural networks and dynamic graph analysis.
In recent years, many efforts have been made to extend deep neural network models to graph structured data. These neural network models that are applied to graphs are known as graph neural network models [12, 28] . They have been applied to various tasks in many areas. Various graph neural network models have been designed to reason dynamics of physical systems where previous states of the nodes are given as history to predict future states of the nodes [1, 7, 27] . Neural message passing networks have been designed to predict the properties of molecules [11] . Graph convolutional neural networks, which try to perform convolution operations on graph structure data, have been shown to advance many tasks such as graph classification [5, 9] , node classification [15, 20, 31] and recommendation [34] . A comprehensive survey on graph convolutional neural networks can be found in [4] . A general framework of graph neural networks was proposed in [2] recently.
Most of the current graph neural network models are designed for static graphs where nodes and edges are fixed. However, many real-world graphs are evolving. For example, social networks are naturally evolving as new nodes joining the graph and new edges being created. It has been of great interest to study the properties of dynamic graphs [6, 16, 18, 35] . Many graph-based tasks such as community detection [24] , link prediction [13, 22] , node classification [19] , knowledge graph mining [30] and network embedding [23, 25, 36] haven been shown to be facilitated by including and modeling the temporal information in dynamic graphs. In this work, we propose a dynamic graph neural network model, which incorporates and models the temporal information in the dynamic graphs.
CONCLUSION
In this paper, we propose a novel graph neural graph DGNN for dynamic graphs. It provides two key components -the update component and the propagation component. When a new edge is introduced, the update component can keep node information being updated by capturing the creation sequential information of edges and the time intervals between interactions. The propagation component will propagate new interaction information to the influenced nodes by considering influence strengths. We use link prediction and node classification as examples to illustrate how to leverage DGCN to advance graph mining tasks. We conduct experiments on three real-world dynamic graphs and the experimental results in terms of link prediction and node classification suggest the important of dynamic information and the effectiveness of the proposed update and propagation components in capturing dynamic information.
In the current model, we choose one's neighbors as the set of influenced nodes. Though that choice is reasonable and it works well in practice, we would like to provide some theoretical analysis about this choice and also investigate alternative approaches. Now we illustrate how to use the proposed framework for link prediction and node classification. We also want to investigate how to use the framework for other graph mining tasks especially these under the unsupervised settings such as community detection.
