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Abstract
In this paper we investigate the relation between Lie matrix groups MG:=MG(n;K) of n× n-matrices with K-entries
and their so-called Lie h-algebras Lh[MG]. A Lie h-algebra for a matrix group MG:=MG(n;K) is de1ned as the set
{A∈Mat(n;K) |Ah+I∈MG} if h¿ 0 and {A∈Mat(n;K)|exp(At)∈MG for all t ∈R}; if h=0, where Mat(n;K)
is the set of n×n-matrices with K-entries and I∈Mat(n;K) is the identity matrix. We investigate the structural relations
between the matrix group MG and its Lie h-algebras. There are results concerning the group and topological isomorphy
of the group and its Lie h-algebra, for h¿ 0, the subsequent h → 0 limiting behaviour. Hereby we can reveal the exact
relation between the commutator in MG and the Lie bracket in L0[MG]. In a 1nal result we give a condition on the
linear operator function in X8 =A(t) ·X, X()=I which keeps the solution trajectory in MG. c© 2002 Elsevier Science
B.V. All rights reserved.
Keywords: Matrix Lie groups; Lie algebras; Measure chains; Time scales; Uni1cation of di>erential and di>erence
calculus; Linear equations; Hamiltonian systems
1. Introduction
In this paper we will look at the relation of Lie matrix groups MG=MG(n;K) of n×n-matrices
with K-entries, K=R or K=C, and their so-called Lie h-algebras. A Lie h-algebra for a matrix
group is de1ned as the set
Lh[MG]:=
{
{A∈Mat(n;K) |Ah+I∈MG} if h¿ 0;
{A∈Mat(n;K) | exp(At)∈MG for all t ∈R} if h=0;
where Mat(n;K) is the set of n× n-matrices with K-entries and I∈Mat(n;K) the identity matrix.
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These Lie h-algebras are interesting in several respects:
• For h¿ 0 the Lie h-algebra Lh[MG] is an intermediate link between a matrix group MG and
its usual Lie algebra L[MG] =L0[MG]. There is a two-step process for the transition from a
matrix group to its associated Lie algebra:
First for h¿ 0 there is the invertible di>erence operator G → (G − I)=h between MG and
Lh[MG], so one can transfer the full topological and algebraic structure of MG to Lh[MG].
The multiplication in MG is translated into a special sort of addition.
At the same time we will be able to introduce an additional algebraic structure, a sort of scalar
multiplication, on Lh[MG], which does not come from the group MG, but from the character of
Lh[MG] as a set of matrices. This scalar multiplication is compatible to the addition in a certain
respect.
It is interesting then, how these structures behave under the h → 0 limit. We will show that the
resulting limit set is just L0[MG], the usual Lie algebra associated to the matrix group MG.
• Within this two-step process the original (noncommutative) multiplication on MG has become
a commutative addition on L[MG]. So the information about “noncommutativeness” within the
h→ 0 limit is not preserved. In group theory it is known that this information is also contained
in the group commutator (G;H) → GHG−1H−1 of the group MG. We will examine, how this
commutator behaves under the above process and thereby reveal the exact relation between the
group commutator and the Lie bracket commutator (A;B) → AB − BA of the Lie algebra
L[MG].
• An element A of the Lie algebra L0[MG] is an in1nitesimal generator of a one parameter
subgroup {X(t) | t ∈R} ⊆MG, where X(t) is the solution of the matrix initial value problem
X˙=A ·X; X(0)=I: (1)
The discrete analogue of an in1nitesimal generator is an element A∈Lh[MG]. It generates a
discrete subgroup {X(t) | t ∈ hZ} of MG, which is the discrete orbit of the discrete (step size h)
initial value problem
8hX=
X(t + h)−X(t)
h
=A ·X; X(0)=I: (2)
So it makes sense to look at Lie h-algebras of matrix groups within all kinds of discretization
problems.
• Especially, within the framework of Hamiltonian systems there is growing interest in studying
the discrete analogue of the continuous theory. We will give a contribution to this theory by
determining the Lie h-algebra for the symplectic group—and for all other classical matrix groups
as well.
• If the time scales R and hZ are replaced by an arbitrary measure chain T (e.g. arbitrary closed
subset of R), then one has to consider dynamic equations of the form
X8 =A(t) ·X; X()=I; (3)
where 8 is the generalized derivative and ∈T is 1xed. Due to the time dependent varying
step size there is no advantage in restricting the scope to autonomous equations alone, hence we
consider non autonomous equations from the start.
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The initial purpose of this paper was to 1nd conditions on the matrix valued function A(t) in
(3) in order to keep the solution in the matrix group MG.
The answer is given in our main Theorem 10 and it reads
If A(t)∈L	∗(t)[MG] for all t ∈T, then the solution X of the time scale ivp (3) is contained
in MG.
The function 	∗: T→ R+0 is the so-called graininess. It measures the varying step size on the
time scale T. For the convenience of the reader, who is not familiar with calculus on measure
chains, we will give a short survey of relevant features at the beginning of the last section.
2. The regressive structure on Math(n;K)
Let K be one of the 1elds R or C. For 1xed h¿ 0 we de1ne the matrix subsets
Mat=Mat(n;K):=Set of n× n-matrices with entries of K; (4)
GL=GL(n;K):={A∈Mat(n;K) |A invertible}; (5)
Math=Math(n;K):={A∈Mat(n;K) |Ah+I invertible}: (6)
Within most parts of this paper the pair (n;K) will remain 1xed. In order to facilitate the reading
of the text we will skip its declaration, whenever possible. The meaning of Math comes from the
simple fact from o8e or ode theory that the matrix initial value problem
X8 =A ·X; X(0)=I; A∈Math; (7)
has exactly one solution

A(t; )=
{
(Ah+I)t=hexp(At) on Th :=
{
hZ if h¿ 0;
R if h=0:
(8)
In (7) 8 denotes the h-di>erence resp. di>erential operator according to the time scale.
2.1. Regressive group
We de1ne a group structure on Math by
A⊕B:=A+B+ABh: (9)
For h=0 it is the usual commutative addition of matrices. For h¿ 0 it is not commutative, if n¿ 2.
The negative is given by
A=−A(Ah+I)−1 =− (Ah+I)−1Aif‖Ah‖¡1=
∞∑
k=1
(−A)khk−1: (10)
We call Math=(Math;⊕) the regressive group. The name comes from the fact that for A∈Math
solution (8) of the initial value problem (7) exists and is unique especially for backward time t ¡ 0.
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We note some identities concerning the regressive addition:
(A⊕B)T =BT ⊕AT; (A⊕B)= (B)⊕ (A); (AB)=BA: (11)
Due to the fact that we write a noncommutative group structure in an additive way these formulae
look a little unfamiliar.
The regressive group structure on Math can be represented as a matrix multiplication via the
isomorphism
A →
(
Ah+I A
0 I
)
: (12)
For h¿ 0 the correspondence of A to the upper left block of the matrix is a group isomorphism
between Math(n;K) and GL(n;K) with inverse operator
B → B−I
h
: (13)
For h=0 the mapping
A→
(
I A
0 I
)
is just the isomorphism between the additive group Mat(n;K) and the matrix group of upper block
triangle 2n× 2n-matrices with unity matrices in the diagonal.
2.2. Regressive scalar multiplication on Math
We de1ne a scalar multiplication r A for r ∈Z, A∈Math as follows:
r A=


(Ah+I)r −I
h
if h¿ 0;
r ·A if h=0:
(14)
One can immediately verify that this multiplication is compatible with the regressive addition:
r A=


r times︷ ︸︸ ︷
A⊕ · · · ⊕A if r ¿ 0;
O if r=0;
A · · · A︸ ︷︷ ︸
r times
if r ¡ 0;
(15)
(O zero matrix). Using matrix powers we can extend the de1nition (14) to arbitrary scalars r ∈R
and matrices A∈Math with norm ‖A‖h¡ 1
r A:=(Ah+I)
r −I
h
=
exp[r · Log(Ah+I)]−I
h
=
∞∑
k=1
(
r
k
)
Akhk−1; (16)
where ( rk ):=r(r − 1) · · · (r − k + 1)=k! is the binomial coeOcient for real numbers r. For h→ 0 all
expressions in (16) go to r ·A. We call (16) the regressive scalar multiplication.
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For arbitrary h one can easily check the rules
(−1)A=(A);
(r + s)A=(r A)⊕ (sA) if ‖A‖h¡ 1;
(r · s)A= r  (sA) if ‖A‖h¡ 1:
One has to be careful with the distributive law corresponding to the regressive addition. We have
r  (A⊕B)= (r A)⊕ (r B) if A and B commute
and ‖A‖h; ‖B‖h; ‖A⊕B‖h¡ 1.
2.3. The generalized Lie bracket
The regressive group structure ⊕ on Math is not commutative. So it makes sense to look at the
commutator
(A⊕B) (B⊕A)= h(AB−BA)(Ah+I)−1(Bh+I)−1; (17)
which, for h¿ 0, is the commutator of the group GL, transferred to Math via isomorphism (13):
(A⊕B) (B⊕A)= (Ah+I)(Bh+I)(Ah+I)
−1(Bh+I)−1 −I
h
: (18)
Now, for h→ 0, we see in (17), that
(A⊕B) (B⊕A)→ O;
hence, in passing to the limit h→ 0 we loose our information about the noncommutative character
of the group Math. Fortunately, there is a way out of this problem. We divide out the factor h in
(17) by regressive multiplication by 1=h. We arrive at the de1nition of the generalized Lie bracket
or Lie h-bracket
[A;B]h:=
1
h
 [(A⊕B) (B⊕A)] (19)
for h¿ 0, which is well de1ned for
• 1=h∈Z and all A;B∈Math (by (14)) or for
• 1=h∈R\{0} and ‖Ah‖; ‖Bh‖¡ 1=(1 +√2) (by (16)).
The last inequality comes from the =1 special case of the following estimate:
‖A‖h; ‖B‖h6
√
√
+
√
2
⇒ ‖(A⊕B) (B⊕A)‖h6 : (20)
Proof.
‖(A⊕B) (B⊕A)‖ · h
(17)
= ‖(AB−BA) · (Ah+I)−1 · (Bh+I)−1‖ · h2
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6 2‖Ah‖ · ‖Bh‖ ·
∞∑
k=0
‖Ah‖k ·
∞∑
‘=0
‖Bh‖‘
6 2 ·
( √
=(
√
+
√
2)
1−√=(√+√2)
)2
= 2
(√
√
2
)2
= :
Note that the factor 1=h in (19) is not natural within the regressive group Math. It is a kind of
normalization in order to get the right h→ 0 limiting behaviour. In fact, for small h we have
[A;B]h
(19)
=
1
h
 [(A⊕B) (B⊕A)]
(17)
=
1
h
 [h(AB−BA)(Ah+I)−1(Bh+I)−1]
(16)
=
∞∑
k=1
(
1
h
k
)
[h(AB−BA)(Ah+I)−1(Bh+I)−1]k · hk−1
=
∞∑
k=1
(
1
h
k
)[
(AB−BA)
∞∑
‘=0
(−Ah)‘ ·
∞∑
m=0
(−Bh)m
]k
· h2k−1
=
∞∑
k=1;‘=0;m=0
(
1
h
k
)
[(AB−BA)(−A)‘ · (−B)m]k · h(‘+m+2)k−1
= (AB−BA)− h(AB−BA)(A+B) + h2 1
2
(
1
h
− 1
)
(AB−BA)2
+higher-order terms:
(The sums are 1nite for 1=h∈N.) Altogether for h→ 0 we arrive at the usual Lie bracket
[A;B]0 = [A;B] =AB−BA: (21)
This equation is a completion of de1nition (19) of the Lie h-bracket for h=0. There are no further
properties such as linearity or Jacobi identity for the Lie h-bracket. We only mention that
[A;B]h= [B;A]h= [B;A]h:
2.4. Generalized trace function on Math
We de1ne the h-trace function on Math as
trh:


Math(n;K)→Math(1;K)=K\{− 1h};
A →


det(Ah+I)− 1
h
if h¿ 0;
trace A if h=0:
(22)
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From ode theory it is known that the lower expression is the h→ 0 limit of the upper one. A direct
calculation shows that trh is a regressive group homomorphism:
trh(A⊕B)= trh(A)⊕ trh(B):
3. Lie h-algebras for matrix groups
3.1. Matrix groups
A matrix group MG=MG(n;K) is a subgroup of the multiplicative matrix group GL, which is
topologically closed within GL. This means that whenever a convergent MG-sequence has a limit
in GL, then this limit has to be in MG.
For example, R+ and C∗=C\{0} are closed subgroups of GL(1;C), hence matrix groups.
The main examples with which we will be concerned are the special linear group
SL=SL(n;K):={G∈GL(n;K) | det G=1} (23)
and the groups de1ned by conserving a bilinear form
BF(n;K)=BF(n;K; ∗;K):={G∈GL(n;K) |G∗ ·K · G=K}: (24)
Here ∗ is either the transposition operator G∗=GT or the Hermite conjugate operator G∗=G†= QGT.
K is the matrix of a nondegenerate bilinear form, the main examples are
K=I (Euclidean form); (25)
K=J:=
(
Om Im
−Im Om
)
(Symplectic form; n=2m even); (26)
K=I±:=
(
Im Om
Om −Im
)
(Pseudo-Euclidean form; n=2m even): (27)
We are especially interested in the following groups:
O(n;R):=BF(n;R;T ;I) (Orthogonal group); (28)
U(n;C):=BF(n;C;† ;I) (Unitary group); (29)
SY(n;R):=BF(n;R;T ;J) (Real Symplectic group); (30)
O±(n;R):=BF(n;R;T ;I±) (Pseudo-Orthogonal group): (31)
3.2. De9nition of Lie h-algebras
For a given matrix group MG=MG(n;K) we de1ne the Lie h-algebra
Lh[MG(n;K)]:={A∈Mat(n;K) |
A(t; 0)∈MG for all t ∈Th}: (32)
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By explicitly writing down de1nition (8) of 
A(t; 0) we get the equivalent de1nition
Lh[MG]:=
{
{A∈Mat |Ah+I∈MG} if h¿ 0;
{A∈Mat | exp(At)∈MG for t ∈ [− ; ]} if h=0; (33)
where ¿ 0 is arbitrary and 1xed. L0[MG] is the usual matrix Lie algebra associated to the matrix
Lie group MG.
3.3. Examples
• For MG=GL(n;K) the Lie h-algebra is just the regressive group (cf. (6)):
Lh[GL(n;K)]=Math(n;K): (34)
• Especially, for n=1 we have GL(1;K)=K\{0} and then
Lh[GL(1;K)]= {z ∈K | zh+ 1 =0}: (35)
• For the matrix group R+ of positive real numbers we see that
Lh[R+]= {r ∈R | rh+ 1¿ 0}=
{
]− 1h ;∞[ if h¿ 0;
R if h=0; (36)
This is the so-called generalized real axis de1ned in [9].
• For the unit circle S1(0)=U(1;C) in the complex plane C we have
Lh[U(1;C)]=
{
{z ∈C | |zh+ 1|=1} if h¿ 0;
iR if h=0:
(37)
For h¿ 0 this is the circle about −1=h through 0, for h → 0 this circle becomes the imaginary
axis. In [9] this set plays an important role as the so called generalized imaginary axis. It is
the natural set, where the Fourier transform of a function f :Th → C is de1ned: For h¿ 0 this
transform is the Fourier series, which assigns a periodic function to a sequence, for h=0 it is the
usual Fourier integral, considered as a function on the imaginary axis.
• The Lie h-algebra of the special linear group SL is
Lh[SL] = {A∈Math | trh(A)= 0}:
(See (22) and (23).) For h¿ 0 the proof of this identity consists in a direct algebraic computation.
For h=0 one has to use the well known formula det exp(At)= exp(trace(At)) from ode theory.
• For an arbitrary discrete (0-dimensional) MG(n;K) ⊆ GL(n;K) we have
Lh[MG] =
{
{G−Ih |G∈MG} if h¿ 0;
{O} if h=0:
• If MG=FV(˜v) is the matrix group of invertible matrices A which leave the vector v˜ 1xed,
Av˜= v˜, then the Lie h-algebra is given by
Lh[FV(˜v)]= {A∈Math |Av˜= 0˜}:
For v˜=(1; : : : ; 1)T the group FV(˜v) comprises invertible matrices which have line sums equal to
1. This property is shared by the stochastic matrices. The Lie h-algebra contains matrices with
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vanishing row sums, a property shared by the so called Q-matrices which generate stochastic Sows
(cf. [11, Theorem 2:1:2]).
3.4. Limiting behaviour
Theorem 1. L0[MG] is the limit of Lh[MG] for h→ 0 in the following sense:
L0[MG] = {A∈Mat |There is a function A˜ : ]0;∞[→Mat
with A˜(h)∈Lh[MG] for h¿ 0; such that lim
h→0
A˜(h)=A}:
Proof. ⊆: For A∈L0[MG] we know by de1nition (33) that exp(Ah)∈MG for h∈R. Hence by
(33) the function
A˜(h) :=
exp(Ah)−I
h
∈Lh[MG] with lim
h→0
A˜(h)=A
does the job.
⊇: If we have a function A˜ with the properties of the theorem, then by (33) G(h):=A˜(h) ·h+I
is a curve in MG with
lim
h→0
G(h)−I
h
= lim
h→0
A˜(h)=A:
This means that the tangent to G at h=0 is A. In matrix Lie group theory (cf. [12, Theorem 6:9])
it is proven that the tangent space of MG at the identity, de1ned as the set
TI(MG)= {′(0) |  curve in MG with (0)=I and ′(0) exists};
is contained in L0[MG]. This is just what we want to know.
3.5. Lh[MG] is a regressive group
Lemma 2. Lh[MG] is a regressive subgroup of Math.
Proof. For h¿ 0 we have for A;B∈Lh[MG]
(A⊕B)h+I=(Ah+I)(Bh+I)∈MG
and
(A)h+I=−A(Ah+I)−1h+I=(Ah+I)−1 ∈MG:
For h=0 we can argue via the limiting behaviour (cf. Theorem 1): If A;B∈L0[MG], then we
use the approximating functions A˜; B˜ from Theorem 1 in order to see:
A+B= lim
h→0
[A˜(h) + B˜(h)]= lim
h→0
[A˜(h) + B˜(h) + hA˜(h)B˜(h)]
= lim
h→0
[A˜(h)⊕ B˜(h)]︸ ︷︷ ︸;
∈Lh[MG]
therefore A+B∈L0[MG].
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3.6. Operation of MG on Lh[MG]
The group MG operates on Lh[MG] by conjugation for every h¿ 0:
ABA−1 ∈Lh[MG] if A∈MG; B∈Lh[MG]:
For Bh+I∈MG we have
ABA−1h+I=A(Bh+I)A−1 ∈MG:
For h=0 it is
exp(ABA−1t)=A exp(Bt)A−1 ∈MG;
if exp(Bt)∈MG for all t ∈R.
3.7. Scalar multiplication on Lie h-algebras
We know from (14) and (16) that the expression r A for regressive scalar multiplication is
well de1ned for
r ∈Z; A∈Math or r ∈R; ‖A‖h¡ 1:
From the preceding consideration on regressive addition it follows that
r A∈Lh[MG] for r ∈Z; A∈Lh[MG]:
The question, whether r A∈Lh[MG] for arbitrary r ∈R and A∈Lh[MG] is answered in
Theorem 3. For every matrix group MG there is a constant = MG¿ 0; such that
A∈Lh[MG] and ‖A‖h¡MG ⇒ r A∈Lh[MG] for all r ∈R: (38)
Proof. We only need to prove the h¿ 0 case. It is known in matrix Lie group theory that the
matrix exponential map
exp :L0[MG]→MG;
is a local di>eomorphism near O∈L0[MG]. This means that there is an open ball U about the
identity matrix I∈GL and an open neighbourhood V of O∈L0[MG], such that
exp :V → U ∩MG;
is a di>eomorphism with the matrix logarithm Log as inverse. Now, for a matrix A∈Lh[MG],
‖A‖ · h¡, we have
Ah+I∈U ∩MG;
hence there is Aˆ∈V ⊆L0[MG], such that Aˆ=Log(Ah+I). This implies
r A(16)= exp(r · Aˆ)−I
h
∈Lh[MG];
because exp(r · Aˆ)∈MG for all r ∈R.
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Remark. It is not known to me, whether the choice = MG =1 is possible for all connected
matrix groups. At least it is possible for all matrix groups MG, for which the exponential map
exp :L0[MG]→MG is surjective. Note that this is
• the case for connected compact groups, such as SO;SU,
• not the case for all nontrivial discrete matrix groups,
• not the case for the connected matrix groups GL(n;R); SL(n;R) and SL(n;C); n¿ 2.
3.8. The generalized Lie bracket in Lie h-algebras
The Lie bracket [; ]h, as de1ned in (19) and (21), is a composition of regressive addition and
scalar multiplication. From (38) and (20), (19) it follows that
[A;B]h ∈Lh[MG] if A;B∈Lh[MG] and ‖A‖h; ‖B‖h¡
√
MG√
MG +
√
2
: (39)
4. Lie h-algebras for the BF matrix groups
Now we focus our attention to the matrix groups de1ned by a bilinear form. For 1xed
n∈N; K∈{R;C}, involution ∗ and bilinear form matrix K (cf. (25)–(27)) we consider the matrix
group (24)
BF=BF(n;K;∗ ;K)= {G∈GL(n;K) |G∗ ·K · G=K}: (40)
The following theorem describes the corresponding Lie h-algebra:
Theorem 4. The following statements for a matrix A∈Mat are equivalent:
(A) A∈Lh[BF],
(B)
{
Ah+I∈BF if h¿ 0;
exp(At)∈BF for t ∈R if h=0;
(C) 
A(t; 0)∗ ·K · 
A(t; 0)=K for all t ∈Th,
(D) A∗ ·K+K ·A+ hA∗ ·K ·A=O,
(E) A∗ ·K=K · [A].
Proof. The equivalences (A) ⇔ (B) ⇔ (C) are just repetitions of the de1nitions in (32) and (33)
with respect to (40).
In order to show (C)⇔ (D) we di>erentiate the expression in (C) with respect to t and thereby
using the generalized product rule (44)

∗A(t + h; 0) ·K · 
8A(t; 0) + 
8∗A (t; 0) ·K · 
A(t; 0)=O: (41)
We can rewrite this equation as

∗A(t; 0) · [A∗h+I] ·K ·A · 
A(t; 0) + 
∗A(t; 0) ·A∗ ·K · 
A(t; 0)=O:
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We multiply this equation by 
∗A(t; 0)
−1 from the left and by 
A(t; 0)−1 from the right, which
yields
[A∗h+I] ·K ·A+A∗ ·K=O;
which is (D). One can go through these considerations in the opposite direction (D) ⇒ (C) also.
For the integration of (41) one has to observe that both sides are identical to K for t=0.
Inserting expression (10) for A and rearranging yields the equivalence of (D) and (E).
Example. For the matrix groups O(n;R) and U(n;C) the bilinear form is given by K=I. So
identity (E) of the theorem reads as A∗=A, which means that A is (generalized) skew symmetric
resp. skew-Hermitian. In this case another equivalent identity is A∗ ⊕A=O. Note that in general
identity (E) cannot be written as A∗ ·K= (K ·A) or A∗ ·K⊕K ·A=O.
We note a special observation for intersections of two bilinear form groups BF1 and BF2:
Lemma 5. Let K1; K2 be two nonsingular matrices; e.g. as in (25)–(27). Consider the following
three statements for a matrix function A∈Math:
(A) A∗ ·K1 =K1 · [A];
(B) A∗ ·K2 =K2 · [A];
(C) (K1K−12 ) ·A∗=A∗ · (K1K−12 ).
Then two of these statements imply the third one.
Proof. We write down each of the three statements in an equivalent form:
(A) K−11 ·A∗ ·K1 =A;
(B) K−12 ·A∗ ·K2 =A;
(C) K−11 ·A∗ ·K1 =K−12 ·A∗ ·K2.
So the claimed lemma follows easily.
4.1. Hamiltonian matrices
A matrix in the Lie h-algebra Lh[SY] associated to the symplectic group SY (30) is called
(generalized) Hamiltonian or h-Hamiltonian.
Due to the special block structure of K=J (see (26)) we get some additional conditions for
h-Hamiltonian matrices:
Theorem 6. Let
A=
(
A B
C D
)
∈Mat(n;K); n even:
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The following statements are equivalent:
(A) A∈Lh[SY];
(B)
{
Ah+I∈SY if h¿ 0
exp(At)∈SY for t ∈R if h=0;
(C) 
A(t; 0)T ·J · 
A(t; 0)=J for all t ∈Th;
(D) AT ·J+J ·A+ hAT ·J ·A=O;
(E) AT ·J=J · [A];
(F) AT ⊕ D= h · CT · B;
(ATh+ I) · C =CT · (Ah+ I);
(DTh+ I) · B=BT · (Dh+ I);
(G) AT + D + h(ATD − CTB)=O;
CT − C + h(CTA− ATC)=O;
BT − B+ h(BTD − DTB)=O:
4.2. Trigonometric matrices
Theorem 7. Consider the following statements for a matrix A:
(A) AT ·J=J · [A] (A is h-Hamiltonian);
(B) AT =A (A is h-skew symmetric);
(C) A ·J=J ·A (A and J commute);
(D) A=
(
A B
−B A
)
with matrices A; B∈Mat( n2 ;R); such that
AT + A+ h(ATA+ BTB)=O;
BT − B+ h(BTA− ATB)=O:
(E) A=
(
A B
−B A
)
with matrices A; B∈Mat(n=2;R); such that A+ iB is (generalized) skew
Hermitian: (A+ iB)†= (A+ iB):
Then we have the following equivalences:
[(A) and (B)] ⇔ [(A) and (C)] ⇔ [(B) and (C)] ⇔ (D) ⇔ (E):
A matrixA which ful1lls these conditions is called trigonometric or self reciprocal in the literature
on Hamiltonian systems (cf. [3]). The set of trigonometric matrices is
A∈Lh[SY(n;R)] ∩Lh[O(n;R)]=Lh[SY(n;R) ∩O(n;R)]:
The correspondence (D)⇔ (E) of trigonometric n×n-matrices and skew Hermitian n=2×n=2-matrices
reSects the well-known isomorphism (e.g. [6, S. 88]) of the groups
O(n;R) ∩ SY(n;R)→ U
(n
2
n;C
)
;(
A B
−B A
)
→ A+ iB;
on the Lie h-algebra level.
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Proof. For the 1rst two equivalences we have to apply Lemma 5 for the transposition operator T and
the bilinear forms K1 =J and K2 =I. Note that statement (C) is equivalent to J ·AT =AT ·J,
because JT =−J.
Statement (C) is further equivalent to A having the block structure asserted in (D) and (E).
Reformulating condition (A) of this theorem as condition (G) of Theorem 6 with respect to this
block structure yields the two equations in (D). So we have (A) and (C)⇔ (D).
The equivalence (E) ⇔ (D) in Theorem 4 (applied for K=I, ∗=†) shows that the equation
(A+ iB)†= (A+ iB) in (E) is equivalent to
(A+ iB)† + (A+ iB) + h(A+ iB)†(A+ iB)=O:
Real and imaginary part of this equation are just the equations in (D).
4.3. Hyperbolic matrices
For K1 =J (corresponding to symplectic groups) and K2 =I± (corresponding to pseudo-
orthogonal groups (31)) Lemma 5 reads as follows
Theorem 8. Consider the statements for a matrix A:
(A) AT ·J=J · [A](A (generalized) skew symmetric);
(B) AT ·I±=I± · [A](A (generalized) skew pseudo-symmetric);
(C) A ·
(
O I
I O
)
=
(
O I
I O
)
·A;
(D) A=
(
A B
−B A
)
with matrices A; B∈Mat( n2 ;R); such that
AT + A+ h(ATA− BTB)=O;
BT − B+ h(BTA− ATB)=O:
Then we have the following equivalences:
[(A) and (B)] ⇔ [(A) and (C)] ⇔ [(B) and (C)] ⇔ (D):
A matrix with the properties of the theorem is called hyperbolic. The solution Sow 
A(·; )
generated by a hyperbolic matrix is contained in the group
O±(n;R) ∩ SY(n;R): (42)
Proof. For the proof of the 1rst two equivalences insert
K1K
−1
2 =J ·I±=
(
O −I
−I O
)
in Lemma 5. For the last equivalence note that (C) is equivalent to the block structure in (D) and
then (A) to the equations in (D).
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5. Matrix group equations on measure chains
5.1. Basic concepts of calculus on measure chains
First we will give a short survey of basic concepts of calculus on measure chains. Proofs of the
rules and theorems listed below can be found in [7] or [10]. They are commonly known for the
special measure chains R and Z. A measure chain (T;6 ; 	) consists of the following data:
• (T;6) is a conditionally complete chain, i.e. a linearly (totally) ordered set, where each nonvoid
subset which is bounded above has a lowest upper bound (in T). T is equipped with the order
topology generated by the open intervals.
• There is a continuous function 	 :T× T→ R (the growth calibration) with the properties
	(r; s)¿ 0 ⇔ r ¿ s and 	(r; s) + 	(s; t)= 	(r; t)
for all r; s; t ∈T.
In [7, Theorem 2:1] it was shown, that each measure chain is isomorphic (in an adequate sense)
to a subset of R of the form I \ O, where I is an interval and O open. A subset of R of this type
bears the structure of a measure chain in a natural way: Take the natural order and 	(r; s):=r − s.
The most prominent examples are the closed subgroups Th= hZ; h¿ 0 or T0 =R of R. We de1ne
the jump operator
+ :
{
T→ T;
t → inf{s∈T: s¿ t} (43)
(inf ∅:=maxT). A point t ∈T is called right-scattered or right-dense, if +(t)¿t resp. +(t)= t. The
de1nitions of left-scattered=left-dense points are obvious. The graininess function is given by
	∗ :
{
T→ R+0 ;
t → 	(+(t); t):
Now let X be a Banach space.
• A function f : T→ X is called rd-continuous, if it is continuous in right-dense points and has a
left-sided limit in all points, which are left-dense and right-scattered at the same time.
• A function f : T→ X is called di@erentiable at t ∈T, if the derivative
f8(t):= lim
s→t; +(s) 
=t
f(+(t))− f(s)
	(+(t); s)
exists. f is di@erentiable, if it is di>erentiable at each t ∈T-, where the - operator for an arbitrary
interval I ⊆ T is de1ned as
I - := I\{t ∈ I | t is a left-scattered maximum of I}:
A di>erentiable function is continuous and therefore rd-continuous. Di>erentiation is linear and ful1lls
the generalized product rule (for simplicity: f and g are real valued)
(f · g)8(t)=f(+(t)) · g8(t) + f8(t) · g(t): (44)
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The corresponding integral is provided by the following
Theorem 9 (Existence of antiderivatives). If b : T → X is rd-continuous; then there is an anti-
derivative
B(t)=
∫ t

b(s)8s (45)
with the properties
B8(t)= b(t); t ∈T; B()= 0; (46)
by which it is uniquely determined.
For T=R this integral coincides with the ordinary integral for Banach valued functions, de1ned
by Riemann sums. For T= hZ we have∫ t

b(s)8s=sgn(t − ) ·
max{t;}=h−1∑
i=min{t;}=h
b(ih) · h:
5.2. Main theorem
Theorem 10. Let an arbitrary measure chain T and matrix group MG be given. Consider on T
the matrix ivp (3)
X8 =A(t) ·X; X()=I; (47)
where the nonautonomous matrix function A : T→Mat(n;K) is rd-continuous with
A(t)∈L	∗(t)[MG] for all t ∈T: (48)
Then there is a unique matrix solution 
A(·; ) : T→MG of the ivp:

A(t; )∈MG for all t ∈T: (49)
Remark
(1) For MG=GL this theorem is the standard result for existence and uniqueness of solutions of
linear equations, which is also valid for measure chains (cf. [7, Theorem 6:2]).
(2) Condition (48) means that the graph (section) of A(·) is contained in the Lie h-algebra bundle
(t;A(t))∈LT[MG]:={(t;X)∈T×Mat(n;K) |X∈L	∗(t)[MG]}:
(3) For the matrix group SL Theorem 10 says that the solution 
A is in SL, if tr	∗(t)A(t)= 0
for all t ∈T. This statement is a special case in [4, Theorem 2:4] on the Wronski–Casorati
determinant.
(4) For the BF groups the proof of this theorem is considerably simpler than the general one given
below. One has just to repeat the proof of the equivalence (C) ⇔ (D) in Theorem 4 and take
into account the time dependence of A.
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Proof
(1) According to Remark 1 we take as granted that a unique solution 
A(·; ) exists. We will show
that 
A( Q; )∈MG for an arbitrary 1xed Q¿. For Q¡ the proof runs analogously. First set
M :=sup{‖A(s)‖|s∈ [; Q ]}:
(2) For a given ¿ 0 we show via the induction principle for measure chains (cf. [7, Theorem 1:4]
or [10, Theorem 1:1:1]) that for all t ∈ [; Q ] the following statements S(t) are true:
S(t)


There are a continuous function ’t : [; t]→MG and a 1nite set
Dt ⊆ [; t] of right-dense points; such that
• ’t()=I:
• ’t is continuous on [; t]:
• ‖’t(s)‖6 eM	(s; ) for all s∈ [; t]:
• ’8t (s) exists with ‖’8t (s)’−1t (s)−A(s)‖6  for all s∈ [; t]-\Dt:
(I) For t=  set ’()=I.
(II) Let t be right-scattered. We assume that the statement S(t) is ful1lled. We de1ne
’+(t)(s):=
{
’t(s) if s∈ [; t];
[A(t)	∗(t) +I] · ’t(t) if s= +(t)
and D+(t):=Dt . Then
’8+(t)(t)’
−1
+(t)(t) =
[A(t)	∗(t) +I] · ’t(t)− ’t(t)
	∗(t)
· ’−1+(t)(t)
=A(t)’t(t)’−1t (t)=A(t);
hence
‖’8+(t)(t)’−1+(t)(t)−A(t)‖=0¡;
altogether
‖’8+(t)(s)’−1+(t)(s)−A(s)‖¡ for all s∈ [; +(t)]-\D+(t):
Further on, we have
‖’+(t)(+(t))‖6 ‖A(t)	∗(t) +I‖ · ‖’t(t)‖6 (1 +M	∗(t)) · eM	(t; )
6 eM	
∗(t) · eM	(t; ) = eM	(+(t); );
hence S(+(t)) is proven.
(III) If t is right-dense choose Qt ¿ t, such that
	(Qt; t)6min
{
1; e−M · 
2
}
and
‖A(t)−A(p)‖6 
2
for all p∈ [t; Qt ]:
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We de1ne for s∈ [t; Qt ]
’s(p) :=
{
’t(p) if 6p6 t;
exp[A(t)	(p; t)] · ’t(t) if t6p6 s;
Ds :=Dt ∪ {t}:
First we have for t6p6 s
‖’s(p)‖6 ‖exp[A(t)	(p; t)]‖ · ‖’t(t)‖6 eM	(p; t) · eM	(t; ) = eM	(p;):
Now, if p∈ ]t; s] is right-dense, then
’8s (p)=A(t)exp[(A(t)	(p; t)] · ’t(t)=A(t) · ’s(p);
hence
‖’8s (p) · ’−1s (p)−A(p)‖= ‖A(t)−A(p)‖6

2
6 :
If p∈ ]t; s[ is right-scattered, then
’8s (p) =
’s(+(p))− ’s(p)
	∗(p)
=
exp[A(t)	(+(p); t)]− exp[A(t)	(p; t)]
	∗(p)
· ’t(t)
=
exp[A(t)	∗(p)]−I
	∗(p)
· ’s(p):
Now we are able to estimate
‖’8s (p) · ’−1s (p)−A(p)‖=
∥∥∥∥exp[(A(t)	∗(p)]−I	∗(p) −A(p)
∥∥∥∥
6 ‖A(t)−A(p)‖+ 	∗(p) ·
∥∥∥∥A2(t)	∗(p)2 + A
3(t)(	∗(p))2
6
+ · · ·
∥∥∥∥
6

2
+ e−M · 
2
·
(
M 2
2
+
M 3
6
+ · · ·
)
6 :
Altogether we have shown S(s) for all s∈ [t; Qt ].
(IV) If t is left-dense, then choose t ¡ t such that
	(t; t)6min
{
1; e−M · 
2
}
and
‖A(t)−A(s)‖6 
2
for all s∈ [t; t]:
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De1ne ’t by
’t(p) :=
{
’t(p) if 6p6 t;
exp(A(t)	∗(p; t)) · ’t(t) if t6p6 t;
Dt :=Dt ∪ {t}:
In order to prove the claimed properties of ’t one can proceed as before in (III). So step 2 of
the proof is 1nished.
(3) Now, for 1xed ¿ 0 we have for all t ∈ [; Q] and ’ :=’ Q : [; Q ]→MG
‖
A(t; )− ’(t)‖︸ ︷︷ ︸
=: a(t)
=
∥∥∥∥
[
I +
∫ t

A(s)
A(s; )8s
]
−
[
I +
∫ t

’8(s)8s
]∥∥∥∥
6
∥∥∥∥
∫ t

A(s) [
A(s; )− ’(s)] 8s
∥∥∥∥
+
∥∥∥∥
∫ t

[A(s)− ’8(s)’−1(s)] · ’(s)8s]
∥∥∥∥
6
∫ t

M · ‖
A(s; )− ’(s)‖︸ ︷︷ ︸
= a(s)
8s+
∫ t

 · eM	(s; ) 8s︸ ︷︷ ︸
=: b(t)
:
The measure chain version of the Gronwall lemma reads
a(t)6
∫ t

M · a(s)8s+ b(t) for all t¿ 
⇒ a(t)6 eM (t; ) ·
∫ t

eM (; +(s)) · b8(s)8s for all t¿ 
(cf. [8, Theorem 10]). Its application to the above situation yields
‖
A(t; )− ’(t)‖6 eM (t; ) ·
∫ t

eM (; +(s)) ·  · eM	(s; ) 8s
6  · eM (t; ) ·
∫ t
︸ ︷︷ ︸ eM (; +(s)) · e
M	(s; ) 8s
M2(t)
for t ∈ [; t], where M2(t) is independent of the function ’, hence independent of .
(4) Altogether we have found, that for 1xed Q there is a constant QM :=M2( Q), such that for every
¿ 0 there is an element ’( Q)∈MG, such that
‖
A( Q; )− ’( Q)‖6  · QM:
But MG is closed in GL and 
A( Q; )∈GL, hence 
A( Q; )∈MG.
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5.3. Note on Hamiltonian systems
For MG=SY the last theorem means that the system
X8 =A(t) ·X
generates a symplectic Sow, if AT(t)+A(t)+	∗(t)AT(t) ·JA(t)=O for all t ∈T. This condition
was also found by several authors (cf. [4,2]) by direct di>erentiation of the condition that the solution
Sow is symplectic (similar to the proof of the equivalence (C)⇔ (D) in Theorem 4).
In the usual literature on discrete Hamiltonian systems (cf. [1, Eq. (2:1)] or [5, Eq. (1:2)]) a linear
Hamiltonian matrix di>erence equation is written in the form(
8X (t)
8U (t)
)
=
(
Aˆ(t) Bˆ(t)
Cˆ(t) Dˆ(t)
)(
X (t + 1)
U (t)
)
; (50)
where
Dˆ(t)=− AˆT(t); BˆT(t)= Bˆ(t); CˆT(t)= Cˆ(t); (51)
and
I − Aˆ(t) invertible (52)
for all t ∈T. Inserting the identity
X (t + 1)=X (t) + 8X (t)
in (50) yields(
8X (t)
8U (t)
)
=
(
A(t) B(t)
C(t) D(t)
)(
X (t)
U (t)
)
; (53)
where the matrix is given by(
A(t) B(t)
C(t) D(t)
)
=
(
[I − Aˆ(t)]−1 [I − Aˆ(t)]−1Bˆ(t)
−Cˆ(t)[I − Aˆ(t)]−1 −Dˆ(t)− Cˆ(t)[I − Aˆ(t)]−1Bˆ(t)
)
:
In (53) the right-hand side only depends on the state (X;U )T at time t, not at t+1. One can check
that for the matrix in this equation the conditions of Theorem 4 (for h ≡ 1 and each 1xed t ∈Z)
are ful1lled.
Now the question arises, which of the forms (50) or (53) is more appropriate.
At 1rst glance it seems that (50) is the better one, because the condition of being Hamiltonian is
just given by the nice and simple identity (51)—and the strange condition (52).
From a more structural point of view one has to prefer form (53) for several reasons:
• First the strange condition (52) becomes absolutely obsolete. It only assures the possibility of
transforming (50) into (53).
• Form (53) 1ts much more into the context of matrix Lie group theory, applied for the symplectic
group MG=SY.
• Meanwhile it was also observed by several authors (see again [4,2]), that performing the theory for
linear Hamiltonian equations, such as Riccati equivalence, quadratic functionals, transformations)
on T=Z or more general time scales becomes much more smooth, when taking Eq. (53) as a
basis.
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