Abstract-In this paper, a novel robust Rauch-Tung-Striebel smoother is proposed based on the Slash and generalized hyperbolic skew Student's t-distributions. A novel hierarchical Gaussian state-space model is constructed by formulating the Slash distribution as a Gaussian scale mixture form and formulating the generalized hyperbolic skew Student's t-distribution as a Gaussian variance-mean mixture form, based on which the state trajectory, mixing parameters and unknown noise parameters are jointly inferred using the variational Bayesian approach. The posterior probability density functions of mixing parameters of the Slash and generalized hyperbolic skew Student's t-distributions are, respectively, approximated as truncated Gamma and generalized inverse Gaussian. Simulation results illustrate that the proposed robust Rauch-Tung-Striebel smoother has better estimation accuracy than existing state-of-the-art smoothers.
I. INTRODUCTION
As a smoothing extension of the Kalman filter, the RauchTung-Striebel (RTS) smoother has been widely used in a range of applications, including target tracking, navigation, positioning, and signal processing [1] , [2] . It employs the Kalman filter as its building block, and it is an optimal estimator in terms of minimum mean square error for a linear state-space model with Gaussian state and measurement noises. However, in some engineering applications, the state and measurement noises may have heavy-tailed and/or skew distributions, such as in manoeuvring target tracking [3]- [5] , integrated navigation [6] , and cooperative localization of autonomous underwater vehicles [7] , [8] , which are often induced by the impulsive interferences, outliers and modelling artifacts [9] . The performance of the conventional RTS smoother degrades considerably for such engineering applications with heavytailed and/or skew non-Gaussian noises [10], [11] . Generally, it is difficult to derive an analytical non-Gaussian smoother since there is no general mathematical formulation for nonGaussian noises nor an analytical and closed form solution for non-Gaussian posterior probability density function (PDF).
Recently, Student's t and Skew t-distributions based smoothing algorithms have been proposed [11]-[14] to solve a class of non-Gaussian smoothing problems, in which the state noise may have heavy-tailed distribution and the measurement noise may have heavy-tailed and/or skew distribution. A robust and trend-following Student's t-RTS (RTF-ST-RTS) smoother has been proposed by modelling the state and measurement noises as Student's t-distributed and utilizing the convex composite extension of the Gauss-Newton method to find an approximate maximum a posteriori estimate of the state trajectory [15] . A Student's t-smoother has been proposed based on Student's t modelling of the state and measurement noises and Student's t approximations of the posterior PDFs [16] , [17] . To further improve the performance of Student's t-distribution based smoothers, the variational Bayesian (VB) and Student's tbased RTS (VB-ST-RTS) smoother has been proposed, in which the VB approach is utilized to jointly infer the state trajectory, auxiliary random variables, and unknown noise parameters so that the models of the noise terms can be more accurate [11] . A Skew t-RTS smoother has also been proposed by modelling the measurement noise as the Skew t-distribution [13] . Unfortunately, the above smoothers all cannot solve the smoothing problem of a linear state-space model with a heavytailed state noise and a heavy-tailed and skew measurement noise, which may be encountered in manoeuvring target tracking, integrated navigation, and cooperative localization of autonomous underwater vehicles. A combined method of the VB-ST-RTS smoother for heavy-tailed state and measurement noises [11] and the Skew t-RTS smoother [13] for heavy-tailed and skew measurement noise may address such a smoothing problem. However, the performance of the combined method is very sensitive to the distribution parameters of the Skew t-distribution, which are difficult to be determined in practical engineering applications. Moreover, the combined method still cannot solve the smoothing problem of a linear state-space model with heavy-tailed and skew state and measurement noises.
In this paper, we focus on the smoothing problem of a linear state-space model with heavy-tailed and/or skew noises. We propose to model heavy-tailed noises using a Gaussian scale mixture distribution and model heavy-tailed and skew noises using a Gaussian variance-mean mixture distribution. As an example, the state and measurement noises are, respectively, assumed to have a heavy-tailed distribution and a heavytailed and skew distribution, and the heavy-tailed state noise is modelled by a Slash distribution which is a special Gaussian scale mixture distribution, and the heavy-tailed and skew measurement noise is modelled by a generalized hyperbolic (GH) skew Student's t-distribution which is a special Gaussian variance-mean mixture distribution, so that a novel robust RTS smoother is thereby proposed. By formulating the Slash distribution as a Gaussian scale mixture form and formulating the GH skew Student's t-distribution as a Gaussian variancemean mixture form, a novel hierarchical Gaussian state-space model is achieved. The state trajectory, mixing parameters and unknown noise parameters are jointly inferred based on the constructed hierarchical Gaussian state-space model using the VB approach. The posterior PDFs of mixing parameters of the Slash and GH skew Student's t-distributions are, respectively, approximated by truncated Gamma and generalized inverse Gaussian. Simulation results of a manoeuvring target tracking example show that the proposed robust RTS smoother has better estimation accuracy than existing state-of-the-art smoothers The remainder of this paper is organized as follows. Section II presents notations and brief descriptions about Slash and GH skew Student's t-distributions. Section III proposes a novel robust RTS smoother. In Section IV, the proposed robust RTS smoother is applied to a manoeuvring target tracking example and simulation results are given. Finally, conclusions are summarised in Section V.
II. PRELIMINARIES

A. Notations
Throughout this paper, we denote y : ≜ {y | ≤ ≤ }; N( , Σ) denotes the multivariate Gaussian distribution with mean vector and covariance matrix Σ, and g(x; , Σ) denotes the PDF of x ∼ N( , Σ); ST(⋅; , Σ, Δ, ) denotes the Skew-t PDF with location parameter , scale matrix Σ, shape parameter Δ and degrees of freedom (dof) parameter ; IW(⋅; , Σ) denotes the inverse-Wishart PDF with dof parameter and inverse scale matrix Σ; N + ( , Σ) denotes the truncated Gaussian distribution with the closed positive orthant as support, location parameter and squared-scale matrix Σ; G(⋅; , ) denotes the Gamma PDF with shape parameter and rate parameter ; Be(⋅; , ) denotes the Beta PDF with shape parameters and ; IG(⋅; , ) denotes the inverseGamma PDF with shape parameter and scale parameter 
; GIG(⋅; , , ) denotes the Generalized Inverse Gaussian (GIG) PDF with shape parameters , and ; (⋅) denotes a modified Bessel function of the second kind with the order ; log denotes the natural logarithm; exp denotes the natural exponential; I denotes the × identity matrix; |A| denotes the determinant of a square matrix A; the superscript "−1" denotes the inverse operation of a matrix; the superscript "T" denotes the transpose operation of a vector or matrix; E [⋅] is the expectation operator with respect to the distribution of ; ∪ denotes the union operation; and tr(⋅) denotes the trace operation of a matrix.
B. Slash and GH skew Student's t-distributions
In engineering practice, many types of noises, which are induced by impulsive interferences, outliers and modelling artifacts, are naturally non-Gaussian. The non-Gaussian noises often have heavy-tailed and/or skew distributions. The heavytailed noise can be modelled by a Slash distribution, and the heavy-tailed and skew noise can be modelled by a GH skew Student's t-distribution. The Slash distribution is a heavytailed non-Gaussian distribution, and the GH skew Student's t-distribution is a heavy-tailed and skew non-Gaussian distribution. A random vector X obeys a Slash distribution and a random vector Z follows a GH skew Student's t-distribution if their PDFs can be, respectively, formulated as 
where > 0 is the mixing parameter, and , Σ and are, respectively, the location parameter, scale matrix and dof parameter, and is a shape parameter. The shape parameter dominates the symmetry and skewness of a GH skew Student's t-distribution. The GH skew Student's t-distribution is symmetric when = 0 and non-symmetric when ∕ = 0, and it is positive skew when > 0 and negative skew when < 0, where is an arbitrary element of . The Slash distribution has heavier tails than the Gaussian distribution, and the GH skew Student's t-distribution has both heavier tails and higher skewness than the Gaussian Fig. 1 : Gaussian, Student's t, Slash densities, corresponding log plots, and influence functions for a scalar case.
