A number of studies claim that aggregate managerial decision variables, such as aggregate equity issuance, have power to predict stock or bond market returns. Recent research argues that these results may be driven by an aggregate time-series version of Schultz's (2003) pseudo market timing bias. We use standard simulation techniques to estimate the size of the aggregate pseudo market timing bias for a variety of predictive regressions based on managerial decision variables. The results show that the bias explains less than two percent of the predictive power of the equity share in new issues, and that it is also too small to overturn prior inferences about the predictive power of corporate investment plans, insider trading, dividend initiations, or the maturity of corporate debt issues.
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I. Introduction
Market timing is the tendency of firms to issue equity before low equity market returns.
In contrast, pseudo market timing, as recently defined by Schultz (2003) , is the tendency of firms to issue equity following high returns. In small samples, pseudo market timing can give the appearance of genuine timing. Consider an extreme example of pure pseudo market timing with only two returns. If the first return is high, equity issues rise; if the first return is low, equity issues fall. The first return can be mechanically explained ex post: Relatively low equity issues precede a high first return and relatively high equity issues precede a low first return. Even though the returns are random, equity issues "predict" returns in sample more often than not.
In a provocative article, Butler, Grullon, and Weston (2004a) argue that an aggregate version of the pseudo market timing bias explains why the variable in Baker and Wurgler (2000) , the equity share in new equity and debt issues, predicts stock market returns in sample. While
Butler et al. focus their critique on a particular link between financing patterns and stock returns, their general argument-that the pseudo market timing bias extends to time-series predictive regressions-is of considerably broader interest, because a number of aggregate managerial decision variables that have been used in predictive regressions, not just equity issuance, are correlated with returns in the direction that induces a bias.
Consider the following examples. Seyhun (1992 Seyhun ( , 1998 and Lakonishok and Lee (2001) find that high aggregate insider buying appears to predict high stock market returns. However, aggregate insider buying increases as stock prices fall, raising the possibility that their result is driven by the bias. Baker, Greenwood, and Wurgler (2003) find that a high ratio of long-term to total debt issuance appears to predict lower excess bond returns. However, if long-term debt issuance increases as the term spread narrows (and thus excess bond returns rise), the potential for bias emerges. Lamont (2000) finds that corporate investment plans forecast lower stock market returns, but planned investment increases with stock prices. And Baker and Wurgler (2004) find that the aggregate rate of dividend initiation is inversely related to the future returns on dividend payers over nonpayers. But again, the initiation rate increases with the relative returns on payers. Thus, in each of these papers, in addition to those involving equity issuance, the bias is a potentially serious concern. The size of the bias needs to be empirically pinned down before any of the above results can be accepted (or rejected) with confidence.
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In this paper, we empirically estimate the aggregate pseudo market timing bias that affects predictive regressions based on managerial decision variables. We start by observing that none of this is a fundamentally new question in asset pricing or time series econometrics. While Butler et al. (2004a) do not make the connection, aggregate pseudo market timing is simply a new name for the small-sample bias studied by Stambaugh (1986 Stambaugh ( , 1999 , Mankiw and Shapiro (1986) , Nelson and Kim (1993) , Elliott and Stock (1994) , Kothari and Shanken (1997) , Campbell and Yogo (2003) , Amihud and Hurvich (2004) , Lewellen (2004) , Polk, Thompson, and Vuolteenaho (2004) and others. These studies focus on valuation ratios, like dividend yield or market-to-book, which exhibit an extreme and mechanical form of pseudo market timing-for example, when the market crashes, the dividend yield automatically rises. Our predictors are different, but the bias is the same, and it can be estimated using the same standard methods.
Specifically, when the predictor variable is stationary, and all of the managerial decision predictors we consider are theoretically stationary by construction, it is straightforward to run simulations and assess the magnitude of the small-sample bias induced by aggregate pseudo market timing. In these simulations, we impose the null hypothesis of no genuine market timing and varying degrees of pseudo market timing, mechanically tying the equity share and other candidate predictor variables to contemporaneous returns.
Our simulation results are, in a sense, a big letdown. Contrary to the conclusions of Butler et al. (2004a,b) , the aggregate pseudo market timing bias is only a minor consideration for every variable we consider. The results can be described in terms of the theoretical determinants of the bias. As shown in Stambaugh (1986 Stambaugh ( , 1999 , the bias is most severe when the sample is small, the predictor is persistent, and its innovations are highly correlated with returns. As it turns out, empirically relevant values for these parameters are unable to generate a significant bias.
For example, aggregate pseudo market timing, of the degree observed in sample, has less than a one percent chance of reproducing the predictive power of the equity share variable. A reasonable point estimate is that less than two percent of its OLS coefficient is due to pseudo market timing. Even when we impose, counterfactually, pure pseudo market timing, forcing the correlation of innovations in the equity share and returns to one, approximately 88% of the OLS coefficient remains unexplained. And when we further increase the autocorrelation of the equity share by three standard deviations from its actual level, over 80% of the OLS coefficient still remains unexplained, and pseudo market timing of this sort still has less than a one percent chance of equaling the actual predictive coefficient. The bottom line is that in a sample of 75 years, small-sample bias is quite modest compared with the equity share's actual coefficient.
Results for other predictors are qualitatively similar-in no case we consider is the bias large enough to cast doubt on OLS-based inferences about predictive power.
Because aggregate pseudo market timing bias arguments have been considered alongside "regime changes" or "large shocks," we also consider simulations that allow for regime shifts in the return series. Similar inferences obtain from this set of simulations. If anything, adding regime changes tends to reduce the bias somewhat. We conclude, in summary, that the aggregate pseudo market timing bias is a minor concern for the predictive regressions based on managerial decision variables that appear in the literature.
Our conclusions differ markedly from earlier work on aggregate pseudo market timing bias, in particular Butler et al. (2004a) . We end the paper by discussing how our results can be reconciled with theirs. Butler et al. do not present any direct estimates of the bias, as we do here, but instead build a case based on four indirect exercises. We note that while some of these exercises represent robustness tests that may be of interest to an investor, others are problematic, and more importantly none is closely related to the issue of small-sample bias. Hence, their results present no real conflict with our simulation results.
The paper proceeds as follows. Section II reviews the aggregate pseudo market timing bias and places it within an empirical framework that can be used to run simulations. Section III describes the data. Section IV reports simulation results. Section V comments further on the equity share variable. Section VI concludes.
II. Estimating the aggregate pseudo market timing bias
A. Empirical framework
An important conceptual point is that the aggregate pseudo market timing bias-in other words, the pseudo market timing bias in the context of time-series predictive regressions-is just a different name for an issue that is well understood in the financial econometrics literature. A common empirical framework is the system used by Mankiw and Shapiro (1986), Stambaugh (1986) , and subsequent authors:
where r denotes returns on the stock market, for example, and X is a candidate predictor variable, such as aggregate equity issuance. Eq. (1) is the predictive regression, while Eq. (2) describes the evolution of the predictor. The contemporaneous covariance between the disturbances is σ uv . We assume that the predictor is stationary, so that |d|<1.
To connect this framework to aggregate pseudo market timing, we adapt and (closely) paraphrase the following discussion from Stambaugh (1999, p. 379) , in which he illustrates why the OLS estimate b is biased in its simplest possible setting. Consider repeated samples of only two observations, (r 1 , X 0 ) and (r 2 , X 1 ), so that b in each sample is just the slope of the line connecting these points, . Suppose b = 0, meaning that managers do not have genuine market timing ability; d ≈ 1, so that innovations to equity issuance are highly persistent; and σ uv > 0, meaning that managers are pseudo market timers, increasing equity issuance as stock prices rise. Consider those samples in which the first return is relatively low, (r 2 -r 1 ) > 0, or u 2 > u 1 (since b = 0). On average here, u 1 is negative, and because σ uv > 0, v 1 is also on average negative, and so (X 1 -X 0 ) is on average negative. Thus, b < 0 on average. Now consider samples in which the first return is relatively high. On average here, u 1 is positive, hence v 1 is also on average positive, and therefore (X 1 -X 0 ) is on average positive. Again, b < 0 on average. Thus, on average across all samples, one will see a negative relation between equity issuance and subsequent returns, even though no timing ability exists. (In settings where σ uv < 0, then b > 0 on average.) This is the aggregate pseudo market timing bias.
This two-period example highlights the three main determinants of the bias. First, as the pseudo market timing correlation σ uv goes to zero, the bias disappears, because the signs of u 1 and v 1 are no longer connected. Second, as the persistence of the predictor d goes to zero, the bias shrinks, because then the sign of (X 1 -X 0 ) is less tightly linked to the sign of v 1 and thus to the sign of (r 2 -r 1 ). But even when d = 0, there is still some correlation and thus some bias.
Third, as the number of observations T increases, the bias approaches zero, because (with b = 0) the scatter of points becomes a horizontal cloud of these two-point clusters.
In the T-period case, Stambaugh (1986 Stambaugh ( , 1999 shows that the size of the bias in b when u and v are distributed normally in the system above is
The downward small-sample bias in the OLS estimate of d is shown by Kendall (1954) to be approximately -(1 + 3d)/T. So, mentally substituting this into Eq. (3), one sees that the pseudo market timing correlation, the predictor's persistence, and the sample size remain the key determinants of bias in the T-period case.
B. Simulation procedure
As mentioned in the Introduction, a large literature has considered the bias in b when X is a scaled-price variable like the aggregate dividend yield or book-to-market. Because dividends and book values are persistent, innovations in the dividend yield and the aggregate market-tobook ratio are highly correlated with contemporaneous returns, and thus an extreme, mechanical pseudo market timing correlation arises. While our predictors are different, the nature of the underlying bias is identical, and it can be estimated using the same empirical techniques developed in, for example, Nelson and Kim (1993) and Kothari and Shanken (1997) .
In particular, when the predictor is stationary, it is straightforward to simulate Eqs. (1) and (2) to determine the size of the bias. The predictor variables we consider are theoretically stationary by construction (although in any given small sample, one might not be able to reject a unit root). In the simulations, we impose the null hypothesis of no predictability (b = 0, so the predictive term in Eq.
(1) drops out under the null) and vary the pseudo market timing correlation, σ uv , and the other key parameters, d and T, to see whether a significant bias in b can be generated for empirically relevant parameters.
An example illustrates the basic procedure. In our benchmark simulations, we use the empirically most relevant parameter set: the bias-adjusted estimate of d ( actually available for the given predictor as T. We then simulate 100 + T values for r and X, starting with the actual X 0 and drawing with replacement from the empirical joint distribution of u and v. We throw away the first 100 values, leaving a sample size of T, which we use to compute a simulated OLS estimate b . We repeat this procedure 50,000 times to plot the distribution of simulated OLS estimates, and then locate the actual estimate in this distribution.
We then vary one or more of the parameters, generate a new simulated distribution, locate the actual OLS estimate there, and so forth.
An alternative approach is to compute reduced-bias p-values directly with the recently developed methods of Amihud and Hurvich (2004) and Polk, Thompson, and Vuolteenaho (2004) . These two procedures lead to virtually identical inferences, and so we focus primarily on the simulation results, which allow us to consider situations where the degree of pseudo-market timing and the level of persistence in equity issues are counterfactually high.
III. Data
A. Predictor variables
We focus on six aggregate managerial decision variables. Five have previously been examined in a predictive regression context, and all six, based on the a priori considerations outlined in the Introduction, are likely to be subject to at least some degree of aggregate pseudo market timing bias. We replicate the methodology of the original studies where possible. When faced with a choice about the return prediction horizon, however, theory is no guide, so we use the horizons that are "strongest" or most emphasized in the original studies.
The first four predictor variables are used to forecast one-year-ahead real stock market returns. The equity share in new issues, i.e. the ratio of aggregate gross equity issuance to aggregate gross equity plus debt issuance, is derived from the Federal Reserve Bulletin data and is discussed in Baker and Wurgler (2000) and Butler et al. (2004a) . Henderson, Jegadeesh, and Weisbach (2004) study the equity share variable using international data. By construction, this variable isolates the security choice decision from the level-of-external-finance decision. In the Bulletin data, equity issues include common and preferred, and debt issues include public and private. The annual series covers 1927 through 2001.
Detrended equity issuance is also based on the Bulletin annual gross equity issuance series. We take the log difference of aggregate gross equity issuance in year t and the average gross equity issuance over the previous five years (t-1 through t-6). We refer the reader to the corresponding papers for more details on these variables. We omit summary statistics, because all of our analysis uses a standardized version of each predictor that has zero mean and unit variance across the full sample period.
B. Returns
Real annual stock market returns are based on the CRSP NYSE/Amex/Nasdaq valueweighted and equal-weighted return series, converted to real terms using the Consumer Price is 3.09% with a standard deviation of 37.99%.
We use r t to denote the return in year t and R t+k to denote the k-year cumulative return that starts with the year t return. Table 1 shows simulation results for predictive regressions using aggregate equity there is only a 0.6% probability that the bias would lead to a coefficient as negative as the actual coefficient. 6 These results are presented graphically in Panel A of Figure 1 . The actual coefficient, marked with a diamond, falls in the left tail of the simulated distribution.
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IV. Simulation results
A. Predictive regressions based on equity issuance
In the second set of parameter values, we consider the counterfactual case of pure pseudo market timing, setting the correlation of u and v to one. To do this, we create a new v that is equal to u but standardized so that it has the same standard deviation as the empirical v series
where s denotes sample standard deviation). The second row of Table 1 shows that even pure pseudo market timing generates only a small bias given empirical values of d and 5 Amihud and Hurvich (2004) propose an estimator for the standard error of the bias-adjusted estimate. Because the distribution of b is not always symmetric, we present one-and two-tailed p-values from the simulations instead. None of the inferences in Tables 1 and 2 is materially affected. For example, the Amihud and Hurvich one-tailed pvalues are 0.0036 for the case of value-weighted returns on the equity share in new issues and 0.0004 for the corresponding case with equal-weighted returns.
6 Note that the simulations presume knowledge of the parameters d and σ uv . We input the bias-adjusted estimate of d and use the empirical distribution of the OLS residuals u and v. So, the p-values in Table 1 T. In particular, the mean simulated coefficient is only 12.19% as large as the actual coefficient,
and there is only a 1.4% probability that extreme pseudo market timing of this type would lead to a coefficient as low as the actual coefficient. This case is plotted in Panel B of Figure 1 .
In the third parameter set, we again assume pure market timing, and try to further increase the bias by increasing d to three standard errors above its bias-adjusted estimate to 0.819. Even when one tilts these two parameters as far as possible toward pseudo market timing, the average simulated coefficient is still only 17.13% of the actual coefficient in a sample of 75
observations. The simulated distribution is in Panel C of Figure 1 .
In the fourth and most extreme parameter set, we simultaneously consider pure market timing, a counterfactually high predictor autocorrelation, and a counterfactually low ten observations. Only in this extreme case is the aggregate pseudo market timing bias on the order of the actual coefficient. The simulated distribution is plotted in Panel D of Figure 1 . The actual coefficient falls near the middle. This case highlights the fact that the bias is fundamentally a (very) small-sample problem.
The remaining rows in Panel A of Table 1 repeat these exercises for the case of equalweighted market returns. The equity share has an actual coefficient of -11.92 (unreported OLS t = -3.49 and b bias-adjusted = -11.78) for equal-weighted returns. We modify the parameters as before, starting with the empirically relevant case and proceeding to extreme values. The biases here are also very small; under empirically relevant parameters, the point estimate is that the bias accounts for 1.25% of the actual coefficient. Panel B considers another measure of aggregate equity issuance, log deviation from a five-year moving average, which has an actual predictive coefficient of -7.83 (unreported OLS t = -4.05 and b bias-adjusted = -7.61) for value-weighted returns and -16.50 (unreported OLS t = -3.79 and b bias-adjusted = -16.19) for equal-weighted returns. The pattern of results is similar for this variable, indicating that it is also unaffected by the bias.
In summary, the aggregate pseudo market timing bias has only a very small effect on predictive regressions based on aggregate equity issuance variables. The results clearly reject the conclusion of Butler et al. (2004a) that the equity share's actual predictive coefficient is due to pseudo market timing. In fact, only an extremely counterfactual parameter set can generate a bias that approaches the observed coefficient. Table 2 considers the effect of the aggregate pseudo market timing bias on a range of other predictors derived from managerial decisions. As suggested in the Introduction, many such predictors are likely to have, or already known to have, the correlation structure that induces a bias. It is an empirical question whether the bias is big enough to affect previous inferences. We report simulations using value-weighted returns in the first two panels of Table 2 ; results for equal-weighted returns are similar.
B. Predictive regressions based on other managerial decisions
Panel A considers the real planned investment growth variable examined in Lamont (2000) . The actual OLS coefficient for standardized real planned investment growth is -7.15
(unreported OLS t = -3.74 and b bias-adjusted = -7.11). We vary the parameter set as usual, starting with the empirically relevant case. The correlation between innovations in investment growth is positive but not that high, and the persistence of this predictor is low. The upshot is no bias.
Panel B looks at aggregate insider buying, as studied by Seyhun (1992 Seyhun ( , 1998 and Lakonishok and Lee (2001) . 7 The actual predictive coefficient on standardized insider buying is 7 Seyhun (1998) does not report formal predictive regressions. Instead, he reports a suggestive difference in average one-year-ahead returns conditional on aggregate "buy" signals (defined as 55% or more firms being net buyers over the prior 12 months) and aggregate "sell" signals (defined as 45% or fewer firms being net buyers). Lakonishok and Lee (2001) Indeed, although the predictor's autocorrelation is not high, this is the variable where the bias has the most bite. Nonetheless, the first row of Panel B reports the bottom line, which is that under empirically relevant parameters, the simulated coefficient equals or exceeds the actual coefficient only 11.9% of the time. As before, it takes extreme parameters to generate a bias as large as the actual coefficient. Only extreme counterfactual parameters generate an average simulated coefficient in the ballpark of the actual coefficient. These results reject the conclusion of Butler et al. (2004b) , who argue that the long-term share's coefficient is due to aggregate pseudo market timing.
Panel D considers the aggregate rate of dividend initiation as a predictor of the three-year cumulative excess return on dividend payers over nonpayers, the regression emphasized in Baker and Wurgler (2004) . The residual correlation indicates that when the return on payers is relatively high, nonpayers initiate dividends at a high rate, suggesting at least a small bias. But the simulations show there is only a 3.6% chance of observing the actual coefficient under the empirical parameters. In that case, the average simulated coefficient is only 12.57% of the actual coefficient (unreported b bias-adjusted = -22.78).
In summary, the aggregate pseudo market timing bias is only a minor concern for the predictive regressions based on managerial decision variables that appear in the literature. Of course, although we have found no case in which inferences based on OLS estimates would be seriously misleading, good practice dictates that the potential for small-sample bias be tested on a case-by-case basis going forward.
C. Regime shifts
Aggregate pseudo market timing arguments have been considered in connection with "large shocks" or "regime switches." Although our previous simulations drew with replacement from the empirical residuals u and v, and therefore have the same number of large shocks as the raw data, one might be concerned that the responsiveness of corporate decisions to contemporaneous returns is greater around shocks than in non-shock periods. An easy reply is that Tables 1 and 2 show the effect of setting the pseudo-market timing correlation to 1.00
everywhere and thus put an upper bound on the effect of this sort of miscalibration.
Another possibility is that the distribution of returns changes from one regime to another. According to Schultz (2003) , pseudo market timing is simply defined as the situation where managers base their decisions on current or past returns. This sort of timing will typically not change the cost of capital nor will it legitimately predict future returns. If one also allows managers to base their decisions on the current returns regime-not just as it is revealed in past returns, but also ex ante, as one that will persist probabilistically into the future-one is testing a much broader notion of timing. This sort of timing will genuinely lower the cost of capital and legitimately predict future returns. Thus, in estimating the effect of regime shifts on smallsample bias, we need to be careful not to allow the predictor variable to shift with regimes in a fashion that is correlated with future returns, or else the interpretation of the test is ambiguous.
Intuitively, it is not obvious why regime shifts in returns would exacerbate bias. One might be concerned that a persistent predictor (that has a trend in it as a result) might by chance line up with a regime change. For example, suppose long-term debt issues are trending down and there is an unrelated regime change in the time series of returns in which excess long-term bond returns rise. This would lead to a spurious predictive relationship. However, this would not be a case of pseudo-market timing bias, but an issue of econometric power and the measurement of standard errors. In terms of bias, it would seem that as long as the regime can switch either direction, sometimes it helps and sometimes it hurts.
To verify this intuition, we run a second set of simulations. We start by examining which of our return series actually display evidence of regime shifts. We fit each return series to a two- 
The model is estimated using maximum likelihood. Inspection of the state vector (not reported)
suggests a single shift in equal-and value-weighted stock market returns in the mid-1940's. Like Butler et al. (2004b) , we also find a single shift in excess bond returns in the early 1980's.
Regime shifts are unlikely to exacerbate the pseudo market timing bias in the case of insider trading and investment plans, however, since the samples for those variables don't include the mid-1940's. The relative returns of dividend payers and nonpayers also display no clear regime shift in the relevant period. Hence, we exclude these variables from the subsequent simulations.
Next, we run a set of simulations in a manner closely analogous to the earlier procedure, only now we use the system given by Eqs. (4) and (2) instead of Eqs. (1) and (2). 11 That is, with the parameters of Hamilton's model in hand, we simulate, under the null hypothesis of no predictability, alternative patterns of returns and predictors. The goal is to see how likely it is that, with regime changes in returns, we would observe the predictive relationship that we see in the data just by chance.
The results are presented in Table 3 . The parameters of the Markov model are on the left side of the table; simulation parameter inputs are in the middle; and the distribution of simulated b estimates, in comparison with the actual estimate, are on the right. In the first set of simulations, the pseudo-market timing correlation is set to zero in order to see the effect of the regime shift per se on bias. The second row sets the correlation to the empirically relevant value.
The third row sets the correlation to one.
The results show that adding regime changes has little effect on our earlier conclusions.
This can be seen by comparing the simulation results in Table 3 to those (using the same 11 A minor difference is that our earlier procedure used empirical residuals u and v. In this procedure, we use normal residuals, to remain consistent with the assumption of normality in the estimation of the Hamilton model. parameter inputs) in Tables 1 and 2. 12 Looking closely, in the case of little or no pseudo-market timing correlation, the only apparent effect of introducing regime changes is to increase standard errors slightly, as predicted above. Even allowing for the possibility of a spurious common trend in the data, it is still very unlikely that the relationship we observe in the data occurred by chance. More interestingly, consider the third row in Panel B, which looks at the case of perfect pseudo-market timing and the long-term share. Here, the bias is actually somewhat lower than in the analogous simulation without regime changes.
To understand this result, note that there is a big difference in the mean returns across the two regimes; the data start in the low-return regime; and the high-return regime is an absorbing state (reached in the early 1980's). In this environment, there are two offsetting effects. The first is small-sample bias. By moving quickly to the high-return regime, a negative coefficient is induced for the same reason it is with no regime changes. In other words, by issuing more longterm debt after high returns, the data will end up suggesting, albeit only slightly in a sample this long, that a higher fraction of long-term issuance precedes lower future returns.
The second and offsetting effect is that regimes introduce persistence in returns. A high past return increases the likelihood that we are in the high return regime. In this case, higher issuance in response to higher current returns is actually associated with higher future returns.
This tends to create predictability in the opposite direction. For the long-term share and excess bond returns, this second effect is fairly large, because the difference in mean returns is large and regimes are persistent. So the overall effect of regime switching is actually of the wrong sign. Put simply, regime changes can actually reduce the bias due to pseudo-market timing, since issuing more based on high current or past returns is not a smart thing for a manager to do, unless he is looking to increase his cost of capital.
In summary, pseudo-market timing has, if anything, a smaller effect in the presence of regime changes in returns. To the extent that there is something special about combining the two issues, it is to introduce an offsetting effect that actually reduces the bias.
V. Reconciliation with earlier literature
Our simulation results directly conflict with those of Butler et al. (2004a) , who conclude that aggregate pseudo market timing drives the predictive power of the equity share variable.
How can these sharply differing conclusions be reconciled? Butler et al. present no actual estimates of the bias, but instead build a case based on four indirect exercises. In this section, we briefly review their exercises. We point out that because none of them is directly related to the bias in the first place, they should not be viewed as in conflict with the simulation results.
A. Sensitivity to "outliers"
The first exercise begins with evidence that the equity share and returns are positively correlated around a dozen historical stock market events. Such a correlation structure suggests the possibility of pseudo market timing bias. Butler et al. then remove five years of the sample, 1929, 1930, 1931, 1973, and 1974 , arguing that the events of these years, the Great Crash and the oil crises, were unpredictable and hence the associated fall in the equity share that occurs in these years could not be due to genuine market timing. Observing that the equity share is insignificant in the remaining sample, the authors propose that aggregate pseudo market timing, centered on these five years, is driving the full-sample predictive relationship.
This exercise makes a statement about robustness, but sheds no light on small-sample bias. This link cannot be made for several reasons. First, a positive correlation between returns and the equity share is consistent with both genuine and pseudo market timing. Under pseudo market timing, the fall in the equity share around large negative returns is the definition of the effect; under genuine market timing, a fall in prices implies less overvaluation, and hence less reason to prefer equity. Second, although Butler et al. offer a list of events as having the potential to induce bias, they only delete years corresponding to two such events. This arbitrary choice is crucial for the results. 13 Third, and most fundamentally, under the null hypothesis no return is predictable. The notion that predictability can be tested by throwing out individual data points based on a qualitative judgment that certain events are unpredictable is strange from the start.
After all, the aim is to test the null hypothesis of no predictability. Indeed, given the nature of the market timing hypothesis, it seems particularly strange to throw out potentially very informative periods of possible market correction, like the Great Crash.
Nonetheless, while these five data points cannot be attached to pseudo as opposed to genuine market timing, it still seems striking that removing them reduces the OLS coefficient by as much as 57.61%. 14 Yet, upon inspection, even this observation is not surprising, since this is close to the expected outcome from the strategic removal of five data points from the southeast quadrant of a 75-point scatterplot that starts with an R 2 of only 10% to 15%. 13 For example, if one removes five additional years from the sample, 1940, 1941, 1987, 1990, and 2001 , all of which appear on the Butler et al. selected list of "unanticipated events" of concern, a significant coefficient actually reappears. The predictive regression coefficient is -4.86 (t = -1.67, p<0.10) for value-weighted returns and -11.62 (t = -2.09, p<0.05) for equal-weighted returns. But in what sense are the events that drove stocks in these years-the German invasion of France, Pearl Harbor, the Iraqi invasion of Kuwait, the Crash of 1987, and September 11 th -any more or less predictable than the Great Crash and the oil crises?
We illustrate this formally using simulations. The first set of simulations springs from the observation that Butler et al. remove five of the seven lowest value-weighted returns, and five of the six lowest equal-weighted returns. Pseudo market timing or not, it is well known that removing extreme values of the dependent variable (henceforth r to match our earlier notation) will attenuate the OLS coefficient.
15 Accordingly, we draw samples of 75 data points, where the independent variable (henceforth X) and r match the R 2 of the predictive regression of the equity share for value-weighted and equal-weighted market returns. We then remove observations with the most extreme realizations of r. This scheme is somewhat more aggressive than the Butler et al. procedure in the sense that it picks off exactly the most extreme returns, but less aggressive in that it does not identify "outliers" based on X, only on r.
The second data removal scheme is more strategic, and more closely matches what Butler et al. have effectively done. They delete five data points from the southeast quadrant of the scatterplot, and so the data are being identified from realizations of both X and r. This is likely to attenuate a negative coefficient-again, pseudo market timing or not-even more than the first scheme. Accordingly, in the second set of simulations, we start by removing the data point from the southeast quadrant (or equivalently from the northeast quadrant if X and r are positively correlated) with the most negative value of -X t ·e t , i.e. the point in the southeast quadrant that exerts the most downward pressure the regression line. Next, we refit the line with the remaining 74 data points, and remove the new most influential point from the southeast quadrant, the new 15 E.g., see Goldberger (1981) for a simple analytic solution for the OLS coefficient b in a truncated sample:
where θ is the ratio of the variance of r in the truncated sample to the variance of r in the full sample and ρ 2 is the coefficient of determination, or the population R 2 . The attenuation is largest when the R 2 is low and the truncation leads to a large reduction in the variance of r. This characterizes the large-sample attenuation, but provides some intuition for the situations where we would expect to find bias in a small sample. most negative value of -X t ·e t . We continue this iterative process. When applied to the original data set, the first five data points removed by it are precisely the five years removed by Butler et al. 16 Thus, this scheme should yield a good approximation of the attenuation to be expected upon removing data points "like" 1929, 1930, 1931, 1973, and 1974 . Figure 2 shows the expected attenuation, and 95% confidence intervals, under these two data removal schemes. Panels A and B show simulations set to match the case of value-weighted returns, and Panels C and D consider equal-weighted returns. In each panel, the diamond shows the actual attenuation Butler et al. find upon removing 6.67% (5/75) data points. The basic finding is that the observed attenuation is unsurprising. For instance, Panel C shows that when the 6.67% most extreme returns are deleted from scatterplots corresponding to the case of equalweighted returns, the expected attenuation is almost exactly that which Butler et al. actually find.
The other panels confirm that the observed attenuation is not unusual. In sum, the first Butler et al. exercise is not very informative about either small-sample bias or sensitivity to outliers, and as such does not conflict with our main simulation results.
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B. Post-1975 period
In their second exercise, Butler et al. (2004a) suggest that the evidence for market timing should be stronger after the inclusion of Nasdaq in the CRSP aggregates, but in fact the equity answering this question is to remove the most extreme values of X, as opposed to data points least consistent with the null hypothesis. This process mechanically increases standard errors by reducing the variance of the predictor, but, if the predictive power is widespread, should not attenuate the coefficient. We find that removing the top and bottom equity share years changes the coefficient in the value-weighted predictive regression from -6.44 to -5.88, and even removing the top and bottom ten years gives a coefficient of -4.94. For the equal-weighted case, the coefficient is actually larger once one removes the 20 most extreme realizations of the equity share. Another approach is median regression. In unreported results, we find that coefficient estimates in median regressions are significant and even larger in absolute value than in OLS regressions. Thus, the equity share coefficient is not sensitive to a few extreme equity share years.
share has little predictive power in this subsample. While this exercise is again a useful observation about robustness, it sheds no direct light on small-sample bias. It is useful to probe further. Note that the equity share controls for total external finance by construction, but the cost of this virtue is that the variable is sensitive to debt market conditions. And the post-1975 period has seen a secular shift toward debt issues. In the mid-1980s, debt issues increase almost fivefold, from 68 to 328 billion dollars, in the five years from 1983 to 1988 (Baker and Wurgler (2000), Figure 1 ). Baker and Wurgler speculate that the growth in debt issues arises because of the emergence of the junk bond market and a shortening in average debt maturities. Neither has much to do with the state of the public equity markets, and so the equity share has become a less useful predictor in recent years as a result. For example, at the end of 1999, the equity share was at 0.14, well below its full-sample (or post-1975) mean, but few would characterize the equity issuance market as "below average" at this point.
The growth in equity issues from a five-year moving average is not contaminated by the secular shift in debt issues, and so is arguably a more consistent indicator of equity issuance activity in the last few decades. Table 4 shows that detrended equity issues predicts both equaland value-weighted returns in the post-1975 period. In fact, the coefficient in the recent period is larger in absolute value than that for the full sample period. The t-statistics are smaller, in part because the recent sample is only 28 years. Thus, the equity share's breakdown in recent data seems to be due to developments in the debt market that contaminate the variable and not to a general breakdown in the relationship between equity issuance and future returns.
C. Separating debt and equity issues
Genuine market timing logically implies the substitution of debt, if it is more efficiently priced, for equity, Butler et al. argue. In their third exercise, they partition the sample into four parts according the growth rate of equity and debt issuance over the past year. There is little difference in the future stock market returns across the four groups. In particular, the difference in value-weighted returns between high equity growth/low debt growth years and low equity growth/high debt growth years is a statistically insignificant -4.14%.
This is a peculiar test, because by definition the equity share already captures a first-order substitution effect. A high value indicates a high volume of equity issues relative to debt issues, and this in turn forecasts low equity returns, much as Butler et al. envision should occur. Their notion of substitution is akin to a second derivative. I.e., they sort on the relative growth rates of equity and debt issues, which amounts to a sort on the change in the equity share-when equity issues grow faster than debt issues, the equity share goes up, and vice-versa. But the change in the equity share does not predict returns nearly as well as the level, and we cannot see why it
should. 18 In any case, for present purposes the point is that this test again has little bearing on small-sample bias, and so does not conflict with our main simulation results.
D. Out-of-sample forecasts
In their final analysis, Butler et al. examine the equity share's out-of-sample predictive power. Under pseudo market timing, no out-of-sample power should appear. They report that the equity share has little out-of-sample predictive power, consistent with pseudo market timing.
However, out-of-sample predictability is not implied by genuine market timing, either, so again the test is not diagnostic. Baker and Wurgler (2000) ask whether managers systematically issue more equity before low market returns. For this to be true, there need not be any out-of-sample predictability. For example, suppose that an increase in the equity share genuinely predicts lower future returns in every subsample, but the degree of predictability varies over time. This would happen if there were occasional and significant corrections, or if the aggregate market were more efficiently priced in some parts of the sample than in others. Within a period that contains a correction, the predictability-or, to be precise, the coefficient in a regression of future returns on the equity share-will be large in absolute value. Within a period that does not contain a significant correction, the coefficient will be small, but still negative.
In this example, the power of the equity share to predict future returns is clearly genuine, and yet a test for out-of-sample predictability may find none. The reason is that the out-ofsample approach means using a small coefficient, from past 10-year rolling estimations for example, to explain periods where the level of predictability is high. The small coefficient is a bit better than a simple past average, but not much. More damaging to out-of-sample performance, the approach also means using a large coefficient to explain periods of returns where the level of predictability is low. This can be much worse than a simple past average. So, it is conceivable that equity issuance could reliably predict returns within each subsample, benefiting managers and existing shareholders, while at the same time the information contained in the equity share might not be nearly as valuable to outside investors.
The correct test of whether managers systematically issue more equity before low market returns is simply to look back and ask how managers performed. And by this metric, as reported in Baker and Wurgler (2000), they timed their equity issues fairly well when measured over the whole sample period. The bottom line is that the out-of-sample test, while likely of interest to an outside investor, does not even begin with the power to reject genuine market timing in favor of pseudo market timing.
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Finally, as far as the actual out-of-sample predictability of the equity share is concerned, it is worth a brief note that other authors have found considerably more than Butler et al. For instance, Goyal and Welch (2004) study fifteen annual time-series predictors, and report that the best (and only statistically significant) out-of-sample predictor is the equity share. Rapach and Wohar (2004) study nine annual time-series predictors, and again report that for one-year-ahead stock returns, the strongest out-of-sample performance is turned in by the equity share.
Reconciling all of these results is beyond the scope of this paper, but Table 5 Panels C and D shows that when using the growth in gross equity issues from a five-year moving average, the out of sample performance even in recent decades is respectable. Thus, the equity share, and equity issues more generally, perform similarly well out of sample and in sample. And to repeat the more important point, the out-of-sample test does not even begin with the power to reject genuine market timing in favor of pseudo market timing, and so would not conflict with our main simulation results in any case.
VI. Conclusion
The aggregate version of Schultz's (2003) pseudo market timing bias is a potentially serious concern for many studies that use aggregate managerial decision variables to predict market-level returns. Butler et al. (2004a) highlight the potential for this bias in the specific context of predictive regressions based on the equity share in new issues, but there are actually a number of related results that a priori may also be affected, such as predictive regressions based on planned investment growth, the maturity of new debt issues, aggregate insider buying, and the aggregate dividend initiation rate.
In this paper, we note that "aggregate pseudo market timing bias" is simply a new name for the small-sample bias long known to affect predictive regressions based on scaled-price predictors such as the dividend yield. Further, the bias can be estimated using standard simulation methods. We run such simulations, and find that the bias is, in practice, minor for all settings we consider. While our results do not shed new light on why aggregate managerial decision variables predict asset returns-e.g., Baker and Stein (2004) point out that successful market timing can result from passive responses to investor demand or market liquidity, not just from strategic decisions-they do show, rigorously, that the predictability is much too strong to be attributed to small-sample bias. More research on the interpretation of predictive regressions based on aggregate managerial decision variables therefore seems warranted. where r is the value-weighted stock market return and E is the ratio of equity issues to total equity and debt issues. See Table 1 We choose relative values of b<0, σ X and σ e to match the R 2 of the regressions of aggregate value-weighted returns (R 2 = 0.098 in Panels A and B) and equal-weighted market returns (R 2 = 0.149 in Panels C and D) on the ratio of equity issues to total equity and debt issues. We draw 100,000 sets of 75 observations, throwing out sets with R 2 's that fall outside a narrow band (0.094<R 2 <0.102 for Panels A and B; 0.144<R 2 <0.154 for Panels C and D). Bands are constructed to contain 10% of R 2 's, so roughly 10,000 sets of 75 observations remain. The solid line shows the mean and the dashed lines show a 95 percent confidence interval for the attenuation toward zero of the OLS estimate of b. In Panels A and C, we remove extreme values of r t , starting with the largest in absolute value. In Panels B and D, we strategically remove extreme values of r t , starting with the largest realization of -X t ·e t where X t is positive (the most influential point from the southeast quadrant of the r-X scatterplot) and sequentially removing the next largest realizations of -X t ·e t from the sequentially re-estimated regressions. The diamond shows the combination of data removed and the reduction in the OLS estimate when Butler et al. (2004) where r is the aggregate market return, either equal-or value-weighted, and E is one of two measures of equity issues. The equity share in new issues is the ratio of equity issues to total equity and debt issues. Detrended equity issues is the log difference between the level of equity issues and the average level of equity issues in the previous five years. Both are standardized to have zero mean and unit variance. We simulate 100+T values for r and E starting with the actual E 0 and drawing with replacement from the empirical joint distribution of u and v. We throw away the first 100 values, leaving us with a sample size of T. We use OLS estimates of b for 50,000 separate samples, reporting the average and locating the actual OLS estimate in this simulated distribution with one-and twotailed p-values. As implied in the return equation above, we impose the null hypothesis of no predictability (b = 0) in all cases. The parameters are as follows. The first row in each panel uses the in-sample bias-adjusted OLS estimate for d and the OLS estimate for ρ uv . The second row uses the in-sample OLS estimate for d and sets ρ uv equal to one, leaving the other distributional properties of u and v unchanged. The third row increases the bias-adjusted OLS estimate for d by three OLS standard deviations. The fourth row reduces the sample size to 10. The fifth through eighth rows repeat this for equal-weighted returns. where r is an aggregate market return and X is a predictor variable. We use r t to denote the return in year t and R t+k to denote the k-year cumulative return that starts with the year t return. Panel A considers value-weighted stock returns from March of t to February of t+1 and, as a predictor variable, investment plans from Lamont (2000); Panel B considers value-weighted stock returns and the insider trading variable of Seyhun (1998); Panel C considers the three-year return on long bonds over treasuries and the long-term share of debt issues from Baker, Greenwood, and Wurgler (2003) ; Panel D considers three-year return of payers minus nonpayers and the rate of dividend initiation from Baker and Wurgler (2004) . The independent variables are standardized to have zero mean and unit variance. We simulate 100+T values for r and X starting with the actual X 0 and drawing with replacement from the empirical joint distribution of u and v. We throw away the first 100 values, leaving us with a sample size of T. We use OLS estimates of b for 50,000 separate samples, reporting the average and locating the actual OLS estimate in this simulated distribution with one-and two-tailed p-values. As implied in the return equation above, we impose the null hypothesis of no predictability ( where r is an aggregate market return, X is a predictor variable, and s is a state variable that takes two discrete values. We use r t to denote the return in year t and R t+k to denote the k-year cumulative return that starts with the year t return. Panel A considers value-weighted stock market returns and the equity share in new issues from Baker and Wurgler (2000); Panel B considers the three-year return on long bonds over treasuries and the long-term share of debt issues from Baker, Greenwood, and Wurgler (2003) . The independent variables are standardized to have zero mean and unit variance. We simulate T values for r using normal errors u t and state s 1 = 1. We simulate T matched values of X starting with X 0 equal to c/ (1-d) , the steady state value of X, and drawing normal errors v t conditional on the unconditionally demeaned r t . We use OLS estimates of b for 50,000 separate samples, reporting the average and locating the actual OLS estimate in this simulated distribution with one-and two-tailed p-values. The parameters in each panel are as follows. The first row uses parameters from a maximum likelihood estimation of the Markov-switching model, the bias-adjusted OLS estimate for d, and sets the correlation between r and v to zero. The second row sets the correlation between r and v to the empirical value. The third row sets the pseudo-market timing correlation to one.
Markov Model
Parameter The equity share in new issues is the ratio of equity issues to total equity and debt issues. Detrended equity issues is the log difference between the level of equity issues and the average level of equity issues in the previous five years. Both are standardized to have zero mean and unit variance. We report heteroskedasticity-robust t-statistics in braces and the adjusted R 2 .
Equity Share in New Issues = EI / (EI + DI)
Detrended Equity Issues = log (5⋅EI / (EI -1 +EI -2 +EI -3 +EI -4 +EI -5 )) Table 5 . Out of sample performance: Improvement in Root Mean Squared Error. Root mean squared prediction error from out-of-sample and in-sample predictions. The first three columns report results using a rolling out-of-sample prediction strategy. In the first row, we use all available data up to 1940 and run two regressions of aggregate market returns, either equal-or value-weighted, on a constant and on a constant along with one of two measures of past equity issues. We use the parameters of these two regressions and the 1940 value of equity issues to form two predictions for 1941. We repeat this process for 1942-2002. We report the square root of the average squared prediction error and report the reduction in prediction errors from conditioning on equity issues. In the second row, we start with all available data up to 1950, and so on. The second three columns report results from insample prediction. In the first row, we use data from 1941 through 2002 and run two regressions of aggregate market returns, either equal-or value-weighted, on a constant and on a constant along with one of two measures of past equity issues. We use the parameters of these two regressions to form two sets of predictions for 1941-2002. We report the square root of the average squared prediction error and report the reduction in prediction errors from conditioning on equity issues. In the second row, we start with data from 1951 through 2002, and so on. 
