Mechanical dissipation at a tip-induced Kondo onset by Baruselli, Pier Paolo et al.
Nanomechanical dissipation at a tip-induced Kondo onset
Pier Paolo Baruselli,1 Michele Fabrizio,1 and Erio Tosatti1, 2, 3
1International School for Advanced Studies (SISSA), Via Bonomea 265, I-34136 Trieste, Italy
2CNR-IOM Democritos, Via Bonomea 265, 34136 Trieste, Italy
3International Centre for Theoretical Physics (ICTP), Strada Costiera 11, I-34151 Trieste, Italy
(Dated: October 14, 2018)
The onset or demise of Kondo effect in a magnetic impurity on a metal surface can be triggered,
as sometimes observed, by the simple mechanical nudging of a tip. Such a mechanically-driven
quantum phase transition must reflect in a corresponding mechanical dissipation peak; yet, this
kind of signature has not been focused upon so far. Aiming at the simplest theoretical modelling,
we treat the impurity as an Anderson impurity model, the tip action as a hybridization switching,
and solve the problem by numerical renormalization group. Studying this model as function of
temperature and magnetic field we are able to isolate the Kondo contribution to dissipation. While
that is, reasonably, of the order of the Kondo energy, its temperature evolution shows a surprisingly
large tail even above the Kondo temperature. The detectability of Kondo mechanical dissipation in
atomic force microscopy is also discussed.
I. INTRODUCTION
The dissipation characteristics of nanomechanical sys-
tems such as an oscillating AFM or STM tip above a
surface is increasingly emerging as a local spectroscopic
tool. The exquisite sensitivity of these systems permits
the study of physical phenomena, in particular of phase
transitions, down to the nanoscale. 1–5 Tip-induced in-
ternal transitions in quantum dots have been known to
cause sharp dissipation peaks. 6 The injection by pen-
dulum AFM of 2pi slips in the surface phase of a charge-
density-wave, an event akin to a local first order classical
phase transition, is also marked by dissipation peaks.3
Parallel to, but independent of that, many-body elec-
tronic and magnetic effects at the nanoscale were in the
last decades studied with atomic resolution by STM. The
Kondo effect7,8 – the many-body correlated state of a
magnetic impurity – is commonly probed on metallic
surfaces by STM tips, where it gives rise to a promi-
nent zero-bias anomaly.1,5,9,10. Thus far, these two phe-
nomena, nanomechanical dissipation peaks on one hand,
and the onset or demise of Kondo screening on the other
hand – itself a many-body quantum phase transition –
have not been connected. Yet, experimentally the on-
set and offset of a Kondo state, has been mechanically
triggered in several instances. Recent data5,11–16 show
that it is possible to selectively switch on and off the
Kondo effect via atomic manipulation, a switching de-
tected through the appearance and disappearance of a
zero bias STM conductance anomaly. As a typical ex-
ample, a surface impurity may be switched by a tip ac-
tion from a spin 1/2 state, which is Kondo screened,
to a S = 1 or a S = 0 state where the Kondo effect
disappears- see Fig. 1, or viceversa. In more general cir-
cumstances the Kondo temperature TK of the impurity
can be mechanically manipulated17–19. Also, Kondo un-
derscreening can be achieved via mechanical control of
a break junction20. The conductance anomalies across
Kondo impurities have a rich literature, both experimen-
tal and theoretical, reviewed in part in Refs. 21,22.
Here we provide the first theoretical prediction of the
much less studied nanomechanical dissipation at the on-
set and demise of Kondo effect. We will do that in the
simplest, prototypical case inspired by, e.g., a slowly vi-
brating tip near a surface-deposited magnetic impurity or
molecular radical. The tip mechanical Kondo dissipation
magnitude per cycle and its characteristic temperature
dependence have not yet been measured so far. Similar
and complementary to conductance anomalies, we expect
the dissipation to involve Kondo energy scales, and to
be influenced and eventually disappear upon increasing
temperature and/or magnetic field.
The possibility of dissipation and/or friction associated
to the Kondo effect is actually not new. Earlier studies
addressed different conditions, typically atoms moving
near metal surfaces23,24, as well as quantum dots25,26.
Kondo dissipation was also addressed in the linear re-
sponse regime via the dynamic charge susceptibility27, in
connection with ac-conductance25, and thermopower26.
Our work agrees with the previous general result that the
Kondo effect enhances the total dissipation. The present
method is non-perturbative and numerically exact, while
its validity is restricted to zero frequency, adequate to
describe dissipation of a tip, whose mechanical motion
is slow. In addition, our approach naturally allows for
the inclusion of magnetic fields and of further degrees of
freedom. We will come back the non-equilibrium finite-
frequency problem in the future.
After a presentation of the energy dissipation model-
ing in Section II, we show that the dissipation caused
by a sufficiently slow switching on and off of the hy-
bridization between an impurity and a Fermi sea can
be reduced to a ground state calculation. The many-
body Kondo physics is then introduced by solving as a
function of temperature an Anderson model by numeri-
cal renormalization group (NRG). In this way we arrive
to a dissipation per cycle whose peak value as tempera-
ture increases is initially proportional to the hybridisa-
tion magnitude Γ, then decreasing from T = TK upwards
roughly as −TK(2/pi)| log[1 + 4(T/TK)2]|, until reaching
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2the ultra-high temperature T  Γ, where dissipation
drops as −Γ| log T | (Section III). The Kondo-related dis-
sipation drops, between T = 0 and T = TK by about
∆Ediss ∼ TK per cycle, but interestingly a very impor-
tant dissipation extends well above TK . Additionally re-
vealing is the effect of a large external magnetic field,
which produces a drop of the low temperature, T  TK ,
energy dissipation again proportional to TK , yet through
a factor ∆Ediss/TK much larger than 1 due to log TK
corrections.
As an independent check of these Anderson model re-
sults, where Γ is the only quantity that can be switched,
we then repeat calculations of dissipation in a Kondo
model, where the exchange coupling J can be switched on
and off, mimicking the onset and demise of Kondo screen-
ing. The results support those of the Anderson model,
and permit in addition to study the dissipation of a fer-
romagnetic Kondo impurity. The observability of Kondo
dissipation against the background mechanical dissipa-
tion of different origin is discussed at the end(Section
IV).
Figure 1: (a) In experiments such as Refs. 5,16, the Kondo
effect is reversibly switched on and off by binding and unbind-
ing an H atom to a CoH impurity complex. (b) Model of the
present calculation, where we switch the hopping V between
an impurity orbital d endowed with an electron with S=1/2,
and a Fermi sea (FS), therefore turning on and off the Kondo
screening. This cartoon does not exactly represent the same
physics as in (a), but we will show that it does permit the cal-
culation of the temperature and magnetic field dependence of
energy dissipation caused by switching the Kondo screening
on and off.
II. MODEL
We will not attempt to describe in detail the
mechanically-driven quantum phase transition, and
model instead its effect as a quantum quench by assum-
ing a model Hamiltonian Hˆ that can be switched from
Hˆ0 (no Kondo) to Hˆ1 (Kondo-like) and viceversa. The
change of dissipation calculated in this manner, in par-
ticular as a function of temperature and magnetic field,
will clearly identify the Kondo-related dissipation, such
as that would be mechanically measured by the damping
of a tip whose action was to cause the onset or demise of
Kondo.
The difference Hˆ1 − Hˆ0 ≡ Vˆ is a local perturbation.
We shall denote as | ψ0〉 and E0 the ground state (GS)
wavefunction and energy, respectively, of the Hamilto-
nian Hˆ0, and as | ψ1〉 and E1 the corresponding ones of
Figure 2: (a) Sketch of an ideal system in which the Hamilto-
nian is mechanically modulated with period 2τ . Starting from
H0, there is a switch to Hamiltonian H1, which describes an
impurity orbital d coupled to a Fermi sea (FS) with density of
states ρ by a hopping term V leading to a hybridization width
Γ = pi V 2 ρ in the first half period. In the second half period
the hybridization is switched off, returning to H = H0. (b)
Evolution of the total energy during a cycle, with indication
of the dissipation Ediss.
Hˆ1.
A periodic square-wave time variation between Hˆ0 and
Hˆ1 is assumed, with a very long period 2τ and a very
fast switch time τswitch, much smaller than all other time
scales. As sketched in Fig. 2, a cycle starts at t = 0−
with Hˆ = Hˆ0, the system in its GS | ψ0〉 with energy
E(t < 0) = E0. At t = 0+ the Hamiltonian changes into
Hˆ1. If the evolution is unitary, the energy becomes
E(0 < t < τ) ≡E0 = E0 + 〈ψ0|Vˆ |ψ0〉. (1)
At t = τ+ we switch back to Hˆ = Hˆ0 again, so that the
energy changes into
E(τ < t < 2τ) ≡ E1 = 〈ψ(τ) | Hˆ0 |ψ(τ)〉, (2)
where
|ψ(τ)〉 = e−iHˆ1τ |ψ0〉 ,
and remains constant till the end of the cycle at t = 2τ .
To proceed on with the successive cycles we define the
HamiltonianHn in the time interval In between t = nτ ≡
tn and t = (n+ 1)τ ≡ tn+1, i.e.
Hn =
{
Hˆ1 n = even ,
Hˆ0 n = odd ,
(3)
3so that
Hn −Hn−1 = (−1)n Vˆ , (4)
and the unitary operator
Un = exp
(
− iHn τ
)
, (5)
which evolves the wavefunction from tn to tn+1, namely
|ψ(tn+1)〉 = Un |ψ(tn)〉. The energy En in the same time
interval In can thus be written as
En = 〈ψ(tn) | Hn |ψ(tn)〉
= 〈ψ(tn−1) | U†n−1Hn Un−1 |ψ(tn−1)〉
=En−1 + (−1)n〈ψ(tn) | Vˆ |ψ(tn)〉 ,
(6)
assuming |ψ(t0)〉 =|ψ0〉 and E−1 = E0.
A. Dissipated energy
Let us consider a process that comprises M cycles of
duration 2τ . The dissipated energy, namely the internal
energy increase, is therefore
∆Ediss(M) = 〈ψ(t2M−1) | Hˆ0 |ψ(t2M−1)〉 − 〈ψ0 | Hˆ0 |ψ0〉
= E2M−1 − E−1 ,
(7)
and is evidently positive. Through Eq. (6) it readily fol-
lows that
∆Ediss(M) = E2M−1 − E−1
=
2M−1∑
n=0
(−1)n 〈ψ(tn) | Vˆ |ψ(tn)〉 ,
(8)
where, we recall,
〈ψ(tn+1) | Vˆ |ψ(tn+1)〉 = 〈ψ(tn) | U†n Vˆ Un |ψ(tn)〉 . (9)
We can manipulate Eq. (8) to obtain a more manageable
expression if τ is much larger than the typical evolution
time of the system. That is certainly our case, because
the action of any tip or other mechanical probe (with
KHz to MHz frequency ) is many orders of magnitude
slower than typical microscopic times. Then, since Vˆ
is a local operator, we can assume thermalisation28,29,
which implies that the expectation value (9) coincides
with the thermal average of Vˆ over the Boltzmann dis-
tribution corresponding to the Hamiltonian Hn at an ef-
fective temperature Tn such that the internal energy is
just En. Since the perturbation Vˆ that is switched on
and off is local in space, involving a volume convention-
ally assumed to be one, En lies above the ground state
energy En of Hn, i.e. E0 for odd n and E1 otherwise, by a
quantity of order ∼ n×O(1) as opposed to En ∼ O(N),
with N the total volume occupied by the system and its
Fermi sea, so that typically Tn ∼
√
n/N . It follows that,
in the thermodynamic limit and for M finite, Tn → 0
and thus Eq. (9) becomes the expectation value in the
ground state of Hn and the dissipated energy simplifies
into
∆Ediss(M) = M
(
〈ψ0 | Vˆ |ψ0〉 − 〈ψ1 | Vˆ |ψ1〉
)
≡M Ediss ,
(10)
i.e. M times the energy Ediss dissipated in a single cycle.
We could repeat the above arguments at finite tempera-
ture T = β−1 and still find the same expression Eq. (10)
with the GS expectation values replaced by thermal av-
erages, i.e. for n = 0, 1
〈ψn | Vˆ |ψn〉 →
Tr
(
e−β Hˆn Vˆ
)
Tr
(
e−β Hˆn
) ≡ 〈Vˆ 〉n . (11)
It is also worth proving that even at finite T the dissi-
pated energy is strictly positive. We define a Hamiltonian
Hˆ(λ) = Hˆ0 + λ Vˆ , with λ ∈ [0, 1], and the correspond-
ing free energy and thermal averages, F (λ) and 〈. . . 〉λ.
Through the Hellmann-Feynman theorem the dissipated
energy can be written as
∆Ediss(M,T ) = M
(
〈 Vˆ 〉λ=0 − 〈 Vˆ 〉λ=1
)
= MEdiss(T )
= −M
(
∂F (λ)
∂λ
∣∣λ=1 − ∂F (λ)∂λ ∣∣λ=0
)
= −M
∫ 1
0
dλ
∂2F (λ)
∂λ2
.
(12)
Since thermodynamic stability implies that
∂2F (λ)/∂λ2 < 0, it follows that Ediss(T ) in Eq. (12) is
indeed positive.
We stress the importance of the above results: in the
limit of an infinite system and of vanishing frequency,
i.e. large τ , the energy dissipation can be evaluated
by an equilibrium calculation, which is evidently more
feasible than a full non-equilibrium one.
III. ANDERSON MODEL
Since our problem – calculating the dissipation in-
curred in a time-dependent but very slow cycle – can
be reduced to calculating static local quantities, it can
be relatively easily worked out. We model the Kondo
site as a single impurity Anderson model (SIAM)30
Hˆ = Hˆbath + Hˆd + Vˆ , (13)
where Hˆbath is the Hamiltonian of conduction electrons,
which we assume to be non-interacting with a constant
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Figure 3: (a) Energy dissipation Ediss per cycle upon switch-
ing on and off the hybridization Γ = pi V 2 ρ = 0.001 be-
tween a Fermi sea with density of states ρ and an Anderson
impurity with U = 0.01, d = −0.005, calculated by NRG
(TK ' 8 × 10−5; when not explicitly indicated, all quanti-
ties are in D – half bandwidth – units). Three temperature
regimes can be observed: low, T < TK ; high, T > Γ; and in-
termediate, TK < T < Γ. (b) In the low temperature regime,
T < TK , the dissipation curves for different values of Γ can
be collapsed to a single scaling function Eq. (19). In the inset
we show TK extracted from the fit.
density of states ρ() = ρ = 1/2D for  ∈ [−D,D], and
ρ() = 0 otherwise. Hˆd is the impurity level Hamiltonian,
Hˆd = d nd + U nd↑ nd↓ −B
(
nd↑ − nd↓
)
, (14)
where we assume for simplicity particle-hole symmetry
2d + U = 0. We also include the Zeeman splitting
caused by an external magnetic field B coupled to the
z component of the impurity spin. The operator Vˆ is an
electron hopping term between the conduction electrons
and the impurity level, giving rise to the hybridisation
energy width
Γ = pi V 2 ρ , (15)
and to a Kondo temperature8:
TK ∼
√
ΓU
2
exp
(
−piU
8Γ
)
. (16)
The relative scale of these energies is generally such that
TK , B . Γ  D,U . Hereafter D = 1 is taken as energy
unit, and we choose U = 0.01D.
A. Switching Γ on and off
We consider the periodic switching on and off the hy-
bridisation Vˆ . As explained in introduction, and as por-
trayed in the cartoon of Fig.1(b), this does not precisely
reproduce the real effect of a tip on a Kondo impurity,
such as sketched in Fig. 1(a); but as we shall see it fi-
nally does yield the pertinent information on the Kondo-
related dissipation. With the above conventions
Hˆ0 = Hˆbath + Hˆd , (17)
Hˆ1 = Hˆ0 + Vˆ , (18)
Hˆ0 describing decoupled bath and impurity, which
are instead coupled in Hˆ1. We calculate the Kondo
dissipation in the SIAM by cyclically switching on and
off the hybridization through the expression Eq. (12),
valid so long as the system is able to thermalise during
the time τ . Strictly speaking, since the SIAM is exactly
solvable by Bethe Ansatz, one might question whether
thermalisation indeed occurs31. However, as explained
above, the time scale τ set by the period of tip oscillation
frequencies is typically lower than 1 MHz, a very long
time during which electronic thermalization will always
occur. Another issue is that of electron-electron interac-
tions, which raise the issue of how to evaluate Eq. (12)
when the bath is made up of interacting electrons.
Here we shall assume that, if the conduction electron
bath can be described within Landau-Fermi liquid
theory, then we can still evaluate Eq. (12) through an
equilibrium calculation with non-interacting conduction
quasiparticles.
Calculations of the expectation values in Eq. (12)
are carried out by the numerical renormalization
group (NRG) approach32, using the “NRG Ljubljana”
package33 with discretisation parameter Λ = 2 − 2.5,
truncation cutoff 10ωN (ωN = Λ
−N/2, N being the N -th
NRG iteration), z-averaging34 with z = 8, and by means
of the full density matrix approach35,36.
Fig. 3 reports our results for the energy Ediss(T ) dissi-
pated in a single sub-cycle. First we note that the low
temperature scale of Ediss(T ) is, as is to be expected,
set by the hybridisation Γ. There are three temperature
regimes: low, T < TK , intermediate, TK < T < Γ, and
5high, T > Γ. For T  TK , when the Kondo screening
is fully effective, its contribution to the dissipation is ex-
pected to be a universal scaling function of T/TK . We
assume that scaling function to be assimilated to that of
a resonant level model of width TK , i.e.
Ediss(T )− Ediss(0)
TK
= − 2
pi
log
(
1 + α2
T 2
T 2K
)
. (19)
A least-square fit with this formula works quite well,
see Fig. 3(b), and provides both an operational defini-
tion of TK – which agrees with the traditional one
32 –
as well as an estimate of the parameter α ∼ 2. Since
the thermal average of the hybridisation in the definition
of Ediss(T ), Eq. (12), is contributed by degrees of free-
dom at all energies, we must disentangle the Kondo reso-
nance low-energy contribution from the high energy one
made mostly by larger energy tails of the spectral density,
eventually including the Hubbard side bands. This dis-
entanglement is best operated by the magnetic field B in
Eq. (14), which is known to destroy the Kondo effect37.
Confirming that, on increasing the Zeeman splitting
we observe the disappearance of the TK log T behaviour,
see Fig. 4, replaced by the growth of new peaks at T ∼ B,
clearly distinguishable when B  Γ. At the meantime
we also find a notable reduction of dissipation at low
temperature, which must therefore entirely come from
the magnetic field freezing of the impurity spin and thus
from the disappearance of Kondo effect. This is more
evident in Fig. 5, where we show, at a fixed value of
TK ' 0.1Γ as a function of T for different B’s, panel (a),
and as a function of B for different T ’s, panel (b), the
difference between Ediss(T,B) and the T = 0 dissipation
Ediss(0,Γ) at field B = Γ ' 10TK large enough to kill
the Kondo resonance37.
To clarify further the magnitude of the Kondo contri-
bution to dissipation, in Fig. 6 we plot the difference in
units of TK between the zero temperature values of Ediss
calculated at B = 0 and at B = Γ and B = TK , top and
bottom panel, respectively. The results, both in Fig. 5
and Fig. 6 confirm that the Kondo dissipation is on the
order of TK , as expected, but through a factor that grows
with decreasing TK and is typically of order 10 or larger.
To understand the appearance of this large factor, we
observe that the dissipation of Eq. (12) may be qualita-
tively given a spectral representation of the form
Ediss ∼
∫
d f()  ρ() , (20)
where f() is the Fermi-Dirac distribution, and ρ is the
impurity spectral density. While peaked at  = 0, the
latter also has long tails away from the Fermi level,
which contribute importantly to the integral. A large
field B ∼ Γ will filter out the contributions of all energies
|| . Γ, including both the low-energy, physically mean-
ingful Kondo contribution  . TK of the Lorentzian
Kondo resonance along with the
(
log /TK
)−n
slowly
decaying tails of the intermediate energy, TK .  . Γ,
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Figure 4: (a) Energy dissipation Ediss per cycle upon switch-
ing on and off the hybridization Γ = 0.001 between the same
Fermi sea and Anderson impurity as in Fig. 3 in presence of
a magnetic field of Zeeman energy B: (a) as a function of T
at fixed values of B; (b) as a function of B at fixed values of
T ; (c) as a function of both T and B. In (c) we show where
the cuts at constant T or B have been performed.
corrections to scaling34,38. The latter, which contribute
to the factor δEdiss/TK with a strongly singular term
∼ Γ/(TK log2 Γ/TK) as TK → 0, are actually larger
than the former, as can be seen by comparing top and
bottom panels.
Besides these proper Kondo contributions to the dissi-
pation per cycle, experiments with an oscillating tip, will
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Figure 5: Zoom-in of Fig. 4, now showing δEdiss(T,B) ≡
Ediss(T,B)−Ediss(0, B = Γ). The low temperature and low
field values give therefore a direct estimate of the dissipation
due to Kondo effect.
also cause in general an oscillating shift of the energy of
the impurity level d, see Eq. (14), from d to d + δd,
taking place at the same time of the on-off switching of
Kondo. This kind of modulation may produce an addi-
tional dissipation which we might designate as ”chemi-
cal” in nature. When that is important, the perturbation
Vˆ must be replaced by the more general
Vˆ → Vˆ + δd nd . (21)
However, as long as
∣∣δd∣∣  U , the effect of a tip-
induced level energy modulation simply adds to the high-
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Figure 6: Difference δEdiss = Ediss(T = 0, B = 0)−Ediss(T =
0, B) in units of TK between the zero temperature values of
Ediss calculated at B = 0 and at a large B = Γ, top panel,
and at smaller B = TK , bottom panel. In the inset we show
δEdiss not normalised to TK .
energy contribution to dissipation without altering the
low-energy Kondo one. Therefore all the previous results
about the way of accessing the Kondo mechanical dissi-
pation by temperature and magnetic field remain valid.
B. Kondo model, switching the exchange J
We have described above the Kondo-related dissipation
calculated through an Anderson model. If that result is
as general as we surmise, we should be able to recover at
least part of it in a simpler Kondo model of the impurity.
To check that, we apply the same protocol to the case
in which the impurity can be effectively regarded as a
local moment exchange-coupled to the conduction bath,
the so-called single impurity Kondo model (SIKM). In
7this model Hˆ0 = Hˆbath, Hˆ1 = Hˆ0 + Vˆ , where the local
perturbation is now
Vˆ = J S · s, (22)
with S the impurity spin, s the spin density of the con-
duction electrons at the impurity site, and J the Kondo
exchange which we shall assume to be both positive, anti-
ferromagnetic, and negative, ferromagnetic. The energy
dissipated in a single sub-cycle Ediss is still calculated
through Eq. (12) by NRG, as explained above.
Fig. 7 present the energy dissipation for this case. Ev-
erything we said for the SIAM holds here as well, except
for the obvious absence of the Γ energy scale. Instead
of Γ, in this case the total dissipation is now propor-
tional to J . All the same, in the Kondo regime the de-
crease of dissipation with temperature is a scaling func-
tion of T/TK , Eq. (19), just as for the SIAM. The added
bonus of this simpler SIKM is that it gives us the op-
portunity to investigate the dissipation caused by on-off
switching of a ferromagnetic Kondo effect39,40 by sim-
ply setting a negative J in Eq. (22). The ferromagnetic
Kondo regime cannot be accessed in the simple SIAM,
for which J > 0, unless one resorts to a more compli-
cated microscopic modelling41. In ferromagnetic Kondo,
J < 0, the total dissipation is still on the order of |J |,
but, as expected, no Kondo energy scale appears any-
more. The dissipation is constant up to T ' |J |, where
it has a slight increase (absent in the antiferromagnetic
case), and finally decays at higher temperatures like in
the antiferromagnetic case.
IV. DISCUSSION AND CONCLUSIONS
We introduce and discuss the concept of dissipation
connected with switching on and off an impurity Kondo
effect, such as could be realized by oscillating STM
or AFM tips, but not only. We then present a direct
scheme to estimate and calculate it. In the many-body
Anderson model, a model where our desired quantities
can to our knowledge be calculated only numerically,
we show that square-wave-like switching on and off
the impurity hybridization, although different from the
physical action of a tip, permits the extraction of the
specific Kondo-related dissipation. The dissipation per
cycle connected with creation and destruction of the
Kondo cloud is identified by the change of dissipation
caused by temperature and magnetic field.
Results show that the Kondo part of dissipation per
cycle is, not surprisingly, proportional to the Kondo tem-
perature TK . However, the proportionality factor, of or-
der one for T and B of order TK , may soar to a surpris-
ingly larger factor, of order 5-10, for larger T or larger B,
reflecting the role of spectral density tails even far from
EF . Even though the mechanisms intervening in a real
experimental setup will likely be more complicated than
assumed here, our treatment can be a good starting point
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Figure 7: (a) Energy dissipation Ediss for the single impu-
rity Kondo model solved by NRG with different values of J ,
both positive (regular Kondo) and negative (ferromagnetic
Kondo). Note the small dissipation and the disappearance of
the TK log T in the ferro case. (b) Dissipation around TK for
regular Kondo, J > 0. As for the Anderson model, it follows
a universal function Eq. (19), with α ' 2. The inset shows
TK as a function of J > 0.
for the description of dissipation of surface-adsorbed im-
purities perturbed by AFM or STM tips. In particu-
lar, our assumption of a simple hybridization quench is a
crude one: in a vibrating tip experiment, other parame-
ters of the Hamiltonian will change too, and the model it-
self should be expanded to account for additional degrees
of freedom, for example the coupling between mechanical
and electronic ones.
With these experiments in mind we should mention
how the predicted Kondo dissipation per cycle compares
with the sensitivity of these systems. The most re-
cent ”pendulum AFM”2 realized with tips of Q-factor
4.8105, vibrating with frequency near 5 KHz, force con-
stant k ∼ 0.03N/m and amplitude A ∼ 5nm can reach
8the extreme sensitivity pikA2 ∼ 10−5eV/cycle. Our cal-
culated Kondo dissipation, Figs. 5 and 6, is generally
of order kBTK per cycle at low temperature. Typically
of order 10−3 eV or bigger, this is substantially larger
than the sensitivity, making the predicted Kondo dissi-
pation easily accessible and measurable. Even if stronger
tip-impurity contact interactions than typical pendulum
AFM ones may be needed in order to cause the Kondo
switch, and despite the fact that chemical or mechanical
dissipation sources must obviously be subtracted, this es-
timate indicates that Kondo dissipation should be quite
relevant to the real world. It is therefore hoped that our
results will encourage experiments in the new area at the
border between nanofriction and many body physics.
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