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AN INVERSE PROBLEM ON DETERMINING SECOND ORDER
SYMMETRIC TENSOR FOR PERTURBED BIHARMONIC OPERATOR
SOMBUDDHA BHATTACHARYYA∗ AND TUHIN GHOSH∗∗
Abstract. This article offers a study of the Caldero´n type inverse problem of determining up to
second order coefficients of the higher order elliptic operator. Here we show that it is possible to
determine an anisotropic second order perturbation given by a symmetric matrix, along with a first
order perturbation given by a vector field and a zero-th order potential function inside a bounded
domain by measuring the Dirichlet to Neumann map of the perturbed biharmonic operator on the
boundary of that domain.
1. Introduction and statement of the main result
Let Ω ⊂ Rn, n ≥ 3 be a bounded domain with smooth connected boundary. Let us consider the
following perturbed biharmonic operator L(x,D) of order 4, with perturbations up to second order,
of the following form:
LA,B,q(x,D) = L(x,D) := (−∆)2 +
n∑
j,k=1
Ajk(x)DjDk +
n∑
j=1
Bj(x)Dj + q(x), (1.1)
where Dj =
1
i
∂xj , A ∈ W 7,∞(Ω,Cn2), B ∈ W 4,∞(Ω,Cn) and q ∈ L∞(Ω,C) are the unknown
coefficients.
Here in this article we will be considering an inverse problem of recovering the coefficients A, B,
q of the lower order terms of the perturbed biharmonic operator in Ω from the knowledge of the
Dirichlet to Neumann map (DN map):(
u|∂Ω, (−∆)u|∂Ω
)
7→
(
∂νu|∂Ω, ∂ν(−∆)u|∂Ω
)
of L(x,D), given on the boundary ∂Ω. The novelty of this work lies in full global recovery of
the second order anisotropic matrix perturbation, along with the first and zero-th order perturbed
terms of a biharmonic operator.
The inverse problem we present in this article falls into the generalized category of the Caldero´n
type inverse problem. The original Caldero´n’s problem [9] modeled by the second order elliptic
operator −∇ · γ∇, first appeared on studying the electric impedance tomography, where one uses
static voltage and current measurements at the boundary of an object to know about its internal
conductivity γ. If we assume the conductivity is isotropic and regular, then we do recover it
from the voltage current measurements at the boundary. See the seminal works of Sylvester and
Uhlmann [35] in dimension three and higher, and Nachmann [29] for the two dimensional case. If
the conductivity is anisotropic, then the unique recovery assertion fails [36]. The inverse boundary
value problem for magnetic Schro¨dinger operator (D + A)2 + q that on the question of recovering
the vector field A appearing as a first order perturbation of the Laplacian operator, [34, 15] show
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that the recovery of the magnetic field A along with unique recovery of scalar potential q can be
achieved by obeying its natural gauge invariance, A = A +∇ϕ for ϕ scalar.
A generalization of Caldero´n type inverse problems for higher order (order > 2) operators get its
due attention, and in this direction one seeks to recover lower order perturbations of a higher order
operator from the boundary DN map. The work of [25, 24] first offer such study, and establish
the complete recovery of the first (vector field) and zeroth order (scalar potential) coefficients of
perturbed higher order elliptic operator of order 2m:
L(x,D) = (−∆)m +
n∑
j=1
Bj(x)Dj + q(x), m ≥ 2. (1.2)
Note that, the complete recovery of the first order perturbation fails for m = 1 case. Following that,
subsequent variations of the problems has been addressed, see [21, 18, 37, 6, 5, 26, 4] to mention.
However, all these works remained considering up to first order perturbations (cf. (1.2)) of the
biharmonic or polyharmonic operators.
One interesting aspect remained for example by allowing up to the second order perturbation of a
biharmonic or polyharmonic operator, and seeking the determination of the second order perturbed
term, along with the first and zeroth order term. Previously, [17] carries out one such exercise to
establish that if the second order perturbation is governed by the isotropic matrix i.e. Ajk = a(x)δjk
for some scalar function a(x) in
L(x,D) = (−∆)m + a(x)(−∆) +
n∑
j=1
Bj(x)Dj + q(x), m ≥ 2 (1.3)
then a can be determined along with the B, q by knowing the boundary DN map. Then in [8] we
extend this result by showing that it is possible to determine any symmetric matrix A from the
perturbed polyharmonic operator of order 2m, where m > 2:
L(x,D) = (−∆)m +
n∑
j,k=1
Ajk(x)DjDk +
n∑
j=1
Bj(x)Dj + q(x), m > 2 (1.4)
Clearly, the compromise we made there in order to recover anisotropic matrices A, we sought
AjkDjDk as the second order perturbation of the polyharmonic operator of order atleast 6 (m = 3).
So the border line case for the perturbed biharmonic operator (m = 2) remained open. In this
article, we settle that part by establishing the recovery of the anisotropic matrix A of the perturbed
biharmonic operator (m = 2) (cf. (1.1)) from the knowledge of its boundary DN map. The presence
of the anisotropic matrix A in L(x,D) (cf. (1.1)) arises a number of challenges, we will address our
analysis shortly.
Let us remark that the higher order elliptic operators as in (1.1) arise in the areas of physics and
geometry, such as the study of the Kirchoff plate equation (perturbed biharmonic operator) in the
theory of elasticity, buckling problem and the study of the Paneitz-Branson operator in conformal
geometry, for more details see [16, 3]. For more on the elasticity model and perturbed biharmonic
operators see [32, 30, 10]. A related study of unique continuation for Kirchoff-Love plate equation
or in general fourth-order elliptic equation has its own appeal, we refer [12, 13, 28, 33] and reference
therein. Let us also mention the recent work of [2] which studies the boundary unique continuation
results for the Kirchoff-Love plate equation. The main method in both unique continuation and
inverse problems remain to perform Carleman method of estimations, which we have discussed in
Section 3. We end our discussion here with this recent publication [27] for a detailed understanding
and wide references on the topics.
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1.1. Direct Problem. Let Ω ⊂ Rn, n ≥ 3 be a bounded domain with smooth connected boundary.
Recall the operator L(x,D) given as (1.1), defined in Ω.
LA,B,q(x,D) = L(x,D) := (−∆)2 +
n∑
j,k=1
Ajk(x)DjDk +
n∑
j=1
Bj(x)Dj + q(x),
where Dj =
1
i
∂xj , A ∈ W 7,∞(Ω,Cn2), B ∈ W 4,∞(Ω,Cn) and q ∈ L∞(Ω,C) are the unknown
coefficients. Consider the domain of this operator to be
D(L(x,D)) =
{
u ∈ H4(Ω); u|∂Ω = 0 = (−∆)u|∂Ω
}
.
The operator L(x,D) with the domain D(L(x,D)) is an unbounded closed operator on L2(Ω) with
a purely discrete spectrum [19]. We make the assumption that 0 is not an eigenvalue of the operator
L(x,D) : D(L(x,D))→ L2(Ω). Let us denote
γu =
(
u|∂Ω, (−∆)u|∂Ω
)
,
then for any f = (f0, f1) ∈ H 72 (∂Ω)×H 32 (∂Ω), the boundary value problem,{
L(x,D)u = 0 in Ω,
γu = f on ∂Ω,
(1.5)
has a unique solution uf ∈ H4(Ω).
Let us define the corresponding Neumann trace operator γ# by
γ#u =
(
∂νu|∂Ω, ∂ν(−∆)u|∂Ω
)
where ν is the outward unit normal to the boundary ∂Ω. The Dirichlet to Neumann map (DN map)
corresponding to the operator L(x,D) is given as
N : H 72 (∂Ω)×H 32 (∂Ω)→ H 52 (∂Ω) ×H 12 (∂Ω)
N (f) = γ#uf =
(
∂νuf |∂Ω, ∂ν(−∆)uf |∂Ω
)
,
(1.6)
where uf ∈ H4(Ω) is the unique solution of (1.5). We also define the Cauchy data set as the graph
of the DN map
CN =
(
u|∂Ω, (−∆)u|∂Ω ; ∂νu|∂Ω, ∂ν(−∆)u|∂Ω
)
. (1.7)
Before we move into addressing the inverse problem, here we quickly go through this following
observation. From the wellposedness of the direct problem we readily see that knowing the
coefficients A,B, q in Ω, one can determine the DN map on ∂Ω. Therefore, we can establish a
one sided relation:
TL : Knowledge of the coefficients in Ω −→ Dirichlet to Neumann map N on ∂Ω.
Our goal is to address the injectivity of the above mapping. But first let us consider a general
biharmonic operator M with lower order perturbation up to order 3, defined as
MC,A,B,q(x,D) = (−∆)2 +
n∑
j,k,l=1
Cjkl
∂3
∂xj∂xk∂xl
+
n∑
j,k=1
Ajk
∂2
∂xj∂xk
+
n∑
j=1
Bj
∂
∂xj
+ q,
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where C(x) is a symmetric 3-tensor, A(x) is a symmetric matrix, B(x) is a vector field and q(x) is
a function. Let u ∈ H4(Ω) be a solution of MC,A,B,qu = 0 in Ω, then for any Φ ∈ H40 (Ω) we see
that
MC,A,B,Q
(
ueΦ
)
= 0, in Ω, (1.8)
where the coefficients are given as
C =C −∇Φ⊗ I,
A =A− 4 (∇Φ⊗∇Φ)− 4∇2Φ− (|∇Φ|2 +∆Φ) I,
B =B − 6(∆Φ)∇Φ− 4∇(∆Φ)− 8∇Φ (∇⊗∇Φ)− 2|∇Φ|2∇Φ− 2(∇ΦA),
Q =q − (∆Φ)2 − 2|∇Φ|2(∆Φ)− 4∇Φ · (∇∆Φ)−∆2Φ− 2(∇2Φ : ∇2Φ)
− 4∇Φ (∇⊗∇Φ)∇Φ− |∇Φ|4 − (A : ∇2Φ)− (A∇Φ) · ∇Φ− (B · ∇Φ).
(1.9)
Note that (
ueΦ, ∂ν(ue
Φ) ; ∂2ν(ue
Φ), ∂3ν(ue
Φ)
) |∂Ω = (u, ∂νu ; ∂2νu, ∂3νu) |∂Ω,
which implies MC,A,B,q and MC,A,B,Q has the same DN map where C,A,B,Q are as in (1.9) and
Φ ∈ H40 (Ω).
This shows that TM is certainly not injective for the operator M. This kind of obstruction
towards injectivity exists for the magnetic Schro¨dinger operator, see [34, 15]. Since L is a special
case of the operator M, i.e. M = L when C = 0 in Ω, therefore one might doubt about the
injectivity of TL.
Now, for the special case if C = 0 in Ω, we get M0,A,B,q = LA,B,q(x,D) in Ω. If there is a gauge
for the operator L(x,D), then it would mean that there exist an operator LA,B,Q =M0,A,B,Q such
that it satisfies the relation in (1.9) for some Φ ∈ H40 (Ω) such that C = 0 in Ω. Since, we have
assumed C = 0 in Ω, this means ∇Φ⊗ I = 0 in Ω for Φ ∈ H40 (Ω), which implies Φ = 0 in Ω. So the
absence of the third order perturbations in L(x,D) sets up the possibility of the complete recovery
of A, B and q in Ω from the knowledge of the DN map.
1.2. Inverse problem. The inverse problem we investigate here is that, does the DN map N
determine the unknown coefficients of L(x,D), namely the symmetric matrix A along with the
vector field B and the potential function q in Ω?
In this article we provide an affirmative answer to this question. Let A˜ ∈ W 7,∞(Ω) be a
symmetric matrix, B˜ ∈ W 4,∞(Ω) be a vector field and q ∈ L∞(Ω) be a function and write
L˜(x,D) = LA˜,B˜,q˜(x,D) defined in Ω. Let N˜ be the DN map corresponding to the operator L˜(x,D).
We state our main result here.
Theorem 1.1. Let Ω ⊂ Rn, n ≥ 3 be a bounded domain with smooth connected boundary.
Let L(x,D) and L˜(x,D) be two operators defined as in (1.1) with the coefficients A, A˜ ∈
W 7,∞(Rn;Cn
2
) ∩ E ′(Ω); B, B˜ ∈ W 4,∞(Rn;Cn) ∩ E ′(Ω) and q, q˜ ∈ L∞(Ω;C). Assume that 0 is
not an eigenvalue for L(x,D), L˜(x,D) in D. If
N (f)|∂Ω = N˜ (f)|∂Ω for all f ∈ H 72 (∂Ω)×H 32 (∂Ω),
then
A = A˜, B = B˜ and q = q˜, in Ω.
Remark 1.2. The regularity of the coefficients A, B and q are required for our method of
constructing sufficiently regular CGO solutions of L(x,D) and L˜(x,D). We provide a detailed
explanation of the regularity requirements of the coefficients in Remark 3.10.
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Navier boundary data. Let us now consider a different boundary information, for the same
problem given in (1.5). Consider (1.5) given with the Dirichlet boundary conditions instead of
Navier boundary conditions. Let us denote
γDu =
(
u|∂Ω, ∂νu|∂Ω
)
.
Then for f = (f0, f1) ∈ H 72 (∂Ω)×H 52 (∂Ω) we consider the boundary value problem
L(x,D)u = 0 in Ω
γDu = f on ∂Ω.
(1.10)
The corresponding Neumann trace is
γ#D =
(
∂2νu|∂Ω, ∂3νu|∂Ω
)
∈ H 32 (∂Ω) ×H 12 (∂Ω),
where u ∈ H4(Ω) is the solution to the Dirichlet problem (1.10). See [1, 19] for the wellposedness
of the forward problem (1.10). We introduce the set of Cauchy data for the operator L(x,D) with
the Dirichlet boundary condition by
CD =
(
u|∂Ω, ∂νu|∂Ω ; ∂2νu|∂Ω, ∂3νu|∂Ω
)
where u ∈ H4(Ω) solving (1.10). As a corollary of Theorem 1.1, we have the following result:
Corollary 1.3. We assume A, A˜, B, B˜ and q, q˜ satisfy the same conditions as in Theorem 1.1. Let
C˜D be the Cauchy data corresponding to the operator L˜(x,D). Then CD = C˜D on ∂Ω implies that
A = A˜, B = B˜ and q = q˜ in Ω.
Proof. Proceeding in a similar way as of Theorem 1.1, in this case we end up with an integral
identity same as (4.4). Then following the same analysis, one can show uniqueness of the lower
order perturbations in Ω. 
A brief discussion on the techniques. A general approach to solve a Caldero´n type inverse
problem follows from the pioneering work of [35]. By a clever use of integrations by parts formula
and the equality of the DN map at the boundary, we obtain integral identities concerning the
perturbation coefficients along with solutions of the operator and its adjoint under consideration.
For instance, we obtain
n∑
j,k=1
∫
Ω
(
(Ajk − A˜jk)DjDku˜+ (Bj − B˜j)Dju˜+ (q − q˜)u˜
)
v dx = 0
where u˜ solves LA˜,B˜,q˜(x,D)u˜ = 0 and v solves L∗A,B,q(x,D)v = 0 in Ω.
Next we seek for particular class of solutions for u˜ and v which are known as complex geometric
optics (CGO) solutions for the operator L(x,D) and its adjoint L∗(x,D) respectively. They consist
of complex phase function and complex amplitude. The amplitude can be expanded asymptotically
as solutions of a series of transport equations. For the summability, we prove a Carleman estimate
to bound the tail of the series with desired smallness, see [23] for Schro¨dinger operator. In our case,
we construct it in Section 2.
Note that, the key to make this method work is to produce enough amplitudes, solving the
transport equations and thus enough CGO solutions for the operator. The main challenge to
recover an anisotropic second order perturbation of a biharmonic operator is to construct enough
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CGO solutions. The transport equations we get for the amplitudes are of the form of a second order
differential operator with a potential term, governed by the unknown anisotropic coefficient A:
4((µ1 + iµ2) · ∇)2a+ A(x)(µ1 + iµ2) · (µ1 + iµ2)a = 0,
where µ1, µ2 ∈ Rn with satisfying |µ1| = |µ2| and µ1 ⊥ µ2. Note that, when A is an anisotropic
matrix then A(x)(µ1+iµ2)·(µ1+iµ2) remains non-zero, however when A is isotropic it remains always
zero. In order to provide enough u˜, v in the integral identity above, we need to look for the rich
class of solutions a of the above transport equation. We construct yet another CGO type solution
for the amplitudes a and provide a sufficiently large class solutions. So altogether, we construct
CGO solutions, for the biharmonic operator under considerations, having CGO amplitudes. To
the best of the author’s knowledge, construction of CGO amplitudes is new in the analysis of the
Caldero´n problem. For this construction, we use a Carleman estimate based on the two dimensional
∂-bar operator, which we prove in the due course. We dedicate Section 3 to construct such CGO
amplitudes and provide a detailed discussion there. Finally, in Section 4, using the large class of
solutions constructed in the previous sections and plugging it in the integral identity we show that
we are able to establish the equality of A = A˜, B = B˜ and q = q˜ in Ω.
Acknowledgement. The research of T.G. is supported by the Collaborative Research Center,
membership no. 1283, Universita¨t Bielefeld. S.B. is partly supported by Project no.: 16305018 of
the Hong Kong Research Grant Council.
2. Carleman estimate and C.G.O. solutions
In this section we construct complex geometric optics (CGO) type solutions of L(x,D) in (1.1).
To construct complex geometric optics solutions we need certain solubility result for the correction
term, with desired decay estimates. We use the method of Carleman estimates to derive suitable
weighted estimates for the operator L(x,D) and its formal L2(Ω) adjoint L∗(x,D). Our method is
essentially based on the Carleman estimates derived for the conjugated Laplacian operator with a
gain of two derivatives [31].
2.1. Interior Carleman estimates. Let us recall that, for A ∈ W 7,∞(Ω,Cn2), B ∈ W 4,∞(Ω,Cn)
and q ∈ L∞(Ω) we define
L(x,D) = (−∆)2 +
n∑
j,k=1
Ajk(x)D
jDk +
n∑
j=1
Bj(x)D
j + q, (2.1)
where D = 1
i
∇x. Note that L∗(x,D), the L2(Ω) adjoint of L(x,D), has a similar form as of L(x,D)
with possibly different coefficients A♯, B♯ and q♯ (see (2.18)). In this section, we prove an interior
Carleman estimate for the conjugated semiclassical version of the operator L(x,D) as well as its
adjoint operator.
First we prove an Carleman estimate for the principal part of the semiclassical version of
the operator L(x, hD), which is given as (−h2∆)2. Then by adding the lower order terms to
it finally we derive the required Carleman estimate for the conjugated semiclassical version of
the operator L(x,D). We start by recalling the definition of a limiting Carleman weight for
the semiclassical Laplacian (−h2∆). Let Ω ⊂ Rn, n ≥ 3 be a bounded domain with smooth
boundary. Let Ω˜ be an open set in Rn such that Ω ⊂⊂ Ω˜ and let ϕ ∈ C∞(Ω˜,R). Consider the
conjugated, semiclassical Laplacian operator P0,ϕ = e
ϕ
h (−h2∆)e−ϕh with its semiclassical symbol
p0,ϕ(x, ξ) = |ξ|2 − |∇xϕ|2 + 2iξ · ∇xϕ.
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Definition 2.1 ([23]). We say that ϕ is a limiting Carleman weight for (−h2∆) in Ω˜ if ∇ϕ 6= 0 in
Ω˜ and the Poisson bracket of Re(p0,ϕ) and Im(p0,ϕ) satisfies{
Re(p0,ϕ), Im(p0,ϕ)
}
(x, ξ) = 0, whenever p0,ϕ(x, ξ) = 0 for (x, ξ) ∈ (Ω˜× Rn).
An example of such ϕ is the linear weight defined as ϕ(x) = α · x, where α ∈ Rn \ {0} or the
logarithmic weights ϕ(x) = log |x − x0| with x0 /∈ Ω˜. Throughout this article we consider the
limiting Carleman weight to be of the form ϕ(x) = (α · x) where α ∈ Rn with |α| = 1.
As the principal symbol of the semiclassical conjugated operator e
ϕ
h (−h2∆)2e−ϕh is given by p20,ϕ,
which is not of principal type, the idea of Carleman weight for biharmonic operator is irrelevant. In
order to get the Carleman estimate for the biharmonic operators we iterate the Carleman estimate
obtained for the semiclassical Laplacian.
We use the semiclassical Sobolev spaces Hsscl(R
n) with s ∈ R, equipped with the norm
‖u‖Hsscl(Rn) = ‖〈hD〉
su‖L2(Rn),
where 〈ξ〉 = (1 + |ξ|2) 12 . For s ≥ 0, we define semi-classical Sobolev norms on Ω as
||u||Hs
scl
(Ω) := inf
v∈Hsscl(R
n),
v|Ω=u
||v||Hs
scl
(Rn).
With these notations we now prove the following proposition.
Proposition 2.2. Let A ∈ W 7,∞(Ω,Cn2), B ∈ W 4,∞(Ω,Cn), q ∈ L∞(Ω,C) and ϕ be a limiting
Carleman weight for the semiclassical Laplacian on Ω˜. Then for 0 < h ≪ 1 and −4 ≤ s ≤ 0, we
have
h2‖u‖Hs+4scl ≤ C‖h
2e
ϕ
hL(x,D)e−ϕh u‖Hsscl , for all u ∈ C∞0 (Ω). (2.2)
the constant C = Cs,Ω,A,B,q is independent of h > 0.
Proof. Let us consider the convexified Carleman weight (see [23]) defined as
ϕε = ϕ+
h
2ε
ϕ2 on Ω˜.
We begin with the Carleman estimate for the semiclassical Laplacian with a gain of two derivatives
proved in [31]:
h√
ǫ
‖u‖Hs+2scl ≤ C
∥∥∥eϕεh (−h2∆)e−ϕεh u∥∥∥
Hsscl
, for all u ∈ C∞0 (Ω). (2.3)
Let −4 ≤ s ≤ 0, then iterating the estimate (2.3) for 2 times, we get the following estimate:(
h√
ǫ
)2
‖u‖Hs+4scl ≤ C
∥∥∥eϕεh (−h2∆)2e−ϕεh u∥∥∥
Hsscl
, for all u ∈ C∞0 (Ω). (2.4)
Next to get the required Carleman estimate for L(x,D), we add the lower order perturbations
(given in (2.1)) to the above estimate. We first take the zero-th order term (h4q), where
q ∈ L∞(Ω,C), and we get
‖h4qu‖Hsscl ≤ h4‖q‖L∞‖u‖L2 ≤ h4‖q‖L∞‖u‖Hs+4scl .
Next we consider the first order term h4(B ·D), where B ∈ W 4,∞(Ω,Cn). We observe
h3e
ϕε
h
n∑
j=1
Aj(hD)
je−
ϕε
h u = h3
n∑
j=1
Bj(−Djϕε + hDj)u. (2.5)
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The first term in the right hand side of the above expression can be estimated as
‖(B ·Dϕǫ)u‖Hsscl ≤ ‖B ·Dϕǫ‖L∞‖u‖Hs+4scl .
Now as ϕǫ = ϕ+
h
ǫ
ϕ2 and 0 < h≪ ǫ≪ 1, that is, 0 < h
ǫ
< 1. Hence ‖Dαϕǫ‖L∞ = O(1) for any α
and consequently we get
‖(B ·Dϕǫ)u‖Hsscl ≤ O(1)‖u‖Hs+4scl .
For the second term in the right hand side of (2.5) we observe that
‖B · (hD)u‖Hsscl ≤ ‖hD · (Bu)‖Hsscl + h‖(D · B)u‖Hsscl
≤ O(1)‖Bu‖Hs+1scl +O(h)‖u‖Hs+4scl
≤ O(1)‖u‖Hs+4scl .
The last inequality follows from the fact that the operator given as multiplication by B is continuous
from Hs+4scl to H
s+1
scl where B ∈ W 4,∞. Therefore, we have
‖h3eϕǫh (B · hD)e−ϕǫh u‖Hsscl ≤ O(h3)‖u‖Hs+4scl . (2.6)
Now consider the term h4AαD
αeϕǫ/hu, for |α| = 2, where A is a symmetric matrix. We have
h2e
ϕε
h
∑
|α|=2
Aαh
2Dαe−
ϕε
h u = h2
n∑
j,k=1
Ajk(D
jϕεD
kϕε − hDjDkϕε + 2hDjϕεDk + h2DjDk)u.
(2.7)
For the first two terms in the right hand side of (2.7), we get
‖Ajk
(
DjϕεD
kϕε − hDjDkϕε
)
u‖Hsscl ≤ C‖Ajk
(
DjϕεD
kϕε − hDjDkϕε
)‖L∞‖u‖Hsscl
≤ O(1)‖u‖Hs+4scl .
Analysing the third term in (2.7), we see
‖AjkDjϕεhDku‖Hsscl ≤C‖hDk
(
AjkuD
jϕε
)‖Hsscl + Ch‖Dk (AjkDjϕε)‖L∞‖u‖Hs+4scl
≤O(1)‖(AjkDjϕε)u‖Hs+1scl + Ch‖u‖Hs+4scl
≤O(1)‖u‖Hs+4scl ,
where for the first term we use the continuity of the multiplication operator Ajk : H
s+4
scl → Hs+1scl
whenever Ajk ∈ W 7,∞.
Now, consider the last term of the expression on the right hand side of (2.7), we get
‖Ajkh2DjDku‖Hsscl ≤ ‖h2DjDk(Ajku)‖Hsscl + 2‖h2Dj(Ajk)Dku‖Hsscl + ‖h2
(
DjDk(Ajk)
)
u‖Hsscl
≤ O(1)‖Ajku‖Hs+2scl +O(h)‖u‖Hs+4scl +O(h
2)‖u‖Hs+4scl
≤ O(1)‖u‖Hs+4scl +O(h)‖u‖Hs+4scl +O(h
2)‖u‖Hs+4scl .
Here in the first term we use the continuity of the multiplication operator Ajk : H
s+4
scl → Hs+2scl
whenever Ajk ∈ W 4,∞. To prove the continuity, it suffices to consider the complex interpolation
for the cases s = 0 and s = −4. The inequality on the second term on the right hand side follows
as before by using the continuity of the multiplication operator Ajk : H
s+4
scl → Hs+1scl whenever
Ajk ∈ W 7,∞.
Adding all the lower order terms up to order 2 in (2.4), choosing h ≪ ǫ ≪ 1 small enough and
using the standard bounds i.e. 1 ≤ eϕ
2
2ǫ ≤ C, 1
2
≤ 1+ h
ǫ
ϕ ≤ 3
2
, we get our desired estimate (2.2). 
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Let us denote
Lϕ(x,D) = h4e
ϕ
hL(x,D)e−ϕh .
The formal L2 adjoint of Lϕ(x,D) would be L∗ϕ(x,D) = h4e−
ϕ
hL∗(x,D)eϕh , where L∗(x,D) is the
formal L2-adjoint of the operator L(x,D). As L∗(x,D) has the similar form as L(x,D) and −ϕ is a
limiting Carleman weight if ϕ is, the Carleman estimate derived in Proposition 2.2 holds for L∗ϕ(x,D)
as well. From (2.18) we see that L∗A,B,q(x,D) = LA♯,B♯,q♯(x,D). Since we consider A ∈ W 7,∞(Ω)
and B ∈ W 4,∞(Ω), hence, A♯ ∈ W 7,∞(Ω), B♯ ∈ W 4,∞(Ω). That is, we have the following result
regarding the Carleman estimate for the adjoint operator.
Corollary 2.3. Let A ∈ W 7,∞(Ω,Cn2), B ∈ W 4,∞(Ω,Cn), q ∈ L∞(Ω,C) and ϕ be a limiting
Carleman weight for the semiclassical Laplacian on Ω˜. Then for 0 < h ≪ 1 and −4 ≤ s ≤ 0, we
have
h2‖u‖Hs+4scl ≤ C‖h
4e±
ϕ
hL∗(x,D)e∓ϕhu‖Hsscl , for all u ∈ C∞0 (Ω). (2.8)
the constant C = Cs,Ω,A,B,q is independent of h > 0.
Let us now convert the Carleman estimate (2.2) for L∗ϕ into a solubility result for Lϕ.
Proposition 2.4. Let A ∈ W 7,∞(Ω,Cn2), B ∈ W 4,∞(Ω,Cn2) and q ∈ L∞(Ω,C) and ϕ be any
limiting Carleman weight for the semiclassical Laplacian on Ω˜. For 0 < h ≪ 1 sufficiently small,
the equation
Lϕ(x,D)u = v in Ω,
has a solution u ∈ H2scl(Ω), for v ∈ L2(Ω) satisfying,
h2‖u‖H2scl(Ω) ≤ C‖v‖L2(Ω).
The constant C > 0 is independent of h and depends only on A, B and q.
Proof. Let D = L∗ϕ(C∞0 (Ω)) and consider the linear functional
L : D → C, L(L∗ϕw) = 〈w, v〉L2(Ω) for w ∈ C∞0 (Ω)
where, 〈w, v〉L2(Ω) =
∫
Ω
fg. Also, by the Carleman estimate (2.8),
|L(L∗ϕw)| ≤ ||w||L2(Rn)||v||L2(Ω) ≤ ||w||H2scl(Rn)||v||L2(Ω)
≤ C
h2
||L∗ϕw||H−2
scl
(Rn)||v||L2(Ω).
The Hahn-Banach theorem ensures that there is a bounded linear functional L˜ : H−2(Rn) → C
satisfying L˜ = L on D and ||L˜|| ≤ Ch−2||v||L2(Ω).
By the Riesz Representation theorem there is u ∈ H2(Rn) such that for all ψ ∈ H−2(Rn),
L˜(ψ) = 〈ψ, u〉Rn and
||u||H2scl(Rn) ≤
C
h2
||v||L2(Ω).
Let us show Lϕu = v in Ω. For arbitrary w ∈ C∞0 (Ω),
〈Lϕu, w〉Ω = 〈u,L∗ϕw〉Rn = L˜(L∗ϕw) = L(L∗ϕw) = 〈v, w〉Ω.
This finishes the proof. 
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2.2. Construction of C.G.O. solutions. Here we construct complex geometric optics type
solutions of the equation L(x,D)u = 0 and its L2(Ω) conjugate, based on Proposition 2.4. We
propose a solution of L(x,D)u = 0 the form
u = e
(ϕ+iψ)
h (a0(x) + ha1(x) + r(x; h)), (2.9)
where 0 < h ≪ 1, ϕ(x) is a limiting Carleman weight for the semiclassical Laplacian. The real
valued phase function ψ is chosen such that ψ is smooth near Ω and solves the following eikonal
equation p0,ϕ(x,∇ψ) = 0 in Ω˜. The functions a0 and a1 are the complex amplitudes solving certain
transport equations. The function r is the correction term which satisfies the following estimate
‖r‖H2scl = O(h2).
We consider ϕ and ψ to be
ϕ(x) = µ1 · x, ψ(x) = µ2 · x, (2.10)
where µ1, µ2 ∈ Rn \ {0} are such that µ1 · µ2 = 0 and |µ2| = |µ1|. Observe that ϕ and ψ solves the
eikonal equation p0,ϕ(x,∇ψ) = 0 in Ω˜, that is |∇ϕ| = |∇ψ| and ∇ϕ · ∇ψ = 0.
In order to obtain the transport equations for the amplitudes a0 and a1, we define the transport
operator T = [(∇ϕ+ i∇ψ) · ∇] and expand the conjugated operator as
e−
(ϕ+iψ)
h h4L(x,D)e (ϕ+iψ)h =(−h2∆− 2hT )2
+
n∑
j,k=1
h2Ajk
(
Dj(ϕ+ iψ)Dk(ϕ+ iψ) + 2hDj(ϕ+ iψ)D
k + h2DjDk
)
+
n∑
j=1
h3Bj (Dj(ϕ+ iψ) + hDj) + h
4q.
(2.11)
We solve for a0 and a1 satisfying
(−2T )2a0 +
n∑
j,k=1
AjkD
j(ϕ+ iψ) ·Dk(ϕ+ iψ) a0 = 0, (2.12)
(−2T )2a1 +
n∑
j,k=1
AjkD
j(ϕ+ iψ) ·Dk(ϕ+ iψ) a1 = −2(T∆+∆T )a0 − (B ·D(ϕ+ iψ)) a0 (2.13)
We will present a detailed proof for existence of complex amplitudes a0 ∈ H4(Ω), a1 ∈ H4(Ω)
satisfying (2.12) and (2.13) in Section 3. For the time being let us assume that such a0 and a1 exists
in H4(Ω). Having chosen the amplitudes a0, a1 in this way, from (2.11) we obtain
e−
(ϕ+iψ)
h h4L(x,D)
(
e
(ϕ+iψ)
h r(x, h)
)
=− h4L(x,D) (a0 + ha1)
− 2h4(T∆+∆T )a1 − h4 (B ·D(ϕ+ iψ)) a1
(2.14)
Thanks to Proposition 2.4, for h > 0 small enough, there exists a solution r ∈ H2scl(Ω) of (2.14)
satisfying the estimate
‖r‖H2
scl
= O(h2). (2.15)
Summing up, we have the following result.
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Proposition 2.5. Let us consider the equation
L(x,D)u = (−∆)2u+
n∑
j,k=1
AjkD
jDku+
n∑
j=1
BjD
ju+ qu = 0, (2.16)
where A ∈ W 7,∞(Ω,Cn2), B ∈ W 4,∞(Ω,Cn) and q ∈ L∞(Ω,C). Then for all 0 < h ≪ 1, there
exists a solution u ∈ H2scl(Ω) of (2.16) of the form
u(x, h) = e
ϕ(x)+iψ(x)
h (a0(x) + ha1(x) + r(x; h)) (2.17)
where ϕ and ψ are smooth as in (2.10). Here a0, a1 ∈ H4(Ω) are complex amplitudes satisfying the
transport equations (2.12), (2.13) and r ∈ H2scl(Ω) satisfies the estimate ‖r‖H2scl = O(h2).
Proof. The proof of the Proposition 2.5 follows from the above discussion and the fact that the
amplitudes a0 and a1 exists in H
4(Ω). We will prove the existence of the amplitudes in Proposition
3.8 and Proposition 3.9 in the following section. 
The adjoint operator. Let us now calculate the formal L2(Ω) adjoint of the operator L(x,D) as
L∗(x,D) := (−∆)2 +
n∑
j,k=1
A♯jk(x)D
jDk +
n∑
j=1
B♯j(x)D
j + q♯(x), (2.18)
where 
A♯jk(x) = Ajk(x), for j, k = 1, 2, . . . , n,
B♯k(x) = Bk(x) +
∑n
j=1D
jAjk(x), for k = 1, . . . , n,
q♯(x) = q(x) +
∑n
j,k=1D
jDkAjk(x) +
∑n
j=1D
jBj(x).
Since the form of L∗(x,D) is same as that of L(x,D) with possibly different coefficient, we may
argue that we can construct a CGO solution for L∗(x,D)v = 0 in Ω. We state it formally in the
following remark.
Remark 2.6. There exist solution v ∈ H4(Ω), solving L∗(x,D)v = 0 in Ω, of the form
v(x, h) = e
−ϕ(x)+iψ(x)
h (a♯0(x) + ha
♯
1(x) + r
♯(x; h)),
provided we have a♯0, a
♯
1 ∈ H4(Ω) satisfying
(−2T )2a♯0 +
n∑
j,k=1
A♯jkD
j(ϕ+ iψ) ·Dk(ϕ+ iψ) a♯0 =0,
(−2T )2a♯1 +
n∑
j,k=1
A♯jkD
j(ϕ+ iψ) ·Dk(ϕ+ iψ) a♯1 =− 2(T∆+∆T )a♯0 −
(
B♯ ·D(ϕ+ iψ)) a♯0.
Now for existence of the amplitudes required in Proposition 2.5 and Remark 2.6 we move into
the next section, where we show that the amplitudes a0 and a1 exist with suitable regularity and
moreover, one can construct CGO type forms of the amplitudes solving the higher order transport
equations.
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3. Analysis on the amplitudes
In this section we prove existence of the solutions of (2.12) and (2.13) having specific form. This
part is crucial in our analysis since we get an second order transport equation with a potential
term for the amplitudes which does not appear in the previous works. In the earlier works on the
Schro¨dinger and the magnetic Schro¨dinger operators [35, 34, 15, 14, 22, 11, 7] we encounter only
first order transport equations. On the other hand, the works on biharmonic and polyharmonic
operators [24, 25, 17, 8] we get potential free higher order transport equations for the amplitudes
that ((µ1+ iµ2) ·∇)2a0 = 0, which can be dealt with in the same way as for the first order transport
equations (see [8]).
In this section we prove that there exist a solution a0 ∈ H4(Ω) solving (2.12) having the form
a0(x; τ) := e
ϕ−iψ
τ (b(x, µ1, µ2) + ρ(x, µ1 + iµ2; τ)) ,
solving (2.12) in Ω, where b(x, µ1, µ2) ∈ H4(Ω), solving ((µ1 + iµ2) · ∇)2 b = 0 in Ω and ρ ∈ H4(Ω)
satisfying ‖ρ‖L2(Ω) ∼ O(h). Here the real phase functions ϕ and ψ are not same as the Carleman
weight and the solution of the Eikonal equations defined in Section 2. We define the functions ϕ
and ψ in (3.7) and (3.8). As a central tool, we begin with deriving required Carleman estimates.
Recall that we choose µ1 ⊥ µ2 unit vectors in Rn. Let us invoke the change of variables
x 7→ (t, s, x′) such that
µ1 · ∇ = ∂t and µ2 · ∇ = ∂s,
where (t, s) ∈ R2 and x′ ∈ Rn−2. Let us define
Σx′ := {(t, s) ∈ R2 : (t, s, x′) ∈ Ω}, for some x′ ∈ Rn−2.
Consider the R2 plane and take z = t + is ∈ C so that we can realize the operator (µ1 + iµ2) · ∇x
as the ∂z operator.
Lemma 3.1. Let Σx′ ⊂ R2 be a regular bounded open set. Let ϕ(t, s) be a harmonic function Then,
for all real valued w ∈ C∞0 (Σx′), and 0 < τ < 1 we have
‖e−ϕτ τ 2(∂t + i∂s)2e
ϕ
τ w‖L2 ≥ C τ (‖ |∇t,sϕ|w‖L2 + ‖τ∇t,sw‖L2) (3.1)
and
‖e−ϕτ τ 2(−∂t + i∂s)2e
ϕ
τ w‖L2 ≥ C τ (‖ |∇t,sϕ|w‖L2 + ‖τ∇t,sw‖L2) (3.2)
where C > 0 is independent of τ , w.
Proof. Since ϕ is harmonic, let us consider its harmonic conjugate ψ satisfying
∂tψ = ∂sϕ, ∂sψ = −∂tϕ, and ∆ψ = 0.
Let w ∈ C∞0 (Σx′), then we claim
e−
ϕ
τ τ(∂t + i∂s)(e
ϕ
τ w) = e−
iψ
τ τ(∂t + i∂s)(e
iψ
τ w). (3.3)
It follows since
e−
ϕ
τ τ(∂t + i∂s)(e
ϕ
τ w) = (∂tϕ+ iτ∂s)w + i(∂sϕ− iτ∂t)w
= (−∂sψ + iτ∂s)w + i(∂tψ − iτ∂t)w
= (∂t(iψ) + iτ∂s)w + i(∂s(iψ)− iτ∂t)w
= e−
iψ
τ τ(∂t + i∂s)(e
iψ
τ w).
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Now we do similar estimate as in [20, Lemma 3.4], to have
‖e− iψτ τ(∂t + i∂s)e
iψ
τ w‖2L2 = ‖(τ∂sw + w∂tψ)‖2 + ‖(τ∂tw − w∂sψ)‖2
= ‖τ∇t,sw‖2L2 + ‖w∇t,sψ‖2L2 + τ
∫
R2
∂s(w
2)∂tψ − ∂t(w2)∂sψ
= ‖τ∇t,sw‖2L2 + ‖w∇t,sψ‖2L2.
Accounting (3.3), thus from above identity we have
‖e−ϕτ τ(∂t + i∂s)(e
ϕ
τ w)‖2L2 = ‖ |∇t,sϕ|w‖2L2 + ‖τ∇t,sw‖2L2, w ∈ C∞0 (Σx′). (3.4)
We next use the Poincare´ inequality to obtain if v ∈ C∞0 (Σx′),
‖e− iψτ τ(∂t + i∂s)(e
iψ
τ v)‖L2 = ‖τ(∂t + i∂s)(e
iψ
τ v)‖L2 = ‖τ∇t,s(e
ψ
τ v)‖L2 ≥ Cτ‖v‖L2
where the second inequality uses integration by parts and the fact that v is compactly supported.
So again accounting (3.3), we can also say
‖e−ϕτ τ(∂t + i∂s)(e
ϕ
τ v)‖L2 ≥ Cτ‖v‖L2 , w ∈ C∞0 (Σx′). (3.5)
Finally by combining (3.5) and (3.4) for w ∈ C∞0 (Σx′), we write
‖e−ϕτ τ 2(∂t + i∂s)2(e
ϕ
τ w)‖2L2 ≥ Cτ 2‖e−
ϕ
τ τ(∂t + i∂s)(e
ϕ
τ w)‖2L2 thanks to (3.5)
= Cτ 2
(‖ |∇t,sϕ|w‖2L2 + ‖τ∇t,sw‖2L2) , thanks to (3.4).
Thus we obtain (3.1). The other case (3.2) follows similarly. This completes our discussion of the
proof. 
Let us define the H1τ,scl norm of w ∈ C∞0 (Σx′) as
‖w‖2H1
τ,scl
(Σx′)
= ‖ |∇t,sϕ|w‖2L2(Σx′ ) + ‖τ∇t,sw‖2L2(Σx′)
and by taking the closure of C∞0 (Σx′) with respect to the above norm, one defines the space
H1τ,scl(Σx′).
We could re-write (3.1)-(3.2) as
‖e−ϕτ τ 2(±∂t + i∂s)2e
ϕ
τ w‖L2 ≥ Cτ ‖w‖H1
τ,scl
, w ∈ C∞0 (Σx′).
Next we define the H−1τ,scl norm of e−
ϕ
τ τ 2(±∂t+ i∂s)2eϕτ w, and we want to estimate it against the L2
norm of w. H−1τ,scl space stands as the formal dual of H1τ,scl space. Since
(
e−
ϕ
τ τ(±∂t + i∂s)eϕτ
)∗
=(
e
ϕ
τ τ(∓∂t + i∂s)e−ϕτ
)
, we have
‖e−ϕτ τ 2(±∂t + i∂s)2e
ϕ
τ w‖H−1τ,scl
= sup
ζ∈C∞0 (Σx′ )
ζ 6=0
∣∣〈e−ϕτ τ(±∂t + i∂s)eϕτ w, eϕτ τ(∓∂t + i∂s)e−ϕτ ζ〉L2∣∣
‖ζ‖H1
τ,scl
, w ∈ C∞0 (Σx′)
≥ sup
ζ∈C∞0 (Σx′)
ζ 6=0
∣∣〈e−ϕτ τ(±∂t + i∂s)eϕτ w, eϕτ τ(∓∂t + i∂s)e−ϕτ ζ〉L2∣∣
‖eϕτ τ(∓∂t + i∂s)e−ϕτ ζ‖L2
, (thanks to the identity (3.4))
≥ ‖e−ϕτ τ(±∂t + i∂s)e
ϕ
τ w‖L2 ≥ Cτ ‖w‖L2 (thanks to the estimate (3.5)).
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Proposition 3.2. Let Σx′ ⊂ R2 be a regular bounded open set. Let ϕ(t, s) be a harmonic function
Then, for all real valued w ∈ C∞0 (Σx′), and 0 < τ < 1 we have
‖e−ϕτ τ 2(∂t + i∂s)2eϕτ w‖H−1
τ,scl
≥ Cτ ‖w‖L2 (3.6)
where C > 0 is independent of τ , w.
Let us now consider the 2 dimensional plane R2t,s and any plane parallel to that plane, then the
above estimate is true. Let Ω ⊂ Rn, and non-zero ϕ is such that
(µ1 · ∇)2ϕ+ (µ2 · ∇)2ϕ = 0 in Ω. (3.7)
We further assume that,
|(µ1 · ∇)ϕ|2 + |(µ2 · ∇)ϕ|2 ≥ c2 > 0 in Ω. (3.8)
Then from Proposition 3.2, we write
‖e−ϕτ τ 2((±µ1 + iµ2) · ∇)2(e
ϕ
τ w)‖H−1
τ,scl
≥ C τ ‖w‖L2(Σx′), ∀w ∈ C∞0 (Ω)
for every x′ ∈ R2. Thus we have (see [34, (2.12)-(2.13)])
‖e−ϕτ τ 2((±µ1 + iµ2) · ∇)2(e
ϕ
τ w)‖H−1
τ,scl
(Rn) ≥ Cτ ‖w‖L2(Ω), ∀w ∈ C∞0 (Ω),
where H−1τ,scl(Rn) = H−1τ,scl is defined as the dual of the space H1scl,τ(Rn) := {u ∈ L2(Rn) :
τ(µ1 + iµ2) · ∇xu ∈ L2(Ω)}, endowed with the norm
‖u‖2H1
scl,τ
(Rn) = ‖u‖2L2(Rn) + ‖τ(µ1 + iµ2) · ∇xu‖2L2(Rn).
Consequently, by adding the lower order term 1
4
A(x)(±µ1 + iµ2) · (±µ1 + iµ2)w into it, we obtain
‖4e−ϕτ τ 2((±µ1 + iµ2) · ∇)2(eϕτ w) + τ 2e−ϕτ A(±µ1 + iµ2) · (±µ1 + iµ2)(eϕτ w)‖H−1
τ,scl
≥ Cτ ‖w‖L2(Ω), ∀w ∈ C∞0 (Ω).
(3.9)
Let us denote the conjugated operator by
Tϕ := 4e
−ϕ
τ τ 2((µ1 + iµ2) · ∇)2e
ϕ
τ + τ 2A(x)(µ1 + iµ2) · (µ1 + iµ2).
Proposition 3.3. Let µ1 ⊥ µ2 are unit vectors in Rn. Let Ω ⊂ Rn be a bounded open set, and
ϕ 6= 0 be harmonic there in the sense of (3.7) with satisfying (3.8). Then for 0 < τ ≪ 1 small
enough, we have the following Carleman estimate:
‖Tϕw‖H−1
τ,scl
≥ Cτ ‖w‖L2(Ω), for all w ∈ C∞0 (Ω,Rn). (3.10)
Remark 3.4. We can very well replace µ2 by −µ2, A by A in the beginning of this section and
carry out the same analysis to obtain (3.10) for the adjoint operator T ∗ϕ(x,D).
As an application of the above Carleman estimates, in the next part we establish a solubility
result for the transport equation (2.12).
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Solubility of the transport equation. Let µ1 ⊥ µ2 are unit vectors in Rn. Let us consider the
equation:
4((µ1 + iµ2) · ∇)2a+ A(x)(µ1 + iµ2) · (µ1 + iµ2) a = 0 in Ω. (3.11)
Our ansatz is
a = e
ϕ−iψ
τ (b(x, µ1, µ2) + ρ(x, µ1 + iµ2; τ)) (3.12)
where b, ρ and ψ is to be determined later. From a direct calculation we get
e−
ϕ−iψ
τ τ 2 ((µ1 + iµ2) · ∇)2e
ϕ−iψ
τ b
= b [(µ1 + iµ2) · ∇(ϕ− iψ)]2 + τb ((µ1 + iµ2) · ∇)2 (ϕ− iψ)
+ 2τ((µ1 + iµ2) · ∇b)((µ1 + iµ2) · ∇(ϕ− iψ)) + τ 2((µ1 + iµ2) · ∇)2b,
(3.13)
Let us choose ψ ∈ C∞(Ω) so that the O(1) term in the rhs of (3.13) becomes zero, that is
[(µ1 + iµ2) · ∇(ϕ− iψ)]2 = 0, in Ω.
This implies it must follows
((µ1 + iµ2) · ∇)(ϕ− iψ) = 0, in Ω. (3.14)
Thus ψ ∈ C∞(Ω) is the harmonic conjugate of ϕ, satisfying
(µ1 · ∇)ψ = (µ2 · ∇)ϕ, (µ2 · ∇)ψ = −(µ1 · ∇)ϕ in Ω. (3.15)
Now for b being smooth, we observe that (3.14) immediately makes the coefficient of τ in the rhs
of (3.13) to be zero, that is
2((µ1 + iµ2) · ∇b)((µ1 + iµ2) · ∇(ϕ− iψ)) + b ((µ1 + iµ2) · ∇)2 (ϕ− iψ) = 0, in Ω
Thus we get
e−
ϕ−iψ
τ τ 2 ((µ1 + iµ2) · ∇)2e
ϕ−iψ
τ b = τ 2((µ1 + iµ2) · ∇)2b. (3.16)
Remark 3.5. Later (see Proposition 3.8) for our own purpose we will be choosing b ∈ C∞(Ω)
non-zero, satisfying the transport equation
((µ1 + iµ2) · ∇)2 b = 0 in Ω.
Note that, such choice makes the rhs of (3.16) to be zero.
Thus, for a as in (3.12) with the choices of ψ as in (3.14), and b ∈ C∞(Ω) we have
Tϕ(x,D)a = Tϕ(x,D)(e
−iψ
τ ρ) + 4τ 2 ((µ1 + iµ2) · ∇)2 b+ τ 2A(x)(µ1 + iµ2) · (µ1 + iµ2)b. (3.17)
In order to make Tϕ(x,D)a = 0 in Ω, we must choose ρ satisfying
Tϕ(x,D)(e
−iψ
τ ρ) = −4τ 2 ((µ1 + iµ2) · ∇)2 b− τ 2A(x)(µ1 + iµ2) · (µ1 + iµ2)b = v ∈ L2(Ω). (3.18)
We now state the following lemma to prove existence of ρ such that Tϕ(x,D)e
−iψ/τρ = v in Ω.
Lemma 3.6. Let A ∈ W 7,∞(Ω,Cn2) and ϕ be the weight function which satisfy (3.7) and (3.8).
For 0 < τ ≪ 1 sufficiently small, the equation
Tϕ(x,D)u = v in Ω,
has a solution u ∈ H1τ,scl(Ω), for v ∈ L2(Ω) satisfying,
τ‖u‖H1τ,scl(Ω) ≤ C‖v‖L2(Ω).
The constant C > 0 is independent of τ > 0.
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Proof. The proof is standard and similar to the Proposition 2.4. Let D := T ∗ϕ(C
∞
0 (Ω)) ⊂ H−1τ,scl(Rn)
and consider the linear functional L : D → C, L(T ∗ϕw) = 〈w, v〉L2(Ω) for w ∈ C∞0 (Ω). By the
Carleman estimate (3.10), it follows that |L(T ∗ϕw)| ≤ ||w||L2(Ω)||v||L2(Ω) ≤ Cτ−1||T ∗ϕw||H−1τ,scl||v||L2.
The Hahn-Banach theorem ensures that there is a bounded linear functional L˜ : H−1τ,scl → C
satisfying L˜ = L on D and ||L˜|| ≤ Cτ−1||v||L2(Ω). By the Riesz Representation theorem there
is u ∈ H1τ,scl(Rn) such that for all ψ = T ∗ϕw ∈ D ⊂ H−1τ,scl,
L˜(ψ) = 〈u, ψ〉Ω =⇒ 〈Tϕu, w〉Ω = 〈u, T ∗ϕw〉Ω = L˜(T ∗ϕw) = L(T ∗ϕw) = 〈v, w〉Ω,
for all real valued w ∈ C∞c (Ω), along with the bound: ||u||H1τ,scl(Ω) ≤ Cτ−1||v||L2(Ω). 
The above lemma ensures that, the equation (3.18) has a solution (e
−iψ
τ ρ) ∈ L2(Ω) satisfying
‖ρ‖H1τ,scl(Ω) ≤ Cτ =⇒ ‖ρ‖L2(Ω) ≤ Cτ, ‖(µ1 + iµ2) · ∇xρ‖L2(Ω) ≤ C, (3.19)
since the right hand side of (3.18) is in L2(Ω). Thus we show existence of CGO solutions a0 ∈ L2(Ω)
for the transport equation (3.11).
Next, we discuss about the regularity of a0 solving (3.11). Recall that, A ∈ W 7,∞(Ω). So ∂xka0,
k = 1, .., n solves
4((µ1+ iµ2) · ∇)2∂xka0+A(x)(µ1+ iµ2) · (µ1+ iµ2)∂xka0 = −∂xkA(x)(µ1+ iµ2) · (µ1+ iµ2)a in Ω.
(3.20)
Therefore, the regularity of a0 directly depends on the regularity of A in Ω.
Remark 3.7. Since the right hand side of (3.20) is in L2(Ω), therefore by our previous argument we
find the solution ∂xka0 ∈ L2(Ω) for any k = 1, 2, . . . , n. Repeating this process, since A ∈ W 7,∞(Ω),
we conclude that a ∈ H7(Ω).
Summing up, we have
Proposition 3.8. Let Ω ⊂ Rn be a bounded domain. Let A ∈ W 7,∞(Rn,Cn2) ∩ E ′(Ω) and consider
the transport equations{
4((µ1 + iµ2) · ∇)2a˜0 + A˜(x)(µ1 + iµ2) · (µ1 + iµ2)a˜0 = 0 in Ω
4((−µ1 + iµ2) · ∇)2a0 + A(x)(−µ1 + iµ2) · (−µ1 + iµ2)a0 = 0 in Ω.
(3.21)
Then for all 0 < τ ≪ 1, there exists solutions a˜0, a0 ∈ H4(Ω) of (3.21) of the form{
a˜0(x, τ) = e
(ϕ(x)−iψ(x))
τ (˜b(x) + ρ˜(x; τ))
a0(x, τ) = e
(−ϕ(x)−iψ(x))
τ (b(x) + ρ(x; τ))
(3.22)
where ϕ and ψ are as in (3.7)-(3.8) and (3.15). Here b, b˜ ∈ C∞(Ω) are complex amplitudes satisfying
the transport equations {
((µ1 + iµ2) · ∇)2 b˜ = 0 in Ω
((−µ1 + iµ2) · ∇)2 b = 0 in Ω
(3.23)
and ρ, ρ˜ ∈ H4(Ω) satisfies the estimate ‖ρ‖H1
τ,scl
(Ω), ‖ρ˜‖H1
τ,scl
(Ω) = O(τ).
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Proposition 3.9. Let a0(x) ∈ H4(Ω), A,A♯ ∈ W 7,∞(Ω : Cn2) and B,B♯ ∈ W 4,∞(Ω : Cn). Then
there exist a˜1(x), a1(x) ∈ H4(Ω) satisfying{
(−2T )2a˜1 +
∑n
j,k=1A
♯
jk(µ1 + iµ2)j(µ1 + iµ2)k a˜1 = −2(T∆+∆T )a˜0 −
(
B♯ · (µ1 + iµ2)
)
a˜0,
(−2T )2a1 +
∑n
j,k=1Ajk(µ1 + iµ2)j(µ1 + iµ2)k a1 = −2(T∆+∆T )a0 − (B · (µ1 + iµ2)) a0.
(3.24)
Proof. Let us start with an ansatz a˜1(x; τ1) = e
ϕ−iψ
τ1 (b1(x) + ρ1(x, τ1)), and substituting that in the
equation (3.24) we get
((µ1 + iµ2) · ∇)2 b1 = 0, in Ω,{
4((µ1 + iµ2) · τ1∇)2(e
ϕ−iψ
τ1 ρ1) + τ
2
1A
♯(x)(µ1 + iµ2) · (µ1 + iµ2) (e
ϕ−iψ
τ1 ρ1)
= −τ 21A♯(x)(µ1 + iµ2) · (µ1 + iµ2) e
ϕ−iψ
τ1 b1 − 2(T∆+∆T )a˜0 − (B♯ · (µ1 + iµ2))a˜0
in Ω
(3.25)
Using Lemma 3.6 we get ρ1(x, τ1) solving (3.25) and b1(x) solving (3.24). The regularity of a1 can
be obtained in a similar fashion as for the regularity of a0 in Remark 3.7. Since a0 ∈ H7(Ω) thus
we get the right hand side of (3.24) in H4(Ω). Therefore, we get existence of a1 in H
4(Ω). In a
similar fashion we get existence of b1 ∈ H4(Ω) solving (3.24). 
Remark 3.10. Observe that, we need a0, a1 ∈ H4(Ω) (see Proposition 2.5, Remark 2.6). It is
evident from the above proof that a˜1 ∈ H4(Ω) provided a˜0 ∈ H7(Ω), B♯ ∈ W 4,∞(Ω) and that is
true if A♯ ∈ W 7,∞(Ω). Due to the form of A♯, B♯ we readily see that A♯ has same regularity as A
and B♯ has same regularity as B.
4. Determination of the coefficients
In this section we use the special form of the solution u to determine the coefficients A, B and
q in Ω. We consider two sets of parameters A, A˜ ∈ W 7,∞(Rn : Cn2) ∩ E ′(Ω), B, B˜ ∈ W 4,∞(Rn :
Cn
2
) ∩ E ′(Ω) and q, q˜ ∈ L∞(Ω). Let us assume that L and L˜ be two operators given as (1.1)
corresponding to the parameters A,B, q and A˜, B˜, q˜ respectively. Let CA,B,q be the set of Cauchy
data, given in (1.7), corresponding to the operators LA,B,q. In this section we will show that if
CA,B,q = CA˜,B˜,q˜ on ∂Ω then A = A˜, B = B˜ and q = q˜ in Ω.
First let us extend our problem in to a larger simply connected domain Ω˜. Let Ω˜ ⊂ Rn be a
smooth, bounded, simply connected domain such that Ω ⊂⊂ Ω˜ and extend A, A˜, B, B˜, q, q˜ as zero
on Ω˜ \ Ω. Observe that, due to the regularity assumptions on the parameters, A, A˜ ∈ W 7,∞(Ω˜),
B, B˜ ∈ W 4,∞(Ω˜) and q, q˜ ∈ L∞(Ω˜) with compactly supported inside Ω˜. We extend the operator L
over Ω˜ and denote them by the same notation.
Proposition 4.1. Let Ω ⊂⊂ Ω˜ be two bounded domains in Rn with smooth boundaries, and let
A, A˜ ∈ W 7,∞(Ω˜,Cn2), B, B˜ ∈ W 4,∞(Ω˜,Cn) and q, q˜ ∈ L∞(Ω,C) satisfy Ajk = A˜jk, Bj = B˜j and
q = q˜ in Ω˜ \ Ω for all j, k = 1, . . . , n. If the Cauchy data set (cf. (1.7)) CA,B,q(Ω) = CA˜,B˜,q˜(Ω), then
CA,B,q(Ω˜) = CA˜,B˜,q˜(Ω˜).
The proof of the above proposition is standard in the literature of Caldero´n type inverse problems
and can be found in [25, 35].
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4.1. Integral identity involving the coefficients. We recall that
L(x,D) = (−∆)2 +
n∑
j,k=1
Ajk(x)D
jDk +
n∑
j=1
Aj(x)D
j + q(x),
where Ajk ∈ W 7,∞(Ω˜,Cn2), Bj ∈ W 4,∞(Ω˜,Cn) and q ∈ L∞(Ω˜,C).
We have the following integral identity∫
Ω˜
(L(x,D)u) vdx−
∫
Ω˜
uL∗(x,D)vdx = 0, ∀u ∈ H40(Ω˜), v ∈ H4(Ω˜). (4.1)
where H40 (Ω˜) is the closure of C
∞
0 (Ω˜) functions in H
4(Ω˜) norm. Let u, u˜ ∈ H4(Ω˜) solves
LA,B,q(x,D)u = 0 in Ω˜ and L˜A˜,B˜,q˜(x,D)u˜ = 0 in Ω˜,
with (−∆)lu|∂Ω˜ = (−∆)lu˜|∂Ω˜, for l = 0, 1.
(4.2)
From the assumption of the Theorem 1.1 and Proposition 4.1 on ∂Ω˜ we now get
∂ν(−∆)lu = ∂ν(−∆)lu˜, for l = 0, 1. (4.3)
So we have (u− u˜) ∈ H40 (Ω˜).
Let v ∈ H4(Ω˜) satisfies L∗(x,D)v = 0 in Ω˜, then from the integral identity (4.1) we get
〈L(x,D)(u˜− u), v〉L2(Ω˜) =
n∑
j,k=1
∫
Ω˜
(
(Ajk − A˜jk)DjDku˜+ (Bj − B˜j)Dju˜+ (q − q˜)u˜
)
v dx = 0
(4.4)
Next we choose u˜ and v to be the C.G.O. type solutions constructed in Section 2.2. We choose
ϕ = µ1 · x and ψ = µ2 · x for u˜ and ϕ = −µ1 · x and ψ = µ2 · x for v, where µ1, µ2 ∈ Rn satisfying
|µ1| = |µ2| = 1 and µ1 · µ2 = 0. For h > 0 small enough, we set the solutions are of the form{
u˜(x) = e
µ1·x+iµ2·x
h (a˜0(x, µ1, µ2) + ha˜1(x, µ1, µ2) + r˜(x, µ1 + iµ2; h)) in Ω˜,
v(x) = e
−µ1·x+iµ2·x
h (a0(x,−µ1, µ2) + a1(x,−µ1, µ2) + r(x,−µ1 + iµ2; h)) in Ω˜.
(4.5)
The amplitudes a˜l(·, µ1, µ2), al(·,−µ1, µ2) ∈ H4(Ω˜), for l = 0, 1 satisfy the transport equations{
4((µ1 + iµ2) · ∇)2a˜0 + A˜(x)(µ1 + iµ2) · (µ1 + iµ2)a˜0 = 0,
4((−µ1 + iµ2) · ∇)2a0 + A♯(x)(−µ1 + iµ2) · (−µ1 + iµ2)a0 = 0,{
(2T )2a˜1 + A˜(x)(µ1 + iµ2) · (µ1 + iµ2)a˜1 = −2(T∆+∆T )a˜0 −
(
B˜ · (µ1 + iµ2)
)
a˜0,
(−2T )2a1 + A♯(x)(−µ1 + iµ2) · (−µ1 + iµ2)a0 = 2(T∆+∆T )a˜0 −
(
B♯ · (−µ1 + iµ2)
)
a˜0.
along with
‖r˜‖H2scl , ‖r‖H2scl = O(h2).
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Now substituting (4.5) in (4.4) we get
0 =
n∑
j,k=1
−1
h2
∫
Ω˜
(Ajk − A˜jk)(µ1 + iµ2)j(µ1 + iµ2)k (a˜0 + ha˜1 + r˜) (a0 + ha1 + r) dx
+
n∑
j,k=1
−i
h
∫
Ω˜
(Ajk − A˜jk)(µ1 + iµ2)jDk (a˜0 + ha˜1 + r˜) (a0 + ha1 + r) dx
+
n∑
j,k=1
∫
Ω˜
(Ajk − A˜jk)
(
DjDk(a˜0 + ha˜1 + r˜)
)
(a0 + ha1 + r) dx
+
n∑
j=1
−i
h
∫
Ω˜
(Bj − B˜j)(µ1 + iµ2)j (a˜0 + ha˜1 + r˜) (a0 + ha1 + r) dx
+
n∑
j=1
∫
Ω˜
(Bj − B˜j)Dj (a˜0 + ha˜1 + r˜) (a0 + ha1 + r) dx
+
∫
Ω˜
(q − q˜) (a˜0 + ha˜1 + r˜) (a0 + ha1 + r) dx.
(4.6)
We assume that
(
A− A˜
)
is not an isotropic matrix. If it isotropic then the first term vanishes
immediately. Multiplying (4.6) by h2 and letting h→ 0 we get
n∑
j,k=1
∫
Ω˜
(
Ajk − A˜jk
)
(µ1 + iµ2)j(µ1 + iµ2)k a˜0 a0 dx = 0. (4.7)
This follows from the fact that A, A˜ ∈ W 7,∞(Ω˜); B, B˜ ∈ W 4,∞(Ω˜), a˜0, a0, a˜1, a1 ∈ H4(Ω˜),
and the fact ‖r˜‖H2scl , ‖r‖H2scl = O(h2). We use the later fact to obtain ‖r˜‖L2 , ‖r‖L2 = O(h2),
‖Dβ r˜‖L2 , ‖Dβr‖L2 = O(h), for |β| = 1 and ‖Dαr˜‖L2, ‖Dαr‖L2 = O(1), for |α| = 2.
Determining the difference (A − A˜) up-to isotropic matrix. A priori we do not assume(
A− A˜
)
be an isotropic matrix, but then we show here that the identity (4.7) forces the difference
to be isotropic. Let us begin with the identity (4.7). Here a˜0 and a0 solve (3.21) and we put the
expression of the amplitudes a0 and a˜0 given in (3.22), to find
n∑
j,k=1
∫
Ω˜
(
Ajk − A˜jk
)
(µ1 + iµ2)j(µ1 + iµ2)k (˜b(x) + ρ˜(x; τ))(b(x) + ρ(x; τ)) dx = 0.
Then by making τ → 0 into it, and using ‖ρ‖L2 , ‖ρ˜‖L2 = O(τ), we obtain the limiting identity as
n∑
j,k=1
∫
Ω˜
(
Ajk − A˜jk
)
(µ1 + iµ2)j(µ1 + iµ2)k b˜(x)b(x) dx = 0, (4.8)
where b and b˜ satisfies (3.23). Let us choose b = 1 and b˜ = e−ix·ξ where µ1 ⊥ µ2 ⊥ ξ, clearly they
satisfy (3.23). So, from the above identity we obtain
n∑
j,k=1
∫
Ω˜
(
Ajk − A˜jk
)
(µ1 + iµ2)j(µ1 + iµ2)k e
−ix·ξ dx = 0. (4.9)
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The above identity holds for all non-zero vectors µ1, µ2, ξ in R
n, where |µ1| = |µ2| and µ1 ⊥ µ2 ⊥ ξ.
Let us recall that A, A˜, B, B˜, q, q˜ zero on Ω˜ \ Ω. We further extend A, A˜, B, B˜, q, q˜ by 0 outside
Ω˜ to all over Rn. Then (4.9) reads as
n∑
j,k=1
∫
Rn
(
Ajk − A˜jk
)
(µ1 + iµ2)j(µ1 + iµ2)k e
−ix·ξ dx = 0. (4.10)
Let us fix ξ ∈ R \ {0} and consider the orthonormal basis B of Rn as
B :=
{
µ1, µ2, . . . , µn−1,
ξ
|ξ|
}
.
Following [8] we have a unique decomposition of the symmetric 2-tensor field (A− A˜) in Ω˜ as
(A− A˜) = F + dV, where
n∑
j=1
∂xjFjk = 0, ∀ k = 1, 2, . . . , n, (4.11)
and V = (V1, V2, . . . , Vn) is a smooth 1-form in Ω˜ with V |∂Ω = 0. Substituting the form of (A− A˜)
in (4.10) and using integration by parts we directly obtain
n∑
j,k=1
∫
Rn
Fjk(µ1 + iµl)j(µ1 + iµl)k e
−ix·ξ dx = 0, (4.12)
for l = 2, 3, . . . , n− 1 where µl are from B. Therefore, we get
F̂jk(ξ)(µ1 + iµl)j(µ1 + iµl)k = 0 for l = 2, 3, . . . , n− 1. (4.13)
Note that we can very well replace B by B˜ :=
{
µ1,−µ2, . . . ,−µn−1, ξ|ξ|
}
and similar to (4.13) we get
F̂jk(ξ)(µ1 − iµl)j(µ1 − iµl)k = 0 for l = 2, 3, . . . , n− 1. (4.14)
From (4.13) and (4.14) we directly obtain
〈F̂ (ξ)µ1, µ1〉 = 〈F̂ (ξ)µl, µl〉, for l = 2, 3, . . . , n− 1,
〈F̂ (ξ)µk, µl〉 = 0 for l, k = 2, 3, . . . , n− 1, l 6= k,∑n
j=1 F̂jkξj = 0, for k = 1, 2, . . . , n.
(4.15)
Writing d(ξ) = 〈F̂ (ξ)µ1, µ1〉 we see F̂ (ξ) = P tDP , where D = diag(d(ξ), d(ξ), . . . , d(ξ), 0) and
P t =
(
µ1 µ2 . . . µn−1
ξ
|ξ|
)
.
Using this we can write a formal expression of F̂ (ξ) for ξ ∈ Rn \ {0} as
F̂ (ξ) = d(ξ)
(
I − ξ ⊗ ξ|ξ|2
)
, ξ ∈ Rn \ {0}. (4.16)
Consequently, in physical space we get
Fjk(x) = d#(x)δjk +RjRk(d#(x)),
where d# ∈ L2(Rn) with d̂#(ξ) = d(ξ) and Rj are the classical Riesz transformation defined
as R̂jf(ξ) =
1
i
ξj
|ξ|
f̂(ξ), for f ∈ L2(Rn). Observe that d# is compactly supported in Ω. Let
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d˜(x) ∈ H20 (Rn) solving −∆d˜ = d# in Rn. Then by using standard definition of Riesz transform we
get
Fjk(x) = d#(x)δjk +
1
2
[
∂
∂xj
(
∂d˜
∂xk
)
+
∂
∂xk
(
∂d˜
∂xj
)]
, in Rn.
Therefore, from (4.11) we get(
A− A˜
)
jk
= d#(x)δjk +
1
2
[
∂
∂xj
V˜k +
∂
∂xk
V˜j
]
, in Rn, (4.17)
where V˜ = ∇xd˜+ V ∈ H10 (Ω˜).
Substituting this form of (A− A˜) back in (4.8) and using the fact that (µ1+ iµ2) · (µ1+ iµ2) = 0
we get
n∑
j,k=1
∫
Ω˜
[
∂
∂xj
V˜k +
∂
∂xk
V˜j
]
(µ1 + iµ2)j(µ1 + iµ2)k b˜(x)b(x) dx = 0.
Using integration by parts and the fact that V˜ |∂Ω˜ = 0 we obtain
n∑
j,k=1
∫
Ω˜
V˜k(µ1 + iµ2)k(µ1 + iµ2)j
∂
∂xj
(
b˜(x)b(x)
)
dx = 0.
Now, we choose b˜(x) = e−ix·ξ(µ1 · x), b(x) = 1 in Ω˜ and see that
n∑
k=1
∫
Ω˜
e−ix·ξ (µ1 + iµ2)kV˜k(x) dx = 0. (4.18)
Observe that we can replace µ2 by −µ2 and using a similar analysis we obtain
n∑
k=1
∫
Ω˜
e−ix·ξ (µ1 − iµ2)kV˜k(x) dx = 0. (4.19)
Adding (4.18) and (4.19) we get∫
Ω˜
e−ix·ξ
(
µ · V˜ (x)
)
dx = 0, for all µ ∈ Rn \ {0} perpendicular to ξ. (4.20)
As V˜ = 0 outside Ω˜ we can realise the above integration over Rn. Choosing µ = (−ξ2, ξ1, 0, . . . , 0) ∈
Rn and evaluating the Fourier transform in (4.20) we see
(dV˜ )jk := ∂xk V˜j − ∂xj V˜k = 0, in Rn, (4.21)
where d is the exterior derivative. Having Ω˜ to be simply connected we obtain p ∈ H2(Ω˜) such that
V˜ (x) = ∇p(x), in Ω˜. (4.22)
Since, V˜ |Ω˜ = 0 so we get ∇tanp = ∇p − (∂νp)ν = 0 on ∂Ω˜ and thus p|∂Ω˜ = c for some constant
c ∈ R. Replacing p by p − c in Ω˜ we get V˜ = ∇p with p|∂Ω˜ = 0 = ∂νp|∂Ω˜. The normal derivative
of the function p vanishes on the boundary as a consequent of V˜ = ∇p vanishes on the boundary.
Therefore, summarizing the above analysis we get
(A− A˜)jk = d#(x)δjk + ∂
2p
∂xj∂xk
, in Ω˜; with d# ∈ L2(Ω˜) and p ∈ H20 (Ω˜). (4.23)
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Again going back to (4.8) and substituting the form of (A− A˜) there, we get
n∑
j,k=1
∫
Ω˜
(µ1 + iµ2)j
∂2p
∂xj∂xk
(µ1 + iµ2)k b˜(x) b(x) dx = 0. (4.24)
We get rid of the part of (A− A˜) contributed by the function d# by using the fact (µ1+ iµ2) · (µ1+
iµ2) = 0. Since p|∂Ω˜ = 0 = ∂νp|∂Ω˜, using integration by parts we obtain∫
Ω˜
p(x)
(
(µ1 + iµ2) · ∇b˜(x)
)
·
(
(µ1 + iµ2)∇b(x)
)
dx = 0. (4.25)
We choose b˜(x) = e−ix·ξ(µ1 · x), b(x) = µ1 · x in Ω˜ such that (3.23) is satisfied and obtain∫
Ω˜
e−ix·ξp(x)dx = 0.
Thus, varying ξ we finally obtain p = 0 and hence
(A− A˜)(x) = d#(x)I (4.26)
Since (A− A˜) ∈ W 7,∞(Ω˜) with (A− A˜) = 0 in Ω˜ \ Ω. So d# ∈ W 7,∞(Ω˜) with d# = 0 in Ω˜ \ Ω.
Determining the first order perturbation B = B˜. Writing (A− A˜) = d#(x)I in (4.6) we get∫
Ω˜
d#(x) ((µ1 + iµ2) · ∇a˜0(x)) a0(x) dx+
∫
Ω˜
(
B − B˜
)
· (µ1 + iµ2) a˜0(x) a0(x) dx = 0. (4.27)
Next by substituting the form of the amplitudes in (4.27) we obtain
0 =
∫
Ω˜
d#(x) ((µ1 + iµ2) · ∇a˜0(x)) a0(x) dx+
∫
Ω˜
(
B − B˜
)
· (µ1 + iµ2) a˜0(x) a0(x) dx
=
1
τ
∫
Ω˜
d#(x) [(µ1 + iµ2) · ∇(ϕ− iψ)]
(
b˜(x) + ρ˜(x; τ)
)
(b(x) + ρ(x; τ)) dx
+
∫
Ω˜
d#(x)
[
(µ1 + iµ2) · ∇b˜(x)
]
b(x) dx+
∫
Ω˜
d#(x)
[
(µ1 + iµ2) · ∇b˜(x)
]
ρ(x; τ) dx
−
∫
Ω˜
ρ˜(x; τ)
[
(µ1 + iµ2) · ∇(d#(x)b(x))
]
dx+
∫
Ω˜
d#(x) [(µ1 + iµ2) · ∇ρ˜(x; τ)] ρ(x; τ) dx
+
∫
Ω˜
(
B − B˜
)
· (µ1 + iµ2)
(
b˜(x) + ρ˜(x; τ)
)
(b(x) + ρ(x; τ)) dx.
(4.28)
Note that, on the fourth integral in the rhs of (4.28), we did the integration by-parts since d#b ∈
H10 (Ω˜). Since (µ1+ iµ2) ·∇(ϕ− iψ) = 0 (cf. (3.14)), so the first term in the rhs of (4.28) disappears.
Recall that from (3.19) we have lim
τ→0
‖ρ˜(x; τ)‖L2(Ω) = 0 and ‖(µ1 + iµ2) · ∇xρ˜(x; τ)‖L2(Ω) ≤ C for
some C > 0. So by doing τ → 0 in (4.28) we obtain
0 =
∫
Ω˜
d#(x)
[
(µ1 + iµ2) · ∇b˜(x)
]
b(x) dx+
∫
Ω˜
(
B − B˜
)
· (µ1 + iµ2) b˜(x) b(x) dx. (4.29)
Next, let us choose b˜(x) = e−ix·ξ, since it implies (µ1 + iµ2) · ∇b˜ = 0, so we obtain∫
Ω˜
e−ix·ξ
(
B − B˜
)
· (µ1 + iµ2) b(x) dx = 0, (4.30)
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Replacing µ2 by −µ2 and doing the same analysis as before we obtain∫
Ω˜
e−ix·ξ
(
B − B˜
)
· (µ1 − iµ2) b(x) dx = 0. (4.31)
Adding (4.30), (4.31) and writing B = (B − B˜) we see∫
Ω˜
e−ix·ξ (µ · B) b(x) dx = 0, for all µ parpendicular to ξ. (4.32)
Let us take b(x) = 1. By extending B as zero on R \ Ω˜ and choosing µ = (−ξ2, ξ1, 0, . . . , 0) we get
(dB)jk := ∂xjBk − ∂xkBj = 0, in Ω˜,
where d is the exterior derivative acting on the 1-form B. Using simply connectedness of Ω˜ we get
Φ ∈ H10 (Ω˜) such that B = ∇Φ in Ω˜.
Then plugging B = ∇Φ for Φ ∈ H10 (Ω˜) in (4.32), and then doing integration by parts, we obtain∫
Ω˜
e−ix·ξΦ
[
(µ1 + iµ2) · ∇b(x)
]
dx = 0. (4.33)
Hence, by choosing (−µ1 + iµ2) · ∇b(x) = 1 in above, we obtain Φ̂(ξ) = 0 for all ξ ∈ Rn, or, Φ ≡ 0.
Thus
B = B˜, in Ω˜. (4.34)
Determining the second order perturbation A = A˜. In (4.26), we have already shown the
difference (A− A˜) = d#I in Ω˜, so it is remained to show d# = 0. We get back to the identity (4.29)
and put B = B˜ (cf. (4.34)) there and obtain∫
Ω˜
d#(x)
[
(µ1 + iµ2) · ∇b˜(x)
]
b(x) dx = 0. (4.35)
Let us choose b˜(x) = (µ1 · x)e−ix·ξ and b = 1 in above, and we obtain d̂#(ξ) = 0 for all ξ ∈ Rn, or,
d# ≡ 0. Thus
A = A˜, in Ω˜. (4.36)
Determining the potential q = q˜. Let us put A = A˜ and B = B˜ in (4.6) and observe that we
end up with ∫
Ω˜
(q − q˜) (a˜0 + ha˜1 + r˜) (a0 + ha1 + r) dx = 0, (4.37)
where a˜0, a0 satisfies (3.21). As usual by taking h→ 0, and then using the form of a˜0, a0 in (3.22)
and then taking τ → 0 we get ∫
Ω˜
(q − q˜) b˜(x) b(x) dx = 0. (4.38)
Choosing b˜(x) = e−ix·ξ, b(x) = 1, from (4.38) we obtain (̂q − q˜)(ξ) = 0. Varying ξ ∈ Rn we finally
obtain q(x) = q˜(x) in Ω˜. Along with (4.34) and (4.36), this completes the determination of A = A˜,
B = B˜, and q = q˜ in Ω. The proof of the Theorem 1.1 is now complete. 
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