We obtain the asymptotic expansion of the Voigt functions K(x, y) and L(x, y) for large (real) values of the variables x and y, paying particular attention to the exponentially small contributions. A Stokes phenomenon is encountered as y → +∞ with x > 0 fixed. Numerical examples are presented to demonstrate the accuracy of these new expansions.
Introduction
Several different notations and normalisations for the Voigt functions exist in the literature; here we adopt the notation employed in [2, 9] and define the Voigt functions K(x, y) and L(x, y) by the convolution integrals K(x, y) = y π The first pair of integrals shows that K(x, y) and L(x, y) are Fourier sine and cosine transforms and the second pair of integrals was derived in [2] ; see also [10] . Integrals of the Mellin-Barnes type involving gamma functions in the integrand have been given in [9] . By extension of the Voigt functions to complex values of x and y, several doubly infinite integrals have been evaluated in [4, 13] . A list of over 80 integrals of the Voigt functions with respect to both variables is tabulated in [10] .
Our aim in this paper is to obtain exponentially accurate asymptotics of the Voigt functions K(x, y) and L(x, y) as either x or y, or both, become large. The interest in exponentially precise asymptotics during the past two decades has shown that retention of exponentially small terms, previously neglected in asymptotics, is essential for a high-precision description. An early example that illustrated the advantage of retaining exponentially small terms in the asymptotic expansion of a certain integral was given in [6, p. 76] . Although such terms are negligible in the Poincaré sense, their inclusion can significantly improve the numerical accuracy. In addition, the determination of exponentially small terms in the asymptotics of the Voigt functions may have a physical interpretation in applications.
To achieve this exponential improvement, we must optimally truncate the standard algebraic expansions for K(x, y) and L(x, y) at, or near, their least terms so that the accuracy thus attained is comparable with the exponentially small terms; for a discussion of this process, see [12, Chapter 6] . The remainder in the expansion is expressed exactly in terms of a single, so-called terminant function. The known asymptotics of this last function can then be exploited to determine the exponentially small contributions contained in the Voigt functions. We shall find that the behaviour of this exponentially small contribution is different in the limits x → ∞, y finite and y → ∞, x finite, since the former limit is associated with a Stokes phenomenon whereas the second limit is not. In the final section we present some examples to illustrate the accuracy of the expansions obtained.
The algebraic asymptotic expansions
From the definition of the Voigt functions K(x, y) and L(x, y) in Section 1, it follows that
so that it is sufficient to consider only values of the variables satisfying x ≥ 0, y ≥ 0. It is well known that K(x, y) and L(x, y) can be represented as the real and imaginary parts of simple special functions of a complex variable, viz.
where erfc z and Γ(a, z) denote respectively the complementary error function and the incomplete gamma function [8, pp. 160, 177] . The Voigt functions can also be related to the confluent hypergeometric function 1 F 1 by
From this last expression we obtain the special values:
It can also be seen from (2.2) that the asymptotics of K(x, y) and L(x, y) will be different in the limits y → ∞, x finite and x → ∞, y finite (when arg w ≃ 0 and arg w ≃ 1 2 π, respectively), since the ray arg z = π is a Stokes line for the function 1 F 1 (a; b; z). The exponentially small expansions of the confluent hypergeometric functions on the negative real axis have been recently discussed in [11] .
Although the asymptotic expansions of K(x, y) and L(x, y) can be obtained from the exponentially improved asymptotics of the confluent hypergeometric function 1 F 1 (a; b; z) [8, (13.2.41), (13.7.10)], we find it more straightforward to employ repeated application of the recurrence relation
to the incomplete gamma function in (2.1). For arbitrary positive integer m, we obtain 1
where
is the normalised incomplete gamma function; compare [8, (8.4.14) ]. If we now introduce the so-called terminant function T ν (z) defined 1 by [7] (see also [12, p. 260] where it is calledT ν (z))
then some straightforward algebra shows that Q(
(w 2 ). Hence we obtain the result
for arbitrary positive integer m. It should be emphasised that (2.5) is exact and that no approximation has yet been involved. The summation index m in the series on the right-hand side of (2.5) will now be chosen to correspond to optimal truncation -that is, truncation at or near the term of least magnitude. This is easily verified to be m ≃ |w| 2 . With m so chosen, Olver [7] has shown that
so that in the sector 0 ≤ arg w ≤ 1 2 π − δ, where throughout δ denotes an abitrarily small positive quantity, the second term on the right-hand side of (2.5) is exponentially small. Consequently, we obtain the known algebraic asymptotic expansions given by
The expansions (2.6) and (2.7) hold when either x or y, or both, become large in the stated sector. These expansions have been obtained in [1] and [10] using different methods; the first two terms were derived in [2] from an integral representation.
Exponentially improved expansions
To determine the exponentially improved expansions of the Voigt functions we require the expansion of T ν (z) as |z| → ∞ when ν = |z| + α, with |α| bounded. If we let ψ = arg z, we have the integral representation for T ν (z) in the form [7] 
valid when | arg z| < π. The asymptotic behaviour of the above integral as |z| → ∞ is governed by a saddle point at τ = 1 which becomes coincident with the pole of the integrand at τ = −e iψ on the Stokes lines ψ = ±π. Olver [7] has shown that for large |z| with ν ≃ |z|
The quantity c(φ), which measures the proximity of the saddle point τ = 1 to the pole at τ = e iφ , is defined implicitly by and corresponds to the branch of c(φ) that behaves near φ = 0 (ψ = π) like
The coefficients A 2k (φ, α) and B 2k (φ, α) are given by
and
where h k (φ, α) is defined in (A.4). Higher coefficients can be obtained from (A.6) and Table 3 in the Appendix. With the help of Mathematica the values of B 2k (φ, α) (for k ≤ 2) when φ → 0 are found to be
The expansion (3.2) is obtained from a straightforward application of Laplace's method to the integral (3.1) as discussed in the Appendix, with the expansion (3.3) resulting from the use of a standard quadratic change of variables in (3.1) to deal with the saddle and pole of the integrand; for details, see [7] and [12, §6.2.6]. In the sector | arg z| ≤ π − δ, the quantity c(φ) lies in the fourth quadrant bounded away from the origin, so that the expansion of erfc z given by [8, p. 164] 
can be used to show that the expansion (3.3) reduces to (3.2) away from a neighbourhood of | arg z| = ±π. On the Stokes line arg z = π (φ = 0), it is seen that
2 ). In the region π + δ ≤ arg z ≤ π − δ enclosing the Stokes line the smooth transition of the leading behaviour of T ν (z) (with ν ≃ |z|) is described by the error function.
If we now set the parameter ν appearing in the terminant function in (2.5) equal to
where |α| is bounded, we find from (3.2) the expansion
as |w| → ∞ in | arg w| ≤ 1 2 π − δ. Substitution of this last result into (2.5) then yields the following theorem.
Theorem 1 Let w = x + iy be a complex variable situated in the first quadrant, with θ = arctan(x/y) and φ = π − 2θ. Then, if the truncation index m is chosen to satisfy m = |w| 2 + α − 1 2 , with |α| bounded, we have the compound expansions
Re [e imφ A 2k (φ, α)]
Im [e imφ A 2k (φ, α)]
as |w| → ∞ in the sector 0 ≤ arg w ≤ 1 2 π − δ. The first few coefficients A 2k (φ, α) are defined in (3.5).
The expansions (3.10) and (3.11) break down as φ → 0 (θ → 1 2 π) due to the unbounded nature of the coefficients A 2k (φ, α), which is caused by the presence of the Stokes line on arg w = 1 2 π of the complementary error function in (2.1). From (3.3) we obtain the expansion (when m ≃ |w| 2 ) 2e Theorem 2 Let w = x + iy be a complex variable situated in the first quadrant, with θ = arctan(x/y) and φ = π − 2θ. Let E(φ) be as defined in (3.12) . Then, if the truncation index m is chosen to satisfy m = |w| 2 + α − 1 2 , with |α| bounded, we have the compound expansions
, (3.14)
as |w| → ∞ in the sector 0 ≤ arg w ≤ 1 2 π, wherê
and the first few coefficients A 2k (φ, α) are given in (3.5). The quantity c(φ) is defined in (3.4) with the branch chosen such that c(φ) ∼ φ as φ → 0.
As discussed in Section 2, the expansions (3.13) and (3.14) go over into those in (3.10) and (3.11) away from the neighbourhood of the Stokes line arg w = 1 2 π.
Numerical results and concluding remarks
We present in this section some numerical results to illustrate the accuracy of the expansions in Theorems 1 and 2. We define the quantitieŝ
Then from Theorem 1 we obtain the expansionŝ
as |w| → ∞ in the sector 0 ≤ arg w ≤ 1 2 π − δ, where m is the optimal truncation index defined in (3.9). Similarly, from Theorem 2, we obtain the expansionŝ
Re Im e i(m+
as |w| → ∞ in the sector 0 ≤ arg w ≤ 1 2 π, where E(φ) is given in (3.12). In Table 1 we show the values 2 obtained from the right-hand sides of (4.1) and (4.2) for different truncation index k and two values of θ = arg w when |w| = 3.5. The corresponding exact values ofK(x, y) andL(x, y) are shown at the foot of each column. Table 2 shows the absolute relative error in the computation ofK(x, y) andL(x, y) for a fixed |w| and different argument θ using a truncation index k = 2 in the expansions (4.1) and (4.2). It is apparent that (4.1) breaks down as θ → 
Finally, when x = 0, y > 0 (θ = 0, φ = π), the coefficients A 2k (π, α) are real and when y = 0, x > 0 (θ = 1 2 π, φ = 0), we have c(0) = 0 and the coefficients B 2k (0, α) are real 3 ; see (3.7) and the definition (3.15). It follows from (3.10) and (3.11) that as y → ∞
and from (3.13) and (3.14) that as
in accordance with the special values in (2.3).
Appendix: The coefficients A 2k (φ, α)
We derive expressions for the coefficients A 2k (φ, α) for k ≤ 5 appearing in the expansion (3.2) of the terminant function T ν (z). This follows the procedure given in [7] which we describe here for completeness. We consider the integral in (3.1) when ν = |z| + α, with |α| bounded, in the form
where φ = π − arg z. As |z| → ∞, the exponential factor has a saddle point at τ = 1. Accordingly, we set τ = 1 + t and introduce the variable The function g(t) may be expanded about t = 0 (τ = 1) in the form
(|t| < min{1, 2 sin as |z| → ∞ in | arg z| ≤ π − δ, where [7] A 0 (φ, α) = 1, A 2 (φ, α) = 
