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Abstract
We formulate Bayesian updates in Markov processes by means of path integral
techniques and derive the imaginary-time Schro¨dinger equation with likelihood
to direct the inference incorporated as a potential for the posterior probability
distribution.
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1. Introduction
Statistical inference is a fundamental technology indispensable in modern
society. In particular, Bayesian inference is explosive growth in a wide range of
all kind of human activities, including philosophy, medicine, sport, law as well
as science and technology [1, 2]. This uses a procedure to update the probability
sequentially based on the Bayes’ theorem that incorporates new evidence into
prior probabilities to form updated probability estimates. The form of this
theorem is
P (H |E) = P (E|H)
P (E)
P (H), (1)
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where P (E|H) is the probability for the evidence E given a hypothesis H ,
P (H) is the prior probability that the hypothesis is true, P (H |E) is the poste-
rior probability that the hypothesis is true given the evidence, and P (E) =∑
H P (E|H)P (H) is the probability for the evidence averaged over all hy-5
potheses. In this way, the Bayes’ theorem relates the prior probability of the
hypothesis before getting the evidence P (H) to the posterior probability of
the hypothesis after getting the evidence P (H |E) through the likelihood ratio
P (E|H)/P (E).
As is well known, the time evolution of the conditional probability (the
transition probability) of the Markov process follows the Chapman-Kolmogorov
equation [3, 4];
p(xi+1, ti+1|xi−1, tt−1) =
∫
p(xi+1, ti+1|xi, ti)p(xi, tt|xi−1, ti−1)dxi, (2)
where p(xi, ti|xj , tj) is the conditional probability density function defined as10
the p(xi, ti|xj , tj)dxidxj ≡ P (xi < Xi ≤ xi + dxi|xj < Xj ≤ xj + dxj) with
xj and Xj being the realization and the random variable at a certain time
tj . This expresses the chain condition of the Markov process that the state
in the near future depends only on the state at the present time, not on past
memories. This is consistent with the idea of infinitesimal time evolution in path15
integral techniques of quantum mechanics. In fact, Onsager and Machlup later
incorporated Markov chain conditions into path integral techniques [5]. Along
this line, this paper extends the Onsager-Machlup theory by incorporating the
likelihood required by Bayesian inference into the Markov chain conditions.
2. A path integral representation of Bayesian updates20
Suppose the stochastic processes under the probability distribution density
functions pi(qi) and pi(xi) that are defined as pi(qi)dqi ≡ P (qi < Qi ≤ qi+ dqi)
and pi(xi)dxi ≡ P (xi < Xi ≤ xi + dxi), respectively. Here the continuous
random variables Qi and Xi act as the roles of H and E in the Bayes’ theorem
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in the i-th update. Starting with the law of total probability
pi+1(qi+1) =
∫
dqip(qi+1|qi)pi(qi), (3)
the first Bayesian update is expressed as
p1(q1|x1) =
∫
dq0
p(x1|q1)
p(x1)
p(q1|q0)p0(q0). (4)
After repeating Bayesian updates of N times, the posterior probability distri-
bution density function is given as
pN (qN |x1, x2, · · ·xN ) =
∫
dq0K(qN , q0;x1, x2, · · ·xN )p0(q0), (5)
where the kernel K(qN , q0;x1, x2, · · ·xN ) is given as
K(qN , q0;x1, x2, · · ·xN )
=
∫
dq1
∫
dq2 · · ·
∫
dqN−1
N∏
i=1
p(xi|qi)
p(xi)
p(qi|qi−1). (6)
This describes repeated Bayesian updates representing the time evolution of
stochastic processes starting from the prior probability distribution density func-
tion p0(q0) inferred from the repeated conditional probabilities. Hereafter, we
simply represent pi(qi|x1, x2, · · ·xi−1) = pi(qi|x) where x denotes the set of the
realizations.25
Here, we introduce the parameter ti = iǫ with a small quantity ǫ and an
integer i, in order to prepare for converting discrete time to continuous time
such as qi = q(ti). In this notation, for example, the probability distribution
density function and the transition probability distribution density function are
expressed as pi(qi = q|x) = p(q, ti|x) and p(qj = q′|qi = q) = p(q′, tj |q, ti),30
respectively. Let us consider the infinitesimal time evolution of p(q′, tj |q, ti)
from time ti to tj = ti+1. Since p(q
′, ti+1|q, ti) = p(q′, ti + ǫ|q, ti), then
p(q′, ti + ǫ|q, ti) = p(q′, ti|q, ti) + ǫ∂p(q
′, t′i|q, ti)
∂t′i
∣∣∣∣
t′i=ti
+O(ǫ2). (7)
Suppose that the stochastic process that we are assuming is a Wiener process.
If the stochastic process is a Markov process, the random variable q obeys the
3
Ito-type stochastic partial differential equation and the probability distribution
density function based on this random variable follows the Fokker-Planck (FP)
equation. Furthermore, the FP equation results in a diffusion equation in the
case of a Wiener process leading to Brownian motion which has no driving force.
Therefore, the second term on the right hand side of Eq. (7) is replaced by the
diffusion equation;
∂p(q′, t′|q, t)
∂t′
=
1
2
D
∂2p(q′, t′|q, t)
∂q′2
, (8)
where D is the diffusion constant. The resulting infinitesimal time-evolution
equation is
p(q′, ti + ǫ|q, ti) =
(
1 +
ǫ
2
D
∂2
∂q′2
)
p(q′, t′i|q, ti)
∣∣∣∣
t′i=ti
+O(ǫ2). (9)
By using the relation p(q′, t′i|q, ti)|t′i=ti = δ(q′ − q), this is reduced to
p(q′, ti + ǫ|q, ti) =
(
1 +
ǫ
2
D
∂2
∂q′2
)
δ(q′ − q) +O(ǫ2)
=
(
1 +
ǫ
2
D
∂2
∂q′2
)(∫
ds
2π
ei(q
′−q)s
)
+O(ǫ2)
=
∫
ds
2π
(
1 +
ǫ
2
D(−s2)
)
ei(q
′−q)s +O(ǫ2)
=
∫
ds
2π
e−
ǫ
2Ds
2
ei(q
′−q)s +O(ǫ2)
=
1√
2πDǫ
e−
(q′−q)2
2Dǫ +O(ǫ2). (10)
Here we define the velocity of the random variable by q˙ = (q′ − q)/ǫ. The
equation is then given as
p(q′, ti + ǫ|q, ti) = 1√
2πDǫ
e−
q˙2
2D ǫ +O(ǫ2). (11)
This is consistent with the Onsager-Machlup formula [5] in the path integral
representation of stochastic processes.
Now, let us incorporate the likelihood which is the most significant factor in
Bayesian update into the path integral form. We adopt the exponential function
used in the previous studies [6] as likelihood p(x, ti|q, ti);
p(x, ti|q, ti) =M exp[−V (q(ti)− x(ti))ǫ], (12)
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where M is a normalization constant. This form satisfies the requirement for
the probability density function that it has a non-negative value in the range
from −∞ to ∞. Thus, the kernel is represented as
K(q(tN ), q(t0), {x(ti), i = 1, 2, · · ·N})
=MN
∫
dq(t1)
∫
dq(t2) · · ·
∫
dq(tN−1)
× exp
[
−ǫ
N∑
i=1
{
q˙(tn)
2
2D
+ V (q(tn)− x(tn))
}]
. (13)
Now let us take a limit ǫ → 0 under the condition tN = Nǫ ≡ t′. The discrete
variable ti = iǫ becomes dense at time interval [0, t
′]. The set of realizations in
stochastic processes q and x can be represented by continuous functions q(t) and
x(t). Thus, the probability distribution density function pi(qi) is also expressed
as p(q, t). In this limit. Eq. (13) is just a path integral description of Bayesian
updates;
K(q(t′), q(t), x(t)) =
∫
D[q]e−S[q(t),q˙(t),x(t)], (14)
with
S[q(t), q˙(t), x(t)] =
∫ t′
0
{
q˙(t)2
2D
+ V (q(t)− x(t))
}
dt, (15)
where
∫ D[q] ≡ MN ∫ dq(t1) ∫ dq(t2) · · · ∫ dq(tN−1). This action S describes35
a particle moving in the random potential V . This is a main result of this
paper. The likelihood, which is the most important factor in Bayesian update,
is incorporated into the path integral form as a potential. This result seems to be
quite natural. As is well known, the potential leads the force, which determines
the direction of particle movement in mechanics. It is exactly consistent with40
the role of likelihood in Bayesian update.
3. An imaginary-time Scho¨dinger equation
Let us derive the dynamical equation of the posterior probability distribution
density associated with the Bayesian update based on the path integral formula
for Bayesian updates derived in the previous section. Under an infinitesimal45
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interval ǫ from t to t′ ( t′ = t+ ǫ),
p(q′, t′|x) =M
∫
dqe
−ǫ
[
1
2D
{
q′−q
ǫ
}2
+V (q−x(t))
]
p(q, t|x). (16)
Let us take the Taylor series expansions for probability distribution density
functions on both sides of the equation. The probability distribution density
function p(q′, t′|x) is expanded with respect to ǫ as
p(q′, t+ ǫ|x) = p(q′, t|x) + ∂p(q
′, t|x)
∂t
ǫ+O(ǫ2).
On the other hand, the probability distribution density function p(q, t|x) on the
right hand side can be expressed as p(q′−η, t|x) to meet the variable on the left
side by introducing a variable η = q′ − q, and is expanded with respect to η,
p(q′ − η, t|x)
= p(q′, t|x)− ∂p(q
′, t|x)
∂q′
η +
1
2
∂2p(q′, t|x)
∂q′2
η2 +O(η3).
Then, we obtain
p(q′, t|x) + ∂p(q
′, t|x)
∂t
ǫ
=M
∫
dηe−
η2
2ǫ [1− ǫV (q − x(t))]
×
[
p(q′, t|x) + ∂p(q
′, t|x)
∂q′
η +
1
2
∂2p(q′, t|x)
∂q′2
η2
]
. (17)
After Gaussian integration with∫ ∞
−∞
η2n exp(−η2/2Dǫ)dη = (2n− 1)!!(Dǫ)n
√
2πDǫ,
we get
p(q′, t|x) + ∂p(q
′, t|x)
∂t
ǫ
=M
√
2πDǫ [1− ǫV (q − x(t))]
[
p(q′, t|x) + D
2
∂2P (q′, t|x)
∂q′2
ǫ
]
=M
√
2πDǫp(q′, t|x)
+M
√
2πDǫ3
{
−V (q − x(t)) + D
2
∂2p(q′, t|x)
∂q′2
}
+O(ǫ2). (18)
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Comparing the first term on both sides of equation yields M = (2πDǫ)−1/2.
The remaining terms eventually form
−∂p(q, t|x)
∂t
=
{
−D
2
∂2
∂q2
+ V (q − x(t))
}
p(q, t|x). (19)
This describes the time evolution of the posterior probability density function
in Bayesian inference in Markov processes. This is nothing but the Scho¨dinger
equation in quantum mechanics except that it is imaginary time. This equa-
tion is very advantageous for Bayesian inference in a way different from the50
path integral form because there are many technological accumulations in the
Schro¨dinger equation along with the development of quantum mechanics. In
the next section, we will look at some of these advantages.
3.1. Example: Gaussian likelihood
Let us consider the time evolution of the probability distribution density
function using the imaginary-time Schro¨dinger equation for Bayesian update
obtained in the previous section by adopting the Gaussian likelihood as a con-
crete example given by
V =
[q − x(t)]2
2∆2
. (20)
The imaginary-time Schro¨dinger equation for Bayesian update to be solved is
then
−∂p(q, t|x)
∂t
=
{
−D
2
∂2
∂q2
+
[q − x(t)]2
2∆2
}
p(q, t|x). (21)
This equation is the imaginary time version of the Schro¨dinger equations of
forced harmonic oscillators with a random force x(t)
F = −dV
dq
= − q
∆2
q +
q
∆2
x(t). (22)
This partial differential equation can simply be solved using the Feynman-Kac55
formula [7, 8]. However, we will seek the solution using the operator method
developed in quantum mechanics to show the usefulness of the imaginary-time
Schro¨dinger equation in Bayesian inference.
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By introducing new operators called creation (a) and annihilation (a†) op-
erators in quantum mechanics;
q =
√
∆
√
D
2
(a+ a†), (23)
∂
∂q
=
√
1
2∆
√
D
(a− a†), (24)
with [a, a†] ≡ aa† − a†a = 1, the equation is expressed by
−∂p(q, t|x)
∂t
=


√
D
∆
(
a†a+ 1/2
)
+
x(t)2
2∆2
+ x(t)
√√
D
2∆3
(a+ a†)

 p(q, t|x).
(25)
The first two terms on the right hand side represent operators corresponding
to Hamiltonians for a simple harmonic oscillator and a random force in quan-
tum mechanics. On the other hand, the third term expresses their interaction.
We focus on the time evolution of the probability distribution density function
p′(q, t|x) due to the interaction using the operator
U0(t) = exp
{
−√D
∆
(
a†a+
1
2
)
t−
∫ t
0
x(t′)2
2∆2
dt′
}
, (26)
associated with p(q, t|x) = U0p′(q, t|x), this reads
−∂p
′(q, t|x)
∂t
= x(t)
√√
D
2∆3
U0(−t)(a+ a†)U0(t)p′(q, t|x). (27)
According to the Baker-Campbell-Hausdorff formula [9] for any two operators,
say A and B,
eABe−A = B + [A,B] +
1
2
[A, [A,B]] + · · · 1
n!
[A, [A, · · · [A,B] · · · ] + · · · , (28)
the terms U0(−t)(aˆ+ aˆ†)U0(t) are expressed as
U0(−t)(a+ a†)U0(t) = e−
√
Dt
∆ a+ e
√
Dt
∆ a†. (29)
Thus, Eq. (27) is now represented as
−∂p
′(q, t|x)
∂t
= x(t)
√√
D
2∆3
(
e−
√
Dt
∆ a+ e
√
Dt
∆ a†
)
p′(q, t|x)
≡ H(t)p′(q, t|x). (30)
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The formal solution of this equation is well known and given as
p′(q, t|x) = T
[
exp
{
−
∫ t
0
H(t′)dt′
}]
p′(q, 0), (31)
where T is the time ordering operator
T [A(t), B(t′)] =


A(t)B(t′) for t > t′
B(t′)A(t) for t < t′.
(32)
This is also expressed by [10]
p′(q, t|x) = exp
[
−
∫ t
0
H(t′)dt′ − 1
2
∫ t
0
dt′
∫ t′
0
dt′′ [H(t′), H(t′′)]
]
p(q, 0), (33)
since [H(t), [H(t′), H(t′′)]] = 0 from
[H(t′), H(t′′)] = x(t′)x(t′′)
√
D
2∆3
[
(e−
√
Dt′
∆ a+ e
√
Dt′
∆ a†), (e−
√
Dt′′
∆ a+ e
√
Dt′′
∆ a†)
]
= x(t′)x(t′′)
√
D
2∆3
[
(e−
√
D(t′−t′′)
∆ [a, a†] + e
√
D(t′−t′′)
∆ [a†, a]
]
= −x(t′)x(t′′)
√
D
∆3
sinh
(√
D(t′ − t′′)
∆
)
. (34)
The time evolution of the probability distribution density function which focused
on the interaction is then given as
p′(q, t|x) = ef(t) exp

− ∫ t
0
dt′x(t′)
√√
D
2∆3
(
ae−
√
Dt′
∆ + a†e
√
Dt′
∆
)p′(q, 0), (35)
where f(t) ≡ (
√
D/2∆3)
∫ t
0 dt
′
∫ t′
0 dt
′′x(t′)x(t′′) sinh(
√
D(t′ − t′′)/∆). This can
be reverted to the posterior probability distribution density function using the
relation p(q, t|x) = U0(t)p′(q, t|x), resulting in
p(q, t|x) = ef(t) exp
[
−
∫ t
0
dt′x(t′)
√
1
2∆3
U0(t)(ae
−
√
Dt′
∆ + a†e
√
Dt′
∆ )U−10
]
× U0(t)p(q, 0)
= ef(t) exp

− ∫ t
0
dt′x(t′)
√√
D
2∆3
(ae−
√
D(t′−t)
∆ + a†e
√
D(t′−t)
∆ )


× U0(t)p(q, 0), (36)
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where the relations p(q, 0) = p′(q, 0) and U0(t)F (A)U
−1
0 (t) = F (U0(t)AU
−1
0 )
that holds for any function F (A) of the operator A are used.60
The prior probability distribution density function density is assumed to be
given by the superposition of the harmonic oscillator solutions fn as follows
p(q, 0) =
∑
n
cnfn(q), (37)
where
fn(q) =
1(
π∆
√
D
)1/4√
2nn!
e
−
q2
2∆
√
DHn
(
q√
∆
√
D
)
, (38)
with Hn(x) being the n-th order Hermite polynomial at x. The expansion coef-
ficient cn is given by cn =
∫
dqfn(q)P0(q, 0). Starting with this prior probabil-
ity distribution density function, the posterior probability distribution density
function is given as follows;
p(q, t|x) = ef(t) exp

− ∫ t
0
dt′x(t′)
√√
D
2∆3
(
ae−
√
D(t′−t)
∆ + a†e
√
D(t′−t)
∆
)
× U0(t)
(
∞∑
n=0
cnfn(q)
)
= ef(t)−
∫
t
0
x(t′)2
2∆2
dt′
∞∑
n=0
cne
−
√
D
∆ (n+
1
2 )t
× exp

− ∫ t
0
dt′x(t′)
√√
D
2∆3
(
ae−
√
D(t′−t)
∆ + a†e
√
D(t′−t)
∆
) fn(q).
(39)
Note that
e
−
∫
t
0
dt′x(t′)
√ √
D
2∆3
(
ae−
√
D(t′−t)
∆ +a†e
√
D(t′−t)
∆
)
= e−x
′′(t)qe−x
′(t) ∂
∂q eg(t), (40)
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where
x′(t) =
√
D
∆
∫ t
0
dt′x(t′) sinh
{√
D(t− t′)/∆
}
, (41)
x′′(t) =
1
∆2
∫ t
0
dt′x(t′) cosh
{√
D(t− t′)
∆
}
, (42)
g(t) =
√
D
2∆3
∫ t
0
dt′
∫ t
0
dt′′x(t′)x(t′′)
× cosh
{√
D(t− t′)
∆
}
sinh
{√
D(t− t′′)
∆
}
, (43)
and ec
∂
∂q f(q) = f(q + c).
As a result, we reach the final expression for the posterior probability dis-
tribution density function p(q, t|x) as
p(q, t|x) = ef(t)+g(t)−
∫
t
0
x(t′)2
2∆2
dt′e−x
′′(t)q
×
∞∑
n=0
cne
−
√
D
∆ (n+
1
2 )tfn(q − x′(t)). (44)
We can find the role of Bayesian update in stochastic process in this solution
obtained from stationary solution fn of the Schro¨dinger equation. Evidence
incorporated in Bayesian update is embedded in the argument of the function
fn. This means that the center of the posterior distribution density function65
is shifted with every update. In addition, the first n-independent exponent
is interpreted as the global phase corresponding to the geometric phase. These
features are difficult to extract in the path integral form like Feynman-Kac form.
Therefore, this is the greatest advantage of analysis that makes it possible to
elucidate elementary processes of stochastic processes using the Schro¨dinger70
equation.
4. Summary
We have formulated the Bayesian inference in Markov processes by means
of path integral techniques and have succeeded in incorporating the likelihood
which is the key in Bayesian update as a potential into the path integral form.75
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Then we have derived the imaginary-time Schro¨dinger equation from path in-
tegral representation of the evolution of the Bayesian inference in Markov pro-
cesses. Through an example of Gaussian likelihood, we have showed that the
operator technique for the Schro¨dinger equation is effective for elucidating the
elementary processes of stochastic processes.80
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