This paper presents new evidence on the patterns of cyclicality in the fiscal policy stance of developing and industrialized countries over a period of more than three decades covering 180 countries during 1980-2012. First, the paper considers issues of robustness in the choice of the proxy for fiscal cyclicality by using alternative filtering methods to check whether this influences the results and leads to any differences in a country's reported withinperiod average, and across-period changes in fiscal stance. Second, a country-specific approach is used to split the sample into sub-periods based on a test for structural break in the series of real gross domestic product per capita. Third, the paper investigates the extent to which countries behave pro-cyclically or counter-cyclically in different phases of the business cycle. In line with earlier findings in the literature, the analysis confirms that there is a causal link running from stronger institutions to less pro-cyclical fiscal policy, even after controlling for the endogeneity of institutions and other determinants of fiscal policy.
Introduction
A large and growing literature has argued that industrialized and developing countries behave very differently in relation to their fiscal policy stances over the business cycle. In that context, a significant number of authors have documented a more pro-cyclical behavior of fiscal policy in developing countries as opposed to industrial countries.
1 That is, developing countries tend to orient government consumption and investment in the same direction as that of the cycle in general economic activity. In doing so, they tend to amplify upswings and worsen recessions -what Kaminsky, Reinhart, and Vegh (2004) termed as the "when it rains, it pours" phenomenon. Industrialized countries, on the other hand, tend to behave largely in a countercyclical or at worst acyclical fashion. The most recent evidence of this pattern has been put forward by Frankel, Vegh, and Vuletin (2013) who have found additional support to the when-it-rains-it-pours idea, but also evidence regarding developing countries moving away from pro-cyclicality.
Evidence on the pro-cyclical pattern of fiscal policy in developing countries was first found by Gavin and Perotti (1997) who showed that Latin American tended to adopt policies that were expansionary in good times and contractionary in bad times. Talvi and Vegh (2000) then showed that such behavior was far from being a trademark of Latin America alone, as many other developing countries across the world espoused a procyclical fiscal policy stance. There are various different explanations as to why developing countries tend to behave in that fashion vis à vis industrialized economies. Some of the reasons most commonly found in the literature include credit constraints faced by developing countries, which would prevent them from raising money in international capital markets in bad times and would force them to adopt a contractionary fiscal policy in downturns (Gavin and Perotti (1997) ). Political economy considerations would also seem to play a role, as good times could encourage fiscal profligacy (Tornell and Lane (1998) , Alesina and Tabellini (2005) ).
From a theoretical point of view, the pro-cyclicality of fiscal policy remains a puzzle, as from either a Keynesian or neoclassical perspective it does not seem to be optimal to exacerbate the business cycle by adopting an expansionary fiscal policy in booms and a contractionary fiscal stance in a downturn. In neoclassical models, the optimal fiscal policy stance is either acyclical (Barro (1979) ) or countercyclical (Baxter and King (1993) ). In Keynesian models, on the other hand, with the presence of sticky prices or wages, the optimal fiscal policy stance is countercyclical (Christiano et al. (2011) and Nakata (2011) ). A number of papers have argued that a pro-cyclical fiscal policy stance is the result of weak and underdeveloped institutions (e.g., Calderon and Schimdt-Hebel (2008) , and Frankel et al. (2013) ).
From a risk management point of view, a countercyclical fiscal policy can be useful for at least three compelling reasons (see World Bank (2014) ). First, by leaning against the wind, governments can continue to provide goods and services and to maintain public investment even in the event of a drop in public revenues. Second, in a downturn, a countercyclical fiscal policy can help governments increase social assistance and insurance to a large number of citizens affected by more adverse macroeconomic conditions. Third, as witnessed during the global financial crisis of 2008-09, a countercyclical fiscal policy can help countries stimulate the economy and cope better with the effects of a prolonged recession. In that regard, as argued by Mollick et al. (2011) , in the aftermath of the global financial crisis it became clear that the countries that weathered the effects of the crisis better were those that had followed some sort of concerted macro-fiscal responses that helped them build resilience to exogenous shocks. When the crisis hit, these countries were able to have more favorable access to credit in international financial markets, and resist speculative attacks. They not only had stronger fundamentals entering the crisis, which allowed them to quickly deploy countercyclical fiscal policies, they were also better positioned to adopt exit strategies faster by raising interest rates, controlling domestic credit growth and reverting to more orthodox fiscal policies.
In this paper, we provide new evidence on the cyclicality of fiscal policy across industrialized and developing countries. Our sample includes 180 countries, of which 134 are developing countries and 46 are high income over the period 1980-2012. We follow the methodology of Frankel et al. (2013) but at the same time introduce three innovations to the empirical approach. First, we subject the proxy for fiscal cyclicality to alternative filtering methods to account for potential differences in a country's reported within-period average, and across-period changes in fiscal stance. Second, given the sensitivity of cyclicality outcomes to the choice of period, we rely on a country-specific approach to split our sample in sub-periods. Acknowledging the difficulties of carrying out such an exercise when working with a large sample of countries, we suggest a first approximation for breaking the sample across countries based on a test for structural break in the series of real GDP per capita -we believe that this could be a better indicator of shifts in a country's overall economic policy, including its fiscal policy stance. Third, we investigate the extent to which countries behave pro-cyclically or counter-cyclically in different phases of the business cycle with the objective of assessing the empirical relevance of the when-it-rainsit-pours phenomenon when considering a larger sample of countries in comparison to earlier studies in the literature.
The paper is organized as follows. After this Introduction, Section 2 discusses issues associated with the choice of filter to smooth the proxy variable for fiscal cyclicality while Section 3 estimates our own "graduating class" under different filtering methods and a country-specific approach to split the sample in two sub-periods. Section 4 presents an analysis of how the countries in our sample behave over the business cycle. Section 5 discusses our findings on the empirical determinants of fiscal cyclicality while Section 6 explores endogeneity issues. Section 7 presents concluding remarks confirming earlier findings in the literature on the causal link between institutional quality and a less procyclical fiscal stance.
Alternative Filtering Methods
Filtering, or statistical smoothing, is an exercise conducted in order to separate trend from cycle components in economic time series (De Jong and Sakarya (2013) ). Such exercise is not restricted to the realm of the social sciences. It is, in fact, a concept imported from engineering (Baum (2006) ) with applications in diverse fields such as acoustics, electronics, meteorology and neuroscience, to name just a few. In all cases, the exercise implies the application of so-called pass filters. These are processes under which a certain variable -an economic time series, wind patterns in atmospheric sciences, an audio signal in acoustics or an electric current in electronics -is broken down in components following some given cutoff criteria. Depending on the field, the cutoff criteria refer to issues such as the periodic behavior of economic time series, wind speeds, the frequency of radio waves or an electric current voltage. Economic time series, in particular, can be broken down based on data frequencies that have some economic significance, such as, for example, trends that can help identify cycles in the data.
2 In economics, one may be also interested in higher rather than medium-term frequencies (intra-annual, quarterly or monthly) that are associated with the seasonal behavior of the series. Any remaining value that cannot be imputed as trends, the business cycle or a seasonal component is considered a result of shocks or noise in the data. Pass filters are normally applied to separate the trend from the business cycle. Overall, there exist 3 groups of pass filters: low pass, high pass and band pass filters. For a better understanding Baum (2006) presents an intuitive example on how these filters work by associating them with the audio controls from a stereo, recalling that treble controls strengthen or weaken the high frequencies and bass controls affect the low frequencies. In listening to music one has the possibility of accentuating, strengthening the high frequencies (by "passing", or giving preponderance to the "treble") or, alternatively, accentuating the low frequencies (passing or giving preponderance to the "bass"). In turn, a band pass filter would pass only frequencies within a certain frequency band (generally in between the high and low pass). In economics, choosing a low pass (high-cut or treblecut) filter implies that we are giving preponderance to lower frequency (longer cycles or the trend) while by choosing a high pass (low-cut or bass-cut) filter we are giving preponderance to higher frequencies (the cycle).
Alternative filtering methods used in economic analysis have been reported in Baum (2006) and Drukker (2011) . They include, besides the Hodrick-Prescott (HP) filter, the Baxter-King filter (Baxter & King (1995) ); the Christiano-Fitzgerald random walk band pass filter (Christiano & Fitzgerald (1999) ); and the Butterworth square wave high pass filter (Butterworth, 1930) . We compute those in addition to an unobserved component model, as proposed by Harvey (1989) .
The HP is a high-pass filter. To see this one needs to recall that the HP filter removes a smooth trend from a time series by solving the minimization problem with respect to a variable :
2 There is no clear-cut distinction between the medium-term associated to a business cycle and the long term in economics. In the U.S., the National Bureau of Economic Research keeps track of US business cycle expansions and contractions, identifying a total of 33 cycles between 1859 and 2009, which implies an average duration of 4.7 years per cycle. See: http://www.nber.org/cycles.html 3 When a filter such HP is applied to separate a trend component from a series, the remaining component will, in fact correspond to a blend of the business cycle, seasonality and the noise. Where = − is interpreted as the business component (Baum, 2006) . λ is a userdefined parameter that penalizes fluctuations in second differences of . A higher λ implies a higher penalty for trying to "approximate" the trend to -under time varying -and hence a smoother trend (and a more pronounced cycle). Agreed upon values for λ in annual, quarterly and monthly data series are 6.25, 1,600 and 129,600, respectively (Ravn & Uhlig, 2010) . The HP removes the trend and leaves high-frequency components in .
In turn, Baxter-King (BK) is a band-pass filter that allows suppressing both the low frequency trend components and the high frequency components in an economic series. The key criteria used to define the BK filter are as follows: 1) it should not modify the properties of the extracted component; 2) it should not create "phase shift", or alter the timing relationships in the series; 3) it should be an optimal approximation to the ideal band-pass filter; 4) it should be applicable to I(1) or I(2) data, as well as to series exhibiting a quadratic trend; 5) it should provide constant (non-time-varying) coefficients in the MA representation of the filter; and, 6) it should be operational. The first two criteria imply that a moving average of the data with symmetric weights on leads and lags must be defined. This in turn implies that the filter will drop observations on both ends of the original series. Christiano & Fitzgerald (1999) explain that the application of the ideal band pass filter "requires substantially more data than is available in typical macroeconomic time". The authors, however, identify one approximation that is optimal when the raw series is a random-walk process. It also works well for processes that are close to being random walks or random walks plus drift. While the BK filter minimizes the error between the filter coefficients and the ideal band-pass filter coefficients, the Christiano-Fitzgerald (CF) filter, in turn minimizes the mean squared error between the estimated component and the true component.
Finally, the nature of the Butterworth (BU) filter as applied in economics is explained by Pollock (1999) . BU filters can be derived from some axioms that specify properties we would like a filter to have. While the BU and BK filters share the properties of symmetry and phase neutrality, the coefficients of Butterworth filters do not need to sum to 0. There is no specific reason to prefer, a priori, one type of filter over another. In any case, one's preference for a particular filtering technique should be connected to the reasons why one is conducting a filtering exercise in the first place. In addition, one should be able to provide good reasons when using values of parameters under specific techniques that diverge from those recommended in the literature (say, when one does not use a λ=6.25 for the analysis of annual times series). 
Fiscal Cyclicality under Alternative Filtering Methods
In a recent paper, Frankel et al. (2013) documented a movement away from procyclicality for a sizeable number of developing countries in the 2000s. The authors used a sample of 94 countries (21 developed and 73 developing) over a period of 49 years .
5 Using a proxy for fiscal cyclicality based on correlation coefficients for time series of real government expenditures and real GDP smoothed by the Hodrick-Prescott filter, the authors were able to classify the countries according to their "ability to graduate" from fiscal pro-cyclicality. A negative (positive) correlation coefficient between the cyclical component of government spending and GDP indicates a countercyclical (pro-cyclical) fiscal policy stance. From comparing two subsequent periods using Boolean logic the authors grouped countries based on their correlation coefficients and classified them in four different categories ("graduating classes"):
Established graduates (EG) as those with countercyclical fiscal policies in the first and second periods;
5 Their full sample was split in two sub-periods for comparison purposes (1960-1999 and 2000-2009) .
The series of real government expenditures was defined as central government expenditures and net lending deflated by the GDP deflator (data from International Monetary Fund, World Economic Outlook database). As explained by Frankel, Vegh, & Vuletin (2013) fiscal pro-cyclicality is studied by focusing on government spending because "tax receipts are endogenous with respect to the business cycle" (p. 32).
ii)
Recent graduates (RG) as those with pro-cyclical policies in the first period and countercyclical in the second; iii)
Still in school (SS) as those with pro-cyclical fiscal policies in the first and second periods; and, iv)
Back to school (BS) as those with countercyclical fiscal policies in the first period and pro-cyclical in the second.
In generating graduating classes, Frankel et al. (2013) We also move the window period by one year forward and backward for all filtering techniques. As will be explained below, end-point data limitations in using the Frankel, Vegh, and Vuletin (2013) sample prevented us from replicating the filtering exercise moving the period window by one year. Hence, for this step we use an alternative dataset for real government expenditures and real GDP covering 180 countries for the period 1980-2013. Second, we apply a criterion for splitting the sample, by country, at potentially different points in time based on potential structural breaks in (per capita GDP) data. The intuition is that changes in macroeconomic policies and performance generally reflect on changes in per capita income. A structural break on the series for the latter may be indicative of changes in fiscal stance. We apply a Quandt likelihood ratio test for structural break following Quandt (1960) .
In order to include a larger number of countries in the analysis, we have expanded the number of countries in our sample as compared to that in Frankel et al. (2013) . Our sample includes 180 countries in total with 134 developing countries and 46 developed ones. We use data from the IMF's World Economic Outlook (WEO) for real GDP and for real government expenditures over the period 1980-2013. 6 With our larger sample, we compute fiscal cyclicality indicators (correlation coefficients of cyclical components of real government expenditures and real GDP) and classify countries according to their graduating class under alternative filtering methods. We divide our sample in two subperiods (1990-2000 and 2000-2013) with the objective of observing changes in the cyclical behavior of fiscal policy over our total sample period . 7 Out of the 180 countries in our sample, we were able to compute fiscal policy stance proxies for both subperiods for only 147 economies (104 developing and 43 developed). Our full results are reported in Appendix 1 that shows the fiscal cyclicality indicator and graduating class across selected methods. Results by selected groups of countries (full sample, high income, developing) are presented in Table 1 . In line with the findings of Frankel et al. (2013) , our results show that irrespective of the filtering method, developing countries represent the larger share of recent graduates -ranging from two-thirds to three-quarters of the total of graduates (i.e., those moving from a pro-cyclical fiscal stance in the period 1990-2000 to countercyclical in the period [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] . Since the number of countries moving to countercyclical fiscal policies (for all filtering methods) exceeds the number of countries classified as back to school (i.e., those moving from countercyclical to pro-cyclical, also for all filtering methods) the overall share of countries with countercyclical policies now rises to something between 50 and 55 percent for the sample of countries with data in both sub-periods (1990-2000 and 2000-2010) . A problem with the classification of countries by graduating class is that this approach does not allow one to gauge the relative progress (regression) of countries towards a more countercyclical (pro-cyclical) fiscal stance. For instance, according to our results, Moldova made great progress in moving away from pro-cyclicality but remains classified as still in school in 3 of the 4 filtering methods only because of an initial (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) In Figure 3 we order the countries that showed an increase (decrease) in correlation coefficient between sub-periods 1990-2000 and 2000-2010 , that is, a worsening (improvement) of their fiscal stance. The figures show the maximum, minimum and average change in fiscal cyclicality across filtering methods. 8 Many countries that showed a worsening (improvement) in their fiscal stance are in fact countercyclical (pro-cyclical). In particular we note that a country that was highly countercyclical (pro-cyclical) in the first period, such as Finland (Moldova) would have very little room to become even more countercyclical (pro-cyclical) given the range of possible values for the correlation coefficient (-1, 1) used as proxy for a country's fiscal stance. This is an issue we come back to in analyzing determinants of changes in fiscal stance for a panel of countries.
By looking at changes in the value of the correlation coefficient of real government expenditures and real GDP in 2000-2010 versus 1990-2000 (instead of graduating classes) we see that 59 out of 104 developing countries (56.7 percent) with data for both sub-periods improved their fiscal stance. In addition, 30 out of 43 developed countries (69.7 percent) also improved their fiscal stance. This shows a greater relative progress towards countercyclicality among developed economies compared to developing countries. Nevertheless, our results show that both developing and developed economies have moved away from pro-cyclicality.
In the Caribbean, we observe a worsening in fiscal stance for countries such as St. Kitts and Nevis, Dominica, St. Vincent and the Grenadines, Jamaica and Grenada (Appendix 1). 9 An improvement in fiscal stance is registered, under all filtering methods, for Antigua and Barbuda, The Bahamas, Dominican Republic, Haiti, Suriname and Trinidad and Tobago.
The evidence we have assembled shows how the results on graduating class differ across methods (see Figures 3 and 4) From the sample of 147 countries with data on cyclicality for both periods (1990-2000 and 2000-2010) only about half fall under the same graduation class for every filtering method. In a few countries, more than 2 graduating classes are reported. 10 In several cases, significant differences in correlation coefficient values, by country and periods, are reported across methods. In view of this, we turn next to the definition of a set of objective criteria that could be followed to avoid this ambiguity.
The choice of one method over another is an empirical question that needs to be answered based on the primary reason as to why we are conducting a filtering exercise in the first place, and how this relates to the nature of the filtering technique. In the present case, we wish to extract cyclical components of two macroeconomic series, and to compute correlation coefficients of the two cyclical components over selected periods of time. Based on period results, countries are then classified based on their degree of fiscal policy cyclicality. Now, even though it is natural to expect a change in the resulting country classification by moving the selected period even by one year, we would like the changes to be associated with "true" shifts of cyclical trends of real government expenditures in relation to real GDP. From a given filtering technique it is not possible to tell whether the changes in correlation coefficients occur as a result of the choice of filter or any other reason. In that regard, we argue that the following empirical properties should be observed when selecting alternative filtering methods: 1) Persistence or inertia of correlation results: In the case of a very small change in the period window (1-year), one should prefer the method with higher inertia. That is, the one that yields the highest correlation for the set of pairs of values of fiscal stance indicators (the correlation coefficients of cyclical components of real government expenditures and real GDP).
11 This is shown in Table 2 . 2) By the same token, one should prefer the method that registers the lowest (absolute) change in country correlation coefficient from moving the period window by one year. This 10 Such as, for example, Bangladesh, Bhutan, Eritrea and Uganda 11 Note we are referring to the following:
is shown in Table 3 . 3) Furthermore, we would also like to see some inertia in the graduating class from moving the period window by one year, that is, we should prefer a method with the lowest number of countries changing their graduating class by moving the period window by one year. Results are shown in Table 4 . The exercises reported in Tables 2-4 give an idea of the sensitivity of the results on fiscal cyclicality to changes in method and time periods and provide the empirical basis for selecting a more desirable filtering method for empirical analysis on the determinants of cyclicality. In all cases, we acknowledge, we are favoring the hypothesis that changes in correlation coefficients from moving the window period by one year are more linked to differences in the ability of filtering methods to separate noise from cyclical and trend components in data; and not differences in their intrinsic ability to quickly pick changes in the cycle. Based on this premise, we observe that the Baxter-King filtering method yields more desirable outcomes.
These results are not coincidental and not really unexpected. By construction one can expect more inertia of results for the Baxter King filter, mainly for two reasons: first, because being a band pass filter, BK is able to subtract noise from the cyclical component of the series; second, because the method of computing BK involves discarding endpoint values of the series.
12 This can be seen as an advantage when the noise and endpoint values could be reason of changes in cyclical components and in the trend.
Splitting the sample based on country-specific information
Our next objective is to take into account country-specific information in the choice of the sub-periods that we use to calculate the correlation coefficients. We believe that there is a gain in accuracy by choosing a country-specific criterion for splitting the series of government expenditures and GDP in different sub-periods for comparison purposes. Ideally, one should be familiar with a country's socio-economic performance and policies over the relevant period of time in such a way that it would 12 Two or three depending on user criteria. allow the researcher to make a more informed decision as to what would be the rationale to split the sample. Such country-specific, informed decisions, however, tend to be well beyond the scope of empirical work that deals with a large number of economies. Yet, one may be able to use a more specific criterion that avoids an ad hoc approach that simply splits the sample at the same point in time for all countries.
Our proposed criterion is to use tests for structural breaks in the series of real GDP per capita. Our premise is that structural breaks in that series may be associated with significant changes in economic policy, an external or internal socio-economic shock, or some other event that could involve a shift in a country's fiscal stance. To test for the structural breaks in the real GDP per capita series we apply the Quandt likelihood ratio (QLR) test. The QLR or sup-Wald statistic is a modified version of the Chow test used for identifying break dates. 13 As an example, Figure 5 shows the evolution of the series of real GDP per capita for Belize over the period 1988-2013 and the QLR test values and critical value at 5%, following Andrews (1993) and Andrews & Plogeber (1994) . A maximum (and significant) value for the test is found at year 2002. This is used as cutoff criteria for breaking the series of real government expenditure and real GDP and computing correlation coefficients and the country's graduating class. The same procedure was applied for all countries in our sample. 14 The results on the status of the fiscal policy stance and graduating class based on a country-specific approach to split the sample in different sub-periods are discussed next. We first look at changes in the cyclicality stance across country- 13 Likelihod ratio tests are applied to the specification: = 0 + 1 × −1 at every point in time for the period 1990-2013 for a particular country (lypct is a country's per capita real GDP in year t, in logs) . Structural breaks correspond to the years that yield the maximum value for the QLR test. Comprisons to critical values are made based on Andrew (1993) and Andrews & Plogeber (1994) . 14 A practical problem emerges when structural breaks according to the QLR test are found in early late years of the series, which implies a very small number of observations for computing sub-period correlation coefficients. In these cases, we applied the following criteria for the 1988-2013 series: when a country's structural break occur in year 1995 or earlier (2006 or later), we use 1995 (2006) as the cutoff year. 13 specific sub-periods, following the classification proposed by Frankel et al. (2013) . Next, we move on to a more generic appraisal of changes in the countries' fiscal stance, also across country-specific sub-periods. Finally, we introduce an alternative way of looking at the countries' fiscal stance by differentiating how countries perform at different stages of the business cycle.
As in Frankel et al. (2013) , we were able to document that a sizable number of developing countries are graduating from fiscal policy pro-cyclicality. This is based on the number of developing countries shifting from a pro-cyclical to a countercyclical fiscal stance between country-specific defined periods (between 22-25 percent of developing countries, depending on the filtering method), relative to the number of countries falling back into pro-cyclical fiscal policies (17-19 percent of developing countries classified as back to school). However, our evidence on developing countries graduating from pro-cyclicality is weaker now than when the sample is divided uniformly (same year) for all countries. This is visible by comparing results in Table 5 with those reported in Table 1 . In fact, based on the criterion that splits the series on a country-specific basis, the ratio of developed countries graduating from pro-cyclicality (in the range of 26-34 percent of high income countries with data, depending on the filtering method) is higher than that of developing economies. Figure 6 supports that observation. 
Note:
The chart plots changes in the fiscal cyclicality proxy across countries based on country-specific breaks. We subtract the value for the final period from the value for the initial period, so a positive change is indicative of a movement towards pro-cyclicality. Source: Authors' calculations based on IMF, WEO and World Bank, WDI Regarding the Caribbean countries, this approach yields one country actually classified as an established graduate (Guyana, according to all filtering methods) and 3-4 countries moving away from pro-cyclical to countercyclical policies, compared to 1-3 countries falling back into pro-cyclical fiscal policies. 15 When one looks at changes in correlation coefficients (not the Boolean classification of countries in graduating classes), the evidence on Caribbean countries moving away from pro-cyclical fiscal policies is more compelling under this country-specific approach. Twelve out of fifteen economies show a declining correlation coefficient for the fiscal stance proxy based on the Baxter-King filter (see Figure 7 ). 
Does it really pour when it rains?
An idea put forward by Kaminsky, Reinhart, & Végh (2004) was that, for developing countries, and in particular for upper middle-income countries, macroeconomic policies and in special fiscal policy tend to reinforce the business cycle (the when-it-rains-it-pours syndrome). They found evidence in support of that by looking at a sample of 104 countries over the period 1960-2003 and were able to show that in contrast to that behavior OECD countries seemed to orient their macroeconomic policies at stabilizing the business cycle. We now turn our attention to the same empirical question and with the objective of assessing if the when-it-rain-it-pours phenomenon remains relevant over the most recent period.
We make two implicit assumptions as to why countries change their fiscal stance. First, we consider that changes are generally not random. That they are mostly associated to policy shifts within given administrations, which may or may not be politically motivated (as incumbent administrations tend to spend more ahead of elections), or across administrations after elections, influenced by ideological principles. Second, we assume that they are generally driven or motivated by observed trends in economic activity and not the other way around. 16 This assumption is not uncontroversial. For instance, Rigobon (2004) argues that fiscal policy shocks drive output and not the other way around, while Ilzetzki & Vegh (2008) , on the other hand, find causality running both ways.
Keeping these assumptions in mind we proceed to re-compute correlation coefficients for the fiscal cyclicality proxy for the period 1990-2011 by differentiating what happens in fiscal policy in different parts of the business cycle. It may be the case that a country's average fiscal stance within a period differs during years of expansion compared to that adopted in years of downturn in economic activity. Countries that are, on average, pro-cyclical in booms and downturns, would tend to exacerbate their business cycle; those that are countercyclical in both, booms an downturns, have a fiscal policy that contributes to stabilize the cycle.
17
But countries may not be always pro-cyclical or countercyclical. Whenever a country exhibits an average countercyclical fiscal stance in booms, and a pro-cyclical stance in downturns, other things equal, it will likely improve its medium to long term fiscal sustainability profile.
18 A country that is pro-cyclical in booms and countercyclical in downturns would, ceteris paribus, deteriorate its fiscal sustainability profile. Figure 8 plots the value of the fiscal stance proxy in periods of expansion (when the cyclical component of real GDP are positive) versus that registered in downturns. High-income countries are those in red while developing economies are in blue.
19 By quadrants, we identify four groups of countries:
• Upper right quadrant: Those that exhibit pro-cyclical fiscal policies in both booms and downturns. Other things equal, such stance contributes to exacerbate output volatility. Not surprisingly, one finds many resource-rich economies in this category. In addition, many upper middle-income countries appear in prominently in that group.
• Upper left quadrant: Those that exhibit countercyclical fiscal policies in booms and pro-cyclical fiscal policies in downturns. Other things equal, such fiscal behavior improves a country's fiscal sustainability profile.
• Lower left quadrant: Those that exhibit countercyclical fiscal policies in both booms and downturns. Other things equal, such stance contributes to stabilize output around its long-term trend. Expectedly, most of high-income countries fall under this category.
• Lower right quadrant: Those that exhibit pro-cyclical fiscal policies in booms and countercyclical fiscal policies in downturns. Other things equal, such behavior deteriorates a country's fiscal sustainability profile.
A simple visual inspection of Figure 8 seems to lend support to the when-it-rains-itpours phenomenon. Most of the countries in the upper and lower right quadrants of the chart are developing economies (in blue) and most importantly upper middle-income countries and many resource-rich countries. In contrast to that, most of the high income countries appear on the upper and lower left quadrants with fiscal stances that largely contribute to long-term fiscal sustainability. Appendix 3 summarizes the fiscal cyclicality proxy in booms and downturns based on the Baxter-King filter, together with country classifications (by region, income group and fiscal stance around the cycle) for 156 countries. Figure 8 may seem counter-intuitive. For instance, one may be surprised to see Chile, a country that has earned a reputation of fiscal prudency and good overall macro management, in the fourth quadrant of Figure 8 , which indicates risks to fiscal sustainability. As it turns out, Chile is, on average, for the period 1990-2011, moderately pro-cyclical in booms (based on the Baxter-King filter; but when one uses the Hodrick-Prescott filter it is counter-yclical) and markedly anti-cyclical in downturns. Their ability to sustain a strong fiscal position arises from having a system of buoyant tax revenues and the great contribution of the private sector to economic activity, so the country is able to register solid, positive fiscal balances both in booms and recessions with marked improvements in its overall fiscal stance (Table 6 ). So Chile remains pretty much among the good guys. Compare this performance with that for Greece, for example, especially during the post-financial crisis period when it showed deteriorating fiscal balances, faster increase in expenditures relative to revenues, and poor economic performance, with an exacerbated contribution to volatility derived from a more procyclical fiscal stance. In addition, Figure 9 plots the cyclical component of real government expenditures and GDP for selected countries shows Chile becoming actually countercyclical in booms in the 2000s, after formalizing in 2001 a fiscal rule that "has become a model for other countries". 20 Greece, on the other hand remained pro-cyclical and even more so in the 2000s.With this, there is no doubt that Greece has yet to earn enough stars to join the same status as Chile's.
Some of the results in
The bottom line is that fiscal stance proxies, alone, and together with other fiscal 20 See IMF (2014).
indicators, provide initial insights on fiscal sustainability. In many cases, the countries macro fiscal story is fully represented by the former (Austria, China and France, in Table  6 ); in few others such as Brazil and República Bolivariana de Venezuela more elements (such as the role of savings and investment for growth, in the former, and the acute dependency on oil revenues, in the latter) need to be brought into the picture. However informative our results are, they are not sufficient to identify the main determinants of a country's change in fiscal cyclical stance over time. A number of authors have tried to address this in the literature for different country samples, using different cyclicality proxies and different time periods, with -expectedly-mixed results (Alesina & Tabellini (2005) , Park (2012) , Mpatswe, Tapsoba, & York (2011 ), Villafuerte, Lopez-Murphy, & Ossowski (2010 ). More recently, Frankel, Vegh, and Vuletin (2013) have considered several alternative theories regarding the cyclicality of fiscal policy and investigated the role played by institutional quality on a country's ability to graduate from pro-cyclicality. Controlling for potential endogeneity problems in the relationship between institutional quality and a country's fiscal stance, they found evidence suggesting that the quality of institutions is an important determinant of fiscal cyclicality even after controlling for other possible determinants including financial depth, financial integration, variability of tax revenues, political fragmentation, and the effect of reserves and imports ratios on fiscal behavior.
Empirical Determinants of Fiscal Cyclicality
Following the approach proposed by Frankel, Vegh, & Vuletin (2013) , we turn now to the investigation of the determinants of cyclicality under alternative methods for measuring the degree of cyclicality of a country's fiscal stance under different specifications. 21 In doing so, we are in fact checking the robustness of Frankel et al.'s results, which we fortunately have been able to confirm. We are also interested in checking whether such robust results hold for our expanded and more up to date sample of countries, as well as for the cases in which the series are split based on our country-specific (per capita GDP) criterion. Finally, as will be explained below, we introduce an alternative proxy for institutional quality based on Kunčič (2013) , in addition to that proposed by Frankel, Vegh, & Vuletin (2013) . Our objective is to observe whether their empirical results hold under these alternative proxies as well.
The econometric specifications under consideration are: 22
This is a country panel fixed effects specification (country "i" and year "t") linking the cyclical component of real government expenditures ( , ) to the cyclical component of real GDP ( , ) and a proxy for institutional quality ( , ). The interaction variable is meant to show how institutional quality increases (a positive sign for α3, in the event of α2>0) or decreases (α3<0, in the event of α2>0) fiscal procyclicality.
In this panel case, the role of initial institutional quality ( , ) and changes of the variable ( Δ , ) are assessed separately. One expects both signs of the parameters of the interaction terms included in the equation, α3 and α4, to be negative and significant in explaining the relationships between cyclical components of real government expenditures and real GDP (in the event of α2>0).
This panel equation includes a vector Z of "q" additional controls for looking at possible omitted variable bias problems. One expects to observe significant values for the institutional quality variable after controlling for the variables included in Zq vector.
Equation 3 is a cross section specification where the dependent variable ( ) is the correlation coefficient of real government expenditures and real GDP for a given time period. The specification is first computed including the average value of the institutional quality variable ( ) for the same period as sole control, and then adding additional explanatory variables (vector Z). Again, the value for α2 is expected to be negative and statistically significant.
In all cases, the exercises are conducted for the alternative definitions of fiscal cyclicality, namely, using the Hodrick-Prescott, Baxter-King, Christiano-Fitzgerald and Butterworth filters.
The specifications are applied for the following periods and samples:
First, for the period 1984 -2009 , using the Frankel, Vegh, & Vuletin (2013 sample of real government expenditures and real GDP, as well as the set of controls identified by the authors, including the institutional quality proxy, based on International Country Risk Guide (ICRG) data. 23 Results are summarized in Appendixes 3-5. ii)
Next, for the period 1990-2011, using a sample of 180 countries and including the same controls defined by Frankel, Vegh, & Vuletin (2013) . A problem we find is that of availability of data for the ICRG variable. In particular, the source includes information for 138 countries up to 2010. To get around this limitation, we include econometric results using an alternative proxy for IQ based on Kunčič (2013) , which is available for 193 economies for the period 1990-2011. This is also motivated out of our interest to test whether results found by Frankel, Vegh, & Vuletin (2013) are robust to the choice of IQ variable and hold for a different (larger) country sample. 24 These results are summarized in Appendixes 6-8. iii)
Third, we present results for additional specifications, not included in Frankel, Vegh, & Vuletin (2013) , and consider additional controls, to be defined and explained below. Results are presented in Appendixes 9 and 10.
In what follows, we report the results of a robustness analysis for Frankel, Vegh, & Vuletin (2013) . We note that while the sample of real government expenditures and real GDP covers the period 1960-2009 (with different data availability per country) the econometric analysis must be restricted to the period 1984-2009 for which data on the IQ variable is available. Our results confirm the findings by Frankel, Vegh, & Vuletin (2013) Now we investigate whether the empirical results by Frankel, Vegh, & Vuletin (2013) hold for a larger sample of countries and a longer time period. Appendix 7 summarizes results for panel specifications about the role of institutional quality on the relationship between the cyclical component of real expenditure and real GDP (Equation 1), as well the differential impact of initial institutional quality and changes in institutional quality compared to the initial value of the variable, by country (Equation 2). One can observe that IQ is strongly significant as an explanatory variable of movements away from cyclicality for all specifications using ICRG as a proxy for IQ and for all but one specification that rely on the Kunčič (2013) dataset, following Equation 1. When we separate the effects of initial IQ from changes in IQ (Equation 2) we observe that the former variable is strongly significant under all filtering methods when using ICRG as proxy for IQ, but less so in the specifications using Kunčič (2013) data. On the other hand, the latter specifications show higher statistical significance for the changes in IQ compared to the former. Appendix 8 summarizes results for the same panel specification now expanded to account for the role of additional controls (Equation 3). One can observe how robust the significance of IQ is when ICRG is used as a proxy under all filtering methods. Appendix 9 presents cross-country results for the period 1990-2011 correlation between cyclical components of real government expenditures and real GDP as a function of average IQ and average values for other controls, as in Frankel, Vegh, & Vuletin (2013) following Equation 4. This specification also shows robust results for institutional quality under all filtering methods and for alternative IQ definitions.
An alternative specification
In an innovation to the empirical approach of Frankel et al. (2013) , we include "q" additional controls (Vector Zq), as shown in Equation 4 below.
Results are shown in Appendix 9, again for alternative filtering methods and alternative IQ variables and confirm the role institutional quality as a robust determinant of fiscal counter-cyclicality.
Finally, we include another specification based on the observation that changes in a country's fiscal stance are dependent on initial conditions. A country that is highly pro-cyclical (countercyclical) in a given time period has more room to become countercyclical (pro-cyclical) than to become even more pro-cyclical. Specifically, since a correlation coefficient is by definition limited to a variation in the range [-1,1] , countries that have extreme initial correlation values (| 0 | → 1) can observe large subsequent changes in their fiscal stance (|Δ | can take values up to 2) relative to countries that are nearly a-cyclical [ρ0~0]. The latter would be able to register a |Δ | not much larger than 1. Figure 10 shows changes in the fiscal stance across periods in relation to initial correlation of real government expenditures and GDP across countries. We include a 2-period panel for the change in the value of the proxy for fiscal stance. In this case, the fiscal stance proxy is computed for two subperiods (with country-specific breaks). This is shown in Equation 5 below. Results are shown in Appendix 10 and confirm that initial institutional quality still matters. The evidence for the relevance of changes in IQ is less compelling. Overall, our findings confirm the relevance of institutional quality (and especially of initial high quality of institutions) for a country's ability to move to countercyclical fiscal policies in the larger, updated sample. However, for the subsample of Caribbean countries, the evidence in that regard is more mixed. The three Caribbean countries that became more pro-cyclical (St. Kitts and Nevis, St. Lucia and Barbados) are among those with the highest improvement in institutional quality (see Figure 11 ). 25 
Endogeneity Test
Endogeneity concerns are common in the context of causality analysis involving institutional quality and other macroeconomic variables. The work by Acemoglu, Johnson, & Robinson (2001) provided an excellent framework for the analysis of institutional quality on current economic performance, by tracing historical relationships of European settler mortality to the type of settlements and quality of early institutions in former colonies, to current quality of institution and level of income. From their methodological point of view, the authors were able to identify a source of exogenous variation in institutions that affected a country's current per capita income.
We follow the same approach for addressing endogeneity concerns on the relationship between institutional quality and fiscal stance. In order to look for potential endogeneity problems, we use Equation 4, a cross-country specification for the impact of average institutional quality and other controls, over the fiscal stance proxy, using an instrumental variable specification. Alternative definitions of institutional quality (ICRG and Kunčič (2013) ) and alternative fiscal stance proxies are used. Instruments for institutional quality are European settlers' mortality rates (in logs) and latitude, following Acemoglu, Johnson, & Robinson (2001) and Frankel, Vegh, & Vuletin (2013) . Appendix 12 compares results of OLS versus Instrumental Variable specifications under the alternative IQ and fiscal stance proxies. In all cases we find evidence of causality running from IQ to fiscal stance. Appendix 13 adds a set of controls, following Equation 4, including financial depth, financial integration, debt to GDP ratios, government accountability, output volatility and the reserves to import ratio. We note that the sample for IV estimation is reduced considering the availability of information of settler mortality by former colony. 26
Concluding Remarks
We have confirmed earlier findings in the literature showing that a number of developing countries have graduated from fiscal policy pro-cyclicality (c.f., Frankel et al. (2013) ). In comparison with industrialized countries, however, developing countries tend to behave in a way that contributes to exacerbate the effects of the business cycle; that is, they tend to exhibit more often than industrialized economies pro-cyclical fiscal policies in both booms and downturns, contributing to exacerbate output volatility. This result coincides with the findings from Kaminsky et al. (2004) and represent additional evidence in support of the "when-it-rains-it-pours" phenomenon. This finding is robust to the choice of different filters to smooth the proxy of fiscal policy cyclicality over time and to a country-specific criterion based on a test for structural break that we have used to split our sample in sub-groups for comparison purposes.
We have also found evidence in support of the idea that institutional quality is an important determinant of a country's fiscal stance. This is an important result that suggests that efforts to graduate from fiscal policy pro-cyclicality need to be accompanied by policy reforms that seek to strengthen the ability of countries to save in good times to generate fiscal buffers that could be used in bad times. In that regard, initiatives such as the establishment of fiscal councils and the adoption of fiscal rules, the development of sound debt management strategies that reinforce fiscal discipline, and the strengthening of macro prudential regulations appear to be necessary conditions for graduation from pro-cyclicality.
