all text-books known to him, in a non-understandable way. I agree with Arnold's opinion that this tradition is continued up to the present. The aim of this lecture is to present some of the results of my work on this subject, which in my opinion shed new light on the Jacobi principle.
Section 2 contains a short review of the Routh procedure of eliminating a cyclic variable from the Lagrange equations of motion. This review is presented in order to fix the framework which will be employed in the next sections. The procedure described here is just a simple by-product of the general Routh formalism whose details may be found in some texts on analytical dynamics; for further references see e.g. [4] .
In Section 3 the case is studied of a dynamical system whose Lagrangian L does not depend explicitly on time. It is demonstrated that the action of the system entering the usual Hamilton principle can be brought to a form which enables one to employ the Routh procedure, in order to eliminate from the action integral the piece of information about the temporal evolution of the system. As a result of such elimination, the Hamilton principle is reduced to the Jacobi principle whose Euler-Lagrange equations determine only the spatial trajectories of the system.
Since the Jacobi Lagrangian is a homogeneous function of degree one in the velocities, in Section 4 first a review of some properties of the Euler-Lagrange equations with a general homogeneous Lagrangian of such a kind is presented. In particular, the freedom of lifting solutions from the configuration space to the space of states is discussed. Next, conclusions of this discussion are used to interpret the procedure of solving the complete dynamical Lagrange equations as lifting the trajectories that are solutions to the Jacobi problem from the configuration space to world lines in the space of states.
In Section 5 the same problem of lifting geometrical trajectories to world lines is presented on the level of variational principles. Technically, it resolves itself to the inverse Jacobi problem discussed in [2] which solves the following question. Given any Lagrange function L H homogeneous of degree one in the velocities and a function G of positions and velocities, how one can find a Lagrange function L such that G is its energy function and L H its Jacobi Lagrangian?
In the text which follows, an abbreviated notation is used, in accordance with which expressions like e.g. ( 2. Routh's procedure. Let us consider a dynamical system whose action is
where t is the time, α, β = 0, 1, . . . , n and q 
where i, j = 1, 2, . . . , n, permits us to reduce the number of independent variables to (q i ,q j ) and, moreover, to demonstrate that the new dynamical system, described by the reduced set of variables, has again a Lagrangian which can be found as a result of the Routh procedure. In accordance with this procedure, Eq. (2.2) should at first be solved with respect to the variableq 0 , which leaves us with a relationshipq
, where p 0 is an arbitrary, but fixed, value of the integration constant from (2.2). Next, the Routh function R p 0 , parametrized by the values of p 0 , ought to be determined as
In virtue of (2.2), the function R p 0 does not depend onq 0 . Furthermore, because of (2.2), the following equalities are valid:
Thus the action of the reduced dynamical system is (2.4)
where p 0 ought to be treated as a parameter. The Hamilton principle based on this action leads one to the Euler-Lagrange equations on q
Knowing explicitly a solution of these equations, the corresponding function q 0 = q 0 (p 0 , t) can then be determined by solving the differential equation
where the functionφ(p 0 , t) is a solution of the equation
into which the now known functions q i (t) andq j (t) should be substituted.
3. The Jacobi variational principle. Let us consider now a class of non-degenerate Lagrangians L(q i ,q j ) which do not explicitly depend on time. In such a case, as is known, the Lagrange equations imply the energy conservation law G(q i ,q j ) = E, where
the energy function, and E is the energy constant.
In order to be able to apply the Routh formalism to the present case, we transform the original action
which defines a dynamical system of n degrees of freedom, to the form
which in turn defines a system of n + 1 degrees of freedom described by n + 1 independent variables (θ, x i ) which are functions of a parameter τ . Primes are used in (3.3) to denote differentiation with respect to τ . A transformation of this kind can be achieved just by assuming that the time t is a monotonic function of another parameter τ , i.e. t = θ(τ ), with θ (τ ) = 0 everywhere. Introducing then the notation
, and, as a result,
we can easily rewrite the action (3.2) in the form (3.3), where
The new Lagrangian Λ is a homogeneous function of degree one in the variables (θ , x i ). The appropriate Hamilton variational principle will thus lead us to n independent differential equations of motion regardless of the fact that the system is described by n+1 dynamical variables. The Lagrangian Λ does not explicitly depend on θ. Therefore, this variable plays here the same role as q 0 does in the case of the Lagrangian L of the previous section. Now, due to Eqs. (3.5) and (3.1), the counterpart of Eq. (2.2) reads as
Comparing Eq. (3.6) with (2.2), we see that now Γ =Γ(θ , i , x j , we have to solve the equation
with respect to θ . Unlike L, the homogeneous Lagrangian Λ is degenerate. This fact, however, is of no importance in the special case when the Routh formalism is used for the reduction of a single dynamical variable. The solvability of Eq. (2.2) is just assured by the non-vanishing of the partial derivative of Γ with respect toq 0 . Now to check whether Eq. (3.7) is solvable with respect to θ , we have to compute at first ∂Γ/∂θ . Using the definition (3.1) of G and that ofΓ(θ , x i , x j ), we obtain
For real motions, the non-vanishing of the expression on the right hand side above is a sufficient condition that the original action (3.2) attain its extremum. This condition was already implicitly assumed while posing the Hamilton principle for the action (3.2). Now the non-vanishing of (3.8) implies the existence of a function φ E such that the value of the variable θ given by the equation
is an algebraic solution to Eq. (3.7). For some Lagrangians L which occur in physical problems the corresponding functions φ E can be found explicitly. The implicit-function theorem applied to Eq. (3.7) permits us to compute the derivatives
Thus the function φ E determined by Eq. (3.7), due to the implicit-function theorem and Euler's identity, is homogeneous of degree one in the variables x i . This in turn implies that the relation (3.9) is covariant with respect to reparametrizations τ → τ .
As was already said, the Lagrangian Λ does not explicitly depend on θ. Now we are prepared to transform Λ to a corresponding Routh function, denoted here by
In accordance with Section 1, the Lagrangian L E describes a reduced system which resulted from eliminating the information about the time evolution from the original system with the Lagrangian L. The variables x i that remain describe trajectories (i.e. spatial paths) of the system. The first Lagrangian of such type was, in a special case, found by Jacobi. Therefore, L E is called here the Jacobi Lagrangian of a Lagrangian L which does not depend explicitly on time t. Due to the homogeneity of the function φ E , it follows from the definition (3.11) that L E is a homogeneous function of degree one in the variables x i . To my knowledge, this derivation of L E was never published before.
Lagrange equations of a homogeneous Lagrangian.
Let us for a moment turn over to a review of some of the peculiarities of a Hamilton-like principle formulated
which is a homogeneous function of degree one in the variables x j .
Upon making the usual assumptions about the variations δx i (τ ), the action
leads us to the system of Euler-Lagrange differential equations
which, however, due to the homogeneity of L H , are not independent of one another, for their r.h. sides satisfy a strong identity x i δL H δx i ≡ 0. In applications, one usually assumes that the rank of the Hesse matrix of the Lagrangian L H equals n − 1, which means that the r.h. sides of Eqs. (4.2) do not satisfy any further strong identities of a similar kind.
A consequence of this assumption is that the solution to an initial value problem of the equations of motion (4.2) is not unique, but can be expressed in terms of one arbitrary function. This can be more precisely stated as
is a homogeneous function with respect to x j of degree one, and the Hesse matrix
is also a solution of Eqs. (4.2).
Proof. This follows by inspection.
Let us discuss now the procedure of integrating the Lagrange equations (4.2). The discussion may be held in either of the following two equivalent ways: (·) are here the same as before, by eliminating now ψ(τ ), we must derive the same n − 1 relations as in the first case, which can be also written in a more universal form
Here the arguments q 
where F n : R n → R is a smooth function chosen in such a way that
and besides that chosen arbitrarily, we can solve the system of n Eqs. 
One introduces, as usual, by means of reparametrizations an equivalence relation in the set of parametrized curves in Q n × R. After dividing the set by this equivalence relation, one obtains a set of oriented loci of points in Q n × R which are called world lines over corresponding trajectories from the the family {P 1 } ⊂ Q n . In this context, the space Q n × R is called sometimes the space of states 1) over the configuration space Q n . The Jacobi action principle (4.1) when considered alone, or, more precisely, its Lagrange equations (4.2) together with appropriate initial conditions, allow us to determine only the set of trajectories {P 1 } in Q n . The foliation (4.4) introduces an additional piece of information that after all steps described above lifts every trajectory from {P 1 } to a corresponding world line.
The lift of trajectories on the level of differential equations.
The starting point of the procedure of lifting the trajectories, which was described at the end of the previous subsection, was based on the knowledge of solutions (4.3) of differential equations. An analogous procedure can also be performed by starting from the differential equations (4.2) directly. To this end, one should reduce the number of Eqs. (4.2) by one, and take into account only n − 1 equations
δL H δx K = 0, where K = 1, . . . , n − 1. The equations above ought then be supplemented by an n-th equation of the form
where φ is an arbitrary smooth function that satisfies the condition
1) According to Synge's terminology, see [6] .
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The system of equations (4.5) and (4.6), together with appropriate initial conditions, determines then a unique solution x i = x i (τ ). A freedom of choice of the function φ in (4.6) corresponds to the freedom of reparametrization of the solution. There exists a canonical choice of parametrization, which does not depend on any external element to the dynamics defined by Eqs. (4.1). It consists in taking for the function φ in (4.6) the square of the homogeneous Lagrangian L H which defines the action (4.1). The corresponding parametrization of the solution of (4.2) is then its Finslerian arc length, see e.g. [5] . In general, the parametrizations introduced in the way described in the present subsection are non-integrable.
4.3.
The Jacobi Lagrange equations. Let us return to the case when L H is equal to the Jacobi Lagrangian L E . The action (4.1) takes then the form
Now the fact that the rank of the Hesse matrix of the Jacobi Lagrangian is equal to n − 1 need not be assumed any more, because it is a consequence of the original dynamical Lagrangian L being a non-degenerate one (a proof can be found in the Appendix of [2] ). If all the information we have or would like to make use of is only the Lagrangian L E , then one should take into account that the lemma formulated at the beginning of Section 4 applies also to solutions of the Jacobi Lagrange equations
These equations, together with appropriate initial conditions, can thus, in virtue of the lemma, determine only trajectories P 1 described either by Eqs. (4.3) or in the form q
. . , n − 1. In the literature, mainly for the so-called natural Lagrangians, also the world lines over the trajectories were considered, comp. e.g. [3] or [7] , which were parametrized by their Jacobi arc length. The description of these world lines suffers certain anomalies. In Section 5, Example 5.2, physical reasons for such an anomalous behaviour are exhibited.
Usually, besides knowing L E , we have also at our disposal the knowledge of the final form of the energy function G(q i ,q j ) and/or of the function φ E (x i , x j ), defined in an implicit form by Eq. (3.7) . In such a case, in addition to the trajectory, one can find the complete motion of the system determined by the original Lagrangian L, corresponding to a chosen value E of the energy constant. To that end, one has to complete the Jacobi Lagrange equations (4.9)-or, to be more precise, the n − 1 equations arbitrarily picked out from the system (4.9)-by an equation of the type (3.9). In this connection, there are two equivalent procedures that permit us to find the motion q i (t) of the dynamical system under consideration.
The first of them consists in taking any particular solution x i (τ ) of (4.9) which satisfies the required initial conditions at τ = τ 0 . One substitutes then this solution, together with its first derivatives, for the arguments of the function φ E , obtaining a functionφ E (τ ). The integral
determines then a function θ such that in accordance with the Jacobi reduction procedure t = θ(τ ), and q
(t)) is the motion of the original dynamical system with the action (3.2). At t 0 = τ 0 this motion satisfies initial conditions which can be computed from those fulfilled by the solution x i (τ ). The second procedure starts by observing that for τ = t, θ (τ ) = 1, which implies that x i = q i , and thus
The equations (4.9) are valid for any choice of parametrization. So we can write them for τ = t, replace
2)
the arguments in L E by q i andq j , and select from the so prepared equations (4.9) any 3) n − 1 equations
. . , n − 1. By virtue of the Jacobi reduction procedure, one can easily prove that
Since ∂φ E ∂q j is proportional to ∂G ∂q j , it is evident that the condition (4.7) remains valid after we replace in it φ by φ E and L H by L E . Thus the initial value problem posed on the system of n equations (4.10) and (4.11) has a unique solution q k = q k (t) which determines the motion of the dynamical system with the Lagrangian L(q i (t),q j (t)) not depending explicitly on the Newtonian time t. Of course, in the procedure just described, the replacement of the constraint condition (4.10) by the condition
would not have any influence upon the final solution. From a physical point of view, the pair (q i (t), t) geometrically represents a world line in the space of states Q n × R in which the unit taken along the real axis R is equal to the unit of the Newtonian time t. In the space of states the parameter description of world lines with the aid of t is evidently integrable.
The Jacobi action principle (4.8), which implies the Jacobi Lagrange equations (4.9), permits us to find only a geometric trajectory being a projection of the world line (q i (t), t) on the configuration space Q n . The described above procedure of integrating the equations 2) Of course, while making such a replacement, we are not allowed to employ condition (4.10) before performing all the differentiations in the Lagrange equations (4.2). The substitution, for instance, of Eq. (4.10) into (3.11) would lead to a nonsense.
3) It ought to be remembered that any equations so selected are independent of one another due to the fact that the Hesse matrix of L E is of rank n − 1. i. What data should be added to the knowledge of L H , in order to be able to lift tra-
ii. What is the algorithm that enables us to determine L in terms of an arbitrarily given L H and the necessary additional data that make the solution to the problem unique? A problem of this kind was formulated and solved in [2] under the name of inverse Jacobi problem. Now I would like to review the solution and add some comments on it.
A suggestion following from Section 4.3 is that a good candidate for the abovementioned additional data would be another arbitrarily assigned function G(q i ,q 
) is treated as a given function, and the dependence of L and G on q i is here suppressed since from the point of view of the differential equation (5.1) the variables q i ought to be treated as parameters. Equation (5.1) determines the class of Lagrangians L such that every one of them has the same energy function G. Applying the standard method of integration of partial linear differential equations, each Lagrangian L from that class is found in [2] in terms of a quadrature as a functional of the energy function G. This result is achieved in the following way. Equation (5.1) is transformed to a linear homogeneous equation
where L plays the role of an n + 1-th independent argument of a function V which implicitly defines L as a function of v
As is shown in [2] , the characteristic equations to Eq. (5.2) admit a system of independent first integrals (5.4)
In accordance with the general method of solving partial differential equations of the first order, the general solution of Eq. (5.2) is of the form
where V is an arbitrary function of n + 1 variables. Therefore, from Eq.
is an arbitrary function homogeneous of degree one in the variables v j . This is a general formula that determines a class of Lagrangians L describing a conservative dynamical system in terms of an a priori assigned energy function G of the system and an arbitrary homogeneous Lagrangian Λ. Formula (5.6) could also be helpful when one would like to decide whether a given conservative dynamical system is a Lagrangian one.
To solve the inverse Jacobi problem, we have to remove the arbitrariness of Λ by making use of the requirement that a given homogeneous Lagrangian L H (x i , x j ) be the Jacobi Lagrangian corresponding to the Lagrangian L determined by Eq. (5.6).
In order to be able to use the definition (3.11) of L E , we have to find first the function φ E by solving the equation
where G is now the freely given energy function that was used in Eqs. (5.1) or (5.2) and E is an arbitrary constant. Then, after taking into account that the function Λ is homogeneous of degree one in the second set of its arguments, from (5.6) we obtain
We substitute now the expression (5.8) just computed into formula (3.11) on the r.h. side of which we replace L E by L H . All of this gives us an equation 
, and with an unknown value of the energy constant. While keeping all these quantities unknown, one still can substitute the energy function (5.13), the function φ E in the form (5.14), and the energy constant E into formula (5.11), and look for the outcome. After some algebra, one obtains
Thus, taking into account the occurrence of unknown quantities in Eq. (5.17), there is a large variety of Lagrangians L that determine the same Jacobi Lagrangian (5.16). The requirement that L be natural decreases this variety to
where each Lagrangian L a is labelled by a non-vanishing arbitrary constant a. All the Lagrangians L a given by Eq. (5.18), each L a for the energy constant being equal to E/a, lead one to the same Jacobi Lagrangian (5.16). First by fixing the value of the energy constant, i.e. by fixing a and E, one can assure the uniqueness of L. The richness of the class of Lagrangians L to which a single Jacobi Lagrangian can be lifted, when there is no other information left except for that given by Eq. (5.16), accounts for singular behaviour of Jacobi Lagrangians of natural systems studied e.g. in [3] or [7] .
The last example indicates that the knowledge of the Jacobi Lagrangian L E , supplemented even by some requirements of a general nature, is not sufficient for a unique reconstruction of the original Lagrangian L. In accordance with Eq. (5.11) it is information contained in the triple (L E (x i , x j ), G(q i ,q j ), E) that is equivalent to the original dynamics described by the Lagrangian L(q i ,q j ).
