Abstract-In downlink multiuser multiple-input-multipleoutput (MU-MIMO) systems, users are practically heterogeneous. However, many existing user-scheduling algorithms are designed with an implicit assumption that users are homogeneous. In this paper, we revisit the problem by exploring the characteristics of heterogeneous users from a subspace viewpoint. With an objective of minimizing interference nonorthogonality among users, three new angular-based user-scheduling criteria are proposed. While the first criterion is heuristically determined by identifying the incapability of the largest principal angle to characterize subspace correlation and, hence, interference nonorthogonality between users, the second and third criteria are derived by using the sum rate capacity bounds with block diagonalization and the change in capacity by adding a new user into an existing user subset, respectively. Aiming to capture fairness among heterogeneous users while maintaining multiuser diversity gain, two new hybrid user-scheduling algorithms, whose computational complexities are only linearly proportional to the number of users, are proposed. We show by simulations the effectiveness of our proposed user-scheduling criteria and algorithms with respect to those commonly used in a homogeneous environment.
I. INTRODUCTION

F
OR multiuser multiple-input-multiple-output (MU-MIMO) systems, a great number of linear precoding algorithms have been proposed to improve sum rate capacity with reasonable computational complexity. Block diagonalization (BD) is one of the popular choices due to its capability of approaching the capacity and its ease in practical implementation [1] . In an overloaded system that supports a very large number of users, user scheduling is necessary as the base station (BS) cannot usually simultaneously serve such a large number of users for two key reasons: First, there are far more users to be supported than the number of transmit antennas available at the BS, which violates the dimensionality constraint of BD [1] . Second, interference nonorthogonality among users always exists [2] . In other words, instantaneous channels among users are nonorthogonal to one another, which result in mutual interuser interference. There are two common types of scheduling algorithms, i.e., user selection and user grouping. For the former, whose objective is to select a subset of users for scheduling, it is natural to find an optimal subset by using exhaustive search, but it is very computationally demanding, even for a moderate number of users. In this context, a large number of suboptimal yet simplified algorithms have been proposed, whose fundamental idea is to maximize system performance according to various user selection criteria [2] - [4] . On the other hand, usergrouping algorithms take fairness into account and schedule all users to be served over consecutive scheduling units. In particular, all users are divided into a number of groups by certain criteria [5] , [6] , whose aim is to maximize system performance while minimizing spatial correlation among users per group.
For the aforementioned user-scheduling algorithms, an effective performance metric is required in selecting either an optimal subset of users or an optimal scheduling arrangement. There is a large body of literature focused on uncorrelated downlink MU-MIMO systems with homogeneous users (e.g., [7] - [9] ). For systems with heterogeneous users, the task of designing an efficient user-scheduling metric becomes more challenging, because there are more system parameters to consider. Although there are some recent works that consider scheduling strategies for users with different received signalto-noise ratios (SNRs) [10] and different numbers of receive antennas [11] , there is a lack of works addressing the combined problem based on the scheduling criteria. Naturally, an interesting question that comes to mind is whether those heuristical scheduling criteria/metrics employed in homogeneous MIMO broadcast channels are still applicable in heterogeneous environments. In this paper, we try to answer this question by studying users' channel characteristics in a subspace approach and designing effective user-scheduling metrics from a geometric viewpoint. The main contributions are summarized here.
1)
We take into account the characteristics of principal angles between channels of heterogeneous users and propose three angular-based scheduling criteria that achieve larger sum rate capacity than existing criteria. 2) We propose two hybrid user-scheduling algorithms that take into account some key features of user-grouping and selection algorithms, i.e., to capture fairness among users and to maximize system performance in a greedy manner. No brute-force search is required, and the computational complexities are only linearly, rather than exponentially, proportional to the total number of users. Consider a subset of users T that has been scheduled for transmission. Denote x k as the transmit signal of user k in the group (i.e., k ∈ T ). Its receive signal y k is given by
is the channel matrix between the BS and user k, with ρ k being the average received power of the kth user, andH k is an arbitrary matrix that depends on the channel model employed. Furthermore, F k is a precoding matrix of the kth user. For practical consideration, we adopt BD [1] as the linear precoder. n k is the additive white Gaussian noise at the receive antennas of user k and is assumed to be a zero-mean independent and identically distributed (i.i.d.) Gaussian vector with variance σ 2 n . Assume that all channels are time invariant during the scheduling period and the BS has perfect channel state information for all users. To track the influence of the received SNR, we follow [10] and consider it as a function of the distance between the BS and a user, path loss exponent, and average transmit power per antenna.
III. SCHEDULING CRITERIA FOR HETEROGENEOUS USERS
A. Review on Metric Choice for Homogeneous Users
Considering channel matrices as the subspace spanned by their column vectors, mutual interference across users can be represented as the correlation of the corresponding subspaces. Some recent works have been attempted to measure the level of subspace correlation in either angular or subspace domain and utilize them as user-scheduling metrics. In the following, we will review the three common metrics:
1) Largest Principal Angle: To facilitate our subsequent discussion, we first review the definition of principal angle. [12] , [13] ): For any two nonzero subspaces U k , V j ⊆ C n , the principal angles between U k,1 = U k and V j,1 = V j are recursively defined to be the
Definition 1 (Principal Angle
where p = min{dim(U k ), dim(V j )}, u k,i , and v j,i are the vectors that construct the ith principal angle
From the definition, the cosine of the principal angle is the inner product of two vectors, and the minimal principal angle represents the largest inner product of any vectors in the two subspaces. If there exists an intersection between two subspaces, the minimal principal angle would be zero.
In [6] , a user-scheduling algorithm that aims at minimizing spatial correlation across users by arranging users with low interuser spatial correlation into one group is proposed. To determine the impact of spatial correlation of the kth user due to the remaining users, the largest principal angle between the orthogonal basis of the row spaces of user k's transmission channel H k and its interference channelH
T is utilized, and the resulting largest principal angle of each user is used as a scheduling metric. In Section IV, we will discuss why this algorithm motivates us to propose two reduced-complexity greedy-based hybrid user-scheduling algorithms.
2) Subspace Collinearity: Subspace collinearity is a criterion that reflects the similarity of two matrix subspaces, and it can be used for characterizing users' spatial separability [14] . In general, given two matrices M A and M B , their collinearity can be represented as [15] 
It is clear that the smaller the collinearity, the less the similarity of the two matrix subspaces.
3) Chordal Distance: Chordal distance is commonly used in limited feedback systems for codebook design, but it has also been recently considered as a user-scheduling criterion [16] . As referred to [17] , the chordal distance between two subspaces U k and V j with dimensions p and q is defined in terms of the user's principal angles as follows:
where P U k and P V j are the projection matrices of U k and V j , respectively.
B. Proposed User-Scheduling Criteria
In a downlink MU-MIMO channel with heterogeneous users, principal angles between two subspaces of dimensions 2 p and q possess the following specific characteristics:
where θ k,j,1 and θ k,j,p are the minimum and maximum principal angles, respectively. These three parts represent different physical meanings on subspace correlation (which models the mutual interference among users). For Part I, which consists of m zero principal angles, they represent m overlapped and fully correlated bases of the two subspaces. As for the second part, which is composed of n − m principal angles whose values lie between 0 and π/2, the corresponding bases of the two subspaces are nonoverlapped but nonorthogonal with one another, which result in partial subspace correlation. Regarding the third part, which contains q − n principal angles of π/2, it means that there are q − n orthogonal principal angles.
To understand the characteristics of (1), we consider an example in which there are two heterogeneous users k and j with p = M R k and q = M R j receive antennas, respectively, and their instantaneous channel matrices are nonorthogonal to one another because of, e.g., their close proximity. Denote by U k and V j the two subspaces of dimensions p and q that are spanned by the columns of their channel matrices. Assuming that the overlapped dimension of the channel subspaces is m, we have dim(U k ∩ V j ) = m and, hence, m zero principal angles [cf., Part I in (1)]. For the nonoverlapped counterpart of dimension p − m, there exists p − n mutually orthogonal components that correspond to the p − n largest principal angles of π/2 (cf., Part III), whereas the remaining n − m principal angles are nonorthogonal with one another and represent those principal angles with values between 0 and π/2 (cf., Part II).
As referred to the aforementioned characteristics, subspace correlation is reduced if the principal angles are as large as possible. For user-scheduling algorithms that aim at minimizing subspace correlation and, hence, interference nonorthogonality among users, it means that the user-selection/grouping criteria should be designed in such a way that users with a smaller dimension of Part I and a larger dimension of Part III can be simultaneously served. This important observation leads us to understand that single-dimensional information, e.g., the largest/smallest principal angles, is sometimes not enough to characterize the correlation between two subspaces. For example, if U k and V j are subspaces of unequal dimensions that have a nontrivial intersection, then θ k,j,min = 0, and θ k,j,max = π/2; however, neither of them might convey the desired information on whether these subspaces are highly correlated. Similarly, although subspace collinearity reflects the similarity of two subspaces, it is an indirect measure because of its heuristic re- 2 Without loss of generality, we assume p ≤ q. flection of the orthogonality of the channel matrices. Likewise, chordal distance requires the compared subspaces U k and V k to be of the same dimension. If the subspaces are of different dimensions, the lower dimension is usually adopted, which may result in inaccurate measure for systems with heterogeneous users. Therefore, it would be interesting to consider not only the largest and smallest principal angles but also those "intermediate angles." In the following, we propose three userscheduling criteria that take into account all principal angles, as given in (1).
Geometrical angle, i.e., the angle ψ k,j = (U k , V j ) between the two subspaces, is defined as [18] 
where u k,i , v j,i , and θ k,j,i are defined in Definition 1. Given two users k and j with channel matrices H k and H j , without loss of generality, we assume p = rank(H k ) ≤ rank(H j ) = q. Geometrical angle can be alternatively defined as [18] 
where
is a cross-correlation matrix that is represented in inner product form.
In general, the value of cos 2 ψ k,j represents the ratio between the volume of the parallelepiped spanned by the projection of the basis vectors of the lower dimension subspace on the higher dimension subspace and the volume of the parallelepiped spanned by the basis vectors of the lower dimension subspace. Fig. 1(a) shows a 2-D example. By definition, geometrical angle refers to the ratio of the area of the projection of plane A onto plane B to that of plane A itself. It is clear that cos 2 ψ k,j is larger (or the angle ψ k,j is smaller) when the planes are closer, and vice versa. In our case, the level of subspace correlation between two users is characterized by the degree of overlapping between the corresponding channel subspaces. In particular, if the correlation is severe, the corresponding channel subspaces get closer to each other, and hence, the geometrical angle is smaller. In other words, there are more principal angles of zeros and fewer principal angles of π/2 in (1). Aiming to minimize subspace correlation and, hence, interference nonorthogonality among the scheduled users, an effective user-scheduling criterion should select for users with larger geometrical angles ψ k,j or, equivalently, a smaller value of cos 2 ψ k,j , i.e.,
where C is the candidate user pool. The metric M(H k , H j ) in (3) is introduced to denote the correlation of H k and H j , and is used as a scheduling criterion for user grouping.
2) Grouping-Oriented Criterion: Recall from our discussion in (1) that users with a smaller dimension of correlated basis (i.e., Part I) and a larger dimension of orthogonal basis (i.e., Part III) are preferred to be served together. Therefore, it is important for a user-grouping algorithm to take into account subspace correlation among users to minimize interference orthogonality on each group while maximizing the sum rate capacity. In the following, we re-express the sum rate capacity with BD in terms of principal angles and derive a scheduling metric that satisfies these two objectives.
Theorem 1 (Sum Rate Capacity Bounds of BD):
For a K-heterogeneous user downlink MU-MIMO system, the sum rate capacity with BD is bounded as
where θ k,k,i is the ith principal angle between the range space of the kth user's channelH k and its interference channelH k . Moreover, λ k,min and λ k,max are the minimum and maximum singular values ofH k . Proof 1: See Appendix A for details. It is clear from Theorem 1 that the sum rate capacity of the kth user is monotonically increased with its
, and the performance metric can be written as
This metric reflects the correlation of channel matrices between user k and the other users that intend to group together. To take into account those zero principal angles corresponding to the overlapped subspaces [cf., Part I in (1)], however, we prefer to use the cosine function, because the sine of zero principal angle is equal to zero. Hence, our grouping-oriented scheduling criterion is embodied as
Although bound (5) is not tight enough, it is sufficient to determine the relationship between one user and the other group members, as will be shown by simulations in Section V.
3) Selection-Oriented Criterion: Whereas the usergrouping algorithm serves all users once over an entire scheduling period, the user-selection algorithm serves only a subset of users at one time. For a selected user subset, an addition of a new user would induce a change in sum rate capacity ∆C that can be separated into two components [19] , i.e., the incremental gain in sum rate capacity C gain and the incremental capacity degradation C loss due to the interference of this new user on the existing users. If the gain surpasses the loss, the incoming user would exert a positive influence on the sum rate capacity, and vice versa. In view of this, one promising user selection criterion is to evaluate the impact of each user from the candidate user pool on the change in sum rate capacity of the user subset, followed by enrolling a user into the subset if it brings the largest and positive value of ∆C.
Theorem 2 (Change in Capacity Due to a New User [20] ): For a K-heterogeneous user downlink MU-MIMO system, the change in sum rate capacity when a new user is added in a selected user subset T is
where C gain quantifies the gain in sum rate capacity due to a new incoming user (user k), and it is approximated as
with ψ k,s = (H k , H s ) being the geometrical angle between the range spaces of the channel matrix of the new user (H k ) and the aggregated channel matrix of the existing users in the selected user subset (H s ); on the other hand, C loss denotes the loss in sum rate capacity resulting from the interference of this new user to existing users, and it is given by (8) with ψ j,s\j = (H j , H s \H j ) being the geometrical angle between the range spaces of the channel matrix of the jth user in the subset (H j ) and the aggregated channel matrix of the other selected users H s \H j , and a similar definition holds for
Proof 2: See Appendix B for details. C loss can be geometrically interpreted by the following example: Suppose that there are two users (user 1 and user 2) in an existing user subset and a new incoming user (user 3) whose effective channel lies in the intersection of the null spaces of H 1 and H 2 . With regard to (8) , the capacity loss due to user 3 is mainly due to two components: One is the projection of user 3's channel onto the null space of H 1 , followed by the range space of H 2 , and the other one is the projection of user 3's channel onto the null space of H 2 and then the range space of H 1 . As shown in Fig. 1(b) , the first component is equivalent to recursively project OA onto OB and then OC. Similarly, the second component is geometrically equivalent to a recursive projection of OA onto OE, followed by OD.
From Theorem 2, it is clear that the performance metric is to maximize the incremental improvement in (6), i.e.,
M(H
which measures the influence introduced by the incoming user (H k ) on the already selected users (H s ), and it is used as a scheduling criterion for user selection or hybrid user scheduling. Alternatively, a simplified user selection criterion is to solely consider C gain , i.e.,
Geometrically, this simplified criterion (10) refers to the volume of the parallelepiped spanned by the projection of the basis vectors of the range space ofH k onto the null space of H s . When comparing (10) with an alternative expression of geometrical angle to (3) in terms of sine function, their difference lies on the volume of channel matrix, i.e., ρ k det(H kH H k ). Nevertheless, the impact of the channel volume on C k vanishes when the number of users is asymptotically large, because a best user with ρ k det(H kH H k ) → 1 can always be found.
To sum up, our proposed criteria can be applied in various user-scheduling algorithms. In particular, the geometrical angle (3) and grouping-oriented criterion (5) are more suitable for user-grouping algorithms, because both criteria emphasize on the integrated effect of all involved users. On the other hand, the selection-oriented criteria (9) and (10) focus more on the impact of a newly recruited user on the sum rate capacity; therefore, they are more appropriate for user selection algorithms or our proposed hybrid user-scheduling algorithms.
IV. PROPOSED SCHEDULING ALGORITHMS FOR HETEROGENEOUS USERS
A. Conventional User-Grouping Algorithm [6]
Consider a downlink MU-MIMO system with K = 2L homogeneous users. Assume that the channel remains unchanged during the entire scheduling period of L timeslots such that these K users are divided into L groups of size G = 2. The objective of [6] is to design a user-scheduling algorithm that minimizes spatial correlation between two users per group while maximizing multiuser diversity by using the largest principal angle as the user-grouping criteria. In particular, given C 
is apparent that either the total degree of freedom per group cannot be fully utilized or a larger number of groups is required, 3 which results in a lower average sum rate capacity per group. On the other hand, if we set the group size according to the minimum number of receive antennas, the total number of receive antennas in a group will be larger than that of transmit antennas, which violates the dimensionality constraint of BD. 2) Huge computational complexity. Roughly speaking, the algorithm involves as many as C Because of these concerns, we develop two hybrid userscheduling algorithms that take into account some key features of user-grouping and user selection algorithms, i.e., capture fairness among users and maximize the system performance in a greedy manner. These two algorithms, which aim at minimizing group size and maximizing degree of freedom, are outlined in Tables I and II and summarized as follows. 
B. Algorithm 1: Group Number Minimization
In contrast to the conventional algorithm that considers a constant group size, we alternatively consider variable group size and minimize the number of groups N G required by set-
Each group is allowed to have different numbers of group members as long as its total number of receive antennas is smaller than or equal to M T , i.e., the total degree of freedom available for interference-free transmission with BD. In this case, we can ensure that the algorithm provides the same fairness as the conventional algorithm but requires a fewer number of groups. 4 For each group T (g) , where g = 1, . . . , N G , better users have higher priority in getting the resources. In particular, we select the best N G users with the largest Frobenius norm from the candidate user pool C = {1, . . . , K} and assign them to be the first user of each group (cf., lines 4-8 of Table I ). For the remaining K − N G users, they will be assigned to one of the N G groups by certain criterion that aims at minimizing subspace correlation and interference nonorthogonality per group while maximizing the sum rate capacity. Taking into account the performance-and-complexity tradeoff, we consider the simplified selection-oriented criterion (10) . It is important mentioning that the idea of our approach is inspired by the idea of greedy selection but with two main differences. 1) While typical user selection algorithms aims at choosing the "best" user for a group/user subset, our algorithm alternatively help users select the best group. 2) No user is allowed to be assigned into more than one group. In other words, each user is served by the BS only once within an entire scheduling period of N G timeslots. The selection procedure is summarized as follows: First, we identify a user (e.g., user k) with the largest Frobenius norm from the updated candidate user pool. Then, the simplified selection-oriented criterion is executed by selecting a group T (g) that has the largest incremental gain in sum rate capacity due to the enrollment of this user while satisfying the dimensionality constraint of BD (cf., lines 13 and 14 of Table I) . If the constraint cannot be satisfied, this user will be assigned to the next best group. As a remark, once the user is selected, a user-shedding step [2] , [20] is performed to remove it from the candidate user pool (cf., line 21 of Table I ).
C. Algorithm 2: Degree-of-Freedom Maximization
The idea of this algorithm is to fully utilize the total degrees of freedom for every group, which, according to the dimensionality constraint of BD, is the number of transmit antennas at the BS M T . The algorithm is initialized by setting the group size to the number of transmit antennas, i.e., G = M T . User selection is started at the first group T (1) by choosing the first user out of the K total users in the candidate user pool C with the maximum Frobenius norm (cf., lines 5-8 of Table II) . Like the previous algorithm, a user-shedding step is performed such that the selected user will no longer be considered again in the next iterations.
Then, the next best users u k for T (1) are chosen from the updated candidate user pool according to the simplified selection-oriented criterion given in (10) (cf., lines 13 and 14 of Table II ). This selection process for T (1) is terminated when the sum of channel ranks of the existing users and the new incoming user is larger than the remaining degree of freedom, i.e., rank(H s ) + rank(H k ) > M T . Finally, the whole scheduling procedure repeats for the second group T (2) , and so on, until all of the K users have been assigned.
D. Advantages
Compared with the conventional user-grouping algorithm [6] , our algorithms have two main advantages. First, the average sum rate capacity is higher. Since the proposed algorithms provide an efficient mechanism in minimizing the number of groups required and utilize greedy-based criteria in enrolling as many users in one group as possible. Therefore, the total degree of freedom per group is better exploited, and the timeslots required for providing fairness are largely reduced, which results in a higher average sum rate capacity per group than [6] . The second advantage is a lower computational complexity. While the conventional user-grouping algorithm requires about 
V. NUMERICAL RESULTS
Monte Carlo simulations are provided to evaluate the effectiveness of our three proposed user-scheduling criteria and the two proposed hybrid user-scheduling algorithms in terms of the 10% outage capacity [21] , which is defined as the rate that the channel can support with 90% probability.
For simplicity, we consider a general Kronecker Product Form channel model [22] for the simulation, i.e., power of user k, with P T , d k , and α being the transmit power, the distance between the BS and the kth user, and path loss exponent, respectively. In addition, H k,w ∈C M R k ×M T is a zeromean unit-variance i.i.d. complex Gaussian matrix between the BS and the kth user, and
are the receive and transmit correlation matrices of user k, which can be modeled as
, respectively, with correlation coefficients γ r,k , τ t,k . Unless stated otherwise, the simulation configurations of some key parameters are listed as follows:
1) We employ BD as the linear precoding algorithm. Waterfilling policy is considered, even though the theorems are derived by following an equal power allocation policy. 2) M R k is randomly chosen from {1, . . . , N} with equal probability, where N is the largest number of receive antennas in the system. (5) with the largest principal angle, subspace collinearity, and chordal distance. Two baseline criteria, i.e., exhaustive search and random selection, are also considered. Fig. 2 shows the 10% outage capacity of these user-grouping criteria for a {1, 1, 1, 2, 3, 4} × 6 system. It can be observed that our proposed criteria outperform the largest principal angle. Furthermore, the groupingoriented criterion achieves the average sum rate capacity per group of the exhaustive search method at high SNR (P T /σ 2 n ) with fewer computational complexities.
To illustrate the effectiveness of our third proposed metric, i.e., selection-oriented criterion, we apply it into a greedy user selection algorithm whose details are presented as follows: Let C = {1, 2, . . . , K} and T = ∅ be the set of the candidate user pool and the scheduled user pool, respectively. The algorithm is initialized by specifying a maximum degree of freedom D that is available for interference-free transmission. Due to the dimensionality constraint of BD, it is usually an integer no larger than the total number of transmit antennas, i.e., D = M T . User selection is started by choosing the first user with the maximum Frobenius norm. i.e., u 1 = arg max u∈C H u F . The two user pools are updated accordingly as T = T ∪ {u 1 } and C = C\{u 1 }. Then, the next best users u k , where k ∈ C, are chosen from the updated candidate user pool according to the simplified selection-oriented criterion (10) as an illustrative example. The selection process will be terminated if the sum of channel ranks of the existing users in the subset and the new incoming user is larger than the remaining degree of freedom, i.e., rank(H s ) + rank(H k ) > M T . Fig. 3 shows the effectiveness of our proposed selection-oriented criterion. We consider a heterogeneous MU-MIMO broadcast channel, where the BS has 12 transmit antennas, and each of the 20 users is equipped with either one or two receive antennas. For comparison purposes, we have also considered the greedy zeroforcing algorithm with BD precoding [3] , [4] and applying the largest principal angle into the user-selection algorithm. As referred to the figure, it is clear that the largest principal angle does not perform well because of its incapability in reflecting users' spatial separability accurately. On the other hand, our proposed simplified selection-oriented criterion performs better than the greedy zero-forcing algorithm, and the performance difference increases with SNR (for example, from less than 5 b/s/Hz at 20 dB to more than 10 b/s/Hz at 40 dB). In addition to the simplified selection criterion, we have also shown the performance of the original version of our proposed criterion (9) that considers both C gain and C loss . It is seen that the capacity improvement is even higher, despite an increase in computational complexity, but the performance of the simplified criterion (10) would approach the original criterion (9) when the number of users is asymptotically large. It is because, when the number of users in the candidate user pool increases, we can always find a user with the largest gain in sum rate capacity and a relatively smaller capacity loss. Apart from comparing the performance of various userscheduling criteria from the SNR point of view, we also investigate into their performance in terms of the number of users available for scheduling. To demonstrate the effectiveness of (9), we also consider an optimal user selection by exhaustive search. As referred to Fig. 4 , it is seen that, at high SNR, the performance of our proposed selection-oriented criterion approaches that of the optimal user selection when the number of users is large enough (e.g., 30 users). There is also an interesting observation on geometrical angle. That is, while its sum rate capacity is the lowest among all possible criteria when there are only a few users in the candidate user pool, its performance increases with the number of users and approaches that of our proposed selection-oriented criterion. This observation is consistent with our findings in Section III-B that the impact of the channel volume [i.e., ρ k det(H kH H k ) in (9) and (10)] on the sum rate capacity vanishes when the number of users is asymptotically large.
Finally, we demonstrate the effectiveness of our hybrid userscheduling algorithms over [6] in a {1, 1, 1, 2, 3, 4} × 6 configuration. As discussed in Section IV-A, the group size of [6] is predetermined, and its average sum rate capacity per group is expected to be lower than that of our proposed algorithms. In view of these concerns, we apply an optimal usergrouping strategy by exhaustive search in [6] while considering a suboptimal yet simplified selection-oriented criterion (10) for our algorithms. It can be observed from Fig. 5 that, although our algorithms perform slightly inferior than [6] at low SNR due to the asymptotic SNR approximation (14) for C gain , they perform better at high SNR while requiring significantly fewer computational complexities.
VI. CONCLUSION
We have investigated the design of user-scheduling metrics for downlink MU-MIMO systems with heterogeneous users. We have studied users' channel characteristics in a subspace approach by representing mutual interference across users that originated from interference nonorthogonality as the interuser Fig. 5 . 10% outage capacity performance of two proposed hybrid userscheduling algorithm and the user-grouping algorithm [6] . A {1, 1, 1, 2, 3, 4} × 6 system is considered. The "Selection-Oriented Criterion" is applied for the proposed algorithms, whereas exhaustive search is applied for [6] .
subspace correlation and have found that those conventional subspace-based user-scheduling criteria that are commonly used in homogeneous users do not accurately reflect users' spatial separability. In response, we have designed from a geometric point of view three effective user-scheduling metrics that aim at maximizing sum rate capacity while minimizing interference nonorthogonality among users. We have also proposed two hybrid user-scheduling algorithms that can capture fairness among users while maximizing sum rate capacity in a greedy manner. When compared with the conventional user-scheduling algorithm, our proposed approaches have lower computational complexities and have shown to achieve a higher average sum rate capacity.
APPENDIX A PROOF OF THEOREM 1
For BD, the precoding matrix of user k is expressed as a product of two precoders F a k and
which the former is used for interference suppression and the latter for performance optimization. Here, the columns ofṼ (0) k act as basis vectors that span the null space of the interference channelH k , and β is chosen such that the total transmit power is less than the maximum transmit power constraint P T . Assuming equal power allocation (
, the sum rate capacity of user k is given by
where the first line is due to the zero-interference constraint of BD that ensuresH k F k = 0 [1] , and the second line is due to the definition of H k = √ ρ kHk , the equal power allocation policy, and eigenvalue decomposition ofH k , with Σ k = diag{λ k,1 , . . . , λ k,M R k } being its singular matrix and the columns ofV k . The sum rate capacity can be expressed in terms of the eigenvalue matrix of
whereL k is the rank ofH k , and Λ(·) represents the corresponding diagonal matrix. Although (11) is exact, it is not easy to obtain any insight; therefore, we resort to develop upper and lower bounds of C k by using the following propositions: Proposition 1 (Upper Bound on a Matrix Determinant [23] ): For any positive definite matrix M C and any positive integer m, the following relation holds: [24] ): For any two Hermitian positive semidefinite matrices
Proposition 2 (Trace Inequality for Matrix Product
holds, where λ i (·) is the ith singular value.
By using Proposition 1, (11) can be upper bounded as
Denote λ i (T k ) = sin θ k,k,i , with θ k,k,i being the ith principal angle of the two subspacesṼ
k . The sum rate capacity (12) can further be upper bounded as the following closed-form expression by using Proposition 2:
where λ k,max = λ k,1 is the maximum eigenvalue ofH k . Similarly, the capacity lower bound can be developed by using Proposition 2 as follows:
with λ k,mix = λ k,M R k being the minimum eigenvalue ofH k . This completes the proof of Theorem 1.
APPENDIX B PROOF OF THEOREM 2
For a K-heterogeneous user downlink MU-MIMO system, the sum rate capacity is updated by an amount ∆C when a new user is added in the selected user subset T [19] , i.e., ∆C = C gain − C loss where C gain refers to the gain in sum rate capacity due to this new user, and it is given by k . We can asymptotically approximate C gain with respect to SNR as
with θ k,s,i being the ith principal angle of the two subspaces V (1) k and V
s . Following the definition of geometrical angle in Section III-B, (13) is written as
Although the sum rate capacity is increased due to the incoming user k, its presence in the subset induces interference and, hence, performance loss with the existing users. Denoting the sum rate capacity before and after enrolling user k as C pre and C post , respectively, the loss in sum rate capacity C loss can be quantified in the following way: κ , where κ → ∞. Since our main focus is to investigate the first-order capacity change from a geometrical viewpoint, rather than to come up with an exact closed-form expression, we consider κ = 1 for the ease
