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Abstract
How might one “reduce” a graph? That is, generate a smaller graph that preserves
the global structure at the expense of discarding local details? There has been
extensive work on both graph sparsification (removing edges) and graph coarsening
(merging nodes, often by edge contraction); however, these operations are currently
treated separately. Interestingly, for a planar graph, edge deletion corresponds to
edge contraction in its planar dual (and more generally, for a graphical matroid
and its dual). Moreover, with respect to the dynamics induced by the graph
Laplacian (e.g., diffusion), deletion and contraction are physical manifestations
of two reciprocal limits: edge weights of 0 and∞, respectively. In this work, we
provide a unifying framework that captures both of these operations, allowing one
to simultaneously sparsify and coarsen a graph while preserving its large-scale
structure. The limit of infinite edge weight is rarely considered, as many classical
notions of graph similarity diverge. However, its algebraic, geometric, and physical
interpretations are reflected in the Laplacian pseudoinverse L†, which remains finite
in this limit. Motivated by this insight, we provide a probabilistic algorithm that
reduces graphs while preserving L†, using an unbiased procedure that minimizes
its variance. We compare our algorithm with several existing sparsification and
coarsening algorithms using real-world datasets, and demonstrate that it more
accurately preserves the large-scale structure.
1 Motivation
Many complex structures and phenomena are naturally described as graphs (eg,1 brains, social
networks, the internet, etc). Indeed, graph-structured data are becoming increasingly relevant to
the field of machine learning [2, 3, 4]. These graphs are frequently massive, easily surpassing our
working memory, and often the computer’s relevant cache [5]. It is therefore essential to obtain
smaller approximate graphs to allow for more efficient computation.
Graphs are defined by a set of nodes V and a set of edges E ⊆ V × V between them, and are often
represented as an adjacency matrix A with size |V | × |V | and density ∝ |E|. Reducing either of
these quantities is advantageous: graph “coarsening” focuses on the former, aggregating nodes while
respecting the overall structure, and graph “sparsification” on the latter, preferentially retaining the
important edges.
∗Both authors contributed equally to this work.
1The authors agree with the sentiment of the footnote on page xv of [1], viz, omitting superfluous full stops
to obtain a more efficient compression of, eg: videlicet, exempli gratia, etc.
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Spectral graph sparsification has revolutionized the field of numerical linear algebra and is used, eg, in
algorithms for solving linear systems with symmetric diagonally dominant matrices in nearly-linear
time [6, 7] (in contrast to the fastest known algorithm for solving general linear systems, taking
O(nω)-time, where ω ≈ 2.373 is the matrix multiplication exponent [8]).
Graph coarsening appears in many computer science and machine learning applications, eg: as
primitives for graph partitioning [9] and visualization algorithms2 [10]; as layers in graph convolution
networks [3, 11]; for dimensionality reduction and hierarchical representation of graph-structured
data [12, 13]; and to speed up regularized least square problems on graphs [14], which arise in a
variety of problems such as ranking [15] and distributed synchronization of clocks [16].
A variety of algorithms, with different objectives, have been proposed for both sparsification and
coarsening. However, a frequently recurring theme is to consider the graph Laplacian L = D −A,
where D is the diagonal matrix of node degrees. Indeed, it appears in a wide range of applications,
eg: its spectral properties can be leveraged for graph clustering [17]; it can be used to efficiently solve
min-cut/max-flow problems [18]; and for undirected, positively weighted graphs (the focus of this
paper), it induces a natural quadratic form, which can be used, eg, to smoothly interpolate functions
over the nodes [19].
Work on spectral graph sparsification focuses on preserving the Laplacian quadratic form ~x>L~x, a
popular measure of spectral similarity suggested by Spielman & Teng [6]. A key result in this field is
that any dense graph can be sparsified to O(|V | log |V |) edges in nearly linear time using a simple
probabilistic algorithm [20]: start with an empty graph, include edges from the original graph with
probability proportional to their effective resistance, and appropriately reweight those edges so as to
preserve ~x>L~x within a reasonable factor.
In contrast to the firm theoretical footing of spectral sparsification, work on graph coarsening
has not reached a similar maturity; while a variety of spectral coarsening schemes have been
recently proposed, algorithms frequently rely on heuristics, and there is arguably no consensus. Eg:
Jin & Jaja [21] use k eigenvectors of the Laplacian as feature vectors to perform k-means clustering
of the nodes; Purohit et al. [22] aim to minimize the change in the largest eigenvalue of the adjacency
matrix; and Loukas & Vandergheynst [23] focuses on a “restricted” Laplacian quadratic form.
Although recent work has combined sparsification and coarsening [24], they used separate algorithmic
primitives, essentially analyzing the serial composition of the above algorithms. The primary contri-
bution of this work is to provide a unifying probabilistic framework that allows one to simultaneously
sparsify and coarsen a graph while preserving its global structure by using a single cost function that
preserves the Laplacian pseudoinverse L†.
Corollary contributions include: 1) Identifying the limit of infinite edge weight with edge contraction,
highlighting how its algebraic, geometric, and physical interpretations are reflected in L†, which
remains finite in this limit (Section 2); 2) Offering a way to quantitatively compare the effects
of edge deletion and edge contraction (Section 2 and 3); 3) Providing a probabilistic algorithm
that reduces graphs while preserving L†, using an unbiased procedure that minimizes its variance
(Sections 3 and 4); 4) Proposing a more sensitive measure of spectral similarity of graphs, inspired
by the Poincaré half-plane model of hyperbolic space (Section 5.3); and 5) Comparing our algorithm
with several existing sparsification and coarsening algorithms using synthetic and real-world datasets,
demonstrating that it more accurately preserves the large-scale structure (Section 5).
2 Why the Laplacian pseudoinverse
Many computations over graphs involve solving L~x = ~b for ~x [25]. Thus, the algebraically relevant
operator is arguably the Laplacian pseudoinverse L†. In fact, its connection with random walks
has been used to derive useful measures of distances on graphs, such as the well-known effective
resistance [26], and the recently proposed resistance perturbation distance [27]. Moreover, taking
the pseudoinverse of L leaves its eigenvectors unchanged, but inverts the nontrivial eigenvalues.
Thus, as the largest eigenpairs of L† are associated with global structure, preserving its action will
preferentially maintain the overall “shape” of the graph (see Appendix Section G for details). For
instance, the Fielder vector [17] (associated with the “algebraic connectivity” of a graph) will be
2For animated examples using our graph reduction algorithm, see the following link:
youtube.com/playlist?list=PLmfiQcz2q6d3sZutLri4ZAIDLqM_4K1p-.
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preferentially preserved. We now discuss in further detail why L† is well-suited for both graph
sparsification and coarsening.
Attention is often restricted to undirected, positively weighted graphs [28]. These graphs have
many convenient properties, eg, their Laplacians are positive semidefinite (~x>L~x ≥ 0) and have a
well-understood kernel and cokernel (L~1 = ~1>L = ~0). The edge weights are defined as a mapping
W : E → R>0. When the weights represent connection strength, it is generally understood that
we → 0 is equivalent to removing edge e. However, the closure of the positive reals has a reciprocal
limit, namely we → +∞.
This limit is rarely considered, as many classical notions of graph similarity diverge. This includes
the standard notion of spectral similarity, where G˜ is a σ-spectral approximation of G if it preserves
the Laplacian quadratic form ~x>L
G
~x to within a factor of σ for all vectors ~x ∈ R|VG| [6]. Clearly, this
limit yields a graph that does not approximate the original for any choice of σ: any ~x with different
values for the two nodes joined by the edge with infinite weight now yields an infinite quadratic form.
This suggests considering only vectors that have the same value for these two nodes, essentially
contracting them into a single “supernode”. Algebraically, this interpretation is reflected in L†, which
remains finite in this limit: the pair of rows (and columns) corresponding to the contracted nodes
become identical (see Appendix Section C).
Physically, consider the behavior of the heat equation ∂t~x+ L~x = ~0: as we → +∞, the values on
the two nodes immediately equilibrate between themselves, and remain tethered for the rest of the
evolution.3 Geometrically, the reciprocal limits of we → 0 and we → +∞ have dual interpretations:
consider a planar graph and its planar dual; edge deletion in one graph corresponds to contraction in
the other, and vice versa. This naturally extends to nonplanar graphs via their graphical matroids and
their duals [29].
Finally, while the Laplacian operator is frequently considered in the graph sparsification and coarsen-
ing literature, its pseudoinverse also has many important applications in the field of machine learning
[30], eg: online learning over graphs [31]; similarity prediction of network data [32]; determining
important nodes [33]; providing a measure of network robustness to multiple failures [34]; extending
principal component analysis to graphs [35]; and collaborative recommendation systems [36]. Hence,
graph reduction algorithms that preserve L† would be useful to the machine learning community.
3 Our graph reduction framework
We now describe our framework for constructing probabilistic algorithms that generate a reduced
graph G˜ from an initial graph G, motivated by the following desiderata: 1) Reduce the number of
edges/nodes (Section 3.1); 2) Preserve L† in expectation (Section 3.2); and 3) Minimize the change
in L† (Section 3.3).
We first define these goals more formally. Then, in Section 3.4, we combine these requirements
to define our cost function and derive the optimal probabilistic action (ie, deletion, contraction, or
reweight) to perform to an edge.
3.1 Reducing edges and nodes
Depending on the application, it might be more important to reduce the number of nodes (eg,
coarsening a sparse network) or the number of edges (eg, sparsifying a dense network). Let r be
the number of prioritized items reduced during a particular iteration. When those items are nodes,
then r = 0 for a deletion, and r = 1 for a contraction. When those items are edges, then r = 1 for a
deletion, however r > 1 for a contraction is possible: if the contracted edge forms a triangle in the
original graph, then the other two edges will become parallel in the reduced graph (see Figure SI 3
in Appendix Section C). With respect to the Laplacian, this is equivalent to a single edge with
weight given by the sum of these now parallel edges. Thus, when edge reduction is prioritized, a
contraction will have r = 1 + τe, where τe is the number of triangles in the original graph G in which
the contracted edge e participates.
3In the spirit of another common analogy (edge weights as conductances of a network of resistors), breaking
a resistor is equivalent to deleting that edge, while contraction amounts to completely soldering over it.
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Note that, even when node reduction is prioritized, the number of edges will also necessarily decrease.
Conversely, when edge reduction is prioritized, contraction of an edge is also possible, thereby
reducing the number of nodes as well. For the case of simultaneously sparsifying and coarsening a
graph, we choose to prioritize edge reduction, although nodes could also be a sensible choice.
3.2 Preserving the Laplacian pseudoinverse
Consider perturbing the weight of a single edge e = (v1, v2) by ∆w. The change in the Laplacian is
L
G˜
− L
G
= ∆w~be
~b
>
e , (1)
where L
G˜
and L
G
are the perturbed and original Laplacians, respectively, and~be is the (arbitrarily)
signed incidence (column) vector associated with edge e, with entries
(be)i =
{
+1 i = v1−1 i = v2
0 otherwise.
(2)
The change in L† is given by the Woodbury matrix identity4 [39]:
L†
G˜
− L†
G
= − ∆w
1 + ∆w~b>eL
†
G
~be
L†
G
~be
~b
>
eL
†
G
. (3)
Note that this change can be expressed as a matrix that depends only on the choice of edge e,
multiplied by a scalar term that depends (nonlinearly) on the change to its weight:
∆L† = f
(
∆w
we
, weΩe
)
︸ ︷︷ ︸
nonlinear scalar
× Me︸︷︷︸
constant matrix
, (4)
where
f = −
∆w
we
1 + ∆wwe weΩe
, (5)
Me = weL
†
G
~be
~b
>
eL
†
G
, (6)
Ωe = ~b
>
eL
†
G
~be. (7)
Hence, if the probabilistic reweight of this edge is chosen such that E[f ] = 0, then we have
E[L†
G˜
] = L†
G
, as desired. Importantly, f remains finite in the following relevant limits:
deletion: ∆wwe → −1, f → (1− weΩe)
−1
contraction: ∆wwe → +∞, f → − (weΩe)
−1
.
(8)
Note that f diverges when considering deletion of an edge with weΩe = 1 (ie, an edge cut). Indeed,
such an action would disconnect the graph and invalidate the use of equation (3) (see footnote 4).
However, this possibility is precluded by the requirement that E[f ] = 0.
3.3 Minimizing the error
Minimizing the magnitude of∆L† requires a choice of matrix norm, which we take to be the sum of
the squares of its entries (ie, the square of the Frobenius norm). Our motivation is twofold. First, the
algebraically convenient fact that the Frobenius norm of a rank one matrix has a simple form, viz,
me ≡ ‖Me‖F = we~b>eL†GL†G~be. (9)
Second, the square of this norm behaves as a variance; to the extent that theMeassociated to different
edges can be treated as (entrywise) uncorrelated one can decompose multiple perturbations as follows:
E
[∥∥∥∑∆L†∥∥∥2
F
]
≈
∑
E
[∥∥∆L†∥∥2F], (10)
4This expression is only officially applicable when the initial and final matrices are full-rank; additional care
must be taken when they are not. However, for the case of changing the edge weights of a graph Laplacian, the
original formula remains unchanged [37, 38] (so long as the graph remains connected), provided one uses the
definitions in Section 3.5 (see also Appendix Sections C and F).
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which allows the single-edge results from Section 3.4 to be iteratively applied to our reduction
algorithm, which has multiple reductions (Section 4). In Appendix Section A, we empirically validate
this approximation using synthetic and real-world networks, showing that this approximation is either
nearly exact or a conservative estimate.
For subtleties associated with edge contraction (see Appendix Section F, in particular equation (39)).
3.4 A cost function for spectral graph reduction
Combining the discussed desiderata, we choose to minimize the following cost function:
C = E
[∥∥∆L†∥∥2F]− β2E[r] , (11)
subject to
E
[
∆L†
]
= 0 , (12)
where the parameter β controls the tradeoff between number of prioritized items reduced r and error
incurred in L†. This cost function naturally arises when minimizing the expected squared error for a
given expected amount of reduction (or equivalently maximizing the expected number of reductions
for a given expected squared error).
We desire to minimize this cost function over all possible reduced graphs. As, when reducing
multiple edges, E[r] is additive and the expected squared error is empirically additive, we are able
to decompose this objective into a sequence of minimizations applied to individual edges. Thus,
minimization of this cost function for each edge acted upon can be seen as a probabilistic greedy
algorithm for minimizing the cost function for the final reduced graph.
Here, we describe the analytic solution for the optimal action (ie, probabilistically choosing to delete,
contract, or reweight) to be applied to a single edge. We provide the solution in Figure 1, and a
detailed derivation in Appendix Section B.
For a given edge e, the values of me, weΩe, and τe are fixed, and minimizing the cost function (11)
(given (12)) results in a piecewise solution with three regimes, depending on the value of β: 1) When
β < β1(me, weΩe, τe) = min(β1d, β1c), β is small compared with the error that would be incurred
by acting on this edge, thus it should not be changed; 2) When β > β2(me, weΩe, τe), β is large for
this edge, and the optimal solution is to probabilistically delete or contract this edge (pd + pc = 1;
no reweight is required); and 3) In the intermediate case (β1 < β < β2), there are two possibilities,
depending on the edge and the choice of prioritized items: if β1d < β1c, the edge is either deleted or
reweighted, and if β1c < β1d, the edge is either contracted or reweighted.
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Figure 1: Left: Minimizing C for a single edge e. There are three regimes for the solution, depending on the
value of β. When node reduction is prioritized, set τe = 0. Right: Values of β dividing the three regimes.
Note that when edge reduction is prioritized, the number of triangles enters the expressions, and when node
reduction is prioritized, there is no deletion in the intermediate regime. However, for either choice, both deletion
and contraction can have finite probability, and the algorithm does not exclusively reduce one or the other. Thus,
when simultaneously sparsifying and coarsening a graph, the prioritized items may be chosen to be either edges
or nodes. We re ark that the values of β1d, β1c, and β2 might be of independent interest as measures of edge
importance for analyzing connections in real-world networks.
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3.5 Node-weighted Laplacian
When nodes are merged, one often represents the connectivity of the resulting graph G˜ by a matrix
of smaller size. To properly compare the spectral properties of G˜ with those of the original graph
G, one must keep track of the number of original nodes that comprise these “supernodes” and
assign them proportional weights. The appropriate reduced Laplacian L
G˜
(of size |V˜G| × |V˜G|) is then
W−1n B
>WeB , where the W are the diagonal matrices of the node weights
5 and the edge weights of
G˜, respectively, and B is its signed incidence matrix with columns given by (2).
Moreover, one must be careful to choose the appropriate pseudoinverse of L
G˜
, which is given by
L†
G˜
=
(
L
G˜
+ J
)−1 − J , (13)
J =
1
~1>~wn
~1~w>n , (14)
where ~wn ∈ R|
VG|
>0 is the vector of node weights. Note that L
†
G˜
L
G˜
= L
G˜
L†
G˜
= I − J , the appropriate
node-weighted projection matrix.
To compare the action of the original and reduced Laplacians on a vector ~x ∈ R|VG| over the nodes
of the original graph, one must “lift” L
G˜
to operate on the same space as L
G
. We thus define the
mapping from original to coarsened nodes as a |V˜G| × |VG| matrix C , with entries
cij =
{
1 node j in supernode i
0 otherwise. (15)
The appropriate lifted Laplacian is L
G˜,l
= C>L
G˜
W−1n C . Likewise, the lifted Laplacian pseudoin-
verse is L†
G˜,l
= C>L†
G˜
W−1n C (see Appendix Section C for a detailed rationale of these definitions).
4 Our graph reduction algorithm
Using this framework, we now describe our graph reduction algorithm. Similar to many graph
coarsening methods [41, 42], we obtain the reduced graph by acting on the initial graph (as opposed
to adding edges to an empty graph, as is frequently done in sparsification [43, 44]).
Care must be taken, however, as simultaneous deletions/contractions may result in undesirable
behavior. Eg, while any edge that is itself a cut-set will never be deleted (as weΩe = 1), a collection
of edges that together make a cut-set might all have finite deletion probability. Hence, if multiple
edges are simultaneously deleted, the graph could become disconnected. In addition, the single-edge
analysis could underestimate the change inL† associated with simultaneous contractions. Eg, consider
two highly-connected nodes that are each the center of a different community, and a third auxiliary
node that happens to be connected to both: contracting the auxiliary node into either of the other two
would be sensible, but performing both contractions would merge the two communities.
Algorithm 1 describes our graph reduction scheme. Its inputs are: G, the original graph; q, the
fraction of sampled edges to act upon per iteration; d, the minimum expected decrease in prioritized
items per edge acted upon; and StopCriterion, a user-defined function. With these inputs, we
implicitly select β. Let β?,e be the minimum β such that E[r] ≥ d for edge e. For each iteration, we
compute β?,e for all sampled edges, and choose a β such that a fraction q of them have β?,e < β.
We then apply the corresponding probabilistic actions to these edges. The appropriate choice of
StopCriterion depends on the application. Eg, if one desires to bound the accuracy of an algorithm
that uses graph reduction as a primitive, limiting the Frobenius error in L† is a sensible choice (it is
trivial to keep a running total of the estimated error, see Appendix Section A). On the other hand, if
one would like the reduced graph to be no larger than a certain size, then one can simply continue
reducing until this point. While both criteria may also be implicitly implemented via an upper bound
on β, the relationship is nontrivial and depends on the structure of the graph.
The aforementioned problems associated with simultaneous deletions/contractions can be eliminated
by taking a conservative approach: acting on only a single edge per iteration. However, this results
in an algorithm that does not scale favorably for large graphs. A more scalable solution involves
5Wn is often referred to as the “mass matrix” [40]. We note that the use of the random walk matrix D−1L
can be seen as using the node degrees as a surrogate for the node weights.
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Algorithm 1 ReduceGraph
1: Inputs: graph G, fraction of sampled edges to act upon q, minimum E[r] per edge acted upon d, and a
StopCriterion
2: Initialize G˜0 ← G, t← 0, stop← False
3: while not (stop) do
4: Sample an independent edge set
5: for (edge e) in (sampled edges) do
6: Compute Ωe, me (see equations (7) and (9))
7: Evaluate β?e, according to d (see Tables in Figure 1)
8: end for
9: Choose β such that a fraction q of the sampled edges (those with the lowest β?e) are acted upon
10: Probabilistically choose to reweight, delete, or contract these edges
11: Perform reweights and deletions to G˜t
12: Perform contractions to G˜t
13: G˜t+1 ← G˜t, t← t+ 1
14: stop← StopCriterion(G˜t)
15: end while
16: return reduced graph G˜t
carefully sampling the candidate set of edges. In particular, we are able to significantly ameliorate
these issues by sampling the candidate edges such that they do not have any nodes in common (ie,
the sampled edges form an independent edge set). Not only does this eliminate the possibility of
“accidental” contractions, but, empirically, it also suppresses the occurrence of graph disconnections
(the small fraction that become disconnected are restarted). At each iteration, our algorithm finds a
random maximal independent edge set in O(|V |) time using a simple greedy algorithm.6 In practice,
the size of such a set scales as O(|V |) (although it is easy to find families for which this scaling does
not hold, eg, star graphs). Our algorithm then computes the Ωe and me of these sampled edges, and
acts on the fraction q with the lowest β?e.
The main computational bottleneck of our algorithm is computing Ωe andme (equation (9)). However,
we can draw on the work of [20], which describes a method for efficiently computing ε-approximate
values of Ωe for all edges, requiring O˜(|E| log |V |/2) time. With minimal changes, this procedure
can also be used to compute approximate values of me with similar efficiency (in Appendix Section F,
we discuss the details of how to efficiently compute approximations of me). As we must compute
these quantities for each iteration, we multiply the running time by the expected number of iterations,
O(|E|/qd|V |). Empirically, we find that one is able to set q ∼ 1/16 and d ∼ 1/4 with minimal loss
in reduction quality (see Appendix Section E). Thus, we expect that our algorithm could have a
running time of O˜(〈k〉|E|), where 〈k〉 is the average degree. However, in the following results, we
have used a naive implementation: computing L† at the onset, and updating it using the Woodbury
matrix identity.
5 Experimental results
In this section, we empirically validate our framework and compare it with existing algorithms.
We consider two cases of our general framework, namely graph sparsification (excluding regimes
involving edge contraction), and graph coarsening (prioritizing reduction of nodes). In addition,
as graph reduction is often used in graph visualization, we generated videos of our algorithm
simultaneously sparsifying and coarsening several real-world datasets (see footnote 2 and Appendix
Section I).
5.1 Hyperbolic interlude
When comparing a graph G with its reduced approximation G˜, it is natural to consider how relevant
linear operators treat the same input vector. If the vector L
G˜,l
~x is aligned with L
G
~x, the fractional error
in the quadratic form ~x>L~x is a natural quantity to consider, as it corresponds to the relative change in
the magnitude of these vectors. However, it is not so clear how to compare output vectors that have
6Specifically, randomly permute the nodes, and sequentially pair them with a random available neighbor (if
there is one). The obtained set contains at least half as many edges as the maximum matching [45].
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an angular difference. Here, we describe a natural extension of this notion of fractional error, which
draws intuition from the Poincaré half-plane model of hyperbolic geometry. In particular, we choose
the boundary of the half-plane to be perpendicular to ~x and compute the geodesic distance between
L
G
~x and L
G˜,l
~x, viz,
d~x(L0,L1)
def
= arccosh
(
1 +
∥∥(L0 − L1)~x∥∥22 ∥∥~x∥∥22
2
(
~x>L0~x
)(
~x>L1~x
) ) , (16)
where L0 and L1 are positive definite matrices (for now).
We define the hyperbolic distance between these matrices as
dh(L0,L1)
def
= sup
~x
d~x(L0,L1) . (17)
This dimensionless quantity inherits the following standard desirable features of a dis-
tance: symmetry and non-negativity, dh(L0,L1) = dh(L1,L0) ≥ 0; identity of indiscernibles,
dh(L0,L1) = 0⇐⇒ L0 = L1; and subadditivity, dh(L0,L2) ≤ dh(L0,L1) + dh(L1,L2). In ad-
dition, we note that dh(cL0, cL1) = dh(L0,L1) ∀c ∈ R\{0}, emphasizing its interpretation as a
fractional error.
This notion naturally extends to (positive semidefinite) graph Laplacians if one considers only vectors
~x that are orthogonal to their kernels (ie, require that ~1>~x = 0 when taking the supremum in (17)).
With this modification, the connection with the spectral graph sparsification can be stated as follows:
Theorem 1. If dh
(
L
G
,L
G˜
) ≤ ln(σ), then G˜ is a σ-spectral approximation of G.
Here, the notion of σ-spectral approximation is the same as in Spielman & Teng [6] (see Section 2),
and thus is restricted to sparsification only. The proof is provided in Appendix Section D.
As d~x is analogous to the ratio of quadratic forms with ~x, dh is likewise analogous to the notion of a
σ-spectral approximation. Moreover, as d~x and dh also consider angular differences between LG~x
and L
G˜,l
~x, they serve as more sensitive measures of graph similarity.
In the following sections, we compare our algorithm with other graph reduction methods using d~x,
where we choose ~x to be eigenvectors of the original graph Laplacian. In Appendix Section H, we
replicate our results using more standard measures (eg, quadratic forms and eigenvalues).
5.2 Comparison with spectral graph sparsification
Figure 2 compares our algorithm (prioritizing edge reduction, and excluding the possibility of
contraction) with the standard spectral sparsification algorithm of Spielman & Srivastava [20] using
three real-world datasets. We choose to compare with this particular sparsification method because it
directly aims to optimally preserve the Laplacian. To the best of our knowledge, other sparsification
methods either do not explicitly preserve properties associated with the Laplacian [46, 47], or share
the same spirit as Spielman & Srivastava’s algorithm [48] (often considering other settings, such
as distributed [49] or streaming [50] computation). The results in Figure 2 show that our algorithm
better preserves L† and preferentially preserves its action on eigenvectors associated with global
structure.
5.3 Comparison with graph coarsening algorithms
Figure 3 compares our algorithm (prioritizing node reduction) with several existing coarsening
algorithms using three more real-world datasets. In order to make a fair comparison with these
existing methods, after contracting their prescribed groups of nodes, we appropriately lift the resulting
reduced L†
G˜
(see Appendix Section C). We find that our algorithm more accurately preserves global
structure.
6 Conclusion
In this work, we unify spectral graph sparsification and coarsening through the use of a single cost
function that preserves the Laplacian pseudoinverse L†. We describe a probabilistic algorithm for
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graph reduction that employs edge deletion, contraction, and reweighting to keep E
[
L†
G˜
]
= L†
G
, and
uses a new measure of edge importance (β?) to minimize its variance. Using synthetic and real-world
datasets, we demonstrate that our algorithm more accurately preserves global structure compared to
existing algorithms. We hope that our framework (or some perturbation of it) will serve as a useful
tool for graph algorithms, numerical linear algebra, and machine learning.
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Figure 2: Our sparsification algorithm preferentially reserves global structure. We p lied our algorithm
without contraction (Ours) and compare with that of Spielman & Srivastava [20] (Spielman et al) using three
datasets: Left: a collaboration network of Jazz musicians (198 nodes and 2742 edges) from [51]; Middle:
the C. elegans posterior nervous system connectome (269 nodes and 2902 edges) from [52]; and Right: a
weighted social network of face-to-face interactions between primary school students, with initial edge weights
proportional to the number of interactions between pairs of students (236 nodes and 5899 edges) from [53]. For
the two algorithms, we compute the hyperbolic distance d~x (fractional error) between L†G~x and L
†
G˜
~x at different
levels of sparsification for two choices of ~x: the smallest non-trivial eigenvector of the original Laplacian (dark
shading), which is associated with global structure; and the median eigenvector (light shading). Shading denotes
one standard deviation about the mean for 16 runs of the algorithms. The curves end at the minimum edge
density for which the sparsified graph is connected.
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Figure 3: Our algorithm preserves global structure more accurately than other coarsening algorithms.
We compare our algorithm (prioritizing node reduction) (Ours) to several existing coarsening algorithms: two
classical methods for graph coarsening (heavy-edge matching (HEM) [54] and heavy-clique matching (HCM)
[54]), and two recently proposed spectral coarsening algorithms (local variation by Loukas [55] (LV) and
the k-means method by Jin & Jaja [21] (KMeans)). We ran the comparisons using three datasets: Left: a
transportation network of European cities and roads between them (1039 nodes and 1305 edges) from [56];
Middle: a triangular mesh of the text “arXiv” (902 nodes and 2203 edges); and Right: a weighted social network
of face-to-face interactions during an exhibition on infectious diseases, with initial edge weights proportional to
the number of interactions between pairs of people (410 nodes and 2765 edges) from [57]. For all algorithms
considered, we compute the hyperbolic distance d~x (fractional error) between L†G~x and L
†
G˜,l
~x, where ~x is the
smallest non-trivial eigenvector of the original Laplacian (associated with global structure). To provide a baseline,
we plot their mean fractional error normalized by that obtained by random matching (RM) [54] for the same
level of coarsening. Shading denotes one standard deviation about the mean for 16 runs of the algorithms.
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Appendix
A Empirical validation of the approximation in equation (10)
In order to derive our graph reduction algorithm, we assume that the entries of the Me associated to different
edges are approximately entrywise uncorrelated (Main Text Section 3.3). Similar to how the variance of the
sum of independent random variables is the sum of their individual variances, this assumption allows us to
approximate the expected squared Frobenius error of the final reduced graph E
[∥∥L†
G˜
− L†
G
∥∥2
F
]
as a sum over the
sequence of probabilistic actions to individual edges:
E
[∥∥∥∑∆L†∥∥∥2
F
]
︸ ︷︷ ︸
true error
≈
∑
E
[∥∥∆L†∥∥2
F
]
︸ ︷︷ ︸
estimated error
. (18)
In Figure SI 1, we empirically validate this assumption for networks with a variety of structures. In fact, the
true error is statistically equal to or less than the estimated error. Thus, the estimated error may be used by
StopCriterion in Algorithm 1.
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Figure SI 1: The approximation of uncorrelated changes to L† is nearly exact or a conservative estimate.
We test the validity of equation (18) using a variety of datasets: Top left: a triangular mesh of the text “arXiv”
(902 nodes and 2203 edges); Top middle: an Erdo˝s–Rényi model (256 nodes and p = 1/16); Top right: a
weighted social network of face-to-face interactions between primary school students, with initial edge weights
proportional to the number of interactions between pairs of students (236 nodes and 5899 edges) from [53];
Bottom left: a transportation network of European cities and roads between them (1039 nodes and 1305 edges)
from [56]; Bottom middle: the C. elegans posterior nervous system connectome (269 nodes and 2902 edges)
from [52]; and Bottom right: a collaboration network of Jazz musicians (198 nodes and 2742 edges) from [51].
We applied Algorithm 1, prioritizing edge reduction (allowing for deletion, contraction, and reweighting), and
setting q = 1/16 and d = 1/4. We recorded the esti at d error and the true error i L† as a function of mount
of reduction. Shading denotes one standard deviation about the mean for 32 runs of the algorithm. In general,
the estimated error serves as n approximate upper bound of the true error in L† (although it is nearly exact for
graphs with a geometric quality). The validity of the approximation allows one to use a bound on the estimated
error as a StopCriterion in Algorithm 1.
B Derivation of the optimal probabilistic action to an edge
As discussed in Section 3.4, we seek to minimize:
C = E
[∥∥∆L†∥∥2
F
]
− β2E[r] , (19)
subject to
E
[
∆L†
]
= 0 . (20)
13
When reducing multiple edges, E[r] is additive and E
[∥∥∆L†∥∥2
F
]
is approximately additive (see Appendix
Section A). Thus, we partition this minimization into a sequence of subproblems, treating each perturbation to
an edge individually.
Recall that
∆L† = f
(
∆w
we
, weΩe
)
︸ ︷︷ ︸
nonlinear scalar
× Me︸︷︷︸
constant matrix
, where f = −
∆w
we
1 + ∆w
we
weΩe
.
We now derive the optimal probability of deleting (pd), contracting (pc), or reweighting (1− pd − pc) a given
edge e, along with the change to its weight (∆w) in the case of the latter.
The constraint (20) requires that this reweight satisfies
pd
1− weΩe −
pc
weΩe
+ (1− pd − pc)E[f |reweight] = 0, (21)
where we have used the following limits:
deletion: ∆w
we
→ −1, f → (1− weΩe)−1
contraction: ∆w
we
→ +∞, f → − (weΩe)−1 . (22)
Likewise, the cost function (19) for acting on the edge e becomes:
C =
(
pd
(1− weΩe)2
+
pc
(weΩe)
2 + (1− pd − pc)E
[
f2|reweight])m2e − β2 (rdpd + rcpc), (23)
where rd and rc are the number of prioritized items that would be removed by a deletion or contraction,
respectively.
For a fixed pd and pc, E[f |reweight] is fixed by equation (21). As ∂2f∂∆w2 > 0 everywhere, the inequality
E
[
f2|reweight] ≥ E[f |reweight]2 becomes an equality under minimization of (23).
Thus, if an edge is to be reweighted, it will be changed by the unique ∆w satisfying
pd
1− weΩe −
pc
weΩe
− (1− pd − pc)
∆w
we
1 + ∆w
we
weΩe
= 0. (24)
Clearly, the space of allowed solutions lies within the simplex S : 0 ≤ pd, 0 ≤ pc, pd + pc ≤ 1. The additional
constraint −1 ≤ ∆w
we
≤ ∞ further implies that pc ≤ weΩe and pd ≤ 1− weΩe. Hence, we substitute (24) into
(23), and minimize it over this domain (given me, weΩe, τe, and β). After some careful elementary calculus,
we obtain the solution provided in Figure 1 of the Main Text.
C Lifting the matrices of a contracted graph
Here, we provide a detailed rationale for the definitions given in Section 3.5, namely, the choice of L
G˜
and L†
G˜
,
and how to “lift” these matrices to the original dimension |VG| × |VG| when edges have been contracted.
Recall the following definitions:
L
G˜
= W−1n B
>WeB , (25)
L†
G˜
=
(
L
G˜
+ J
)−1 − J , (26)
L
G˜,l
= C>L
G˜
W−1n C , (27)
L†
G˜,l
= C>L†
G˜
W−1n C , (28)
where
J =
1
~1>~wn
~1~w>n , (29)
C = {cij} =
{
1 node j in supernode i
0 otherwise. (30)
The above definitions ensure that the lifted L†
G˜,l
of the contracted graph is identical to the we →∞ limit of the
original L†
G
.
To illustrate the consistency of these definitions, we consider a concrete example: the line graph with 3 edges,
where the center edge is to be contracted (Figure SI 2). Let the center edge have weight we  1, while the other
two have a fixed weight of 1.
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Figure SI 2: Contracting the center edge of a line graph. Left: Original graph G with large weight we on the
center edge. Right: Reduced graph G˜ obtained by contracting this edge (we →∞). Note that the weight of the
contracted nodes sum to give the weight of the resulting supernode in the reduced graph.
For the original graph G, the Laplacian and its pseudoinverse are
L
G
=

1 −1 0 0
− 1 1 + we −we 0
0 −we 1 + we −1
− 0 0 −1 1
, L
†
G
=
1
8

5 + 2
we
−1 + 2
we
−1− 2
we
−3− 2
we
− 1 + 2
we
1 + 2
we
1− 2
we
−1− 2
we
− 1− 2
we
1− 2
we
1 + 2
we
−1 + 2
we
− 3− 2
we
−1− 2
we
−1 + 2
we
5 + 2
we
.
For the contracted graph G˜, we have
Wn =

1 0 0
0 2 0
0 0 1
, J =

1
4
1
2
1
4
1
4
1
2
1
4
1
4
1
2
1
4
, C =

1 0 0 0
0 1 1 0
0 0 0 1
.
Thus, the reduced Laplacian and its pseudoinverse are
L
G˜
=

1 −1 0
− 1
2
1 − 1
2
0 −1 1
, L†G˜ = 18

5 −2 −3
− 1 2 −1
− 3 −2 5
.
When lifted to the original dimensions |VG| × |VG|, these become
L
G˜,l
=

1 − 1
2
− 1
2
0
− 1
2
1
2
1
2
− 1
2
− 1
2
1
2
1
2
− 1
2
0 − 1
2
− 1
2
1
, L
†
G˜,l
=
1
8

5 −1 −1 −3
− 1 1 1 −1
− 1 1 1 −1
− 3 −1 −1 5
.
Note that the lifted L†
G˜,l
is equal to the we →∞ limit of the original L†G, as desired. In contrast, the original
L
G
diverges, while the lifted L
G˜,l
averages the rows and columns of the merged nodes. Moreover, regardless of
whether node weights are included in the definitions, using the standard Moore–Penrose pseudoinverse of the
reduced Laplacian will yield a lifted pseudoinverse that is not equivalent to the original in the we →∞ limit.
Additionally, we remark that, while contraction always requires the summing of node weights, it can also lead to
the summing of edge weights (when the contracted edge participates in any triangle in the original graph, see
Figure SI 3).
D Proof of the relationship between the hyperbolic distance
and σ-spectral approximation
In this section, we prove Theorem 1 from Section 5.1:
Theorem 1. If dh
(
L
G
,L
G˜
) ≤ ln(σ) , then G˜ is a σ-spectral approximation of G.
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Figure SI 3: Contracting an edge that participates in triangles. Left: Original graph G containing an edge
with large weight we that participates in two triangles. Right: Reduced graph G˜ obtained by contracting this
edge (we →∞). Note that the two non-contracted edges in each triangle form a single edge in the reduced
graph with weight equal to their sum.
Proof. Let G be the original graph and G˜ its sparse approximation (no contraction/removing of nodes). Recall
the relevant definitions:
G˜ is a σ-spectral approximation of G [6] if
1
σ
~x>L
G
~x ≤ ~x>L
G˜
~x ≤ σ~x>L
G
~x, ∀~x ∈ R|VG|. (31)
We propose to instead measu e the hyperbolic distance bet en the resulting L
G
~x and L
G˜
~x, namely
dh
(
L
G
,L
G˜
) def
= sup
~x⊥~1
{
arccosh
(
1 +
∥∥(L
G
− L
G˜
)~x
∥∥2
2
∥∥~x∥∥2
2
2
(
~x>L
G
~x
)(
~x>L
G˜
~x
) )} , (32)
where L
G
and L
G˜
are the Laplacians of G and G˜, respectively, and ~x is perpendicular to their kernels.
Consider the result of a Laplacian acting on such a vector ~x, and decompose the output as a component parallel
to ~x with magnitude `‖ and a component ~`⊥ perpendicular to ~x:
L
G
~x = ˜`‖ ~x‖~x‖2 + ~`⊥, LG˜~x = ˜`‖ ~x‖~x‖2 +~`˜⊥. (33)
Hence, ∥∥(L
G
− L
G˜
)~x
∥∥2
2
= (`‖ −˜`‖)2 + ∥∥~`⊥ −~`˜⊥∥∥22, (34)
~x>L
G
~x = `‖ ‖~x‖2 , ~x>LG˜~x = ˜`‖ ‖~x‖2 . (35)
Let z = ˜`‖/`‖. Substituting (35) into (31), we see that G˜ is a σ-spectral approximation of G if
max
{ ˜`‖
`‖
,
`‖˜`‖
}
= max
{
z,
1
z
}
≤ σ. (36)
Now, substituting (34) into (16), we obtain:
d~x
(
L
G
,L
G˜
)
= arccosh
1 +
(
(`‖ −˜`‖)2 + ∥∥~`⊥ −~`˜⊥∥∥22)∥∥~x∥∥22
2`‖ ‖~x‖2˜`‖ ‖~x‖2

≥ arccosh
(
1 +
˜`2‖ − 2˜`‖`‖ + `2‖
2`‖˜`‖
)
≥ arccosh
(
1
2
(
z +
1
z
))
.
Using the identity arccosh(x) = ln
(
x+
√
x2 − 1
)
,
d~x
(
L
G
,L
G˜
) ≥ ln
1
2
(
z +
1
z
)
+
√
1
4
(
z +
1
z
)2
− 1

≥ ln
(
1
2
(
z +
1
z
)
+
1
2
∣∣∣∣z − 1z
∣∣∣∣)
≥ ∣∣ln(z)∣∣.
Thus, if d~x
(
L
G
,L
G˜
) ≤ ln(σ) ∀~x⊥~1, then G˜ is a σ-spectral approximation of G, as desired.
16
E Number of edges acted upon per iteration can be O(|V |)
In this section, we study the effect of varying the parameter q, the fraction of sampled edges acted upon, using
real-world datasets from different domains (Figure SI 4).
For each iteration of our algorithm, we sample a random independent edge set and act on the fraction q with
the lowest β?e (see Main Text Section 4). We find that the resulting error asymptotes around q ∼ 1/16. We
expect that by combining this sampling method with existing algorithmic primitives (eg, [20], see Appendix
Section F), our algorithm could achieve a running time of O˜(〈k〉|E|), where 〈k〉 is the average degree (see Main
Text Section 4). This would allow it to be used in large-scale applications of graph reduction.
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Figure SI 4: Number of sampled edges acted up per iteration can be O(|V |). We stu y the effect of
varying q, the fraction of the sampled edges that are acted upon per iteration, using three datasets: Left: a
transportation network of European cities and roads b twe n them (1039 nodes and 1305 edges) from [56];
Middle: the C. elegans posterior nervous system connectome (269 nodes and 2902 edges) from [52]; and Right:
a weighted social network of face-to-face interactions during an exhibition on infectious diseases, with initial
edge weights proportional to the number of interactions between pairs of people (410 nodes and 2765 edges)
from [57]. We prioritize edge reduction (allowing for deletion, contraction, and reweighting). At each iteration,
the algorithm randomly samples a maximal independent edge set, and chooses β such that a fraction q of these
edges (with the l west β?e) ar ted upon. For each run, we compute the hyperbolic dist nc d~x (fractional
error) between L†
G
~x and L†
G˜,l
~x, where ~x is one of three eigenvectors of the original Laplacian. Top plots display
the results when the graph has 1/2 of its original number f edges, and bottom plots when it has 1/12. Shading
denotes one standard deviation about the mean for 8 runs of the algorithm for a given value of q. Note that a
significant fraction (q ∼ 1/16) o the sampled edge can be reduced each iterat on without sacrificing much in
terms of accuracy. As, empirically, the size of the independent edge sets are typically O(|V |), the number of
edges acted upon per iteration can likewise be O(|V |).
F Efficiently computing me
As discussed in Main T xt Section 4, the ma computational bottleneck of ur algo ithm is c mp ti g Ωe a
me. For Ωe, we can draw on the work of [20], which describes a method for efficiently computing ε-approximate
values of Ωe for all edges, requiring O˜(|E| log |V |/2) time. In this section, we describe an analogous procedure
to efficiently compute the me.
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Recall that the reduced Laplacian is:
L
G˜
= W−1n B
>WeB ,
hence, the quantity L̂
G˜
def
= W
1/2
n LG˜W
−1/2
n is clearly symmetric.
Less obvious is the fact that L̂†
G˜
def
= W
1/2
n L
†
G˜
W
−1/2
n is also symmetric. This can be seen by noting that
W
1/2
n JW
−1/2
n is symmetric, and using the definition of the inverse (equation (26)):
L̂†
G˜
= W
1/2
n L
†
G˜
W−1/2n
= W
1/2
n
((
L
G˜
+ J
)−1 − J)W−1/2n
= W
1/2
n
(
L
G˜
+ J
)−1
W−1/2n −W 1/2n JW−1/2n
=
(
W
1/2
n LG˜W
−1/2
n +W
1/2
n JW
−1/2
n
)−1
−W 1/2n JW−1/2n .
We also remark that L̂†
G˜
is indeed the pseudoinverse of L̂
G˜
:
L̂†
G˜
L̂
G˜
= L̂
G˜
L̂†
G˜
= I −W 1/2n JW−1/2n
The change to the reduced Laplacian L
G˜
is given by
∆L
G˜
= W−1n ~be∆we~b
>
e
Thus, by the Woodbury matrix identity, the change to its inverse is
∆L†
G˜
= fweL
†
G˜
W−1n ~be~b
>
e L
†
G˜
where f is given by equation (5).
Lifting this change back to the original dimension via equation (28) gives
∆L†
G˜,l
= fweC
>L†
G˜
W−1n ~be~b
>
e L
†
G˜
W−1n C
In particular, as L†
G˜
W−1n is symmetric,∆L
†
G˜,l
is also symmetric, thus we can write the Frobenius norm as∥∥∥∆L†
G˜,l
∥∥∥
F
= fwe~b
>
e L
†
G˜
W−1n CC
>L†
G˜
W−1n ~be (37)
= fme (38)
Note that the definition of me provided in Section 3.3 of the Main Text (equation (9)) applies to the case of unit
node weights, and the general expression is given by
me = we~b
>
e L
†
G˜
L†
G˜
W−1n ~be, (39)
where we have used CC>= Wn.
Thus, we can express me in terms of L̂
†
G˜
:
me = we~b
>
e W
−1/2
n L̂
†
G˜
L̂†
G˜
W−1/2n ~be
= we
∥∥∥L̂†
G˜
W−1/2n ~be
∥∥∥2
2
.
We can now use the Johnson–Lindenstrauss lemma to build a structure from which one can efficiently compute
approximations of me. Let Q be a random projection matrix of size k × n, where k = O(logn/ε2), then one
can compute ε-approximations of me as follows:
me ≈ we
∥∥∥QL̂†
G˜
W−1/2n ~be
∥∥∥2
2
.
Let Z = QL̂†
G˜
, and denote the ith rows of Q and Z by ~qi and ~zi, respectively. Then, one can make k calls to
an efficient algebraic multigrid solver (we used the pyamg package [58]) to obtain approximate solutions to
L̂
G˜
~zi = ~qi for the k rows of Z . An approximation to the me of any edge can now be computed by taking the
difference between the columns of ZW−1/2n corresponding to the two nodes jointed by this edge, and taking the
squared 2-norm of the result.
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F.1 Constructing the projection matrix
Care must be taken in constructing the projection matrixQ . In particular, its rows must be orthogonal to the null
space of L̂
G˜
, namely ~w1/2n . In addition, the columns must be nearly unit length. To this end, we initialize Q as a
random matrix with entries {1/√k,−1/√k} with equal probability and iterate the following steps:
1. For each column, scale its values such that it has unit length
2. For each row, subtract its weighted mean ~q>i ~w
1/2
n /~1
>
~w
1/2
n
We iterate this procedure until the columns have nearly unit lengths, to within a factor sufficiently smaller than ε.
As a proof of concept, in Figure SI 5, we show the approximate me as a function of their exact values.
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Figure SI 5: Efficient approximation of me. As a pro f of concept, we compare the approximation of me
(computed using the procedure described in this Section) with their exact values. Here, we consider a 64× 64
torus graph (4096 nodes and 8192 edges), where the edge weights are randomly distributed as exp(U(−2, 2)),
where U(a, b) is the uniform distribution. To calculate the approximate me, we project from 4096 to 33
dimensions, resulting in approximations that are typically within a factor of 1.27 of the exact value.
G Perturbations to eigenvalues of the Laplacian pseudoinverse
We first provide the lowest order change in the eigenvalues of L†
G
. Then, we show how it relates to the Frobenius
norm of the perturbation, explicitly relating it to our graph reduction algorithm.
Consider an inverse Laplacian L†, which has an eigenvector ~x (without loss of generality, assume ‖~x‖2 = 1)
with associated eigenvalue λ. If we perturb L† by ε∆L†, we can solve for the first-order corrections to this
“eigenpair” as follows:
(L† + ε∆L†)(~x+ ε∆~x) = (λ+ ε∆λ)(~x+ ε∆~x)
(L† − λ)∆~x = (∆λ−∆L†)~x+O(ε),
where we have used L†~x = λ~x.
Taking the inner product with ~x gives
~x>(L† − λ)∆~x = ~x>(∆λ−∆L†)~x
∆~x>(L† − λ)~x = ∆λ~x>~x− ~x>L†~x
0 = ∆λ− ~x>L†~x,
where we have used the symmetry of L†.
This provides the first-order correction to the eigenvalues of L† + ε∆L†:
∆λ = x>∆L†~x. (40)
The correction in (40) is controlled by the operator norm of∆L†,
∆λ = ~x>∆L†~x ≤ sup
‖~x‖2=1
∥∥∆L†~x∥∥
2
=
∥∥∆L†∥∥
op
.
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Thus, bounding the first-order correction to the eigenvalues,
|∆λ| ≤ ∥∥∆L†∥∥
op
. (41)
As the operator norm is bounded by the Frobenius norm (by the Cauchy–Schwarz inequality), the estimated
error (ie,
∑
E
[∥∥∆L†∥∥2
F
]
, equation (18)) provides a conservative bound for the change in the eigenvalues of the
resulting reduced graph.
Moreover, as the bound is the same for all eigenvalues of the perturbed L†, the relative error is more tightly
bounded for its largest eigenvalues (those associated with large-scale structure).
H Comparison of graph reduction methods
using typical similarity measures
Our proposed hyperbolic distance is not usually used as a measure of similarity. Hence, in this section, we show
that other more commonly used measures yield similar results when comparing graph reduction algorithms.
H.1 Sparsification
Figure SI 6 compares our algorithm (prioritizing edge reduction, and excluding the possibility of contraction)
with the spectral sparsification algorithm of [20] using a stochastic block model (SBM) with four distinct
communities. We choose a highly associative SBM due to the clear separation between the eigenvectors
associated with global structure (ie, the communities) and the bulk of the spectrum. Note that these algorithms
have different objectives (preserving L† and L, respectively), and both accomplish their desired goal.
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Figure SI 6: Our sparsification algorith pref rentially prese ves gl bal st ucture. We comp re our
algorithm without contraction (in red) with that of Spielman & Srivastava [20] (in blue) using a symmetric
stochastic block model (256 no es, 4 omm nities, a d intra- and int -commu ity con ection probabilities of
2−2 and 2−6, respectively). We ran both algorithms 16 times on the same initial graph. For each eigenvector of
the original Laplacian, we compute the mean and standard deviatio of its quadratic forms (with L
G˜
and with
L†
G˜
) as a function of edges remaining. We divide th igenv ctors into two gr ups: the 3 nontrivial eig nvectors
(“global structure”) and the remaining eigenvectors (“local details”), and compute the average mean and average
standard deviation for each group. Shading denot o e (average) standard deviation about the (average) mean.
Left: Laplacian pseudoinverse quadratic form. Right: Standard Laplacian quadratic form. Note that the upward
bias of the “reciprocal” quadratic form is expected for both algorithms (as E[X] ≤ 1/E[1/X] for any random
variable X > 0).
H.2 Coarsening
Figure SI 7 replicates the results of Figure 3, but uses the Laplacian pseudoinverse quadratic form to measure
the reduction quality instead of our proposed hyperbolic distance.
Figure SI 8 compar s o r method with that of Loukas [55], using the average relative error of the k lowest
non-trivial eigenvalues of the Laplacian (ie, 1
k
∑k+1
i=2
∣∣λ˜i − λi∣∣/λi) to m asure the reduction quality.
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Figure SI 7: Our coar ening algorithm perfo ms even better when using the qu dratic form with L†. Here
we replicate the experiments in Figure 3. However, instead of using our proposed hyperbolic distance, we
consider the logarithm of the fractional change in the Laplacian pseudoinverse quadratic form for ~x the lowest
non-trivial eigenvector of the original Laplacian:
∣∣log(~x>L†
G˜
~x
/
~x>L†
G
~x
)∣∣. As before, for each algorithm, we plot
the mean of this quantity normalized by that obtained by random matching (RM). Shading denotes one standard
deviation about the mean for 16 runs of the algorithms. The results are remarkably similar to those obtained
using our proposed hyperbolic distance (Figure 3). The most notable deviation is that our algorithm appears to
perform better when compared using this quadratic form.
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Figure SI 8: Our algorithm preferentially preserves th lower portion of the Laplacian spectrum. We com-
pare our coarsening algorithm (Ours) with that of Loukas [55] (LV) using the same three datasets as in Figure 3.
We use the relative error in the k lowest non-trivial eigenvalues of the Laplacian: 1
k
∑k+1
i=2
∣∣λ˜i − λi∣∣/λi, a
measure of spectral similarity considered in [55]. Shading denotes one standard deviation about the mean for
8 runs of the algorithms. Note that our algorithm performs considerably better when applied to graphs with a
geometric quality.
I Applications to graph visualization
Data visualization is an important (and aesthetically pleasing) application of graph reduction. As such, we
generated videos of our algorithm reducing several real-world datasets. Figure SI 9 displays several stages of our
algorithm applied to a temporal social network. A video of this reduction can be found here; an application to
an airport network (a case with both geometric and scale-free aspects) can be found here; an application to the
European road network can be found here, and a reduction of a “hierarchical meta-graph” can be found here.1
1Explicit urls for the non-hyperlinked:
youtube.com/watch?v=qqLJclVUML8; youtube.com/watch?v=tXUr6RBRaEI;
youtube.com/watch?v=UVhT0y4Uae0; and youtube.com/watch?v=i3u4kkxMK40.
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vary the weight we of a single edge. The Sherman-Morrison
formula gives
L†(we + w0e) = L
†(we)  w
0
e
1 + w0eb>e L†be
L†beb>e L
† (1)
where be is the signed incidence vector for edge e. Thus,
a probabilistic reweight of this edge can be chosen such
that E[L†(we + w0e)] = L
†(we). With this goal, we define
our measure of edge importance as:
he =
     dL†d lnwe
    
2,2
. (2)
Our reduction algorithm samples the edges to be reduced
with probability pe / 1/he, appropriately reweighting the
remaining ones so as to preserve E[L†eG] to lowest order,3
while attempting to minimize the variance of L†eG   L†G.
Figure 1: Example of our graph reduction method on
social interaction data.[1]
A dual reduction: edge contraction
The limit of w ! 1 is a peculiar limit with respect to
the Laplacian; while the entries in L associated with the
edge diverge, L† remains finite; its limit being an n⇥ n
matrix whose rank is reduced by one. In fact, the rows and
columns for the contracted nodes become identical, and
we can write L† as an (n  1)⇥ (n  1) matrix, where the
two nodes are represented by a single index, representing
their coalescence into a single object. This process likewise
reduces the number of parameters, not only by removing
the contracted edge, but also by combining other edges
together (if triangles are involved).
Combining nodes means we have to assign a weight to
them, according to the “amount” of nodes they repre-
sent. Let C be the |V 0|⇥ |V | projection matrix, mapping
from the original nodes V to the contracted nodes V 0.
3If multiple edges are reduced at once, one must use the (more
general) Woodbury matrix identity.
Figure 2: Laplacian quadratic form x>L eGx for sev-
eral choices of eigenfunctions of the original Laplacian.
Left: Spielman and collaborators’ sparsification method.
Right: Our method, using only edge deletion.
Figure 3: Fractional error in the inverse Laplacian,
kL†eGx  L†Gxk2/kL†Gxk2. Left: Spielman and collabora-
tors’ sparsification method. Right: Our method, using
both deletion and contraction.
Let B be the |E|⇥ |V | signed incidence matrix, and We
(Wn) be the diagonal matrix of edge (node) weights. The
familiar graph Laplacian is given by L = B>WeB, but
this tacitly assumes that the nodes are identically impor-
tant. Di↵erential geometry o↵ers a prescription for how
to incorporate node weights into the Laplacian; treating
a graph as a simplicial complex, the Hodge Laplacian for
0-forms (functions on vertices) is given by  d, where the
di↵erential d = B, and the codi↵erential   = W 1n B
>We.
Thus, in cases where the nodes have an additive measure
of importance, it is appropriate to use L = W 1n B
>WeB.
To obtain the e↵ective Laplacian in the original node basis,
use the projection matrices: C>LW 1n C.
|V | = 410
|E| = 2765
|V | = 25
|E| = 17
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two nodes are represented by a single index, representing
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reduces the number of parameters, not only by removing
the contracted edge, but also by combining other edges
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Combining nodes means we have to assign a weight to
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Figure SI 9: Visualization of ou graph reduction lgori m p serving glob l structure. We applied our
algorithm (prioritizing edge reductio , and allowing for deletion, contractio , and reweighting) to a weighted
social network of f ce-t -face interactions during an exhibition on infectious diseas s, with initial edge weights
proportional to the number of interactions between pairs of people (410 nodes and 2765 edges) from [57]. Node
color indicates the lowest nontrivial eigenvector of the reduced Laplacian, which in this case is aligned with the
temporal direction. This graph displays a notable amount of hierarchical clustering (owing to its social nature),
which is reflected in the reduced graphs. Eg, our algorithm begins by collapsing small, tightly-knit clusters of
several people into one “supernode”, corresponding to groups of people who visited the exhibition together. A
video of this reduction can be found here.
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