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AN ERGODIC THEOREM FOR FILTERING WITH APPLICATIONS TO
STABILITY
PAVEL CHIGANSKY
Abstract. Ergodic properties of the signal-filtering pair are studied for continuous time
finite Markov chains, observed in white noise. The obtained law of large numbers is
applied to the stability problem of the nonlinear filter with respect to initial conditions.
The Furstenberg-Khasminskii formula is derived for the top Lyapunov exponent of the
Zakai equation and is used to estimate the stability index of the filter.
1. Introduction
Consider a pair of continuous time random processes (X,Y ) = (Xt, Yt)t≥0, where the
signal component X is a Markov chain, taking values in a finite alphabet S = {a1, ..., ad},
with transition intensities matrix Λ and initial distribution ν. The observation process Y
is given by
Yt =
∫ t
0
h(Xs)ds+ σBt, t ≥ 0 (1.1)
with an S 7→ R function h, constant σ > 0 and a Brownian motion B = (Bt)t≥0, independent
of X.
The filtering problem is to calculate the conditional probabilities πt(i) = P(Xt = ai|F
Y
t ),
i = 1, ..., d where FYt = σ{Ys, s ≤ t}, which are the main building blocks of the optimal
MSE and MAP signal estimates
Xˆmset =
d∑
i=1
aiπt(i) and Xˆ
map
t = argmax
ai∈S
πt(i)
given the trajectory of Y up to time t.
The vector πt satisfies the Itoˆ stochastic differential equation (SDE) ([21], see also [17])
dπt = Λ
∗πtdt+ σ
−2
(
diag(πt)− πtπ
∗
t
)
h
(
dYt − πt(h)dt
)
, π0 = ν, (1.2)
where h stands for the column vector with entries hi := h(ai), i = 1, ..., d. Hereafter the
following notations are used: diag(x), x ∈ Rd stands for a scalar matrix with entries xi
and x∗ is transposed of x. The space of probability measures on S is identified with the
simplex Sd−1 = {x ∈ Rd : xi ≥ 0,
∑d
i=1 xi = 1} and µ(f) :=
∑d
i=1 µif(ai) for f : S → R
and µ ∈ Sd−1. For vectors and matrices | · | denotes the ℓ1-norm, i.e. |x| =
∑
ij |xij |.
Finally FXs,t := σ{Xr, s ≤ r ≤ t}, F
Y
s,t := σ{Yr − Ys, s ≤ r ≤ t} and Fs,t := F
Y
s,t ∨F
X
s,t
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(FXt := F
X
0,t, etc. are written for brevity). As usually all the statements involving random
objects are understood to hold P-a.s.
The process B¯t := σ
−1
∫ t
0
(
dYs−πs(h)ds
)
is the innovation Brownian motion with respect
to the filtration FYt and so the solution of (1.2) is a Markov process. In this paper we
deal with the ergodic properties of the process π = (πt)t≥0 (and more generally of the pair
(X,π)). It should be noted that the Wonham SDE (1.2) does not fit the standard ergodic
theory of diffusions (see e.g. [12]), which usually requires either uniform non-degeneracy
of the diffusion matrix or Hormander’s hypoellipticity conditions. The study of ergodic
properties of the filtering process for general Markov signals was initiated in early 70’s by
H.Kunita in [15], but one of the main arguments in his results appears to have a serious
gap, leaving the problem open (see [9] for further details).
Our main motivation for studying the ergodic properties of the filtering process π, is the
stability of the filtering equation (1.2) with respect to the initial condition. It is not hard
to see (e.g. as in [19]) that (1.2) has a unique strong solution, if started from any ν¯ ∈ Sd−1,
possibly different from ν. Denote the corresponding solution by π¯ = (π¯t)t≥0. The filter is
said to be asymptotically stable, if
lim
t→∞
|πt − π¯t| = 0. (1.3)
The problem of stability is to find the conditions in terms of Λ, h, σ and (ν, ν¯), which
guarantee (1.3).
There has been much progress in solving the stability problem during the past decade
for various filtering models: we mention [2, 3, 4, 16, 10, 9] for a few. In particular, (1.3) for
the Wonham SDE has been verified recently in [9]: it turns out that a stronger exponential
convergence
γ := lim
t→∞
1
t
log |πt − π¯t| < 0, (1.4)
holds for any h, σ > 0 and (ν, ν¯), if the chain X is ergodic, i.e. the limit probabilities
µi := limt→∞ P(Xt = ai), i = 1, ..., d exist, are positive and independent of ν. The stability
index γ is of significant practical value, as it quantifies the rate of convergence in (1.3).
Regretfully it is quite elusive for explicit calculation (see Section 3 for a summary of the
available bounds for γ).
The main result of this paper is the following ergodic theorem for the signal-filtering pair
(X,π)
Theorem 1.1. Assume that X is ergodic, then the Markov-Feller process (X,π) has a
unique invariant measure M, such that for any continuous g
lim
t→∞
1
t
∫ t
0
g(Xs, πs)ds =
∫
S×Sd−1
g(x, u)M(dx, du) =
∫
Sd−1
d∑
i=1
uig(ai, u)Mπ(du) = lim
t→∞
Eg(Xt, πt), (1.5)
where Mπ is the π-marginal of M.
The ergodic properties (1.5) are derived from the stability (1.3) and turn to be useful in
the study of exponential convergence in (1.4) within the framework due to H.Furstenberg
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and R.Khasminskii (see [12], [1]). Besides providing an additional insight into the problem,
the method simplifies derivation of several already known upper bounds for γ ([2], [6]). Also
it allows to obtain a closed form formula and some higher order asymptotic expansions for
γ in the two-dimensional case d = 2.
The proof of Theorem 1.1 is given in the next Section 2. In Section 3 the Law of
Large Numbers (LLN) from (1.5) is applied to the problem of stability, using the Lyapunov
exponents technique introduced in [2].
2. The proof of Theorem 1.1
Since X is a Markov process and π is the unique strong solution of the time homogeneous
diffusion SDE (1.2), driven by X and an independent Brownian motion B, the pair (X,π)
is Markov. The Feller property for π, verified in Theorem 2.3, [15], is inherited by the pair
(X,π). Being a Feller-Markov process on a compact state space, the transition probability
of (X,π) has at least one invariant measure (see e.g. proof of Theorem 3.1, [15]).
It will be convenient to consider the semiflow generated by (1.2), i.e. the family of
random maps u 7→ πs,t(u), t ≥ s ≥ 0 of S
d−1 into itself, obtained by solving (1.2) on [s, t]
subject to πs = u. In fact it can be seen, that P-a.s. u 7→ πs,t(u) is a smooth injective
Sd−1 → Sd−1 map, satisfying πr,t(πs,r(u)) = πs,t(u), t ≥ r ≥ s ≥ 0 (see e.g. [14]). For
example the process π¯t, defined in the Introduction, is nothing but π0,t(ν¯) and we will use
both notations when no confusion occurs.
The following result is a straightforward modification of Theorem 4.1 in [9], whose proof
is omitted
Theorem 2.1. Assume that X is ergodic, then for any ν ∈ Sd−1, s ≥ 0 and Fs-measurable
random vectors u, v ∈ Sd−1
lim
t→∞
1
t
log
∣∣πs,t(u)− πs,t(v)∣∣ < 0. (2.1)
The uniqueness of the invariant measure for (X,π) is established in Theorem 7.1, [8]
under assumption (2.1).
We will use the following construction for the Markov chain X. Let η = (ηt)t≥0 be the
solution of the Itoˆ equation
ηt = η0 +
∫ t
0
dN∗s ηs−, (2.2)
where Ns is a matrix, whose off-diagonal elements are independent Poisson processes with
intensities λij andN
ii
s = −
∑
j 6=iN
ij
s . If η0 is a random vector, taking values in the standard
basis E := {e1, ..., ed} of R
d, with P(η0 = ei) = νi and independent of N , then ηt ∈ E for all
t ≥ 0 and the random process Xt =
∑d
i=1 aiηt(i) is a Markov chain
1with transition rates
matrix Λ and initial distribution ν.
Let (X˜0, π˜0) be a random variable with distributionM. Let X˜ be the stationary Markov
chain, e.g. generated by (2.2), and Y˜ be defined by (1.1) with X replaced with X˜ . Finally
let π˜ be the solution of (1.2), driven by Y˜ and started from π˜0. Evidently the process
(X˜, π˜) is stationary. It is well known that the set of invariant measures of a stationary
1without loss of generality ai 6= aj , i 6= j can be assumed
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Feller-Markov process is closed and convex and that the extremal measures are ergodic (see
e.g. Section 6.3 [20]). This means that if an invariant measure is unique, it is necessarily
ergodic and hence the first equality in (1.5) holds for (X˜, π˜) by the Birkhoff-Kintchine
LLN for any M-integrable function g. The second equality follows from the property of
conditional expectations:
Eg(X˜t, π˜t) = E
d∑
i=1
1{X˜t=ai}g(ai, π˜t) =
E
d∑
i=1
E
(
1{X˜t=ai}
∣∣F Y˜t ∨ π˜0)g(ai, π˜t) = E
d∑
i=1
π˜t(i)g(ai, π˜t).
To verify (1.5) for (X,π), we will use the following coupling
Lemma 2.2. Assume that Λ corresponds to an ergodic chain and define (with the usual
convention inf{∅} =∞)
τ = inf{t ≥ 0 : Xt = X˜t},
where Xt and X˜t are Markov chains corresponding to the solutions of (2.2), started from
independent η0 and η˜0, independent of N . Then limn→∞ 1{τ≥n} = 0.
Proof. Consider the embedded discrete time Markov chain Zn := Xn, n ∈ Z+ with the
transition probabilities matrix G := exp(Λ) and initial distribution ν. Since X is ergodic,
all the entries of G are positive (see e.g. [18]). Similarly Z˜n := X˜n, n ∈ Z+ is a Markov
chain with the same transition matrix G and initial distribution µ. Moreover the pair
(Zn, Z˜n) is a Markov chain as well. Hence, on the set {Zn−1 6= Z˜n−1}
P
(
Zn 6= Z˜n
∣∣FZn−1 ∨F Z˜n−1) ≤ 1− d∑
i=1
min
k 6=ℓ
GkiGℓi =: r < 1,
and
P(τ ≥ n) =P
(
Xt 6= X˜t,∀t ≤ n
)
≤ P
(
Zk 6= Z˜k,∀k ≤ n
)
=
E
n−1∏
k=0
1{Zk 6=Z˜k}
P
(
Zn 6= Z˜n
∣∣FZn−1 ∨F Z˜n−1) ≤
rE
n−2∏
k=0
1{Zk 6=Z˜k}
P
(
Zn−1 6= Z˜n−1
∣∣FZn−2 ∨F Z˜n−2) ≤ ... ≤ Crn,
with a positive constant C. The required claim holds by the Borel-Cantelli Lemma.  
Suppose that X and X˜ are as defined in Lemma 2.2 and π and π˜ be the corresponding
filtering processes, generated by (1.2), driven by Y and Y˜ respectively. Note that on the
set {τ < n} the increments of Y and Y˜ coincide after time n, i.e. Yt − Yn = Y˜t − Y˜n, for
t ≥ n and hence on this set
π˜t = π˜n,t
(
π˜0,n(π˜0)
)
= πn,t
(
π˜0,n(π˜0)
)
.
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Then by (2.1)
|πt − π˜t| = |π0,t(ν)− π˜0,t(π˜0)| =
|π0,t(ν)− π˜0,t(π˜0)|1{τ≥n} +
∣∣πn,t(π0,n(ν)) − π˜n,t(π˜0,n(π˜0))∣∣1{τ<n} ≤
21{τ≥n} +
∣∣πn,t(π0,n(ν))− πn,t(π˜0,n(π˜0))∣∣ t→∞−−−→ 21{τ≥n}
for any fixed n ≥ 0. By Lemma 2.2 and arbitrariness of n, we have2
lim
t→∞
|πt − π˜t| = 0. (2.3)
Now the first equality in (1.5) follows from Lemma 2.2 and (2.3), the LLN for (X˜, π˜) and
the fact, that P-a.s. convergence implies P-a.s. Cesaro convergence. The last equality in
(1.5) is obtained by means of triangle inequality and dominated convergence. 
3. Application to filter stability
3.1. A brief survey. As was already mentioned in the Introduction, the stability of (1.2)
for ergodic chains is always exponential in the sense that the limit in (1.4) exists and is
strictly negative. The existence of the limit γ follows from the Oseledec Multiplicative
Ergodic Theorem (MET) and, moreover, it may take no more than a finite number of
values, depending3 on (ν, ν¯) (see [2] for details). Unfortunately it is extremely hard to come
up with the exact expression for γ and usually one gets only qualitative information on its
dependence on the model parameters.
The first result of this type was obtained in [6], where the following local low signal-to-
noise asymptotic has been derived
lim
σ→∞
lim
t→∞
1
t
log
(
lim
ν¯→ν
|πt − π¯t|
|ν − ν¯|
)
≤ γmax(Λ), (3.1)
where γmax(Λ) is the spectral gap of Λ, i.e. the largest non-zero real part of the eigenvalues
of Λ. Roughly speaking (3.1) means that in the low signal-to-noise regime the filter is at
least as stable as the chain itself, if ν¯ and ν are close enough.
The following estimates of γ have been derived in [2]
γ ≤ −2min
i 6=j
√
λijλji (3.2)
lim
σ→0
σ2γ(σ) ≤ −
1
2
d∑
j=1
µj min
j 6=i
(
hj − hi
)2
(3.3)
lim
σ→0
σ2γ(σ) ≥ −
1
2
d∑
j=1
µj
d∑
i=1
(
hj − hi
)2
, (3.4)
where γ(σ) is written to emphasize the dependence on the noise intensity σ and µ is the
unique invariant measure of X. Note that the bound (3.2) is independent of the observation
2Note that unlike in (2.3), the filtering processes in (1.3) are generated by (1.2), driven by the same
observations.
3as will be clarified below, γ turns to be independent of (ν, ν¯) for d = 2; the actual dependence of γ on
(ν, ν¯) in the case d > 2 remains unclear.
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parameters h and σ, which suggests that to a certain extent stability is inherited by the
filter from the signal itself. Namely the right hand side of (3.2) remains negative if all
the transition intensities of X are strictly positive. Clearly this condition is much stronger
than ergodicity. In contrast to (3.2) the bounds (3.3) and (3.4) reveal the dependence of
γ on the noise intensity in the high signal-to-noise regime: the stability index decreases
quadratically with σ if the image of S under h has at least one unique point. This perfectly
agrees with the fact that otherwise γ(σ) may converge to zero as σ → 0 as mentioned in
[6].
Recently a non asymptotic version of (3.2) was derived in [9]
|πt − π¯t| ≤ C exp
(
− 2tmin
i 6=j
√
λijλji
)
, (3.5)
where C > 0 depends only on (ν, ν¯) and, moreover,
γ ≤ −
d∑
i=1
µimin
j 6=i
λij.
Unlike (3.2) or (3.5), this bound remains nontrivial as long as the signal is ergodic and Λ
has at least one row with all non-zero entries.
3.2. The method of Lyapunov exponents [2]. In this section we sketch the main idea
of the approach to filter stability due to R.Atar and O.Zeitouni [2]. Recall that the solutions
of SDE (1.2) πt and π¯t can be obtained by solving the linear Zakai SDE
dρt = Λ
∗ρtdt+ σ
−2diag(h)ρtdYt, (3.6)
and normalizing πt = ρt/|ρt| and π¯t = ρ¯t/|ρ¯t|, where ρt and ρ¯t denote the solutions of (3.6)
subject to ρ0 = ν and ρ0 = ν¯ respectively.
For a pair of vectors x, y ∈ Rd, let x ∧ y denote the exterior product, which can be
identified with the matrix (xiyj − xjyi), i ≤ i, j ≤ d. Then the following elementary
inequalities hold
1
2
|ρt ∧ ρ¯t|
|ρt||ρ¯t|
≤ |πt − π¯t| ≤
|ρt ∧ ρ¯t|
|ρt||ρ¯t|
,
which agrees with the fact that the distance between vectors in Sd−1 can be measured by
the angle they form. These inequalities suggest that
lim
t→∞
1
t
log |πt − π¯t| = lim
t→∞
1
t
log |ρt ∧ ρ¯t| − lim
t→∞
1
t
log |ρt| − lim
t→∞
1
t
log |ρ¯t| (3.7)
if the limits in the right hand side exist. Verifying the assumptions of MET (see e.g. [1]),
it was shown in [2] that for any ν and ν¯ the limits exist
λ1 =: lim
t→∞
1
t
log |ρt| = lim
t→∞
1
t
log |ρ¯t|, (3.8)
are non-random, do not depend on (ν, ν¯) and equal to the top Lyapunov exponent of the
equation (3.6). Notably any solution of (3.6) started from a vector from Sd−1 “picks up” the
top Lyapunov exponent. This is a consequence of the Perron-Frobenious theorem applied
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in [2] to the positive stochastic flow generated by (3.6). The matrix ρt ∧ ρ¯t satisfies a linear
SDE (see (3.23) below) as well and thus is in the scope of MET:
lim
t→∞
1
t
log |ρt ∧ ρ¯t| ≤ λ1 + λ2, (3.9)
where λ2 is the second Lyapunov exponent of (3.6). Roughly speaking (3.9) means that the
area between the two solutions of (3.6) grows exponentially with a rate not exceeding the
sum of two Lyapunov exponents, just as in the case of deterministic linear equations with
constant coefficients. Unlike in (3.8), only inequality can be claimed in (3.9) since the flow
ρt ∧ ρ¯t in not positive anymore and different initial conditions may in principle correspond
to different Lyapunov exponents.
Assembling (3.7), (3.8) and (3.9) together it is concluded in [2] that the stability of (1.2)
is controlled by the Lyapunov spectral gap of (3.6):
lim
t→∞
1
t
log |πt − π¯t| ≤ λ2 − λ1 ≤ 0. (3.10)
Though conceptually appealing, the latter does not immediately provide an easy way to
verify the desired stability, since λ1 and λ1 + λ2 are usually not easy to calculate.
Nevertheless the Lyapunov exponents turn to be amenable to asymptotic expansions in
terms of parameter σ: the bound (3.3) is a combination of the estimates
lim
σ→0
σ2λ1(σ) =
1
2
µ(h2) (3.11)
and
lim
σ→0
σ2
(
λ1(σ) + λ2(σ)
)
≤
1
2
µ(h2) + µ(hhnbr)−
1
2
µ(h2nbr), (3.12)
where hnbr(ai) := h(nbr(ai)) with nbr(ai) = argminaj 6=ai |h(ai) − h(aj)|. Both (3.11) and
(3.12) are obtained in [2] using the Feynman-Kac type formulae adapted to the filtering
context.
3.3. Theorem 1.1 and Furstenberg-Khasminskii formulae. The objective of this sec-
tion is to show how the Lyapunov exponents of (3.6) can be estimated by means of so called
Furstenberg-Khasminskii formulae.
Proposition 3.1. Assume that X is ergodic, then
λ1 =
1
2
σ−2
∫
Sd−1
(
u(h)
)2
Mπ(du), (3.13)
where Mπ is the invariant measure of π from Theorem 1.1.
Proof. Due to (3.8), we can work with ρt. Since the entries of ρt are nonnegative, |ρt| =∑d
i=1 ρt(i) and by the Ito formula
d log |ρt| =
1
|ρt|
d∑
i=1
dρt(i)−
1
2
1
|ρt|2
σ−2
( d∑
i=1
hiρt(i)
)2
dt
†
=
σ−2
d∑
i=1
hiπt(i)dYt −
1
2
σ−2
( d∑
i=1
hiπt(i)
)2
dt,
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where the property
∑d
j=1 λij = 0 was used in †. The idea of studying growth rate of the
solutions of linear SDEs by projecting them onto the unit sphere (Sd−1 in this case) and
averaging with respect to the invariant measure of the “angle” process πt, dates back to the
works of H.Furstenberg and R. Khasminskii (see [12]) and today constitutes an important
part of the theory of random dynamical systems (see e.g. [1]).
Since πt(h) is bounded, limt→∞
1
t
∫ t
0 πs(h)dBs = 0 (see e.g. Lemma 7.1, Chapter VI [12]),
and the required (3.13) holds by Theorem 1.1:
λ1 = lim
t→∞
1
t
log |ρt| = lim
t→∞
1
t
∫ t
0
(
σ−2πs(h)dYs −
1
2
σ−2
(
πs(h)
)2
ds
)
=
lim
t→∞
1
t
∫ t
0
σ−2
(
πs(h)h(Xs)−
1
2
(
πs(h)
)2)
ds =
1
2
σ−2
∫
Sd−1
(
u(h)
)2
Mπ(du).
 
Remark 3.2. Note that (3.11) easily follows from (3.13), since (the superscript σ is used to
emphasize the dependence on σ)
E
(
π˜σt (h)
)2
= Eh2(X˜t)− E
(
h(X˜t)− π˜
σ
t (h)
)2
,
and limσ→0 E
(
h(X˜t) − π˜
σ
t (h)
)2
= 0, t > 0. In fact (3.13) provides even more information,
sinceMσπ, though not computable explicitly in general, enjoys nice concentration properties
revealed by R.Khasminskii and O.Zeitouni in [13] and G. Golubev in [11]. Consider the slow
stationary Markov chain X˜ε with generator εΛ, and let Y˜ εt satisfy (1.1) with X replaced
by X˜ε and π˜εt be the vector of corresponding conditional probabilities, i.e. the solution of
(1.2) with Λ and Y replaced by εΛ and Y˜ ε respectively. Then, assuming that all hi’s are
different and using Theorem 1.1 and the continuous time analog of Theorem 1 in [11], one
obtains the asymptotic ε→ 0
E
(
h(X˜εt )− π˜
ε
t (h)
)2
=
(
1 + o(1)
)
ε log ε−1
d∑
i=1
∑
j 6=i
2µiλij
(hi − hj)2
(hj − hj)
2 =
(
1 + o(1)
)
ε log ε−1
d∑
i=1
2µi
∑
j 6=i
λij =
(
1 + o(1)
)
ε log ε−1
d∑
i=1
2µi|λii|.
By a time scaling or directly from the Kolmogorov-Fokker-Plank equation for the density
of Mπ, the latter implies
E
(
h(X˜t)− π˜
σ
t (h)
)2
=
(
1 + o(1)
)
σ2 log σ−2
d∑
i=1
2µi|λii|, σ → 0.
and in turn
λ1(σ) = σ
−2 1
2
µ(h2)−
(
1 + o(1)
)
log σ−2
d∑
i=1
µi|λii|, σ → 0. (3.14)
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Note that the second term in the expansion of λ1(σ) as σ → 0 does not depend on h and
is negative, so that the top Lyapunov exponent is actually “slightly smaller” than its limit
(3.11).
Remark 3.3. If σ →∞, the invariant measure Mσπ concentrates at δµ and hence by (3.13)
lim
σ→∞
σ2λ1(σ) =
1
2
(
µ(h)
)2
. (3.15)
Indeed the stationary process π˜σ satisfies
π˜σt = e
Λ∗tπ˜σ0 + σ
−1
∫ t
0
eΛ
∗(t−s)
(
diag(π˜σt )− π˜
σ
t π˜
σ∗
t
)
hdB˜t,
where B˜ is the innovation Brownian motion B˜t = σ
−1
∫ t
0
(
dYs − π˜
σ
s (h)ds
)
. Hence, for any
fixed t > 0, limσ→∞ π˜
σ
t = e
Λ∗tπ˜0. But since the chain X is ergodic, limt→∞ e
Λ∗tπ˜0 = µ, and
hence Mσπ converges weakly to µ as σ →∞.
In fact (3.15) can be further refined, using the results from [5]:
lim
σ→∞
λ1(σ) =
1
2
(
µ(h)
)2
σ−2 +
1
2
h∗Γhσ−4 + o(σ−4), (3.16)
where Γ is the unique solution of the algebraic Lyapunov equation
0 = Λ∗Γ + ΓΛ +
(
diag(µ)− µµ∗
)
hh∗
(
diag(µ)− µµ∗
)
,
in the class of nonnegative definite matrices with
∑
i,j Γij = 0.
In the two dimensional case d = 2, the exact expression is known for Mπ and one gets
a precise formula for the filter stability index
Corollary 3.4. For d = 2 and ∆h := h1 − h2 6= 0
γ = −(λ12 + λ21) +
(∆h)2
σ2
(
−
1
2
+
∫ 1
0 q(x)x(1 − x)dx∫ 1
0 q(x)dx
)
(3.17)
where
q(x) =
1
x2(1− x)2
×
exp
(
−
2σ2λ21
(∆h)2x(1− x)
+
2σ2(λ12 − λ21)
(∆h)2
(
log
x
1− x
+
1
1− x
))
. (3.18)
In particular,
γ(σ) = −
1
2
σ−2(∆h)2 +
(
1 + o(1)
)
log σ−2
2λ12λ21
λ12 + λ21
, σ ց 0 (3.19)
and
γ(σ) = −(λ12 + λ21) + σ
−2
(
−
1
2
(
h21 + h
2
2
)
+
(
µ2h1 + µ1h2
)(
µ1h1 + µ2h2
))
+
σ−4
(h1 − h2)
2µ21µ
2
2
2(λ12 + λ21)
+ o(σ−4), σ ր∞. (3.20)
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Proof. For d = 2 the process ρt ∧ ρ¯t is one dimensional (cf. (3.23) below) and Zt :=
ρt(1)ρ¯t(2)− ρt(2)ρ¯t(1) satisfies
dZt = −(λ12 + λ21)Ztdt+ σ
−2
(
h1 + h2
)
ZtdYt + σ
−2h1h2Ztdt.
If e.g. Z0 > 0, then Zt > 0 for all t ≥ 0 and by the Itoˆ formula
λ1 + λ2 =
1
t
log |Zt| =
1
t
∫ t
0
1
|Zs|
dZs −
1
2
σ−2
(
h1 + h2
)2
=
− (λ12 + λ21) + σ
−2
(
h1 + h2
)(1
t
∫ t
0
h(Xs)ds +
σBt
t
)
+
σ−2h1h2 −
1
2
σ−2
(
h1 + h2
)2 t→∞
−−−→
− (λ12 + λ21) + σ
−2
((
h1 + h2
)
µ(h)−
1
2
h21 −
1
2
h22
)
.
Note that in the two dimensional case the upper bound in (3.10) is always attained. The
equation (1.2) is also one dimensional and πt := πt(1) satisfies
dπt =
(
λ21 − (λ12 + λ21)πt
)
dt+ σ−1πt(1 − πt)
(
h1 − h2
)
dB¯t,
where B¯ is the innovation Brownian motion. The stationary probability distribution of πt
has a density q(x), solving the Kolmogorov-Fokker-Plank equation
0 = −
∂
∂x
[(
λ21 − (λ12 + λ21)x
)
q(x)
]
+
(
∆h
)2
2σ2
∂2
∂x2
[
x2(1− x)2q(x)
]
,
which has an explicit solution given by (3.18). The formula (3.17) is nothing but (3.7),
combined with the above expression for λ1 + λ2 and the formula (3.13), where the explicit
integration versus q(x) appears. The asymptotic (3.19) is obtained by means of the expan-
sion (3.14). The asymptotic (3.15) and the expression for λ1 + λ2 give the first two terms
in (3.20). The last term is obtained via (3.16).  
In fact both low and high signal-to-noise bounds (3.1) and (3.3) can be obtained by
means of the same approach.
Corollary 3.5. Assume that X is ergodic, then for any (ν, ν¯) the following global version
of (3.1) holds:
lim
σ→∞
γ(σ) ≤ γmax(Λ). (3.21)
Proof. In view of (3.7) and (3.15), the claim (3.21) holds if
lim
σ→∞
lim
t→∞
1
t
log |ρσt ∧ ρ¯
σ
t | ≤ γmax(Λ), (3.22)
The process Zσt = ρ
σ
t ∧ ρ¯
σ
t satisfies the linear equation
dZσt =
(
Λ∗Zσt + Z
σ
t Λ
)
dt+ σ−2
(
HZσt + Z
σ
t H
)
dYt + σ
−2HZσt Hdt, (3.23)
subject to Zσ0 = ν ∧ ν¯, where H := diag(h).
Let Uσ(s, t) be the fundamental solution of (3.23), i.e. the linear (random) operator
such that Zσt = U
σ(s, t) ◦ Zσs , ∀t ≥ s ≥ 0. Denote by Q
ν and Qµ the probability measures,
induced by (X,Y ) when X0 ∼ ν and X0 ∼ µ respectively. Since µ has strictly positive
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atoms, ν ≪ µ and by the Markov property of the pair (X,Y ) we have Qν ≪ Qµ. Then any
event, which occurs Qµ-a.s. occurs Qν-a.s. as well. In particular it is sufficient to prove
(3.22) for the stationary X˜ (note that ρt and ρ¯t are still the solutions of (3.6) subject to ν
and ν¯).
The idea of the proof is to “sample” the convergence in (3.22) on the subsequence
0, τ, 2τ, ... with a fixed τ > 0, to apply the LLN and to study the obtained limit via
limτ→∞ limσ→∞. Define Π
σ
t = Z
σ
t /|Z
σ
t | and let D be the set of all antisymmetric matrices
equal to η∧η′ for some η, η′ ∈ Sd−1 up to multiplication by a nonzero constant. Clearly D is
a closed set and the solution of (3.23) evolves in D. MET guarantees that limt→∞
1
t
log |Zσt |
exists P-a.s. (see [2]) and thus for an arbitrary constant τ > 0
lim
t→∞
1
t
log |Zσt | = lim
k→∞
1
k
1
τ
log |Zστk| =
lim
k→∞
1
k
k∑
m=1
1
τ
log
∣∣Uσ(τ(m− 1), τm) ◦ Πστ(m−1)∣∣ ≤
lim
k→∞
1
k
k∑
m=1
1
τ
log max
|v|=1,v∈D
∣∣Uσ(τ(m− 1), τm) ◦ v∣∣ =
1
τ
E log max
|v|=1,v∈D
∣∣Uσ(0, τ) ◦ v∣∣
(3.24)
The latter equality is due to the LLN, which holds since the summands form a stationary
uniformly integrable ergodic sequence. Indeed
um := log max
|v|=1,v∈D
∣∣Uσ(τ(m− 1), τm) ◦ v∣∣
are measurable with respect to FX(m−1)τ,mτ ∨F
B
(m−1)τ,mτ and so stationarity and ergodicity
are inherited from X, the increments of B and their independence. Integrability follows
from the Gaussian properties of B and is verified similarly to Theorem 1.5 in [2].
Observe that the solution of (3.23) converges uniformly on [0, τ ] to the solution of
Q˙t = Λ
∗Qt +QtΛ, Q0 = ν ∨ ν¯ (3.25)
as σ →∞, i.e. limσ→∞ supt∈[0,τ ]
∣∣Zσt −Qt∣∣ = 0. Consequently
Uσ(0, τ) ◦ v
σ→∞
−−−→ V (0, τ) ◦ v, ∀v ∈ D (3.26)
where V (s, t) is the fundamental solution of (3.25). Notice that V (0, t)◦v = pt∧qt, where pt
and qt solve x˙t = Λ
∗xt subject to p, q ∈ S
d−1 (v = p∧q). If X is ergodic, the zero eigenvalue
of its transition rates matrix is simple and Λ is a stability matrix on {x ∈ Rd :
∑d
i=1 xi = 0}
(see e.g. [18]):
|pt − qt| =
∣∣eΛ∗t(p− q)∣∣ ≤ c exp (γmax(Λ)t),
for a constant c > 0. Since 12 |pt ∧ qt| ≤ |pt − qt| ≤ |pt ∧ qt|, this implies
lim
τ→∞
1
τ
log
∣∣V (0, τ) ◦ v∣∣ ≤ γmax(Λ), ∀v ∈ D. (3.27)
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Passing to the limits limτ→∞ limσ→∞ in (3.24) and taking into account (3.26) and (3.27),
one gets the required
lim
σ→∞
lim
t→∞
1
t
log |Zσt | ≤ γmax(Λ). 

Corollary 3.6. Assume that X is ergodic, then (3.3) holds.
Proof. In view of Remark 3.2, (3.3) holds if
lim
σ→0
σ2
(
λ1(σ) + λ2(σ)
)
≤ µ(h2)−
1
2
d∑
i=1
µimin
j 6=i
(
h(ai)− h(aj)
)2
. (3.28)
Let ζσt := ρtσ2 and ζ¯
σ
t := ρ¯tσ2 be the time scaled solutions of (3.6) subject to ν and ν¯
respectively. Then
lim
t→∞
1
t
log |ρσt ∧ ρ¯
σ
t | =
1
σ2
lim
t→∞
1
t
log |ζσt ∧ ζ¯
σ
t |,
where the limits exist by the Oseledec MET as mentioned before. The process ζσt (and ζ¯
σ
t )
satisfies the equation
dζσt = σ
2Λ∗ζσt dt+Hζ
σ
t dWt,
where Wt =
∫ t
0 h(Xsσ2)ds+ B˜t and B˜t := σ
−1Btσ2 is a standard Brownian motion. Conse-
quently the process Rσt = ζ
σ
t ∧ ζ¯
σ
t satisfies the linear equation
dRσt = σ
2
(
Λ∗Rσt +R
σ
t Λ
)
dt+
(
HRσt +R
σ
tH
)
dWt +HR
σ
tHdt,
subject to Rσ0 = ν ∧ ν¯. In the componentwise notation the latter reads
dRσkm(t) = σ
2
(∑
j 6=k
λjmR
σ
kj(t) +
∑
j 6=m
λjkR
σ
jm(t)
)
dt+
(hm + hk)R
σ
km(t)dWt + hmhkR
σ
km(t)dt, k 6= m. (3.29)
Let Uσ(s, t) denote the fundamental solution of (3.29) (cf. (3.23)), i.e. a tensor whose
entries Uσij,km(s, t) are F
W
s,t -measurable and
Rσkm(t) =
[
Uσ(s, t) ◦Rσs
]
km
=
∑
i 6=j
Uσij,km(s, t)R
σ
ij(s), k 6= m. (3.30)
For fixed i 6= j, Uσij,km(s, t) are the entries of the matrix generated by (3.29), subject to
Uσij,km(s, s) = δ
km
ij :=
{
1, i = k, j = m
0, otherwise.
Define
ψσkm(s, t) := exp
(
σ2(λkk + λmm)(t− s)+
(hk + hm)(Wt −Ws) + hkhm(t− s)−
1
2
(hk + hm)
2(t− s)
)
.
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Then for i 6= j and k 6= m
Uσij,km(s, t) = ψ
σ
km(s, t)δ
km
ij +
σ2ψσkm(s, t)
∫ t
s
(
ψσkm(s, u)
)−1 ∑
q 6=k,m
(
λqmU
σ
ij,kq(s, u) + λqkU
σ
ij,qm(s, u)
)
du. (3.31)
Since the off-diagonal entries of Λ are nonnegative, the latter implies that Uσ(s, t) is a
positive operator. Let V σij,km(s, t) = U
σ
ij,km(s, t)/
∑
k 6=m U
σ
ij,km(s, t), then
log
(∑
k 6=m
Uσij,km(s, t)
)
=
∫ t
s
σ2
∑
k 6=m
(∑
ℓ 6=k
λℓmV
σ
ij,km(s, r) +
∑
ℓ 6=m
λℓkV
σ
ij,ℓm(s, r)
)
dr
+
∫ t
s
∑
k 6=m
(hm + hk)V
σ
ij,km(s, r)dWr +
∫ t
s
∑
k 6=m
hmhkV
σ
ij,km(s, r)dr−
1
2
∫ t
s
(∑
k 6=m
(hm + hk)V
σ
ij,km(s, r)
)2
dr ≤
(
2σ2dλmax + 5h
2
max
)
(t− s) +
∫ t
s
∑
k 6=m
(hm + hk)V
σ
ij,km(s, r)dB˜r
where λmax = maxi 6=j λij and hmax = maxi |hi|. The latter and (3.31) gives the following
estimate
Uσij,km(s, t) ≤ ψ
σ
km(s, t)δ
km
ij + σ
2C1e
C2(t−s)
∫ t
s
exp
(∫ u
s
βσij,km(r)dB˜r
)
du
with some constants C1 and C2 and bounded processes β
σ
ij,km(t). Moreover
ϕσij,km(s, t) := C1e
C2(t−s)
∫ t
s
exp
(∫ u
s
βσij,km(r)dB˜r
)
du
are uniformly integrable in σ, since bounded βσij,km(r) trivially satisfy the Novikov condition
E exp
(
1
2
∫ t
s
(
βσij,km(r)
)2
dr
)
< ∞ (see Theorem 6.1 in [17]). Define Πσ(t) = Rσ(t)/|Rσ(t)|
and fix a τ > 0, then for t ≥ τ (see (3.30))
log |Rσ(t)| = log |Rσ(t− τ)|+ log
∣∣ ∑
i 6=j
k 6=m
Uσij,km(t− τ, t)Π
σ
ij(t− τ)
∣∣ ≤
log |Rσ(t− τ)|+ logmax
i 6=j
∑
k 6=m
Uσij,km(t− τ, t) ≤
log |Rσ(t− τ)|+ log
(
max
i 6=j
ψσij(t− τ, t) + σ
2max
i 6=j
∑
k 6=m
ϕσij,km(t− τ, t)
)
.
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As was mentioned before, it is enough to establish (3.28) for the stationary chain X˜. Recall
that by MET the limit limt→∞
1
t
log |Rσt | exists P-a.s. Then for any ν, ν¯ ∈ S
d−1 and τ > 0
lim
t→∞
1
t
log |Rσt | = lim
n→∞
1
nτ
log |Rσnτ | ≤
lim
n→∞
1
n
n∑
ℓ=1
1
τ
log
(
max
i 6=j
ψσij
(
(ℓ− 1)τ, ℓτ
)
+ σ2max
i 6=j
∑
k 6=m
ϕσij,km
(
(ℓ− 1)τ, ℓτ
))
=
1
τ
E log
(
max
i 6=j
ψσij
(
0, τ
)
+ σ2max
i 6=j
∑
k 6=m
ϕσij,km(0, τ)
)
.
The latter equality holds by LLN, since being measurable functionals of the increments of
X˜ and B˜ on the intervals [(ℓ−1)τ, ℓτ), both ψσij
(
(ℓ−1)τ, ℓτ
)
and ϕσij,km
(
(ℓ−1)τ, ℓτ
)
, ℓ ≥ 1
form stationary sequences with finite expectations. On the set Aστ := {X˜0 = X˜uσ2 , u ≤ τ}
we have
ψσkm(0, τ) = exp
(
σ2(λkk + λmm)τ + (hk + hm)Wτ+
hkhmτ −
1
2
(hk + hm)
2τ
)
=
exp
(
hkhmτ −
1
2
(hk + hm)
2τ + (hk + hm)h(X˜0)τ+
(hk + hm)B˜τ + σ
2(λkk + λmm)τ
)
=
exp
(
h2(X˜0)τ −
1
2
(hk − h(X˜0))
2τ −
1
2
(hm − h(X˜0))
2τ+
(hk + hm)B˜τ + σ
2(λkk + λmm)τ
)
≤
exp
(
h2(X˜0)τ −
1
2
min
am 6=X˜0
(hm − h(X˜0))
2τ + 2hmax|B˜τ |+ 2dσ
2λmaxτ
)
.
Since the process X˜tσ2 is a slow chain with the generator σ
2Λ, limσ→0 Ps(A
σ
τ ) = 1 for any
fixed τ > 0. This gives the following estimate
lim
t→∞
1
t
log |Rσt | ≤
1
τ
E1{Aστ }
(
h2(X˜0)τ −
1
2
min
am 6=X˜0
(hm − h(X˜0))
2τ + 2hmax|B˜τ |+ 2dσ
2λmaxτ
)
+
1
τ
E1{Ω\Aστ } log
(
max
i 6=j
ψσij(0, τ) + σ
2max
i 6=j
∑
k 6=m
ϕσij,km(0, τ)
) σ→0
−−−→
E
(
h2(X˜0)−
1
2
min
am 6=X˜0
(hm − h(X˜0))
2 +
2hmax|B˜τ |
τ
)
which implies (3.28) as τ →∞.  
4. Conclusions
The Wonham and Kalman-Bucy filters are particular instances of the general filtering
equation, for which finite dimensional realizations are known. Consequently both are of
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considerable practical interest in various applications (see e.g. [7]). While the stability
and ergodic properties for the linear Kalman-Bucy filter has been studied and understood
since 60’s, the analogous theory for the Wonham filter is less developed and in fact was
addressed only a decade ago. In this paper we established certain ergodic properties of
the signal/filtering pair, which are crucial for applying the classic Lyapunov exponents
technique for SDEs ([12]) in the filtering context. The latter allows to derive refined formulae
for the Lyapunov exponents of the Zakai equation and simplify derivation of certain known
bounds on the filter stability index. In particular case of the binary signal, a complete
characterization of the filter stability is obtained.
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