Abstract. In this paper, we establish a two step third-order iteration method for solving nonlinear equations. The efficiency index of the method is 1.442 which is greater than Newton-Raphson method. It is important to note that our method is performing very well in comparison to fixed point method and the method discussed by Kang et al. (Abstract and applied analysis; volume 2013, Article ID 487060).
Introduction
Solving equations in one variable is the most discussed problem in numerical analysis. There are several numerical techniques for solving nonlinear equations (see for example [1, 2, 3, 4, 5, 6, 7, 8] and the references there in). For a given function f , we have to find at least one solution to the equation f (x) = 0. Note that, priory, we do not put any restrictions on the function f . In order to check whether a given solution is true or not, we need to be able to evaluate the function, that is, f (α) = 0. In reality, the mere ability to be able to evaluate the function does not suffice. We need to assume some kind of "good behavior". The more we assume, the more potential we have to develop fast algorithms for finding the root. At the same time, more assumptions will reduce the number of function classes which will our assumptions. This is a fundamental paradigm in numerical analysis.
We present a new iteration method that approximates the root of a nonlinear equation in one variable using the value of the function and its derivative. Our method converges to the root cubically. In this study, we suggest an improvement to the iteration of Kang iteration method at the expense of one additional first derivative evaluation. It is shown that the suggested method converges to the root, and the order of convergence is at least three in a neighborhood of the root, whenever the first and higher order derivatives of the function exist in a neighborhood of the root. This means that our method approximately triples the number of significant digits after an iteration. Numerical examples support this theory, and the computational order of convergence is even more than three for certain functions. We know that fixed point iteration method [9] is the fundamental algorithm for solving nonlinear equations in one variable. In this method equation is rewritten as
where, the following are true:
(
Definition 1.1. Suppose, {x n } → α, with the property that,
where, D ∈ R + and q ∈ Z, then D is called the constant of convergence and q is called the order of convergence.
For a given x 0 , Kang et. al. gave the approximate solution x n+1 by an iteration scheme as follows.
This scheme has convergence of order 2.
New Iteration Method
In the fixed-point iteration method, for some x ∈ R, if f (x) = 0 then the nonlinear equation can be converted to,
Let α be the root of f (x) = 0. We can write functional equation of algorithm 1.3 as
or,
To get higher order convergence, we introduce h(x) in above, as follows
Then H h (α) = α and H ′ h (α) = 0. In order to make (2) efficient, we shall choose h(x) such that H ′′ h (α) = 0. By using Mathematica we have,
.
So, if we take h (x) = −1
) and substitute it in (2), we get
This formulation allows us to suggest the following two step iteration method for solving nonlinear equation, for a given x 0 .
Algorithm 2.1.
3. Convergence Analysis of Algorithm 2.1
Here, g : D ⊂ R → R, is sufficiently smooth in the neighborhood of the root α. Then, the order of convergence of algorithm 2.1 is at least 3, where c k =
As g (α) = α, let x n = α + e n and x n+1 = α + e n+1 . By Taylor's expansion, we have,
This implies that,
Similarly,
n ). Substituting these values in (4) we obtain
Using the series expansion above, we get This implies that,
Thus, we get, Using (5) and (6) in (4), we have,
Using series expansion again, we get,
−c 2 e n − (c 
Comparison
Comparison of Fixed Point Method (FPM), Kang Iteration Method (KIM) and our new iteration method (NIM), is shown in the following table, root corrected up to seventeen decimal places.
x , it can be observed from Table 1 that NIM in this paper is faster than FPM and KIM. Example 4.2. Let f (x) = x − cos x, take g(x) = cos x, it can be observed from Table 2 that NIM in this paper is faster than FPM and KIM. Example 4.3. Let f (x) = x 3 + 4x 2 + 8x + 8, take g(x) = −1 − 1/2x 2 − 1/8x3, it can be observed from Table 3 that NIM in this paper is faster than FPM and KIM. Example 4.4. Let f (x) = ln(x − 2) + x, take g(x) = 2 + e −x , it can be observed from Table 4 that NIM in this paper is faster than FPM and KIM.
Example 4.5. Let f (x) = x 2 sin x−cos x, take g(x) = 1 tan x , it can be observed from Table 5 that NIM in this paper is faster than FPM and KIM. x it can be observed from Table 6 that NIM in this paper is faster than FPM and KIM. 
Conclusions
A new third order iteration method for solving nonlinear equations has been introduced. By using some examples, performance of N IM is also discussed. Its performance is much better, in comparison to the fixed point method and the method presented in [10] .
