Abstract. Data stream classification plays an important role in modern data analysis, where data arrives in a stream and needs to be mined in real time. In the data stream setting the underlying distribution from which this data comes may be changing and evolving, and so classifiers that can update themselves during operation are becoming the state-of-the-art. In this paper we show that data streams may have an important temporal component, which currently is not considered in the evaluation and benchmarking of data stream classifiers. We demonstrate how a naive classifier considering the temporal component only outperforms a lot of current state-of-the-art classifiers on real data streams that have temporal dependence, i.e. data is autocorrelated. We propose to evaluate data stream classifiers taking into account temporal dependence, and introduce a new evaluation measure, which provides a more accurate gauge of data stream classifier performance. In response to the temporal dependence issue we propose a generic wrapper for data stream classifiers, which incorporates the temporal component into the attribute space.
Introduction
Data streams refer to a type of data, that is generated in real-time, arrives continuously as a stream and may be evolving over time. This temporal property of data stream mining is important, as it distinguishes it from non-streaming data mining, thus it requires different classification techniques and a different evaluation methodology. The standard assumptions in classification (such as IID) have been challenged during the last decade [14] . It has been observed, for instance, that frequently data is not distributed identically over time, the distributions may evolve (concept drift), thus classifiers need to adapt.
Although there is much research in the data stream literature on detecting concept drift and adapting to it over time [10, 17, 21] , most work on stream classification assumes that data is distributed not identically, but still independently. Except for our brief technical report [24] , we are not aware of any work in data stream classification discussing what effects a temporal dependence can have on evaluation. In this paper we argue that the current evaluation practice of data stream classifiers may mislead us to draw wrong conclusions about the performance of classifiers. We start by discussing an example of how researchers evaluate a data stream classifier using a real dataset representing a data stream. The Electricity dataset due to [15] is a popular benchmark for testing adaptive classifiers. It has been used in over 40 concept drift experiments 5 , for instance, [10, 17, 6, 21] . The Electricity Dataset was collected from the Australian New South Wales Electricity Market. The dataset contains 45,312 instances which record electricity prices at 30 minute intervals. The class label identifies the change of the price (UP or DOWN) related to a moving average of the last 24 hours. The data is subject to concept drift due to changing consumption habits, unexpected events and seasonality.
Two observations can be made about this dataset. Firstly, the data is not independently distributed over time, it has a temporal dependence. If the price goes UP now, it is more likely than by chance to go UP again, and vice versa. Secondly, the prior distribution of classes in this data stream is evolving. Figure 1 plots the class distribution of this dataset over a sliding window of 1000 instances and the autocorrelation function of the target label. We can see that data is heavily autocorrelated with very clear cyclical peaks at every 48 instances (24 hours), due to electricity consumption habits.
Let us test two state-of-the-art data stream classifiers on this dataset. We test an incremental Naive Bayes classifier, and an incremental (streaming) decision tree learner. As a streaming decision tree, we use VFDT [16] with functional leaves, using Naive Bayes classifiers at the leaves.
In addition, let us consider two naive baseline classifiers that do not use any input attributes and classify only using past label information: a moving majority class classifier (over a window of 1000) and a No-Change classifier that uses temporal dependence information by predicting that the next class label will be the same as the last seen class label. It can be compared to a naive weather forecasting rule: the weather tomorrow will be the same as today.
We use prequential evaluation [11] over a sliding window of 1000 instances. The prequential error is computed over a stream of n instances as an accumulated loss L between the predictionsŷ t and the true values y t : Since the class distribution is unbalanced, it is important to use a performance measure that takes class imbalance into account. We use the Kappa Statistic due to Cohen [7] . Other measures, such as, for instance, the Matthews correlation coefficient [19] , could be used as well. The Kappa Statistic κ is defined as
where p 0 is the classifier's prequential accuracy, and p c is the probability that a chance classifier -one that assigns the same number of examples to each class as the classifier under consideration-makes a correct prediction. If the tested classifier is always correct then κ = 1. If its predictions coincide with the correct ones as often as those of a chance classifier, then κ = 0. Figure 2 shows the evolving accuracy (left) of the two state-of-the-art stream classifiers and the two naive baselines, and the evolution of the Kappa Statistic (right). We see that the state-of-the-art classifiers seem to be performing very well if compared to the majority class baseline. Kappa Statistic results are good enough at least for the decision tree. Following the current evaluation practice for data stream classifiers we would recommend this classifier for this type of data. However, the No-Change classifier performs much better. Note that the No-Change classifier completely ignores the input attribute space, and uses nothing but the value of the previous class label.
We retrospectively surveyed accuracies of 16 new stream classifiers reported in the literature that were tested on the Electricity dataset. Table 1 shows a list of the results reported using this dataset, sorted according to the reported accuracy. Only 6 out of 16 reported accuracies outperformed the No-Change classifier. This suggests that current evaluation practice needs to be revised. This paper makes a threefold contribution. First, in Section 2, we explain what is happening when data contains temporal dependence and why it is important to take into account when evaluating stream classifiers. Second, in Section 3, we propose a new measure to evaluate data stream classifiers taking into account possible temporal dependence. Third, in Section 5, we propose a generic wrapper classifier that enables conventional stream classifiers to take into account temporal dependence. In Section 4 we perform experimental analysis of the new measure. Section 6 concludes the study.
Why the Current Evaluation Procedures May Be Misleading
We have seen that a naive No-Change classifier can obtain very good results on the Kappa Statistic measure by using temporal information from the data. This is a surprising result since we would expect that a trivial classifier ignoring the input space entirely should perform worse than a well-trained intelligent classifier. Thus, we start by theoretically analyzing the conditions under which the No-Change classifier outperforms the majority class classifier. Next we discuss the limitations of the Kappa Statistic for measuring classification performance on data streams.
Consider a binary classification problem with fixed prior probabilities of the classes P (c 1 ) and P (c 2 ). Without loss of generality assume P (c 1 ) ≥ P (c 2 ). The expected accuracy of the majority class classifier would be p maj = P (c 1 ). The expected accuracy of the No-Change classifier would be the probability that two labels in a row are the same p e = P (c 1 )P (c 1 |c 1 ) + P (c 2 )P (c 2 |c 2 ), where P (c 1 |c 1 ) is the probability of observing class c 1 immediately after observing class c 1 .
Note that if data is distributed independently, then P (c 1 |c 1 ) = P (c 1 ) and P (c 2 |c 2 ) = P (c 2 ). Then the accuracy of the No-Change classifier is P (c 1 )
2 + P (c 2 ) 2 . Using the fact that P (c 1 ) + P (c 2 ) = 1 it is easy to show that
that is p maj ≥ p nc . The accuracies are equal only if P (c 1 ) = P (c 2 ), otherwise the majority classifier is more accurate. Thus, if data is distributed independently, then we can safely use the majority class classifier as a baseline. However, if data is not independently distributed, then, following similar arguments it can be shown that if P (c 2 |c 2 ) > 0.5 then
That is p maj < p e , hence, the No-Change classifier will outperform the majority class classifier if the probability of seeing consecutive minority classes is larger than 0.5. This happens even in cases of equal prior probabilities of the classes.
Similar arguments are valid in multi-class classification cases as well. If we observe the majority class, then the No-Change classifier predicts the majority class, the majority classifier predicts the same. They will have the same accuracy on the next data instance. If, however, we observe a minority class, then the majority classifier still predicts the majority class, but the No-Change classifier predicts a minority class. The NoChange strategy would be more accurate if the probability of observing two instances of that minority class in a row is larger than 1/k, where k is the number of classes. Table 2 presents characteristics of four popular stream classification datasets. Electricity and Airlines are available from the MOA 6 repository, and KDD99 and Ozone are available from the UCI 7 repository. Electricity and Airlines represent slightly imbalanced binary classification tasks, we see by comparing the prior and conditional probabilities that data is not distributed independently. Electricity consumption is expected to have temporal dependence. The Airlines dataset records delays of flights, it is likely that e.g. during a storm period many delays would happen in a row. We see that as expected, the No-Change classifier achieves higher accuracy than the majority classifier. The KDD99 cup intrusion detection dataset contains more than 20 classes, we report on only the three largest classes. The problem of temporal dependence is particularly evident here. Inspecting the raw dataset confirms that there are time periods of intrusions rather than single instances of intrusions, thus the data is not distributed independently over time. We observe that the No-Change classifier achieves nearly perfect accuracy. Finally, the Ozone dataset is also not independently distributed. If ozone levels rise, they do not diminish immediately, thus we have several ozone instances in a row. However, the dataset is also very highly imbalanced. We see that the conditional probability of the minority class (ozone) is higher than the prior, but not high enough to give advantage to the No-Change classifier over the majority classifier. This confirms our theoretical results.
Thus, if we expect a data stream to contain temporal dependence, we need to make sure that any intelligent classifier is compared to the No-Change baseline in order to make meaningful conclusions about performance.
Next we highlight issues with the prequential accuracy in such situations, and then move on to the Kappa Statistic. The main reason why the prequential accuracy may mislead is because it assumes that the data is distributed independently. If a data stream contains the same number of instances for each class, accuracy is the right measure Table 2 . Characteristics of stream classification datasets to use, and will be sufficient to detect if a method is performing well or not. Here, a random classifier will have a 1/k accuracy for a k class problem. Assuming that the accuracy of our classifier is doing better than 1/k, we know that we are doing better than guessing the classes of the incoming instances at random. We see that when a data stream has temporal dependence, using only the Kappa Statistic for evaluating stream classifiers may be misleading. The reason is that when the stream has a temporal dependence, by using the Kappa Statistic we are comparing the performance of our classifier with a random classifier. Thus, we can view the Kappa Statistic as a normalized measure of the prequential accuracy p 0 :
In the Kappa Statistic, we consider that max p = 1 and that min p = p c . This measure may be misleading because we assume that p c is giving us the accuracy of the baseline naive classifier. Recall that p c is the probability that a classifier that assigns the same number of examples to each class as the classifier under consideration, makes a correct prediction. However, we saw that the majority class classifier may not be the most accurate naive classifier when temporal dependence exists in the stream. NoChange may be a more accurate naive baseline, thus we need to take it into account within the evaluation measure.
New Evaluation for Stream Classifiers
In this section we present a new measure for evaluating classifiers. We start by more formally defining our problem. Consider a classifier h, a data set containing n examples and k classes, and a contingency table where cell C ij contains the number of examples for which h(x) = i and the class is j. If h(x) correctly predicts all the data, then all non-zero counts will appear along the diagonal. If h misclassifies some examples, then some off-diagonal elements will be non-zero.
The classification accuracy is defined as Let us define
Then the accuracy of a random classifier is
We can define p e as the following accuracy:
Then the Kappa Statistic is
Remember that if the classifier is always correct then κ = 1. If its predictions coincide with the correct ones as often as those of the chance classifier, then κ = 0. An interesting question is how exactly do we compute the relevant counts for the contingency table: using all examples seen so far is not useful in time-changing data streams. Gama et al. [11] propose to use a forgetting mechanism for estimating prequential accuracy: a sliding window of size w with the most recent observations. Note that, to calculate the statistic for a k class problem, we need to maintain only 2k + 1 estimators. We store the sum of all rows and columns in the confusion matrix (2k values) to compute p c , and we store the prequential accuracy p 0 .
Considering the presence of temporal dependencies in data streams we propose a new evaluation measure the Kappa Plus Statistic, defined as
where p e is the accuracy of the No-Change classifier. κ + takes values from 0 to 1. The interpretation is similar to that of κ. If the classifier is perfectly correct then κ + = 1. If the classifier is achieving the same accuracy as the No-Change classifier, then κ + = 0. Classifiers that outperform the No-Change classifier fall between 0 and 1. Sometimes it can happen that κ + < 0, which means that the classifier is performing worse than the No-Change baseline.
In fact, we can compute p e as the probability that for all classes, the class of the new instance i t+1 is equal to the last class seen in instance i t . It is the sum for each class of the probability that the two instances in a row have the same class:
(Pr[i t+1 class is j and i t class is j]) .
Two observations can be made about κ + . First, when there is no temporal dependence, κ + is closely related to κ since Pr[i t+1 class is j and i t class is j] = P r[i t class is j] 2 holds, and p e = p e . It means that if there is no temporal dependence, then the probabilities of selecting a class will depend on the distributions of the classes, so does κ. Second, if classes are balanced and there is no temporal dependence, then κ + is equal to κ and both are linearly related to the accuracy p 0 :
Therefore, using κ + instead of κ, we will be able to detect misleading classifier performance for data that is dependently distributed. For highly imbalanced, but independently distributed data, the majority class classifier may beat the No-Change classifier. κ + and κ measures can be seen as orthogonal, since they measure different aspects of the performance. Hence, for a thorough evaluation we recommend measuring both.
An interested practitioner can take a snapshot of a data stream and measure if there is a temporal dependency, e.g. by comparing the probabilities of observing the same labels in a row with the prior probabilities of the labels as reported in Table 2 . However, even without checking whether there is a temporal dependency in the data a user can safely check both κ + and κ. If there is no temporal dependency, both measures will give the same result. In case there is a temporal dependency a good classifier should score high in both measures.
Experimental Analysis of the New Measure
The goal of this experimental analysis is to compare the informativeness of κ and κ + in evaluating stream classifiers. These experiments are meant to be merely a proof of concept, therefore we restrict the analysis to two data stream benchmark datasets. The first, the Electricity dataset was discussed in the introduction. The second, Forest Covertype, contains the forest cover type for 30 × 30 meter cells obtained from US Forest Service (USFS) Region 2 Resource Information System (RIS) data. It contains 581, 012 instances and 54 attributes, and has been used in several papers on data stream classification.
We run all experiments using the MOA software framework [3] that contains implementations of several state-of-the-art classifiers and evaluation methods and allows for easy reproducibility. The proposed κ + is not base classifier specific, hence we do not aim at exploring a wide range of classifiers. We select several representative data stream classifiers for experimental illustration. Figure 3 shows accuracy of the three classifiers Naive Bayes, VFDT and No-Change using the prequential evaluation of a sliding window of 1000 instances, κ results and results for the new κ + . We observe similar results to the Electricity Market dataset, and that for the No-Change classifier κ + is zero, and for Naive Bayes and VFDT, κ + is negative.
We also test two more powerful data stream classifiers:
-Hoeffding Adaptive Tree (HAT): which extends VFDT to cope with concept drift.
[3]. -Leveraging Bagging: an adaptive ensemble that uses 10 VFDT decision trees [4] .
For the Forest CoverType dataset, Figure 4 shows accuracy of the three classifiers HAT, Leveraging Bagging and No-Change using a prequential evaluation of a sliding window of 1000 instances. It also shows κ results and the new κ + results. We see how these classifiers improve the results over the previous classifiers, but still have negative κ + results, meaning that the No-Change classifier is still providing better results.
Finally, we test the two more powerful stream classifiers on the Electricity Market dataset. Figure 5 shows accuracy, κ and κ + for the three classifiers HAT, Leveraging Bagging and No-Change . κ + is positive for a long period of time, but still contains some negative results. Our experimental analysis indicates that using the new κ + measure, we can easily detect when a classifier is doing worse than the simple No-Change strategy, by simply observing if negative values of this measure exist.
SWT: Temporally Augmented Classifier
Having identified the importance of temporal dependence in data stream classification we now propose a generic wrapper that can be used to wrap state-of-the-art classifiers so that temporal dependence is taken into account when training an intelligent model. We propose SWT, a simple meta strategy that builds meta instances by augmenting the original input attributes with the values of recent class labels from the past (in a sliding window). Any existing incremental data-stream classifier can be used as a base classifier with this strategy. The prediction becomes a function of the original input attributes and the recent class labels
for the t-th test instance, where is the size of the sliding window over the most recent true labels. The larger , the longer temporal dependence is considered. h can be any of the classifiers we mentioned (e.g., HAT or Leveraging Bagging).
It is important to note that such a classifier relies on immediate arrival of the previous label after the prediction is casted. This assumption may be violated in real-world applications, i.e. true labels may arrive with a delay. In such a case it is still possible to use the proposed classifier with the true labels from more distant past. The utility of this approach will depend on the strength of the temporal correlation in the data.
We test this wrapper classifier experimentally using HAT and VFDT as the internal stream classifiers. In this proof of concept study we report experimental results using = 1. Our goal is to compare the performance of an intelligent SWT, with that of the baseline No-Change classifier. Both strategies take into account temporal dependence. However, SWT, does so in an intelligent way considering it alongside a set of input attributes. Figure 6 shows the SWT strategy applied to VFDT, Naive Bayes, Hoeffding Adaptive Tree, and Leveraging Bagging for the Electricity dataset. The results for the Forest Cover dataset are displayed in Figure 7 . As a summary, Figure 8 (left and center) shows κ + on the Electricity and Forest Cover datasets. We see a positive κ + which means that the prediction is meaningful taking into account the temporal dependency in the data. Additional experiments reported in Figures 9, 10, 11 confirm that the results are stable under varying size of the sliding window (to > 1) and varying feature space (i.e., x t− , . . . , x t−1 ). More importantly, we see a substantial improvement as compared to the state-of-the-art stream classifiers (Figures 3, 4, 5 ) that do not use the temporal dependency information. 
Conclusion
As researchers, we may have not considered temporal dependence in data stream mining seriously enough when evaluating stream classifiers. In this paper we explain why it is important, and we propose a new evaluation measure to consider it. We encourage the use of the No-Change classifier as a baseline, and compare classification accuracy against it. We emphasize, that a good stream classifier should score well on both: the existing κ and the new κ + . In addition, we propose a wrapper classifier SWT, that allows to take into account temporal dependence in an intelligent way and, reusing existing classifiers outperforms the No-Change classifier. Our main goal with this proof of concept study is to highlight this problem of evaluation, so that researchers in the future will be able to build better new classifiers taking into account temporal dependencies of streams.
This study opens several directions for future research. The wrapper classifier SWTis very basic and intended as a proof of concept. One can consider more advanced (e.g. non-linear) incorporation of the temporal information into data stream classification. Ideas from time series analysis could be adapted. Performance and evaluation of change detection algorithms on temporally dependent data streams present another interesting direction. We have observed ( [24] ) that under temporal dependence detecting a lot of false positives actually leads to better prediction accuracy than a correct detection. This calls for an urgent further investigation.
