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Abstract 
We initiate the study of processing photo pictures and video frames as well as synthetic scenes in three-
dimensional (3D) space, which would allow to get images more similar to what human’s vision sees, 
compared to images created by existing technologies. It is known that human’s vision is nonlinear and 
creates sensually perceived image of 3D space not equal to well-known linear perspective. Because of 
that we offer inspired by the biology of human’s vision, a three-stage scheme for processing images and 
video. The first stage is a deep image analysis by means of neural networks and other machine learning 
algorithms to reconstruct a 3D model of the observed scene. The second stage is mapping 3D scene in 
Euclidean space to 3D scene in human’s perceptive space. The third stage is the synthesis of near-
optimal 2D projections in perceptual space. We show that such processing requires simulation of visual 
image processing by the human’s brain. The concept can be applied to improve the quality of pictures 
and movies, to create more believable virtual reality or augmented reality, to improve using computer 
vision in human-robot interaction, to create in the future eye prostheses for blinds etc. 
 
Keywords: deep learning, convolution neural networks, computer vision, linear perspective, features of space 
depth 
1 Introduction 
The problem of depicting 3D space on a 2D plane has a rich research history. It was studied by 
researchers in the field of mathematics (specifically, geometrists), as well as art critics. Often, image 
obtained by strict adherence to the scientific system of linear perspective, does not correspond to visual 
perception. This gave rise to two trends. On the one hand, the techniques that allow to disguise this fact 
have been developed. On the other hand, the search for reasons why the linear perspective, it would 
seem, strictly valid since the Renaissance, does not justify our expectations, has begun. Classically this 
problem was studied for the analogue (continuous) images, for example, in pre-digital photos, painting 
and other fine arts. 
Procedia Computer Science
Volume 88, 2016, Pages 324–329
7th Annual International Conference on Biologically Inspired
Cognitive Architectures, BICA 2016
324 Selection and peer-review under responsibility of the Scientiﬁc Programme Committee of BICA 2016
c© The Authors. Published by Elsevier B.V.
  
Currently, with the expansion of data processing, development of digital photography and video, the 
problem took on a new dimension. Despite the great perfection of modern optics and methods of digital 
image processing, the image is formed by digital cameras according to the laws of linear perspective. 
And further digital processing of the obtained images aims at the improvement of color quality, 
sharpness, brightness, contrast and other picture parameters, but not the geometric properties of the 
image. The problem of sensual-like rendering of 3D space objects on the plane of digital image requires 
rigorous methods and mathematical studies. It seems that such problem can be satisfactory solved by 
applying deep image analysis with convolutional neural networks and other machine learning 
algorithms. Geometric differences between the strict perspective and human’s perception of the 
surrounding space are due to the joint work of the eyes and the brain. Photo and video camera lenses are 
functionally similar to the human’s eye, which is also makes image of the space in the linear perspective 
on the retina. Therefore, the problem of the similarity between the synthetic images of spatial scenes 
and images created by the human’s vision can be solved provided more or less accurate simulation of 
converting retina image into mental sensations, absorbed by the human’s central nervous system. In 
other words, it is necessary to “cheat” human’s vision in such a way that the projections on the plane 
were perceived as similar to the usual for it images of a 3D space. 
The rest of the paper is organized as follows. In section 2 we consider related works. Section 3 is 
devoted to the discussion of the differences between the linear perspective and human’s visible 
perception of 3D space. In section 4 the features of 3D space depth is considered as well as variants of 
perceptive perspective. In section 5 the image processing scheme is proposed which is based on the 
features of space depth, which are identified by monocular and binocular vision. Section 6 devoted to 
the discussion of applications, for which, in our opinion, the idea would be most significant. We give 
the conclusion and future research directions in section 7. 
2 Related Works 
Our study is based on the ideas contained in the series of books (Raushenbach, 1975) (Raushenbach, 
1980), (Raushenbach, 1986), (Raushenbach, 2002). The author of these works investigated the problems 
of spatial geometry in the works of fine arts. In this series of works the concept of perceptual space is 
introduced, i.e. the laws of visual reflection of 3D space in the human’s consciousness. In addition, the 
general theory of perspective is presented in these works. The particular cases of general perspective are 
classical linear perspective, known from the Renaissance era, as well as different variants of perceptive 
perspective, taking into account the natural transforming work of the human’s brain during visual 
perception. 
Classical theory of perspective, used for manual construction of geometric images, in particular, on 
the drawings and paintings, is set out in such works as (Metzger, 2007), (Andersen, 2007). However, 
starting from the creation of the classical theory of perspective, many scientists and practitioners sought 
to add to it their amendments and refinements. In (Makarova, 2007) the theory of perspective from 
Renaissance until the XIX century is reviewed. 
The fact that the photographic images are not always correspond to the human’s visual perception, 
or sometimes sharply contrast with it, especially on the front and far plans, has been noted by 
researchers. The examples are unnatural large tank trunks, taken from the front, in the foreground of 
photos or barely noticeable mountains in the far plan, that person perceives as huge rocks. One of the 
best works, devoted to this problem, is book (Gregory, 1970). 
It worth noted that in all these works the problem of perspective has been considered in relation to 
the analog (continuous) images constructed manually on the paper to create drawings or works of the 
fine arts. In contrast to the previous works, we turn to the problem of perspective on digital images, 
created and managed by digital machines (photo and video cameras, computers). Our goal is to 
approximate the geometric shapes on such digital images to images created by human’s vision, 
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particularly in the near and far plans of the 3D space. To do this, we consider separately the cases of 
monocular and binocular vision. 
3 Linear Perspective against Human’s Perception of 3D Space 
It is well known that the perspective is a mathematical science about the transferring the 3D objects’ 
space-spatial properties on the plane. The classical linear perspective is based on the method of central 
projection. Linear perspective’s remarkable feature consists in the fact that, according to the laws of 
geometrical optics, the image on the screen behind the spherical lens (system of lenses) exactly matches 
to the linear perspective. So, the image created by photo and video camera’s objectives is also formed 
as a linear perspective image, as well as the image formed by the eye’s crystalline lens and projected on 
the retina. At the same time, in the first approximation, we do not pay attention to the fact that camera’s 
image suffers from a spherical aberration, while the retina is not a flat surface. Therefore, we can give 
another definition of perspective as the science of constructing images on any surface in such form, as 
it perceived by human’s eye. 
However, the problem is identified in that the human’s visual perception of the surrounding space 
does not coincide quite well with the laws of the linear perspective. It is confirmed by numerous 
experiments (Gregory, 1970), books (Raushenbach, 1975), (Raushenbach, 1986). The simplest model 
shows that the human’s vision is a two-stage. The first stage is the construction of the image of the outer 
space on the retina – so called retinal image (RI). The second stage is the reconstruction of the 
surrounding space in the human’s mind on the basis of RI (in most cases – two RIs). The qualitatively 
difference of these two stages is confirmed by the fact that the RI is yet two-dimensional, while the idea 
of the outer space in human’s mind is already three-dimensional.  
It is obvious that the RI may not be sufficient ground for human’s behavior, because it gives highly 
distorted picture of the external world. These distortions primarily related to the fact that closely located, 
even small items will appear huge, but at the same time very remote ones will appear too small to take 
them into account. In order to get a reliable basis for decision making about behavior, it is necessary to 
“fix” the RI taking into account the distances to the visible items. The RI itself does not contain any 
information about the distances to the items, which are drawn on the retina. Therefore, the correction of 
RI is only possible by attracting some additional information. The process of input additional 
information takes place on the second stage of vision – image processing into the human’s brain. It is 
evident, that the correct information retrieved from a “memory warehouse” of the human’s brain storing 
some experience of the previous life starting from the birth and, perhaps, a lot of genetically passed 
information. Using this experience and based on RI, human’s consciousness reconstructs the true picture 
of the external space with a reasonable degree of accuracy. The reconstructed into the human’s brain 
image of the real world becomes three-dimensional, but the other one compared with the real 3D space. 
It becomes evident from the following example: in the real world, rails never converge to the one point, 
but in the spatial, three-dimensional perceptive space rails converge to the point on the horizon.  
The reflection of the actual, objective space into the human’s mind as a result of the joint work of 
the eyes and the brain is called perceptive or subjective space (Raushenbach, 1975), (Raushenbach, 
1986). Contrary to the objective space, which is Euclidean, the perceptive space is described by non-
Euclidean geometry. Namely, it can be shown, that the perceptive space is the Riemann’s space of 
variable curvature (Luneberg, 1947), (Raushenbach, 1975). It is the images of perceptive space 
determine the human’s behavior. The properties of the perceptive space should be considered in more 
details. 
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4 The Properties of the Perceptive Space 
The problem is how 2D photo image or video frame (as well as RI) can be transformed into 3D 
perceptive image and then again projected to 2D digital images if necessary, more precisely, what are 
the laws of such transformations. Firstly, all objects on the image should be mentally distributed 
according to the distance among the object and the point of view. It is known books (Raushenbach, 
1975) (Raushenbach, Prostranstvennye postroeniya v zhivopisi. Moscow, “Nauka”, 288 pp. (in 
Russian), 1980), that humans use subconsciously so called features (signs) of the depth of visible space. 
These features are divided into monocular and binocular.  
Monocular are those ones that take place already in the case if person looks by one eye only. These 
features are the following: 
x Decreasing the size of the objects as they remove from the viewer, especially if their true 
size is known; 
x Overlapping, i.e. closer object always overlaps more distant one; 
x Air perspective, i.e. distant objects are less clear and change their visible color through 
blue haze; 
x More distant objects are closer to the horizon in the field of view; 
x Lighting and shadows allow to draw conclusions about the nearest and more distant part 
of objects; 
x So called moving parallax – on moving the images of nearest objects are stronger shifted 
relatively to background, so as more distant are shifted much less. 
Binocular features are visible only in two eyes vision. These features are the following: 
x Convergence, i.e. the turning of the eyes’ optical axis in the direction of the viewed object 
– in photo and video technologies the analogue of this feature is the focal lehgth of the 
objective; 
x Disparity, i.e. the differences in the images of object, formed by the left and right eye – the 
closer the object, the more these differences. 
Besides that, two very important features of human’s vision discovered by Rene Descartes should 
be taken into account: 
x Size constancy – this is the trend of human’s consciousness to compensate the changing of 
RI’s linear size with the changing of the distance to the visible object; 
x Form constancy – if the person knows the true form of the object from the previous 
experience, the brain is trying to compensate the distortion of the image under different 
angles of view (for example, visible image may seem more round than actual RI). 
The reasonable using of all the above effects is required for human’s perceptive space simulation. 
5 The Scheme of Image Processing 
Based on the previous discussion, we suggest the three-stage scheme of transformation raw image 
into the perceptive image. The scheme is depicted on Figure 1 for the most general binocular case and 
processing of photo images and video frames. 
The first stage is conversion of raw image into 3D scene in real (Euclidean) space. Conversion is 
achieved by deep analysis of the image, in which two main tasks should be solved: to identify individual 
objects on the picture and to locate these objects in related order according to its expected distance from 
the viewer. Today the first task is best to be solved by means of trained convolutional neural networks. 
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The second task is an essence a regression and is expected to be solved on the basis of machine learning 
too. However, such algorithms are not known yet, but it seems the algorithms should imitate the 
principles on which human’s vision evaluates relative distance to the objects based on features of space 
depth, which have been considered earlier. 
2D raw image 
(video frame) 
3D scene in inner 
format (Euclidean 
space) 
2D perceptive 
image (video 
frame) 
3D scene in inner 
format (perceptive 
space) 
Transforming 3D 
scene from Euclidean 
into perceptive space 
 
Deep image analysis 
Projecting 3D scene 
onto 2D plane in 
perceptive space 
Trained neural network 
for object recognition; 
Features of space depth 
Base of geometric rules; 
Parameter fitting rules 
Rules for optimal 
perspective choosing 
 
Figure 1: The scheme of transformation raw image into perceptive image 
The second stage is transformation of 3D scene in Euclidean space into 3D scene in perceptive space 
in accordance with geometric laws of perceptive space. It is required to hold some additional research 
to conclude, if the parameters describing a variant of perceptive perspective should be determined on 
this stage or on the third stage of image processing. Probably, a lot of parameter fitting is necessary for 
such transformation. 
The third stage is projection of 3D scene in perceptive space onto 2D images to obtain an image 
from particular point of view. To do this, it should be selected the optimal (or near-optimal) variant of 
perceptive perspective. As it was noted earlier, the degree of changing linear dimensions of the near-
viewer, middle and long-range plans on the image will greatly depend on the selected variant of 
perceptive perspective. In our opinion, it is advisable to choose the variant of perceptive perspective by 
specially trained algorithm optimizing the transfer of objects’ linear dimensions on the image. 
The thin arrows, pointed down in the cloud, everywhere in Figure 1 correspond to the training step 
of machine learning, so as the arrows pointing up correspond to work step. 
The above scheme may be simplified in some cases. For example, in case of monocular vision only 
one raw image (video frame) will be the input image of the first stage. Therefore, only monocular 
features of space depth can be taken into account in image analysis, so the quality of the reconstructed 
3D scene, most likely, will be worse. Also only one image projected from perceptive space will be 
expected by user in this case. Moreover, the first stage of the scheme is unnecessary for the processing 
of synthetic 3D scenes generated by means of computer graphics. Also it is possible that various 
optimization are used for processing video streams, taking into account similarity among the adjacent 
frames. 
6 Possible Applications 
We think, the idea of transforming images according to the laws of human’s vision has a lot of 
applications. In general, the quality of the images, created by modern photo and video equipment, and 
3D scenes, synthesized by means of computer graphics, is very high. So, not always the considered 
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problem is essential. It is important to correct the geometry of the images to let take more reliable and 
informed decisions, to prevent dangerous situations, to improve the quality of life etc.  
So, the first and the most evident application is improving quality of photos and videos to make it 
more natural for human’s vision. This task is something like the attempts of some artists, such as Paul 
Sezanne, to draw pictures in a special manner, but now for digital arts. Another possible application is 
improving human-robot interaction in such cases, where it is important for operator to make right 
decisions. Examples may include moon rovers, robots for demining, firefighting, elimination of 
accidents, fighting robots etc. Of course, it also can be used for high-quality virtual reality (VR) and 
augmented reality (AR) scenes. So as VR and AR should simulate a human's physical presence and 
surrounding environment in a way that allows the person to interact with it, it is very desirable to create 
comfort and habitual visual sensation. Finally, may be the most promising example is creation of eye 
prostheses for blinds, but it is also the most difficult problem.  
7 Conclusion 
We have analyzed the problem of approximation human’s perceptive space on photos and videos by 
means of deep image analysis to reconstruct its 3D prototype and then to synthesize images, 
approximating the human’s 3D vision of the surrounding space. We have argued in the paper that it is 
required for the implementation of the idea to develop a suite of algorithms for deep image analysis, 
transformation of raw image into 3D perceptive space, choosing near-optimal variant of projecting 
perceptive space scenes. The idea can be integrated into traditional image processing, as well as robot 
vision, VR and AR systems. We plan to develop techniques of image transformation approximating 
human’s perceptive space. We think this idea is one of the fruitful areas of machine learning.  
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