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Abstract
We develop a “hybrid approximative scheme” in the framework of the
post-Newtonian approximation for computing general-relativistic poly-
tropic models simulating neutron stars in critical rigid rotation. We treat
the differential equations governing such a model as a “complex initial
value problem”, and we solve it by using the so-called “complex-plane
strategy”. We incorporate into the computations the complete solution
for the relativistic effects, this issue representing a significant improvement
with regard to the classical post-Newtonian approximation, as verified by
extended comparisons of the numerical results.
Keywords: critical rotation; general-relativistic polytropic models; hybrid
approximative scheme; neutron stars; post-Newtonian approximation
1 Introduction
The original contributions to the study of rapidly rotating neutron stars in the
framework of the “post-Newtonian approximation” (PNA) are due to Chan-
drasekhar [1], Krefetz [2], and Fahlman & Anand [3]. The problem of fast rigid
rotation of neutron stars in hydrostatic equilibrium is treated in [3] by consid-
ering the relativistic and rotational effects acting on a nonrotating Newtonian
configuration obeying the polytropic “equation of state” (EOS, EOSs). How-
ever, there are certain reasons leading the PNA of first-order in the gravitation
parameter σ to failure when σ ≥ 0.01. A discussion on this matter can be found
in [4] (Appendix). A further discussion ([3], Sec. 5) verifies the negative conclu-
sions of [4] and focuses on the imposed limitations when applying this PNA’s
scheme to several astrophysical objects, since, unfortunately, values of interest
lie in the vicinity of σ ≃ 0.1.
In a recent study [5], we revisit the problem by assuming the relativistic
and rotational effects as decoupled perturbations, and by applying to PNA
the so-called “complex plane strategy” (CPS). This method consists in solving
all differential equations involved in the PNA’s computational scheme in the
1
complex plane. Numerical integrations are resolved by the Fortran code DCRKF54
[6], which is a Runge–Kutta–Fehlberg code of fourth and fifth order, modified
so that to integrate “initial value problems” (IVP, IVPs) established on systems
of first-order “ordinary differential equations” (ODE, ODEs) of complex-valued
functions in one complex variable along prescribed complex paths.
As discussed in [5] (Sec. 5.2), CPS could proceed independently of the par-
ticular perturbation approach used. For instance, CPS could be applied to a
PNA’s scheme of up to second order in σ, as developed in [7]. But, most in-
teresting, CPS could cooperate with a “hybrid approximative scheme” (HAS)
of PNA ([5], Sec. 5.2), in which the complete solution of the relativistic distor-
tion, as developed in [4], is involved. In this study, we extend the numerical
experiments started in [5] (Sec. 5.2), by applying HAS to general-relativistic
polytropic models of critically rotating neutron stars with σ up to ≃ 0.3.
We do not intend to repeat here extended parts of [5], except for certain
significant issues. For clarity and convenience, we use the same conventions,
definitions, and symbols with those in [5].
2 The Hybrid Approximative Scheme
2.1 Preliminaries
In this study, we assume that the pressure p and the rest-mass density ρ obey
the polytropic “equation of state” (EOS)
p = K ρΓ = K ρ1+(1/n), (1)
where K is the polytropic constant, Γ the adiabatic index defined by Γ =
1+ (1/n), n the polytropic index, and the normalization equations for the rest-
mass density ρ and the coordinate r are defined by
ρ = ρcΘ
n, r =
[
(n+ 1) pc
4 piGρ2c
]1/2
ξ =
[
(n+ 1)K ρ
(1/n)
c
4 piGρc
]1/2
ξ = α ξ, (2)
where ρc is the central density, Θ(ξ, µ) (with µ = cos(ϑ)) the Lane–Emden
function, pc the central pressure, and G the gravitation constant. The central
density ρc is chosen to be the density unit in the so-called “classical polytropic
units” (cpu), and the model parameter α is chosen to be the length unit in cpu;
accordingly, Θn is the cpu measure of the rest-mass density ρ and ξ the cpu
measure of the coordinate r.
The “rotation parameter” υ, representing the effects of rotation, and the
“gravitation parameter” σ (also called “relativity parameter”), representing the
post-Newtonian effects of gravitation, are then defined by ([5], Eqs. (7a) and
(7b), respectively)
υ =
Ω2
2 piGρc
, σ =
1
c2
pc
ρc
. (3)
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In the framework of PNA, the function Θ(ξ, µ) can be expressed as ([5],
Eq. (9))
Θ(ξ, µ) =
4∑
i=0, 2
Pi(µ)Θi(ξ)
= α0 θ00(ξ)P0(µ)
+ α1 [θ10(ξ)P0(µ) +A12θ12(ξ)P2(µ)]
+ α2 {θ20(ξ)P0(µ) + [θ22(ξ) +A22θ12(ξ)]P2(µ)
+ [θ24(ξ) +A24θ14(ξ)]P4(µ)}
+ α3 θ30(ξ)P0(µ),
(4)
where αi are the perturbation parameters ([3], Eq. (24)): α0 = 1, α1 = υ,
α2 = υ
2, and α3 = σ. The functions θij are involved in the differential equations
([5], Eq. (12))
d2θij
dξ2
+
2
ξ
θij
dξ
−
j(j + 1)
ξ2
θij = Sij (5)
with i = 0, 1, 2, 3, and j = 0, 2, 4, solved in view of the initial conditions (26) of
[5]. The parametersAij ([5], Eqs. (24)–(25)) multiply properly the homogeneous
solutions of θij ([3], Eqs. (42) and (43)), so that the boundary conditions (16)
of [5] be satisfied. The functions Sij are given by Eq. (13) of [5].
2.2 The numerical method
We now consider HAS as a computational scheme applied on PNA of [5], in
which the relativistic distortion participates with its complete solution, as it
has been developed and computed in [4]. By substituting the complete solution
Θσ for the relativistic effects in the place of the sum α0 θ00(ξ) + α3 θ30(ξ) ([5],
Eq. (57)), we obtain the form
Θ(ξ, µ) = Θσ P0(µ)
+ α1 [θ10(ξ)P0(µ) +A12θ12(ξ)P2(µ)]
+ α2 {θ20(ξ)P0(µ) + [θ22(ξ) +A22θ12(ξ)]P2(µ)
+ [θ24(ξ) +A24θ14(ξ)]P4(µ)} .
(6)
To compute the function Θσ, we use the Oppenheimer–Volkoff equations of
hydrostatic equilibrium (cf. [4], Eqs. (19) and (20)),
dΘσ
dξ
= −
1
ξ2
(
Υσ + σ ξ
3Θn+1σ
) [1 + (n+ 1)σΘσ]
1− 2 σ (n+ 1)Υσ/ξ
, (7)
Υ′σ = ξ
2Θnσ (1 + σ nΘσ) , (8)
where the function Υσ is defined by (cf. [4], Eq. (18))
m(r) = 4 pi α3 ρcΥσ(ξ); (9)
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m(r) is the total mass interior to a sphere of radius r (cf. [4], Eq. (12)). In the
Newtonian limit σ = 0, Eqs. (7) and (8) reduce to the classical Lane–Emden
equation (Eq. (5) with i = j = 0). In the relativistic case σ > 0, Θσ is the total
distortion owing to relativistic effects and can be written as ([5], Eq. (57))
Θσ = θ00 +
∞∑
i=1
σi θ3(i−1). (10)
The PNA’s scheme in [5] includes terms of first order in σ; in this case, the sum
in Eq. (10) contains the single term σ θ30. When with infinite terms, the sum in
Eq. (10) becomes equal to Θσ−θ00. The computational basis of HAS consists in
using the complete solution in the relativistic distortion and perturbation terms
of up to second order in υ with respect to the rotational distortion.
The initial conditions for solving the differential equations (5), (7), and (8)
are written as (cf. [5], Eqs. (26))
θ00 = 1,
dθ00
dξ
= 0, at ξ = 0,
θij = 0,
dθij
dξ
= 0, i = 1, 2, j = 0, at ξ = 0,
θij = ξ
j ,
dθij
dξ
= j ξj−1, i = 1, 2, j ≥ 2, ξ ∈ δ(0),
(11)
where the interval δ(0) lies in the vicinity of zero, and
Θσ = 1, Υσ = 0. (12)
2.3 The complex-plane strategy
Equation (5) yields for i = j = 0 the classical Lane–Emden equation, which,
integrated along a prescribed interval Iξ = [ξstart = 0, ξend] ⊂ R with initial
conditions (11a, b) gives the Lane–Emden function θ00[Iξ ⊂ R] ⊂ R. To avoid
the indeterminate form θ′00/ξ at the origin, we start integration at a point
ξstart = ξ0 close to the origin. Since ξ0 is small, the initial conditions (11a, b)
are valid at the starting point ξ0 as well. So, the integration interval becomes
Iξ0 = [ξ0, ξend] ⊂ R.
The Lane–Emden function θ00 becomes zero at its first root Ξ1, θ00(Ξ1) = 0.
Beyond the first root Ξ1, ξ > Ξ1, θ00 changes sign, θ00(ξ) < 0. Accordingly, θ
n
00
is undefined beyond Ξ1, since raising a negative real number to a real power is
not defined in R. To remove this syndrome, we can define θ00 as a complex-
valued function in one real variable ξ with ξ ∈ Iξ0, θ00[Iξ0 ⊂ R] ⊂ C.
Since n ∈ R, the term θn00 suffers from a “non-monodromy syndrome” due to
the fact that multiple-valued logarithmic functions are involved in the represen-
tation of θn00 (see e.g. [8], Secs. 26–28). To remove this syndrome, we proceed
by defining an “auxiliary Lane–Emden function” χ such that θ00 = χ
N ([5],
Eq. (35)), where the involved integer N is chosen so that the term θn00 = χ
Nn
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be transformed into a “raised-to-integer-power” term. The “modified Lane–
Emden equation” for χ with its initial conditions ([5], (Eqs. (36) and (37), re-
spectively) can be transformed into an equivalent IVP in two first-order ODEs
([5], (Eqs. (38) and (39))
dχ
dξ
= φ, (13)
dφ
dξ
= −
2
ξ
φ−
N − 1
χ
φ2 −
1
N
χN(n−1)+1, (14)
where χ[Iξ0 ⊂ R] ⊂ C and φ[Iξ0 ⊂ R] ⊂ C, which are solved with initial
conditions
χ(ξ0) = θ00(ξ0)
1/N , φ(ξ0) = 0. (15)
To avoid a further singularity at Ξ1, owing to the term φ = χ
′, we assume
that the independent variable ξ is a “complex distance”, ξ ∈ C, and that the
integration proceeds along a prescribed complex path parallel to the real axis
and at a relatively small imaginary distance from it, playing the role of a complex
detour. This alternative consists in performing numerical integration along a
contour C ⊂ C, being parallel to the real axis R and distancing i ξ˘0 from it, i.e.
along the straight line-segment
C =
{
ξ0 = ξ¯0 + i ξ˘0 −→ ξend = ξ¯end + i ξ˘0
}
, (16)
joining the points ξ0 and ξend in C. The constant imaginary part ξ˘0 of the
complex distance ξ ∈ C is usually taken to lie in the interval
[
10−9, 10−3
]
. The
real part ξ¯end of the complex terminal point ξend is taken here equal to ξ¯end ≃
2 Ξ¯1. Thus the Lane–Emden function θ00 becomes complex-valued function in
one complex variable, θ00[Iξ0 ⊂ C] ⊂ C. Likewise, for the functions Θσ and Υσ
(Eqs. (7)–(8)) we write Θσ[Iξ0 ⊂ C] ⊂ C and Υσ[Iξ0 ⊂ C] ⊂ C. The initial
conditions (11a, b) and (12) become
θ¯00(ξ0) = 1, θ¯
′
00(ξ0) = 0, θ˘00(ξ0) = θ˘
′
00(ξ0) = 0,
Θ¯σ(ξ0) = 1, Θ˘σ(ξ0) = 0, Υ¯σ(ξ0) = Υ˘σ(ξ0) = 0.
(17)
Furthermore, the initial conditions (11c, d) for the functions θij with i > 0
become
θij(ξ0) =
(
θ¯ij
)
0
+ i
(
θ˘ij
)
0
. (18)
In detail, the real parts ([5], Eq. (46)) are written as
(
θ¯ij
)
0
= 0,
(
dθ¯ij
dξ
)
0
= 0, i = 1, 2, j = 0,
(
θ¯ij
)
0
= ξj ,
(
dθ¯ij
dξ
)
0
= j ξj−1, i = 1, 2, j ≥ 2,
(
θ¯30
)
0
= 0,
(
dθ¯30
dξ
)
0
= 0,
(19)
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and the imaginary parts as ([5], Eq. (47))
(
θ˘ij
)
0
= 0,
(
dθ˘ij
dξ
)
0
= 0. (20)
The raised-to-real-power terms involved in the definitions of the functions
Sij ([5], Eq. (13)) and in Eqs. (7)–(8) are written in terms of the auxiliary
functions χ and X = Θ
1/N
σ as
θn+100 = χ
N(n+1), θn00 = χ
Nn, θn−100 = χ
N(n−1), θn−200 = χ
N(n−2),
Θn+1σ = X
N(n+1), Θnσ = X
Nn, Θ′σ = NX
N−1X ′.
(21)
For n = 1.0 and 2.0, we choose N = 1; thus θ00 = χ and Θσ = X . For n = 1.5
and 2.5, we take N = 2, which yields θ1.500 = χ
3, θ2.500 = χ
5, Θ1.5σ = X
3, and
Θ2.5σ = X
5. Finally, for n = 2.9, we choose N = 10, which gives θ2.900 = χ
29 and
Θ2.9σ = X
29.
3 Units
In this study, the abbreviations “cgs”, “gu”, ‘pu”, and “cpu” denote “cgs units”,
“gravitational units”, “polytropic units related to the gravitational units”, and
“classical polytropic units”, respectively (for a discussion on the gravitational
units and their related polytropic units, see e.g. [9], Sec. 1.2). The units of
several physical quantities in the system of gravitational units are given in Table
1 and play the role of “conversion coefficients”, which convert a physical measure
in gu to the respective measure in cgs. For instance, if the measure of a density
in gu is ρgu, then ρcgs = [D]gu ρgu is its measure in cgs. In gu, any physical
quantity has a dimension of the form cmγ ([9], Eq. (1); there is only one base
unit in gu, the length, measured in cm), that is, explicitly, it has a dimension [γ].
If γ = 0 for a particular physical quantity, then this quantity is dimensionless
in gu.
The units of several physical quantities in the system of the polytropic units
related to the gravitational units (see e.g. [10], Eqs. (4)–(13)) are given in Table
2 and convert a physical measure in pu to the respective measure in gu. For
example, if the measure of a density in pu is ρpu, then ρgu = [D]pu ρpu is its
measure in gu; accordingly, its measure in cgs is ρcgs = [D]gu[D]pu ρpu. All
physical quantities are dimensionless in pu, since their physical dimensions are
assigned to their respective units.
The polytropic units related to the gravitational units should not be con-
fused with the classical polytropic units (see e.g. [11], Sec. 8), defined on
the basis of the normalization equations (2a, b). The units of several physi-
cal quantities in the system of classical polytropic units are given in Table 3
and play the role of conversion coefficients, which convert a physical measure
in cpu to the respective measure in cgs. For example, if the measure of a
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Table 1: Units of several physical quantities in the system of “gravitational
units” (gu), converting physical measures in gu to respective measures in cgs.
physical quantity dimension of the value of numeric value
and its unit in gu quantity in gu the unit of the unit
Length, [L]gu cm
1 1 1.000(+00)
Mass, [M ]gu cm
1 c2/G 1.347(+28)
Density, [D]gu cm
−2 c2/G 1.347(+28)
Pressure, [P ]gu cm
−2 c4/G 1.210(+49)
Energy, [T ]gu = [W ]gu cm
1 c4/G 1.210(+49)
Angular velocity, [Ω]gu cm
−1 c 2.998(+10)
Angular momentum, [J ]gu cm
2 c3/G 4.038(+38)
Moment of inertia, [I]gu cm
3 c2/G 1.347(+28)
Table 2: Units of several physical quantities in the system of “polytropic units
related to the gravitational units” (pu), used to convert physical measures in pu
to respective measures in gu. The symbol K denotes here the measure of the
polytropic constant in gu, K = Kgu.
physical quantity value of
and its unit in pu the unit
Length, [L]pu K
n/2
Mass, [M ]pu K
n/2
Density, [D]pu K
−n
Pressure, [P ]pu K
−n
Energy, [T ]pu = [W ]pu K
−n
Angular velocity, [Ω]pu K
−n/2
Angular momentum, [J ]pu K
n
Moment of inertia, [I]pu K
3n/2
density in cpu is ρcpu, then ρcgs = [D]cpu ρcpu is its measure in cgs; accord-
ingly, its measure in gu is ρgu = (1/[D]gu) [D]cpu ρcpu and its measure in pu is
ρpu = (1/[D]pu) (1/[D]gu) [D]cpu ρcpu. All physical quantities are dimensionless
in cpu, since their physical dimensions are assigned to their respective units.
In almost all the computations of this study, we use cpu measures of physical
quantities and characteristics, since PNA is inherently oriented to cpu. How-
ever, since pu is the system mostly used in the bibliography, all results and
comparisons are quoted in pu.
4 The Computations, I
Preliminaries regarding the computational environment used in this work and
the Fortran code DCRKF54 [6] for solving complex IVPs can be found in [5].
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Table 3: Units of several physical quantities in the system of “classical polytropic
units” (cpu), used to convert physical measures in cpu to respective measures
in cgs.
physical quantity value of
and its unit in cpu the unit
Length, [L]cpu α (see Eq. (2b))
Density, [D]cpu ρc (see Eq. (2a))
Pressure, [P ]cpu Kcgs ρ
Γ
c (see Eq. (1))
Mass, [M ]cpu 4 pi α
3 ρc
Energy, [T ]cpu = [W ]cpu 16 pi
2Gα5 ρ2c
Angular velocity, [Ω]cpu 4 piGρc
Angular momentum, [J ]cpu 8 pi
1.5G0.5 α5 ρ1.5c
Moment of inertia, [I]cpu 4 pi α
5 ρc
Our code runs in four steps. Step 1 (S1) solves Eqs. (5) for the functions
θ00, θ10, θ12, θ14, Θσ, Υσ, and stores the solution into proper arrays. All these
arrays are interpolated by cubic splines in both their real and imaginary parts.
All interpolations have as independent variable the real part ξ¯ of the complex
distance ξ. The radius Ξ¯1 of the undistorted configuration is computed as the
first root of the algebraic equation
FI
[
θ¯00
] (
ξ¯
)
= 0, (22)
where FI
[
θ¯00
]
is the interpolating function for the real part θ¯00 of the function
θ00. Then S1 calculates the surface values of the real and imaginary parts of
all functions computed and the parameters k00, k10, c00, c10, A12. Next, Step
2 (S2) solves Eqs. (5) for the functions θ20, θ22, θ24, storing their values into
proper arrays. All arrays are interpolated by cubic splines in both their real
and imaginary parts.
Step 3 (S3) proceeds with a scheme able to compute the function Θ(ξ¯, µ) at
any point (ξ¯, µ), with ξ¯ ≤ 2Ξ¯1, lying either inside or outside the nonrotating
Newtonian configuration of radius Ξ¯1. On the basis of this scheme, S3 can
compute the surface of the configuration, that is, the root Ξ¯µ of the equation
FI
[
Θ¯
]
(ξ¯, µ) =
4∑
i=0, 2
FI
[
Θ¯i
]
(ξ¯ )Pi(µ) = 0, (23)
where FI
[
Θ¯i
]
are the interpolating functions for the real parts Θ¯i of the func-
tions Θi defined by Eq. (4), at any µ with a given accuracy τ .
In the framework of HAS, the boundary of the configuration is assumed to
coincide with the equidensity surface∣∣FI[Θ¯](Ξ¯µ, µ)∣∣ = τs > 0, (24)
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where τs is a given “surface parameter” (for a similar issue arising in the frame-
work of the well-known Hartle’s perturbation method, see [12], Sec. 5.1). In
addition, it is assumed that the function FI[Θ¯] approaches the boundary con-
dition (24) from positive values, FI[Θ¯] > 0, in the case of the highly stiff EOS
n = 1.0,
0 ≤ FI[Θ¯](Ξ¯µ, µ)− τs < τ, (25)
and from negative values, FI[Θ¯] < 0, in the case of the moderately stiff and soft
EOSs with n ≥ 1.5,
0 ≤ −FI[Θ¯](Ξ¯µ, µ)− τs < τ. (26)
It is worth mentioning here that, among the members of a collection of EOSs,
the EOS deriving the larger p for a given ρ is the stiffest EOS in the collection;
while the EOS leading to the smaller p for the same ρ is the softest EOS. For
increasing n, the polytropic EOSs are getting softer; thus, in the collection
n = 1.0, 1.5, 2.0, 2.5, 2.9, stiffest EOS is that with n = 1.0, while softest EOS
is that with n = 2.9.
To compute the critical rotation parameter υc, S3 treats Eq. (23) in the full
form of its dependencies,∣∣∣∣∣∣
4∑
i=0, 2
FI
[
Θ¯i
]
(σ, υ, Ξ¯e )Pi(µ = 0)
∣∣∣∣∣∣ = τs, (27)
and solves this equation for the “root” υ when the “variables” σ and Ξ¯e are
given. Accordingly, the root υ(σ, Ξ¯e) is the rotation parameter for which the
distorted configuration obtains equatorial radius Ξ¯e under gravitation parameter
σ. Solving Eq. (27) with a given accuracy τ for a mesh of values
{(
Ξ¯e
)
m
}
lying in
an appropriate interval I(Ξ¯e) — say I
(
Ξ¯e
)
= [1.2 Ξ¯1, 1.8 Ξ¯1] — and constructing
the interpolating function FI [υ]
(
Ξ¯e
)
, S3 localizes the maximum value υc of this
function. This maximum represents the respective υc for the particular σ; and
the value Ξ¯e deriving υc is the equatorial radius under gravitation parameter σ
and rotation parameter υc.
By studying the variation of υc with the surface parameter τs, the latter
written as τs = σ/ν with ν = 1, 2, . . . , we can determine an optimum value for
τs. In particular, our numerical experiments show that there is a value ν, about
which this variation changes from near quadratic to near linear of small slope.
Such a change occurs when ν ∼ 10; hence, the value τs ∼ σ/10 is adopted in
the present study as an optimum τs. Note that in [5] all models resolved have
gravitation parameters σ ≤ 0.008; due to such small values of σ, the surface
parameter τs is taken to be zero in [5].
5 Physical Characteristics
Since physical interest focuses on real parts of functions and parameters, we
will hereafter quote only such values and, for simplicity, we will drop overbars
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denoting real parts of complex quantities. Second, for brevity, we will denote
the interpolating functions by the symbols denoting so far the respective math-
ematical functions; for example, we will write Θ in the place of the respective
interpolating function FI [Θ] defined by Eq. (23). Third, any symbol not explic-
itly connected to a system of units will denote the cgs measure of the respective
physical characteristic; for example, the symbol M will denote the cgs measure
of the gravitational mass.
In the framework of PNA, the Newtonian relations for the physical charac-
teristics of interest are modified as follows. First, the gravitational mass M is
given by (cf. [11], Eq. (8.2))
M =
∫
V
E dV = [M ]cpu
∫ 1
0
∫ ξt
0
Ψn ξ2 dξ dµ, (28)
where dV is the coordinate volume element, ξt the upper limit of the integration
in ξ chosen so that Ξe < ξt ≤ ξend, E the mass-energy density, and Ψ
n the cpu
measure of E, i.e. Ecpu = Ψ
n. The functions Θ and Ψ are connected via a
sequence of equations, which are based on the relation (cf. [9], Eq. (6))
Egu = ρgu + n pgu (29)
holding in gu. To find Ψ(Θ), we first calculate Egu,
ρ = ρcΘ
n, ρgu = ρ/[D]gu, pgu = Kgu ρ
Γ
gu, Egu = ρgu + n pgu, (30)
where Kgu is the measure in gu of the polytropic constant K ([9], Sec. 1.2),
Kgu =
(
[M ]Γgu/[P ]gu
)
K. (31)
Next, we convert measures back to cpu,
E = [D]gu Egu, Ecpu = E/ρc, Ψ
n = Ecpu, Ψ = (Ecpu)
1/n
. (32)
The baryonic mass M0, also called rest mass, is given by (cf. [9], Eq. (108))
M0 =
∫
V
ρ dV = [M ]cpu
∫ 1
0
∫ ξt
0
Θn ξ2 Λ dξ dµ, (33)
In this relation, we use the ansatz
dV → dV , (34)
with the meaning that the coordinate volume element dV is substituted by
the proper volume element dV (a discussion on this matter for nonrotating
relativistic objects can be found in [13], Sec. 2). The ansatz (34) is equivalent
to the substitution
dξ → Λ dξ (35)
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of the coordinate differential dξ, where the function Λ plays the role of the metric
function eλ/2 (see e.g. [12], Eqs. (1) and (5)) in the case that a configuration
suffers both relativistic and rotational distortions,
Λ(σ, υ, ξ) =
[
1−
2Gm(σ, υ, ξ)
c2 α ξavr(ξ)
]−1/2
; (36)
the term 4 pi α2, which is also involved in the expression for Λ (see e.g. [13],
Sec. 2), is incorporated into the respective cpu units. The meaning of Λ(σ, υ, ξ)
is that, for a HAS solution of given σ and υ, the metric function Λ can be con-
sidered as a function of the coordinate ξ, playing here the role of the semimajor
axis ξe of a spheroidal equidensity surface of density Ψ
n(ξe = ξ, µ = 0). Ac-
cordingly, the function m(σ, υ, ξ) is the gravitational mass inside this spheroid,
given by
m(σ, υ, ξ) = [M ]cpu
∫ 1
0
∫ ξt,Ψn≥Ψn(ξe=ξ, µ=0)
0
Ψn ξ2 dξ dµ, (37)
where in this integration participate only the mass elements with densities Ψn ≥
Ψn(ξe = ξ, µ = 0). The function ξavr(ξ) in Eq. (36) denotes the average radius
of the particular spheroid; note that, if ξp is its semiminor axis,
Ψn(ξp, µ = 1) = Ψ
n(ξe = ξ, µ = 0) (38)
then a rough approximation of ξavr(ξ) is
ξavr(ξ) ≈ (ξe + ξp)/2. (39)
Next, the proper mass MP (cf. [9], Eq. (109)) is written as
MP =
∫
V
E dV = [M ]cpu
∫ 1
0
∫ ξt
0
Ψn ξ2 Λ dξ dµ, (40)
It is worth remarking here that the only difference between Eqs. (33) and (40)
is the appearance of the mass-energy density Ψn in the place of the rest-energy
density Θn.
The rotational kinetic energy T is given by (cf. [11], Eq. (8.5))
T =
∫
V
E v · v dV = [T ]cpu
[
1
2
Ω2∗
∫ 1
0
∫ ξt
0
(1− µ2)Ψn ξ4 Λ dξ dµ
]
, (41)
where Ω∗ is the measure in cpu of the angular velocity Ω; thus, in cgs, Ω =
[Ω]cpuΩ∗. Combining Eq. (3a) with the definition of [Ω]cpu (Table 3, sixth
entry), we can verify that ([11], Eq. (2.20))
Ω∗ =
√
υ
2
. (42)
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The gravitational potential energy W is written as (cf. [11], Eq. (8.6))
W =
∫
V
E Φ dV = [W ]cpu
∫ 1
0
∫ ξt
0
ΨnΦ ξ2 Λ dξ dµ, (43)
where [W ]cpu = [T ]cpu (Table 3, fifth entry), and the involved gravitational
potential Φ is defined by (cf. [14], Eq. (2))
Φ(r) = −G
∫
V′
E(r′)
|r− r′|
dV ′. (44)
The angular momentum J is given by (cf. [11], Eq. (8.7))
J =
∫
V
E r× v dV = [J ]cpu
[
Ω∗
∫ 1
0
∫ ξt
0
(1− µ2)Ψn ξ4 Λ dξ dµ
]
. (45)
Finally, it is worth mentioning that the moment of inertia I is given by (see
e.g. [12], Eq. (22))
I =
J
Ω
= [I]cpu
(
Jcpu
Ω∗
)
. (46)
6 The Computations, II
The physical characteristics discussed in Sec. 5 are computed by passing certain
quantities found by S3 to the next Step 4 (S4). This step integrates all dou-
ble integrals involved in the definitions of the physical characteristics by using
Simson’s formula as proposed and described by Hachisu ([14], Sec. IV).
In detail, we first define two coordinate arrays; namely, the array {µi} in the
µ-direction (cf. [14], Eq. (51)),
µi = (i− 1)/(KAP− 1), i = 1, 2, . . . , KAP; (47)
and the array {ξj} in the ξ-direction (cf. [14], Eq. (50)),
ξj = [(j − 1)/(KRP− 1)] ξt, j = 1, 2, . . . , KRP. (48)
As explained in Sec. 5, ξt is the upper limit of the integrations with respect to
the coordinate ξ, lying in the interval I(ξt) = (Ξe, ξend]. In the present study,
the “number of the elements µi” KAP and the “number of the elements ξj” KRP
are taken equal to KAP = KRP = 201; and the upper limit of the integrations in
the coordinate ξ is taken equal to ξt = 1.125 Ξe.
Having defined the coordinate arrays, we proceed with the computation of
the array {Θni,j}, which has as elements the rest-mass densities Θ
n
i,j = Θ(ξj , µi)
n,
Θni,j = Θ(ξj , µi)
n if Θ(ξj , µi) > 0; else Θ
n
i,j = 0. (49)
Likewise, the array {Ψni,j} with elements the mass-energy densities Ψ
n
i,j =
Ψ(ξj , µi)
n is given by
Ψni,j = Ψ(ξj , µi)
n if Ψ(ξj , µi) > 0; else Ψ
n
i,j = 0. (50)
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To calculate the values Ψ(ξj , µi) from the values Θ(ξj , µi), we use the rela-
tions (30)–(32).
Now, to compute the gravitational mass M , we first construct an auxiliary
array {Qj} with elements
Qj =
KAP−2∑
i=1(2)
1
6
(µi+2 − µi)
[
Ψni,j + 4Ψ
n
i+1,j +Ψ
n
i+2,j
]
. (51)
Then M results from the relation
M = [M ]cpu
KRP−2∑
j=1(2)
1
6
(ξi+2 − ξi)
[
ξ2j Qj + 4 ξ
2
j+1Qj+1 + ξ
2
j+2Qj+2
]
. (52)
Next, to compute the array {mk} with elementsmk = m(σ, υ, ξk) (Eq. (37)),
we first construct an auxiliary array {qj,k} with elements
qj,k =
KAP−2∑
i=1(2)
1
6
∆i+2,j,k (µi+2 − µi)
[
Ψni,j + 4Ψ
n
i+1,j +Ψ
n
i+2,j
]
. (53)
where
∆i,j,k = 1 if Ψ
n
i,j ≥ Ψ
n
1,k; else ∆i,j,k = 0. (54)
Then the elements mk are computed by
mk = [M ]cpu
KRP−2∑
j=1(2)
1
6
(ξi+2 − ξi)
[
ξ2j qj,k + 4 ξ
2
j+1 qj+1,k + ξ
2
j+2 qj+2,k
]
. (55)
To proceed with the computation of the array {Λk} with elements Λk =
Λ(σ, υ, ξk) (Eq. (36)), we first construct the array {ξ(avr)k} with elements
ξ(avr)k = ξavr(ξk). Using the names XI(K) for ξk, XI AVR(K) for ξ(avr)k, PSI N(I,J)
for Ψni,j , we compute the element(s) ξ(avr)k by the code
XI_AVR(K)=XI(K)
LOOP_I: DO I=2,KAP
LOOP_J: DO J=1,KRP
IF (PSI_N(I,J) < PSI_N(1,K)) THEN
XI_SURFACE_I=XI(J-1)
EXIT LOOP_J
END IF
END DO LOOP_J
XI_AVR(K)=XI_AVR(K)+XI_SURFACE_I
END DO LOOP_I
XI_AVR(K)=XI_AVR(K)/KAP
Then the elements Λk are computed by (Eq. (36))
Λk =
[
1−
2mk/[M ]gu
α ξ(avr)k
]−1/2
. (56)
13
Next, to compute the baryonic mass M0, we reconstruct the auxiliary array
{Qj} with new elements
Qj = Λj
KAP−2∑
i=1(2)
1
6
(µi+2 − µi)
[
Θni,j + 4Θ
n
i+1,j +Θ
n
i+2,j
]
. (57)
Then M0 is computed by the relation (52) with the elements Qj of Eq. (57).
Likewise, to compute the proper mass MP, we reconstruct the auxiliary array
{Qj} with new elements
Qj = Λj
KAP−2∑
i=1(2)
1
6
(µi+2 − µi)
[
Ψni,j + 4Ψ
n
i+1,j +Ψ
n
i+2,j
]
, (58)
and we compute MP by the relation (52) with the elements Qj of Eq. (58).
We proceed now with the computation of the rotational kinetic energy T .
First, we reconstruct the auxiliary array {Qj} with new elements
Qj = Λj
KAP−2∑
i=1(2)
1
6
(µi+2 − µi)
×
[
Ψi,j (1− µ
2
i ) + 4Ψi+1,j (1 − µ
2
i+1) + Ψi+2,j (1− µ
2
i+2)
]
.
(59)
Next, we compute T by the relation
T = [T ]cpu
1
2
Ω2∗
KRP−2∑
j=1(2)
1
6
(ξi+2 − ξi)
[
ξ4j Qj + 4 ξ
4
j+1Qj+1 + ξ
4
j+2Qj+2
]
(60)
by using the elements Qj of Eq. (59).
In order to compute the gravitational potential energy W , we need first to
construct the auxiliary arrays {Qk,ℓ} with elements (cf. [14], Eq. (54))
Qk,ℓ = Λk
KAP−2∑
i=1(2)
1
6
(µi+2 − µi)
× [Ψi,k P2ℓ(µi) + 4Ψi+1,k P2ℓ(µi+1) + Ψi+2,k P2ℓ(µi+2)] ,
(61)
and {Rℓ,j} with elements (cf. [14], Eq. (55))
Rℓ,j =
KRP−2∑
k=1(2)
1
6
(ξk+2 − ξk)
× [Qk,ℓ f2ℓ(ξk, ξj) + 4Qk+1,ℓ f2ℓ(ξk+1, ξj) +Qk+2,ℓ f2ℓ(ξk+2, ξj)] ,
(62)
where the functions f2ℓ(ξj , ξk) are defined by Eq. (3) of [14]. Then the elements
Φi,j of the array {Φi,j} are given by (cf. [14], Eqs. (2) and (56); the coefficient
4piG has been incorporated into the respective units)
Φi,j = −
KPL∑
ℓ=0
Rℓ,j P2ℓ(µi). (63)
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In the present study, the “cutoff number of the Legendre polynomials” KPL is
taken equal to KPL = 8; so, we use Legendre polynomials up to P16(µ). It
remains to construct the auxiliary array {Sj} with elements (cf. [14], Eq. (59))
Sj = Λj
KAP−2∑
i=1(2)
1
6
(µi+2 − µi)
[
Ψni,j Φ
n
i,j + 4Ψ
n
i+1,j Φ
n
i+1,j + Ψ
n
i+2,j Φ
n
i+2,j
]
,
(64)
Then |W | results from the relation (cf. [14], Eq. (60); the coefficient 2pi has been
incorporated into the respective units)
|W | = [W ]cpu
∣∣∣∣∣∣−
KRP−2∑
j=1(2)
1
6
(ξi+2 − ξi)
[
ξ2j Sj + 4 ξ
2
j+1 Sj+1 + ξ
2
j+2 Sj+2
]∣∣∣∣∣∣ . (65)
Finally, the angular momentum J is computed by the relation
J = [J ]cpuΩ∗
KRP−2∑
j=1(2)
1
6
(ξi+2 − ξi)
[
ξ4j Qj + 4 ξ
4
j+1Qj+1 + ξ
4
j+2Qj+2
]
, (66)
where the auxiliary array {Qj} is that computed by Eq. (59).
7 Numerical Results and Discussion
We first compute general-relativistic polytropic models of maximummass,Mmax,
in critical rotation with n = 2.9, 2.5, 2.0, 1.5, and 1.0. The case n = 2.9 repre-
sents the softest EOS among those resolved, while the case n = 1.0 represents
the stiffest one.
A discussion on models of maximum mass can be found in [9] (Sec. 4 and
references therein); in the present study, we apply the procedure described there
for computing the central rest-mass density ρmaxc = ρc(Mmax) of a model of
maximum mass. Next, we find the central pressure pmaxc by Eq. (1), and the
mass-energy density Emaxc by using the relations (29)–(32). For the polytropic
constant K, we choose the same values with those in [9] (Tables 2–6). The
gravitation parameter σmax is then calculated by Eq. (3b).
For decreasing n, the values σmax get increasing; namely, the softest case
n = 2.9 has σmax ≃ 0.004, while the stiffest one n = 1.0 has σmax ≃ 0.3. Since
σmax is large for n = 1.0, we find interesting to study two further models for
this case with σ = σmax/2 and σmax/3, respectively. The corresponding values
ρc are found by writing Eq. (3b) in the form
σ =
1
c2
K ρΓc
ρc
=
1
c2
K ρ1/nc , (67)
and by solving it for ρc,
ρc =
(
c2
K
σ
)n
. (68)
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Regarding rotation, we study models of maximum mass in critical rotation,
i.e., having angular velocities equal to their Keplerian angular velocities ΩK.
Newtonian configurations are characterized by an angular velocity Ωmax given
by
Ωmax =
√
GM
R3
, (69)
which is the maximum angular velocity, for which mass shedding does not yet
occur at the equator. Apparently, Ωmax describes the Newtonian balance of
centrifugal and gravitational forces. However, it is an overestimated limit for
relativistic objects, for which the upper bound is instead the Keplerian angular
velocity ΩK. If the angular velocity of the configuration is slightly greater than
ΩK, then mass shedding occurs at the equator. Thus ΩK is the relativistic
analog of Ωmax. Several methods have been developed for the computation of
ΩK. A discussion on appropriate methods is given in [15] (Sec. 3.7). A detailed
description of such a method can be found in [16] (Sec. IIA). This method,
slightly modified, is used in [17] for computing ΩK by applying the “complex-
plane strategy in the framework of Hartle’s perturbation method” (HCPS),
keeping terms of up to third order in Ω.
In the framework of HAS, ΩK is computed by the procedure described in
Sec. 4. In particular, after having computed the critical rotation parameter υc,
we find ΩK by Eq. (42),
(ΩK)cpu = Ω∗(υc) =
√
υc
2
. (70)
An interesting issue related to ΩK has to do with a remark made by Fahlman
& Anand in [3] (Sec. 5; that particular PNA’s scheme is of first order in σ, and
of second order in συ and υ). According to this remark, terms of order συ are
generally opposite in sign to the corresponding terms in υ2 and, hence, these
second-order terms tend to cancel each other. In the framework of HAS, how-
ever, relativistic and rotational effects are assumed decoupled (Sec. 1); hence,
terms in υ2 remain without their counterbalancing terms in συ. Therefore, it
is of interest to find which values ΩK are closer to respective values computed
by an alternative numerical method: the ones derived by keeping only terms in
υ, or those derived by including terms in υ2. To compute “reference values”
for ΩK, we use in this study the well-known RNS package [18] with grid size
MDIV × SDIV = 129 × 257, accuracy a = 10−6 and tolerance b = 10−5. RNS
is an accurate, nonperturbative, iterative method; on the other hand, HAS is a
perturbative, noniterative method; so, comparing HAS results with respective
RNS results seems to be a decisive test for HAS.
In Table 4 we quote percent differences
%D(ΩK) = 100 [(ΩK)HAS − (ΩK)RNS]/(ΩK)HAS (71)
of HAS values relative to RNS values. We find that the first-order HAS values
are closer to those of RNS, except for the softest case n = 2.9, for which the
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second-order HAS value is closer to that of RNS. The small σmax of this case
permits us to work with surface parameter τs = 0; all other cases are resolved
with τs = σ/10 (see however the remarks regarding the stiffest case n = 1.0 in
the next paragraph). Accordingly, we quote numerical results of first order in υ
for the models with n ≤ 2.5, and of second order in υ for the model n = 2.9.
It is worth clarifying here that the boundary condition (25) holding for n =
1.0 induces a shrinking of the configuration, since the derived boundary lies
inside the physical boundary, tending to cooperate with the relativistic effects;
so, the configuration can sustain a larger υc, i.e. a larger ΩK, in comparison with
that of the case τs = 0. On the other hand, the boundary condition (26) holding
for n = 1.5, 2.0, and 2.5 induces an expansion of the configuration, since the
derived boundary lies outside the physical boundary, tending to cooperate with
the rotational effects; so, the configuration can sustain a smaller υc, i.e. a smaller
ΩK, in comparison with that of the case τs = 0. Both boundary conditions lead
to values of ΩK closer to those of RNS. Accordingly, physical characteristics
related strongly to rotation (i.e. ΩK, Re, T , and J) obtain values closer to
the ones of RNS. However, regarding the case n = 1.0, physical characteristics
related strongly to gravitation (i.e. all kinds of mass defined in Sec. 5, and W )
obtain values appreciably overestimated with respect to those of RNS due to
the intensified shrinking effectes discussed above. Therefore, particularly for
the cases n = 1.0, σ = σmax (Table 9) and n = 1.0, σ = σmax/2 (Table 10),
the values of M , M0, MP, and W quoted in the tables are those computed by
counterbalancing the additional shrinking effects owing to τs > 0, that is, by
putting τs = 0 in the relevant computations.
For brevity, we will drop hereafter the superscript “max” from the maximum-
mass central densities ρc and Ec.
Tables 5–9 show numerical results for the physical characteristics discussed
in Secs. 5 and 6. As compared to RNS, the HAS values exhibit very satisfactory
accuracy for the softest case n = 2.9 and also for the soft case n = 2.5. In
particular, in the case n = 2.9 (Table 5) the larger value |%D|max ≃ 0.9 occurs
for Re and the average percent difference is |%D|avr ∼ 0.5. Likewise, in the case
n = 2.5 (Table 6) the larger value |%D|max ≃ 1.5 occurs for J and the average
percent difference is |%D|avr ∼ 0.5. In addition, Table 6 shows results computed
by HCPS ([17], Table 4; the value of ΩK quoted there has been computed by
RNS), and their percent differences relative to respective RNS results. Note
that the case n = 2.5 is the softest one resolved in [17].
Next, we verify a satisfactory accuracy for the moderately stiff case n = 2.0
(Table 7), where the larger value |%D|max ≃ 2.5 occurs for J and the average
percent difference is |%D|avr ∼ 1. Likewise, for the moderately stiff case n = 1.5
(Table 8) we find that the larger value |%D|max ≃ 5.3 appears for |W | and the
average percent difference is |%D|avr ∼ 2.5.
On the other hand, there is a tolerable accuracy, at least concerning |%D|avr,
for the stiffest case n = 1.0. In particular, Table 9 shows that the larger value
|%D|max ≃ 12 arises for T , while the average percent difference is |%D|avr ∼ 4.5.
In addition, Table 9 shows results computed by HCPS ([17], Table 1; the value
of ΩK quoted there has been computed by RNS), and their percent differences
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relative to respective RNS results. The case n = 1.0 is the stiffest one resolved
in [17].
Second, since for the case n = 1.0 the value of σmax gets large, we find
interesting to study two further models having instead σ = σmax/2 (Table 10)
and σmax/3 (Table 11). The first model exhibits its larger value |%D|max ≃ 8.1
for T and average percent difference |%D|avr ∼ 3.5. The second model has
|%D|max ≃ 6.2, occuring for Re, and |%D|avr ∼ 2.5. Our results show that both
the larger and the average percent differences get decreasing as σ decreases; in
fact, the model with σ = σmax/3 exhibits an accuracy compatible with that of
the maximum-mass, critically rotating model n = 1.5.
Third, we also find interesting to study a maximum-mass model with n = 1.0
in very rapid rotation, having angular velocity
Ω∗ = Ω∗ (υc/2) =
√
1
2
υc
2
=
√
1
2
(ΩK)cpu ≃ 0.7 (ΩK)cpu . (72)
Table 12 gives the physical characteristics of this model. We find that the larger
value |%D|max ≃ 6.5 occurs for both T and J , while the average percent differ-
ence is |%D|avr ≃ 2.5. Hence, for this highly relativistic rapidly rotating model,
the accuracy achived by HAS is again compatible with that of the maximum-
mass, critically rotating model n = 1.5.
8 Concluding Remarks
Focusing on physical characteristics related strongly to rotation, we remark that
HAS computes results, which are close to those of RNS. It is well-known that
most perturbative, noniterative methods have great difficulties in computing
with satisfactory accuracy quantities like ΩK and Re. A detailed discussion on
this matter can be found in [16] (Sec. III). Regarding Re in critical rotation (in
fact, in mass-shedding limit), Tables II and III in [16] quote discrepancies relative
to results of nonperturbative methods used in [19] and [20] from ∼ 15% to
∼ 25%, dependent on the particular models studied (namely, constant-mass and
maximum-mass sequences, respectively). In addition, Table IV in [16] quotes
values of ΩK (in fact, mass-shedding frequencies νms) with discrepancies, relative
to results of [19] and [20], from ∼ 20% to ∼ 25%. Furthermore, Tables 6 and
9 incorporate relevant results of two of the models resolved in [17] (Sec. 7,
Tables 4 and 1, respectively) by using HCPS: those with n = 2.5 and n = 1.0,
respectively, which represent the softest and stiffest cases studied in [17]. The
discrepancies regarding Re values, relative to RNS, are ∼ 35% and ∼ 30%,
respectively. In addition, Tables 6, 7, and 8 in [17] show ΩK values (in fact,
mass-shedding angular velocities ΩMS) for models of constant baryonic mass
with n = 1.0, 1.5, and 2.5, respectively, computed by HCPS. The discrepancies
relative to RNS are from ∼ 17% to ∼ 23%.
On the other hand, the results computed by HAS are much closer to those
of RNS. In particular, the larger discrepancy concerning ΩK is ∼ 6.5% (Ta-
ble 4, fifth entry: case n = 1.0); while the larger discrepancy concerning Re
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Table 4: Percent differences %D(ΩK) of the Keplerian angular velocities ΩK
computed by HAS relative to respective values computed by RNS. Labels “R1”
and “R2” denote first-order and second-order results in the rotation parameter
υ, respectively. The parenthesized signed integers, following numeric values,
denote powers of ten.
n σ R1 R2
2.9 σmax = 4.41591(−03) 8.114(−01) 5.198(−02)
2.5 σmax = 2.68066(−02) 1.224(+00) 1.678(+00)
2.0 σmax = 7.10464(−02) 2.235(+00) 5.473(+00)
1.5 σmax = 1.50569(−01) 2.988(+00) 3.659(+00)
1.0 σmax = 3.19773(−01) −6.403(+00) −1.114(+01)
1.0 σmax/2 = 1.59887(−01) −6.400(+00) −1.104(+01)
1.0 σmax/3 = 1.06591(−01) −6.035(+00) −1.046(+01)
for maximum-mass models is ∼ 5.5% (Table 8, fourth entry: case n = 1.5). In
conclusion, as compared to RNS, HAS is proved to be accurate and reliable for
computing models in the extreme regime of maximum mass and critical rotation,
from the softest case n = 2.9 to the stiffest one n = 1.0.
Finally, it should be stressed that HAS is a fast numerical method. In par-
ticular, by comparing execution times of HAS and RNS on the same computer,
we have verified that HAS is ∼25 times faster than RNS for the model n = 1.0,
∼ 5 times faster for the model n = 2.0, and ∼ 3 times faster for the models
n = 1.5, 2.5, and 2.9.
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Table 5: Physical characteristics of a general-relativistic, maximum-mass, crit-
ically rotating polytropic model with n = 2.9, ρc = 1.481012(−07), Ec =
1.499978(−07), σmax = 4.41591(−03). In all required conversions, we use
the value K = 2.6(+13) cgs. Columns “HAS” and “RNS” show results com-
puted by HAS and RNS, respectively. Column “%D” shows percent differences
%D(X) = 100 (XHAS − XRNS)/XHAS. All quantities (except for K, which is
given in cgs, and for the dimensionless ratio in the last entry) are given in poly-
tropic units related to the gravitational units (pu). The parenthesized signed
integers, following numeric values, denote powers of ten.
quantity HAS RNS %D
M 3.323(+00) 3.323(+00) 1.815(−03)
M0 3.324(+00) 3.324(+00) −1.038(−02)
MP 3.348(+00) 3.348(+00) −1.034(−02)
Re 9.031(+02) 9.114(+02) −9.232(−01)
ΩK 6.639(−05) 6.635(−05) 5.198(−02)
T 2.545(−04) 2.556(−04) −4.499(−01)
|W | 2.540(−02) 2.536(−02) 1.767(−01)
J 7.666(+00) 7.705(+00) −5.021(−01)
Rp/Re 6.688(−01) 6.614(−01) 1.100(+00)
Table 6: Physical characteristics of a general-relativistic, maximum-mass, crit-
ically rotating polytropic model with n = 2.5, ρc = 1.176534(−04), Ec =
1.255381(−04), σmax = 2.68066(−02). In all required conversions, we use the
value K = 1.5(+13) cgs. Column “HCPS” shows results computed by HCPS.
Column “%DHCPS” shows percent differences %DHCPS(X) = 100 (XHCPS −
XRNS)/XHCPS. Details as in Table 5.
quantity HAS RNS %D HCPS %DHCPS
M 1.298(+00) 1.298(+00) −2.278(−02) 1.293(+00) −3.867(−01)
M0 1.302(+00) 1.303(+00) −6.539(−02) 1.300(+00) −2.308(−01)
MP 1.351(+00) 1.351(+00) −6.490(−02) 1.348(+00) −2.226(−01)
Re 5.956(+01) 5.910(+01) 7.795(−01) 4.394(+01) −3.450(+01)
ΩK 2.543(−03) 2.512(−03) 1.224(+00)
T 8.448(−04) 8.472(−04) −2.742(−01) 8.235(−04) −2.878(+00)
|W | 5.466(−02) 5.419(−02) 8.658(−01) 5.620(−02) 3.577(+00)
J 6.644(−01) 6.745(−01) −1.517(+00) 6.557(−01) −2.867(+00)
Rp/Re 6.602(−01) 6.533(−01) 1.043(+00)
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Table 7: Physical characteristics of a general-relativistic, maximum-mass, crit-
ically rotating polytropic model with n = 2.0, ρc = 5.047591(−03), Ec =
5.764817(−03), σmax = 7.10464(−02). In all required conversions, we use the
value K = 1.0(+12) cgs. Details as in Table 5.
quantity HAS RNS %D
M 5.502(−01) 5.494(−01) 1.428(−01)
M0 5.598(−01) 5.592(−01) 1.080(−01)
MP 6.008(−01) 6.002(−01) 1.087(−01)
Re 1.008(+01) 9.903(+00) 1.791(+00)
ΩK 2.436(−02) 2.381(−02) 2.235(+00)
T 1.401(−03) 1.404(−03) −2.461(−01)
|W | 5.332(−02) 5.216(−02) 2.179(+00)
J 1.150(−01) 1.179(−01) −2.537(+00)
Rp/Re 6.565(−01) 6.383(−01) 2.769(+00)
Table 8: Physical characteristics of a general-relativistic, maximum-mass, crit-
ically rotating polytropic model with n = 1.5, ρc = 5.842562(−02), Ec =
7.162125(−02), σmax = 1.50569(−01). In all required conversions, we use the
value K = 5.3802(+09) cgs. Details as in Table 5.
quantity HAS RNS %D
M 2.950(−01) 2.905(−01) 1.545(+00)
M0 3.094(−01) 3.040(−01) 1.742(+00)
MP 3.420(−01) 3.363(−01) 1.659(+00)
Re 2.902(+00) 2.748(+00) 5.307(+00)
ΩK 1.217(−01) 1.180(−01) 2.988(+00)
T 2.329(−03) 2.235(−03) 4.044(+00)
|W | 5.078(−02) 4.807(−02) 5.333(+00)
J 3.828(−02) 3.786(−02) 1.089(+00)
Rp/Re 6.118(−01) 6.161(−01) −7.037(−01)
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Table 9: Physical characteristics of a general-relativistic, maximum-mass, crit-
ically rotating polytropic model with n = 1.0, ρc = 3.197730(−01), Ec =
4.220278(−01), σmax = 3.19773(−01). In all required conversions, we use the
value K = 1.0(+05) cgs. Details as in Table 6.
quantity HAS RNS %D HCPS %DHCPS
M 1.844(−01) 1.876(−01) −1.698(+00) 1.789(−01) −4.863(+00)
M0 2.040(−01) 2.061(−01) −1.014(+00) 1.965(−01) −4.886(+00)
MP 2.306(−01) 2.332(−01) −1.111(+00) 2.230(−01) −4.574(+00)
Re 1.073(+00) 1.032(+00) 3.839(+00) 7.928(−01) −3.017(+01)
ΩK 3.835(−01) 4.080(−01) −6.403(+00)
T 3.582(−03) 4.011(−03) −1.196(+01) 3.471(−03) −1.556(+01)
|W | 5.086(−02) 4.960(−02) 2.466(+00) 4.753(−02) −4.355(+00)
J 1.868(−02) 1.966(−02) −5.222(+00) 1.702(−02) −1.551(+01)
Rp/Re 6.082(−01) 5.863(−01) 3.597(+00)
Table 10: Physical characteristics of a general-relativistic, critically rotating
polytropic model with n = 1.0, ρc = 1.598870(−01), Ec = 1.854509(−01),
σ = 12σmax(n = 1.0) = 1.59887(−01). In all required conversions, we use the
value K = 1.0(+05) cgs. Details as in Table 5.
quantity HAS RNS %D
M 1.780(−01) 1.790(−01) −5.491(−01)
M0 1.940(−01) 1.947(−01) −3.477(−01)
MP 2.074(−01) 2.083(−01) −4.400(−01)
Re 1.372(+00) 1.274(+00) 7.114(+00)
ΩK 2.772(−01) 2.949(−01) −6.400(+00)
T 2.681(−03) 2.898(−03) −8.115(+00)
|W | 3.278(−02) 3.223(−02) 1.685(+00)
J 1.934(−02) 1.965(−02) −1.612(+00)
Rp/Re 5.751(−01) 5.784(−01) −5.652(−01)
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Table 11: Physical characteristics of a general-relativistic, critically rotating
polytropic model with n = 1.0, ρc = 1.065910(−01), Ec = 1.179526(−01),
σ = 13σmax(n = 1.0) = 1.06591(−01). In all required conversions, we use the
value K = 1.0(+05) cgs. Details as in Table 5.
quantity HAS RNS %D
M 1.608(−01) 1.599(−01) 5.632(−01)
M0 1.725(−01) 1.715(−01) 5.953(−01)
MP 1.806(−01) 1.797(−01) 5.137(−01)
Re 1.506(+00) 1.413(+00) 6.175(+00)
ΩK 2.274(−01) 2.411(−01) −6.035(+00)
T 2.046(−03) 2.042(−03) 1.705(−01)
|W | 2.236(−02) 2.185(−02) −1.514(+00)
J 1.800(−02) 1.694(−02) 5.852(+00)
Rp/Re 5.635(−01) 5.739(−01) −1.843(+00)
Table 12: Physical characteristics of a general-relativistic, maximum-mass poly-
tropic model rotating with rotation parameter υ = υc/2, i.e. Ω =
√
1/2 ΩK;
n = 1.0, ρc = 3.197730(−01), Ec = 4.220278(−01), σmax = 3.19773(−01).
Details as in Table 9.
quantity HAS RNS %D
M 1.707(−01) 1.694(−01) 7.168(−01)
M0 1.875(−01) 1.861(−01) 7.506(−01)
MP 2.130(−01) 2.116(−01) 6.625(−01)
Re 7.712(−01) 7.968(−01) −3.318(+00)
Ω 2.342(−01) 2.342(−01) 0.000(+00)
T 9.099(−04) 9.691(−04) −6.504(+00)
|W | 4.545(−02) 4.315(−02) 5.057(+00)
J 7.771(−03) 8.276(−03) −6.503(+00)
Rp/Re 8.983(−01) 9.043(−01) −6.707(−01)
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