In this paper we use an orthogonal system of the Jacobi polynomials as a tool to study fractional integration and differentiation operators in the Riemann-Liouville sense on a compact of the real axis. This approach has some advantages and allows us to complete a known fractional calculus results by reformulating them in a new quality. The proved theorem on acting of the fractional integration operator is formulated in terms of the Jacobi coefficients and is of particular interest. We obtain a sufficient condition for the representation of a function by the fractional integral in terms of the Jacobi coefficients. We consider several modifications of the Jacobi polynomials what gives us an opportunity to study an invariant property of the Riemann-Liouville operator. As we have shown in this direction, the fractional integration operator acting in weighted Lebesgue spaces of summable with square functions has a sequence of included invariant subspaces.
Introduction
In this paper the first our aim is reformulating of well-known theorems on acting of the RiemannLiouville operator in terms of expansion in the Jacoby series. In spite of that this type of problems was well studied by such mathematicians as Rubin B.S. [28] , [29] , [30] , Vakulov B.G [37] , Samko S.G. [33] , [34] , Karapetyants N. K. [13] , [14] in several spaces and for various generalizations of the fractional integration operator, the method suggested in this work alow us to notice interesting properties of the operators of fractional integration and differentiation.
The question on existence of a non-trivial invariant subspace for an arbitrary linear operator acting in a Hilbert space is still relevant for today. In 1935 J. von Neumann proved that an arbitrary non-zero compact operator acting in a Hilbert space has a non-trivial invariant subspace [2] . This approach had got further generalizations in the works [3] , [8] , but the established results are based on the compact property. In a general case the results [18] , [21] are particular of interest. The overview of results in this direction can be found in [10] , [5] , [9] . Due to many difficulties in solving of this problem in general case some scientists have paid attention to special cases and one of these cases was the Volterra integration operator acting in the Lebesgue space of summable with square functions on a compact of the real axis. The invariant subspaces of this operator were carefully studied and described in the papers [4] , [6] , [12] . The second of our aims is studying invariant subspaces of the Riemann-Liouville fractional integration operator acting in the weighted Lebesgue space of summable with square functions on a compact of the real axis.
Throughout this paper we consider complex functions of a real variable, we use the following denotation for weighted complex Lebesgue spaces L p (I, ω), 1 ≤ p < ∞, where I = (a, b) is an interval of the real axis and the weighted function ω is a real-valued function. If ω = 1, then we use the notation L p (I). The orthonormal system of the Jacoby polynomials we denote as p (β,γ) n (x) = δ n (β, γ) y (β,γ) n (x), n ∈ N 0 , where a normalized multiplier defined in the following expression δ n (β, γ) = (−1) n √ β + γ + 2n + 1 (b − a) n+(β+γ+1)/2 · Γ(β + γ + n + 1) n!Γ(β + n + 1)Γ(γ + n + 1) , δ 0 (β, γ) = 1 Γ(β + 1)Γ(γ + 1)
, β + γ + 1 = 0, and the orthogonal polynomials are defined as
We use the following functions for convenience
If a misunderstanding cannot appear, then for convenience we can use the shorthand denotations in various parts of this work In such cases we would like reader to see carefully the denotations corresponding to the concrete paragraph. In particular in the case of the Jacobi polynomials, when β = γ = 0, we have the Legendre polynomials. If we have the Hilbert space L 2 (I), then the Legendre orthonormal system has a basis property due to the general property of complete orthonormal systems in Hilbert spaces, but the question on the basis property of the Legendre system for arbitrary p ≥ 1 had been still relevant until half of the last century. In the direction of this problem solving the following works are known [25] , [26] , [27] , [23] . Particularly in [25] Pollard H. is proved that the Legendre system has a basis property in the case 3/4 < p < 4 and for the values of p ∈ [1, 4/3] ∪ [4, ∞), the Legendre system does not have a basis property in L p (I) space. The cases p = 4/3, p = 4 were considered by Newman J. and Rudin W. in the paper [23] there proved that in these cases the Legendre system also does not have a basis property in L p (I) space. It is worth seing that was proved by Pollard H. the criterion of a basis property for the Jacobi polynomials in the work [27] . There formulated the theorem proposed that the Jacobi polynomials have a basic property in the space L p (I 0 , ω), I 0 := (−1, 1), β, γ ≥ −1/2, M (β, γ) < p < m(β, γ) and do not have a basis property when p < M (β, γ) or p > m(β, γ), where
However, this result was subsequently improved by Muckenhoupt B. in [20] . Using the liner transform
in an obvious way, we can extend all results of the orthonormal polynomials theory obtained for the
f n p n , k ∈ N 0 , where f n are the Jacobi coefficients of the function f.
Using the denotations of [31] let us define respectively the left-side, right-side fractional integrals and the fractional derivative of a real order by the following
are the classes of functions which can be represented by the fractional integrals (see [31] ). Further, we use as a domain of definition of the fractional differentiation operators mainly polynomials on which these operators are well defined. We use the shorthand notation L 2 := L 2 (I) and denote by (·, ·) an inner product in the Hilbert space L 2 (I). Following to Definition 1.5 [31, p.23], we consider the class H λ 0 (Ī, r) :
Denote positive real constants by C, C i , i ∈ N. We mean that a value of C can be different in various parts of formulas but values of C i , i ∈ N are certain. For convenience, we use the special denotation
Auxiliary formulas and propositions
1. In further, we need the following formulas for n-multiple integrals. In assumption that ϕ ∈ L 1 (I), we have
Let f (x) ∈ AC n (Ī), n ∈ N, then using the previous formulas we have the representations
Under assumptions f ∈ AC n (Ī), n = [α] + 1 the next formulas follows from the previous due to the Theorem 2. 
and in the right-side case
2. Consider the orthonormal Jacobi polynomials in the form of the shorthand notation
We need some simple formulas. Using the Leibnitz formula, we get
Using a Leibnitz formula against, we have
where
It implies that
and
Analogously, we get
Hence
n (γ, β). Taking into considerations these denotations, using the decomposition in the Taylor series for the Jacobi polynomials, we get
Applying the formula of fractional integration of a power function [31] , we obtain
Also using the formula of fractional differentiation of a power function, we have
Using the formula of integrating by parts, we obtain
Absolutely analogously, we get
Denote by
We do not take under a careful consideration the following formulas proof because of the absolute analogue with the case corresponding to the fractional integration operators
Thus, we have the following matrix form of notations. Assume that α ∈ (−1, 1), let us denote
This matrix form of the notation allows us to get a complete description of the integro-differentiation operators acting in the weighted spaces L p (I, ω), 1 ≤ p < ∞. Consider the so-called ultraspherical case
Using algebraic methods, we can easily show that A
. In fact, we can also obtain this equality using the operator method. In view of the above, we can define a real part of the matrix A α,β,β + by the following
In contrast to the Legendre case the matrix A α,β is non-symmetric. It becomes clear in aggregate with the information on the properties of the potential operator I α ab acting in the space L 2 (I, ω). Using the Dirichlet formula we can verify that the operator I α ab is non-symmetric if we have understood one as an operator acting as follows I α ab :
The results established for the left-side case in the following are also true for the right-side case. This can be proved by repeating the reasoning.
3.
The following lemma aims to establish more simplified and at the same time applicable form of the results proved in theorems 3.10 [31, p.72], 3.12 [31, p.75 ] and devoted to the description of acting I α a+ : L p (I, ω) → L p (I, ω) in some assumptions related to the weighted function and an index p.
Proof. We have the condition −1/2 ≤ β ≤ 1/2. By easy calculations we can verify that β satisfy the inequality 2t 2 + t − 1 < 0. We have obvious reasonings
Let us substitute β instead of t, then we have
Hence β < p − 1. We have an absolutely analogous consideration for γ i.e. γ < p − 1. i) p < 1/α. If we have γ > αp − 1, then in accordance with Theorem 3.10 [31, p.72], we get in this case
Using the Holder inequality, we get
Thus, using (13) we obtain (12). If we have γ ≤ αp − 1, then we have the following reasoning
Applying Theorem 3.10 [31, p.72], we obtain
Hence (12) is fulfilled.
ii) 1/α < p. We have several cases. a) γ ≤ 0 or γ > αp − 1. Applying Theorem 3.8 [31, p.69] in the case γ ≤ 0, we obtain
.
Hence (12) is fulfilled. Making an easy reasoning, we get the following in the case γ > αp − 1
, where 
Hence (12) is fulfilled. b) p ≤ 2, 0 < γ ≤ αp − 1. As a consequence of the condition p ≤ 2, we have γ − (αp − 1) > −1. Making an easy reasoning, we get
Note that due to the relation γ − (αp − 1) > −1, for sufficient small δ > 0, we get the following
Applying Theorem 3.12 [31, p.75], we obtain
c) p > 2, 0 < γ ≤ αp − 1. In this case we should consider several subcases.
Making an easy reasoning, we have
Solving the quadratic equality we can verify that in the assumptions 0 < β ≤ 1/2, we have 4(β +1)/(2β +1) ≤ (β +1)/β. Since we can verify that
It is obvious that γ(1 − p ′ ) < p ′ − 1. Applying relation (14) , Theorem 3.8 [31, p.69], we obtain
Taking into consideration said above, we obtain
Thus, we get ω
Using the Holder inequality and the previous reasoning we can provide the following
Hence in accordance with one of the consequences of the Fubini theorem we can use the Dirichlet formula, we get
Consider the functional
In consequence of (15), we have
It is easy to see, we can consider the previous inequality is true for all linear combinations
Since we can check that M (β, γ) < p ′ < m(β, γ) in an easy way, then in accordance with the results [27] the system p m has a basis property in the space L p ′ (I, ω). Therefore, we can make passing to the limit in (18) . Thus we obtain
In the terms of the previous denotation, we have
This inequality can be rewritten in the following form
where norm in the brackets is understood as L p (I, ω) norm. Consequently the set
is weekly bounded. Hence in accordance with the known theorem this set is bounded in the sense of norm L p (I, ω). It implies that (12) holds. If β < 0, then it is easy to see that
Hence, due to the condition β(1 − p ′ ) − θ > −1, for sufficient small δ > 0, we get the following
On the other hand, in assumptions
, where r 1 (x) = (x − a)
. Applying Theorem 3.12 [31, p.75] in both subcases, we obtain
Hence (15) holds in both subcases. Using the absolutely analogous reasonings, we come to (12) . c2) p ′ < 1/α. If β ≥ 0, then we should use the reasoning of (i) in both cases
having noticed in the second one that p ′ < 2 and as a consequence β(1 − p ′ ) > −1. Thus we get (15) in both cases. Therefore, we obtain (12) in the way considered above. If β < 0, then taking into consideration that in this case β(1 − p ′ ) > αp ′ − 1 and using the reasoning of (i), we achieve (15) and in the way considered above, we obtain (12) . iii) α = 1/p. Note, it was proved above that due to condition M (β, γ) < p < m(β, γ), we have β, γ < p−1. Assume that p 1 = p − ε, ε > 0, β, γ < p 1 − 1 and consider the subcases γ ≥ 0, γ < 0. If γ ≥ 0, it implies that γ > p 1 p −1 − 1. We have the following reasoning
. Thus for sufficient small ε, we obtain
Hence, using Theorem 3.10 [31, p.72], we get
Since, it is clear that f Lp 1 (I,ω) ≤ C f Lp(I,ω) , then (12) is fulfilled. If γ < 0, it implies that we can chose ε so that γ < p 1 p −1 − 1. We have the following reasoning
where p ξ = p 1 /(1 − p 1 p −1 ) =: q. Using the Holder inequality, we get
We can chose ε so that we will have β (1 − p/p 1 ) ξ ′ > −1. Consequently
Due to the inequality f Lp 1 (I,ω) ≤ C f Lp(I,ω) , we obtain fulfillment of (12).
Main results
The previously obtained results give us an opportunity to describe acting of the fractional integration operator dependently on value of an order α in the case, when one acts in the space 
µ and µ depends on β, γ in both cases (more precisely see [31, p.75] ). Actually the following question is still relevant."What does happen in the case p = 1/α ?" In the nonweighted case the approach to description of this question is given in the paper [24] , also it can be seen in more convenient form in paper [31, p.83] , where the next relation is written
In fact, we have no mention on the weighted case in the historical review of monograph [31] . Remarkable that in contrast to these approaches we can describe acting of the fractional integral for an arbitrary index M (β, γ) < p < m(β, γ) in terms of the Jacobi coefficients of a function.
then the operator I α a+ acts in the following I
This theorem can be formulated in matrix terms
Proof. Note, that according to the results of [27] the normalized Jacobi polynomials p n have a basis property in L p (I, ω) due to made assumptions (20) related to p. Hence
Since all conditions of Lemma 1 are fulfilled, then applying one we obtain Applying first formula (9), we obtain
Thus, using (11) we obtain the matrix form for the statement of this theorem. The proof is complete.
The following result devoted to representation of a function by the fractional integral in terms of the Jacobi coefficients. Consider the Abel equation in most general assumptions relative to the right part
It is well known fact (see [31] ) if the next conditions hold I 
Then there exists a unique solution of the Abel equation in the Lebesgue class L p (I, ω), the existing solution belongs to the class L q (I, ω), where: q = p, when 0 ≤ λ ≤ 1/2 ; q = max{p, t}, t < (2s − 1)/(s − λ), when 1/2 < λ < s, s := 3/2 + max{β, γ} and the value q is arbitrary large, when λ ≥ s. Moreover the solution ψ is represented by a convergent series in the sense of norm L q (I, ω)
the ordinary properties of the fractional integral (see [31] ) and Dirichlet formula, we have the following
Since ψ = φ, then in accordance with consequence of the Hahn-Banach theorem there exists such element
On the other hand, we have existence of the sequence
Thus, we come to contradiction. Hence ψ = φ a.e. on I ′ , ∀I ′ ⊂ I. It implies that ψ = φ a.e. on I.
Uniqueness has been proved. The conclusion of this theorem, that ψ ∈ L q (I, ω), q = p, when 0 ≤ λ < ∞ was proved above. Let us show that the existing solution belongs to L q (I, ω), where q < (2s − 1)/(s − λ), 1/2 < λ < s. As it was shown above, the function ψ is a weak limit of the sequence S
Hence in consequence of (24), we get
By virtue of this theorem conditions, we have
Now we need an adopted version of the so-called Zigmund-Marczinkevich theorem (see [19] ) that establishes the following. Let {φ n } be an orthoghonal system on the closed intervalĪ and φ n L∞(I) ≤ M n , (n = 1, 2, ...), where M n is monotone increasing sequence of real numbers. If q ≥ 2 and
then the series
c n φ n (x) converges in the sense of norm L q (I) to some function f ∈ L q (I) and f Lq(I) ≤ CΩ q (c). We aim to apply this theorem respectively to the case of the Jacobi system, however we need some auxiliary reasoning. As the matter of fact, we deal with the weighted L p (I, ω) spaces, but the Zigmund-Marczinkevich theorem in its pure form formulated in terms of non-weighted case.
Consider the following change of a variable x a ω(t)dt = τ. For the existing solution ψ ∈ L p (I, ω), we have 
Also, it is clear that (φ m , φ n ) L 2 (0,B) = δ mn , where δ mn the Kronecker symbol. Thus {φ m } ∞ 0 is the orthonormal system on [0, B] satisfying the conditions of the Zigmund-Marczinkevich theorem. We can easy to see that due to the conditions of this theorem the following series is convergent in the case 1/2 < λ < s, q < (2s − 1)/(s − λ)
for the values λ ≥ s series (30) converges for an arbitrary positive q. In accordance with given above, we have
Thus all conditions of the Zigmund-Marczinkevich theorem are fulfilled. Consequently, we can conclude that there exists a such function ψ 1 that the next estimate holds
and ψ m are the Jacobi coefficients of the function ψ 1 . Since the system p m has a basis property in the space L p (I, ω), then from the previous considerations follows that the system φ m has a basis property in the space L p (0, B). Since the functions ψ 1 andψ have the same Jacobi coefficients, then we conclude ψ 1 =ψ a.e. on (0, B). Due to the chosen change of variable, we obtain ψ Lq (I,ω) = ψ Lq(0,B) . Consequently the solution ψ belongs to the space L q (I, ω), q < (2s − 1)/(s − λ), when 1/2 < λ < s and the index q is arbitrary large, when λ ≥ s. Finally, in an absolute analogous way, due to the Zigmund-Marczinkevich theorem, we have
Using the inverse change of a variable and applying representation (27) , we come to (23) . The proof is complete.
Open problem
The questions related to existence of an invariant subspace on which a constriction of the operator is a selfadjoint operator (so-called non-simple property [7, p.275] ) are still relevant for today. Thanks to the powerful tool provided by Jacobi polynomials, we are able to approach a little close to solving of this type of problem for the Riemann-Liouville operator. Consider so-called normalized ultraspherical polynomials p n (x) := p (β, β) n (x). We deal with the weighted space L p (I, ω), 1 ≤ p < ∞, where
, λ ≥ 0. It is a known fact (see [26] ) that the polynomials system p n (x), β = λ − 1/2 has a basis property in the space L p (I, ω) under the following assumptions
and does not have a basis property if 1 ≤ p < 2 − 1/(1 + λ) or p > 2 + 1/λ. Having noticed that 
Due to the results cited above and devoted to the basis property of the ultraspherical polynomials, it implies that the operators of fractional integration are symmetric in the subspaces of L 2 (I, ω) generated respectively by even and odd normalized ultraspherical polynomials. Let us denote these subspaces respectively by L 2 + (I, ω) and L 2 − (I, ω). The following theorem offers us an alternative.
Theorem 3. (Alternative)
We have the following alternative for the values 1/2 < α < 1 + 1/2. Either the Riemann-Liouville operator of the fractional integration acting in the space L 2 (I, ω), ω(x) = (x − a) β (b − x) β , α − 1/2 < β < 1 is non-simple or one has an infinite sequence of the included invariant subspaces having non-empty intersection with both subspaces of even and odd functions.
Proof. We provide the proof only for the left-side case i.e. for the operator I α a+ since the proof corresponding to the right case is absolutely analogous and can be obtained by a simple review. Let us show that the operator I α a+ : 
It is easy to see, that in the case β > 2α − 1, we have
and in the case β ≤ 2α − 1, we have
Hence, using estimate (33), we obtain in both cases
To prove compactness, we would like to use the Kolmogoroff theorem (the criterion of compactness) [15] which proposes that the set in the space L p (I, ω), 1 ≤ p < ∞ is compact if one is bounded and equicontinuous in the sense of norm L p (I, ω). Let us denote
Hence the set I α a+ (N) is bounded. Further, using (33) we get
It implies in accordance with definition of norm in the space H λ 0 (Ī, r) that we have |(I α a+ f )(x + t)r(x + t) − (I α a+ f )(x)r(x)| < C 2 t λ , ∀f ∈ N, ∀x ∈ [a, b) and sufficient small t > 0. Assuming that all functions have a zero extension outside ofĪ, we obtain
Taking into considerations said above, we have
Hence, we can conclude that I 2 ≤ Ct δ 1 , β > µ/2 and as a consequence, we get I ≤ Ct δ 2 , β > µ/2 for sufficient small δ 1 , δ 2 > 0. We are able to achieve the case β > 2α − 1 in exactly the same way, we have to repeat all the reasoning while replacing µ with β. Therefore, we obtain
It implies that all conditions of the Kolmogoroff criterion of compactness are fulfilled. Hence all bounded set in the sense of norm L 2 (I, ω) has a compact image. It implies that the opearator I α a+ : L 2 (I, ω) → L 2 (I, ω) is compact.
Having used compactness property and applying the von Neumann theorem [1, p.204], we can conclude that there exists a non-trivial invariant subspace of the operator I α a+ , which we denote by M. On the other hand, using a expansion on the Jacobi basis, we have L 2 (I, ω) = L 2 + (I, ω) ⊕ L 2 − (I, ω), where L 2 + (I, ω), L 2 − (I, ω) are respectively the subspaces of even and odd functions. Let M ∩ L 2 + (I, ω) = ∅, M ∩ L 2 − (I, ω) = ∅. If we assume otherwise, then we have existence of an invariant subspace of the operator I α a+ on which its contraction is a selfadjoin operator (in consequence of formulas (4)), thus we get the first statement of the alternative. Making the same reasoning, in the assumption excluding the first statement of the alternative we come to conclusion that this process can be finished only in the case when on the one step we get a finite-dimensional invariant subspace. Thus we obtain a finite-dimensional constrictionĨ α a+ of the operator I α a+ . Due to Theorem 2 the point zero is not an eigenvalue of the operator I α a+ , hence one is not an eigenvalue of the operatorĨ α a+ . It implies that in accordance with the well-known fact the operatorĨ α a+ has at least one non-zero eigenvalue (becauseĨ α a+ is finite-dimensional). It is clear that this eigenvalue is an eigenvalue of the operator I α a+ . Let us show that it can not be and in this way we will come to contradiction that allows us to conclude that there does not exist finite dimensional invariant subspace. For this purpose let us use the method described in [36, p.14] . Thus in the made assumptions we have ∃λ ∈ C, λ = 0, f ∈ L 2 (I, ω), f = 0 : I α a+ f = λf a.e. Using the Cauchy Schwarz inequality, we get
where B(x) = Γ −1 (α) 
Let us show that B n (x) = B n 1 (x)/n!. It is clear in the case n = 1. Suppose one is fulfilled for n − 1 and let us deduce fulfillment for n. Using representation (36), we obtain (t)dt = B n 1 (x) n! .
Using the Dirichlet formula, we get Due to the conditions of this theorem concerning α, β, we can conclude that J < ∞. Consequently, we have
Since it is obvious that |λ| −2(n+1) J n /n! → 0, n → ∞, then f (x) = 0, x ∈ I. We have come to contradiction. Hence, we have a sequence of the included invariant subspaces
The proof is complete.
