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ABSTRACT 
An attractive application for the solid oxide cell (SOC) technology is to enable reversible energy 
conversion. SOCs can efficiently convert chemical energy into electricity. Equally, SOCs can utilise 
electrical energy to upgrade low energy fuels into higher energy mixtures. A key step in the 
development of the reversible SOC is mitigating carbon deposition to allow stable long term 
operation in the presence of hydrocarbons. The work presented in this thesis describes 
comprehensive analysis of the performance of current state-of-the-art materials followed by the 
development of a copper-based electrode with both technologically relevant performance and no 
carbon formation during electrolysis of CO2 in the presence of methane. 
For current state-of-the-art nickel materials, positive bias was found to suppress carbon deposits in 
pure CO, while negative bias facilitated cell degradation through increased carbon formation and 
subsequent electrode delamination. In situ and ex situ Raman analysis of the conventional cermet 
Ni/Gd0.1Ce0.9O2-δ (Ni/CGO) electrodes revealed differences in amount, location and type of carbon 
formed during CO – CO2 electrolysis. The rate of carbon deposition was also greatly increased in the 
presence of H2. The positive effect of a CGO interlayer on reducing carbon formation for nickel was 
demonstrated.  
Building upon the result of the conventional electrodes’ testing, a new batch of electrodes was 
prepared through a low temperature metal infiltration technique. Low temperature processing 
allowed Cu/CGO electrodes to be fabricated, which are difficult to produce with conventional 
techniques because of the low melting point of copper. It was demonstrated that the electrochemical 
performance of Cu/CGO electrodes is equivalent to Ni/CGO electrodes, whilst carbon formation is 
fully suppressed. This observation suggests that the electrocatalytic activity of these electrodes is 
dependent on CGO rather than metal (Cu or Ni), and moreover that the electrodes are ideally suited 
to biogas upgrade applications without deleterious carbon deposition.  
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ACRONYMS AND ABBREVIATIONS
1
 
 
 Angular frequency 
𝐸𝑡𝑑 Thermodynamically predicted cell voltage 
𝐸𝑡ℎ Thermoneutral cell voltage 
𝐿𝑎 Characteristic size of a graphitic cluster 
𝑗0 Exchange current density 
𝜂𝑎𝑐𝑡 Activation overpotential 
𝜂𝑜ℎ𝑚 Ohmic overpotential 
𝜂𝑡𝑟 Overpotential due to transport limitations 
[C] Solubility in atomic fraction 
∆H̅ Relative partial enthalpy 
∆S̅ Relative partial excess entropy 
∆𝑆 Change in entropy 
∆𝐺0 Change in Gibbs free energy at standard conditions 
∆𝐺 Change in Gibbs free energy 
∆𝐻 Change in enthalpy 
AC Alternating current 
ai Activity of species i 
APU Auxiliary power unit 
ASR Area specific resistance 
C Capacity 
CAD Computer-aided design 
CGO Gadolinia doped ceria 
CHP Combined heat and power 
CNT Carbon nanotube 
CPE Constant phase element 
D peak Raman peak of carbon at 1359 cm
-1
 
                                                 
1
 Please note that in certain cases the same letter may be used to denote several different physical constants/variables (e.g. 
R is used both for the gas constant and for electrical resistance). Such abbreviations are not included in this table, but are 
explained separately in the appropriate places in the text. 
8 
 
DFT Density functional theory 
Ea Activation energy 
EC Electrolysis cell 
EDS Energy-dispersive X-ray spectroscopy 
EIS Electrochemical impedance spectroscopy 
F Faraday constant 
FC Fuel cell 
FIB Focused ion beam 
G peak Raman peak of carbon at 1580 cm
-1
 
GHG Greenhouse gas 
i Current 
LSCF Strontium cobalt doped lanthanum ferrite 
LSM Strontium doped lanthanum manganite 
LSR Line specific resistance 
MEMS Micro-electro-mechanical system 
OCP Open circuit potential 
P Electric dipole moment 
ɸ Porosity 
q Nuclear displacement 
SEM Scanning electron microscopy 
SIMS Secondary ion mass spectrometry 
SOC Solid oxide cell 
SOEC Solid oxide electrolysis cell 
SOFC Solid oxide fuel cell 
SWNT Single-walled nanotube 
TEC Thermal expansion coefficient 
TEM Transmission electron microscopy 
TPB Triple phase boundary 
V Voltage 
V0 Voltage amplitude 
YSZ Yttria stabilised zirconia 
Z Impedance 
Z0 Impedance magnitude 
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σ Conductivity 
φ Phase shift 
𝑗 Current density 
𝜆 Wavelength 
𝜇i Chemical potential of species i 
𝜏 Time constant of a process 
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1 Introduction 
1.1 Broader context 
The EU has committed itself unilaterally to achieve a 20% reduction of greenhouse gas (GHG) 
emissions compared to 1990, by 2020.[1] The final objective of this initiative is to limit global 
warming to no more than +2 °C with respect to pre-industrial levels. Efficient utilisation of CO2 and 
CH4 have been identified as necessary by many member states in order for the EU to meet its GHG 
emissions reduction targets. Both of these gases can be efficiently utilized using Solid Oxide Cell 
(SOC) technology. CH4 can be oxidised electrochemically in SOCs to generate electrical power.[2] 
A 1.5 kW commercial unit operating on natural gas was reported to achieve 60% electrical efficiency 
and 85% overall efficiency.[3] Equally, when SOCs are operated in electrolysis conditions, CO2 may 
be utilised as a means of CO generation for further use in synthetic fuels (e. g. syngas – a mixture of 
CO and H2) and for the production of oxygen. If the cell is coupled to an external source of heat, e.g. 
a nuclear power plant, an electrical efficiency of electrolysis approaching 100% can be achieved.
2
 
However, carbonaceous fuels are known to be detrimental to the catalysts used in the SOC 
electrodes. Robustness of the cells under real world operational conditions has been outlined as the 
key challenge associated with the SOC technology by Ceres power – a leading UK-based SOC 
developer.[4] 
Currently, SOC technology is still under development and commercially is relatively immature. 
However, SOCs have already achieved remarkable penetration in the combined heat and power 
(CHP) market. Around 3000 micro-CHP units and backup-power systems that are using SOC 
technology were in operation worldwide in 2011.[5] Recent advances in micro-electro-mechanical 
                                                 
2
 It is necessary to emphasise that the overall efficiency of the whole process will, of course, remain below 100%. 
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system (MEMS) fabrication techniques have allowed the miniaturisation of SOC devices and its 
introduction to the market of portable devices.[6] Lilliputian systems demonstrated a portable mini-
charger based on SOC technology in 2013.[7] The relatively low power density associated with the 
SOC technology is the limiting factor for further penetration of the portable electronics market. 
However, the improvements in system-level power densities of the SOC devices over the last decade 
are demonstrated in Figure 1.1.1. Both Boeing and Airbus are investigating fuel cell APUs for their 
aircraft.[8] Given that research efforts are directed towards improving the system-level power 
density of SOCs, its application may not be limited to the stationary power generation in the near 
future. One of the great advantages of SOC technology in the context of the transport industry is its 
ability to operate on hydrocarbons and therefore utilize the current fuel infrastructure. However, in 
order to operate on carbonaceous mixtures continuously, the durability of the SOC electrodes must 
be improved. 
 
Figure 1.1.1 System-level power density of the commercial devices using SOC technology 
plotted versus the year they were introduced. The graph also includes the power density of 
battery pack used in Nissan leaf for the reference. 
21 
 
Equally, SOCs have the potential to be used for balancing a national electric grid.[8] Sources of 
renewable electricity, such as solar and wind, produce highly intermittent power. High temperature 
electrolysis can be employed to produce synthetic fuel when excess electricity supply is available. 
One possible scenario is shown in Figure 1.1.2. Here, CO2 is captured from the atmosphere, and 
electricity from a renewable source is used to dissociate CO2 and H2O into syngas via electrolysis; 
syngas can then be catalytically converted into liquid fuels.[9] In another suggested method, CO2 is 
electrolysed to produce CO, which is then converted into liquid hydrocarbons through several 
intermediate steps including hydrolysis of CaC2.[10] Since liquid fuel production presents a 
potentially economic way of delivering renewable energy to customers, CO2 recycling has the 
potential to facilitate the improved utilisation of renewable energy sources. 
 
Figure 1.1.2 Schematic illustration showing high temperature electrolysis for CO2 or H2O 
dissociation integrated into the closed loop of CO2 capture and liquid synthetic fuel production 
using renewable energy.[9] 
Utilisation of biogas, mainly consisting of CO2 and CH4, may also considerably contribute towards 
GHG emission reduction targets. It can be used both as vehicle fuel and injected to the natural gas 
grid. However, the CO2 which constitutes a significant part of the raw biogas must currently be 
separated from the methane in order to allow biogas to be used efficiently. High-temperature 
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electrolysis potentially offers a feasible and environmentally benign way to utilise carbon-free 
electrical energy for upgrading raw biogas into a higher energy mixture of methane and 
syngas.[11,12] High temperature electrolysis could both increase the amount of sustainable chemical 
fuels that could be produced from a given amount of biomass, and provide a mechanism of storing 
renewable electricity when it could not otherwise be used. The major hurdle that needs to be 
overcome for adoption of high temperature CO2 electrolysis is the carbon deactivation of the 
catalysts. To date, extensive effort has been directed towards developing carbon-tolerant materials 
for SOC electrodes. The current work demonstrates significant progress in this area, through the 
combination of novel fabrication techniques with the recently emerged application of Raman probing 
technique for the SOC, as well as the choice of the relevant electrode materials. 
1.2 Objectives of the thesis 
The main objectives of the thesis are in two areas – engineering and scientific. From the engineering 
point of view it was necessary to develop a functional and versatile experimental rig for in situ 
Raman characterisation of the SOC electrodes. The first version of the rig had been developed and 
described by Brightman et al.[13] It was necessary to carry out thermal modelling of the rig and 
extensive testing under relevant conditions as part of the present project in order to identify the 
limitations and the necessary upgrades. As a next step, an upgraded version of the rig had to be 
designed and constructed taking into account the limitations of the first version. 
Another engineering objective was to explore the possible routes to in-house cell fabrication for 
further testing. Choice of materials, cell fabrication methods (e.g. electrode screen printing, tape 
casting or infiltration) and the exact sintering regimes had to be considered based on the preliminary 
tests and the literature review. Fabrication of the patterned electrodes suitable for in situ Raman tests 
also had to be investigated. 
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From the scientific point of view, the thesis has the aim to outline the conditions that potentially can 
promote deleterious carbon deposits on the fuel electrode and to suggest mitigation strategies. The 
conditions discussed in the thesis may be separated into two major regimes – the fuel cell mode and 
the electrolysis mode. There is extensive evidence of carbon-induced degradation in the fuel cell 
conditions in the literature.[14–18] Therefore, the experiments in the present work are designed with 
the aim of extracting information that in situ Raman spectroscopy can provide in addition to 
conventional SOC testing techniques already well described in the literature. This includes the level 
of amorphisation of carbon formed of the electrode, and the kinetics of carbon formation. Another 
objective is to conduct an extensive ex situ analysis, combining Raman spectroscopy with 
microscopy techniques, for the identification of the exact location of carbon formed on the electrode. 
These results should make it possible to suggest mitigation strategies. 
Degradation of SOCs in electrolysis conditions, particularly during CO2 electrolysis, is not yet 
appreciably covered in the literature. Therefore, the objective of the thesis is to expand the 
knowledge base of SOC carbon-induced degradation in electrolysis conditions. The way in which 
current and fuel composition affect the amount and the location of the carbon formed on the fuel 
electrode is one of the important questions that have to be addressed. Carbon formation regimes can 
be predicted using thermodynamic calculations. Equally, the hypotheses that are based on theoretical 
predictions need to be verified experimentally. In this work, particular attention is given to the 
simulated biogas mixture, mainly containing methane and carbon dioxide. One of the objectives is to 
find out whether electrolysis can be used to convert CO2 that is contained in the biogas into fuel 
without detrimental effect to the catalyst. 
A significant part of the thesis will deal with in situ testing of the carbon-tolerant materials for the 
SOC fuel electrodes. Emphasis is put on the role of the electrodes’ ceramic phase in carbon re-
oxidation, the influence of the barrier layers and the electrocatalytic activity of the metal phase. 
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1.3 Outline of the thesis 
SOC technology has been actively developed for more than 25 years and the research activities in 
this field have generated a large number of scientific publications. The literature review in chapter 2 
is focused predominantly on the following aspects of the SOC technology (in addition to general 
aspects) – identification of the electrochemical processes on the fuel electrode, degradation in 
electrolysis conditions, and the Raman spectroscopy in the context of developing carbon tolerant fuel 
electrodes. First, the general principles of SOC operation are described; this is followed by a review 
of the relevant materials for SOC components. Basic reaction mechanisms on the fuel electrode are 
introduced in order to provide the background required for the discussion of the known degradation 
pathways. Particular attention is given to the review of CO2 electrolysis in SOCs. The current 
understanding of the SOEC fuel electrode degradation and a historic perspective is provided in 
Section 2.2.2.  Relevant research activities in Riso-DTU are used as an example. Fundamentals of 
Raman spectroscopy are also discussed in chapter 2 with an emphasis on the application to SOCs for 
carbon detection. 
Chapter 3 describes the characterisation of commercial SOCs. The experimental setup for the in situ 
Raman experiments is introduced in this chapter. The electrochemical SOC characterisation 
technique is also discussed here. In situ Raman investigation of the effects of the fuel mixture and the 
electric current are followed by the ex situ TEM analysis of the NextCell electrodes. A separate 
section is dedicated to the ex situ Raman analysis of the degradation during the CO – CO2 
electrolysis. 
Development of the in-house made fuel cells as well as the upgraded Raman rig is discussed in 
Chapter 4. This chapter focuses on CO – CO2 electrolysis. Although in situ Raman results are also 
reported here, the emphasis is on the ex situ cross sectional Raman characterisation of the electrodes. 
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A model describing reaction kineticts on the electrode is introduced in order to support the 
experimental results. The effect of a CGO interlayer on carbon formation in electrolysis conditions is 
investigated with ex situ Raman and microscopy techniques. 
The Ni infiltration technique is introduced in chapter 5. The suitability of nickel infiltrated CGO 
electrodes for biogas upgrading is studied in this chapter. First, carbon deposition in simulated biogas 
is considered from the thermodynamic point of view. Then, a set of experiments outlining the kinetic 
effects is described. Then copper infiltrated electrodes are reviewed as a possible candidate for the 
biogas upgrade. Their performance and carbon susceptibility are reported. Chapter 5 is followed by 
the overall conclusions and the outlook in chapter 6.  
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2 Literature review 
2.1 Introduction to Solid Oxide Cells (SOCs) 
2.1.1 General principles 
A Solid Oxide Cell (SOC) is an electrochemical device that can either convert chemical energy of a 
fuel and an oxidant gas into electrical energy without irreversible oxidation or can increase the 
chemical energy of a fuel using an external source of electrical power. For clarity, only conversion of 
chemical energy into electrical energy will be considered and not vice versa in this section. When a 
SOC is operated in this mode, it is referred to as a fuel cell. The basic components of a fuel cell are 
an electrolyte, a fuel electrode and an oxidant gas (typically – air) electrode. Electrochemical 
reaction of charge separation occurs on the electrodes. The electrolyte conducts ions, but is an 
insulator for electrons. Therefore, after the electrochemical reaction occurs on the air electrode, ions 
are conducted through the electrolyte to the fuel electrode where another electrochemical reaction 
takes place. Produced electrons are forced to flow through an external circuit. This basic mechanism 
of fuel cell operation is demonstrated in Figure 2.1.1. 
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Figure 2.1.1 Schematic representation of the operation principle of a fuel cell. 
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The goal of a fuel cell is to convert the energy from a fuel into a more useful form of energy – heat 
and electrical energy.[19] The amount of energy that a given system can release is given by its 
enthalpy. Change in enthalpy is associated with the reconfiguration of chemical bonds during 
reaction. However, the electric energy potential of a system does not include the energy transferred 
to/from the environment due to spontaneous heat transfer. In other words the energy that can be 
extracted from the system in a form of electricity is less that the total enthalpy of the system. In order 
to relate the change in enthalpy to the electrical potential of a system, it is useful to introduce the 
concept of Gibbs free energy. An isothermal process can be expressed in terms of enthalpy and 
entropy as follows: 
∆𝑮(𝑻) = ∆𝑯 − 𝑻∆𝑺 ( 2.1 ) 
where ∆𝐺(𝑇) is change in Gibbs free energy at a given temperature; ∆𝐻 is change in enthalpy and 
∆𝑆 is change in system’s entropy, both functions of temperature. The negative change in Gibbs free 
energy of a system is equal to the electrical work performed by the system. This can be related to the 
potential of a system if we consider that electrical work is equal to the charge moved through a 
certain electrical potential difference. Since the charge carried by one mole of electrons is described 
by the Faraday constant, in terms of molar quantities the Gibbs free energy release at standard 
conditions is: 
∆𝑮𝟎 = −𝒏𝑭𝑬𝟎 ( 2.2 ) 
or in general: 
𝑬 =
−∆𝑮
𝒏𝑭
 
( 2.3 ) 
where ∆𝐺0 is the change in Gibbs free energy at standard conditions, n is the number of moles of 
electrons transferred, F is Faraday’s constant and 𝐸  is the reversible open circuit potential of a 
28 
 
system at standard conditions. One of the fundamental concepts in fuel cell thermodynamics is that 
the reversible potential varies with the concentration of chemical species. It can be described with the 
help of chemical potentials. Chemical potential is the first derivative of Gibbs free energy with 
respect to the quantity of chemical species i[19]: 
𝝁𝒊 = (
𝝏𝑮
𝝏𝒏𝒊
)
𝑻,𝒑
 
( 2.4 ) 
Chemical potential is a function of concentration and temperature and is related to the former  
through the activity ai[19]: 
𝝁𝒊 = 𝝁𝒊
𝟎 + 𝑹𝑻𝒍𝒏𝒂𝒊 ( 2.5 ) 
where 𝜇𝑖
0 is the reference chemical potential of species i at standard conditions and 𝑎𝑖 =
𝑝𝑖
𝑝0⁄  for an 
ideal gas (𝑝𝑖  – partial pressure of the species, 𝑝
0 − standard state pressure). When a system of i 
chemicals is considered, the change in Gibbs free energy thus becomes: 
𝒅𝑮 = ∑(𝝁𝒊
𝟎 + 𝑹𝑻𝒍𝒏𝒂𝒊)𝒅𝒏𝒊
𝒊
 ( 2.6 ) 
Recalling how Gibbs free energy is related to the reversible potential of the system and combining 
equations 2.2, 2.3 and 2.6 (note that ∆𝑔0 = ∑ 𝜇𝑖
0
𝑖 ), the expression can now be expanded to non-
standard conditions. Taking into account the logarithm law and the fact that terms corresponding to 
products will always be positive and terms corresponding to the reactants – negative, the expression 
for the reversible open circuit potential at standard pressure can be rewritten as: 
𝑬 = 𝑬𝟎 −
𝑹𝑻
𝒏𝑭
𝐥𝐧
∏ 𝒂𝒑𝒓𝒐𝒅𝒖𝒄𝒕𝒔
∏ 𝒂𝒓𝒆𝒂𝒄𝒕𝒂𝒏𝒕𝒔
 
( 2.7 ) 
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In the case of equilibrium, 𝑑𝐺 = 0 and therefore if the standard Gibbs free energy of the reaction is 
known, the activity of the species can be determined using the following equation: 
∆𝑮𝟎 = −𝑹𝑻𝒍𝒏𝑲 ( 2.8 ) 
Equation 2.7 is known as Nernst equation and provides the ability to predict the reversible voltage of 
a fuel cell under arbitrary sets of conditions.[19] 
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Figure 2.1.2 Schematic illustration of a fuel cell i-V curve demonstrating three main types of 
irreversible losses that decrease the cell voltage as the current load is increased.  
The performance of a fuel cell can be summarized with a current-voltage curve (i-V curve). An ideal 
fuel cell would operate at the potential given by the Nernst equation (2.7) no matter how much 
current is drawn provided that there is enough fuel. However, real fuel cell performance is reduced 
by irreversible losses which cause the voltage to decrease as more current is drawn. The three major 
types of fuel cell losses are summarized in Figure 2.1.2. These are losses due to activation barrier of 
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the electrochemical reactions, ohmic losses due to ionic and electronic resistances and losses due to 
mass transport limitations. Hence, the real voltage of a fuel cell is: 
𝑽 = 𝑬𝒕𝒅 − 𝜼𝒂𝒄𝒕 − 𝜼𝒐𝒉𝒎 − 𝜼𝒕𝒓 ( 2.9 ) 
where 𝐸𝑡𝑑  is the thermodynamically predicted voltage, 𝜂𝑎𝑐𝑡  is the activation loss due to reaction 
kinetics, 𝜂𝑜ℎ𝑚 is the ohmic loss from electronic/ionic conduction and 𝜂𝑡𝑟 is the concentration loss 
due to mass transport. 
The activation overvoltage is the voltage that is lost to overcome the activation barrier associated 
with the electrochemical reaction. Activation losses dominate the initial part of the i-V curve. An 
equation that describes the activation overpotential dependence on the current was empirically 
derived by Tafel.[20,21] This equation is a simplification of a more general Butler-Volmer 
equation[22] for the case of an irreversible reaction process where the forward reaction dominates. It 
states that the overpotential increases logarithmically as the current density produced by the 
electrochemical reaction increases: 
𝜼𝒂𝒄𝒕 = 𝑨 𝒍𝒏 (
𝒋
𝒋𝟎
) 
( 2.10 ) 
The constant 𝑗0 is higher if the reaction is faster and it can be considered the current density at which 
the overvoltage begins to move from zero.[23] Although this equation was originally derived from 
experimental results, it can be shown that the constant A is given by [24]: 
𝑨 =
𝑹𝑻
𝒏𝜶𝑭
 
( 2.11 ) 
where 𝛼 is the charge transfer coefficient, which expresses how the change in the electrical potential 
affects the forward versus reverse activation barrier. The value is always between 0 and 1, and can be 
assumed to be 0.5 for a great variety of electrode materials.[25] The crucial factor in reduction of the 
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activation overpotential is the increase in the value of 𝑗0. This can be achieved, for example, by 
choosing a better catalyst or increasing the temperature of operation. 
As long as the ionic or electronic conductors are not perfect, they cause additional losses according 
to Ohm’s law: 
𝜼𝒐𝒉𝒎 = 𝒊𝑹 ( 2.12 ) 
These are most apparent in the middle section of the i-V curve and originate mostly from ionic 
transport through the electrolyte. To decrease ohmic losses the electrolyte should be as thin as 
possible and have a good conductivity at the operating temperature. 
Transport limitation losses are pronounced at higher currents and high reactant utilisation. When the 
rate of current is such that the reactant species cannot diffuse to the reaction sites fast enough to 
sustain that current, the partial pressure of reactants at the electrode-electrolyte interface drops. The 
voltage dependence of the partial pressure of reactants is described by the Nernst equation (2.7) if the 
activity is written explicitly as the ratio of partial pressure of the species and the standard state 
pressure. For convenience, it can be assumed that the maximum current density that is generated 
from fuel supplied at a given rate is denoted by 𝑗1. Partial pressure of the reactants at the electrode-
electrolyte interface at this current density is 0. If p1 is the partial pressure of the reactants when no 
current is flowing, then partial pressure at any current density can be expressed as: 
𝒑𝟐 = 𝒑𝟏 (𝟏 −
𝒋
𝒋𝟏
) 
( 2.13 ) 
then combining 2.7 and 2.12 the mass transport loss can be expressed as: 
𝜼𝒕𝒓 = −
𝑹𝑻
𝒏𝑭
𝒍𝒏 (𝟏 −
𝒋
𝒋𝟏
) 
( 2.14 ) 
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The microstructure of the fuel cell electrodes will define how accessible the TPB is for the reactants 
and therefore how much the transport limitation will affect the performance of the cell. 
2.1.2 Typical SOC materials 
SOCs employ a solid ceramic electrolyte that conducts ions via a defect hopping mechanism at high 
temperatures.[26] The most common material for SOC electrolytes is yttria-stabilized zirconia (YSZ) 
with typical operating temperatures in excess of 700 °C. YSZ is created by doping ZrO2 with a 
certain percentage of Y2O3. Each time two Zr
4+
 cations are replaced with two Y
3+
 cations, an O
2-
 
vacancy is introduced to maintain charge balance. As the dopant content increases, so does the 
conductivity of the material, but at a certain dopant concentration the maximum is reached and 
conductivity decreases as more dopant cations are introduced. That is associated with the formation 
of low-energy associations between vacancies and dopants, impeding vacancy and therefore oxide 
ion mobility.[19] The optimal dopant concentration in YSZ was found to be around 8 mole%. 
Initially, the conductivity was thought to be dependent primarily on the Columbic interactions 
between the vacancy and the dopant as if they were oppositely charged species within a neutral 
lattice. However, if this were the case then all equally charged dopant ions (Y
3+
, Sc
3+
, La
3+
) would 
result in the same conductivity. This is clearly not the case[27] and the studies reported in literature 
have shown that the size and not the charge of the cations is of primary importance.[28] The major 
interaction between vacancies and the dopant ions is through the elastic strain of the crystal lattice 
due to the mismatch between the size of the dopant ion and the host ion. Therefore, for best 
conductivity the dopant ion should match the host ion in size as close as possible. An alternative 
SOC electrolyte material – Ce0.9Gd0.1O1.95 (CGO) fulfils this requirement and, as shown in Figure 
2.1.3, is superior to YSZ – its conductivity is 0.01 S cm-1 at 500 °C, roughly one order of magnitude 
higher than the conductivity of YSZ at the same temperature.[28] The disadvantage of CGO in 
33 
 
electrolyte applications is its mixed conductivity in reducing conditions. The appearance of 
electronic conductivity at low p(O2) is due to partial reduction of Ce
4+
 into Ce
3+
, which leads to the 
formation of additional oxygen vacancies to satisfy electric neutrality.[29] A multilayer approach, 
where a thin layer of YSZ is applied between the electrode and the electrolyte by vapour 
deposition[30], could be adopted in order to optimize electrolyte performance. 
Operation at high temperatures also puts requirements on the electrode materials used in SOCs. The 
electrodes should be chemically stable in the highly reducing/oxidising environments and possess 
good electronic and ionic conductivity. They should also have sufficient porosity to support efficient 
gas transport and maximize the TPB length. Additionally the thermal expansion coefficient should 
closely match that of the electrolyte material in order to reduce the stress due to thermal expansion 
mismatch.[31] The cost of the raw materials should be also taken in consideration when developing 
SOC electrodes. 
 
Figure 2.1.3 The ionic conductivity of the most promising ion conductors used as SOC 
electrolytes as a function of inverse temperature.[28] 
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Both the fuel electrode and the air electrode should provide electronic and ionic conductivity at the 
same time as being catalytically active towards the relevant reactions. Currently, the dominant air 
electrode materials are strontium doped LaMnO3 (LSM) perovskite and La0.6Sr0.4Co0.2Fe0.8O3-δ 
(LSCF).[32] The electrochemical activity of several non-precious metals for H2 oxidation on fuel 
electrodes have been studied by Setoguchi et al. and Ni was found to exhibit the highest 
electrochemical activity.[33] Nickel has a melting point of 1453°C, a thermal expansion coefficient 
of 13.3 ×10
-6
 K
-1
 and an electronic conductivity of ~2 ×10
4
 S cm
-1
 at 1000°C.[34] Ni has also been 
shown to be effective as a fuel electrode catalyst in a reversible SOC capable both of fuel cell and 
electrolysis operation.[35] Ni is typically mixed with YSZ in order to achieve the required mixed 
conductivity of the electrode. 
Although Ni/YSZ cermets are widely used for SOC fuel electrodes, current activities in the area of 
material development for SOCs are focused on decreasing the operating temperatures down to 500-
600 °C in order to reduce material cost and improve stability.[34] The performance of the 
conventional Ni/YSZ cermets is not satisfactory in this temperature range due to the low ionic 
conductivity of the YSZ phase.[36] Doped ceria is considered to be a promising material for 
intermediate temperature range operation, and Ni/CGO electrodes have been shown to greatly 
outperform Ni/YSZ electrodes.[37–39] However, a number of issues related to the degradation of the 
materials used in SOCs, including Ni/CGO electrodes, still remain to be solved. The fuel electrode is 
the most susceptible to degradation especially when non-purified fuels are used.  A careful analysis 
of the reactions occurring on the fuel electrode should allow the development of a better design 
which is not prone to degradation. 
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2.1.3 Basic reaction mechanisms 
Nickel-cermet composites have found widespread use as SOC fuel electrodes due to their excellent 
catalytic activity towards hydrogen oxidation. However, in order to improve the commercial viability 
of the technology the fuel electrodes must be made more robust and tolerant to direct operation on 
hydrocarbons. Since nickel is known to promote catalytic cracking of hydrocarbons, the issue of 
detrimental carbon formation on the anode needs to be addressed.[16,40] Advanced anodes that 
allow for the direct operation on hydrocarbons are being developed, but their performance is still not 
at the level obtained with state-of-art H2-operated cells.[41] Examples of recently developed high-
performing electrodes that allow direct operation on hydrocarbons include BaZr0.9Yb0.1O3-δ-modified 
Ni electrodes[42], as well as Ni doped SrZrO3 electrode.[43] Improved electrochemical performance 
with none or minimum degradation was reported in both cases. The mechanism by which coking is 
prevented in Ba-containing oxides is likely to be water-remediated.[42] Whilst coking suppression in 
perovskite electrodes is suggested to be due to Ni being isolated within SrZrO3 the structure.[43] 
Such strategies as careful control of the operating temperature, incorporation of carbon-resistant 
species or inserting a buffer layer next to the active fuel electrode layer may all lead to improved 
performance of nickel-based anodes.[44] In order to improve the robustness of the electrode, a 
thorough analysis of surface reactions near the three-phase boundary (TPB) on the fuel electrode is 
required. 
A considerable effort has been made to identify rate-limiting steps involved in the oxidation 
reactions occurring on the fuel electrode in recent years. In the case of pure hydrogen the overall 
reaction that is believed to take place near the TBP can be formulated as follows: 
𝐇𝟐(𝐠𝐚𝐬) + 𝐎
𝟐−(𝐘𝐒𝐙) ↔ 𝐇𝟐𝐎(𝐠𝐚𝐬) + 𝟐𝐞
− ( 2.15 ) 
36 
 
While the overall reaction can be modelled using the Butler-Volmer equation (or even equation 2.10 
in case of a sufficiently high overvoltage), it does not model specific rate-limiting steps. Bessler et 
al. employed a kinetic modelling approach to investigate several possible pathways for the charge-
transfer reactions.[45] It was established that the rate determining step is hydrogen spillover from the 
Ni surface to a hydroxyl group on the YSZ surface: 
𝐇(𝐍𝐢) + 𝐎𝟐−(𝐘𝐒𝐙) ↔ 𝐎𝐇−(𝐘𝐒𝐙) + []𝐍𝐢 + 𝐞
− ( 2.16 ) 
That is then followed by water formation and desorption (Figure 2.1.4).[45] After performing a 
similar study, Goodwin et al. also arrived at the conclusion that the hydrogen-spillover mechanism 
provides a substantially better representation of the experimental data than oxygen spillover.[46] The 
same assumption was confirmed by the  density functional theory (DFT) studies performed by 
Shishkin et al.[47] However, in the latter study no specific reaction was assigned to the rate-limiting 
step. Upon reassessment in a later DFT study, Shishkin et al. came to the conclusion that the 
oxidation takes place on the oxygen atoms in the narrow interface between Ni and YSZ and the 
spillover mechanism may not be at work.[48] In other words, following a considerable discussion as 
to whether the hydrogen spillover mechanism takes place on the TPB[45–47,49], the most recent 
DFT study indicates that the oxidation involves neither oxygen nor hydrogen spillover.[48] 
 
Figure 2.1.4 Hydrogen spillover at a composite cathode.[49] 
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The oxidation of CO at the SOFC anode, on the other hand, is likely to proceed through the oxygen 
spillover from YSZ to Ni via two consecutive single-electron charge transfer reactions followed by a 
surface chemical reaction between adsorbed O and CO [50]: 
𝐎𝟐−(𝐘𝐒𝐙) + []𝐍𝐢 ↔ 𝐎
𝟏−(𝐘𝐒𝐙) + 𝐞− ( 2.17 ) 
𝐎𝟏−(𝐘𝐒𝐙) + []𝐍𝐢 ↔ 𝐎(𝐍𝐢) + []𝐘𝐒𝐙 + 𝐞
− ( 2.18 ) 
𝐎(𝐍𝐢) + 𝐂𝐎(𝐍𝐢) ↔ 𝐂𝐎𝟐 + 𝟐[]𝐍𝐢 ( 2.19 ) 
Description of the electrochemical processes on SOC electrodes becomes increasingly complicated 
when internal reforming or catalytic partial oxidation of hydrocarbon fuels has to be taken into 
account. Zhu et al. have proposed a model that incorporates a multistep reaction mechanism to 
predict a fuel cell’s performance under various conditions.[51] While the model takes into account 
all global processes including steam reforming, water-gas-shift processes and surface-carbon 
coverage, it is not optimized for conditions where coking and NiO formation are primary concerns. 
Ingram et al. derived the mechanism of hydrocarbon activation on various catalysts from first 
principles via DFT calculations.[52] The study suggests that the overall rate of steam reforming on 
Ni is limited by the rate of activation of the C-H bond. 
Investigation of elementary reaction pathways on SOC anodes may be enhanced by the use of 
geometrically defined structures. Bieberle et al. was one of the first to apply this approach to the 
Ni/YSZ system.[53] As a result of this effort, the authors proposed a mechanism of hydrogen 
oxidation that includes the O
2-
 which is removed far from the TPB. This result supports the 
observation of the oxide depletion in YSZ up to ~10 µm away from the TPB reported for Ni/YSZ 
patterned electrodes at high overpotentials.[54] It is important to note that such extension of the 
active region seems to be unique for a wet fuel-gas atmosphere where the YSZ surface will most 
probably be hydroxylated. 
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The correlation of several experimental techniques made it possible to quantify the effects of 
impurity species in the vicinity of the TPB on the electrode polarisation resistance.[55] Mogensen et 
al. proposed a charge transfer mechanism that involves diffusion of protons through the Ni bulk 
metal based on the time of flight secondary ion mass spectrometry (SIMS) analysis of the Ni point 
electrodes on thick ScYSZ electrolytes.  The proposed mechanism is shown in Figure 2.1.5. This is 
not in line with some of the theoretical studies discussed earlier [45,46,48], but may represent an 
alternative mechanism for contaminated electrodes.  
 
Figure 2.1.5 The proposed mechanism that creates rim zones during electrode/electrolyte 
interface expansion. a) At low operating temperature impurities segregate at the surface of the 
electrolyte; b) The TPB is blocked by impurities resulting in a large electrode polarisation at 
lower temperatures c) The electrode expands at the high temperature displacing impurities 
resulting in a decrease in the electrode polarisation resistance. Adopted from Schmidt et al.[55] 
2.1.4 Carbon deposition mechanism 
Several different mechanisms of carbon deposition on SOC fuel electrodes are known.[16,40,56] 
Important factors to consider are fuel, operating temperature and the bias of the cell. When only CO 
is present on the electrode, carbon deposition on Ni is likely to be the result of the following 
reactions: 
𝐂𝐎(𝐍𝐢) + []𝑪𝑮𝑶 + 𝟐𝐞
− ↔ 𝐂(𝐍𝐢) + 𝐎𝟐−(𝐂𝐆𝐎) ( 2.20 ) 
𝟐𝐂𝐎(𝐍𝐢) ↔ 𝐂(𝐍𝐢) + 𝐂𝐎𝟐 ( 2.21 ) 
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Using the DFT modelling approach it was found that the formation of graphitic carbon clusters on 
the Ni(111) surface is energetically more favourable compared to the adsorption of the atomic 
carbon.[57] In the carbon cluster the relative energy per carbon atom in the bulk is -33kJ/mol, while 
the relative energy for the edge atoms is 172kJ/mol. When the cluster formation begins, the number 
of C edge atoms is comparatively large so the cluster is unstable. At a certain critical size the cost of 
forming at the edge is balanced by bulk atoms and the stability increases with the number of atoms in 
the island.[57] Therefore, carbon from pure CO may be expected to deposit in the form of highly 
graphitic carbon on top of Ni catalyst. 
Nolan et al. experimentally observed the formation of carbon in the form of lamellar graphite layers 
extending parallel to the surface of the Ni particle which eventually deactivated the Ni towards CO 
disproportionation.[58] Upon the TEM examination, the authors observed that most Ni particles were 
covered with ca. 30 graphite layers and none of the examined particles had notably higher carbon 
coverage independent of CO concentration to which the samples were exposed. Since CO does not 
readily undergo disproportionation on graphite, the authors hypothesised that the growth of carbon 
layer may not occur directly from the surface of metal, implying that the impact of the catalytic metal 
is experiences over an appreciable distance. However, Audier and Coulon observed cracks in the 
encapsulating carbon shells formed on NiFe particles at similar conditions.[59]  Crack formation can 
provide the reaction gas access to the catalyst metal surface, offering alternative explanation of the 
phenomena. Based on the reported evidence for carbon growth limitation to 30 layers, it is likely that 
gas access to metal surface is fully blocked at this point preventing further catalysis of coking. 
Hydrogen is known to be a key component in determining the morphology of carbon depositions. 
Significantly larger amounts of carbon are deposited on Ni and other transition metals in CO – H2 
atmosphere in comparison to pure CO.[14,15,60,61] It was suggested that the presence of H2 
promoted the formation of surface carbon by assisting the dissociation of CO.[61] DFT calculations 
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have also shown that H2 assists the dissociation of the CO(ad) to C(ad) plus OH(ad) and this 
dissociation reaction has the lowest activation barrier compared to other possible reactions.[62] Thus, 
CO dissociation in the presence of H2 is more facile than the direct C-O bond scission. 
Carbon formation in CO – H2 has also been reported to form “open” forms of carbon as opposed to 
“closed” forms when no H2 is present.[63,64] Open-edged graphite planes have a series of 
excessively energetic “dangling bonds”. As such, the open-edged surface would be difficult to form. 
Hydrogen can bond to the edges to form sp
n
-hybridized carbons so that the “free” carbon valences 
needed for plane growth can be stabilized by the catalyst surface.[65] Plane formation then occurs by 
interconversion of the various C-H moieties at the plane edge as carbon atoms are added.[65] This 
results in the introduction of defects into the structure which is consequently less graphitic than in the 
case of pure CO. 
Chun et al. suggested that some of the carbon is catalysed on the surface to form a deposit while the 
rest of the carbon dissolves into the nickel and diffuses into the bulk when CO – H2 ratio is relatively 
low.[14] Carbon diffusion into the bulk of the metal is known to cause metal dusting because of the 
resulting volume expansion and can occur in the case of weak surface metal-carbon bonding.[11,12] 
Co-adsorption experiments have shown that adsorbed H2 diminishes the chemisorption bond energy 
of CO.[60] If the probability of electron transfer from the CO orbital into the metal d orbital is 
decreased, it is reflected in the bonding development between metal and carbon, enabling carbon 
diffusion.[66] Thus, in the presence of H2, a profuse Ni graphitization may be expected, leading to 
the unlimited growth of highly amorphous carbon. 
2.1.5 Sulphur poisoning mechanism 
Sulphur is another challenging contaminant of Ni-based anodes. A clean Ni surface first adsorbs 
sulphur atoms when exposed to small amount of H2S [67]: 
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𝐇𝟐𝐒(𝐠𝐚𝐬) + []𝐍𝐢 ↔ 𝐇𝟐(𝐠𝐚𝐬) + 𝐒(𝐍𝐢) ( 2.22 ) 
When the surface coverage of sulphur increases, Ni3S2 begins to form. The effect of sulphur 
poisoning is irreversible after the onset of nickel sulphide formation.[67] 
Thermodynamic analysis suggests that Ni3S2 and Ni3S4 become stable at temperatures below 420°C 
and 160°C respectively when pH2S/pH2 = 10
-4
.[68] The appearance of these phases in ex situ post 
mortem characterisation of Ni components exposed to sulphur at higher temperatures was therefore 
unclear until recently. In situ investigations demonstrated that indeed no conventional nickel 
sulphides were formed on the Ni/YSZ anode surface at temperatures above 500°C.[69] Instead, 
significant amounts of Ni3S2 and Ni3S4 were accumulating on the anode during the cooling process. 
If the H2S concentration is below 1 ppm, sulphur does not adsorb on Ni surface above ca. 900 
°C.[67] Therefore, the issue of nickel sulphide formation at lower temperatures may be solved by 
cooling the sample in H2S-free environment. Although purifying gases on the inlet of the SOC can 
solve the sulphur poisoning issue, that would also increase the cost and complexity of SOC system. 
Therefore, sulphur-tolerance of SOC electrodes is currently an active area of investigation.[42,70–
72] It was recently demonstrated that conventional Ni-YSZ electrode modified with Mo-doped CeO2 
offers very good sulphur tolerance at 50 ppm H2S. 
2.2 Solid Oxide Electrolysis Cell (SOEC) state-of-art 
2.2.1 Introduction 
Water electrolysis in SOCs started to gain increased attention during the 1990s.[73,74] Eventually it 
was identified as the most promising and practical technology for renewable hydrogen production 
with an increased number of publications in recent years.[75–77] SOECs are also capable of CO2 
reduction and therefore may be useful for to reducing carbon emissions from power stations and in 
42 
 
other carbon intensive applications.[35] In addition, there is also growing interest in electrolysis 
integration with nuclear power in order to increase its efficiency.[78] It is clear from Figure 2.2.1 
that operating electrolysers at high temperature is beneficial as a significant part of the necessary 
energy can be provided as heat. 
 
Figure 2.2.1 Temperature dependence of heat and energy demand for (a) steam and (b) carbon 
dioxide electrolysis.[79] 
There are three modes of operation of a high temperature electrolysis cell. In endothermic mode 
additional heat has to be supplied to the system to compensate for the irreversible losses, of which 
the activation overpotentials (equation 2.10) are predicted to provide the largest contribution.[80] 
When the thermal energy consumed by the reaction is precisely matched by the heat generated via 
irreversible losses, the cell operates in thermoneutral mode. The thermoneutral voltage for steam and 
carbon dioxide can be derived from Figure 2.2.1 using the following formula: 
𝑬𝒕𝒉 =
∆𝑯
𝒏𝑭
 
( 2.23 ) 
For steam electrolysis the process will be thermoneutral at a cell voltage of around 1.3V. 
Thermoneutral operation also means that the product gases leave the cell at the temperature of the 
incoming stream, and therefore an additional high temperature source is necessary. Thus a slightly 
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exothermic operation is recommended to remove the need for an additional temperature source from 
the system.[81] Ni/YSZ electrode performance for electrolysis cells was extensively studied by 
Jensen et al., who reported a current density of ca -2.8 A/cm
2
 at a cell voltage of 1.3 V at 950 °C, in 
30% H2 – 70 % H2O and the current density of -1.5 A/cm
2
 at the same cell voltage in 30% CO – 70% 
CO2.[79] Lower ASRs for H2O reduction than for CO2 is in agreement with other studies. [82,83] 
2.2.2 Fuel electrode degradation 
Short SOEC lifetime is the main issue that has to be addressed in order to commercialise the 
technology. Several factors can contribute to the degradation of the SOEC performance, most 
notably – fuel impurities, such as silica and sulphur, as well as carbon deposits in the case of 
carbonaceous fuel mixtures. An extensive study of SOC degradation in electrolysis condition has 
been performed by the group of Professor Mogens Mogensen in Riso-DTU. One of the first long-
term degradation tests performed on the state-of-art Ni/YSZ electrodes suggested a voltage 
degradation rate of 2% per 1000 hours. These experiments were conducted with H2 – H2O supplied 
to the fuel electrode at 850 °C and -0.5 A cm
-2
. [75] The degradation rate was found to be faster than 
the degradation of the same electrode in relevant fuel cell operating conditions. Ex situ analysis 
indicated silica impurity formation at the TPB. It was concluded that the build-up of silica-containing 
impurities from raw materials and external sources, such as glass sealing materials was responsible 
for the observed degradation. Although, no direct evidence of the role of impurities in degradation 
process have been presented, the assumption has been continued in several following papers.[83–85] 
Further studies of long term passivation of Ni/YSZ electrodes in CO2 electrolysis conditions revealed 
a degradation rate of up to 0.44 mV per hour during operation at 850 °C -0.5 A cm
-2
 in 70% CO2 – 
30% CO.[83] This results in a degradation rate of roughly 40% per 1000 hours. Electrochemical 
impedance analysis indicated that the main changes occur in the low frequency range of the 
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spectrum. This is indicative of structural changes that may be caused by the formation of coke in the 
porous Ni/YSZ electrode. However, this possibility has been dismissed based on the evidence that 
the passivation was irreversible even when operated in conditions that should oxidise and supposedly 
remove carbon.[83] Passivation of the electrode has been attributed to the impurities in the gas 
stream, particularly sulphur. It should, however, be noted that highly graphitic forms of carbon may 
cause irreversible degradation of the electrodes as discussed in section 2.1.4. 
A recent publication on the co-electrolysis of 45% CO – 45% H2O – 10% H2 has demonstrated 
certain discrepancies in the mechanism of the fuel electrode degradation.[86] Two out of three cells 
tested at 875 °C and -2.0 A cm
-2
 have shown a degradation rate of ca 0.45 mV per hour, while the 
third cell degraded at the rate of 8.40 mV.[86] Ex situ analysis showed the presence of carbon 
nanofibre and the delamination of the fuel electrode in the latter cell. Although the tested conditions 
were not thermodynamically favourable for carbon deposition, it was concluded that insufficient 
porosity led to gas transport limitations.[86] Local changes in the gas composition favouring solid 
carbon formation were induced in places of the electrode where reactants could not replace the 
products of the electrolysis reaction quickly enough to prevent carbon formation. 
 
Figure 2.2.2 Proposed mechanism for the growth of carbon nanotubes on YSZ by 
electrocatalytic process.[87] 
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A mechanism of carbon growth under co-electrolysis condition was proposed in a follow-up 
communication paper.[87] The authors observed carbon nanotube formation on YSZ surface and 
suggested the mechanism illustrated in Figure 2.2.2. CO molecules could be adsorbed on the YSZ 
surface and electrochemically split into an adsorbed C atom that remained on the surface and an O
2- 
ion that occupied an oxygen vacancy in the YSZ lattice.[87] In the case when zirconia nanoparticles 
are present on the surface, accumulated carbon is likely to lift the particles from the surface. It was 
previously mentioned in Section 2.1.4 that during the formation of a carbon cluster on Ni surface, 
atoms on the edges have a significantly higher energy compared to the atoms in the bulk. Recent 
DFT modelling study suggested that the formation of a capped single walled nanotube is favoured 
compared to graphene sheet at initial stages of nucleation on a Ni surface.[88] This supports an 
earlier observation that the edge atoms (and therefore open structures) are energetically unfavourable 
on Ni surfaces.[57] That also provides a theoretical basis for the experimental evidence of the 
filamentous carbon formation on Ni in SOCs.[87] An essential part of the proposed mechanism of 
electrocatalytic carbon growth is the presence of electronic conductivity of YSZ. YSZ acquires 
electronic conductivity in highly reducing conditions when p(O2)  < 10
-28
 atm at 875 °C.[87,89] 
Although very strong cathodic polarisation potentially may cause the partial pressure to drop 
sufficiently for YSZ to acquire the mixed conductor properties, clear evidence of this has not been 
presented. However, this line of argument may easily be transferred to Ni/CGO electrodes as CGO 
obtains mixed conductivity when p(O2) is less than 10
-8
 atm (as tested at 1000 °C).[29] Experimental 
results on carbon formation in Ni/CGO electrodes were reported in [90] and will be discussed in 
details in Chapter 4. 
A general trend of Ni/YSZ electrodes operating with a lower performance under electrolysis 
conditions compared to fuel cell operation has been widely reported.[74,76,91,92] Several factors are 
thought to contribute towards the asymmetric performance of the electrode. One potential 
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contributing factor may be due to the fact that water molecules are significantly larger than H2 and 
may cause additional diffusion losses when the microstructure is not optimised.[35,74] This results 
in a decrease in the slope of the i-V curve at higher overpotentials, while the low overpotential region 
is less affected. A loss of electrical conductivity due to partial oxidation of Ni in high steam 
environments and the formation of a less active partially oxidised Ni layer had been suggested as 
other reasons for decreased performance in electrolysis conditions.[74] The surface of Ni particles 
may be deactivated by the formation of an oxide layer in a high steam environment and it was 
suggested that the introduction of doped ceria might alleviate this issue.[35] The oxygen storage 
capacity of doped ceria is likely to prevent or at least slow down the oxidation of the Ni surface. It 
may also help to oxidise adsorbed carbon and thus prevent carbon deposition. CGO has shown to 
have a positive effect on the electrochemical performance of Ni based electrodes operating in the 
electrolysis mode.[91] CGO is, therefore, identified as one of the most promising materials for 
SOEC fuel electrodes. 
2.3 Raman spectroscopy 
2.3.1 Fundamentals 
Raman spectroscopy is an optical technique that relies on the inelastic scattering of light to study 
vibrational modes. When a sample is irradiated by an intense laser beam, the scattered light consists 
of two types: Rayleigh scattering where the scattered light is of the same frequency ν0 as the incident 
light, and much weaker Raman scattering with frequencies ν0 ± vm , where vm  is the vibrational 
frequency of the molecule. The ν0 − vm  and ν0 + vm  lines are called Stokes and anti-Stokes, 
respectively.[93] The Stokes lines originate from the molecules that were excited from their ground 
energy state and relaxed back to a higher energetic state thus representing a loss in the energy of the 
photons. Anti-Stokes scattering on the other hand suggests non-ground energy state of the molecule 
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before scattering and subsequent relaxation to the ground state after scattering resulting in increased 
photon energy. Stokes lines are much stronger under normal conditions, since the number of 
molecules at the ground energy state is prevailing. The frequency shift of the scattered light from the 
incident light frequency is the main parameter of interest in Raman spectroscopy. 
Raman scattering can be explained with classical theory. When the molecule is irradiated by the laser 
beam, an electric dipole moment is induced: 
𝐏 = 𝛂𝐄 ( 2.24 ) 
where α is the polarizability and is generally a function of the nuclear displacement q, and E is the 
electric field strength of the laser beam fluctuating with time. The propagating electric field of the 
laser beam has a sinusoidal form in the framework of classical electromagnetism: 
𝐄 = 𝐄𝟎 𝐜𝐨𝐬 𝟐𝛑𝛎𝟎𝐭 ( 2.25 ) 
where E0 is the amplitude of the wave and ν0 is the frequency of the laser. Polarisability, in turn, is a 
linear function of q for small amplitudes of vibration [93]: 
𝛂 = 𝛂𝟎 + (
𝛛𝛂
𝛛𝐪
)
𝟎
𝐪𝟎 
( 2.26 ) 
Combining equations 2.23, 2.24 and 2.25 the expression for a dipole moment can be expanded as 
follows: 
𝐏 = 𝛂𝟎𝐄𝟎 𝐜𝐨𝐬 𝟐𝛑𝛎𝟎𝐭 + (
𝛛𝛂
𝛛𝐪
)
𝟎
𝐪𝐄𝟎 𝐜𝐨𝐬 𝟐𝛑𝛎𝟎𝐭 
( 2.27 ) 
According to classical theory, the first term represents an oscillating dipole that radiates light of 
frequency ν0, while the second term corresponds to the Raman scattering.[93] 
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Figure 2.3.1 (a) changes in polarisability ellipsoid during vibration of CO2 molecule and (b) 
difference of the polarisability change between 𝝂𝟏 and 𝝂𝟑 vibrations.[93] 
Polarisability can be plotted as a three-dimensional surface. If the inverse square root of 
polarisability is plotted from the centre of gravity in all dimensions, the resulting 3-dimentional body 
is called a polarisability ellipsoid. In terms of polarisability ellipsoid, in order for the vibration to be 
Raman-active, it is necessary, but not sufficient, for the size, shape or orientation of the ellipsoid to 
change during the normal vibration.[93] For example, in Figure 2.3.1a, only ν1 vibration of CO2 is 
Raman-active. Although the size of ellipsoid is changing during the ν2  and ν3  vibrations, these 
vibration are not Raman active. An additional necessary requirement for the vibration to be Raman 
active is for (
∂α
∂q
)
0
 (refer to equation 2.27) to be non-zero. It can be clearly seen from Figure 2.3.1b 
that (
∂α
∂q
)
0
 is zero for ν2 and ν3 and thus the Raman scattering term in equation 2.27 will be zero for 
these vibrations. 
(a) 
(b) 
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Raman scattering is inherently weak with the scattering cross section for typical molecules on the 
order of 10
-30
 cm
2
, which is several orders of magnitude smaller than the Rayleigh scattering cross 
section.[94] Therefore, several difficulties can arise when detecting a Raman signal. Because of the 
large difference in relative intensities, Rayleigh or laser plasma lines may cause problems unless a 
proper filter is chosen. In most modern Raman instruments notch or edge filters with a very narrow 
spectral bandwidth are used to remove unwanted laser lines. Further to this, any fluorescence from 
the sample may completely mask the Raman spectrum of some compounds, but this can be reduced 
by using an appropriate laser or measuring in the near-IR region.[95] 
2.3.2 Case study: Carbon spectrum 
Structure of perfect graphite consists of a number of parallel layers of hexagonally ordered carbon 
atoms as shown in Figure 2.3.2. Carbon atoms within the layer plane are covalently bonded; i.e. 
neighbouring atoms share electrons. Carbons form the adjacent planes develop a much weaker 
secondary bond arising from structural polarisation.[96] The electron configuration of the carbon 
atom in the ground state is 1s
2
2s
2
2p
2
 – two electrons in the K shell and four electrons in the L shell – 
split equally between s and p orbitals. However, in order to account for the symmetry found in 
graphite, the electron configuration of the carbon atom must be altered to a state with four valence 
electrons instead of two. This is achieved through the mechanism of sp
2
 hybridization, where one of 
the 2s electrons in L shell is promoted and combined with two of the 2p orbitals resulting in three sp
2
 
and the remaining electron in L shell forms a delocalized p orbital.[96] Electrons in three identical 
sp
2
 orbitals stay in the same plane and form hexagonal structures through the covalent bonds with 
neighbouring atoms in the same plane. The fourth electron in p orbital is paired with another 
delocalized electron of the adjusted plane by a van der Waals bond.[96] While the chemical bonding 
within plane is 150 – 170 kcal/gram atom, the bonding between planes is much weaker, 1.3 – 4 
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kcal/gram atom.[97] The most common stacking sequence of the layers is hexagonal, where carbon 
atoms of every second layer are superimposed. Sometimes rhombohedral structure, where the carbon 
atoms in every third layer are superimposed, is also found, but never in a pure form.[96] 
 
Figure 2.3.2 The crystal structure of graphite. [97] 
Infinite basal planes with perfect hexagonal ordering are not found in real graphite materials, which 
are polycrystallites. Even so, aggregates of crystallites may be relatively large and free of defects in 
which case the properties closely match those of ideal graphite.[96] Based on the properties derived 
for the graphite unit cell, the only Raman active mode is the in-plane bond-stretching motion of pairs 
of sp
2
 atoms associated with E2g symmetry as shown in Figure 2.3.3a.[98,99] This is based on the 
fundamental selection rule for Raman activity which states that vibration mode wave vector k must 
equal zero.
3
 The wave vector describes the phase difference of the vibration, often referred as a 
phonon, for each successive cell. So the fundamental rule for Raman activity states that equivalent 
atoms in all unit cells must vibrate in phase. The approximate frequency of the E2g mode in graphite 
crystal was calculated to be 1541 cm
-1
 using a valence force field model and measured in the range 
                                                 
3
 Detailed description of the Raman fundamental rule will follow in the next paragraphs. 
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1575 – 1581 cm-1.[98,100,101] However, the Raman spectrum of polycrystalline  graphite exhibits 
additional peaks, most notably so called D peak centred at ca. 1350 cm
-1
.[101] It was found that this 
peak is a breathing mode of A1g symmetry shown in Figure 2.3.3b.[99] As the wave vector of 
corresponding phonons is not equal to zero and the fundamental selection rule is not observed, the 
origin of this peak requires further explanation. 
  
Figure 2.3.3 Carbon motion corresponding to the (a) E2g mode and (b) A1g mode.[99] 
In order to discuss Raman selection rules in graphite, it is necessary to consider its electron band 
structure as well as phonon dispersion. It is convenient to consider both the electron band structure 
and the phonons in reciprocal space. Energy of an electron in a potential of a periodic lattice may be 
represented in reciprocal space as a function of its wavevector k. A primitive cell in reciprocal space 
is called the Brillouin zone, which is normally shown in three dimensions. Electronic band dispersion 
of graphite, i.e. electron energy as a function of k, is, essentially, identical to the electronic band 
dispersion in isolated graphene sheet – a 2-dimentional structure.[102] The Brillouin zone for 
graphene is also reduced to 2 dimensions as shown in Figure 2.3.4, so only this 2-dimensional 
structure will be considered in the further discussion for simplicity. Γ, K and M in Figure 2.3.4 are 
the points of high symmetry and b1 and b2 are reciprocal lattice vectors.  
(a) (b) 
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Calculated electronic band dispersion of graphene along with the phonon modes dispersion, i.e. 
lattice vibration modes dependence on k, are shown in Figure 2.3.5. The graph is plotted against high 
symmetry points in the Brillouin zone of graphene. It can easily be seen that the frequency of G peak 
corresponds to the Γ-point (k = 0) phonon. Origin of the D peak involves phonons near the K point, 
but cannot proceed through single scattering process since the fundamental rule k = 0 is not satisfied.  
 
Figure 2.3.4 The Brillouin zone (shaded) of graphene or 2D graphite layer.[103] 
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Figure 2.3.5 (a) Phonon dispersion[100] and (b) electronic band[104] structure of a single 
graphite layer.[99] 
The debate surrounding the origins of the Raman D peak of carbon continued for 35 years and was 
finally settled using a double resonance approach involving electron-phonon coupling.[102] Electron 
bands (π and π*) around K-point in graphene are shown in Figure 2.3.6a. The dispersion of the bands 
has a conic shape and the vertex is at the Fermi level εF. π represents the valence band and π* is the 
conduction band. The double resonance process is schematically shown in Figure 2.3.6b. The first 
step of the double resonance process is the creation of transition of the electron from π to π* orbital 
upon excitement by the laser. This is possible in the vicinity of K-point as the conduction and the 
valence π bands cross at this point. It has been shown that a strong electron-phonon coupling exists 
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for A1g mode.[105] So the next step in the double resonance process is phonon-electron scattering. In 
this step the phonon scatters an electron to another electron band in K’-point. As the distance 
between K and K’ in reciprocal space is exactly K, the momentum exchange in phonon-electron 
scattering is K. In the following step the electron is scattered back to the band at K by the lattice 
defect with an exchange momentum again equal to K. Therefore the fundamental rule k = 0 is 
observed then the entire process is considered. Lattice defect scattering also explains why D peak 
only appears in graphite with defects. Finally, in the last step, the electron recombines with the hole. 
 
  
Figure 2.3.6 (a) Electron bands around K-point in graphene[105] and (b) double resonance 
scheme for the D peak (close to K-point). EL is the incident laser energy.[106] 
An example of a typical Raman spectrum of graphite is shown in Figure 2.3.7. The intensity of the D 
peak indicates the amorphisation level or defect density of the graphite. The ratio of the D peak and 
G peak intensities can provide the information about the size of crystallites. That is a direct 
consequence of the accumulation of defects at the crystallite edges. In addition to the D and G peaks, 
a small shoulder on the right of the G peak appears in Figure 2.3.7. This is the result the double-
resonant scattering of phonons with small, but larger than zero k.[99] The process proceeds similarly 
to the one described for the D peak, but the electron-phonon scattering occurs entirely in the K point, 
rather than between K-point to K’-point. The frequency of the vibration is ~1620 cm-1 as can be 
deduced from Figure 2.3.5a. 
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Figure 2.3.7 Spectrum of a polycrystalline amorphous graphite. D’ peak is indicated with an 
arrow. 
2.3.3 Application to SOC electrodes 
In order to be applied in situ, Raman spectroscopy requires optical access to the electrode.[13] 
Walker et al. have demonstrated the applicability of Raman spectroscopy to the study of Ni oxidation 
kinetics and carbon deposition on Ni/YSZ electrodes using a custom built experimental rig with the 
optical access to the fuel electrode.[107] The study reports direct observation of the reduction of 
carbon D band at 1359 cm
-1
 and G bands at 1580 cm
-1
 upon exposure to humid argon. As discussed, 
the broad Raman features in combination with intense D peak are characteristic of amorphous 
carbon, whereas sharp intense peaks with more pronounced G peak are indicative of graphitic 
carbon.[99] A D/G ratio of 1.3 reported by Pomfret et al. corresponds to an average domain size of 
3-4 nm.[107] 
Application of Raman spectroscopy to SOFCs has shown that mechanisms of carbon deposition on 
cermet anodes depend upon the specific identity of the fuel mixture. Simple hydrocarbons form 
small amounts of highly ordered carbon, while heavier hydrocarbons like propylene and butane form 
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more disordered carbon.[108] Polarising the cells was shown to decrease the amount of carbon 
deposited in the case of more disordered depositions, but had little effect on graphitic carbon.[109] 
Spatially resolved in situ Raman spectroscopy provides the opportunity to probe even deeper into 
SOFC anode chemistry. Yoshinaga et al. employed Raman mapping to demonstrate that for Ni/CGO 
composites, carbon deposition was suppressed on the large nickel particles.[110] Eigenbrodth et al. 
reported spatially resolved spectroscopic measurements suggestive of an extension in the 
electrochemically active region to 10 μm away from the TPB in Ni/YSZ system.[54]  
 
Figure 2.3.8 Proposed mechanism for water-mediated carbon removal on the anode with 
BaO/Ni interfaces. Reprinted with permission from Yang et al.[111] 
Another in situ Raman study on a patterned electrode helped to develop a novel carbon-tolerant 
material for SOC fuel electrodes.[112] The study is based on DFT calculations predicting that 
modification of Ni surface with nanoscale BaO particles can assist in removing carbon from Ni 
surface.[111] The proposed mechanism is shown in Figure 2.3.8. H2O strongly adsorbs onto a BaO 
site where it dissociates to OH and H. The dissociated OH then reacts with an adsorbed C on the Ni 
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surface to form an intermediate COH, which is subsequently dissociated into CO and H.[111] These 
species can then be oxidized to CO2 and H2O at the TPB. 
 
Figure 2.3.9 Raman spectra of Ce0.8Sm0.2O2-δ.[29] 
CGO is a promising material for use in SOC electrodes as was discussed in section 2.2.2. Maher et 
al. reported on the application of Raman spectroscopy to probe the oxidation state of CGO.[113] 
Both the intensity and the position of the CGO mode were strongly affected by the atmosphere and 
well-defined transitions were observed in the position and the area of the 460 cm
-1
 peak with time 
when exposed to a reducing atmosphere.[113] Mineshige et al. demonstrated the relationship 
between the partial pressure of oxygen during the sample annealing and the area under the broad 
Raman band in the range 540 – 600 cm-1, assigned to the oxygen vacancies (Figure 2.3.9).[29,114] 
Ce0.8Sm0.2O2-δ samples were annealed in atmospheres with different oxygen partial pressures after 
which the cross sections of the samples were analysed using Raman spectroscopy. A clear 
relationship between the peak area and the partial oxygen pressure was obtained as shown in Figure 
2.3.9.[29] Mixed conductivity of doped ceria in reducing atmospheres is the direct consequence of 
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the increase in oxygen vacancies observed in Figure 2.3.9.[29] When the number of oxygen 
vacancies increases, the reduction of Ce
4+
 into Ce
3+
 proceeds in order to preserve the neutrality of the 
structure. That results in the production of additional electrons that are responsible for the mixed 
conductivity of the material.  
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3 Characterisation of carbon deposition on commercial cells 
3.1 In situ characterisation of the samples 
3.1.1 Introduction 
The ability of SOCs to operate on a wide range of different fuels is an important driving factor for 
the technology commercialization. The typical operating temperatures in the excess of 1000 °C allow 
the effective operation on hydrocarbons, but also impose stringent requirement on the materials as 
discussed in Section 2.1.2. There is a significant interest in reducing the SOC operational conditions 
to 500 – 700 °C in recent years.[36] Lower temperatures reduce thermal stresses to which the 
components are exposed and allow cheaper materials to be used, e.g. stainless steel instead of 
perovskite materials such as LaCrO3. While allowing use of cheaper materials, lower temperatures 
also make carbon deposition on the electrode catalyst thermodynamically more favourable. In order 
to address this issue and develop effective strategies to mitigate carbon deposition, the mechanism 
and the parameters to which it is sensitive need to be identified and understood. 
The current understanding of the mechanism of carbon deposition on Ni in conditions relevant for 
SOC operation has been briefly discussed in Section 2.1.4. It has been noted that one of the critical 
parameters to consider is the composition of the gas mixture.[115] Most of the hydrocarbons will be 
at least partially reformed under fuel cell operating conditions, introducing syngas to the mixture. For 
example, methanol decomposes to 63% H2 and 30% CO at 800 °C (with CO2, CH4 and H2O 
accounting for the remaining 7%).[15] Equally, the steam gasification of coal may produce a mixture 
with 28% H2 and 63% CO (with CO2, N2 and H2O accounting for the remaining 9%).[116] Given the 
interest in operating SOCs on the gas mixtures primarily consisting of CO and H2, either originally 
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or as a result of a catalytic reaction in the SOC fuel compartment, it is reasonable to consider these 
gasses for carbon-induced degradation experiments. 
A number of studies have been conducted using CO – H2 gas mixtures in order to investigate the 
effect of H2 on carbon formation on the catalyst.[61,64,117]  Observation of the increase in the 
number of CO molecules adsorbed on Ni catalyst in the presence of H2 dates back at least as far as 
1975 when Wedler et al. investigated this by thermal desorption of H2 and CO from Ni film at 80 
°C.[117] These conditions, however, are hardly relevant to SOCs and at any rate provide no direct 
evidence of carbon deposition. Nevertheless, the study identified an important trend in the influence 
of hydrogen on CO adsorption – the increase of the capacity of Ni for CO uptake. Later studies have 
suggested that adsorbed hydrogen diminishes the chemisorption bond energy of CO and results in 
increased carbon formation on Ni/SiO2 catalyst at 550 °C.[60,63] The exact mechanism responsible 
for this effect has not been described in these studies. Eventually, rigorous microkinetic modelling 
allowed the hydrogen assisted dissociation of CO to C and OH to be identified as the dissociation 
reaction having the lowest activation barrier on cobalt-based catalysts.[61,62] 
Although producing highly valuable information, theoretical models and adsorption experiments on 
isolated catalyst surfaces cannot account for all possible effects in a real SOC anode. Experimental 
study of effect of syngas on the Ni/YSZ anode of an operational SOC has indeed suggested that the 
H-assisted CO dissociation route is more facile than the direct C-O bond scission in pure CO.[14,15] 
Ex situ, post-mortem analysis of the samples allowed the identification and the comparison of the 
amount of carbon deposits between samples in [15]. More carbon was deposited on the electrodes 
exposed to the feeds containing CO – H2 than to pure CO. However, without in situ analytical tools, 
it is unclear whether carbon forms and deactivates the electrode immediately on exposure or 
gradually throughout the experiments. Raman spectroscopy is ideally suited for non-destructive 
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optical characterisation of carbon formation of the electrode in situ.[118] In this section in situ 
Raman will be used to investigate the dynamics of carbon formation in real time. This may help to 
introduce improved mitigation strategies crucial for effective SOC operation. 
3.1.2 Experimental setup 
In situ optical diagnostics of the cell requires modification of the experimental rig to allow for optical 
access while preserving the cell performance. That creates certain engineering concerns such as large 
thermal gradients, thermal and gas leaks, optics overheating and cell transportability issues. Maher et 
al. have previously used a commercially available Linkam temperature control stage with Renishaw 
RM-2000 CCD spectrometer equipped with long working distance objectives to study material 
behaviour in a single atmosphere.[113] This allowed the oxidation state of CGO and temperature 
distribution across the cell surface to be characterised in situ. However, experiments could only be 
performed in single atmosphere and without electrical bias, thus limiting the measurements to single 
SOC component testing (CGO electrolyte in this case), rather than a full operating cell. Pomfret et al. 
reported the first in situ Raman characterisation of a full cell employing in-house made experimental 
apparatus.[107] The first study provided valuable insights into SOC chemistry demonstrating the 
formation of graphitic carbon on Ni/YSZ electrode resulting from the exposure to butane and 
subsequent partial removal of carbon upon introduction of 4% H2O to the inlet.[107] A novel 
miniaturised heated stage with similar capabilities had to be constructed in-house in order to produce 
results discussed in the following sections. 
The geometry of the test samples dictates, to a large extent, the experimental rig parameters. 
Traditionally, in SOC research thin button cells of a few centimetres in diameter are chosen for 
testing purposes. These can be either electrode-supported or electrolyte supported. The former allows 
the thickness of the electrolyte to be significantly decreased, thus minimizing its resistance, and 
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improving the electrical conductivity of the electrode. However, anode supported cells are known to 
be more susceptible to cracks due to redox-induced stresses and carbon formation.[119,120] 
Therefore, for the purposes of the initial experiments, the NextCell™ electrolyte supported button 
cells were chosen. The cells were manufactured by Nextech Materials using proprietary fabrication 
methods and were reported to have ASR of 0.52 Ω · cm2 at 800 °C.[121] The electrolyte used in the 
cells is 170 μm thick Hionic™ substrate. Both the fuel and the air electrodes are 12.5 mm in 
diameter, ~50 μm thick and are multi-layered. The fuel electrode is Ni/CGO-Ni/YSZ, the air 
electrode is LSM-LSM/CGO. Results of the additional analysis of NextCell™ are presented in 
Appendix B. 
Several requirements had to be taken into consideration for the design of the experimental rig for the 
in situ Raman experiments. In brief, the experimental rig should (a) have the ability to operate 
continually at high (>500 °C) temperatures, (b) provide optical access for Raman measurements, (c) 
allow current connection from the electrodes, (d) have two different gas chambers and be (e) easily 
transportable. The 3D CAD design of the rig has been created in Solidworks and then manufactured 
in the workshop (Department of Physics) at Imperial College London. The parametric view of the 
first version of the rig is shown in Figure 3.1.1a. The heating of the rig is realized through the 
resistance wire wound around the inner part of the rig. The entire inner core is made out of stainless 
steel allowing for temperatures in excess of 600 °C. Short circuiting of the resistance wire is 
prevented by applying high temperature Ceramabond™ cement between the core and the wire. That 
way a good thermal conductivity between the wire and the inner part of the rig is also ensured. One 
thermocouple is positioned next to the resistance wire at the edge of the inner part of the rig for the 
temperature control and another thermocouple is positioned in the centre of the fuel compartments 
for the temperature monitoring purposes. 
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Optical access to the electrode was realized through the quartz window that covers the opening at the 
top part of the rig as shown in Figure 3.1.1a. A Horiba Jobin Yvon LabRAM 800 HR Raman 
spectrometer has been used for spectra collection. The objective of the Raman spectrometer had to be 
positioned as close as possible to the electrode for the acceptable S/N ratio. That imposed additional 
requirements for the design of the system, in particular – an efficient cooling system had to be 
designed in order to keep the objective at the temperatures below 100 °C. After the implementation 
of the cooling jacket (the cooling top and the coiled copper tubes in Figure 3.1.1a) the temperature 
distribution was modelled using with Solidworks Flow Simulation. Water has been chosen as the 
coolant liquid for the simulation and the compartments of the rig were assumed to be filled with air. 
The results of the simulation in Figure 3.1.1b suggest that temperature directly above the quartz 
window will remain below 100 °C and therefore the spectrometer objective can be safely positioned 
above the rig.  
Electrical connections to the cell are realized using gold meshes pressed into the electrodes with the 
help of an Inconel spring and a small amount of gold paste (not shown in Figure 3.1.1a). A circular 
section, approximately 5 mm in diameter, of the electrode surface is optically accessible for the 
Raman laser through the coarse gold mesh. The gas compartment above the sample pellet has the gas 
inlet and the gas outlet pipes attached, while the bottom gas compartment remains open to the 
atmosphere.  Gas flow is controlled by a series of calibrated mass flow controllers (Bronkhorst, 
U.K.). Gas leaks are prevented by sandwiching Thermiculite™ compressive gaskets between the 
components and vertically compressing all parts of the rig. Details of the initial testing of the rig can 
also be found in [13]. 
A limiting factor of the in-situ measurements is that the area of the surface probed during the typical 
Raman measurement is extremely small in comparison to the entire electrode surface. Typical spot 
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size of the Raman laser is 2-3 microns in diameter whereas the entire active surface of the anode has 
a diameter of a couple of centimetres. In order to address this issue, all in situ measurements have 
been repeated several times. In addition, a set of preliminary ex situ measurement has been 
conducted in order to ensure reproducibility of the results. 
Preliminary set of ex situ experiments indicated a strong variation in carbon signal intensity across 
the surface of the polarised electrode. A large ring of highly active carbon formation was found to be 
surrounding a central area devoid of carbon. Review of the geometry of our cell revealed that the 
carbon formed preferentially in an area where gas access was restricted by the ceramic ring used to 
press the current collector against the electrode. A detailed analysis of this effect is reported in [122]. 
 
 
 
Figure 3.1.1 (a) Parametric view of the micro-SOFC test rig with optical access for in situ 
Raman measurements. (b) Temperature distribution in the micro-SOFC test rig when the 
heating wire is at 600 °C (red is used for temperature above 100 °C). 
(a) 
(b) 
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3.1.3 Cell electrochemical performance 
In situ measurements of all cells have been performed following the same procedure for 
comparability. First, the cells were heated to 600 °C while 100 ml/min of N2 was flowed over the 
fuel electrode. In order to reduce the electrode, the gas mixture was then changed to 50 ml/min of H2 
and 50 ml/min for 30 minutes. Next, the performance of every cell was characterised 
electrochemically. Electrochemical Impedance Spectroscopy is a powerful technique that is used to 
identify the losses in the electrochemical system and to characterize its performance. In our 
experiments this technique was primarily used to ensure consistency between the measurements and 
that the cell performance was relevant for the SOC applications. 
Impedance measurements were performed by applying a small sinusoidal current signal at different 
frequencies and monitoring the system’s voltage response. This enabled the various frequency-
dependant losses in the system to be differentiated. The amplitude of the applied current should be 
sufficiently small, so that the voltage response lies in the linear region. In practice, very small 
currents may result in a noisy response; therefore an optimal value has to be found for every system. 
An AC signal with the amplitude of 5 mA was found to be optimal for the SOC systems considered 
in this work. Electrochemical tests were carried out using an Autolab PGSTAT30 coupled with a 
frequency response analyser (Autolab, EcoChemie, Netherlands) over the frequency range of 0.1 Hz 
to 1 MHz. Data acquired from the impedance testing were analyzed using ZView-Software. 
To interpret an impedance measurement result, the response has to be written in terms of real and 
imaginary components:  
𝒁 =
𝑽𝟎𝒆
𝒊𝝎𝒕
𝒊𝟎𝒆(𝒊𝝎𝒕−𝒊𝝓)
= 𝒁𝟎𝒆
𝒊𝝓 = 𝒁𝟎(𝐜𝐨𝐬 𝝓 + 𝒊 𝐬𝐢𝐧 𝝓) ( 3.1 ) 
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where Z – impedance; Z0 – impedance magnitude; V0 – voltage amplitude;  - angular frequency; φ – 
phase shift; i – imaginary unit; io – current amplitude. The real component of impedance is plotted on 
the x-axis and the imaginary component on the y-axis. Such graphical representation is known as a 
Nyquist plot and is useful in describing a system qualitatively. To make a full quantitative analysis of 
the system with a Nyquist plot, the frequencies for all measured points are also required. 
The processes that occur inside of a SOC can be modelled using electrical circuit elements. To 
construct an equivalent circuit model for an electrochemical system, appropriate elements should be 
assigned to describe the behaviour of electrochemical reactions. The most straightforward is the 
equivalent representation of an ohmic process, which is represented by a simple resistor. In the case 
of a SOC, a resistor is often used to model the electrolyte response.[26] The impedance behaviour of 
the interface between an electrode and an electrolyte can be modelled as a parallel combination of a 
resistor and a capacitor. The response of such lump element looks like an ideal semicircle with its 
centre on the real axis in the Nyquist plot. For some real systems the observed semicircle is 
depressed and its centre is located somewhere below the x-axis.[123] In such cases the capacitor in 
the equivalent circuit is replaced by a Constant Phase Element (CPE). The CPE is defined by two 
values – the capacity (CPE-T) and a constant phase (CPE-P). If the phase equals 1, then the equation 
describing the CPE is identical to that of a capacitor, otherwise: 
𝒁 =
𝟏
𝑪(𝒊𝝎)𝒏
 ( 3.2 ) 
where Z – impedance; C – capacity; i – imaginary unit;  - angular frequency; n – phase. A CPE 
with the phase lower but close to 1 may be physically explained by non-homogeneities in the system. 
For example, a rough or porous surface can cause a double-layer capacitance to appear as a constant 
phase element with a phase value between 0.9 and 1. 
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Figure 3.1.2 shows the impedance response of the NextCell™ taken in dry H2 (flow of 100 ml/min) 
at 600 °C. The corresponding electrical circuit is shown below. The resistance of 2.6 Ω is assigned to 
the electrolyte. It is extracted from the high frequency intercept with the real axis – at high 
frequencies the capacitors act as a short circuit, therefore only the electrolyte (that does not have a 
capacitive response) contributes to the resistance. As the frequency decreases, capacitive resistances 
begin to play a role. At least three processes with different time constants can be distinguished in the 
impedance spectrum in Figure 3.1.2. The CPE elements in parallel with the resistors were used in the 
equivalent circuit to fit the responses of these processes. When the CPE is in parallel with the resistor 
the response of such element is called a ZARC function [26]: 
𝒁𝒁𝑨𝑹𝑪 =
𝑹
𝟏 + (𝑹𝟏/𝒏𝑪𝟏/𝒏𝒋𝝎)𝒏
 ( 3.3 ) 
And hence the time constant is: 
𝝉 = 𝑹𝟏/𝒏𝑪𝟏/𝒏 ( 3.4 ) 
The first two processes in Figure 3.1.2 overlap and partially mask each other. In principle, 
deconvolution of the spectra can be achieved by method of distributions of relaxation times. Ivers-
Tiffee et al. have pioneered this approach for EIS result interpretation.[124] The method relies on 
Fourier analysis of the impedance spectra, in combination with extrapolation techniques and digital 
filtering in the transformed space. It can provide direct access to the kinetic parameters of underlying 
processes, however incorrect choice of the regularisation parameter for filtering the measured data 
may lead to false peaks and oscillations.[125] Extremely high stability of the measurement is also 
required for the correct deconvolution. Because of the emphasis of this work on carbon deposition 
analysis, interpretation of the impedance data is limited to semi-imperial approach of equivalent 
circuits. There is insufficient information to confidently assign the lump elements with 𝜏 = 0.4 𝑚𝑠 
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and 𝜏 = 14.2 𝑚𝑠 to certain electrochemical processes. It is hypothesised that these are associated 
with the activation losses on the electrodes and can also have a contribution from the diffusion 
losses. The low frequency process has a time constant of about 1 second and is therefore associated 
with a diffusion-like process, but could also have a contribution from a slow corrosion-like 
process.[26]  
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Figure 3.1.2 (a) Impedance spectrum of the NextCell™ in dry hydrogen, 600oC and the 
equivalent circuit that was used to fit the experimental data. 
3.1.4 In situ Raman characterization of the fuel mixture effect 
The cells were exposed for 30 minutes to two different gas compositions in order to study the effect 
of the fuel composition on carbon formation kinetics. The Raman spectra were collected from the 
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surface of the electrodes every 15 seconds for 30 minutes while the cell was exposed either to pure 
CO or the mix of CO and H2 (syngas). In situ carbon monitoring with Raman spectroscopy was 
enabled through the use of the test rig described in Section 3.1.2. Figure 3.1.3 demonstrates the 
differences in Raman spectra collected in pure CO and in the mix of 50% CO plus 50% H2. The 
spectra were collected at different times of the exposure to these gas compositions. The main Raman 
peaks are D band at 1359 cm
-1 
and G band at 1580 cm
-1
 as discussed in Section 2.3.2. There was no 
carbon deposited on either cell at the beginning of the experiment. The spectra from the cell exposed 
to CO shows a clear G peak after only 100 s exposure to the pure CO. The intensity of this peak 
doesn’t change significantly throughout the next 30 minutes. In contrast, the growth of the G peak is 
significantly slower and continues throughout the experiment when the cell is exposed to the syngas. 
The intensity of the G peak after 100 s of operation in syngas is still almost negligible. However, the 
carbon peaks continue to grow throughout the duration of the experiments with the G peak intensity 
becoming significantly stronger after 30 minutes of exposure. The D peak intensity appears to be 
relatively small in both cases for the first 100 s. However, a prominent D peak developed in syngas 
after 30 minutes of operation, while the exposure to pure CO doesn’t cause any significant increase 
in D peak throughout the measurement. 
The areas under both the D and the G peaks were integrated and plotted versus time in Figures 3.1.4a 
and 3.1.4b. This confirms that the intensity of G peak increases only for the first 2 minutes and it 
doesn’t grow further for the rest of the measurement. The D peak intensity remains very low during 
the measurement. That suggests a self-limiting mechanism of carbon growth is active for pure CO. 
When the electrode is exposed to syngas under the same conditions, the carbon G band growth is 
somewhat slower at first, but there is no self-limiting effect after 2 minutes of operation. Both the G 
and the D peaks continue to grow until the experiment is stopped after 30 minutes. 
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Figure 3.1.3 In situ Raman spectra collected from the surface of the electrode after 0 s, 100 s 
and 1800 s of exposure to (a) 100% CO and (b) 50% CO – 50% H2. The cell was held at OCP 
at 600 °C in both cases. 
The ratio between the intensities of D and G peaks can provide valuable information about the nature 
of the formed carbon.[98,126,127] It was discussed in Section 2.3.2, that the D peak arises only 
when the defects are present in the graphite structure. In polycrystalline graphite, the edges of the 
monocrystalline clusters can be considered as defects in a perfect graphite structure. The ratio of D 
and G peak intensities is inversely related to the size of these clusters and therefore gives the 
measure of the carbon amorphisation. The ratio of D and G peak intensities is inversely related to the 
size of the monocrystalline clusters: 
𝑰(𝑫)
𝑰(𝑮)
=
𝑪(𝝀)
𝑳𝒂
 
( 3.5 ) 
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where 𝐶(𝜆) is a wavelength dependent constant equal to 44 Ǻ at 𝜆 = 514 𝑛𝑚.[128] The changes in 
D/G ratio during the exposures to pure CO and syngas are shown in Figure 3.1.4c and 3.1.4d 
respectively. The D/G ratio of 0.4 – 0.8 is characteristic of highly structured carbon, such as 
CNT[127,129], while the ratio above 1 corresponds to a less structured carbon which is usually 
formed from hydrocarbon feeds.[107] The fact the D/G ratio stays below 1 when the electrode is 
exposed to pure CO indicates the formation of highly graphitic carbon. In contrast, the D/G ratio is 
relatively large in the beginning of the syngas experiment, indicating the formation of more defective 
amorphous carbon. The ratio, however, decreases towards the end of the experiment, which is 
suggestive of carbon graphitisation. Equally, each successive layer of carbon deposited in the syngas 
environment may be more graphitic than the previous. 
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Figure 3.1.4 Integrated D and G peak areas obtained from spectra collected in situ as a 
function of time after anode exposure to (a) pure CO and (b) mixed CO+H2 at OCP.  D/G 
intensity ratios are for the measurements shown in (a) and (b) are shown in (c) and (d) 
respectively. 
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Observation of the increased carbon formation in syngas compared to pure CO is in line with 
previous experimental studies. Increased carbon deposition upon the introduction of H2 to pure CO 
has been previously reported for Ni/SiO2 systems and Ni/YSZ systems.[15,60] It was suggested that 
hydrogen co-adsorbed with CO on the catalyst weakens the chemisorption bond energy as discussed 
in Section 2.1.4. Tavares et al. used the weight variation of the samples to determine the rate of 
carbon formation and Alzate-Restrepo et al. relied on the TPO and microscopy analysis.[15,60] 
Neither of these techniques was able to provide reliable information on the nature of the structure of 
the deposited carbon. The D/G ratio derived from the Raman peaks in Figure 3.1.4d clearly shows 
that H2 causes amorphous carbon to be deposited in a short term, but the structure of the deposits 
changes towards more graphitic as time progresses. It was suggested by Ramanarayan et al. that 
significant amounts of H2 in the syngas mixture promotes carbon dissolution into Ni.[14] That could 
explain the absence of self-limiting effect of carbon growth in syngas observed in this study. Possible 
formation of surface carbides is likely to account for the amorphous nature of carbon formed in 
syngas. The defectiveness of the carbon deposits is particularly important given that the more 
defective the carbon on the electrode is, the easier it can be removed from the surface. 
3.1.5 In situ Raman characterisation of the current effect 
It has been previously shown that positive bias assists in removing carbon from contaminated 
electrodes.[15,126] Kirtley et al. reported that the Raman G peak intensity significantly decreases 
after the cell is polarised to 30 mA in CH4.[126] Here, the NextCells were polarised to 100 mA and 
tested in CO and syngas mixtures in order to systematically study the effect of positive bias on 
carbon deposits. The total gas flow in all experiments remained 100 ml/min, therefore the fuel 
utilisation under 100 mA bias was less than 2%. It is therefore assumed that the gas composition did 
not significantly change across the electrode in the lateral direction. Integrated areas under the G and 
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D carbon peaks for the experiments conducted under load are shown in Figure 3.1.5, the data is 
shown on the same scale as the data plotted in Figure 3.1.4 for ease of comparison. While the 
measurements in all conditions have been repeated at least twice, the direct comparison between the 
data in Figure 3.1.4 and Figure 3.1.5 should be made with caution without a proper statistical basis. 
The results of these measurements, however, suggest that positive bias significantly reduces carbon 
deposition in both gas compositions. The effect is particularly pronounced in the case of pure CO, 
where the carbon formation was fully suppressed under load according to the Raman data in Figure 
3.1.5a. Carbon deposits are still observed under load in syngas, but the amount of the surface 
deposits appears to be reduced. 
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Figure 3.1.5 Integrated D and G peak areas obtained from spectra collected in situ as a 
function of time after anode exposure to (a) pure CO and (b) syngas while 100mA load was 
applied. Note intensity data from both measurements have been plotted on the same scale as 
those shown in Figure 3.1.4 for ease of comparison. 
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A direct effect of the positive bias on the amount of carbon deposits has been observed both in pure 
CO and in syngas. The positive bias results in an increased flow of oxygen ions through the 
electrolyte to the fuel electrode. The results presented here support the hypothesis that the inflow of 
oxygen ions to the fuel electrode may assist oxidising carbon and thus preventing deposition. An 
influx of O
2-
 to the electrode may help to remove adsorbed carbon via one of the following reactions: 
𝐂(𝐍𝐢) + 𝟐𝐎𝟐−(𝐘𝐒𝐙) ↔ 𝐂𝐎𝟐 + 𝟒𝐞
− + []𝒀𝑺𝒁 + []𝐍𝐢 ( 3.6 ) 
𝐂(𝐍𝐢) + 𝐎𝟐−(𝐘𝐒𝐙) ↔ 𝐂𝐎 + 𝟐𝐞− + []𝒀𝑺𝒁 + []𝐍𝐢 ( 3.7 ) 
When the cell is polarised to 100 mA under pure CO, the increased concentration of oxygen ions on 
the fuel electrode is effectively preventing the carbon formation. 
The structure of the carbon formed under syngas operation when the load was applied can be 
analysed by considering the D/G ratio in Figure 3.1.6. The D/G ratio seems to follow the same trend 
as in the case of the cell exposed to syngas at OCP. The D/G ratio stabilises around the value of 0.9 
in Figure 3.1.4 after 30 minutes of operation at OCP. Stabilization occurs at a lower value of ca. 0.5 
(Figure 3.1.6) when the cell is polarised. Taking into account this decrease in the amount of carbon 
formed under load, the higher D/G ratio could indicate that the defective carbon is preferentially 
removed under load. 
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Figure 3.1.6 D/G intensity ratio calculated from the in situ Raman spectra obtained from the 
anode surface exposed to CO+H2 whilst being biased to draw a current of 100mA. 
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3.2 Transmission Electron Microscopy (TEM) ex situ analysis 
The in situ Raman tests have demonstrated differences in the dynamics of carbon formation in pure 
CO and in syngas. While it was possible to derive information about the carbon structure from the 
D/G ratio, Raman spectroscopy doesn’t allow for morphological changes to be detected. SEM 
analysis has been previously used to distinguish between the growth of filamentous and 
encapsulating carbon in dry methane at different temperatures.[130] In TEM imaging, electrons pass 
through the sample, which makes this technique well suited for the characterisation of internal 
structure (e.g. characterisation of sample porosity, encapsulated particles). TEM analysis of 
specimens prepared by a focused ion beam (FIB) lift-out technique have been shown to give the 
exact thickness of the contaminant deposits formed in Ni/YSZ electrodes.[131] Assuming that the 
encapsulating structures are formed at least in some conditions in our experiments, TEM analysis 
could relate the Raman peak intensity to the actual thickness of the formed carbon. 
    
    
Figure 3.2.1 Lift out procedure performed with SEM-FIB instrument on the NextCell fuel 
electrode for the TEM sample preparation. The steps are as follows: (a) Pt deposition, (b) 
cutting of the trenches, (c) cleaning on the cross section, (d) lamella cut out, (e) transportation 
of the lamella to the sample holder, (f) positioning the lamella on the sample holder, (g) final 
polishing and (h) the SEM image of the nearly-ready TEM sample. 
(a) (b) (c) (d) 
(e) (f) (g) (h) 
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The FIB-SEM technique is an effective method for TEM specimen preparation.[132] Dual beam 
FIB-SEM instruments with the ability to focus ion beam to the spot size on the order of 5 nm (and 
thus capable of TEM sample preparation) became available in materials laboratories only during the 
past decade.[133,134] It is therefore useful to describe the lift-out technique performed by the dual 
beam FIB-SEM instrument in details. FIB-SEM microscopes have the ability to focus highly 
energetic ions (typically 30 kV Ga
+
) to extremely small spot sizes – on the order of 5 – 20 nm. This 
small spot size in conjunction with the rastered movement of the ion beam enables the controlled 
removal of material at the nanoscale via ion sputtering interactions.[134] The method results in 
relatively low damage, which helps to preserve the microstructure of the sample.  
The FIB-SEM lift-out technique for TEM specimen preparation is illustrated in Figure 3.2.1. A 
Helios NanoLab 600 system equipped with FEI’s Tomahawk Ga+ ion column, Elstar electron 
column and gas injection system is used for the specimen extraction from the Nextcell electrode. 
First, a Pt layer, approximately 2 μm thick, is locally deposited on the electrode to preserve the 
surface. Next, the trenches on either side of the region of interest are milled with the intensive ion 
beam. A less intensive ion beam is used to clean the sides of the lamella from the re-deposited 
material during the trench milling. After that, the whole sample is tilted so that the lamella can be cut 
out from the sample and lifted out with an omniprobe. At that point, the typical lamella dimensions 
are ca. 10 µm x 10 µm x 2 µm. In order to for the electrons in TEM microscope to be able to go 
through the sample (TEM technique is briefly discussed in the next paragraph), it has to be polished 
down to approximately 100 nm.[135] This is achieved by welding the lamella to the sample holder 
and carefully thinning the sample by gradually decreasing the intensity of the ion beam. The sample 
is then taken out of the microscope and can be transported to the TEM instrument for the analysis. 
A JEOL 2000FX microscope equipped with Oxford instruments ultra-thin window energy dispersive 
X-ray spectrometer (EDS) was used for the microanalysis of the specimens. A transmission electron 
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microscope concept is similar to a transmission light microscope, but the principle difference is that 
an electron beam is used instead of light to probe the specimen. Electrons are emitted from the 
cathode in the microscope either through thermionic emission or field emission and accelerated by 
high voltage. 200 kV voltage is commonly used because it allows sufficiently high resolution (up to 
0.24 nm) without incurring damage to the specimen.[135] A set of electromagnetic lenses is used to 
focus the electron beam in the microscope. The apertures – pieces of metal with a small hole in the 
centre, are used to limit electron scattering and to block (or to allow) the diffraction beams. Contrast 
in a transmission electron microscope is generated by two methods – mass-density and diffraction. 
Material with higher density or thickness will allow fewer electrons to pass through compared to a 
lighter or thinner material, thus generating a mass-density contrast. The transmission electron 
microscope can be configured to generate different diffraction contrasts. Only one mode was used in 
this work, in which the transmitted beam (but not the diffracted) is allowed to pass the objective 
aperture forming a so-called bright-field image.[135] In this mode, crystallite materials will cause 
stronger diffraction and will appear darker in the transmitted beam. Energy dispersive spectroscopy 
(EDS) was used in combination with the TEM. Electron beam is used to excite the emission of 
characteristic X-rays from the sample atom and thus identify chemical elements.[135] 
The micrographs in Figure 3.2.2 were taken from the area just below the protective platinum layer 
deposited on top of each sample during the FIB-SEM lift-out process.  Empty circles in each 
micrograph show the areas from which the X-rays were collected for the EDS analysis. 
Corresponding EDS spectra are shown in Figure 3.2.3. Please, note that the micrograph in Figure 
3.2.2c feature two circles, and the EDS spectrum in Figure 3.2.3 corresponds to the circle with the 
solid border. The signals from different samples can vary in intensity because of the differences in 
thickness. Note, that Cu signal is present in all spectra. This originates from the sample holder and 
should have approximately the same intensity from sample to sample. In order to make the 
78 
 
comparison between the samples easier, all spectra were normalized against the Cu peak intensity at 
8.05 keV in spectrum a. 
 
Figure 3.2.2 TEM micrographs obtained from the anode surface exposed for 30min to (a) CO 
at OCP, (b) CO whilst being biased to draw a current of 100mA, (c) CO&H22 at OCP, (d) 
CO&H2 whilst being biased to draw a current of 100mA. 
The EDS spectrum of a bright particle in Figure 3.2.2a has Ni peaks and a strong Si signal. Silica is a 
known contaminant present in the powders typically used for SOC electrode preparation.[131,136] 
Raw material used for the electrode preparation is likely to be the source the particle observed in 
Figure 3.2.2a. A small carbon signal is also present in the spectra that corresponds to the micrograph 
in Figure 3.2.2a. To identify carbon from the micrograph, it is helpful to remember that it is much 
lighter than Ni or any of the ceramic components of the electrode, thus it is may be expected to 
appear brighter in TEM image. However, it is not clear from Figure 3.2.2a where exactly the carbon 
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is formed. Based on the EDS analysis and the micrograph visual inspection, it is assumed that 
although carbon is present, it does not form a well-defined structure, such as encapsulating, 
filamentous, or other highly structured forms of carbon.  
The EDS spectrum that was collected from the sample exposed to CO under 100 mA bias (Figure 
3.2.2b) has a very strong Ni signal and a prominent Zr peak, indicating that the material observed in 
the corresponding micrographs is mainly Ni and Zr. The carbon peak is extremely small which 
suggests that the brighter material filling the pore between larger particles in Figure 3.2.2b is not 
carbon. This is in a good agreement with the result of the Raman experiments. 
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Figure 3.2.3 EDS spectra of samples exposed for 30min to (a) CO at OCP, (b) CO whilst being 
biased to draw a current of 100mA, (c) CO&H2 at OCP, (d) CO&H2 whilst being biased to 
draw a current of 100mA. 
Approximately 50 nm thick bright rim surrounding Ni particle is clearly visible in Figure 3.2.2c, 
corresponding to the sample exposed to syngas under OCP. The EDS spectrum (Figure 3.2.3) shows 
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the presence of a significant amount of carbon and virtually no signals from any other materials in 
the analysed region. This strongly suggests that the bright rim in Figure 3.2.2c consists mainly of 
carbon. The composition of the particle was additionally analysed by EDS. The raw spectrum 
corresponding to the area inside the dashed circle in the micrograph is shown in Figure 3.2.4. It is 
clear from the spectrum that it is a Ni particle that is encapsulated in carbon in Figure 3.2.2c. Similar 
morphology of carbon deposits have been previously observed in Ni/YSZ electrodes exposed to 
syngas.[120] Formation of a 10 nm thick carbon layer around Ni particles was reported after a 15 
minutes exposure to 23.6% CH4 - 7.6% CO – 14.3% CO2 – 49.5% H2 – 5% H2O at 750 °C and OCP. 
The thickness of the carbon layer was shown to increase to ca. 50 nm after 2 hour exposure to the 
same conditions. The authors have suggested that Ni dusting is occurring based on the decreased 
average size of Ni particles encapsulated by carbon.[120] While there is no direct evidence of Ni 
dusting in our experiments, the carbon morphology in Figure 3.2.2c supports this hypothesis. This is 
in line with the Raman results for syngas mixtures, where the absence of self-limiting effect suggests 
carbon dissolution into Ni and can result in Ni dusting. 
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Figure 3.2.4 EDS spectrum of the sample exposed for 30min to CO&H2 at OCP. The analysed 
spot is marked with the dashed circle in Figure 3.2.2. 
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Figure 3.2.2d does not reveal a clearly defined layer of carbon around Ni particles, however a carbon 
signal is present in the corresponding EDS spectrum. At the same time, it is likely that 100mA bias 
had a negative effect on the structure of the electrode. Both the electrode exposed to CO and the 
electrode exposed to syngas at 100mA show the signs of microstructural degradation in the TEM 
micrographs. Particle disintegration could have been partially induced by the ion beam during FIB-
SEM. However, the fact that this effect is prominent only in the samples tested under bias provides 
the evidence in favour of current-induced degradation. 
3.3 Electrolysis experiments 
3.3.1 In situ Raman characterisation 
Experimental results indicate decreased or even fully suppressed carbon formation in Nextcell fuel 
electrodes under positive bias. It is hypothesised that the influx of O
2-
 to the fuel electrode helps to 
oxidise adsorbed carbon. However, if this situation is reversed and a negative current applied to an 
operational cell, it is likely that reactions 3.6 and 3.7 will proceed in the reverse direction and thus 
promote carbon formation. Results shown in Figure 3.3.1 correspond to an experiment performed on 
a Nextcell at 600 °C. The fuel electrode was exposed to 50% CO and 50% CO2 gas mixture and 100 
mA current was supplied (rather than drawn) in this case. The cell was therefore operated in 
electrolysis mode. To avoid confusion, the current supplied to the cell operated in the electrolysis 
mode will appear with a minus sign further in the text (e.g. -100 mA). 
According to the Raman data shown in Figure 3.1.1a, there was no carbon deposited on the fuel 
electrode during this experiment. However, a significant drop in the cell potential occurred after 
about 7 minutes from the start of the experiment as demonstrated in Figure 3.3.1b. Raman 
spectroscopy is a surface sensitive technique and the laser penetration depth is limited to a few 
hundreds of nanometres for porous electrodes at the most. Equally, the data is only collected from a 
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3 μm spot on the surface. The abrupt drop in the potential of the cell suggests that degradation might 
be occurring in the bulk of the electrode and therefore no changes are detected by Raman 
spectroscopy. Previous studies of the SOC electrodes have shown that carbon formation may be 
preferential, e.g. carbon in given conditions may form only on Ni particles with sub-micrometre 
size.[137] Therefore, ex situ Raman mapping of these cells has been performed for the current study 
and is reported in the next section. 
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3.3.2 Ex situ Raman mapping 
Raman ex situ surface mapping was performed on the Nextcell electrode after the CO2 electrolysis 
experiment described in Section 3.3.1 in order to understand the nature of the observed degradation. 
Raman spectra were collected from the surface of the electrode using a 514nm Ar laser on a 
Renishaw RM-2000 CCD spectrometer equipped with ×50 short working distance objective. The D 
and the G peaks from near 5000 spectra were then integrated using the MatLab script (refer to 
Appendix 1) to produce the D and G peak maps shown in Figure 3.3.2. Resolution of the maps is 75 
µm and the colour legend represents the area under the peak in the Raman spectrum. Red colour 
corresponds to the most intensive peaks, while dark blue indicates the absence of the peak (the area 
is non-zero because of the background). Areas with the highest peak intensity in Figure 3.3.2 
correspond to the places where the electrode was found to be partially delaminated. In these areas 
Raman spectra were collected from lower layers of the electrode, adjacent to the electrode/electrolyte 
interface. This observation suggests that the carbon was formed in the bulk of the electrode and may 
have subsequently caused the delamination of the electrode. 
Raman mapping has also helped to establish validity of the in situ measurements. It seems that no 
significant amount of carbon has formed on the surface of the electrode in line with the in situ 
observations. On the other hand, the mapping results are suggestive of a preferential carbon 
formation closer to the electrode. The intuitive conclusion from this situation might be that the region 
close to the electrode/electrolyte interface has more carbon as a result of local gas composition 
changes induced by the polarization. At this point there is not enough evidence to explain the 
observed behaviour unequivocally. It is clear, however, that unlike the positive bias, applying a 
negative bias to the cell does not suppress carbon formation in CO – CO2 gas mix. Electrolysis 
conditions are therefore identified as more aggressive in terms of carbon depositions. The 
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mechanisms responsible for the carbon formation in electrolysis mode will be discussed further in 
Chapter 4. 
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Figure 3.3.2 Large area maps of the anode exposed to 50%CO-50%CO2 at -100mA showing (a) 
integrated G peak and (b) D peak. 
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3.4 Chapter summary 
Carbon deposition has been studied using commercially available SOC electrodes with both in situ 
and ex situ Raman spectroscopy as well as SEM and TEM microscopy.  The effects of gas 
composition have been shown to have a significant influence on the dynamics, amount and the type 
of carbon deposits. Carbon formation in pure CO was shown to be self-limited, while the mixture of 
CO and H2 promoted unlimited growth of carbon during the 30 minute experiment. In addition, 
introduction of H2 to a pure CO seems to promote the formation of amorphous carbon. It is likely 
that H2 reduces the activation energy for the carbon deposition on Ni as well as introduces the 
defects in the carbon’s structure. TEM analysis showed that the carbon formed in CO – H2 mixtures 
encapsulates small Ni particles in ca. 50 nm thick layer of carbon. Previous similar studies suggest 
that Ni dusting may be occurring in this case. 
The rate of carbon formation was found to be decreased for both gas mixtures when a positive bias 
was applied to the cells. An influx of O
2-
 ions into the electrode is likely to assist in oxidation of the 
adsorbed carbon. Carbon formation was completely suppressed in the case of pure CO. No surface 
carbon was detected with the in situ Raman when a negative bias, relevant for electrolyser operation, 
has been applied. Further ex situ Raman mapping revealed a strong carbon signal in the regions, 
where the electrode partially delaminated suggesting that carbon growth was primarily responsible 
for the electrode delamination. Based on these observations, it is suggested that CO – CO2 
electrolysis represents an aggressive environment in terms of carbon deposition.  
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4 Carbon deposition on Ni/CGO and Ni/YSZ electrodes under CO – CO2 
electrolysis 
4.1 Introduction 
Solid oxide electrolysis cells (SOECs) are promising devices for the simultaneous electrolysis of 
steam and carbon dioxide for synthetic gas production.[11,79,138–141] However, carbon-induced 
degradation of the fuel electrode has been identified as particularly aggressive in electrolysis 
conditions in Chapter 3. It has been hypothesised that carbon formation at the electrode-electrolyte 
interface is due to kinetic effects. 
Thermodynamic calculations are often used to identify carbon free operation conditions for fuel 
cells.[46,120,142] Thermodynamic calculations can be used to predict the extent of carbon 
formation; however, they only provide an insight into the expected equilibrium conditions. Presence 
of the catalyst is not taken into account in these calculations. Nickel, for example, whilst being an 
efficient hydrocarbon catalyst is also effective at dehydrogenating hydrocarbons and therefore is 
likely to increase the rate of carbon deposition.[143] Another significant problem is that 
thermodynamic calculations are based on the assumption that the rates of forward reaction (carbon 
deposition) and the reverse reaction (carbon removal) are sufficiently rapid to establish equilibrium, 
which is not always justified.[144,145] One example when the thermodynamic calculations could be 
misleading, is the study of carbon formation on Ni/YSZ electrodes operating at high current density 
in CO2 – H2O co-electrolysis conditions. Despite the fact that carbon formation is not predicted 
thermodynamically at fuel conversion below 99% for these conditions, it has been experimentally 
observed at a conversion rate of only 67%.[86] This indicates the importance of accounting for 
kinetic effects when studying carbon formation in SOCs. 
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In general, Ni/Ce0.9Gd0.1O1.95 (Ni/CGO) has been identified as one of the most promising fuel 
electrode material systems, both in terms of its catalytic properties and reduced carbon formation, 
when operating with carbonaceous fuels in both electrolysis[35] and fuel cell conditions.[110] The 
ability of CGO to release oxygen is used to explain the superior carbon tolerance of CGO-based 
electrodes in fuel cell conditions.[146]  Equally, the durability of Ni/YSZ electrodes impregnated 
with CGO has been shown to increase compared to untreated Ni/YSZ in electrolysis conditions.[91] 
Steam reforming catalytic tests indicate that the concentration of mobile oxygen vacancies on the 
ceria surface may not always be sufﬁcient to inhibit carbon deposition.[147] This chapter focuses on 
the effect of negative bias applied to Ni/CGO electrodes exposed to a CO – CO2 gas mixture at low 
temperature (500 °C). Ni/YSZ electrodes are not expected to be operated at such low temperatures in 
practical applications, nevertheless Ni/YSZ electrodes are used in this study to provide a reference 
point for comparison. Therefore Ni/YSZ fuel electrodes were also tested in the same conditions as 
Ni/CGO electrodes. 
Electrolysis conditions are likely to promote carbon deposition through reactions 2.20 and 2.21 
discussed in Section 2.1.4, as well as the following (Ni/CGO electrode is considered for this 
example): 
𝐂𝐎𝟐(𝐍𝐢) + []𝐂𝐆𝐎 + 𝟒𝐞
− ↔ 𝐂(𝐍𝐢) + 𝟐𝐎𝟐−(𝐂𝐆𝐎) ( 4.1 ) 
In SOFCs carbon deposition is also well known and several methods have been suggested to mitigate 
it.[42,126,148] The balance of the reactions 2.20 and 4.1 may be shifted towards oxidation of the 
adsorbed carbon by providing a large influx of O
2-
 to the fuel electrode. It has been shown that 
virtually all electrochemically accessible graphite formed after CH4 exposure may be oxidized in this 
way.[126] The forward Boudouard reaction 2.21 is suppressed if CO2 is present in sufficient 
quantities. Additionally, control of the gas composition within the fuel electrode using barrier layers 
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can improve SOFC stability. Inserting a chemically inert barrier layer between the gas phase and the 
electrode was shown to inhibit carbon formation by limiting the flux of CH4 into the fuel electrode 
and the flux of H2O and CO2 out.[149] Simulations suggests that barrier layers may also assist in 
decreasing thermal-mechanical stresses by moderating endothermic reactions on the fuel 
electrode.[150] However, this cannot be directly translated to the SOEC case because the flow of the 
chemical species is reversed. Therefore, this chapter is dedicated to identification of the effective 
strategies for carbon mitigation in CO2 electrolysis. 
4.2 Experimental rig improvements 
The experimental setup for Raman measurements was similar to the one described in Section 3.1.2, 
but modified such that the inner core was made out of alumina, a sapphire window was used, and the 
cooling system arrangement revised to that shown in Figure 4.2.1. An alumina core was used to 
avoid the accidental short circuiting of the heating wire that has to be coiled around the inner core. A 
sapphire window has a closer thermal expansion coefficient match with alumina and therefore it was 
chosen instead of the quartz window for optical access to the electrode. 
 
Figure 4.2.1 Cross-sectional 3D parametric view of the Mark 2 micro-SOFC rig with the 
optical access for Raman measurements. Note that stainless steel is in dark grey and alumina is 
in beige. 
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One of the limitations in the first version of the rig was that only one compartment had active 
circulation of gasses. While that was not an issue for the experiments described in Chapter 3, active 
gas circulation on both sides provides more flexibility in terms of possible experiments. This was 
realized in the new version of the rig via additional tubes on the sides. The cooling system had to be 
redesigned to allow for these additional tubes. The coolant pipes coiled around the outer case were 
therefore removed and the top cooling jacket was integrated in the outer case. This, and the second 
cooling jacket at the bottom of the rig made the thermal management of the rig more efficient. 
Current collection was realized with a gold mesh on both sides of the cell in the same way as in the 
previous version of the rig. 
4.3 Study of the in-house made porous electrodes 
4.3.1 Manufacture and characterisation of the cells 
After the detailed study of the commercial cells presented in Chapter 3, in-house made cells were 
fabricated for further testing. 20 mm in diameter and 300 μm in thickness commercial YSZ8 
electrolyte pellets were used for the cell preparation. Electrodes were screen-printed in-house. NiO-
Ce0.9Gd0.1O2-δ ink with 75 wt% of solid content was used for the fuel electrode in this set of 
experiments and NiO-(Y2O3)8(ZrO2)92 ink with 75 wt% of solid content was used for the reference 
set of experiments. Both inks were supplied by Fuel Cell Materials and NiO content was 60 – 65%. 
The inks were sintered for 1 hr at 1350 °C. On the air electrode La0.6Sr0.4Co0.2Fe0.8O3-δ-Ce0.9Gd0.1O2-δ 
was used with a solid content of 74 wt%. Sintering was performed at 900 °C for 2 hr. Both electrodes 
were 11 mm in diameter. 
SOC electrodes may be fabricated by various techniques including tape casting, screen-printing, 
electrochemical vapour deposition and spin coating. Each of these methods has specific 
requirements, limitations and advantages. For example, electrochemical vapour deposition offers 
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high precision and is advantageous when the manufacture of sub-micrometre layers is desirable, but 
requires expensive equipment and high reaction temperature. In SOC field, screen-printing is widely 
employed for electrode fabrication and is regarded as one of the most economical, simple and 
flexible fabrication technique for typical dimensions required for SOC electrodes.[151] This is a 
robust technology with the potential for up-scaling. Therefore, screen-printing has been chosen for 
electrode manufacture in the present work.  
For electrode fabrication via screen-printing, a mixture of solids is used together with the auxiliary 
materials (typically - solver, binder and dispersant) to produce the ink with desirable properties. 
During the screen-printing, the ink is forced through the open meshes of a screen onto a substrate 
using a pair of squeegee. The thickness of the resultant film can be in the range of 10 – 100 µm, 
depending on the rheological properties of the ink. 
However, before the full cell experiments in electrolysis conditions were started, a set of symmetrical 
cell experiments was conducted to characterise each component of the cell separately. These 
experiments were conducted using a separate experimental setup, different from the one described in 
4.2. The setup was designed by M. Somalu and is schematically shown in Figure 4.3.1.[152] The cell 
is sandwiched between two ceramic parts and the whole setup is enclosed in the quartz tube. The 
quartz tube is placed in the tube furnace that has active gas convection through the gas pipes as 
shown in Figure 4.3.1. Electrical connections are made by pressing the platinum mesh current 
collectors against the fuel cell electrodes. 
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Figure 4.3.1 Schematic illustration of the EIS measurement setup used for the characterisation 
of the symmetrical cells.[152] 
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Figure 4.3.2 EIS of the symmetrical Pt¦YSZ8¦Pt cell showing electrolyte resistance at different 
temperatures, geometrical surface area – 3.14cm-2, lead resistance 2.2 Ω (550°C) – 2.5 Ω 
(700°C). 
The first set of experiments was designed to test the conductivity of the electrolyte. Symmetrical 
cells with platinum electrodes on both sides were fabricated to test the conductivity of the electrolyte. 
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They were characterised with EIS (refer to section 3.1.3) in 95% H2 – 5% H2O at different 
temperatures. The conductivity of the electrolyte was calculated from the high frequency intercept of 
the spectra with the real axis. These are shown in Figure 4.3.2. Typically, the SOC electrolytes are 
described using the activation energy required for the O
2-
 to overcome the grain boundary resistance 
in the electrolyte.[26] 
 
Figure 4.3.3 Arrhenius plot for YSZ8 electrolytes based on the EIS of Pt symmetrical cells 
shown in Figure 4.3.2. Reference data is plotted based on the values reported in [153] 
To calculate the activation energy it is necessary to collect the conductivity values for different 
temperatures. These measurements can be summarised in the Arrhenius plot, which displays the 
logarithm of conductivity multiplied by temperature plotted versus the inverse temperature. This was 
done for the data set presented in Figure 4.3.2. The ohmic resistance of the leads in the symmetrical 
rig was measured at different temperatures by taking the cell out and short-circuiting the electrodes. 
The obtained values were then subtracted from the data in Figure 4.3.2. In that way the experimental 
data have been compensated for parasitic losses arising from the leads resistance. The corresponding 
Arrhenius plot is shown in Figure 4.3.3. In order to calculate the activation energy, the Arrhenius 
equation is used: 
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𝝈𝑻 = 𝝈𝟎𝒆
−
𝑬𝒂
𝒌𝑻 
( 4.2 ) 
𝐥𝐧(𝝈𝑻) = −
𝑬𝒂
𝒌𝑻
+ 𝐥𝐧 (𝝈𝟎) 
( 4.3 ) 
where σ – proton conductivity; T – temperature;  𝜎0 – associated pre-exponential factor; Ea – 
activation energy for conduction; k – Boltzmann constant. The trendline equation in Figure 4.3.3 is 
used for the extraction of the activation energy: 
𝐥𝐧(𝝈𝑻) = −𝟏. 𝟏𝟔𝟗𝟗
𝟏𝟎𝟎𝟎
𝑻
+ 𝟏𝟒. 𝟒𝟓𝟐 
( 4.4 ) 
Comparing the equations 4.3 and 4.4, it can be seen that the activation energy is: 
𝑬𝒂 = 𝟏. 𝟏𝟔𝟗𝟗
𝟏𝟎𝟎𝟎
𝑻
∙ 𝒌𝑻 = −𝟏𝟏𝟔𝟗𝟗 ∙ 𝟖. 𝟔𝟏𝟕 ∙ 𝟏𝟎−𝟓 ≈ 𝟏, 𝟎𝟏𝒆𝑽 
( 4.5 ) 
This value is in good agreement with the value experimentally found for YSZ8 in [154] and is used 
to establish the validity of the measurements and the cell fabrication methods used in this thesis. 
Performance of the Ni/CGO electrodes has also been tested using the experimental rig shown in 
Figure 4.3.1. Ni/CGO symmetrical cells were fabricated in order to isolate contributions from the 
cathode and to ensure that the electrodes were functional. The impedance spectra of a 
Ni/CGO¦YSZ8¦Ni/CGO cell is shown in Figure 4.3.4 The figure also includes the equivalent circuit 
used to fit the experimental data. The fit is shown as the solid red line, while the dotted black line is 
used to show the contribution of separate elements in the equivalent circuit.  
The data presented in Figure 4.3.4 was collected for the frequency range between 1 MHz and 0.01 
Hz. Negative imaginary impedance at high frequencies originates from the parasitic inductive 
response of the leads. At the point where the spectrum crosses the real axis, the real component of 
the resistance includes the contribution from the electrolyte as well as the contacts and the leads. The 
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corresponding value – 13.6 Ω is significantly higher than the one obtained for the Pt¦YSZ8¦Pt cell at 
the same temperature (Figure 4.3.2). Since the electrolyte and the experimental setup was the same in 
both cases, additional resistance must originate from a poor contact between the electrode and the 
current collector. 
There is at least one high frequency process in the EIS in Figure 4.3.4. The time constant of the high 
frequency process was calculated to be around 2 µs. This is likely to correspond to the charge 
transfer reaction on the electrode. The low frequency part of the spectrum seems to feature two 
separate diffusion-like processes with time constants of around one second. Although, based on these 
results, there is room for optimisation of the electrode, the performance is adequate for the purposes 
of the present study. 
 
Figure 4.3.4 EIS of a Ni/CGO¦YSZ8¦Ni/CGO cell in 95% H2 – 5% H2O taken at 600 °C. Blue 
dots are used for the experimental data, solid red line is the spectrum fitted using the 
equivalent circuit shown above the spectrum and the dotted black line represents the fit of 
separate processes included in the circuit. 
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The mixed oxide ion and electronic conductor La0.6Sr0.4Co0.2Fe0.8O3-δ/Ce0.9Gd0.1O2-δ is one of the 
best performing air electrodes at the temperatures around 500 °C.[155] However, when a 
LSCF/CGO electrode is used in combination with a YSZ electrolyte, the stability of the 
LSCF/CGO¦YSZ interface under operating conditions has to be considered. The thermal expansion 
coefficient (TEC) for the LSCF composition with the formulation used for this study is 17.5 10
-6
K
-
1
[156] which is significantly higher that the TEC of YSZ – ca 10.3 10-6K-1.[157] This can create 
internal stresses and swelling of the LSCF possibly resulting in electrode delamination. Additionally, 
La2Zr2O7 and SrZrO3
 
resistive phases are known to be formed at the LSCF/YSZ interface when 
sintered at temperatures above 900 °C. 
 
 
Figure 4.3.5 SEM micrographs of (a) the interface between an LSCF/CGO electrode and a 
YSZ8 electrolyte showing the crack that has developed after a 30 minute test of the 
symmetrical cell in air; and (b) the cell cross section showing the CGO interlayer used between 
YSZ and LSCF/CGO to prevent the formation of resistive phases and the delamination. 
 (a) 
 (b) 
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The initial tests of symmetrical LSCF/CGO electrodes on YSZ electrolytes demonstrated that partial 
delamination of the electrode (Figure 4.3.5a) occurred after the first thermal cycle. The EIS response 
of this cell had a polarisation resistance of hundreds of ohms (not shown). A CGO interlayer has 
been previously shown to improve the robustness of the YSZ/LSCF interface, inhibiting SrZrO3 
formation.[158] The TEC of CGO – 12.5 10-6 K-1 at 600 °C[159], is between the TECs of YSZ and 
LSCF, and could be able to provide a buffer zone to prevent the delamination of the LSCF/CGO 
electrode from the YSZ electrolyte. A CGO buffer layer was therefore implemented on the air 
electrode in our cells – Figure 4.3.5b. 
 
Figure 4.3.6 EIS of a LSCF/CGO¦CGO¦YSZ8¦CGO¦LSCF/CGO cell in air taken at 600 °C. 
Blue dots are used for the experimental data, solid red line is the spectrum fitted using the 
equivalent circuit shown above the spectrum and the dotted black line represents the fit of 
separate processes included in the circuit. 
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The EIS of a symmetrical LSCF/CGO¦CGO¦YSZ8¦CGO¦LSCF/CGO cell is shown in Figure 4.3.6. 
The overall response is in good agreement with the results obtained for the same electrodes in [160]. 
The inductive component is similar to the one observed for the symmetrical Ni/CGO cell (Figure 
4.3.4). The ohmic resistance is also similar to the value measured for Ni/CGO symmetrical cells. A 
Gerischer type impedance is typically used to describe the mixed conducting porous SOC air 
electrodes[155] and is representable by a semi-infinite transmission line with a series resistance per 
unit length and with a resistance in parallel with the capacitance per unit length.[26] The Gerischer 
function is indistinguishable from the finite length Warburg in the high frequency limit, and like it 
yields purely resistive behaviour in the low frequency limit.[26] Used in combination with the CPE 
in parallel with a resistor, Gerischer impedance produces a close fit to the experimental data in 
Figure 4.3.6. 
 
Figure 4.3.7 EIS of a Ni/CGO¦YSZ¦CGO¦LSCF/CGO cell taken at 600 °C, passing 95% H2 – 
5% H2O of one side and air on the other. 
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In summary, symmetrical cell tests were used to characterise the components of the cell separately 
and thus ensure that all of the components are operational. The YSZ8 electrolyte performance was 
found to be in a good agreement with other studies, based on the activation energy calculations.[154] 
Ni/CGO electrodes were found to have an acceptable performance, although the performance could 
be optimized, primarily through better gas transport and connection with the current collector. On the 
air electrode side, a CGO buffer layer was found to be essential in order to prevent LSCF/CGO 
delamination from the YSZ8 electrolyte. The performance of the air electrode is in line with other 
results found in literature.[160] EIS of the full cell (Ni/CGO¦YSZ8¦CGO¦LSCF/CGO) taken in the 
Raman rig (Figure 4.2.1) at 600 °C, passing 95% H2 – 5% H2O of one side and air on the other is 
shown in Figure 4.3.7. This is in good agreement with the results obtained for individual 
components.   
4.3.2 In situ Raman characterisation 
The cells were heated up to 500 °C under N2 flow on the fuel electrode after which 50 ml/min of H2 
was added to the fuel compartment for at least 1 hr to fully reduce the electrode. The cell was 
allowed to stabilize at OCP. 50% N2 – 50% H2 was then switched to 50% CO – 50% CO2 and the 
cell was polarized so that a current of -100 mA was passed through it (electrolysis mode) for 30 min. 
After that, the supply of current and CO – CO2 fuel to the cell were turned off and the rig was 
allowed to cool down to room temperature under N2 flow on the fuel electrode with the heater turned 
off. Pellets were taken out of the rig and prepared for further cross sectional analysis with Raman 
spectroscopy. No electrochemical tests were run on the cells after the CO – CO2 experiments to avoid 
any additional changes before the ex situ analysis. 
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Figure 4.3.8 Integrated D and G peak areas obtained from spectra collected in situ from the 
surface of Ni/CGO electrode as a function of time during electrode exposure to CO – CO2 with 
-100 mA bias. 
It has previously been shown that positive bias (fuel cell mode) assists in removing carbon from 
contaminated electrodes.[126,161] In electrolysis conditions O
2-
 is removed from the fuel electrode, 
making carbon deposition more favourable.[162] However, no carbon was observed in situ on the 
surface of the electrode as shown in Figure 4.3.8. The penetration depth of the laser used in the 
Raman experiments is typically limited to the uppermost layer of the electrode. This is in accordance 
with the Beer-Lambert law: 
𝑰(𝒛) = 𝑰𝟎𝒆
−𝜶𝒛 ( 4.6 ) 
Where 𝑰(𝒛) – transmitted intensity through a layer of material with thickness 𝒛, 𝑰𝟎 – incident light 
intensity and 𝜶 – absorption coefficient. Penetration depth δ is defined as the thickness of material at 
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which the incident light intensity decays to 1/e of its surface value. Pure solid nickel having an 
absorption coefficient of 7.44·10
7 
m at 514 nm[163], would have the penetration depth δ of around 
13.4 nm. However, the porous nature of the Ni/CGO electrodes is likely to extend this value to a few 
hundred nanometres, suggesting that only changes occurring within a thin upper layer of the 
electrolyte will be detected. Therefore, despite the fact that surface in situ Raman analysis indicates 
the absence of carbon, an ex situ cross sectional analysis is essential in order to confirm or refute this 
result. 
4.3.3 Cross sectional ex situ Raman characterisation 
In order to perform the ex situ Raman analysis, cells that underwent testing were carefully snapped 
and 1D Raman maps were collected from the cross section of the Ni/CGO electrodes. Snapping 
rather than cutting of the samples is preferred in order to prevent contamination of the sample. A 
spectral region with carbon D (1359 cm
-1
) and carbon G (1580 cm
-1
) peaks as well as the NiO peak 
(around 1070 cm
-1
)[107,164,165] overlapping with the secondary CGO peak (1180 cm
-1
)[166] is 
shown in Figure 4.3.9. Spectra were taken along a single line at different distances from the surface, 
1 µm being adjacent to the surface and 7 µm – next to electrolyte. The curves have been offset for 
clarity. The data shown is from a single line scan, but several line maps have been analysed to ensure 
that the shown data is representative of the whole sample. An increase in the Raman signal intensity 
between 1100 cm
-1
 and 1200 cm
-1
 in Figure 4.3.9 is likely to represent a change in oxidation state of 
the sample. Both the decreased density of oxygen vacancies in the CGO phase and the oxidation of 
the Ni phase would lead to an increase in Raman intensity between 1100 cm
-1
 and 1200 cm
-1
. 
Therefore, the spectra in Figure 4.3.9 may suggest transport of oxygen from the surface towards the 
electrode-electrolyte interface, where it may oxidase Ni. 
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The data in Figure 4.3.9 also suggests a trend of increased carbon formation close to the electrode-
electrolyte interface. A D/G ratio of ~0.5 indicated the formation of amorphous carbon. An important 
repercussion of these results is that in situ Raman observations in electrolysis mode may therefore be 
misleading. As discussed above, Raman spectroscopy is well suited for surface characterisation, but 
does not provide information about changes occurring within the bulk of the electrolyte. In order to 
understand the nature of the preferential carbon formation close to the electrode-electrolyte, a 
numerical simulation of the charge-transfer current density has been performed. 
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Figure 4.3.9 Raman spectra collected ex situ from the cross section of Ni/CGO electrode along 
a single line at different distances from the surface (1 µm being adjacent to the surface) after 
30 min exposure to CO-CO2 with -100 mA bias. 
Distribution of the charge-transfer current density in the electrodes was estimated by Dr. Kishimoto 
using the finite volume method model described in detail elsewhere.[167] The conservation of 
electrons and ions in solid phases was described in terms of the electric potential in each phase. 
Gaseous diffusion of CO and CO2 in the porous electrode was considered using the dusty-gas 
model.[168] As the actual thickness of the electrodes was approximately 7 µm, this thickness was 
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assumed for the model. As shown in Figure 4.3.10, most of the electrochemical reactions occur 
within 3 µm of the electrolyte-electrode interface. This is mostly because gas diffusion and electron 
conduction through the cermet electrode is much more facile than oxide ion transport. This means 
that there is also a local increase in CO concentration next to the electrode-electrolyte interface, 
which will increase the thermodynamic driving force for carbon formation. It is therefore reasonable 
to conclude that the applied negative bias has resulted in the increased carbon deposition in the 
vicinity of the electrolyte-electrode interface through local variation in gas composition. Equally, a 
relatively high concentration of CO2 next to the surface of the electrode may explain the absence of 
carbon in this region, as CO2 is an effective reagent for removing accumulated carbon through 
reverse Bouduard reaction.[169] 
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Figure 4.3.10 Numerical simulation of charge-transfer current distribution in the electrode at 
500 °C, exposed to 50% CO - 50% CO2  and biased to draw -100 mA. 
CO is known to cause mechanical degradation, e.g. dusting of Ni.[14] Carbon diffusion into the bulk 
of the metal can occur in case of weak metal-carbon bonding.[56,66] Co-adsorption experiments 
have shown that if H2 is present in the gas mixture, when adsorbed on the metal, it diminishes the 
chemisorption bond energy of CO.[60] Subsequently, the probability of electron transfer from the 
CO orbital into the metal d orbital is decreased and it is reflected in the bonding development 
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between metal and carbon, enabling carbon diffusion.[66] Thus, in the presence of H2, a profuse Ni 
graphitization leading to unlimited growth of highly amorphous carbon may be expected. Whereas at 
high CO to H2 ratios, or equally in pure CO, the carbon-transfer rate to the metal surface is relatively 
slow and most of the carbon is catalysed by the metal surface to form a surface deposit.[14] 
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Figure 4.3.11 Raman spectra collected ex situ from the cross section of Ni/YSZ electrode along 
a single line at different distances from the surface (1 µm being adjacent to the surface) after 
30 min exposure to CO – CO2 with -100 mA bias. 
It had been noted in the introduction to this chapter that the full cells with Ni/YSZ fuel electrodes 
were also fabricated for the reference measurements. These cells have been tested in CO – CO2 
under -100 mA bias following exactly the same procedure described for the cells with Ni/CGO 
electrodes. Ex situ cross sectional Raman analysis was also performed on the Ni/YSZ electrodes, the 
results of which are shown in Figure 4.3.11. The trend of carbon formation close to the 
electrode/electrolyte is similar to the one seen for Ni/CGO electrodes. The carbon peaks are slightly 
more intensive compared to the results of Ni/CGO Raman spectra in Figure 4.3.9. YSZ-based 
electrodes are known to be prone to carbon formation; therefore, the higher intensity of the peaks is 
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unsurprising. However, without the proper statistical base, the comparison is inconclusive. More 
importantly, this result confirms the trend of preferential carbon formation and demonstrates that this 
is independent of the choice of the ceramic phase. 
4.3.4 Effect of the CGO interlayer 
Electrode delamination has been reported during co-electrolysis at high current densities both for 
Ni/YSZ and Ni/CGO electrodes.[86,162] In the former case it was ascribed to the growth of carbon 
fibres leading to a volume expansion. Here, the feasibility of CGO interlayers to improve the 
robustness of Ni/CGO or Ni/YSZ electrodes to carbon formation is explored. CGO interlayers are 
commonly employed for LSCF-based air electrodes to avoid the formation of non-conductive phases 
between the electrode and the electrolyte as discussed in section 4.3.1.[158] It has also been shown 
to improve the adhesion between the electrode and electrolyte.[170] Additionally, CGO 
microparticles were reported to increase the durability and performance of electrolysis cells.[91] The 
investigation of the effect of CGO interlayer when applied to the fuel electrode in this section is 
motivated by these reports. 
The CGO interlayer was introduced between the electrode and the electrolyte by screen printing 
approximately 10 µm thick CGO scaffold on YSZ8 electrolytes. The CGO ink for screen printing 
was prepared by mixing a Ce0.9Gd0.1O1.95 powder (Fuel Cell Materials) with an Ethylcelulose N7 
grade binder (IMCD UK/Hercules), a Hypermer KD15 dispersant (Croda), and terpineol as a solvent 
(Sigma Aldrich). The total solid fraction in the ink was 75 wt%. Cross sections of the Ni/YSZ 
electrode on the YSZ8 electrolyte with and without the CGO interlayer are shown in Figure 4.3.12. 
The SEM micrographs collected with JSM 6010 LA microscope are overlaid with the EDX data 
from Oxford instruments INCA energy dispersive X-ray spectrometer (EDX) to show the 
distribution of different phases. The SEM analysis shows that a good adhesion is achieved both 
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between the electrode and the interlayer and between the interlayer and the electrolyte. The average 
pore size of the CGO interlayer seems to be smaller compared to the Ni/YSZ electrode. EDX 
analysis also indicates that the Ni phase is well dispersed in the electrode. 
 
Figure 4.3.12 Cross-sectional SEM-EDX micrographs of (a) Ni/YSZ electrode and (b) Ni/YSZ 
electrode with CGO interlayer on YSZ electrolyte. EDX analysis: green – Ni, cyan – CGO. 
The cells with CGO interlayer were exposed to the same experimental condition as described for the 
cells without the GCO interlayer. The cross sections of the electrodes with and without the CGO 
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interlayers are shown in Figure 4.3.12. 1D Raman maps were collected from the cross sections of the 
electrodes after the exposure to CO-CO2 at -100mA. The cross sections of the electrodes were 
mapped from the surface to the interface either with the electrolyte or the CGO interlayer. It was 
found that the most convenient representation of the data is plotting the integrated intensity under the 
D and G peaks as a function of distance from surface.  Figure 4.3.13 shows the results of line 
mapping of the integrated Raman spectral peaks at 1359 cm
-1
 (D) and 1580 cm
-1
 (G) collected with 1 
µm pixel resolution from Ni/YSZ electrodes. To ensure the data is representative, several different 
locations were examined on two different electrodes exposed to identical conditions. Figure 4.3.13 
shows the averaged values obtained from these measurements with error bars representing the 
standard deviation. There are at least two likely sources of relatively large deviation from the average 
value. First is the roughness of the porous electrode’s cross section. The intensity of Raman peaks 
depends on the area from which the data is collected – when the surface is rough (e.g. in Figure 
4.3.12) there is a difference in the size of the analysed area. Secondly, although every effort was 
made to ensure homogeneous current distribution in the electrode, current collection with a mesh, as 
performed in these experiments, induces a certain current inhomogeneity, which may cause 
differences in the amount of deposited carbon. 
The distribution of carbon in the electrode without the CGO interlayer follows the trend shown in 
Figure 4.3.11. The mechanism of carbon formation during CO – CO2 electrolysis is an active field of 
research. The deposition of carbon in Ni/YSZ electrodes was recently ascribed to the diffusion 
limitations dominating at high electrolysis current densities.[86] It was later suggested that 
deoxygenation of the adsorbed CO in electrolysis conditions is preferentially occurring at the surface 
of the O vacancies in YSZ.[87] Encapsulation of nickel by carbon observed in fuel cell conditions 
(section 3.2) shouldn’t be ruled out as well as diffusion of carbon through the nickel leading to 
whisker growth.[171] The mechanism of carbon growth will be further discussed in section 4.4.2. 
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Independent of the exact nature of carbon growth mechanism, the presence of CGO interlayer leads 
to a significant reduction of carbon deposits according to Figure 4.3.13. It is likely that the oxygen 
stored in the CGO lattice assists (for a limited time before it is depleted) in re-oxidising adsorbed 
carbon atoms. A similar trend is observed for Ni/CGO electrodes in Figure 4.3.14. 
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Figure 4.3.13 Integrated carbon peak areas obtained from spectra collected ex situ from the 
cross section of Ni/YSZ electrodes as a function of distance from the electrode-gas interface to 
the electrode-electrolyte interface after 30 min of exposure to CO – CO2 with -100 mA bias 
(electrolysis mode). (a) Integrated D peak (1359 cm
-1
) and (b) G peak (1580 cm
-1
) for the 
electrode without CGO interlayer. (c) Integrated D peak (1359 cm
-1
) and (d) G peak (1580 cm
-
1
) for the electrode with CGO interlayer. 
Ceria is well known for its high electrochemical activity.[172] It is generally accepted that the 
prevalent mechanism of CO oxidation on ceria involves a redox Mars-van-Krevelen-type reaction, 
where CO reacts with the weakly bound, topmost oxygen atom and forms CO2 that desorbs leaving 
an oxygen vacancy behind.[173] Electrolysis, on the other hand, gives rise to the oxygen vacancies, 
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which can react with CO to produce carbon deposits, as shown in equation 2.20. Results in Figure 
4.3.14 suggest that this is likely to occur on CGO close to the TPB region next to the electrolyte 
when the CGO interlayer is not present. The results presented in Figure 4.3.14 also suggest that the 
presence of the ~10 µm CGO interlayer between the Ni/CGO electrode and the YSZ electrolyte 
helps to suppress carbon formation under electrolysis, for at least the duration of the experiment. The 
amount of carbon deposits formed on the electrodes without the interlayer is smaller compared to 
Ni/YSZ electrodes (Figure 4.3.13). Hence, the CGO interlayer, providing an additional source of 
oxygen, helps to almost entirely suppress the carbon deposition. This also emphasises the limited 
nature of CGO interlayer effect – it cannot re-oxidise carbon once the mobile oxygen capacity is 
depleted. 
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Figure 4.3.14 Integrated carbon peak areas obtained from spectra collected ex situ from the 
cross section of Ni/CGO electrodes as a function of distance from the electrode-gas interface to 
the electrode-electrolyte interface after 30 min of exposure to CO – CO2 with -100 mA bias 
(electrolysis mode). (a) Integrated D peak (1359 cm
-1
) and (b) G peak (1580 cm
-1
) for the 
electrode without CGO interlayer. (c) Integrated D peak (1359 cm
-1
) and (d) G peak (1580 cm
-
1
) for the electrode with CGO interlayer. 
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SEM micrographs in Figure 4.3.15 show that the electrodes without the interlayer tend to develop 
cracks between the electrode and the electrolyte, whereas the electrodes with the interlayer retain 
good adhesion. Impregnating fuel electrodes with ceria has also been shown to prevent electrode 
delamination caused by carbon.[143] The CGO interlayer presented here demonstrates that such an 
interlayer improves the adhesion between the electrolyte and the electrode, helping to prevent 
delamination in electrolysis mode. Fuel electrodes on two out of three samples without the CGO 
interlayer were partially delaminated, while all of the samples with the CGO interlayer seemed to 
remain structurally intact. 
 
 
Figure 4.3.15 SEM micrographs of Ni/CGO electrodes’ cross sections without (a) and with (b) 
CGO interlayer. 
 (a) 
 (b) 
 Crack 
5µm 
5µm 
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To summarize, charge-transfer reactions that occur at the TPB in CO2 electrolysis mode were shown 
to promote carbon deposition. Ex situ Raman mapping was used in conjunction with numerical 
modelling to show that most of the carbon forms close to electrode-electrolyte interface during CO – 
CO2 electrolysis. This represents a potential limitation of the Raman in situ technique when applied 
to SOECs, which must be carefully considered in relation to the experimental conditions. As a 
surface sensitive technique, it is not fully representative of interactions occurring within the bulk of 
the electrode.  As a result, a better understanding of interactions within SOCs is obtained through a 
combination of in situ and ex situ Raman and other analysis techniques. The results of ex situ Raman 
and SEM analysis suggest that the CGO interlayer acts to reduce carbon deposition in Ni/CGO 
electrodes as well as improving the mechanical stability in CO – CO2 electrolysis conditions. 
4.4 Results of the tests on patterned electrodes 
4.4.1 Manufacture of the cells 
In an effort to understand the carbon deposition mechanism in greater details, a set of patterned 
electrodes was fabricated in collaboration with the University of Salamanca. Patterned electrodes 
offer better optical access to the active TPB, but are more complicated to manufacture. 
Photolithography is a common technique for creating patterned electrodes.[174–176] From the point 
of view of Raman mapping the drawback of this technique is the creation of uneven surfaces. Ni 
stripes protruding several micrometres from the surface of the electrolyte make it difficult if not 
impossible to keep the laser beam in focus. Therefore, for this set of measurements a set of trenches 
was cut in YSZ and CGO pellets by laser ablation technique resulting in the pattern shown in Figure 
4.4.1.[177] The trenches are 100 µm wide, ca. 20 µm deep and are equidistantly spaced by 300 µm 
in both directions resulting in a total geometric TPB of 4.44 m. A larger square that is cut in the 
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samples shown Figure 4.4.1Figure 4.4.1 Optical microscope images of patterned pellets produced 
using femto-second laser: (a) CGO, (b) YSZ. is designed to make contact for current collection. 
 
 
Figure 4.4.1 Optical microscope images of patterned pellets produced using femto-second 
laser: (a) CGO, (b) YSZ. Courtesy of G. R. Castillo Vega. 
In order to fill the trenches, first a thin 100 nm layer of Ni was sputtered on to the entire surface. A 
much thicker layer of Ni was then electrodeposited on top from a Watts bath
4
 using a two electrode 
setup. A Ni mesh served as the working cathode while a thin silver wire touched the anode – surface 
of the pellet where the thin Ni layer had been sputtered. The total sputtering time was 1 hr at a 
                                                 
4
 Aqueous solution of 16.9 wt% NiSO4·6H2O, 4.5 wt% NiCl2·6H2O, 3.4 wt% H3BO3. 
0.5mm 
0.5mm 
 (b) 
 (a) 
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deposition rate of ~20 µm/hr at constant potential of 1 V. The excess of Ni was polished away, 
creating an even surface with well-defined Ni/YSZ and Ni/CGO interfaces. 
4.4.2 In situ and ex situ Raman characterisation 
The patterned cells were tested in the Raman rig under CO – CO2 electrolysis at 500 °C. Both 
Ni/YSZ and Ni/CGO cells were tested following the same experimental procedure, for clarity the 
Ni/YSZ experiment will be described in this paragraph. First, the cell was heated to 500 °C in N2. A 
mixture of 50% H2 – 50% N2 and 5% H2O was then passed for 30 min to ensure that the Ni is fully 
reduced. The gas was switched to 50% CO – 50% CO2 and the cell was allowed to stabilize at OCP. 
The negative bias of -100 mA (electrolysis mode) was then applied for 30 minutes. The Raman laser 
was focused on to the interface between the Ni and YSZ during the exposure to 50% CO – 50% CO2. 
Since no carbon signal was observed during the first 30 minutes, the experiment was extended for 
another 30 minutes under the bias of -500 mA and the gas composition to 70% CO – 30% CO2. No 
carbon peaks were detected in situ throughout the experiment. The Ni mesh proved to be easy to peel 
off after the experiment, exposing the trenches for further Raman analysis. A carbon signal has been 
detected in the trenches following the ex situ analysis. The experiment repeated with the Ni/CGO 
patterned electrode also indicated no surface carbon detected in situ, whilst carbon deposits were 
detected in the trench ex situ. 
Figure 4.4.2 shows the Raman spectra collected from the trenches of the YSZ and CGO pellets 
(Figure 4.4.1) before the Ni pattern deposition and after removing the pattern after the experiment. 
The absence of carbon peaks in the spectra collected before the experiments emphasises the fact the 
source of carbon is not contamination during the fabrication process but rather the exposure to CO – 
CO2 under negative bias during the experiment. Only the individual spectra are shown in Figure 
4.4.2, but these are representative of several spectra acquired. The spectra before and after 
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experiment are offset for clarity. The spectrum in Figure 4.4.2a taken before the experiment has the 
main CGO peak at 460 cm
-1
, the CGO oxygen vacancy peaks at ca. 550 – 600 cm-1 and the 
secondary CGO peak at 1180 cm
-1
.[178] The spectrum in Figure 4.4.2b taken before the experiment 
has the YSZ peak at 620cm
-1
 as well as the ensemble of peaks between 900 cm
-1
 and 1800 cm
-1
 all of 
which are assigned to low-level lanthanide impurities (most notably Er
3+
 and Nd
3+
) previously 
observed in zirconia-based oxides.[179] The carbon peaks at 1359 cm
-1
 and 1580 cm
-1
 only appear 
after the experiment. Formation of carbon under the Ni may have important repercussions for the 
stability of the electrode. In this case, carbon removal is unlikely to be feasible by reversing the 
current as was suggested elsewhere.[126] Once the current is reversed, the carbon will start to 
oxidise. This would most likely cause the delamination of the electrode leading to irreversible 
damage to the cell. 
Carbon deposition in the trenches of the patterned electrodes under Ni was confirmed with ex situ 
Raman mapping. Figure 4.4.3 shows the ex situ maps of Ni/YSZ patterned electrode showing the 
maps of integrated G peak and D peak intensities respectively. There is almost no carbon signal in 
the region next to the trench, which is in good correspondence with the in situ measurements. At the 
same time a strong carbon signal is detected in the region from which Ni was removed for the 
interface examination. Segregation of carbon under the Ni pattern may suggest that carbon diffusion 
through Ni takes place. The signal intensity in Ni/CGO electrode is significantly lower compared to 
Ni/YSZ system. That is in line with previous investigations reporting better carbon tolerance for 
Ni/CGO systems.[35,110] Carbon dissolution in Ni, especially in Ni/YSZ systems has been a subject 
of several studies.[56,66,180] He et al. indicated that carbon fibres are the dominant types of carbon 
at temperatures up to 600 C as opposed to carbon dissolution into bulk Ni at higher 
temperatures.[180]  Snoeck et al. argues that the driving force for carbon diffusion and filament 
formation is the difference in solubility at the gas/metal interface and the carbon filament/metal 
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interface.[181] Since the concentration of carbon, dissolved in nickel at the gas side of the nickel 
particle can exceed the solubility at the support side of the particle, a concentration gradient over the 
nickel particle is possible, and therefore, a driving force for the carbon diffusion through the nickel 
particle is created. Also, at low temperature, the rate of nucleation is low compared to the rate of 
diffusion; therefore carbon precipitates at the support side of the nickel. 
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Figure 4.4.2 Raman spectra collected from the trenches of (a) Ni/CGO and (b) Ni/YSZ 
petterned electrodes. Black spectra were collected before the exposure of the cell to CO – CO2 
under negative bias and the red spectra – after the experiment. 
(a) 
(b) 
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Based on the results shown in Figure 4.3.3 it is likely that nucleation of carbon occurs only after it 
diffuses all the way through the Ni pattern to Ni/YSZ or Ni/CGO interface, which would explain 
why no carbon was detected in situ. Solubility of carbon in Ni was shown to be described with the 
following equation[182]: 
[𝐂]
𝟏 − 𝟐[𝐂]
= 𝐞−
∆?̅?
𝐑𝐓 ∙ 𝐞
∆?̅?
𝐑  
( 4.7 ) 
where [C] is the solubility in atomic fraction, ∆H̅ is the relative partial enthalpy of carbon equal to 
9.64 kcal/mol, and ∆S̅ is the relative partial excess entropy equal to -1.69 cal/mol/K.[182] According 
to equation 4.7, the solubility of C in Ni at 500ºC is 0.08 at% or 0.01 wt%.  
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Figure 4.4.3 Raman maps of the integrated G peak from (a) Ni/YSZ system and (c) Ni/CGO 
system, as well as D peak maps from (b) Ni/YSZ system and (d) Ni/CGO system. Peaks were 
collected after the removal of Ni following the experiment in CO - CO2 under negative bias. 
(a) (b) 
(c) (d) 
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Although the diffusion of carbon through Ni is a viable hypothesis, the results presented in Figure 
4.4.2 and Figure 4.4.3 may also be explained differently. The thermal expansion coefficient of Ni at 
500 ºC is approximately 16.5 x 10
-6
 K
-1
 as compared to 12.0 x 10
-6 
K
-1
 for CGO and 10.5 x 10
-6
 K
-1
 
for YSZ.[157,159,183] Therefore it is also possible that micro cracks between Ni and ceramics 
formed during heating up due to thermal coefficients mismatch. In that case CO – CO2 gas diffusion 
is likely to be the biggest contributor towards the large amount of carbon deposited in the trenches. 
Further experiments would be required in order to unambiguously prove or refute either of the 
theories. This is, however, out of the scope of this work. 
4.4.3 Summary of the patterned electrode experiments 
A novel electrode manufacturing technique was employed to prepare patterned electrodes with an 
even surface. Analysis of the Raman spectra collected from patterned Ni/YSZ and Ni/CGO 
electrodes confirmed previous observations of superior Ni/CGO resistance to coking and suggests 
carbon dissolution through Ni in both cases.[110] Carbon agglomeration under Ni is likely to cause 
electrode delamination leading to irreversible electrode degradation. In order to unequivocally 
confirm or disprove the carbon dissolution through Ni a further series of experiments, for example 
covering Ni pattern with carbon resistant material like Cu, would be required.  
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5 Degradation of infiltrated SOCs operated in CH4 – CO – CO2  
5.1 Ni-infiltrated electrode technology state-of-art 
From the point of view of electrochemical performance, the critical parameter for the SOC electrodes 
is the number of active sites. Electrochemical reactions on fuel cell electrodes can occur at the 
conjunction of the ionic conductive phase, the electron conductor and the pore phase. To quantify the 
electrochemical performance of the electrode, the term triple phase boundary (TPB) was introduced. 
This is the total length of the interface between the ion conductive phase and the electron conductor 
exposed to gas. Extension of the electrochemically active region to several micrometres around the 
TPB has been reported for Ni/YSZ systems.[54] In the case of mixed conductors, such as CGO, the 
active reaction zone may extend as far as 150 µm away from the interface.[184] The key to electrode 
performance optimisation is to extend TPB whilst making sure that it is percolated. Thus, electrode 
microstructure along with the material choice plays an important role in defining the performance of 
the electrode. 
The methods of the SOC fabrication determine the amount of control that one has over the 
microstructure. Conventional methods, such as tape casting or screen printing allow a limited control 
over the microstructure of the electrodes as discussed in Section 4.3.1. The nature of the fabrication 
process, specifically the preparation of the slurry containing all components followed by the screen-
printing and firing at high temperature, renders the careful control of the microstructure nontrivial 
and often impossible. Only through careful adjustment of each phase parameters it is possible to 
optimize the electrode performance. 
The ability to obtain an interconnected matrix of the conductive phase depends on the chosen ratio 
between the ceramic material and the metal in the slurry. For example, it has been determined, that 
the Ni percolation threshold in Ni/YSZ inks is around 30 vol%.[39] This, however, was also shown 
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to depend on the exact ink composition.[151] Pore-former materials, typically carbon particles, are 
normally admixed to the slurry to gain control of the pore phase in the material.[185,186] Upon 
firing at high temperature the carbon burns out, thus, providing indirect control over the porosity of 
the sample. It has also been found out that the optimisation of several process parameters cannot be 
done independently.[185] However, decoupling the control over the conductive and pore phases is 
desirable for electrode optimisation. 
In addition to the optimised TPB, SOC electrodes are required to be stable under hydrocarbon 
operation as discussed in Section 2.2.2. Carbon formation on Ni-based electrodes can result in metal 
dusting – permanently damaging the electrode, whilst carbon deposition on Cu-based electrodes 
deactivates the cell by filling the pores but without causing physical damage.[14,145] Doping the Ni-
based electrode with small quantities of molybdenum (<1%) was found to lead to a substantial 
reduction in the level of carbon deposited in a cell running on methane. [16] However, a major 
obstacle in developing Cu- or even Mb-based electrodes is the low melting temperature of their 
oxides – 1200 °C and 1100 °C respectively.[187,188] This is well below typical YSZ or even CGO 
sintering temperatures. 
Wet infiltration techniques avoid using elevated processing temperatures and offer a way to 
independently control TPB density and pore size. This fabrication technique is well described in the 
literature.[189–191] A porous ceramic matrix is prepared by tape casting or screen-printing followed 
by sintering without a metallic phase. The metallic phase is then introduced in a separate step and 
does not require high-temperature processing. Generally, the ceramic matrix is impregnated with the 
aqueous solution of a metal nitrate (e.g. Ni(NO3)2) and heated to ca. 500 °C to decompose the nitrate. 
A decrease in the processing temperatures at which the metallic phase is formed may prevent the 
coarsening and agglomeration of the particles by reducing its mobility. Low temperatures also allows 
a wide range of catalyst admixtues including Cu or Mo to be introduced to the matrix, while 
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significantly lowering the metal content required to obtain a fully percolated metal network.[192] 
Even small, non-percolated amouts of Ni added to CGO scaffolds by wet infiltration have been 
shown to increase electrocatalytic activity.[193] It was demonstrated that percolation occurs already 
at 9-14 vol% for impregnated electrodes.[190,192] A percolated metal network potentially can 
increase both the electrocatalytic activity and the conductivity of the electrode. At the same time the 
structure produced by this technique is dimensionally redox stable whilst having high electronic 
conductivity.[194] Greater control over the fabrication process of infiltrated electrodes allows the 
TPB density to be significantly increased over conventionally produced electrodes.  Modelling 
studies and FIB tomography have shown that the TPB density can be increased by an order of 
magnitude compared to conventional electrodes.[195,196] 
 
Figure 5.1.1 Reconstructed 3D microstructure of Ni/CGO sample. (a) CGO scaffold; (b) Ni 
phase; (c) Ni with CGO. Courtesy of Dr. Masashi Kishimoto. 
The infitrated electrodes produced for this work have been characterized by Dr. Kishimoto using FIB 
tomography and have been shown to have a TBP density of 18.4 µm µm
-3
.[196] For comparison, the 
TPB density of state-of-art Ni/YSZ electrodes is 2.5 µm µm
-3
.[197] An example of a 3D 
reconstruction of the infiltrated electrode achieved with FIB tomography is shown in Figure 5.1.1. 
The Ni phase is not percolated in this electrode even though it is estimated to have a TPB density of 
11.0 µm µm
-3
.[196] However, part of this TBP may be inactive due to discontinuity of the Ni phase, 
(a) (b) (c) 
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i.e. parts on Ni network may form “islands” in the ceramic matrix and therefore can not conduct 
electrons to the current collector. 
5.2 Viability of biogas upgrade 
The EU has committed to reduce greenhouse gas (GHG) emissions by 20% compared to 1990 by 
2020. To reach this objective, the EU Council set a binding target for alternative energies of 20% and 
a target of 10% for substitution of fossil with biofuels at 2020.[1]  One of the promising renewable 
fuels is biogas. Biogas has the potential to contribute considerably to greenhouse gas emission 
reduction if used as a biofuel.[198] Biogas production has steadily grown in the past years as shown 
in Figure 5.2.1.[199] Currently, there is an increasing demand for biogas as a vehicle fuel or for 
injection to the natural gas grid.[199]  
 
 
Figure 5.2.1 Visualisation of technologies that are used in the biogas upgrading plants 
manufactured in different years. PSA stands for Pressure Swing Adsorption.[199] 
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Biogas can be sustainably produced by the anaerobic digestion of biodegradable materials such as 
cow manure, plant material and other green or animal waste.[199] Biogas from organic waste 
digesters usually contains from 60% to 70% CH4, from 30% to 40% CO2 and 1% N2.[200] However, 
the presence of CO2 in the fuel mixture burned in internal combustion engines reduces the power 
output, especially for lower compression ratios.[201,202] Biogas engines also suffer from high levels 
of hydrocarbon emissions as a result of incomplete fuel combustion.[202] To enable the efficient use 
of biogas in most applications the gas must be upgraded. Since both CH4 and CO2 are identified as 
the main GHG, upgrading of biogas can serve both to minimise GHG emissions and increase their 
utility. Currently, water scrubbing and pressure swing adsorption are dominating the market of 
biogas upgrading.[199] This is reflected in Figure 5.2.1. However, in these processes carbon dioxide 
is simply removed from the mixture rather than upgraded to fuel. 
Catalytic reforming of CH4 with CO2 is a promising technology for utilization and upgrade of these 
GHG.[203] The dry reforming reaction was first proposed by Fischer Tropsch in 1928 and results in 
a mixture of H2 and CO (syngas).  It is more energy efficient compared to steam reforming of 
methane and has significant potential in energy conversion and storage. The resulting gas mixture 
also has a higher CO to H2 ratio making it suitable for the synthesis of higher 
hydrocarbons.[203,204] 
5.3 Thermodynamics considerations 
For efficient biogas upgrade it is desirable to couple the process with the engine exhaust or another 
source of high grade heat.[200] The output gas composition of the reactor will depend on 
temperature. In Figure 5.3.1 dry reforming of biogas that proceeds through the following reaction is 
considered: 
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𝑪𝑯𝟒 + 𝑪𝑶𝟐 → 𝟐𝑪𝑶 + 𝟐𝑯𝟐           𝚫𝑯 = +𝟔𝟐. 𝟐𝒌𝒄𝒂𝒍/𝒎𝒐𝒍  ( 5.1 ) 
 
Figure 5.3.1 Gas equilibrium composition calculated with HSC Software for different 
temperatures. 
The figure represents equilibrium gas composition plotted versus temperature when 70% CH4 and 
30% CO2 are used on the inlet. This calculation has been performed using the Gibbs energy 
minimization method with HSC Chemistry software.[205]  Dry reforming is an endothermic reaction 
and when the fuel mix contains 70% CH4 and 30% CO2, it will only reach full conversion above 900 
°C as shown in Figure 5.3.1. However, methane can be fully converted into syngas via dry reforming 
only when CH4:CO2 ratio is 1 or higher. When the oxidant is not present in sufficient quantities (e.g. 
in the mixture of 70% CH4 and 30% CO2) at elevated temperatures part of CH4 will inevitably 
undergo thermal decomposition to form carbon deposits. Equally, in many cases such high grade 
heat is not available and CO2 is still present at the outlet of the reactor. Electrolysis can be employed 
to convert the remaining CO2 into CO. As previously discussed in Section 2.1.2, reducing the 
operating temperature of SOCs is an active field of research.[36] Ceria-based materials are able to 
operate at temperatures below 600 °C and therefore CO2 electrolysis with such systems may be a 
viable solution for complete biogas upgrade.[35] 
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A major problem inhibiting large scale commercial application of biogas upgrade with SOC 
technology is the catalyst deactivation due to carbon deposition.[203,206] Thermodynamic 
calculations have been carried out with HSC Chemistry software to evaluate the risk of carbon 
formation depending on the gas composition on the electrode considered in this study.  The points in 
Figure 5.3.2 represent the gas compositions that are considered for testing and the dashed red line 
separates the region where carbon formation is predicted thermodynamically. Again, the calculations 
have been performed using the Gibbs energy minimization method and do not take into account the 
presence of catalyst or kinetic effects. As has been shown in Section 4.3.3, kinetics may also cause 
an adverse effect. Under polarisation in electrolysis mode, oxygen species are carried away from the 
fuel electrode to the air electrode through the electrolyte thus increasing the risk of carbon formation 
on the fuel electrode. 
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Figure 5.3.2 Carbon deposition limits at 600 °C in C-H-O ternary diagram. 
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As seen in Figure 5.3.2, the gas composing mainly of CO2 with only 5% of CO lies almost on the 
border between the two regimes, while still in the region where carbon formation thermodynamically 
is not favoured. However, if the proportion of CO is even slightly increased, it may cause carbon 
formation. In this case, from the thermodynamic point of view, the main candidate for formation of 
surface carbon deposits is CO disproportionation – this mechanism has been discussed in detail in 
Section 4.3.3. The presence of methane, on the other hand, introduces another source of carbon 
formation – dissociation of CH4 into C and H.[207,208] The process of methane reforming is best 
understood as a series of intermediate reaction steps as shown in Figure 5.3.3. Methane activation on 
Ni proceeds through three dehydrogenation reactions where the dissociation of the first C-H bond is 
thought to be the rate-limiting step.[209] Methane activation, proceeding in three dehydrogenation 
steps may either be followed by reaction with adsorbed surface oxygen forming CHO or proceed to 
the fourth dehydrogenation reaction to form surface carbon. The carbon atoms are the precursors of 
coke formation and it has been reported that the higher the coverage of C is on the surface, the higher 
is the probability of coke formation.[210] Since only the C oxidation pathway may lead to carbon 
formation, the coke formation from methane may be hindered by increasing the rate of CH oxidation 
pathway, and so the presence of surface oxygen is crucial in determining if carbon formation occurs 
or not. 
It has been discussed previously in Section 2.1.4 that two forms of morphologically different carbon 
deposits are possible. Amorphous carbon causes less damage and is easier to remove from the 
catalyst compared to graphitic types of carbon. Tracer temperature programmed oxidation  
experiments (catalytic test was carried out under 
13
CH4 – 
12
CO2) have indicated that amorphous 
forms of carbon in Ni3C originates mostly from the methane dissociation reaction.[211] More stable 
carbon that is likely to encapsulate Ni particles or form graphitic whiskers arises from the CO 
disproportionation (Boudouard reaction).[211] 
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Figure 5.3.3 A schematic diagram of the reaction network of dry reforming. The adsorbed 
hydrogen and oxygen atoms are marked in blue and red, respectively. The whole network is 
divided into four parts: CH4 dissociation, C oxidation pathway, CH oxidation pathway and 
CO2 dissociation.[208] 
In order to limit electrode deactivation due to carbon formation in practical applications, it is crucial 
to identify the type of carbon, its distribution across the electrode and the exact conditions that lead 
to its formation. The application of Raman spectroscopy to determine the level of carbon 
amorphisation and the location where it forms have been discussed in details in Sections 2.3.2 and 
2.3.3. As noted above, the CH4 dissociation reaction is likely to cause highly amorphous carbon 
deposits. In addition to the most prominent change in I(D)/I(G) that has been discussed in detail in 
Section 2.3.2 it is important to pay closer attention to more subtle changes in the Raman spectrum of 
graphite upon different stages of amorphisation. When defects are introduced within the graphitic 
honeycomb backbone, the structure of graphite changes from monocrystalline to polycrystalline.  
This introduces finite-size crystal domains that give rise to higher-frequency phonons (away from 
Γ).[99] This was first explained by the relaxation of the fundamental selection rule k = 0[98], and 
only later correctly identified as a double resonance process[212], as was discussed in Section 2.3.2. 
Higher-frequency phonons give rise to the second D’ peak at 1620 cm-1, which appears as a shoulder 
on the right side of G peak. Further introduction of defects, essentially distortions of the six-
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membered rings, causes a decrease in the average bond angle and a change in connectivity. That is 
reflected in a downward shift in frequency of the G peak to ~1510 cm
-1
 as well as the reduction of 
intensity of the D peak because of the decrease in number of ordered aromatic rings.[99,100,213] 
The G peak intensity may not be affected as it does not require the presence of sixfold rings, but the 
peak broadening is likely to occur.[99] 
5.4 Preparation and characterisation of the SOC samples with Ni-infiltrated CGO 
electrodes 
CGO ink for the fuel electrode scaffold was prepared by mixing Gd0.1Ce0.9O2-δ powder (Fuel Cell 
Materials) with Ethylcelulose N7 grade binder (IMCD UK/Hercules), a Hypermer KD15 dispersant 
(CRODA) and terpineol (Sigma Aldrich). The powder particle size was 0.20 µm and surface area 5.8 
m
2
/g as specified by the supplier. The total solid fraction of the resulting ink was 75 wt%. The ink 
was screen-printed on 150 µm thick, 20 mm in diameter Hionic™ substrates from Fuel Cell 
Materials. The electrode diameter was estimated to be 11 mm and thickness ca. 15 µm (after 
sintering). A CGO interlayer using the same ink was screen printed on the other side of the 
electrolyte to avoid possible SrZrO3 and La2Zr2O7 phase formation between the electrolyte and the 
air electrode.[158,214] After sintering at 1350 °C for 2 hours, a CGO/(La0.6Sr0.4)(Co0.2Fe0.8)O3-δ air 
electrode was screen printed on top of the interlayer and sintered at 900 °C for 2 hours. 
The scaffold was then infiltrated with Ni nanoparticles by introducing drops of 2M of aqueous 
Ni(NO3)2 solution to the CGO scaffold. Decomposition of the solution was achieved by heat-treating 
the electrode for 30 minutes at 500 °C. To achieve Ni percolation the infiltration procedure was 
repeated 10 times leading to 14 wt% loading of Ni.[190] The microstructure of the resulting 
electrode was acquired using FIB-SEM as reported elsewhere.[196] The pore volume fraction was 
estimated to be 20.1% with an average pore size of 0.30 µm. The average characteristic dimension of 
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Ni particles was estimated as 0.35 µm and the Ni volume fraction was found to be 19.8 vol%. The 
reconstructed 3D microstructure of the analysed 7.5 x 4.5 x 3.0 µm sample segment is shown in 
Figure 5.4.1. 
 
Figure 5.4.1 Reconstructed 3D microstructure of Ni/CGO sample (green: Ni, yellow: 
CGO).[196] 
The cells have been extensively characterised with EIS by Lomberg et al., and detailed results of this 
study are presented in [190]. In brief, the results have shown that the electrochemical performance of 
the Ni-infiltrated YSZ electrodes is relatively high with lower activation energies compared to the 
state-of-art conventional Ni/YSZ electrodes. The authors concluded that although these cells still 
require further optimisation, they have the potential to be used in intermediate temperature SOCs. 
 
Figure 5.4.2 Schematic illustration of the experimental configuration showing the differences in 
current collection and gas distribution in the rig for (a) symmetrical cell measurements and (b) 
full cell measurements. 
(a) (b) 
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Symmetrical cells with Ni-infiltrated electrodes have also been prepared and characterised in the 
experimental rig in the configuration schematically shown in Figure 5.4.2a. Parts of the rig are 
removed in order to clearly show the gas distribution and the current collection configuration. Silver 
paste was evenly spread across the electrodes to ensure a good contact with the current collector. The 
light grey area on the electrode in Figure 5.4.2a shows where the silver paste was applied. Springs 
were used on both sides of the cell to ensure a good contact between the electrode and the gold mesh 
used as a current collector.  The cell was fully enclosed in the quartz tube and the gas flowed parallel 
to the electrodes as demonstrated. The quartz tube was heated up to the required temperature in a 
Heraeus™ tube furnace.  
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Figure 5.4.3 EIS spectra of the CGO electrodes 10 times infiltrated with Ni taken using a 2-
electrode setup at 600 °C in a 50% H2 – 50% N2 atmosphere of (a) the full cell (air flow on the 
opposite electrode) and (b) the symmetrical cell (Courtesy of Marina Lomberg). 
Table 1 Fitting parameters for the spectra in Figure 5.4.3 obtained with ZView software. 
  
Electrolyte   High frequency arc 
R, Ω 
Err, 
% 
R, Ω 
(err%) 
Err, 
% 
C, mF 
(err%) 
Err, 
% 
CPE phase 
(err%) 
Err, 
% 
τ, 
ms 
Symm. cell 3.3 <1 0.5 6 10.9 37 0.72 6 0.7 
Full cell 4.1 3 12.2 2 23.4 · 10
-3
 21 0.91 2 252 
 
(a) (b) 
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The cells have been exposed to the conditions that may be expected during CO2 electrolysis and 
biogas upgrading using a different experimental rig described in Section 3.1.2. This rig has been used 
because it allows the optical access to the fuel electrode, which is required for in situ Raman 
measurements. To emphasize the differences in experimental configuration, CAD schematics with 
parts of the rig removed is shown in Figure 5.4.2b. The red circle on the electrode corresponds to the 
area where no conductive paste and no pressure are applied to provide the access to Raman laser. No 
pressure is applied in the centre of the electrode to keep consistency with the in situ experiments 
where part of the electrode should be accessible for the laser. In order to avoid introducing additional 
gas barriers, no rigid porous layer covering the whole electrode to provide a homogeneous pressure 
distribution across the surface is used. That may lead to an inhomogeneity in current distribution due 
to the resistance of the Ni phase in the electrode. 
EIS spectra of the Ni-infiltrated symmetrical cell and a full cell (2-electrode setup) are shown in 
Figure 5.4.3. Both spectra were collected at 600 °C in 50% H2 – 50% N2 atmosphere. Table 1 
summarises the parameters of the high frequency response in the spectra. Calculations were 
performed using the ZView analysis software. Time constants have also been calculated for the 
corresponding processes. In order to simplify the calculation of the time constant for each process, 
constant phase elements (CPE) in parallel with resistors were used.  
The differences between the spectra in Figure 5.4.3 are significant and require careful analysis. There 
are differences between the two experimental setups shown in Figure 5.4.2 that may cause 
discrepancies within the measurements. Before going into further analysis, the reasons for the 
differences in electrochemical responses may be separated into two groups as follows: (a) 
arrangement of the current collection and (b) configuration of the gas flow. 
Quality of the contact between the current collector and the electrode is reflected in the series 
resistance of the cell. According to the ZView fitting of the spectra in Figure 5.4.3, the high 
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frequency intercept with the real axis, which is interpreted as the resistance of the electrolyte, is 
slightly higher for the full cell measurement compared to the symmetrical cell. The fact that the 
conductive paste is not evenly spread across the whole electrode in the full cell measurements, as 
discussed earlier, is likely to explain discrepancies in this parameter. Equally, the lack of 
connectivity may result in parts of the electrode being inactive which would also lead to an increase 
in charge transfer resistance. 
The high frequency arcs in the spectra in Figure 5.4.3 are markedly different. The high frequency arc 
in the symmetrical cell spectrum has a 0.5 Ω resistance associated with it and the time constant is 
estimated to be 0.7 ms as shown in Table 1. Such a time constant is characteristic of a fast process 
and is typically assigned to the charge transfer reaction on the fuel electrode.[190,215,216] The 
associated arc resistance extracted from the symmetrical cell measurements should be divided by two 
in order find the resistance of a single electrode. When considering the full cell spectrum, the air 
electrode contribution should be taken into account at high frequencies. Also, the lack of 
connectivity may lead to the increase in the average length of the charged species diffusion to triple 
phase boundaries and can generate a higher impedance arc.[216] The dominant arc in the full cell 
spectrum has a significantly higher resistance associated with it but it cannot be assigned to a single 
process. The processes that are likely to be involved are discussed in the following paragraph. 
According to the CGO/LSCF symmetrical cell measurements presented in Section 4.3.1, only the 
contribution of ca. 1 Ω can be assigned to the air electrode. Also, the time constant of the dominant 
arc in the full cell spectrum (252 ms) makes the interpretation of the arc with a single process 
problematic. It cannot be assigned solely to the charge transfer reactions on either electrode. It is 
likely that fast charge transfer processes both on the air and the fuel electrodes are partially masked 
by comparatively slow diffusion-like process. It is concluded that the gas flow configuration in the 
Raman in situ rig used for full cell measurements induces additional gas diffusion limitations. 
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Impedance arcs with a peak frequency around 1 Hz has been previously reported for SOC 
electrodes[217,218] however, the interpretation of the corresponding processes remains 
controversial.[216] The low frequency response of Ni-infiltrated electrodes have been assigned to a 
combination of gas diffusion and chemical capacitance.[190] While gas diffusion is known to be the 
dominant low frequency process in conventional SOC electrodes, it is not expected to be significant 
for thin electrodes in electrolyte-supported cells.[216,219] However, gas diffusion in large pores, 
where the mean free path of the particle is smaller than the characteristic dimensions of the pore is 
known to cause a capacitive response.[26] The silver paste that fully covered the electrodes of the 
symmetrical cells has a significantly larger average pore size than the electrode itself and is therefore 
likely to be responsible for the low frequency response of the symmetrical cell.  Chemical 
capacitance originates from the variation of the oxygen non-stoichiometry of the ceramic 
electrode.[216] In other words, the oxidation state of CGO component of the electrode may have 
different values across the electrode and therefore it is able to store chemical energy in an oxidation 
state gradient. The associated chemical relaxation process is observed as a pseudo-capacitance in the 
low frequency range of the EIS.[216] 
All electrolysis experiments were conducted at 600 °C with active air circulation over the electrode. 
The cells were heated up to temperature in flowing N2 and once a stable temperature had been 
achieved pure H2 was allowed to flow through the fuel compartment before switching to the target 
gas mixture to ensure that the Ni is fully reduced. The cell was allowed to stabilize at OCP under the 
target gas mixture after which the reference EIS was taken and the cell was left for 5 hours either at -
100mA (EC mode) or OCP. The rig was then turned off and cooled to room temperature in N2. The 
total gas flow on the fuel electrode was always 100 ml/min. Reference EIS spectra from 4 different 
cells taken in 5% CO – 95% CO2 before 5 hour of exposure are shown in Figure 5.4.4. The high 
frequency intercept is roughly the same for all cells indicating a good level of consistency in the 
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contact quality between the electrodes and the current collector. There is ca 20% variation in the 
dominant arc size, which is likely to reflect the difference in interconnectivity of the constituent Ni 
within the fuel electrodes. 
The ex situ Raman analysis have been performed as described in Section 4.3.3. In brief – the samples 
were snapped and the cross sections analysed using a Renishaw RM-2000 CCD spectrometer 
equipped with a ×50 short working distance objective. The microstructural changes were 
characterised using a LEO Gemini 1525 FEG-SEM microscope. 
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Figure 5.4.4 Impedance spectra taken in 5% CO – 95% CO2 at 600 °C prior to 5 hour 
experiment. 
5.5 Degradation mechanisms 
5.5.1 Current-induced degradation 
In order to study the effect of variable current supply to the cells under electrolysis conditions, a gas 
composition for which carbon deposition is not thermodynamically favourable has been specifically 
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chosen. This way the limitations of thermodynamic predictions could also be checked. During the 
operation of a typical commercial CO2 electrolyser, the gas composition is likely to change from 
pure CO2 on the inlet to a CO – CO2 mixture, the exact composition of which will depend on the 
specific location within the gas flow.  Usually a significant portion of the gas stream at the outlet will 
be CO with the exact proportion depending on the utilization and efficiency of the electrolyser. A gas 
composition that would be expected to correspond to the conditions close to the inlet of a 
commercial system (95% CO2 – 5% CO) was chosen for one of the experiments. As shown in Figure 
5.3.2, a 95% CO2 – 5% CO gas mixture is below the carbon deposition line indicating that carbon 
deposition is not thermodynamically favourable under these conditions. The electrode was exposed 
to this gas composition for 5 hours while the cell was kept at OCP. No carbon formation was 
observed across the electrode cross section according to ex situ Raman analysis as demonstrated in 
Figure 5.5.1a. Each spectrum represents the average of three different spectra collected at the same 
depth but at different location along the electrode cross-section. A high concentration of CO2 shifts 
the equilibrium of the Boudouard reaction away from carbon formation and therefore no deposits are 
observed. This confirms the theoretical predictions performed with HSC software. 
In order to investigate the effect of the current a second electrode was exposed to the same gas 
composition (95% CO2 – 5% CO) at 600 °C for 5 hours at -100 mA.  Figure 5.5.1b shows the 
average Raman response from the polarised cell as a function of depth.  A clear carbon signature is 
observed suggesting that when the electrode is polarised, carbon is formed up to 10 µm away from 
the electrolyte, but not on the surface on the electrode exposed to the gas flow. It has been discussed 
in Section 4.3.3 how charge-transfer reactions in CO2 electrolysis mode can promote carbon 
deposition in conventional Ni/CGO cermet electrodes.  Using the gas composition that both 
theoretically and experimentally does not cause carbon deposits at OCP on Ni/CGO electrodes, the 
effect of electrolysis current on carbon deposition in Ni impregnated electrodes is demonstrated. 
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Assuming that the electrolysis efficiency of 100% (which is lower in reality), at -100 mA current, the 
CO2 consumption (and therefore CO production) is 0.8 ml/min. Even that slight change in CO – CO2 
balance is sufficient to shift the thermodynamic equilibrium into the carbon deposition region of 
Figure 5.3.2. Should carbon deposition have occurred because of the global change in gas 
composition, it would have been deposited across the whole cross section of the electrode. The fact 
that the carbon peaks are not visible close to the surface suggests that there are significant changes in 
gas composition localised next to the most active part of the electrode – in the region close to the 
electrode/electrolyte interface where CO2 conversion to CO is more facile.  Carbon peaks are 
prominent in the spectra that correspond to the first 10 µm adjacent to the electrolyte. The remaining 
5 µm adjacent to the surface of the electrode seem to be less active based on the reasoning that 
charge-transfer reactions promote carbon deposition.  
As has been discussed in Section 2.1.4, carbon deposition from the Boudouard reaction is expected 
to be graphitic. It has also been shown theoretically that the most stable form of carbon on Ni(111) is 
the graphene overlayer.[57] However, the D peak is forbidden in perfect graphite following the 
fundamental selection rule k = 0 and is only activated by the double resonance process that involves 
defect-phonon scattering.[98] Edges of the graphene sheets, the presence of atoms other than C in the 
lattice, or the presence of C pentagons can all be considered as defects.  As the D peak is rather 
prominent in the spectra in Figure 5.5.1b, it is concluded that, firstly, sixfold aromatic rings, that give 
rise to D peak, are present; and also finite size graphitic clusters are formed instead of a perfect 
graphene overlayer. As the ratio derived from the data in Figure 5.5.1b is ≈ 0.8, the average cluster 
characteristic size should be ≈ 55 Ǻ according to equation 3.5. However, it should be noted that the 
broadening of the G peak is partially due to the D’ peak at 1620 cm-1, which appears as the shoulder 
of G peak. The absence of a prominent second order CGO peak from the spectra suggests that the 
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material is in a highly reduced state. One explanation may be that the oxygen contained in the CGO 
lattice had been used to oxidise part of the adsorbed carbon atoms. 
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Figure 5.5.1 Averaged Raman spectra collected ex situ from the cross section of Ni 
impregnated CGO electrode along a single line at different distances from the surface (-1 µm 
being adjacent to the surface) after 5 hours exposure to 95% CO2 – 5% CO at (a) OCP and (b) 
-100 mA. 
Two sets of Raman spectra collected from the cross section of the same electrode exposed to 95% 
CO2 – 5% CO at -100 mA are shown in Figure 5.5.2. Although more spectra have been collected and 
(a) 
(b) 
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averaged as shown in Figure 5.5.1, these two sets of spectra demonstrate the lowest and the highest 
amount of carbon observed on the electrode. It is likely that the difference in the strength on the 
carbon peaks reflects the current inhomogeneity and diffusion limitations across the electrode due to 
the reasons discussed previously. 
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Figure 5.5.2 Raman spectra collected ex situ from the cross section of Ni impregnated CGO 
electrodes along a single line at different distances from the surface (-1 µm being adjacent to 
the surface) after 5 hours exposure to 95% CO2 – 5% CO at -100 mA. 
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Figure 5.5.3 Impedance spectra taken in 5% CO – 95% CO2 at 600 °C before and after the 5 
hour experiment at -100 mA. 
(a) (b) 
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Impedance measurements (no bias) in 95% CO2 – 5% CO gas mixture were taken after the 5 hour 
exposure to this gas composition while polarising the cell to a current of -100 mA. Primarily, carbon 
affects the performance of the electrode by covering and deactivating the catalytic site, as well as 
diffusing into the catalyst and thus destroying it.[15,56] That should be reflected in a decrease in the 
TPB of the electrode and therefore a higher resistance of the charge transfer reaction. As has been 
discussed in Section 4.4, the charge transfer reaction of the fuel electrode is masked by other 
processes in the spectrum and therefore no conclusion can be made regarding these changes from 
Figure 5.5.3. However the low frequency arc has significantly increased after the experiment. This 
behaviour was observed in all electrodes exposed to 95% CO2 – 5% CO for 5 hours, including those 
that had no carbon formations. This is therefore attributed to the CGO capacitive effect. Prolonged 
exposure to 95% CO2 – 5% CO changes the oxygen content across the CGO phase of the electrode. 
The chemical relaxation process associated with the variation in the oxygen content leads to the 
increase in the low-frequency pseudo-capacitive response in the EIS. 
5.5.2 Fuel-composition effect 
The presence of hydrogen atoms is known to have an effect on the morphology of carbon 
depositions. For example, DFT calculations have shown that H2 assists the dissociation of the 
CO(ad) to C(ad) and OH(ad).[62] Hydrogen is produced in the CH4 dissociation reaction (refer to 
Figure 5.3.3) and therefore will play an important role in experiments with biogas. 70% CH4 – 30% 
CO2 gas composition will clearly favour carbon deposition in line with thermodynamic predictions 
(Figure 5.3.2). However, results of in situ Raman measurements in 70% CH4 – 30% CO2 gas 
composition at 600 °C did not reveal any surface deposits as shown in Figure 5.5.4. Limitations of in 
situ Raman technique, particularly the fact that it can only probe the surface of the electrode, and not 
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the bulk, have been discussed in details in Chapter 3. Thus, cross sectional ex situ Raman analysis 
has been carried out in order to confirm or disprove the absence of carbon deposits in the electrode. 
Averaged spectra from several measurements are shown Figure 5.5.5a and demonstrate carbon 
formation close to the surface of the electrode, but the peaks become extremely dispersed and almost 
disappear as the electrode/electrolyte interface is approached. The fact that we don’t see carbon D 
and G peaks in the bulk of the electrode suggests that the composition at the electrode/electrolyte 
interface is different from the composition at the gas/electrode interface. The thermodynamic 
calculations shown in Figure 5.3.1 suggests that part of the gas will be converted into H2 and CO 
through the dry reforming reaction. The equilibrium gas composition at 600 °C is 12% CO – 14% 
CO2 – 16% CH4 – 58% H2. It is shown in Figure 5.3.2 that this gas composition approaches the 
thermodynamically carbon-free region, although it still lies in the carbon deposition region. 
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Figure 5.5.4 Integrated G peak area obtained from spectra collected in situ from the surface of 
Ni/CGO electrode as a function of time during the electrode exposure to 70% CH4 – 30% CO2 
with -100 mA bias. 
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Changes in gas-phase composition in conventional Ni/YSZ with methane fuel streams have been 
discussed by Barnett et al.[149] They have shown that the use of a barrier layer with porosity ɸ = 
0.175 impedes the rapid flow of methane into the bulk of the electrode and in certain cases can 
prevent carbon formation. Although there are no dedicated barrier layers on top of our electrodes, the 
porosity of the electrodes themselves is comparable – ɸ = 0.20.[196] That goes some way towards 
explaining the accumulation of carbon close to the surface when the cell is kept at OCP. 
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Figure 5.5.5 Raman spectra collected ex situ from the cross section of Ni infiltrated CGO 
electrodes along a single line at different distances from the surface (-1 µm being adjacent to 
the surface) after 5 hours exposure to 70% CH4 – 30% CO2 at (a) OCP and (b) -100 mA. 
(a) 
(b) 
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In addition to an overall decrease in the intensity, the lower three spectra in Figure 5.5.5a 
demonstrate a highly dispersed peak at ≈1500 cm-1. The broad peak seems to be present on the upper 
two spectra as well, but is masked by carbon D and G peaks. The nature of this peak remains unclear, 
but it may be attributed to a highly amorphous type of carbon. Extremely high defect concentrations 
can cause a decrease in the average bond angle and change the carbon atom connectivity as was 
briefly discussed in Section 2.3.2. That is reflected in a reduction of intensity of the D peak and D’ 
peaks and downward shift in frequency of the G peak to ~1510 cm
-1
. Equally, luminescence caused 
by electronic transitions of lanthanide ions have been reported to give rise to an ensemble of broad 
peaks between 1000 cm
-1
 and 1700 cm
-1
 in Raman spectra.[179] These ions are sometimes present as 
impurities at the ppm level in cerium-based reagents.[179] 
When the cell is polarised to -100 mA (EC mode) in biogas (30% CO2 – 70% CH4), carbon is 
deposited across the whole depth of the electrode. This is demonstrated in Figure 5.5.5b. However, 
the morphology of the deposition is different as indicated by changes in G peak intensity and 
dispersion. The peak becomes narrower and more intensive close to electrode/electrolyte interface. 
Although these changes in G peak indicate a more graphitic nature of carbon, presence of both D and 
D’ mean that a significant number of defects are still present. 
Taking into account the results shown in Figures 5.5.1b and 5.5.5b, it is likely that two different 
processes are responsible for the carbon formation in the electrode polarised to -100 mA in biogas. 
This is in contrast to a single mechanism involved in carbon formation under the CO – CO2 mixture 
and -100 mA (Figure 5.5.1b). Significantly more amorphous carbon is known to be the results of 
CH4 disassociation – part of the dry reforming that is likely to occur close to the surface of the 
electrode. CO2 disassociation, on the other hand, can result from the electrode polarisation and is 
known to incur graphitic carbon deposits.[211] Again, certain variation in peak intensities were 
observed across the electrode, but the trend of carbon formation was always the same, as depicted in 
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Figure 5.5.5. The effects of the current collector configuration on the carbon formation when the cell 
is operated with methane has been reported previously.[220] The non-porous region of the current 
collection may affect the partial pressures of the gases on the electrode and hence induce the local 
changes in gas compositions and hence the thermodynamic considerations in these places. 
5.6 Change of the microstructure 
Good microstructural stability of the electrode is essential for the advancement of the infiltration 
technique. De-wetting between Ni and CGO phases and particle coarsening have been discussed by 
Lomberg et al.[190] Addition of low surface energy oxides, such as MgO, has been suggested to 
prevent these issues.[221] It was reported that the agglomeration of Ni particles had been observed 
after 4 days of cell operation in dry H2.[190] The current study is limited to 5 hour experiments and 
as such only considers short term structural degradation. 
Formation of filamentous carbon has been observed to occur within Ni/YSZ electrodes after 5 hrs 
exposure to methane at 600 °C.[180] Carbon filament formation has also been recently observed 
after co-electrolysis of H2O and CO2 in Ni/YSZ supported SOCs at high current densities.[86] 
Formation of carbon whiskers has been proposed as an initial mechanism for carbon dissolution into 
the Ni that leads to irreversible degradation of the electrode structure.[56] The solubility of carbon in 
Ni is high, about 0.9 at% at 900 °C, i.e. for each 1000 atoms of Ni there are 9 atoms of C in the 
structure, whilst equation 4.7 gives ca 0.2 at% solubility at 600 °C.[222] The nucleation of 
filamentous carbon is caused by the formation of a supersaturated carbon solution within the Ni. 
However, doping Ni/YSZ electrodes with ceria was shown to change the morphology of carbon 
towards amorphous surface-located structures, which are less detrimental to the electrode.[15] It is, 
therefore, important to distinguish between the carbon deposited on the surface on Ni and the carbon 
dissolving into the Ni particles. Surface carbon may be easier to remove electrochemically, unless it 
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forms highly graphitic structures, whilst dissolution of carbon into the Ni causes irreversible damage 
to the electrode, e.g. metal dusting.[66] 
Raman analysis in the current study has shown that the carbon formed on Ni infiltrated electrode is 
amorphous, but there is no indication of whether it dissolves into the Ni or remains on the surface of 
the catalyst. SEM analysis provides further insights into the mechanism of carbon formation and 
indicates the formation of whisker-type structures as shown in Figure 5.6.1c and 5.6.1d. It has been 
previously proposed that carbon can diffuse through the metal particle and precipitate at the backside 
until the particle is lifted up from the substrate and the filament is formed.[181] Filament thickness 
varies with temperature – long 30 – 40 nm thick carbon filaments have been observed at 500 °C on 
Ni/YSZ electrodes exposed to dry methane.[130] It was also reported that at higher temperatures, 
filaments of 60 – 110 nm thickness are usually formed under the same conditions.[130] Since the 
whisker size is likely to be related to the Ni particle size, which catalyse the formation of these 
structures, thicker filaments may be indicative of Ni particle agglomeration. These thicker filaments 
have also been shown to encapsulate smaller nickel particles.[130] 
An electrocatalytic mechanism catalysed by YSZ particles has been proposed for carbon nanotube 
(CNT) growth in Ni-YSZ electrodes during CO2 and H2O electrolysis.[87] It is suggested that CO 
adsorption on the YSZ surface is followed by its disassociation into an oxide ion, which occupies the 
oxygen vacancy within zirconia, and a surface carbon atom. Mixed ionic conductivity on the ceramic 
phase is essential for this mechanism to function. Mogensen et al. suggest that zirconia exhibits 
mixed ionic and electronic conductivity under strong polarisation.[87] A similar mechanism may be 
at work in our electrodes, since CGO is well known for its mixed conductivity under reducing 
conditions.[33] 
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Figure 5.6.1 SEM micrograph of (a) CGO scaffold before Ni infiltration;(b) x10 Ni-infiltrated 
CGO scaffold and x10 Ni-infiltrated CGO scaffold after 5 hour exposure to (c) 95% CO2 - 5% 
CO and (d) 30% CO2 – 70% CH4 with -100 mA bias. 
SEM micrographs before and after Ni impregnation are shown in Figure 5.6.1a and Figure 5.6.1b 
respectively. The CGO scaffold appears to be covered with an uninterrupted layer of Ni after 10 
infiltrations. At the same time it is still possible to distinguish individual Ni particles in Figure 
5.6.1b, roughly 100 nm in diameter. According to the SEM analysis presented in Figure 5.6.1, ca. 
100 nm thick carbon filaments are formed after 5 hour exposure to 95% CO2 – 5% CO under -100 
mA bias. Although carbon nanotube formation in Ni/YSZ electrodes has been reported in several 
studies, no comments have been made regarding the nanotube geometrical structure.[15,180] Based 
on Raman and SEM analysis, it is concluded that amorphous carbon nanotubes (a-CNTs) are formed 
in the electrodes.[127] These are multi-walled structures, since the dimensions of the filamentous 
structures (Figure 5.6.1c) are significantly larger than would be expected for a single-walled 
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nanotube. In addition, an ideal single-walled nanotube (SWNT) with perfect concentric graphene 
shells would demonstrate G peak splitting into G+ and G- assigned to circumferential and axial 
modes.[223] The Raman analysis did not provide any indication of this in the current study. There is 
no clear difference between the amorphous multi-walled carbon nanotube and a carbon filament. 
Since the use of the term nanotube without providing additional information regarding the 
geometrical properties of the structure can be misleading, it is suggested that these structures should 
be referred to as filaments. While it is likely that some carbon dissolves into the Ni of the electrodes, 
it will also encapsulate smaller particles which then remain inside the filaments as has been 
demonstrated in other studies.[87,130] The thickness of the carbon filaments is similar to the 
characteristic dimensions of the Ni particles in our electrodes, suggesting that carbon might be 
precipitating at the rear of the particle to form a graphite whisker as was hypothesised in previous 
studies.[171] The results also indicate that filaments are formed both with and without the presence 
of CH4, contrary to the conclusion of Alstrup et al. that filaments are only formed when CH4 is 
present.[63] Alstrup et al. have employed Ni/SiO2 electrodes and have not considered bias effects in 
their studies. This emphasises the effect of polarisation and the choice of the ceramic phase of the 
electrode on the mechanism of carbon formation. However, the filaments formed in 30% CO2 – 
70% CH4 tend to be longer as can be seen in Figure 5.6.1d, and are therefore more likely to cause 
mechanical damage to the electrode. 
Another significant issue with carbon formation is the cracks that develop in the cell and can result in 
the abrupt failure.[220] Delamination of the electrode due to carbon deposits promoted by cell 
polarisation in (co-) electrolysis conditions has been reported previously. [86,90] Structural 
differences on the interface between the electrode and the electrolyte are examined in Figure 5.6.2. 
Chosen SEM micrographs are characteristic of the whole interface on the corresponding electrode. 
Whisker-like structures, identified as carbon filaments are seen on the interface only in those samples 
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that have been polarized during the experiment. That is consistent with the Raman analysis of the 
electrodes’ cross sections. Delamination occurred only when the electrode was polarised while 
exposed to the gas mixture containing methane. This gas composition thermodynamically favours 
carbon deposition (Figure 5.3.1), unlike the CO – CO2 mixture used in the previous experiments. 
Samples polarised in methane have also demonstrated a much stronger carbon Raman signature 
(Figure 5.5.5b). It is likely that the increased rate of carbon formation causes Ni dusting, occurring 
via direct growth of graphite into the metal, and local expansion of the electrode structure close to 
the electrode. This expansion results in fracture of the cell observed in Figure 5.6.2d. 
  
   
Figure 5.6.2 SEM micrographs of the electrode/electrolyte interface after 5 hour exposure to 
the corresponding gas mixtures without (a, b) or with (c, d) bias of -100 mA. 
 
 
 
A OCP 5%CO-95%CO2 B OCP 70%CH4-30%CO2 
D -100mA 70%CH4-30%CO2 C -100mA 5%CO-95%CO2 
1 µm 1 µm 
1 µm 1 µm 
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5.7 Towards robust SOEC electrodes 
Operation under conditions that thermodynamically favour carbon deposition will only be possible if 
the electrode is specifically designed to be resistant to carbon formation. At the same time as being 
by far the most widely used catalyst in SOC technology, Ni is also a good catalyst for C-C bond 
formation. Numerous studies report SOFC degradation and failure due to carbon formation on the 
electrode.[14–18,56,115,137,180] Recent studies, including this, have also shown that the same 
problem persists in electrolysis conditions. [86,87,90,162] It has been hypothesised that doped ceria 
can provide sufficient electrocatalytic activity alone and the metal component is only required for 
efficient current collection.[172] In that case, the choice of metal should be dictated by its 
conductivity, rather than its catalytic activity. That makes Cu an ideal candidate, as it is an excellent 
conductor and poor C-C and C-H bond activation catalyst.[189,217] The solubility of C in Cu is also 
much lower than that in Ni.[222]  
Conventional cermet electrode manufacturing techniques do not allow the use of pure Cu because of 
its low melting temperature.[143,189] The infiltration technique helps to avoid high sintering 
temperatures and provides the opportunity to develop carbon-tolerant Cu/CGO electrodes. 2M 
Cu(NO3)2 solution have been used to infiltrate CGO scaffold in order to produce Cu-infiltrated 
electrodes for the current study. The infiltration procedure was identical to the one that has been 
described for the Ni-based samples. The investigation of Cu/CGO electrodes in this study aims to 
compare their electrochemical performance and carbon tolerance with equivalent Ni/CGO 
electrodes. 
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Figure 5.7.1 EIS response of symmetrical cells at 600 °C in the gas stream of 50% H2 and 50% 
N2, humidified at room temperature. (a) Symmetrical Cu/CGO cell and (b) symmetrical 
Ni/CGO cell. 
It has been previously discussed (Section 4.4) that the in situ Raman test rig is not well suited for the 
electrochemical characterisation of the electrodes. Therefore, Ni/CGO and Cu/CGO electrode 
performance have been tested in the symmetrical cell configuration as shown in Figure 5.7.1a. The 
cells were tested at 600 °C in the gas stream of 50% H2 – 50% N2, humidified at room temperature. 
Results of the measurements over the frequency range of 100 kHz to 0.1 Hz are shown in Figure 
5.7.1a and 5.7.1b. The, negative imaginary resistance at high frequencies corresponds to the 
inductive component, most likely originating from the leads in the test rig. The ohmic resistance 
(ROhm), extracted from the intercept of the spectra with the real axis is attributed to the response of 
the electrolyte, current collectors and the resistance of the leads. The values of ROhm, estimated from 
the insets in Figure 5.7.1a and 5.7.1b, are 7.5 Ω and 6.6 Ω for Cu/CGO and Ni/CGO symmetrical 
cells respectively. Since Cu has a better electronic conductivity, the Cu/CGO electrode could be 
expected to have a lower ROhm. However, this is not the case, on the contrary, Cu/CGO electrode has 
~1 Ω larger ROhm. The difference in the ohmic resistance is likely due to by the contribution of the 
contact resistance between the current collectors and the electrodes as well as between the 
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potentiostat connectors and the current collector leads (since the measurements were performed in a 
2-point configuration). 
Both spectra in Figure 5.7.1 exhibit high frequency arcs with the characteristic time constant of ca. 
80 µs, estimated as τ = 1 2πfc⁄
, where the cutoff frequency fc was assumed to be 2000 Hz. The process 
is assigned to charge-transfer resistance at the electrodes. Equivalent resistance for this process can 
be roughly estimated as 0.4 Ω from the insets in Figures 5.7.1a and 5.7.1b. The geometric area of 
each electrode is ca. 1 cm
2, therefore the corresponding ASR is 0.2 Ω·cm2. This is in good agreement 
with the value reported for Ni/CGO electrodes elsewhere.[190] The large semicircle at low 
frequencies in Figure 5.7.1a and 5.7.1b is likely to correspond to the gas diffusion processes. The 
fact that the response at the very low frequencies approaches that of a resistor indicates that the 
characteristic size of the pore is smaller than the free path length of the diffusing particles. The low 
frequency semicircle is slightly larger in the Cu/CGO electrode, which most likely reflects the 
reduction in porosity of the sample compared to the Ni/CGO electrode. SEM-EDS analysis of the 
Ni/CGO and Cu/CGO electrode cross-sections suggests that Cu has a higher tendency to 
agglomerate, forming a relatively dense layer on the surface of the electrode as shown in Figure 
5.7.2a. This is likely to reduce gas diffusion in the electrode. Ni, on the other hand, is evenly spread 
across the whole electrode according to Figure 5.7.2b which may explain the higher diffusion 
resistance of the Cu/CGO electrode. However, the metal phase is distributed across the entire 
electrode in both cases, which is in line with FIB-SEM results for the Ni-infiltrated CGO electrode 
discussed earlier (Figure 5.4.1). 
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Figure 5.7.2 Cross-sectional SEM-EDX micrographs of (a) Cu/CGO anode and (b) Ni/CGO 
anode on Hionic electrolyte. EDX analysis: orange – Cu, green – Ni. 
Based on the EIS results in Figure 5.7.1 there are no significant differences in the performance 
between CGO scaffolds infiltrated with either Cu or Ni. This confirms the observation of Haile et 
al.[32], suggesting that metal component in CGO-based electrodes serves mainly as a current 
collector. Ex situ Raman characterisation of the cross-section of the Cu/CGO electrode performed 
after a 5 hour exposure to 70% CH4 – 30% CO2 at -100 mA indicated no carbon formation, as shown 
in Figure 5.7.3. Each spectrum shown in Figure 5.7.3 is the average of several spectra collected 
across the electrode following exactly the same procedure described earlier for the Ni/CGO electrode 
analysis. Spectra in Figure 5.7.3 are entirely free of carbon features. This is in line with the previous 
observations of stable operation achieved for the composite copper and ceria cermets under direct 
methane fuel cell operation (thermodynamically favourable for carbon formation).[2] Carbon 
deposits have been reported to form in considerably lower amounts in the copper and ceria systems 
tested in methane compared to the extensive carbon deposits formed during equivalent tests in the 
presence of nickel.[224] Results presented in this study demonstrate the absence of carbon deposits 
in Cu/CGO electrodes operated in electrolysis mode under simulated biogas. Ex situ Raman analysis 
of the snapped electrodes’ cross sections was performed in order to overcome the inherent near-
surface limitation of the Raman technique. The electrochemical performance of Cu/CGO electrodes 
5 µm 5 µm 
B A 
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was found to be on the same level as the performance of Ni/CGO electrodes, thus making Cu/CGO 
electrodes an excellent candidate for biogas upgrade in SOCs. 
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Figure 5.7.3 Raman spectra collected ex situ from the cross section of Cu impregnated CGO 
electrodes along a single line at different distances from the surface (-1 µm being adjacent to 
the surface) after 5 hours exposure to 70% CH4 – 30% CO2 at -100 mA. 
The performance of the electrodes discussed in this study has only been tested under H2. Although 
H2/H2O kinetics may not have a significant dependence on the nature of the metal component of the 
electrode, an early study on all-ceramic electrodes conducted by Gorte et al. has shown that when 
CH4 takes part in the electrochemical reactions on the electrode, small amounts of highly catalytic 
metal, such as Rh, increase the performance of the cell.[225] The metal phase was highly dispersed 
in the experiments performed by Gorte et al., and presumably did not affect the current-carrying 
properties of the electrodes, acting only as a catalyst. Although addition of Pt-group metals to 
Cu/CGO electrodes may be challenging due to strong tendency for alloy formation, precious metals 
can enhance kinetics of reactions involving hydrocarbons.[189,225] This, in combination with 
subsequent advances in the infiltration technique for SOC electrode manufacturing, is a prospective 
direction for future research. Although fabrication of the infiltrated electrodes is time consuming and 
not yet optimized for mass manufacturing, novel additive manufacturing techniques may help to 
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overcome this issue. Additive manufacturing techniques, such as selective laser sintering, have 
already been shown to be applicable to the fabrication of certain fuel cell components[226,227] and 
successfully applied to porous cermet electrode manufacture for other applications.[228] Provided 
that this technique can generate materials of the required porosity, it can potentially be applied for 
cost effective manufacturing of Cu/CGO electrodes. 
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6 Conclusions and outlook 
6.1 Conclusions 
The effects of gas composition and current density on carbon formation in SOCs have been 
identified. A novel experimental rig has been developed for the in situ Raman characterisation of the 
SOC electrodes. While Raman spectroscopy was used as a primary tool for carbon detection, the 
limitations of this technique were outlined in the thesis. Specifically, it was found that in situ Raman 
characterisation is not able to detect carbon formation in the bulk of the electrode in CO2 electrolysis 
conditions because of the insufficient laser penetration depth. Ex situ Raman characterisation was 
shown to provide valuable information about the carbon structure when used in combination with the 
SEM and the TEM results. 
The initial set of experiments on commercial SOC button cells demonstrated that both pure CO and 
syngas (50% CO – 50% H2) compositions cause carbon deposits at 600 °C. TEM analysis indicated 
the formation of encapsulating carbon around Ni particles on the electrodes exposed to syngas at 
OCP. Positive bias (FC mode) was shown to fully suppress carbon formation when the cell was 
operated in pure CO. When the cell was exposed to syngas, positive bias was able to reduce the 
overall amount of carbon, but was not able to fully suppress carbon formation. It was concluded that 
the presence of H2 facilitates carbon growth on Ni and hypothesised that H2 may introduce defects 
into the structure of carbon, which promote further surface carbon growth in agreement with the 
previous reports.[61,65] This is supported both by the absence of self-limited carbon growth in the 
electrodes when H2 is present and a more defected structure of carbon in the electrodes exposed to 
syngas compared to the electrodes exposed to pure CO. 
While positive bias was found to reduce or even suppress carbon formation, negative bias (EC mode) 
was found to promote carbon growth. However, unlike at OCP or in the FC mode, the carbon was 
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found to form preferentially close to the electrode/electrolyte interface and not on the surface of the 
electrode in the EC mode. This necessitated the cross sectional ex situ Raman mapping of the 
electrodes. Extensive experiments have been conducted on the in house made cells with Ni/CGO as 
well as Ni/YSZ electrodes. The cells were exposed to 500 °C and 50% CO – 50% CO2 on the fuel 
electrode. The experiments demonstrated that a current density of -100 mA cm
-1
 (EC mode) causes 
significant carbon deposition on the electrode in the first 3 µm next to the electrode/electrolyte 
interface. Employing the kinetic modelling approach, it was found that this volume of the electrode 
is responsible for 80% of charge transfer reactions. Based on these results it was suggested that the 
negative current, creating the driving force for O
2-
 removal from the fuel electrode, facilitates carbon 
deposition by stripping the adsorbed CO molecule of oxygen. 
Comparison of the results (for CO – CO2 electrolysis experiments) between the Ni/CGO and Ni/YSZ 
electrodes confirmed the improved carbon tolerance of CGO-based electrodes which is in line with 
previous reports.[35,110] The fact that the observed carbon deposition was localized in the volume 
of the electrode close to the electrolyte, made it possible to develop a targeted carbon mitigation 
strategy. A porous CGO interlayer between the electrode and the electrolyte was shown to 
significantly reduce carbon deposition and prevent the electrode delamination. It was hypothesised 
that the oxygen storage capacity of CGO can provide additional oxygen for a limited time which 
helps to re-oxidise the adsorbed carbon. Experiments on the cells with geometrically defined Ni 
electrodes helped to understand the mechanism of carbon formation in greater detail. The 
experiments strongly suggest that carbon dissolves through Ni and precipitates at the back side 
causing structural damage. This is in a good agreement with previously proposed mechanism for the 
growth of carbon filaments.[171,181] However, the experiments presented in the current work 
cannot be used as an unequivocal proof of such a mechanism. The experiments still allow for 
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alternative interpretations, e.g. development of micro-cracks leading to gas diffusion and carbon 
deposition at the bottom of Ni pattern. 
Promising results on the porous CGO interlayer, which helped to reduce carbon deposition, 
motivated further experiments described in chapter 5. Instead of screen-printing and sintering a 
Ni/CGO ink, a CGO scaffold was sintered on its own and then infiltrated with metal. This not only 
allowed an high TBP density to be achieved (confirmed by FIB-SEM)[196], but also allowed the use 
of metals with a lower melting point, e.g. Cu, for the electrodes. Experiments on Ni infiltrated CGO 
electrodes demonstrated carbon formation at 600 °C under electrolysis conditions in 5% CO – 95% 
CO2, whilst no carbon was observed under the same conditions without the bias. This emphasised the 
role of the kinetic effects in carbon deposition and also confirmed the results reported for the 
conventional Ni/CGO electrodes.[90]  
Biogas upgrading was identified as one of the prospective areas for the application of SOC 
electrolysis to convert the CO2 component of raw biogas into fuel. Therefore the Ni infiltrated CGO 
electrodes were tested in a 30% CO2 – 70% CH4 mixture for carbon deposition. It has been shown 
that while the electrodes only develop carbon deposits close to the electrode/electrolyte interface 
when exposed to CO2 – CO gas mixtures, the addition of CH4 triggers carbon formation across the 
whole electrode. Identification of two different mechanisms of carbon formation in the Ni infiltrated 
CGO electrodes was possible through the combination of thermodynamic modelling approach with 
the Raman cross-sectional analysis. Formation of a relatively graphitic carbon in the most 
electrochemically active part of the electrode was attributed to the electrocatalytic process. 
Thermodynamic predictions are in line with the observation of less graphitic carbon, formed closer 
to the gas/electrode interface in the presence of methane. This confirmed the observations by Swaan 
et al., attributing the less stable form of carbon formed on Ni in CO2 – CH4 gas mixture to the effect 
of methane activation.[211] 
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The facts that infiltrated electrodes do not require sintering at high temperatures, made it possible to 
fabricate and test Cu-based electrodes in this work. Ceria impregnated Cu electrodes have previously 
been found to be poor electro-catalysts for H2 oxidation.[143] However, the performance of Cu/CGO 
electrodes towards hydrogen electro-oxidation was found to be on the same level as Ni-based 
electrodes in this study. This confirms the hypothesis proposed by Haile el al., that the metal-
catalysed pathway does not contribute significantly to electrocatalysis.[32] This, however, should not 
be extended to the operation of hydrocarbons without further investigation. Cu is known to have a 
poor electrochemical oxidation activity and works that has previously used Cu on the electrodes 
relied on ceria for hydrocarbon oxidation.[2,143,229] Use of Cu for improving the electric 
conductivity of the electrode, whilst relying on ceramic phase for electrochemical oxidation activity, 
may be an effective strategy for carbon-tolerant electrodes. At the same time, electrodes based on 
Cu-Co mixtures showed improved electro-catalytic both towards H2 and CH4 compared to the 
activity of electrodes prepared with only Cu.[230] Successful manufacturing of Co-Cu bimetallic 
CGO electrodes with good carbon tolerance has been recently demonstrated.[231] Provided that Co-
Cu metallic solution is optimised in terms of catalytic activity and long-term stability, such 
electrodes represent an excellent candidate for biogas upgrade. Cu infiltrated CGO electrodes were 
unequivocally demonstrated to suppress carbon deposits in aggressive biogas mixtures in the present 
work. High electrocatalytic activity in combination with carbon tolerance makes the Cu infiltrated 
CGO electrode a desirable candidate for reversible SOCs.  
6.2 Future work 
Conditions that favour carbon-induced degradation of the SOC fuel electrode, particularly in 
electrolysis mode, have been identified in this work. Based on the in situ and ex situ analysis, 
mitigation strategies have been suggested and their effectiveness has been tested. It is suggested that 
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future work should be based on the achieved results. It could be of particular interest to develop a 
more fundamental understanding of the carbon interaction with Ni in SOCs and the role of CGO in 
carbon oxidation. It was suggested in this thesis that (a) carbon dissolves through Ni and (b) CGO 
serves as an additional source of oxygen that helps to re-oxidise the adsorbed carbon. Figure 6.2.1 
serves to illustrate what might be happening during the CO2 electrolysis on the interfaces of Ni/YSZ 
and Ni/CGO. While carbon diffusion through Ni is only shown for the Ni/YSZ system, it can also 
occur in the Ni/CGO system. However, carbon is less likely to diffuse through Ni in the Ni/CGO 
system because it can re-oxidise as shown in Figure 6.2.1b. Oxygen that re-oxidises the adsorbed 
carbon is generated by the CO2 reduction reaction taking place on CGO. Catalytic activity of the 
ceramic phase is essential for that mechanism to work. CGO is known to be active towards hydrogen 
electro-oxidation.[32] It is, however, unclear whether this can be extended to CO2 electrode-
oxidation. 
Tracer experiments on patterned Ni/CGO electrodes could be used to find out whether CO2 electro-
oxidation takes place on the CGO surface. Several CGO pellets can be annealed in 
18
O isotope 
enriched gas in order to incorporate 
18
O in their structure.[232] Then a Ni geometrical pattern can be 
deposited on the CGO. One set of the cells should be tested in CO2 electrolysis conditions and 
another set under H2O electrolysis. Secondary ion mass spectrometry (SIMS) can be used to analyse 
the distribution of the isotope in the samples before and after the experiments.[232] If CGO is active 
towards the electro-oxidation of CO2, part of 
18
O should be replaced by 
16
O from the gaseous CO2. 
Additionally, a mass spectrometer can be used to analyse the exhaust gas in order to check whether 
the oxygen isotope from the CGO structure takes part in carbon re-oxidation. The CO on the outlet 
would contain 
18
O in that case. 
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Figure 6.2.1 A mechanism of the electrochemical reaction on the TPB (a) of the Ni/YSZ system 
involving C diffusion through Ni and (b) C oxidation and desorption in Ni/CGO system. 
The results in Section 4.4.2 suggest carbon diffusion though Ni. However, it is necessary to ensure 
that the carbon deposits under the Ni pattern are not due to the gas diffusion through the cracks at the 
interface between Ni and YSZ (or CGO). In order to prevent carbon diffusion through Ni, it can be 
covered with a thin layer of Cu, which is known to have a very low carbon solubility.[222] In the 
case that carbon deposition is caused by the gas diffusion through the cracks, the Cu layer should not 
prevent carbon deposition. However, if carbon diffuses through Ni, the Cu layer should block or 
strongly affect the carbon ability to diffuse through Ni. 
Only short term experiments (0.5 – 5 hours) have been considered in this work. The purpose of this 
was to outline the harshest conditions in terms of carbon deposition and try to mitigate the carbon-
induced degradation in those conditions. However, when certain mitigation strategies are established, 
it is necessary to check their effectiveness both on a short and on a long term. A good example where 
the long term experiments are likely to produce different results from the short term is the testing of 
the CGO interlayer effect. While the CGO interlayer was shown to significantly reduce carbon 
deposition on a short term (Section 4.3.4), it is unclear whether it will provide the same protection on 
a longer term basis. The suggested mechanism is inherently short-term. According to the proposed 
hypothesis, as soon as the CGO is fully reduced, it will stop to supply oxygen to the electrode and 
(a) (b) 
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therefore protect it from carbon deposition. A long term study should be conducted in order study the 
limitations of the mitigation strategy proposed in Section 4.3.4. 
The electrochemical performance of the Cu/CGO electrode was shown to be comparable to the 
Ni/CGO electrode and the absence of carbon deposition on the Cu/CGO electrode was confirmed 
with the ex situ Raman cross-sectional analysis. This suggests that CGO may provide the required 
electrocatalytic activity on the electrode and the metal is only necessary for the efficient current 
collection. However, when CH4 participates in electrochemical reactions on the electrode, small 
amounts of highly catalytic metals are known to increase the performance of the cells with ceria-
based electrodes.[225] It is likely that small quantities of (highly catalytic) metals other than Cu, will 
not affect the electrode’s ability to operate without forming carbon deposits. However, it would be 
useful to find a threshold for a particular metal to catalyse carbon deposits, by conducting a further 
series of experiments with the relevant electrodes.  
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APPENDIX A 
Table 1 MatLab script used for Raman D peak integration 
%% Import matrix 
filename = 'D:\Documents\Imperial\Experimental data\Raman\CO-CO2 electrolysis measurement\Sample.txt'; 
intergatedfile = 'C:\Users\vd1111\Documents\Imperial\Experimental data\Raman\Integration\D peak Integral.txt'; 
map = load(filename); 
%% Integration 
[x,y] = size(map); 
integral = zeros(x,1); 
for i = 2:x 
freq = fliplr (map(1,216:333)); %% Peak 1500cm-2 - 1700cm-2 (D peak) 
intens = fliplr (map(i,216:333)); 
baseline = mean(fliplr (map(i,160:200))); 
integral(i,1) = (trapz(freq,intens)-baseline*(333-216)); %% Baseline substraction 
if (integral(i,1) < 0) 
integral(i,1)=0; 
end 
end 
result = zeros (x,3); 
result (:,1) = map (:,1); 
result (:,2) = map (:,2); 
result (:,3) = integral (:,1); 
%% Exports ASCII data 
dlmwrite('D:\Documents\Imperial\Experimental data\Raman\Integration\D peak.txt',result,'delimiter','\t'); 
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APPENDIX B 
 
Figure 1 SEM micrographs of the NextCell™ (a) cross-section, (b) as-prepared Ni-based fuel 
electrode surface, (c) reduced fuel electrode, (d) fuel electrode exposed to CO/H2 (2:1) mixture 
for 30min at 600°C with 100mA 
 
 
Figure 2 EDX spectrum of Hionic electrolyte used in NextCell™. Main peaks are Sc at 4.09 
keV, Zr at 2.04 keV and Au at 2.1 keV (strong signal from gold is present due to sputtering of 
the sample for SEM analysis).  
