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Abstract
It is well known that the complete multipartite graphs can not be deter-
mined by their adjacency spectra. But in this paper, we prove that they can be
determined by their distance spectra, which confirms the conjecture proposed
by Lin, Hong, Wang and Shu.
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1 Introduction
In this paper, we only consider simple and undirected connected graphs. Let
G = (V (G), E(G)) be a graph of order n with vertex set V (G) and edge set E(G).
Let dG(v) and NG(v) denote the degree and neighbors of a vertex v, respectively.
D(G) = (auv)n×n denotes the distance matrix of G with auv = dG(u, v), where dG(u, v)
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†Correspondent author: Xiao-Dong Zhang (Email: xiaodong@sjtu.edu.cn)
1
is the distance between vertices u and v. The largest eigenvalue of D(G), denoted by
λ(G), is called the distance spectral radius of G. The research for distance matrix
can be dated back to the paper [6], which presents an interesting result that is the
determinant of the distance matrix of trees with order n is always (−1)n−1(n−1)2n−2,
independent of the structure of the tree. Recently, the distance matrix of a graph has
received increasing attention. For example, Liu [11] characterized the graphs with
minimal spectral radius of the distance matrix in three classes of simple connected
graphs with fixed vertex connectivity, matching number and chromatic number, re-
spectively. Zhang [14] determined the unique graph with minimum distance spectral
radius among all connected graphs with a given diameter. Bose, Nath and Paul [2]
characterized the graph with minimal distance spectral radius among all graphs with
the fixed number of pendent vertices.
Denote by Sp(D(G)) the set of all eigenvalues of D(G) including the multiplicity.
Two graphs G and G′ are called D-cospectral if Sp(D(G)) = Sp(D(G′)). A graph G
is determined by its D-spectral if Sp(D(G)) = Sp(D(G′)) implies G ∼= G′. There are
three excellent surveys ([3], [4] and [5]) that which graphs can be determined by their
spectra.
Lin et al.[9] characterized all the connected graphs with smallest eigenvalue is −2,
and proposed the following conjecture:
Conjecture 1.1 [9] Let G = Kn1,n2,...,nk be a complete k-partite graph. Then G is
determined by its D-spectrum.
Moreover, they proved that the conjecture is true for k = 2. On the other hand,
it is well known that complete multipartite graphs can not be determined by their
spectra. For example, K1,4 is not determined by its spectra, since K1,4 and the union
of cycle of order 4 and an isolated vertex have the same spectrum but not isomorphic.
In this paper, we will give a positive answer for this conjecture.
2 Main Results
Before the proof of the conjecture, we need the following theorems and lemmas.
Theorem 2.1 [9] Let G be a connected graph and D be the distance matrix of G.
Then the smallest eigenvalue of D(G) is equal to −2 with multiplicity n − k if and
only if G is a complete k-partite graph for 2 ≤ k ≤ n− 1.
2
Theorem 2.2 [9] Let G = Kn1,...,nk be a complete k-partite graph. Then the Charac-
teristic polynomial of D(G) is
PD(λ) = (λ+ 2)
n−k
[
k∏
i=1
(λ− ni + 2)−
k∑
i=1
ni
k∏
j=1,j 6=i
(λ− nj + 2)
]
.
On symmetric function, we follow notations in the Chapter 7 of the book Enu-
merative Combinatorics [12]. For any given nonnegative vectors a = (a1, ..., ak), x =
(x1, ..., xk), ci is a real number and x
a = xa11 x
a2
2 ...x
ak
k .
Definition 2.3 Let x = (x1, x2, ..., xk) ∈ Rk, f(x) is called the symmetric function
of degree d if
f(x1, ..., xk) =
∑
(a1,...,ak)∈V
ca1,...,akx
a1
1 ...x
ak
k
where V is the set of k dimensional nonnegative integer vectors, ca1,...,ak ∈ R and f(x)
satisfies the following conditions:
(a)f(x1, ..., xi, ..., xj , ..., xk) = f(x1, ..., xj , ..., xi, ..., xk), 1 ≤ i < j ≤ k;
(b) d = maxa∈V{a1 + a2 + ...+ ak}.
Let
ψt(x) =
k∑
j=1
xtj.
It is well known that
Theorem 2.4 ([12]) For any symmetric function f(x), there exists a unique function
F (x) =
∑
a∈V cax
a ,where V is the subset of k dimensional nonnegative integer vectors,
such that f(x) = F (ψ1(x), ψ2(x), ..., ψk(x)).
Lemma 2.5 Let
g(λ) :=
k∏
i=1
(λ− ni + 2)−
k∑
i=1
ni
k∏
j=1,j 6=i
(λ− nj + 2)
:=
k∑
i=0
ξiλ
k−i
with
∑k
i=1 ni = n. Then there exists a unique function F
(i)(y) =
∑
a∈Vi
cay
a with
y = (y1, · · · , yi) such that
ξi = F
(i)(ψ1(n1, ..., nk), ψ2(n1, ..., nk), ..., ψi(n1, ..., nk)), i = 1, · · · , k,
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where Vi is the subset of i dimensional nonnegative integer vectors. Moreover, there
are some nonzero constants ci such that F
(i)(y1, y2, ..., yi)− ciyi is a function on vari-
ables y1, · · · , yi−1 for i = 1, · · · , k, i.e., F (i)(y1, y2, ..., yi) = ciyi +G(i)(y1, · · · , yi−1).
Proof. Clearly, ξ0 = 1, and ξ1 = −2ψ1(n1, ..., nk)+2k. For 1 < i ≤ k, it follows from
the definition that
ξi = (−1)i
∑
1≤j1<j2<...<ji≤k
(nj1 − 2)(nj2 − 2)...(nji − 2)
−
k∑
l=1
nl(−1)i−1
∑
1≤j1<j2<...<ji−1≤k,l/∈{j1,...,ji−1}
(nj1 − 2)(nj2 − 2)...(nji−1 − 2)
= (−1)i
∑
1≤j1<j2<...<ji≤k
(nj1 − 2)(nj2 − 2)...(nji − 2)
+(−1)i
k∑
l=1
∑
1≤j1<j2<...<ji−1≤k,l/∈{j1,...,ji−1}
(nj1 − 2)(nj2 − 2)...(nji−1 − 2)(nl − 2)
+2(−1)i−1
k∑
l=1
∑
1≤j1<j2<...<ji−1≤k,l/∈{j1,...,ji−1}
(nj1 − 2)(nj2 − 2)...(nji−1 − 2).
= (−1)i(i+ 1)
∑
1≤j1<j2<...<ji≤k
(nj1 − 2)(nj2 − 2)...(nji − 2)
+(−1)i−12(k + 1− i)
∑
1≤j1<j2<...<ji−1≤k
(nj1 − 2)(nj2 − 2)...(nji−1 − 2).
Hence ξi is a symmetric function of degree i on the variables (n1, ..., nk) for i =
1, · · · , k. Then, by Theorem 2.4, there exists a unique function F (i)(y) =∑a∈Vi caya
on y = (y1, · · · , yi) such that
ξi = F
(i)(ψ1(n1, ..., nk), ψ2(n1, ..., nk), ..., ψi(n1, ..., nk)).
Moreover, the coefficient in single term of ξi with maximum degree i is (−1)i(i+ 1).
Hence the coefficient of F (y) =
∑
a∈Vi
cay
a on variable yi is a constant. Hence the
assertion holds.
Lemma 2.6 Let
g(λ) :=
k∏
i=1
(λ− ni + 2)−
k∑
i=1
ni
k∏
j=1,j 6=i
(λ− nj + 2)
:=
k∑
i=0
ξiλ
k−i
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with
∑k
i=1 ni = n. Then there exists a unique function H
(i)(y) =
∑
a∈V cay
a such that
ψi(n1, ..., nk) = H
(i)(ξ1(n1, · · · , nk), ξ2(n1, · · · , nk), · · · , ξi(n1, · · · , nk), where Vi is the
subset of i dimensional nonnegative integer vectors,i = 1, · · · , k.
Proof. We prove the assertion by the induction on i. For i = 1, clearly, there exists
a function H(1)(y) = H(1)(y1) = −12y1 + k such that ψ1(n1, · · · , nk) = −12ξ1 + k since
ξ1 = −2ψ1+2k. Assume that the assertion holds for i = 1, · · · , t. In other words, there
exist H(1)(y), · · · , H(t)(y) such that ξj(n1, · · · , nk) = H(j)(ξ1, · · · , ξj) for j = 1, · · · , t.
For i = t+ 1, by Lemma 2.5, there exists a unique function F (t+1)(y) =
∑
a∈Vt+1
cay
a
with y = (y1, · · · , yt+1) such that
ξt+1(n1, · · · , nk) = F (t+1)(ψ1(n1, · · · , nk), · · · , ψt+1(n1, · · · , nk))
= ct+1ψt+1(n1, · · · , nk) +G(t+1)(ψ1(n1, · · · , nk), · · · , ψt(n1, · · · , nk)).
Hence
ψt+1(n1, · · · , nk) = − 1
ct+1
ξt+1(n1, · · · , nk)−G(t+1)(ψ1(n1, · · · , nk), · · · , ψt(n1, · · · , nk)).
Hence there exists a unique functionH(t+1)(y) =
∑
a∈V cay
a such that ψt+1(n1, · · · , nk) =
H(i)(ξ1(n1, · · · , nk), ξ2(n1, · · · , nk), · · · , ξt+1(n1, · · · , nk)). So the assertion holds.
Lemma 2.7 For any given vector z = (z1, z2, ..., zk), if the equations system
ψt(x) = zt, i.e.,
k∑
i=1
xti = zt, t = 1, · · · , k
with unknown variables x1, · · · , xk has two nonnegative solutions with x = (x1, · · · , xk) =
(a1, · · · , ak) and x = (b1, · · · , bk), then there is a permutation σ such that a = (a1, · · · , ak) =
(bσ(1), · · · , bσ(n)).
Proof. We prove the assertion by the induction on k. For k = 2, it is easy to the
system x1+x2 = z1, x
2
1+x
2
2 = z2 with unknown variables x1, x2 has two solutions with
(x1, x2) = (
z1+
√
4z2−z21
2
,
z1−
√
4z2−z21
2
) and (x1, x2) = (
z1+
√
4z2−z21
2
,
z1+
√
4z2−z21
2
). Hence
the assertion holds. Assume that the assertion holds for the number less than k.
Moreover, assume that the equations system
ψt(x) = zt, i = 1, · · · , k
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with unknown variables x1, · · · , xk has two nonnegative solutions with x = (x1, · · · , xk) =
(a1, · · · , ak) and x = (b1, ..., bk). Then we claim that there exist 1 ≤ i, j ≤ k such
that ai = bj . In fact, otherwise, without loss of generality, assume that a1 = · · · =
ap > ap+1 ≥ · · · ≥ ak and a1 > b1. Then ψt(a) = ψt(b) for t = 1, · · · , k. Since ψt(x) is
symmetric function, by Theorem 2.4, there exists a unique function F (x) such that
ψt(x) = F (ψ1, · · · , ψk) for all t ≥ 1. Hence ψt(a) = ψt(b) holds for all t ≥ 1. Then
p+
k∑
i=p+1
(
ai
a1
)t
=
k∑
i=1
(
bi
a1
)t
,
for all t ≥ 1. Therefore
p+
k∑
i=p+1
lim
t→∞
(
ai
a1
)t
= lim
t→∞
n∑
i=1
(
bi
a1
)t
,
which implies that p = 0. It is impossible. So the claim holds. Therefore there
exist 1 ≤ i, j ≤ k such that ai = bj . Moreover, it is easy to see that the equations
system
∑k−1
l=1 x
t
l = zt − ati for t = 1, · · · , k − 1 has two solutions (x1, · · · , xk−1) =
(a1, · · · , ai−1, ai+1, · · · , ak) and (x1, · · · , xk−1) = (b1, · · · , bj−1, bj+1, · · · , bk). By the in-
duction hypothesis, there exists a permutation σ1 such that (b1, · · · , bj−1, bj+1, · · · , bk) =
(aσ1(1), · · · aσ1(i−1), aσ1(i+1), · · · , aσ1(k)). Hence the assertion holds.
Now we are ready to present our main theorem
Theorem 2.8 [9] Let G = Kn1,n2,···,nk be a complete k−partite graph with sumki=1ni =
n. Then G is determined by its D-spectrum.
Proof.Let G′ be any simple graph with sp(D(G′)) = Sp(D(G)). Since G is complete
k−partite graph, by Theorem 2.1, G′ is complete k−partite graphs, since the smallest
eigenvalue of D(G) and D(G′) are equal to −2 with multiplicity n−k. Hence assume
that G′ = Kp1,···,pk with
∑k
i=1 pi = n. Let the function
fi(x1, · · · , xk) := (−1)i(i+ 1)
∑
1≤j1<j2<...<ji≤k
(xj1 − 2)(xj2 − 2)...(xji − 2)
+ (−1)i−12(k + 1− i)
∑
1≤j1<j2<...<ji−1≤k
(xj1 − 2)(xj2 − 2)...(xji−1 − 2),
for i = 1, · · · , k. By Lemma 2.5, there exists a unique function H(i)(y) with y =
(y1, · · · , yi) such that
ψi(x) =
k∑
j=1
xij = H
(i)(f1(x1, · · · , xk), · · · , fi(x1, · · · , xk))
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for i = 1, · · · , k. Since the coefficients of the characteristic polynomial of distance ma-
trices of D(G) and D(G′) are equal, we have gG(λ) = gG′(λ). Hence fi(n1, · · · , nk) =
fi(p1, · · · , pk) := θi. Therefore
ψi(n1, · · · , nk) = H(i)(f1(n1, · · · , nk), · · · , fi(n1, · · · , nk)) = H(i)(θ1, · · · , θk)
and
ψi(p1, · · · , pk) = H(i)(f1(p1, · · · , pk), · · · , fi(p1, · · · , pk)) = H(i)(θ1, · · · , θk)
for i = 1, · · · , k. Hence the equations system ψi(x1, · · · , xk) = H(i)(θ1, · · · , θk),
i = 1, · · · , k with unknown variables x1, · · · , xk has two solutions (x1, · · · , xk) =
(n1, · · · , nk) and (x1, · · · , xk) = (p1, · · · , pk). By Lemma 2.7, there exists a permu-
tation σ such that (n1, · · · , nk) = (pσ(1), · · · , pσ(k)). Hence G′ = Kp1,···,pk = Kn1,···,nk .
The assertion holds.
References
[1] J. A. Bondy and U. S. R.Murty, Graph theory with applications, Macmillan Press,
New York, 1976.
[2] S. S. Bose, M. Nath and S. Paul, Distance spectral radius of graphs with r pendent
vertices, Linear Algebra and its Applications, 435 (2011) 2828-2836.
[3] E. R. van Dam and W. H. Haemers, Which graphs are determined by their
spectra, Linear Algebra and its Applications, 373 (2003) 241-272.
[4] E. R. van Dam, W. H. Haemers and J. H. Koolen, Cospectral graphs and the
generalized adjacency matrix, Linear Algebra and its Applications, 423 (2007)
33-41.
[5] E. R. van Dam and W. H. Haemers, Developments on spectral characteriza- tions
of graphs, Discrete Math., 309 (2009) 576-586.
[6] M. Edelberg, M. R. Garey and R. L. Graham, On the distance matrix of a tree,
Discrete Math., 14 (1976) 23-29.
[7] A.Ilic´, Distace spectral radius of trees given matching number, Discrete Appl.
Math., 158 (2010) 1799-1806.
7
[8] H. Lin, W. Yang, H. Zhang and J. Shu, Distance spectral radius of digraphs with
given connectivity, Dicrete Math., 312 (2012) 1849-1856.
[9] H. Lin, Y. Hong, J. Wang and J.Shu, on the spectrum of graphs, Linear Algebra
and its Applications, 439 (2013) 1662-1669.
[10] R.Merris, The distance spectrum of a tree, J. Graph Theory, 14 (1990) 365-369.
[11] Z. Liu, On spectral radius of the distance matrix, Appl. Anal. Discrete Math., 4
(2010), 269-277.
[12] R. P. Stanley. Enumerative combinatorics, Vol. 2, volume 62 of Cambridge Stud-
ies in Advanced Mathematics. Cambridge University Press, 1999.
[13] G. Yu, Y. Wu, Y. Zhang and J. Shu, Some graft transformaions and its applica-
tion on distance spectrum, Discrete Math., 311 (2011) 2117-2123.
[14] X.Zhang, On the distance spectral radius of some graphs, Linear Algebra and
its Applications, 437 (2012) 1930-1941.
8
