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We consider a metrology scenario in which qubit-like probes are used to sense an external field that affects
their energy splitting in a linear fashion. Following the frequency estimation approach in which one optimizes
the state and sensing time of the probes to maximize the sensitivity, we provide a systematic study of the
attainable precision under the impact of noise originating from independent bosonic baths. Specifically, we
invoke an explicit microscopic derivation of the probe dynamics using the spin-boson model with weak coupling
of arbitrary geometry. We clarify how the secular approximation leads to a phase-covariant dynamics, where
the noise terms commute with the field Hamiltonian, while the inclusion of non-secular contributions breaks the
phase-covariance. Moreover, unless one restricts to a particular (i.e., Ohmic) spectral density of the bath modes,
the noise terms may contain relevant information about the frequency to be estimated. Thus, by considering
general evolutions of a single probe, we study regimes in which these two effects have a non-negligible impact
on the achievable precision. We then consider baths of Ohmic spectral density yet fully accounting for the lack
of phase-covariance, in order to characterize the ultimate attainable scaling of precision when N probes are
used in parallel. Crucially, we show that beyond the semigroup (Lindbladian) regime the Zeno limit imposing
the 1/N3/2 scaling of the mean squared error, recently derived assuming phase-covariance, generalises to any
dynamics of the probes, unless the latter are coupled to the baths in the direction perfectly transversal to the
frequency encoding—when a novel scaling of 1/N7/4 arises. As our microscopic approach covers all classes of
dissipative dynamics, from semigroup to non-Markovian ones (each of them potentially non-phase-covariant),
it provides an exhaustive picture, in which all the different asymptotic scalings of precision naturally emerge.
I. INTRODUCTION
Quantum metrology is a rapidly evolving research field
with a potential to soon become a commercial technology
[1, 2]. Over the last decades, it has developed in many dif-
ferent directions encompassing a broad spectrum of settings
in which quantum systems are employed to precisely sense,
measure or track physical parameters [3–6]. Despite other
important quantum phenomena enhancing precision measure-
ments [7], its major part has been devoted to scenarios with
multiple probes, whose inter-entanglement allows to surpass
precision limits typical to classical statistics, i.e., the Standard
Quantum Limit (SQL) [8]. As a result, the precision of sens-
ing a parameter (either intrinsic or externally imprinted, e.g.,
by a field) encoded in each of the probes dramatically im-
proves with the probe number. In optical interferometry [4],
in which the SQL is dictated by the photon shot noise, the use
of squeezed light has allowed for ultrasensitive phase mea-
surements [9], with a spectacular application in gravitational-
wave detectors [10, 11]. Similarly, in experiments involving
multiple atoms [5], in which the atomic projection noise de-
fines the SQL, thanks to preparation of spin-squeezed [12] or
maximally entangled [13] states, novel standards of atomic
transition-frequency have been proposed [14–16]. On the
other hand, large atomic ensembles [17] and nitrogen-vacancy
centres [18] have become most sensitive magnetometers to
date [6]; optomechanical devices have lead to state-of-art dis-
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FIG. 1. Quantum metrology scheme – its consecutive stages
with sensing probes being disturbed by bosonic baths. (I, blue): The
probes modelled by two-level particles are prepared in a desired en-
tangled state. (II, orange): The probes evolve for time t during which
each of them is driven by an external field and decoheres due to inter-
actions with the bath surrounding it. (III, green): A global measure-
ment is performed on all the probes, so that a fluctuation of the field
may be most precisely resolved based on measurement outcomes.
placement measurements [19], while trapped-ion and optical-
lattice atomic clocks have achieved both highest stability and
accuracy in time-keeping [20].
In parallel, novel theoretical methods have been developed
in order to quantify the ultimate performance of quantum
metrology protocols and supplement the optimisation of their
implementations. In particular, the techniques of estimation
theory [21] and statistical inference [22] have been gener-
alised into the quantum realm, introducing quantum notions
of, e.g.: Fisher Information [23], filtering [24] or waveform
estimation [25]; which then had to be adapted in order to ac-
count for the inevitable quantum noise processes occurring in
real-life experiments [26–29].
The main motivation of our work is to provide a micro-
scopic model that, on the one hand, allows for an explicit
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2derivation of the up-to-date noisy quantum metrology results
while giving them a clear connection with the microscopic de-
tails of the probe-environment interaction; but, on the other, is
capable to go beyond what is known thanks to its rich structure
that, however, has an indisputable physical interpretation. In
order to do so, we resort to the canonical qubit-based metrol-
ogy scheme depicted in Figure 1, in which we set the probes
to also be weakly interacting with bosonic baths during the
sensing process. As a result, the dissipative dynamics of each
of them is then described by the spin-boson model [30] in the
weak-coupling regime—a model commonly used in describ-
ing dynamics of open quantum systems, also beyond light-
atom interactions, e.g, to model charge transfer [31], tunneling
in materials [32] or magnetic flux in SQUIDs [33]. Impor-
tantly, depending on the coupling geometry and the spectral
density of bath modes, the model induces dissipative probe
dynamics encompassing common noise descriptions, whose
use has been previously motivated in the metrological con-
text either phenomenologically [27, 28, 34], or by consid-
ering the classical stochastic-fluctuations approach [35]. It
then not only provides a unifying picture, but also gives novel
microscopic derivations to some noise-types, e.g., rank-one
Pauli noise [36] that includes transversal noise [37]. More-
over, stemming from the microscopic picture, it allows to take
into account the effect of the dissipative dynamics being de-
pendent on the parameter being sensed—which we demon-
strate to significantly improve the attainable sensing precision
at a single-probe level. Last but not least, it gives a clear
interpretation of the phase-covariance assumption [38–40],
which forces the noise terms to commute with the parameter-
encoding Hamiltonian, as it is then naturally guaranteed by
the secular approximation within which one discards fast os-
cillating terms in the master equation [41]. Hence, by con-
sidering the model yielding non-secular dynamics induced by
the baths with Ohmic spectral densities, we are able to explic-
itly show that it is the Zeno limit (see references [42, 43]) that
dictates the asymptotic precision scaling also when the phase-
covariance is broken. To this point, this limit was shown to
be universal only in the case of secular dynamics [44], hence
this recent result is generalized for the considered model. Yet
it can even be breached when the coupling of each bath is per-
fectly transversal.
The present manuscript has the following structure: Sec-
tion II contains an extensive introduction to the field of fre-
quency estimation, illustrates the considered setup and recalls
necessary tools for its analysis. The notion of phase covari-
ance and its characterization in open quantum systems is es-
tablished in Section III, along with the corresponding form
in terms of a master equation. Subsequently, the microscopic
model of choice is illustrated in Section IV, where we demon-
strate its capability to realize both phase-covariant and non-
phase-covariant dynamics. The final sections deal with the
metrologic properties of the model. We clarify the effect of
non-phase-covariant dynamics by using a single probe in Sec-
tion VI, using a short time expansion of the dynamics, inde-
pendent of the environmental spectral density one chooses to
be realized by the model. Section VII contains a thorough
study of the asymptotic scalings in the regime of large num-
ber of probes.
II. NOISY QUANTUM FREQUENCY ESTIMATION
In all quantum metrology schemes employing multiple
probes, as the one depicted in Figure 1, the parameter to be
determined—e.g., the external field in sensing [6], the pho-
ton path-difference in optical interferometry [4], or the atomic
internal transition frequency in spectrocopy [14–16]—is cru-
cially encoded onto each of the probes in an independent man-
ner. As a result, by exploring the quantum entanglement in
between them, the Standard Quantum Limit (SQL) can be
breached. In the classical setting, the SQL forces the mean
squared error of estimation to decrease according to the cen-
tral limit theorem [45]—at most as ∼ 1/N with the number
of probes—as the growth of N can then be effectively inter-
preted as an overall increase in the size of the measurement
data available. However, when the probes are prepared in an
entangled state, such an intuition must be abandoned. In par-
ticular, by entangling all the probes with one another, e.g., by
preparing them in a GHZ state [13], the mean squared error
may drop even as ∼1/N2—attaining the fundamental Heisen-
berg Limit (HL) on precision [8].
In this work, we consider the task of frequency estimation
that is directly motivated by the atomic spectroscopy experi-
ments [14, 15]. However, it applies to any sensing scenario
in which the duration of each experimental repetition should
be treated as a resource, while still operating in the regime
of large statistics of the measurement data gathered [46]. In
such a case, the estimated parameter, ω0, corresponds to the
effective magnitude of a Hamiltonian Hω0 inducing a unitary
transformation on each of the probes:
Uω0 (t) = Uω0 (t) • U†ω0 (t) with Uω0 (t) = e−iHω0 t, (1)
where Hω0 = ω0 hˆ and hˆ is some fixed operator [47]. The pa-
rameterω0 can thus be naturally interpreted as the atomic tran-
sition frequency in spectroscopy experiments [48] or, equiva-
lently, the strength of an external field being sensed, e.g., the
magnetic field in atomic [17] or NV-centre-based [18] mag-
netometry setups. Let us emphasize that within frequency es-
timation tasks the encoding Hamiltonian, Hω0 , is assumed to
be fixed, what contrasts the sensing scenarios in which either
the parameter ω0 varies in time and must be tracked [25], or hˆ
itself is a time-dependent operator [49].
Importantly, in contrast to phase estimation tasks in opti-
cal interferometry [4], in frequency estimation one must ex-
plicitly account for the finite time-scale over which ω0 is im-
printed on the probes. In particular, t in Equation (1) that con-
stitutes the encoding time specifies also the duration of a sin-
gle round (repetition) of the protocol—we assume throughout
this work that both the preparation and measurement stages in
Figure 1 take negligible durations (see [50] for a generalisa-
tion). As a result, when optimising the protocol to maximise
the precision attained, one must take into account the fact that,
although the total duration of an experiment, T , can always be
assumed to be significantly larger than the duration of a sin-
gle protocol round (T  t), by decreasing t the total number
3FIG. 2. Quantum channel estimation protocol – a formal in-
terpretation of the quantum metrology scheme of Figure 1. (I,
blue): ρ(N)(0) represents the initial collective state of the N probes.
(II, orange): As probes evolve independently, the quantum channel
representing global dynamics factorises, Λ(N)ω0 = Λ
⊗N
ω0
, into tensor
product of probe channels, Λω0 , which encode the parameter, ω0, to
be estimated and incorporate the impact of local noise. (III, green): A
global measurement performed on the probes is formally represented
by a POVM, {Mx}x, whose elements determine the probability distri-
bution of the measurement outcomes labelled by x.
of repetitions, ν = T/t, is increased. Such a possibility can
have a positive impact on the achieved precision, as the mean
squared error improves then at a classical, ∼ 1/ν, rate due to
more measurement data being gathered over the total experi-
mental time T .
A. Frequency estimation task as a quantum channel
estimation protocol
Any frequency estimation task, and more generally any
metrology scheme of Figure 1, can be viewed at the abstract
level as a quantum channel estimation protocol [51, 52], de-
picted in Figure 2. In particular, the consecutive stages de-
scribed in Figure 1 can be formalised in the following way.
Initially, the N probes are prepared in a potentially entangled
quantum state ρ(N)(0). Subsequently, the frequency ω0 is en-
coded onto each of the probes via the action of a completely
positive and trace preserving (CPTP) map [53, 54]—a quan-
tum channel Λω0 (t)—that specifies each probe dynamics. As
a result, the global state of the probes after the frequency en-
coding stage of duration t reads
ρ(N)ω0 (t) = Λω0 (t)
⊗N [ρ(N)(0)]. (2)
In the absence of noise the probe channel corresponds to the
unitary ω0-encoding introduced in Equation (1), i.e., Λω0 (t) =Uω0 (t). However, in general, it may incorporate the impact of
any type of local noise that affects each probe in an uncorre-
lated fashion.
Note that in this work we do not consider the effects of
global decoherence mechanisms that disturb all the probes
in a correlated manner. Such noise processes are known to
impose fixed lower bounds on the achievable precision in
metrology tasks that cannot be circumvented by any choice of
probe states and measurements, even in the asymptotic limit of
N → ∞ [55–58]. As our motivation here is the investigation
of the asymptotic precision scaling in frequency estimation—
in particular, its potential quantum enhancement beyond SQL
despite dissipative dynamics—we want to consider schemes
in which the error asymptotically vanishes with N and it is
this scaling that unambiguously quantifies the performance.
The measurement stage of any metrology scheme of Fig-
ure 1 corresponds in Figure 2 to a generalised quantum mea-
surement, either local or global, that is performed on the final
state (2) yielding an outcome x. It is formally defined by a
positive operator valued measure (POVM), {Mx}x, whose ele-
ments constitute positive-semidefinite operators, Mx ≥ 0, that
sum to identity,
∑
x Mx = 1 [53]. The measurement outcome
x is then associated with its corresponding POVM element,
so that the outcomes are distributed according to pω0 (x) =
tr{ρ(N)ω0 (t) Mx}. Given that the protocol is repeated ν = T/t
times over the total experiment duration T , a dataset of mea-
surement outcomes xν = {x1, . . . , xν} is collected. Then, based
on the data, an estimator ω˜(xν) is constructed whose value is
aimed to most accurately reproduce the estimated frequency
ω0. Moreover, as the experiment is assumed to last much
longer than a single protocol round, T  t, the measurement
data collected can always be taken to be sufficiently large for
the asymptotic (ν→ ∞) statistical analysis to apply.
Notice that the measurement outcomes are independently
distributed with pω0 (xν) =
∏ν
i=1 pω0 (xi), as we have, for
simplicity, disregarded the possibility of conducting adap-
tive strategies in which one adjusts the measurement, i.e., the
POVM, in each protocol round based on the outcomes pre-
viously collected [59]. We are allowed to do so, as all the
precision bounds discussed in the following sections are guar-
anteed to be saturated without the need of adaptive measure-
ments in the so-called “local estimation regime” [45], i.e.,
when sensing deviations of ω0 from a known value [60]. As
such a scenario is the most optimistic one, the precision limits
it provides can be considered fundamental—being applicable
to all the more conservative approaches as ν→ ∞ [61]. How-
ever, let us stress that the above requirement of “estimation
locality” may, indeed, be relaxed by allowing for the measure-
ments to be adaptive, given the promise that the true value of
ω0 lies within a fixed, yet narrow enough window [62]. Nev-
ertheless, if one was to consider the value of ω0 to be largely
unpredictable, one must explicitly follow Bayesian inference
approaches to frequency estimation [63] in which the notions
of SQL and HL must also be redefined [64].
Finally, the performance of the estimation protocol is quan-
tified by the mean squared error (MSE) of the estimator con-
structed, i.e,
∆2ω˜ :=
∑
xν
pω0 (xν) (ω˜(xν) − ω0)2 , (3)
which must be minimised by optimising the initial state,
ρ(N)(0), and the measurement POVM, {Mx}x, used in each
round of the protocol of Figure 2.
B. Ultimate precision attained in quantum frequency
estimation
The minimal MSE (3) which can be attained by any consis-
tent and unbiased estimator is determined by the Cramér-Rao
4bound (CRB) [45]:
∆2ω˜ ≥ 1
ν Fcl[pω0 ]
, where Fcl[pω0 ] :=
∑
x
p˙ω0 (x)
2
pω0 (x)
(4)
is the Fisher Information (FI) that is fully defined by the prob-
ability distribution of measurement outcomes, pω0 (x), and its
dependence on the estimated ω0. Here, and throughout the
manuscript, we use the dot symbol to denote the derivative
with respect to the estimated parameter, so that •˙ = d•dω0 . As
pω0 (x) = tr{ρ(N)ω0 (t) Mx} with the measured state given in Equa-
tion (2), the CRB constitutes the ultimate limit on the preci-
sion attained by the protocol of Figure 2 given a particular: ini-
tial state ρ(N)(0), POVM {Mx}x, and protocol duration t.
Importantly, the optimization of Equation (4) over measure-
ments can be completely avoided in the quantum setting, as
one may first explicitly maximise the FI over all POVMs by
defining the Quantum-Fisher-Information (QFI) as [23]:
FQ[ρ(N)ω0 (t)] := max{Mx}x
Fcl[pω0 ] = tr
{
ρ(N)ω0 (t)L
2
ω0
}
, (5)
which is now fully determined by the state ρ(N)ω0 (t) of Equa-
tion (2) with Lω0 being its symmetric logarithmic derivative
(SLD) satisfying ρ˙(N)ω0 (t) =
1
2
(
Lω0ρ
(N)
ω0 (t) + ρ
(N)
ω0 (t)Lω0
)
. In gen-
eral, the evaluation of the SLD and, hence, the QFI (5) re-
quires the explicit eigendecomposition of the state ρ(N)ω0 (t),
which becomes rapidly intractable due to its dimension grow-
ing exponentially with the probe number N. However, in
the absence of noise this is not the case, as the evolution of
the probes is fully dictated by their Hamiltonians. Recalling
Equations (1) and (2) we may then write:
Λ⊗Nω0 (t) = U
(N)
ω0
(t) • U(N)†ω0 (t) with U(N)ω0 (t) = e−iH
(N)
ω0 t, (6)
where, H(N)ω0 =
∑N
n=1 H
[n]
ω0 = ω0
∑N
n=1 hˆ
[n] is the effective
global frequency-encoding Hamiltonian with n indexing the
probes. Thus, when considering pure initial states ρ(N)(0) =∣∣∣ψ(N)〉〈ψ(N)∣∣∣ in the protocol [65], the QFI (5) simplifies to [4]:
FQ
[
U⊗Nω0 (t)[ψ(N)]
]
= 4t2 ∆2H(N)ω0 |ψ(N) , (7)
where ∆2H(N)ω0 |ψ(N) is just variance of the frequency-encoding
Hamiltonian for the state
∣∣∣ψ(N)〉.
Combining Equations (4) and (5), we arrive at the quantum
Cramér-Rao bound (QCRB) [21] that we utilise throughout
this work as the benchmark dictating the ultimate achievable
precision:
∆2ω˜ ≥ min
t∈[0,T ]
1
νFQ[ρ
(N)
ω0 (t)]
=
1
T
min
t∈[0,T ]
t
FQ[ρ
(N)
ω0 (t)]
. (8)
However, in the setting of frequency estimation, as indicated
above, it must also be optimized over the duration time t of
each protocol repetition. Then, as long as T  t, the QCRB
(8) sets the fundamental limit on precision for a given initial
state ρ(N)(0), which is utilized in each round of the protocol
of Figure 2, while the probes evolve according to particular
dynamics specified by Equation (2).
C. Realistic bounds on precision in the presence of local noise
Now, stemming from Equations (7) and (8), we can for-
mally define the notions of SQL and HL in frequency estima-
tion when the noise is absent as, respectively:
∆2ω˜SQLT =
1
t
1
N
and ∆2ω˜HLT =
1
t
1
N2
. (9)
The above MSEs correspond to the minimal values of the
QCRB (8) attained when optimising the protocol over all sep-
arable and entangled initial states ρ(N)(0), respectively. In par-
ticular, ∆2ω˜SQL is achieved by preparing the probes in a prod-
uct |φ〉⊗N with |φ〉 = argmaxψ ∆2hˆ
∣∣∣
ψ
, while ∆2ω˜HL is attained
with
∣∣∣ψ(N)〉 = 1√
2
(|λmin〉 + |λmax〉), where
∣∣∣λmin/max〉 are the
eigenvectors corresponding to minimal/maximal eigenvalues
of the Hamiltonian H(N)ω0 in Equation (7) [66].
However, things change quite drastically if noise is taken
into account. The first results in this direction were obtained
in reference [26], which deals with a purely dephasing noise
acting at rate γ independently and identically on each of the
probes, such that the resulting evolution is given by a quantum
dynamical semigroup, i.e., it is fixed by a Lindblad equation
[67, 68]. The probes are described as qubits, as we will do
from now on. Even with the preparation of entangled probes,
one unavoidably recovers the SQL scaling, no matter how
weak the dephasing is, with at most a constant factor of im-
provement. While this analysis was dedicated to a specific
initial preparation and measurement (a generalized Ramsey
scheme), it was afterwards extended to arbitrary preparations
and measurements and other kinds of semigroup dynamics
[27, 28, 34]: In the presence of pure dephasing, spontaneous
emission, depolarization and loss, if one considers indepen-
dent and identical noise and the dynamics is given by a semi-
group, the asymptotic scaling is unavoidably bounded to the
SQL.
Importantly, all the dynamics for which such limitation was
proven are characterized by the fact that the action of the noise
commutes with the unitary encoding of the parameter. In other
terms, the dynamics of the probes, besides being independent
and identical, is phase-covariant (PC) [38–40], which means
that at any time t the quantum channel Λω0 (t) can be decom-
posed into the unitary encoding term and a noise term, and
these two commute. More precisely, the dynamics of a two-
level system is said to be PC, if for any rotation by an angle φ,
Uφ = exp{iφσz} • exp{−iφσz}, it holds[
Uφ,Λω0 (t)
]
= 0, ∀φ, t. (10)
This is easily shown to be equivalent to [69] Λω0 (t) = Uω0 (t)◦
Γω0 (t) = Γω0 (t) ◦Uω0 (t), where Γω0 (t) is a noise term, in other
words the quantum channel acting on the probe that can asso-
ciated purely with the noise.
It has been demonstrated that by going beyond the as-
sumptions of the above no-go theorems, i.e., the semigroup
and phase-covariance properties, asymptotic precision scal-
ings beyond SQL can be observed despite uncorrelated noise.
On the one hand, by breaking the phase-covariance and con-
sidering noise that is perfectly transversal to the frequency
5encoding, the ultimate lower bound on precision has been de-
rived [37]:
∆2ω˜⊥&semiT &
1
N5/3
(11)
and shown to be asymptotically attainable up to a constant fac-
tor (denoted by &). On the other, by circumventing the semi-
group assumption and considering pure dephasing noise fixed
by a time dependent dephasing rate γ(t), a scaling ∝ 1/N3/2
has been found [42, 43, 70]. The super-classical 1/N3/2 scal-
ing was named Zeno limit due to it being dictated by the
quadratic decay of the survival probabilities for short times,
analogously to the Zeno effect [71, 72].
Recently [44], an achievable lower bound to the estimation
error for the whole class of PC dynamics, including both semi-
group and non-semigroup evolutions was derived. The max-
imal estimation precision is fixed by the power-law decay of
the short-time expansion of the noise parameters and it goes
beyond the SQL if and only if the semigroup composition law
is violated at short times. Note that memory effects in the
probes dynamics, i.e., non-Markovianity [73, 74], do not pro-
vide any improvement of the estimation precision (apart from
the unrealistic case of a full revival of coherences). In partic-
ular, for any PC dynamics with linear decay of the noise pa-
rameters, which corresponds to the semigroup evolution, one
gets
∆2ω˜PC&semiT &
1
N
, (12)
while a quadratic decay yields the Zeno scaling
∆2ω˜PC&ZenoT &
1
N3/2
. (13)
These two scaling behaviors, along with that in (11) for
purely transversal noise, provide the optimal asymptotic esti-
mation precision achievable in the presence of different kinds
of noise. Here, we will connect these results to the micro-
scopic description of the probe-environment interaction, but
we will also go beyond them by treating the cases of non-
phase-covariant and non-semigroup noise.
III. PHASE-COVARIANT VS. NON-PHASE-COVARIANT
DYNAMICS
From the above discussion, it should be clear that the PC,
or otherwise non-phase-covariant (NPC), nature of the noise
strongly influences the metrological bounds on the achievable
precision in the frequency estimation which are set by the in-
teraction with the environment. A PC dynamics limits the
estimation precision to the SQL for semigroup dynamics, or
to the more favorable Zeno limit for non semigroup dynam-
ics. Hence, it is worth presenting explicitly an intuitive way to
differentiate between PC and NPC dynamics, which we will
exploit throughout the paper. We use a representation of qubit
quantum channels, which relies on the Hilbert-Schmidt scalar
product on the Hilbert space of the linear operators on finite-
dimensional Hilbert spaces, and which is directly linked to the
action of the channels on the Bloch sphere. For further details
the reader is referred to [54, 75–80].
Recall that the Hilbert-Schmidt scalar product among two
linear operators ξ and χ is defined as
〈ξ, χ〉 = tr
{
ξ†χ
}
. (14)
Hence, given the orthonormal basis of operators {τα}α=0,...,3 =
{1/√2, σ j/
√
2} j=x,y,z acting onC2, withσ j the Pauli matrices,
any qubit state ρ can be represented as
ρ =
3∑
α=0
〈τα, ρ〉 τα = 12 (1 + r · σ) . (15)
Here, σ is the vector of Pauli matrices and r is the Bloch
vector associated with the state ρ, which has components
r j = tr{σ j ρ} for j = x, y, z and must fulfill |r| ≤ 1 to guaran-
tee positivity. As well-known, any qubit state is in one-to-one
correspondence with a vector inside of a unit sphere centered
at the origin, i.e., the Bloch sphere.
In the same way, any linear map Ξ acting on the qubit op-
erators can be represented as a 4 × 4 matrix by means of the
relation
Ξ[ρ] =
3∑
αβ=0
DΞαβ〈τβ, ρ〉 τα DΞαβ = 〈τα,Ξ[τβ]〉. (16)
Thus, given the CPTP dynamical map Λ, the most general
form of the matrix DΛ associated with it reads
DΛ =
(
1 0T
v V
)
, (17)
where v is a real 3 dimensional column-vector, 0T is a 3 di-
mensional row-vector of zeros and V a real 3-by-3 matrix.
The first row guarantees the preservation of the trace, the real
coefficients guarantee the Hermiticity preservation, while the
general conditions for the CP can be found in reference [75].
Using Eqns. (15-17), one can easily see that the action of the
dynamical map Λ on a state ρ associated with a Bloch vector
r simply corresponds to the affine transformation
r −→ v + V r, (18)
where v describes translations of the Bloch sphere, while V
describes rotations, reflections and contractions. The latter
point can be shown via the singular value decomposition,
which allows us to write the 3 × 3 real matrix V as [75]
V = Rϕ1n1 DR
ϕ2
n2 , (19)
where Rϕ1n1 and R
ϕ2
n2 are two rotation matrices, about the axis nˆk
by the angle ϕk for k = 1, 2, while D is the diagonal matrix
D = diag
{
dx, dy, dz
}
. Then |d j| describes the contraction along
the j-axis (|d j| ≤ 1 to guarantee the positivity of the dynam-
ics), and d j < 0 implies a reflection with respect to the plane
perpendicular to the j-axis.
Such a representation of the dynamical maps allows us to
easily detect PC dynamical maps out of all the possible trans-
formations of the Bloch sphere: for any fixed time, a dynami-
6cal map satisfies Equation (10) if and only if its matrix repre-
sentation reads
DΛPC =

1 0 0 0
0 d cos ξ −d sin ξ 0
0 d cos ξ d sin ξ 0
vz 0 0 dz
 . (20)
With reference to the general form of a qubit dynamical map
in Equation (17) and the decomposition in Equation (19), we
see that PC maps are identified by: equal contractions along
the x and y axes (D = diag {d, d, dz}), a translation only along
the z-axis (v = {0, 0, vz}) and a rotation only about the z-
axis, which we get by setting nˆ1 = zˆ and ϕ1 = ξ, while
Rϕ2n2 = 1 (other completely equivalent choices can be made,
since D commutes with the rotations about the z axis). Of
course, PC maps include only the affine transformations of
the Bloch sphere commuting with the rotation about the z-
axis [81], while NPC maps include also rotations about any
axis different from the z-axis, translations with non-zero com-
ponents along the x and y axes and unequal contractions along
the x and y axes, see Figure 3(a-b).
Finally and crucially for our purposes, let us recall that
given a PC dynamics, the functional form of the correspond-
ing master equation can be univocally characterized and it
reads [44]
dρ(t)
dt
= −i [(ω0 + h(t))σz, ρ(t)]
+γ+(t)
(
σ+ρ(t)σ− − 12 {σ−σ+, ρ(t)}
)
+γ−(t)
(
σ−ρ(t)σ+ − 12 {σ+σ−, ρ(t)}
)
+γz(t) (σzρ(t)σz − ρ(t)) , (21)
for some, possibly time dependent, real coefficients
`(t), γ+(t), γ−(t), γz(t). Equivalently, in the other direction, any
master equation of the form as in Equation (21) will give rise
to a PC dynamics. Formally, any the time-local generatorL(t)
of a master equation
dρ(t)
dt
= L(t)[ρ(t)], (22)
is related to the the corresponding dynamical map by the
Dyson expansion,
Λ(t) = T←e
∫ t
0 dτL(τ) =
∞∑
k=0
∫ t
0
dt1
∫ t1
0
dt2 . . .
∫ tk
0
L(t1) . . .L(tk),
(23)
where T← is the chronological time-ordering operator; and,
hence, to the matrix representation of the map, DΛ, defined
via Equation (16). In particular, one can show that starting
from the master equation (21) the affine representation of the
map must take form (20) [44].
IV. SPIN-BOSON MODEL: WEAK-COUPLING MASTER
EQUATION AND SECULAR APPROXIMATION
We can now move on and introduce the general model we
will exploit to investigate the difference between PC and NPC
dynamics from a microscopic viewpoint and, in the following
Sections, how they determine different optimal precisions in
frequency estimation.
As emphasized before, we assume that the probes are af-
fected identically and independently by their environments,
so that the global dynamics is fixed by the one-particle dy-
namics, see Figure 2 and Equation (2). Therefore, we focus
on the microscopic derivation of the open-system dynamics
of one probe, which we present in the following. In partic-
ular, we model our sensing qubit with the widely used spin-
boson model for quantum dissipation [30]. Within this model
the environment corresponds to a set of non-interacting har-
monic oscillators linearly coupled to the system, which may
be directly interpreted as interactions with a radiation field
or a phononic (crystal lattice) background. This model pro-
vides us with the most general description of the correspond-
ing open two-level system dynamics, including special cases
such as pure dephasing [41] or purely transversal noise [82].
The Hamiltonian of the spin-boson model consists of the two-
level system Hamiltonian H0, the free Hamiltonian HB of the
environment and the interaction Hamiltonian HI , which sum
up to (~ = 1)
H = H0 + HB + HI =
ω0σz
2
+
∑
n
ωna†nan
+
(
cosϑ
σx
2
+ sinϑ
σz
2
)
⊗
∑
n
(
gnan + g∗na
†
n
)
. (24)
The system’s frequency ω0 represents the encoded frequency,
while an and a
†
n are the bosonic annihilation and creation op-
erators of the bath mode n of frequency ωn, which is coupled
to the two-level system with the strength gn. The parameter ϑ
defines the coupling angle, i.e., the angle between the x-axis
and the direction of the coupling operator (in the xz-plane):
for ϑ = pi/2 we have pure dephasing (or parallel, with respect
to H0) interaction, while for ϑ = 0 we have purely transversal
(or perpendicular) interaction.
Finally, note that the Hamiltonian is physically equivalent
to a transformed Hamiltonian where the system only couples
via σz to the environment, but both σz and σx are included in
the system Hamiltonian; e.g., this would describe an experi-
mental realization where the system is driven by the applica-
tion of an off-axis magnetic field (see A).
A. Second-order TCL master equation
To obtain a closed form of the master equation ruling the
evolution of the probe subject to the noise fixed by Equa-
tion (24), we exploit a perturbative approach, assuming that
the system is weakly coupled to the environment. In partic-
ular, we use the time-convolutionless (TCL) master equation
7up to the second order [41, 83]. Its general form in the inter-
action picture is given by (denoting as ρ˜(t) the system state in
the interaction picture with respect to H0 + HB)
dρ˜(t)
dt
= −
∫ t
0
dτ trE
{[
HI(t),
[
HI(τ), ρ˜(t) ⊗ ρE]]} , (25)
where HI(t) is the interaction Hamiltonian HI in the interac-
tion picture. In B, we describe how to get the desired mas-
ter equation for the reduced system density matrix starting
from the Equation (25). At this point, let us just briefly in-
troduce the main required quantities to define such a master
equation, along with their physical meaning. First, the inter-
action Hamiltonian in the interaction picture is given by
HI(t) = eiH0t
(
cosϑ
σx
2
+ sinϑ
σz
2
)
e−iH0t ⊗ B(t), (26)
where
B(t) =
∑
n
(
gne−iωntan + g∗ne
iωnta†n
)
(27)
is the interaction picture of the environmental operator ap-
pearing in the interaction Hamiltonian, see Equation (24).
The partial trace over the environment introduces the two-
time correlation function trE
[
B(t)B(τ)ρE
]
of the environment
under its free dynamics, along with its complex conjugate
trE
[
B(τ)B(t)ρE
]
. This function encompasses the whole rel-
evant information about the environment needed to character-
ize the open-system evolution in the weak coupling regime:
as we will see, it fixes each coefficient of the master equation.
In addition, if the initial state of the bath is thermal, i.e.
ρE(0) =
exp{−βHB}
Z
, (28)
with the inverse temperature β and Z = tr
{
exp{−βHB}}, since
[HB, ρE(0)] = 0 the correlation function only depends on the
difference of its time arguments t−τ. Therefore we can define
the correlation function C(t) via
trE
[
B(t)B(τ)ρE
]
= trE
[
B(t − τ)B(0)ρE] ≡ C(t − τ). (29)
Using the definition of B(t) in Equation (27), this expression
can be written as
C(t) =
∑
n
g2n
[
N(ωn)eiωnt + (N(ωn) + 1)e−iωnt
]
, (30)
where N(ωn) = trE
{
a†nanρE
}
represents the average number
of excitations in the bath mode n. For the considered thermal
state it is given by
N(ω) =
1
eβω − 1 =
1
2
[
coth
(
βω
2
)
− 1
]
. (31)
The bath correlation function C(t) is conveniently expressed
in terms of the spectral density of the environment, which is
defined by
J(ω) =
∑
n
g2nδ(ω − ωn). (32)
This quantity describes the density of the bath modes
weighted with the square of their individual coupling strength
to the system. In fact, the bath correlation function (30) can
be written as
C(t) =
∫ ∞
0
dωJ(ω)
[
N(ω)eiωt + (N(ω) + 1)e−iωt
]
=
∫ ∞
−∞
dωeiωtN(ω) [J(ω)Θ(ω) − J(−ω)Θ(−ω)]
≡
∫ ∞
−∞
dωeiωt j(ω). (33)
In the second line we used the formal identity −N(−ω) =
N(ω)+1 (see Equation (31)) in order to introduce the function
j(ω), i.e., the anti-Fourier transform of the bath correlation
function. The Heaviside stepfunction Θ(ω) keeps track of the
fact that J(ω) is defined only for positive frequencies. Finally,
the relation in Equation (33) allows us to perform the contin-
uum limit straightforwardly by replacing the spectral density
in Equation (32) with a smooth function of the frequency bath
modes [41].
As said, the bath correlation function C(t) or, equivalently,
the bath spectral density J(ω) along with the initial state of
the bath fix the reduced master equation in the weak coupling
regime: since we are dealing with the second order perturba-
tive (TCL) expansion, only the two-time correlation function
C(t) is involved, while the bath multi-time correlation func-
tions would only be involved in higher order terms (see also
the recent [84]). As shown in B, the master equation (back in
the Schrödinger picture) is then given by
dρ(t)
dt
= L(t)[ρ(t)] = −i
[
H0 + HLS(t), ρ(t)
]
+
∑
j,k=±,z
bk j(t)
(
σkρ(t)σ
†
j −
1
2
{
σ†jσk, ρ(t)
})
, (34)
where we introduced the function
Γ(ς, t) =
∫ t
0
dτeiςτC(τ) (35)
for ς = ±ω0, 0, such that
bzz(t) =
sin2 ϑ
2
Re{Γ(0, t)}
b++(t) =
cos2 ϑ
2
Re{Γ(−ω0, t)}
b−−(t) =
cos2 ϑ
2
Re{Γ(ω0, t)}
b+−(t) = b∗−+(t) =
cos2 ϑ
4
(Γ(−ω0, t) + Γ∗(ω0, t))
bz+(t) = b∗+z(t) =
sinϑ cosϑ
4
(Γ(0, t) + Γ∗(−ω0, t))
bz−(t) = b∗−z(t) =
sinϑ cosϑ
4
(Γ(0, t) + Γ∗(ω0, t)) , (36)
8while the Hamiltonian correction is fixed by the elements:
HLS11 (t) =
cos2 ϑ
4
Im{Γ(ω0, t)}
HLS10 (t) = H
LS∗
01 (t) = −
i cosϑ sinϑ
4
×
(
Re{Γ(0, t)} − 1
2
(Γ∗(−ω0, t) + Γ(ω0, t))
)
HLS00 (t) =
cos2 ϑ
4
Im{Γ(−ω0, t)} , (37)
where HLSi j (t) = 〈i|HLS(t) | j〉 for i, j = 1, 2.
Let us stress that we did not invoke the Born-Markov ap-
proximation [41] in our derivation—the above time-local mas-
ter equation includes fully general non-Markovian effects and
it will provide us with a satisfactory description of the noisy
evolution of the probes as long as the interaction with the en-
vironment is weak enough (i.e., the higher orders of the TCL
expansion can be neglected). In addition, we are taking into
account the dependence of the coefficients of the dissipative
part of the master equation on the free system frequency ω0,
see Equation (36), i.e., on the parameter to be estimated. This
is a natural consequence of the detailed microscopic deriva-
tion of the system dynamics [41], in contrast with the phe-
nomenological approaches, where the master equation is pos-
tulated on the basis of the noise effects to be described. Let us
emphasize that only in the case of pure dephasing, for which
ϑ = pi/2 and all dissipative terms in (36) apart from bzz(t) van-
ish, the dissipative part of the master equation can be assured
not to depend on ω0. Otherwise, this is not generally the case
unless a special choice of J(w) is made (e.g., discussed later
in Section V B).
B. Secular approximation
Finding an explicit solution to the master equation in Equa-
tion (34) is in general a complicated task, even after fixing the
explicit form of the spectral density of the bath modes. On
the other hand, the structure of the dynamics can be simpli-
fied considerably by making the so-called secular approxima-
tion [41, 83, 85, 86], which relies on a time-scale separation
between the system free-evolution time τ0 and the relaxation
time τR of the system subject to the interaction with the en-
vironment. Whenever the free dynamics is much faster than
the dissipative one, i.e., τ0 ∼ ω−10  τR, one can neglect
terms oscillating with e±iω0t because they will be averaged out
to 0 over a time interval of the order of τR. If we apply this
approximation to the weak coupling master equation, see in
particular Equation (B7), all off-diagonal coefficients in Equa-
tion (34) and the off-diagonal elements of the Hamiltonian in
Equation (37) vanish, so that one is left with the master equa-
tion
dρ(t)
dt
= −i
H0 + HLS11 (t)2 σz, ρ(t)

+b++(t)
(
σ+ρ(t)σ− − 12 {σ−σ+, ρ(t)}
)
+b−−(t)
(
σ−ρ(t)σ+ − 12 {σ+σ−, ρ(t)}
)
+bzz(t) (σzρ(t)σz − ρ(t)) , (38)
where all the non-zero coefficients are still those of Equa-
tion (36). This master equation can be explicitly solved for
generic coefficients b++(t), b−−(t), bzz(t) and HLS11 (t) (see, e.g.,
[44, 87]).
Crucially, we see how the secular master equation in Equa-
tion (38) precisely corresponds to the most general form of a
master equation associated with a PC qubit dynamics recalled
in Section III, see Equation (21). Hence the difference be-
tween secular and non-secular dynamics provides us with a
direct physical explanation of the difference between PC and
NPC dynamics. The complete (weak-coupling) dynamics de-
scribed by the master equation in Equation (34) will generally
lead to NPC dynamical maps, represented by generic matrices
DΛ(t) as in Equation (17) and corresponding to a completely
general affine transformation of the Bloch sphere. Instead, if
one applies the secular approximation, thus getting the master
equation in Equation (38), the resulting dynamics is PC and
will be then characterized by dynamical maps with a structure
as in Equation (20). In other words, within this framework,
the distinction between PC and NPC dynamics precisely cor-
responds to the distinction between dynamics within or out-
side the secular regime, i.e., the regime τ0  τR where the
secular approximation is well-justified. Needless to say, and
as we will see explicitly in the next sections, the two kinds
of dynamics describe also qualitatively different open-system
evolutions. As a paradigmatic example, one can easily see
how for any secular master equation the populations and co-
herences are decoupled, while the inclusion of non-secular
terms leads to a coupling between them. The latter can be
relevant for different phenomena, such as exitonic transport
[88, 89], or the speed of the evolution in non-Markovian dy-
namics [90, 91]. Finally, note that general constraints on the
variation of the coherences for a given variation of the popu-
lations in the presence of a generic completely positive phase
covariant map have been recently derived in [92].
V. SOLUTIONS IN THE HIGH-TEMPERATURE REGIME
In order to get analytic solutions for the NPC dynamics,
which will also be useful to compare the different impact of
NPC and PC dynamics on the metrological properties of the
probes, let us restrict to the case of a bath at a high tempera-
ture. Because of that, we can treat the function j(ω) in the bath
correlation function C(t), see Equation (33), as a symmetric
function of ω: for large values of the temperature, i.e., small
values of β, one has that N(ω) ≈ 1/(βω), see Equation (31),
9FIG. 3. Various dynamical regimes of the weak-coupling spin-boson model in the Bloch sphere picture. (a): The NPC dynamics specified
by Eqs. (34-37) can be viewed as a general affine transformation (18) of the Bloch sphere (see Section III) contracting it to an ellipsoid that is
parametrised by (in order): a rotation Rϕ1n1 , contractions dx, dy, dz, along the three axes, a reflection, a second rotation R
ϕ2
n2 and a translation by
a vector v (for simplicity, we denote the two rotations by a single R above). (b): PC dynamics (38) is then obtained by applying the secular
approximation that forces the cylindrical symmetry (indicated by a circular arrow) of the ellipsoid around the z axis. (c): High-temperature
limit of the spin-boson model forces a general map of the NPC dynamics to be unital, i.e., the translation, v = 0, to vanish. (d): When both
high-temperature and secular approximations apply, the resulting quantum map in the Bloch representation is both cylindrically symmetric
and unital.
and therefore j(ω) ≈ j(−ω). Looking at the correlation func-
tion in Equation (33)), we see that in this regime C(t) ≈ C∗(t)
thus we have Γ(−ω0, t) ≈ Γ∗(ω0, t), see Equation (35). To-
gether with Equation (36), we then obtain
bzz(t) =
sin2 ϑ
2
Γ(0, t) (39)
b+−(t) = b∗−+(t) =
cos2 ϑ
2
Γ(−ω0, t)
b++(t) = b−−(t) = Re{b+−(t)}
bz+(t) = b∗+z(t) = b
∗
z−(t) = b−z(t)
=
sinϑ cosϑ
4
(Γ(0, t) + Γ∗(−ω0, t)) ,
while the Hamiltonian correction is given by
HLS(t)11 =
cos2 ϑ
4
Im{Γ(ω0, t)}
HLS(t)10(t) = HLS∗(t)01(t)
=
i cosϑ sinϑ
4
(Re{Γ(0, t)} − Γ(−ω0, t)))
HLS(t)00(t) =
cos2 ϑ
4
Im{Γ(−ω0, t)} . (40)
These identities can be exploited to simplify the structure of
the master equation, and hence of the corresponding dynami-
cal map. In C, we show explicitly that the constraints in Equa-
tion (39) imply the matrix form
DΛ(t) =
(
1 0T
0 V(t)
)
, (41)
so that the translations of the Bloch sphere can be neglected
and thus the dynamics can be described by unital maps, i.e.,
such that Λ(t)[1] = 1. Note that the unitality of the reduced
map is a general consequence of the high temperature limit
T → ∞, in which the initial state of the bath becomes maxi-
mally mixed [93]. By further applying the singular value de-
composition to the matrix V(t) one can get the geometrical
picture associated with the dynamical map, in terms of rota-
tions and contractions of the Bloch sphere, see Section III. In-
deed, an analogous result holds if we start from the PC master
equation, see Equation (38), and in the figure 3(c-d) one can
see a graphical representation of the corresponding transfor-
mations of the Bloch sphere.
We will present, in particular, two different solutions of the
high-temperature master equations (the PC and NPC ones);
namely, for short times and a generic spectral density, as well
as for an Ohmic spectral density at any time.
A. The short-time evolution
As explained in C, using the Dyson series of Equation (23)
we obtain the short-time solution of master equation (34) as:
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DΛ(t)(3) =

1 0 0 0
0 1 − ω20t22 − 12αt2 sin2 ϑ −ω0t + q 12αt2 cosϑ sinϑ
0 ω0t − q 1 − ω
2
0t
2
2 − αt
2
2
1
3αω0t
3 cosϑ sinϑ
0 12αt
2 cosϑ sinϑ − 13αω0t3 cosϑ sinϑ 1 − 12αt2 cos2 ϑ
 (42)
where
α =
∫ ∞
−∞
dω j(ω) ≈
∫ ∞
0
dω
2J(ω)
βω
and (43)
q =
ω0t3
6
[
α(1 + 2 sin2 ϑ) + ω20
]
. (44)
Truncating the Dyson series is justified due to the the weak-
coupling approximation, while we have kept the terms up to
the third order (and not only to the second order) for a rea-
son which will become clear when we evaluate the QFI of the
corresponding evolved state in Section VI A. The short time
dynamical maps do not depend on the specific form of spec-
tral density, but only on the global parameter α. Furthermore,
evaluating the eigenvalues of the Choi matrix reveals that the
map is CP [94].
Repeating the same calculations for the PC master equation
in Equation (38) in the secular approximation, we arrive at
DΛ(t)(3),PC =

1 0 0 0
0 1 − ω20t22 − αt
2
4
(
1 + sin2 ϑ
)
−ω0t + q 0
0 ω0t − q 1 − ω
2
0t
2
2 − αt
2
4
(
1 + sin2 ϑ
)
0
0 0 0 1 − 12αt2 cos2 ϑ
 . (45)
B. Finite-time evolution for an Ohmic spectral density
Here, in order to be able to characterize the reduced dy-
namics at any time t, we focus on a particular specific spectral
density of the bath—the Ohmic spectral density:
J(ω) = λωe−ω/ωc , (46)
where λ quantifies the global strength of the system-
environment interaction, while ωc sets the cut-off frequency
which defines the relevant environmental frequencies in the
open-system dynamics. We further assume that ωc  ω0,
so that the dependence of Γ(ς, t) on ς can be neglected and
Γ(ω0, t) ≈ Γ(−ω0, t) ≈ Γ(0, t), as then, see Equations (33) and
(35):
Γ(±ω0, t) ≈ λ
β
∫ t
0
dτ
∫ ∞
−∞
dωei(±ω0+ω)τ (47)
×
(
e−ω/ωcΘ(ω) + eω/ωcΘ(−ω)
)
=
2λ
β
∫ t
0
dτe±iω0τ
∫ ∞
0
dωe−
ω
ωc cos(ωτ)
=
2λ
β
∫ t
0
dτe±iω0τ
ωc
1 + ω2cτ2
≈ 2λ
β
∫ t
0
dτ
ωc
1 + ω2cτ2
,
where in the first and last approximated equalities we used
the high-temperature condition and ω0/ωc  1, respectively.
The coefficients of the master equation in Equation (36) then
simplify to
bzz(t) =
sin2 ϑ
2
Γ(0, t)
b++(t) = b+−(t) = b−+(t) = b−−(t) =
cos2 ϑ
2
Γ(0, t)
bz+(t) = b+z(t) = bz−(t) = b−z(t) =
sinϑ cosϑ
2
Γ(0, t), (48)
while the Hamiltonian correction, HLS(t), vanishes. We stress
that it is the specific choice of Ohmic spectral density that as-
sures the coefficients of the master equation to be independent
of ω0—a fact, typically taken for granted in quantum metrol-
ogy scenarios [4, 34, 37, 44, 95–97].
Now, using Equation (48) one can easily see (e.g., by diag-
onalizing the matrix with elements given by the coefficients
b jk(t)) that the time-local master equation can be written as
dρ(t)
dt
= −i [H0, ρ(t)] + γ(t) (σ¯ρ(t)σ¯† − ρ(t)) , (49)
where the rate γ(t) and the dissipative operator σ¯ are given by
γ(t) =
1
2
Γ(0, t) =
λ
β
arctan (ωct)
σ¯ = cosϑσx + sinϑσz. (50)
It is worth noting that the dissipative part of the master
equation is fixed by one single operator σ¯, i.e., we have the
most general qubit rank-one Pauli noise, recently proved to be
correctable in the semigroup case (γ(t) = const) in quantum
metrology by ancilla-assisted error-correction [36], which has
been demonstrated experimentally for transversal coupling,
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ϑ = 0, in reference [98]. In addition, the only noise rate γ(t)
is a positive function of time, which guarantees not only the
CP of the dynamics, but also that the dynamical maps can
be always split into CP terms. In this case, one speaks of
(CP)-divisible dynamics, which coincides with the definition
of Markovian quantum dynamics put forward in [99]; see also
[73]. As expected, in the limit of an infinite cut-off, ωc → ∞,
the rate goes to a positive constant value, γ(t) → piλ/(2β), so
that we recover a Lindblad time-homogeneous (semigroup)
dynamics [83]; see C 1, where we also give the explicit form
of the corresponding dynamical maps for ϑ = 0, pi/2, i.e.,
transversal and pure dephasing noise-types, respectively.
Finally, note that a purely transversal interaction Hamilto-
nian (ϑ = 0) yields a purely transversal master equation equa-
tion, i.e., the only dissipative operator σ¯ = σx in Equation (49)
is orthogonal to H0, which is generally not guaranteed for ar-
bitrary spectral densities. σ¯ = σx characterizes what is usu-
ally known in the literature [37, 96] as (and what we will here
denote as) transversal noise.
Let us now consider the corresponding dynamics under the
secular approximation that provides us with a PC dynamics.
The coefficients in the third line of Equation (48) along with
b+−(t) are set to 0 and we are thus left with the PC master
equation
dρ(t)
dt
= −i [H0, ρ(t)] + γ(t) ∑
j=±,z
d j
(
σ jρ(t)σ
†
j −
1
2
{
σ†jσ j, ρ(t)
})
(51)
with d+ = d− = cos2 ϑ, while dz = sin2 ϑ. Once again, the
dynamics is CP and due to the positivity of γ(t) and the d js
it is even CP-divisible. Despite having now three different
dissipative operators, these claims hold because there is only
one single time-dependent function which defines all the rates.
In Figure 4 we illustrate the different dynamics geometri-
cally by comparing the different evolutions of the open system
for the NPC dynamics described by Equation (50) and the PC
dynamics fixed by Equation (51), respectively, see C 1. In
Figures 4(a-c), we report the evolution for the same dynam-
ics (i.e., the same ω0, ωc, λ, β and ϑ), for the three different
initial conditions which correspond to the three canonical or-
thogonal axes in the Bloch sphere. Of course, this is enough
to detect all the possible linear transformations that the set
of states undergoes during the evolution. In the PC dynam-
ics we have contractions and rotations about the z-axis, as
well as equal contractions along the x- and y-axes. These are
all transformations commuting with the unitary rotation about
the z-axis, as recalled in Section III. On the other hand, in
the non-secular dynamics we can observe a rotation about an
axis with components in the plane perpendicular to the z-axis,
which clearly breaks the phase covariance of the dynamics.
Figure 4(d) is devoted to illustrate another NPC effect, which
is already present in the dynamics in Figures 4(a-c), but is
not clearly observable due to the other transformations of the
Bloch sphere. We consider a dynamics where ϑ = 0, thus ex-
cluding any rotation apart from that about the z-axis [100]. As
we see, the NPC dynamics introduces different contractions
along the x and y directions, contrary to the PC case. The ef-
fects on parameter estimation of the rotations about the x- and
y-axes, as well as the different contractions along them will be
investigated in Section VI B.
Finally, note that although the non-secular terms introduce
a transient behavior, which departs from the secular (i.e., PC)
evolution, the system relaxes, in any case, to the fully mixed
state. When probe systems can be interrogated within the tran-
sient dynamics, metrological advances may arise, as discussed
in the following sections.
VI. SINGLE-QUBIT QUANTUM FISHER INFORMATION
We are now in a position to study the precision that can be
reached in frequency estimation under the general dynamics
considered here. We start by addressing the case of a single
probe, which already enables us to point out some relevant
differences in the behavior of the QFI under a PC and a NPC
dynamics, respectively. In the next section, we focus on the
asymptotic scaling with the number N of probes.
As recalled in Section II, the QFI fixes the maximum
achievable precision via the QCRB in Equation (8). For a
single qubit probe, one can directly evaluate the QFI by di-
agonalizing the state ρω0 (t) at time t, see Section II B. Here,
instead, we use a different and equivalent formulation of the
QFI [101], which directly connects it to the Bloch sphere pic-
ture of the probe dynamics. Given the Bloch vector r(0) as-
sociated with the initial state ρ(0) and recalling that we are
dealing only with unital dynamics, see Section V, so that the
affine transformation of the Bloch sphere in Equation (18) re-
duces at any time t and for any ω0 to r(0) → Vω0 (t)r(0), the
QFI at time t > 0 can be expressed as
FQ
[
ρω0 (t)
]
=
∣∣∣V˙ω0 (t)r(0)∣∣∣2 +
(
Vω0 (t)r(0) · V˙ω0 (t)r(0)
)2
1 − ∣∣∣Vω0 (t)r(0)∣∣∣2 ; (52)
the second term is set to 0 for pure states at time t, i.e., for
|Vω0 (t)r(0)| = 1. Note that we mark the derivative with re-
spect to the parameter by a dot, i.e., V˙ω0 ≡ ∂Vω0/∂ω0. In the
following, we focus on initially pure states, i.e., |r(0)| = 1,
since any mixture would decrease the QFI as a consequence
of its convexity [4]. It is then convenient to move to spher-
ical coordinates and adequately parametrise pure states by
r = {sin θ cos φ, sin θ sin φ, cos θ}.
A. Short-time limit
Thus, let us start by looking at the short-time expansion of
the QFI in Equation (52). The spherical parametrisation pro-
vides us with a clear relation among the short-time QFI for
the NPC and PC dynamics, see Equations (42) and (45), re-
spectively. As a matter of fact, the first non-trivial term (i.e.,
the first contribution to FQ which is induced by the noise and
therefore the first contribution where FQ differs between NPC
and PC dynamics) in the QFI is of the order t4 and it is fixed
by those terms up to t3 in Vω0 (t) and V˙ω0 (t). After a straight-
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FIG. 4. Qubit evolution in the Bloch sphere picture for the resulting NPC (49) and PC (51) dynamics (orange and blue, respectively).
In (a-c) the evolution parameter ϑ = pi/4 is chosen, so that when starting from an equator state, (a-b), the NPC dynamics clearly differs from
PC leading to a rotation around an axis that is tilted away from z. Initialising the qubit in an excited state, (c), the PC dynamics yields just a
decay to a completely mixed state, while for NPC the rotational behaviour is still manifested. In (d), perfectly transversal (ϑ = 0) coupling
is considered to illustrate that even though for both NPC and PC an equitorial state evolves in the xy plane, the secular approximation of PC
strongly modifies the speed of contraction.
forward calculation, we arrive in fact at
F(4)Q,PC = sin
2 θ t2 − 1
3
α sin2 θ
(
1 + sin2 ϑ
)
t4, (53)
F(4)Q = F
(4)
Q,PC + αt
4 sin θ
(
1
3
cos θ sin 2ϑ cos φ
+
sin2 φ (sinϑ cos θ + cosϑ cos φ sin θ)2 /4
cos θ cot θ − 2 tanϑ cos φ cos θ + (cos−2 ϑ − cos2 φ) sin θ
)
.
The maximum value of the QFI for a PC dynamics is obtained
for ϑ = 0, i.e., for a pure transversal Hamiltonian [37] and for
θ = pi/2, i.e., for a state lying on the equator of the Bloch
sphere; moreover, the dephasing noise, i.e., ϑ = pi/2, is the
most detrimental in this regime. Although the expression for
F(4)Q in the NPC case is too cumbersome to yield a comprehen-
sible analytical solution for a state which maximizes the QFI
in the short time limit, even for a fixed value of the parameter
ϑ, we report an approximated evaluation in D.
As can be directly inferred comparing the two formulas in
Equation (53), a crucial difference between PC and NPC dy-
namics is that in the former case the QFI only depends on the
initial distance of the Bloch vector from the z-axis and hence
on the angle θ, while the NPC terms introduce a dependence
of the QFI on the direction of the Bloch vector itself and there-
fore on the angle φ. Such a dependence is a consequence of
the non-commutativity of the encoding Hamiltonian with the
action of the noise. For any PC dynamical map Λω0,PC, if we
rotate the state ρ about the z-axis by a certain angle φ, we have
that
FQ
[
Λω0,PCUφ[ρ]
]
= FQ
[
UφΛω0,PC[ρ]
]
= FQ
[
Λω0,PC[ρ]
]
,
(54)
by virtue of Equation (10) the invariance of the QFI under
rotations independent from the parameter to be estimated.
Now, the contributions due to the NPC terms are able to
enhance the QFI, as can be seen in Figure 5(a), where we
illustrate the behavior of the difference ∆FQ ≡ F(4)Q − F(4)Q,PC
as a function of the initial conditions. Besides the dependence
on the initial phase φ, one can clearly observe the presence
of several areas where the NPC terms do increase the QFI.
Moreover, there are two maxima of the increment, one in the
neighborhood of φ = 0 and one in the neighborhood of φ = pi;
we plot ∆FQ for values φ ∈ [0, pi], since it is a symmetric
function under the reflection φ → 2pi − φ, see Equation (53).
In the plot, we fixed ϑ = pi/4 but the behavior is qualitatively
the same for different values of ϑ. Indeed, ∆FQ goes to 0
for ϑ going to pi/2 since for a pure dephasing Hamiltonian
the secular approximation has no effect, so that the dynamical
maps in Equation (42) and Equation (45) coincide.
Moreover, the presence of NPC terms can enhance the value
of the QFI maximized over all the initial conditions and hence
enlarge the maximal achievable precision. This is explicitly
shown by taking into account the states lying on the equatorial
plane of the Bloch sphere, which as said maximize F(4)Q,PC. For
θ = pi/2, the second relation in Equation (53) reduces to
F(4)Q = F
(4)
Q,PC +
αt4
4
(
cos4 ϑ cos2 φ sin2 φ
sin2 ϑ cos2 φ + sin2 φ
)
, (55)
which clearly shows that the maximum value of F(4)Q,PC can be
actually overcome for any value of ϑ , pi/2. In Figure 5(b),
we plot the increase of the QFI due to the NPC terms for
θ = pi/2, while varying the initial phase φ and mixing angle ϑ.
The QFI with the NPC terms is always bigger or equal than
F(4)Q,PC and the maximum enhancement occurs for φ close to
kpi with k = 0, 1, 2 and the pure transversal noise correspond-
ing to ϑ = 0. However, the latter condition depends on the
specific choice of the initial state: for θ , pi/2 one can have
the maximal amplification due to the NPC terms for non-zero
values of ϑ.
Different contributions to the QFI.
To get a more quantitative and general understanding of the
different contributions fixing the QFI in PC and NPC dynam-
ics, let us move a step back and recall them explicitly.
First, the non-commutativity between the noise and the
free evolution will induce some specific contributions to the
QFI, typical of the NPC regime. For illustration, let us
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FIG. 5. Difference between NPC and PC QFI at short time scales
and contributions due to the dependence of the master-equation
rates on ω0. (a-b): Difference (adimensional) between the QFI of
NPC and the PC dynamics, ∆FQ/(αt4) = (F
(4)
Q − F(4)Q,PC)/(αt4), as a
function of: (a) φ and θ for a fixed coupling angle ϑ = pi/4; (b) of
φ and ϑ for states maximizing F(4)Q,PC in Equation (55) at θ = pi/2.
(c): Increase of the QFI at short time-scales for PC and NPC dynam-
ics when the ω0 dependence of the noise rates is taken into account,
here δFQ = (FQ − F˜Q)/FQ. The inset shows the QFI plotted exactly
and after neglecting the dependence of the noise rates on ω0 (denoted
by •˜).
use the decomposition L(t) = H(t) + D(t), where H(t) =
−i
[
H0 + HLS(t), ·
]
is the Hamiltonian term, while D(t) =∑
i j bi j(t)
(
σi · σ†j − (1/2)
{
σ†jσi, ·
})
represents the dissipator.
In the PC case we have that [H(t),L(t)] = 0 which does
not hold for NPC dynamics, as can be directly checked, for
instance, by comparing Equation (38) and Equation (34). Re-
calling the Dyson expansion in Equation (23), we have to con-
sider terms as H(t1)D(t2) . . .H(tk) to obtain the dynamical
maps fixing the evolution of the probes. If the Hamiltonian
and the dissipative part do not commute, then the dependence
on ω0 within H(t) will mix with the dissipative terms con-
tained in D(t) and will be thus spread among more parame-
ters of the dynamical map at time t or, equivalently, on more
features of the Bloch vector at time t, possibly enhancing the
QFI. In particular, this mechanism leads to the dependence
of the QFI on the phase of the probes initial state in the NPC
case, a feature which is not shared with the PC case, see Equa-
tion (54).
Second, the noise terms themselves depend on ω0: As al-
ready pointed out in Section IV A the coefficients of the mas-
ter equation will in general contain a dependence on the pa-
rameter to be estimated. To quantify explicitly such a phe-
nomenon, we compared, for both PC and NPC dynamics, the
QFI which is obtained including the dependence of the rates
on ω0, with the QFI where such a dependence is disregarded.
In particular, in the latter case we replace the dependence of
the coefficients bi j(t),HLSi j (t) on ω0 with the dependence on
a generic frequency Ω, and only after that the QFI has been
evaluated, we set Ω = ω0. Let us denote this auxiliary object
as F˜Q, contrary to the former calculations of the QFI which
have been denoted by FQ. We stress that that F˜Q is actually
the object utilized in more phenomenological approaches to
quantum metrology, where the master equation is postulated
to describe some specific kinds of noise, rather than micro-
scopically derived so that the contributions due to the depen-
dence of the rates on ω0 are not accounted for. On the other
hand, let us mention that in [35] the role of the dependence of
the emission and absorption rates on the free system frequency
for a qubit system coupled to a Gaussian classical noise has
been investigated.
Figure 5(c) summarizes the effects of the two contributions
described above. In the main panel we plot the percentage
increase δFQ = 100(FQ − F˜Q)/FQ for both PC and NPC QFI.
We see that in both cases the dependence on ω0 of the noise
terms non-negligible and the compliance of these noise terms
can increase the QFI way beyond the value of the auxiliary
QFI, e.g. reaching 10% for NPC and 15% for PC at αt2 ≈ 0.6.
In the case of the PC dynamics, we can derive a very in-
tuitive geometrical picture of the information encoding. In
D we show that the auxiliary QFI F˜Q,PC(t) is simply propor-
tional to t2Dz(t)2 where Dz(t) is the length of the projection of
the Bloch vector into the xy plane, see Equation (D3). Hence
the information about the frequency we want to estimate, i.e.
the rotation speed about the z-axis, is fully enclosed into the
distance of the Bloch vector from the rotation axis. Crucially,
if we take the dependence of the rates on ω0 into account,
some further contributions to the QFI will appear, see Equa-
tion (D4). There is one additional term due to the dependence
of Dz(t) on ω0 and a second term in accordance with Equa-
tion (20), which contains the noise parameters vz(t) and d(t).
By construction, these two terms are positive for any PC dy-
namics, so that the dependence of the rates on ω0 will always
yield an improvement on the estimation precision, as already
indicated in Figure 5(c).
The time course of the QFI provides us with direct access
to the contribution of the non-commutativity by comparing
FQ,PC and FQ,NPC in the inset of Figure 5(c). This effect is
even more relevant than the contribution due to the depen-
dence of the noise rates on ω0 and, in any case we can further
confirm that the inclusion of nonsecular terms modifies sig-
nificantly the one-probe QFI, as already discussed referring to
Figure 5(a) and (b).
B. Finite-time analysis for the Ohmic spectral density
In this paragraph we examine the behavior of the QFI for
finite times, when the dynamics are dictated by the master
equation expressed in Eqs. (49) and (51). This will allow us
to analyze more in detail the difference between the NPC and
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FIG. 6. Difference at finite times between the QFIs of NPC and
PC dynamics for baths of Ohmic spectral density. Time evolution
of the QFI for different initial states and values of ϑ. The NPC curves
are shown in orange (light grey) and black for, respectively, ω0 = 1
and ω0 = 5, while the PC curve after the secular approximation is
shown in blue (dark grey) and it describes both the case of ω0 = 1
and ω0 = 5; the noise parameter is λ/β = 0.1. The insets show
the corresponding evolution of the Bloch vector, here NPC in orange
(light grey), PC in blue (dark grey). The initial conditions are the
following: a) φ = pi/2, θ = pi/2 ϑ = 0, b) φ = 0, θ = pi/2 ϑ = 0, c)
φ = 0, θ = pi/2 ϑ = pi/4, d) φ = 0, θ = pi/4 ϑ = pi/4.
the PC contributions to the QFI. The results presented in this
section are numeric, calculated using Equation (52) and the
same parametrization of the Bloch vector as before. Figure 6
contains the foundation of the following discussion.
Let us first note that the dependence on the initial phase φ
already mentioned above affects the whole time evolution of
the NPC-QFI. Figures 6(a-b) show the evolution with ϑ = 0
for an initial state in an equally weighted superposition, i.e.,
a state in the xˆ − yˆ plane of the Bloch sphere (θ = pi/2), but
with initial phases φ = pi/2 and φ = 0, respectively. Compar-
ing the two figures, one observes that the initial phase is of no
relevance for PC dynamics on the whole timescale, while the
NPC dynamics introduces a dependence on φ. The NPC con-
tributions enhance the maximum value of the QFI and shift its
position, depending on the value of the initial phase.
For the Ohmic spectral density considered here, the noise
terms do not depend on ω0, see Section V B, so that F˜Q(t) =
FQ(t) and the same result holds for the PC case. Hence,
FQ,PC(t) is directly fixed by the distance of the Bloch vec-
tor from the z-axis, along with the elapsed time t, see Equa-
tion (D3) in D, while the further contributions within the NPC-
QFI FQ(t) can be fully ascribed to the non-commutativity of
the Hamiltonian and dissipative part, see the discussion in the
previous paragraph.
While the independence of the QFI from the parameter to
be estimated in the PC case can be readily shown [34, 44], we
can see from Figure 6 that the NPC-QFI depends on ω0. In
particular, with growing values ω0, the NPC-QFI converges
to its PC counterpart: higher values of ω0 imply a faster free
dynamics of the system, which thus reduces the relevance of
NPC terms and increases the validity of the secular approxi-
mation, see Section III.
We further observe that the overall effect of the NPC terms
can yield an increase or a decrease of the QFI, depending
on the time interval considered. On the one hand, the NPC
terms induce a contraction in the x-y plane, which is no longer
isotropic. Comparing the evolution of the QFIs in Figures 6(a-
b) with the evolution of the Bloch vector in the insets, it is
clear how the non-isotropic contractions can bring the Bloch
vector further or closer to the z-axis, thus increasing or de-
creasing the QFI. On the other hand, as mentioned in the pre-
vious paragraph, due to the non-commutativity of the dynam-
ics additional information about ω0 is enclosed in other fea-
tures of the Bloch vector; the action of decoherence itself adds
some information about ω0 to the information imprinted by
the rotation about the z-axis given by the Hamiltonian encod-
ing.
The delicate interplay of the different mechanisms of pro-
duction and annihilation of the QFI is also illustrated in Fig-
ures 6(c-d). Here we consider values of ϑ different from 0, so
that the states initially on the equator of the Bloch sphere are
no longer confined to the xy-plane. Comparing Figures 6(b)
and (c), we see how the introduced NPC rotation partially
counterbalances the oscillations due to the non-isotropic con-
traction. Furthermore, the role of the different NPC terms
strongly depends on the initial state. As an example, Fig-
ure 6(d) shows the strongest (relative) enhancement of the
maximum value of the QFI due to the action of both the NPC
rotations and contractions.
VII. N-PROBE QUANTUM FISHER INFORMATION AND
ACHIEVABLE METROLOGICAL LIMITS
In this final section, we want to explore the QFI for an es-
timation utilizing multiple probes, up to the asymptotic limit
N → ∞. In this way, we will also provide a complete picture
for the model at hand of the different scalings of the error in
the presence of noise, including semigroup or non-semigroup
noise, as well as phase-covariant or non phase-covariant one.
As recalled in Section II B, evaluating the QFI becomes a
more and more difficult task, with the increasing of the di-
mensionality of the probing system. However, since we are
assuming a non-interacting probe system subject to indepen-
dent and identical noise, we can exploit the finite-N channel
extension method [28, 34]. Given the Kraus representation of
the dynamical map Λ(t) of a single probe, i.e.,
Λ(t)
[
ρ
]
=
∑
i
Ki(t)ρK
†
i (t), (56)
the QFI of the resulting N-probe state can be bounded from
above by the relation
FQ
[
ρ(N)(t)
]
≤ F↑Q
[
ρ(N)(t)
]
(57)
≡ 4 min
K˜
[
N ||αK˜(t)|| + N(N − 1)||βK˜(t)||2
]
,
which, along with the QCRB, directly provides us with a
lower bound to the estimation error, i.e. the MSE of Equa-
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FIG. 7. Sensing with N probes in parallel undergoing NPC Ohmic dynamics (49). The panels (a) to (c) show the MSE as functions
of N that is attained with the parity measurement and GHZ inputs, ∆2ω˜0,PT of Equation (58) (blue circles), in comparison with the general
lower bound on the error, t/F↑Q
[
ρ(N)(t)
]
with F↑Q defined in Equation (57) (orange crosses); both minimised over the round duration t with
corresponding optimal topt plotted within the insets (in matching colours). In cases, (a) ϑ = 0 and ωc = 10, (b, semigroup) for ϑ = 0 and
ωc → ∞, and (c) ϑ = pi/100 and ωc = 10; in all the three cases α = 1. All the curves are normalized with respect to their values at N = 1;
the grey areas mark the regions below the HL and above the SQL scalings respectively, while the green (dashed) line follows the scaling N−η ,
with the different η denoting the asymptotic scaling observed. The panel (d) shows the ratio F↑Q/t (orange) for the upper bound on the QFI and
the inverse error 1/(∆2ω˜0,PT ) [blue (dark grey)] for N = 160 and the same parameters shown in (a). Panel (e) illustrates the dependency of the
MSE on ϑ for N = 160 as a polar plot. Solid lines correspond to t/F↑Q
[
ρ(N)(t)
]
, while dashed lines represent ∆2ω˜0,PT . NPC noise is coloured
in orange, PC noise in blue and the NPC semigroup limit in green. Note that the lines for the semigroup cases are reduced by a factor 200.
tion (8). The minimum in Equation (57) is taken over all
Kraus representations, connected via a unitary transformation
according to K˜i(t) =
∑
j ui j(t)K j(t), while the unitary transfor-
mation will generally depend on ω0 as well. We also intro-
duced the quantities αK˜(t) =
∑
j
˙˜K†j (t)
˙˜K j(t), βK˜ = i
∑
j
˙˜K†j K˜ j
and recall that the dot notation represents a derivative with
respect to the parameter ω0. We remark that this bound is al-
ready optimized over all possible input states and can hence be
calculated without specifying both concrete preparation and
measurement procedures. Furthermore, the optimization can
be cast into a semidefinite programming task, which allows
for an efficient numerical evaluation, see reference [34].
In addition, to investigate the attainability of the bound,
we will consider a measurement of the parity operator Px =
⊗N
k=1 σ
(k)
x [12]. Using the error propagation formula and
since ∆2Px = 〈P2x〉 − 〈Px〉2 = 1− 〈Px〉2, the error ∆2ω˜0,P under
parity measurement reads [96]:
∆2ω˜PT = t
1 − 〈Px(t)〉2∣∣∣〈P˙x(t)〉∣∣∣2 . (58)
In particular, focusing on an initial GHZ state, one finds
〈Px(t)〉 = 12
{[
ξ(t) + iχ(t)
]N
+
[
ξ(t) − iχ(t)]N + [1 − (−1)N] ς(t)N} , (59)
where ξ(t), χ(t) and ς(t) are proper time- and frequency-
dependent functions obtained as in [96], from which Equa-
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η NPC PC NPC, semigroup PC, semigroup
ϑ = 0 7/4 3/2 5/3 1
ϑ , 0 3/2 3/2 1 1
TABLE I. Ultimate scaling exponent, η in Equation (60), of the
optimal estimation error ∆2ω˜0T for different types of noise in the
asymptotic limit of N → ∞.
tion (58) can be evaluated. Note that the last term only con-
tributes if N is an even number and hence the precision may
heavily change when N is changed by one. However, for all
the cases examined here, we have ς(t) = 0.
We focus on the case of an Ohmic spectral density, which
provides us with numerically easily solvable differential equa-
tions for any time t, cut-off frequency ωC and coupling
strength. Furthermore, by taking the limit ωC → ∞ we re-
cover the semigroup limit as mentioned in Sec. V B and C 1 b,
which will be useful to compare our results to those already
known in the literature.
A. Asymptotic scaling of the ultimate estimation precision
The starting point is the master equation given by Equa-
tion (49). In particular, we considered three different NPC
noise scenarios: the first two cases of a purely transversal
noise, i.e., ϑ = 0, for a non-semigroup [see Figure 7(a)]
and for a semigroup [Figure 7(b)] dynamics. As a third
case, we chose noise with a (small) longitudinal component
fixed by ϑ = pi/100 for a non-semigroup dynamics [see Fig-
ure 7(c)]. In Figure 7(a-c) we report the numerical study of
t/F↑Q
[
ρ(N)(t)
]
, which fixes a lower bound to the estimation er-
ror, see Equations (8) and (57), along with the estimation error
for the parity measurement, ∆2ω˜0,PT , see Equation (58). As
clearly observed in Figure 7, the two quantities have the same
asymptotic scaling, therefore the bound is achievable, at most
up to a constant factor. Hence we can infer the scaling with
respect to N of the error for the optimal estimation strategy.
Denoting the latter as ∆2ω˜0T , we can in fact write the lower
and upper bounds as
∆2ω˜0,PT ≥ ∆2ω˜0T ≥ t
F↑Q
[
ρ(N)(t)
] ⇒ ∆2ω˜0T ∝ 1Nη , (60)
where the implication follows from the fact that since both the
lower and the upper bound approach 0 for N → ∞ as N−η with
the same value of η, this will be the case also for ∆2ω˜0T .
Table I contains the values of the optimal scaling η for the
different NPC noise scenarios as inferred from our numerical
analysis, along with the corresponding PC scaling behavior
(i.e., those for the dynamics after the secular approximation,
see Equation (51)) taken from [34, 44]. The optimal scaling
of the estimation error for the full NPC dynamics is fixed by
two key features: Whether we have a semigroup or a non-
semigroup evolution and the direction of the noise fixed by
the angle ϑ. The presence of a time-dependent rate γ(t) as
in Equation (50) always leads to an improved scaling, with
respect to the constant rate γ of the semigroup evolution; in
particular, for any ϑ , 0 we have the Zeno η = 3/2 scaling,
associated with the linear increase of the rate γ(t) for short
times [43, 44]. Moreover, we numerically find the novel η =
7/4 scaling for a non-semigroup, purely transversal noise.
We stress that for any value of ϑ different from 0 the full
NPC dynamics leads to the same scaling behavior as in the
corresponding PC case. We can say that the transversal noise
represents a special case of NPC noise, which might be seen
as a "purely NPC noise". For any ϑ , 0, the dissipative part of
the master equation given in Equation (49) together with the
resulting dynamical maps, will have a component longitudi-
nal to the parameter imprinting, fixing the asymptotic scaling
to the less favorable one proper to PC dynamics and hence
extending the Zeno regime recalled in Section II C to the sce-
nario governed by NPC noise. This result, already known
for the semigroup regime [37] (see also Section II C), is here
extended to the non-semigroup case. Summarizing, we can
conclude that the ultimate achievable estimation precision can
overcome the SQL whenever we have a non-semigroup (short-
time) evolution, irrespective of the direction of the noise, or in
the cases where we have a purely transversal noise, irrespec-
tive of whether we have a semigroup or not.
Interestingly, similar results have been derived recently
[102] for rather different, infinite dimensional probing sys-
tems. The probes are prepared in Gaussian states and undergo
a Gaussian dynamics, possibly non-semigroup and NPC. The
NPC contributions are induced by the presence of squeezing
in the initial bath state. Also there the optimal asymptotic
scaling of the error is also found to be the same for PC and
NPC dynamics, going from the SQL for a semigroup to the
Zeno limit for a linear increase of the dissipative rates. Such
a transition for a PC evolution of a Gaussian system has been
shown also in [103].
B. Finite-N behavior
The plots in Figure 7(a-c) allow us to get some interesting
information also about the behavior of the estimation error for
a finite number of probes, showing that the asymptotic scaling
is approached in a possibly non-trivial way.
First of all, we note that for smaller values of N, the lower
bound to the estimation precision t/F↑Q
[
ρ(N)(t)
]
and the er-
ror under parity ∆2ω˜0,PT seem to follow the SQL and then,
only for intermediate and high values of N, the two quantities
converge to the asymptotic behavior, approaching it always
from above. This was already shown for a semigroup NPC
noise, also with a longitudinal component (see [37], in partic-
ular Figure 3) and here we see how the same happens for a
non-semigroup NPC noise. Actually, the effect is even more
pronounced for a non-semigroup non-transversal noise, where
the asymptotic behavior emerges only if almost 104 probes are
used, see Figure 7(c). Additional numerical studies (not re-
ported here) show that the asymptotic scaling is approached
earlier when the coupling to the bath is increased. Even if it
is clear that the finite-N behavior do not spoil the validity of
the different scalings pointed out in the previous paragraph, it
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should also be clear the relevance of such behavior in many
experimental frameworks, when, indeed, the high-N regime
might be not achievable. In such situations, the experimental
data would follow a scaling which is different from the asymp-
totic one for all practical purposes.
In addition, the behavior of the estimation error for finite
values of N provides us with a more complete understanding
of the specific role played by the geometry of the noise, i.e.
the coupling angle ϑ. In Figure 7(e) we study t/F↑Q
[
ρ(N)(t)
]
and ∆2ω˜0,PT , but now for different values of ϑ ∈ [0, pi/2] and
a fixed number of probes N = 160. For this value of N and
ϑ = 0 the two quantities have essentially already reached their
asymptotic values, see Figure 7(a), while this is not the case
for ϑ , 0, see Figure 7(c). Now, Figure 7(d) shows how both
t/F↑Q
[
ρ(N)(t)
]
and ∆2ω˜0,PT change continuously with the vari-
ation of ϑ. They increase from ϑ = 0 up to ϑ = pi/2, with the
increment being more pronounced for values of ϑ close to 0.
The sudden transition between different scalings for, respec-
tively, ϑ = 0 and ϑ , 0 is a peculiarity of the asymptotic
limit, N → ∞. Furthermore, this also confirms that noise in
the direction of the paramater imprinting is more detrimental
than any other direction, if the absolute noise strength is kept
identical.
As a final remark, note that the optimal time of the esti-
mation error for a parity measurement as a function of N has
discrete jumps between smooth periods, see the lower insets
in Figures 7(a-c). These jumps originate from the fact that
∆2ω˜0,PT does possess multiple local maxima instead of one
global maxima as t/F↑Q
[
ρ(N)(t)
]
does, see Figure 7(d). The
jump occurs when the global maximum of ∆2ω˜0,PT changes to
a different peak, which was only a local maximum before. On
the other hand, for large values of N ∆2ω˜0,PT will converge
to a function with only one local maximum, as the following
ones have been damped off, so that the optimal time will stay
a smooth function of N. The jumps in the optimal evaluation
time for a parity measurement can be observed also in the po-
lar plot in Figure 7(e), in terms of non-smooth variation as a
function of ϑ.
VIII. CONCLUSIONS
We have exploited a detailed analysis of the spin-boson
model, which is a general, well-known and widely used noise
model, to investigate how the ultimate achievable limits to fre-
quency estimation are affected by the different microscopic
features of the interaction between the quantum probes and
their environment. Hence, we used common tools of the the-
ory of open quantum systems to extend the characterization
of noisy quantum metrology beyond the common framework,
where the description of the noise is usually postulated on a
phenomenological basis.
First, we derived the master equation fixing the dynam-
ics of the probes, employing the second order TCL expan-
sion. Thereby, we clarified that the distinction between phase-
covariant and non-phase-covariant noise, which plays a key
role in frequency estimation [44], corresponds to the distinc-
tion between secular and non-secular dynamics. Moreover,
we characterized explicitly the dependence of the noise rates,
as well as of the correction to the system Hamiltonian, on the
free frequency of the probes, i.e., on the parameter to be esti-
mated. This is another aspect commonly overlooked in phe-
nomenological approaches to noisy metrology.
Then, employing a solution to the master equation in the
short time regime, valid for any spectral density, and a solu-
tion on the whole time scale for an Ohmic spectral density, we
investigated the single probe QFI and hence how the micro-
scopic details of the model influence the estimation precision.
In particular, we compared the differences between the effects
of, respectively, phase-covariant and non-phase-covariant dy-
namics. The non-secular contributions can both increase or
decrease the QFI, also depending on the initial condition, as
they lead to a dependence of the QFI on the initial phase of the
probes state. However, in general, the maximum (over time)
QFI is higher in the non-phase covariant case, due to the pos-
itive contributions induced by the non-commutativity of the
noise and the free Hamiltonian. Furthermore, we examined
the mentioned dependence of the noise terms on the estimated
frequency. While for non-secular dynamics no definite state-
ment can be made, we found that this dependence is always
beneficial for secular dynamics.
In the last part of the paper, we moved to the regime
of multiple probes and gave a complete characterization of
the possible asymptotic scalings of the estimation precision,
putting results already existing in the literature onto a com-
mon ground, as well as exploring new regimes. In particular,
we extended the validity of the super-classical Zeno scaling
N−3/2 onto non-phase-covariant, non-semigroup dynamics, as
long as ϑ , 0. Furthermore, we identified the novel N−7/4
scaling for ϑ , 0, i.e., for a non-phase-covariant and non-
semigroup dynamics, due to a coupling with the environment
fully orthogonal to the direction of the encoding of the param-
eter.
Concluding, our analysis offers a complete and physically
motivated characterization of the scenarios where one can ac-
tually achieve super-classical precision in frequency estima-
tion in the presence of (independent) noise. In addition, the
microscopic characterization of the probes dynamics enabled
us to present an in depth study of the influence of the micro-
scopic details of the probe-environment interaction on the pre-
cision. The adopted scheme can be directly linked to widely
used sensing scenarios as exploited with color-centers in dia-
mond, superconducting qubits or optomechanical setups.
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Appendix A: Equivalence with and engineered coupling Hamiltonian
Despite the fact that the Hamiltonian given in Equation (24) can arise as the natural model for specific systems, we can also
engineer this type of coupling out of a pure dephasing spin boson Hamiltonian by a continuous driving of the central spin.
Therefore consider the Hamiltonian
H˜ =
ωσz
2
+
Ωσx cosωLt
2
− σz
2
⊗
∑
n
(
gnan + g∗na
†
n
)
+ HB, (A1)
where Ω is the associated Rabi frequency of the driving with the frequency ωL, e.g. these correspond to amplitude and frequency
of a driving laser. In a frame rotating with the frequency ωL we employ the rotating wave approximation with respect to that
frequency and arrive at
H˜′ =
ω − ωL
2
σz +
Ω
2
σx − σz2 ⊗
∑
n
(
gnan + g∗na
†
n
)
+ HB. (A2)
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Inserting the substitutions ω − ωL = −ω0 sinϑ, Ω = −ω0 cosϑ and transforming the Hamiltonian with the help of the unitary
matrix
U =
 sec(ϑ)(sin(ϑ)−1)
√
sin(ϑ)+1√
2
√
1−sin(ϑ)(sec(ϑ)+tan(ϑ))√
2√
sin(ϑ)+1√
2
1√
2
√
sec(ϑ)(sec(ϑ)+tan(ϑ))
 , (A3)
directly yields the Hamiltonian (24), H = U†H˜′U, described in the main text. Note that due to the linearity of the substitutions
and the parameter-independent unitary transformation, if one knows the driving laser frequency and amplitude, ωL and Ω, the
parameter estimation of ω0 is fully equivalent to the estimation of ω.
Appendix B: Derivation of the weak-coupling master equation
In this Appendix, we briefly sketch the derivation of the weak-coupling master equation in Equation (34) and we provide the
expression of the coefficients b jk(t) where j, k = {+,−, z}, as well as the correction to the Hamiltonian HLS(t) in terms of the bath
correlation function C(t).
Recall that we start from Equation (25), which is obtained as the second order term in the expansion of the TCL master
equation in the interaction picture, assuming an initial product state but without any assumption about the form of the global
state at time t [99]. The master equation is then readily obtained following the derivation described at pages 128-129 in [83], the
only difference being that we keep the integration at the r.h.s. of Equation (25) from 0 to t, since we are not making the Born-
Markov approximation. Hence, following [83], we expand the system operator in the interaction Hamiltonian in Equation (24),
i.e.,
A =
(
cosϑ
σx
2
+ sinϑ
σz
2
)
, (B1)
via the projectors in the eigenspaces of the system free Hamiltonian,
H0 =
∑

Π(), (B2)
where 1 = ω0/2, 2 = −ω0/2, Π1 = |1〉〈1| and Π2 = |0〉〈0|. Thus, we define
A(ς) =
∑
′−=ς
Π()AΠ(′), (B3)
and we have
A =
∑
ς
A(ς) =
∑
ς
A†(ς). (B4)
Note that in our case ς can take the values ±ω0 and 0. Explicitly,
A(0) =
sinϑ
2
σz;
A(−ω0) = cosϑ2 σ+
A(ω0) =
cosϑ
2
σ−. (B5)
The decomposition of the interaction operator in Equation (B4) allows us to express the interaction Hamiltonian HI(t) as
HI(t) =
∑
ς
e−iςtA(ς) ⊗ B(t) =
∑
ς
eiςtA†(ς) ⊗ B(t). (B6)
Replacing these expansions in Equation (25), using Equation (B5) and replacing the integration variable τ with t− τ, one arrives
at [83]
d
dt
ρ˜(t) =
∑
ςς′
ei(ς
′−ς)tΓ(ς, t)
(
A(ς)ρ˜(t)A†(ς′) − A†(ς′)A(ς)ρ˜(t)
)
+ h.c
= Γ(0, t)
[
sinϑ cosϑ
4
(
e−iω0t (σzρ˜(t)σ− − σ−σzρ˜(t)) + eiω0t (σzρ˜(t)σ+ − σ+σzρ˜(t))
)
+
sin2 ϑ
4
(σzρ˜(t)σz − ρ˜(t))
]
+Γ(−ω0, t)
[
cos2 ϑ
4
(
σ+ρ˜(t)σ− − σ−σ+ρ˜(t) + e2iω0tσ+ρ˜(t)σ+
)
+
sinϑ cosϑ
4
eiω0t (σ+ρ˜(t)σz − σzσ+ρ˜(t))
]
+Γ(ω0, t)
[
cos2 ϑ
4
(
e−2iω0tσ−ρ˜(t)σ− + σ−ρ˜(t)σ+ − σ+σ−ρ˜(t)
)
+
sinϑ cosϑ
4
e−iω0t (σ−ρ˜(t)σz − σzσ−ρ˜(t))
]
+ h. c..(B7)
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Here h.c. stands for hermitian conjugate and we introduced the functions
Γ(ς, t) =
∫ t
0
dτeiςτC(τ). (B8)
Recall that C(t) is defined in Equation (33). We still need to separate the Hamiltonian and the dissipative contributions of
the dynamics. Before doing so, we go back to the Schrödinger picture via ρ˜(t) = eiH0tρ(t)e−iH0t, which adds a contribution
−i [H0, ρ(t)] and removes all the phase terms e±iω0t and e±2iω0t in the previous equation (since e−iH0tσ±eiH0t = e∓iω0tσ±, while
e−iH0tσzeiH0t = σz). If we now define
cςς′ (t) = Γ(ς, t) + Γ∗(ς′, t)
dςς′ (t) =
1
2i
(
Γ(ς, t) − Γ∗(ς′, t)) , (B9)
we can write Equation (B7) in the Schrödinger picture as
d
dt
ρ(t) = −i
H0 + ∑
ς,ς′
dςς′ (t)A†(ς′)A(ς), ρ(t)
 + ∑
ς,ς′
cς,ς′ (t)
(
A(ς)ρ(t)A†(ς′) − 1
2
{
A†(ς′)A(ς), ρ(t)
})
, (B10)
which can be written as the master equation (34) in the main text, when Equation (B5) is used. Thereby, exploiting Eq. (B9),
the coefficients are fixed as in Equation (36), i.e.,
bzz(t) =
sin2 ϑ
2
Re{Γ(0, t)} = sin
2 ϑ
2
∫ t
0
dτ Re{C(τ)}
b++(t) =
cos2 ϑ
2
Re{Γ(−ω0, t)} = cos
2 ϑ
2
∫ t
0
dτ Re
{
C(τ)e−iω0τ
}
b−−(t) =
cos2 ϑ
2
Re{Γ(ω0, t)} = cos
2 ϑ
2
∫ t
0
dτ Re
{
C(τ)eiω0τ
}
b+−(t) = b∗−+(t) =
cos2 ϑ
4
(Γ(−ω0, t) + Γ∗(ω0, t))
=
cos2 ϑ
2
∫ t
0
dτ Re{C(τ)} e−iω0τ
bz+(t) = b∗+z(t) =
sinϑ cosϑ
4
(Γ(0, t) + Γ∗(−ω0, t))
=
sinϑ cosϑ
4
∫ t
0
dτ
[
C(τ) + eiω0τC∗(τ)
]
bz−(t) = b∗−z(t) =
sinϑ cosϑ
4
(Γ(0, t) + Γ∗(ω0, t))
=
sinϑ cosϑ
4
∫ t
0
dτ
[
C(τ) + e−iω0τC∗(τ)
]
, (B11)
while the Hamiltonian contribution due to the interaction with the environment is given by HLS(t) =
∑
ς,ς′ dςς′ (t)A†(ς′)A(ς),
which corresponds to Equation (37) in the main text, that is,
HLS(t) =
(
HLS11 (t) H
LS
01 (t)
HLS01 (t) H
LS
00 (t)
)
, (B12)
where
HLS(t) =
 cos2 ϑ4
∫ t
0 dτ Im
{
eiω0τC(τ)
}
i sinϑ cosϑ4
∫ t
0 dτ Re{C(τ)} (1 − e−iω0τ)
−i sinϑ cosϑ4
∫ t
0 dτ Re{C(τ)} (1 − eiω0τ) cos
2 ϑ
4
∫ t
0 dτ Im
{
e−iω0τC(τ)
}  . (B13)
Summarizing, starting from the global Hamiltonian in Equation (24), after introducing the environmental correlation function
C(t) in Equation (33) and the system’s operators in Equation (B3), one directly gets the weak-coupling master equation via the
Eqs. (B8)-(B10).
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Appendix C: Solutions of the master equation in the high temperature limit
As said in the main text, we can use the approximation j(ω) ≈ j(−ω) to simplify the structure of the master equation in the
high temperature regime. First, note that sinceL(t) is a linear map acting on the space of linear operators inC2, we can represent
it via a 4 × 4 matrix, using the same representation recalled in Section III, see Equation (16). In particular, the coefficients in the
dissipative part of the generator as in Equation (39) imply the matrix representation of L(t) as
DL(t) =
(
0 0T
0 L(t)
)
. (C1)
Explicitly, using the definition of Γ(ω0, t) and Γ(0, t) in Equation (35), as well as HLS(t) in Equation (B13) and j(ω) ≈ j(−ω), we
end up with
DL(t) =

0 0 0 0
0 − sin2(ϑ) f1(0, t) −ω0 cos(ϑ) sin(ϑ) f1(ω0, t)
0 ω0 + cos2(ϑ) f2(ω0, t)
− sin2(ϑ) f1(0, t)
− cos2(ϑ) f1(ω0, t) cos(ϑ) sin(ϑ) f2(ω0, t)
0 sin(ϑ) cos(ϑ) f1(0, t) 0 − cos2(ϑ) f1(ω0, t),
 . (C2)
where
f1(ω0, t) =
∫ ∞
−∞
dω j(ω)
sin(t(ω − ω0))
ω − ω0
f2(ω0, t) =
∫ ∞
−∞
dω j(ω)
cos(t(ω − ω0)) − 1
ω − ω0 . (C3)
Indeed, applying the same constraint on the secular master equation in Equation (38), we get the PC master equation, where the
coefficients in the last line of Equation (39) are set to 0, along with HLS10 (t) = H
LS
01 (t)
∗ in Equation (B13). The corresponding
time-local generator is hence given by
DL(t)PC =

0 0 0 0
0
− sin2(ϑ) f1(0, t)
− cos2(ϑ)2 f1(ω0, t)
−ω0 − cos2(ϑ)2 f2(ω0, t) 0
0 ω0 +
cos2(ϑ)
2 f2(ω0, t)
− sin2(ϑ) f1(0, t)
− cos2(ϑ)2 f1(ω0, t)
0
0 0 0 − cos2(ϑ) f1(ω0, t)

. (C4)
Now, the form of the time-local generator as in Equation (C1) implies the form for the dynamical map as in Equation (41). By
means of, e.g., Equation (23) we see that the block-diagonal structure of the generator directly implies the same block-diagonal
structure of the dynamical map. Thus, we get Equation (41) with
V(t) = T←e
∫ t
0 dτL(τ). (C5)
1. Ohmic spectral density
a. Differential equations for the density matrix elements
Due to the simple master equations in the Ohmic regime described in Section V B, Equations (50) and (51), it is more
convenient to solve the dynamics taking into account the evolution of the elements of the system’s density matrix, ρi j(t) =
〈i| ρ(t) | j〉 for i, j = 1, 2.
For the NPC dynamics, the master equation in Equation (50) is equivalent to the following system of equations (of course,
ρ01(t) = ρ∗10(t) and ρ00(t) = 1 − ρ11(t)):
d
dt
ρ11(t) = cos2 ϑγ(t) (1 − 2ρ11(t)) + 2 cosϑ sinϑγ(t)Re{ρ10(t)}
d
dt
ρ10(t) = −iω0ρ10(t) − sinϑ cosϑγ(t)(1 − 2ρ11(t))
−(1 + sin2 ϑ)γ(t)ρ10(t) + cos2 ϑγ(t)ρ∗10(t), (C6)
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which can be easily solved numerically. For the PC dynamics, Equation (51) leads us to
d
dt
ρ11(t) = cos2 ϑγ(t)(1 − 2ρ11(t))
d
dt
ρ10(t) =
(
−iω0 − (2 − cos2 ϑ)γ(t)
)
ρ10(t). (C7)
Contrary to the NPC case, populations and coherences are decoupled. Indeed, the solution of this system of equations reads
d
dt
ρ11(t) = e−2 cos
2 ϑ
∫ t
0 dτγ(τ)ρ11(0)
+ cos2 ϑ
∫ t
0
dτe−2 cos
2 ϑ
∫ t
τ
dτ′γ(τ′)γ(τ)
d
dt
ρ10(t) = e−iω0t−(2−cos
2 ϑ)
∫ t
0 dτγ(τ)ρ10(0). (C8)
In Figure 4 we reported the evolution of the Bloch vector r(t) for different initial conditions for ρ(0). Indeed, the components
of the vector r(t) are directly related to the matrix elements of the corresponding state, see Section III. Finally, the CP of the
dynamics is guaranteed by the master equations themselves, as mentioned in the main text.
b. Semigroup limit
Taking the limit ωC → ∞, the decay rate given by Equation (50) becomes time independent,
γs = lim
ωC→∞
λ
β
arctan(ωCt) =
pi
2
λ
β
. (C9)
In the NPC case, this yields the generator
DLNPC(t) =

0 0 0 0
0 −2γs sin2(ϑ) −ω0 γs sin(2ϑ)
0 ω0 −2γ 0
0 γs sin(2ϑ) 0 −2γs cos2(ϑ)
 . (C10)
Appendix D: One-probe QFI: maximum for the short-time NPC expression and some general formulas for PC dynamics
First, we would like to provide an approximate evaluation of the maximum of the short-time expression of the NPC-QFI, see
Equation (53), to gain some understanding of the dependence of the optimal QFI on the initial state also for NPC dynamics. To
second order in time, we have F(4)Q = F
(4)
Q,PC and the QFI is maximal for θ = pi/2. We assume this to be around the optimal input
even if the fourth order is considered. Taking the derivative of F(4)Q with respect to φ we obtain
∂F(4)Q,
∂φ
∣∣∣∣∣∣∣
θ=pi/2
=
ατ4 cos4 ϑ sin φ cos φ
(
sin2 ϑ cos4 φ − sin4 φ
)
2
(
sin2 ϑ cos2 φ + sin2 φ
)2 . (D1)
This equation can be numerically solved for φ and yields:
θopt ≈ pi2 and φopt = arctan
{√
sinϑ
}
. (D2)
The (quasi-) optimality of this choice has been checked numerically, confirming that the value of the optimal φopt is more
sensitive to changes in tha bath-coupling angle ϑ.
Now, using the characterization of PC dynamics presented in Section III and the formula for the QFI in Equation (52), we
will provide some analytical formulas for the one-probe QFI of a PC dynamics; for the sake of generality, we will not restrict to
the unital case (i.e., to the T → ∞ regime for the spin-boson model, see Figure 3). Any PC dynamical map can be written as in
Equation (20), where ξ = ω0t + ϕ and, in general, also the other coefficients vz, dz, d will depend both on ω0 and on t. However,
if we neglect for a moment the dependence of the noise rates (for a PC dynamics bii(t), i = ±, z) on ω0, it is easy to see that the
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dependence on ω0 will be enclosed only in ξ, that is the coefficient due to the unitary component of the map. In this case the
QFI, which we denote as F˜Q,PC(t), will be simply given by
F˜Q,PC(t) =
t2
2
Dz(t)2, (D3)
where Dz(t) =
√
x(t)2 + y(t)2 = |d(t)|√x(0)2 + y(0)2 is the distance of the state at time t from the z-axis and we have used
Cartesian coordinates to define the Bloch vector r(t) = {x(t), y(t), z(t)}. Instead, if we include the dependence of the noise
parameters on ω0, we obtain the ’full’ QFI
FQ,PC(t) =
1
2
(
t2Dz(t, ω0)2 + D˙z(t, ω0)2 + z˙(t, ω0)2
)
+
1
2
(
Dz(t, ω0)2d˙(t, ω0)/d(t, ω0) + z(t, ω0)z˙(t)
)2
1 − Dz(t, ω0)2 − z2(t, ω0) , (D4)
where for the sake of compactness we used explicitly that z(t, ω0) = vz(t, ω0) + z(0)dz(t, ω0) Note that all the contributions are
positive; in particular 1 − Dz(t, ω0)2 − z2(t) ≥ 0 due to the positivity of the dynamics.
