We classify the possible ramification data andétale local structure of orders over surfaces with canonical singularities. We show that the local models are fixed rings of matrix algebras over k [[x, y]] and so are quotient singularities. We also show that they are Gorenstein.
Introduction
In [ChIn] , a version of Mori's minimal model program for orders was introduced. In particular, the notion of discrepancy was generalized to orders and with it, the notion of terminal singularities. The usefulness of these concepts for orders is seen from their role in the proof of a resolution of singularities type result for orders and in the birational classification of orders on surfaces (see [ChIn] , [AdeJ] ).
There are many useful classes of singularities in Mori theory such as the class of canonical singularities. They are defined as having non-negative discrepancy and so includes the class of terminal singularities which have positive discrepancy. It is thus natural to consider the corresponding notion for orders and that is the aim of this paper. The key questions are to extend the classification of the local structure of terminal orders to canonical orders and to verify some of the nice properties that their commutative counterparts enjoy.
For surfaces, there is a long history associated with canonical singularities and with it a rich theory. They have many different characterizations and corresponding names. They are known as
• Rational Double Points
• Gorenstein Quotient (Kleinian) Singularities
• Canonical (Du Val) Singularities
• Simple Surface Singularities.
Noncommutative analogues of canonical surface singularities have been studied by various authors primarily through algebraic characterizations, that is, the second one listed above. For example, tame orders of finite representation type were classified by Artin [Ar86] and Reiten and Van den Bergh [RVdB] . Another approach is via noncommutative deformations of commutative singularities. For example in [C-BH] , Crawley-Boevey and Holland studied deformations of the skew group algebra k[x, y]#Γ where Γ is a finite subgroup of SL 2 . Also, deformations of the coordinate ring k [[x, y]] G were studied in [Chan] . In both these last two cases, the algebras studied are in general not finite over their centre and so are of a different nature to the orders studied here.
It would be interesting to determine to what extent the commutative characterizations coincide in the case of orders. We give partial results in this direction showing that canonical singularities are Gorenstein quotient singularities. The proof uses a case by case analysis of the possible ramification data so there certainly may be a better uniform argument.
In the first section we review the necessary definitions and results from [ChIn] . We define the dualizing bimodule, normal orders, ramification data, discrepancy of orders, and terminal orders, and we recall the local classification of terminal orders. In the second section, we first show that canonical orders have minimal terminal resolutions. We then classify the possible ramification data of such a resolution. We contract these to determine the possible ramification data for a canonical singularity of an order.
The centres of canonical orders themselves have canonical singularities, and exceptional fibres of types D or E do not occur in the ramification divisor of the minimal resolution. Since Artin shows that this is the case for all maximal orders of finite representation type, this is what one expects. In fact, using the classification of possible ramification types we show that canonical orders all have finite representation type.
As in the terminal case, we assume our orders are normal which implies in particular that they are tame. Hence the orders we study is a subset of those classified by Artin and Reiten-Van den Bergh. There are however, maximal orders of finite representation type which are not canonical, but are log terminal. For a commutative surface singularity, finite representation type singularities, quotient singularities, and log terminal singularities all coincide, and so one may consider the classification of Artin and Reiten-Van den Bergh as a noncommutative generalization of this class of singularities.
Once the possible ramification data have been determined, the methods of [Ar86] are applied to present the orders as invariant rings. More precisely, given a canonical orders with centre R, we consider the totally ramified Galois cover S ′ /R which has the same ramification as the order. This cover has an ADE singularity, so we may take a smooth cover S/S ′ unramified in codimension one. A theorem of [Ar86] shows that a canonical order is the fixed ring of B := S n×n with respect to some action of the Galois group GalS/R. So this suffices to show that canonical orders are quotient singularities. We prove a criterion for normality which allows us to give a complete classification of canonical orders. This classification is done case by case and is given in terms of the possible group actions on B. Unlike the terminal case, a canonical order is not determined by its ramification data even up to Morita equivalence. To verify the Gorenstein condition we adapt the notion of the homological determinant to our setting which is used to compute the dualizing bimodule in each case. Lastly, we observe that the number of permissible modules is equal to the number of exceptional components in the resolution plus one. This observation suggests some version of the MacKay correspondence holds for these orders.
Preliminaries
We will work over a base field k which is algebraically closed of characteristic zero. Let Z be a normal surface with rational function field K(Z). We define an order O X over Z to be a torsion free coherent sheaf of central O Z -algebras such that K(X) := O X ⊗K(Z) is a central simple K(Z)-algebra. We refer to this order as X. A maximal order is maximal under inclusions inside K(X).
We briefly recall some definitions from [ChIn] . Let O X be an order with normal centre Z. The dualizing sheaf of X is the O X -bimodule ω X := Hom Z (O X , ω Z ). We say that X satisfies the condition S 2 if it is reflexive as a sheaf over Z. We say that X satisfies the condition R 1 when for all codimension one points p of Z, if the residue field k(p), has finite transcendence degree over the base field k. then O X,p is maximal, and otherwise we only require that O X,p is hereditary and O X,p ≃ ω X,p as a left O X,p -module and right O X,p module but not necessarily as a bimodule. An order X is normal if it satisfies both R 1 and S 2 . The following result is well known and is Proposition 3.1 in [ChIn] .
Theorem 2.1 Let O X be a normal order over a normal surface Z. Let p be a point of codimension one in Z with residue field k(p). Then the algebra O X,p has a radical J and O X,p /J ≃ L n×n , a matrix algebra over L which is a product of cyclic extensions of k(p).
Let Z
1 be the codimension one points of Z. The ramification index e p of X over p in Z 1 is the degree of L over k(p). The discriminant is the union of the ramification curves
We also let the cyclic cover A be the disjoint union of the smooth curves naturally associated to the cyclic extensions of the rational function fields k(p). So A is a union of cyclic covers of the components of D. We define the ramification data R(X) := (A → D → Z) to be the cyclic cover, discriminant and centre of X, with the appropriate maps. We associate a Q-divisor in Z to the order X as follows
We also write LR(X) := (Z, ∆), a log surface associated to X which we call the log ramification surface of X. We write K X := K Z + ∆ for the canonical divisor of this log surface, and we treat K X as if it was the canonical divisor of X.
A birational morphism of orders f : Y → X is defined to be a pair of maps f = (f Z , f # ), where f Z : Z(Y ) → Z(X) is a birational morphism on the central surfaces and
Let f : Y → X be a birational morphism of orders. Let E i be the exceptional divisor in Z(Y ). There are rational numbers a i such that
We let the discrepancy of f , denoted as discrep(f ), be the minimum of the coefficients a i . We let discrep(X) be the minimum of discrep(f ) over all birational maps f : Y → X from terminal orders Y . We say that X is a terminal order if discrep(X) > 0. We say that X is canonical if discrep(X) ≥ 0. It is shown in [ChIn] Proposition 6.5, that the associated log surface of a canonical order is log terminal.
Minimal resolutions
We first show that minimal terminal resolutions of a canonical order exist.
Theorem 3.1 Let X be a canonical order. Then there exists a terminal resolution Y such that all exceptional curves E i satisfy K Y .E i = 0.
2 < 0 since the intersection matrix is negative definite. So some term E j . a i E i < 0. So we have that E j .K Y < 0 and also E 2 j < 0 so Castelnuovo contraction for orders, [ChIn] Theorem 5.2, applies and we may contract E j to get another terminal order X ′ . So we repeat until no such curves are left. At that point we have that all a i = 0 and K X .E i = 0 for all i.
We define such a resolution to be a minimal resolution of a canonical order. There is also a normal crossing resolution which is the terminal order which has its ramification divisor and the exceptional curve together, D ∪ E, forming a normal crossing divisor. We determine the possible incidence graphs of both the normal crossing resolutions and the minimal resolutions of a canonical singularity.
Let Y be a minimal resolution of a canonical order. Let E = ∪E i be the decomposition of the exceptional divisor into irreducible components. We wish to determine the possibilities for E and the discriminant using the fact that the matrix (E i .E j ) ij is negative definite and E i .(K Z + ∆) = 0 for all i. The following theorem describes the four different possibilities for a single component E i of E.
Theorem 3.2 Let X be a canonical singularity and let E be an exceptional
So we proceed as the argument for Castelnuovo contraction [ChIn] Theorem 5.2, and we see that
in the case where E.D ′ is three points. However, none of the solutions yield a ramification indices for a cyclic cover of E ≃ P 1 and so E.D ′ ≤ 2. Furthermore, a cyclic cover of E cannot ramify on a single point, so E.D = 2. So now we must solve
So the only solutions are n = m = 1 and n = m = 2. This yields the possibilities above.
Next we classify the possible configuration of exceptional curves, using the fact that they must be made up of (−1)-curves and (−2)-curves. Theorem 3.3 Let E = ∪E i be a connected divisor with each E i a (−1)-curve or a (−2)-curve, and (E i .E j ) ij negative definite. Then E is either made up entirely of (−2)-curves in an ADE configuration, or E is a chain of rational curves and one end of the chain the curve E 1 is a (−1)-curve and the rest of the curves are all (−2)-curves.
Proof. If the curves are all (−2) curves then it is well known that the the curves must be in an ADE configuration (for example [KoMo] Theorem 4.22), so suppose that E 1 is a (−1)-curve. Since E is connected, E 1 must meet another curve, E 2 . So E 1 .E 2 ≥ 1 and since (E 1 + E 2 ) 2 < 0 we must have that E
2 ≥ 0 and so E is not contractible. So E 1 only meets E 2 . Now, suppose E 2 meets another curve E 3 . A similar calculation shows that E 2 3 = −2 and E 2 can not meet any other curve, and so we are done by induction.
The possible configurations where E has only (−2)-curves is particularly restricted.
Corollary 3.4 Suppose that E = E i has only (−2)-curves. Then either we have that E ∩ D = ∅ or E is a proper subset of D, and E is a chain of (−2)-curves.
Proof. Suppose one curve E 1 is contained in D. Let E 2 be another exceptional curve so that E 1 ∩ E 2 = ∅. So E 2 ∩ D = ∅ and so we must have that E 2 ⊂ D. So we get that E 2 = U or E 2 = V in the description of 3.2. So we see that the entire curve E is contained in D and E must be a chain of rational curves that meets the curve D ′ = D − E in two points at the ends of the chain. If we contract the non-minimal cases to their minimal resolutions we obtain figures 9 to 11. In these diagrams the triangles represent three curves meeting in a node, and the double connection represents two curves meeting tangentially.
In the following table we give the ramification data of the singularities obtained by contracting the terminal resolutions. For each type we describe 
Then the possible singularities are described in the table above.
Proof. Let X be the minimal terminal resolution of Y . We first note that in the case of theorem 3.2 where E 2 = −1 and E ⊂ D, the curve E is the entire exceptional curve. If F were another exceptional curve with F.E = 0 then we must have (E + F ) 2 < 0 so we would need F 2 = −2 and E.F = 1. Since E ⊂ D we must have F ⊂ D, by theorem 3.2. But now we have a contradiction since we would need the ramification index over F to be both e and 2e as described in theorem 3.2. So we must have that E is the entire exceptional curve and this yields case B e 1 . If all the components of E are (−2) curves then by corollary 3.4 we have that either
the exceptional curve of a resolution of an ADE singularity. If E ⊂ D then we know by theorem 3.2 that the each component E i of E must intersect exactly two other components of D. This gives case A e n . This leaves the possibility that E is a chain of rational curves with the first curve E 1 a (−1) curve as in theorem 3.3. Let us first suppose that E 1 ⊂ D. If we have only one component in E then we are in case B e 1 so suppose that U is exceptional. If the ramification index of E is e then U must be ramified with index 2e. We also know that U must be a (−2) curve in D, but that means the ramification index of E must be 2e. This contradiction shows that if the chain has more than one curve, E 1 must not be in D.
So now we must consider a chain of rational curves with E 1 a (−1) curve not in D and the rest of E made up of (−2) curves. Since E 1 is not contained in D we must have E.D = 2 and the ramification index of the components of D that meet E must be two. The rest of E must be either entirely in D or disjoint from D.
Let us first consider the case that E − E 1 is contained in D. In this case we have that E 1 meets E 2 which is contained in D. So E 1 must meet D in another point yielding case E 2 n , or E 1 may meet E 2 in the same point where
The last case to consider is where E − E 1 is disjoint from D and E 1 meets D with multiplicity two. Since D has normal crossings, the only possibilities are that E meets D in two disjoint points, a node or tangentially. These three cases give B 
Artin Covers
In this section, we show that canonical orders are all invariant rings of matrix algebras over regular algebras by applying a theorem of Artin in [Ar86] .
Let R be a normal noetherian domain with field of fractions K and A be a normal R-order. Let L/K be a Galois field extension with Galois group G and let S be the integral closure of R in L. If at each codimension one prime, the ramification of S/R divides the ramification of A/R then Artin in theorem 2.15 [Ar86] constructs a "Galois cover" B of A. More precisely, B is a normal S-order with a G-action such that B G = A and the natural map B#G → End A B is an isomorphism. We will call this order the Artin cover with respect to the central (ramified) cover Spec S → Spec R. We record here some facts about this cover.
Proposition 4.1 With notation as above, the orders A and End A B are reflexive Morita equivalent and have the same ramification data.
Proof. A = B
G is a direct summand of B so certainly B is a progenerator for A at every codimension one prime. Consequently, A B is a reflexive generator and A and End B are reflexive Morita equivalent.
To show they have the same ramification data, we first localise in thé etale topology at a codimension one prime p. It suffices to show that after anétale extension of R p , B is a free A-module, for then End A B is just the full matrix algebra with entries in A. Fortunately, Artin gives anétale local description of B in (2.33) of [Ar86] as follows. Let r be the ramification index of S/R and e the ramification index of A/R. Write e = rl. Let e ij be the standard basis for S n×n and s a uniformizing parameter for S. Then
where the exponents w ij are constant on diagonals and are given by the formula
It is easy to check that B is freely generated as an A-module by the matrices
where the s −c occur on the (i, j)-th entries with j − i = cl and the s r−c occur on the (i, j)-th entries with j − i = cl − e.
Let S = k{u, v}, the henselization of k [u, v] at the origin. We wish to show that every canonical order has an Artin cover which is terminal. In fact, we shall show that they have Artin covers which are isomorphic to S n×n . The key observation is Lemma 4.2 Let Y be a canonical order on Z = Spec S. Suppose the ramification curve is D and the ramification index is e. There exists a rational double point Z 1 = Spec S 1 and a cyclic ramified Galois cover Z 1 → Z which isétale away from D and totally ramified of degree e over D. Consequently, there exists a Galois cover of the form π : Z 2 → Z with Z 2 ≃ Spec k{u, v} and π is ramified only over D with ramification index e.
Proof. This has been observed by Artin already for all types except C 1 n where the ramification divisor is a cusp say defined by v 2 = u 2k+1 . The A 2k singularity with S 1 = k{u, v, w}/(w 2 − v 2 + u 2k+1 ) is a double cover of Spec S which is totally ramified on D with ramification index 2 as desired. For the last assertion we use an observation of Artin's. Since S 1 is a rational double point, it has the form S H 2 for some small subgroup of SL 2 . Now Z 2 → Z 1 iś etale in codimension one so lemma 4.2 of [Ar86] shows the composite Z 2 → Z is Galois.
In the following table we record the degrees of the covers Z 1 over S and Z 2 over Z 1 , and the type of ADE singularity of Z 1 .
type
2 4(2n − 1) The above lemma allows one to apply Artin's theorem 2.15 to any canonical S-order A. The Artin cover B is an Azumaya S-order so is isomorphic to S n×n . Together with the previous proposition, this gives Proposition 4.3 Let A be a canonical S-order. Then A is reflexive Morita equivalent to B#G for some finite group G and B = S n×n . In particular, A has finite representation type. Also, for every ramification class, if it contains a canonical order, then it contains a canonical order which has global dimension two.
In many cases, it is not necessary to go all the way up to the Azumaya Artin cover. There are smaller covers which are already terminal. Here are two examples of the order B and the action of the group in the case where A is of type B 1 1 , so is ramified on two smooth curves each with ramification index 2 and we take a ramified cover of one of the two curves. We adjoin
Below, the action of Z/2 is given by
then B is given by
5 Homological Determinant
. From section 4, we know that any canonical S-order A has the form B G where B is the full matrix ring S n×n and G is a finite group of automorphisms. Now duality theory shows that the canonical module ω A ≃ ω G B and ω B ≃ B. However, to compute the action of G on ω B we need a concept called the homological determinant of an automorphism. The theory we present here has been adapted from [JoZh] . They work in the graded setting whereas we need to work in the complete local setting. We refer the reader to [WuZh] for information about local duality for noncommutative complete local rings.
Let B be a noetherian complete semilocal k-algebra with radical m. We assume throughout that B/m is finite over k. We denote the Matlis dual by (−) ∨ which equals the continuous dual
whenever M is a noetherian module.
Suppose that B is Gorenstein in the sense that it has a balanced dualizing complex of the form ω[−d] where ω is a bimodule isomorphic to B as a left and right B-module (but not as a B-bimodule). Here ω is also the dualizing sheaf introduced in § 2 and d is the dimension which is 2 in our case. Recall that ω ∨ is isomorphic to the local cohomology module H d m (B). Unfortunately, in our setup, we will need to fix an isomorphism of left modules φ :
, this isomorphism is determined up to units B * in B. Let σ be an automorphism of B and let L σ denote the B-bimodule which is isomorphic to B as a left and right B-module but the left action is twisted through by σ. More precisely, writing the elements of L σ asb for b ∈ B, left multiplication by a ∈ B is defined by ab := σ(a)b. There is a canonical left
. Now applying the local cohomology functor to σ gives the left module isomorphism
On the other hand, taking the Matlis dual of σ ′ also gives an isomorphism of left A-modules
As noted above, the auomorphisms of B ∨ correspond to right multiplication by units in B so the two isomorphisms above differ by some
We call c the determinant of σ ∈ Aut B and denote it det σ. Another way of stating this is via the dualizing sheaf ω
∨ . Identifying B and ω via φ, the action of σ on ω differs from the action on B by the multiplicative constant det σ.
We are interested in the Gorenstein algebra B = S n×n . To carry out the computation of the determinant, we first look at the case where B is the full matrix algebra M := k n×n . Note that M is Gorenstein of dimension d = 0 and that the natural inclusion H Proof. By definition of determinant, the proposition amounts to the following diagram being commutative.
Let m ∈ M. By the Skolem-Noether theorem, σ corresponds to conjugation by a matrix, say s. Going round the upper part of the diagram we find
Going around the lower part of the diagram we find
which proves the proposition.
Suppose from now on that B = M ⊗ S and that G is a finite group which acts on S and acts on B compatibly with the action on S. Artin's theorem always puts us in this situation. By Cartan's theorem, we may assume the action on S is linear. The following lemma simplifies our calculations. Lemma (4.19)] In the above setup, the action of G on B is equivalent to the tensor product of an action of G on M with the action of G on S.
We henceforth restrict our attention to the case where the action is a tensor product. 
.
The diagram decomposes as the tensor product of two diagrams, one computing the determinant of σ as an automorphism of M and another computing the determinant of σ as an automorphism of S. Since these two determinants are 1 and d by proposition 5.1 and the hypothesis, the above diagram does indeed commute.
Gorenstein Property
Now that all canonical orders can be described as invariant rings, it remains to show that they are Gorenstein. In this section we find criteria for determining if an order is normal, using results of [Ar86] . After we know which actions give normal orders, this ensures that they are Gorenstein in codimension one but to show that they are globally Gorenstein, we find another condition that we can verify case by case. Recall from proposition 5.2 that the action of a finite group G acting on B = M ⊗ S compatible with the action on S = k[ [x, y] ] is the tensor product of the group action on S and a group action on M which we write (following Artin) as a projective representation
Treating PGL m as a trivial G-module, we can interpret β as an element of the cohomology group H 1 (G, P GL m ). Hence, from the exact sequence
we obtain the coboundary dβ ∈ H 2 (G, k * ). Let e be the order of dβ, so that Kummer theory shows that dβ lifts to an element of H 2 (G, µ e ). This cohomology class defines an extension
The projective representation β can be viewed alternatively as a representation b of G ′ as follows. For each σ ∈ G, choose b σ ∈ GL m so that β σ is conjugation by b σ . Next, lift each element σ ∈ G arbitrarily to an element of G ′ . We get the representation G → GL m by letting σ act by b σ . Let A := B G and K be the field of fractions of R := S G . Then A and dβ are related by Proposition 6.1 ([A86, Proposition 4.9]) The Brauer class of A K determines the cohomology class dβ and conversely.
In the non-maximal order case, normality is not guaranteed and we need a local computation to determine the condition it imposes on the cohomology class β. Let L be a line in Spec S and let(·) denote completion at the line or its image in Spec R. To simplify matters, we shall assume that k = C so that we may also assume that G acts linearly via unitary matrices on Spec S. Then writing H := Stab L we observe as in Artin that H is the product of cyclic groups and thatÂ =B H . It is in this situation that we will apply the next theorem.
Theorem 6.2 LetŜ := k((s))[[t]]
and H be a group acting linearly and faithfully onŜ. Suppose that H = I × J where I is the inertial group and that I = σ , J = τ are cyclic groups of orders pe, qe for suitable integers p, q, e. Suppose that H acts on M (and alsoB := M ⊗Ŝ) by β and that β σ , β τ are conjugations by matrices b σ , b τ . ThenB where I in the j + 1-st column is an identity matrix of size
. We computeB H / radB H by examiningB I first. Since I is the inertia group and the group action is faithful, we may assume σ maps t to ζt. Computing invariants with respect to I gives the block matrix formB
where the block sizes are the same as for b σ , i.e. d i . We conjugate by the block matrix
To pass to the residue ring ofB H we need, Lemma 6.5 Let C be a ring and suppose a group J acts by automorphisms on C. Then rad
Proof. Let r ∈ rad C ∩ C J and let c ∈ C J . We need to show that 1 − rc is invertible in C J . It has an inverse say r ′ in C and since 1 − rc is invariant, so is r ′ .
WriteB forB I / radB I . The lemma implies that ifB J is semisimple already thenB H / radB H =B J . We seek to showB J is indeed semisimple and need to compute the action of τ onB. Note that the skew-commutation relation b σ b τ = ζ p b τ b σ shows that b τ restricts to isomorphisms V i → V i+p . Hence conjugation by b τ yields isomorphisms of various factors ofB, namely,
We compute the invariants of each factor individually. They are symmetric so we assume i = 0 and write d := d 0 . Note that as I is the inertia group and H acts faithfully, τ : s → ξs where ξ is a primitive qe-th root of unity.
Also τ e has order q so b It follows that
Normality is thus equivalent to
We have already seen that d i = d i+p so normality is equivalent to all the eigenspaces of b σ having the same dimension. When this holds, the above formula forB H / radB H shows thatB H has the ramification given in the theorem.
The following lemma gives the condition to check for the order to be Gorenstein. We will check this condition case by case while carrying out the explicit constructions in section 7, completing the proof of that canonical orders are Gorenstein.
Lemma 6.7 Suppose that G acts linearly on S and so gives rise to an homomorphism G → GL 2 . Let χ denote the character G → GL 2 det −→ k * . Suppose there exists an invertible matrix θ ∈ M which lies in the χ −1 isotypic component of the G-module M. Then A is Gorenstein and the canonical module can be identified as Aθ = θA.
Proof. Let ρ denote the representation of G on B. If we identify the canonical module ω B of B with B we find that G acts on ω B by χ ⊗ ρ. Hence,
The argument is left-right symmetric so A is indeed Gorenstein.
Quotient Constructions
In this section we give precise local constructions for all normal canonical orders. We use Artin covers, and so construct the orders as invariant rings. We call a representation permissible if it satisfies the conditions in Theorem 6.2 and is irreducible amongst such modules. In each case we first find a cover of the centre with the same ramification as the order and find the Galois group G of this cover. Since the Artin cover is Azumaya on the cover we compute which actions of G on the matrix algebra of this cover produce the desired orders, subject to the conditions of theorem 6.2. We then verify that there is an invertible matrix satisfying the condition of lemma 6.7. These constructions present every canonical order as an invariant ring.
Type B e 1
We shall freely use the notation introduced in section 6. Let G be the group Z/2e × Z/2e and σ, τ be the generators of the two cyclic groups. Let ζ be a primitive 2e-th root of unity and suppose the group acts on S by σ : x → ζx, y → y and τ : x → x, y → ζy. Then R := S G = k[ [u, v] ] where u = x 2e , v = y 2e and S/R is a ramified cover which is ramified along uv = 0 with ramification index 2e. This coincides with the ramification of a type B e 1 canonical order A. Note G is the stabilizer of x = 0 and y = 0 and that the inertia groups above x = 0 and y = 0 are τ and σ respectively.
We may thus apply Artin's theorem [A86, Theorem2.15] and proposition 6.1 to see that A has the form B G where G acts on B as described in the beginning of the section. We need to compute the possibilities for the cohomology class β : G → PGL m .
Suppose that β σ is conjugation by b σ ∈ GL m and β τ is conjugation by b τ ∈ GL m . Since β 2e σ = 1, β 2e τ = 1, we may scale so that b 2e σ = 1, b 2e τ = 1. Now, the Brauer class of A K is the cyclic algebra of index e so we may assume ζ 2 b τ b σ = b σ b τ by theorem 6.2. We record these in
Recall from section 6 that b can be viewed as a representation of G ′ . We let V be the corresponding G ′ -module. To prove that A is Gorenstein, we seek an element satisfying the hypotheses of lemma 6.7. Note that if such elements exist for G ′ -modules V, W , then it exists for V ⊕ W . This suggests that we should seek all irreducible G ′ -modules which satisfy (7.1) and see what combinations of these satisfy the eigenspace condition of theorem 6.2.
It will be convenient to introduce the following e × e-matrices.
Let W be an irreducible G ′ -module. Suppose the corresponding representation, which we will also denote by b, satisfies the equations (7.1). We consider the eigenspace decomposition W = ⊕ i∈Z/2e W i with respect to b σ where W i is the ζ i -eigenspace of b σ . From (7.1) we see that b τ restricts to isomorphisms W i → W i+2 . Now b e τ has order 2 and maps W i → W i . Suppose that W i is non-zero and pick a b e τ -eigenvector w ∈ W i which must have eigenvalue ±1. We may as well assume that i = 0 or 1. Irreducibility shows that W has basis {w, b τ w, . . . , b e−1 τ w}. We write W i± for this G ′ -module where b τ = Q ± and b σ = P if i = 0 and b σ = ζP if i = 1.
The eigenspace condition of theorem 6.2 shows that A = B G is a canonical order of type B e 1 precisely when V is a direct sum of modules of the form W 0+ ⊕W 1− or W 0− ⊕W 1+ . To prove that A is Gorenstein, it suffices to assume that V is one of these two modules. Note that we have exactly two permissible representations. Lemma 6.7 shows that it suffices to find an invertible matrix θ ∈ M such that b
In the first case, we have
in lemma 6.7 shows that A is Gorenstein. In the second case we have,
in lemma 6.7 shows that A is Gorenstein. Note also that we have only two permissible irreducible representations.
Type C 1 n
Let r = 2n+1 and let G be the dihedral group σ, τ | σ
where ζ is a primitive r-th root of unity. One computes R :
. Ramification of S/R occurs at the fixed lines of the pseudo-reflections of G. There is one conjugacy class of pseudoreflections so the ramification curve is the image in Spec R of (Spec S) ψ where ψ is any pseudo-reflection. Picking ψ = τ , we see that S/R is ramified on the image of x = y which is the cusp v 2 = u r . The ramification index is 2 so this is the same as the ramification of a canonical order of type C 1 n . We may apply Artin's theorem as in the previous subsection and as before, classification of canonical orders A of type C 1 n will depend on determining possibilities for β ∈ H 1 (G, PGL m ). This time, A K is trivial in the Brauer group so dβ = 0 and β lifts to an actual representation b ∈ H 1 (G, GL m ). We consider the irreducible one dimensional representations of G
and the irreducible two-dimensional representations
where i = 1, . . . , n.
The inertia group at x = y is τ so the eigenspace condition of theorem 6.2 shows that b is the direct sum of ρ i and ρ 0 ⊕ ρ − . Note that again we have n + 1 irreducible permissible representations, namely the ρ i and ρ 0 ⊕ ρ − . To prove theorem 7.5 in this case, we may assume that b is one of these.
Note that the determinant character χ : Let r = 2n and let G be the dihedral group σ, τ | σ r = τ 2 = 1, στ = τ σ −1 . Suppose G acts linearly on S = k [[x, y] ] as in the previous subsection (except now the group D r with r even). As before, we find R := S G = k [[u, v] ] where u = xy, v = 1 2 (x r + y r ). The difference now is that there are two conjugacy classes of pseudo-reflections, namely, {σ i τ | i even} and {σ i τ | i odd}. Let L : x = y be the line fixed by τ and L ′ : x = ζy be the line fixed by στ . Their images in Spec R give the irreducible components of the ramification locus, namely, u = x n and u = −x n . Furthermore, the pointwise stabilizers of L, L ′ are τ , στ . These have order two so S/R ramifies with ramification index two. This coincides with the ramification of a canonical order A of type B 1 n so we may apply Artin's theorem as usual.
We compute the precise conditions on the cohomology class β ∈ H 1 (G, PGL m ) which describes the group action yielding invariant rings B G which are canonical B 1 n orders. In this case as before, A K is trivial in the Brauer group so β lifts to an actual representation b ∈ H 1 (G, GL m ). Again we decompose b into irreducible representations.
As in the last section, there are irreducible two-dimensional representations ρ i , for i = 1, . . . , n − 1 defined by (7.2). There are however, four irreducible one-dimensional representations.
We compute Stab L = τ, σ r , Stab L ′ = στ, σ r and the inertia groups at L, L ′ are τ , στ respectively. By taking direct sums of matrices and using the eigenspace condition of theorem 6.2, it suffices to assume b = ρ i , ρ 00 ⊕ ρ 01 or ρ 10 ⊕ ρ 11 . Hence again we see that there are n + 1 irreducible permissible representations.
In this case, the determinant character is χ :
shows that A is Gorenstein. In the other two cases, we use bases for ρ 00 ⊕ ρ 01 and ρ 10 ⊕ ρ 11 which are compatible with the direct sum decomposition. Then setting θ = 0 1 1 0 shows that A is Gorenstein.
7.4 Type F 1 n This is Artin's type II k of [Ar86] .
The ramification curves and the ramification indices for types B 1 n+1 and F 1 n coincide so if G is the dihedral group of the previous subsection with r = 2n + 2, and G acts on S as before, then S/R has the same ramification as any type F 1 n canonical order A. The difference in this case is that A K is non-trivial in the Brauer group. To account for this, write β ∈ H 1 (G, PGL m ) for the cohomology class describing the group action on B and lift β σ , β τ to elements b σ , b τ ∈ GL m . Let p = n + 1. We may assume
for some scalar λ.
Using the stabilizer groups computed in the previous subsection and theorem 6.2, we see the fact that A K has index 2 corresponds to the relation b
where ζ is a primitive 2p-th root of unity and note that a is odd. Note also that b p σ switches the ±1-eigenspaces of b τ so normality imposes no conditions so long as λ p = −1. We shall view b as a representation of G ′ as in the beginning of the section and let V be the corresponding G ′ -module. As usual, to prove that A is Gorenstein using lemma 6.7, we may assume that b is irreducible and still satisfies (7.3). We first decompose V into ζ i -eigenspaces V i with respect to b σ . Note that there are induced isomorphisms b τ : V i ∼ − → V a−i . Furthermore, a being odd implies that these eigenspaces are distinct. Using (7.3), we see that the irreducible representations have the form
Setting θ = 1 0 0 −1 in lemma 6.7 shows that A is Gorenstein. Finally, since swapping eigenspaces for ζ i and ζ a−i gives isomorphic modules, there are r/2 = n + 1 permissible modules.
7.5 Type C 2 n This is Artin's type III k of [Ar86] .
Let G be the subgroup of GL 2 generated by
where ζ is a primitive 2r-th root of unity and r = 2n − 1 is an odd integer. Consider the linear action of G on S defined by the above matrices. We claim that for R = S G , S/R has the same ramification as a canonical order A of type
There are two conjugacy classes of pseudo-reflections, {π, σ r π} and {σ i τ }. There is ramification at the fixed point set L 0 : x = 0 of π. It corresponds to the discriminant curve u = 0 over which S ramifies with ramification index two. The fixed point set L 1 : x = y of τ corresponds to the discriminant curve v 2 = u r over which S ramifies with ramification index two. As usual, we consider the cohomology class β ∈ H 1 (G, PGL m ) defining A. We lift β σ , β τ , β π to b σ , b τ , b π ∈ GL m in such a way so that b
r , so theorem 6.2 implies
As in the previous subsection, any b satisfying the above equations gives a canonical order of type C 2 n . To show that A is Gorenstein using lemma 6.7, we may as usual assume b corresponds to an irreducible representation V of the group G ′ mentioned in the beginning of the section. Note firstly that b σ b τ = λb τ b −1 σ for some scalar λ and (7.4) forces λ r = −1. Hence λ = ζ a for some odd integer a. Also, b π b τ = ρb r σ b τ b π for some scalar ρ. It turns out that ρ 2 = −1 though we have no need of this fact. We now decompose V into ζ i -eigenspaces V i with respect to b σ . The relations (7.4) show that there are induced isomorphisms 
where the sign in b π depends on (−1)
i . Setting
in lemma 6.7 shows that A is Gorenstein. Furthermore, the module is an irreducible G ′ -module unless i is such that a−i ≡ r+i mod 2r i.e. 2i ≡ a−r in which case the module decomposes into two 2-dimensional modules. In the irreducible case, the eigenvalues of b σ play a symmetric role so swapping i with a−i, i+r or a−i+r gives an isomorphic module. There are consequently n − 1 permissible modules of dimension 4.
For the two dimensional modules, we have b π v = νb τ v for some scalar ν, so that V has basis {v, b τ v} and
In this case, setting θ = 1 −1
in lemma 6.7 shows that A is Gorenstein. Note that as b 2 π = 1, there are exactly two possible choices for ν. Note that if i satisfies 2i ≡ a − r then the other value which also satisfies the congruence is a − i. Now changing i to a − i introduces no new modules consequently, there are two permissible modules of dimension two giving a total of n + 1 permissible modules.
Type E 2 n
Let r be the even integer 2n − 2 and set p = n − 1, and let ζ be a primitive 2r-th root of unity. We let G be the subgroup of GL 2 generated by
Note the following relations
Let G act linearly on S := k[ [x, y] ] via the matrices above and set R = S G . We claim that S/R has the same ramification as any canonical order A of type E 2 n . Note first that R = k [[u, v] ] where u = x 2 y 2 , v = 1 2 (x 2r + y 2r ). There are 3 conjugacy classes of pseudo-reflections {π, σ r π}, {σ i τ π | i odd} and {σ i τ π | i even}. The lines fixed by three representative pseudo-reflections π, τ π, στ π are
The corresponding images give the discriminant curves of S/R
The ramification index is immediately computed as two so the ramification is the same as that of a canonical type E to b σ where V i has eigenvalue ζ i . Write λ = ζ a and observe that a is even since λ r = 1. Note that we have induced isomorphisms b τ : V i → V a−i , b π : One checks easily that the eigenspace condition of theorem 6.2 is satisfied and that setting
in lemma 6.7 shows that A is canonical. This G ′ -module is irreducible except when either i) i ≡ a − i mod 2r or, ii) a − i ≡ r + i mod 2r. In these cases, the module decomposes into a direct sum of two 2-dimensional modules. As in the type C Finally, suppose we are in case ii). We let b τ v = νb π v for some scalar ν. The module V will sometimes be denoted V ν to emphasize the dependence on ν. Note firstly that if i is a solution to a − i ≡ r + i mod 2r then the only other solution is i + r. Since V = V i ⊕ V i+r , the latter does not give any new G ′ -modules. The fact that a − r ≡ 2i mod 2r and our ramification condition on µ, λ give µ = λ −p (−1) p+1 = ζ −ap+rp+r = ζ −2ip+r = −ζ −ir . in lemma 6.7 shows that A is Gorenstein in this case too. This gives one more permissible module for a total of p + 2 = n + 1.
Type ADE
Let A be an order of type A 1 , D 1 or E 1 so that its centre is of the form R = S G = k [[x, y] ] G where G is a finite subgroup of SL 2 . If B ≃ S n×n is the Artin cover of A with respect to S/R then G acts on B by automorphisms of determinant one. Hence, A = B G is also Gorenstein.
Let A be the order B G which we note by theorem 6.2 is normal. Also, proposition 4.1 shows that A has finite representation type.
We shall view S as the completion of a graded ring which is graded by degree in x, y. Note that the action of G on B is graded and identifying ω B with B, we see that its action on ω B is also graded. The degree zero component of A := B G is A 0 = k 3 , the set of diagonal matrices over k. The lowest degree component of ω Hence ω A cannot be a free A-module of rank one and A is not Gorenstein. Note however, that if b τ were chosen to be the same as b σ above, then the order would have the same ramification data and be Gorenstein.
Conclusion
We conclude the following theorems from the above constructions.
Theorem 7.5 A normal order with canonical ramification data is Gorenstein.
We also observe the following baby version of the MacKay correspondence.
Theorem 7.6 For a canonical order, the number of permissible modules for each type is n + 1, the number of components of the exceptional curve in the minimal terminal resolution plus one.
