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We consider a realistic nonequilibrium protocol, where a quantum system in thermal equilibrium
is suddenly subjected to an external force. Due to this force, the system is driven out of equilibrium
and the expectation values of certain observables acquire a dependence on time. Eventually, upon
switching off the external force, the system unitarily evolves under its own Hamiltonian and, as a
consequence, the expectation values of observables equilibrate towards specific constant long-time
values. Summarizing our main results, we show that, in systems which violate the eigenstate ther-
malization hypothesis (ETH), this long-time value exhibits an intriguing dependence on the strength
of the external force. Specifically, for weak external forces, i.e., within the linear response regime,
we show that expectation values thermalize to their original equilibrium values, despite the ETH
being violated. In contrast, for stronger perturbations beyond linear response, the quantum system
relaxes to some nonthermal value which depends on the previous nonequilibrium protocol. While
we present theoretical arguments which underpin these results, we also numerically demonstrate our
findings by studying the real-time dynamics of two low-dimensional quantum spin models.
I. INTRODUCTION
Recent years have witnessed an increased interest in
the emergence of thermodynamic behavior in closed
quantum many-body systems [1–3]. At the heart of this
subject lies the question if and how an isolated system,
undergoing solely unitary time evolution, eventually re-
laxes to some long-time steady state which is compliant
with the prediction of statistical mechanics, i.e., fixed by
a few macroscopic parameters only.
A key approach which has been put forward to answer
this question is the eigenstate thermalization hypothesis
(ETH) [4–6]. The ETH explains thermalization on the
basis of individual eigenstates and can be formulated as
an Ansatz about the matrix structure of local observables
in the eigenbasis of the respective Hamiltonian. Loosely
speaking, it states that for generic (nonintegrable) quan-
tum systems, the diagonal matrix elements of local oper-
ators depend smoothly on energy. If this condition is ful-
filled, then, independent of the specific out-of-equilibrium
initial state, the expectation values of such operators will
always relax to their thermal values prescribed by the mi-
crocanonical ensemble.
While it is already hard to proof the validity of the
ETH for a given model apart from numerical evidence
[7–12], there are also classes of systems which gener-
ically violate this Ansatz, with integrable and many-
body-localized models [13, 14] being the prime exam-
ples. On the one hand, due to the macroscopic number
of quasi(local) conservation laws, thermalization to stan-
dard statistical ensembles is precluded in integrable mod-
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els. Specifically, the long-time steady state in these sys-
tems is captured in terms of a suitable generalized Gibbs
ensemble instead [15, 16]. On the other hand, many-body
localization can arise in system with strong disorder. Due
to this disorder, transport ceases and the system defies
thermalization on indefinite time scales [17].
Nevertheless, even for ETH-violating systems, there
still exist out-of-equilibrium initial states for which ob-
servables dynamically equilibrate to their thermal values
at long times. From a mathematical point of view, these
states even form the majority of all possible initial states.
Specifically, this statement is related to the notion of typ-
icality [18–20]. One result of the latter is that the over-
whelming majority (Haar measure) of quantum states
within some energy shell yields expectation values of ob-
servables very close to the full microcanonical ensemble
[21, 22]. Or to rephrase, quantum states with visible
nonequilibrium properties are mathematically rare. Im-
portantly however, most of these nonequilibrium states
will evolve towards exhibiting expectation values close to
the respective equilibrium values, given some mild condi-
tions on the dynamics [23] that are entirely unrelated to
the ETH [24–27]. It thus is an intriguing and open ques-
tion whether or not such typicality arguments also apply
to actual (experimentally realizable) out-of-equilibrium
initial states, see also Refs. [28–30].
In this context, we propose a specific class of ini-
tial states which can be tuned close to and far away
from equilibrium. In particular, we consider a realis-
tic nonequilibrium protocol, where a quantum system in
thermal equilibrium is suddenly subjected to an external
force. Due to this force, the system is driven out of equi-
librium and the expectation values of certain observables
acquire a dependence on time. Eventually, upon switch-
ing off the external force, the system unitarily evolves
under its own Hamiltonian and, as a consequence, the ex-
pectation values of observables equilibrate towards spe-
2FIG. 1. (Color online) Sketch of the nonequilibrium setup.
For times t < t∗ the system evolves w.r.t. a perturbed Hamil-
tonian H0 − αO. Depending on the magnitude of α, the
expectation value 〈O(t)〉 can be driven close to or far away
from its equilibrium value Oeq. For times t > t∗ the system
evolves with respect to H0. We study how the long-time value
〈O(t→∞)〉 depends on the perturbation strength α.
cific constant long-time values. Summarizing our main
results, we unveil that, in systems which violate the ETH,
this long-time value exhibits an intriguing dependence on
the strength of the external force. Specifically, for weak
external forces, i.e., within the linear response regime,
we show that expectation values thermalize to their orig-
inal equilibrium values, despite the ETH being violated.
In contrast, for stronger perturbations beyond linear re-
sponse, the quantum system relaxes to some nonthermal
value which depends on the previous nonequilibrium pro-
tocol. Moreover, for nonintegrable systems which obey
the ETH, we illustrate that the system thermalizes for all
initial conditions, both within and beyond the linear re-
sponse regime. Our findings exemplify that (apart from
the LRT regime) the ETH is indeed a physically nec-
essary condition for initial-state-independent relaxation
and thermalization in realistic situations.
This paper is structured as follows. In Sec. II, we in-
troduce and discuss the nonequilibrium protocol which
is considered in this paper. In Sec. III, we then present
numerical results for two quantum lattice models which
corroborate our findings. We conclude and summarize in
Sec. IV.
II. NONEQUILIBRIUM DYNAMICS
A. General protocol
Let us consider a quantum system in thermal equilib-
rium, i.e., at time t = 0 it is described by a canonical
density matrix,
ρ(0) = ρeq =
e−βH0
Z0 , (1)
where Z0 = Tr[exp(−βH0)] is the partition function,
β = 1/T is the inverse temperature, and H0 denotes
the Hamiltonian of the (unperturbed) quantum system.
Next, we consider a nonequilibrium protocol where an
external static force of strength α is suddenly switched
on at time t = 0, and switched off again at t = t∗. For
times t < t∗, this external force acts on the quantum
system, giving rise to an additional operator O (conju-
gated to the force) within the Hamiltonian. Thus, the full
(time-dependent) Hamiltonian Ht of the nonequilibrium
protocol takes on the form
Ht =
{
H0 − αO , 0 < t < t∗
H0 , t > t∗
. (2)
The combination of external force and quantum system
is considered as being isolated from its environment, i.e.,
the initial equilibrium state ρ(0) evolves unitarily in time
according to the von-Neumann equation, and ρ(t) is given
by
ρ(t) =
{
e−i(H0−αO)tρ(0)ei(H0−αO)t , 0 < t < t∗
e−iH0(t−t
∗)ρ(t∗)eiH0(t−t
∗) , t > t∗
. (3)
In the following, we will be interested in the dynamics
of the same observable O which is used to perturb the
system. While at time t = 0, O takes on its equilib-
rium value 〈O(0)〉 = Oeq, the expectation value 〈O(t)〉
acquires a time dependence due to the driving by the ex-
ternal force (assuming [O,H0] 6= 0). Specifically, for any
time t ≥ 0, 〈O(t)〉 reads
〈O(t)〉 = Tr[ρ(t)O] , (4)
where ρ(t) is the out-of-equilibrium state in Eq. (3).
Clearly, the time dependence of 〈O(t)〉 can be manifold.
Naively, one might expect a scenario as sketched in Fig.
1. For times t ≤ t∗, the expectation value 〈O(t)〉 starts
increasing with a growth rate depending on the strength
of the perturbation α. The value of 〈O(t)〉 at time t = t∗
is here denoted by
〈O(t∗)〉 = O∗ . (5)
Subsequently, for t > t∗, 〈O(t)〉 evolves w.r.t. the unper-
turbed Hamiltonian H0 and might relax back to Oeq, or
potentially also to some other long-time value,
〈O(t→∞)〉 = O∞ . (6)
Note that while the mere process of equilibration can be
shown under very little assumptions on H0,O [23, 31],
the present paper is concerned with the question of ther-
malization. In particular, we address the questions (i)
how O∞ depends on the strength of the perturbation α,
and (ii) how this dependence is affected by the validity
or breakdown of the eigenstate thermalization hypothe-
sis. In this context, it is also important to note that due
to the driving by the external force, the system “heats
up” and the new thermal value of O can differ from the
original Oeq (see also Appendix A).
3B. Linear response regime
Let us now discuss the nonequilibrium protocol out-
lined above in more detail. In fact, in the regime of small
external forces, the time dependence of 〈O(t)〉 can be sim-
plified considerably. According to linear response theory
(LRT), the dynamics of 〈O(t)〉 in this regime follows as
[32]
〈O(t)〉 − Oeq = α
∫ t∗
0
φ(t− t′) dt′, (7)
where we have exploited that the external force α(t) = α
is constant and only acts for t ∈ [0, t∗]. Moreover, the
function φ(t) in Eq. (7) is given in terms of a Kubo scalar
product [32]
φ(t) = −β d
dt
(∆O; ∆O(t)) (8)
= − d
dt
∫ β
0
Tr
[
eλH0∆Oe−λH0∆O(t)ρeq
]
dλ , (9)
where ∆O = O−Oeq and O(t) = eiH0tOe−iH0t. Starting
from Eqs. (7) - (9), let us now scrutinize the long-time
dynamics 〈O(t→∞)〉. To this end, we first define χ(t) =
β(∆O; ∆O(t)), such that φ(t) = −dχ(t)/dt [33]. Next,
let teq be the time for which χ(t) equilibrates, i.e, χ(t) is
essentially time-independent for t > teq,
χ(t > teq) ≈ χ = const . (10)
Moreover, let τ > teq be a (long) time which is chosen
such that τ−teq > t∗. In view of Eq. (7), the expectation
value 〈O(τ)〉 then follows as
〈O(τ)〉 − Oeq = α
∫ t∗
0
φ(τ − t) dt (11)
= α
[
χ(τ) − χ(τ − t∗)] ≈ 0 , (12)
since χ(τ) = χ(τ − t∗) ≈ χ, cf. Eq. (10). In particular,
for a fixed value of t∗, there always exists a time τ with
τ − teq > t∗ for which Eq. (12) is valid, and in the limit
τ →∞ we can generally write
O∞ −Oeq ≈ 0. (13)
Thus, for small external forces within the validity regime
of LRT, the system relaxes back to its original equilib-
rium value. Remarkably, this statement is independent
of a specific model, only requires equilibration of χ(t),
and holds even if the ETH is violated. This is a first
important result of the present paper.
However, the expression given in Eq. (7) is only
valid for small external forces, and terms of the order
α2, α3, . . . can become important when α is increased.
As a consequence, Eq. (13) can break down, and it is an
intriguing question how O∞ changes for values of α be-
yond LRT. This transition between small and large values
of α will be in the focus of our numerical study in the
upcoming section.
III. NUMERICAL ANALYSIS
Let us now numerically study the nonequilibrium pro-
tocol outlined in Sec. II. First, we introduce our models
in Sec. III A. Then, we describe our numerical approach
in Sec. III B, before presenting our results in Sec. III C.
A. Models
1. The XXZ chain
As a first example, we consider the one-dimensional
anisotropic Heisenberg model (XXZ chain) with periodic
boundary conditions. The model is described by the
Hamiltonian
H0 = J
L∑
l=1
(
Sxl S
x
l+1 + S
y
l S
y
l+1 +∆S
z
l S
z
l+1
)
, (14)
where the Sµl , µ = x, y, z are spin-1/2 operators at lattice
site l, J = 1 is the antiferromagnetic exchange constant,
L is the number of lattice sites, and ∆ ≥ 0 denotes the
exchange anisotropy in the z-direction.
As an observable for our nonequilibrium protocol, we
here choose the spin current J , which can be defined in
terms of a lattice continuity equation and takes on the
well-known form [34],
J = J
L∑
l=1
(
Sxl S
y
l+1 − Syl Sxl+1
)
. (15)
Thus, as outlined in Eqs. (2) and (3), the system evolves
w.r.t. H0 − αJ for t < t∗, and we study the relaxation
of 〈J (t)〉 for long times. Note that, while a specific force
for this particular operator is probably difficult to realize
in an experiment, this numerical example nevertheless
nicely illustrates the main results of the present paper.
The XXZ chain defined in Eq. (14) is integrable in
terms of the Bethe Ansatz for all values of ∆ [35]. For
the particular case of ∆ = 0, it can be mapped to a
model of free spinless fermions with J being exactly con-
served. Moreover, while [J ,H0] 6= 0 for all ∆ 6= 0, it
has been shown that J is at least partially conserved for
anisotropies ∆ < 1 [36–38]. For the purpose of this pa-
per, we therefore choose ∆ = 0.5. An explicit finite-size
scaling, in order to confirm that the ETH is indeed vio-
lated for this choice of parameters, can be found, e.g., in
Ref. [12].
As a comparison, it is furthermore instructive to study
the dynamics of J also in a case where the ETH is valid.
To this end, we consider an integrability-breaking next-
nearest neighbor interaction of strength ∆′, i.e., the new
Hamiltonian of the system then reads,
H′0 = H0 + J∆′
∑
l
Szl S
z
l+2 . (16)
4Note that the specific form of the spin current (15) impor-
tantly remains unaffected. In particular, we here choose
∆ = ∆′ = 0.5 for which the ETH is expected to hold
[12, 39].
2. The asymmetric spin ladder
As a second example, we study an asymmetric and
anisotropic spin-1/2 ladder. The Hamiltonian of the spin
ladder has a leg part H‖ and a rung part H⊥,
H0 = H‖ +H⊥ , (17)
whereH‖ essentially consists of two separate XXZ chains,
cf. Eq. (14), with different lengths L1, L2, exchange con-
stant J‖, and open boundary conditions. Moreover, these
two chains are then connected according to
H⊥ = J⊥
L1∑
l=1
Sxl,1S
x
l,2 + S
y
l,1S
y
l,2 +∆S
z
l,1S
z
l,2 , (18)
where we have chosen L1 < L2 without loss of generality.
The total number of lattice sites is L = L1 + L2. Based
on a finite-size analysis of level statistics and of fluctu-
ations of diagonal matrix elements, the spin ladder (17)
has been shown to undergo a transition between a ther-
mal phase and a nonthermal phase for large interchain
couplings J⊥/J‖ & 4 [40, 41]. Since our goal is not to
thoroughly screen all parameter regimes, but rather to
numerically illustrate the physical mechanisms discussed
in Sec. II, we here choose J‖ = 1, J⊥ = 4.2 and ∆ = 0.1,
cf. Refs. [28, 41].
Furthermore, as an observable, we study the magneti-
zation difference between the two legs of the spin ladder,
M =
L1∑
l=1
Szl,1 −
L2∑
l=1
Szl,2 . (19)
In particular, this magnetization difference allows for an
intuitive understanding of our nonequilibrium protocol.
Specifically, the external force of strength α would cor-
respond to a magnetic field which is directed in positive
z-direction on the first leg, and in negative z-direction on
the second leg.
B. Dynamical quantum typicality
In order to evaluate time-dependent expectation values
〈O(t)〉 for large system sizes (outside the range of exact
diagonalization), we here rely on an efficient pure-state
approach based on the concept of dynamical quantum
typicality (DQT) [42–46]. Within this concept, a single
(randomly drawn) pure quantum state can imitate the
properties of the full density matrix. Specifically, in order
to calculate the expectation value 〈O(t)〉, the full trace
Tr[ρ(t)O] is replaced by a simple scalar product,
〈O(t)〉 = 〈ψβ(t)| O |ψβ(t)〉+ ǫ . (20)
0
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FIG. 2. (Color online) (a) Expectation value (〈J (t)〉−Jeq)/L
for the XXZ chain with ∆ = 0.5, ∆′ = 0. Data is shown for
various strengths of the external force α, which acts up to
times t∗ = 5 (as indicated by the dashed vertical line). The
other parameters are L = 24 and β = 1.
Here, |ψβ(t)〉 denotes the unitarily time-evolved state
[analogous to Eq. (3)], and |ψβ(0)〉 is a typical state at
inverse temperature β [44, 46],
|ψβ(0)〉 = e
−βH0/2 |ϕ〉√
〈ϕ| e−βH0 |ϕ〉 , |ϕ〉 =
d∑
k=1
ck |ϕk〉 , (21)
where the reference pure state |ϕ〉 would correspond to
infinite temperature. In particular, the complex coeffi-
cients ck in Eq. (21) are randomly drawn from a Gaus-
sian distribution with zero mean (Haar measure) [47],
and the sum runs over the full Hilbert space with basis
states |ϕk〉 and dimension d = 2L. Note that the statis-
tical error ǫ = ǫ(|ϕ〉) in Eq. (20) scales as ǫ ∝ 1/√deff,
where deff = Z0/e−βE0 is the effective dimension of the
Hilbert space, and E0 is the ground-state energy of H0
[42, 45–48]. Thus, ǫ decreases exponentially with system
size, and the typicality approximation becomes very ac-
curate if L is sufficiently large (especially for small values
of β) [49]. See also Ref. [50] for a recent study of linear
and nonlinear response using typical pure states, as well
as Refs. [28, 51–53] for a different but related nonequi-
librium setup.
The main numerical advantage of Eq. (20) stems from
the fact that instead of density matrices, one only has to
deal with pure states. Particularly, in order to construct
the states |ψβ(0)〉 and |ψβ(t)〉, the exponentials e−βH0/2
or e−iHt can be efficiently evaluated by iteratively solving
the imaginary- or real-time Schro¨dinger equation, respec-
tively. While various sophisticated methods are avail-
able for this task, such as Trotter decompositions [54],
Chebychev polynomials [55, 56], and Krylov subspace
techniques [57], we here rely on a fourth order Runge-
Kutta scheme where the discrete time-step is chosen short
enough to guarantee negligible numerical errors [45, 46].
Such iterator methods, in combination with the sparse-
ness of generic few-body operators, enable the treatment
of Hilbert-space dimensions significantly larger compared
to standard exact diagonalization [46, 48, 58, 59].
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FIG. 3. (Color online) (a) (J ∗ − Jeq)/L versus perturbation
strength α. Inset shows same data, but with linear α-axis.
(b) (J∞ − Jeq)/L versus α. (c) Ratio (J∞ − Jeq)/(J ∗ −
Jeq) versus α. Data are shown for different system sizes L =
20, . . . , 26. Note that J∞ is extracted at time t = 100 ≫ t∗.
The other parameters are ∆ = 0.5, ∆′ = 0, and β = 1.
C. Results
We now present our numerical results. Note that our
data are calculated for a single temperature β = 1 only.
In particular, we have chosen this moderate temperature
since it (i) is low enough such that the system can be
driven out of equilibrium with reasonable effort [60], but
(ii) is high enough to ensure that finite-size effect and
numerical errors are small [49]. Moreover, while details
of the nonequilibrium dynamics can of course vary with
temperature, the overall picture applies to all values of
β, i.e., there will always be a regime of small α where
LRT holds, as well as a regime of large α where LRT
breaks down. Naturally, the notion of small and large
can depend on β.
To begin with, we consider the spin current J in the
XXZ chain as introduced in Sec. III A 1. In order to get
a general impression how the dynamics of J depends on
the strength of the external force, the expectation value
〈J (t)〉 is exemplarily shown in Fig. 2 for different values
α = 0.1, 0.5, 1, 3, and a single system size L = 24. The
nonequilibrium protocol is here designed in such a way
that the external force acts for times 0 < t < 5, i.e., we
0.001
0.01
0.1
1
16 18 20 22 24 26
integrable
nonintegrable
(J
∞
−
J e
q
)/
(J
∗
−
J e
q
)
L
α = 0.5
α = 1.0
α = 3.0
FIG. 4. (Color online) Ratio (J∞ − Jeq)/(J ∗ − Jeq) ver-
sus system size L for different values of α (outside the LRT
regime), obtained by diagonalization (L = 16) and DQT (L ≥
18). Data are shown for the integrable model with ∆ = 0.5,
∆′ = 0, and the nonintegrable model with ∆ = ∆′ = 0.5. We
have β = 1 in all cases.
have t∗ = 5, as indicated by the dashed vertical line.
First, for short times t < t∗, we observe a monotonic
increase of 〈J (t)〉 with time, consistent with the fact that
the system is driven out of equilibrium. Specifically, com-
paring data for α = 0.1, 0.5 and α = 1, we moreover find
that the growth rate of 〈J (t)〉 increases with α, such
that J ∗ = 〈J (t∗)〉 is larger for larger α. Quite coun-
terintuitively, however, we find that for an even stronger
α = 3, the value of J ∗ is actually smaller compared to
α = 0.5, 1. In fact, for this large value of α, the maximum
of 〈J (t)〉 is shifted to times t ≈ 10 which is considerably
beyond t∗, as if the system does not notice that the exter-
nal force has been already removed. Such a qualitative
change in the dynamics clearly indicates a transition from
linear to nonlinear response when going from smaller to
larger values of α.
Next, concerning the dynamics for t > t∗ in Fig. 2, we
observe that after reaching its maximum (approximately
at t∗), 〈J (t)〉 starts to decrease again, before eventually
equilibrating to an approximately constant value J∞ at
long times. While J∞ − Jeq ≈ 0 in the case of α =
0.1, we find that J∞ − Jeq clearly takes on a nonzero
value for larger α. In the following, we will analyze this
dependence of J∞ (and in particular the dependence of
the ratio J∞/J ∗) on the strength of the external force
α in more detail.
To this end, the three quantities J ∗−Jeq, J∞ −Jeq,
and (J∞ − Jeq)/(J ∗ − Jeq) are depicted in Figs. 3 (a)-
(c) for different system sizes L ≥ 20 and a number of α
ranging from α = 0.01 up to α = 3. Note that the α-axis
has a logarithmic scale. First of all, as shown in Fig. 3 (a),
we observe a linear increase of J ∗ for small α . 0.2, as
expected from linear response theory. (This fact can also
be seen in the inset of Fig. 3 (a) which has a linear axis.)
Moreover, for α & 0.2, deviations from this linear growth
become apparent, and for even larger α & 1, one finds
that J ∗ decreases with increasing α, consistent with our
discussion in the context of Fig. 2. As a side remark,
while J ∗ is not necessarily the maximum of 〈J (t)〉, cf.
6−0.1
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FIG. 5. (Color online) Expectation value of the magnetization
difference (〈M(t)〉 −Meq)/L, exemplarily shown for α = 0.1
and α = 3. Inset shows same data, but only for the time
window 120 < t < 150. The other parameters are t∗ = 20,
L1 = 8, L2 = 15, J‖ = 1, J⊥ = 4.2, ∆ = 0.1, and β = 1.
Fig. 2, the overall findings would be very similar if we
plotted this maximum instead of J ∗.
Next, Fig. 3 (b) shows the long-time value J∞, which
is extracted from the real-time dynamics at time t =
100 ≫ t∗. On the one hand, for small α . 0.2, we
observe that J∞ − Jeq ≈ 0, which is in good agreement
with the linear regime found in Fig. 3 (a), and consistent
with our discussion in Sec. II. On the other hand, for α &
0.2, we find that J∞ takes on a nonthermal value (see
also Appendix A). Eventually, let us emphasize that the
data shown in Figs. 3 (a) and (b) are normalized to the
respective system size L, resulting in a convincing data
collapse for all values of α and L shown. This indicates
that our findings are not just caused by trivial finite-size
effects.
Since both J ∗ − Jeq and J∞ − Jeq become small for
α→ 0, it is instructive to study their ratio
R = (J∞ − Jeq)/(J ∗ − Jeq) . (22)
As can be seen in Fig. 3 (c), this ratio is very small for
α . 0.2, and drastically changes its behavior for α & 0.2.
This clearly confirms our earlier findings from Fig. 3 (b).
Namely, for small α within the validity regime of LRT,
J relaxes back to its original equilibrium independent
of the specific out-of-equilibrium state. In contrast, for
stronger α beyond LRT, J equilibrates at a nonthermal
value J∞, and in particular, this J∞ clearly depends on
the previous nonequilibrium protocol, i.e., on the specific
value of α. This is an important result of the present
paper.
While Fig. 3 already shows data for different system
sizes L, let us perform a detailed finite-size scaling for se-
lected values of α. In this context, it is especially instruc-
tive to study how our findings change if an integrability-
breaking next-nearest neighbor interaction is considered.
To this end, Fig. 4 shows the ratio R, cf. Eq. (22), as a
function of L for α = 0.5, 1, 3 (outside the LRT regime).
As already discussed above, we find that R essentially
does not exhibit any dependence on system size for the in-
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FIG. 6. (Color online) (a) (M∗ −Meq)/L versus α. Inset
shows same data, but with linear α-axis. (b) (M∞−Meq)/L
versus α. The other parameters are J‖ = 1, J⊥ = 4.2, ∆ =
0.1, and β = 1.
tegrable (ETH-violating) model. Thus, even in the ther-
modynamic limit L→∞, the system does not thermalize
at long times. In contrast, if we consider the noninte-
grable model where the ETH holds [12], we observe that
R clearly decreases with increasing L for all values of α
shown here, and will likely vanish for L → ∞ . This
exemplifies that, for our realistic nonequilibrium proto-
col, the ETH is indeed a necessary condition for ther-
malization (at least for α beyond LRT). This is another
important result.
To corroborate our findings further, let us now also
study the asymmetric spin ladder introduced in Sec.
III A 2. In Fig. 5, we again exemplarily depict the
nonequilibrium dynamics of the magnetization difference
〈M(t)〉 for different perturbation strengths α and a fixed
t∗ = 20. In contrast to the spin current, we find that
the magnetization difference exhibits a sudden drop at
t = t∗. Moreover, due to the rather strong rung cou-
pling, 〈M(t)〉 shows pronounced oscillations which also
persist up to the longest time t = 150 considered. Due to
this oscillatory behavior, we extract both M∗ and M∞
as an average over a suitably chosen time window.
Next, Figs. 6 (a) and 6 (b) show (M∗ −Meq)/L and
(M∞ − Meq)/L versus α for different system sizes L.
Analogous to our discussion of the spin current in Fig.
3 (a), we again find a regime of small α . 0.6 where
M∗ grows linearly with α. Furthermore, for α & 2 we
also observe the counterintuitive phenomenon that M∗
decreases although the external force becomes stronger.
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FIG. 7. (Color online) Expectation value of the energy density
〈H0(t)〉/L for the integrable (filled symbols), and the nonin-
tegrable (open symbols) XXZ chain. Data are shown for a
small value α = 0.05 and large value α = 3 of the external
force. The other parameters are L = 24 and β = 1.
Concerning the long-time value shown in Fig. 6 (b), we
findM∞ −Meq ≈ 0 for α . 0.6, as well as a monotonic
growth of M∞ for α & 0.6. Thus, although the overall
effect is considerably weaker in the case of the spin ladder
(see also [61]), Fig. 6 (b) confirms our previous findings
from Figs. 2 to 4. In particular, we again can clearly
identify two separate regimes, i.e., a first regime for weak
α where 〈M(t)〉 takes on its thermal value at long times,
and a second regime for larger α where LRT breaks down
and M∞ is nonthermal. (Since qualitatively similar, we
have omitted in Fig. 6 the analogous panel (c) compared
to Fig. 4.)
IV. CONCLUSION
To summarize, we have studied a particular type of
nonequilibrium protocol where a quantum system in
thermal equilibrium is suddenly subjected to an external
force which drives the system out of equilibrium. Eventu-
ally, this external force is switched off again, and the sys-
tem evolves under its own (unperturbed) Hamiltonian.
As main results, we have shown that, in systems which
violate the ETH, the long-time value of observables ex-
hibits an intriguing dependence on the strength of the
external force. Specifically, for weak external forces, i.e.,
within the linear response regime, we unveiled that ex-
pectation values thermalize to their original equilibrium
values, despite the ETH being violated. In contrast, for
stronger perturbations beyond linear response, the quan-
tum system relaxes to some nonthermal value which de-
pends on the previous nonequilibrium protocol.
We have substantiated our results by numerically
studying the real-time dynamics of observables in two
low-dimensional quantum lattice models: (i) the spin cur-
rent in the one-dimensional XXZ model, and (ii) the mag-
netization difference between the two legs in an asymmet-
ric spin ladder. In particular, we have employed an effi-
cient pure-state approach in order to study large systems,
and to demonstrate that our findings do not depend on
system size. In this context, we have also demonstrated
that in the case of a nonintegrable model, the system
relaxes back to thermal equilibrium (also for far-from-
equilibrium initial states).
On the one hand, our findings exemplify that the ETH
is indeed a physically necessary condition for initial-state-
independent relaxation and thermalization in realistic
situations. On the other hand, and almost paradoxically,
our nonequilibrium protocol at the same time exhibits
the intriguing property that systems can thermalize for
initial states within the LRT regime, despite the ETH
being violated.
Promising directions of research include, e.g., the con-
sideration of other time-dependent external perturba-
tions, a more thorough investigation of the dependence
on temperature, as well as the study of many-body local-
ized systems within this nonequilibrium protocol.
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Appendix A: Heating of the system
Due to the unitary time evolution under the perturbed
Hamiltonian H0 − αO, the system experiences a change
of the internal energy [62]. This heating is monitored
in Fig. 7, where we show 〈H0(t)〉/L for the XXZ chain,
both for the integrable (∆ = 0.5, ∆′ = 0) and the non-
integrable (∆ = ∆′ = 0.5) model. Moreover, we de-
pict data for a small external force α within LRT, and a
strong external force beyond LRT. On the one hand, for
a small α = 0.05, we observe that 〈H0(t)〉 is essentially
constant over the whole time window t < t∗. (Note that
for times t > t∗, 〈H0(t)〉 is trivially time-independent.)
On the other hand, for a large α = 3, we find that 〈H0(t)〉
monotonically increases, such that 〈H0(t∗)〉 6= 〈H0(0)〉.
Eventually, it is important to note that the nonthermal
long-time value J∞ shown in Figs. 3 (a) and (b) for large
α is not just the new thermal value of J at a new effec-
tive temperature after the driving. In particular, we have
Jeq = 0 for all energy densities [12].
Appendix B: Accuracy of the pure-state approach
In order to demonstrate that dynamical quantum typ-
icality [Eq. (20)] indeed provides an accurate numerical
approach to study nonequilibrium dynamics, Fig. 8 (a)
shows a comparison of 〈J (t)〉 with exact diagonalization
data for a small system of size L = 16. One clearly ob-
serves that both methods agree convincingly with each
other for all times shown here. In particular, the DQT
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FIG. 8. (Color online) (a) Comparison of 〈J (t)〉 obtained
by the typicality approach, cf. Eq. (20), and by exact diago-
nalization for L = 16. DQT data are averaged over N = 100
samples, and the shaded area indicates sample-to-sample fluc-
tuations, cf. Eq. (B1). Note that the error of the mean scales
as δJ (t) ∝ δJ (t)/√N . (b) 〈M(t)〉 obtained from two differ-
ent realizations of the pure state |ϕ〉, cf. Eq. (21) for a ladder
with L = 23. We have β = 1 in all cases.
data are averaged over N different random realizations of
the pure state |ϕ〉, cf. Eq. (21), and the shaded area in-
dicates the standard deviation of sample-to-sample fluc-
tuations [51],
δJ (t) =

 N∑
n=1
〈J (t)〉2(n)
N
−
(
N∑
n=1
〈J (t)〉(n)
N
)2
1
2
. (B1)
The error of the mean scales as δJ (t) ∝ δJ (t)/√N , and
is well-controlled for the choice of N = 100 used here.
As outlined below Eq. (21), the accuracy of the pure-
state approach is expected to improve even further for
increasing Hilbert-space dimension. Therefore, averaging
becomes less important for increasing L, and the data for
L ≥ 20 shown in Figs. 2 to 6 essentially represents the
exact dynamics. Note that data for L ≥ 22 in Fig. 4 is
calculated from a single pure state N = 1 only. Note
further that the data in Fig. 6 has been obtained by av-
eraging over N = 300 (L = 17), N = 100 (L = 20), and
N = 1 (L = 23) states. We expect the small fluctuations
in Fig. 6 to vanish if N is increased further.
Another convenient means to demonstrate the small-
ness of the statistical error ǫ is the direct comparison of
data resulting from two different instances of the typi-
cal state |ϕ〉. Such a comparison is shown in Fig. 8 (b)
for the magnetization difference 〈M(t)〉 in a spin ladder
with L = 23 sites. One observes that the data resulting
from |ϕ1〉 and |ϕ2〉 coincide very well with each other,
illustrating that Eq. (20) indeed provides a reliable tool
to obtain quantum many-body dynamics for large system
sizes.
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