Random field theory is used in the statistical analysis of SPM's whenever there is a spatial component to the inference. Most important is the question of detecting an effect or activation at an unknown spatial location. Very often we do not know in advance where to look for an effect, and we are interested in searching the whole brain, or part of it. This presents special statistical problems related to the problem of multiple comparisons, or multiple tests. Two methods have been proposed, the first based on the maximum of the T or F statistic, the second based on the spatial extent of the region where these statistics exceed some threshold value. Both involve results from random field theory (Adler, 1981) .
The maximum test statistic
An obvious method is to select those locations where a test statistic Z (which could be a T , χ 2 , F or Hotelling's T 2 statistic) is large, that is, to threshold the image of Z at a height z. The problem is then to choose the threshold z to exclude false positives with a high probability, say 0.95. Setting z to the usual (uncorrected) P = 0.05 critical value of Z (1.64 in the Gaussian case) means that 5% of the unactivated parts of the brain will show false positives. We need to raise z so that the probability of finding any activation in the non-activated regions is 0.05. This is a type of multiple comparison problem, since we are testing the hypothesis of no activation at a very large number of voxels.
A simple solution is to apply a Bonferroni correction. The probability of detecting any activation in the unactivated locations is bounded by assuming that the unactivated locations cover the entire search region. By the Bonferroni inequality, the probability of detecting any activation is further bounded by
where the maximum is taken over all N voxels in the search region. For a P = 0.05 test of Gaussian statistics, critical thresholds of 4-5 are common. This procedure is conservative if the image is smooth, although for fMRI data it often gives very accurate thresholds. Random field theory gives a less conservative (lower) P -value if the image is smooth:
where D is the number of dimensions of the search region, Resels d is the number of ddimensional resels (resolution elements) in the search region, and EC d (z) is the d-dimensional Euler characteristic density. The approximation (2) is based on the fact that the left hand side is the exact expectation of the Euler characteristic of the region above the threshold z.
The Euler characteristic counts the number of clusters if the region has no holes, which is likely to be the case if z is large. Details can be found in Worsley et al. (1996a) . The approximation (2) is accurate for search regions of any size or shape, even a single point, but it is best for search regions that are not too concave. Sometimes it is better to surround a highly convoluted search region, such as grey matter, by a convex hull with slightly higher volume but less surface area, to get a lower and more accurate P -value.
For large search regions, the last term (d = D) is the most important. The number of resels is
where V is the volume of the search region and FWHM is the effective Full Width at Half Maximum of a Gaussian kernel used to smooth the data (see Chapter 14). The corresponding EC density for a T statistic image with ν degrees of freedom is
.
For small search regions, the lower dimensional terms d < D become important. However the P -value (2) is not very sensitive to the shape of the search region, so that assuming a spherical search region gives a very good approximation. Figure 1 shows the threshold z for a P = 0.05 test calculated by the two methods. If the FWHM is small relative to the voxel size, then the Bonferroni threshold is actually less than the random field one (2). In practice it is better to take the minimum of the the two thresholds (1) and (2).
EC densities for F fields can be found in Worsley et al. (1996a) , and for Hotelling's T 2 , see Cao and Worsley (1999a) . Similar results are also available for correlation random fields, useful for detecting functional connectivity. See Cao and Worsley (1999b) .
Extensions of the result (2) to scale space random fields are given in Worsley et al. (1996b) . Here the search is over all spatial filter widths as well over location, so that the width of the signal is estimated as well as its location. The price to pay is an increase in critical threshold of about 0.5.
The maximum spatial extent of the test statistic
An alternative test can be based on the spatial extent of clusters of connected components of supra threshold voxels where Z > z (Friston et al., 1994) . Typically z is chosen to be about 3 for a Gaussian random field. Once again the image must be a smooth stationary random field. The idea is to approximate the shape of the image by a quadratic with a peak at the local maximum. For a Gaussian random field, the spatial extent S is then approximated by the volume where the quadratic of height H above z cuts the threshold z:
where
For large z, the upper tail probability of H is well approximated by
from which we conclude that H has an approximate exponential distribution with mean 1/z. From this we can find the approximate P -value of the spatial extent S of a single cluster:
The P -value for the largest spatial extent is obtained by a simple Bonferroni correction for the expected number of clusters K:
from (2). We can substantially improve the value of the constant c by equating the expected total spatial extent, given by V P(Z > z), to that obtained by summing up the spatial extents of all the clusters S 1 , . . . , S K :
Using the fact that
from (3), and the expected number of clusters from (2), it follows that Cao (1999) has extended these results to T , χ 2 and F fields, but unfortunately there are no theoretical results for non-smooth fields such as raw fMRI data.
Searching in small regions
For small pre-specified search regions such as the cingulate, the P -values for the maximum test statistic are very well estimated by (2), but the results in section 2 only apply to large search regions. Friston (1997) has proposed a fascinating method that avoids the awkward problem of pre-specifying a small search region altogether. We threshold the image of test statistics at z, then simply pick the nearest peak to a point or region of interest. The clever part is this. Since we have identified this peak based only on its spatial location and not based on its height or extent, there is now no need to correct for searching over all peaks. Hence, the P -value for its spatial extent S is simply P(S > s) from (5), and the P -value for its peak height H above z is simply P(H > h) from (4).
Estimating the FWHM
The only data-dependent component required for setting the above thresholds is Resels D , and indirectly, the FWHM. The FWHM often depends on the location: fMRI data is considerably smoother in cortex than white matter (see Figure 2) , and for VBM data FWHM varies considerably from one location to another. This means that the random field is not isotropic, so the above random field theory is not valid. Fortunately there is a simple way of allowing for this by estimating the FWHM separately at each voxel.
Let r be the n-vector of least-squares residuals from the (possibly whitened) linear model fitted at each voxel, and let u be the vector of normalised residuals u = r/(r r) 1/2 . Letu be the n × 3 spatial derivative of u in the three orthogonal directions of the voxel lattice. The estimated FWHM is FWHM = (4 log 2) 1/2 |u u|
and the estimated Resels D is
where summation is over all voxels in the search region and v is the volume of a single voxel (Worsley et al., 1998) . The extra randomness added by estimating Resels D can be ignored if the search region is large. However, spatially varying FWHM can have a strong effect on the validity of the P -value for spatial extent. If the cluster is in a region where FWHM is large, then its extent will be larger by chance alone, and so its P -value will be too small. In other words, clusters will look more significant in smooth regions than in rough regions of the image. To correct for this, we simply replace cluster volume by cluster resels, defined as
where summation is over all voxels in the cluster.
There is one remaining problem: since the above summation is over a small cluster, rather than a large search region, the randomness in estimating FWHM now makes a significant contribution to the randomness ofS, and hence its P -value. Worsley (2002) suggests allowing for this by the approximationS
where X 1 , . . . , X D+1 are independent χ 2 random variables. The degrees of freedom of X k is ν − k + 1 where ν = n − p and p is the number of regressors in the linear model, raised to the power p k = −D/2 if k = 1 and p k = 1/2 if k > 1. Again the constantc is chosen so that the expected total resels of all clusters matches the probability of exceeding the threshold times the volume of the search regioñ
Combining this with the approximate distributions of spatial extents for T , χ 2 and F fields from Cao (1999) (8), multiplied by powers of yet more χ 2 random variables, with appropriate adjustments toc.
In practice, the distribution function ofS is best calculated by first taking logarithms, so that logS is then a sum of independent random variables. The density of a sum is the convolution of the densities, whose Fourier transform is the sum of the Fourier transforms. It is easier to find the upper tail probability of logS by replacing the density of one of the random variables by its upper tail probability before doing the convolution. The obvious choice is the exponential or Beta random variable, since its upper tail probability has a simple closed form expression. This method has been implemented in the stat threshold.m function of fmristat, available from http://www.math.mcgill.ca/keith/fmristat.
False Discovery rate
A remarkable breakthrough in multiple testing was made by Benjamini and Hochberg in 1995 who took a completely different approach. Instead of controlling the probability of ever reporting a false positive, they devised a procedure for controlling the false discovery rate (FDR), the expected proportion of false positives amongst those voxels declared positive (the discoveries) -see Figure 3 . The procedure is extremely simple to implement. Simply calculate the uncorrected P -value for each voxel and order them so that the ordered Pvalues are P 1 ≤ P 2 ≤ · · · ≤ P N . To control the FDR at α, find the largest value k so that P k < αk/N . This procedure is conservative if the voxels are positively dependent, which is a reasonable assumption for most unsmoothed or smoothed imaging data. See Genovese et al. (2002) for an application of this method to fMRI data, and for further references.
The resulting threshold, corresponding to the value of Z for P k , depends on the amount of signal in the data, not on the number of voxels or the smoothness. Table 1 compares thresholds for the FDR, Bonferroni and random field methods. Thresholds of 2-3 are typical for brain mapping data with a reasonably strong signal, quite a bit lower than the Bonferroni or random field thresholds.
But we must remember that the interpretation of the FDR is quite different. False positives will be detected; we are simply controlling them so that they make up no more than α of our discoveries. On the other hand, the Bonferroni and random field methods control the probability of ever reporting a false discovery (see Figure 3) .
Conclusion
The idea of using a hypothesis test to detect activated regions does contain a fundamental flaw that all experimenters should be aware of. Think of it this way: if we had enough data, T statistics would increase (as the square root of the number of scans or subjects) until all voxels were 'activated' ! In reality, every voxel must be affected by the stimulus, perhaps by a very tiny amount; it is impossible to believe that there is never any signal at all. So thresholding simply excludes those voxels where we don't yet have enough evidence to distinguish their effects from zero. If we had more evidence, perhaps with better scanners, or simply more subjects, we surely would be able to do so. But then we would probably not want to detect activated regions. As for satellite images, the job for statisticians would then be signal enhancement rather than signal detection. The distinguishing feature of most brain mapping data is that there is so little signal to enhance. Even with the advent of better scanners this is still likely to be the case, because neuroscientists will surely devise yet more subtle experiments that are always pushing the signal to the limits of detectability. 
