Consider a rst order typed language, with semantics ] ] for expressions and types. Adding subtyping means that a partial order on types is de ned and that the typing rules are extended to the e ect that expression e has type whenever e has type and . We show how to adapt the semantics ] ] in a simple set-theoretic way, obtaining a semantics f g] that satis es, in addition to some obvious requirements, also the property: f g] f g], whenever
Introduction and results
The usefulness of a typing discipline in programming is widely known and recognized: compiletime type checking may detect errors before they lead to calamitous results, it may facilitate e ciency improvements (such as the omission of run-time domain checks), and it may guarantee nice semantic properties (such as termination, or the existence of simple set-theoretic semantics). A typing discipline means that in a program each constituent part is assigned|in some way or another|an attribute (called type) and that certain relationships are required to hold between the types assigned, if the program is to be considered well-formed and acceptable for evaluation. Typing disciplines have been extensively studied; see e.g. Gries 1978 ; introduction to Part IV], Fokkinga 1981 Fokkinga , 1987 ], Cardelli, Wegner 1985] , Hindley, Seldin 1986 ] and many others.
Subtyping is a feature of a typing discipline that may control the automatic insertion of implicit operations; it may also be used to model the inheritance relation in object-oriented languages, Cardelli 1984] . Roughly said, we speak of subtyping when a partial order exists on types, and for types ; with there exists a (\conversion") operation cv that behaves like a function mapping arguments of type into results of type an expression e of type is allowed to occur at a position where something of type is required, provided that and that the operation cv is applied (implicitly) to the value of e Reynolds Reynolds 1985] gives an excellent overview of various possibilities of typing and subtyping.
Our description of typing and subtyping, mentioned above, is of a syntactical nature. It goes without saying that the question arises quickly whether types themselves have a meaning, i.e. The rst part is not hard to achieve. The second part poses some technical problems: we would like to \de ne" f g] by certain equations { these equations, however, turn out to be ambiguous.
We can only succeed in showing that the ambiguity is not harmful by de ning a minimal typing (that is sound and complete with respect to the given typing), de ning a semantics based on this minimal typing, and then proving that the desired equations do hold for those semantics. 1988] ), but these studies all address only the syntactic aspects. Further investigation is required to determine whether our technique for a semantics of subtyping also applies in this case.
The remainder of this paper is organized as follows. In the next section we motivate and formally treat a language without subtyping. Then, in Section 3, we introduce subtyping and give the semantics f g] for types and express our intentions for the semantics f g] for expressions, (De nition 3.13). In Section 4 we de ne minimal typing, and de ne f g] for expressions and show that it indeed satis es our intentions.
A language without subtyping
Our method of adapting a semantics ] ] for a base language without subtyping to a semantics f g] for subtyping, seems to be largely independent of the particular choice of the base language.
It would be nice if we could abstract away completely from the base language. However, in order to provide formal proofs, we have to make some choice or another.
In the choice of the base language we have been lead by the overview of Reynolds Reynolds 1985] . He discusses typing in general and does so by considering a language that has unrestricted abstraction (i.e. functions) records (or tuples, both with named and unnamed components) discriminated unions (or variants) lists (homogeneous, possibly in nite) some basic data types, like integral and real numbers, truth values and so on the conditional (if then else) construct recursion It turns out that not only functions give rise to semantical problems when subtyping is added (as we have shown in the introduction), but also records (as we will point out in Remark 3.8). Lists pose no semantical problems, and neither do variants and the conditional construct. However, these constructs do give rise to the notions of least upper bound (t) in the de nition of minimal typing. So, in order to o er a su ciently general treatment, we should take at least one of these constructs into consideration. We choose to leave out lists, the de nitions for lists being the most straightforward. In order to save some space we only consider records with named components; records with named components are more interesting in the presence of subtyping than those with unnamed components, since -as Reynolds has pointed out -records with named components are better t for allowing eld-forgetting conversions of records and record types. We do not treat full, unrestricted recursion; it would complicate the semantics of the base language considerably, so that the gain of a simple, set-theoretic adaptation to subtyping is of lesser importance in this case.
In the remainder of this section we o er a formal treatment of the syntax and semantics of the base language.
2.1 Postulation Let B be a set (of basic types). Let bool 2 B. As further examples one might think of basic types int and real. We let vary over B.
2.2 Postulation Let L be a totally ordered set (of labels). We let a vary over L. 2.3 Remark We shall require, below, that a < a 0 in a record type ha : ; a 0 : i, thus enforcing a canonical form. In a concrete program representation, ha : ; a 0 : i might also be written as ha 0 : ; a : i. Similarly for variant types.
2.4 Notational convention We abbreviate \ha 1 : 1 ; : : : ; a m : m i" to \ha i : i (i 2 m)i". That is to say, \(i 2 m)" is a post x quali cation, meaning \for all i from 1 to m". The predicate \i is some value between, and including, 1 and m" is not abbreviated to (i 2 m) but to 1 i m. The abbreviation is also used in other contexts.
De nition
The set T (of types) is inductively de ned as follows 1. 2 T, whenever 2 B 2. ( ! ) 2 T, whenever ; 2 T 3. ha i : i (i 2 m)i 2 T, whenever a i 2 L; i 2 T (i 2 m) and a 1 < a 2 < : : : < a m and m 0 4. a i : i (i 2 m)] 2 T, whenever a i 2 L; i 2 T (i 2 m) and a 1 < a 2 < : : : < a m and m 1 We let ; ; vary over T.
(Clause 2 de nes function types, being the parameter type and being the result type.
Clause 3 de nes record types, the elds being labelled by a 1 ; : : : ; a m . Clause 4 de nes disjoint unions or variant types, the summands being tagged with labels a 1 ; : : : ; a m . Even though allowing m = 0 in clause 4 would not give problems in De nitions 2.10 and 2.15, it would make De nition 2.19 problematic and Theorem 2.20 as well. But allowing for m = 0, however, would invalidate Theorem 4.7.2, and Theorem 4.8 can not even be formulated anymore (because the mentioned in this theorem need not exist).)
2.6 Postulation For each 2 T let C be a (possibly empty) set (of constants), mutually disjoint. We let c vary over C . C bool = ftrue; falseg.
As further examples of constants one might think of zero 2 C int ; succ 2 C int!int , null 2 C real ; add1 2 C real!real . To get \interesting" programs, there should be a primitive recursion construct primrec 2 C int!(int!int)!int . All these constants get their meaning assigned in Postulation 2.17. Notice, by the way, that disjointness, here, means that there is no overloading (one symbol having several types, and therefore several meanings). One should not confuse disjointness of C and C with disjointness of ] ] and ] ] (cf. Postulation 2.14).
2.7 Postulation For each 2 T let X be a set (of variables), mutually disjoint, countably in nite and disjoint from the sets C ( 2 T). We let x vary over X .
2.8 Remark The postulation that variables are typed eliminates the need for introducing a type assignment (that assigns a type to variables), and therefore simpli es the presentation slightly.
2. It happens that the rst of these uses also covers the second and the third, by simply choosing some conversion functions to be the identity function. Reynolds Reynolds 1985] gives a thorough syntactic treatment of subtyping with special attention to the rst use above (but discusses the semantics only informally), and we shall follow him closely. We urge the reader to consult Reynolds 1985] 3.2 Remark Cardelli Cardelli 1984 ] models the inheritance relationship in object-oriented languages by means of subtyping, and then chooses B to be the identity on basic types. This simpli cation does not simplify the theorems or proofs in an essential way.
3.3 Remark Another special case of the postulation above is the requirement that for This alternative, as such, however, leads to the invalidness of the desired conclusion that constitutes a partial order (cf. Lemma 3.6), because transitivity of can not be proved anymore, without explicitly adding an extra clause to such a de nition that any combination of the clauses mentioned also generates a pair of types belonging to the subtype relation (but this is just what the property of transitivity amounts to)! In such an alternative de nition the steps are just too small to imply transitivity. (For example, ha : int; b : booli ha : reali can not be proved by either appealing to clause 3a or appealing to clause 3b, given that int real, but it can be proved by appealing to our Case (LUB, GLB) First we constructively de ne partial operations t; u 2 T T , ! T that will yield the required least and greatest bounds:
For ; 0 2 B that have a B -upper bound, we de ne t 0 to be the B -lub that exists on account of postulation 3.1; analogously, for ; 0 2 B that have a B -lower bound we de ne u 0 to be the B -glb that exists on account of 3.1 For = ( 1 ! 2 ); = ( 1 ! 2 ) for which 1 t 1 ; 1 u 1 ; 2 t 2 ; 2 u 2 exist, we de ne t = ( 1 u 1 ) ! ( 2 t 2 ) u = ( 1 t 1 ) ! ( 2 u 2 ) For = ha i : i (i 2 m)i; = hb j : j (j 2 n)i we de ne t ; u as follows. Let 
