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Abstract
We derive the gravitational Hamiltonian starting from the Gauss-Bonnet
action, keeping track of all surface terms. This is done using the language of
orthonormal frames and forms to keep things as tidy as possible. The surface
terms in the Hamiltonian give a remarkably simple expression for the total
energy of a spacetime. This expression is consistent with energy expressions
found in hep-th/0212292. However, we can apply our results whatever the
choice of background and whatever the symmetries of the spacetime.
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1 Introduction
The energy of gravitational systems has attracted much interest down the years (see,
for example [1,2,3,4,5,6,7,8,9,10,11,12,13,14,15]). In particular, for Einstein gravity
S = κ
∫
R− 2Λ, (1)
expressions were found for the energy of asymptotically flat [1] and asymptotically
AdS [2] spacetimes. Some time later, Hawking and Horowitz [5] gave a general deriva-
tion of the gravitational Hamiltonian, keeping careful track of surface terms. When
evaluated on a solution, this Hamiltonian gave an expression for the total energy.
This agreed with the earlier expressions found in [1,2]. However, this new expression
could be applied regardless of the asymptotic behaviour of the solution.
Recently, Deser and Tekin have found energy expressions for higher derivative
gravities [14, 15]. This inital work has focused on test spacetimes that are asymp-
totically maximally symmetric, with background spacetimes (vacua), defined to be
maximally symmetric everywhere. In this paper, we will perform the analogue of
Hawking and Horowitz’s calculation by deriving the Hamiltonian for Gauss-Bonnet
(GB) gravity: a special, but important class of higher derivative gravities. We will
obtain an expression for the energy by once again evaluating this Hamiltonian on a
solution. As with [5], our expression will be consistent with earlier results [14, 15],
but can be easily applied even if the background is not maximally symmetric. This
greater flexibility allows for a more natural choice of vacua in some cases, as we will
illustrate with an example.
Before going any further, let us briefly mention what GB gravity is, and why it is
important. GB gravity is given by the addition of the Gauss-Bonnet invariant to the
Einstein-Hilbert action (1),
S = κ
∫
R − 2Λ + α (R2 − 4RABRAB +RABCDRABCD) . (2)
In D = 4 dimensions, the GB term is a topological invariant and does not enter the
dynamics. This ceases to be the case in D > 4 dimensions. Furthermore, in Einstein
gravity, the vacuum field equation are given by a linear combination of the Einstein
tensor and the metric. In four dimensions, this is the most general combination of
tensors that satisfies the following conditions [16]:
• it is symmetric.
• it depends only on the metric and its first two derivatives.
• it has vanishing divergence.
• it is linear in the second derivatives of the metric1.
1In D = 4, this condition is actually implied by the other three.
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However, it has become unfashionable to restrict ourselves to just four dimensions.
If we go to D = 5 or 6, it turns out that these conditions are satisfied by a linear
combination of the metric, the Einstein tensor, and the Lovelock tensor [16,17]. The
Lovelock tensor arises from the variation of the Gauss-Bonnet term in the above ac-
tion (2). As D increases, we can use the same arguments to introduce higher order
invariants (the Euler characters) [18]. In this sense, GB gravity is the natural gen-
eralisation of Einstein gravity to 5 or 6 dimensions, although other higher derivative
gravity theories have also been studied (see, for example [19, 20, 21, 22, 23]).
It is interesting to note that the GB action (2) is renormalisable [24], but perhaps
the most compelling reason to study GB gravity is its appearance in String theory.
Consider the slope (ie. α′) expansion for the heterotic string. At lowest order, it
is given by the Einstein-Hilbert action (1). The first stringy corrections give rise
to quadratic curvature terms [25, 26]. For this effective theory to be ghost-free, the
quadratic curvatures must be in the combination given in the GB action (2) [27,
28]. This link to String theory has generated a lot of research into higher derivative
gravity and cosmology [29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46,
47, 48, 49, 50]. Although the early work [29, 30, 31, 32, 33] achieved reduction to four
dimensions via Kaluza-Klein compactifications, more recent studies [34,35,36,37,38,
39,40,41,42,43,44,45,46,47,48,49,50] have focussed on the braneworld scenario [51,52].
Braneworld models are themselves inspired by String theory [53] so it is natural
to ask what effect any stringy corrections might have on their cosmology. From a
holographic point of view, we might expect such higher curvature terms in the bulk
to correspond to next to leading order corrections in the 1/N expansion of the CFT on
the boundary/brane [43]. Calculating the GB Hamiltonian will allow us to investigate
the GB version of “exact” braneworld holography [54, 55]. This will be discussed in
a future article [56].
The rest of this paper is organised as follows: in section 2 we will give a deriva-
tion of the GB Hamiltonian, with extra details given in the appendix. We will use
orthonormal frames and differential forms to keep things as tidy as possible. Some
readers may wish to ignore the details of this derivation and go directly to the energy
expression at the end of the section. In section 3 we will show that this expression is
consistent with existing literature [57, 14, 15]. We will illustrate the flexibility of our
approach with a special example in section 3.2. Section 4 contains some concluding
remarks.
2 Derivation of the Gauss-Bonnet Hamiltonian
2.1 The action
The Gauss-Bonnet action (2) is most elegantly written in terms of differential forms.
Suppose our D-dimensional spacetime, M, has metric,
g = ηABE
A ⊗ EB (3)
where {EA} is an orthonormal basis of 1-forms, and indices are raised/lowered using
ηAB = diag(−1,+1, . . . ,+1). We write {XA} for the dual basis of vectors.
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We will find it useful to define the following forms,
eA1...Am =
1
(D −m)!ǫA1...AmAm+1...ADE
Am+1 ∧ . . . ∧ EAD , (4)
where ǫA1...AD is the totally antisymmetric tensor with ǫ0...(D−1) = 1. Notice that the
scalar D-form, e, is the volume measure on M.
Now suppose we have vanishing torsion, and that ωAB is the connection 1-form
compatible with the metric g. The curvature 2-form is given by
ΩAB = dω
A
B + ω
A
C ∧ ωCB = 1
2
RABCDE
C ∧ ED. (5)
The right hand equation above gives the Riemann tensor, RABCD. The Ricci tensor
is then defined by RBD = R
C
BCD and the Ricci scalar by R = η
ABRAB. The GB
action (2) can now be written
S = κ
∫
M
−2Λe + ΩAB ∧ eAB + αΩAB ∧ ΩCD ∧ eABCD. (6)
where we have made use of the following identity [18, 22],
EB ∧ eA1...Am = δBAmeA1...Am−1 − δBAm−1eA1...Am−2Am + . . .+ (−1)m−1δBA1eA2...Am , (7)
If M has a boundary, ∂M, we need to define boundary conditions on ∂M. We
usually demand that the geometry of the boundary is fixed. However, as it stands,
the action (6) is inconsistent with these boundary conditions. This is because its
variation with respect to the metric does not vanish on shell.
To cure this, we need to add a boundary integral. In Einstein gravity, this is
the well known Gibbons-Hawking term [58]. The generalisation to higher derivative
gravities was worked out by Myers [18]. For GB gravity it is given by
Sboundary = −κ
∫
∂M
θAB ∧ eAB + 2αθAB ∧
(
ΩCD − 2
3
θCE ∧ θED
)
∧ eABCD, (8)
where θAB is the second fundamental form [59, 60]. It is defined as
θAB = ωAB − ωAB0 . (9)
where ωAB0 is the connection for the product metric, g0, that agrees with g on the
boundary. The second fundamental form is closely related to the extrinsic curvature
of ∂M in M [18].
The fully consistent action for Gauss-Bonnet gravity is therefore given by,
S = Sbulk + Sboundary (10)
where Sbulk and Sboundary are given by equations (6) and (8) respectively. It is inter-
esting to note that the boundary integrand contains a linear combination of the first
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two Chern-Simons forms. This is related to the fact that the bulk integrand contains
the same linear combination of the first two Euler characters [18].
Finally, we note that although the action (10) is well defined for spatially compact
manifolds, it is divergent when M is spatially noncompact [5]. To get round this we
need to choose a reference background, M¯ with metric g¯. This background should
be a static solution to the field equations [5], but does not have to be maximally
symmetric. The boundary conditions are unchanged which means that ∂M¯ should
have the same geometry as ∂M. We can then define the background action, S¯, in
the same way as before. The physical action is the difference,
I = ∆S = S − S¯. (11)
In the Hamiltonian picture, this background can be thought of as defining a back-
ground energy or zero energy solution. For example, for an asymptotically AdS
spacetime, we would probably choose the background to be pure AdS, but we do not
have to. Any asymptotically AdS black hole spacetime would be equally valid.
2.2 Splitting space and time
Although the physical Hamiltonian will be constructed from the action (11), it is
clear that it will just be the difference of the Hamiltonian constructed from S and
that constructed from S¯ [5]. For the time being we will concentrate on the former.
2.2.1 Foliations of M
To proceed, we need to deconstruct the spacetime M by separating space from time
in the following way. First, we choose a timelike vector field, ∂/∂t. Now introduce
a family of spacelike hypersurfaces {Σt} labelled by the parameter t. This family is
a foliation of the full spacetime. We assume that the hypersurfaces have no inner
boundaries and do not intersect each other. They meet the timelike part of the
boundary (call this B) orthogonally, and in the far past/future, they coincide with
the spacelike part of the boundary (call this Σ∞). Therefore the total boundary,
∂M = B ∪ Σ∞.
We can write the metric for M in ADM form [1],
g = −N2dt2 + γab(t, xa)(dxa +Nadt)(dxb +N bdt), (12)
where N is the lapse function, Na the shift vector, and γab(t, x
a) the induced metric
on Σt. It is natural to choose the following orthonormal basis of 1-forms,
E⊥ = Ndt, Ea = Eab(dx
b +N bdt) (13)
where δabE
a
cE
b
d = γcd. We would like to emphasize some notation at this point.
Lowercase latin indices label components in Σt, whereas uppercase latin indices label
components inM. For example, {Ea} is an orthonormal basis for Σt whereas {EA} =
E⊥ ∪ {Ea} is an orthonormal basis for M.
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The dual basis of vectors is given by [61]
X⊥ =
1
N
(
∂
∂t
−Na ∂
∂xa
)
, Xa = Ea
b ∂
∂xa
. (14)
X⊥ is the vector normal to Σt, and is not necessarily equal, or even parallel to ∂/∂t.
We should also note that X⊥ is tangent to B, as Σt and B are orthogonal.
Normally, the next step is to use the Gauss-Codazzi equations [62] to rewrite
the bulk part of the action (see for example [5]). This has infact been done for GB
gravity [63] although the contribution from surface terms was ignored. In this paper
we are using the language of orthonormal frames and differential forms. We therefore
need to know how to translate the Gauss-Codazzi equations into this language. This
is explained in [64], so we will merely state their results.
The Gauss-Codazzi equations describe the decomposition of the bulk Riemann
tensor into spatial tensors defined on Σt. In the language of forms, it is the curvature
2-form that we wish to decompose. We start by decomposing the connection, ωAB.
ω⊥a = −Ha + aaE⊥, (15)
ωab = ω˜ab + labE⊥. (16)
Here, we have two 0-forms: a vector, aa, and an antisymmetric tensor, lab. The 1-
form Ha = HabE
b, where Hab is the extrinsic curvature of Σt in M. From now on,
anything labelled with a tilde is intrinsic to Σt, as opposed to M. Therefore, ω˜ab is
the connection for the induced metric γ = δabE
a ⊗ Eb.
We now write the Gauss-Codazzi equations in the following way
Ω⊥a = −∇˜Ha + E⊥ ∧
[
−$⊥Ha − 1
N
∇˜(Naa)− labHb
]
(17)
Ωab = Ω˜ab +Ha ∧Hb + E⊥ ∧
[
$⊥ω˜
ab − 1
N
∇˜(Nlab) +Haab −Hbaa
]
(18)
where Ω˜ab = d˜ω˜ab + ω˜ac ∧ ω˜cb is the curvature 2-form for Σt, and the operator ∇˜ is
the covariant exterior derivative [59,60] (on Σt). Note that ∇˜ reduces to the exterior
derivative, d˜, when acting on scalars. The definition of the operator $⊥ is given in [64].
It is closely related to the Lie derivative with respect to the vector X⊥, although it
lives entirely on Σt and acts on tensor components as if they were scalars. In many
ways it behaves like a partial derivative2.
In principle we could also decompose the torsion 2-form (see [64]). However, we
have set torsion to zero, which means that every component of the torsion decompo-
sition must vanish. This gives the following conditions:
Hab = Hba, (19)
aaE
a =
d˜N
N
, (20)
∇˜Ea = 0 (21)
$⊥E
a = −Ha − labEb. (22)
2It is often useful to think of $ ∂
∂t
as the frame-form version of ∂
∂t
.
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2.2.2 Foliations of B
Since we intend to keep careful track of surface terms, we will need a foliation of B,
as well asM. On B, the foliation is given by the family of surfaces {St}. For a given
value of t, St is the intersection of B and Σt.
We need to understand how bulk quantities project on to St. Near St, the metric
can be written in Gaussian normal coordinates
g = dz2 −E⊥ ⊗E⊥ + δijEi ⊗Ej (23)
From now on we will write Ez for the extension of dz into the bulk, and Xz for the
extension of the inward pointing normal ∂/∂z. Notice that we are using indices i, j
etc to label components in St.
We can use the techniques developed in [64] to project bulk quantities on to B
and then on to St. We find that the decomposition of the connection is given by
ω⊥z = biE
i + cE⊥ (24)
ω⊥i = −Ĥ i + aiE⊥ + biEz (25)
ωzi = K̂i + biE⊥ (26)
ωij = ω̂ij + lijE⊥ + χijEz (27)
where χij is some antisymmetric tensor, and
c = az (28)
bi = lzi = −Hzi (29)
Note that anything wearing a hat is intrinsic to St. Therefore, ω̂
ij is the connection
for the induced metric (on St), λ = δijE
i ⊗ Ej . We have also defined,
Ĥ i = H ijE
j, (30)
K̂i = KijE
j . (31)
Here, we should interpret H ij and K
i
j as the extrinsic curvatures of St in B and Σt
respectively.
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The curvature decomposition is given by
Ω⊥z = d̂
(
biE
i
)
+ Ĥ i ∧ K̂i + Ez ∧ {· · · }
+E⊥ ∧
[
$̂⊥
(
biE
i
)− 1
N
d̂(Nc)− aiK̂i − biĤi
]
(32)
Ω⊥i = −∇̂Ĥ i + bjEj ∧ K̂i + Ez ∧ {· · · }
+E⊥ ∧
[
−$̂⊥Ĥ i − 1
N
∇̂(Nai)− lijĤj + cK̂i − bibjEj
]
(33)
Ωzi = ∇̂K̂i − bjEj ∧ Ĥ i + Ez ∧ {· · · }
+E⊥ ∧
[
$̂⊥K̂
i − 1
N
∇̂(Nbi) + K̂jlij − bjEjai − cĤ i
]
(34)
Ωij = Ω̂ij + Ĥ i ∧ Ĥj − K̂i ∧ K̂j + Ez ∧ {· · · }
+E⊥ ∧
[
$̂⊥ω̂
ij − 1
N
∇̂(Nlij) + 2Ĥ [iaj] + 2K̂ [ibj]
]
(35)
where we will not care what is contained in {· · · } as the integration of Ez over B is
zero. In analogy with the previous section, Ω̂ij and ∇̂ are the curvature form and
covariant exterior derivative on St, respectively. Again, ∇̂ reduces to the exterior
derivative, d̂, when acting on scalars. The operator $̂⊥ is the analogue of $⊥ on B
3.
As long as we are near B, equations (32) to (35) are the frame-form version of the
Gauss-Codazzi equations for a hypersurface of codimension two [65].
2.3 The Hamiltonian
We are now ready to start calculating the Hamiltonian. However, we will find it
convenient to continue working with the action until virtually the bitter end. When
our action finally has the desired form we will switch to the Hamiltonian picture, and
give an expression for the gravitational energy of a solution.
We will start with the bulk part of the action (6). Our aim is to write it so that it
contains no derivatives of the lapse function or the shift vector. This is because these
are ignorable coordinates, and should behave like Lagrange multipliers. They will be
paired with the Hamiltonian and momentum constraints respectively, as is the case
in Einstein gravity [5]. We also want to eliminate terms like $⊥H
a, which contain
second time derivatives of the canonical variable Ea. We will need to use integration
by parts to achieve these aims. This means that the bulk action (6) will contribute
surface terms. In summary, we expect to write (6) as
Sbulk = S
∗
bulk + Sleftover, (36)
where Sleftover are the leftover surface terms, and
S∗bulk = κ
∫
dt
∫
Σt
πa ∧ E˙a −NH−NaHa. (37)
3If A˜ is an arbitrary p-form in Σt, then near St, we can write A˜ = Â+Az ∧Ez, where Â and Az
are p and (p−1)-forms respectively, living on St. It can then be shown that $⊥A˜ = $̂⊥Â+Ez∧{· · · }.
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Here πa is the momentum conjugate to E
a, and H and Ha are the Hamiltonian and
momentum constraints respectively. We have also introduced the intuitive notation
E˙a = $ ∂
∂t
Ea.
At this stage, the surface part of the action is given by equation (8). We can split
this into two parts,
Sboundary = SB + S∞, (38)
where SB contains the integration over B and S∞ the integration over Σ∞. In sec-
tion 2.5, we will group these terms with Sleftover. This will give us a modified boundary
term
S∗boundary = Sboundary + Sleftover. (39)
which will be closely related to the gravitational energy of a solution.
2.4 The bulk
As promised, we start with the bulk part of the action (6), in the hope of deriving
S∗bulk and Sleftover. Making use of the formula (7), we find that the bulk action (6) is
given by
Sbulk = Skinetic + S1 + S2 + S3, (40)
where
Skinetic = κ
∫
M
E⊥ ∧
{
−2$⊥Hb ∧ ζb
−4α
[
∇˜Hb ∧ $⊥ω˜cd + $⊥Hb ∧ F cd
]
∧ ζbcd
}
(41)
S1 = κ
∫
M
E⊥ ∧
{
−2Λζ + F ab ∧ ζab + αF ab ∧ F cd ∧ ζabcd
}
(42)
S2 = κ
∫
M
E⊥ ∧
{
− 2
N
∇˜(Nab) ∧ ζb
−4α
[
1
N
∇˜(Nab) ∧ F cd + 2∇˜Hb ∧H [cad]
]
∧ ζbcd
}
(43)
S3 = κ
∫
M
E⊥ ∧
{
4α
[
∇˜Hb ∧ 1
N
∇˜(Nl˜cd)− lbaHa ∧ F cd
]
∧ ζbcd
}
. (44)
with
F ab = Ω˜ab +Ha ∧Hb (45)
Note that we have introduced the analogue of eA1...Am on Σt,
ζa1...am = e⊥a1...am =
1
(D − 1−m)!ǫa1...amam+1...aD−1E
a1 ∧ . . . ∧ EaD−1. (46)
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We will now rewrite expressions (41) to (44), bearing in mind the goals we mentioned
at the beginning of this section. The kinetic term is given by
Skinetic = κ
∫
dt
∫
Σt
πa ∧ E˙a −NaHa
+κ
∫
dt
∫
St
4αNHb ∧ $⊥ω˜cd ∧ ζbcd + (−1)DNaπbEba − S∞. (47)
where
πa = −2ζab ∧Hb − 4αζabcd ∧Hb ∧ Λcd (48)
Λcd = Ω˜cd +
1
3
Hc ∧Hd (49)
and the Hamiltonian constraint,
Ha = (−1)(D−1)Eba∇˜πb. (50)
In section 2.6, we will show that πa is indeed the momentum conjugate to E
a. The
derivation of equation (47) is given in the appendix.
The remaining terms in the bulk action can be written as follows:
S1 = −κ
∫
dt
∫
Σt
NH (51)
S2 = κ
∫
dt
∫
St
N
[
2abζb + 4αa
bF cd ∧ ζbcd
]
(52)
S3 = −κ
∫
dt
∫
St
4αN∇˜Hblcd ∧ ζbcd (53)
where the Hamiltonian constraint, H, is given by
H = 2Λζ − F ab ∧ ζab − αF ab ∧ F cd ∧ ζabcd. (54)
Note that in deriving the expression (53) for S3, we made use of the following:
∇˜2Hb = Ω˜bc ∧Hc. (55)
Ha ∧
[
l˜baF cd + lcdΩ˜ba
]
∧ ζbcd = 0. (56)
Collecting together equations (47), (51), (52), and (53), we see that Sbulk takes the
desired form
Sbulk = S
∗
bulk + Sleftover (57)
with S∗bulk given by equation (37) and Sleftover given by
Sleftover = −S∞ + κ
∫
dt
∫
St
(−1)DNaπbEba
+N
{
2abζb + 4α
[
Hb ∧ $⊥ω˜cd + abF cd − ∇˜Hblcd
]
∧ ζbcd
}
. (58)
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2.5 The boundary
As expected, rewriting the bulk part of the action in the desired form (37) has altered
the boundary part of the action. In particular, we have a leftover surface integral (58)
that must be added to the original boundary part of the action (38). This gives the
modified boundary action,
S∗boundary = Sleftover + S∞ + SB. (59)
In order to combine each term in the above equation, we need to write them in a
common form. This will involve integrations over St, of well defined quantities on St.
Let us begin with Sleftover + S∞. From (23) we know that near B, E
z
a = δ
z
a and
N z = 0. This means that the momentum term in (58) gives
κ
∫
dt
∫
St
(−1)DNaπbEba = κ
∫
dt
∫
St
(−1)DN iπjEji. (60)
We now use the fact that
$⊥ω˜
zi = $̂⊥K̂
i + Ez{· · · }. (61)
along with (28) and (29) to rewrite the remaining terms. We find that
Sleftover + S∞ = κ
∫
dt
∫
St
(−1)DN iπjEj i + 2Ncφ
+ 4αN
[
−bkEk ∧ $̂⊥ω̂ij + cF ij + F zlij − 2Ĥ i ∧ $̂⊥K̂j − 2aiF zj − 2F ibj
]
∧ φij (62)
where F b = −∇˜Hb. We have also introduced the St analogue of ζa1···an and eA1···An :
φi1···in = ζzi1···in = e⊥zi1···in . (63)
Meanwhile, terms like F z and F ij can be deduced by comparing equations (32) to
(35) with (17) and (18).
F z = d̂
(
bkE
k
)
+ Ĥk ∧ K̂k (64)
F i = −∇̂Ĥ i + bkEk ∧ K̂i (65)
F zj = ∇̂K̂j − bkEk ∧ Ĥj (66)
F ij = Ω̂ij + Ĥ i ∧ Ĥj − K̂i ∧ K̂j (67)
Note that we have dropped all terms like Ez{· · · } as we are now integrating over B.
Now consider SB. The only non-zero components of θ
AB on B are:
θ⊥z = ω⊥z, θzi = ωzi (68)
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where ω⊥z and ωzi are given by equations (24) and (26) respectively. We use this
fact, along with equations (33) and (35), to write SB in the following way:
SB = κ
∫
dt
∫
St
2NK̂i ∧ φi − 2Ncφ+ 4αNK̂i ∧
[
F jk +
2
3
K̂j ∧ K̂k
]
∧ φijk
+4αN
{
−2bi
[
F j − 2
3
bkE
k ∧ K̂j
]
+ 2K̂i ∧
[
Gj +
2
3
(
−cK̂j + bjbkEk
)]
−c
[
F ij +
2
3
K̂i ∧ K̂j
]
+ bkE
k ∧
[
Gij +
4
3
b[iK̂j]
]}
∧ φij (69)
where
Gj = −$̂⊥Ĥj − 1
N
∇̂(Naj)− ljkĤk + cK̂j − bjbkEk (70)
Gij = $̂⊥ω̂
ij − 1
N
∇̂(Nlij) + 2Ĥ [iaj] + 2K̂ [ibj] (71)
The expressions (62) and (69) now have a common form, so we can combine them to
get
S∗boundary = Sboundary,1 + Sboundary,2 + Sboundary,3 (72)
where
Sboundary,1 = κ
∫
dt
∫
St
(−1)DN iπjEj i +N
{
2K̂i ∧ φi
+4αK̂i ∧
[
Ω̂jk + Ĥj ∧ Ĥk − 1
3
K̂j ∧ K̂k
]
∧ φijk
}
(73)
Sboundary,2 = κ
∫
dt
∫
St
4αN
{
d̂
(
bkE
k
)
lij − 1
N
bkE
k ∧ ∇̂(Nlij)
−2ai∇̂K̂j − 2
N
K̂i ∧ ∇̂(Naj)
}
∧ φij (74)
Sboundary,3 = κ
∫
dt
∫
St
4αN
{
−2Ĥ i ∧ $̂⊥K̂j − 2K̂i ∧ $̂⊥Ĥj
+Ĥk ∧ K̂klij − 2K̂i ∧ ljkĤk
}
∧ φij (75)
Since we have zero torsion, we use the condition
∇̂φi1···in ≡ 0 (76)
to show that the integrand in Sboundary,2 is a total derivative. Since St is a boundary
of Σt, it has no boundary of its own. This means that,
Sboundary,2 = 0 (77)
By integrating by parts on the time derivatives in (75), we can also show that
Sboundary,3 = κ
∫
dt
∫
St
4αN
{
−2K̂i ∧ Ĥj ∧ Ĥk ∧ φijk
}
. (78)
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Here we have used the zero torsion result
$̂⊥E
i = −Ĥ i − lijEj. (79)
and the identity
Ĥk ∧ K̂klij ∧ φij − 2K̂i ∧ Ĥkljk ∧ φij − 2K̂i ∧ Ĥjlkl ∧ El ∧ φijk
= K̂i ∧ Ei ∧ Ĥjlkl ∧ φjkl = 0. (80)
The last equality in (80) follows from the symmetry of K̂ij.
We now collect together equations (73), (77) and (78) to deduce that,
S∗boundary = κ
∫
dt
∫
St
(−1)DN iπjEj i +N
{
2K̂i ∧ φi
+4αK̂i ∧
[
Ω̂jk − Ĥj ∧ Ĥk − 1
3
K̂j ∧ K̂k
]
∧ φijk
}
(81)
2.6 The conjugate momentum
Now that we have the action in its correct form, it remains to calculate the momentum
conjugate to Ea. This is given by,
pa =
∂Lbulk
∂E˙a
(82)
where Lbulk is the bulk integrand. We could take Lbulk from S∗bulk. However, it is
convenient to temporarily undo the integration by parts that gives equation (148)
(see appendix). In other words, we leave the derivatives of Na in the bulk action.
This is perfectly OK, because it does not affect the bulk dynamics, and therefore the
value of the conjugate momentum. The bulk integrand is temporarily given by,
Lbulk = πa ∧N$⊥Ea −NH (83)
where πa and H are given by equations (48) and (54) respectively. Using the zero
torsion decomposition (22), we can say
Lbulk = −Nπa ∧
(
Ha + labE
b
)−NH = −Nπa ∧Ha −NH (84)
where the right hand equation follows from (149), and the antisymmetry of lab.
Referring to equations (22) and (146), we use the chain rule to show that,
pa = − 1
N
∂Lbulk
∂Ĥa
= πa (85)
This non-trivial result is due to the following cancelation,
∂πb
∂Ĥa
∧ Ĥb + ∂H
∂Ĥa
= 0. (86)
13
We conclude that πa is indeed the conjugate momentum. It should be thought of as a
function of E˙a. To derive the Hamiltonian, we should invert this function. However,
πa is cubic in E˙
a, so the inverse is multivalued. This is a well known property of higher
derivative gravities. In the Hamiltonian picture, this could mean that we could jump
from one solution to another. These “zigzagging” histories still provide an extremum
of the action. In this paper, we will assume that at any given time, we have a unique
solution. This is just the same as saying that we are not in the process of jumping
from one solution to another. For more discussion on multivalued Hamiltonians in
this context, refer to [63, 66].
2.7 The physical Hamiltonian
We have shown that we can write our action as,
S = S∗bulk + S
∗
boundary = κ
∫
dt
[∫
Σt
L∗bulk +
∫
St
L∗boundary
]
(87)
where
L∗bulk = πa ∧ E˙a −NH−NaHa (88)
L∗boundary = N
{
2K̂i ∧ φi + 4αK̂i ∧
[
Ω̂jk − Ĥj ∧ Ĥk − 1
3
K̂j ∧ K̂k
]
∧ φijk
}
+(−1)DN iπjEji. (89)
The corresponding Hamiltonian is defined as,
H = κ
∫
Σt
πa ∧ E˙a −L∗bulk − κ
∫
St
L∗boundary
= κ
∫
Σt
NH +NaHa − κ
∫
St
L∗boundary (90)
To arrive at the physical Hamiltonian, we need to subtract off the background Hamil-
tonian,
H¯ = −κ
∫
St
L¯∗boundary (91)
Here we have used the fact that the background is a stationary solution to the field
equations [5],
H¯ = H¯a = π¯a = 0. (92)
The physical Hamiltonian is therefore given by,
Hphys = κ
∫
Σt
NH +NaHa − κ
∫
St
∆L∗boundary (93)
where
∆L∗boundary = (−1)DN iπjEj i +N
{
2∆K̂i ∧ φi
+4α
[
∆K̂i ∧
(
Ω̂jk − Ĥj ∧ Ĥk
)
− 1
3
∆
(
K̂i ∧ K̂j ∧ K̂k
)]
∧ φijk
}
(94)
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For any quantity Q in the test spacetime with corresponding quantity Q¯ in the back-
ground, ∆Q = Q − Q¯. Notice that we have ∆Ω̂jk = ∆Ĥj = 0. This is because the
geometry of the boundary is the same in the test spacetime, as in the background.
If our test spacetime is a solution to the field equations, it satisfies the constraints
H = Ha = 0 (95)
Its energy is then given by the value of the physical Hamiltonian,
E = −κ
∫
St
(−1)DN iπjEji +N
{
2∆K̂i ∧ φi
+4α
[
∆K̂i ∧
(
Ω̂jk − Ĥj ∧ Ĥk
)
− 1
3
∆
(
K̂i ∧ K̂j ∧ K̂k
)]
∧ φijk
}
(96)
Given the technical complexity of Gauss-Bonnet gravity, we believe that this expres-
sion is remarkably simple. Note that for α = 0, we recover the correct result for
Einstein gravity, as of course we should.
2.8 Using a coordinate basis
Although the final result (96) is neat and tidy, we might prefer to work in a coordinate
basis, and express the Hamiltonian in terms of the familiar tensors of General Rela-
tivity. In this case, our canonical variable is the induced metric γab. The conjugate
momentum, πab, is given by [64],
πabdD−1x =
1
2
πa ∧ Eb. (97)
With this in mind, we can verify that the Hamiltonian and momentum constraints
given by equations (54) and (50) respectively, agree with the corresponding expres-
sions in [63]. If zA is the normal to the timelike boundary, B, and nA the normal to
Σt, the Hamiltonian (93) can be written
Hphys = κ
∫
Σt
dD−1x [NH +NaHa]− κ
∫
St
dD−2x ∆L∗boundary (98)
where now
∆L∗boundary = 2N iπijzj +N
√
λ {2∆K
+2α(3!)δ
[l
i δ
m
j δ
n]
k
[
∆Kil
(
R̂jkmn − 2HjmHkn
)
− 2
3
∆
(
KilK
j
mK
k
n
)]}
(99)
Here, R̂jkmn is the Riemann tensor on St, constructed out of the induced metric λij .
Kij and H
i
j are the extrinsic curvatures of St in Σt and B respectively, and K is the
trace of Kij . More precisely,
Kij = −λl(iλmj)∇lzm, Hij = −λl(iλmj)∇lnm, K = λjiKij . (100)
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3 Comparison with previous energy expressions
3.1 Deser and Tekin
Now that we have derived an expression for the energy in GB gravity, we should com-
pare it with previous results in the literature. In particular, Deser and Tekin [14, 15]
used a “conserved charge” technique to derive the energy of asymptotically maximally
symmetric spacetimes above backgrounds of constant curvature. This method can be
applied to generic higher derivative gravities, but we can check it is consistent with
our result in the Gauss-Bonnet case.
Suppose our test spacetime M, is asymptotically maximally symmetric. We
choose our background, M¯ to be the maximally symmetric solution with curvature
form,
Ω¯AB =
2Λeff
(D − 1)(D − 2)E
A ∧ EB (101)
The effective cosmological constant is given by,
Λeff = − 1
4α∗
[
1±
√
1 + 8Λα∗
]
, α∗ = α
(D − 3)(D − 4)
(D − 1)(D − 2) . (102)
which is real and multivalued for 1 + 8Λα∗ > 0.
Our aim is to calculate the energy associated with the timelike Killing vector
∂/∂t. We can choose our foliation {Σt} so that the shift vector vanishes. Since ∂/∂t
is Killing, it is clear that Ĥ i = 0. The expression for the energy reduces to,
E = −κ
∫
St
N
{
2∆K̂i ∧ φi + 4α
[
∆K̂i ∧ Ω̂jk − 1
3
∆
(
K̂i ∧ K̂j ∧ K̂k
)]
∧ φijk
}
(103)
Since St lies in the asymptotic region, we can say,
∆
(
K̂i ∧ K̂j ∧ K̂k
)
∧ φijk ≈ 3∆K̂i ∧
(
K¯j ∧ K¯k) ∧ φijk, (104)
where K¯j is K̂j evaluated on the background. The energy is now given by,
E = −κ
∫
St
N
{
2∆K̂i ∧ φi + 4α∆K̂i ∧
(
Ω̂jk − K¯j ∧ K¯k
)
∧ φijk
}
(105)
Using the fact that H¯j = 0, it is clear from equations (35) and (101) that,
Ω̂jk − K¯j ∧ K¯k = 2Λeff
(D − 1)(D − 2)E
j ∧ Ek. (106)
This implies that the energy,
E = −κ (1 + 4α∗Λeff)
∫
St
2N∆K̂i ∧ φi = ±κ
√
1 + 8Λα∗
∫
St
2N∆K̂i ∧ φi (107)
where we have used the St analogue of the useful formula (7), and the cosmological
constant relation (102).
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In order to make contact with [14, 15], we switch to a coordinate basis,
E = ±κ√1 + 8Λα∗
∫
St
dD−2x
√
λ2N∆K (108)
We now follow the procedure described in [5] for Einstein gravity. Let us start with
the test spacetime. Near St, we can express the metric on Σt in Gaussian normal
coordinates,
ds2Σt = γabdx
adxb = dz2 + qij(z, x
k)dxidxj . (109)
where qij(0, x
k) = λij is the metric on St. Similarly, for the background, we can write
the metric on Σ¯t (near St), as,
ds2Σ¯t = γ¯abdx¯
adx¯b = dz¯2 + q¯ij(z¯, x¯
k)dx¯idx¯j . (110)
To ensure that the normals to St agree on the test spacetime and the background, we
choose the diffeomorphism z = z¯ and xi = x¯i. In these coordinates,
K = −1
2
qijqij,z, K¯ = −1
2
q¯ij q¯ij,z. (111)
Since both metrics agree on the boundary, we note that ∆qij = 0 there. Therefore
on St,
∆K = −1
2
λij (∆qij),z = −
1
2
(∆q),z . (112)
where ∆q = λij∆qij . This gives a final energy expression,
E = ∓κ
√
1 + 8Λα∗
∫
St
dD−2x
√
λN (∆q),z . (113)
We now use Deser and Tekin’s method [14,15] to calculate4 the energy associated
with the timelike Killing vector, tA.
EDT = ∓κ
√
1 + 8Λα∗
∫
St
dSAnB
{
tC∇¯BhAC − tC∇¯AhBC + tB∇¯Ah− tA∇¯Bh
+hBC∇¯AtC − hAC∇¯BtC + tA∇¯ChBC − tB∇¯ChAC + h∇¯BtA
}
(114)
where hAB = gAB − g¯AB and h = g¯ABhAB. Here gAB and g¯AB are the metrics on
M and M¯ respectively. We will choose to work in a synchronous gauge for which
nAhAB = 0 [5]. As the metrics agree on the boundary we can also set h
AB = 0 on St.
If St has inward pointing normal ∂/∂z, the measure is given by dSA = −dD−2x
√
λδzA.
For vanishing shift vector, we have tA = NnA, and the energy (114) simplifies to,
EDT = ±κ
√
1 + 8Λα∗
∫
St
dD−2x
√
λN
(
∂bh
zb − ∂zh) . (115)
4In [14,15], the authors do not explicitly write down an energy expression for the GB action with
a bare cosmological constant Λ. However, they give enough information to easily derive equation
(114).
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In the Gaussian Normal coordinates we have recently described, hzb = 0 and h = ∆q.
Deser and Tekin’s energy now reads,
EDT = ∓κ
√
1 + 8Λα∗
∫
St
dD−2x
√
λN∂z (∆q) . (116)
This expression clearly agrees with the equation (113). We can conclude that although
our derivation was very different to that in [14, 15], our results are consistent.
3.1.1 Application to GB black holes
One of the nice features of GB gravity (2) is that it contains static, spherically sym-
metric solutions [67, 57, 68, 69, 70, 71, 49, 66] of the form,
ds2 = −V (r)dt2 + dr
2
V (r)
+ r2dΩ2D−2 (117)
where dΩ2D−2 is the metric on a unit (D−2)-sphere. We will assume that 1+8Λα∗ > 0,
so that there are two possible branches for the potential,
V (r) = 1 +
r2
2(D − 1)(D − 2)α∗
(
1±
√
1 + 8Λα∗ +
4(D − 1)(D − 2)α∗µ
rD−1
)
(118)
Here µ ≥ 0 is a constant of integration that gives mass to the spacetime. The upper
branch has a naked singularity at r = 0, whereas the lower branch is a real black
hole with a unique event horizon surrounding the singularity [57]. We wish to cal-
culate the mass, M , of these spacetimes above the appropriate maximally symmetric
background,
ds2 = −V¯ (r)dt2 + dr
2
V¯ (r)
+ r2dΩ2D−2 (119)
where
V¯ (r) = 1 +
r2
2(D − 1)(D − 2)α∗
(
1±√1 + 8Λα∗
)
. (120)
The foliation in each case is given by surfaces of constant t, so we soon see that,
qij = r
2(z)χij , q¯ij = r¯
2(z)χij (121)
where χij is the metric on the unit (D − 2)-sphere, and
dr
dz
= −
√
V ,
dr¯
dz
= −
√
V¯ . (122)
If r(0) = r¯(0) = R, on St, it follows that,
(∆q),z = −2(D − 2)
R
∆
√
V (R) ≈ −(D − 2)
R
√
V¯
∆V (R) on St. (123)
18
For large R,
∆V (R) ≈ ± 1√
1 + 8Λα∗
µ
RD−3
(124)
Finally, we note that N =
√
V and apply equation (113) to give,
M = κΩD−2(D − 2)µ (125)
where ΩD−2 is the volume of the unit (D − 2)-sphere. This is the standard result.
It is always valid for Λeff ≤ 0. For Λeff > 0 our analysis is valid only if the de Sitter
horizon is much larger than the black hole horizon [15].
3.2 A special case
In the last section, we assumed that 1 + 8Λα∗ > 0. Now consider what happens
when 1 + 8Λα∗ = 0. We cannot make use of the expression (113) because it involves
multiplying an infinite integral, by zero! We will not worry about how one would
modify the approach of [14,15] to accomodate this. Instead, we will sell the approach
developed in this paper. Let us focus on the 5-dimensional black hole with,
V (r) = 1 +
r2
4α
−
√
µ
2α
. (126)
To calculate the mass, we need to go back to equation (96). We also need to choose
a background. In this example, the maximally symmetric solution with µ = 0 is
not necessarily the most natural choice. We might prefer µ to be chosen so that the
horizon has zero area [57]. Whatever our choice, we illustrate the flexibility of this
work by allowing for non-maximally symmetric backgrounds. We will keeps things
general and say that the background potential is given by
V¯ (r) = 1 +
r2
4α
−
√
µ¯
2α
. (127)
As before, our foliation is made up of surfaces of constant t, with boundary St given
by r = R. To apply the energy expression (96), we need the following ingredients,
N =
√
V , N i = 0, K̂i =
√
V
R
Ei, Ĥ i = 0, Ω̂jk =
1
R2
Ej ∧ Ek. (128)
Now use the useful formula (7) in (96), to derive the energy,
E = −κΩ3R3
√
V
{
6
R
∆
(√
V
)
+
24α
R3
[
∆
(√
V
)
− 1
3
∆
(
V
√
V
)]}
(129)
To keep things tidy, we write
V = y2 −m, V¯ = y2 − m¯ (130)
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where
y2 = 1 +
R2
4α
, m =
√
µ
2α
, m¯ =
√
µ¯
2α
. (131)
Now for large y,
√
V = y
[
1− m
2y2
+O
(
1
y4
)]
(132)
∆
(√
V
)
= −y
[
∆m
2y2
+
∆(m2)
8y4
+O
(
1
y6
)]
(133)
∆
(
V
√
V
)
= −3y3
[
∆m
2y2
− ∆(m
2)
8y4
+O
(
1
y6
)]
. (134)
If we plug this back into (129) we find,
E = 3κΩ3
[
2α∆(m2)
]
+O
(
1
y2
)
(135)
Now we send R, or equivalently y, to infinity, to derive the black hole mass,
M = 3κΩ3∆µ. (136)
If we had chosen the background to be the black hole of zero size, we would have
µ¯ = 2α. Our black hole mass would be given by M = 3κΩ3(µ − 2α), which agrees
with the “minisuperspace” method employed in [57].
4 Discussion
In this paper, we have derived a neat and easy to use expression for the gravitational
energy of a solution in Gauss-Bonnet gravity. This was done using a Hamiltonian
approach, much like the one used by Hawking and Horowitz [5] for Einstein grav-
ity. Given the technical complexity of the derivation, our final expression (96) is
remarkably simple.
There have been other ways of calculating the energy of certain Gauss-Bonnet
solutions [57, 14, 15]. We have shown that our Hamitonian approach yields results
that are consistent with these. Each approach has its advantages and disadvantages,
as we will now discuss.
Consider the “conserved charge” method given in [14, 15]. The authors identify
a conserved current associated with a timelike Killing vector. The gravitational en-
ergy corresponds to the “charge” of this current. This method can be applied to
generic higher derivative gravities, of which Gauss-Bonnet gravity is just a special
case. However, the background spacetimes, or vacua, are always assumed to be maxi-
mally symmetric everywhere. That is not to say that this method cannot be extended
to a more general choice of background. This should clearly be a topic for future re-
search. It would also be interesting to know how to apply this method to the special
case discussed in section 3.2.
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Similarly, we should also ask if we can extend our Hamiltonian approach to more
general higher derivative gravities. It should be fairly easy to consider the Lovelock
action [16],
S =
[D−12 ]∑
n=0
αnSn, Sn =
∫
M
ΩA1B1 ∧ . . . ∧ ΩAnBn ∧ eA1B1...AnBn . (137)
Here we have a linear combination of the first
[
D−1
2
]
Euler characters, with the surface
terms given by the same combination of Chern-Simons forms [18]. Life would be more
difficult if we wanted to consider an arbitrary combination of Riemann tensors, as
the surface terms are generally unknown5.
The “minisuperspace” method used in [57] is closest in spirit to the Hamiltonian
approach. The idea is to consider a static, spherically symmetric ansatz for the metric,
and insert it back into the action. The action becomes one-dimensional, making it
easier to fix the boundary term. When we turn to the Hamiltonian, and evaluate it
on one of the black hole solutions given in sections 3.1.1 and 3.2, we derive the black
hole mass. This method is very simple and easy to use, but somewhat limited. It can
only be applied when the one-dimensional “minisuperspace” model is valid. This is
OK for the black hole spacetimes discussed in [57], but a more general approach is
clearly desirable.
The Hamiltonian approach developed in this paper is the appropriate generalisa-
tion. It can be applied whatever the symmetries of the solution, and without having
to reduce the number of dimensions. In particular, we will use it to investigate the
generalisation of braneworld holography [55] for Gauss-Bonnet gravity [56].
To sum up, we have derived an expression (96) for the energy of a solution to
Gauss-Bonnet gravity. This can be applied whatever our choice of background, and
whatever the symmetries of our solution. This should, hopefully, give us a platform
to investigate Gauss-Bonnet gravity more thoroughly.
Acknowledgements
I would like to thank James Gregory for many interesting discussions throughout
this entire project. I would also like to thank him, and Simon Ross, for proof reading
this article. Thanks also go to Christos Charmousis for introducing me to Gauss-
Bonnet gravity during a very long viva! Final thanks go to Steven Gerrard and
Michael Owen for scoring the goals that beat United. AP was funded by PPARC.
A Rewriting Skinetic
We begin with the expression for Skinetic given in equation (41). This contains terms
like $⊥H
a, which need to be eliminated by integration by parts. Using the fact that
$⊥ζa1...am = $⊥E
am+1 ∧ ζa1...am+1 , (138)
5Attempts have been made to derive surface terms for general higher derivative gravities using
auxiliary fields [72, 73, 74]. However, in the GB case, these results do not agree with [18], so one
should proceed with caution. A deeper understanding of boundary terms versus boundary conditions
can be found in [75].
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we find
Skinetic = κ
∫
M
E⊥ ∧
{
πa ∧ $⊥Ea + 4α
[
Hb ∧ $⊥Ω˜cd − ∇˜Hb ∧ $⊥ω˜cd
]
∧ ζbcd
}
−κ
∫
Σ∞
2Hb ∧ ζb + 4αHb ∧ Λcd ∧ ζbcd (139)
where πa is given by equation (48) and Λ
cd by equation (49).
If we note that θ⊥b = −Hb is the only non-zero component of θAB on Σ∞, we can
use equations (8) and (18) to show that,
S∞ = κ
∫
Σ∞
2Hb ∧ ζb + 4αHb ∧ Λcd ∧ ζbcd. (140)
This will cancel off the second line in equation (139).
We will soon need the following identities,
∇˜ζa1···am ≡ 0 ≡ ∇˜Ω˜cd. (141)
The left hand side follows automatically from the zero-torsion condition (21), whereas
the right hand side is just the frame-form version of the Bianchi identity. We now
make use of (141), and the relation,
E⊥ ∧ $⊥Ω˜cd = dt ∧ ∇˜
(
N$⊥ω˜
cd
)
. (142)
to show that,∫
M
E⊥ ∧
[
Hb ∧ $⊥Ω˜cd − ∇˜Hb ∧ $⊥ω˜cd
]
∧ ζbcd
=
∫
dt
∫
Σt
[
Hb ∧ ∇˜ (N$⊥ω˜cd)− ∇˜Hb ∧N$⊥ω˜cd] ∧ ζbcd
= −
∫
dt
∫
Σt
d˜
[
NHb ∧ $⊥ω˜cd ∧ ζbcd
]
=
∫
dt
∫
St
NHb ∧ $⊥ω˜cd ∧ ζbcd (143)
Note that we have applied Stokes’ Theorem in the following way. If A˜ is a (D−2)-form
on Σt, then∫
dt
∫
Σt
d˜A˜ =
∫
M
dt ∧ d˜A˜ =
∫
M
dt ∧ dA˜
= −
∫
M
d(dt ∧ A˜) = −
∫
B
dt ∧ A˜ = −
∫
dt
∫
St
A˜ (144)
where we have used the fact that dA˜ = d˜A˜+E⊥{· · · } [64]. We now insert (140) and
(143) into equation (139) to give,
Skinetic = κ
∫
dt
∫
Σt
πa ∧N$⊥Ea + κ
∫
dt
∫
St
4αNHb ∧ $⊥ω˜cd ∧ ζbcd − S∞. (145)
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Notice that $⊥ω˜
cd has been removed from the bulk part of Skinetic. This is because
we have zero torsion. ω˜cd is not an independant dynamical variable, so any time
derivatives of it should indeed disappear from the bulk.
We are not yet finished with Skinetic. Equation (145) still contains derivatives of
the shift vector. From equation (14), we deduce that
$⊥E
a =
1
N
(
E˙a − $ ~NEa
)
, ~N = Na
∂
∂xa
= EabN
bXa. (146)
Since ~N lives entirely on Σt, $ ~N is just the intrinsic Lie derivative on Σt [64]. There-
fore,
$ ~NE
a = i ~N(d˜E
a) + d˜(i ~NE
a) = −N bi[ ∂
∂xb
](w˜
a
c)E
c + ∇˜(EabN b). (147)
where iYA is the interior product of the vector Y and the p-form A [76]. After some
integration by parts we see that,∫
dt
∫
Σt
πa ∧ $ ~NEa =
∫
dt
∫
Σt
NaHa −
∫
dt
∫
St
(−1)DNaπbEba, (148)
where the momentum constraint, Ha, is given by equation (50). In deriving this
constraint, we have used the fact that,
πb ∧ Ec = πc ∧ Eb. (149)
This is not obvious but can be shown using the symmetries of Hab and the Riemann
tensor6 (on Σt).
By inserting equation (148) into (145), we arrive at the final expression (47) for
Skinetic.
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