Abstract. We study the composition operator T f (g) := f • g on Besov spaces B s p,q (R). In the case 1 < p < +∞, p ≤ q ≤ +∞ and s > 1 + (1/p) we will prove that the operator T f takes B 
Introduction
For a Borel function f : R → R, we are interested in the associated nonlinear composition operator T f : g → f • g on the Besov space B s p,q (R) into itself. The Superposition Operator Problem (S.O.P.) for a given real valued function space E consists in the full characterization of functions f such that T f (E) ⊂ E. The following results are well known:
• If 1 < p < +∞, s > n/p and f ∈ C ∞ (R), then T f takes the Bessel potential spaces H s p (R n ) (resp. B s p,q (R n )) into itself, see e.g. Meyer [12] , (resp. Peetre [13] ).
• Dahlberg [9] proved that for 1 ≤ p ≤ +∞ and 1 + (1/p) < m < n/p (m integer), if T f maps the Sobolev spaces W m p (R n ) into itself, then f is a linear function. Also, after the work of Marcus and Mizel [11] on W 1 p (R n ), Bourdaud [2] proved that for either m ≥ 2 and mp > n, or m = n ≥ 2 and p = 1, the operator T f maps W 
(R).
• The result of Dahlberg has been extended to B s p,q (R n ). More precisely, for 1 ≤ p, q ≤ +∞ and either 1 + (1/p) < s < n/p, or 1 + (1/p) = s < n/p and 1 < q ≤ +∞, if the operator T f acts on B s p,q (R n ) then f (t) = ct for some real c, see e.g. [15] and [16] .
The characterization of those functions f such that T f acts on B s p,q (R n ) requires to investigate the necessary conditions. In this sense, we recall the following two results: [16] or [1] for instance; the proof of (r2) can be found in 5.3.1-Theorem 2 of [16] . Now (r1) and (r2) lead to the following conjecture: 
The necessity of (i) is obvious in case p < +∞ and can be obtained by testing f on the zero function. However (ii) and (iii) can be simplified in the following subcases:
-If s > 1 + (1/p), then B p,q (R), hence the condition (iii) can be dropped. The above conjecture has been proved in this case, see Bourdaud [3] .
In this paper we are interested in the case of Besov spaces on R, when the parameters s and p satisfy the condition s > 1 + (1/p). We will establish superposition theorems in which the functions f , associated to the composition operator, belong locally to Besov space. The proof of this result relies on sharp estimates using a weaker condition for f , that is f ∈ L ∞ (R) ∩Ḃ s−1 p,q (R), where the dotted space represents the homogeneous space. Notice that we will use, in particular, embeddings in Besov space, and some properties of Wiener space BV p (R) of functions of bounded p -variation [20] . The method presented here has been used in case of Lizorkin-Triebel spaces [8] .
For more information about S.O.P., we refer the reader to the different works of Bourdaud and his collaborators ( [2] , [3] , [4] and [5] for example), and the papers [6] and [7] in which we have partially solved the S.O.P. in both Besov and LizorkinTriebel spaces.
Notation and plan of the paper
We work with functions defined on the Euclidean space R n . However, in Sections 4-6 we will omit R in the notation, since all the functions are defined on the real line R, and assumed to be real valued. For s ∈ R, [s] denotes the greatest integer less than or equal to s. With · p we denote the L p -norm on R n . We denote by C b (R n ) the Banach space of bounded continuous functions on R n , endowed with the supremum, and by C ub (R n ) the Banach space of bounded and uniformly continuous functions on R n . We denote by C 0 (R n ) the Banach subspace of C b (R n ) with 0 limiting value at infinity. Let D(R n ) (respectively, S(R n ) and S (R n )) denote the C ∞ -functions with compact support (respectively, the Schwartz space of all rapidly decreasing C ∞ -functions and its topological dual) on R n . We define the difference operators by
We put ρ t (x) := ρ(x/t), t > 0. The function ρ depends on n.
If E is a Banach function space on R n we denote by E oc the collection of all functions f such that ϕf ∈ E for all ϕ ∈ D(R n ).
Throughout the paper, constants c, c 1 , . . . are strictly positive and depend only on the fixed parameters n, s, p and q; their values may vary from line to line.
The paper is organized as follows. In Section 2 we formulate the main results, and add a short comment. In Section 3, we first collect in Subsections 3.2-3.3 the needed properties of the homogeneous and inhomogeneous Besov spaces. Secondly,
plays an important role in this work, we give, in Subsection 3.4, an explicit characterization of this space. Section 4 is devoted to the proof of the sharp estimate of composition operators, which will be given according to the cases 1 + (1/p) < s < 2, and s = 2, and 2 < s ≤ 2 + (1/p), and is the essential part of the paper. In Section 5 we give the proof of our main results. Finally, the optimality of the exponent s − (1/p), which appears in the right hand side of the sharp estimate, will be studied in Section 6.
Statement of the main results
Our main results on the S.O.P. consist of the following two theorems: 
holds for all functions f : R → R such that f ∈ B Remark 2.5. The study of the case p > q requires supplementary conditions involving the parameter q. We will prove the above results under the following general conditions: 1 < p < +∞, 1 ≤ q ≤ +∞, s > 1 + (1/p) and A comment. In [7] , under conditions (2.3) or
where J p denotes the following intervals
p,q (R), and all functions f : R → R such that 
The basic idea is to replace condition f ∈ B 
The Besov spaces
First we introduce some further notations. We denote by P ∞ (R n ) the set of all polynomials on R n , and by
The mapping which takes any [f ] to the restriction of f to S ∞ (R n ) turns out to be a vector space isomorphism from
is called the space of distributions modulo polynomials.
The Littlewood-Paley setting
We consider the cut-off function ρ, see (1.1). We define
Then γ is supported in the compact annulus 1/2 ≤ |ξ| ≤ 3/2, and the following identities hold:
For any j ∈ Z, we introduce the pseudodifferential operators
It is clear that S j is defined on S (R n ) and that Q j is defined on S ∞ (R n ). All these operators take values in the space of analytical functions of exponential type, see the Paley-Wiener Theorem. The LittlewoodPaley decompositions of a tempered distribution are described in the following well known statements:
(ii) For every f ∈ S(R n ) (resp. S (R n )) and every k ∈ Z, it holds that 
, and satisfies
where c depends only on n, s, p, q, a and b.
(ii) In the case s > 0, the same conclusion holds for a = 0; when s < 0, the same conclusion holds for b = +∞.
We will exploit the following lemma, a classical consequence of Taylor's formula.
Proof of Proposition 3.4.
Step 1:
The case s > 0. We assume that u j is supported by the ball |ξ| ≤ b2 j . There exists an integer m, depending only on b, such that
where N is arbitrarily large. By assumption and by Hölder's inequality, we obtain
The case s < 0. Now we assume that u j is supported by the set |ξ| ≥ a2
j . There exists an integer m, depending only on a, such that
By Lemma 3.5 and Proposition 3.1, we deduce
where N is arbitrarily large. We obtain (3.4) as in Substep 1. 
We conclude using Lemma 3.5, as in the preceding substeps.
Step 2: We turn to prove estimate (3.3). Let u := j∈Z u j . By Step 1, we have
where
In all cases, we have
Then, applying Young's inequality in l q (Z), we obtain 
The above properties are easy consequences of Proposition 3.4, Lemma 3.5, and the completeness of vector valued L p spaces. Using again Proposition 3.4, we derive the following three propositions. The first one explains why our spaces are called homogeneous. 
Remark 3.9. It follows immediately from Proposition 3.8 that we can renorṁ
B s p,q (R n ) in such a way that c 1 = c 2 = 1 in (3.5). Proposition 3.10. Let s ∈ R and p, q ∈ [1, ∞]. A member f of S ∞ (R n ) belongs toḂ s p,q (R n ) if
and only if its first order derivatives ∂ f belongs toḂ
s−1 p,q (R n ), ( = 1, . . . , n). Moreover n =1 ∂ f Ḃ s−1 p,q (R n ) is an equivalent norm inḂ s p,q (R n ).
Proposition 3.11. The continuous embeddingḂ
s1 p1,q (R n ) →Ḃ s2 p2,q (R n ) holds for all parameters s 1 , s 2 ∈ R and p 1 , p 2 , q ∈ [1, ∞] such that s 1 − n p 1 = s 2 − n p 2 and p 2 ≥ p 1 .
Duality. We start by introducing the following notations. For p ∈ [1, ∞],
we denote by p its conjugate exponent, that is, (1/p) + (1/p ) = 1. If E is any vector space, we denote by c c (Z, E) the set of sequences (u j ) j∈Z ∈ E Z such that u j = 0, except for a finite number of indexes j, and by c 0 (Z, E) the set of sequences
Any homogeneous Besov space is the dual space of a separable Banach space. More precisely, we have the following: Theorem 3.12. Let s ∈ R, 1 < p < +∞ and 1 ≤ q ≤ +∞. Then the homogeneous Besov spaceḂ 
Using Propositions 3.1 and 3.4, we obtain that
By the above two relations, we conclude that any f ∈Ḃ 
The above identity implies that
Then Proposition 3.4 and Remark 3.2 give us
and the proof is finished. P Next we turn to the Fatou property:
be a bounded sequence inḂ
Proof. If 1 < p < +∞, the assertion follows immediately from Theorem 3.12.
In the cases p = 1 and p = +∞, the proof given by Franke [10] for the case of inhomogeneous Besov spaces can be easily extended to hold for homogeneous spaces (see Proposition 3.18 below). P
Inhomogeneous Besov spaces
By using the inhomogeneous Littlewood-Paley decomposition (3.2) instead of the homogeneous one (3.1), we obtain the inhomogeneous, or ordinary, Besov spaces:
The properties of the homogeneous spaces listed in Subsections 3.2.1 and 3.2.2 have well known counterparts for the inhomogeneous ones, see Triebel [17] . Except for s = 0, the latter can be easily deduced from the former. Indeed we have the following:
, as a set, and as a Banach space. By contrast, there is no embedding relations betweenḂ 0 p,q (R n ) and B 0 p,q (R n ), except for p = q = 2 (then both coincide with L 2 (R n )).
Characterization by differences.
First, for brevity we will use the following notation. For a measurable function f on R n we put 
Proof. See [10] . 
and we endow it with its natural norm, i.e.,
is a Banach algebra for the pointwise product for any s > 0, see Subsection 3.4.3 below. In that case, we will refer to these spaces as the Besov algebras. 
Proof. It follows from Theorem 3.7 and Lemma 3.5. P Remark 3.20. In the case s > 0, the left hand side embedding in (3.9) can be improved in the sense that
The following alternative description of certain multi-dimensional Besov algebras is also of interest. We show that Besov algebras can be viewed as substitutes of inhomogeneous Besov spaces, in case the latter are themselves algebras.
(ii) For s > 1 + (n/p), it holds that
and
Proof.
Step 1: Proof of (i 
Step 2: Proof of (ii). By Proposition 3.10, it suffices to establish the inequality
To prove (3.10) we observe,
, and we again apply (i). Notice that the last inequality can be easily obtained by means of Bernstein's inequality. We omit the details. P
For the following assertion, we need first to introduce the notion of distributions vanishing at the infinity, cf. Definition 6 in [5] .
Definition 3.22. A tempered distribution f ∈ S (R n ) is said to vanish at infinity in the weak sense if lim
Example of such distributions are the functions f ∈ C 0 (R n ), the functions ∂ f such that f ∈ C b (R n ) and the functions f ∈ L p (R n ) for 1 ≤ p < +∞. 
Then there exists a constant c >
Proof. Without loss of generality, we can assume that q = +∞. Let us set
Notice that f 2 is a distribution, while f 1 a distribution modulo polynomials. By Proposition 3.4, it holds that f 2 Ḃs
By Proposition 3.15 we conclude that under condition (3.11). We turn to the estimate of f 1 . By Bernstein's inequality, and by the assumption p < v, it holds that
By the classical Sobolev embedding, B
By the assumption v > sp, the series j≤0
If we denote its sum by g, then
under condition (3.11).
The assumption s > n/p yields f ∈ C b (R n ), see Proposition 3.21(i). By (3.1), we know that ∂ f and g + ∂ f 2 differ by a polynomial. Since both tend to 0 at infinity, in the weak sense, we conclude that they coincide. By combining (3.12) and (3.13), we obtain the desired estimate. P Remark 3.24. Proposition 3.23 is also valid in case p = v = +∞. See the proof of (3.10).
Characterization by differences.
According to Triebel (see [18] , Theorem 3. 
Proof. (i) By Propositions 3.15 and 3.16, it holds that
We replace now f by f (λ(·)), for any λ > 0, in (3.14). Using Proposition 3.8, dividing by λ s−(n/p) , and letting λ → +∞, we obtain
Now we take f ∈ B
s p,q (R n ), and we set
Then the sequence (g k ) k≥0 has the following properties:
for all j ∈ Z, then by Hölder's inequality it holds that
• g k tends to f pointwise; indeed by Bernstein's inequality, the following holds:
uniformly on all compact subsets of R n , that implies the desired conclusion.
Then applying (3.15) 
By a repeated use of Fatou's Lemma, we deduce the result.
(ii) As in (3.14), combining Propositions 3.15 and 3.16, and Remark 3.17, we obtain
With an elementary changes of variable, we get
Replacing f by f (λ ·) in (3.16), using Proposition 3.8, and again dividing by λ s−(n/p) and letting λ → +∞, we obtain
Now consider any function f ∈ B
s p,q (R n ). Let us define 
Let v be a real number satisfy (3.11). It follows, from Proposition 3.23, that The main ingredient of the proof is the following paraproduct estimate, a straightforward consequence of Proposition 3.4:
Proof of Theorem 3.26. Let us take f, g in B s p,q (R n ). By an Abel transform, we deduce that
Indeed, for u ∈ S ∞ (R n ), we have
Then our claim follows from Lemma 3.5 and Remark 3.2. On the other hand, we have classically |S j f (x)| ≤ f ∞ , for all x ∈ R n and j ∈ Z, and S j f (x) → f (x) as j → +∞ for almost every x ∈ R n . By the Dominated Convergence Theorem, we deduce that lim
Now taking j → +∞ in (3.20), we obtain
Using Lemma 3.27, we conclude that 
Since lim j→+∞ S j f (0) = f (0) = 0, the estimate (4.2) implies that
Now suppose that the inequality (2.2) is satisfied under the assumptions (i), (ii) and (iii). Then using (4.1) and (4.3), we obtain
The elementary inequality
complemented by (4.4), yields the convergence of the sequence (
Hence, we can apply the Fatou property in (4.5) (see Proposition 3.18). Using again lim j→+∞ S j f (0) = 0, we conclude that the inequality (2.2) holds.
Step 2: Let us prove the inequality (2.1) for all functions f and g such that f ∈ B 
Step
, then the inequality (2.1) holds in the general case.
Step 4: Argument of the restriction on the parameters. We assume that (2.1) holds under the restriction (i), and prove it for general s by induction on [s] .
Assume that f ∈ B 
The last inequality follows from g
Details of the proof
First, we begin with some notations. For all measurable function f on R n , all m ∈ N \ {0} and all t > 0, we set
where the supremum is taken with respect to all intervals I containing x. Here |I| means the length of the interval I. For any function g : R → R, we denote by ν p (g) the supremum of numbers
If ν p (g) < +∞, we say that g is a function of bounded p -variation. This notion was first introduced by N. Wiener [20] . The set of (generalized) primitives of real functions of bounded p -variation is denoted by BV
) and endowed with the seminorm g BV 1 p defined as the infimum of numbers ν p (f ), for all functions f whose g is the primitive, see [4] for further details. We will apply in particular the Peetre embedding theorem:
see Theorem 7, page 112 in [14] or Theorem 5 in [4] . Now under the assumptions (i), (ii) and (iii) of Subsection 4.1 we will prove the estimate (2.2). For simplicity we define
The argument of our proof will be distributed into three subsections, corresponding to the following cases:
In the cases (a) and (b), the proof is essentially given in [6] and [7] . But we need to replace the right hand side of (2.7) by V (f ; g). We will use the equivalent norms given by Proposition 3.16 and Remark 3.17. We will first estimate f • g p , but from the assumption f (0) = 0 we will obtain the bound f ∞ g p which is bounded by cV (f ; g). Secondly, we will estimate M A :
Thus we are reduced to prove (4.7) with Ω
Step 1: Assume that g does not vanish. By the Mean Value Theorem and with a change of variable we find that
With a change of variable with respect to t, we obtain
Hence, the desired estimate holds from Proposition 3.25(i)
Step 2: Assume that the set of zeros of g is nonempty. Then it is a discrete set, whose complement in R is the union of a family (I l ) of open disjoint intervals. For any t > 0 we denote by I l,t the set of x ∈ I l whose distance to the boundary of I l is greater than 2t, and we set (4.8)
Let us notice that I l,t is an open interval, possibly empty. In case it is not empty, we have (4.9) |g(g
The set I l,t is an interval of length at most 2t, or the union of two such intervals, and g vanishes at one of the endpoints of this or those intervals. Now we introduce • g) ; t) by U 1 (t) and U 2 (t) respectively. Estimate of A 1 . With the change of variable y := g |I l (x), and using (4.9), we deduce that
We put α := min(1, q/p). Then it is easy to obtain the following estimate:
, and by a change of variable w.r.t. t, we obtain (4.11)
. Now by Proposition 3.25(i) and the fact that g vanishes at the endpoints of I l , we deduce that
.
Estimate of A 2 . By the properties of I l,t , it holds that
The elementary inequality |Δ
Hence, by Remark 3.17, (4.14)
Combining inequalities (4.12) and (4.14), we obtain that
The inequalities s > 1 + (1/p) and p ≤ α(sp − 1), which are equivalent to (2.3), allow us to deduce the embeddings:
The desired estimate follows from (4.15) and (4.16).
The case s = 2.
Instead of the second order difference operator Δ 2 h , we will use its symmetric counterpart, namely we put
where the A j 's are defined by:
It suffices to prove (4.17)
for j = 1, . . . , 5. In most cases, the above estimate will follow from 
Choose 1/p < γ < 1 (which follows by p > 1), we obtain, in the right hand side of (4.20) , the bound
We conclude that (4.18) holds for j = 2.
Estimate of U 3 . As in Step 1 of Subsection 4.2.1, we first assume that g (x) = 0 for all x ∈ R. Then we obtain
The estimate (4.17), for j = 3, follows by the change of variable v := g ∞ t with respect to t and Proposition 3.25(i).
It holds that
, and U 5 is defined similarly, by replacing I l,t by I l,t .
For brevity, we put β := 1 − (1/p), and we begin with the estimate of U 5 . Clearly for every x ∈ I l,t , it holds that
Then, by the change of variable y := g |I l (x), we have (4.21)
Now we require the following condition on v:
(Let us notice that (4.22) implies v > p). Then, the embedding B
. By (4.23) we conclude Finally, the property 0 < β < 1 leads to the realization of (4.22) and (4.27) simultaneously.
The case 2 < s ≤ 2 + (1/p).
First, we put δ := s − 1 − (1/p) − ε, with ε = 0 if s < 2 + (1/p) and ε > 0 if s = 2 + (1/p). In case ε > 0, we take it as small as we want. The parameter δ plays an important role in our computation. Since f and g are functions of class C 2 , it holds that
Step 1 By a classical result on multipliers, see Theorem 4.7.1 of [16] , and by assumption δ > s − 2, we deduce that Inequalities (4.28) and (4.29) give the desired estimate.
Step 2: Estimate of (f • g) g 2 . Since 0 < s − 2 < 1, see (3.8), we have to estimate We put
Q(x; t) := Q(x) ∩ [−t, t] and P (x; t) := P (x) ∩ [−t, t] .
On Q(x; t) we will use the elementary identity
whereas on P (x; t) we will use
instead. Hence U ≤ U 1 + U 2 + U 3 + U 4 , where • The case q/p ≥ 1. We begin with the elementary inequality Then, using a standard argument, we deduce that f is a polynomial of degree at most m − 1. P
