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Abstract. In this paper, we study the deformation of the n-dimensional strictly convex hypersurface in
Rn+1 whose speed at a point on the hypersurface is proportional to α-power of Gauss curvature. For
1
n < α ≤ 1, we prove that there exist the strictly convex smooth solutions if the initial hypersurface
is strictly convex and smooth and the solution hypersurfaces converge to a point. We also show the
asymptotic behavior of the rescaled hypersurfaces, in other words, the rescaled manifold converges to
a strictly convex smooth manifold. Moreover, there exists a subsequence whose limit satisfies a certain
equation.
1. Introduction
Westudy the regularity of theα-Gauss curvatureflow, describing thedeformation
of an n-dimensional compact strictly convex hypersurface Σ inRn+1 which is worn
down by collision from any random angle. For example, the stone under the river
is eroded by water, where the speed of erosion is in proportion to the α-Gauss
curvature Kα. Let X(·, ·) : Σ × [0,T) → Rn+1 be an embedding and set Σt = X(Σ, t).
Then the hypersurface evolves by the following flow:
∂X
∂t
(x, t) = −Kα(x, t) ν(x, t)
X(x, 0) = X0(x)
(1.1)
where ν denotes the unit outward normal to Σt and α > 0.
1.1. Let (0,T∗] be the maximal interval in which vol(Σt) is nonzero. Then there are
the known results for the case ofα = 1 in the flow following (1.1). If the initial hyper-
surface in R3 is the smooth and strictly convex and has the central symmetry, then
the solution Σt converges to a point as a spherical shape [F]. Also Tso, [T], showed
existence and regularity of the solution when the initial hypersurface embedded in
Rn+1 is the smooth and strictly convex. In otherwords, the solutionΣt preserves the
smoothness and convexity in the time interval (0,T∗]. For a smooth, compact, and
strictly convex initial hypersurface in R3, the solution hypersurface Σt converges
to a point and the rescaled solution hypersurface Σ˜t approaches the round sphere
with normalized volume and for a non-smooth initial hypersurface, the viscosity
solution has C1,1-regularity in the time interval (0,T∗) and C∞-regularity for t ≥ t0
where t0 depends on the volume and diameter of the initial hypersurface Σ0 [A1].
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For α = 1n+2 , the solution, Σt, is known as an affine normal flow. There exists a
unique, smooth, convex solution such that the hypersurfaces Σt converge to a point
and the rescaled solution converges to an ellipsoid if the initial hypersurface is a
compact, smooth, and strictly convex [A5]. For 1n+2 < α ≤ 1n or 0 < α ≤ 1n under the
assumption that the isoperimetric ratios are bounded, there exist a smooth, strictly
convex solution converging to a point and a rescaled solution satisfying a certain
equation [A2]. In addition, for α = 1n , the rescaled solution converges to a sphere
and this holds for α ≥ 1n if the initial hypersurface is very close to a sphere [C1].
1.2. Main Theorem. Let us denote the rescaled Σ and a support function S by Σ˜
and S˜ respectively so that the enclosed volume becomes normalized. We state the
main theorem.
Theorem 1.1.
Let Σ0 = X(Σ, 0) be a compact, connected, strictly convex smooth manifold in Rn+1.
Assume 1n < α ≤ 1. Then
(i) there exist a time T∗ and strictly convex smooth solutions {Σt = X(Σ, t)} satisfying
(1.1) for t ∈ [0,T∗), and Σt converges to a point as t approaches to T∗.
(ii) The principal curvatures of the rescaled hypersurfaces Σ˜ have the uniform upper
and lower bounds. In other words, let us denote the eigenvalues of (h˜ij) by λ˜k for
k = 1, . . . ,n and the smallest and largest one by λ˜min and λ˜max, respectively. Then we
have
1
M
≤ λ˜min ≤ λ˜max ≤M
for some constant 0 < M < ∞.
(iii) For any sequence τi → ∞, there exists a subsequence τik such that the rescaled
manifold Σ˜τik converges to a strictly convex manifold Σ˜T∗ uniformly in C
∞-norm.
(iv) In addition, the limit, S˜∗(·), of the volume normalized solution S˜(·, τik) satisfies the
equation K˜α∗ = C˜∗S˜∗ a.e. for some positive constant C˜∗, where K˜∗ is the Gauss curva-
ture of Σ˜T∗ .
1.3. Outline. Each sections in this paper will be organized as follows. In this sec-
tion, we have introduced the known results for Gauss curvature flow and our main
theorem. In section 2, we state the definitions of a metric, the second fundamen-
tal form, some curvatures and the support function. In addition, we obtain the
evolution equations for the geometric quantities. In section 3, we prove the hyper-
sufaces preserve the strict convexity and we also get the uniform upper bounds
of the Gauss curvature K and the eigenvalues of the reverse second fundamental
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form. Then using these bounds, we can get the uniform bound of curvatures of
hypersurface Σ. This is proved in Section 5.2. An integral quantity plays the key
role in getting the asymptotic behavior of hypersurface and C1,1-regularity of the
rescaled solution. Also, the curvature bounds of the rescaled hypersurfaces will be
introduced in section 4. In [T] and [C1], the authors showed that there exists the
finite time T∗ such that the solution Σt converges to a point as t approaches to T∗. In
the last section, we shall discuss existence of solutions and the asymptotic behavior
of the rescaled hypersurfaces. Throughout the whole section, we consider the case
1
n < α ≤ 1 unless there is some explicit assumption on α. We will also assume that
Σt is smooth whenever we prove a priori-estimates.
2. Evolution of the metric and curvature
2.1. Let {x1, . . . , xn} be the local coordinates of Σt and ν be the outward unit normal
vector toΣt. Then the inducedmetric and the second fundamental form are defined
by
gij =
￿
∂X
∂xi
,
∂X
∂xj
￿
and hij = −
￿
∂2X
∂xi∂xj
, ν
￿
.
Also, the Weingarten mapWp : TpM→ TpM for the hypersurfaceM ⊂ Rn+1 can be
given by
hij = g
ikhkj,
where (gij) denotes the inversematrix of (gij), and thenσk =
￿
1≤i1<···<ik≤n λi1λi2 · · ·λik ,
H = trace(hij) = σ1 =
￿
1≤i≤n λi, K = det(hij) = σn = λ1λ2 · · ·λn, and |A|2 = hijhij =
λ21 + · · · + λ2n, where λ1, . . . ,λn are the eigenvalues of the Weingarten map at p.
The evolutions of the metric, the second fundamental form, and curvature are
the following. Throughout this paper, the symbol ￿ will be used in place of the
operator Kα(h−1)kl∇k∇l. For the detailed proof, the readers can refer to Chapter 2,
[Z].
Lemma 2.1. Let Σ0 be strictly convex and Σt = X(Σ, t) be smooth. For the α-Gauss
curvature flow, we have
(i)
∂gij
∂t
= −2Kαhij
(ii)
∂ν
∂t
= gij
∂Kα
∂xi
∂X
∂xj
= ∇ jKα ∂X
∂xj
(iii)
∂hij
∂t
= ∇i∇ jKα − Kαhjkhki
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= α￿hij + α2Kα(h−1)kl(h−1)mn∇ihkl∇ jhmn − αKα(h−1)km(h−1)nl∇ihmn∇ jhkl
+αKαHhij − (1 + nα)Kαhjlhli
(iv)
∂K
∂t
= α￿K + α(α − 1)Kα−1(h−1)i j∇iK∇ jK + Kα+1H
(v)
∂Kα
∂t
= α￿Kα + αK2αH
(vi)
∂H
∂t
= α￿H + α2Kα−2gij∇iK∇ jK − αKαgij(h−1)km(h−1)nl∇ihmn∇ jhkl + αKαH2
+(1 − nα)Kα|A|2
(vii)
∂|X|2
∂t
= ￿|X|2 − 2Kα(h−1)klgkl + 2(n − 1)Kα￿X, ν￿
2.2. The support function S(z, t) of the strictly convex hypersurface is given by
(2.1) S(z) = ￿z,X(ν−1(z), t)￿, for z ∈ Sn,
where Sn denotes a unit sphere. Then X(z) can be written as
X(z) = S(z)z + ∇S(z)
from the definition of the support function, (2.1), and ∇iS(z) = ￿X(z),∇iz￿ for the
connection of the standard metric g on Sn. We also have
(2.2)
∂z
∂xi
= hikgkl
∂X
∂xl
from the relation between the tangent vector and the normal vector and the defini-
tion of the second fundamental form. In addition,
(2.3) hij = ∇i∇ jS + Sgij
where gij is the metric on S
n, which this can be obtained by taking covariant
derivatives of (2.1), [Z].
Nowwe have the following properties and the evolution equations (see Chapter
3 of [Z] to understand the proof in detail).
Lemma 2.2. Let Σ0 be strictly convex and X(ν−1(z), t) be smooth, where z ∈ Sn. For the
α-Gauss curvature flow, we have
(i) gij = hikg
klhlj and g
ij = (h−1)ikgkl(h−1)l j
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(ii) hij = (h
−1)ikgkj
(iii) H = gik(h
−1)ki, |A|2 = gklgkl , and K = det(hij) =
det(gij)
det(∇i∇ jS + Sgij)
(iv) Set Sk be the k-th symmetric polynomial of hij while σk is the k-th symmetric polyno-
mial of hij. Then Sn = K−1.
The following lemma gives us the evolution equations of the support function,
second fundamental form, and curvatures for the standard metric gij on S
n.
Lemma 2.3. Let Σ0 be strictly convex and X(ν−1(z), t) be smooth, where z ∈ Sn. For the
α-Gauss curvature flow, we have
(i)
∂S
∂t
= −Kα = −K−α or ￿ − ∂S
∂t
￿Kα = 1 , where K = K−1
(ii)
∂hij
∂t
= −∇i∇ jKα − Kαgij = −
￿∇i∇ jK−α +K−αgij￿
(iii)
∂H
∂t
= gij
￿∇i∇ jKα + Kαgij￿
(iv)
∂|A|2
∂t
= 2gijh
ijKα
(v)
∂K
∂t
= K(h−1)i j
￿∇i∇ jKα + Kαgij￿
= αKα(h−1)i j∇i∇ jK + α(α − 1)Kα−1(h−1)i j∇iK∇ jK + Kα+1H
(vi)
∂Kα
∂t
= αKα(h−1)i j∇i∇ jKα + αK2αH
(vii)
∂K
∂t
= −K (h−1)i j ￿∇i∇ jK−α +K−αgij￿
Proof. Taking the time derivative of (2.1) gives us
∂S
∂t
=
￿
z,∇X · ∂ν
−1
∂t
+
∂X
∂t
￿
and then (i) comes from (1.1). Also we can obtain (ii) and (iv) by the definitions of
hij and |A|2, respectively.
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We know that
∂
∂t
H = gij(h
−1)ik(h−1)l j(∇k∇lKα + gklKα)
= gkl(∇k∇lKα + gklKα)
by (ii). From the evolution equation of the second fundamental form, we get the
evolution equation of K:
∂K
∂t
= −Kgjmhmigjn(h−1)nk(h−1)li
∂
∂t
hkl
= K(h−1)kl∇k∇lKα + Kα+1H,
which implies (vi). Also (vii) is obtained directly from the definition ofK .
￿
In addition, S satisfies, as in [T],
(2.4) −St(z, t)
￿
det(∇¯i∇¯ jS(z, t) + S(z, t)δi j)
￿α
= 1 for (z, t) ∈ Sn × (0,T∗),
which comes from Lemma 2.2 (iii) and Lemma 2.3 (i).
3. Curvature Estimate
We define the width, the inner radius and the outer radius of the convex hyper-
surface as follows:
• the inner radius rin = sup{r : Br(y) is enclosed by X for some y ∈ Rn+1}
• the outer radius rout = inf{r : Br(y) encloses X for some y ∈ Rn+1}
Nowwe shall show that the strict convexity of Σt will be preserved under the flow.
Lemma 3.1.
If Σ0 is strictly convex, Σt = X(Σ, t) is also strictly convex for t > 0 as long as it is smooth.
We also have
inf
x∈ΣK(x, t) ≥ infx∈ΣK(x, 0) > 0.
Proof. Let Z(t) = infx∈Σ K(x, t) and assume that the minimum is achieved at X =
X(x, t). Then, at X, we have
∇i∇ jK ≥ 0 and ∇iK = 0 ,
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and hence we get
∂K
∂t
= α￿K + α(α − 1)Kα−1(h−1)i j∇iK∇ jK + Kα+1H
≥ Kα+1H.
(3.1)
Now, H ≥ nK1/n implies
∂Z
∂t
≥ nZα+1+1/n.
By the maximum principle, we can get Z(t) ≥ Z(0) > 0 which gives the positive
lower bound of K for t > 0, and then the strict convexity of Σt.
￿
We have the following lemma (cf. [A2]). We shall use the idea of Lemma 3.5 in
[Z].
Lemma 3.2.
Let Σ0 be convex, Σt = X(Sn, t) be smooth for t in [0,T∗), and α > 0. Also let us consider
the sphere with radius rin(T∗ − δ) and center at the origin contained in ΣT∗−δ and set
ρ0 =
1
2
rin(T∗ − δ) where δ is any positive constant satisfying δ < T∗. Then there is a
constant C > 0 such that
sup
z∈Sn, 0≤t≤T∗−δ
Kα(z, t) ≤ C = max
￿
sup
z∈Sn
Kα(z, 0),
￿nα + 1
nαρ0
￿nα￿
.
Proof. We consider the function ϕ =
Kα
S − ρ0 , where S is the support function. Here
S(z, t) = ￿z,X(ν−1(z), t)￿ and then
∂S
∂t
=
￿
z,
∂X
∂t
￿
=
￿
z,−Kαν￿ = −Kα.
Let us assume that ϕ has its maximum at (z0, t0) for t0 ≤ T∗ − δ. Then, at (z0, t0),
we get
ϕt ≥ 0, ∇iϕ = 0 and ∇i∇ jϕ ≤ 0.
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Now we have 0 = ∇iϕ = (S−ρ0)∇iK
α−Kα∇iS
(S−ρ0)2 =
∇iKα
S−ρ0 − K
α∇iS
(S−ρ0)2 , so ∇iKα =
Kα∇iS
S−ρ0 . Since
0 ≥ ∇i∇ jϕ = ∇i
￿ ∇ jKα
S − ρ0 −
Kα∇ jS
(S − ρ0)2
￿
=
∇i∇ jKα
S − ρ0 −
∇ jKα∇iS
(S − ρ0)2 −
∇iKα∇ jS + Kα∇i∇ jS
(S − ρ0)2 +
2Kα∇ jS∇iS
(S − ρ0)3
=
∇i∇ jKα
S − ρ0 −
Kα∇i∇ jS
(S − ρ0)2 ,
we also have ∇i∇ jKα ≤ K
α∇i∇ jS
S−ρ0 . Therefore ϕ satisfies, at (z0, t0),
0 ≤ ∂
∂t
ϕ =
1
S − ρ0
￿
αKα(h−1)i j∇i∇ jKα + αK2αH + K
2α
S − ρ0
￿
≤ 1
S − ρ0
￿
αKα(h−1)i j
￿Kα∇i∇ jS
S − ρ0
￿
+ αK2αH +
K2α
S − ρ0
￿
.
From Lemma 2.2, we can derive
0 ≤ αK
α(h−1)i jKα
S − ρ0 (hij − Sgij) + αK
2αH +
K2α
S − ρ0
=
K2α
S − ρ0
￿
nα − αρ0H + 1
￿
,
which means
0 ≤ (nα + 1) − αρ0H.
If nα+1αρ0 < H, that is, H >
C
ρ0
> Crin >
C
rout , where C =
nα+1
α , we get a contradiction.
Therefore H is bounded, so Kα is bounded since Kα ≤ n−nαHnα. Now we conclude
that
sup
z∈Sn, 0≤t≤T∗−δ
Kα(z, t) ≤ C = max
￿
sup
z∈Sn
Kα(z, 0),
￿nα + 1
nαρ0
￿nα￿
.
￿
Now we consider the eigenvalues of the reverse second fundamental form.
Lemma 3.3.
Let Σ0 be strictly convex, Σt = X(Σ, t) be smooth, and 1n < α ≤ 1. Also setH = (h−1)i jgi j.
Then there is a constant C > 0 such that
sup
x∈Σ
H(x, t) ≤ C = max
￿
sup
x∈Σ
￿nα − 1
α
K−1/n(x, t)
￿
, sup
x∈Σ
H(x, 0)
￿
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for t > 0 as long as it is smooth.
Proof. First we have the evolution equation forH :
∂H
∂t
= α￿H − 2αKα(h−1)γβ(h−1)ip(h−1)kq(h−1)l jgi j∇γhkl∇βhpq
− α2Kα(h−1)ik(h−1)l j(h−1)mn(h−1)pqgij∇khmn∇lhpq
+ αKα(h−1)ik(h−1)l j(h−1)mp(h−1)nqgij∇khmn∇lhpq − αKαHH + n(1 + nα)Kα − 2nKα
since we can obtain
α￿H = −α(h−1)ik(h−1)l jgi j￿hkl + 2αKα(h−1)γβ(h−1)ip(h−1)kq(h−1)l jgi j∇γhkl∇βhpq(3.2)
from the second derivatives of H and we also have the Codazzi identity and
symmetry of hij. Then at a maximum point we get
∂H
∂t
≤ −2αKα(h−1)kl(h−1)ip(h−1)mq(h−1)njgij∇khmn∇lhpq
+ αKα(h−1)ik(h−1)l j(h−1)mp(h−1)nqgij∇khmn∇lhpq
− αKαHH + n(nα − 1)Kα
≤ −αKα(h−1)kl(h−1)ip(h−1)mq(h−1)njgij∇khmn∇lhpq
− αKαHH + n(nα − 1)Kα
≤ −(αHH − n(nα − 1))Kα
≤ −(αnK1/nH − n(nα − 1))Kα
since H ≥ n(K)1/n ≥ c0 > 0 for some positive constant c0. On the other hand, we
have a contradiction ifH > nα−1αK1/n at a maximum point. HenceH ≤ nα−1α K−1/n. Then
the result follows.
￿
4. Integral Quantities and Asymptotic Behavior of Hypersurface
We shall define the volume V(t) and the areaA(t) enclosed by convex hypersurface
Σ as follows:
• the volume function V(t) = 1n+1
￿
Σ
￿X, ν￿ dσΣ = 1n+1
￿
Sn
S
K dσSn
• the area functionA(t) = ￿
Σ
dσΣ =
￿
Sn
1
K dσSn
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Lemma 4.1. For the strictly convex and smooth solution Σt = X(Sn, t) of α-Gauss curva-
ture flow (1.1), we have
∂
∂t
V(t) = −
￿
Sn
1
K1−α
dσSn .
Proof. First observe that from Lemma 2.2 and Lemma 2.3, we have￿
Sn
SKt dσSn =
￿
Sn
SK (h−1)i j(∇i∇ jSt + Stgij) dσSn
=
￿
Sn
StK (h−1)i j(∇i∇ jS + Sgij) dσSn
=
￿
Sn
StK (h−1)i jhi j dσSn = n
￿
Sn
StK dσSn
since ∇iK (h−1)i j = 0. Hence we have
∂
∂t
V(t) =
1
n + 1
￿
Sn
(KSt + SKt) dσSn
=
￿
Sn
KSt dσSn = −
￿
Sn
1
K1−α
dσSn .
￿
Now let us consider the rescaled solution
(4.1) X˜(τ) :=
X(t)
V(t)1/(n+1)
and also assume that the normalized volume V˜(τ) = 1n+1
￿￿
Sn
S˜
K˜ dσSn
￿
= 1 where
τ(t) = − log ￿ V(t)V(0)￿. For the rescaled solution, we have the rescaled metric, second
fundamental form, and curvatures as follows:
• ￿gij = V(t)− 2n+1 gij and ￿hij = V(t)− 1n+1 hij
• H˜ = V(t) 1n+1H and K˜ = V(t) nn+1K
• S˜ = V(t)− 1n+1S and η˜ = V(t) n(α−1)n+1 η where η(t) = ￿
Sn
1
K1−α dσSn .
Then we obtain the following corollary.
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Corollary 4.2. For the strictly convex and smooth rescaled solution Σ˜τ = X˜(Sn, τ) of
α-Gauss curvature flow, we have the evolution equation of X˜:
∂X˜
∂τ
= − K˜
α
η˜
ν˜ +
1
n + 1
X˜ on Sn × [0,∞),
where K˜ is the Gauss curvature and ν˜ is the unit outward normal of Σ˜τ.
Proof. Lemma 4.1 implies
V(t) = V(0) −
￿ t
0
η(s) ds.
Since ∂X˜∂τ =
∂X˜
∂t
dt
dτ = − K
αV
ηV1/(n+1) ν˜ +
1
n+1 X˜ , we get the result
(4.2)
∂X˜
∂τ
= − K˜
α
η˜
ν˜ +
1
n + 1
X˜ .
￿
Now we introduce an integral quantity to analyze the asymptotic behavior of the
rescaled hypersurface Σ˜.
Lemma 4.3. Let us define the integral quantity I˜ as follows:
(4.3) I˜(τ) =

￿￿
Sn
1
S˜
1
α−1
dσSn
￿sgn(α−1)
for α > 0 and α ￿ 1,
￿
Sn
log S˜ dσSn for α = 1.
Then it satisfies
(4.4)
∂
∂τ
I˜(τ) ≤ 0.
Moreover, the equality holds if and only if K˜α = CS˜ a.e. for some positive constant C.
Proof.
Case 1. Let us assume that 0 < α < 1.
By the definition of the rescaled support function S˜ and (4.2), we know that
(4.5) K˜−α
￿
∂S˜
∂τ
− 1
n + 1
S˜
￿
= −1
η˜
.
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Multiplying both sides of the equation (4.5) by S˜−β, where βwill be chosen later on,
implies
1
S˜β
￿
∂S˜
∂τ
− 1
n + 1
S˜
￿
= − K˜
α
η˜S˜β
,
from the derivation of I˜(τ) with respect to τ, we have
α
1 − α (I(τ))
−2 ∂
∂τ
I˜(τ) =
￿
Sn
S˜τ
S˜β
dσSn =
1
n + 1
￿
Sn
S˜1−β dσSn −
￿
Sn
K˜α
η˜S˜β
dσSn ≤ 0 .(4.6)
Since η˜(τ) is positive, (4.6) is non-positive if
1
n + 1
￿￿
Sn
S˜1−β dσSn
￿ ￿￿
Sn
1
K˜1−α
dσSn
￿
≤
￿
Sn
K˜α
S˜β
dσSn ,(4.7)
which implies non-positivity of the evolution equation of I˜(τ). Hence it will suffice
to show that inequality (4.7) holds. First, notice that we have￿
Sn
S˜1−β dσSn =
￿
Sn
￿
S˜−βK˜α
￿ β−1
β
￿
K˜−α
￿ β−1
β dσSn
≤
￿￿
Sn
K˜αS˜−β dσSn
￿ β−1
β
￿￿
Sn
1
K˜α(β−1)
dσSn
￿ 1
β
(4.8)
for α(β − 1) = 1 − α, that is, β = 1α from the Ho¨lder inequality, which implies￿
Sn
1
S˜
1
α−1
dσSn ≤
￿￿
Sn
K˜αS˜− 1α dσSn
￿1−α ￿￿
Sn
1
K˜1−α
dσSn
￿α
.(4.9)
We also have ￿
Sn
1
K˜1−α
dσSn =
￿
Sn
￿
S˜
K˜
￿1−α
S˜−1+α dσSn
≤
￿￿
Sn
S˜
K˜
dσSn
￿1−α ￿￿
Sn
1
S˜
1
α−1
dσSn
￿α
.
(4.10)
Now from (4.8) and (4.10), we get￿￿
Sn
1
S˜
1
α−1
dσSn
￿ ￿￿
Sn
1
K˜1−α
dσSn
￿1−α
≤
￿￿
Sn
K˜αS˜− 1α dσSn
￿1−α ￿￿
Sn
1
K˜1−α
dσSn
￿
≤
￿￿
Sn
K˜αS˜− 1α dσSn
￿1−α ￿￿
Sn
S˜
K˜
dσSn
￿1−α ￿￿
Sn
1
S˜
1
α−1
dσSn
￿α
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and then ￿￿
Sn
1
S˜
1
α−1
dσSn
￿ ￿￿
Sn
1
K˜1−α
dσSn
￿
≤
￿￿
Sn
K˜αS˜− 1α dσSn
￿ ￿￿
Sn
S˜
K˜
dσSn
￿
= (n + 1)
￿￿
Sn
K˜αS˜− 1α dσSn
￿(4.11)
since the normalized volume V˜(τ) = 1n+1
￿￿
Sn
S˜
K˜ dσSn
￿
= 1. The last inequality (4.11)
completes the proof of the desired result.
Case 2. Assume α = 1.
Since S˜ satisfies the equation S˜τ = − K˜|Sn| + 1n+1 S˜ where |Sn| means the volume of Sn,
∂I˜(τ)
∂τ =
￿
Sn
S˜τ
S˜ dσSn ≤ 0 is equivalent to
|Sn|2
n + 1
≤
￿
Sn
K˜
S˜
dσSn .(4.12)
Then, we know that
|Sn| ≤
￿ ￿
Sn
K˜
S˜
dσSn
￿ 12 ￿ ￿
Sn
S˜
K˜
dσSn
￿ 12
= (n + 1)
1
2
￿ ￿
Sn
K˜
S˜
dσSn
￿ 12
(4.13)
from the Ho¨lder inequality and V˜(τ) = 1. This implies (4.12) directly. In addition,
the equality in (4.4) holds if and only if the equalities hold in (4.9) and (4.13), which
implies the equation K˜α = CS˜ a.e. for some positive constant C.
￿
We can observe that I˜ is bounded below from [F] for α = 1 and I˜ ≥ 0 for α > 0
and α ￿ 1. Lemma 4.3 for the evolution equation of I˜ gives us the following
convergence.
Corollary 4.4. For the integral quantity I˜(τ) given by (4.3), we have
lim
τ→∞ I˜(τ) = I˜0
for some constant I˜0, moreover
lim
τ→∞
∂
∂τ
I˜(τ) = 0.
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Lemma 4.5. Let us assume that Σ˜1 and Σ˜2 are n-dimensional hypersurfaces embedded in
Rn+1 and integral quantities of Σ˜1 and Σ˜2 are I˜1 and I˜2, respectively. If Σ˜1 ⊂ Σ˜2, then we
have
I˜1 ≤ I˜2.
Proof. Let us S˜1(z) and S˜2(z) be the support functions of Σ˜1 and Σ˜2, respectively. We
know that if Σ˜1 ⊂ Σ˜2, then S˜1(z) ≤ S˜2(z). Then by definition of I˜, we have
I˜−11 =
￿
Sn
1
S˜
1
α−1
1
dσSn =
￿
Sn
1
￿z, X˜1(ν−1(z))￿ 1α−1
dσSn
≥
￿
Sn
1
￿z, X˜2(ν−1(z))￿ 1α−1
dσSn =
￿
Sn
1
S˜
1
α−1
2
dσSn = I˜−12 for z ∈ Sn ,
in the case α > 0 and α ￿ 1. Also, for α = 1, the desired result follows from
log S˜1(z) ≤ log S˜2(z).
￿
Now we shall show that Σ˜(τ) has a finite width.
Lemma 4.6. Let us consider an ellipsoid E(τ) such that rmin(τ) is equal to half of the minor
axis and rmax(τ) is equal to half of the major axis. Assume that E(τ) has a fixed volume
V(τ). If rmax(τ) goes to infinity, then I˜(τ) is also infinity.
Proof. Set r1 · · · rn+1 = C where C is some positive constant and let g(x1, . . . , xn+1) =
x21
r21
+ · · · + x2n+1r2n+1 . The equation for the ellipsoid is
x21
r21
+ · · · + x
2
n+1
r2n+1
= 1
where r1 = rmin, rn+1 = rmax and r1 ≤ r2 ≤ · · · ≤ rn+1. Then an ellipsoid can be
parameterized by:
X = (r1q1, . . . , rn+1qn+1)
where q = (q1, . . . , qn+1) ∈ Sn. We also can obtain a normal vector N = 12∇g =￿
x1
r21
, . . . , xn+1r2n+1
￿
, a unit normal vector ν = N￿N￿ , and the support function S˜ = X˜ · ν˜ = 1￿N￿ .
Now we have xir2i
= Ni = ￿N￿νi = ￿N￿zi = 1S˜ zi where z = (z1, . . . , zn) ∈ Sn, and then
xi
ri
=
ri
S˜
zi.
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Since 1 =
x21
r21
+ · · · + x2n+1r2n+1 =
r21
S˜2 z
2
1 + · · · +
r2n+1
S˜2 z
2
n+1 , we get
S˜2 = r21z
2
1 + · · · + r2n+1z2n+1
and we also have
I˜−1 =
￿
Sn
1
S˜
1
α−1
dσSn =
￿
Sn
1￿￿
r21z
2
1 + · · · + r2n+1z2n+1
￿ 1
α−1
dσSn .
We consider the following case in general: there is 1 ≤ k ≤ n + 1 such that rn+1 ≥
· · · ≥ rk ￿ rk+1 ≥ · · · ≥ r1 with r1 · · · rn+1 = C, where C is some positive constant.
Then we have
C1r
1− 1α
n+1 ≤
￿
Sn∩{ 12≤zn+1≤1}
1￿√
n + 1
￿
r2n+1z
2
n+1
￿ 1
α−1
dσSn
≤ I˜−1 ≤
￿
Sn
1￿￿
r2n+1z
2
n+1
￿ 1
α−1
dσSn ≤ C2r1−
1
α
n+1 ,
where C1 and C2 are positive constants. Since Cr
1− 1α
n+1 goes to zero for α < 1 as rmax(τ)
goes to infinity, I˜(τ) is also infinite. Similarly, for α = 1, since￿
Sn
￿
log rn+1 + log |zn+1|
￿
dσSn ≤ I˜ =
￿
Sn
log S˜ dσSn ≤ c log rn+1
for some positive constant c, I˜(τ)→∞ as rmax(τ)→∞.
￿
Now we shall introduce a theorem called John’s Theorem.
Theorem 4.7 (John’s Theorem, [B]). Let K be a convex body in Rn. Then there exists
a unique ellipsoid E of maximal volume which is contained in each K. This ellipsoid E is
Bn2 =
￿
x ∈ Rn : ￿n1 x2i ≤ 1￿ if and only if the following conditions are fulfilled:
(1) Bn2 ⊂ K.
(2) There are positive numbers (ci)m1 and Euclidean unit vectors (ui)
m
1 on the boundary
of K such that
￿m
i=1 ciui = 0 and
￿m
i=1 ci￿x, ui￿2 = |x|2 for all x ∈ Rn.
We define the width of the convex hypersurface by the function w˜(z) = S˜(z)+ S˜(−z)
for z ∈ Sn and let w˜max = maxz∈Sn w˜(z) and w˜min = minz∈Sn w˜(z). Similarly, set
S˜max = maxz∈Sn S˜(z) and S˜min = minz∈Sn S˜(z). Then we have the following.
16 LAMI KIM AND KI-AHM LEE
Corollary 4.8. For the rescaled hypersurface Σ˜ with the normalized volume, there exist
some positive constants 0 < c ≤ C < ∞ such that
c ≤ w˜min ≤ w˜max ≤ C
for all τ ∈ [0,∞).
Proof. We know that there exists a unique ellipsoid En of maximal volume enclosed
by the given convex body Σ˜ by Theorem 4.7. Thus we can set up Σ˜ between two
ellipsoids by using an affine transformation. In other words,
En ⊂ Σ˜ ⊂ √nEn .
Then if the maximum radius of ellipsoid En is infinite, the integral quantity I˜ for
En is also infinite by Lemma 4.6. This fact and Lemma 4.5 give us that Σ˜ does not
have the finite integral quantity I˜. It is a contradiction to Corollary 4.4. Then this
implies the desired conclusion for the rescaled hypersurface Σ˜with the normalized
volume.
￿
Corollary 4.9. For the rescaled hypersurface Σ˜ with the normalized volume, we have
c˜ ≤ S˜min ≤ S˜max ≤ C˜
for some constants 0 < c˜ ≤ C˜ < ∞ and all τ ∈ [0,∞).
Proof. From Corollary 4.8, we get S˜max ≤ C˜ for some positive constant C˜, which
implies S˜min ≥ c˜ > 0 for some constant c˜ since V˜(τ) = 1.
￿
Lemma 4.10.
If Σ˜0 is strictly convex, then there is a constant C > 0 such that
sup
z∈Sn, τ≥0
K˜α(z, τ) ≤ C = max
￿
sup
z∈Sn
K˜α(z, 0),
￿nα + 1
nαρ˜0
￿nα￿
where ρ˜0 =
1
4
w˜min.
Proof. From the evolution equation of Kα, we have
∂K˜α
∂τ
=
α
η˜
K˜α(￿h−1)i j∇i∇ jK˜α + αη˜ K˜2αH˜ − nαn + 1 K˜α.
ByCorollary 4.8,we can consider ρ˜0 = 14 w˜min and thenapply themaximumprinciple
to the function ϕ˜ = K˜
α
S˜−ρ0 . Let us assume that the maximum of ϕ˜ is achieved at the
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interior point P˜0 of X˜. Then we have the following properties
ϕ˜τ ≥ 0, ∇iϕ˜ = 0 and ∇i∇ jϕ˜ ≤ 0
at P0. Using the evolution equations of K˜α and S˜ and calculating by the similar way
to Lemma 3.2 implies
0 ≤ αK˜
2α(n − S˜H˜)
η˜(S˜ − ρ˜0) +
α
η˜
K˜2αH˜ +
K˜2α
η˜(S˜ − ρ˜0) −
nαK˜α
n + 1
− K˜
αS˜
(n + 1)(S˜ − ρ˜0)
≤ K˜
2α
η˜(S˜ − ρ˜0)
￿
nα − αρ˜0H˜ + 1
￿
at P0, which gives us that
0 ≤ (nα + 1) − αρ˜0H˜ + 1.
Following the same line of the last argument in Lemma 3.2, we get
sup
z∈Sn, τ≥0
K˜α(z, τ) ≤ C = max
￿
sup
z∈Sn
K˜α(z, 0),
￿nα + 1
nαρ˜0
￿nα￿
.
￿
Lemma 4.11. There is a uniform constant 0 < Λ < ∞ such that
(i)
1
Λ
≤ S˜ ≤ Λ ,
(ii)
1
Λ
≤ η˜ ≤ Λ and
(iii)
1
Λn
≤ K˜ ≤ Λn.
Proof. (i) 1Λ1 ≤ S˜ ≤ Λ1 comes from Corollary 4.9 for some Λ1 > 0.
(ii) From Lemma 4.10, we can derive that η˜(τ) ≥ 1Λl for some positive constant
Λl > C
1−α
α |Sn|−1, where |Sn| is the volume of Sn and C is the upper bound of K˜α. In
addition, by the Ho¨lder inequality and V˜ = 1, we have
η˜ =
￿
Sn
K˜α−1 dσSn ≤
￿ ￿
Sn
1
K˜
dσSn
￿1−α
· |Sn|α ≤ ￿(n + 1)Λ1￿1−α|Sn|α < Λu(4.14)
for some positive constant Λu. Then we get 1Λ2 ≤ η˜ ≤ Λ2 by selecting Λ2 =
max
￿
Λl, Λu
￿
.
(iii) Let us consider the evolution of S = µS˜ for µ > 0. Let K and H be the Gauss
curvature and mean curvature of the hypersurface given by the support function
S, respectively. Then K = 1µn K˜, H =
1
µH˜, (h−1)
i j
= 1µ
￿(h−1)
i j
, and η = µ(1−α)nη˜. Let
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Z(τ) = infz∈Sn K(z, τ). Thenwe assume that the interiorminimumofZ(τ) is achieved
at P˜0 = (z0, τ0). From the evolution equation of Z(τ), we have, at P˜0,
∂Z
∂τ
=
αµn+1
η
Z
α
(h−1)
i j∇i∇ jZ + α(α − 1)µ
n+1
η
Z
α−1
(h−1)
i j∇iZ∇ jZ + µ
n+1
η
Z H − n
n + 1
Z
≥ µ
n+1
η
Z H − n
n + 1
Z
≥ nµ
n+1
η
Z
1+1/n − n
n + 1
Z
≥ nZ￿µn+1
Λ2
Z
1/n − 1
n + 1
￿
,
whereΛ2 = µn(1−α)Λ2. SetQ(τ) = µ
n+1
Λ2
Z
1/n
(τ)− 1n+1 and chooseµ >
￿
Λ2
n+1
￿ 1
nα
￿
Z˜(0)
￿ − 1
n2α
for Z˜(τ) = infz∈Sn K˜(z, τ) and Z(τ) = 1µn Z˜(τ), which tells us Q(0) > 0. Then the
evolution equation of Q(τ) is
∂Q
∂τ
=
αµn+1
η
Z
α
(h−1)
i j∇i∇ jQ +
￿
α − 1
n
￿αnΛ2
η
Z
α− 1n (h−1)
i j∇iQ∇ jQ
+
Λ
n−1
2
µ(n+1)(n−1)
￿
Q +
1
n + 1
￿n￿
µn+1
nη
H − 1
n + 1
￿
≥ Λ
n−1
2
µ(n+1)(n−1)
￿
Q +
1
n + 1
￿n￿
µn+1
nη
H − 1
n + 1
￿
≥ Λ
n−1
2
µ(n+1)(n−1)
￿
Q +
1
n + 1
￿n
Q
at the interior minimum point since nZ
1
n ≤ nK
1
n ≤ H. By the maximum principle,
we have
Q(τ) ≥ Q(0) > 0
for all τ > 0, which implies ∂Z∂τ > 0 at P˜0 and then it gives us contradiction. Hence
we obtain
inf
z∈Sn K(z, τ) ≥ infz∈Sn K(z, 0) > 0,
and we also have the desired result infz∈Sn K˜(z, τ) ≥ infz∈Sn K˜(z, 0) > 0 for all τ.
Combining with Lemma 4.10 implies 1Λn3 ≤ K˜ ≤ Λ
n
3 for some positive constant Λ3.
Now we select Λ = maxi=1,2,3Λi.
￿
α-GAUSS CURVATURE FLOWS 19
To obtain the regularity of the solution around the maximal time T∗, let us consider
the evolution equation (4.2). Then the evolution equation for S˜ is
(4.15)
∂S˜
∂τ
= − K˜
α
η˜
+
1
n + 1
S˜,
so
(4.16)
￿ 1
n + 1
S˜ − S˜τ
￿￿
det (∇i∇ jS˜ + S˜δi j)
￿α
=
1
η˜
.
Now we shall derive C1,1-estimates for the solution of (4.16) as in [GH] and [GS].
Lemma 4.12. Suppose that S˜ ∈ C4 is a solution of the equation (4.16). Then we have￿￿￿∇2S˜￿￿￿ ≤ C on Sn × [0,∞)
where C is a positive constant depending on S˜ and the first derivative of S˜ in time and space.
Proof. Let
v(z, τ) =
￿￿￿S˜(z, τ)￿￿￿￿∇ζ∇ζS˜(z, τ) + S˜(z, τ)￿ exp ￿12µ￿￿￿∇ζS˜(z, τ)￿￿￿2 − ρS˜(z, τ)￿,
where µ and ρ are positive constants. If the maximum of v is achieved at the initial
time,we are done. Sowe assume that vhas its space-timemaximumat some interior
point P0 = (z0, τ0) and for some unit vector ζ. We can assume ζ = (1, 0, . . . , 0) by
choosing an orthonormal frame about z0 and then thematrix {∇i∇ jS˜(z0)} is diagonal.
Then
v(z, τ) =
￿￿￿S˜(z, τ)￿￿￿￿∇1∇1S˜(z, τ) + S˜(z, τ)￿ exp ￿12µ￿￿￿∇1S˜(z, τ)￿￿￿2 − ρS˜(z, τ)￿.
Let L be the linearized operator at P0
L = 1￿
S˜τ − 1n+1 S˜
￿
(P0)
∂
∂τ
+ αFij(∇k∇lS˜ + S˜δkl)∇i∇ j.
Then {∇k∇lS˜ + S˜δkl} is diagonal. We know that for F(M) = log(detM) where M is a
positive definite matrix,
(Fij) =
∂F
∂Mij
=M−1 and ∂
2F
∂Mij∂Mkl
= Fij, kl = −FikFjl.
Let
w = log v(z, τ)
= log
￿￿￿S˜(z, τ)￿￿￿ + log ￿∇1∇1S˜(z, τ) + S˜(z, τ)￿ + 12µ￿￿￿∇1S˜(z, τ)￿￿￿2 − ρS˜(z, τ)
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which also attains its maximum at P0, so∇w(P0) = 0, ∇i∇ jw(P0) ≤ 0, andwτ(P0) ≥ 0.
Since∇i∇ jS˜+S˜δi j > 0 from the strict convexity of Σ˜, Fij((∇i∇ jS˜+S˜δi j)(z0)) is diagonal,
so
L(w)(P0) = 1
(S˜τ − 1n+1 S˜)(P0)
∂w
∂τ
(P0) + αFii((∇k∇lS˜ + S˜δkl)(P0))∇i∇ jw(P0) ≤ 0.
From now on, we will use the notation ∇i j in place of ∇i∇ j for convenience. We
have that at P0
∇iw = ∇iS˜S˜ +
∇i11S˜ + ∇iS˜
∇11S˜ + S˜
− ρ∇iS˜ = 0 for i = 2, . . . ,n .(4.17)
In addition, we get
∇i∇iw = ∇iiS˜S˜ −
￿∇iS˜￿2
S˜2
+
∇ii11S˜ + ∇iiS˜
∇11S˜ + S˜
− (∇i11S˜ + ∇iS˜)
2
(∇11S˜ + S˜)2
+ µ(∇i1S˜)2 + µ∇1S˜∇ii1S˜ − ρ∇iiS˜
≤ 0 for all i ,
(4.18)
and
wτ =
S˜τ
S˜
+
∇11S˜τ + S˜τ
∇11S˜ + S˜
+ µ∇1S˜∇1S˜τ − ρS˜τ ≥ 0(4.19)
at the point P0. Then
L(w)(P0) = 1
(S˜τ − 1n+1 S˜)(P0)
￿
S˜τ
S˜
+
∇11S˜τ + S˜τ
∇11S˜ + S˜
+ µ∇1S˜∇1S˜τ − ρS˜τ
￿
+ αFii((∇k∇lS˜ + S˜δkl)(P0))
￿∇iiS˜
S˜
−
￿∇iS˜￿2
S˜2
+
∇ii11S˜ + ∇iiS˜
∇11S˜ + S˜
− (∇i11S˜ + ∇iS˜)
2
(∇11S˜ + S˜)2
+ µ(∇i1S˜)2 + µ∇1S˜∇ii1S˜ − ρ∇iiS˜
￿
≤ 0.
(4.20)
Since
￿
1
n+1 S˜ − S˜τ
￿￿
det (∇i∇ jS˜ + S˜δi j)
￿α
= 1η˜ , after differentiation and then some cal-
culations, we have
1
n+1∇1S˜ − ∇1S˜τ
1
n+1 S˜ − S˜τ
+ αFii
￿∇1iiS˜ + ∇1S˜￿ = 0 at P0.(4.21)
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Once again the differentiation implies
1
n+1∇11S˜ − ∇11S˜τ
1
n+1 S˜ − S˜τ
− (
1
n+1∇1S˜ − ∇1S˜τ)2
( 1n+1 S˜ − S˜τ)2
+
α(∇11iiS˜ + ∇11S˜)
∇iiS˜ + S˜
− α(∇1i jS˜ + ∇1S˜ δi j)
2
(∇iiS˜ + S˜)(∇ j jS˜ + S˜)
= 0 at P0.
(4.22)
We use the properties of covariant derivatives:
∇kjiS˜ = ∇ jikS˜ + δik∇ jS˜ − δi j∇kS˜(4.23)
and
∇lk jiS˜ = ∇ jilkS˜ + 2δkl∇ jiS˜ − 2δi j∇lkS˜ + δil∇ jkS˜ − δkj∇liS˜.(4.24)
After using the formulas (4.21)-(4.24) and the following properties
α(∇i j1S˜ + δ j1∇iS˜)2
(∇iiS˜ + S˜)(∇ j jS˜ + S˜)
=
α(∇i11S˜ + ∇iS˜)2
(∇iiS˜ + S˜)(∇11S˜ + S˜)
+
n￿
i=1
n￿
j=2
α
￿∇i j1S˜￿2
(∇iiS˜ + S˜)(∇ j jS˜ + S˜)
and
αµ(∇11S˜ + S˜)∇1S˜ δi1∇iS˜
∇iiS˜ + S˜
= αµ(∇1S˜)2
and several computations, (4.20) can be simplified to
0 ≥ − S˜τ(∇11S˜ + S˜)
S˜
￿
1
n+1 S˜ − S˜τ
￿ − S˜τ + ∇11S˜1
n+1 S˜ − S˜τ
+
￿
1
n+1∇1S˜ − ∇1S˜τ
￿2￿
1
n+1 S˜ − S˜τ
￿2 + α(∇11S˜ − ∇iiS˜)∇iiS˜ + S˜
+
n￿
i=1
n￿
j=2
α
￿∇i j1S˜￿2
(∇iiS˜ + S˜)(∇ j jS˜ + S˜)
+
α∇iiS˜(∇11S˜ + S˜)
S˜(∇iiS˜ + S˜)
− α
￿∇iS˜￿2(∇11S˜ + S˜)
S˜2(∇iiS˜ + S˜)
− αµ(∇1S˜)2
−
µ
n+1 (∇11S˜ + S˜)(∇1S˜)2
1
n+1 S˜ − S˜τ
+
ρ(∇11S˜ + S˜)S˜τ
1
n+1 S˜ − S˜τ
+
αµ(∇11S˜ + S˜)(∇i1S˜)2
∇iiS˜ + S˜
− αρ(∇11S˜ + S˜)∇iiS˜∇iiS˜ + S˜
.
(4.25)
In addition, since
n￿
i=1
n￿
j=2
α
￿∇i j1S˜￿2
(∇iiS˜ + S˜)(∇ j jS˜ + S˜)
− α
￿∇iS˜￿2(∇11S˜ + S˜)
S˜2(∇iiS˜ + S˜)
=
n￿
i=2
n￿
j=2
α
￿∇i j1S˜￿2
(∇iiS˜ + S˜)(∇ j jS˜ + S˜)
+
n￿
i=2
2αρ
￿∇1i1S˜￿∇iS˜
∇iiS˜ + S˜
−
n￿
i=2
αρ2(∇11S˜ + S˜)
￿∇iS˜￿2
∇iiS˜ + S˜
− α
￿∇1S˜￿2
S˜2
(4.26)
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from (4.23) and (4.17), we have
0 ≥ − S˜τ(∇11S˜ + S˜)
S˜
￿
1
n+1 S˜ − S˜τ
￿ − S˜τ + ∇11S˜1
n+1 S˜ − S˜τ
+
￿
1
n+1∇1S˜ − ∇1S˜τ
￿2￿
1
n+1 S˜ − S˜τ
￿2 + α∇11S˜S˜ +
n￿
i=2
n￿
j=2
α
￿∇i j1S˜￿2
(∇iiS˜ + S˜)(∇ j jS˜ + S˜)
+
n￿
i=2
2αρ
￿∇1i1S˜￿∇iS˜
∇iiS˜ + S˜
−
n￿
i=2
αρ2(∇11S˜ + S˜)
￿∇iS˜￿2
∇iiS˜ + S˜
− α
￿∇1S˜￿2
S˜2
− αµ(∇1S˜)2
−
µ
n+1 (∇11S˜ + S˜)(∇1S˜)2
1
n+1 S˜ − S˜τ
+
ρ(∇11S˜ + S˜)S˜τ
1
n+1 S˜ − S˜τ
+ αµ
￿∇11S˜￿2 − αρ(∇11S˜ + S˜)∇iiS˜∇iiS˜ + S˜ .
(4.27)
Let γi = ∇iiS˜ + S˜. Then (4.27) can be written as
0 ≥ − α − S˜τγ1
S˜
￿
1
n+1 S˜ − S˜τ
￿ − γ11
n+1 S˜ − S˜τ
+
αγ1
S˜
+
n￿
i=2
αρ
￿∇iS˜￿2γ1
γi
￿
ρ − 2
S˜
￿
− α
￿∇1S˜￿2
S˜2
− αµ(∇1S˜)2 −
µ
n+1 (∇1S˜)2γ1
1
n+1 S˜ − S˜τ
+
ρS˜τγ1
1
n+1 S˜ − S˜τ
+ αµγ12 − 2αµS˜γ1 + αµS˜2 − αργ1 + αρS˜γ1γi
(4.28)
at P0. We obtained the lower and upper bounds of S˜ on [0,∞) in Lemma 4.11, and
|∇iS˜| is also bounded for i = 1, . . . ,n since Σ˜ is strictly convex. In addition, since
1
n+1 S˜ − S˜τ has the positive lower bound from Lemma 4.11, choosing µ and ρ such
that
0 ≥Aγ12 + Bγ1 + C1,
where A is a positive constant and B and C1 are some constants, give us the desired
result.
￿
Corollary 4.13. There exists some positive constant C such that
sup
x∈Σ˜,τ≥0
￿H ≤ C.
Moreover, λ˜min ≥ C1 > 0 for some constant C1. Here λ˜min = λ˜1 ≤ · · · ≤ λ˜n = λ˜max where
λ˜￿i s are the eigenvalues of (h˜
i
j).
Furthermore, combining Lemma 4.10 and Corollary 4.13 implies the following
Corollary.
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Corollary 4.14. All curvatures on the rescaled hypersuface Σ˜ are bounded above and below
by the uniform constants. In other words, there exists some constant 0 < M < ∞ such that
1
M
≤ λ˜min ≤ λ˜max ≤M.
5. Existence of Solutions and Proof ofMain Theorem
5.1. Short timeexistence. Letus assume thatΣt is smooth. Thenweget theuniform
C1,1-estimates of the coefficients of our equation (2.4) and this equation becomes
uniformly parabolic. Thus the regularity theory of uniform parabolic equations
and application of the implicit function theorem give us the short time existence as
in [Li].
5.2. Long time existence. Let λi be the eigenvalues of (hij). We know that λi is
positive by the strict convexity. Also, we have K = λ1 · · ·λn ≤ C1 andH = 1λ1 + · · ·+
1
λn
≤ C2 from Lemma 3.2 and Lemma 3.3, where λ1 ≤ λ2 ≤ · · · ≤ λn and C1 and C2
are some positive constants. These give us, for each i = 1, . . . ,n,
0 <
1
C2
≤ λi
from 1λi <
1
λ1
+ · · · + 1λn ≤ C2 and also
0 < λi ≤ C1Π j￿iλ j ≤ C1C
n−1
2 ,
which imply there are 0 < λ ≤ Λ < ∞ satisfying
λ|ξ|2 ≤ Kα(h−1)i jξiξ j ≤ Λ|ξ|2.
Thenwe know that the support function S(z, t) satisfies a uniformly parabolic equa-
tion in Σt. Hence S(z, t) is C2,γ and then C∞ in Σt through the standard bootstrap
argument using the Schauder theory. If there is a 0 < T1 < T∗ such that Σt is smooth
on [0,T1) but not smooth after T1, the uniform C2,γ-estimates for S(z, t) implies that
ΣT1 is C2,γ, and therefore C∞. From the short time existence and uniqueness, Σt is
C∞ on [0,T1 + δ) for some small δ > 0. It is a contradiction. Therefore T1 = T∗ and
there is a smooth solution Σt on [0,T∗). Also, the solution Σt will be strictly convex
by Lemma 3.1.
Proof of Theorem 1.1. We have the uniform bounds of curvature and all of the
higher derivatives of the second fundamental form to the rescaled manifold by
Corollary 4.14 and then the equation (4.16) will be uniformly parabolic. In addition,
wehaveC1,1-regularity of the solution S˜ fromLemma4.12. By applying theHarnack
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inequality to the linearized equation satisfied by S˜τ, we obtain that S˜τ is Ho¨lder
continuous through a similar argument as in [GH]. We can apply the Evans-Krylov
theorem and the Schauder estimates (see [CC]) to the concave operator obtained
by taking exponent 1nα to the equation (4.16), which implies C
2,γ-regularity of S˜ for
0 < γ < 1. And then we have the smooth and strictly convex rescaled solution by
the standard bootstrap argument using the Schauder theory and Corollary 4.13. In
other words, for every sequence of τk →∞, we can find a subsequence τki such that
S˜(·, τki)→ S˜∗(·). Also, the integral quantity
I˜(τ) =

￿￿
Sn
1
S˜
1
α−1
dσSn
￿sgn(α−1)
for α > 0 and α ￿ 1,
￿
Sn
log S˜ dσSn for α = 1
satisfies the monotonicity ddτ I˜(τ) ≤ 0, and equality holds if and only if K˜α = CS˜, for
some positive constant C, holds for a choice of origin. For the limit manifold Σ˜T∗ of
the volume rescaled manifold Σ˜τik , following the same argument as in Theorem 16,
[A2], I˜(τ) → −∞ if Σ˜T∗ does not satisfy K˜α∗ = C˜∗S˜∗ a.e. for some positive constant
C˜∗, which gives a contradiction. Therefore the proof is complete.
￿
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