Abstract The human cognitive map is known to be hierarchically organized consisting of a set of perceptually clustered landmarks. Patient studies have demonstrated that these cognitive maps are maintained by the hippocampus, while the neural dynamics are still poorly understood. The authors have shown that the neural dynamic ''theta phase precession'' observed in the rodent hippocampus may be capable of forming hierarchical cognitive maps in humans. In the model, a visual input sequence consisting of object and scene features in the central and peripheral visual fields, respectively, results in the formation of a hierarchical cognitive map for object-place associations. Surprisingly, it is possible for such a complex memory structure to be formed in a few seconds. In this paper, we evaluate the memory retrieval of object-place associations in the hierarchical network formed by theta phase precession. The results show that multiple object-place associations can be retrieved with the initial cue of a scene input. Importantly, according to the wide-to-narrow unidirectional connections among scene units, the spatial area for object-place retrieval can be controlled by the spatial area of the initial cue input. These results indicate that the hierarchical cognitive maps have computational advantages on a spatial-area selective retrieval of multiple objectplace associations. Theta phase precession dynamics is suggested as a fundamental neural mechanism of the human cognitive map.
Introduction
The cognitive map is a memory of environmental representation. Toleman (1948) originally demonstrated the existence of the cognitive map in rodents by using behavioral experiments. In line with the evidence, O' Keefe and Dostrovsky (1971) found the ''place cells'' in the hippocampus where the cells are selectively activated to a specific portion of the environment and further pointed out that the population of place cells would represent the cognitive map (O'Keefe and Nadel 1978) . According to this cognitive map theory (O'Keefe and Nadel 1978) , the rodent hippocampus has been extensively evaluated and shown to include head cells (Taube et al. 1990 ) and grid cells (Hafting et al. 2005) in relation to theory. Hippocampal lesion studies further demonstrated that the hippocampus plays a critical role on the spatial navigation. These evidences demonstrated that the hippocampus represents the cognitive map of the environment, as proposed as the cognitive map theory (O'Keefe and Nadel 1978) .
Among rodent hippocampal neural dynamics, a specific neural dynamics ''theta phase precession'' is considered to play a fundamental role in the formation of the cognitive map. Theta phase precession was discovered by O' Keefe and Recce (1993) where the phase of the place cell firing to the local field potential (LFP) theta gradually increases as the rat pass through the place field. Importantly, the firing phase was considered to convey the exact place information in addition to the traditional firing rate coding. Skaggs et al. (1996) further showed that place cells show individual phase precession patterns and pointed out that the N. Sato (&) Á Y. Yamaguchi Laboratory for Dynamics of Emergent Intelligence, RIKEN Brain Science Institute, 2-1 Hirosawa, Wako-shi, Saitama 351-0198, Japan e-mail: satonao@brain.riken.jp phase precession could be considered to be a ''temporal compression'' of the behavioral input sequence. Since the time scale of the phase difference of two place cell firings in neighboring place fields agrees with a time window of spike time dependent plasticity (STDP) (Bi and Poo 1998) , the phase precession is expected to contribute the synaptic plasticity in the hippocampus. The computational experiments further demonstrated that theta phase precession could contribute to the formation of the temporal sequence memory (Jensen and Lisman 1996; Levy 1996; Yamaguchi 2003; Sato and Yamaguchi 2003) , spatio-temporal pattern memory (Wu and Yamaguchi 2004) and also the cognitive map (Burgess et al. 1994; Yamaguchi 2004, 2007) .
Like the rodent hippocampus, the human hippocampus has also shown to associate with the cognitive map by using functional imaging (Maguire et al. 1998) , and has further shown to include place cells by using an intracranial recording (Ekstrom et al. 2003) . Thus, the human hippocampus is considered to have the same neural dynamics with the rodent hippocampus. However, unlike the rodent cognitive map, the human cognitive map has been characterized by a hierarchical structure consisting of subgrouping of the outside landmarks (Stevens and Coupe 1978) and small objects in the laboratory (McNamara et al. 1989) . In relation to the memory of a complex environment, the patient studies have shown that the human hippocampus also maintains the memory of multiple object-place associations (Smith and Milner 1981; Stepankova et al. 2004) . The human hippocampus is expected to maintain the cognitive map with a hierarchical structure for multiple object-place associations.
By using computational experiments, the authors have shown that the hierarchical cognitive map for multiple object-place associations can emerge through theta phase precession (Sato and Yamaguchi 2005) . According to experimental evidence of primates where the hippocampus receives convergent information regarding objects and space (Mishkin et al. 1997) and shows selective activation with eye fixation location (Rolls 1999) , the model assumes to receive a saccadic visual input sequence consisting of the object and scene information respectively in the central and peripheral visual fields. Then the input sequence is translated to a phase precession pattern at the entorhinal cortex and stored into CA3 synaptic weights according to STDP (Fig. 1) . It was shown that the difference in temporal evolution between object and scene inputs result in scene-object unidirectional connections leading to a hierarchical cognitive map for object-place associations. Importantly, such a complex information structure can emerge in only a few seconds. However, it remains unclear whether the structure creates advantage in the retrieval of memories.
In this paper, we evaluate memory retrieval in the hierarchical cognitive map for object-place associations formed by theta phase precession. The results will help to prediction to the results of experiments with humans.
Methods
The computational model of object-place memory The computational model of object-place memory based on theta phase coding (Sato and Yamaguchi 2005) consists of the visual system and the hippocampal system (Fig. 2a) . The visual system produces a visual input sequence with random saccades, where the visual inputs are given by object features in the central visual field as well as scene features in the peripheral visual field. The hippocampal system consists of the ECII layer and the CA3 layer. The ECII layer produces phase precession pattern from the input sequence and the CA3 layer stores the pattern in the recurrent connection weights according to STDP. All Fig. 1 A computational scenario of the formation of the hierarchical cognitive map for object-place associations (Sato and Yamaguchi 2005) . Random saccade produces a visual input sequence consisting of the object and scene information respectively in the central and peripheral visual fields. The sequence is translated to theta phase precession at the entorhinal cortex, transmitted to the CA3 and stored into directional connections according to STDP. The difference of temporal evolution between object and scene inputs results in a formation of the hierarchical structure of multiple object-place associations model parameters were identical to those of the previous study (Sato and Yamaguchi 2005) except for the object and scene features in the visual system.
Visual environment and input features
Analogously to the human experiment of object-place memory (Sato and Yamaguchi 2007) , the visual environment includes four objects located in a 3-by-3 grid array. This two-dimensional environment is an expansion of the one-dimensional environment used in the previous study (Sato and Yamaguchi 2005) . The input layer consists of four object features and 36 scene features, each having multi-scaled receptive fields in the grid (Fig. 2b) . The ''object'' feature, that was originally given by color information at the center of the visual field, is modified to be defined by symbol (A, B, C or D) as a model of specific feature of individual object. The ''scene'' input feature that was originally defined by the low spatial component of gray-scaled luminance pattern in the peripheral visual field, is simplified to be given by the receptive fields consisting of multiple grids as a model of non-specific feature of the space. According to the eye fixation location in the grid, (x,y), the output of ith unit, I i (x,y), is given by a binary value (0 or 1). For example, in the case of fixation at a leftupper grid square in Fig. 3a , the input units of object feature 1 and scene features 5, 14, 20, 26, 29, 32, 36, 48 and 40 are activated (indicated by 1) and the rest of the units remain at rest (indicated by 0).
The ECII layer
The dynamics of the ECII and CA3 layer units are described by the ''phase model'', where a single variable of the oscillation phase /(t) (mod 2p) describes either neural oscillation or excitation (Hoppensteadt 1986; Yamaguchi 1996) . Output of ith unit with phase / i , p i , is given by
ith ECII unit oscillation is activated by input, I i , and phase coding is generated by phase locking with the theta rhythm of the local field potential, cos(x 0 t). It is assumed that the native frequency, x i , gradually increases with the activation of the input, I i (Yamaguchi 2003) . The dynamics of the phase of ith unit, / i ECII , is given by,
where w 0 is an angular frequency of the theta oscillation with a cycle period T 0 = 2p/w 0 . It is known that the resultant phase of the unit activation is proportional to its native frequency, thus the increase of the native frequency given by Eq. 2 results in the gradual phase advance of the unit activation. Phase precession is realized in the output
The CA3 layer
The ith CA3 unit receives a single excitatory input from ith ECII unit. The dynamics of the phase of ith unit, / i ECA3 , are given by, 
where C rec CA3 and C inh CA3 denote coefficients of recurrent connections and the global inhibition, respectively.
During memory encoding, the connection weights from jth to ith units, w ij , are formed according to STDP that is described by a delta function. The time evolution of w ij is given by,
where s w and T w are the time constants of w ij and the time window of STDP, respectively.
Computer experiments
The computer experiment includes two stages, the memory encoding stage and the recall stage. The equations explained above are numerically calculated using the Runge-Kutta-Gill method. The model parameters are identical to those of the previous study (Sato and Yamaguchi 2005) .
Encoding stage
During the encoding stage, the input sequence with random saccades is encoded in as a one time experience and stored in the CA3 network. The dynamics of the CA3 layer are assumed to be dominated by the dynamics of the ECII layer as p i CA3 = p i ECII . Then the model can be determined by six parameters (C exc ECII = 3, C theta ECII = 1, C 0 ECII = 3, s w = 0.1T 0 , T w = 100 T 0 , C r = 0.5). The initial state of the connection weights, w ij (0), is given by a small value (10 -6 ).
Retrieval stage
During the retrieval stage, an input of the initial cue is given to the CA3 network (100 ms) and the following activation propagation through the resultant connection weights is defined as retrieval pattern. The dynamics of the ECII layer is assumed to be dominated by the input layer, as p i ECII3 = I i , and the connection weights are assumed to be fixed ð _ w ij ¼ 0Þ: This model can be determined by four parameters (C exc CA3 = 1.5,
Decoding of the retrieved pattern
The retrieved pattern is decoded according to the definition of visual features. An object sequence, O(t), is decoded by p i CA3 (t) | i=1,…,4 and a scene sequence, S(t), is decoded by p i CA3 (t) | i=5,…,40 , as given by where mode(X) is most frequent value in a function X(t). Figure 3 shows the temporal evolution of the hierarchical network for object-place associations. Figure 3a and b show a visual environment and a corresponding input sequence where the saccades eye movement randomly catches one of four object at the center of the visual fields. At each time, the object and scene input are determined by the symbol of object (A, B, C or D) at the fixation point and the receptive field of combination of grids, respectively (see Fig. 2b ). In the sequence, the object input is found to change frequently at every saccade, while the scene input is found to be able to show a continuous activation along several saccades. In the ECII layer, the input sequence is translated to a phase precession pattern as shown in Fig. 3c , where each unit is activated by receiving the excitatory input and produces an oscillatory activation in which phase gradually increases with time (Fig. 3d) . The phase precession pattern is transmitted to the CA3 layer and stored in connection weights according to STDP. Figure 3e shows a resultant CA3 connection weight matrix where the unidirectional connections from scene to object units are shown as the asymmetry along the diagonal line. To show the information structure of the connection matrix, an equivalent graph is plotted as shown in Fig. 3f . Each circle indicates a population of CA3 units all of which received the same input sequence in a given visual environment. The four columns indicate the activation of the population units during fixating of object A, B, C and D, respectively. For example, the population units in the second circle from the top are activated during fixating objects B, C and D, but are not activated during fixating object A. The vertical location is associated with ''the hierarchical number'' that is defined by the number of objects that could activate the population units. The arrows with square arrowheads indicate the unidirectional connections. By using this graph, it is clearly demonstrated that the unidirectional connections mostly appear from upper to lower population units: Scene units are unidirectionally connected to object units and the sub populations of scene units form a hierarchical organization among them. Importantly, a complex information structure is formed in several seconds. The current result demonstrates that the hierarchical structure also appears in a two dimensional visual environment in addition to a one dimensional visual environment (Sato and Yamaguchi 2005) .
Results

Formation of the hierarchical network
To address questions regarding the time course of the formation of the hierarchical structure, Fig. 4a shows a temporal evolution of the hierarchical structure. At the second saccade, part of the hierarchical structure begins to form and at the 8th saccade and the whole of the structure seems to be completed. This result demonstrates that the formation of the hierarchical structure can be formed in a very short period of time. In order to evaluate the structure quantitatively, a normalized hierarchical index is defined by,
where h i denotes the hierarchical number of ith unit, and used to show temporal evolution. Figure 4b shows a 10-trials average of the normalized hierarchical indices, where the object arrangement and saccade sequences are randomly generated. In each trial, the hierarchical structure is found to be completed in 10 saccades. The quick formation of the hierarchical network is considered to be a robust property of the object-place memory encoded by theta phase precession.
Memory retrieval in the hierarchical network
The hierarchical network is evaluated using memory retrieval. Figure 5a shows a retrieved pattern evoked in the CA3 layer with the initial activation of the top unit (covering A, B, C and D). The activity propagation automatically appears in relation to the recurrent connections. Figure 5b shows the decoded object and scene sequences where the synchronous changes are observed between the object and scene decoded sequences. To visualize the activity propagation in the equivalent graph, the time of peak activation of each population unit is colored by a continuos hue color. Figure 5c shows that the activation propagation first appears along column, after which the remaining hierarchical structure is sequentially activated. These results demonstrate that initial unit activation at the top hierarchy results in the retrieval of multiple object-place associations where individual associations are represented one by one. To investigate which retrievals are produced by the initial input given to the middle of the hierarchical depth we tested the influence of the hierarchical depth of the initial cue on the retrieval (Fig. 5d-f) . When the scene unit covering object B, C and D (of which the hierarchical number is 3) is activated, the retrieval pattern includes 3 object-place associations (relating with objects B, C, D). Similarly, the activation of scene units covering C and D (of which hierarchical number is 2) results in a retrieval of 2 object-place associations (relating with objects C and D). This indicates that the hierarchical network can produce a selective retrieval according to the spatial area of the initial cue of the scene feature. This is a important property of the hippocampal memory system that manages a huge amount of memory. Even if the exact object-place association is forgotten, initial input representing abstract information can evoke the corresponded multiple object-place associations in a sequence.
In order to show the robustness of the selective retrieval, the relationship between the recalled number of the objectplace associations and the hierarchical number of the initial cue is further evaluated by using a number of encodingretrieval experiments where the object arrangement and the saccade sequence are randomly determined. Figure 6 shows the relationship between the hierarchical number of the initial cue and the number of retrieved associations (N = 20). The result again shows that the number of retrieved associations are a function of the hierarchical number of the initial cure. The selective retrieval is considered as a robust property of the hierarchical network.
Discussion
We evaluated the hierarchical cognitive map for objectplace associations formed by theta phase precession and STDP. It was demonstrated that the hierarchical structure of the network formed in a few seconds (section ''Formation of the hierarchical network'') and the network can produce a spatial-area selective retrieval under the control of the initial cue input (section ''Memory retrieval in the hierarchical network''). These advantages of the hierarchical network support the computational theory of theta phase coding in humans. In the following section, we will discuss the robustness of the hierarchical network and the predictions for human experiments.
Mathematical evaluation of the hierarchical network
In the case of the traditional Hebb rule, the resultant connection weights can be expected by the statistical properties of the input sequence, while the connection weights formed by theta phase precession and STDP (Yamaguchi 2003) are difficult to predict without calculating a set of differential equations. In this section, we will discuss the mechanism for the selective retrieval using a simplified equation describing the hierarchical structure.
We have already shown that the connection weights formed by theta phase precession are mathematically described by the statistical properties of the input sequence ) (see Appendix for details). The connection weight between ith and jth CA3 units after encoding, W ij , is given by a combination of the raw and low-passed input sequences as follows,
where P ij S denotes the coactivation probability of the ith and jth input units during |I j LP -I i LP | \ h , the P ij A denotes coactivation probability of the ith and jth input units during I j LP -I i LP [ h , and P i and P j are the ith and jth input unit activation probabilities, respectively, and a and b are constants (a ) b). Thus the major factor leading the asymmetric connection is the difference between lowpassed sequences of the ith and jth input units in the second term.
In order to characterize the hierarchal network, the most important factor is the ''hierarchical number'' of the input unit that is associated with the spatial size of receptive field of the unit (Fig. 7) . The input unit of the larger hierarchical number shows the larger total activation R t I i ðtÞdt À Á and also has the larger activation in the low-passed input sequence
When ith input unit has a larger hierarchal number than those of jth input unit, P ij A and P ji A are always positive and zero, respectively. This is the mechanism which forms the unidirectional connections leading the hierarchical network for object-place associations.
During the retrieval, the second term of the above equation, P ij A , plays a dominant role. When the jth CA3 unit at the middle of the hierarchical depth is activated, the retrieval activation propagation only appears in the CA3 units of which input units have a lower hierarchical number and has simultaneous activation with the jth input unit. Thus, in the equivalent graph representation (Fig. 7) , the activity propagation only appears down-stream of the hierarchical structure and is restricted to be within the area included by the initial cue. This retrieval property realizes the spatial-area selective memory retrieval of the objectplace associations.
Predictions to the human experiment The computational model for object-place memory has produced human experimental predictions regarding the neural dynamics during memory encoding. These predictions are successfully evaluated by using scalp electroencephalogram (EEG) (Sato and Yamaguchi 2007) and EEG-fMRI simultaneous measurements . The current study further develops the predictions regarding the memory retrieval of object-place associations.
First, the retrieval of object-place association is predicted to be easier with a scene cue than retrieval with an object cue. As demonstrated in section ''Memory retrieval in the hierarchical network'', the hierarchical retrieval is one of important properties of the hierarchical network, thereby making this a direct evaluation of the computational model.
Second, the detection of multiple object-place associations in a specific area is predicted to be independent of the size of the area. As shown in Fig. 3a -c, in the hierarchical network, the multiple associations are simultaneously activated and the individual association is represented oneby-one with temporal coding. The time scale of the retrieval is almost independent to the hierarchical number of the initial cue input.
Finally, the above behavioral differences are also expected to be reflected in the scalp EEG power, as the EEG theta power during object-place encoding has shown to be correlated with subsequent memory performance (Sato and Yamaguchi 2007) . Since larger interaction between the hippocampus and the cortex is expected under difficult retrieval condition, the scalp EEG power is expected to be larger under these circumstances. The above predictions are uniquely produced by the computational model of theta phase precession in humans. The evaluation of the predictions would show fundamental properties of the hierarchical cognitive maps. be proportional to the native frequency, x i . x i given by Eq. 3 is proportional to a low-pass filtered input sequence, I i LP , of which the transfer function is given by HðzÞ ¼ z zÀe Àsx =T h : Thus, H i is simply given by
The connection weight between the ith and jth CA3 units, W ij (n), changes according to STDP. In Eq. 5, the increase in connection weight is given by a convolution between a delta function of STDP and half-waves of cosine-shape activation in Eq. 1. The increase of connection weights could be simplified as,
where h denotes a threshold of the phase difference inducing asymmetric connection weights. Then the evolution of connection weights, W ij , is given by
where b is a constant ((1) associated with s a and C w in Eq. 5. The resultant connection weight after one trial of encoding (of which duration is T) is given by
When s W ) 0, the above equation is transformed to be a function of the parameter of the input sequence, as follows.
where the P ij S denotes the coactivation probability of the ith and jth units during |I j LP -I i LP | \ h , the P ij A denotes the coactivation probability of the ith and jth units during I j LP -I i LP [ h , and P i and P j are the ith and jth unit activation probabilities, respectively. The connection weight does not simply reflect the coactivation of ith and jth units, P(I i = 1, I j = 1), but that further depends on the slow component of input sequence represented by I j LP -I i LP . This is considered to be a major effect of theta phase precession on the synaptic plasticity.
