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Results on partition of energy and on energy decay are derived for solutions 
of the Cauchy problem au/at + Z$F1 Aj au/ax, = 0, ~(0, x) = f(x). Here the 
Aj’s are constant, k x k Hermitian matrices, x = (x1 ,..., x,), t represents time, 
and u = u(t, x) is a k-vector. It is shown that the energy of Mu approaches 
a limit &( f ) as 1 t 1 + co, where M is an arbitrary matrix; that there exists a 
sufficiently large subspace of dataf, which is invariant under the solution group 
U,,(t) and such that Uo(t)f = 0 for / x 1 g a 1 t 1 - R, a and R depending onf; 
and that the local energy of nonstatic solutions decays as ( t ( + to. More refined 
results on energy decay are also given and the existence of wave operators is 
established, considering a perturbed equation E(x) au/at + JZyel Aj au/ax, x 0, 
where 1 E(x) - I I = O(l x j-r-6) at infinity. 
1. INTRODUCTION 
In this paper we discuss the Cauchy problem for two kinds of symmetric 
hyperbolic systems of partial differential equations. First, we consider what we 
call the unperturbed problem, 
(1.1) 
where the Aj’s are constant k x k Hermitian-symmetric matrices, II = u(t, x) 
andf(x) are column vectors of k components, x = (x1 ,..., x,) E Iw” is the space 
variable and t E Iw is the time. 
Systems (l.l), which govern most of the wave propagation phenomena (in 
homogeneous media) of classical physics, have been discussed by various 
authors under different assumptions on the roots h = A(p) of the characteristic 
equation 
P&p) = det AI- ip,A, = 0 
j=l 
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(see [6, 8, 121, for example). We shall make no assumptions on these roots other 
than what is implied by assuming that the matrices A, are Hermitian-symmetric. 
This is important not only from a purely theoretical point of view but also for 
applications, since there are concrete cases, such as in magnetogasdynamics 
[9, 1 I], where the roots h(p) do not satisfy the restrictions usually made in the 
literature. 
In Section 3 we obtain results on asymptotic partition of the energy of n(t) 
according to the several components of the initial datumf = u(0). These are an 
extension of results obtained by one of the authors [3] for uniformly propagative 
systems in odd-dimensional space. In Section 4 we study the asymptotic decay 
of the local energy of U, extending results obtained in [2] by means of the Fourier 
transform. However, we now use the Radon transform, which provides a 
translation representation (see Section 2) for the unperturbed solution group 
Uo(t) introduced below. This gives a new insight into the large time behavior of 
solutions of (1.1). In particular, it allows us to prove the existence of a sufficiently 
large subspace S, which is invariant under Uo(t) and such that, for each f in S,, , 
U,,(t)f vanishes in a “double-cone” 1 x 1 < a ( t 1 - R, 1 t 1 > R/a (Theorem 
4.1). It is interesting to note that this is true in all dimensions n 3 3 and for all 
systems (I.]), regardless of the behavior of the roots A(p). 
In Section 5, we consider the perturbed equation, 
E(x) $ + i Aj +; = 0, 
i=l 3 
U-3) 
where E(x) is a (uniformly) positive definite Hermitian-symmetric matrix 
approaching the identity I as 1 x / +~.If,forsomec>O, IE(x)--11 =0 
(/ x i-l+) as / x I ---f CO, we prove the existence of the wave operators of scattering 
theory. This is a generalization of results previously obtained by Wilcox [12], 
Ikebe [6], and one of the authors [l]. Such perturbations belong to the class of 
the so-called short-range perturbations. In the scalar case, using the method 
of stationary phase, Hormander [5] proved existence of the wave operators 
for short- (and long-) range perturbations of self-adjoint operators. However, 
his results do not apply directly to our system situation unless one establishes 
some differentiability properties for the characteristic roots and vectors associated 
with (1.1). Finally, we remark that the existence of the wave operators allows 
us to extend most of our results (namely, Theorem 3.1, Corollary 3.3, and 
Theorems 4.4 through 4.6) to the perturbed equation (1.3). 
In what follows, f will in general denote an element of the Hilbert space 
H,, = ~V(ll@)~, with norm defined by 
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It is known that iffE H, , the solution u of (1. 1)-(1.2) is given by u(t, *) = U,,(t)f, 
where (U,,(t): t E rW} is a one-parameter unitary group in H,, (see [12]). Such a 
solution is called a solution with finite energy, since its energy, defined as 
/I u(t, .)/it, is finite: 
For future reference, we note that the group {U,,(t)} is generated by the 
operator -iA, where 
D(A) = {f~ H,,: Af E HO}. 
Under the Fourier transform, 
Ff (P) = f(p) = (2~)-~‘~ jRn e-i~*sf (x) dx, 
A is unitarily equivalent to the operator of multiplication by the matrix A(p) = 
CyclpjAj , that is, 
Af = 9-l[A( .) Sf], 
D(A) = {f E H,, : A(.)~=E HO}. 
2. THE RADON TRANSFORM AND SOLUTIONS OF THE CAUCHY PROBLEM 
In this section we shall use the Radon transform in order to derive an explicit 
formula for the solution of (1.1) and (1.2). The Radon transform provides a 
translation representation for the free-solution group U,,(t), and this is a key 
fact in establishing the results of the following sections. 
If f is a function in the Schwartz space of rapidly decreasing functions, 
9’(W), 7t > 3, its Radon transform j = Bf is defined by the formula (see 
[4, 8, 101) 
The following properties are valid: 
(i) jis an even function of s, W: j(s, W) =3(-s, -0~); 
(ii) j(~, CO) = 0 for j s 1 > R iff(x) = 0 for I x j > R; 
(iii) (3f/ihj)A = ~1~,3f/jas. 
WI 
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Also, we point out the following relation between the Radon transform f 
and the Fourier transform f 
(iv) J&J) = cn%z;[f(., W)l(P), (2.1) 
where 4 denotes Fourier transformation in the variable s and c, = (2rr)(r-n)/a. 
Now, for n 3 3 odd, let K and L denote the operators 
K = a, $ n-1, ( 1 
where a, > 0 is a suitable constant. Also, for n > 3 even, let 
where 6, is another suitable constant. Then, it can be shown ([4, 8, IO]) that the 
following Inversion theorem ans Parseval theorem hold: 
THEOREM 2.1. Let f E Y(P), n > 3. Then 
THEOREM 2.2. Let @ = Lg. Then, for unyf~ 9’(Iw’), n 2 3, 
s,” If (xl” dx = i ,=1 j-1 I @f 6, o)12 ds do,. 
0 m 
(2.3) 
In fact, @ extends to a unitary mapping from all of L2( UP) onto Lf&,,( [w X P-l). 
Remark 2.3. It follows from definitions (2.2)0 and (2.2)e that K = L2. 
Also, since 1 p In-l = sgn(p)p’+i for rz even, the definition of K in this case 
differs from that for 7t odd by the Hilbert transform &’ = SF’ sgn(*)F1 (up to 
a constant). It also follows from Theorem 2.2 that the Radon transform 9 
extends to a mapping from all of L2( KY) into H(n-1)/2( Iw x 5’+l).l Therefore, 
the integrand Kf(s, w) in (2.3) belongs to H-(n-1)12(lR x S+l) and one could 
interpret (2.3) for f~ L2(W) as f = W*(Kf), where W* is the adjoint of W. 
1 We are letting EP(R x 9-l) = {+: 1 p lsFl+ EL~(R x P-l)}, s E [w, hence H(n--1)/2 = 
{#: L4 E L2). 
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Now, let u(t, *) b e a solution of (1.1) whose initial datumf belongs to 9’( UP)“. 
Then, in view of (2.1) (iii), ti(t, ., a) satisfies the equation 
(2.5) 
where A(w) = ~~=I ajAj . The initial datum is now 22(0, a, a) =fi So, denoting 
by (ej(w)} a complete set of orthonormal eigenvectors of A(w) with corresponding 
eigenvalues hj(w), and setting 
&(t, S, CO) = ti(t, s, CO) * ej(w) 
.h(s, w> =f(s, ~1 * e&h 
we diagonalize (2.5) into the scalar equations 
Since ~2~(0, s, w) =&s, w), we obtain 
hence 
a(4 s, w) = $ .I% - 4(w)t, w) q(w). 
j-1 
(2.6) 
(2.7) 
As we see, the Radon transform provides a translation representation for the 
solutions of (1.1). A few words about the eigenvalues hi(w) and eigenvectors 
ej(w) are now in order. First, we are enumerating the h,(w)‘s which are not 
identically zero in decreasing order (counting multiplicity): 
hence setting &.+r(w) = **. = h,(w) = 0 in the case Y < K. In this way, it is a 
known fact that the hi’s are continuous functions (see [13, Theorem 11). On the 
other hand, it has been proved by Wilcox ([ 13, Theorem 21) that the correspon- 
ding (orthonormahzed) eigenvectors ej(w) can be chosen to be measurable 
functions. Assuming that this choice has been made, we use Theorem 2.1 to 
invert (2.7) and obtain 
(2.9) 
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Remark 2.4. The nonzero eigenvalues in (2.8) can be renumbered as 
cLl(W) 3 ... 3 CL&J), z 6 r, 
where all the oh’s are distinct, except for w in a set N of measure zero in 
P-l [13]. We denote by Pj(w), 1 <j < Z, the orthogonal projection of C? onto 
the eigenspace associated with &w), and by P,,(w) the orthogonal projection 
of @k onto the eigenspace associated with &+r(~) = 0.. = &(w) = 0, in the 
case r < k (if r = k we make the convention that P,,(w) = 0, p,,(w) E 0). Then, 
we can rewrite (2.7) and (2.9) as 
fi(t, s, w) = i 5(43(s - p&)6 w) 
j=O 
and 
3. PARTITION OF ENERGY 
For any given k x k matrix M, we consider the bounded operators 
Mj = MP,( a)@, O,(j<Z, 
(2.10) 
(2.11) 
(3.1) 
mapping Ho = L2( IL!“)” into L2( II% x P-1)“. Also for f E Ho, we define the 
M-energy off by 
where (/I * 111 is the norm inL*(R x P-l)“. Then, we have: 
THEOREM 3.1. I’ u(t, .) is a so&ion of (1.1) with initial datum f, then the 
energy of Mu(t, a) tends to the M-energy off as 1 t I -+ CO: 
In fact, there exists a set S, dense in Ho , such that for each f E S we have 
1) Mu(t, .)# = E,,,[f] for all ) t 1 sz@cientZy large. 
For the proof we shall need the following: 
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LEMMA 3.2. (i) The set N,, = {UJ E Sri-l: pi(w) = 0 for somej = I,..., l} is 
of Lebesgue measure zero in the sphere Sri-l. 
(ii) For each i,j = I,..., Z, i # j, the set Ni, = {u E 9-l: pi(w) = &w)) is 
of Lebesgue measure zero in Sri-l. We put N = u N<j . 
Proof. See Theorem 1 in [I ] and Lemma 1 in [13]. 
Proof of Theorem 3.1. Let Z = N,, u N and let SC H, consist of those 
functions f such that @f belongs to Csm( R x 9-l)” and @f (s, w) = 0 for w in 
some neighborhood of 2. Then, since Q, is unitary (Theorem 2.2), Lemma 3.2 
shows that S is dense. 
First, let us assume that ~(0, *) = f E S. Then, &f(s, CO) = MPj(w) 
Of (s, U) = 0 for w in some neighborhood V of 2. On the other hand, in view 
of (2.10) and observing that L commutes with 44, Pj(w), and translations, 
we can write 
L-Z I$ IMP,(w) @f (s - r+J)t, u, I2 
= 1 i Wf (s - P&)4 w) 12. 
i=O 
Therefore, integrating the above over [w x Sri-l, we obtain 
&.f (s - pj(u)t, w) . Mif (s - p&)t, w) ds do, 
where 111 . 11) denotes the norm in L*(Iw x P-l)“. Making the change of variable 
p = s - &w)t in the inner integrals above yields @ = EMlf] for all t and, 
since Mjf (p, U) = 0 for u E VC Sn-1 and I p I > some R, we obtain @ = 0 
for I t I > 2R/a, where 
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Hence, using Theorem 2.2, we get 
II Jwt, *>II” = Ill @‘(~4(t>ll12 = &4fl for 1 t 1 > 2R/o1. 
Finally, for a general f E H,, , we consider an approximating sequence fm E S, 
m = 1, 2,..., for f in H,, and use what we just proved for the fm’s, observing that 
EM[fn] -+ EM[f] as m -+ co, in view of the boundedness of the i&‘s. The 
proof is complete. 
Now, the choices M({, ,..., &Jt = (0 ,..., ii ,..., O)t, for each j = l,..., K, yield 
the following result on asymptotic partition of the total energy of u among its 
components: 
COROLLARY 3.3. For any jinite energy solution u(t, x) of (1.1) there exist 
E, = E&(0, *)I, j = l,..., h, such that 
,$sl, 1 1 u&, x)1” dx = Ej . 
4. LOCAL ENERGY DECAY 
A solution Uo(t) f with finite energy is called nonstatic if f E (ker A)l. Recalling 
(2.1) (iv) and Remark 2.4, it is not hard to see that this is the case if and only if 
P&o)f(s, co) E 0. Th us, in view of (2.10), u(t, *) = U(t)f is nonstatic if and 
only if 12 has the representation 
22(t, s, w) = i Pj(co)p(s - &lJ)t, W)’ 
j=l 
(4.1) 
THEOREM 4.1. There exists a subspace S, C (ker A)I, dense in (ker A)-‘-, such 
that 
(i) Us(t)S, = S, for all t E IFB; 
(ii) for each f E S, , U,,(t)f oanishes in some double cone 1 x 1 < a 1 t 1 - R, 
ItI>R/a,evherea=a(f)>O,R=R(f)>O. 
Proof. Assume first that n 3 3 is odd and let S,, consist of those functions f 
such that @f is of the form 
@f (s, w) = i P&u) Iclj(& w), 
j=l 
where each #$(s, w) is of compact support, Cm as a function of s and vanishes for 
w in some neighborhood of N,, C P-r (Recall that N,, is the null set defined in 
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Lemma 3.2(i)). Then, it is not hard to see that S, C (ker A)l and, since the 
functions $i are dense in P(Iw x Sn-l)b, it also follows that S,, is dense in 
(ker A)l. Next, we show that u(t, .) = U,,(t)f~ S, if f~ S, . Indeed, in view 
of (4.1) and the fact that L commutes with Pj(w) and translations, we have 
@Pu(t, s w) = Lfqt, s, w) = i Pj(uJ)@j(S - pjFLj(cop, w), 
j=l 
hence 
w, s, w) = 2 Pj(fJJ) 9j(S - &JJ)t, w) 
j=l 
in view of (4.2). This shows that u(t, .) E S, . So, we have proved that Ur,(t) 
S,, C S,, for all t E IF! and, since U,-,(--t) Us(t) = I, it follows that 
for all t E [w. 
Now we show that, for f~ S, , u(.) = U,(*)f vanishes in some double cone 
~x~~~~t~-R,~t~~R/a.In(4.2),letR>OandN,CVCS~-~besuch 
that &(s, w) = 0 for I s I > R or for w E V, j = I,..., 1. Then since K = L2 
(see Remark 2.3) and L = u~‘“(a/8s)+l)j2 for n > 3 odd, we can write (2.11) as 
up, x) = up i J-l,"w [($)(n-1)'2#i] (x *w - PdwY,w) h (4.3) 
in view of (4.2). Letting a = min we~~-~~~,ls~sl I ~dw)I> 0, we have I x * w - 
pj(u)t 1 2 a ) t 1 - 1 x ) 3 R for I x 1 d a I t I - R, I t I 3 R/u, hence (4.3) 
shows that u(t, X) = 0 for (t, x) in the double cone 1 x 1 < a j t I - R, ( t I > R/u. 
The proof is complete in the case n 3 3 is odd. 
For n > 3 even, the operator L is no longer a differential operator and we 
must modify somewhat the definition of S,, . We let 
where A consists of the functions g;‘[(sgn ~)“/~-l I p 11/2 Fr#(p, u)] with 
#(s, w) of compact support, Cm as a function of s and vanishes for w in some 
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neighborhood of N,, . Then, Lemma 4.3(i) shows the first part of the theorem. 
To complete the proof, we IetfE S,, and rewrite (2.11) as 
u(t, x) = 01, i s,w,=l f’dw> [(~)““(~)“‘“-’ *f] (x * w - pj(~)t, w) dw, 
(4.5) 
where % is the Hilbert transform (see Remark 2.3). Again, by Lemma 4.3(ii), 
(a/&y-l .#( s, w is of the form & P3(w) $,(s, w) with & as above so that ) 
(4.5) becomes 
u(t, x) = a:, (4.6) 
Therefore, as in the odd-dimensional case, it follows that u(t, x) = 0 in some 
double cone. 
Remark 4.2. For future reference, we observe that formulas (4.3) and (4.6), 
corresponding to the odd- and even-dimensional cases, respectively, can be 
written in a single manner as 
u(t, x) = c i J P&J) [($)‘n’21 &] (x . w - &w)t, w) dw, (4.7) 
j=l P-'\V 
where [n/2] denotes the largest integer less than or equal to n/2. 
LEMMA 4.3. Let S,, be defined by (4.4). Then: 
(i) S,, is a dense s&puce of (ker A)l such that Uo(t)S,, = S,, for all t E Iw; 
(ii) For each f E S,, , we have (a/a~)“/~--l .%‘f(s, W) = /3, Cisl Pi(w)&(s, W) 
where each &(s, W) is as above and /I, is some constant. 
Proof. (i) Let f E S, and denote the scalar product in Lz( [w x S-l)” by 
[., -1. Then, observing that P&W) @h(s, w) = @h(s, W) for h E ker A, and recalling 
that Cp: H,, -+ P(lw x ,!IP-~)~ is unitary (Theorem 2.2) as well as &?: 
L2( !R x S+l)lc +P( Iw x Sn-l)k, we obtain 
(f, h) = [X@f, %@h] = Pj(.)#, , PO(.) &Wh 
I 
= 0, 
which shows that S, C (ker A)l. The fact that S,, is dense in (ker A)l is also 
easily shown by recalling that IV0 is a null set in P-l and observing that the set 
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{I P 11’2$b): # E comw)l is dense in L*(R). Next, we 
Uo(t)f 6 So if f E S, . Since 
prove that u(t, :) = 
we obtain 
ti@u(t, s, w) = c Pj(W) mDf(s - pLj(w)t, w), 
i=l 
hence, in view of (4.4), 
2m4(t, s, w) = i Pj(W) MS - l-%h)t, WI, 
j=l 
where c$~(s, w) E A. But then, for each t fixed, it is easy to see that ~~,~(s, W) = 
Qs - &co)t, w) also belongs to A, so that u(t, .) E S, . 
In order to prove (ii), we recall that @j = LBf = Lf, where L = bkj2F;l 
1 . j(n-1)/2CF1 , and apply %I to the equality 
to obtain 
LS3(s, w) = smJj(s, w) = i Pj(W)r$j(S, co)
j=l 
b’,12 1p l(n-1)/2 F@‘f)(p, W) = i Pi(w)(sgn p)a/2-1 I P 11'"ef4h w), 
j=l 
that is, 
Then, applying P’;l to the above yields 
where /3% = (ia-2b;1)1/2. The proof is complete. 
Remark. Following Lax (see [S, p. 194]), we call an initial datumf eventually 
outgoing (resp. indidy incoming) if [Uo(t)f](x) = 0 in some cone 1 x 1 < at - R, 
t 3 R/a (resp. 1 x j < -at - R, t < -R/a) where a, R > 0. Then, in view 
of Theorem 4.1, S, is a (U,,(t)}-invariant subspace or data which are both 
eventually outgoing and initially incoming. 
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The following results are essentially contained in [2] and their proofs follow 
the same lines. For the sake of completeness, we state them here. 
THEOREM 4.4. Given a bounded measurable set B C W, 
for any nonstatic solution u. 
More generally, if B(t) . IS a set that does not increase “too fast” as t + co, 
then the energy in B(t) of any nonstatic solution also decays to zero, that is: 
THEOREM 4.5. Let {B(t): t > 0) be a farnib of bounded measurable sets such 
that e(t) = o(t) as t + co, where 0(t) = sup{1 x / : x E B(t)). Then, 
for any nonstatic solution u. 
Now, given any f E H,, , it can be decomposed uniquely as f = g + h where 
h = P,f E ker A and g = (I - P,,)f E (ker A)‘-. If B C IWn is any measurable 
set, we define the static energy off in B, EBo[f], as the energy of h in B, that is, 
EB"[~] = tl pof 11;. 
On the other hand, we say that B(t) converges ZowZy to B if e(t) = o(t) and the 
characteristic function of B(t) converges almost everywhere to the characteristic 
function of B, as t + co. Then, we have: 
THEOREM 4.6. If B(t) converges lowly to B, then 
F+c II Uo(t)f l/h = &“[f I- 
5. THE PERTURBED EQUATION AND THE WAVE OPERATORS 
We now consider the Cauchy problem 
E(x)%+ iA,g=O, 
j=l 3 
(5.1) 
(54 
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where E(x) is a positive definite K x K Hermit&m-symmetric matrix satisfying 
the following properties: 
(i) there exist positive constants c and c’ such that 
cl < E(x) < c’l for all x; (5.3) 
(ii) there exists c > 0 such that 1 E(x) - I 1 = O([ x I-l-‘) 
asIx++oo. 
In view of condition (5.3)(i) it is easy to see that the norm 1) * l/a is equivalent 
to the norm /j . I), defined by 
Letting H denote the Hilbert space L2(Rn)lC with the norm /I * /I, we define the 
operator 
A, = E(x)-lA, 
D(A,) = D(A). 
(5.4) 
It follows that -iA, is a self-adjoint operator on Hand the finite energy solution 
of (5.1) and (5.2) is given by u(t, .) = U(t)!, where U(t) is the one-parameter 
unitary group in H generated by -iA, (see [12]). 
The wave operators W+ , We associated with the groups U,,(t) and U(t) are 
defined by 
w* = W*( u, U,) = {$*F U( -t) JUo(t) PO, (5.5) 
where PO = (I - PO) is the projection of Ho onto (ker A)I and J is the identifi- 
cation operator of Ho onto H: Jg = g. It has been shown in [l] that (ker A)‘- = 
e, , the subspace of absolute continuity of A in Ho . 
THEOREM 5.1. Under the hypothesis (5.3), the wave operators exist. 
Proof. We will prove that for f in the subspace So introduced in Section 4, 
the expression If(t) = II(AJ - JA) Uo(t)f II is integrable in (--a, --T) and 
in (T, co), for some T > 0. Since So is dense in I$, , this is a sufficient condition 
the existence of the wave operators ([7, p. 5331). 
In what follows, C denotes a constant, not necessarily the same at each 
appearance. Note that 
II g II2 = j- -W&9 * &I dx G II g I/o II & 110 < C II g II II Eg /lo 2 
UP 
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hence 11 g /I < C/j Eg I/s . From this and (5.4) we obtain 
4W = IICE-’ - 4 AUo(t)fll” G CIIV - El AW)f/l~ 
< c 
s 
I E(x) - I 12 I AU,(t)f 12 dx. 
!a” 
Now, we recall that the action of A on a function f corresponds, under the 
Radon transform, to the action of A(w)8/%. Therefore, using the representation 
(4.7), we find that 
from which it follows that [AU,,(t)f](x) = 0 for / x / < a 1 t 1 - R, 1 t I 3 R/a. 
In view of this, the previous estimate for If(t)” becomes 
W)” < c 1 
Irl,altl-a 
1 E(x) - I j2 j AU,,(t)f I2 dx. 
Hence, from (5.3) (“) u and the fact that AU,,(t)f = Uo(t) Af, we find that 
‘#) ’ (a 1 t 1 : R)l+c (s,” I &i(t) Af I2 dx)l” 
C II G(t) Af /lo 
= (a 1 t 1 - R)l+" G &' 
for I t ) sufficiently large. This shows that If(t) is integrable in (-03, -T) and 
(I”, co) for some T > 0, so the proof is complete. 
Remark. Letting f+ = W+f, f E H,, , it follows from (5.5) and the unitarity 
of U(t) that 
,$ II U(t)fdc - JUdt) Wll = 0. 
Therefore, by considering solutions of (5.1) of the form U(t)f* , it is now easy 
to see that most of our previous results (namely, Theorem 3.1, Corollary 3.3, 
and Theorems 4.4 through 4.6) are still valid for the perturbed equation (5.1) 
under the hypothesis (5.3). 
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