Ensuring the security of data while being transmitted or stored is a very important issue for companies and end users. Cryptography is used to transfer the data in a form that is not understood by anyone apart from the intended recipients. The advanced standard encryption algorithm (AES) is one of the most secure encryption algorithms. However, due to the speed issue and computational complexity, it is not suitable for real time applications. In this paper, a modified scheme is developed for the encryption/decryption by modifying the MixColumns stage in the AES algorithm in order to increase the speed of the encryption/ decryption while maintaining the complexity level of the design to keep the security level equivalent to AES. The results show that the proposed modification increases the speed of the encryption/decryption in real time applications up to 150% in the encryption process and up to 500% in the decryption process.
INTRODUCTION
The security of the sensitive information is a prime concern for every business. Modern communication and storage techniques, using computers connected through networks, make the sensitive data vulnerable for many threats. The basic security concepts which are important to sensitive information include: Confidentiality, Data Integrity, Authentication and Non-repudiation [1, 2] . Confidentiality means that the information is accessed only by the authorized people. Integrity indicates no authorized changes are made to the data. Authentication is proving that a user is the person he or she claims to be. Whereas, non-repudiation means that the user cannot later deny that he or she performed the activity. Another important concept is the authorization which is the act of determining whether a particular user has the right to access the data [3] . Security of any communication system is one of the big issues today. Making the encryption algorithms more complex increases the security but it affects the speed of the transmission due to the time consumed in the encryption and decryption processes [4] . Therefore, this solution will not be suitable for some communication links especially for real-time applications that need to be connected online all the time.
The AES algorithm is one of the best algorithms for symmetric cryptography; it uses variable key lengths and can encrypt up to 128 bit data block [5] .
In this paper, a modified scheme for AES algorithm is proposed to decrease the encryption and decryption time. The suggested scheme is denoted as MAES. The MixColumns stage, which depends on the polynomials, is replaced by a permutation stage depends on initial vectors (IV). The IV vectors generated for each round from the key expansion process. As the IV vector depends on the key of the encryption, the modified algorithm maintains the complexity of the AES algorithm.
RELATED AES MODIFICATIONS
Modifying the AES algorithm has been done several times before. Nevertheless, each researcher has limited his concerns to one characteristic to improve. The main characteristics that the researchers concentrated on are the speed of the encryption and decryption processes such in [5] and customization for specific applications like in [6] . In [6] , the authors introduced a new scheme to increase the security level for AES. The problem was that the Electronic CodeBook (ECB) mode for AES have a weakness in static data [7] . The scheme depends on http://dx.doi.org/10.12785/ijcds/070504 http://journals.uob.edu.bh adjusting the shift row stage. This scheme from cryptographic viewpoint is highly secure and gives better encryption results in terms of security against statistical attack.
In [5] , the authors introduced a new scheme for AES by replacing the Mixcolumn stage with the permutation step from the DES algorithm. This scheme provides a high-speed encryption and decryption specifically for media like image and suitable for a plaintext transfer.
In [8] , the authors upgraded the AES algorithm by increasing the data block size and using a longer encryption key. The used key lengths is 384, 512, 658, or 1024 bits and the data block will be processed as a group of 48, 64, 96, or 128 bytes. This scheme gives the AES algorithm more complexity and more robustness.
In general, the proposed schemes modified the AES algorithm for only one purpose. For example, in [6] the speed of the algorithm kept as it. However, this in not convenient with limited resource applications especially in real-time applications. While in [5] , the security level of the algorithm decreases significantly. This is not a good solution for high security requirements, taking into consideration the powerful computational process for the attackers. In [8] , the whole structure of the algorithm has been modified by increasing the key length and the data block size. This algorithm is also not suitable for real time applications that use a small number of bits at each sample.
THE ADVANCED ENCRYPTION STANDARD (AES)
A. Introduction AES is one of the most used algorithms in cryptography field. It is considered a very complex and secure algorithm. The speed of the encryption and decryption process are less than the other algorithm. However, it is not fit for real-time applications and must be implemented carefully to get the full security performance. AES is a symmetric block cipher. This means that it uses the same key for both encryption and decryption processes. The algorithm Rijndael (chosen to be the winner of AES) allows for a variety of block and key sizes. In fact, the key can be chosen independently from 128, 160, 192, 224, and 256 bits and needs not be the same. However, the AES standard states that the algorithm can only accept a block size of 128 bits and a choice of three keys of 128, 192, or 256 bits, is depending on which version is used [7] .
The overall structure of AES can be seen in Figure 1 . The plain text data is grouped into blocks of 4 × 4 byte matrix. Each block is then copied into an input state array, which is modified at each round of the algorithm. Finally, the state array is taken as an output block.
The round term indicates a basic process in the encryption and decryption which repeated multiple times depending on the length of the encryption key. Each round consists of 4 stages which are AddRoundKey phase, SubByte phase, ShiftRow phase, MixColumns phase [9] . MixColumns is the stage that replaced by the permutation stage. 
B. MixColumns phase
In the MixColumns phase, the block matrix is divided into 4 columns; each column is transformed to a fourth order polynomial over Galois Field of size GF (2 8 ) and multiplied by a fixed polynomial f (x) which is given as, The multiplication of the input matrix with this equation can be transformed into a matrix multiplication in the following form,
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The complete mathematical implementation of the MixColumns stage can be found in [9] .
C. Key Expansion phase
The key expansion phase generates a group of sub keys that will be used in the AddRoundKey stage in the encryption process.
MODIFIED AES ALGORITHM (MAES)

A. Introducation
In the modified algorithm, MixColumns stage is replaced with a permutation stage as shown in Figure 2 . The random permutation stage will be done using an xor operation between the input state of the permutation stage and a random IV-vector. The vector is generated using random number source at the initializing of the encryption session as shown in Figure 3 .
The random number generator has the encryption key as a seed for its process. Such scheme will make the generated IV-vector key dependent so the complexity of the encryption process will increase. However, the time needed for encryption and decryption will decrease because the computational demand for the xor operation is much less than the MixColumns stage. 
B. The proposed algorithm design
The first goal of the MAES scheme is to increase the speed of the encryption and decryption algorithms. The MixColumns stage is the most computational demanding stage in the AES design and therefore it consumes most of the time needed for encryption and decryption. In the MAES design, the MixColumns stage is replaced with an xor operation between the input state and a random vector called IV. This xor operation decreases the calculation demands to only 16 xor cycles. This is because the input state has 16 bytes and the xor operation consumes one cycle for each byte to be done. This number of cycles can be achieved using low-cost hardware that depends on an 8-bit processor in the implementation of this scheme. However, this number of cycles can be optimized if the encryption/decryption process is accomplished using hardware with higher specifications. For example, if the dedicated hardware depends on a 32-bit processor, the overall cycle will be reduced to only 4 cycles since 4-xor operations can be done in one cycle. The MAES uses two approaches for the second input of the xor operation: 1-One IV vector for the entire rounds in the encryption and decryption processes. 2-One IV vector for each round in the encryption and decryption processes. The first approach will increase the speed of the initialization at the start of the encryption session. While the second will increase the security complexity for the modified scheme. The pseudocode of the first approach of the MAES is shown in Figure 3 . While, the pseudocode of the second approach of the MAES is shown in Figure 4 .
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To increase the security level, the second design will be chosen for the following reasons: 1-It is more complex with similar time consumption.
(As it needs 16 IV vectors in the second approach while in the first one it needs only one IV vector ). 2-The extra time needed for the generation is small as the operation is done only once at the initialization step.
C. The proposed random number generator
The second goal for MAES is to maintain the complexity of the algorithm as high as possible. Therefore, the MAES uses two different algorithms for random number generation to generate the IVs vectors that are needed in the encryption process. The first algorithm is to extend the key expansion algorithm with modified rounds to generate the IVs vectors. This algorithm uses an external random number generator to generate the IV vectors. The second algorithm is to use the key expansion algorithm as a random number generator. As a result, this decreases the memory needed for the MAES in comparison with external random number generators algorithms that need a high memory allocation.
However, this approach in generating the random number IV vectors is not secure. This is because the key expansion algorithm is not considered as a complex random number generator due to the simplicity of its design. Therefore, in order to increase the complexity of the MAES, an external random number generator can be used.
An external random number generator will allow generating a complex random numbers (pseudo RNG) [10] that needed to generate the IV vectors. This will increase the security of the MAES.
The new design uses the "sha3" which is one of the HASH functions [10] as a random number generator. This is illustrated in Figure 5 . The pseudocode of the algorithm that uses the sha3 function to generate the one IV vector is shown in Figure 6 . While the pseudocode of the sha3 function to generate the 16 IVs vectors is shown in Figure 7 .
The HASH functions have a high complexity and high speed. This encourages using them in the MAES as IVvector generator [11] . 
EXPERIMENTAL RESULTS
The modified scheme was implemented and the result proves that the efficiency of the MAES. The simulation is done on a desktop computer device with core i7 with 2.4 GHz clock.
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At the initial stage of encryption, the modified key expansion phase result in table 1. It is clear that the original algorithm is faster than the modified because the introduced xor operation in the new scheme. The result in Table I shows that using an external random number generator will increase the time needed to generate the IV vector in the first approach to the twice of the time needed in the original AES Key expansion algorithm. However, this time is less than the time needed in the modified AES key expansion algorithm, which includes the original AES key expansion process. On the other hand using the external approach will increase the time needed to seven times greater than the AES algorithm and double the time needed for the modified key expansion algorithm. Needless to say that this process is done at the initialization and has a little effect on the total consumed time. Table II In Table II , the difference between the two algorithms is clear. When using an optimized implementation for the MixColumns stage the time is reduced to the half in the encryption process. However, the decryption process has more complex operations in the MixColumns stage. Therefore, the time needed for the permutation stage is lower by 50 times compared to the MixColumns stage.
The overall time consumption for the encryption and decryption process is shown in table III. In this table, the time of the encryption decreases to the half when using the AES implementation while the decryption time decrease to on-fifth. These results are a little worse when using optimized implementation for the AES algorithm. The optimized implementation depends on assumptions found in the hardware used to decrease the time needed for the Mixcolumns stage. Therefore, the encryption time for the MAES decreases slightly and decryption time decreases to the half.
The overall results show that even when using an optimized implementation, which cost more memory, the MAES is still the fastest.
SECURITY ANALYSIS
A. introduction
To ensure the security of the encrypted data and the encryption algorithm the MAES must pass several security tests. Here, the following three tests will be examined: 1-The key space analysis. 2-The histogram statistical analysis. 3-The information entropy analysis.
B. Key space analysis
The key space analysis depends on the encryption key length [12] . It also depends on how much the attacker need to decrypt the data using a brute force attack (which depends on trying all the possible keys to decrypt the data) [13] . For example, if the key length is 3 bits then the attacker need to try only 8 keys (2 8 ) to break the encryption. In the new algorithm, the key length is still as the original algorithm so the key space to perform the brute force attack is (2 128 ) or (2 192 ) or (2 256 ) depending on the key size. Such combinations make the brute force attack invisible so this is a reliable implementation for a practical use.
C. Histogram Statistical analysis
Histogram is a statistical test that describes how the bytes distributed [14, 15] . In a file including a plaintext (not encrypted data), there is some duplicated bytes and this can leak some sort of information about the data. From this point, any encrypted data must have equally distributed bytes so no information is leaked from the http://journals.uob.edu.bh histogram of the encrypted data. The histogram for the new scheme is shown in figure 8 . Figure 8 shows the difference between the histogram of the original image before the encryption and after the encryption process. The original image has some peaks that gives some details about the image nature.
These include repeated colors and repeated patterns in the data. The histogram for the MAES shows equal distribution for all bytes of the data due to encryption algorithm random number factor which leads that the output data to be as random as possible. Hence, no data can be leaked in this scheme. 
D. Information entropy analysis
The entropy is a measure that indicates the randomness level of the data [16] . For security purpose, the output of the encryption algorithm must appear as random as possible [17] . For the 8-bit algorithm base (one byte), the entropy must be 8 to indicate a complete randomness for the data. For the modified algorithm as well as the original AES, the entropy is less than 8 by a small margin. The entropy for the new scheme compared with the original AES algorithm shown in table 4 proves that the new scheme still save the entropy of the file while the 16-IV scheme is better than the original. 
CONCLUSION
Companies use Cryptography and encryption to protect the sensitive data from unauthorized access or modification.
One of the wildly used algorithms is advance encryption slandered (AES), this algorithm suffers from consuming unnecessary time to achieve the complexity requirements. This hinder using it in real time applications.
Several modifications have been done on the algorithm to reduce the consuming time or to increase the complexity of the algorithm. However, all the modifications concentrate on one purpose which is to decrease the consumption time or to increase the complexity of the algorithm.
In this paper, a new modification is applied on the AES algorithm to adapt the AES algorithm for real-time applications. The new algorithm which is called MAES can increase the speed of the encryption and decryption processes while maintaining the complexity of the encryption as high as possible.
The modification can increase the speed of the algorithm by replacing the Mixcolumns stage with xor operation; while the complexity requirements are achieved using random number generator depends on the key to generate the IV vector. The results verify that the modified scheme is faster than the standard AES algorithm while preserving the complexity level.
This MAES will be a good step in the next generation of applications that considers both speed and complexity as critical issues such as blockchain algorithms.
