We develop a fully continuous model for colloidal suspensions with hydrodynamic interactions. The Navier Stokes Phase Field Crystal (NS-PFC) model combines ideas of dynamic density functional theory with particulate flow approaches. The proposed dynamical equations are shown to be energy stable. The system is numerically solved using adaptive finite elements. The resulting approach is validated against computational and experimental studies for sedimentation.
Introduction
Simple fluids can be coarse grained, considered as a continuum and very well described by the Navier-Stokes equations. A quantitative description can be achieved down to the nanometer scale. This simple treatment is not necessarily valid any more for colloidal suspensions. Here, colloidal particles with typical size of nanometers to a few microns move due to collisions with the solvent molecules. Additionally, the colloidal particles interact with each other and induce flow fields due to their motion. These hydrodynamic interactions are shown to be of relevance in various practical application, e.g. colloidal gelation (Furukawa & Tanaka 2010) or coagulation of colloidal dispersions (Matsuoka et al. 2012) . To calculate nonequilibrium properties of such systems therefore requires to consider both short-term thermal Brownian motion as well as long-time hydrodynamic interactions. The difficulty thereby arises from the differences in time-and length scales, see e.g. (Padding & Louis 2006) for an overview and a proposed coarse-graining description. Various approaches have been developed to consider hydrodynamic interactions within Brownian dynamics in an effective way. One of the most popular approaches is Stokesian dynamics (SD) within the low Reynolds number limit (Brady & Bossis 1988) . The hydrodynamic interaction is thereby incorporated in an approximate analytical form, assuming to result as the sum of two-body interactions. The approach rules out many-body interactions, is difficult to implement for complex boundary conditions and is relatively expensive. As an alternative, direct numerical simulations, which involve determining fluid motion simultaneously with particle motion, are proposed. In these methods, the colloidal particles are fully resolved and coupled with the Navier-Stokes equations. We obtain a coupled discrete-continuous description. Our aim is to derive from these models a fully continuous system of equations. This has the advantage of an efficient numerical treatment, the possibility of a detailed numerical analysis and offers a straight forward coupling with other fields. The model will serve as a general continuum model for colloidal suspension, providing a quantitative approach down to the length scale set by the colloidal particles and operating on diffusive time scales.
We will consider two different approaches: (a) a dynamic density functional theory (DDFT) approach, and (b) classical particulate flow systems. Our fully continuous model for colloidal suspensions with hydrodynamic interactions can be viewed as a combination of both approaches.
Dynamic density functional theory (DDFT) approach
Overdamped dynamics of colloidal particles can be modeled using dynamic density functional theory (DDFT), developed in (e.g. Evans 1979; Dieterich et al. 1990; Marconi & Tarazona 2000) . The theory describes the evolution of a one-particle density ̺ and incorporates the interactions of the colloidal particles via an excess free energy contribution, which can be linked to their interatomic potential. The evolution is driven by conserved dynamics of a free energy F = F id + F ext + F exc , with the ideal solution part F id , the external part F ext and the excess free part F exc . Various approximations exist for the excess term, e.g. Rosenfeld fundamental measure theory for hard particle interactions (Rosenfeld 1989; Rosenfeld et al. 1996) , weighted density approximation (Henderson 1992; Graf & Löwen 1999 ) and a Ramakrishnan-Youssouff (RY) approximation introduced in (Ramakrishnan & Yussouff 1979) . In Rauscher 2010 ) the last approach is extended by an advective term and the flow around an obstacle is considered. The obstacle is thereby fully resolved and the velocity of the surrounding fluid is considered with a no-slip boundary condition on the obstacle surface. The equation reads
with a given velocity field u and a mobility coefficientM . Further approximations of the RY theory lead to the Phase Field Crystal (PFC) model (van Teeffelen et al. 2009 ), which was phenomenologically introduced by (Elder et al. 2002) by considering a mass-conserving gradient flow of a Swift-Hohenberg energy (Swift & Hohenberg 1977 )
where r is a phenomenological parameter related to the temperature of the system and q 0 a constant related to the lattice spacing (we take q 0 = 1 in the rest of the paper).
Here ψ describes the density deviation from a reference density. The relation between the particle density ̺ and ψ is given by
2 )) and F sh can be viewed as an approximation for F id + F exc , see (van Teeffelen et al. 2009 ) for a detailed derivation. The gradient flow considered in (Elder et al. 2002) is the H −1 -gradient flow
The derived evolution in (van Teeffelen et al. 2009 ) has a density dependent mobility coefficient and is related to the Wasserstein gradient flow (see Jordan et al. 1997 ) 4) with M (ψ) 0.
As for the DDFT approach in (Praetorius & Voigt 2011) an advected PFC equation is proposed to model flowing particles in a confined geometry. The equation reads
Hydrodynamic interactions are not considered in any of these approaches. DDFT models considering them are already studied in (e.g. Rex & Löwen 2008; Archer 2009; Goddard et al. 2013) . However, these approaches are currently not numerically trackable in an efficient manner. We will therefore follow a different approach.
Particulate flows
Typical approaches to simulate particulate flows on larger length scales consider a NewtonEuler equations for each particle to describe their motion as a rigid body and combine this with a Navier-Stokes solver for the flow around these particles. Various numerical approaches have been proposed to model this flow and the incorporation of a no-slip boundary condition on the particle surface, see (e.g. Glowinski et al. 2001; Uhlmann 2005; Apte et al. 2009; Kempe & Fröhlich 2012) . Examples for numerical approaches are the fictitious domain and immersed boundary method. All these approaches use the general idea to consider the particles as a highly viscous fluid, which allows the flow computation to be done on a fixed space region. The no-slip boundary condition on the particle surface is thereby enforced directly or implicitly, depending on the numerical approach. All these methods combine a continuous description of the flow field with a discrete off-lattice simulation for the particles.
Similar ideas are already used for colloidal suspensions in the fluid particle dynamics model (FPD) by (Tanaka & Araki 2000) . Here again, the particles are considered as a highly viscous fluid. Their shape is constructed using a tanh-profile with a specified radius and interface thickness and their centers of mass interact via an interparticle potential. The approach can also be seen as a modification of a classical "Model H" (Siggia et al. 1976; Hohenberg & Halperin 1977) , with a fluid and a particle phase and the driving force in the Navier-Stokes equations governed by the interatomic potential. The approach again combines continuous and discrete descriptions.
Towards a fully continuous description
Our aim is to derive a fully continuous model by combining the FPD model with the PFC approach. A first step in this direction has already been done in (Menzel & Löwen 2013) , where the interaction potential is already replaced by the PFC approach. The discrete off-lattice simulation for the particles is no longer needed, the particle positions and velocities result from the advected PFC model. However, the forcing term in the NavierStokes equations still requires to identify the position and velocity of each particle and thus the approach still has a discrete component.
The aim of this paper is to overcome this discrepancy and to derive a fully continuous model. We will therefore first clarify the relation of the different approaches in (Praetorius & Voigt 2011; Tanaka & Araki 2000; Menzel & Löwen 2013 ). We will show, that all the discrete coupling terms can be approximated with a simple continuous expression. We demonstrate, that the resulting model leads to dissipative dynamics of an energy, incorporating the kinetic energy F kin and the Swift-Hohenberg energy F sh . To be practically applicable, we consider a variant of the model, to also allow the flow of individual particles. The model uses ideas of the PFC model, introduced in (Chan et al. 2009 ) and (Praetorius & Voigt 2011 ). We will validate our approach on various examples and demonstrate its applicability for large numbers of colloidal particles.
Derivation of a fully continuous model
In (Praetorius & Voigt 2011) an advected PFC equation is proposed to model flowing particles in a confined geometry. The approach is based on advected DDFT models given in Penna et al. 2003; Krüger & Rauscher 2007 ) and deviates from the classical PFC models of (Elder et al. 2002; van Teeffelen et al. 2009 ) just by an additional advection term
where u is a prescribed velocity-field, M (ψ) a density dependent mobility coefficient, i.e.
, with a constantM and a reference density ψ ref .
In (Praetorius & Voigt 2011) it is argued, that in confined geometries, respective systems with geometrical obstacles, in which the interaction with the boundaries is modeled by repulsive potentials, this density dependent mobility is necessary to bound ψ from below. ψ ♮ := δF [ψ]/δψ denotes the thermodynamic conjugate of the density ψ with respect to the considered energy, in this case the Swift-Hohenberg energy F sh , as in (1.2), for q 0 = 1:
The proposed approach is not necessarily dissipative and by no means considers hydrodynamic interactions.
A different perspective is considered in (Tanaka & Araki 2000) . Here a model is introduced, that describes the motion of discrete colloidal particles with positions r i , and velocities v i and the evolution of a flow field, where the colloidal particles are suspended in. The basic idea is to introduce concentration fields φ i (r) for each particle, based on a tanh-profile, with a specified radius and diffuse interface. A space-dependent fluid viscosity η, as a function of φ i , is introduced to describe the rigidity of the particles, and a force term is introduced to account for the particle interaction in the flow equation
with σ = −pI + η(r)(∇u + ∇u ⊤ ) the hydrodynamic stress tensor. The force-term F := F
[ta] is chosen as the negative gradient of an interaction potential V (e.g. a Lennard-Jones type potential), multiplied with the particle-concentration field φ i , i.e.
The fluid viscosity η is modeled as
with η l < η p , i.e. liquid viscosity and particle viscosity. In (Nakayama & Yamamoto 2005) it is argued, that the artificial diffusivity ∆η = ηp η l must go to ∞ for the particles to become rigid. In their method, they have introduced a different body force to guarantee this rigidity without taking large values of the viscosity ratio. However, we will here only consider the original FPD approach. Within each time step, the velocity at the center of each particle v i is extracted from the continuous field u and the particle positions are updated according to r i := r i + ∆tv i , with ∆t the simulation time step.
In (Menzel & Löwen 2013) both approaches are combined. The interatomic potential is encoded in the Swift-Hohenberg energy and the particle positions evolve according the an advective PFC equation. The forcing term F := F [ml] in the Navier-Stokes equations now ensures the fluid velocity u to be equal to the particle velocity v i at the particle position r i , i.e.
with γ ≫ 1 and delta-function δ(·). Thereby, position and velocity of each individual particle must be extracted from the density field ψ and then explicitly inserted into the expression of the forcing term. The fluid viscosity η can be modeled as before, but now ψ can directly be used to distinguish between the background fluid and the particles. The force term (2.6) constrains the fluid velocity to be equal to the particle velocity at the center-of-mass position of the particles. This approach is valid only in the case of point-like particles, i.e. particles with radius 0 < a ≪ q 0 = 1. For larger particles a force of the form F := F [dd] , with 7) is more realistic. This ansatz is hightly related to the diffuse domain approach (Li et al. 2009) , where this force is shown to converge to the no-slip boundary condition u = v i at the i's particle surface, if the interface width goes to zero. Thereby γ has to be related to the interface width, see (Franz et al. 2012 ) for a detailed convergence study.
In the following, we give a new formulation of a continuous force term that can be evaluated without extracting individual particle positions and velocities, which is derived from (2.4), (2.6) and (2.7). At first, we relate the density field ψ, described in (2.1), to a delta function δ(r) and to a concentration field φ(r) = i φ i (r). In a second step, the particle velocities are shown to arise directly from the evolution equation (2.1).
Approximation of a delta-function
Let dist(r) be the distance function of r to the fixed center-of-mass coordinate s of a particle. The delta-function δ(r − s) can be approximated as
with ǫ > 0 a small parameter, that defines the width of the smeared out region of δ ǫ , (e.g. Sussman et al. 1994; Engquist et al. 2005; Towers 2007) . It can be shown, that δ ǫ converge weakly to δ, i.e.
Our aim is to derive a similar approximation using the density field ψ. For the classical PFC equation in 1D, a one-mode approximation of the density ψ is given by ψ om (r) = A cos(q 0 r) +ψ, (2.9)
where A, q 0 andψ are constants, that define the amplitude, lattice constant and mean density of the field. We introduce
After appropriate normalization, we obtain
as a sequence of nascent delta functions. Figure 1 shows the first three elements of this sequence in comparison with the classical Gaussians δ 
Approximation of concentration fields
The concentration field φ i in (Tanaka & Araki 2000) is defined as
with r i the center-of-mass position of the ith particle, a the particle radius and ǫ a small parameter, that defines the width of the smoothing region. We now interpret ψ (0) in (2.10) as a concentration field. It has value one at the maxima of the cosine profile and zero in between. The transition is very coarse, but gives an approximation of the tanh-profile of φ(r) = i φ i (r), which can be refined as 12) where σ = 1 2 1 + cos(q 0 · a) is a shifting parameter and a the particle radius, see figure  2 for a realization.
In order to define the viscosity field, we adopt the expression (2.5) and insert for φ(r) the field above. Thus, we introduce a viscosity field depending directly on the PFC density field ψ, using the transformation (2.12) as
(2.13)
Peak velocities
In the model of (Menzel & Löwen 2013) , the difference between particle velocities and the fluid velocity build the force included in the Navier-Stokes equations (2.6). The particle velocities are discrete values, that must be extracted from the evolution of the density field by tracking all the maxima individually. However, this is not necessary. By reformulating the evolution equation as a transport equation, they can be directly extracted.
We start from the advected DDFT equations (1.1) proposed in (Penna et al. 2003; Rauscher et al. 2007) . Assuming a divergence free fluid velocity field, we obtain ∂ t ̺ + ∇ · ̺(u −M ∇(δF [̺]/δ̺)) = 0. This can be seen as a transport equation for the density ̺ with velocity u−M ∇(δF [̺]/δ̺). Inserting F sh from (1.2) and using Figure 2 . Transformation of the density field ψ into a tanh-concentration field, for different particle radii. The lattice constant is q = 1.
we obtain δF δ̺ = δF δψ
which leads to a continuous description of the particle velocities
We can write the force term (2.6) in the continuous form
14) with δ (k) the nascent delta function (2.11), that approximates δ Ω = i δ(r − r i ). The first-order approximation of this force can thus be written in the fully continuous form as
Navier-Stokes-PFC model
The full model thus can be written as
with F = −λψ∇ψ ♮ and λ = M * /A. We further haveσ = −pI + η(ψ)(∇u + ∇u ⊤ ) and
Besides the definition of ψ ♮ , these equations have exactly the form of "Model H" as considered in (Jacqmin 1999 ).
We derived from existing discrete-continuous descriptions a fully continuous model for colloidal suspensions with hydrodynamic interactions and full particle resolution. The force F is thereby directly related to the considered forces before F
[ta] , F [ml] and F [dd] .
Energy dissipation
To demonstrate thermodynamic consistency of the model we consider a more general system in which besides the Swift-Hohenberg energy F sh and a kinetic energy
we also consider an external energy
with an external potential U (r). The factor M (ψ) = ψ−ψ min arises from scaling and shifting of the system variable ψ from a physical density ̺. As argued in (Praetorius & Voigt 2011) , the external potential introduces a density valley near the wall or obstacle that could enforce negative densities (or densities below a minimal feasible value ̺ min = 0, or ψ min = −1.5, respectively). To ensure positivity, we add an additional penalty term, e.g.
with β ≫ 1, or as considered in (Chan et al. 2009 )
with n an odd integer exponent, e.g. n = 3. We will consider both possibilities and show energy dissipation of the derived model for F = F kin +F sh +F ext +F penalty = F kin +F pfc . The general evolution equations for mass and momentum conservation read
where F
[en] and j to be determined to justify thermodynamic consistency. Let Ω be a fixed domain with Lipschitz-boundary. The time-evolution of the energyḞ can be split intoḞ we assume that the boundary integrals vanish by introducing appropriate boundary conditions, we get for the kinetic part of the energẏ
The derivative of the PFC-part of the energy readṡ
With
with mobility M pfc > 0 energy dissipation holds, aṡ
Using incompressibility again, we get the relation to the force and flux terms derived before. For the parameters M * /A = 1 we obtain
and with M pfc = M (ψ) the above set of equations. Our derived continuum model thus fullfills thermodynamic consistency. By weighting the energy parts F kin and F pfc the prefactor M * /A can be chosen relative to the appropriate weight.
Numerical studies
We now turn to quantitative properties of the model and compare it with the FPD approach of (Tanaka & Araki 2000) for various situations. We rewrite the Navier-Stokes-PFC system as a system of second order equations
with M (ψ) =M and p α := p [0] . This systems has to be solved for u,p, ψ, ψ ♮ and ν in a domain Ω with boundary conditions depending on the concrete example. To numerically solve this system of partial differential equation we apply an operator splitting approach (Axelsson & Neytcheva 2011 ) with a sequential splitting, where we solve the PFC equations first, followed by the Navier-Stokes equations. In time we use a semiimplicit backward Euler discretization with a linearization of all nonlinear terms, i.e. a one-step Newton iteration. In space we discretize using a finite element method, with Lagrange-elements, e.g. a P 2 /P 1 Taylor-Hood element for the Navier-Stokes equations and a P 2 element for ψ, ψ ♮ and ν in the PFC equation. We further use adaptive mesh refinement, leading to an enhanced resolution along the particles. The system is solved using the adaptive finite element software AMDiS (Vey & Voigt 2007) .
Sedimentation of one spherical particle in a confinement
The objective of the first study is to calculate the position and velocity of a spherical particle (circular disk) settling down in an enclosure due to a gravitational force g. In order to include this force, we use a Bousinesq approximation and add the forcing term F g := φ(ψ)g to the Navier-Stokes equations in (4.1).
The box dimensions are chosen to be large compared to particle size in order to minimize the influence of the side walls to the motion of the particle. All lengths are normalized by the particle interaction distance d = 4π/ √ 3, i.e. the lattice constant. We consider the following boundary conditions (see figure 3 )
with n the outer normal to ∂Ω. For various fluid viscosities we have analyzed the trajectory of the particle and its velocity. Due to the symmetry of the system we expect a symmetric trajectory, i.e. the particle moving on a straight line down the box. On the bottom of the box the particle slows down and remains at a center position. This gives for all parameters an evolution curve x(t), y(t) , with x(t) ≡ 0 and y(t) shown in comparison with FPD simulations in Fig 4. We further show the comparison of the velocity profile. For both criteria we obtain an excellent agreement, which demonstrates the good approximation properties of the no-slip boundary condition on the particle surface.
In the FPD setup we have used the normalized density field ψ (0) (r) as concentration field instead of a tanh-profile. For treatment of the wall-boundary we have introduced a repulsive potential
with k = 1, p = 20 and dist ∂Ω (r) the distance of r to the boundary ∂Ω of the domain Ω. In order to guarantee a symmetric solution, i.e. the particle falling on a straight line, we have to use a symmetric triangulation of the domain and symmetric quadrature rules while assembling the linear system. Otherwise we get symmetry breaking in the trajectories, as it is also pointed out in the work of (Glowinski et al. 2001) .
Sedimentation of two interacting particles
For two particles sedimenting in a box additional hydrodynamic interactions are expected to influence the motion of the particles. We expect to see the phenomenon of trailing, drafting, kissing and tumbling of the particles that is found in experimental studies (Fortes et al. 2006) and also observed in several numerical studies with various methods, (e.g. Hu et al. 1992; Ritz & Caltagirone 1999; Glowinski et al. 2001 ). Again we compare against FPD simulations where we have to apply direct particle-particle interaction potentials and a boundary interaction potential V B . Since we do not have a one-to-one mapping between these potentials and their representation in the Swift-Hohenberg energy, equality of particle trajectories and particle velocities can not be expected. However, the results qualitatively agree, as can be seen in figure 5 for different fluid viscosities.
The system considered here consists of two particles placed below each other with a Figure 4 . (Color online) Trajectory and velocity of one particle settling down in a box filled with a liquid with fluid viscosity η l = 0.1, particle viscosity ηp = 10, and with gravitational force g = (0, −1). Left: vertical position of the particle, starting from an initial height of 10d, Right: effective velocity of the particle, i.e. d 2 v1(t) 2 =ẋ(t) 2 +ẏ(t) 2 small (symmetric) displacement relative to the middle vertical axis. The initial configuration is chosen as r 1 = (0.1d, 10d) and r 2 = (−0.1d, 9d), with boundary conditions as for the case of one particle. The box size is chosen similar to the one-particle case, but we have used a wider box, i.e. the width is set to 18d instead of 4d, to reduce boundary effects.
The difference in the trajectories can be explained by the difference in the particle interaction potential. To highlight this dependency FPD simulations with different interaction potentials, i.e. Lennard-Jones type interaction and purely repulsive interaction are performed, see figure 6 . The obtained differences in the trajectories and particle velocity are in the same order as the differences if compared with the NS-PFC simulations.
The solution can also be compared qualitatively to the results in (Glowinski et al. 2001; Lin et al. 2011) , where the authors have studied the sedimentation of two hard sphere particles in an narrow enclosure in a similar setup. We observe similar trailing and drafting phenomena. However, they are but not as strong as in the FPD simulations. The particles start in nearly contact and accelerate up to a critical time, when they start moving apart from each other. In the visualized scenarios in figure 6 the particle behind overtakes the other one and reaches the bottom first. In this tumbling phase, both particles settle down nearly parallel to each other. Compared with FPD the particles move further apart and the velocity decreases up to contact with the lower boundary. If the kinetic energy is high enough the particles slide on the bottom wall to the side up to a final rest (not shown in the given plots).
Sedimentation of hundred particles in an enclosure
Considering not only a few, but a larger number of particles, forming square or hexagonal lattices, in a bounded box under gravity give rise to new effects. Particles settle down not homogeneously, but their dynamics strongly depend on the distance to the walls. During the sedimentation process Rayleigh-Taylor-like instabilities and fingering, can be observed and a compression of the particle lattice at the bottom of the box is seen.
Starting from three particles the interaction and motion of the particles becomes chaotic, as pointed out in (Wolf et al. 1997) and is discussed in the overview article (Ramaswamy 2001 ) in more detail. We see similar behavior in our simulations. Starting from a symmetric and regular lattice of particles the trajectories are also symmetric, but due to small numerical errors this symmetry breaks after some time to end up in a chaotic Figure 5 . (Color online) Two particles settling down in an enclosure. Fluid viscosity is set to η l = 1 (top) and η l = 0.1 (bottom), particle viscosity to ηp = 100 (top) and ηp = 10 (bottom) and mobility of the PFC-model to M pfc = 2. Left: trajectories of the particles with coordinates ri(t) = xi(t), yi(t) , i = 1, 2, Right: absolute velocities: Figure 6 . (Color online) Comparison of trajectories (left) and velocities (right) of two particles sedimenting in an enclosure, using the FPD model. Fluid viscosity is set to η l = 0.1, particle viscosity to ηp = 10. The difference in the data results from different particle-particle interaction potentials applied to the simulations. We use as examples here the Lennard-Jones potential VL(k, p1, p2)(r) := k mixture of all particles until they sediment at the bottom of the container. There they can build up hexagonal ordered lattices, but still containing defects, such as dislocations and vacancies. In the free-settling region above the bottom sediment the particles move down and up again due to the strong influence of the surrounding fluid.
We studied a situation of 120 particles arranged in a square lattice in the upper end of a square domain. The initial distance of neighboring particles is set to the lattice constant d. The width of the box is chosen so that 20 particles fit perfectly in one horizontal line, i.e. we have width = height = 20d. Boundary conditions are similar to the case of one, respective two particles. For a gravitational force g = (0, −2) ⊤ we have simulated the sedimentation process in a fluid with viscosity η l = 0.1 and particle viscosity η p = 10. The particles near the side walls start settling down first and due to their motion in the fluid they induce an upwards flow in the center of the domain. A visualization of the sedimentation process can be found in figure 7. There we have drawn black circular disks to indicate the particle positions. Four snapshots are shown, the initial and final configuration and two intermediate states, i.e. the beginning of the development of the instability and a snapshot of partially sedimented particles.
In figure 8 the mean particle concentration ψ (y) is show, which is obtained by averaging over stripes of width d: We can see that the high-concentration region moves from top to bottom over time and that the mean particle density is higher at the bottom of the box than for the initial configuration.
Conclusion
A fully continuous model is developed to simulate colloidal particles in a fluid, interacting via direct particle-particle interaction and via the induced flow fields. The method is based on ideas of dynamic density functional theory and fully resolved direct numerical simulations. The derived NS-PFC system operates on diffusive time scales and provides a quantitative approach down to the particle size.
We have demonstrated the quality of the method in three common test cases, namely the sedimentation of one, two and many particles. For one and two particles we have quantitatively compared the trajectories and velocities obtained by our simulation to simulations with the FPD method and have found good agreement. For the case of many particles we see the expected instabilities and compression at the bottom. figure 7 . The final configuration of particles in a hexagonal lattice has a higher density than the initial configuration in a square lattice.
The formulation as a fully continuous model has several numerical advantages. We expect stable numerical behavior. For the classical PFC equation time step independent stability can be proven for the discrete scheme Wise et al. 2009) . Coupling this to the Navier-Stokes equations will allow larger time steps as in the explicit coupling schemes of FPD, or smoothed profile methods (Nakayama & Yamamoto 2005) . The equation can easily be implemented using a standard discretization scheme. The NS-PFC model has only purely local terms, so that it can be easily parallelized and efficient solvers can be developed, numerical details will be published elsewhere. The system can easily be extended, e.g. in the direction of active particles as already considered in (Menzel & Löwen 2013) with an additional coupling to a polarization field.
