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utiliser  des    méthodes d’apprentissage par  renforcement telles  que  les 
processus  de  décision de Markov partiellement  observables  (POMDP). 



















En   outre,   le   couplage   entre   un   système   résumé,   reposant   sur   un 
modèle statistique par POMDP, et un système expert, reposant sur des 



























































































































































Rapidement,  des propositions ont été   faites  pour réussir   le   test de Turing.  Ainsi,   le 






saire  d’élaborer  des  mécanismes beaucoup plus   complexes   reposant   sur   la  modélisation 
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sont   deux  des   composants   constituant  un   système de   dialogue.   Le  







































































































sens d’un tour de parole dans  le cadre  d’un dialogue.  On peut  les  classer de  la   façon 
suivante : 
































































































1 A: Dans quelle ville sommes­nous, s’il vous plait ? LOCATION = ? null 
2 B: À Avignon. LOCATION = Avignon from_B 




















logiques.  Cette   représentation  permet  de   réaliser   des   inférences   logiques   à   partir   d’un 





















tiques. Le projet  FrameNet  [Baker et al. 1998]  propose d’utiliser la notion de  frame  pour 
avoir une représentation sémantique à la fois générique et adaptable à la tâche.
Cette notion de  frame  trouve son origine dans les travaux de  [Fillmore 1985], Fillmore 





Ainsi  le  projet FrameNet a permis de créer un dictionnaire de termes associés à  un 




















Definition: An Operator manipulates the substructure of a System such that the System performs the 
function it was created for. This frame differs from the  Using frame in that this frame does not 
profile the purpose of an agent but rather their manipulation of an entity (System/Instrument). In the 
case of using, the Agent need not manipulate the Instrument at all, as in: Mrs. Adams used the room 
as a place to hang the family laundry to dry. 
This true story of domestic bliss was related to me by a friend of mine who for a time OPERATED a bar  
in San Francisco. 
A California man has plead guilty to federal charges that he RAN a pyramid scam which defrauded  
nearly 7000 investors. 
Core FEs1: 
Operator (Sentient) : The invididual who manipulates the substructure of the System. 
WELS Kingdom Workers OPERATES this  program for students interested in  doing ministry for  a  
summer job. 
  
System (Physical_entity) : The entity that the Operator gets to perform its intended function. 
Robert Faye, who has RUN the organization since its inception in 1991, said all the money the group  
has raised has been properly distributed. 
Non-Core FEs: 
Duration (Duration) : Duration denotes the length of the time interval in which the Operator runs the 
System. 
The vendor has OPERATED this business for the last 7 years. 
  
Manner (Manner) : Any description of the running of the System which is not covered by more specific  
FEs,  including secondary  effects  (quietly,  loudly),  and general  descriptions comparing events  (the 
same way). In addition, it may indicate salient characteristics of an Operator that also affect the action 
(presumptuously, coldly, deliberately, eagerly, carefully). 
The farm is  owned  and carefully  OPERATED by  John  and  Janice  Maloney  in  Newberry  Springs,  
California. 
  
Means (State_of_affairs): This FE identifies the Means by which an Operator runs the System. 
By the end of the film you’ll be marveling at Buster’s dexterity while he OPERATES the steamboat by  
climbing up and over or jumping down and around the ship. 
  
Place (Locative_relation) . This FE identifies the place where the Operator runs the System. 
North Korea OPERATES a Restaurant in Vietnam. 
Purpose (State_of_affairs) : This FE identifies the purpose for which an Operator runs the System. 
The City OPERATES the system to ensure high quality water at competitive rates. 
  
Time (Time) : This FE identifies the time when the Operator runs the System. 
This  guaranteed  donation  to  the  charity  was  begun  by  Eric  Von  Stroh,  Mike  Cioli  and  Andrew 
Seligson, the three men who RAN the business last year. 
  
Inherits From: Using 




Is Preceded by: 
Uses: 
Is Used By: Operational_testing 
Perspective on: 
Is perspectivized in: 
Is Causative of: 
See Also: 






















projet Port­MEDIA  [Lefèvre et al. 2010;  Jabaian et al. 2010] afin d’étudier la portabilité des 
modèles sémantiques d’une langue à une autre.
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apport   d’information,   ou   bien   une   question   fermée   suivi   d’une   réponse   positive   ou 
négative). Puis, en cherchant à généraliser ce concept, on a commencé à utiliser des gram­




modèle  dynamique  de  [Luzzati   1989]  ou  le  modèle  hypotético­expérimental   (MHEX) de 















Le  modèle  de  Croyance­Désir­Intention  (BDI1)  de  [Litman  et  Allen   1984;  Allen  1995] 
ajoute   un  niveau   cognitif   à   la  modélisation   du   dialogue  en   définissant   les   notions   de 
croyance, de désir et d’intention à  l’aide de la logique du premier ordre. Ce paradigme 












































Mellon utilise   le  gestionnaire de dialogue Ravenclaw  [Bohus et  Rudnicky 2003;  Bohus et 
Rudnicky 2009]. Il est open­source et peut donc être utilisé pour tester des variations autour 
du paradigme du modèle d’agenda. Plusieurs systèmes ont ainsi  été  développés grâce à 




























































































but   de   réaliser   un   but   conjoint;   d’autres   approches   sont   fondées   sur   la   négociation 
[Dillenbourg et Baker 1996], et d’autres reposent sur un modèle de frames (sans rapport avec 




















































Dipper Information state Tâches multiples Déterministe [Bos et al. 2003]






























• Ceux qui  modélisent   l’incertitude sur  l’état  de dialogue de  façon  ad­hoc,  ou de 
manière très spécifique.
• Ceux qui  permettent  de   tester  des  hypothèses  d’apprentissage  automatique  par 


































































permettent   de   planifier   une   stratégie   tenant   compte   de   l’état  






































































P (st+1jst; at¡1; st¡1; :::) = P (st+1jst; at)
rt = r(st; at; st+1)
rt





l’environnement représentée par l’état   . Cette décision est dirigée par une stratégie    
suivie par le système.   donne l’action   à prendre en fonction de l’état courant   :
  (6)






































rt rt = r(st; at)
rt = r(st; at; st+1)
P (st+1jst; at¡1; st¡1; :::) = P (st+1jst; at)
P (otjst; at¡1; st¡1; :::) = P (otjst)




rique   observé   .   En   particulier,   elle   possède   la   propriété   (11)   selon   laquelle   toute 






















































b0(s0) = k:P (o0js0)
X
s2S
P (s0ja; s) b(s)



















POMDP. La résolution d’un MDP consiste à  trouver une stratégie     optimale selon  le 
critère défini ci­dessous (17). 
Récompense cumulée
La récompense immédiate    (4) permet de définir la récompense cumulée   obtenue 
par le système depuis la date  ..
    (13)
















V ¼(s) = E
ÃX
t






























al. 2009]  propose de l’échantillonner et d’utiliser un algorithme de  k  plus proches voisins 
pour l’appliquer.
Les algorithmes par itération de la fonction valeur fournissent généralement une suite 

























V ¼(s) = E (rt + ° V ¼(st+1) j st = s; at = ¼(s))












triviaux du fait  de  leur complexité.  Cependant,  des algorithmes récents tels  que PBVI1 
















































M : B! ~B








































Il est possible d’effectuer une autre approximation en réduisant encore l’espace     de 
recherche de la meilleure stratégie. Il s’agit cette fois de diminuer la taille de cet espace en 
partitionnant l’espace des actions   . Pour cela on définit une fonction     permettant de 







a 2 A ~a 2 ~A ~a
ª : ~A£ B! A

















¼(b) = ª(~¼(b); b)
¦ = f¼ : B! Ag






























































~B = f¼(b) = ª(~¼ ±M(b); b) =~¼ : ~B! ~Ag
1.3 Application au dialogue oral
1.3 Application au dialogue oral
Résumé  :   Les   méthodes   de   renforcement   (POMDP)   peuvent   être  
appliquées   dans   un   système   de   dialogue   pour   effectuer   une  
planification   tenant   compte  de   l’incertitude   sur   l’état  de  dialogue.  
Cependant, il est nécessaire de simplifier le modèle pour en contrôler  














































ce domaine,  la question de savoir quel est  le modèle   le  plus approprié  à   la gestion du 
dialogue n’est pas résolue.















optimale.   Pour   éviter   de   réaliser   ce   choix   délicat   de   façon   approximative,   certaines 
méthodes [Chandramohan et al. 2010] visent à l’apprendre automatiquement en résolvant le 
problème de renforcement inverse (IRL1) à partir d’une stratégie humaine. [Fard et al. 2008] 
s’est également  intéressé  à   l’influence sur  la  stratégie   finale  de  l’erreur commise sur  le 
modèle de transition (dans un cadre MDP et dans un cadre POMDP, voir ci­dessous).
Un état de l’art sur l’apprentissage par renforcement est proposé dans [Kaelbling et al. 



























s = (au; g; h)
au













































cette  modélisation  par   exemple,   dans  une   situation  de   conduite   automobile,   lors   d’un 
dialogue intervenant entre le conducteur et son ordinateur de bord. Lors d’une interaction 
orale entre un conducteur et le système embarqué, le niveau sonore lors du tour de parole 
du   système   peut   permettre   d’estimer   le   risque   d’erreur   de   perception   de   l’action   du 







































système qu’il souhaite des informations sur la ville  x.  L’acte  bye  correspond au désir de 
l’utilisateur  de   terminer   le  dialogue.  Remarquons  qu’on  pourrait   considérer   l’acte  bye 
comme un acte inform(F=Fini). Ce choix sémantique est réalisé lors de l’implémentation 
du module de compréhension (SLU).
Par   exemple,   l’observation   du   tour   courant   peut   être   constituée   de   deux   actes   de 
dialogue, bye avec score de probabilité de 0,6 et inform(C = « Avignon ») avec score 
de probabilité de 0,2 :
 o = [ (bye ; 0.6) , (inform(C = « Avignon ») ; 0.2) ]  (31)
Une  telle  observation   signifie  que   l’utilisateur   souhaite  mettre   fin  au dialogue   (avec 




















Si l’on dispose d’un modèle de probabilité connu indiquant les dépendances     et 
, cette formule peut­être utilisée directement pour la mise à jour du vecteur de 














but utilisateur   , et d’historique de dialogue   . Nous verrons que 



























P (h0jg0; au0; h; a) b(s)
b0(s0) = k:P (o0js0)
X
s2S
P (s0ja; s) b(s)

































qui   ne  permet  pas   d’assurer  un   contrôle  de   la   qualité  du   système obtenu.  Comme  le 
remarque  [Pieraccini et Huerta 2005], la complétude de la conception de l’interface utilisa­












de  dialogue oral  homme­machine   :  POMDP résumé  [Williams et  Young 2005],  POMDP 





























appelé  POMDP résumé.  Les   tailles  des espaces  d’état   et  d’observation de ce  POMDP 
résumé   sont   réduites   afin   de   minimiser   l’explosion   combinatoire   intervenant   dans   le 
POMDP maitre.















































































Concernant la conception de ces fonctions résumées  ,   et  , elles sont génériques 


















































utilisée  soit  appropriée  à   la   représentation de  la  croyance courante,  elle  est  générée  en 
accord avec les actes de dialogue des interlocuteurs (l’utilisateur et le système). Elle utilise 
de plus comme modèle une structure prédéfinie appelée « ontologie du domaine », représen­
tée figure  1.3. La partition est alors adaptée à la croyance  b  et on constate que les états 
regroupés dans une même classe possèdent la même valeur de croyance. Notons que des 
états de même valeur de croyance ne sont pas nécessairement dans la même classe.










































exemple,   le  modèle  du but utilisateur est déterministe1  et  tel  qu’une action déterminée 
(findalt : chercher une solution alternative) déclenche un changement de but. Le modèle 











































P (o j o(i) = au) = P (o)
P (o(i) = au)
:P (o(i) = au j o)
=
P (o)
P (o(i) = au)
:pi
¼ k0pi
P (o j au) ¼ k0pi
o(i) fo(i) = aug
pi
o = (o(i); pi)






P (au = ®jo) ·
X
®2A

































































P (h0jg0; au0; h; a) b(s)






































































softmax.   (équation   (41)).   La   valeur   du     optimale   est   alors   trouvée   en   utilisant   une 
méthode de descente de gradient appropriée.
  (41)






























































Résumé  :   L’entrainement   de   systèmes   statistiques   requiert   une  
quantité   de   données   importante.  De   plus   la  nature   interactive   du  
dialogue   pose   le   problème   du   mode   d’obtention   des   données.  
L’utilisation d’environnements de simulation permet de générer des  







































































































Certaines   des   limitations   de   la   simulation   d’utilisateur   par   un   modèle   d’agenda 













champ et la volonté de terminer le dialogue. Les nœuds I (Expertise),  R  (Résultats),  M 
­ 67 ­ 
P (aujH) ¼ P (auja)
1.4 Simulation

















Le  modèle   de   bruit   utilisé   est   un   point   important   qui   influence   la   robustesse   des 
systèmes, beaucoup de travaux ont été effectués à ce sujet. Les modèles de bruit simples tels 
































Résumé  :  Pour  juger  de   la pertinence  des  différents  paradigmes de  
système de dialogue, l’évaluation des performances d’un système de 
dialogue peut être réalisée par des tests avec des utilisateurs réels (par  
un   questionnaire)   ou   par   des   utilisateurs   simulés.   Par   régression 





































































Le   tableau  1.6  donne  un  aperçu de  différentes   évaluations  de   systèmes  de  dialogue 



























3 180 Enseignement (tutoring). [Ai et Litman 2008]




HIS 40 1 160 Informations touristiques. [Schatzmann et al. 2007a]
Adamach 5 423 Gestion des examens. [Varges et al. 2008]
20 8 160 Stratégie de clarification. [Varges et al. 2010]













Ce   questionnaire   évalue   de  multiples   critères   et   offre   une   évaluation   des   différents 
composants   du   systèmes   de   dialogue   (ASR,   TTS,   compréhension   et   gestionnaire   de 
dialogue). La qualité de l’implémentation est également estimée à travers le critère de rapi­
(1) Le Spoken Dialogue Challenge a été réalisé avec de véritables utilisateurs en sélectionnant 



















Les  évaluations  par  des  utilisateurs  humains   sont   longues  et   coûteuses  à  mettre   en 
œuvre. Afin de l’automatiser partiellement, le paradigme d´évaluation PARADISE  [Walker et 





















du  processus  de  notation   (remplissage  du  questionnaire).  [Pietquin   2006]  propose  de   le 
modéliser par un réseau bayésien interne à un utilisateur simulé. Affinant cette idée, des 
travaux récents cherchent à obtenir une modélisation plus fine de l’utilisateur  [Möller et 







































pression de  l’utilisateur.  Ainsi,   le  module  de compréhension doit  pouvoir  modéliser  des 
tours de parole complexes (c’est­à­dire plus complexes qu’un formulaire prédéfini). Le but 
de l’utilisateur et l’état de dialogue doivent pouvoir être représentés dans leur structure 








































2.1 Module   de   compréhension   et   état   de   dialogue 
non contraints
Résumé :  Pour représenter  des   tours  de  parole  de   l’utilisateur plus  
complexes,   nous   proposons   d’utiliser,   dans   le   module   de  
compréhension,  un  modèle   sémantique  plus   flexible  que   celui  d’un 
formulaire   prédéfini.   Dans   le   gestionnaire   de   dialogue,   cette  












































































































corpus en  frames.  Elles reposent donc sur un fondement théorique  linguistique mais ne 










































































req1 Avignon avec piscine et internet Autorisée 0
req2 Avignon avec piscine Autorisée 1




















Résumé    :  La  projection  dans  un  espace  d’action  résumé  permet  de  



























tions   contenues   dans   l’état   du   dialogue   (ou   une   estimation   de   cet   état   basée   sur   la 
croyance) pour revenir dans l’espace des actions maitres.




































Nom de l’hôtel Ville Équipement Éléments d’information 
sémantique associés
hôt1 Hôtel du Chat Noir Avignon piscine, jacuzzi Éléments E3 et E4.























de ces champs est   requise,  c’est­à­dire  qu’il   est  nécessaire  de disposer  des  informations 

































En raison de   l’utilisation d’un mécanisme de     résumé  d’action   (décrit   en  1.2.6),   la 
meilleure  action  sélectionnée  par   le   système POMDP est  donc  une action  résumée.  Le 











Ainsi  chaque action maitre  a  correspond à  une action résumée à   laquelle  le  modèle 
POMDP associe un score :
































l’espace maitre.  De plus,  ils font tous deux intervenir un système de règles  logiques au 
niveau des espaces maitres afin de contrôler le comportement du système POMDP résumé. 
Notre  proposition permet de  réaliser   l’étape  de  sélection d’action en une   seule   fois   en 











































































































































b0(s0) = k:P (o0js0)
X
s
P (s0js; a) b(s)
s = (au; ¾)
s
au
0 ¾0 P (au0; ¾0j¾; a) comp(au0; ¾0; ¾; a)
b0(a0u; ¾






0jau; ¾; a) b(au; ¾)
H(o) = (o1; a1; o2; a2; :::; ot¡1; at¡1; o)
b(s) = P (s jH(o)) = P (s j o1; a1; o2; a2; :::; ot¡1; at¡1; o)
b(¾) = P (¾ jH(o)) = P (¾ j o1; a1; o2; a2; :::; ot¡1; at¡1; o)






P (o0ja0u; ¾) = P (o0ja0u)

























On peut supposer que le score de confiance   du i  ­ième n ­best fournit une bonne esti­
mation de la probabilité pour que ce n ­best soit la véritable action utilisateur   sachant o :  






























0; ¾0; ¾; a)
comp(au
0; ¾0; ¾; a)
¾
oi pi
o = (o(i); pi)
o(i) fo(i) = aug
pi
au
o(i) j o P (o(i) = aujo) = pi
P (o j o(i) = au) = P (o)
P (o(i) = au)
:P (o(i) = au j o)
=
P (o)








































































P (o j au) ¼ k0pi


























o = [ ( bye   ; 0.6 ) , ( inform ( C = «  Avignon  »)  ; 0.2 ) ]. 
On supposera que la croyance initiale est 






b0(s0) = kP (o0js0)
X
s2S
P (s0ja; s) b(s)
2.3 Paradigme de POMDP résumé : Réduction de l’espace d’état et de croyance
Après observation, le vecteur de croyance devient :
b = [ ( C = « Paris » , F = Fini   ; 0,6 ) , 
         ( C = « Avignon »,  F = null ; 0,4) ]
Ainsi, après avoir observé une liste n ­best donnant plus de confiance à l’acte utilisateur 
bye, on se trouve dans un état de croyance qui reflète cet acte : c’est­à­dire que le champ F 


















































b = [ ( C = « Paris » , F = Fini  ; 0,6 ) , 
         ( C = « Avignon » , F = null ; 0,4) ]
Cette  croyance maitre  reflète  le  souhait  de  l’utilisateur de terminer  le dialogue.  Par 
conséquent, en utilisant la première ligne du tableau 2.10  : 
     L’observation résumée est :   = over .     (66) 
Croyance résumée





   = CFull  = End  = CEmpty
 = over 0,4 0,9 ...
 = requestX ... ... ...









   = CFull  = End  = CEmpty
 = CFull 0,8 ... ...
 = End 0,2 ... ...










P (~o j ~s)
P (~o j ~s)
P (~s0 j ~s; ~a)
















    =   k £ 0,9 £ 0,2 £ 1,0  =  k £ 0,18   
 
     =   k £ 0,4 £ 0,8 £ 1,0  =  k £ 0,32   
Après renormalisation (par k = 2), la nouvelle croyance   du POMDP résumé est : 
 = [ ( CFull  ; 0.64 ) , ( End  ; 0.36 ) ] 
Décision








~b0(~s0 = End) = k P (~o0 = overj~s0 = End):P (~s0 = Endj~s = CFull; ~a):b(~s = CFull)







experte.   La   seconde   met   en   œuvre   une   méthode   d’apprentissage  






















































F QUERY  F Query,u +   F Query,s  +   F Closing,u +   F Informm,u 
avec  =+5 ,   = +2 ,   = ­10 et    = ­0,5
Réel
F BYE F Closing,u  > 0  Booléen
F USERASKED ( F Query,u > 0) OR ( F Request,u > 0)  Booléen
F SYSASKED ( F Query,s > 0) OR ( F Request,s > 0)  Booléen
F SUMMARY 
(   ou   ) 
 F QUERY > max( F REQUEST , F INFORM )   = 1  Entier
 F SYSASKED = Vrai   = 2 


















































































Soient     les coûts d’édition : respectivement d’effacement, inser­
tion et substitution de nœud et d’arête.














G1 = (V1; E1; ®1; ¯2)
G2 = (V2; E2; ®2; ¯2)







de données à regrouper.  Les     points des données sont les sommets d’un unique 
graphe et il s’agit alors de trouver des groupes (clusters) à l’intérieur de ce graphe.
– Soit les données elles­même sont des graphes : on dispose alors de n graphes. Après 



















L’utilisation de noyaux a également été étudiée  [Gärtner et al. 2003] :  l’idée des algo­
rithmes de résolution par noyaux est de projeter les graphes dans un espace de grande 
dimension. Dans ce nouvel espace, les opérations d’éditions peuvent être représentées par 










±(G1; G2) = jG1 ^G2j ¡ jG1 _G2j





les  éléments d’information (éléments de  frames).  On décrit   ici  comment  les  graphes de 


































1 HOTEL 1 0 0 0 0 1 0 0 0 0 0
FACILITY 0 1 0 0 0 0 0 0 0 0 0
type 0 0 1 0 0 0 0 0 0 0 0






WANT 0 0 0 0 1 0 0 0 0 0 0
HOTEL 1 0 0 0 0 1 0 0 0 0 0
PRICE 0 0 0 0 0 0 1 0 0 0 0
amount 0 0 0 0 0 0 0 1 0 0 0
EMPTY 0 0 0 0 0 0 0 0 1 0 0
range 0 0 0 0 0 0 0 0 0 1 0




d’édition  uniformes   ( ),   le   chemin  d’édition  proposé   en 
exemple dans le tableau 2.15 est optimal. 
2.4.2.3 Clustering de listes de représentations en graphes de frames










































































On constate que les distances entre les listes  ,    et   ne reflètent pas les distances 
entre les graphes x,  y et z. Au contraire, elles sont toutes égales, alors qu’on souhaiterait 




















d(©(g1);©(g2)) = d(g1; g2)
©
©
© : G! B
d(x; y)
d(x; z) d(y; z)
bx by bz
bx by bz
d(bx; by) d(bx; bz) d(by; bz)
bx = ©(x) = [(x; 1:0)]
by = ©(y) = [(y; 1:0)]
bz = ©(z) = [(z; 1:0)]























Notons que les éléments   et   de   et   prennent leurs valeurs dans G l’espace des 


















X X 0 X Xb0
d1
d1
Xb0 = fX 0 b0g




Xb = fX bg

























Notons que, dans  le système HIS, la mesure de similarité utilisée fait   intervenir une 
comparaison   avec   le   deuxième  n­best  ainsi   que   la   distance  KL  discrétisée.  Comme   la 
distance   ,  la mesure de similarité     ou la distance de Skorokhod, elle utilise ainsi  la 






































0) = 0 ) b = b0








Résumé    :   On  montre   ici   que   la   résolution   d’un   POMDP   par   un 
algorithme   sur   modèle   complet   peut   être   réalisée   avec   un  










Les optimisations ont été   réalisées sur des corpus générés  par  simulation.  Les para­










































Un   rapide   calcul   du   nombre   de   degrés   de   liberté   d’un   modèle   de   probabilité 
POMDP montre que la quantité de données nécessaire est rapidement inaccessible. En effet, 
notons   ,     et     le nombre d’états, d’actions et d’observations du modèle POMDP. 
Pour le modèle d’observation  , il y a   degrés de liberté. Pour le modèle de 






P (o = oojs = so) = cardf(o; s) 2 C = o = oo et s = sog
cardf(o; s) 2 C =s = sog
P (s0 = s00ja = ao; s = so) =
cardf(s; a; s0) 2 C = s = so ; a = ao et s0 = s0og
cardf(s; a; s0) 2 C = s = so et a = aog
P (ojs)











Nom du paramètre Symbole Cas  1 Cas 2 Cas 3
Nombre d’états         10  20  100 
Nombre d’actions         8  8  8 
Nombre d’observations         10  20  100 
Nom de la variable
Nombre de degrés de liberté
du modèle de transition :           790  3180  79900 
Nombre de degrés de liberté
du modèle d’observation :      90  380  9900 
Tableau 2.17: Nombre de degrés de liberté du modèle de probabilité d’un POMDP.
iv Modèle de repli









serons,  de  Ney  [Andrés­Ferrer   et  Ney  2009]  ou de  Ristad  [Ristad   et   al.   1995].  D’autres 






simulé.  [Schatzmann   et   al.   2007a]  recommande   d’utiliser   plus   de   10000   dialogues   pour 
apprendre une stratégie MDP.
































































































1. On génère un corpus de  N  dialogues par  N  simulations :   . Le système 




















































































La  partie  3.2  expose les résultats de notre première piste de travail : il s’agit d’expé­
riences préliminaires par simulation sur les espaces résumés d’état et d’observation, avec des 



























réalisée   en   testant   les   systèmes   sur   des   tâches   d’informations  
touristiques. Les critères d’évaluation sont objectifs (du point de vue  






ment  dites   comprenant   les   performances  des   systèmes   sont  présentées  dans   les   parties 

























accomplir   (partie  3.1.1),   avant  de  développer   les   critères   objectifs   (partie  3.1.2)   et   les 
critères subjectifs (partie 3.1.3) que nous avons retenus. Pour finir, une synthèse présentera 









Match 1 : 
Match 2 : 
















Match 1 : 














nir   en mémoire  plusieurs  propositions,  pour  que   le   système se   souvienne   si   ce  qu’il   a 
proposé a été accepté ou refusé, ou pour proposer plusieurs possibilités.
Vous avez prévu un séjour à Limoges du 10 juin au 27 septembre, vous avez 







name="hôtel de l’Arc de Triomphe"
id="44"
must_relax : animaux = false
name="hôtel de la gare de Lyon"
id="48"




























































    END-NOK Le  dialogue   vient   de   se   terminer 
par un échec.
 ­20.0
    END-OK  Le  dialogue   vient   de   se   terminer 
par un succès.
 +10.0
    END-OK 
ou  END-NOK 
Les états finaux END­OK et END­
















    CLOSING 
et  END 
Tentative   avortée   de   terminer   le 
dialogue.
­20.0
    CLOSING 
et  END 
Tentative   réussie   de   terminer   le 
dialogue.
+10.0
















s = s0 =







s 6= s0 =




























































Critère Corpus MEDIA Utilisateurs réels Utilisateurs simulés
Récompense immédiate 1 Oui Oui Oui
Récompense immédiate 2 Non Non Oui
Longueur du dialogue Oui Oui Oui
Complétion réelle de la tâche Non Oui Oui
Satisfaction finale de 
l’utilisateur Non Oui Oui







suivi  de  croyance  peut   être   effectué   en   se  plaçant  dans   les  espaces  
































Observation  :   la  projection sur   l’espace d’observation  résumé  utilise   en  revanche  les 





























































































































La stratégie  suivie  dans   le  corpus  n’est  pas  celle  du système réel.  Les dialogues du 
corpus, bien que très réalistes car réalisés par un véritable utilisateur et un magicien d’Oz, 
ne sont donc pas représentatifs de ceux qui seraient générés en utilisant le système optimisé. 






3.3 Implémentation   d’un   système   couplé   avec   un 
POMDP résumé
Résumé  :   On   présente   une   implémentation   possible   du   modèle  
sémantique par frames dans un système de dialogue effectif, ainsi que  
l’intégration des  accès  à   la  base  de  données.  Le  retour de   l’espace  
d’actions résumées à l’espace d’actions maitres est effectué selon une  
fonction   heuristique   et   la   stratégie   POMDP   est   couplée   avec   une 
stratégie de règles simples pour assurer une meilleure complétude de 
conception   (VUID).   Cette   implémentation   sous   la   forme   d’un 
prototype complet permet de tester les propositions précédentes.
Cette partie décrit l’implémentation pratique du modèle de frames sémantiques à travers 






Ainsi,   l’agrégation  de  nouveaux   graphes   sémantiques   est   réalisée   par  un  algorithme 
déterministe  (partie  3.3.2)  associé  à  un modèle  d’ancrage généralisé  aux  frames  (partie 
3.3.3). Les projections sur les espaces résumés sont décrites en partie 3.3.4.
En  partie  3.3.5,   on   présente   le   retour   depuis   les   espaces   résumés   dans   les   espaces 


































Le  gestionnaire   de  dialogue  procède  à   la  mise  à   jour   de   la   structure  des   états  de 
dialogues concurrents et des états d’ancrage. La liste n­best  d’annotations en  frames  est 




fournit  alors  au modèle  POMDP résumé  une  partie  de   l’information  contenue  dans   le 
vecteur de croyance à travers l’observation résumée.


















open­source.  Ces   travaux   portant   sur   les  modules   de   compréhension   et   de   gestion  du 
dialogue,  aucun effort  particulier  n’a été   réalisé  pour  améliorer   ce  module  de  synthèse 
vocale.
3.3.2 Modèle sémantique : mise à jour d’un graphe sémantique


































































































































10 6 1,09 576,97 137,45
20 14 1,14 536,77 115,60









10 5 1,08 608,62 214,93
20 10 1,03 612,90 207,18






































































Résumé  :   Les   stratégies   du   POMDP   résumé   sont   entrainées   par  
renforcement sur des corpus obtenus par simulation. Elles obtiennent  
de  meilleures  performances  que   le   système sans  POMDP.  Le   second  
suivi   de   croyance   (dans   les   espaces   résumés)   permet   de   palier   les  
imperfections du premier suivi de croyance (dans les espaces maitres).  
Le   résumé   automatique   par   clustering   donne   des   résultats  































Itération (i)  50 £      Nombre de dialogues généréspour l’itération i  
Nombre total 
de dialogues générés
1  50  50  50 
2  75  50  100 
3  112  100  200 
4  168  150  350 
5  252  250  600 
6  378  350  950 
7  567  550  1500 
8  850  850  2350 
9  1275  1250  3600 

























































































































































Les figures  3.7  et  3.8  montrent  les performances du système (taux de complétion et 
récompense moyenne)  au cours  de  l’entrainement,   selon différents  niveaux de bruit.  Le 
système utilisé est ici HCSum, il comporte une stratégie POMDP et des fonctions résumées 

















0,0  14,59  14,50  0,6% 97,3  97,5  -0,2% 
0,1  13,80  13,63  1,2% 95,3  94,0  1,3% 
0,2  12,09  12,17  -0,6% 90,9  88,3  3,0% 
0,3  10,44  8,36  24,9% 85,8  71,3  20,4% 
0,4 9,42 7,48 25,9%  82,7 70,3 17,7%  
0,5  7,15  5,10  40,2% 75,4  63,0  19,7% 



























































































croyance  dans   l’espace  maitre   ( ,   )  ont  de meilleures  performances  que  le 
système sans suivi de croyance ( ). Cela montre qu’il est effectivement utile de réaliser 
un suivi de croyance dans l’espace maitre en plus d’une approche de POMDP résumé.









m = 3 m = 10
m = 1
m = 3 m = 10
m = 1; 3; 10
3.4 Optimisation de stratégie POMDP par simulations







































































– L’état résumé   est défini à partir de l’observation résumée :  . Notons que l’on 
















~s ~s = ~o
P (~oj~s) = 1 () ~o = ~s
~o = Mo(b)










































croyance maitre MDP POMDP Référence
1 79,2% ( =2,8)  80,8% ( =2,6)  70,2%
3 81,2% ( =2,8)  82,4% ( =1,7)  70,2%
10 82,3% ( =2,0)  82,8% ( =2,2)  70,2%
Tableau 3.19: Les données de la figure 3.13 avec les écart­types.
On constate que le système avec double suivi de croyance (POMDP résumé) est systé­


































































Récompense Gain Taux de complétion Gain
ClustSum­6/5 8,59 14,8% 76,0 8,2%
ClustSum­14/10 9,35 25,0% 80,5 14,5%
ClustSum­27/19 9,37 25,3% 80,7 14,9%
HCSum 9,42 25,9% 82,7 17,7%










6/5 utilise 6  clusters  d’états résumés et 5  clusters  d’observations résumées),  la stratégie 



























































































ici : score ( , b, a) =   +  où   correspond à la stratégie POMDP 
et   à la hiérarchie déterministe utilisée dans le système de référence.
  Taux de complétion Gain
HCSum 1 75,5 7%
HCSum 0,9 82,9 18%
HCSum 0,5 81,1 15%
Référence 0 70,3 0%
Tableau 3.21: Taux de complétion du système HCSum pour différents niveaux de couplage 




















18% ?  Lorsqu’on   cherche  à   comparer   des   systèmes   entre   eux,   cette   grande   variabilité 
empêche de mettre en évidence les tendances profondes des systèmes.


























Résumé  :  Dans un contexte de dialogues réalisés avec de véritables  
utilisateurs,   les   systèmes   POMDP   obtiennent   de   meilleures  
performances   que   le   système   initial   sur   les   critères   objectifs.   En  
































chie de règles par  les méthodes décrites  supra.   Il  s’agit du système noté  HCSum,  pour 
HandCrafted­Summary POMDP.
Protocole

























































































































Référence 6,72 38% 1,62
POMDP 7,18 52% 4,34
Différence
































































































































































































































Référence 6,26 2,04 0,41 4,30 2,28 2,57 66%
POMDP 5,92 1,80 0,65 3,84 2,60 2,44 60%
Différence























ASR 1 : je voudrais aller avec mon euh à Lyon du 28 juin au 2 juillet
SYS 2 : Je vous propose un hôtel à Lyon, le Grand Ritz, d’accord ?
USR 3 : Oui, à Lyon, d’accord, et je viendrai avec mon doberman.





L’utilisateur   est   pleinement   satisfait.   Il   a 
répété   deux   fois   qu’il   avait   un   chien,   et 
pense  que   son   interlocuteur  a   répondu  en 
tenant compte de cette information.
    Critère Objectif : Échec


















Le dialogue oral  homme­machine a  fait  des progrès   indéniables durant ces dernières 
décennies :  grammaires  de dialogues,  modèles  d’ancrage,  planification.  En outre,  depuis 
quelques années, l’industrie commence à automatiser certaines tâches de dialogue au moyen 
de dispositifs informatiques. De nombreuses entreprises ont en effet mis au point des plate­
formes  pour   implémenter  des  machines  de  dialogue  à   travers  un   langage   standard :   le 
VoiceXML. Si les systèmes implémentés par ce langage sont simples, voire simplistes, ils 
témoignent cependant du réel intérêt pour le domaine et révèle l’existence de débouchés 






prise  dans  une   situation   réelle,   et  par   conséquent   suffisamment   fiables,  permettant  un 
dialogue plus souple et conforme à la pratique orale du langage avec tous ses défauts (bruit, 
accents,   agrammaticalité,   etc.).   Les   propositions   actuelles   envisagent   de   sortir   de   la 
contrainte du formulaire et mettent au point des modèles sémantiques riches offrant des 
représentations   plus   flexibles.   Elles   cherchent   à   gagner   en   robustesse   et   à   rendre   les 
systèmes   facilement   adaptables   aux   changements   de   leur   environnement.   C’est   le   cas 
















difficilement   applicables   lorsque   la   représentation   de   l’état   de   dialogue   devient   trop 








































ronnement.  Afin   de   prolonger   ce   principe,   notre   proposition   de  POMDP  résumé   doit 





abouti  à   sa  mise   en  œuvre  à   travers   le  développement  d’un  prototype  de   système de 






































































































































































































function merge(g1,g2) // merge g2 into g1
  foreach f2 in g2.get_head_frames
    label start_loop:
    f1 = g1.get_mergepoint(f2)
    if f1
      f1.merge(f2) 
    else
      f2 = create_parent(f2, ontologie)
      g2.insert(f2) 
      goto start_loop
function merge_frames(f1,f2)
  foreach e2 in f2
    e1 = f1.get_mergepoint(e2)
    if e1 
      merge_frame_element(e1,e2)
    else
      f1.append(e2)
function merge_frame_element(e1, e2)
  if e1.is_slot() and e2.is_slot()
    e1.value.update(e2.value)
    e1.grounding_state.update(e2.grounding_act)
  else // e1 and e2 links to others frames
    f1 = e1.target
    f2 = e2.target














◦ Réinitialiser   l’application   pour   éviter   tout   effet   de 
bord.






































Genre :    Homme       Femme 





Questionnaire dialogue 1 (quatre exemplaires de 1 à 4)
Dialogue 1 : A votre avis, le scénario donné était­il réalisable    ? (était­il possible au système de répondre à     
votre demande d   ’ après sa base de données ?)   
 Oui    Non   Je ne sais pas 
Dialogue 1 : Si oui, le système a­t­il réussi à vous fournir ce que vous lui demandiez    ?  
 Oui    Plutôt oui   Plutôt non   Non 
Dialogue 1 : Si non, le système a­t­il réussi à vous communiquer que votre demande était impossible à 
satisfaire ?










 Vous.  Plutôt vous.    Les deux ou aucun des deux.
 Plutôt le système.     Le système.
Dialogue 1 : Était­il facile et intuitif de communiquer avec le système ?











La distance de Skorokhod a été proposée sous plusieurs variantes (distances  ,  ,   
















































(d1(Id; ¸) _ d1(b; b0 ± ¸))























On note     la suite finie des points constituant le support de  b . Et on note 
 la suite finie des points constituant le support de   . Le calcul de la   consiste 






La condition « X est de loi » s’exprime par    pour tout i .      ( 92 
) 













Xb = fX bg


















cij = P (X = Ai; X 0 = A0j)
X 0
P
i cij = bj
P






















































0) = 0 ) b = b0
8b; d1(b; b) = 0
8b;8b0; d1(b; b0) = d1(b0; b)
8b; 8b0;8b00; d1(b; b0) + d1(b0; b00) ¸ d1(b; b00)
d1
d(b; b0) d(b0; b00)
d1(b; b
0) = E(d(X0; X 00))





0; b00) = E(d(X 01;X 001 ))
d1(b; b
0) + d1(b0; b00) = E(d(X0; X 00)) + E(d(X 01;X 001 ))








La mesure de similarité est déjà  définie sur la partie     de   , en effet     est 
constituée de listes n­best réduites à un seul élément, de poids 1.0.
Pour deux éléments   et   de   , on définit 
  (102)
Comme   est une base (non­orthonormée) de    , on peut étendre cette définition 
par linéarité. 

















































































































































































































Tableau 3.17:  Exemple de deux  listes  d’observations en  3­best.  On suppose que  le   tour  de 
dialogue exact est « Nyons », tandis que « Lyon » et « non » en sont des versions bruitées. . .140
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