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We consider the onset and the suppression of macroscopic oscillations in a heterogeneous assembly
of active rotators influenced by noise and coupling delay. The key model ingredients, including the
interplay of diversity (manifested as excitable or oscillatory local dynamics), noise and delay are
typically found in neuronal and other biophysical systems. We study the noise- and delay-free
setup within the framework of Ott-Antonsen reduction method, analytically determining the state
with a constant mean field and its stability boundaries in terms of the mean and the variance of
the frequency distribution. We establish that the system may exhibit three macroscopic regimes,
namely the rest state, the synchronous state and the asynchronous state, whereby the transitions
between them are organized via a SNIPER and a Hopf bifurcation of the collective dynamics. It
is numerically demonstrated that this basic bifurcation structure remains qualitatively the same in
presence of noise and coupling delay. Nevertheless, the noise is found to shift both of the relevant
bifurcations to smaller diversity: on one hand, it promotes the onset of the collective mode, effectively
reducing the critical diversity associated to the SNIPER bifurcation, but on the other hand, it also
introduces disorder, which enforces the transition from synchronous to asynchronous regime in less
heterogeneous assemblies. The coupling delay is established to have a stabilizing effect on the rest
state, effectively quenching the collective mode by decreasing the critical diversity related to the
Hopf bifurcation.
I. INTRODUCTION
The onset of a collective mode mediated via a transi-
tion to synchrony is a fundamental paradigm of macro-
scopic behavior in a broad variety of fields, ranging from
neuroscience and other biologically-inspired models to
chemistry, technology and social science [1, 2]. A clas-
sical approach within the theory of nonlinear dynam-
ics is to regard populations exhibiting a collective mode
as macroscopic oscillators [3–5], which can then inter-
act with other populations or be subjected to external
stimuli. In the present study, we investigate how the
emergence of synchrony is influenced by the interplay of
diversity, coupling delay and noise, the three ingredients
characteristic for neuronal and other biophysical systems
[6, 7]. The simultaneous presence of these three factors
in models of real-world systems comes in a natural way
[8]. For example, in many cases the active elements are
not self-oscillating, but rather excitable units, whereby
due to variability [9–12], it is further more realistic to
consider heterogeneous instead of homogeneous assem-
blies. Depending on the particular context, variability
may alternatively be referred to as diversity, heterogene-
ity, impurities, or quenched noise. Moreover, one often
has to introduce explicit coupling delay in order to de-
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scribe the effect of finite velocity of signal propagation or
the latency in information processing [7, 13–17], whereas
creating coarse-grained models inevitably requires one to
incorporate different sources of noise [18–25]. While the
independent or combined effects of several of these ingre-
dients have been extensively explored, their co-effects are
yet to be understood.
In particular, within the classical Kuramoto paradigm,
it is shown that the continuous (second-order) transition
to synchrony occurs once the coupling between the phase
oscillators becomes strong enough to overcome the ef-
fects of diversity [2, 26]. Nevertheless, diversity alone
has been shown to be capable, under appropriate condi-
tions, to enhance the response of an assembly to external
forcing or to promote synchronization [10, 11, 27]. More-
over, in case of heterogeneous assemblies comprised of
excitable and oscillatory units rather than the phase os-
cillators, it has been demonstrated that the transition
to synchrony with increasing diversity may be classical
or reentrant, depending on the particular form of the
frequency distribution of single units [28]. For such a
setup, it has also been indicated that the collective fir-
ing emerges via a generic mechanism where the entrain-
ment of units is degraded either via increasing diversity
or noise [11]. In systems consisting just of excitable units,
it is well known that the noise may play a construc-
tive role, contributing to the onset of collective firing via
synchronization of local noise-induced oscillations [29–
32]. Regarding the effect of coupling delay, it has been
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2demonstrated in the case of standard Kuramoto model
with uniform delays that the transition between the in-
coherent and coherent states is in general discontinuous
instead of continuous, and that the synchronization fre-
quency is suppressed by the delay [26, 33]. The qualita-
tive analysis of the collective dynamics of assemblies of
sine-coupled oscillators without coupling delay primar-
ily relies on the Ott-Antonsen reduction method [34, 35],
based on the Ansatz that the long-term macroscopic dy-
namics of such systems settles on a particular invariant
attractive manifold. Only quite recently, an approach
involving the so-called circular cumulants [36, 37] has
been developed to incorporate a first-order correction to
the Ott-Antonsen theory which accommodates for the ef-
fects of noise. Nonetheless, an effective theory that can
account for the combined effects of noise and diversity
within the Ott-Antonsen framework is still lacking.
Given the stated above, our approach to analysis of
the combined effects of diversity, coupling delay and
noise consists in the following. We first provide an
exact description of a heterogeneous population of ex-
citable and oscillatory units in the delay- and noise-free
setup within the Ott-Antonsen framework, determining
the macroscopic stationary state, characterized by a con-
stant mean-field, and the bifurcations outlining its stabil-
ity boundaries. The stationary state and the associated
self-consistency equation are determined for an arbitrary
distribution of natural frequencies, but the subsequent
bifurcation analysis refers to the case of a uniform fre-
quency distribution on a bounded interval, which has
the advantage of allowing for a complete analytical treat-
ment. Having established the basic bifurcation scenario
for the onset and the suppression of the collective mode,
which involves a SNIPER and a Hopf bifurcation, we nu-
merically study how it is modified in presence of coupling
delay and noise, as well as in terms of changing the cou-
pling strength.
The paper is organized as follows. In Section II, we
present the details of the model and introduce the con-
tinuum limit formulation for the delay- and the noise-
free setup, obtaining the Ott-Antonsen equation for the
local order parameter. Proceeding along these lines, Sec-
tion III contains the analytical results on the macroscopic
stationary state and the related self-consistency equation
derived for an arbitrary frequency distribution. In Sec-
tion IV, the stability analysis is carried out by specifying
a particular distribution of frequencies, comparing the
results to numerical experiments. In Section V, it is fur-
ther shown how the basic bifurcation scenario for the
onset and the suppression of the collective mode is mod-
ified in presence of noise and coupling delay. Section VI
contains a brief summary of the results obtained.
II. MODEL DYNAMICS AND THE
CONTINUUM LIMIT FORMULATION
We consider a heterogeneous assembly of N globally
coupled active rotators described by:
θ˙i(t) = ωi − a sin θi(t)− K
N
∑
j
sin (θi(t)−
θj(t− τ) + α) + σηi(t), i = 1, . . . N (1)
where the phase variables are θi ∈ S1, and the local
dynamics is governed by the non-isochronicity parame-
ter a and the natural frequency ωi. Regarding the term
”natural frequency”, note that it will be used for conve-
nience to describe the intrinsic parameter involving the
quenched randomness, even though some units may ex-
hibit excitable, rather than oscillatory behavior. The
frequencies are distributed according to the probability
density function g(ω) that satisfies
∫∞
−∞ g(ω)dω = 1, and
is characterized by the mean value Ω and the variance
∆, which we here explicitly refer to as the diversity pa-
rameter. The individual unit rotates uniformly with the
frequency ωi for a = 0 only, whereas for a > 0 its rota-
tion becomes non-uniform, having the rotation direction
dependent on the sign of ωi. The relation between ωi
and the parameter a underlies the excitability feature
of autonomous dynamics. In particular, ωi constitutes
the bifurcation parameter, such that for fixed a, an iso-
lated unit lies in the excitable regime if |ωi| < a. In
this case, the unit possesses a stable node, whereas the
characteristic nonlinear threshold-like response is medi-
ated by an unstable steady state. At |ωi| = a, an iso-
lated unit undergoes a SNIPER bifurcation toward the
oscillatory regime. The interactions are assumed to be
uniform across the population, and are characterized by
the coupling strength K, the coupling phase-lag α and
the coupling delay τ . The effect of random fluctuations
is represented by the white Gaussian random forces ηi
of intensity σ2, which act independently on each unit
(〈ηi(t)〉 = 0, 〈ηi(t)ηj(t) = δijδ(t− t)〉).
As already indicated, in this and the following section
we apply the Ott-Antonsen framework [34, 35] to investi-
gate the collective dynamics of an heterogeneous assem-
bly of active rotators in the delay- and the noise-free case
τ = σ = 0. To this end, let us introduce the Kuramoto
complex order parameter, which represents the center of
mass of all rotators:
R(t) = r(t)eiΨ(t) =
1
N
∑
j
eiθj(t), (2)
such that (1) can be rewritten as
θ˙i = ωi − a
2i
(eiθi − e−iθi) + K
2i
(Re−i(θi+α) − R¯ei(θi+α)).
(3)
In the thermodynamic limit N →∞, the macroscopic
state of the system can be described by the probabil-
ity density function f(θ, ω, t), which, for the considered
3moment t, gives the relative number of oscillators whose
phases and frequencies are θi(t) ≈ θ, ωk ≈ ω. The nor-
malization condition required for the probability density
function is
∫ 2pi
0
f(θ, ω, t)dθ = 1. Given the conservation
of oscillators, f(θ, ω, t) has to fulfill the continuity equa-
tion
∂f
∂t
+
∂
∂θ
(fv) = 0, (4)
where the velocity is just
v(θ, ω, t) = ω− a
2i
(eiθ−e−iθ)+K
2i
(Re−i(θ+α)−R¯ei(θ+α)).
(5)
In the last expression, we have used the form of the Ku-
ramoto mean field in the thermodynamic limit N →∞
R(t) =
∫ ∞
−∞
g(ω)dω
∫ 2pi
0
f(θ, ω, t)eiθdθ, (6)
According to the Ott-Antonsen Ansatz [34, 35], the long-
term dynamics of the continuity equation (8) tends to
settle on a particular manifold of the form
f(θ, ω, t) =
1
2pi
(
1 +
∞∑
n=1
[
zn(ω, t)einθ + zn(ω, t)e−inθ
])
,
(7)
where the complex amplitude z(ω, t) is such that
|z(ω, t)| ≤ 1. Introducing the assumption (7) into (4),
one finds that z(ω, t) satisfies the Ott-Antonsen equation
dz
dt
(ω, t) = iωz+ (1− z2)a
2
+
K
2
Re−iα − K
2
R¯eiαz2. (8)
Note that z(ω, t) should be interpreted as the frequency-
dependent local order parameter, in a sense that it quan-
tifies the degree of synchrony of oscillators whose intrinsic
frequencies θi ≈ ω lie within a small interval around the
given frequency ω.
III. STATIONARY SOLUTION OF THE
OTT-ANTONSEN EQUATION AND ITS
STABILITY
In this section, our first goal is to determine the micro-
scopic structure of the stationary state and the associated
self-consistency equation. To do so, we look for the so-
lutions of the Ott-Antonsen equation (8) for which the
Kuramoto mean field R(t) = r(t)eiΨ(t) is constant. In the
next stage, we carry out the bifurcation analysis on the
stability of the macroscopic stationary state, considering
the scenarios that lead to the onset and the suppression
of the collective mode. Proceeding with the first stage,
let us substitute the assumption z(ω, t) = ρ(ω, t)eiφ(ω,t)
into (8), which ultimately leads to
r˙ =
B
2
(1− r2) cosφ,
rφ˙ = ωr − B
2
(1 + r2) sinφ, (9)
having introduced the notation
B =
√
a2 +K2ρ2 + 2aKρ cos(ψ − α),
β = arctan
Kρ sin(ψ − α)
a+Kρ cos(ψ − α) ,
φ = ϕ− β. (10)
From system (9), one infers that B, which depends
only on the coupling strength and the mean field, plays
the role of the macroscopic excitability parameter. This
can be seen from the fact that the microscopic struc-
ture of the stationary state self-organizes in such a way
that the assembly splits into two groups, according to
the relation between the respective natural frequencies
ωi and B. In particular, group I is comprised of rota-
tors in the excitable regime, whose intrinsic frequencies
satisfy |ω| < B, whereas group II consists of rotating
units, whose intrinsic frequencies satisfy |ω| > B. An-
other indication on the role of B can be obtained if the
definitions of B and β from (10) are applied to trans-
form the original equation for the dynamics of rotators
(1) to θ˙i = ωi−B sin (θi − β), that just describes a set of
forced active rotators. Perceived from the level of single
units dynamics, B is then classically referred to as the
resistivity parameter, in a sense that it measures the ro-
tators ability to modify its natural frequency. Taking a
more closer look at the dynamics of the two groups fol-
lowing from (9), one finds that for |ω| < B, there exist
two steady states, given by
r∗(ω) = 1,
φ∗(ω) = arcsin
ω
B
, (11)
and
r∗(ω) = 1,
φ∗(ω) = pi − arcsin ω
B
, (12)
whereby our stability analysis performed later on shows
that only the solution (11) is stable. In case of the units
within the rotating group |ω| > B, the only steady state
is
r∗(ω) =
|ω|
B
−
√
ω2
B2
− 1
φ∗(ω) =
pi
2
sgnω. (13)
Nevertheless, in order to fully quantify the stationary
solution, one has to obtain an explicit expression for the
macroscopic excitability parameter B. To do so, we in-
voke the self-consistency equation associated to the con-
tinuum form of the Kuramoto mean-field, which just de-
rives from the definition (6) and the Ansatz (7):
R = Gz =
∫ ∞
−∞
g(ω)z(ω)dω. (14)
4Applying (14) to the stationary state z∗(ω) =
r∗(ω)eiφ
∗(ω) given by (11) and (12), one obtains
ρei(ψ−β) =
iω¯
B
+
∫
|ω|<B
dωg(ω)
√
1− ω
2
B2
−
− i
B
∫
|ω|>B
dωg(ω)ω
√
1− B
2
ω2
. (15)
Separating for the real and the imaginary part of (15)
and after some algebra, one ultimately arrives at the self-
consistency equation for B of the form:
f(B) = B2 − a2 − 2K(f1(B) sinα+ f2(B) cosα)+
K2
f21 (B) + f
2
2 (B)
B2
= 0, (16)
where
f1(B) = ω¯ −
∫
|ω|>B
dωg(ω)ω
√
1− B
2
ω2
,
f2(B) =
∫
|ω|<B
dωg)(ω)
√
B2 − ω2. (17)
Note that the analogous expression has been obtained in
[28] for the particular case a = 1, α = 0.
The results so far hold for an arbitrary distribution of
natural frequencies g(ω). In order to perform the sta-
bility analysis on the stationary state and allow for the
analytically obtained stability boundaries to be verified
in numerical experiments, in the remainder we confine
our study to the particular case of g(ω), conforming to a
uniform distribution of frequencies on a bounded interval.
IV. STABILITY OF THE STATIONARY
SOLUTION OF THE OTT-ANTONSEN
EQUATION
As already announced, in this Section we specify the
general results obtained so far by considering an exam-
ple of a distribution of natural frequencies g(ω) which is
uniform on a bounded interval ω ∈ [ω1, ω2]:
g(ω) =
 0, ω < ω1,γ, ω1 < ω < ω2,0, ω > ω2, (18)
where γ = 1/(ω2−ω1) comes from the standard normal-
ization condition. This distribution is characterized by
an average ω¯ = ω1+ω22 and the variance ∆ = ω2 − ω1.
The advantage of such a choice of frequency distribution
is that it allows for a full analytical treatment of the self-
consistency equation (16). In particular, the integrals
(17) are then explicitly given by
f1(B) =
 ω¯ − γ(F1(ω2)− F1(ω1)), B < ω1,ω¯ − γF1(ω2), ω1 < B < ω2,ω¯, B > ω2,
(19)
where
F1(ω) =
|ω|
2
√
ω2 −B2 + B
2
2
ln
B
|ω|+√ω2 −B2 , (20)
and
f2(B) =
 0, B < ω1,γ(pi4B2 − F2(ω1)), ω1 < B < ω2,γ(F2(ω2)− F2(ω1)), B > ω2, (21)
with
F2(ω) =
|ω|
2
√
B2 − ω2 + B
2
2
arcsin
ω
B
. (22)
For the given g(ω) (18), we have carried out the stabil-
ity and bifurcation analysis of the Ott-Antonsen equation
(8), considering its linearization around the correspond-
ing stationary solution (11)-(13). We take the cumulants
of the frequency distribution, the mean ω¯ and the diver-
sity ∆, as the main control parameters, while keeping
the remaining parameters fixed. Note that for perform-
ing the stability analysis of (8), one has to rewrite it as
a real system in order to eliminate the complex conjuga-
tion [38–40]. While the details of this calculation are ex-
plained in the Appendix, in the following we provide the
main results on the stability boundaries of the stationary
state, comparing them to what is obtained from numer-
ical experiments on an assembly comprised of N = 104
active rotators.
It is convenient to interpret the analytical results in
terms of how the number and the stability of the solu-
tions of the self-consistency equation (16) for the macro-
scopic excitability parameter B change under variation
of the control parameters. In particular, a typical form
of the function f(B) is illustrated in Fig. 1(a). Depend-
ing on the particular parameter values, it may possess
either one of the three roots, denoted by B1 < B2 < B3,
which correspond to the stationary solutions of (16). Un-
der variation of ω¯ and ∆, the system may undergo two
saddle-node bifurcations, cf. the green lines in Fig. 1(b),
where either B1 and B2 (upper green line) or B2 and
B3 (lower green line) collide and disappear. The two
branches of folds meet at the cusp point, where the pitch-
fork bifurcation occurs, see the inset in Fig. 1(b). Our
stability analysis shows that the state B3 is always sta-
ble, whereas the state B2 is always unstable. At the other
hand, the stability of the state B1 is not affected only by
the fold bifurcation, but may also change via Hopf bi-
furcation, indicated in Fig. 1(b) by the red dashed line.
The described bifurcation curves obtained by ana-
lyzing the stability of the stationary state of the Ott-
Antonsen equation divide the (ω¯,∆) parameter plane
into several domains. In order to qualitatively under-
stand the associated regimes of collective dynamics, we
have carried out numerical simulations of the original sys-
tem (1), having characterized the collective motion in
terms of the time-averaged variance of the modulus of
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FIG. 1. (a) Typical solutions of the self-consistency equation
(16) for B. The system parameters are: a = 1, K = 5, α = 0,
ω¯ = 0.8 and ∆ = 4. (b) Bifurcation diagram constructed
in the way described in the Appendix for a = 1, K = 5,
α = 0. The two branches of saddle-node bifurcations (green
solid lines) emanate from the cusp point, where the pitchfork
bifurcation occurs. The Hopf bifurcation curve is indicated
by the red dashed line.
the Kuramoto mean-field ρ(t) = |R(t)|. In particular,
the variance µ is defined as µ =
√〈ρ2〉 − 〈ρ〉2, where
the angled brackets denote the time-averaging, such that
µ > 0 indicates the oscillations of the mean field.
The dependence µ(ω¯,∆) with superimposed analyti-
cally obtained bifurcation curves is shown in Fig. 2(a),
while the illustrative time-series of individual units and
the mean-field ρ(t) are provided in Fig. 2(b)-(e). One
observes three characteristic regions, corresponding to (I)
the global rest state, (II) the synchronous state and (III)
the asynchronous state. In region I, none of the units is
oscillating. Nevertheless, due to coupling, the rest state
of each unit is shifted with respect to its position in the
uncoupled case, whereby the shifts themselves are differ-
ent as a consequence of diversity. Therefore, the mean
field ρ(t) is not exactly 1, but rather slightly less, cf.
Fig. 2(c). At the boundary between the regions I and
II, the collective dynamics undergoes a SNIPER bifur-
cation, which gives rise to long-period oscillations of the
mean field. Then, all the oscillators are phase-locked and
make synchronous revolutions around the circle, which
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FIG. 2. (a) Variance µ in terms of ∆ and ω¯, obtained by
numerical simulations of an assembly consisting of N = 1 4
units for the parameters a = 1, K = 5, α = 0. Superimposed
are the analytically determined bifurcation curves from Fig.
1(b).(b)-(e) Illustration of the collective dynamics in the three
characteristic parameter domains indicated in Fig. 1(b). The
top row shows the time-series of phases of individual oscilla-
tors normalized over 2pi, while in the bottom row are provided
the corresponding time series ρ(t) = |R(t)|. Note that in the
results are obtained for increasing diversity while ω¯ = 0.9 is
kept fixed. The particular values of diversity are ∆ = 6 in
(b), ∆ = 6.72 in (c), ∆ = 6.85 in (d) and ∆ = 7 in (e).
induces sharp periodic beats of the mean field, see Fig.
2(d). As the diversity ∆ increases further, more and
more units lose entrainment, getting unlocked from the
synchronized cluster, cf. Fig. 2(e). In the region III, the
synchronization is completely lost, with some of the units
exhibiting asynchronous oscillations while the other units
lie at rest. The transition to the asynchronous state, i.e.
the suppression of the collective mode, is analogous to
the Kuramoto-type scenario of desynchronizing the sys-
tem by increasing disorder, and is reflected by the Hopf
bifurcation of the mean field. Note that the sequence of
transitions from region I to III via synchronous state II
with increasing diversity alone can be observed only if
the mean frequency ω¯ is large enough. Otherwise, the
transition from the rest state to asynchronous state un-
der increasing heterogeneity does not involve the syn-
chronous state. In general, we have established that the
6
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FIG. 3. (a) Variance µ in terms of ∆ and ω¯ for the param-
eters a = 1, K = 7, α = 0. The corresponding analytically
determined bifurcation curves obtained within Ott-Antonsen
framework are presented in the same style as in Fig. 2(a).
comparison between the analytical predictions for the bi-
furcation curves outlining the domain boundaries and the
corresponding results of numerical simulations shows ex-
cellent agreement.
We have also examined whether the qualitative pic-
ture described above is affected by varying the coupling
strength K. It has been verified that the general struc-
ture of the phase space remains qualitatively the same,
i.e. the bifurcation scenario underlying transitions be-
tween the three different regimes of collective motion is
generic. Still, one observes that for increasing coupling
strength, the cusp point and the Hopf bifurcation curve
outlining the suppression of the collective mode shift to
larger diversity, cf. Fig. 3 and Fig. 2(a).
V. THE IMPACT OF COUPLING DELAY AND
NOISE
In this section, we employ extensive numerical simula-
tions to investigate whether and how is the bifurcation
scenario for the onset and the suppression of the collec-
tive mode discussed so far modified in the presence of
coupling delay or noise. In both instances, we shall com-
pare the numerically obtained fields µ(ω¯,∆) with the bi-
furcation curves obtained analytically for the delay- and
noise-free case.
The typical effects of explicitly incorporating the cou-
pling delay are illustrated in Fig. 4(a), which shows the
dependence µ(ω¯,∆) for τ = 0.5. The presence of cou-
pling delay naturally does not affect the coordinates of
the steady states. Therefore, the saddle-node bifurca-
tion curves are not altered by the coupling delay. Nev-
ertheless, the key effect of the delay is that the Hopf
bifurcation underlying the suppression of the collective
mode shifts to smaller diversity. This implies that the
6.5 6.6 6.7 6.8 6.9 7 7.1 7.2
0.85
0.87
0.89
0.91
0.93
0.95
0.00
0.16
0.08
0.04
0.12


0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
6.6
6.7
6.8
6.9
7
7.1
(a)
(b)

H

FIG. 4. (a) Dependence µ(ω¯,∆) obtained for coupling de-
lay τ = 0.5 and the remaining parameters fixed to a = 1,
K = 5, α = 0, the same as in Fig. 1(b). Superimposed are
the analytically determined bifurcation curves for the delay-
and noise-free case from Fig. 1(b). (b) Critical diversity ∆H
corresponding to the Hopf bifurcation in dependence of τ for
fixed ω¯ = 0.88.
coupling delay may effectively quench the macroscopic
oscillations, stabilizing the fixed point of the collective
dynamics. In Fig. 4(b) is demonstrated how the critical
diversity ∆H where the Hopf bifurcation takes place de-
clines with the coupling delay τ when all the remaining
parameters are kept fixed.
In contrast to the impact of coupling delay, the pres-
ence of noise is established to primarily influence the
saddle-node bifurcations obtained for the τ = σ = 0 case.
In qualitative terms, noise acts in two antagonistic ways:
applying a small amount of local noise may stimulate
some of the excitable units to become oscillatory, thus
promoting a synchronized firing, while on the other hand,
having a too strong local noise has a detuning effect. Fig-
ure 5(a) illustrates the dependence µ(ω¯,∆) obtained for
the moderate noise intensity σ2 = 0.09. In this case,
one finds that the location of both the SNIPER and the
Hopf bifurcation are shifted compared to the determinis-
tic case, depending on the noise intensity. In particular,
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FIG. 5. (a) Field µ(ω¯,∆) obtained for σ = 0.3, while keeping
the remaining parameters fixed at a = 1, K = 5, α = 0, the
same values as in Fig. 1(b). Superimposed are the analyti-
cally determined bifurcation curves for the deterministic sys-
tem. (b) Decrease of the critical diversity ∆SN corresponding
to the SNIPER bifurcation with σ for fixed ω¯ = 0.88.
the primary effect of the small noise is to promote syn-
chronized firing, i.e. the onset of the collective mode,
which is effectively analogous to increasing ω¯. As a con-
sequence, one observes that the critical diversity ∆SN at
which the SNIPER bifurcation takes place reduces under
increasing noise intensity, as indeed shown in Fig. 5(b)
for the fixed ω¯ = 0.88. However, introducing the interme-
diate noise has an additional pronounced impact on the
Hopf bifurcation. In this case, the disorder in the system
is increased, which effectively precipitates the transition
from the synchronous to asynchronous regime, enforcing
it to occur at the smaller diversity.
VI. SUMMARY AND CONCLUSION
In the present paper, we have analyzed the scenarios
for the onset and the suppression of the collective mode
in a heterogeneous assembly, where the active rotators in
the excitable or the oscillatory regime are subjected to
noise and/or coupling delay. The main ingredients of the
model, including diversity, coupling delay and noise are
typical for neuronal and other biological systems. Our
study has first been focused on analytically treating the
delay- and noise-free case in the continuum limit, having
then numerically examined how the obtained bifurcation
scenario is modified in presence of noise and coupling
delay. The analytical part of the study has been car-
ried out within the framework of Ott-Antonsen theory,
which allowed us to determine the macroscopic station-
ary state, i.e. the state with the constant mean field,
in case of an arbitrary distribution of natural frequen-
cies. The main insight into the microscopic structure of
such a state is that the population splits into the ex-
citable and the rotating group, depending on the rela-
tion between the units natural frequency and the macro-
scopic excitability parameter. The stability analysis on
the stationary state has been performed by considering
the particular case of a uniform frequency distribution on
a bounded interval, which enabled us to analytically con-
struct the corresponding bifurcation diagrams, with the
cumulants of the frequency distribution being the main
control parameters. While the stationary state has been
determined earlier for a similar, but less general model
[28], the stability analysis, as presented here, has been
carried out for the first time.
We have demonstrated that the collective dynamics
may exhibit three qualitatively different regimes, includ-
ing the rest state, the synchronous state and the asyn-
chronous state. The underlying bifurcation structure is
essentially organized by a SNIPER and a Hopf bifurca-
tion curve, whereby the former corresponds to a transi-
tion from the macroscopic rest state to the synchronous
regime, while the latter accounts for the Kuramoto-type
scenario of transition from synchronous to asynchronous
state due to increasing disorder, reflected in the diversity
of natural frequencies. By carrying out extensive numeri-
cal simulations, we have shown that this basic bifurcation
structure persists in presence of noise and coupling delay.
Nevertheless, the noise and the coupling delay are found
to effectively shift the position of the bifurcation curves
with respect to the noise- and delay-free case, such that
the noise affects both the SNIPER and the Hopf bifur-
cation, whereas the delay primarily influences the Hopf
bifurcation. In particular, applying a small noise is found
to primarily promote synchronized firing, reducing the di-
versity threshold necessary for the onset of the collective
mode. Nevertheless, introducing intermediate noise im-
poses a disordering effect, which manifests itself in that
the transition from synchronous to asynchronous regime
occurs at smaller diversity. At the other hand, the cou-
pling delay is seen to have a stabilizing effect with respect
to the rest state, effectively quenching the onset of the
collective mode by reducing the diversity threshold for
the desynchronization transition. While the described
bifurcation structure appears to be generic for the con-
sidered type of frequency distribution, remaining quali-
tatively similar under the influence of noise and coupling
8delay, it will be interesting to examine whether and how
it is modified if one considers other forms of frequency
distribution, such as a bimodal one.
Appendix: Calculation of the stability of the
stationary solution of the Ott-Antonsen equation
Here we elaborate on how one can calculate the stabil-
ity of the stationary solution of the Ott-Antonsen equa-
tion (8). In particular, we first introduce the expressions
z(ω, t) = x(ω, t)+iy(ω, t) and R(ω, t) = X(ω, t)+iY (ω, t)
for the local and the global order parameter, respectively,
transforming (8) to
x˙ = F (x, y,X, Y ) =
a
2
(y2 − x2 + 1)− ωy−
−Kxy(Y cosα−X sinα)− K
2
(X cosα+ Y sinα)·
· (x2 − y2) + K
2
(X cosα+ Y sinα)
y˙ = G(x, y,X, Y ) = −axy + ωx−Kxy(Y sinα+X cosα)+
+
K
2
(Y cosα−X sinα)(x2 − y2)+
+
K
2
(Y cosα−X sinα). (A.1)
The linearization of the Ott-Antonsen equation (8) for
variations ξ(t) = (x1(t), y1(t))
T ,Ξ(t) = (X1(t), Y1(t)) of
the stationary solution (x0, y0) can then succinctly be
written in the matrix form as
dξ(ω, t)
dt
= A(ω)ξ(ω, t) +B(ω)Ξ(t), (A.2)
where the matrices of derivatives are
A(ω) =
(
∂F
∂x
∂F
∂y
∂G
∂x
∂G
∂y
)
, B(ω) =
(
∂F
∂X
∂F
∂Y
∂G
∂X
∂G
∂Y
)
. (A.3)
Assuming that the variation ξ(ω, t) satisfies the Ansatz
ξ(ω, t) = ξ1(ω)e
λt, (A.2) becomes
(A(ω)− λI)ξ(ω, t) +B(ω)Ξ(t) = 0, (A.4)
where I denotes the identity matrix. Multiplying (A.4)
from the left by g(ω)(A(ω)− λI)−1 and integrating over
ω, one finds that C(λ)Ξ = 0, where
C(λ) = I +
∫ ∞
−∞
dωg(ω)(A(ω)− λI)−1B(ω). (A.5)
Therefore, the Lyapunov spectrum characterizing the
stability of the stationary solution can be obtained by
numerically solving the system detC(λ) = 0.
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