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ABSTRACT
In this paper, we present a novel distributed affine projec-
tion algorithm (APA) to solve distributed estimation problem
within dynamic diffusion networks. In addition, mean-square
stability of the proposed algorithm is also studied through ex-
ploitation of the energy conservation approach due to Sayed.
Simulations confirm that the novel algorithm achieves a greatly
improved performance as compared with a noncooperative
scheme.
Index Terms— Adaptive filtering, distributed adaptive es-
timation, affine projection, diffusion networks, dynamic net-
works
1. INTRODUCTION
In a network of nodes spreading over a physical area, the ob-
jective is to estimate the parameters of interest by exploiting
observations of temporal data collected from nodes with dif-
ferent spatial locations, statistical profiles of which are pos-
sibly different. However, applications in some environments
suffer limited capabilities of communications and complex-
ity due to tight energy and bandwidth constraints, especially
in wireless sensor networks. Such constraints lead to the de-
velopment of distributed adaptive algorithms based on least
mean square (LMS) and recursive least squares (RLS) rules
for incremental networks as in [1], [2]. It is well known that
an incremental topology requires a Hamiltonian cycle to be
established to connect all the nodes in the network at every
iteration. This mode of cooperation is only likely to be suit-
able for small size networks and limits the autonomy of the
network topology. Therefore, peer-to-peer distributed algo-
rithms based on diffusion protocols have been derived and
studied in [3], [4], which take advantage of the cooperation
among the individual adaptive nodes.
In the case of a single adaptive filter, the advantage of the
APA algorithm is well known: it achieves an improved con-
vergence performance as compared with the LMS algorithm
for some coloured input signals but obtains a reasonable con-
vergence performance by using less computational cost than
the RLS algorithm for certain tap-lengths. In [5], a new in-
cremental distributed algorithm based on an APA rule was
developed with the purpose to obtain a good balance between
computational cost and convergence performance. As a con-
sequence, a new diffusion type learning algorithm relying on
the APA rule is derived in this paper to solve the distributed
estimation problem, where the cooperation strategy between
nodes is a peer-to-peer diffusion protocol and nodes commu-
nicates only with their peer neighbours at every iteration.
2. ESTIMATION PROBLEM
Consider the distributed estimation problem as in [6]: the ob-
jective is to seek an unknown M×1 vector w over an N-node
network by solving
min
w
E‖d−Uw‖2 (1)
where two global data matrices
d = col{d1, d2, . . . , dN}, (N × 1) (2)
U = col{u1, u2, . . . , uN}, (N ×M) (3)
are formulated by the zero-mean random measurement data
dk and regression data uk, the time realizations of which
are denoted by {dk,i, uk,i}, k = 1, . . . , N with time index
i. The optimal solution wo satisfying the normal equations
[7] is therefore obtained by solving
Rdu = Ruw
o (4)
with Ru = EU
∗
U and Rdu = EU
∗
d.
Our purpose is to design a distributed adaptive scheme
relying on the APA rule to achieve a good estimate approx-
imating the solution wo of (4) at every node within the net-
work. Let ψ
(i−1)
k denote the local estimate at node k in time
i − 1. Node k therefore obtains a set of unbiased estimates
{ψ
(i−1)
l }l∈Nk,i−1 from its neighborhoodNk,i−1, which is de-
fined as the set of all nodes connecting to node k at any given
time i − 1. At node k, a local combining function fk is used
to fuse these local estimates, yielding the aggregate estimate
φ
(i−1)
k ,
φ
(i−1)
k = fk
(
ψi−1l ; l ∈ Nk,i−1
)
(5)
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where Nk,i−1 is time dependent and includes node k itself.
In this work, we use linear combiners and fk is therefore re-
placed by some weighted combination, yielding
φ
(i−1)
k =
∑
l∈Nk,i−1
ck,l(i− 1)ψ
(i−1)
l (6)
with weighted coefficients ck,l(i−1) ≥ 0 and
∑
l∈Nk,i−1
ck,l(i−
1) = 1. Let nk,i−1 and nl,i−1 denotes the degree of the neigh-
bourhoods, i.e. nk,i−1 = |Nk,i−1|. One choice for the com-
biner is the Metropolis rule, as in [8], if k links l
ck,l(i− 1) =
{
1
max(nk,i−1,nl,i−1)
, k = l
1−
∑
l∈Nk,i−1,l =k
ck,l(i− 1), k = l
(7)
otherwise ck,l(i−1) = 0 if k does not link l. Other combiners
are the Laplacian and the nearest neighbour rules.
Recall the update recursion of the diffusion LMS strategy
as in [3], which can be rewritten in theory as follows:
ψ
(i−1)
k = φ
(i−1)
k − μk[∇Jk(φ
(i−1)
k )]
∗ for node k (8)
where μk denotes the local step-size. With the purpose of
improving the convergence performance, a Newton’s search
based approach [7] is therefore adopted in (8), yielding,
ψ
(i)
k = φ
(i−1)
k − μk[I +∇
2Jk(φ
(i)
k−1)]
−1[∇Jk(φ
(i)
k−1)]
∗
= φ
(i−1)
k + μk(I + Ru,k)
−1[Rdu,k −Ru,kφ
(i)
k−1] (9)
where Ru,k = Eu
∗
kuk, Rdu,k = Edku
∗
k and  denotes a
regularization parameter with small positive value. For an
APA-based method, recursion (9) becomes,
ψ
(i)
k = φ
(i−1)
k + μkU
∗
k,i(I + Uk,iU
∗
k,i)
−1[dk,i − Uk,iφ
(i−1)
k ]
(10)
where the local T×M block data matrix and T×1 data vector
are,
Uk,i =
⎛
⎜⎜⎜⎝
uk,i
uk,i−1
...
uk,i−T+1
⎞
⎟⎟⎟⎠ , dk,i =
⎛
⎜⎜⎜⎝
dk(i)
dk(i− 1)
...
dk(i− T + 1)
⎞
⎟⎟⎟⎠
(11)
and  is employed to avoid the inversion of a rank deficient
matrix Uk,iU
∗
k,i.
3. PERFORMANCE ANALYSIS
Due to space limitation, we just provide the main steps of the
performance analysis in this paper. More details can be found
in [9]. Firstly, we define the following global representations,
in terms of the stochastic quantities,
ψ
i
c = col{ψ
(i−1)
1 , . . . ,ψ
(i−1)
N }, φ
i
c = col{φ
(i−1)
1 , . . . ,φ
(i−1)
N }
U
i
c = diag{U1,i, . . . ,UN,i}, d
i
c = col{d1,i, . . . ,dN,i}
whereUic is an NT×NM block diagonal matrix. An NM×
NM diagonal matrix D is defined by
D = diag{μ1IM , . . . , μNIM} (12)
to collect the local step-sizes. To facilitate analysis, the net-
work topology is assumed to be static (i.e. ck,l(i) = ck,l). It
should be highlighted that this assumption does not compro-
mise the algorithm derivation or its operation, and is used for
analysis only. Using the above definitions, the global recur-
sion is therefore formulated as follows:
ψ
i
c = Gψ
i−1
c + DU
i∗
c (ITN + U
i
cU
i∗
c )
−1(dic −U
i
cGψ
i−1
c ) (13)
where G = C ⊗ IM is the NM × NM network topology
matrix and the symmetric combining matrix C, is formed by
{ck,l}.
For the later reference, the global weight error vector is
defined as
ψ˜ic = w
o
c −ψ
i
c. (14)
where woc = Qw
o with an NM ×M transition matrix Q =
col{IM , . . . , IM}. Let Λv denote a TN × TN diagonal ma-
trix, whose entries are the noise variances {σ2v,k} for k =
1, . . . , N , and given by
Λv = diag{σ
2
v,1IT, . . . , σ
2
v,NIT}. (15)
Using block vectorization (bvec{·}) and block Kronecker prod-
uct (	) within space-time energy conservation arguments, we
obtain the mean-square behaviour of the diffusion APA algo-
rithm:
E‖ψ˜ic‖
2
σ = E‖ψ˜
i−1
c ‖
2
bvec−1{Fσ} + γ
Tσ (16)
F = (GT 	G∗)
[
IN2M2 − (Z
T 	 INM )(D
T 	 INM )
−(INM 	 Z)(INM 	D) + E(Z
T 	 Z) · (DT 	D)
]
(17)
where Z = EZ with Z = Ui∗c (ITN + U
i
cU
i∗
c )
−1
U
i
c, and
γ = (DT ⊗D) · E
[
(WT ⊗W∗)
]
· γv (18)
with W = (ITN + U
i
cU
i∗
c )
−1
U
i
c and γv = vec{Λv}. The
global transient behaviour of the adaptive network is shown in
{ψ˜i−1c , ψ˜
i
c} by expressions (16) and (17), which can be used
below to study the mean-square behavior of diffusion APA.
Let λ(A) denote all eigenvalues of a matrix A. With the
purpose to show the convergence in the mean-square sense,
F in (16) can be rewritten as
F = (GT 	G∗)H (19)
where H is an Hermitian matrix, given by
H = IN2M2 − (Z
T 	 INM )(D
T 	 INM )
−(INM 	 Z)(INM 	D) + Π · (D
T 	D) (20)
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Fig. 1. The subnetworks Cj with corresponding probability
pc,j
so that F should satisfy
−1 < λ(F ) < 1 (21)
to guarantee the mean-square stability. In other words, the
spectrum of F must be strictly inside the unit disc. Using
matrix 2-norms, the following result is obtained
|λmax((G
T 	G∗)H)| ≤ |λmax(H)| (22)
where λmax(A) denotes the largest eigenvalue of matrix A.
Thus, the diffusion cooperation strategy leads to a stabilizing
effect on the network. In addition, cooperation reduces the
eigenmode of mean-square weight error evolutions as com-
pared with its noncooperative counterpart, which will be ver-
ified by simulation results.
4. DYNAMIC NETWORK TOPOLOGY
In a dynamic network topology model (i.e. probabilistic dif-
fusion network as in [10]) it is assumed that the nature of links
between nodes is determined randomly due to link failures or
time delays. At time i, when the connection between undi-
rected nodes k and l is established with probability pk,l, the
value of ck,l(i) is set to be equal to ck,l, where ck,l denotes
the link weighted coefficient as in (6). Otherwise, ck,l(i) is
zero with probability 1−pk,l. Therefore, for undirected nodes
k and l, the elements of the corresponding combining matrix
Ci are formed by, for k, l = 1, . . . , N :
ck,l(i) =
{
ck,l with pk,l
0 with 1− pk,l
(23)
where ck,l = cl,k and pk,l = pl,k. In an N -node network,
nl is defined as the maximum number of links and Cj is a
subnetwork matrix for j = 1, . . . , 2nl . A simple example is
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Fig. 2. Network topology (left) and statistical settings.
shown in Figure 1, which describes a 3-node network with
nl = 2. The probability pc,j of Cj depends on {pk,l}, for
instance, pc,3 = p1,2p2,3 is the probability of the subnetwork
C3. In this manner, the mean topology matrix Gc = E(G
T
i 	
G
∗
i ) for the dynamic network topology is given by,
Gc =
2nl∑
j=1
pc,j(G
T
j 	G
∗
j ) (24)
which is therefore used to replace the corresponding terms in
the above equation (22) to obtain the similar analysis of the
mean-square stability.
5. SIMULATIONS
In this section, computer simulations are carried out in a sys-
tem identification scenario, where a correlated input signal at
a local node is generated as a Gaussian first-order Markov
process, which allows the local covariance matrix Ru,k to be
a Toeplitz matrix with entries rk(m) = σ
2
u,kα
|m|
k for m =
0, . . . ,M −1, where αk denotes the correlation index and the
variance of the local input signal is set as σ2u,k = 1. In addi-
tion, for all APA-based schemes the regularization parameter
 = 0.001 is chosen as a small value to reduce its effect on
step-sizes. Moreover, all the coefficients of the adaptive filters
within the network are initialized to zeros. An NLMS-based
strategy can be regarded as a special case of an APA-based
scheme with T = 1. All the simulated results in this work are
obtained by averaging 100 Monte Carlo runs.
Figure 2 presents a network topology, where various algo-
rithms are performed to estimate a 6×1 unknown vectorwo in
an 8-node network by using μk = 0.2. The corresponding sta-
tistical settings of Gaussian input and noise signals are plotted
on the right of Figure 2. The mean-square eigenmodes of the
network are shown in Figure 3. The expectation terms, in-
volved in (17), are calculated by ensemble averaging. For the
probabilistic APA algorithms, the probabilities p = 0.1, 0.5
are chosen. It is clear to see that cooperation also decreases
the eigenmodes of the mean-square weight error evolution.
Figure 4 illustrates the global transient performance of var-
ious algorithms in 200 time samples. These results confirm
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that the cooperative method, even with the small probability
p = 0.1, achieves an improved performance over the nonco-
operative one (p = 0).
6. CONCLUSIONS
This paper described a new diffusion adaptive learning algo-
rithm based on APA for dynamic distributed networks and
exploited the weighted space-time energy conservation ap-
proach of Lopes and Sayed [3] to analyze the performance
of diffusion APA. This approach yields insight into the en-
ergy flow between nodes. One main contribution of this pa-
per is to study the mean-square stability of diffusion APA,
which is consistent with simulations. Compared with the non-
cooperative APA scheme, diffusion APA achieves a great im-
provement in terms of not only convergence rate but also steady-
state performance.
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