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Osmosis with active solutes
Thomas W. Lion and Rosalind J. Allen
SUPA, School of Physics and Astronomy, University of Edinburgh,
Mayfield Road, Edinburgh EH9 3JZ, United Kingdom
Despite much current interest in active matter, little is known about osmosis in active systems.
Using molecular dynamics simulations, we investigate how active solutes perturb osmotic steady
states. We find that solute activity increases the osmotic pressure, and can also expel solvent
from the solution - i.e. cause reverse osmosis. The latter effect cannot be described by an effective
temperature, but can be reproduced by mapping the active solution onto a passive one with the
same degree of local structuring as the passive solvent component. Our results provide a basic
framework for understanding active osmosis, and suggest that activity-induced structuring of the
passive component may play a key role in the physics of active-passive mixtures.
INTRODUCTION
Active particles such as motile bacteria, self-propelled
colloids [1–4] and vesicles [5, 6], “chuckers” [7] and hot
nanoparticles [8, 9] are currently of great interest, both
from a fundamental perspective and for their potential
applications. Osmotic phenomena play a central role in
these systems [5, 7, 10], yet osmosis in active systems
remains largely unexplored. Here, we use molecular dy-
namics simulations of a minimal model system to inves-
tigate the basic physics of active osmosis.
Although active systems have been extensively studied
with computer simulations, and increasingly with exper-
iments, few theoretical methods exist for predicting their
behaviour. Those that do exist range from the approx-
imate approach of mapping specific properties of active
systems onto those of passive systems at a higher “effec-
tive temperature" [9, 11, 12], to a more recently-derived
exact, non-equilibrium, free energy-like relation for the
steady-state collective behaviour of swimming particles
[13, 14]. It remains unclear, however, how these ap-
proaches might translate to osmotic phenomena.
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Figure 1: Our simulation setup. (a) The solution compart-
ment, indicated by the arrow, sits in the centre of the cubic
simulation box. (b) Our two active solute models. Solute and
solvent particles are shown in green and blue respectively.
In the classic, passive osmosis experiment, a solution,
containing solvent and solute particles, is separated from
a pure solvent compartment by a semi-permeable mem-
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Figure 2: Active solutes increase the osmotic pressure. The
main plots show the osmotic pressure, ∆P , as a function of
solute concentration cu, for increasing solute activity. The
error bars are smaller than the symbols. In both panels, the
black line shows the van ’t Hoff relation, Eq. (1). (a) Hot so-
lutes. Black circles, red squares and blue diamonds represent
Tu = 1, 1.4, and 2.0Tv (note kBTv = 1). (b) Swimming so-
lutes. Black circles, red squares and blue diamonds represent
F = 0, 4 and 6. The insets show the osmotic effective temper-
ature Tosm (green, down triangles) and the diffusive effective
temperature Tdiff (orange, up triangles), as functions of the
solute activity.
brane. The solvent distributes itself across the membrane
to equalise its chemical potential; at equilibrium the total
density, and the pressure, is higher on the solution side
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2[15, 16], an effect that can be attributed to the mixing
entropy of solvent and solute [16]. From a kinetic point
of view, the equilibrium density imbalance can be ratio-
nalized by a picture in which a flux of solvent particles
out of the solution, driven by the total density gradient,
is balanced by an inward diffusive flux [17].
In this paper, we simulate the same experiment, but
with active solute particles. We introduce activity ei-
ther by maintaining the solutes at an increased temper-
ature (mimicking hot nanoparticles), or by allowing the
solutes to be self-propelled (mimicking motile bacteria or
active colloids). Because the system is intrinsically out
of equilibrium, it is by no means obvious how the sol-
vent will distribute itself across the membrane. We find
that solute activity increases the osmotic pressure, and
can qualitatively change the density profiles, such that
solvent is driven out of the solution instead of into it,
as in passive osmosis [18]. These phenomena cannot be
reproduced by an effective temperature, but can be ra-
tionalized by a mapping based on the local structure of
the solvent. This suggests that local structuring of the
passive component may be a key factor controlling the
physics of active suspensions.
A MINIMAL MODEL FOR ACTIVE OSMOSIS
In our simulations, solute and solvent particles are
modelled by repulsive spheres with identical interactions,
the only difference between them being that the solute
particles are confined to a “solution compartment” by a
smooth “membrane potential”, i.e. an external field which
is invisible to the solvent [17, 19] (Fig. 1(a)). The cubic
solution compartment, of length 9.23 σ (where σ is the
particle diameter), is located in the centre of a cubic, pe-
riodic, simulation box of length L = 18.42 σ. Solute and
solvent particles interact via a repulsive, hard-sphere-
like Weeks, Chandler, Andersen (WCA) potential [20]:
U(r) = 4((σr )
12− (σr )6 + 14 ) if r < 21/6σ and zero other-
wise; the energy and length scales are defined by setting
 = kBTv = 1 and σ = 1 (where Tv is the temperature
of the passive solvent). The confining potential on the
solute particles is of the form U = kBTv(σ/δ)9, where
δ denotes the perpendicular distance between the par-
ticle and the “membrane”. In total the simulation box
contains 5000 particles so that the total particle den-
sity, ρtot = 0.8 σ−3 (corresponding to a packing fraction
of 0.42 σ−3). The system is simulated using molecular
dynamics, with the velocity Verlet algorithm [21] and a
timestep of 0.0005 (in reduced units [21, 22]).
Because we are interested in the generic physics of ac-
tive osmotic systems, we have investigated two very dif-
ferent models for the active solute particles.
(i) Hot solutes The “hot solutes” scenario (Fig. 1(b),
upper) is inspired by recent work in which a metal
nanoparticle performs “hot Brownian motion” following
the application of laser light [8, 9]. In our simulations
the solute particles are coupled to a separate thermostat,
at a higher temperature Tu than that of the solvent par-
ticles (Tv). This induces a net energy flow: energy is
supplied to the solute particles by the solute thermostat,
transferred to the solvent particles via solute-solvent col-
lisions, and removed by the solvent thermostat. By using
rather strong coupling to the thermostats, it is possible
to achieve Maxwell-Boltzmann-like velocity distributions
close to the desired temperatures for both sets of par-
ticles. Here, we use Nosé-Hoover thermostats [21] for
both solvent and solute; very similar results are obtained
using Nosé-Hoover-Langevin [23] and Andersen [24] ther-
mostats.
(ii) Swimming solutes The “swimming solutes” scenario
(Fig. 1(b), lower) is inspired by motile bacteria and self-
propelled colloids [2] and vesicles [6]. In this scenario, so-
lute particles are represented by short dumbbells (pairs of
particles connected by a FENE spring with typical bond
length 0.96 σ [25, 26]) which are propelled by an exter-
nal force F , acting along the long axis of the dumbbell
[27, 28] (the units of F are kBTv/σ). The temperature Tv
of the solvent particles is maintained by a Nosé-Hoover
thermostat (which does not act on the solute dumbbells).
In contrast to the hot solutes, the swimming solutes ex-
hibit directional motion, with a correlation length that is
limited by collisions with surrounding particles.
ACTIVE SOLUTES INCREASE THE OSMOTIC
PRESSURE
We first investigate how the osmotic pressure is af-
fected by the activity of the solute particles. The osmotic
pressure, ∆P , is defined as the difference in pressure be-
tween the solution and solvent compartments. For equi-
librium systems, ∆P is related to the solute concentra-
tion cu, at low solute concentrations, by the van ’t Hoff
relation [15, 16]
∆P ≈ kBTcu. (1)
Fig. 2 shows that, in our simulations, Eq. (1) indeed
holds in the passive case at low solute concentrations for
both our solute models ((a) and (b), black symbols and
line). Here, ∆P is measured by monitoring the solute-
membrane force per unit area; since the solvent does not
interact with the membrane, this equals the osmotic pres-
sure difference [17, 19]. The solution volume (needed to
compute the solute concentration) is calculated by map-
ping the pressure-density relation of a solute-only simu-
lation onto that of a bulk fluid [17].
In both of our models, increasing the solute activ-
ity increases the osmotic pressure (Fig. 2(a) and (b),
red squares and blue diamonds). Interestingly, the re-
lation between ∆P and cu remains approximately lin-
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Figure 3: Steady-state density profiles for passive (black) and
active (red) osmotic systems, measured in a slab of width
7.2 σ through the middle of our simulation box (the units of
x are σ and the membrane lies at x = 4.6 σ and x = 13.8 σ).
(a) Hot solutes model with cu = 0.25 σ−3, for Tu = Tv (black)
and Tu = 2Tv (red). (b) Swimming solutes model with cu =
0.13 σ−3, for F = 0 (black) and F = 6 (red).
ear, but with a gradient that increases with solute ac-
tivity. This suggests that we could define an osmotic
effective temperature for the active case, Tosm, such that
∆P = kBTosmcu, at low solute concentrations. Tosm is
shown in the insets to Fig. 2(a) and (b), and is in quite
good agreement with the well-known “diffusive effective
temperature” Tdiff , defined by Tdiff = (Du/Dv)Tv, where
Du and Dv are the diffusion constants of a single active
solute particle in a bath of solvent and of an equivalent
passive particle, respectively [9, 12]. However, as we shall
see, it turns out that the effective temperature descrip-
tion is not appropriate for describing the active osmotic
system, because it fails qualitatively to reproduce the
density gradients that are established between the solu-
tion and solvent compartments.
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Figure 4: Reverse osmosis caused by active solutes. The
steady-state density difference ∆ρtot across the membrane
is shown as a function of the solute activity (main plots)
and of the solute concentration (insets). Negative values of
∆ρtot indicate reverse osmosis. (a) Hot solutes model. Main
plot: ∆ρtot versus Tu for cu = 0.05 σ−3 (cyan circles) and
cu = 0.25 σ
−3 (pink squares). Inset: ∆ρtot versus cu (both
in units of σ−3) for Tu = Tv (green up triangles), Tu = 1.4Tv
(blue down triangles), and Tu = 2.0Tv (purple diamonds).
(b) Swimming solutes model. Main plot: ∆ρtot versus F for
cu = 0.05 σ
−3 (cyan circles) and cu = 0.13 σ−3 (pink squares).
Inset: ∆ρtot versus cu for F = 0 (green up triangles), F = 4
(blue down triangles) and F = 6 (purple diamonds).
REVERSE OSMOSIS DRIVEN BY ACTIVE
SOLUTES
For passive systems in osmotic equilibrium, the total
particle density is higher on the solution side of the mem-
brane than on the solvent side; this is consistent with the
popular picture of osmosis, in which solvent flows from
a dilute to a concentrated solution. This behaviour is
reproduced in our simulations without activity (Fig. 3
(a) and (b), black lines). For active solutes, however,
our simulations behave very differently. For low solute
concentrations, the total particle density is lower in the
solution than in the solvent compartment (Fig. 3 (a) and
(b), red lines), indicating that solvent has been driven
out of the solution by the solute activity [18]. This pic-
4ture holds for both our active solute models. Such an
effect is known as reverse osmosis; it is usually achieved
by applying external pressure to the solution. In our sim-
ulations the active solute particles appear to be acting as
an “internal piston”, driving solvent particles out of the
solution.
Fig. 4 shows how the magnitude of the reverse osmotic
effect depends on the solute activity and concentration,
for the two active solute models. Reverse osmosis cor-
responds to a negative value of ∆ρtot, the steady-state
difference in total particle density between the solution
and solvent compartments. In our simulations, reverse
osmosis is only observed above a critical level of the so-
lute activity (Fig. 4, main plots). The magnitude of the
effect increases with the concentration of the active so-
lutes at low solute concentrations (Fig. 4, insets), but
starts to decrease at high solute concentrations. This
effect is most apparent for the hot solutes at Tu = 2Tv.
Importantly, reverse osmosis driven by solute activity
cannot be reconciled with the concept of an osmotic ef-
fective temperature. This is because, in a passive osmotic
system, the total steady-state particle density is higher
on the solution side of the membrane, regardless of the
temperature [17]; for passive systems, a negative value
of ∆ρtot can only be produced by applying an external
pressure to the solution and not by varying the temper-
ature.
WHAT CAUSES ACTIVE SOLUTE-DRIVEN
REVERSE OSMOSIS?
We speculate that reverse osmosis occurs in our sim-
ulations because the active solutes act as an “internal
piston”, pushing the solvent particles away from them
and ultimately forcing them out of the solution. In other
words, active solute particles exclude more volume from
occupation by solvents than passive solutes would do.
Supporting this view, we observe that the solvent parti-
cles experience a more structured local environment as
the solute activity increases, suggesting that they are be-
ing pushed together by the activity of the solutes. As a
measure of the local structure close to a solvent parti-
cle, we measure the depth d of the first minimum of the
potential of mean force, defined as −kBTv log g(r) [29]
(where the computation of the radial distribution func-
tion g(r) counts all particles at distance r from a given
solvent particle). Fig. 5(a) shows that d increases as the
solute activity Tu increases in the hot solutes model, for
a fixed concentration of solutes; equivalent results are
obtained for swimming solutes. A similar effect on the
radial distribution function has recently been observed
for passive colloids in a bath of motile bacteria [30].
For passive systems, the solvent’s chemical potential
on either side of the membrane is directly related to its
density; equalising the solvent chemical potential across
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Figure 5: Mapping the solvent local structure onto that of a
passive system. (a) Depth d of the first minimum in the PMF
(defined as −kBTv log g(r)) as a function of solute activity
Tu for hot solutes at cu = 0.15 σ−3 (for a solution simulated
in a periodic box). The inset illustrates our mapping pro-
cedure, in which we determine the solvent density for which
the value of d in the active solution matches that of a passive
osmotic system at the same solute concentration (red hori-
zontal line). (b)-(d) Comparison between the prediction of
the matching procedure (open symbols) for the total osmotic
density imbalance ∆ρtot and the results of our simulations
(filled symbols). (b) Hot solutes model: ∆ρtot as a function
of Tu, for cu = 0.05 σ−3. (c) Hot solutes model: ∆ρtot as a
function of cu, for Tu = 1.4Tv. (d) Swimming solutes model:
∆ρtot as a function of F , for cu = 0.05 σ−3.
the membrane and taking into account the contribution
of the solute density allows one to derive the van ‘t Hoff
relation [17]. In our systems, the active solution is intrin-
sically out of equilibrium, so that the chemical potential
is only defined for the solvent particles outside the so-
lution region. We hypothesize, however, that one might
be able to define a “chemical potential-like” quantity for
solvent particles inside the active solution region, analo-
gous to the passive chemical potential, but using a local
effective density rather than the global solvent density.
This is equivalent to postulating that the solvent parti-
cles behave as though they were in a passive system, but
experiencing a higher local density in the solution region,
due to the presence of the active particles.
To test this hypothesis, we attempted to map the be-
haviour of our active osmotic systems onto equivalent
passive systems, by matching the value of the local sol-
vent structuring (as measured by d). To this end, we
measured how the value of d varied with solvent den-
sity for an active solution at fixed solute concentration
cu. This allowed us to determine the solvent density for
which the value of d in the active solution matched that
of an equivalent passive solution (Fig. 5(a), inset) - i.e.
the solvent density for which the degree of solvent struc-
5turing in the osmotic solution matched that of the passive
solution at the same solute concentration. Assuming that
this would be the steady-state solvent density in the ac-
tive osmotic solution, we could make a prediction for the
osmotic density imbalance ∆ρtot for the active osmotic
systems.
Fig. 5(b)-(d) show the results of this procedure, for
the two active solute models, for different solute activi-
ties and concentrations. The matching procedure indeed
predicts reverse osmosis, above a threshold activity level,
and with magnitude increasing with solute activity, in
reasonable quantitative agreement with our simulations
(Fig. 5(b) and (d)). The procedure also correctly repro-
duces the decrease in magnitude of the reverse osmotic ef-
fect for high solute concentrations (Fig. 5(c)) [31]. Thus,
matching the local solvent structure between active and
passive systems does seem to provide a way to understand
the underlying (non-equilibrium) physics that is involved.
Further work will be needed to determine whether the
concept of an effective chemical potential for the passive
component of an active-passive mixture, defined on the
basis of local structure, has wider utility.
DISCUSSION
In this paper, we have investigated the basic physics
of active osmotic systems, using a minimal model system
in which the solute and solvent particles are repulsive
and interact identically and the semi-permeable mem-
brane is represented by a smooth confining potential act-
ing only on the solutes. Our simulations show that solute
activity increases the osmotic pressure, and can cause re-
verse osmosis. The fact that similar results are obtained
for two very different active solute models suggests that
these phenomena may be rather generic. Although we
have focused here only on systems with identical solute
and solvent particle size and interparticle interactions,
we note that, for passive systems, osmotic phenomena
are remarkable for their generality (the van ‘t Hoff law
applies regardless of the nature of the solute and solvent
particles) – suggesting that similar universality may hold
for these non-equilibrium active systems.
From a practical point of view, reverse osmosis caused
by an externally applied pressure is widely used in wa-
ter purification. Do our results imply that similar results
could be achieved using active particles? Probably not,
for several reasons. Perhaps most obviously, in suspen-
sions of motile microorganisms, Janus particles or laser-
heated nanoparticles, the active particles are typically
at much lower concentration than in our simulations, so
that the reverse osmotic effect would probably be very
small. It is also important to note that, for the hot so-
lutes model, we have assumed a very strong coupling to
the active thermostat. In real systems of hot solutes, such
as laser-heated nanoparticles, heat dissipation to the sol-
vent is likely to severely limit the levels of solute activity
that can be achieved. Our results should, however, be rel-
evant to colloidal systems containing mixtures of active
and passive repulsive particles. Here the passive particles
would play the role of the solvent and optical tweezers
[30], “electric bottles” [32] or suitable microfluidic devices
[33] could be used for selective confinement. Suspensions
of active colloids are currently attracting much attention
for their novel phase behavior [34–41], and active-passive
mixtures should show even richer physics [42]. Osmotic
effects are very likely to play a key role in the behavior
of such systems.
Interestingly, we have observed that our system can be
mapped onto an equilibrium one, by matching a simple
measure of the local structuring of the solvent particles.
This suggests a new way of using equilibrium thermody-
namic concepts to describe active-passive systems. Our
work suggests that local structuring of the passive com-
ponent, caused by the active particles, may be central
to understanding the physics of these systems. The con-
nections between this idea and both the “active stress”
that is used to account for non-equilibrium driving in
the hydrodynamic studies of active fluids [43], and the
active pressure component that has recently been found
to emerge from a continuum description of active phase
separation [39, 44], remain to be elucidated (although we
note that comparison of the osmotic pressure between
active and passive systems apparently provides a direct
way to measure the active stress). Clarifying these links,
as well as the connection to active particle phase sepa-
ration recently seen in purely active suspensions, should
lead to a deeper understanding of the connection between
equilibrium and active systems in general.
From a practical point of view, we also note that
an osmotic simulation setup of the type used here pro-
vides a convenient way to probe numerically the physics
of active-passive mixtures. The chemical potential of
the passive component is well-defined in the region out-
side the active solution compartment, and solvent parti-
cles are free to exchange between compartments. Thus,
our setup allows for “semi-grand canonical” simulation of
active-passive mixtures, even though, from a theoretical
point of view, the chemical potential inside the solution
compartment is not defined.
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