Consider the following systems of ordinary differential equations:
(1.1) (Hs): There exists a continuous, nonincreasing function H(t) satisfying lim H(t) = 0 t-m2 such that 1 & h(s) ds 1 < H(t,) for every 0 < t, < t < t, + 1. Then we prove: If g(t, X) satisfies (Hi) and h(t) satisfies (Ha), then there exists T,, > 0 and 6, > 0 such that if t, > T, and j x0 1 < 6, the solution F(t, t, , x0) of (PJ approaches zero as t + cg. In particular, if x = 0 is a solution of (PI), then it is uniform asymptotically stable. Furthermore, if g(t, X) = 0 and h(t) does not satisfy (Ha), then 120 solution of (PI) can approach zero as t+ co.
In the casef(t, x) = Ax, where A is a constant matrix, the above results generalize theorems of Coddington and Levinson [I] and Brauer [2] , since (1.1) holds if either y(t) + 0 as t -+ 0~) or Jr y(t) dt < co. The proof for the linear case is elementary and can be given in a first course in differential equations; therefore, we include it in Section 3. We give two proofs of the general result. A slight extension of the above is proved in Section 4 with Lyapunov functions. The proof in Section 5 is more direct, does not require Lyapunov's second method, and exhibits quite clearly the need for the asymptotic stability to be uniform. Example 4.5 shows that a vector function h(t) can satisfy (Hs) even though 1 h(t)1 -+ co as t --+ co. Needless to say, all of the general results of Sections 4 and 5 apply to the special casef(t, x) = Ax considered in Section 3.
Lyapunov's second method has been employed before to obtain perturbation theorems. One of the best-known results [3, Section 191 is that if f e CO and x = 0 is U.A.S. for (N), then there exists a continuous function T(X), with ~(0) = 0, such that if /g(t, x)1 < T(X), then x = 0 is U.A.S. for (P). This theorem has wide application, and it is probably close to the best possible result for perturbation terms that are independent of t. The difficulty is that it may be hard to determine v(x) because 77 depends on the Lyapunov function associated with (N). In our theorems, a perturbation term need only satisfy a requirement which is independent of the original system (N). Krasovskii [3, Section 241 has a theorem in the general spirit of Theorem 4.1 in which he considers perturbation terms that are "bounded in the mean." He is able, however, to conclude only that x = 0 is stable for the perturbed system. Also, a result similar to the above for (P) was announced by LaSalle and Rath [6] . Instead of (1.1), they use the equivalent (but perhaps a bit harder to verify) condition 1 s t+a lim supt+m a>0 1 + a y(s) ds = 0 t for some interesting theorems on "eventual stability." Actually, the condition (1 .I) seems to have been used only recently-Coppel[4j uses it to obtain several interesting boundedness results for perturbed linear systems.
PRELIMINARIES
In (N), x and f are vectors in En with ) x ) = 1 xi 1 + **a + 1 X, I, t is real, and f(t, 0) = 0 for all t 3 0. We adopt the following convention: every differential equation which we consider shall have a right-hand side which is continuous and sufficiently smooth on DM = {(t, x) : t 3 0, ( x I < M, M > 0} for the uniqueness of all solutions. For (to, x0) E D, we denote byF(t, t,, , x0) that solution (of the equation being considered) for whichF(t,, , t, , x,,) = x, . DEFINITION 2.1. C,, denotes the class of functions having uniform Lipschitz constants on DM ; C, the class having continuous partial derivatives of orders h = 1, 2,..., m; and C, the class of functions having continuous and bounded partial derivatives of every order on DM . 3) hold with 6, independent of t,, and T independent of t, and x0 . let # and g be continuous on DM . For small ( x I, let g(t, x) + 0 as t -+ co uniformly in x. Let the characteristic roots of A have negative real parts. Given any E > 0, let there exist 6, and T, so that ) #(t, x)1 < E 1 x 1 for 1 x 1 < 6, and t 2 T, . Then there exists T,, such that any solution F(t) of (L) sat@es 1 F(t)1 + 0 as t + co if I F(T,,)I is small enough.
Brauer [2] has shown that the conclusion of Theorem 3.1 is valid for the system
where A, 4, and g are as in Theorem 3.1, h(t, x) is continuous on DM and 1 h(t, x)1 < x(t) 1 x 1, where Jrh(t) dt < co.
We shall now consider (L) with a condition on g(t, x) sufficiently general to include Brauer's result as a special case. THEOREM 3.2. Consider (L) where A and # are as in Theorem 3.1, and g satisfies (HI), Then there exist T,, 3 0 and 6 > 0 such that for every to > T, and x0 satisfring I x,, / < 6, the solution F(t, t,, , x,,) of (L) satz$es 1 F(t, t,, , x0)1 + 0 as t + co. In particular, zf x = 0 is a solution of (L), then it is asymptotically stable.
Before proving this theorem, we discuss the condition (HI). It is easily seen that (1 .l) holds if either y(t) + 0 as t---f co or c y(t) dt < co; that is, Theorem 3.2 includes Brauer's result. The following example exhibits the generality of (1.1). However, given any t > 1, we have 3n -2 < t < 3n + 1 for some n, hence s:,1 y(s) ds < n-l, proving y satisfies (1 .l).
It is also easy to see that (1 .I) is equivalent to the condition that Jy y(s) a!s + 0 as t -+ co for every 01 > 0; we use OL = 1 for convenience. We prove Theorem 3.2 with the aid of four lemmas. Lemma 3.6 is analogous to Lemma 1 of [2] and Lemma 3.7 is an inequality of the Gronwall type used in [2] . Proof of Theorem 3.2 (using Brauer's techniques). Let K 3 1 and u > 0 such that / eAt ) < Ke-ot for all t > 0. Let 0 < E < min(uK-r, r). From the hypothesis on $, choose T, and 6, so that 6, < E and T, > 1. Choose TO > T, so large that t 3 TO implies Thus, the inequality 1 F(t, t, , %,,)I < 6, holds on [to, co) which implies that (3.1) holds on [t,, , co), hence Ir;'(t, t,, x,)1 + 0 as t --+ co. Since 6, < E, we have /F(t, to, x0)/ < E on [to, CO) , which gives the asymptotic stability of x = 0 when g(t, 0) = 0, completing the proof. Our final example shows that in a weak sense, condition (HI) is necessary in order that solutions tend to zero. Example 3.8. Consider the first order equation
where a > 0, y(t) > 0 (this condition is removed in Theorem 4.7), and y does not satisfy (1 .l). Then there exists c1 > 0 and a sequence t, -+ a~ as n-+ cc such that jr y(t) dt > 01 for every 12. Then for every choice of x0 3 0 and t, >, 0, F(t, t, , x0) = e-a(t-to)x, + ecat I t t easy(s) ds > ecat s easy(s) ds. to to
Hence for all large n,
easy(s) ds > e-%-t. t0
Thus F(t, t,, x0) + 0 as t --f CO, and the conclusion of Theorem 3.2 does not hold for (3.2).
PERTURBED NONLINEAR SYSTEMS
We start with a slightly more general theorem than that mentioned in the introduction. Then there exist T,, > 0 and 6, > 0 such that if t, >, T, and 1 x,, 1 < 6,) then the solution F(t, t, , x0) of (P) satisjes IF(t, t,, x,)1 -+O as t -+ co. I VW 41 < K, (4.3) where p, p, and o belong to X and K is a positive constant. Now for as long as a solution F(t) of (P) exists, g w WN = 4 VP w + VV4F(t)) * [f(f, F(t)) + g(t,F(t))] = G&, F(t)) + v w, F(t)) * g(4 F(f)).
By integrating over any interval on which F(t) exists, Thus if 0 < b < 1 F(s)/ < I between t,, and t, WW)) < -jt 41 WI) ds + K j" ~4s) ds + V(to >F(to)). I F(t, 4 , F(tl , toy xo))l -=c rl on 15, co> because t, > to + TI > TI and I F(t, , to , x,)1 < 6. Hence, a fortiori, I F(t, to, x0)1 < 7 for t >, to + T. Since 7 is arbitrary IF(t, to, x0)] + 0 as t --+ co. Since T depends only on 17 and 6 depends only on E, x = 0 is U.A.S. if g(t, 0) = 0, and the proof is complete. Clearly, any function satisfying (Hr) satisfies (Ha). The converse is not true as the following example shows. We now consider the possibility of integrating the perturbation term before obtaining bounds on its norm. Specifically, consider the condition (Ha): Let h(t) be continuous on [0, co) and let H(t) be a continuous, nonincreasing function with H(t)+ 0 as t + co such that 1 j:oh(s)ds 1 < H(t,) for every 0 < t, < t < t, + 1.
Then any function h(t) for which Jy 1 h(s)/ ds -+ 0 as t + co satisfies (Hs), so that perturbation terms independent of x which satisfy (HJ also satisfy (Ha). Example 4.5 shows the generality of (Hs). 1 x0 1 < 6, , the sohtion F(t, t, , x0 ) of x' =f(t, x) + g(t, x) + h(t) (PI) sutis$es 1 F(t, t, , .x0)/ -+ 0 us t + 00.
Example 4.5. Let h(t) = (t sin t3, t cos t3). Then h(t) does not satisfy (HI)
Proof. In deriving the analog of (4.4) for the system (PI), we are led to + j" VV(s, W)) * 4s) ds + V(to ,F(t,)). Remark. In (Pz), h(t) is a vector; compare this result with Example 3.8.
Proof. Let h satisfy (Ha). Then the conclusion of Theorem 4.6 holds for (P2) by Theorem 4.6.
Conversely, suppose that h does not satisfy (Ha). Then there exist 01 > 0 and sequences (tn} and {E,}, with 0 < E, < 1 for every n and t, + co as II -+ co, such that is %I+(" h(t) dt > 01 (4.13) L for every n. Assume (we shall contradict this assumption) that there exist some t, > 0 and some x,, for which the solution F(t, t, , x0) of (PJ satisfies j F(t, t, , x,)1 + 0 as t -+ co. Choose T so large that t > T implies where L is the Lipschitz constant for f and we may assume without loss of generality that L > 1. Then for n so large that t,, > T, we have a contradiction to (4.13). Thus no solution of (P2) tends to zero as t -+ 03 hence the conclusion of Theorem 4.6 certainly does not hold, completing the proof. This result is not as general as Theorem 4.6 because here we need f E co even for the case h(t) z 0 (see Example 4 4) , and also because we assume g satisfies (HI) rather than (Ha) However, the proof does not require Lyapunov functions, which is rather curious. Furthermore, almost no extra effort is needed to handle the case where h(t) + 0, in contrast to the changes needed in Section 4.
Proof. Solutions and constants corresponding to the system (N) shall be starred, those for (PI) shall not. Let Q(t) = sup(G(s) : t -1 < s < CD} on [I, co). Then Q(t) L 0 as t + co. By Lemma 3.4. Thus by the first part of the proof, where T = T(T) = 7 + Tl , completing the proof.
