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ABSTRACT
While microlensing is very rare, occurring on average once per million stars observed, current and
near-future surveys are coming online with the capability of providing photometry of almost the entire
visible sky to depths up to R ∼22 mag or fainter every few days, which will contribute to the detection
of black holes and exoplanets through follow-up observations of microlensing events. Based on galac-
tic models, we can expect microlensing events across a vastly wider region of the galaxy, although
the cadence of these surveys (2-3 푑−1) is lower than traditional microlensing surveys, making effi-
cient detection a challenge. Rapid advances are being made in the utility of time-series data to detect
and classify transient events in real-time using very high data-rate surveys, but limited work has been
published regarding the detection of microlensing events, particularly for when the data streams are
of relatively low-cadence. In this research, we explore the utility of a Random Forest algorithm for
identifying microlensing signals using time-series data, with the goal of creating an efficient machine
learning classifier that can be applied to search for microlensing in wide-field surveys even with low-
cadence data. We have applied and optimized our classifier using the OGLE-II microlensing dataset,
in addition to testing with PTF/iPTF survey data and the currently operating ZTF, which applies the
same data handling infrastructure that is envisioned for the upcoming LSST.
1. Introduction
Gravitational microlensing allows for the study of nu-
merous objects that may otherwise be too faint to observe.
This is done by observing the alignment of a foreground
object along the observer’s line of sight to a luminous
background source, a method which even allows for the
study of otherwise invisible material such as black holes
(Wyrzykowski et al., 2016). Over the last several decades
several surveys have successfully used microlensing to study
other phenomena such as compact objects (Griest, 1991),
and exoplanets orbiting foreground lens stars (Beaulieu
et al., 2006).
One of the teams leading the microlensing effort is
OGLE (Udalski et al., 1992), which based at the Las Cam-
panas Observatory, Chile, is currently in the fourth phase
of its survey (OGLE-IV), covering 3000 square degrees in
the most crowded regions of the sky, including the Galac-
tic Bulge and Magellanic System (Udalski et al., 2015).
While theMACHO (Alcock et al., 2000) and EROS (Ansari,
2004) teams helped lead the microlensing efforts, current
microlensing surveys are being led by teams such as MOA
(Bond et al., 2001), KMTNet (Kim et al., 2016), as well
as Gaia (Hodgkin et al., 2013) and the All Sky Automated
Survey for SuperNovae (ASAS-SN, Shappee et al. (2014),
Kochanek et al. (2017)).
These surveys search for microlensing by employing
time-series imaging to detect any increase in brightness that
may result from the magnification of the source star during
lens-source alignment. These events occur on timescales
ranging from ∼1 day, to up to hundreds of days depending
on the mass, distance and relative motion of the lens and
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source objects. The unpredictable nature of microlensing
thus requires data to be gathered at high cadence (<1 hour
to one day) for optimal results, as short-lived anomalies that
last minutes to days could signal the presence of compan-
ion objects present in the lensing system. As rare transient
events, it’s important to detect microlensing as early as pos-
sible so as to be able to monitor any anomalies that may
occur, and as such it is imperative to detect these events
from a real-time data stream. Detecting microlensing dur-
ing the rising phase of the lightcurve allows us to optimize
observing strategies to ensure adequate data can be gathered
to fully characterize the event, which is particularly nec-
essary to constrain the rapid change in flux that transpires
during anomalies.
The detection and classification of astrophysical phe-
nomena from time-series data is currently receiving renewed
attention owing to recent and anticipated developments in
survey technology. Medium (∼1-2m) and large-aperture
(∼4m+) telescopes with wide-fields of view can now be
equipped with high spatial resolution detectors to photo-
metrically survey hundreds of square degrees per night,
with examples including the 1.2m Zwicky Transient Facility
(ZTF, Bellm et al. (2015)), the 4m VISTA survey telescope
(Sutherland et al., 2015), as well as the upcoming 8.4mLarge
Synoptic Survey Telescope (LSST, Tyson (2002)). These
new surveys are employing improved software designed to
make it possible to issue real-time alerts in a timely manner,
allowing for the follow-up of transient phenomena (Law
et al. (2009), e.g. PTF). Even though microlensing is an
intrinsically rare phenomenon, with the optical depth to-
ward the Bulge at ≈ 10−6 (Alcock et al. (2000); Sumi and
Penny (2016)), the large field of view of these surveys could
dramatically broaden the region of the galaxy over which
microlensing events are detected, enabling us to study pop-
ulations in different evolutionary contexts.
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The main surveys of ZTF and LSST can and will pro-
duce low-cadence data (∼1-3 푑−1) rather than multiple mea-
surements per night, makingmicrolensing harder to detect as
these signatures have correspondingly lower signal to noise
particularly during the rising phase. It is therefore timely
to reevaluate the detection algorithms used to filter for these
transient phenomena. Previous authors have outlined dif-
ferent methods for microlensing detection in wide-field sur-
veys, such as the OGLE team which have employed their
Early Warning System (EWS) designed to detect on-going
microlensing events, which continues to be employed and
aided in the identification of 40-80 microlensing events per
year during the OGLE-II phase (Udalski, 2003). Similar
algorithms were put into effect by the MOA collaboration
(Bond et al., 2001) as well as the MACHO group (Alcock
et al., 1997). While the EWS system, for example, is capa-
ble of analyzing photometry in real-time to detect ongoing
microlensing events from high cadence data, the Korea Mi-
crolensing Telescope Network (KMTNet) applies an event-
finding algorithm that performs linear fits to a grid of point-
lens microlensing models and in turn works best with com-
plete lightcurves of the event (Kim et al., 2018).
Real-time detection of microlensing in low-cadence
data is a tremendous challenge as the timescale and am-
plitude of the event can vary significantly depending on
the parameters of the lens-source alignment. Price-Whelan
et al. (2014) searched for microlensing in the irregularly-
sampled PTF database by filtering for potential candidates
via lightcurve statistics, and while he reported three plau-
sible signals he could not confirm with certainty due to the
gaps in the photometry. Machine-learning techniques have
shown great promise when it comes to lightcurve classifi-
cation of low-cadence data. Richards et al. (2011) demon-
strated the utility of machine-learning in his application of
ten different machine-learning engines to classify noisy and
sparse lightcurves, reporting misclassification rates between
23 and 32 percent with the highest accuracy yielded by the
Random Forest algorithm.
This research aims to further explore the application of
the Random Forest algorithm to detect microlensing events
in real-time, with both high cadence and low cadence sur-
vey data, with the intention of developing an open-source
program that can be applied with ease by any member of the
astronomy community in the search for microlensing. Sec-
tion 2 describes the microlensing theory followed by a sec-
tion detailing the Random Forest ensemble learning method.
The development of a proper training set, including the sim-
ulation of lightcurves and the features extracted from them
to train the algorithm are described in Sections 4 and 5, re-
spectively. In addition, Sections 5.2 to 8.3 illustrates the per-
formance of this machine-learning algorithm when applied
to real data from several surveys. We conclude in Section 9
with a presentation of our classifier, Lens Identification Al-
gorithm (LIA), as well as our plans to integrate this code into
the ANTARES touchstone which will serve as a broker for
the Large Synoptic Space Telescope (LSST, Narayan et al.
(2018)).
2. Microlensing Model
For our purposes of simulating microlensing lightcurves
with which to train a supervised machine learning engine,
we sought to simulate only single-lens microlensing events
(single point-lens & point source) which can be described
by three parameters, the Einstein crossing time (푡퐸), definedas the time to cross the lens’ Einstein radius, 푅퐸 , the min-imum impact parameter (푢0), and the event peak time (푡0).With these parameters one can define the event lightcurve
with the following three functions of time: its amplification
factor 퐴(푡), which describes the magnification of the event,
the observed flux as a function of time 퐹 (푡), and the normal-
ized angular distance between the source and the lens, 푢(푡),
defined as
푢(푡) =
√
푢20 +
(
푡 − 푡0
푡퐸
)2
, (1)
퐴(푡) = 푢
2 + 2
푢
√
푢2 + 4
, (2)
퐹 (푡) = 퐴(푡) × 푓푠, (3)
where 푓푠 is the source flux (Paczynski, 1986). This as-sumes that the source flux in the CCD frame is isolated,
such that the flux can be measured independently of any
stellar neighbors. Unfortunately the most promising regions
for microlensing detection, the Bulge and the Magellanic
Clouds, are extremely crowded and the blending of light
can yield inaccurate measurements for 퐴(푡) (Han, 1999). To
account for this blending, 퐹 (푡) is calculated as
퐹 (푡) = 퐴(푡)푓푠 + 푓푏, (4)
where 푓푏 is the blend flux. The overall observed flux is then
퐴표푏푠(푡) =
푓푠퐴(푡) + 푓푏
푓푠 + 푓푏
. (5)
Taking 푔 = 푓푏푓푠 , 퐴표푏푠(푡) can be expressed as
퐴표푏푠(푡) =
퐴(푡) + 푔
1 + 푔
. (6)
Ultimately accounting for blending requires guessing initial
event parameters to derive an initial model for A(t), after
which the values for 푓푏 and 푓푠 can be inferred through amodel-fitting process. While constraining 푓푏 through thefitting process is the most common method for dealing with
blending, it is sometimes possible to actually resolve the
stars contributing to 푓푏 through the use of space or largeground-based telescopes (Janczak et al., 2010; Bennett et al.,
2006). For our purposes of detecting these events, we sim-
ulate these signals by setting only a value for the blending
coefficient 푔, derived from a reasonable distribution (see
Section 4.3). While in reality a star is not a point source
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and a more complex model can be applied to account for
additional behavior such as binary and parallax effects, this
simple model is sufficient for our purposes of classifying
microlensing events in real-time to properly follow-up any
anomalies.
3. Classification via Machine Learning
The task of quick, automated classification in astron-
omy has been tackled successfully over the past decade
through the use of machine learning, both as a means of
detecting particular classes of stars as well as for identifying
instrumental artifacts. The Palomar-Quest (PQ) survey op-
erated by the Palomar-Quest Consortium circumnavigated
the problem of artificial artifacts (saturation, instrument
glitches, etc.) by implementing an Artifical Neural Network
(ANN) based classifier (Ripley, 1996) into their data reduc-
tion pipeline (Djorgovski et al., 2008), which in turn limited
transient false-alerts. This illustrates the utility of morpho-
logical image processing, which when coupled with other
machine learning methods can be applied as an effective
method for maintaining catalogs as well as performing auto-
mated image classification (Weir et al., 1995; Odewahn et al.,
2004). ANN was also applied by Wyrzykowski et al. (2003)
to filter for eclipsing binaries among variable stars in the
OGLE-II catalog, while the search for and characterization
of microlensing events in the OGLE-III database was fa-
cilitated using the Random Forest algorithm (Wyrzykowski
et al. (2015a); Wyrzykowski et al. (2016)). While there are
other machine learning methods that have been utilized with
great success, such as Support Vector Machines (SVMs)
(Cristianini and Shawe-Taylor, 2000) employed for example
by the Nearby Supernova Factory based in the Lawrence
Berkeley National Laboratory (Romano et al., 2006), a side-
by-side comparison of ten different classifiers in two dif-
ferent datasets (OGLE and Hipparcos) by Richards et al.
(2011) found the Random Forest to have the lowest error
rate.
The RandomForest is popular for classification tasks as a
result of its accuracy, speed, and straightforward application;
and when tested against other machine learning algorithms
tends to be among the top performers. In addition to the
study performed by Richards et al. (2011), Pashchenko et al.
(2018) recently reported the Random Forest as a top per-
forming machine learning algorithm when tasked with clas-
sifying variable stars, performing equally as well as SVM,
gradient boosting and neural networks, with logistic regres-
sion and k-nearest neighbors algorithms displaying signifi-
cantly lower performance in this particular study. Given the
successful application of the Random Forest algorithm for
classification tasks, we seek to apply it for our purpose of
differentiating between microlensing signals and other tran-
sients and variables.
3.1 Random Forest Algorithm
Classification via supervised machine learning is per-
formed by using a training set containing sources of known
class, with each being described by a set of input variables.
The goal of a machine learning classifier is to create a func-
tion that can map the input variables to the output class,
which in turn can be employed to predict the class mem-
bership of unknown objects, creating an automated process
which requires no human input and, when properly trained
and validated, can provide a high performing classification
algorithm that can be used to quickly categorize new objects
with a statistically low error rate (Brink et al., 2013).
The Random Forest is an ensemble machine learning
method developed by Breiman (2001) that trains numerous
decision tree classifiers and takes the mode of the classifi-
cation results as the output, in effect combining a multitude
of “weak” learners (individual decision trees), to create one
“strong” learner (the ensemble). Decision tree learning is
used to map a set of input features to output classes by means
of a series of selection rules determined during the training
process, and individual trees, when trained deep enough, can
create complex structures given the feature space; although
a single tree has high variance and being sensitive to noise, it
alone is not sufficient for wide-scale classification tasks. In
the Random Forest ensemble, each tree is trained with a sub-
sample of input features, and as such the entire ensemble is in
turn de-correlated yielding low overall variance, resulting in
a high performing classifier that will run the input features
through the individual trees, providing a prediction based
on the most frequent class that is output once all the trees
have “voted”. For this research we used the open source ma-
chine learning software package scikit-learn, implemented
in Python (Pedregosa et al., 2011).
This implementation is based on bootstrap aggregation,
or bagging (Breiman, 1996), in which 푘 subsamples (퐵푖) arecreated from the training data 퐵, with each tuple in 퐵 rep-
resented by some 푛 × 1 vector containing information on 푛
features. Each 퐵푖 is constructed with replacement at eachiteration, such that some values in 퐵 may not be present
in any of the bootstrap samples, whereas others may be re-
peated across several 퐵푖. The data in each subsample is thenused for training by creating 푘 decision trees, using the scikit-
learn classification and regression trees (CART1) algorithm,
with the out-of-bag data that was not included in the boot-
strap used for testing. During the tree-building process, sub-
sequent splits at each node are chosen amongst all the avail-
able features, with optimal split points deducted using the
Gini-index (Breiman et al., 1984), which serves as a means
of measuring impurity in 퐵. The Gini-index is defined as
Gini index = 1 −
푛∑
푖=1
푝2푖 (7)
where 푝푖 is the probability that a given tuple in the trainingdata 퐵 belongs to the ‘푖푡ℎ’ class. A low Gini-index indicates
that 퐵 was well partitioned, serving as a means of select-
ing the best splits across all nodes. This bootstrap aggrega-
tion method reduces the overall bias of the final model as the
ensemble is able to train with numerous subsamples of the
data, whereas simply training with half of the data and test-
ing with the other half may yield lower performance as some
1For a detailed description, see: http://scikit-learn.org/stable/
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data used for testing may differ significantly from that of the
training set. At the end, each tree is constructed using a dif-
ferent bootstrap sample of the data, and classification of new
data is performed by running the features through the trained
decision trees, with the class that is output the most in the en-
semble taken to be the final prediction. In this manner, each
prediction is accompanied by probability predictions, which
is the normalized quantity of individual trees that yield each
individual class. Thus, if a similar number of trees vote for
several classes, their probability output will be similar in-
dicating confusion within the classification engine for the
particular data. By enforcing a threshold on this metric, for
example, requiring a probability prediction of 0.5 before ac-
cepting the classification as true, one can limit the number
of false-alerts at the risk of disregarding true-positives that
for whatever reason are not well-defined in the feature space.
4. Initial Training Set
In order to build a training set of known objects at the
start of a survey, one would typically rely on data from previ-
ous surveys or from simulations, with the quantity and qual-
ity of training data having a significant impact on the per-
formance of the classifier, as shown by Brink et al. (2013)
in which he reported a higher performing classifier than that
of Bloom et al. (2012) within the same dataset, ultimately
attributed to the substantially larger training set provided as
a result of data availability at the time of research. As real
data can be sparse and not readily available, especially at
the start of a survey, we chose to simulate our training set
with adaptive cadence. This not only generalizes the algo-
rithm for application across any dataset, but also ensures our
training set is well-representative of the source class, as us-
ing real data to train requires a substantial quantity of qual-
ity samples that may not always be available. A training set
with adaptive cadence in this context is constructed by tak-
ing real lightcurves from a given survey, and simulating the
source classes given only random timestamps selected from
said lightcurves. When no lightcurves are available as is the
case when the survey is not yet underway, the timestamps
can be derived from the planned observation strategy; either
way, this method of simulating with adaptive cadence works
best if one can accurately depict the intervals at which a sur-
vey will collect data. When coupled with an accurate noise
model, this technique allows us to accurately simulate how
a given survey would observe the particular classes we de-
scribe in the following sections.
4.1 Cataclysmic Variables
We seek to simulate data from the most troublesome
sources that can often times yield false-alerts when search-
ing for microlensing events. Spontaneous eruptions by cat-
aclysmic variables (CV), in particular dwarf novae, can
mimic a microlensing lightcurve that will trigger false-alerts
especially when only single-band photometric data is avail-
able. CV’s are binary systems with relatively short periods,
consisting of a white-dwarf accreting matter from a larger
companion star via Roche Lobe overflow (Howell et al.,
2001). These systems are known for their outbursts, which
occur due to instability within the accretion disc surround-
ing the white dwarf resulting from accreted material falling
into the star (Osaki, 1974). This mechanism is what causes
the eruption that increases the flux of the system, and as the
disc is drained of its matter the outburst subsides, continu-
ing to acquire more material via Roche Lobe overflow until
the same mechanism is again triggered and a new outburst
occurs (for a thorough explanation, see Hellier (2001)). Al-
though CV outbursts occur repeatedly and usually rise faster
than microlensing events, this is not always the case and are
thus troublesome in the search for microlensing especially
when no previous baseline data is available to reject these
events (Kim et al., 2018).
CV’s are usually classified as either novae, such as su-
pernovae that yield a one-time high magnification eruption;
recurrent novae which remain dormant for long periods of
time and typically exhibit outbursts every 10 to 100 years;
and dwarf-novae, which display lower-amplitude outbursts
than the previous two subclasses but at higher frequency,
ranging from 10-50 days for Z Camelorpardalis stars or 15-
500 days for U Geminorum stars (Robinson (1976); see his
Table 1). To simulate dwarf-novae, we approximated each
outburst as three straight line functions of different gradients
dependent on the maximum outburst amplitude, 퐴푚푎푥. Wefirst generate a period, 푃 , from a normal distribution with
a mean of 100 days and a standard deviation of 200 days,
followed by an outburst amplitude퐴푚푎푥 selected from a uni-form random function between 0.5 and 5.0 mag. As the mor-
phology parameters of each outburst varies (Hellier, 2001),
we first generate the start time of the first outburst anywhere
between the initial timestamp, 푡0, and 푡0 + 푃 . The start timeof each subsequent outburst (푡표푢푡푏푢푟푠푡) that occurs within thetimestamps are computed from the end of the first outburst,
such that the parameters for each outburst are simulated as
follows:
◦ The outburst duration, 푑퐶푉 , is chosen from a uniform
distribution between 3 and 푃10 days.
◦ The time it takes the outburst to reach maximum am-
plitude, 푡푟푖푠푒, is selected randomly from a uniform dis-tribution between 0.5 and 1.0 days.
◦ The time the outburst remains at maximum amplitude,
푡ℎ푖푔ℎ, is selected from a normal distribution with 휇 =
0.4 and 휎 = 0.2 days.
◦ The time it takes the outburst to drop back to baseline
is 푡푑푟표푝 = 푑퐶푉 − 푡푟푖푠푒 − 푡ℎ푖푔ℎ.
◦ The time at which the outburst reaches maximum is
푡푒푛푑 푟푖푠푒 = 푡푠푡푎푟푡 표푢푡푏푢푟푠푡 + 푡푟푖푠푒.
◦ The time at which the outburst begins to descent back
to baseline is 푡푒푛푑 ℎ푖푔ℎ = 푡푠푡푎푟푡 표푢푡푏푢푟푠푡 + 푡푟푖푠푒 + 푡ℎ푖푔ℎ.
Working in magnitude scale, the rise of each outburst can be
represented as a steeply positive gradient of the form
푔푟푖푠푒 =
−퐴푚푎푥
푡푟푖푠푒
, (8)
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Figure 1: Dwarf novae outburst illustration. The outburst
can be well represented as three linear phases, with the rise
computed as a positive gradient followed by a flat phase when
it reaches the maximum amplitude. The drop is a shallower
negative gradient until it reaches baseline magnitude.
followed by a flat phase at 퐴푚푎푥, with the drop phase ex-pressed as a negative gradient,
푔푑푟표푝 =
퐴푚푎푥
푡푑푟표푝
. (9)
Lastly, the magnitude 푚(푡) per each outburst during all three
phases is calculated as
1. 푚(푡) = 푔푟푖푠푒
(
푡 − 푡푠푡푎푟푡 표푢푡푏푢푟푠푡
) |
푡푠푡푎푟푡 표푢푡푏푢푟푠푡 ≤ 푡 ≤ 푡푒푛푑 푟푖푠푒
2. 푚(푡) = −퐴푚푎푥 | 푡푒푛푑 푟푖푠푒 ≤ 푡 ≤ 푡푒푛푑 ℎ푖푔ℎ
3. 푚(푡) = −퐴푚푎푥 +
(
푔푑푟표푝
(
푡 − 푡푠푡푎푟푡 표푢푡푏푢푟푠푡
)) |
푡푒푛푑 ℎ푖푔ℎ ≤ 푡 ≤ 푡푒푛푑 표푢푡푏푢푟푠푡
A sample schematic is displayed in Figure 1, with examples
of simulated lightcurves shown in Figure 2. To ensure we
simulate only credible CV lightcurves, we require that there
must be at least 7 measurements within any one outburst,
with at least one point within the rise or drop. This is done
so as to discard simulated CV that, due to poor cadence, dis-
play no CV characteristics. As per the randomness in our
simulations, CVs with little to no measurements within any
outburst could indeed be simulated, seemingly mimicking a
constant source with several outliers. Thus, imposing these
conditions ensures every simulated lightcurve has at least
one adequate outburst.
4.2 RR Lyrae & Cepheid Variables
Another class of pulsating variables that can mimic mi-
crolensing behavior are RR Lyrae, which are variable stars
displaying asymmetric periodic lightcurves with periods of
less than one day, pulsating as a result of mass loss that
triggers oscillations within the star (Binney and Merrifield,
Figure 2: Example of simulated dwarf novae. Noise included
using the noise model described in Section 7.2.
1998). Similar stars of higher mass but with longer peri-
ods are categorized as Cepheid variables (Binney and Mer-
rifield, 1998), and while these stars pulsate periodically un-
like the sporadic nature of CVs, they can nonetheless yield
false alerts in the search for microlensing if there’s no base-
line data available, and especially if the pulsation is detected
near the rise or fall. It is also difficult to distinguish between
microlensing events and longer-period variables, and while
these may be ruled out by putting limits to the RMS of the
flux, it’s not a sure way of excluding variability as some of
these sources may vary more or less in a given year, or re-
main dormant and suddenly pulsate, resulting in potential
false-alerts (Kim et al., 2018).
We chose to include only RR Lyrae and Cepheids in our
variable class as these type of variables are primary sources
of confusion with microlensing events detected in real-time
and their respective short and longer period behavior allows
us to capture the general characteristics of variable signals.
Furthermore, we note that the program is currently designed
to operate in conjunction with brokers like ANTARES,
which already filters for common variables not included in
our classes (Narayan et al., 2018). To simulate RR Lyrae
and Cepheids we utilized gatspy, an open-source Python
package for astronomical time-series analysis (VanderPlas
and Ivezić, 2015; Vanderplas, 2015). We made use of its
template-based fitting method, which imports 483 real RR
Lyrae sources in Stripe 82 (from SDSS) measured approx-
imately over a decade (Sesar et al., 2010). By using using
these lightcures as templates, gatspy will fit an RR Lyrae
model to the template, and once fitted allows us to assign
a period to the model. Given the similarities between RR
Lyrae and Cepheids, this technique allows us to also sim-
ulate Cepheids using the RR Lyrae data from Sesar et al.
(2010) by simply fitting for longer periods. We split our RR
Lyrae classes into Bailey types ab and c, with the periods for
RR Lyrae ab extracted from a normal distribution centered
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Figure 3: Example of simulated variables. Noise included using
the noise model described in Section 7.2.
about 0.6 days with a standard deviation of 0.15 days, while
the periods for RR Lyrae type c being shorter and extracted
from a normal distribution with a mean of 0.33 days and a
standard deviation of 0.1 days, distributions approximated
using data from Sesar et al. (2010). In order to simulate
Cepheids we derived periods from a log-normal distribu-
tion centered around 0 with a spread of 0.2 (allowing only
positive periods), estimated from Becker et al. (1977) (see
his Figure 7). While gatspy allows for multi-band template
fitting, we fit only the ’r’ band data, as our goal is to develop
an algorithm that can work when only single-band data is
available. Figure 3 displays examples of these simulated
lightcurves.
4.3 Microlensing Events
To simulate a PSPL event we first start by simulating the
source, which can be taken to be a star displaying no vari-
ability, hereby referred to as a constant star. In the absence
of noise, these are stars with a baseline magnitude that can
be precisely replicated at every timestamp. Once noise from
an appropriate model is inserted, we construct 퐴표푏푠(푡) as de-fined in Section 2 by referring to an analysis of microlensing
events making use of six years of OGLE-III microlensing
observations compiled by Tsapras et al. (2016). Based on
themicrolensing parameter distributions for the non-blended
events presented in this study, we decided on the following
values for our PSPL parameters:
1. The time of maximum amplification 푡0 is randomlyselected to be between the 10th and 90th percentile of
the timestamps to ensure adequate measurements can
be extracted around the peak.
2. The angular impact parameter 푢0 is chosen from a uni-form random distribution between 0 and 1.0.
3. The Einstein crossing time 푡퐸 is chosen from a normaldistribution with a mean of 30 days and a standard de-
viation of 10 days.
Figure 4: Example of simulated microlensing events. Noise
included using the noise model described in Section 7.2.
4. The blending coefficient 푔 is chosen randomly be-
tween 1 and 10.
Given the randomness in the microlensing simulations, we
had to include additional magnification thresholds to en-
sure a proper microlensing training set, as simulated low-
magnification events with poor signal to noise are not rep-
resentative of feasibly detectable microlensing lightcurves;
and as we seek to ultimately follow up these events in real-
time we imposed the following thresholds to ensure we sim-
ulated and trained our algorithm with credible microlensing
lightcurves.
1. There must be at least 7 points within 푡0 ± 푡퐸 .
2. The mean simulated magnitude between 푡0 ± 푡퐸 mustbe brighter than the non-magnified magnitude by at
least 0.05.
3. At least one third of photometric measurements must
be magnified at least 3휎, such that one third of values
in [A] are greater than 3, where [A] is the following
list:
[A] =
[푚′푖 − 푚푖
휎푖
]
, (10)
with 푖 denoting all indices within 푡0 ± 푡퐸 , and 푚 is thenon-simulated photometric points of the lightcurve,
푚′ is the simulated photometric points, and 휎 is the
photometric error.
4. The peak magnification 퐴푚푎푥 must be > 푔.
These magnification thresholds were used to ensure that
proper signal was input into our simulated microlensing
events. Example lightcurves are displayed in Figure 4.
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5. Feature Selection & Performance with
Training Dataset
5.1. Feature Selection
The goal of selecting a feature set to represent the source
classes is to encode as much information as possible into a
single 푛 × 1 vector, where 푛 is the total number of features.
These features are metrics designed to describe all aspects of
the data that may be relevant for classification, and as such
these features must be derivable with both sparse and hetero-
geneous data, as missing data is problematic and can yield
inaccurate predictions. Richards et al. (2011) explored the
performance of an RF classifier by utilizing time-domain
statistics as the features with which to train the algorithm.
We chose a similar approach as lightcurve statistics allows
us to create a general-purpose algorithm that can be applied
for any survey that provides time-domain photometry, and
that furthermore works with high accuracy even when few
measurements are available.
Richards et al. (2011) in his study of machine learning
classifiers for variable sources compiled a list of helpful
lightcurve statistics, including robust metrics such as the
median absolute deviation and standard deviation, as well as
variability indices such as the indices J and K, first suggested
by Stetson (1996). In addition, he computed both periodic
features (extracted using the Lomb-Scargle algorithm) and
non-periodic metrics, reporting the periodic features to be
the most important for correctly classifying variable stars.
In our work, however, we seek to apply only non-periodic
metrics as we want to avoid having to compute features that
are computationally intensive, and while these are extremely
useful for distinguishing between different classes of vari-
ables, variability is not attributable to microlensing and for
our purposes any star displaying variability can be assorted
into a single class. Furthermore, we expect our algorithm to
run alongside brokers such as ANTARES, which includes
the identification and classification of variable sources.
From the 21 non-periodic features Richards et al. (2011)
worked with, we made use of only nine (see Table 1) as we
omitted metrics that were reported with low feature impor-
tance and/or were not applicable for this research, such as the
QSO features which are quasar variability matrices. From
these nine we used and adapted the median buffer range,
which is defined as the percentage of fluxes±20% of the am-
plitude from the median flux, creating a sister metric which
computes the same percentage using instead 10% of the am-
plitude as the threshold. Price-Whelan et al. (2014) also
made use of the Stetson indices J and K for his work in dis-
tinguishing microlensing signals from variables, in addition
to applying other variability indices compiled by Shin et al.
(2009), which included features such as the ratio of standard
deviation to mean 휎∕휇, as well as the von Neumann ratio 휂
(Von Neumann, 1941) and 퐶표푛, which was a measurement
first used inWozniak (2000) and defined to be the number of
at least three consecutive measurements that are more than
2휎 away from the median magnitude. Price-Whelan et al.
(2014) modified 퐶표푛 to be the number of 3 or more mea-
Figure 5: Histogram displaying the first principal component
distribution from our principal component analysis.
Figure 6: t-SNE projection of the 47 statistical features ex-
tracted per each lightcurve.
surements that were brighter than 3휎, as for a single-lens
microlensing event one could expect this metric to yield 1,
and 0 for constant sources. We’ve included this modified
퐶표푛 metric in addition to this same feature but using the 2휎
threshold as originally defined by Wozniak (2000). In total
we compiled 47 features, some of these which are extracted
using tsfresh, a Python package that allows for the computa-
tion of meaningful time-series features (Christ et al., 2018).
For a description on all the features used, see Table 1.
Given our 47 features, we then ran a principal component
analysis (PCA) (Pearson, 1901), which is a dimensionality
reduction technique that takes as input 푛 number of variables
(in our case the various lightcurve statistics) and performs a
linear transformation to identify the most meaningful 푛 di-
mensional basis in which to express the data (Shlens, 2014).
This PCA is an important step as it helps to better partition
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Feature Description
Above 1‡ Ratio of data points that are above 1 standard deviation from the median.
Above 3 Ratio of data points that are above 3 standard deviations from the median.
Above 5 Ratio of data points that are above 5 standard deviations from the median.
Absolute Energy† The sum over the squared values of the time-series.
Absolute Sum of Changes† The absolute value of the sum over the consecutive changes in the time-series.
Amplitude‡ Difference between the 2푛푑 and 98푡ℎ percentile of the time-series.
Autocorrelation† Similarity between observations as a function of a time lag between them.
Below 1 Ratio of data points that are below 1 standard deviation from the median.
Below 3 Ratio of data points that are below 3 standard deviation from the median.
Below 5 Ratio of data points that are below 5 standard deviation from the median.
C3† A measure of non-linearity in the time series, introduced by Schreiber and Schmitz (1997).
Check Duplicate† Checks whether any measurements in the time-series repeat at least twice.
Check Max Duplicate† Checks whether the maximum value in the time-series repeats.
Check Min Duplicate† Checks whether the minimum value in the time-series repeats.
Check Max Last Loc† Measures the first location of the maximum value, relative to the length of the time-series.
Check Min Last Loc† Measures the first location of the minimum value, relative to the length of the time-series.
Complexity† Measured by “stretching” the time-series and calculating the length of the resulting line, introduced by Batista et al. (2014).
Con§ Number of clusters containing three or more consecutive observations larger than the baseline value plus 3 standard deviations.
Con 2 Number of clusters containing three or more consecutive observations larger than the baseline value plus 2 standard deviations.
Count Above† Number of measurements in the time-series greater than the mean value.
Count Below† Number of measurements in the time-series smaller than the mean value.
First Loc Max† Returns the normalized first location of the maximum value in the time-series.
First Loc Min† Returns the normalized first location of the minimum value in the time-series.
Integrate Integration of the time-series using the trapezoidal rule.
Kurtosis‡ A measure of the peakedness of the lightcurve relative to a normal distribution.
Longest Strike Above† The length of the longest sequence of consecutive measurements in the time-series greater than the mean value.
Longest Strike Below† The length of the longest sequence of consecutive measurements in the time-series smaller than the mean value.
Mean Absolute Change† The mean over the absolute differences between subsequent measurements.
Mean Change† The mean over the differences between subsequent measurements.
Mean Second Derivative† The mean value of a central approximation of the second derivative.
Median Absolute Deviation‡ Mean average distance between each measurement and the mean value.
Median Buffer Range‡ Ratio of points that are between ± 20% of the amplitude value over the mean.
Median Buffer Range 2 Ratio of points that are between ± 10% of the amplitude value over the mean.
Peak Detection Calculates the number of peaks in the time-series.
Ratio of Recurring Points† Relative number of time-series values that appear more than once.
Root Mean Squared The root mean square deviation of the time-series.
Sample Entropy† The sample entropy of the time-series as developed by Richman and Moorman (2000).
Shannon Entropy Measures the amount of information carried by a signal (Shannon and Weaver, 1949).
Skewness‡‖ Measures the asymmetry of the time-series.
STD‡ The standard deviation of the time-series.
STD Over Mean§ Ratio of standard deviation to mean value.
StetsonJ‡§ Variability index first suggested by Stetson (1996) which measures the correlation between each measurement.
StetsonK‡§ Index first suggested by Stetson (1996) which serves as a robust kurtosis measure.
StetsonL Variability index first suggested by Stetson (1996) to distinguish between different types of variation.
Sum Values† Sum over all time-series measurements.
Time Reversal Asymmetry† Measures the asymmetry of a series upon time-reversal (Schreiber and Schmitz, 2000).
von Neumann Ratio§‖ The mean square successive difference divided by the sample variance.
‡ These lightcurve features were previously applied to train a machine learning classifier by Richards et al. (2011).
§ These lightcurve features were previously applied to search for microlensing in PTF by Price-Whelan et al. (2014).‖ These lightcurve features were previously applied to search for microlensing in OGLE-III by Wyrzykowski et al. (2015b).
† These metrics were computed using the tsfresh Python package (Christ et al., 2018).
Table 1. All 47 statistical features extracted from the lightcurves and used for classification.
the classes in our feature space for more accurate classifica-
tion. Illustrating the distribution of the first principal com-
ponent (Figure 5, 500 per class), for example, clearly illus-
trates howwell this feature differentiates betweenmicrolens-
ing and other type of lightcurves, in particular those of con-
stants and variable stars. The overlap between CV and mi-
crolensing appears more prevalent, but this is expected given
how similar these lightcurves appear to one another.
While Figure 5 only illustrates the distribution of the
first principal component, visualizing the entire feature
space is a more complicated task as we’re dealing with
a 47 dimensional-space. Stochastic Neighbor Embedding
(SNE) is a nonlinear dimensionality reduction technique
developed by Hinton and Roweis (2003) that preserves lo-
cal data structure and allows for the visualization of high
dimensional datasets into a two or three dimensional feature
space. SNE works by converting the Euclidean distance of
vectors around each point in the original basis to conditional
probabilities, such that this probability is high for points
near the source-point and lower for points farther away. The
mapping is done by modeling the lower-dimensional space
in the same manner and minimizing the mismatch in the
probability distributions between the two basis. Maaten and
Hinton (2008) built upon SNE and presented a new tech-
nique called t-Distributed Stochastic Neighbor Embedding
(t-SNE) that instead uses long-tail distributions, thus allow-
ing the lower dimensional representation to be spread more
evenly.
To compare how well our lightcurve classes are par-
titioned given our original 47 features we simulated 2000
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Figure 7: t-SNE projection of the principal components com-
puted from the original feature space.
lightcurves (500 of each class) using OGLE cadence as de-
scribed in Section 5.2. We simulated a large number of
events as we want to create a large feature space to properly
visualize how well our features distinguish between our dif-
ferent classes, and while a larger training set better captures
the feature space, we investigated the impact of training set
size on performance and found performance variance to be
negligible when we trained with 500 of each class versus
when we trained with several thousand. The 47 metrics de-
scribed in Table 1 were computed per each lightcurve, after
which a PCA was performed to yield 47 principal compo-
nents. Figure 6 displays a 2-dimensional projection of the
original feature space composed using t-SNE, which illus-
trates how classes aren’t clustered in an ideal manner given
the noticeable overlap between constants and variables, as
well as that of ML and CV. The only class that doesn’t
overlap with microlensing is constant, suggesting that in
principle no constants sources should ever be confused by
microlensing, and vice versa; though in practice this will
depend on the quality of the data and on the magnification
of the event.
Figure 7 illustrates a similar t-SNE projection but us-
ing the 47 principal components from the PCA. While the
overlap between classes still present as in Figure 6, the
classes are overall better clustered with the PCA feature
space with a clear distinction existing between ML/CV and
constants/variables. Employing a PCA allows us to better
distinguish between microlensing and other sources, as un-
like Figure 6, the feature space is better clustered according
to individual classes. Given that our principal components
serve as better features for distinguishing our source classes,
applying a PCA transformation to our statistical metrics
when classifying new lightcurves will result in higher clas-
sification accuracy. While Figure 7 still displays overlap
between constants and variables, the overlap between CV
and microlensing is minimal indicating that our classifier
will yield few false-alerts when tasked to distinguish be-
tween eruption events and microlensing.
While a PCA can yield 푛 maximum components, train-
ing amachine learning algorithmwith toomany components
is typically not a good idea as it is important to minimize the
amount of noise captured in the feature space, and includ-
ing more components than necessary can result in overfit-
ting. To identify the ideal number of principal components
to utilize, we conducted a hyperparameter optimization as
described in the following section.
5.2. RF Hyperparameter Tuning
To output the best possible performance, it’s important to
optimize the hyperparameters for the task at hand. Each al-
gorithm functions with a set of parameters which ultimately
determine classifier accuracy when new, unknown data is
input for classification. In the case of the Random Forest
technique these parameters are set before training, and in-
clude learning parameters such as tree depth and number of
features to consider during individual splits, which are in a
sense the ‘settings’ at which the classifier operates. These
will always require careful tuning to ensure maximum ac-
curacy, as the optimal values may vary depending on the
particular dataset. The random forest hyperparemeters we
chose to tune are similar to those explored by Pashchenko
et al. (2018), and include:
• 푛_푒푠푡푖푚푎푡표푟푠: The number of trees in the ensemble.
• 푚푎푥_푑푒푝푡ℎ: The maximum depth allowed per indi-
vidual tree.
• 푚푎푥_푓푒푎푡푢푟푒푠: The maximum number of features to
consider when searching for the best split of the node.
• 푚푖푛_푠푎푚푝푙푒푠_푠푝푙푖푡: The minimum number of data
points required to split a node within an individual de-
cision tree.
• 푚푖푛_푠푎푚푝푙푒푠_푙푒푎푓 : The minimum number of sam-
ples required at a leaf node.
Determining the best values for these parameters is really
an experimental task, as besides the number of trees in the
ensemble (more is better), it’s impossible to predict just
what combination of values in the hyperparameter space
will yield maximum accuracy. Therefore we performed a
systematic grid search to identify the ideal hyperparame-
ters by tasking the algorithm to classify real microlensing
lightcurves, and assessing performance for each combina-
tion of hyperparemeters used. As the Optical Gravitational
Lensing Experiment (OGLE) is one of the microlensing
surveys in longest continual operation, they currently pos-
sess the largest catalog of microlensing events. Given the
quantity and quality of OGLE’s microlensing data and the
science that has been derived from it, we recognize the
importance of creating a machine learning classifier that
can correctly identify OGLE events. The OGLE-II mi-
crolensing catalog is, at the time of writing, the largest
public catalog of microlensing lightcurves including well
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Figure 8: Hyperparameter optimization heatmap. We observe high performance when 40+ principal components are used
regardless of what hyperparameter is being optimized. The black stars represent the values for the given parameter that’s been
integrated into our algorithm. The slant in the first plot is due to the allowable maximum features being limited to the number
of principal components being used during a given grid search.
over one hundred events, and as such we utilized this sam-
ple of events as a means of testing classifier performance
(Wozniak, 2000). From 162 microlensing events identified
in the OGLE-II survey, we visually inspected each event
so as to omit lightcurves that appeared to be misclassified
either due to poor sampling or noisy data. This left us with
151 lightcurves that we considered credible signals that a
classifier should be able to identify as microlensing. As
outlined in Section 4, we used adaptive cadence to create a
training set for OGLE-II. This was done by simulating each
lightcurve (CV, variable, ML and constant) with randomly
selected timestamps from the 151 OGLE-II lightcurves.
We simulated 500 lightcurves per each class, adding noise
from a noise-model constructed using PTF data, as de-
scribed in detail in Section 7.2. Ideally one would simulate
a training set with both adaptive cadence and an appropri-
ate noise-model given the particular survey and expected
seeing conditions, but constructing an appropriate OGLE-II
noise-model would require more information about the tele-
scopes, detectors, observing strategy and systematics than
is currently publicly available. As OGLE-II utilized the 1.3
meter Warsaw telescope (Udalski et al., 1997) and PTF used
the 1.2 meter Palomar Samuel Oschin telescope (Cuillandre
et al., 2000), both telescopes should have similar noise prop-
erties to first order and thus we applied a PTF noise model to
our simulated OGLE training set. Overall we find that PTF
data was usually noisier than the subsample of microlensing
events extracted from OGLE-II, and in turn we can expect
that training the algorithm with lightcurves simulated using
OGLE-II cadence but with PTF noise will yield decreased
classification accuracy. In this sense, it represents a worse
case scenario of how our algorithm performs when tasked to
identify OGLE-II events. Despite this limitation, in the fol-
lowing section we demonstrate howwe can still achieve high
Figure 9: Classifier accuracy as a function of principal com-
ponents used. The black star is positioned where we achieve
maximum classification accuracy, with an OGLE-II detection
efficiency of 100% occurring when 44 components were used.
We note that when we make subsequent training sets and train
the algorithm with these parameters, this efficiency averages
to ≈94%.
accuracy classifying OGLE-II microlensing lightcurves in
this manner – but nonetheless we emphasize the importance
of mimicking survey conditions as accurate as possible for
optimal classification results.
Using the 151 OGLE-II lightcurves as a means of judg-
ing classifier accuracy, we configured our random forest hy-
perparameters by performing the following grid search and
recording how many of the 151 events were correctly classi-
fied given each combination of parameters.
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• 푛_푒푠푡푖푚푎푡표푟푠: {1000 ,2000} steps=100
• 푚푎푥_푑푒푝푡ℎ: {4, 30} steps=2
• 푚푎푥_푓푒푎푡푢푟푒푠: {1, 15} steps=1
• 푚푖푛_푠푎푚푝푙푒푠_푠푝푙푖푡: {2, 32} steps=5
• 푚푖푛_푠푎푚푝푙푒푠_푙푒푎푓 {1, 5} steps=1
This grid search was performed iteratively by initially train-
ing and testing the algorithm using only the first principal
component, after which the second was added and the grid
search began anew, continuing until the maximum 푛 prin-
cipal components were used. This allows us to not only
identify the optimal combination of RF hyperparameters, but
also to empirically deduce how many principal components
should be used to maximize accuracy. Using 30 cores in a
40x Intel Xeon CPUE5-2630L v4, 1.80GHz processors with
25MB cache, this process took 15.5 days to complete, and
while there are other more time-efficient means of optimiz-
ing hyperparmeters, such as a random grid search (Bergstra
and Bengio, 2012), we chose a standard grid search despite
the intensive computation required to increase the likelihood
of identifying the ideal combination of hyperparameters that
maximized algorithm performance when tasked to classify
real microlensing data.
The heatmap in Figure 8 demonstrates how performance
is most influenced by the number of features one uses for
training, with Figure 9 illustrating how high accuracy occurs
when more than 40 components are used for training, but de-
creases steadily as it reaches 45 or more. This is expected,
as each successive principal component being orthogonal to
the rest encapsulates less and less information about the fea-
ture space and ultimately begins to capture noise.
From our grid search, we found maximum accuracy
when we trained with 44 principal components (marked by
the black star in Figure 9), with over 12000 combinations of
parameters yielding the same maximum accuracy of 100%.
We then chose the hyperparameters that optimized compu-
tation time. Since we can achieve maximum accuracy with
1000 trees, training with more is unnecessary and only in-
creases the time it takes the algorithm to run as more trees
must output a prediction before a decision is made. Like-
wise, while we can achieve maximum accuracy with a tree
depth of 30, we can also achieve this with a tree depth of
4; which may also result in quicker classification as votes
are output more quickly. From the 12000 combinations, we
ultimately chose the following for general application.
• 푛_푒푠푡푖푚푎푡표푟푠: 1000
• 푚푎푥_푑푒푝푡ℎ: 4
• 푚푎푥_푓푒푎푡푢푟푒푠: 2
• 푚푖푛_푠푎푚푝푙푒푠_푠푝푙푖푡: 7
• 푚푖푛_푠푎푚푝푙푒푠_푙푒푎푓 : 4
These hyperparameters were encoded into our algorithm and
contributed to the performance demonstrated in the follow-
ing sections.
Figure 10: Confusion Matrix. This figure displays algorithm
performance when tasked to classify simulated lightcurves.
Figure 11: Amplitude distribution of simulated variables. The
distribution of variables that are mostly misclassified as con-
stant stars is skewed to the right, as these signals are simulated
with smaller amplitude and thus mimic noisy constants.
5.3. OGLE-II
Training a random forest classifier with these hyperpa-
rameters, we then tested our optimized classifier against a
simulated dataset produced as described in Section 4, us-
ing OGLE-II cadence and PTF noise. We simulated 500
lightcurves per class, 250 ofwhichwere used for training and
250 for testing. Figure 10 illustrates classifier accuracy per
class, with high overall accuracy although this is expected
given that our training set is very much representative of
the data we’re testing. The only discrepancy is between the
constant and variable classes, with a considerable amount
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Figure 12: OGLE-BUL-1999-46. Top: OGLE-II microlensing
lightcurve displaying characteristics of a single lens event. Bot-
tom: Drip-feeding analysis reveals at which epoch our classifier
would have identified this as a microlensing event.
of variable lightcurves being misclassified as constant stars.
This mismatch occurs when simulated variables appear as
noisy constants as a result of being low-amplitude signals,
and is consistent with the clustering overlap between these
two classes as displayed in Figure 7.
Figure 11 portrays the distribution of 1000 simulated
variable sources differentiating between those that are clas-
sified correctly and those that are classified as constants.
Those that are correctly identified as being variable signals
tend to have higher amplitude, whereas the ones incorrectly
classified have amplitudes less than ∼0.05 mag and being
low amplitude these sources can display characteristics of
noisy constants especially when there’s low signal to noise.
While this demonstrates the limits of our classifier in de-
tecting low-amplitude variables, this confusion does not
impact our search for microlensing signals as Figure 10 il-
lustrates minimal confusion (∼1%) between variables and
microlensing.
6. Early Detection
As rare transient events, microlensing must be followed
up as quickly as possible so that enough data can be col-
lected so as to properly constrain the event parameters. As
illustrated in Figure 10, we can achieve high accuracy when
entire lightcurves are input for classification, but to assess
the live detection capabilities of our classifier we devised a
drip-feeding process in which lightcurves are classified one
point at a time, starting with at least three points, after which
the next point is added and the lightcurve is classified again.
This drip-feeding analysis allows us to asses algorithm per-
formance in real-time as it reveals the epoch at which mi-
crolensing events are classified as such.
An example of this procedure is demonstrated in Fig-
ure 12, which displays an OGLE-II single-lens event and
Figure 13: OGLE-BUL-2000-46. Top: OGLE-II microlens-
ing lightcurve displaying characteristics of a binary lens. Bot-
tom: Drip-feeding analysis reveals at which epoch our classifier
would have identified this as a microlensing event.
how our algorithm flags this event as microlensing during
the initial rise of the signal – we also demonstrate in Fig-
ure 13 an OGLE-II binary microlensing signal which was
among those not correctly classified by our algorithm. Drip-
feeding this lightcurve into the algorithm reveals that our
classifier is capable of detecting the event right as it begins,
indicated by the microlensing probability prediction being
higher than all others – although when the entire lightcurve
is input for classification and the binary nature of the source
is accounted for, the classifier predicts this to be CV with a
probability that’s very similar to that of microlensing, indi-
cating high algorithm uncertainty. Confusion in this case
is expected, as we have, for the time being, concentrated
on single-lens events as incorporating the bold and subtle
features that characterize binary microlensing is an ongoing
challenge that will be the focus of future research. Nonethe-
less, Figure 13 illustrates how our classifier can handle bi-
nary microlensing reasonably well prior to the presence of
any anomalies – a promising performance given our goal of
detecting and following-up microlensing behavior as early
as possible.
Even though this binary event is not consistently clas-
sified as microlensing by our classifier, Figure 13 displays
how the signal is always classified as microlensing during
the rise. Being able to detect these events early on is im-
portant, as≈10% of microlensing events toward the Galactic
Bulge can be characterized by binary lens behavior (Mao and
Paczynski, 1991). Correctly distinguishing between binary
and single-lens events will be an important avenue of future
development, and even though the current version of this
software is tuned for single-lens detection only we nonethe-
less demonstrate the predictive power of our algorithm dur-
ing the rising phase of multi-lens events.
We conducted the same drip-feeding analysis on the
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Figure 14: OGLE-BUL-2000-06. Top: OGLE-II microlensing
lightcurve incorrectly classified. Bottom: Drip-feeding analysis
reveals that this lightcurve was predicted to be ML during the
rise and was later misclassified to CV.
≈5% of OGLE-II microlensing lightcurves that were not
classified correctly, and found that all of these events were
classified correctly during the rise, and only after the event
did the algorithm confuse these for CV. That our algorithm
detected all of these lightcurves as microlensing but later
misclassified them can be explained by the data-gaps in
the photometry, especially during the rising phase of the
events (an example lightcurve is displayed in Figure 14).
The asymmetry in the lightcurve can confuse the algorithm
into mistaking the overall shape of the signal as having the
sharper rise and longer tail that commonly characterizes
CV outbursts; which is not consistent with the smoother
microlensing profile of the single-lens events we simulated
and used for training. To better illustrate the early-detection
capabilities of our classifier, we conducted a drip-feeding
analysis of all 151 OGLE-II events, and recorded the follow-
ing metric per lightcurve during the drip-feeding procedure:
푡(푑) =
푑 − 푡0
푡퐸
, (11)
where 푑 is the timestamp at which the classifier correctly
identifies the event as microlensing. Thus, this metric, 푡(푑),
is 0 when the classification occurs at the peak, 푡0, and ±1when it occurs at the end or start of the event (푡0±푡퐸), respec-tively. A high-performing classifier would detect events on
or before the rise, thus an ideal value for 푡(푑)would be≤ −1.
We find this to be mostly true for our classifier as the ma-
jority of OGLE-II lightcurves are correctly identified prior
to the rise, with only one event identified post-푡0 (see Fig-ure 15). That every misclassified OGLE-II lightcurve is at
some point correctly identified as microlensing reveals that
we would have correctly detected all OGLE-II microlens-
ing events in real-time had our software been operating live,
which also includes instances of binary microlensing events.
Figure 15: Early Detection Capabilities. Histogram display-
ing the distribution of 푡(푑) as recorded during the drip-feeding
process. We find that our classifier is able to correctly classify
most of the OGLE-II microlensing events prior to 푡0 (푡(푑) = 0).
7. Application to Wide-Field Survey Data
7.1. PTF/iPTF
The PTF survey began in 2009 as the Palomar Transient
Factory (PTF) making use of the wide-field 48-inch Palomar
Samuel Oschin telescope to explore variables and transients.
The survey utilized the CFH12K camera (Cuillandre et al.,
2000), which provided an 8.1 square-degree field of view
with 1” sampling. Observations occurred in two broad-band
filters (Mould-R and SDSS-g’). Given median seeing condi-
tions in Palomar (1.”1) the camera achieved 2” FWHM im-
ages, reaching 5휎 magnitudes of 푚푅 ≈ 20.6 and 푚푔′ ≈ 21.3in 60 s exposures (Law et al., 2009; Rau et al., 2009). A
real-time image-differencing pipeline issued alerts of tran-
sient candidates for follow-up observation (for more infor-
mation, see Law et al. (2009)).
PTF was succeeded by the intermediate Palomar Tran-
sient Factory (iPTF) in 2012, making use of the same tele-
scope in Palomar but with better data reduction and classifi-
cation software (Kulkarni (2013); Cao et al. (2016)). Aswith
PTF, the survey footprint is not uniformly sampled, such that
the time-domain data across fields is inconsistent as imaging
cadence was dependent on numerous factors, including visi-
bility at time of year andwhat sub-survey each field belonged
to (Price-Whelan et al., 2014). Finding microlensing in low-
cadence fields is challenging as the events occur only once,
and gaps in data can make definite classification impossible.
While we do not expect to fully characterize microlensing
events using iPTF data alone, we seek to demonstrate that
even in an irregularly sampled survey, we can still detect mi-
crolensing early enough that additional data can be obtained
with follow-up telescopes.
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Figure 16: Example lightcurves of microlensing candidates de-
tected in iPTF data. Given that the increase in flux occurred
at the same time for these lightcurves, in conjunction with the
full moon present during this epoch suggests that these are
unlikely to be true microlensing signals.
7.2. iPTF Search
As the PTF/iPTF data is currently undergoing repro-
cessing efforts, we did not have access to all of the data,
which included data from the most promising regions of the
sky such as the Bulge and Galactic Plane. We searched the
currently available data, training a machine learning clas-
sifier with PTF cadence. We utilized a subset of ≈10000
PTF lightcurves made public by Price-Whelan et al. (2014)
to create a PTF noise-model. This was done by fitting a
third degree spline curve to the 푙표푔10(RMS) as a functionof median magnitude for the released lightcurves, with our
saved fit allowing us to add an appropriate amount of noise
to a lightcurve given its baseline magnitude. We simu-
lated PTF lightcurves with baseline magnitudes ranging
from 14 to 20, producing 500 examples of each of our re-
spective classes. The timestamps at which we simulated
each lightcurve were extracted randomly from the subset
of ≈10000 PTF lightcurves, allowing us to replicate PTF
cadence. We again conducted a PCA to the statistical met-
rics derived from our simulated PTF lightcurves, and with
the PCA transformation saved and the principal components
employed to train a Random Forest model, we then input
available PTF/iPTF lightcurves for classification. Given the
limited availability of iPTF data at the time of research as
well as the irregularity of the sampling, we chose to not limit
our query based on coordinates and instead we queried all
available data regardless of its location in the sky. As such,
we queried iPTF data by requiring that lighturves contain
at least 45 points as well as a baseline magnitude between
14 and 20, and furthermore we required that no more than
5% of lightcurve measurements be flagged as bad points as
assigned by the iPTF pipeline. If a lightcurve passed these
criteria and was input for classification, we imposed an ad-
ditional probability prediction threshold of at least 0.6 so
as to limit the misclassification of lightcurves due to either
poor photometry or inadequate data, a threshold previously
applied by Mislis et al. (2016) to filter out poor predictions.
In total we inspected approximately 20 million lightcurves,
but ultimately only 1.55 million were input into our algo-
rithm for classification as per the imposed photometry and
quality conditions. From this subset, approximately 12400
lightcurves were flagged as plausible microlensing signals.
To further limit the number of candidates requiring visual
inspection for confirmation, we applied pyLIMA, an open-
source microlensing modeling package for fitting models to
microlensing lightcurves (Bachelet et al., 2017). We fit each
of the selected lightcurves with a PSPL model, and saved
only those that fell within the following parameter space:
• 10 ≤ 푡퐸 ≤ 50
• 0 < 푢0 ≤ 1
• Reduced 휒2 < 10
• At least two measurements within 푡0 ± 푡퐸 .
We chose to limit 푡퐸 to 50 days as a means of avoiding badfits that stretched across several observing seasons – impos-
ing all of these conditions to the microlensing model en-
sures that we only inspect lightcurves that are at least some-
what representative of microlensing behavior, as any vari-
ables and eruption events misclassified as microlensing by
our algorithm should in principle yield a large 휒2 when fit-
ted with a PSPL model assuming adequate baseline. While
pyLIMA alone can be utilized to search for these rare tran-
sient events by fitting lightcurves and saving only those that
yielded reasonable parameters, it would be computationally
inefficient when searching in wide-field surveys that observe
tens of millions of stars, and less efficient for sparsely sam-
pled lightcurves where PSPL fits are not well constrained.
We report great success when applying pyLIMA as an addi-
tional filter, as given the conditions we imposed on the PSPL
parameters, we were able to truncate our final sample of mi-
crolensing candidates to 200 – we then visually inspected
each of these, selecting 19 total lightcurves that we believed
could be true microlensing.
Visual inspection revealed that all lightcurves displayed
an increase in flux at approximately the same timestamps
(see Figure 16 for example lightcurves), and upon closer in-
spectionwe found that these increases were occurring during
a full moon phase and fitting these lightcurves with a PSPL
microlensing model yielded timescales of approximately a
month, reflecting the lunar cycle – this suggests that these
lightcurves are the result of systematic noise. Nonetheless,
the shape of these lightcurves could indeed represent true
microlensing behavior, and as such we expect our algorithm
to be able to detect signals such as these which display an
increase in flux followed by a relatively flat baseline. Ulti-
mately, we seek to query the most crowded iPTF fields when
the data becomes available.
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Figure 17: Microlensing candidate PTF1J61502.39. Top: Mi-
crolensing candidate detected by Price-Whelan et al. (2014).
Bottom: Drip-feeding the lightcurve into our classifier reveals
at which epoch the classifier would have detected the event.
7.3. Price-Whelan Events
We compared the performance of our classifier against
the analysis conducted by Price-Whelan et al. (2014), in
which he performed a systematic search for microlensing
events in PTF data, filtering for true microlensing signals by
imposing thresholds on numerous lightcurve statistics. We
performed a close analysis of the three plausible microlens-
ing events reported by Price-Whelan et al. (2014) to further
test the early-detection capabilities of our algorithm. We
drip-fed the first candidate into our algorithm (Figure 17),
which illustrates how our classifier would have flagged this
source as plausible microlensing right before the peak of
the signal, in time to conduct follow-up observations. The
event PTF1J061800.25 (Figure 18) was ruled out after iPTF
gathered additional data displaying characteristics of a more
periodic or outburst-like signal; nonetheless our algorithm
flags this as plausible microlensing, illustrating a limitation
of our classifier when tasked to classify lightcurve types
that are not included in the training set. While it’s better to
properly account for as many source classes as possible, this
is an involved process that ultimately requires vast amounts
of good quality data, further complicated given our current
inability to account for noisy data and/or mysterious anoma-
lies that may occur. As we trained our algorithm to distin-
guish between only four classes of lightcurves, simulated
with an adequate signal to noise, we can expect confusion
and false-alerts when we input noisy data or signals that
are not accounted for in our training set, as is the case for
PTF1J061800.25.
Lastly, candidate PTF1J172826.08 (Figure 19) remains
as plausible microlensing, but as with the other two candi-
dates the data is insufficient to properly determine the na-
ture of this source. We can see how our algorithm flags this
event as a variable star during the rise, with microlensing
Figure 18: PTF1J061800.25. Top: Microlensing candidate
detected by Price-Whelan et al. (2014). Bottom: Drip-feeding
the lightcurve into our classifier reveals at which epoch the
classifier would have detected the event. This lightcurve was
ruled out as a microlensing candidate when more data became
available from the iPTF survey.
being output as the prediction only during the fall, with the
probability of the source being a CV increasing when the
lightcurve appears to rise again, but as it returns back to base-
line the classifier outputs a final ML prediction for the entire
lightcurve. We note that the ML probability prediction for
all three of these events is relatively low, hovering over 40%,
so even though the classifier identifies these as microlens-
ing had they been in the subset of iPTF data we queried,
these lightcurves would not have passed our 60% probabil-
ity threshold andwould have been rejected. This suggest that
perhaps it’s best to be lenient when setting a minimum prob-
ability threshold, although it’s certainly plausible that these
events are not true microlensing with the lowML probability
serving as an indicator – thus imposing a probability thresh-
old may be preferred, although it’s difficult to empirically
determine the ideal threshold to set without a clear picture
of the data quality one can expect, as noisier data may yield
lower predictions thus requiring the threshold to be appro-
priately set for the database at hand.
8. ZTF
ZTF is a new optical wide-field survey which follows on
the success of the PTF/iPTF programs, making use of a sim-
ilar infrastructure that operated the previous surveys includ-
ing the same 1.2 meter Samuel Oschin Telescope, but with
a new 47 deg2 survey camera, providing a field of view 6.5
times larger than that of its predecessors (Bellm et al., 2015).
Similar to PTF, the ZTF camera achieves image quality of
2” FWHM, reaching 5휎 magnitude in Mould-R of 20.4 us-
ing a 30 s exposure time (Bellm et al., 2015). The pipeline in
charge of the astrometric and photometric calibration is very
similar to the pipeline that processed PTF data as referenced
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Figure 19: PTF1J172826.08. Top: Microlensing candidate
detected by Price-Whelan et al. (2014). Bottom: Drip-feeding
the lightcurve into our classifier reveals at which epoch the
classifier would have detected the event.
in Section 7. The ZTF public Northern Sky Survey began on
March 17, 2018, covering the entire visible sky in both 푔 and
푟 every three nights, with the Galactic Plane covered with a
one night cadence (van Velzen et al., 2018). ZTF data is
processed by IPAC where alerts for transients and variables
are generated fromZTF images and photometric information
(such as a real-bogus score) is provided (for an overview of
the ZTF Science Data System, see J. Masci et al. (2019)).
While the ANTARES alert broker (Narayan et al., 2018)
is expected to come on-line by the end of 2018 (ANTARES2
has come online, update (Dec 2018)), as of time of writing
the ZTF alerts are being released every morning as com-
pressed tar archives, containing the full 5-sigma alert stream.
Several brokers are currently presenting alerts from the ZTF
stream, including the UK-based Lasair3 and the Las Cum-
bres Observatory MARS4 interface. The photometric in-
formation encapsulated in each alert is available on MARS,
such as the star-galaxy classification score assigned using
SExtractor during the data processing stage (J. Masci et al.,
2019), in addition to derived features intended to simplify
the filtering process. We make use of this photometric infor-
mation available in MARS to perform an initial filtering of
the ZTF alerts, saving alerts that meet the following criteria:
• The latest photometric measurement must be brighter
than 17 mag to facilitate follow-up observations.
• The source must get brighter than 0.2 mag from the
previous measurement.
• The alert must have occurred within the past seven
days.
2https://antares.noao.edu
3https://lasair.roe.ac.uk
4https://mars.lco.global
• The lightcurve must have at least five points.
• The real-bogus score (0 is bogus, 1 is real) must be
greater than 0.8
• The star-galaxy score (0 is galaxy, 1 is star) must be
greater than 0.8.
In general, searching for microlensing signals at the start of
any survey is difficult, with the discovery of new variables
and transients being especially problematic as we are unable
to utilize sufficient baseline data to omit these false-alerts.
While we acknowledge the difficulty in differentiating true
microlensing signals from variable sources which lack an
adequate baseline, we nonetheless employed our classifier
to query ZTF data in anticipation of engaging in follow-up
once the survey has sufficient baseline to reliability classify
alerts. As with our previous search in PTF data, we created a
ZTF training set using adaptive cadence, and given that ZTF
achieves similar image quality as PTF, we resort to simulat-
ing our classes by applying the PTF noise model described
in Section 7.2. The timestamps at which we simulated our
ZTF classes were extracted from a simulated ZTF scheduler.
We simulated 500 of each source class, and trained the Ran-
dom Forest classifier using the optimized hyperparameters
derived in Section 5.2.
On average around 200,000 ZTF alerts are released each
night, with <3000 passing our initial filtering. We then em-
ploy an automated search that cross matches the coordinates
of these alerts with the Gaia DR2 catalog (Gaia Collabora-
tion et al., 2018), further filtering out alerts which are flagged
as variable sources in the Gaia DR2 data release. This ap-
proach reduces our initial alerts by approximately one-third,
leaving us to insert <2000 alerts into our classifier each day.
As the probability that variable stars will undergomicrolens-
ing is the same as for any other star, limiting our search to
non-variable sources ultimately hurts our chances of detect-
ing true microlensing signals – but as ZTF is a new survey
and no baseline data is available, we are resorting to applying
this filter for the first year of ZTF data as data from variables
with no baseline can yield a large number of false-alerts.
While ZTF provides 푔 and 푟 data, it’s not always uniform
with some lightcurves containingmore data in one band than
in another. For this reason every timewe input alerts for clas-
sification we currently classify the single-band data in which
the majority of the photometry is measured in. Through this
process our classifier flags <1 % as plausible candidates that
are forwarded along for visual inspection. Microlensing can-
didates that are deemed credible signals during the visual
inspection phase are saved after which we attempt to fit a
PSPL model to the lightcurve using pyLIMA to assess its
credibility as plausible microlensing.
To minimize the risk of false-alerts, a common strategy
is to require constant baseline at least before the signal, a
technique applied in OGLE-III to minimize the number of
false-alerts (Wyrzykowski et al., 2015b). A similar strategy
was employed during the beginning of the OGLE-IV phase,
as the team chose not to issue alerts for about a year on their
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Figure 20: ZTF18aaveloe. Drip-feed of microlensing candidate
in ZTF, with the vertical line representing the timestamp at
which we detected this in real-time.
website5 on the grounds that the false-alert rate would have
been excessive without an adequate baseline. While lack of
adequate baseline at the early stages of ZTF is an obvious
challenge, we nonetheless demonstrate how our algorithm is
capable of detecting plausible microlensing events in real-
time.
8.1. ZTF18aaveloe
The microlensing candidate ZTF18aaveloe was first
flagged by our classifier on August 2, 2018. Located in
a crowded region near the disk of the galaxy (equatorial
J2000 RA and DEC in decimal degrees: {290.5887292,
29.0411098}), it had no variable tag in any catalogs and very
much represented lensing behavior when detected. Whenwe
fitted the event with a PSPL model using pyLIMA, the out-
put parameters were very unconstrained, as is common for an
event in progress, with a PSPL fit yielding the parameters in
Table 2. The lightcurve appears to display variability that’s
not consistent with lensing behavior just prior to the rise,
behavior recognized by our algorithm as during this time
the lightcurve is classified as a variable star (Figure 20). We
can see that as the source begins to significantly brighten the
algorithm prediction progresses toward microlensing, but
the probability is relative low at ≈35% throughout the du-
ration of the signal. The last measured data, reverting back
to the observed brightening, indicates that this is not true
microlensing and rather a variable source, and as expected
the microlensing probability prediction quickly drops and a
final variable prediction is the output.
8.2. ZTF18aayczxl
The source ZTF18aayczxl was identified as a microlens-
ing candidate on August 29, 2018. While the lightcurve is
well sampled, the data is quite noisy especially during the
5http://ogle.astrouw.edu.pl/
Parameter Fit Error
푡0 (HJD-24500) 8336.708 128.23
푢0 7.86 ×10−5 1296.94
푡퐸 (Days) 62.385 1193.93
g 5.454 184.57
휒2 755.66
Table 2. ZTF18aveloe PSPL fit output during live detection.
Figure 21: ZTF18aayczxl. Drip-feed of microlensing candi-
date detected in ZTF, with the vertical line representing the
timestamp at which we actually detected this in real-time.
Parameter Fit Error
푡0 (HJD-24500) 8342.75 0.847
푢0 6.075 815.38
푡퐸 (Days) 7.78 996.15
g -0.999 0.162
휒2 333.07
Table 3. ZTF18aayczxl PSPL fit output during live detection.
rise. We searched the source coordinates (J2000 RA and
DEC in decimal degrees: {292.6685872, 16.0195724 }) in
other catalogs and found no variable tags, with SIMBAD
listing this source as a star. Using photometry alone we
cannot confidently determine the true nature of this source,
but as it truly mimics a microlensing event this is nonethe-
less the type of lightcurves we sought to detect using ma-
chine learning techniques. Even though we detected this
event after the peak as per our filtering process, our algo-
rithm classified this signal as microlensing early on in the
rise as shown in Figure 21 which displays the drip-feeding
process on this lightcurve. The drip-feeding analysis reveals
how our classifier confidently detected the event early on, but
due to the unconstrained fit output by pyLIMA (Table 3) and
a blending coefficient 푔 ≈ −1, we suspect this might also not
be a true microlensing signal, and as more data is gathered
and a proper baseline can be established we seek to make a
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Figure 22: ZTF18abegegr. Drip-feed of microlensing candi-
date detected in ZTF, with the vertical line representing the
timestamp at which we detected this in real-time. We con-
firmed via the Gaia catalog that this is a variable source.
more definite determination regarding the true nature of this
source.
8.3. ZTF18abegegr
The source ZTF18abegegr was identified as a microlens-
ing candidate on September 10, 2018, with coordinates
(J2000 RA and DEC in decimal degrees: {276.877171, -
6.6488872}). While the available data portrays this to be
plausible microlensing, we note that this source is flagged as
a variable star in the Gaia catalog, demonstrating the chal-
lenge of identifying true alerts when no baseline is available.
This lightcurve is representative of true microlensing behav-
ior given its shape and gradual flux increase, and as such is
the type of signal we expect our classifier to be able to
identify as microlensing.
9. Conclusion
We have developed a detection algorithm capable of
detecting microlensing events in progress from sparsely-
sampled lightcurve data. This classifier has been trained
using simulated data, tested with existing public data, and
successfully applied to the ongoing ZTF public alerts stream.
This detection algorithm is an open-source program that has
been optimized for microlensing detection in any wide-field
survey, with the training set easily modifiable to match the
cadence of any given survey (instructions available in the
documentation (Godines, 2019)).
We seek to explore avenues of future development that
can improve algorithm performance, including implement-
ing code to handle lightcurves that are measured in multiple
filters, especially relevant when we begin to search for mi-
crolensing in the LSST multi-band footprint. Making use
of multi-band photometry would allow us to take advantage
of the achromatic nature of microlensing and further filter
out false-alerts. Furthermore, we plan to explore the variety
of features that can be derived from binary microlensing so
as to deduce what metrics would be useful in distinguish-
ing these types of lightcurves. In addition, improving the
performance of our classifier by incorporating new, suitable
metrics to aid in differentiating between microlensing and
other sources will ultimately make our algorithm more ro-
bust to problematic cases, such as those presented in Fig-
ures 13 and 14.
With the ANTARES touchstone now live and opera-
tional, we hope to implement our classifier as a new stream
into the ANATARES system where its output would be-
come publicly available for review by anyone engaged in
microlensing efforts. The code has been designed for easy
application across any wide-field survey, and even though
it hasn’t been tested or optimized for more traditional mi-
crolensing survey data, it could still be applied to search for
microlensing in public datasets such as UKIRT (Shvartz-
vald et al., 2017) and, as demonstrated, ZTF. Ultimately
we hope our efforts in the field of microlensing will lead to
the discovery of exoplanets, a promising avenue given the
sensitivity of microlensing to small planets beyond the snow
line (Tsapras, 2018), although such discoveries will require
our algorithm to detect microlensing events early enough to
trigger follow-up observations as planetary anomalies are
very short-lived – a feat our algorithm is capable of as per
the analysis of the classifier performance provided in this
study. We will continue to query ZTF data in search of
microlensing, with the overall goal of maximizing classifier
performance by the time the LSST era begins.
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