Single particle cryo-EM emerges as a powerful and versatile method to characterize the 11 structure and function of macromolecules, revealing the structural details of critical 12 molecular machinery inside the cells. RELION is a widely used EM image processing 13 software, and most of the recently published single particle cryo-EM structures were 14 generated by using RELION. Due to the massive computational loads and the growing 15 demands for processing much larger cryo-EM data sets, there is a pressing need to speed 16 up image processing. Here we present GeRelion (https://github.com/gpu-pdl-17 nudt/GeRelion), an efficient parallel implementation of RELION on GPU system. In the 18 performance tests using two cryo-EM data sets, GeRelion on 4 or 8 GPU cards 19 outperformed RELION on 256 CPU cores, demonstrating dramatically improved speed 20 and superb scalability. By greatly accelerating single particle cryo-EM structural analysis, 21 GeRelion will facilitate both high resolution structure determination and dissection of 22 mixed conformations of dynamic molecular machines. 23 24 Single particle cryo-EM has become a game-changing technique in structural biology, gaining 25 unprecedented insights into many macromolecular machines in fundamental life processes 1,2 . By 26 directly imaging the biological samples frozen in buffer solutions, cryo-EM circumvents the 27 need to obtain well-ordered crystals, a major bottleneck in traditional crystallographic methods 28 for high resolution structure determination. Single particle cryo-EM is also capable of 29 computationally separating mixed conformations in a single sample, greatly facilitating the 30 determination of high resolution structures and the analysis of dynamic molecular machines 3 .
To accelerate the computation, many EM software packages, such as SPIDER 8 , FREALIGN 9 , EMAN 10 , and RELION 6 , implement parallel computation based on Central ( Fig. 2c) . In the fourth level, the processing of one or several pixels is assigned to one thread within each thread block, and all the pixels within one particle image are processed 138 simultaneously (Fig. 2d) . In GeRelion, the maximal parallel degree equals nr_gpus*M*N*K, 139 where nr_gpus, M, N and K represent the number of GPUs, the number of images within one 140 pool, the number of orientations to be processed, and the pixel number in one particle image, 141 respectively.
142
In order to efficiently map the proposed multi-level parallel model to GPU-based system, 143 we restructured the program in several aspects, as detailed in Online Methods. The original deep 144 loops were flattened and partitioned, and data layout was reorganized to fit the architecture of 145 GPU (Supplementary Fig. 3) . To address the problem of memory limitation on GPU, GeRelion 146 implements an adaptive parallel framework to determine the number of orientations to be 147 processed simultaneously, based on the available memory space. To exploit the data reuse, we 148 enlarged the parallel granularity in the first coarse sampling pass, and designed the lightweight 149 kernels in the second fine sampling to achieve sufficient parallelism. In addition, we parallelized 150 the sparse index computation by compacting the sparse data array to a continuous vector 151 ( Supplementary Fig. 4) , and optimized the global reduction operation with atomic operation 152 strategy.
154

Performance of GeRelion
155
To test the performance of GeRelion and compare it with the original RELION, we used two 156 computation systems (system 1 and system 2 in Table 1 ). The unmodified RELION ran on a 157 CPU-only cluster with 256 CPU cores, while GeRelion ran on a GPU-based cluster with 2 nodes, 158 each containing 4 GPUs and 12 CPU cores. 159 We first used the TRPV1 data set to run 3D refinement without or with C4 symmetry, and (Fig. 3a, 3c) . The speed enhancement of GeRelion in the total 164 execution time is consistent with that in the expectation step ( Fig. 3a, 3c) , which was in turn 165 contributed by the similar speedup of all four major subroutines in the expectation step ( Fig. 3b,   166 3d). We notice the extra speed increase in the overall execution compared to the expectation step 167 ( Fig. 3a, 3c) , which is due to the significant speedup in the steps of maximization and others 168 (Table 2, Supplementary Fig. 5 ). To prove the computation accuracy of our implementation, 169 we also confirmed that the 3D reconstructions generated by RELION and GeRelion are 170 essentially identical ( Fig. 3e, 3f) . 171 We then compared the performance of GeRelion and RELION in 3D classification. The 172 results are very similar to those from the tests of 3D refinement, showing excellent scalability of RELION is a popular image processing program in the cryo-EM field, and has generated most of 184 the recently published high-resolution single particle cryo-EM structures. However, the Bayesian 185 statistics-based computation in RELION is very costly, and the resulting massive computational 186 loads limit the particle number of routine single particle data sets to well below one million. Due 187 to the widely used automatic data collection and the need to analyze more particles to extract 188 more structural information from a particular biological sample, there is a pressing need to 189 significantly accelerate the image processing programs such as RELION 1 . assumed to be independent, zero-mean, and Gaussian distributed with variance 2 . , Φ is a J × L 378 projecting matrix of elements , is noise in the complex plane, which is assumed to be 379 independent, zero-mean, and Gaussian distributed with variance 2 .
380
The objection of cryo-EM image analysis software RELION is to find the model with 381 parameter set Θ (including all , 2 and 2 ) that has the highest probability of being the 382 correct one in the light of both the observed data X and the prior information Y . From the Bayes' 383 law, this so-called posterior distribution factorizes into two components, shown as equation (2).
384
Where the likelihood P(X|Θ, Y) quantifies the probability of observing the data given the model, in equation (6) is the posterior probability of class assignment and orientation 400 assignment for the th image, given the model at iteration n. The iterative algorithm starts from an initial estimate model of . User controls the number of models that is to be refined simultaneously. Initial estimations for 2 and 2 are calculated from the power spectra of the the following steps, all input data are generated from the previous kernels on GPU, which avoids the preparation of input for kernels and exploits the locality between producer and consumer.
