Abstract-In this paper, we study the problem of minimzing a multilinear objective function over the discrete set {0, 1)". This is an extension of an earlier work addressed to the problem of minimizing a quadratic function over {0, 1)". A gradient-type neural network is proposed to perform the optimization. A novel feature of the network is the introduction of a so-called bias vector. The network is operated in the high-gain region of the sigmoidal nonlinearities. The following comprehensive theorem is proved: For all sufficiently small bias vectors except those belonging to a set of measure zero, for all sufficiently large sigmoidal gains, for all initial conditions except those belonging to a nowhere dense set, the state of the network converges to a local minimum of the objective function. This is a considerable generalization of earlier results for quadratic objective functions. Moreover, the proofs here are completely rigorous. The neural network-based approach to optimization is briefly compared to the so-called interior-point methods of nonlinear programming, as exemplified by Karmarkar's algorithm. Some problems for future research are suggested.
where n is the number of neurons, z , ( t ) E (-1.1) is the state of neuron z at time t. w ,~ is the weight of the interconnection from neuron j to neuron i . and -6, is the firing threshold of neuron 2 . Hopfield [14] irrespective of which neuron is updated at time t. Hence, if it is desired to optimize a quadratic objective function over the discrete set { -1, l}", one can use a neural network of form (1.1). Such a network will, within a finite number of time steps, reach a local minimum of E . Some practical problems that can be translated as the minimization of a quadratic objective function include the Traveling Salesman Problem [16] and linear programming [26] . While the above results are very impressive, the asynchronous mode of operation is vulnerable to the criticism that the convergence to a local minimum will be slow, because out of the n neurons, only one neuron changes its state at a time. If one thinks of the state space of the neural network as the set of 2" comers of the hypercube [-1, l]", then asynchronous updating changes the state of the network only to an adjacent state at each time step. Indeed, the results of [25] can be interpreted to mean that, in the worst case, a discrete-state Hopfield network can take an exponential number of steps to reach even a local minimum. It is of course possible to operate the network in a synchronous mode; in other words, at time t , the state of each neuron is updated according to (1.1). If this is done, however, then (1.3) is no longer true, and the network may not converge to a fixed point. In fact, it is shown in [l 11 that in the synchronous mode, the network can go into a limit cycle of length two.
In an attempt to speed up the operation of the network, Hopfield [ 151 considers analog neural networks where the constituent neurons have graded responses. Such networks are described by where n is the number of neurons; v, is the neural current and U , is the neural voltage, 6, is the external current input to the ith neuron, C, is the membrane capacitance and R, is the neural resistance, X is a scaling parameter, and wz3 is 0018-9186/95W.00 Q 1995 IEEE the weight of the interconnection from neuron j to neuron 2. The function 9,: 91 + ( 0 , l ) is continuously differentiable, strictly increasing, g l ( z ) -, 1 as z + m, and g t ( x ) + 0 as s + -x. Note that as the scaling parameter X -+ 30, the function z ++ .91 (Ax) approaches the "saturation" function sat (z), which equals zero if x < 0 and equals one if z > 0. In [15] , Hopfield assumes that wZJ = wJl for all 2 ,~ and that U',, = 0 for all 2. He then proposes the energy function and shows that d nt -Ec[v(t)] IO along trajectories of system (1 S). Hirsch (1.7) [12] shows, using relationship (1.7), that-system (1.5) is totally stable; that is, every solution trajectory approaches an equilibrium. Salam er al. [23] fix a small technical flaw in the reasoning of [12] by establishing that no solution trajectory of (1.5) escapes to infinity (in the U space).
Z ( t )
The results of [12] and [23] combined show that every solution trajectory of (lS), irrespective of the initial condition, approaches an equilibrium. Thus it becomes important to analyze the location and stability status of the equilibria of system (1.5). Such an analysis is carried out in [27] for a very general class of neural networks in the high gain limit, i.e., as X + x. The analysis of [27] applies also to the neural network (1 3. It shows that, if w,, = 0 for all i, wZJ = wJ2 for all i.j, and certain additional assumptions hold, then "almost all" solution trajectories of the network approach a comer of the unit hypercube [0, 11". Note that, as X -+ M, the energy function E, of (1.6) approaches the energy function E of (1.2).
Hence, by operating the analog network (1.5) near the high gain limit, it is possible to minimize E over the discrete set (0. l}". Note that the operation of the analog network (1.5) is "synchronous" in the sense that the states of all neurons are changing at the same time. It can therefore be argued that the analog implementation combines the speed of synchronous operation with the minimum-seeking property of asynchronous operation.
Thus, in the case where the objective function to be minimized is a quadratic, the situation is quite well understood. There are situations, however, in which it is more natural to use an objective function which is a polynomial of degree three or higher. One such example is given in [21] , wherein the problem of checking whether of not there exists a truth assignment on a set of Boolean variables that makes each of a set of formulas true (commonly known as the "satisfiability problem" and the "original" NP-complete problem) is formulated as a minimization problem over the set (0, l}n where n is the number of literals and the degree of the objective function is the length of the longest clause in the set of formulas. Another example is given in [5] , wherein the problem of algebraic block-decoding is formulated as that of maximizing a polynomial over ( -1. I}". where the number of neurons n equals the length of the encoded words and the degree of the objective function is equal to the number of information bits.
The objective of the present paper is to generalize the system description (1.5) to the case of an objective function that is not necessarily quadratic. A natural way to do this is to replace the term Cy=l wijvj + Bi in (1.5) by the negative gradient of the objective function. This, plus the introduction of a so-called "bias" vector, is the essence of the approach proposed here.
Next, the organization of the paper is described. The analysis of the neural networks can be divided into two distinct parts. The first part of the analysis applies to any neural network described by a set of equations of the form
where f: [O, 11" + R" is continuously differentiable. In other words, it is not necessary that f be the gradient of a scalarvalued function. Even in this quite general case, it is possible to carry out a fairly comprehensive analysis of the equilibria of the network. This is done in Section 11. The results of this section are similar to those in [27] , except that the proofs are completely rigorous. This is in contrast to [27] , where there is a certain amount of "hand waving."
The second part of the analysis applies to the specific class of neural networks described by (1. 9) where E is the objective function to be minimized over (0, l}". It is assumed that the function E satisfies the con-
(1.10)
It is easy to see that the above condition is equivalent to requiring E(z1,. . . , 2 , ) to be an affine function of when all other xj , j # i are fixed, i.e., requiring that E be a multilinear polynomial. This condition assures that the right side of (1.9) is independent of xi and can be thought of as a nonlinear version of the "no self-interactions" assumption made by Hopfield in [15] . In particular, if E is of the form (1.2), then E satisfies (1.10) if and only if wii = 0 for all i. Thus the class of objective functions studied here includes those of Hopfield as a special case.
The class of networks described by (1.9) is analyzed in Section 111. The key to the analysis is the introduction of the so-called "bias" vector b into the dynamics (1.9). The main conclusions of the analysis are that, for "almost all" sufficiently small bias vectors b, for "almost all" initial conditions z(O), and all sufficiently high values of the sigmoidal gain A, the solution trajectory of (1.9) approaches a corner of the hypercube [0, 11" and that this comer is a local minimum of E over ( 0 , l ) " .
In Section IV, a few simple examples are presented to show that the introduction of the bias vector is really necessary, in the sense that the theorems are false without these features.
In Section V, the neural network-based approach analyzed here is briefly compared to the so-called interior-point methods for nonlinear programming, as exemplified by Karmarkar's algorithm [18] . Special attention is paid to the so-called affine scaling vector field and another approach suggested by Faybusovich [7] .
Section VI contains the concluding remarks. One of the conclusions is that there is a need to develop a suitable theory of computational complexity for analog computation. The paper is rounded out by two brief appendixes. The first summarizes optimality conditions in the case where the objective function is multilinear, while the second presents an open problem related to the strict local minima of multilinear polynomials. Now a brief word about the notation. For the most part, upper-case bold-face letters indicate matrices, while lowercase bold-face letters indicate vectors. The symbol o( A-') indicates a vector with the property that
while the symbol O(X-') indicates a matrix with the property that lim x o(x-') = 0.
(1.12)
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Thus the only difference between o(X-') and O(X-') is that the former is a vector while the latter is a matrix. In particular, there is no distinction as to the rate of convergence to zero as X ---f x. This usage is a little different from the standard convention.
11. SOME GENERAL RESULTS Throughout this section, we study a very general class of nonlinear neural networks described by U1 a ,
where f: [O. lIn --f %" is continuously differentiable.' Note that f need not be the gradient of any function. Thus the above class of networks is much more general than the gradient neural networks studied in earlier papers and than (1.9). The object of the study is to determine what happens to the location of the equilibria of the network as the sigmoidal gain X approaches infinity. It turns out that, under very mild conditions, network (2.1) has only a finite number of equilibria for each fixed value of A. As X -+ m, these equilibria cluster at various points in the hypercube [0,1]". The objective of this section is to obtain an explicit characterization of these cluster points. The culmination of the study undertaken in this section is Theorem 2.6, given at the end of the section.
To proceed further, we introduce an assumption on the sigmoidal functions g2 (.) . So the essence of the assumption is to i) replace "lim inf' by "lim" in (2.6) and ii) to make the limit uniform with respect to U , as U varies over the complement of a neighborhood of zero. Note that the commonly used sigmoid function .9;(u) = I/( 1 + e P u ) satisfies this assumption.
For purely technical reasons, it is assumed that the gain X assumes one of only countably many values. To be precise, we suppose that { X j } is a sequence of positive numbers approaching infinity and study what happens when X = X j , Let us begin by recalling a few standard concepts and facts.
Suppose h: Rn + Rn is continuously differentiable. A vector z E Rn is called a critical point of the map h if the Jacobian matrix V h ( z ) is singular; otherwise, it is called a regular point of h. A vector y E R" is called a regular value of the map h if every point in h-'(y) is a regular point of h; otherwise, y is called a critical value of h. If h-l(y) is empty, then y is vacuously deemed to be a regular value. Note that if y is a regular value of h, then every point in the set h-'(y) is isolated; that is, every point 5 in h-'(y) has a neighborhood N ( z ) that does not contain any other point of h-'(y). This is a ready consequence of the fact that Vh(z) is nonsingular and the inverse function theorem. A standard argument based on the Heine-Bore1 theorem shows that if y is a regular value of h and S Rn is compact, then S can contain at most a finite number of points of h-'(y). In other words, the set S contains at most a finite number of solutions z of the equation h(z) = y. The famous theorem of Sard [24] states, quite simply, that the set of critical values of any differentiable map has measure zero. Thus, for any differentiable map h, it is the case that the equation h(s) = y has only a finite number of solutions in any compact set S R", for "almost all" values j = 1 , 2 , . . . . where IJAJI denotes the induced matrix norm of A, i.e., the largest singular value of A. Now we focus on the case where X = X j for some index j , and { X j } is a sequence of positive numbers approaching infinity. In other words, X is restricted to any one of a countable set of values. Define €3 to be the set of solutions U of the equation
Thus, E j is the set of equilibria (in the u-space) of network (2.1) when X is set equal to X j . Next, define
Thus E is the set of all equilibria (in the u-space) of (2.1), for whatever A. The sets €j and E pertain to the u-space and are subsets of 92". It is actually more convenient to work in the z-space. Define S j to be the set of solutions z of the equation Observe that for each j, the map U H g(Xju) is a diffeomorphism of E" onto (0, l ) n . Hence there is a one-to-one correspondence between the sets Ej and Si. But Proposition 2.1, these are all the solutions of (2.1 1).
Throughout the rest of the section, it is assumed that b 6 C.
Additional assumptions on b are added as we go on.
Proposition 2.2 shows that, for almost all b E R", the set S is countable. Let us now study the cluster points of the set S.
Recall that a vector p E R" is defined to be a cluster point of a set S C ! J? if each neighborhood of p contains an element of S not equal to p. Equivalently, p is a cluster point of S if and only if there exists a sequence {si} in S converging to p such that the sequence {si} is pairwise distinct, that is,
Note that a countable set can have an uncountable number of cluster points. For example, let S be the set of all rational numbers in the interval [0, 11; then the set of cluster points of S is the set of all numbers in [0, 11. The objective of the remainder of the section is to show that, for the set S of equilibria of neural network (2.1), such a thing does not happen. In fact, for almost all bias vectors b, there are only a finite number of cluster points, and these can be described explicitly. Moreover, as X j becomes large, network (2.1) has exactly as many equilibria as the number of cluster points, and each equilibrium of (2.1) is "close" to the corresponding cluster point. To arrive at this comprehensive characterization of the behavior of the equilibria of (2.1), we go through several intermediate steps. The first step is to categorize the cluster points of the set S into three groups. Note that, since 
and v; + U. Now, because the sequence { v i } is pairwise distinct and each set Si is finite, it is clear that the sequence {ji} cannot contain any integer more than a finite number of times; thus ji + 00. Therefore, without loss of generality, we can renumber the sequence { Xj, } as {A,} and observe that the renumbered sequence { X i 1 also approaches infinity. With the renumbering, (2.16) becomes
'This is why X is restricted to take on any one of a countable set of values.
Of course, the renumbering depends on the cluster point. But it simplifies notation by eliminating the double subscripts.
The next three propositions give explicit characterizations of each of the three types of cluster points. 
18).
Conversely, suppose w E (0.1)" satisfies (2.18); it is shown that w is a cluster point of S. Since b is a regular value of f. it follows that w is a regular point of f, i.e., that Of(.) is nonsingular. Choose a 6 E ( 0 ,~) such that Vf (z) is nonsingular and Il[Vf(z)]-'II is bounded above whenever z E B(w. 6). where B(w. 6) denotes the ball {z: 1 1 2 -w11 < S}. Pro08 Suppose e E (0, 1)" is a cluster point of S; it is shown that the parity condition (2.24) is satisfied. Select A,: wi such that (2.17) holds and such that wi 4 e. Define ui = A;'g-'(wi). Then ui satisfies the u-space counterpart of (2.17), namely 
(2.29)
In other words To prove the converse, suppose e E (0, l}n, define z as in (2.23), and suppose the parity condition (2.24) is satisfied; it is shown that e is a cluster point of S. Define Hence it is possible to find an index N such that, whenever and ii) the vector 22 satisfies the parity condition
The proof is essentially a combination of those of Proposi- D) Let u l > . . . , U , denote the cluster points of S . Then there exists an integer N and a S > 0 such that, for each j > N, (2.13) has precisely T solutions; call them 5 1 , . . . , z, . Moreover, these solutions can be numbered in such a way that l l z k -'ukll < S for all IC.
Proofi The hypotheses of the theorem include those of Propositions 2.3-2.5. Hence Conclusions A)-C) follow from these propositions. The only conclusion that remains to be proved is Conclusion D).
Let V I , . . . . U , denote the cluster points of the set S. From the proofs of Propositions 2.3-2.5, it follows that, for 6 sufficiently small and j sufficiently large, each ball B(vk, 6) contains exactly one solution of (2.13). By hypothesis l), (2.13) has a finite number of solutions for each j . It is of course possible that, for some j, (2.13) has some other solutions outside the balls B(uk, 6). This cannot happen, however, for infinitely many values of j , because in that case S would contain infinitely many points outside the union of the balls B(vL, 6). and would therefore have another cluster point besides VI.. . . , U , . Under these conditions, the following conclusions hold:
Remarks:
1) The hypotheses of Theorem 2.6 are just the union of the hypotheses of Propositions 2.3-2.5. The important point to note is that these five hypotheses hold for all b E 8"
except those belonging to a set of measure zero. The first three conclusions of the theorem are again a repeat of those of Propositions 2.3-2.5. The extra conclusion is the last one, which states that, for sufficiently large A. the number of equilibria of network (2.1) equals the number of cluster points and that there is a oneto-one correspondence between them. Thus, for almost all choices of the bias vector, the "high gain" behavior of network (2.1) is quite easy to analyze. As shown by Examples 4.14.3, however, the "natural choice" of b = 0 just may belong to the exceptional set. Therefore, the bias term is very important to be able to predict the high gain behavior of network (2.1). 2) If one wishes to determine the cluster points of (2.1) corresponding to a given bias vector b. one could proceed as follows, in principle at least: First, find all solutions of f(u) = b. These are the interior cluster points. Next, check the 2" comer points of (0.1)" to see whether they satisfy parity condition (2.24). These are the comer cluster points. Finally, for each nonempty proper subset 1 of (1 : . . . n } and each binary vector u2 E {O,l}1'1.
do two things: Solve the equation f l ( u l , w 2 ) = b1 for u1. For each solution V I , check parity condition (2.46). Those pairs (ul. u2) that satisfy (2.46) are the cluster points in the faces. In practice, however, the above procedure is not recommended, as it is computationally expensive. Just testing the parity condition at the various comers of (0. I}" alone requires 2" computations!
MAIN RESULTS
Suppose the function E: [0, 1In -+ ! J? is a multilinear polynomial and that it is desired to minimize E ( z ) as z varies over the discrete-set (0. l}". For this purpose, we propose an analog neural network described by s, =gs(Au,). Hence Theorem 2.6 applies to this network as well. Moreover, in view of the special (gradient) nature of f, the analysis can be refined further. In particular, the network is totally stable, and every solution trajectory approaches an equilibrium. (This is true even if E is not a polynomial.) When E is a multilinear polynomial, the equilibria of (3.1) that cluster in the interior of [O. 11" tum out to be hyperbolic and unstable for sufficiently large values of A. as do the equilibria that cluster in the faces of [O. 11". Only the equilibria that approach a comer of [O. 11'' turn out to be asymptotically stable. Hence all solution trajectories, except for those originating in the stable manifolds of the unstable equilibria, approach the "comer" equilibria, which correspond precisely to the local minima of the objective function E. This fact, described in Theorem 3.2, is the main result of the paper.
Comparing (3.1) with (IS), we can observe two important differences: First, the two "physical" constants C, and R, have been combined into a single time constant cy,. This is a very minor difference. Second, a "bias" input b, is introduced into each of the differential equations. This is a substantial difference and is a novel feature of the network proposed here. 
Pro08
It is first shown, as in [23] , that the solution trajectories of (3.1) are eventually confined to a bounded region in u-space; in other words, the network is Lagrange stable.
Let r ( t ) = llu(t)1I2. Then, from (3.1) Now i: can be computed from (3.1) as
where J is the Jacobian matrix of the map g. Next, from (3.6) and (3.8)
Hence, from (3.7)
Observe that J-l is positive definite. Therefore
This completes the proof of total stability. Now we come to the main result of the paper.
(3.9) (3.10) To minimize E over ( 0 , l}", one would choose a ''small" bias vector b, a "large" sigmoidal gain A, a "random" initial condition u(0) and set network (3.1) in motion. When the vector z ( t ) appears to be approaching some comer of the hypercube [0, l]", this vector is rounded off to the nearest binary vector e. Then, using Proposition A.l in the Appendix, one would check whether e satisfies the parity condition (AS). If so, a local minimum of E will have been found. If the parity condition is not satisfied, then the process is repeated by increasing A, and only as a last resort, changing the bias vector b. Thus, in practice, neural network (3.1) generates candidate local minima, which must then be tested to determine whether they really are local minima. It may be pointed out that this is a common feature of almost all "interior point" methods of discrete optimization. The proof of Theorem 3.2 proceeds through several stages. Theorem 2.6 forms the starting point of our study. The bias vector b is chosen so as to satisfy all five hypotheses of this theorem, with f(z) = V E ( z ) . By dropping a finite number of terms from the sequence { X i } if necessary, we can make the following assumptions:
1) The set S has exactly T cluster points, ul , . has no eigenvalues with a zero real part.
i ( t ) = h [ z ( t ) ] (3.12)
where h is continuously differentiable. Suppose z o is an equilibrium of (3.1), i.e., that h(z0) = 0 . Then the equilibrium z o is said to be hyperbolic if the matrix H := Vh(z0) (3.13) is hyperbolic.
Hyperbolic equilibria have several advantageous features, one of which is that their stable and unstable manifolds have complementary dimensions and intersect transversally.
The next result is at the level of a homework problem, but it does not seem to be stated in this form anywhere. Proposition 3.3: Suppose P, Q are symmetric matrices, with Q positive definite. Then P Q has only real eigenvalues. If P is nonsingular, then P Q is hyperbolic.
Proofi Let Q1/2 denote the symmetric square root of Q and observe that (3.14)
is similar to the symmetric matrix Q112PQ112. Hence P Q has only real eigenvalues. If P is nonsingular, then so is P Q .
Hence zero is not an eigenvalue of P Q . Since all eigenvalues of P Q are real, this implies that P Q is hyperbolic.
Proposition 3.4: For all j sufficiently large, the solution of (2.13) in the ball B(p,, 6) is a hyperbolic equilibrium of network (3.1) with X = X j , and it is unstable. Remarks: The proposition states that the equilibria that cluster in the interior of [0, lIn are hyperbolic and unstable for X j sufficiently large.
Proof: For clarity, hereafter we drop the subscript j on X j and say "for sufficiently large A" to mean "for sufficiently large index j." In the same way, we drop the subscript IC on pk.
Thus the analysis below holds for a fixed value X = X j , which can be made arbitrarily large as desired and in the vicinity of a fixed cluster point pk.
For convenience, define 
where J ( E ) = Vg(E) is the Jacobian matrix of the map g . Now M is in reality a function of A.
where H = V 2 E . Now recall that, by assumption, b is a regular value of the map V E . Hence H ( p ) is nonsingular. Since the Jacobian matrix J is positive definite, it follows from Proposition 3.3 that the product
is hyperbolic. It is also independent of A. Hence M is also hyperbolic for sufficiently large A. This shows that the equilibrium d (in the E-space) is hyperbolic. The property of hyperbolicity is preserved under a diffeomorphic coordinate transformation, so the corresponding equilibria in the u-space and u-space are also hyperbolic.
To show that the equilibrium is unstable, observe that, Also, the analysis shows that, for almost all initial conditions z(0) near 2 0 , the solution trajectory "flies away" from the equilibrium in the "fast" time scale 7 = t/X-the bigger we make A. the faster the trajectories move away from equilibria that cluster in the interior (0. l\n. 
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Proposition 3.5: For all z sufficiently large, the solution of (2.13) in the ball B ( e , 6) is an exponentially stable equilibrium of the neural network (3.1) with X = A, .
Proof: We use the same notational simplifications as in the proof of Proposition 3.4 by denoting XJ,ek as X and e, respectively. Let z o E B(e,S) denote the equilibrium in the z-space. Then we know from the proof of Proposition 2.4 that there is an equilibrium in the u-space near
(3.23)
Let uo = X -l g -l ( z 0 ) denote the equilibrium of (3.1) in the u-space. Then uo -+ U* as X -+ CO. Now linearize the right side of (3.1) at U = uo. This gives the linearization matrix
E [~( X U ) ] } U =~~ = -A -' -H[g(Xuo)]XJ(Xuo).
(3.24)
Now uo -+ U * , which is a finite vector with all nonzero components. Hence, by Assumption A), JJXJ(Xu0)JJ i 0, even allowing for the fact that uo depends on A. Of course,
~~H [ g ( X u~) ]~~
is bounded. Hence
M = -A-' + O(X-l).
(3. 25) Note that all eigenvalues of A-' are negative; hence all eigenvalues of A4 have negative real parts for X sufficiently large. It follows from the linearization theorem [28, Corollary 5.5.261 that the equilibrium at z o is exponentially stable. Proposition 3.6: For all j sufficiently large, the solution of (2.13) in the ball B(qk, 6) is a hyperbolic equilibrium of (3.1) with X = A, , and it is unstable.
Proof: Once again, we replace A, , q,, by X and q, respectively. Also, for notational convenience, suppose the vector q belongs to the face {U E [O, 11": U, E (0, I) for i = 1.. . . , IC.
= 0 or 1 fori = IC + 1;'. , n } . (3.26) Once the vector q is fixed, this assumption can always be satisfied by renumbering the neurons if necessary. Define 27) and partition all other vectors commensurately. Thus the subscript "1" denotes the first IC components of a vector and the subscript "2" denotes the last n -k components of a vector. Matrices are also partitioned commensurately, with the obvious meanings assigned to the subscripts 11-22.
Let z o E B(q,S) denote the equilibrium whose stability status is to be determined. We define the auxiliary variable where
A = P :
In-k ] 
Now note that
Also, by assumption g(XA-lS0) = 2 0 = q + o(X-').
Therefore

V2E[g(AA-1Eo)] = H ( q ) + O(A-')
where H = VE. Next Clearly so is the matrix A;;. Hence M O is also hyperbolic.
Since M O is independent of X and M = M O + O(X-'), it follows that M is also hyperbolic for sufficiently large A.
Hence the equilibrium at 20 is hyperbolic. To prove that 20 is an unstable equilibrium, we proceed exactly as in the proof of Proposition 3.4. The matrix Hll(q) has zero diagonal elements; hence the trace of -H l l ( q ) J l l ( d l ) is also zero. Since the matrix is hyperbolic and has only real eigenvalues, it follows that at least one eigenvalue is positive. Hence 20 is an unstable equilibrium.
The proof of Proposition 3.6 sheds some light on the behavior of the solution trajectories near the "face" equilibria. Let 20 = zo(A) denote the equilibrium of (3.1) that approaches the "face" vector q. If we define the new variable U as in (3.28) and linearize around the equilibrium uo (with the partitioning of the time variable into a fast and a slow time scale, as in At last we come to the proof of the main result. Proof of Theorem 3.2: Propositions 3.4, 3.5, and 3.6 toi) The neural network has only a finite number of equilibria. ii) All equilibria are hyperbolic.
iii 11". iv) Of these, the equilibria in the first two classes are unstable, while those in the last class are exponentially stable. Now, the stable manifold of each unstable equilibrium (in the z-space) is a nowhere dense set because it is a manifold of dimension lower than n. Since there are only a finite number of such unstable equilibria, the union of the stable manifolds of all unstable equilibria is also a nowhere dense set. Let V denote this union. Since the network is totally stable by Proposition 3.1, it follows that, whenever z(0) V. the resulting solution trajectory must converge to one of the "comer" equilibria, i.e., to a vector of the form e + o(X-'). where e E (0. l}".
It only remains to show that, whenever the norm llbll of the bias vector is sufficiently small, each such comer e is a local minimum of the objective function E . For this purpose, define (3.43)
Then Eb is also a multilinear polynomial. Now observe that there exists an E > 0 such that E 5 g(z) whenever is not a local minimum of E . Now suppose IbiI < 6 for each i. Let z be any nonlocal minimum of E . and choose y E N ( z ) such that E whose coefficients are rational numbers; this assumption applies to all but the most contrived situations. Let r denote the least common multiple of the denominators of all the coefficients of E . Then clearly the modified objective function r E ( z ) assumes only integer values, and as a result, we have that rg(z) 2 1 for all 2 that are not local minima. Thus, in applying Theorem 3.2, we can choose any bias vector such that IbiI < 1/r for all i.
Iv. NECESSITY OF THE BIAS VECTOR
Neural network (3.1) has two distinctive features when compared with earlier works, including [27] . First, the sigmoidal gain X is made to go to infinity via a sequence of values, rather than through a continuum of values. This is purely a technical device to enable the application of Sard's theorem. In practice, one would run network (3.1) with a particular value of A. and if the results are not satisfactory, run it again with a higher value of A, and so on. Thus, in practice, X does indeed assume only a sequence of values. In fact, after a finite number of trials, one is guaranteed success, so actually X assumes only a finite set of values. Hence the restriction on X is quite justifiable. The second distinctive feature of network (3.1) is the introduction of the bias vector b. Theorem 3.2 holds for "almost all" bias vectors b. but the "natural choice" b = 0 may not work, because it may belong to the exceptional set. This is illustrated through two simple examples. which contains uncountably many points. All the analysis in the paper breaks down, because b = 0 is a critical value of the map V E . One can also verify that none of the seven local minima of E satisfies parity condition (2.24), because the vector z contains at least one zero component in each case. This is because none of the seven local minima of E is a strict local minimum.
The introduction of the bias vector solves the problem. One can compute the number g(z) introduced in the proof of Theorem 3.2. There is only one nonminimum, namely z = [l 1 lit, and it is easy to see that g(z) = 1. It is an easy exercise to verify that, if b is any vector with Ib,I < 1 for all 2 . then for each of the Z3 = 8 possible combinations of the signs of the vector b, at least one of the seven local minima of E becomes a strict local minimum of Eb(z) = E ( z ) -b t z .
Hence network (3.1) has an exponentially stable equilibrium near this binary vector. Also, the equation VE(z) = b has only a finite number of solutions (in most cases, zero) inside the set (0. l)n. Hence the introduction of the bias term greatly simplifies and clarifies the situation.
Example 4.2: Consider the Hopfield network (1.5) with n = 3.C, = R, = 1 for all i , and
This network is a special case of (3.1), with the bias vector b = 0. Since W is singular, the equation W z = b has an uncountable number of solutions if b = 0 , each of which is potentially a cluster point of the equilibria of (3.1). So the situation is very messy. On the other hand, the range of the matrix W has dimension two; so, for almost all b E R3, the equation W z = b has no solution, and as a result, the equilibria of (3.1) have no cluster point in the interior (0, l)n. Hence, once again, the introduction of the bias vector simplifies the dynamics considerably.
In [27] , Suppose n = 1 (a single neuron), and let
versus U is shown in Fig. 1 for increasing values of A. Suppose the bias b is set equal to zero. Then both e = 0 and e = 1 satisfy the relaxed parity condition (4.5). But it tums out that e = 0 is not a cluster point of S, while e = 1 is a cluster point. Thus. if some components of z = b -f(e) are zero. then there is no simple way to determine whether or not e is a cluster point of S.
To prove the assertion in the preceding paragraph, observe that the equilibria of the network in the u-space are the solutions of
(4.7) Fig. 1 shows that, for each X > 0, (4.7) has exactly one solution for U, call it ux. As X + 02, ux + O+ while g(Xu) + 1. Thus e = 1 is a cluster point of S while e = 0 is not.
It is left to the reader to show that, if f is changed to
then once again both e = 0 and e = 1 satisfy the relaxed parity condition (4.5). But now the situation is reversed: e = 0 is a cluster point of S while e = 1 is not. The difficulty in trying to determine whether a given c E (0, l}n is a cluster point when some component of z is zero is this: We can have a situation where some component of the equilibrium ux approaches zero, but does so more slowly than l / X . In this case, the corresponding component of g(Xu) can approach zero or one even though the component of 4~ itself approaches zero. The introduction of a bias term eliminates this difficulty, because for almost all b, the vector z will have all nonzero components.
v. CONNECTIONS TO INTERIOR-POINT
METHODS OF OPTIMIZATION
In this section, a brief comparison is given of the neural network-based optimization methods discussed thus far with the so-called interior-point methods of linear and nonlinear programming. In any such comparison, the following point should be kept in mind: Nonlinear programming is a decadesold subject, and the recent interior-point methods (which are about a decade old) can be interpreted in terms of penalty function methods, which are nearly 30 years old. In contrast, the use of neural networks to perform combinatorial optimization is relatively new, and this paper is just about the first to give a rigorous analysis of the dynamical behavior of analog neural networks for optimization. Thus it would be unreasonable to expect that neural network-based methods would at once be competitive with nonlinear programming methods. Rather, the present paper can be said to open the door towards enhancing the competitiveness of neural network-based methods by presenting a very general set of analysis tools that can be applied to a very broad class of neural networks (see Section 11). These tools are applied here to a particular network (3.1), but in principle future researchers could apply these analysis tools to other formulations as well. Using the results presented here, it should be possible to analyze the relative merits and demerits of neural network-based optimization methods vis-a-vis other methods. Of course, one cannot rule out the possibility that neural network-based methods will eventually turn out be demonstrably inferior to interior-point methods. If so, the present paper will have at least served to facilitate such a comparison.
A. Brief Summary of Interior-Point Methods for Linear Programming
The present generation of interior-point methods can be said to have been launched by the paper of Karmarkar [18] , who proposed a new algorithm for linear programming. Since that time, more than lo00 papers have appeared on the subject. In particular, Renegar [22] has shown that Karmarkar's algorithm is closely related to the much older penalty function methods of Fiacco and McCormick [9] , provided that i) the penalty function used is of the so-called "logarithmic barrier" type and ii) at each iteration, only a single Newton iteration is performed on the penalty-augmented objective function (as opposed to carrying out a complete minimization along a particular search direction). In this subsection, a brief review is attempted of interior-point methods with particular emphasis on those formulations that can be interpreted as dynamical systems.
Problem Formulation: The two most popular formulations of linear programming problems are as follows. 
It is assumed that the choice z = e is feasible. This form is well suited for the so-called projective scaling algorithms as exemplified by Karmarkar's original algorithm [ 181.
(Strict) Standard form: In this case the problem is given by (5.1), without the additional constraint (5.2). This is called the "standard' form. If, in addition, there exists a feasible point z with s, > 0 for all i. then the problem is said to be in "strict standard' form. Note that the canonical form is in strict standard form. in view of the assumption that z = e is feasible. This form is well suited for the so-called affine scaling algorithms; see, e.g., 111.
Both forms are equivalent for all practical purposes. The discussion below is in terms of the strict standard form, since it is closer to the optimization problem studied in Section 111. Moreover, to avoid certain technical difficulties, it is further assumed that the feasible region is bounded and that the matrix A has full row rank (i.e., all constraints are independent). These assumptions are satisfied by the problem in Section 111.
Affine Scaling Vector Field: To solve the problem at hand, one defines a \ector field on the relative interior of the 6) Predictor-corrector approach: Unlike the pathfollowing approach, this is an iterative method. At the initial iteration, z = zo, and one defines a search direction uo := f(z0). where f is the vector field of (5.5). Then one takes a "moderate-sized' step along the direction U O . This is the predictor step. In doing so, one of course deviates from the "true" solution trajectory of (5.6). Let cy0 denote the step size, and define Z 1 = z o + CYOUO. The vector Z 1 is then "corrected' to a nearby point z1 on the "true" solution trajectory of (5.6).
One then defines the next search direction w1 = f(z1) and repeats the procedure. There are several rules of thumb for selecting the step size, but they all have the flavor of requiring that the inner product between successive search directions (computed in accordance with some appropriate Riemannian metric) be bounded away from zero. From a theoretical standpoint, the validity of this approach can be established only in relatively simple cases (see. e.g., [19, Theorem 21). With this technicality out of the way, we can now focus on how the interior-point methods of Section V-B can be used to solve the continuous relaxation problem (5.18). In the discussion that follows, the objective function E should be understood as the augmented objective function of (5.19).
The subscript b is omitted, however, to facilitate a comparison with the contents of Section V-B. 
This is equivalent to (5.10) in that both systems have the same trajectory, though the parameterization of "time" might be different-see Hence (5.16) becomes (on noting that y2i-1 = a
One can reduce these to a set of n equations (not 2n) by noting that
D. Comparison with Proposed Neural Network
Note that both the vector fields (5.23) and (5.30) are well defined for all z E and not just when z E [0,1]". (Recall that E is a polynomial and hence analytic.) Also, it is clear that each of the 2" vectors in (0, l}n is an equilibrium of both vector fields. This is a clear difference from the neural network proposed here, which has an equilibrium near a vector e E (0. I}" if and only if e is a local minimum of E over (0. l } " . On the other hand, it is easy to verify that an equilibrium of (5.23) or (5.30) at e E (0,l)" is exponentially stable if and only if e satisfies parity condition (A.10), i.e., is a strict local minimum of E over (0, l}". This can be shown as follows: Both the vector fields (5.23) and (5.30) have the form
as, 
VI. CONCLUSIONS
In this paper, we have shown that an analog neural network can be used to find a local minimum of any multilinear polynomial over the discrete set (0, l}".
Comparing the present paper with earlier results, we can claim the following advantages: First, the treatment here is comprehensive and rigorous. Second, it has been shown that it is necessary to introduce a so-called "bias" vector, which is not done in earlier work. Without the bias vector, some of the claims of the earlier papers may not be valid.
The results presented here guarantee only convergence to a local minimum. To build a network that is guaranteed to converge to a global minimum, a natural guess would be to mimic the simulated annealing algorithm, by replacing the deterministic and constant bias vector by a stochastic and timevarying bias vector, and slowly reduce the variance of the bias vector to zero. The analysis of such networks is bound to be extremely complicated and is left to those more competent than the author in such matters.
At the current state of evolution of the theory of neural computation, it is no longer enough to show that some problems can (also) be solved using a neural network-it is necessary to analyze the complexity of the computation. For instance, in [5] it is shown that the MAX-CUT problem (which is NP-complete) can be formulated as that of minimizing a quadratic objective function over (0, l}" and can thus be solved using a conventional discrete Hopfield network. Since a discrete Hopfield network merely changes one component of the state vector at a time, it is difficult to believe that "neural" computation based on such an approach can be superior to other algorithms for discrete optimization. Indeed, the results of [25] can be interpreted to mean that, in the worst case, a discrete-state Hopfield network can take an exponential number of time steps (O(2")) to reach even a local minimum.
Note that, by simply enumerating E ( z ) at all the 2" points in (0, 1)". one can in fact find a global minimum of E.
The contents of the present paper highlight the need to develop a theory of complexity for computation using differential equations. The vast majority of complexity theory is addressed to the computing ability of algorithms/machines and to the expressive ability of languages, though some beginnings have been made in a complexity theory for continuous computation [4]. But it appears that an entirely new approach is needed to analyze the complexity of computation using analog neural net works.
APPENDIX A MULTILINEAR POLYNOMIALS
Suppose E: [O, 11" 4 8 is a multilinear polynomial and that it is desired to minimize E(%) as z varies over the discrete set (0. 1)". The objective of the appendix is to show that there exist very simple necessary and sufficient conditions for a vector z E (0, l}" to be a local minimum of E. Thus, given a "candidate minimum" z E (0, l}", it is a very simple matter to determine whether or not z is indeed a local minimum. This justifies the analog approach to discrete optimization, whereby the aim is to generate a sequence of candidate minima, which are then checked for optimality. where N ( z ) denotes the set of all vectors in (0, 1)" lying at a Hamming distance of one from 2. z is said to be a strict local minimum of E if E ( z ) < E(y), for all y E N ( z ) .
(A.2)
We begin with an obvious observation. For each 2 E 8" 
64.4)
This property proves useful below. Proposition A.l: Suppose E is a multilinear polynomial on 8" and that z E (0, l}*. Then the following statements are equivalent: 1) z is a local minimum of E. Hence, if z satisfies parity condition (AS), it follows from (A.8) that E(y) 2 E ( z ) . Since the index i is arbitrary, the conclusion is that z is a local minimum.
(2)" We show instead that if Statement 2 is false, then so is Statement 1. Suppose accordingly that the parity condition (AS) is violated for some i . Define y as in (A.6);
then (A.8) shows that E(y) < E ( z ) , so that z is not a local minimum.
Proposition A.2: Suppose E is a multilinear polynomial on Xn and that z E (0, l}". Then the following statements are equivalent:
" ( 1) 1) z is a strict local minimum of E. 
APPENDIX B AN OPEN PROBLEM
In this appendix, we postulate a conjecture on the strict local minima of multilinear polynomials. Though the results of the present paper hold with or without this conjecture, it nevertheless represents an interesting problem in combinatorics.
Suppose E is a given multilinear polynomial, e E (0, l}", and b is the bias vector. Suppose b is chosen such that no component of the vector z = b -f(e) is zero. Comparing Propositions A.2 and 2. 4 shows that e is a cluster point of S if and only if e is a strict local minimum of the modified function Eb(2) = ~( z ) -btz. It is easy to see that a multilinear polynomial need not have any strict local minima. An extreme example is provided by the function E ( z ) = x1x2...xn, which has 2" -1 local minima, none of them strict. Suppose e is a local minimum of E. It is easy to show that e is a strict local minimum of Eb for a suitable choice of the bias vector b. To see this, observe from Proposition A.l that V E ( e ) satisfies the relaxed parity condition (AS). Suppose some components of V E ( e ) are zero, so that e is not a strict local minimum. If has the same value at all vectors in a particular connected component.
Conjecture:
There exists a number E > 0, dependent on E , such that, whenever llbll < E and b, # 0 for all 2, at least one vector in is a strict local minimum of Eb, for j = 1, . . . . c.
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