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Abstract
Solutions to stochastic dierential equations depends on the method of approximation. In this
paper we give a very simple demonstration that ordinary dierential equations, too, exhibit this
kind of behavior when the coecients are measure-valued distributions. We then proceed to
show that the Ito^ and the Stratonovich solutions can be viewed as similar cases within this
framework. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
The measurement method was introduced in LindstrHm et al. (1995). The basic
mechanism is to smoothen distributions by an approximate identity and to study limits
of such expressions. Of course, this is nothing but a variation over a classical theme in
functional analysis and as such not very original. The approach originates from ideas
related to the theory of Colombeau distributions, see Colombeau (1990). In this theory,
generalized functions F are identied by mappings  7! F(x), where x 7! F(x) are
smooth functions.
Functional objects of the above kind have found many applications. In particular,
they have been used extensively to study properties of stochastic partial dierential
equations, see, e.g., Colombeau et al. (1996), Holden et al. (1993), Holden et al.
(1994), Oberguggenberger (1992), and Oberguggenberger and Russo (1997). The ap-
proach in this paper, however, takes a slightly dierent direction. Here we want to
study the connection between ordinary and stochastic dierential equations. Our pur-
pose is to show that the non-uniqueness of solutions to stochastic dierential equations,
i.e., Ito^=Stratonovich solutions, corresponds to a similar kind of non-uniqueness that we
nd in ordinary dierential equations with measure-valued coecients.
While the basic theory of Colombeau distributions is very important to justify
that products of generalized functions are uniquely dened, the measurement method
0304-4149/00/$ - see front matter c© 2000 Elsevier Science B.V. All rights reserved.
PII: S0304 -4149(00)00026 -0
316 J. Ube / Stochastic Processes and their Applications 89 (2000) 315{331
provides a simplied approach to search for solutions to (generalized) dierential equa-
tions. To study a (generalized) dierential equation on the form Lu = 0, we are only
concerned with the limiting behavior of smoothed versions of the left-hand side. If this
can be shown to be arbitrary small, we say that we have a solution. In principle, the
left-hand side can involve several products of generalized functions. Our approach is
then to view the left-hand side as a joint object, and we make no eort to justify the
denition of each individual term.
The paper is organized as follows. In Section 2 we formulate the basic concepts in
the measurement method. We prove that if all the coecients in a dierential equation
are C1, then a distribution is a solution in the measurement sense if and only if it is a
solution in the classical sense of distributions. In Section 3 we consider the dierential
equation F 0+ F=0 where  is a (non-random) measure, and can easily demonstrate
that dierent solution concepts for this equation gives a multitude of dierent solutions.
In Section 4 we study the more complex case where  is a white noise measure. We
prove that the Ito^ and the Stratonovich solutions can be viewed as two dierent cases
within this framework. Thus the non-uniqueness of solutions to stochastic dierential
equations can be viewed as a special case of the non-uniqueness of ordinary dierential
equations with measure valued coecients.
2. The measurement method
Let D be a domain in Rd, let D denote the space of test functions on D, i.e., the
set of all 2C1c (D) with the usual test function topology, and let D0 denote the dual
space of distributions. For each multi-index  = (1; 2; : : : ; d), we let D denote the
dierential operator
D =

@
@x1
1
  

@
@xd
d
: (2.1)
Although the method below can be extended to cover non-linear operators, we will
in this paper always consider the linear case, i.e., we consider a formal dierential
operator L on the form
Lu=
X
jj6N
f  Du: (2.2)
We will assume that u 2 D0 and also that all f 2D0. Note that the products f Du
do not necessarily make sense as distributions, so we will need to make a more rened
denition.
The interpretation goes like this; choose and x 0 2C1c (Rd) with the properties
0>0 and
R
Rd 0(x) dx = 1. Then consider the family n(x) := n
d0(nx); n2N. This
we will call a family of measurements, and 0 is called the core of the measurement.
In general, we may want to perform dierent measurements on the dierent terms
in (2.2). To this end, we will for each multi-index  consider two families of mea-
surements ;1; n; ;2; n each constructed from cores ;1;0; ;2;0, respectively. With the
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formal expression (2.2), we now associate what we call an error function
En(u)(x) =
X
jj6N
(f  ;1; n(x))(Du  ;2; n(x)); (2.3)
where the  denotes a convolution product. We now want to consider dierential
equations which formally can be written in the form
Lu= 0: (2.4)
If  is some xed topology, we say that u 2 D0 is a 0-measurement solution to (2.4)
in the -topology if
lim
n!1 En(u) = 0 in the -topology: (2.5)
When all the coecients f 2 C1(Rd), then (2.4) also makes sense in the space of
distributions. In this case, however, we have the theorem below.
Theorem 2.1. Choose and x any cores for the measurements. If all f 2 C1(Rd);
D = Rd; and  is the topology of convergence in the sense of distributions; then the
following statements are equivalent:
(A) u solves Lu= 0 in the sense of distributions.
(B) u is a 0-measurement solution to Lu= 0 in the -topology.
Proof. Choose and x any multi-index . Since each f is smooth, f  ;1; n!f
in C1(Rd) with its usual Frechet space topology. Clearly every Du  ;2; n ! Du
in D0. Using Theorem 6:18 in Rudin (1980), we get
lim
n!1 En(u) = Lu (2.6)
and the theorem follows trivially from this.
If the coecients f are not smooth, however, the measurement solutions are more
exible than classical solutions in the sense of distributions. Note that with the denition
above, we are not required to make sense to the product of the distributions fu.
If only we can prove that En(u)! 0 in some appropriate topology, we have a solution.
Initial conditions: Since we want to consider distribution solutions to dierential
equations, we need to consider this in relation with initial values. If F is a continuous
function, we certainly have
F(0) = lim
n!1 F(n): (2.7)
This we use as a denition for the general case, i.e., we say that a distribution F has
a point value F0 at 0 if
lim
n!1 F(n) = F0: (2.8)
By abuse of notation we will write F(0) = F0 in this case.
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3. Equations with singular coecients
Let t0> 0 and consider the initial value problem
F 0 + t0F = 0; F(0) = F0 (3.1)
on [0;1). Here t0 denotes the Dirac delta function at t0. This problem can be ad-
dressed in several dierent ways. One way of approach is to smooth the singular
coecient t0 , and consider the limit of such expressions. More precisely, we put
F = limn!1 Fn where each Fn is the solution to
F 0n + (t0  n)Fn = 0; Fn(0) = F0: (3.2)
It is then trivial to see that
F =
(
F0; 06t < t0;
F0 e−1; t0<t:
(3.3)
We remark that we only consider distributions here, so we can leave F undened at
t0. From the above point of view, only the coecient t0 is subject to measurement.
If F , too, is subject to a simultaneous measurement, we consider the error function
En(F)(t) =
dF
dt
 n(t) + (t0  n(t))(F  n(t)): (3.4)
Here and in the remaining part of this section, we will always assume that all mea-
surements have a common core 0. The problem is now to nd a distribution F s.t.
En(F)(t)! 0 in some appropriate topology. It is of some surprise to observe that this
approach does not reproduce solution (3.3). It actually turns out that the solution is
depending on certain characteristics of the core 0. We wish to prove the following
proposition.
Proposition 3.1. With the core 0 xed; the function
F =
8><
>:
F0; 06t < t0;
F0
1 + (1=
R1
0 0(−u) du)
; t0<t
(3.5)
solves (3:1) in the 0-measurement sense with the topology of pointwise convergence.
Proof. For simplicity of notation we let F1 = F01+(1=
R1
0
0(−u) du)
. Then we get
En(F)(t) =
Z t0
−1
F0
dn
dt
(t − s) ds+
Z 1
t0
F1
dn
dt
(t − s) ds
+ n(t − t0)
Z t0
−1
F0n(t − s) ds+
Z 1
t0
F1n(t − s) ds

: (3.6)
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Table 1
Solutions to the initial value problem (3.1)
Smoothed coecients Symmetric cores Anticipating cores
F =

F0; t < t0
F0 e−1; t0<t
F =

F0; t < t0
F0 3−1; t0<t
F =

F0; t < t0
F0 2−1; t0<t
Clearly En(F)(t)! 0 if t 6= t0, so we consider
En(F)(t0) =
Z t0
−1
F0
dn
dt
(t0 − s) ds+
Z 1
t0
F1
dn
dt
(t0 − s) ds
+ n(0)
Z t0
−1
F0n(t0 − s) ds+
Z 1
t0
F1n(t0 − s) ds

=−F0n(t0 − s)jt0−1 − F1n(t0 − s)j1t0
+ n(0)
 Z 0
−1
F0n(−s) ds+
Z 1
0
F1n(−s) ds
!
= n(0)

F1 + (F1 − F0)
Z 1
0
n(−s) ds

= 0 (3.7)
by the denition of F1.
The solutions above will in general depend on 0. If 0 is a symmetric function,
however, we always get the same solution. In relation to stochastic dierential equations
we will also need to consider the case where 0 is supported on (−1; 0]. Such cores
we will call anticipating. For easy reference, we show the results in Table 1.
The question of uniqueness, too, is related to special properties of the core 0. To
examine this further, we consider a distribution  supported at t0. Using Theorem 6:25
in Rudin (1980), we know that
 =
NX
k=0
akDkt0 : (3.8)
Hence
En()(t0) =
NX
k=0
ak(−1)k+1Dk+1n(0) + n(0)
NX
k=0
ak(−1)kDkn(0): (3.9)
Since n(x) = n0(nx), we have Dkn(0) = nk+1
(k)
0 (0). So
En()(t0) =
NX
k=0
ak(−1)knk+2((k)0 (0)0(0)− (k+1)0 (0)): (3.10)
Unless the core 0 satises
(k)0 (0)0(0)− (k+1)0 (0) 6= 0 for all k; (3.11)
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we can nd  6=0 s.t. En()(t)! 0 for all t. So if (3.11) fails, then (3.1) has
innitely many solutions. With this in mind, we dene the indierence set, IDS,
of a core 0 by
IDS(0) := fk 2 N: (k)0 (0)0(0)− (k+1)0 (0) = 0g: (3.12)
We can then characterize all the solutions to (3.1):
Proposition 3.2. If F is a 0-measurement solution to (3:1) in the topology of point-
wise convergence; then
F =+
8><
>:
F0; 06t < t0;
F0
1 + (1=
R1
0 0(−u) du)
; t0<t;
(3.13)
where =
PN
k=0 akD
kt0 and all ak = 0 if k 62 IDS(0).
Proof. Let G be any distribution solving (3.1) in the 0-measurement sense. If K is
any compact set with k\ft0g=;, then if n is large enough t0 n(t)=0 for all t 2 K .
Hence we must have G0 = 0 on K . It follows that
G =+

G0; 06t < t0;
G1; t0<t;
(3.14)
where  is supported at t0 and G0; G1 are constants. By the initial condition G0 = F0.
Using the calculations preceding this proposition, we get
En(G)(t0) =
NX
k=0
ak(−1)knk+2((k)0 (0)0(0)− (k+1)0 (0))
+ n0(0)

G1 + (G1 − G0)
Z 1
0
0(−s) ds

: (3.15)
This converges to zero if and only if G1 = F1 and all ak = 0 when k 2 IDS(0).
Corollary 3.3. If IDS(0) = ;; then
F =
8<
:
F0; 06t < t0;
F0
1 + (1=
R1
0 0(−u) du)
; t0<t
(3.16)
is the unique solution to (3:1) in the 0-measurement sense.
It is easy to nd cores where IDS(0) = ;. One example of such kind occurs when
0 is symmetric with (2k)(0) 6= 0 for all k. In this case
F =

F0; 06t < t0;
F03−1; t0<t
(3.17)
is the unique solution to (3.1) in the 0-measurement sense.
We will now proceed to a more general case. We want to consider the initial value
problem
F 0 + F = 0; F(0) = F0; (3.18)
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where  is a measure. As we will see from the calculations below, not every measure
admits solutions in the measurement sense. We will therefore need to equip the measure
with some additional structure.
Put tp0 = 0, and let Sf = ftfi g1i=1 and Sp = ftpi g1i=1 be two strictly increasing se-
quences of positive real numbers. We dene two measures f and p as follows; Let
f : [0;1)! R be a piecewise continuous function with singularities in Sf, i.e.,
Sf =

x: lim
u!x−
f(u) 6= lim
u!x+
f(u)

: (3.19)
Let f be the corresponding measure having f as its density w.r.t. Lebesgue measure.
Let p be a pure point measure with positive point masses concentrated in Sp, i.e.
p =
1X
i=1
mitpi : (3.20)
In the rest of this section, we will restrict our attention to symmetric cores. If 0 is
symmetric with 0(0) 6= 0, then IDS(0) has a particularly simple form. The following
easy lemma will be useful in the discussion below.
Lemma 3.4. Assume that 0 is a symmetric core with 0(0) 6= 0; then
(a)
IDS(0) = fk: If k is even; then (k)0 (0) = 0; if k is odd; then (k+1)0 (0) = 0g:
(3.21)
(b) If m 6= 0 is any real number; then k 2 IDS(0), m(k)0 (0)0(0)− (k+1)0 (0) = 0.
(c) If k 2 IDS(0); then (k)0 (0) = 0.
(d) IDS(0) = ; , (2k)0 (0) 6= 0 for all k 2 N.
Proof. When 0 is symmetric, then 
(k)
0 (0)=0 for all odd numbers k. Then (a) follows
trivially from (3.12), and (b), (c), and (d) are immediate consequences of (a).
Theorem 3.5. Let  = f + p. Assume that Sf \ Sp = ; and that 0 is a symmetric
core with IDS(0) = ;. Then
F =
8>>>><
>>>>:
Fie
−
R t
tp
i
f(s) ds
; tpi < t< t
p
i+1;
i = 0; 1; : : : ;
Fi+1e
−
R t
tp
i+1
f(s) ds
; tpi+1<t< t
p
i+2 ;
(3.22)
where
Fi+1 = Fi

2− mi+1
2 + mi+1

e
−
R tp
i+1
tp
i
f(r) dr
; i = 0; 1; : : : (3.23)
is the unique solution to the initial value problem (3:18) in the 0-measurement sense
in the topology of pointwise convergence.
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Proof. For simplicity of notation we only consider the case i=0. If t 62 Sp, then clearly
En(F)(t)! 0, so we consider tp1 2 Sp. Choose n so large that n(tp1 − s) = 0 if s>tp2 ,
then we have
En(F)(t
p
1 ) =
dF
dt
 n(tp1 ) + (  n(tp1 ))(F  n(tp1 ))
=
Z tp1
0
F0e
−
R s
tp
0
f(r) dr
0n(t
p
1 − s) ds+
Z 1
tp1
F1e
−
R s
tp
1
f(r) dr
0n(t
p
1 − s) ds
+
Z 1
0
n(t
p
1 − s) d(s)

 Z tp1
0
F0e
−
R s
tp
0
f(r) dr
n(t
p
1 − s) ds+
Z 1
tp1
F1e
−
R s
tp
1
f(r) dr
n(t
p
1 − s) ds
!
:
(3.24)
Now observe that since 0 is a symmetric core, then
Z 1
0
n(t
p
1 − s) d(s) =
1
2
f(tp1−) +
1
2
f(tp1 +) + n(0)m1 + O(n): (3.25)
Using (3.22), we integrate by parts to rewrite (3.21)
En(F)(t
p
1 ) =−F0e
−
R tp
1
tp
0
f(r) dr
n(0)−
Z tp1
0
f(s)F0e
−
R s
tp
0
f(r) dr
n(t
p
1 − s) ds
+F1n(0)−
Z 1
tp1
f(s)F1e
−
R s
tp
1
f(r) dr
n(t
p
1 − s) ds
+(12f(t
p
1−) + 12f(tp1 +) + n(0)m1 + O(n))

 Z tp1
0
F0e
−
R s
tp
0
f(r) dr
n(t
p
1 − s) ds+
Z 1
tp1
F1e
−
R s
tp
1
f(r) dr
n(t
p
1 − s) ds
!
=−F0e
−
R tp
1
tp
0
f(r) dr
n(0)− 12f(t
p
1−)F0e
−
R tp
1
tp
0
f(r) dr
+F1n(0)− 12f(tp1 +)F1
+

1
2
f(tp1−) +
1
2
f(tp1 +) + n(0)m1
0@1
2
F0e
−
R tp
1
tp
0
f(r) dr
+
1
2
F1
1
A
+O(n)
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=
0
@F1 − F0e−
R tp
1
tp
0
f(r) dr
+
m1
2
0
@F1 + F0e−
R tp
1
tp
0
f(r) dr
1
A
1
A n(0)
+
1
4
0
@F1 − F0e−
R tp
1
tp
0
f(r) dr
1
A (f(tp1−)− f(tp1 +)) + O(n)
= O(n): (3.26)
If  is a distribution supported at tp1 , then using essentially the same argument as
before, we get
En()(t
p
1 ) =
NX
k=0
ak(−1)knk+2(m1(k)0 (0)0(0)− (k+1)0 (0))
+ (f(tp1 ) + O(n))
NX
k=0
ak(−1)knk+1(k)0 (0): (3.27)
Starting with the top order term, we see that limn!1 En()(t
p
1 )= 0 only if all ak =0,
since IDS(0)=;. Uniqueness then follows from essentially the same calculation as in
Proposition 3.2.
Theorem 3.6. If 0 is a symmetric core with IDS(0) 6= ; and 0(0) 6= 0; then
all solutions to (3:18) in the 0-measurement sense with the topology of pointwise
convergence; can be written on the form
G =
1X
i=1
i + F; (3.28)
F is the function dened in Theorem 3:5; and for i = 0; 1; : : :
i =
NiX
k=0
ak; iDktpi ; (3.29)
where all ak; i = 0 if k 62 IDS(0).
Proof. For simplicity, we only consider the case where i=1. Using (3.26) and (3.27)
we get
En(1 + F)(t
p
1 ) =
NX
k=0
ak;1(−1)knk+2(m1(k)0 (0)0(0)− (k+1)0 (0))
+ (f(tp1 ) + O(n))
NX
k=0
ak;1(−1)knk+1(k)0 (0) + O(n): (3.30)
Now if aN;1 6= 0, using Lemma 3.4(b), we see that we need N 2 IDS(0). Then
using Lemma 3.4(c), the top order terms in both of the sums are identically zero, and
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we get
En(1 + F)(t
p
1 ) =
N−1X
k=0
ak;1(−1)knk+2(m1(k)0 (0)0(0)− (k+1)0 (0))
+ (f(tp1 ) + O(n))
N−1X
k=0
ak;1(−1)knk+1(k)0 (0) + O(n): (3.31)
Theorem 3.6 then follows by repeated use of this argument.
As is also clear from the proof of Theorem 3.5, the solution always fails if f has
a discontinuity at some tpi+1. To get a solution in this case, F1 must satisfy the two
equations0
@F1 − F0e−
R tp
i+1
tp
i
f(r) dr
+
mi
2
0
@F1 + F0e−
R tp
i+1
tp
i
f(r) dr
1
A
1
A= 0;
0
@F1 − F0e−
R tp
i+1
tp
i
f(r) dr
1
A (f(tpi+1−)− f(tpi+1+)) = 0:
(3.32)
System (3.32) has no solution unless mi=0. Hence it will not be possible to extend the
result in Theorem 3.5 to arbitrary measures on R+. This, however, does not exclude
the possibility that other types of measures can be considered. In the next section we
will consider the case where  is a white noise measure.
4. Stochastic dierential equations
Let Bt(!) be a Brownian motion on a probability space (
; P;F). We will not need
any special structure on 
, so we do not specify this further. Ft = (Bs; s6t) is the
ltration generated by the Brownian motion Bt . For  2 D we consider the mapping
W (;!) =
R
(s) dBs. Since the mapping  7! W () is well dened, almost linear
and continuous in probability on D, it has a version W 2 D0, see Walsh (1986). Note
that W is independent of what version we use for the stochastic integrals. Since the
integrands are non-random, smooth functions, we get exactly the same mapping using
both the Ito^ and the Stratonovich interpretation of the stochastic integral.
Again we want to consider the initial value problem
F 0 + F = 0; F(0) = F0; (4.1)
this time with the random measure =+W; ;  2 R. Formally this version of (4.1)
corresponds to the linear stochastic dierential equation
dFt =−Ft dt − Ft dBt: (4.2)
It is well known that if we consider the limit of a sequence
F 0n + (  n)Fn = 0; Fn(0) = F0; (4.3)
then the sequence Fn converges to the Stratonovich solution of (4.2). In the literature
this is often referred to as the Wong{Zakai paradox, dating back to the classical paper
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of Wong and Zakai (1969). Since then this paradox has been extended in several
dierent directions by a large group of researchers. See Twardowska (1996) for a
considerable list of references to previous work within the eld. Just to mention a
few we here refer to, e.g., Sussmann (1978), Protter (1985), and Kurtz and Protter
(1991). In particular, Protter (1985) extends the Wong{Zakai approach to equations
with path-dependent coecients driven by arbitrary semi-martingales. In a quite recent
paper Twardowska (1996), the author gives an extensive survey on approximation result
related to the Wong{Zakai approach and similar approximation schemes for stochastic
dierential equations.
The basic topic for the above-mentioned papers, however, is that one considers limits
of solutions of a sequence of equations approaching a limiting equation. From this point
of view, the approach in the present paper is basically dierent. Here the dierential
equation is xed, and we use limits to examine whether or not a given candidate is a
solution to the equation.
A similar kind of method can be found with reference to Wick multiplication, },
within the context of white noise analysis, see, e.g., Hida et al. (1993), Holden et al.
(1996). The equation
F 0 + (a+ bWt)}F = 0 (4.4)
can be solved using a Wick power series expansion in Bt , and the solution coincides
with the Ito^ solution to (4.2) Hu and Iksendal (1996), consider approximation schemes
similar to the Wong{Zakai approach for certain quasilinear stochastic dierential equa-
tions formulated in terms of Wick products. They conjecture that these approximations
might converge to the Ito^ solution, but give no proof of this.
As we have seen in Section 3, the measurement method often oers a dierent inter-
pretation than the basic approach underlying the Wong{Zakai paradox. It is interesting
to note that with a carefully selected collection of cores, the Ito^ solution of (4.2) is a
solution to (4.1) in the measurement sense.
One cannot expect that the Ito^ solution solves (4.1) for any collection of cores. The
choice of cores must somehow reect the underlying structure in the Ito^ integral. The
construction goes like this:
We call a core 0 anticipating if it is supported at (−1; 0], and non-anticipating if
it is supported at [0;1). We let ^0(x) = 0(−x). So if 0 is anticipating, then ^0 is
non-anticipating and vice versa. The error function we want to consider is as follows:
En(F)(t; !) =
dF
dt
 ^n(t) + (  ^n(t))(F  n(t)): (4.5)
As will be clear from the proof below, this collection of cores is essentially the only
choice for which the theorem below holds true.
Theorem 4.1. If  =  + W; ;  2 R; 0 is a non-anticipating core; and the error
function is specied through (4:5); then the geometric Brownian motion
F(t; !) = F0e−(+
1
2 
2)t−Bt (4.6)
is a solution to the initial value problem (4:1) in the measurement sense; pointwise
in t; in the weak-topology on L2(P).
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Remark. Note that the Ito^ calculus plays no part in the formulation of the above result.
In the proof of the statement, however, we will make extensive use of this calculus.
In what follows, integrals of the form
R
	(s; !) dBs are always interpreted in the Ito^
sense.
Proof. Choose and x t > 0 and let n be so large that all the cores are supported in
(−nt; nt). Note that all the integrals below are really integrals with compact support;
this will be important for some of the estimates below.
We want to discuss the cores at a general level to demonstrate why the special error
function in (4.4) is needed. To this end, we start measuring the terms using three
dierent cores 1; n; 2; n and 3; n. Clearly F(t; !) is the Ito^ solution of (4.2). Using this
together with the integration by parts formula for Ito^ integrals, we get
En(F)(t) =
dF
dt
 1; n(t) + ((+ W )  2; n(t))(F  3; n(t))
=
Z 1
0
F(s)01; n(t − s) ds
+

+ 
Z 1
0
2; n(t − s) dBs
Z 1
0
F(s)3; n(t − s) ds

=−F(s)1; n(t − s)j10 +
Z 1
0
1; n(t − s) d(F(s))
+

+ 
Z 1
0
2; n(t − s) dBs
Z 1
0
F(s)3; n(t − s) ds

=−
Z 1
0
F(s)1; n(t − s) ds−
Z 1
0
F(s)1; n(t − s) dBs
+

+ 
Z 1
0
2; n(t − s) dBs
Z 1
0
F(s)3; n(t − s) ds

= 
Z 1
0
F(s)(3; n(t − s)− 1; n(t − s)) ds
−
Z 1
0
Z 1
0
F(s)1; n(t − s)3; n(t − r) dr dBs
+
Z 1
0
2; n(t − s) dBs
Z 1
0
F(r)3; n(t − r) dr

= 
Z 1
0
F(s)(3; n(t − s)− 1; n(t − s)) ds
+
Z 1
0
Z 1
0
(F(r)2; n(t − s)− F(s)1; n(t − s))3; n(t − r) dr dBs:
(4.7)
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We rst consider the term Gn(!) =
R1
0 F(s)(3; n(t − s)− 1; n(t − s)) ds, and want to
prove that Gn ! 0 in L2(P) regardless of how the cores 1; n and 3; n are chosen:
E[jGn(!)j2] = E
"
Z 1
0
F(s)(3; n(t − s)− 1; n(t − s)) ds

2
#
= E
"
Z 1
0
(F(s)− F(t))(3; n(t − s)− 1; n(t − s)) ds

2
#
= E
"
Z 1
−1

F

t − w
n

− F(t)

(3;0(w)− 1;0(w)) ds

2
#
6C
Z 1
−1
E

F

t − w
n

− F(t)
2
(3;0(w)− 1;0(w))2 ds! 0:
(4.8)
Taking the square inside integrals in the previous expression, we have used that 1;0
and 3;0 have compact support.
Now consider Hn(s; !) =
R1
0 (F(r)2; n(t − s) − F(s)1; n(t − r))3; n(t − s) dr which
is the dicult case.
We want to prove that Hn(s; !) satises the following properties:
(a) E[
R1
0 jHn(s; !)j ds]! 0 as n!1
(b) E[
R1
0 jHn(s; !)j2 ds]6C where C is some constant not depending on n.
We rst split Hn into several parts to be considered separately:
Hn(s; !) =
Z 1
0
(F(r)− F(s))2; n(t − s)3; n(t − r) dr
+
Z 1
0
F(s)(2; n(t − s)− 1; n(t − s))3; n(t − r) dr
= 
Z 1
0
Z s
r
F(u) du 2; n(t − s)3; n(t − r) dr
+
Z 1
0
Z s
r
F(u) dBu 2; n(t − s)3; n(t − r) dr
+F(s)(2; n(t − s)− 1; n(t − s)) := I + II + III: (4.9)
It suces to prove that (a) and (b) holds for each term I, II and III separately.
We start with an estimate of II. The estimation for I is similar, and in fact simpler.
Case III, however, is quite awkward and will need special attention. In the proofs
below, we will allow C to change value from line to line in the arguments.
328 J. Ube / Stochastic Processes and their Applications 89 (2000) 315{331
Proof of (a):
E
Z 1
0
jIIj ds

= E
Z 1
0
Z 1
0

Z s
r
F(u) dBu
 2; n(t − s)3; n(t − r) dr ds

6
Z 1
0
Z 1
0

Z s
r
E[F(u)2] du

1=2
2; n(t − s)3; n(t − r) dr ds
6C
Z 1
0
Z 1
0
js− rj1=2 2; n(t − s)3; n(t − r) dr ds
6C
Z 1
0
Z 1
0
js− rj1=2 n2;0(n(t − s))n3;0(n(t − r)) dr ds:
(4.10)
Now make a change of variables v= n(t − s); w = n(t − r) to see that
E
Z 1
0
jIIj

6C
Z 1
−1
Z 1
−1
jv− wj1=2p
n
2;0(v)3;0(w) dv dw
6
Cp
n
! 0: (4.11)
This proves (a). To prove (b), consider
E
Z 1
0
jIIj2 ds

= E
"Z 1
0

Z 1
0
Z s
r
F(u) dBu 2; n(t − r) dr

2
23; n(t − s) ds
#
:
(4.12)
We again make a change of variables v= n(t − s); w = n(t − r) to get
E
Z 1
0
jIIj2 ds

= E
2
4Z 1
−1

Z 1
−1
Z t−w=n
t−v=n
F(u) dBu 2;0(v) dv

2
n23;0(w) dw
3
5
6C
Z 1
−1
Z 1
−1
E
2
4

Z t−w=n
t−v=n
F(u) dBu

2
3
5 22;0(v) dv n23;0(w) dw
6C
Z 1
−1
Z 1
−1
jw − vj
n
22;0(v) dv n
2
3;0(w) dw
6C
Z 1
−1
Z 1
−1
jw − vj22;0(v)23;0(w) dv dw = C: (4.13)
This proves (b) in the case of term II. We now consider term
III = F(s)(2; n(t − s)− 1; n(t − s)): (4.14)
Here there is no integration to scale down the term. In fact, unless this term is vanish-
ing, there is little hope to prove any kind of estimates on III. In the theorem, we have
chosen 1 = 2 = ^. Then III = 0, and thus Hn(s; !) satises (a) and (b). To proceed
further, we need to use the Ito^ isometry to control the size of
R1
0 Hn(s; !) dBs. This
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cannot be done unless Hn(s; !) is adapted. Essentially, the only way to achieve this is
to let 2; n and 3; n have disjoint support with 2(t− s) supported on s>t and 3(t− r)
supported on r6t. In our theorem we have chosen 3 = . Then the adaptedness
is OK.
To complete the proof of the theorem, we need to prove the following lemma.
Lemma 4.2. If a sequence of adapted processes Hn(s; !) satises
(a) E[
R1
0 jHn(s; !)j ds]! 0 as n!1;
(b) E[
R1
0 jHn(s; !)j2 ds]6C where C is some constant not depending on n,
then for any T > 0 the sequence n =
R T
0 Hn(s; !) dBs converges to zero in the
weak-topology on L2(P).
Proof. Pick any Y 2 L2(P). We need to prove that
E[nY ]! 0: (4.15)
Since
E[nY ] = E[E[nY jFT ]] = E[nE[Y jFT ]]; (4.16)
we can assume, without loss of generality, that Y is FT -measurable. Then by the Ito^
representation theorem, see Iksendal (1995), we can nd a predictable y(s; !) s.t.
Y =
R T
0 y(s; !) dBs. By Ito^’s formula, we then get
E[nY ] = E
Z T
0
Hn(s; !) dBs
Z T
0
y(s; !) dBs

= E
Z T
0
Hn(s; !)y(s; !) ds

:
(4.17)
Since the unit ball in L2(
  [0; T ]; dP  ds) is compact in the weak-topology, it
follows from (a) and (b) that Hn(s; !)! 0 weakly in this space. Hence we have that
E[
R T
0 Hn(s; !)y(s; !) ds]! 0, and this completes the proof of the lemma.
Note that the adaptedness requirements on 0; ^0 implies that Hn are adapted. If we
then use the results from (4.11) and (4.13) together with Lemma 4.2, this completes
the proof of Theorem 4.1.
We now turn to the question of uniqueness of the solution. To this end we consider
a new process
G(t) = F0e
0t+0Bt ; (4.18)
where 0 and 0 are arbitrary constants. If we repeat the calculation in (4.7), we get
En(G)(t) = 
Z 1
0
G(s)(3; n(t − s)− 1; n(t − s)) ds
+
Z 1
0
Z 1
0
(G(r)2; n(t − s)− G(s)1; n(t − s))3; n(t − r) dr dBs
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+

+ 0 +
1
2
(0)2
Z 1
0
G(s)1; n(t − s) ds
+( + 0)
Z 1
0
G(s)1; n(t − s) dBs: (4.19)
By exactly the same estimates as in the proof of Theorem 4.1, we see that the rst
two terms goes to zero. For the third term we get
+ 0 +
1
2
(0)2
Z 1
0
G(s)1; n(t − s) ds!

+ 0 +
1
2
(0)2

G(t): (4.20)
Unless  + 0 = 0, the last term clearly explodes. Hence En(G)(t)! 0 if and only if
0=− and 0=−(+ 122). We summarize these results in the following proposition.
Proposition 4.3. Let G denote the class of processes on the form
Xt = F0e
0t+0Bt ; 0; 0 2 R: (4.21)
The Ito^ solution to (4:2) is the unique solution within G; to the initial value problem
(4:1) in the sense of the 0-measurements in (4:5).
Remark. From Proposition 4.3 we see that the Stratonovich solution is not a solution
in the sense of 0-measurements. In fact, from (4.19) it follows that the Stratonovich
solution is a solution in the 0-measurement sense to the modied equation
F 0 + (− 122 + W )F = 0: (4.22)
Which, of course, also follows from the classical theory since the Stratonovich solution
to (4.2) is known to coincide with the Ito^ solution to
dFt =−(− 12 2)Ft dt − Ft dBt: (4.23)
From Proposition 4.3, it seems likely to conjecture that the Ito^ solution is unique within
a much larger class than G. Preferably one should try to prove a result of this kind
dened within a class of generalized stochastic processes. Processes of this kind have
been subject to intensive study for a number of years, in particular within the tradition
of white noise analysis, see, e.g., Arnold (1974), Hida et al. (1993), Holden et al.
(1996), and the references therein.
While the Ito^ solution seems to be the \right" solution with respect to the particular
error function in (4.5), it would be interesting if one could choose a dierent set of
cores such that the Stratonovich solution would satisfy (4.1) in the sense of measure-
ments. This, however, seems quite hard to prove. The only option seems to be the
introduction of some overlap in the support of 2;0 and 3;0. It is not clear if and how
one could manage to control the size of this term.
By comparison, the solution from smoothed coecients in (3.3) could also be ob-
tained from a carefully choosen core 0 in Proposition 3.1. This particular choice of
core is quite articial, however, and this might explain why it is maybe not straight-
forward to nd cores reproducing the Stratonovich solution.
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Table 2
Solutions to the initial value problem (4.2)
Limit of equations where the Solution in the sense of
coecients are smoothed 0-measurements in (4.5)
Stratonovich solution Ito^ solution
We summarize the discussion in this section in Table 2. This table is to be compared
with Table 1 in Section 3.
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