Abstract. This paper presents a framework for calculating measures of data integrity for programs in a small imperative language. We develop a Markov chain semantics for our language which calculates Clarkson and Schneider's definitions of data contamination, data suppression, program suppression and program transmission. We then propose our own definition of program integrity for probabilistic specifications. These definitions are based on conditional mutual information and entropy; we present a result relating them to mutual information, which can be calculated by a number of existing tools. We extend a quantitative information flow tool (CH-IMP) to calculate these measures of integrity and demonstrate this tool with examples including on error correcting codes, the Dining Cryptographers protocol and the attempts by a number of banks to influence the Libor rate.
Introduction
Data integrity is an important issue for programs, but this does not mean that programs must guarantee that all good data is perfectly preserved, or that no bad data can affect a program's output in any way. It is often the case that a good service can be provided with a small but acceptable loss in the the integrity of data. Therefore, there is a need for a framework in which the level of integrity a system provides can be accurately measured.
Qualitative integrity has been well-studied (see e.g. the work of Birgisson et al. [3] , who provide a unified framework for qualitative integrity policies), but quantitative integrity measures have received far less attention. An exception to this is the work of Clarkson and Schneider, which defines the data integrity measures of "contamination" and "suppression" [8, 9] . In this paper, we extend these measures to a small imperative language, give this language a Markov chain semantics, and show how these measures of integrity can be calculated for programs with multiple trusted and untrusted inputs and outputs. We extend an existing quantitative information flow (QIF) tool, CH-IMP [6] , to use this semantics to automatically calculate these measures.
Clarkson and Schneider's definitions are based on conditional mutual information and entropy. Existing QIF tools can calculate the mutual information between a system's secret values and observable outputs; we investigate whether mutual information can be used to calculate conditional mutual information. We find that for secrecy, in which the public inputs of a system must be unrelated to the secret inputs, conditional mutual information can be calculated using mutual information (and therefore that existing QIF tools can calculate conditional mutual information-based definitions of secrecy by simply appending a program's public inputs to its public outputs). However, for integrity, the trusted data is considered to be public, and so the untrusted data sent to a system may depend on it, so conditional mutual information must be calculated explicitly.
The semantics we present makes it possible to calculate the integrity between multiple trusted and untrusted inputs and outputs. In doing so, we pay particular attention to what data is recorded by the semantics, and thus the probability distributions used to calculate the integrity measures. These decisions define the attacker model: CH-IMP models an attacker that wishes to learn anything they can about the secret values (including, e.g., the order in which they occur) and can only observe certain outputs from the system. For integrity, we consider a model in which we are only concerned that data is correctly preserved as it flows between variables. Thus, because of the different attacker models, the calculation of quantitative integrity is not the dual of the calculation of quantitative secrecy.
We combine the integrity model with our previous work on secrecy [6] to make a single framework in which both integrity and secrecy can be measured, and therefore their trade off analysed. We have implemented a tool in ocaml to carry out this analysis and illustrate it with a number of examples, including examples based on error correcting codes, the Dining Cryptographers protocol and the attempts by a number of banks to influence the Libor rate [1] . Our tool takes in a program written in our language CH-IMP-IQs, builds the state space, and from this calculates the probability distribution over trusted, untrusted, secrecy and public variables, from which it calculates the measures of integrity and secrecy described below. We have used our tool to analyse programs with a state space as large as 2 22 , which takes a few hours on a standard desktop machine.
The contamination and suppression measures of integrity tell us how much information about the trusted input of a system appears in the trusted outputs, however we may actually want the trusted outputs to contain less information than the inputs, for instance, we may have a program that calculates the average of a number of inputs. In this case, we would want high integrity programs to return a result as close to the average as possible, whereas the output of low integrity programs would deviate from it. To this end, Clarkson and Schneider define program suppression and program transmission. These measures take a deterministic program as a specification and measure how well an implementation program matches it. Clarkson and Schneider's definitions do not work for probabilistic specification, so we propose a definition of program integrity which measures how well the outputs of a probabilistic program match the outputs of a probabilistic specification. This paper is an extended version of a previous paper published at the Workshop on Quantitative Aspects in Security Assurance (QASA) [14] ; the secrecy aspects of our framework (including the CH-IMP language) are taken from a paper published at the Computer Security Foundations Symposium (CSF) [6] . The contributions of our new work on Integrity are:
-An extension of the CH-IMP semantics that can calculate the integrity measures defined by Clarkson and Schneider for multiple trusted and untrusted inputs and outputs in a simple imperative language. -Showing that, when trusted/public inputs are unrelated to untrusted/secure inputs, measures based on conditional mutual information can be calculated in terms of mutual information. -A software tool -the first of its kind -that automatically quantifies measures of integrity, and example programs. -Presenting a single semantics for a micro-language CH-IMP-IQs that can check both quantitative integrity and secrecy. -Proposing a new definition of program integrity for probabilistic programs.
The first three points were originally presented in our previous workshop paper, the last two are new results.
In Section 2 we review related work, including the integrity definitions of Clarkson and Schneider and the CH-IMP framework. In Section 3 we show that definitions based on conditional mutual information can be rewritten in terms of mutual information, and can therefore be calculated more easily. In Section 4 we extend the CH-IMP semantics to calculate quantitative integrity for imperative programs. We implement this semantics and give an example program in Section 5. In Section 6 we extend the semantics to model both integrity and secrecy in a single framework and give some more examples. In Section 7 we look at Clarkson and Schneider's definitions of program integrity, and in Section 8 we propose a new definition of program integrity for probabilistic specifications. Finally, we conclude in Section 9.
Our tool and a number of example programs are available on our website [15].
Background

Information Theory
The entropy (see e.g. [10] ) of a random variable X with a probability mass function p is defined as
and is the average number of bits required to describe the result of the random variable. This extends to joint distributions in the obvious way: H(X, Y ) = − x∈X y∈Y p(x, y) log p(x, y). The conditional entropy gives the amount of information required to describe the value of a random variable X if the value of a second random variable Y is known:
A natural extension of this is to define H(X|Y, Z) = x,y,z p(x, y, z) log p(x) p(x,y,z) . Mutual information is a measure of the information that one random variable contains about another:
Conditional mutual information tells us how much information a random variable X contains about another random variable Y , given knowledge of a third random variable Z:
Given two distributions on the same domain, X and Y such that p Y (o) = 0 ⇒ p X (o) = 0, the relative entropy of X and Y is defined as:
and it is a measure of the information lost when X is used to approximate Y.
Quantification of Information Leakage and CH-IMP
QIF systems measure how much information an attacker learns about the highlevel secret values in a system by observing low-level public values. Clark et al. [7] propose a standard model in which a system has high and low inputs and outputs, as depicted in Fig. 1 . The information leakage in the system is then defined using conditional mutual information:
i.e., the information the system leaks is the amount of information that an attacker (who knows the public inputs to the system) can learn about the high-level secret inputs to a system by observing the low-level public outputs. More recently, a number of QIF tools have been developed that calculate the leakage from programs of varying sizes and complexities (e.g., [6, 2, 12] ). However these tools calculate the simpler leakage measure of I(H in ; L out ); i.e., they do not explicitly model the attacker's knowledge of low inputs to the system.
Another popular measure of QIF is min-entropy leakage [13] , which is given by log 2 (Σ l max h p(h, l)) − log 2 (max h p(h)). This measure describes a system's resistance to correct guesses of the secret value in a single attempt. In this paper, we use definitions based on mutual information, but much of this work also applies to min-entropy-based definitions of integrity. In previous work [6] , we generalised the standard model of information leakage to allow secrets and observables to occur at any point in a program, and we developed a tool (CH-IMP) to automatically calculate the leakage from a program.
The syntax of the CH-IMP language is given in Fig. 2 . It is a simple imperative language with loops, variable declaration and assignment and scope. It is a probabilistic language: the ρ in declaration and assignments is a probability distribution on expressions. The novel features of this language are the secret and observe commands, 3 which are used to tag high-level secret data and low-level observable data respectively. CH-IMP calculates how much information an attacker learns about the values tagged with secret by inspecting the values tagged with observe.
The semantics of CH-IMP are defined as a discrete-time Markov chain (DTMC) with states of the form (C, σ, S, O), where C is the program to be executed, σ is the current environment (mappings of variables to values), S are the secret variable mappings observed so far, and O is a list of the observed values. In order to support scope, an environment is a stack of sets of variable mappings, and the start and end commands push and pop elements onto and from this stack respectively. We note that these commands remove variables that our out of scope from the environment so keeping the state space smaller and ensuring that only variables that actually exist in scope are present in the final memory of a program.
The DTMC for a program C has the initial state (C, , , ) and a probability transition matrix defined by the rules in Fig. 3 . s p − → s denotes the existence of a transition from state s to state s with probability p, and σ ⊕ {V → n} denotes the replacement of the mapping for V with V → n in the narrowest scope in σ already containing a mapping for V. The novel rules in the semantics are the rules for secret and observe; these rules record the high and low values that occur along a particular path of execution of the program.
A subtlety of the language is that it records variable mappings for secrets, but only the values of the public observables. This reflects our attacker model, in which the attacker wishes to learn any information about how the secret data is processed -in particular, if an attacker learns which secret variables are used (or in which order), but does not learn the values of those variables, then we consider that they have learnt some information about the secrets; the variable name must therefore be recorded in S. However, the attacker only sees the values outputted by the program (not where or how these values were produced), so only the values of the observables are recorded in O.
The final states of the DTMC of a terminating program give the probability distribution p(S, O) from which the information leakage measure I(S; O) can be calculated. The CH-IMP tool, source code and a range of examples are available at [15].
Quantification of Integrity
The integrity of a system can be measured in different ways. For example, the London Interbank Offered Rate (Libor) estimates the rate at which London banks lend money to each other and is calculated by averaging estimated rates from a number of different banks. The integrity of this system could be measured by how well this estimate reflects the true rate. However, it was discovered that certain banks attempted to rig this rate by reporting false results (BBC, 2012), which illustrates that an important aspect of the integrity of any system is how well it stands up to attempts by untrustworthy parties to interfere with the results.
Clarkson and Schneider's work on the quantification of integrity [8, 9] provides three definitions of integrity, although they do not address how to compute these definitions for programs. Their framework considers a program which has both trusted and untrusted inputs and outputs, as depicted in Fig. 4 . Their intuition is that the untrusted data is bad data that an attacker may have added to the system, whereas the trusted input is the good data added by an honest party. A good system should minimise the effect that the untrusted inputs have on the trusted outputs, while at the same time preserving as much of the information from the trusted inputs as possible.
Clarkson and Schneider's first definition is data contamination, which they define as the amount of untrusted input data which can be learnt from the trusted output: Definition 1 (Contamination). The contamination in a system with untrusted input U in , trusted input T in and trusted output T out equals I(U in ; T out |T in ).
In our Libor example, the contamination will measure how much control the bank trying to rig the rate has over the result; if the bank has a lot of control over if the rate goes up or down then the contamination will be high. We note that the measure I(U in ; T out ) would tell us how much information about the untrusted inputs is carried over to the trusted outputs; however, using this measure would produce misleading results in cases where the untrusted inputs were based on the trusted inputs. For instance, if the untrusted input was always an exact copy of the trusted input, and the trusted output was an exact copy of the trusted input, we would not consider that contamination was occurring.
The second measure Clarkson and Schneider define is data suppression; their intuition here is that the amount of data suppressed is the amount of data from the trusted inputs that the receiver cannot learn from the trusted outputs.
Definition 2 (Suppression).
The suppression in a system with trusted input T in and trusted output T out equals H(T in |T out ).
In our Libor example the suppression will measure the extent to which the corrupt bank can obscure the true value of Libor; if the bank can report data that disrupts the estimation process then the suppression will be high, even of the bank has little or no control over the value of the final result.
None of these measures make use of the untrusted output, which is included in Fig. 4 for completeness. This indicates that, when considering the integrity of a system, the value of any output of a system that we do not trust is irrelevant.
Clarkson and Schneider's third measure of integrity is program suppression, which compares a program's outputs to a specification of a program (see Figure  5 ). This measure is useful when we wish a correct program to discard some of the information from its trusted inputs. In this case, the specification is used to say what results should be returned.
Definition 3 (Program Suppression).
Given a deterministic program specification with input T in and output T spec and a program implementation with input T in and output T impl , the program suppression of the implementation with respect to the specification is H(T spec |T impl ).
Additionally, program transmission tells us how much information about the result of the specification program is available in the result of the implementation:
Definition 4 (Program Transmission). Given a deterministic program specification with input T in and output T spec and a program implementation with input T in and output T impl , the program transmission of the implementation with respect to the specification is I(T spec ; T impl ).
Considering our Libor example, a specification program could be used to give an idealised calculation of the rate, and an implementation program might show Implementa)on how the rate is calculated when there is some uncertainty in the estimate or when some information is lacking. Program suppression and transmission could then be used to measure how well the implementation calculates the idealised rate.
We note that these definitions do not work for probabilistic specifications, and that they do not require a high integrity implementation to produce the same result, as the specification, rather they just require that the information is preserved. We address these issues in Section 8.
Clarkson and Schneider's work only provides the definitions of quantification of integrity; they do not address how the measures can be calculated for programs, and they only give small examples with single trusted and untrusted values in which the probability distributions on the trusted and untrusted values are clear, and so do not need to be calculated.
Using Mutual Information to Calculate Conditional Mutual Information and Entropy
CH-IMP, along with several other QIF tools (e.g. [6, 2, 12] ), can calculate the mutual information between the input and output values of a program. In the next section, we consider how the models of integrity and secrecy differ for complex programs, but setting this aside it is natural to ask if these other tools can be used to calculate integrity measures directly; i.e., given a tool to calculate I(X; Y ), can we calculate contamination or suppression? With regard to suppression (H(T in |T out )), we note that Equation 1 gives us:
If the distribution of the trusted inputs is known, which we would expect, then H(T in ) can be calculated directly; we could then tag the trusted inputs to a program as secrets and the trusted outputs as observables, run the tool to calculate I(T in ; T out ), and subtract this from H(T in ) to calculate suppression. Contamination (I(U i ; T o |T i )) presents us with more of a problem. However, we note that:
If the untrusted inputs U i and the trusted inputs T i are completely unrelated then I(U i ; T i ) = 0, which in turn means that I(U in , T out |T in ) = I(U in ; T in , T out ); i.e., contamination in this case could be calculated by appending the trusted inputs to the trusted outputs and calculating the mutual information between this and the untrusted inputs. We state this as a theorem:
and, in the case that the untrusted inputs are independent of the trusted inputs, contam-
However, the attacker's untrusted inputs may depend on the trusted inputs. There is no assumption of secrecy for the trusted values, and attacks on the integrity of a system may rely on an attacker sending carefully-crafted untrusted inputs based on the trusted inputs; e.g., the attacker might pick an input which, when combined with a trusted input, causes an overflow. In this case, I(U i ; T i , T o ) overestimates contamination by an amount equal to the amount of information about the untrusted inputs contained in the trusted inputs.
When calculating information leakage from a system, on the other hand, we explicitly require that the attacker does not know the value of the secret inputs (High in ), and therefore the attacker cannot pick low values (Low in ) based on these; i.e., I(High in ; Low in ) = 0. So, for secrecy, the conditional form with low inputs can be calculated directly by existing QIF tools: Corollary 1. When calculating information leakage, for which we have I(H in ; L in ) = 0, the standard measure of information leakage,
Thus, existing QIF tools that calculate I(High in ; Low out ) can calculate the conditional mutual information measurement of leakage by simply appending the low-level inputs to the low-level outputs used to calculate leakage.
A Language for Integrity Checking
CH-IMP-IQ syntax. The syntax of CH-IMP with integrity quantification (CH-IMP-IQ) is given in Fig. 6 . V ranges over variable names, B ranges over Boolean expressions (i.e., evaluating to one of {true, false}), and ρ ranges over probability distributions on arithmetic expressions: variables, integers, or the The key new commands are untrustedin, trustedin and trustedout. These are used to label variables; we note that there is no label for untrusted outputs, as these are not needed to calculate contamination or suppression. An input in CH-IMP-IQ is not concrete; instead, it is selected from a probability distribution. The CH-IMP-IQ model. The CH-IMP-IQ semantics calculates the probability distributions on the (un)trusted inputs and outputs. Furthermore, we would like to be able to analyse programs with many (un)trusted inputs and outputs, so we must consider which probability distributions should be calculated, and in particular whether we should consider the values of the variables (as CH-IMP does with observables) or the distribution on the mapping of variable names to values (as CH-IMP does with secrets). We illustrate this with the following example program (we use the shorthand trusted[in|out] new V := ρ to mean new V := ρ; trusted[in|out] V ):
This program has two trusted inputs and it adds 1 to each of them. The order in which the inputs are incremented and marked as trusted outputs is decided by a random coin flip. We argue that this program does not suppress the integrity of its inputs: the order in which the outputs are declared should not matter, so the suppression of this program should be 0. However, if we consider only the values of the valuables marked as trusted outputs, we obtain the probability transition matrix on the left-hand side below, which implies a suppression value greater than 0. To capture the behaviour we want, we need to consider mappings from the variables to the values taken by those variables as the elements of the probability distribution, as in the matrix on the right-hand side. This means that the model of integrity in CH-IMP-IQ is not exactly the dual of the model of secrecy in CH-IMP, because the different systems use different attacker models. For secrecy, we consider an attacker that only sees the output values of a program, and who would like to learn any information about the secrets, including the order in which they occur. For integrity, the observer should know which values relate to which trusted variables, and is only interested in the integrity of these values.
CH-IMP-IQ semantics. The semantics of a CH-IMP-IQ program C is defined as a DTMC (as with CH-IMP programs) with states describing the current path of execution, annotated with the information needed to compute integrity. They are of the form (C, σ, T in , U in , T out ), where C, σ are the commands to be executed and the program state respectively, T in is a set of mappings from variables to lists of values that have been marked as trusted inputs (indicated with the trustedin command), T out is a set of mappings from variables to lists of values that have been marked as trusted outputs (indicated with the trustedout command), and U in is a set of mappings from variable names to lists of values that have been marked as untrusted inputs (indicated with the untrustedin command). Fig. 7 gives the semantic rules for the new commands; they track the values of the variables marked as containing trusted input, untrusted input and Fig. 3 . The DTMC for a program C has the initial state (C, , {}, {}, {}), and a probability transition matrix defined by these rules.
Calculating integrity. The final states of a terminating program 4 give us the probability distribution p(t in , u in , t out ). To calculate suppression, we calculate p(t in , t out ) = u∈Uin p(t in , u, t out ) and p(t in ) = t∈Tout p(t in , t), then, using the formula for conditional entropy:
.
To calculate contamination, we calculate p(u i , t i ) = t∈Tout p(t in , u i , t) and then use Bayes' Theorem to expand the definition of conditional mutual information to give:
Implementation and Examples
We have implemented the CH-IMP-IQ semantics to calculate contamination and suppression using approximately 1,000 lines of ML code (about two-thirds of which are shared with the CH-IMP implementation). This implementation calculates the measures precisely, modulo any rounding errors made by ML's floating point arithmetic.
The implementation builds the DTMC defined by the semantics, so its runtime is proportional to the state space. While the exact run-time will depend on the program being analysed, for a typical example the tool can analyse programs with 2 12 states in seconds, and programs with 2 22 states overnight. The source code and all of the examples from this section are available at [15] .
Error correcting code. Our first example considers two simple error correction strategies. We first consider a program that broadcasts a 2 × 2 matrix in which each cell is either 1 or 0 with a probability of 0.5. However we assume that, for each cell, there is a probability that an error will occur and that the cell's value will be incremented by 1. In this case, the trusted inputs are the original cell values, the untrusted inputs are the occurrences of the errors, and the trusted outputs are the (possibly incremented) cell values. This can be modelled with the following CH-IMP-IQ program (where p is the probability of an error):
The values of contamination and suppression for this program, with different probabilities of error, are graphed in Fig. 8(a) (where the dashed line is suppression and the solid line is contamination). We see that both the contamination and suppression values increase as the probability of an error increases, but as an error becomes more certain (and therefore predictable), they both decrease. This is because if we can be certain that an error will take place, we can treat a 2 as a 1, and a 1 as a 0, and the original information in the matrix is maintained.
In this example, a 2 as the final value in one of the cells clearly indicates that an error has occurred; we could therefore attempt to correct for this error by replacing all 2s with 1s. We can do this with the following code, added to the program just before the trusted output declarations:
Running CH-IMP-IQ again, for a range of different probabilities of error, we find the values of suppression and contamination graphed in Fig. 8(b) . We find Fig. 8 : Integrity measures for the cell errors that this error correction has decreased the contamination; i.e., the error value has a smaller effect on the result. However, the suppression value has increased, and indicates that now almost no useful data is received for high error rates. This is because the output of the system now contains less information: previously a cell value of 2 indicated that the original value was 1 and that an error had occurred. This error correction could therefore be considered counterproductive.
Finally, we consider a more complex error correction method that calculates the sum for each row or column, and then uses these sums to check for errors. The sum are calculated with the following code, before the errors may occur:
After the errors, we add code that tries to correct the cell values based on the checksums.
This code checks the post-error cell values and a correction is applied if one of the cells does not match the sum for the row and column. Again, the suppression and contamination measures for this code are graphed in Fig. 8(c) (note the different scale for this graph). Errors now only go uncorrected if they occur in pairs, so both suppression and contamination are much lower but still non-zero. We see that the information integrity of the data actually increases for high-error probabilities, again because errors become predictable and the information is preserved.
Examples Combining Secrecy and Integrity
In many systems both integrity and secrecy will be a concern. For instance, we may want to ensure that a protocol communicates a result correctly and in secret, or we may want to measure the trade off between the integrity of a result and its secrecy as we add random noise to a value; our semantics supports this. We note that in this model we do not assume that trusted values should be secret or that untrusted outputs are public, rather the model allows any possible combination, as secrecy and trust tags can be apply to any variables. Using our semantics, we can examine the interplay of trust and secrecy in complex systems, as the following two examples show.
The Dining Cryptographers protocol [4] is a popular example in the information flow literature. The protocol is motivated by the story of three cryptographers who, at the end of a meal, discover that the bill has been paid. They suspect that it was either anonymously paid by one of them, or that it was paid by the NSA. Not wanting to accept money from an organisation that may be performing mass surveillance, they need a protocol that allows one of them to communicate the fact that they paid, without revealing their identity. The protocol runs as follows: each adjacent pair of cryptographers flips a coin that only they see. The cryptographers therefore each see two coins, and they then publicly announce whether the coins agree or disagree -except for the payer (if any), who negates their answer. As the cryptographers are essentially computing the XOR of the coins, if there is an odd number of "disagree" announcements The secrecy of the payer's identity in this protocol relies on the fairness of the coins. A popular example for QIF tools is to show that secrecy of the payer's identity decreases as the coins become more biased; however, the effect that biased coins have on the integrity of the protocol has not been studied. A CH-IMP-IQ model of this protocol is available on our website [15] . In this model, a variable nsapaid indicates whether the NSA is the payer; we tag this variable as the trusted input. The trusted outputs are the announcements by the cryptographers, and the untrusted inputs are the (possibly biased) coins. We can also calculate secrecy for this program using CH-IMP. Previous analysis of this protocol has shown that biased coins lead to the payer's identity being leaked, so we also consider how probabilistically disobeying the protocol may protect the payer: we introduce a probabilistic variable obey , and if this equals zero the payer will disobey the protocol and announce the true results of their coins.
We tested the secrecy and integrity of this system for a range of biased coins and probabilities of the payer disobeying the protocol; the results are shown in the surface plots in Fig. 9 . The left-hand subfigure shows the suppression (a suppression of 0 bits means that the payer's identity is always correctly communicated). We see that making the coins biased has no effect on this value; i.e., biased coins do not affect integrity. On the other hand, as the probability of the payer disobeying the protocol increases, the amount of information suppressed rapidly increases.
The right-hand subfigure shows the amount of information leaked about the payer's identity when the probability of disobeying the protocol is zero: a small bias has little effect, but the leakage increases exponentially as the bias increases, leading to a total loss of anonymity for completely biased coins. We also see that disobeying the protocol increases the payer's anonymity, but only at a linear rate. This suggests that probabilistically disobeying the protocol is a poor defence for the payer.
Banks Fixing Libor. Our final example is inspired by the attempts of certain banks to influence the London Interbank Offered Rate (Libor) [1] . Libor is an estimate of the rate at which London banks lend money to each other. This measure is calculated by asking each bank to estimate the rate it would expect and averaging the responses. The rate affects payments on mortgages, student loans and other financial products; thus, any bank that can anticipate its value can make a lot of money. Problems with Libor were first spotted in 2008 [11] and it became evident in 2012 that some banks were constantly trying to fix Libor by under-or over-reporting their estimates [1] .
We model a number of different strategies that a corrupt bank could use to fix Libor. Our model makes a number of simplifying assumptions: we assume there is a true rate, modelled as a CH-IMP-IQs variable rate (the trusted input) with an integer value selected uniformly between 1 and 4. We also assume that there are four banks that will estimate this value either exactly, or ± 1, with equal probability. Each of the four banks report their estimated rates, which can then be used to calculate Libor (the trusted output).
Perhaps the biggest simplifying assumption we make is that there is only one dishonest bank: one of the four banks will be randomly chosen as the corrupt bank, and a random variable will be used to decide if the bank will try to push the rate up or down; this variable is the untrusted input to the system. We write four different CH-IMP-IQs programs to reflect four ways in which the bank might try to affect the rate (all of which are available on our website):
1. No fixing: the bank does not make any changes, giving us a baseline to see how well the process estimates the true rate. 2. Maximum fixing: the bank will either set its rate to 1 or 4 depending on whether it is trying to increase or lower the rate. 3. ± 1: the bank will change its estimated rate by just 1 point within the range 1 to 4. 4. Average-based: the bank will follow the ± 1 strategy except when this would make the banks reported rate more than 1 point away from the average of the other bank's rates, in which case the corrupt bank will report its true rate.
As well as calculating the integrity of the reported rate, we declare the identity of the corrupt bank as secret and the reported rates as observable, and calculate how much information about the identity of the corrupt bank could be computed from the rates. The results are shown in the following We see that the "maximum fixing" strategy allows the bank to have a large effect on the rate, but the high leakage value indicates that the bank's actions will be obvious. The "± 1" strategy has a smaller effect and a smaller leakage value, indicating that it would be harder to spot than the "maximum fixing" strategy. The "average-based" strategy avoids the cases where the corrupt bank's estimate is suspiciously high or low, so we see a much lower leakage, with only a slightly smaller effect on the rate.
The strategy the dishonest banks actually employed was closest to the "± 1" strategy. In 2008, the Wall Street Journal spotted that banks were reporting rates that, at times, seemed too high or too low [11] , and started the investigation into the Libor-rigging scandal. Our analysis suggests that if the banks had instead followed the "average-based" strategy it would have been much harder for reporters to have spotted their actions, and only have had a minor decrease in the affect they had over Libor.
Program Integrity
The measures we have looked at so far quantify the information about the inputs of a system that appears in its trusted outputs, however we may sometimes want programs to process and discard some of the input information. For this situation Clarkson and Schneider suggest using a specification program to define how a program should behave, the integrity of an implementation program then measures how well it reflects the specification. In particular, they define the measures:
We can calculate these definitions using two CH-IMP-IQs programs, one for the specification and the other for an implementation. We require both programs to define the same input distribution. From these programs our tool can compute p(t in , t spec ) and p(t in , t impl ), from which we can compute:
and from p(T spec ), p(T impl ) and p(T spec , T impl ) we can compute I(T spec ; T impl ) and H(T spec |T impl ).
Example: approximating an average of somme numbers by sampling. As an example of these measures we can consider a program that should find the average of a eight inputs. We would write the specification of this program in CH-IMP-IQs as: To provide an implementation we may choose to approximate the average by only looking at the first n inputs, so saving ourselves some computation effort in exchange for some accuracy: The program suppression and transmission for this specification and implementation are shown in Fig. 10 . These show that the integrity of the result drops quickly when we leave out any inputs from the sample. Part of the reason for this is because these measures are telling us how much of the information about the exact result is lost, not how close the results of the implementation are to the specification numerically. 
Program Integrity for Probabilistic Programs
The definition of program integrity given by Clarkson and Schneider is only defined for deterministic, functional specifications, the same definition will not be meaningful for probabilistic specifications. For instance, consider a specification of a perfect die as returning a random number between 1 and 6 with uniform probability, and then define an implementation that produced slightly biased random numbers using a pseudo random generator. We would expect the integrity of the program to increase, as the bias in the implementation decreases and it more closely approximates its specification. However, using the mutual information based definitions of integrity this is not the case, because the randomness in the specification means that, even when complete correctly, the result of the implementation program does not contain information about the result of the specification program.
Clarkson and Schneider [9] briefly discuss non-functional, probabilistic specifications and suggest that relative entropy may be of use here. The loss of integrity of a program could be defined as D(T impl ||T spec ), i.e., the loss of information when using T impl in place of T spec . The definition of relative entropy means that this measure is only defined if there are no outputs that can occur in the implementation and cannot occur in the specification, however this measure would work well for our die example above. It does not work well when the inputs of the program have an affect on the outputs, for example we could consider a specification of a program that adds some random noise to a number between 1 and 6:
, 2 → and an implementation that is bias towards adding a number with probability p:
new input := { 1 → There is some loss of integrity here; if we expect trusted outputs as given in the specification program, the outputs of the implementation program would not be correct for a large p. Furthermore, we would expect the loss of integrity to tend to 0 as p tended to 0. We would not get this behaviour using the relative entropy of T spec and T impl as our definition, as both of these distributions are uniform over the numbers 1 to 6 the relative entropy would be 0 for all values of p.
The problem with the use of relative entropy on its own is that it does not account for the affect that the trusted input is having on the output, so we propose the following definition:
Definition 5 (Loss of Integrity for Probabilistic Programs). Given a probabilistic program "spec" that results in a probability distribution p(t i , t spec ) on trusted inputs and outputs, and a second program "impl" that results in a probability distribution p(t i , t impl ) on trusted inputs and outputs, such that p Tspec|Ti (o|t i ) = 0 ⇒ p T impl |Ti (o|t i ) = 0, then the loss of program integrity is defined as:
Again, we assume that the specification and implementation programs both define the same input distribution. In which case, this definition gives the weighted average of the loss of information you get when using T impl instead of T spec for all possible inputs. Applying this definition to the example of adding noise, above, we see that when p = 0 there is no loss of integrity, and the loss increases as p increases, as we would expect and as shown in Fig. 11 .
Conclusion and Further Work
We have presented a framework that makes it possible to calculate quantitative measures of integrity from imperative programs. We have extended Clarkson and Schneider's definitions of data contamination and suppression to a semantics for a small imperative language, and we have implemented this language to produce the only currently available tool that can be used to quantify integrity.
We have proposed a new definition for the integrity of probabilistic programs, with respect to specifications for imperative programs. This involves a framework in which a user can write a probabilistic specification program in CH-IMPIQs, along with a more complex implementation program. The behaviour of the implementation program is then be checked against the specification.
While we have used Shannon entropy measures in this paper, most of this work would also apply to min-entropy-based measures, and as min-entropy leakage has proven to be a good measure of information leakage [13] , it is worth investigating whether it also provides a good measure of integrity. Due to their complexity and typical state space size, it would be difficult to extend the semantics we present in this paper to real programming languages, such as Java. However, in other work, we have investigated how statistical methods can be used to estimate information leakage measures from large, complex Java programs [5] ; we would also like to investigate whether similar techniques can be used to estimate integrity in Java and other languages.
