Abstract. The relative graph C * -algebras introduced by Muhly and Tomforde are generalizations of both graph algebras and their Toeplitz extensions. For an arbitrary graph E and a subset R of the set of regular vertices of E we show that the relative graph C * -algebra C * (E, R) is isomorphic to a partial crossed product for an action of the free group generated by the edge set on the relative boundary path space. Given a time evolution on C * (E, R) induced by a function on the edge set, we characterize the KMS β states and ground states using an abstract result of Exel and Laca. Guided by their work on KMS states for Toeplitz-CuntzKrieger type algebras associated to infinite matrices, we obtain complete descriptions of the convex sets of KMS states of finite type and of KMS states of infinite type whose associated measures are supported on recurrent infinite paths. This allows us to give a complete concrete description of the convex set of all KMS states for a big class of graphs which includes all graphs with finitely many vertices.
Introduction
Characterizations of KMS β states and ground states on C * -algebras of Toeplitz and CuntzKrieger type associated to a directed graph E have been obtained in different contexts by many authors, see for example [6] , [7] , [8] , [10] , [18] , [24] and [26] . A classical reference for the definition of KMS β states and ground states as well as background is [2, Section 5.3] . Recently there has been renewed interest in constructions of KMS states for graph algebras, see [14] , [13] and [4] . KMS weights on C * -algebras associated to graphs were studied in [3] and [30] .
There are several techniques used in characterizing KMS states and constructing them in specific cases. These can employ the definition of the graph C * -algebra C * (E) and its Toeplitz extension T C * (E) as universal C * -algebras with generators and relations, see e.g. [13] and [4] , or the realization of C * (E) and T C * (E) as C * -algebras of Pimsner type associated to a Hilbert bimodule, see [18] and [14] , or the description of C * (E) as a groupoid C * -algebra, see [13] , which appeals to the general result from [22] .
A different type of general method that provides characterizations of KMS states was developed by Exel and Laca in their study of Toeplitz-Cuntz-Krieger type algebras for infinite matrices, and uses crossed products by partial group actions, cf. [9] and [10] . Our contribution here is an analysis of KMS and ground states on C * -algebras C * (E, R) associated to an arbitrary directed graph E and subsets R of the regular vertices (i.e. those vertices that are not sinks or infinite emitters) by means of realizing any such algebra as a partial crossed product for an action of the free group generated by the edge set. The space acted upon is a certain collection of boundary paths, and the resulting setup in the spirit of [10] seems very well-suited for the analysis of KMS states of the various algebras. By emphasizing the common picture of C * (E) and T C * (E) as relative graph algebras in the sense of [20] , we obtain a unified description of KMS states, see Theorem 4.1 for the precise statement. Not surprisingly, KMS Date: 8 September, 2014. This research was partially supported by the Research Council of Norway through the project "Operator Algebras", and by the NordForsk research network "Operator Algebra and Dynamics" (grant #11580).
states correspond to probability measures on the boundary path space that satisfy a certain scaling property.
With motivation coming from the distinction between measures of finite and infinite type that is a crucial ingredient in [10] , we distinguish between three classes of measures. First we have the finite type measures as in [10] . Next, we identify as a new ingredient two kinds of infinite type measures: the measures that are supported on recurrent paths, and the infinite type measures that are supported on wandering paths. Following [31] , we call these conservative and dissipative measures, respectively. For the finite type and conservative measures we give a complete parametrization of the extreme points of the convex set of KMS β states for β ∈ [0, ∞) in terms of what we call regular and critical vertices. A similar parametrization of the dissipative measures seems more difficult to obtain. We also provide a complete concrete description of the extreme points of the convex set of ground states, and furthermore we identify all those ground states that are KMS ∞ states as introduced in [5] . We show moreover that the measures of infinite type correspond bijectively to normalized eigenvectors of a (possibly infinite and even uncountable) matrix associated to the directed graph under consideration.
We illustrate in examples that several new phenomena occur in the configuration of KMS states for T C * (E) and C * (E) endowed with the gauge action in case that E is an infinite graph. In Example 7.2 we present an infinite strongly connected graph E of finite degree (or valence) for which C * (E) has no KMS states, thus showing that the analogue of [13, Theorem 4.3] does not hold for infinite graphs. In Example 7.4 we show that on T C * (E), all three types of states can occur; moreover, the finite type and infinite type states co-exist on a critical interval, and there is a "phase-transition" between the two infinite types at a critical temperature.
The proof of the main general result relies on the characterization of KMS states on the crossed product of a semi-saturated orthogonal partial action of a free group on a C * -algebra obtained by Exel and Laca [10, Theorem 4.3] . Towards using the Exel-Laca result, for a given directed graph E and a subset R of the regular vertices, we start by constructing a locally compact space ∂ R E and a semi-saturated orthogonal partial action Φ of the free group F generated by E 1 on the C * -algebra C 0 (∂ R E), see Section 2. We point out that the space ∂E corresponding to the choice of R as the entire subset of regular vertices of E is the boundary path space of the graph, which recently played a role in [33] . In Section 3 we prove that the crossed product C 0 (∂ R E) ⋊ Φ F is isomorphic to C * (E, R), see Theorem 3.1. A similar result is obtained with different methods in [27] in the case of the usual Cuntz algebra O n and Cuntz-Krieger algebra O A and their Toeplitz extensions.
Our main general characterization of KMS and ground states on C * (E, R) is contained in Theorem 4.1. This result has close connections to the existing literature, and we elaborate on this point in several remarks. In section 5 we introduce the sets E 0 β-reg and E 0 β-crit of regular and critical vertices for a given β ∈ [0, ∞), associate measures to them, and develop a machinery that enables us to give the characterizations of the convex sets of measures of finite type and of conservative measures, see Theorems 5.6 and 5.13. Section 6 deals with ground states and KMS ∞ states. In the final section we present several examples, all of which illustrate in different ways that a much richer structure of KMS states can be expected as one passes from finite to infinite graphs.
We thank M. Laca for suggesting, at a very early stage of this project, to look more carefully at the Toeplitz extension of the graph C * -algebra, and K. Thomsen for valuable comments to an earlier draft of this paper.
A partial action on the relative path space of a graph
Let E = (E 0 , E 1 , s, r) be a directed graph: by this we mean that E 0 and E 1 are arbitrary (not necessarily countable) sets and s and r are maps from E 1 to E 0 . Elements of E 0 are called vertices of E and elements of E 1 are edges of E. If e ∈ E 1 , then s(e) denotes the source of e and r(e) the range of e. A path of length n in E is a sequence e 1 e 2 . . . e n of edges in E such that r(e i ) = s(e i+1 ) for i ∈ {1, 2, . . . , n − 1} (the reader should be warned that in some papers and books the roles of r and s are interchanged, so a path would be a sequence e 1 e 2 . . . e n of edges in E such that s(e i ) = r(e i+1 ) for i ∈ {1, 2, . . . , n − 1}). We regard vertices as paths of length 0 and edges as paths of length 1. We denote by E n the set of paths of length n in E and write E * for the set n∈N 0 E n . We write |u| for the length of a path u ∈ E * , and we let E ≤n be the collection of paths u with |u| ≤ n. We extend the range and source maps to E * by setting s(u) = s(e 1 ) and r(u) = r(e n ) for u = e 1 e 2 . . . e n ∈ E n with n ≥ 1, and s(v) = r(v) = v for v ∈ E 0 . If v ∈ E 0 , then we let vE n = {u ∈ E n | s(u) = v} and E n v = {u ∈ E n | r(u) = v}, vE * = {u ∈ E * | s(u) = v} and E * v = {u ∈ E * | r(u) = v}. We let E 0 reg = {v ∈ E 0 | vE 1 is finite and non-empty}. We recall from, for example [1] , [28] and [29] that the C * -algebra C * (E) of the graph E is defined as the universal C * -algebra generated by a [20] , relative graph C * -algebras were introduced. To define a relative graph C * -algebra we must in addition to a directed graph E specify a subset R of E 0 reg . The relative graph C * -algebra C * (E, R) of the graph E relative to R is then defined as the universal C * -algebra generated by a Cuntz-Krieger (E, R)-family (s e , p v ) e∈E 1 ,v∈E 0 consisting of partial isometries (s e ) e∈E 1 with mutually orthogonal range projections and mutually orthogonal projections (p v ) v∈E 0 satisfying (CK1) and (CK2) above plus the relation (RCK3) p v = e∈vE 1 s e s * e for v ∈ R. Remark 2.1. (a) If R = E 0 reg , then a Cuntz-Krieger (E, R)-family is the same as a CuntzKrieger E-family and, consequently, C * (E, R) = C * (E).
(b) If R = ∅, we claim that C * (E, R) is the Toeplitz algebra T C * (E) introduced in [12] . Indeed, in this case the relation (CK3) is vacuous, and (CK2) in connection with the assumption that the ranges of the s e 's are mutually orthogonal imply that
whenever F is a finite subset of vE 1 . As remarked in [13, Lemma 1.1], the converse holds, thus (2.1) alone implies that the ranges of the s e 's are mutually orthogonal.
It follows from the universal properties of C * (E, R) that there is a strongly continuous action (the gauge action) γ : T → Aut(C * (E, R)) satisfying for all z ∈ T that γ z (p v ) = p v for v ∈ E 0 , and γ z (s e ) = zs e for e ∈ E 1 .
In order to obtain a different picture of C * (E, R) we now turn to the path space and the boundary path space. An infinite path in E is an infinite sequence e 1 e 2 . . . of edges in E such that r(e i ) = s(e i+1 ) for i ∈ N. We write E ∞ for the set of infinite paths in E.
The path space of the graph is E ≤∞ := E * ∪ E ∞ . When R is a subset of E 0 reg , the relative boundary path space ∂ R E is defined by
, then the relative boundary path space ∂ R E is also called the boundary path space and is denoted by ∂E, see e.g. [33] .
Given u = e 1 e 2 . . . e n ∈ E n and 0 ≤ m ≤ n, we let u(0, m) denote the path e 1 e 2 . . . e m if 1 ≤ m ≤ n, and s(u) if m = 0. Likewise, for an infinite path x = e 1 e 2 · · · ∈ E ∞ and m ≥ 1, we denote x(0, m) the path e 1 e 2 . . . e m , and if m = 0, then we write x(0, m) or s(x) for the vertex s(e 1 ). Extending our convention for concatenation of finite paths, if u = e 1 e 2 . . . e n ∈ E n and x = e ′ 1 e ′ 2 · · · ∈ E ∞ with r(u) = s(x), then we write ux for the resulting infinite path. In order to compare finite paths with arbitrary paths, we introduce the following notation: for u ∈ E * and x ∈ E ≤∞ we write u ≤ x if |u| ≤ |x| and x(0, |u|) = u. Further, we write u < x if u ≤ x and u = x. For u ∈ E * the cylinder set of u Z(u) is defined by
We denote by F(E * ) the collection of finite subsets of the space E * . Given u ∈ E * and F ∈ F(E * ), we let
note that this is the empty set precisely when u ∈ F . In particular, if Z F (u) is non-empty, then it contains u. The statements (i)-(iv) in the next result can be found in [33] . We include them in order to have the necessary terminology at hand for proving (v)-(vii). 
Proposition 2.2. Let E be a directed graph and endow the path space E ≤∞ with the topology generated by
(vii): If u ∈ E * , r(u)E 1 is infinite, and F is a finite subset of E * such that u ≤ u ′ for every u ′ ∈ F , then there exists at least one e ∈ r(u)E 1 such that ue ∈ Z F (u), and thus at least one element in E ∞ ∪ {u ′ ∈ E * | s −1 (r(u ′ )) = ∅} which belongs to Z F (u). Hence ∂E is contained in the closure of E ∞ ∪ {u ∈ E * | r(u)E 1 = ∅}. That ∂E is closed follows from the fact that every u ∈ E ≤∞ \ ∂E is such that r(u)E 1 is finite (and non-empty), and therefore u is isolated by (v). This proves (vii). Proof. According to Proposition 2.2(i), E ≤∞ is a totally disconnected locally compact Hausdorff topological space. If u ∈ E ≤∞ \ ∂ R E, then u ∈ E * and r(u) ∈ R ⊆ E 0 reg , so u is isolated according to 2.2(v). It follows that ∂ R E is a closed subset of E ≤∞ and therefore a totally disconnected locally compact Hausdorff topological space.
Let E be a directed graph and R a subset of E 0 reg . Let F denote the free group generated by E 1 . An edge e ∈ E 1 will still be denoted e as an element of F, and e −1 will denote the inverse of e in F. We shall view E * \ E 0 as a subset of F upon identifying a path u = e 1 e 2 . . . e n with the element in F obtained by multiplication of e 1 , . . . , e n . The identity element of F will be denoted 1. An element g ∈ F is in reduced form if g = a n a n−1 · · · a 1 for a 1 , a 2 
i+1 whenever i ∈ {1, 2, . . . , n − 1}. We denote |g| the number of generators in the reduced form of g. Notice that this use of |u| agrees with the previously defined use of |u| as the length of an element u ∈ E * \ E 0 . Now we construct a semi-saturated and orthogonal partial action of F on ∂ R E. We will do this by defining open and compact subsets U (g −1 ) and U (g) of ∂ R E together with a homeomorphism φ g taking U (g −1 ) onto U (g) and satisfying the axioms of a partial action as g ∈ F.
First, let φ 1 denote the identity map on ∂ R E and let
Let g = a n a n−1 · · · a 1 ∈ F be in reduced form. We will define U ((a i a i−1 · · · a 1 ) −1 ) and
For later use, we record some properties of the sets U (g) and the maps φ g . Lemma 2.4. The sets U (g) and the maps φ g for g ∈ F defined by (2.6)-(2.7) satisfy the following:
Proof. Claim (i) follows directly from the definition of U (1 −1 ), U (1) and φ 1 , and (ii) and (iii) follow easily from (2.4)-(2.7). To prove (iv), notice that if g does not belong to
}, then the reduced form of g either contains a factor of the form e −1 e ′ with e, e ′ ∈ E 1 and e = e ′ , a factor of the form ee ′ with e, e ′ ∈ E 1 and r(e) = s(e ′ ), or a factor of the form (e ′ ) −1 e −1 with e, e ′ ∈ E 1 and s(e) = r(e ′ ). It follows from (2.4)-(2.7) that U (g −1 ) = U (g) = ∅ in each of these cases. 
) g∈F is a semi-saturated and orthogonal partial action of F on ∂ R E as in [9, Section 2].
Proof. Item (i) follows directly from (i)-(iv) in Lemma 2.4 and Proposition 2.2. For (ii), notice first that (2.6), (2.7) and (i) imply that if a n · · · a 1 is an element of F in reduced form, then
are in reduced forms and we let i be the largest nonnegative integer such that a
Once again using (2.8), we have
For (iii), notice that it follows from (i) and (ii) that U (g
and i are as above, then (2.7) and (i) imply that
It therefore follows from [10, Proposition 4.1] that Φ is semi-saturated and orthogonal, showing the claim in (iv).
3. The graph algebras C * (E) and T C * (E) as partial crossed products
In this section we show that C * (E, R) can be realised as the full crossed product of the partial action (C 0 (∂ R E), F, Φ) introduced in the previous section.
We start by introducing the terminology we need. There are different definitions of both a partial representation of a discrete group on a Hilbert space (in e.g. [10] and [27] ) and of a covariant representation of a partial dynamical system (A, G, α) (in [19] and [27] ). However, reassuring equivalences of these definitions were shown in [27] , and we refer to [11, §1] for a brief but illuminating overview of the main concepts and constructions.
Suppose that (A, G, α) is a partial dynamical system: thus for each g ∈ G the maps α g are * -isomorphisms between closed, two-sided ideals D g −1 and D g of a C * -algebra A such that α e = Id A and α gh extends α g α h for all g, h ∈ G. The full crossed product A ⋊ α G is the enveloping C * -algebra of the convolution * -algebra {f ∈ l 1 (G, A) | f (g) ∈ D g } endowed with a suitable norm.
A partial representation of a group G on a Hilbert space H is a map u : G → B(H) such that u(e) = 1 (where here, e denotes the neutral element of the group G), u g −1 = u * g and u g u h u h −1 = u gh u h −1 for all g, h ∈ G, see [10] . A covariant representation of (A, G, α) is a pair (π, u) that consists of a nondegenerate representation of A on a Hilbert space H and a partial representation u of G on H such that for g ∈ G we have u g u * g is the projection onto the subspace spanπ(D g )H and (3.1)
As pointed out by Quigg and Raeburn in [27] , there is a universal covariant representation (ι, δ) in the double dual (A ⋊ α G) * * such that A ⋊ α G is the closed linear span of finite sums of the form ι(a)δ g . Since δ e = 1, it follows that ι(A) ⊆ A ⋊ α G, but we do not have in general that δ g ∈ A ⋊ α G. Since any partial system (A, G, α) admits covariant representations (π, u) with π faithful (e.g. the reduced covariant representation of [19, Section 3] ), the representation ι is faithful. Now we turn our attention back to the partial action of F on ∂ R E. In the sequel we regard C 0 (U (g)) for g ∈ F as an ideal of C 0 (∂ R E) by letting f (x) = 0 for f ∈ C 0 (U (g)) and
By a slight abuse of notation (which should not lead to any confusion) we let φ g be the map f → f • φ g −1 , and
The action is still semi-saturated and orthogonal. We let (ι, δ) denote the universal covariant representation of (C 0 (∂ R E), F, Φ). We recall from [10, Theorem 4.3 ] that given any function N : E 1 → (1, ∞) there exists a unique strongly continuous one-parameter group σ of automorphisms of (1) for every e ∈ E 1 , then 1 σ t is 2π-periodic, and so induces a strongly continuous action β :
When U is a closed and open subset of ∂ R E, then 1 U will denote the characteristic function of U . Theorem 3.1. Let E be a directed graph and let R be a subset of E 0 reg . Let F be the free group generated by E 1 , and let Φ be the partial action of F on C 0 (∂ R E) described above. We then have:
(a) There is a unique * -isomorphism ρ :
To prove Theorem 3.1, we need the following lemma.
Proof. Notice first that (3.1) gives that
Since F is generated by E 1 and Φ is multiplicative (cf. [27, Section 5]), it follows that {δ g | g ∈ F \ {1}} is contained in the C * -algebra generated by {δ e | e ∈ E 1 }. By the Stone-Weierstrass Theorem and Proposition 2.2, the C * -algebra
reg , where equality holds only when v ∈ R (if v / ∈ R, then v belongs to the right but not to the left-hand side because our convention is that
maps s e to δ e and for every v ∈ E 0 maps p v to ι (1 Z(v) ∩∂ R E ). That this * -homomorphism is unique, follows from the fact that C * (E, R) is generated by {p v | v ∈ E 0 } ∪ {s e | e ∈ E 1 }.
According to 2 Theorem 3.11 of [20] , ρ is injective if ρ(p v ) = 0 for every v ∈ E 0 , ρ(p v − e∈vE 1 s e s * e ) = 0 for v ∈ E 0 reg \ R, and there exists an action β :
reg \ R, where the inequality sign is from (3.5). Thus the injectivity of ρ will follow once we have proved part (b). That ρ is surjective follows directly from Lemma 3.2.
Towards proving
Remark 3.3.
A different proof of the claim that ρ in Theorem 3.1 is an isomorphism can be provided by directly constructing the inverse: this will be given by a covariant pair for (C 0 (∂ R E), F, Φ) obtained from a partial representation of F inside C * (E, R). The details are similar to the proof of [9, Proposition 4.1].
In the following we will write s u for s e 1 s e 2 · · · s en when u = e 1 e 2 · · · e n ∈ E * \ E 0 , and s v for p v when v ∈ E 0 . Corollary 3.4. Let E be a directed graph and R a subset of E 0 reg . Then:
That this is the only * -isomorphism with this property follows from the fact that C 0 (∂ R E), according to the Stone-Weierstrass Theorem, is generated by
(ii): The existence of F follows from Theorem 3.1 and [10, Proposition 2.3]. Uniqueness follows from the fact that
KMS states on C * (E, R)
We will in this section describe the sets of KMS states of certain one-parameter groups of automorphisms of C * (E, R) in terms of states of C 0 (∂ R E), in terms of regular Borel probability measures on ∂ R E, and in terms of functions from E 0 to [0, 1].
We start by recalling the notions of KMS β states and ground states. For the first one, a standard definition is found in [2] and [25] . However, an equivalent formulation has in recent times prevailed: given a C * -algebra A and a homomorphism (a dynamics) σ : R → Aut(A), an element a ∈ A is called analytic provided that t → σ t (a) extends to an entire function on C. The analytic elements form a dense subset of A, see [25, §8.12] . For β ∈ (0, ∞), a KMS β -state of (A, σ) is a state ψ of A which satisfies the KMS β condition
for all a, b analytic in A. It is known that it suffices to have (4.1) satisfied for a subset of analytic elements of A that spans a dense subalgebra of A, [2, Proposition 8.12.3] . A KMS 0 -state of (A, σ) is a state ψ of A which is invariant with respect to σ (i.e., ψ(σ t (a)) = ψ(a) for t ∈ R and a ∈ A), and which satisfies the trace condition ψ(ab) = ψ(ba) for all a, b ∈ A. A state ψ on A is a ground state of (A, σ) if for every a, b analytic in A, the entire function z → ψ(aσ z (b)) is bounded on the upper-half plane. Again, it is known that it suffices to have boundedness for a set of elements that spans a dense subalgebra of the analytic elements. We will now describe the set of KMS states for certain one-parameter groups of automorphisms of C * (E, R).
Suppose N is a function N : E 1 → (1, ∞), and let σ be the unique strongly continuous one-parameter group of automorphisms of C 0 (∂ R E) ⋊ Φ F given by (3.3). Theorem 3.1 therefore implies that N gives rise to a unique strongly continuous one-parameter group σ of automorphisms of C * (E, R) such that
it s e and σ t (p v ) = p v for all e ∈ E 1 and v ∈ E 0 . Before we state the result, we introduce some notation. For 0 ≤ β < ∞ we define the following sets:
A β : the set of KMS β states for (
for every e ∈ E 1 and every f ∈ C 0 (U (e −1 )), C β : the set of regular Borel probability measures µ on ∂ R E that satisfy the scaling condition µ(φ e (A)) = N (e) −β µ(A) for every e ∈ E 1 and every Borel measurable subset A of U (e −1 ), and D β : the set of functions m :
Note that (m1) is equivalent to sup{ v∈F m(v) | F is a finite subset of E 0 } = 1 and (m3) to the assertion that m(v) ≥ e∈F N (e) −β m r(e) for every finite subset F of vE 1 . Notice also that if R = E 0 , then D β is the set of positive normalized eigenvectors with eigenvalue 1 of the matrix (
In particular, if R = E 0 and N (e) = exp (1) for all e ∈ E 1 , then D β is the set of positive normalized eigenvectors with eigenvalue exp(β) of the adjacency matrix of E. Further, we let A gr be the set of ground states for (C * (E, R), σ), B gr the set of states ω of C 0 (∂ R E) such that ω 1 U (e) = 0 for every e ∈ E 1 , C gr 3 the set of regular Borel probability measures µ on ∂ R E that satisfy that µ(A) = 0 for every e ∈ E 1 and every Borel measurable subset A of U (e), and finally D gr the set of functions m :
it s e and σ t ( 
Remark 4.3.
In [4] , KMS states on graph C * -algebras are studied. The one-parameter group of automorphisms considered in [4] is of the same form as the one-parameter group of automorphisms considered here, but in [4] it is not required that N (e) > 1 for all e ∈ E 1 , only that there exists a c > 0 such that N (e) > c for all e ∈ E 1 , and that N (e 1 ) · · · N (e n ) = 1 for all reg . We believe that with some effort, the results about A β , B β , C β , and D β given in Theorem 4.1, Proposition 4.6, Proposition 4.8, and Proposition 4.10 could be generalized to the case where the requirement N (e) > 1 for all e ∈ E 1 is replaced with the assumption that N (e 1 ) . . . N (e n ) = 1 for all e 1 . . . e n ∈ E n , n ≥ 1 (cf. the remark after the proof of Lemma 3.2 in [10] and Remark 4.4).
Remark 4.4.
Our characterization of KMS β states in Theorem 4.1 can be seen in relation to the general result for groupoid algebras in [22] because the C * -algebra C * (E, R) admits a realization as a groupoid C * -algebra C * (G (E,R) ) where [23] and [13, §6.4] .
Assume E is countable and let N : E 1 → (1, ∞) be a function such that N (e 1 ) · · · N (e n ) = 1 for all e 1 · · · e n ∈ E n , n ≥ 1. Extend the function N to E * by letting N (v) = 1 for v ∈ E 0 and by letting
Then [22, Theorem 1.3] provides, for all β ∈ R, a one-to-one correspondence between σ c -KMS β states on C * (E, R) and pairs (µ, {ϕ x } x ) consisting of a probability measure µ on the unit space with Radon-Nikodym cocycle e −βc and a measurable field of states ϕ x , each defined on C * (G x x ) and satisfying
x , all h ∈ G x and all g ′ ∈ G x x \ c −1 (0). Notice that a probability measure on the unit space with Radon-Nikodym cocycle e −βc is the same as an element of our C β . If (x, n, x) ∈ G x x , then c((x, n, x)) = 0 unless n = 0 (because of our assumption that N (u) = 1 unless u ∈ E 0 ). It follows that there is just one state on
Thus [22, Theorem 1.3] gives the equivalence between A β and C β from Theorem 4.1.
Remark 4.5. Our Theorem 4.1 at β = 0 generalizes one result from [32] : the functions m in D 0 are the graph-traces in [32] , and the bijective correspondence between tracial states on C * (E) and graph traces on E under the assumption that the graph E satisfies condition (K) is contained in Theorem 4.1. 
It is clear that it is a convex map and that it is injective.
Let ψ ∈ A 0 . It follows from the σ-invariance of ψ that ψ(s u s * u ′ ) = 0 unless |u| = |u ′ |; in case |u| = |u ′ |, then it follows from the trace property of ψ that ψ(
is a bijective correspondence between the set of regular Borel probability measures µ on ∂ R E satisfying that µ(φ e (A)) = M (e)µ(A) for all e ∈ E 1 and all Borel measurable subsets A of U (e −1 ), and the set of states η of
Proof. It follows from Riesz' Representation Theorem (see for example [17, 6.16] ) that (4.3) is a bijective correspondence between the set of regular Borel probability measures on ∂ R E and the set of states η of C 0 (∂ R E). So we just have to show that a regular Borel probability measure µ on ∂ R E satisfies that µ(φ e (A)) = M (e)µ(A) for every e ∈ E 1 and every Borel measurable subset A of U (e −1 ) if and only if f • φ −1 e dµ = M (e) f dµ for every e ∈ E 1 and every f ∈ C 0 U (e −1 ) .
For each e ∈ E 1 let L 1 (U (e −1 )) denote the set of functions on U (e −1 ) which are integrable with respect to the restriction of µ to U (e −1 ), and let || · || 1 be the subnorm given by
|f |dµ.
We then have that C 0 (U (e −1 )) is dense in L 1 (U (e −1 )) with respect to || · || 1 . It follows that if the identity f • φ −1 e dµ = M (e) f dµ holds for every f ∈ C 0 U (e −1 ) , then it holds for every f ∈ L 1 U (e −1 ) . Then in particular
for every Borel measurable subset A of U (e −1 ).
If, on the other hand, µ(φ e (A)) = M (e)µ(A) for every Borel measurable subset A of U (e −1 ), then the identity f • φ −1 e dµ = M (e) f dµ holds for every f ∈ L 1 U (e −1 ) and in particular for every f ∈ C 0 U (e −1 ) . 
is a bijective correspondence between the set of states ω of
To show (m2') and (m3') notice first that if e ∈ E 1 , then
which gives (m2'). If v ∈ E 0 and F is a finite subset of vE 1 , then 1 Z(v)∩∂ R E ≥ e∈F 1 U (e) , so (m3') follows from the calculations
for all e ∈ E 1 and all u ∈ E * with s(u) = r(e), the restriction of ω to {1 Z(u)∩∂ R E | u ∈ E * } is completely determined by the restriction of ω to {1 Z(v)∩∂ R E | v ∈ E 0 }. As seen in the proof of Lemma 3.2, the space span{1
. Therefore the correspondence given in (4.4) is injective.
We will now prove that it is surjective. Let m : E 0 → [0, 1] be a function that satisfies (m1')-(m3'). For each u = e 1 e 2 · · · e k ∈ E * , set
Straightforward calculations show that for u ∈ E * ,
Since {1 Z(u) | u ∈ E * } is a linearly independent subset of C 0 (E ≤∞ ), it follows that there exists a linear mapω m from span{1 Z(u) | u ∈ E * } to C which maps 1 Z(u) tom(u) for u ∈ E * .
We show next thatω m extends to a state of C 0 (E ≤∞ ). To begin with, we show thatω m is bounded and its norm is not greater than 1. Let f ∈ span{1 Z(u) | u ∈ E * }. Then there exist a finite subset F of E * and complex numbers (c u ) u∈F such that
and such that (u ∈ F and u ′ ≤ u) ⇒ u ′ ∈ F . We then have that
it follows from Hölder's inequality that |ω m (f )| ≤ f ∞ . Thus we can extendω m to a bounded linear functional with norm less than or equal to 1 on span{1 
Let e ∈ E 1 and u ∈ r(e)E * . Then 
Extremal KMS states
In this section we aim to give a description of the extreme points of D β for β ≥ 0. Ideally, we want a description that is valid for arbitrary graphs. However, this task seems to be quite difficult. We will identify certain subsets of the set of extreme points of D β , see Theorem 5.6 and Theorem 5.13. The strategy will be to describe the supports of the corresponding measures in C β . For certain families of graphs (in particular all graphs with finitely many vertices), our description will give all the extremal KMS states.
Throughout this section E will denote a directed graph, R a subset of E 0 reg , N : E 1 → (1, ∞) a function, and β ∈ [0, ∞). We extend the function N to E * by letting N (v) = 1 for v ∈ E 0 and by letting N (u) = N (u 1 ) · · · N (u n ) for u = u 1 · · · u n ∈ E n and n ≥ 1. We adopt the following convention: if m ∈ D β and µ is the unique element of C β given by Propositions 4.8 and 4.10 such that
for all v ′ ∈ E 0 , we say that µ is the measure associated to m.
To begin with, we divide the elements of D β in terms of finite and infinite type measures in C β , similar to what is done in [10] . (a) We define the set E ∞ rec of recurrent paths to be the collection of all infinite paths that meet some vertex of E 0 infinitely many times: thus x ∈ E ∞ rec if and only if there is v ∈ E 0 such that {u ∈ E * | u < x, r(u) = v} is infinite.
(b) We define the set E ∞ wan of wandering paths to be the collection of all x ∈ E ∞ such that for every v ∈ E 0 , the set {u ∈ E * | u < x, r(u) = v} is finite.
Note that E ∞ wan = ∅ when E 0 is finite. In general,
, we say that (1) µ is conservative if it has support on E ∞ rec , and (2) µ is dissipative if it has support on E ∞ wan . We let D β con and D β dis denote, respectively, the sets of functions m whose associated measure via (5.1) is conservative, respectively dissipative. In either instance we shall refer to m itself as being conservative or dissipative. In order to define distinguished sets of vertices on which some of the extreme points of D β will be supported we need to introduce some notation. For v ∈ E 0 , let
be the collection of all finite paths starting and ending at v (also referred to as loops or cycles at v), and let
be the set of paths starting and ending at v with length at least 1 and containing no proper subpath that is a loop at v (these are sometime called simple loops or cycles). Notice that vE * s v might be empty, but that v ∈ vE * v. In fact,
Recall that E * v = {u ∈ E * | r(u) = v} is the set of finite paths ending in v. We let
be the set of finite paths ending in v such that no proper subpath has range v. Notice that E * v and E * a v are both non-empty since v ∈ E * a v ⊆ E * v. Next we associate partition functions to the sets vE * s v and E * a v as follows:
. We now define the following distinguished sets of vertices.
The abbreviations in the notation stand for regular and critical, respectively. We shall refer to E 0 β-equ := {v ∈ E 0 | Z a v (β) < ∞ and Z s v (β) ≤ 1} as the set of equivariant points. The main results of this section will establish that elements in D 
be the set of finite paths starting at v ′ and ending at v, and we let
be the set of finite paths starting at v ′ and ending at v such that no proper subpath has range v. In general, the sets v ′ E * v and v ′ E * a v could be empty. Note however that
We are now in a position to state the first main result of this section, which provides a description of the elements of D 
The proof of this theorem will require some preparation in the form of a series of preliminary results.
It will be convenient to have a notation for the function on E 0 appearing in the right-hand side of (5.7). Therefore, for m : E 0 → [0, 1] satisfying (m3), we let S(m) be the function from E 0 to [0, 1] given by For v ∈ E 0 define a partition function
Notice that m satisfies (m2) if and only if S(m)(v)
=µ({v}) = µ Z(v) \ e∈vE 1 Z(e) = µ(Z(v) ∩ ∂ R E) − e∈vE 1 µ(Z(e) ∩ ∂ R E) = m(v) − e∈vE 1 N (e) −β
m(r(e)) = S(m)(v), as claimed in (a). To prove (b), assume first that S(m)(v)
Similar to the terminology used in [10] we call Z v (β) the partition function with fixed-target v. Clearly
It will be useful to know that the map
where (vE * s v) 0 = {v}. Proposition 5.8. Let β ∈ [0, ∞). The following hold:
β-equ . Proof. Assertion (1) follows directly from (5.9), and assertion (2) follows directly from (1).
We next prove (3). Suppose that m(v) = 0. Since m ∈ D β , Proposition 4.10 gives a unique
We let ψ be the element in A β corresponding to ω under the isomorphism of Proposition 4.6. If
To see this, use that
, where J = {s(u) | u ∈ E * a v}, to bound the left hand side of (5.10) by v ′ ∈J ψ(1 Z(v ′ ) ), with ψ denoting the state extension of ψ| C 0 (δ R E) to C 0 (E ≤∞ ). The fact that the net ( v ′′ ∈F 1 Z(v ′′ ) ) indexed over finite subsets of E 0 forms an approximate unit for C 0 (E ≤∞ ) then gives (5.10). The scaling condition in B β therefore implies that
. Finally, to prove (4), assume that m ∈ D β and m(v) = 0. Let ω ∈ B β be as above. If
Let µ be the measure associated to m as given by (5.1). The scaling condition in C β implies that
For later use, we record the following fact.
Proof. Let m ∈ D β and v ∈ E 0 β-equ . Applying Lemma 5.9 with v 1 = v and v 2 = r(e) for all e ∈ vE 1 gives that
Since (e, u) → ue implements a bijection between {(e, u) | e ∈ vE 1 ×, u ∈ r(e)E * a v} and vE * s v, this inequality shows that
. The first claim thus follows, and it implies the second claim by (5.5). 
Note that when R = ∅, i.e. we are looking at the Toeplitz algebra of the graph, (b) shows that every element
satisfies (m3). By reorganizing terms we obtain S(m
To finish the proof of (a) it remains to show that m β v satisfies (m1). This follows from the decomposition
In particular, we have that .1). Recall that the scaling condition in C β gives that
Suppose that v ∈ E 0 β-reg \ R. By Lemma 5.7 and part (a),
Using the above scaling condition,
is of infinite type, i.e. belongs to D β inf . The next step in our analysis is a more detailed study of the structure of the sets E 0 β-equ , E 0 β-reg and E 0 β-crit , and the functions m β v . Given two vertices v 1 , v 2 ∈ E 0 , we introduce the notation
Proposition 5.12.
(
Proof. Assertion (1) follows from the fact that
Assuming first that R = ∅, it follows from Proposition 5.8(4) that v 2 ∈ E 0 β-equ . Since the definition of the set E 0 β-equ does not depend on R, the claim is true in general.
To prove (3), suppose
Since the latter is not the case, we must have that
which contradicts the assumption that
Proof of Theorem 5.6. We must first prove that W fin is well-defined. Let m ∈ D β fin and let µ ∈ C β be the measure associated to m. Then
by Lemma 5.7(a)
The scaling identity in C β and Lemma 5.7 imply that
for all u ∈ E * ∩∂ R E. We claim that S(m)(r(u)) = 0 unless r(u) ∈ E 0 β-reg \R. From Lemma 5.10 and the definition of S we have S(m)(r(u)) = 0 for r(u) ∈ E 0 β-crit ∪ R. If r(u) / ∈ E 0 β-equ , then Proposition 5.8(4) implies that m(r(u)) = 0, therefore also S(m)(r(u)) = 0. The claim follows and implies that µ is supported on the finite paths that end in vertices v ∈ E 0 β-reg \ R. Hence (5.12) gives that v∈E 0 β-reg \R W fin (m)(v) = µ(E * ∩ ∂ R E) = 1, which shows that W fin is welldefined. Clearly W fin is a convex map.
We claim next that ǫ : Next we analyze the elements in D β in relation to vertices in E 0 β-crit . The first observation is that ∼ is an equivalence relation on E 0 β-crit due to Proposition 5.12, assertions (3) and (4). We let E 0 β-crit / ∼ denote the set of equivalence classes and write v :
For every m ∈ D β , the map m
The proof of this theorem will follow from a series of results. We start by investigating when an equality m β v 1 = m β v 2 can take place.
Lemma 5.14.
, and let µ be the measure associated to m by (5.1). It follows from the scaling condition in
This shows that
A := {u ∈ E * a v | µ(Z(u) ∩ ∂ R E) > 0} is countable. Let v ′ ∈ E 0 . From m(v ′ ) = µ(Z(v ′ ) ∩ ∂ R E) = u∈A µ(Z(u) ∩ ∂ R E)µ(Z(v ′ ) ∩ ∂ R E) = u∈A, s(u)=v ′ µ(Z(u) ∩ ∂ R E) = u∈A, s(u)=v ′ N (u) −β (Z a v (β)) −1 it follows that m(v ′ ) ≤ m β v (v ′ ) because {u ∈ A, s(u) = v} ⊂ v ′ E * a v. Conversely, if u 1 , u 2 ∈ v ′ E * a v and u 1 = u 2 , then Z(u 1 ) ∩ Z(u 2 ) = ∅. Hence we have u ∈ v ′ E * a vZ(u) ⊆ Z(v ′ ), so m(v ′ ) = µ(Z(v ′ ) ∩ ∂ R E) ≥ u∈v ′ E * a v µ(Z(u) ∩ ∂ R E) = u∈v ′ E * a v N (u) −β (Z a v (β)) −1 = m β v (v ′ ). Thus, m = m β v . Lemma 5.15. Suppose v 1 , v 2 ∈ E 0 β-crit and that v 1 ∼ v 2 . Then u 1 ∈v 2 E * a v 1 N (u 1 ) −β u 2 ∈v 1 E * a v 2 N (u 2 ) −β = 1. Proof. Let P = {u ∈ v 2 E * s v 2 | r(u ′ ) = v 1 for any u ′ ≤ u} and x = u∈P N (u) −β . Then the assumption v 1 ∼ v 2 implies that x < u∈v 2 E * s v 2 N (u) −β = Z s v 2 (β) = 1. Now (u 1 , . . . , u n , u) → u 1 · · · u n u defines a bijection between ∞ n=0 (P ) n × (v 2 E * s v 2 \ P ) (where (P ) 0 = {v 2 }) and {u 1 u 2 | u 1 ∈ v 2 E * a v 1 , u 2 ∈ v 1 E * a v 2 }, hence u 1 ∈v 2 E * a v 1 N (u 1 ) −β u 2 ∈v 1 E * a v 2 N (u 2 ) −β = ∞ n=0 x n (1 − x) = 1. Proposition 5.16. Suppose v 1 , v 2 ∈ E 0 β-crit ∪ E 0 β-reg \ R and v 1 = v 2 . Then m β v 1 = m β v 2 if and only if v 1 , v 2 ∈ E 0 β-crit and v 1 ∼ v 2 . Proof. Assume v 1 , v 2 ∈ E 0 β-crit and v 1 ∼ v 2 .
Two applications of Proposition 5.8(3) give us that
It follows from Lemma 5.15 that the above inequalities are in fact equalities, so m β
Proof. Proposition 5.16 and Lemma 5.14 imply that
It follows from Lemma 5.9 that m(v
According to Lemma 5.15, the above inequalities are in fact equalities, so
where the last equality follows from Equation (5.15).
Proof of Theorem 5.13. We start by showing that the maps introduced in the formulation of the theorem are well-defined. Let m ∈ D β and v ∈ E 0 β-crit / ∼ . We deduce from Proposition 
Since µ is conservative, it has support on E ∞ rec . We conclude that
where v is taken such that v ∈ v as v runs over E 0 β-crit / ∼ . Clearly W inf is a convex map. We show next that
Then Lemma 5.14 and Proposition 5.12 (4) show that W inf (m
β-crit / ∼ , which gives the claimed set inclusion. To prove that W inf is injective we show that 
When A is a subset of D β we let Conv A denote the convex hull of A. We then have the following consequence of Theorems 5.6 and 5.13.
Corollary 5.18.
( 
Notice that if R = ∅, then the KMS states of (T C * (E), σ) that descend to KMS states on (C * (E, R), σ) are the ones that correspond to elements of Conv{m We conclude this section with a couple of general remarks about existence of KMS states. Recall that for β ∈ [0, ∞) and v ∈ E 0 , we defined the partition function with fixed-target
Otherwise we let β v = ∞. We have the following simple observation.
Proof. Suppose ψ is a KMS β state for (C * (E, R), σ) such that ψ(p v ) = 0. It follows from Proposition 5.8(4) that v ∈ E 0 β-equ and thus that v ∈ E 0 β ′ -reg for any β ′ > β. It then follows from Proposition 5.8(2) that β ≥ β v .
The following observation can be helpful in computing KMS β states for particularly nice graphs and will be used in Examples 7.2, 7.7, and 7.8. (1) for all e ∈ E 1 and that there exist k, l ∈ N such that every v ∈ E 0 receives exactly k paths of length l ≥ 1. Then: 
Ground states and KMS ∞ states
Note that the definition of D gr implies directly that the set of its extreme points is {m gr
Thus, we have a complete concrete description of all the ground states of (C * (E, R), σ). A ground state is called a KMS ∞ state if it is the weak* limit of a sequence of KMS βn states as β n → ∞ (see [5] and [13, §1] ). We will now characterize which of the ground states of (C * (E, R), σ) are KMS ∞ states. Since for a finite graph E we have β v < ∞ for all v ∈ E 0 , the next result generalizes [ Example 7.10 provides an example of a ground state which is not a KMS ∞ state.
Examples
All throughout this section we let N 0 = {0, 1, 2, . . . }.
Example 7.1. Our first example is a graph where Theorems 5.6 and 5.13 describe completely the KMS states of T C * (E) endowed with the gauge action. Let E be the graph with E 0 = {v n | n ∈ N 0 } and E 1 = {e n , f n | n ∈ N 0 } given by s(e n ) = v 0 = r(e 0 ) = r(f 0 ) for all n ≥ 0, r(e n ) = v n = r(f n ) for n ≥ 1, and s(f n ) = v n−1 for n ≥ 1:
Thus we are dealing with T C * (E) and its gauge action. Since every infinite path passes through v 0 infinitely many times, we have
The partition functions at v 0 are given as follows:
and
.
Thus for β ∈ [0, ln 2) we have E 0 β-equ = ∅, for β = ln 2 we have E 0 β-crit = E 0 , and for β ∈ (ln 2, ∞), E 0 β-reg = E 0 . Hence D β = ∅ for β ∈ [0, ln 2). Further, by Theorem 5.13, m β vn . It is easy to check that m ln 2 E 0 (v n ) = 2 −n−1 for all n ∈ N 0 . It is not difficult, but a bit tedious to write down explicit formulas for m β v when β > ln 2 and v ∈ E 0 . We have that D gr = Conv{m gr v | v ∈ E 0 }, and it follows from Theorem 6.1 that every ground state is a KMS ∞ state.
Since E 0 reg = E 0 \ {v 0 }, it follows that the only KMS states of T C * (E) that descend to KMS states on C * (E) are the ones corresponding to m ln 2 E 0 and m β v 0 , β > ln 2. The only ground state that descends to C * (E) is the one corresponding to m gr v 0 . Example 7.2. Next we introduce an example of a strongly connected graph E with finite degree (or valence) for which (C * (E), σ) has no KMS states when σ is the gauge action.
The graph E is defined as follows (2) , and that
, so necessarily a = 0. Since n was arbitrarily chosen, this shows that m ≡ 0, a contradiction. Thus D ln 2 inf = ∅. We conclude that D β = ∅ for β ≤ ln (2) , and that
We furthermore have that D gr = Conv{m gr v | v ∈ E 0 }, and it follows from Theorem 6.1 that every ground state is a KMS ∞ state.
Since E 0 reg = E 0 , none of the KMS or ground states of T C * (E) descend to KMS or ground states of C * (E), so the analogue of [13, Theorem 4.3] does not hold for infinite graphs even under the assumption that E has finite degree (or valence). Example 7.3. We now present an example where the set of dissipative measures in non-empty.
Let E be the graph with E 0 = {v n | n ∈ N 0 } and E 1 = {e n | n ∈ N 0 } ∪ {f n | N 0 } where s(e n ) = s(e n ) = v n and r(e n ) = r(f n ) = v n+1 , see the picture: (1) for all e ∈ E 1 . Thus we are dealing with T C * (E) and its gauge action.
It is easy to see that vE * s v = ∅ and that E * a v is finite for every v ∈ E 0 . It follows that
for all n ∈ N 0 , and Let E be the graph with E 0 = {v n | n ∈ N 0 } and E 1 = {e n | n ∈ N 0 } ∪ {f n | n ∈ N 0 } where r(e n ) = s(e n ) = v n and s(f n ) = v n and r(f n ) = v n+1 for n ∈ N 0 , see the picture: (1) for all e ∈ E 1 . Thus we are dealing with T C * (E) and its gauge action. Fix β ∈ [0, ∞). We have v n E * s v n = {e n } for all n ∈ N 0 . It follows that Z s vn (−β) = exp(−β); note in particular that this is independent of v ∈ E 0 .
Assume now that n > 0. Then
} where e k n−1 is the path we get by concatenating e n−1 with itself k times. It follows that 
In conclusion, we have 
for all n ∈ N 0 . It follows that β < ln 2 because otherwise
We will show that for each β ∈ (0, ln 2) there is an element in D β dis . Given β ∈ (0, ln 2), we have a = exp(−β)/(1 − exp(−β)) > 1, hence
On the other hand, It follows from Theorem 6.1 that every ground state is a KMS ∞ state. We can summarize the preceding analysis in the following result. Theorem 7.5. Let E be the graph described in (7.3) . Consider T C * (E) endowed with its gauge action. Then the KMS β states for β ∈ [0, ∞) and the ground states of T C * (E) are given as follows:
( Since E 0 reg = E 0 , the only KMS β and ground states that descend to C * (E) are the ones corresponding to m 0 v 0 and m β inf , β ∈ (0, ln 2). Note that we may describe the support of the measure associated to m β inf as an equivalence class for infinite paths, as follows. Given x 1 , x 2 ∈ E ∞ we say that x 1 and x 2 are tail-equivalent and write x 1 ∼ tail x 2 if there exist x ∈ E ∞ and u 1 , u 2 ∈ E * such that x 1 = u 1 x and x 2 = u 2 x. Thus the measure associated to m . . . Since E 0 reg = E 0 , the only KMS and ground states that descend to C * (E) are m ln n v 1 and m gr v 1 . We present the extremal KMS states by comparison with O n and T O n :
Note that the graph consisting of a countable straight line underlies the algebra K of compact operators on a separable Hilbert space. In particular, T C * (E) ∼ = T O n ⊗ K. Example 7.10. Finally we present an example of a ground state which is not a KMS ∞ state.
Let E 0 = {v} and E 1 = {e 1 , e 2 , . . . }. Then E 0 reg = ∅ and T C * (E) = C * (E) = O ∞ . Let N : E 1 → (1, ∞) be given by N (e) = exp(1) for e ∈ E 1 . Clearly E 0 β-equ = ∅ for all β and D gr = {m gr v }. It follows that there are no KMS states and that the ground state corresponding to m gr v is not a KMS ∞ state.
