Various inflation forecasting models are compared for the period 1979-2003 using a simulated out-of-sample forecasting framework. Our findings are: (i) M2 has marginal predictive content for inflation; (ii) it is necessary to allow for the possibility that money, prices, and output are cointegrated; and (iii) cointegration vector parameter estimation error is important when making out-of-sample forecasts. Consistent with previous work, we find a structural break in the early 1990's, but the break was easily detected and would not have affected out-of-sample inflation forecasts. Two Monte Carlo experiments that lend credence to our findings are also reported on.
prices, money, and output are cointegrated?', 'Does it matter whether cointegrating restrictions are imposed a priori based on economic theory, or can they be estimated?', and 'Do models imposing cointegration among prices, money, and output forecast inflation as well as the Phillips curve and other alternative models?'
The econometric framework that we employ is similar to that of Stock and Watson (1999a) , but differs from theirs in two ways. First, Stock and Watson (1999a) consider 1-year horizon inflation forecasts, while we consider forecast horizons of up to 5 years. This is potentially important in our context, as we include versions of the quantity theory of money in our analysis, a theory which arguably may not yield substantive gains to forecasting in the "short-run". Additionally, future inflation at many horizons is in general of interest to policymakers (even if the weight attached to inflation at different horizons is a matter of individual preference), so that "long-run" predictions are only unuseful if and when they fail to have marginal predictive content for inflation. 2 A second difference between our work and that of Stock and Watson (1999a) is that some of our models differ from theirs, including those which impose quantity theory based cointegrating restrictions, for example. In these types of models we: (i) impose a cointegration restriction derived from the assumption of stationary velocity, and (ii) estimate cointegrating restrictions. We also examine a fairly broad variety of (linear) models, including: simple autoregressive models in price levels and differences; conventional unemployment rate Phillips curve models; and VAR models in levels and differences with money, prices, and output. As a strawman model with which to compare our "best" models, we use various random walk models, and all models are evaluated using standard loss criteria such as mean square forecast error as well as tests of equal predictive accuracy.
Our approach is to consider alternative h-quarter ahead inflation predictions from the models mentioned above. We analyze two different periods, one from 1979:4-1992:4, and one from 1993:1-2003:2. These periods are analyzed separately because, as is shown below, Johansen (1988 Johansen ( ,1991 trace tests find cointegrating ranks of at least one through 1992 and zero thereafter, so that it is reasonable to allow for the possibility of a structural break around 1993. 3 Sequences of 1-quarter to 5-year ahead predictions are made for the period 1979:4-1992:4, with one sequence of 2 The argument that short run inflation stabilization is not a feasible objective, and therefore that monetary policy should primarily be concerned with inflation at long horizons, goes back at least to Friedman (1959) . See Amato and Laubach (2000) for one approach to determining the forecast horizon(s) of interest to a central bank. 3 For a comprehensive and interesting discussion of the cointegration properties of our data in the 1990s, see Carlson, Hoffman, Keen, and Rasche (2000) .
predictions constructed for each model and for each forecast horizon. This is done by re-estimating each model in a recursive fashion, using observations through 1979:4-h for the first forecast and observations through 1992:4-h for the last forecast, for h = 1, ..., 20 quarters. By focusing part of our attention on the period 1979-1992, we are able to assess whether predictions made using cointegrating restrictions estimated over a period for which it is well accepted that cointegration was present dominate prediction made without imposing cointegration. Furthermore, if estimated cointegrating restrictions over this period fail to yield predictive performance improvements, while restrictions imposed a priori based on economic theory do yield improvements, then we have direct evidence that the lack of success of cointegration type models in forecasting noted widely in the literature may be due in large part to parameter estimation error. We also carry out a version of the above exercise for the period from 1993:1-2003:2. Before describing our findings, it is worth stressing that there is much evidence that pre-existing cointegrating relations broke down in the 1990's (see e.g. Carlson et al. (2000) ). However, we are interested in a wide range of forecast horizons, and cointegration tests are implicitly based on one-step ahead forecasting models. Thus, the failure of empirical cointegration tests does not imply that there are not long-run restrictions among the variables which will not yield improved long-run predictions (for more on this see Christoffersen and Diebold (1998)).
Our findings are clear-cut and can be summarized as follows. First, by allowing for prices, money, and output to be cointegrated, and by considering a variety of forecast horizons, there is evidence that M2 has marginal predictive content for inflation. For the earlier time period, a VEC model consistent with the quantity theory forecasts better than other models for many horizons, including an autoregressive model, thus justifying the use of M2 as an inflation indicator. Over the more recent period, the VEC model no longer forecasts well, which is not surprising given the breakdown of cointegration mentioned above. However, the VAR model in differences does forecast well for that time period relative to an autoregressive benchmark. This leads to conclude that there is strong and robust evidence in favor of M2 as an inflation indicator.
Second, our findings supporting the usefulness of imposing cointegration are limited to the case where velocity is restricted to be stationary. For the period 1979:4-1992:4, we find that: (i) a VEC model that imposes stationary velocity typically forecasts better than a VAR in differences; (ii) forecasts from the VEC with stationary velocity also dominate, at all forecast horizons, those made using a VEC for which the cointegrating rank and vectors are estimated; and (iii) forecasts from a VAR in differences dominate the forecasts, at all horizons, made using a VEC with estimated cointegrating rank and vectors. These findings are suggestive. For example, we thus have evidence that when the cointegrating restriction(s) are estimated, we do better by simply using a VAR in differences. This corresponds to the common finding in the applied econometrics literature that VEC models do not usually predict better than VAR models (see e.g. Clements and Hendry (1996) , Hoffman and Rasche (1996) , and Lin and Tsay (1996) ). What is interesting, though, is that when we impose the parameter (cointegration) restriction directly, based on theory, the VEC model does outperform the VAR model. This in turn suggests that one reason for VEC failure in practical applications may be imprecise estimation of cointegration vector(s) and/or cointegration space ranks, rather than incorrect model specification. Put another way, theory is important, and should be incorporated whenever possible. Given this finding, we perform a series of Monte Carlo experiments to investigate the importance of cointegration vector rank and parameter estimation error on VEC model forecasts. Using simulated data calibrated to be consistent with the historical U.S. record, we find that, for some configurations, the impact of cointegration vector rank and parameter estimation error on VEC model forecasts is substantial.
A second set of Monte Carlo experiments is also run because we find that a random walk model is the only model (including the Phillips curve model) which the VEC model does not dominate at long horizons. Although such a finding is not important for our analysis, as we are interested in determining which variables have marginal predictive content for inflation, and comparison with the random walk model cannot answer this question, it is common to use a random walk model as a benchmark in out-of-sample forecast comparisons. A common interpretation of the failure of a model based on economic theory to forecast better than a random walk model is that the theory-based model is incorrectly specified. This interpretation is investigated using simulated data, calibrated to be consistent with the historical U.S. data, for two data generating processes, a second-order autoregressive (AR(2)) model, and a VAR model. We show that, for samples as large as 500, it is difficult to reject the null hypothesis that an AR(1) model forecasts as well as an AR(2) model, even when the data are generated according to an AR(2) process, and a random walk model usually forecasts better than a VAR model, even when the data are generated according to a VAR model. This serves to point out that one needs to be cautious when interpreting the results of out-of-sample forecast comparisons with atheoretical time series models, as parameter estimation error can cause correctly specified econometric models to forecast poorly. In particular, results from this experiment suggest that failure of an estimated version of a particular theoretical model to outperform a strawman random walk model in forecasting should not be taken as evidence that the theoretical model is not useful.
The remainder of the paper is organized as follows. Section 2 discusses the data used in our empirical investigation, while Section 3 outlines the methodology used. Quantitative findings are presented in Section 4, and Section 5 discusses the results of our Monte Carlo experiments. In Section 6, concluding remarks and directions for future research are given. 
The Data

Methodology
To begin, consider the equation of exchange, namely where P t , M t , and Q t are defined above, and V t is the velocity of money with respect to nominal output. Now, assume that P t , M t , and Q t are I(1), using the terminology of Engle and Granger (1987) . This assumption is standard in the literature testing for a cointegrating relationship between prices, money, and output, although there has been some debate as to whether prices are I(1) or I(2), (see e.g. Culver and Papell (1997) and the references contained therein). Unit root tests show that a unit root can be rejected for the first difference, but not the level, or the logged level for all three series. 5 In addition, for the time being, assume that v t = log(V t ) is I(0) (see e.g. Feldstein and Stock (1994) or Estrella and Mishkin (1997) for a discussion of this assumption). Now, rearranging
(1) ,
where lowercase letters signify the use of natural logarithms. Assuming that there exists a vector autoregressive (VAR) representation of p t , m t , and q t , the assumption of stationary velocity implies:
(i) that there exists a cointegrating restriction among p t , m t , and q t ; and (ii) that the cointegrating vector linking the variables is (1, −1, 1), up to a scalar multiple. The Granger Representation
Theorem (Engle and Granger (1987) ) then states that the VAR in levels can be written as a vector error correction (VEC) model with price equation:
where z t−1 = α 0 (p t−1 , m t−1 , q t−1 ) 0 , α is a 3x1 vector of constants (i.e. the cointegration vector), ε t is an error term, and l denotes the number of lags included in the VEC model. This is our benchmark model, is used to predict inflation, where we assume that α = (1, −1, 1) 0 , and is referred to as the "quantity theory VEC model". Alternatively, rather than fixing α (and assuming that v t is stationary), we estimate α using the methodology of Johansen (1988 Johansen ( ,1991 , allowing for the possibility that there may be no cointegration, so that α = 0, and z t−1 is not included in the above model. 6 This model is referred to as our "estimated VEC model". 7 5 Augmented Dickey Fuller unit root tests with covariates, according to the procedure outlined in Elliot and Janssen (2003), were run on the natural logarithms of all variables, with lags selected according to the approach outlined in Ng and Perron (1995) , and all were found to be I(1). 6 The approach of estimating the cointegrating restriction is standard in the literatures on stable money demand and on money income causality, for example. 7 It is also standard in this literature to include a nominal interest rate among the variables in the cointegrating relationship. We do not include an interest rate variable because a strong theoretical argument can be made that
The above two models, as well as all of our other models, can be written as restricted versions of the following VEC model:
where y t+h is a scalar equal to either p t+h or ∆p t+h , β 0 is a constant, β(L) is a matrix polynomial in the lag operator L, x t is a vector of explanatory variables, and h max = 20. When computing forecasts for the VEC models, we set y t+h = ∆p t+h and x t = (∆p t , ∆m t , ∆q t ) 0 . Note also that φ is restricted to be equal to zero for models specified in levels or models specified in differences which do not allow for cointegration. For a given value of h, (3) is re-estimated recursively (i.e. when the objective is to produce optimal forecasting models (see e.g. Engle and Brown (1986) and Swanson and White (1995,1997) ). Based on the above model, we define our prediction of
where in all cases the "|t" symbol denotes conditioning on information available at time t.
It remains to specify the rest of the models that will serve as "competitors" for the quantity theory VEC model. 8 One clear candidate is a VAR model with y t+h = ∆p t+h , x t = (∆p t , ∆m t , ∆q t ) 0 , and φ = 0, which is the same as the above VEC model except for the restriction that φ = 0. This model, thus, does not allow for prices, money and output to be cointegrated. It is henceforth called our "VAR in differences model". An alternative to the VAR in differences model shall be called the "VAR in levels" model, and sets y t+h = p t+h , x t = (p t , m t , q t ) 0 , and φ = 0. As this model involves real interest rates should be stationary (see e.g. Watson (1994) ). Given our assumption that inflation is stationary, this implies that nominal interest rates are stationary. Experimentation revealed that our results are affected very little by the inclusion of an interest rate variable in the cointegrating relationship.
regression with I(1) variables, inference based on the estimated coefficients is not standard (see e.g.
Sims, Stock and Watson (1990) ). However, as our objective is prediction and not inference, this does not pose a problem for us. In addition, note that by estimating the VAR model in levels, we are allowing for cointegration among the variables, although the model is inefficient in the sense that we are not imposing the cointegrating restriction.
In addition to the VEC and VAR models, we estimate a conventional unemployment rate Phillips curve, which is shown in Stock and Watson (1999a) to be quite robust and is seldom beaten in their forecasting experiments except when their new index of aggregate activity based on 168 economic indicators is used. This model is called our "differences Phillips curve model", and sets y t+h = ∆p t+h , x t = (∆p t , U t ) 0 , and φ = 0. A levels version of this model, for which y t+h = p t+h ,
, and φ = 0, is called the "levels Phillips curve model". We follow Stock and Watson (1999a) in assuming the NAIRU is constant and omitting supply shock variables, and therefore use just the unemployment rate when making Phillips curve forecasts. Finally, we also estimate differences and levels versions of a "simple autoregressive model", with y t+h = ∆p t+h , x t = ∆p t , and φ = 0 for the differences version and y t+h = p t+h , x t = p t , and φ = 0 for the levels version, and various random walk models including: ∆p t+h = ∆p t + ε t+h , h = 1, ..., h max ("differences random walk model") and p t+h = β 0 + p t + ε t+h , h = 1, ..., h max ("random walk with drift model"). . 10 Our "benchmark" model is fixed to be the quantity theory VEC model, and we compare the benchmark against each of the other models to find out which one "wins" our prediction contest (see below for further discussion).
9 Given that we have 10 different models and h max = 20, a total of 19,000 different predictions and prediction errors are calculated. 
Forecast evaluation results for 1979:4-1992:4
Our "quantity theory" model imposes important restrictions on a VEC model. An unrestricted VEC model for which the cointegration rank and vector are estimated offers two advantages over the quantity theory VEC model. Namely, it allows for cases in which the cointegrating relationship cannot be identified a priori, and it allows for the possibility that the system is evolving over McCracken (2001) is to show that using standard normal critical values will result in conservative 11 The failure to reject the null of no cointegration for a short while in the 1980's is due to our choice of a 5% significance level; trace test statistics are very close to the 5% critical value over this period. There would be an estimated cointegration rank of zero after 1993 for any reasonable choice of significance level.
inference. 12 As the number of excess parameters gets large, or if the number of out-of-sample forecasts is small, the test statistic has an approximately normal distribution (see e.g. Table 1 , page 92 and the additional tables in Clark and McCracken (2000) 13 ). It is clear from Figure 2 that cointegration vector parameter and/or cointegrating rank estimation error is very important for forecasts in samples of the size available for this exercise. 14 Notice also that the quantity theory VEC does increasingly better as the horizon increases, suggesting that the quantity theory is particularly useful for long-run prediction.
Furthermore, note that in panel (b) of Figure 2 , we cannot reject the hypothesis that the VAR in differences dominates the estimated VEC model at all horizons, at least for conventional significance levels (in this panel, a significantly positive statistic implies that the estimated VEC forecasts are not encompassed by the VAR in differences forecasts). In other words, if we had estimated the cointegration vector and rank each time a forecast was made, rather than imposing stationary velocity and a cointegrating rank of unity, we would have reached a conclusion that the quantity theory VEC was not useful, and would have concluded that imposing cointegration never improves out-of-sample prediction in our context! These findings at least partially explain previous findings that imposing cointegration often does not result in improvement over forecasts constructed using VAR models. In short, we find that there can be large gains from a priori knowledge of the cointegrating vector and rank, and that economic theory plays an important role, at least when our objective is prediction. One reason why this is the case appears to be that parameter and cointegration rank estimation error is large in our framework, as is shown via a series of Monte Carlo experiments in the next section. random walk model, and we observe that for many forecast horizons, the quantity theory VEC model forecasts have little to add to the differences random walk model forecasts. There are several reasons, though, that this is not evidence that the quantity theory VEC model is useless, at least for purposes of monetary policy. First, the differences random walk model is not a reasonable policy model, because it contains no control variables, and merely summarizes the historical time series
properties of the inflation series. Further, the relevant question for policy is whether the variables in the quantity theory VEC model contain information about future inflation, and comparison with the differences random walk model cannot answer this question. Finally, failure of the quantity theory VEC model to forecast better than the differences random walk model does not necessarily imply that the quantity theory VEC model is incorrectly specified. In fact, the Monte Carlo experiments discussed in the next section show that a parsimonious, but misspecified, time series model may forecast better than a correctly specified model due to parameter estimation error.
Forecast evaluation results for 1993:1-2003:2
As discussed above, the estimated cointegration rank fell to zero starting in the fourth quarter of ) that the breakdown of the cointegrating relationship was due to a one-time structural change. Second, structural change is often a problem for macroeconomic forecasting, but that is not the case here. The estimated VEC model allows the data to determine the date of any structural breaks, yet is consistent with our out-of-sample forecasting methodology, so that our findings are not in any way contingent on use of the full sample to identify the break. Overall, there is strong evidence of out-of-sample causality from money growth to inflation, provided one is careful to impose the correct order of integration on the data.
Monte Carlo Experiments
In this section, we investigate the importance of parameter estimation error for the forecasts of several of the models considered above.
The first set of comparisons is designed to study the importance of cointegration vector rank and parameter estimation error on forecasts from VEC models. In particular, 5000 samples of data were generated using the following data generating process (DGP):
where Y t = (p t , m t , q t ) 0 , with p t , m t , and q t defined as above, ∆ is the first difference operator, 3t ∼ IN(0, Σ 3 ), with Σ 3 a 3x3 matrix, and Z t−1 = dY t−1 , with d is an rx3 matrix of cointegration vectors, r is the rank of the cointegrating space (which is either 0, 1, or 2), and a 3 , b 3 , c 3 , and Σ 3 are parameters estimated using historical U.S. data. In all of our comparisons, data are generated with one lag of Y t and cointegrating rank, r, equal to unity, and d either estimated from the historical U.S. data or set equal to (1, −1, 1). We estimate the parameters of (4) Given data generated according to (6) , 2 prediction models are estimated, including: (i) versions of (4) where r and d are estimated, corresponding to the "estimated VEC" model; (iii) versions of (4) where r=0 is imposed, corresponding to the "VAR in differences" model. Note that we have generated the data according to a VEC model in all cases, so that we should expect the estimated VEC prediction model to perform well, assuming that coefficients are estimated with sufficiently little parameter estimation error, for example. Results from this experiment are gathered in Table   2 . The results vary across the different DGP's, but two patterns emerge. First, for small samples (T = 100), imprecise estimates of the cointegrating vector parameters and rank generally prevent the VEC model forecasts from dominating the VAR in differences forecasts, and in many cases the VAR in differences model even forecasts more accurately. Second, as the sample size grows, the VEC model forecasts begin to dominate more often, and for some DGP's the VEC model almost always forecasts better for T = 500.
Our second Monte Carlo experiment is designed to show that parsimonious time series models will often forecast better than more heavily parameterized, but correctly specified rival models, likely due to parameter estimation error. Specifically, we generate data according to two DGP's.
The first DGP is a second-order autoregressive (AR(2)) process:
where p t and ∆ are defined as above, so that ∆p t is the percentage change in the price level from period t-1 to period t, 1t ∼ IN(0, σ 2 1 ), and a 1 , b 1 , c 1 , and σ 2 1 are parameters estimated using historical U.S. data for the period 1959:1-1999:4. The second DGP is a first-order vector autoregressive (VAR(1)) process:
where Y t = (p t , m t , q t ) 0 , with p t , m t , q t and ∆ defined as above, 2t ∼ IN(0, Σ 2 ), with Σ 2 a 3x3 matrix, and a 2 , b 2 , and Σ 2 are parameters estimated using historical U.S. data for the period 1959:1-1999:4. Given these data generating processes, 5000 samples of varying lengths (T = 164, which corresponds to the actual sample size used in the empirical work above, and T = 300, 500) were generated. For each sample generated from the DGP given in equation (5), both AR(1) and AR (2) models were fitted, and one-step ahead forecasts were compared using the DM test. Although the AR(2) model is correctly specified, it requires the estimation of an additional parameter beyond that of the AR(1) model, so that it is not clear which model will forecast better, out-of-sample. For each sample generated according to DGP (6), one-step ahead forecasts are compared for the "differences random walk" and "VAR in differences" models analyzed in the previous section. Again, even though the VAR in differences model is correctly specified, there is no reason to expect that it will forecast better than the differences random walk model, as the lag length and several other parameters need to be estimated for the VAR in differences model. As a final metric for assessing the importance of parameter estimation error, "true" model forecasts, for which the model parameters are imposed a priori to be equal to their true values, rather than estimated, are also included for all of the comparisons. Table 3 shows the percentage of times the DM test was able to reject the null hypothesis that the AR(1) and AR(2) models forecast equally well, given that the data generating process is an AR(2) model. The figure shows results for two comparisons, where the AR(1) model forecasts are compared to those of an AR(2) model for which the coefficients are estimated (the "AR(2) Model" comparisons), and also where the AR(1) model forecasts are compared to those of an AR(2) model where the true coefficients are imposed rather than estimated (the "True Model") comparisons.
We see that for samples of size 164, which is the sample size used in the empirical work, the power is never more than 20%. This means that in practice we would have mistakenly concluded that an AR(1) model is the correct specification 80% of the time. As expected, the power of the test increases with the sample size, but is never more than 51% when the AR(2) model parameters are estimated, even for samples of size 500. Table 4 has related results for two comparisons. In the first (the "VAR Model" comparisons), differences random walk model forecasts are compared to VAR in differences forecasts, with estimated lag lengths and coefficients. In the second (the "True Model" comparisons), differences random walk model forecasts are compared to forecasts from a first-order VAR model where the coefficients are imposed to be equal to their true values rather than estimated. The results depend on the specification, but when the VAR parameters are estimated, the random walk model almost always does better. In fact, for all of the configurations, the DM statistics are never greater than for all but three cases. In nearly all cases, then, a VAR model where the lag length and coefficients are known a priori will forecast better than a random walk model, but when the lag length and coefficients need to be estimated, the random walk model forecasts better.
Concluding Remarks
In this paper, we show that M2 has marginal predictive content for inflation, but it is important to correctly specify the number of unit roots. For the period 1979-1992, there is strong evidence that money, prices, and output were cointegrated, and for this time period imposing a cointegrating restriction among prices, money and output that is implied by the quantity theory yields predictions that are superior to those from a variety of other models, including an autoregressive benchmark, a VAR in differences, and a version of the Phillips curve. Johansen (1988 Johansen ( ,1991 Our finding that imposing cointegration is useful for forecasting inflation is, however, limited to the case where the cointegration vector is imposed rather than estimated. When the cointegration vector is estimated, the corresponding VEC model always forecasts much worse than a VAR in differences model. This suggests that previous work which has found that VEC models do not forecast better than VAR models may be in some part due to the presence of cointegration vector parameter estimation error. We support this notion by presenting Monte Carlo evidence showing that the effect of parameter estimation error on VEC model forecasts is so substantive that it results in many cases to VAR models forecast-dominating VEC models, even the true model is a VEC, and when the cointegrating rank is known. We additionally present evidence that failure to beat a random walk model is not in itself a useful yardstick for measuring the validity of a theoretical model, at least if the objective is forecasting. This is done in part by using data simulated to be consistent with the historical U.S. record over the 1959:1-1999:4 period, and showing that a random walk model usually forecasts better than a VAR model for which the lag length and coefficients are estimated, even when the true data generating process is a first-order VAR model. Given this result, and other related arguments, we conclude that use of a random walk as a strawman model in analyses such as ours is not warranted.
Some limitations of the current paper and directions for future research are the following. First, all of the forecasting models in this paper are simple linear models. Nonlinear models may offer forecasting gains (see e.g. Stock and Watson (1999b) ). Second, although we have considered only one long-run relationship, it might be of interest to consider some of the many other cointegrating relationships that have been proposed in the literature, both domestic (see e.g. Ahmed and Rogers (2000)) and international (see e.g. Ahmed, et al (1993) ). Finally, more work needs to be done on the definition of an appropriate monetary aggregate. Attempts to exploit forecasting relationships between monetary aggregates and policy objectives have been subject to criticism, because in practice it takes too long to detect flaws in the monetary aggregate or parameter instability. Although there has been important work done that deals with the problem of instability (see e.g. Carlson, et al (2000)), much remains to be done in this area, particularly in the area of ex ante analysis of instability. 
Alternative Models 2. VAR in differences model:
3. VAR in levels model:
4. Simple autoregressive model (differences):
5. Simple autoregressive model (levels):
6. Differences Phillips curve model:
7. Levels Phillips curve model:
8. Differences random walk model:
9. Random walk with drift model:
10. Estimated VEC model: Notes: "A" refers to percentage of cases in 5000 replications where the DM statistic was less than or equal to -1, assuming an MSE loss function. "B" refers to percentage of cases where the DM statistic was less than or equal to 0. "C" refers to the percentage of cases where the DM statistic was less than or equal to 1. A negative DM statistic implies the VAR in differences model performed better. (2) 
