This paper presents a new
INTRODUCTION
View-based 3D object recognition methods make use of viewer-centred object representations where the set of possible appearances of a 3D object is stored as a collection of 2D images: The major problem in this case is that there is potentially an infinite number of possible viewpoints that induce an infinite number of object appearances. To cope with the huge number of viewpoints and appearances it is necessary to sample a viewpoint space and group together similar neighbouring views. At this point, it is natural to ask how many views are needed in order to effectively represent a 3D object taking into consideration problems such self-occlusion and occlusion by other objects, and how to choose these views.
In [12] U h a n and Basri propose a method in which an object model is represented by the linear combinations of several 2D views of the object. For objects with sharp edges, the linear combination represent& tion is exact, whereas for objects with smooth boundaries it is an approximation that often holds over a wide range of viewing angles. Unfortunately, the method seems to work only with computer-generated objects or simple natural objects in which edges and contours are easily and completely identifiable. Another limitation is that self-occlusion is not considered in the sense that it is assumed that the same set of points is visible in all different views. view-based recognition model using a neural network approach is presented.
Breuel [7] presents a theoretical result for an upper bound on the number of views needed by a vzew-based recognition system in order to achieve zero probability of false negative matches. Sucb an upper bound is related to a parameter 6 that defines the entity of the error allowed in the localisation of object features and to the diameter of the CCD array camera lens. It is suggested that 3600 views will cover the whole viewing sphere. However, this work does not provide general information about the minzmum number of views necessary to ensure reliable recognition.
The work presented in this paper takes a different approach. Instead of deriving a rule to choose how many views are needed for each object and which ones, the effort is transferred to the problem of reducing the amount of stored model data acquired from a large number of views. This is possible if feature vectors that vary smoothly with viewing angle are utilised to represent shape information about objects in images. In this case, vectors derived from the same image feature viewed from within an angle range can be parametrised, making the amount of computation and storage considerably smaller both in learning and in recognition. [a], [14i9 [IO] ) arr based on the ordering of the vector points on the values of one or more of the coordinates and restricting the search in a hypercube centred about the test feature point. In [ l l ] the proposed method is based on the idea that the entire feature space need not TO be searched but only the region around the unknown sample needs to be considered. 111 :6: a variant of the k-d tree search algorithm is presented which finds the nearest neighbour for a large fraction of the queries and a 'close' neighbour in the remaining caszs.
Image Processing and its
Unfortunately, all these techniques only work when the distribution of the feature points is uniform which is not always the case. Additionally, trials of some of these methods have confirmed that they do not work reliably for feature spaces having dimension higher than 20.
3D OBJECT RECOGNITION SYSTEM
The recognition system proposed in this work is based upon the collection of a large number of views for each object taken around an equatorial line of the viewing sphere. This choice is justified by the fact that in many applications the camera is fixed and the objects in the scene lie in the workspace in one of a limited number of stable positions, where the only degree of freedom is a rotation along a vertical axis.
Recognition and localisation are carried out through the following steps:
PREPROCESSING (CONSTRUCTION OF FEATURE VECTORS).
Model data (during training) and scene data (during recognition) are transformed into sets of feature vectors in high-dimensional space using a suitable representation
MATCHING (NEAREST-NEIGHBOUR SEARCH).
Matching between scene and model feature vectors is carried out using a proposed novel method for searching in a high-dimensional space.
OBJECT RECOGNITION AND LOCALISATION.
Localisation of models in the scene can be derived accumulating the scores obtained by each model feature vector which has a match to one or more scene feature vectors. A winner-takeall competition among all model views is carried out and a number of model views are selected as being present in the scene. Localisation is conducted through a least-square fit of scene and model geometric features extracted from the images.
CONSTRUCTION OF FEATURE VECTORS
The work presented in this paper uses pairwise yeometric histograms ( P G H ) as feature vectors representing both scene and model data. PGHs are a form of representation of local shape geometry for rigid 2D object views [4] . To construct PGHs, edges are detected in an image using the Canny algorithm and approximated by a sufficient number of short line segments using a variant of the Ballard's straight line recursive-split approximation algorithm. A PGH is a two-dimensional histogram that accumulates measures of the distance and the orientation between every pair of line segments that are within a given distance of each other. An instance of how a PGR is constructed is depicted in figure 1 . This shape representation is robust to occlusion and clutter and is well suited to the present work, as the feature vec-tors vary smoothly with the orientation of the viewing point. 2D recognition systems that use the PGH technique are presented in [5] , [2] and [3] .
Similarity between two PGHs is measured using the Bhattacharyya metric, which is an efficient and appropriate way to compare histogram data [l] . In practical terms, the Bhattacharyya metric is simply the dot product of two normalised and square-rooted vectors: The matching process can be then viewed as searching in the high-dimensional space for the 'closest' model PGH to each given scene PGH. The bottleneck of such an approach is the impracticality of exhaustive search for the matching due to the large number of PGHs. Therefore, an alternative (practical in computational terms) search technique is required.
FEATURE VECTORS PATHS AND NN

SEARCH
PGHs do not M y populate the surface of the hyper-plane, but describe low-dimensional trajectories across the surface [3] . This assertion suggested that, when generated from consecutive views2 along an equatorial line of the viewing sphere, the position and the orientation of a single line segment will not vary abruptly and the corresponding PGH will follow smooth paths -or tracks -on the hyper-plane.
Trials have confirmed the idea that it is possible to 'follow' the path described by PGHs relative to corresponding line segments in consecutive views. These paths have variable length (in terms of number of histograms) depending on the intrinsic geometric characteristics of the viewed object and on the quantity of noise present in the images. Trials run on six different 3D objects have given an average length of 8 PGHs.
One way to reduce the amount of information which must be stored in the model database is to approximate these PGH paths with linked line segm e n t~.~ An algorithm similar to the one utilised to obtain image l i e segments from image edges has been adopted.
Using this procedure, PGHs along a path line segment can be described by the equation of a straight line in a multi-dimensional space. That is, for each co-ordinate of the vector (PGH), we have:
where ai and bi are the co-ordinates of the line endpoints and the parameter U € [0,1]. It is worth noting that each point on the line segment still lies on the original hyper-plane -that is each point can be thought of as a new PGH. Each PGH forming the path segment (except the two endpoints) is then projected onto the line segment and only one scalar number -the parameter U -needs to be stored.
Nearest neighbour search for each scene PGH is carried out in the following steps:
1. Distances (calculated using the Bhattacharyya similarity metric) between the scene PGH and each path line segment are calculated in an exhaustive manner.
2. The scene.PGH is projected onto the nearest path line segment. The corresponding value of U is calculated (be it U').
3. Consider the two PGHs whose projection give the closest value of U (U' and tir) to u'from its left and its right, that is U' 5 U* and U' 2 U' .
4.
Calculate distance between scene PGH and each of the previous two (projected) PGHs and decide which one is the closest. In this way, as shown in table 1, it is possible to sensibly reduce the number of matches between histograms making computational time together with memory storage requirements fairly acceptable. Table 1 shows a summary of the results collected from the six 3D objects forming the system model database utilised in the work experiments.
RESULTS
These figures show that this procedure allows ns to reduce the amount of memory required to store model PGHs of about 70%. Concerning the computational time, steps 2, 3, and 4 can be in first approximation disregarded with comparison to step 1; therefore, computational time was reduced by about 70%.
To test the effectiveness of this technique, a number of exhaustive trials have been run using in turn each stored model histogram as scene histogram.
A fist test regards the approximation made when the model histograms (except for the path nodes) are projected onto their closest path line segment and therefore slightly modified. Averaging the results among the six objects, it has been found (trial no. 1 in table 2) that after the projections the nearestneighbour PGH is preserved in 72% of the cases, whereas if we take the closest 10 projected PGHs to the given test histogram, its original nearestneighbour will be included in 89% of the cases.
A second approximation is made when path line segments are searched for instead of histograms. In this case, it bas been found (trial no. 2 in table 2) 
CONCLUSION
Initial results obtained from the trials are encouraging. We believe better results can be achieved using a different parametrisation of the paths, using for instance low-degree curves (e.g. splines) which would further reduce the number of parameters needed to describe each trajectory.
We believe this work represents an initial step on the way to building a view-based 3D recognition system with limited knowledge of the nature and the characteristics of the objects to be recognised. Both training and recognition can he achieved through a series of repetitive automated tasks avoiding the construction of complex object models which needs human support. This represents a great advantage in many industrial applications (assembly, food processing, pick-and-place operations) involving scenes and systems that need regular re-training because of frequently modified model sets.
