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Abstract
We study time dependent Schrödinger equation for large spinless fermions with the semiclassical scale
~ = N
−1/3 in three dimensions. By using the Husimi measure defined by coherent states, we rewrite
the Schrödinger equation into a BBGKY type of hierarchy for the k particle Husimi measures. Further
estimates are derived to obtain the weak compactness of the Husimi measures, and in addition uniform
estimates for the remainder terms in the hierarchy are derived in order to show that in the semiclassical
regime the weak limit of the Husimi measure is exactly the solution of the Vlasov equation.
Keywords: Large fermionic system, Husimi measure, semiclassical limit, BBGKY, Wasserstein distance,
Vlasov equation.
1 Introduction
In this paper, we aim to study the mean-field regime of large fermionic system in dynamic case. Specifically,
we consider a time-dependent Schrödinger equation systems of N -fermions acting on a Hilbert space that
has anti-symmetric property and study how it can converge to the classical Vlasov equation. Such an
anti-symmetric Hilbert space is defined as
L2a(R
3N ) :=
{
ψN,t ∈ L2(R3N ) : ψN,t(qπ(1), . . . , qπ(N) = ε(π)ψN,t(q1, . . . , qN )
}
,
for all t > 0 and ε(π) be the sign of odd-permutations. This space is a subspace of L2(R3N ). The reason
we consider such an anti-symmetric space is due to Pauli exclusion principle where it states that no two or
more indistinguishable fermions may allowed to occupy the same quantum state.
On this space, we consider the evolution of the N -fermions by its Hamiltonian operator
HN = −1
2
N∑
j=1
∆qj +
1
2N1/3
N∑
i6=j
V (qi − qj).
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Due to the Pauli exclusion principle, we know that the kinetic energy of N -body fermionic system,
confined initially in a box with volume of order 1, is at least of order N5/3. Thus, the coupling constant
of the interaction potential should have the scale of N−1/3 in order to have the same scale between kinetic
energy and potential energy. As such, we denote this scaling as the semi-classical scale ~ = N−1/3, giving
us the following dynamic N -fermionic Schrödinger problem as follows,
i~∂tΨN,t =
−~2
2
N∑
j=1
∆qj +
1
2N
N∑
i6=j
V (qi − qj)
ΨN,t,
ΨN,0 = ΨN ,
(1.1)
where the time-dependent states ΨN,t ∈ L2a(R3N ), ΨN the initial data in the family of L2a(R3N ) functions
and V be the interacting potential.
In a system with large number of particle N , the system proves rather challenging to analyze. It is
possible, however, to get the macroscopic behaviour of such a large system from its microscopic properties
of particles by approximation. This is known as the effective equation to a system of large particles.
The derivation of dynamic Schrödinger equation to Vlasov equation has been studied by many. Narnhofer,
Neunzert, and Sewell [38], and Spohn [50] are the first to derive from many particles, bosonic and fermionic,
Schrödinger equation to Vlasov equation, with the potential V assumed to be analytic and in C2 respectively.
For large fermionic regime in particular, Benedikter, Porta, and Schlein [7] show that for large N , the
many-particles Schrödinger systems for fermions do converge towards a nonlinear Hartree-Fock equation,i~∂tωN,t =
[−~2∆+ (V ∗ ̺t)−Xt, ωN,t] ,
ωN,0 = ωN ,
where ω is one-particle density, ̺t(q) = N
−1ωN,t(q; q) andXN,t is a small term having the kernelXN,t(x, y) =
N−1V (x− y)ωN,t(x; y). The authors in [15] proved that, for small time interval, if the initial data is Slater
determinant, the evolution of the initial data is also close to a Slater determinant for a sufficient regular
interaction potentials. Whilst the authors in [7] proved the same for arbitrary time and was able to supply
the rate of convergence in exponential time. This results have also been extended the case into mixed states
in [5], and relativistic case in [13].
Once the convergence between N -fermionic Schrödinger equation to Hartree-Fock equations in classical
limit have been established, Benedikter, Porta, Saffirio, and Schlein [6] further proved that from Hartree-Fock
equations, one may obtain its semiclassical convergence to Vlasov equation by the use of pseudodifferential
calculus. Specifically, they utilize the Wigner-Weyl transformation of ωN,t by denoting the Wigner measure
as
WN,t(q, p) =
(
~
2π
)3 ˆ
dy e−ip·yωN,t
(
x+
~
2
y;x+
~
2
y
)
,
from which they obtained the classical Vlasov equation by taking the semiclassical limit ~→ 0,
∂tWt(q, p) + 2p · ∇qWt = ∇(V ∗ ρt) · ∇pWt, (1.2)
where ρt(q) =
´
dp Wt(q, p). Moreover, the authors in [6] show the rate of convergence in trace norm with
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the assumption that, for a constant C > 0,
∑
|β|65
¨
dqdp (1 + q2 + p2)4|∇βWN (q, p)|2 6 C. (1.3)
as well as a sufficiently regular potential V . On top of that, in [44, 46, 47], it is also proven that the
convergence from Hartree to Vlasov in semiclassical limit for Coulomb potentials with assumption on the
moments in phase space similar to (1.3) and utilized the Fefferman-de la Llave decomposition [16] on the
Coulomb potential. In particular, Saffirio [47] shows the rate of convergence in terms of Hilbert-Schmidt and
L2 norm.
Furthermore, abstract convergence from Hartree dynamics to Vlasov equation can be found in [17, 20,
25, 34, 36]. The explicit estimate of the convergence from Hartree to Vlasov was proven by Anthanassoulis et
al [1, 2, 3] for smooth enough potential. In fact, Athanassoulis [3] shows the rate of convergence in L2-norm.
Moreover, Lafleche [30, 31] proved for the Coulomb potential. Convergence to Vlasov in the sense of classical
limit can be found in [26, 28, 29, 32]. Further relevant literature on the fermionic case can be found in
[4, 19, 40, 41, 42], and for bosonic case in [9, 10, 37, 33, 43].
The convergence to Vlasov equation in quantum pseudo-distance have also been considered by Golse,
Mouhot and Paul [21], Golse and Paul [22, 23]. Specifically in [23], the authors utilized the Dobrushin
estimate and 2-Wasserstein metric in measuring the convergence of particle densities to the Vlasov equation
(1.2) in term of Wigner measure.1 Such strategy is beneficial as it requires no strong regularity assumption
on initial data. In [24], they are able to find the convergence uniform in the Planck-constant. Moreover,
Golse and Paul [22] also provides the convergence between N -body Schrödinger equation to the Liouville
equations with the same metric. Then from Liouville equations, one may integrate it to get the BBGKY
hierarchy and from whence derive the Vlasov equation.2
It should be noted that Wigner measure is not a true probability density as it may be negative in certain
phase-space. In fact, the Hudson-Piquet theorem [27, 35, 49] concludes that the Wigner measure is non-
negative if and only if the pure quantum states are Gaussian, whilst Bröker and Werner [8] states that the
Wigner measure is non-negative if the state is a convex combination of coherent states. Moreover, Mandilara,
Karpov, and Cerf [35] examine the upper and lower bounds of the Wigner measure that are dependent on
the Gaussianity of the state. However, it has been shown that if we convolute the Wigner measure with
a Gaussian function in phase-space, one get a non-negative probability measure known as Husimi measure
[18, 45, 52]. In fact, from [18, p.21], the Husimi measure is given by
m
(k)
N,t =
N(N − 1) · · · (N − k + 1)
Nk
W
(k)
N,t ∗ G~, (1.4)
where 1 6 k 6 N , G~ = (π~)3k exp (−~−1(∑kj=1 |qj |2+|pj|2)). Observe that from the definition of k-particle
Husimi measure given in (1.12), the Husimi measure is non-negative, which suggests that it is a well-defined
probability density.
Inspired by [6, 18, 21, 22, 23], this paper aims to show how the systems of N -fermionic Schrödinger may
converge to Vlasov equation when taking the limit in N → ∞ in the semiclassical scale ~ = N− 13 . These
relations is represented clearly in Figure 1. In our analysis, however, we will omit the analysis between N -
1See Figure 1.
2The BBGKY hierarchy is named after Bogoliubov, Born, Green, Kirkwood, and Yvon.
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N -fermionic Schrödinger Hartree Fock
Liouville Vlasov
N→∞
~→0 ~=N −
1/3→
0
~→0
N→∞
Figure 1: Relations of N -fermionic Schrödinger systems to other mean-field equations [21, 22].
fermionic Schrödinger equation to Hartree-Fock equation and instead derive its Vlasov equivalent directly.
It is convenient for us to introduce the second quantization framework in our study the quantum many-
body systems. In particular, we utilize the notations in [7, 10, 39] where the fermionic Fock space is defined
as
Fa =
⊕
n>0
L2a(R
3n, (dx)⊗n),
where we denote (dx)⊗n = dx1 · · · dxn. The creation and annihilation operator in terms of their respective
distributive forms,
a∗(f) =
ˆ
dx a∗xf(x), a(f) =
ˆ
dx axf(x). (1.5)
Due to the canonical anti-commutator relation (CAR) in the fermionic regime, we have that for all
f, g ∈ H1(R3)
{a(f), a∗(g)} = 〈f, g〉 , {a∗(f), a∗(g)} = {a(f), a(g)} = 0, (1.6)
where {A,B} = AB+BA is the anti-commutator. In particular, the CAR for operator kernels hold as follow
{ax, a∗y} = δx=y, {a∗x, a∗y} = {ax, ay} = 0. (1.7)
This CAR in distributive form will be frequently used in our computations.
As in [7], we may write the corresponding Hamiltonian in terms of the operator valued distribution in
Fa by
HN = ~
2
2
ˆ
dx ∇xa∗x∇xax +
1
2N
¨
dxdy V (x− y)a∗xa∗yayax. (1.8)
Therefore, we rewrite the Schrödinger equation in Fock Space as follows,i~∂tψN,t = HNψN,t,ψN,0 = ψN , (1.9)
for all ψN,t ∈ F (N)a and t ∈ [0, T ], where ψN ∈ F (N)a with ‖ψN‖ = 1. The solution to the above Cauchy
problem is ψN,t = e
− i
~
HtψN , with a given initial data ψN .
Remark 1.1. It should be noted the states ψN,t in our analysis stays in the Nth-sector of Fa due to the
definition of Husimi measure which will be given later. Therefore, denoting F (n)a to be the n-th sector in Fa,
4
we say that ψN,t ∈ F (N)a for all t > 0.
Furthermore, we use the definition of the number and kinetic energy operators as follows,
N =
ˆ
dx a∗xax and K = ~2
ˆ
dx ∇xa∗x∇xax, (1.10)
respectively. We shall further explore the properties of the operators in (1.10) in section 2.2.
Next, we shall introduce the Husimi measure. In fact, our notation follows closely with the notations in
Fournais, Lewin and Solovej [18] where it deals with large fermionic particles in stationary case. The main
tool in their analysis is the use of coherent state, a subtle tool that proves extremely useful in our work as
well.
For any real-valued normalized function f , the coherent state is given by,3
f~q,p(y) := ~
− 3
4 f
(
y − q√
~
)
e
i
~
p·y, (1.11)
Similar to [11] and [18], the k-particle Husimi measure is defined as, for any 1 6 k 6 N
m
(k)
N (q1, p1, . . . , qk, pk) :=
〈
ψN , a
∗(f~q1,p1) · · · a∗(f~qk,pk)a(f~qk,pk) · · · a(f~q1,p1)ψN
〉
, (1.12)
where ψN ∈ F (N)a is the N -fermionic states, a(f~q,p) and a∗(f~q,p) are the annihilation and creation opera-
tors respectively. Husimi measure defined in (1.12) measures how many particles, in particularly fermions,
are in the k semiclassical boxes with length scaled of
√
~ centered in its respectively phase-space pair,
(q1, p1), . . . , (qk, pk).
In the context of this paper, we use m
(k)
N,t to be the time dependent Husimi measure defined by the
solution of the Schrödinger equation ψN,t. By using operator kernels defined in (1.5), we may rewrite the
Husimi measure as follows
m
(k)
N,t(q1, p1, . . . , qk, pk) :=
˙
(dwdu)⊗k
(
f~p,q(w)f
~
p,q(u)
)⊗k 〈
ψN,t, a
∗
w1 · · ·a∗wkauk · · · au1ψN,t
〉
, (1.13)
where the tensor products indicate
(dwdu)⊗k := dw1du1 · · · dwkduk and
(
f~p,q(w)f
~
p,q(u)
)⊗k
:=
k∏
j=1
f~pj ,qj (wj)f
~
pj ,qj (uj).
Note that the function f here is a very well localized function in practice [18], therefore we may take the
following assumption
Assumption A1. The real-valued function f ∈ H1(R3) satisfies ‖f‖2 = 1, and has compact support.
Additionally, we assume that the interaction potential to satisfy as follows
Assumption A2. V is a real-valued function such that V (−x) = V (x) and V ∈ W 2,∞(R3).
As is well known that in the mean field semiclassical regime, the dynamic of (1.1) can be approximated
3The function f can be any real-valued function.[18] For this paper, we set f to be compactly supported. See Assumption
A1.
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by a one particle Vlasov equation. Namely, for all q, p ∈ R3
∂tmt(q, p) + p · ∇qmt(q, p) = ∇
(
V ∗ ρt
)
(q) · ∇pmt(q, p), (1.14)
with initial data m0(q, p), where mt(q, p) is the time dependent one particle probability density function,
and ρt(q) =
´
mt(q, p)dp. Although (1.14) is a non-linear equation, such equation would be more suitable to
analyze than the increasingly large systems of Schrödinger equation. The well-posedness of the above Vlasov
problem is given by Drobrushin [14] for smooth V .
Now, we are ready to state the our main results.
Theorem 1.1. Let Assumptions A1 and A2 hold, ψN,t be the solution of Schrödinger equation (1.9), m
(k)
N,t
be the Husimi measure which defined in (1.13). If m
(1)
N , the 1-particle Husimi measure of the initial data
ψN , satisfying ¨
dq1dp1(|p1|2 + |q1|)m(1)N (q1, p1) 6 C. (1.15)
Then, for all t > 0, the k-particle Husimi measure at time t, m
(k)
N,t has a weakly convergent subsequence which
converges to m
(k)
t in L
1(R6), where m
(k)
t is a weak solution of the following infinite hierarchy in the sense
of distribution, i.e. it satisfies for all k > 1 that
∂tm
(k)
t (q1, p1, . . . , qk, pk) + ~pk · ∇~qkm(k)t (q1, p1, . . . , qk, pk) (1.16)
=
1
(2π)3
∇~pk ·
¨
dqk+1dpk+1∇V (qj − qk+1)m(k+1)t (q1, p1, . . . , qk+1, pk+1).
As a corollary from our main result in Theorem 1.1, we have the following
Corollary 1.1. Let Assumptions A1 and A2 hold. Assume further that the initial data of (1.16) can be
factorized, i.e. for all k > 1,
‖m(k)N −m⊗k0 ‖L1 → 0, as N →∞. (1.17)
Then, if the infinite hierarchy (1.16) has a unique solution and mt be the solution to the classical Vlasov
equation in (1.14), it holds that
W1
(
m
(1)
N,t , mt
)
−→ 0, as N →∞,
for t > 0.
Remark 1.2. Although the results in this article is weaker than the works in [21, 22, 23], the main purpose of
this article is to present an alternative approach and framework, namely to rewrite the Schrödinger equation
into a BBGKY type of hierarchy, and to derive estimates for the remainder terms that appear in the new
hierarchy.
Remark 1.3. In Corollary 1.1, the convergence is stated in terms of 1-Wasserstein distance. For completeness,
we give its definition as defined in [51]
W1(µ, ν) := max
π∈Π(µ,ν)
ˆ
|x− y|dπ(x, y), (1.18)
where µ and ν are probability measures and Π(µ, ν) the set of all probability measures with marginals µ
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and ν. The Wasserstein distance, also known as Monge-Kantorovich distance, is a distance that measures
probability densities. In fact, if we interpret the metric in Lp space as the distance that measures two densities
“vertically”, the Wasserstein distance measures the distance between two densities “horizontally”[48].
Remark 1.4. The assumptions for initial data (1.15) and (1.17) can be realized by choosing ψN to be the
Slater-determinant. That is, for all orthonormal basis {ϕj}∞j=1, the initial data is given as
ψN (q1, . . . , qN ) =
1√
N !
det{ϕj(qi)}06i,j6N , (1.19)
Remark 1.5. Assumptions A1 and A2 are expected to be weakened to the situation that f ∈ H1(R3),
|x|f(x) ∈ L2(R3), and V to be Coulomb potential. These will be our future projects.
Remark 1.6. In this context, we have applied the BBGKY hierarchy, the intermediate mean field approxi-
mation Hartree Fock system has not been benefited. With Hartree Fock approximation, one can do direct
factorization in the equation for m
(1)
N,t. In this direction, we expect to derive the rate of convergence in an
appropriate distance between the Husimi measure and the solution of the Vlasov equation.
The arrangement of the paper is the following. In section 2, we give the main strategy of the proof. After
introducing the reformulation of Schrödinger equation into a hierarchy of the Husimi measures, a sequence
of necessary estimates on number operators, the localized number operators, and the kinetic energy operator
are given, which will be contributed to do compactness argument for the Husimi measures. We leave the
tedious computation of the hierarchy to section 3.1. Furthermore, the uniform estimates for remainder terms
in the hierarchy, which is another main contribution of this article, are provided in section 3.2.
2 Proof strategy through BBGKY type hierarchy for Husimi mea-
sures
We first start from the many particle Schrödinger equation and derive an approximated hierarchy of time
dependent Husimi measures by direct computation. Compare to the BBGKY hierarchy of Liouville equation
in the classical sense, it has two families of remainder terms, which are determined by the N particle wave
function from Schrödinger equation. In order to take a convergent subsequence of the k-particle Husimi
measures, we derive the uniform estimates for number operator and the kinetic energy. Together with an
additional estimate for localized number operator, we can show that the remainder terms are of order ~
1
2
−δ,
for arbitrary small δ. Then the desired result will be obtained by the uniqueness of solution to the infinite
hierarchy.
2.1 Reformulation: Hierarchy of time dependent Husimi measures
In this subsection, we begin by examining the dynamics of k-particle Husimi measure by using the N -body
fermionic Schrödinger dynamics. The proofs of the following propositions are provided in section 3.1.
Proposition 2.1. Suppose ψN,t ∈ F (N)a is anti-symmetric N -particle state satisfying the Schrödinger equa-
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tion in (1.9). Moreover, if V (−x) = V (x) then we have the following equation for k = 1,
∂tm
(1)
N,t(q1, p1) + p1 · ∇q1m(1)N,t(q1, p1) =
1
(2π)3
∇p1 ·
¨
dq2dp2∇V (q1 − q2)m(2)N,t(q1, p1, q2, p2)
+∇q1 · R1 +∇p1 · R˜1,
(2.1)
where the remainder terms R1 and R˜1, are given by
R1 :=~ Im
〈∇q1a(f~q1,p1)ψN,t, a(f~q1,p1)ψN,t〉 ,
R˜1 := 1
(2π)3
·Re
¨
dwdu
¨
dydv
¨
dq2dp2
ˆ 1
0
ds
∇V (su+ (1− s)w − y)f~q1,p1(w)f~q1,p1(u)f~q2,p2(y)f~q2,p2(v) 〈awayψN,t, auavψN,t〉
− 1
(2π)3
¨
dq2dp2∇V (q1 − q2)m(2)N,t(q1, p1, q2, p2),
(2.2)
Proposition 2.2. For every 1 6 i, j 6 k and qj , pj ∈ R3, denote ~qk = (q1, . . . , qk) and ~pk = (p1, . . . , pk).
Under the assumption in Proposition 2.1, then for 1 < k 6 N , we have the following hierarchy
∂tm
(k)
N,t(q1, p1, . . . , qk, pk) + ~pk · ∇~qkm(k)N,t(q1, p1, . . . , qk, pk)
=
1
(2π)3
k∑
j=1
∇pj ·
¨
dqk+1dpk+1∇V (qj − qk+1)m(k+1)N,t (q1, p1, . . . , qk+1, pk+1)
+∇~qk · Rk +∇~pk · R˜k + R̂k,
(2.3)
where the remainder terms are denoted as
Rk :=~ Im
〈∇~qk(a(f~qk,pk) · · · a(f~q1,p1))ψN,t, a(f~qk,pk) · · ·a(f~q1,p1)ψN,t〉 ,
(R˜k)j := 1
(2π)3
Re
˙
(dwdu)⊗k
ˆ
dy
[ˆ 1
0
ds∇V (suj + (1− s)wj − y)
] (
f~q,p(w)f
~
q,p(u)
)⊗k
¨
dq˜dp˜ f~q˜,p˜(y)
ˆ
dv f~q˜,p˜(v) 〈awk · · · aw1ayψN,t, auk · · · au1avψN,t〉
− 1
(2π)3
¨
dqk+1dpk+1∇V (qj − qk+1)m(k+1)N,t (q1, p1, . . . , qk+1, pk+1),
R̂k :=~
2
2
Im
˙
(dwdu)⊗k
k∑
j 6=i
[
V (uj − ui)− V (wj − wi)
] (
f~q,p(w)f
~
q,p(u)
)⊗k
〈awk · · ·aw1ψN,t, auk · · · au1ψN,t〉
(2.4)
2.2 A priori estimates
In the next steps, we derive estimates in order to have compactness of each k-particle Husimi measures, as
well as to prove that the remainder terms converge to zero in the sense of distribution. The estimates are
derived directly from the solutions of the N -fermionic Schrödinger equation.
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Properties of coherent states and Husimi measures
Here we give the properties of coherent states and Husimi measures provided in [18], which will be frequently
needed in our computation. Firstly, we observe that the coherent state has a projection property, that is
Lemma 2.1 (Projection of the coherent state, [18]). For every real-valued function f satisfying ‖f‖2 = 1
and the coherent states f~q,p defined as in (1.11), we have that
1
(2π~)3
¨
dqdp
∣∣f~q,p〉 〈f~q,p∣∣ = 1(2π~)3
¨
dqdp
〈
f~q,p, ·
〉
f~q,p(y) = 1. (2.5)
Secondly, the properties of the k-particle Husimi measure m
(k)
N is given as follows
Lemma 2.2 (Properties of k-particle Husimi measure, [18]). Suppose for ψN ∈ F (N)a is normalized. Then,
the following properties hold true for m
(k)
N :
1. m
(k)
N (q1, p1, . . . , qk, pk) is symmetric,
2. 1
(2π)3k
¯
(dqdp)⊗km(k)N (q1, p1, . . . , qk, pk) =
N(N−1)···(N−k+1)
Nk
,
3. 1(2π~)3
˜
dqkdpk m
(k)
N (q1, p1, . . . , qk, pk) = (N − k + 1)m(k−1)N (q1, p1, . . . , qk−1, pk−1), and
4. 0 6 m
(k)
N (q1, p1, . . . , qk, pk) 6 1 a.e.,
where 1 6 k 6 N .
Remark 2.1. Note that as ‖ψN‖ = ‖ψN,t‖, Lemma 2.2 is also valid if we replaced the stationary wave-
function ψN , to a time-dependent ψN,t, for t > 0. Moreover, it can be obtained that for any fixed positive
integer 1 6 k 6 N ,
0 6 m
(k)
N,t 6 1 a.e. in R
6k. (2.6)
The ~-weighted Fourier transformation, which will be used repeatedly in our computation, is given, for
any given function F,G ∈ L2, as
ˆ
dy G(y)F (y) =
ˆ
dy G(y)
1
(2π~)3
¨
dp2dv F (v)e
i
~
p2·(y−v). (2.7)
Number operator and localized number operator
In this part, we give the bounds of number operators and its corresponding localized version, both of which
are used extensively in estimating the remainder terms in (2.1) and (2.3).
Lemma 2.3. Let ψN,t ∈ F (N)a be the solution to Schrödinger equation in (1.1) with initial data ‖ψN‖ = 1,
the number operator N defined in (1.10). Then, for finite 1 6 k 6 N , we have〈
ψN,t,
N k
Nk
ψN,t
〉
=
N(N − 1) · · · (N − k + 1)
Nk
6 1.
Proof. Since ψN,t satisfies the Schrödinger equation, then for k > 1,
i~
d
dt
〈
ψN,t,N kψN,t
〉
=
〈
ψN,t, [N k,HN ]ψN,t
〉
= k
〈
ψN,t,N k−1[N ,HN ]ψN,t
〉
= 0,
9
where we used the fact that HN is self-adjoint and [HN ,N ] = 0. Therefore, integrating the above equation
with respect to time, gives us〈
ψN,t,
N k
Nk
ψN,t
〉
=
〈
ψN ,
N k
Nk
ψN
〉
=
N(N − 1) · · · (N − k + 1)
Nk
6 1,
for any 1 6 k 6 N .
Remark 2.2. The number operator is an operator that counts the number of particles, furthermore its
expectation is the total mass of Husimi measure. This fact can be understood in the following, observe that
by using the projection in (2.5) and Lemma 2.2, we have
〈ψN,t,NψN,t〉 =
ˆ
dx 〈ψN,t, a∗xaxψN,t〉
=
1
(2π~)3
¨
dqdp
ˆ
dx
〈
ψN,t, a
∗
xf
~
q,p(x)
( ˆ
dy ayf~q,p(y)
)
ψN,t
〉
=
1
(2π~)3
¨
dqdp
〈
ψN,t, a
∗(f~q,p)a(f
~
q,p)ψN,t
〉
=
1
(2π~)3
¨
dqdp m
(1)
N,t(q, p)
=N.
In fact, if we repeat the projection above for k-times, we may get
1
(2π)3k
˙
(dqdp)⊗km(k)N,t(q1, p1, . . . , qk, pk) =
〈
ψN,t,
N k
Nk
ψN,t
〉
=
N(N − 1) · · · (N − k + 1)
Nk
6 1, (2.8)
where 1 6 k 6 N and t > 0.
More importantly, we have the following estimates for localized number operators.
Lemma 2.4 (Bound on localized number operator). Let ψN ∈ F (N)a such that ‖ψN‖ = 1, and R be the
radius of a ball such that the volume is 1. Then, for all 1 6 k 6 N , we have
˙
(dqdx)⊗k
〈
ψN ,
(
k∏
n=1
χ|xn−qn|6
√
~R
)
a∗x1 · · · a∗xkaxk · · ·ax1ψN
〉
6 ~
− 3
2
k,
where χ is a characteristic function
Proof. Consider first the case where k = 1. For every 1 6 j 6 k, we have
ˆ
dxj
(ˆ
dqj χ|xj−qj |6
√
~R
)〈
ψN , a
∗
xjaxjψN
〉
=~
3
2 〈ψN ,NψN 〉 = ~ 32−3
〈
ψN ,
N
N
ψN
〉
6 ~
− 3
2 ,
where we used Lemma 2.3. Analogously, for 2 6 k 6 N ,
ˆ
(dx)⊗k
(
k∏
n=1
ˆ
dqn χ|xn−qn|6
√
~R
)〈
ψN , a
∗
x1 · · · a∗xkaxk · · · ax1ψN
〉
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= ~
3
2
k
〈
ψN ,N kψN
〉
= ~
3
2
k−3k
〈
ψN ,
N k
Nk
ψN
〉
6 ~
3
2
k−3k,
where we applied Lemma 2.3 again.
Lemma 2.5 (Estimate of oscillation). For ϕ(p) ∈ C∞0 (R3) and
Ω~ := {x ∈ R3; max
16j63
|xj | 6 ~α}, (2.9)
it holds that for every α ∈ (0, 1), s ∈ N, and x ∈ R3\Ω~,∣∣∣∣ˆ
R3
dp e
i
~
p·xϕ(p)
∣∣∣∣ 6 C~(1−α)s, (2.10)
where C depends on the compact support and the Cs norm of ϕ.
Proof. We will prove the lemma in a single-variable environment. That is, we let the momentum and space
to be p = (p1, p2, p3) and x = (x1, x2, x3) such that xj , pj ∈ R for all j ∈ {1, 2, 3}. Then, for arbitrary
x ∈ R3\Ω~, one of the xjs is bigger than ~α. Without loss of generality, we assume that |x1| > ~α and
x2, x3 ∈ R. Let supp ϕ ⊂ Br(0) ⊂ R3, we can rewrite the left hand of (2.10) into the following,∣∣∣∣ˆ r−r dp1
ˆ r
−r
dp2
ˆ r
−r
dp3e
i
~
(p1x1+p2x2+p3x3)ϕ(p)
∣∣∣∣
=
∣∣∣∣ˆ r−r dp2e i~p2x2
ˆ r
−r
dp3e
i
~
p3x3
ˆ r
−r
dp1e
i
~
p1x1ϕ(p)
∣∣∣∣
Observe that since
−i ~
x1
d
dp1
e
i
~
p1x1 = e
i
~
p1x1 ,
we have after s times integration by parts in p1,∣∣∣∣ˆ r−r dp1
ˆ r
−r
dp2
ˆ r
−r
dp3e
i
~
(p1x1+p2x2+p3x3)ϕ(p)
∣∣∣∣
=
∣∣∣∣(− i ~x1
)s ˆ r
−r
dp2e
i
~
p2x2
ˆ r
−r
dp3e
i
~
p3x3
ˆ r
−r
dp1e
i
~
p1x1∂sp1ϕ(p)
∣∣∣∣
6 C
~
s
|x1|s 6 ~
(1−α)s,
where s indicates the number of time that integration by parts has been performed.
Finite moments of Husimi measure
To prove that the second moment in p of the Husimi measure is finite, we first show that the kinetic energy
is bounded from above. Recall that the definition of the kinetic energy operator K, i.e.,
K = ~
2
2
ˆ
dx ∇xa∗x∇xax,
and the kinetic energy associated with ψN is given as 〈ψN ,KψN 〉.
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Lemma 2.6. Assume V ∈ W 1,∞, then the kinetic energy is bounded in the following〈
ψN,t,
K
N
ψN,t
〉
6 2
〈
ψN ,
K
N
ψN
〉
+ Ct2, (2.11)
where C depends on ‖∇V ‖∞.
Proof. From the Schrödinger eequation, we get
i~
d
dt
〈ψN,t,KψN,t〉 = 〈ψN,t, [K,H]ψN,t〉 . (2.12)
Note that since the commutator between kinetic and interaction term is given as
[K,H] =~
2
4
[ˆ
dx ∇xa∗x∇xax,
¨
dydz V (y − z)a∗ya∗zazay
]
=
~
2
4
¨
dxdy∇xV (x− y)
(
∇xa∗xa∗yayax − a∗xa∗yay∇xax
)
=
~
2
2N
Im
¨
dxdy∇xV (x− y)(∇xa∗xa∗yayax)
Then, from (2.12), we have that
1
N
d
dt
〈ψN,t,KψN,t〉 = ~
2N2
Im
¨
dxdy ∇xV (x− y)
〈
ψN,t,∇xa∗xa∗yayaxψN,t
〉
.
Now, observe that∣∣∣∣ ~2N2
¨
dxdy ∇xV (x− y)
〈
ψN,t,∇xa∗xa∗yayaxψN,t
〉∣∣∣∣
6
~
2N2
‖∇V ‖L∞
¨
dxdy ‖ay∇xaxψN,t‖‖ayaxψN,t‖
6C
~
2N2
(¨
dxdy
〈
ψN,t,∇xa∗xa∗yay∇xaxψN,t
〉) 12 (¨
dxdy
〈
ψN,t, a
∗
xa
∗
yayaxψN,t
〉) 12
=C
(
~
2
N
¨
dxdy
〈
ψN,t,∇xa∗x
N
N
∇xaxψN,t
〉) 1
2
(¨
dxdy
〈
ψN,t,
N 2
N2
ψN,t
〉) 1
2
6C
(〈
ψN,t,
K
N
ψN,t
〉) 1
2
.
Thus, we have
d
dt
〈
ψN,t,
K
N
ψN,t
〉
6 C
〈
ψN,t,
K
N
ψN,t
〉 1
2
.
Integrating both sides with respect to time t and we obtain the desired inequality.
Proposition 2.3. For t > 0, assume A1 and let m
(k)
N,t to be the k-particle Husimi measure. Denoting the
12
phase-space vectors ~qk = (q1, . . . , qk) and ~pk = (p1, . . . , pk), we have the following finite moments,
˙
(dqdp)⊗k (|~qk|+ |~pk|2)m(k)N,t(q1, . . . , pk) 6 C(1 + t3)
where C is a constant dependent on k,
˜
dq1dp1(|q1|+ |p1|2)m(1)N (q1, p1), and ‖∇V ‖∞.
Proof. We first consider the case where k = 1. Observe that we may rewrite the kinetic energy as follows
1
N
〈ψN,t,KψN,t〉 = ~
2
N
ˆ
dw 〈ψN,t,∇wa∗w∇wawψN,t〉
=
~
2
N
(2π~)−3
¨
dq1dp1
¨
dwdu f~q1,p1(w)f
~
q1,p1(u) 〈ψN,t,∇wa∗w∇uauψN,t〉
=
~
2
(2π)3
¨
dq1dp1
¨
dwdu ∇wf~q1,p1(w)∇uf~q1,p1(u) 〈ψN,t, a∗wauψN,t〉
=
~
2
(2π)3
¨
dq1dp1
¨
dwdu (−∇q1 + i~−1p1)f~q1,p1(w) · (−∇q1 − i~−1p1)f~q1,p1(u) 〈ψN,t, a∗wauψN,t〉 ,
where we used the fact that
∇wf
(
w − q1√
~
)
= −∇q1f
(
w − q1√
~
)
.
To continue, we have
1
N
〈ψN,t,KψN,t〉 = 1
(2π)3
¨
dq1dp1 |p1|2m(1)N,t(q1, p1)
+
~
2
(2π)3
¨
dq1dp1
¨
dwdu ∇q1f~q1,p1(w) · ∇q1f~q1,p1(u) 〈ψN,t, a∗wauψN,t〉
+ ~
2i
(2π)3
Im
¨
dq1dp1
¨
dwdu p1 · ∇q1f~q1,p1(w)f~q1,p1(u) 〈ψN,t, a∗wauψN,t〉 .
(2.13)
Since kinetic energy is real-valued, if we take the real part of (2.13), the last term in the right hand side
vanishes since it is purely imaginary, yielding
1
N
〈ψN,t,KψN,t〉 = 1
(2π)3
¨
dq1dp1 |p1|2m(1)N,t(q1, p1)
+
~
2
(2π)3
Re
¨
dq1dp1
¨
dwdu ∇q1f~q1,p1(w) · ∇q1f~q1,p1(u) 〈ψN,t, a∗wauψN,t〉 .
Note that by (2.7), we have
~
2
(2π)3
¨
dq1dp1
¨
dwdu ∇q1f~q1,p1(w) · ∇q1f~q1,p1(u) 〈ψN,t, a∗wauψN,t〉
=~2+3
¨
dq1dw ~
− 3
2
∣∣∣∣∇q1f (w − q1√
~
)∣∣∣∣2 〈ψN,t, a∗wawψN,t〉 (2.14)
=~
ˆ
dq˜ |∇f (q˜)|2
〈
ψN,t,
N
N
ψN,t
〉
=~
ˆ
dq˜ |∇f (q˜)|2 ,
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where we recall that ~3 = N−1. Thus, taking the real part of (2.13), we have that〈
ψN,t,
K
N
ψN,t
〉
=
1
(2π)3
¨
dq1dp1 |p1|2m(1)N,t(q1, p1) + ~
ˆ
dq |∇f (q)|2 , (2.15)
which means,
1
(2π)3
¨
dq1dp1 |p1|2m(1)N,t(q1, p1) 6
〈
ψN,t,
K
N
ψN,t
〉
. (2.16)
Therefore, (2.16) tells us that the second moment of the 1-particle Husimi measure in momentum space
is finite if the kinetic energy is finite.
Now, we turn our focus on the moment with respect to position space. From (2.1), we get
∂t
¨
dq1dp1 |q1|m(1)N,t(q1, p1) =
¨
|q1|∂tm(1)N,t(q1, p1)
=
¨
dq1dp1 |q1|
(
− p1 · ∇q1m(1)N,t(q1, p1) +
1
(2π)3
∇p1 ·
¨
dwdu
¨
dydv
¨
dq2dp2
ˆ 1
0
ds
∇V (su+ (1− s)w − y)f~q1,p1(w)f~q1,p1(u)f~q2,p2(y)f~q2,p2(v) 〈awayψN,t, auavψN,t〉+∇q1 · R1).
Then, using intergration by parts with respect to p1,
=
¨
dq1dp1 ∇q1 |q1| ·
(
p1m
(1)
N,t(q1, p1) +R1
)
=
¨
dq1dp1
q1
|q1| ·
(
p1m
(1)
N,t(q1, p1) +R1
)
6
¨
dq1dp1
(
|p1|m(1)N,t(q1, p1) + |R1|
)
,
where R1 is the remainder term in (2.2).
Note that by Young’s product inequality, we have
¨
dq1dp1 |p1|m(1)N,t(q1, p1) 6
¨
dq1dp1
(
1 + |p1|2
)
m
(1)
N,t(q1, p1)
6 (2π)3
(
1 + 2
〈
ψN ,
K
N
ψN
〉
+ Ct2
)
,
where we used (2.16) and Lemma 2.6 in the last inequality. Next, we want to bound the term associated
with R1,
¨
dq1dp1 |R1| 6~
¨
dq1dp1 |
〈∇q1a(f~q1,p1)ψN,t, a(f~q1,p1)ψN,t〉 |.
Observer that we have,
~
¨
dq1dp1
∣∣∣ 〈∇q1a(f~q1,p1)ψN,t, a(f~q1,p1)ψN,t〉 ∣∣∣ 6 ~¨ dq1dp1∥∥∇q1a(f~q1,p1)ψN,t,∥∥∥∥a(f~q1,p1)ψN,t∥∥
6~
[¨
dq1dp1
〈∇q1a(f~q1,p1)ψN,t,∇q1a(f~q1,p1)ψN,t〉] 12 [¨ dq1dp1 〈ψN,t, a∗(f~q1,p1)a(f~q1,p1)ψN,t 〉] 12
14
=[
~
2
¨
dq1dp1
¨
dwdu ∇q1f~q1,p1(w) · ∇q1f~q1,p1(u) 〈ψN,t, a∗wauψN,t〉
] 1
2
(2π)
3
2
6(2π)3
√
~
[ˆ
dq˜ |∇f (q˜)|2
] 1
2
,
where we used (2.14), Lemma 2.2. Thus, we have that
∂t
¨
dq1dp1 |q1|m(1)N,t(q1, p1) 6 (2π)3
(
1 + 2
〈
ψN ,
K
N
ψN
〉
+ Ct2 + C
√
~
)
6 C(1 + t2). (2.17)
which gives the estimate for first moment after integrating with respect to time t.
We now consider the case of 2 6 k 6 N . In this computation, we make use of the properties of k-particle
Husimi measure. Namely, that the m
(k)
N,t is symmetric and satisfies the following equation
1
(2π)3
¨
dqkdpk m
(k)
N,t(q1, p1, . . . , qk, pk) =
(N − k + 1)
N
m
(k−1)
N,t (q1, p1, . . . , qk−1, pk−1)
6m
(k−1)
N,t (q1, p1, . . . , qk−1, pk−1).
(2.18)
Observe that for fixed 1 6 k 6 N .
˙
(dqdp)⊗k
k∑
j=1
|pj|2m(k)N,t(q1, p1, . . . , qk, pk)
=
k∑
j=1
¨
dqjdpj |pj |2
˙
dq1dp1 · · · d̂qj d̂pj · · ·dqkdpk m(k)N,t(q1, p1, . . . , qk, pk).
Then, by using the symmetricity of m
(k)
N,t and change of variables, we get
= k
¨
dqdp |p|2
˙
(dqdp)⊗k−1m(k)N,t(q, p, q1, p1 . . . , qk−1, pk−1)
= (2π)3(k−1)k
(N − 1) · · · (N − k + 1)
Nk−1
¨
dqdp |p|2m(1)N,t(q, p)
6 (2π)3kk
(
1 + 2
〈
ψN ,
K
N
ψN
〉
+ Ct2
)
6 C(1 + t2),
where we denoted (dqdp)⊗k−1 = dq1dp1 · · · dqk−1dpk−1.
Similar strategy is used to obtain the first moment with respect to ~qk. That is
˙
(dqdp)⊗k
k∑
j=1
|qj |m(k)N,t(q1, p1, . . . , qk, pk)
=(2π)3(k−1)k
(N − 1) · · · (N − k + 1)
Nk−1
¨
dqdp |q|m(1)N,t(q, p)
6(2π)3(k−1)k
¨
dqdp |q|m(1)N,t(q, p) 6 C(1 + t3).
This yields the desired conclusion.
15
2.3 Uniform estimates for the remainder terms
In this subsection, we give uniform estimates for the error terms that appear in (2.1) and (2.3). They are
all bounded of order ~
1
2
−δ for arbitrary small δ > 0. The proofs of all the following propositions will be
provided in section 3.2.
Proposition 2.4. Let Assumption A1 holds, then for 1 6 k 6 N , we have the following bound for Rk in
(2.1) and (2.3). For arbitrary small δ > 0, the following estimate holds for any test function Φ ∈ C∞0 (R6k),∣∣∣∣˙ (dqdp)⊗kΦ(q1, p1, . . . , qk, pk)∇~qk · Rk∣∣∣∣ 6 C~ 12−δ,
where C depends on ‖Ds(δ)Φ‖∞ and k.
Proposition 2.5. Let Assumption A1 and A2 hold, then we have the following bound for R˜1 in (2.2). For
arbitrary small δ > 0, the following estimate holds for any test function Φ ∈ C∞0 (R6),∣∣∣∣¨ dq1dp1Φ(q1, p1)∇p1 · R˜1∣∣∣∣ 6 C~ 12−δ, (2.19)
where C depends on ‖Ds(δ)Φ‖∞.
Proposition 2.6. Suppose that Assumption A1 and A2 hold. Denote the remainders terms R˜k and R̂k as
in (2.4). Then for 1 6 k 6 N and arbitrary small δ > 0, the following estimates hold for any test function
Φ ∈ C∞0 (R6k), ∣∣∣∣˙ (dqdp)⊗kΦ(q1, p1, . . . , qk, pk) · R̂k∣∣∣∣ 6 C~3−δ, (2.20)
and ∣∣∣∣˙ (dqdp)⊗kΦ(q1, p1, . . . , qk, pk)∇~pk · R˜k∣∣∣∣ 6 C~ 12−δ, (2.21)
where C depends on ‖Ds(δ)Φ‖∞ and k.
2.4 Convergence to infinite hierarchy
In this subsection, we prove that the k-particle Husimi measure m
(k)
N,t has subsequence that converges weakly
(as N →∞) to a limit m(k)t in L1, which is a solution of the infinite hierarchy in the sense of distribution.
The weak compactness of k-particle Husimi measure m
(k)
N,t can be proved by the use of Dunford-Pettis
theorem.4 In particular, we have the following result.
Proposition 2.7. Let {m(k)N,t}N∈N be the k-particle Husimi measure, then there exists a subsequence {m(k)Nj,t}j∈N
that converges weakly in L1(R6k) to a function (2π)3km
(k)
t , i.e. for all ϕ ∈ L∞(R6k), it holds
1
(2π)3k
˙
(dqdp)⊗km(k)Nj ,tϕ→
˙
(dqdp)⊗km(k)t ϕ,
when j →∞ for arbitrary fixed k > 1.
4See [12] for the treatment of uniform integerability.
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Proof. To apply Dunford-Pettis theorem, we need to check that it is uniformly integrable and bounded.
From the previous uniform estimates that we have obtained for m
(k)
N,t from (2.6) and its finite moment in
Proposition 2.3, i.e. ∥∥∥m(k)N,t∥∥∥
L∞
6 1,
∥∥∥(|~qk|+ |~pk|)m(k)N,t∥∥∥
L1
6 C(t).
where ~qk := (q1, . . . , qk), ~pk := (p1, . . . , pk) and C(t) is a time-dependent constant, we can check the uniform
integrability. More precisely, for any ε > 0, by taking r = ε−1(2π)3kC(t) we have that
1
(2π)3k
˙
|~qk|+|~pk|>r
(dqdp)⊗km(k)N,t 6
1
r
1
(2π)3k
˙
(dqdp)⊗k (|~qk|+ |~pk|)m(k)N,t 6 ε. (2.22)
Furthermore, for arbitrary ε > 0, by taking δ = ε, we have that for all E ⊂ R6k with Vol(E) 6 δ, it holds
˙
E
m
(k)
N,t 6
∥∥∥m(k)N,t∥∥∥∞Vol(E) 6 ε,
which means that there is no concentration for the k-particle Husimi measure.
It is shown in (2.8) that the boundedness of k-particle Husimi measure in L1, i.e.∥∥∥m(k)N,t∥∥∥
L1
6 (2π)3k.
Then applying directly Dunford-Pettis Theorem one obtain that k-particle Husimi measure is weakly compact
in L1.
Proof of Theorem 1.1 and Corollary 1.1. Cantor’s diagonal procedure shows that we can take the same
convergent subsequence of m
(k)
N,t for all k > 1. Then by the error estimates obtained in Propositions 2.4, 2.5,
and 2.6, we can obtain that the limit satisfies the infinite hierarchy (1.16) in the sense of distribution, by
directly taking the limit in the weak formulation of (2.1) and (2.3).
Observe that the estimates for the remainder terms also show that any convergent subsequence of m
(k)
N,t
converges weakly in L1 to the solution of the infinite hierarchy. Therefore, if furthermore, the infinite
hierarchy has a unique solution, then the sequence m
(k)
N,t itself converge weakly to the solution of the infinite
hierarchy.
As for Corollary 1.1, one only need to combine the facts that the infinite hierarchy has a unique solution
and that the tensor products of the solution of the Vlasov equation (1.14), m⊗kt is a solution of the infinite
hierarchy.
Lastly, by Theorem 7.12 in [51, p.216], we would obtain the convergence in 1-Wasserstein metric.
3 Completion of the reformulation and estimates in the proof
3.1 Proof of the reformulation in section 2.1
In this subsection we supply the proofs for the reformulation of Schrödinger equation into a hierarchy of k
(1 6 k 6 N) particle Husimi measures. The reformulation share similar structure to the classical BBGKY
hierarchy.
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Proof of Proposition 2.1. First, observe that taking the time derivative on the Husimi measure, we have
2i~∂tm
(1)
N,t(q1, p1)
=
(
~
2
˚
dwdudx f~q1,p1(w)f
~
q1,p1(u) 〈ψN,t, a∗wau∇xa∗x∇xaxψN,t〉
− ~2
˚
dwdudx f~q1,p1(w)f
~
q1,p1(u) 〈ψN,t,∇xa∗x∇xaxa∗uawψN,t〉
)
+
(
1
N
¨
dwdu
¨
dxdy f~q1,p1(w)f
~
q1,p1(u)
〈
ψN,t, V (x− y)a∗waua∗xa∗yayaxψN,t
〉
− 1
N
¨
dwdu
¨
dxdy f~q1,p1(w)f
~
q1,p1(u)
〈
ψN,t, V (x− y)a∗xa∗yayaxa∗uawψN,t
〉)
= : I1 + II 1.
Now, focus on I1, we have
I1 =~
2
˚
dwdudx f~q1,p1(w)f
~
q1,p1(u) 〈ψN,t, a∗wau∇xa∗x∇xaxψN,t〉
− ~2
˚
dwdudx f~q1,p1(w)f
~
q1,p1(u) 〈ψN,t,∇xa∗x∇xaxa∗wauψN,t〉 ,
where the last equality is just change of variable on the complex conjugate term. Then, from CAR, observe
we have that
−a∗waua∗x∆xax =a∗wa∗xau∆xax − δu=xa∗w∆xax
=a∗xa
∗
w∆xaxau − δu=xa∗w∆xax
=∆xa
∗
xa
∗
waxau − δu=xa∗w∆xax
=−∆xa∗xaxa∗wau + δw=x∆xa∗xau − δu=xa∗w∆xax,
where integration by parts and CAR of the operator have been used several times. Putting this back, we
cancel out the the second term and get
I1 =~
2
˚
dwdudx f~q1,p1(w)f
~
q1,p1(u)
〈
ψN,t,
(
δw=x∆xa
∗
xau − δu=xa∗w∆xax
)
ψN,t
〉
=~2
¨
dwdu
(
∆wf
~
q1,p1(w)
)
f~q1,p1(u) 〈ψN,t, a∗wauψN,t〉
− ~2
¨
dwdu f~q1,p1(w)
(
∆uf~q1,p1(u)
)
〈ψN,t, a∗wauψN,t〉 .
(3.1)
Now, observe the following
∇uf~q1,p1(u) =∇u
(
~
− 3
4 f
(
u− q1√
~
)
e−
i
~
p1·u
)
=~−
3
4∇uf
(
u− q1√
~
)
e−
i
~
p1·u + ~−
3
4 f
(
u− q1√
~
)
∇ue− i~p1·u
=− ~− 34∇q1f
(
u− q1√
~
)
e−
i
~
p1·u − i~−1p1 · ~− 34 f
(
u− q1√
~
)
e−
i
~
p1·u
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=(−∇q1 − i~−1p1)f~q1,p1(u),
and furthermore,
∆uf~q1,p1(u) =∇u · ∇uf~q1,p1(u)
=∇u · (−∇q1 − i~−1p1)f~q1,p1(u)
=(−∇q1 − i~−1p1) · (−∇q1 − i~−1p1)f~q1,p1(u)
=
(
∆q1 + 2i~
−1p1 · ∇q1 − ~−2p21
)
f~q1,p1(u).
(3.2)
and similarly
∆wf
~
q1,p1(w) =
(
∆q1 − 2i~−1p1 · ∇q1 − ~−2p21
)
f~q1,p1(w), (3.3)
we obtain by putting these back into (3.1),
I1 =~
2
[〈
∆q1
ˆ
dw f~q1,p1(w)awψN,t,
ˆ
du f~q1,p1(u)auψN,t
〉
−
〈ˆ
dw f~q1,p1(w)awψN,t,∆q1
ˆ
du f~q1,p1(u)auψN,t
〉]
− 2i~p1 ·
[〈
∇q1
ˆ
dw f~q1,p1(w)awψN,t,
ˆ
du f~q1,p1(u)auψN,t
〉
+
〈ˆ
dw f~q1,p1(w)awψN,t,∇q1
ˆ
du f~q1,p1(u)auψN,t
〉]
=2i~2 Im
〈
∆q1a(f
~
q1,p1)ψN,t, a(f
~
q1,p1)ψN,t
〉− 2i~p1 · ∇q1mN,t(q1, p1).
(3.4)
Since the Husimi measure is actually a real-valued function, we have that
∂tm
(1)
N,t(q1, p1) + p1 · ∇q1m(1)N,t(q1, p1) = Re
(
II 1
2i~
)
+ ~ Im
〈
∆q1a(f
~
q1,p1)ψN,t, a(f
~
q1,p1)ψN,t
〉
. (3.5)
Now, we turn our focus on II 1, i.e.,
II 1 =
1
N
¨
dwdu
¨
dxdy f~q1,p1(w)f
~
q1,p1(u)
〈
ψN,t, V (x− y)a∗waua∗xa∗yayaxψN,t
〉
− 1
N
¨
dwdu
¨
dxdy f~q1,p1(w)f
~
q1,p1(u)
〈
ψN,t, V (x− y)a∗xa∗yayaxa∗uawψN,t
〉
.
Observe that
a∗waua
∗
xa
∗
yayax =a
∗
xa
∗
yayaxa
∗
wau
+ δw=ya
∗
xa
∗
yaxau − δw=xa∗xa∗yayau
+ δu=xa
∗
wa
∗
yayax − δu=ya∗wa∗xayax.
The first term and the complex conjugate term vanishes under changes of variable, u to w and w to u.
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Therefore, since from assumption V (x) = V (−x), we have
II 1 =
1
N
˚
dwdudx f~q1,p1(w)f
~
q1,p1(u) 〈ψN,t, V (x− w)a∗xa∗waxauψN,t〉
− 1
N
˚
dwdudx f~q1,p1(w)f
~
q1,p1(u) 〈ψN,t, V (x− u)a∗wa∗xauaxψN,t〉
+
1
N
˚
dwdudy f~q1,p1(w)f
~
q1,p1(u)
〈
ψN,t, V (u − y)a∗wa∗yayauψN,t
〉
− 1
N
˚
dwdudy f~q1,p1(w)f
~
q1,p1(u)
〈
ψN,t, V (w − y)a∗wa∗yayauψN,t
〉
=
1
N
˚
dwdudx f~q1,p1(w)f
~
q1,p1(u)
(
V (u− x)− V (w − x)
)
〈ψN,t, a∗wa∗xaxauψN,t〉
+
1
N
˚
dwdudy f~q1,p1(w)f
~
q1,p1(u)
(
V (u − y)− V (w − y)
)〈
ψN,t, a
∗
wa
∗
yayauψN,t
〉
=
2
N
˚
dwdudy f~q1,p1(w)f
~
q1,p1(u)
(
V (u− y)− V (w − y)
)〈
ψN,t, a
∗
wa
∗
yayauψN,t
〉
.
(3.6)
Now, note that mean value theorem gives
V (u− y)− V (w − y) =
ˆ 1
0
ds∇V (s(u− y) + (1− s)(w − y)) · (u− w), (3.7)
and observe that since, V
(
s(u − y) + (1 − s)(w − y)) = V (su + (1 − s)w − y), we can have from (3.6) the
following
II 1 =
2
N
˚
dwdudy f~q1,p1(w)f
~
q1,p1(u)
(ˆ 1
0
ds∇V (su+ (1− s)w − y)) · (u − w)·〈
ψN,t, a
∗
wa
∗
yayauψN,t
〉
=
2i~
N
˚
dwdudy
ˆ 1
0
∇V (su+ (1 − s)w − y) · ∇p1 (f~q1,p1(w)f~q1,p1(u)) 〈ψN,t, a∗wa∗yayauψN,t〉
=
2i~
N
˚
dwdudy
ˆ 1
0
∇V (su+ (1 − s)w − y) · ∇p1 (f~q1,p1(w)f~q1,p1(u)) 〈awayψN,t, auayψN,t〉 ,
(3.8)
where we use the fact that
∇p1
(
f~q1,p1(w)f
~
q1,p1(u)
)
=
i
~
(w − u) · f~q1,p1(w)f~q1,p1(u). (3.9)
Then we get
II 1 =
2i~
N
˚
dwdudy
ˆ 1
0
∇V (su+ (1− s)w − y) · ∇p1 (f~q1,p1(w)f~q1,p1(u)) 〈awayψN,t, auayψN,t〉 . (3.10)
Applying the following projection
1
(2π~)3
¨
dq2dp2
∣∣f~q2,p2〉 〈f~q2,p2∣∣ = 1, (3.11)
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onto ayψN,t, we get
ayψN,t =
1
(2π~)3
¨
dq2dp2 f
~
q2,p2(y)
ˆ
dv f~q2,p2(v)avψN,t.
Putting this back into (3.10), we get the following
II 1 =
2i~
N
1
(2π~)3
¨
dwdu
¨
dydv
¨
dq2dp2
ˆ 1
0
ds ∇V (su+ (1− s)w − y)
· ∇p1
(
f~q1,p1(w)f
~
q1,p1(u)
)
f~q2,p2(y)f
~
q2,p2(v) 〈awayψN,t, auavψN,t〉 .
(3.12)
Recall that ~3 = N−1, we have
II 1 =
2i~
(2π)3
¨
dwdu
¨
dydv
¨
dq2dp2
ˆ 1
0
ds ∇V (su+ (1 − s)w − y)
· ∇p1
(
f~q1,p1(w)f
~
q1,p1(u)
)
f~q2,p2(v)f
~
q2,p2(y) 〈awayψN,t, auavψN,t〉 .
(3.13)
Therefore, we have the last term in (3.5) as
Re
II 1
2i~
=
1
(2π)3
Re
¨
dwdu
¨
dydv
¨
dq2dp2
ˆ 1
0
ds ∇V (su+ (1 − s)w − y)
· ∇p1
(
f~q1,p1(w)f
~
q1,p1(u)
)
f~q2,p2(v)f
~
q2,p2(y) 〈awayψN,t, auavψN,t〉 ,
thus we have derived the equation for m
(1)
N,t(q1, p1).
We have proved the reformulation from Schrödinger equation into 1-particle Husimi measure. We also
observed that it contains a resemblance to the classical Vlasov equation. Next we want to prove the similar
result for 2 6 k 6 N .
Proof of Proposition 2.2. Now we focus on the case where 1 6 k 6 N . As in the proof for the case of k = 1,
we first observe that for every k ∈ N,
2i~∂tm
(k)
N,t(q1, p1, . . . , qk, pk)
=
(
− ~2
˙
(dwdu)⊗k
ˆ
dx
(
f~q,p(w)f
~
q,p(u)
)⊗k
∆x
〈
ψN,t, a
∗
w1 · · · a∗wkauk · · ·au1a∗xaxψN,t
〉
+ ~2
˙
(dwdu)⊗k
ˆ
dx
(
f~q,p(w)f
~
q,p(u)
)⊗k
∆x
〈
ψN,t, a
∗
xaxa
∗
w1 · · · a∗wkauk · · · au1ψN,t
〉)
+
(
1
N
˙
(dwdu)⊗k
¨
dxdyV (x − y)
(
f~q,p(w)f
~
q,p(u)
)⊗k 〈
ψN,t, a
∗
w1 · · ·a∗wkauk · · · au1a∗xa∗yayaxψN,t
〉
− 1
N
˙
(dwdu)⊗k
¨
dxdyV (x − y)
(
f~q,p(w)f
~
q,p(u)
)⊗k 〈
ψN,t, a
∗
xa
∗
yayaxa
∗
w1 · · ·a∗wkauk · · · au1ψN,t
〉)
=: I2 + II 2, (3.14)
where the tensor product denotes (dwdu)⊗k = dw1 · · · dwkdu1 · · · duk.
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We first focus on the I2 part of (3.14), i.e.,
I2 =− ~2
˙
(dwdu)⊗k
ˆ
dx
(
f~q,p(w)f
~
q,p(u)
)⊗k
∆x
〈
ψN,t, a
∗
w1 · · · a∗wkauk · · · au1a∗xaxψN,t
〉
+ ~2
˙
(dwdu)⊗k
ˆ
dx
(
f~q,p(w)f
~
q,p(u)
)⊗k
∆x
〈
ψN,t, a
∗
xaxa
∗
w1 · · · a∗wkauk · · · au1ψN,t
〉
.
(3.15)
Denoting a hat as the missing term, we have that
a∗w1 · · · a∗wkauk · · · au1a∗xax =(−1)4ka∗xaxa∗w1 · · · a∗wkauk · · · au1
+ a∗x
 k∑
j=1
(−1)jδx=wja∗w1 · · · â∗wj · · ·a∗wk
 auk · · ·au1
− a∗w1 · · ·a∗wk
 k∑
j=1
(−1)jδx=ujauk · · · âuj · · ·au1
 ax,
(3.16)
where the hat indicates exclusion of that element.
Putting this back into (3.15), we obtain
I2 =~
2
˙
(dwdu)⊗k
ˆ
dx
(
f~q,p(w)f
~
q,p(u)
)⊗k
·∆x
〈
ψN,t, a
∗
w1 · · · a∗wk
 k∑
j=1
(−1)jδx=ujauk · · · âuj · · · au1
 axψN,t〉
− ~2
˙
(dwdu)⊗k
ˆ
dx
(
f~q,p(w)f
~
q,p(u)
)⊗k
·∆x
〈
ψN,t, a
∗
x
 k∑
j=1
(−1)jδx=wja∗w1 · · · â∗wj · · · a∗wk
 auk · · · au1ψN,t
〉
=~2
k∑
j=1
(−1)j
˙
(dwdu)⊗k
(
f~q,p(w)f
~
q,p(u)
)⊗k
·
(
∆uj
〈
ψN,t, a
∗
w1 · · · a∗wk
(
auk · · · âuj · · · au1
)
aujψN,t
〉
−∆wj
〈
ψN,t, a
∗
wj
(
a∗w1 · · · â∗wj · · · a∗wk
)
auk · · · au1ψN,t
〉)
.
(3.17)
Note that, if we want to move the missing auj or a
∗
wj back to their original position after applying the
delta function, we have for fixed j
(−1)ja∗w1 · · · a∗wk
[
auk · · · âuj · · · au1
]
auj =
(−1)j
(−1)j−1 a
∗
w1 · · ·a∗wkauk · · · au1
=(−1)1a∗w1 · · · a∗wkauk · · · au1 ,
(−1)ja∗wj
[
a∗w1 · · · â∗wj · · · a∗wk
]
auk · · ·au1 =(−1)1a∗w1 · · · a∗wkauk · · · au1 .
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Therefore, continuing from (3.17), we have
I2 = −~2
k∑
j=1
˙
(dwdu)⊗k
(
f~q,p(w)f
~
q,p(u)
)⊗k [
∆uj −∆wj
] 〈
ψN,t, a
∗
w1 · · · a∗wkauk · · ·au1ψN,t
〉
. (3.18)
Now, by integration by parts on (3.18) and note that the Laplacian acting on the coherent state would
be similar to (3.2) and (3.3), i.e., for fixed j where 1 6 j 6 k
∆uj
(
f~q,p(u)
)⊗k
=
(
∆qj + 2i~
−1pj · ∇qj − ~−2p2j
) (
f~q,p(u)
)⊗k
,
∆wj
(
f~q,p(w)
)⊗k
=
(
∆qj − 2i~−1pj · ∇qj − ~−2p2j
) (
f~q,p(w)
)⊗k
.
Thus, we have similar for when k = 1, the kinetic part as
I2 =− 2i~
k∑
j=1
pj · ∇qj
˙
(dwdu)⊗k
(
f~q,p(w)f
~
q,p(u)
)⊗k 〈
ψN,t, a
∗
w1 · · ·a∗wkauk · · · au1ψN,t
〉
+ 2i~2 Im
k∑
j=1
〈
∆qja
(
f~qk,pk
) · · · a (f~q1,p1)ψN,t, a (f~qk,pk) · · · a (f~q1,p1)ψN,t〉
=− 2i~~pk · ∇~qk
〈
a
(
f~qk,pk
) · · · a (f~q1,p1)ψN,t, a (f~qk,pk) · · · a (f~q1,p1)ψN,t〉
+ 2i~2 Im
k∑
j=1
〈
∆qja
(
f~qk,pk
) · · · a (f~q1,p1)ψN,t, a (f~qk,pk) · · · a (f~q1,p1)ψN,t〉 .
(3.19)
Therefore it follows that
I2 = −2i~~pk · ∇~qkm(k)N,t(q1, p1, . . . , qk, pk)
+ 2i~2 Im
k∑
j=1
〈
∆qja
(
f~qk,pk
) · · · a (f~q1,p1)ψN,t, a (f~qk,pk) · · · a (f~q1,p1)ψN,t〉 . (3.20)
Now, we turn our focus on part II 2 of (3.14),
II 2
=
1
N
˙
(dwdu)⊗k
(
f~q,p(w)f
~
q,p(u)
)⊗k¨
dxdy V (x− y) 〈ψ, a∗w1 · · · a∗wkauk · · · au1a∗xa∗yayaxψ〉
− 1
N
˙
(dwdu)⊗k
(
f~q,p(w)f
~
q,p(u)
)⊗k¨
dxdy V (x − y) 〈ψ, a∗xa∗yayaxa∗w1 · · · a∗wkauk · · · au1ψ〉 .
(3.21)
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For 1 6 k 6 N , observe that from the CAR, we have
a∗w1 · · · a∗wkauk · · ·au1a∗xa∗yayax − (−1)8ka∗xa∗yayaxa∗w1 · · · a∗wkauk · · ·au1
= −a∗w1 · · · a∗wk
 k∑
j=1
(−1)jδx=ujauk · · · âuj · · ·au1
 a∗yayax
− a∗xa∗w1 · · · a∗wk
 k∑
j=1
(−1)jδy=ujauk · · · âuj · · ·au1
 ayax
+ a∗xa
∗
y
 k∑
j=1
(−1)jδy=wja∗w1 · · · â∗wj · · ·a∗wk
 auk · · ·au1ax
+ a∗xa
∗
yay
 k∑
j=1
(−1)jδx=wja∗w1 · · · â∗wj · · · a∗wk
 auk · · · au1 .
(3.22)
From (3.21), we have that
¨
dxdy V (x− y) (a∗w1 · · · a∗wkauk · · ·au1a∗xa∗yayax − a∗xa∗yayaxa∗w1 · · ·a∗wkauk · · · au1)
=
¨
dxdyV (x− y)
[
− a∗w1 · · · a∗wk
 k∑
j=1
(−1)jδx=ujauk · · · âuj · · · au1
 a∗yayax
− a∗xa∗w1 · · ·a∗wk
 k∑
j=1
(−1)jδy=ujauk · · · âuj · · · au1
 ayax
+ a∗xa
∗
yay
 k∑
j=1
(−1)jδx=wja∗w1 · · · â∗wj · · ·a∗wk
 auk · · ·au1
+ a∗xa
∗
yay
 k∑
j=1
(−1)jδx=wja∗w1 · · · â∗wj · · ·a∗wk
 auk · · ·au1]
=: J1 + J2 + J3 + J4.
Note that summing J1 and J4, we have
J1 + J4 = −
k∑
j=1
(−1)j
ˆ
dy
[ (
V (uj − y)a∗w1 · · · a∗wkauk · · · âuj · · · au1a∗yayauj
)
−
(
V (wj − y)a∗wja∗yaya∗w1 · · · â∗wj · · · a∗wkauk · · ·au1
) ]
=
k∑
j=1
[ˆ
dyV (uj − y)a∗w1 · · · a∗wkauk · · · au1a∗yay − V (0)a∗w1 · · · a∗wkauk · · ·au1
]
−
k∑
j=1
[ˆ
dyV (wj − y)a∗yaya∗w1 · · · a∗wkauk · · ·au1 − V (0)a∗w1 · · · a∗wkauk · · · au1
]
,
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where the terms with V (0) cancel one another. For the remaining term, we use again CAR to obtain
=
k∑
j=1
ˆ
dy
(
V (uj − y)− V (wj − y)
)
a∗ya
∗
w1 · · ·a∗wkauk · · · au1ay
+
k∑
j=1
k∑
i=1
(−1)i
ˆ
dy V (uj − y)δui=ya∗w1 · · · a∗wkauk · · · âui · · ·au1ay
−
k∑
j=1
k∑
i=1
(−1)i
ˆ
dy V (wj − y)δwi=ya∗ya∗w1 · · · â∗wi · · · a∗wkauk · · · au1
=
k∑
j=1
ˆ
dy
(
V (uj − y)− V (wj − y)
)
a∗ya
∗
w1 · · ·a∗wkauk · · · au1ay
−
k∑
j=1
k∑
i=1
(
V (uj − ui)− V (wj − wi)
)
a∗w1 · · ·a∗wkauk · · · au1 .
On the other hand, the sum of J2 and J2 yield
J2 + J3 =
k∑
j=1
ˆ
dx
(
V (x− uj)− V (x − wj)
)
a∗xa
∗
w1 · · · a∗wkauk · · ·au1ax.
By change of variable and using the fact that V (−x) = V (x), we have from (3.21) that
II 2 =
2
N
˙
(dwdu)⊗k
ˆ
dy
k∑
j=1
[
V (y − uj)− V (wj − y)
] (
f~q,p(w)f
~
q,p(u)
)⊗k
· 〈awk · · · aw1ayψN,t, auk · · ·au1ayψN,t〉
− 1
N
˙
(dwdu)⊗k
k∑
j 6=i
[
V (uj − ui)− V (wj − wi)
] (
f~q,p(w)f
~
q,p(u)
)⊗k
· 〈awk · · · aw1ψN,t, auk · · ·au1ψN,t〉
(3.23)
Applying mean value theorem on the first term on right hand side, we have that
2
N
k∑
j=1
˙
(dwdu)⊗k
ˆ
dy (V (y − uj)− V (wj − y))
(
f~q,p(w)f
~
q,p(u)
)⊗k
· 〈awk · · ·aw1ayψN,t, auk · · · au1ayψN,t〉
=
2
N
k∑
j=1
˙
(dwdu)⊗k
ˆ
dy
[ˆ 1
0
ds ∇V (suj + (1− s)wj − y)
]
· (uj − wj)
(
f~q,p(w)f
~
q,p(u)
)⊗k
· 〈awk · · ·aw1ayψN,t, auk · · · au1ayψN,t〉
=
2i~
N
k∑
j=1
˙
(dwdu)⊗k
ˆ
dy
[ˆ 1
0
ds ∇V (suj + (1− s)wj − y)
]
· ∇pj
(
f~q,p(w)f
~
q,p(u)
)⊗k
· 〈awk · · ·aw1ayψN,t, auk · · · au1ayψN,t〉 .
(3.24)
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As in the case of k = 1, we apply the projection (3.11) onto ayψN,t and get further
2i~
N
k∑
j=1
˙
(dwdu)⊗k
ˆ
dy
[ˆ 1
0
ds∇V (suj + (1− s)wj − y)
]
· ∇pj
(
f~q,p(w)f
~
q,p(u)
)⊗k
· 〈awk · · · aw1ayψN,t, auk · · ·au11ayψN,t〉
=
2i~
N
1
(2π~)3
k∑
j=1
˙
(dwdu)⊗k
ˆ
dy
[ˆ 1
0
ds∇V (suj + (1 − s)wj − y)
]
· ∇pj
(
f~q,p(w)f
~
q,p(u)
)⊗k
·
¨
dq˜dp˜ f~q˜,p˜(y)
ˆ
dv f~q˜,p˜(v) 〈awk · · · aw1ayψN,t, auk · · ·au1avψN,t〉 .
(3.25)
Therefore, dividing both equations by 2i~, we have the following equation
∂tm
(k)
N,t(q1, p1, . . . , qk, pk) + ~pk · ∇~qkm(k)N,t(q1, p1, . . . , qk, pk)
=~ Im
k∑
j=1
〈
∆qja
(
f~qk,pk
) · · ·a (f~q1,p1)ψN,t, a (f~qk,pk) · · · a (f~q1,p1)ψN,t〉
+
1
(2π)3
k∑
j=1
˙
(dwdu)⊗k
ˆ
dy
[ˆ 1
0
ds∇V (suj + (1− s)wj − y)
]
· ∇pj
(
f~q,p(w)f
~
q,p(u)
)⊗k
·
¨
dq˜dp˜ f~q˜,p˜(y)
ˆ
dv f~q˜,p˜(v) 〈awk · · · aw1ayψN,t, auk · · · au1avψN,t〉
+
i~2
2
˙
(dwdu)⊗k
k∑
j 6=i
[
V (uj − ui)− V (wj − wi)
] (
f~q,p(w)f
~
q,p(u)
)⊗k
· 〈awk · · · aw1ψN,t, auk · · · au1ψN,t〉 . (3.26)
for 1 6 k 6 N , ~pk = (p1, . . . , pk) and recalling ~
3 = N−1. At this point we finish the computation of the
hierarchy for Husimi measures.
3.2 Proof of the uniform estimates in section 2.3
This subsection provide the proof of estimates for the error terms that appeared in the equations for m
(k)
N,t.
Note that in all the proofs below, we suppose, without loss of generality, that the test function Φ ∈ C∞0 (R6k)
is factorized in phase-space by family of test functions in C∞0 (R
3) space.
Proof of Proposition 2.4
Proof. For fixed k, we denote the vector ~xk = (x1, · · · , xk) for each xj ∈ R3 with j = 1, · · · , k. Then we
estimate the integral as follows∣∣∣∣∣
˙
(dqdp)⊗k∇~qkΦ(q1, p1, . . . , qk, pk) · Rk
∣∣∣∣∣
6~
∣∣∣∣∣
k∑
j=1
˙
(dqdp)⊗k ∇qjΦ(q1, p1, . . . , qk, pk)
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· 〈∇qj (a(f~qk,pk) · · · a(f~q1,p1))ψN,t, a(f~qk,pk) · · ·a(f~q1,p1)ψN,t〉
∣∣∣∣∣
=~1−
3
2
k
∣∣∣∣ k∑
j=1
˙
(dqdp)⊗k ∇qjΦ(q1, p1, . . . , qk, pk) ·
˙
(dwdu)⊗k
k∏
n=1
(
χ
(wn−un)∈Ωc~ +
χ
(wn−un)∈Ω~
)
· ∇qjf
(
wn − qn√
~
)
f
(
un − qn√
~
)
e
i
~
pn·(wn−un) 〈awk · · ·aw1ψN,t, auk · · · au1ψN,t〉
∣∣∣∣
6~
1− 3
2
k
k∑
j=1
˙
(dqdwdu)⊗k
∣∣∣∣∣
˙
(dp)⊗k
k∏
n=1
(
χ
(wn−un)∈Ω~ + χ(wn−un)∈Ωc~
)
∇qjΦ · e
i
~
pn·(wn−un)
∣∣∣∣∣
·
∣∣∣∣∇qjf (wn − qn√
~
)∣∣∣∣ ∣∣∣∣f (un − qn√
~
)∣∣∣∣ ‖awk · · · aw1ψN,t‖‖auk · · · au1ψN,t‖
=~
1
2
− 3
2
k
k∑
j=1
˙
(dqdwdu)⊗k
∣∣∣∣∣
˙
(dp)⊗k
k∏
n=1
(
χ
(wn−un)∈Ω~ + χ(wn−un)∈Ωc~
)
∇qjΦ · e
i
~
pn·(wn−un)
∣∣∣∣∣
·
k∏
n6=j
∣∣∣∣f (wn − qn√
~
)
f
(
un − qn√
~
)∣∣∣∣ ∣∣∣∣∇f (wj − qj√
~
)∣∣∣∣ ∣∣∣∣f (uj − qj√
~
)∣∣∣∣
· ‖awk · · · aw1ψN,t‖‖auk · · ·au1ψN,t‖, (3.27)
where Ω~ is defined as in (2.9) and used the fact that
∇qjf
(
wj − qj√
~
)
= − 1√
~
∇f
(
wj − qj√
~
)
.
Now, the product term
∏k
n=1
(
χ
(wn−un)∈Ω~ + χ(wn−un)∈Ωc~
)
in (3.27) includes a summation of C(k) terms
of the following type
χ
(w1−u1)∈Ω~ · · ·χ(wℓ−uℓ)∈Ω~χ(wℓ+1−uℓ+1)∈Ωc~ · · ·χ(wk−uk)∈Ωc~ , (3.28)
where ℓ ∈ {1, . . . , k}. Thus, to continue from (3.27), we have∣∣∣∣˙ (dqdp)⊗k∇~qkΦ(q1, p1, . . . , qk, pk) · Rk∣∣∣∣
6C~
1
2
− 3
2
k
k∑
j=1
max
06ℓ6k
˙
(dqdwdu)⊗k
k∏
n6=j
∣∣∣∣f (wn − qn√
~
)
f
(
un − qn√
~
)∣∣∣∣ ∣∣∣∣∇f (wj − qj√
~
)∣∣∣∣ ∣∣∣∣f (uj − qj√
~
)∣∣∣∣
·
∣∣∣∣˙ (dp)⊗k (χ(w1−u1)∈Ω~ · · ·χ(wℓ−uℓ)∈Ω~χ(wℓ+1−uℓ+1)∈Ωc~ · · ·χ(wk−uk)∈Ωc~)∇qjΦ · e i~ ~pk·(~wk−~uk)
∣∣∣∣
· ‖awk · · · aw1ψN,t‖‖auk · · ·au1ψN,t‖
6C~
1
2
− 3
2
k
k∑
j=1
max
06ℓ6k
˙
(dqdwdu)⊗k
k∏
n6=j
∣∣∣∣f (wn − qn√
~
)
f
(
un − qn√
~
)∣∣∣∣ ∣∣∣∣∇f (wj − qj√
~
)∣∣∣∣ ∣∣∣∣f (uj − qj√
~
)∣∣∣∣
·
∣∣∣∣˙ (dp)⊗ℓχ(w1−u1)∈Ω~ · · ·χ(wℓ−uℓ)∈Ω~e i~ ∑ℓm=1 pm·(wm−um)
·
˙
(dp)⊗(k−ℓ)χ(wℓ+1−uℓ+1)∈Ωc~ · · ·χ(wk−uk)∈Ωc~e
i
~
∑ℓ
m=k−ℓ pm·(wm−um)∇qjΦ
∣∣∣∣
27
· ‖awk · · · aw1ψN,t‖‖auk · · ·au1ψN,t‖
Applying Lemma 2.5 onto the (k − ℓ) terms, we have
6C
k∑
j=1
max
06ℓ6k
~
1
2
− 3
2
k+(1−α)(k−ℓ)s
˙
(dqdwdu)⊗k
(
χ
(w1−u1)∈Ω~ · · ·χ(wℓ−uℓ)∈Ω~
)
·
k∏
n6=j
∣∣∣∣f (wn − qn√
~
)
f
(
un − qn√
~
)∣∣∣∣ · ∣∣∣∣∇f (wj − qj√
~
)∣∣∣∣ ∣∣∣∣f (uj − qj√
~
)∣∣∣∣
· ‖awk · · · aw1ψN,t‖‖auk · · ·au1ψN,t‖.
For a fixed ℓ, observe that since f is compact supported, by using Hölder’s inequality in w and u variables,
we have
˙
(dqdwdu)⊗k
(
χ
(w1−u1)∈Ω~ · · ·χ(wℓ−uℓ)∈Ω~
) k∏
n6=j
∣∣∣∣f (wn − qn√
~
)
f
(
un − qn√
~
)∣∣∣∣
·
∣∣∣∣∇f (wj − qj√
~
)∣∣∣∣ ∣∣∣∣f (uj − qj√
~
)∣∣∣∣ ‖awk · · · aw1ψN,t‖‖auk · · · au1ψN,t‖
=
˙
(dqdwdu)⊗k
(
χ
(w1−u1)∈Ω~ · · ·χ(wℓ−uℓ)∈Ω~
) k∏
n6=j
∣∣∣∣f (wn − qn√
~
)
f
(
un − qn√
~
)∣∣∣∣
·
∣∣∣∣∇f (wj − qj√
~
)∣∣∣∣ ∣∣∣∣f (uj − qj√
~
)∣∣∣∣ k∏
m=1
χ|wm−qm|6
√
~R
χ|um−qm|6
√
~R‖awk · · ·aw1ψN,t‖‖auk · · · au1ψN,t‖
6
˙
(dq)⊗k
[˙
(dwdu)⊗k
(
χ
(w1−u1)∈Ω~ · · ·χ(wℓ−uℓ)∈Ω~
) k∏
n6=j
∣∣∣∣f (wn − qn√
~
)
f
(
un − qn√
~
)∣∣∣∣2
·
∣∣∣∣∇f (wj − qj√
~
)∣∣∣∣2 ∣∣∣∣f (uj − qj√
~
)∣∣∣∣2 ] 12 [˙ (dw)⊗k k∏
m=1
χ|wm−qm|6
√
~R‖awk · · · aw1ψN,t‖2
]
.
By change of variables and then applying Lemma 2.4, we have
=~
3
2
k
[˙
(dw˜du˜)⊗k
(
χ
|w˜1−u˜1|6~α+
1
2
· · ·χ|w˜ℓ−u˜ℓ|6~α+12
) k∏
n6=j
|f (w˜n)) f (u˜n)|2
· |∇f (w˜j)|2 |f (u˜j)|2
] 1
2
˙
(dqdw)⊗k
k∏
m=1
χ|wm−qm|6
√
~R‖awk · · · aw1ψN,t‖2
6
[˙
(dw˜du˜)⊗k
(
χ
|w˜1−u˜1|6~α+
1
2
· · ·χ|w˜ℓ−u˜ℓ|6~α+12
) k∏
n6=j
|f (w˜n)) f (u˜n)|2 |∇f (w˜j)|2 |f (u˜j)|2
] 1
2
. (3.29)
28
Observe now that by using Hölder inequality with respect to u˜, we get, for every 1 6 n 6 k,
ˆ
dw˜n |f(w˜n)|2
ˆ
du˜nχ|w˜n−u˜n|6~α+
1
2
|f(u˜n)|2
6
ˆ
dw˜n|f(w˜n)|2
(ˆ
du˜nχ|w˜n−u˜n|6~α+
1
2
) 2
3
(ˆ
du˜n |f(u˜n)|6
) 1
3
6C~2α+1
(ˆ
dw˜n|f(w˜n)|2
)(ˆ
du˜n |f(u˜n)|6
) 1
3
6C~2α+1,
(3.30)
where we have used the fact that f ∈ H1, it is also embedded in the L6 space. Similarly,
¨
dw˜jdu˜j χ|w˜j−u˜j |6~α+
1
2
|∇f (w˜j)|2 |f (u˜j)|2
=
ˆ
dw˜j |∇f (w˜j)|2
ˆ
du˜j χ|w˜j−u˜j |6~α+
1
2
|f (u˜j)|2
6
ˆ
dw˜j |∇f (w˜j)|2
(ˆ
du˜j χ|w˜j−u˜j |6~α+
1
2
) 2
3
(ˆ
du˜j |f (u˜j)|6
) 1
3
6C~2α+1.
Putting this back into (3.29), we have
˙
(dqdwdu)⊗k
(
χ
(w1−u1)∈Ω~ · · ·χ(wℓ−uℓ)∈Ω~
) k∏
n6=j
∣∣∣∣f (wn − qn√
~
)
f
(
un − qn√
~
)∣∣∣∣
·
∣∣∣∣∇f (wj − qj√
~
)∣∣∣∣ ∣∣∣∣f (uj − qj√
~
)∣∣∣∣ ‖awk · · · aw1ψN,t‖‖auk · · · au1ψN,t‖
6C~(α+
1
2
)ℓ.
Then, from (3.28), we have
∣∣∣∣˙ (dqdp)⊗k∇~qkΦ(q1, p1, . . . , qk, pk) · Rk∣∣∣∣ 6 C k∑
j=1
max
06ℓ6k
~
1
2
− 3
2
k+(1−α)(k−ℓ)s+(α+ 1
2
)ℓ
= Ck max
06ℓ6k
~
1
2
− 3
2
k+(1−α)(k−ℓ)s+(α+ 1
2
)ℓ.
(3.31)
Therefore, by picking s =
⌈
1+2α
2(1−α)
⌉
we arrive immediately that
∣∣∣∣˙ (dqdp)⊗k∇~qkΦ(q1, p1, . . . , qk, pk) · Rk∣∣∣∣ 6 C~ 12+(α−1)k.
Therefore, for all δ ≪ 1, we choose 12 < α < 1 such that (α− 1)k 6 −δ.
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Proof of Proposition 2.5
Proof. Let Φ be an arbitrary test function, then the remainder term R˜1 can be written explicitly into∣∣∣∣¨ dq1dp1∇p1Φ(q1, p1) · R˜1∣∣∣∣
=
∣∣∣∣¨ dq1dp1∇p1Φ(q1, p1) ·(¨ dwdu¨ dydv¨ dq2dp2
·
[ˆ 1
0
ds∇V (su+ (1− s)w − y)−∇V (q1 − q2)]
· f~q1,p1(w)f~q1,p1(u)f~q2,p2(y)f~q2,p2(v) 〈awayψN,t, auavψN,t〉
)∣∣∣∣
=
1
~3
∣∣∣∣¨ dq1dp1∇p1Φ(q1, p1) ·¨ dwdu¨ dydv¨ dq2dp2
·
[ˆ 1
0
ds∇V (su+ (1− s)w − y)−∇V (q1 − q2)]e i~p1·(w−u)e i~p2·(y−v)
· f
(
w − q1√
~
)
f
(
u− q1√
~
)
f
(
y − q2√
~
)
f
(
v − q2√
~
)
〈awayψN,t, auavψN,t〉
∣∣∣∣.
Then, utilizing (2.7), we may get
(2π)3
∣∣∣∣¨ dq1dp1∇p1Φ(q1, p1) ·¨ dwdu¨ dydq2
·
[ˆ 1
0
ds∇V (su + (1− s)w − y)−∇V (q1 − q2)
]
· f
(
w − q1√
~
)
f
(
u− q1√
~
)
e
i
~
p1·(w−u)
∣∣∣∣f (y − q2√
~
)∣∣∣∣2 〈awayψN,t, auayψN,t〉 ∣∣∣∣
=(2π)3~
3
2
∣∣∣∣¨ dq1dp1∇p1Φ(q1, p1) ·¨ dwdu¨ dydq˜2
·
[ˆ 1
0
ds∇V (su + (1− s)w − y)−∇V (q1 − y +
√
~q˜2)
]
· f
(
w − q1√
~
)
f
(
u− q1√
~
)
e
i
~
p1·(w−u) |f (q˜2)|2 〈awayψN,t, auayψN,t〉
∣∣∣∣.
Then, we insert a term, namely ∇V (q1 − y) and use triangle inequality to obtain
6(2π)3~
3
2
∣∣∣∣¨ dq1dp1∇p1Φ(q1, p1) ·¨ dwdu¨ dydq˜2
·
ˆ 1
0
ds
(
∇V (su+ (1 − s)w − y)−∇V (q1 − y)
)
· f
(
w − q1√
~
)
f
(
u− q1√
~
)
e
i
~
p1·(w−u)∣∣f (q˜2) ∣∣2 〈awayψN,t, auayψN,t〉 ∣∣∣∣
+ (2π)3~
3
2
∣∣∣∣¨ dq1dp1∇p1Φ(q1, p1) ·¨ dwdu¨ dydq˜2(∇V (q1 − y)−∇V (q1 − y +√~q˜2))
· f
(
w − q1√
~
)
f
(
u− q1√
~
)
e
i
~
p1·(w−u)∣∣f (q˜2) ∣∣2 〈awayψN,t, auayψN,t〉 ∣∣∣∣
30
=:I3 + II 3,
where we have used change of variable
√
~q˜2 = (y − q2) in the second term above.
We first focus on II 3. We begin by splitting the integral on momentum, by using Lemma 2.5, it follows
II 3 =(2π)
3
~
3
2
∣∣∣∣¨ dq1dp1∇p1Φ(q1, p1) ·¨ dwdu¨ dydq˜2 (χ(w−u)∈Ωc~ + χ(w−u)∈Ω~)
·
(
∇V (q1 − y)−∇V (q1 − y +
√
~q˜2)
)
f
(
w − q1√
~
)
f
(
u− q1√
~
)
· e i~p1·(w−u)∣∣f (q˜2) ∣∣2 〈awayψN,t, auayψN,t〉 ∣∣∣∣
6(2π)3~
3
2
+ 1
2
ˆ
dq1
¨
dwdu
ˆ
dy
(∣∣∣∣ˆ dp1 e i~p1·(w−u)χ(w−u)∈Ωc~∇p1Φ(q1, p1)
∣∣∣∣
+
∣∣∣∣ˆ dp1 e i~p1·(w−u)χ(w−u)∈Ω~∇p1Φ(q1, p1)∣∣∣∣ ) · ∣∣∣∣f (w − q1√
~
)
f
(
u− q1√
~
)∣∣∣∣
·
(ˆ
dq˜2|q˜2|
∣∣f (q˜2) ∣∣2) | 〈awayψN,t, auayψN,t〉 |
6C~
3
2
+ 1
2
ˆ
dq1
¨
dwdu
ˆ
dy
( ∣∣∣∣ˆ dp1 e i~p1·(w−u)χ(w−u)∈Ωc~∇p1Φ(q1, p1)
∣∣∣∣
+
∣∣∣∣ˆ dp1 e i~p1·(w−u)χ(w−u)∈Ω~∇p1Φ(q1, p1)∣∣∣∣ ) · ∣∣∣∣f (w − q1√
~
)
f
(
u− q1√
~
)∣∣∣∣
· | 〈awayψN,t, auayψN,t〉 |
=:i31 + ii31, (3.32)
where we used the fact that ∇V is Lipschitz continuous, f has compact support, and the definition of Ω~ in
(2.9).
The next step is to use Lemmata 2.4 and 2.5 to bound the terms i31 and ii31. Then we examine what
the appropriate terms α and s should be. By Lemma 2.5, we may bound the term i31, i.e.,
i31 6 C~
3
2
+ 1
2
+(1−α)s
ˆ
dq1
¨
dwdu
ˆ
dy ·
∣∣∣∣f (w − q1√
~
)
f
(
u− q1√
~
)∣∣∣∣| 〈awayψN,t, auayψN,t〉 |
6 C~
3
2
+ 1
2
+(1−α)s
ˆ
dq1
¨
dwdu
ˆ
dy
∣∣∣∣f (w − q1√
~
)
f
(
u− q1√
~
)∣∣∣∣‖awayψN,t‖‖auayψN,t‖.
Since we assume that f is compactly supported, by Hölder inequality with respect to w and u, we have we
have that
i31 6C~
3
2
+ 1
2
+(1−α)s
ˆ
dq1
(¨
dwdu
∣∣∣∣f (w − q1√
~
)∣∣∣∣2 ∣∣∣∣f (u− q1√
~
)∣∣∣∣2) 12
·
(¨
dwdu χ|w−q1|6
√
~R
χ|u−q1|6
√
~R
(ˆ
dy ‖awayψN,t‖‖auayψN,t‖
)2) 12
=C~3+
1
2
+(1−α)s
ˆ
dq1
( ˆ
dw˜ |f (w˜)|2
)
31
·
(¨
dwdu χ|w−q1|6
√
~R
χ|u−q1|6
√
~R
(ˆ
dy ‖awayψN,t‖‖auayψN,t‖
)2) 12
,
where we used the change of variable
√
~w˜ = w − q1 in the last inequality. Now, since ‖f‖2 is normalized,
we continue to have
6 C~3+
1
2
+(1−α)s
ˆ
dq1
(¨
dwdu χ|w−q1|6
√
~R
χ|u−q1|6
√
~R
(ˆ
dy ‖awayψN,t‖‖auayψN,t‖
)2) 12
6 C~3+
1
2
+(1−α)s
ˆ
dq1
(¨
dwdu χ|w−q1|6
√
~R
χ|u−q1|6
√
~R
(ˆ
dy ‖awayψN,t‖2
)(ˆ
dy ‖auayψN,t‖2
)) 1
2
= C~3+
1
2
+(1−α)s
ˆ
dq1
¨
dydw χ|w−q1|6
√
~R‖awayψN,t‖2
= C~3+
1
2
+(1−α)s
ˆ
dy
¨
dq1dw
〈
ayψN,t, χ|w−q1|6
√
~Ra
∗
wawayψN,t
〉
by Lemma 2.4
i31 6 C~
3− 3
2
+ 1
2
+(1−α)s
ˆ
dy 〈ayψN,t, ayψN,t〉
= C~(1−α)s−1
〈
ψN,t,
N
N
ψN,t
〉
6 C~(1−α)s−1. (3.33)
On the other hand, from ii31 we have
ii31 6C~
3
2
+ 1
2
ˆ
dq1
¨
dwdu
ˆ
dy
∣∣∣∣ˆ dp1 e i~p1·(w−u)χ(w−u)∈Ω~∇p1Φ(q1, p1)∣∣∣∣
·
∣∣∣∣f (w − q1√
~
)
f
(
u− q1√
~
)∣∣∣∣| 〈awayψN,t, auayψN,t〉 |
6C~
3
2
+ 1
2
ˆ
dq1
¨
dwdu
ˆ
dy
ˆ
dp1 χ(w−u)∈Ω~ |∇p1Φ(q1, p1)|
·
∣∣∣∣f (w − q1√
~
)
f
(
u− q1√
~
)∣∣∣∣| 〈awayψN,t, auayψN,t〉 |
6C~
3
2
+ 1
2
ˆ
dq1
¨
dwdu
ˆ
dy χ(w−u)∈Ω~ ·
∣∣∣∣f (w − q1√
~
)
f
(
u− q1√
~
)∣∣∣∣| 〈awayψN,t, auayψN,t〉 |
Since f is assumed to be compactly supported, we have
6C~
3
2
+ 1
2
ˆ
dq1
(¨
dwdu χ(w−u)∈Ω~
∣∣∣∣f (w − q1√
~
)
f
(
u− q1√
~
) ∣∣∣∣2
) 1
2
·
(¨
dwdu χ|w−q1|6
√
~R
χ|u−q1|6
√
~R
(ˆ
dy‖awayψN,t‖‖auayψN,t‖
)2) 12
,
where we use Cauchy-Schwarz inequality and Hölder inequality.
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Next, by change of variables as well as Hölder inequality in respect of y, we have
6C~3+
1
2
(¨
dw˜du˜ χ|w˜−u˜|6~α+12
∣∣∣∣f (w˜) f (u˜) ∣∣∣∣2
) 1
2
·
ˆ
dy
¨
dq1dw χ|w−q1|6
√
~R 〈ayψN,t, a∗wawayψN,t〉
6C~−1
(ˆ
dw˜ |f(w˜)|2
ˆ
du˜ χ|w˜−u˜|6~α+12 |f(u˜)|
2
) 1
2
,
(3.34)
where we applied Lemma 2.4. Observe from (3.30), we get
ii31 6 C~
α− 1
2 .
Now we compare power of ~ with the one in (3.33). Namely,
α− 1
2
= (1− α)s− 1. (3.35)
Therefore, we choose s =
⌈
1+2α
2(1−α)
⌉
such that II 3 is of order ~
α− 1
2 . Now, focus on I3, we use similar strategy
as with II 3.
I3 6C~
3
2
ˆ
dq1
¨
dwdu
ˆ
dy
ˆ 1
0
ds
∣∣∣∣∇V (su+ (1− s)w − y)−∇V (q1 − y)∣∣∣∣
·
( ∣∣∣∣ˆ dp1 e i~p1·(w−u)χ(w−u)∈Ωc~∇p1Φ(q1, p1)
∣∣∣∣+ ∣∣∣∣ˆ dp1 e i~p1·(w−u)χ(w−u)∈Ω~∇p1Φ(q1, p1)∣∣∣∣ )
·
∣∣∣∣f (w − q1√
~
)
f
(
u− q1√
~
)∣∣∣∣ (ˆ dq˜2|f(q˜2)|2) | 〈awayψN,t, auayψN,t〉 |
6C~
3
2
ˆ
dq1
¨
dwdu
ˆ
dy
ˆ 1
0
ds|su+ (1− s)w − q1|
( ∣∣∣∣ˆ dp1 e i~p1·(w−u)χ(w−u)∈Ωc~∇p1Φ(q1, p1)
∣∣∣∣
+
∣∣∣∣ˆ dp1 e i~p1·(w−u)χ(w−u)∈Ω~∇p1Φ(q1, p1)∣∣∣∣ ) · ∣∣∣∣f (w − q1√
~
)
f
(
u− q1√
~
)∣∣∣∣
· χ|w−q1|6√~Rχ|u−q1|6√~R‖awayψN,t‖‖auayψN,t‖
=: i32 + ii32 (3.36)
Again, by Lemma 2.5 and the bounds for number operator and localized number operator, we have for i32
that
i32 6C~
3
2
+(1−α)s
ˆ
dq1
¨
dwdu
ˆ 1
0
ds |su+ (1− s)w − q1| ·
∣∣∣∣f (w − q1√
~
)
f
(
u− q1√
~
)∣∣∣∣
· χ|w−q1|6√~Rχ|u−q1|6√~R
ˆ
dy‖awayψN,t‖‖auayψN,t‖
6C~3+
1
2
+(1−α)s
ˆ
dq1
(¨
dw˜du˜
ˆ 1
0
ds |su˜+ (1− s)w˜|2 ·
∣∣∣∣f (w˜) f (u˜)∣∣∣∣2
) 1
2
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·
(¨
dwdu χ|w−q1|6
√
~R
χ|u−q1|6
√
~R
(ˆ
dy‖awayψN,t‖‖auayψN,t‖
)2) 12
6C~3+
1
2
+(1−α)s
(¨
dw˜du˜
ˆ 1
0
ds |su˜+ (1− s)w˜|2 ·
∣∣∣∣f (w˜) f (u˜)∣∣∣∣2
) 1
2
·
ˆ
dy
¨
dq1dw χ|w−q1|6
√
~R 〈ayψN,t, a∗wawayψN,t〉
6C~(1−α)s−1,
where we used Lemma 2.4 and the bounds for number operator. Similarly, for ii32, we have
ii32 6C~
3
2
ˆ
dq1
¨
dwdu
ˆ
dy
ˆ 1
0
ds|su+ (1− s)w − q1|
ˆ
dp1
∣∣χ
(w−u)∈Ω~∇p1Φ(q1, p1)
∣∣
·
∣∣∣∣f (w − q1√
~
)
f
(
u− q1√
~
)∣∣∣∣χ|w−q1|6√~Rχ|u−q1|6√~R‖awayψN,t‖‖auayψN,t‖
6C~
3
2
ˆ
dq1
¨
dwdu
ˆ
dy
ˆ 1
0
ds|su+ (1− s)w − q1|χ(w−u)∈Ω~
∣∣∣∣f (w − q1√
~
)
f
(
u− q1√
~
)∣∣∣∣
· χ|w−q1|6√~Rχ|u−q1|6√~R‖awayψN,t‖‖auayψN,t‖
6C~
3
2
ˆ
dq1
(¨
dwdu
ˆ 1
0
ds|su+ (1− s)w − q1|2
∣∣∣∣f (w − q1√
~
)
f
(
u− q1√
~
)∣∣∣∣2χ(w−u)∈Ω~
) 1
2
·
(¨
dwdu χ|w−q1|6
√
~R
χ|u−q1|6
√
~R
ˆ
dy‖awayψN,t‖‖auayψN,t‖
) 1
2
6C~3+
1
2
(¨
dw˜du˜
ˆ 1
0
ds|su˜+ (1− s)w˜|2
∣∣∣∣f (w˜) f (u˜)∣∣∣∣2χ|w˜−u˜|6~α+12
) 1
2
·
ˆ
dq1
(¨
dwdu χ|w−q1|6
√
~R
χ|u−q1|6
√
~R
ˆ
dy‖awayψN,t‖‖auayψN,t‖
) 1
2
.
By Lemma 2.4 and the bounds for number operator, we have
6C~−1
(¨
dw˜du˜
ˆ 1
0
ds|su˜+ (1− s)w˜|2
∣∣∣∣f (w˜) f (u˜)∣∣∣∣2χ|w˜−u˜|6~α+12
) 1
2
.
Then, by using similar computation in (3.30) and the assumption that f is compactly supported, we may
get
ii32 6 C~
α− 1
2 .
Therefore, II 3 and I3 together, we have the bound of order ~
α− 1
2 for α ∈ (12 , 1).
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Proof of Proposition 2.6
Proof. To calculate the bound in (2.20) for R̂k. It has automatically an 1/N as a factor, therefore, we expect
it has better estimates than the other remainder terms. More precisely, we can split the integrals as before,
∣∣∣∣ 12N
˙
(dqdp)⊗k(dwdu)⊗kΦ(q1, p1, . . . , qk, pk)
k∑
j 6=i
[
V (uj − ui)− V (wj − wi)
]
·
(
f~q,p(w)f
~
q,p(u)
)⊗k
〈awk · · · aw1ψN,t, auk · · ·au1ψN,t〉
∣∣∣∣
=
∣∣∣∣ 12N
˙
(dqdp)⊗k(dwdu)⊗kΦ(q1, p1, . . . , qk, pk)
k∑
j 6=i
[
V (uj − ui)− V (wj − wi)
] (
f~q,p(w)f
~
q,p(u)
)⊗k
·
k∏
n=1
(
χ
(wn−un)∈Ωc~ +
χ
(wn−un)∈Ω~
)
〈awk · · · aw1ψN,t, auk · · · au1ψN,t〉
∣∣∣∣,
where Ω~ is defined as in (2.9). Since V ∈W 2,∞ and recall ~3 = N−1, we have
6C(k)‖V ‖∞~3−
3
2
k
˙
(dqdwdu)⊗k
k∏
n=1
∣∣∣∣f (wn − qn√
~
)
f
(
un − qn√
~
)∣∣∣∣ ‖awk · · · aw1ψN,t‖‖auk · · · au1ψN,t‖
·
∣∣∣∣∣
k∏
n=1
(
χ
(wn−un)∈Ωc~ +
χ
(wn−un)∈Ω~
)˙
(dp)⊗ke
i
~
∑k
m=1 pm·(wm−um)Φ(q1, . . . , pk)
∣∣∣∣∣
6C~3−
3
2
k max
06ℓ6k
˙
(dqdwdu)⊗k
k∏
n=1
∣∣∣∣f (wn − qn√
~
)
f
(
un − qn√
~
)∣∣∣∣ ‖awk · · ·aw1ψN,t‖‖auk · · ·au1ψN,t‖
·
∣∣∣∣˙ (dp)⊗k (χ(w1−u1)∈Ω~ · · ·χ(wℓ−uℓ)∈Ω~χ(wℓ+1−uℓ+1)∈Ωc~ · · ·χ(wk−uk)∈Ωc~)∇qjΦ · e i~ ~pk·(~wk−~uk)
∣∣∣∣
=C~3−
3
2
k max
06ℓ6k
˙
(dqdwdu)⊗k
∣∣∣∣˙ (dp)⊗ℓχ(w1−u1)∈Ω~ · · ·χ(wℓ−uℓ)∈Ω~e i~ ∑ℓm=1 pm·(wm−um)
·
˙
(dp)⊗(k−ℓ)χ(wℓ+1−uℓ+1)∈Ωc~ · · ·χ(wk−uk)∈Ωc~e
i
~
∑ℓ
m=k−ℓ pm·(wm−um)∇qjΦ(q1, p1, . . . , qk, pk)
∣∣∣∣
·
k∏
n=1
∣∣∣∣f (wn − qn√
~
)
f
(
un − qn√
~
)∣∣∣∣ ‖awk · · · aw1ψN,t‖‖auk · · ·au1ψN,t‖,
where we apply similar argument in (3.28) in the last inequality. Note here that the constant C above is
dependent on k. Applying Lemma 2.5 we have
6C max
06ℓ6k
~
3− 3
2
k+(1−α)(k−ℓ)s
˙
(dqdwdu)⊗k
(
χ
(w1−u1)∈Ω~ · · ·χ(wℓ−uℓ)∈Ω~
)
·
k∏
n=1
∣∣∣∣f (wn − qn√
~
)
f
(
un − qn√
~
)∣∣∣∣ ‖awk · · ·aw1ψN,t‖‖auk · · · au1ψN,t‖
=C max
06ℓ6k
~
3− 3
2
k+(1−α)(k−ℓ)s
˙
(dqdwdu)⊗k
(
χ
(w1−u1)∈Ω~ · · ·χ(wℓ−uℓ)∈Ω~
)
·
k∏
n=1
∣∣∣∣f (wn − qn√
~
)
f
(
un − qn√
~
)∣∣∣∣χ|wn−qn|6√~Rχ|un−qn|6√~R‖awk · · · aw1ψN,t‖‖auk · · · au1ψN,t‖
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6C max
06ℓ6k
~
3− 3
2
k+(1−α)(k−ℓ)s
˙
(dq)⊗k
[˙
(dwdu)⊗k
(
χ
(w1−u1)∈Ω~ · · ·χ(wℓ−uℓ)∈Ω~
)
·
k∏
n=1
∣∣∣∣f (wn − qn√
~
)
f
(
un − qn√
~
)∣∣∣∣2 ] 12 [˙ (dw)⊗k k∏
n=1
χ|wn−qn|6
√
~R‖awk · · · aw1ψN,t‖2
]
=C max
06ℓ6k
~
3+(1−α)(k−ℓ)s
˙
(dq)⊗k
[˙
(dw˜du˜)⊗k
(
χ
|w˜1−u˜1|6~α+
1
2
· · ·χ|w˜ℓ−u˜ℓ|6~α+12
)
·
k∏
n=1
|f (w˜n) f (u˜n)|2
] 1
2
[˙
(dw)⊗k
k∏
n=1
χ|wn−qn|6
√
~R‖awk · · · aw1ψN,t‖2
]
6C max
06ℓ6k
~
3− 3
2
k+(1−α)(k−ℓ)s+(α+ 1
2
)ℓ,
where, as in the proof of Proposition 2.4, we applied Lemma 2.4 and (3.30). Therefore, we obtain the desired
result by choosing s =
⌈
1+2α
2(1−α)
⌉
.
Next, we switch to estimate (2.21) for R˜k. Repeated the steps in the proof of Proposition 2.5, we have∣∣∣∣˙ (dqdp)⊗k∇~pkΦ(q1, p1, . . . , qk, pk) · R˜k∣∣∣∣
=
∣∣∣∣ k∑
j=1
˙
(dqdp)⊗k(dwdu)⊗k∇pjΦ(q1, p1, . . . , qk, pk) ·
¨
dydv
¨
dqk+1dpk+1
·
ˆ 1
0
ds [∇V (suj + (1− s)wj − y)−∇V (qj − y) +∇V (qj − y)−∇V (qj − qk+1)]
·
(
f~q,p(w)f
~
q,p(u)
)⊗k
f~qk+1,pk+1(y)f
~
qk+1,pk+1
(v) 〈awk · · · aw1ayψN,t, auk · · ·au1avψN,t〉
∣∣∣∣.
Appling the ~-weighted Dirac-delta function as in (2.7), we have
=(2π)3~3−
3
2
∣∣∣∣ k∑
j=1
˙
(dqdp)⊗k(dwdu)⊗k∇pjΦ(q1, p1, . . . , qk, pk) ·
¨
dydqk+1
·
ˆ 1
0
ds [∇V (suj + (1− s)wj − y)−∇V (qj − y) +∇V (qj − y)−∇V (qj − qk+1)]
·
(
f~q,p(w)f
~
q,p(u)
)⊗k ∣∣∣∣f (y − qk+1√
~
)∣∣∣∣2 〈awk · · · aw1ayψN,t, auk · · ·au1ayψN,t〉 ∣∣∣∣
6(2π)3~3−
3
2
k
k∑
j=1
˙
(dqdwdu)⊗k
k∏
n=1
∣∣∣∣˙ (dp)⊗k∇pjΦ(q1, p1, . . . , qk, pk)e i~pn·(wn−un)∣∣∣∣¨ dydq˜k+1
·
(ˆ 1
0
ds |∇V (suj + (1− s)wj − y)−∇V (qj − y))|+
∣∣∣∇V (qj − y)−∇V (qj − y +√~q˜k+1)∣∣∣)
·
∣∣∣∣f (wn − qn√
~
)
f
(
un − qn√
~
)∣∣∣∣ |f (q˜k+1)|2 | 〈awk · · · aw1ayψN,t, auk · · · au1ayψN,t〉 |.
Using the fact that ∇V is Lipchitz continuous and that f is compactly supported, we have
6(2π)3~3−
3
2
k
k∑
j=1
˙
(dqdwdu)⊗k
k∏
n=1
∣∣∣∣˙ (dp)⊗k∇pjΦ(q1, p1, . . . , qk, pk)e i~pn·(wn−un)∣∣∣∣¨ dydq˜k+1
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·
(ˆ 1
0
ds |suj + (1− s)wj − qj |+
∣∣∣√~q˜k+1∣∣∣) ∣∣∣∣f (wn − qn√
~
)
f
(
un − qn√
~
)∣∣∣∣ |f(q˜k+1)|2
· χ|wn−qn|6√~Rχ|un−qn|6√~R|‖awk · · · aw1ayψN,t‖‖auk · · · au1ayψN,t‖
=:I4 + II 4
Focusing on I4, we split the integral as follows
I4 = (2π)
3
~
3− 3
2
k
k∑
j=1
˙
(dqdwdu)⊗k
∣∣∣∣ k∏
n=1
(
χ
(wn−un)∈Ωc~ +
χ
(wn−un)∈Ω~
)˙
(dp)⊗k∇pjΦ(q1, p1, . . . , qk, pk)
· e i~
∑k
m=1 pm·(wm−um)
∣∣∣∣¨ dydq˜k+1 ˆ 1
0
ds |suj + (1− s)wj − qj |
∣∣∣∣f (wn − qn√
~
)
f
(
un − qn√
~
)∣∣∣∣ |f(q˜k+1)|2
· χ|wn−qn|6√~Rχ|un−qn|6√~R|‖awk · · · aw1ayψN,t‖‖auk · · · au1ayψN,t‖.
where Ω~ is defined as in (2.9). We do similar computations for II 4,
II 4 =(2π)
3
~
3− 3
2
k
k∑
j=1
˙
(dqdwdu)⊗k
∣∣∣∣ k∏
n=1
˙
(dp)⊗k
(
χ
(wn−un)∈Ωc~ +
χ
(wn−un)∈Ω~
)
∇pjΦ(q1, p1, . . . , qk, pk)
· e i~pn·(wn−un)
∣∣∣∣¨ dydq˜k+1 ∣∣∣√~q˜k+1∣∣∣ ∣∣∣∣f (wn − qn√
~
)
f
(
un − qn√
~
)∣∣∣∣ |f(q˜k+1)|2
· χ|wn−qn|6√~Rχ|un−qn|6√~R|‖awk · · ·aw1ayψN,t‖‖auk · · · au1ayψN,t‖.
Repeating the proof of Proposition 2.5, namely in (3.36) and (3.32), as well as the proof for estimate (2.20),
we eventually obtain
I4 + II 4 6 C max
06ℓ6k
~
1
2
− 3
2
k+(1−α)(k−ℓ)s+(α+ 1
2
)ℓ,
where the constant C depends on k. As before, we choose s =
⌈
1+2α
2(1−α)
⌉
and choose α ∈ ( 12 , 1) such that
(α− 1)k 6 −δ, and we obtain the desired estimates.
Acknowledgment: We acknowledge support by the Deutsche Forschungsgemeinschaft through the grants CH
955/4-1.
References
[1] L. Amour, M. Khodja, and J. Nourrigat. The classical limit of the heisenberg and time-dependent
hartree–fock equations: the wick symbol of the solution. 2013.
[2] L. Amour, M. Khodja, and J. Nourrigat. The semiclassical limit of the time dependent hartree–fock
equation: The weyl symbol of the solution. Anal. PDE, 6(7):1649–1674, 2013.
[3] A. Athanassoulis, T. Paul, F. Pezzotti, and M. Pulvirenti. Strong semiclassical approximation of wigner
functions for the hartree dynamics. Atti della Accademia Nazionale dei Lincei, Classe di Scienze Fisiche,
Matematiche e Naturali, Rendiconti Lincei Matematica E Applicazioni, 22, 09 2011.
37
[4] V. Bach, S. Breteaux, S. Petrat, P. Pickl, and T. Tzaneteas. Kinetic energy estimates for the accuracy
of the time-dependent hartree–fock approximation with coulomb interaction. Journal de Mathématiques
Pures et Appliquées, 105(1):1 – 30, 2016.
[5] N. Benedikter, V. Jakšić, M. Porta, C. Saffirio, and B. Schlein. Mean-field evolution of fermionic mixed
states. Communications on Pure and Applied Mathematics, 69(12):2250–2303, 2016.
[6] N. Benedikter, M. Porta, C. Saffirio, and B. Schlein. From the hartree dynamics to the vlasov equation.
Archive for Rational Mechanics and Analysis, 221(1):273–334, 2016.
[7] N. Benedikter, M. Porta, and B. Schlein. Mean–field evolution of fermionic systems. Communications
in Mathematical Physics, 331(3):1087–1131, 2014.
[8] T. Bröcker and R. F. Werner. Mixed states with positive wigner functions. Journal of Mathematical
Physics, 36(1):62–75, 1995.
[9] L. Chen, J. O. Lee, and J. Lee. Rate of convergence toward hartree dynamics with singular interaction
potential. Journal of Mathematical Physics, 59(3):031902, 2018.
[10] L. Chen, J. O. Lee, and B. Schlein. Rate of convergence towards hartree dynamics. Journal of Statistical
Physics, 144(4):872, Aug 2011.
[11] G. Dell’Antonio. Lectures on the Mathematics of Quantum Mechanics II: Selected Topics. Springer,
2016.
[12] J. Diestel. Uniform integrability: an introduction. Rend. Istit. Mat. Univ. Trieste, 23(1):41–80 (1993),
1991. School on Measure Theory and Real Analysis (Grado, 1991).
[13] E. Dietler, S. Rademacher, and B. Schlein. From hartree dynamics to the relativistic vlasov equation.
Journal of Statistical Physics, 172(2):398–433, Jul 2018.
[14] R. L. Dobrushin. Vlasov equations. Functional Analysis and Its Applications, 13(2):115–123, Apr 1979.
[15] A. Elgart, L. Erdős, B. Schlein, and H.-T. Yau. Nonlinear hartree equation as the mean field limit of
weakly coupled fermions. Journal de Mathématiques Pures et Appliquées, 83(10):1241 – 1273, 2004.
[16] L. R. d. l. Fefferman, Charles L. Relativistic stability of matter (i). Revista Matemática Iberoamericana,
2(1-2):119–213, 1986.
[17] A. Figalli, M. Ligabò, and T. Paul. Semiclassical limit for mixed states with singular and rough
potentials. Indiana University Mathematics Journal, 61(1):193–222, 2012.
[18] S. Fournais, M. Lewin, and J. P. Solovej. The semi-classical limit of large fermionic systems. Calculus
of Variations and Partial Differential Equations, 57(4):105, Jun 2018.
[19] J. Fröhlich and A. Knowles. A microscopic derivation of the time-dependent hartree-fock equation with
coulomb two-body interaction. Journal of Statistical Physics, 145(1):23, Sep 2011.
[20] I. Gasser, R. Illner, P. A. Markowich, and C. Schmeiser. Semiclassical, t→∞ asymptotics and dispersive
effects for hartree-fock systems. ESAIM: Mathematical Modelling and Numerical Analysis - Modélisation
Mathématique et Analyse Numérique, 32(6):699–713, 1998.
38
[21] F. Golse, C. Mouhot, and T. Paul. On the mean field and classical limits of quantum mechanics.
Communications in Mathematical Physics, 343(1):165–205, Apr 2016.
[22] F. Golse and T. Paul. The schrödinger equation in the mean-field and semiclassical regime. Archive for
Rational Mechanics and Analysis, 223(1):57–94, Jan 2017.
[23] F. Golse and T. Paul. Empirical measures and quantum mechanics: Applications to the mean-field
limit. Communications in Mathematical Physics, 369(3):1021–1053, Aug 2019.
[24] F. Golse, T. Paul, and M. Pulvirenti. On the derivation of the Hartree equation in the mean field limit:
Uniformity in the Planck constant. Journal of Functional Analysis, 275(7):1603–1649, 2018.
[25] P. Gérard, P. A. Markowich, N. J. Mauser, and F. Poupaud. Homogenization limits and wigner trans-
forms. Communications on Pure and Applied Mathematics, 50(4):323–379, 1997.
[26] M. Hauray and P.-E. Jabin. N-particles approximation of the vlasov equations with singular potential.
Archive for Rational Mechanics and Analysis, 183(3):489–524, Mar 2007.
[27] R. Hudson. When is the wigner quasi-probability density non-negative? Reports on Mathematical
Physics, 6(2):249 – 252, 1974.
[28] P.-E. Jabin and M. Hauray. Particles approximations of vlasov equations with singular forces : Propa-
gation of chaos. 2011.
[29] P.-E. Jabin and Z. Wang. Mean Field Limit for Stochastic Particle Systems, volume 1. 04 2017.
[30] L. Lafleche. Global semiclassical limit from hartree to vlasov equation for concentrated initial data.
2019.
[31] L. Lafleche. Propagation of moments and semiclassical limit from hartree to vlasov equation. 2019.
[32] D. Lazarovici and P. Pickl. A mean field limit for the vlasov–poisson system. Archive for Rational
Mechanics and Analysis, 225(3):1201–1231, Sep 2017.
[33] M. Lewin and J. Sabin. The hartree equation for infinitely many particles i. well-posedness theory.
Communications in Mathematical Physics, 334(1):117–170, Feb 2015.
[34] P.-L. Lions and T. Paul. Sur les mesures de wigner. Revista Matemática Iberoamericana, 9(3):553–618,
1993.
[35] A. Mandilara, E. Karpov, and N. J. Cerf. Extending hudson’s theorem to mixed quantum states. Phys.
Rev. A, 79:062302, Jun 2009.
[36] P. A. Markowich and N. J. Mauser. The classical limit of a self-consistent quantum-vlasov equation in
3d, 1993.
[37] D. Mitrouskas, S. Petrat, and P. Pickl. Bogoliubov corrections and trace norm convergence for the
hartree dynamics. 2016.
[38] H. Narnhofer and G. L. Sewell. Vlasov hydrodynamics of a quantum mechanical model. Communications
in Mathematical Physics, 79(1):9–24, Mar 1981.
39
[39] B. S. Niels Benedikter, Marcello Porta. Effective Evolution Equations from Quantum Dynamics.
Springer, 2016.
[40] S. Petrat. Derivation of mean-field dynamics for fermions. May 2014.
[41] S. Petrat. Hartree corrections in a mean-field limit for fermions with coulomb interaction. Journal of
Physics A: Mathematical and Theoretical, 50(24):244004, may 2017.
[42] S. Petrat and P. Pickl. A new method and a new scaling for deriving fermionic mean-field dynamics.
Mathematical Physics, Analysis and Geometry, 19:1–51, 2016.
[43] P. Pickl. A simple derivation of mean field limits for quantum systems. Letters in Mathematical Physics,
97(2):151–164, Aug 2011.
[44] M. Porta, S. Rademacher, C. Saffirio, and B. Schlein. Mean field evolution of fermions with coulomb
interaction. Journal of Statistical Physics, 166(6):1345–1364, Mar 2017.
[45] M. C. D. Robert. Coherent States and Applications in Mathematical Physics. Springer Netherlands,
2012.
[46] C. Saffirio. Mean-field evolution of fermions with singular interaction. In D. Cadamuro, M. Duell,
W. Dybalski, and S. Simonella, editors, Macroscopic Limits of Quantum Systems, pages 81–99, Cham,
2018. Springer International Publishing.
[47] C. Saffirio. Semiclassical limit to the vlasov equation with inverse power law potentials. Communications
in Mathematical Physics, Mar 2019.
[48] F. Santambrogio. Optimal Transport for Applied Mathematicians. Springer, 2015.
[49] F. Soto and P. Claverie. When is the wigner function of multidimensional systems nonnegative? Journal
of Mathematical Physics, 24(1):97–100, 1983.
[50] H. Spohn and H. Neunzert. On the vlasov hierarchy. Mathematical Methods in the Applied Sciences,
3(1):445–455, 1981.
[51] C. Villani. Topics in Optimal Transportation. American Mathematical Society, 2003.
[52] P. Zhang. Wigner Measure and Semiclassical Limits of Nonlinear Schrödinger Equations. American
Mathematical Society, 2008.
40
