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Abstract
In this paper we propose a nonmonotone trust region method. Unlike traditional nonmonotone trust region method, the
nonmonotone technique applied to our method is based on the nonmonotone line search technique proposed by Zhang and Hager
[A nonmonotone line search technique and its application to unconstrained optimization, SIAM J. Optim. 14(4) (2004) 1043–1056]
instead of that presented by Grippo et al. [A nonmonotone line search technique for Newton’s method, SIAM J. Numer. Anal. 23(4)
(1986) 707–716]. So the method requires nonincreasing of a special weighted average of the successive function values. Global and
superlinear convergence of the method are proved under suitable conditions. Preliminary numerical results show that the method is
efﬁcient for unconstrained optimization problems.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
We consider the following unconstrained optimization problem:
min{f (x) | x ∈ Rn}, (1.1)
where f : Rn → R is continuously differentiable.
It is well known that there exist two principal types of methods for unconstrained optimization problem (1.1), namely
line search method and trust region method. Trust region method is an iterative method. At iteration point xk , it obtains
a trial step dk by solving the following quadric program subproblem:
min
d∈Rn
k(d) = gTk d + 12dTBkd
s.t. ‖d‖k , (1.2)
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where gk=∇f (xk),Bk ∈ Rn×n is a symmetric matrix which is either the Hessian matrix of f at xk or an approximation
to it, andk > 0 is a trust region radius. The ratio between the actual reduction in the function value f (xk)−f (xk +dk)
and the predicted reduction k(0) − k(dk) plays a key role to decide whether the trial step is acceptable or not and
how to adjust the trust region radius.
Compared with line search strategy, trust region method has a strong convergence property [12] and is shown
to be efﬁcient for nonlinear optimization problems. Due to its strong convergence and robustness, researchers in
nonlinear optimization area have paid great attention to it, see [4,11,13,15,16,21,20]. However, all these methods
enforce the objective function value to be monotone decreasing at each iteration, which can slow the convergence
rate in the minimization process, especially in the presence of narrow curved valleys. An example, which is about the
minimization of Rosenbrock function, has been given to reveal the bad effect caused by forcing the objective function
value to decrease monotonically, see [3,17].
In the 1980s, Grippo et al. [5] developed a nonmonotone line search technique for Newton’s method, in which the
stepsize k satisﬁes the following condition:
f (xk + kdk) max
0 jmk
f (xk−j ) + k∇f (xk)Tdk , (1.3)
where  ∈ (0, 1), 0mk min{mk−1+1,M}, andM is a preﬁxed nonnegative integer. From then on the nonmonotone
technique has been exploited by many researchers, such as Dai [1], Grippo [6], Liu et al. [8], Sun et al. [18], Toint
[19]. Dai [2] and Toint [19] pointed out that the nonmonotone method can enhance the possibility of ﬁnding a global
optimum; furthermore, it can improve the rate of convergence in cases where a monotone scheme is forced to creep
along the bottom of a narrow curved valley.A lot of numerical experiments have showed that the nonmonotone scheme
is efﬁcient for unconstrained optimization problems.
To take advantage of the nonmonotone technique proposed by Groppo et al. [5], Deng et al. [3] combined it with trust
region method and presented a nonmonotone trust region (NTR) method for unconstrained optimization. Under mild
conditions they proved that their NTR method was globally and superlinearly convergent. Numerical results indicated
that the NTR method performed better than the monotone trust region method. Since then a lot of authors such as Li and
Deng [7], Mo et al. [9], Sun [17] and Zhang and Zhang [24] and so on, have presented a variety of the NTR methods.
However, the nonmonotone technique based on the nonmonotone technique proposed by Grippo et al. [5] has some
disadvantages. For example, it follows from (1.3) that a good function value generated at any iteration is essentially
thrown away due to the maximum. Grippo et al. [5], Rayday [14] and Toint [19] have pointed out that in some cases,
the numerical results are dependent on the choice of M . In addition, Dai [2] has presented an example to show that
for a strongly convex function, although an iterative method generates R-linearly convergent sequence, the iteration
point may not satisfy the condition (1.3) for k large enough, for any preﬁxed bound M on the memory. In order to
overcome these disadvantages, Zhang and Hager [23] proposed another nonmonotone line search, they replaced the
maximum function value in (1.3) with an average of function values, that is, their nonmonotone technique requires
decreasing of an average of the successive function values. In detail, their method ﬁnd a stepsize k satisfying the
following inequality:
f (xk + kdk)Ck + k∇f (xk)Tdk , (1.4)
where
Ck =
{
f (xk), k = 0,
(k−1Qk−1Ck−1 + f (xk))/Qk, k1, (1.5)
Qk =
{
1, k = 0,
k−1Qk−1 + 1, k1, (1.6)
and k−1 ∈ [min, max], min ∈ [0, 1) and max ∈ [min, 1] are two chosen parameters. The numerical results showed
that this nonmonotone technique was superior to the nonmonotone technique (1.3), see [23].
In this paper, our aim is to combine the nonmonotone technique proposed by Zhang and Hager [23] with the trust
region method and propose a new NTR method. The main difference between NTR method and our method is that in
the former one the actual reduction is deﬁned by f (xl(k))− f (xk + dk), where f (xl(k))= max{f (xk−j ) : 0jmk},
which indicates that in NTRmethod, the sequence {f (xl(k))} is required to be nonincreasing.Whereas in ourmethod the
actual reduction is deﬁned by Ck −f (xk +dk). From (1.5) and (1.6), we observe that Ck is a convex combination of the
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function valuesf (x0), f (x1), . . . , f (xk). SoCk can be regarded as a specialweighted average of the successive function
values. In our method, the sequence {Ck} is nonincreasing, but the sequence of function value {fk} is nonmonotone.
With suitable assumptions, we establish the global and superlinear convergence. Some numerical experiments show
that the new method can improve the efﬁciency of the trust region method.
Our paper is organized as follows. Next section the new NTR algorithm is described. In Sections 3 and 4, we analyze
the global and superlinear convergence of the algorithm, respectively. Preliminary numerical results are reported in
Section 5.
2. Algorithm
We ﬁrst introduce some standard notations. ‖ · ‖ refers to the Euclidean norm on Rn. We denote f (xk) by fk and
g(xk) by gk , where g(xk) ∈ Rn is the gradient of f evaluated at xk . Bk ∈ Rn×n is a symmetric matrix which is either
the Hessian matrix of f evaluated at xk or an approximation to it.
As mentioned in Section 1, at each iteration, we get a trial step dk by solving the subproblem (1.2). In this paper, we
solve (1.2) approximately so that ‖dk‖k and
k(0) − k(dk)c‖gk‖min{k, ‖gk‖/‖Bk‖}, (2.1)
where c ∈ (0, 1) is a constant.
After obtaining a trial step dk , in order to decide whether it will be accepted or not, and how to adjust the new trust
region radius, we compute the ratio k between the actual reduction,
Aredk = Ck − f (xk + dk),
and the predicted reduction of the model,
Predk = k(0) − k(dk),
i.e.,
k =
Aredk
Predk
= Ck − f (xk + dk)
k(0) − k(dk)
, (2.2)
where Ck is computed by (1.5) and (1.6). If k, where  ∈ (0, 1) is a constant, we accept the trial step dk , set
xk+1 = xk + dk and enlarge the trust region radius k . Otherwise we set xk+1 = xk and reduce the trust region radius.
More precisely, we give our NTR algorithm as follows:
Algorithm 2.1 (New nonmonotone trust region method). Step 0: Give x0 ∈ Rn, 0 > 0,  ∈ (0, 1), 0<c1 <c2 < 1,
c3 > 1, a symmetric matrix B0 ∈ Rn×n. Choose parameters min ∈ [0, 1) and max ∈ [min, 1). Set k := 0.
Step 1: Compute gk . If ‖gk‖ = 0, stop. Otherwise, go to Step 2.
Step 2: Compute an approximate solution dk so that ‖dk‖k , and (2.1) is satisﬁed.
Step 3: Compute Ck by (1.5) and (1.6), and k by (2.2).
Step 4: Set
xk+1 =
{
xk + dk if k,
xk otherwise.
(2.3)
Step 5: Compute k+1 as
k+1 :
{∈ [c1‖dk‖, c2k] if k < ,
=k if k, ‖dk‖<k,
∈ [k, c3k] if k, ‖dk‖ = k.
(2.4)
Step 6: Update Bk . Choose k ∈ [min, max]. Set k := k + 1 and go to Step 1.
Remark 2.1. Applying Algorithm 2.6 in [11], we can ﬁnd an approximate solution of (1.2) that satisﬁes ‖dk‖k
and (2.1).
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Remark 2.2. The matrix Bk can be updated by quasi-Newton formulas (such as BFGS formula in [11]).
Remark 2.3. If k = 0 for k1, then Algorithm 2.1 reduces to Algorithm 2.2 in [20].
3. Global convergence
In this section we will discuss the global convergence of Algorithm 2.1. Before we address some theoretical issues,
we would like to make the following assumptions.
Assumption 3.1. The level set 	0 = {x ∈ Rn|f (x)f0} is bounded.
Assumption 3.2. The gradient function of f (x), i.e., g(x), is Lipschitz continuous in 	0.
Assumption 3.3. The matrix sequence {Bk} is uniformly bounded.
For simplicity, we deﬁne two index sets as follows:
I = {k : k} and J = {k : k < }.
The following lemmas are important to the analysis of the convergence of Algorithm 2.1.
Lemma 3.1. Suppose that {xk} is generated by Algorithm 2.1. Then the following inequality holds for all k:
fk+1Ck+1Ck . (3.1)
Proof. We ﬁrst prove that (3.1) holds for all k ∈ I , i.e.,
fk+1Ck+1Ck ∀k ∈ I . (3.2)
For k ∈ I , according to k, (2.1) and (2.2), we obtain
fk+1Ck − c‖gk‖min{k, ‖gk‖/‖Bk‖}. (3.3)
So, it follows from (1.5), (1.6) and (3.3) that
Ck+1 = kQkCk + fk+1
Qk+1
 kQkCk + Ck − c‖gk‖min{k, ‖gk‖/‖Bk‖}
Qk+1
= Ck − c‖gk‖min{k, ‖gk‖/‖Bk‖}
Qk+1
. (3.4)
By (1.5) and (1.6), if k = 0, we have
Ck+1 − Ck = fk+1 − Ck+1
kQk
, (3.5)
and if k = 0, we have
Ck+1 = fk+1. (3.6)
From (3.4) to (3.6), it follows that (3.2) holds.
Next, we prove that (3.1) holds for all k ∈ J . From Step 4 of Algorithm 2.1, we get xk+1 = xk and fk+1 = fk for
k ∈ J . We ﬁrst prove that fk+1Ck+1. We consider two cases, respectively.
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Case 1: k − 1 ∈ I . According to (3.2), we have fkCk . Then it follows from (1.5), (1.6) and fk+1 = fk that
Ck+1
kQkfk + fk+1
Qk+1
= kQkfk+1 + fk+1
Qk+1
= fk+1. (3.7)
Case 2: k − 1 ∈ J . In this case, let K = {i | 1< ik, k − i ∈ I }. If K = ∅, from Step 4 of Algorithm 2.1 we have
f0 = fk−j = fk+1, j = 0, 1, . . . , k − 1. Consequently, it follows from (1.5) and (1.6) that
Ck+1 = Ck = fk+1. (3.8)
Now, we suppose that K = ∅. Let m = min{i : i ∈ K}. Then we have
fk−j = fk = fk+1, j = 0, 1, . . . , m − 1. (3.9)
By (1.5), we obtain
QkCk = k−1Qk−1Ck−1 + fk, k1. (3.10)
Using (3.10) repeatedly, we get
kQkCk + fk+1 =
m−1∏
i=0
k−iQk−m+1Ck−m+1 +
m−2∑
j=0
j∏
i=0
k−ifk−j + fk+1. (3.11)
According to the deﬁnition of K and m, we have k − m ∈ I and Ck−m+1fk−m+1 by (3.2). From (3.9) and (3.11), it
follows that
kQkCk + fk+1
m−1∏
i=0
k−iQk−m+1fk−m+1 +
m−2∑
j=0
j∏
i=0
k−ifk−j + fk+1
=
⎛
⎝m−1∏
i=0
k−iQk−m+1 +
m−2∑
j=0
j∏
i=0
k−i + 1
⎞
⎠ fk+1
= Qk+1fk+1. (3.12)
Hence, it follows from (1.5) and (3.12) that
Ck+1 = kQkCk + fk+1
Qk+1
Qk+1fk+1
Qk+1
= fk+1. (3.13)
By (3.7), (3.8) and (3.13), we conclude that
fk+1Ck+1 ∀k ∈ J . (3.14)
If k = 0, it follows from (3.5) and (3.14) that fk+1Ck+1Ck . If k = 0, then, by (1.5), (1.6) and k ∈ J ,
Ck+1 = fk+1 = fk . Combining k − 1 ∈ J and (3.14), we obtain fkCk . Thus (3.1) holds for all k ∈ J . The proof is
completed. 
Lemma 3.2. Suppose that Assumption 3.1 holds, the sequence {xk} generated by Algorithm 2.1 is contained in the
level set 	0.
Proof. The assertion follows from Lemma 3.1, Assumption 3.1 and C0 = f0. 
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For convenience’ sake, we refer to xk+1 as a successful iteration point if xk+1 =xk +dk , and an unsuccessful iteration
point if xk+1 = xk .
Lemma 3.3. Suppose that Assumptions 3.2 and 3.3 hold, the sequence {xk} is generated byAlgorithm 2.1.Also suppose
that the following inequality:
‖gk‖
 (3.15)
holds for all k, where 
 ∈ (0, 1) is a constant. Then for every k, there is a nonnegative integer m such that xk+m+1 is a
successful iteration point.
Proof. On the contrary, we suppose that there is an integer k such that xk+m+1 is an unsuccessful iteration point for
arbitrary m, i.e.,
k+m < , m = 0, 1, 2, . . . . (3.16)
Accordingly, by Steps 4 and 5 of Algorithm 2.1, we have
xk+m+1 = xk, m = 0, 1, 2 . . . (3.17)
and
k+m+1 → 0 as m → ∞. (3.18)
For sufﬁciently large m, by the Taylor expansion, Assumption 3.2, (3.17), (3.18) and ‖dk‖k , we have
|fk − f (xk + dk+m) − (k+m(0) − k+m(dk+m))|
=
∣∣∣∣12 dTk+mBk+mdk+m −
∫ 1
0
[g(xk + tdk+m) − gk]Tdk+m dt
∣∣∣∣
O(‖Bk+m‖2k+m) + o(k+m). (3.19)
Thus, for sufﬁciently large m, it follows from (2.1), (3.15), (3.17)–(3.19) that∣∣∣∣ fk − f (xk + dk+m)k+m(0) − k+m(dk+m) − 1
∣∣∣∣  O(‖Bk+m‖
2
k+m) + o(k+m)
c
 min{k+m, 
/‖Bk+m‖} ,
which, together with Assumption 3.3 and (3.18), implies that
lim
m→∞
fk − f (xk + dk+m)
k+m(0) − k+m(dk+m)
= 1. (3.20)
In addition, from (2.2), (3.1) and (3.17), we have
k+m =
Ck+m − f (xk+m + dk+m)
k+m(0) − k+m(dk+m)
 fk − f (xk + dk+m)
k+m(0) − k+m(dk+m)
. (3.21)
So, for m large enough, it follows from  ∈ (0, 1), (3.20) and (3.21) that
k+m,
which contradicts (3.16). The lemma is proved. 
Based on these lemmas, we present the global convergence of Algorithm 2.1.
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Theorem 3.1. Suppose that Assumptions 3.1–3.3 hold. Then the sequence {xk} generated by Algorithm 2.1 satisﬁes
lim inf
k→∞ ‖gk‖ = 0. (3.22)
Proof. We will show that {‖gk‖} is not bounded away from zero by contradiction. Suppose that there exists a constant

 ∈ (0, 1) such that
‖gk‖
 ∀k. (3.23)
Firstly, we will prove that
lim
k→∞,k∈I k = 0. (3.24)
By Lemma 3.3, we know that I is an inﬁnite set. For k ∈ I , according to (3.4) and (3.23), we get
Ck+1Ck − c
 min{k, 
/‖Bk‖}
Qk+1
. (3.25)
From Lemma 3.1, we know that fk+1Ck+1 for all k0 and {Ck} is nonincreasing. By Assumption 3.1, Lemma 3.2
and the continuity of f, we have that {fk} is bounded below. Therefore {Ck } is convergent. By taking limits as k → ∞
and k ∈ I in both sides of (3.25), we have
lim
k→∞,k∈I
min{k, 
/‖Bk‖}
Qk+1
= 0. (3.26)
From Steps 0 and 6 of Algorithm 2.1, we see that max ∈ [0, 1) and k ∈ [min, max] for all k. Then using (1.6)
repeatedly, we obtain
Qk+1 = 1 +
k∑
i=0
i∏
m=0
k−m
1 +
k∑
i=0
i+1max

∞∑
i=0
imax =
1
1 − max
. (3.27)
Consequently, it follows from (3.26), (3.27) and Assumption 3.3 that (3.24) holds.
Next, we prove that
lim
k→∞k = 0. (3.28)
IfJ is a ﬁnite set, then (3.24) implies that (3.28) holds.Nowwe suppose thatJ is an inﬁnite set andK1={ik | k=1, 2, . . .}
is a subset of J satisfying
i1 = min{j | j ∈ J }
and
ik+1 = min{j ∈ J | j − 1 ∈ I, j − 1> ik} ∀ k1.
According to Lemma 3.3, we know that K1 is an inﬁnite set. For k1, the deﬁnition of ik implies that ik − 1 ∈ I . By
Step 5 of Algorithm 2.1, we have
ikc3ik−1. (3.29)
By the deﬁnition of ik+1, there exists at least an integer l such that
ik + l < ik+1 − 1 and ik + l ∈ J . (3.30)
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Let lk be the maximum integer satisfying (3.30). It follows from Step 5 of Algorithm 2.1 that
ik+lik+l+1, l = 0, 1, . . . , lk (3.31)
and
ik+lik+l+1, l = lk + 1, lk + 2, . . . , ik+1 − ik − 1.
From (3.24), we see that ik−1 → 0 as k → ∞. This fact, (3.29) and (3.31) imply that
lim
k→∞, k∈J k = 0. (3.32)
Hence, it follows from (3.24) and (3.32) that (3.28) holds.
Finally, we will prove the theorem. By the Taylor expansion, Assumption 3.2, ‖dk‖k and (3.28), we get
|fk − f (xk + dk) − (k(0) − k(dk))|
=
∣∣∣∣12 dTk Bkdk −
∫ 1
0
[g(xk + tdk) − gk]Tdk dt
∣∣∣∣
O(2k‖Bk‖) + o(k). (3.33)
From (2.1), (3.23) and (3.33), it follows that∣∣∣∣fk − f (xk + dk)k(0) − k(dk) − 1
∣∣∣∣  O(2k‖Bk‖) + o(k)c
 min{k, 
/‖Bk‖} .
Taking into account the above inequality, (3.28) and Assumption 3.3, we can deduce that
lim
k→∞
fk − f (xk + dk)
k(0) − k(dk)
= 1. (3.34)
It follows from (2.2) and (3.1) that
k =
Ck − f (xk + dk)
k(0) − k(dk)
 fk − f (xk + dk)
k(0) − k(dk)
. (3.35)
Thus, for k sufﬁciently large, according to  ∈ (0, 1), (3.34) and (3.35), we have that
k.
By Step 5 of Algorithm 2.1, we know that k+1k holds for sufﬁciently large k, which contradicts (3.28). The
theorem is true. 
4. Local superlinear convergence
Under suitable conditions, we analyze the superlinear convergence of Algorithm 2.1. We ﬁrst present the following
assumptions.
Assumption 4.1. f (x) is twice continuously differentiable.
Assumption 4.2. The matrix Bk is invertible, ‖B−1k gk‖k and Algorithm 2.1 chooses the step dk = −B−1k gk
for all k.
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Theorem 4.1. Suppose that Assumptions 3.1, 3.3, 4.1 and 4.2 hold. Suppose also that the sequence {xk} is generated
by Algorithm 2.1 and converges to a point x∗, where ∇2f (x∗) is positive deﬁnite and ∇2f (x) is Lipschitz continuous
on a neighborhood of x∗. If
lim
k→∞
‖(Bk − ∇2f (xk))dk‖
‖dk‖ = 0, (4.1)
then the sequence {xk} converges to x∗ superlinearly.
Proof. According to Assumptions 3.1 and 4.1, we know that Assumption 3.2 holds. Therefore, from Theorem 3.1, it
follows that
lim
k→∞ ‖gk‖ = ‖g(x
∗)‖ = 0.
This implies that x∗ is a strict local minimizer and, from Assumption 3.3 we have that dk → 0 as k → ∞.
By Assumption 4.1, we know that there are two positive constants b>a > 0, such that
a‖z‖2zT∇2f (x)zb‖z‖2 ∀ z ∈ Rn (4.2)
for all x ∈ 	1 = {x : ‖x − x∗‖}, where > 0 is a sufﬁciently small constant such that xk ∈ 	1 for all kk0.
For sufﬁciently large k > k1 >k0, from (1.2), dk = −B−1k gk , (4.1), (4.2) and dk → 0, it follows that
k(0) − k(dk) = 12dTk Bkdk
= 12dTk (Bk − ∇2f (xk))dk + 12dTk ∇2f (xk)dk
= O(‖dk‖2). (4.3)
Additionally, by Mean-value Theorem we can write
fk − f (xk + dk) − (k(0) − k(dk))
= 12dTk (Bk − ∇2f (xk))dk + 12dTk (∇2f (xk) − ∇2f (xk + kdk))dk ,
where k ∈ (0, 1). For sufﬁciently large k, due to the Lipschitz continuity of ∇2f (x), dk → 0 and (4.1), we know that
fk − f (xk + dk) − (k(0) − k(dk)) = o(‖dk‖2). (4.4)
According to (4.3) and (4.4), we have∣∣∣∣fk − f (xk + dk)(0) − (dk) − 1
∣∣∣∣=
∣∣∣∣fk − f (xk + dk) − k(0) + k(dk)k(0) − k(dk)
∣∣∣∣
 o(‖dk‖
2)
O(‖dk‖2) . (4.5)
By (4.5), we know (3.34) holds. It follows from (3.34) and (3.35) that k for sufﬁciently large k. Therefore, for
sufﬁciently large k, the quasi-Newton stepwill always be taken, i.e.,Algorithm2.1 reduces to the standard quasi-Newton
method. The superlinear convergent result follows from the standard results of quasi-Newton method (for example,
[22, Theorem 5.5.1]). 
5. Numerical results
In this section we compare the performance of Algorithm 2.1, denoted by NNTR, with NTR method given by Deng
et al. [3] and TNTR method presented by Sun [17]. Furthermore, we give two versions of NNTR method, that is, we
choose several ﬁxed values of k and varying values of k computed by a formula.
In our implementation, for NTR and TNTR methods, as recommended in [5], we set m0 = 0 and mk = min{mk−1 +
1, 10} for k1. In NNTR method, we employ several ﬁxed values of k which are 0.2, 0.5 and 0.85, respectively. In
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Table 1
Numerical comparisons (NNTR with ﬁxed value of k)
Problem n NTR TNTR NNTR (0.2) NNTR (0.5) NNTR (0.85)
ni/nf/ng ni/nf/ng ni/nf/ng ni/nf/ng ni/nf/ng
ER 32 61/62/62 59/60/48 41/42/39 50/51/46 55/56/52
64 57/58/58 63/64/49 50/51/45 50/51/46 60/61/51
128 58/59/59 68/69/58 46/47/44 46/47/44 53/54/51
256 64/65/65 69/70/61 54/55/49 54/55/51 60/61/58
512 55/56/56 72/73/61 54/55/49 53/54/49 55/56/52
EP 32 86/87/87 78/79/79 75/76/75 75/76/75 73/74/74
64 87/88/88 80/81/78 77/78/75 70/71/70 77/78/78
128 92/93/93 90/91/88 73/74/73 70/71/70 96/97/97
256 76/77/77 82/83/83 97/98/95 81/82/82 81/82/82
512 96/97/97 93/94/92 95/96/95 95/96/95 95/96/95
TR 32 9/10/9 7/8/7 7/8/7 7/8/7 7/8/7
64 14/15/14 7/8/7 7/8/7 7/8/7 7/8/7
128 10/11/9 6/7/6 7/8/7 7/8/7 7/8/7
256 16/17/15 10/11/8 7/8/7 7/8/7 7/8/7
512 11/12/9 8/9/7 7/8/7 7/8/7 7/8/7
EB 32 20/21/21 20/21/21 23/24/24 23/24/24 23/24/24
64 24/25/25 21/22/22 22/23/23 22/23/23 22/23/23
128 27/28/28 24/25/25 25/26/26 25/26/26 25/26/26
256 27/28/28 25/26/26 26/27/27 26/27/27 26/27/27
512 27/28/28 27/28/28 28/29/29 28/29/29 28/29/29
DI 32 37/38/37 15/16/14 21/21/17 17/18/16 31/32/31
64 12/13/12 21/22/21 11/12/11 11/12/11 11/12/12
128 14/15/15 18/19/18 16/17/17 16/17/17 16/17/17
256 8/9/9 8/9/9 7/8/8 7/8/8 7/8/8
512 8/9/9 8/9/9 8/9/9 8/9/9 8/9/9
addition, we compute varying values of k by a formula with 0 = 0.2, 0.5 and 0.85, respectively. The formula is given
as follows:
k =
{
0/2, k = 1,
(k−1 + k−2)/2, k2.
These methods are coded in Matlab 6.5. In all the tests, the trial step is computed approximately byAlgorithm 2.6 [11]
in which we choose  = 1 + 10−6. And Bk is updated by BFGS formula in [11]. But we do not update it if sTk yk0,
where sk = xk+1 − xk and yk = gk+1 − gk . For each test, the initial matrix B0 is chosen as |f0|I , where I is the unit
matrix.
The initial trust region radius for all the algorithms is chosen as 0 = 0.5. For each test, the maximum number of
iterations is 300, and the termination condition is
max{‖gk‖, |fk − f (x∗)|}10−6.
Five problems are quoted from [10]. They are extended Rosenbrock function (ER), extended Powell singular function
(EP), trigonometric function (TR), extended Beale function (EB), and discrete integral equation (DI), respectively. The
dimension of these problems rings from 32 to 512.
The computation results are shown in Tables 1 and 2, where the columns have the following meanings: problem
denotes the name of the test problem, n denotes the dimension of the problem, ni, ng and nf denote the numbers of
iterations, gradient evaluations and function evaluations, respectively.
From Tables 1 and 2, we ﬁnd that NNTR method performs better than NTR and TNTR methods in the sense that
NNTR method needs less numbers of iterations or evaluations of function and gradient values for the most of the test
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Table 2
Numerical results of NNTR with varying value of k
Problem n NNTR (0.2) NNTR (0.5) NNTR (0.85)
ni/nf/ng ni/nf/ng ni/nf/ng
ER 32 41/42/39 44/45/41 50/51/46
64 50/51/49 50/51/46 50/51/46
128 46/47/44 46/47/44 52/53/49
256 54/55/49 53/54/49 54/55/51
512 54/55/49 53/54/49 53/54/50
EP 32 74/75/74 75/76/75 75/76/75
64 77/78/75 77/78/75 70/71/70
128 82/83/82 70/71/70 70/71/70
256 97/98/95 97/98/95 81/82/82
512 94/95/93 95/96/95 95/96/95
TR 32 7/8/7 7/8/7 7/8/7
64 7/8/7 7/8/7 7/8/7
128 7/8/7 7/8/7 7/8/7
256 7/8/7 7/8/7 7/8/7
512 7/8/7 7/8/7 7/8/7
EB 32 23/24/24 23/24/24 23/24/24
64 22/23/23 22/23/23 22/23/23
128 25/26/26 25/26/26 25/26/26
256 26/27/27 26/27/27 26/27/27
512 28/29/29 28/29/29 28/29/29
DI 32 22/23/16 25/26/23 31/32/31
64 11/12/11 11/12/11 11/12/12
128 16/17/17 16/17/17 16/17/17
256 7/8/8 7/8/8 7/8/8
512 8/9/9 8/9/9 8/9/9
problems. Although we see from the two tables that the choice of k has slight impact on the test problems, on the
whole, NNTR method is still an efﬁcient method for unconstrained optimization problems.
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