Abstract: This paper uses the key-term separation principle and develops a multi-innovation stochastic gradient algorithm for Hammerstein MIMO output error systems. The basic idea is to decompose a Hammerstein MIMO system into two subsystems and to identify the parameters of each subsystem interactively. The parameter estimation accuracy can be improved with the innovation length increasing. The simulation example verifies the effectiveness of the proposed algorithm.
INTRODUCTION
Parameter identification of nonlinear systems, whose block structure models can be described as Hammerstein models (Rebillat, Hajrya & Mechbal, 2014; Wang, Zhao, Xu & Zhao, 2014; Shen & Ding, 2014) , Wiener models (Hu, Liu, Zhou & Yang, 2014; Lindstena, Schöna & Jordan, 2013; Ikhouane & Giri, 2014) , Hammerstein-Wiener models (Yu, Mao, Jia & Yuan, 2014; Averin, 2003; Wills, Schon, Ljung & Ninness, 2013) and Wiener-Hammerstein models (Vanbeylen,2014; Schoukens, Pintelon & Rolain, 2014; Haryanto & Hong, 2013) , has received much attention in recent years. For example, Sun and Liu (2013) proposed a particle swarm optimization aided maximum likelihood identification algorithm for Hammerstein systems. Hong, Mitchell and Chen (2013) used a De Boor algorithm combining with Gauss-Newton algorithm for the parameter estimation of Wiener systems. He, Xu and Masri (2012) derived a weighted adaptive iterative leastsquares algorithm for nonlinear systems.
Many identification methods and identification techniques have been developed and have wide applications in optimization (Alevizos, 2013) , chemical process modeling (Jiang, Yan & Liu, 2013; Zhang & Liu, 2013) , signal filtering (Scarpiniti, Comminiello & Parisi, 2013; Li & Shi, 2012; Wang & Tang, 2014) , control theory (Shi & Yu, 2011; Xu, 2014; Xu, Chen, & Xiong, 2015) , parameter identification (Zhao & Qin, 2014; Vicario, Phan, Betti & Longman, 2014; Ding & Lin, 2014) , and so on. Recently, Carini, Sicuranza and Mathews (2013) discussed NLMS and RLS adaptive algorithms for identifying linearin-the-parameters nonlinear systems using periodic input sequences. Mileounis and Kalouptsidis (2013) studied the blind identification algorithms and order determination of sparse systems. Kim (2014) proposed a sensitivity based system identification algorithm for extracting the natural frequencies and the damping ratio from ambient cable vibration data.
Much attention has been paid to output error type systems, including output-error (OE) systems (Piga & Toth, 2014; Söderström, Hong, Schoukens & Pintelon, 2010) , output-error autoregressive systems (Chen, Zhang & Ding, 2014) , output-error moving average (OEMA) systems (Wang, 2011; Hu, Liu, & Zhou, 2014; Ding, Fan & Lin, 2013) and Box-Jenkins systems (Pintelona, Schoukensa & Guillaumeb, 2007; Liu & Wang, 2010) . Zhang and Cui (2011) presented a bias compensation recursive least squares identification algorithm for output error systems with colored noises. Ding, Liu and Liu (2010) derived a gradient based iterative algorithm and a least squares based iterative algorithm for OE and OEMA systems. This paper studies the multi-innovation parameter estimation algorithm for Hammerstein MIMO output-error systems by the key-term separation principle and the hierarchical identification principle. One common method for the identification of Hammerstein systems is the overparameterization method, which is to directly transform the Hammerstein system into a pseudo-linear model, but the unknown parameter space contains the products of the unknown parameters. However, the over-parameterization mehod is hardly applied to identify Hammerstein MIMO systems for that its drawback is that the dimension of the resulting unknown parameter vector is large, and the identification algorithms have heavy computation. Using the key-term separation principle, the proposed algorithm can reduce redundant parameters to enhance the computing efficiency. Moreover, using the hierarchical identification principle, we separate a large scale system into two subsystems and decrease the dimensions of the information matrices for the purpose of reducing the computational burden further.
The rest of this paper is organized as follows. Section 2 introduces the identification problems for Hammerstein MIMO OE systems by the key-term separation principle. Section 3 discuss the multi-innovation stochastic gradient algorithm. Section 4 gives an illustrative example to show the effectiveness of the proposed algorithms. Finally, we offer some concluding remarks in Section 5.
THE DESCRIPTION OF HAMMERSTEIN MIMO OE SYSTEMS
Consider the following Hammerstein MIMO output-error system,
where
m is the output vector of the nonlinear block, v(t) ∈ R m is an additive noise vector with zero mean, u i (t) is a linear combination with unknown coefficients
The symbol I stands for an identity matrix of appropriate sizes. Assume that the orders n a , n b and n c are known and y(t) = 0, u(t) = 0 and v(t) = 0 for t 0. Rewrite Equation (2) as
from which we get more details:
According to (3)- (4), it is clear that b l ij and c ij cannot be identified separately. Therefore, to obtain unique parameter estimates, we takeū(t) as a key term and fix B 0 = I and obtain the identification model:
THE MULTI-INNOVATION STOCHASTIC GRADIENT ALGORITHM
Define the parameter vector θ, the information matrix Ψ(t), and the fictitious output vectors ξ 1 (t) and ξ 2 (t) as
From (5), we can obtain two subsystems:
Notice that the associate parameters between two subsystems are c ij . Define the parameter estimation matrixθ(t) of ϑ, and the parameter estimation vectorθ(t) of θ at current time t aŝ
In order to clearly present the multi-innovation stochastic gradient (MISG) algorithm in this paper, it is necessary to introduce the stochastic gradient (SG) identification algorithm first. Using the gradient search, we can obtain the SG identification algorithm for estimating the parameter matrix ϑ and the parameter vector θ:
Here, the norm of a matrix X is defined by X 2 := tr[XX T ], e 1 (t) ∈ R m and e 2 (t) ∈ R m represent innovation vectors and each element of e 1 (t) and e 2 (t) is a scalar innovation at the current time. IFAC ADCHEM 2015 June 7-10, 2015 To enhance the convergence rate of the SG algorithm, we derive an MISG algorithm with high computational efficiency and high accuracy for Subsystems (6) and (7) by expanding the single innovation vectors e 1 (t) and e 2 (t) to an innovation matrix E 1 (p, t) ∈ R p×m and an innovation vector E 2 (p, t) ∈ R mp as
. . .
where p represents the innovation length.
Define the information matrices Φ(p, t) and Ω(p, t) and the stacking output matrix/vector
From (14)- (15), we have
The MISG algorithm with the innovation length p can be expressed aŝ
Because Φ(p, t) contains the unknown vectors φ(t), Y 1 (p, t) contains the unknown parameter vector θ and Y 2 (p, t) contains the unknown parameter matrix ϑ, so the algorithm in (16)
-(19) cannot be implemented. The common solution is to replace the unmeasurable inner vectors x(t − i) andū(t − i) with their estimatesx(t − i) andû(t − i), and defineΦ (p, t) := [φ(t),φ(t − 1), · · · ,φ(t
In order to improve the convergence rate of the MISG algorithm, we introduce a forgetting factor λ, so Equations (17) and (19) can be rewritten, r 1 (t) = λr 1 (t − 1) + φ (t) 2 , r 1 (0) = 1,
Replacing Y 1 (p, t) and Φ(p, t) in (16) with their estimateŝ
we can obtain the MISG algorithm for computingθ(t) andθ(t):
The procedures of computingθ(t) andθ(t) in the MISG algorithm are listed in the following.
1) Let t = 1, set the initial values
is a large number, e.g., p 0 = 10 6 ). 2) Collect the input-output data u i (t) and y i (t), form φ(t),Φ(p, t), Ψ(t) and Ω(p, t) using (24)- (27), respectively. 3) Computeξ 1 (t) using (28) and formŶ 1 (p, t) using (30), compute r 1 (t) using (21) and updateθ(t) using (20). 4) Computeξ 2 (t) using (29) and formŶ 2 (p, t) using (31), compute r 2 (t) using (23) and updateθ(t) using (22).
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EXAMPLE
Consider the following Hammerstein MIMO OE system,
0.79z T . The inputs {u 1 (t)} and {u 2 (t)} are taken as two persistent excitation sequences with zero mean and unit variances, {v 1 (t)} and {v 2 (t)} are taken as two white noise sequences with zero mean and variances σ 
From Tables 1-3 and Figure 1 , it is clear that the parameter estimation errors given by the MISG algorithm become smaller with t increasing. The MISG algorithm can give more accurate parameter estimates than the SG algorithm, and the MISG estimation errors become smaller with the increasing of the innovation length p. The proposed algorithm can reduce computational load by decomposing a multi-variable system into two subsystems and has high computational efficiencies in contrast to the over-parameterization least squares methods by the keyterm separation principle.
To be more exactly, using the over-parameterization method for the second-order Hammerstein MIMO output error system (m = 2), we obtain complex identification 
CONCLUSIONS
This paper discusses identification problems for a Hammerstein MIMO output error system. The identification model is formulated by using the key term separation principle, and a multi-innovation stochastic gradient algorithm is proposed to estimate the parameters of the system. Using the key term separation principle we can obtain unique parameter estimates directly, which means reduce the redundant parameters to improve the computational efficiency. The simulation results verify the proposed method. 
