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We study the two-dimensional pressure-gradient system, a subsys-
tem of the two-dimensional compressible Euler system. We consid-
er the problem of interaction of four rarefaction waves which is
one case of two-dimensional Riemann problems. It is known that,
when two planar waves interact, there exists a smooth solution in
the interaction region. In this paper, we establish the existence of a
smooth solution in the hyperbolic domain of determinacy, in which
we encounter the interaction of simple and planar waves and shock
prevention in simple waves.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In order to solve Cauchy problem for the two-dimensional compressible Euler system, mathemati-
cians and engineers have tried to approach the problem theoretically and numerically via various
strategies. (See [3,4,7,9,10,13].) One of them is to use simpliﬁed models. One of the models is a sub-
system called the pressure-gradient system which is obtained by ﬂux splitting scheme or asymptotic
method. See Agarwal and Halt [1], P. Zhang, J. Li, and T. Zhang [12], and Y. Zheng [16]. See paper [15]
for a derivation via asymptotic method.
We consider the four-wave Riemann problem introduced by Tong Zhang and Yuxi Zheng due to the
diﬃculty of Cauchy problem. That is, the Riemann problem of the two-dimensional pressure-gradient
system in this paper is as follows: The initial data are constant in each of the four quadrants in two-
dimensional Cartesian coordinates so that a single shock, rarefaction wave, or contact discontinuity is
emitted from each interface between the quadrants.
E-mail address: bang@math.psu.edu.0022-0396/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
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et al. [8]. Numerical simulations have been performed, from which we obtain good insight and moti-
vation. However, there are few theoretical results but a lot of open problems. Here, we are interested
in the conﬁguration of four forward rarefaction waves, analytically. It is a mixed-type nonlinear prob-
lem involving elliptic, parabolic and hyperbolic regions. Yuxi Zheng proved that there exists a weak
solution in the elliptic region [14]. Zihuan Dai and Tong Zhang [5] and Zhen Lei and Yuxi Zheng [6]
proved that there is a smooth solution in the region where two planar waves interact. The solution is
hyperbolic. However, we have still diﬃculties of dealing with the part of hyperbolic region where a
simple wave and a planar wave interact, and interaction of simple waves with the sonic curve near the
sonic curve. In order to resolve those diﬃculties, we consider the interaction of three full rarefaction
waves ﬁrst in Section 1.2.
Before we consider the main part in hyperbolic region where a simple wave and a planar wave
interact, we establish properties of simple waves in Section 2, which helps us settle a Goursat problem
and establish a priori estimates.
In Section 3, we prove the existence of a local smooth solution to the Goursat problem and to
an initial boundary value problem. In Section 4, we have inequalities for directional derivatives and
a priori estimates on the norm of P (pressure) in C1,1.
By making use of theorems and estimates of Sections 3 and 4, we prove that there exists a smooth
solution up to the vacuum boundary in Section 5 for the three-wave problem. We reduce the vacuum
boundary to a point in Section 6. We apply the existence of smooth solution in the region where a
simple wave and a planar wave interact obtained in the three full rarefaction wave problem to the
original four rarefaction wave problem and then show that there exists a continuous and piecewise
smooth solution in the hyperbolic region up to the boundary of the domain of hyperbolic determinacy
in four rarefaction wave problem.
1.1. Four rarefaction wave problem
The pressure-gradient system takes the form⎧⎪⎨⎪⎩
uT + Px = 0,
vT + P y = 0,
PT + Pux + P v y = 0,
(1.1)
where u and v are velocities, P is pressure, and T is time.
Let the four constants be (u, v, P )|T=0 = (ui, vi, Pi) in the ith quadrant, i = 1,2,3,4. We have the
compatibility conditions for the four rarefaction waves as follows:{
v2 = v1,
u2 − u1 = 2(
√
P2 −
√
P1 ),
P2 < P1, (1.2){
u4 = u1,
v4 − v1 = 2(
√
P4 −
√
P1 ),
P4 < P1, (1.3){
u3 = u2
(= u1 + 2(√P2 −√P1 )),
v3 − v2 = 2(
√
P3 −
√
P2 ),
P3 < P2, (1.4)
{
v3 = v4
(= v1 + 2(√P4 −√P1 )),
u3 − u4 = 2(
√
P3 −
√
P4 ),
P3 < P4. (1.5)
For (1.4) and (1.5) to be consistent, we need the necessary compatibility condition√
P1 −
√
P2 =
√
P4 −
√
P3 (1.6)
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which is also suﬃcient. Therefore for any nonnegative pressure values (P1, P2, P3) and any velocities
(u1, v1), we can ﬁnd P4, ui , vi (i = 2,3,4) from compatibility conditions, provided that
P3 < P2 < P1. (1.7)
The waves between states 1 and 2, and 1 and 4 coming from inﬁnity begin to interact at the
point A = (√P1,√P1 ) in Fig. 1. The two characteristics from point A, and possibly also part of the
sonic circle of the state 3, form a loop which separates the (ξ,η)-plane into two regions. The exterior
region consists of the four rarefaction waves R+12, R
+
23, R
−
34, R
−
41, and constant states. The interior
region consists also of two regions; one is elliptic (the region inside the dashed line near the origin
in Fig. 1) and the other is hyperbolic where the four rarefaction waves interact. Characteristics in the
hyperbolic region and on the parabolic curve may look like what is shown in Fig. 1. The parabolic
curve may be expected to be convex and smooth. Some part of the parabolic curve may be circular.
On the whole curve there holds the relation
P = ξ2 + η2.
1.2. Three full rarefaction wave problem; core problem
We identify three major issues in the four rarefaction wave interaction: One is the simple wave
region CMO E , second is EO KG where a simple wave and a planar wave interact, and third is
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reﬂection of waves from a sonic line. By considering full waves (up to vacuum), the reﬂection of waves
from sonic curves are eliminated. Thus, we ﬁrst consider the three full rarefaction wave problem.
We extend the arcs ÂB and ÊG to the origin in Fig. 2 on the basis of [5,6], and then P = 0 in the
second and third quadrants. We have the second-order quasilinear equation with the boundary value
condition from the pressure-gradient system via self-similar coordinates as follows (see [16] by Yuxi
Zheng):
(
P − ξ2)Pξξ − 2ξηPξη + (P − η2)Pηη + 1
P
(ξ Pξ + ηPη)2 − 2(ξ Pξ + ηPη) = 0, (1.8)
P |l+ = ξ2, P |l− = f1(ξ,η), (1.9)
where
l+: (ξ − k)2 + η2 = k2, (1.10)
l−: η = g1(ξ) (1.11)
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k =
√
P1P4(
√
P1 −
√
2
√
P1P4 − P4)
P1 + P4 − 2√P1P4 > 0.
In the polar coordinate system, (1.8)–(1.11) can be written as
(
P − r2)Prr + P
r2
Pθθ + P
r
Pr + 1
P
(r Pr)
2 − 2r Pr = 0, (1.12)
P |l′+ = r2 cos2 θ, P |l′− = f (r, θ), (1.13)
l′+: θ = θ+(r) = arccos
(
r
2k
)
, 0 r  rm, −θb  θ −θm, (1.14)
l′−: θ = θ−(r) = g(r), 0 r  rm, −θm  θ  θa, (1.15)
where P (r, θ) denotes P (r cos θ, r cos θ) for simplicity and rm is the length between the origin and E
in Fig. 2, that is, rm =
√
2k
√
P4, θm is the angle between ξ -axis and the straight line EO , θb is the
angle between ξ -axis and the tangent line to l′+ at the origin, and θa is the angle between ξ -axis and
the tangent line to l′− at the origin.
We transform (1.12) into a system. If we denote Pr , Pθ by Q , R , then (1.12) can be written as the
system ⎛⎝ PQ
R
⎞⎠
r
+
⎛⎝ 0 0 00 0 −P
r2(r2−P )
0 −1 0
⎞⎠⎛⎝ PQ
R
⎞⎠
θ
=
⎛⎝ QB¯
0
⎞⎠ , (1.16)
where
B¯ = P
2Q + r3Q 2 − 2r2P Q
rP (r2 − P ) . (1.17)
For convenience we introduce W = (P , Q , R)T . System (1.16) has three eigenvalues
λ0(θ, r,W ) = 0, λ±(θ, r,W ) = ±
√
P
r2(r2 − P ) , (1.18)
and three left eigenvectors associated with them in turn
l0(θ, r,W ) = (1,0,0), l±(θ, r,W ) =
(
0,1, λ∓(θ, r,W )
)
. (1.19)
Multiplying (1.16) by li(θ, r,W ), i = 0,±, we get the characteristic form of (1.16)
li(θ, r,W )
(
Wr + λi(θ, r,W )Wθ
)= Ci(θ, r,W ), i = 0,±, (1.20)
where
C0 = Q , C± = B¯. (1.21)
Now the Goursat problem (1.12) and (1.13) is transformed into a Goursat problem for (1.16) with
the boundary value condition (1.13), but (1.12) and (1.13) is not equivalent to (1.16) with the boundary
value condition (1.13) because a system is not necessarily equivalent to the second-order equation
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the relation of P , Q , and R on the boundary because P , Q , R are completely independent in the
system. We use dPdr = Pr + dθdr Pθ that gives a notational consistency for equivalence between the
second-order equation (1.12) and system (1.16). As we give boundary values for Q , R , say, Q |l′± =
Q±(r), R|l′± = R±(r), Q±(r), R±(r) satisfy two conditions
Q+ + R+√
4k2 − r2 =
dP+
dr
= r
3
k2
, (1.22)
Q− + g′(r)R− = dP−
dr
= f ′(r, g(r)), (1.23)
the second-order equation (1.12) with (1.13) is equivalent to the Goursat problem for (1.16) with a
new boundary value condition:
W |l′± = W±(r) =:
(
P±(r), Q±(r), R±(r)
)T
, (1.24)
where P±(r) = P |l′± .
Remark 1.1. (i) These Goursat problems are unusual since at the ends of their support we have P = 0,
which means the equations are degenerate hyperbolic. We call them degenerate Goursat problems.
(ii) By Zihuan Dai and Tong Zhang [5] and Zhen Lei and Yuxi Zheng [6], we know that there exists
a smooth solution in the region bounded by Ô A, Ô C , ÂC in Fig. 2, and vacuum occurs only at the
origin.
(iii) We need to use directional derivatives in this paper. So we use the following notations:
d
diξ
= ∂
∂ξ
+ Λi ∂
∂η
,
d
diη
= ∂
∂η
+ Λ−1i
∂
∂ξ
, (1.25)
d
dir
= ∂
∂r
+ λi ∂
∂θ
,
d
diθ
= ∂
∂θ
+ λ−1i
∂
∂r
, (1.26)
where i = 0,±, Λ0 = η/ξ and Λ± = (ξη ±
√
P (ξ2 + η2 − P ))/(ξ2 − P ), λ0 = 0, λ± =
±√P/(r2(r2 − P )).
2. Simple waves
Now we ﬁgure out what happens in the simple wave region (Ωs) bounded by two negative charac-
teristic lines Ô C(lˆ−),̂O E(l−) and the straight line C E in Fig. 2. Simple waves for the pressure-gradient
system are that one family of the characteristics is straight and the pressure is constant along the
characteristics. Note that the characteristic lines of simple waves may not be parallel to each other.
2.1. Preliminaries
From (1.16) and the left eigenvectors associated with λ0, λ± , we derive positive and negative char-
acteristic forms:
dQ
d+r
+ λ− dR
d+r
= B¯, (2.1)
dQ + λ+ dR = B¯. (2.2)
d−r d−r
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(1.12) has a smooth solution in the hyperbolic region, it can be written as the following characteristic
separating form:
d
d+θ
dP
d−θ
= r
4Prλ+
2P2
dP
d−θ
,
d
d−θ
dP
d+θ
= r
4Prλ−
2P2
dP
d+θ
. (2.3)
From these formula we see that Ωs is a simple wave region (before positive and negative characteris-
tics intersect). Using the deﬁnition of the Λ± , we have(
P − ξ2)Λ2± + 2ξηΛ± + (P − η2)= 0, (2.4)
and therefore
P = (ξΛ+ − η)
2
Λ2+ + 1
= (ηΛ
−1+ − ξ)2
Λ−2+ + 1
, P = (ξΛ− − η)
2
Λ2− + 1
= (ηΛ
−1− − ξ)2
Λ−2− + 1
. (2.5)
Differentiating P with respect to ξ and η along Γ+ and Γ− , respectively, we have
dP
d+ξ
= 2(ξΛ+ − η)(ξ + ηΛ+)
(Λ2+ + 1)2
dΛ+
d+ξ
, (2.6)
dP
d+η
= 2(ηΛ
−1+ − ξ)(ξΛ−1+ + η)
(Λ−2+ + 1)2
dΛ−1+
d+η
, (2.7)
dP
d−ξ
= 2(ξΛ− − η)(ξ + ηΛ−)
(Λ2− + 1)2
dΛ−
d−ξ
, (2.8)
dP
d−η
= 2(ηΛ
−1− − ξ)(ξΛ−1− + η)
(Λ−2− + 1)2
dΛ−1−
d−η
. (2.9)
2.2. Results in the simple wave region
We prove that P is continuous in the simple wave region in Theorem 2.1.
Theorem 2.1. The positive characteristic lines in Ωs do not intersect each other.
Proof. Suppose that Z ∈ Ωs is the ﬁrst intersection point of two positive characteristic lines X Z , Y Z
with X, Y ∈ lˆ− such that
dP
d−θ
∣∣∣
Z
= −∞. (2.10)
Denote X , Y , Z by X = (θˆ1, rˆ1), Y = (θˆ2, rˆ2) and Z = (μ,ν) in the polar coordinates. By the deﬁnition
of directional derivatives dP/d+θ and dP/d−θ , we have
Pr = 1
2
λ+
(
dP
d+θ
− dP
d−θ
)
.
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Pr = −1
2
λ+
dP
d−θ
on X Z . (2.11)
Substituting (2.11) into (2.3), we have
d
d+θ
dP
d−θ
= − r
4λ2+
4P2
(
dP
d−θ
)2
on X Z . (2.12)
Integrating (2.12) along X Z , we have
1
( dPd−θ )(μ,ν)
− 1
( dPd−θ )(θˆ1, rˆ1)
=
μ∫
θˆ1
r2
4P (r2 − P ) d+θ. (2.13)
From (2.10), (2.13), we have one equation
1
( dPd−θ )(θˆ1, rˆ1)
=
θˆ1∫
μ
r2
4P (r2 − P ) d+θ. (2.14)
From the fact that the left side of (2.14) is ﬁnite, r2 − P > 0 on X Z and the right side of (2.14) is ﬁnite
and positive. Thus we have
dP
d−θ
(θˆ1, rˆ1) > 0,
which contradicts that dP/d−θ(θˆ1, rˆ1) < 0 by the paper [5] of Dai and Zhang. Therefore this theorem
holds. 
We can prove that P is decreasing along l′− in the polar coordinates and increasing along l− in the
Cartesian coordinates in Lemmas 2.1 and 2.2, respectively.
Lemma 2.1.We have
dP
d−θ
< 0 along l′−. (2.15)
Proof. We choose any point Y = (θ, r) in the polar coordinate system on l− and draw the positive
characteristic line (Γ Y+ ) passing through Y . Denote the intersection point of Γ Y+ and lˆ− by X = (θˆ , rˆ)
in the polar coordinate system. Integrating the ﬁrst equation in (2.3) along the positive characteristic
line Γ Y+ from θˆ to θ , we have
dP
d−θ
(θ, r) = dP
d−θ
(θˆ , rˆ)exp
( θ∫
θˆ
r4Prλ+
2P2
d+θ
)
= −
√
rˆ2(rˆ2 − P (θˆ , rˆ))
P (θˆ , rˆ)
· dP
d−r
(θˆ , rˆ)exp
( θ∫
θˆ
r4Prλ+
2P2
d+θ
)
. (2.16)
Since dP/d−r > 0 and r2 − P > 0 on lˆ− , this lemma holds. 
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dP
d−ξ
> 0 along l− on (0,
√
P4 ]. (2.17)
Proof. We have an equation that explains the relation between dPd−ξ and
dP
d−θ as follows:
− dP
d−θ
=
(
r sin θ + cos θ
√
r2(r2 − P )
P
)
dP
d−ξ
.
Since dP/d−θ < 0 by Lemma 2.1 and r sin θ + cos θ
√
r2(r2−P )
P > 0 for every θ ∈ [0,π/2), we only need
to prove that
r sin θ + cos θ
√
r2(r2 − P )
P
> 0 for every θ ∈ [−θm,0).
For convenience, we replace θ by −θ . Assume that there exists −θ1 ∈ [−θm,0) such that
r1 sin(−θ1) + cos(−θ1)
√
r21(r
2
1 − P (−θ1, r1))
P (−θ1, r1) = 0
which is equivalent to P (−θ1, r1) = r21 cos2 θ1 =: ξ21 . From the deﬁnition of Λ+ , we have Λ+(ξ1, η1) =∞ which is a contradiction by the fact that the slope of every positive characteristic line in Ωs is
ﬁnite. Therefore we have the inequality of this lemma. 
Theorem 2.2. The arc Ê O (l−) is concave with respect to ξ ; in other words,
d2η
dξ2
= dΛ−
d−ξ
< 0 along Ê O (l−). (2.18)
Proof. By (2.8) and Lemma 2.2, this theorem holds. 
3. Local smooth solutions
Before we consider global solutions in three full rarefaction wave problem, we prove that there
exists a local smooth solution to the three Goursat problems (1.8), (1.9), (1.12), (1.13) and (1.16), (1.24)
near E in Fig. 2 and to an initial boundary value problem. Several schemes have been used to prove
that there exist local smooth solutions to these kinds of problems. Here we use the compatibility
conditions of [11].
3.1. The existence of local solutions to the Goursat problem
Let R(δ) be the closed domain in the polar coordinate system bounded by l
′
+ , l
′
− , and l
′
0: r = rm−δ,
δ > 0. Now we prove the following theorem.
Theorem 3.1. There exist appropriate Q± , R± , δ0 , c0 , and c1 such that Q± and P± satisfy (1.22), (1.23), and
the Goursat problem (1.16), (1.24) has a solution W ∈ C1(R(δ0)) which satisﬁes
‖W ‖C1(R(δ0))  c0, c1  P  r2 − c1, (3.1)
where δ0 , c0 , and c1 depend on P1 and P4 .
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patibility conditions are satisﬁed:
W+(rm) = W−(rm) =: W0 =: (P0, Q 0, R0)T , (3.2)
l(0)0 W ′+(rm) − C (0)0
λ
(0)
+ − λ(0)0
=
l(0)0 W ′−(rm) − C (0)0
λ
(0)
− − λ(0)0
, (3.3)
where f (0) = f (−θm, rm,W0). From (2.1) and (2.2), we have
dQ+
dr
−
√
P+
r2(r2 − P+) ·
dR+
dr
= P
2+Q+ + r3Q 2+ − 2r2P+Q+
r P+(r2 − P+) , (3.4)
dQ−
dr
+
√
P−
r2(r2 − P−) ·
dR−
dr
= P
2−Q− + r3Q 2− − 2r2P−Q−
r P−(r2 − P−) . (3.5)
From (3.3) we obtain
Q 0 = 1
2
(
r3m
k2
+ f ′(rm, g(rm))). (3.6)
Applying (3.2) to (3.6), the initial values for Q± are
Q±(rm) = Q 0 = r
3
m
2k2
+ f
′(rm, g(rm))
2
. (3.7)
Next we obtain the following two ordinary differential equations from (1.22), (1.23), (3.4), (3.5):
dQ+
dr
= 6k
2r2 − 2r4
k2(4k2 − r2) −
1
r
Q+ + 8k
4
r4(4k2 − r2) Q
2+
= a1(r) + b1(r)Q+ + c1(r)Q 2+, (3.8)
dQ−
dr
= −2 f
2 f ′ + 4r2 f f ′ − r3( f ′)2
4r f (r2 − f ) +
f ′′
2
+ 4 f
2 − 8r2 f + r3 f ′
4r f (r2 − f ) Q− +
r2
2 f (r2 − f ) Q
2−
= a2(r) + b2(r)Q− + c2(r)Q 2− (3.9)
which are Riccati equations and have special solutions, that is, r
3
2k2
and f
′
2 , respectively. By using the
special solutions we have the unique solutions to the initial value problems for (3.8) and (3.9) with
the initial value condition (3.7) as follows:
Q+(r) =
[
2k2 − r2
2r3
+ (r
2 − 4k2)[2 ln r − ln(4k2 − r2) − 8k2cˆ]
8k2r
]−1
+ r
3
2k2
, (3.10)
Q−(r) =
{
r
(
r2 − f
f
)3/4
exp
(
−1
2
∫
r
r2 − f dr
)
·
∫ [ −r
2 f 1/4(r2 − f )7/4 exp
(
1
2
∫
r
r2 − f dr
)]
dr
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(
r2 − f
f
)3/4
exp
(
−1
2
∫
r
r2 − f dr
)}−1
+ f
′
2
, (3.11)
where
cˆ =
f ′(rm)(2k(k − √P4 ) + √P4(√P4 − 2k) ln
√
P4
2k−√P4 )
8k2
√
P4(
√
P4 − 2k) f ′(rm) −
8k
√
P4
√
2k
√
P4
8k2
√
P4(
√
P4 − 2k) f ′(rm) , (3.12)
c˜ = 2k
2
r4m
(
f (rm)
r2m − f (rm)
)3/4
exp
(
1
2
F (rm)
)
− G(rm), (3.13)
F (r) =
∫
r
r2 − f dr,
G(r) =
∫ [ −r
2 f 1/4(r2 − f )7/4 exp
(
1
2
∫
r
r2 − f dr
)]
dr.
From (1.22) and (1.23), we have
R+(r) =
√
4k2 − r2
(
r3
k2
− Q+(r)
)
, (3.14)
R−(r) = − r
2(r2 − f )
f
(
f ′ − Q−(r)
)
. (3.15)
The boundedness of ‖W ‖C1(R(δ0)) follows from (3.10), (3.11), (3.14), (3.15). 
Remark 3.1. (i) By (1.22), (1.23), (3.8), (3.9), we have
dR+
dr
= 2r
2(3k2 − r2)
k2
√
4k2 − r2 +
4k2
r
√
4k2 − r2 Q+ −
8k4
r4
√
4k2 − r2 Q
2+, (3.16)
dR−
dr
= 2 f
2 f ′ − 4r2 f f ′ + r3( f ′)2
4 f
√
f
√
r2 − f −
f ′′r
√
r2 − f
2
√
f
− r
3 f ′
4 f
√
f
√
r2 − f Q− +
r3
2 f
√
f
√
r2 − f Q
2−
= aˆ2(r) + bˆ2(r)Q− + cˆ2(r)Q 2−. (3.17)
(ii) Differentiating dQ±dr ,
dR±
dr with respect to r, we have
d2Q+
dr2
= 4r(12k
4 − 8k2r2 + r4)
k2(4k2 − r2)2 +
1
r2
Q+ − 1
r
dQ+
dr
− 16k
4(8k2 − 3r2)
r5(4k2 − r2) Q
2+ +
16k4
r4(4k2 − r2) Q+
dQ+
dr
, (3.18)
d2Q−
dr2
= a′2(r) + b′2(r)Q− + b2(r)
dQ−
dr
+ c′2(r)Q 2− + 2c2(r)Q−
dQ−
dr
= a′2(r) +
[
b2(r) + 2c2(r)Q−
]dQ− + b′2(r)Q− + c′2(r)Q 2−, (3.19)dr
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dr2
= r(48k
4 − 38k2r2 + 6r4)
k2(4k2 − r2)√4k2 − r2 −
8k2(2k2 − r2)
r2(4k2 − r2)√4k2 − r2 Q+
+ 4k
2
r
√
4k2 − r2
dQ+
dr
+ 8k
4(16k2 − 5r2)
r5(4k2 − r2)√4k2 − r2 Q
2+
− 16k
4
r4
√
4k2 − r2 Q+
dQ+
dr
, (3.20)
d2R−
dr2
= aˆ′2(r) + bˆ′2(r)Q− + bˆ2(r)
dQ−
dr
+ cˆ′2(r)Q 2− + 2cˆ2(r)Q−
dQ−
dr
= aˆ′2(r) +
[
bˆ2(r) + 2cˆ2(r)Q−
]dQ−
dr
+ bˆ′2(r)Q− + cˆ′2(r)Q 2−. (3.21)
Using Theorem 3.1 and the equivalence of the three Goursat problems, we can obtain the following
theorem.
Theorem 3.2. There exist δ0 , c0 , and c1 depending only on P1 and P4 such that Goursat problem (1.12), (1.13)
has a solution P ∈ C2(R(δ0)) which satisﬁes
‖P‖C2(R(δ0))  c0, c1  P  r2 − c1, Pr |l′± = Q±, Pθ |l′± = R±. (3.22)
Thus Goursat problem (1.8), (1.9) has a solution P ∈ C2(R ′(δ0)) which satisﬁes
‖P‖C2(R ′(δ0))  c0, c1  P  ξ2 + η2 − c1, (3.23)
where R ′(δ0) is the domain in the (ξ,η)-plane corresponding to R(δ0).
3.2. Local solution to the initial boundary value problem
Now consider an initial boundary value problem for system (1.16). Denote the points on the l′+ , l′−
by X = (θl,2k cos θl), Y = (θr, g−1(θr)) respectively in this section. Let l0: r = r0(θ) be a line which
stays in the domain bounded by l′± , the θ -axis and meet with l′+ , l′− at X , Y , respectively. We also
suppose that r0(θ) ∈ C1([θl, θr]). Let W0(θ) = (PL(θ), Q 0(θ), R0(θ)) ∈ C1([θl, θr]) such that:
(1) There exists a positive constant PL such that
PL < PL(θ) < min
{
r20(θ) cos
2 θ, r20(θ) cos
2(θ + α)}, θl  θ  θr,
α = tan−1
(
max
{
ξη +√ f1(ξ2 + η2 − f1)
ξ2 − f1 : ξ = r cos θ, η = r sin θ, (θ, r) ∈ Ê
′X
})
. (3.24)
(2) The l0 with the data W0(θ) has nowhere a characteristic direction; i.e.,
λ−1−
(
θ, r0(θ),W0(θ)
)
< r′0(θ) < λ
−1+
(
θ, r0(θ),W0(θ)
)
, θl  θ  θr . (3.25)
S. Bang / J. Differential Equations 246 (2009) 453–481 465(3) It satisﬁes the compatibility conditions at X and Y :
W0(θl) = W+(2k cos θl) =: WX , (3.26)
W0(θr) = W−
(
g−1(θr)
)=: WY , (3.27)
l(X)i W ′0(θl) − C (X)i r′0(θl)
1− λ(X)i r′0(θl)
=
l(X)i W ′+(2k cos θl) − C (X)i
λ
(X)
+ − λ(X)i
, (3.28)
l(Y )i W ′0(θr) − C (Y )i r′0(θr)
1− λ(Y )i r′0(θr)
=
l(Y )i W ′−(g−1(θr)) − C (Y )i
λ
(Y )
− − λ(Y )i
, (3.29)
where h(X) = h(θl,2k cos θl,WX ) and h(Y ) = f (θr, g−1(θr),WY ) for any function h(θ, r,W ) and
i = 0,− in (3.28), i = +,0 in (3.29).
Let l1: r = r1(θ) be a line deﬁned as follows:
l1: r = r1(θ) =
⎧⎪⎨⎪⎩
2k cos θl − δ, θ ∈ (−∞, θl],
r0(θ) − δ, θ ∈ [θl, θr],
g−1(θr) − δ, θ ∈ [θr,∞).
(3.30)
Let R(δ) denote the closed domain bounded by l′± , l0, l1. Now we prove the following theorem.
Theorem 3.3. If l0 , W0 satisfy the conditions listed above, then there exist appropriate δ0 , c0 , and c1 such that
the initial boundary value problem for (1.16) with the initial value condition and boundary value condition
W |l′± = W±(r), W |l0 = W0(θ) (3.31)
has a solution W ∈ C1(R(δ0)) which satisﬁes
‖W ‖C1(R(δ0))  c0, c1  P  r2 − c1, (3.32)
where δ0 , c0 , c1 depend only on P1 , P4 , and PL .
Proof. See thesis [2]. 
4. Some a priori estimates
In this section, we obtain some estimates on P by calculating directional derivatives and the norm
in C1(Ω) that play an important role in proving the existence of global solutions. In order to obtain
these results, we have two deﬁnitions as follows:
Deﬁnition 4.1. Let Ω ′ be a closed domain bounded by l′+ , l′− and l′0, where l′0 is a line which intersects
l′+ , l′− and stays in the domain bounded by l′+ , l′− and the θ -axis. Let P (θ, r) ∈ C(Ω ′), and 0 < P < r2.
We call Ω ′ a determinate domain of P provided that for all (θ0, r0) ∈ Ω ′ the three curves deﬁned by
dθ
dr
= λi, θ(r0) = θ0, r  r0, i = 0,±, (4.1)
intersect only with l′+ , l′− .
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l+ , l− and stays in the domain bounded by l+ , l− . Let P (ξ,η) ∈ C(Ω), and 0 < P < ξ2 + η2. We call
Ω a determinate domain of P provided that for all (ξ0, η0) ∈ Ω the three curves deﬁned by
dη
dξ
= Λi, η(ξ0) = η0, ξ  ξ0, i = 0,±, (4.2)
intersect only with l+ , l− .
4.1. Derivatives and boundedness of pressure
Now we can obtain results of directional derivatives for P in Lemmas 4.1, 4.2.
Lemma 4.1. Let Ω ′ be a domain described in Deﬁnition 4.1. Let P ∈ C2(Ω ′) be a solution to the Goursat
problem (1.12), (1.13) such that 0< P < r2 and Ω ′ is a determinate domain of P . Then
dP
dir
> 0, i = +,0,−. (4.3)
Proof. Let the positive characteristic line be Γ+: r = r+(θ) and the negative characteristic line be
Γ−: r = r−(θ) that pass through point (μ,ν) in the domain Ω ′ . Since Ω ′ is a determinate domain
of P , Γ+ must intersect with l′− at (θ−, r−) and Γ− must intersect with l′+ at (θ+, r+). Making use of
(2.3) and (1.13) we obtain
dP
d−θ
(μ,ν) = d
dθ
f
(
g−1(θ−), θ−
)
exp
( μ∫
θ−
r4Prλ+
2P2
d+θ
)
, (4.4)
dP
d+θ
(μ,ν) = −16k2 cos3 θ+ sin θ+ exp
( μ∫
θ+
r4Prλ−
2P2
d−θ
)
, (4.5)
where
∫
h(θ, r)d±θ means
∫
h(θ, r±(θ))dθ . So we have
dP
d−θ
(μ,ν) < 0,
dP
d+θ
(μ,ν) > 0 (4.6)
and
Pr = λ+
2
(
dP
d+θ
− dP
d−θ
)
> 0. (4.7)
The deﬁnition of λi gives
dP
dir
> 0, i = +,0,−. 
By Lemma 4.1, we can prove that the directional derivatives for P along the characteristic lines in
Cartesian coordinates are positive to the Goursat problem (1.8), (1.9) as follows:
Lemma 4.2. Let P ∈ C2(Ω) be a hyperbolic solution to the Goursat problem (1.8), (1.9), that is, 0 < P <
ξ2 + η2 , and Ω is a determinate domain of P . Then
dP
diξ
> 0, i = ±,0. (4.8)
S. Bang / J. Differential Equations 246 (2009) 453–481 467Proof. Suppose that Ω and P (ξ,η) are transformed as Ω ′ and P¯ (θ, r) = P (r cos θ, r sin θ) in the polar
coordinates system (θ, r). Then P¯ (θ, r) is a solution to the Goursat problem (1.12), (1.13) and Ω ′ is a
determinate domain of P¯ (θ, r). By Lemma 4.1, we have
P¯θ + Λ¯ P¯ r > 0, P¯ r > 0, P¯θ − Λ¯ P¯ r < 0, (4.9)
where Λ¯ =
√
r2(r2 − P¯ )/ P¯ . Thus we can obtain
Pη(r cos θ + Λ¯ sin θ) + Pξ (−r sin θ + Λ¯ cos θ) > 0, (4.10)
Pξ cos θ + Pη sin θ > 0, (4.11)
Pξ (r sin θ + Λ¯ cos θ) + Pη(−r cos θ + Λ¯ sin θ) > 0. (4.12)
From (4.11) we have
dP
d0ξ
= Pξ + sin θ
cos θ
Pη > 0 for every θ ∈
(
−π
2
,
π
2
)
. (4.13)
Next we will prove that dP/d+ξ > 0. From the left-hand sides of (4.9) and (4.10) we have
dP
d+r
=
(
cos θ − sin θ
√
P√
r2 − P
)
dP
d+ξ
. (4.14)
Since dP/d+ξ > 0 for every θ ∈ (−π/2,0] by Lemma 4.1 and (4.14), it suﬃces to show that cos θ −
sin θ
√
P/
√
r2 − P > 0 for every θ ∈ (0,π/2). Assume that there exists θ1 ∈ (0,π/2) such that
cos θ1 − sin θ1
√
P (θ1, r1)√
r21 − P (θ1, r1)
= 0.
Thus we have P (θ1, r1) = r21 cos2 θ1 =: ξ21 and dξ/dη(ξ1, η1) = Λ−1+ (ξ1, η1) = 0. Making use of nonneg-
ativeness of d2ξ/dη2(ξ1, η1) = dΛ−1+ /d+η(ξ1, η1) and (2.7), we have
dP
d+η
(ξ1, η1) 0
which contradicts that dP/d+η = Pη + (−r sin θ + Λ¯ cos θ)Pξ /(r cos θ + Λ¯ sin θ) > 0 for every
θ ∈ (0,π/2) by (4.10). Therefore, we have
dP
d+ξ
> 0. (4.15)
Now we will prove that dP/d−ξ > 0. From the left-hand sides of (4.9) and (4.12) we have
dP
d−r
=
(
cos θ + sin θ
√
P√
r2 − P
)
dP
d+ξ
. (4.16)
Since dP/d−ξ > 0 for every θ ∈ [0,π/2] by Lemma 4.1 and (4.16), it suﬃces to show that cos θ +
sin θ
√
P/
√
r2 − P > 0 for every θ ∈ (−π/2,0). Assume that there exists θ2 ∈ (−π/2,0) such that
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√
P (θ2, r2)√
r22 − P (θ2, r2)
= 0.
Thus we have P (θ2, r2) = r22 cos2 θ2 =: ξ22 and dξ/dη(ξ2, η2) = Λ−1− (ξ2, η2) = 0. By (2.9) and (4.12), we
have
d2ξ
dη2
(ξ2, η2) = dΛ
−1−
d−η
(ξ2, η2) < 0.
Thus the negative characteristic line Γ− has a local maximum at (ξ2, η2) with respect to η and there
exists a point (ξ3, η3) on Γ− such that
d2ξ
dη2
(ξ3, η3) = Λ
−1−
d−η
(ξ3, η3) = 0, ξ3 < 0, η3 < η2.
From (2.9), we have
dP
d−η
(ξ3, η3) = 0
which contradicts that dP/d−η = Pη + (r sin θ + Λ¯ cos θ)Pξ /(−r cos θ + Λ¯ sin θ) < 0 for θ ∈ (−π/2,0)
by (4.12). Therefore, we have
dP
d−ξ
> 0.  (4.17)
We can obtain the estimate on P from Lemma 4.2.
Lemma 4.3. If Ω and P satisfy the conditions listed in Lemma 4.2, then the characteristic lines Γ+ , Γ− in the
domain Ω corresponding to P are convex and concave, respectively, and
P min
{
ξ2, (ξ cosα − η sinα)2}. (4.18)
If Ω ′ and P satisfy the conditions listed in Lemma 4.1, then
P min
{
r2 cos2 θ, r2 cos2(α + θ)}. (4.19)
Proof. We show the convexity for positive characteristic lines and the concavity for negative charac-
teristic lines. Since dΛ+/d+ξ = k2/((2kξ − ξ2)
√
2kξ − ξ2) along l+ , l+ is convex, i.e.,
dΛ+
d+ξ
> 0 along l+. (4.20)
We proved that l− is concave in Lemma 2.2, i.e.,
dΛ−
d−ξ
< 0 along l−. (4.21)
By (2.6), (2.8), (4.20), (4.21) we can assert that
Φ+ =: dΛ+ > 0, Φ− =: dΛ− < 0 (4.22)
d+ξ d−ξ
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on Ω . Suppose that there exists a point X such that Φ+|X  0. The negative characteristic line Γ−
through X must intersect with l+ at some point Y . By (4.20) we have Φ+|Y > 0. Thus there must
exist a point Z on Γ− such that Φ+|Z = 0. By (1.22) we have dP/d+ξ = 0 at Z , which contradicts
(4.15). Thus Φ+ > 0 on Ω .
Since Λ+ = h(ξ) on l−(Ê X) and Λ− = −∞ on l+ where h(ξ) is the slope of a positive character-
istic line along l−(Ê X), (4.22) gives
Λ+  max
(ξ,η)∈Ê X
h(ξ) = cotα, Λ− > −∞ in Ω. (4.23)
By (2.4) we have
∂Λ+
∂ P
= Λ
2+ + 1
2
√
P (ξ2 + η2 − P ) > 0,
∂Λ−
∂ P
= − Λ
2− + 1
2
√
P (ξ2 + η2 − P ) < 0. (4.24)
Thus for any ﬁxed point (ξ,η), the function Λ+(P ; ξ,η) is increasing and Λ−(P ; ξ,η) is decreas-
ing in the interval [0, ξ2 + η2]. Since Λ+((ξ cosα − η sinα)2; ξ,η) = cotα and Λ+ < cotα in Ω ,
P  (ξ cosα − η sinα)2. Since Λ−(ξ2; ξ,η) = −∞ and Λ− > −∞, P  ξ2.
We can easily obtain the second assertion of this lemma from the ﬁrst one. 
Remark 4.1. (i) By (4.19), we have
P  c1r2 ⇔ r 
√
P√
c1
, (4.25)
where c1 is a constant such that c1 < 1 and depends only on P1 and P4.
(ii) For simplicity, we will use c0 to denote any positive constant depending only on P1, P4, c1
and let P∗ =min{P (θ, r) | (θ, r) ∈ Ω ′}.
(iii) We also have an inequality for λ+ by using (i) as follows:
√
P∗
r2

√
P
r
√
r2
 λ+ =
√
P
r2(r2 − P ) 
√
c1r2
r2(r2 − c1r2) 
√
c1
1− c1 ·
1
r
. (4.26)
(iv) We can prove that |Q±|, |R±|, |Q ′±|, |R ′±|, |Q ′′±|, |R ′′±| are bounded by using the equation for
Q± , R± from Theorem 3.1, Remark 3.1 and (i)–(iii) of Remark 4.1 as follows:
|Q+|,
∣∣Q ′+∣∣, ∣∣Q ′′+∣∣, |R+|, ∣∣R ′+∣∣, ∣∣R ′′+∣∣ c0,
|Q−| c0,
∣∣Q ′−∣∣ c0P−1∗ , ∣∣Q ′′−∣∣ c0P−12∗ ,
|R−| c0P−1/2∗ ,
∣∣R ′−∣∣ c0P−3/2∗ , ∣∣R ′−∣∣ c0P−5/2∗ . (4.27)
4.2. The boundedness of the norms in C1(Ω) and C1,1(Ω)
Making use of the characteristic separating forms and Remark 4.1, we estimate Pr , Pθ , ‖W ‖C1(Ω ′) ,
|W |C1,1(Ω ′) in Lemmas 4.4–4.6.
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c0 depending only on P1 , P4 such that
c0P∗ exp
(−c0P−2∗ ) Pr  c0r P− 12∗ , |Pθ | c0P− 12∗ . (4.28)
Proof. Making use of (4.4), (4.5), (4.7), Lemmas 4.1–4.3 and Remark 4.1, for all (μ,ν) ∈ Ω ′ , we have
∣∣Pθ (μ,ν)∣∣−1
2
d
dθ
f
(
g−1(θ−), θ−
)
exp
( μ∫
θ−
r4Prλ+
2P2
d+θ
)
− 8k2 cos3 θ+ sin θ+ exp
( μ∫
θ+
r4Prλ−
2P2
d−θ
)
−1
2
d
dθ
f
(
g−1(θ−), θ−
)− 8k2 cos3 θ+ sin θ+
 c0P
− 12∗ . (4.29)
From (4.31), we have
Pr(μ,ν) = λ+
∣∣Pθ (μ,ν)∣∣√ c1
1− c1 ·
1
ν
· c0P−
1
2∗ := c0
ν
P
− 12∗ . (4.30)
By (4.4), (4.5), (4.31) and Remark 4.1, we have
Pr(μ,ν) = −8λ+k2 cos3 θ+ sin θ+ exp
( μ∫
θ+
r4Prλ−
2P2
d−θ
)
− λ+
2
d
dθ
f˜
(
g˜−1(θ−), θ−
)
exp
( μ∫
θ−
r4Prλ+
2P2
d+θ
)
 λ+
[
−8k2 cos3 θ+ sin θ+ exp
( μ∫
θ+
r4Prλ−
2P2
d−θ
)]
 c0P∗
[
exp
( μ∫
θ+
r4Prλ−
2P2
d−θ
)]
 c0P∗ exp
(−c0(P∗)−2).  (4.31)
Lemma 4.5. Let Ω ′ be a domain described as in Deﬁnition 4.1. Let W = (P , Q , R) ∈ C1(Ω ′) be a supersonic
solution to Goursat problem (1.16), (1.24), i.e., 0 < P < r2 and Ω ′ is a determinate domain of P . Then
‖W ‖C1(Ω ′)  c0(P∗)−5 exp
(
c0P
−9/2∗
)
. (4.32)
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to the Goursat problem (1.12), (1.13) and Q = Pr , R = Pθ . By using Lemma 4.4 we have
0 < Q  c0
r
P−1/2∗ , |R| c0P−1/2∗ . (4.33)
By (1.18)–(1.21) and the deﬁnition of W , Ci , B , we have
(1, λ∓)
([
Qr
Rr
]
+ λ±
[
Q θ
Rθ
])
= B¯. (4.34)
Since Rr = Q θ , differentiating (4.34) with respect to θ gives
d
d−r
dR
d+r
= G+ =: ∂ B¯
∂ P
R + ∂ B¯
∂Q
1
2
(
dR
d+r
+ dR
d−r
)
+ 1
2λ+
dλ+
d−r
(
dR
d+r
+ dR
d−r
)
, (4.35)
d
d+r
dR
d−r
= G− =: ∂ B¯
∂ P
R + ∂ B¯
∂Q
1
2
(
dR
d+r
+ dR
d−r
)
+ 1
2λ+
dλ−
d+r
(
dR
d+r
+ dR
d−r
)
. (4.36)
Through any point (θ˜ , r˜) ∈ Ω ′ , we draw the positive (or negative) characteristic line Γ+: θ = θ+(r; θ˜ , r˜)
(resp., Γ−: θ = θ−(r; θ˜ , r˜)) which intersects with l′− (resp., l′+) at (θ˜−, r˜−) (resp., (θ˜+, r˜+)). Integrating
(4.35), (4.36) along Γ+ , Γ− gives
dR
d+r
(θ˜ , r˜) = dR
d+r
(θ˜+, r˜+) +
r˜∫
r˜+
G+(θ, r)d−r, (4.37)
dR
d−r
(θ˜ , r˜) = dR
d−r
(θ˜−, r˜−) +
r˜∫
r˜−
G−(θ, r)d+r, (4.38)
where
∫
f (θ, r)d±r =
∫
f (θ±(r; θ˜ , r˜), r)dr. By the deﬁnition of (θ˜±, r˜±) we know that
dR
d±r
(θ˜±, r˜±) = dR±
dr
(r˜±). (4.39)
Thus we have | dRd±r (θ˜±, r˜±)|  c0P
−3/2∗ by Remark 4.1(iv). From the deﬁnition of B¯ , (4.33) and Re-
mark 4.1, we have
∣∣∣∣ ∂ B¯∂ P R
∣∣∣∣ |R|∣∣∣∣ ∂ B¯∂ P
∣∣∣∣ c0(P∗)9/2 , (4.40)∣∣∣∣ ∂ B¯∂Q
∣∣∣∣= ∣∣∣∣ P2 + 2r3Q − 2r2PrP (r2 − P )
∣∣∣∣ c0(P∗)2 , (4.41)∣∣∣∣ 1λ+ dλ±d∓r
∣∣∣∣ ∣∣∣∣ 1λ+ ∂λ+∂r
∣∣∣∣+ ∣∣∣∣∂λ+∂θ
∣∣∣∣ c0(P∗)7/2 . (4.42)
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∣∣∣∣ dRd+r (θ˜ , r˜)
∣∣∣∣ c0(P∗)−9/2 + c0(P∗)−9/2
r˜+∫
r˜
(∣∣∣∣ dRd+r
∣∣∣∣+ ∣∣∣∣ dRd−r
∣∣∣∣)d−r, (4.43)
∣∣∣∣ dRd−r (θ˜ , r˜)
∣∣∣∣ c0(P∗)−9/2 + c0(P∗)−9/2
r˜−∫
r˜
(∣∣∣∣ dRd+r
∣∣∣∣+ ∣∣∣∣ dRd−r
∣∣∣∣)d+r. (4.44)
Deﬁne Ω ′(τ ), r∗ , and V (τ ) as follows:
Ω ′(τ ) = Ω ′ ∩ {r = τ }, (4.45)
r∗ =min{r ∣∣ (θ, r) ∈ Ω ′}, (4.46)
V (τ ) =max
{∥∥∥∥ dRd+r
∥∥∥∥
C0(Ω ′(τ ))
,
∥∥∥∥ dRd−r
∥∥∥∥
C0(Ω ′(τ ))
}
. (4.47)
Let (θ˜ , r˜) ∈ Ω ′ be given. From (4.43) and (4.44), we have
∣∣∣∣ dRd+r (θ˜ , r˜)
∣∣∣∣ c0(P∗)−9/2 + c0(P∗)−9/2
√
2k
√
P4∫
r˜
V (τ )dτ ,
∣∣∣∣ dRd−r (θ˜ , r˜)
∣∣∣∣ c0(P∗)−9/2 + c0(P∗)−9/2
√
2k
√
P4∫
r˜
V (τ )dτ .
Since (θ˜ , r˜) is arbitrary in Ω ′ , we have
V (r) c0(P∗)−9/2 + c0(P∗)−9/2
√
2k
√
P4∫
r˜
V (τ )dτ , r∗  r 
√
2k
√
P4. (4.48)
By an appropriate transformation and the Gronwall inequality we obtain
V (r) c0(P∗)−9/2 exp
( √2k√P4∫
r˜
c0(P∗)−9/2 dτ
)
 c0(P∗)−9/2 exp
(
c0(P∗)−9/2
)
, r∗  r 
√
2k
√
P4. (4.49)
Now we claim that
‖R‖C1(Ω ′)  c0(P∗)−5 exp
(
c0(P∗)−9/2
)
, (4.50)
‖Q ‖C1(Ω ′)  c0(P∗)−5 exp
(
c0(P∗)−9/2
)
. (4.51)
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|Rr | = 1
2
∣∣∣∣ dRd+r + dRd−r
∣∣∣∣ 12
(∣∣∣∣ dRd+r
∣∣∣∣+ ∣∣∣∣ dRd−r
∣∣∣∣) V (r), (4.52)
|Rθ | = 1
2λ+
∣∣∣∣ dRd+r − dRd−r
∣∣∣∣ 12λ+
(∣∣∣∣ dRd+r
∣∣∣∣+ ∣∣∣∣ dRd−r
∣∣∣∣) V (r)λ+ . (4.53)
Making use of (4.49), (4.52), and (4.53), we have√
R2r + 1r2 R
2
θ  c0(P∗)−5 exp
(
c0(P∗)−9/2
)
. (4.54)
Thus we have
‖R‖C1(Ω ′)  c0(P∗)−5 exp
(
c0(P∗)−9/2
)
. (4.55)
Now we calculate ‖Q ‖C1(Ω ′) . By (4.34), Q θ = Rr , we have
‖Q ‖C1(Ω ′) = sup |Q | + sup
√
1
r2
R2r + λ4+R2θ + 2λ2+ B¯ Rθ + B¯2.
The similar calculation for estimating ‖R‖C1(Ω ′) gives the estimates for 1r2 R2r , λ4+R2θ , 2λ2+ B¯ Rθ and B¯2
as follows:
1
r2
R2r  c0(P∗)−10
[
exp
(
c0(P∗)−9/2
)]2
, (4.56)
λ4+R2θ  c0(P∗)−10
[
exp
(
c0(P∗)−9/2
)]2
, (4.57)
λ2+ B¯ Rθ  c0(P∗)−8
[
exp
(
c0(P∗)−9/2
)]2
, (4.58)
B¯2  c0(P∗)−4
[
exp
(
c0(P∗)−9/2
)]2
. (4.59)
From (4.56)–(4.59), we have
‖Q ‖C1(Ω ′)  c0(P∗)−5 exp
(
c0(P∗)−9/2
)
. (4.60)
Next we estimate ‖P‖C1(Ω ′) . By Remark 4.1 and Lemma 4.4, we have
‖P‖C1(Ω ′)  c0P−1∗  c0(P∗)−1 exp
(
c0(P∗)−9/2
)
. (4.61)
Therefore we have
‖W ‖C1(Ω ′) =max
{‖P‖C1(Ω ′),‖Q ‖C1(Ω ′),‖R‖C1(Ω ′)}
 c0(P∗)−5 exp
(
c0(P∗)−9/2
)
. 
Lemma 4.6. If Ω ′ , W , P satisfy the conditions listed in Lemma 4.5, then
|W |C1,1(Ω ′)  c0(P∗)−25/2 exp
(
c0(P∗)−9/2
)
exp
(
c0(P∗)−5/2 exp
(
c0(P∗)−2
))
. (4.62)
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|P |C1,1(Ω ′)  c0(P∗)−5 exp
(
c0(P∗)−9/2
)
(4.63)
by using the deﬁnition of |P |C1,1(Ω ′) , the Mean Value Theorem, and Lemma 4.5.
Next we estimate |Q |C1,1(Ω ′) and |R|C1,1(Ω ′) . We ﬁrst give an estimate on | dRd+r |C0,1(Ω ′) . Let
D(τ ) = Ω ′ ∩ {r  τ },
w(τ ) =max
{∣∣∣∣ dRd+r
∣∣∣∣
C0,1(D(τ ))
,
∣∣∣∣ dRd−r
∣∣∣∣
C0,1(D(τ ))
}
. (4.64)
From any two points (θ˜ , r˜), (θˆ , rˆ) ∈ D(τ ) we draw the negative characteristic lines Γ˜−: θ = θ(r; θ˜ , r˜),
Γˆ−: θ = θ(r; θˆ , rˆ). The Γ˜− , Γˆ− must intersect l′+ at (θ˜+, r˜+), (θˆ+, rˆ+), respectively. Let
ρ
(
(θ˜ , r˜), (θˆ , rˆ)
)=√(θ˜ − θˆ )2 + (r˜ − rˆ)2. (4.65)
Making use of (4.37) we have
∣∣∣∣ dRd+r (θ˜ , r˜) − dRd+r (θˆ , rˆ)
∣∣∣∣  ∣∣∣∣ dRd+r (θ˜+, r˜+) − dRd+r (θˆ+, rˆ+)
∣∣∣∣
+
∣∣∣∣∣
r˜∫
r˜+
G+
(
θ(r; θ˜ , r˜), r)dr − rˆ∫
rˆ+
G+
(
θ(r; θˆ , rˆ), r)dr∣∣∣∣∣

∣∣∣∣∣
r˜∫
rˆ
G+
(
θ(r; θˆ , rˆ), r)dr∣∣∣∣∣+
∣∣∣∣∣
r˜+∫
rˆ+
G+
(
θ(r; θˆ , rˆ), r)dr∣∣∣∣∣
+
∣∣∣∣∣
r˜∫
r˜+
{
G+
(
θ(r; θ˜ , r˜), r)− G+(θ(r; θˆ , rˆ), r)}dr
∣∣∣∣∣
+
∣∣∣∣ dRd+r (θ˜+, r˜+) − dRd+r (θˆ+, rˆ+)
∣∣∣∣
=: T1 + T2 + T3 + T4, (4.66)
where, without loss of generality, we suppose r˜  rˆ, r˜+  rˆ+ .
By the deﬁnition of θ(r; θ˜ , r˜), we have dθ(r;θ˜ ,r˜)dr = λ−(θ(r; θ˜ , r˜), r). Differentiating it with respect to
θ˜ and integrating it, we have
d
dr
∂θ(r; θ˜ , r˜)
∂θ˜
= ∂λ−
∂θ
(
θ(r; θ˜ , r˜), r)∂θ(r; θ˜ , r˜)
∂θ˜
, (4.67)
∂θ(r; θ˜ , r˜)
∂θ˜
= exp
( r∫
r˜
∂λ−
∂θ
(
θ(r; θ˜ , r˜), r)dr). (4.68)
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∂θ(r; θ˜ , r˜)
∂ r˜
= −λ−
(
θ˜ , r˜,w(θ˜ , r˜)
)
exp
( r∫
r˜
∂λ−
∂θ
(
θ(r; θ˜ , r˜), r)dr).
Hence we have
max
{∣∣∣∣∂θ(r; θ˜ , r˜)
∂θ˜
∣∣∣∣, ∣∣∣∣∂θ(r; θ˜ , r˜)∂ r˜
∣∣∣∣} c0P−1/2∗ exp(c0(P∗)−2). (4.69)
When r = r˜+ , we obtain
max
{∣∣∣∣∂θ˜+
∂θ˜
∣∣∣∣, ∣∣∣∣∂θ˜+∂ r˜
∣∣∣∣} c0P−1/2∗ exp(c0(P∗)−2). (4.70)
By Remark 4.1(iv) and Lemma 4.5, we can obtain
∣∣R ′′±(r)∣∣ c0, |G+| c0P−9∗ exp(c0(P∗)−9/2), (4.71)∣∣G+(θ1, r) − G+(θ2, r)∣∣ {c0P−12∗ exp(c0(P∗)−9/2)+ c0P−2∗ w(r)} · |θ1 − θ2|. (4.72)
Now we estimate T1, T2, T3, and T4. From (4.71), we have
T1  c0P−9∗ exp
(
c0(P∗)−9/2
)|r˜ − rˆ|
 c0P−9∗ exp
(
c0(P∗)−9/2
)
ρ
(
(θ˜ , r˜), (θˆ , rˆ)
)
. (4.73)
By making use of the deﬁnition of l′+: r = 2k cos θ , the Mean Value Theorem, (4.70) and (4.71), we
have
T2  c0P−9∗ exp
(
c0(P∗)−9/2
)|rˆ+ − r˜+|
 c0P−9∗ exp
(
c0(P∗)−9/2
)|θˆ+ − θ˜+|
 c0P−9∗ exp
(
c0(P∗)−9/2
) · c0P−1/2∗ exp(c0(P∗)−2)ρ((θ˜ , r˜), (θˆ , rˆ))
 c0(P∗)−19/2 exp
(
c0(P∗)−9/2
)
ρ
(
(θ˜ , r˜), (θˆ , rˆ)
)
. (4.74)
From (4.69), (4.72), we have
T3 
r˜∫
r˜+
{
c0P
−12∗ exp
(
c0(P∗)−9/2
)+ c0P−2∗ w(r)} · ∣∣θ(r; θ˜ , r˜) − θ(r; θˆ , rˆ)∣∣dr
 c0(P∗)−5/2 exp
(
c0(P∗)−2
)
ρ
(
(θ˜ , r˜), (θˆ , rˆ)
) r˜∫
r˜+
w(r)dr
+ c0(P∗)−25/2 exp
(
c0(P∗)−9/2
)
ρ
(
(θ˜ , r˜), (θˆ , rˆ)
)
. (4.75)
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T4 =
∣∣∣∣ dRd+r (θ˜+, r˜+) − dRd+r (θˆ+, rˆ+)
∣∣∣∣= ∣∣R ′+(r˜+) − R ′+(rˆ+)∣∣

∣∣R ′′+∣∣|r˜+ − rˆ+| c0P−5/2∗ |r˜+ − rˆ+| c0P−5/2∗ |θ˜+ − θˆ+|
 c0(P∗)−3 exp
(
c0(P∗)−2
)
ρ
(
(θ˜ , r˜), (θˆ , rˆ)
)
. (4.76)
Making use of (4.73)–(4.76) and (4.66), we obtain
∣∣∣∣ dRd+r
∣∣∣∣
C0,1(D(t))
 c0(P∗)−5/2 exp
(
c0(P∗)−2
) r0∫
t
w(r)dr
+ c0(P∗)−25/2 exp
(
c0(P∗)−9/2
)
. (4.77)
By using the same calculation on dRd−r , we know that
dR
d−r also satisﬁes (4.77). Hence
w(t) =max
{∣∣∣∣ dRd+r
∣∣∣∣
C0,1(D(t))
,
∣∣∣∣ dRd−r
∣∣∣∣
C0,1(D(t))
}
 c0(P∗)−5/2 exp
(
c0(P∗)−2
) r0∫
t
w(r)dr + c0(P∗)−25/2 exp
(
c0(P∗)−9/2
)
. (4.78)
By the Gronwall inequality, we have
w(r) c0(P∗)−25/2 exp
(
c0(P∗)−9/2
)
exp
(
c0(P∗)−5/2 exp
(
c0(P∗)−2
))
, r∗  r  r0,
which combined with (4.34) and the deﬁnition of w(r), yield the results of this lemma. 
Theorem 4.1. If Ω ′ , W , P satisfy the conditions listed in Lemma 4.5, then
‖W ‖C1,1(Ω ′)  c0(P∗)−25/2 exp
(
c0(P∗)−9/2
)
exp
(
c0(P∗)−5/2 exp
(
c0(P∗)−2
))
. (4.79)
5. Global smooth solutions up to vacuum boundary
In order to prove the existence for global solutions for three full rarefaction wave problem, we ﬁrst
prove a lemma.
Lemma 5.1. For every r: 0 < r  rm =
√
2k
√
P4 , there is a smooth curve lr: r = r(θ) ∈ C1 such that
(1) (1.16), (1.24) has a supersonic solution W = (P , Q , R) ∈ C1(Ωr), i.e., 0 < P < r2 ,
(2) P takes a ﬁxed value on lr ,
(3) Ωr is a determinate domain of P ,
where lr stays in the domain bounded by l′+ , l′− at (arccos r2k , r), (g(r), r), respectively, and Ωr is the closed
domain bounded by l′+ , l′− , and lr .
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lemma. By Lemma 4.1, we have Pr > 0, from which it follows that, if r˜m ∈ S , then [r˜m, rm] ⊂ S . So we
need only prove that S is not empty and inf S = 0. By making use of Theorem 3.1, [rm − δ, rm] ⊂ S if
δ is small enough. We need only to prove that inf S = 0. We use the contradiction argument. Suppose
that inf S = rˆ > 0. The following argument is divided into two steps. In Step 1 we will prove rˆ ∈ S . In
Step 2 we will prove that there exists a small δ > 0 such that [rˆ − δ, rˆ] ⊂ S .
Step 1. By the deﬁnition of inﬁmum for rˆ there exists a monotone decreasing sequence {ri}∞i=1 ⊂ S
satisfying limi→∞ ri = rˆ. Then for every ri , there exists a smooth curve li: r = ri(θ) ∈ C1 such that
(1) (1.16), (1.24) has a supersonic solution W = (P , Q , R) ∈ C1(Ωi), i.e., 0 < P < r2,
(2) P takes a ﬁxed value on li ,
(3) Ωi is a determinate domain of P ,
where li stays in the domain bounded by l′+ , l′− and the θ -axis and intersects with l′+ , l′− at
(arccos ri2k , ri), (g(ri), ri), respectively, and Ωi is the closed domain bounded by l
′+ , l′− , and li .
We know that l j is below li if i < j by Lemma 4.1 because (1.16), (1.24) has the unique supersonic
solution in Ωi . Thus {ri(θ)}∞i=1 is a monotone decreasing sequence. Hence there exists a function rˆ(θ)
such that
lim
i→∞ ri(θ) = rˆ(θ) for every θ ∈
[
arccos
rˆ
2k
, g(rˆ)
]
. (5.1)
Denote by lˆ the graph of r = rˆ(θ) and by Ωˆ the closed domain bounded by l′+ , l′− and lˆ. Then (1.16),
(1.24) has a C1 solution on Ωˆ − lˆ and Ωˆ − lˆ is a determinate domain of P .
By Lemmas 4.1–4.6 for all i: 1 i < ∞, there exists a positive constant c0 depending on P1 and
P4 such that
P∗ = r
4
i
4k2
 P min
{
r2 cos θ, r2 cos (α + θ)},
c0r
4
i exp
(−c0r−6i ) Pr  c0r−3i ,
Pθ  c0r−2i ,
‖W ‖C1,1(Ωi)  c0r−50i exp
(−c0r−18i )exp(c0r−10i exp(−c0r−8i ))
hold on Ωi . Thus there exist two positive constants c0 and c1 depending only on rˆ, P1, P4 such that
c1  P min
{
r2 cos θ, r2 cos (α + θ)},
c1  Pr  c0, Pθ  c0,
‖W ‖C1,1(Ωi)  c0 (5.2)
hold on Ωˆ − lˆ. Since P is constant along li , we have
Pθ + r′i(θ)Pr = 0 along li . (5.3)
Thus by (5.2) and the Mean Value Theorem, there exists a positive constant c0 depending only on rˆ,
P1, P4 such that
‖ri‖C1,1  c0. (5.4)
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(5.2) and (5.4), there exists a positive constant c0 depending on rˆ, P1, P4 such that
‖Wi‖C1,1  c0. (5.5)
By using the Arzela–Ascoli Theorem again, there exists a function Wˆ (θ) = ( Pˆ (θ), Qˆ (θ), Rˆ(θ)) ∈ C1
such that
lim
i→∞Wi(θ) = Wˆ (θ), Pˆ (θ) =
rˆ4
4k2
. (5.6)
Now we extend W (θ, r) to Ωˆ by letting W |lˆ = Wˆ (θ). Thus the Goursat problem (1.16), (1.24) has a
C1 solution on Ωˆ . Since P takes a ﬁxed value along lˆ, we have
Pθ + rˆ′(θ)Pr = 0 along lˆ. (5.7)
Since |Pθ + λ−1± Pr | > 0 holds on Ωˆ − lˆ where c1 depends only on rˆ, P1, P4 by Theorem 2.1, (4.4) and
(4.5), we can obtain
Pθ + λ−1± Pr = 0 along lˆ. (5.8)
So
rˆ′(θ) = λ−1± along lˆ. (5.9)
From the above results we can ﬁnd rˆ ∈ S .
Step 2. Since rˆ ∈ S , by Theorem 3.3, the initial boundary value problem for (1.16) with the initial
value condition and boundary condition
W |l′± = W±(r), W |lˆ = Wˆ (θ) (5.10)
has a local C1 solution in a closed domain (we denote it by R). In fact, we can check that the com-
patibility conditions (3.26)–(3.29) and the conditions listed in Theorem 3.3 are satisﬁed, since rˆ ∈ S .
Let us denote the limits of (Pr, Qr, Rr, Pθ , Q θ , Rθ ) on the upper and the lower side of the line lˆ by
(Pur , Q
u
r , R
u
r , P
u
θ , Q
u
θ , R
u
θ )(θ) and (P
d
r , Q
d
r , R
d
r , P
d
θ , Q
d
θ , R
d
θ )(θ), respectively. Both of these vector func-
tions are solutions to the system
A(θ)u(θ) = B(θ), (5.11)
where u(θ) = ((u1,u2,u3,u4,u5,u6)(θ))T is the unknown function,
A(θ) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 − Pˆ
rˆ2(θ)(rˆ2(θ)− Pˆ )
0 0 1 0 −1 0
rˆ′(θ) 0 0 1 0 0
0 rˆ′(θ) 0 0 1 0
0 0 rˆ′(θ) 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, B(θ) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
Qˆ (θ)
Bˆ(θ)
0
0
Qˆ ′(θ)
Rˆ ′(θ)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (5.12)
S. Bang / J. Differential Equations 246 (2009) 453–481 479Fig. 3. Solution with an artiﬁcial vacuum bubble.
and Qˆ (θ) = Q (θ, rˆ(θ)), Bˆ(θ) = B(θ, rˆ(θ)). By (5.9) we have det(A(θ)) = 0 along rˆ. Thus the system
has only one solution and
(
Pur , Q
u
r , R
u
r , P
u
θ , Q
u
θ , R
u
θ
)
(θ) = (Pdr , Q dr , Rdr , Pdθ , Q dθ , Rdθ )(θ) along lˆ. (5.13)
Thus Goursat problem (1.16), (1.24) has a C1 solution on Ωˆ ∪ R and Ωˆ ∪ R is a determinate domain
of P . By Lemma 4.1 we have Pr > 0 in Ωˆ ∪ R. By the Implicit Function Theorem, if δ > 0 is small
enough, then the equation P (θ, r) = (rˆ − δ)4/(4k2) deﬁnes a C1 function r = r˜(θ) whose graph (we
denote it by l˜) lies in R. By the same method as for rˆ, we can prove that rˆ − δ ∈ S which is a
contradiction. Thus inf S = 0 and the lemma is valid. 
From Lemma 5.1, we can prove Theorem 5.1 as follows:
Theorem 5.1. Goursat problem (1.8)–(1.11) has a solution P ∈ C2(Ω − l∗) which satisﬁes
P (ξ,η) → 0 as (ξ,η) → a point on l∗, (5.14)
where l∗ is a curve which starts from the point (0,0), ends at the point (0,0) and stays in the domain bounded
by l+ , l− .
Remark 5.1. From Theorem 5.1 we know that this Goursat problem for three full rarefaction waves
has smooth solutions, which take the value zero in a bubble near the origin, i.e., the domain bounded
by the dashed line in Fig. 3.
6. Reduction of vacuum to a point
The global existence of a smooth solution was established in Theorem 5.1 up to the free boundary
of vacuum. We prove that the vacuum bubble is trivial and the entire vacuum boundary is the trivial
coordinate axes in the self-similar plane (see Fig. 4).
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Theorem 6.1. Goursat problem (1.12), (1.13) for three full rarefaction waves has a unique smooth solution. The
pressure of the solution is strictly positive in {(ξ,η) | ξ > 0}∩Ω of the self-similar plane whereΩ is the region
bounded by l+ and l− .
Proof. See thesis [2]. 
7. Existence of solutions in the hyperbolic region for four rarefaction wave problem
Now we return to the four rarefaction wave problems. We know that there exists a smooth so-
lution P in the region bounded by two positive characteristic lines, ÊG and Ô K , and two negative
characteristic lines, Ê O and Ĝ K in Fig. 1 by Theorem 5.1. Now I prove below that any positive char-
acteristic line passing through a point on Ĝ K does not intersect with others before the sonic line,
that is, there is no shock in Lemma 7.1. Similarly, any negative characteristic line passing through a
point on Ô K does not intersect with others up to the sonic line.
Lemma 7.1. Any positive characteristic line passing through a point on ĜK does not intersect with others before
it reaches a sonic line and any negative characteristic line passing through a point on Ô K does not intersect
with others before it reaches a sonic line.
Proof. Suppose that two positive characteristic lines, which pass through two points, X and Y on Ĝ K ,
meet at a point before the lines reach the sonic lines. Denote the ﬁrst intersection point by Z . Thus
we have
dP
d−θ
∣∣∣
Z
= −∞. (7.1)
Making use of the same proof for Lemma 2.1, we can derive a contradiction. Similarly, we can prove
the second assertion. Therefore this lemma holds. 
S. Bang / J. Differential Equations 246 (2009) 453–481 481Combining the existence of a smooth solution in the region bounded by ÊG , Ô K , Ê O and Ĝ K in
Fig. 1 with Lemma 7.1, we have the second main theorem as follows:
Theorem 7.1. Assume that points I and H do not overlap in Fig. 1. There exists a continuous and piecewise
smooth solution to the extent of the domain of determinacy of the hyperbolic data from inﬁnity.
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