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Abstract 
This article first surveys existing protocols for supporting IP mobility and then proposes an extension to the Mobile IP architecture, 
called TeleMIP. Our architecture attempts to achieve smaller handoff latency by localizing the scope of most location update messages 
within an administrative domain or a geographical region. TeleMIP is intended for use in evolving third-generation wireless networks, 
and introduces a new logical entity, called the mobility agent, which provides a mobile node with a stable point of attachment 
in a foreign network. While the MA is functionally similar to conventional foreign agents, it is located at a higher level in the 
network hierarchy than the subnet-specific FA. Location updates for intradomain mobility are localized only up to the MA; 
transmission of global location updates are necessary only when the mobile changes administrative domains and/or geographical regions. 
By permitting the use of private or locally scoped addresses for handling intradomain mobility, TeleMIP allows efficient use 
of public address space. Also, by reducing the frequency of global update messages, our architecture overcomes several drawbacks of 
existing protocols, such as large latencies in location updates, higher likelihood of loss of binding update messages, and loss of 
inflight packets, and thus provides better mobility support for real-time services and applications. The dynamic creation of mobility agents 
(in TeleMIP) permits the use of load balancing schemes for the efficient management of network resources. 
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SAJAL K. DAS, UNIVERSITY OF TEXAS AT ARLINGTON - he raDid growth of wircless 
networks and services, fuekd by next‘-geniration mobile com- 
munications systems research, has ushered in the era of ubiq- 
uitous computing. Lightweight portable computers, IP-based 
(office and home) appliances, and the popularity of the Inter- 
net are providing strong incentives to service providers to sup- 
port seamless user mobility. Realizing commercially viable IP 
mobility support over the current cellular infrastructure, how- 
ever, remains a research challenge. In particular, for real-time 
multimedia (audio, video, and text) communications, user 
mobility poses several challenges. 
Wireless access to telecommunications services has tradi- 
tionally been provided through wide-area cellular systems, 
which in turn are connected to the public telecommunications 
network backbones such as the public switched telephone net- 
work (PSTN). It is expected that future wireless communica- 
tions systems will be more heterogeneous and that every 
mobile user will be able to gain access to the Internet back- 
bone by attaching his or her computer to a wireless access 
point (Fig. 1). A telecommunications architecture that sup- 
ports IP mobility will enable service providers to offer high- 
quality broadband multimedia services to mobile users in a 
cost-effective way [l]. Although neither the Internet nor the 
telecommunication networks are currently designed to sup- 
port high-bandwidth real-time multimedia services, a series of 
new technologies for third-generation (3G) wireless systems 
are being developed to make things a reality. These technolo- 
gies include International Mobile Telecommunications (IMT- 
2000), Universal Mobile Telecommunications System 
(UMTS), General Packet Radio Service (GPRS), Enhanced 
Data Rate for GSM Evolution (EDGE), code-division multi- 
ple access (CDMA-2000), and wideband CDMA (WCDMA). 
Cellular Mobility 
Mobility management in cellular networks is achieved in a dif- 
ferent way than in IP-based networks. More precisely, mobili- 
ty management enables telecommunication networks to locate 
roaming terminals for call delivery and to maintain connec- 
tions as the terminal moves into a new service area [2, 31. It 
consists of two components: 
Location management, including update and paging, enables 
the network to discover the current attachment point of the 
mobile user for call delivery. 
Handoff management enables the network to maintain a 
user’s connection as the mobile terminal continues to move 
and change its access point to the network. This is per- 
formed in three steps: initiation, connection generation, and 
data jlow control. 
There are two kinds of handoff intracell handoff and inter- 
cell handoff. Intracell handoff occurs when the user moves 
within a service area or cell, and changes radio channels 
under the same base station (BS). On the other hand, inter- 
cell handoff occurs when the user moves into an adjacent ser- 
vice area or cell for which all of the mobile’s connections are 
transferred to a new BS. If the mobile node (MN) connects 
to multiple BSs simultaneously (e.g., in CDMA) while per- 
forming the handoff, it is called a soft as opposed to a hard 
handoff [3]. 
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Wireless Data Services 
Cellular systems now work in the circuit-switching mode and 
have been designed mainly for voice communications. Data 
networking and multimedia services necessitate the use of 
packetized transmission. It is expected that wireless multime- 
dia services will be available in the near future due to  an 
exciting forthcoming data service for Global System for 
Mobile Communications (GSM) networks, GPRS. It refers to 
a high-speed packet data technology with a data transmission 
speed of 144 kb/s that supports Internet communication pro- 
tocols, such as IP and X.25 [4]. Since GPRS is packet-based, it 
uses radio resources only when data is being sent or received, 
and hence multiple users can share the same radio channel 
very efficiently. To implement GPRS, network operators need 
to install new hardware, including a packet-based mobile 
switching center (MSC) called a servicing GPRS service node 
(SGSN), along with its visiting location register (VLR) and 
other platforms. The SGSN is the node within the GSM infra- 
structure that sends and receives data to and from the mobile 
stations. The SGSN communicates with the Gateway GPRS 
Support Node (GGSN) to maintain connections with other 
networks such as the Internet, X.25 networks or private net- 
works (Fig. 2). 
EDGE is another high-speed mobile data standard which 
is effectively enhanced channel coding for GPRS. This allows 
transmission speeds of up to 384 kb/s. I t  is expected that 
EDGE will provide a migration path from GPRS to UMTS. 
Mobility Classifications 
Third-generation wireless networks such as IMT-2000 will pro- 
vide terminal mobility, personal mobility, and service provider 
portability [5]. The user will be able to receive their personal- 
ized end-to-end services regardless of their current network - 
within the limits of the visited network’s service offerings [6]. 
User mobility in a cellular architecture that supports IP 
mobility can be broadly classified into three categories: 
Micro-mobility is the movement of an MN within or across 
different BSs within a subnet and occurs very rapidly. Cur- 
rently, management of micro-mobility is 
accomplished using link-layer support 
(layer 2 protocol). 
Macro-mobility (or intradomain mobility) 
is the movement of an MN across differ- 
ent subnets within a single domain o r  
region, and occurs relatively less frequent- 
ly. This is currently handled by Internet 
mobility protocols (layer 3) such as Mobile 
IP. This will be the focus of the TeleMIP 
architecture proposed in this article, 
where we will use the terms macro-mobili- 
ty and intradomain mobility interchange- 
ably. 
Global mobility (or interdomain mobility) 
is the movement of an MN among differ- 
ent administrative domains or geographi- 
cal regions. At present, this is also handled 
by layer 3 techniques such as Mobile IP. 
In general, the goal of mobility manage- 
ment is to ensure continuous and seamless 
connectivity during micro- and macro-mobili- 
ty, which occur over relatively short time- 
scales. Global mobility, on the other hand, 
usually involves longer timescales - the goal 
there is often to ensure that mobile users can 
reestablish communication after a move rather 
than to provide continuous connectivity. 
Our Motivations and Contributions 
Several frameworks have been proposed recently to support 
seamless network access to mobile users [7-161. Among these 
proposals, Mobile IP [7] and Session Initiation Protocol (SIP) [16] 
are currently standardized by the Internet Engineering Task 
Force (IETF). Mobile IP supports application-transparent IP 
mobility, while SIP provides an application-layer signaling proto- 
col for creating, modifymg, and terminating sessions with one or 
more participants in both wireline and wireless networks. 
As discussed later,  the basic Mobile IP  protocol was 
designed to provide a near-term solution for MNs without 
requiring protocol upgrades in stationary correspondent nodes 
(CNs) and routers. However, it does not consider the integra- 
tion of additional functions such as authentication and billing, 
which are critical for successful adoption in commercial net- 
works. Implementations of Mobile IP are available from vari- 
W Figure 2. A network with a GPRS system. 
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ous commercial and research organizations (e.g., MosquitoNet 
[17], SUN Microsystem [18], University of Singapore [19], 
Helsinki University of Technology [ZO]). 
On the other hand, SIP [16] is an application-layer con- 
trol (signaling) protocol that can establish, modify, and ter- 
minate multimedia sessions or calls. Recently an architecture 
was proposed for SIP mobility support [21] to avoid certain 
problems with Mobile IP. However, SIP mobility cannot sup- 
port TCP connections and is also not suitable for micro- or 
macro-mobility. For long-lived TCP connections, the authors 
in [21] suggested using Mobile I P  similar t o  another  
approach in [22]. Therefore, we will not further discuss or 
compare SIP mobility with other IP-based mobility manage- 
ment protocols. 
Although the Mobile 1P solution meets the goals of opera- 
tional transparency and handoff support, it is not optimized 
for managing macro-mobility (or intradomain mobility) in 
commercial cellular networks. In particular, we shall see that 
a larger number of location update messages and the latency 
involved in communicating these update messages to remote 
nodes make it unsuitable for supporting real-time applications 
on the Internet. It has thus become necessary to modify the 
basic Mobile IP architecture to obtain a more scalable solu- 
tion that is consistent with the evolving cellular architecture 
and that also supports uninterrupted operation of real-time 
applications. This has led to the development of protocols like 
HAWAII [12] and Cellular IP [14]. However, through a com- 
prehensive survey and detailed comparisons in the next sec- 
tion, we will demonstrate that all of these solutions have 
limitations while dealing with intradomain or macro-mobility 
in the telecommunications world, and none is best suited for 
all services and applications. In fact, there are several issues 
and open problems which need further investigation in order 
to achieve interoperability (e.g., IP with cellular mobility). 
Therefore,  the search for better protocols to  support I P  
mobility continues, and motivates our work. 
In this article, we present an architecture, Telecommuni- 
cation Enhanced Mobile IP  (TeleMIP),  that supports fast 
handoffs by localizing the scope of most location update mes- 
sages within an administrative domain or  a geographical 
region. The proposed architecture is intended for use in 
evolving 3G wireless networks, and introduces a new logical 
entity, called the mobility agent (MA), which provides an MN 
with a stable point of attachment in a foreign network. While 
the MA is functionally similar to conventional foreign agents 
(FAs), it is located at a higher level in the network hierarchy 
than subnet-specific FAs. This scheme supports fast subnet 
handoff and real-time tracking within a domain since most 
location updates are transported only up to the MA. Mobility 
updates to the home agent (HA) and/or CN are necessary 
only when the mobile changes administrative domains and/or 
geographical regions. By restricting the scope of most loca- 
tion updates,, we can lower the large latencies in location 
updates, the likelihood of losing such messages, and the 
extent of loss of inflight packets. Our mobility management 
scheme is especially oriented toward supporting uninterrupt- 
ed real-time applications. Since address space availability was 
perceived to be a significant limitation on the scalability of 
the existing solutions, we have tried to ensure that most care- 
of addresses in our TeleMIP architecture have private or 
local scope and hence need not deplete the global IPv4 
address space. 
The rest of the article is organized as follows. We present a 
comprehensive survey of existing mobility protocols, their 
operations and limitations. We describe our proposed mobility 
architecture and advantages over existing schemes, and pre- 
sent our conclusions. 
Existing Solutions to l P  Mobility 
This is an overview of the basic Mobile IP architecture fol- 
lowed by its extensions for emerging 3G cellular networks. 
Mobile IP 
Mobile IP [7] provides an IP-based mobility solution that allows 
MNs to maintain network connectivity while retaining their per- 
manently assigned IP addresses. In particular, it enables the 
mobility of a user to be transparent to all executing applica- 
tions. This is essentially achieved by providing the mobile with 
an address (in addition to its permanent address) that is topo- 
logically consistent. This address is referred to in the foreign 
network as the care-of address, and ensures that packets are for- 
warded using conventional IP routing to the mobile’s current 
location in the foreign network. The basic Mobile IP specifica- 
tion allows for two distinct methods of operation: 
: The first mode of operation uses an FA while visiting the for- 
eign network (a network other than the MN’s home net- 
work). The F A  provides the mobile with a binding (IP 
address) that  is consistent with the addressing scheme 
deployed in the foreign network. An MN can connect to the 
foreign network by registering the IP address of the FA with 
its HA, statically assigned to the MN in its home network. 
The second mode of operation does not require any agent 
support in the foreign network but requires MNs to obtain 
a temporary IP  address therein. The MN usually obtains 
this address from a specified pool using protocols such as 
Dynamic Host Configuration Protocol (DHCP) [23], and 
then uses its own collocated care-of address in the foreign 
network. 
The collocated address mechanism [7] allows the MN to 
have direct control over the path of its own packets, and also 
does not rely on the existence of additional agents in the for- 
eign network. While this may currently seem to be an advan- 
tage, we shall shortly argue that an agent-reliant mobility 
management scheme may be more advantageous in an inte- 
grated commercial telecommunications infrastructure. 
The basic operational mode of Mobile IP  architecture 
gives rise to the phenomenon of triangular routing: while pack- 
ets from the MN usually follow a direct path to  the CNs, 
packets from the CNs are rerouted via the MN’s home net- 
work to its point of attachment in a foreign network, from 
where they are  forwarded to  the MN’s current location. 
Enhancements have been suggested [24] to avoid triangular 
routing by essentially transmitting binding messages directly to 
CNs. While this form of route optimization will result in sig- 
nificant bandwidth savings by eliminating unnecessary path 
traversals, especially as the number of MNs increases, we shall 
see later that it can give rise to significantly high latency dur- 
ing the location update process. However, we believe that 
route optimization, at least in some modified form, is essential 
for supporting real-time communications in any future mobili- 
ty-enhanced network infrastructure. 
Another approach to IP mobility support has been pro- 
posed in the new version of the Internet Protocol, namely 
IPv6 [lo], which supports mobility management as an integral 
part of the protocol standards and does not require the pres- 
ence of special agents in foreign networks. Location updates 
are directly transmitted from the mobiles to the CNs using 
binding update messages (a mobile maintains a list of current 
CNs), thereby reducing the role of the HA in the mobile com- 
munication process. We shall see, however, that the transmis- 
sion of binding updates directly to CNs can also result in a 
large update latency and can become a critical impediment to 
successful support of real-time applications. Moreover, the 
deployment of IPv6 infrastructure is still a futuristic goal and 
52 IEEE Personal Communications August 2000 
Figure 3. Mobility using HAWAII and the correspondingpath setup. 
is likely to involve a prolonged period of coexistence with the 
current IPv4 infrastructure. Investigation and improvement of 
IPv4-based mobility mechanisms thus continues to be an area 
of practical concern. 
Macro-Mobility Extensions to Mobile IP 
In recent years, various solutions have been proposed to han- 
dle other problems related to Mobile-IP-based mobility man- 
agement,  such as firewall traversal [25], o r  reverse or 
bidirectional tunnelling [26]. However, these enhancements 
are still not particularly suitable for supporting intradomain 
mobility in cellular wireless networks. They lack support for 
fast handoff control, real-time location update, registration, 
and configuration. Moreover, the importance of application- 
transparent mobility has diminished in present scenarios since 
many applications (e.g., Web browsing) are now able to inter- 
nally handle network-level mobility. 
An extension to Mobile IP has been proposed in [27, 281, 
which uses hierarchical FAs to handle intradomain or macro- 
mobility. In this architecture, BSs are assumed to be network 
routers; hence, it is not compatible with current cellular archi- 
tectures, in which BSs are simply layer 2 forwarding agents. 
Moreover, deploying a hierarchy of FAs brings with it com- 
plex operational and security issues (especially in a commer- 
cial multiprovider environment) and requires multiple layers 
of packet processing on the data transport path. The presence 
of multiple layers of mobility-supporting agents also signifi- 
cantly increases the possibility of communication failure, since 
it does not exploit the inherent robustness of Internet routing 
protocols. 
Several IETF proposals [29, 301 have also explored the pos- 
sibility of using hierarchical FAs for seamless mobility within a 
domain, but have not been actively pursued in the recent past. 
The need for hierarchical agents in an Internet mobility archi- 
tecture remains an open issue. While it does not appear to be a 
critical consideration in the immediate future, it is possible that 
hierarchical mobility management will become more attractive 
as the IP security infrastructure matures and deployment of 
mobile multimedia terminals gets much larger. 
A draft on Mobile IP regional tunnel management [31] was 
recently proposed in the IETF. The proposal provides a 
scheme for performing registrations locally in 
the visited (foreign) domain, thereby reducing 
the number of signaling messages forwarded to 
the home network as well as lowering the sig- 
naling latency that occurs when an MN moves 
from one FA to another. The draft addresses 
one of the important drawbacks of convention- 
al Mobile IP. The suggested enhancement to 
the registration scheme uses a gateway FA 
(GFA), which lies one level higher in the FA 
hierarchy, provides a stabler global care-of 
address to the MN, and is very similar to our 
suggested modifications for supporting fast 
intradomain mobility management (albeit with 
some differences). Unlike the approach in [31], 
our solution is not merely a protocol but a 
more comprehensive architectural framework 
for supporting intradomain mobility in cellular 
wireless networks. 
Given the concerns- of enabling IP-based 
mobility in a commercial environment, a few 
other protocols have been proposed to extend 
Mobile IP to better support micro- and macro- 
mobility in next-generation cellular environ- 
ments, as discussed below. 
HAWAII 
The Handoff-Aware Wireless Access Internet Infrastructure 
(HAWAII) [12] proposes a technique for using a separate bind- 
ing protocol to handle intradomain mobility (i.e., micro- and 
macro-mobility according to our definition) while using Mobile 
IP for interdomain mobility. It suggests the use of a two-layer 
hierarchy for mobility management. When the MN moves into 
a foreign domain, it is assigned a collocated care-of address 
from that domain, and the MN retains its care-of address 
unchanged while moving within the foreign domain. Thus, the 
movement of the MN within a domain is transparent to the 
HA. This protocol uses path setup messages to establish and 
update host-based routing entries for MNs in some specific 
routers within the domain; other routers not in the path are 
kept in the dark about the MN's new care-of address. 
When a CN sends packets to a roaming user, it uses the 
MN's home IP address. The HA intercepts the packets and 
sends the encapsulated packet to the MN's current border 
router. The border or root router decapsulates and again 
encapsulates the packet to forward it to either the intermedi- 
ate router or BS, which decapsulates the packet and finally 
delivers it to the MN (Fig. 3). 
Cellular IP 
Cellular IP [13, 141 proposes an alternative method to support 
local mobility (again, micro- and macro-mobility according to 
our definition) in a cellular network, which consists of intercon- 
nected cellular IP nodes. This protocol uses Mobile IP for 
wide-area mobility. It has many similarities with the host-based 
routing paradigm of HAWAII. In particular, Cellular IP is 
designed to support local mobility, say, between BSs in a cellu- 
lar network (Fig. 4). Since MN addresses have no location sig- 
nificance inside a cellular IP network, the architecture uses the 
home IP address as a unique host identifier. When an MN 
enters a Cellular IP network, it communicates the local gate- 
way's (GWs) address to its HA as the care-of address. 
Nodes outside the Cellular IP  network do not need any 
enhancements to communicate with nodes inside the network. 
When a CN sends packets to a roaming user, it uses the MN's 
home IP address. As in conventional Mobile IP, the HA inter- 
cepts the packets and sends the encapsulated packet to the 
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MN’s current GW. The GW decapsulates the packet and for- 
wards it to the MN’s home address using a node-specific 
route. Thus, the nodes sending or receiving datagrams to/from 
the MN remain unaware of the node’s location inside the Cel- 
lular IP network. 
Wireless IP Network Architecture by TR45.6 
Another framework for IP-based mobility management was 
recently developed by the Telecommunications Industry Asso- 
ciation (TIA) Standards Subcommitte TR45.6 [15] to target 
3G cellular wireless systems. The requirements have been set 
by the International Telecommunication Union (ITU) for 
IMT-2000. The framework uses Mobile IP with FAs for inter- 
domain or global mobility. For intradomain or macro-mobili- 
ty, the scheme proposes the use of dynamic HAS (DHAs), 
which reside in the serving network and are dynamically 
assigned by the visited authentication, authorization, and 
accounting (AAA) server. The DHA allows the roaming user 
to  gain service with a local access service provider while 
avoiding unnecessarily long routing. The architecture defines 
a new node called apacket data serving node (PDSN) (which 
contains the  FA), and uses VLR/home location register 
(HLR) (ANSI-41 or GSM-MAP) authentication and autho- 
rization information for the access network. The mobile node 
is identified by a network access identifier (NAI) [32] in the 
visiting or foreign network. An MN sends the registration 
message to the FA, which in turn interacts with an AAA serv- 
er residing in that network o r  uses the broker network for 
authentication with the home network. 
Limitations of Existing Protocols 
In our opinion, the basic Mobile IP with its various enhance- 
ments as well as protocols like HAWAII and Cellular IP for 
mobility management in telecommunication environments 
have the following shortcomings: 
The basic Mobile IP has large handoff delay if the MN and 
,HA or CN are separated by many hops in a wide area net- 
work. Location updates need to travel over the entire path 
from the MN to the HA/CN before the change in mobile 
location is effectively communicated and ongoing connec- 
tions are restored. Data in transit will be lost until the hand- 
. 
off completes and a new route to the MN is 
established. 
In different versions of Mobile IPv4 (with 
and without route optimization) and in Mobile 
IPv6, location updates are always generated 
whenever the MN changes a subnet in the for- 
eign network. Since subnet changes occur fairly 
rapidly, this approach results in frequent gener- 
ation of location update messages. In situa- 
tions with an extremely large population of 
MNs, the signaling load can become a signifi- 
cant portion of the traffic. 
Although the recent proposal on tunnel man- 
agement [31] talks about regional registration 
when the distance between the visited and 
home networks of the MN is large, it does 
not specify an architecture that is directly 
applicable in telecommunication environ- 
ments. Moreover, in this scheme, not only is 
the assignment of a GFA (a stabler globally 
valid care-of address) to a mobile performed 
by the FA, it is also suggested that the FA 
transparently append the GFA IP  address 
information itself (as a registration extension) 
to  the registration request message if the 
care-of address field is set to zero. We believe 
that practical implementation of such a mechanism would 
require the maintenance of valid security associations 
between all FAs and the HA, making the mobility manage- 
ment scheme significantly more complex. Finally, the idea 
of having the home network distribute the registration key 
associated with an MN to the corresponding GFA ( to  
enable regional registrations in the visited domain) may 
weaken the strong security association paradigm between 
the HA and MN in conventional Mobile IP [7]. 
Mobile IP schemes that specify the use of a collocated care- 
of address implicitly assume the availability of a pool of 
public addresses. As MNs become ubiquitous, the availabili- 
ty of such addresses may become an issue. This is particu- 
larly relevant for cellular environments since providers may 
be unwilling to spend resources to  obtain chunks of the 
public address space. Fur thermore ,  the use of public 
addresses by arbitrary MNs within the provider’s domain 
may be restricted or prohibited due to security concerns, 
firewall restrictions, and so on. 
Since the current Mobile IP standard requires the mobile to 
change the care-of address (either FA or collocated) at every 
subnet transition, it is harder to reserve network resources 
on an end-to-end path between the CN and the mobile. For 
example, if Resource Reservation Protocol (RSVP) [33] is 
used to make reservations for quality of service (QoS) sensi- 
tive traffic, new reservations over the entire data path must 
be set up whenever the care-of address changes. 
The preceding limitations are largely avoided in HAWAII 
or Cellular IP by ensuring that the MN maintains a single 
care-of address while changing subnets or cells within a 
domain. However, this is achieved at the expense of requir- 
ing the establishment of source-specific r,outes within the 
administrative domain. Such a proposal does not appear to 
be very scalable since the state information and route 
lookup complexity in the routers will increase rapidly with 
an increased mobile population. The propagation of source- 
specific routes within a single domain can significantly 
increase signaling complexity. 
The Wireless IP network architecture (TR45.6) design uses 
existing standard protocols for mobility management and 
HLRNLR for location update. Although this scheme offers 
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some flexibility in routing by assigning a DHA in the visitor 
network, it requires protocol upgrades at all CNs, which 
may limit the market acceptance of this architecture. 
TeleMlP: Telecommunication 
Enhanced Mobile IP 
Having identified some of the limitations of existing protocols 
and architectural proposals for supporting large-scale IP mobili- 
ty and real-time packet communications in a commercial cellu- 
lar environment, we are ready to present our architecture. Its 
essence is derived from the registration-area-based location 
management scheme currently employed in cellular networks. 
Such a scheme involves a combination of paging and location 
updates with a goal to minimize the overall cost by achieving an 
acceptable balance between these two kinds of traffic. Further- 
more, we assume that BSs have layer 2 switching functionality 
similar to present-day cellular networks. 
The proposed architecture, TeleMIP, is based on the obser- 
vation that current IP mobility schemes have a subnet - and 
finer granularity of location resolution - and mostly no scop- 
ing for the transmission of location updates. Cellular IP [13], 
for example, proposes a base-station-level (layer 2) granularity 
similar to cellular networks. The current subnet-based FA 
scheme in Mobile IP, on the other hand, leads to a change in 
care-of addresses at every subnet transition. We propose a gen- 
eralization of the FA concept by introducing a new node, the 
mobility sgent (MA), at network layer (layer 3) granularity, high- 
er than that of a subnet, thus reducing the generation of global 
location updates. By limiting intradomain location updates to 
the MA, we further reduce the latency associated with intrado- 
main mobility without resorting to source-specific routes. Final- 
ly, our two-level mobility management scheme allows the use of 
private addressing (and, if necessary, non-IP mobility manage- 
ment) within the provider’s own domain. 
Before presenting the architectural and operation details 
of our proposed protocol, let us define the various elements 
of our architecture and describe their roles in a TeleMIP- 
based mobility management solution. 
Elements of TeleMIP 
Most of the operational elements of our TeleMIP architecture 
have functionality similar to those specified in Mobile IP, with 
or without route optimization (as the case may be). For exam- 
ple, our definitions of HA, CN, home network (HN), foreign 
network (FN), and care-of address (CoA) are identical to the 
conventional Mobile IP definitions [7]. The TeleMIP architec- 
ture, however, requires some additional functionality in exist- 
ing elements as well as an extraelement, namely the M A  
*MA: An Internet host which is dynamically assigned by the 
network on the MN’s visited network. It provides a more 
persistent CoA for a mobile host (MH) than currently pro- 
vided by an FA. All incoming packets (and possibly outgo- 
ing ones) are routed via the MA, which thus acts as a proxy 
(point of attachment) for the MH in the FN. It may also 
have two interfaces depending on the network design; for 
example, if the subnet uses private address space, MA can 
act as a proxy/router with two interfaces. 
MN: A host that changes its point of attachment from one 
network or subnetwork to another. It may change its loca- 
tion without changing its IP  address [7]. The MN in the 
TeleMIP architecture has to manage both its local and 
global (MA) care-of addresses. Outgoing packets can be 
tunnelled to the MA using the local care-of address as the 
outer source address; they are decapsulated at the MA and 
forwarded on to the global Internet. 
~ 
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FA: An FA is present on an MN’s visited subnet and pro- 
vides configuration parameters to the MN. In general it 
assigns two addresses to the MN: an MA care-of address 
and an FA care-of address (this could be the FA’S own 
address). The FA forwards the datagram to the MN. Also, 
an FA may serve as a local router for datagrams sent by 
registered MNs [7]. 
DHCP server (or simply server): A host that returns config- 
uration parameters to the MN [23]. In general, it assigns 
two addresses to the MN: the MA’s address and subnet 
care-of address. 
An Overview of the TeleMIP Architedure 
Figure 5 shows our proposed intradomain mobility architecture. 
The FN is divided into several subnets depending on its geo- 
graphical location. We assume that each subnet has at least one 
FA or DHCP server; these entities are functionally similar to 
the current FAs [7] or DHCP servers [23], respectively, with 
some modifications as discussed earlier. MAS are distributed 
throughout the provider’s network domain and are primarily 
responsible for providing a globally reachable care-of address 
for registered MNs in that domain. Each FA or DHCP server 
must be associated with at least one MA in that domain. An 
MA is capable of handling several FAs or servers which may 
themselves be identified by a private addressing scheme unique 
to the specific domain. Whenever an MN registers in a new 
domain or region, it receives an MA’s care-of address via the 
FA or server. This assignment can be performed by a load bal- 
ancing algorithm. In such a scenario, MNs in a single subnet 
may be assigned to different MAS (e.g., using different hashing 
schemes). For example, MN 1 in subnet I is associated with MA 
1, while MN 2 in the same subnet may be associated with MA 2. 
In the TeleMIP architecture, an MN will be assigned two 
care-of addresses: 
A domain-specific care-of address from the public address 
space which is unchanged as long as the mobile stays within 
a specific domain or region. This is typically the address 
associated with the MA. 
A subnet-specific care-of address for roaming in a particular 
subnet. This address may have only local scope and can be 
either the care-of address of the FA or a locally valid collo- 
cated address. This address changes every time the mobile 
changes its foreign subnet. 
When an MN enters a new domain or region, it will regis- 
ter the MA’s care-of address with the HA during the initial 
location update process. As long as the mobile roams within 
this domain, all future correspondence from CNs will be 
directed toward this domain-specific address. The MN gets a 
new local care-of address every time it changes subnet; this 
address is obtained from the FA or DHCP server using con- 
ventional Mobile IP techniques. In general, the MA associat- 
ed  with a specific mobile will remain unchanged unless the 
association expires. The TeleMIP architecture requires com- 
munication between the MA and the associated FAs. This 
correspondence may indeed take place through proprietary or 
nonstandard protocols which are compatible with the existing 
telecommunications infrastructure. 
The motion of the mobile between different subnets inside 
a domain will be transparent to the HA. In the conventional 
mode of TeleMIP operation, the HA will tunnel all packets 
received from CNs to the MA by using the domain-specific 
MH’s care-of address. The MA will send packets directly to 
the MN’s care-of address or through the currently associated 
FA. Whenever an MN changes subnets, it obtains a new local 
care-of address and subsequently informs the MA of this new 
local address binding. The MA is thus aware of the exact 
(subnet-level) location of the mobile and can consequently 
-- 
Table 1. A comparative chart for location updates. 
The Advantages of TeleMlP 
The proposed TeleMIP architecture offers sever- 
al advantages over other schemes: 
It aims to provide faster location updates and 
location tracking in IP-based telecommunica- 
tion networks. By localizing the intradomain 
mobility update messages, this approach offers 
low latency and low handoff delay during regis- 
tration. By appropriately placing the MAS, we 
can trade off between update latency and pos- 
sibly nonoptimal routingwithin the domain: 
This approach provides flexibility to service 
providers by allowing the use of private address pools for 
local care-of addresses. Since obtaining IPv4 address in a 
commercial or regulatory environment may be expensive or 
not feasible, providers may use TeleMIP to avoid having to 
allocate public care-of addresses for each mobile (or even 
at each subnet). 
The TeleMIP architecture allows individual providers to 
perform their own trade-off regarding the number of sub- 
nets supported by an individual MA. Note that Cellular 
IP [13] provides BS-level (layer 2) granularity in a subnet: 
every time an MN changes a BS it updates the location. 
Current subnet-based Mobile IP architecture operates at 
subnet-level granularity by sending the location update to 
the  HA. Such an  approach may introduce additional 
latencies, and it is possible to have situations where the 
update latency is larger than the time between subnet 
transitions, thus leading to a complete failure of commu- 
Unlike the approach in [31], our solution is not merely a 
protocol but a more comprehensive architectural frame- 
work for supporting intradomain mobility in cellular wire- 
less networks.  T h e  proposed  mobility a rch i tec ture  
requires that all registration information originate from 
the mobile itself, removing the need for security associa- 
tions between FAs and the HA,  and also allowing FA 
addresses to be configured from a private pool. By mak- 
ing the presence of an MA explicit to  
the MN (through the use of two differ- 
ent care-of addresses), we can remove 
the need to  share any HA-MN related 
registration keys with the MAS. More- 
over, the TeleMIP architecture proposes 
the  use  of d is t r ibu ted  MAS and the  
assignment of MAS via some dynamic 
load balancing algorithm. 
It is well established that QoS-based pro- 
tocols like RSVP do not work well if the 
destination address of a flow changes fre- 
quently. Therefore, it is always better to 
have a stable care-of address. Although 
our TeleMIP architecture does not pro- 
vide end-to-end QoS (since the global 
reservation terminates at the MA and not 
at the MN itself), it does allow the setup 
of longer-term resources up to the MA. 
To our understanding, it is more impor- 
tant to support QoS guarantees over the 
public Internet, where congestion levels 
are less predictable, and policy decisions 
and engineering guidelines vary across 
service provider domains. Thus,  the 
TeleMIP architecture is expected to be 
more conducive to stabler QoS guaran- 
tees in the more critical portion of the 
traffic path. 
route the packet to the MN using the domain-specific routing 
protocol (without requiring source-specific routes). As long as 
the MN is under the control of a single MA, the MN does not 
transmit any location updates to the HA. This architecture 
thus ensures the localization of all intradomain mobility 
update messages within the domain. The scheme requires the 
MA to have a publicly accessible IP address associated with at 
least one interface. As already stated, the communication 
between the MA and the internal nodes within the domain 
(e.g., the FAs, DHCP servers, and MNs) can take place using 
private addressing (including possibly PSTN addresses) and 
routing schemes. 
The advantages of our TeleMIP architecture should now be 
intuitively clear. By placing the global care-of address binding 
at a network granularity coarser than the subnet level as in the 
current Mobile IP architecture, we are able to significantly 
reduce the transmission of global updates at the expense of 
possible routing nonoptimality within the domain. Furthermore, nication. I 
since the frequency of subnet handoff within a small region is 
always larger than that of an interdomain handoff, we are able 
to considerably reduce the occurence of large-latency global 
location updates. Additionally, since local care-of addresses 
have no global visibility, this permits the use of private address- 
ing schemes to handle intradomain mobility, thus enhancing the 
scalability of the mobility management scheme. A detailed 
quantitative comparison will be presented later. 
Home networ 
W Figure 5. Functional Telt$lZP architecture. 
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Performance Comparisons 
Figure 6 shows an example networkldomain with N subnet- 
works and M MAS. Each subnet has an FA or DHCP server. 
Each MA can handle R subnets. It is expected that R is fairly 
large; the performance gain from our suggested improvements 
will clearly be more compelling if R is large and a mobile 
spends a significant period of time within the domain con- 
trolled by a single MA. As a practical application in commer- 
cial environments, an MA could be expected to handle all 
subnets within a single city; a user would continue to be regis- 
tered with a single MA as long as hislher mobility was con- 
fined to the same city. Therefore, N/R = M. It is also expected 
that N >> M .  Table 1 shows the number of location updates 
and corresponding routing entries generated by P mobiles as 
they visit the N subnets one by one (worst case) using differ- 
ent mobility protocols (including TeleMIP). 
Here K represents the average number of intermediate 
routers where the host-specific routing entry must be updated 
(deleted or added) whenever a mobile changes subnets. The 
number of global updates represents the situation where there 
is only one domain root router and one gateway in the foreign 
domain and cellular network, respectively. 
We also consider the following parameters for estimating 
various delays: 
Al: time required for the registration message from MN to 
reach its HA (-200 ms) 
A2: time required for the registration message from MN to 
reach the MA in the visiting domain (-10 ms) 
al: the rate at which the CN sends packets to the MN 
Here A 1  (-200 ms) represents a typical transpacific delay 
(e.g., United States to Japan), whereas A2 (-10 ms) is a typi- 
cal MAN delay. Table 2 provides a comparison of TeleMIP 
with other protocols, using such metrics as the message 
update latency, handoff delay, and packet loss during message 
update. 
We assume that the binding update delay for route opti- 
mization from HA to CN and MA to CN are the same as A 1  
(-200 ms), and domain root routers in HAWAII and gate- 
ways in Cellular IP are placed at the same hierarchy as the 
MA in the visitor network, although it may not be true in a 
real scenario. While calculating different parameters with 
route optimization, binding acknowledgment is used to  
acknowledge receipt of a binding update message. For all 
performance metrics, the TeleMIP architecture shows con- 
siderable improvement over basic Mobile IP. For example, 
for voice applications, the update latency (-400 ms) causes 
a loss of 400 ms worth of voice samples, which may signifi- 
cantly degrade voice quality. TeleMIP, on the other hand, 
leads to a much lower (-10 ms) loss of voice samples, which 
is within a tolerable limit of interactive voice quality. 
Although HAWAII and Cellular IP  show results similar to 
TeleMIP, we discussed earlier why these schemes, which 
assume that BSs have IP routing functionality, may require 
replacement of or upgrades to all existinglmanufactured 
layer-2-capable BSs. This may not be feasible from a practi- 
cal point of view. Moreover, BSs always require some time 
to propagate the path setup message or update the routing 
table entry; such functionality results in increased latency 
and delay (Table 1). 
Conclusions 
We survey several protocols, such as Mobile IP, HAWAII, and 
Cellular IP, and discuss their limitations in managing macro- 
(intradomain) mobility. Some of them have high latency during 
location update while changing subnets, thereby posing prob- 
lems in supporting real-time service applications. We also pre- 
Figure 6.  An example foreign network with N subnetworks. 
sent in detail an extension to  the Mobile IP  architecture, 
TeleMZP, for use in third-generation wireless networks. Our 
architecture introduces a new logical entity, the mobility agent, 
which offers a stable point of attachment to the mobile node. 
By localizing the scope of most location update messages (i.e., 
terminating at the MA) within an administrative domain or a 
geographical region, the proposed scheme supports fast handoff 
and real-time tracking within a domain. Among other advan- 
tages, this scheme reduces location update latency, the likeli- 
hood of losing binding update messages, and the extent of loss 
of inflight packets. Additionally, the TeleMIP approach permits 
the use of localized or private addresses, thus providing a more 
flexible addressing scheme, especially as the number of MNs 
continues to grow. By using load balancing schemes that allo- 
cate different mobile nodes to different MAS, TeleMIP pro- 
motes efficient use of existing network resources. 
We have compared TeleMIP with other schemes regarding 
three performance metrics: message update latency, handoff 
delay, and packet loss during message update. Our results show 
that the TeleMIP architecture supports intradomain or macro- 
mobility more efficiently than other existing approaches. We 
are in the process of implementing a TeleMIP-based testbed 
for comparing its performance with that of MosquitoNet [ 171, 
SUN Microsystems [MI, Cellular IP [14], University of Singa- 
pore [19], and Dynamics-HUT Mobile IP [20]. 
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