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Abstract
In 2-dimensional algebra, symmetric 2-groups (symmetric monoidal groupoids in
which every object has an inverse up to isomorphism) play a similar roˆle to that
of abelian groups in 1-dimensional algebra. Since abelian categories are defined
in the image of the category of abelian groups, a 2-dimensional version of the
notion of abelian category should be a solution to the equation
abelian categories
abelian groups
=
??
symmetric 2-groups
.
I give two solutions to this equation.
The first — abelian groupoid enriched categories — is a generalisation of
ordinary abelian categories. In such a context, we can develop the theory of exact
sequences and homology in a way close to homology in an abelian category: we
prove several classical diagram lemmas as well as the existence of the long exact
sequence of homology corresponding to an extension of chain complexes. This
generalises known results for symmetric 2-groups [18, 26].
The other solution — 2-abelian groupoid enriched categories, which are also
abelian in the sense of the previous paragraph — mimics the specifically 2-
dimensional properties of symmetric 2-groups, in particular the existence of two
factorisation systems: surjective/full and faithful, and full and surjective/faithful
[52]. Moreover, in a 2-abelian groupoid enriched category, the category of dis-
crete objects is equivalent to that of connected objects, and these categories are
abelian. This is close to the project of Marco Grandis of “developing homotopical
algebra as an enriched version of homological algebra” [40].
The examples include, in addition to symmetric 2-groups, the “2-modules”
on a “2-ring”, which form a 2-abelian groupoid enriched category. Moreover,
internal groupoids, internal functors and internal natural transformations in an
abelian category C (which includes as a special case Baez-Crans 2-vector spaces
on a field K [4]) form a 2-abelian groupoid-enriched category if and only if the
axiom of choice holds in C.
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Introduction
Symmetric 2-groups
2-dimensional algebra
Ordinary algebra (which we call here 1-dimensional algebra) is the study of al-
gebraic structures on sets, i.e. of sets equipped with certain operations satisfying
certain equations. For example, we study pointed sets, monoids, commutative
monoids, groups, abelian groups, rings, modules on a ring, etc.
This work takes place in the context of 2-dimension algebra, in the sense
of the study of algebraic structures on groupoids. A groupoid is a category in
which every arrow is invertible. Groupoids generalise sets, because every set can
be seen as a groupoid, with one arrow a→ b if and only if a = b. Since equality
is symmetric, we do get a groupoid. In a set, there are as many objects as you
want, but there are at most one arrow between two objects: there is only one
degree of freedom. On the other hand, in a groupoid, there are as many objects
as you want and, between two objects A and B, there are as many arrows as you
want; groupoids are thus objects with two dimensions: the dimension of objects
and the dimension of arrows between these objects. That is why we speak of
“2-dimensional algebra”.
There are two differences between algebraic structures on a groupoid and
algebraic structures on a set. Firstly, the operations must act not only on the
objects, but also on the arrows of the groupoid; these are thus functors defined
on the groupoid. Secondly, these operations must satisfy some axioms, but only
up to natural isomorphism. These natural isomorphisms are themselves required
to satisfy some equations. A well-known example of such a functorial operation
is the tensor product of modules on a commutative ring R, which is associative
up to natural isomorphism and has a neutral object (the ring R itself) up to
natural isomorphism. In the following table, we compare 1-dimensional and 2-
dimensional algebraic structures.
1
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dimension 1 dimension 2
basis set groupoid
operations functions functors
axioms equations natural iso.
“2-axioms” — equations
2-groups
The more important 2-dimensional algebraic structure in this work is the notion
of symmetric 2-group, which plays in dimension 2 the roˆle that the notion of
abelian group played in dimension 1. A 2-group is a groupoid with a group
structure or, in other words, a monoidal category where both the objects and
the arrows are invertible.
A monoidal category is a category C equipped with a constant I (which is an
object of C), with a binary operation −⊗− : C×C → C (which is a functor) and
with natural isomorphisms A⊗I ≃ A ≃ I⊗A (I is a unit up to isomorphism for
⊗) and (A⊗B)⊗C ≃ A⊗ (B ⊗C) (⊗ is associative up to isomorphism); these
natural transformations must satisfy certain axioms (diagrams 299 and 300). An
example of monoidal category is the category of modules on a commutative ring
R, equipped with the tensor product and the ring itself as unit I.
A 2-group (Definition 220) is then a monoidal groupoid A where, for each
object A, there exists an object A∗ such that A ⊗ A∗ ≃ I and A∗ ⊗ A ≃ I (A
has an inverse A∗ up to isomorphism). There is an introduction to 2-groups by
John Baez and Aaron Lauda [3]. See also [19].
In dimension 2, there are two levels of commutativity. Firstly, braided 2-
groups are 2-groups equipped with an isomorphism cAB : A⊗ B → B ⊗ A (⊗ is
commutative up to isomorphism) which must satisfy certain axioms (diagrams
306 and 307). Secondly, there is a stronger notion of commutativity, the notion
of symmetric 2-group: this is a braided 2-group where cAB ◦ cBA = id. We need
symmetry to recover some properties of abelian groups. For example, the set
of morphisms between two abelian groups has itself an abelian group structure;
this is not the case for the set of morphisms between two non-abelian groups.
In the same way, the groupoid of morphisms between two symmetric 2-groups
has a symmetric 2-group structure; and this is not the case for 2-groups or even
for braided 2-groups (see Subsection 5.1.2). Another example is that we need
symmetry in order that every sub-2-group be the kernel of its cokernel. For these
reasons, we can consider that symmetric 2-groups play in dimension 2 the roˆle
that abelian groups play in dimension 1. The bibliography of [73] contains a
list of references about symmetric 2-groups. Symmetric 2-groups are also called
symmetric Cat-groups or Picard categories.
Here is a few examples of (symmetric) 2-groups.
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1. If G is a group, we can see G as a 2-group in the following way: we see
G as a groupoid with a unique arrow a → b if a = b, and we take for I
the neutral element of the group and for ⊗ the group operation. In this
situation, we say that we see G as a discrete 2-group (and we denote this
2-group by Gdis). If G is abelian, then Gdis is symmetric.
2. If A is an abelian group, we can see A as a 2-group in another way: this
time the 2-group has only one object I and the set of arrows I → I is A;
the composition (and the action of ⊗ on the arrows) is the group operation;
the identity on I is the neutral element of the group. We say that we see
A as a connected (or one-object) 2-group and we denote this 2-group by
Acon.
Conversely, if A is a 2-group, we can associate to it two groups corresponding
to each of the dimensions of A: on the one hand we have π0(A), which is the
group of objects of A up to isomorphism, equipped with ⊗ as the operation and
with I as the neutral element. If A is symmetric, then π0(A) is abelian. On
the other hand, we have π1(A), which is the group A(I, I) of arrows from I to I
in A, with the composition as the operation; this group is always abelian. For
any object A of a (connected or not) 2-group A, the abelian group A(A,A) is
isomorphic to π1(A).
The following examples are cases where one well-known group turns out to
be the π0 (or the π1) of a 2-group.
3. If C is a monoidal category, we can extract from it a 2-group by keeping only
the objects which are invertible up to isomorphisms and the isomorphisms
between them. We call this 2-group the Picard 2-group of C (and we
denote it by Pic(C)). If C is a symmetric monoidal category, then Pic(C)
is symmetric. If C is the category of modules on a commutative ring R,
then π0(Pic(ModR)) is the ordinary Picard group of R and π1(Pic(ModR))
is the group of invertible elements of R. The Brauer group of R can also
be seen as the π0 of a certain 2-group. See [73] for more details.
4. More generally, if C is a 2-category and C is an objet of C, we can define a
2-group Aut(C) whose objects are the equivalences from C to C and whose
arrows are the invertible 2-arrows between them.
5. If C is an abelian category and A,B are objects of C, then the extensions
0 → A → E → B → 0, with the morphisms of extensions whose first and
last components are identities, form a symmetric 2-group whose operation
is the Baer sum. The π0 of this 2-group is the ordinary group of extensions
Ext(A,B). See [43, 74].
4 Introduction
6. If X is a pointed topological space (with x0 as the distinguished point), we
can define the fundamental 2-group Π1(X)
1, whose objects are the paths
from x0 to x0 and whose arrows are the path homotopies up to 2-homotopy.
The π0 of this 2-group is the ordinary fundamental group π1(X) and its
π1 is the abelian group π2(X). More generally, we can define Πk(X) :=
Π1(Ω
k−1X); then π0(Πk(X)) is πk(X) and π1(Πk(X)) is πk+1(X). As for the
homotopy groups, there is a gradual increase of commutativity: Π1(X) is a
2-group, Π2(X) is a braided 2-group and Πk(X), for k ≥ 3, is a symmetric
2-group [36].
7. To each morphism of abelian groups f : A→ B, corresponds a symmetric
2-group whose objects are the elements of B and for which an arrow b→ b′
is an element a in A such that b = f(a) + b′. The 2-group operation is
given on objects by the addition of B. Its π0 is Coker f and its π1 is Ker f .
More generally, to each crossed module of groups corresponds a (in general
non symmetric) 2-group.
We can also use 2-groups as coefficients for cohomology [72, 24]; and stacks of
symmetric 2-groups, often called Picard stacks, are used in algebraic geometry
[27] or in differential geometry [20].
Groupoid enriched categories
Sets equipped with some algebraic structure form a category, with the func-
tions preserving that structure as arrows. It is a set enriched category (or Set-
category), because the arrows between two sets with this structure form a set.
The groupoids equipped with a certain algebraic structure form a groupoid en-
riched category (or Gpd-category ; Definition 1), with the functors preserving
the structure as arrows and the natural transformations compatible with this
structure as arrows between arrows (called 2-arrows).
In a Gpd-category, there are three levels: there are objects (in the case we
are interested in, these are groupoids with a certain structure), between the
objects there are arrows (which will be here in general functors preserving the
structure), and between the arrows there are 2-arrows (which will be here natural
transformations compatible with the structure). The composition of arrows is
a functor (which gives a second composition for 2-arrows). A Gpd-category is a
2-category in which every 2-arrow is invertible.
The main examples of Gpd-categories we will talk about are:
1. every Set-category (ordinary category) is a Gpd-category, with exactly one
1Usually, this 2-group is denoted by Π2(X); so the numbers of the following 2-groups are
all shifted by 1.
Symmetric 2-groups 5
2-arrow f ⇒ g if and only if f = g (we will speak of a locally discrete
Gpd-category);
2. the Gpd-category of groupoids, which we denote by Gpd: the objects are
the groupoids, the arrows are the functors and the 2-arrows are the natural
transformations;
3. the Gpd-category of pointed groupoids, denoted by Gpd∗ (Definition 64):
the objects are the groupoids equipped with a distinguished object I, the
arrows are the functors preserving I up to isomorphism and the 2-arrows
are the natural transformations whose component at I is compatible with
the isomorphisms of the functors;
4. the Gpd-category of monoidal groupoids (or 2-monoids), denoted by 2-Mon
(Proposition 210): the objects are the monoidal groupoids, the arrows are
the monoidal functors, i.e. the functors preserving ⊗ and I up to iso-
morphism, and the 2-arrows are the monoidal natural transformations, i.e.
the natural transformations compatible with the isomorphisms of monoidal
functor;
5. the Gpd-category of symmetric monoidal groupoids, denoted by 2-SMon
(Definition 213): the objects are the symmetric monoidal groupoids, the
arrows are the symmetric monoidal functors (the monoidal functors com-
patible with the symmetry) and the 2-arrows are the monoidal natural
transformations;
6. the Gpd-category of 2-groups, denoted by 2-Gp, which is the full sub-Gpd-
category of 2-Mon whose objects are the 2-groups;
7. the Gpd-category of symmetric 2-groups, denoted by 2-SGp, which is the
full sub-Gpd-category of 2-SMon whose objects are the symmetric 2-groups.
Other examples of Gpd-categories are the Gpd-category of topological spaces,
with the continuous maps and the homotopies up to 2-homotopy, and the Gpd-
category of pointed topological spaces, with the continuous maps preserving the
distinguished point and the homotopies (up to 2-homotopy) which are constant
on the point.
Abelian categories (which appeared in the 1950’s in a paper by David Buchs-
baum [21] (with the name “exact categories”) and in the famous “Toˆhoku” paper
by Alexander Grothendieck [42]) are categories sharing certain properties with
the category of abelian groups, allowing to develop in them homology theory.
The categories of modules on a ring and the categories of sheaves of modules are
abelian. The goal of this work is to define a notion of (2-)abelian Gpd-category
whose properties mimic those of the Gpd-category of symmetric 2-groups, in such
6 Introduction
a way that we recover, on the one hand, the usual properties of abelian categories
and, on the other hand, the specifically 2-dimensional properties of 2-SGp.
A category is abelian if it satisfies the following properties:
1. it is additive (enriched in Ab, with finite biproducts);
2. it is Puppe-exact [37] (every arrow factors as the cokernel of its kernel
followed by the kernel of its cokernel).
We will now review each of these properties and their 2-dimensional versions.
Additivity
Definition
In dimension 1, abelian categories are in particular additive categories: they are
enriched in the category Ab of abelian groups and they have all finite biproducts.
An Ab-enriched category (or preadditive category) is a category C such that,
for all objects A,B in C, the set C(A,B) is equipped with an abelian group
structure and such that, for every morphism f the functions of composition with
f (f ◦ − and − ◦ f) are group morphisms (this means that addition of arrows is
distributive with respect to composition). We know that the category of abelian
groups itself is enriched in Ab, as well as the categories of modules on a ring.
On the other hand, as it was recalled above, the set of morphisms between two
non-abelian groups cannot be, in general, equipped we a natural group structure,
and the category of groups is not additive.
In dimension 2, we will study categories enriched in 2-SGp (which we call
preadditive Gpd-categories; Definition 223): for all objects A,B in C, the groupoid
C(A,B) is equipped with a symmetric 2-group structure, for every morphism
f , the functors of composition with f are symmetric monoidal functors and
the natural transformations of the structures of Gpd-category and symmetric
monoidal functor are monoidal. As we noticed above, it is necessary here to
work with symmetric 2-groups in order that the Gpd-category of symmetric 2-
groups be itself preadditive.
In a preadditive Gpd-category, the finite products coincide with the finite
coproducts, if these (co)limits exist (then we speak of biproduct) (Proposition
225). We call additive Gpd-category a preadditive Gpd-category with all finite
biproducts.
2-rings and 2-modules
In dimension 1, a one-object preadditive category is in fact a ring. Indeed, to give
such a category C amounts to give an object ∗ and an abelian group of arrows
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(C(∗, ∗),+, 0), with a composition C(∗, ∗)×C(∗, ∗)→ C(∗, ∗) which is associative,
has a neutral element 1∗, and is such that addition is distributive with respect
to composition. Thus R := C(∗, ∗) is a ring.
There is a notion of morphism between preadditive categories: an additive
functor is a functor preserving the abelian group structure at the level of arrows.
If R is a ring seen as a one-object preadditive category, an R-module is nothing
else than an additive functor from R to Ab (the unique object ∗ is mapped to
an abelian group M , and each scalar r in R is mapped to a group morphism
r · − : M →M , which gives scalar multiplication).
In the same way, in dimension 2, we can call “2-ring” a one-object preadditive
Gpd-category C. This is another kind of algebraic structure on a groupoid: we
have, on the groupoid C(∗, ∗), a symmetric 2-group structure (the addition, given
by the enrichment in 2-SGp) and a monoidal groupoid structure (the multiplica-
tion, which is the composition of the Gpd-category), and addition is distributive
up to isomorphism with respect to multiplication. The 2-rings are already well-
known: they appear in Nguyen Tien Quang [67] or Mamuka Jibladze and Teimu-
raz Pirashvili [47] in the groupoidal case and it is a special case of categories with
a semi-ring structure studied by Miguel Laplaza [58] or Mikhail Kapranov and
Vladimir Voevodsky [51].
We can also define a notion of additive Gpd-functor. A Gpd-functor F from
a Gpd-category C to a Gpd-category D consists, for every object C in C, of an
object FC in D and, for all objects C,C ′ in C, of a functor FC,C′ from the
groupoid C(C,C ′) to the groupoid D(FC, FC ′) (so it acts on arrows and on
2-arrows); it must preserve composition and the identities up to isomorphism
(Definition 2). An additive Gpd-functor between preadditive Gpd-categories is
a Gpd-functor such that each functor FC,C′ between the symmetric 2-groups of
arrows is symmetric monoidal (Definition 283). Then we define a 2-module on
a 2-ring R (seen as a one-object preadditive Gpd-category) as an additive Gpd-
functor from R to 2-SGp, by analogy with the one-dimensional case. This is thus
a symmetric 2-group M equipped, for every R in R, with a symmetric monoidal
functor R·− : M → M. The axioms of modules hold, as usual, up to isomorphism.
The 2-modules on a 2-ring R form an additive Gpd-category 2-ModR which will
be an example of 2-abelian Gpd-category.
If C is an abelian category, the internal groupoids, internal functors and inter-
nal natural transformations in C form a Gpd-category Gpd(C), which is equivalent
to the Gpd-category C2+ of arrows in C, commutative squares between them, and
chain complexes homotopies. If C is VectK , the category of vector spaces on a
field K, we get what John Baez and Alissa Crans [4] call “2-vector spaces on
K”. We can also see K as a discrete 2-ring Kdis, in the usual way. Thus we can
also study the Gpd-category 2-ModKdis of 2-modules on Kdis. There is actually
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a Gpd-functor
(VectK)
2
+ → 2-ModKdis, (1)
which is defined in a way similar to the construction of a symmetric 2-group from
a morphism of abelian groups (seventh example of symmetric 2-group above).
On the other hand, Kapranov-Voevodsky 2-vector spaces on K [51] are 2-
modules, but on the category of ordinary vector spaces on K, which is equipped
with a semi-ring structure. Thus they do not form a Gpd-category and a fortiori
they do not form an additive Gpd-category.
Puppe-exactness
In dimension 1
If C has all the kernels and cokernels, we can construct from an arrow f in C, on
the one hand, the cokernel of the kernel of f and, on the other hand, the kernel
of the cokernel of f . Then there exists a comparison arrow wf : Coker(Ker f)→
Ker(Coker f) which makes the following diagram commute.
Ker f
kf
// A
f
//
ef

B
qf
// Coker f
Coker(Ker f) wf
// Ker(Coker f)
mf
OO
(2)
A Puppe-exact category is a category with a zero object, all the kernels and
cokernels, and where, for every arrow f , wf is an isomorphism. In other words,
every arrow factors as the cokernel of its kernel followed by the kernel of its
cokernel.
In fact, we can deduce the additivity from the Puppe-exactness and the ex-
istence of finite products and coproducts.
Kernels and cokernels in dimension 2
To speak of kernel and cokernel, we need a notion of zero arrow. We work thus
in a category enriched in pointed groupoids (or Gpd∗-category): this is a Gpd-
category C equipped, for all objects A, B, with an arrow 0: A→ B which is an
absorbing (up to isomorphism) element for composition.
The kernel of an arrow f : A → B in a Gpd∗-category consists of an objet
Ker f , an arrow kf and a 2-arrow κf , as in the following diagram, satisfying a
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universal property which characterises it up to equivalence (Definition 87).
K
k
f
//
::
0
 
 κf
A
f
// B
(3)
In 2-SGp, the kernel of a symmetric monoidal functor F : A → B is, like for
abelian groups, given by the objects of A mapped by F to the neutral element
I of B. The difference is that this must be the case up to isomorphism. We can
describe KerF in the following way (see Definition 258):
• an object consists of an objet A in A and an isomorphism b : FA→ I;
• an arrow from (A, b) to (A′, b′) consists of an arrow f : A → A′ in A such
that b′(Ff) = b;
• the product of (A, b) and (A′, b′) is (A⊗ A′, b′′), where b′′ is the composite
F (A⊗ A′) ≃ FA⊗ FA′
b⊗b′
−−→ I ⊗ I ≃ I.
This construction is similar to the homotopy kernel of a map between pointed
topological spaces. But the homotopy kernel satisfies a weaker universal property
than the one we use here.
Let us compute an example of kernel. Let f : A→ B be a morphism of abelian
groups. This morphism induces a symmetric monoidal functor f con : Acon → Bcon
between the one-object symmetric 2-groups induced by the abelian groups. By
the above construction, an object of the kernel of f con consists of an object in
Acon (which is necessarily I) and of an arrow b : f con(I) → I in Bcon, i.e. an
element b in B. An arrow b → b′ is an arrow a : I → I in Acon (i.e. an element
of A) such that b′ + f(a) = b. The symmetric 2-group Ker f con is thus the
symmetric 2-group corresponding to the morphism of abelian groups f (see the
seventh example of symmetric 2-groups given above).
If we see the same morphism of abelian groups as a symmetric monoidal func-
tor between discrete 2-groups fdis : Adis → Bdis, its kernel is (Ker f)dis. Indeed,
an object of the kernel of fdis is simply an element a of A together with an arrow
f(a)→ 0 in Bdis, i.e. we have f(a) = 0 in B. It is thus an element of the kernel
of f . An arrow a→ a′ is an arrow a→ a′ in Adis, i.e. we have a = a
′ in A.
A last example, which is important for the following, is the symmetric mo-
noidal functor 0 : 0→ A from the zero symmetric 2-group (with one object and
one arrow) to any symmetric 2-group A, which maps the unique object of 0
to I. An object of the kernel of this functor consists of an object of 0 (which
is necessarily I) together with an arrow I → I in A; this amounts to give an
element a of π1(A). An arrow (I, a)→ (I, a
′) in the kernel is an arrow I → I in
0 (this is necessarily 1I) such that a
′ ◦ F1I = a; so there is an arrow a → a
′ if
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and only if a = a′ in π1A. So the kernel of this functor is the symmetric 2-group
(π1(A))dis. We denote it by Ω(A). More generally, in a Gpd
∗-category C with
zero object (object 0 such that the groupoids C(X, 0) and C(0, X) are equivalent
to the groupoid 1 for every object X of C), we denote by ΩA the kernel of the
arrow 0: 0→ A (by analogy with the loop space of a topological space, which is
constructed in a similar way with the help of the homotopy kernel).
The cokernel of an arrow in a Gpd∗-category is defined by the dual universal
property. The principle to construct a quotient in dimension 2 is to add arrows
between the objects we want to identify (in dimension 1, we add “equalities”
between them). In 2-SGp, the cokernel of F : A → B will have thus the same
objects of B and there will be an arrow from B to B′ if they are isomorphic up
to an object of the form FA. This leads to define CokerF in the following way
(see Definition 259):
• its objects are those of B;
• an arrow B → B′ consists of an object A of A and an arrow g : B →
FA⊗ B′;
• two arrows (A, g) and (A′, g′) : B → B′ are equal if there exists an arrow
a : A→ A′ compatible with g and g′;
• the product of B and B′ is their product in B.
Let us compute an example of cokernel. Let be again a morphism of abelian
groups f : A → B. We consider this time the symmetric monoidal functors
induced between the discrete symmetric 2-groups corresponding to the abelian
groups, fdis : Adis → Bdis. An object of Coker fdis is an object of Bdis, i.e. an
element of B. An arrow from b to b′ consists of an object of Adis (i.e. an element
of A) and of an arrow b → fa ⊗ b′ in Bdis, which means that we must have
b = f(a) + b′. Thus we find again the symmetric 2-group corresponding to the
arrow f from the seventh example above.
The cokernel of the symmetric monoidal functor 0 : A → 0, where A is any
symmetric 2-group, is denoted by ΣA. Its objects are those of 0, in other words
there is only one object I. An arrow I → I is an object A of A, with an
isomorphism I → 0(A)⊗ I in 0 (this isomorphism is necessarily 1I). Two arrows
A and A′ are equal if there exists an arrow a : A → A′ in A. In other words,
ΣA is (π0A)con. More generally, in a Gpd
∗-category with zero object, we denote
by ΣA the cokernel of the arrow 0: A → 0, by analogy with the suspension of
a topological space, which is constructed in a similar way using the homotopy
cokernel.
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2-Puppe-exactness
We can now compute the cokernel of the kernel and the kernel of the cokernel of a
morphism of symmetric 2-groups F . But, as Enrico Vitale and Stefano Kasangian
have noticed [52], unlike what happens in dimension 1, there is in general no
comparison functor Coker(KerF ) → Ker(CokerF ). Thus we cannot hope that
this functor be an equivalence. There is in fact in general no equivalence between
those two constructions: the cokernel of the kernel of F determines a factorisation
of F as a surjective (up to isomorphism) functor followed by a full and faithful
functor, and the kernel of the cokernel of F determines a factorisation of F as a
full and surjective functor followed by a faithful functor. Here appears a typical
phenomenon of dimension 2: a symmetric monoidal functor has two images.
We will nevertheless be able to construct these images both as the quotient
of a kernel and as the coquotient of a cokernel but, for that, we need to introduce
new notions of kernel and quotient.
The new kind of kernel is called “pip” (see Definition 98). The pip of an
arrow f : A → B in a Gpd∗-category is an object Pip f , with a loop πf : 0 ⇒
0: Pip f → A, universal for the property fπf = 10. In 2-SGp, the pip of an
arrow F : A → B is the abelian group π1(KerF ) seen as a discrete symmetric
2-group: its objects are the arrows a : I → I in A such that Fa = 1FI and there
is one arrow a → a′ if a = a′ in A. For example, if f : A → B is morphism of
abelian groups, the pip of fdis is 0 (because the only arrow I → I in Adis is 1I)
and the pip of f con is (Ker f)dis, since the arrows I → I in Acon mapped by fdis
to 1I are the element of the kernel of f .
There is a notion of quotient corresponding to this new notion of kernel:
the coroot of a loop π : 0 ⇒ 0: A → B is an object Corootπ and an arrow
rpi : B → Corootπ universal for the property rpiπ = 10 (Definition 100). Dually,
we define copips and roots.
Thanks to these new notions, we do have in 2-SGp a coincidence between
two constructions of the factorisations: by a colimit of a limit and a limit of a
colimit. But, unlike Puppe-exact categories where it is the dual constructions
that coincide, we have here a crossed situation: on the one hand, the cokernel
of the kernel coincides with the root of the copip and, on the other hand, the
coroot of the pip coincides with the kernel of the cokernel.
In general, for every arrow f in a Gpd∗-category with all kernels and cokernels
(the (co)pips and (co)roots can be constructed using kernels and cokernels), there
is a comparison arrow w¯f between the cokernel of the kernel of f and the root
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of the copip of f .
Ker f
kf
// A
f
//
e¯1f

 
 ω¯f
B
0
&&
0
88
 
 ρf Copip f
Coker kf w¯f
// Rootρf
m¯2f
OO
(4)
Dually, we can construct the coroot of the pip of f and the kernel of the cokernel
of f and, again, there is a comparison arrow wf between them.
Pip f
0
((
0
66
 
 pif A
f
//
e1f

 
 ωf
B
qf
// Coker f
Corootπf wf
// Ker qf
m2f
OO
(5)
By analogy with the definition of Puppe-exact category, we can thus define a
2-Puppe-exact Gpd∗-category as being a Gpd∗-category C with a zero object, all
kernels and cokernels and where, for every arrow f , the comparison arrows w¯f
and wf are equivalences (see Proposition 179). If, moreover, C has all finite
products and coproducts, we say that C is a 2-abelian Gpd-category.
One of the main results of this work is the following theorem (Corollary 252),
whose version for abelian categories is well-known.
A Theorem. Every 2-abelian Gpd-category is additive.
The examples of 2-abelian Gpd-categories known up to now are:
1. the Gpd-category of symmetric 2-groups (Proposition 281);
2. the Gpd-categories of 2-modules on a 2-ring and, more generally, the Gpd-
categories of (additive) Gpd-functors to a 2-abelian Gpd-category (Propo-
sition 292);
3. if C is an abelian category, the Gpd-category C2+ defined above is 2-abelian
if and only if C satisfies the axiom of choice (every epimorphism splits)
(Theorem 306);
4. if D is a 2-abelian Gpd-category, the full sub-Gpd-category whose objects
are the “discretely presentable” objects of D is also 2-abelian (Proposition
308).
On the other hand, Gpd∗ and Top∗ are not 2-abelian Gpd-categories.
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Epimorphisms and monomorphisms in dimension 2
A distinctive phenomenon of dimension 2 is that many notions which were unique
in dimension 1 split. The additional degree of freedom of groupoids with respect
to sets allows more gradation in the definition of ordinary categorical notions.
We have already met this phenomenon in two forms: on the one hand, the
unique factorisation of abelian groups splits into two non-equivalent factorisa-
tions in 2-abelian Gpd-categories and, on the other hand, the unique notion of
kernel splits into kernel and pip (and, consequently, the notion of cokernel (seen
as the quotient corresponding to the kernel) splits into cokernel and coroot). The
same phenomenon happens also for monomorphisms and epimorphisms.
In dimension 1, these two notions are defined using the notion of injectivity for
sets: an arrow f : A→ B in a category C is a monomorphism if, for every object
X in C, the function f ◦− : C(X,A)→ C(X,B) is injective; dually, the arrow f is
an epimorphism if, for every object Y in C, the function−◦f : C(B, Y )→ C(A, Y )
is injective.
In dimension 2, there are two levels of injectivity for functors: a functor
F : A → B (between groupoids or symmetric 2-groups) can be faithful (injective
at the level of arrows) or fully faithful (bijective at the level of arrows2). Thus
we can also define two kinds of monomorphism in a Gpd-category C: an arrow
f : A→ B is
1. faithful if, for every object X in C, the functor f ◦ − : C(X,A)→ C(X,B)
is faithful;
2. fully faithful if, for every object X in C, the functor f ◦ − : C(X,A) →
C(X,B) is full and faithful.
In Gpd or 2-SGp, the faithful arrows are the faithful functors and the fully faithful
arrows are the full and faithful functors.
Dually, we can define two notions of epimorphism: the cofaithful arrows
(when the composition functors −◦f are faithful) and the fully cofaithful arrows
(when they are full and faithful). In Gpd and 2-SGp, the cofaithful functors are
the surjective (up to isomorphism) functors and the fully cofaithful functors are
the full and surjective (up to isomorphism) functors. On the other hand, this is
not the case in the 2-category of categories.
This splitting of the notions of monomorphism and epimorphism is connected
to the other splittings already remarked: in the factorisation cokernel of the
kernel/root of the copip (diagram 4), e¯1f is cofaithful and m¯
2
f is fully faithful;
and, in the factorisation coroot of the pip/kernel of the cokernel (diagram 5), e1f
is fully cofaithful and m2f is faithful. In a 2-abelian Gpd-category, every arrow
2Surjectivity at the level of arrows can also be seen as a kind of injectivity at the level of
objects; indeed, it implies that, if FA ≃ FB, then A ≃ B.
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factors thus, on the one hand, as a cofaithful arrow followed by a fully faithful
arrow and, on the other hand, as a fully cofaithful arrow followed by a faithful
arrow.
Moreover, in a 2-abelian Gpd-category, every faithful arrow is the kernel of
its cokernel, every fully faithful arrow is the root of its copip, every cofaithful
arrow is the cokernel of its kernel, and every fully cofaithful arrow is the coroot
of its pip.
In a 2-abelian Gpd-category, we can also classify the properties of arrows with
the help of the different kinds of kernels and cokernels, like in dimension 1: an
arrow is faithful if and only if its pip is zero, an arrow is fully faithful if and only
if its kernel is zero, and we also have the dual properties.
A last important property of 2-abelian Gpd-categories concerning epimor-
phisms and monomorphisms is regularity: cofaithful and fully cofaithful arrows
are stable under pullback, and the dual property also hold (Proposition 256).
We can also generalise the notion of full functor to a Gpd-category (we speak
then of a full arrow; Subsection 4.3.2) in such a way that, in Gpd and 2-SGp, the
full arrows are exactly the full functors (but this is not the case in Cat) and that,
in a 2-abelian Gpd-category, we have:
1. fully faithful = full + faithful;
2. fully cofaithful = full + cofaithful;
3. equivalence = fully faithful + cofaithful = faithful + fully cofaithful =
faithful + full + cofaithful.
Discrete and connected objects
In a Gpd-category C, a discrete object is an object D such that there is at most
one 2-arrow between two arrows d, d′ : X ⇉ D. In other words, for every object
X in C, the groupoid C(X,D) is discrete. If C has a zero object, this is equivalent
to the arrow 0: D → 0 being faithful. In Gpd, the discrete objects are the sets
seen as discrete groupoids and, in 2-SGp, the discrete objects are the abelian
groups seen as discrete symmetric 2-groups. The discrete objects in C form a
category (because the groupoid of arrows between two objects is in fact a set),
which we denote by Dis(C).
The notion of connected object is defined dually. This notion is relevant when
there is a zero object. Then an object C is connected if the arrow 0: 0→ C is co-
faithful. In 2-SGp, the connected objects are the one-object symmetric 2-groups
(the abelian groups seen as connected symmetric 2-groups). The connected ob-
jects in C also form a category, denoted by Con(C).
An important question is: which is the link between the notion of 2-abelian
Gpd-category and the notion of abelian Set-category? Every Set-category can be
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seen as a Gpd-category (with exactly one 2-arrow f ⇒ g if f = g) and we could
ask what are the 2-abelian Set-categories. The answer is that the only 2-abelian
Set-category is 1. Indeed, in a Set-category, every arrow is faithful (because
the 2-arrows are all equal), so every object is discrete; dually, every arrow is
cofaithful, so every object is connected. But, in a 2-abelian Gpd-category, an
object which is both discrete and connected is necessarily zero. Therefore, in a
2-abelian Set-category, every object is equivalent to 0.
On the other hand, we will see that every 2-abelian Gpd-category contains
two equivalent abelian categories, Dis(C) and Con(C) (they are equivalent as
categories, but not as full sub-Gpd-categories of C, since their intersection is
{0}).
Above we defined ΩA, the kernel of the arrow 0: 0→ A, which we can think
of as being A where the arrows have become the objects (in 2-SGp, ΩA is the
discrete 2-group whose objects are the elements of π1A). This defines on objects
a Gpd-functor Ω: C → C. Dually, we defined ΣA, the cokernel of the arrow
0: A→ 0, which we can think of as being A where the objects have become the
arrows (in 2-SGp, ΣA is the one-object 2-group whose arrows are the elements
of π0A). This also defines a Gpd-functor Σ: C → C. These two Gpd-functors are
adjoint to each other: Σ ⊣ Ω (Subsection 2.2.3).
In a 2-abelian Gpd-category, the connected objects are exactly the objects
C such that the counit of this adjunction at C is an equivalence: ΣΩC ≃ C.
Dually, the discrete objects are exactly the objects D such that the unit of this
adjunction is an equivalence: D ≃ ΩΣD. So the adjunction Σ ⊣ Ω restricts to
an equivalence
Dis(C) ≃ Con(C) (6)
(Subsection 4.2.1). The sub-Gpd-category Dis(C) is reflective, with reflection
π0 := ΩΣ, and Con(C) is a coreflective sub-Gpd-category, with coreflection π1 :=
ΣΩ.
C
Ω
//⊥
pi1

⊢
C
Σoo
pi0

⊣
Con(C)
Ω
//
≃
i
OO
Dis(C)
Σoo
i
OO
(7)
In 2-SGp, we can take Ab with the inclusion (−)dis for Dis(2-SGp) and Ab
with the inclusion (−)con for Con(2-SGp).
The link between the notion of 2-abelian Gpd-category and the notion of
abelian Set-category can now be expressed by the following theorem (Corollary
192).
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B Theorem. If C is a 2-abelian Gpd-category, the category Dis(C) ≃ Con(C)
is abelian.
With the help of Ω and Σ (which are (co)kernels), we can construct the
(co)pip and the (co)root by using only the kernel and the cokernel. This allows to
construct the two canonical factorisations of an arrow in a Gpd∗-category without
using pips and coroots. Indeed, the root of the copip of an arrow f coincides
with the kernel of the π0 of the cokernel of f (see the following diagram).
Ker f
kf
// A
f
//
e¯1
f

 
 ω¯f
B
qf
// Coker f
η
// π0Coker f
Coker kf w¯f
// Ker(ηqf )
m¯2
f
OO
(8)
Dually, the coroot of the pip of f coincides with the cokernel of the π1 of the
kernel of f (see the following diagram).
π1Ker f
ε // Ker f
kf
// A
f
//
e1f

 
 ωf
B
qf
// Coker f
Coker(kfε) wf
// Ker qf
m2f
OO
(9)
So we can define 2-Puppe-exact Gpd∗-categories (and thus also 2-abelian Gpd-
categories) purely in terms of kernel and cokernel, by asking (in addition to the
existence of a zero object, all the kernels and cokernels) that the comparison
arrows w¯f and wf of the previous diagrams be equivalences.
Homology
Exact and relative exact sequences
Another new phenomenon in dimension 2 is that the notion of exact sequence,
which was unique in dimension 1, splits into two almost disjoint kinds of se-
quences: the exact sequences and the relative exact sequences. The classical
examples of exact sequences fall, in dimension 2, in one or the other class. In
both cases, we consider a sequence of the following shape.
. . . // An−2 an−2
//
0
%%
  KSαn−2
An−1
an−1
//
99
0
 
 αn−1
An
an //
0
%%
  KSαn
An+1 an+1
// An+2 // . . . (10)
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We say that this sequence is exact at An if the kernel of an is canonically
equivalent to the kernel of the cokernel of an−1 (Proposition 137). Here is a few
typical examples of exact sequences:
1. the Puppe exact sequence (Proposition 141), well-known in homotopy the-
ory, which is the 2-dimensional version of the sequence 0 −→ Ker f
k
−→
A
f
−→ B
q
−→ Coker f −→ 0 (which, in dimension 2, is not exact at Ker f
and Coker f):
0 −→ Pip f
Ωk
−→ ΩA
Ωf
−→ ΩB
d
−→ Ker f
k
−→ A
f
−→ B
q
−→
−→ Coker f
d′
−→ ΣA
Σf
−→ ΣB
Σq
−→ Copip f −→ 0; (11)
2. the long exact sequence of homology constructed from an extension of chain
complexes (which exists in an abelian Gpd-category; see later);
3. every continuous map between topological spaces f : X → Y induces a long
exact sequence [41]
· · ·Πn+1Kf → Πn+1X → Πn+1Y → ΠnKf → ΠnX → ΠnY · · · , (12)
where Kf is the homotopy kernel of f ; this sequence is a sequence of
symmetric 2-groups when n ≥ 3.
On the other hand, the notion of relative exact sequence (introduced in [26])
applies to a sequence of the form 10 such that the adjacent 2-arrows are compat-
ible: for every n, the composite αnan−1 ◦ an+1α
−1
n−1 : 0 ⇒ 0 must be equal to 10.
This is the definition of chain complex used for symmetric 2-groups [71, 26]. In
this case, we say that the sequence is relative exact at An if the relative kernel
of an and αn is the kernel of the relative cokernel of an−1 and αn−2 (Proposition
142). The relative kernel of an and αn consists of an arrow k : K → An and a
2-arrow κ : ank ⇒ 0 compatible with αn, satisfying a universal property similar
to that of the kernel.
The typical examples of relative exact sequences are the extensions, i.e. the
sequences of the form
0
0 //
::
0
 
 10
A a
//
0
$$
  KSα
B
b
//
;;
0
 
 10
C
0 // 0 , (13)
where (a, α) = Ker b and (b, α) = Coker a. Such a sequence is not exact, but
relative exact. Moreover, extensions compose to give relative exact sequences.
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In particular, projective resolutions (for an appropriate notion of projective ob-
ject) being created by joining extensions, would be relative exact sequences in
dimension 2.
Good 2-abelian Gpd-categories
Between 2-SGp and Ab, the Gpd-functors π0 and π1 preserve exact sequences
(but not relative exact sequences) and we can characterise the different kinds of
arrows of 2-SGp by properties of their images under π0 and π1 [52]: if F is a
morphism of 2-SGp, then:
1. F is faithful if and only if π1F is injective;
2. F is full if and only if π1F is surjective and π0F is injective;
3. F is surjective if and only if π0F is surjective.
It seems that it is not possible to deduce these properties from the definition
of 2-abelian Gpd-category. Thus we define a good 2-abelian Gpd-category (see
Subsection 4.3) as being a 2-abelian Gpd-category C where π0 and π1 preserve
exact sequences. We can deduce from that the characterisation of the properties
of arrows of C in terms of their (co)reflection in Dis(C) or Con(C). The question
of the independence of this condition from the others remains open, all known
examples of 2-abelian Gpd-category being good.
An important property of good 2-abelian Gpd-categories is that, for every
arrow f , the 2-arrow µf , equal to the composite
Ker f
kf
//
0
##
 
 κ
−1
f
A
f
//
99
0
 
 ζf
B
qf
// Coker f, (14)
is exact (i.e. the sequence Ker f → 0→ Coker f , with the 2-arrow µf , is exact at
0) (Proposition 196). We can deduce from this result that, in a good 2-abelian
Gpd-category, the Puppe exact sequence and the long exact sequence of homology
have an additional property: for every n, the composite αnan−1◦an+1α
−1
n−1 : 0⇒ 0
of adjacent 2-arrows is exact. If this is the case, we say that the sequence 10 is
perfectly exact.
The perfectly exact sequences and the relative exact sequences are totally
disjoint: in a 2-abelian Gpd-category, a sequence being both perfectly exact and
relative exact at each point is zero at each point (by Lemma 200).
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Abelian Gpd-categories and diagram lemmas
A way of presenting the notion of Puppe-exact category in dimension 1 is to ask
that, for the exact sequence
0→ K
k
−→ A
f
−→ B
q
−→ Q→ 0, (15)
where k is the kernel of f and q is the cokernel of f , the comparison arrow
between the cokernel of k and the kernel of q be an isomorphism. In dimension
2, as we have seen, this does not work any more: there is simply no comparison
arrow between the cokernel of k and the kernel of q, and the above sequence is
exact only at A and B (to get an exact sequence at each point from f , we must
take the Puppe sequence).
The solution we used above to define 2-Puppe-exact Gpd∗-categories was to
compare the cokernel of the kernel with the root of the copip and the kernel of
the cokernel with the coroot of the pip. But the notion of relative exact sequence
suggests another possibility: in a Gpd∗-category, if we start with a sequence like
in the following diagram:
0 // A
a //
0
##
  KSα
B
b //
0
;; 
 β
C
c // D // 0, (16)
where (a, α) is the relative kernel of b and β, and where (c, β) is the relative
cokernel of b and α, there always exists a comparison arrow between the cokernel
of a and the kernel of c. We say that a Gpd∗-category is Puppe-exact if, for every
arrow f , this comparison arrow is an equivalence and if some kinds of arrows are
stable under composition (Definition 155).
This is a generalisation of the usual notion of Puppe-exact category, because a
Set-category is Puppe-exact in the 2-dimensional sense if and only if it is Puppe-
exact in the 1-dimensional sense. This is why we do not use here the prefix
“2-”.
In a Puppe-exact Gpd∗-category, we recover the usual properties of exact se-
quences (distributed among exact sequences and relative exact sequences). In
particular, we can prove in such a Gpd∗-category that every relative exact se-
quence factors into extensions (Proposition 162); the relative exact sequences in
a Puppe-exact Gpd∗-category are thus exactly the sequences we get by combining
extensions.
Moreover, in a Puppe-exact Gpd∗-category, we can prove that the two dual
constructions of the homology of a sequence (with compatible 2-arrows or not)
at a point are equivalent (Proposition 152). This allows to study the (relative)
exactness of a sequence by computing the homology objects of this sequence.
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Besides, we can define a property of arrows of a Gpd∗-category which gives
back in the 1-dimensional cases the monomorphisms and, in 2-abelian Gpd-
categories, the faithful arrows. A monomorphism is an arrow f which is fully
faithful for the 2-arrows compatible with the canonical 2-arrow ζf of its coker-
nel (Definition 116). In a Puppe-exact Gpd∗-category, we can prove that every
monomorphism is the kernel of its cokernel and, dually, every epimorphism is
the cokernel of its kernel.
We say that an additive Gpd-category is abelian if every monomorphism is
the kernel of its cokernel, every epimorphism is the cokernel of its kernel, and
if monomorphisms and fully faithful arrows are stable under pushouts and if
epimorphisms and fully cofaithful arrows are stable under pullbacks (Proposition
165). Abelian Gpd-categories are Puppe-exact. The usual proofs that Puppe-
exactness plus the existence of finite products and coproducts imply additivity
and regularity do not work; the question remains open. That is why we impose
here additivity in the definition of abelian Gpd-category; in the main text, the
question is left undecided, and additivity is not incorporated into the definition,
but it should be there eventually when the open questions will be answered.
We can generalise to abelian Gpd-categories the known diagram lemmas of
abelian categories, by replacing “exact sequence” by “exact sequence” or “rela-
tive exact sequence”, as the case may be. In this way we prove the 3× 3 lemma
(Proposition 167), the short five lemma (Proposition 169), the kernels lemma
(Proposition 170), the snake lemma (which has here a long form, called “ana-
conda lemma”: Proposition 174). This allows to prove the following theorem (see
Theorem 177 for a precise formulation) showing that an abelian Gpd-category is
an adequate context for homology. It has been proved for symmetric 2-groups
by Aurora Del R´ıo, Juan Mart´ınez-Moreno and Enrico Vitale [26].
C Theorem. In an abelian Gpd-category, every extension of chain complexes
induces a long exact sequence of homology.
As for Puppe-exact Gpd∗-categories, abelian Gpd-categories generalise ordi-
nary abelian categories: a Set-category is abelian in the 2-dimensional sense if
and only if it is abelian in the 1-dimensional sense. This fact, together with the
following theorem (Corollary 257) shows that the notion of abelian Gpd-category
is a generalisation both of the notion of ordinary abelian category and of the
notion of 2-abelian Gpd-category (let us recall that these notions are disjoint).
The question of the existence of abelian Gpd-categories which are neither Set-
categories nor 2-abelian remains open.
D Theorem. Every 2-abelian Gpd-category is abelian.
The following diagram represents the known implications between the dif-
ferent notions explained in this introduction. Remark: additivity is included in
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the definition of abelian Gpd-category, as it was in this introduction and unlike
what is done in the main text. Moreover, in this diagram appears the notion of
Grandis homological Gpd∗-category, which did not appear in the introduction,
but is defined in the main text (Definition 150).
good 2-abelian
Gpd-cat.

abelian
Set-cat.
#
???
?
2-abelian
Gpd-cat.
{ 

#
??
?
abelian
Gpd-cat.
{ 

#
??
?
2-Puppe-exact
Gpd∗-cat.
additive
Gpd-cat.

Puppe-exact
Gpd∗-cat.

preadditive
Gpd-cat.
homological
Gpd∗-cat.
(17)
Open questions
Here are a few open questions.
1. A first problem is to precise the relations between the different given def-
initions. For example, are there examples of non-good 2-abelian Gpd-
categories? Can we deduce additivity and regularity from the definition
of Puppe-exact Gpd-category and the existence of finite products and co-
products? What is the link between the condition of Remark 157 and the
notion of (good) 2-Puppe-exact Gpd-category?
2. Another question concerns Tierney theorem, according to which a category
is abelian if and only if it is Barr exact and additive. Can we prove an
analogue of Tierney theorem for 2-abelian Gpd-categories? The last chapter
gives the first steps towards an answer.
3. A third problem is the search of additional examples. Two kinds of Gpd-
categories could give new examples: on the one hand, stacks of symmetric
2-groups on a (2-)site (or Picard stacks) and, on the other hand, internal
symmetric 2-groups in a Gpd-category [36]. We can also mention the Gpd-
category of internal groupoids, internal anafunctors and internal ananatural
transformations in an abelian category (see the end of Subsection 6.3.5).
4. A fourth question is: can we define (2-)-semi-abelian Gpd-categories, which
would be to (not symmetric in general) 2-groups what semi-abelian cate-
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gories are to groups? We can also ask a similar question with braided
2-groups.
5. A last question concerns the subobjects of an object of a 2-abelian Gpd-
category. We know that the subobjects of an object of an abelian category
form a modular lattice. This is already the case for a Puppe-exact Set∗-
category [37]. In a 2-abelian Gpd-category C, we call subobjects of an object
A the faithful arrows with codomain A. They form a full sub-Gpd-category
of C/A, denoted by Sub(A), which is in fact a category, because faithfulness
implies the unicity of 2-arrows. In the special case where A is a discrete
object, Sub(A) is nothing else than the category Dis(C)/A (where Dis(C) is
the abelian category of discrete objects in C).
But Aurelio Carboni [22] introduced the notion of modular category, which
is a category with finite limits satisfying two conditions, one of them being
a categorified version of the modularity law for lattices. And he proves that,
for every additive category C with kernel, the categories C/A, for A : C, are
modular. Therefore, if C is a 2-abelian Gpd-category and A : Dis(C), the
category of subobjects of A is modular. The question is thus: is Sub(A)
modular for any A : C?
Warning
Two remarks about notations and terminology.
I use here the symbol “ : ” to introduce variables: “let be x : A” means “let
x be an object of A”, where A is a set, a category, a groupoid, a 2-category,
etc.; I use it also in quantifications: “for all x : A” or “there exists x : A”. I
reserve the use of the symbol “∈” to express the belonging relation between
objects of a set and subsets of this set or between objects of a (2-)category and
full sub(-2-)categories of this (2-)category. This last relation is defined here in
the following way: an object C of a category C belongs to a full subcategory
i : D ֌ C (i.e. a fully faithful functor i) if there exist an object D : D and an
isomorphism iD ≃ C. Therefore every full subcategory is “replete” by definition
of the belonging relation.
The 2-categorical notions will be by default the weakest possible ones (i.e. the
notions using equality only at the level of 2-arrows). But we will use, when it is
useful, strictified descriptions of these notions. There is a consequence regarding
terminology: I won’t burden myself with the prefixes “pseudo-” or “bi-”. I
use the same name for the 2-dimensional notions as for the corresponding 1-
dimensional notion when the 2-dimensional one reduces to the 1-dimensional one
in a category seen as a locally discrete 2-category (in this case the 2-dimensional
notion is a generalisation of the 1-dimensional), and I add the prefix “2-” when
Warning 23
the 2-dimensional notion is only an analogue of the 1-dimensional one, but not a
generalisation: for example, the kernel of an arrow in a category seen as a Gpd-
category coincides with the ordinary kernel, so I don’t use the prefix “2-”; on the
other hand, the Set-categories which are 2-abelian when seen as locally discrete
Gpd-categories are not the ordinary abelian Set-categories, so in this case I use
the prefix “2-”.
Chapter 1
Kernel-quotient systems
In this chapter, after basic definitions about groupoid enriched cate-
gories, the notions of factorisation system and kernel-quotient system
are introduced. They provide a general framework for the following
chapters. We study exactness conditions on a category equipped with
a kernel-quotient system.
1.1 Factorisation systems
1.1.1 Groupoids and groupoid enriched categories
The 2-order of groupoids, functors and natural transformations will be denoted
by Gpd. Since each arrow in a groupoid is invertible, the 2-cells in Gpd are all
invertible. Thus, for any two groupoids A and B, Gpd(A,B) is a groupoid. This
turns Gpd into a groupoid enriched category in the sense of the following defini-
tion, i.e. a 2-category whose 2-arrows are invertible. By definition, associativity
holds only up to isomorphism (it’s a weak 2-category or bicategory), but we will
usually apply the coherence result according to which we can always assume that
the associativity and neutrality natural transformations are identities. See [9],
[13], [54] for more details about 2-categories.
1 Definition. A groupoid enriched category (or, for short, a Gpd-category) C
is a collection of objects equipped with:
1. for all A,B : C, a groupoid C(A,B) (an object f of this groupoid will be
written f : A→ B, whereas an arrow α from f to g will be written α : f ⇒
g);
2. for all A : C, a functor 1→ C(A,A), i.e. an identity arrow 1A : A→ A;
3. for all A,B,C : C, a functor comp: C(A,B) × C(B,C) → C(A,C), which
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associates to each A
f
→ B
g
→ C an arrow g ◦ f : A→ C, and to α : f ⇒ f ′
and β : g ⇒ g′ a 2-arrow β ∗ α : gf ⇒ g′f ′;
4. for all A,B,C,D : C, a natural transformation
C(A,B)× C(B,C)× C(C,D)
 αcomp×1

1×comp
// C(A,B)× C(B,D)
comp

C(A,C)× C(C,D) comp
// C(A,D)
(18)
(thus we have, for A
f
→ B
g
→ C
h
→ D, a 2-arrow αhgf : (h◦g)◦f ⇒ h◦(g◦f),
natural in f, g, h);
5. for all A,B : C, natural transformations:
1× C(A,B)
id×1
//
QQQ
QQQ
QQQ
QQQ
QQQ
Q
QQQ
QQQ
QQQ
QQQ
QQQ
Q  ρ
C(A,A)× C(A,B)
comp

C(A,B)
(19)
C(A,B)× C(B,B)
comp

C(A,B)× 1
1×id
oo
mmm
mmm
mmm
mmm
mmm
m
mmm
mmm
mmm
mmm
mmm
m----
λ
C(A,B)
(20)
(thus we have, for A
f
→ B, two 2-arrows ρf : f ◦1A ⇒ f and λf : 1B◦f ⇒ f ,
natural in f).
These data must make commute the following diagrams:
(k ◦ h) ◦ (g ◦ f)
αk,h,g◦f
""F
FF
FF
FF
FF
FF
FF
FF
FF
FF
F
((k ◦ h) ◦ g) ◦ f
αk◦h,g,f
<<xxxxxxxxxxxxxxxxxxxx
k ◦ (h ◦ (g ◦ f))
(k ◦ (h ◦ g)) ◦ f

αkhgf
22222222222222
k ◦ ((h ◦ g) ◦ f)
kαhgf
FF
αk,h◦g,f
//
(21)
(g ◦ 1B) ◦ f
ag1Bf //
ρgf &&LL
LLL
LLL
LL
g ◦ (1B ◦ f)
gλfxxrrr
rrr
rrr
r
g ◦ f
(22)
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If we have A
F
→ B
G
→ C
H
→ D in the Gpd-category Gpd of groupoids, what are
the functors (H ◦G) ◦ F and H ◦ (G ◦ F ) ? On the one hand, for each A : A, we
have
((H ◦G) ◦ F )(A) ≡ H(G(F (A))) ≡ (H ◦ (G ◦ F ))(A); (23)
on the other hand, for each a : A0 → A1 in A, we have
((H ◦G) ◦ F )(a) ≡ H(G(F (a))) ≡ (H ◦ (G ◦ F ))(a). (24)
Thus we have (H ◦G) ◦ F ≡ H ◦ (G ◦ F ), and we take for α the identity. In the
same way, we take for ρ and λ the identity.
The Gpd-category Gpd is thus strictly described , in the sense that we have
(k ◦ h) ◦ g ≡ k ◦ (h ◦ g), f ◦ 1A ≡ f and 1B ◦ f ≡ f , and that we have taken for
α, ρ and λ the identity.
2 Definition. Let C, D be two Gpd-categories. A Gpd-functor 1 F from C to
D consists of the following data:
1. for all A : C, an object FA : D,
2. for all A,B : C, a functor F : C(A,B)→ D(FA, FB),
3. for all A
f
→ B
g
→ C, a natural transformation ϕFg,f : Fg ◦ Ff ⇒ F (g ◦ f)
(we omit the superscript and subscripts when they can be implied from the
context),
4. for all A : C, a 2-arrow ϕA : 1FA ⇒ F1A,
such that the following diagrams commute.
(Fh ◦ Fg) ◦ Ff
ϕ(Ff)
		
		
		
		
		
		
Fh ◦ (Fg ◦ Ff)
(Fh)ϕ

55
55
55
55
55
55
α //
F (h ◦ g) ◦ Ff Fh ◦ F (g ◦ f)
F ((h ◦ g) ◦ f)

ϕ
555555555555
F (h ◦ (g ◦ f))

ϕ
												
Fα
//
(25)
Ff ◦ 1FA
ρFA //
(Ff)ϕA

Ff
Ff ◦ F1A ϕf,1A
// F (f ◦ 1A)
Fρf
OO
1FB ◦ Ff
λFf
//
ϕB(Ff)

Ff
F1B ◦ Ff ϕ1B,f
// F (1B ◦ f)
Fλf
OO
(26)
1or pseudo-functor, or homomorphism of bicategories
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3 Definition. Let F,G : C → D be two Gpd-functors between Gpd-categories.
A Gpd-natural transformation µ from F to G consists of the following data:
1. for all A : C, an arrow µA : FA→ GA in D;
2. for all A
f
→ B in C, a 2-arrow µf : µB ◦ Ff ⇒ Gf ◦ µA, natural in f ,
such that the following equations hold.
FA
~ µf
Ff
//
µA

FB
Fg
//
µB

~ µg
FC
µC

GA
Gf
//
88
G(gf)
 
 ϕ
G
g,f
GB
Gg
// GC
=
FA
Ff
//
µA

88
F (gf)
 
 ϕ
F
g,f
FB
Fg
// FC
µC

GA 88
G(gf)
 
 µgf GC
(27)
FA
µA

FA
µA

GA ==
G1A
 
 ϕ
G
A
GA
=
FA
µA

==
F1A
 
 ϕ
F
A
FA
µA

GA ==
G1A
 
 µ1A GA
(28)
4 Definition. Let µ, ν : F ⇒ G : C → D be two Gpd-natural transformations.
A Gpd-modification ℵ : µ ⇛ ν associates to each A : C, a 2-arrow ℵA : µA ⇒ νA
such that, for all A
f
→ B, the following equation holds.
FA
Ff
//
µA

νA

____ks
ℵA
~ µf
FB
µB

GA
Gf
// GB
=
FA
Ff
//
~νfνA

FB
µB

νB

____ks
ℵB
GA
Gf
// GB
(29)
5 Proposition. Let C, D be two Gpd-categories. The Gpd-functors from C
to D, Gpd-natural transformations between them and Gpd-modifications between
them form a Gpd-category [C,D], which is strictly described if D is.
For each object A in a Gpd-category C, there is a representable Gpd-functor
C(A,−) : C → Gpd, which maps
• an object B to the groupoid C(A,B);
• an arrow b : B → B′ to the functor C(A, b) = b ◦ − : C(A,B) → C(A,B′),
which maps f : A→ B to bf and ϕ : f ⇒ f ′ to bϕ : bf ⇒ bf ′;
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• a 2-arrow β : b ⇒ b′ : B → B′ to the natural transformation C(A, β) =
β∗− : b◦− ⇒ b′◦− : C(A,B)→ C(A,B′) which is defined by βf : bf ⇒ b′f
at the point f : A→ B.
Dually, we define a representable Gpd-functor C(−, B) : Cop → Gpd for each
object B in C.
6 Definition. Let C be a Gpd-category. The Yoneda Gpd-functor YC : C →
[Cop,Gpd] is the Gpd-functor which maps an object A : C to the representable
Gpd-functor C(−, A) : Cop → Gpd, an arrow a : A→ A′ to the representable Gpd-
natural transformation C(−, a) : C(−, A)→ C(−, A′) and a 2-arrow α : a⇒ a′ to
the Gpd-modification C(−, α) : C(−, a)⇒ C(−, a′).
7 Proposition. For any Gpd-category C, YC is fully faithful (in the sense that
the functors (YC)A,A′ are equivalences).
A well-known consequence (for example, see [59, Theorem 1.5.15]) is that
any Gpd-category C is equivalent to its full image in [Cop,Gpd] which, as we saw
before, is strictly described. Thus we can always assume that a Gpd-category is
strictly described. We will do that in the remaining of this text, except at a few
places.
Let us recall the definition of adjunctions (usually called biadjunctions [69])
between Gpd-functors.
8 Definition. Let C and D be Gpd-categories and F : C → D and G : D → C
be Gpd-functors. We call F a left adjoint of G and G a right adjoint of F (we
denote this by F ⊣ G) if, for all C : C and D : D, there is an equivalence
ΦC,D : D(FC,D)→ C(C,GD) (30)
Gpd-natural in C and D. The Gpd-natural transformation η : 1C ⇒ GF whose
component at an object C : C is
ηC := ΦC,FC(1FC) (31)
is called the unit of the adjunction. The Gpd-natural transformation ε : FG⇒ 1D
whose component at an object D : D is
εD := Φ
−1
GD,D(1GD) (32)
is called the counit of the adjunction.
For such an adjunction, there exist modifications (the triangle identities)
(F
Fη
=⇒ FGF
εF
=⇒ F ) ⇛ (F
1F=⇒ F ) (33)
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and
(G
ηG
=⇒ GFG
Gε
=⇒ G) ⇛ (G
1G=⇒ G). (34)
The following proposition is proved in [11] and can be found in [57] (Lemma
4.3 of Part 0) for 1-categories. The name “idempotent adjunction” has been
suggested by Peter Johnstone on the categories list (21 November 2001); it is
justified by the fact that the monad and the comonad induced by the adjunction
are idempotent. The name “exact adjunction” is also used [40].
9 Proposition. Let F ⊣ G : D → C be an adjunction of Gpd-functors (with
counit ε and unit η). The following conditions are equivalent. When they hold,
we call the adjunction F ⊣ G idempotent.
1. Gε is an equivalence;
2. εF is an equivalence;
3. Fη is an equivalence;
4. ηG is an equivalence.
It is possible to define a notion of limit in groupoid enriched categories. All
limits will be here “pseudo-bilimits” [13]; they are unique up to equivalence. I
won’t give a general definition of limit, but only the definition of each special
case of limit that will be used. One of the most useful cases is the pullback.
10 Definition. Let C be a Gpd-category. Let us consider the solid part of
the following diagram in C.
P
p1 //_____
p2






  | pi
A
f

B g
// C
(35)
The dashed part (together with π) is a pullback of f and g if
1. for all X : C, a : X → A, b : X → B, and γ : fa⇒ gb, there exist an arrow
(a, γ, b) : X → P , π1 : a⇒ p1(a, γ, b) and π2 : b⇒ p2(a, γ, b) such that
X
(a,γ,b)
AA
  
AA
a
""
b

pi1 }
P
p1
//
p2

  | pi
pi−12 zzx 
A
f

B g
// C
= γ; (36)
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2. for all X : C, x, x′ : X → P , χ1 : p1x⇒ p1x
′ and χ2 : p2x⇒ p2x
′ such that
A
f

??
??
??
??
P
p1

??
??
??
??
P
p1
??
p2

??
??
??
??
 
 pi C X
x
??
x′

??
??
??
??
 
 χ1 A
f

??
??
??
??
X
x
??
x′

??
??
??
??
 
 χ2 B
g
??
= P
p1
??
p2

??
??
??
??
 
 pi C,
P
p2
??
B
g
??
(37)
there exists a unique χ : x⇒ x′ such that p1χ = χ1 and p2χ = χ2.
In Gpd, the pullback of A
F
−→ C
G
←− B can be described in the following way.
• Objects. An object consists of (A, γ,B) where A : A, B : B and γ : FA →
GB in C.
• Arrows. An arrow (A, γ,B)→ (A′, γ′, B′) consists of (a, b), where a : A→
A′ : A and b : B → B′ : B are such that Gb◦γ = γ′ ◦Fa. The identities and
composition are defined pointwise.
• Equality. Two arrows (a, b) and (a′, b′) are equal if a = a′ in A and b = b′
in B.
A construction of the pullback and the pushout for symmetric 2-groups is given
in [18].
1.1.2 Factorisation systems on a Gpd-category
If C is a Gpd-category, we will denote by C2 the Gpd-category of arrows in C,
described in the following way.
• Objects. An object of C2 consists of two objects A,B : C and an arrow
A
f
→ B.
• Arrows. A morphism (A, f, B) → (A′, f ′, B′) consists of two arrows
A
a
→ A′ and B
b
→ B′ and a 2-arrow ψ : bf ⇒ f ′a.
• 2-arrows. A 2-arrow (a, ψ, b)⇒ (a′, ψ′, b′) : (A, f, B)→ (A′, f ′, B′) consists
of two 2-arrows α : a⇒ a′ and β : b⇒ b′ such that f ′α ◦ ψ = ψ′ ◦ βf .
We denote by ∂0 : C
2 → C the domain Gpd-functor (which maps (A, f, B) to
A, (a, ψ, b) to a and (α, β) to α), and ∂1 : C
2 → C the codomain Gpd-functor.
We denote by δ : ∂0 ⇒ ∂1 the Gpd-natural transformation defined by δ(A,f,B) :=
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f : ∂0(A, f, B)→ ∂1(A, f, B). We denote by Equ the full sub-Gpd-category of C
2
whose objects are the equivalences in C.
We will take as the definition of factorisation system the following one, which
is a variant of the notion of Eilenberg-Moore factorisation system of Mareli Ko-
rostenski and Walter Tholen [55]. Their proof that this definition is equivalent to
the usual definition in terms of orthogonality (see [48] or [52] for the 2-dimensional
case) will be generalized to dimension 2.
11 Definition. Let C be a Gpd-category. A factorisation system on C consists
of (E ,M, Im, e,m, ϕ), where
• E and M are full sub-Gpd-categories of C2;
• Im is a Gpd-functor, e and m are Gpd-natural transformations, and
ϕ : C2
∂0
''
∂1
77
 
 δ C ⇛ C2 Im //
∂0

 
 e
AA
∂1
 
 m
C . (38)
Thus every arrow f : C2 factors in the following way.
A
f
//
ef

==
==
==
==
=  
 ϕf
B
Im f
mf
@@
(39)
These data must satisfy the following conditions: for all f : C2,
1. ef ∈ E and mf ∈M;
2. if f ∈ E , then mf ∈ Equ;
3. if f ∈M, then ef ∈ Equ;
4. if f ∈ Equ, then ef , mf ∈ Equ.
By the following proposition, one can replace condition 4 by
4’. Equ ⊆ E ∩M.
12 Proposition. If (E ,M, Im, e,m, ϕ) is a factorisation system on C,
E = {f : C2 |mf ∈ Equ} and (40)
M = {f : C2 | ef ∈ Equ}. (41)
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Proof. By condition 2, if f ∈ E , then mf ∈ Equ. Conversely, if mf is an
equivalence, then (1A, ϕ
−1
f , mf) : ef → f is an equivalence in C
2 and so f ≃ ef ∈
E , by condition 1. The proof for M is dual.
13 Proposition. To give a factorisation system (E ,M, Im, e,m, ϕ) on C is
equivalent to give (Im, e,m, ϕ) as in diagram 38 such that, if we set
E := {f : C2 |mf ∈ Equ} and (42)
M := {f : C2 | ef ∈ Equ}, (43)
we have:
1. for all f : C2, ef ∈ E and mf ∈M;
2. Equ ⊆ E ∩M.
Proof. If we start with a factorisation system, it satisfies conditions 1 and 2,
by Proposition 12.
Conversely, if we have (Im, e,m, ϕ) satisfying conditions 1 and 2, then, by
defining E andM as above, we get a factorisation system: condition 1 of factori-
sation system is condition 1 of this proposition, conditions 2 and 3 follow from
the definition of E and M, and condition 4’ of factorisation system is condition
2 of this proposition.
The factorisation systems on C form an order, denoted by Fac(C), and defined
in the following way.
• Objects. These are the factorisation systems on C.
• Order. We will say that (E ,M, Im, e,m, ϕ) ≤ (E ′,M′, Im′, e′, m′, ϕ′) if
the following conditions hold:
1. E ⊆ E ′;
2. M⊇M′;
3. there exists a Gpd-natural transformation d : Im→ Im′ and modifica-
tions ε : de⇛ e′ and µ : m⇛ m′d such that, for all f : C2,
Im f
mf
!!D
DD
DD
DD
DD
D
df

µf zzyA
e′
f !!C
CC
CC
CC
CC
C
ef
==zzzzzzzzzz
εf {{y B
Im′ f
m′f
==zzzzzzzzzz
=
Im f
mf
!!D
DD
DD
DD
DD
D
A f //
e′
f !!C
CC
CC
CC
CC
C
 
 ϕ
′
f
ef
==zzzzzzzzzz
 
 ϕ
−1
f
B
Im′ f
m′f
==zzzzzzzzzz
. (44)
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Let us now define orthogonality in dimension 2 (see [70], [52] and [29]). Let
us first remark, by using the construction of pullbacks in Gpd given above, that
if C is a Gpd-category and A
f
→ B, A′
f ′
→ B′ are arrows in C, the following square
is a pullback in Gpd.
C2(f, f ′)
proj
//
proj






AI
C(A,A′)
f ′◦−

C(B,B′)
−◦f
// C(A,B′)
(45)
We will denote by 〈f, f ′〉 : C(B,A′)→ C2(f, f ′) the functor which maps
• c : B → A′ to (cf, 1f ′cf , f
′c) : f → f ′, and
• γ : c→ c′ to (γf, f ′γ) : (cf, 1f ′cf , f
′c)⇒ (c′f, 1f ′c′f , f
′c′).
14 Proposition. Let C be a Gpd-category, A
f
→ B and A′
f ′
→ B′ be arrows
in C. The following conditions are equivalent. When they hold, we say that f is
orthogonal to f ′ (and we write f ↓ f ′).
1. The following square is a pullback in Gpd.
C(B,A′)
−◦f
//
f ′◦−

C(A,A′)
f ′◦−

C(B,B′)
−◦f
// C(A,B′)
(46)
2. The functor 〈f, f ′〉 : C(B,A′)→ C2(f, f ′) is an equivalence.
3. (a) For all (a, ψ, b) : f → f ′, there exist an arrow c and 2-arrows µ and ν
such that
A
f
//
a

B
b

c
~~}}
}}
}}
}}
}}
}}
A′
f ′
// B′
ν____ks
____ks
µ
=
A
f
//
a

| ψ
B
b

A′
f ′
// B′
. (47)
(b) For all c, c′ : B → A′, α : cf ⇒ c′f and β : f ′c ⇒ f ′c′ such that
f ′α = βf , there exists a unique γ : c ⇒ c′ such that α = γf and
β = f ′γ.
Proof. Condition 2 is equivalent to condition 1, because the square 45 is a pull-
back. Condition 3 expresses in elementary terms the fact that 〈f, g〉 is surjective
(a) and fully faithful (b), which is equivalent to condition 2.
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Here is now the (almost2) usual definition of orthogonal factorisation system.
15 Definition. An orthogonal factorisation system on a Gpd-category C con-
sists of (E ,M), where E and M are two full sub-Gpd-categories of C2, such that
1. for all f : C2, there exist arrows ef ∈ E , mf ∈ M and a 2-arrow ϕf : f ⇒
mfef ;
2. for all e ∈ E and m ∈M, e ↓ m.
Orthogonal factorisation systems possess the following properties (see [52],
[62]).
16 Proposition. Let (E ,M) be an orthogonal factorisation system. Then
the following properties hold:
1. f ∈ E if and only if for all m ∈ M, f ↓ m; dually, f ∈ M if and only if
for all e ∈ E , e ↓ f ;
2. E ∩M = Equ;
3. E and M are stable under composition;
4. for all arrows A
f
→ B
g
→ C, if gf, g ∈ M, then f ∈ M, and if gf, f ∈ E ,
then g ∈ E ;
5. E is stable under weighted colimits and M is stable under weighted limits;
6. E is stable under pushout and M is stable under pullback.
Orthogonal factorisation systems on C form an order (denoted by OrthFac(C))
described in the following way.
• Objects. These are the orthogonal factorisation systems on C.
• Order. We say that (E ,M) ≤ (E ′,M′) if E ⊆ E ′ or, equivalently (by
property 1 of Proposition 16), M⊇M′.
2We do not require here neither the stability of arrows of E andM under composition with
equivalences, nor their stability under isomorphism (these conditions amount to require that
the full sub-Gpd-categories E and M be “replete”). The reason is that the definition of the
belonging relation between objects of C and full sub-Gpd-categories M
M
→ C implies that, if
A ≃ B : C and B ∈ M , then necessarily A ∈ M (in other words, the full sub-(Gpd)-categories
are always “replete”). Moreover, we use here only categorical properties (i.e. properties of
objects of a category stable under isomorphism or properties of objects of a Gpd-category
stable under equivalence) and so, if an arrow f satisfies the property which defines E or M,
every arrow equivalent to g also satisfies this property.
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The proof of the following proposition is the 2-dimensional version of the
proof of Korostenski and Tholen for the 1-dimensional case [55, Theorem A].
17 Proposition. Let C be a Gpd-category. Then
Fac(C) ≃ OrthFac(C). (48)
Proof. Definition of Φ: Fac(C) → OrthFac(C). Let (E ,M, Im, e,m, ϕ) be a
factorisation system. Then (E ,M) is an orthogonal factorisation system. The
first condition obviously hold. It remains to prove that, for all arrows A
f
→ B
and A′
f ′
→ B′, if f ∈ E and f ′ ∈ M, then f ↓ f ′. We check the two parts of
condition 3 of Proposition 14.
(a) Let be (a, ψ, b) : f → f ′ in C2. If we apply Im, e, m and ϕ to f , f ′ and
(a, ψ, b), we get the following diagram, whose composite is equal to ψ.
A
ef
//
a

}
f
%%
 
 ϕf
Im f
mf
∼
//
Im(a,ψ,b)

}
e−1
(a,ψ,b)
B
b

m−1
(a,ψ,b)
A′ ef ′
∼ //
99
f ′
 
 ϕ
−1
f ′
Im f ′ mf ′
// B′
(49)
By conditions 2 and 3 of the definition of factorisation system, mf is in-
vertible (because f ∈ E) and ef ′ is invertible (because f
′ ∈M). Thus c :=
e−1f ′ Im(a, ψ, b)m
−1
f is an arrow B → A
′, and we have 2-arrows µ : cf ⇒ a
and ν : b⇒ f ′c whose composite is ψ.
(b) Let be c, c′ : B → A′, α : cf ⇒ c′f and β : f ′c ⇒ f ′c′ such that f ′α = βf .
Then (α, β) is a 2-arrow (cf, 1f ′cf , f
′c)⇒ (c′f, 1f ′c′f , f
′c′) in C2. Moreover,
mf and ef ′ are invertible, as well as e1B , m1B , e1A′ and m1A′ , by condition 4
of the definition of factorisation system. We can define γ as the composite
of the following diagram. We check that γf = α and f ′γ = β. Moreover,
γ is unique because, if we have γ′ such that γ′f = α and f ′γ′ = β, then γ′
is equal to the composite of the following diagram and so to γ.
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A′
m−11
A′
##H
HH
HH
HH
HH
HH
HH
H

 

Im 1B
Im(c,1c,c)
// Im 1A′
Im(1A′ ,1f ′ ,f
′)
GGG
GGG
##G
GGG
GG
e−11
A′
&&

B m−1f //
m−11B
33
c
22
m−11B
++
c′
,,
,, ,,


Im f
Im(f,1f ,1B)xxxxxx
<<xxxxxx
Im(f,1f ,1B)
FFF
FFF
""F
FFF
FF
Im(cf,1f ′cf ,f
′c)
,,
Im(c′f,1f ′c′f ,f
′c′)
22
 
 Im(α,β)
 

 

Im f ′ e−1f ′ // A′
 

Im 1B
Im(c′,1c′ ,c
′)
// Im 1A′
Im(1A′ ,1f ′ ,f
′)
wwwwww
;;wwwwww
e−11
A′
88
,, ,,

A′
m−11
A′
;;vvvvvvvvvvvvvv
7777

(50)
It is obvious that the functor Φ which maps (E ,M, Im, e,m, ϕ) to (E ,M) pre-
serves the order.
Φ is surjective. Let (E ,M) be an orthogonal factorisation system. We must
define Im, e, m and ϕ. By the first condition of orthogonal factorisation system,
they are already defined on objects. We extend this definition to arrows and
2-arrows thanks to orthogonality. So, if (a, ψ, b) : f → f ′ is an arrow in C2, since
ef ↓ mf ′ , there exist an arrow Im(a, ψ, b) : Im f → Im f
′ and 2-arrows e(a,ψ,b)
and m(a,ψ,b) such that the composite of diagram 49 is equal to ψ. We check the
Gpd-functoriality of Im, the Gpd-naturality of e and m, and the fact that ϕ is a
modification also by using orthogonality.
Φ is fully faithful. If (E ,M, Im, e,m, ϕ) and (E ′,M′, Im′, e′, m′, ϕ′) are two
factorisation systems such that E ⊆ E ′ and M′ ⊇ M, we define a Gpd-natural
transformation d : Im→ Im′ and modifications ε and µ thanks to orthogonality:
ef ∈ E ⊆ E
′ is orthogonal to m′f ∈ M
′, so there exist df , εf and µf such that
equation 44 hold. We establish the Gpd-naturality of d and the fact that ε and
µ are modifications by using condition 3(b) of Proposition 14.
1.2 Kernel-quotient systems
1.2.1 One-dimensional examples
In this subsection, we will follow the same scheme to present some usual one-
dimensional notions. In each case, a notion of congruence and an adjunction
between some kind of quotient and some kind of kernel are introduced. Notions
of monomorphism, regular epimorphism, etc., are then defined in terms of this
adjunction. This scheme will be generalized later in this section under the name
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of “kernel-quotient system”. The proofs are omitted because the results are
usually well-known and because they will be given in the general case.
The first example concerns Set-categories, with equivalence relations as con-
gruences, the kernel relation (or kernel pair) as kernel, and the usual quotient of
equivalence relations as quotient.
18 Definition. Let C be a Set-category. We denote by Equ(C) the category
defined in the following way.
• Objects. These are the equivalence relations d0, d1 : R⇉ A in C.
• Arrows. An arrow (R,A, d0, d1) → (R
′, A′, d′0, d
′
1) consists of two arrows
g : R→ R′ and f : A→ A′ such that d′0g = fd0 and d
′
1g = fd1.
The kernel of an arrow is its kernel relation (or kernel pair), which is the
pullback of the arrow f along itself.
19 Definition. Let A
f
→ B be an arrow in a Set-category. A kernel relation
of f consists of an object KRel(f) and of two arrows d0, d1 : KRel(f)⇉ A, such
that fd0 = fd1, and satisfying the universal property for this condition.
20 Proposition. The kernel relation of an arrow f is an equivalence relation.
The notion of quotient corresponding to this notion of kernel is the usual
quotient of equivalence relations, which is the coequalizer of the pair of arrows.
21 Definition. Let d0, d1 : R ⇉ A be an equivalence relation in a category
C. A quotient of this relation consists of an object Quot(R) : C and an arrow
q : A → Quot(R) such that qd0 = qd1, satisfying the universal property for this
condition.
When C has all the kernel relations and quotients of equivalence relations,
KRel and Quot are functors between Equ(C) and C2 which form an adjunction:
Equ(C)
Quot
//
⊥ C2
KRel
oo . (51)
We will denote the unit of this adjunction by ηR : R → KRel(QuotR) and its
counit by εf : Quot(KRel f)→ f ; we can describe the counit in more details: the
arrow f factors in the following way through the quotient of its kernel relation;
then εf = (1A, mf ). We call this factorisation the regular factorisation of f .
KRel f
d1
//
d0 //
A
f
//
ef
##F
FF
FF
FF
FF
FF B
Quot(KRel f)
mf
;;xxxxxxxxxxx
(52)
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We can define the monomorphisms in terms of the adjunction Quot ⊣ KRel.
Let us remark that, for all arrow A
f
→ B in a category C, there is a canonical
arrow (1A, f) : 1A → f in C
2. We will say that f has trivial kernel relation if
KRel(1A, f) is an isomorphism KRel(1A) ≃ KRel(f), i.e. if 1A, 1A : A ⇉ A is a
kernel relation of f .
22 Definition. An arrow f in a category C is a monomorphism if its kernel
relation exists and is trivial. We denote by Mono(C) the full subcategory of C2
whose objects are the monomorphisms.
The regular epimorphisms corresponding to the adjunction Quot ⊣ KRel are
the ordinary regular epimorphisms; these are the arrows which are canonically
the quotient of their kernel relation.
23 Definition. An arrow f in C is called a regular epimorphism if the counit
εf : Quot(KRel f) → f is an isomorphism (i.e. if mf is an isomorphism). We
denote by RegEpi(C) the full subcategory of C2 whose objects are the regular
epimorphisms.
As Renato Betti, Dietmar Schumacher and Ross Street have observed (see
[11, 10]), it is possible to define various interesting exactness conditions on a
category C in terms of the adjunction between quotient and kernel.
The following equivalences are well-known ([53, Proposition 2.7]).
24 Proposition. Let C be a category which has all kernel relations and quo-
tients of equivalence relations. Then the following conditions are equivalent.
When they hold, we will say that C is KRel-factorisable.
1. For all f : C2, mf is a monomorphism.
2. Regular epimorphisms in C are stable under composition.
In a KRel-factorisable category, (RegEpi(C),Mono(C)) is a factorisation sys-
tem.
25 Definition. A category C is KRel-preexact if η is an isomorphism (i.e. if
every equivalence relation in C is canonically the kernel relation of its quotient).
As every adjunction, the adjunction Quot ⊣ KRel induces an equivalence
between the objects of C2 where the counit is an isomorphisme (i.e. the regular
epimorphisms) and the objects of Equ(C) where the unit is an isomorphism. So,
for a KRel-preexact category, we have an equivalence
Equ(C)
Quot
//
≃ C2
KRel
oo . (53)
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An important property is that every quotient is an epimorphism and every
coquotient is a monomorphism. In every category which have all the involved
limits and colimits, there is a comparison arrow wf between the quotient of
the kernel relation of an arrow f and the coquotient of its cokernel corelation
(denoted by CokRel f).
KRel f
d1
//
d0 //
A
f
//
e2f
''NN
NNN
NNN
NNN
NNN
NNN
NN
e1f

B
i1
//
i0 // CokRel f
Quot(KRel f) wf
//
m1f
77ppppppppppppppppppp
Coquot(CokRel f)
m2f
OO
(54)
The following proposition characterises the categories for which this compar-
ison arrow is always an isomorphism.
26 Proposition. Let C be a category in which all the kernel relations, coker-
nel corelations, quotients of equivalence relations and coquotients of coequivalence
corelations exist. The following conditions are equivalent:
1. for all f , wf is an isomorphism;
2. each arrow factors as a regular epimorphism followed by a regular mono-
morphism;
3. every monomorphism is regular and every epimorphism is regular.
When these conditions hold, we will say that C is KRel-CokRel-perfect.
In a KRel-CokRel-perfect category,
(RegEpi(C),RegMono(C)) = (Epi(C),Mono(C)) (55)
is a factorisation system; KRel-CokRel-perfect categories are both KRel-factori-
sable and CokRel-factorisable (the dual of KRel-factorisable).
The adjunction Quot ⊣ KRel is directly connected to the factorisation system
(Surj, Inj) on the category of sets: we can recover the factorisation (Surj, Inj) from
the adjunction Quot ⊣ KRel.
27 Proposition.
1. Inj = Mono(Set);
2. Surj = RegEpi(Set).
In particular, Set is KRel-factorisable. The notion of congruence which we
use can be justified by the fact that Set is KRel-preexact.
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28 Proposition. For every equivalence relation d0, d1 : R ⇉ A in Set, the
unit ηR of the adjunction Quot ⊣ Ker is an isomorphism.
We can also directly define the monomorphisms in terms of the factorisation
system (Surj, Inj).
29 Proposition. An arrow f in a category C is a monomorphism if and only
if, for all X : C, C(X, f) ∈ Inj.
The notions defined in terms of the dual adjunction, between the cokernel
corelation and the coquotient, also induce the factorisation system (Surj, Inj).
30 Proposition.
1. Surj = Epi(Set);
2. Inj = RegMono(Set).
In Set∗-categories (categories enriched in the category Set∗ of pointed sets),
we can study the same adjunction Quot ⊣ KRel as in Set and everything works in
the same way as for ordinary Set-categories. In the following of this subsection,
we study the adjunction Coker ⊣ Ker between the cokernel and the kernel.
For this adjunction, the congruences are the monomorphisms. The congru-
ences in C form thus a category Mono(C), which is a full subcategory of the
category C2 of the arrows in C.
31 Definition. Let A
f
→ B be an arrow in a Set∗-category. A kernel of f
consists of an object Ker f and of an arrow k : Ker f → A, such that fk = 0,
satisfying the universal property for this condition.
32 Proposition. The kernel of an arrow f is a monomorphism.
The notion of quotient corresponding to this notion of kernel is the coker-
nel, which is the dual of the kernel. If C has all kernels and the cokernels of
monomorphisms, kernels and cokernels form functors Coker ⊣ Ker:
Mono(C)
Coker //
⊥ C2
Ker
oo . (56)
We denote by ηi : i→ Ker(Coker i) the unit of this adjunction and its counit by
εf : Coker(Ker f) → f . Like for the adjunction Quot ⊣ KRel, this adjunction
gives a factorisation of each arrow, called the Ker-regular factorisation, as in the
following diagram. Then εf = (1A, mf).
Ker f
kf
// A
f
//
ef
""E
EE
EE
EE
EE
EE B
Coker(Ker f)
mf
<<yyyyyyyyyyy
(57)
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We will say that A
f
→ B has trivial kernel if Ker(1A, f) : Ker(1A) → Ker(f)
is an isomorphism, i.e. if 0 is a kernel of f . This allows us to define a notion of
monomorphism in terms of the adjunction Coker ⊣ Ker.
33 Definition. An arrow f in a Set∗-category C is a 0-monomorphism if its
kernel exists and is trivial (i.e. if 0 is a kernel of f). We denote by 0-Mono(C)
the full sub-category of C2 whose objects are the 0-monomorphisms.
The dual notion will be called 0-epimorphism. We can also define a notion
of regular epimorphism corresponding to the adjunction Coker ⊣ Ker. This is an
arrow which is canonically the cokernel of its kernel.
34 Definition. An arrow f in C is a normal epimorphism if the counit
εf : Coker(Ker f) → f is a isomorphism (i.e. if mf is a isomorphism). We de-
note by NormEpi(C) the full subcategory of C2 whose objects are the normal
epimorphisms.
The dual notion will be called normal monomorphism. We can now define
some exactness conditions in terms of this adjunction, in the same way as for
those defined in terms of the adjunction Quot ⊣ KRel.
35 Proposition. Let C be a Set∗-category which has the kernels and the cok-
ernels. Then the following conditions are equivalent; when they hold, we will say
that C is Ker-factorisable:
1. for all f : C2, mf is a 0-monomorphism;
2. normal epimorphisms in C are stable under composition.
In a Ker-factorisable Set∗-category, (NormEpi(C), 0-Mono(C)) is a factorisation
system.
36 Definition. A Set∗-category C is Ker-preexact if every monomorphism in
C is canonically the kernel of its cokernel (i.e. if η is an isomorphism).
In a Ker-preexact category, the adjunction Coker ⊣ Ker restricts to an equiv-
alence
Mono(C)
Coker //
≃ NormEpi(C)
Ker
oo . (58)
Let us turn to the dual constructions and to the comparison map between
the factorisations. In this case, there is a special phenomenon: the cokernel and
the quotient coincide, as well as the coquotient and the kernel.
We can remark that every cokernel is a 0-epimorphism (even an epimorphism)
and every kernel is a 0-monomorphism (even a monomorphism). As for the kernel
relation and the quotient, we can construct a comparison arrow wf between the
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cokernel of the kernel of an arrow f and the kernel of its cokernel. We get the
following diagram.
Ker f
kf
// A
f
//
e2f
%%KK
KKK
KKK
KKK
KKK
KKK
e1
f

B
qf
// Coker f
Coker(Ker f) wf
//
m1f
99sssssssssssssssss
Ker(Coker f)
m2
f
OO
(59)
As in the case of the adjunction Quot ⊣ KRel, we can characterise the Set∗-
categories for which wf is an isomorphism for all f . This is Theorem 39.17 of
[45]. Puppe-exact categories appear in Puppe [65] and in the book of Mitchell
[63] and were studied by Marco Grandis [37].
37 Proposition. Let C be a Set∗-category in which kernels and cokernels ex-
ist. The following conditions are equivalent; when they hold, we will say that C
is Ker-Coker-perfect or Puppe-exact:
1. for all f , wf is a isomorphism;
2. each arrow factors as a normal epimorphism followed by a normal mono-
morphism;
3. every 0-monomorphism is a normal monomorphism and every 0-epimor-
phism is a normal epimorphism.
In a Puppe-exact Set∗-category,
(NormEpi,NormMono) = (Epi,Mono) = (0-Epi, 0-Mono) (60)
is a factorisation system. With this definition, we have almost left the purely
pointed world since, by adding the existence of products or coproducts (one of
them suffices), C is abelian and thus an Ab-category. There are few examples of
non-abelian Puppe-exact categories (see [23] and [17]).
We could ask that in a Set∗-category KRel-regular and Ker-regular factorisa-
tions exist and coincide. This is the case for semi-abelian categories.
The adjunction Coker ⊣ Ker is closely related to the factorisation system
(Bij∗, 0-Mono) on Set∗, that we will describe now.
38 Definition. A morphism of pointed sets A
f
→ B is 0-injective if for all
a : A, if f(a) = 0, then a = 0. We denote by 0-Inj the full subcategory of (Set∗)2
whose objects are the 0-injective morphisms.
39 Definition. A morphism of pointed sets A
f
→ B is bijective outside the
kernel if the following conditions are satisfied:
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1. f is surjective;
2. f is injective outside the kernel: for all a, a′ : A, if f(a) = f(a′), then either
f(a) = 0 = f(a′), or a = a′.
We denote by Bij∗ the full subcategory of Set∗2 whose objects are the morphisms
bijective outside the kernel.
40 Proposition. (Bij∗, 0-Inj) is a factorisation system.
Proof. The image of A
f
→ B is Im∗ f = A/∼, where a ∼ a′ if f(a) = 0 = f(a′)
or a = a′, with 0 as the distinguished element. We define mf : Im
∗ f → B : a 7→
f(a) and ef : A→ Im
∗ f : a 7→ a. It is easy to see that mf is 0-injective, that ef
is bijective outside the kernel and that this defines a factorisation system.
The following proposition shows that we can get back the factorisation system
(Bij∗, 0-Inj) from the adjunction Coker ⊣ Ker.
41 Proposition.
1. 0-Inj = 0-Mono(Set∗);
2. Bij∗ = NormEpi(Set∗).
Moreover, the following proposition justifies the definition of congruence we
use.
42 Proposition. For every monomorphism i in Set∗, the unit ηi of the ad-
junction Coker ⊣ Ker is an isomorphism (every monomorphism is normal).
We can also directly define 0-monomorphisms in terms of the factorisation
system (Bij∗, 0-Inj).
43 Proposition. An arrow f in a Set∗-category C is a 0-monomorphism if
and only if for all X : C, C(X, f) ∈ 0-Inj.
For the dual theory, there is a difference with the case of the adjunction
Quot ⊣ KRel. The Coker-coregular factorisation in Set∗ doesn’t give back the
factorisation system (Bij∗, 0-Mono), but the system (Surj, Inj).
44 Proposition.
1. Surj = 0-Epi(Set∗);
2. Inj = NormMono(Set∗).
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A last example is the category Ab of abelian groups, where the two factorisa-
tions of Set∗ merge: 0-injections and injections coincide. Ab is both Ker-Coker-
perfect and KRel-CokRel-perfect: the factorisation (Surj, Inj) can be constructed
by the cokernel of the kernel and the kernel of the cokernel as well as by the
quotient of the kernel relation and the coquotient of the cokernel corelation.
More generally, in an Ab-category, there is an equivalence between Equ(C) and
Mono(C), and this equivalence commutes with, on the one hand, Ker and KRel
and, on the other hand, Coker and Quot. This allows us to translate the notions
of factorisability, preexactness or perfection in terms of one of the adjunctions
from these notions in terms of the other adjunction. This is what gives the
theorem of Tierney.
1.2.2 Definition of kernel-quotient system
The definitions and propositions we’ve just recalled in a parallel way for the ad-
junction Quot ⊣ KRel in Set-categories and for the adjunction Coker ⊣ Ker in
Set∗-categories can be developed in a general framework discovered by Renato
Betti, Dietmar Schumacher and Ross Street ([11], [10]). They present this frame-
work in a 2-categorical context but, as they remark in their introduction, we can
develop it in an enriched context (see [30]).
We start with a symmetric monoidal closed category (or, in dimension 2,
with a Gpd-category) V, with a factorisation system (E ,M) on V and with W,
a full subcategory E which generates (E ,M) (in the orthogonality sense, i.e. for
all f : V2, f ∈ M if and only if, for all w ∈ W, w ↓ f). If the involved limits
exist, we can define from W, for a V-category C, an adjunction
[Wop, C]
QW //
⊥ C2,
KW
oo (61)
where [Wop, C] is the V-category of V-functorsWop → C. The functor KW maps
each arrow f : C2 to its W-kernel, which is a functor Wop → C, defined as the
limit of f : 2 → C weighted by the distributor φ : W ⊗ 2 → V corresponding by
adjunction to the inclusion W →֒ V2. Dually, the functor QW maps each functor
H : Wop → C to itsW-quotient, which is an arrow in C, defined as the colimit of
H weighted by φ.
A functor H : Wop → C which becomes a W-kernel in V under the action of
the representable functors (i.e. such that, for all X : C, C(X,H) : Wop → V is a
W-kernel) is called aW-congruence in C. We denote byW-Cong(C) the full sub-
V-category of [Wop, C] whose objects are the W-congruences. If W contains the
arrow 1I (identity on the unit of the tensor product of V), to eachW-congruence
H corresponds an object ∂H := H(1I); we say that H is a W-congruence on
∂H .
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We have thus an adjunction QW ⊣ KW : C
2 → W-Cong(C), with unit η and
counit ε.
W-Cong(C)
QW //
∂
!!C
CC
CC
CC
CC
CC
CC
C ⊥ C
2
KW
oo
∂0






C
1−
CC
KW1−
aaCCCCCCCCCCCCCC
(62)
This adjunction satisfies the following properties:
1. there exist natural isomorphisms α : ∂
∼
⇒ ∂0QW and β : ∂0
∼
⇒ ∂KW such
that βQW ◦ α = ∂η and β
−1 ◦ α−1KW = ∂0ε;
2. ε1− : QK1− ⇒ 1− is an isomorphism.
Such an adjunction on C will be called here a kernel-quotient system on C.
In the case where V is Set, equipped with the factorisation system (Surj, Inj),
and where the objects of W are the unique arrows 2 → 1 and 1 → 1, the W-
kernel is the kernel relation, theW-quotient is the quotient (coequalizer), and the
W-congruences are the equivalence relations (because in Set every equivalence
relation is the kernel relation of its quotient). The functor ∂ maps d0, d1 : R⇉ A
to the object A (R is an equivalence relation on A). We have thus the following
kernel-quotient system.
Equ(C)
Quot
//
∂

==
==
==
==
==
==
= ⊥ C
2
KRel
oo
∂0






C
1−
CC
KRel 1−
^^=============
(63)
In the case where V is Set∗, with the factorisation system (Bij∗, 0-Mono), and
where the objects of W are the unique arrow 2 → 1 and the arrow 12 : 2 → 2
(where 2 is the unit of the tensor product of pointed sets, with 0 as distinguished
element), theW-kernel is the ordinary kernel, theW-quotient is the cokernel, and
the W-congruences are the monomorphisms (because in Set∗, every monomor-
phism is the kernel of its cokernel). The functor ∂ maps a monomorphismM
m
→ A
to the object A (m is a subobject of A). Thus we get the following kernel-quotient
system.
Mono(C)
Coker //
∂1

??
??
??
??
??
??
??
⊥ C2
Ker
oo
∂0






C
1−
CC
Ker 1−
__??????????????
(64)
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From the kernel-quotient system QW ⊣ KW , in parallel to what we did in
the previous subsection for the systems Quot ⊣ KRel and Coker ⊣ Ker, we can
define notions of KW -monorphism (this is an arrow whose KW -kernel is trivial),
ofKW -regular epimorphism (this is an arrow f which is canonically isomorphic to
QWKWf), of KW-factorisability, of KW -preexactness, etc. We can characterise
the KW -monomorphisms in terms of the factorisation system (E ,M): f is a
KW -monomorphism if and only if, for all X : C, C(X, f) ∈M.
It is always true that
M = KW-Mono(V), (65)
but it is not always the case that
E = KW -RegEpi(V) (66)
(this is not the case, for example, for pointed groupoids, with the adjunction
Coker ⊣ Ker). This last property hold if and only if W is a dense subcategory
of E . In this case, we get back the factorisation system from the adjunction
QW ⊣ KW .
If we have two dense subcategories W1, W2 which generate the same factori-
sation system on V, we can prove that the notions of monomorphism, regular
epimorphism, factorisability, preexactness, etc., defined in terms of W1 and of
W2 are equivalent (see [30]). This is the case for Ab where, for the two kernel-
quotient systems 63 and 64, Surj = KW -RegEpi(Ab). Since E is dense in E , we
can conclude that the notions defined in terms of a dense subcategory W in E
are equivalent to those defined in terms of E itself; thus W play the role of an
approximation of E , easier to handle since it contains only a few objects.
In the following chapters, we will define congruences, kernels and quotients
directly, without starting from a full sub-Gpd-category W. That is the reason
why we won’t study in more details Betti-Schumacher-Street’s theory. We will
merely develop a theory of kernel-quotient systems on Gpd-categories (this theory
applies in particular to kernel-quotient systems on Set-categories).
Let us define now kernel-quotient systems on a Gpd-category.
45 Definition. Let C be a Gpd-category. A kernel-quotient system on C
consists of:
1. a Gpd-category Cong(C) (whose objects will be called congruences) together
with a Gpd-functor ∂ : Cong(C) → C (we will say that H : Cong(C) is a
congruence on ∂H);
2. an adjunction Q ⊣ K : C2 → Cong(C), with unit η : 1Cong(C) ⇒ KQ and
counit ε : QK ⇒ 1C2 (we will call the congruence Kf the kernel of f and
the arrow QH the quotient of H);
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3. Gpd-natural transformations α : ∂ ⇒ ∂0Q and β : ∂0 ⇒ ∂K such that ∂0ε ≃
β−1 ◦ α−1K and ∂η ≃ βQ ◦ α.
Moreover, ε1− must be an equivalence.
Cong(C)
Q
//
∂

??
??
??
??
??
??
? ⊥ C
2
K
oo
∂0






C
1−
CC
triv:=K1−
__?????????????
(67)
The definition becomes more symmetrical if we see a kernel-quotient system as an
adjunction which commutes, on the one hand, with the Gpd-functors “domain”
∂ and ∂0 to C: we have
• ∂0Q ≃ ∂ (the domain of the quotient of a congruence on A is A) and
• ∂K ≃ ∂0 (the kernel of an arrow is a congruence on the domain of this
arrow),
and, on the other hand, with the Gpd-functors “trivial arrow” 1− (which maps
an object A to the “trivial” arrow on A, which is 1A) and “trivial congruence”
triv := K1− (which maps an object A on the “trivial” congruence on A, which
is the kernel of 1A): we have
• K1− ≃ triv (the trivial congruence on A is the kernel of 1A), and
• Qtriv ≃ 1− (ε1A : QK1A → 1A is an equivalence: the quotient of the trivial
congruence on A is 1A).
In the examples, the system will always be described semi-strictly, in the
sense that ∂ ≡ ∂0Q (and α is the identity), ∂0 ≡ ∂K (and β is the identity) and
that
∂0ε ≡ id and ∂η ≡ id. (68)
From now on, we assume that kernel-quotient systems are described strictly, to
simplify calculations.
For each arrow A
f
→ B in C, εf is an arrow QKf → f in C
2, whose first
component is 1A, since we assume that ∂0ε is the identity. We introduce the
following notation:
εf =
A
ef

} ϕf
A
f

Im f mf
// B
. (69)
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We call the factorisation of f given by this diagram the K-regular factorisation
of f .
In fact we have a Gpd-functor Im := ∂1QK : C
2 → C, Gpd-natural transforma-
tions e := δQK : ∂0 ⇒ Im and m := ∂1ε : Im⇒ ∂1, together with a modification
ϕ : δ ⇛ me. Thus we are in the situation of diagram 38. But in general this
does not define a factorisation system. In Subsection 1.2.4 we study under which
conditions we actually have a factorisation system.
1.2.3 Monomorphisms and regular epimorphisms
There is a canonical arrow (1A, 1f , f) : 1A → f in C
2. We use it to define
monomorphisms relative to the kernel-quotient system Q ⊣ K [11, Definition
3.3].
46 Definition. We say that an arrow A
f
→ B in C is a K-monomorphism
if K(1A, 1f , f) : K1A → Kf is an equivalence (i.e. if the kernel of f is trivial).
We denote by K-Mono the full sub-Gpd-category of C2 whose objects are the
K-monomorphisms.
In a Set-category, the KRel-monomorphisms are just the ordinary monomor-
phisms, whereas in a Set∗-category, the Ker-monomorphisms are the 0-monomor-
phisms. We will now prove some properties of K-monomorphisms, similar to the
usual properties of monomorphisms. To begin with, the kernels of two arrows
connected by a K-monomorphism are equivalent [11, Remark 3.4 2].
47 Proposition. Let A
g
→ B
m
→ C and A
f
→ C be arrows in C and ϕ : f ⇒
mg be a 2-arrow. If m is a K-monomorphism, then K(1A, ϕ
−1, m) : Kg → Kf
is an equivalence.
Proof. The following cube, where vertical arrows are thought of as objects of
C2, is a pullback in C2 (because the upper and lower squares are pullbacks in C).
A
g
//
~~
~~
~~
g

B
~~
~~
~~
A g
//
f

B
m

B
m
~~ ~
~~
~~
B
m
~~ ~
~~
~~
C C
(70)
Now, since K is a right adjoint, it preserves limits. Thus, by applying K to this
cube, we get the following pullback in Cong(C). As m is a K-monomorphism,
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the right side of the square is an equivalence. So, since the square is a pullback,
the left side is also an equivalence.
Kg
K(g,1g,1B)
//
K(1A,ϕ
−1,m)

~
K1B
K(1B ,1m,m)

Kf
K(g,ϕ,1C)
// Km
(71)
A corollary is that K-monomorphisms are stable under composition and sat-
isfy the cancellation law [11, Theorem 3.5].
48 Corollary. Let A
m
→ B
n
→ C be arrows in C.
1. If m and n are K-monomorphisms, then nm is a K-monomorphism.
2. If nm and n are K-monomorphisms, then m is a K-monomorphism.
Proof. By the previous proposition, if n is a K-monomorphism, the upper
arrow of the following diagram is an equivalence. Thus m is a K-monomorphism
if and only if the left arrow is an equivalence if and only if the right arrow is an
equivalence if and only if nm is a K-monomorphism.
Km
K(1A,1nm,n)
∼
//
QQQQ $,
K(nm)
K1A
K(1A,1m,m)
__@@@@@@@@@@ K(1A,1nm,nm)
<<zzzzzzzzzz
(72)
A K-regular epimorphism is an arrow which is canonically the quotient of its
kernel. In general, quotients are not K-regular epimorphisms, unlike what hap-
pens in the 1-dimensional examples. This will be the case when the adjunction
Q ⊣ K is idempotent (see the following subsection).
49 Definition. An arrow A
f
→ B in C is a K-regular epimorphism if mf is
an equivalence (i.e. if εf is an equivalence). We denote by K-RegEpi the full
sub-Gpd-category of C2 whose objects are the K-regular epimorphism.
In a Set-category, the KRel-regular epimorphisms are the ordinary regular
epimorphisms and, in a Set∗-category, the Ker-regular epimorphisms are the
normal epimorphisms.
50 Proposition. K-Mono ∩K-RegEpi = Equ.
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Proof. K-Mono ∩K-RegEpi ⊆ Equ. Let A
f
→ B be an arrow which is both a
K-monomorphism and a K-regular epimorphism. Then, in the following square,
the left arrow is an equivalence by the definition of kernel-quotient system, the
upper arrow is an equivalence because K(1A, 1f , f) is an equivalence, since f is
a K-monomorphism, and the right arrow is an equivalence because f is a K-
regular epimorphism. So the upper arrow is an equivalence and, as f ≃ 1A, f is
an equivalence.
QK1A
QK(1A,1f ,f)
//
ε1A


QKf
εf

1A
(1A,1f ,f)
// f
(73)
Equ ⊆ K-Mono. Let A
f
→ B be an equivalence. Then (1A, 1f , f) is an
equivalence in C2 and so K(1A, 1f , f) is an equivalence in Cong(C) and f is a
K-monomorphism.
Equ ⊆ K-RegEpi. Let f be an equivalence. In the above diagram, the upper
and lower arrow are equivalences because f is and the left arrow is an equivalence
by the definition of kernel-quotient system. So εf is an equivalence and f is a
K-regular epimorphism.
The following proposition is Theorem 4.7 of [11].
51 Proposition. For every congruence H and every K-monomorphism A
m
→
B, QH ↓ m. In particular, for every K-regular epimorphism e and every K-
monomorphism m, e ↓ m.
Proof. In the following diagram, the left upper arrow is an equivalence (it
comes from the adjunction ∂1 ⊣ 1− : C → C
2), the right upper and right lower
arrows are equivalences (they come from the adjunction Q ⊣ K), and the right
arrow is an equivalence (since m is a K-monomorphism). Thus 〈QH,m〉 is an
equivalence, i.e. QH ↓ m.
C(∂1QH,A)
(−◦QH,1,1A)
//
〈QH,m〉
''OO
OOO
OOO
OOO
OOO
OOO
O
C2(QH, 1A)
∼ //
(1A,1m,m)◦−


DL
Cong(C)(H,K1A)
K(1A,1m,m)◦−

C2(QH,m) ∼
// Cong(C)(H,Km)
(74)
1.2.4 Exactness conditions
52 Definition. We say that C is K-idempotent if the adjunction Q ⊣ K is
idempotent (Proposition 9).
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In the 1-dimensional examples, Quot ⊣ KRel and Coker ⊣ Ker, it is always
true that the adjunction is idempotent. The reason is that, as the adjunction
Q ⊣ K commutes with ∂0 and ∂, it restricts to the fibres of these functors, and
the adjunction Q ⊣ K is idempotent if and only if, for all A : C, the adjunction
Cong(A)
Q
//
⊥ A\C,
K
oo
(75)
between the congruences on A and the arrows of domain A is idempotent. Now,
in the examples of dimension 1 we talked about, these adjunctions between fi-
bres are adjunctions between orders, and an adjunction between orders is always
idempotent. On the other hand, in the examples of dimension 2, the fibre ad-
junctions are in general adjunctions between proper categories, and so are not
always idempotent. For example, it happens that a cokernel is not the cokernel
of its kernel, as shown in Proposition 97.
When C isK-idempotent, the properties ofK-monomorphisms andK-regular
epimorphisms are better. For example the cancellation law hold for K-regular
epimorphisms.
53 Proposition. Let us assume that C is K-idempotent and let A
p
→ B
q
→ C
be arrows in C. If p and qp are K-regular epimorphisms, then q is a K-regular
epimorphism.
Proof. Let us consider the following diagram in C2. The front face is a pushout.
Moreover, ε1B is an equivalence (by the definition of kernel-quotient system), and
εp and εqp are equivalences (since p and qp are K-regular epimorphisms). So,
by the universal property of the pushout, there exists t : q → QKq such that
εqt ≃ 1q.
QKp
QK(p,1p,1B)
//
εp
zzuu
uuu
uu
uu
QK(1A,1qp,q)

QK1B
QK(1B,1q ,q)

ε1B{{vv
vv
vv
v
p
(p,1p,1B)
//
(1A,1qp,q)

1B
(1B ,1q,q)

QK(qp)
QK(p,1qp,1C)
//
εqp
zzuuu
uuu
uu
QKq
εq
{{vv
vv
vv
vv
qp
(p,1qp,1C)
// q
(76)
By the idempotence of the adjunction Q ⊣ K, Kεq is invertible. Thus
KtKεq ≃ (Kεq)
−1KεqKtKεq ≃ (Kεq)
−1Kεq ≃ 1. So we have (QKt)(QKεq) ≃
1. Now, in the following diagram, εQKq is an equivalence, by idempotence. So
1.2. Kernel-quotient systems 53
tεq ≃ 1 and εq is an equivalence.
QKeq
QKεq
//
εQKq ≀


 

QKq
QKt
//
εq


QKeq
εQKq≀

eq εq
// q
t
// eq
(77)
If we apply condition 2 of Proposition 9 to the adjunction Q ⊣ K, we get that
C is K-idempotent if and only if every quotient is a K-regular epimorphism. In
particular, we get the following proposition.
54 Proposition. If C is K-idempotent, for all f : C2, ef is a K-regular epi-
morphism.
55 Proposition. If C is K-idempotent, then A
f
→ B is a K-monomorphism
if and only if ef is an equivalence.
Proof. If f is a K-monomorphism, then in the following diagram the upper
arrow is an equivalence. Morevoer, the right arrow is an equivalence because
the adjunction Q ⊣ K is idempotent. We have thus Kef ≃ K1A. So, by using
once again the idempotence and the fact that ε1A is an equivalence, we have
ef ≃ QKef ≃ QK1A ≃ 1A. So ef is an equivalence.
K1A
K(1A,1f ,f)
//
K(1A,1ef ,ef )   @
@@
@@
@@
@@  

Kf
Kef
Kεf=K(1A,ϕ
−1
f
,mf )
??         
(78)
Conversely, let us assume that ef is an equivalence. Then, in the previous
diagram, the left and right arrows are equivalences, so the upper one is also an
equivalence and f is a K-monomorphism.
Proposition 55 and the definition of K-regular epimorphism show that, if C is
K-idempotent, the full sub-Gpd-categories E andM defined as in Proposition 13
from the K-regular factorisation are respectively K-RegEpi and K-Mono. More-
over, condition 2 of that proposition hold, by Proposition 50. And Proposition
54 above gives the first half of condition 1 of Proposition 13. It remains thus only
one condition to have a factorisation system: that, for all f : C2, mf ∈ K-Mono.
56 Definition. We say that C isK-factorisable if for all f : C2,mf ∈ K-Mono.
57 Proposition. If C is K-factorisable, then C is K-idempotent.
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Proof. Let be f : C2. By applying Proposition 47 to ϕf : f ⇒ mfef , since mf
is a K-monomorphism, the arrow Kεf = K(1A, ϕf , mf ) : KQKf → Kf is an
equivalence. So Kε is an equivalence and C is K-idempotent.
Thus, if C isK-factorisable, (K-RegEpi, K-Mono, Im, e,m, ϕ) is a factorisation
system.
There is another point of view on factorisation systems, which we won’t study
in detail here: to give a factorisation system amounts to give a coreflexive full
sub-Gpd-category E →֒ C2 which is stable under composition and which contains
all the identities (see [46] for the 1-dimensional version). From this point of
view, what the regular factorisation is lacking to form a factorisation system
is the stability under composition of K-regular epimorphisms. The following
proposition shows that we can also use this condition to define K-factorisability.
58 Lemma. Let us assume that C is K-idempotent. Let A
f
→ B be an arrow
in C and A
e
→ E a K-regular epimorphism. Then
εf ◦ − : (A\C)(e, ef)→ (A\C)(e, f) (79)
is an equivalence.
Proof. In the following diagram, the left upper and lower arrows are equiva-
lences, because e is a K-regular epimorphisms; the right upper and lower arrows
are equivalences, by the adjunction Q ⊣ K; the right arrow is an equivalence by
idempotence of the adjunction Q ⊣ K. So the left arrow is an equivalence.
C2(e, ef )
εf◦−

−◦εe //


C2(QKe, ef )
εf◦−

∼ //

Cong(C)(Ke,Kef )
Kεf◦−

C2(e, f)
−◦εe
// C2(QKe, f) ∼
// Cong(C)(Ke,Kf)
(80)
Then, in the following diagram, the front and back faces are pullbacks, and
the three edges between the right lower corner of the back face and the right
lower corner of the front face are equivalences. So the edge from the left upper
corner is an equivalence.
(A\C)(e, ef) //
εf◦−
||xx
xx
xx
x

C2(e, ef)
∂0

εf◦−
||xx
xx
xxx
(A\C)(e, f) //

C2(e, f)
∂0

1
1A //
xx
xx
xx
xx
xx
x
C(A,A)
xx
xx
xx
x
xx
1
1A
// C(A,A)
(81)
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59 Proposition. The following conditions are equivalent:
1. C is K-factorisable;
2. C is K-idempotent and K-regular epimorphisms are stable under composi-
tion.
Proof. 1 ⇒ 2. We already know, by Proposition 57, that C is K-idempotent.
Then let A
p
→ B
q
→ C be K-regular epimorphisms. Let us consider the
following diagram. By K-idempotence, ep and eqp are K-regular epimorphisms
(by Proposition 54). Thus, by Proposition 53, Im(1A, 1qp, q) is a K-regular epi-
morphism. Now, since p is a K-regular epimorphism, mp is an equivalence. So
qmp ≃ q is a K-regular epimorphism and, again by Proposition 53, mqp is a
K-regular epimorphism. As C is K-factorisable, mqp is also a K-regular epimor-
phism. Thus mqp is an equivalence, by Proposition 50, and qp is a K-regular
epimorphism.
A
ep
//
~
Im p
Im(1A,1qp,q)

mp
∼
//
~
B
q

A eqp
// Im(qp) mqp
// C
(82)
2⇒ 1. We apply the regular factoristion tom := mf . This gives the following
diagram where, by idempotence, ef and em are K-regular epimorphisms. By
stability under composition of K-regular epimorphisms, e := emef is also a K-
regular epimorphism.
A
f
//
ef

 
ϕf
B
Im f
mf
<<xxxxxxxxxxxxxx
em
//
 
 ϕm
Imm
mm
OO
(83)
We apply the previous lemma to f and e. To (1A, ϕ
−1
f ◦ ϕ
−1
m ef , mm) : e → f
correspond (1A, α, a) : e → ef and ω : mfa ⇒ mm such that ωe = ϕmef ◦mfα.
We will prove that a is an inverse for em.
We apply again the previous lemma to f and ef . Then ϕ
−1
m ◦ωem : mfaem ⇒
mf which is a 2-arrow εf ◦(1A, α, aem)⇒ εf ◦(1A, 1ef , 1Im f) : ef → f ; since εf ◦−
is fully faithful, there exists ω′ : aem ⇒ 1 such that ωem = ϕm ◦mfω
′.
We apply once again the previous lemma, but to mf and em. We have
ω ◦ ϕ−1m a : mmema ⇒ mm, which is a 2-arrow εm ◦ (1Im f , emω
′, ema) ⇒ εm ◦
(1Im f , 1em, 1Imm) : em ⇒ mf . As εm ◦ − is fully faithful, there exists an isomor-
phism ema⇒ 1.
So em is an equivalence and, by Proposition 55, which we can use thanks to
the K-idempotence, mf is a K-monomorphism.
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60 Definition. We say that C is K-preexact if for every congruence H , the
unit ηH : H → KQH is an equivalence (every congruence is canonically the kernel
of its quotient).
If C is K-preexact, the adjunction Q ⊣ K restricts to an equivalence
Cong(C)
Q
//
≃ K-RegEpi.
K
oo
(84)
If we restrict to the fibres in A : C, we have thus an equivalence
Cong(A)
Q
//
≃ A\K-RegEpi,
K
oo (85)
between the congruences on A and the K-regular epimorphisms with domain A
(the quotients of A).
1.2.5 Duality
Let us come back to the situation of the beginning of Subsection 1.2.2, where V is
a symmetric monoidal closed category, (E ,M) is a factorisation system on V, and
W is a full subcategory of E generating (E ,M). We can define, in a V-category,
not onlyW-kernels, W-quotients, W-congruences and the corresponding notions
of monomorphism, regular epimorphism, etc., but also the dual notions: W-
cokernels K˚W , W-coquotients Q˚W , W-cocongruences, K˚W -epimorphisms, K˚W-
regular monomorphisms, etc.
In the case of Set with (Surj, Inj) and W =
{
2
↓
1
,
1
↓
1
}
, there are two remarkable
properties:
1. in Set, f is an epimorphism if and only if f is a surjection;
2. every quotient is an epimorphism; every coquotient is a monomorphism.
In the case of Set∗ with (Bij∗, 0-Inj) and W =
{
2
↓
1
,
2
‖
2
}
, there are two slightly less
remarkable properties (the first is not an equivalence):
1. in Set∗, if f is a bijection outside the kernel, then f is a 0-epimorphism
(i.e. a surjection, by Proposition 44);
2. every cokernel is a 0-epimorphism and every kernel is a 0-monomorphism.
These properties won’t hold in dimension 2. For example for Gpd∗-categories,
the notion of monomorphism corresponding to the adjunction cokernel ⊣ kernel
is the notion of fully 0-faithful arrow, but it is not true that every cokernel is fully
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0-faithful. But it was the second of these properties that allowed us to define the
comparison arrow between the quotient of the kernel and the coquotient of the
cokernel.
In dimension 2, instead of having one factorisation system which induces
notions of kernel, quotient, etc., compatible with the dual notions induced by
the same factorisation system, we have typically crossed situations: the ker-
nels/quotients of system 1 are compatible with the cokernels/coquotients of sys-
tem 2 (there is a comparison arrow between the quotient of the kernel 1 and the
coquotient of the cokernel 2) and, conversely, the kernels/quotients of system 2
are compatible with the cokernels/coquotients of system 1.
Let us introduce the following definition [30].
61 Definition. Two factorisation systems (E1,M1) and (E2,M2) on V are
precoupled if the following implications hold3:
f ∈ E1 ⇒ for all Y : V, [f, Y ] ∈M2 and (86)
f ∈ E2 ⇒ for all Y : V, [f, Y ] ∈M1. (87)
We say that the systems are coupled if these implications are equivalences.
The first property above for (Surj, Inj) on Set can be translated in the following
way: the factorisation system (Surj, Inj) is self-coupled, whereas the corresponding
property for (Bij∗, 0-Inj) on Set∗ means that (Bij∗, 0-Inj) is self-precoupled. In the
2-dimensional examples, we will meet situations where we have two different fac-
torisation systems which are coupled or precoupled. For examples, for groupoids
or symmetric 2-groups, the systems (FullSurj, Faith) and (Surj, FullFaith) are cou-
pled (this is proved, for symmetric 2-groups, at the end of Section 6.1.3 and,
for groupoids, in [31]). In dimension 3, we should expect to have a chain of
three factorisation systems, the first and the last ones being (pre)coupled and
the central one being self-(pre)coupled.
If (E1,M1) (with generator W1) and (E2,M2) (with generator W2) are two
precoupled factorisation systems on V , we can prove the following properties (see
[30]), which are the second properties we talked about at the beginning of this
subsection for the 1-dimensional examples:
1. for every W1-congruence H , QW1H is a K˚W2-epimorphism;
2. for every W2-cocongruence H , Q˚W2H is a KW1-monomorphism.
When a kernel-quotient system and a cokernel-coquotient system (dual of kernel-
quotient system) satisfy these properties, we will say that they are precoupled. In
such a context we will be able to define the comparison arrow between the regular
3These two conditions are in fact equivalent.
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and coregular factorisations and to develop the theory of perfect categories. For
a cokernel-coquotient system K˚2 ⊣ Q˚2, we will call K˚2-epimorphism the dual
notion of K-monomorphism.
62 Definition. A kernel-quotient system Q1 ⊣ K1 and a cokernel-coquotient
system K˚2 ⊣ Q˚2 are precoupled if
1. every quotient Q1H is a K˚2-epimorphism;
2. every coquotient Q˚2H is a K1-monomorphism.
Cong1(C)
Q1
//
∂
##F
FF
FF
FF
FF
FF
FF
FF
FF
⊥ C2
K1
oo
∂0

∂1

K˚2 //
⊥ Cocong2(C)
Q˚2
oo
∂
{{vv
vv
vv
vv
vv
vv
vv
vv
vv
C
1−
OO
K11−FFFFFFFF
ccFFFFFFFF
K˚21−vvvvvvvv
;;vvvvvvvv (88)
For the remaining of this section, let us fix a kernel-quotient system and a
cokernel-coquotient system which are precoupled. Each arrow factors in two
ways: K1-regular factorisation f ≃ m
1
fe
1
f for Q1 ⊣ K1 and K˚2-coregular factori-
sation f ≃ m2fe
2
f for K˚2 ⊣ Q˚2. Thanks to the precoupling, there is a comparison
arrow between these two factorisations. In fact, e1f is Q1K1f and is thus a
K˚2-epimorphism, by the precoupling, and m
2
f is the coquotient Q˚2K˚2f ; so, by
Proposition 51, e1f ↓ m
2
f .
We have thus an arrow wf (which forms a Gpd-natural transformation) and
2-arrows εf and µf (which form modifications) such that
Im1f
m1f
!!C
CC
CC
CC
CC
C
wf

µf {{yA
e2f !!C
CC
CC
CC
CC
C
e1f
=={{{{{{{{{{
εf {{y B
Im2f
m2f
=={{{{{{{{{{
=
Im1f
m1f
!!C
CC
CC
CC
CC
C
A f //
e2f !!C
CC
CC
CC
CC
C
 
 ϕ
2
f
e1f
=={{{{{{{{{{
  KSϕ1
f
B
Im2f
m2f
=={{{{{{{{{{
. (89)
63 Theorem. The following conditions are equivalent. When they hold, we
say that C is K1-K˚2-perfect.
1. For every f : C2, wf is an equivalence.
2. Every arrow factors as a K1-regular epimorphism followed by K˚2-regular
monomorphism.
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3. Every K1-monomorphism is a K˚2-regular monomorphism and every K˚2-
epimorphism is a K1-regular epimorphism.
Proof. 1 ⇒ 2. For every f : C2, m2f is a K1-monomorphism, thanks to the
precoupling. Now, if wf is an equivalence, m
1
f ≃ m
2
f , so m
1
f is also a K1-
monomorphism. Thus C is K1-factorisable.
Hence, by Proposition 57, C is K1-idempotent and, by Proposition 54, e
1
f is
a K1-regular epimorphism. Dually, m
2
f is a K˚2-regular monomorphism.
2 ⇒ 3. Let f be a K1-monomorphism. By condition 2, there exist e ∈
K1-RegEpi and m ∈ K˚2-RegMono ⊆ K1-Mono and a 2-arrow f ⇒ me. By
the cancellation property of K1-monomorphisms (Corollary 48), e is also a K1-
monomorphism. Thus, by Proposition 50, e is an equivalence and f ≃ m ∈
K˚2-RegMono. The other property is proved dually.
3 ⇒ 1. Condition 3 implies that K˚2-regular monomorphisms are stable
under composition, because K1-monomorphisms are (Corollary 48). Dually, K1-
regular epimorphisms are stable under composition.
Then, C is K1-idempotent because every quotient is a K˚2-epimorphism and
thus a K1-regular epimorphism (εQ1 : Q1K1Q1 ⇒ Q1 is an equivalence). Dually,
C is K˚2-idempotent.
So, by Proposition 59,m1f is aK1-monomorphism and e
2
f is a K˚2-epimorphism.
By the cancellation law (Corollary 48), the arrow wf belongs both to K1-Mono ⊆
K˚2-RegMono and to K˚2-Epi. Thus wf is an equivalence, by Proposition 50.
If C is K1-K˚2-perfect, C is K1-factorisable and K˚2-factorisable and
(K˚2-Epi, K1-Mono) = (K1-RegEpi, K˚2-RegMono) (90)
is a factorisation system.
Chapter 2
Kernels and pips
This chapter introduces the basic notions which we use in the fol-
lowing chapters. After the definition of pointed groupoid enriched
categories, we introduce different kinds of arrows and objects, and
different kinds of limits: (co)kernel, (co)pip and (co)root.
2.1 Generalities
2.1.1 Gpd∗-categories
Pointed groupoids play in dimension 2 the roˆle that pointed sets played in di-
mension 1. Pointed groupoid enriched categories will be the natural context
where it makes sense to speak of kernel, cokernel and the corresponding notions
of “monomorphism” and “epimorphism”.
64 Definition.
1. A pointed groupoid consists of (A, I), where A is a groupoid and I : A.
2. A pointed functor (A, I) → (B, I) consists of a functor F : A → B and an
arrow ϕ0 : I → FI.
3. A pointed natural transformation (F, ϕ0) ⇒ (F
′, ϕ′0) : (A, I) → (B, I) is a
natural transformation α : F ⇒ F ′ such that αIϕ0 = ϕ
′
0.
65 Proposition. Pointed groupoids, pointed functors between them and poin-
ted natural transformations between them form a Gpd-category Gpd∗, the compo-
sition of morphisms being defined by
(G,ψ0) ◦ (F, ϕ0) = (GF,Gϕ0 ◦ ψ0) (91)
and the horizontal and vertical compositions of 2-morphisms being the usual com-
positions of natural transformations.
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We will often use the following coherence result.
66 Proposition. For any pointed functor (F, ϕ0) : (A, I)→ (B, I) there exists
a functor F ′ : A → B isomorphic to F and described in such a way that F ′I
coincides with I and ϕ0 is the identity (we say that F
′ is strictly described).
Proof. We define F ′ : A → B, on objects by F ′I := I and F ′A := FA, if A 6≡ I,
and on arrows by the following composites (for A,A′ 6≡ I):
F ′II := A(I, I)
FII−−→ B(FI, FI)
ϕ−10 ◦−◦ϕ0−−−−−−→ B(I, I); (92)
F ′AI := A(A, I)
FAI−−→ B(FA, FI)
ϕ−10 ◦−−−−−→ B(FA, I); (93)
F ′IA′ := A(I, A
′)
FIA′−−→ B(FI, FA′)
−◦ϕ0
−−−→ B(I, FA′); (94)
F ′AA′ := A(A,A
′)
FAA′−−−→ B(FA, FA′). (95)
We define a pointed natural transformation ω : F ′ ⇒ F by ωI := ϕ0 and ωA :=
1FA, if A 6≡ I.
If F,G : (A, I) → (B, I) are strictly described pointed functors, a pointed
natural transformation α : F ⇒ G is simply a natural transformation such that
αI = 1I .
The internal Hom of Gpd∗ is given by the groupoids [A,B] := Gpd∗(A,B) with
as distinguished object the constant functor 0 : A → B, which maps every object
of A to I and every arrow of A to 1I .
67 Definition. Let be A,B,Y : Gpd∗. A bipointed functor F : A× B → Y is
a functor F : A× B → Y with isomorphisms natural in each variable
ϕB0 : I → F (I, B),
ψ0A : I → F (A, I),
(96)
such that the natural transformations ϕ−0 : 0 ⇒ F (I,−) and ψ
0
− : 0 ⇒ F (−, I)
are pointed (these two conditions are equivalent and mean that
ϕI0 = ψ
0
I : I → F (I, I)). (97)
68 Definition. Let be A,B,Y : Gpd∗. The pointed groupoid Bipt(A× B,Y)
is defined in the following way.
1. Objects. These are the bipointed functors A× B → Y.
2. Arrows. These are the natural transformations α : F ⇒ F ′ : A × B → Y
such that, for all A : A, α(A,−) : (F (A,−), ψ
0
A)⇒ (F
′(A,−), ψ′0A) is pointed
and, for all B : B, α(−,B) : (F (−, B), ϕ
B
0 ) ⇒ (F
′(−, B), ϕ′B0 ) is pointed (we
say that such an α is a bipointed natural transformation).
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3. Point. This is the constant functor 0.
It is very easy to check the following property, which shows that the bipointed
functors A× B → Y are equivalent to the pointed functors A⊗ B → Y; in this
way we avoid the need to define A⊗ B.
69 Proposition. Bipt(A× B,Y) ≃ [A, [B,Y]]
We can now give a definition of Gpd∗-categories.
70 Proposition. Let C be a Gpd-category such that, for all A,B : C, the grou-
poid C(A,B) is pointed (we write the point 0AB; we usually omit the superscript
and subscripts), and equipped with natural transformations
ϕh0 : 0⇒ h0;
ψ0g : 0⇒ 0g.
(98)
We say that C is a pointed groupoid enriched category (for short Gpd∗-category)
if the following equivalent conditions 1 and 2 hold.
1. (a) For all A,B,C : C, the composition functor C(A,B) × C(B,C) →
C(A,C), equipped with ϕh0 and ψ
0
g , is bipointed.
(b) For all A,B,C,D, the associativity natural transformation α (diagram
18) is tripointed.
(c) For all A,B, the neutrality natural transformations ρ and λ (diagrams
19 and 20) are pointed.
2. (a) For all A and h : B → C in C, the functor h ◦− : C(A,B)→ C(A,C),
equipped with ϕh0 , is pointed.
(b) For all g : A→ B and C in C, the functor −◦ g : C(B,C)→ C(A,C),
equipped with ψ0g , is pointed.
(c) The transformation ψ0− is pointed (or, equivalently, the transformation
ϕ−0 is pointed).
(d) For all g : B → C and h : C → D, the following natural transforma-
tion, which expresses a part of the associativity, is pointed.
C(A,B)
g◦−
//
hg◦−
''
 
 αhg−
C(A,C)
h◦−
// C(A,D)
(99)
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(e) For all f : A → B and h : C → D, the following natural transforma-
tion, which expresses an other part of the associativity, is pointed.
C(B,C)
h◦−
//
−◦f

	 αh−f
C(B,D)
−◦f

C(A,C)
h◦−
// C(A,D)
(100)
(f) For all f : A → B and g : B → C, the following natural transforma-
tion, which expresses the last part of the associativity, is pointed.
C(C,D)
−◦g
//
77
−◦gf
 
 α−gf
C(B,D)
−◦f
// C(A,D)
(101)
(g) For all A,B : C, the neutrality natural transformations are pointed.
C(A,B)
1B◦−
%%
 
 λ
99
−◦1A
  KSρ
C(A,B) (102)
71 Proposition. For every Gpd∗-category C, we can construct an equivalent
Gpd∗-category C′ which is strictly described as a Gpd-category (f(gh) ≡ (fg)h,
f1A ≡ f and 1Bf ≡ f) and where the composition functors are strictly described
as bipointed functors:
f0 ≡ 0 and 0f ≡ 0; (103)
α0 ≡ 10 and 0α ≡ 10. (104)
Proof. We know that every Gpd-category C is equivalent to a strictly described
Gpd-category C′. The bipointed structure of the composition functors can be
transferred to C′. Then we apply Proposition 66 to replace the composition
functors by strictly described bipointed functors. This doesn’t break the strict-
ness of associativity and neutrality.
72 Definition. A zero object in a Gpd∗-category C is an object 0 such that
for every arrow f : X → 0, there exists a unique ϕ : f ⇒ 0 and for every arrow
g : 0→ Y , there exists a unique ψ : g ⇒ 0.
73 Proposition. An object 0 is a zero object if and only if 10 ≃ 0.
Usually we write 0A : A→ 0 instead of 0A0 and 0B : 0 → B instead of 0
0
B. In
the following of this work, unless explicitly stated otherwise, we always assume
that Gpd∗-categories are strictly described.
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2.1.2 Taxonomy of arrows, objects and loops
In Gpd-categories, there are two notions of monomorphism (faithful and fully
faithful) and two notions of epimorphism (cofaithful and fully cofaithful); the
definitions of the first two notions can be found in [70]; the last two are dual and
are studied in [29].
74 Definition. Let A
f
→ B be an arrow in a Gpd-category C. We say that
1. f is faithful if, for allX : C, the functor f◦− : C(X,A)→ C(X,B) is faithful
in Gpd, i.e. if, for all X : C and for all α, α′ : a⇒ a′ : X → A, if fα = fα′,
then α = α′;
2. f is fully faithful if, for all X : C, f ◦ − : C(X,A) → C(X,B) is full and
faithful in Gpd, i.e. if, for all X : C, for all a, a′ : X → A and for all β : fa⇒
fa′, there exists a unique α : a⇒ a′ such that β = fα;
3. f is cofaithful if, for all Y : C, −◦ f : C(B, Y )→ C(A, Y ) is faithful in Gpd;
4. f is fully cofaithful if, for all Y : C, − ◦ f : C(B, Y ) → C(A, Y ) is full and
faithful in Gpd.
Since all 2-arrows are invertible in a Gpd-category, we can simplify the defi-
nition of faithful arrow.
75 Proposition. Let A
f
→ B be an arrow in a Gpd-category C. Then f is
faithful if and only if, for all α : a⇒ a : X → A, if fα = 1fa, then α = 1a.
Remark: we say fully faithful and not full and faithful, because the condition
that, for all X : C, C(X, f) be full is not equivalent in Gpd to f being full.
Moreover, in Gpd, this condition implies faithfulness. We will define (Definition
197) a notion of full arrow in a Gpd-category which, in Gpd and 2-SGp, gives
back the ordinary full functors.
In Gpd and 2-SGp (see [31] for Gpd and Section 6.1.2 for 2-SGp), the faithful
arrows are the ordinary faithful functors, the fully faithful arrows are the or-
dinary fully faithful functors, the cofaithful arrows are the surjective functors,
and the fully cofaithful arrows are the full and surjective functors (these last two
properties are not true in the 2-category of categories, as the characterisation of
cofaithful and fully cofaithful arrows in Cat given by Ada´mek, El Bashir, Sobral
and Velebil [1] shows).
In a Set-category seen as a locally discrete Gpd-category, all arrows are faithful
(because all 2-arrows between two given arrows are equal) and the fully faithful
arrows are the monomorphisms. Dually, all arrows are cofaithful and the fully
cofaithful arrows are the epimorphisms.
Faithful arrows possess a cancellation property similar to that of monomor-
phisms. The proof is straightforward.
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76 Proposition. Let A
f
→ B
g
→ C be arrows in a Gpd-category. If gf is
faithful, then f is faithful.
In a Gpd∗-category, we can define new kinds of morphisms, specific to the
pointed case, which are to fully faithful or faithful arrows what 0-monomorphisms
are to monomorphisms. We will give their definitions first in Gpd∗, where we
assume that pointed functors are strictly described (FI ≡ I).
77 Proposition. Let F : A → B be a pointed functor in Gpd∗. The following
conditions are equivalent:
1. for all a : I → I in A, if Fa = 1I , then a = 1I ;
2. for all a, a′ : A→ I in A, if Fa = Fa′, then a = a′;
3. for all a, a′ : A→ A′ in A, where A′ ≃ I, if Fa = Fa′, then a = a′.
We call a functor which satisfies these conditions a 0-faithful functor.
Proof. Condition 2 is a special case of condition 3 and condition 1 is a special
case of condition 2. It remains to prove that condition 1 implies condition 3.
Let be a, a′ : A→ A′ in A such that Fa = Fa′, with ϕ : A′ → I. We let aˆ be
equal to the following composite:
I
ϕ−1
−→ A′
a′−1
−→ A
a
−→ A′
ϕ
−→ I. (105)
Then F aˆ = 1I , so aˆ = 1I , by condition 1, and a = a
′.
Faithful functors are 0-faithful, but the converse is not true in general. It
will be the case in 2-SGp (Proposition 262). Using the representable functors, we
can now define a notion of 0-faithful arrow in any Gpd∗-category. The previous
proposition gives three equivalent versions of the definition.
78 Definition. Let C be a Gpd∗-category and A
f
→ B be an arrow in C. We
say that f is 0-faithful if, for all X : C, f ◦− : C(X,A)→ C(X,B) is 0-faithful in
Gpd∗, i.e. if the following equivalent conditions hold:
1. for all X : C and for all α : 0⇒ 0: X → A, if fα = 10, then α = 10;
2. for all X : C and for all α, α′ : a⇒ 0: X → A, if fα = fα′, then α = α′;
3. for all X : C and for all α, α′ : a ⇒ a′ : X → A, where a′ ≃ 0, if fα = fα′,
then α = α′.
We will denote by 0-Faith the full sub-Gpd-category of C2 whose objects are the
0-faithful arrows.
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It is obvious that every faithful arrow is 0-faithful. We will see that, in every 2-
Puppe-exact Gpd-category, the 0-faithful arrows are precisely the faithful arrows
(Proposition 180).
In Gpd∗, the 0-faithful arrows are the 0-faithful functors. In a Set∗-category
seen as a locally discrete Gpd∗-category, all arrows are 0-faithful.
The 0-cofaithful arrows are defined dually.
We define now the fully 0-faithful arrows, first in Gpd∗ and then in any Gpd∗-
category. The first three conditions of the following proposition correspond to
the same conditions of Proposition 77.
79 Proposition. Let F : A → B be a pointed functor in Gpd∗. The following
conditions are equivalent:
1. (a) for all b : FA→ I in B, there exists a : A→ I in A such that b = Fa;
(b) for all a : I → I in A, if Fa = 1I , then a = 1I (i.e. F is 0-faithful);
2. for all b : FA → I in B, there exists a unique a : A → I in A such that
b = Fa;
3. for all b : FA→ FA′ in B, where FA′ ≃ I, there exists a unique a : A→ A′
in A such that b = Fa;
4. (a) for all A : A, if FA ≃ I, then A ≃ I;
(b) for all b : I → I in B, there exists a unique a : I → I in A such that
b = Fa.
When these conditions hold, we say that F is fully 0-faithful.
Proof. 3 ⇒ 2. Condition 2 is a special case of condition 3.
2 ⇒ 1. Condition 1(a) is part of condition 2, and condition 1(b) is a special
case of the unicity part of condition 2.
1 ⇒ 3. Let be A,A′ : A and b : FA→ FA′, with ψ : FA′ → I. By condition
1(a), there exist ϕ : A → I such that Fϕ = ψ ◦ b and ϕ′ : A′ → I such that
Fϕ′ = ψ. If we set a := ϕ′−1 ◦ ϕ, we have b = Fa. The arrow a is unique
because, if a′ : A → A′ is such that Fa′ = b, then F (ϕ′ ◦ a′ ◦ ϕ−1) = 1I and, by
condition 1(b), ϕ′ ◦ a′ ◦ ϕ−1 = 1I , hence a
′ = a.
2 ⇒ 4. Condition 4 follows immediately from condition 2.
4⇒ 2. Let be A : A and b : FA→ I. By condition 4(a), there exists an arrow
ϕ : A → I. Then, by condition 4(b), there exists a unique a′ : I → I such that
Fa′ = b◦Fϕ−1. If we set a := a′ ◦ϕ, we have thus Fa = b. Moreover, a is unique
because, if we have a′′ : A→ I such that Fa′′ = b, then F (a′′ ◦ ϕ−1) = b ◦ Fϕ−1,
so a′′ ◦ ϕ−1 = a′ and a′′ = a.
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The fully faithful functors are fully 0-faithful, but the converse doesn’t hold
in general. It will be the case in 2-SGp (Proposition 264).
80 Definition. Let C be a Gpd∗-category and A
f
→ B an arrow in C. We say
that f is fully 0-faithful if, for all X : C, the pointed functor f ◦ − : C(X,A) →
C(X,B) is fully 0-faithful, i.e. if if the following equivalent conditions hold:
1. (a) for all X : C, for all a : X → A and for all β : fa ⇒ 0, there exists
α : a⇒ 0 such that β = fα;
(b) for all X : C and for all α : 0⇒ 0: X → A, if fα = 10, then α = 10 (f
is 0-faithful);
2. for all X : C, for all a : X → A and for all β : fa⇒ 0, there exists a unique
α : a⇒ 0 such that β = fα;
3. for all X : C, for all a, a′ : X → A and for all β : fa⇒ fa′, where fa′ ≃ 0,
there exists a unique α : a⇒ a′ such that β = fα;
4. (a) for all X : C, for all a : X → A, if fa ≃ 0, then a ≃ 0;
(b) for all X : C, for all β : 0 ⇒ 0: X → B, there exists a unique α : 0 ⇒
0: X → A such that β = fα.
We denote by 0-FullFaith the full sub-Gpd∗-category of C2 whose objects are the
fully 0-faithful arrows.
Il is obvious that every fully faithful arrow is fully 0-faithful. We will see
that in any 2-Puppe-exact Gpd-category the fully 0-faithful arrows are exactly
the fully faithful arrows (Proposition 180).
In Gpd∗, the fully 0-faithful arrows are the fully 0-faithful functors. In a Set∗-
category seen as a locally discrete Gpd∗-category, the fully 0-faithful arrows are
the 0-monomorphisms.
The fully 0-cofaithful arrows are defined dually.
Now let us turn to the properties of objects. First recall the notion of discrete
(or “bidiscrete” [69]) object and the dual notion of connected object.
81 Definition. Let C be a Gpd-category and A : C.
1. We say that A is discrete if, for all X : C, C(X,A) is a set (a discrete
groupoid); we denote by Dis(C) the full sub-Gpd-category of C of the discrete
objects.
2. We say that A is connected if, for all Y : C, C(A, Y ) is a set; we denote by
Con(C) the full sub-Gpd-category of C of the connected objects.
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Dis(C) and Con(C) are Set-categories, since their Hom are sets. In Gpd, the
discrete objects are the discrete groupoids, i.e. the sets, and the only connected
object is the empty groupoid (the notion of connected object connected is relevant
only in the pointed case). In Gpd∗, the discrete objects are the pointed sets seen
as discrete pointed groupoids and the connected objects are the groups seen as
one-object groupoids. In 2-Gp, the Gpd-category of 2-groups, the discrete objects
are the groups seen as discrete 2-groups and the connected objects are the abelian
groups seen as one-object 2-groups.
If C has a zero object, we can characterise the properties of an object in terms
of the properties of the arrow from the object to 0 or from 0 to the object.
82 Proposition. Let A be an object in a Gpd∗-category C with a zero object.
The following conditions are equivalent:
1. A is discrete;
2. for all arrows a1, a2 : X → A, there is at most one 2-arrow between a1 and
a2;
3. 0A : A→ 0 is faithful.
83 Lemma. Let C be a Gpd∗-category with a zero object.
1. If A is discrete, then every arrow f : A→ B is faithful.
2. If f : A→ B is faithful and B is discrete, then A is discrete.
3. If 0: A→ B is faithful, then A is discrete.
Proof. 1. If A is discrete, 0A = 0B ◦ f is faithful and, by Proposition 76, f is
faithful.
2. If B is discrete, then 0B is faithful and so 0A = 0B ◦ f is faithful, because
faithful arrows are stable under composition.
3. If 0 = 0B ◦ 0
A : A → B is faithful, then 0A is faithful, by Proposition
76.
We close this subsection by monomorphism- or epimorphism-like properties
for loops in a Gpd∗-category C (i.e. for 2-arrows 0⇒ 0 in C). Marco Grandis [38]
call the monoloops “monics on morphisms”.
84 Definition. Let C be a Gpd∗-category and π be a loop in C:
A
0
((
0
66
 
 pi B. (106)
We say that:
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1. π is a monoloop if, for all a1, a2 : X → A such that πa1 = πa2, there exists
a unique 2-arrow a1 ⇒ a2;
2. π is an epiloop if, for all b1, b2 : B → Y such that b1π = b2π, there exists a
unique 2-arrow b1 ⇒ b2.
The monoloops in C form a Gpd-category MonoLoop(C), described in the
following way.
• Objects. The objects are the monoloops in C.
• Arrows. An arrow (A, π,B) → (A′, π′, B′) consists of a : A → A′ and
b : B → B′ such that bπ = π′a.
• 2-arrows. A 2-arrow (a, b) ⇒ (a′, b′) : (A, π,B) → (A′, π′, B′) consists of
α : a⇒ a′ and β : b⇒ b′.
Dually, we define a Gpd-category EpiLoop(C), whose objects are the epiloops
in C.
85 Proposition. In any Gpd∗-category C, if π : 0 ⇒ 0: A → B is a mono-
loop, then A is discrete.
Proof. If we have α : a1 ⇒ a2 : X → A, then πa1 = πa2, because πa1 =
10 ◦ πa1 = (0α) ◦ (πa1) = (πa2) ◦ (0α) = πa2 ◦ 10 = πa2. So there exists a unique
2-arrow a1 ⇒ a2.
2.2 Kernel-quotient systems on a Gpd∗-category
2.2.1 Coker ⊣ Ker
Let C be a Gpd∗-category C (strictly described, as we always assume). Let us
first introduce convenient terminology.
86 Definition. Let ϕ and β be 2-arrows in C, as in the following diagram.
We say that β is compatible with ϕ if the following equation hold.
A
f

@@
@@
@@
@@ 0

 ϕ−1
X
a1
>>~~~~~~~~
a2
  
@@
@@
@@
@@
 
 β B y
// Y
A
f
??~~~~~~~~
BB
0
////

ϕ
= 10 (107)
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In the special case where a2 is 0, this definition becomes simpler: in the
situation of the following diagram, β is compatible with ϕ if yβ = ϕa.
X
a //
::
0
 
 β
A
f
//
0
$$
  KSϕ
B y
// Y (108)
The kernel of an arrow f : C2 appears, with the following universal property,
in [73].
87 Definition. Let be A
f
→ B in C. We call K, k and κ, as in the following
diagram:
K
k //
::
0
 
 κ
A
f
// B
(109)
a kernel of f if the following properties hold:
1. for all X : C, a : X → A and β : fa ⇒ 0, there exist a′ : X → K and a
2-arrow α : a⇒ ka′ such that
β = X
a′
//
a
$$
 
 α
K
k //
::
0
 
 κ
A
f
// B ; (110)
2. for all a1, a2 : X → K and for all α : ka1 ⇒ ka2 compatible with κ, there
exists a unique α′ : a1 ⇒ a2 such that α = kα
′.
We write this property “(K, k, κ) = Ker f”.
In Gpd∗ the kernel of a pointed functor F : A → B (which we assume to be
strictly described) can be constructed in the following way (see [35] for a weaker
universal property and [41]).
• Objects. An object consists of (A, b), where A : A and b : FA→ I in B.
• Arrow. An arrow f : (A, b) → (A′, b′) is an arrow f : A → A′ in A such
that b′(Ff) = b.
• Point. This is (I, 1I).
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88 Proposition. If (K, k, κ) = Ker f , then k is faithful.
Proof. This is the unicity of condition 2 of the definition of kernel.
89 Lemma. Let A
f
→ D be an arrow in C whose codomain is discrete. If
(K, k, κ) = Ker f , then k is fully faithful.
Proof. Let be a1, a2 : X → K and α : ka1 ⇒ ka2. Since D is discrete, all 2-
arrows with codomain D are equal. In particular, α is necessarily compatible
with κ. Then, by the universal property of the kernel, there exists a unique
α′ : a1 ⇒ a2 such that α = kα
′.
In dimension 1, the kernel classifies the 0-monomorphisms; in dimension 2,
it classifies the fully 0-faithful arrows. We won’t give a proof of this proposition
here, because we will prove later a more general version (Proposition 122).
90 Proposition. Let C be a Gpd∗-category with a zero object. In the situation
of diagram 109 the following conditions are equivalent:
1. f is fully 0-faithful;
2. if (K, k, κ) = Ker f , then there exists κ′ : k ⇒ 0 such that fκ′ = κ;
3. (0, 0A, 10B) = Ker f .
91 Proposition. Let C be a Gpd∗-category with a zero object. In the following
diagram, (0, 0A, 10A) = Ker 1A and (A, 1A, 10A) = Coker 0A.
0
0A //
;;
0A
 
 10A
A
1A // A
(111)
Now we prove that, if C has the kernels and cokernels, they extend to Gpd-
functors Ker and Coker : C2 → C2 which form an adjunction.
92 Proposition. Let C be a Gpd∗-category which has the kernels and coker-
nels. Then the kernels and cokernels extend to Gpd-functors Ker,Coker : C2 → C2
such that
Coker ⊣ Ker . (112)
Proof. Preliminary construction. Let be X
x
→ Y
y
→ Z, χ : yx ⇒ 0 and
A
f
→ B. We define a functor
Φx,χ,yf : C
2(y, f)⇒ C2(x,Ker f) (113)
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in the following way. Let be (a, ϕ, b) : y → f in C2. By the universal property of
the kernel, there exist aˆ : X → Ker f and ϕˆ : ax⇒ kf aˆ such that κf aˆ◦fϕˆ◦ϕx =
bχ. We set Φx,χ,yf (a, ϕ, b) := (aˆ, ϕˆ, a) : x⇒ kf .
X
x //
aˆ

0
$$
  KSχ
~ ϕˆ
Y
y
//
a

{ ϕ
Z
b

Ker f
kf
//
99
0
 
 κf
A
f
// B
(114)
Next, let be (α, β) : (a, ϕ, b)⇒ (a′, ϕ′, b′) : y → f in C. Then ϕˆ′◦αx◦ ϕˆ−1 : kf aˆ⇒
kf aˆ
′ is compatible with κf and, by the universal property of the kernel, there
exists a unique αˆ : aˆ⇒ aˆ′ such that kf αˆ◦ϕˆ = ϕˆ
′◦αx. Then we set Φx,χ,yf (α, β) :=
(αˆ, α). This defines a functor by unicity of αˆ.
Dually we construct a functor
Ψx,χ,yf : C
2(f, x)⇒ C2(Coker f, y). (115)
Construction of Ker. The Gpd-functor Ker : C2 → C2 is already defined on
objects by the existence of kernels. If (a, ϕ, b) : f → f ′, we set Ker(a, ϕ, b) :=
Φ
kf ,κf ,f
f ′ (a, ϕ, b) : kf ⇒ kf ′ . Moreover, if (α, β) : (a, ϕ, b) ⇒ (a
′, ϕ′, b′), we set
Ker(α, β) := Φ
kf ,κf ,f
f ′ (α, β). We construct the Gpd-functor structure by using
condition 2 of the definition of kernel and we check that we get a Gpd-functor by
using the unicity of this condition 2.
Construction of Coker. The construction of Coker is dual.
Adjunction. Let A
f
→ B and C
g
→ D be two arrows in C. We have functors
Φf,g := Φ
f,ζf ,qf
g : C
2(Coker f, g)→ C2(f,Ker g) (116)
and
Ψf,g := Ψ
kg,κg,g
f : C
2(f,Ker g)→ C2(Coker f, g). (117)
By using condition 2 of the definitions of kernel and cokernel, we prove that Φf,g
and Ψf,g are inverse to each other and that Φ is natural in f and g.
Let be A
f
→ B. We construct the kernel of f , and then the cokernel of this
kernel. By the universal property of the cokernel, there exist e¯1f := Coker kf ,
m¯1f : Im
1
full f := Coker(Ker f)→ B and ϕ¯
1
f : f ⇒ m¯
1
f e¯
1
f such that m¯
1
fζkf ◦ ϕ¯
1
fkf =
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κf .
Ker f
kf
//
0
++
0
''
  KSκf
A
f
//
e¯1f

99
99
99
99
99
9
 
 ϕ¯
1
f
ζkf yyx 
B
Im1fullf
m¯1f
BB
(118)
The counit of the adjunction Coker ⊣ Ker is then
εf := (1A, (ϕ¯
1
f)
−1, m¯1f ) : Coker(Ker f)→ f. (119)
The unit of the adjunction is defined dually.
By taking as congruences the faithful arrows (we denote by Faith(C) the full
sub-Gpd-category of C2 whose objects are the faithful arrows), we get a kernel-
quotient system.
93 Proposition. Let C be a Gpd∗-category in which all kernels and coker-
nels exist. The faithful arrows in C, together with the Gpd-functor codomain
∂1 : Faith(C) → C, and the adjunction Coker ⊣ Ker form a kernel-quotient sys-
tem.
Faith(C)
Coker //
∂1

>>
>>
>>
>>
>>
>>
> ⊥ C
2
Ker
oo
∂0






C
1−
CC
Ker 1−
__>>>>>>>>>>>>>
(120)
Proof. The Gpd-functors Ker and Coker were constructed in such a way that
∂0 Coker ≡ ∂1 and ∂1Ker ≡ ∂0. So we can take α and β equal to the identity
in the definition of kernel-quotient system (Definition 45). Morevoer, ε1A is an
equivalence, by Proposition 91.
We can thus apply the theory of Section 1.2. By Proposition 90, the Ker-
monomorphisms are the fully 0-faithful arrows and, dually, the Coker-epimor-
phisms are the fully 0-cofaithful arrows. Moreover, we call the Ker-regular
epimorphisms normal cofaithful arrows and, dually, we call the Coker-regular
monomorphisms normal faithful arrows. We denote by NormCofaith the full sub-
Gpd-category of C2 whose objects are the normal cofaithful arrows and NormFaith
the full sub-Gpd-category whose objects are the normal faithful arrows.
We can also define Ker-idempotent Gpd∗-categories, which Marco Grandis
([40]) call h-semistable.
94 Definition. We say that a Gpd∗-category C is Ker-idempotent if the ad-
junction Coker ⊣ Ker is idempotent, i.e. if the following equivalent conditions
hold:
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1. if k is a kernel and (q, ζ) = Coker k, then (k, ζ) = Ker q (every kernel is a
normal faithful arrow);
2. if q is a cokernel and (k, κ) = Ker q, then (q, κ) = Coker k (every cokernel
is a normal cofaithful arrow).
We can express in this context Proposition 59.
95 Proposition. The following conditions are equivalent (when they hold, we
say that C is Ker-factorisable):
1. for every f : C2, m¯1f is fully 0-faithful;
2. C is Ker-idempotent and normal cofaithful arrows are stable under compo-
sition.
In a Ker-factorisable Gpd∗-category, (NormCofaith, 0-FullFaith) is a factorisa-
tion system. We can also apply Definition 60.
96 Definition. We say that C is Ker-preexact if for every faithful arrow m,
ηm : m→ Ker(Cokerm) is an equivalence (every faithful arrow is normal).
En dimension 1, the adjunction Coker ⊣ Ker gave back in Set∗ the factorisa-
tion system (Bij∗, 0-Mono). This doesn’t work any more in dimension 2: there is
a factorisation system (E ,M) on Gpd∗ with M = 0-Faith, but it is not true that
every arrow of E is canonically the cokernel of its kernel; so E 6= NormCofaith.
Actually the adjunction Coker ⊣ Ker is not idempotent in Gpd∗, as the following
example shows.
97 Proposition. In Gpd∗, it doesn’t hold that every kernel is canonically the
kernel of its cokernel.
Proof. Here is a counter-example: we start with the unique pointed functor
0 → (Z2)con (where (Z2)con is the one-object pointed groupoid whose group of
arrows is Z2). The objects of its kernel are (I, 0) (which is the distinguished
object) and (I, 1) (where I is the unique object of (Z2)con) and the only arrows
are the identities on these objects; so the kernel is equivalent to the set 2. The
unique object of the cokernel of the kernel of this functor is the unique object
of 0, and its arrows are generated by γ(I,0), which must be equal to 1I and by
γ(I,1) (and its inverse), which has no condition to satisfy. So this cokernel is Zcon.
Finally, the kernel of 0→ Zcon is Zdis (where Zdis is the discrete pointed groupoid
whose objects are the integers, with distinguished element 0), and not 2.
2 // 0
F //
!!D
DD
DD
DD
DD
DD
DD
D (Z2)con
Zdis
??~~~~~~~~~~~~~
Zcon
OO
(121)
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To give a notion of kernel which works well in Gpd∗ and in any Gpd∗-category,
we should extend the kernel by adjoining objects and arrows containing the
missing informations to recover the image from the cokernel of the kernel. The
problem is similar to the case of Gpd where the ordinary kernel-pair doesn’t
suffice to recover the image by taking the coequalizer; we need to add an object
to this kernel-pair (see [31]).
But we would lose the coincidence of the kernel and the coquotient. Moreover,
our final goal is to work in 2-SGp-categories (see Chapter 5) and, there, the kernel
works as we want: the full image of every morphism of symmetric 2-groups is
canonically the cokernel of its kernel.
In the same way, the notion of congruence we use is not justified by the
kernels in the basis: it is not true that any faithful functor is the kernel of its
cokernel in Gpd∗, since the adjunction is not idempotent; but it will be the case
in 2-SGp.
2.2.2 Coroot ⊣ Pip
(Co)pips and (co)roots have been introduced in [29].
98 Definition. Let be A
f
→ B in C. We call an object P : C equipped with a
loop π : 0 ⇒ 0: P → A such that fπ = 10 a pip of f if the following conditions
hold:
1. for all X : C and for all α : 0⇒ 0: X → A such that fα = 10, there exists
x : X → P such that πx = α;
2. π is a monoloop.
We write this property “(P, π) = Pip f”.
P
0
%%
0
99
 
 pi A
f
// B (122)
We can remove condition 2 and add instead to condition 1: “. . . and, for any
other x′ : X → P such that πx′ = α, there exists a unique χ : x′ ⇒ x”. As π is a
monoloop, the object P is discrete, by Proposition 85.
We have seen that the kernel classifies the fully 0-faithful arrows. The pip
classifies the 0-faithful arrows.
99 Proposition. In the situation of diagram 122, the following conditions
are equivalent:
1. f is 0-faithful;
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2. if (P, π) = Pip f , then π = 10;
3. (0, 10) = Pip f .
Proof. 1⇒ 3. Let be α : 0⇒ 0: X → A such that fα = 10. As f is 0-faithful,
α = 10, we have thus 0 : X → 0 such that 100 = α. Moreover, 10 : 0⇒ 0: 0→ A
is obviously a monoloop, since 0 is a zero object.
3 ⇒ 2. By the universal property of the pip, there exists x : P → 0 such
that π = 10x = 10.
2 ⇒ 1. Let be α : 0 ⇒ 0: X → A such that fα = 10. By the universal
property of the pip, there exists x : X → P such that α = πx = 10.
100 Definition. Let π : 0 ⇒ 0: A → B be a loop in C. We call an object
R : C equipped with an arrow R
r
→ A such that πr = 10 a root of π if the
following conditions hold:
1. for all a : X → A such that πa = 10, there exists a
′ : X → R and α : a ⇒
ra′;
2. r is fully faithful.
We write this property “(R, r) = Rootπ”.
We define coroots dually.
101 Proposition. In the situation of the following diagram, (0, 10) = Pip 1A
and (A, 1A) = Coroot 10.
0
0
$$
0
::
 
 10 A
1A // A (123)
102 Proposition. Let C be a Gpd∗-category which has all pips and coroots of
monoloops. Then the pips form a Gpd-functor Pip : C2 → MonoLoop(C) and the
coroots form a Gpd-functor Coroot : MonoLoop(C)→ C2. Moreover,
Coroot ⊣ Pip . (124)
Proof. Preliminary constructions. We construct first, for all 2-arrow χ : 0⇒
0: X → Y and arrow Y
y
→ Z such that yχ = 10 and for all A
f
→ B, a functor
Φχ,yf : C
2(y, f)→ MonoLoop(C)(χ, πf). (125)
Let be (a, ϕ, b) : y → f in C2. Since f(aχ) = 10, by the universal property of the
pip, there exists aˆ : X → Pip f such that πf aˆ = aχ. We set Φ
χ,y
f (a, ϕ, b) := (aˆ, a).
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Then, let be (α, β) : (a, ϕ, b) ⇒ (a′, ϕ′, b′) : y → f . Thanks to the existence
of α, we have πf aˆ = aχ = a
′χ = πf aˆ
′. So, as πf is a monoloop, there exists
a unique αˆ : aˆ ⇒ aˆ′. We set Φχ,yf (α, β) := (αˆ, α). Moreover, Φ
χ,y
f is a functor
thanks to the unicity of αˆ.
We construct next, for all χ : 0⇒ 0: X → Y , Y
y
→ Z such that yχ = 10 and,
for all π : 0⇒ 0: A→ B (with coroot rpi : B → Corootπ), a functor
Ψχ,ypi : MonoLoop(C)(π, χ)→ C
2(Corootπ, y). (126)
Let (a, b) : π → χ be an arrow in MonoLoop(C). Since ybπ = 10, by the universal
property of the coroot, there exist bˇ : Corootπ → Z and ϕ : bˇrpi ⇒ yb. We set
Ψχ,ypi (a, b) := (b, ϕ, bˇ).
Then, let be (α, β) : (a, b)⇒ (a′, b′) : π → χ. Since rpi is fully cofaithful, there
exists a unique βˇ : bˇ⇒ bˇ′ such that ϕ′◦ βˇrpi = yβ ◦ϕ. We set Ψ
χ,y
pi (α, β) := (β, βˇ).
This is a functor thanks to the unicity of βˇ.
Construction of Pip. It is already defined on objects by the existence of
pips. We define it on objects in the following way:
Pipf,f ′ := Φ
pif ,f
f ′ : C
2(f, f ′)→ MonoLoop(C)(Pip f,Pip f ′) (127)
We get the Gpd-fonctoriality by using the fact that pips are monoloops.
Construction of Coroot. It is already defined on objects by the existence of
coroots. We define it on arrows in the following way:
Corootpi,pi′ := Ψ
pi′,rpi′
pi : MonoLoop(C)(π, π
′)→ C2(Corootπ,Corootπ′). (128)
We get the Gpd-fonctoriality by using the fact that coroots are fully cofaithful.
Adjunction. Let π : 0 ⇒ 0: A → B be a monoloop and C
f
→ D. We define
two functors
Φpi,f := Φ
pi,rpi
f : C
2(Corootπ, f)→ MonoLoop(C)(π,Pip f) (129)
and
Ψpi,f := Ψ
pif ,f
pi : MonoLoop(C)(π,Pip f)→ C
2(Corootπ, f). (130)
By using the fact that pips are monoloops and coroots are fully cofaithful, we
prove that these two functors are inverse to each other and we prove the Gpd-
naturality of Φ in π and in f .
Let be A
f
→ B. We construct the pip of f , then the coroot e1f : A → Im
1 f
of this pip. By the universal property of the coroot, there exist m1f : Im
1 f → B
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and ϕ1f : f ⇒ m
1
fe
1
f .
Pip f
0
&&
0
88
 
 pif A
f
//
e1f

88
88
88
88
88
8
 
 ϕ
1
f
B
Im1 f
m1f
CC
(131)
The counit of the adjunction Coroot ⊣ Pip is then
εf := (1A, (ϕ
1
f)
−1, m1f ) : Coroot(Pip f)→ f. (132)
The unit of the adjunction is defined dually.
By taking as congruences the monoloops, we get a kernel-quotient system.
103 Proposition. Let C be a Gpd∗-category which has all pips and coroots
of monoloops. The monoloops in C, together with the Gpd-functor codomain
∂ : MonoLoop(C) → C, which maps π : 0 ⇒ 0: A → B to B, and the adjunction
Coroot ⊣ Pip form a kernel-quotient system.
MonoLoop(C)
Coroot //
∂
""E
EE
EE
EE
EE
EE
EE
EE
⊥ C2
Pip
oo
∂0






C
1−
CC
Pip 1−
bbEEEEEEEEEEEEEEE
(133)
Proof. The Gpd-functors Pip and Coroot have been constructed in such a way
that ∂0 Coroot ≡ ∂ and ∂ Pip ≡ ∂0. So we can take the identity for α and β
in the definition of kernel-quotient system (Definition 45). Moreover, ε1A is an
equivalence, by Proposition 101.
So we can apply here the theory of Section 1.2. By Proposition 99, the Pip-
monomorphisms are the 0-faithful arrows and, dually, the Copip-epimorphisms
are the 0-cofaithful arrows. Moreover, we call normal fully cofaithful arrows
the Pip-regular epimorphisms and, dually, we call normal fully faithful arrows
the Copip-regular monomorphisms. We denote by NormFullCofaith the full sub-
Gpd-category of C2 of normal fully cofaithful arrows and NormFullFaith the full
sub-Gpd-category of normal fully faithful arrows.
There is a simplification with respect to the kernel-quotient system Coker ⊣
Ker: every Gpd∗-category which has all pips and coroots is Pip-idempotent. So,
in the Proposition 59 applied to Coroot ⊣ Pip, we can omit this condition.
104 Proposition. The following conditions are equivalent (when they hold,
we say that C is Pip-factorisable):
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1. for every f : C2, m1f is 0-faithful;
2. normal fully cofaithful arrows are stable under composition.
In a Pip-factorisable Gpd∗-category, (NormFullCofaith, 0-Faith) is a factorisa-
tion system. We can also apply Definition 60.
105 Definition. We say that a Gpd∗-category C in which all pips and co-
roots of monoloops exist is Pip-preexact if for every monoloop π, ηpi : π →
Pip(Corootπ) is an equivalence (every monoloop is canonically the pip of its
coroot).
2.2.3 Σ ⊣ Ω
From the adjunction between kernel and cokernel follows an adjunction between
two functors C → C which play the roˆle of the suspension and loop space functors
in algebraic topology. Gabriel and Zisman [35] define them in general in Gpd∗-
categories for a notion of kernel with a weaker and stricter universal property
(without unicity at the level of 2-arrows). In the case of the Gpd∗-category
of pointed topological spaces with continuous maps and homotopies up to 2-
homotopies, they recover the usual suspension and loop space functors. In our
case, because of the unicity in the universal property of the kernel, we always
have ΩΩA ≃ 0 and ΣΣA ≃ 0.
Marco Grandis have studied this adjunction in a more general context in [40].
In the beginning, we follow his presentation, but in Gpd∗-categories and with the
notion of kernel defined above and not with the standard homotopy kernel.
Let C be a Gpd∗-category which has all kernels and cokernels and a zero
object. The adjunction Coker ⊣ Ker induces adjunctions between the fibres at
the point C : C of the domain and codomain Gpd-functors:
C\C
Ker
//⊥ C/C.
Cokeroo
(134)
In particular, for C := 0, we get, since C/0 ≃ 0\C ≃ C an adjunction Σ ⊣ Ω
between C and C, where ΣC := Coker 0C and ΩC := Ker 0C . The object ΩC is
discrete, since the arrow to 0 is faithful (it is a kernel); dually, ΣC is connected.
0\C
Ker
//⊥
≀
C/0
Cokeroo
≀
C
Ω
//⊥ C
Σoo
(135)
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The unit of the adjunction Σ ⊣ Ω is denoted by ηC and its counit by εC . They
satisfy the equations ωΣCηC = σC and εCσΩC = ωC. We set π0 := ΩΣ and
π1 := ΣΩ.
C
0C //
ηC

99
99
99
99
99
9
0
&&
  KSσC
0
0ΣC //
DD
%ωΣC
ΣC
ΩΣC
0
CC 0
== ΩC
0ΩC //
0
++
0
&&
  KSωC
0
0C //
0

88
88
88
88
88
8
σΩC zzy
C
ΣΩC
εC
BB
(136)
The Gpd-functors Ω and Σ allow us to reduce loops to arrows and, in partic-
ular, to reduce the properties expressed in terms of pip and coroot to properties
expressed in terms of kernel and cokernel.
From the following proposition follows the fact that ωC is a monoloop and
that σC is an epiloop.
106 Lemma. (ΩC, ωC) = Pip 0
C and (ΣC, σC) = Copip 0C.
Proof. We will prove the first property; the proof of the second is dual. Let
be γ : 0 ⇒ 0: X → C (which necessarily satisfies 0Cγ = 10). By the universal
property of the kernel, there exists x : X → ΩC such that ωCx = γ. Moreover,
ωC is a monoloop since, if we have x, x
′ : X → ΩC such that ωCx = ωCx
′, by
the second part of the universal property of the kernel, there exists a unique
χ : x→ x′ such that 0χ = 10.
If ΩB and ΣA exist, the universal properties of the kernel and the cokernel
give the following equivalences:
C(ΣA,B) ≃ C(A,B)(0, 0) ≃ C(A,ΩB). (137)
Let us make these equivalences explicit: if π : 0 ⇒ 0: A → B, we have, on the
one hand, π¯ : ΣA → B such that π = π¯σA and, on the other hand, π˜ : A→ ΩB
such that π = ωBπ˜. The following diagram illustrates the situation. Conversely,
if f : ΣA → B, we have fˆ := fσA : 0 ⇒ 0: A → B and if g : A → ΩB, we have
gˇ := ωBg : 0⇒ 0: A→ B.
ΩB
0

0

____ks
ωB
A
0
((
0
66
 
 pi
0

0

____ks
σA
p˜i
==zzzzzzzzzzzzz
B
ΣA
p¯i
==zzzzzzzzzzzzz
(138)
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107 Lemma. In the situation of the following diagram, we have
fα = 10 ⇔ fα¯ ≃ 0. (139)
(The isomorphism fα¯ ≃ 0 is necessarily unique, because ΣX is connected.)
X
0
((
0
66
 
 α
0

0

____ks
σX
A
f
// B
ΣX
α¯
==|||||||||||||
(140)
Proof. If fα¯ ≃ 0, then fα = fα¯σX = 0σX = 10. Conversely, if fα = 10, then
fα¯σX = fα = 10 = 0σX and, since σX is an epiloop, fα¯ ≃ 0.
108 Proposition. Let us consider the situation of the following diagram in
a Gpd∗-category. If (K, k, κ) = Ker f , then (ΩK, kωK) = Pip f . So, if C has all
kernels, C has all pips.
ΩK
0
((
0
66
 
 ωK K
0
$$
  KSκ
k
// A // B
(141)
Proof. Let us consider the following diagram. Let α : 0 ⇒ 0: X → A be
such that fα = 10. By Lemma 107, fα¯ ≃ 0. So, by the universal property
of the kernel, there exists a factorisation a : ΣX → K such that ka ≃ α¯. To
a corresponds under the adjunction Σ ⊣ Ω an arrow a˜ : X → ΩK such that
aσX = ωK a˜. Therefore kωK a˜ = kaσX = α¯σX = α.
X
0
**
0
44
 
 σX
a˜

ΣX
α¯
!!B
BB
BB
BB
BB
BB
BB
a

ΩK
0
))
0
55
 
 ωK K k
// A
f
// B
(142)
It remains to prove that kωK is a monoloop. Let x, x
′ : X → ΩK be such that
kωKx = kωKx
′. Since k is faithful (because it is a kernel), we have ωKx = ωKx
′.
And since ωK is a monoloop, there exists a unique 2-arrow x⇒ x
′.
In a Gpd∗-category which has all kernels and cokernels, we will define the pip
and the copip in the following way:
Pip f := ΩKer f, (143)
Copip f := ΣCoker f, (144)
equipped with, respectively, πf := kfωKer f and ρf := σCoker fqf .
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109 Proposition. In the situation of diagram 140, f is the coroot of α if and
only if f is the cokernel of α¯. Therefore, if C has all cokernels, C has all coroots.
Proof. Lemma 107 says that a coroot-candidate of α is the same as a cokernel-
candidate of α¯.
If C has all kernels and cokernels, we will define the coroot of a 2-arrow π by
Corootπ := Coker π¯ and its root by Rootπ := Ker π˜. To sum up, if C has all
kernels and cokernels, C also has all pips, copips, roots and coroots.
110 Remark. By joining the las two propositions, we get a new construction
of the Pip-regular factorisation of an arrow f , which is normally constructed by
taking the coroot of the pip of f . By Proposition 108, kfωKf is a pip of f and
the coroot of this pip can be constructed, by Proposition 109, as the cokernel of
kfεKf : π1Kf → A.
ΩKf
0
**
0
44
 
 ωKf
0

0

____ks
σΩKf
Kf
kf
// A
f
// B
ΣΩKf
εKf
<<xxxxxxxxxxxx
(145)
So, in particular, an arrow is normal fully cofaithful (in other words a Pip-regular
epimorphism) if and only if is is canonically the cokernel of the π1 of its kernel.
We can also give characterisations of the 0-faithful and fully 0-faithful ar-
rows without using loops 0 ⇒ 0. The following proposition is an immediate
consequence of Lemma 107.
111 Proposition. Let A
f
→ B be an arrow in C which has all Σs. The
following conditions are equivalent:
1. f is 0-faithful;
2. for all X : C and for all a : ΣX → A, if fa ≃ 0, then a ≃ 0.
We deduce from this proposition that, if Σ exists, in condition 1 of the defi-
nition of fully 0-faithful arrows (80), we can remove point (b), i.e. 0-faithfulness,
because it follows from point (a).
112 Proposition. If C has all Σs, then an arrow A
f
→ B in C is fully 0-
faithful if and only if, for all X : C, for all a : X → A and for all β : fa ⇒ 0,
there exists α : a⇒ 0 such that β = fα.
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Proof. Point (b) of characterisation 1 of the definition 80, which is 0-faithful-
ness, follows from point (a), if we apply the previous proposition: if fa ≃ 0
(where the domain of a is ΣX), then there exists α : a⇒ 0.
113 Proposition. Let be A
f
→ B and π : 0 ⇒ 0: ΩA → B in C such that
π = fωA. If π is a monoloop, then f is 0-faithful.
Proof. Let be α : 0 ⇒ 0: X → A such that fα = 10. By the equivalences
137, to α corresponds an arrow α¯ : X → ΩA (such that α = ωAα¯). Then
πα¯ = fωAα¯ = fα = 10 and, since π is a monoloop, α¯ ≃ 0. Therefore α = ωAα¯ =
ωA0 = 10.
Chapter 3
Abelian Gpd-categories and homology
In this chapter, after basic definitions and lemmas, we introduce
Puppe-exact Gpd∗-categories, which form a context in which we can
study exact and relative exact sequences as well as their homology.
Next, in the context of abelian Gpd-categories, we prove several clas-
sical diagram lemmas and the existence of the long exact sequence of
homology corresponding to an extension of chain complexes (Theorem
177).
3.1 Relative kernel and relative pullback
For this section we fix a Gpd∗-category C, which has all kernels, cokernels and a
zero object.
3.1.1 Relative fully faithful arrows
The notion of fully faithfulness relative to a 2-arrow was introduced in [26].
114 Definition. Let us consider the following diagram in C. We say that f is
ϕ-fully faithful if, for every X : C, for all a1, a2 : X → A and for all β : fa1 ⇒ fa2
compatible with ϕ, there exists a unique α : a1 ⇒ a2 such that fα = β.
A
f
//
::
0
 
 ϕ
B
y
// Y
(146)
The second part of the universal property of the kernel of an arrow f (Defi-
nition 87) says precisely that kf is κf -fully faithful.
For a given arrow A
f
→ B, we can apply this definition to two canonical 2-
arrows ϕ: on the one hand, 10A : 0
Bf ⇒ 0A and, on the other hand, the canonical
2-arrow of the cokernel of f .
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115 Proposition. Let A
f
→ B be an arrow in C. Then f is 10A-fully faithful
if and only if f is fully faithful.
Proof. Every 2-arrow β is trivially compatible with 10A .
116 Definition. An arrow A
f
→ B in C is called a monomorphism if it is
ζf -fully faithful (where ζf : qff ⇒ 0 is the canonical arrow of the cokernel of f).
As the following proposition shows, these two canonical cases are the extreme
cases.
117 Proposition. Let f be an arrow and ϕ be a 2-arrow as in diagram 146.
We have the following implications:
f is fully faithful ⇒ f is ϕ-fully faithful ⇒ f is a monomorphism ⇒
f is faithful.
Proof. The first and last implications are obvious. It remains to prove that,
if f is ϕ-fully faithful, then f is ζf -fully faithful. By the universal property of
the cokernel, there exists an arrow y′ : Qf → Y and a 2-arrow ι : y ⇒ y′qf such
that y′ζf ◦ ιf = ϕ. Therefore, if β : fa1 ⇒ fa2 is compatible with ζf , it is also
compatible with ϕ and, as f is ϕ-fully faithful, there exists a unique α such that
β = fα.
A
f
//
0
++
0
%%
  KSϕ
B
y
//
qf

66
66
66
66
66  
 ι
ζf ||z
Y
Qf
y′
DD										
(147)
In a Set∗-category seen as a locally discrete Gpd∗-category, all 2-arrows are
equal and so several of these notions merge: f is fully faithful if and only if f
is a monomorphism (in the sense of the above definition), if and only if f is a
monomorphism (in the usual sense). Moreover, all arrows are faithful. It is thus
in general not true that all faithful arrows are monomorphisms.
On the other hand, Lemma 5.1 of [52] says precisely that the monomorphisms
in 2-SGp are the faithful arrows. More generally, if in C all faithful arrows are
canonically the kernel of their cokernel (i.e. if C is Ker-exact, in particular if C
is 2-Puppe-exact), the monomorphisms are the faithful arrows. The interest of
this notion of monomorphisms is thus that it is relevant both in dimension 1 and
in dimension 2.
We can also define a relative version of the notion of fully 0-faithful arrow.
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118 Definition. Let f , y and ϕ be as in diagram 146. We say that f is ϕ-
fully 0-faithful if for every 2-arrow β : fa⇒ 0: X → B compatible with ϕ, there
exists a unique α : a⇒ 0 such that fα = β. We say that f is a 0-monomorphism
if f is ζf -fully 0-faithful.
If f is ϕ-fully faithful, f is also ϕ-fully 0-faithful, and f is 10-fully 0-faithful
if and only if f is fully 0-faithful. Moreover, the implications corresponding to
those of Proposition 117 hold.
3.1.2 Relative kernel
The notion of relative kernel have been introduced in [26] for symmetric 2-groups.
The difference with the usual kernel is that we ask that κf be compatible with a
given 2-arrow ϕ.
119 Definition. Let f , y and ϕ be as in the following diagram.
K
k //
::
0
 
 κ
A
f
//
0
$$
  KSϕ
B y
// Y (148)
We call an object K, equipped with an arrow k and a 2-arrow κ compatible with
ϕ a relative kernel of f , y, ϕ if the following conditions hold:
1. for all X : C, a : X → A, β : fa⇒ 0 such that β is compatible with ϕ, there
exist an arrow a′ : X → K and a 2-arrow α : a⇒ ka′ such that β = κa′◦fα:
X
a //
0
:: 
 β
A
f
// B = X
a //
a′

55
55
55
55
55  
 α
A
f
//
CC
%κ
B
K
k
DD









 0
??
; (149)
2. k is κ-fully faithful.
We write (K, k, κ) = Ker(f, ϕ) the fact that (K, k, κ) is a kernel of f relative to
ϕ (we often omit the object K).
We can construct the kernel of f relative to ϕ from the kernel of f , by a root.
So C has all relative kernels, since it has all kernels (and so all roots, by the dual
of Proposition 109).
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120 Proposition. Let be A
f
→ B and ϕ : yf ⇒ 0 in C. Let us denote by π
the composite yκf ◦ ϕ
−1kf and r : Rootπ → Kf the root of π. Then
(Rootπ, kfr, κfr) = Ker(f, ϕ). (150)
We denote by (Ker(f, ϕ), kf,ϕ, κf,ϕ) this particular construction of the relative
kernel.
Rootπ
r //Kf
kf
//
::
0
 
 κf
A
f
//
0
$$
  KSϕ
B y
// Y (151)
Proof. To give X
a
→ A and β : fa ⇒ 0 compatible with ϕ amounts to give
X
a′
→ Kf such that πa′ = 10.
We recover as a special case of the relative kernel the usual kernel, the root
and the pip; these are the cases where, respectively, Y , B and A are 0 in diagram
146.
121 Proposition. Let be A
f
→ B in C.
1. In the situation of the following diagram, (K, k, κ) = Ker f if and only if
(K, k, κ) = Ker(f, 10A).
K
k //
::
0
 
 κ
A
f
//
0
##
B
0
// 0 (152)
2. In the situation of the following diagram, (P, π) = Pip f if and only if
(P, 0P , π) = Ker(0A, 10B).
P // ::
0
 
 pi
0 //
0
$$
A
f
// B (153)
Let be π : 0⇒ 0: A→ B.
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3. In the situation of the following diagram, (R, r) = Rootπ if and only if
(R, r, 10R) = Ker(0
A, π).
R
r //
;;
0
A //
0
$$
  KSpi
0
0
// B (154)
The kernel classifies the fully 0-faithful arrows; the relative kernel classifies
the relative fully 0-faithful arrows.
122 Proposition. In the situation of diagram 148 the following conditions
are equivalent:
1. f is ϕ-fully 0-faithful;
2. if (K, k, κ) = Ker(f, ϕ), then there exists κ′ : k ⇒ 0 such that fκ′ = κ;
3. (0, 0A, 10B) = Ker(f, ϕ).
Proof. 1 ⇒ 3. For the first part of the universal property of the kernel, let be
X : C, a : X → A and β : fa ⇒ 0 compatible with ϕ. As f is ϕ-fully 0-faithful,
there exists a unique α : a⇒ 0 such that β = fα. We have thus 0X : X → 0 and
α : a⇒ 0 ≡ 0A0
X such that 10B0
X ◦ fα = β.
It remains to prove that 0A is 10B -fully faithful. Let be x1, x2 : X → 0 and
α : 0Ax1 ⇒ 0Ax2 : X → A compatible with 10B , i.e. such that fα = 10. As f
is 0-faithful, α = 10. So, if χ is the unique 2-arrow x1 ⇒ x2 (0 is terminal),
α = 0Aχ.
3 ⇒ 2. By the universal property of the kernel, there exist k′ : K → 0 and
κ′ : k ⇒ 0Ak
′ such that κ = fκ′.
2 ⇒ 1. We use Proposition 112. Let be a : X → A and β : fa ⇒ 0
compatible with ϕ. By the universal property of the kernel, there exist a′ : X →
K and α : a⇒ ka′ such that κa′ ◦ fα = β. So β = f(κ′a′ ◦ α).
This proposition contains as special cases the already known facts that the
ordinary kernel classifies the fully 0-faithful arrows and that the pip classifies the
0-faithful arrows; another special case is that the root classifies the 0-monoloops
(the loops π : 0⇒ 0: A→ B such that, if πa = 10, then there is a unique 2-arrow
a⇒ 0):
1. f is fully 0-faithful ⇔ f is 10A-fully 0-faithful ⇔ 0 = Ker(f, 10A) ⇔ 0 =
Ker f ;
90 Chapter 3. Abelian Gpd-categories and homology
2. f is 0-faithful⇔ 0A is 10B -fully 0-faithful⇔ 0 = Ker(0A, 10B)⇔ 0 = Pip f ;
3. π is a 0-monoloop ⇔ 0A is π-fully 0-faithful ⇔ 0 = Ker(0A, π) ⇔ 0 =
Rootπ.
In dimension 1, the kernel of the kernel of an arrow f is always 0. As Lemma
140 shows, this is not true any more in dimension 2: the kernel of the kernel of
f : A→ B is ΩB. But if we take the kernel of the kernel relative to the canonical
2-arrow of the kernel, we get 0.
123 Corollary. If, in the situation of the following diagram, (K, k, κ) =
Ker(f, ϕ), then (0, 0K, 10A) = Ker(k, κ).
0 //
0
$$
K
k
//
::
0
 
 κ
A
f
//
0
$$
  KSϕ
B y
// Y (155)
Proof. This is a direct application of the previous proposition, since k is κ-fully
faithful.
3.1.3 Relative pullback
The relative pullback is a generalisation of the pullback, which we recover by
taking 0 for Y in the following definition.
124 Definition. Let us consider the solid part of the following diagram.
P
p1 //_____
p2






  | pi
A
f

0

B g
//
0 00
C
y
  
@@
@@
@@
ϕzz
9A
ψ }
Y
(156)
The dashed part is a pullback of f and g relative to ϕ and ψ if the composite of
the diagram is 10
1 and if
1. for allX : C, a : X → A, b : X → B, and γ : fa⇒ gb compatible with ϕ and
ψ, there exist (a, γ, b) : X → P , π1 : a⇒ p1(a, γ, b) and π2 : b ⇒ p2(a, γ, b)
1i.e. if ψp2 ◦ ypi ◦ ϕ
−1p1 = 10; we say then that pi is compatible with ϕ and ψ
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such that
X
(a,γ,b)
AA
  
AA
a
""
b

pi1 }
P
p1
//
p2

  | pi
pi−12 zzx 
A
f

B g
// C
= γ; (157)
2. condition 2 of Definition 10 hold.
The pullback-candidates of f and g relative to ϕ and ψ form a Gpd-category
PBCand(f, g;ϕ, ψ) (if Y is 0, we write simply PBCand(f, g)):
• objects: an object consists of X : C, a : X → A, b : X → B and γ : fa⇒ gb
compatible with ϕ and ψ;
• arrows: an arrow (X, a, b, γ) → (X ′, a′, b′, γ′) consists of x : X → X ′,
ζ : a ⇒ a′x and ξ : b ⇒ b′x such that gξ−1 ◦ γ′x ◦ fζ = γ; the compo-
sition and identities are defined in an obvious way;
• 2-arrows: a 2-arrow (x, ζ, ξ) ⇒ (x′, ζ ′, ξ′) consists of χ : x ⇒ x′ such that
ζ ′ = a′χ ◦ ζ and ξ′ = b′χ ◦ ξ; the compositions and identities are defined as
in C.
125 Proposition. A pullback of f and g relative to ϕ and ψ is a terminal
object in PBCand(f, g;ϕ, ψ).
The relative kernel can be expressed in terms of relative pullback, in the same
way as the kernel is expressed as a pullback.
126 Proposition. Let us consider the situation of the following diagram.
Then (K, k, κ) = Ker(f, ϕ) if and only if κ is a pullback relative to ϕ and 10.
K
k //
0

  | κ
A
f

0

0
0
//
0 00
B
y
  
@@
@@
@@
ϕzz
9A
10 }
Y
(158)
Let us prove now the cube lemma, which generalises the cancellation property
of pullbacks and from which follow all the diagram lemmas of the following
section.
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127 Proposition (Cube lemma). Let us consider the following diagram.
A1
e //
k1
}}||
||
||
|
l1

A2
l2

k2}}||
||
||
|
B1 f
//
m1

B2
m2

C1
g
//
n1
}}||
||
||
|
C2
n2
}}||
||
||
|
0

____ +3
ϕ
D1 h
//
0 00
D2
y
!!C
CC
CC
CC
ψ {{y
Y
(159)
The six faces of the cube contain each a 2-arrow, and these 2-arrows satisfy the
equation
A1
e //
k1
}}||
||
||
|
l1

} λ
A2
l2

B1
m1

____ks
ω−11
C1
g
//
n1
}}||
||
||
|
} ν
C2
n2}}||
||
||
|
D1 h
// D2
=
A1
e //
k1
}}||
||
||
|
} κ
A2
l2

k2
}}||
||
||
|
B1 f
//
m1

} µ
B2
m2

____ks
ω−12
C2
n2}}||
||
||
|
D1 h
// D2
. (160)
If ν is a pullback relative to ϕ and ψ and if µ is a pullback, then the following
conditions are equivalent:
1. κ is a pullback relative to ϕl2 ◦ yω2 and ψm1 ◦ yµ;
2. λ is a pullback.
Proof. Set ϕ′ := ϕl2 ◦ yω2 and ψ
′ := ψm1 ◦ yµ. We define a Gpd-functor
Ψ: PBCand(k2, f ;ϕ
′, ψ′)→ PBCand(l2, g). (161)
Objects. Let (X, a2, b1, β2) be an object of PBCand(k2, f ;ϕ
′, ψ′) (we have thus
X : C, a2 : X → A2, b1 : X → B1 and β2 : k2a2 ⇒ fb1 compatible with ϕ
′ and
ψ′). By the universal property of relative pullback for ν, there exist c1 : X → C1,
γ2 : l2a2 ⇒ gc1 and δ1 : m1b1 ⇒ n1c1 (see diagram 166) such that
hδ1 ◦ µb1 ◦m2β2 = νc1 ◦ n2γ2 ◦ ω2a2. (162)
We set Ψ(X, a2, b1, β2) := (X, a2, c1, γ2).
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Arrows. Let be (x, ζ, ξ) : (X, a2, b1, β2) → (X
′, a′2, b
′
1, β
′
2) (i.e. x : X → X
′,
ζ : a2 ⇒ a
′
2x and ξ : b1 ⇒ b
′
1x). By the universal property of ν, there exists a
unique θ : c1 ⇒ c
′
1x such that
n1θ
−1 ◦ δ′1x ◦m1ξ = δ1, (163)
gθ−1 ◦ γ′2x ◦ l2ζ = γ2. (164)
We set Ψ(x, ζ, ξ) := (x, ζ, θ), which is a morphism in PBCand(l2, g), by this last
equation.
2-arrows. Let be χ : (x, ζ, ξ)⇒ (x′, ζ ′, ξ′). We set Ψ(χ) := χ. We check that
it is a 2-arrow of PBCand(l2, g) by testing it with g and n1, which are jointly
faithful by the universal property of ν.
Next, we prove that Ψ is an equivalence.
Surjective. Let be (X, a2, c1, γ2) : PBCand(l2, g). By the universal property of
pullback of µ, there exist b1 : X → B1, β2 : k2a2 ⇒ fb1 and δ1 : m1b1 ⇒ n1c1 (see
diagram 166) such that equation 162 hold. If we apply the above construction
of Ψ to (X, a2, b1, β2), we get c
′
1 : X → C1, γ
′
2 : l2a2 ⇒ gc
′
1 and δ
′
1 : m1b1 ⇒ n1c
′
1
satisfying the same equation. Then, by the universal property of relative pullback
of ν, there exists a 2-arrow γ1 : c1 ⇒ c
′
1 which gives us an isomorphism
(1X , 1a2 , γ1) : (X, a2, c1, γ2)⇒ (X, a2, c
′
1, γ
′
2) = Ψ(X, a2, b1, β2). (165)
Full. Let (X, a2, b1, β2) and (X
′, a′2, b
′
1, β
′
2) be objects in PBCand(k2, f ;ϕ
′, ψ′)
and let (x, ζ, θ) be an arrow between their images by Ψ in PBCand(l2, g). Then,
by the universal property of µ, there exists ξ : b1 ⇒ b
′
1x satisfying equation 163.
If we apply Ψ to (x, ζ, ξ), we get a unique θ′ satisfying equations 163 and 164.
As θ also satisfies these equations, θ′ = θ and 1x is a isomorphism between
(x, ζ, θ′) = Ψ(x, ζ, ξ) and (x, ζ, θ).
Faithful. If χ : Ψ(x, ζ, ξ)⇒ Ψ(x′, ζ ′, ξ′) is a 2-arrow in PBCand(l2, g), then χ
is also a 2-arrow (x, ζ, ξ)⇒ (x′, ζ ′, ξ′): we can check it by testing with f and m1,
which are jointly faithful since µ is a pullback.
Finally, since Ψ(A1, e, k1, κ) ≃ (A1, e, l1, λ) (we are in the situation of the
proof of the surjectivity of Ψ) and since Ψ is an equivalence, (A1, e, k1, κ) is an
initial object if and only if (A1, e, l1, λ) is an initial object, in other words κ is a
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relative pullback if and only if λ is a pullback.
X
a2 //
b1
}}||
||
||
|
c1

} β2
A2
l2

k2~~||
||
||
B1 f
//
m1

____ +3δ1
B2
γ2 ||z
C1 g
//
n1}}||
||
||
C2
D1
(166)
3.1.4 Small diagram lemmas
128 Lemma. Let be the following diagram in C, where
ϕ = ϕ′b ◦ yν and κ = κ′a ◦ g′µ ◦ νf. (167)
A
a

f
//
{ µ
0

  
GO
κ
B
g
''OO
OOO
OOO
OO
b

0
!!
  
GO
ϕ
 ν C
y
// Y
A′
f ′
//
GG
0
'' ''
 κ
′
B′
g′
77pppppppppp
==
0
'' ''
 ϕ
′
(168)
If (f ′, κ′) = Ker(g′, ϕ′), then the following conditions are equivalent:
1. µ is a pullback;
2. (f, κ) = Ker(g, ϕ).
Proof. We apply the cube lemma (Proposition 127) to the situation of the
following diagram. The front face is obviously a pullback. The bottom face of the
cube is a pullback relative to ϕ′ and 10, by the hypothesis (f
′, κ′) = Ker(g′, ϕ′).
Thus κ is a pullback relative to ϕ′b ◦ yν(= ϕ) and 10 (i.e. (f, κ) = Ker(g, ϕ)) if
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and only if µ is a pullback.
A
f
//
0
 



a

| κ
B
b

g
~~}}
}}
}}
0
0
// C
____ +3ν
A′
f ′
//
0
 



| κ′
B′
g′
~~}}
}}
}}
0

____ +3ϕ
′
0
0
//
0 00
C
y
  A
AA
AA
A
Y
(169)
129 Lemma. Let us consider the situation of the following diagram, where
k′ := ak and where κ′ := bκ ◦ µk.
K
k //
0
$$
  KSκ
A
f
//
a


<Dµ
B
b

K
k′
//
99
0
 
 κ′
A′
f ′
// B′
(170)
If µ is a pullback, then the following conditions are equivalet:
1. (k, κ) = Ker f ;
2. (k′, κ′) = Ker f ′.
Proof. We apply the cube lemma to the situation of the following diagram.
The front face is obviously a pullback, whereas the bottom face is a pullback by
hypothesis. Therefore κ is a pullback if and only if κ′ is a pullback.
K
0 //
k′
~~}}
}}
}}
k


=Eκ′
0
0

0~~}}
}}
}}
}
A′
f ′
// B′
A
f
//
a
~~}}
}}
}}

=Eµ
B
b~~}}
}}
}}
0



A′
f ′
//
0 00
B′
0
  A
AA
AA
AA
0
(171)
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130 Corollary. Let µ : f ′a ⇒ bf be a pullback, where f and f ′ are normal
cofaithful arrows. Then µ is also a pushout.
A
f
// //
a


<Dµ
B
b

A′
f ′
// // B′
(172)
Proof. Let us consider diagram 170, where (K, k, κ) is the kernel of f . As
µ is a pullback, by Lemma 129, (k′, κ′) (where k′ := ak and κ′ := bκ ◦ µk) is
a kernel of f ′. Then, since f and f ′ are normal cofaithful, (f, κ) = Coker k
and (f ′, κ′) = Coker k′. So, by the dual of Lemma 128 (with Y := 0), µ is a
pushout.
Let us prove now a lemma from which will follow the cancellation property
of kernels and the restricted kernel lemma.
131 Lemma. Let be the situation of the following diagram, where κ′a ◦ g′µ =
cκ ◦ νf .
A
f
//
a

0
$$
  KSκ
| µ
B
g
//
b


<Dν
C
c

0

____ +3
ϕ
A′
f ′
//
99
0
 
 κ′
B′
g′
// C ′
y

Y
(173)
If c is ϕ-fully 0-faithful and (f ′, κ′) = Ker g′, then the following conditions are
equivalent:
1. µ is a pullback relative to ϕg ◦ yν and yκ′;
2. (f, κ) = Ker g.
Proof. We apply the cube lemma (Proposition 127) to the situation of the
following diagram. The front face is a pullback, by the hypothesis (f ′, κ′) =
Ker g′; since c is ϕ-fully 0-faithful, the bottom face is a relative pullback, by
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Proposition 122. So conditions 1 and 2 are equivalent.
A
f
//
a
~~ ~
~~
~~
0

| µ
B
g

b~~}}
}}
}}
A′
f ′
//
0

B′
g′

____ +3ν
0
0
//
~~
~~
~~
~
C
c
~~}}
}}
}}
0

____ +3
ϕ
0
0
//
0 00
C ′
y
  A
AA
AA
A
Y
(174)
We know that in dimension 1, if f = mf ′, where m is a 0-monomorphism,
then Ker f = Ker f ′. Here is the corresponding property for relative kernels.
132 Corollary. Let us consider the following situation, where ϕ = ϕ′f ′◦yµ,
κ = mκ′ ◦ µk, and where m is ϕ′-fully 0-faithful.
K
k //
0
++
0
%%
  KSκ
A
f
//
f ′

44
44
44
44
44
0
%%
 
 µ
κ′ {{y
  KSϕ
B
y
//
CC
%ϕ
′
Y
B′
m
DD										 0
??
(175)
Then the following conditions are equivalent:
1. (k, κ) = Ker(f, ϕ);
2. (k, κ′) = Ker f ′.
Proof. It suffices to apply the previous lemma to the situation of the following
diagram.
K
k //
0

0
$$
  KSκ′
  | κ
A
f ′
//
f

  
<Dµ
B′
m

0

____ +3ϕ
′
0
0
//
::
0
 
 10
B B
y

Y
(176)
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A corollary of this corollary is that relative kernels are kernels.
133 Corollary. Let f , y, ϕ be as in the following diagram and f ′ : A→ Ky
be the induced arrow to the kernel of y. Then (K, k, κ) = Ker(f, ϕ) if and only
if (K, k, κ′) = Ker f ′. Therefore f is ϕ-fully 0-faithful if and only if f ′ is fully
0-faithful.
K
k //
0
++
0
%%
  KSκ
A
f
//
f ′

66
66
66
66
66
0
%%
 
 µ
κ′ ||y
  KSϕ
B
y
//
BB
%κy
Y
Ky
ky
DD 0
>>
(177)
Here is a last lemma concerning the relative kernel and pullback; it will be
used to prove the 3× 3 lemma (Proposition 167).
134 Lemma. Let be the following diagram in C, where κ is compatible with ϕ
and κ′a ◦ g′µ = κ ◦ νf .
A
a

f
//
{ µ
0

  
GO
κ
B
g
''OO
OOO
OOO
OO
b

0
!!
  
GO
ϕ

CKν C
y
// Y
A′
f ′
//
GG
0
'' ''
 κ
′
B′
g′
77pppppppppp
(178)
If (f ′, κ′) = Ker g′, then the following properties are equivalent:
1. µ is a pullback relative to ϕ ◦ yν and yκ′;
2. (f, κ) = Ker(g, ϕ).
Proof. Let us consider the following diagram. We construct the kernel of y.
There is an induced arrow gˆ : B → Ky and a 2-arrow ϕˆ : g ⇒ kygˆ such that
κy gˆ ◦ yϕˆ = ϕ. We set νˆ := ϕˆ ◦ ν. There is also an induced 2-arrow κˆ : gˆf ⇒ 0
such that kyκˆ ◦ νˆf = κ
′a ◦ g′µ. Then, by Lemma 131, since (f ′, κ′) = Ker g′ and
ky is κy-fully faithful (by the universal property of the kernel), µ is a pullback
relative to κygˆ ◦ yνˆ(= ϕ ◦ yν) and yκ
′ if and only if (f, κˆ) = Ker gˆ. By the
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previous corollary, this last property is equivalent to (f, κ) = Ker(g, ϕ).
A
f
//
a

0
%%
  KSκˆ
  | µ
B
gˆ
//
b


=Eνˆ
Ky
ky

0

____ +3
κy
A′
f ′
//
99
0
 
 κ′
B′
g′
// C
y

Y
(179)
3.1.5 Restricted kernels lemma
To complete this collection of lemmas always true in a Gpd∗-category with kernels,
here is the restricted kernels lemma and the relative kernels lemma. Let us first
introduce the following terminology: we say that a diagram of the shape of
diagram 184 commutes if the following equations hold:
f3α1 ◦ ϕ2a1 ◦ b2ϕ1 = β1f1; (180)
g3β1 ◦ ψ2b1 ◦ c2ψ1 = γ1g1; (181)
η2a1 ◦ g2ϕ1 ◦ ψ1f1 = c1η1; (182)
η3a2 ◦ g3ϕ2 ◦ ψ2f2 = c2η2. (183)
A1
f1
//
a1

0
%%
  KSη1
| ϕ1

0 ____ks
α1
B1
g1
//
b1
 0

| ψ1
C1
c1

0

____ +3
γ1
A2 f2
//
a2

0
99
| ϕ2
B2 g2
//
b2

| ψ2
η2
 

β1____ +3
C2
c2

A3 f3
//
99
0
 
 η3
B3 g3
// C3
(184)
135 Proposition (Restricted kernels lemma). Let us consider the sit-
uation of diagram 184. Let us assume that the diagram commutes and that the
following conditions hold:
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1. (a1, α1) = Ker a2;
2. (b1, β1) = Ker b2;
3. c1 is γ1-fully 0-faithful;
4. (f2, η2) = Ker g2;
5. f3 is η3-fully 0-faithful.
Then (f1, η1) = Ker g1 and ϕ1 is a pullback relative to γ1g1 ◦ c2ψ
−1
1 and c2η2.
Proof. By Lemma 131, conditions 1, 2 and 5 imply that ϕ1 is a pullback relative
to g3β1 and η3a2 ◦ g3ϕ2. Thanks to the isomorphism ψ2, ϕ1 is also a pullback
relative to γ1g1 ◦ c2ψ
−1
1 and c2η2 and, by Lemma 131, conditions 3 and 4 imply
that (f1, η1) = Ker g1.
136 Corollary (Relative kernels lemma). Let be the following dia-
gram, where the lower two thirds and the upper two thirds commute.
A1
f1
//
a1

0
%%
  KSη1
| ϕ1

0 ____ks
α1
B1
g1
//
b1

0

| ψ1
C1
c1

0

____ +3
γ1
A2
f2
//
a2

0
%%
| ϕ2

0 ____ks
α2
B2
g2
//
b2

| ψ2
  KS η2
0

____ks
β1
C2
c2

0

____ +3
γ2
A3 f3
//
a3

0
99
| ϕ3
B3 g3
//
b3

| ψ3
η3
 

β2____ +3
C3
c3

A4 f4
//
99
0
 
 η4
B4 g4
// C4
(185)
Let us assume that the following conditions hold:
1. (a1, α1) = Ker(a2, α2);
2. (b1, β1) = Ker(b2, β2);
3. (c1, γ1) = Ker(c2, γ2);
4. (f2, η2) = Ker g2;
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5. (f3, η3) = Ker g3;
6. (f4, η4) = Ker g4.
Then (f1, η1) = Ker g1.
Proof. We decompose the diagram in two parts to wich we apply the kernels
lemma. We factor a2 by taking the kernel of a3, which gives the following dia-
gram, where a′′α¯1 ◦ αa1 = α1 and α¯2a
′ ◦ a3α = α2.
A1
a1 //
0
++
0
&&
  KSα1
A2
a2 //
a′

88
88
88
88
88
8
0
&&
 
 α
α¯1 zzy
  KSα2
A3
a3 //
DD
%α¯2
A4
Ka3
a′′
CC 0
==
(186)
We do the same for the other two columns, which gives respectively b′, b′′, β¯1, β¯2,
β, and c′, c′′, γ¯1, γ¯2, γ, satisfying the corresponding conditions. By the universal
property of kernels, these constructions induce f , ϕ′ and ϕ′′ (see the following
diagrams) which make commute the left half of diagram 189 and such that
ϕ′′a′ ◦ b′′ϕ′ ◦ βf2 = f3α ◦ ϕ2, (187)
as well as g, ψ′ and ψ′′, which make commute the right half of this diagram, and
such that
ψ′′b′ ◦ c′′ψ′ ◦ γg2 = g3β ◦ ψ2. (188)
Finally, the universal property of the kernel of c3 induces a 2-arrow η : gf ⇒ 0
such that η3a
′′ ◦g3ϕ
′′ ◦ψ′′f = c′′η. Therefore the restricted kernels lemma applies
to the following diagram, and (f, η) = Ker g.
Ka3
f
//
a′′

0
&&
  KSη
~ ϕ′′

0 ____ks
α¯2
Kb3
g
//
b′′
 0

~ ψ′′
Kc3
c′′

0

____ +3
γ¯2
A3 f3
//
a3

0
88
~ ϕ3
B3 g3
//
b3

~ ψ3
η3
 

β¯2____ +3
C3
c3

A4 f4
//
88
0
 
 η4
B4 g4
// C4
(189)
102 Chapter 3. Abelian Gpd-categories and homology
Finally, by Corollary 133 applied to diagram 186 and to the corresponding dia-
grams for the other two columns, (a1, α¯1) = Ker a
′, (b1, β¯1) = Ker b
′ and (c1, γ¯1) =
Ker c′. So the restricted kernels lemma applies to the following diagram (which
commutes, thanks to the faithfulness of b′′ and c′′) and (f1, η1) = Ker g1.
A1
f1
//
a1

0
&&
  KSη1
~ ϕ1

0 ____ks
α¯1
B1
g1
//
b1

0

~ ψ1
C1
c1

0

____ +3
γ¯1
A2
f2
//
a′

0
&&
~ ϕ′
B2
g2
//
b′

~ ψ′
  KS η2
____ks
β¯1
C2
c′

Ka3 f
//
88
0
 
 η
Kb3 g
// Kc3
(190)
3.2 Exact sequences and Puppe-exact Gpd∗-categories
3.2.1 Exact sequences
The notion of exact sequence for symmetric 2-groups appears in [73], in the form
of conditions 3 and 4 of Proposition 154. Marco Grandis also defined a notion
of (homotopical) exactness in a more general context [40].
In order that the two dual definitions of exact sequence be equivalent in
dimension 2, we must assume that in C the adjunction Coker ⊣ Ker is idempotent
(as Marco Grandis [40] shows), i.e. that C be Ker-idempotent (Marco Grandis
uses the term semistable for a Ker-idempotent h-category). As we noticed at the
beginning of Subsection 1.2.5, this adjunction is always idempotent in dimension
1, but this is not the case any more in dimension 2.
137 Proposition. Let us assume that C is Ker-idempotent. Let us consider
the following diagram, where we have constructed (k, κ) = Ker b and (q, ζ) =
Coker a; this induces arrows a′ and b′ and 2-arrows µ and ν such that κa′ ◦ bµ =
α = b′ζ ◦ νa.
A
a //
a′

55
55
55
55
55
0
&&
 
 µ
  KSα
B
b //
q

55
55
55
55
55  
 ν
C
Kb
k
DD										
Qa
b′
DD										
(191)
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The following conditions are equivalent; when they hold, we say that the sequence
(a, α, b) is exact (at B).
1. There exists ω : qk ⇒ 0 such that (k, ω) = Ker q, ωa′◦qµ = ζ and b′ω◦νk =
κ.
2. There exists ω : qk ⇒ 0 such that (q, ω) = Coker k, ωa′ ◦ qµ = ζ and
b′ω ◦ νk = κ.
Proof. Condition 1 implies condition 2 because, if (k, ω) = Ker q, as q is a
cokernel, (q, ω) = Coker k, by Ker-idempotence. Dually, condition 2 implies
condition 1.
The first condition means that the kernel of b is the (faithful) image of a (the
kernel of the cokernel of a). The second condition means that the cokernel of a
is the full image of b (the cokernel of the kernel of b).
The special case where B is 0 gives an exactness notion for loops.
138 Definition. We say that a loop π : 0 ⇒ 0: A → B is exact if the se-
quence
A //
0
$$
  KSpi
0 // B
(192)
is exact.
As in dimension 1, if the first arrow of the sequence is the kernel of the second,
then the sequence is exact.
139 Proposition. Let us assume that C is Ker-idempotent. In the situation
of diagram 191, if (a, α) = Ker b, then the sequence (a, α, b) is exact. In partic-
ular, the loop ωA : 0⇒ 0: ΩA→ A is exact.
Proof. In this case, a′ is an equivalence. Now, by Ker-idempotence, (a, ζ) =
Ker q. So there is a 2-arrow ω satisfying the required conditions such that (k, ω) =
Ker q.
On the other hand, if we start with an arrow f , we don’t get an exact sequence
0 → Ker f
k
→ A
f
→ B
q
→ Coker f → 0 any more. This sequence is exact at A
and B but not at Ker f nor at Coker f , because the kernel of the kernel of f is
not in general 0 (since Ker k is 0 if and only if k is fully 0-faithful).
140 Lemma. Let be f : A → B. If (K, k, κ) is a kernel of f , then there exist
d : ΩB → K and δ : kd⇒ 0 such that
ωB = fδ ◦ κ
−1d. (193)
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Moreover, for all d, δ satisfying the previous equation, (ΩB, d, δ) is a kernel of
k.
ΩB
d //
::
0
 
 δ
K
k //
0
$$
  KSκ
A
f
// B (194)
Proof. First, the universal property of (k, κ) = Ker f induces an arrow d and a
2-arrow δ satisfying 193. Then, by Lemma 128 applied to the following diagram,
δ is a pullback, since (0B, ω−1B ) = Ker 0B and (k, κ) = Ker f .
ΩB
d






0 //
  
<Dδ
0

  
GO
ω−1B
0
0
''NN
NNN
NNN
NN
0

B
K
k
//
GG
0
'' ''
 κ
A
f
77pppppppppp
(195)
The 2-dimensionnel equivalent of the 1-dimensional exact sequence 0 →
Ker f
k
→ A
f
→ B
q
→ Coker f → 0 is the sequence of the following proposi-
tion. It is a truncated version (because we always have ΩΩA ≃ 0 and ΣΣA ≃ 0)
of the Puppe exact sequence in homotopy theory. It was studied in the context
of Gpd∗-categories with a weaker notion of kernel by Gabriel and Zisman [35,
Chapter 5] and, in a more general context, for the standard homotopy kernel,
by Marco Grandis [37, 38, 39]. The Puppe sequence for symmetric 2-groups is
described by Dominique Bourn and Enrico Vitale [18, Proposition 2.6]. Let us
recall that we construct the pip of f as Pip f := ΩKer f and, dually, the copip
of f as Copip f := ΣCoker f . In the following proposition, we abbreviate Pip f
by Pf , Ker f by Kf , Coker f by Qf and Copip f by Rf , and we denote by µf
the composite ζk ◦ qκ−1.
141 Proposition (Puppe long exact sequence). Let f : A → B be in
C, that we assume to be Ker-idempotent. Then there exist d, δ, ε and d′, δ′, ε′
such that the following sequence is exact. Each arrow to the left of f , with the
adjacent 2-arrow to 0, is the kernel of the following arrow; dually, each arrow
to the right of f , with the adjacent 2-arrow to 0, is the cokernel of the previous
arrow. Moreover, the following equalities hold:
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1. εΩk ◦ dΩκ−1 = ω−1Kf ;
2. δΩf ◦ kε−1 = ωA;
3. κd ◦ fδ−1 = ω−1B ;
4. ζk ◦ qκ−1 =: µf ;
5. δ′f ◦ ofζ−1 = σ−1A ;
6. ε′q ◦ (Σf)δ′−1 = σB;
7. (Σζ)of ◦ (Σq)ε′−1 = σ−1Qf .
0
0 //
;;
0
 
 10
Pf
Ωk //
0
$$
  KSΩκ
ΩA
Ωf
//
::
0
 
 ε
ΩB
d //
0
##
  KSδ
Kf
k //
::
0
 
 κ
A
f
// B · · · (196)
· · ·A
f
//
0
$$
  KSζ
B
q
//
;;
0
 
 δ′
Qf
d′ //
0
$$
  KSε′
ΣA
Σf
//
::
0
 
 Σζ
ΣB
Σq
//
0
""
  KS10
Rf
0 // 0 (197)
Proof. Let us deal with the left half; the argument for the right half is dual.
We will prove that each morphism of the sequence is the kernel of the following
morphism; the exactness will follow by Proposition 139.
First, (k, κ) = Ker f , by definition. Then, by the previous lemma, there exist
d and δ such that (d, δ) = Ker k and ωB = fδ ◦ κ
−1d.
Next, ω−1A ◦ δΩf : kdΩf ⇒ 0 is compatible with κ, because ωBΩf = fωA. So,
by the universal property of the kernel of f , there exists a unique ε : dΩf ⇒ 0
such that
δΩf ◦ kε−1 = ωA. (198)
Then (ΩA,Ωf, ε) = Ker d, by the previous lemma.
Next, (Pf,Ωk,Ωκ) = Ker(Ωf) because Ω preserves limits (being right adjoint
to Σ).
Then, Ωk is fully faithful because the kernel of an arrow with discrete codo-
main is fully faithful (by Lemma 89); therefore 0 is a kernel of Ωf .
To end with, we have k(dΩκ ◦ ε−1Ωk) = ωAΩk = kωKf . Since k is faithful,
we have dΩκ ◦ ε−1Ωk = ωKf .
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The loops we get by composing the neighbouring 2-arrows in this exact se-
quence are all exact, except perhaps µf , which is exact in a good 2-Puppe-exact
Gpd∗-category (Proposition 196). So, in a good 2-Puppe-exact Gpd∗-category,
this sequence is perfectly exact (it is exact at each point and each 2-arrow 0⇒ 0
is exact).
3.2.2 Relative exact sequences
The notion of relative exact sequence has been introduced by Aurora Del R´ıo,
Juan Mart´ınez-Moreno and Enrico Vitale in [26].
142 Proposition. Let us assume that C is Ker-idempotent. Let us consider
the following diagram, where ϕ and α are compatible, as well as α and ψ, and
where we have constructed (k, κ) = Ker(b, ψ) and (q, ζ) = Coker(a, ϕ). This
induces arrows a′ and b′ and 2-arrows µ, ν, ϕ′, ψ′ such that κa′◦bµ = α = b′ζ◦νa,
kϕ′ ◦ µx = ϕ and ψ′q ◦ yν = ψ.
X
x //
0
&&
0
++
  KSϕ
A
a //
a′

;;
;;
;;
;;
;;
;
0
((
||z ϕ
′  
 µ
  KSα
B
b //
q

;;
;;
;;
;;
;;
;
 
 ν
0
&&
  KSψ
C
y
//
BB
$ψ
′
Y
K(b, ψ)
k
AA
Q(a, ϕ)
b′
AA
0
==
(199)
The following conditions are equivalent; when they hold, we say that the sequence
(x, ϕ, a, α, b, ψ, y) is relative exact at B.
1. There exists ω : qk ⇒ 0 such that (k, ω) = Ker q, ωa′◦qµ = ζ and b′ω◦νk =
κ.
2. There exists ω : qk ⇒ 0 such that (q, ω) = Coker k, ωa′ ◦ qµ = ζ and
b′ω ◦ νk = κ.
Proof. The proof is the same as the proof of Proposition 137 because, by
Corollary 133, k is a kernel (thus is the kernel of its cokernel, since C is Ker-
idempotent), and q is a cokernel (thus is the cokernel of its kernel).
A related notion is defined by Hans-Joachim Baues and Mamuka Jibladze
in [7]: they fix a sub-Gpd-category P of C (whose objects are to be thought of
as projectives), and say that the sequence of the upper row of diagram 199 is
P-exact if, for all P : P, p : P → B and π : bp⇒ 0 compatible with ψ, there exist
p′ : P → A, π′ : p⇒ ap′ such that αp′ ◦ bπ′ = π.
The notion of exactness is a special case of the notion of relative exactness
(diagram 191 is the special case of diagram 199 where X and Y are 0).
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143 Proposition. Let us consider the following diagram.
0
0
//
0
$$
  KS10
A
a //
::
0
 
 α
B
b //
0
##
  KS10
C
0
// 0 (200)
The sequence (a, α, b) is exact at B if and only if the sequence (0, 10, a, α, b, 10, 0)
is relative exact at B.
On the other hand, long exact sequences are not in general relative exact,
because there is no reason for the 2-arrows to be compatible. For example, the
loops we get by composing the adjacent 2-arrows of the sequence 196/197 are
not in general identities, as we noticed in Proposition 141. In particular, the
sequence Kf
k
→ A
f
→ B
q
→ Qf cannot be relative exact, because κf and ζf are
not in general compatible (in a good 2-Puppe-exact Gpd∗-category, this is the
case if and only if f is full (Proposition 201)).
144 Proposition. If C is Ker-idempotent and if (k, κ) = Ker(f, ϕ), then the
sequence of diagram 155 is relative exact at 0, K and A.
Proof. First, the sequence is clearly relative exact at 0. Next, by Proposition
123, (0K , 10) = Ker(k, κ); moreover (1K , 10) = Coker(0K , 10). Hence (0K , 10) =
Ker 1K , so the sequence is relative exact at K.
Finally, by hypothesis, (k, κ) = Ker(f, ϕ), so k is a kernel (by Corollary 133)
and, by Ker-idempotence, k is the kernel of its cokernel. So the sequence is
relative exact at A.
The importance of relative exact sequences comes from the fact that exten-
sions (short exact sequences) are not in general exact sequences (for that a should
be fully 0-faithful and b fully 0-cofaithful), but are relative exact sequences.
145 Definition. The sequence 200 is called an extension if the following con-
ditions hold:
1. (a, α) = Ker b;
2. (b, α) = Coker a.
In an extension, a is normal faithful and b is normal cofaithful.
146 Proposition. If diagram 200 is an extension, then it is a relative exact
sequence at each point.
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Proof. By the previous proposition, the sequence is relative exact at 0 (on the
left side), A and B. Dually, it is exact at C and at 0 (on the right side).
In dimension 1, if we join two short exact sequences, we get a three-term
exact sequence, the image of the middle morphism being the meeting point of
the short exact sequences. In dimension 2, if we join two extensions, we get a
relative exact sequence and the meeting point is in general none of the images of
the middle arrow. Therefore a projective resolution in dimension 2 should be a
relative exact sequence rather than an exact sequence.
147 Proposition. In the following diagram, if (a, α, b) and (c, γ, d) are ex-
tensions, then the upper sequence is relative exact.
0

>>
>>
>>
0
A
a

@@
@@
@@
..
0
  | α
0
##
E
??
B
cb //
b   @
@@
@@
@
0 ..
cα~~
:B
D
d
>>~~~~~~
@@\d γb
C
c
>>~~~~~~
NN
0
>>
#
γ
  
AA
AA
AA
A
0
>>~~~~~~~
0
(201)
Proof. First, it is easy to see that cα and γb are compatibles. Since (c, γ) =
Ker d, c is γ-fully faithful and so, by Corollary 132, the fact that (a, α) = Ker b
implies that (a, cα) = Ker(cb, γb). Dually, (d, γb) = Coker(cb, cα). By applying
Proposition 144 and its dual, we get the relative exactness of the upper sequence.
3.2.3 Homological Gpd∗-categories and homology
In the following proposition, the compatibility of the 2-arrows α and β is neces-
sary to define the comparison arrow w. In particular, in dimension 2, we cannot
in general define a comparison arrow between Coker(Ker f) and Ker(Coker f),
because the 2-arrows κf and ζf are not compatible (in a good 2-abelian Gpd-
category, they are compatible if and only if f is full, by Proposition 201). On the
other hand, as we will see (diagrams 259 and 260), we can define a comparison
arrow between Coker(Ker f) and Root(Copip f) and dually.
148 Lemma. Let C be a Gpd∗-category with all the kernels and cokernels. Let
be the situation of the upper row of the following diagram, where the 2-arrows
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are compatible.
X x
//
0
$$
  KSϕ
A
a //
0
&&
0
''
~ ζ
  KSα
B
b //
q

0
&&
q′
$$J
JJJ
JJJ
JJJ
JJJ
JJJ
  KSβ
C
c //
0
$$
  KSψ
D y
// Y
Q(a, ϕ) w
//
k′
::tttttttttttttttt
K(c, ψ)
k
OO
0
EE
9999  
κ (202)
We construct the relative cokernel Q(a, ϕ) and the relative kernel K(c, ψ). Then
there exist arrows q′, k′, w, and 2-arrows µ, ν, µ′, ν ′ such that
B
b //
q

q′
$$J
JJJ
JJJ
JJJ
JJJ
JJJ 



	 µ




	 µ′
C
Q(a, ϕ) w
// K(c, ψ)
k
OO
=
B
b //
q

C
Q(a, ϕ) w
//
k′
::tttttttttttttttt
4444

ν
4444
 ν
′
K(c, ψ)
k
OO
(203)
and such that
k′ζ ◦ νa = α, (204)
and
κq′ ◦ cµ = β. (205)
We set ζ ′ := wζ ◦ µ′a : q′a ⇒ 0 and κ′ := κw ◦ cν ′ : ck′ ⇒ 0. Then the
following properties are equivalent:
1. w is an equivalence;
2. (k′, κ′) = Ker(c, ψ);
3. (q′, ζ ′) = Coker(a, ϕ).
Proof. Since α is compatible with ϕ, by the universal property of the relative
cokernel, we have k′ : Q(a, ϕ) → C and ν : b ⇒ k′q satisfying equation 204. In
the same way, since β is compatible with ψ, by the universal property of the
relative kernel, we have q′ : B → K(c, ψ) and µ : b⇒ kq′ satisfying equation 205.
Then α ◦ µ−1a is compatible with κ (thanks to the compatibility of α and β:
cα = βa = κq′a◦ cµa) and, by the universal property of the relative kernel, there
exists ζ ′ : q′a⇒ 0 such that
kζ ′ ◦ µa = α. (206)
Next, ζ ′ is compatible with ϕ and, by the universal property of the relative
cokernel, there exist w : Q(a, ϕ)→ K(c, ψ) and µ′ : q′ ⇒ wq such that
ζ ′ = wζ ◦ µ′a. (207)
Then the 2-arrow kµ′ ◦µ ◦ ν−1 : k′q ⇒ kwq is compatible with ζ and so there
exists ν ′ : k′ ⇒ kw satisfying equation 203.
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The subquotient axiom have been introduced by Marco Grandis in dimension
1 [37].
149 Proposition. Let C be a Ker-idempotent Gpd∗-category. Then the fol-
lowing conditions are equivalent.
1. For all B
g
֌ C
f
և A in C, where g is normal faithful and f is normal
cofaithful, the pullback π : fg′ ⇒ gf ′ of f and g exists, g′ is normal faithful,
and f ′ is normal cofaithful.
2. (a) Subquotient axiom. In the situation of the following diagram (solid
arrows), where we set i := jk and q := sr, where α : rjk ⇒ 0 and
β : srj ⇒ 0 are compatible, and where (i, α, r) and (j, β, q) are exten-
sions, the comparison arrow w : Qk → Ks given by Lemma 148 is an
equivalence.
N
k

____ks
α′
0





%
,
2
N
i

0

M
j
//
q′






| µ
0
$$
A
q
//
r

β   KS
____ +3
α
Q
Ks
ks
//_____
0
::L
S Y _ e k
r 
 κs
R s
// Q
(208)
(b) Normal cofaithful arrows are stable under composition.
Proof. 1 ⇒ 2(a). In the situation of diagram 208, we construct the kernel of
s, which induces q′ : M → Ks and µ : rj ⇒ ksq
′ such that κsq
′ ◦ sµ = β, as well
as α′ : q′k ⇒ 0 such that ksα
′ ◦ µk = α.
By Lemma 128, µ is a pullback. So, by condition 1, q′ is normal cofaithful.
Now (k, α′) = Ker q′, by Lemma 129. So (q′, α′) = Coker k, which implies that
w is an equivalence, by the previous lemma.
1 ⇒ 2(b). Let A
f
։ B
g
։ C be normal cofaithful arrows. Let us consider the
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following diagram, where we have constructed the kernels of g and gf .
K(gf)
0
%%
  KSκgf
~ τ
kgf
//
t

A
gf
//
f

C
Kg
kg
//
99
0
 
 κg
B g
// // C
(209)
By Lemma 128, τ is a pullback. So, by condition 1, t is normal cofaithful.
Therefore, by Corollary 130, τ is also a pushout. Finally, by the dual of Lemma
129, (gf, κgf) = Coker kgf .
2 ⇒ 1. From f and g, we construct (Kf, i, ι) = Ker f , (q, ζ) = Coker g and
(g′, β) = Ker(qf). By the universal property of the kernel of qf , there exist
k : Kf → K(qf) and θ : g′k ⇒ i such that βk = qα, where α := ι ◦ fθ. Then
(g′k, α) = Ker f . (See the following diagram.)
Next, by the universal property of (g, ζ) = Ker q (since g is normal faithful),
there exist f ′ : K(qf) → B and ϕ : fg′ ⇒ gf ′ such that ζf ′ ◦ qϕ = β. Finally,
since g is ζ-fully faithful, there exists κ : f ′k ⇒ 0 such that gκ ◦ ϕk = α.
Kf
k


0 ____ks
κ
Kf
g′k
 0

K(qf)
g′
//
f ′

~ ϕ 0
88A
qf
//
f

β
 

α____ +3
Qg
B // g
//
88
0
 
 ζ
C q
// // Qg
(210)
By condition 2(b), qf is normal cofaithful and (qf, β) = Coker g′. Moreover,
since f is normal cofaithful, (f, α) = Coker(g′k). We are thus in the situation of
diagram 208 and, by condition 2(a), (f ′, κ) = Coker k. By Lemma 128, ϕ is a
pullback.
The subquotient axiom and homological categories2 have been introduced by
Marco Grandis [37]. Here is a 2-dimensional version.
2This is a different notion from Borceux-Bourn homological categories [15]. For example,
the category of groups is a Borceux-Bourn homological category but not a Grandis homological
category, because normal monomorphisms are not stable under composition.
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150 Definition. Let C be a Gpd∗-category with all the kernels and cokernels.
We say that C is Grandis homological if the following conditions (which are
equivalent by the previous proposition) hold.
1. (a) For all B
g
֌ C
f
և A in C, where g is normal faithful and f is normal
cofaithful, the pullback π : fg′ ⇒ gf ′ of f and g exists, g′ is normal
faithful, and f ′ is normal cofaithful;
(b) for all B
f
և A
g
֌ C in C, where g is normal faithful and f is normal
cofaithful, the pushout π : g′f ⇒ f ′g of f and g exists, g′ is normal
faithful, and f ′ is normal cofaithful;
(c) C is Ker-idempotent.
2. (a) C satisfies the subquotient axioms;
(b) normal cofaithful arrows are stable under composition;
(c) normal faithful arrows are stable under composition;
(d) C is Ker-idempotent.
The homological Gpd∗-categories satisfy the first isomorphism theorem: we
can read the subquotient axiom in the following way: if N
i
→ A and M
j
→ A are
normal subobjects of A (i.e. i and j are normal faithful) and if we have N
k
→M
such that jk ≃ i (“N ⊆M”), then
(A/N)/(M/N) ≃ A/M. (211)
Conditions 2(b) and 2(d) mean that C is Ker-factorisable (Proposition 95),
which implies that in the Ker-regular factorisation f ≃ mq, where q is the
cokernel of the kernel of f , the arrow m is fully 0-faithful. We will now deduce
from this a more general version of this property. Dually, conditions 2(c) and
2(d) mean that C is Coker-factorisable.
151 Proposition. Let C be a Ker-factorisable Gpd∗-category (in particular,
C can be homological). Let be the situation of the following diagram in C, where
(k, κ) = Ker(f, ϕ), (q, ζ) = Coker k, mζ ◦ µk = κ and ϕ′q ◦ yµ = ϕ. Then m is
ϕ′-fully 0-faithful.
K(f, ϕ)
k //
0
++
0
&&
  KSκ
A
f
//
q

44
44
44
44
44
4
 
 µ
ζ wwww
0
%%
  KSϕ
B
y
//
AA
$ϕ
′
Y
Qk
m
DD											 0
??
(212)
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Proof. We construct (ky, κy) = Ker y. By the universal property of kernel,
there exist m′ and ω such that κym
′ ◦ yω = ϕ′.
Qk m //
m′

77
77
77
77
77
7
 
 ω
0
%%
  KSϕ′
B
y
//
BB
$κy
Y
Ky
ky
DD											 0
>>
(213)
By Corollary 132, since ky is κy-fully faithful, (k,m
′ζ) = Ker(m′q). Therefore,
since C is Ker-factorisable, m′ is fully 0-faithful. Finally, by Corollary 133 applied
to the previous diagram, m is ϕ′-fully 0-faithful.
In a homological Gpd∗-category, the two dual constructions of the homology
become equivalent. For symmetric 2-groups, the homology was constructed in
[26].
152 Proposition. Let C be a homological Gpd∗-category. In the situation of
Proposition 142, there exist an object H, arrows q′ : K(b, ψ) → H and k′ : H →
Q(a, ϕ) and 2-arrows ζ ′ : q′a′ ⇒ 0, κ′ : b′k′ ⇒ 0 and η : qk ⇒ k′q′, such that
k′ζ ′ ◦ ηa′ ◦ qµ = ζ, κ′q′ ◦ b′η ◦ νk = κ and
(H, q′, ζ ′) = Coker(a′, ϕ′); (214)
(H, k′, κ′) = Ker(b′, ψ′). (215)
We call this object H the homology at B of the sequence of the upper row of the
following diagram.
X
x //
0
&&
0
++
  KSϕ
A
a //
a′

;;
;;
;;
;;
;;
;
0
((
||z ϕ
′  
 µ
||z ζ′
0
,,
#
%
(
+
.
2
6
<
B
G
K O R U X
  KSα
B
b //
q

<<
<<
<<
<<
<<
<
 
 ν
0
&&
  KSψ
C
y
//
BB
$ψ
′
Y
K(b, ψ)
k
AA
q′

<
<
<
<
<
<
 
 η Q(a, ϕ)
b′
AA 0
==
H
k′
AA





CC
%κ
′
0
NN
g i
l o
s
w
}








(216)
Proof. We construct (Kq, kq, κq) = Ker q, which induces j : Kq → K(b, ψ) and
ι : kq ⇒ kj such that κj ◦ bι = b
′κq ◦ νkq. Dually, we construct (Qk, qk, ζk) =
Coker k, which induces p : Q(a, ϕ) → Qk and π : qk ⇒ pq such that pζ ◦ πa =
ζka
′ ◦ qkµ.
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Then, by Ker-idempotence, the subquotient axiom applies to the following
diagram. So there exist H := Qj ≃ Kp, q′ : K(b, ψ) → H and ζ ′′ : q′j ⇒ 0
such that (q′, ζ ′′) = Coker j, as well as k′ : H → Q(a, ϕ), κ′′ : pk′ ⇒ 0 such that
(k′, κ′′) = Ker p, and also η : qk ⇒ k′q′.
Kq
j

				  ι

0 ____ks
ζ′′
Kq
kq
 0

K(b, ψ)
k //
q′

0
77
				  η
B
qk //
q

~ pi
ζk
 

κq____ +3
Qk
H
k′
//
77
0
 
 κ′′
Q(a, ϕ) p
// Qk
(217)
Next, by the universal property of the kernel of q, there exists an arrow
t : A → Kq, with τ : a ⇒ kqt such that κqt ◦ qτ = ζ and τ
′ : a′ ⇒ jt such that
ιt ◦ τ = kτ ′ ◦ µ, as well as ϕ′′ : tx ⇒ 0 such that jϕ′′ ◦ τ ′x = ϕ′. By the dual of
Proposition 151 applied to the following diagram, t is ϕ′′-fully 0-cofaithful.
X
x //
0
++
0
%%
  KSϕ
A
a //
t

55
55
55
55
55
5
 
 τ
ϕ′′ }}z
0
''
  KSζ
B
q
//
GGG 'κq
Q(a, ϕ)
Kq
kq
DD											 0
<<
(218)
Since (q′, ζ ′′) = Coker j, by the dual of Proposition 132 applied to the follow-
ing diagram, (q′, ζ ′) = Coker(a′, ϕ′), where ζ ′ := ζ ′′t ◦ q′τ ′.
X
x //
0
++
0
''
  KSϕ′
A
a′ //
t

55
55
55
55
55
5
 
 τ ′
ϕ′′ }}z
0
''
  KSζ′
K(b, ψ)
q′
//
GG 'ζ
′′
H
Kq
j
@@ 0
;;
(219)
Dually, we have κ′ such that (k′, κ′) = Ker(b′, ψ′).
This proposition allows us to prove new characterisations of the relative ex-
actness of a sequence, which extends Proposition 142.
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153 Proposition. Let us consider the situation of diagram 216, where the
2-arrows of the upper row are compatible. If C is Ker-factorisable, then the
following conditions are equivalent to those of Proposition 142 (i.e. to the relative
exactness of the sequence):
3. a′ is ϕ′-fully 0-cofaithful;
4. b′ is ψ′-fully 0-faithful.
If C is homological, we can add the following condition:
5. H ≃ 0.
Proof. 1 ⇒ 4. If we have ω satisfying the two required equations and such
that (k, ω) = Ker q, then a′ is ϕ′-fully 0-cofaithful by Proposition 151 (which
applies because C is Ker-factorisable).
4 ⇒ 2. If a′ is ϕ′-fully 0-cofaithful, there exists ω : qk ⇒ 0 such that
ωa′ ◦ qµ = ζ ; by using the cofaithfulness of a′, we also prove that b′ω ◦ νk = κ.
Then, since (q, ζ) = Coker(a, ϕ), we also have (q, ω) = Coker k, by the dual of
Corollary 132.
2 ⇒ 3 and 3 ⇒ 1. The proof is dual.
3⇔ 5. Let us assume that C is homological. Since (H, q′, ζ ′) = Coker(a′, ϕ′),
H ≃ 0 if and only if a′ is ϕ′-fully 0-cofaithful, by Proposition 122.
For the (non relative) exactness, the homology is constructed in the same way
as for the relative exactness, with 0 for X and Y . So we can extend Proposition
137.
154 Corollary. Let us consider the situation of diagram 216, with X := 0
and Y := 0. If C is Ker-factorisable, then the following conditions are equivalent
to those of Proposition 137 (i.e. to the exactness of the sequence):
3. a′ is fully 0-cofaithful;
4. b′ is fully 0-faithful.
If C is homological, we can add the following condition:
5. H ≃ 0.
3.2.4 Puppe-exact Gpd∗-categories
It is important to distinguish Puppe-exact Gpd∗-categories from 2-Puppe-exact
Gpd∗-categories, defined in the following chapter. 2-Puppe-exactness is a 2-
dimensional analogue of Puppe-exactness for Set∗-categories, whereas Puppe-
exactness for Gpd∗-categories is a generalisation of Puppe-exactness for Set∗-
category (a Set∗-category seen as a Gpd∗-category is Puppe-exact if and only if
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it is Puppe-exact in the 1-dimensional sense), which allows us to give them the
same name.
155 Definition. We call a Gpd∗-category Puppe-exact if the following condi-
tions hold:
1. in the following situation, if (a, α) = Ker(b, β) and (c, β) = Coker(b, α),
then the arrow w : Qa→ Kc given by Lemma 148 (with X and Y equal to
0) is an equivalence;
A
a //
0
##
  KSα
B
b //
0
;; 
 β
C
c // D (220)
2. 0-monomorphisms and 0-epimorphisms are stable under composition.
For a Set∗-category seen as a Gpd∗-category, condition 2 is always true, and
condition 1 becomes ordinary Puppe-exactness: for the sequence
0 −→ Kf
kf
−→ A
f
−→ B
qf
−→ Qf −→ 0, (221)
we have Q(kf ) ≃ K(qf ). In dimension 2, we cannot express this condition in a
similar form because, in general, the 2-arrows κf and ζf are not compatible and
the comparison arrow w does not exist.
156 Proposition. In a Gpd∗-category which satisfies condition 1 of the defi-
nition of Puppe-exactness, every 0-monomorphism is normal faithful.
Proof. Let f be a 0-monomorphism. On the one hand, by Proposition 122,
(0, 0, 10) = Ker(f, ζ) because f is ζ-fully 0-faithful, and on the other hand
(Qf, q, ζ) = Coker(f, 10), by Proposition 121. So condition 1 of the definition
of Puppe-exactness applies to the upper row of the following diagram and, since
(A, 1A, 10) = Coker 0A, the comparison f : A→ B, with ζ , is the kernel of q.
0
0 //
0
--
0
%%
  KS10
A
f
//
88
88
88
88
88
88
88
8810 xxxw
0
&&
  KSζ
B
q
//
III  (ζ
Qf
A
f
CC 0
<< (222)
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157 Remark. A stronger property could be interesting. In the situation of
the following diagram, we could ask that f be ϕ-fully 0-faithful if and only if
(f, ϕ) = Ker(y, ζ).
A
f
//
::
0
 
 ϕ
B
y
//
0
&&
  KSζ
Y q
// Q(y, ϕ) (223)
This condition contains the property of the previous proposition, because the
relative cokernel of a cokernel is 0. Moreover, this condition implies that f is
fully 0-faithful if and only if f = Root(Copip f) (this is the case where Y ≡ 0),
and that ϕ is a 0-monoloop if and only if ϕ = Pip(Corootϕ) (this is the case
where B ≡ 0). These two properties are false in general in a Puppe-exact Gpd∗-
category, as the example of Puppe-exact Set∗-categories shows. But they are
true in a 2-Puppe-exact Gpd∗-category. It remains to establish the link between
Gpd∗-categories satisfying this property and its dual and 2-Puppe-exact Gpd∗-
categories .
158 Corollary. In a Puppe-exact Gpd∗-category, the following properties are
equivalent for an arrow f :
1. f is a 0-monomorphism;
2. f is a monomorphism;
3. f is a kernel;
4. f is a normal faithful arrow.
Proof. The implications 4 ⇒ 3 ⇒ 2 ⇒ 1 are always true. The previous
proposition completes the proof.
Here is a characterisation of Puppe-exact Gpd∗-categories.
159 Proposition. Let C be a Gpd∗-category. The following conditions are
equivalent:
1. C is Puppe-exact;
2. (a) C is Grandis homological;
(b) every arrow which is both fully 0-faithful and fully 0-cofaithful is an
equivalence.
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Proof. 1⇒ 2(a). Normal cofaithful arrows are stable under composition since
the normal cofaithful arrows coincide with the 0-epimorphisms, which are stable
under composition by hypothesis. Dually, normal faithful arrows are stable under
composition.
Next, by the equivalence between conditions 3 and 4 of Corollary 158, C is
Ker-idempotent.
It remains to prove the subquotient axiom. Let us consider diagram 208.
Since (ks, κs) = Ker s and (j, β) = Ker q, µ is a pullback, by Lemma 128. And
since (i, α) = Ker r, we have (k, α′) = Ker q′, by Lemma 129. Finally, by Corol-
lary 132, (k, α) = Ker(rj, β). Dually, (s, β) = Coker(rj, α). So condition 1 of
the definition of Puppe-exactness applies to the sequence (k, α, rj, β, s), and the
comparison arrow w : Qk → Ks is an equivalence.
1 ⇒ 2(b). Let f : A → B be a fully 0-faithful and fully 0-cofaithful arrow.
Since f is fully 0-faithful, Ker f ≃ 0 and, by Proposition 156, the fact that f is
a 0-epimorphism implies that f is normal cofaithful, i.e. that f is a cokernel of
0A. Thus f is an equivalence.
2 ⇒ condition 1 of Definition 155. Let us consider the situation of Lemma
148, with X and Y equal to 0, and ϕ and ψ equal to 10. We assume that
(a, α) = Ker(b, β) and (c, β) = Coker(b, α). We construct the kernel of w, which
induces t and τ such that kκwt ◦ kwτ ◦ ηa = α.
A
a //
0
$$
t

} τ
  KSα
B
b //
q

0
$$
 
 η
  KSβ
C
c // D
Kw
0
99kw
//
 
 κw
Qa w
// Kc
k
OO FF
0
==
"
κ
(224)
By Corollary 132, (kw, kκw) = Ker(kw, κw), since k is κ-fully faithful. So, by
Lemma 128, since we also have (a, α) = Ker(b, β), τ is a pullback.
Now, since C is Ker-idempotent, q is a normal cofaithful arrow and kw is
a normal faithful arrow. So, by condition 1(a) of the definition of homological
Gpd∗-category, t is also normal cofaithful.
Next, ζ ◦ τ−1 : kwt ⇒ 0 is compatible with κw (we see that by testing the
condition with k, which is faithful). Thus, since kw is κw-fully faithful, there
exists σ : t⇒ 0 such that kwσ ◦ τ = ζ .
Then Lemma 129 applies to the following diagram and (1A, σ) = Ker t. So,
since t is normal cofaithful, (t, σ) = Coker 1A and Kw ≃ 0. Thus w is fully
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0-faithful.
A
0
%%
  KSσ
A
t //
a


=Eτ
Kw
kw

A a
//
99
0
 
 ζ
B q
// Qa
(225)
Dually, we prove that w is fully 0-cofaithful, which allows us to conclude that w
is an equivalence, by condition 2(b).
2 ⇒ condition 2 of Definition 155. By the previous part of this proof, we
know that C satisfies condition 1 of the definition of Puppe-exactness. So, by
Proposition 156, the 0-monomorphisms and the normal faithful arrows coincide.
Thus conditions 2(b) and 2(c) of the definition of homological Gpd∗-category
imply condition 2 of the definition of Puppe-exactness.
160 Corollary. In a Puppe-exact Gpd∗-category, the epimorphisms and the
fully 0-faithful arrows form a factorisation system.
We can generalise condition 1 of the definition of Puppe-exactness to the
general situation of Lemma 148.
161 Proposition. Let us consider the situation of Lemma 148 in a Puppe-
exact Gpd∗-category. If the upper row is relative exact at B and C, then w is an
equivalence.
Proof. We construct K(b, β) and Q(b, α); this induces a′, b′, µ, ν, ϕ′ and ψ′,
as in the following diagram, such that κ′a′ ◦ bµ = α, c′ζ ′ ◦ νb = β, k′ϕ′ ◦ µx = ϕ
and ψ′q′ ◦ yν = ψ.
X
x //
0
&&
0
++
  KSϕ
A
a //
a′

<<
<<
<<
<<
<<
0
&&
||y ϕ
′  
 µ
  KSα
B
b //
0
&&
BB
%κ
′
0
++
  KSβ
C
c //
q′

<<
<<
<<
<<
<<  
 ν
0
&&
||z ζ
′
  KSψ
D
y
//
BB
%ψ
′
Y
K(b, β)
k′
@@ 0
==
Q(b, α)
c′
@@ 0
==
(226)
As the sequence is relative exact at B, by Proposition 153, a′ is ϕ′-fully 0-
cofaithful and, as it is relative exact at C, c′ is ψ′-fully 0-faithful. Then Q(a, ϕ)
is also the cokernel of k′ (as a′ is ϕ′-fully 0-cofaithful) and, dually, K(c, ψ) is also
the kernel of q′.
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Moreover, since c′ is 0-faithful, the relative kernel-candidates of (b, β) and of
(b, ζ ′) coincide. So (k′, κ′) = Ker(b, ζ ′). Dually, (q′, ζ ′) = Coker(b, κ′). Thus con-
dition 1 of the definition of Puppe-exactness applies and w : Q(a, ϕ) → K(c, ψ)
is an equivalence.
Now we can prove the converse of Proposition 147: in a Puppe-exact Gpd∗-
category, every relative exact sequence factors into extensions (short exact se-
quences).
162 Proposition. Let (An, an, αn)n : Z be a relative exact sequence, where an :
An → An+1 and αn : an+1an ⇒ 0. Then for all n : Z, there exist an object In,
arrows kn : In → An+1 and qn : An → In, and 2-arrows ϕn : qn+1kn ⇒ 0 and
ηn : an ⇒ knqn such that
1. 0 −→ In
kn−→ An+1
qn+1
−→ In+1 −→ 0, with ϕn, is an extension;
2. kn+1ϕnqn ◦ (ηn+1 ∗ ηn) = αn.
0

??
??
??
??
0 0

??
??
??
??
0
In−1
kn−1

??
??
??
??
??
In+1
??
kn+1

??
??
??
?
// An−1 an−1
//
qn−1
??
An an
//
qn

??
??
??
??
An+1 an+1
//
qn+1
??
An+2
??
??
??
??
???
In
kn
??

??
??
??
??
0
??
0
(227)
Proof. Let n be an integer. By applying the previous proposition to the se-
quence at An and An+1, we get In, qn, kn, ηn, as well as ζn : qnan−1 ⇒ 0 and
κn : an+1kn ⇒ 0 such that
1. (qn, ζn) = Coker(an−1, αn−2);
2. (kn, κn) = Ker(an+1, αn+1).
Then we construct a new relative exact sequence . . . , An−1, an−1, An, qn, In, 0
(with . . . , αn−3, αn−2, ζn as 2-arrows). By applying again the previous proposi-
tion to this sequence at An−1 and An, we get In−1, qn−1, kn−1, ηn−1, as well as
ζn−1 : qn−1an−2 ⇒ 0 and ϕn−1 : qnkn−1 ⇒ 0 such that
1. (qn−1, ζn−1) = Coker(an−2, αn−3);
2. (kn−1, ϕn−1) = Ker qn.
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And so on. For indices greater than n, the construction is dual.
In Puppe-exact Gpd∗-categories, we can give a simple characterisation of the
relative exactness of some sequences.
163 Proposition. Let C be a Puppe-exact Gpd∗-category. Let us consider the
sequence of diagram 155. Then
1. this sequence is exact at K if and only if k is κ-fully 0-faithful;
2. this sequence is exact at K and A if and only if (k, κ) = Ker(f, ϕ).
Proof. 1. (This first property is always true.) This follows immediately from
the fact that k is κ-fully 0-faithful if and only if Ker(k, κ) ≃ 0.
2. We have already proved that, if (k, κ) = Ker(f, ϕ), then the sequence
is relative exact (Proposition 144). Let us assume that the sequence is
relative exact at K and A. By point 1, k is κ-fully 0-faithful and is thus a
0-monomorphism.
Let us consider the following diagram, where (q, ζ) = Coker k, f ′ζ ◦µk = κ
and ϕ′q ◦ yµ = ϕ.
K
k //
0
++
0
%%
  KSκ
A
f
//
q

55
55
55
55
55  
 µ
ζ ||y
0
%%
  KSϕ
B
y
//
BB
%ϕ
′
Y
Qk
f ′
DD										 0
>>
(228)
Since the sequence is exact at A, by Proposition 153, f ′ is ϕ′-fully 0-faithful.
Now, since C is Puppe-exact and k is a 0-monomorphism, (k, ζ) = Ker q.
So, by Lemma 132, (k, κ) = Ker(f, ϕ).
164 Proposition. Let C be a Puppe-exact Gpd∗-category. The sequence 200
is relative exact if and only if it is an extension.
Proof. We apply the previous proposition and its dual.
3.2.5 Abelian Gpd-categories
The notion of abelian Gpd-category, which is a generalisation of the usual notion
of abelian category, must not be confused with the notion of 2-abelian Gpd-
category (Definition 183). This notion is provisional, because it is not sure that
we can deduce from it that C is additive, or even that every fully 0-faithful
arrow is fully faithful. It will be perhaps necessary to add the condition that C is
enriched in the Gpd-category 2-SGp of symmetric 2-groups to have an appropriate
notion of abelian Gpd-category.
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165 Definition. An abelian Gpd-category is a Gpd∗-category C with zero ob-
ject, finite products and coproducts, kernels and cokernels, such that:
1. every 0-monomorphism is normal faithful;
2. every 0-epimorphism is normal cofaithful;
3. fully 0-faithful arrows and 0-monomorphisms are stable under pushout;
4. fully 0-cofaithful arrows and 0-epimorphisms are stable under pullback.
A Set-category is abelian in the usual sense if and only if it is abelian as
a locally discrete Gpd-category; for a Set-category, conditions 3 and 4 follow
from the first two. We will prove in Corollary 257 that 2-abelian Gpd-categories
are also abelian. Thus the notion of abelian Gpd-category covers both the 1-
dimensional notion of abelian category and the 2-dimensional notion of 2-abelian
Gpd-category. A natural question is: does it exist other natural examples of
abelian Gpd-category?
166 Proposition. Every abelian Gpd-category C is Puppe-exact.
Proof. We use characterisation 159. First, we prove that C is Grandis homo-
logical. Conditions 1(a) and 1(b) of Definition 150 hold, by conditions 3 and 4
of the definition of abelian Gpd-category, since the 0-monomorphisms and the
normal faithful arrows coincide, by condition 1, and since the 0-epimorphisms
and the normal cofaithful arrows coincide, by condition 2. Moreover, since the
kernels are 0-monomorphisms and so, by condition 1, normal faithful arrows, C
is Ker-idempotent.
Next, let us prove condition 2(b) of Proposition 159. Let A
f
→ B be a fully
0-faithful and fully 0-cofaithful arrow. By Proposition 90, Ker f ≃ 0. And since
f is fully 0-cofaithful, f is a 0-epimorphism and so, by condition 2, a normal
cofaithful arrow. Thus f is the cokernel of 0A and is an equivalence.
3.3 Diagram lemmas
3.3.1 3× 3 lemma
167 Proposition (3×3 lemma). Let C be a Puppe-exact Gpd∗-category and
let be the situation of diagram 184 in C.
1. If the three columns and the two last rows are relative exact (are exten-
sions), then the first row is relative exact.
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2. If the middle row and the middle column are relative exact, all rows and
columns are relative exact if and only if ϕ1 is a pullback relative to γ1g1 ◦
c2ψ
−1
1 and c2η2, ψ2 is a pushout relative to c1η1 ◦ ψ
−1
1 f1 and β1f1, g1 is
η1-fully 0-cofaithful, c1 is γ1-fully 0-faithful, a2 is α1-fully 0-cofaithful and
f3 is η3-fully 0-faithful.
Proof. 1. By the restricted kernels lemma (Proposition 135), ϕ1 is a relative
pullback and (f1, η1) = Ker g1. Then Lemma 134 applies to the following diagram
and (f1, c1η1) = Ker(c1g1, γ1g1).
A1
a1

f1
//
~~{ ϕ1
0

  
GO
c1η1
B1
c1g1
''NN
NNN
NNN
NN
b1

 ψ1
0
""
  
GO
γ1g1
C2
c2 // C3
A2 f2
//
GG
0
'' ''
 η2
B2
g2
77pppppppppp
(229)
By Lemma 131, since (g2, η2) = Coker f2, (g3, η3) = Coker f3 and a2 is α1-
fully 0-cofaithful, ψ2 is a relative pushout. By applying Lemma 134 to the dual
of the previous diagram, we prove that (c2, γ1g1) = Coker(c1g1, c1η1).
Now (c1, γ1) = Ker c2. So, by condition 1 of the definition of Puppe-exactness,
(g1, η1) = Coker f1.
2. If all the rows and columns are exact, then ϕ1 and ψ2 are relative pullback
or pushout, as we have seen in the proof of point 1. The other properties come
from the fact that the outer rows and columns are extensions.
Conversely, we know that (f2, η2) = Ker g2, c1 is γ1-fully 0-faithful and ϕ1 is
a relative pullback. So, by Lemma 131, (f1, η1) = Ker g1. And since, moreover,
g1 is η1-fully 0-cofaithful, the first row is an extension. The proof is similar for
the third row and the first and third columns.
Thanks to the 3 × 3 lemma and to the subquotient axiom, we can imitate
in a Puppe-exact Gpd∗-category the proof of the snake lemma in a Puppe-exact
category of Schubert’s book [68]. We get then the following result: in the situa-
tion of diagram 241, if the two middle rows are extensions and the three columns
(extended on each side by 0s) are relative exact sequences, then there exist an
arrow d and 2-arrows δ : dg¯ ⇒ 0 and δ′ : f¯ ′d⇒ 0 which make the dashed sequence
(extended on each side by 0s) a relative exact sequence. But this property is not
the snake lemma we need to construct the long exact sequence of homology. The
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reason is that, in this case, the columns (not extended by 0s) are not relative
exact, but exact. And the sequence we get is not relative exact, but exact. The
genuine snake lemma is Proposition 173.
3.3.2 Short 5 lemma
The short 5 lemma is always true for (fully) 0-faithful or 0-cofaithful arrows.
168 Lemma. Let C be a Gpd∗-category. In the situation of the following dia-
gram, where η′a ◦ g′ϕ ◦ ψf = cη and where the rows are extensions, we have the
following properties:
1. if a and c are 0-faithful, then b is 0-faithful;
2. if a and c are 0-cofaithful, then b is 0-cofaithful;
3. if a and c are fully 0-faithful, then b is fully 0-faithful;
4. if a and c are fully 0-cofaithful, then b is fully 0-cofaithful.
0 // A
0
$$
  KSη
| ϕ
f
//
a

B g
//
b

| ψ
C
c

// 0
0 // A′
f ′
//
99
0
 
 η
′
B′
g′
// C ′ // 0
(230)
Proof. We prove properties 1 and 3; the other two are dual.
Property 1. Let us assume that a and c are 0-faithful. Let χ : 0⇒ 0: X → B
be such that bχ = 10. We have
bχ = 10 ⇒ g
′bχ = 10 ⇒ cgχ = 10 ⇒ gχ = 10, (231)
because g′b ≃ cg and c is 0-faithful. As gχ = 10, χ : f0⇒ f0 is compatible with
η and, as f is η-fully faithful, there exists χˆ : 0⇒ 0: X → A such that fχˆ = χ.
We have then bfχˆ = bχ = 10 and
bfχˆ = 10 ⇒ f
′aχˆ = 10 ⇒ aχˆ = 10 ⇒ χˆ = 10, (232)
since f ′a ≃ bf and since f ′ and a are 0-faithful. So χ = fχˆ = 10.
Property 3. Let us assume that a and b are fully 0-faithful. Let be X : C,
x : X → B and χ : bx ⇒ 0. Since c is fully 0-faithful, there exists χ′ : gx ⇒ 0
such that
g′χ ◦ ψx = cχ′. (233)
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Then, since (f, η) = Ker g, there exist x′ : X → A, χ′′ : x⇒ fx′ such that
ηx′ ◦ gχ′′ = χ′. (234)
Then χ◦bχ′′−1◦ϕ−1x′ is compatible with η′ and, since f ′ is η′-fully faithful, there
exists χ¯ : ax′ ⇒ 0 such that f ′χ¯ is equal to this composite.
Since a is fully 0-faithful, there exists χˇ : x′ ⇒ 0 such that χ¯ = aχˇ. Finally
we have χˆ := fχˇ ◦ χ′′ such that bχˆ = χ.
Unicity follows from property 1.
169 Proposition (Short five lemma). In a Puppe-exact Gpd∗-category, in
the situation of diagram 230, if a and c are equivalences, then b is an equivalence.
Proof. Since every arrow in a Puppe-exact Gpd∗-category which is both fully 0-
faithful and fully 0-cofaithful is an equivalence (by Proposition 159), this follows
from the previous lemma.
The short five lemma has been proved for symmetric 2-groups by Dominique
Bourn and Enrico Vitale [18, Proposition 2.8]. We will prove (Proposition 206)
a refined version of the short 5 lemma for good 2-Puppe-exact Gpd∗-categories.
3.3.3 Triangle lemma and two-square lemma
170 Proposition (Generalised kernels lemma). Let C be an abelian
Gpd-category. Let us consider the situation of diagram 184. Let us assume that
the diagram commutes and that the following conditions hold:
1. (a1, α1) = Ker a2;
2. (b1, β1) = Ker b2;
3. c1 is γ1-fully 0-faithful;
4. the sequence (f2, η2, g2) is exact;
5. (f3, η3) = Ker g3.
Then the sequence (f1, η1, g1) is exact.
Proof. We construct the following diagram, where:
1. (k2, κ2) = Ker g2;
2. by the universal property of the kernel of g3, there exist aˆ2 and ϕˆ2 such
that η3aˆ2 ◦ g3ϕˆ2 ◦ ψ2k2 = c2κ2;
3. (aˆ1, αˆ1) = Ker aˆ2;
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4. by the universal property of the kernel of b2, there exist k1 and ϕˆ1 such
that f3αˆ1 ◦ ϕˆ2aˆ1 ◦ b2ϕˆ1 = β1k1;
5. since c1 is γ1-fully 0-faithful, there exists κ1 such that κ2aˆ1 ◦ g2ϕˆ1 ◦ ψ1k1 =
c1κ1 (so the right two thirds commute);
6. by the universal property of the kernel of g2, there exist d2 and ω2 such
that η2 ◦ g2ω2 = κ2d2;
7. since f3 is η3-fully faithful, there exists δ2 such that f3δ2 ◦ ϕˆ2d2 = ϕ2 ◦ b2ω2;
8. by the universal property of the kernel of aˆ2, we have d1 and δ1 such that
α1 ◦ δ2a1 ◦ aˆ2δ1 = αˆ1d1;
9. since b1 is β1-fully faithful, there exists ω1 such that ω2a1◦k2δ1◦ϕˆ1d1 = b1ω1.
A1
d1 //
a1

f1
%%
  KSω1
| δ1

0 ____ks
α1
K1
k1 //
aˆ1

0
%%
  KSκ1
| ϕˆ1
0

B1
g1
//
b1

0

| ψ1
C1
c1

0

____ +3
γ1
A2 d2
//
a2

f2
99
| δ2
K2 k2 //
aˆ2

 
 ω2
| ϕˆ2
0
%%
αˆ1____ks
B2
g2 //
b2

| ψ2
κ2   
KS
____ +3
β1
C2
c2

A3 A3 f3
//
99
0
 
 η3
B3 g3
// C3
(235)
Then the restricted kernels lemmma (Proposition 135) applies to the right
two thirds of the above diagram and it follows that (k1, κ1) = Ker g1. Now,
since the sequence (f2, η2, g2) is exact, d2 is fully 0-cofaithful, by Corollary 154.
Moreover, by Lemma 128, δ1 is a pullback. Therefore, since fully 0-cofaithful
arrows are stable under pullback (since C is abelian), d1 is fully 0-cofaithful and,
by Corollary 154, the sequence (f1, η1, g1) is exact.
To prove the snake lemma, we will follow the 1-dimensional proof of F. Rudolf
Beyl [12] and Temple H. Fay, Keith A. Hardie and Peter J. Hilton [33]. It is based
on two lemmas: the triangle lemma (also called “Produktlemma”), and the two-
square lemma.
171 Proposition (Triangle lemma). Let C be an abelian Gpd-category.
Let us consider the following diagram, where for i = 1, 2 or 3 the 2-arrows
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κi : fiki ⇒ 0 and ζi : qifi ⇒ 0 are not shown.
K2
k2

m2
%%KK
KKK
KKK
KKK
KKK
KKK
KKK
KKK
K1
k1
&&LL
LLL
LLL
LL
m1
88rrrrrrrrrr

BJµ1
yy
8@µ2
A
f2

f1
%%LL
LLL
LLL
LL
____ +3ω
K3
k3
yyrrr
rrr
rrr
r
d

B
f3yyrr
rrr
rrr
rr
q1
%%LL
LLL
LLL
LL
EE
&
ν1
C
q3
yyrrr
rrr
rrr
rr
q2

2222

ν2
Q1
n1
yyss
sss
ss
ss
sss
ss
sss
ss
sss
s
Q3
Q2
n2
eeLLLLLLLLLL
(236)
Let us assume that the following conditions hold:
1. for all i = 1, 2 or 3, (ki, κi) = Ker fi;
2. for all i = 1, 2 or 3, (qi, ζi) = Coker fi;
3. f3κ1 ◦ ωk1 = κ2m1 ◦ f2µ1;
4. κ2 = κ3m2 ◦ f3µ2 ◦ ωk2;
5. n1ζ1 ◦ ν1f1 ◦ q2ω = ζ2;
6. n2ζ2 ◦ ν2f2 = ζ3f1 ◦ q3ω.
Then, if we set d := q1k3, there exist 2-arrows µ, δ, δ
′ and ν such that the
following sequence is exact.
K1
m1 //
99
0
 
 µ
K2
m2 //
0
%%
  KSδ
K3
d //
99
0
 
 δ′
Q1
n1 //
0
%%
  KSν
Q2
n2 // Q3 (237)
Moreover, the following conditions hold:
1. (m1, µ) = Kerm2;
2. (n2, ν) = Coker n1;
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3. δm1 ◦ dµ
−1 = ζ1k1 ◦ q1κ
−1
1 ;
4. δ′m2 ◦ n1δ
−1 = q2κ2 ◦ ζ
−1
2 k2;
5. νd ◦ n2δ
′−1 = ζ3k3 ◦ q3κ
−1
3 .
Proof. Since k3 is κ3-fully faithful, we get µ such that k3µ ◦ µ2m1 ◦ f1µ1 = κ1.
Dually, since q1 is ζ1-fully cofaithful, we have ν such that νq1 ◦ n2ν1 ◦ ν2f3 = ζ3.
Moreover, we set δ := ζ1k2 ◦ q1µ
−1
2 and δ
′ := q2ζ3 ◦ ν
−1
1 k3.
We apply then the generalised kernels lemma (Proposition 170) to the follow-
ing diagram, which allows us to conclude that the sequence (m2, δ, d) is exact.
Dually, the sequence (d, δ′, n1) is exact.
K2
m2 //
k2

0
%%
  KSδ

<Dµ2

0 ____ks
κ2
K3
d //
k3
 0

Q1
A
f1
//
f2

0
99

=Eω
B q1
//
f3

ζ1
 

κ3____ +3
Q1
0

C C
0
// 0
(238)
Next, by Lemma 128, µ2 is a pullback. So, by Lemma 129, (m1, µ) = Kerm2,
which proves exactness atK2. Dually, (n2, ν) = Coker n1, which proves exactness
at Q2.
Finally, we easily check equations 3 to 5 using the conditions which the in-
volved 2-arrows satisfy.
Here is now an ad hoc 2-dimensional version of the two-square lemma of Fay,
Hardie and Hilton [33], which is stated without name by Beyl [12], and was
already in Mitchell’s book [63, section VII.1].
172 Proposition (Two-square lemma). Let C be an abelian Gpd-category.
Let us consider diagram 230 in C. This morphism of extensions factors as in the
following diagram, where
1. (i, ι, j) is an extension;
2. ϕ1 is a pushout and a pullback;
3. ψ2 is a pullback and a pushout;
4. ιa ◦ jϕ1 ◦ ψ1f = η;
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5. η′ ◦ g′ϕ2 ◦ ψ2i = cι;
6. ϕ ◦ βf = ϕ2a ◦ c
′ϕ1;
7. g′β ◦ ψ2a
′ ◦ cψ1 = ψ.
0 // A
f
//
a

0
$$
  KSη
| ϕ1
B
g
//
a′
 b

| ψ1
C // 0
0 // A′
i
//
0
::
| ϕ2
I
j
//
c′

| ψ2
ι
 

β____ +3
C
c

// 0
0 // A′
f ′
//
99
0
 
 η
′
B′
g′
// C ′ // 0
(239)
Proof. First, we construct the pushout (I, a′, i, ϕ1), which induces an arrow j
and 2-arrows ι and ψ1 satisfying condition 4, as well as an arrow c
′ and 2-arrows
β and ϕ2 satisfying condition 6. The universal property of the pushout gives also
a 2-arrow ψ2 satisfying conditions 5 and 7.
By the dual of Lemma 129, since (g, η) = Coker f , we also have (j, ι) =
Coker i. Since normal faithful arrows are stable under pushout (because C is
abelian), the arrow i is normal faithful, because f is. So the sequence (i, ι, j) is
an extension.
Next, we construct the following diagram. First, (P, p1, p2, π) is a pullback,
which induces an arrow s and 2-arrows σ1 and σ2 such that η
′ ◦ g′σ2 ◦ πs = cσ1,
as well as an arrow w and 2-arrows ω1 and ω2 such that g
′ω2 ◦ πw ◦ cω1 = ψ2.
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We also have a 2-arrow ω such that ϕ2 ◦ ω2i = σ2 ◦ p2ω and σ1 ◦ p1ω ◦ ω1i = ι.
0 // A
f
//
a

0
$$
  KSη
| ϕ1
B
g
//
a′

| ψ1
C // 0
0 // A′
i //
0
$$
| ω
I
j
//
w

| ω1
  KS ι
c′

C // 0
0 // A′ s
//
0
::
| σ2
P p1
//
p2

| pi
σ1
 

ω2____ +3
C
c

// 0
0 // A′
f ′
//
99
0
 
 η
′
B′
g′
// C ′ // 0
(240)
Then, by Lemma 129, (s, σ1) = Ker p1. And, since normal cofaithful arrows
are stable under pullback (since C is abelian), p1 is a normal cofaithful arrow.
So the sequence (s, σ1, p1) is an extension. Therefore, by the short 5 lemma
(Proposition 169), w is an equivalence and so ψ2 is a pullback. Finally, by
Lemma 130, ϕ1 is also a pullback and ψ2 is also a pushout.
3.3.4 Ophiology
To prove the snake lemma, we will follow the proofs of [12] and [33]. The first
version we give is a short one (the snake lemma). The exact sequence we get
here cannot be extended by 0 at each ends, because there is no reason in general
for the kernel of f¯ to be 0 or for the cokernel of g¯′ to be 0.
173 Proposition (Snake lemma). Let C be an abelian Gpd-category. Let
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us consider the following commutative diagram in C.
Ka
f¯
//____
ka

0
%%
  KSη¯
}

0 ____ks
κa
Kb
g¯
//_____
kb

0

}
ϕ¯
Kc
kc

0

____ +3
κc
d



















ψ¯
A
f
//
a

0
%%
} ϕ

0 ____ks
ζa
B
g
//
b

} ψ
  KS η
0

____ks
κb
C
c

0

____ +3ζcA′
f ′
//
qa

0
99
} ϕ¯′
B′
g′
//
qb

} ψ¯′
η′
 

ζb____ +3
C ′
qc

Qa
f¯ ′
//_____
99
0
 
 η¯
′
Qb
g¯′
//_____ Qc
(241)
Let us assume that the following conditions hold:
1. (f, η, g) is an extension;
2. (f ′, η′, g′) is an extension;
3. (ka, κa) = Ker a;
4. (kb, κb) = Ker b;
5. (kc, κc) = Ker c;
6. (qa, ζa) = Coker a;
7. (qb, ζb) = Coker b;
8. (qc, ζc) = Coker c.
Then there exist an arrow d : Kc → Qa and 2-arrows δ and δ′ such that the
following sequence is exact.
Ka
f¯
//
99
0
 
 η¯
Kb
g¯
//
0
%%
  KSδ
Kc
d //
99
0
 
 δ′
Qa
f¯ ′
//
0
%%
  KSη¯′
Qb
g¯′
// Qc (242)
Moreover, the following conditions (where µx := ζxkx ◦ qxκ
−1
x ) hold:
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1. (f¯ , η¯) = Ker g¯;
2. (g¯′, η¯′) = Coker f¯ ′;
3. δf¯ ◦ dη¯−1 = µa;
4. δ′g¯ ◦ f¯ ′δ−1 = µ−1b ;
5. η¯′d ◦ g¯′δ′−1 = µc.
Proof. First, by the two-square lemma applied to the two central rows of dia-
gram 241, we get the situation of diagram 239, where ϕ1 and ψ2 are pullbacks
and pushouts, and where the central row is an extension.
By the universal property of the pullback ψ2, there exist an arrow k
′
c and
2-arrows κ′c and ξ such that g
′κ′c ◦ ψ2k
′
c ◦ cξ = κc. By Lemma 129 applied to the
following diagram, (k′c, κ
′
c) = Ker c
′.
Kc
k′c //
0
%%
  KSκ′c

<Dξ
I
c′ //
j

  
<Dψ2
B′
g′

Kc
kc
//
99
0
 
 κc
C c
// C ′
(243)
Moreover, we have a 2-arrow ξ′ : a′kb ⇒ k
′
cg¯ such that κ
′
cg¯ ◦ c
′ξ′ = κb ◦ βkb and
jξ′ ◦ ψ1kb ◦ ψ¯ = ξg¯.
Dually, there is q′a, ζ
′
a and π such that ζa ◦ πa ◦ q
′
aϕ1 = ζ
′
af . By the dual of
Lemma 129 applied to the following diagram, (q′a, ζ
′
a) = Coker a
′.
A
a //
f

0
%%
  KSζa

;Cϕ1
A′
qa
//
i


<Dpi
Qa
B
a′
//
99
0
 
 ζ
′
a
I
q′a
// Qa
(244)
Moreover, we have π′ : qbc
′ ⇒ f¯ ′q′a such that f¯
′ζ ′a ◦ π
′a′ = ζb ◦ qbβ and ϕ¯
′ ◦ qbϕ2 =
f¯ ′π ◦ π′i.
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Next, as ϕ1 is a pullback, by Lemma 129, (fka, iκa ◦ ϕ1ka) = Ker a
′. Dually,
(qcg
′, ζcj ◦ qcψ
−1
2 ) = Coker c
′.
We apply then the triangle lemma (Proposition 171) to the following diagram.
We get the required exact sequence; properties 3 to 5 follow from properties 3 to
5 of the triangle lemma.
Kb
kb

g¯
%%LL
LLL
LLL
LLL
LLL
LLL
LLL
LL
Ka
fka &&MM
MMM
MMM
MM

BJ
ϕ¯−1
f¯
88qqqqqqqqqq
zz
9Aξ′
B
b

a′
%%LL
LLL
LLL
LLL
____ +3β
−1
Kc
k′c
yyrrr
rrr
rrr
r
d

I
c′yysss
sss
sss
s
q′a %%K
KKK
KKK
KKK
FF 'pi
′
B′
qcg
′
xxrrr
rrr
rrr
rr
qb

2222
ψ¯
′
Qa
f¯ ′
yyttt
ttt
ttt
ttt
ttt
ttt
ttt
tt
Qc
Qb
g¯′
ffLLLLLLLLLL
(245)
If we extend the columns of diagram 241 at both ends by 0, we have neither
relative exact sequences (κx and ζx are not in general compatible) nor exact se-
quences (the kernel of kx is in general not 0). We get exact sequences by extending
the columns in such a way to get the Puppe exact sequence (Proposition 141).
In this way appears a longer snake (anaconda), which is a Pip-Ker-Coker-Copip
exact sequence.
174 Proposition (Anaconda lemma). Let C be an abelian Gpd-category.
In the situation of the following diagram (where we omit the 2-arrows to 0), where
the two central rows are extensions, the dashed sequence (equipped with omitted
2-arrows) is exact. Moreover, the composite 0 ⇒ 0 of the adjacent 2-arrows of
this sequence are successively (up to the sign): ωKer a, ωKer b, ωKer c, µa, µb, µc,
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σCoker a, σCoker b and σCoker c.
0

0

0

0 //_____ Pip a
Ωf¯
//______
Ωka





	
Pip b
Ωg¯
//______
Ωkb





	
Pip c
Ωkc

d′
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
ΩA
Ωf
//
Ωa





	
ΩB
Ωg
//
Ωb





	
ΩC
Ωc

ΩA′
Ωf ′
//
da





	
ΩB′
Ωg′
//
db





	
ΩC ′
dc

Ker a
f¯
//______
ka





	
Ker b
g¯
//______
kb





	
Ker c
kc

d
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
0 // A
f
//
a





	
B
g
//
b





	
C
c

// 0
0 // A′
f ′
//
qa





	
B′
g′
//
qb





	
C ′
qc

// 0
Coker a
f¯ ′
//_____
d′a





	
Coker b
g¯′
//_____
d′b





	
Coker c
d′c

d′′
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
ΣA
Σf
//
Σa





	
ΣB
Σg
//
Σb





	
ΣC
Σc

ΣA′
Σf ′
//
Σqa





	
ΣB′
Σg′
//
Σqb





	
ΣC ′
Σqc

Copip a
Σf¯ ′
//____

Copip b
Σg¯′
//_____

Copip c //____

0
0 0 0
(246)
Proof. We join the snake lemma (Proposition 173) and the Puppe exact se-
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quence (Proposition 141) constructed on the left side starting from g¯ : Ker b →
Ker c (by using the fact that (f¯ , η¯) = Ker g¯), and the Puppe sequence con-
structed on the right side starting from f¯ ′ : Coker a→ Coker b (by using the fact
that (g¯′, η¯′) = Coker f¯ ′).
To construct the long exact sequence of homology, we need a more general
version of the snake lemma, where the second row of diagram 241 is not left
relative exact any more, and the third row is not right relative exact any more.
Then, in the conclusion, we lose the facts that f¯ = Ker g¯ and g¯′ = Coker f¯ ′.
175 Proposition (Generalised snake lemma). Let C be an abelian Gpd-
category. Let us consider the commutative diagram 241. Let us assume that the
following conditions hold:
1. (g, η) = Coker f ;
2. (f ′, η′) = Ker g′;
3. (ka, κa) = Ker a;
4. (kb, κb) = Ker b;
5. (kc, κc) = Ker c;
6. (qa, ζa) = Coker a;
7. (qb, ζb) = Coker b;
8. (qc, ζc) = Coker c.
Then there exist an arrow d : Kc → Qa and 2-arrows δ and δ′ such that the
following sequence is exact.
Ka
f¯
//
99
0
 
 η¯
Kb
g¯
//
0
%%
  KSδ
Kc
d //
99
0
 
 δ′
Qa
f¯ ′
//
0
%%
  KSη¯′
Qb
g¯′
// Qc (247)
Moreover, the following conditions (where µx = ζxkx ◦ qxκ
−1
x ) hold:
1. δf¯ ◦ dη¯−1 = µa;
2. δ′g¯ ◦ f¯ ′δ−1 = µ−1b ;
3. η¯′d ◦ g¯′δ′−1 = µc.
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Proof. We factor the squares ϕ¯ and ϕ as in the proof of the generalised kernels
lemma (Proposition 170), and we factor the squares ψ and ψ¯′ in a dual way. We
get the following diagram.
Ka
m¯ //
ka

}
f¯
%%
  KSω¯

0 ____ks
κa
Kaˆ
ˆ¯f
//
kaˆ

}
0
%%
  KSˆ¯η
µ¯
0

Kb
g¯
//
kb
0

}
ˆ¯ϕ
Kc
kc
 0

ψ¯
Kc
kc

0

____ +3
κc
A m
//
a

f
99

0 ____ks
ζa
} µ
Aˆ
fˆ
//
aˆ

0
%%
} ϕˆ
0

 
 ω
κaˆ____ks
B
g
//
b

| ψˆ
  KS ηˆ
0

κb____ks
C
cˆ

0

| ν
κcˆ____ +3
C
c

0

____ +3ζcA′
qa

A′
f ′
//
qa

0
99
} ϕ¯′
____ks
ζaˆ
B′
gˆ′
//
qb

} ˆ¯ψ′
ηˆ′
 

g′
%%
____ +3
ζb
Cˆ ′
n′ //
qcˆ

} ν¯′
ω′   KS
____ +3
ζcˆ
C ′
qc

Qa Qa
f¯ ′
//
99
0
 
 ˆ¯η′
Qb
ˆ¯g′
//
99
g¯′
 
 ω¯′
Qcˆ
ν¯′
// Qc
(248)
We apply the snake lemma to the two central squares (since (fˆ , ηˆ, g) and (f ′, ηˆ′, gˆ′)
are extensions), and we get an exact sequence
Kaˆ
ˆ¯f
//
99
0
 
 ˆ¯η
Kb
g¯
//
0
%%
  KSδ
Kc
d //
99
0
 
 δ′
Qa
f¯ ′
//
0
%%
  KSˆ¯η′
Qb
ˆ¯g′
// Qcˆ. (249)
Finally, by the generalised kernels lemma and its dual, the sequences (f¯ , η¯, g¯)
and (f¯ ′, η¯′, g¯′) are exact.
3.4 Long exact sequence of homology
3.4.1 Chain complexes
Chain complexes of symmetric 2-groups appear in [71] and [26]. In such a com-
plex, adjacent 2-arrows have to be compatible; thus they are prerelative exact
sequences.
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176 Definition. A chain complex in C is a sequence A• = (An, an, αn)n : Z,
where an : An → An+1 and αn : an+1an ⇒ 0, such that, for all n, the 2-arrows αn
and αn+1 are compatible.
The chain complexes in C form a Gpd∗-category.
• Objects. These are the chain complexes in C.
• Arrows. A morphism of chain complexes from A• = (An, an, αn)n : Z to
B• = (Bn, bn, βn)n : Z is a sequence f• = (fn, ϕn), where fn : An → Bn and
ϕn : bnfn ⇒ fn+1an, such that, for all n : Z, fn+2αn◦ϕn+1an◦bn+1ϕn = βnfn.
We compose these morphisms in the obvious way.
• 2-arrows. A 2-morphism of chain complexes (fn, ϕn) ⇒ (f
′
n, ϕ
′
n) is a
sequence (γn)n : Z, where γn : fn ⇒ f
′
n, such that, for all n : Z, γn+1an◦ϕn =
ϕ′n ◦ bnγn.
• Zero arrows. The zero arrows are the arrows (0, 10)n : Z.
Let us introduce notations for the construction of the homology of such a
sequence at An.
1. We construct (Kn(A•), a
′
n, α
′
n) = Ker(an+1, αn+1), which induces an arrow
aˆn and 2-arrows µn and αˆn−1 such that α
′
naˆn ◦ an+1µn = αn and a
′
nαˆn−1 ◦
µnan−1 = αn−1.
An−1
an−1
//
0
((
0
++
  KSαn−1
An
an //
aˆn

<<
<<
<<
<<
<<
<
 
 µn
0
((
yyx  αˆn−1
  KSαn
An+1
an+1
//
GG 'α
′
n
0
''
  KSαn+1
An+2
an+2
// An+3
Kn(A•)
a′n
?? 0
::
(250)
2. We construct (Qn(A•), a
′′
n, α
′′
n−1) = Coker(an−1, αn−2), which induces an
arrow aˇn and 2-arrows νn and αˇn such that aˇnα
′′
n−1 ◦ νnan−1 = αn−1 and
αˇna
′′
n ◦ an+1νn = αn.
An−2
an−2
//
0
&&
  KSαn−2
An−1
an−1
//
0
((
0
++
  KSαn−1
An
an //
a′′n

<<
<<
<<
<<
<<
<
 
 νn
0
((
yyx  α
′′
n−1
  KSαn
An+1
an+1
//
GGG ' αˇn
An+2
Qn(A•)
aˇn
?? 0
::
(251)
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3. If C is homological, by Proposition 152, there exist an object Hn(A•),
arrows qn and kn and 2-arrows ζn, ηn and κn such that
(a) (qn, ζn) = Coker(aˆn−1, αˆn−2),
(b) (kn, κn) = Ker(aˇn, αˇn),
and such that knζn◦ηnaˆn−1◦a
′′
nµn−1 = α
′′
n−1 and κnqn◦aˇnηn◦νna
′
n−1 = α
′
n−1.
An−2
an−2
//
0
''
0
++
  KSαn−2
An−1
an−1
//
aˆn−1
BB
BB
!!B
BB
B
0
))
zzx  αˆn−2
0
--
 
 µn−1
~ ζn
  KSαn−1
An
an //
a′′n
!!C
CC
CC
CC
CC
C
 
 νn
0
''
  KSαn
An+1
an+1
//
DD
& αˇn
An+2
Kn−1(A•)
a′n−1
<<yyyyyyyyyy
qn
""E
EE
EE
EE
EE
E
 
 ηn Qn(A•)
aˇn
?? 0
<<
Hn(A•)
kn
==||||||||||
0
MM
==
"
κn
(252)
4. As in Proposition 148, there exists an arrow hn : Qn(A•) → Kn(A•) and
2-arrows µ′n and ν
′
n such that a
′
nµ
′
n◦µn = ν
′
na
′′
n◦νn, hnα
′′
n−1◦µ
′
nan−1 = αˆn−1
and α′nhn ◦ an+1ν
′
n = αˇn. Moreover, there exist 2-arrows κ
′
n and ζ
′
n+1 such
that a′nκ
′
n ◦ ν
′
nkn = κn and ζ
′
n+1a
′′
n ◦ qn+1µ
′
n = ζn+1. And, by Corollary 132,
since a′n is α
′
n-fully faithful and a
′′
n is α
′′
n−1-fully cofaithful, we have
(a) (Hn(A•), kn, κ
′
n) = Ker hn and
(b) (Hn+1(A•), qn+1, ζ
′
n+1) = Coker hn.
An−1
an−1
//
0
((
0
((
				 α′′n−1
  KSαn−1
An
an //
a′′n

III  ( ν
′
n
0
((
aˆn
$$I
II
II
II
II
II
II
II
  KSαn
An+1
an+1
//
µ′n uuuuv~
An+2
Hn(A•)
kn
//
 
 κ
′
n
0
66
Qn(A•)
hn
//
aˇn
::uuuuuuuuuuuuuuu
 
 ζ
′
n+1
0
66
Kn(A•)
a′n
OO
qn+1
//
0
AA
4444

α′n
Hn+1(A•)
(253)
Now, let f• : A• → B• be a morphism of chain complexes.
1. For any n : Z, we have an arrow f ′n−1 and a 2-arrow ϕ
′
n−1 : b
′
n−1f
′
n−1 ⇒
fna
′
n−1 such that fn+1α
′
n−1 ◦ ϕna
′
n−1 ◦ bnϕ
′
n−1 = β
′
n−1f
′
n−1.
2. Then we have, for all n, an arrow f ′′n+1 and a 2-arrow ϕ
′′
n+1 : b
′′
n+1fn+1 ⇒
f ′′n+1a
′′
n+1 such that f
′′
n+1α
′′
n ◦ ϕ
′′
n+1an ◦ b
′′
n+1ϕn = β
′′
nfn.
3.4. Long exact sequence of homology 139
3. This induces, by the universal property of b′n, which is the relative kernel
of bn+1, a 2-arrow ϕˆn such that
An
fn
//
aˆn




an

yyx  ϕn
____ks
µn
Bn
bn

Kn(A•)
a′n <
<<
<<
<<
An+1
fn+1
// Bn+1
=
An
fn
//
aˆn




||z ϕˆn
Bn
bn

bˆn




____ks
µn
Kn(A•)
a′n <
<<
<<
<< f
′
n
//Kn(B•)
b′n <
<<
<<
<<
} ϕ
′
n
An+1
fn+1
// Bn+1
. (254)
4. This induces, by the universal property of a′′n, which is the relative cokernel
of an−1, a 2-arrow ϕ˜n such that
An
fn
//
a′′n




____ks
µ′n
zzy ϕˆnaˆn

Bn
bˆn

Qn(A•)
hn

;;
;;
;;
;
Kn(A•)
f ′n
// Kn(B•)
=
An
fn
//
a′′n




{{y ϕ′′n
Bn
bˆn

b′′n




____ks
µ′n
Qn(A•)
hn

;;
;;
;;
; f ′′n
// Qn(B•)
hn

;;
;;
;;
;
} ϕ˜n
Kn(A•)
f ′n
// Kn(B•)
. (255)
5. Finally, this induces for every n an arrow Hn(f•) : Hn(A•) → Hn(B•)
and 2-arrows ϕ˙n and ϕ¨n such that f
′
nκ
′
n ◦ ϕ˜nkn ◦ hnϕ˙n = κ
′
nHn(f•) and
Hn+1(f•)ζ
′
n+1 ◦ ϕ¨n+1hn ◦ qn+1ϕ˜n = ζ
′
n+1f
′′
n (see diagram 257).
3.4.2 The long sequence
Let 0 −→ A•
f•
−→ B•
g•
−→ C• −→ 0, with ω• : g•f• ⇒ 0•, be an extension
in the Gpd∗-category of chain complexes in C. Since C has all the kernels and
cokernels, the kernels and cokernels in the Gpd∗-category of chain complexes in
C are computed pointwise. Thus the fact that (f•, ω•, g•) is an extension means
that for every n : Z, (fn, ωn, gn) is an extension in C.
Then we make the following constructions.
1. We apply the relative kernels lemma (Corollary 136) and its dual to the cen-
tral rows of the following diagram. Then, for every n, the following diagram
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commutes and (f ′n−1, ω
′
n−1) = Ker g
′
n−1 and (g
′′
n+2, ω
′′
n+2) = Coker f
′′
n+2.
Kn−1(A•)
f ′n−1
//
a′n−1

0
))
  KSω′n−1




	 ϕ′n−1

0 ____ks
α′n−1
Kn−1(B•)
g′n−1
//
0





	 ψ′n−1
b′n−1

Kn−1(C•)
c′n−1

0

____ +3
γ′n−1An
fn
//
an

0
((




	 ϕn

0 ____ks
αn
Bn
gn
//
bn





	 ψn
  KS ωn
0

____ks
β′n−1
Cn
cn

0

____ +3
γn
An+1
fn+1
//
an+1

0
66




	 ϕn+1

0 ____ks
α′′n+1
Bn+1 gn+1
//
bn+1





	 ψn+1
0

ωn+1
 

βn____ +3
Cn+1
cn+1

0

____ +3
γ′′n+1An+2
fn+2
//
0
66
a′′n+2

				 ϕ′′n+2
Bn+2
gn+2
//
ωn+2
 

				  ψ′′n+2b′′n+2

____ +3
β′′n+1
Cn+2
c′′n+2

Qn+2(A•)
f ′′n+2
//
55
0
 
 ω
′′
n+2
Qn+2(B•)
g′′n+2
// Qn+2(C•)
(256)
2. We apply the generalised snake lemma (Proposition 175) to the following
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diagram, which gives us the following theorem.
Hn(A•)
Hn(f•)
//
				 
0
''
  KSHn(ω•)
  
0 ____ks
κ′n
kn

Hn(B•)
Hn(g•)
//
				 
0

kn

ϕ˙n
Hn(C•)
kn

0
~~
____ +3κ
′
n
ψ˙n
Qn(A•)
f ′′n //
hn

0
((
				  ϕ˜n
  
0 ____ks
ζ′n+1
Qn(B•)
g′′n //
hn
 0

				  ψ˜n
  KS ω′′n
____ks
κ′n
Qn(C•)
hn

0
~~
____ +3
ζ′n+1Kn(A•)
f ′n
//
qn+1

0
66
				  ϕ¨n+1
Kn(B•)
g′n
//
ω′n
 

				  ψ¨n+1qn+1

ζ′n+1____ +3
Kn(C•)
qn+1

Hn+1(A•)
Hn+1(f•)
//
77
0
 
 Hn+1(ω•)
Hn+1(B•)
Hn+1(g•)
// Hn+1(C•)
(257)
177 Theorem. Let (f•, ω•, g•) be a chain complexes extension in an abelian
Gpd-category. For every n : Z, there exist an arrow dn and 2-arrows δn and δ
′
n
such that the following sequence (where the left lower 2-arrow is Hn(ω•) and the
right upper 2-arrow is Hn+1(ω•)) is exact.
· · ·Hn(A•) //
99
0
 

Hn(B•) //
0
%%
  KSδn
Hn(C•)
dn //
88
0
 
 δ
′
n
Hn+1(A•) //
0
''
  KS
Hn+1(B•) // Hn+1(C•) · · ·
(258)
In a good 2-abelian Gpd-category, we can add to this theorem that the loops
δnHn(f•) ◦ dnHn(ω•)
−1, δ′nHn(g•) ◦Hn+1(f•)δ
−1
n and Hn+1(ω•)dn ◦Hn+1(g•)δ
′−1
n
are exact, since the snake lemma tells us that these composites are equal to µhn
(ou µ−1hn ).
Chapter 4
2-abelian Gpd-categories
In this chapter, we define 2-Puppe-exact and 2-abelian Gpd∗-catego-
ries, which share many properties with the Gpd-category of symmetric
2-groups. We prove that in a 2-abelian Gpd-category, the category of
discrete objects is equivalent to the category of connected objects and
is abelian (Corollary 192). Next, in the context of a good 2-Puppe-
exact Gpd∗-category C, we classify the properties of arrows in C in
terms of the properties of their (co)reflexions in Dis(C) and Con(C).
We also define an internal notion of full arrow which generalises the
full functors (Definition 197).
4.1 Definition
We define now a second 2-dimensional version of the notion of Puppe-exact cat-
egory. Unlike Puppe-exact Gpd∗-categories of Definition 155, which was a gen-
eralisation of the notion of Puppe-exact category, this one is rather an analogue
of Puppe-exact categories: the 2-Puppe-exact Gpd∗-categories are the Gpd∗-
categories where, for an arrow f , the coroot of the pip of f and the kernel of
the cokernel of f coincide, and dually. But we will see in the following sections
that there is a strong link between 2-Puppe-exact Gpd∗-categories and Puppe-
exact categories, because the discrete (or connected) objects in a 2-Puppe-exact
Gpd∗-category form a Puppe-exact category.
We can notice the following properties:
1. every cokernel is cofaithful and is thus 0-cofaithful (i.e. is a Copip-epimor-
phism);
2. every kernel is faithful and is thus 0-faithful (i.e. is a Pip-monomorphism);
3. every coroot is fully cofaithful and is thus fully 0-cofaithful (i.e. is a Coker-
epimorphism);
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4. every root is fully faithful and is thus fully 0-faithful (i.e. is a Ker-mono-
morphism).
We have thus the following proposition.
178 Proposition. Let C be a Gpd∗-category with all the kernels and cokernels.
1. The kernel-quotient system Coker ⊣ Ker and the cokernel-coquotient system
Copip ⊣ Root are precoupled.
2. The kernel-quotient system Coroot ⊣ Pip and the cokernel-coquotient sys-
tem Coker ⊣ Ker are precoupled.
There exist thus comparison arrows between, on the one hand, the cokernel
of the kernel of an arrow and the root of its copip and, on the other hand, the
coroot of the pip of an arrow and the kernel of its cokernel.
Ker f
kf
// A
f
//
e¯1f

 
 ω¯f
B
0
&&
0
88
 
 ρf Copip f
Coker kf w¯f
// Rootρf
m¯2f
OO
(259)
Pip f
0
((
0
66
 
 pif A
f
//
e1f

 
 ωf
B
qf
// Coker f
Corootπf wf
// Ker qf
m2f
OO
(260)
By Remark 110, we can also construct these factorisations by taking the
cokernel of the π1 of the kernel of f or the kernel of the π0 of the cokernel of f .
Ker f
kf
// A
f
//
e¯1f

 
 ω¯f
B
qf
// Coker f
η
// π0 Coker f
Coker kf w¯f
// Ker(ηqf)
m¯2f
OO
(261)
π1Ker f
ε // Ker f
kf
// A
f
//
e1f

 
 ωf
B
qf
// Coker f
Coker(kfε) wf
// Ker qf
m2f
OO
(262)
By applying Proposition 63 to these two pairs of precoupled systems, we get
the following proposition, which defines 2-Puppe-exact Gpd∗-categories as the
Gpd∗-categories which are both Ker-Copip-perfect and Pip-Coker-perfect.
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179 Proposition. Let C be a Gpd∗-category with zero object and all the ker-
nels and cokernels. The following properties are equivalent (if they hold, we say
that C is 2-Puppe-exact):
1. for every arrow f : C2, w¯f and wf are equivalences;
2. every arrow factors as a normal cofaithful arrow followed by a normal fully
faithful arrow, and as a normal fully cofaithful arrow followed by a normal
faithful arrow;
3. (a) every 0-cofaithful arrow is canonically the cokernel of its kernel (i.e.
is normal cofaithful);
(b) every 0-faithful arrow is canonically the kernel of its cokernel (i.e. is
normal faithful);
(c) every fully 0-cofaithful arrow is canonically the coroot of its pip (i.e.
is normal fully cofaithful);
(d) every fully 0-faithful arrow is canonically the root of its copip (i.e. is
normal fully faithful).
A first important property of 2-Puppe-exact Gpd∗-categories is that the (fully)
0-faithful arrows coincide with the (fully) faithful arrows.
180 Proposition. Let be f : C2, where C is a 2-Puppe-exact Gpd∗-category.
We have:
1. f is faithful if and only if f is 0-faithful;
2. f is cofaithful if and only if f is 0-cofaithful;
3. f is fully faithful if and only if f is fully 0-faithful;
4. f is fully cofaithful if and only if f is fully 0-cofaithful.
Proof. If f is 0-faithful, then f is a kernel, and is thus faithful. If f is fully
0-faithful, then f is a root, and is thus fully faithful.
181 Proposition. In a 2-Puppe-exact Gpd∗-category,
1. every faithful and fully cofaithful arrow is an equivalence;
2. every fully faithful and cofaithful arrow is an equivalence.
182 Proposition. Let C be a 2-Puppe-exact Gpd∗-category. Then:
1. C is Ker-preexact and Coker-preexact;
2. C is Ker-factorisable and Coker-factorisable;
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3. C is Pip-factorisable and Copip-factorisable.
Proof. Condition 3(b) of Proposition 179 implies immediately that C is Ker-
preexact. Dually, by condition 3(a), C is Coker-preexact. Next, C is Ker-
factorisable and Copip-factorisable since it is Ker-Copip-perfect, and it is Pip-
factorisable and Coker-factorisable since it is Pip-Coker-perfect.
We will prove later the Pip-preexactness and the Copip-preexactness (Propo-
sition 189).
In a 2-Puppe-exact Gpd∗-category, there are two factorisations of each arrow.
Let us fix for each of these factorisations a construction:
1. f factors as A
eˆf
−→ Imfull f
mˆf
−−→ B, with ϕˆf : f ⇒ mˆf eˆf , where eˆf is cofaithful
and mˆf is fully faithful;
2. f factors as A
ef
−→ Im f
mf
−−→ B, with ϕf : f ⇒ mfef , where ef is fully
cofaithful and mf is faithful.
Since ef is fully cofaithful and mˆf is faithful, ef ↓ mˆf , because (FullCofaith, Faith)
is a factorisation system. There exist thus an arrow lf : Im f → Imfull f and 2-
arrows such that
Im f
mf
##F
FF
FF
FF
FF
FF
lf

xxwA
eˆf
##F
FF
FF
FF
FF
FF
ef
;;xxxxxxxxxxx
xxw B
Imfull f
mˆf
;;xxxxxxxxxxx
=
Im f
mf
##F
FF
FF
FF
FF
FF
A f //
eˆf
##F
FF
FF
FF
FF
FF
 
 ϕˆf
ef
;;xxxxxxxxxxx
  KSϕf
B
Imfull f
mˆf
;;xxxxxxxxxxx
. (263)
The arrow lf is faithful, because mf is faithful, and cofaithful, because eˆf is
cofaithful. Thus every arrow in a 2-Puppe-exact Gpd∗-category factors in three
parts:
A
ef
−→ Im f
lf
−→ Imfull f
mˆf
−−→ B, (264)
where ef is fully cofaithful, lf is faithful and cofaithful, and mˆf is fully faithful.
In dimension 1, an abelian category is a Puppe-exact category which has
the finite products and coproducts. This explains that there are few examples of
non-abelian Puppe-exact categories. Up to now, there is no known 2-dimensional
example.
183 Definition. A 2-abelian Gpd-category is a 2-Puppe-exact Gpd∗-category
which has all the finite products and coproducts.
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4.2 Discrete and connected objects
4.2.1 Equivalence of Dis(C) and Con(C)
In 2-Puppe-exact Gpd∗-categories, there is an alternative construction of π0 and
π1.
184 Proposition. Let C be an object in a 2-Puppe-exact Gpd∗-category C.
Then
ηC = Coroot(ωC) and (265)
εC = Root(σC) (266)
(where ηC is the unit and εC, the counit of the adjunction Σ ⊣ Ω; see diagrams
136).
π1C
εC

ΩC
0
((
0
55
 
 ωC C
ηC //
0

0

____ks
σC
π0C
ΣC
(267)
Proof. The first equation comes from the fact that, in a 2-Puppe-exact Gpd∗-
category, the kernel of the cokernel of 0C : C → 0, which is in fact ΩΣC = π0C,
coincides with the coroot of the pip of 0C , which is ΩC, by Proposition 106. The
second equation is proved dually.
185 Proposition. Let C be an object of a 2-Puppe-exact Gpd∗-category C.
Then there exists a 2-arrow ηCεC ⇒ 0 which makes the following sequence an
extension (a relative exact sequence).
0 // π1C 88
0
 

εC // C
ηC // π0C // 0
(268)
Proof. Proposition 109 applies to the following diagram, because εC = ω¯C .
Since ηC = CorootωC , by the previous proposition, it follows that there is a
2-arrow ηCεC ⇒ 0 (unique, because π1C = ΣΩC is connected) such that ηC =
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Coker εC . We prove dually that εC = Ker ηC .
ΩC
0
))
0
55
 
 ωC
0

0

____ks
σΩC
C
ηC // π0C
ΣΩC
εC
=={{{{{{{{{{{{{{{{
(269)
If we apply conditions 3(a) and 3(b) of Proposition 179 to the case of arrows
with zero (co)domain, we get a characterisation of discrete objects as the objects
D which are canonically equivalent to π0(D) = ΩΣD, and of connected objects
as the objects C which are canonically equivalent to π1(C) = ΣΩC.
186 Proposition. Let C be a 2-Puppe-exact Gpd∗-category and D : C. The
following conditions are equivalent:
1. D is discrete;
2. ηD : D → π0D is an equivalence;
3. π1D ≃ 0;
4. 0D : D → 0 is 0-faithful (for every α : 0⇒ 0: X → D, α = 10);
5. 0D : 0→ D is fully (0-)faithful.
Proof. 1 ⇔ 2 ⇔ 4. Condition 1 means that 0D is faithful; condition 2 means
that 0D is the kernel of its cokernel. So conditions 1, 2 and 4 are equivalent by
condition 3(b) of Proposition 179.
2 ⇔ 3. This is an immediate consequence of Proposition 185.
3 ⇔ 5. The arrow 0D factors, by taking the cokernel of its kernel, as
0 −→ π1D
εD−→ D, where 0pi1D is cofaithful and εD is fully faithful. By the
properties of factorisation systems, 0D is fully faithful if and only if 0pi1D is an
equivalence.
Let us return to the adjunction Σ ⊣ Ω (diagram 135). The previous proposi-
tion tells us that in a 2-Puppe-exact Gpd∗-category, the objects of C where the
unit of this adjunction is an equivalence are the discrete objects and that the
objects of C where the counit is an equivalence are the connected objects. So
the adjunction Σ ⊣ Ω restricts to an equivalence between Con(C) and Dis(C) (let
us recall that Con(C) is a Set-category, because there is at most one 2-arrow
between two arrows, since the objects are connected, and that, dually, Dis(C) is
also a Set-category).
187 Proposition. For a 2-Puppe-exact Gpd∗-category C,
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1. π1 : C → Con(C) is right adjoint to the inclusion i : Con(C) →֒ C, with counit
ε : π1 ⇒ 1C;
2. π0 : C → Dis(C) is left adjoint to the inclusion i : Dis(C) →֒ C, with unit
η : 1C ⇒ π0.
Proof. We prove point 1; point 2 is dual. We will prove that for all C : Con(C)
and A : C, the functor εA ◦− : Con(C)(C, π1A)→ C(C,A) is an equivalence (then
we get the counit of the adjunction by taking C := π1A and by applying this
functor 1pi1A; in this way, we do get εA). Let us consider the following diagram.
Since C is connected, εC is an equivalence (by the dual of Proposition 186), thus
the left horizontal arrows are equivalences. The right horizontal arrows are the
equivalences of the adjunction Σ ⊣ Ω. The right vertical arrow is an equivalence
because the adjunction Σ ⊣ Ω is idempotent (since C is Ker-idempotent, by
2-Puppe-exactness). So the left arrow is an equivalence.
Con(C)(C,ΣΩA)
εA◦−

−◦εC // Con(C)(ΣΩC,ΣΩA)
εA◦−


∼ // Dis(C)(ΩC,ΩΣΩA)
ΩεA◦−

C(C,A)
−◦εC
// C(ΣΩC,A) ∼
// C(ΩC,ΩA)
(270)
To sum up, in a 2-Puppe-exact Gpd∗-category, we are in the situation of the
following diagram.
C
Ω
//⊥
pi1

⊢
C
Σoo
pi0

⊣
Con(C)
Ω
//
≃
i
OO
Dis(C)
Σoo
i
OO
(271)
Let us recall [14, Section 1.12] that a torsion theory in an abelian category C
consists of two full subcategories T , F of C such that
1. for all T ∈ T and F ∈ F ,
C(T, F ) ≃ 0; (272)
2. for each C : C, there exists an extension
0 −→ T −→ C −→ F −→ 0, (273)
where T ∈ T and F ∈ F .
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We will use provisionally the same definition in dimension 2. But it is possi-
ble that in a later study of 2-dimensional torsion theories we will need to add
conditions to get the expected properties.
188 Proposition. In a 2-Puppe-exact Gpd∗-category C, the sub-Gpd∗-catego-
ries Con(C) and Dis(C) form a torsion theory.
Proof. The first condition hold because, if C is connected and D is discrete, by
the adjunction i ⊣ π1 : C → Con(C) and by the fact that π1D ≃ 0 (by Proposition
186), we have C(C,D) ≃ Con(C)(C, π1D) ≃ Con(C)(C, 0) ≃ 0.
The second condition follows from Proposition 185, since π1C is connected
and π0C is discrete.
To end this section, let us give two other consequences of Proposition 186.
189 Proposition. Every 2-Puppe-exact Gpd∗-category C is Pip-preexact and
Copip-preexact.
Proof. We prove the Pip-preexactness; the other property is dual. Let π : 0⇒
0: A → B be a monoloop in C. Let us consider the following diagram, where
r = Coroot(π). By Proposition 109, there exists a 2-arrow ρ : rπ¯ ⇒ 0 (unique
since ΣA is connected) such that (r, ρ) = Coker π¯. Moreover, as π is a monoloop,
its domain A is discrete (by Proposition 85) and thus ηA is an equivalence (by
Proposition 186). Then, by Proposition 113, π¯ is 0-faithful and, by 2-Puppe-
exactness, (π¯, ρ) = Ker r. Finally, by Proposition 108, π = Pip r.
A
0
))
0
55
 
 pi
0

0

____ks
σA
B
r // Corootπ
ΩΣA
η−1A
<<zzzzzzzzzzzzzzzzz 0 **
0
44
 
 ωΣA ΣA
p¯i
>>}}}}}}}}}}}}}}}
0
88
,, ,,

ρ
(274)
190 Proposition. Let C be a 2-Puppe-exact Gpd∗-category and A
f
→ B be an
arrow in C. Then the following conditions are equivalent:
1. f is faithful;
2. for every C : Con(C) and for every a : C → A, if fa ≃ 0, then a ≃ 0;
3. for every C : Con(C), C(C, f) is fully 0-faithful.
Proof. 1 ⇔ 2. This is an immediate consequence of Proposition 111 since, if
D is connected, D ≃ π1D = ΣΩD, by Proposition 186.
2 ⇔ 3. Condition 2 is part (a) of property 4 of Definition 80. Part (b) is
always true when X is connected, which is the case here.
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4.2.2 2-Puppe-exactness of Dis(C) ≃ Con(C)
We will prove that, if C is 2-Puppe-exact (or 2-abelian), then the Set-category
Dis(C) ≃ Con(C) is Puppe-exact (or abelian). In order to do that, we use the
following facts:
1. since Dis(C) is a reflective sub-Gpd-category of C, limits in it are computed
as in C (in particular, the kernel of an arrow in Dis(C) is its kernel in C)
and colimits are computed by applying π0 to the colimit in C (in particular,
the cokernel of A
f
→ B is the composite
B
qf
−→ Coker f
ηCoker f
−−−−→ π0Coker f); (275)
2. dually, colimits in Con(C) are computed as in C and limits are computed
by applying π1 to the limit in C.
191 Theorem. If C is a 2-Puppe-exact Gpd∗-category, then Dis(C) ≃ Con(C)
is a Puppe-exact category.
Proof. First, Dis(C) has a zero object, the kernels and the cokernels, by the
remark preceding this theorem. Next, let A
f
→ B be an arrow in Dis(C). The
cokernel of the kernel of f in Dis(C) is ηCoker kf e¯
1
f ; the kernel of the cokernel of
f is m¯2f , which is the kernel of ηqf (the cokernel of f in Dis(C)). There is a
comparison arrow wf : π0Coker kf → Ker(ηqf ) such that wfηCoker kf ≃ w¯f .
Then, as C is 2-Puppe-exact, w¯f is an equivalence. As Ker(ηqf ) is discrete,
Coker kf is also discrete and, by Proposition 186, ηCoker kf is an equivalence. This
allows to conclude that wf is an equivalence.
Ker f
kf
// A
f
//
e¯1f

 
 ω¯f
B
qf
// Coker f
η
// π0Coker f
Coker kf w¯f
//
η

Ker(ηqf )
m¯2f
OO
π0Coker kf
wf
88qqqqqqqqqqqqq
(276)
192 Corollary. If C is a 2-abelian Gpd-category, then Dis(C) (and thus also
Con(C)) is an abelian category.
Proof. By the remarks preceding the previous theorem, the category Dis(C)
has all finite products and coproducts, because C has them. And by the previous
theorem Dis(C) is Puppe-exact.
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We can also characterise the monomorphisms and epimorphisms in Dis(C)
and Con(C) in terms of the (fully) (co)faithful arrows in C.
193 Proposition. Let C be a 2-Puppe-exact Gpd∗-category. We have the fol-
lowing equivalences:
1. f is a monomorphism in Dis(C) if and only if f is fully faithful in C;
2. f is an epimorphism in Dis(C) if and only if f is cofaithful in C;
3. f is a monomorphism in Con(C) if and only if f is faithful in C;
4. f is an epimorphism in Con(C) if and only if f is fully cofaithful in C.
Proof. We give the proof for Dis(C); the proof for Con(C) is dual. Let A
f
→ B
be an arrow in Dis(C).
First, f is a monomorphism in Dis(C) if and only if Ker f = 0 in Dis(C). Since
the kernel in Dis(C) is computed as in C, this is equivalent to Ker f = 0 in C and
thus to f being fully faithful in C.
Next, f is an epimorphism in Dis(C) if and only if Coker f = 0 in Dis(C). Since
the cokernel of f in Dis(C) is π0 Coker f in C and since π0Coker f = ΩCopip f ,
this is equivalent to Copip f = 0 in C and thus to f being cofaithful in C.
4.3 Good 2-Puppe-exact Gpd∗-categories
In this section, we study a property which, added to the definition of 2-Puppe-
exactness, allows to recover certain properties of the Gpd-category 2-SGp of sym-
metric 2-groups. The question of the independance of this property with respect
to the axioms of 2-Puppe-exact Gpd-category remains open, all known examples
of 2-Puppe-exact Gpd-categories being good.
4.3.1 Good 2-Puppe-exact Gpd∗-categories and exactness of µf
Let us begin by introducing some notation. Let C be a 2-Puppe-exact Gpd∗-
category and f : A→ B be an arrow of C. Let us construct the kernel Ker π0f in
Dis(C) (which is also the kernel of π0f in C, since the inclusion Dis(C) →֒ C is a
right adjoint) and let us denote by af : π0Ker f → Ker π0f the comparison arrow
such that kpi0f ◦af = π0(kf); we set cf := af ◦ηKer f : Ker f → Ker π0f . We denote
by bf : Coker π1f → π1Coker f the comparison arrow in Con(C) constructed
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dually and df := εCoker f ◦ bf : Coker π1f → Coker f .
Kf
kf
//
ηKf

~

cf
A
f
//
ηA

~
B
ηB

π0Kf
pi0kf
//
af

π0A pi0f
// π0B
Kπ0f
kpi0f
<<yyyyyyyyyyyyy
(277)
A good 2-Puppe-exact Gpd∗-category is a 2-Puppe-exact Gpd∗-category where
π0 and π1 are exact, in the sense that they preserve exact sequences. On the
other hand, they do not preserve in general relative exact sequences. This would
be equivalent to the preservation of kernels and cokernels; but, in general, π0
preserves cokernels but not kernels and π1 preserves kernels, but not cokernels.
These properties hold in the Gpd-category of symmetric 2-groups. Conditions
1, 2 and 3 are proved in [73].
194 Proposition. Let C be a 2-Puppe-exact Gpd∗-category. The following
conditions are equivalent. When they hold, we say that C is a good 2-Puppe-
exact Gpd∗-category.
1. π0 : C → Dis(C) and π1 : C → Con(C) preserve exact sequences.
2. π0(FullFaith) ⊆ Mono and π1(FullCofaith) ⊆ Epi.
3. For each f , af : π0Ker f → Kerπ0f is an epimorphism in Dis(C) and
bf : Coker π1f → π1 Coker f is a monomorphism in Con(C).
4. For each f , cf is cofaithful and df is faithful.
Proof. 1 ⇒ 3. We apply π0 to the sequence
Kf
kf
//
0
%%
  KSκf
A
f
// B,
(278)
which is exact, by Proposition 139. By condition 1, the central row of diagram
277 is thus an exact sequence in the Puppe-exact category Dis(C). By the prop-
erties of exact sequences in Puppe-exact categories, af is an epimorphism in
Dis(C). The proof is dual for bf .
3 ⇒ 2. If f is fully faithful, then Ker f ≃ 0, thus π0Ker f ≃ 0 and af
is a monomorphism. By condition 3, af is also an epimorphism. It is thus un
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isomorphism in the Puppe-exact category Dis(C). Therefore Ker π0f ≃ 0 and
π0f is a monomorphism in Dis(C). The proof is dual for π1.
2 ⇒ 1. Let be an exact sequence in C, as in the upper part of diagram
191. By Corollary 154 (which applies because C is Ker-factorisable), the arrow
b′ : Coker a→ C is fully faithful. Then, by condition 2, the comparison arrow
Coker π0a
∼
−→ π0 Coker a
pi0b
′
−→ π0C (279)
is a monomorphism, thus the sequence (π0a, π0b) is exact in Dis(C). The proof
of the second part of condition 1 is dual.
3 ⇔ 4. Given that cf ≡ af ◦ ηKer f and that ηKer f is fully cofaithful, since
it is a coroot (by Proposition 184), by the cancellation property of cofaithful
arrows, cf is cofaithful if and only if af is cofaithful. And, by Proposition 193,
af is cofaithful in C if and only if af is an epimorphism in Dis(C).
At the end of the following subsection, we will learn that in a good 2-Puppe-
exact Gpd∗-category, we have also
• π0(Cofaith) ⊆ Epi,
• π1(Faith) ⊆ Mono,
• π0(FullCofaith) ⊆ Iso, and
• π1(FullFaith) ⊆ Iso.
An important property of good 2-Puppe-exact Gpd∗-categories is that, for
every arrow f : C, the 2-arrow µf :=
Ker f
kf
//
0
##
 
 κ
−1
f
A
f
//
99
0
 
 ζf
B
qf
// Coker f (280)
is exact. Let us recall that a 2-arrow π : 0⇒ 0: A→ B is exact if the sequence
A −→ 0 −→ B, equipped with the 2-arrow π, is exact.
Starting from a loop π : 0⇒ 0: A→ B, we construct the following diagram,
by using the notations of diagram 138.
A
0 //
p˜i

66
66
66
66
66
0
&&
 

  KSpi
0
0 //
0

55
55
55
55
55  

B
ΩB
0
DD										
ΣA
p¯i
CC
(281)
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Since 2-Puppe-exact Gpd∗-categories are Ker- and Coker-factorisable, we can
apply Corollary 154 to the exactness of π. The following conditions are thus
equivalent:
1. π is exact;
2. π˜ is fully 0-cofaithful;
3. π¯ is fully 0-faithful.
The following lemma appears in [38].
195 Lemma. Let C be a Gpd∗-category and A
f
→ B be an arrow in C. Let us
consider the Puppe exact sequence constructed from f (Proposition 141). There
exist 2-arrows (unique because ΣΩB and ΣKf are connected), shown in the
following diagram.
ΣΩB
Σd //
εB


ΣKf
Σk //
µ¯f

~
ΣA
B q
// Qf
d′
// ΣA
(282)
Proof. For the 2-arrow of the left square, it suffices, as σΩB is an epiloop, to
prove that qεBσΩB = µ¯f(Σd)σΩB. By using the definition of µ¯f and the equations
which the 2-arrows of the Puppe sequence satisfy, we have the succession of
equalities
qεBσΩB = qωB = qfδ ◦ qκ
−1d = ζkd ◦ qκ−1d = µfd = µ¯fσKfd = µ¯f(Σd)σΩB.
(283)
To get the 2-arrow of the right square, we check in a similar way that
d′µ¯fσKf = (Σk)σKf .
196 Proposition. If C is a good 2-Puppe-exact Gpd∗-category, the 2-arrow
µf : 0⇒ 0: Ker f → Coker f is exact.
Proof. We apply π0 : C → Dis(C) and Ω: C → Dis(C) to the Puppe exact
sequence (Proposition 141). Given that π0 maps connected objects to zero and
Ω maps discrete objects to zero, we get two shorter sequences that we can merge
in the following way.
0 // π0ΩKf //
ΩεKf ≀

π0ΩA //
ΩεA ≀

π0ΩB //
ΩεB ≀

π0Kf //
Ωµ¯f

π0A // π0B // π0Qf // 0
0 // ΩKf // ΩA // ΩB // ΩQf // ΩΣA // ΩΣB // ΩΣQf // 0
(284)
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Since C is good, π0 and Ω (which is the composite of π1 : C → Con(C) with the
equivalence Ω: Con(C) → Dis(C)) preserve exact sequences, thus the two rows
are exact in Dis(C). The two left squares commute by Gpd-naturality of ε, the
two central squares commute by the previous lemma, and the two right squares
obviously commute.
The three left vertical arrows are isomorphisms, because the adjunction Σ ⊣ Ω
is idempotent, and the three right vertical arrows are obviously isomorphisms.
Since Dis(C) is Puppe-exact, the “7 lemma” (which can be proved from the 5
lemma by factoring the second and fifth arrows of each sequence) holds and
ensures that Ωµ¯f is an isomorphism.
Therefore, in the following diagram (which exists by Gpd-naturality of ε), the
left and upper sides are equivalences, whereas εQf is fully faithful, since it is a
root. So µ¯f is fully faithful and µf is exact.
ΣΩΣKf
εΣKf
//
ΣΩµ¯f

				
@H
ΣKf
µ¯f

ΣΩQf εQf
// Qf
(285)
Diagram 284 gives us an exact sequence (the upper or lower row, as you
prefer) in Dis(C) which is the generalisation of the following sequence in 2-SGp,
constructed from a symmetric monoidal functor F : A → B [18, Corollary 2.7].
0→ π1(KerF ) −→ π1(A)
pi1(F )
−→ π1(B) −→ π1(CokerF )
≃ π0(KerF ) −→ π0(A)
pi0(F )
−→ π0(B) −→ π0(CokerF )→ 0. (286)
In particular, if we start with an extension (f, η, g) (like the upper row of diagram
230), we get the following exact sequence in Dis(C), where the central arrow
measures the non-preservation by π0 and π1 (or Ω) of relative exact sequences:
0 −→ ΩA
Ωf
−→ ΩB
Ωg
−→ ΩC −→ π0A
pi0f
−→ π0B
pi0g
−→ π0C −→ 0. (287)
It corresponds under the equivalence Σ ⊣ Ω to the following exact sequence in
Con(C):
0 −→ π1A
pi1f
−→ π1B
pi1g
−→ π1C −→ ΣA
Σf
−→ ΣB
Σg
−→ ΣC −→ 0. (288)
We also get characterisations of the π0 and the π1 of the kernel and of the
cokernel of an arrow f . The first and the third properties are always true in
a 2-Puppe-exact Gpd∗-category (for π0 is a left adjoint and π1 a right adjoint),
whereas the second is a translation of the fact that Ωµ¯f is an equivalence, as we
have seen in the proof of the previous proposition.
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1. π0Coker f ≃ Coker π0f .
2. π1Coker f is equivalent, under the equivalence Σ ⊣ Ω, to π0Ker f .
3. π1Ker f ≃ Kerπ1f .
These three properties give the three levels of a 3-dimensional object: the objects
(1) are the objects of the cokernel of f ; the arrows (2) are both the arrows (from
0 to 0) of the cokernel of f and the objects of the kernel of f ; the 2-arrows (3)
are the arrows of the kernel of f . In the case of symmetric 2-groups, we can be
more specific: the kernel of a morphism F : A → B combines with its cokernel
to form a pointed 2-groupoid Ker(F con), which is the kernel of the 2-functor
F con : Acon → Bcon obtained by “suspending” the functor F (Acon is the one-
object 2-groupoid whose 2-group of arrows is A). We recover the cokernel of F
by taking locally the π0 of Ker(F con), and we recover the kernel of F by taking
the 2-group of arrows from I to I in Ker(F con).
4.3.2 Full arrows
Now, let us introduce a notion of full arrow in a Gpd-category (which is called a
prefull arrow in [29]). In Gpd (see [31]), 2-SGp (Proposition 268), and the Gpd-
categories of 2-modules on a 2-ring, the full arrows in the 2-categorical sense
are the full functors in the ordinary elementary sense. On the other hand, this
is not the case in the 2-category of categories Cat, but here we work only with
Gpd-categories.
197 Definition. Let A
f
→ B be an arrow in a Gpd-category. We say that
f is full if, for all 2-arrows α and β as in the following diagram, the following
equation holds.
B
v0

??
??
??
??
A
f

??
??
??
??
A
f
??
f

??
??
??
??
 
 β Y X
u0
??
u1

??
??
??
??
 
 α B
v0

??
??
??
??
X
u0
??
u1

??
??
??
??
 
 α B
v1
??
= A
f
??
f

??
??
??
??
 
 β Y
A
f
??
B
v1
??
(289)
We can define a pointed version, by taking u1 = 0 and v0 = 0.
198 Definition. Let A
f
→ B be an arrow in a Gpd-category. We say that
f is 0-full if for all 2-arrows α and β as in the following diagram, the following
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equation holds (i.e. α and β are compatible: vα = βu).
X
u //
;;
0
 
 α
A
f
//
0
##
 
 β−1
B v
// Y = 10 (290)
In 2-Puppe-exact Gpd∗-categories, full arrows behave as we expect: fully
faithful = full + faithful.
199 Proposition. In a 2-Puppe-exact Gpd∗-category, f is fully faithful if and
only if f is full and faithful. Dually, f is fully cofaithful if and only if f is full
and cofaithful.
Proof. Let us assume that f is fully faithful. We already know that f is
faithful. It remains to prove that f is full. Let us consider diagram 289. Since
f is fully faithful, there exists γ : u0 ⇒ u1 such that α = fγ. Then the two sides
of equation 289 are equal to β ∗ γ and are thus equal to each other.
Conversely, let us assume that f is full and faithful. Let be β : fa⇒ 0. Since
f is full, β is compatible with ζf :
X
a //
;;
0
 
 β
A
f
//
0
%%
 
 ζ
−1
f
B qf
// Coker f = 10. (291)
Now, (f, ζf) = Ker qf , since f is faithful and C is 2-Puppe-exact. So, by the
universal property of the kernel of qf , there exists a unique α : a⇒ 0 such that
β = fα.
We proceed to the main result of this section, which gives in a good 2-Puppe-
exact Gpd∗-category a list of characterisations of full arrows, some of them being
known in 2-SGp (see [73, 52]).
200 Lemma. Let π : 0⇒ 0: A→ B be an exact loop. The following conditions
are equivalent:
1. π = 10;
2. A is connected;
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3. B is discrete.
Proof. 2 or 3 ⇒ 1. If A is connected or B discrete, there is only one 2-arrow
0⇒ 0: A→ B, which can only be 10.
1⇒ 2. Since π is exact, π˜ (see diagram 281) is fully cofaithful. But π = ωBπ˜.
If π = 10, we have thus ωB = 10, which implies that ΩB ≃ 0, by Proposition 99
(since ωB = Pip 0
B). So π1B = ΣΩB ≃ 0 and B is discrete, by Proposition 186.
1 ⇒ 3. The proof is dual.
201 Proposition. Let C be a good 2-Puppe-exact Gpd∗-category and A
f
→ B
be an arrow in C. The following conditions are equivalent:
1. f is full;
2. f is 0-full;
3. µf = 10;
4. Ker f is connected (π0Ker f ≃ 0);
5. Coker f is discrete (π1Coker f ≃ 0);
6. f factors as a fully cofaithful arrow followed by a fully faithful arrow;
7. lf : Im f → Im fullf is an equivalence;
8. π0f is a monomorphism in Dis(C) and π1f is an epimorphism in Con(C).
Proof. 1 ⇒ 2 ⇒ 3. Condition 3 is condition 2 applied to κf and ζf , whereas
condition 2 is a special case of condition 1.
3 ⇔ 4 ⇔ 5. By Proposition 196, µf is exact because C is good. Thus the
previous lemma applies and gives us the equivalence between these properties.
4 ⇒ 6. As C is 2-Puppe-exact, we have a factorisation f ≃ eˆf ◦ mˆf , where
eˆf is cofaithful and mˆf is fully faithful. By construction, eˆf is the cokernel of
Ker f . Since Ker f is connected, by the dual of Lemma 89, eˆf is fully cofaithful.
6 ⇒ 1. Let us assume that we have ϕ : f ⇒ me, where e is fully cofaithful
andm is fully faithful and let us consider the situation of diagram 289. Sincem is
fully faithful, there exists γ : eu0 ⇒ eu1 such that α = ϕ
−1u1◦mγ◦ϕu0 and, since
e is fully cofaithful, there exists δ : v0m ⇒ v1m such that β = v1ϕ
−1 ◦ δe ◦ v0ϕ.
Then the two sides of equation 289 are equal to the composite of the following
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diagram.
A
f
//
e

>>
>>
>>
>>
>  
 ϕ
B
v0

@@
@@
@@
@@
@
X
u0
>>~~~~~~~~~
u1
  
@@
@@
@@
@@
@
 
 γ I
m
??
m

??
??
??
??
?
 
 δ Y
A
f
//
e
??         
 
 ϕ−1
B
v1
??~~~~~~~~~
(292)
7 ⇒ 6. If the arrow lf of diagram 264 is an equivalence, then f factors as
the fully cofaithful arrow lfef followed by the fully faithful arrow mˆf .
6 ⇒ 7. Let us assume that f factors as A
g
→ I
h
→ B, with f ≃ hg, g
fully cofaithful and h fully faithful. Since the factorisation of f as a cofaithful
arrow followed by a fully faithful arrow is unique, we have an equivalence l1 : I →
Imfull f . And since the factorisation of f as a fully cofaithful arrow followed by
a faithful arrow is unique, we have an equivalence l2 : I → Im f . We can check
that l1 ≃ lf l2. So lf is an equivalence.
4 ⇒ 8. Condition 4 implies that π0f is a monomorphism: if Ker f is
connected, by the dual of Proposition 186, π0Ker f ≃ 0; the comparison arrow
af : π0Ker f → Ker π0f has thus a zero domain; since it is an epimorphism (for C
is good), its codomain is also zero and π0f is a monomorphism. Dually, condition
5 (which is equivalent to condition 4) implies that π1f is an epimorphism.
8 ⇒ 4. We construct the following exact sequence, where the left part is
the left part of the lower row of diagram 284, and the right part is the right
part of the upper row of this diagram. The arrow ΩB → π0Kf is the composite
ΩB → ΩQf
Ωµ¯−1
f
−−−→ π0Kf .
0

::
::
0
0
BB

::
:
0 // ΩKf // ΩA
Ωf
// ΩB //

::
: π0Kf
//
BB
π0A
pi0f
// π0B // π0Qf // 0
0

:::
:
BB
0
BB
0
(293)
Since the sequence is exact at ΩB and since Ωf is an epimorphism in Dis(C)
(because ΣΩf = π1f is an epimorphism in Con(C)), the image of the arrow
ΩB → π0Kf is 0. In the same way, since the sequence is exact at π0A and since
π0f is a monomorphism, the image of the arrow π0Kf → π0A is 0. Finally, since
the sequence is exact at π0Kf , the oblique sequence is exact, and π0Ker f ≃
0.
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Without assuming that C is good, we can prove characterisations of faith-
fulness and cofaithfulness corresponding to points 4, 5 and 8 of the previous
proposition.
202 Proposition. Let C be a 2-Puppe-exact Gpd∗-category and A
f
→ B be an
arrow in C. The following conditions are equivalent:
1. f is faithful;
2. Ker f is discrete;
3. π1f is a monomorphism in Con(C).
Proof. The arrow f is faithful if and only if ΩKer f ≡ Pip f ≃ 0, which is the
case if and only if Ker π1f ≃ π1Ker f ≃ 0. On the one hand, by Proposition 186,
π1Ker f ≃ 0 if and only if Ker f is discrete. On the other hand, Ker π1f ≃ 0 if
and only if π1f is a monomorphism in Con(C).
By combining the two previous propositions, we get a similar characterisation
for fully faithful arrows (which are the full and faithful arrows by Proposition
199).
203 Proposition. Let C be a good 2-Puppe-exact Gpd∗-category and A
f
→ B
be an arrow in C. The following conditions are equivalent:
1. f is fully faithful;
2. Ker f ≃ 0;
3. π0f is a monomorphism in Dis(C) and π1f is an isomorphism in Con(C).
The previous proposition and its dual tell us that π0 : C → Dis(C) makes in-
vertible fully cofaithful arrows and π1 : C → Con(C) makes invertible fully faithful
arrows:
π0(FullCofaith) ⊆ Iso, (294)
π1(FullFaith) ⊆ Iso. (295)
We can go further: Dis(C) is the Gpd-category of fractions of C for the fully
cofaithful arrows and Con(C) is the Gpd-category of fractions of C for the fully
faithful arrows. Let us recall first the definition of Gpd-categories of fractions
[64].
204 Definition. Let C be a Gpd-category and Σ be a full sub-Gpd-category
of C2. A Gpd-category of fractions for Σ consists of a Gpd-category C[Σ−1] to-
gether with a Gpd-functor P : C → C[Σ−1] such that, for every f ∈ Σ, Pf is an
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equivalence, satisfying the following universal property: for every Gpd-category
D, the Gpd-functor
− ◦P : [C[Σ−1],D]→ [C,D]Σ−1 (296)
is an equivalence (where [C,D]Σ−1 is the full sub-Gpd-category of [C,D] whose
objects are the Gpd-functors which map every f ∈ Σ to an equivalence).
205 Proposition. If C is a good 2-Puppe-exact Gpd-category, then π0 : C →
Dis(C) is a Gpd-category of fractions for FullCofaith and π1 : C → Con(C) is a
Gpd-category of fractions for FullFaith.
Proof. We prove the property for π0; the proof for π1 is dual. First, the dual
of Proposition 203 shows that π0 maps fully cofaithful arrows to equivalences in
Dis(C). Next, let D be a Gpd-category. We have two Gpd-functors
[Dis(C),D]
−◦pi0
// [C,D]FullCofaith−1 .
−◦i
oo (297)
We check that they are inverse to each other. First, as π0i ≃ 1Dis(C), (− ◦ i)(− ◦
π0) ≃ 1. Next, we have a Gpd-natural transformation 1⇒ (− ◦ π0)(− ◦ i) which
is defined at F : [C,D]FullCofaith−1 by Fη : F ⇒ Fiπ0. Now, since η is a coroot
(Proposition 184), η is fully cofaithful. So, since F maps fully cofaithful arrows
to equivalences, Fη is an equivalence. Thus − ◦ π0 is an equivalence.
We conclude this chapter by giving a refined version of the short 5 lemma,
using the same method as in the proof of the short 5 lemma for symmetric
2-groups by Dominique Bourn and Enrico Vitale [18, proposition 2.8].
206 Proposition. Let be a good 2-Puppe exact Gpd∗-category. In the situa-
tion of diagram 230, where η′a◦g′ϕ◦ψf = cη and where the rows are extensions,
we have the following properties:
1. if a and c are faithful, then b is faithful;
2. if a and c are full, then b is full;
3. if a and c are cofaithful, then b is cofaithful.
Proof. Properties 1 and 3 are immediate consequences of Lemma 168 since, in
a 2-Puppe-exact Gpd∗-category, (co)faithful and 0-(co)faithful arrows coincide.
For property 2, let us construct the exact sequence 287 starting from the two
rows of diagram 230. We get the following diagram in Dis(C).
0 // ΩA
Ωf
//
Ωa

ΩB
Ωg
//
Ωb

ΩC //
Ωc

π0A
pi0f
//

pi0a

π0B
pi0g
//
pi0b

π0C //

pi0c

0
0 // ΩA′
Ωf ′
// ΩB′
Ωg′
// ΩC ′ // π0A
′
pi0f
′
// π0B
′
pi0g
′
// π0C
′ // 0
(298)
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If a and c are full, by Proposition 201, π0a and π0c are monomorphisms and
π1a and π1c are epimorphisms (thus, by the equivalence Σ ⊣ Ω, Ωa and Ωc are
epimorphisms).
Since Dis(C) is Puppe-exact, the 4 lemma holds in it (see [68, Proposition
13.5.4]). By applying this lemma and its dual to the above diagram, we have that
π0b is a monomorphism and Ωb is an epimorphism (thus π1b is an epimorphism).
By applying Proposition 201 again, we can conclude that b is full.
Chapter 5
Symmetric 2-groups and additive
Gpd-categories
This chapter is devoted to the study of additivity in dimension 2.
First, we define symmetric 2-groups and Gpd-categories enriched in
symmetric 2-groups (or preadditive Gpd-categories), as well as ad-
ditive Gpd-categories. We prove that 2-abelian Gpd-categories are
additive (Corollary 252), regular (Proposition 256) and abelian in
the sense of Chapter 3 (Corollary 257), which implies that all dia-
gram lemmas of Chapter 3 (among which the long exact sequence of
homology) hold in a 2-abelian Gpd-category.
5.1 Symmetric 2-groups and preadditive Gpd-categories
5.1.1 Symmetric 2-monoids
Let us recall first the definition of 2-monoids, which are the monoidal groupoids,
and of their morphisms and 2-morphisms.
207 Definition. A 2-monoid consists of
1. a groupoid G,
2. a functor −⊗− : G×G → G,
3. an object I : G,
4. a transformation aA,B,C : (A⊗B)⊗ C → A⊗ (B ⊗ C) natural in A,B,C,
5. transformations lA : I ⊗ A→ A and rA : A⊗ I → A natural in A,
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such that the following diagrams commute.
(A⊗ B)⊗ (C ⊗D)
aA,B,C⊗D
%%J
JJJ
JJJ
JJJ
JJ
JJJ
JJJ
JJ
JJJ
((A⊗ B)⊗ C)⊗D
aA⊗B,C,D
99ttttttttttttttttttttttt
A⊗ (B ⊗ (C ⊗D))
(A⊗ (B ⊗ C))⊗D

aABC⊗D
22222222222222
A⊗ ((B ⊗ C)⊗D)
A⊗aBCD
FF
aA,B⊗C,D
//
(299)
(A⊗ I)⊗ B
aAIB //
rA⊗B ''NN
NNN
NNN
NNN
A⊗ (I ⊗ B)
A⊗lBwwppp
ppp
ppp
pp
A⊗B
(300)
As a general rule, in this chapter, we omit the subscripts and superscripts of
natural transformations when they are clearly determined by the context.
208 Definition. Let G, H be 2-monoids. A monoidal functor from G to H
consists of:
1. a functor F : G → H,
2. a transformation ϕFAB : FA ⊗ FB → F (A ⊗ B) natural in A and B (we
usually omit the superscript if it can be implied from the context),
3. a morphism ϕ0 : I → FI,
such that the following diagrams commute.
(FA⊗ FB)⊗ FC
ϕ⊗1
		
		
		
		
		
		
FA⊗ (FB ⊗ FC)
1⊗ϕ

55
55
55
55
55
55
a //
F (A⊗ B)⊗ FC FA⊗ F (B ⊗ C)
F ((A⊗B)⊗ C)

ϕ
555555555555
F (A⊗ (B ⊗ C))

ϕ
												
Fa
//
(301)
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FA⊗ I
rFA //
1⊗ϕ0

FA
FA⊗ FI ϕAI
// F (A⊗ I)
FrA
OO
I ⊗ FA
lFA //
ϕ0⊗1

FA
FI ⊗ FA ϕIA
// F (I ⊗ A)
F lA
OO
(302)
209 Definition. Let F,G : G → H be two monoidal functors between 2-mo-
noids. A monoidal natural transformation from F to G is a natural transforma-
tion α : F ⇒ G such that the following diagrams commute.
FA⊗ FB
ϕFA,B
//
αA⊗αB

F (A⊗B)
αA⊗B

GA⊗GB
ϕGA,B
// G(A⊗B)
(303)
FI
αI

I
ϕ0
99rrrrrrrrrr
ϕ0 %%LL
LLL
LLL
LL
GI
(304)
210 Proposition. The 2-monoids, monoidal functors between them and mo-
noidal natural transformations between them form a Gpd∗-category, denoted by
2-Mon.
Proof. Horizontal composition of monoidal functors is defined by (G,ϕG, ϕG0 )◦
(F, ϕF , ϕF0 ) = (GF, ϕ
GF , ϕGF0 ), where ϕ
GF
A,B =
GFA⊗GFB
ϕG
−→ G(FA⊗ FB)
GϕF
−−→ GF (A⊗ B), (305)
and ϕGF0 = I
ϕG0−→ GI
GϕF0−−→ GFI. Horizontal and vertical compositions of
monoidal natural transformations are the ordinary compositions of the under-
lying natural transformations. The zero morphism 0: G → H is the constant
functor mapping all objects to I and all arrows to 1I .
The 2-monoids are actually the one-object Gpd-categories (Definition 1) and
the monoidal functors are the Gpd-functors between these one-object Gpd-ca-
tegories. The coherence metatheorem allowing to replace every Gpd-category
by an equivalent strictly described Gpd-category takes the following form for 2-
monoids: every 2-monoid can be strictly described up to equivalence (in 2-Mon)
i.e. in such a way that A⊗ (B ⊗C) coincides with (A⊗B)⊗C, that A⊗ I and
I ⊗ A coincide with A, and that the transformations a, l and r are identities.
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In the same way, every monoidal functor F : G → H can be normally de-
scribed up to isomorphism (in 2-Mon(G,H)), i.e. in such a way that FI coincides
with I; we proceed as in Gpd∗ (Proposition 66). But it is not true that every
monoidal functor can be strictly described up to isomorphism (an example is
given by diagram 522).
Let us recall now the definition of braided and symmetric 2-monoids and their
morphisms [49, 50].
211 Definition. A braided 2-monoid is a 2-monoid G equipped with
6. a transformation cA,B : A⊗B → B ⊗A natural in A,B
such that the following diagrams commute.
(A⊗ B)⊗ C
aABC







(B ⊗ A)⊗ C
aBAC

22
22
22
22
22
22
22
cAB⊗C //
A⊗ (B ⊗ C) B ⊗ (A⊗ C)
(B ⊗ C)⊗A

cA,B⊗C
22222222222222
B ⊗ (C ⊗ A)

B⊗cAC

aBCA
//
(306)
(A⊗ B)⊗ C
aABC







(B ⊗ A)⊗ C
aBAC

22
22
22
22
22
22
22
cBA⊗Coo
A⊗ (B ⊗ C) B ⊗ (A⊗ C)
(B ⊗ C)⊗A

cA,B⊗C
22222222222222
B ⊗ (C ⊗ A)
B⊗cCA
FF
aBCA
//
(307)
If moreover
cBA ◦ cAB = 1A⊗B, (308)
we call G a symmetric 2-monoid.
For a symmetric 2-monoid, axiom 307 follows from the others.
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212 Definition. Let G, H be two braided 2-monoids. A symmetric monoidal
functor from G to H is a monoidal functor (F, ϕ, ϕ0) : G → H such that the
following diagram commutes.
FA⊗ FB
ϕA,B
//
cFA,FB

F (A⊗ B)
F (cA,B)

FB ⊗ FA ϕB,A
// F (B ⊗ A)
(309)
213 Definition. The symmetric 2-monoids, symmetric monoidal functors
and monoidal natural transformations form a sub-Gpd∗-category of 2-Mon, de-
noted by 2-SMon.
There is in general no equivalent description (in 2-SMon) where A ⊗ B and
B ⊗ A coincide, neither for braided 2-monoids nor for symmetric 2-monoids.
There is a forgetful Gpd-functor U : 2-SMon → Gpd∗.
5.1.2 Symmetric bimonoidal functors
First, let us define the internal Hom of 2-SMon. In dimension 1, commutativity
was necessary to define the sum of two homomorphisms of monoids (or of groups);
in dimension 2, we need symmetry.
Indeed, if F,G : A → B are monoidal functors, we would define their tensor
product as the composite F ⊗G :=
A
∆
−→ A× A
F×G
−−−→ B× B
−⊗−
−−−→ B, (310)
where ∆ is the diagonal functor. But for this composite to be a monoidal functor,
−⊗− should be itself a monoidal functor. Joyal and Street [50] have proved that
to give a monoidal functor structure on −⊗− amounts to give a braiding on B.
In this case, the monoidality natural transformation ϕ(A,B),(C,D) : (A⊗B)⊗ (C⊗
D)→ (A⊗ C)⊗ (B ⊗D) (which we denote more simply by c¯ABCD) is given by
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the composite
(A⊗B)⊗ (C ⊗D)
aA,B,C⊗D

A⊗ (B ⊗ (C ⊗D))
1⊗a−1B,C,D

A⊗ ((B ⊗ C)⊗D)
1⊗(cBC⊗1)

A⊗ ((C ⊗ B)⊗D)
1⊗aC,B,D

A⊗ (C ⊗ (B ⊗D))
a−1A,C,B⊗D

(A⊗ C)⊗ (B ⊗D).
(311)
So we must work in the Gpd-category of braided monoidal groupoids and sym-
metric monoidal functors. But, in this context, we want that, for two symmetric
monoidal functors F and G, the composite 310 be also a symmetric monoidal
functor. But, in order that − ⊗ − preserves the braiding, Joyal and Street
have shown that it is necessary and sufficient that B be symmetric (this is a 2-
dimensional version of the characterisation of the commutativity of an algebraic
theory by the fact that the operations are algebra morphisms). That is why we
can define the internal Hom only for symmetric 2-monoids.
214 Definition. Let A,B : 2-SMon. The symmetric 2-monoid [A,B] is the
groupoid of symmetric monoidal functors A → B and monoidal natural transfor-
mations between them, equipped with the following structure.
1. The tensor product of F,G : A → B is defined by the composite 310, i.e.
on the objects by (F ⊗ G)(A) = FA ⊗ GA and on the arrows by (F ⊗
G)(f) = Ff ⊗Gf . If A,A′ : A, the natural transformation ϕF⊗GA,A′ is defined
(according to the definition of the composite of monoidal functors) by the
composite:
(FA⊗GA)⊗ (FA′ ⊗GA′)
c¯

(FA⊗ FA′)⊗ (GA⊗GA′)
ϕF⊗ϕG

F (A⊗A′)⊗G(A⊗A′),
(312)
where c¯ is the composite 311. And ϕF⊗G0 is defined by the composite
I
l−1I =r
−1
I−−−−−→ I ⊗ I
ϕF0 ⊗ϕ
G
0−−−−→ FI ⊗GI.
2. The unit is the zero functor 0 : A → B.
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3. The natural transformations a, l, r are defined pointwise.
Now we define symmetric bimonoidal functors, which play the same roˆle as
bilinear functions play for abelian monoids (or groups). This notion have been
introduced, for stacks of symmetric 2-groups in [27], with the name biadditive
functor. It is possible to define a tensor product on 2-SMon and to show that a
symmetric bimonoidal functor G×H → K is the same as a symmetric monoidal
functor G⊗H → K.
215 Definition. Let be G, H, K : 2-SMon. A symmetric bimonoidal functor
F : G×H → K is a functor F : G×H → K, with isomorphisms natural in each
variable
ϕHG1,G2 : F (G1, H)⊗ F (G2, H)→ F (G1 ⊗G2, H),
ψH1,H2G : F (G,H1)⊗ F (G,H2)→ F (G,H1 ⊗H2),
ϕH0 : I → F (I,H),
ψ0G : I → F (G, I),
(313)
satisfying the following conditions (conditions 3 and 3’ are equivalent):
1. for every G : G, F (G,−), with ψ−,−G and ψ
0
G, is a symmetric monoidal
functor;
2. for every H : H, F (−, H), with ϕH−,− and ϕ
H
0 , is a symmetric monoidal
functor;
3. for all G1, G2 : H, the natural transformations ϕ
−
G1,G2
: F (G1,−)⊗F (G2,−)
⇒ F (G1 ⊗G2,−) and ϕ
−
0 : 0⇒ F (I,−) are monoidal;
3’. for allH1, H2 : H, the natural transformations ψ
H1,H2
− : F (−, H1)⊗F (−, H2)
⇒ F (−, H1 ⊗H2) and ψ
0
− : 0⇒ F (−, I) are monoidal.
The naturality in G of ψ and ψ0 is equivalent to the fact that, for every arrow
g in G, F (g,−) is a monoidal transformation, and the naturality in H of ϕ and
ϕ0 is equivalent to the fact that, for each arrow h in H, F (−, h) is a monoidal
transformation.
Conditions 3 and 3’ express the compatibility between ϕ and ψ. For example,
axiom 303 for ψH1,H2− can be expressed by the commutativity of the following dia-
gram, for each G1, G2 : G and H1, H2 : H. The left column is the “ϕ” of the tensor
product F (−, H1)⊗F (−, H2), as defined in diagram 312. The commutativity of
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this diagram is equivalent to axiom 303 for ϕ−G1,G2, since c¯
−1 = c¯.
(F (G1, H1)⊗ F (G1, H2))
⊗(F (G2, H1)⊗ F (G2, H2))
ψ
H1,H2
G1
⊗ψ
H1,H2
G2 //
c¯

F (G1, H1 ⊗H2)
⊗F (G2, H1 ⊗H2)
ϕ
H1⊗H2
G1,G2

(F (G1, H1)⊗ F (G2, H1))
⊗(F (G1, H2)⊗ F (G2, H2))
ϕ
H1
G1,G2
⊗ϕ
H2
G1,G2

F (G1 ⊗G2, H1)
⊗F (G1 ⊗G2, H2) ψH1,H2G1⊗G2
// F (G1 ⊗G2, H1 ⊗H2)
(314)
In the same way, we can check that axiom 304 for ψH1,H2− is equivalent to axiom
303 for ϕ−0 , that axiom 303 for ψ
0
− is equivalent to axiom 304 for ϕ
−
G1,G2
, and that
axioms 304 for ψ0− and ϕ
−
0 are equivalent, which shows that conditions 3’ and 3
are equivalent.
216 Definition. The symmetric 2-monoid Bimon(G×H,K) is defined in the
following way:
• Objects. These are the symmetric bimonoidal functors G×H → K.
• Arrows. These are the natural transformations α : F ⇒ F ′ : G × H → K
such that, for each G : G, α(G,−) : F (G,−)⇒ F
′(G,−) is monoidal and, for
each H : H, α(−,H) : F (−, H) ⇒ F
′(−, H) is monoidal. We will call them
bimonoidal natural transformations.
• Tensor. F ⊗ F ′ : G × H → K is defined on objects by (F ⊗ F ′)(G,H) :=
F (G,H)⊗F ′(G,H) and on arrows by (F ⊗F ′)(g, h) := F (g, h)⊗F ′(g, h).
This is a symmetric bimonoidal functor (thanks to symmetry). Moreover,
(α⊗ α′)(G,H) := α(G,H) ⊗ α
′
(G,H).
• Unit. This is the constant functor on I.
The following proposition justifies the definition of symmetric bimonoidal
functors and of bimonoidal natural transformations.
217 Proposition. Bimon(G×H,K) ≃ [G, [H,K]]
Proof. I give only the construction of the symmetric monoidal equivalences
Φ: Bimon(G×H,K)→ [G, [H,K]] and Ψ: [G, [H,K]]→ Bimon(G×H,K).
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In one direction, if F : Bimon(G×H,K), the functor ΦF : G → [H,K] maps G
to F (G,−) and g : G→ G′ to F (g,−); ΦF is symmetric monoidal, with the trans-
formations ϕ−G1,G2 : F (G1,−)⊗F (G2,−)⇒ F (G1⊗G2,−) and ϕ
−
0 : 0⇒ F (I,−),
which are morphisms of [H,K], i.e. monoidal transformations, by condition 3 of
definition 215. If α : F ⇒ F ′ : G×H → K is a bimonoidal transformation, then
(Φα)G := α(G,−).
In the other direction, if F : [G, [H,K]], the functor ΨF : G × H → K maps
(G,H) to (FG)(H) and (g, h) : (G,H) → (G′, H ′) to (FG′)(h) ◦ (Fg)H. And
if α : F ⇒ F ′ : G → [H,K] is a monoidal transformation, we set (Ψα)(G,H) :=
(αG)H .
5.1.3 2-SMon-categories
The goal of this section is to define what means for a Gpd-category to be enriched
in 2-SMon. This is a 2-dimensional version of preadditivity (enrichment in the
category of commutative monoids). In dimension 1, we can take two points of
view on a Set-category enriched in AbMon:
1. it is a category C whose Homs are equipped with an abelian monoid struc-
ture such that, for all A,B,C : C, the composition function C(A,B) ×
C(B,C)→ C(A,C) is bilinear;
2. it is a category C whose Homs are equipped with an abelian monoid struc-
ture such that, for all A : C and g : C(B,C), the composition function
C(A,B)
g◦−
−−→ C(A,C) is linear and, for all f : C(A,B) and C : C, the func-
tion C(B,C)
−◦f
−−→ C(A,C) is linear.
In dimension 2, these two points of view are also available; this gives the
following definition.
218 Definition. Let C be a (weak in general) Gpd-category such that, for all
A,B : C, the groupoid C(A,B) is equipped with a symmetric 2-monoid structure
(the tensor is denoted by +, the unit is denoted by 0, the associativity transfor-
mation is denoted by α, the unit transformations are denoted by λ and ρ, and
the symmetry transformation is denoted by γ) and with transformations natural
in each variable
ϕhg1,g2 : hg1 + hg2 ⇒ h(g1 + g2);
ψh1,h2g : h1g + h2g ⇒ (h1 + h2)g;
ϕh0 : 0⇒ h0;
ψ0g : 0⇒ 0g.
(315)
We say that C is presemiadditive (or that it is a 2-SMon-category) if the equivalent
conditions 1 and 2 hold (we put a dot above the natural transformations of the
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structure of Gpd-category to distinguish them from their analogues of the 2-
monoid structure).
1. (a) For all A,B,C : C, the composition functor C(A,B) × C(B,C) →
C(A,C), with ϕhg1,g2, ψ
h1,h2
g , ϕ
h
0 and ψ
0
g , is symmetric bimonoidal.
(b) For all A,B,C,D, the associativity natural transformation is tri-
monoidal.
C(A,B)× C(B,C)× C(C,D)
 α˙comp×1

1×comp
// C(A,B)× C(B,D)
comp

C(A,C)× C(C,D) comp
// C(A,D)
(316)
(c) For all A,B, the unit natural transformations are monoidal.
1× C(A,B)
id×1
//
QQQ
QQQ
QQQ
QQQ
QQQ
Q
QQQ
QQQ
QQQ
QQQ
QQQ
Q  ρ˙
C(A,A)× C(A,B)
comp

C(A,B)
(317)
C(A,B)× C(B,B)
comp

C(A,B)× 1
1×id
oo
mmm
mmm
mmm
mmm
mmm
m
mmm
mmm
mmm
mmm
mmm
m----
 λ˙
C(A,B)
(318)
2. (a) For all A and h : B → C in C, the functor h ◦ − : C(A,B)→ C(A,C),
with ϕhg1,g2 and ϕ
h
0 , is symmetric monoidal.
(b) For all g : A→ B and C in C, the functor − ◦ g : C(B,C)→ C(A,C),
with ψh1,h2g and ψ
0
g , is symmetric monoidal.
(c) For all parallel h1, h2 in C, the transformation ψ
h1,h2
− is monoidal and
ψ0− is monoidal (or, equivalently, for all parallel g1, g2 in C, the trans-
formation ϕ−g1,g2 is monoidal, and ϕ
−
0 is monoidal).
(d) For all g : B → C and h : C → D, the natural transformation express-
ing a first part of associativity is monoidal.
C(A,B)
g◦−
//
hg◦−
''
 
 α˙hg−
C(A,C)
h◦−
// C(A,D)
(319)
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(e) For all f : A→ B and h : C → D, the natural transformation express-
ing another part of associativity is monoidal.
C(B,C)
h◦−
//
−◦f

	 α˙h−f
C(B,D)
−◦f

C(A,C)
h◦−
// C(A,D)
(320)
(f) For all f : A→ B and g : B → C, the natural transformation express-
ing a last part of associativity is monoidal.
C(C,D)
−◦g
//
77
−◦gf
 
 α˙−gf
C(B,D)
−◦f
// C(A,D)
(321)
(g) For all A,B : C, the unit natural transformations are monoidal.
C(A,B)
1B◦−
%%
 
 λ˙
99
−◦1A
  KSρ˙
C(A,B) (322)
Proof. It is clear that conditions (a), (b) and (c) of version 2 are equivalent to
point (a) of version 1, by Definition 215. It is also clear that point (g) of version
2 is equivalent to point (c) of version 1.
Condition (b) of version 1, the trimonoidality of α˙fgh : (hg)f ⇒ h(gf) means
that the three natural transformations that we get by fixing two of the variables
of α˙ are monoidal: α˙−gh : (hg) ◦ − ⇒ h(g ◦ −) must be monoidal (condition (d)
of version 2), α˙f−h : (h ◦ −)f ⇒ h(− ◦ f) must be monoidal (condition 2(e)),
and α˙fg− : (− ◦ g)f ⇒ − ◦ (gf) must be monoidal (condition 2(f)). Thus we see
that condition 1(b) is equivalent to the conjunction of conditions 2(d), 2(e) and
2(f).
The advantage of the second version is that it avoids bimonoidal or tri-
monoidal functors and natural transformations.
Here is an elementary translation of the conditions of version 2.
176 Chapter 5. Symmetric 2-groups and additive Gpd-categories
(a)
(hg1 + hg2) + hg3
ϕhg1,g2
+1





hg1 + (hg2 + hg3)
1+ϕhg2,g3

99
99
99
99
99
α //
h(g1 + g2) + hg3 hg1 + h(g2 + g3)
h((g1 + g2) + g3)

ϕhg1+g2,g3
9999999999
h(g1 + (g2 + g3))

ϕhg1,g2+g3

hα
//
(323)
hg1 + hg2
ϕhg1,g2 //
γ

h(g1 + g2)
hγ

hg2 + hg1
ϕhg2,g1
// h(g2 + g1)
(324)
hg + 0
ρhg
//
1+ϕh0

hg
hg + h0
ϕhg,0
// h(g + 0)
hρg
OO
0 + hg
λhg
//
ϕh0+1

hg
h0 + hg
ϕh0,g
// h(0 + g)
hλg
OO
(325)
(b)
(h1g + h2g) + h3g
ψ
h1,h2
g +1





h1g + (h2g + h3g)
1+ψ
h2,h3
g

99
99
99
99
99
α //
(h1 + h2)g + h3g h1g + (h2 + h3)g
((h1 + h2) + h3)g

ψ
h1+h2,h3
g
9999999999
(h1 + (h2 + h3))g

ψ
h1,h2+h3
g

αg
//
(326)
h1g + h2g
ψ
h1,h2
g
//
γ

(h1 + h2)g
γg

h2g + h1g
ψ
h2,h1
g
// (h2 + h1)g
(327)
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hg + 0
ρhg
//
1+ψ0g

hg
hg + 0g
ψ
h,0
g
// (h + 0)g
ρhg
OO
0 + hg
λhg
//
ψ0g+1

hg
0g + hg
ψ
0,h
g
// (0 + h)g
λhg
OO
(328)
(c)
(h1g1 + h2g1) + (h1g2 + h2g2)
ψ
h1,h2
g1
+ψ
h1,h2
g2 //
γ¯

(h1 + h2)g1 + (h1 + h2)g2
ϕ
h1+h2
g1,g2

(h1g1 + h1g2) + (h2g1 + h2g2)
ϕ
h1
g1,g2
+ϕ
h2
g1,g2

h1(g1 + g2) + h2(g1 + g2)
ψ
h1,h2
g1+g2
// (h1 + h2)(g1 + g2)
(329)
0 + 0
ψ0g1
+ψ0g2 //
λI=ρI

0g1 + 0g2
ϕ0g1,g2

0
ψ0g1+g2
// 0(g1 + g2)
0 + 0
ϕ
h1
0 +ϕ
h2
0 //
λI=ρI

h10 + h20
ψ
h1,h2
0

0
ϕ
h1+h2
0
// (h1 + h2)0
(330)
0
ϕ00=ψ
0
0−−−−→ 0 ◦ 0 (331)
(d)
(hg)f1 + (hg)f2
ϕ
hg
f1,f2

α˙hgf1+α˙hgf2 // h(gf1) + h(gf2)
ϕhgf1,gf2

h(gf1 + gf2)
(hg)(f1 + f2) α˙h,g,f1+f2
// h(g(f1 + f2))

hϕ
g
f1,f2
(332)
0
ϕh0 //
ϕ
hg
0

h0
hϕ
g
0

(hg)0
α˙hg0
// h(g0)
(333)
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(e)
(hg1)f + (hg2)f
ψ
hg1,hg2
f

α˙hg1f+α˙hg2f // h(g1f) + h(g2f)
ϕhg1f,g2f

(hg1 + hg2)f
ϕhg1,g2
f

h(g1f + g2f)
(h(g1 + g2))f α˙h,g1+g2,f
// h((g1 + g2)f)

hψ
g1,g2
f
(334)
0
ψ0f

ϕh0

0f
ϕh0f

h0
hψ0f

(h0)f
α˙h0f
// h(0f)
(335)
(f)
(h1g)f + (h2g)f
ψ
h1g,h2g
f

α˙h1gf+α˙h2gf // h1(gf) + h2(gf)
ψ
h1,h2
gf

(h1g + h2g)f
ψ
h1,h2
g f

((h1 + h2)g)f α˙h1+h2,g,f
// (h1 + h2)(gf)
(336)
0f
ψ0gf

0
ψ0f
oo
ψ0
gf

(0g)f
α˙0gf
// 0(gf)
(337)
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(g)
1Bf1 + 1Bf2
λ˙f1+λ˙f2
%%LL
LLL
LLL
LLL
LLL
LL
ϕ
1B
f1,f2

f11A + f21A
ρ˙f1+ρ˙f2
yyrrr
rrr
rrr
rrr
rrr
r
ψ
f1,f2
1A

1B(f1 + f2)
λ˙f1+f2
// f1 + f2 (f1 + f2)1Aρ˙f1+f2
oo
(338)
0
ϕ
1B
0
 A
AA
AA
AA
AA
AA
AA 0
}}
}}
}}
}}
}}
}}
}
ψ01A

1B0
λ˙0
// 0 01Aρ˙0
oo
(339)
In the one-object case, we recover exactly the axioms of Laplaza [58] for a
category with two monoidal structures, one being distributive with respect to the
other, except that he does not work with groupoids and adds axioms concerning
the symmetry of the product (here the composition), which we do not assume
here; Kapranov and Voevodsky [51] call that a “ring category”; they use the
category of vector spaces on a field K, equipped with the tensor product and the
direct sum to define their 2-vector spaces on K; these categories are also called
bimonoidal categories or rig-like categories.
219 Example. 1. A Set-category seen as a discrete Gpd-category is pre-
semiadditive in this 2-dimensional sense if and only if it is presemiadditive
in the usual 1-dimensional sense. So there is no possible terminological
ambiguity.
2. The Gpd-category 2-SMon is itself presemiadditive. The symmetric 2-
monoid structure of 2-SMon(G,H) = [G,H] has been described in Defi-
nition 214. If G : G → H and H1, H2 : H → K are morphisms in 2-SMon,
then ψH1,H2G is the identity at each point, whereas if G1, G2 : G → H and
H : H → K, ϕHG1,G2 is ϕ
H
G1−,G2−
.
5.1.4 Symmetric 2-groups and 2-SGp-categories
2-groups, also called Cat-groups or Gr-categories, are 2-monoids where each ob-
ject is an equivalence (if we see the 2-monoid as a one-object Gpd-category). See
[73, 3] for general results about 2-groups.
220 Definition. A 2-group is a 2-monoid (monoidal groupoid) such that, for
each object A : G, there exist an object A∗ : G and arrows εA : A⊗ A
∗ → I and
ηA : I → A
∗⊗A satisfying the triangular identities: the two following composites
are equal respectively to 1A∗ and to 1A.
A∗
l−1
−→ I⊗A∗
ηA⊗1
−−−→ (A∗⊗A)⊗A∗
a
−→ A∗⊗(A⊗A∗)
1⊗εA−−−→ A∗⊗I
r
−→ A∗ (340)
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A
r−1
−→ A⊗ I
1⊗ηA
−−−→ A⊗ (A∗ ⊗A)
a−1
−→ (A⊗ A∗)⊗A
εA⊗1−−−→ I ⊗A
l
−→ A (341)
A very useful result is that from εA alone we can construct an arrow ηA which
satisfies the triangular identities with εA [49]. So to turn a 2-monoid into a 2-
group, it is sufficient to give for each object A an object A∗ such that A⊗A∗ ≃ I.
If G is a 2-group, we can define a functor (−)∗ : Gop → G, which maps A to
A∗ and an arrow f : B → A to the composite, denoted by f ∗.
A∗
l−1
−−→ I ⊗ A∗
ηB⊗1−−−→ (B∗ ⊗B)⊗A∗
(1⊗f)⊗1
−−−−−→ (B∗ ⊗ A)⊗ A∗
a
−→ B∗ ⊗ (A⊗A∗)
1⊗εA−−−→ B∗ ⊗ I
r
−→ B∗ (342)
Then we can check that η and ε are dinatural transformations.
We can also prove that every monoidal functor preserves the inverse of an
object (see for example [3, Proposition 2.3]). So monoidal functors do not have
to satisfy additional properties to be morphisms of 2-groups.
221 Definition. We denote by 2-Gp the full sub-Gpd∗-category of 2-Mon
whose objects are the 2-groups.
If G is equipped with a symmetry, we have a symmetric 2-group (or symmetric
Cat-group or Picard category [27]). We denote by 2-SGp the full sub-Gpd∗-
category of 2-SMon whose objects are the symmetric 2-groups.
We can simplify the description of arrows and 2-arrows of 2-SGp in the fol-
lowing way. First, for a symmetric monoidal functor F : G → H, we can prove,
thanks to the invertibility of objects, that ϕ0 =
I
ε−1
FI−−→ FI ⊗ FI∗
Fr−1⊗1
−−−−→ F (I ⊗ I)⊗ FI∗
ϕ−1⊗1
−−−−→ (FI ⊗ FI)⊗ FI∗
a
−→ FI ⊗ (FI ⊗ FI∗)
1⊗εFI−−−→ FI ⊗ I
r
−→ FI. (343)
And, if we assume that we have only ϕAB, we can recover ϕ0 by defining it as
this composite; then we can check that axiom 302 holds. We can thus remove
from the definition ϕ0 and axiom 302. Moreover, by using this definition of ϕ0,
we can deduce axiom 304 of monoidal natural transformation from the axiom
303 and from the naturality; we can thus also remove this axiom.
In the same way, when G,H,K are symmetric 2-groups, in the definition of
symmetric bimonoidal functor G × H → K, we can remove ϕH0 and ψ
0
G, and
the parts of condition 3 (or of the equivalent condition 3’) concerning these
transformations. These simplifications allow to reduce significantly the number
of axioms of preadditive Gpd-categories.
222 Definition. Let be A,B : 2-SGp. The symmetric 2-group [A,B] is the
symmetric 2-monoid [A,B] of Definition 214, whose objects are the symmetric
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monoidal functors A → B and whose arrows are the monoidal natural transfor-
mations between them. If F : A → B, its inverse F ∗ : A → B maps an object
A : A to (FA)∗ and an arrow f : A → B to (Ff ∗)−1 : FA∗ → FB∗; we define
εF : F ⊗ F
∗ → 0 pointwise.
In the same way, when G,H,K are symmetric 2-groups, Bimon(G×H,K) is
a symmetric 2-group; we can prove that by transfering the inverses of objects
from [G, [H,K]], which is a symmetric 2-group, as we know by the previous
proposition.
We can now give the definition of preadditive Gpd-categories. This notion of
preadditivity for 2-categories was introduced (with an axiom missing) by Ben-
jamin Drion in [28].
223 Definition. A preadditive Gpd-category (or a 2-SGp-category) is a pre-
semiadditive Gpd-category C such that, for all A,B : C, C(A,B) is a symmetric
2-group.
By using the simplifications above-mentioned, we see that we can remove
from this definition ϕ0 and ψ0 and the conditions involving them. From the list
of elementary conditions following Definition 218 remain only equations 323, 324,
326, 327, 329, 332, 334, 336 and 338.
Version 2 of Definition 218 minus axiom (c) is equivalent to the definition
given in [28]. There are a few differences in the presentation: instead of asking
for the naturality of ϕ in h, he asked that for each β : h ⇒ h′ : B → C, the
natural transformation β ∗ − : h ◦ − ⇒ h′ ◦ − be monoidal, which is equivalent;
and dually, instead of asking for the naturality of ψ in g, he asked that for
each α : g ⇒ g′ : B → C, the natural transformation α ∗ − : g ◦ − ⇒ g′ ◦ − be
monoidal. Moreover, conditions (d), (f) and (g) were replaced by the equivalent
requirement that C(A,−) : C → 2-SGp and C(−, D) : C → 2-SGp be Gpd-functors,
for each A,D : C.
A one-object preadditive Gpd-category is what could be called a 2-ring, by
analogy with the 1-dimensional case, where a one-object additive Set-category
is a ring. In fact one-object preadditive Gpd-categories coincide with Ann-
categories introduced by Nguyen Tien Quang [66]. The categorical rings defined
by Mamuka Jibladze and Teimuraz Pirashvili [47] are according to them equiv-
alent to the Ann-categories of Quang, but it seems to be necessary to add a
condition to recover the Ann-categories [67].
224 Example.
1. A Set-category seen as a locally discrete Gpd-category is preadditive in this
2-dimensional sense if and only if it is preadditive in the usual 1-dimensional
sense.
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2. The Gpd-category 2-SGp is itself preadditive, with the same structure as
the one of 2-SMon.
3. We will prove (Corollary 252) that every 2-abelian Gpd-category is pread-
ditive.
4. It seems that the 2-Ab-categories introduced by Nelson Martins-Ferreira
[61] coincide with the 2-SGp-categories C where for each A,B : C, the sym-
metric 2-group C(A,B) is strict (i.e. the transformations α, λ, ρ, γ and η
are identities) and the composition is strict bimonoidal (i.e. the transfor-
mations ψ and ϕ are identities).
5.2 Additive Gpd-categories
5.2.1 First elements of matrix algebra
Let us assume that C is a Gpd-category with finite products and coproducts.
We have thus for each family of objects (Ak)1≤k≤n a product
∏n
k=1Ak, with
projections pk, and a coproduct
∑n
k=1Ak, with injections ik. We assume that, in
the case of families with one object A, we take as product A itself with projection
1A, and as coproduct A with injection 1A.
The universal property of the product gives us, for each family of arrows
(X
ak→ Ak)1≤k≤n an arrow 

a1
a2
· · ·
an

 : X →
n∏
k=1
Ak, (344)
with 2-arrows πk0 : pk0(ak) ⇒ ak0 . Dually, for each family of arrows (Ak
ak→
Y )1≤k≤n, we have an arrow
(
a1 a2 · · · an
)
:
n∑
k=1
Ak → Y, (345)
and 2-arrows ιk0 : (ak)ik0 ⇒ ak0 . In the case where n = 1, we take in the
horizontal and vertical cases (ak)1≤k≤1 = a1, with π1 or ι1 equal to the identity.
Let (Ak)1≤k≤n and (Bj)1≤j≤m be two finite families of objects of C. By the
universal property of the product and of the coproduct, the functor
C(
n∑
k=1
Ak,
m∏
j=1
Bj)
(pj◦−◦ik)jk
−−−−−−−→
∏
1≤k≤n
1≤j≤m
C(Ak, Bj) (346)
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is an equivalence of groupoids; let us denote by Φ its inverse. We denote the
image of (fjk)1≤j≤m
1≤k≤n
under Φ also by (fjk). We have thus an isomorphism
ηj0k0 : pj0(fjk)ik0 ⇒ fj0k0 (347)
such that
∑n
k=1Ak
(fjk)
//
(fj0k)
$$I
II
II
II
II
II
II
II
II
II
				  pij0
∏m
j=1Bj
pj0

Ak
ik0
OO
fj0k0
//
 
 ιk0
Bj
= ηj0k0 =
∑n
k=1Ak
(fjk)
//
∏m
j=1Bj
pj0

Ak
ik0
OO
fj0k0
//
 
 pij0
(fj0k)
::uuuuuuuuuuuuuuuuuuu
5555

ιk0
Bj
. (348)
In the case m = 1, we take (fjk) = (f1k), with π1 = 1. In the case n = 1, we
take (fjk) = (fj1), with ι1 = 1.
5.2.2 Finite biproducts
From now on, we assume that all Gpd-categories are strictly described and that
all Gpd∗-categories are strictly described.
The equivalence of conditions 5 to 7 of the following proposition has been
proved by Benjamin Drion [28].
225 Proposition. Let C be a Gpd∗-category and A1, A2 : C. The following
conditions are equivalent. If they hold, we say that the data of condition 4 form
a biproduct of A1 and A2. If for each pair of objects of C these conditions hold,
we say that C has all binary biproducts.
1. The product A1
p1
←− A1 × A2
p2
−→ A2 exists and
A1
„
1
0
«
−→ A1 × A2
„
0
1
«
←− A2 (349)
is a coproduct.
2. The coproduct A1
i1−→ A1 + A2
i2←− A2 exists and
A1
(1 0)
←− A1 + A2
(0 1)
−→ A2 (350)
is a product.
3. The product and the coproduct of A1 and A2 exist and the identity matrix(
1A1 0
0 1A2
)
: A1 + A2 −→ A1 × A2 (351)
is an equivalence.
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4. For 1 ≤ j, k ≤ 2, there exist an object, arrows and 2-arrows
A1 ⊕ A2
pj
$$J
JJ
JJ
JJ
J
Ak
ik
::uuuuuuuu
δjk
//
 
 ηjk
Aj ,
(352)
where δjk = 1Ak if j = k and 0 otherwise, such that p1, p2 is a product and
i1, i2 is a coproduct.
If C is presemiadditive, we can add the following conditions.
5. The product A1 × A2 exists.
6. The coproduct A1 + A2 exists.
7. For 1 ≤ j, k ≤ 2, there exist an object, arrows and 2-arrows
A1 ⊕ A2
pj
$$J
JJ
JJ
JJ
J
Ak
ik
::uuuuuuuu
δjk
//
 
 ηjk
Aj ,
(353)
as well as a 2-arrow
ω : i1p1 + i2p2 ⇒ 1A1⊕A2, (354)
such that the following diagrams commute.
p1i1p1 + p1i2p2
ϕ
//
η11p1
+η12p2

p1(i1p1 + i2p2)
p1ω

p1 + 0 ρ
// p1
p2i1p1 + p2i2p2
ϕ
//
η21p1
+η22p2

p2(i1p1 + i2p2)
p2ω

0 + p2
λ
// p2
(355)
8. Like condition 7, but with the following diagrams.
i1p1i1 + i2p2i1
ψ
//
i1η11
+i2η21

(i1p1 + i2p2)i1
ωi1

i1 + 0 ρ
// i1
i1p1i2 + i2p2i2
ψ
//
i1η12
+i2η22

(i1p1 + i2p2)i2
ωi2

0 + i2
λ
// i2
(356)
Proof. 4 ⇒ 3. Indeed, (ηjk) : (pj ◦ 1A1⊕A2 ◦ ik) ⇒ (δjk) is an isomorphism in∏
1≤k≤2
1≤j≤2
C(Ak, Aj) and, since functor 346 is an equivalence, 1A1⊕A2 is isomorphic
to the identity matrix.
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3 ⇒ 2. Indeed,
p1
(
1A1 0
0 1A2
)
≃ (1A1 0)
p2
(
1A1 0
0 1A2
)
≃ (0 1A2)
(357)
and, since the identity matrix is an equivalence, these two composites also form
a product.
3 ⇒ 1. The proof is dual.
2 ⇒ 4. It suffices to take p1 = (1 0), p2 = (0 1) and ηjk = πj .
1 ⇒ 4. The proof is dual.
Let us assume now that C is presemiadditive.
2 ⇒ 6. Obvious.
6 ⇒ 8. We set p1 := (1 0) and p2 := (0 1) and ηjk := ιk, and diagrams 356
induce ω by the universal property of the coproduct.
8 ⇒ we have a coproduct A1
i1−→ A1 ⊕ A2
i2←− A2. Indeed, if A1
y1
−→
Y
y2
←− A2 is a rival, we have A1 ⊕ A2
y1p1+y2p2
−−−−−−→ Y , with (y1p1 + y2p2)i1
ψ−1
==⇒
y1p1i1+y2p2i1
y1η11+y2η21
=======⇒ y1+0
ρ
=⇒ y1. The proof is similar for i2 and y2. Next,
if we have u, v : A1 ⊕ A2 → Y with α1 : ui1 ⇒ vi1 and α2 : ui2 ⇒ vi2, we set α
equal to the composite
u ◦ 1
uω−1
===⇒ u(i1p1 + i2p2)
ϕ−1
==⇒ ui1p1 + ui2p2
α1p1+α2p2
======⇒ vi1p1 + vi2p2
ϕ
=⇒ v(i1p1 + i2p2)
vω
=⇒ v ◦ 1 (358)
and we check, by using two diagrams of condition 8 and of the axioms of pre-
semiadditive Gpd-category, that αi1 = α1 and αi2 = α2. Unicity is easy to check
with the help of ω.
1 ⇒ 5 ⇒ 7 ⇒ we have a product p1, p2. The proof is dual.
8 ⇔ 7. We have just proved that condition 8 implies that i1 and i2 form
a coproduct. They are thus jointly cofaithful. Then we test the two diagrams
of condition 7 with i1 and i2 to check their commutativity. Dually, condition 7
implies condition 8.
8 ⇒ 4. Indeed, i1 and i2 form a coproduct and, by condition 7, p1 and p2
form a product.
A first example of Gpd∗-category with biproducts is 2-SGp; the biproduct
of two symmetric 2-groups is simply their cartesian product. More generally,
2-abelian Gpd-categories have all finite biproducts. To prove that, we need the
following lemma.
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226 Lemma. Let C be a Gpd∗-category and A1
i1−→ A1 + A2
i2←− A2 be a
coproduct.
1. The arrows i1 and i2 are faithful.
2. (0 1A2) = Coker i1:
A1
i1 //
99
0
 
 ι1
A1 + A2
(0 1A2 ) // A2
(359)
By symmetry, (1A1 0) = Coker i2.
Proof. As we have (1A1 0)i1
ι1=⇒ 1A1, i1 is faithful; by symmetry, i2 is faithful.
Let us prove point 2. Let be y : A1 + A2 → Y , with ϕ : yi1 ⇒ 0. We
set y′ := yi2 : A2 → Y . The 2-arrows y
′(0 1)i1
y′ι1
=⇒ y′0 = 0
ϕ−1
=⇒ yi1 and
y′(0 1)i2
y′ι2
=⇒ y′ = yi2 induce, by the universal property of the coproduct, a
2-arrow γ : y′(0 1)⇒ y such that γi1 = ϕ
−1(y′ι1) and γi2 = y
′ι2. Then ϕ(γi1) =
ϕϕ−1(y′ι1) = y
′ι1.
Next, if γ : u(0 1) ⇒ v(0 1) is such that vι1 ◦ γi1 ◦ uι
−1
1 = 10, we set α
equal to the composite u
uι−12=⇒ u(0 1)i2
γi2
=⇒ v(0 1)i2
vι2=⇒ v. We check that we
have γ = α(0 1) by testing with i1 and i2 (which are jointly cofaithful, by the
universal property of the coproduct).
A corollary of this lemma is that, like in dimension 1, biproducts form exten-
sions.
227 Corollary. Let C be a Gpd∗-category and A1 ⊕ A2 be a biproduct in C.
Then the following sequences are extensions.
A1
i1 //
99
0
 
 η21
A1 ⊕A2
p2
// A2
(360)
A2
i2 //
99
0
 
 η12
A1 ⊕A2
p1
// A1
(361)
228 Proposition. Let C be a 2-abelian Gpd-category. Then C has all binary
biproducts.
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Proof. We prove condition 3 of Proposition 225. Let us denote by I the identity
matrix. We will prove that I is fully 0-faithful. By duality, I will also be fully
0-cofaithful, and thus an equivalence.
Let be x : X → A1 + A2 and χ : Ix ⇒ 0. By the previous lemma, we know
that (0 1A2) = Coker i1 and that i1 is faithful thus, by 2-Puppe-exactness of C, i1
with ι1 is the kernel of (0 1A2). Since we have π2 : p2I ⇒ (0 1A2), we can deduce
that i1, with η21 = ι1 ◦ π2i1 is the kernel of p2I. In the same way, i2, with η12 is
the kernel of p1I.
Therefore x, with p2χ, is a rival of i1 and there exist, by the universal property
of the kernel, x1 : X → A1 and χ1 : x ⇒ i1x1 such that the lower part of the
following diagram is equal to p2χ. In the same way, we have x2 : X → A2 and
χ2 such that the upper part of the diagram is equal to p1χ.
A2
0 //
i2

A1
X
x //
x2
11
x1
--
 
 χ1
  KSχ2
A1 + A2
I //
 
 η21
  KSη12
A1 × A2
p1
OO
p2

A1 0
//
i1
OO
A2
(362)
We set then α : x1 ⇒ 0 equal to the composite of the following diagram.
A1
GG
GG
GG
GG
GG
GG
GG
G
G
G
G
 ι−11
i1

X x //
x1
;;xxxxxxxxxxxxxx
 
 χ2
x2
##F
FF
FF
FF
FF
FF
FF
F
 
 χ
−1
1
A1 + A2 (1 0) // A1
A2
0
;;wwwwwwwwwwwwww
7777

ι2
i2
OO
(363)
Then γ, defined by the composite x
χ1
=⇒ i1x1
i1α=⇒ i10 = 0, is such that χ = Iγ; to
check that, we test this equation with p1 and p2, which are jointly faithful. Since
C has all Σs, we can conclude that I is fully 0-faithful, by Proposition 112.
Products in Gpd are usually described with a strict universal property: if A
and B are groupoids and F : X → A and G : X → B are functors, we have an
induced functor (F,G) : X → A × B such that p1(F,G) ≡ F and p2(F,G) ≡ G;
we can thus take the identity for the natural transformations π1 and π2.
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Let C be a Gpd∗-category with zero object and biproducts. By taking the full
image of the Yoneda embedding
C
Y
→ [Cop,Gpd], (364)
which is locally an equivalence, we can replace C by an equivalent Gpd-category
(the full sub-Gpd-category of [Cop,Gpd] whose objects are the functors equivalent
to a representable, which is stable under products because C has all products)
where the product also has a strictly described universal property because, in
Gpd, and thus in [Cop,Gpd], the product is strictly described. (On the other hand,
we cannot require at the same time that the coproduct be strictly described; see
Baues, Jibladze and Pirashvili [8, section 5].)
Henceforth we assume that the universal property of the product is strictly
described in C. For every object A we fix an exponentiation A × . . . × A of A
for each natural exponent n. We take for A1 the object A itself and for A0 the
terminal object 1. And we set i1 :=
(
1
0
)
and i2 :=
(
0
1
)
.
5.2.3 Bimonoids
The goal of this subsection and of the following subsections is to prove that when
a Gpd-category C has all finite biproducts, it is presemiadditive. To do that, in
this subsection, we prove that the existence of finite biproducts implies that
each object of C is equipped with a bimonoid structure and that the Gpd-functor
Φ: C → Bimon(C), mapping an object of C to the bimonoid constructed on this
object, has good properties.
To begin with, let us recall the definition of internal (symmetric) monoids in
a Gpd-category with products (they are defined with the name of (symmetric)
pseudomonoids in the context of Gray-monoids by Day and Street [25]; the pseu-
domonoids in Cat are the monoidal categories; see [3] for internal (2-)groups in
a 2-category with products), and next the definition of internal bimonoids.
229 Definition. Let C be a Gpd-category with finite products. A symmetric
monoid in C consists of an object A : C, a multiplication m : A× A→ A, a unit
e : 1→ A, and 2-arrows
A× A× A
1×m

m×1
//
	 α
A× A
m

A×A m
// A
(365)
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A
e×1
//
EE
EE
EE
EE
EE
EE
EE
~ ρ
A×A
m

A
1×e
oo
yy
yy
yy
yy
yy
yy
yy9999  λ
A
(366)
A× A
cAA

m
''NN
NNN
NNN
NNN
 
 γ A
A× A
m
77ppppppppppp
(367)
(where cAB : A×B → B×A is such that p1c ≡ p2 and p2c ≡ p1). These data must
satisfy the following conditions (the regions without 2-arrow commute because
the product is strictly described; the 2-arrows α × 1 and 1 × α (in the first
condition) and other 2-arrows constructed in a similar way do have the indicated
domain and codomain thanks to the same strictness; the symbol × is often
omitted for objects, to save space).
AAAA
m×1×1
//
1×1×m

1×m×1
HHH
##HH
H  α×1
1×α
AAA
m×1
!!B
BB
BB
BB
AAA
m×1
//
1×m

~ α
AA
m

AAA
1×m ##H
HH
HH
HH
AA m
// A
=
AAAA
m×1×1
//
1×1×m

AAA
m×1
!!B
BB
BB
BB
1×m

} α
} α
AA
m

AAA
1×m ""E
EE
EE
EE
m×1
// AA
m
!!B
BB
BB
BB
AA m
// A
(368)
AA
1×e×1
//
FF
FF
FF
FF
FF
FF
F
 1×ρ
AAA
m×1
//
1×m

 α
AA
m

AA m
// A
=
AA
1×e×1
//
FF
FF
FF
FF
FF
FF
F
 λ×1
AAA
m×1

m×1
// AA
m

AA
m // A
(369)
AAA
1×m

AAA
cA,A×A
oo
m×1

cAA×1
zzuuu
uuu
uuu
u
____ks
γAAA
1×cAA
ddIIIIIIIIII
m×1
$$I
III
III
III
1×m
zzuuu
uuu
uuu
u
____ks
α
5555V^
γ
AA
m
$$I
II
II
II
II
I AA
m
zzuu
uu
uu
uu
uu
A
=
AAA
1×m

AAA
cA,A×A
oo
m×1
 α
AA AA
____ks
γ
cAAoo
7777W_
αAA
m
""E
EE
EE
EE
EE
E AA
m
||yy
yy
yy
yy
yy
A

m
,,,,,,,,,,,,

m


m×1
-----------

1×m

(370)
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A× A
m
""D
DD
DD
DD
DD
DD
DD
D
c

~ γ
A× A
m //
c

 
 γ
A
A× A
m
<<zzzzzzzzzzzzzz
= 1m (371)
In the case C = Gpd, these four conditions become respectively conditions
299, 300, 306 and 308. The symmetric monoids in Gpd are thus the symmetric
2-monoids defined above. If C is a Set-category with finite products, a symmetric
monoid in C is simply a commutative monoid in C.
230 Definition. Let A,B be two symmetric monoids in C. A morphism of
symmetric monoids A→ B consists of an arrow f : A→ B and two 2-arrows
A×A
f×f
//
m

				  ϕ
B ×B
m

A
f
// B
1
e

e

@@
@@
@@
@@
@@
@@
  | ϕ0
A
f
// B
(372)
satisfying the following conditions.
AAA
f×f×f
//
1×m

m×1
BBB
!!BB
B } ϕ×f
}α
BBB
m×1
!!D
DD
DD
DD
AA
f×f
//
m

} ϕ
BB
m

AA
m
!!B
BB
BB
BB
A
f
// B
=
AAA
f×f×f
//
1×m

{f×ϕ
BBB
m×1
!!D
DD
DD
DD
1×m

} ϕ
} α
BB
m

AA
m

>>
>>
>>
f×f
// BB
m
!!D
DD
DD
DD
A
f
// B
(373)
A
f
//
1×e
  
AA
AA
AA
| f×ϕ0
B
1×e
  
BB
BB
BB
~ λ
A×A
f×f
//
m

~ ϕ
B × B
m

A
f
// B
=
A
f
// B
1×e
  
BB
BB
BB
~ λ
B ×B
m

B
(374a)
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A
f
//
e×1
  
AA
AA
AA
| ϕ0×f
B
e×1
  
BB
BB
BB
~ ρ
A× A
f×f
//
m

~ ϕ
B × B
m

A
f
// B
=
A
f
// B
e×1
  
BB
BB
BB
~ ρ
B × B
m

B
(374b)
A× A
f×f
//
c

B × B
c

m
~~
____ks
γA× A
f×f
//
m

				  ϕ
B × B
m

A
f
// B
=
A× A
f×f
//
c

m
~~
____ks
γ
B × B
m
~~
____ks
ϕA× A
m

A
f
// B
(375)
In the case C = Gpd, these conditions become respectively conditions 301, 302
and 309. The morphisms of symmetric monoids in Gpd are thus the symmetric
monoidal functors.
231 Definition. Let f, g : A→ B in C be morphisms of symmetric monoids.
A 2-morphism between these morphisms consists of a 2-arrow α : f ⇒ g such
that the following conditions hold.
A× A
g×g
//
m

				  ϕ
f×f
%%
 
 α×α
B × B
m

A g
// B
=
A×A
f×f
//
m

				  ϕ
B ×B
m

A
f
//
::
g
 
 α
B
(376)
1
e

e

@@
@@
@@
@@
@@
@@
  | ϕ0
A
f
//
>>
g
 
 α
B
=
1
e

e

@@
@@
@@
@@
@@
@@
  | ϕ0
A g
// B
(377)
In the case C = Gpd, these conditions become conditions 303 and 304; the
2-morphisms of symmetric monoids in Gpd are thus the monoidal natural trans-
formations.
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5.2.4 Structure of bimonoid induced by biproducts
We will now prove that in a Gpd-category with biproducts the diagonal and the
codiagonal give on each object a structure of symmetric bimonoid, i.e. a struc-
ture of symmetric monoid and a structure of symmetric comonoid such that the
multiplication and the unit are morphisms of comonoids, and the comultiplica-
tion and the counit are morphisms of monoids. (To really define bimonoids, we
should also ask that the 2-arrows of associativity and coassociativity, unit and
counit, symmetry and cosymmetry be 2-morphisms of monoid or of comonoid,
but we won’t need these properties in the following.)
232 Proposition. Let be an object A in a Gpd-category with biproducts (we
always assume that the product is strictly described). The diagonal A
∆
−→ A⊕A
and the arrow A
0
→ 0 define a strictly described comonoid structure on A.
Proof. The strictness of the product implies that we can take the identity for
α, λ, ρ and γ.
233 Proposition. Let be A in a Gpd-category with biproducts. The codiago-
nal A⊕A
∇
→ A and the arrow 0
0
→ A determine a monoid structure on A.
Proof. The codiagonal comes from the universal property of the coproduct and
comes with two 2-arrows δ1 : ∇i1 ⇒ 1A and δ2 : ∇i2 ⇒ 1A.
Let us define the coherence 2-arrows. The 2-arrow αA : ∇(∇⊕A)⇒∇(A⊕∇)
is defined by the universal property of the coproduct, as the unique 2-arrow such
that
αAi1 =
A
i1 // A⊕ A
i1⊕A //
KKK
KKK
KKK
KKK
KKK
K
KKK
KKK
KKK
KKK
KKK
K
	 δ1⊕A
A⊕ A⊕ A
∇⊕A

A⊕A
∇

A
(378)
αAi2 =
A
i1 //
KKK
KK
KKK
KKK
KKK
KKK
KK
KKK
KKK
KKK
KKK
KK
KKK
KKK
KKK
KK
KKK
KKK
KKK
KKK
KK
KKK
KKK
KKK
KKK
KK
KKK
KKK
i2

	 δ1
	 δ−12
A⊕ A
i2⊕A //
KKK
KKK
KKK
KKK
KKK
K
KKK
KKK
KKK
KKK
KKK
K
	 δ2⊕A
A⊕ A⊕A
∇⊕A

A⊕A
KKK
KKK
KKK
KKK
KKK
K
KKK
KKK
KKK
KKK
KKK
K
A⊕i1

	 A⊕δ−11
A⊕ A
∇

A⊕ A⊕ A
A⊕∇
// A⊕ A
∇
// A
(379)
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and αAi3 =
A
i2

A⊕ A
KKK
KKK
KKK
KKK
KKK
K
KKK
KKK
KKK
KKK
KKK
K
A⊕i2

	 A⊕δ−12
A⊕ A⊕A
A⊕∇
// A⊕A
∇
// A
(380)
We set λA := δ2 and ρA := δ1. Finally, γA : ∇ ⇒ ∇cA,A is uniquely determined
by the conditions
γAi1 =
A
i1 //
HH
HH
HH
HH
HH
HH
HH
HH
HH
H
HH
H
HH
H
i2

  δ1
  δ−12
A⊕ A
∇

A⊕ A
∇
// A
(381)
and γAi2 =
A
i2 //
HH
HH
HH
HH
HH
HH
HH
HH
HH
H
HH
H
HH
i1

  δ2
  δ−11
A⊕ A
∇

A⊕ A
∇
// A
(382)
We check the axioms by testing them with the inclusions of the biproduct.
234 Proposition. Let A be an object in a Gpd-category with biproducts. Then
the diagonal, the codiagonal and the zero arrows from or to 0 are the basis of a
“bimonoid” structure on A.
Proof. The previous propositions give the monoid and the comonoid structures.
It remains to check that ∇ and 0A are morphisms of comonoids and that ∆ and
0A are morphisms of monoids. The object A ⊕ A is naturally equipped with a
comonoid structure induced by ∆: it consists of the zero arrow and of
A⊕ A
∆⊕∆
−−−→ A⊕ A⊕ A⊕A
A⊕cAA⊕A−−−−−−→ A⊕ A⊕ A⊕ A. (383)
Dually, A⊕ A is naturally equipped with a monoid structure induced by ∇:
A⊕ A⊕ A⊕ A
A⊕cAA⊕A−−−−−−→ A⊕A⊕ A⊕ A
∇⊕∇
−−−→ A⊕ A. (384)
The 2-arrow which expresses both the fact that ∆ and that ∇ are morphisms is
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then the identity (thanks to the strictness of the product):
A⊕ A
∇

∆⊕∆
// A⊕A⊕A⊕A
A⊕cAA⊕A
''OO
OOO
OOO
OOO
OOO
OOO
O
A⊕ A⊕A⊕A
∇⊕∇

A
∆
// A⊕A
(385)
It is easy to check the axioms of morphism of monoids for ∆ (we use the fact
that, for a 2-arrow µ, ∆µ = (µ ⊕ µ)∆) and of comonoids for ∇ (only identities
are involved).
Moreover, each arrow of C has a structure of morphism of bimonoids between
the bimonoids so defined, and each 2-arrow is a 2-morphism between these mor-
phisms.
235 Proposition. Let be f : A → B in a Gpd-category with biproducts. We
can equipped f with a structure of morphism of bimonoids from (A,∆A,∇A, 0
A,
0A, . . .) to (B,∆B,∇B, 0
B, 0B, . . .).
Proof. On the one hand, by the strictness of the product, we have (f ⊕ f)∆ =
∆f . On the other hand, the universal property of the coproduct implies the
existence of a unique ϕf : ∇(f ⊕ f)⇒ f∇ such that, for k = 1 or 2,
ϕf ik =
A
f
//
EE
EE
EE
EE
EE
EE
EE
ik

~ δ−1
k
B
EE
EE
EE
EE
EE
EE
EE
ik //
~ δk
B ⊕ B
∇B

A⊕ A
∇A
// A
f
// B
(386)
We set ϕ0 := 10. We check the axioms by testing them with the inclusions of the
biproduct.
236 Proposition. Let be µ : f ⇒ g : A → B in a Gpd-category with biprod-
ucts. Then µ is a 2-morphism between the structures of morphisms of bimonoids
defined on f and g in the previous proposition.
Proof. Since (µ⊕ µ)∆ = ∆µ, µ is a 2-morphism of comonoids. To prove that
it is a 2-morphism of monoids, it suffices to test the axioms with i1 and i2.
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The following propositions mainly show that the constructions of the previous
propositions define a Gpd-functor preserving biproducts
Φ: C → Bimon(C). (387)
Some details needed to actually establish that Φ is a Gpd-functor preserving
biproducts are missing, but they won’t be needed in the following.
237 Proposition. The following conditions hold (Φ is a “Gpd-functor”).
A⊕ A
f⊕f
//
∇A

				  ϕf
B ⊕ B
g⊕g
//
∇B

				  ϕg
C ⊕ C
∇C

A
f
// B g
// C
=
A⊕ A
gf⊕gf
//
∇A

				  ϕgf
C ⊕ C
∇C

A
gf
// C
(388)
1∇A =
A⊕ A
∇A

				  ϕ1A
A⊕ A
∇A

A A
(389)
Proof. It suffices to test these equations with i1 and i2.
238 Proposition. There exists ω : ∇A⊕A ⇒ (∇A ⊕ ∇A)(A ⊕ cAA ⊕ A) (Φ
“preserves the biproduct”) such that the following conditions hold (“Φ(f1⊕f2) =
Φ(f1)⊕ Φ(f2)” and “Φ(0) = 0”).
A⊕ A⊕ A⊕A
f1⊕f2⊕f1⊕f2//
∇A⊕A

 ϕf1⊕f2
B ⊕B ⊕B ⊕B
∇B⊕B

A⊕ A
f1⊕f2
// B ⊕B
=
A⊕ A⊕ A⊕ A
f1⊕f2⊕f1⊕f2
//
A⊕c⊕A

∇A⊕A
##
B ⊕ B ⊕ B ⊕ B
B⊕c⊕B

∇B⊕B
{{
A⊕ A⊕ A⊕ A
f1⊕f1⊕f2⊕f2
//
∇A⊕∇A

 ϕf1⊕ϕf2_
___ks
ω−1
B ⊕ B ⊕ B ⊕ B
∇B⊕∇B

____ks
ω
A⊕ A
f1⊕f2
// B ⊕ B
(390)
ϕ0 = 10 : ∇(0⊕ 0)⇒ 0∇ (391)
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Proof. By the universal property of the coproduct, we have a unique ω such
that the following conditions hold.
ωi1 =
A
i1 // A⊕A
i12 //
OOO
OOO
OOO
OOO
OOO
OOO
O
OOO
OOO
OOO
OOO
OOO
OOO
O
i1⊕A

 δ1
 δ−11 ⊕A
A⊕ A⊕ A⊕A
∇A⊕A

A⊕ A⊕ A
∇A⊕A
// A⊕ A
(392)
ωi2 =
A
i2 // A⊕A
i12 //
OOO
OOO
OOO
OOO
OOO
OOO
O
OOO
OOO
OOO
OOO
OOO
OOO
O
A⊕i1

 δ1
 A⊕δ−11
A⊕ A⊕ A⊕A
∇A⊕A

A⊕ A⊕ A
A⊕∇A
// A⊕ A
(393)
ωi3 =
A
i1 // A⊕A
i34 //
OOO
OOO
OOO
OOO
OOO
OOO
O
OOO
OOO
OOO
OOO
OOO
OOO
O
i2⊕A

 δ2
 δ−12 ⊕A
A⊕ A⊕ A⊕A
∇A⊕A

A⊕ A⊕ A
∇A⊕A
// A⊕ A
(394)
ωi4 =
A
i2 // A⊕A
i34 //
OOO
OOO
OOO
OOO
OOO
OOO
O
OOO
OOO
OOO
OOO
OOO
OOO
O
A⊕i2

 δ2
 A⊕δ−12
A⊕ A⊕ A⊕A
∇A⊕A

A⊕ A⊕ A
A⊕∇A
// A⊕ A
(395)
We check the conditions by testing them with i1, i2, i3 and i4.
Since (A,∇, . . .) is a symmetric monoid, ∇ is a morphism of monoids from
A⊕A (with multiplication given by the composite 384) to A. The composites of
the two following diagrams are equal and define the 2-arrow γ¯A expressing that
∇ is a morphism (in the case C = Gpd, we recover composite 311).
A⊕A⊕A⊕ A
A⊕A⊕∇
//
A⊕c⊕A

A⊕∇⊕A
''OO
OOO
OOO
OOO
OOO
OOO
OO
 A⊕γA⊕A
 A⊕α−1A
A⊕ A⊕ A
∇⊕A
//
A⊕∇
%%KK
KKK
KKK
KKK
KKK
KK
 αA
A⊕ A
∇
""D
DD
DD
DD
DD
DD
DD
D
A⊕ A⊕ A
A⊕∇
// A⊕ A
∇ // A
A⊕A⊕A⊕ A
A⊕∇⊕A
77ooooooooooooooooooo
A⊕A⊕∇
//
(( ((
 A⊕αA
A⊕ A⊕ A
∇⊕A
//
A⊕∇
99ssssssssssssssss
** **
 α
−1
A
A⊕ A
∇
<<zzzzzzzzzzzzzz
(396)
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A⊕A⊕A⊕ A
∇⊕A⊕A
//
A⊕c⊕A

A⊕∇⊕A
''OO
OOO
OOO
OOO
OOO
OOO
OO
 A⊕γA⊕A
 αA⊕A
A⊕ A⊕ A
A⊕∇
//
∇⊕A
%%KK
KKK
KKK
KKK
KKK
KK
 α−1A
A⊕ A
∇
""D
DD
DD
DD
DD
DD
DD
D
A⊕ A⊕ A
∇⊕A
// A⊕ A
∇ // A
A⊕A⊕A⊕ A
A⊕∇⊕A
77ooooooooooooooooooo
∇⊕A⊕A
//
(( ((
 α
−1
A ⊕A
A⊕ A⊕ A
A⊕∇
//
∇⊕A
99ssssssssssssssss
** **

αA
A⊕ A
∇
<<zzzzzzzzzzzzzz
(397)
In the same way, since (A,∇,∆, . . .) is a bimonoid, ∆ is equipped with a
structure of morphism of monoids, given by diagram 385.
But, by Proposition 235, ∇ and ∆ are morphisms of monoids between (A⊕
A,∇A⊕A, . . .) and (A,∇A, . . .). The following proposition shows that, both for
∆ and for ∇, these two structures of morphisms of monoids coincide modulo ω.
239 Proposition. The following equations hold.
A⊕ A
⊕ A⊕ A
∇A⊕∇A //
A⊕c⊕A

tttv~
γ¯A∇A⊕A
!!
____ks
ω−1
A⊕ A
∇A

A⊕ A
⊕ A⊕ A
∇A⊕∇A

A⊕ A
∇A
// A
=
A⊕A
⊕A⊕A
∇A⊕∇A //
  ϕ∇∇A⊕A

A⊕ A
∇A

A⊕A
∇A
// A
(398)
A⊕A
∆A⊕∆A //
∇A

A⊕ A
⊕ A⊕ A
A⊕c⊕A

∇A⊕A
}}
____ks
ω
A⊕ A
⊕ A⊕ A
∇A⊕∇A

A
∆A
// A⊕ A
=
A⊕A
∆A⊕∆A //
  ϕ∆∇A⊕A

A⊕ A
⊕ A⊕ A
∇A

A
∆A
// A⊕ A
(399)
Proof. It suffices to test these conditions with the inclusions of the biproduct.
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5.2.5 The existence of finite biproducts implies semiadditivity
The structures of comonoid on A and of monoid on B induce a monoid structure
on C(A,B), which turns it into a symmetric 2-monoid (see Day and Street [25]).
We apply this principle to the constructions of the previous subsection to get the
following proposition.
240 Proposition. If C is a Gpd-category with all finite biproducts, then, for
A,B : C, we define a structure of symmetric 2-monoid on C(A,B) in the following
way:
1. 0: A→ B is the zero arrow;
2. if f, g : A→ B, f + g :=
A
∆
−→ A⊕ A
f⊕g
−−→ B ⊕B
∇
−→ B, (400)
and if we have α : f ⇒ f ′ : A → B and β : g ⇒ g′ : A → B, α + β :=
∇(α⊕ β)∆;
3. if f, g, h : A→ B, αfgh is the composite of the following diagram;
A⊕ A
(f+g)⊕h
//
∆⊕A
%%LL
LLL
LLL
LLL
L B ⊕ B
∇
!!D
DD
DD
DD
DD
D
A
∆
=={{{{{{{{{{
∆
!!C
CC
CC
CC
CC
C A⊕A⊕A
f⊕g⊕h
// B ⊕ B ⊕ B
∇⊕B
88rrrrrrrrrrrr
B⊕∇
&&LL
LLL
LLL
LLL
L
 
 αB B
A⊕ A
f⊕(g+h)
//
A⊕∆
99rrrrrrrrrrrr
B ⊕ B
∇
==zzzzzzzzzz
(401)
4. if f : A→ B, λf is the composite of the following diagram;
A⊕A
0⊕f
//
p2

B ⊕ B
∇
''OO
OOO
OOO
OOO
A
OOO
OOO
OOO
OOO
OOO
OOO
OOO
OOO
∆
77ppppppppppp
B
A
f
// B
i2
OO
oooooooooooo
oooooooooooo
////
λB (402)
5. if f : A→ B, ρf is the composite of the following diagram;
A⊕A
f⊕0
//
p1

B ⊕ B
∇
''OO
OOO
OOO
OOO
A
OOO
OOO
OOO
OOO
OOO
OOO
OOO
OOO
∆
77ppppppppppp
B
A
f
// B
i1
OO
oooooooooooo
oooooooooooo
////

ρB (403)
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6. if f, g : A→ B, γfg is the composite of the following diagram.
A⊕A
f⊕g
//
cAA

B ⊕ B
∇
''OO
OOO
OOO
OOO
cBB

 γBA
∆ ''NN
NNN
NNN
NNN
∆
77ppppppppppp
B
A⊕A
g⊕f
// B ⊕ B
∇
77ooooooooooo
(404)
Proof. The axioms of symmetric 2-monoid of C(A,B) follows automatically
from the axioms of internal symmetric monoid ofB with multiplication∇ (Propo-
sition 233).
241 Proposition. If C is a Gpd-category with finite biproducts, C is presemi-
additive, with the structure on the Homs described in the previous proposition,
and the distributivity 2-arrows defined in the following way:
1. if f1, f2 : A→ B and g : B → C, ϕ
g
f1,f2
is defined by the following composite;
A
∆ // A⊕A
gf1⊕gf2
//
f1⊕f2
$$I
II
II
II
II
II
II
I C ⊕ C
∇ // C
B ⊕B
g⊕g
OO
∇
//
9999  
ϕg
B
g
OO
(405)
2. if f : A→ B and g1, g2 : B → C, ψ
g1,g2
f is defined by the following composite
(of identities);
A
∆ //
f

A⊕ A
g1f⊕g2f
//
f⊕f

C ⊕ C
∇ // C
B
∆
// B ⊕ B
g1⊕g2
::uuuuuuuuuuuuuu
(406)
3. ϕh0 : 0 ⇒ h0 and ψ
0
g : 0 ⇒ 0g are the identity (we have assumed that the
Gpd∗-category is strictly described).
Proof. We follow the numbering of the conditions of point 2 of Definition 218
(and thus of their elementary translation, which follows the proposition).
(a) These conditions follow automatically from the fact that h, with ϕh, is a
morphism of internal symmetric monoids (Proposition 235).
(b) It suffices to write the two sides of these conditions to realize that they are
equal.
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(c) For the first condition (diagram 329), we have the following succession of
equalities: ϕh1+h2g1,g2 ◦(ψ
h1,h2
g1
+ψh1,h2g2 ) is equal to diagram 407. By Proposition
237, this diagram is equal to the composite of diagram 408. By Propositions
238 and 239, diagram 408 is equal to diagram 409, which is equal to ψh1,h2g1+g2◦
(ϕh1g1,g2 + ϕ
h2
g1,g2
) ◦ γ¯C .
A
∆ // A⊕ A
g1⊕g2
// B ⊕ B
(h1+h2)⊕(h1+h2)
//
∇


 ϕh1+h2
C ⊕ C
∇

B
h1+h2
// C
(407)
A
∆ // A⊕ A
g1⊕g2
// B ⊕ B
∆⊕∆
//
∇

} ϕ∆
B ⊕B
⊕B ⊕ B
∇B⊕B

h1⊕h2
⊕h1⊕h2 //

 ϕh1⊕h2
C ⊕ C
⊕ C ⊕ C
∇C⊕C

∇⊕∇
//
} ϕ∇
C ⊕ C
∇

B
∆
// B ⊕B
h1⊕h2
// C ⊕ C
∇
// C
(408)
A
∆ // A⊕ A
g1⊕g2
// B ⊕ B
∆⊕∆
// B ⊕B
⊕B ⊕ B
B⊕c⊕B

h1⊕h2
⊕h1⊕h2 // C ⊕ C
⊕ C ⊕ C
C⊕c⊕C

∇⊕∇
//
ppppt|
γ¯C
C ⊕ C
∇

B ⊕B
⊕B ⊕ B
∇⊕∇

h1⊕h1
⊕h2⊕h2 //

 ϕh1⊕ϕh2
C ⊕ C
⊕ C ⊕ C
∇⊕∇

B ⊕B
h1⊕h2
// C ⊕ C
∇
// C
(409)
For the second condition (the left side of diagram 330), we have on one side
ϕ0(f1 ⊕ f2)∆, which is the identity on 0, by equation 391. On the other
side, we have ρC(0⊕0)i1 which is the identity on 0, because 0⊕0 = 0. For
the third and fourth conditions, all involved 2-arrows are identities.
(d) The first of the conditions (diagram 332) is a direct consequence of Propo-
sition 237. The second involves only identities.
(e) For the first condition, it suffices to write the two terms of the equation to
see that they are equal; the second condition involves only identities.
(f) These conditions involve only identities.
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(g) For the left part of diagram 338, we have ϕ1Bf1,f2 = ϕ
1B(f1 ⊕ f2)∆, which
is equal to the identity, because ϕ1B = 1∇, by Proposition 237. The other
conditions involve only identities.
Semiadditive Gpd-categories have been defined by Baues and Pirashvili [6]
and additive Gpd-categories by Drion [28].
242 Definition. Let C a Gpd-category.
1. We say that C is semiadditive if it is presemiadditive and has all finite
biproducts.
2. We say that C is additive if it is preadditive and has all finite biproducts.
A corollary of the previous proposition is that, in the definition of semi-
additivity, we can remove presemiadditivity, which follows from the existence
of biproducts (that is how Baues and Pirashvili have defined it). We can also
deduce the following corollary, which shows that preadditive Gpd-categories coin-
cide with what Baues and Pirashvili [6] call “additive track theories” (condition
3 of the corollary) and Baues, Jibladze and Pirashvili [8] call “2-additive track
categories” (condition 2). We denote by Ho C the homotopy category of C, which
has the same objects as C and such that
Ho C(A,B) = π0(C(A,B)). (410)
In Ho C the limits of C become in general weak limits but the biproduct of C does
remain a biproduct in Ho C.
243 Corollary. Let C be a Gpd-category. The following conditions are equiv-
alent.
1. C is additive.
2. C has all finite biproducts and, for each A
f
→ B, there exists A
f∗
→ B with
an isomorphism ε : ∇(f ⊕ f ∗)∆⇒ 0.
3. C has all finite biproducts and Ho C is additive.
Proof. 3 ⇒ 2. In Ho C, the biproduct is the same as in C, and f + g is equal
to
A
∆
−→ A⊕A
f⊕g
−−→ B ⊕B
∇
−→ B. (411)
As Ho C is additive, there exists f ∗ such that f + f ∗ = 0. But two arrows are
equal in Ho C if there exists an isomorphism between them in C. So there is an
isomorphism ∇(f ⊕ f ∗)∆⇒ 0.
2 ⇒ 1. By the previous proposition, C is presemiadditive and the existence
of f ∗ and ε shows that f ∗ is the opposite of f for the addition of C(A,B) and
thus that each C(A,B) is a symmetric 2-group.
1 ⇒ 3. The 2-arrows become equalities for the axioms of group and of
distributivity.
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5.3 Additivity and regularity of 2-abelian Gpd-categories
5.3.1 Matrix product
In this subsection we will see that in dimension 2 also the matrix product corre-
sponds to the composition of arrows.
We work in a semiadditive Gpd-category. We assume, by Mac Lane’s coher-
ence theorem that α, λ and ρ are identities. In the same way we assume that ϕ0
and ψ0 are identities.
244 Definition. Let (Aj)1≤j≤m and (Bk)1≤k≤n be two families of objects in a
Gpd-category C. The groupoid of matrices between these two families of objects
is
Mat(C)((Aj), (Bk)) :=
∏
1≤k≤n
1≤j≤m
C(Aj , Bk). (412)
245 Definition. Let (Aj)1≤j≤m, (Bk)1≤k≤n and (Cl)1≤l≤o be families of ob-
jects in a presemiadditive Gpd-category C. The matrix product
prod: Mat(C)((Aj), (Bk))×Mat(C)((Bk), (Cl))→ Mat(C)((Aj), (Cl)) (413)
is defined on objects by
(glk) 1≤l≤o
1≤k≤n
(fkj)1≤k≤n
1≤j≤m
:=
(
n∑
k=1
glk ◦ fkj
)
1≤l≤o
1≤j≤m
. (414)
We will see that, for a semiadditive Gpd-category, this matrix product corre-
sponds under the equivalence 346 to the composition
C
(
m⊕
j=1
Aj ,
n⊕
k=1
Bk
)
× C
(
n⊕
k=1
Bk,
o⊕
l=1
Cl
)
→ C
(
m⊕
j=1
Aj ,
o⊕
l=1
Cl
)
. (415)
246 Proposition. Let C be a presemiadditive Gpd-category. There exists a
natural isomorphism ξ as in the following diagram.
C(
⊕m
j=1Aj ,
⊕n
k=1Bk)
× C(
⊕n
k=1Bk,
⊕o
l=1Cl)
(pk◦−◦ij)k,j
×(pl◦−◦ik)l,k

comp
//

EM
ξ
C(
⊕m
j=1Aj ,
⊕o
l=1Cl)
(pl◦−◦ij)l,j
Mat(C)((Aj), (Bk))
×Mat(C)((Bk), (Cl)) prod
//Mat(C)((Aj), (Cl))
(416)
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Proof. We prove this for the case n = 2, which is the only case that we use in
the following. We define ξf,glj as being the following composite.
plgi1p1fij + plgi2p2fij
ϕ
→ plg(i1p1fij + i2p2fij)
plgψ−−→ plg(i1p1 + i2p2)fij
plgωfij
−−−−→ plgfij (417)
The naturality of ξ follows from that of ψ and ϕ.
We also need the natural isomorphism going in the other direction.
247 Proposition. Let C a presemiadditive Gpd-category. There exists a nat-
ural isomorphism θ as in the following diagram.
C(
⊕m
j=1Aj ,
⊕n
k=1Bk)
× C(
⊕n
k=1Bk,
⊕o
l=1Cl)
comp
// C(
⊕m
j=1Aj ,
⊕o
l=1Cl)
Mat(C)((Aj), (Bk))
×Mat(C)((Bk), (Cl)) prod
//
Φ
OO
,,,,RZ
θ
Mat(C)((Aj), (Cl))
Φ
OO
(418)
Proof. We define θ for two special cases with m,n, o ≤ 2. We define first
A
„
b1
b2
«
//
88
c1b1+c2b2
 
 θ
B1 ⊕B2
(c1 c2)
// C
(419)
as the composite
(c1 c2)
(
b1
b2
) (c1 c2)ω−1„b1
b2
«
=========⇒ (c1 c2)(i1p1 + i2p2)
(
b1
b2
)
(c1 c2)ψ−1
======⇒
(c1 c2)i1p1
(
b1
b2
)
+ (c1 c2)i2p2
(
b1
b2
)
ι1∗pi1+ι2∗pi2=======⇒ c1b1 + c2b2. (420)
Next we define
A
b //
88
„
c1b
c2b
«
 
 θ
B
“c1
c2
”
// C1 ⊕ C2
(421)
such that p1θ = π
−1
1 ◦ π1b and p2θ = π
−1
2 ◦ π2b.
We will need two little “associativity” properties of θ.
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248 Lemma.
B
„
b1
b2
«
//
 
 θ
C1 ⊕ C2
(c1 c2)

A
a
OO
„
b1a
b2a
«
y
<<yyyyyyyyy
c1b1a+c2b2a
//
 
 θ
D
=
B
„
b1
b2
«
//
 
 θ
c1b1+c2b2
EE
EE
EE
EE
""E
EE
EE
EE
E
C1 ⊕ C2
(c1 c2)

A
a
OO
c1b1a+c2b2a
//
 
 ψ
D
(422)
B
b // C
“c1
c2
”

A
a
OO
„
c1ba
c2ba
« //
 
 θ
ba
<<xxxxxxxxxxxxxxxxxx
D1 ⊕D2
=
B
b //
 
 θ
„
c1b
c2b
«F
""F
FF
FF
FF
FF
F
C
“c1
c2
”

A
a
OO
„
c1ba
c2ba
« //
 
 θ
D1 ⊕D2
(423)
5.3.2 Additivity of 2-abelian Gpd-categories
In this subsection, we prove that every 2-abelian Gpd-category is additive, by
following the proof of [34]: we have already proved that every 2-abelian Gpd-
category has all finite biproducts (Proposition 228) and that, if a Gpd-category
has all finite biproducts, it is presemiadditive. Thus we already know that every
2-abelian Gpd-category is semiadditive. It remains to prove that every arrow
A
f
→ B has an opposite for the addition of the symmetric 2-monoid C(A,B).
249 Lemma. Let C be a semiadditive Gpd∗-category where every fully 0-faithful
and fully 0-cofaithful arrow is an equivalence. Then for each object A : C, the
matrix (
1A 1A
0 1A
)
: A⊕A→ A⊕A (424)
is an equivalence.
Proof. We prove that this matrix is fully 0-faithful. Dually, it will be fully
0-cofaithful and thus an equivalence.
Let be X : C. We must prove that, for each a : X → A ⊕ A and for each
α :
(
1A 1A
0 1A
)
a⇒ 0, there exists a unique α′ : a⇒ 0 such that α =
(
1A 1A
0 1A
)
α′.
By Proposition 246, we can transfer this situation to the matrix side. We must
prove that for each
(
a1
a2
)
: X → (A,A) and for each
(
α1
α2
)
:
(
1A 1A
0 1A
)(
a1
a2
)
⇒(
0
0
)
, there exists a unique
(
α′1
α′2
)
:
(
a1
a2
)
⇒
(
0
0
)
such that
(
1A 1A
0 1A
)(
α′1
α′2
)
=(
α1
α2
)
.
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Let be such a situation. We have α1 : a1 + a2 ⇒ 0 and α2 : a2 ≡ 0 + a2 ⇒ 0.
We set α′2 := α2 and α
′
1 equal to the composite a1 ≡ a1+0
a1+α
−1
2−−−−→ a1+a2
α1−→ 0.
Then (
1A 1A
0 1A
)(
α′1
α′2
)
=
(
α′1 + α
′
2
α′2
)
=
(
α1
α2
)
, (425)
because the following diagram commutes.
a1 + a2
α′1+α
′
2
++a1 + 0 + a2 a1+0+α2
// a1 + 0 + 0
a1+α
−1
2 +0
// a1 + a2 + 0 α1
// 0
a1 + a2
a1+α2 // a1 + 0
a1+α
−1
2 // a1 + a2
(426)
For unicity, let be
(
α1
α2
)
:
(
0
0
)
⇒
(
0
0
)
: X → (A,A) such that
(
1A 1A
0 1A
)(
α1
α2
)
=
(
10
10
)
. (427)
Then we have α2 = 10 and α1 = α1 + 10 = α1 + α2 = 10.
250 Corollary. Under the hypotheses of the previous lemma, for each A : C,
there exists nA : A→ A such that nA + 1A ≃ 0.
Proof. By the previous lemma, matrix 424 is an equivalence. There is thus an
inverse matrix: (
1A 1A
0 1A
)(
a b
c d
)
≃
(
1A 0
0 1A
)
. (428)
This gives a system of four isomorphisms:
a + c ≃ 1A;
b+ d ≃ 0;
c ≃ 0;
d ≃ 1A.
(429)
It follows that b+ 1A ≃ b+ d ≃ 0. We can thus take nA := b.
The arrow nA plays the roˆle of an antipode for the bimonoid A
∆
→ A⊕A
∇
→ A,
which becomes a Hopf monoid (the isomorphisms nA + 1A ≃ 0 and 1A + nA ≃ 0
should satisfy some additional conditions for nA to be a genuine antipode).
251 Corollary. Under the hypotheses of the previous lemma, C is additive.
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Proof. If A
f
→ B is an arrow in C, then nBf + f = nBf +1Bf ≃ (nB +1B)f ≃
0f ≡ 0. Thus nBf is an opposite for f .
252 Corollary. A Gpd-category is 2-abelian if and only if it is 2-Puppe-
exacte and additive.
5.3.3 Regularity of 2-abelian Gpd-categories
In this subsection, we prove that every 2-abelian Gpd-category is regular, in the
sense that cofaithful and fully cofaithful arrows are stable under pullback and,
dually, faithful and fully faithful arrows are stable under pushout. We will deduce
from that that 2-abelian Gpd-categories are also abelian. In this subsection, we
denote by f ∗ : A→ B the opposite of f : A→ B for the addition of arrows. We
assume that symmetric 2-groups are strictly described.
We follow the proof of [63] or [14] in dimension 1. First, we prove the corre-
spondence between pullbacks and kernels.
253 Lemma. Let C be an additive Gpd-category and let B1
g1
→ C
g2
← B2 be
arrows in C, to which corresponds an arrow (g1 g
∗
2) : B1 ⊕ B2 → C. There is an
equivalence
Φ: PBCand(g1, g2)→ KerCand((g1 g
∗
2)) (430)
from the pullback-candidates of g1 and g2 to the kernel-candidates of (g1 g
∗
2).
Proof. The details of the following proof are checked by using Lemma 248 and
the naturality of θ.
Construction of Φ. The Gpd-functor Φ maps a square γ : g1b1 ⇒ g2b2, where
b1 : X → B1 and b2 : X → B2, to
(
b1
b2
)
: X → B1⊕B2, equipped with the 2-arrow
γ¯ : (g1 g
∗
2)
(
b1
b2
)
⇒ 0 defined as the following composite:
(g1 g
∗
2)
(
b1
b2
)
θ
=⇒ g1b1 + g
∗
2b2
γ+1
=⇒ g2b2 + g
∗
2b2
ψ
=⇒ (g2 + g
∗
2)b2
εb2=⇒ 0. (431)
An arrow (x, β1, β2) : (X, b1, b2, γ) → (X
′, b′1, b
′
2, γ
′) between pullback-candi-
dates (x : X → X ′, β1 : b1 ⇒ b
′
1x and β2 : b2 ⇒ b
′
2x are such that γ
′x ◦ g1β1 =
g2β2 ◦ γ) is mapped to x : X → X
′ equipped with the 2-arrow β¯ equal to the
composite
(
b1
b2
) „β1
β2
«
===⇒
(
b′1x
b′2x
)
θ−1
=⇒
(
b′1
b′2
)
x. (432)
A 2-arrow χ : (x, β1, β2)⇒ (x
′, β ′1, β
′
2) is mapped to itself.
The natural transformations of the structure of Gpd-functor are identities.
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Φ is surjective. Let be X
b
→ B1⊕B2 equipped with a 2-arrow γ¯ : (g1 g
∗
2)b⇒
0. We set γ˜ equal to the composite
g1p1b+ g
∗
2p2b
ι−11 p1b+ι
−1
2 p2b=========⇒ (g1 g
∗
2)i1p1b+ (g1 g
∗
2)i2p2b
ϕ
=⇒ (g1 g
∗
2)(i1p1b+ i2p2b)
(g1 g∗2)ψ=====⇒ (g1 g
∗
2)(i1p1 + i2p2)b
(g1 g∗2)ωb=====⇒ (g1 g
∗
2)b
γ¯
=⇒ 0. (433)
and γ equal to the composite
g1p1b ≡ g1p1b+ 0p2b
1+ηp2b
====⇒ g1p1b+ (g
∗
2 + g2)p2b
1+ψ−1
====⇒ g1p1b+ g
∗
2p2b+ g2p2b
γ˜+1
==⇒ 0 + g2p2b ≡ g2p2b. (434)
Then B1
p1b
←−− X
p2b
−−→ B2, equipped with γ, is a pullback-candidate of g1 and g2
and Φ(X, p1b, p2b, γ) ≃ (X, b, γ¯).
Φ is locally surjective. Let (X, b1, b2, γ) and (X
′, b′1, b
′
2, γ
′) be pullback-
candidates and let be (x, β) : (X,
(
b1
b2
)
, γ¯) → (X ′,
(
b′1
b′2
)
, γ¯′) in KerCand((g1 g
∗
2)).
For i = 1, 2, we set βi equal to the composite
bi
pi−1i==⇒ pi
(
b1
b2
)
piβ
=⇒ pi
(
b′1
b′2
)
x
piix=⇒ b′ix. (435)
Then Φ(x, β1, β2) ≃ (x, β).
Φ is locally full and faithful. Local faithfulness is obvious. Moreover, if χ is
a 2-arrow in KerCand((g1 g
∗
2)), then it is a 2-arrow in PBCand(g1, g2).
254 Proposition. Let C be an additive Gpd-category. The square
A
f1 //
| γf2

B1
g1

B2 g2
// C
(436)
is a pullback if and only if
(
f1
f2
)
: A → B1 ⊕ B2, equipped with γ¯, is a kernel of
(g1 g
∗
2).
Proof. We use the equivalence Φ of the previous lemma. Since
(
A,
(
f1
f2
)
, γ¯
)
=
Φ(A, f1, f2, γ), the one is an initial object if and only if the other is an initial
object.
255 Lemma. Let C be a Gpd∗-category and let be the following diagram in C,
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where the row and the column are extensions.
A
f
 0

C
h
//
0
::E k
//
g

ν
 

µ____ +3
D
B
(437)
Then:
1. gh is 0-faithful if and only if kf is 0-faithful;
2. gh is 0-cofaithful if and only if kf is 0-cofaithful;
3. gh is fully 0-faithful if and only if kf is fully 0-faithful;
4. gh is fully 0-cofaithful if and only if kf is fully 0-cofaithful.
Proof. Properties 2 and 4 are the dual of properties 1 and 3, thus it suffices to
prove the latter. Moreover, for each case the situation is symmetric with respect
to the line with slope −1 passing through E.
gh 0-faithful⇒ kf 0-faithful. Let α : 0⇒ 0: X → A be such that kfα = 10.
Then fα : h0 ⇒ 0 is compatible with ν and, by the universal property of the
kernel (h is ν-fully faithful), there exists γ : 0⇒ 0: X → C such that hγ = fα.
Then ghγ = gfα = 10, because gf ≃ 0. So γ = 10 since, by hypothesis, gh is
0-faithful. Then fα = h10 = 10 and, since f is faithful, α = 10.
gh fully 0-faithful ⇒ kf fully 0-faithful. We already know by the previous
part of the proof that kf is 0-faithful. It remains to prove that for each δ : kfa⇒
0, where a : X → A, there exists α : a ⇒ 0 such that kfα = δ. First, as
(h, ν) = Ker k, there exist c : X → C and ε : fa⇒ hc such that νc ◦ kε = δ.
Since gh is fully 0-faithful, there exists γ : c⇒ 0 such that ghγ = µa ◦ gε−1.
Then hγ◦ε is compatible with µ and there exists α : a⇒ 0 such that fα = hγ◦ε.
Hence we have kfα = khγ ◦ kε = νc ◦ kε = δ.
We can now prove the regularity of 2-abelian Gpd-categories. For symmetric
2-groups, this result and its dual have been proved by Dominique Bourn and
Enrico Vitale [18, Propositions 5.1 and 5.2].
256 Proposition. In a 2-abelian Gpd-category, cofaithful and fully cofaithful
arrows are stable under pullback and faithful and fully cofaithful arrows are stable
under pushout.
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Proof. We prove stability under pullback; the proof for pushouts is dual. Let
us assume that diagram 436 is a pullback. Then
((
f1
f2
)
: A→ B1 ⊕ B2, γ¯
)
is a
kernel of (g1 g
∗
2), by Proposition 254.
Let us consider the following diagram. If g1 ≃ (g1 g
∗
2)i1 is cofaithful or fully
cofaithful, then (g1 g
∗
2) is cofaithful and is thus the cokernel of its kernel
(
f1
f2
)
.
Since the column is an extension (by Corollary 227), we are in the situation of
the previous lemma. Therefore, if g1 is cofaithful, f2 ≃ p2
(
f1
f2
)
is cofaithful, and
if g1 is fully cofaithful, f2 is fully cofaithful.
B1
i1

0

g1

A
„
f1
f2
«
//
0
88
f2
++
B1 ⊕B2
(g1 g∗2) //
p2

γ¯
 

η12____ +3
C
B2
(438)
An important consequence of this proposition is that 2-abelian Gpd-categories
are abelian and that we can thus prove in them the different snake lemmas and
construct the long exact sequence of homology. Since the previous proposition
uses biproducts, the reasoning we use does not work for 2-Puppe-exact and
Puppe-exact Gpd∗-categories.
257 Corollary. Every 2-abelian Gpd-category is also abelian.
Proof. Since in a 2-abelian Gpd-category faithful arrows are the kernel of
their cokernel, they are 0-monomorphisms. So the faithful arrows and the 0-
monomorphisms coincide and condition 1 of Definition 165 hold. Dually, condi-
tion 2 hold. Moreover, conditions 3 and 4 hold by the previous proposition.
Chapter 6
Examples
In this chapter, we study a few examples of (good) 2-abelian Gpd-
categories. First, the Gpd-category of symmetric 2-groups and the
Gpd-categories of 2-modules on a 2-ring (or, more generally, of addi-
tive Gpd-functors from a preadditive Gpd-category to 2-SGp). Next,
we study the Gpd-category of morphisms, commutative squares and
homotopies in an abelian category C (a special case is the notion of
Baez-Crans 2-vector space) and we prove that it is 2-abelian if and
only if the axiom of choice holds in C (Theorem 306).
6.1 Symmetric 2-groups: 2-SGp is 2-abelian
In this section we assume that all symmetric monoidal functors are described in
a “normalised” way (with FI ≡ I and ϕF0 := 1I).
6.1.1 Construction of limits and colimits
There are two inclusions of the category Ab of abelian groups in the Gpd-category
2-SGp. There is the inclusion as discrete object:
(−)dis : Ab → 2-SGp, (439)
which maps an abelian group A to Adis, which is the set A seen as a discrete
groupoid, equipped with the product and the unit of A. A homomorphism of
groups is mapped to itself seen as a symmetric monoidal functor.
Next, there is the inclusion as connected object:
(−)con : Ab → 2-SGp, (440)
which maps an abelian group A to Acon, which is the one-object symmetric 2-
group I such that Acon(I, I) = A. A homomorphism f : A → B is mapped to
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the symmetric monoidal functor whose action on arrows is defined by (f con)I,I :=
f : A→ B.
Each of these Gpd-functors has an adjoint. The left adjoint of (−)dis is the
Gpd-functor
π0 : 2-SGp → Ab, (441)
which maps a symmetric 2-group G to the group π0(G) whose objects are those
of G, whose equality is defined by A ≃ B, and whose product is that of G. A
symmetric monoidal functor F : G → H is mapped to the group homomorphism
π0(F ) : π0(G)→ π0(H) that it induces. And if α : F ⇒ F
′ is a monoidal natural
transformation, then π0(F ) = π0(F
′), which defines π0 on 2-arrows.
The right adjoint of (−)con is the Gpd-functor
π1 : 2-SGp → Ab, (442)
which maps a symmetric 2-group G to the group π1(G) := G(I, I). A symmetric
monoidal functor F : G → H is mapped to the group homomorphism π1(F ) :=
FI,I : π1(G) → π1(H). And if α : F ⇒ F
′ is a monoidal natural transformation,
then π1(F ) = π1(F
′).
There is a difference of presentation between the situation described above
and that of diagram 271. Here, the two functors π0 and π1 go to Ab (which is by
definition Dis(2-SGp)). We can recover the functors Ω, Σ, π0 and π1 : 2-SGp →
2-SGp by defining:
π0 := (π0−)dis; π1 := (π1−)con;
Σ := (π0−)con; Ω := (π1−)dis.
Let us now recall the constructions in 2-SGp of biproducts, zero object, ker-
nels, cokernels, pips, copips, roots and coroots, described in [52] and [29].
First, the biproduct of two symmetric 2-groups A and B is simply the carte-
sian product A × B, equipped with the structure of symmetric 2-group defined
componentwise [18, Section 4]. We need symmetry to prove that it is also a
coproduct. The symmetric 2-group with one object and one arrow is a zero
object.
The kernel and the cokernel of symmetric 2-groups has been defined by Vitale
[73]. The kernel is constructed as in Gpd∗ (see the construction given after
Definition 87).
258 Definition. The kernel KerF of F : A → B in 2-SGp is defined in the
following way.
• Objects. These are the pairs (A, b), where A : A and b : FA→ I in B.
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• Arrows. A morphism (A, b) → (A′, b′) is an arrow f : A → A′ such that
b′(Ff) = b. The composition and the identities are those of A.
• Product. The product (A, b)⊗ (A′, b′) is (A⊗ A′, b′′), where b′′ is the com-
posite
F (A⊗ A′)
ϕ−1
−−→ FA⊗ FA′
b⊗b′
−−→ I ⊗ I
lI=rI−−−→ I. (443)
The product f ⊗ f ′ is defined as in A; this is an arrow in KerF because
ϕF is natural.
• Unit. This is (I, 1I).
• Associativity, neutrality, symmetry. The natural transformations a, l, r
and c are defined as in A (for example l(A,b) := lA). These are arrows of
KerF thanks to the axioms of symmetric monoidal functor and they are
natural because they are in A. The axioms of symmetric monoidal groupoid
hold because they do in A.
• Inverses. The inverse of (A, b) is (A∗, b˜), where b˜ is the composite
F (A∗) ≃ (FA)∗
(b∗)−1
−−−→ I∗ ≃ I. (444)
The arrow ε(A,b) is εA.
There is a functor KF : KerF → A, which maps (A, b) to A and f : (A, b) →
(A′, b′) to f : A→ A′. This is a symmetric monoidal functor, with ϕKF(A,b),(A′,b′) :=
1A⊗A′ and ϕ
KF
0 := 1I . And the monoidal natural transformation κF : FKF ⇒ 0
is defined by (κF )(A,b) := b : FA→ I.
We need symmetry to construct the cokernel in the following way.
259 Definition. The cokernel CokerF of F : A → B in 2-SGp is defined in
the following way.
• Objects. These are the objects of B.
• Arrows. A morphism B0 → B1 is a pair (A, g), where A : A and g : B0 →
FA⊗ B1.
• Composition. The composite of (A0, g0) : B0 → B1 and (A1, g1) : B1 → B2
is (A0 ⊗A1, g
′), where g′ is the composite
B0
g0
−→ FA0 ⊗ B1
1⊗g1
−−−→ FA0 ⊗ (FA1 ⊗ B2)
≃ (FA0 ⊗ FA1)⊗ B2
ϕ⊗1
−−→ F (A0 ⊗ A1)⊗ B2. (445)
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• Equality. Two arrows (A, g), (A′, g′) : B0 → B1 are equal if there exists
a : A→ A′ such that the following diagram commutes.
B0
f
//
f ′
##H
HH
HH
HH
HH
HH
HH
H FA⊗ B1
Fa⊗1

FA′ ⊗B1
(446)
• Product. The product B⊗B′ is defined as in B. If we have (A, g) : B0 → B1
and (A′, g′) : B′0 → B
′
1, the product (A, g)⊗(A
′, g′) is defined by (A⊗A′, g′′),
where g′′ is the following composite.
B0 ⊗B
′
0
g⊗g′
−−→ (FA⊗ B1)⊗ (FA
′ ⊗ B′1)
c¯
−→ (FA⊗ FA′)⊗ (B1 ⊗ B
′
1)
ϕ⊗1
−−→ F (A⊗ A′)⊗ (B1 ⊗ B
′
1) (447)
• Unit. The unit is the unit I of B.
• Natural transformations of the symmetric monoidal structure. They are
given by the object I and the arrow l composed with the corresponding
transformations in B.
The cokernel is equipped with a functor QF : B → CokerF , which maps B to
B and an arrow g : B0 → B1 to (I, g¯), where g¯ is the composite B0
g
−→ B1
l−1B1−→
I ⊗ B1 ≡ FI ⊗ B1.
The monoidal natural transformation ζF : QFF ⇒ 0 is defined at A : A by
ζA := (A, r
−1
FA).
Proof. We only give the construction of the factorisation through the cokernel.
Let be G : B → Y and γ : GF ⇒ 0. We define a functor H : CokerF → Y by
setting H(B) := G(B) and, if (A, g) : B0 → B1, by setting H(A, g) equal to the
following composite.
GB0
Gg
−→ G(FA⊗ B1)
ϕ−1
−−→ GFA⊗GB1
γA⊗1
−−−→ I ⊗GB1
lGB1−−→ GB1 (448)
We can check that the kernel of 0→ A is ΩA = (π1A)dis (defined above), and
that the cokernel of A → 0 is ΣA = (π0A)con.
As Proposition 108 tells us, we can define the pip of F as ΩKerF , i.e.
PipF := (π1Ker f)dis. (449)
Thus its objects are the arrows a : I → I in A such that Fa = 1FI ; the only
arrows are the identities. The product is the composition in A. It is equipped
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with a natural transformation πF : 0⇒ 0: PipF → A, whose component at a is
a itself.
Dually, the copip of F is ΣCokerF , i.e.
CopipF := (π0Coker f)con. (450)
So it has a unique object I and the arrows from I to I are the objects B : B, two
such objects B,B′ being equal if there exist A : A and b : B → FA ⊗ B′. The
natural transformation ρF : 0⇒ 0: B → CopipF is defined at B by B itself.
It remains to describe the root and the coroot of a 2-arrow α : 0⇒ 0: A → B.
Let us first describe elementarily the functors α¯ : ΣA → B and α˜ : A → ΩB
corresponding to it (we follow the notations of diagram 138).
1. The functor α¯ : (π0A)con → B maps the unique object I to I and an object
A : A (seen as an arrow I → I in (π0A)con) to αA : I → I in B.
2. The functor α˜ : A → (π1B)dis maps an object A to the arrow αA seen as an
object of (π1B)dis.
Then, by the dual of Proposition 109, the root of α is the kernel of α˜, in
other words its objects are the pairs (A, b) where A : A and b : αA → 1I (i.e.
αA = 1I in π1B) and the arrows (A, b)→ (A
′, b′) are the arrows a : A→ A′ such
that b′ ◦ Fa = b, which is always true since (π1B)dis is discrete. Thus we get the
following simplified description.
260 Proposition. In 2-SGp, the root of α : 0⇒ 0: A → B is Rootα, the full
sub-2-group of A whose objects are the objects A : A such that αA = 1I.
In the same way, by Proposition 109, the coroot of α is the cokernel of α¯, in
other words its objects are those of B, an arrow B0 → B1 is a pair (A, g) where
A : (π0A)con (so A can only be I) and g : B0 → A ⊗ B1. The equality between
arrows is defined using α. By simplifying this description, we get the following
proposition.
261 Proposition. In 2-SGp, the coroot of α : 0⇒ 0: A → B can be described
in the following way: the objects, the arrows and the tensor of Corootα are those
of B; two arrows g, g′ : B0 → B1 are equal if there exists an object A : A such that
the following diagram commutes.
B0
g

B0 ⊗ I
roo
g′⊗αA

B1 B1 ⊗ Ir
oo
(451)
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6.1.2 (Co)faithful, fully (co)faithful and full arrows in 2-SGp
In this subsection, we will check, on the one hand, that the faithful, fully faithful
and full arrows in 2-SGp are the symmetric monoidal functors which have the
usual properties with the same name (this justifies the terminology) and, on
the other hand, that the (fully) cofaithful arrows are the (full and) surjective
symmetric monoidal functors. In each case, the method will be the same: we
will use the characterisation of these kinds of arrows in terms of the triviality of
the kernel, cokernel, pip or copip.
In parallel, we will check that in 2-SGp every (fully) 0-faithful arrow is (fully)
faithful and that every (fully) 0-cofaithful arrow is (fully) cofaithful. Therefore,
this will be the case in all 2-SGp-categories .
The equivalence between (fully) faithful arrows in the Gpd-categorical sense
and in the elementary sense is proved in [52].
262 Proposition. Let be F : A → B in 2-SGp. The following properties are
equivalent:
1. F is faithful (in the sense of Definition 74);
2. F is 0-faithful (in the sense of Definition 78);
3. F is 0-faithful (in the elementary sense of Proposition 77);
4. F is faithful (in the elementary sense).
Proof. 1 ⇒ 2. This is obvious.
2 ⇒ 3. Let us assume that F is 0-faithful as an arrow in a Gpd∗-category.
By Proposition 99, πF = 10, where πF : 0 ⇒ 0: PipF → A is the pip of F . By
the description of the pip given above (equation 449), this means that, for every
a : I → I such that Fa = 1I , a = (πF )a = 1I . So F is 0-faithful in the elementary
sense.
3 ⇒ 4. Let be f : A→ A in A such that Ff = 1FA. We define fˆ to be equal
to the composite
I
ηA
−→ A∗ ⊗A
1A∗⊗f−−−−→ A∗ ⊗ A
η−1A−→ I. (452)
Then F fˆ = Fη−1A ◦ ϕ
−1
A∗A ◦ (1FA∗ ⊗ Ff) ◦ ϕA∗A ◦ FηA = 1I , because Ff = 1FA.
So, since F is 0-faithful (in the elementary sense), fˆ = 1I . Finally, since f =
rA ◦ (1A ⊗ fˆ) ◦ r
−1
A (by the triangular identities that ηA and εA : A ⊗ A
∗ → I
satisfy), f = 1A.
4 ⇒ 1. Let be X, G,H : X → A and α, α′ : G⇒ H in 2-SGp such that Fα =
Fα′. For every X : X, FαX = Fα
′
X and, since F is faithful in the elementary
sense, αX = α
′
X . So α = α
′.
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Since faithful and 0-faithful arrows are defined through the representables,
we get the following proposition.
263 Proposition. Let C be a 2-SGp-category and f : C2. Then f is faithful
if and only if f is 0-faithful.
Let us turn now to fully (0-)faithful arrows.
264 Proposition. Let be F : A → B in 2-SGp. The following properties are
equivalent:
1. F is fully faithful (in the sense of Definition 74);
2. F is fully 0-faithful (in the sense of Definition 80);
3. F is fully 0-faithful (in the elementary sense of Proposition 79);
4. F is fully faithful (in the elementary sense).
Proof. 1 ⇒ 2. This is obvious.
2 ⇒ 3. Let us assume that F is fully 0-faithful as an arrow in a Gpd∗-
category. By Proposition 90, there exists a monoidal natural transformation
ω : KF ⇒ 0 such that Fω = κF , where (KF , κF ) is the kernel of F . By the
description of Definition 258, this means that, for every b : FA → I, there is
an arrow ω(A,b) : A → I such that Fω(A,b) = b. This proves condition 1(a) of
Proposition 79.
To prove condition 1(b), let a : I → I be an arrow in A such that Fa = 1I .
Then a is an arrow (I, 1I) → (I, 1I) in KerF . The naturality of ω tells us then
that ω(I,1I) ◦ a = ω(I,1I) and, so, that a = 1I .
3 ⇒ 4. To prove that F is full, let be b : FA′ → FA in B. We set bˆ equal to
the composite
F (A′⊗A∗)
ϕ−1
−→ FA′⊗FA∗
b⊗1FA∗−−−−→ FA⊗FA∗
ϕ
−→ F (A⊗A∗)
FεA−→ FI ≡ I. (453)
As F is fully 0-faithful in the elementary sense, there exists an arrow aˆ : A′⊗A∗ →
I such that bˆ = F aˆ. We set then a equal to the composite
A′
r−1
A′−→ A′⊗I
1A′⊗ηA−−−−→ A′⊗(A∗⊗A)
a
−→ (A′⊗A∗)⊗A
aˆ⊗1A−−−→ I⊗A
lA−→ A. (454)
We check that b = Fa by using the axioms of monoidal functor and the triangular
identities.
Moreover, F is faithful by the implication 3 ⇒ 4 of Proposition 262.
4 ⇒ 1. Let be X, G,H : X → A and β : FG⇒ FH in 2-SGp. Since F is full,
for every X : X, there exists αX : GX → HX such that βX = FαX . We check
that to give αX for every X defines a monoidal natural transformation, by using
faithfulness of F . If α′ : G⇒ H is another monoidal natural transformation such
that β = Fα′, then, for every X : X, Fα′X = FαX and thus α
′
X = αX , because
F is faithful. So α′ = α.
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Again, the equivalence between fully faithful and fully 0-faithful arrows gen-
eralises to 2-SGp-categories .
265 Proposition. Let C be a 2-SGp-category and f : C2. Then f is fully
faithful if and only if f is fully 0-faithful.
The equivalence between cofaithful and surjective has been proved in [29].
266 Proposition. Let be F : A → B in 2-SGp. The following properties are
equivalent:
1. F is cofaithful;
2. F is 0-cofaithful;
3. F is surjective.
Proof. 1 ⇔ 2. We have proved above (Proposition 263) that the faithful and
0-faithful arrows coincide in 2-SGp-categories, so in particular this is the case in
2-SGpop.
2 ⇒ 3. Let us assume that F is 0-cofaithful. By the dual of Proposition 99,
ρF = 10, where ρF : 0 ⇒ 0: B → CopipF is the copip of F . By the description
of the copip given above (equation 450), this means that, for every B : B, B = I
in CopipF , i.e. that there exist A : A and b : B → FA⊗ I. So F is surjective.
3⇒ 2. Let be γ : 0⇒ 0: B → Y in 2-SGp such that γF = 10. For every B : B,
there exist A : A and b : FA→ B. Since γ is natural, we have γB = γFA = 1I .
The equivalence between fully cofaithful and full and surjective has been
proved in [52].
267 Proposition. Let be F : A → B in 2-SGp. The following properties are
equivalent:
1. F is fully cofaithful;
2. F is fully 0-cofaithful;
3. F is full and surjective.
Proof. 1 ⇔ 2. It suffices to apply Proposition 265 to 2-SGpop.
2 ⇒ 3. Let us assume that F is fully 0-cofaithful. By the dual of Proposition
90, there exists a monoidal natural transformation ω : QF ⇒ 0 such that ωF =
ζF , where (QF , ζF ) is the cokernel of F . By the description of Definition 259,
this means that, for every B : B, there exists an arrow ωB = (AB, fB) : B → I in
CokerF , where AB : A and fB : B → FAB ⊗ I. So F is surjective.
Next, let be g : FA → FA′ in B. By the naturality of ω, we have ωFA′ ◦
QF g = ωFA in CokerF . But ωF = ζF , thus this equality becomes (A
′, r−1FA′g) =
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(A, r−1FA) in CokerF . Therefore, by the definition of equality between the arrows
of CokerF , there exists f : A→ A′ such that g = Ff . So F is full.
3 ⇒ 2. Let be V, V ′ : B → Y and γ : V F ⇒ V ′F in 2-SGp. Let be B : B.
Since F is surjective, there exist AB : A and fB : B → FAB in B. We set αB
equal to the composite V B
V fB
−−→ V FAB
γAB−−→ V ′FAB
V ′f−1B−−−→ V ′B. To prove the
naturality of α, let be b : B → B′ in B. Since F is full, there exists ab : AB → AB′
such that Fab is equal to the composite FAB
f−1B−−→ B
b
−→ B′
fB′−−→ FAB′ . Then
V ′b ◦ αB = αB′ ◦ V b thanks to the naturality of γ. Finally, to prove γ = αF , let
be A : A. Since F is full, there exists gA : A→ AFA such that FgA = fFA : FA→
FAFA; thus αFA = γA, thanks to the naturality of γ.
Finally, we prove that the full arrows are exactly the full functors. Let us
recall that µF := ζFKF ◦QFκ
−1
F .
268 Proposition. Let be F : A → B in 2-SGp. The following properties are
equivalent:
1. F is full (in the sense of Definition 197);
2. µF = 10 (ζFKF = QFκF );
3. F is full (in the elementary sense).
Proof. 1 ⇒ 2. Condition 2 is a special case of condition 1.
2 ⇒ 3. Elementarily, condition 2 means that, for every b : FA → I (i.e.
(A, b) : KerF ), (QFκF )(A,b) = QF (b) = (b, I) is equal in CokerF to (ζF )KF (A,b) =
(ζF )A = (1FA, A). This means, by the definition of equality between arrows in
CokerF , that there exists a : A→ I such that Fa◦1FA = b. To sum up, for every
b : FA → I, there exists a : A → I such that b = Fa. We deduce that F is full
by following the reasoning used to prove the implication 3 ⇒ 4 of Proposition
264.
3 ⇒ 1. Let be X and Y, U,U ′ : X → A and V, V ′ : B → Y, α : FU ⇒ FU ′
and β : V F ⇒ V ′F in 2-SGp. Since F is full in the elementary sense, for every
X : X, there exists γ : UX → U ′X such that αX = FγX. Then, for every X : X,
we have:
V ′αX ◦ βUX = V
′FγX ◦ βUX = βU ′X ◦ V FγX = βU ′X ◦ V αX , (455)
thus F is full in the sense of Definition 197.
6.1.3 The factorisations (Surj, FullFaith) and (FullSurj, Faith) on
2-SGp
The symmetric monoidal functors between symmetric 2-groups factor either as a
surjective functor followed by a fully faithful functor, or as a full and surjective
220 Chapter 6. Examples
functor followed by a faithful functor [52]. We first describe these factorisations
in the Gpd-category of groupoids Gpd.
269 Proposition. Every functor F : A → B in Gpd factors as the following
composite, where EˆF is surjective, ΩˆF is an equivalence, and MˆF is full and
faithful:
A
EˆF−→ Im1pl F
ΩˆF−→ Im2pl F
MˆF−→ B. (456)
We call the groupoid Im1pl F ≃ Im
2
pl F the full image of F .
Proof. Let us first describe the two variants of the full image of F .
The groupoid Im1pl F is described in the following way.
• Objects. These are the objects of A.
• Arrows. (Im1pl F )(A,A
′) = B(FA, FA′). The composition and the identi-
ties are those of B.
The groupoid Im2pl F is described in the following way
1.
• Objects. These are the triples (A,ϕ,B), where A : A, B : B and ϕ : FA→
B.
• Arrows. (Im2pl F )((A,ϕ,B), (A
′, ϕ′, B′)) = B(B,B′). The composition and
the identities are those of B.
Then we define the functor ΩˆF . It maps A to (A, 1FA, FA) and g : FA→ FA
′
to g. We can also define Ωˆ−1F : Im
2
pl F → Im
1
pl F , which maps (A,ϕ,B) to A and
g : B → B′ to the composite
FA
ϕ
−→ B
g
−→ B′
ϕ′−1
−→ FA′. (457)
It is then obvious that Ωˆ−1F ◦ ΩˆF ≡ 1 and that ΩˆF ◦ Ωˆ
−1
F ≃ 1. So ΩˆF is an
equivalence.
Finally, we define the surjective functor EˆF , which maps A to A and f : A→
A′ to Ff , and the full and faithful functor MˆF , which maps (A,ϕ,B) to B and
is the identity on arrows. Then we have F ≡ MˆF ◦ ΩˆF ◦ EˆF .
270 Proposition. Every functor F : A → B in Gpd factors as the following
composite, where EF is full and surjective, ΩF is an equivalence, and MF is
faithful:
A
EF−→ Im1 F
ΩF−→ Im2 F
MF−→ B. (458)
We call the groupoid Im1 F ≃ Im2 F the image of F (or faithful image of F ).
1It is clearly equivalent to the full subgroupoid of B whose objects are the objects isomorphic
to FA for some A : A. The advantage of the description given here is that Ωˆ−1F is defined
constructively.
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Proof. Let us first describe the two variants of the image of F .
The groupoid Im1 F is described in the following way2.
• Objects. These are the objects of A.
• Arrows. These are the arrows of A. The composition and the identities are
those of A.
• Equality. Two arrows f, f ′ : A0 → A1 are equal (f ≃ f
′) if Ff = Ff ′.
The groupoid Im2 F is described in the following way.
• Objects. These are the triples (A,ϕ,B), where A : A, B : B and ϕ : FA→
B.
• Arrows. The arrows of (A,ϕ,B) to (A′, ϕ′, B′) are the pairs (f, g), where
f : A→ A′ and g : B → B′, such that the following diagram commutes.
FA
ϕ
//
Ff

B
g

FA′
ϕ′
// B′
(459)
The identity on (A,ϕ,B) is (1A, 1B). Composition is defined component-
wise. The inverse of (f, g) is (f−1, g−1).
• Equality. Two arrows (f, g), (f ′, g′) : (A,ϕ,B) → (A′, ϕ′, B′) are equal if
g = g′ (or, equivalently, Ff = Ff ′).
Then we define the functor ΩF . It maps A to (A, 1FA, FA) and f : A → A
′
to (f, Ff). We can also define Ω−1F : Im
2 F → Im1 F , which maps (A,ϕ,B) to
A and (f, g) to f ; it is well defined, because (f, g) = (f ′, g′) in Im2 F if and
only if Ff = Ff ′, i.e. if and only if f ≃ f ′ in Im1 F . It is then obvious that
Ω−1F ◦ ΩF ≡ 1. Besides, ΩF ◦ Ω
−1
F ≃ 1, because the following diagram gives an
isomorphism (A, 1FA, FA) ≃ (A,ϕ,B).
FA FA
ϕ

FA ϕ
// B
(460)
So ΩF is an equivalence.
2We can remark that (Im1 F )(A,A′) = Im1 FA,A′ , the image of FA,A′ : A(A,A
′) →
B(FA,FA′) in Set.
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Finally, we define the full and surjective functor EF , which maps A to A and
f : A→ A′ to f . And we define MF , which maps (A,ϕ,B) to B and (f, g) to g.
This functor is faithful, because, by definition, (f, g) = (f ′, g′) in Im2 F if and
only if g = g′ in B. It is then clear that F ≡MF ◦ ΩF ◦ EF .
Let us turn now to 2-SGp. We review the constructions of the following
propositions and add to them the structures of symmetric 2-group, symmetric
monoidal functor, and monoidal natural transformation.
271 Proposition. Every symmetric monoidal functor F : A → B in 2-SGp
factors as the following composite, where EˆF is surjective, ΩˆF is an equivalence,
and MˆF is full and faithful:
A
EˆF−→ Im1pl F
ΩˆF−→ Im2pl F
MˆF−→ B. (461)
Proof. We define the symmetric 2-group structure on Im1pl F . If A,A
′ : Im1pl F ,
then A ⊗ A′ is defined as in A; if we have g : FA0 → FA1 and g
′ : FA′0 →
FA′1, which are arrows in Im
1
pl F , respectively A0 → A1 and A
′
0 → A
′
1, then
g ⊗ g′ : A0 ⊗ A
′
0 → A1 ⊗A
′
1 is defined by the following composite:
F (A0 ⊗ A
′
0)
ϕ−1
−−→ FA0 ⊗ FA
′
0
g⊗g′
−−→ FA1 ⊗ FA
′
1
ϕ
−→ F (A1 ⊗ A
′
1). (462)
It is easy to check that −⊗− is a functor. We take as unit the object I of A.
The associativity, neutrality and symmetry natural transformations are de-
fined as the image by F of the corresponding transformations in A: a˜A,A′,A′′ :=
F (aA,A′,A′′), l˜A := F (lA), r˜A := F (rA) and c˜A,A′ := F (cA,A′). Their naturality
follows from the compatibility of ϕF with these transformations (because F is
monoidal symmetric) and from the naturality of the corresponding transforma-
tions in B.
The axioms of symmetric monoidal groupoid follow from those of A by ap-
plying to them the functor F . Every object A has an inverse, which is nothing
else than the inverse A∗ in A; we can define as above ε˜A := F (εA) : A⊗A
∗ → I.
Next, let us define the structure of symmetric 2-group on Im2pl F . The tensor
product is defined by (A, γ,B)⊗ (A′, γ′, B′) := (A⊗A′, γ′′, B ⊗B′), where γ′′ is
the composite
F (A⊗ A′)
ϕ−1
−−→ FA⊗ FA′
γ⊗γ′
−−−→ B ⊗B′. (463)
On arrows, g⊗g′ is defined as in B, and this defines a functor because −⊗− is a
functor in B. The unit is (I, 1I , I) and the natural transformations of symmetric
monoidal groupoid are those of B (for example, l(A,γ,B) := lB), and are natural
because they are in B. The axioms hold because they do in B. The inverse of
(A, γ,B) is (A∗, γ˜, B∗), where γ˜ is the composite F (A∗) ≃ (FA)∗
(γ∗)−1
−−−−→ B∗; we
define ε(A,γ,B) := εB.
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The monoidal structure of EˆF is given by ϕ
EˆF
A,A′ := 1F (A⊗A′), which is natural
because ϕF is natural. The axioms of symmetric monoidal functor are trivially
true. For ΩˆF , we set ϕ
ΩˆF
A,A′ := ϕ
F
A,A′. The axioms of symmetric monoidal functor
follow from these axioms for F . For MˆF , ϕ
MˆF is the identity and the naturality
and the axioms are trivially true.
272 Proposition. Every symmetric monoidal functor F : A → B in 2-SGp
factors as the following composite, where EF is full and surjective, ΩF is an
equivalence, and MF is faithful:
A
EF−→ Im1 F
ΩF−→ Im2 F
MF−→ B. (464)
Proof. The tensor product of Im1 F is defined on objects and on arrows as
in A; it preserves equality between arrows thanks to the naturality of ϕF . The
natural transformations of symmetric monoidal groupoid are defined as in A and
are natural and satisfy the axioms because they do in A. The inverse is defined
as in A, as well as εA : A⊗ A
∗ → I.
In Im2 F , the tensor product of (A, γ,B) and (A′, γ′, B′) is defined as for
Im2pl F (see Proposition 271), whereas the tensor product of (f, g) and (f
′, g′) is
simply (f ⊗ f ′, g ⊗ g′), which is an arrow of Im2 F , thanks to the naturality of
ϕF and because (f, g) and (f ′, g′) are themselves morphisms.
The natural transformations a, l, r, c are each defined as being the pair of the
corresponding natural transformations in A and in B (for example, r(A,γ,B) :=
(rA, rB)); these are arrows in Im
2 F , thanks to the compatibility of ϕF with
this natural transformation, and to the naturality of the corresponding natural
transformation in B, and they are natural because they are in B. In the same
way, the axioms of symmetric monoidal groupoid hold because they do in B. The
inverse of (A, γ,B) is defined as in Im2pl F and ε(A,γ,B) = (εA, εB).
For ΩF , the natural transformation ϕ
ΩF
A,A′ is defined by (1A⊗A′, ϕ
F
A,A′). For EF
andMF , the definitions are as in the case of the full image (Proposition 271).
We can check that (Surj, FullFaith) and (FullSurj, Faith) are factorisation sys-
tems on 2-SGp (see [52]). Propositions 266 and 267 tell us that these factorisation
systems are coupled in the sense of Definition 61: let be F : A → B a symmetric
monoidal functor between symmetric 2-groups; then:
1. F is surjective if and only if, for every Y : 2-SGp, − ◦ F : [Y,B]→ [Y,A] is
faithful;
2. F is full and surjective if and only if, for every Y : 2-SGp, − ◦ F : [Y,B]→
[Y,A] is full and faithful.
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6.1.4 2-SGp is 2-abelian
The goal of this subsection is to recall that in 2-SGp the factorisations described
in the previous subsection can be computed, for the full image, by taking the
cokernel of the kernel [52] or the root of the copip [29] and, for the faithful image,
by taking the coroot of the pip [29] or the kernel of the cokernel [52]. This will
prove that 2-SGp is 2-Puppe-exact. Let us begin by the exactness properties on
the “left” side of the two factorisations in 2-SGp.
273 Proposition. For each symmetric monoidal functor F : A → B in 2-SGp,
EˆF : A → Im
1
pl F is the cokernel of the kernel of F .
Proof. First, there is a monoidal natural transformation δ : EˆFKF ⇒ 0, where
δ(A,b) := b : FA → I ≡ FI. We will prove that the functor Φ: CokerKF →
Im1pl F induced by the universal property of the cokernel is an equivalence.
Let us describe CokerKF .
• Objects. These are the objects of A.
• Arrows. An arrow A0 → A1 is given by (N, b, f), where N : A, b : FN → I
in B and f : A0 → N ⊗A1 in A.
• Equality. Two arrows (N, b, f) and (N ′, b′, f ′) are equal if there exists
n : N → N ′ such that the following diagrams commute.
N ⊗ A1
n⊗1

A0
f
77ooooooooooo
f ′ ''OO
OOO
OOO
OOO
N ′ ⊗ A1
FN
Fn

b
&&MM
MMM
MMM
MM
I
FN ′
b′
88qqqqqqqqqq
(465)
The functor Φ maps A to A, the arrow (N, b, f) : A0 → A1 is mapped to
Φ(N, b, f) : A0 → A1 in Im
1
pl F , which is the following composite in B:
FA0
Ff
−→ F (N ⊗A1)
ϕ−1
−→ FN ⊗ FA1
b⊗1
−−→ I ⊗ FA1
lFA1−→ FA1. (466)
The functor Φ is of course surjective. It remains to prove that it is full and
faithful. Let g : FA0 → FA1 be an arrow of Im
1
pl F (A0, A1). We set N := A0⊗A
∗
1,
b equal to the following composite:
F (A0⊗A
∗
1) ≃ FA0⊗F (A
∗
1)
g⊗1
−−→ FA1⊗F (A
∗
1) ≃ F (A1⊗A
∗
1)
FεA1−−−→ FI ≡ I (467)
and f equal to the following composite:
A0 ≃ A0 ⊗ I
1⊗ηA1−−−→ A0 ⊗ (A
∗
1 ⊗ A1) ≃ (A0 ⊗ A
∗
1)⊗ A1. (468)
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Then Φ(N, b, f) = g. So Φ is full.
Finally, Φ is faithful, because if Φ(N, b, f) = Φ(N ′, b′, f ′), we set n equal to
the composite
N ≃ N ⊗ I
1⊗ε−1A1−−−→ N ⊗ (A1 ⊗ A
∗
1) ≃ (N ⊗ A1)⊗ A
∗
1
f−1⊗1
−−−−→ A0 ⊗ A
∗
1
f ′⊗1
−−→ (N ′ ⊗ A1)⊗ A
∗
1 ≃ N
′ ⊗ (A1 ⊗ A
∗
1)
1⊗εA1−−−→ N ′ ⊗ I ≃ N ′. (469)
Then n satisfies equations 465 and thus (N, b, f) = (N ′, b′, f ′).
The following corollary has been proved in [52].
274 Corollary. In 2-SGp, every symmetric monoidal surjective functor is
canonically the cokernel of its kernel.
275 Proposition. For each symmetric monoidal functor F : A → B in 2-SGp,
EF : A → Im
1 F is the coroot of the pip of F .
Proof. Let us describe the coroot of the pip of F .
• Objects. These are the objects of A.
• Arrows. These are the arrows of A.
• Equality. Two arrows f, f ′ : A0 → A1 are equal if there exists a : I → I in
A such that Fa = 1FI and f = rA1(f
′ ⊗ a)r−1A0 .
On the one hand, if f = f ′ in Coroot(πF ), Ff = rFA1(Ff
′ ⊗ Fa)r−1FA0 = Ff
′,
because Fa = 1I and thus f = f
′ in Im1 F . On the other hand, if Ff = Ff ′, we
set a equal to the composite
I
ηA0−−→ A∗0 ⊗A0
(f ′∗)−1⊗f
−−−−−−→ A∗1 ⊗A1
η−1A1−−→ I. (470)
Then Fa = 1I , because Ff = Ff
′, and it is obvious that f = rA1(f
′ ⊗
a)r−1A0 . So the equality of Coroot(πF ) is equivalent to the equality of Im
1 F ,
and Coroot(πF ) ≡ Im
1 F .
The following corollary appears in [29].
276 Corollary. In 2-SGp, every full and surjective functor is canonically
the coroot of its pip.
Let us prove now the dual properties, i.e. that the factorisations in 2-SGp can
also be constructed by taking a coquotient of a cokernel, namely the root of the
copip for the full image, and the kernel of the cokernel for the faithful image.
See [52] and [29].
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277 Proposition. Let F : A → B be a symmetric monoidal functor in 2-SGp.
Then MF : Im
2 F → B is the kernel of the cokernel of F .
Proof. Let us first describe KerQF .
• Objects. These are the triples (B,A, b), where B : B, A : A and b : B →
FA⊗ I.
• Arrows. An arrow (B,A, b)→ (B′, A′, b′) is an arrow g : B → B′ equipped
with f : A→ A′ such that the following diagram commutes.
B
b //
g

FA⊗ I
Ff⊗1I

B′
b′
// FA′ ⊗ I
(471)
• Equality. (g, f) = (g′, f ′) if and only if g = g′.
There is a symmetric monoidal functor (induced by the universal property of
the kernel) Φ: Im2 F → KerQF , which maps (A, b, B) (where b : FA → B) to
(B,A, b˜), where b˜ is the composite B
b−1
−−→ FA
r−1
FA−−→ FA⊗I. If (f, g) : (A, b, B)→
(A′, b′, B′), then Φ(f, g) = (g, f); Φ preserves equality. Φ is obviously an equiva-
lence.
The following corollary has been proved in [52].
278 Corollary. In 2-SGp, every faithful functor is canonically the kernel of
its cokernel.
279 Proposition. Let F : A → B in 2-SGp. Then MˆF : Im
2
pl F → B is the
root of the copip of F .
Proof. Root(ζF ) is the full sub-2-group of B whose objects are the objects B
such that B = I in CopipF , i.e. such that there exist A : A and g : B → FA⊗ I.
This is thus exactly Im2pl F .
The following corollary appears in [29].
280 Corollary. In 2-SGp, every full and faithful functor is canonically the
root of its copip.
Finally, if we combine all corollaries of this subsection with the equivalences
of subsection 6.1.2, we get the following proposition.
281 Proposition. 2-SGp is a 2-abelian Gpd-category.
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We can improve this result a little.
282 Proposition. 2-SGp is a good 2-abelian Gpd-category.
Proof. We prove condition 2 of Proposition 194. Let F : A → B be a fully
faithful functor in 2-SGp. Then the homomorphism π0F : π0A → π0B is an
injection: if we have A,A′ : A such that FA ≃ FA′, then A ≃ A′, since F is full.
Next, let F : A → B be a fully cofaithful functor (i.e. full and surjective, by
Proposition 267). The homomorphism π1F : π1A → π1B is surjective since, if we
have b : I → I in B, as I ≡ FI, there exists a : I → I such that b = Fa, because
F is full.
6.2 2-modules
In this section, we will prove that the Gpd-category of 2-modules on a 2-ring R
(one-object 2-SGp-category) form a good 2-abelian Gpd-category. These are the
additive Gpd-functors from R to 2-SGp. This is a special case of the “module
categories” on a “ring category” of Kapranov and Voevodsky [51].
More generally, we will prove that if C is (good) 2-abelian, then the Gpd-
category of additive Gpd-functors from a preadditive Gpd-category to C is (good)
2-abelian.
6.2.1 Definition of the Gpd-categories of additive Gpd-functors
We define now the additive functors, natural transformations and modifications
between preadditive Gpd-categories .
283 Definition. Let C, D be two preadditive Gpd-categories . A Gpd-functor
F : C → D equipped with a transformation µfg : Ff + Fg ⇒ F (f + g) natural
at f and g is additive (or is a 2-SGp-functor) if the following conditions hold:
1. for all A,B : C, the functor FA,B : C(A,B) → D(FA, FB), equipped with
µfg, is monoidal symmetric;
2. for all A,B,C : C, the natural transformation
C(A,B)× C(B,C)
FAB×FBC //
comp

 ν
D(FA, FB)×D(FB, FC)
comp

C(A,C)
FAC
// D(FA, FC)
(472)
is bimonoidal.
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These conditions can be translated in elementary terms by the following con-
ditions:
1.
(Ff + Fg) + Fh
µfg+1





Ff + (Fg + Fh)
1+µgh

99
99
99
99
99
α //
F (f + g) + Fh Ff + F (g + h)
F ((f + g) + h)

µf+g,h
9999999999
F (f + (g + h))

µf,g+h

Fα
//
(473)
Ff + Fg
µfg
//
γ

F (f + g)
Fγ

Fg + Ff µgf
// F (g + f)
(474)
2.
Fg1Ff + Fg2Ff
ψ
Fg1,Fg2
Ff

νg1f+νg2f // F (g1f) + F (g2f)
µg1f,g2f

(Fg1 + Fg2)Ff
µg1g2Ff

F (g1f + g2f)
F (g1 + g2)Ff νg1+g2,f
// F ((g1 + g2)f)

Fψ
g1,g2
f
(475)
FgFf1 + FgFf2
ϕ
Fg
Ff1,Ff2

νgf1+νgf2 // F (gf1) + F (gf2)
µgf1,gf2

Fg(Ff1 + Ff2)
(Fg)µf1f2

F (gf1 + gf2)
FgF (f1 + f2) νg,f1+f2
// F (g(f1 + f2))

Fϕ
g
f1,f2
(476)
In the case where C and D only have one object, we recover the Ann-functors
between Ann-categories of [66] and the 2-homomorphisms between categorical
rings of [47].
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284 Definition. Let F,G : C → D be additive Gpd-functors between pread-
ditive Gpd-categories. A natural transformation κ : F ⇒ G is additive if, for all
A,B : C, the natural transformation
C(A,B)
FAB //
GAB

 κAB
D(FA, FB)
κB◦−

D(GA,GB)
−◦κA
// D(FA,GB)
(477)
is monoidal.
This condition amounts to the commutativity of the following diagram for all
f1, f2 : A→ B.
κBFf1 + κBFf2
ϕ
κB
Ff1,Ff2

κf1+κf2 // (Gf1)κA + (Gf2)κA
ψ
Gf1,Gf2
κA

κB(Ff1 + Ff2)
κBµf1f2

(Gf1 +Gf2)κA
κBF (f1 + f2) κf1+f2
// G(f1 + f2)κA

µf1f2κA
(478)
The Gpd-category of additive Gpd-functors between two preadditive Gpd-
categories had been introduced in [28], but without condition 2 of additive Gpd-
functor, and without additivity conditions for the natural transformations.
285 Definition. Let C, D be two preadditive Gpd-categories . The Gpd-
category Add(C,D) has as objects the additive Gpd-functors from C to D, as
arrows the additive Gpd-natural transformations between them and as 2-arrows
the modifications between them.
Proof. We have to check that the composite of two additive natural transfor-
mations is additive. The transformation which expresses the naturality of κ ◦ θ
is the following composite, which is monoidal because all the involved trans-
formations are monoidal, by the definition of preadditive Gpd-categories and of
additive natural transformations.
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C(A,B)
FAB //
GAB
&&NN
NNN
NNN
NNN
NNN
NNN
N
HAB

 θAB
}}z κAB
D(FA, FB)
θB◦−

____ks (κBθB)◦−
zz
D(GA,GB)
−◦θA //
κB◦−


D(FA,GB)
κB◦−

D(HA,HB)
−◦κA //
 

−◦(κAθA)
55
D(GA,HB)
−◦θA // D(FA,HB)
(479)
In the case where C has one object (is a “2-ring”), an additive Gpd-functor
C → 2-SGp is what could be called a “2-module” on C. The Gpd-category
2-ModC := Add(C, 2-SGp) is the Gpd-category of 2-modules on C.
Like in dimension 1, we can prove the following results, which can be found
(modulo the above-mentioned differences in definitions) in [28].
286 Proposition. Let C, D be Gpd-categories . If D is preadditive, then
[C,D] is also preadditive.
Proof. Let us first define the structure of symmetric 2-group on the groupoid
[C,D](F,G). Let be θ, κ : F ⇒ G. We define θ + κ on objects by (θ + κ)C :=
θC + κC and on arrows by (θ + κ)AB :=
C(A,B)
FAB //
GAB

	θAB+κAB
D(FA, FB)
(θB◦−)
+(κB◦−)

____ks
ψ−1
(θB+κB)◦−
  
D(GA,GB)
(−◦θA)+(−◦κA)
//
77
−◦(θA+κA)
 
 ϕ
D(FA,GB)
(480)
The associativity α and the neutrality of the identity λ and ρ are defined point-
wise as the corresponding transformations of D(FC,GC). These are modifica-
tions and the axioms hold because they do in D(FC,GC).
In the same way the modifications expressing the distributivity ϕpiθ,κ : πθ +
πκ⇛ π(θ + κ) and ψξ,piθ : ξθ + πθ ⇛ (ξ + π)θ are defined pointwise as in D and
satisfy the required axioms because it is the case in D.
287 Proposition. For all preadditive Gpd-categories C and D, the Gpd-cate-
gory Add(C,D) is preadditive.
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Proof. Everything goes as in the previous proposition. The only thing to check
is that θ + κ is additive. This is the case, because all the transformations of the
previous diagram are monoidal, by the definition of preadditive Gpd-categories
and by the additivity of θ and κ.
In [28], since ϕ and ψ were not assumed to be monoidal, we cannot prove
that κ + θ is additive. This explains why he does not require that the natural
transformations between additive Gpd-functors satisfy some conditions.
6.2.2 Limits and colimits of (additive) Gpd-functors
The goal of this section is to prove that limits are constructed pointwise in the
Gpd-categories of Gpd-functors (it suffices to do it for pullbacks and the zero
object). We will check that this remains true for additive Gpd-functors.
288 Proposition. Let C, D be Gpd-categories, F,G,H : C → D be Gpd-func-
tors and α : F ⇒ H, β : G ⇒ H be Gpd-natural transformations. If, for every
C : C, there exist an object PC, arrows γC and δC and a 2-arrow ΞC , as in the
following diagram,
PC
γC //
δC

~ ΞC
FC
αC

GC
βC
// HC
(481)
which form a pullback, then there exist a Gpd-functor P : C → D, Gpd-natural
transformations γ and δ and a modification Ξ, as in the following diagram, which
at an object C : C are defined by diagram 481.
P
γ
//
δ

  | Ξ
F
α

G
β
// H
(482)
Moreover, for each diagram in [C,D] of the form of the previous diagram, if at
each point C : C diagram 481 is a pullback in D, then Ξ is a pullback in [C,D].
Proof. Constructions. P , γ, δ and Ξ are already defined on objects.
If C
c
→ C ′ is an arrow in C, by the universal property of the pullback, there
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exists an arrow Pc and 2-arrows γc and δc such that
PC
γC //
δC

| ΞC
FC
Fc
  A
AA
AA
A
αC

| αc
| β−1c
FC ′
αC′

GC
Gc   @
@@
@@
@ βC
//HC
Hc
  A
AA
AA
A
GC ′
βC′
// HC ′
=
PC
γC //
δC

Pc
  
@
@
@
  | γ−1c
  | δc
FC
Fc
  
AA
AA
AA
PC ′ γC′
//
δC′

| ΞC′
FC ′
αC′

GC
Gc   @
@@
@@
@
GC ′
βC′
// HC ′
. (483)
This defines P , γ and δ on arrows and prove that Ξ is a modification.
Next, if χ : c⇒ c′ : C → C ′ is a 2-arrow in C, by the universal property of the
pullback, there exists a unique 2-arrow Pχ : Pc⇒ Pc′ such that γc′ ◦ γC′(Pχ) =
(Fχ)γC ◦ γc and δc′ ◦ δC′(Pχ) = (Gχ)δC ◦ δc, which defines P on 2-arrows and
proves that γc and δc are natural.
By using again the universal property of the pullback, we get 2-arrows ϕPc′,c :
(Pc′)(Pc) ⇒ P (c′c) and ϕPC : 1PC ⇒ P1C satisfying conditions expressing the
Gpd-naturality of γ and δ.
We check the naturality of ϕP and the Gpd-functoriality of P by using the
fact that, for every C : C, the arrows γC and δC are jointly faithful.
Universal property. For the first part of the universal property, let be the
following diagram in [C,D].
Q ε //
η

{ Θ
F
α

G
β
// H
(484)
For every C : C, by the universal property of the pullback in D, there exist an
arrow χC : QC → PC and 2-arrows ΥC : εC ⇒ γCχC and Υ
′
C : ηC ⇒ δCχC such
that ΞCχC ◦ αCΥC = βCΥ
′
C ◦ ΘC . By using again the universal property of
the pullback, we define for each C
c
→ C ′ a 2-arrow χc satisfying a condition
expressing that Υ and Υ′ are modifications. We check that χ is a Gpd-natural
transformation by using the fact that γC and δC are jointly faithful.
For the second part of the universal property, let be Θ: γχ ⇛ γχ′ and
Θ′ : δχ ⇛ δχ′ such that Ξχ′ ◦ αΘ = βΘ′ ◦ Ξχ. Then by the universal property
at each point C : C, there exists a unique ΥC : χC ⇒ χ
′
C such that γCΥC = ΘC
and δCΥC = Θ
′
C . We check that Υ is a modification by using the fact that γC
and δC are jointly faithful.
289 Proposition. Let C, D be preadditive Gpd-categories , F,G,H : C → D
be additive Gpd-functors and α : F ⇒ H, β : G ⇒ H be additive Gpd-natural
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transformations. If for every C : C, there exist an object PC, arrows γC and δC
and a 2-arrow ΞC , as in the following diagram,
PC
γC //
δC

~ ΞC
FC
αC

GC
βC
// HC
(485)
which form a pullback, then there exist an additive Gpd-functor P : C → D,
additive Gpd-natural transformations γ and δ and a modification Ξ, as in the
following diagram, which, at an object C : C are defined by diagram 485.
P
γ
//
δ

  | Ξ
F
α

G
β
// H
(486)
Moreover, for each diagram in Add(C,D) of the form of the previous diagram,
if at each point C : C diagram 485 is a pullback in D, then Ξ is a pullback in
Add(C,D).
Proof. Constructions. Everything goes as in the proof of the previous propo-
sition. We just need to check that P , γ and δ are additive.
By the universal property of the pullback, we get, from the 2-arrows µFf,g and
µGf,g, a 2-arrow µ
P
f,g : Pf + Pg ⇒ P (f + g) satisfying two conditions expressing
the additivity of γ and δ. Then µP is natural because γc, δc, µ
F , µG, ϕ and ψ
are.
We check that the functor PC,C′, equipped with µ
P , is symmetric monoidal,
and that the axioms of additive Gpd-functor hold by using the fact that γC′ and
δC′ are jointly faithful.
Universal property. The only new thing to check with respect to the proof
of the previous proposition is that the Gpd-natural transformation χ : Q⇒ P is
additive. We check the additivity axiom by using the fact that γC and δC are
jointly faithful.
The following proposition is very easy to prove.
290 Proposition. Let C be a Gpd-category and D be a Gpd∗-category with
zero object. Then the constant Gpd-functor 0: C → D which maps every object
to 0, every arrow to 10 and every 2-arrow to 110 is a zero object in [C,D]. If
moreover C and D are preadditive, then 0 is a zero object in Add(C,D).
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It follows from the two previous propositions that, in [C,D] (or in Add(C,D),
if C and D are preadditive), the products (case where H is 0), the coproducts,
the kernels (case where G is 0) and cokernels are constructed pointwise. Given
that the pips, roots, copips and coroots can be constructed with kernels and cok-
ernels, we can also construct them pointwise. This allows to prove the following
corollary.
291 Corollary. Let C and D be two Gpd-categories . Let us assume that D
has all kernels.
1. An arrow α : F ⇒ G in [C,D] is 0-faithful if and only if for every C : C,
αC : FC → GC is 0-faithful in D.
2. An arrow α : F ⇒ G in [C,D] is fully 0-faithful if and only if for every
C : C, αC : FC → GC is fully 0-faithful in D.
If C and D are preadditive, the same properties hold in Add(C,D).
Proof. We prove point 1. The proof of point 2 is similar. Let α : F ⇒ G be
a Gpd-natural transformation. Since D has all kernels, D has all pips and so,
by Proposition 288, the pip of α exists (let us denote it by ̟ : 0 ⇛ 0: P ⇒ F )
and is computed pointwise. If α is 0-faithful, ̟ = 10, by Proposition 99. So, for
every C : C, ̟C = 10 and αC is 0-faithful, again by Proposition 99. Conversely,
if for every C : C, ̟C = 10, then ̟ = 10 and α is 0-faithful.
6.2.3 [C,D] and Add(C,D) are 2-abelian if D is
292 Proposition.
1. Let C be a Gpd-category and D be a 2-abelian Gpd-category. Then [C,D] is
2-abelian; if moreover D is good, then [C,D] is also good.
2. Let C be a preadditive Gpd-category and D be a 2-abelian Gpd-category.
Then Add(C,D) is 2-abelian; if moreover D is good, then Add(C,D) is also
good.
Proof. We prove point 1. Point 2 is proved in the same way, by using Propo-
sition 289.
First, by Proposition 288 and Proposition 290, [C,D] has a zero object, all
finite products and coproducts, and all kernels and cokernels, because D has
these limits.
Next, let α : F ⇒ G be a 0-faithful Gpd-natural transformation, and let
ρ : G ⇒ Q, with Υ: ρα ⇛ 0 be the cokernel of α, which is computed pointwise.
By Corollary 291, for every C : C, αC is 0-faithful. So, since D is 2-abelian,
(αC ,ΥC) = Ker ρC . Then, by Proposition 288, (α,Υ) = Ker ρ.
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We prove in the same way that every fully 0-faithful arrow is canonically the
root of its copip. The dual properties are proved dually. So [C,D] is 2-abelian.
Let us assume now that D is a good 2-abelian Gpd-category. We use con-
dition 4 of Proposition 194. Let be α : F ⇒ G in [C,D]. Diagram 277 for α is
constructed with kernels and cokernels (thus pointwise). Let us denote by γα the
comparison arrow Kerα ⇒ Ker π0α. Since D is a good 2-abelian Gpd-category,
for every C : C, (γα)C is cofaithful and thus 0-cofaithful. So, by Corollary 291,
γα is 0-cofaithful and thus cofaithful, since we have already proved that [C,D] is
2-abelian. We prove dually that δα is faithful.
In particular, this proposition shows that if R is a 2-ring (a one-object 2-SGp-
category), the Gpd-category of 2-modules on R, which is
2-ModR := Add(R, 2-SGp), (487)
is 2-abelian. We will prove that the abelian category of discrete objects (or of
connected objects) in 2-ModR is nothing else than the category of modules on
π0(R) (the ring with the same objects as R, where two objects are equal if they
are isomorphic in R):
Dis(2-ModR) ≃ Modpi0(R). (488)
In particular, if R is Rdis (the discrete 2-ring whose ring of objects is a ring R),
the discrete 2-modules on R are the ordinary modules on R.
If C is a Gpd-category or a 2-SGp-category, let us recall that the we denote by
Ho(C) the result of the application of π0 to the groupoids (or symmetric 2-groups)
of arrows between two objects (equation 410). The category (or Ab-category)
Ho(C) can be described in the following way.
• Objects. These are the objects of C.
• Arrows. These are the arrows of C.
• Equality. Two arrows c, c′ : C → C ′ in π0(C) are equal if there exists a
2-arrow γ : c⇒ c′ in C.
If C is a 2-SGp-category, the 2-arrows of the preadditive structure become equal-
ities showing that Ho(C) is a preadditive category.
293 Lemma.
1. If C is a Gpd-category and D is a Set-category, then
[C,D] ≃ [Ho(C),D]. (489)
2. If C is a 2-SGp-category and D is an Ab-category, then
Add(C,D) ≃ Add(Ho(C),D). (490)
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Proof. Let Φ: [Ho(C),D] → [C,D] be the Gpd-functor which maps a Gpd-
functor F : Ho(C) → D to the Gpd-functor Φ(F ), which maps an object C to
FC, an arrow C
c
→ C ′ to Fc, and a 2-arrow γ : c⇒ c′ to the equality Fc = Fc′
(because c = c′ in Ho(C) and thus Fc = Fc′ in the Set-category D). A Gpd-
natural transformation α : F ⇒ F ′ is mapped to the transformation Φ(α) which
takes the value αC at the point C : C.
The Gpd-functor Φ is surjective because, if G : C → D is a Gpd-functor, we
can define Gˆ : Ho(C)→ D, which maps C to GC and C
c
→ C ′ to Gc; Gˆ preserves
equality between arrows, because if c = c′ in Ho(C), we have γ : c⇒ c′ in C which
is mapped by G to the equality Gc = Gc′. It is clear that Φ(Gˆ) ≡ G. We easily
check that Φ is full and faithful.
If C and D are preadditive, we must check that Φ restricts to an equivalence
between additive functors. It is obvious that the additivity of F implies the
additivity of Φ(F ) and that the additivity of G implies that of Gˆ.
By applying the following proposition to C = R and D = 2-SGp, we get
equation 488.
294 Proposition. Let C be a preadditive Gpd-category and D a 2-abelian
Gpd-category. Then
Dis(Add(C,D)) ≃ Add(Ho(C),Dis(D)). (491)
Proof. An additive Gpd-functor F : C → D is discrete in Add(C,D) if the arrow
F ⇒ 0 is faithful. Since Add(C,D) is 2-abelian, this is the case if and only if it is
0-faithful, which is the case if and only if for every C : C, the arrow FC → 0 is
0-faithful, by Corollary 291. So the discrete objects in Add(C,D) are the additive
Gpd-functors whose image lies in Dis(D). We have thus the equivalence
Dis(Add(C,D)) ≃ Add(C,Dis(D)). (492)
The conclusion follows by the previous lemma.
6.3 Baez-Crans 2-vector spaces
The goal of this section is to study the Gpd-category of 2-vector spaces on a
field K in the sense of Baez-Crans [4]. This is the Gpd-category of internal
groupoids, internal functors and internal natural transformations in the category
of vector spaces on K. More generally, we will study the Gpd-category of internal
groupoids in any abelian category C, which is equivalent to the Gpd-category of
chain complexes of length 1 in C, with the morphisms of chain complexes and
the homotopies of chain complexes (which is studied in part in [40]). We will see
that this Gpd-category is 2-abelian if and only if the axiom of choice holds in C.
The problem is that the arrows which are faithful, full and cofaithful are not in
general equivalences.
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6.3.1 Definition
Let us fix an abelian abelian category C. We won’t work with the Gpd-category
Gpd(C) of internal groupoids, internal functors and internal natural transforma-
tions in C, but with the Gpd-category C2+, which is equivalent.
295 Definition. Let C be an Ab-category. The Gpd∗-category C2+ is defined
in the following way.
1. Objects. These are the arrows A1
f
→ A0.
2. Arrows. The arrows from A1
f
→ A0 to B1
g
→ B0 are the commutative
squares
A1
u1 //
f

B1
g

A0 u0
// B0.
(493)
3. 2-arrows. A 2-arrow α : (u1, u0)⇒ (u
′
1, u
′
0) : f → g is an arrow α : A0 → B1
in C (see the following diagram) such that
u1 − u
′
1 = αf ;
u0 − u
′
0 = gα.
(494)
In particular, a 2-arrow (u1, u0)⇒ (0, 0) is an arrow α : A0 → B1 such that
u1 = αf and u0 = gα, and a 2-arrow (0, 0)⇒ (0, 0) : f → g is an arrow α
such that αf = 0 and gα = 0.
4. Composition. Composition of 1-arrows is defined componentwise: (v1, v0)◦
(u1, u0) = (v1u1, v0u0). The identity on A1
f
→ A0 is (1A1, 1A0). For 2-
arrows, the composite of (u1, u0)
α
=⇒ (u′1, u
′
0)
α′
=⇒ (u′′1, u
′′
0) is α
′ + α; the
identity on (u1, u0) is 0; and each 2-arrow α has−α as its inverse. It remains
to define the horizontal composition of 2-arrows. If we have α : (u1, u0)⇒
(u′1, u
′
0) and β : (v1, v0)⇒ (v
′
1, v
′
0) as in the following diagram, we define
β ∗ α = v′1α + βu0 = βu
′
0 + v1α. (495)
Consequently
(v1, v0) ∗ α = v1α;
β ∗ (u1, u0) = βu0.
(496)
A1
u1 //
u′1
//
f

B1
g

v1 //
v′1
// C1
h

A0
u0 //
u′0
//
α
>>}}}}}}}}}}}}
B0
v0 //
v′0
//
β
>>}}}}}}}}}}}}
C0
(497)
238 Chapter 6. Examples
5. Zero arrows. The zero arrow between two arrows is simply the pair (0, 0).
Moreover, the arrow 0→ 0 is a zero object.
6.3.2 Kinds of arrows
To each arrow (u1, u0) : f → g in C
2
+ (diagram (493)) corresponds a sequence
whose composite is 0:
A1
„
−f
u1
«
−−−→ A0 ⊕ B1
(u0 g)
−−−→ B0. (498)
We will characterise the (fully) faithful, (fully) cofaithful and full morphisms
of C2+ in terms of the exactness of this sequence.
296 Proposition. Let (u1, u0) : f → g be a morphism in C
2
+. The following
conditions are equivalent:
1. (u1, u0) is faithful;
2. (u1, u0) is 0-faithful;
3. u1 and f are jointly monomorphic;
4.
(
−f
u1
)
is a monomorphism;
5. the sequence 0 −→ A1
„
−f
u1
«
−−−→ A0 ⊕ B1 is exact.
Proof. It is clear that condition 1 implies condition 2 and that conditions 3, 4
and 5 are equivalent.
2 ⇒ 3. Let be α, β : X → A1 such that u1α = u1β and fα = fβ. Then α−β
is a 2-arrow (0, 0) ⇒ (0, 0) : 0X → f and (u1, u0) ∗ (α − β) = 1(0,0). Then, by
condition 2, α− β = 1(0,0) = 0, thus α = β.
3 ⇒ 1. Let be α, β : (v1, v0)⇒ (v
′
1, v
′
0) : x→ f in C
2
+ such that (u1, u0) ∗ α =
(u1, u0)∗β. We have thus v1−v
′
1 = αx = βx, v0−v
′
0 = fα = fβ, and u1α = u1β.
So, by condition 3, α = β.
The discrete objects being those for which the unique arrow to 0 is faithful,
we get the following corollary.
297 Corollary. Let A1
f
−→ A0 be an object of C
2
+. Then f is discrete if and
only if f is a monomorphism in C. Dually, f is connected if and only if f is an
epimorphism in C.
Let us turn now to fully faithful arrows.
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298 Proposition. Let (u1, u0) : f → g be a morphism in C
2
+. The following
conditions are equivalent:
1. (u1, u0) is fully faithful;
2. (u1, u0) is fully 0-faithful;
3. the square (493) is a pullback;
4.
(
−f
u1
)
is the kernel of (u0 g);
5. the sequence 0 −→ A1
„
−f
u1
«
−−−→ A0 ⊕ B1
(u0 g)
−−−→ B0 is exact.
Proof. It is obvious that condition 1 implies condition 2 and that conditions 3
to 5 are equivalent, since C is abelian.
2 ⇒ 3. Let be A0
v
← X
γ
→ B1 such that u0v = gγ. We have then an object
0
0X→ X, an arrow (0, v) : 0X → f and a 2-arrow γ : (u1, u0)(0, v) ⇒ (0, 0) in
C2+. Since (u1, u0) is fully 0-faithful, there exists a unique α : X → A1 such that
fα = v and u1α = γ.
3 ⇒ 1. Let be X1
x
→ X0 an object of C
2
+, arrows (v1, v0) and (v
′
1, v
′
0) : x→ f ,
and a 2-arrow γ : (u1, u0)(v1, v0) ⇒ (u1, u0)(v
′
1, v
′
0) (i.e. γ : X0 → B1 such that
u1v1 − u1v
′
1 = γx and u0v0 − u0v
′
0 = gγ). Then A0
v0−v′0←−−− X0
γ
−→ B1 is a rival
of the pullback and there exists a unique α : X0 → A1 such that fα = v0 − v
′
0
and u1α = γ. We check that v1 − v
′
1 = αx by testing this equality with f and
u1, which are jointly monomorphic.
We can also characterise the full arrows in C2+. To do this, we use anticipa-
tively the construction of the kernel and of the cokernel (described in diagrams
501 and 502).
299 Proposition. Let (u1, u0) : f → g be a morphism in C
2
+. The following
conditions are equivalent:
1. (u1, u0) is full;
2. (u1, u0) is 0-full;
3. in diagram 502, ζk = qκ;
4. the square (493) is exact;
5. the sequence A1
„
−f
u1
«
−−−→ A0 ⊕B1
(u0 g)
−−−→ B0 is exact.
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Proof. It is obvious that condition 1 implies condition 2 and that conditions 4
and 5 are equivalent, because C is abelian.
2 ⇒ 3. It suffices to apply condition 2 to diagram 503.
3 ⇒ 1. Let X1
x
→ X0 and Y1
y
→ Y0 be two objects of C
2
+, (a1, a0) and
(b1, b0) : x → f , (c1, c0) and (d1, d0) : g → y be two arrows in C
2
+, and let
α : (u1, u0)(a1, a0) ⇒ (u1, u0)(b1, b0) and β : (c1, c0)(u1, u0) ⇒ (d1, d0)(u1, u0) be
two 2-arrows in C2+. We must prove that d1α + βa0 = βb0 + c1α.
Since α : X0 → B1 is a 2-arrow of C
2
+, we have u0(a0 − b0) = gα. There is
thus a factorisation α¯ : X0 → K such that kα¯ = a0 − b0 and κα¯ = α. Dually, we
have a factorisation β¯ : Q → Y1 such that β¯q = c1 − d1 and β¯ζ = β. Then, by
condition 3, the following diagram commutes and we have the required equation.
B1
q
  
@@
@@
@@
@ c1−d1

X0
α¯ //
α
11
a0−b0 --
K
κ
>>}}}}}}}
k   A
AA
AA
AA
Q
β¯
// Y1
A0
ζ
>>~~~~~~~
β
??
(499)
3⇔ 5. The sequence is exact if and only if we have (ζ q)
(
−k
κ
)
= 0 in diagram
501, which is the case if and only if ζk = qκ.
We notice that, in C2+, an arrow is fully faithful if and only if it is full and
faithful. We can now combine the previous propositions.
300 Corollary. Let (u1, u0) : f → g be a morphism in C
2
+. The following
conditions are equivalent:
1. (u1, u0) is faithful and fully cofaithful;
2. (u1, u0) is faithful, full and cofaithful;
3. (u1, u0) is fully faithful and cofaithful;
4. the square (493) is cartesian;
5. the sequence 0 −→ A1
„
−f
u1
«
−−−→ A0 ⊕ B1
(u0 g)
−−−→ B0 −→ 0 is exact.
By comparing the previous corollary and the following proposition, it becomes
clear that in general C2+ is not 2-abelian, because a faithful and fully cofaithful
arrow is not always an equivalence (which must be the case in a 2-abelian Gpd-
category). The equivalences correspond to the cases where the exact sequence of
condition 5 of the previous corollary splits.
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301 Proposition. Let (u1, u0) : f → g be a morphism in C
2
+. The following
conditions are equivalent:
1. (u1, u0) is an equivalence;
2. there exist arrows v1, v0, ε, η, as in the following diagram:
A1 u1
//
f

B1
g

v1
xx
A0
u0 //
η
EE
B0
ε
YY
v0
ff
(500)
such that
gu1 = u0f, fv1 = v0g,
εu0 = u1η, ηv0 = v1ε,
ηf + v1u1 = 1A1, fη + v0u0 = 1A0,
εg + u1v1 = 1B1 , gε+ u0v0 = 1B0;
3. the sequence 0 −→ A1
„
−f
u1
«
−−−→ A0 ⊕ B1
(u0 g)
−−−→ B0 −→ 0 is split exact.
Proof. To give an inverse (v1, v0) : g → f and 2-arrows η : 1f ⇒ (v1, v0)◦(u1, u0)
and −ε : (u1, u0) ◦ (v1, v0) ⇒ 1g satisfying the triangular identities amounts ex-
actly to give the data of condition 2.
Moreover, to give arrows B0
“v0
−ε
”
−−−→ A0 ⊕ B1
(η v1)
−−−→ A1 which forming with
sequence (498) a biproduct also amounts to give the data of condition 2.
6.3.3 Construction of limits and colimits
We will now construct the (co)kernel, (co)pip, (co)root, as well as Ω, Σ, π0 and
π1 in C
2
+, and characterise the arrows which are the kernel of their cokernel and
the root of their copip. As the characterisation of equivalences suggests, what
we must add to (co)faithful and fully (co)faithful, to get normal (co)faithful and
normal fully (co)faithful, is that the corresponding exact sequence split.
First, if A1
f
→ A0 and B1
g
→ B0 are two objects of C
2
+, their biproduct exists:
it is computed pointwise (the object is A1 ⊕ B1
f⊕g
−−→ A0 ⊕ B0).
Let us give now a construction of the kernel and of the cokernel (which appear
in [40]). In the following diagram,
(
−k
κ
)
is the kernel of (u0, g) and (ζ, q) is the
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cokernel of
(
−f
u1
)
. Moreover, there exists comparison arrows k′ and q′ making
the triangles commute.
K
„
−k
κ
«

A1 „
−f
u1
« //
k′
;;wwwwwwwwwwwwww
A0 ⊕B1
(u0 g)

(ζ q)
// Q
q′
||xx
xx
xx
xx
xx
xx
xx
B0
(501)
This gives the following sequence of arrows and 2-arrows. In this diagram,
the left square is the kernel of (u1, u0) and the right square is its cokernel. We
can also notice that (K, k, κ) is the pullback of u0 and g, whereas dually (Q, q, ζ)
is the pushout of u1 and f .
A1
k′

A1
f

u1 // B1
g

q
// Q
q′

K
k
//
κ
77nnnnnnnnnnnnnnnnnnnnnnn
A0 u0
//
ζ
77nnnnnnnnnnnnnnnnnnnnnnn
B0 B0
(502)
We can also present this in the following form.
k′
(1,k)
//
<<
0
 
 κ
f
(u1,u0)
//
0
""
  KSζ
g
(q,1)
// q′ (503)
It is then possible to make explicit the definition of exact sequence and the
construction of homology. This has been done by Grandis [40]; the equivalence
between the two constructions of homology is a form of the two-square lemma,
as it was stated in [33].
Let us now construct the kernel of the cokernel of an arrow (u1, u0). In the
following diagram, the right square is the cokernel of (u1, u0), the right front face
of the prism is the kernel of this cokernel, and the left front face is the comparison
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morphism between (u1, u0) and the kernel of its cokernel.
A1
f

u1 //
u1   B
BB
BB
B B1
g

q
// Q
q′

B1
q

||||||
A0
u0 //
ζ   B
BB
BB
BB
B0 B0
Q
q′
>>|||||||
(504)
302 Proposition. Let (u1, u0) : f → g be a morphism in C
2
+. The following
conditions are equivalent:
1. (u1, u0) is normal faithful;
2. u1 and f are “jointly split monomorphic”, i.e. there exist A0
η
→ A1 and
B1
v1→ A1 such that
ηf + v1u1 = 1A1; (505)
3.
(
−f
u1
)
is a split monomorphism;
4. the sequence 0 −→ A1
„
−f
u1
«
−−−→ A0 ⊕ B1 is split exact.
Proof. The morphism (u1, u0) is normal faithful if and only if the comparison
arrow (u1, ζ) : f → q is an equivalence. By Proposition 301, this is the case if
and only if the sequence
0 −→ A1
„
−f
u1
«
−−−→ A0 ⊕B1
(ζ q)
−−−→ Q −→ 0 (506)
is split exact, which is the case if and only if
(
−f
u1
)
is a split monomorphism,
since this sequence is always right exact. Condition 2 is a translation of condition
3.
The constructions of Ω and Σ are special cases of those of the kernel and of
the cokernel. First, Ω(A1
f
→ A0) is given by the following diagram.
0 //

A1
f

Ker f
kf
<<yyyyyyyyyy
0
// A0
(507)
And, dually, Σ(A1
f
→ A0) is the arrow Coker f → 0, with qf : 0⇒ 0: f → Σf .
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So π1(f) is the arrow Ker f → 0 and π0(f) is the arrow 0→ Coker f . In the
following diagram, the left commutative square is εf and the right one is ηf .
Ker f
kf
//

A1
f

// 0

0 // A0 qf
// Coker f
(508)
From the previous proposition follows a corollary characterising the objects
canonically equivalent to their π0. These are not, in general, all discrete objects
(which are the f : C2+ which are monomorphisms in C, by Corollary 297), but
only the split ones.
303 Corollary. Let be A1
f
→ A0 in C
2
+. The following conditions are equiv-
alent:
1. ηf is an equivalence f ≃ π0f ;
2. f is a split monomorphism in C;
3. f is equivalent to 0→ B for some B.
Let us turn now to the pip and the root. Let be an arrow (u1, u0) : f → g in
C2+. Its pip is the diagonal of the left square of the following diagram.
0 //

A1
f

u1 // B1
g

Ker
(
−f
u1
)
pi
<<yyyyyyyyyyyyy
0
// A0 u0
// B0
(509)
Let be now α : (0, 0)⇒ (0, 0) : f → g. The root of α is the left square of the
following diagram, where f ′ is induced by the fact that αf = 0.
A1
f ′

A1
f

0 // B1
g

Kerα
kα
// A0 0
//
α
>>}}}}}}}}}}}}
B0
(510)
The following diagram describes the root of the copip of (u1, u0). The diagonal
of the right square is its copip, the right front face of the prism is the root of the
copip; we get Im(u0 g), because it is the kernel of ρ, which is itself the cokernel
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of (u0 g). The left front face of the prism is the comparison morphism between
(u1, u0) and the root of its copip.
A1
f

u1 //
u1
$$J
JJ
JJ
JJ
JJ
B1
g

0 // Coker(u0 g)

B1
g′

ttttttttt
ttttttttt
A0
u′0 $$
JJ
JJ
JJ
JJ
u0 //
$$
B0 //
ρ
<<yyyyyyyyyyyyyyyyyy
0
Im(u0 g)
k
::tttttttt
(511)
304 Proposition. Let (u1, u0) : f → g be a morphism in C
2
+. The following
conditions are equivalent:
1. (u1, u0) is normal fully faithful;
2. the square (493) is a “split pullback” (i.e. it is a pullback and u1 and f are
“jointly split monomorphic”);
3.
(
−f
u1
)
is the kernel of (u0 g) and is split;
4. the sequence 0 −→ A1
„
−f
u1
«
−−−→ A0 ⊕ B1
(u0 g)
−−−→ B0 is split exact.
Proof. The morphism (u1, u0) is normal fully faithful if and only if the com-
parison arrow (u1, u
′
0) : f → g
′ of the previous diagram is an equivalence. By
Proposition 301, this is the case if and only if the upper sequence of the follow-
ing diagram is split exact, which is equivalent to the lower sequence being split
exact, because k is a monomorphism.
0 // A1
„
−f
u1
«
// A0 ⊕ B1
(u′0 g
′)
// //
(u0 g)
%%K
KK
KK
KK
KK
KK
KK
KK
K Im(u0 g)
k

// 0
B0
(512)
6.3.4 Characterisation of 2-abelianness of C2+
We say that an arrow A1
f
→ A0 in C is split [16] if there exists A0
g
→ A1 such
that
fgf = f and gfg = g. (513)
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Then, a monomorphism (or an epimorphism) is split (in the usual sense) if and
only if it is split in this sense.
We can characterise the split arrows as objects of the Gpd∗-category C2+.
305 Proposition. Let be A1
f
→ A0 in C
2
+. The following conditions are equiv-
alent:
1. f is split;
2. there exists A0
g
→ A1 such that fgf = f ;
3. f is equivalent in C2+ to an arrow 0;
4. f is equivalent in C2+ to Ker f
0
→ Coker f ;
5. f is equivalent to π0f ⊕ π1f .
Proof. 1 ⇔ 2. Clearly condition 1 implies condition 2 and, conversely, if there
exists g such that fgf = f , then g′ := gfg will be such that fg′f = f and
g′fg′ = g′.
4 ⇒ 3. This is obvious.
3 ⇒ 2. If we are in the situation of condition 2 of Proposition 301, with
g = 0, we have
fηf = (1− v0u0)f = f − v0u0f = f − v00u1 = f. (514)
2 ⇒ 4. We start from the situation of the following diagram, with fηf = f ,
v1 = Ker f and u0 = Coker f .
A1
f

Ker f
v1oo
0

A0
η
DD
u0
// Coker f
(515)
Since f(1 − ηf) = 0, there is a factorisation u1 : A1 → Ker f such that v1u1 =
1−ηf . Dually, we have v0 : Coker f → A0 such that v0u0 = 1−fη. Finally, since
v1 is a monomorphism and v1u1ηf = (1−ηf)ηf = ηf−ηfηf = 0 = v10, we have
u1ηf = 0, which induces a factorisation ε : Coker f → Ker f such that εu0 = u1η.
It is easy to check the other conditions of condition 2 of Proposition 301, which
shows that we have constructed an equivalence between f and Ker f
0
→ Coker f .
4 ⇔ 5. Condition 5 is a direct translation of condition 4, by using the
construction of biproducts in C2+.
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Remark: condition 5 has the advantage of being expressed in purely Gpd∗-
categorical terms, it has a meaning independently of the special structure of C2+.
In the context of 2-groups, Elgueta [32, Section 2.8] defines a split 2-group as a
2-group G such that the following sequence is split exact:
0 −→ π1G
εG−→ G
ηG
−→ π0G −→ 0. (516)
We can now give the following characterisation of the abelian categories C
such that C2+ is 2-abelian. These are the abelian categories satisfying the Von
Neumann axiom (condition 1), in the sense of Borceux-Rosicky´ [16], which is
equivalent to the axiom of choice (condition 3) for an abelian category. Most of
the equivalences are well-known.
Let us assume that the axiom of choice holds in the category of sets. If C
is ModR for a ring R, C satisfies the axiom of choice if and only if the ring R
is semisimple (see [2, Corollary 13.10] or [44, Theorem 5.2.13]). In particular,
this is the case for a field k. So the Baez-Crans 2-vector spaces form a 2-abelian
Gpd∗-category if we accept the axiom of choice.
306 Theorem. Let C be an abelian category. The following conditions are
equivalent.
1. Every arrow in C splits.
2. Every monomorphism in C splits.
3. Every epimorphism in C splits.
4. Every short exact sequence in C splits.
5. Every object of C is projective.
6. Every object of C is injective.
7. C2+ is 2-abelian.
Proof. 1 ⇒ 2,3. This is obvious.
2 ⇔ 3 ⇔ 4. This follows from the fact that a short exact sequence splits if
and only if one of the two sides splits.
2,3 ⇒ 1. In the factorisation f = me of f as an epimorphism followed by a
monomorphism, m and e split, by conditions 2 and 3: ea = 1 and bm = 1, and
by setting g := ab, we have fgf = meabme = me = f .
4 ⇔ 5. This follows from the fact that an object P is projective if and only
if every short exact sequence of the form 0→ A→ B → P → 0 splits.
4 ⇔ 6. The proof is dual.
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7 ⇒ 2. By Proposition 186, if C2+ is 2-abelian, every discrete object in C
2
+
(i.e. every monomorphism) is equivalent to its π0 (i.e. is a split monomorphism,
by Corollary 303).
2,3 ⇒ 7. By Proposition 296, if an arrow (u1, u0) : f → g is 0-faithful,
(
−f
u1
)
is a monomorphism. Then, by condition 2,
(
−f
u1
)
is a split monomorphism and,
by Proposition 302, (u1, u0) is normal faithful. We proceed in the same way to
prove that every fully 0-faithful arrow is normal by using Propositions 298 and
304. Dually, we prove that every 0-cofaithful arrow is normal and that every
fully 0-cofaithful arrow is normal by using condition 3.
In the case where these equivalent conditions hold, we also get that Con(C2+) ≃
Dis(C2+) ≃ C, because the discrete objects in C
2
+ are then equivalent to the arrows
with zero domain, by Proposition 305.
307 Proposition. If C is an abelian category in which the axiom of choice
holds, then C2+ is a good 2-abelian Gpd-category.
Proof. Let (u1, u0) be an arrow in C
2
+. We must prove that the comparison
arrow π0Ker(u1, u0) → Ker π0(u1, u0) is an epimorphism (and dually, the com-
parison arrow Coker π1(u1, u0) → π1Coker(u1, u0) must be a monomorphism).
Since every object in C2+ is split, by Proposition 305, we can assume that the
domain and the codomain of (u1, u0) are zero morphisms.
Let us consider the following diagram. The first two rows show the arrow
(u1, u0) and its kernel. The third row is the result of the application of π0 to
these first two rows (π0 being simply the cokernel). So Keru0 ⊕ Coker u1 is
π0Ker(u1, u0) and Ker u0 is Ker π0(u1, u0); the comparison arrow is p1, which is
an epimorphism.
A1„
0
u1
«

A1
0

u1 // B1
0

Keru0 ⊕ B1
p2
44jjjjjjjjjjjjjjjjjjjjjj
kp1
//
1⊕q

A0 u0
// B0
Ker u0 ⊕ Coker u1
kp1
//
p1

A0 u0
// B0
Ker u0
77
k
77ppppppppppppppp
(517)
6.3.5 Discretely presentable objects
To understand why C2+ is not in general 2-abelian, we consider the case where
C is Dis(D), for a 2-abelian Gpd-category D. We can restrict the equivalence
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between Faith(D) and Cofaith(D) (given by the kernel and the cokernel) to the
faithful arrows with discrete codomain and to the cofaithful arrows with discrete
domain. By Proposition 83, a faithful arrow with discrete codomain also has a
discrete domain and so is simply an arrow in Dis(D). We have thus an equivalence
between categories
Dis(D)2
Coker //
≃ Ddis,
Ker
oo (518)
where Ddis is the full sub-Gpd-category of Cofaith(D) whose objects are the co-
faithful arrows with discrete domain; it is a category, because there is at most
one 2-arrow between two arrows, by the discreteness of the domains and the
cofaithfulness of the arrows. We call the objects of Ddis the discretely presented
objects of D, because they are the quotients of an arrow between discrete objects.
These equivalent categories are abelian.
In 2-SGp, a discretely presented object is a surjective symmetric monoidal
functor A : A0 ։ A where A0 is an abelian group seen as a discrete 2-group and
where A is a symmetric 2-group. By taking the image Im1plA, we can see the
surjective functor as being the identity at the level of objects. In other words,
to give a discretely presented object in 2-SGp amounts to give an abelian group
A0 and a symmetric 2-group A whose objects are those of A0 and the structure
of symmetric 2-group is that of A0 (it is thus strictly described); this is what
we generally call a strict symmetric 2-group. The above equivalence becomes
the known equivalence between strict symmetric 2-groups and arrows in Ab.
The cokernel in 2-SGp of an arrow in Ab is the “realisation” of the arrow as a
symmetric 2-group.
There is a forgetful functor U : Ddis → D, which forgets the domain. This
forgetful functor factors through two images:
Ddis −→ Ddis+ −→ D
dis
++ −→ D. (519)
The first, that the we denote by Ddis+ , has as objects and arrows those of D
dis
and as 2-arrows the arrows of D. In other words, Ddis+ can be described in the
following way:
• objects: these are the arrows A0
a
։ A in D, where A0 is discrete and a is
cofaithful;
• arrows: an arrow from A0
a
։ A to B0
b
։ B is given by arrows f0 : A0 → B0
and f : A→ B and a 2-arrow ϕ : fa⇒ bf0:
• 2-arrows: a 2-arrow (f0, ϕ, f)⇒ (f
′
0, ϕ
′, f ′) is simply a 2-arrow α : f ⇒ f ′
in D.
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There is no compatibility condition with ϕ and ϕ′ for α (it is this condition which
makes the 2-arrows in Ddis unique).
We can transfer Ddis+ to the other side of the equivalence 518: actually, the
Gpd-category Ddis+ is equivalent to Dis(D)
2
+. To see this, it suffices to add to
equivalence 518 a correspondance at the level of 2-arrows: by the universal prop-
erty of the cokernel, a homotopy in Dis(D)2+ induces a natural transformation
in Ddis+ and, by the universal property of the kernel, a natural transformation
induces a homotopy. If K is a field and Kdis is the field K seen as a discrete
2-ring, we can take D := 2-ModKdis. Then D
dis
+ ≃ Dis(D)
2
+ is the Gpd-category
of Baez-Crans 2-vector spaces on K.
The reason for which Ddis+ (and thus Dis(D)
2
+) is not in general 2-abelian is
clear, as we will see. It is easy to check that an arrow (f0, ϕ, f) in D
dis
+ is faithful
[resp. fully faithful, cofaithful, fully cofaithful] if and only if f is faithful [resp.
fully faithful, cofaithful, fully cofaithful] in D. Therefore (f0, ϕ, f) is fully faithful
and cofaithful if and only if f is fully faithful and cofaithful in D, i.e. if and only
if f is an equivalence in D. But this does not imply in general that (f0, ϕ, f) is
an equivalence in Ddis+ , even if f has an inverse g, because, to define an inverse
for (f0, ϕ, f), we also need a compatible arrow g0 at the level of discrete objects.
In 2-SGp, this is simply the fact that a strict symmetric monoidal functor
between strict symmetric 2-groups can be an equivalence without its inverse
being strict. This is the reflection in 2-SGpdis+ of the gap between Corollary 300
and Proposition 301. We can use these propositions to give an example of strict
monoidal functor which is an equivalence in 2-SGp but not in 2-SGpdis+ : the exact
sequence
0→ Z
2·−
−−→ Z
q
−→ Z2 → 0 (520)
does not split and so, in Ab2+, the corresponding cartesian square
Z //
2·−

0

Z q
// Z2
(521)
is not an equivalence. If we translate this in 2-SGpdis+ by computing the cokernels
in 2-SGp of these arrows, we get a functor
Coker(2 · −)→ (Z2)dis (522)
where the left 2-group has as objects the integers and where there is exactly one
arrow from m to n if they have the same parity, otherwise there is no arrow. The
functor maps n to n mod 2. This is a strict symmetric monoidal equivalence,
but there is no strict inverse, because for that we would need a homomorphism
α : Z2 → Z such that qα = 1, which does not exist.
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Let us turn now to the second image of the forgetful functor U , which we
denote by Ddis++, whose objects are those of D
dis and whose arrows and 2-arrows
are those of D. In other words, Ddis++ is the full sub-Gpd-category of D whose
objects are the discretely presentable objects.
308 Proposition. Let D be a 2-abelian Gpd-category. Then Ddis++ is 2-abelian.
Proof. We check that this full sub-Gpd-category of D is stable under the limits
which interest us. First, since 0 is discrete, the object 0 is discretely presentable,
through the identity 0
10→ 0. Next, since Dis(D) is a reflective sub-Gpd-category
of D, the biproduct of two discrete objects is always discrete; moreover the
biproduct of two cofaithful arrows is always cofaithful; thus the biproduct of two
discretely presentable objects is discretely presentable.
Next, every subobject of a discretely presentable object is discretely pre-
sentable, because if A0
a
։ A is a cofaithful arrow with discrete domain and
B
m
֌ A is a faithful arrow, then the pullback of a along m is a cofaithful arrow
(by the regularity of 2-abelian Gpd-categories) B0
b
→ B with discrete domain
(which we can check by using the facts that A0 is discrete, that m is faithful, and
that the projections of the pullback are jointly faithful). In particular, the kernel
of an arrow between discretely presentable objects is discretely presentable.
Finally, every quotient of a discretely presentable object is discretely pre-
sentable, because if A0
a
։ A is a cofaithful arrow with discrete domain and
A
p
։ B is a cofaithful arrow, then A0
pa
−→ B is a cofaithful arrow with discrete
domain. In particular, the cokernel of an arrow between discretely presentable
objects is discretely presentable.
Therefore, the (fully) (co)faithful arrows in Ddis++ are the (fully) (co)faithful
arrows of D between discretely presentable objects, since we can characterise
them in terms of (co)kernel or (co)pip. And the conditions of 2-abelian Gpd-
category hold because they do in D.
Now, we wish to complete the following diagram by defining internally in
Dis(D) a Gpd-category Dis(D)2++ equivalent to D
dis
++.
Dis(D)2
≀
// Dis(D)2+ //
≀
Dis(D)2++ //
≀
D
Ddis // D
dis
+
// Ddis++
// D
(523)
The solution should be the analogue for chain complexes of length 1 of the
internal anafunctors and ananatural transformations. These notions have been
introduced by Michael Makkai [60] in the case of internal categories in Set, and
generalised to internal categories in more general categories by Toby Bartels
[5]. Bartels needed to use internal anafunctors to solve a problem very similar
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to the one which interests us: he wanted to define a 2-category of 2-spaces
as the 2-category of internal categories, internal functors and internal natural
transformations in a category of spaces, but this 2-category has not the desired
properties, because the internal functors which are full, faithful and surjective
are not always equivalences.
This suggests the following program:
1. to define internally in any abelian category C a Gpd-category C2++;
2. to check that Dis(D)2++ ≃ D
dis
++, for any 2-abelian Gpd-category D;
3. to check that C2++ is 2-abelian.
If everything works, this would give for each abelian category C a 2-abelian Gpd-
category D such that C ≃ Dis(D) ≃ Con(D).
Chapter 7
Towards Tierney theorem
An important property of abelian categories is that a category is abelian (in
the sense that it has a zero object, finite products and coproducts, kernels and
cokernels, that every monomorphism is normal and every epimorphism is normal)
if and only if it is additive and Barr-exact (Tierney equation). This is due to the
fact that, in an additive category C with kernels, there is an equivalence between
the category of equivalence relations in C and the category of monomorphisms in
C and that this equivalence commutes with, on the one hand, the kernel and the
kernel relation and, on the other hand, the cokernel and the quotient. In other
words, there is an equivalence between the kernel-quotient system Coker ⊣ Ker
and the kernel-quotient system Quot ⊣ KRel, allowing to translate all notions
expressed in terms of one of these systems into notions in terms of the other.
Here is the program to give a 2-dimensional version of this theorem:
1. to give a 2-dimensional version of the kernel-quotient system Quot ⊣ KRel,
with the equivalence 2-relations as congruences;
2. to prove that equivalence 2-relations in a 2-SGp-category C with all the
necessary limits are equivalent to reflexive 2-relations in C and that the
latter are equivalent to faithful arrows in C, these equivalences commuting
with the appropriate kernels; then the kernel-quotient system Coker ⊣ Ker
will be equivalent to the system Quot ⊣ 2-KRel;
3. to use this equivalence to translate the conditions expressed in terms of
the system Coker ⊣ Ker into conditions expressed in terms of the other
kernel-quotient system.
We must do the same three stages for a non-pointed version of the kernel-quotient
system Coroot ⊣ Pip.
The last two stages are in progress, but the first stage is already completed.
Here is a summary of this stage.
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Ross Street has defined a notion of exactness for 2-categories [70]. This notion
does not work as such for Gpd-categories because in Gpd not every congruence
(in the sense of Street) is the kernel of its quotient. The problem is that the ap-
propriate congruences for 2-categories are in some way order 2-relations, whereas
the appropriate congruences for Gpd-categories are equivalence 2-relations.
309 Definition. Let C be a Gpd-category and A,B be objects of C. A 2-
relation R : A −→7 B is a jointly faithful span A
d0←− R
d1−→ B.
Toby Bartels [5] defines 2-relations as being jointly fully faithful spans, which
is not general enough for kernel 2-relations to be 2-relations. The full faithfulness
allows him to define in a simplified way the equivalence 2-relations, since in this
case the arrows r, t, s of the following definition are unique and the 2-arrows υ0,
υ1, α and γ necessarily exist. For a 2-relation C
d0←− R
d1−→ C, let us denote the
pullback of d1 and d0 by ϕ : d1p0 ⇒ d0p1, where R
p0
←− R2
p1
−→ R, and let us
denote the pullback of p1 and p0 by ψ : p1q0 ⇒ p0q1, where R
2 q0←− R3
q1
−→ R2.
310 Definition. Let C be a Gpd-category with all pullbacks. An equivalence
2-relation on C : C is a 2-relation C
d0←− R
d1−→ C equipped with arrows r, t, s
and 2-arrows ρ0, ρ1, τ0, τ1, σ0, σ1, as in the following diagrams,
C
sss
sss
sss
s
sss
sss
sss
s
KKK
KKK
KKK
K
KKK
KKK
KKK
K
r

3333U]ρ0 
AIρ1
C C
R
d0
eeKKKKKKKKKK d1
99ssssssssss
R
d0

R2
p0
oo
p1
//
t

>>[c
τ0 
 <Dτ1
R
d1

C R
d0
oo
d1
// C
(524)
R
d1
yysss
sss
sss
s
d0
%%KK
KKK
KKK
KK
s

3333U]
σ0 
AIσ1
C C
R
d0
eeKKKKKKKKKK d1
99ssssssssss
(525)
such that there exist 2-arrows
R
@@
@@
@@
@@
@@
@@
(1R,rd1)
//
  | υ0
R2
t

R
~~
~~
~~
~~
~~
~~
(rd0,1R)
oo
>>
#
υ1
R
(526)
R3
(tq0,p2)
//
(p0,tq1)

| α
R2
t

R2 t
// R
and
R
(1R,s)
//
d0

| γ
R2
t

C r
// R
(527)
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satisfying the following conditions:
1. d0υ0 = d0π0 ◦ τ0(1R, rd1);
2. d1υ0 = ρ1d1 ◦ d1π1 ◦ τ1(1R, rd1);
3. d0υ1 = ρ0d0 ◦ d0π0 ◦ τ0(rd0, 1R);
4. d1υ1 = d1π1 ◦ τ1(rd0, 1R);
5. d0π
−1
0 ◦ d0π0 ◦ τ0(p0, tq1) ◦ d0α = τ0q0 ◦ d0π0 ◦ τ0(tq0, p2);
6. τ1q1 ◦ d1π1 ◦ τ1(p0, tq1) ◦ d1α = d1π
−1
1 ◦ d1π1 ◦ τ1(tq0, p2);
7. ρ0d0 ◦ d0γ = d0π0 ◦ τ0(1R, s);
8. ρ1d0 ◦ d1γ = σ1 ◦ d1π1 ◦ τ1(1R, s).
Thanks to the faithfulness, the 2-arrows υ0, υ1, α and γ are unique and we
do not need to ask that they satisfy coherence conditions. In a Set-category seen
as a locally discrete Gpd-category, an equivalence 2-relation is nothing else than
an internal groupoid.
311 Definition. Let C be a Gpd-category and (R, d0, d1, . . .) be an equiva-
lence 2-relation. A quotient of R consists of an arrow q : C → Q and a 2-arrow
ξ : qd0 ⇒ qd1, such that the following conditions hold:
C
q

??
??
??
C
r //
////
 ρ
−1
0
 ρ1
R
d0
??
d1

??
??
??
 
 ξ Q
C
q
??
= C
q
// Q (528)
R
d0 //
d1

::
::
::
C
q

::
::
::
} ξ
R2
p0
AA
p1

::
::
::
 
 ϕ C
q
//
:::: ! ξ
Q
R
d0
AA
d1
// C
q
AA
=
R
d0 //
:::: ! τ
−1
0
C
q

::
::
::
R2
p0
AA
p1

::
::
::
t // R
d0
AA
d1 
::
::
::
 
 ξ
} τ1
Q
R
d1
// C
q
AA
(529)
C
q

??
??
??
?
R
s //
d1
//
d0 //
////
σ
−1
0
 σ1
R
d0
??
d1

??
??
??
?
 
 ξ Q
C
q
??
=
C
q

??
??
??
R
d1
??
d0 ?
??
??
?
 
 ξ−1 Q
C
q
??
(530)
and such that
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1. for every other pair (q′, ξ′) satisfying the same conditions, there exists a
factorisation q′′ : Q→ Q′ with a 2-arrow χ : q′′q ⇒ q′ such that χd1 ◦ q
′′ξ =
ξ′ ◦ χd0;
2. for every pair u, v : Q→ Y and for every 2-arrow β : uq ⇒ vq such that
Q
u

??
??
??
??
C
q

??
??
??
??
C
q
??
q

??
??
??
??
 
 β Y R
d0
??
d1

??
??
??
??
 
 ξ Q
u

??
??
??
??
R
d0
??
d1

??
??
??
??
 
 ξ Q
v
??
= C
q
??
q

??
??
??
??
 
 β Y
C
q
??
Q
v
??
(531)
there exists a unique α : u⇒ v such that β = αq.
Actually condition 530 follows from the others and can be removed. The
quotient is thus the codescent object [56] of the diagram of the equivalence 2-
relation.
If A
f
→ B is an arrow in a Gpd-category C, we construct its kernel 2-relation
by taking the pullback of f with itself:
R[f ]
d0 //
d1

} κ
A
f

A
f
// B.
(532)
Then the universal property of the pullback induces arrows r, t, s and the asso-
ciated 2-arrows, as well as 2-arrows υ0, υ1, α and γ satisfying the conditions of
the definition of equivalence 2-relation.
In a Gpd-category with all kernel 2-relations and quotients of equivalence 2-
relations, the quotient is left adjoint to the kernel 2-relation and they form a
kernel-quotient system. In Gpd, every equivalence 2-relation is canonically the
kernel 2-relation of its quotient, and every surjective functor is canonically the
quotient of its kernel 2-relation (see [31]).
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2-Puppe-exact, 145
good, 153
Grandis homological, 112
Ker-factorisable, 75
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K-idempotent, 51
K-Mono, 49
K-monomorphism, 49
K-preexact, 56
K-RegEpi, 50
266 Index
K-regular epimorphism, 50
K-regular factorisation, 49
K1-K˚2-perfect, 58
Ker, 71
Ker-Coker-perfect Set∗-category, 43
Ker-factorisable
Gpd∗-category, 75
Set∗-category, 42
Ker-idempotent Gpd∗-category, 74
Ker-preexact
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