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An a n a l y t i c a l  a n a l y s i s  of t h e  HOSC G e n e r i c  P e r i p h e r a l  p r o c e s s i n g  sys t em has been  
conducted. This a n a l y s i r  which is Task 1 o f . t h e  work s ta tement  han been f u l l y  documented i n  t h e  
Oc tobe r  1986 r epor t  and ie presented in Sect ion 3.0 of t h i s  r epor t .  The r e s u l t s  are s-risd 
i n  Table 3.1. Table 3.2, m d  T a l e  3.3 urd  i n d i c a t e  t h a t  t he  eaLucp delay i n  performing screen 
change r e q u e s t s  should be  lesm t h m  2.5 seconds. occurr ing f o r  a slow V M  host t o  video screen 
1/0 rate of 50 KBps (Bps = Bytes per second). This delay is due t o  the 8verege 1/0 r a t e  of the 
h o s t  computers,  t h e  ETHERNeT protocol .  m d  t h e  1/0 rate from t h e  video terminals t o  t h e i r  hos t  
computer. Softwere s t r u c t u r e  of t h e  main computers and t h e  h o s t  compute r s  w i l l  have  g r e e t e r  
impact on ncreen change o r  r e f r e s h  response times. 
The HOSC d a t e  system ncdel has been u p d a t e d  by a newly coded PASCAL b a r e d  s i n u l a t i o n  
program which has been i n s t a l l e d  on t h e  HOSC O M  system. This node1 is deecribed and documentd 
i n  Sect ions 1.0, 2.0. 4.0. 6.0. urd ehe appendices of t h i s  report .  This model is T u k  2 of t h e  
work statement.  
The October 1986 r e p o r t  m d  Sect ion 5.0  of t h i s  r epor t  o f f e r  suggeat ions t o  f i n e  t u n e  t h e  
perfo-ce of t h e  ETHERNET in t e rconnec t ion  network. T u k  3 of the work statement .  
Suggestions f o r  using t h e  Nutcracker by Excelan t o  trace i t i n e r a t e  packets  which appear on 
t h e  network from time to time have been o f fe red  i n  d i scuss ions  wi th  t h e  HOSC personnel,  Task 4 
of t h e  statement of work. 
Several  v i s i t s  t o  t h e  EIOSC f a c i l i t y  were made during t h e  course of the con t rec t  t o  i n s t a l l  
and demonstrate t h e  s imula t ion  model. 
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OVERVIEW OF REPORT 
An a n a l y t i c a l  a n a l y s i s  of t h e  HOSC Generic P e r i p h e r a l  processing system 
has been conducted. This  a n a l y s i s  which is Task 1 of t h e  work s t a t e m e n t  
has been f u l l y  documented i n  t h e  October 1986 r e p o r t  and i s  presented i n  
Sect ion 3.0 of t h i s  r e p o r t .  The r e s u l t s ,  which are summarized i n  T a b l e  
3.1, T a b l e  3.2, and T a b l e  3.3, i n d i c a t e  t h a t  t h e  maximum d e l a y  i n  
performing s c r e e n  change r e q u e s t s  s h o u l d  b e  l e s s  t h a n  2.5 s e c o n d s ,  
occurr ing f o r  a slow VAX hos t  t o  video screen 1/0 ra te  of 50 KBps (Bps = 
Bytes p e r  second). This delay i s  due t o  t h e  average I / O  r a t e  of t h e  hos t  
c o m p u t e r s ,  t h e  ETHERNET p r o t o c o l ,  and t h e  1 / 0  r a t e  f rom t h e  v i d e o  
t e r m i n a l s  t o  t h e i r  h o s t  computer .  S o f t w a r e  s t r u c t u r e  o f  t h e  m a i n  
compute r s  and t h e  h o s t  computers  w i l l  have g r e a t e r  impact on screen 
change o r  r e f r e s h  response times. 
The HOSC d a t a  s y s t e m  model h a s  been updated by a newly-coded PASCAL- 
b a s e d  s i m u l a t i o n  program which h a s  been  i n s t a l l e d  on t h e  HOSC VAX 
s y s t e m .  T h i s  model i s  d e s c r i b e d  and documented i n  Sect ions 1.0, 2.0, 
4.0, 6 . 0  and i n  t h e  appendices of t h i s  r e p o r t .  T h i s  model i s  Task  2 of  
t h e  work s ta tement .  
i 
The October 1986 r e p o r t  and Sect ion 5.0 of t h i s  r e p o r t  o f f e r  suggest ions 
t o  f i n e  tune t h e  performance of t h e  ETHERNET i n t e r c o n n e c t i o n  n e t w o r k ,  
Task 3 of t h e  work statement. 
Sugges t ions  f o r  u s i n g  t h e  N u t c r a c k e r  by Exce lan  t o  t r a c e  i t i n e r a t e  
p a c k e t s  which appear on t h e  network from t i m e  t o  t i m e  have been o f f e r e d  
i n  d i scuss ions  with t h e  HOSC personnel,  Task 4 of t h e  statement of work. . 
S e v e r a l  v i s i t s  t o  t h e  HOSC f a c i l i t y  were made during t h e  course of t h e  
c o n t r a c t  t o  i n s t a l l  and demonstrate t h e  s imulat ion model. 
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1.0 INTRODUCTION TO LOCAL AREA NETWORKS 
I n  a l a rge  computer d a t a  base sys t em,  many u s e r s  have access  t o  a d a t a  
base a t  any given t i m e .  I n  o r d e r  t o  g i v e  a c c e s s  t o  each  u s e r ,  Data  
Communication Systems such  a s  NASA’s H u n t s v i l l e  Operat ion Support 
C e n t e r  (HOSC) a r e  e s t a b l i s h e d .  The  HOSC s y s t e m  c o n t a i n s  many 
i n t e r c o n n e c t i n g  ne tworks  i n c l u d i n g  a Video Display In te rconnec t ion  
Network which i s  connec ted  v i a  an ETHERNET Networking System. The 
sys t em c o n f i g u r a t i o n  f o r  t h e  Video Display In te rconnec t ion  Network i n  
d i f f e r e n t  modes of opera t ion  w i l l  vary depending on t h e  a p p l i c a t i o n :  
o p e r a t o r  t r a i n i n g  f o r  m a l f u n c t i o n s ,  a s t r o n a u t  s i m u l a t o r s ,  v i d e o  
d i sp lay  o p e r a t i o n s  t r a i n i n g ,  
var ious  d i sp lays  f o r  da t a  such 
l aunch  sys tem moni to r  e n g i n e e r s ,  and 
a s  sensor da t a .  
Within high volume da ta  systems such a s  HOSC, d a t a  f l o w  b o t t l e n e c k s  
o c c a s i o n a l l y  o c c u r  wi th  t h e  r e s u l t  t h a t  t h e  system i s  no longer a b l e  
t o  handle t h e  information t r a n s f e r .  Faced with t h i s  problem, a systems 
o p e r a t o r ,  u s i n g  a n y  a n a l y s i s  t o o l s  a v a i l a b l e ,  would  have  t o  
i n v e s t i g a t e  t h e  conf igura t ion  and make changes  t o  r e s o l v e  d a t a  f l o w  
b o t t l e n e c k s .  However, t h i s  i s  not  a s imple t a sk  s ince  minimal changes 
c o u l d  r e q u i r e  hardware  r e - c a b l i n g ,  s o f t w a r e  c o n s i d e r a t i o n s ,  a n d  
d o c u m e n t a t i o n  u p d a t e s .  F u r t h e r m o r e ,  an o v e r a l l  a n a l y s i s  o f  any  
proposed sys tem changes would have t o  be made t o  determine t h e  e f f e c t  
on l aunch  and m i s s i o n  d a t a  b a s e s ,  t h e  e f f e c t  of adding o r  removing 
system t e r m i n a l s ,  changes  i n  sys t em t h r o u g h p u t ,  and o t h e r  a s p e c t s  
a f f e c t e d  by t h e  sys t em r e c o n f i g u r a t i o n .  The sys tem opera tor  must 
a b l e  t o  reasonably p r e d i c t  t h e  system r e s p o n s e  when r e c o n f  i g u r e d  
be 
t o  
1 
a v o i d  c r e a t i n g  a d d i t i o n a l  d a t a  flow bot t lenecks  and t o  in su re  o v e r a l l  
system i n t e g r i t y .  T h i s  work c o n c e r n s  i t s e l f  w i t h  t h e  a n a l y s i s  and 
s i m u l a t i o n  o f  t h e  ETHERNET L o c a l  A r e a  Network (LAN) used  f o r  
intracomputer d a t a  communications i n  t h e  Video Display Interconnect  ion 
Network. 
The following l i s t  de f ines  t h e  c h a r a c t e r i s t i c s  o f  s u c h  a Loca l  Area 
Network [FKP851: 
1) 
2) 
3 )  
High d a t a  r a t e s  ( t y p i c a l l y  1 t o  10 Mbps) 
Limited geographical  scope - t y p i c a l l y  spanning about 
k i lometer  
Support of f u l l  connec t iv i ty  - a l l  devices  should have t h e  
p o t e n t i a l  t o  communicate with each o the r  
Equal access  by a l l  u se r s  
Ease of reconf igura t ion  and maintenance 
Good r e l i a b i l i t y  and e r r o r  c h a r a c t e r i s t i c s  
S t a b i l i t y  under high loads 
Compat ib i l i ty  t o  t h e  g r e a t e s t  poss ib l e  f o r  var ious  equipment 
Re la t ive ly  low c o s t .  
1.1 System Configurat ion and Operation. 
Figure 1.0 p r e s e n t s  a g e n e r i c  p i c t u r e  of  t h e  sys t em c o n f i g u r a t i o n  
m o d e l e d .  T h e  m a i n  f r a m e s  have external data sources f r o m  w h i c h  data  is 
r e c e i v e d .  The i n f o r m a t i o n  i s  f o r m a t t e d  and packaged f o r  p e r i o d i c  
t r a n s m i s s i o n  t o  t h e  Video Terminals. This  a c t i o n  w i l l  be r e f e r r e d  t o  
a s  a ‘screen re f resh’  opera t ion .  A d d i t i o n a l l y ,  l a r g e  b l o c k s  o f  d a t a  
a r e  t r a n s f e r r e d  from t h e  main f rames  t o  t h e  h o s t s  f o r  a u t o m a t i c  
s to rage  and backup purposes.  The process  is  c a l l e d  a ‘tape f i l e  dump.’ 
The opera tor  of a video te rmina l  randomly performs ’operator requests‘  
f o r  t h e  system t o  update h i s  te rmina l  o r  change h i s  d a t a  b a s e .  These  
a r e  t h e  p r i m a r y  a c t i v i t i e s  assumed t o  be occurr ing within t h e  system 
a t  any po in t  i n  t i m e  . 
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The  HOSC c o n f i g u r a t i o n  i s  d i s p l a y e d  i n  F i g u r e  1.1 w i t h  s p e c i f i c  
devices  included. The e x t e r n a l  d a t a  i n f l u x  occurs from two s o u r c e s :  a 
50 MBps c o m p o s i t e  d a t e  stream through t h e  HRDS and a 4MBps composite 
d a t a  stream through t h e  MDM. These d e v i c e s  a r e  c o n n e c t e d  t o  a Da ta  
D i s t r i b u t i o n  System which d i s t r i b u t e s  d e s i g n a t e d  d a t a  t o  t h e  VAX 
11/780 and t o  t h e  PE 3254. These two main frames p r i m a r i l y  fo rma t  
d a t a ,  p e r f o r m  d a t a  c a l c u l a t i o n s  t o  compute new parameters,  perform 
d a t a  u n i t  conversions,  and e x t r a c t  d a t a  t r ends .  The g a t h e r e d  d a t a  i s  
f o r m a t t e d  and packaged f o r  p re sen ta t ion  t o  the  Video Terminals. This  
information i s  d i s t r i b u t e d  v i a  the  Ethernet Network t o  t h e  VAX 11 /725  
and t h e  VAX 11/730 computers. 
The PE 3254 p r o v i d e s  t h e  p r i m a r y  c o m p u t a t i o n a l  power  f o r  d a t a  
c a l c u l a t i o n s ,  whereas  t h e  VAX 11/780 provides the  main computational 
power f o r  formatt ing d a t a  t o  be displayed.  
1 .2  Limiting Fac to r s .  
There a r e  many f a c t o r s  which a f f e c t  t h e  o p e r a t i o n  and a n a l y s i s  o f  a 
s y s t e m .  The E t h e r n e t  e f f e c t i v e n e s s  is  a f f e c t e d  by t h e  following: t h e  
d a t a  1 / 0  r a t e s  o f  d e v i c e s  on  t h e  s y s t e m ,  t h e  memory b u f f e r  
a v a i l a b i l i t y  on  d e v i c e s ,  a n d  t h e  amoun t  o f  i n f o r m a t i o n  t o  b e  
t r a n s f e r r e d  on t h e  bus. 
1.2.1 Data I n f l u x .  
The aggregate d a t a  f l o w  o f  i n f o r m a t i o n  from t h e  Data  D i s t r i b u t i o n  
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System t o  t h e  two main f r ames  i s  ZMbps, o r  250kbps i . e .  b i t s  per  
second. Addi t iona l  da t a  may be gathered by the  two computers f rom t h e  
Hyperchannel  b u s ,  b u t  t h e  e f f e c t i v e  in f lux  of d a t a  remains a t  2Mbps. 
It i s  not  necessary f o r  a l l  of t h i s  d a t a  t o  be s c a l e d ,  a n a l y z e d ,  and 
f o r m a t t e d  f o r  t h e  Video D i s p l a y  T e r m i n a l s ,  but  t h e  c a p a b i l i t y  must 
e x i s t .  The q u a n t i t y  o f  d a t a  t r a n s m i t t e d  on t h e  E t h e r n e t  i s  a l s o  
a f f e c t e d  by f o r m a t t i n g  and packaging  f o r  r e c e p t i o n  by t h e  Video 
Terminals.  This  could i n c r e a s e  t h e  bus  t r a f f i c  volume two t o  t h r e e  
times t h e  raw d a t a  in f lux .  
1.2.2 Device Data 1/0 Rates.  
The i n p u t / o u t p u t  c a p a b i l i t i e s  o f  t h e  main f r ames  a l s o  a f f e c t  t h e  
sys tem a c t i v i t y .  For t h e  VAX 11/780 t h e r e  a r e  f o u r  i n t e r n a l  UNIBUS 
c h a n n e l s  e a c h  having  an e f f e c t i v e  1 / 0  r a t e  of  1.5MBps ( B y t e s  pe r  
second).  However, only one channel is  assigned f o r  t he  Space Telescope 
and Video T e r m i n a l  communications. Thus, t he  e f f e c t i v e  d a t a  t r a n s f e r  
r a t e  f o r  t h i s  I/O func t ion  i s  estimated t o  be an average of .3MBps due 
t o  t h e  m u l t i f u n c t i o n  requirements of t h e  bus.  Even though t h e  UNIBUS 
d a t a  r a t e  is 1.5MBps and t h e  a c t u a l  da t a  i s  t r a n s f e r r e d  a t  t h i s  r a t e ,  
t h e  s l o w e r  th roughpu t  r a t e  o f  300KBps i s  a more accu ra t e  measure of 
t he  average achievable  1 / 0  r a t e  due t o  t h e  wa i t ing  t i m e  when g a i n i n g  
access  t o  t h e  bus. 
The PE 3254 h a s  f o u r  lOMBps b u s e s  w i t h  o n e  a s s i g n e d  t o  S p a c e  
T e l e s c o p e  and Video T e r m i n a l  communication. The equiva len t  average 
d a t a  r a t e  i n  t h i s  case  i s  est imated t o  be 3MBps s ince  the  bus  r a t e  i s  
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d e g r a d e d  w h i l e  t h e  bus i s  pe r fo rming  o t h e r  r e q u i r e d  f u n c t i o n s .  
However, when accessing t h e  Ethernet ,  t h e  average 1/0 r a t e  i s  l i m i t e d  
t o  1.25MBps ( including overhead information).  Therefore ,  t h e  e f f e c t i v e  
average d a t a  r a t e  i s  about 1.OMBps. The r e s t r i c t i o n  t o  1.25MBps i s  
placed on t h e  system by t h e  Ethernet  1/0 r a t e  of 1.25MBps o r  1OMbps. 
The VAX 111730 h a s  o n l y  one 1.5MBps UNIBUS which i s  r e q u i r e d  t o  
s u p p o r t  a l l  input and output t r a n s f e r s  and d i sk  and DMA accesses .  The 
e f f e c t i v e  communication r a t e  t o  t h e  E t h e r n e t  f o r  t h i s  d e v i c e  i s  
e s t i m a t e d  t o  b e  a n  a v e r a g e  o f  .3MBps due t o  t h e  m u l t i f u n c t i o n  
requirements on t h e  bus. 
1.2.3 Device Memory Buffers.  
The d a t a  r a t e  from t h e  host  devices  t o  t h e  i n d i v i d u a l  t e r m i n a l s  w i l l  
n o t  b e  a f a c t o r  i n  t h e  a n a l y s i s  of t he  Ethernet f o r  s e v e r a l  reasons.  
The VAX h o s t  compute r s  must have a c o n s i d e r a b l e  amount o f  b u f f e r  
s t o r a g e  space i n  which t o  p l ace  incoming d a t a  from t h e  Ethernet  s i n c e  
t h e  host  accep t s  d a t a  from t h e  E t h e r n e t  a t  a much h i g h e r  r a t e  t h a n  
t h a t  o f  t h e  Video Terminals. Therefore ,  t h e  d a t a  must be buffered and 
s e n t  t o  t h e  t e rmina l  a t  t h e  t e rmina l  1/0 r a t e  which i s  assumed t o  b e  
much lower t h a n  t h a t  of t h e  hos t s .  I n  a d d i t i o n ,  t h e  t e rmina l  may not  
be r e a d y  t o  a c c e p t  a t e r m i n a l  u p d a t e  which may c a u s e  t h e  h o s t  t o  
b a c k l o g  t h e  i n f o r m a t i o n  u n t i l  a l a t e r  p o i n t .  I n  t h i s  c a s e ,  t h e  
ope ra to r  may not  wish t h e  information changed o r  poss ib ly  t h e  ope ra to r  
was p e r f o r m i n g  a n  o p e r a t o r  r e q u e s t  t hus  precluding a screen r e f r e s h  
ope ra t ion  from t h e  main frame. For these  r easons ,  t h e  h o s t  compute r s  
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must have cons iderable  backlog c a p a b i l i t y .  Thus, t h e  hos t  t o  te rmina l  
d a t a  t r a n s f e r  d o e s  n o t  a f f e c t  t h e  E t h e r n e t  a n a l y s i s .  T a b l e  1 . 0  
summarizes t h e  computer 1/0 c h a r a c t e r i s t i c s  used i n  t h i s  research .  
Table 1.0 1/0 Rates of Main Computers 
Assumptions f o r  s imulat ion model (B-Bytes b = b i t s )  
MACHINE 1 / 0  RATE PACKET SIZES 
A.  VAX 11/730 and VAX 11/780 .3MBp s 125B 500B l O O O B  
( a t  1.OMBps Peak) 
B. PE3254 
C .  ETHERNET 
1 .OMBps 500B l O O O B  
( a c t u a l l y  3MBps 
but  ETHERNET 
limits) 
1.25MBps 125B 500B l O O O B  
( includes 
overhead) 
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1.2.4 Data Exchanges Between Terminals and Hosts.  
The d a t a  exchanges between t h e  host  VAX 11/725 o r  VAX 11/730 and t h e  
te rmina ls  a r e  summarized as follows: 
1. A complete d a t a  screen change w i l l  t ake  1920 b y t e s  o f  d a t a .  
(24 l i n e s  by 80 Bytes  per  l i n e ) .  
2. Screens a r e  re f reshed  au tomat ica l ly  by d a t a  t r a n s f e r  from t h e  
11/780 and 3254 h o s t s .  These  a u t o m a t i c  r e f r e shes  occur every f i v e  
seconds. Each s c r e e n  r e f r e s h  i s  assumed t o  r e q u i r e  1920 Bytes  o f  
da t a .  
3 .  It i s  poss ib l e  f o r  a t e rmina l  opera tor  t o  r e q u e s t  a n  u p d a t e  
o r  comple t e  s c r e e n  change .  These reques ts  are i n i t i a t e d  by a human 
opera tor  who w i l l  then (usua l ly )  i n s p e c t  t h e  s c r e e n  c o n t e n t s  b e f o r e  
making change reques ts .  (Not a l l  change o r  update reques ts  involve a 
f u l l  1920 By tes . )  I t  i s  assumed t h a t ,  on t h e  a v e r a g e ,  3 m i n u t e s  
e l apse  between f u l l  screen change r eques t s  by a te rmina l  opera tor .  
4. P a c k e t  l e n g t h s  a r e  assumed t o  b e  a s  f o l l o w s  ( O v e r h e a d  
Inc  luded : 
Terminal Operator Requests: 128 Bytes/Packet ( 2  packets )  
Screen Minor Updates o r  Minor Changes: 256 Bytes/packet 
(1 packet)  
Screen Change o r  Refresh: 512 Bytes/packet ( 4  packets )  
o r  1024 Bytes/packet ( 2  packets ) .  
5 .  Screen  change r eques t s  by te rmina l  ope ra to r s  w i l l  be  assumed 
t o  be i n i t i a t e d  i n  Poisson d i s t r i b u t e d  t i m e  i n t e r v a l s  w i t h  t h e  mean 
time being 3 minutes.  
9 
6 .  The video screen r eques t s  from terminal  ope ra to r s  are assumed 
t o  r e q u i r e  d a t a  from e i t h e r  t h e  VAX 111780 o r  t he  PE3254, o r  both.  A s  
a r e s u l t ,  50% of t h e  t i m e  each screen request  w i l l  r e s u l t  i n  two 1 2 8  
Byte packets from t h e  host (VAX 111730 o r  VAX 111725) one packet w i l l  
go t o  t h e  VAX 111780 and one t o  the  PE3254. 
Thus ,  s c r e e n  r eques t s  w i l l  a r r i v e  from ope ra to r s  with Poisson a r r i v a l  
t imes w i t h  a mean v a l u e  o f  3 m i n u t e s .  Half  t h e  r e q u e s t s  ( e x a c t  
percentage w i l l  be a v a r i a b l e  parameter) w i l l  r e s u l t  i n  d a t a  from both 
t h e  VAX 111780 and t h e  PE3254. (Each w i l l  respond w i t h  one 1024 Byte 
Packet.) The o t h e r  f i f t y  percent  of t he  r eques t s  w i l l  go t o  t h e  PE3254 
o r  t h e  VAX 111780 (exact  s p l i t  w i l l  be  a v a r i a b l e  pa rame te r ) ,  and t h e  
response w i l l  be two 1024 Byte packets.  
1.3 Ethernet Protocol .  
The E t h e r n e t  o r i g i n a l  baseband vers ion was designed, developed, and 
patented by Xerox and was p u b l i c l y  announced i n  1979. S i n c e  t h e n  a 
c o o p e r a t i v e  e f f o r t  by D i g i t a l  Equipment Corporat ion,  I n t e l ,  and Xerox 
has produced an updated Ethernet  which i s  considered t h e  s t a n d a r d  f o r  
c a b l e - b a s e d  L o c a l  Area Networks because it i s  very c l o s e  t o  t h e  IEEE 
802 CSMA/CD standard.  The C a r r i e r  Sense Mult iple  Access with C o l l i s i o n  
D e t e c t i o n  (CSMA/CD) c o n t r o l  technique i s  t h e  more publ ic ized method 
f o r  b u s l t r e e  topologies .  The CSMAICD broadband v e r s i o n  was d e v e l o p e d  
and patented by MITRE as p a r t  of t h e  MITREnet Local Area Network. 
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1.3.1 Function and Operat ion.  
T h e  E t h e r n e t  i s  b a s i c a l l y  a m u l t i - a c c e s s ,  p a c k e t - s w i t c h e d  
communications c h a n n e l  which i s  managed by t h e  c o n t r o l  t e c h n i q u e  
CSMAICD f o r  carrying d i g i t a l  d a t a  among l o c a l l y  d i s t r i b u t e d  computing 
s y s t e m s .  A p r i m a r y  g o a l  o f  t h e  E t h e r n e t  s p e c i f i c a t i o n  i s  
c o m p a t i b i l i t y .  I n  f a c t ,  E t h e r n e t  was t h e  f i r s t  t o  accomplish t h i s  
c a p a b i l i t y  . 
Using t h e  CSMAICD c o n t r o l  technique, each s t a t i o n  at tached t o  t h e  bus 
must contend with t h e  o t h e r  s t a t i o n s  t o  a c c e s s  t h e  b u s .  T h e r e  i s  no 
c e n t r a l  c o n t r o l l e r  which a l l o c a t e s  access  t o  t h e  channel. Each s t a t i o n  
must ‘ l i s t en ‘  ( i . e .  u se  c a r r i e r  sense) t o  d e t e c t  whe the r  t h e  b u s  i s  
f r e e .  I f  another  s t a t i o n  i s  t r a n s m i t t i n g ,  a s t a t i o n  must wait  o r  d e f e r  
i t s  t ransmission u n t i l  t h e  bus is q u i e t .  After  g a i n i n g  a c c e s s  t o  t h e  
bus, t h e  t r a n s m i t t i n g  s t a t i o n  c o n t i n u e s  t o  m o n i t o r  t h e  medium t o  
d e t e c t  c o l l i d i n g  t r a n s m i s s i o n s  on t h e  b u s .  T h i s  i s  c a l l e d  ‘ l i s t e n  
while t a lk ’  and r e f e r s  to carrier detection. 
1.3.2 Data Format and S t r u c t u r e .  
Each s t a t i o n  on t h e  common c o a x i a l  cable  must be a b l e  t o  t ransmit  and 
r ece ive  packets  with t h e  packet format and spacing a s  shown i n  F i g u r e  
1.2 [KI86]. A p a c k e t  i s  made up of 8 b i t s  which equal  one by te .  The 
l a s t  b i t  of each by te  i s  t r ansmi t t ed  f i r s t ,  and t h e  preamble b e g i n s  a 
t r a n s m i s s i o n .  A p a c k e t  may n o t  exceed 1526 b y t e s  o r  f a l l  below 7 2  
by tes .  Included i n  each of t hese  numbers i s  8 bytes  f o r  t h e  p r e a m b l e ,  
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14 b y t e s  f o r  t h e  h e a d e r ,  t h e  d a t a  b y t e s ,  and 4 b y t e s  f o r  t h e  CRC. 
Each f i e l d  of t h e  frame i s  defined as follows: 
1)  Preamble: 6 4  b i t s  a l t e r n a t i n g  1‘s and O’s, and ending with two 
consecutive 1’s. Used by t h e  r ece ive r  t o  e s t a b l i s h  b i t  synchronization 
and then t o  loca t e  t h e  f i r s t  b i t  of t he  frame. 
2 )  D e s t i n a t i o n  Address:  4 8  b i t s  s p e c i f y i n g  t h e  s t a t i o n  o r  
s t a t i o n s  which a r e  t o  r e c e i v e  t h e  p a c k e t .  The packet may go t o  one 
s t a t i o n ,  t o  a g r o u p  o f  s t a t i o n s ,  o r  t o  a l l  s t a t i o n s .  T h i s  i s  
d e t e r m i n e d  by t h e  f i r s t  b i t :  0 - one d e s t i n a t i o n ,  and 1 - m u l t i p l e  
s t a t i o n s .  I f  a l l  8 b i t s  a r e  s e t  t o  1, then the  packet i s  b r o a d c a s t  t o  
a l l .  
3 )  Source  Addres s :  4 8  b i t s  s p e c i f y i n g  t h e  s t a t i o n  w h i c h  i s  
t r ansmi t t i ng  t h e  packet.  
4 )  Type F i e l d :  16 b i t s  i d e n t i f y i n g  & h e  t y p e  o f  h i g h e r  l e v e l  
p r o t o c o l  a s s o c i a t e d  with the  packet.  Used t o  i n t e r p r e t  t h e  following 
d a t a  f i e l d .  
5 )  Data  F i e l d :  46 t o  1500 b y t e s  of d a t a  o r  a pad c h a r a c t e r s .  A 
minimum combination of 46 bytes  is  required t o  e n s u r e  t h a t  t h e  frame 
w i l l  be d i s t i n g u i s h a b l e  from a c o l l i s i o n  fragment. 
6 )  CRC - Packet Check Sequence: 3 2  b i t s  c o n t a i n i n g  a redundancy  
check. The check i s  def ined by t h e  generat ing polynomial: 
8 7 5 4 2  G ( X ) q p + X 2 6 + X 2 3 +  x22+ x16+ 2 2 ,  xll+ XI0+ x + x + x + x + x + x + 1. 
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The a d d r e s s  ( d e s t i n a t i o n / s o u r c e ) ,  t h e  type,  and t h e  d a t a  f i e l d s  are 
covered by t h e  CRC. The h igh -o rde r  term of  t h e  message p o l y n o m i a l  
which is divided by G(x) and produces t h e  remainder R(x) is t h e  f i r s t  
t ransmit ted b i t  of t he  d e s t i n a t i o n  f i e l d .  The f i r s t  t r ansmi t t ed  b i t  of 
t h e  P a c k e t  Check Sequence f i e l d  i s  t h e  h igh -o rde r  term of R(x). A 
l i n e a r  feedback r e g i s t e r  which i s  i n i t i a l l y  p re se t  t o  a l l  1's i s  used  
i n  t h i s  a l g o r i t h m .  A f t e r  t h e  l a s t  d a t a  b i t  i s  t r a n s m i t t e d ,  t h e  
con ten t s  of t h i s  r e g i s t e r  ( t h e  remainder) a r e  inverted and t r ansmi t t ed  
as  t h e  CRC f i e l d .  Af t e r  receiving a good packet ,  t h e  receiver 's  s h i f t  
31 r e g i s t e r  con ta ins  11000111000001001101110101111011~x , . . . ,xo). 
The E t h e r n e t  h a s  an  e n f o r c e d  w a i t i n g  t i m e  on t h e  bus of 9.6 micro 
seconds. This  i s  t h e  minimum amount o f  t i m e  which must e l a p s e  a f t e r  
one t ransmission before  another may begin.  It takes  51.2 micro seconds 
f o r  one b i t  t o  t r a v e l  from one end of t h e  bus t o  t h e  o t h e r  ( t h e  round- 
t r i p  p ropaga t ion  de lay  t ime) .  I f  any s t a t i o n  r ece ives  a packet o r  b i t  
sequence s h o r t e r  t h a n  72  b y t e s ,  t h e  i n f o r m a t i o n  i s  d i s c a r d e d  and 
considered a c o l l i s i o n  fragment. 
1.3.3 Hardware C h a r a c t e r i s t i c s .  
The f o l l o w i n g  t h r e e  s e c t i o n s  con ta in  a b r i e f  overview of t h e  hardware 
a spec t s  of t h e  E t h e r n e t  ne twork  s y s t e m :  c h a n n e l  e n c o d i n g ,  c a r r i e r  
d e t e c t i o n ,  and t h e  t r a n s c e i v e r s .  A d d i t i o n a l  i n f o r m a t i o n  including 
d e t a i l e d  hardware s p e c i f i c a t i o n s  may be found i n  [KI861. 
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1.3.3.1 Channel Encoding. 
The coax ia l  cab le  uses  Manchester encoding which has a 50% d u t y  c y c l e  
a n d  i n s u r e s  a t r a n s i t i o n  i n  t h e  midd le  o f  e v e r y  b i t  c e l l  ( ' d a t a  
t r a n s i t i o n ' ) .  The complement o f  t h e  b i t  v a l u e  i s  c o n t a i n e d  i n  t h e  
f i r s t  h a l f  of t h e  b i t ,  and t h e  second ha l f  con ta ins  t h e  t r u e  value of 
t he  b i t .  (See Figure 1.3 [KI86] .> 
1.3.3.2 C a r r i e r .  
When d a t a  t r a n s i t i o n s  a r e  p r e s e n t ,  a c a r r i e r  is  p r e s e n t .  The c a r r i e r  
h a s  been l o s t  ( i n d i c a t i n g  the  end of a packet) i f  a t r a n s i t i o n  is  not  
seen between 0.75 and 1.25 b i t  times s i n c e  the  c e n t e r  of t h e  l a s t  b i t  
c e l l .  F o r  p u r p o s e s  o f  d e f e r r i n g ,  t h e  term c a r r i e r  means any a c t i v i t y  
on the  c a b l e ,  whether properly formed o r  no t .  Any a c t i v i t y  on e i t h e r  
r e c e i v e  o r  c o l l i s i o n  d e t e c t  s i g n a l s  i n  t h e  l a s t  160 nano seconds 
i n d i c a t e s  c a r r i e r .  (See Figure 1.3 [KI86] .) 
1.3.3.3 Transceiver .  
A t  each s t a t i o n  using t h e  network, t h e r e  a r e  c a b l e s  w i t h  t a p s  which 
c o n n e c t  t o  a t r a n s c e i v e r .  The t r a n s c e i v e r  r ece ives  a l l  s i g n a l s  on t h e  
c a b l e ,  but  only those addres sed  t o  i t  a r e  r e c e i v e d  f o r  a c t i o n .  The 
t r a n s c e i v e r  i s  a l s o  the  device which t r ansmi t s  s i g n a l s  t h a t  a r e  s t rong 
enough t o  propagate t h e  information from one end o f  t h e  c a b l e  t o  t h e  
o t h e r .  ( T h a t  i s ,  e v e r y  t r a n s m i s s i o n  on t h e  c a b l e  w i l l  r e a c h  each 
t r a n s c e i v e r  . 
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The t r a n s c e i v e r  was d e s i g n e d  80  t h a t  i f  it f a i l s ,  t h e  f a u l t y  dev ice  
w i l l  not  j a m  o r  p o l l u t e  t h e  Ethernet  cab le .  I n  a d d i t i o n ,  t h e  d e v i c e s  
a r e  s i m p l y  b u i l t  and inexpensive SO t h a t  replacement of f a i l e d  p a r t s  
may b e  accompl i shed  q u i c k l y .  I f  a t r a n s c e i v e r  i s  u n p o w e r e d ,  i t  
d i s c o n n e c t s  i t s e l f  from t h e  c a b l e .  The t r a n s c e i v e r  a l s o  con ta ins  a 
watchdog t imer  c i r c u i t  which d e t e c t s  i nco r rec t  behavior and s h u t s  down 
t h e  t r a n s m i t t e r  i n  t h i s  e v e n t .  The maximum number of s t a t i o n s  which 
may be a t t ached  t o  t h e  c a b l e  i s  1000,  w i t h  t h e  s t a t i o n s  spaced  a t  
l e a s t  2 . 5  mete r s  a p a r t  t o  r e d u c e  t h e  chance t h a t  o b j e c t i o n a b l e  
s tanding waves w i l l  r e s u l t .  
High (also quiescent state) 
Logic High: 1 P 0 mA = 0 V 
Logic Low: 0 = -82 mA = -2.OSV 
Cable has 0 volts in quiescent state 
FIGURE 1.3 DETERMINATION OF CARRIER AT RECEIVER 
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1.4 Research Objective.  
Within a Local Area Network environment, any of t h e  network r e s o u r c e s  
may be changed. However, t h e  performance of t h e  system may a l s o  change 
without being r e a d i l y  apparent .  The s imulat ion model o f  t h e  E t h e r n e t  
ne twork  was d e s i g n e d  and developed i n  t h i s  r e sea rch  p r o j e c t  t o  a l low 
t h e  u s e r  t o  analyze,  c h a r a c t e r i z e ,  and p r e d i c t  t h e  b e h a v i o r  o f  t h e  
HOSC i n  a v a r i e t y  of s cena r ios .  The HOSC conf igu ra t ion  is  displayed i n  
Figure 1.1. 
The f i r s t  s e c t i o n  of t h i s  r e p o r t  has provided an in t roduc t ion  t o  Local 
Area Networks, described t h e  c o n f i g u r a t i o n  o f  t h e  HOSC , and d e f i n e d  
t h e  E t h e r n e t  p r o t o c o l .  C h a p t e r  2 i n c l u d e s  t h e  d e f i n i t i o n  and 
development of t h e  software model and desc r ibes  the  u s e r  i n t e r f a c e .  A 
w o r s t  c a s e  a n a l y t i c a l  a n a l y s i s  i s  g i v e n  i n  C h a p t e r  3 and w i l l  be 
compared la ter  with t h e  s imulat ion r e s u l t s .  C h a p t e r  4 d i s c u s s e s  t h e  
outcome o f  s e v e r a l  simulated scena r ios .  The conclusion assembles t h e  
r e s u l t s  o f  t h i s  r e s e a r c h  i n  o r d e r  t o  p r o v i d e  i n s i g h t  i n t o  t h e  
o p e r a t i o n s  o f  t h e  HOSC Video Display System using an Ethernet  Local 
Area Network. 
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2.0 SIMULATION MODELING 
The HOSC Ethernet  In te rconnec t ion  Network s imulat ion provides  t h e  u s e r  
a means of analyzing a proposed system conf igura t ion  p r i o r  t o  hardware 
i n s t a l l a t i o n .  T h i s  program p r o v i d e s  a s i m u l a t i o n  c o n f i g u r a t i o n  a s  
d e s c r i b e d  i n  s e c t i o n  1.2. I t  i s  assumed t h a t  t h e r e  are main frames 
which d i s t r i b u t e  information t o  host  computers f o r  v i d e o  d i s p l a y  v i a  
an Ethernet  bus.  The a c t i v i t y  modeled on t h e  bus stems from t h e  screen 
r e f r e s h  opera t ion  (main frame t o  host  t ransmission t o  update  o p e r a t o r  
t e r m i n a l ) ,  t a p e  f i l e  dumps (main frame t o  host  t ransmission t o  s t o r e  
b l o c k s  o f  d a t a ) ,  and  o p e r a t o r  r e q u e s t s  ( h o s t  t o  m a i n  f r a m e  
t ransmission t o  reques t  a screen update) .  
Wi th in  t h e  s i m u l a t i o n ,  s p e c i f i c  c h a r a c t e r i s t i c s  o f  t h e  E t h e r n e t  
pro tocol  a r e  modeled t o  accu ra t e ly  analyze t h e  system performance. For 
in s t ance ,  t h e  s imulat ion i n c l u d e s  p r o v i s i o n s  f o r  m u l t i p l e  s t a t i o n s  
t r y i n g  t o  s i m u l t a n e o u s l y  a c c e s s  t h e  bus  by comparing t h e  t ransmi t  
times t o  see  i f  they occur wi th in  a c o l l i s i o n  window. T h i s  window i s  
a c t u a l l y  a t i m e  per iod i n  which a l l  s t a t i o n s  t r y i n g  t o  t ransmi t  wi th in  
it c o l l i d e .  This  c o l l i s i o n  happens because t h e  s i g n a l  has not  had t i m e  
t o  p r o p a g a t e  t o  a l l  p a r t s  of  t h e  network. Other s t a t i o n s  a l s o  d e t e c t  
t h a t  t h e  bus i s  f r e e  and begin t ransmission.  The packets  then c o l l i d e .  
T h i s  c o l l i s i o n  window i n t e r v a l  i s  ca l cu la t ed  by us ing  t h e  propagat ion 
d e l a y  v a l u e  between t h e  two d e v i c e s .  I f  t h e  t r a n s m i t  times o c c u r  
w i t h i n  t h i s  window then  a c o l l i s i o n  w i l l  occur .  I n  t h e  same fa sh ion ,  
s t a t i o n s  may a l s o  have t o  d e f e r  a t ransmission i f  another  s t a t i o n  h a s  
g a i n e d  a c c e s s  t o  t h e  bus.  A packet i s  defer red  i f  t h e  s t a t i o n  wishes 
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t o  t ransmit  be fo re  t h e  end of t h e  s l o t  time p lus  t h e  propagation de lay  
be tween t h e  two d e v i c e s  p l u s  t h e  minimum de lay  t i m e  on t h e  bus (9.6 
microseconds). When a c o l l i s i o n  o c c u r s  , t h e  s t a t i o n s  i n v o l v e d  must 
w a i t  a random p e r i o d  o f  t i m e  b e f o r e  t r y i n g  t o  t r a n s m i t  again.  The 
Ethernet p ro toco l  s p e c i f i e s  an exponent ia l  backoff a lgori thm, which is  
r e q u i r e d  t o  h e l p  minimize  r e p e a t e d  c o l l i s i o n s ,  t o  gene ra t e  t h e  next  
t ransmit  time. The backoff number i s  a random number between 0 and Zn 
t imes  51 .2  m i c r o s e c o n d s , w h e r e  n i s  t h e  number o f  t h e  c u r r e n t  
r e t r ansmi t  attempt and n i s  l e s s  t h a n  10 .  (The maximum end-to-end, 
r o u n d - t r i p  p r o p a g a t i o n  d e l a y  f o r  a b i t  i s  51.2 mic roseconds  .) In 
a d d i t i o n ,  a packet t ransmission i s  aborted and a j a m  p a t t e r n  o f  f o u r  
b y t e s  i s  t r a n s m i t t e d  on t h e  bus  when a c o l l i s i o n  i s  de tec t ed .  This  
jamming sequence l a s t s  long enough so t h a t  o t h e r  s t a t i o n s  i n v o l v e d  i n  
t h e  c o l l i s i o n  n o t i c e  t h e  jamming p a t t e r n .  The Ethernet  p ro toco l  a l s o  
s p e c i f i e s  t h a t  t h e r e  must be a minimum wait  time of 9.6 m i c r o s e c o n d s  
between any two t ransmissions on t h e  Ethernet cab le .  
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The program p r e s e n t e d  h e r e  i n c o r p o r a t e s  t h e  E t h e r n e t  p r o t o c o l  
c h a r a c t e r i s t i c s  as  s t a t e d  above. The following s e c t i o n s  d e s c r i b e  t h e  
s imulat ion performance p a r a m e t e r s  , how t o  u s e  t h e  p rogram,  and t h e  
sof tware design and c o n s t r u c t .  
2.1 Performance Parameters. 
T h e r e  a r e  t h r e e  p r imary  performance parameters which are of i n t e r e s t  
when analyzing a Local Area Network. 
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1 )  Throughput  - The t o t a l  amount o f  d a t a  which was a c t u a l l y  
t ransmi t ted  success fu l ly  on t h e  cable .  Also de f ined  by  [ST841 as  t h e  
t o t a l  r a t e  of d a t a  being t ransmi t ted  between nodes ( c a r r i e d  load) .  
2) Delay  - The amount of  t i m e  t h a t  a packet must wait between t h e  
time when t h e  packet i s  ready t o  be t ransmi t ted  a t  a node and t h e  t i m e  
when t ransmission has been completed successfu l ly .  
3 )  U t i l i z a t i o n  - The t o t a l  amount o f  d a t a  ( o r  o f f e r e d  l o a d )  
of fe red  t o  t h e  bus presented  a s  a p e r c e n t a g e  o f  bus  c a p a c i t y .  A l s o  
def ined by [ST841 a s  t h e  f r a c t i o n  of t o t a l  capac i ty  being used. 
The throughput s imulat ion r e s u l t s  a r e  g i v e n  a s  s i m u l a t e d  t h r o u g h p u t  
and t h e o r e t i c a l  th roughput .  Both values  are presented f o r  comparison 
purposes. The s i m u l a t e d  th roughpu t  i s  c a l c u l a t e d  i n  t h e  f o l l o w i n g  
manner : 
U 
B + I  
where B = average du ra t ion  of t h e  channel busy per iod 
I = average dura t ion  of t h e  channel i d l e  t i m e  
U = average t i m e  during a cyc le  time t h a t  t h e  channel 
B + I = average cyc le  t i m e .  
func t ions  without c o l l i s i o n s  
Thus ,  t h e  s i m u l a t e d  t h r o u g h p u t  i s  a measurement  of t h e  c h a n n e l  
a c t i v i t y .  The above va lues  are t a l l i e d  as t h e  program runs and keeps 
a c c u r a t e  r e c o r d s  o f  e x a c t l y  what i s  o c c u r r i n g  o n  t h e  b u s .  The  
t h e o r e t i c a l  t h r o u g h p u t ,  however ,  i s  a c a l c u l a t e d  measurement. The 
following formula was der ived  [KI861 f o r  t h e  CSMA protocol :  
-AG G e  T =  
G(1 + ZA) + e-AG 
where G = number of new packets  per  u n i t  of time t number of  
r e t r ansmi t t ed  packets  pe r  u n i t  of t i m e ,  and 
A = u n i t  of propagation time. 
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T h u s ,  G i s  t h e  o f f e r e d  load  t o  t h e  sys t em - t h e  t o t a l  amount o f  
information new and r epea t  which was t ransmit ted on t h e  c h a n n e l .  T h i s  
v a l u e  i s  r e c o r d e d  a s  t h e  program r u n s  and i s  u s e d  i n  t h e  above 
equation t o  produce the  t h e o r e t i c a l  throughput. Notice,  however, t h a t  
t h e  t h e o r e t i c a l  r e s u l t s  w i l l  be much lower than t h e  simulated r e s u l t s  
b e c a u s e  t h e  CSMA p r o t o c o l  d o e s  n o t  h a v e  t h e  c o l l i s i o n  d e t e c t  
c a p a b i l i t y  o r  t h e  e x p o n e n t i a l  b a c k o f f  c a l c u l a t i o n s  ( t o  minimize  
repeated c o l l i s i o n s )  a s  does t h e  CSMA/CD p r o t o c o l  which i s  modeled 
h e r e .  The t h e o r e t i c a l  v a l u e  i s  i n c l u d e d  as a fundamental parameter 
used f o r  comparison and v e r i f i c a t i o n  of t h e  s imulat ion r e s u l t s .  
, where S i s  t h e  To p roduce  t h e  e f f i c i e n c y  measurement,  E = -S G 
simulated throughput and G is t h e  o f f e red  load a s  d e f i n e d  above.  The 
e f f i c i e n c y  pe r fo rmance  f i g u r e  d e s c r i b e s  t h e  p e r c e n t a g e  o f  t i m e  a 
t ransmission w i l l  occur with no c o l l i s i o n .  
I n  a d d i t i o n  t o  t h e  performance f i g u r e s  d i scussed ,  each device a t t ached  
t o  the bus has s t a t i s t i c s  which a r e  of i n t e r e s t  when examining t h e  
o v e r a l l  pe r fo rmance .  These performance f i g u r e s  include 1) t h e  t o t a l  
w a i t i n g  t i m e  o f  a d e v i c e  d u e  t o  p a c k e t s  b e i n g  d e f e r r e d  f r o m  
t r a n s m i s s i o n ,  2) t h e  t o t a l  w a i t i n g  t i m e  o f  a d e v i c e  due t o  packet 
c o l l i s i o n s ,  3)  t h e  minimum amount o f  t i m e  a d e v i c e  h a s  e v e r  had t o  
w a i t  t o  a c c e s s  t h e  bus due t o  a packet being de fe r r ed  or being caught 
i n  a c o l l i s i o n ,  and 4) t h e  maximum amount of t i m e  t h e  d e v i c e  h a s  had 
t o  w a i t  f o r  a packet t o  be t r ansmi t t ed  ( inc lud ing  a c o l l i s i o n ,  random 
backoff ,  and r e t r y ) .  A break down of t h e  number o f  d e f e r s  and number 
o f  c o l l i s i o n s  t h a t  a device has experienced i s  a l s o  included as w e l l  
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as a count of t h e  number of packets i t  has r ece ived  and t r a n s m i t t e d .  
The 'mart wait r ece ive r '  d a t a  i s  included t o  i n d i c a t e  t h e  device which 
was t o  r e c e i v e  t h e  p a c k e t  t h a t  had t h e  maximum p a c k e t  w a i t  t i m e  
a s s o c i a t e d  with i t .  Table 2.0 (page 2 9 )  d e p i c t s  a t y p i c a l  p r i n t o u t  of 
a s imulat ion run. 
2.2 User I n t e r f a c e .  
The u s e r  input parameters include: 
1 )  Number of main frames and h o s t s  a t tached t o  t h e  bus 
2) Number of terminals  a t tached t o  each hos t  
3) Data 1/0 r a t e s  f o r  each device 
4) Packet s i z e s  t o  be t r ansmi t t ed  on t h e  bus 
5) 'Number o f  p a c k e t s  t o  be t r a n s m i t t e d  f o r  a screen r e f r e s h  o r  
6 )  Distance from re fe rence  point  of each device a t t ached  t o  bus. 
7 )  Ethernet  bus 1/0 r a t e  
8) Simulation run time 
9)  Frequency each host  w i l l  be updated by main frames ( sc reen  
10) Frequency of ope ra to r  r eques t s  (randomly occur wi th in  t h i s  
t ape  f i l e  dump 
r e f r e s h  o r  t ape  f i l e  dump) 
time frame).  
The above parameters are entered by t h e  ope ra to r  b e f o r e  e x e c u t i o n  o f  
the simulation to specify the desired configuration. These are grouped 
i n t o  t h r e e  ca t egor i e s :  g e n e r a l  conf igu ra t ion  in fo rma t  i o n ,  main frame 
d a t a ,  and hos t  parameters. 
Upon s e l e c t i o n  o f  t h e  g e n e r a l  c a t e g o r y ,  t h e  o p e r a t o r  e n t e r s  a 
d e s c r i p t i v e  heading t o  i d e n t i f y  t h e  information contained i n  t h e  d a t a  
f i l e  s e l e c t e d .  A random number must b e  e n t e r e d  t o  s e e d  t h e  i n t e r n a l  
random number gene ra to r .  The s imulat ion run time implies how long t h e  
o p e r a t o r  w i s h e s  t o  r e c o r d  t h e  a c t i v i t y  s i m u l a t e d  on  t h e  b u s .  A 
d i s c u s s i o n  o f  how long t h e  s i m u l a t i o n  r u n  should be i s  included i n  
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sec t ion  2.5. The upper bound on t h e  number of main f r ames  a l l o w e d  b y  
t h e  o p e r a t o r  i s  1 0 ,  on t h e  number o f  h o s t s  i s  50, and t h e  maximum 
number o f  t e r m i n a l s  p e r  h o s t  i s  20. However, t h e s e  n u m b e r s  a r e  
c o n t a i n e d  i n  t h e  heading of t h e  program source code and may e a s i l y  be 
modified by an experienced s o f t w a r e  e n g i n e e r .  The o n l y  l i m i t a t i o n s  
s h o u l d  b e  t h e  memory on  t h e  compute r  s y s t e m  and t h e  i n c r e a s e d  
s imulat ion run-times. Another gene ra l  p a r a m e t e r  i s  t h e  f r e q u e n c y  o f  
t h e  s c r e e n  r e f r e s h  o p e r a t i o n  and t h e  t a p e  f i l e  dumps. The number 
entered f o r  t h e  s c r e e n  r e f r e s h  i n d i c a t e s  t h a t  t h e  main frame w i l l  
update each hos t  within t h i s  t i m e  frame. For example, i f  t h e r e  a r e  two 
main frames and t e n  h o s t s  t o  be s e n t  a screen r e f r e s h  every 5 seconds,  
t h e n  t h e  f i r s t  h o s t  w i l l  r e c e i v e  an update a t  time 0.5 seconds,  t h e  
second a t  t i m e  1 .0  s e c o n d s ,  t h e  t h i r d  a t  t i m e  1 .5  s e c o n d s ,  and so 
f o r t h .  The same h o l d s  t r u e  f o r  t h e  t a p e  f i l e  dump o p e r a t i o n .  The 
ope ra to r  request  frequency i n d i c a t e s  t h a t  t h i s  i s  t h e  average t i m e  a t  
which an  u p d a t e  w i l l  be requested.  The request  i s  based on a Poisson 
i n t e r v a l  so t h a t  t he  r eques t s  occur randomly. When an ope ra to r  r eques t  
i s  p e r f o r m e d ,  i t  is assumed w i t h i n  t h i s  model t h a t  each main frame 
w i l l  be s e n t  one packet and i n  r e t u r n  e a c h  main f r ame  w i l l  send t h e  
appropr i a t e  number of packets  t o  update t h e  screen.  
For each main frame a t t ached  t o  t h e  bus,  t h e  o p e r a t o r  must e n t e r  t h e  
1 / 0  r a t e  o f  t h e  d e v i c e .  The quest ion i s ,  'How f a s t  on t h e  average i s  
t h e  information processed on t h e  d e v i c e  and p l a c e d  i n  b u f f e r s  t o  b e  
t r ansmi t t ed  on t h e  Ethernet  bus?' I n  t h i s  c a s e ,  t h e  f i r s t  packet s e n t  
by a device i s  assumed t o  b e  b u f f e r e d  and r e a d y  t o  t r a n s m i t  on t h e  
b u s ,  b u t  t h e  d e v i c e  1 / 0  ra te  w i l l  determine how f a s t  t h e  b u f f e r  w i l l  a 
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be f i l l e d  so t h a t  t h e  next packet may be s e n t .  The f i r s t  p a c k e t  w i l l  
b e  t r a n s m i t t e d  on t h e  b u s  when t h e  bus  becomes f r e e ,  but  t h e  next  
packet may not  be t r a n s m i t t e d  immedia t e ly  s i n c e  ano.ther d e v i c e  may 
have gained access  t o  t h e  bus as t h e  second packet was being formatted 
f o r  t ransmission.  For a numerical example, l e t  t h e  VAX 1 1 / 7 8 0  1/0 ra te  
e q u a l  .3Mbps w h i l e  t h e  Ethernet bus i s  10 Mbps, then i f  packet s i z e s  
a r e  7 . 6 8  kb,  t h e  f i r s t  packet t r ansmi t s  i n  770 m i c r o s e c o n d s ,  b u t  t h e  
s e c o n d  p a c k e t  f o r  t h e  VAX t a k e s  2 5 . 6  m i l l i s e c o n d s  t o  f o r m a t .  
T h e r e f o r e ,  t h e  dead t i m e  on t h e  bus i s  2 4 . 8  m i l l i s e c o n d s  u n l e s s  
a c c e s s e d  by a n o t h e r  d e v i c e .  T h i s  d i s c u s s i o n  s h o u l d  h e l p  show how 
device 1/0 r a t e s  a f f e c t  sys t em performance. I n  a d d i t i o n  t o  d e v i c e  1/0 
i n f o r m a t i o n  f o r  e a c h  main f r ame ,  t h e  ope ra to r  chooses some p o i n t  a t  
t h e  end of t h e  cab le  and g ives  t h e  d i s t a n c e  of e a c h  d e v i c e  f rom t h i s  
p o i n t .  For main frame a c t i v i t y ,  t h e  ope ra to r  e n t e r s  t h e  number of b i t s  
per  packet and t h e  number of packets t o  be s e n t  f o r  a s c r e e n  r e f r e s h  
ope ra t ion  and f o r  a tape f i l e  dump. 
For each host  a t t ached  t o  t h e  bus,  t h e  ope ra to r  s p e c i f i e s  t h e  number 
of  t e r m i n a l s  a t t a c h e d ,  t h e  1 / 0  ra te ,  t h e  number of b i t s  p e r  packe t ,  
and t h e  d i s t a n c e  from t h e  chosen r e fe rence  po in t .  The host  1/0 r a t e  i s  
important when t h e r e  are mul t ip l e  main frames a t t ached  s i n c e  each main 
frame would r e c e i v e  one packet from t h e  host  pe r fo rming  t h e  o p e r a t o r  
r e q u e s t .  Thus, t h e  1/0 ra te  of t h e  host  would determine how f a s t  t h e  
main frame received t h e  request  and i n  t u r n  would a f f e c t  t h e  r a t e  a t  
which t h e  t e rmina l  received t h e  requested update.  
2 . 3  Simulation Software Design and Construct .  
24 
The E t h e r n e t  s i m u l a t i o n  s o u r c e  code  i s  d i v i d e d  so t h a t  t h e r e  i s  a 
shor t  main r o u t i n e  which c a l l s  many subrout ines  t o  do t h e  a c t u a l  work. 
The p r i m a r y  l o g i c  i s  d i s p l a y e d  i n  t h e  flow c h a r t  of F igure  2.0. The 
program v a r i a b l e s  are set  t o  t h e i r  appropr ia te  i n i t i a l  s t a t e s  i n  t h e  
s u b r o u t i n e  I n i t i a l i z e .  Conf igu re  i s  t h e  subrout ine which al lows t h e  
o p e r a t o r  t o  change  t h e  s y s t e m  c o n f i g u r a t i o n  i n  o r d e r  t o  f i l l  h i s  
s p e c i f i c  r e q u i r e m e n t s .  (See  S e c t i o n  2 . 2  f o r  more d e t a i l s  on t h e  
opera tor  input  parameters.)  P r in t conf ig  w r i t e s  t h e  c o n f i g u r a t i o n  s e t  
up by t h e  o p e r a t o r  t o  a f i l e  c a l l e d  Auxout so t h a t  t h i s  information 
may be  p r i n t e d  when t h e  s imula t ion  has f in i shed .  
The a c t u a l  s i m u l a t i o n  begins  when t h e  rou t ine  Findh’ext i s  invoked t o  
determine t h e  next  s t a t i o n  t o  t ransmit  a packet depending on t h e  n e x t  
s m a l l e s t  t r ansmi t  time. A c a l l  t o  Aco l l i s ion  determines i f  t h e r e  is  a 
c o l l i s i o n  on t h e  b u s ,  pe r fo rms  t h e  e x p o n e n t i a l  b a c k o f f  a l g o r i t h m ,  
i n s u r e s  a jam p a t t e r n  i s  s e n t ,  and u p d a t e s  t h e  a f f e c t e d  s y s t e m  
parameters (wai t  t i m e ,  s y s t e m  c lock ,  e t c )  . I f  t h e r e  i s  no c o l l i s i o n ,  
then t h e  Checkdefer r o u t i n e  determines i f  t h e r e  are any s t a t i o n s  which 
must d e f e r  i t s  t r a n s m i s s i o n  u n t i l  t h e  c u r r e n t  t r a n s m i s s i o n  i s  
c o m p l e t e .  The most c o m p l i c a t e d  subrout ine may be  t h e  Update rou t ine  
which h a n d l e s  u p d a t i n g  t h e  s t a t i o n  which j u s t  t r a n s m i t t e d .  T h i s  
i n c l u d e s  handl ing cases  such as a device  which has a d d i t i o n a l  packets  
t o  t ransmi t  and a hos t  which has sen t  an opera tor  reques t  f o r c i n g  t h e  
main f rame t o  send  t h e  d a t a  r e q u e s t e d .  These rou t ines  a r e  repeated 
over and over u n t i l  t h e  program has per formed t h e  b u s  s i m u l a t i o n  a s  
long as s p e c i f i e d  by t h e  opera tor  (sim t ime) .  
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The r e s u l t s  of t h e  s i m u l a t i o n  a r e  added t o  t h e  f i l e  Auxout by t h e  
s u b r o u t i n e  P r i n t s t a t s .  The o p e r a t o r  i n  add i t ion  may add a condensed 
copy of t h e  s imulat ion r e s u l t s  t o  summary t a b l e s .  The C h a r t R e s u l t s  
r o u t i n e  w i l l  add t h e  information t o  the  summary t a b l e s  found i n  f i l e s  
SFl and SF2. 
2.4 Ver i f i ca t ion  of Model. 
The i n f o r m a t i o n  shown i n  T a b l e  2 . 0  c o n t a i n s  a summary o f  t e n  
s i m u l a t i o n s  w i t h  t h e  sys t em c o n f i g u r a t i o n  mod i f i ed  each t i m e .  The 
graph of Figure 2.1 p l o t s  t he  of fe red  load  ( G )  t o  t h e  sys t em v e r s u s  
t h e  s i m u l a t e d  (S) a n d  t h e o r e t i c a l  (T)  t h r o u g h p u t s  f o r  t h e  t e n  
examples. The t h e o r e t i c a l  curve is i d e n t i c a l  t o  t h e  p l o t  produced i n  
[ K I 8 6 ] .  The e q u a t i o n  f o r  t h e  t h e o r e t i c a l  t h roughpu t  i s  g i v e n  i n  
sec t ion  2.1.  However, t he  t h e o r e t i c a l  information only r e p r e s e n t s  t h e  
CSMA protocol  and not  CSMA/CD. Comparing the  two curves shows t h a t  t h e  
a d d i t i o n a l  f e a t u r e s  - c a r r i e r  d e t e c t  and t h e  e x p o n e n t i a l  backof f  
a lgori thm - g r e a t l y  increases  the  performance of t h e  CSMA/CD pro tocol .  
Two references  [SH801 and [AM771 a l s o  produce s i m i l a r  p l o t s  t o  show 
t h e  E t h e r n e t  b u s  u t i l i z a t i o n .  According t o  [ABA77] , t h e  maximum 
throughput  r a t e  is 80% when t h e  bus i s  f u l l y  loaded .  And, [Sa801 
s p e c i f i e s  t h a t  t h e  th roughpu t  r a t e  when t h e  o f f e r e d  load  i s  100% 
i n c r e a s e s  a s  p a c k e t  s i z e s  become l a r g e r  - 512 b y t e s / p a c k e t  = 96% 
t h roughpu t  , 128  by te s /packe t  = 88% throughput,  and 64 bytes/packet  = 
83% throughput due t o  t h e  increased p o s s i b i l i t y  of packet c o l l i s i o n s .  
The r e s u l t s  produced  by t h i s  E t h e r n e t  s i m u l a t i o n  ag ree  with t h e s e  
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sources s i n c e  t h e  throughput ra te  a t  100% o f f e r e d  l o a d  i s  a b o u t  78%.  
T h i s  f i g u r e  i s  a l m o s t  i d e n t i c a l  t o  t h e  s imulat ion model presented by 
[AM771 and i s  lower t h a n  t h e  e s t i m a t e s  o f  [SH80]. These s o u r c e s  
p r o v i d e  a r e f e r e n c e  of comparison t o  v e r i f y  proper ope ra t ion  of t h e  
Ethernet s imulat ion.  
0 
2.5 Using t h e  Program. 
When using t h e  s imulat ion program, t h e  use r  should have an idea of t h e  
e x p e c t e d  r e s u l t s  b e f o r e  t h e y  a p p e a r .  Fo r  i n s t a n c e ,  with a l i g h t l y  
loaded bus t h e  u s e r  should expect very few c o l l i s i o n s  and a v e r y  h i g h  
e f f i c i e n c y  r a t e .  I n  t h i s  s e c t i o n ,  s e v e r a l  s imulat ion parameters w i l l  
be discussed t o  help t h e  u s e r  understand more f u l l y  t h e  outcome of t h e  
s imulat ion.  
The s imulat ion run-time i s  a parameter e n t e r e d  by t h e  u s e r  t o  a l l o w  
t h e  b u s  a c t i v i t y  t o  b e  o b s e r v e d  d u r i n g  a c e r t a i n  t i m e  f r ame .  I n  
d i f f e r e n t  s i t u a t i o n s  t h i s  p a r a m e t e r  w i l l  need t o  b e  i n c r e a s e d  o r  
d e c r e a s e d  depend ing  on t h e  a c t i v i t y  on t h e  bus. I f ,  f o r  example, t h e  
ope ra to r  configures  t h e  sys t em so  t h a t  t h e r e  a r e  o p e r a t o r  r e q u e s t s  
occurr ing f r e q u e n t l y ,  then t h e  amount of random information o f fe red  on 
t h e  channel i s  high. This  is  a case  where t h e  run- t ime must b e  h i g h  
enough t o  a l l o w  t h e  bus  a c t i v i t y  t o  s t a b i l i z e  so  t h a t  an accu ra t e  
r e p o r t  i s  given. I f  t h e  ope ra to r  i s  u n s u r e  o f  t h i s  run - t ime  f i g u r e ,  
s e v e r a l  runs may need t o  be performed and compared a g a i n s t  each o t h e r .  
Notice i n  Table 2.1,  t h e  same conf igu ra t ion  was r u n  e i g h t  times w i t h  
t h e  s i m u l a t i o n  r u n - t i m e  i n c r e a s i n g  e a c h  t i m e .  The p e r f o r m a n c e  
31  
p a r a m e t e r s :  t h e  o f f e r e d  l o a d ,  t h e  s i m u l a t e d  t h r o u g h p u t ,  and  
e f f i c i e n c y ,  remain constant  f o r  t he  l as t  t h r e e  runs implying t h a t  t h e  
a c t i v i t y  on the  bus has s t a b i l i z e d  and l o n g e r  s i m u l a t i o n  r u n s  would 
produce the  same r e s u l t s .  
From many t e s t  s i m u l a t i o n  r u n s  i t  i s  a p p a r e n t  t h a t  t h e  E t h e r n e t  
s imulat ion r equ i r e s  a r e l a t i v e l y  low run-time f o r  most conf igura t ions .  
T h i s  model was des igned  t o  s i m u l a t e  a s  c l o s e l y  a s  p o s s i b l e  t h e  
i d e n t i c a l  a c t i v i t y  of  an  E t h e r n e t  network. The percentage of random 
d a t a  g r e a t l y  a f f e c t s  t h e  a c t i v i t y  on t h e  bus  s i n c e  e a c h  o p e r a t o r  
r e q u e s t  c a u s e s  t h e  main frame t o  s t o p  c u r r e n t  a c t i v i t y  o f  s c r e e n  
r e f r e s h  o p e r a t i o n s  and t a p e  f i l e  dumps and pe r fo rm t h e  r e q u e s t e d  
o p e r a t o r  r e q u e s t .  Of c o u r s e  normal  a c t i v i t y  i s  soon resumed,  bu t  
f r e q u e n t  random r e q u e s t s  r e q u i r e  t h e  m a i n  f r a m e s  t o  d e l a y  
t r a n s m i s s i o n s  so t h a t  c o n s t a n t  c o n t e n t i o n  f o r  t h e  bus  i s  a lmos t  
guaranteed la te r .  This  i n  tu rn  causes an increased c o l l i s i o n  r a t e  and 
thus the  e f f i c i ency  of the  bus i s  lowered due t o  r e - t ry  packets .  
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3.0 WORST CASE ANALYTICAL ANALYSIS 
A w o r s t  c a s e  a n a l y t i c a l  a n a l y s i s  h a s  been  deve loped  f o r  t h e  HOSC 
pe r iphe ra l  processing sys tem.  This  a n a l y s i s  c a l c u l a t e s  t h e  maximum 
expected wai t ing t i m e  f o r  t h e  response t o  a screen change reques t  by a 
s p e c i f i c  v i d e o  t e r m i n a l  o p e r a t o r .  T h i s  w a i t i n g  t i m e  i s  t h e  t ime 
p e r i o d  between t h e  ope ra to r s  screen change request  and t h e  r e c e i p t  of 
t h e  new s c r e e n  d a t a  ( 1 9 2 0  b y t e s  assumed d a t a  r e q u i r e m e n t )  a t  t h e  
opera tors  te rmina l .  
A l i s t  of parameters and symbols (Table 3.0) i s  provided t o  f a c i l i t a t e  
t h e  r e a d i n g .  T a b l e  3.3 provides a summary of t h e  ana lys i s  which was 
conducted f o r  two pro tocols  and s e v e r a l  parameter v a r i a t i o n s .  
The  two p r o t o c o l s  c o n c e r n  t h e  method f o r  t r a n s m i t t i n g  t h e  d a t a  
required f o r  pe r fo rming  s c r e e n  r e f r e s h  u p d a t e  ( a p p r o x i m a t e l y  1 9 2 0  
bytes  per  t e rmina l ) .  The pro tocols  a r e  s t a t e d  a s  follows: 
Pro tocol  1: A l l  sc reen  r e f r e s h  d a t a  u p d a t e s  or t a p e  f i l e  d a t a  
t r a n s f e r s  a r e  t r a n s m i t t e d  t o  h o s t s  i n  l a r g e  
p a c k e t s  and a s  q u i c k l y  a s  p o s s i b l e  w i t h  no  t i m e  
b reaks  i n  t h e  da t a  t ransmissions from host  t o  hos t .  
Pro tocol  2: A l l  s c r e e n  change  d a t a  u p d a t e s  ( r e f r e s h )  or t a p e  
f i l e  d a t a  t r a n s f e r s  a r e  t r a n s m i t t e d  t o  a s i n g l e  
hos t .  An enforced wai t ing per iod i s  then induced on 
t h e  main f rame computer  b e f o r e  t h e  s c r e e n  change 
d a t a  updates or t ape  f i l e  da t a  t r a n s f e r s  are for t h e  
n e x t  h o s t  a r e  t r a n s m i t t e d .  T h i s  w a i t i n g  p e r i o d  
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allows t ransmission o f  any s c r e e n  change r e q u e s t s  
from t h e  h o s t  computers t o  t h e  main frame computers 
i n  a t imely fashion.  
A s  may b e  observed i n  t h e  r e s u l t s  in Table 3.3, p ro toco l  2 provides a 
s h o r t e r  maximum w a i t i n g  t ime  f o r  r e s p o n s e  t o  a s c r e e n  change by a 
t ermina 1 
N =  
W =  
U =  
v =  
x =  
I =  
ET = 
Y -  
B =  
c =  
ope ra to r .  
TABLE 3.0 
PARAMETERS AND ASSOCIATED SYMBOLS 
The number of host  VAX computers. 
The number of by te s  pe r  second f o r  t h e  host  t o  video t e rmina l  
The number of by te s  required f o r  a complete screen change. 
The number of v i d e o ' t e m i n a l s  a t tached t o  a host  VAX. 
The number of  p a c k e t s  s e n t  f o r  a s c r e e n  r e f r e s h  o r  s c reen  
update.  
Screen update r e f r e s h  i n t e r v a l .  
Main frame e n f o r c e d  w a i t i n g  p e r i o d  d u r i n g  s c r e e n  r e f r e s h  
update d a t a  t r a n s f e r s  host-to-host. 
The number of by te s  required t o  request  a screen change. 
Bandwidth of ETHERNET i n  bi$s  pe r  second. 
C o l l i s i o n  percentage of packet t ransmission on ETHERNET. 
I/O. 
MXWT(SCR) = 
MXWT(T-H) * 
PlXWT(H-T) mz 
MXWr(H-MF) 
MXWT(MF-H) = 
Maximum wa i t ing  t i m e  f o r  response t o  a t e rmina l  ope ra to r  
screen change r eques t .  
The maximum w a i t i n g  t ime f o r  a s c r e e n  change r e q u e s t  
message from a terminal  t o  be received by a hos t  VAX. 
The maximum waiting t i m e  for a screen change request data 
packet t o  be received by t h e  terminal  from i t s  hos t .  
The maximum w a i t i n g  t i m e  f o r  a s c r e e n  change  r e q u e s t  
message from a host  t o  be received by a main frame. 
The maximum wait ing time f o r  a screen change request  d a t a  
t ransmissions from a main frame t o  b e  r e c e i v e d  by t h e  
hos t .  
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3.1 Analysis 
Each h o s t  i s  assumed t o  have V video terminals  p e r  host  VAX 111730 o r  
VAX 11/725 u n i t s .  Each video terminal  ope ra to r  i s  assumed t o  r e q u e s t  
a s c r e e n  change w i t h  Poisson d i s t r i b u t i o n  t i n e  i n t e r v a l s  between t h e  
screen change r eques t s .  The average screen change r eques t  i s  assumed 
t o  be a mean of M minutes pe r  r eques t .  
From t h e  m a t e r i a l  i n  S t u c k  a n d  A r t h u r s  t e x t , " A  C o m p u t e r  a n d  
C o m m u n i c a t i o n s  Network Pe r fo rmance  A n a l y s i s  Primer",  Page 428 
[SASS], t h e  a d d i t i o n  o f  i ndependen t  mixed P o i s s o n  s e r v e r s  w i t h  
d i f f e r e n t  r a t e s  ( o r  means) r e s u l t s  i n  a Poisson s e r v e r  with a mean 
equal  t o  t h e  sum of t h e  means. Since each video t e rmina l  o p e r a t o r  i s  
assumed t o  o p e r a t e  h i s  terminal  independently of t h e  o t h e r  ope ra to r s  
i t  then is  f e a s i b l e  t o  e s t i m a t e  t h e  o v e r a l l  s c r e e n  change  r e q u e s t s  
from a s i n g l e  h o s t  w i th  video terminals  as a s i n g l e  composite source 
with Poisson d i s t r i b u t e d  r eques t  i n t e r v a l s  with a mean equa l  t o  
M = M.. 
j 3 1  8 
i=l 
where M is t h e  mean s c r e e n  change r e q u e s t  t i m e  f o r  t h e  j t h  h o s t  
computer (VAX 11/730 o r  VAX 11/725). Assuming t h a t  a l l  ope ra to r s  have 
t h e  same mean r eques t  t i m e ,  t h e  mean of t h e  composite i s  e q u a l  t o  t h e  
ind iv idua l  means sunrmed toge the r .  
j 
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I f  we have N host  computers, t h e n  t h e r e  a r e  e s s e n t i a l l y  N s t a t i o n s  
t h a t  c o u l d  be cont inuously queued t o  t ransmit  a screen change reques t  
packet on t h e  ETHERNET bus a t  some unique time, such as a f t e r  a launch 
a n o m a l y  o c c u r s  and  a l l  o p e r a t o r s  r e q u e s t  some s c r e e n  change  
s imu l taneous l y  . 
3.1.1 Worst Case Analysis  Model 
To conduct a worst case  a n a l y s i s ,  t h e  wai t ing t i m e  a n t i c i p a t e d  f o r  a 
v i d e o  t e r m i n a l  s c r e e n  request  w i l l  be der ived .  This wai t ing t i m e  i s  
composed of fou r  s epa ra t e  e n t i t i e s ,  t h e  wai t ing time ope ra to r  t o  h o s t ,  
t h e  w a i t i n g  t i m e  h o s t  t o  main f rame (PE3254 o r  VAX 11/780), t h e  
wai t ing time from main frame t o  h o s t ,  and t h e  w a i t i n g  t i m e  h o s t  t o  
ope ra to r .  These e n t i t i e s  w i l l  be ca l cu la t ed  ind iv idua l ly .  0 
F i r s t ,  c o n s i d e r  t h e  s c r e e n  change r e q u e s t  d a t a  t r a n s f e r  f rom t h e  
t e r m i n a l  o p e r a t o r  t o  t h e  h o s t  ( e i t h e r  VAX 11/725 o r  VAX 11/730). 
Assuming t h a t  t h e  VAX hos t  has a 1.5 M by te  per  second peak 1 / 0  r a t e  
on t h e  UNIBUS and t h a t  t h i s  t o t a l  bandwidth is not  a v a i l a b l e  f o r  1/0 
t o  t h e  video t e rmina l s ,  it w i l l  be assumed t h a t  t h e  a v e r a g e  1 / 0  r a t e  
i s  50 K b y t e s  p e r  s e c o n d  b o t h  t o  t h e  v i d e o  t e r m i n a l s  and t o  t h e  
ETHERNET d a t a  bu f fe r .  (Note t h e  ETHERNET d a t a  bu f fe r  may be  a v i r t u a l  
b u f f e r ,  i . e . i t  may c o n s i s t  o f  memory i n  t h e  VAX h o s t ,  b u t  i t  is 
necessary f o r  t h e  Ethernet  c o n t r o l l e r  t o  have a dynamic b u f f e r  which 
w i l l  a l l o w  d a t a  p a c k e t s  t o  b e  t r a n s m i t t e d  a t  a 10 Mbit pe r  second 
( 1 . 2 5  Mbyte p e r  s econd)  r a t e  p e r  p a c k e t .  However ,  t h e  o v e r a l l  
mu l t ip l e  packet ra te  may be slowed t o  300 Kbyte pe r  second ra te  due t o  
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UNIBUS a l l o c a t i o n .  I f  t h e  UNIBUS i s  dedicated t o  1/0 f o r  t h e  ETHERNET 
and has DMA, then t h e  f u l l  bandwidth of 1.5 Mbytes pe r  second would be 
a v a i l a b l e  f o r  mul t ip l e  packets 
I f  a l l  V t e rmina l  ope ra to r s  request  a screen change simultaneously and 
a 100 byte  packet i s  required from t h e  screen terminal  t o  t h e  h o s t  t o  
make t h e  r e q u e s t ,  t h e n ,  a s s u m i n g  a 50K b y t e  1/0 r a t e  f o r  t h e  
t e r m i n a l s ,  t h e  l o n g e s t  w a i t i n g  t i m e  f o r  t h e  s c r e e n  r e q u e s t  t o  b e  
r e c e i v e d  by t h e  h o s t  would be i n c u r r e d  i f  t h e  o t h e r  V-1 terminals  
received a screen r e f r e s h  of approximately 2000 by te s  each b e f o r e  t h e  
TAX h o s t  a l l o w e d  t h e  screen change request  t o  be received.  For 2000 
by tes  p e r  change and V = l O  t h i s  would t a k e  
(100+2000)b~ tes  x 9 terminals  = 378 milliseconds. 50 Kbytes per  second 
In g e n e r a l ,  t h e  worst ca se  waiting time f o r  a screen change r eques t  t o  
b e  r e c e i v e d  by t h e  h o s t ,  i f  t h e  host  t o  t e rmina l  I / O  ra te  i s  W b y t e s  
per second, t h e  s c r e e n  changes  and r e f r e s h e s  r e q u i r e  U b y t e s  p e r  
t e rmina l s ,  t h e r e  are Y by tes  p e r  screen change r eques t  and t h e r e  are  V 
t o t a l  t e rmina l s  pe r  h o s t ,  would be: 
Max Waiting Time f o r  Screen Change Request t o  Be Received 
By t h e  Host From a Terminal Operator i s  
Y+U> (V-1) 
W MXWT(T-H) = 
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a t t ached  t o  t h e  h o s t ,  would o c c u r  i f  t h e  h o s t  d e l i v e r e d  t h e  o t h e r  
t e r m i n a l s  a comple t e  screen change f i r s t .  Thus, f o r  10 terminals  pe r  
host  and 2000 by te s  pe r  screen change and a 50 Kbyte 1/0 r a t e  h o s t  t o  
In  g e n e r a l ,  t h e  worst ca se  wai t ing time f o r  a screen change request  t o  
be received by t h e  t e rmina l  from a host  would be 
Max Waiting Time f o r  Screen Change Request Data Packet 
t o  be Received by t h e  Terminal From I t s  Host is: 
The two e n t i t i e s  above are independent of t h e  ETHERNET bus s i n c e  t h e y  
i n v o l v e  o n l y  t h e  h o s t  t o  t e rmina l  communications. A t  t h i s  p o i n t ,  it 
is necessary t o  use  a mathematical model t o  e s t i m a t e  t h e  w o r s t  c a s e  
w a i t i n g  times f o r  hos t - to-main  frame r e q u e s t  and t h e  corresponding 
main frame-to-host response.  Several  p ro toco l s  can be envisioned two 
a r e  discussed i n  t h e  following s e c t i o n s .  
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Before  c o n t i n u i n g  t h e  a n a l y s i s ,  i t  may b e  n e c e s s a r y  t o  r e v i e w .  
B a s i c a l l y ,  t h e  max wai t ing t i m e  i s  composed of fou r  e n t i t i e s  and can 
be w r i t t e n  as 
MXVI'(Screen Change Request) = 
MXWT(T-H) + MWT(H-MF) + MxWT(MF-H) + MXWT(H-T) 
where t h e  f i r s t  and l a s t  terms have been developed i n  a worst ca se  
sense as 
Y+U)(V-l) 
W MXWT(T-H) = ( 
and 
It is  now i n  o rde r  t o  develop an expression f o r  t h e  worst ca se  wai t ing 
t i m e  f o r  t h e  s c r e e n  c h a n g e  r e q u e s t  t o  be t r a n s m i t t e d  from t h e  
terminal 's  host  t o  t h e  main frame. The worst s i t u a t i o n  a r i s e s  i f  t h e  
h o s t  i s  busy  r e c e i v i n g  a s c r e e n  change d a t a  set  o r  a t a p e  f i l e  d a t a  
dump from t h e  main frames. 
S e v e r a l  p o s s i b l e  p r o t o c o l s  may be e s t ab l i shed  f o r  t h i s  main frame t o  
host  d a t a  t r a n s f e r .  Two a r e  considered below. 
3.1.2 Analysis Model Using P ro toco l  1 
Pro toco l  1: A l l  screen r e f r e s h  d a t a  u p d a t e s  o r  t a p e  f i l e  d a t a  
dumps a r e  t r ansmi t t ed  t o  a l l  h o s t s  i n  l a r g e  packets  
with no breaks.  
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Under t h i s  s c e n a r i o  i f  t h e r e  a r e  V t e rmina l s  per  host  and N hos t  VAX 
computers, then t h e  number o f  b y t e s  r e q u i r e d  p e r  h o s t  f o r  a s c r e e n  
change update wou Id be 
SCBPH = Vx1920, 
and t h e  t o t a l  d a t a  t o  be t ransmit ted t o  accomplish a l l  screen change 
d a t a  t r a n s f e r s  from main frame t o  host  i s  
TSCB = N(SCBPH). 
The maximum number of d a t a  by te s  i n  an ETHERNET p a c k e t  i s  1500 b y t e s  
( 1 5 2 7  b y t e  p a c k e t )  and t h e  minimum s i z e  packet is 46 d a t a  by te s  (73  
by te  packe t ) .  
hence, a t  least two medium length packets are required p e r  t e rmina l  i f  
i t  i s  not  d e s i r e d  t o  c o n s t r u c t  d a t a  p a c k e t  c o n t e n t s  w i t h  d a t a  f o r  
s e v e r a l  t e r m i n a l s .  Two p a c k e t s  of l e n g t h  1000 by te s  each could be 
eas i ly  used and i s  assumed. Thus t o  s e r v i c e  a l l  t h e  t e r m i n a l s  a t  one  
h o s t  a t o t a l  of 2V p a c k e t s  o f  1000 b y t e s  e a c h  i s  r e q u i r e d .  F o r  
g e n e r a l i t y ,  l e t  X = t h e  number of packets used t o  t r a n s m i t  an  u p d a t e  
o r  r e f r e s h  t o  a s i n g l e  terminal .  
It t akes  1920 by te s  t o  perform a s i n g l e  s c r e e n  change 
With t h e  p ro toco l  1 as assumed it i s  p o s s i b l e  t h a t  a l l  s c r e e n  change 
d a t a  t r a n s f e r s  c o u l d  o c c u r  b e f o r e  a s p e c i f i c  t e rmina l  screen change 
d a t a  t r a n s f e r  occurs.  Thus, 
MXWr(H-MF) = (XVN) ( 8 ~ 1 0 - ~ )  second pe r  packet 
+ ( X ~ N ( 1 O ; s e c  interframe spacing) 
P ~ X V N  sec.  
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3.1.3 Analysis Model Using Protocol  2 
PROTOCOL 2: A l l  s c r e e n  r e f r e s h  d a t a  u p d a t e s  o r  t a p e  f i l e  d a t a  
t r a n s f e r s  f o r  terminals  on one hos t  a r e  t r a n s m i t t e d  
t o  a s i n g l e  h o s t  a n d  t h e n  a w a i t i n g  p e r i o d  i s  
e n f o r c e d  on t h e  main frame t o  a l l o w  f o r  s c r e e n  
change r eques t s  o r  o t h e r  messages t o  be t r ansmi t t ed .  
Af t e r  t h e  waiting period a l l  terminal  screen r e f r e s h  
d a t a  u p d a t e s  o r  t a p e  f i l e  d a t a  t r a n s f e r s  f o r  a 
second host  are t ransmit ted e t c .  
With t h i s  p r o t o c o l ,  i t  is obvious t h a t  t h e  maximum waiting t i m e  would 
be t h e  t i m e  required t o  send updates t o  a s i n g l e  h o s t .  The w a i t i n g  
t i m e  f o r  t r a n s m i t t i n g  s c r e e n  u p d a t e s  t o  a h o s t  would b e  X V  i f  X 
packets  are used pe r  terminal  f o r  screen r e f r e s h .  A l o g i c a l  e n f o r c e d  
main frame w a i t i n g  t i m e  (ET)  would b e  p r o p o r t i o n a l  t o  t h e  s c r e e n  
update r e f r e s h  i n t e r v a l  ( I )  d e s i r e d  p e r  t e r m i n a l  and t h e  number o f  
h o s t s  (N). This would be 
ET = I/N. 
Thus,  t h e  maximum wa i t ing  t i m e  under p ro toco l  2 f o r  sending a sc reen  
change r eques t  from t h e  host  t o  t h e  main frame would be 
MAXWT(H-MF) = 8 XV seconds. 
3.2 Analysis Resu l t s  
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L a s t  i n  t h e  computa t ion  i s  t h e  a n t i c i p a t e d  maximum wait ing t i m e  f o r  
t h e  main frame-to-host s c r e e n  change r e q u e s t  d a t a  p a c k e t  t r a n s f e r .  
Based on t h e  p ro toco l s  mentioned above t h i s  would be: 
P ro toco l  1: MAXWr(MF-H) = 8XVN 10-4+2 8 = (XVN+2) 8 
Protocol  2: MAXWT(MF-H) = X V  8 10-4+2 8 = (XV+2)8 
Table 3.1 summarizes t h e  worst ca se  waiting t i m e  f o r  a terminal  screen 
change r e q u e s t  under p ro toco l  1 or pro toco l  2. Table 3.2 con ta ins  t h e  
maximum waiting t i m e s  f o r  a s c r e e n  change r e q u e s t  r e s p o n s e  i f  a l l  
t e r m i n a l  o p e r a t o r s  make a request  simultaneously.  I t  i s  assumed t h a t  
a l l  r e q u e s t s  a r e  made f i r s t  b u t  t h a t  s c r e e n  u p d a t e  r e f r e s h  d a t a  
t r a n s f e r s  a r e  no t  performed bu t  r a t h e r  t h a t  t h e  screen change r eques t s  
a r e  immediately f u l f i l l e d  with t h e  request ing ope ra to r  being s e r v i c e d  
l a s t .  
To f u l l y  e s t ima te  t h e  maximum waiting time f o r  a screen change request  
t o  be implemented, it is i n  order  t o  a l low f o r  c o l l i s i o n s  on t h e  d a t a  
t r a n s f e r s  over the  ETHERNET. Tab le  3.3 summarizes t h e  maximum w o r s t  
c a se  wai t ing time f o r  va r ious  c o l l i s i o n  percentages and two values  f o r  
t h e  number of video t e rmina l s ,  200 and 400. 
I t  may b e  o b s e r v e d  f r o m  t h e  d a t a  i n  T a b l e  3 .3  t h a t  t h e  b e s t  
performance i s  o b t a i n e d  w i t h  p r o t o c o l  two,  t h a t  i s ,  w i t h  a s c r e e n  
u p d a t e  r e f r e s h  d a t a  t r a n s f e r  or t a p e  f i l e  d a t a  dump p ro toco l  t h a t  
e n f o r c e s  a w a i t i n g  t i m e  on t h e  main frame compute r s  be tween d a t a  
t r a n s f e r s  t o  ind iv idua l  terminal  host  computers. Even f o r  p ro toco l  1 
t h e  maximum wait ing time (2.373 sec.)  i s  not a burden. 
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4.0 SIMULATION RUN RESULTS 
I n  t h i s  s e c t i o n ,  t h e  f o c u s  w i l l  b e  t h e  on i n t e r p r e t a t i o n  o f  t h e  
r e s u l t s  produced  by t h e  E t h e r n e t  s i m u l a t i o n  model. This  d i scuss ion  
w i l l  include an a n a l y s i s  o f  a s p e c i f i c  r u n  t o  e x p l a i n  pe r fo rmance  
p a r a m e t e r s  and t h e  e f f e c t  o f  v a r y i n g  u s e r  i n p u t s ,  a conf igura t ion  
summary of t e n  runs with an i n t u i t i v e  prel iminary a n a l y s i s  t o  p r e d i c t  
r e s u l t s ,  a comparison of t e n  s imulat ion runs t o  demonstrate t h e  sys t em 
response i n  var ious  conf igura t ions ,  and a summary of  t h e  conf igura t ion  
l i m i t a t i o n s  encountered when using an Ethernet  Local Area Network. 
4.1 Analysis  of A Simulation Run. 
A t y p i c a l  conf igura t ion  f o r  an Ethernet  s i m l a t i o n  run  i s  displayed i n  
Figure 1.1. The r e s u l t s  of t h i s  run a r e  shown i n  Appendix 11, Run 9 
(page  164)  and w i l l  be discussed throughly.  The output  r epor t  of each 
run i s  divided i n t o  5 sec t ions :  
1) Overa l l  System Parameters 
2) Spec i f i ca t ion  of Main Frame Parameters 
3) Spec i f i ca t ion  of Host Computer Parameters 
4) Summary Table of Main Frame and Host A c t i v i t y  on t h e  Bus 
5 )  Overa l l  System Performance Resul t s .  
The f i r s t  t h r e e  s e c t i o n s  d i sp lay  t h e  operands en tered  by t h e  u s e r .  The 
o v e r a l l  system parameters l i s t s  t h e  Ethernet  bus 1/0 ra te ,  t h e  number 
of main frames a t t ached ,  t h e  number of h o s t  computers  a t t a c h e d ,  t h e  
number of  seconds between screen  r e f r e s h e s  f o r  any h o s t ,  t h e  number of  
seconds between t ape  f i l e  dumps, and t h e  a v e r a g e  number o f  s e c o n d s  
which w i l l  pass  between ope ra to r  r eques t s  from a te rmina l .  
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The information as en tered  by t h e  u s e r  i s  output  f o r  e a c h  main f rame 
a t t a c h e d  t o  t h e  b u s .  The p a r a m e t e r s  i n c l u d e  t h e  1 / 0  r a t e s ,  t h e  
d i s t ance  of  t h e  device  from a re ference  p o i n t ,  t h e  number o f  p a c k e t s  
t o  b e  s e n t  t o  a t e r m i n a l  and t h e  number o f  b i t s  p e r  p a c k e t  f o r  a 
screen  r e f r e s h  opera t ion  and f o r  a tape  f i l e  dump. S imi l a r ly ,  t h e  use r  
i n p u t s  f o r  e a c h  h o s t  are output .  These parameters include t h e  number 
of te rmina ls  per  h o s t ,  t h e  1/0 ra te ,  t h e  number of  b i t s  p e r  p a c k e t ,  
and t h e  d i s t a n c e  o f  t h e  d e v i c e  from a re ference  po in t .  I n  add i t ion ,  
t h e  s l o t  time i s  displayed f o r  both main frames and hos t s .  This  i s  t h e  
t i m e  r e q u i r e d  f o r  one p a c k e t  t o  b e  t r a n s m i t t e d  on t h e  b u s  and is  
ca l cu la t ed  by t h e  b i t s  per  p a c k e t  d i v i d e d  by  t h e  E t h e r n e t  b u s  d a t a  
ra te .  
0 Within t h e  r e p o r t  generated by t h e  s imulat ion program, a t a b l e  (page  
169)  i s  p r o v i d e d  which d i sp lays  t h e  a c t i v i t y  of each device  a t tached  
t o  t h e  Ethernet  bus.  The f a r  l e f t  column l a b e l e d  SOURCE d e f i n e s  t h e  
d e v i c e  unde r  o b s e r v a t i o n .  The main frames are l i s t e d  f i r s t  with t h e  
main frame number f o l l o w e d  by  t h e  operation it performed. In this 
c a s e ,  t h e r e  were two main frames, each having a r e f r e s h  opera t ion  ( 1 )  
and a t a p e  f i l e  dump o p e r a t i o n  ( 2 ) .  Thus ,  t h e  2 , 2  r e p r e s e n t s  t h e  
second main f rame e n t e r e d  by t h e  o p e r a t o r  and t h e  t a p e  f i l e  dump 
opera t ion .  Following t h e  main frame information,  t h e  h o s t  p a r a m e t e r s  
are output .  
For each device  a t t a c h e d  t o  t h e  b u s ,  s e v e r a l  i m p o r t a n t  v a l u e s  a r e  
t a l l i e d  i n  o r d e r  t o  observe t h e  Ethernet  bus a c t i v i t y .  The WAIT TIME 
DEFER column s p e c i f i e s  t h e  t o t a l  amount o f  t i m e  t h e  d e v i c e  had a 
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p a c k e t  t o  t ransmit  but had t o  wait u n t i l  t h e  bus was f r e e .  S i m i l a r l y ,  
t h e  WAIT TIME COLLISION column reco rds  t h e  t o t a l  amount o f  t i m e  t h e  
d e v i c e  was i n v o l v e d  i n  a c o l l i s i o n .  T h i s  t o t a l  i n c l u d e s  t h e  t i m e  
during packet t ransmission as t h e  c o l l i s i o n  o c c u r r e d ,  t h e  t i m e  s p e n t  
s e n d i n g  t h e  j a m  sequence upon d e t e c t i n g  a c o l l i s i o n ,  and t h e  t i m e  t h e  
d e v i c e  was r e q u i r e d  t o  w a i t  u n t i l  i t  c o u l d  r e t r y  t h e  p a c k e t .  The 
d e v i c e s  which t r a n s m i t  most f r equen t ly  w i l l  a l s o  be t h e  dev ices  most 
l i k e l y  t o  have a high wai t  time due t o  c o l l i s i o n s .  I n  t h i s  c a s e ,  t h e  
two main f r a m e s  t r a n s m i t  o f t e n ,  and main frame 1 e x p e r i e n c e d  t h e  
g r e a t e s t  waiting time of 1.2 seconds. 
The DEFER COUNT and COLL COUNT columns t o t a l ,  r e s p e c t i v e l y ,  t h e  number 
of times t h a t  a device had t o  w a i t  t o  t ransmit  and t h e  number of times 
i t  was i n v o l v e d  i n  a c o l l i s i o n .  Fo r  e a c h  c o l l i s i o n ,  t h e  packets  of 
information must be r e t r ansmi t t ed  la te r .  The t o t a l  number o f  p a c k e t s ,  
t h e n ,  i s  t h e  t o t a l  number o f  p a c k e t s  t r a n s m i t t e d  s u c c e s s f u l l y ,  The 
number of packets  t h a t  t h e  device t r a n s m i t t e d  w i t h i n  t h e  s i m u l a t i o n  
t i m e  f rame i s  i n  t h e  PKTS TX column. The number o f  packets  t h a t  a 
device received is  a l s o  t a l l i e d  i n  t h e  PKTS RX s e c t i o n .  The M I N I M U M  
PKT WAIT TIME g i v e s  t h e  minimum amount of t i m e  t h a t  any packet had t o  
w a i t  be fo re  t ransmission could begin,  while t h e  MAXIMUM PKT WAIT TIME 
d i s p l a y s  t h e  l o n g e s t  t i m e  any  packet had t o  w a i t  t o  access  t h e  bus ,  
e i t h e r  because of a d e f e r  c o n d i t i o n  o r  b e c a u s e  t h e  p a c k e t  c o l l i d e d  
w i t h  a n o t h e r  t r a n s m i s s i o n  o n  t h e  b u s  a n d  h a d  t o  w a i t  b e f o r e  
r e t r a n s m i t t i n g .  F i n a l l y ,  t h e  MAX WAIT RECEIVER i n d i c a t e s  t h e  r ece iv ing  
d e v i c e  number when t h e  maximum packet wai t ing t i m e  occurred. The main 
frames i n  t h i s  case a r e  t h e  devices  g r e a t e r  than t h e  number o f  h o s t s .  
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With 20 hos t s  a t t ached ,  main frame number 1 is shown i n  t h i s  column as 
21, e t c .  T h i s  t a b l e  d i s p l a y s  t h e  d e v i c e  a c t i v i t y  n e c e s s a r y  f o r  
analyzing t h e  a c t i v i t y  on t h e  Ethernet  cab le .  
The o v e r a l l  results of  t h e  s imula t ion  are then g i v e n  ( b o t t o m  of page  
1 6 9 ) .  The s i m u l a t i o n  run  t i m e  i s  d i s p l a y e d  f i r s t .  Then t h e  t o t a l  
number of c o l l i s i o n s  which occurred on the  bus and t h e  t o t a l  number of 
p a c k e t s  which were t r a n s m i t t e d  s u c c e s s f u l l y  a r e  l i s t e d .  The TOT 
BUSBUSY f i g u r e  i s  . the  t o t a l  t i m e  t h e  bus  w a s  a c t i v e ,  i n c l u d i n g ,  
t h e  t i m e  u sed  t r a n s m i t t i n g  s u c c e s s f u l  packets ,  t h e  t i m e  used on t h e  
bus during c o l l i s i o n s ,  and t h e  minimum required dead t ime of 9.6 micro 
s e c o n d s  on t h e  b u s .  The TOT USAGE TIME i s  t h e  t o t a l  t i m e  s p e n t  
t r ansmi t t i ng  packets  of  information on t h e  bus without c o l l i s i o n s .  The 
TOT IDLE t i m e  i s  t h e  amount of t i m e  t h e  bus was unused o r  i d l e .  Then 
the  busbusy time + t h e  i d l e  time = t he  s imulat ion time of t h e  bus. The 
a v e r a g e  v a l u e s  a r e  t h e  t o t a l s  divided by t h e  t o t a l  number of packets  
t ransmi t ted  . 
The simulated throughput i s  ca l cu la t ed  using va lues  t o t a l e d  wi th in  t h e  
program. This  va lue  i s  ca l cu la t ed  by d iv id ing  t h e  a v e r a g e  u s a g e  t i m e  
by  t h e  sum o f  t h e  a v e r a g e  busbusy t i m e  and t h e  average i d l e  t i m e  t o  
g i v e  t h e  success fu l  u t i l i z a t i o n  o f  t h e  bus .  T h i s  v a l u e  may a l s o  b e  
ca l cu la t ed  by tak ing  t h e  t o t a l  number of b i t s  success fu l ly  t r ansmi t t ed  
and d iv id ing  it by t h e  E t h e r n e t  b u s  r a t e  t imes t h e  s i m u l a t i o n  r u n  
t i m e .  T h u s ,  t h e  u s a g e  t i m e  i s  s i m p l y  t h e  number o f  s u c c e s s f u l l y  
t ransmi t ted  b i t s  divided by t h e  Ethernet  bus ra te  ( o r  t h e  sum o f  t h e  
s l o t  t i m e s  f o r  a l l  p a c k e t s  t r a n s m i t t e d  s u c c e s s f u l l y ) :  For t h i s  
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example, t h e  t o t a l  number of packets  t r a n s m i t t e d  by t h e  main f r ames  
was 5 1 1 8  a t  7 6 8 0  b i t s  e a c h ,  a n d  t h e  t o t a l  number  o f  p a c k e t s  
t r a n s m i t t e d  by t h e  h o s t s  was 250 a t  1 0 2 4  b i t s  e a c h .  T h e n ,  t h e  
0 
15118*7680 +250*1024) = .791245. This i s  t h e  same t h r o u g h p u t  = 10E6 * 5 
t h r o u g h p u t  c a l c u l a t e d  from v a l u e s  t a l l i e d  b y  t h e  p r o g r a m .  T h e  
aggregrate  o f f e red  load is  t h e  t o t a l  amount of d a t a  o f f e red  t o  t h e  bus 
t o  be t r ansmi t t ed .  This includes jam b i t s  t ransmit ted and t h e  p a c k e t s  
i n v o l v e d  i n  c o l l i s i o n s .  The o f f e r e d  l o a d  then may be c a l c u l a t e d  by 
summing t h e  number of b i t s  o f f e r e d  t o  t h e  b u s .  I n  t h i s  ca se ,  t h e r e  
were 5118*7680 + 250*1024 + 1568*6500 (estimated s i n c e  some packets  
w e r e  7 6 8 0  b i t s  a n d  some w e r e  1 0 2 4  b i t s )  = 4 9 , 7 5 4 , 2 4 0  b i t s .  
The o f f e r e d  l o a d  i s  a p p r o x i m a t e l y  4 9 , 7 5 4 , 2 4 0  / ( 5  * lOE6) = .9951 
which i s  v e r y  c l o s e  t o  a c t u a l  c a l c u l a t e d  v a l u e  o f  . 9 9 6 4 .  T h e  
t h e o r e t i c a l  t h r o u g h p u t  i s  c a l c u l a t e d  u s i n g  t h e  f o r m u l a  shown i n  a 
s e c t i o n  2.0. It d i s p l a y s  t h e  t h e o r e t i c a l  v a l u e  f o r  a CSMA p r o t o c o l .  
T h e  e f f i c i e n c y  o f  t h e  ne twork  i n  t h e  c o n f i g u r a t i o n  s p e c i f i e d  i s  
c a l c u l a t e d  by d iv id ing  t h e  simulated throughput by t h e  o f f e r e d  l o a d .  
This value s p e c i f i e s  how e f f i c i e n t  the network w i l l  be a t  transmitting 
t h e  i n f o r m a t i o n  a c r o s s  t h e  b u s ,  f o r  example,  79% o f  t h e  t i m e  t h e  
p a c k e t  o f f e r e d  t o  t h e  b u s  w i l l  b e  t r a n s m i t t e d  w i t h  n o  c o l l i s i o n  
occurr ing.  Another way t o  e s t i m a t e  e f f i c i e n c y  i s  t o  c a l c u l a t e  t h i s  
p e r c e n t a g e  based  on t h e  a c t u a l  number of packets  t r ansmi t t ed  and t h e  
number involved i n  c o l l i s i o n s .  I n  t h i s  c a s e  t h e r e  were 5368 p a c k e t s  
t r a n s m i t t e d  s u c c e s s f u l l y  a n d  1 5 6 8  c o l l i s i o n s .  T h e r e f o r e ,  t h e  
= .77393, and 22.6% of  t h e  t i m e  a 5368 5368 + 1568 e f f i c i e n c y  is about 
packet w i l l  c o l l i d e  with another  packet.  
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A summary of t h e  input and o u t p u t  i n f o r m a t i o n  may b e  i n c l u d e d  i n  a 
s p e c i a l  r e p o r t  i f  t h e  u s e r  c h o o s e s  t h i s  o p t i o n .  I n  t h i s  way t h e  
information from s e v e r a l  runs may be examined from summary c h a r t s .  Not 
a l l  o f  t h e  c h a r t s  a r e  i n c l u s i v e ,  and t h e  r e p o r t  f o r  each run must be 
examined f o r  v a r i a b l e  d a t a  such as h o s t  1 / 0  r a t e s  and p a c k e t  s i z e s .  
However ,  t h e  summary c h a r t s  a r e  v e r y  h e l p f u l  when comparing t h e  
r e s u l t s  of s e v e r a l  s imulat ion runs.  (See Sect ion 4.3.) 
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Using t h e  r e s u l t s  p r e s e n t e d  i n  t h e  summary c h a r t s ,  t h e  worst ca se  
amount of t i m e  any ope ra to r  must w a i t  f o r  a s c r e e n  u p d a t e  due t o  an  
o p e r a t o r  r e q u e s t  w i l l  b e  c a l c u l a t e d  i n  s e v e r a l  ways. The s imula t ion  
program may be used t o  d e r i v e  t h e  host  t o  main frame t i m e  and t h e  main 
frame t o  h o s t  t i m e .  The h o s t  t o  terminal  and t e rmina l  t o  hos t  times 
may be computed by hand. The sum of these  values  w i l l  g i v e  t h e  t o t a l  
o p e r a t o r  worst  ca se  wai t ing time t o  r ece ive  a s c reen  update.  Overa l l ,  
t h e  maximum packet w a i t  t ime was .051 s e c o n d s .  The o p e r a t o r  s e n t  2 
p a c k e t s  - one t o  e a c h  main frame.  Each main frame t h e n  s e n t  t h e  
terminal 4 packets .  I f  we assume i n  t h e  w o r s t  c a s e  t h a t  e a c h  p a c k e t  
was d e l a y e d  .051 s e c o n d s ,  t h e n  t h e  t o t a l  time f o r  a n  o p e r a t o r  t o  
r e c e i v e  t h e  sc reen  update is c a l c u l a t e d  as follows: 
No. p a c k e t s  * [Max P k t  Wait + Bus S l o t  + ( B u f f e r  F i l l  T i m e  - Bus 
S l o t ) ]  o r  (No. packets)  * [Max Pkt Wait + Buffer F i l l  T ime] .  
I n  t h i s  c a s e ,  t h e  number of packets  a t  1024 b i t s  i s  2 and t h e  number 
o f  7 6 8 0  b i t  p a c k e t s  is 8 .  T h e n  t h e  t o t a l  w a i t  t i m e  i s :  
2*[ .051+1024/2.436] + 8*[ .051+7680/1036] = .516997 seconds. Note t h a t  
t h e  .051 second wait t i m e  i s  t h e  abso lu te  worst case of any p a c k e t  on 
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t h e  bus  d u r i n g  t h e  5 second i n t e r v a l .  The value i s  very high ( i n  an 
e l e c t r i c a l  s ense ,  no t  i n  a n  o p e r a t o r  s e n s e )  s i n c e  t h e  b u s  i s  f u l l y  
loaded. The same packet may c o l l i d e  s e v e r a l  times, causing a very high 
maximum packet waiting time. Each packe t  w i l l  n o t  have t o  w a i t  .051 
s e c o n d s ,  b u t  is included he re  a s  an abso lu te  worst ca se  estimate. I f  
t h e  minimum packe t  w a i t  t i m e  and t h e  maximum p a c k e t  w a i t  t i m e  a r e  
a v e r a g e d ,  then t h e  average packet wait time i s  (7.6E-8 + 5.1E-2 ) / 2  = 
.0255 seconds. Then t h e  t o t a l  r e f r e s h  wait  t i m e  based on averaging t h e  
maximum and minimum packet wait times i s  .26199 seconds. This  i s  s t i l l  
a very long w a i t  t i m e  ( aga in ,  e l e c t r o n i c a l l y  b u t  n o t  i n  a n  o p e r a t o r  
s e n s e )  f o r  t h e  o p e r a t o r  t o  wa i t  f o r  a screen r e f r e s h  and a c t u a l l y  a 
poor e s t ima te  of t h e  amount of wait  time. 
The r e f r e s h  t i m e  w i l l  now be ca l cu la t ed  i n  a more accu ra t e  manner by 0 
examining t h e  dev ice  t o t a l  w a i t  times f o r  screen r e f r e s h e s .  The c h a r t  
showing t h e  device a c t i v i t y  €or  t h i s  run i n d i c a t e s  t h a t  main frame one 
spent  1.447 seconds wai t ing t o  access  t h e  bus  i n  5 s e c o n d s  f o r  2220 
p a c k e t s  which means t h a t  t h e  average packet w a i t  t i m e  i s  1.447/2220 = 
.0006519 seconds. Main frame two spent  1.0797 seconds i n  5 seconds f o r  
2 2 9 8  p a c k e t s .  T h e  a v e r a g e  p a c k e t  w a i t  t i m e  f o r  t h i s  d e v i c e  was 
1.0797/2298 = .0004698 seconds. Host 17 spent  t h e  most t i m e  wai t ing t o  
a c c e s s  t h e  b u s  w i t h  a t i m e  o f  .38552 seconds  w i t h  1 2  packets .  The 
r e f r e s h  required [ 2*( 10241 2.4E6+ .03 274) + 4*( 7680/ 10E6+ .0006519> + 
4*(7680/lOE6+.0004698)] = .07696 s e c o n d s .  O b v i o u s l y ,  i f  a s c r e e n  
r e f r e s h  took t h i s  long then only 65 r e f r e s h e s  would be accomplished i n  
5 s e c o n d s .  But, 5368 packets  were t r ansmi t t ed  on t h e  bus and 600 were 
f o r  t a p e  f i l e  dumps, leaving 4768 p a c k e t s  f o r  o p e r a t o r  r e q u e s t s  and 
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s c r e e n  r e f r e s h e s .  I f  i t  t a k e s  1 0  p a c k e t s  t o  f u l f i l l  a n  o p e r a t o r  
r e q u e s t ,  then about 400 r eques t s  a t  63,488 b i t s  e a c h  c o u l d  b e  f i l l e d  
i n  5 seconds. 
The c o l l i s i o n  ra te  was previously c a l c u l a t e d  a t  22.6%. I f  t h i s  v a l u e  
i s  used i n s t e a d  and doubled, then we may compute t h e  t o t a l  wait t i m e  
as 1.452 * [ 2  * 1024/2.436 + 8 * 7680/10361 = .01016 s e c o n d s .  Thus ,  
t h e  new es t imate  i s  a much more r e a l i s t i c  r ep resen ta t ion  of t h e  bus 
a c t i v i t y  and t h e  amount of t i m e  a screen r e f r e s h  w i l l  a c t u a l l y  take.  
(400 r e q u e s t s  a t  ,01016 seconds each is about 4.064 seconds while 75 
tape f i l e  dumps r e q u i r e  1.452 * ( 8  * 7680/1036) * 75 - .669 seconds.) 
T h e  t e r m i n a l  t o  h o s t  t r a n s m i s s i o n  r e q u i r e d  1 t r a n s m i s s i o n  o f  
approximately 64 by te s  a t  50 Kbytes/second, and t h e  h o s t  t o  t e r m i n a l  
u p d a t e  r e q u i r e d  a p p r o x i m a t e l y  80x24 bytes  t o  f i l l  t h e  terminal .  The 
t o t a l  t ime  f o r  h o s t  t o  t e r m i n a l  1 / 0  i s  assumed t o  b e  39 .68  m i l l i  
s e c o n d s .  The o p e r a t o r  c a n  e x p e c t  t o  w a i t  .01016 + .03968 = .04984 
seconds f o r  an ope ra to r  requested screen r e f r e s h .  I f  each h o s t  h a s  10 
t e r m i n a l s ,  then 10 * .04984 = .4984 seconds are r equ i r ed  i n  t h e  worst 
c a s e  f o r  e a c h  t e r m i n a l  t o  b e  u p d a t e d .  H o w e v e r ,  t h e  amoun t  o f  
i n f o r m a t i o n  s e n t  f o r  e a c h  t e r m i n a l  i s  v e r y  high: 8 packets  a t  7680 
b i t s  each (61,440 b i t s  of d a t a ) .  This  i e  a n  e x t r e m e  e x a g g e r a t i o n  o f  
t h e  number o f  b i t s  which would r e a l i s t i c a l l y  be s e n t  s i n c e  only 1920 
by te s  o r  15,360 b i t s  are needed f o r  a t e rmina l  update. 
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The o b j e c t i v e  o f  t h i s  s imulat ion run was t o  s a t u r a t e  t h e  bus causing 
t h e  g r e a t e s t  number of c o l l i s i o n s  and t h u s  t h e  maximum w a i t i n g  t i m e  
f o r  any packet t o  be t r ansmi t t ed  on t h e  bus. 
4.2 Simulation Runs - Configuration and Expected Resul ts .  
Many s i m u l a t i o n  r u n s  h a v e  b e e n  per formed t o  d a t e .  The summary 
information of t e n  runs are  i n c l u d e d  i n  Appendix 11, page 1 7 6 .  The 
b a s i c  c o n f i g u r a t i o n  c o n s i s t s  of 2 main frames each a t  10 Mbps and 20 
h o s t s  a t  2.4 Mbps with 10 t e r m i n a l s  e a c h .  F o r  s c r e e n  r e f r e s h e s  and 
t ape  f i l e  dumps, t h e  packet s i z e  was 7680 b i t s .  For ope ra to r  r e q u e s t s ,  
t h e  packet s i z e  was 1024 b i t s .  The va r i ed  parameters  were t h e  number 
o f  p a c k e t s  which were s e n t  f o r  screen r e f r e s h e s  and t ape  f i l e  dumps. 
Other va r i ed  parameters were t h e  average time between t ape  f i l e  dumps 
and be tween o p e r a t o r  r eques t s .  Using t h i s  conf igu ra t ion  as t h e  b a s i c  
s cena r io  f o r  obse rva t ions ,  t h e  bus performance c a n  b e  a n a l y z e d  u s i n g  
t h i s  s imulat ion program. 
I n t u i t i v e l y ,  a s  t h e  amount o f  i n f o r m a t i o n  p u s h e d  o n t o  t h e  b u s  
i n c r e a s e s ,  t h e r e  w i l l  be a g r e a t e r  p r o b a b i l i t y  of c o l l i s i o n s  between 
packets  s i n c e  many devices  w i l l  begin t r y i n g  t o  access t h e  b u s  a t  t h e  
same t i m e  and more f r e q u e n t l y .  I n d e e d ,  a s  t h e  number of packets  of 
i n f o r m a t i o n  s e n t  on t h e  b u s  i n c r e a s e d ,  t h e  b u s  became much m o r e  
h e a v i l y  loaded and many more c o l l i s i o n s  d id  occur.  A s  t h e  number of 
c o l l i s i o n s  became l a r g e r  and l a r g e r ,  t h e  bus became heav i ly  s a t u r a t e d .  
More p a c k e t s  were o f f e r e d  b u t  fewer escaped a c o l l i s i o n .  The system 
then remained occupied i n  an attempt t o  c l e a r  t h e  backlog o f  p a c k e t s .  
The e f f i c i e n c y  of t h e  sys t em w i l l  decrease as packets a r e  o f f e r e d  and 
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t h e  heav i ly  loaded system w i l l  not  be a b l e  t o  t ransmit  t h e  information 
b e c a u s e  o f  t h e  l o a d  c r e a t e d  by many c o l l i s i o n s  t h a t  cause repeated 
packet t ransmission.  
M e t c a l f e  and Boggs [MB76] of Xerox Palo Alto Research Center used an 
experimental  E t h e r n e t  s y s t e m  t o  a n a l y z e  pe r fo rmance .  T h e i r  s y s t e m  
w a s  c o n s i s t e n t l y  95% p l u s  e f f i c i e n t  when packet s i z e s  were above 4000 
b i t s .  They conclude, ‘For packets w i th  a s i z e  a p p r o a c h i n g  t h a t  o f  a 
s l o t ,  Ethernet  e f f i c i e n c y  approaches l / e ,  t h e  asymptotic e f f i c i e n c y  of 
a s l o t t e d  Aloha network’. The s l o t  is d e f i n e d  h e r e  as  ’ the  maximum 
t i m e  be tween s t a r t i n g  a t r a n s m i s s i o n  and d e t e c t i n g  a c o l l i s i o n ,  one 
end-to-end round t r i p  delay’ .  S i n c e  t h i s  d e l a y  t i m e  i s  5 1 . 2  m i c r o  
seconds, then t h e  sma l l e s t  packet s i z e s  (around 576 b i t s )  w i l l  produce 
t h e  least  e f f i c i e n t  network. The 10 Mbus E t h e r n e t  bus  would have a n  
e f f e c t i v e  d a t a  r a t e  of only 3.68 Mbps a s  packet s i z e s  became small and 
t h e  number of s t a t i o n s  became l a rge .  
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4.3 Comparison of Resu l t s  when Parameters Vary. 
In a d d i t i o n  t o  ob ta in ing  d e t a i l e d  r e s u l t s  from each run ,  t h e  o p e r a t o r  
may c h o o s e  t o  have  t h e  s i m u l a t i o n  i n f o r m a t i o n  inc luded  i n  summary 
t a b l e s  con ta in ing  i n f o r m a t i o n  from p r e v i o u s  r u n s .  T h i s  p r o v i d e s  a 
c o n c i s e  summary o f  each s imulat ion and allows easy comparison of t h e  
r e s u l t s  obtained from e a c h  r u n .  In t h i s  manner ,  t h e  s y s t e m  may b e  
r e a d i l y  analyzed t o  determine t h e  most acceptable  conf igu ra t ion  f o r  an 
a p p l i c a t i o n .  
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The r e s u l t s  o f  t h e  t e n  s i m u l a t i o n  runs a r e  included i n  Appendix 11. 
The o f fe red  Load was increased from 21% t o  110% by varying t h e  number 
o f  p a c k e t s  t r a n s m i t t e d  on t h e  bus during r e f r e s h  and t a p e  f i l e  dump 
operat ions.  The frequency of random o p e r a t o r  r e q u e s t s  and t a p e  f i l e  
dumps were increased t o  achieve t h e  loading of t h e  t e n  runs shown. For 
t h i s  c a s e  t h e  t h r o u g h p u t  i n c r e a s e d  from 18% t o  85%, and t h e  b u s  
e f f i c i e n c y  dropped from 87% t o  78%. The throughput rates were achieved 
i n  t h e  5 second i n t e r v a l  as packet t ransmission r o s e  from 1217 t o  5368 
a t  about 7000 b i t s  pe r  packet.  The r e s u l t s  of t hese  runs  are displayed 
i n  Figure 2.1 which shows t h e  throughput ra te  versus  t h e  o f f e r e d  load. 
Even  a h e a v i l y  loaded  E t h e r n e t  pe r fo rms  w e l l  due t o  e x p o n e n t i a l  
backoff and c o l l i s i o n  d e t e c t i o n  f e a t u r e s .  
The s i m u l a t i o n  o f  Appendix 11, Run 11 shows t h e  performance r e s u l t s  
when many s t a t i o n s  a t t ached  t o  t h e  b u s  t r a n s m i t  randomly .  T h i s  r u n  
conf igu ra t ion  had 20 hos t s  with 15 terminals  each. Each main frame was 
set  t o  respond t o  an  o p e r a t o r  r e q u e s t  w i t h  one p a c k e t .  The random 
o p e r a t o r  r e q u e s t s  occurred f r equen t ly  --on t h e  average, t h e  r eques t s  
came from each t e rmina l  w i th in  a one second time frame. This produced  
a 100% o f f e r e d  load,  but  t h e  throughput was only 54%. The decrease i n  
e f f i c i e n c y  can be a t t r i b u t e d  t o  s e v e r a l  f a c t o r s :  t h e  random gene ra t ion  
o f  p a c k e t s  o f f e r e d  t o  t h e  b u s ,  t h e  i n c r e a s e  i n  t h e  number of small 
packets  t r ansmi t t ed  (1024 b i t s  from a t e r m i n a l  t o  e a c h  main f r ame)  , 
and t h e  number o f  t e r m i n a l s  gene ra t ing  t h e  random reques t s  increased 
(300 t e r m i n a l s ) .  The c o l l i s i o n  r a t e  was e x t r e m e l y  h i g h  s i n c e  many 
p a c k e t s  were o f f e r e d  s i m u l t a n e o u s l y .  Therefore ,  during t h e  5 second 
i n t e r v a l ,  about h a l f  of t h e  time (2.7 seconds) was spent  t r a n s m i t t i n g  
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p a c k e t s  w i t h  no c o l l i s i o n s .  The e f f i c i e n c y  of t h e  system decreased as 
t h e  number of c o l l i s i o n s  i n c r e a s e d .  The e f f e c t i v e  d a t a  r a t e  was 
lowered from 10 Mbps t o  5.4 Mbps. 
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4.4 Limitat ions on Configuration. 
Ethernet  s p e c i f i c a t i o n s  l i m i t  t h e  cab le  length t o  2.5 kilometers .  This  
a l lows a maximum of 1024 s t a t i o n s  c o n n e c t e d  2 . 5  m e t e r s  a p a r t .  The 
s i m u l a t i o n  d o e s  n o t  h a n d l e  t h i s  number o f  s t a t i o n s .  The l i m i t i n g  
f a c t o r s  are t h e  computer memory and t h e  amount of t i m e  required t o  run 
a s i m u l a t i o n  of t h i s  magnitude. For t h e  allowable number of s t a t i o n s ,  
see s e c t i o n  2.2.  Another s p e c i f i c a t i o n  of Ethernet  i s  packet s i z e .  The 
maximum allowed s i z e  i s  1526 b y t e s ,  and t h e  minimum packet s i z e  i s  7 2  
by tes .  
From t h e  s i m u l a t i o n  r u n s  p r e s e n t e d ,  t h e  system conf igu ra t ion  may be 
va r i ed  i n  many ways. However, t h e  performance of t h e  network w i l l  vary 
g r e a t l y  depend ing  on how it i s  s t r u c t u r e d .  To ensure t h a t  t h e  system 
performance is high ( e f f i c i e n c y  above 75%),  keep t h e  packet s i z e  l a r g e  
( above  4000 b i t s ) .  T h i s  w i l l  reduce t h e  number of c o l l i s i o n s  on t h e  
bus and thus  t h e  amount of repeated d a t a .  With very small packet s i z e s  
and a h i g h  number of s t a t i o n s  t r a n s m i t t i n g ,  t h e  e f f i c i e n c y  i s  reduced 
t o  36.8% of capac i ty .  
A h i g h  performance Ethernet  i s  a l s o  achieved when t h e  d a t a  i s  divided 
over t ime so  t h a t  t r a n s m i s s i o n s  a r e  s t r u c t u r e d .  F o r  example,  t h e  
s c r e e n  r e f r e s h  and t a p e  f i l e  dump a r e  d i v i d e d  o v e r  t i m e  f o r  each 
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. . .  
0 device.  I n  2 seconds each d e v i c e  r e c e i v e d  a s c r e e n  u p d a t e .  With 20 
h o s t s  a t t a c h e d ,  a s c r e e n  update was t r ansmi t t ed  every .1 second. The 
d a t a  o f f e red  t o  t h e  bus was not  randomly generated b u t  s t r u c t u r e d  so 
t h a t  fewer c o l l i s i o n s  would occur. 
Another l i m i t i n g  f a c t o r  i s  t h e  d a t a  r a t e  o f  t h e  d e v i c e s  a t t a c h e d  t o  
t h e  b u s .  The bandwid th  o f  t h e  E t h e r n e t  c a b l e  i s  10 Mbps. However, 
t h e r e  i s  no way t o  u t i l i z e  t h e  maximum bandwidth  u n l e s s  t h e r e  a r e  
d e v i c e s  a t t a c h e d  which c a n  s u p p l y  i n f o r m a t i o n  t o  be t r ansmi t t ed  a t  
t h a t  ra te .  I n  t h e  example r u n s  o f  Appendix 11, t h e  two main f r ames  
were a l s o  modeled with a bandwidth of 10 Mbps. I f  t h e  d a t a  ra te  of one 
of t h e  main f r ames  had b e e n  much less t h a n  t h i s ,  t h e n  t h e  t o t a l  
c o n f i g u r a t i o n  o f  t h e  system would have changed. The o f f e r e d  load of 
t h e  system should be much less s i n c e  t h e  main frame would n o t  b e  a b l e  
t o  o f f e r  t h e  same amount o f  d a t a  t o  t h e  bus a t  t h e  same r a t e .  Using 
t h e  example from s e c t i o n  4.1 and changing only t h e  d a t a  r a t e  of main 
f r a m e  1 t o  2 . 4  Mbps, t h e  o f f e r e d  l o a d  d r o p p e d  t o  .775 w i t h  a 
throughput r a t e  of .594 (compared w i t h  t h e  o f f e r e d  l o a d  o f  1.0 and 
t h r o u g h p u t  r a t e  of .79 f o r  t h e  same c o n f i g u r a t i o n ) .  Thus, t h e  VAX 
11/780 with a d a t a  ra te  of 2.4 Mbps w i l l  be a l i m i t i n g  f a c t o r  i n  t h e  
u t i l i z a t i o n  o f  t h e  bus s i n c e  less information w i l l  be  o f f e red  i n  t h e  
same t i m e  frame . 
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5.0 SUGGESTIONS FOR HOSC SYSTEM RESPONSIVENESS 
S e v e r a l  c o n s i d e r a t i o n s  f o r  improving s y s t e m  r e s p o n s i v e n e s s  a r e  
p r e s e n t e d .  These may b e  s e p a r a t e d  i n t o  two bas i c  ca t egor i e s :  system 
p ro toco l  for d a t a  t ransmissions and packet s i z e s  f o r  c o n t r o l  and d a t a  
t ransmissions.  
5.1 Protocol  
Two p r o t o c o l s  a r e  ment ioned  i n  s e c t i o n s  3 .1 .2  and 3.1.3. They are 
r e s t a t e d  below f o r  convenience: 
P ro toco l  1: A l l  s c r e e n  r e f r e s h  d a t a  u p d a t e s  o r  t ape  f i l e  d a t a  
t r a n s f e r s  a r e  t r a n s m i t t e d  t o  all h o s t s  i n  l a r g e  
p a c k e t s  w i t h  no breaks.  Thus , a l l  h o s t s  a r e  updated 
a t  e s s e n t i a l l y  t h e  same t i m e .  
P ro toco l  2: A l l  s c r e e n  change d a t a  u p d a t e s  o r  t a p e  f i l e  d a t a  
t r a n s f e r s  f o r  terminals  on one host  are t r a n s m i t t e d  
t o  a s i n g l e  h o s t ,  and t h e n  a w a i t i n g  p e r i o d  (or 
break)  i s  enforced on t h e  main f r ames  t o  a l l o w  f o r  
s c r e e n  c h a n g e  r e q u e s t s  o r  o t h e r  messages  t o  b e  
t r ansmi t t ed .  Af t e r  t h e  wai t ing pe r iod ,  a l l  t e r m i n a l  
s c r e e n  r e f r e s h  d a t a  u p d a t e s  o r  t a p e  f i l e  d a t a  
t r a n s f e r s  f o r  t h e  second hos t  are t r a n s m i t t e d ,  e t c .  
The second p ro toco l  is recommended f o r  optimum system performance, It 
may be noted from t h e  d a t a  o f  T a b l e  3 .3  t h a t  e i t h e r  p r o t o c o l  w i l l  a 
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f u n c t i o n  s a t i s f a c t o r i l y  b u t  t h e  second p r o t o c o l  w i l l  e n s u r e  t h a t  
t imely a c t i o n  w i l l  be  performed on a s c r e e n  r e q u e s t  f rom a t e r m i n a l  
ope ra to r  by 'allowing t h e  request  time slots ' .  
5.2 System Considerat ions 
O t h e r  s y s t e m  c o n s i d e r a t i o n s  r e v o l v e  a r o u n d  t i m i n g  and p a c k e t  
s t r u c t u r e .  A n a l y s i s  and S i m u l a t i o n  have shown t h a t  s c r e e n  r e f r e s h  
update t ransmissions (about 2000 by te s  each screen)  and t ape  f i l e  d a t a  
dumps (about 2000 by te s  p e r  s c r e e n )  domina te  t h e  ETHERNET d a t a  b u s  
a c t i v i t y .  It i s  d e s i r a b l e  t o  e l imina te  as much of t h i s  a c t i v i t y  as is  
f e a s i b l e .  One way t o  reduce d a t a  flow would be t o  send  o n l y  t h e  new 
d a t a  r e q u i r e d  p e r  s c r e e n  ( o r  changed parameters) from t h e  PE3254 and 
VAX 111780 t o  t h e  v a r i o u s  t e r m i n a l  h o s t  computers  ( t h e  VAX 111730 
a n d l o r  VAX 111725) .  By c r e a t i n g  a f i x e d  f o r m a t  f o r  e a c h  s c r e e n  
d i s p l a y  and i d e n t i f y i n g  those p a r t s  of t h e  f ixed  f o r m a t  t h a t  a r e  n o t  
v a r i a b l e s ,  only t h e  dynamic d a t a  need be t r ansmi t t ed  from t h e  PE33254 
and VAX 11/780 t o  t h e  host  computers. The host  compute r s  would have  
permanent p re s to red  formats for each screen d i s p l a y .  This  would a l low 
s h o r t e r  packets  t o  be t r ansmi t t ed  from t h e  PE3254 and VAX 111780 t h u s  
reducing bus busy t h e .  
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To reduce t h e  comamica t ion  r equ i r ed  f o r  a screen change r eques t  i t  i s  
d e s i r a b l e  t o  use an address  code and d a t a  f i e l d  f o r  t h e  sc reen  change 
r eques t  t h a t  i s  used by both t h e  VAX 111780 and t h e  PE3254. Tha t  i s  
one  p a c k e t  t r a n s m i t t e d  b u t  r e c e i v e d  by bo th  u n i t s  with appropr i a t e  
d a t a  f i e l d  i n s t r u c t i o n s  f o r  each u n i t .  Thus, a s c r e e n  change r e q u e s t  a 
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from one v i d e o  t e r m i n a l  o p e r a t o r  r e s u l t s  i n  one packet t r ansmi t t ed  
from i t s  h o s t .  T h i s  one p a c k e t  c a r r i e s  a u n i q u e  a d d r e s s  which i s  
r e c o g n i z e d  by b o t h  t h e  VAX 111780 and PE3254 and t h e  d a t a  f i e l d  has 
t h e  request  d a t a  which allows both t h e  VAX 111780 and t h e  PE3254 t o  
respond. 
An e f f e c t i v e  speed up i n  screen change request  a c t i o n  may b e  a c h i e v e d  
by f o r c i n g  t h e  VAX h o s t  t o  a l low screen change r eques t  messages from 
t h e  video terminals  t o  be received i n  between screen change o r  r e f r e s h  
d a t a  p a c k e t s  b e i n g  t r a n s m i t t e d  from t h e  host  t o  t h e  o t h e r  t e rmina l s  
a t t ached  t o  t h a t  hos t .  
Da ta  t r a n s m i s s i o n s  from t h e  main frames t o  t h e  va r ious  h o s t s  must be 
s t r u c t u r e d  so as t o  be packetized. If t h e s e  p a c k e t s  a r e  v e r y  l o n g ,  
t h e  main frame tends t o  t i e  up t h e  ETHERNET d a t a  bus f o r  long per iods 
of t i m e .  Thus, an upper bound on t h e  packet s i z e  i s  d e s i r a b l e .  On t h e  
o t h e r  hand ,  many s h o r t  p a c k e t s  t e n d  t o  r a i s e  t h e  packet  c o l l i s i o n  
frequency t h e r e f o r e ,  it may be d e s i r a b l e  t o  lower bound t h e  p a c k e t  
s i z e .  A good packet s i z e  i s  probably lower bounded by 2000 by te s  and 
upper bounded by t h e  t o t a l  d a t a  pe r  hos t  about 20,000 S i n c e  
ETHERNET p a c k e t s  a r e  l imited t o  an upper bound of approximately 1500 
d a t a  b y t e s  p e r  p a c k e t  i t  i s  d e s i r a b l e  t o  a l l o c a t e  two 1 0 0 0  b y t e  
packets  p e r  s c reen  change o r  s c reen  r e f r e s h  o r  t a p e  f i l e  d a t a  t r a n s f e r  
pe r  screen.  
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b y t e s .  
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6 .O CONCLUSION 
The purpose of t h i s  r e sea rch  has been t o  provide a software t o o l  t h a t  
w i l l  a i d  i n  t h e  performance a n a l y s i s  of an ETHERNET system i n  varying 
conf igu ra t ions .  This  program was s p e c i f i c a l l y  d e s i g n e d  t o  meet t h e  
n e e d s  o f  t h e  e n g i n e e r s  and s c i e n t i s t s  a t  NASA’s Huntsv i l l e  Operation 
Support Center.  The model p r o v i d e s  f o r  main frame compute r s  which 
p r i m a r i l y  d i s t r i b u t e  s a t e l l i t e  d a t a  t o  host  computers as w e l l  as t h e  
random ope ra to r  r eques t s  f o r  terminal  updates.  
The s t u d y  began  w i t h  a d e s c r i p t i o n  o f  t h e  system conf igu ra t ion  and 
ope ra t ion  t o  be modeled. Figure 1.1 g i v e s  a n  ove rv iew o f  t h e  s y s t e m  
c o n f i g u r a t i o n .  T h i s  e s t a b l i s h e s  a bas i c  conf igu ra t ion  f o r  test  cases  
i n  Sect ion 4.0. The device c h a r a c t e r i s t i c s  a r e  p r o v i d e d  i n  S e c t i o n  
1 . 2 ,  which se rve  a s  t h e  components of t h e  network modeled. A complete 
d e s c r i p t i o n  of t h e  Ethernet  p ro toco l  i s  then presented i n  S e c t i o n  1.3 
t o  provide i n s i g h t  i n t o  Ethernet  c h a r a c t e r i s t i c s  and ope ra t ions .  
Sect ion 2.0 was provided t o  exp la in  t h e  performance parameters used t o  
a n a l y z e  t h e  ne twork  and t o  desc r ibe  how t o  use  t h e  s imula t ion  model. 
This  s e c t i o n  a l s o  p r o v i d e s  t h e  v a l i d a t i o n  c r i t e r i a  u s e d  f o r  t h i s  
program.  Using t h e  r e s u l t s  of many s imulat ion runs,  t h e  o f f e r e d  load 
versus  throughput rates were p l o t t e d  i n  Figure 2.1. The graph produced 
r e s u l t s  v e r y  c l o s e  t o  t h e  r e sea rch  e f f o r t s  of [AM771 and lSH801. For 
a h e a v i l y  loaded  b u s  w i t h  22  d e v i c e s  a t t a c h e d  a n d  p a c k e t  s i z e s  
a p p r o x i m a t e l y  7000 b i t s ,  t h e  b u s  e f f i c i e n c y  was n e a r  80%. The bus 
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* u t i l i z a t i o n  then was about 8 Mbps a l t h o u g h  u n d e r  c e r t a i n  c o n d i t i o n s  
t h e  u t i l i z a t i o n  may reach 98% [MB76]. 
From S e c t i o n  3.0 a w o r s t  c a s e  a n a l y t i c a l  model was p r e s e n t e d  t o  
d e t e r m i n e  t h e  maximum w a i t i n g  t i m e  o f  an  ope ra to r  requested screen 
update. P ro toco l  2 corresponds more c l o s e l y  with t h e  s i m u l a t i o n  model 
s i n c e  main f r a m e s  have  s t r u c t u r e d  t imes f o r  s c r e e n  r e f r e s h e s  (see 
Sect ion 4.4). These r e s u l t s  show t h a t  f o r  a host  t o  t e rmina l  d a t a  1 / 0  
r a t e  o f  50 Kbps and a s y s t e m  hav ing  20 h o s t s  with 10 terminals  p e r  
h o s t ,  t h e  o p e r a t o r  would wa i t  . 8 7 8  s e c o n d s  i f  w e  a s s u m e  a 1 0 %  
c o l l i s i o n  r a t e .  I n  compar i son ,  t h e  s i m u l a t i o n  model produced  t h e  
r e s u l t s  of Sect ion 4.1. From t h e s e  f o u r  c a l c u l a t i o n s  o f  round t r i p  
h o s t  t o  main frame c a l c u l a t i o n ,  t h e  r e s u l t s  were .516997, .26199, 
.07696, and .01016 s e c o n d s .  The l a r g e s t  was c a l c u l a t e d  u s i n g  t h e  
l o n g e s t  p a c k e t  w a i t i n g  t i m e  d u r i n g  t h e  e n t i r e  s i m u l a t i o n  run. The 
s h o r t e s t  t i m e  was computed based  on t h e  c o l l i s i o n  r a t e  o f  22 .6% 
d o u b l e d .  Adding t h e  hos t  t o  terminal  1/0 t o  t h e  above values  produced 
.556677, .32494, .11664, and .04984 seconds. The w a i t  t i m e  o f  .04984 
s e c o n d s  was shown t o  be t h e  most r e a l i s t i c  wait time t h a t  an ope ra to r  
would experience.  As expec ted ,  t h e  s i m u l a t i o n  model d e m o n s t r a t e s  a 
much s h o r t e r  o p e r a t o r  w a i t  t i m e  t h a n  t h e  a b s o l u t e  w o r s t  case 
a n a l y t i c a l  model even on a heav i ly  loaded bus. 
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In S e c t i o n  4.3 t h e  r e s u l t s  of s e v e r a l  s.imulation runs  were presented.  
I n  sunrmary, t h e  t h r o u g h p u t  o f  t h e  ne twork  w i l l  a p p r o a c h  98% u n d e r  
f avorab le  condi t ions.  However, adverse cond i t ions  such as small packet 
s i z e s  combined with a high number of s t a t i o n s  produce a lower bound of * 
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36.8% channe 1 t h r o u g h p u t .  The examples wi th in  t h i s  r e p o r t  average a 
throughput ra te  of 80% demonstrating t h e  robust  f e a t u r e s  of E t h e r n e t .  
Causing much of t h e  d a t a  t o  be randomly generated (no t  t i m e  s t r u c t u r e d  
t ransmissions)  w i l l  a l s o  r e d u c e  t h e  E t h e r n e t  t h r o u g h p u t  r a t e  s i n c e  
t h i s  w i l l  produce a higher c o l l i s i o n  count. 
Four suggest ions i n  Sect ion 5.0 were proposed t o  r e d u c e  i n e f f i c i e n c y  
w i t h i n  t h e  network:  e l i m i n a t e  u n n e c e s s a r y  d a t a  t r a n s m i s s i o n s  by 
r e s t r u c t u r i n g  system ope ra t ions ,  broadcast  messages from h o s t  t o  main 
f r a m e s  f o r  o p e r a t o r  r e q u e s t e d  screen updates ,  h o s t s  must be a b l e  t o  
handle more than one t e rmina l s  a c t i v i t y  a t  a t i m e ,  and maintain packet 
s i z e s  of about 1000 by tes  each. 
The accuracy of t h i s  software model i s  l i m i t e d  by t h e  u n d e r s t a n d i n g  
g a i n e d  d u r i n g  r e s e a r c h .  B u t ,  i t  h a s  been v a l i d a t e d  by comparing 
t h e o r e t i c a l  expected r e s u l t s  t o  those a c h i e v e d  and by comparing t h e  
s i m u l a t i o n  outcome t o  r e s u l t s  o f  o t h e r  r e s e a r c h  e f f o r t s .  Although 
measured performance of e x i s t i n g  networks p r o d u c e s  o p t i m a l  r e s u l t s ,  
t h e  s i m u l a t i o n  model w i l l  a l l o w  q u i c k  ne twork  r e c o n f  i g u r a t i o n  t o  
a n a l y z e  t h e  ne twork  r e s p o n s e  i n  v a r i o u s  c i r c u m s t a n c e s .  T h u s  , a 
p roposed  ne twork  c o n f i g u r a t i o n  may be analyzed be fo re  implementation 
t o  determine t h e  expected performance of t h e  system. 
F i n a l l y ,  t h e  s t a t e d  o b j e c t i v e s  of t h i s  r e sea rch  have been reached. A s  
always, a d d i t i o n a l  f e a t u r e s  could be added t o  t h i s  model t o  p r o d u c e  
improvements.  F o r  example ,  f u t u r e  expans ion  of t h i s  model could be 
provided t o  l i n k  m u l t i p l e  E t h e r n e t  c a b l e s  and p r o v i d e  p e r f o r m a n c e  
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a n a l y s i s  f o r  t h a t  conf igu ra t ion .  A genera l ized  program t o  accomodate 
a l l  conf igura t ions  --one including random device t r a n s m i s s i o n  r a t h e r  
t h a n  t h e  s p e c i f i c  o p e r a t i o n s  ( s c r e e n  r e f r e s h ,  t ape  f i l e  dumps, and 
o p e r a t o r  r e q u e s t s )  --would c e r t a i n l y  b e  a c h a l l e n g e .  T h e s e  
improvements would i n c r e a s e  t h e  f l e x i b i l i t y  and use fu lness  of t h e  
model f o r  a wider range of conf igura t ions .  The cu r ren t  model p r o v i d e s  
a n  a c c u r a t e  a n d  v a l i d  p e r f o r m a n c e  a n a l y s i s  f o r  t h e  s y s t e m  
conf igura t ion  s t a t e d .  
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T I T L E :  ETHERNET S I M U L A T I O N  FOR THE H U N T S V I L L E  OPERATIONS SUPPORT CENTER 
AUTHOR: TERESA BENNETT 
DATE: FEB 2 5 8  1987 
PURPOSE: P R O V I D E  A S I R U L A T I O N  OF THE H U N T S V I L L E  OPERATIONS SUPPORT CENTER 
ETHERNET NETYORKING SYSTEM CONFIGURATION. T H I S  A N A L Y S I S  SHALL 
RESULT I N  S P E C I F I C  RECCHMENDATIONS FOR I M P R O V I N G  SYSTEM 
RESPONSIVENESS AND THROUGHPUT C A P A C T I Y  BY (1) I D E N T I F Y . I N 6  OPTIRUM 
S I Z E S  FOR THE V A R I O U S  DATA BLOCKS TRANSMITTED V I A  THE ETHERNET; 
( 2 )  I D E N T I F Y I N 6  PLACES YHERE I N T E N T I O N A L  D E L A Y S  SHOULD B E  I N S E R T E D  
TO ENSURE O P P O R T U N I T I E S  F O R  S P E C I F I C  CONMUNICATION V I A  THE 
ETHERNET; ( 5 )  IDENTIFYING OTHER;*TUNEABLE" F A C T O R S  WITHIN THE 
NETYORK. 
PROGRAM ETHER ( I N P U T #  OUTPUT#. D F I L E ( L F N = l ? ) r  AUXOUT ( L F N X l 6 ) r  OUT ( L F C i S l 8 ) r  
S F 1  ( L F N = l 9 ) 1  S F 2  ( L F N S Z O ) ) ;  
( e  D F I L E  - C O N T A I N S  T H E  AUN T I M E  C O N F I G U R A T I O N  FOR THE S I M U L A T I O N  
( +  AUXOUT - CONTAINS THE RUN RESULTS: T A 6 L i S #  PARAMETERS8 ETC. 4 )  
( e  OUT - C O N T A I N S  OUTPUT O F  I N T E R N A L  V A R I A B L E S  D U R I N G  THE RUN e )  
( *  S F 1  - C O N T A I N S  SUMMCRY PAGE 1 O F  A L L  RUNS e) 
(* S F 2  - C O N T A I N S  SUMMARY P A 6 E  2 OF A L L  RUNS e )  
CONST 
DEAD 9-6E-6 ;  ( e  T I M E  BUS NUST BE Q U I E T  BEFORE N E X T  T X  CAN OCCUR *) 
MAXNOTERRS = 20; (e M A X I N U N  I O F  T E R M I N A L S  A V A I L A B L E  PER HOST +) 
MAXNODIST * 10; ( e  M A X I W M  I OF D I S T R I B U T O R S  ( M A I N  FRAMES) *) 
MAXNOHOSTS 100; ( +  MAXIMUM I OF HOSTS A V A I L A B L E  ON BUS e) 
PIAXNO = 110; (e SUM O F  MAXNCHOSTS AND MAXNODIS  e) 
Y A I T O F f S E T  = 1.5E-5; (e USED SO A D I S T R I B U T O R  WON'T BE SET UP T O  S E N D  REFRESH 
AND DURP AT THE SAME T I R E  e) 
T Y P E  
A R I Y  = PACKED ARRAY C1..173 OF CHAR; 
A R A l  = PACKED ARRAY C1..403 O F  CHAR; 
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T O T B I T S :  REAL; ( *  T O T A L  B I T S  OFFERE' T a  BUS *)  
OFFLOAD: REAL; ( *  OFFERED L 3 A D  ( B I T S I S E C ) * )  
E F F I C I E N C Y  : REAL; 
TP : REAL; ( *  T H E R O E T I C A L  THROUGHPUT * )  
SIMTHnUPUT:  REAL; ( *  S I M U L A T E D  THROUGHPUT * )  
S I M T I M E :  REAL; ( *  S I M U L A T I O N  BUS RUN T I Y E * )  
TOTCOLS: INTEGER;  ( *  TOTAL T I M E S  THERE YAS A BUS C O L L I S I O N  *I  
NOHOSTS: INTEGER; ( *  NUMBER OF H O S T S  NOT I N C L U D I N G  D I S T R I B U T O R S * )  
NODIST:  INTEGER;  C *  NUMBER ? f  D I S T R I 3 U T O R S  *)  
D I S :  A R R A Y  Cl. .RAXNODISTJ O f  DISTRECORD; 
HOST: A R R A Y  Cl..MAXNOHOSTS3 OF HOSTRECORD; 
T M I T 1 :  TERMRECORD; ( *  T R A N S M I T T E R  D A T A  * )  
D F I L E r  AUXOUTr  3 U T r  S F l r  SF2: TEXT; ( *  F I L E  D E C L A R A T I O N  * )  
O A T :  PACKED ARRAYCl..SJ O F  ARAYI' 
I S T A T :  INTEGER;  ( *  STATUS RETURNED YHEN S I N D I N G  F I L E S  TOGETHER *)  
CURTIME: REAL;  ( * T I M E  ON BUS N O W )  
EBUSRATE: REAL; ( *  ETHERNET BUS I O  RATE*)  
MEANREF: REAL; (*NO SECONDS BETYEEN REFRESHES TO A H O S T * )  
MEANDUMP: REAL; (*NO SECONDS BETYEEN DUMPS TO A H O S T * )  
MEANREQ: REAL; (*MEAN T I N E  BETYEEN OP REQUESTS *)  
G L I Y  : INTEGER;  (*SEED FOR RANDOM NUMBER GENERATOR * I  
G L I R :  ARRAY C1..971 OF I N T E 6 E R ;  
I D U M 0  RANNUR : INTEGER; 
PDELAY: ARRAY C~..MAXNOI~..MAXNOI O F  REAL; (*PROP DELAY B E T Y E E N  EACH *) 
SNOTX : ARRAY C1 .~AXNODISIrl..MAXNOHOSTSI O f  INTEGER;  
OPREQ: A R R A Y  t l . .MAXNODISTl  OF INTEGER;  ( *  OPERATOR REQUEST I S  CURRENTLY+) 
F I N  : ARRAY Cl..~AXNODISfrl..MAXNOHOSTSI OF INTEGER; 
SREFDUMP : A R R A Y C l . . M A X N 0 0 1 S T r l . . n A K N O H O S ~ S l  O F  INTEGER;  
SP : INTEGER; ( *  TOP OF STACK I N D I C A T O R  *) 
HTX : ARRAYCl..MAXNOHOSTSI OF INTEGER;  
TEMP : REAL; 
JUNK: INTEGER;  
A C O L L  : INTEGER;  ( *  A C O L L I S I O N  OCCURRANCE F L A G  *> 
S L  : INTEGER; (*  OPERATOR S E L E C T I O N  I N F O R R A T I O N  *) 
FN : INTEGER;  ( *  OPERATOR F I L E  S E L E C T I O N  *)  
D E S C R I P T :  ARRAY C1..51 OF A R A l i  
OPCHAR : CHAR; 
HCYC : ARRAY t l  . . M A X N O H O S T S r l . . M A X ~ O T E R ~ S l  OF INTEGER;  
(*****~*.**C~~~t*~*******************~******************.*********************) 
PROCEDURE I N I T I A L I Z E ;  
VA R 
I r  J r  K: INTEGER;  
B E G I N  
D A T C 1 1  := ' D A T A 1  
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STRTYP PACKED A R R A Y  C1.mLOJ OF CHAR; 
TERMRECORD = RECORD 
TNUM: INTEGER; ( * T E R M I N A L  NUMBER - T E R M I N A L  I D E N T I F I C A T I O N * )  
M N u ~ :  INTEGER; ( *  D E V I C E  NUMBER - M O S T  I D E N T I F I C A T I O N * )  
T X T I M E :  REAL; ( *  A R R I V A L  T I q E  FOR PKT TX * )  
NUMCOLS: INTEGER; ( *  NUflbER DF T I M E S  C O L L I S I O N  REPEATED - USED 
RCVR: INTEGER; ( *  MOST TO R E C E I V E  T R A N S M I S S I O N  *)  
TO CALCULATE EXP BACK3FF T I M E S  * )  
END; 
MOSTRECORD f RECORD 
TERM: ARRAY Cl..MAXNOJ OF TERMRECORD; 
NOTERMS: :NTEGER; ( *  NUMBER OF T E R M I N A L S  I H O S T * )  
B I T P K T :  REAL; ( +  MUM O F  S I T S / P K T * )  
D I S T A N C E :  REAL; ( * D I S T A N C E  FROM PT A FOR M O S T  * )  
S L T I M E :  REAL; ( *  SLOT T I M E  = B I T P K T / E T H E R R A T E * )  
COLTIME:  R t A L ;  ( *  C O L I S I O N  Y A I T I N G  T I M E  *) 
Y T T I M E :  REAL; ( *  DEFER Y A I T I N G  T I M E  *)  
N O Y A I T S :  INTEGER; ( *  NUR OF Y A I T S  FOR MOST * I  
M I N Y A I T :  REAL; ( *  M I N  Y A I T  T I M E  FOR ANY P K T  *) 
H A X Y A I T :  REAL; ( *  MAX Y A I T I N G  T I M E  FOR ANY P K T  TX * )  
P K T S T X  : INTEGER; NUN O F  P A C K E T S  TX a y  H O S T  * I  
P K T S R X  : INTEGER; ( *  O F  P A C K E T S  R X  a r  M O S T  * I  
’ IORATE:  REAL; ( *  110 R A T E  OF HOST - T I M E  T O  F I L L  HOST BUFFER * )  
NOCOLS: INTEGER; ( *  NUM OF C O L I S I O N S  FOR H O S T * )  
MAXRCVRUT: INTEGER;  ( +  R E C E I V E R  TMAT HAD TO Y A I T  L O N G E S T * )  
END; 
DISTSECORD = RECORD 
D I S T :  A R R A Y  C1..21 OF MOSTRECORD; 
R E F T I M E :  REAL; ( *  T I R E  TO REFRESH M O S T  * I  
REFMST: INTEGER; ( *  NEXT M O S T  TO REFRESM *) 
DURPHST: INTEGER; ( *  HOST TO DURP TO * )  
PKTSREF: INTEGER; C *  S P L I T  - NO TX TO REF HOST* )  
PKTSDUMP: INTEGER; (*  S P L I T  - NO TX TO DUMP TO M O S T * )  
NOTX: INTEGER; <* NO P K T S  L E F T  TO TX FOR A DUffP OR REFRESM *) 
REFDUMP: INTEGER; ( *  DOING R E F 8 1  OR DOING DUMPsZ * I  
DUMPTIME: REAL; ( *  T I M E  TO DUMP TO M O S T  *) 
E Y D ;  
VAR 
CLOCK: REAL; ( *  CURRENT TIME ON BUS *) 
BUSBUSY: REAL; ( *  T I M E  BUS J U S Y  - TRANS74ITTING 6 Y A I T I N G * )  
USAGE: REAL; ( *  T I M E  9US I N  USE - T R A N S M I T T I N G  * )  
I D L E :  REAL; ( *  T I M E  BUS I D L E  * I  
TOTPKTSTX:  INTEGER; ( +  TOTAL P K T S  SUCCESSFULLY TX * )  
AVGBB, A V G U S i  AVGID:  REAL; ( 4  AVERAGES *) 
7 3  
DATC23 := ' D A T A 2  
D A T C 3 3  := ' D A T A 3  
D A T C 4 3  := ' D A T A L  
o A T C 5 3  := ' D A T A 5  
SP := 0; 
FOR I := 1 T O  MAXNODIST D O  
FCR I := 1 T O  MAXNOHOSTS DO 
FOK I := 1 TO MAXNOHOSTS D O  
OPREOCI3  := 9; 
H T X C I I  := 0; 
FOR J := f T O  3 A X N O D I S T  DO 
F I N L J 1 1 3  := 0; 
FOR I := 1 TO MAXNOHOSTS DO 
d I T H  HOSTfIl DO 
B E G I N  
NOTERMS := 0; 
I O R A T E  := 0.0; 
B I T P K T  := 0.0; 
D I S T A N C E  := 0.0; 
S L T I M E  := a.0; 
COLTIME := 0.0; 
U T T I R E  := 0.0; 
NOCOLS := 0; 
N O U A I T S  := 0; 
M I N i l A I T  := 999.9; 
M A X H A I T  : f  0.0; 
HAXRCVRYT := 0; 
PKTSTX := 0; 
PKTSRX := 0; 
F O R  J := 1 TO MAXNOTERMS D O  
Y I T H  T E R M C J I  D O  
B E G I N  
TNUM := 0; 
HNUM := 0; 
T X T I M E  := 0.0; 
NUMCOLS := 0; 
RCVR := 0 ;  
END; 
END; 
U I T H  D I S C K l  DO 
B E G I N  
FOR K:= 1 TO MAXNODIST DO 
R E F T I M E  := 0.0; 
REFHST := 0; 
DUflPTIME := 0.0; 
D u R P n S t  := 0; 
PUTSREF := 0; 
PKTSDUWP := 0; 
NOTX :.: 0; 
REFDUMP := 0; 
F O R  J :* 1 TO 2 D O  
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Y I T H  D I S T C J J  00 
B E G I N  
NOTERMS :. 0; 
I O R A T E  := 0.0; 
B I T P K T  := 0.0; 
S L T I H E  := 0.0; 
C O L T I R E  := 0.0; 
. T T I M E  := 0.0; 
D I S T A N C E  := 0.0; 
NOCOLS := 0; 
N O Y A I T S  := 0; 
M A X Y A I T  := 0.0; 
M A X R C V A Y T  := 0; 
PKTSTX := 0; 
PKTSRX := 0; 
Y l f H  TERMC13 00 
H I N Y A I T  :a 999.9;  
B E G I N  
TNUM := 0; 
HNUM := 0; 
NUMCOLS := 0; 
R C V R  := 0; 
T X T I M E  := 0.0; 
END; 
END; 
END; 
CLOCK := 0.0; 
BUSBUSY := 0.0; 
IDLE := 0.0: 
TOTPKTSTX :- 0; 
T O T B I T S  := 0.0; 
NOnOSTS := a; 
TOTCOLS := 0; 
EBUSRATE := 0.0; 
REANREF := 0.0; 
MEANDUMP := 0.0; 
MEANREO := 0.0; 
I O U R  := 0; 
USABE := 0.0; 
FOR 1:=l 10 M A X N O  D O  
F O R  J : = l  TO RAXNO D O  
PDELAY C I r J 3  := 0.0; 
F O R  I:= 1 T O  MAXNOHOSTS D O  
F O R  J:= 1 TO MAXNOTERMS DO 
H C Y c C I r J 3  := 1; 
END; 
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F U N C T I O N  R A N  (VAR IDUM: I N T E B E R ) :  REAL; 
V I R  
J : INTEGER; 
BEGIh :  
I f  ( I D U M  0 )  T H E N  
B E G I N  
I D U M  := ( I C - I D U M )  MOD M; 
F O R  J := 1 TO 97 DO 
B E G I N  
I D U M  := ( I A * ( I D U N  MOD 6030) + IC) MOD M; 
C L I k C J I  := IDUM; 
END; 
I D U M  := ( C I A * ( I D U M  MOD 60SO))*IC) MOD M; 
G L I Y  := IDUM; 
END; 
J := 1 + ( 9 7 * ( G L I Y  MOD 86680) )  D I V  N; 
I F  CJ > 97)  O R  ( J  C 1 )  T H E N  
W R I T E L N  ( 'SOMETHING IS WRONG Y I T H  T H E  RANDON NUMBER GENERATOR'); 
G L I Y  := G L I R C J I ;  
RAN := G L I Y  RM; 
IDLJM := ( ( I A * ( I D U M  MOD 6030))+It) MOD M; 
G L I R C J I  := IDUM; 
END; 
PROCEDURE GETDATA; 
B E G I N  
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(*  D F I L E  - OPERATOR SELECTED F I L E .  GO READ S I M U L A T I O N  I N P U T  DATA * I  
RESET ( DF I L E )  ; 
R E A D L N ( D F I L E , D E S C R I P t t F W 3 ) i  
READLN (DFILEI IDUR);  
RANNU9 := IDUR; 
I D U M  := 0 - IDUM; 
R E A D L N ( D F I L E I S I R T I M E ) ;  
READLN (DFILEIEBUSRATE);  
READLN (DF ILE INODIST) ;  
READLN (DF ILEeNOHOSTS) ;  
READLN (DFILEIMEANREF); 
READLN ( D F I L E i M E A N D U R P ) ;  
READLN (DFILEIREANREO); 
FOR I := 1 TO N O D I S T  DO 
B E G I N  
dITM D I S C I 3  DO 
B E G I N  
FOR J:=l TO 2 DO 
Y I T M  D I S T C J I  DO 
B E G I N  
READLN ( D F I L E r  NOTERRS); 
TERVC13.TNUR := 1; 
T E R R C l J - H N U R  := NOMOSTS + 1; 
READLN (DFXLEI IORATE);  
READLN ( D F I L E , J I T P K T ) ;  
READLN (DF ILE ID ISTANCE)  i 
S L T I R E  := B I T P K T I  EBUSRATE; 
END; 
R E F T I M E  := IEANREF/NOHOSTS;  
REFHST := 1; 
DURPTIME:=NEANDUMP/NOHOSTS; 
DUMPHST := 1; 
READLN (DFILEIPKTSREF);  
READLN (DFILEIPKTSDUMP); 
REFDUMP := 1; 
END; 
END; 
B E G I N  
FOR I := 1 T O  NOHOSTS DO 
Y I T M  H O S T t I 3  D O  
B E G I N  
READLN CDFILEINOTERMSI; 
READLN ( 0 F I L E ~ I O R A T E ) i  
READLN ( D F I L E t B I T P K T ) ;  
READLN (DF ILE ,D ISTANCE) ;  
S L T I R E  := B I T P K T /  EBUSRATE; 
FOR J := 1 TO NOTERRS DO 
B E G I N  
Y I T M  T E R M C J I  DO 
B E G I N  
TNUR := J; 
HNUR := I; 
7 7  
T X T I M E  := -(WEANREO/NOTERMS) 
L N ( R A N ( 1 D U M ) ) ;  
RCVR := NOMOSTS + 1; 
END; 
END; 
F O R  J := 1 T O  NOTERMS-1 D O  
F O R  K := J + l  TO NOTERMS DO 
I F  TERMCJJ.TXT1ME > TERMCKI .TXTIME TMEN 
B E 6 I N  
TEMP :- TERMCJI.TXTIWE; 
TERMCJ1.TXTIME := TERMtK3.1XTIRE;  
T E R M t K l . T X T I M E  := TEMP; 
END; 
F O R  J := 2 TO NOTERMS DO 
fERMfJJ.TXTJME := TERMCJ3.TXTIME + TERMtJ-13 .TXTIME;  
END i 
END; 
CLOSE ( D F I L E ) ;  
END; 
PROCEDURE D I S P L A Y ;  
B E G I N  
R E P E A T  
D I S P L A Y  DATA MENU '1; 
GENERAL C O N F I G U R A T I O k  I N F O R M A T I O N  ( G L O B A L  D A T A )  @) ;  
W A I N  FRAME PARAMETERS @); 
HOST P A R A M E T E R S  '1; 
RETURN TO P R E V I O U S  MENU '1; 
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R E P E I T  
U S I T E L N ( ' E N T E P  SELECTION:  
R E A D L N ( I N P 1 ) ;  
U N T I L  ( ( I N P I  >=I) AND ( I N P I  <= 4)); 
( *  OPERATOR SELECTED GENERAL C 3 N F I G U R A T I O N  1NFOR"IATION TO 5E D I S P L A Y E D  e )  
S E G I N  
u S I T E L N ( ' D E S C R I P T I O Y  OF CONFIGURATION:  ' r D E S C P I P T r F N 3 ) ;  
JS;TELN('  e ); 
MPITELN('ETHEPNET aus 110 R A T E :  @ , E B U S R A T E ) ;  
Y F i T i L N ( ' R A N D 0 M  NUMJER: 'IRANNUU); 
Y P I T E L N ( ' S I N U L A T 1 O K  RUN T I R E :  ' r S 1 M T I " I E ) ;  
Y P I T E L N ( '  '1 ;  
U R I T E L N ( ' N U M B E R  OF M A I N  F R A Y E S :  ' r N C D I S T ) ;  
Y R I T E L N ( ' N U M B E R  OF N3STS: ' rNOHOSTS) ;  
d R I T E L N ( ' R E F R E S H E S  TO H O S T S  I N  SECONDS: ' r N E A N R E F ) ;  
U R I T E L N ( ' D U M P S  TO H O S T S  I F :  SECONDS: ' r I E A N D U M P ) ;  
b R I T E L N ( ' 0 P E R A T O R  REFRESH REQUESTS I N  SECONDS: ' r M E A N R E 9 ) ;  
n R I T E L N ( '  '1 ;  
m R I T E L N ( ' E N T E R  <RETURN> T O  CONTINUE ' 1 ;  
Y H I L E  NOT EOLN D O  
d R I T E L N ( '  '1 ;  
READ ( I H P 3 ) ;  
END; 
( *  OPERATOR SELECTED WAIN FRAME DATA T O  aE D I S P L A Y E D  * )  
I F  I M P ?  = 2 THEN 
3 E G I N  
REPEAT 
U R I T E L N ( ' E N T E R  R A I N  FRAME NURBER (1  TO @ , N O D I S T : 2 r * ) ' ) ;  
READLNCINPZ) ;  
U N T I L  ( ( I N P 2  >= 1 )  AND ( I N P 2  ( 8  N O D I S T ) ) ;  
U R I T E L N ( ' H A 1 N  FRARE NURBER: *,INPZ); 
h'RITTELN(' '1 ;  
Y R I T E L N ( ' I / O  RATE O F  M A I N  F R A M E :  ' ~ D I S C I N P 2 I . D I S T C l I . I O R A T E ) ~  
U R I T E L N ( * D I S T A N C E  F R O M  REFRENCE P O I N T :  'rDISCINP2I.DISTC1I.DISTAYCE); 
URITELN(* * I ;  
U R I T E L N ( ' R E F R E S H  OPERATION: ' ) ;  
U R I T E L N C '  B I T S I P A C K E T :  ~ ~ D I S C I N P 2 I . O I S T C l I . B l f P K ~ ~ ~  
Y R I T E L N ( '  S L T I M E :  ',DISCINP2I.DISTC1I.SLTIRE); 
U R I T E L N ( @  NUWBER OF PACKETS SENT TO EACH T E R R I N A L  ' r D I S C I N P 2 l . P K T S R E f ) ;  
U R I T E L N ( '  '1; 
Y R I T E L N C '  B I T S / P A C K f T :  ~ r D I S ~ I N P 2 3 . D I S T f 2 3 . ~ I l P K l ~ ~  
Y R ~ T E L N ( *  DUMP OPERATION: a) ;  
U R I T E L N C  S L T I M E :  @rDISCINP23.DISTC23.SLTIME); 
Y R I T E L N C  * NUMaER OF PACKETS SENT T G  EACH T E R M I N A L  @ I D I S C I N P ~ I . P K T S D U * P ) ;  
Y R I T E L N ( '  ' I ;  
U R I T E L N ( ' E N T E R  <RETURN> TO CONTXNUE 
Y H I L E  NOT EOLN D O  
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READ ( I N P S I ;  
END; 
( *  OPERATOR SELECTED HOST I N F b R M A t I b N  T O  9 E  D I S P L A Y E D  *) 
I F  I N P 1  = 3 THEN 
B E G I N  
REPEAT 
Y R I T E L N ( ' E N 1 E R  HOST NUWBER (1 TO ' r N O H O S f S : 2 r ' ) ' ) ;  
READLN ( I N P Z )  ; 
U N T I L  ( ( I N P 2  >= 1) AND ( 1 N P 2  <= NOHOSTSJ);  
Y R I T E L N ( ' H 0 S T  NUqBER: ' r I N P 2 ) ;  
Y R I T E L N ( *  '); . 
Y R I T E L N ( * N U H B E R  OF T E R M I N A L S  FOR MOST: ' r H O S T C I N P Z I . N O T E R ~ S ) i  
Y R I T E L N ( ' B 1 T S  PER PACKET: ' r H O S T C I N P 2 3 . B I T P K T ) i  
Y R I T E L N ( * D I S T A N C E  FRCM REFRENCE P O I N T :  ' r H O S T C I N P 2 3 . D I S T A N C E ) ;  
Y R I T E L N ( ' S L 0 T  T I M E :  ' r M O S T C I N P 2 3 . S L T I M E I ;  
Y R I T E L N C '  *);  
Y R I T E L N ( ' E N T E R  <RETURN> TO CONTINUE 'I; 
Y H I L E  NOT EOLN DO 
R E A D ( I N P 3 ) ;  
Y R I T E L N ( * I I O  R A T E  O F  MOST:  * r M O S T C I N P 2 I . I O R A T E ) ;  
END; 
(*  OPERhTOR I S  READY TO GO BACK TO M A I N  MENU *) 
U N T I L  ( I N P l  = 4); 
END; 
PROCEDURE R E A L G E T O P ( V I E Y : S T R t Y P i  V A R  VALUE: REAL);  
( e  OUERY OPERATOR FOR A REAL NUMBER TO REPLACE V A R I A B L E  D I S P L A Y E D .  
V I E #  C O N T A I N S  THE V A R I A B L E  T O  @ E  D I S P L A Y E D  ON THE OP T E R M I N A L .  
VALUE UILL eE RETURNED YITH D A T A  PASSED OR K H A T  OP ENTERS. *) 
V A A  
I H P l :  REAL; 
B E G I N  
I N P I  := 99999.999;  
Y R I T E L N ( * P R E S S  <RETURN> TO R E T A I N  CURRENT VALUE OR '); 
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Y R I T E L N ( ' E N 1 E R  ' I V I E U I '  . [CURRENT: ' ~ V A L U E I ' I ' ) ;  
Y M I L E  NOT EOLN DO 
R E A D  ( I N P 1 ) ;  
READLN; 
I F  I N P l  <> 99999 .999  TMEN 
VALUE := I N P 1 ;  
U R I T E L N t '  1 ) ;  
END; 
PROCEDURE I N T G E T O P ( V 1 E U : S T R l Y P ;  V A R  VALUE: I N T E G E R ) ;  
(*  S E E  REAL6ETOP - I N T G E T O P  E S T A B L I S H E D  F O R  I N T E G E R  VALUES * )  
V A  a 
I N P l :  I N T E G E R ;  
B E G I N  
I N P l  := 99999;  
Y R I T E L N ( * P R E S S  CRETUPN> TO R E T A I N  C U R R E N T  VALUE OR ')i 
U R I T E L N ( ' E N T E R  ' ~ V I E Y I '  LCURRENT: ' I V A L U E I ' J ' ) ;  
U H I L E  NOT EOLN DO 
READ ( I N P 1 ) ;  
READLN; 
I C  I M P 1  <> 99999 THEN 
VALUE := I N P I ;  
W R I f E L N t '  ')i 
END; 
PROCEDURE N O D I F Y ;  
8 1  
( * * * * * I * * . t * * * t C * t . 4 * ~ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ~ * * * * * * * + * * * * * * ~ * ~ * * * * * 4 )  
(*  ALLOUS OPERATOR TO M O D I F Y  S I R U L A T I O N  PARAMETERS *) 
V A  R 
OPDISP:  STRTYP; 
I N P I :  INTEGER; 
I N P Z :  INTEGER;  
I H D E S :  A R R A Y  C1..51 OF A Q A 1 ;  
I r J 8 K :  INTEGER; 
B E G I N  
REPEAT 
Y R I T E L N ( '  '1 ;  
U R I T E L N ( '  *);  
U R I T E L N C '  '1; 
U R I T E L N C '  
U R I t E L N ( *  '1; 
U R I T E L N ( *  * I ;  
U R I T E L N ( ' 1  - 
U R I T E L N ( * Z  - 
U R I T E L N ( * ' J  - 
U R I T E L N ( * C  - 
Y R I T E L N C '  ' 1 ;  
R iP EAT 
R O D I F Y  PARARIETERS MENU * ) ;  
GENERAL C O N F I G U R A T I O N  I N F O R q A T I O N  (GLOBAL D A T A )  * ) ;  
M A I N  FRAME PARAMETERS * I ;  
HOST PARANETERS * ) ;  
RETURN TO P R E V I O U S  MENU * I ;  
U B I T E L N ( * E N T E R  SELECTION:  * ) ;  
U N T I L  ( ( I N P 1  > = I )  ASD ( I N P 1  <= 4)); 
R E A D L N ( I N P 1 ) ;  
( *  OPERATOR SELECTED GENERAL C O N F I G U R A T I O N  DATA T O  MODIFY * )  
I F  I N P 1  = 1 THEN 
B E G I N  
I N D E S C F N I  := ' A A A A A A A A A A A A A A A A A A A A A A A A A ~ A A A A A A A A A A A A A ~ . ;  
U R I T E L N ( ' P R E S S  RETURN TO R E T A I N  CURRENT VALUE O R  * I ;  
U R I T E L N ( ' E N T E R  NEW DESCRIPTIONI  CURRENT: ' r D E S C R I P T f F N 3 ) ;  
W H I L E  NOT EOLN D O  
READLN; 
I F  X N D E S C F N I  <> ' A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A ~ A A A A A A A A '  THEN 
U R I T E L N C '  '1;  
READ ( I N  DES C F N 3  > ; 
D E S C R I P T C F N I  := I N D E S t F N J i  
O P D I S P  := 'RANDON NUMBER 
I N T G E T O P ( O P D I S P I R A N N U R ) ~  
I D U M  := 0 - RANNUM; 
O P D I S P  := * S I R U L A T I O N  RUN T I R E  
R E A L G E T O P < O P D I S P I S I R T I ~ ~ I ~  
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O P D I S P  := 'ETHERNET B U S  110 R A T E  
R E A L G E T O P ( ~ P D I S P I E B U S R A T E ) ;  
O P D I S P  := 'NUWBER O f  M A I N  fRAMES 
INTGETOP(OPDISPINODIST); 
O P D I S P  := 'NUNBER O f  HOSTS 
I N T G E T O P ~ O P D I S P I N O H O S T S ~ ~  
B .  O P D I S P  := 'REFRESHES TO HOSTS I N  SECONDS 
R E A L G E T O P ( O P D I S P I R E A N R E F ~ ~  
O P D I S P  :a 'DUMPS TO HOSTS I N  SECONDS 
REALGETOP(OPDISPIMEANDUMP) i 
O P D I S P  := 'OPERATOR REFRESH R E Q U E S T S  I N  SECONDS '; 
REALCETOPCOPDISP~MEANREa) ;  
END; 
( *  OPERATOR SELECTED TO M O D I F Y  9 A I N  fRAWE DATA * )  
I F  I N P l  = 2 THEN 
a E G I N  
REPEAT 
U R I T E L N ( ' E N 1 E R  M A I N  FRAME NUMBER (1 TO ' I N O D ~ S T : ~ ~ ' ) ' ) ;  
READLNCINPZ) ;  
U N T I L  ( ( I N P 2  >= 1)  AN3 ( I N P 2  <= N O D I S T ) ) ;  
W I T H  D I S c I N P Z :  DO 
B E C I Y  
U R I T E L N ( ' M A 1 N  fRAME NUMBER: ' r I N P 2 ) ;  
Y R I T E L N ( '  '); 
O P D I S P  := ' I / O  R A T E  OF R A I N  f R A N E  
R E A L C E T O P ~ O P D I S P I D I S T ~ ~ I . I O R A T E ~ ~  
I F  D I S T t 1 3 . 1 0 R A T E  0 D I S T C 2 l . I O R A T E  THEN 
D I S T C 2 l . I O R A T E  := D I S T ~ l l . I O R A T E ;  
O P D I S P  := ' D I S T A W C E  FROR REFERENCE P O I N T  
R E A L G ~ T O P ~ O P D I S P I D I S T ~ ~ I . D I S T A N C E ~ ~  
I F  D I S T C 1 l . D I S T A N C E  <> D I S T C Z 1 . D I S T A N C E  THEN 
D I S T t 2 l . D I S T A N C E  := D I S T C l ~ . D I S T A N C E ;  
Y R I T E L N ( '  '1;  
Y R I T E L N C '  '); 
Y R I T E L N ( ' R E f R E S l 4  OPERATION:');  
O P D I S P  := ' B I T S / P A C K E T  
R E A L G E T O P ( O P D I S P I D I S T ~ ~ ~ ~ ~ I T P K T ) ~  
'; 
'i 
': 
O P D I S P  := 'NUMBER O f  PACKETS SET TO EACH T E R M I N A L  '; 
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INTGETOP(OPDISPIPKTSREF); 
Y R I T E L N ( '  '); 
U R I T E L N ( ' D U M P  OPERATION: * ) ;  
U R I T E L N C  * '1; 
O P D I S P  := ' B I T S / P A C K E T  
R E L L G E ~ O P ~ O P D I S P I D I S T ~ ~ I ~ E I T P K T ~ ~  
*; 
O P D I S P  :+ 'NUMBER OF PACKETS SENT T O  EACH T E R M I N A L  '; 
INTGETOP(OPDISPIPKTSDU~P); 
YRITELNC' 0 ) ;  
END; 
END; 
( *  OPERATOR SELECTED TO M O D I F Y  HOST DATA *) 
I F  I N P l  = 3 TWEN 
B E G I N  
REPEAT 
U R I T E L N ( ' E N T E R  HOST NUMBER (1 TO ' I N O H O S T S : ~ I ' ) ' ) ~  
READLNCINPZ) ;  
U I T I L  ( ( I N P Z  >= 1) AND ( I N P Z  <= NOHOSTS)) ;  
U I T H  H O S T C I N P 2 J  D O  
S E G I N  
Y R I T E L N ( '  ' 1 ;  
U R I T E L N ( ' W 0 S T  NUqBER: ' r l N P 2 ) ;  
U R I T E L N ( '  '1 ;  
O P D I S P  := 'NUMBER OF T E R M I N A L S  FOR HOST 
I N T G E T O P ( O P D I S P I N O T E R ~ S ) ;  
O P D I S P  := '110 RATE OF HOST 
R E A L G E T O P ( O P D I S P I I O R A T E ~ ~  
O P D I S P  := ' B I T S  PER PACKET 
REALCETOP(OPDISPIB ITPKT) ;  
O P D I S P  :- ' D I S T A N C E  FROM REFERENCE P O I N T  
REALGETOP(OPDISPIDISTANCE); 
Y R I  T E L N  ( *  ' 1 i 
END; 
END; 
< *  RETURN T O  P R E V I O U S  MENU W A S  SELECTED *) 
U N T I L  ( I N P l  = I ) ;  
( *  UPDATE V A R I A B L E S  YWICH M A Y  BE AFFECTED BY OPERATOR M O D I F I C A T I O N  * )  
FOR I := 1 T O  N O D I S T  DO 
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Y I T H  D I S C I 3  DO 
B E G I N  
DISTCl I .SLTI f !E := D I S T c l 3 . 8 I T P K T  I EBUSRATE; 
D I S T C 2 3 . S L T I M E  := D I S T C 2 3 . B I T P K T  / EBUSRATE; 
R E C T I # €  := MEANREFINOHOSTS; 
REFHST := 1; 
DUMPTIME:=9EANDUMP/NOHOSTS; 
DUMPHST := 1; 
DISTC13 .TERMCl l .HNUM := NOHOSTS + I; 
D I S T C 1  I. TERHC13.  TNUR. : 
DISTCZ l .NOTERHS := 1; 
DISTC23.TER9C13.HNUM := NOHOSTS + 1; 
D I S T C t l . T E R M C 1 3 . T N U M  := 1; 
REFDUMP := 1; 
DISTC1I .NOTERRS := 1; 
1 ; 
END; 
FOR I := 1 TO NOHOSTS DO 
Y I T H  H O S T C I I  D O  
B E G I N  
S L T I R E  := B I T P K T  I EBUSRATE; 
FOR J := 1 T O  NOTERMS DO 
S E G I N  
Y I T H  T E R M C J I  DO 
B E G I N  
TNUR := J; 
HNUM := I; 
T X T I M E  := - (MEANREP/NOTERMS) 
L N ( R A N ( 1 D U H ) ) ;  
RCVR := NOHOSTS + 1; 
END; 
END; 
FOR J := 1 TO NOTERRS-1 DO 
FOR K := J + l  T O  NOTERHS DO 
I F  T E R M L J 3 . f X T I R E  > TERMCK3.TXTIME THEN 
B E G I N  
TERMCJ3 .TXTIHE := TERMCKI.TXTIME; 
TERMCK3.TXTIRE := TEMP; 
TEMP := TERMCJI .TXTIWE; 
END; 
FOR J := 2 TO NOTERRS D O  
TERRCJ3 .TXTIHE := T E R R C J I m T X T I H E  + T E R H C J - l I . T X T I M E ;  
END; 
END; 
(+**+t+*++.+**++*+.~+*+*+*+~++*+~+e+*+*+*++o*+~+**+a++*++*++e*++*+++*~+*+*+++*) 
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.,- 
PROCEDURE STORE; 
V I R  
11 JI K : INTEGER; 
B E G I N  
R E Y R I T E C D F I L E ) ;  
Y R I T E L Y ( D F I L E R D E S C R I ~ T ~ F N J ) ~  
Y R I T E L N  ( D F I L E R R A N N U M ) ;  
Y R I T E L N ( D F I L E R S I ~ T I ~ E ) ~  
Y R I T E L N  < D F I L E R E B U S R A T E ) ;  
Y R I T E L N  ( D F I L E 8 N O D I  ST); 
Y R I T E L N  ( D F I L E R N O H O S T S ) ;  
Y R I T E L N  ( D F I L E R R E A N R E F ) ~  
Y R I T E L N  (DFILERMEANDUWP);  
Y R I T E L N  ( D F I L E R R E A N R E Q ) ;  
FOR I := 1 TO N O D I S T  BO 
B E G I N  
Y I T H  D I S K 1 3  DO 
e E G I N  
F O R  J : = l  TO 2 00 
Y I T W  D I S T c J 3  DO 
G E C I N  
Y R I T E L N  ( D F I L E R N O T E R R S ) I  
Y R X T E L N  (DFILEIIORATE);  
U R I T E L N  ( D F I L E R B I T P K T ) ;  
Y R I  T E L k  ( D F I L E R D I S T A N C E ) ;  
END; 
Y R I T E L N  ( D F 1 L E R P K f S R E F ) i  
Y R I T E L N  < D F I L E R P K T S D U M P ) ;  
END; 
END; 
B E G I N  
FOR I := 1 TO NOHOSTS DO 
U I T H  H O S T C I l  DO 
B E G I N  
Y R I T E L N  ( D F I L E R N O T E R M S ) ;  
Y R I l E L h  ( D F I L E e I O R A T E ) ;  
b R I T P L N  ( D F I L E r B 1 T P I T ) i  
YRITELb (OFILEIDISTANCE) ;  
END; 
END; 
END; 
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PROCEDURE CONFIGURE; 
( *  T H I S  R O U T I N E  U I L L  OUERY THE OPERATOR F O R  THE DATA F I L E  O F  H I S  C H O I C E  
BY D I S P L A Y I N G  THE D E S C R I P T I O N  FRON Y I T H I N  THE F I L E  I N  A * € N U  F O R f i A T  * )  
V A R  
I 0  J O  K : INTEGER; 
B E G I N  
F O R  I:* 1 TO 5 DO 
B E G I N  
B I N D C D F I L E I D A T ~ I I ~ I S T A T ) ~  
R E A D L N < D F I L E ~ D E S C R I P T C I l ) ;  
CLOSECDFILE) ;  
END; 
Y R I T E L N C ' T H E R E  ARE 5 D A T A  F I L E S  CURRENTLY A V A I L A B L E  FOR OPERATOR USE. '1; 
d P I T E L N ( ' E A C H  F I L E  C O N T A I N S  C O N F I G U R A T I O N  I N F O R M A T I O N  FROM P R E V I O U S  RUNS. '); 
Y R I T E L N C ' T H E  PARAMETERS M A Y  6 E  D I S F L A Y E D  AND M O D I F I E D  BEFORE S IMULAf ION. ' ) ;  
a R I T E L N ( ' S E L E C 1  THE hUM9ER aELOY D E S C R I B I N G  THE F I L E  D E S I R E D .  '); 
Y R I T E L N C '  '); 
F O R  I:* 1 TO 5 DO 
Y R I T E L N C '  ' 0 1 : 1 0 '  - ' r D E S C R I P T C 1 3 ) ;  
U R I T E L N C '  '1 ;  
U R I T E L N C '  '1; 
FN := 0; 
REPEAT 
Y R I T E L N ( ' E N 1 E R  S E L E C T I O N :  ' 1 ;  
U N T I L  ( ( f N  >= 1) AND (FN <= 5 ) ) ;  
READLNCFN);  
B~ND(DFILEIDATCFNI~ISTAT); 
GETDATA: 
REPEAT 
k R I T E L N C '  '); 
U R I T E L N C '  ' I ;  
UR I T E L N C  @ ' 1 ; 
W S I T E L N ( @  ETHERNET S I M U L A T I O N  RENU ' 1 ;  
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U R I T E L N ( '  * I ;  
C ' R I T E L N ( * l  - D I S P L A Y  C O N F I G U R A T I O N  I N F O R M A l I O N  ON T E R M I N A L  '); 
U R I T E L N ( ' 2  - WODIFY C O N F I G U R A T I O N  I N F O R M A T I O N  * I ;  
URITELN(*S - S T O R E  MODIFIED I N F O R F I A T I O N  TO FILE S E L E C T E D  '1; 
u R I T E L N ( * C  - RUN S I M U L A T I O N  ' 1 ;  
U R I T E L N ( ' 5  - E X I T  PROGRAM * I ;  
W R I T E L N ( '  ')i 
S L  := 0; 
REPEAT 
Y R I T E L N ( * E N T E R  SELECTION: ' ) ;  
READLNCSL);  
U N T I L  ( (SL >= 1) AND ( S L  <E 5 ) ) ;  
IF S L  1 THEN D I S P L A Y ;  
I F  S L  z 2 THEN RODIFY;  
I F  SL = 3 THEN 
B E G I N  
B f N D ( D f I L E r D A T t F W 1 r I S T A T ) ;  
STORE;  
E N D i  
I F  S L  C TMEN 
B E G I N  
FOR I:=l T O  NOHOSTS DO 
B E G I N  
FOR J : = l  TO NOMOSTS DO 
I F  IOJ THEN 
P D E L A Y C I r J I  :+ (ABS(MOSTCII.DISTAYCE-MOSTCJI. 
D I S T A N C E ) )  1 - 2 7 E - 9  
E L S E  
P D E L A Y  C I r J I  :f 0.0; 
COR J:= 1 TO N O D I S T  DO 
P D E L A Y C I r N O H O S T S + J I ~ r ( A B S ~ M O S T C I I ~ D I S T A N C E ~ D I S C J I ~  
D I S T C 1 I . D I S T A N C E ) )  1.27E-9; 
END; 
FOR I:=l TO N O D I S T  DO 
FOR J:=1 TO NOHOSTS DO 
P D E L A Y C N O M O S T S + I r J I  := ( A B S ( D I S L I I . D I S T C 1 I .  
D I S T A N C E - H O S T C J l . D I S T A N C E ~ ~ ~ ~ . ~ ~ E ~ ~ ~  
FOR I := 1 TO N O D I S T  DO 
FOR J:= 1 T O  N O D I S T  DO 
B E G I N  
P D E L A Y C N O H O S T S + I r N O M O S T S + J 3  2s ( A B S C D I S C I I .  
D I S T ~ 1 J . D I S T A N C E - D I S ~ J ~ ~ D I S l ~ l ~ .  
D I S T A N C E ) )  1.27E-9; 
END; 
END; 
E N D i  
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PROCEDURE P R I N T C O N F I G ;  
( + t . * . * * . C . C . . * C I I I . * ~ * , * * ~ O T * * * * * * * * * * * ~ * * * * ~ O I , * * * * * * . * * * * * * * * * * * * , * * * * , * * * )  
( +  Y R I T E  S I M U A L A T I O N  PARAMETERS T O  AUXOUT * I  
V A R  
I 0  J O  K : INTEGER; 
B E G I N  
R E Y R I T E ( A U X 0 U T ) ;  
R E W R I T E  (OUT);  
Y R I T E L N  ( A U X O U T i '  ETHERNET S I M U L A T I O N  PARARETERS '); 
Y R I T E L N  (AUXOUT,' * ) ;  
l i R I T E L N  ( A U X O U T r '  '); 
Y R I T E L N  ( A U X O U T r '  '); 
Y R I T E L N  <AUXOUTI'ETHERNET 9US 1 0  R A T E :  ' I E B U S R A T E ) ~  
U R I T E L N  (AUXOUT,' '1; 
Y R I T E L N  (AUXDUTr 'NUNBER OF N A I N  FRAMES: ' P N O D I S T ) ;  
U R I T E L N  (AUXOUTI 'NU~BER OF HOSTS: ',NOHDSTS); 
U R I T E L H  ( A U X O U T r '  ' 1 ;  
Y R I T E L l l  (AUXOUTI'REFRESHES TO HOSTS I N  SECONDS: ',MEANREF); 
U Q I T E L N  (AUXOUTr 'DUMPS TO H O S T S  I N  SECONDS: ' rMEANDURP) ;  
W R I T E L N  (AUXOUTt 'OPERATOR R E f R L S H  REQUESTS I N  SECONDS: ' IMEANREP); 
Y R I T E L N  ( A U X O U T r  ' * I ;  
U R I T E L N  (AUXOUT, ' * ) ;  
FOR I :% 1 T O  N O D I S T  DO 
Y I T H  D I S L I I  DO 
B E G I N  
Y R I l E L N ( A U X 0 U T ~ ' M A I N  FRAME NUMBER: '01); 
Y R I T E L N ( A U X O U 1 ~ '  * I ;  
U R I T E L N ( A U X O U T ~ * D I S T A N C E  FROM REFRENCE P O I N T :  * 0  
U R I T E L N ( A U X 0 U T ~ ' F I R S T  REFRESH T I M E :  ' r R E F T I M E 0  
W R I T E L W ( A U X O U T ~ ' F 1 R S T  DUMP T I M E :  ' ~ D U M P T I N E I  
URITELN(AUXOUTI*  ' 1 ;  
W S I T E L N ( A U X 0 U T r ' R E F R e f H  OPERATION: '1; 
YRITELN(AUXOUTI '  S I T S / P A C K E T :  ' r D I S T ~ 1 3 . B I T P I C T ) ~  
*R IT E LN ( AUXOUT/  * NUMBER OF PACKETS SENT 70 E A C H  * #  
Y R I T E L N ( A U X O U T ~ *  '); 
U R I T E L Y ( A U X 0 U T i ' D U M P  OPERATION: ' 1 ;  
V R I T E L N ( A U X 0 U T e '  S I T S I P A C K E T :  ' r D I S T C 2 3 . B I T P K T ) ;  
U R I T E L N ( A U X O U T ~ ' I / O  RATE O F  M A I N  FRAME: ' ~ D I S T C l I . 1 0 R A T E ) ;  
D I S T C 1 3 . 0 I S T A N C E ) ;  
' TO HOST:  ' r R E F H S T : 2 ) ;  
' TO HOST: * rDURPHST:2 ) ;  
~ Q I T E L h ( A U X 0 U T r '  S L T I N E :  ' r D I S T C 1 3 . S L T I M E ) ;  
' T E R M I N A L :  ' IPKTSREFI; 
89 
U R I T E L N C A U X O U T r '  S L T I M E :  ' r D I S T C Z l . S L T I M E ) ;  
U R I T E L W ( A U X O U 1 r '  NUVBER O F  PACKETS SENT T O  EACH ' r  
C Q I T E L N < A U X O U T r '  '1; 
' T E R M I N A L :  ' r P K T S D U M P ) ;  
END; 
FOR I := 1 TO NOHOSTS DO 
a E t I N  
Y I T H  H O S T ~ 1 3  D O  
3 E G I N  
d R I T E L N  ( A U X O U T r '  '1; 
Y R I T E L N  (AUXOUTr 'HOST NUMBER: ',I); 
Y R I T E L N  ( A U X O U T r '  '); 
U R I T E L N  (AUXOUTr 'NUMBER O F  T E R R I N A L S :  ' rNOTERMS);  
U R I T E L N  ( A U X O U T r ' I / O  R A T E  OF HOST: ' r I O R A T E ) ;  
U R I T E L N  ( A U X O U f i ' B I T S  PER PACKET: ' r B I T P K T ) ;  
U R I T E L N  ( A U X O U T r ' D f S T A N C E  FROM R E f E R E N C E  POINT: ' 6  
Y R I T E L N  ( A U X O U f r  ' S L O T  T I R E :  ' r S L T I R E ) ;  
I F  NOTERWS <> 0 THEN 
FOA J := 1 T O  NOTERNS DO 
a E 6 I N  
DI STANCE) ; 
U I T H  T E R M C J I  D O  
U R I T E L N  ( A U X O U T r ' T X T I M E  f O R  T E R M  ' r J : 2 r  
': ' r T X T 1 M E ) i  
END; *) 
END; 
d R I T E L N  ( A U X O U T r '  '1; 
END; 
PROCEDURE F I N D N E X T  (VAR T M I T l  : TERMRECORD); 
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B E G I N  
T M I T l  . T X T I M E  :a 1000.0; 
( +  F I N D  D I S T R I B U T O R  Y I T M  NEXT SMALLEST TX T I H E  
FOR I:= 1 TO N O D I S T  DO 
B E G I N  
( +  YMEN NOTX=O TMEN T M E  D I S T R I B U T O R  IS R E A  
( +  NEXT SCREEN REFRESM OR TAPE F I L E  DUMP8 
Y TO S E R V I C E  T H E  
T M E R U I S E  T M A T  + I  
DISTRIBUTOR H A S  P A C K E T S  L E F T  T O  B E  TRANSMITTED * )  
I F  D I S C I 3 . N O T x  = S THEN 
B E G I N  
(* FOR A P A R T I C U L A R  D I S T R I B U T O R  F I N D  THE SMALLEST + )  
( *  T I M E  BETYEEN T H E  SREEN REFRESM OR TME T A P E  F I L E  DUMP + )  
I F  D I S C I I . R E F T I 3 E  < T M I T l . T X T 1 M E  THEN 
B E G I N  
T M I T l . T X T I M E  := O I S C I 3 . R E F T I M E ;  
T f l I T l . R C V R  := D I S C I l . R E F H S T ;  
T 3 I T l . W N U R  :* I + NOMOSTS; 
TMIT1.NUMCOLS := 0; 
TP!ITl.TNUM := 1; 
D1SCIJ.REFDUMP := 1; 
T S L T I M E  := D I S t 1 ~ . 0 I S T C l ~ . S L T I ~ E i  
END; 
I F  D I S C I I . D U M P T I M E  < T M I T l . T X T I M E  TMEN 
e E G I N  
T M I T 1 . T X T I M E  :* DISCI1 .DUMPTIME;  
TMIT1.RCVR := DISCI3.DUMPMST; 
TRIT1. i lNUM := I + NOHOSTS; 
T R I T l . T N U r !  := 1; 
TM1Tl.NUMCOLS := 0; 
DISCI3 .REFDUMP :* 2; 
T S L T I M E  := D I S C I 3 . D I S T C 2 3 . S L T I M E i  
END; 
END 
E L S E  
B E G I N  
( +  PACKETS R E M A I N  TO BE T R A N S M I T T E D  FROM SCREEN REF *) 
( *  O R  TAPE F I L E  DUNP BEGUN P R E V I O U S L Y  +)  
WITH D I S C 1 3 ~ D I S T C D ~ S C I I ~ R E F D U M ~ l ~ T E R M C l I  DO 
I F  T X T I M E  < T M I T l . T X T I R E  TMEN 
BEG I N  
T M I T l . T X T I M E  := TXTIME;  
TMIT1.MNUW := MNUM; 
TMIT l .RCVR := R C V R i  
TMIT1.TNUM := 1; 
TM1Tl .NUMCOLS := NUBCOLS; 
T S L T I R L  :* DISCI3.DIST~DISCI3.REFDUMPl.SLlIME~ 
END; 
END; 
END; 
(+ ANY OPERATOR REQUESTS READY TO B E  T R A N S M I T T E D ?  I C  SO TMEN SET T M I T l * )  
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FOR I:= 1 TO NOHOSTS D O  
d E G I N  
F L A G  := 0; 
FOR K:= 1 T O  S P  D O  
I F  HTXCK3 I THEN 
a E G I N  
END; 
FLAG := 1; 
I F  F L A G  = 0 T H E N  
B E G I N  
FOR J := 1 T O  HOSTCI3.NOTERMS D O  
V I T H  H O S T t I 3  D O  
B E G I N  
I F ( T E R f l C J I . T X T I M E ~ T ~ I T l ~ T X T I f l E )  THEN 
1 M I T l . T N U M  := J; 
T M I T l . T X T 1 M E  := TERRC33.TXTIME; 
TWIT l .HNUM := TERMCJ3.HNUM; 
TMIT1.RCVR := 1ERMcJJ.RCVR; 
TPIIT1. NUMC OL S := T ERf lCJ  I NUMCOLS; 
T S L T I R E  := SLTIME;  
END; 
END 
E L S E  
FOR J:= 1 TO HOSTCI1.NOTERMS DO 
C I T H  H O S T C I I  DO 
I F  ( ( T E R P I t J 3 . T X T I R E  - T M I T l . T X T 1 M E )  <= ( T S L T I M E  4 
9.6E-6 4 P D E L A Y C f M I T l . ~ N U R ~ 1 3 ~ ~  THEN 
B E G I N  
TERMCJ3 .TXTIHE := T M 1 T l . T X T I H E  4 T S L T I M E  4 
2.9.6E-6 4 P D E L A Y C T M I T 1  .HNUMlr I j ;  
END; 
END; 
I F ( T M I T 1 . H N U M  > N O H O S T S )  THEN 
I F  ( D I S ~ T ~ I f l . H N U ~ ' N O H O S T S ~ ~ N O T X  = 0 )  THEN 
B E G I N  
Y I T H  D ISCTRIT l .HNUM-NOHOSTSI  D O  
d:TH DIST~DIS~TMITl.HNUW-NOHOSlS1.REFDUWPl DO 
B E G I N  
TERMC13.1XTIME := T M I T l . T X T I f l E ;  
I F  REFDUMP = 1 THEN 
a E G I N  
TER9Cl I .RCVR := REFHST; 
NOTX := H O S T C T E R f l C 1 3 . R C V R 3 . N O T E R M S * P K T S R E C i  
TERflC13.NUMCOLS := 0; 
END 
E L S E  
I F  REFDUMP x 2 THEN 
a E G I N  
fERFC13.RCVR :* DUf lPHSl ;  
NOTX := H O S T C T i R f l C 1 3 . R C V R l . N O T E R M S + P K T S D U H P ;  
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PROCEDURE C O L L I S I O N  ( V A R  T E R M l :  1ERMRECORD;VAR TERM2: T E R H R E C O a D ;  
V A R  SUMl :  REAL;  V A R  SUM2: REAL); 
( *  USED TO CALCULATE THE NEXT T R A N S M I T  T I V E  F O R  THE S T A T I O N S  Y H I C H  C O L L I D E D  * )  
V A  R 
X : REAL; 
I : INTEGER;  
LP : INTEGER;  
a E G I N  
( 0  USED T O  CALCULATE THE NEXT T R A N S M I T  T I M E  FOR THE S T A T I O N S  WHICH C O L L I D E D  0 )  
S U M l  := A B S ( T E R Y 1  .TXT IME-TERMZ.TXTIME)  4 9.6E-6; 
S U M l  := SUMl  + 3 2 I E B U S R A T E ;  
SUM2 := sun1; 
x := 1; 
L P  :* T E R M l  .NUMCOLS; 
I F  (TERR?.UUMCOLS <> 0) THEN 
B E G I N  
I F  TERM1.NUMCOLS > 10  THEN 
FOR I := 1 T O  LP DO 
LP := 10; 
x := x 2; 
E N D i  
SUM1 :* SUR1 4 RAN(1DUM) X 51.2E-6; 
x :. 1; 
L P  := TERPl2.NUMCOLS; 
I F  (TERM2.NURCOLS 0 0 1 THEN 
B E G I N  
I f  TERM2.NUMCOtS > 1 0  THEN 
LP := 10; 
x := x 2; 
FOR I := 1 TO L P  D O  
END; 
SUM2 := SUM2 + R A N < I D U M )  X 51.2E-63 
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TERV1.NUMCOLS := T E ~ H l . Y U * C O L S  1; 
I F  ACOLL = 0 THEN 
lERM2.NUMCOLS := TEI!42.NUMCOLS + 1; 
It TERM1.NUMCOLS >= 16 T H E N  
TERM1.NUMCOLS := 0; 
I F  TERMZ.NU*COLS >* 1 6  T H E N  
7ERMZ.NUMCGLS := 0; 
EN3; 
PROCEDURE C O L L I D E  (SUM : REAL; V A R  C M O S 1  : HOSTREC0RD;fNUM : INTEGER); 
B E G I N  
( *  USED TO UPDATE S T A T I O N  P I R I H E T E R S  *) 
W I T H  CHOST DO 
B E G I N  
NOCOLS := NOCOLS + 1; 
C O L T I R E  := C O L T I M E  + SUY; 
I F  ( W I N W A I T  > SUM) T H E N  M I N Y A I T  := SUM; 
I F  ( M A X Y A I T  < SUM) THEN 
B E G I N  
M A X W A I T  := SUM; 
NAXRCVRWT := TERMLTNUM3.RCVR; 
END; 
END; 
* 
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( *  COMPARE T R A N S N I T T E R  U I T H  ALL OTHER S T A T I O N S  TO S E E  I F  A h Y  BUS C O L L I S I O N S  
UOULD OCCUR ON THE aUS * )  
V A R  
I 0  J R  HI: INTEGER; 
SUM10 SUM2 : REAL; 
PD : REAL; 
B E G I N  
sum1 := 0; 
SUM2 := 0; 
A C O L L  := 0; 
PO := 0.0; 
TEHP := THOST.SLTIME; 
u r n  T H O S T  DO 
Y I T U  TERNCTMIT l .TNUM3 D O  
B E G I N  
I F  (HNU" > NOHOSTS) THEN 
B E G I N  
N I  := HNUM - NOHOSTS; 
F O R  I:= 1 T O  N O D I S T  DO 
I F  I C> N l  THEN 
I F  ( D I S C I 3 . N O T X  = 0) THEN 
B E G I N  
I F  ~ D I S ~ I ~ . R E F T I M E ~ C U R T I N E ~ ~ P D E L A Y ~ H N U M r N O H O S T S ~ I l  THEN 
B E G I N  
DISCII.DISTC1I.TERMClI~TXTI~E := D I S C 1 3 . R E F T I R E ;  
C O L L I S I O N ~ D I S ~ I I ~ D I S T ~ l  l ~ T E R M C 1 I ~ T E R H ~ ~ ~ I T 1  . T N U M I r  
SUM1 r S U R 2 ) ;  
I F  (ACOLL 0) THEN 
I F  PO C P D E L A Y C H N U M r N O H O S T S + I l  THEN 
A C O L L  := 1; 
PO := P D € L A I ~ H N U M r N O H O S T S + I l ;  
I F  DISCII.DISTC1I.TERMClI~NUWCOLS 0 THEN 
D I S C I 3 . R E F T I M E  := CLOCK*9.6E-6*32/EaUSRATE 
E L S E  
B E G I N  
D I S C I J . R E F T I M E  := D I S C I 3 . R E F T I M E  + SUMl; 
C O L L I D E ~ S U M l ~ D I S C I I ~ D I S T ~ l I ~ l ~ ~  
END; 
( * Y R I T E L N < O U T ~ * C O L L  T M = * , T H I T ~ . H N U R : ~ R *  U /  D S * * ~ I : ~ R *  R D ~ ' ~ D I S C 1 3 . R E F D U M P : I r  
* N I T ~ * ~ D I S C I I . R E F T I N ~ ) ~ ~ )  
E N D  
E L S E  
I F  ( D I S C I ~ . D U ~ P T I M E - C U R T I R E ~ < P D E L A Y t H N U ~ ~ N O H O S T S * I I  THEN 
B E G I N  
COLLISION~DISCI3.DISTt2l.TERWtll~TERW~TMITl.TNU~l~ 
D I S C I I ~ D I S T C 2 I ~ T E R N C l I ~ T X T I M E  := O I S C I 3 . D U M P T I H E ;  
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S U M l r S U ~ Z ) ;  
I F  ( A C O L L  = 0) THEN 
I F  D D  < P D E L A Y C H N U M r N O H O S T S * I ~  THEN 
I F  D I S C I I . D I S T C 2 I . T E R M C 1 I . N V n C Q L S  = 0 THEN 
E L S E  
A C O L L  := 1; 
PO := P D E L A Y C H N U M ~ N O H O S T S * I l ;  
D:SCI3.DUMPTIt lE := CLOCK+9.6E-6+32/EBUSRATE 
B E G I N  
D I s ~ I ~ . D U H P l I M E  := D I S C I I . D U * P T I M E  + SUMl;  
~ O ~ L I D E < S U H l r D I S i I 3 . D I S T C 2 l r l ) ~  
END; 
( * Y R I T E L N ( O U T r ' C O L L  T M ~ ' , T P l I T l . H N U M : Z r '  U /  D S = ' r 1 : 2 0 '  R D = ' r D I S C I I . R E F D U R P : l r  ' N / T ~ ' r D I S C I I . D U M P T I ~ E ) ;  * )  
EN3; 
END 
E L S E  
I F  ~ D I S C I 3 . D I S ~ K O I S ~ I ~ . R E F D U M P l . T E R M ~ l l . T X T I M E - C U R T I R E ~  
< PDE LA Y f H N U R r  NOH0 STS+ I 3  THEN 
B E G I N  
JUNK :f 01SCI I .REFDUHP;  
C 3 L L I S I O N ~ D I S ~ 1 ~ ~ D I S T ~ J U N K ~ ~ T E R ~ ~ l l ~ T E R M C l M I T l ~ T N U M l r  
SUMl8SUM2) ;  
I F  ( A C O L L  0) THEN 
I F  PD < PDELAYfHNUM,NOHOSTS+I l  THEN 
A C O L L  := 1; 
PD := P D E L A Y C H N U M r N O H O S T S 4 1 3 i  
I F  D I S C I 3 . D I S T C J U N K 3 . T E R t l C l 3 . N U ~ C O L S  = 0 THEN 
D I S C I I ~ D I S T C J U N K 3 ~ 1 E R M C l I ~ T X T I M E  := 
C L O C K  + 9.oE-6 4 3 Z / E S U S R A T E  
E L S E  
B E G I N  
DIS~Il.DIST~JUNK3.TERM~ll.lXTIME := D I S C I I .  
D I  S T  L J U N K I  . T E R N C l I  .TXT I M E  + SUM1 ; 
C O L L I D E ( S U M l ~ D I S C I I ~ D I S T C J U N K I ~ 1 ~ ;  
END; 
( + Y R I T E L N C O U T r ' C O L L  TM=' rTMIT1.HNUn:28 '  U /  D S = ' r I : Z r '  R D t ' r D I S C 1 3 . R E F D U M P : I r  
* N/l~'rDISC13.DISTCJUNKJ.TERMClI~TXTIME); +) 
END; 
F 0 8  I:= 1 T O  NOHOSTS DO 
FOR J : =  1 TO HOSTCI3.NOTERRS D O  
I F  ~ H O S T ~ I ~ . T E R ~ C J 3 . T X T r n E - c u R T r n E )  < 
B E G I N  
PDELAY :MNUMr I 3  THEN 
~ O L L I S I O N < H O S T C I 3 . T E R M C J l ~ T E R M C T M I T l ~ T N U M l ~  
S U M l r S U ! 4 2 1 ;  
I F  ( A C O L L  0)  THEN 
I F  PO < P D E L A Y L H N U H r I 3  THEN 
ACOLL := 1; 
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PD : f  PDELAYCHNUM,I3; 
I F  H O S T C I ~ . T E R N ~ J ~ . N U M C O L S  = 0 THEN 
H O S T C I I . T E R M C J 3 . T X T i ~ ~  := 
C L O C K  + 9 .6E-6  + 3 2 / E B U S R A T E  
E L S E  
B E G I N  
H O S T C I 3 . T E R ~ C J 3 . T X T I ~ E  := H O S T C I l . T E R M C J 3 . f X T I M E +  
SUM1; 
C O L L I D E ( S U ~ l r H O S T C I 3 ~ J ) ;  
END; 
( * U R I T E L N ( C U T I ' C C L L  T M = ' , T M I T l . H N U N : 2 ~ '  U /  D S = ' r I : 2 1 *  TT~' ,J :2 , '  N / T = ' #  
H 3 S T C 1 3 . T E R M C J l . T X T I f l ~ ~ ~  .) 
END; 
E N D  
B E 6 1 N  
E L S E  
F O R  I:=l TO N O D I S T  DO 
I F ( D I S t I l . N O T X  = 0 )  THEN 
B E G I N  
I F  ( D I S C I 3 . R E F T I M E ~ C U R T I R E ~ C P D E L A Y ~ H N U M ~ N O H O S T S + I ~  THEN 
B E G I N  
D I S ~ I ~ . D I S T C l ~ . T E R ~ C l ~ . T X T I M E  := D I S C I 3 . R E F l I M E ;  
C O L L I S I O N ~ D I S ~ I 3 . D I S T ~ l ~ . T E R f i ~ l ~ ~ T E R f i ~ T M I ~ ~ . T ~ U M ~ ~  
SUM1 # S U R 2 1  i 
I F  ( A C O L L  = 0) THEN 
A C O L L  := 1; 
I f  PO < P D E L A Y C ~ N U R r N O H O S T S + I ~  THEN 
I f  DIS~I~.DISTC1l.TERM~ll.NUMCOLS = 0 THEN 
E L S E  
PD := P D E L A Y ~ H N U M , N O H O S T S + I ~ ;  
D I S C I 3 . R E F T I W E  := CLOCK+Q.6€-6+32/EBUSRATE 
B E G I N  
D I S C I 3 . R E F T I M E  := D I S C I 3 . R E F T I M E  + SUR1; 
COLLIDE(SUM1~DISCI3.DIST~l 3 8 1 ) ;  
END; 
( * U R I T E L N ( O U T t ' C O L L  T M ~ ' ~ T ~ ~ I T ~ . H N U M : ~ I '  U/ DS=',I :21' R D = ' I D I S C I ~ . R E F D U ~ P : ~ ~  
* N / T ~ ' r D I S ~ I l . R i F T I f i E ) ;  *) 
E N D  
E L S E  
I F  ~ D I S ~ I ~ . D U ~ P T I M E ~ C U R l I ~ ~ ~ C P D E L A Y ~ H N U M ~ N O H O S T S + ~ ~  THEN 
B E G I N  
D I S C I ~ , D I S T ~ 2 ~ . T E R M C l ~ . T X T I M E  := D I S f I 3 . 0 U M P T I M E ;  
C O L L I S I O N ~ D I S [ I 3 , D I S T C 2 l ~ T E R ~ C l l ~ T E R f l C T M I T l ~ T N U M ~ ~  
' SURl ,SUM2) I  
I F  C A C O L L  = 0) THEN 
I f  PO < PDELAYCHNUfi,NOHOSTS+I3 THEN 
I F  D I S ~ I ~ , D I S T C 2 3 . T E R M C l l . N U f l C O L S  = 0 THEN 
A C O L L  := 1; 
PO := P D E L A Y f w N U M , N O H O S T S + I ~ ;  
D I S C I 3 . D U M P T I R E  := CLOCK+9.6E-6+32 /EBUSRATE 
ELSE 
BEGIN 
DIStI3.DURPTIME := DISCIl.DUNPTIME + SUMl; 
C O L L I D E ~ S U R l r D I S ~ I l . D I S T ~ 2 l r l ~ ~  
END; 
(*URITELN(OUTr'COLL TM~'rTMIT1.HNUR:Zr' r l /  DS='rI:Zr' RD~'rDISCII.REFDUWP:lr 
N/T.'rDIS~I3.DUMPTI~C); *) 
END; 
END 
ELSE 
IF ~ D I S C 1 l . D I S T C D I S C I I . R E F D u M P l . T E R ~ ~ l ~ . T X T I M E - C U R T I M E ~  
< P D E L A Y C H N U M r N O H O S T S + I ~  THEN 
B E G I N  
J U N K  := DISfI3.REFDURP; 
C O L L I S I O N ~ D I S ~ I ~ . D I S T ~ J U N K ~ . T E R ~ ~ l ~ r T E R R ~ ~ M I T l ~ T N U M ~ r  
S U R ~ ~ S U ~ Z ) ;  
IF (ACOLL 0) TH E N  
IF DD < P D E L A Y C H N U R r N O H O S T S + I l  T H E N  
A C O L L  := 1; 
P D  := P D E L A Y C H N U M r N O H O S T S * I ~ ;  
I F  DISC1~.DIST~JUNKI.TERW~ll.NUWCOLS = 0 T H E N  
CLOCK + 9,eE-6 + 3 2 1 E S U S R A T E  
D I S C I 3  . D I S T C J U N K I ~ T E R M ~ l  I .TXTIME : = 
ELSE 
B E G I N  
DISCII.DISTCJUNKI.TER~ClI.TXTIRE := DISCII. 
C O L L I D E ( S U M 1 r D I S t I 3 . D ~ S T C J U N K 1 r l ) ~  
D I S T ~ J U N K l . T E R M C l l . T X T I R E  + SURl; 
END; 
(+bQITELN(CUTr'COLL Tl='rTMfTl.HNUN:2r' Y I  DS=@rI:Z0' RDI'rD1SCIl.REFDURP:l~ 
' N / T ~ ' r D I S ~ I ~ . D I S T ~ J U N K ~ . T E R M ~ l ~ . T X T I R ~ ) ;  * I  
END; 
FOR I:= 1 T O  N O H O S T S  DO 
I F  I <> TRfTl.HNUM T H E N  
FOR J : =  1 T O  HOSTCI3.NOTERRS DO 
IF ~ H O S T C I I ~ T E R ~ C J I . T X T I M E ~ C U R T I M E )  < 
PDELAYCHNUMrIJ THEN 
BEGIhr 
C O L L I S I O N ~ H O S T ~ I ~ ~ T E R ~ ~ J l r T E R ~ ~ T M I T l . T N U R ~ r  
SUM1 8 SUMZ) ; 
I F  ( A C O L L  * 0) T M E N  
IF P D  < P D E L A Y ~ H N U M r I 3  T H E N  
I F  HOSltI~.lERMtJ~.NUNCOLS = 0 TH E N  
ACOLL :* 1; 
P D  := PbELAYCHNUMrIl; 
HOSTCII.TERMCJ3.TXTIME := 
C L O C K  + 9.6E-6 + S Z / E B U S R A T E  
ELSE 
BEGIN 
H O S ~ C 1 I ~ T E R M ~ J l ~ T X T I ~ E  := HOSTCII.TERMCJI.lXTIME+ 
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END; 
PROCEDURE DEFER ( S U M  : REAL;VAR CHOST : HOSTPEC0RD;TNUM : INTEGER) ;  
BEGIN 
(* U P O A r E S  S T A T I O N  P A R A H E T E R S  TO I N D I C A T E  D E F E R  *) 
WITH CMOS1 DO 
B E 6 I N  
Y T T I M E  := Y T T I M E  + SUM; 
N O U A I T S  :e N O Y A I T S  + 9 ;  
I F  ( ( P I I N W A I T  > SUM) AND <SUM <> 0.0)) THEN R I N Y A I T  :* SUM; 
I F  ( N A X Y A I T  < SUM)  THEN 
B E G I N  
P I A X Y A I T  := SUM: 
MAXRCVRYT := TERRCTNUM3.RCVR; 
END; 
END; 
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PROCEDURE CHECKDEFER(VAR T H O S T  : HOSTPECORD); 
( e  COMPARE TRANSMITTER W I T H  O T H E R  S T A T I O N S  T O  SEE I F  THAT S T A T I O N  MUST 
DEFER PACKET T R A N S ? I S S I O N  U N T I L  AFTER THE CURRENT T R A N S M I S S I O N  I S  COMPLETE.) 
V A R  
11 J I  H I :  INTEGER;  
SUM : REAL; 
CHECK : REAL; 
B E G I N  
Y I T H  THOST D O  
U I T H  T E R M l T M I T l  . T N U ? I  D O  
IF (HNUq > N O H O S T S )  THEN 
B E G I N  
HI := HNUR - NOHOSTS; 
f O R  I:= 1 T O  N O D I S T  D O  
I F  I <> H I  THEN 
I F  ( D I S C I 3 . N O T X  = 0) THEN 
B E G I N  
I F  (CHECK < ( S L T I M E  + P D E L A Y C H N U M r N O H O S T S + I 3 + 9 . 6 E - 6 ) )  THEN 
CHECK := D I S ~ I 3 . R E F T I M E  - TXTIME;  
i 3 E G I h  
( e  URITELN(OUTI 'DEFER T=' ITMIT~.HNUM:~I '  D z ' 1 1 : Z r '  RD~'rDISCIY.REFDUMP:l)~*) 
D I S C I 3 . R E F T I M E  := T Y T I N E  + S L T I M E ;  
IF CHECK > 0.0 THEN 
SUM := 0.0; 
SUM := S L T I M E  - CHECK + 9.6E-6 + 
P D E L A Y C H N U M r N O H O S T S + I l ;  
I F  SUM < 0.0 THEN SUM := 0.0; 
DEF ER(SUM~DISCII.DISTC1I~l); 
E N D  
E L S E  
B E G I N  
CHECK := D X S C I l . D U M P T I ~ E  - T X T I q E ;  
a E G I N  
I F  ( C H E C K ~ ( S L T I M E + P D E L A Y C H N U M r N ~ H O S T S + I l + 9 . 6 E ~ 6 ~ ~ T H E N  
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(+YRITELN(CUT,'DEFER T=',TRITl.HNUM:Z,' Y I T H  D = ' , I : Z t '  P D ~ ' 0 D I S C I I . o E F D U N P : I ) ; r )  
DISCII.DUMPTI%E := f X T I 3 E  + SLTIME; 
SUY := 0.0; 
I f  CHECK >O.O T H E N  
SU11 := S L T I M E  - CHECK + 9.6E-6 + 
PDELAYCHNUMrNOHOSTS*I3; 
IF SUM < 0.0 ThEN SUM := 0.9; 
D E F E R ( S U M r D I S ~ I l . D I S T ~ 2 ~ ~ l ) ~  
END; 
END; 
END 
ELSE 
BEGIN 
CHECK := D I S C I 3 ~ D I S T C D I S C 1 3 ~ R E F D U M F I ~ T € R H ~ l I ~ T X T I M E ~ T X T I M E ~  
I F  CHECK < ( S L T f ~ E * P D E L A Y C H N U M , N O H O S T S + I ~ + ~ . 6 E ' 6 )  THEN 
YEGIN 
(*YRITELN(OUT,'DEFER T='rTMfTl.HNUM:2,' Y I T H  D=*,I:Z,' RDf'rDISCIJ.REFDUMP:l);*) 
D I S ~ I I . D I S T C D X S C I ] ~ R E f D U M P I ~ T E R ~ C l l ~ T X T I M E ~ ~  
T X T I M E  + SLTIME; 
IF CHECK 0.0 T H E N  
I F  SUM < 0.0 THEN SUM := 0.0; 
sun := 0.0; 
SUM := S L T I M E  - CHECK+9.6E-6+PDELAY CHNUfirNOHOSTS+II; 
D E F E R ( S U M ~ D I S C I 3 . D I S T C D I S C I l . R E F D U ~ ~ ~ t ~ ) ~  
END; 
END;  
END 
B E G I N  
ELSE 
F O R  I : = l  TO N O D I S T  D O  
If(DISCI3.NOTX = 0 )  T H E N  
B E G I N  
CHECK := DISCI1.REFTIME - T X T I M E ;  
IF (CHECK < ( S L T I M E  + PDELAYCHNUM,NO~OSTS*Il+9.6E-6)) T H E N  
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D I S C I 3 . R E F T I M E  := T X T I f i E  + S L T I R E ;  
sun := 0.0; 
I F  CMECK > 0.0 TMEh 
SUN := S L T I R E  - CHECU + 9 .6E-6  + 
PDELAYCMNUM,NOHOSfS*I3; 
I F  SU9 < 0.0 TMEN SUM := 0.0; 
D E F E R ( S U M r D I S K I 3 . 0 I S T C l ~ ~ l ) ;  
END 
E L S E  
8 E G I N  
CMECK := D I S C I 3 . D U M D T I M E  - T X T I Y E ;  
I F  (CMECK < ( S L T I M E  + 
B E G I N  
P D E L A Y C M N U M r N O M O S T S + I l  + 9 .6E-6) )  THEN 
( + U R I T E L N ( O U T r ' D E F E R  T = ' 0 T M I T l . M W U M : 2 r 0  U I T M  D = ' 0 1 : 2 0 '  R D ~ ' r D I S C I I . R E F D U M P : l ) ; + )  
D I S C I 3 . D U M P T I R E  := T X T I R E  + SLTIME;  
SUN := 0.0; 
I F  CHECK > 0.0 TMEN 
SUM := S L T I M E  - CMECU + 9.6E-6 + 
P D E L A Y K M N U M r N O H 3 S f S + I ~ ;  
I F  SUR C 0.0 TMEN SUR :+ 0.3; 
DEFER(SUMrDXSKIl.DISTK2~rl); 
END; 
END; 
END 
E L S E  
a S G X N  
CHECK := D I S E i 3 ~ D I S T ~ D I S t I l . R E F D ~ ~ P l . T E R R ~ l l ~ T X T I ~ E ~ T X T I M ~ ~  
I F  (CMECK C ( S L T I ~ E + P D E L A Y f H ~ U M r N O H O S T S + I ~ + 9 . 6 E - 6 ) )  TMEN 
a E G I N  
D I S ~ I l . D I S T ~ D I S ~ 1 3 . R E F D U M P l . T E R ~ ~ l ~ . T X T I R ~  := 
T X T I M E  + S L T I M E ;  
i F  CHECK > 0.0 THEN 
(+URITELN(OUTI 'DEFER T = ' ~ T M I T ~ . H N U M : ~ I '  U I T H  D = ' r 1 : 2 0 '  R D ~ ' r D I S C I I . R E F D U M ~ : I ) ; . )  
SUM := 0.0; 
SUM := S L T I M E  - CHECK + 9.6E-6 + 
PDELAYCMNUMrNOMOSTS+I l ;  
I F  SUR < 0.0 T H E N  SUM := 0.0; 
D E F E R ~ S U f i ~ D I S K I 3 . D I S T ~ D I S C I l . R E F D U R P ~ r l ~ ~  
END; 
END; 
FOR I:= 1 TO NOHOSTS DO 
I F  ( I < > T M I T l  .HNUM) T H € N  
FOR J:= 1 T O  HOSTCI1.NOfERMS DO 
S E G I N  
I F  (CHECK< ( S L T I M E  + P D E L A Y C M N U n r I 1 * 9 . 6 € - 6 ) )  TMEN 
CMECK := M O S T ~ 1 3 . T E R M ~ J l . T X T I M E - T X l I R E ~  
a E G I N  
(* ~ R I f E L N ( 0 U T r ' D E C E R  T ~ ' r l R I T l . M N U M : 2 ~ '  UfTM H = ' 0 1 : 2 0  
' TERM= ' 0 J : 2 0 '  C K = ' r C M E C K ) i  *)  
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H O S T C I 3 . T E R M t J l . T X T I M E : ~  
T X T I M E  S L T I M E ;  
SUM := 0.0; 
I F  CHECK > 0.0 THEN 
SUW := S L T I H E  - CHECK + 9.6E-6 + 
PDELAYLWNUMr I3 ;  
I F  SUR < 0.0 THEN SUM 0.0; 
D E F E R ( S U N r H O S T C I 1  I J 1; 
E%D; 
END; 
END; 
END; 
PROCEDURE UPDATE; 
( *  UPDATE S T A T I O N  T M A T  JUST T R A N S M I T T E D  A PACKET * I  
VAR 
I r J r K r L  : INTEGEA;  
SSP: INTEGER;  
B E G I N  
(* COUNT NO PACKETS R E C E I V E D  A t  A S T A T I O N  *) 
I F  TMIT1.RCVR > NOHOSTS T H E h  
B E G I N  
JUNK := TMIT1.RCVR - NOHOSTS;  
D I S ~ J U N K I . D I S T C l ~ . P K t S R X  := DISLJUNKI.DISTCl~.PITSRX 1; 
END 
ELSE 
H O S l C T ~ I T 1 . R C V R ] . P K T S R X  := H O S T C T ~ I T l . R C V R 3 . P K T S R X  + 1; 
( *  I F  AN OPERATOR REOUEST UAS T R A N S * I T T E D  *I 
I F  TRIT1.HNUPl <= NOHOSTS THEN 
a E G I N  
U I T W  HOSTCTWIT l .HNUR1 DO 
Y I T H  T E R M ~ l M I T l . T N U R 3  DO 
B E G I N  
P K T S T X  := P K T S T X  4 1; 
CLOCK := CURTIME S L T I M E ;  
GUSBUSY := @USBUSY 4 S L T I Y E  4 9.6E-6; 
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U S A G E  := U S I G E  + S L T I * E ;  
F O R  I:* 1 T O  N O D I S T - 1  D O  
I F  TMIT1.RCVR = (NOHOSTS + I) THEN 
B E G I N  
T X T I M E  := CLOCK; 
RCVR := NOMOSTS + I + 1; 
END; 
I F  TMIT1 .SCVR = NODIST+NOHOSTS THEN 
B E G I N  
T X T I M E  := M E A N R E O + H C Y C C M N U M r T N U M l +  
HCYCCMNUMrTNUM3 := WCYCCHNUMrTNUMI + 1; 
( - ( ~ E A N R E Q / N O T E R M S ) 4 L N ( R A N ( I D U M ) ) ) ;  
RCVR := NOHOSTS+ l ;  
NUMCOLS := 0; 
SP := SP + 1; 
H T X C S P I  := TMITl .HNUM; 
B E G I N  
O P R f P C I 3  := O P R E P C I I  + 1; 
S N O T X C I r S P 3  :f D I S f I 3 . N O T X ;  
S R E f D U N P C I r S P l  : f  D I S C I l . R E F D U M P ;  
F I N C I r S P I  := 11; 
FOR I:= 1 TO N O D I S T  DO 
D I S t I 3 . R E F D U M P  := 1; 
D I  S C I I  .NOTX : = D I SCI 3 .  PKTSRE F; 
D I S ~ I 3 . D I S T C 1 l . l E R M C S * + l l : ~ D I S C I ~ . D I S T ~ l ~ . T E R M ~ l l ~  
J I T H  D I S C I I . D I S T C 1 I . T E R M C l I  DO 
a E G I N  
T X T I R E  := CLOCK; 
I F  1 0 1  THEN TXT1ME:fCLOCK; 
RCVR := TMI f l . t4NUM;  
NUMCOLS := 0; 
END; 
END; 
EYD; 
END; 
END 
ELSE 
( +  A D I S T R I @ U T O R  JUST T R A N S N I T T E D  A PACKET - UPDATE FOR NEXT CYCLE * )  
e E G I N  
Y I T H  D I S L l R I T 1 . H N U M  - NOMOSTS3 D O  
Y I T H  D I S T t D I S C T M I T l . M N U ~ - N O M O S l S l . R E F D U * P 3  DO 
B E G I N  
NOTX := NOTX -1; 
PKTSTX := P K T S T X  + 1 ;  
CLOCK :* CURTIME + S L T I M E ;  
BUSBUSY := BUSBUSY + S L T I M E  + 9.6E-6; 
USAGE := USAGE 4 S L T I N E ;  
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( *  CHECK T O  SEE I F  ALL PACKETS HAVE B E E N  S E N T  OUT FDR THE OPERATOR * )  
( +  REQUESTED SCREEN REFRESH - R E S T O R E  D I S T R I B U T O R  TO NGRYAL O P E R A T I N G * )  
( *  MODE YHEN P A C K E T S  HAVE e E E N  T R A N S R I T T E D  * )  
S S P  := 0; 
FOR J:= 1 TO N O D I S T  DO 
I F  (D1SCJl .NOTX = 0) AND (TMIT1.HNUK NOHOSTS+J)  
AND ( O P R E Q C J I  <> 0) THEN 
I F  H T X C I 3  = TMIT1.RCVR THEN 
BEGIF; 
FOR I :=l  TO SP DO 
DISCJ3.REFDUMP := S R E F D U ~ ~ P C J I I ~ ;  
DISCJ3.DISTC13.TERMCll.NUMCOLS := 0; 
DISCJ3.NOTX := s N o T X c J 1 1 3 ;  
D I S ~ J ~ . D I S T ~ 1 l . T E R f l ~ l l  := D 1 S C J l . D I S T ~ 1 l . T E R M ~ I + l ~ ~  
F I N C J r I ]  := 1; 
OPREPCJ3 := O P R E O C J I  - 1; 
SSP := I; 
I F  REFDUMP 1 THEN 
B E G I N  
J I T H  D I S C J I  DO 
I F  tNOTX=O) AND ( R E F T I R E < C L O C K )  THEN 
E L S E  
I F  ( N O T X O O )  AND ~ D 1 S T C l l . T E R M C 1 ~ . T X T I M E C C L O C K ~  THEN 
R E F T I M E  := CLOCK 
D I S T C 1 I . T E R M C l I . T X T I M ~  := CLOCK; 
IF DU~PTIME c CLOCK THEN 
D U f l P T I M E  := CLOCK; 
E F i D  
E L S E  
B E G I N  
I F  (NOTX=O) AND (DUMPTIWECCLOCK) THEN 
E L S E  
I f  (NOTXC>O) 4ND ~DISTCZ3.fER~C1l.fXTXHECCLOCK~ THEN 
I F  R E F T I R E  C CLOCK THEN 
R E F T I M E  := CLOCK; 
DUMPTIME := CLOCK 
D I S T C Z I . T E R R C 1 3 . f X T I M E  := CLOCK; 
END; 
END; 
I F  S S P  <> 0 THEN 
B E G I N  
J U N K  := 0; 
FOR L:= 1 TO N O D I S T  DO 
JUNK : f  JUNK + FINCLISSPI ;  
B E G I N  
IF < J U N K = N O D I S T )  THEN 
F O R  L : =  1 TO N O D I S T  DO 
J := 0; 
F O R  K := 1 TO SP DO 
F I N C L I S S P ~  := 0; 
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BE G I N  
JUNK := 0; 
FOR L:= 1 T O  N O D I S T  DO 
I F  ( J U N K  < >  0) T H E N  
JUNK := JUNK + FINCLIKI;  
S E G I N  
J :f J + 1; 
H T X t J I  := HTXCKI ;  
FOR L := 1 TO N O D I S T  DO 
a E G I N  
SREFDUMPCLIJI := SRETDJ*PCLIKI; 
S N O T X C L e J I  := SNOTXCLIKI; 
F I N C L I J I  := F INCLIKI ;  
D I S ~ L l . D I S T ~ 1 l . T E R M ~ J + l l  := D I S ~ L l . D I S T ~ 1 ~ . T E R W C K + l l ;  
END; 
END; 
END; 
SP := S P  - 1; 
END; 
END 
E L S E  
( *  S E T  UP TO S E R V I C E  NEXT SCREEN R E F  OR TAPE + )  
( +  DUMP YHEN ALL PACKETS HAVE BEEN T R A N S M I T T E D + )  
( *  AND A fORCED SCREEN REF I S  NOT OCCURRING *)  
I F  (NOTX 0) THEN 
B E G I N  
TERPC1l.NUMCOLS := 0; 
I F  REFDUMP = 1 THEN 
B E G I N  
REFHST := R E F H S T  + 1; 
I F  R E F H S T  > NOHOSTS THEN 
R E F H S T  := 1; 
R E F T I M E  := R E F T I M E  + 
MEANREF/NOHOSTS; 
END 
E L S E  
B E G I N  
DUMDHST := DUMPFST + 1; 
I F  DUMPHST > NOHOSTS T H E N  
DURPHST := 1; 
D U M P T I R E  := D U M P T I R E  + 
WEANDUMP/NOHOSfS; 
END; 
If R E F T I W E  < C L 3 C K  THEN 
R E F T I M E  := CLOCK; 
I F  DUMPTIWE < CLOCK T H E N  
DUMPTI ! tE  := CLOCK; 
END 
E L S E  
( *  O T H E R U I S E ~  T R A N S M I T  N E X T  P A C K E T  A S  SOON A S + )  
(*  P O S S I 6 L E  OR A S  SOON A S  HOST BUFFER F I L L S  * )  
L ' I T H  TERMC13 DO 
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B E G I N  
NUMCOLS := 0; 
T X T I M E  := CLOCK; 
I F  ( C U R T I R E  + ( S I T P K T I 1 3 R A T E ) )  > 
CLOCK THEN 
T X T I M E  := C U R T I ~ E + S I T P K T / I C R A T i :  
END; 
PROCEDURE P R I N T S T A T S ;  
(*  W R I T E  FUN S T A T I S T I C S  TO AUXOUT T O  B E  D I S P L A Y E D  ON P R I N T E R  *) 
V A R  
11 J : INTEGER;  
T l r  12 : REAL; 
B E G I N  
~ R I T E L N ( A U X O U T I '  ' 1 ;  
YRITELN(AUXOUTI '  ' 1 ;  
URITELN(AUXOUTI '  '1 ;  
YRITELN(AUXOUTI 'SOUQCE WAIT  T I M E  W A I T  T I M E  DEFER COLL 'I 
U R I T E L N ( A U X 0 U T r '  DEFER C O L L I S I O N  COUNT COUNT 'I 
' P K T S  P K T S  W I N I M U M  PKT MAXIMUM P U T  NAX WAIT'); 
' T X  R X  W A I T  T I M €  U A I T  T I M E  R E C E I V E R  @); 
F O R  I :* 1 TO N O D I S T  DO 
FOR J := 1 T O  2 DO 
U I T H  DISCII.OISTCJ3 DO 
B E G I N  
I F  ( M I N Y A I T  = 999 .9 )  T R E N . M I N Y A I T  := 0.0; 
U R I T E L N  ~ A U X O U T ~ I : l r ' , ' r J : l r @  ' : ~ # W T T I M E I '  ' ICOLTINEI' ' f  
NOWAITS:b,' @:ZINOCOLS:~I' ' : 2 r P K T S T X : 4 r '  'IPKTSRX:CI' 'I 
M I N Y A I T r '  @rM&XYAIT, '  ',MhXRCVRUT); 
T O T P K T S T X  := TOTPKTSTX + PKTSTX;  
END; 
F O R  I := 1 TO NOHOSTS DO 
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J 
U I T M  H O S T C I I  D O  
C E G I N  
I F ( M I N Y A 1 T  = 399.9) THEN R I N Y A I T  := 0 . 0 ;  
U R I T E L N  ( A u x o u T 8 I : 2 , '  ' :S,UTTIMEt '  ' ~ C O L T I N E I '  ' 8  
NOUAITS:4,' ':Z,NOCOLS:&r' ' :Z,FKTSTX:&r'  ' r P K T S R X : 4 r '  ' I  
M I N U A I T , '  ',#AXWAIT,' ' r H A X R C V R U T ) ;  
TOTPKTSTX := TOTPKTSTX + PKTSTX; 
END; 
CRITELN(AUXOUT, '  '); 
U R I T E L N ( A U X 0 U T r '  '1;  
U P I T E L N ( A U X 0 U T r '  ' 1 ;  
URITELN(AUXOCT, '  S I M U L A T I O N  RUN T I R E  (SECONDS):  ' 8 S I M T I M E ) ;  
URITELN(AUXOUTI 'TOTAL BUS C O L L I S I O N S :  ' r T O T C O L S ) ;  
U R I T E L N ( A U X O U T r ' T 0 T A L  PACKETS TX:  ' r T O f P K T S T X ) ;  
U R I T E L N ( A U X 0 U T r '  '); 
URITELN(AUXOUT, '  '1; 
W R I T E L N C A U X O U T r '  AVG BUSBUSY AVG USAGE 
AVG99 := BUS0USY / TOTPKTSTX; 
AVGUS := USAGE / TOTPKTSTX; 
A V G I D  := I D L E  / TOTPKTSTX; 
IDLE := SIMTIRE - a u s s u s y ;  
URITELN(AUXOUT,AWGBB.' ' : S r A V G U S # '  ' :SPAVGID) ;  
~ R I T E L N ( A U X O U T I '  '); 
~RITELN(AUXOUT,* T O T  eusausr T O T  USAGE 
U S I T E L N ( A U X O U T i S U S B U S Y 8 '  ' : S r U S A G E r '  ' : S r I D L E ) ;  
Y R I T E L N ( A U X 0 U T r '  '1; 
YRITELN(AUXOUTI '  '); 
U R I T E L N ( A U X 0 U T r '  ' 1 ;  
dRITELN(AUXOUT, 'S  S IMULATED THROUGHPUT: ' r S I M T H R U P U T ) ;  
WRITELN(AUXOUT, '  '1 ;  
SIMTHRUPUT := AVGUS / (AVGBS + A V G I D ) ;  
OFFLOAD := T O T B I T S  I S I R T I H E ;  
OFFLOAD := OFFLOAD / ELUSRATE; 
W R I T E L N ( A U X 0 U T i ' G  AGGREGATE O f F E R E D  L O A D  A S  A PERCENT OF BUS C A P A C I T Y :  ' I  
URITELN(AUXOUT, '  '1 ;  
WRITELN(AUXOUTI 'E = E F F I C I E N C Y  ( S / G ) :  ' , E F f I C I E Y C Y ) ;  
WRITELW(AUXOUT, ' '1; 
OF FLOAD); 
E F F I C I E N C Y  := S I H T H R U P U T  / DFFLOAD; 
11 := OFFLOAD E X P ( - ( 1 . 2 7 € - 9  OFFLOAD) ) ;  
1 2  := OFFLOAD (1 + 2 1.27E-9) + E X P ( - ( l . t 7 € - 9 * O F F L O A D ) ) ;  
TP := T I /  T2; 
YRITELN(AUXOUTI 'T T H E O R E T I C A L  THROUGHPUT: ' r T P ) ;  
AVG I D L E ' ) ;  
TOT I D L E ' ) ;  
PROCEDURE CHARTRESULTS; 
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V A  R 
K T  : INTEGER; 
I R r  B P 1 0  @ P Z r  H I #  HB : R E A L ;  
11 J r  P R r  PD, HN : INTEGER; 
T D J r  T C Y r  M I N Y r  M A X U  : REAL; 
I N D A T :  CHAR; 
B E G I N  
R E S E T ( S F 1 ) ;  
I F  E O F ( S F 1 )  THEN 
a E G I N  
R E U R I T E ( S F 1 ) ;  
Y R I T E L N ( S F 1 r '  
d R I T E L N ( S F 1 , '  '1;  
Y R I f E L N ( S F l r ' S . T .  - S I M U L A T I O N  RUN T I * E ' ) ;  
U R I T E L K ( S F 1 r ' E . B .  - ETHERNET BUS '); 
U R I T E L N ( S F 1 r ' E . F .  - M A I N  FRAHE '1 ;  
USITELN(SF1r 'T .F .D.  - TAPE F I L E  DUMP'); 
d R 1 T E L N C S F l r ' H .  - H O S T S ' ) ;  
U R I T E L t i ( S C 1 r ' T I H  - T E R V I N A L S  PER H O S T ' ) ;  
U S I T E L N ( S F 1 r ' S . R .  - SCREEN Q E F R E S H ' ) ;  
U R I T E L N ( S F l r ' 0 . R .  - OPERATOR REQUEST' ) ;  
U R I T E L N ( S F 1 r '  '1;  
Y R I T E L N ( S F 1 r '  '1 ;  
U S I T E L N ( S F 1 r '  ' ); 
' S I M U L A T I O N  RUN PARAMETERS '1; 
NUYBER OF ' r  Y R  I T E L N  (S F 1  I ' 110 RATES 
U R I T E L N ( S F 1 r ' R U N  S.T. E.9. M.F. H. M.F. H. T / H  ' 0  
END; 
' NUN9ER P K T S  FOR B I T S I P K T  FOR A V C  T I M E S  ( S E C ) ' ) ;  
* s.a. T.F.D. O.R. S.R. 1.F.D. 0.R. S.R.  1 .F .D .  0.R.'); 
DATC13 := 'TEMP 0; 
B I Y D  ( D F I L E I D A T ~ ~ I ~ I S T A T ) ;  
R E S E T ( S F 1 ) ;  
KT := -14; 
R E U R I T E  (DFXLE);  
W H I L E  NOT E O F ( S F 1 )  DO 
B € t I N  
KT := K T  + 1; 
B E G I N  
U H I L E  NOT E O L N C S F l )  DO 
READ ( S F l r I N D A T ) ;  
Y R I T E  ( D F I L E r  I N O A T ) ;  
END; 
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A E A D L N ( S F 1 )  ; 
~RITELN(DFILE); 
END; 
1 9  := D I S t l I . D I S T ~ 1 ~ . 1 0 I A T i ~  
PR := 0; 
PO :f 0; 
F O R  I := 1 TO N O D I S T  DO 
B E G I N  
PR := PR + D I S t I 1 . P K T S R E F ;  
PO :a PD + D I S C I l . P K T S D U N P ;  
END; 
B P I  : DI S C 1  I D I  ST C1 I 8 1  TPKT; 
B P Z  := D I S C l I . D I S T C 2 I . a I T P K T ;  
n I  := HOSTC~I.I~RATE; 
HN := H O S T C l 3 . N O T E R ~ S ;  
H3 := WOSTL1J.BITPKT; 
k R I T E L N ( D F I L E r K 1 : S r '  ' r S 1 ~ f I M E : S r '  ' r E B U S R A 1 E : S r '  ' # I R : S 0 '  ' r H 1 : S r  ' ' r N 0 3 1 S T : 2 1 '  ' r N O H O S T S : 2 r '  ' r H N : 2 r '  ' r P R : Z r '  ',Po: 20  ' 1'0 
* ' rMEANRE4:3) ;  
' ' r B P 2 : S r '  ' r B P 2 : S r '  ' r H B : 5 8 '  ' r R E A N R E F : Z r '  ' I P E A N D U R C : ~ ~  
C L O S E ( D F 1 L E ) ;  
e I N D ( D F I L E ~ D A T C 1 l r I S ~ A T ~ ~  
R E S E T ( D F 1 L E ) ;  
R E U Q I T E  ( S F l ) ;  
W H I L E  NOT E O f ( D f 1 L E )  DO 
B E G I N  
d H I L E  N 3 T  E O L N C D F I L E )  DO 
B E G I N  
QEAD ( D F I L E r I N D A T ) ;  
W R I T E  ( S F l r I N D A T ) ;  
END; 
R E A D L N ( D F 1 L E ) ;  
U R I T E L N C S F l ) ;  
END; 
CLOSE ( D f I L E ) ;  
RESET(SF2) ;  
If E O f ( S F 2 )  THEN 
B E G I N  
R E Y R I T E ( S F 2 ) ;  
U R I T E L N ( S F 2 r '  ' 1  
' S I W U L A T X O N  RUN R E S U L T S  '1;  
Y R I f E L N ( S F 2 r '  '1 ;  
W R I T E L N ( S f 2 r ' G  - AGGREGRATE OFFERED LOAD A S  A PERCENT OF B U s ' r  
U R I T E L N ( S F 2 r ' S  - S I R U L A T E D  THROUGHPUT'),; 
U R I T E L N ( S F 2 r ' T  - T H E O R E T I C A L  THROUGHPUT ' 1 ;  
W R I T E L N ( S F 2 r ' E  - E F F I C I E N C Y ' ) ;  
U Q I T E L N ( S f 2 r * T O T  U A I T  DEFER T I R E  - MAXIMUM T O T A L  W A I T I N G  T I r l E  O F  A ' r  
' C A P A C I T Y ' ) ;  
' D E V I C E  DUE T O  PACKETS B E I N G  DEFFERED');  
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URITELN(SF2,'TOT YAIT C O L L  T I R E  - H A X I M U 8  TOTAL IrAITING T I M E  O F  A ', 
Y R I T E L ~ C S F ~ I ' R I N  YAIT P I C K E T  - MINIHUM P A C K E T  Y A I T  TIME T O  ACCESS', 
dRITELN(SF2~'NAX YAIT P A C K E T  - M A X I M U M  P A C K E T  WAIT T I M E  TO ACCESS', 
'DEVICE DUE TO P A C K E T  C O L L I S I O N S  '1;  
' ETIiElNET 9US'); 
1 ETHERNET eus 
URITELN(SF2,' * ) ;  
URITELN(SF2,' ' 3 ;  
WRITELN(SFZI' '1 ;  
uaITELN(SF2,' NUN. PKTS ' I  
* TOT Y A I T  T O T  U A I T  M I N  b A I T  * A X  YAIT ' ) ;  
' DEFER T I M E  C O L L  T I M E  P A C K E T  P A C K E T  '1 ;  
URITELN(SF2,'RUN G S T E COLS TRIT*, 
END; 
D A T C l I  := 'TERP 0;  
B I N D  (DFILEIDATC13rISTAT)i 
RESET(SF2); 
K T  := -14; 
R E Y R I T E  (DfILE); 
Y H I L E  N O T  EOF(SF2) DO 
B E G I N  
K T  := K T  + 1; 
U H I L E  NOT EOLN(Sf2) DO 
BEGIN 
R E A D  (SFZIINDAT); 
W R I T E  (DfILEIINDAT); 
END; 
R E A C L Y ( S F 2 ) ;  
YRITELN(DC1LE); 
EYD; 
T D Y  := 0.0; 
I C Y  := 0.0; 0 R I M Y  := 999.9; 
MAXY := 0.0; 
F O R  1:s 1 T O  NODIST D O  
F O R  J:= 1 TO 2 DO 
B E G I Y  
IF TDd < DISCII.DISTCJ~.YTTIME T H E N  T D Y  := D I S C I I . D I S T C J I . ~ T T I ~ E ~  
IF T C U  < DIS[II.DISTCJI.COLTIRE T H E N  T C Y  := DISfI3.DISTCJI.COLTI~E~ 
IF ~ ~ M I N U > D I S C I 3 ~ D I S ~ C J ~ . ~ I N Y A I T ~ A N D ~ D I S C I 3 . D I S l ~ J l . H I N U A I T ~ ~ O . O ~ ~  T H E N  
M I N U  := D I S C I I ~ D I S ~ C J J ~ R I N U A I T ~  
IF MINY 999.9 T H E N  HIMU 0.0; 
I F  R A X Y  < DISCI3.DISTCJ].HAXYAIT T H E N  M A X Y  := DISCI3.DISTCJl.MAXYAIT; 
END; 
FOR I:= 1 TO N O H O S T S  DO 
B E G I N  
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I F  TDU < H O S T C I 3 . U T T I M E  TMEN TDU : f  H O S T C I I . U T T I p E ;  
I F  T C Y  < HOSTC1J.COLTIME THEN I C Y  := H O S T l I I r C O L l I M E ;  
I F  ~ ~ R I N U > M O S T C I I ~ ~ I ~ U A I T ~ A N D ~ M O S T C I I ~ ~ I N U A I T ~ ~ O ~ O ~ ~  TMEN 
R I N U  :* MOSTCI3 .MINYAIT ;  
I F  MAXU < M O S T C I l . ~ A x u A I T  T H E N  M A X Y  :* M @ S T ~ l I . R A X u A I T ;  
END; 
b R I T E L N ( D F I L E r K T : 3 r '  ' r 0 F F L O A D : S r '  ' r S I R T M R U P U T : 5 r '  ' r T p : s r '  ' r E F F I C 1 E N C Y : S r  
' ' r T C T C 0 L S : C r '  ' r T O T P K T S f X : 5 r '  ' r T D V : S r '  ' r T c Y :  5,' ' 0  
RINY.: 50 ' ' 8 RAXr l :  5) ; 
C L 1 S E ( D C I L E ) ;  
B I ~ D ( D F I L E r D A T f 1 3 r I S T A T ) ;  
R E S E f ( D F 1 L E ) ;  
R E U R I T E  ( S F 2 ) ;  
Y H I L E  NOT E O F C D F I L E )  DO 
B E G I N  
U M I L E  NOT E O L N C D F I L E )  DO 
B E G I N  
READ ( D F I L E r I N D A T ) ;  
Y R I T E  ( S F Z r I N D A T ) ;  
END; 
R E A D L N ( 6 F I L E ) ;  
Y R I T E L N C S  F2); 
END; 
CLOSE ( D F I L E ) ;  
END; 
B E G I N  
I N I T I A L I Z E ;  
COYFIGURE; 
( *  I F  OPERATOR SELECTED O P T I O N  14 I N  CONFIGURE TMEW RUN S I f l U L A T I O N  
I F  S L  = 4 THEN 
B E G I N  
O T H E R U I S E  ABORT S I M U L A T I O N  I M M E D I A T E L Y  * )  
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PffINTCONFIG; 
CLOCK := 9.6E-6; 
REPEAT 
FINDNEXT(TMIT1); 
C U R T I M E  := T M I T 1  .TXTIME; 
IF ( C U R T I M E  < (CLOCK + 9.6E-6)) THEN 
CURTIYE := CLOCK + 9.6E-6; 
IF TMIT1.HNUM > NOHOSTS THEN 
B E G I N  
J U N K  := TIIIT1.HNUR - NOHOSTS; 
A C O L L I S I O N C D I S ~ J U N K 3 . D I S T ~ D I S ~ J U N K l . R E F D U ~ P ~ ~ ~  
~ 0 ~ ~ I T S ~ ~ T 0 l 8 1 1 S + D I S C J U N ~ I ~ D I S T C D I S ~ J U N K I ~ R E f D U M P l ~ ~ I T P K T ~  
IF A C O L L  = 0 TH E N  
Y R I T E L N ( O U T r ' T M R ~ ' r T M I T l . H N U f i : 2 r '  RDr',DISCJUNKI.REFDUMP:lr 
' Rtr' rTNIT1 RCVR:Zr * T X T M = *  TMITl .TXTIMEI ' CLx'r CLOCK) ; 
E N D  
B E G I N  
ELSE 
T O T E I T S  := T O T B I T S  + H O S T C T ~ I T l . H N U R 3 . B I T P K T ;  
ACOLLISION(HOSTCTRITl.HN~~I); 
IF ACOLL = 0 T H E N  
U R I T E L N ( O U T r * T M R ~ ' r T M I T l . H N U f i : 2 r  
' RC~'~TMITI.RCVR:ZI' T X T M ~ ' r T ~ I T l . T X f I M E r *  CL='rCLOCK); 
END; 
I f  (ACOLL = 0) T H E N  
BEGIN 
If TMIT1.HNUM > NOHOSTS T H E N  
3EGIN 
JUIUK := TMIT1.HNUM - NOHOSTS; 
C H E C K D E f E R ( D I S C J U N K I . D I S T C D I S C J U N K I ~ R E f D U ~ P I ~ ~  
END 
ELSE 
C H E C K D E F E R ( H O S T C T ~ I T l . H N U M ~ ) ~  
UPDATE; 
END; 
(*  YRITELN(0UTr' ' 1 ; *)  
U N T I L  ( CLOCK >= SIWIPIE); 
PRINTSTATS; 
W S I T E L N  ('END OF RUN'); 
R E P E A T  
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YRITELN(* * ) ;  
Y R I T E L N ( * A D D  RUN I N F O R M A T I O N  TO SURMARY CHARTS? ENTER " Y "  O R  "N":'); 
AEADLNC OpCHhR); 
U N T I L  ((OPCHAR = * Y o )  OR (OPCHAR = ' N O ) ) ;  
I F  OPCHAR = * Y *  THEN 
CHARTRESULTS; 
END; 
END. 
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APPEhDIX 11. 
PARAMETERS AKD RESULTS OF VARIOUS SCENARIOS 
guns 1 - 10 BASIC COIGIGURATIOM 
S imu l a  t ion P,un Time : 
Ethernet Bus Rate: 
Number of  Main Frames: 
Main Frame 1/0 Rate: 
Number of Hosts: 
Host 1/0 Rate: 
Itumber of Termina Is per Host : 
Screen Refresh 
Tape F i l e  Dump 
Operator Request 
Operator Request No. packets:  
Average Time of Screen Refreshes: 
5 sec 
10 l i b i t s / s ec  
2 
10 Mbits/sec 
20 
2.4 Nbits /sec 
10 
7680 b i t  s tpacket  
7680 b i t  stpacket 
1024 b i t  s fpacket  
1 per main frame 
2 sec  
Runs 1 - 10 \'MIABLE PARAMETERS 
Number of  Packets f o r  Screen Refresh: 2 - 10 
Nunber of Packets f o r  Tape F i l e  Dump: 2 - 10 
Average Time of Tape F i l e  Dumps: 
Average Time f o r  Operator Requests: 10,  18, 180 sec 
4 ,  10, or 15 sec 
CONTENTS 
2un 1 Report ....................................................... 116 
Run 2 Beport ..................................................... 122 
Run 3 Report ..................................................... 128 
Run 4 Report ..................................................... 134 
~ u n  5 Report ..................................................... 140 
3un 6 Report ..................................................... 146 
Xun 7 Report ..................................................... 152 
Run 8 Report ..................................................... 158 
Run 9 Report .................................................... 164 
Run 10 Report ........................................................ 170 
Runs 1 - 10 Summary Tables ....................................... 176 
Run 11 Report .................................................... 177 
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ETHERNET S I M U L A T I O N  PARAMETERS RUN 1 
ETHERNET B U S  I O  RATE: 1 . 0 0 0 0 0 0 0 0 0 E + 0 7  
NUMi3ER OF Y A I N  FRAMES: 2 
NURBER O F  HOSTS: 20 
REFRESHES TO h O S T S  I N  SECONDS: 2.000900000E+00 
DUMPS TO HOSTS I N  SECONDS: 1 . 5 0 0 0 0 0 0 0 0 E + 0 1  
OPERATOR REFRESH REQUESTS I N  SECONDS: 1 . 8 0 0 0 0 0 0 0 0 E + 0 2  
Y A I N  FRAME NUMBER: 1 
1 / 0  R A T E  OF M A I N  FRAME: 1 . 0 0 0 0 0 0 0 0 0 E + 0 7  
D I S T A N C E  FROM REFRENCE P O I N T :  4 . 0 0 0 0 0 0 0 0 0 E + 0 2  
F I R S T  R E F R E S H  T I M E :  1 . 0 0 0 0 0 0 0 0 0 E - 0 1  TO H O S T :  1 
F I R S T  DUMP T I M E :  7.500000000E-01 T O  H O S T :  1 
REFRESH O P E R A T I O N :  
B I T S / P A C K E T :  7.680000000E+03 
S L T I M E :  7 . 6 8 0 0 0 0 0 0 0 E - 0 4  
NUMBER O F  P A C K E T S  SENT TO EACH T E R M I N A L :  
DUMP O P E R A T I O N :  
a I T S / P A C K E T :  7 . 6 8 0 0 0 0 0 0 0 E + 0 3  
S L T I M E :  7 . 6 8 0 0 0 0 0 0 0 E - 0 4  
NUHaER 3F P A C K E T S  SENT T O  EACH T E R M I N A L :  
M A I N  FRAME NUMSER: 2 
1 / 0  R A T E  OF Y A I N  F R A I E :  1 . 0 0 0 0 0 0 0 0 0 E + 0 7  
D I S T A N C E  F R O M  REFRENCE P O I N T :  6 . 7 5 0 0 0 0 0 0 0 E + 0 2  
F I R S T  R E F R E S H  T I M E :  1 . 0 0 0 0 0 0 0 0 0 E - 0 1  TO HOST: 1 
F I R S T  DUMP T I H E :  7 . 5 0 0 0 0 0 0 0 0 E - 0 1  TO HOST: 1 
REFRESH O P E R A T I O N :  
G I T S / P A C K E T :  7.680000000E+03 
S L T I M E :  7 . 6 8 0 0 0 0 0 0 0 E - 0 4  
NUMSER O F  P A C K E T S  SENT TO EACH T E R M I N A L :  
DUMP O P E R A T I O N :  
a I T S / P A C K E T :  7.680000000E+93 
S L T I M E :  7 . 6 8 0 0 0 0 0 0 3 E - 0 4  
NUMBER OF P A C K E T S  SENT T O  EACH T E R M I N A L :  
H O S T  NUMBER: . 1  
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Ni lMBER OF T E R M I N A L S :  10  
110 RATE OF HOST: 2 . 4 0 0 0 0 0 0 3 0 E + O 6  
5 l T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 ~ E + 0 3  
D I S T A N C E  F R O q  REFERENCE P O I N T :  5 .000000~00E+01 
S L O T  T I M E :  1 . 0 2 4 O 0 0 0 0 O E - 0 4  
HOST NUMBER: 2 
NUMaER O F  T E R M I N A L S :  10 
I / O  P A T E  O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET: 1 . 3 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O Y  REFERENCE P O I N T :  1 . 0 0 0 0 0 0 0 0 0 E + 0 2  
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMEER: 3 
NUMBER O F  T E Q M I N A L S :  10 
1/0 R A T E  OF HOST: 2 . ~ 0 0 0 0 0 0 0 0 E + 0 6  
9 1 1 s  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
S L 9 T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
D I S T A N C E  FROM REFERENCE P O I N T :  1 ~ 5 0 9 0 0 0 0 0 0 E + 0 2  
HOST hUM9ER: 4 
r iUM9ER D F  TERMXNALS: 10  
1 / 0  R A T E  O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E * 0 6  
$ I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T 4 N C E  FROM REFERENCE P O I N T :  2 . 0 0 0 0 0 0 0 0 0 E + O 2  
SLOT T I M E :  1 . 0 2 4 0 0 0 9 0 0 E - 0 4  
HOST NUMBER: 5 
NUMBER O F  T E R M I N A L S :  1 0  
110 R A T E  OF HOST:  2.400000000E+06 
B I T S  PER PACKET:  1 ~ 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O M  REFERENCE P O I N T :  2m500000000E+02 
S L O T  T I M E :  1.0240000OOE-04 
HOST NUMBER: 6 
NUWBER O f  T E R M I N A L S :  1 0  
110 R A T E  OF HOST: 2.COOOOOOOOE+06 
9 1 T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  3 . 0 0 0 0 0 0 0 0 0 E + 0 2  
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 7 
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NUMBER O F  T E R M I N A L S :  10 
110 RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 3 6  
3 1 1 s  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
D I S T A N C E  FROM REFERENCE P O I N T :  3 ~ S O O O O O O O O E + 0 2  
HOST NUMBER: 8 
NUMBER O F  T E R M I N A L S :  10 
1/0 RATE 3 F  HOST: 2.400000000E+06 
S I T S  PER PACKET:  1.9i4000000E+O~ 
D I S T A N C E  FROM Q E F E R E N C E  P O I N T :  4~250000009E+02 
f L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 9 
NUMBER OF T E R M I N A L S :  10 
110 RATE OF HOST: 2.4000000905+06 
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FRO!! REFERENCE P O I N T :  4.500000000E+02 
SLOT T I H E :  1 . 0 2 4 0 Q 0 3 0 0 E - 0 4  
HOST NUMBER: 1 0  
NUYBER O F  T E R M I N A L S :  10 
I / O  RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  5.000000000E+02 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 11 
NUMBER O F  T E R M I N A L S :  1 0  
1/0 RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
311s  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  5 . 5 0 9 0 0 0 0 0 0 E + 0 2  
SLOT T I M E :  1.024303000E-04 
HOST NUflaER: 1 2  
NUMBER OF T E R M I N A L S :  1 9  
110 RATE 3 F  HOST: 2.490000000E+95 
B I T S  PER 2 4 C Y E T :  1 . 3 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R 3 Y  REFERENCE P O I N T :  S.O00000000E+02 
SLOT T I M E :  1 . 0 2 4 0 0 0 3 0 0 E - 0 4  
118 
H O S T  NUMEER: 13  
NUMBER O F  TERHINALS: 10 
1 / 0  R A T E  O F  HOST:  2.400000000E+06 
B I T S  P E R  P A C K E T :  l.O2b000000E+03 
D I S T A N C E  FROPI  R E F E R E N C E  P O I N T :  6.500000000E+02 
SLOT T I M E :  1 ~ 0 2 4 0 0 0 0 0 0 E 0 0 4  
H O S T  NURSER:  1 4  
KUWBER O F  TERMINALS: 13 
I / O  R A T E  OF H O S T :  2 .400000000~+06 
B I T S  PER P A C K E T :  1.024000000E+03 
D I S T A N C E  F R O Y  R E F E R E N C E  P O I N T :  7.000000003C+02 
SLOT T I M E :  1.024000000E-34 
H O S T  NUMBER: 15 
NUM8ER O F  TERMINALS: 1 0  
110 R A T E  OF H O S T :  2.400000300E+06 
B I T S  PER P A C K E T :  1.024000000E+03 
D I S T A N C E  F R O V  R E F E R E N C E  P O I N T :  7 .5000000~0E+02 
SLOT T I M E :  1.024000030E-OL 
H O S T  NUMBER: 1 6  
NUMBER OF TERMINALS: 10  
110 R A T E  O f  HOST: 2.400000000E+06 
B I T S  PER P A C K E T :  l.O24000000E*33 
D I S T A N C E  f R 3 R  R E F E R E N C E  P O I N T :  3.000000000E+O2 
SLOT T I M E :  1.O24000000E-04 
HOST NUMBER: 1 7  
NUVBER OF TERMINALS: 1 9  
110 R A T E  O F  H O S T :  2.400000000E+05 
9 i T S  PER PACKET:  1.024000000E+03 
D I S T A N C E  FRO9 R E F E R E N C E  P O I N T :  8.250000000E+02 
SLOT T I M E :  1.024000000E-00 
HOST NURSER: 1 8  
NUMSER O F  TERMINALS: 10 
1 1 0  R A T E  O F  H O S T :  2.400000000E+36 
9 1 1 s  P E R  P A C K E T :  1 . 0 2 4 0 ~ 0 0 0 0 € + 0 3  
D I S T A N C E  F R O 4  R E F E R E N C E  P O I N T :  5.750000000E+02 
SLOT T I H E :  1.024000000E-04 
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HOST NUMBER: 1 9  
NUMBER OF T E R M I N A L S :  1 0  
1/0 RATE O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + U 6  
B I T S  PER PACKET: 1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
a 
D I S T A N C E  FROM REFERENCE P O I N T :  9 ~ 2 5 0 0 0 0 0 0 0 E + O 2  
SLOT T I M E :  1 .024000000E004  
HOST NUMSER: t o  
NUMBER O F  TERMINALS:  10 
1 / 0  RATE OF HOST: t . 4 0 0 U 0 0 0 0 0 E + ~ 6  
9 I f S  PER PACKET: 1 . 0 2 4 0 0 0 0 0 0 € + 0 3  
SLOT TIRE: 1.024000000E-04 
D I S T A N C E  FROM REFERENCE P O I N T :  9 ~ 7 S 0 0 0 0 0 0 0 E + O 2  
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ETHERNET S I M U L A T I O N  PARAMETERS RUN 2 
ETHERNET B U S  I O  RATE: 1 . 0 0 0 0 0 0 0 0 0 E + 3 7  
NUMBER O F  M A I N  FRAMES: 2 
NUMBER O F  HOSTS: 2 0  
REFRESHES T 3  H O S T S  I N  SECONDS: 2.000300900E+OO 
DUVPS T O  HOSTS I N  SECONDS: 1 . 0 0 0 0 0 C 0 3 0 E + 0 1  
OPERATOR REFRESH REQUESTS I N  SECONDS: 1 .00000~000E+01 
M A I N  FRAME NUMBER: 1 
1 / 0  R A T E  O F  Y A I N  FR4YE: 1 . 0 0 0 0 0 0 0 0 0 E + 0 7  
F I R S T  REFRESH T I M E :  1.300000000E-01 TO H O S T :  1 
F I R S T  DUMP T I M E :  5.OOOOOOOOOE-01 TO HOST: 1 
D I S T A N C E  FROM REFRENCE P O I N T :  4 . 0 0 0 0 0 0 ~ 0 0 E + 0 2  
REFRESH O P E R A T I O N :  
B I T S I P A C K E T :  7.680003000E+03 
S L T I M E :  7.63OOOOOOOE-04 
NUMBER 3 F  P A C K E T S  SENT TO EACH T E R M I N A L :  
D U Y P  O P E R A T I O K :  
B I T S / P A C K E T :  7 . 6 8 0 9 0 0 0 0 0 E + 0 3  
S L T I M E :  7 . 6 8 0 0 0 0 0 0 0 E - 0 4  
NUiYSER 3F P A C K E T S  SENT TO EACH T E R M I N A L :  
V A I N  F R A V E  NUMSER: 2 
110 R A T E  O F  WIAIN FRA5E:  1 ~ 0 0 0 0 0 3 0 0 0 E + 0 7  
D I S T A N C E  FROM REFRENCE P O I N T :  6 , 7 5 0 0 0 0 0 0 0 E + 0 2  
F I R S T  R E F R E S H  T I M E :  1.000000000E-01 T O  H O S T :  1 
F I R S T  DUHP T I N E :  5.000000000E-01 TO HOST: 1 
REFRESH O P E R 4 T I O N :  
B I T S / P A C K E T :  7 . 6 8 0 0 0 0 0 0 3 E + 0 3  
S L T I M E :  7.680a00000E-04 
NUMSER O F  P A C K E T S  SENT 1 3  EACH T E R M I N A L :  
DUMP O P E R A T I O N :  
B I T S / P A C K E T :  7 . 6 8 0 0 0 0 0 0 0 E + 0 3  
S L T I M E :  7 . 6 8 0 0 0 0 0 3 3 E - 0 4  
NUMBER O F  P A C K E T S  SENT TO EACH T E R M I N A L :  
1 
1 
1 
1 
H O S T  NUMBER: 1 
122 
NUMBER OF T E R M I N A L S :  10 
110 RATE O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
# 
D I S T A N C E  F R O M  REF€RENCE P O I N T :  S.OOOOOOOOOE+OI 
HOST NUMBER: 2 
NUYBER O F  T E R M I N A L S :  10  
1 / 0  RATE OF H O S T :  2 . 4 0 0 O 0 0 0 0 0 E + 0 6  
3 1 1 s  PER P A C K E T :  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 3 0 E - 0 4  
D I S T A N C E  F R O M  REFERENCE P O I N T :  1~OOOOOOOOOE+O2 
HOST NUMBER: 3 
NUMBER OF T E R M I N A L S :  1 0  
I10 R A T E  OF HOST: 2.400000000E+06 
B I T S  PER PACKET:  1 .024OCOOOQE+03 
D I S T A N C E  F R O M  REFERENCE P O I N T :  1 . 5 0 0 0 0 0 0 0 0 E + 0 2  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - O S  
HOST N U M S E R :  4 
NUMBER O F  T E R M I N A L S :  10 
I10 RATE O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + O 6  
E I T S  PER PACKET: 1 . 0 2 4 0 0 0 0 0 0 € + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  2.000000000E+02 
SLOT T I M E :  7 . 0 2 4 0 0 0 0 0 3 E - 0 4  
0 
HOST NUMBER: 5 
NUMBER O F  T E R M I N A L S :  1 0  
110 RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
a n s  P E R  P A C K E T :  i . o t 4 o o o o o c ~ ~ + o ~  
D I S T A N C E  FRO4 REFERENCE P O I N T :  2 ~ S O O O O O O O O E + 0 2  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 6 
NUMBER O F  T E R M I N A L S :  10 
110 RATE O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  P E 2  PACKET:  1 ~ 0 2 4 0 0 0 0 0 0 E + 0 3  
SLOT T I M E :  1 . 0 2 ~ 0 0 0 0 0 0 E - 0 4  
D I S T A N C E  FROM REFERENCE P O I N T :  3 ~ 0 0 0 0 0 0 0 0 0 E + 0 2  
H O S T  NUMSER: 7 
123 
NUMBER OF T E R M I N A L S :  1 0  
1/0 RATE O F  HOST: 2 . 4 0 0 0 0 0 0 ~ 0 E + 0 6  
3 1 1 s  PER PACKET:  1 . 3 2 4 0 0 0 0 0 0 E + 0 3  
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
D I S T A N C E  F R O M  REFERENCE P O I N T :  3 ~ 5 0 0 0 0 0 0 0 0 E + O 2  
HOST NUMBER: 9 
tJUM3ER O F  T E R F l I N A L S :  1 0  
1 / 0  R A T E  O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
a n s  P E R  P P C K E T :  ~ . O ~ ~ O O O O O O E + O ~  
D I S T A N C E  F R O M  REFERENCE P O I N T :  4 . 2 5 0 0 0 0 0 0 0 E + 0 2  
SLOT T I R E :  1 . 3 2 4 0 0 0 0 0 C E - 0 4  
HOST NUMBER: 9 
NUMBER OF T E R M I N A L S :  1 0  
1 / 0  RATE O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  t . 3 2 4 O C ! I O O O E + 0 3  
S L O T  T I M E :  1 . 0 2 4 0 0 0 9 C O E - 0 4  
D I S T A N C E  F R 3 R  REFERENCE P O I N T :  4.500300303E+02 
HOST NURSER: 1 3  
NUMBER O F  T E R M I N A L S :  10 
1 / 0  RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
3 1 1 s  PER PACKET:  1 . 0 2 4 0 0 0 0 G 0 E + 0 3  
D I S T A N C E  F R O U  REFERENCE P O I N T :  5.000030000E+02 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 11 
NUMBER OF T E R M I N A L S :  1 0  
110 R A T E  OF H O S T :  2 .400000000E+06  
B I T S  PER PACKET:  1 . 0 2 4 0 0 3 0 0 0 E + 0 3  
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
D I S T A N C E  FROM REFERENCE P O I N T :  S~503000000E+02  
HOST NUMBER: 1 2  
NUYSER OF T E R M I N A L S :  10 
f / 3  RATE OF HOST: 2.400000000E+06 
9 1 1 s  PER PACKET:  1 . 0 2 4 0 @ 3 0 0 0 E + 0 3  
D I S T A N C E  F R O Y  REFERENCE P O I N T :  6.000000000E+02 
SLOT T I M E :  1 . 0 2 4 0 ' 0 0 0 0 0 E - 0 &  
124 
HOST NUMQER: 1 3  
NUMBER OF T E R M I N A L S :  10 
1 / 0  R A T E  O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  l .O2COOOOOOE+03 
D I S T A N C E  FROM REFERENCE P O I N T :  6 . S 0 0 3 0 0 0 0 0 E + 0 2  
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
H O S T  NUMEER: 1 4  
NUMBER OF T E 2 M I N A L S :  10 
f / O  RATE OF H O S T :  2.400000000E+06 
9 1 T S  PER PACKET:  1 . 0 2 4 0 0 ~ 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  7.000000000E+02 
S L O T  T I M E :  1 . 0 2 4 0 3 0 0 0 0 E - 0 4  
HOST NUMBER: 1 s  
NUMaER OF T E R M I N A L S :  1 0  
I /O  RATE O F  HOST: 2 . 4 0 0 0 0 0 0 3 0 E + 0 6  
9 1 1 s  PER PACKET:  1.024000000E+03 
D I S T 4 N C E  F R 3 Y  REFERENCE P O I N T :  7 . 5 0 0 C O ~ O O O E + O 2  
SLOT T I M E :  1 . 0 2 4 0 0 3 3 0 C E - 0 4  
HOST NUMSER: 1 6  
NUMaER OF T E R M I N A L S :  1 0  
u o  R A T E  O F  H O S T :  2 . 4 3 0 0 0 0 0 0 0 5 + 3 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F G O Y  REFERENCE P O I N T :  5.000330000E+02 
SLOT T I M E :  1.02400000@E-04 
HOST NUMSER: 17 
FiUMBER OF T E S M I N A L S :  10 
1/0 RATE OF HOST: 2 ~ 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET: 1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  8 . 2 5 0 0 0 0 0 0 0 E + 0 2  
S L O T  T I M E :  1 , 0 2 4 0 0 0 0 0 C E - 0 6  
HOST NUMBER: 1 8  
NUMSER O F  T E R M I N A L S :  1 0  
1/0 RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
9 I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 C E - 0 4  
D I S T A N C E  F R O M  REFERENCE P O I N T :  3.750000000E+02 
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H O S T  NUMBER: 1 9  
NUMBER O F  T E R M I N A L S :  10 
110 RATE O F  HOST:  2.400000000E+06 
. 9 1 T S  PER PACKET:  1.024000000E+03 
D I S T A N C E  F R O M  R E F E R E N C E  P O I N T :  9m2SOOOOOOOE+02 
S L O T  TIME: 1.024000~00E-04 
H O S T  N U M S E R :  20 
NUPBER O F  TERMINALS: 10 
1 / 0  R A T E  O F  H O S T :  2.400000000E+06 
B I T S  PER P A C K E T :  1.024000000E+03 
SLOT T I M E :  1.024000009E-04 
3 1 S T A N C E  F R O Y  R E F E R E N C E  P O I N T :  9.750000000E+02 
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E T H E R N E T  S I M U L A T I O N  PARAMETERS RUN 3 
ETHERNET BUS 10 RATE: 1 . 0 0 0 0 0 0 0 0 0 E + 0 7  
NUVBER OF M A I N  FRAMES: 2 
YUYBER O F  HOSTS: 20 
REFRESHES TO H O S T S  I N  SECONDS: 2.OOOOOOOOOE+OO 
DUMPS TO HOSTS I N  SECONDS: 4.000000900E+00 
OPERATOR REFRESH R E 7 U E S T S  I N  SECONDS: 1 . 0 0 0 0 0 0 0 0 0 E + 0 1  
M A I N  FRAME NUMSER: 1 
X I 0  RATE O F  V A I N  FRAME: 1 . 0 0 0 0 0 0 0 0 0 E + 0 7  
D I S T A N C E  FRO9 QEFRENCE P O I N T :  4.000000000E+02 
F I R S T  REFRESH T I Y E :  1 . 0 0 0 0 0 0 0 0 0 E - 0 1  TO HOST: 1 
F I R S T  DUVP T I M E :  2 . 0 0 0 0 0 0 0 0 0 E - 0 1  TO HOST: 1 
REFRESH O P E R A T I O N :  
B I T S / P A C K E T :  7.680000000E+03 
S L T I M E :  7 . 6 8 0 0 0 0 0 3 0 E - 0 4  
kUPi3ER 3F P A C K E T S  SENT TO EACH T E R M I N A L :  
DUMP O P E R A T I O N :  
B I T S I P A C K E T :  7.680000000E+~3 
S L T I M E :  7 . 6 8 0 0 3 0 0 0 0 E - 0 4  
NUMBER O f  P A C K E T S  SENT TO E 4 C H  T E R M I N A L :  
V A I N  FRAME NUNEE?: 2 
110 R A T E  OF M A I N  FRAME: 1.000000000E+07 
D I S T A N C E  F R O Y  REFaENCE P O I N T :  6.750000000E+02 
F I R S T  R E F R E S H  T I M E :  1 . 0 0 0 0 0 0 0 0 0 E - 0 1  TO HOST: 1 
F I R S T  DUMP T I M E :  2 . 0 0 0 0 0 0 0 0 0 E - 0 1  TO H O S T :  1 
REFRESH O P E R A T I O N :  
B I T S I P A C K E T :  7.680000000E+33 
S L T I M E :  7 . 6 3 0 0 0 0 0 0 0 E - 0 4  
NUVBER O F  P A C K E T S  SENT TO EACH T E R M I N A L :  
DUMP O P E R A T I O N :  
B I T S / P A C K E T :  7.690000000E+03 
S L T I M E :  7 . 6 8 0 0 0 0 3 0 0 E - 0 4  
NUMSER O F  P A C K E T S  SENT T O  EACH T E R M I N A L :  
1 
1 
HOST NUFIBER: 1 
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NUMBER O F  T E R M I N A L S :  1 0  
110 R A T E  O F  HOST: 2,4000000005+06 
B I T S  PER PACKET:  1.924000000E+03 
D I S T A N C E  F R D Y  R E F E R E N C E  P O I N T :  S.OOOOOOOOOE+O1 
SLOT T I M E :  1 o 0 2 4 0 0 0 0 0 0 E ~ 0 6  
H O S T  NUM8ER: 2 
N U Y B E R  O F  TCRRXNALS: 10 
110 R A T E  O F  H O S T :  2.400000000E+06 
9 I T S  PER P 4 C Y E T :  1.324030000€+03 
D I S T A N C E  F909 R E F E R E N C E  P O I N T :  1.000003000E+02 
SLOT T I M E :  1mO2b000900E~OS 
H O S T  NUMBER: 3 
NUMBER O F  TERMINALS: 1 0  
1 / 0  R A T E  O F  H O S T :  2.400000000E+06 
B I T S  P E R  PACKET:  1 .02400~000E+03 
D I S T A N C E  F R O M  R E F E R E N C E  P O I N T :  1 .5000~0000E+02 
SLOT T I V E :  1.024000030E-04 
H O S T  NUY3ER: 4 
N U M a E R  OF TERMINALS: 19  
f/O R A T E  O F  H O S T :  2,4CD000030E+36 
9 ITS  P E R  P A C K E T :  1.024000000E+03 
D I S T A N C E  F R O M  R E F E R E N C E  P O I N T :  2,000000003E+02 
S L O T  T I M E :  1.0260000005-04 
H O S T  F iUMSER:  5 
NUMBER O F  TERMINALS: 10 
Z I T S  P E R  P A C K E T :  1.024000000E+03 
D I S T A N C E  F R O M  R E F E R E N C E  P O I N T :  2.500000000E+O2 
110 R A T E  O F  H O S T :  Z.COOOOOO~OE+06 
SLOT T I M E :  1.024000300E-04 
H O S T  NUMBER: 6 
NUMBER OF TERMINALS: 1 0  
1 / 0  R A T E  O F  H O S T :  2.403000030E+05 
3 I T S  PER P A C K E T :  1 .02~300000E+03 
SLOT TIME: 1.024005302E-3L 
D I S T A N C E  F R O M  R E F E R E N C E  P O I N T :  3.030000000E+O2 
H O S T  NURSER: 7 
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NUMBER OF T E R M I N A L S :  1 0  
1 / 0  SATE OF HOST: 2 .400000000E+36  
9 1 T S  PER PACKET:  1 . 9 2 4 0 0 0 0 0 D E + D 3  
D I S T A N C E  FROY REFERENCE P O I N T :  3.500000000E+32 
S L ~ T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
0 
HOST NUMBER: 8 
VuMBER OF T E R M I N A L S :  1 0  
? / O  R A T E  OF HOST: 2.400000330E+Oo 
@ I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R C I M  REFERENCE P O I N T :  4 . 2 5 9 0 9 3 3 0 0 E + 0 2  
S L O T  T I M E :  1 . 0 2 4 0 0 0 3 3 0 E - 0 4  
HOST NUMSER: 9 
NU?IaER OF T E R M I N A L S :  19  
1 / 0  R A T E  O F  HOST: 2.4000OOOOOE+06 
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROV REFERENCE P O I N T :  4 .500000900E+O2 
S L O T  T I N E :  1 . 0 2 4 0 3 0 0 0 0 E - 0 4  
HOST NUMSER: 1 0  
NUMBER OF T E R R I N A L S :  1 0  
1 / 0  RATE OF HCIST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 , 3 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R 3 M  REFESENCE P O I N T :  5 . 0 0 0 0 C l 0 0 0 0 E + 0 2  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 C O E - 0 4  
HOST NUMBER: 11 
NUMBER OF T E R M I N A L S :  10 
I / O  R A T E  OF HOST: 2 .400000000E+36  
9x1s PER P A C K E T :  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O Y  REFERENCE P O I N T :  5.500000030E+02 
SLOT T I M ? :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 1 2  
NUMBER OF T E R M I N A L S :  1 3  
110 R A T E  O F  Y O S T :  2.COOOO~OOOE+~6 
B I T S  PER PACKET:  1 . ~ 2 G O O O O O O E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  6 . 0 0 0 0 @ 0 0 0 3 E + 0 2  
SLOT T I M E :  1 . 0 2 4 0 0 3 C l O O E - 0 4  
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HOST NUMSER: 1 3  
NUMSER O F  T E R M I N A L S :  10 
1 /0  RATE O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 3 6  
911s  PER PACKET:  l . O 2 L 0 0 3 0 0 0 E + 0 3  
D I S T A N C E  F R O Y  REFERENCE P O I N T :  6 . 5 0 0 0 0 0 0 0 0 E + 0 2  
S L O T  T I M E :  1 . 0 2 4 0 0 0 3 0 0 E - 0 4  
HOST NUMBER: l r ,  
KiUMBER O F  T E R M I N A L S :  1 0  
I/O RATE O F  HOST: 2.400000000E+06 
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  7.000000000E+02 
SLOT T I M E :  1 . 9 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMSER: 1 s  
NUI'IBER O F  T E R M I N A L S :  1 0  
1 / 0  RATE O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
S I T S  PER PACKET:  l a 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R 9 Y  REFERENCE P 9 I N T :  7.500000000E+O2 
SLOT T I M E :  1 . 3 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUM3ER: 1 6  
NUMBER O f  T E R M I N A L S :  1 0  
@ I T S  PER PACKET:  1 m 0 2 4 0 0 0 0 0 0 E + 0 3  
v o  R A T E  O F  H O S T :  2.400000000E+!l6 
D I S T A N C E  FROM REFERENCE P O I N T :  ~ . 0 0 ! l 0 0 0 0 0 0 E + O t  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMSER: 17 
NUMBER O F  T E R M I N A L S :  10 
110 RATE O F  HOST: 2 . 4 0 0 3 0 0 0 0 0 E + 0 6  
SITS PER PACKET:  1 ~ 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FRO'! REFERENCE P O I N T :  9 ~ 2 5 0 0 0 0 0 0 0 E + 0 2  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 1 3  
NUqBER O F  T E R M I N A L S :  1 0  
110 RATE OF HOST: 2 ~ 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 3 0 0 0 E + 0 3  
D I S T A N C E  F R O Y  REFER'ENCE P O I N T :  9.750003000E+02 
SLOT T I M E :  1 . 3 2 4 0 0 0 3 0 0 E - 0 4  
131 
H O S T  NUMBER: 1 9  
N U Y B E R  OF T E R M I N A L S :  1 0  
110 RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
BITS PER PACKET: 1 . 0 2 4 0 0 0 0 0 0 € + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  9~250000000E+02  
S L O T  T I R E :  1 ~ 0 2 4 0 0 0 0 0 O E ~ O 4  
HOST NUMBER: 20 
NUMSER OF T E R M I N A L S :  1 0  
110 RATE OF HOST: 2 . S O O O O O O ~ O E + 0 6  
P I T S  PER PACKET: 1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O M  REFERENCE P O I N T :  9 . 7 5 0 0 0 0 0 0 0 € + 0 2  
S L 9 T  T I M E :  1 m 0 2 4 0 0 0 0 0 0 E ~ 0 ~  
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ETHERNET S I Y U L A T I O N  PARAM€TERS RUN 4 
ETHERNET BUS I O  RATE: 1 ~ 0 0 0 0 0 0 0 0 0 E + 0 7  
NUMBER O F  M A I N  FRAMES: 2 
NUYBER O F  HOSTS: 20 
REFRESHES TO HOSTS I N  SECONDS: 2 . 0 0 9 0 0 0 0 0 0 E + 0 0  
DUMPS T O  HOSTS I N  SECONDS: 1~500000000E+01 
OPERATOR REFRESH REQUESTS I N  SECONDS: 1 . 8 0 0 0 0 0 0 0 0 E + 0 1  
Y A I N  FRAME NUMBER: 1 
1 / 0  RATE OF Y A I N  FRAME: 1.000000000E+37 
D I S T A N C E  FROM REFRENCE P O I N T :  4.000000000E+O2 
F I R S T  REFRESH T I M E :  1.000000000E-01 TO HOST: 1 
F I R S T  DUMP T I M E :  7 . 5 0 0 0 0 0 0 0 0 E - 0 1  TO HOST: 1 
REFRESH OPE R A T 1  ON : 
B I T S / P A C K E T :  7 . 6 8 0 0 0 0 0 0 3 E + 0 3  
S L T I M E :  7.680000000E-04 
NUMBER O F  PACKETS SENT T O  EACH T E R M I N A L :  
DUMP OPERATION:  
B I f S / P A C K E T :  7 . 6 8 0 0 0 0 0 0 0 E + 0 3  
S L T I M E :  7.680000000E-04 
NUMBER OF PACKETS SENT TO EACH T E R M I N A L :  
Y A I N  FRAME NUMBER: 2 
1 / 0  RATE OF V A I N  FRAME: 1 . 0 0 0 0 0 0 0 0 0 E + O 7  
D f S f A N C E  FRO?! REFRENCE P O I N T :  6 . 7 5 0 0 0 0 0 0 0 E + O 2  
F I R S T  REFRESH T I M E :  ~.000000000E-01 TO H O S T :  1 
FXRST DUMP T IME:  7 . 5 0 0 0 0 0 0 0 0 E - 0 1  TO HOST:  1 
REFRESH OPERATION:  
B X T S / P A C K E T :  7 . 6 8 0 0 0 0 0 0 0 E + 0 3  
NUMBER OF PACKETS SENT TO EACH T E R M I N A L :  
S L T f M E :  7 ~ 6 8 0 0 0 0 0 0 0 E ~ 0 4  
DUMP OPERATION:  
B I T S I P A C K E T :  7 . 6 8 0 0 0 0 0 0 0 E + 0 3  
S L T I M E :  7 . 6 8 0 0 0 0 0 0 C E - 0 4  
NUMBER OF P A C K E T S  SENT TO E I C H  TERIUIINAL: 
2 
2 
HOST NUMBER: 1 
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NUMUER OF T E R M I N A L S :  10 
110 R A T E  O F  HOST: 2.400000000E+O6 
B I T 5  PER PACKET: 1 . 0 2 4 0 0 0 0 ~ 0 E + 0 3  
D I S T A N C E  FROM R E F E R E N C E  P O I N T :  5 m 0 0 0 0 0 0 0 0 0 E + 0 1  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 2 
N U M E ~ R  O F  T E R M I N A L S :  10 
110 HATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  P E R  PACKET:  i . O 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  1.0O000OOOOE+O2 
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
H O S T  NUMSER: 3 
NUMBER O F  T E R M I N A L S :  10 
I10 R A T E  O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
9 1 1 s  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  1 . 5 0 0 0 0 0 0 0 0 E + 0 2  
S L O T  T I M E :  l . O t 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 4 
NUYaER OF T E R M I N A L S :  10 
1 / 0  R A T E  O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O M  REFERENCE P O I N T :  2 . 0 0 0 0 0 0 0 0 0 E + 0 2  
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
H O S T  NUMBER: 5 
NUMBER O F  T E R M I N A L S :  1 0  
E I T S  P E R  PACKET: 1~024000000E+03 
110 R A T E  31: HOST: 2 ~ 4 0 0 0 0 0 0 0 0 E + 0 6  
D I S T A N C E  FROM REFERENCE P O I N T :  2.500000000E+02 
S L O T  T I M E :  1 ~ 0 2 4 0 0 0 0 0 0 E ~ 0 4  
HOST NUMBER: 6 
NUMBER O F  T E R M I N A L S :  10 
I / O  R A T E  O f  H O S T :  2 ~ 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET: 1 ~ 0 2 4 0 0 0 0 0 0 E + 0 3  
DISTANCE F R O M  REFERENCE P O I N T :  3 . 0 0 0 0 0 0 0 0 0 E + 0 2  
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
H O S T  NUMSER: 7 
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NUMBER O F  T E R M I N A L S :  10 
1 / 0  RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
9 1 1 s  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
D I S T A N C E  F R O M  REFERENCE P O I N T :  3 ~ 5 0 0 0 0 0 0 0 0 E + O ~  
HOST NUMBER: 8 
NUMBER O F  T E R M I N A L S :  10  
110 RATE O F  HOST: 2.400000000E+36 
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  b.i?SOOOOOOOE+O2 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 t - 0 4  
HOST NUMBEQ: 0 
NUYBER OF T E R M I N A L S :  10 
1 / 0  RATE OF HOST:  2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 ~ 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O Y  REFERENCE P O I N T :  4 . 5 0 0 0 0 0 0 0 0 E + 0 2  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 5 - 0 4  
H O S T  NUMBER: 10  
NUMBER OF T E R M I N A L S :  10 
1 / 0  RATE OF HOST: 2 .400000000€+06  
B I T S  PER PACKET:  1.024000000E+03 
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
D I S T A N C E  FROM REFERENCE P O I N T :  5 . 0 0 0 0 0 0 0 0 0 E + 0 2  
HOST NUMBER: 11 
NUMBER O F  T E R M I N A L S :  10 
BITS PER PACKET:  1 . 0 2 4 0 0 0 0 0 3 E + 0 3  
110 RATE O F  HOST: 2.400000000E+06 
D I S T A N C E  FROM REFERENCE P O I N T :  S . S O O O O O O O O E + 0 2  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMSER: 1 2  
NUMBER OF T E R M I N A L S :  10 
1 / 0  RATE O F  HOST: 2 . 4 0 0 0 0 0 5 0 0 E + 0 6  
a i l s  P E R  P A C K E T :  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O Y  REFERENCE P O I N T :  6.000000000E+02 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
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HOST NUMBER: 1 3  
NUMBER OF T E R M I N A L S :  1 0  
1 / 0  RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  6~500000000E+02 
SLOT T I M E :  1 ~ 0 2 4 0 0 0 0 0 0 E ~ 0 4  
I HOST NUMBER: 1 4  
NUMBER O F  T E R N I N A L S :  10 
1 / 0  RATE O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFEREYCE P O I N T :  7.000000000E+02 
S L O T  T I M E :  1 ~ 0 2 4 0 0 0 0 0 0 E ~ 0 4  
~ HOST NUMSER: 1 5  
NUMBER OF T E R M I N A L S :  1 0  
1 / 0  RATE O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  l .O24OCOOOOE+03 
D I S T A N C E  F R O M  REFERENCE P O I N T :  7 . 5 0 0 0 9 0 0 0 0 E + 0 2  
SLOT T I M E :  1 ~ 0 2 4 0 0 0 0 0 0 E ~ 0 4  
HOST NUMBER: 1 6  
NUMBER OF T E R M I N A L S :  10 
1 1 0  RATE O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFEREYCE P O I N T :  8 . 0 0 0 0 0 0 0 0 0 E + 0 2  
SLOT T I M E :  1 . 0 2 4 0 0 0 9 0 0 E - 0 4  
HOST NUMBER: 17 
NUMBER OF T E R M I N A L S :  1 0  
110 RATE OF H O S T :  2.400000000E+06 
a x i s  P E R  P A C K E T :  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  8,250000000E+02 
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 1 8  
NUMBER O F  T E R M I N A L S :  10 
110 RATE O F  HOST: 2.400000000E+06 
B I T S  PER PACKET:  1 ~ 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  8.750000000E+O2 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
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HOST NUMBER: 19  
NUMBER OF T E R M I N A L S :  10 
1 /0  RATE OF HOST: 2.400000000E+06 
B I T S  PER PACKET: 1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
SLOT T I M E :  1.02~000000E-04 
D I S T A N C E  FROM REFERENCE P O I N T :  9~250000000E+02  
H O S T  NUMBER: 2 0  
NUMBER OF T E R M I N A L S :  10  
110 RATE OF HOST: 2.400000000E+06 
B I T S  PER PACKET: 1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  9.750000000E+02 
SLOT T I M E :  1 ~ O 2 4 O 0 0 0 0 0 E ~ O S  
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E T H E R N E T  S I M U L A T I O N  PARAMETERS RUN 5 
E T H E R N E T  B U S  10 RATE: 1 . 0 0 0 0 0 0 0 0 0 E + 0 7  
NUMaER O F  Y A I N  FRAYES:  2 
NUMBEk O F  HOSTS: 20 
REFRESHES TO HOSTS I N  SECONDS: 2 . 0 0 0 0 0 0 0 O O E + O O  
DUMPS TO HOSTS I N  SECONDS: 1.0000303d3€+01 
OPERATOR REFRESH R E 7 U E S T S  I N  SECONDS: 1.030900000E+01 
Y A I N  FRAME NUMSER: 1 
1 / 0  R A T E  OF M A I N  FSAYE: 1 .G0~000000E+07 
D I S T A N C E  F R O M  REFRENCE P 3 I Y T :  4 .300Q00300E+92  
F I R S T  2 E F R E S Y  T I V E :  1.000000000E-01 T 3  HOST: 1 
F I R S T  D U Y P  T I M E :  5.330050930E-01 T 3  HOST: 1 
REFRESH O P E R A T I O N :  
a I T S / P A C k E T :  7.620000030f+03 
S L T I R E :  7 . 6 6 0 9 9 3 0 0 3 E - 0 4  
N U M S E R  O F  2 A C K E T S  SENT TO EACH f E S M I N A L :  2 
D U M P  O P E R A T I 9 N :  
a I T S / P A C K E T :  7 . 6 8 0 0 0 0 3 0 0 E + 0 3  
S L T I M E :  7 . 6 8 0 0 0 3 0 0 0 E - 0 4  
NUMSEP 3F  P A C K E T S  SENT TO EACH T E R M I N A L :  3 
M A I N  FQAYE N U M 3 E R :  2 
I / O  R A T E  O F  Y A I N  FRAYE: 1.000000000E+07 
D I S T A N C E  F R 9 Y  REFRENCE P O I N T :  6 ~ 7 5 0 0 0 0 0 0 0 E + 0 2  
F I R S T  R E F R E S H  T I W E :  1.300000000E-01 T O  HOST: 1 
F I R S T  DUYP T I M E :  S.300000000E-Of TO HOST: 1 
R E F R E S H  O P E R A T I O N :  
a I T S / P A C K E T :  ? . 6 8 0 0 0 0 0 0 0 E + 0 3  
S L T I M E :  ?.680000000E-04 
NUMBER O F  P A C K E T S  SENT TO E A C H  T E R M I N A L :  2 
DUMP O P E R A T I O N :  
B I T S / P A C K E T :  7.680000000E+03 
S L T I M E :  7 . 6 8 0 0 0 0 0 0 0 E - 0 4  
NUMBER O F  P A C K E T S  SENT TO EACH T E R M I N A L :  3 
H O S T  NUMBER: 1 
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NUMaER O F  T E R M I N A L S :  10 
1 / 0  RATE OF HOST: 2.600000000E+!l6 
B I T S  PER PACKET:  1 .024000000E+03 
D I S T A N C E  FRO9 R E f E R E Y C E  P O I N T :  5 . 0 0 0 0 0 0 0 0 0 E + 0 7  
S L O T  T I M E :  1 ~ 0 2 4 0 0 0 0 0 C E - 0 4  
0 
H O S T  NUMB’ER: 2 
NUMBER OF T E R M I N A L S :  10 
I10 RATE O F  H O S T :  2.400000000E+06 
S I T S  PER PACKET:  1.024000000E+03 
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
D I S T A N C E  FROY REFERENCE P O I N T :  I . ~ O O O O O O O O E + O 2  
H O S T  NUMSER: 3 
NUMBER OF TERMXNALS:  1 0  
1 / 0  RATE O F  HOST: 2 . 4 0 0 0 0 0 D 0 0 E + 0 4  
S I T S  PER PACKET:  1 .024000000E+03 
D I S T A N C E  F R O M  REFERENCE P O I N T :  1 ~ 5 D O O O O O O O E + 0 2  
S L O T  TIME: 1 . 3 2 4 0 0 0 0 a O E - 0 4  
HOST NUMeER: 4 
NUMBER O F  T E R M I N A L S :  10 
110 R A T E  OF HOST: 2 .GO~OOOOOOE+06 
B I T S  PER PACKET:  1.024000000E+03 
D I S T A N C E  F B O Y  REFERENCE P O I N T :  2 . 0 0 0 0 0 0 O O O E + 0 2  
S L O T  T I M E :  1.024000000E-04 
HOST NUMeER: 5 
NUMaER OF T E R M I N A L S :  10 
110 R A T E  O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  2 E R  PACKET:  l . O 2 C O @ O O O O E + 0 3  
D I S T A N t E  FROY REFERENCE P O I N T :  2 . 5 0 0 0 0 0 0 0 0 E + 0 2  
S L O T  T I M E :  1.024030000~-04 
H O S T  NUMBER: 5 
NUMBER O F  T E S M I N A L S :  10 
110 RATE O F  HOST: 2~4OOOOOOOOE+06 
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  3 . 0 0 9 0 0 0 0 0 0 E + 0 2  
S L O T  T I M E :  1.024000000E-04 
HOST NUNBER: 7 
14 1 
NUM8ER O F  T E R M I N A L S :  10 
f/O RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  l . O 2 4 0 0 0 0 0 0 E + 0 3  
SLOT T I M E :  1 . 0 2 4 0 0 0 C ) 0 0 E - 0 4  
D I S T A N C E  FROM REFERENCE P O I N T :  3 ~ 5 0 0 0 0 0 0 0 0 E + 0 2  
HOST NUMBER: 9 
NUMBER O F  T E R M I N A L S :  1 0  
1 /0  RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
3 I T S  PER PACKET:  1 . 3 2 4 0 0 0 0 0 0 5 + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  4 m 2 5 0 0 0 0 0 0 0 E + 0 2  
SLOT T I M E :  1 ~ 0 2 4 0 0 0 0 0 3 ~ ~ 0 4  
HOST NUMBER: 9 
NUMBER OF TERRZNALS:  1 0  
1 / 0  RATE O F  HOST: 2.400000000E+06 
B I T S  PER PACKET: ? , 3 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O r  REFERENCE P 3 I N T :  4.SOOOOOOOOE+02 
SLOT T I M E :  1 - 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 1 0  
NUYBER O f  T E R M I N A L S :  10 
1 /0  RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
9 1 T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROf! REFERENCE P O I N T :  5.000000000E+O2 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 11 
NUMBER O F  T E R M I N A L S :  10 
110 RATE O f  HOST:  2.400000000E+06 
B I T S  PER PACKET:  1 ~ 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R 9 M  R E f E R E N C E  P O I N T :  5~500000000E+02 
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 1 2  
NUMBER O F  T E R M I N A L S :  10 
110 RATE O F  H O S T :  2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 ~ E + 0 3  
D I S T A N C E  F R O M  REFERENCE P O I N T :  6 . 0 0 0 0 0 0 0 0 0 E + 0 2  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 C 0 t - 0 4  
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H O S T  NUMBER: 1 3  
NUMBER OF T E R N I N A L S :  10 
1 / 0  R A T E  OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
S I T S  PER PACKET:  1 .0240COOOOE*03 
D I S T A N C E  FROM REFERENCE P O I - N I :  6 ~ 5 0 0 0 0 0 0 0 0 E + O 2  
S L O T  TIME: 1 ~ 0 2 4 0 0 3 0 0 0 E ~ 0 6  
H O S T  NUMSER: 1 4  
NUMBER 3 F  T E R M I N A L S :  1 0  
1 / 0  RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E * 0 3  
D I S T A N C E  FROY REFEREYCE P O I N T :  ?.000000000E+02 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 k  
HOST NUMBER: 1 5  
KUWBER OF T E R M I N A L S :  1 0  
1 / 0  RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1.02LOOOOOOE+03 
3 I S T A N C E  FR9M REFERENCE P O I N T :  7.S00000000E+02 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 1 6  
NUWBER OF T E R M I N A L S :  1 0  
f / O  RATE O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
S I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 9 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  5.000000000E+02 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMSER: 1 7  
N U Y B E R  O f  TERMINALS:  10 
1 / 0  RATE OF HOST: 2 . b 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET: 1 . 0 2 4 0 0 0 0 0 U E + 0 3  
SLOT T I M E :  1 . 0 2 4 0 0 0 ~ 0 0 E - 0 4  
D I S T A N C E  FROY REFERENCE P O I N T :  3 ~ 2 S O O O O O O O E + 0 2  
HOST NUMBER: 1 8  
NUVBER OF T E R M I N A L S :  1 0  
1 / 0  RATE OF HOST: 2.COOOOOOOOE+06 
B I T S  P E R  PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F Q a Y  REFERENCE P O I N T :  S ~ 7 5 0 0 0 0 0 0 0 E + 0 2  
S L O T  T I M E :  1.02GOOOOOOE-04 
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H O S T  NUMBER: 19  
NUMBER O F  TERMINALS: 10 
XI0 R A T E  OF HOST:  2.4000000006+06 
BITS PER P A C K E T :  1.024000000E+03 
SLOT T I M E :  1.024000000E-04 
D I S T A N C E  F R O M  R E F E R E N C E  P O I N T :  9~250000000E+02  
H O S T  NUMBER: 21) 
NU#BER O F  T E R M I N A L S :  1 0  
1 / 0  R A T E  O F  H O S T :  2.4OOOOOOOOE+06 
B I T S  PER PACKET: I .OZ4000000E+03 
D I S T A N C E  F R O M  R E F E R E N C E  P O I N T :  9.750000000E+02 
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
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ETHERNET S I M U L A T I O N  PARAMETERS RUN 6 
E T H E R N E T  aus IO R A T E :  ~ . O O O O O O O O O E + O ~  
NUMaER OF V A I N  FRAMES: 2 
NUMaER OF HOSTS: 20  
REFRESHES TO HOSTS I N  SECONDS: 2 ~ 0 0 0 0 0 0 0 0 O E + 0 0  
DUMPS TO H O S T S  I N  SECONDS: 1 . 5 0 0 0 0 0 0 0 0 E + O 1  
~ P E R A T O A  R E F R E S H  R E a u E s T s  IN S E C O N D S :  1 . 8 0 0 0 0 0 0 0 0 E + 0 1  
Y A I N  FRAnE NUMBER: 1 
1 / 0  RATE OF M A I N  FRAWE: 1 . 0 0 0 0 0 0 0 0 0 E + 0 7  
D I S T A N C E  F R O M  REFRENCE P O I N T :  4.000000000E+02 
F I R S T  REFRESH T I M E :  1.000000000E-01 TO HOST: 1 
F I R S T  DUttP T I M E :  7.500000000E-01 TO HOST: 1 
REFRESH OPERATION:  
B I T S I P A C K E T :  7 m 6 8 0 0 0 0 0 0 0 E + 0 3  
S L T I N E :  7 . 6 8 0 0 0 0 0 0 0 E - 0 4  
NUMSER OF PACKETS SENT TO EACH T E R M I N A L :  
DUMP OPERATION:  
a I T S / P A C K E T :  7 . 6 8 0 0 0 0 0 0 0 E + 0 3  
S L T I M E :  7.680000000E-04 
NUM8ER OF PACKETS SENT TO EACH T E R M I N A L :  
Y A I N  FRAME NUMBER: 2 
I / O  RATE OF Y A I N  FRAME: 1.000000000E+07 
D I S T A N C E  FROM REFRENCE P O I N T :  6.7SOOOOOOOE+02 
F I R S T  REFRESH T I M E :  1 . 0 0 0 0 0 0 0 0 0 E - 0 1  TO HOST: 1 
F I R S T  DUMP TXME: 7.500000000E-01 TO HOST: 1 
REFRESH OPERATION:  
B I T S I P A C K E T :  7.680000000E+33 
S L T I M E :  7 . 6 i 3 0 0 0 0 0 0 0 E - 0 4  
NUMBER O F  PACKETS SENT TO EACH T E R M I N A L :  3 
DUMP OPERATION:  
B I T S / P A C K E T :  7.630000000E*03 
S L T I M E :  7 . 6 8 0 0 0 0 0 0 0 E - 0 4  
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NUMBER O f  P A C K E T S  SENT TO EACH T E R M I N A L :  
HOST NUNBER: 1 
NUMBER OF T E R M I N A L S :  10 
1 / 0  RATE OF HOST: 2 ~ 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  5 . 0 0 0 0 0 0 0 0 0 E + 0 1  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 2 
NUMBER O F  T E R M I N A L S :  1 0  
1 / 0  RATE O f  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
9 1 1 s  PER PACKET:  1 ~ 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T 4 N C E  FROM REFERENCE P O I N T :  1 . 0 0 0 0 0 0 0 0 0 E + O 2  
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
H O S T  NUMBER: 3 
NUVBER 3F T E R M I N A L S :  10 
1 / 0  RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 € + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  1 . 5 0 0 0 0 0 0 0 0 E + 0 2  
SLOT T I M E :  1 . 0 2 4 0 0 0 9 O O E - 0 4  
HOST NUMBER: 4 
NUMBER O F  T E R M I N A L S :  I t )  
110 RATE O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
3 x 1 s  PER PACKET:  l . O 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O V  REFERENCE P O I N T :  2 . 0 0 0 0 0 0 0 0 0 E + 0 2  
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
H O S T  NUMBER: 5 
NUWeER OF T E R M I N A L S :  1 0  
1/0 RATE OF HOST: 2 ~ 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET: 1.024000000E+03 
D I S T A N C E  FROM REFERENCE P O I N T :  2 . 5 0 0 0 0 0 0 0 0 E + 0 2  
S L O T  T I N E :  t . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 6 
3 
NUMBER O F  T E R M I N A L S :  10 
1 / 0  RATE O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 3 6  
a I T S  PER PACKET:  1.024000000E+03 
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D I S T A N C E  FROM REFERENCE P O I N T :  3 ~ 0 0 0 0 0 0 0 0 0 E + 0 2  
SLOT T IME:  1oO24000000€-O4 
HOST NUMBER: 7 
NUMBER OF T E R M I N A L S :  10 
1 / 0  RATE OF HOST: 2.400000000E+06 
911s PER PACKET:  1.0240C000~E+03 
DXSTANCE FROM REFERENCE P O I N T :  3~S00000000E+02 
S L O T  T I M E :  1.024000000E-04 
HOST NUMSER: 9 
NUMBER OF T E R M I N A L S :  10 
110 RATE O F  HOST: 2.400000000€+06 
B I T S  PER PACKET:  1.024000000E+03 
SLOT T I M E :  1.02400aOOOE-04 
D I S T A N C E  F R O M  REFERENCE P O I N T :  b ~ 2 S O O O O O O O E + O 2  
HOST NUMBER: 9 
NUMaER OF T E R M I N A L S :  10  
1 / 0  RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1.024000000E+03 
SLOT T I M E :  1.024030000E-04 
D I S T A N C E  FROY REFERENCE P O I N T :  4m500000000E+02 
HOST NUMBER: 1 0  
NUMBER OF T E R M I N A L S :  1 0  
1/0 RATE O F  HOST: 2.400000000E+06 
B I T S  PER PACKET:  1 .024000000E+03  
S L O T  TIME: 1.024000000E-04 
D I S T A N C E  FROM REFERENCE P O I N T :  S ~ O O O O O O O O O E + O 2  
HOST NUMBER: 1 1  
NUMBER OF T E R M I N A L S :  10 
I / O  RATE OF HOST: 2.400000000E+06 
D I S T A N C E  F R O M  REFERENCE P O I N T :  S . S 0 0 0 0 0 0 0 0 E + 0 2  
SLOT T I M E :  1.024000000E-04 
B I T S  P E R  PACKET:  1~024000000E+03 
H O S T  NUMSER: 1 2  
NUMBER O F  T E R M I N A L S :  10 
110 RATE O F  HOST: 2.4000000006+06 
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9 1 T S  PER PACKET:  l .OZLOOOOOOE+03 
D I S T A N C E  F R O M  REFEREMCE P O I N T :  6 . 0 0 0 0 0 0 0 0 0 E + O 2  
SLOT T I M E :  1 ~ 0 2 4 0 0 0 0 0 0 E ~ 0 4  
H O S T  NUMBER: 1 3  
NUMBER OF T E R M I N A L S :  IC) 
110 RATE OF HOST: Z.COOOOOOOOE+06 
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F P 9 M  REFERENCE P O I N T :  5.500000000E+O2 
S L O T  T I M E :  f m 0 2 4 0 0 0 0 0 0 E ~ O 4  
HOST NUNBER: 1 4  
FiUMBER OF T E R M I N A L S :  1 0  
I 1 0  RATE O F  HOST:  2 . 4 0 0 0 0 0 0 0 0 € + 0 6  
B I T S  PER PACKET:  1.024000000E+03 
D I S T A N C E  F R O M  REFERENCE P O I N T :  7.000000000E+02 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
H O S T  NURSER: 1 5  
Fi i lMBER O F  T E R M I N A L S :  10 
110 RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O M  REFERENCE P O I N T :  7.500000000E+O2 
SLOT T I # € :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 1 4  
NUMBER OF T E R R I N A L S :  10 
1 / 0  RATE OF H O S T :  2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  S.OOOOOOOOO€+02 
S L O T  TIME: 1.02400000~Eo0~ 
H O S T  NUMBER: 1 7  
NUMBER OF T E R H I N A L S :  10 
1 /0  RATE OF HOST: 2.400000000E+06 
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROY REFERENCE P O I N T :  S.Z50000000E+O~ 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 1 8  
‘ e  
NUMBER O F  T E R M I N A L S :  1 0  
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1 / 0  RATE OF HOST: 2.400000000E+06 
B I T S  PER PACKET: 1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
SLOT T I M E :  1.024000000E-04 
D I S T A N C E  FROM REFERENCE P O I N T :  8~750000000€+02 
H O S T  NUMBER: 1 9  
NUMBER OF TERMINALS:  10 
1 / 0  RATE 3F HOST: 2 . 4 0 0 0 0 0 0 0 3 E + 9 6  
a i r s  P E R  P A C K E T :  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O M  REFERENCE P O I N T :  3.250000000E+02 
SLOT T I M E :  1 . O Z ~ O O O O O O E - 0 4  
H O S T  NUMBER: 23 
NUMBER O F  TERMINALS:  10 
110 RATE OF H O S T :  2.400000000E+06 
B I T S  PER PACKET: 1 . 3 2 4 3 0 0 0 0 0 E + 0 3  
D I S T A N C E  FR3M REFERENCE P O I N T :  9.750000000E+02 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
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ETHERNET S I M U L A T I O N  PARAMETERS RUN 7 
E T H E R N E T  aus IO R A T E :  i . o 0 o o o o o 0 o ~ + o 7  
NUVBER 3 F  M A I N  FRAMES: 2 
KUMBER O F  HOSTS: 20 
REFRESHES TO HOSTS I N  SECONDS: 2 .0~0000000E+00  
DUMPS T O  HOSTS I N  ,SECONDS: 1 . 0 0 0 0 0 0 0 0 0 E + 0 1  
OPERATOR R E F R E S H  R E Q U E S T S  I N  SECONDS: 1 . 0 0 0 0 0 0 0 0 0 E + 0 1  
Y A I N  FRAME NUMBER: 1 
1 / 0  R A T E  O F  Y A I N  FRAME: 1 . 0 0 0 0 0 0 0 0 0 E + 0 7  
D I S T A N C E  F R O M  REFRENCE P O I N T :  4 ~ 0 0 0 0 0 0 0 3 0 E + 0 2  
F I R S T  REFRESH T I M E :  1 . 0 0 0 0 0 0 0 0 0 E - 0 1  TO HOST: 1 
F I R S T  DUMP T I M E :  5.000000000E-01 TO HOST: 1 
REFRESH O P E R A T I D N :  
6 I f S / P A C K E T :  7.68000000CE+03 
S L T I M E :  7 . 6 8 0 0 0 3 0 0 0 E - 0 4  
NUMBER OF P A C K E T S  SENT TO E A C H  TE!?MIIUAL:  
DUMP O P E R A T I O N :  
a I T S / P A C K E T :  7 . 6 5 0 0 0 0 0 0 0 E + 6 3  
S L T I M E :  7 . 6 6 0 0 0 0 0 0 0 E - 0 4  
NUIYGER OF P A C K E T S  SENT TO EACH T E R M I N A L :  
Y A I N  FRAME NUMBER: 2 
110 RATE OF Y A I N  FRAME: 1 . 0 0 0 0 0 0 O O O E + 0 7  
D I S T A N C E  FROM REFRENCE P O I N T :  6.7SOOOOOOOE+02 
F I R S T  REFRESH T I M E :  1 . 0 0 0 0 0 0 0 0 0 E - 0 1  TO HOST: 1 
FIRST D U M P  T I M E :  5 ~ O O O O O O 0 O O E ~ O 1  TO HOST: 1 
REFRESH O P E R A T I O N :  
a I T S / P A C K E T :  7 . 6 8 0 0 0 0 0 0 0 E + 0 3  
S L T I M E :  7 . 4 8 0 0 3 0 0 0 C E - 0 4  
NUMBER OF P A C K E T S  SENT TO EACH T E R M I N A L :  
DUMP O P E R A T I O N :  
B I T S / P A C K E T :  7 . 6 8 0 0 0 0 0 0 0 E + 0 3  
S L T I M E :  7 . 6 8 9 0 9 0 0 0 0 E - 0 4  
NUMSER 3F P A C K E T S  SENT TO EACH T E R M I N A L :  
3 
3 
HOST NUMSER: 1 
152 
NUMBER OF T E R M I N A L S :  1 0  
110 R A T E  OF HOST: 2.400000000E+36 
B I T S  PER P A C K E T :  1 , 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  5 . 0 0 0 0 0 0 0 0 0 E + 0 1  
SLOT T I M E :  1 , 0 2 4 0 0 0 3 0 3 E - 0 4  
H O S T  NUMBER: 2 
NUMBER 3F T E R M I N 4 L S :  1 0  
1 /0 R A T E  OF HOST: 2 . 4 0 0 0 0 0 0 3 0 E + D 6  
B I T S  PER PACUET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O 4  REFERENCE P O I N T :  1 . 0 0 0 0 0 0 0 0 0 E + 0 2  
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 3 
NUMBER OF T E R M I N A L S :  10 
I/O R A T E  O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM R E F E R E N C E  P O I N T :  1 .500000000E+02  
S L O T  T I R E :  1 . 0 2 4 0 3 3 0 0 0 E - 0 4  
H O S T  NUMBER: 4 
NUMBER OF T E R M I N A L S :  1 0  
I 1 0  RATE OF HOST: 2.400000000E+06 
B I T S  PER PACKET:  l . a 2 4 3 0 0 0 3 3 E + 0 3  
D I S T A N C E  F R O M  REFERENCE P O I N T :  2 . 0 0 0 0 0 0 0 0 0 E + 0 2  
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 5 
N U M B E R  O F  T E R M I N A L S :  1 0  
I10 RATE OF H O S T :  2.400000090E+06 
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  Z.SOOOOOOOOE+02 
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 6 
NUMBER OF T E R M I N A L S :  10 
I 1 0  R A T E  O F  H O S T :  2 , 4 0 3 0 0 0 0 0 3 E + 3 6  
B I T S  PER PACKET:  1 . 0 2 4 3 @ 0 3 0 O E + O 3  
D I S T A N C E  F R O V  R E F E R E Y C E  P O I N T :  3 . 0 0 0 0 0 0 0 0 3 E + 0 2  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMSER: 7 
153 
NUYBER O F  T E R M I N A  
1 / 0  RATE O F  HOST: 
B I T S  PER PACKET:  
0 S: 1 0  
1 . 3 2 ~ 0 0 0 0 0 0 E + 0 3  
2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
D I S T A N C E  F R O q  REFERENCE P O I N T :  3.500000000E+02 
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
H O S T  NUMBER: 8 
NUMBER O F  T E R M I N A L S :  1 0  
I / O  RATE OF H O S T :  2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O 4  REFERENCE P O I N T :  4 . 2 5 0 0 0 0 0 0 0 E + 0 2  
SLOT T I M E :  1 . 0 2 b 0 0 0 0 0 0 E - O L  
HOST NUMSER: 9 
NUMBER OF T E R M I N A L S :  10 
1/0 R A T E  O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 ~ ~ 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROV REFERENCE P O I N T :  4 . 5 0 0 0 0 0 0 0 0 E + O 2  
SLOT TIME: 1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 1 0  
NUMBER O F  T E R M I N A L S :  10  
110 RATE O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PEi( PACKET:  1 . 0 2 ~ 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O M  REFERENCE P O I N T :  S.OOOOOOOOOE+02 
S L O T  T I M E :  1 . 0 2 4 0 0 0 ~ 0 0 E - 0 4  
0 
HOST NUM9EQ: 11 
NUMBER OF T E R M I N A L S :  10  
110 R A T E  OF HOST: 2~400000000E+06 
B I T S  PER PACKET: l . O 2 b 0 0 0 0 0 0 E + O 3  
D I S T A N C E  FROM REFERENCE P O I N T :  5 . 5 0 0 0 0 0 0 0 0 E + 0 2  
SLOT T I M E :  1 ~ 0 2 4 0 0 0 0 0 0 E ~ 0 4  
HOST NUMBER: 1 2  
NUMBER OF T E R M I N A L S :  10 
1 / 0  RATE O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
e I T S  PER PACKET:  1 ~ 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O M  REFERENCE P O I N T :  5.000300003E+O2 
SLOT T I M E :  1 . 0 2 4 0 3 0 0 0 0 E - 0 4  
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HOST NUMBER: 1 3  
NUYBER O F  T E R M I N A L S :  1 0  
1/0 R A T E  O F  HOST: 2.400000000E+06 
B I T S  PER P A C K E T :  1.024000000E+03 
D I S T A N C E  FROY P E F E R E N C E  P O I N T :  6.500000000E+02 
S L O T  T I M E :  1 ~ 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUM3E9:  16 
NUMBER O F  T E R M I N A L S :  1 0  
1 1 0  R A T E  3F H O S T :  2 ~ 4 0 0 0 0 0 0 ~ 0 € + 0 6  
S I T S  PER PACKET: 1.024030000E+03 
D I S T A N C E  FROW REFERENCE P O I N T :  7.000000300E+02 
S L O T  T I N E :  1 . 0 2 4 O O O O O O E - 0 4  
HOST NUMBER: 1 5  
NUYBER O F  T E R M I N A L S :  1 0  
1 / 0  RATE O F  HOST: 2.400000000€+06 
3 I T S  PER PACKET:  1.024000000E+03 
D I S T A N C E  FROM REFERENCE P O I N T :  7.500000000E+02 
S L O T  T I M E :  1.0240000i30f -04 
HOST NUMBER: 1 6  
NUMBER OF T E R M I N A L S :  1 0  
110 R A T E  OF HOST: 2.409000000E+06 
B I T S  PER PACKET:  1.024000000E+03 
D I S T A N C E  FROM REFERENCE P O I N T :  8.000000000E+02 
S L O T  T I M E :  1.024000OOOE-04 
HOST NUMBER: 17 
N U M B E R  O F  T E R M I N A L S :  1 0  
I / O  R A T E  O F  HOST: 2~400000000E+06 
S I T S  PER PACKET: 1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROY REFERENCE P O I N T :  8 . 2 5 0 0 0 0 0 0 0 E + 0 2  
S L O T  T I M E :  1.024000000E-34 
HOST NUMBER: 1 8  
NUMBER O F  T E R M I N A L S :  1 0  
1 / 0  R A T E  O F  HOST: 2 ~ C O O O O O O O O E + 0 6  
B I T S  PER PACKET:  1 ~ 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  f R 3 Y  REFERENCE P O I N T :  ~ . 7 5 0 0 0 0 0 0 0 E + 0 2  
S L 9 T  T I M E :  1.324000000E-04 
155 
HOST NUMBER: 1 9  
NUMBER O F  TERMINALS:  10 
I/O RATE O F  H O S T :  2.400000000E+06 
B I T S  PER PACKET: 1-.024000000E+03 
D I S T A N C E  FROM REFERENCE P O I N T :  9.2SOOOOOOOE+02 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 b  
H O S T  NUMSER: 20  
NUMBER O F  T E R M I N A L S :  1 9  
110 RATE OF HOST: 2.400000000E+06 
axis P E R  P A C K E T :  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
SLOT T I M E :  1.024000000E-06 
D I S T A N C E  FROM REFERENCE P O I N T :  9~~50000000E+02 
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ETHERNET S I M U L A T I O N  PARAMETERS RUN 8 
ETHERNET BUS IO RATE: 1.000000000E+07 
NUMBER O F  M A I N  F R A 9 E S :  2 
NUMBER O F  H 9 S T S :  20 
REFRESHES T 3  HOSTS I N  SECOWDS: 2 . O O O O O O O O O E + O O  
DUMPS TO HOSTS I N  SECONDS: ?.5000000~~€+0? 
CPERATOR REFRESH R E Q U E S T S  I N  SECONDS: 1~800000000~+01 
V A I N  FRAME NUMBER: 1 
1 / 0  R A T E  O F  V A I N  FRAME: 1.000000000E+07 
D I S T A N C E  FROM REFRENCE P O I N T :  4 .000000000E+02  
F I R S T  R E F R E S H  T I M E :  1,000030000E-01 T O  HOST: 1 
F I R S T  DUMP T I M E :  7 . 5 0 0 0 0 0 0 0 0 E - 0 ?  TO HOST: 1 
PEFRESH O P E R A T I O N :  
a I T S / ? A C K E T :  7.580000000E+03 
S L T I M E :  t . 6 8 0 0 3 0 0 0 G E - 0 4  
&UMBER O F  P A C K E T S  SENT T O  EACH T E R M I N 4 L :  4 
DUMP O P E R A T I O N :  
a I T S / P A C K E T :  7.680000030E+03 
S L T I M E :  7.680i100000E-04 
NUMBER O F  P A C K E T S  SENT TO EACH T E R M I N A L :  3 
V A I N  FRAME NUMBER: 2 
f / O  R A T E  OF M A I N  FRAME: 1 . 0 0 0 0 0 0 0 0 0 E + O f  
D I S T A N C E  F R O M  REFRENCE P O I N T :  6.750000000E+O2 
F I Q S T  R E F R E S H  T I M E :  1,000000000E-01 TO HOST:  1 
F I R S T  D U M P  TIME: ~ o S O O O O O O O O E - O ~  TO HOST: 1 
REFRESH O P E R A T I O N :  
B I f S / P A C K E T :  7.68000003CE+03 
SLTTTME: 7 . 6 8 0 0 0 0 0 0 G E - 0 4  
NUMBER O F  P A C K E T S  SENT TO EACH T E R M I N A L :  4 
DUMP OPERATION:  
B I T S / P A C K E T :  7.650000000€+03 
S L T I M E :  7 . 6 8 0 0 0 O 0 0 0 E - 0 4  
NUMBER O F  P A C K E T S  SENT TO EACH T E R M I N A L :  3 
HOST NUMSER: 1 
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NUMBER O F  T E R M I N A L S :  10  
1 / 0  S A T E  OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  5.00000000~E+Ol 
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 2 
NUMBER O F  T E R M I N A L S :  10 
X/O R A T E  OF Y O S T :  2 . 4 0 0 0 0 0 0 0 0 E + 3 6  
E I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O M  REFERENCE P O I N T :  1 . 0 0 0 0 0 0 0 0 0 E * 0 2  
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUf lSER: 3 
NUMaER OF T E R M I N A L S :  10  
1 / 0  R A T E  O F  HOST: 2.4OOOOOOOOE+06 
9 x 1 s  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  1 . 5 0 0 0 0 0 0 0 0 E + O 2  
S L O T  T I N E :  1.024000000E-04 
HOST NUMSER: 4 
NUMaER O F  T E R M I N A L S :  10 
1 / 0  RATE 9F HOST: 2 ~ 1 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 9 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O Y  REFERENCE P O I N T :  2 . 0 0 c 0 0 0 0 0 0 E + 0 2  
S L O T  T I M E :  1.0240000005-04 
HOST NUMSER: 5 
N U V B E R  O F  T E R M I N A L S :  10 
1/0 R A T E  OF HOST:  2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
D I S T A N C E  F R O M  REFERENCE P O I N T :  2.500003000E+OZ 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
S I T S  PER P A C K E T :  1 ~ 0 2 4 0 0 0 0 0 0 E + 0 3  
HOST NUMBER: 6 
NUMBER OF T E R M I N A L S :  10 
1 / 0  R A T E  O F  HOST: 2 ~ 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1.024000000E+03 
D I S T A N C E  FROY REFERENCE O O I N T :  3 . 0 0 0 0 0 0 0 0 0 E + 0 2  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
H O S T  NUMPER: 7 
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NUMBER OF T E R M I N A L S :  10 
110 R A T E  OF HOST: 2.b00000000E+06 
3 1 1 s  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  3 . 5 0 0 0 0 0 0 0 0 E + 0 2  
SLOT T I M E :  1.024000030E-04 
NUMBER Of TERPI INALS:  13 
I t 4  RATE O F  HOST: 2.400000000E+06 
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O Y  R E F E R E Y C E  P O I N T :  4 . 2 5 0 0 0 0 0 0 0 E + 0 2  
SLOT T I M E :  1 , 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 9 
N U M a E R  OF T E R M I N A L S :  10 
I / O  R A T E  O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
9 1 1 s  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + O 3  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
D I S T A N C E  F R O M  REFERENCE P O I N T :  4 . 5 0 0 0 0 0 0 0 0 5 + 0 2  
HOST NUMBER: 10 
NUY3ER OF T E R M I N A L S :  1 0  
110 R A T E  O F  H O S T :  2 . 4 0 0 0 0 0 0 0 0 E + 3 6  
S I T S  PER PACKET: 1.024000000€+03 
D I S T A N C E  F R O Y  REFEREYCE P O I N T :  5 . 0 0 0 0 0 0 0 0 0 E + 0 2  
SLOT TIME: 1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMSER: 11 
N U V S E R  OF T E R M I N A L S :  1 0  
110 R A T E  OF HOST: 2.COOOOOOOOE c1 
S I T S  PER P A C K E T :  1.024000000E+03 
D I S T A N C E  F R O Y  REFERENCE P O I N T :  5.500000000E+02 
S L O T  T I M E :  1 . 0 2 b O O O O O O C - 0 4  
HOST NUMBER: 1 2  
NUYSER OF T E R M I N A L S :  10 
110 R A T E  O F  HOST: 2.4000000006+06 
9 I T S  P E R  PACKET: 1.02400000@E+O3 
D I S T A N C E  FROY RE’FEREYCE P O I N T :  6 . 0 0 0 0 0 0 0 0 0 E + 0 2  
S L O T  T I M E :  1 .024OOOOOOE-04 
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HOST NUMBER: 1 3  
NUMBER OF T E R M I N A L S :  10 
1 /0  RATE OF HOST: 2.400000000€+06 
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  6.500000009E+Ot 
SLOT T I N E :  1 . 0 2 ~ 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 1 4  
NUMBER O F  T E R M I N A L S :  10 
1 /0  R A T E  O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
S I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 C E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  7.000000000E+02 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 3 O E - 0 4  
HOST NUMSER: 1 5  
NUMBER O F  T E R M I N A L S :  1 0  
1 / 0  RATE OF HOST: 2 . 4 0 0 G 0 0 0 0 0 E + 0 6  
311s  PER PACKET:  1 . 0 2 4 0 ! 3 0 0 0 0 E + 0 3  
D I S T A N C E  F R O q  REFEREVCE P O I N T :  7.500003000E+O2 
SLOT T I M E :  1 . 0 2 4 0 0 0 ~ 0 0 E - 0 4  
H O S T  NUM8ER: 1 6  
NUMBER OF T E R M I N A L S :  10 
1 / 0  RATE OF HOST: 2 . 4 0 3 0 0 0 0 3 0 E + 0 6  
S I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + O 3  
D I S T A N C E  F R O M  REFERENCE P O I N T :  8.000000000E+02 
SLOT T I M E :  1.0240000LIOE-04 
H O S T  NUMBER: 1 7  
NUMaER OF T E R M I N A L S :  1 0  
1 / 0  RATE O F  HOST: 2.400000000€+06 
B I T S  PER PACKET:  1 . 3 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O M  REFERENCE P O I N T :  S.250000000E+02 
SLOT T I M E :  1 . 0 2 4 0 0 0 3 0 0 E - 0 4  
HOST NUMBER: i a  
NUMBER O F  T E R M I N A L S :  1 0  
110 RATE OF H3ST:  2 . 4 0 ~ 0 0 0 0 0 0 E + 0 0  
911s PER PACKET:  1.324000000E+03 
D I S T A N C E  FR3M REFERENCE P O I N T :  9.75000000@E+G2 
SLOT T I M E :  1 .3240034100E-04  
161 
HOST NUHSER: 1 9  
NUMBER O F  T E R M I N A L S :  19 
1 / 0  RATE O F  HOST: 2o400000000E+06 
B I T S  PER PACKET: 1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  9.25OOOOOO~E+02 
SLOT T I M E :  1 0 0 2 ~ 0 0 0 0 0 0 E ~ 0 4  
H O S T  NUMBER: 2 0  
NUMBER O F  TERMINALS:  10  
XI0 RATE OF HOST: 2.40000000UE+06 
B I T S  PER PACKET: 1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  9.750000000E+02 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 6  
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ETHERNET S I V i J L A T I O N  PARAMETERS RUN 9 
ETHERNET aus IO R A T E :  1 . 0 0 0 0 0 0 0 0 0 E + 0 7  
NUMBER OF M A I N  FRAMES: 2 
NUMBER O F  H O S T S :  20 
PEFRESHES TO HOSTS I N  SECONDS: 2 ~ O 0 0 0 0 0 0 0 0 E + 0 0  
D U n P S  TC HOSTS I N  SECONDS: 1 .5000DOOOOE+01  
OPER4TOR REFRESH REQUESTS I N  SEC3NDS: 1 . 8 0 0 0 0 0 0 0 0 E + 0 1  
Y A I N  FRAME NUMSER: 1 
X I 0  RATE OF Y A I N  FRAME: 1 . 0 0 0 0 0 0 0 0 0 E + 0 7  
D I S T A N C E  FROM REFRENCE P O I N T :  G.OOOOOOOOOE+02 
F I R S T  REFRESH T I M E :  1.000000003E-01 TO HOST: 1 
F I R S T  DUMP T I M E :  7 . 5 0 0 0 0 0 0 0 0 E - 0 1  TO HOST: 1 
REFRESH OPERATION:  
B I T S / P A C K E T :  7 . 6 5 0 0 0 0 0 0 0 E + 3 3  
S L T I M E :  7 . 6 8 0 0 0 0 0 0 0 E - 0 4  
NUMBER OF P A C K E T S  SENT TO EACH T E R M I N A L :  
DUMP OPERATION:  
B I T S / P A C K E T :  7 . 6 8 0 0 0 0 0 0 0 E + 9 3  
S L T I M E :  7 . 6 8 0 0 0 0 0 0 0 E - 0 4  
NUMBER OF P A C K E T S  SENT TO EACH T E R M I N A L :  
R A I N  FRAME NUMBER: 2 
1 / 3  RATE OF q A I N  FRAYE: 1 . 0 0 0 0 0 0 0 0 0 E + 0 7  
DXSTANCE FROM REFRENCE P O I N T :  6 . 7 5 0 0 0 0 0 0 0 E + 0 2  
F I R S T  R E F R E S H  T I R E :  1 . 0 0 0 0 0 0 0 0 0 E - 0 1  TO HOST: 1 
F X R S T  DUMP T I M E :  7 . 5 0 0 0 0 0 @ 0 0 E - 3 1  TO H O S T :  1 
REFRESH OPERATION:  
B I T S I P A C K E T :  7 . 6 8 0 0 0 0 0 0 0 E + 0 3  
S L T I M E :  7 ~ 6 8 0 0 0 0 0 0 0 E ~ O C  
NUMBER OF P A C K E T S  SENT T 3  EACH T E R M I N A L :  
DUMP OPERATION:  
a I f S / P A C K E T :  7 . 6 8 0 0 0 0 0 0 0 E + 0 3  
NUlYBER O F  PACKETS SENT T O  EACH T E R M I N A L :  
S L T I M E :  7 . 6 8 0 0 0 0 0 0 0 E - 0 4  
4 
5 
HOST NUMBER: 1 
164 
NUMBER OF T E R M I N A L S :  10 
I / O  RATE OF HOST: 2 . 4 0 0 C 0 0 0 0 0 E + 0 6  
9 1 T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
S L O T  T I M E :  1.024000000E-06 
D I S T A N C E  FROR REFERENCE P O I N T :  S.OOOOOOOOOE+Ol 
HOST NUM9ER: 2 
FiUqBER O F  T E R M I N A L S :  10 
1 / 0  RATE O F  HOST; 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  l . C I 2 4 0 0 0 0 0 0 E + 0 3  
SLOT T I M E :  1 . 0 2 4 0 0 0 3 0 0 E - 0 4  
D I S T A N C E  F R O M  REFEREYCE P O I N T :  1 ~ @ 0 0 0 0 0 0 0 0 E + 0 2  
H O S T  NUMBER: 3 
NUMaER O F  T E R M I N A L S :  10 
110 RATE O f  H O S T :  2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
9 1 T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
SLOT T I M E :  1 . 0 2 4 C l 0 0 0 3 0 E - 0 4  
D I S T A N C E  FR33 REFERENCE P O I N T :  1 . 5 0 0 0 0 0 0 0 0 E + 0 2  
HOST NUflSER: 4 
NUMBER OF T E R M I N A L S :  1 0  
110 RATE OF H O S T :  2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O M  REFERENCE P O I N T :  2 . 0 0 0 0 0 0 0 0 0 E + 0 2  
S L O T  T I M E :  1 . 9 2 4 0 0 0 0 0 O E - 0 4  
H O S T  NUMBER: 5 
NUMBER O F  T E R M I N A L S :  10 
1/0 R A T E  3F HOST:  2 . 4 0 0 0 0 0 0 0 D E + 0 6  
B I T S  PER P A C K E T :  1.024000000E+03 
D I S T A N C E  FROM REFERENCE P O I N T :  2 . 5 0 0 0 0 0 3 0 0 E + 0 2  
S L O T  T I M E :  1 . 3 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: . 6 
NUMBER O F  T E R M I N A L S :  10 
1/0 RATE O F  H O S T :  2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O M  REFERENCE P O I N T :  3 . 0 0 0 0 C 0 0 0 3 E + 0 2  
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 3 0 E - 0 4  
HOST NUM3ER: 7 
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NUYBER O F  T E S M I N A L S :  1 9  
110 RATE O F  HOST: 2.400000000E+36 
311s PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O M  R E F E R E N C E  P O I N T :  3 . 5 0 0 0 0 0 0 0 0 E + 0 2  
0 
S L O T  T I M E :  1.024000000E-04 
HOST N U Y S E R :  s 
NUMBER OF T E R M I N A L S :  10  
I 1 0  R A T E  O F  HOST: 2.400000000E+06 
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F90M R E F E R E N C E  P O I N T :  G . t 5 0 3 0 0 0 0 0 E + 0 2  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
H O S T  NUMBER: 9 
NUMBER O F  T E R M I N A L S :  10 
110 RATE D F  HOST:  2 . 4 0 3 0 0 0 0 0 0 E + 0 6  
S I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R 3 K  REFERENCE P O I N T :  4.500000003E+02 
SLOT T I M E :  1 . 0 2 4 0 0 0 9 0 0 E - 0 4  
HOST NUf leER:  10 
NUMBER O f  T E R M I N A L S :  10 
I10 R A T E  O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
S I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 C E - 0 4  
D I S T A N C E  F R O Y  REFERENCE P O I N T :  5 .  0 OE+O2 
HOST NUM9ER: 11 
NUMaER O F  T E S M I N A L S :  10 
110 R A T E  OF HOST: 2.400000000E+06 
B I T S  PER PACKET: 1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O M  REFERENCE P O I N T :  5.S00000000E+02 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
H O S T  NUMBER: 1 2  
NUMaER OF TERMINALS: 1 0  
I10 R A T E  O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 3 6  
e n s  P E R  P A C K E T :  1 . 3 2 4 0 0 0 0 0 0 E + 0 3  
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
D I S T A N C E  F R O Y  REFERENCE P O I N T :  6.030090900E+02 
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HOST NUMBER: 1 3  
NUYBER O F  T E R M I N A L S :  1 0  
1 / 0  RATE O F  HOST: 2.400000000E+36 
B I T S  PER PACKET:  1 . 0 2 4 3 0 0 0 0 0 E + 0 3  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
D I S T A N C E  FROM REFERENCE P O I N T :  6 o 5 0 0 0 0 0 0 0 0 E + 0 2  
H O S T  NUMBER: 1 4  
IUUMBER OF T E R M I N A L S :  10 
1 / 0  RATE OF HOST: 2.40000@000E+35 
3 1 1 s  PER PACKET:  1 . 0 2 4 0 0 3 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  7 . 0 0 0 0 0 0 0 0 0 E + 0 2  
S L O T  T I M E :  1 . 0 2 4 0 0 0 3 0 0 E - C 4  
I HOST NUNBE!?: 1 5  
KUMBER O F  T E R M I N A L S :  10  
f / O  R A T E  O F  HOST: 2.49OOOOOOOE+36 
B I T S  PER PACKET: 1 m 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F 3 O M  REFERENCE P O I N T :  7 . S 0 0 0 0 0 9 0 0 E + 0 2  
SLOT T I M E :  1 . 0 2 4 0 3 0 0 0 0 E - 0 4  
I H O S T  NUMBER: 1 6  
NUMBER O F  T E R M I N A L S :  1 0  
110 R A T E  OF HOST: 2.400000000E+06 
a n s  P E R  P A C K E T :  ~ . O ~ ~ O O O O O O E + O ~  
D I S T A N C E  FROM REFERENCE P O I N T :  9 .000000~00E+02 
SLOT T I M E :  1 ~ 0 2 4 0 0 0 0 0 0 E ~ 0 4  
HOST NUMBER: 1 7  
htUMBER OF T E R M I N A L S :  10 
1/0 R A T E  OF HOST: 2.400000000E+36 
3 1 T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  !3.ZSOOOOOOOE+02 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 1 3  
NUMBER OF T E R M I N A L S :  10 
1 1 0  R A T E  O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 3 6  
S I T S  PER PACKET:  1 . 0 2 4 0 @ 0 0 0 0 E + 0 3  
D I S T A N C E  FRO# REFERENCE P O I N T :  8.750300000E+02 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 6  
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HOST NUMSER: 19 
NUMBER OF T E R M I N A L S :  1 0  
a x i s  P E R  P A C K E T :  1.024000000E+O3 
1/0 RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
0 
D I S T A N C E  FROM REFERENCE P O I N T :  9~250000000E+02 
SLOT T I M E :  1.024000000E-04 
HOST NUMDER: 20  
NUMBER OF T E R M I N A L S :  10 
1 / 0  RATE O F  HOST: 2.4OOOOOOOOE+06 
S I T S  PER PACKET: l.~24000000E+03 
D I S T A N C E  FROY REFERENCE P O I N T :  9.750000000E+O2 
SLOT T I M E :  1 ~ 0 2 4 0 0 0 0 0 0 E ~ 0 4  
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ETHERNET S I M U L A T I O N  PARAMETERS RUN 10 
ETHERNET B U S  I O  RATE:  1 ~ 0 0 0 0 0 0 0 0 0 E + 0 7  
NUMBER O F  M A I N  FRAMES: 2 
NUMBER O F  HOSTS: 23 
REFRESHES TO HOSTS I N  S E C O N D S :  2~000000000E+00 
DUMPS TO HOSTS I N  SECOWDS: I m S ~ O O O O O O O E + O I  
OPERATOR REFRESH REJUESTS I N  SECONDS: 1.8OOOOOOOOE+OI 
M A I N  FRAYE NUMBER: 1 
110 R A T E  O F  " I I N  F!?AME: 1 . 3 0 0 0 0 0 0 0 0 E + 0 7  
D I S T A N C E  F 2 a V  REFRENCE P O I N T :  4 . 0 0 0 0 0 0 0 0 0 E + 0 2  
F I R S T  R E F R E S H  T I M E :  1 . 0 0 0 0 0 0 G O O E - 0 1  TO HOST: 1 
F I R S T  DUYP T I M E :  7 . S 0 0 0 0 0 0 0 0 E - 0 1  TO HOST: 1 
R E F R E S H  O P E R A T I O N :  
B I T S I P A C K E T :  7.6800000005+03 
S L T I M E :  7 . 6 8 0 0 0 0 0 0 0 E - 0 4  
NUMBER OF P A C K E T S  SENT TO EACH T E R M I N A L :  5 
DUMP O P E R A T I O N :  
a I T S / P A C K E T :  7.680000000E+03 
S L T I M E :  7.68OOOOGOOE-04 
NUM3ER 3F P A C K E T S  SENT TO EACH T E R M I N A L :  5 
M A I N  FRAME NUMBER: 2 
1 / 0  R A T E  3F Y A I N  FRAME: 1 . 0 0 0 0 0 0 0 0 0 E + 0 7  
D I S T A N C E  FROM REFRENCE P O I N T :  6 . 7 5 0 0 0 0 0 0 0 E + 0 2  
F I R S T  R E F R E S H  T I M E :  1 , 0 0 0 0 0 0 0 0 G E - 0 1  TO HOST: 1 
F I R S T  DUMP T I M E :  7.5CI00000SClE-01 TO HOST: 1 
REFRESH O P E R A T I O N :  
6 1 T S l P A C K E T :  7o693000300E+03 
S L T I M E :  7 . 5 8 0 0 0 0 0 0 0 E - 0 4  
NUMBER ? F  P A C K E T S  SENT TO EACH T E R M I N A L :  5 
DUMP OPERATION:  
B I T S / P A C K E T :  7 . 6 3 0 0 0 0 0 0 0 € + 9 3  
S L T I M E :  7 . 6 8 0 0 0 0 0 0 0 E - 0 4  
NUMBER 3F P A C K E T S  S E N T  TO EACH T E R M I N A L :  5 
H O S T  NUMBER: 1 
170 
NUMBER O F  T E R M I N A L S :  10 
1 / 0  RATE O F  HOST: 2 . 4 0 3 0 0 0 0 0 0 E + 0 6  
S I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R 3 4  REFERENCE P O I N T :  5 . 0 0 0 0 0 0 0 0 0 E + 0 1  
SLOT T I M E :  1 . 0 2 b 0 0 0 0 ~ 0 E - 0 4  
HOST NUMSER: 2 
NUMBER OF T E R M I N A L S :  1 0  
1 / 0  RATE O F  HOST: 2.COOOOOOOOE+06 
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 3 E + 0 3  
SLOT T I N E :  1 . 0 2 4 0 3 0 0 0 0 E - 0 4  
D I S T A N C E  F R O V  REFEREYCE P O I N T :  1.000000DOOE+02 
H O S T  NUMSER: 3 
NUV1BER O F  T E R M I N A L S :  10 
1 / 0  R A T E  O F  H O S T :  2 . 4 0 0 0 0 0 0 9 0 E + 0 6  
S I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 9 0 E + 0 3  
D I S T A N C E  FROY REFERENCE P O I N T :  1 . 5 0 9 0 0 0 0 0 0 E + 0 2  
SLOT T I M E :  1 . C l 2 4 0 0 O 3 3 0 t - O 4  
H O S T  NUMBER: 4 
NUMaER 3F T E R M I N A L S :  1 0  
1 / 0  R A T E  O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
3 1 1 s  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O M  REfERErJCE P O I N T :  2 . 0 0 0 0 0 0 0 0 0 E + O 2  
SLOT T I P E :  1.O24OOOOOOE-04 
H O S T  NUM1ER: 5 
NUMBER OF T E R M I N A L S :  1 0  
1 / 0  R A T E  O F  HOST: 2.400000000E+06 
9 I f S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O 3  REFERENCE P O I N T :  2.SOODOOOOOE+02 
SLOT T I R E :  1.024OOOOOOE-04 
HOST NUMBER: 6 
N U M a E R  O F  T E R M I N A L S :  1 0  
110 RATE OF HOST: 2 . b 0 0 0 0 0 0 0 0 E + 0 6  
S I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A W C E  FROM REFERENCE P 3 I N T :  3 . 0 0 0 0 0 0 0 0 0 E + O 2  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - O 4  
H O S T  NUMBEP: 7 
1 7 1  
NUMBER OF T E R M I N A L S :  10 
1 / 0  RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
9 1 T S  PER PACKET:  1.OZ4OOOOOOE+03 
S L O T  T I M E :  ? . 0 2 4 0 3 0 0 0 0 € - 0 4  
D I S T A N C E  FROY REFERENCE P O I N T :  3 ~ 5 0 0 0 0 0 0 0 0 E + 0 2  
HOST NUMBER: 3 
NUMBER O F  T E R M I N A L S :  10  
1 / 0  RATE O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
S I T S  PER PACKET:  1 . 0 2 4 3 3 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  6 . 2 5 0 0 0 0 0 0 0 E + 0 2  
SLOT T I M E :  1 . 0 2 4 0 0 ~ 0 0 0 E - 0 4  
HOST NUMBER: 9 
NUMBER O F  T E R M I N A L S :  10 
1 / 0  RATE OF HOST: 2 . 4 0 0 3 0 0 0 0 0 E + 9 6  
D I S T A N C E  F R 3 Y  REFERENCE P O I N T :  4 . 5 0 9 0 0 0 3 0 0 E + 0 2  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
B I T S  PER PACKET:  1 . 0 2 4 0 @ 0 0 0 0 E + 0 3  
HOST NUMEIER: 1 0  
NUYSER OF T E R M I N A L S :  10 
1 / 0  RATE OF HOST:  2 . 4 0 3 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R 9 V  REFERENCE P O I N T :  5.000000000E+02 
S L O T  T I M E :  1 . 0 2 4 0 3 0 0 0 0 E - 0 4  
HOST NUMSER: 11 
N U M B E R  OF TERMINALS: 10 
I/O R A T E  O F  HOST: 2.400000000E+06 
S I T S  P E R  PACKET:  l . O 2 b 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  5,50~300000E+02 
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 1 2  
NUMBER OF T E R M I N A L S :  1 0  
1 / 0  RATE O F  HOST: 2 . 4 3 0 0 0 0 0 0 0 E + 9 6  
SITS PER PACKET:  ? . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROY REFEFENCE P O I N T :  S.OOOOOOOOOE+0? 
SLOT TIME: 1.024003CIOOE-04 
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HOST NUMSER: 1 3  
NUMBER OF T E R M I N A L S :  1 0  
1 / 0  R A T E  OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  6 . 5 0 0 0 0 0 0 0 0 E + 0 2  - 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E 0 0 4  
HOST NUM3ER: 1 4  
NUwSER O F  T E R M I N A L S :  1 0  
It0 RATE O F  H O S T :  2.400900000E+36 
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O ’ 1  QEFERENCE P O I N T :  ?.00~000000E+02 
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMSER: 1 5  
NUMBER OF T E R M I N A L S :  1 0  
1 / 0  R A T E  O F  HOST:  2.4OOOOOOOCE+06 
B I T S  PER PACKET: 1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O Y  REFERENCE P O I N T :  7.500000000E+02 
S L O T  T I M E :  ? . 0 2 4 0 ~ 0 0 0 0 E - 0 4  
H O S T  NUMBER: 1 6  
NUMBER O F  T E R M I N A L S :  10 
1 / 0  RATE O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 5 + 0 6  
9 I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R 3 Y  REFERENCE P 3 I N T :  3.000300000€+02 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
H O S T  NUMBER:  1 7  
NUMBER OF T E R M I N A L S :  1 0  
1/0 RATE O F  HOST: 2.400000000E+06 
9 1 1 s  P E a  PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FR9M REFERENCE P O I N T :  8.250000300E+O2 
SLOT T I M E :  l m 0 2 4 0 0 0 0 0 0 E - 0 4  
H O S T  NUMBER: 1 8  
NUMBER O F  T E R M I N A L S :  1 0  
1 / 0  RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  . 
D I S T A N C E  FROM REFERENCE P O I N T :  9.750000000E+02 
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 C E - 0 4  
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HOST NUMSER: 1 9  
NUMaER OF T E R M I N A L S :  10 
1 / 0  RATE O F  HOST: 2 . 6 0 0 9 0 0 0 0 0 E + 0 6  
D I S T A N C E  F R O M  REFERENCE P O I N T :  9.2SOOOOOOOE+02 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
B I T S  P E R  PACKET: 1 ~ 0 2 4 0 0 0 0 0 0 E + 0 ~  
HOST NUMBER: 29 
NUMBER O F  T E R M I N A L S :  10 
1 / 0  RATE OF HOST: 2 .400000000E+06  
B I T S  P E R  PACKET: 1 . 0 2 4 0 0 3 0 0 0 E + 0 3  
D I S T A N C E  F R O M  REFERENCE P O I N T :  9.750000000E+OZ 
SLOT T I M E :  1 . 0 2 4 0 0 0 3 0 0 E - 0 4  
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ETHERNET S I M U L A T I O N  PARAMETERS RUN 11 
ETHERNET BUS 10 RATE:  1 . 0 0 0 0 0 0 0 0 0 E + O I  
NUMBER OF M A I N  FRAMES: 2 
NUf l9ER O F  H O S T S :  20 
REFRESHES TO HOSTS I N  SECONDS: 4 . 0 0 0 0 0 0 0 0 0 E + 0 1  
DUMPS 10 HOSTS I N  SECONDS: 4.000000000E+01 
OPERATOR REFRESH REQUESTS I N  SECONDS: ImOOOOOOOOOE+OO 
M A I N  FRAME NUflBER: 1 
1 / 0  R A T E  OF # A I N  FRAME: 1.000000000E+07 
D I S T A N C E  FROM REFRENCE P O I N T :  4.000000000E+02 
F I R S T  REFRESH T I M E :  2.000000000E+00 TO HOST:  1 
F I R S T  D U M P  T I M E :  2~300000000E+00 TO HOST: 1 
REFRESH OPERATION:  
B I T S / P A C K E T :  7 . 6 8 0 0 0 0 0 0 0 E + 0 3  
S L T I M E :  7 . 6 8 0 0 i 3 0 0 0 0 E - 0 4  
NUMBER OF P A C K E T S  SENT TO EACH T E R M I N A L :  
DUMP OPERATION:  
3 1 T S / P A C K E T :  7.680000000E+03 
NUMBER O F  P A C K E T S  SENT TO EACH T E R M I N A L :  
S L T I M E :  7 ~ 6 5 0 3 0 0 0 0 0 E ' 0 4  
Y A I N  FRAME NUMBER: 2 
1 / 0  RATE OF M A I N  FRAME: 1.000000000E+07 
D I S T A N C E  FROM REFRENCE P O I N T :  6 . 7 S O O O O O O O E + 0 2  
F I R S T  REFRESH T I N E :  2 . 0 0 0 0 0 0 0 0 0 E + 0 0  1 3  HOST: 1 
F I R S T  DUMP TIME: 2.000300000E+00 TO H O S T :  1 
REFRESH OPERATION:  
B I T S / P A C K E T :  7 . 6 B 0 0 0 0 0 0 0 E + 0 3  
SLTXME: 7 . 6 8 0 0 0 0 0 0 0 E - 0 4  
NUMBER OF P A C K E T S  S E N T  TO EACH T E R M I N A L :  
D U M P  OPERATION:  
B I T S / P A C K E T :  7 . 6 3 0 0 0 0 0 0 0 E + 0 3  
S L T I M E :  7.680000030E-04 
NUMBER 3 f  PACKETS SENT TO EACH T E R M I N A L :  
1 
1 
HOST NUMSER: 1 
177 
NUMSER OF T E R M I N A L S :  1 5  
110 RATE CF HOST: 2.400000000E+06 
B I T S  PER PACKET:  1 , 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  5.000000~00E+01 
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 2 
NUMSER OF T E R M I N A L S :  1 5  
1/0 RATE OF HOST: 2.400000000E+06 
B I T S  PER PACKET:  1 , 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  1 . 0 0 0 0 0 0 0 0 0 E + 0 2  
SLOT T I M E :  1 ~ O 2 4 O O O O O O E ~ 0 4  
HOST NUMBER: 3 
NUMBER OF T E R M I N A L S :  1 5  
1 / 0  RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE POINT: 1.500000000E+OZ 
SLOT T I M E :  7 . 0 2 4 0 0 0 0 0 . 0 E - 0 4  
HOST NUMBER: 4 
NUYBER OF T E P M I N A L S :  1 s  
1 / 0  RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1.024000000E+03 
D I S T A N C E  FROM REFERENCE P O I N T :  2 . 0 0 0 0 0 0 0 0 0 E + 0 2  
SLOT TIME: 1.024OOOOOOE-04 
HOST NUMBER: 5 
NUMBER OF T E R R I N A L S :  1 5  
1 / 0  RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B X T S  PER PACKET: 1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  2.500000000E+O2 
SLOT T I R E :  1.02COOOOOOE-04 
HOST NUMBER: 6 
NUMBER OF T E R M I N A L S :  i f  
110 RATE OF HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 3 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  3.000000000E+02 
SLOT T I M E :  1 . 0 2 4 0 0 0 3 0 0 E - 0 4  
HOST NUMBER: 7 
178 
NUMBER OF T E R M I N A L S :  1s 
110 RATE OF HOST: 2 . b 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
D I S T A N C E  F R O M  REFERENCE P O I N T :  3 ~ S 0 0 0 0 0 0 0 0 E + 0 2  
HOST NUMBER: 8 
NUMBER OF T E R M I N A L S :  1s 
1 / 0  RATE O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + O 3  
D I S T A N C E  FRO! REFERENCE P O I N T :  4 m 2 5 0 0 0 0 0 0 0 E + 0 2  
SLOT T I M E :  l o 0 2 4 0 0 3 0 3 0 E - 0 4  
H O S T  NUWBER: 9 
NUMaER OF T E R M I N A L S :  1 s  
1 / 0  RATE OF HOST: 2.400000000E+36 
B I T S  PER PACKET:  1 ~ 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A K C E  FROM REFERENCE P O I N T :  4.S00000000E*02 
SLOT T I M E :  1.O24OOOOOOE-04 
HOST NUMBER: 10 
NUMBER 3 F  T E R M I N A L S :  1 5  
I10  RATE OF HOST: 2.400000000E+06 
B I T S  PER PACKET: 1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROY REFERENCE P O I N T :  5 . 0 0 0 0 0 0 0 0 0 E + 0 2  
SLOT T I N E :  1 . 0 2 b 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 11 
NUlYaER OF TERMINALS: i s  
f / O  RATE OF HOST: 2 ~ 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET: ?.024000000€+03 
D I S T A N C E  F R O M  REFEREYCE P O I N T :  S*SOOO@OOOOE+OZ 
SLOT T I M E :  1 ~ 0 2 4 0 0 0 0 0 0 E ~ 0 4  
HOST NUNSEf?: 1 2  
NUVBER O F  T E R M I N A L S :  1 5  
110 RATE O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 ~ 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  F R O M  REFERENCE P O I N T :  6.000000000f+02 
SLOT T I M E :  1 ~ 0 2 4 0 0 0 0 0 0 E ~ 0 4  
179 
HOST NUMBER: 1 3  
NUVBER O F  T E R M I N A L S :  1 s  
1 / 0  R A T E  O F  HOST: 2 . 4 0 0 0 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  l , O t 4 0 0 0 0 0 0 E + 0 3  
S L O T  T I M E :  1 , 0 2 4 0 0 0 0 0 0 E - 0 6  
e 
D I S T A N C E  FROM REFERENCE P O I N T :  6 ~ 5 0 0 0 0 0 0 0 0 E + 0 2  
HOST NUWGER: 1 4  
NUMBER OF T E R M I N A L S :  1 5  
1 / 0  R A T E  O F  HOST: 2.400000000E+06 
B I T S  PER PACKET: 1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  7.000000000E+02 
S L O T  T I P I E :  1 . 0 2 4 0 0 0 C O O E - 0 4  
I HOST NUMBER: 1 5  
NUMBER O F  T E R M I N A L S :  1 5  
1 / 0  RATE OF HOST: 2 . 4 0 3 3 0 0 0 0 0 E + 0 6  
B I T S  PER PACKET:  1 . 3 2 4 0 0 0 C O O E + 0 3  
D I S T A N C E  F R O Y  REFERENCE P O I N T :  7 . 5 0 9 0 ~ 0 0 0 0 E + 0 2  
SLOT T I M E :  1 . 0 2 6 0 0 0 0 0 9 E - 3 4  
HOST NUMSER: 1 6  
NUMaER 3 F  T E R M I N A L S :  1 5  
1 / 0  RATE DF HOST: 2.400000000E+06 
9 I T S  PER PACKET:  1.024000000€+03 
S L O T  T I N E :  1 . 0 2 4 0 0 0 0 0 3 E - 0 4  
D I S T A N C E  F R O Y  REFERENCE P O I N T :  5.0000!l0000E+02 
HOST NURSER: 17 
N U V S E R  O F  T E R M I N A L S :  1 5  
B I T S  PER PACKET: 1 . 0 2 4 0 0 0 0 0 3 E + 0 3  
S L O T  T I M E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
1 / 0  S A T E  O F  HOST: 2 ~ 4 0 0 0 0 0 0 0 0 E + 9 6  
D I S T A N C E  FSOM REFERENCE P O I N T :  8 . 2 5 0 0 0 0 0 0 0 E + 0 2  
H O S T  NUMaER: 1 9  
NUMBER O F  T E R M I N A L S :  1 5  
110 RATE OF HOST: 2.400030000E+06 
B I T S  PER PACKET:  1 . 0 2 4 0 0 0 0 0 0 E + 0 3  
SLOT T I M E :  1 . 0 2 4 0 0 0 0 3 0 E - 0 4  
D I S T A N C E  FROM REFERENCE P O I N T :  8 ~ 7 5 0 0 0 0 0 0 0 E + 0 2  
180 
HOST NUMBER: 19  
NUMBER O F  T E R M I N A L S :  1 5  
1 /0  RATE OF HOST: 2 o 4 0 0 0 0 0 0 0 0 E + 0 6  
S I T S  PER PACKET: 1 ~ 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  9 . 2 5 0 0 0 0 0 0 0 E + 0 2  
SLOT T I M E :  1 . 0 t 4 0 0 0 0 0 0 E - 0 4  
HOST NUMBER: 2 0  
NUMBER O F  T E R M I N A L S :  15 
110 R A T E  OF HOST: 2 ~ 4 0 0 0 0 0 0 9 0 E + 0 6  
SITS PER PACKET: 1 ~ 0 2 4 0 0 0 0 0 0 E + 0 3  
D I S T A N C E  FROM REFERENCE P O I N T :  9 ~ 7 5 0 0 0 0 0 0 0 E + 0 2  
SLOT T I R E :  1 . 0 2 4 0 0 0 0 0 0 E - 0 4  
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