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Abstract
We prove the existence of at least two solutions for a fourth order
equation, which includes the vortex equations for the U(1) and CP (1)
self-dual Maxwell-Chern-Simons models as special cases. Our method is
variational, and it relies on an “asymptotic maximum principle” property
for a special class of supersolutions to this fourth order equation.
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0 Introduction
Vortex solutions for self-dual Maxwell-Chern-Simons models may be generally
reduced to systems of two nonlinear elliptic equations of the second order, de-
fined on two-dimensional Riemannian manifolds. See [14, 15] and the mono-
graphs [9, 11, 22]. These systems are also equivalent to scalar nonlinear ellip-
tic equations of the fourth order. The existence of multiple solutions for such
fourth-order equations, in the case of compact manifolds, is the main question
addressed in this note.
We were motivated to consider this problem by our previous joint work with
Tarantello [19] concerning the U(1) Maxwell-Chern-Simons model introduced
in [15], and by the results of Chae and Nam [6] concerning the CP (1) Maxwell-
Chern-Simons model introduced in [14]. By variational methods, it is shown in
[19] that the U(1) system admits in general at least two distinct vortex solutions.
∗Partially supported by MIUR, National Project “Variational Methods and Nonlinear Dif-
ferential Equations”
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On the other hand, the method employed in [6] allows the authors to obtain
only one vortex solution for the CP (1) system.
Our main result (see Theorem 0.1 below) will yield multiple solutions for
a general system containing the U(1) system and the CP (1) system as special
cases. As in the U(1) case, we shall reduce the system to an elliptic fourth
order equation admitting a convenient variational structure. We shall obtain
two solutions corresponding to a local minimum and a mountain pass. Due to
our abstract formulation, we cannot use the ad hoc methods employed in [19],
based on minimization with integral constraints. Instead, we shall exploit an
“asymptotic maximum principle” property for a special class of supersolutions
of this fourth order equation, which we believe is of interest of its own.
More precisely, we denote by M a compact Riemannian 2-manifold, and
we fix n > 0 points p1, . . . , pn ∈ M (we already showed in [18] that the case
n = 0 admits only the trivial solution (eu˜, v) = (f−1(s), s)). We consider
(distributional) solutions (u˜, v) for the system:
−∆u˜ = ε−1λ(v − f(eu˜))− 4π
n∑
j=1
δpj on M(1)
−∆v = ε−1
[
λf ′(eu˜)eu˜(s− v)− ε−1(v − f(eu˜))
]
on M.(2)
Here s ∈ R, ε > 0, λ > 0 are constants, δpj , j = 1, . . . , n is the Dirac measure
centered at pj , and f : [0,+∞) → R is smooth and strictly increasing, i.e.,
f ′(t) > 0 for all t ∈ [0,+∞). Some further technical assumptions on f will
be made below. System (1)–(2) was introduced in [18]. It contains the system
for U(1) Maxwell-Chern-Simons vortices introduced in [15] and analyzed in
[4, 17, 19], as well as the system for CP (1) Maxwell-Chern-Simons vortices (in
the “single-signed case”) introduced in [14] and analyzed in [6] as special cases.
Indeed, the U(1) system [15] is given by:
∆u˜ = 2q2eu˜ − 2µN + 4π
n∑
j=1
δpj on M
∆N = (µ2 + 2q2eu˜)N − q2(µ+
2q2
µ
)eu˜ on M.
Setting λ = 2q2/µ, ε = 1/µ, v := µ/q2N , the above system takes the form:
−∆u˜ =ε−1λ(v − eu˜)− 4π
n∑
j=1
δpj on M(3)
−∆v =ε−1{λeu˜(1 − v)− ε−1(v − eu˜)} on M,(4)
which corresponds to (1)–(2) with f(t) = t and s = 1. On the other hand, the
CP (1) system [14] is given by:
∆u˜ = 2q
(
−N + S −
1− eu˜
1 + eu˜
)
+ 4π
n∑
j=1
δpj on M
∆N = −κ2q2
(
−N + S −
1− eu˜
1 + eu˜
)
+ q
4eu˜
(1 + eu˜)2
N on M.
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Setting v = N − S, s = −S, λ = 2/κ, ε = 1/(κq), the system above takes the
form:
−∆u˜ =ε−1λ
(
v −
eu˜ − 1
eu˜ + 1
)
− 4π
n∑
j=1
δpj on M(5)
−∆v =ε−1
{
λ
2eu˜
(1 + eu˜)2
(s− v)− ε−1
(
v −
eu˜ − 1
eu˜ + 1
)}
on M,(6)
which corresponds to (1)–(2) with f(t) = (t− 1)/(t+ 1).
In turn, system (1)–(2) is equivalent to the following fourth order equation
(see Section 1 for the details):
ε2∆2u−∆u = −ελ[f ′′(eσ+u)eσ+u + f ′(eσ+u)]eσ+u|∇(σ + u)|2
+ 2ελ∆f(eσ+u) + λ2f ′(eσ+u)eσ+u(s− f(eσ+u))−
4πn
|M |
on M,(7)
where σ is the Green function uniquely defined by −∆σ = 4π(n/|M |−
∑n
j=1 δpj )
on M and
∫
M
σ = 0, with |M | the volume of M .
We make the following
Assumptions on f :
(f0) f : [0,+∞) is smooth and f ′(t) > 0 for all t ∈ [0,+∞)
(f1) f(0) < s < supt>0 f(t)
(f2) f , f ′, f ′′ have at most polynomial growth
(f3) f satisfies one of the following conditions:
(a) f ′′(t)t+ f ′(t) ≥ 0 and supt>0 |f(t)|/[f
′(t)t] < +∞
(b) supt>0 f
′(t)t(| log t|+ |f(t)|) < +∞.
This aim of this note is to establish the following result for (7):
Theorem 0.1. Suppose f satisfies assumptions (f0), (f1), (f2) and (f3).
Then there exists λ0 > 0 with the property that for every λ ≥ λ0 there exists
ελ > 0 such that the fourth order equation (7) admits at least two solutions for
all 0 < ε < ελ.
We note that assumption (f3)–(a) allows f(t) = tα, for every α > 0, and
therefore it includes the U(1) case f(t) = t. On the other hand, assumption
(f3)–(b) is satisfied by the CP (1) case f(t) = (t − 1)/(t + 1). It follows that
the existence result stated in Theorem 0.1 includes indeed the U(1) system and
the CP (1) system as special cases, as well as all power growths for f .
As already mentioned, we shall prove Theorem 0.1 variationally. Indeed,
in Section 1 we show that solutions to (7) correspond to critical points for the
functional
Iε(u) =
ε2
2
∫
(∆u)2 +
1
2
∫
|∇u|2
+ελ
∫
f ′(eσ+u)eσ+u|∇(σ + u)|2 +
λ2
2
∫
(f(eσ+u)− s)2 +
4πn
|M |
∫
u,
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defined on the Sobolev space H2(M) (we choose to emphasize the dependence
on ε only, since λ will be fixed in Section 2). In Section 2 we show that for ε
and λ as in Theorem 0.1, the functional Iε admits a local minimum uε. This
subsolution will be employed in Section 3 to obtain a critical point uε satisfying
Iε(uε) = min{Iε(u)/u ∈ H2(M), u ≥ uε}, in the spirit of some results of Brezis
and Nirenberg [3] concerning second order equations. Since our equation is of the
fourth order, and thus the Hopf maximum principle is not directly applicable,
the main technical difficulty will be to show that uε > uε, pointwise on M .
Nevertheless, by exploiting the decomposition ε2∆2 − ∆ = (−ε2∆ + 1)(−∆),
we shall derive a kind of “strong maximum principle” property for a special
class of supersolutions of (7), for small values of ε. Finally, in Section 4 we
show that under the assumptions of Theorem 0.1, the functional Iε satisfies the
Palais-Smale condition. Therefore, the existence of a second critical point of the
“mountain pass” type will follow by the Ambrosetti and Rabinowitz theorem
[1].
We showed in our previous note [18] that under assumptions (f0) and (f1),
solutions for system (11)–(12) (equivalently solutions to (7)) tend to a solution
for
(8) −∆u = λ2f ′(eσ+u)eσ+u(s− f(eσ+u))−
4πn
|M |
on M,
as ε→ 0, in any relevant topology. Equation (8) is a generalization of the U(1)
“pure” Chern-Simons equation derived in [10, 12] and thoroughly analyzed in
[7, 21, 16, 8] in the case of compact manifolds (see references therein for the
non-compact case), and of the CP (1) “pure” Chern-Simons equation derived in
[13] and analyzed in [5]. We note that solutions for (8) correspond to critical
points for the functional I0 defined for u ∈ H1(M) by
I0(u) =
1
2
∫
|∇u|2 +
λ2
2
∫
(f(eσ+u)− s)2 +
4πn
|M |
∫
u.
Amultiplicity result may be obtained for (8) variationally, which implies that the
multiplicity results for the particular “pure” Chern-Simons equations obtained
in [5, 21] are in fact a general property of equations of the form (8). Since the
proof may be obtained from the proof of Theorem 0.1 by setting ε = 0, we omit
the details.
Notation. Henceforth, unless otherwise specified, all equations are defined
on M . All integrals are taken over M with respect to the Lebesgue measure.
All functional spaces are defined on M in the usual way. In particular, we
denote by Lp, 1 ≤ p ≤ +∞, the Lebesgue spaces and by Hk, 1 ≤ k ≤ +∞,
the Sobolev spaces. We denote by C > 0 a general constant, independent of
certain parameters that will be specified in the sequel, and whose actual value
may vary from line to line.
1 Variational setting
Our aim in this section is to provide a suitable variational formulation for the
generalized Maxwell-Chern-Simons system (1)–(2), by reducing it to the fourth
order equation (7). We note that the resulting formulation is new even for the
special case f(t) = (t− 1)/(t+ 1), corresponding to the CP (1) model.
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In order to work in Sobolev spaces, it is standard (see [11, 22]) to subtract
from u˜ its “singular part”, which we denote by σ. Namely, we denote by σ the
unique solution for the problem
−∆σ = A− 4π
n∑
j=1
δpj
∫
σ = 0,
where A = 4πn/|M | > 0. Since σ(x) ≈ log |x − pj |2 near pj, j = 1, . . . , n, it
follows that eσ and eσ∇σ = ∇eσ are smooth on M . Furthermore, eσ|∇σ|2 and
eσ∆σ are also smooth. Indeed, it is easy to check that
eσ∆σ = −Aeσ(9)
eσ|∇σ|2 = ∆eσ +Aeσ,(10)
in the sense of distributions.
Setting u˜ = σ+ u, we obtain from (1)–(2) the equivalent system for (u, v) ∈
H1(M)×H1(M):
−∆u = ε−1λ
(
v − f(eσ+u)
)
−A(11)
−∆v = ε−1
[
λf ′(eσ+u)eσ+u(s− v)− ε−1
(
v − f(eσ+u)
)]
.(12)
System (11)–(12) is equivalent to a fourth order equation:
Lemma 1.1. (u, v) ∈ H1 × H1 is a weak solution for (11)–(12) if and only
u ∈ H2 is a weak solution for the fourth order equation
ε2∆2u−∆u = −ελ[f ′′(eσ+u)eσ+u + f ′(eσ+u)]eσ+u|∇(σ + u)|2
+ 2ελ∆f(eσ+u) + λ2f ′(eσ+u)eσ+u(s− f(eσ+u))−A(13)
and v is defined by
(14) v = −ελ−1∆u + ελ−1A+ f(eσ+u).
Proof. By elliptic regularity, weak solutions (u, v) ∈ H1 ×H1 for (11)–(12) are
smooth. Clearly, (14) is equivalent to (11). Inserting (14) into (12), we obtain
ελ−1∆2u−∆f(eσ+u) =ε−1λf ′(eσ+u)eσ+u(s+ ελ−1∆u− ελ−1A− f(eσ+u))
− ε−2(−ελ−1∆u+ ελ−1A).
Equivalently, multiplying by ελ:
ε2∆2u−∆u =ελ∆f(eσ+u) + ελf ′(eσ+u)eσ+u(∆u−A)(15)
+ λ2f ′(eσ+u)eσ+u(s− f(eσ+u))−A.
By (9) we have:
f ′(eσ+u)eσ+u(∆u−A) = f ′(eσ+u)eσ+u∆(σ + u).
Furthermore, we have:
(16)
∆f(eσ+u) = {f ′′(eσ+u)eσ+u+f ′(eσ+u)}eσ+u|∇(σ+u)|2+f ′(eσ+u)eσ+u∆(σ+u).
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Therefore,
∆f(eσ+u)+f ′(eσ+u)eσ+u(∆u −A) = ∆f(eσ+u) + f ′(eσ+u)eσ+u∆(σ + u)
=2∆f(eσ+u)− {f ′′(eσ+u)eσ+u + f ′(eσ+u)}eσ+u|∇(σ + u)|2,
and (15) reduces to (13). The converse follows similarly.
Now we obtain a variational formulation for (13):
Lemma 1.2. u ∈ H2 is a weak solution for (13) if and only if it is a critical
point for the functional Iε defined on H
2 by:
Iε(u) =
ε2
2
∫
(∆u)2 +
1
2
∫
|∇u|2
+ελ
∫
f ′(eσ+u)eσ+u|∇(σ + u)|2 +
λ2
2
∫
(f(eσ+u)− s)2 +A
∫
u.
Proof. First of all, we note that Iε is well-defined on H
2 and smooth. Indeed,
if u ∈ H2, then by Sobolev embeddings we have |∇u| ∈ Lp for all p ≥ 1 and
u ∈ L∞. We can write, in view of (10)∫
f ′(eσ+u)eσ+u|∇(σ + u)|2 =(17)
=
∫
f ′(eσ+u)eσ+u(|∇σ|2 + 2∇σ · ∇u+ |∇u|2)
=
∫
f ′(eσ+u)eu(∆eσ +Aeσ) + 2
∫
f ′(eσ+u)eu∇eσ · ∇u
+
∫
f ′(eσ+u)eσ+u|∇u|2,
and therefore the third term in Iε is well-defined on H
2. Clearly, all other terms
in Iε are well-defined, and thus Iε is well-defined on H
2. Smoothness of Iε is
checked similarly. We check that solutions in H2 to (13) correspond to critical
points for Iε. We compute, for any φ ∈ H2:
d
dt
∣∣
t=0
∫
f ′(eσ+u+tφ)eσ+u+tφ|∇(σ + u+ tφ)|2
=
∫ [
f ′′(eσ+u)eσ+u + f ′(eσ+u)
]
eσ+u|∇(σ + u)|2φ
+ 2
∫
f ′(eσ+u)eσ+u∇(σ + u) · ∇φ,
and therefore
〈I ′ε(u), φ〉 = ε
2
∫
∆u∆φ+
∫
∇u · ∇φ(18)
+ ελ
∫ [
f ′′(eσ+u)eσ+u + f ′(eσ+u)
]
eσ+u|∇(σ + u)|2φ
+ 2ελ
∫
f ′(eσ+u)eσ+u∇(σ + u) · ∇φ
+ λ2
∫
f ′(eσ+u)eσ+u(f(eσ+u)− s)φ+A
∫
φ.
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Since∫
f ′(eσ+u)eσ+u∇(σ + u) · ∇φ =
∫
∇f(eσ+u) · ∇φ = −
∫
∆f(eσ+u)φ,
it follows that critical points of Iε correspond to solutions to (13), as asserted.
We say that u ∈ H2 is a subsolution (supersolution) for (13) if u satisfies
〈I ′ε(u), φ〉 ≤ 0 (〈I
′
ε(u), φ〉 ≥ 0), for all φ ∈ H
2 such that φ ≥ 0 on M .
2 Existence of a subsolution
In this section we show that for suitable values of λ and ε, the fourth order
equation (13) admits a subsolution. Namely, we show:
Proposition 2.1. Suppose f satisfies (f0) and (f1). Then there exists λ0 > 0
such that for every fixed λ ≥ λ0 there exists ελ > 0 with the property that for
every 0 < ε < ελ equation (13) admits a subsolution uε. Furthermore, uε → u0
in H2 as ε→ 0, with u0 a subsolution for (8).
We begin by proving some properties of the Green function Gε for the op-
erator −ε2∆+ 1:
Lemma 2.1. Let Gε = Gε(x, y) be the Green function defined by
(−ε2∆x + 1)Gε(x, y) = δy on M.
Then
(i) Gε > 0 on M ×M and for every fixed y ∈M we have Gε ⇁ δy as ε→ 0,
weakly in the sense of measures;
(ii) ‖Gε ∗ h‖q ≤ ‖h‖q for all 1 ≤ q ≤ +∞;
(iii) If ∆h ∈ Lq for some 1 < q < +∞, then ‖Gε ∗ h− h‖q ≤ ε2‖∆h‖q.
Proof. Proof of (i). Note that since −ε2∆+1 is coercive, Gε is well defined (e.g.,
by Stampacchia’s duality argument [20]). By the maximum principle, Gε > 0
on M × M . Integrating over M with respect to x, we have
∫
Gε(x, y) dx =∫
|Gε(x, y)| dx = 1 and therefore there exists a Radon measure µ such that
Gε(·, y) ⇁ µ as ε → 0, weakly in the sense of measures. For ϕ ∈ C∞ we
compute:
ϕ(y) = ε2
∫
Gε(x, y)(−∆ϕ)(x) dx +
∫
G(x, y)ϕ(x) dx →
∫
ϕdµ
as ε → 0. By density of C∞ in C, we conclude that µ = δy. Proof of (ii). For
q = 1, we have:
‖Gε ∗ h‖1 =
∫
|(Gε ∗ h)(x)| dx ≤
∫
dy|h(y)|
∫
Gε(x, y) dx =
∫
|h| = ‖h‖1.
For q =∞ we have, for any x ∈M :
|Gε ∗ h(x)| ≤ ‖h‖∞
∫
Gε(x, y) dy = ‖h‖∞
∫
Gε(x, y) dx = ‖h‖∞,
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and therefore ‖Gε ∗ h‖∞ ≤ ‖h‖∞. The general case follows by interpolation.
Proof of (iii). Let Uε = Gε ∗ h. Then we can write
−ε2∆(Uε − h) + (Uε − h) = ε
2∆h.
Multiplying by |Uε − h|q−2(Uε − h) and integrating, we obtain
ε2(q−1)
∫
|Uε−h|
q−2|∇(Uε−h)|
2+
∫
|Uε−h|
q = ε2
∫
∆h|Uε−h|
q−2(Uε−h).
By positivity of the first term above and Ho¨lder’s inequality,∫
|Uε − h|
q ≤ ε2
∫
|∆h||Uε − h|
q−1 ≤ ε2‖∆h‖q‖Uε − h‖
q−1
q .
Hence ‖Uε − h‖q ≤ ε2‖∆h‖q and (iii) follows recalling the definition of Uε.
Now we can prove Proposition 2.1.
Proof of Proposition 2.1. Equation (13) is of the form:
(19) ε2∆2u−∆u = ελ a(u) + λ2f ′(eσ+u)eσ+u(s− f(eσ+u))−A,
where a is the operator defined by:
(20) a(u) := −[f ′′(eσ+u)eσ+u + f ′(eσ+u)]eσ+u|∇(σ + u)|2 + 2∆f(eσ+u).
By (16), we can also write
a(u) = [f ′′(eσ+u)eσ+u+f ′(eσ+u)]eσ+u|∇(σ + u)|2(21)
+2f ′(eσ+u)eσ+u∆(σ + u)
and therefore, recalling (9) and (10) we can estimate:
(22) ‖a(u)‖∞ ≤ Φ(‖∆u‖∞ + ‖u‖C1),
for some continuous function Φ : [0,+∞) → R. We denote by ϕ a smooth
function defined on M with the following properties:
ϕ =


−A− 1 in ∪nj=1 Bδ(pj)
ϕ0 in M \ ∪nj=1B2δ(pj)
−A− 1 ≤ ϕ ≤ ϕ0 on M∫
ϕ = 0
,
where ϕ0 is a suitable constant, and δ > 0 is sufficiently small so that B2δ(pj)∩
B2δ(pk) = ∅ for all j, k = 1, . . . , n with j 6= k. We denote by u˜ε the unique
solution for the problem
ε2∆2u˜ε −∆u˜ε = ϕ on M(23) ∫
u˜ε = 0.
Note that u˜ε is well-defined. Indeed, since
∫
ϕ = 0, we have
∫
Gε ∗ ϕ = 0.
Therefore there exists a unique solution u˜ε for the problem −∆u˜ε = Gε ∗ ϕ
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satisfying
∫
u˜ε = 0. Writing ε
2∆2 − ∆ = (−ε2∆ + 1)(−∆), we see that u˜ε is
the desired unique solution for (23). By Lemma 2.1–(ii) we have ‖∆u˜ε‖∞ =
‖Gε ∗ ϕ‖∞ ≤ ‖ϕ‖∞. By elliptic regularity we have in turn
(24) ‖u˜ε‖C1,α ≤ C1‖ϕ‖∞.
We set uε := u˜ε − k, where k is defined by
ek =
emaxM σ+C1‖ϕ‖∞
f−1( s+f(0)2 )
,
and where C1 is the constant in (24). In view of (f0) and (f1), such a choice
of k implies that s − f(eσ+uε) ≥ (s − f(0))/2 > 0. Indeed, since f is strictly
increasing, we have
f(eσ+uε) = f(eσ+u˜ε−k) ≤ f(emaxM σ+‖u˜ε‖∞−k) ≤f(emaxM σ+C1‖ϕ‖∞−k)
=
s+ f(0)
2
.
Now we check that for λ ≥ λ0 and ε ≤ ελ, for suitable λ0 and ελ, the function
uε is indeed a subsolution for (13).
Claim: There exists λ0 > 0 such that for all λ ≥ λ0 and for all 0 < ε < 1,
uε is a subsolution for (13) in M \ ∪
n
j=1Bδ(pj). Namely,
(25) ϕ ≤ ελ a(uε)+λ
2f ′(eσ+uε)eσ+uε(s− f(eσ+uε))−A in M \∪nj=1Bδ(pj).
Proof of (25). By (22) and (24) there exists a constant C0 such that ‖a(uε)‖∞+
‖uε‖∞ + maxM σ ≤ C0. Let c0 = min{f
′(t) / t ∈ [0, C0]} > 0 and µ0 =
minM\∪nj=1Bδ(pj) σ. It suffices to check that:
ϕ0 ≤ −λC0 + λ
2c0e
µ0−C0
s− f(0)
2
−A.
The above inequality is clearly achieved for all λ ≥ λ0, for sufficiently large λ0.
Hence, (25) is established.
Now we fix λ ≥ λ0.
Claim: For every fixed λ ≥ λ0, there exists ελ > 0 such that uε is a
subsolution for (13) in ∪nj=1Bδ(pj), for all 0 < ε < ελ. Namely,
(26) ϕ ≤ ελ a(uε) + λ
2f ′(eσ+uε)eσ+uε(s− f(eσ+uε))−A in ∪nj=1 Bδ(pj).
Proof of (26). It suffices to prove the following condition:
−A− 1 ≤ −ελC0 −A,
which is clearly satisfied for all 0 < ε ≤ ελ, with ελ > 0 such that ελλC0 ≤ 1.
Hence, (26) is also established. Consequently, for λ ≥ λ0 and for 0 < ε ≤ ελ, uε
is a subsolution for (13), as asserted.
We are left to analyze the asymptotic behavior of uε as ε → 0. We denote
by u˜0 the unique solution for −∆u˜0 = ϕ satisfying
∫
u˜0 = 0. Then u˜ε − u˜0
satisfies −∆(u˜ε− u˜0) = Gε ∗ϕ−ϕ,
∫
(u˜ε− u˜0) = 0. By Lemma 2.1–(iii) we have
‖Gε ∗ ϕ − ϕ‖2 ≤ ε2‖∆ϕ‖2 → 0, as ε → 0. Therefore, ‖u˜ε − u˜0‖H2 ≤ Cε
2 →
0. It is simple to check that u0 := u˜0 − k is a subsolution for (8). Clearly,
‖uε − u0‖H2 = ‖u˜ε − u˜0‖H2 → 0.
Henceforth, λ denotes a fixed constant satisfying λ ≥ λ0.
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3 Existence of a local minimum
We take λ0 and ελ as in Proposition 2.1. In this section we show:
Proposition 3.1. Suppose f satisfies (f0), (f1) and (f2). Then, (possibly
taking a smaller ελ), for every fixed λ ≥ λ0 and for every 0 < ε < ελ there
exists a solution uε for (13), corresponding to a local minimum for Iε.
We define
Aε := {u ∈ H
2 / u ≥ uε}.
Aε is a closed convex subset of H2 and therefore it is weakly closed. It is readily
checked that Iε attains its minimum on Aε, i.e., there exists uε such that
Iε(uε) = min
Aε
Iε.
The remaining part of this section is devoted to showing that uε is a solution for
(13) corresponding to a local minimum for Iε. The main issue is to show that
uε belongs to the interior of Aε (in the sense of H2), and thus it is a critical
point for Iε. It is readily checked that uε is a supersolution for (13). Indeed, for
all φ ∈ H2(M) such that φ ≥ 0 and for all t > 0 we have uε+ tφ ∈ Aε, therefore
Iε(uε + tφ) − Iε(uε)
t
≥ 0.
Consequently, taking into account (18), we obtain
0 ≤ 〈I ′ε(uε), φ〉 = ε
2
∫
∆uε∆φ +
∫
∇uε · ∇φ
(27)
+ ελ
∫ [
f ′′(eσ+uε)eσ+uε + f ′(eσ+uε)
]
eσ+uε |∇(σ + uε)|
2φ
+ 2ελ
∫
f ′(eσ+uε)eσ+uε∇(σ + uε) · ∇φ
+ λ2
∫
f ′(eσ+uε)eσ+uε(f(eσ+uε)− s)φ+A
∫
φ,
for all φ ∈ H2, φ ≥ 0. Hence, uε is a supersolution for (13). We define
A0 = {u ∈ H
1 /u ≥ u0 a.e.}.
(Note that A0 is a subset of H1, while Aε is a subset of H2). The next lemma
provides estimates for uε, independent of ε → 0. Throughout this section, we
denote by C > 0 a general constant independent of ε. Recall that I0 is the
functional defined at the end of Section 1.
Lemma 3.1. There exists a solution u0 ∈ H1 for (8) such that uε → u0 strongly
in H1. Furthermore,
(i) limε→0 Iε(uε) = infA0 I0
(ii) limε→0 ε‖∆uε‖2 = 0
(iii) limε→0 ε
∫
f ′(eσ+uε)eσ+uε |∇(σ + uε)|2 = 0.
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Proof. Since Iε(uε) ≤ Iε(uε) ≤ C and since
∫
uε ≥
∫
uε ≥ −C, we readily have
the following estimates:
ε‖∆uε‖2 + ‖∇uε‖2 ≤ C(28)
ε
∫
f ′(eσ+uε)eσ+uε |∇(σ + uε)|
2 ≤ C∣∣∣∣
∫
uε
∣∣∣∣ ≤ C.
In particular, ‖uε‖H1 ≤ C and therefore we may assume that for some u0 ∈ H
1
we have uε ⇁ u0 weakly in H
1, strongly in Lp for all 1 ≤ p < +∞ and a.e.
Proof of (i). We can write
Iε(u) =
ε2
2
‖∆u‖22 + ελ
∫
f ′(eσ+u)eσ+u|∇(σ + u)|2 + I0(u)
for all u ∈ H2. In particular, Iε(u) ≥ I0(u) for all u ∈ H2. Since uε → u0 in
H2, we have
(29) inf
A0
I0 = inf
Aε
I0 + ◦ε(1),
hence
Iε(uε) = inf
Aε
Iε ≥ inf
Aε
I0 = inf
A0
I0 + ◦ε(1).
It follows that
(30) lim inf
ε→0
Iε(uε) ≥ inf
A0
I0.
In order to obtain the inverse inequality, we fix η > 0 and we select uη ∈ Aε
such that
I0(uη) ≤ inf
Aε
I0 + η.
(Note that Aε in not closed in H1). We have:
Iε(uε) ≤ Iε(uη) ≤I0(uη) + ◦ε(1)
≤ inf
Aε
I0 + η + ◦ε(1)
= inf
A0
I0 + η + ◦ε(1).
Therefore,
lim sup
ε→0
Iε(uε) ≤ inf
A0
I0 + η.
Since η is arbitrary, we derive
(31) lim sup
ε→0
Iε(uε) ≤ inf
A0
I0.
Now by (30) and (31) the asserted equality (i) is established.
Proof of (ii) and (iii). By weak H1 convergence and assumption (f2),
lim inf
ε→0
I0(uε) ≥ I0(u0).
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Therefore, we have:
inf
A0
I0 = lim
ε→0
Iε(uε)
= lim
ε→0
{
ε2
2
‖∆uε‖
2
2 + ελ
∫
f ′(eσ+uε)eσ+uε |∇(σ + uε)|
2 + I0(uε)}
≥ lim
ε→0
{
ε2
2
‖∆uε‖
2
2 + ελ
∫
f ′(eσ+uε)eσ+uε |∇(σ + uε)|
2}+ I0(u0)
≥ lim
ε→0
{
ε2
2
‖∆uε‖
2
2 + ελ
∫
f ′(eσ+uε)eσ+uε |∇(σ + uε)|
2}+ inf
A0
I0.
Therefore we obtain (ii) and (iii). Furthermore, we find that limε→0 I0(uε) =
I0(u0), which implies that uε → u0 strongly in H1, and that I0(u0) = infA0 I0.
Arguing similarly as for uε, we see that u0 is a supersolution for (8). By the
Hopf maximum principle,
u0 > u0.
Therefore, u0 is a local minimum for I0 in the C
1-topology. By the Brezis-
Nirenberg argument [3], u0 is a local minimum for I0 in the H
1-topology and
thus it is in fact a solution for (8). By elliptic regularity, u0 is smooth.
The next lemma shows that the strong maximum principle property for u0
and u0 carries over to uε and uε, for small values of ε:
Lemma 3.2. Suppose f satisfies (f0), (f1) and (f2). Then, for all ε suffi-
ciently small, uε > uε, pointwise on M .
Proof. We define
Fε = ελ a(uε) + λ
2f ′(eσ+uε)eσ+uε(s− f(eσ+uε))−A,
where a is the operator defined in (20). Then uε satisfies
ε2∆2uε −∆uε ≥ Fε.
Since the Green function Gε for −ε2∆+1 is positive (see Lemma 2.1), the above
yields
(32) −∆uε ≥ Gε ∗ Fε.
We define:
F0 = f
′(eσ+u0)eσ+u0(s− f(eσ+u0))−A.
Claim: There exists some q > 1 such that
(33) ‖Fε − F0‖q → 0 as ε→ 0.
Proof of (33). We show that εa(uε) → 0. In view of (21), it suffices to show
that
ε‖[f ′′(eσ+uε)eσ+uε + f ′(eσ+uε)]eσ+uε |∇(σ + uε)|
2‖q → 0
and
ε‖f ′(eσ+uε)eσ+uε∆(σ + uε)‖q → 0.
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By (17), the fact ‖uε‖H1 ≤ C and Sobolev embeddings we have
‖[f ′′(eσ+uε)eσ+uε + f ′(eσ+uε)]eσ+uε |∇(σ + uε)|
2‖q ≤ C
for some q > 1, and therefore the first limit follows easily. In order to prove the
second limit, we write, using (9):
εf ′(eσ+uε)eσ+uε∆(σ + uε) = −εAf
′(eσ+uε)eσ+uε + εf ′(eσ+uε)eσ+uε∆uε.
By similar arguments as above, the Lq-norm of the first term on the right hand
side above vanishes as ε → 0. In order to estimate the second term, we write
for r > 2 such that 1/r + 1/2 = 1/q:
‖εf ′(eσ+uε)eσ+uε∆uε‖q ≤ ‖f
′(eσ+uε)eσ+uε‖r‖ε∆uε‖2 ≤ C‖ε∆uε‖2 → 0,
where we used Lemma 3.1–(ii) to derive the last step. Hence, (33) is established.
By (33) and by Lemma 2.1–(ii)–(iii), it follows that
‖Gε ∗ Fε − F0‖q ≤‖Gε ∗ (Fε − F0)‖q + ‖Gε ∗ F0 − F0‖q
≤(‖Fε − F0‖q + ε
2‖∆F0‖q)→ 0,
as ε→ 0. We define wε as the unique solution for
(−∆+ 1)wε = Gε ∗ Fε + uε.
Then, by (32),
(−∆+ 1)(uε − wε) ≥ 0
and therefore, by the maximum principle,
uε ≥ wε.
Since u0 satisfies
−∆u0 = F0
we have
(−∆+ 1)(wε − u0) = Gε ∗ Fε − F0 + uε − u0
and by standard elliptic estimates
‖wε − u0‖Cα ≤ C(‖Gε ∗ Fε − F0‖q + ‖uε − u0‖q)→ 0.
In conclusion, we have uε → u0 in H
2 and in particular uniformly, wε → u0
uniformly and u0 > u0. It follows that wε > uε for small ε. Consequently,
uε > uε for small ε, as asserted.
Proof of Proposition 3.1. By Lemma (3.2) and the Sobolev embedding ‖φ‖∞ ≤
C‖φ‖H2 , uε belongs to the interior of Aε, in the sense of H
2. Therefore uε is a
critical point for Iε corresponding to a local minimum, as asserted.
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4 The Palais-Smale condition
The main result of this section is:
Proposition 4.1. Suppose f satisfies (f0), (f1) and (f3). Then Iε satisfies
the Palais-Smale condition.
We denote by (uj), uj ∈ H2 a Palais-Smale sequence. That is, we assume
that Iε(uj) → α for some α ∈ R and ‖I ′ε(uj)‖H−1 → 0 as j → +∞. In order
to prove Proposition 4.1 we have to show that (uj) admits a subsequence which
converges strongly in H2. By standard compactness arguments, it suffices to
show that (uj) is bounded in H
2. It will be convenient to decompose
uj = u
′
j + cj ,
∫
u′j = 0, cj ∈ R.
Unless otherwise stated, throughout this section we denote by C > 0 a general
constant independent of j → +∞, whose actual value may vary from line to
line. The Palais-Smale assumption for (uj) implies in particular the following
facts:
Iε(uj) =
ε2
2
∫
(∆uj)
2 +
1
2
∫
|∇uj |
2 + ελ
∫
f ′(eσ+uj )eσ+uj |∇(σ + uj)|
2(34)
+
λ2
2
∫
(f(eσ+uj )− s)2 +A|M |cj → α,
and (see (18)):
〈I ′ε(uj), 1〉 =ελ
∫
[f ′′(eσ+uj )eσ+uj + f ′(eσ+uj )]eσ+uj |∇(σ + uj)|
2(35)
+ λ2
∫
f ′(eσ+uj )eσ+uj (f(eσ+uj )− s) +A|M | ≤ C,
〈I ′ε(uj), uj〉 = ε
2
∫
(∆uj)
2 +
∫
|∇uj|
2(36)
+ ελ
∫
[f ′′(eσ+uj )eσ+uj + f ′(eσ+uj )]eσ+uj |∇(σ + uj)|
2uj
+ 2ελ
∫
f ′(eσ+uj )eσ+uj∇(σ + uj) · ∇uj
+ λ2
∫
f ′(eσ+uj )eσ+uj (f(eσ+uj )− s)uj +A|M |cj
≤ ◦j(1)(‖∆uj‖2 + |cj |),
〈I ′ε(uj), u
′
j〉 = ε
2
∫
(∆uj)
2 +
∫
|∇uj|
2(37)
+ ελ
∫
[f ′′(eσ+uj )eσ+uj + f ′(eσ+uj )]eσ+uj |∇(σ + uj)|
2u′j
+ 2ελ
∫
f ′(eσ+uj )eσ+uj∇(σ + uj) · ∇uj
+ λ2
∫
f ′(eσ+uj )eσ+uj (f(eσ+uj )− s)u′j ≤ ◦j(1)‖∆uj‖2.
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Lemma 4.1. If either cj ≥ −C or ‖∆uj‖2 ≤ C, then (uj) is bounded in H2.
Proof. Suppose cj ≥ −C. Condition (34) implies that cj ≤ C. Since cj ≥ −C,
(34) yields ‖∆uj‖2 ≤ C. Hence (uj) is bounded in this case.
Now suppose ‖∆uj‖2 ≤ C. Then, by Sobolev embeddings, ‖∇uj‖p ≤ Cp for
all p ≥ 1 and ‖u′j‖∞ ≤ C. It follows that ‖e
uj‖∞ = e
cj‖eu
′
j‖∞ ≤ C. Hence,
by (17), we obtain
∫
f ′(eσ+uj )eσ+uj |∇(σ + uj)|2 ≤ C. Inserting into (34), we
find that A|M |cj + Oj(1) → α. Consequently, cj ≥ −C, and therefore (uj) is
bounded also in this case.
In view of Lemma 4.1, we assume henceforth without loss of generality:
‖∆uj‖2 → +∞ as j → +∞(38)
and
(39) cj → −∞ as j → +∞.
Proof of Proposition 4.1 under assumption (f3)–(a). By (f1) there exists t0 >
0 such that f(t)− s > 0 for all t ≥ t0, and consequently f ′(t)t(f(t) − s) ≥ −C
for some C > 0 independent of t. We may further assume that f ′(t)t|f(t)−s| ≤
f ′(t)t(f(t) − s) + C and in view of (f3)–(a), we may assume that f2(t) ≤
f ′(t)t|f(t)| ≤ Cf ′(t)t(f(t) − s) for all t ≥ t0. Therefore, we derive from (35)
that ∫
[f ′′(eσ+uj )eσ+uj + f ′(eσ+uj )]eσ+uj |∇(σ + uj)|
2 ≤ C(40) ∫
f ′(eσ+uj )eσ+uj |f(eσ+uj )− s| ≤ C(41)
‖f(eσ+uj )‖2 ≤ C.(42)
Consequently, we may easily estimate the terms in the right hand side of (37).
Indeed, using (40), we have
∣∣∣ ∫ [f ′′(eσ+uj )eσ+uj + f ′(eσ+uj )]eσ+uj |∇(σ + uj)|2u′j∣∣∣
≤
∫
[f ′′(eσ+uj )eσ+uj + f ′(eσ+uj )]eσ+uj |∇(σ + uj)|
2 ‖u′j‖∞
≤C‖∆uj‖2.
Using (41), we have
∣∣∣ ∫ f ′(eσ+uj )eσ+uj (f(eσ+uj )− s)u′j∣∣∣
≤
∫
f ′(eσ+uj )eσ+uj |f(eσ+uj )− s| ‖u′j‖∞
≤C‖∆uj‖2.
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Finally, integrating by parts, we have:∫
f ′(eσ+uj )eσ+uj∇(σ + uj) · ∇uj
=
∫
∇f(eσ+uj ) · ∇uj
=−
∫
f(eσ+uj )∆uj .
Hence, using (42) we have∣∣∣ ∫ f ′(eσ+uj )eσ+uj∇(σ + uj) · ∇uj∣∣∣
=
∣∣∣ ∫ f(eσ+uj )∆uj∣∣∣
≤‖f(eσ+uj )‖2‖∆uj‖2 ≤ C‖∆uj‖2.
Inserting into (37) we find ‖∆uj‖2 ≤ C, which is in contradiction with (38).
In order to prove Proposition 4.1 in the remaining case (f3)–(b), we first
establish an identity:
Lemma 4.2. For all u ∈ H2 the following identity holds:∫
[f ′′(eσ+u)eσ+u + f ′(eσ+u)]eσ+u|∇(σ + u)|2u
+ 2
∫
f ′(eσ+u)eσ+u∇(σ + u) · ∇u
=
∫
f ′(eσ+u)eσ+u∇(σ + u) · ∇u−
∫
f ′(eσ+u)eσ+u∆(σ + u)u.
Proof. Integrating by parts, we have:∫
[f ′′(eσ+u)eσ+u + f ′(eσ+u)]eσ+u|∇(σ + u)|2u
=
∫
∇[f ′(eσ+u)eσ+u] · ∇(σ + u)u
=−
∫
f ′(eσ+u)eσ+u∆(σ + u)u−
∫
f ′(eσ+u)eσ+u∇(σ + u) · ∇u.
The asserted identity follows.
Proof of Proposition 4.1 under assumption (f3)–(b). By Lemma 4.2 with u =
uj, condition (36) may be equivalently written in the form:
〈I ′ε(uj), uj〉 = ε
2
∫
(∆uj)
2 +
∫
|∇uj|
2
+ ελ
∫
f ′(eσ+uj )eσ+uj∇(σ + uj) · ∇uj
− ελ
∫
f ′(eσ+uj )eσ+uj∆(σ + uj)uj
+ λ2
∫
f ′(eσ+uj )eσ+uj (f(eσ+uj )− s)uj +A|M |cj
≤ ◦j(1)(‖∆uj‖2 + |cj |),
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and consequently, we have
ε2
∫
(∆uj)
2 +
∫
|∇uj |
2 ≤ −ελ
∫
f ′(eσ+uj )eσ+uj∇(σ + uj) · ∇uj
(43)
+ ελ
∫
f ′(eσ+uj )eσ+uj∆(σ + uj)uj
− λ2
∫
f ′(eσ+uj )eσ+uj (f(eσ+uj )− s)uj −A|M |cj
+ ◦j(1)(‖∆uj‖2 + |cj |).
We estimate term-by-term the right hand side in (43).
Claim: There holds:
(44) −
∫
f ′(eσ+uj )eσ+uj∇(σ + uj) · ∇uj ≤ C‖∆uj‖2.
Proof of (44). Since f ′(t)t ≤ C we have, for any 1 < p < 2:
−
∫
f ′(eσ+uj )eσ+uj∇(σ + uj) · ∇uj
=−
∫
f ′(eσ+uj )eσ+uj∇σ · ∇uj −
∫
f ′(eσ+uj )eσ+uj |∇uj |
2
≤|
∫
f ′(eσ+uj )eσ+uj∇σ · ∇uj|
≤C‖∇σ‖p‖∇uj‖p′ ≤ C‖∆uj‖2,
and thus (44) is established.
Claim: There holds:
(45) |
∫
f ′(eσ+uj )eσ+uj∆(σ + uj)uj | ≤ C‖∆uj‖2.
Proof of (45). By the assumption supt>0 f
′(t)t| log t| ≤ +∞, we readily derive:
|
∫
f ′(eσ+uj )eσ+uj∆ujuj |
≤|
∫
f ′(eσ+uj )eσ+uj (σ + uj)∆uj |+ |
∫
f ′(eσ+uj )eσ+ujσ∆uj |
≤C‖∆uj‖2 + C‖σ‖2‖∆uj‖2
≤C‖∆uj‖2.
On the other hand, recalling (9) we have:∫
f ′(eσ+uj )eσ+uj∆σ uj = −A
∫
f ′(eσ+uj )eσ+ujuj
=− A
∫
f ′(eσ+uj )eσ+uj (σ + uj) +A
∫
f ′(eσ+uj )eσ+ujσ.
Hence, in view of (f3)–(b) we derive:
|
∫
f ′(eσ+uj )eσ+uj∆σ uj| ≤ C.
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Now (45) follows (recall that by assumption ‖∆uj‖2 → +∞).
Finally, we easily estimate using (f3)–(b):
|
∫
f ′(eσ+uj )eσ+uj (f(eσ+uj − s))uj | ≤ C
∫
|uj| ≤ C(‖∆uj‖2 + |cj |).
Inserting (44)–(45) and the above estimate into (43), we finally obtain
(46) ε2‖∆uj‖
2
2 ≤ C(‖∆uj‖2 + |cj |).
In turn, (46) yields
(47) ‖∆uj‖2 ≤ C|cj |
1/2.
Using (47), we show:
Claim: There holds ‖euj‖∞ → 0. More precisely, the following estimate
holds, for some γ > 0:
(48) ‖euj‖∞ ≤ e
−γ|cj|.
Proof of (48). By (47) and Sobolev embeddings, we have:
‖euj‖∞ ≤ e
cj+‖u
′
j‖∞ ≤ ecj+C‖∆uj‖2 ≤ e−|cj|+C|cj|
1/2
,
and (48) follows.
Finally, we show:
Claim: There holds:
(49) |
∫
f ′(eσ+uj )eσ+uj∆(σ + uj)u
′
j | = ◦j(1)‖∆uj‖2.
Proof of (49). By (48) and the fact ‖u′j‖∞ ≤ C‖∆uj‖2 ≤ C|cj |
1/2, we have
|
∫
f ′(eσ+uj )eσ+uj∆uju
′
j| ≤‖f
′(eσ+uj )eσ+uj‖∞‖u
′
j‖∞‖∆uj‖2
≤C‖euj‖∞‖u
′
j‖∞‖∆uj‖2
≤Ce−γ|cj||cj |
1/2‖∆uj‖2
= ◦j (1)‖∆uj‖2.
On the other hand, recalling (9), we have by similar arguments as above:
|
∫
f ′(eσ+uj )eσ+uj∆σu′j | =A|
∫
f ′(eσ+uj )eσ+uju′j |
≤Ce−γ|cj||cj |
1/2 → 0.
Hence (49) is established.
Now, using Lemma 4.2 with u = u′j , we rewrite (37) in the form:
ε2
∫
(∆uj)
2+
∫
|∇uj |
2 ≤ −ελ
∫
f ′(eσ+uj )eσ+uj∇(σ + uj) · ∇uj
+ ελ
∫
f ′(eσ+uj )eσ+uj∆(σ + uj)u
′
j
− λ2
∫
f ′(eσ+uj )eσ+uj (f(eσ+uj )− s)u′j + ◦j(1)‖∆uj‖2,
In view of (44), (49) and assumption [f3]-b, we derive from the above that
‖∆uj‖2 ≤ C. This is in contradiction with (38).
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Now we can finally prove our main result:
Proof of Theorem 0.1. By Proposition 3.1, the functional Iε admits a critical
point corresponding to a local minimum. By Proposition 4.1, Iε satisfies the
Palais-Smale condition. If uε is not a strict local minimum, it is known that
Iε has a continuum of critical points (see, e.g., [21]). In particular, Iε has at
least two critical points. If uε is a strict local minimum, we note that for c ∈ R,
c→ −∞, we have Iε(c)→ −∞. Therefore Iε admits a mountain pass structure
in the sense of Ambrosetti and Rabinowitz [1]. Hence by the “mountain pass
theorem” [1] we obtain the existence of a second critical point for Iε. In either
case, we conclude that the fourth order equation (13), (equivalently, system
(1)–(2)) admits at least two solutions, as asserted.
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