Abstract. The effect of peak noise and white Gaussian noise on moving cut data-permutation entropy method is discussed by constructing the nonlinear ideal time series. The results show that the moving cut data-permutation entropy method can accurately detect the location of the mutational point, even if the time series with high noise level, which showed that the effect of peak noise and white Gaussian noise on the result of this method is small. The moving cut data-permutation entropy has strong anti-noise ability, which is beneficial to the application of this method in actual observation data.
Introduction
Because of the influence of the external force and the measurement error of the instrument, the nonlinear time series collected by the experiment inevitably contain various noises. Although the original data can be filtered the noise, it is impossible to eliminate the noise completely, and it may even have some undesirable effects on the data analysis results [1] . The common noise in the measured data is peak noise and white Gaussian noise. There are many factors that produce peak noise, such as the defect and failure of communication system, error of output signal and change of electric switch. Due to various electromagnetic interference, measurement equipment will be affected by different degrees, so the measured data will inevitably produce white Gaussian noise.
With the development of nonlinear science, sequence mutational detection technology has been developed rapidly. However, the traditional sequence mutational detection methods, such as Mann-Kendall, sliding t-test, and Yamamoto method, are highly dependent on the length of time series. Proposed by Christoph Bandt, permutation entropy (PE) has the characteristics of simple algorithm and strong operability compared with the Lyapunov exponent, which can effectively enlarge the small change of a sequence [2] . Permutation entropy is a dynamic mutation detection method, and is widely used in signal mutational detection, which has achieved good application in hydrogeological system, medicine, and mechanical fault diagnosis [3] [4] [5] [6] . Moving cut data-permutation entropy (MC-PE) is a mutational detection method combining PE with sliding removal data technology, which can be detected the location of the mutational point accurately, and its detection result is less dependent on the size of removal window and the length of time series [7] . In the existing literature, the effect of noise on MC-PE method is seldom studied, so it is necessary to explore the influence of noise on MC-PE.
In view of the potential adverse effects of the noise in the measured data, the effect of peak noise and white Gaussian noise on MC-PE method was discussed by constructing ideal nonlinear time series, and was found that MC-PE method has strong anti-noise ability.
Methods

Permutation Entropy
Permutation entropy is an average entropy parameter to measure the complexity of one-dimensional time series which is more complex with the higher entropy and more regular with the lower entropy.
The basic principle of permutation entropy algorithm is as follows.
(i) Given a time series X = { x (n), n = 1, 2, , N}, reconstructed the phase space of X and obtained the matrix is in the following:
(1) where i is the number of reconstructed vectors, m is called embedding dimension and τ is the delay time.
(ii) Each row in the reconstruction matrix rearranges in ascending order, defines the index for each element as permutation A(i) = ( j 1 , j 2 , , j m ), that fulfills:
(2) where i = 1, 2, , N -(m -1) τ. A simple example may help to clarify this concept. Assume a time series X = (6, 4, 7, 3, 5); for an embedding dimension of 3 and τ = 1, the first part would include the values (6, 4, 7) . In order to rank these three values, the permutation (1, 0, 2) should be applied < < , and the third part (7, 3, 5) with (1, 2, 0). (iii) Calculating the emergence probability P 1 , P 2 , , P i, , P K of A(i), the permutation entropy is defined as PE(m) = -∑ P i log P i .
(3) where log is with base 2.
(iv) It is clear that m elements are at most m! different arrangements. When P i = 1/(m!), the permutation entropy PE(m) gets the maximum value log (m!). As usual, log (m!) is used to normalize PE(m), that is 0 ≤ PE(m) = PE(m) / log (m!) ≤ 1.
(4) where PE(m) is consistent with the random degree of a time series X. Values of PE(m) close to one indicate the time series X with a stochastic dynamics, in which the elements in X are random. On the other hand, the PE(m) is closer to zero, the more fixed is the time series.
Moving Cut Data-Permutation Entropy
Moving cut data-permutation entropy is a mutational detection method formed by sliding removal technology on the basis of permutation entropy. The calculation process of MC-PE is as follows. i) Choosing a window scale W of the slide removal data. ii) Removing data with length W continuously from time series { x (n), n = 1, 2, , N } and connecting the remaining N -W data, then a new subsequence of N -W is obtained.
iii) Calculating the PE(m) by permutation entropy method. iv) Taking the slide step length to W, and moving the window gradually by keeping the window scale of data removed unchanged. It can get a PE(m) sequence with an int(N/W) length by repeating ii), iii) steps. v) According the PE(m) sequence obtained from step iv), identifying the mutational point or mutational interval based on the data complexity is not very different in the same dynamic system, and it would be more distinct from different dynamic system.
Effects of Different Noises on MC-PE Method The Construction of Nonlinear Ideal Time Series
With length of 2000, a nonlinear ideal time series (IS) which the first 1000 data are generated by the Lorenz chaotic model, and the latter 1000 data are generated by the random number obeying the normal distribution, is constructed. The Lorenz model is in the following: 
where, a = 10, b = 8/3, c = 28, the initial conditions are x(0) = 0, y(0) = 1, z(0) = 0, and the iteration step is 0.01 [8, 9] . Fig. 1 is the strange attractor generated by Lorenz equation, and the time series of variable z, ignoring the first 10000 data and choosing the next 1000 data, is selected as the research object. It is advisable to standardize the 1000 data came from Lorenz system before connecting the 1000 random numbers (Fig. 2) . From the perspective of the construction process of IS, the first half of IS is generated by the deterministic equation, and the second half is generated by the random number. Therefore, the complexity of the first half is significantly lower than that of the latter part. 
Effect of Peak Noise on MC-PE Method
In order to test the effect of peak noise on MC-PE method, it is randomly added 20, 40, 100 and 200 peak noise respectively in the ideal time series IS, accounting for 1%, 2%, 5% and 10% of the length of IS respectively. The value of the peak noise is 1-2 times higher than the maximum value of the original sequence, and the position of the superposition is randomly selected by the computer which is not repeated. In addition, the values and locations of added 40 peak noise contain added 20 peak noise. By analogy, added 200 peak noise contains all of the previous noise situation (Fig. 3) . In this paper, the selection of the parameters of permutation entropy algorithm is m = 3, τ = 2.The MC-PE results of ideal time series IS added different numbers of peak noise are shown in Fig. 4 when the sliding removal window W = 20. It can be clearly seen that the PE(m) values evolution trend of adding different number of peak noise is very similar, which is bounded by t = 1000. The entropy of the first half is higher, and the entropy of the second half is lower, which indicating that the second part of the data has a high complexity. Namely, the removal of the high complexity of data makes the complexity of the remaining data smaller. The complexity of sequence changed from lower level to higher level, which is completely consistent with the dynamic structure of IS. From the trend of PE(m), it can be easily determined that the location of the mutational point is about t = 1001. The same results are obtained for the addition of four different proportions of peak noise, illustrating that the ratio of the peak noise to the original sequence length has little effect on the MC-PE method. 
Effect of White Gaussian Noise on MC-PE Method
So as to test the effect of white Gaussian noise on the MC-PE method, the signal-to-noise ratio (SNR) from 10 dB to 100 dB was added to the ideal time series IS [10] . It is found that SNR = 19 dB is a critical value of the MC-PE method to detect the mutational point. When SNR ≥ 19 dB, The clarity of MC-PE detection is gradually increasing. On other hand, it gets the opposite result whose sharpness is decreasing when SNR < 19 dB. The MC-PE results of IS added 18 dB, 19 dB, 20 dB and 25 dB white Gaussian noise respectively are given in Fig. 5 when the sliding removal window W = 20. As shown in figure 6(a) , the detection result is not distinguishable in two distinct states when SNR = 18 dB. In particular, the minimum of PE (m) at t = 660, not in the second part, means that removing the data near t = 660 makes the remaining data less complicated, indicating that the data has the highest complexity near t = 660, which is inconsistent with the structure of IS. When the signal-to-noise ratio is gradually increased, as shown in Fig. 6 (b) , (c) and (d), the mutational point detected by MC-PE becomes more and more clear. For the high intensity of white Gaussian noise (SNR = 19 dB), MC-PE is still able to recognize the mutational point of the original sequence. Numerical experiments take different removal window scales and the results of MC-PE are basically identical, which indicates that the detection result of MC-PE method is less affected by white Gaussian noise.
Summary
The effect of the peak noise and white Gaussian noise on MC-PE is studied by constructing the nonlinear ideal time series IS. The numerical results show that the ratio of the number of peak noise in time series to the original sequence length has less influence on the result of MC-PE, which can be applied for mutational detection of time series with peak noise. For the IS, the white Gaussian noise with different SNR is added, and the SNR threshold which can be detected the mutational point is SNR = 19 dB. Even if the white Gaussian noise with high intensity of 19 dB is added, the MC-PE method can recognize the mutational point of original sequence well. MC-PE method has strong anti-noise ability, which is beneficial to the application in actual observation data.
