The modelling of the ion conduction in disordered systems is analysed from two different perspectives. First, molecular dynamics simulations are employed to extract some basic properties of the hopping dynamics. It turns out that the dynamical processes can be described to a very good approximation as vacancy hopping processes. Second, the information content of nonlinear conductivity experiments, using high electric fields, is elucidated. For this purpose the single-particle dynamics on 1D and 2D model energy landscapes is elucidated numerically and partly analytically. The approaches encompass discrete as well as continuous energy landscapes, yielding complementary results about the dynamics. The impact for the interpretation of experimental data is discussed.
Introduction
The dynamics of ions in disordered inorganic ion-conductors is a complex multi-particle problem [1] [2] [3] . The ion dynamics is strongly correlated with the network properties, first, because it supplies a persistent disordered potential energy landscape for the cations [4] and second, because their local fluctuations promote cationic jumps [5, 6] . Another contribution to the multi-particle behavior stems from the interaction among the mobile cations [7] [8] [9] .
Ion conducting glasses are investigated by various experimental methods, including EXAFS [10, 11] , NMR [12, 13] , neutron scattering [14, 15] and conductivity spectroscopy [16, 17] . Already very early consensus has been reached that the dynamics occurs via hopping processes and corresponding models have been developed [1, 2, 18, 19] . For example, a quantitative description of conductivity spectra has been formulated considering correlated back jumps [20, 21] . This approach is used for the characterization of possible conduction mechanisms [22, 23] . However, beyond phenomenological models no first-principles theory of ion conduction is available. Alternatively, one may study simplified models like the random barrier or random energy models [24] [25] [26] [27] , where the dynamics of a single particle in a disordered energy landscape is discussed. It turns out that, e.g., the frequency-dependence of the conductivity can be nicely reproduced from these models. A further approach to gain knowledge about ion conductors, partially discussed in this work, is via molecular dynamics simulations [5, [28] [29] [30] [31] [32] [33] . The additional microscopic information can be used to elucidate the mechanism of ion conduction somewhat closer.
Thin films of solid ionic conductors are of special importance for practical applications. For thin films and ambient voltage the electric fields become very large so that nonlinear effects become relevant, see e.g. [34] [35] [36] [37] . One typically observes an increase of the ionic conductivity with increasing field strength. From the theoretical side previous activities have mainly concentrated on the analysis of 1D systems because to a large extent their properties can be treated analytically [38] [39] [40] [41] . The theoretical understanding of nonlinear effects in higher-dimensional systems, however, is still rather limited.
In this paper we focus on two key problems related to the theoretical understanding of ion conduction in disordered systems. First, we review some results on molecular dynamics simulations of alkali silicate systems and summarize the new insight about the mechanism of the transport mechanism. Second, we analyze the nonlinear effects for some model systems and elucidate the question about the information content of nonlinear experiments. We concentrate on 2D systems which are mainly analyzed by numerical simulations. Discrete as well as continuous systems are analyzed using rate equations and FokkerPlanck-equations, respectively.
Molecular dynamics simulations

Model systems
During the last decade we have analyzed lithium silicate, potassium silicate and mixed alkali glasses. Here we concentrate on (Li 2 O) x (SiO 2 ) (1−x) with x = 0.33 and x = 0.5. The temperatures of the simulations are chosen such that the ionic subsystem is in quasi-equilibrium with respect to the disordered frozen silicate matrix. This sets a lower limit for the temperature range accessible to simulations. We have used a BKS-type potential developed by J. Habasaki [42] . Previous studies with this potential have shown good agreement with experimental results for static and dynamic quantities [28, 30, 43, 44] . The molecular dynamics simulations have been performed with a modified version of Moldy [45] . 
Site properties
Ionic sites have been identified based on the long-time trajectories of the ions. First the simulation box is divided into small cubic cells. Then the probability that a cell is occupied by a lithium ion is extracted from long trajectories. The cells with nonzero counts describe the portion of the system that has been visited by lithium ions. These cells include the lithium sites as well as the connecting paths between them. To identify the ionic sites and to eliminate the paths between the sites, cells with only a few counts are dismissed. With these cells a cluster analysis is performed. Only cells which share a face are grouped into one cluster.
The result is illustrated in Fig. 1 , showing a snapshot of a slice through the system, reflecting the silicate network and the lithium ions. The white objects are the clusters obtained from the analysis described above, with each small white sphere representing one of the cells. Most of the lithium ions reside inside of one of these clusters, and most of the clusters are occupied by exactly one lithium ion. Of key relevance is the observation that less than 10% of all sites are not occupied, i.e. may serve as new sites for a hopping ion [33, 46, 47] . Furthermore, it has been observed that an ion belongs to a site most of the time (99.5%) [46] . Thus, the transitions between adjacent sites are very fast and long interstitial dynamics between distant clusters can be excluded.
Vacancy picture
Due to the small number of vacant sites the ion dynamics is restricted by the fact that adjacent unoccupied sites are rarely available. Based on these observations it has been speculated that the multi-particle cation dynamics might be also interpreted as a single-particle vacancy dynamics [31, 46, 48] . Very recently, this hypothesis has been analyzed in great detail [49, 50] . Mapping the ion dynamics on a vacancy dynamics one may analyse the individual dynamical processes either in terms of ion hops or vacancy hops. Here we briefly discuss two observables which clearly reveal that the vacancy picture is by far superior to the particle picture.
First, we have checked whether the average waiting time of an ion (or vacancy) in a specific site is correlated to the potential energy E tot of that site. E tot is defined as the average energy of an ion residing in this site. As shown in Fig. 2 the correlation is much stronger in the vacancy picture as compared to the ion picture. As argued in [50] the strong interaction of the ions render the site energy unimportant for the dynamics, interpreted in the ion picture. In contrast, in a single-particle picture for vacancies the site energy indeed has a strong influence on the dynamics. This observation is a strong motivation to consider single-particle hopping models in disordered systems where the particle corresponds to a vacancy. Note that the broad distribution of waiting times reflects the strong dynamic heterogeneities in disordered ion conductors. Fig. 2 . The average waiting time for a site in the ion and vacancy picture in comparison to the average potential energy, related to this site. Taken from [50] .
Fig. 3.
Electric field strength dependency of the current density j(E) for lithium silicate. Four different trajectories, using cubic as well as tetragonal simulation boxes, are analyzed. Taken from Ref. [51] .
Similarly, we have shown [50] that the waiting time distribution for a single site in the vacancy picture is nearly exponential. This is expected for a single particle hopping between different sites. In contrast, the waiting time distribution for the ions is significantly broadened. This reflects the shortage of free sites and thus the multi-particle aspects of the ion picture. The jump probability at a given time not only depends on the height of the barriers but also on the availability of adjacent sites. The latter will fluctuate with time, giving rise to a fluctuating jump rate and thus to a non-exponential local waiting time distribution.
Field dependence
In the linear response regime the diffusion constant is directly related to the response to an external electric field. Of course, by varying the field strength one crosses over to the nonlinear regime with a corresponding change in conductivity. Simulated data for two different temperatures are shown in Fig. 3 [51] . One observes an increase of the nonlinear effects with decreasing temperature and increasing electric field. Interestingly, the comparison of different samples shows that in the weakly nonlinear regime there are major fluctuations between the different samples. They disappear for larger fields. For a broad range the field-dependent current can be written as a power-law with exponents close to 2 (1.8 and 2.2, respectively).
Furthermore we checked [51] that the structure of the system slightly starts to change when the conductivity has increased by a factor of approx. 2. Therefore for the fields, which are of experimental relevance, no structural modifications have to be taken into account.
Nonlinear conductivity
For sufficiently large samples it is expected that the conductivity remains the same if the sign of the electric field is inverted. Of course, in general this does not need to be the case and has been studied in the context of rectification effects, see [52] and references therein. A very simple model to rationalize the emergence of nonlinear effects is a hopping model with identical sites. In this case the current can be written as [52] [53] [54] 
Here we have introduced the dimensionless variable w ≡ qβa E/2, denoting the normalized electric field. q is the charge of the ion, a the hopping distance, k B β the inverse temperature and E the applied electric field. The Taylor expansion of Eq. (1) reads
with σ r = 1. j lin (w) is defined as [lim w→0 j(w)/w] · w and denotes the linear contribution to the current. Analogously Eq. (2) can be expressed in terms of the corresponding conductivities
Equation (3) may be also taken as the general ansatz to characterize nonlinear effects in disordered systems. The value of σ r contains the relevant information about the nonlinear conductivity. σ r > 0 indicates an increase of conductivity with electric field and σ r > 1 implies that this increase is even larger than for the case of a homogeneous energy landscape. Note that in the limit of large w one would obtain an exponential increase of the conductivity with field. Typical experiments are performed in the range w = 0.01-0.05 [55] . Thus relevant information is contained in the first nonlinear correction characterized by σ r . Experimentally, σ r is of the order of 10 2 with a minor temperature dependence (lower temperatures corresponding to larger σ r ), see [55] and references therein. For reasons of comparison we just mention that in our previous work σ r has been denoted a 2 app /a 2 .
1D hopping model
Model formulation
Motivated by the detailed analysis of the energy landscape of disordered ion conductors one may be tempted to describe the ion dynamics as a singleparticle hopping model where the elementary particles are vacancies rather than ions. A sketch of the 1D hopping model with site and barrier disorder is shown in Fig. 4 . The binding energy of site i is denoted U i (large U i denotes a deep well).
Without an external field the individual hopping rates are denoted γ i,± where by definition the plus sign corresponds to a hop from site i to site i + 1 and the minus sign to site i − 1. These rates have to fulfill the detailed balance relation
otherwise. This choice implies the presence of constant barriers between adjacent sites. Furthermore periodic boundary conditions are used.
With an additional external field the rates are modified and are denoted Γ i,± where by definition the field is oriented such that jumps along the plus direction are favored. Thus, one can write
The time evolution is characterized by the rate equations
Starting from an arbitrary initial condition the p i (t) will approach a stationary value. In general, the current can be calculated via
Note that the current between all pairs of sites is identical so that the result does not depend on the index i. This property can be used to solve the system of equations analytically for arbitrary N; see Refs. [38] [39] [40] [41] for detailed information.
Key results
In Ref. [54] the first nonlinear term of the Taylor expansion of j(w) has been calculated. Here we restrict ourselves to the special case of a point-symmetric energy landscape, corresponding to a strictly antisymmetric dependence of the current on the electric field (see Ref. [52] for results without intrinsic pointsymmetry). One obtains for large N (in practice N > 40)
and
using the quantities
b 0 and b 1 can be calculated for different types of disorder. In case of a random barrier model for which all U i are constant one obtains b 0 = b 1 and thus σ r = 1. In case of pure energetic disorder we choose a model for which U i is either e/2 or −e/2, both with 50% probability. Then after a short calculation one finds b 0 = (1/4) exp(βe) and b 1 = (3/8) exp(βe). For large N one thus gets σ r = 4N/3 [54] .
Most importantly, for large N one has σ r ∝ N independent of the underlying distribution. Therefore, in the 1D case the nonlinear contribution of a finite system can become very large, extending any reasonable value suggested by the experiment. Thus, an important step in the understanding of nonlinear effects is to check the effect of going beyond 1D systems.
For a single realization of the disorder the specific value of σ r can be largely different to the average value, calculated above. The reason is that the standard deviation of σ r is of the same order as σ r itself. In practice 1000 up 10 000 different realizations have been used.
Mathematically the divergence of σ r suggests that in the thermodynamic limit the function j(w) is not analytical. When is the thermodynamic limit relevant? The third order term σ r w 2 /6 is proportional to Nw 2 . For a typical experimental value of w ≈ 0.05 the Taylor expansion thus breaks down if N significantly exceeds the very small scale of 10 2 sites. As explicitly derived in [55] (see also [52] for similar work) one obtains Interestingly, this result factorizes into a term, reflecting the homogeneous system without any disorder (sinh(w)) and one term, reflecting the disorder. Without disorder one has b 0 = b 1 = 1. For small w Eq. (10) can be rewritten as
with j lin given again by Eq. (6) and σ 2 = Qualitatively speaking, for finite N three distinct regimes can be identified. For very small w the ratio j(w)/w has a quadratic w-dependence as expressed by Eq. (3). For somewhat larger w (with an N-dependent crossover) the quadratic behavior transfers into a linear behavior. Finally, for very large w one has an exponential increase, see Eq. (10). On a qualitative level this behavior will be also seen for the 2D systems.
2D hopping model
Model formulation
The 2D case is a straightforward generalization of the 1D model as formulated in Eq. (4). Here we concentrate again on uncorrelated energies on a square lat-tice which do not possess any additional symmetry properties. We use the same convention for the definition of rates between adjacent sites as before.
Periodic boundary conditions are used for both dimensions. In the general case energy as well as barrier disorder have to be taken into account. However, for reasons of simplicity we restrict ourselves to the case of energy disorder. In particular we concentrate on the case of a Gaussian distribution with standard deviation g . This choice is motivated by the numerical result that the energies of the different sites are distributed according to a Gaussian [49] . The energy units are always given with respect to k B T . For example g = 5.5 corresponds to a macroscopic (apparent) activation energy of 18 for k B T = 1, derived from the slope of the linear current in an Arrhenius diagram.
The 1D case can be solved analytically because the current is identical for all bonds. This is longer the case for the 2D case. As a consequence, no analytic solution is available so far. Thus we have to resort to numerical solutions.
The rate equation can be written in the general form
where the vector P(t) contains the population of all sites at time t and the matrix T the transition elements. In the stationary long-time limit the values for the site population result from the solution of the homogeneous linear system of equations T · P stat = 0 together with the normalization condition for P.
The maximum system size was 1024 × 1024. This corresponds to the solution of more than one million linear equations. Due to the large number of averages over different disorder realizations this problems requires very efficient numerical approaches. Fortunately the matrix T is only sparsely populated. This allows us to use the application of optimized numerical approaches, as implemented in the PARADISO code [56] .
Conductivity
In [54] we have reported 2D simulations of a N × N o system with a bimodal distribution of energies. N o denotes the number of sites in the direction orthogonal to the field. Of course, N o = 1 corresponds to the 1D case. After independent variation of N and N o the following conclusions were drawn in Ref. [54] : (i) The scaling σ r ∝ N also holds for two-dimensional systems as long as N is significantly larger than N o , i.e. one has a quasi 1D system. (ii) σ r strongly decreases with increasing N o . Comparing N o = 10 and N o = 20 one may speculate that at least in this range of parameters σ r ∝ N/N o . As a consequence one can expect that for N o ≈ N the typical 1D effects, giving rise to the non-analytic behavior, will disappear.
In what follows we restrict ourselves to the 2D square system with N o = N. Results for j(w)/w(= σ(w)) are shown for the box distribution with width b k B T (Fig. 6 ) and the Gaussian distribution (Fig. 7) . In all cases averages have Whereas the linear response value of the conductivity is obtained for small fields, in the large-field regime one observes an exponential increase of the conductivity. In this regime simulations clearly show (see below) that the current is mainly restricted to 1D paths oriented parallel to the electric field. Therefore one can expect that the 1D result j(w) ∝ exp(w) should hold for large w. In any event, this limit cannot be accessed experimentally. In the range of intermediate w nonlinear effects are much more pronounced for the box distribution. The monotonous decrease for small w directly translates into σ r < 0. Therefore the hopping model with a box distribution of energies does not display the phenomena, seen in experiments. We checked that the same holds for the Cauchy distribution and the Laplace distribution. For the Gaussian distribution the nonlinear effects are hardly visible on the scale, chosen in Fig. 7 . In Fig. 8 the data are replotted for the specific case g = 5.5. Now one can clearly see the increase of conductivity with field. For w ≈ 0.01 this effect is very small (0.2%) whereas for w ≈ 0.1 the nonlinear effects is already significant (4%).
Generally speaking three different w-regimes can be identified for the Gaussian distribution. First, for very small w a parabola can be fitted to σ(w) vs. w. Here this corresponds to roughly w < 0.01. For somewhat larger w a weaker w-dependence (approximately linear) is observed. Finally, as already mentioned the large w-regime seems to display an exponential dependence. Interestingly, this scenario is fully compatible with the previous 1D results.
Note that in the experimental situation reliable nonlinear data are typically obtained above w = 0.01. This renders a precise determination of σ r somewhat difficult and only some effective value can be obtained. In practice it turns out that for an upper limit of w = 0.05 the apparent value of σ r (obtained from a brute force fitting of a parabola) is roughly smaller by a factor of 2 as compared to the theoretical values at small w. 
Linear vs. nonlinear contributions
Numerical simulations of disordered systems typically involve a disorder average. Conceptually, this average can be split into two parts. First, for a fixed realization of N 2 energies, drawn from a Gaussian distribution, one can elucidate the effect of a spatial redistribution of these energies on the sites of the lattice. The resulting observable will be marked by an index i. This step corresponds to a pre-averaging procedure. Second, one can redraw N 2 energy values from the same distribution several times.
Before analysing the nature and the information content of this preaveraging concept we ask about the relevant observable to capture the nonlinear contribution. For the description of the disordered 1D system the observable σ r has been employed as a convenient dimensionless number. Here we argue that from some other considerations the variable σ nonlin ≡ σ r σ lin (13) has a more relevant meaning. This product just corresponds to the total nonlinear contribution, as seen in Eq. (3).
To analyse the question about the respective relevance we have calculated j(w) for 100 different energy realizations, using g = 5.5 and N = 128. For each realization we have calculated 1000 different spatial rearrangements and calculated the average function j(w) i . The resulting values σ lin, i and σ nonlin, i are correlated in Fig. 9 . It turns out that apart from the region of very small σ lin, i the data are basically uncorrelated despite a large variation of σ lin, i . As a direct consequence of the relation σ r,i = σ nonlin, i /σ lin, i the value of σ r,i is strongly correlated with σ lin, i . We have checked that a similar scenario also holds for the 1D case.
Spatial and size aspects
In the thermodynamic limit one expects for self-averaging observables such as the current that a spatial rearrangement of a fixed set of energies yields the same properties as a set of realizations with randomly chosen new energies (for a fixed distribution). Stated differently, the pre-averaging as defined above is equivalent to the disorder average. We note in passing that this is not true for open boundary conditions as discussed in [52] .
However, for finite N deviations are possible so that one can identify the relevance of a specifically chosen set of energies as compared to the spatial arrangement. This is one example where finite-size systems contain important information about the underlying mechanisms.
The subsequent analysis is performed for N = 128 and a Gaussian distribution of g = 5.5. This energy scale is relevant for two reasons. First, as discussed further below for this set of energies the apparent activation energy of the linear conductivity (relative to k B T ) is close to typical experimental values. Second, on a more qualitative level the distribution of energies of the different sites, as determined numerically, is also significantly larger than k B T [49] .
For general grounds one expects significant sample-to-sample fluctuations which requires an extensive averaging over different realizations and a finitesize analysis. One can estimate the system size N large for which finite-size effects would disappear. For a Gaussian distribution the average energy, dominating the thermodynamic properties, can be easily calculated to be −β 2 g [57] . The number of sites within an interval k B T around this energy is given by N 2 large (2π
. This number should be significantly larger than unity to avoid sample-to-sample fluctuations and corresponding finite-size effects. For g = 5.5 this would result in N large ≥ 10 4 . This value is significantly beyond the system size which can be treated numerically.
The resulting values for σ r for one arbitrarily chosen distribution of energies is shown in Fig. 10 . Whereas the average is positive one can clearly see the enormous distribution of σ r -values which emerges by rearranging the energies on the lattice. A more quantitative analysis shows that the average variance upon pre-averaging is 99% of the variance after a complete disorder average. Thus, pre-averaging of one fixed set of energies is enough to cover all relevant values of σ r .
Interestingly, the opposite behavior is observed for σ lin . The respective distribution for four randomly chosen energy realizations upon spatial rearrangement is shown in Fig. 11 . One can directly see that the variation of σ lin upon spatial rearrangement is very small as compared to the variation when changing the specific realization of energies. Here the average variance after pre-averaging is only 1% of the total variance after the complete disorder average. Thus, for the linear conductivity a system size of N = 128 is still far away from the thermodynamic limit. One possible interpretation of these results is that the value of the linear conductivity is mainly governed by properties of individual sites whereas the nonlinear conductivity results from a complex interplay of many sites. This argument can be made more explicit. In Fig. 12 one observes a strong correlation of the linear conductivity with the lowest of the N 2 energies, denoted U 0 . Thus, this single site has a strong impact on the linear conductivity. This is consistent with the observation that the rearrangement of energies only has a minor influence on the resulting conductivity. We checked that for N = 512 the de- pendence on U 0 is significantly weaker. Of course, in the thermodynamic limit this correlation has to disappear.
In contrast, σ nonlin only has a very weak dependence of U 0 ; see Fig. 13 . This is also in agreement with the above interpretation that the nonlinear effect is based on cooperative effects rather than on single-site properties. Interestingly, as also shown in Fig. 13 , one observes a significant decrease of σ nonlin to negative values for small values of U 0 . This is compatible with the observation that for box-like distributions where no particular low-energy sites are present, the nonlinear effects are negative. The opposite limit just reflects the fact that there the factor σ lin approaches zero for large U 0 .
Simulations also have the advantage to visualize the resulting conductivity patterns. More specifically in Fig. 14 we highlight those bonds for which a significant current is observed. Already for a value of w as small as 0.01 the directions of these bonds show a preferred alignment parallel to the external field. Of course, for very large values of w one observes quasi 1D paths. Obviously the regions of maximum current are not explicitly related to near-by sites with a low energy.
In a next step we identify the nonlinear contributions via j(2w) − 2 j(w) for w = 0.01. For small w this is proportional to σ nonlin . Interestingly, the patterns of the positive contributions are basically identical to that of the linear current (which is close to the total current); see Fig. 15 . This is in agreement with the 1D scenario where the nonlinear contribution is always positive and propor- tional to the total current. A very different structure is observed for the negative contributions. They are arranged in clusters which again are not correlated with the positions of the lowest energies in this energy realization.
The above results have been obtained for a system size of N = 128. For comparison with the experimental system it is important to study the system size dependence as shown in Fig. 16 . One can see that σ r strongly depends on N but remains positive also in the thermodynamic limit. The reason for the emergence of the finite-size effects have been already discussed further above.
Finally, we study the dependence of σ r on g ; see Fig. 17 . Of course, for small g one has to approach the limit σ r = 1. After some intermediate energy range the nonlinear effects exponentially increase with increasing value of g . This observation is very promising because in the experimental case σ r is of the order 10
2 . This order of magnitude is realized for the largest values of g which, as discussed above, is a reasonable choice to reproduce experimental apparent activation energies.
2D model for continuous dynamics
In the following we shall consider the model of a charged particle moving under the influence of thermal noise in a disordered force field in a time dependent electric field. Our treatment is based on a derivation of an exact expression for the nonlinear conductivity and approximate evaluation of this nonlinear conductivity based on perturbation theory. Perturbation theory becomes exact in the case of high external electric fields. Furthermore, a numerical solution of the Fokker-Planck equation is presented. A comparison between analytical and numerical results shows that the results based on the lowest order perturbation theory already yields a correct qualitative description of the nonlinear conductivity.
The treatment of the diffusive motion of particles in a disorder potential and an external field by means of a Fokker-Planck equation has been adressed by various authors (for a review we refer the reader to [40] ). An exact expression for the static conductivity for the one-dimensional case has been given by Scheidl [58] , and Le Doussal and Vinokur [59] , using the well-known expression for the current density for particles moving in a potential U(x) (see e.g. Risken [60] ). The instanton method has been applied to the one-dimensional problem by Lopatin and Vinokur [61] . However, it seems that the case of a time dependent external field has not yet been considered so far.
Fokker-Planck Equation
We consider the diffusive motion of an overdamped particle of charge q in a force field, which is composed of several parts. The first part is a disordered force field F(x), the second part is a force due to a time dependent external electrical field E(t) and the third part are thermal fluctuations η(t). The corresponding Langevin equation takes the form
where α denotes the viscous friction constant. Thermal fluctuations are taken into account by δ-correlated Gaussian white noise η(t)
where the diffusion constant D is connected via the Einstein relation D = k B T/α to the temperature. The statistical treatment of the Langevin equation (14) is based on the corresponding Fokker-Planck equation
Thereby, the Fokker-Planck operators are defined as follows:
The statistical properties of the disorder field F(x) are contained in the characteristic functional
Basically, this means that the correlation matrices
are known (d denotes the dimension of the space). In the case of homogeneous statistics the correlation matrices only depend on the distance r. For Gaussian statistics all statistical information is encoded in the two-point correlation function.
Disorder averaged generalized Fokker-Planck equation
Following the well-known Mori-Zwanzig projection operator formalism [62] , we introduce a decomposition of the probability density into a disorder averaged quantity h(x, t) and deviations g(x, t):
Using the standard projection methods (see e.g. [62] ) one arrives at the following time-evolution equation for the disorder averaged probability density h(x, t):
where the kernel G(x, t; x , t ) is the solution of the inhomogeneous equation
We are interested in the disorder averaged current density j(x, t) . From the disorder averaged Fokker-Planck equation (21) we see that the current density is given by
We remind the reader that the kernel G is a fluctuating quantity. Furthermore, we can assume that the disorder averaged probability density h(x, t) is constant with respect to space and time.
The central quantity, which determines the electric current, is the propagator G(x, t; x , t ). It can be calculated by perturbation theory in powers of the disorder field F(x, t).
Weak disorder
In the following we shall consider the limiting case of weak disorder. In this approximation the kernel G 0 (x, t; x , t ) can be approximated by the propagator of the Fokker-Planck operator L 0 :
In this case, G 0 can be calculated explicitly since it is the propagator of a Brownian particle moving in a time dependent, spatially homogeneous external field. For the case of periodic boundary conditions it takes the form
where we have defined
As a consequence of our approximation only the correlation matrix of the disorder force field enters the expression for the disorder averages.
Statistical characterization of the disorder potential
In the following we shall assume that the disorder force field can be obtained from a disorder potential U(x), F(x) = −q∇ x U(x), which can be represented by a Fourier series in a region with periodic boundary conditions
Now we specify the statistics of the coefficients A k in the disorder ensemble. The coefficients A k are statistically independent for each wave vector k and obey Gaussian statistics with zero mean and standard deviation D k :
This leads to a homogeneous and isotropic statistic where the correlation function of the disorder potential
only depends on the distance r = |r| due to the spherical symmetry. Furthermore, the correlation function (29) is periodic with respect to n · L with n j = 0, 1 and the relationship C (U ) (n · L − r) = C (U ) (r) reveals a mirror symmetry with respect to r = n · L/2. Its Fourier transform reads
Furthermore, we can define the quantity R(r) =
C(r) C(0)
. This function is exhibited in Fig. 19 for a typical one dimensional potential, shown in Fig. 18 .
The correlation matrix of the disorder force field is defined as
yielding for (29)
It has the general form where the last fraction of the second term is the projection operator r r /r 2 . For the further calculations it is convenient to introduce the correlation vector
Its general expression reads
Due to symmetry, it is a vector pointing in the direction of r.
Numerical solutions
We have performed direct numerical solutions of the Fokker-Planck equation (16) based on a pseudo-spectral method. Thereby, we have considered the onedimensional case (2048 grid points) as well as the two dimensional case (256 × 256 grid points). These calculations allow us to directly evaluate the local current
For alternating fields
we are able to determine the spatially resolved spectral decomposition of the current
A spatial average yields the nonlinear conductivities
We have evaluated the contirbutions to the sums up to the order n = 3. It is important to note that the oscillations with 2ω do not contribute to the spatially averaged current, due to the presence of the reflection symmetry. The angular frequency is denoted by ω = 2πν. It is interesting to compare the results of direct numerical solutions with the results obtained in lowest order perturbation theory. We remind the reader that the results of perturbation theory become valid for the limiting case of weak disorder. Additionally, the higher order contribution to the lowest order perturbation theory tend to zero for the limiting case of infinite frequency ω of the electric field.
In the following we shall summarize our results obtained for time constant and time periodic external fields.
Results for the continuous dynamics
Time constant electric field
Let us first consider results obtained for the two dimensional case in the presence of a constant external electric field. Figure 20 exhibits a comparison between direct numerical simulations and lowest order perturbation theory. We observe that the perturbation theory yields qualitatively similar results, which become exact in the high field case.
Let us consider the results of perturbation theory in some more details. According to the time-evolution Eq. (21) the disorder averaged probability density h(x, t) can be considered as stationary and homogeneous for homogeneous statistics of the disorder force field. This yields for the disorder averaged cur- rent density
Using the Fourier transform we obtain with an arbitrary C (F) (r) for the current density
and specifically with (34)
As is well known, in the one dimensional case there exist an exact expression for the current I [60]
where the conductivity depends in a nonlinear way on the electric field:
The trivial case with a constant potential U(x) yields the ohmic conductivity
where the corresponding current I = σ Ohm E = hqE/α according to the Ohm's law behaves linearly to the electric field E. Here the current density can be viewed as the product of the density ρ = h and the speed v = qE/α of the charged particles. Figure 20 exhibits a comparison between numerical results (2d case) and the results of the perturbation theory. As expected the nonlinear conductivity σ(E) shows significant differences at low values of the electric field. However, the qualitative behaviour is reproduced by lowest order perturbation theory. The electric currents in a disorder potential for increasing values of the electric field strength are exhibited in Fig. 21. 
Time dependent field
We consider now the case where we have homogeneous and isotropic statistics of the disorder force field as well as an oscillating electric field E(t) = E 0 cos ωt.
Lowest order perturbation theory yields the disorder averaged current density
Fourier transform with an arbitrary C (F) (r) again leads us to where the antiderivative (26) of the electric field becomes oscillating
We can obtain a further representation of the current density by taking into account that the Green's function has the form
which leads us to
Next, we perform a power series expansion with respect to the electric field. To this end we notice that This formula explicitly shows the presence of the higher harmonics to the mean current. Again, we compare the above defined nonlinear, frequency dependent conductivities σ n (ν), σ n (ν) obtained from the direct numerical simulation and the results of the perturbation theory. Figures 22 and 23 summarize the behaviour of σ 1 (ν), σ 1 (ν) and σ 3 (ν), σ 3 (ν). Again, the frequency behaviour is qualitatively reproduced by perturbation theory and coincides with direct numerical solutions in the case of high frequencies. We want to point out that a similar quantitative behaviour of the nonlinear conductivities are well-known from experiments [55] . Especially, one observes the existence of negative conductivities σ 3 (ν) < 0 for certain ω-regimes.
It is instructive, to consider the current distribution j(x, t). We have performed numerical simulations for a square of length L = 1 with 256 × 256 grid points. The maximum of the potential U(x) has been taken to be |U(x)|/k B T = 5, the frequency of the alternating field was ν = 10 −1 Hz, whereas the field strenght has been taken to be E x L/k B T = 200. We have performed a spectral decomposition of the field of the electric current, according to Eq. (38) . Figures 24-26 exhibits the first three components j i (x), i = 1, ..., 3. It is obvious that the higher harmonics contain contributions, which predominantly stem . This is related to the fact that the conductivity σ 3 (ω) is negative.
parison of the dipols corresponding to the currents j 1 (x) and j 3 (x) shows that the dipols may have opposite orientations. This is related to the existence of the negative conductivities mentioned above, which are also well-known from experimental investigations [55] .
Conclusions
In the main part of this work we have presented a thorough analysis of dynamic processes under large electric fields. Analytic expressions can be derived for the stationary 1D case, for high frequencies as well as for large fields (corresponding to small disorder). The other regimes have to be described via numerical simulations. The type of current paths in the discrete and continuous description looks quite similar. Whereas at low fields paths form which are only slightly oriented along the field one observes a dramatic elongation for larger fields. It is an open question whether one can identify simple markers predicting the location of these paths. Interestingly they tend to cluster in space.
In contrast, the nature of the nonlinear contributions seem to be different between both approaches. In the discrete case the main positive contributions are still related to the current paths whereas the negative ones form larger clusters. In contrast, in the continuous case the nonlinear current j 3 (x) is less localized and less correlated with linear current j 1 (x).
The simulations of the Gaussian discrete energy landscape suggest under which conditions σ r 1 can indeed be observed. First, the temperature has to be quite small, corresponding to a large value of g . Second, the site energy disorder should be, on the one hand, sufficiently Gaussian-type (and not boxtype), i.e. have a few energetically low-lying sites, in order to observe σ r 1. On the other hand, the lowest value should not be too small because otherwise σ r approaches again a very small value. One could image that in a real energy landscape very low sites cannot exist due to the well-defined local order in glasses. The experimental observation σ r 1 just points into this direction. In any event, this work has shown that the mere experimental observation σ r 1 already excludes many models of disorder.
Several interesting questions remain open for future work. What is the possible effect of interaction if more than one particle is present? What is the model which is closest to the experimental situation? What happens if the disorder is no longer static? Are there other regimes where analytical predictions are possible? Interestingly, there is one region where additional analytical results can be obtained, namely for very high (but finite dimensions) where corrections to the trivial mean-field limit (σ r = 1) can be obtained. Work along this line will be published elsewhere. dens, M. Kunow, H. Lammert, and A. Maitra for the fruitful collaborations on the field of ion conduction during this time.
