The leading nonadiabatic corrections to rovibrational levels of a diatomic molecule are expressed in terms of three functions of internuclear distance: corrections to the adiabatic potential, the effective nuclear mass, and the effective moment of inertia. The resulting radial Schrödinger equation for nuclear motion is solved numerically yielding accurate nonadiabatic energies for all rovibrational levels of H2 molecule in excellent agreement with previous calculations by Wolniewicz.
I. INTRODUCTION
In the fully nonadiabatic approach the total nonrelativistic energy of a molecular state is obtained by solving the Schrödinger equation with kinetic energy of electrons and of nuclei on the same footing. This approach has been applied to vibrational states of several small diatomic molecules [1, 2, 3, 4, 5] . Much more commonly though, the total energy of a molecular state is obtained in a two-step procedure based on the Born-Oppenheimer (BO) approximation [6, 7] in which a separation of electronic and nuclear motion is assumed. Namely, in the first step, the electronic Schrödinger equation with the clamped nuclei Hamiltonian is solved for different nuclear configurations yielding the electronic energy as a function of the nuclear coordinates. This function, called the potential energy surface (PES), serves as a potential for the motion of nuclei in the nuclear Schrödinger equation. Solving this equation in the second step yields the total rovibronic energy of the system. The accuracy of theoretical predictions for molecular states, limited due to the BO approximation, can be increased by including the adiabatic, relativistic, and radiative corrections without renouncing the notion of PES. Further increase in the accuracy requires the nonadiabatic effects to be taken into account. A desirable way of inclusion of these effects is in terms of a geometry dependent function, which can be added to PES in the same manner as all the other corrections. On one hand, the nuclear Schrödinger equation, when solved with such a potential, gives the molecular energy levels with spectroscopic precision. On the other, the notion of the PES is preserved with all its advantages.
Several, more or less successful attempts to construct such a nonadiabatic correction function for a diatomic molecule can be found in literature [8, 9, 10, 11, 12] . Bunker and Moss have derived [9] , in the second or- * Electronic address: krp@fuw.edu.pl † Electronic address: komasa@man.poznan.pl der of the perturbative expansion, an effective nuclear Hamiltonian for the ground electronic state of diatomic molecules, in terms of the nonadiabatic potential, vibrational and rotational masses. Assuming constant vibrational and rotational masses and neglecting the nonadiabatic potential, they obtained values of these effective masses for H 2 and D 2 by fitting to the experimental data. Later Schwenke in [13] used the Bunker and Moss [9, 14] effective Hamiltonian to perform ab initio calculations of nonadiabatic corrections for H 2 and H 2 O. His results for purely vibrational spectrum of H 2 differ from that of Wolniewicz [15] by about 20% due to the inaccurate numerical representation of the wave function and, what we demonstrate in this work, due to the approximate second order nonadiabatic potential of Bunker and Moss [9] . The accuracy of Schwenke calculations [13] for H 2 O is probably not higher, but clearly demonstrates wide applicability of the perturbative approach. Very recently Kutzelnigg et al. [11, 12] performed simplified calculations of the nonadiabatic correction and both effective masses as functions of the internuclear distance in H + 2 and H 2 . In our recent work [16] we have introduced nonadiabatic perturbative theory and derived formulae for the leading nonadiabatic corrections to energies and wave functions. The formula for the nonadiabatic energy from that work, although apparently different, is in fact equivalent to that of Bunker and Moss [9] . Our results for rotationless vibrational states have been obtained as the expectation value of nonadiabatic corrections with the adiabatic wave function. Although numerically accurate, due to the neglected third order nonadiabatic corrections [see Eq. (47)], our results differed by about 2% from the previous calculations by Wolniewicz [15] and by Stanke et al. [17] .
In this paper, the nonadiabatic perturbation theory has been extended in two directions. Firstly, we generalize the previous derivation to rotational states. Secondly, we include the previously missing third order correction, which has proved significant. Moreover, we present a rigorous formulation of the nonadiabatic perturbative theory and include the numerical example of the H 2 molecule. This can be extended to any diatomic molecule and potentially to an arbitrarily large molecule. We derive formulae valid to all orders, present the leading corrections of order O(µ −2 n ), and express them in terms of the nonadiabatic correction to the potential and the effective R-dependent nuclear mass and the moment of inertia. These three functions enter the nuclear Schrödinger equation, which can be solved numerically for an arbitrary energy level. As a test of the presented perturbative theory, we perform calculations of all 301 rovibrational levels of H 2 molecule. We find an excellent 0.1% agreement with the accurate nonadiabatic corrections for states with the angular momentum J ≤ 10, which were obtained by Wolniewicz in [15] , and present for the first time results for states with J > 10.
II. THE ADIABATIC APPROXIMATION
The total wave function φ is the solution of the stationary Schrödinger equation
with the Hamiltonian
split into the electronic and nuclear parts. In the electronic Hamiltonian H el
nuclear masses are, by definition, set to infinity, and the potential V includes all the Coulomb interactions with fixed positions R A of nuclei. The nuclear Hamiltonian involves kinetic energies of all nuclei
The separation of center of mass motion and the choice of the reference frame depends on the particular molecule. For example, for a diatomic molecule in the space fixed reference frame attached to the geometrical center of two nuclei H n takes the form
where In the adiabatic approximation the total wave function of an arbitrary molecule
is represented as a product of the electronic wave function φ el and the nuclear wave function χ. We note, that φ el depends implicitly on the nuclear coordinates R. The electronic wave function obeys the clamped nuclei electronic Schrödinger equation
while the nuclear wave function is a solution to the Schrödinger equation in the effective potential generated by electrons
where
For the diatomic molecule the nuclear radial equation reads
where J is the rotational quantum number.
III. PERTURBATIVE FORMALISM
The total wave function
is the sum of the adiabatic solution and a nonadiabatic correction. The nonadiabatic correction δφ na is decomposed into two parts
which obey the following orthogonality conditions
The last equation means that normalization of φ is of the form
The total energy
is the sum of the adiabatic energy E a and the nonadiabatic correction δE na . Using above definitions we proceed with the derivation of perturbative formulae. The starting point is the Schrödinger equation (1) with the Hamiltonian H, the wave function φ, and the energy E decomposed into adiabatic and nonadiabatic parts
One rewrites this equation to the form
and, since δ ′ φ na is orthogonal to φ el , Eq. (14), the formal solution
is obtained, where the prime in the denominator denotes subtraction of the reference state from the Hamiltonian inversion. When δχ and δ ′ φ na on the right hand side are neglected, Eq. (20) becomes the leading nonadiabatic correction to the wave function. In the next step one takes Eq. (18) and multiplies it from the left by φ el |
Since χ satisfies Eq. (9) the above can be simplified to
and due to Eq. (15) the solution is
In the last step, one takes Eq. (22), multiplies it from the left by χ|, and obtains
The set of recursive equations (20), (23), and (24) forms the perturbative expansion of the wave functions δ ′ φ na , δχ and energy δE na . For example, starting from (24) one gets
which is the sum of the leading, Eq. (28), and the higher order nonadiabatic correction, Eq. (44). This perturbative expansion in general assumes that E el + H n − E a is small with respect to the electronic excitation energy.
It is not always true, especially for rovibrational levels close to the dissociation threshold. In spite of this fact, we claim that each power of E el +H n −E a in these particular matrix elements is at least of the order O( m e /µ n ), which we demonstrate in next sections for the leading terms δ (2) E na and δ (3) E na of the nonadiabatic perturbative expansion.
A. Second-order nonadiabatic corrections
In the leading order of perturbative treatment of nonadiabatic effects one has
The general formula (28), following [16] , can be readily rearranged to a more practical form. From now on we consider the homonuclear diatomic two-electron molecule and separate out electronic matrix elements from the nuclear ones
where the last equation is the definition of potentials U, V i and W ij . For the Σ electronic state φ el
where n = R/R, hence
The function
is the nonadiabatic correction to the adiabatic energy curve E el (R) + E a (R) and pseudopotentials U, V, W are:
In order to simplify the nonadiabatic correction of Eq. (33), one notes that the nuclear wave function χ has a definite angular momentum
where Y Jm are spherical harmonics, thus the nonadiabatic correction can be transformed to the form
Let us note, that Eq. (40) can also be expressed in terms of an expectation value of an effective nonadiabatic Hamiltonian δH na
Now, the nonadiabatic correction δχ of Eq. (27) can be conveniently rewritten in terms of δH na
where it is understood, that the derivatives with respect to electronic variables of the function χ do vanish.
B. Third-order nonadiabatic correction
The third order nonadiabatic correction of Eq. (25) is
where δχ is given in Eq. (27). Let us split this sum into two parts accordingly
While the first part δ (3) E ′ na involves many terms which are negligible, since they include the third power of µ n in the denominator, the dominating O(µ
and this correction is included into δE na of Eq. (34), which becomes now
The second term δ (3) E ′′ na can be obtained from the nonperturbative solution of the nuclear equation with the nonadiabatic Hamiltonian δH na from Eq. (42). Namely, for the states with the rotational quantum number J, δ (3) E ′′ na takes the form
which is interpreted as a second order correction due to δH na .
C. Nuclear equation with effective potentials
Instead of calculating the second order correction Eq. (41) and the third order correction of Eq. (50), it is more appropriate to solve nonperturbatively the corresponding equation
where the total energy E is
and this is done in this work. Moreover, from comparison of subsequent terms of Eq. (42) with those of Eq. (11), one concludes that the first term can be interpreted as an R-dependent correction to the nuclear reduced mass µ n ,
whereas the second term-as an R-dependent correction to the inverse of the moment of inertia
With these newly defined functions one can write the radial equation as
forms the effective nonadiabatic potential.
D. Asymptotics of the effective masses
The adiabatic correction E a (R), Eq. (10), and the nonadiabatic correction δE na (R), Eq. (34), do not vanish at large internuclear distances. For example, for the large atomic separation in the hydrogen molecule, E a (R) and δE na (R) are equal to m e /m p and −(m e /m p ) 2 , respectively, which corresponds to the first terms in the expansion of the atomic reduced mass µ = (1/m p + 1/m e )
− . . .
(57) Large R asymptotics of the pseudopotentials W (R) and W ⊥ (R) are equal to −m e /m 2 p , which is related to the change in Eqs. (53) and (54) of the reduced nuclear mass µ n to the reduced mass µ A = (m p + m e )/2 of two hydrogen atoms :
Evaluation of the wave function derivatives
The electronic matrix elements in Eq. (29) involve multiple differentiation of the electronic wave function with respect to the internuclear distance R, which is difficult to calculate directly. Therefore, following Ref. [16] , we rewrite these terms to a more convenient form, where differentiation is taken of the Coulomb potential, namely
The derivatives of the potential V
are the following
and the matrix elements with these operators are readily evaluated. The presence of the Dirac delta operators in Eq. (60) may potentially decrease the accuracy of the evaluation of those quantities which contain ∇ 2 R φ el . If we note that
we can get rid of Dirac deltas by a simple rearrangement of the nuclear part of the Hamiltonian H n to the form
The difference in parenthesis collects the terms of Eq. (63) and (64) which cancel out, up to the negligible −4 π δ( R) term, so that we can write it down as
with some constant λ. In this way the Dirac delta terms are eliminated at the expense of employing additional basis sets for evaluation of the last resolvent in Eq. (66).
IV. NUMERICAL CALCULATIONS
In order to form the radial nonadiabatic equation (55), apart from the clamped nuclei energy E el (R) and the adiabatic correction E a (R), it is necessary to know the pseudopotentials U(R), V(R) + δV(R), W (R), and W ⊥ (R). The evaluation of these functions is the main numerical task described here. Calculations were performed at 80 points including long and very short internuclear distances R. At each point several electronic wave functions of different symmetry were generated. All these functions were represented as linear expansions of properly symmetrized two-electron basis functions. The basis functions were taken in the form of exponentially correlated Gaussians (ECG)
where the matrices A k and vectors s k contain nonlinear parameters, 5 per basis function, to be variationally optimized. The antisymmetry projector (1 +P 12 ) ensures singlet symmetry, the spatial projector (1 ±î)-the gerade (+) or ungerade (−) symmetry, and the Ξ k prefactor enforces Σ states when equal to 1, or Π states when equal to y i -the perpendicular Cartesian component of the electron coordinate. Six different basis sets have been prepared to represent the variety of the electronic wave functions. To ensure high accuracy of the potentials, the basis sets have been variationally optimized with respect to pertinent goal functions according to the specification in Table I . 
E † Optimized along with the fixed basis A.
Particular goal functions have been chosen to reflect the contents of the expression the basis set is to be used for. The first basis (labeled A), composed of 600 ECG functions (67), was employed to expand the X 1 Σ + g electronic ground state wave function φ el . Their nonlinear parameters were optimized variationally with respect to the clamped nuclei energy with the target accuracy of the order of a fraction of microhartree. The bases B, C, and D were intended for evaluation of the resolvents present in Eqs. (59) and (66). The two Σ + g bases (B and D) were optimized in the presence of the basis A: the first 600 terms were taken from φ el wave function and their nonlinear parameters were kept fixed during the optimization, only the remaining 600 terms were actually optimized. This ensures that the internal wave function φ el is well represented at every step of optimization. Then, the subtraction of the reference state, denoted by the ′ symbol within the resolvent, was achieved by orthogonalization of ∇ R (V ) |φ el to the internal |φ el . In the final calculations the three bases A, B, and D were assembled together to form a 1800-term Σ + g basis applied not only to evaluate the pertinent resolvents but also to expand the external ground state function φ el . The two ungerade bases (E and F) were employed to evaluate the resolvent and to form the components of the scalar product in the second term of the right hand side of Eq. (66).
The adiabatic potential of the nuclear Schrödinger equation (12) was composed of the clamped nuclei energy, E el (R), and the adiabatic correction E a (R). For E el (R) we used the analytic potential constructed by Lach [18] on the basis of the energy points computed by Cencek from 1200-term ECG wave functions [19] and Sims and Hagstrom from Hylleraas wave functions [20] . Their energy points where converged up to 13 significant digits. The adiabatic correction E a (R) was evaluated as an expectation value of the Hamiltonian H n , Eq. (10),
To avoid the cumbersome differentiation of the electronic wave function with respect to the internuclear distance we replaced the expectation value in the first term on the right hand side of Eq. (68) by an equivalent expression
which, with the help of Eq. (59), can be further transformed to
(70) The formula (70), when evaluated with the optimized bases A, B, and C, yields the adiabatic correction with an accuracy of at least 1 ppm. The adiabatic potential curve was then obtained by means of 10-point piecewise polynomial interpolation.
The electronic matrix elements U, V + δV, W , W ⊥ entering Eq. (33) were evaluated with the ECG basis sets described above, yielding smooth functions of R. Because for the highest vibrational levels the nuclear wave functions are spread out and the contributions from larger internuclear distances are non-negligible, the functions U(R), V(R), and W(R) were represented by their asymptotic forms:
subject to u 0 = w 0 = w ⊥0 = −(m e /m p ) 2 restriction (in atomic units). The remaining, free parameters u i , v i , and w i were determined by fitting the above functions to the calculated points in the range of 6.0, 10.0 bohrs. Because at distances R > 6, the numerical precision of the potentials U and V was not high enough, we used lower R-values for the extrapolation. At the origin R = 0 all the potentials are finite with V ∼ R, W ∼ R 2 , and
Numerical results for δE na , W , and W ⊥ are shown graphically in Fig. 1 . The nonadiabatic correction to energy levels can be computed perturbatively from Eq. (40) as has been done in our previous paper [16] , or, in a more accurate way, the radial equation (51) can be solved for the total nonadiabatic energy. This second method is described shortly below. The first term including the second order derivative is rewritten to the more convenient form
The resulting radial equation (73) is solved numerically for the function η J (R) = R χ J (R). We used the code developed by W. Johnson, described recently in his book [21] , and modified it to account for the dependence of the mass on the internuclear distance. In the calculations we used the following constants [22] : the proton mass m p = 1836.15267247 m e and the energy units conversion factor 1 hartree = 219474.6313705 cm −1 .
V. RESULTS AND DISCUSSION
In a molecule, the moving nuclei are 'coated' with electrons and the amount of additional mass carried by the nuclei changes with R. For a homonuclear molecule in a purely vibrational state, the effective mass of the nucleus at given R, m (R), is just twice the reduced mass µ (R) defined in Eq. (53). Analogously, for a rigid rotating molecule, the effective nuclear mass m ⊥ (R) is related to µ ⊥ (R) of Eq. (54). Thus, their R-dependence can be determined explicitly from the potentials W (R) and W ⊥ (R), respectively. Fig. 2 illustrates the changes in the two effective nuclear masses with the internuclear distance in H 2 . The functions m (R) and m ⊥ (R) join smoothly the proton mass at the united atom limit with the hydrogen atomic mass (m p + m e ) at the separated atoms limit. Interestingly, for R ≥ 2.41 a.u., the effective mass m (R) is greater than the sum of proton and electron masses, reaching m p + 1.6 m e at the maximum located near R = 3.8 a.u.
The radial equation (73) has been solved for all bound states with three versions of the potential Y(R):
yielding three sets of dissociation energies. The corresponding dissociation thresholds were −1 hartree in the BO approximation, −1 + m e /m p hartree in adiabatic approximation, and −1 + m e /m p − (m e /m p ) 2 hartree in the nonadiabatic level of theory. The results are listed in Table II , where for each pair of quantum numbers v and J three entries are given (in cm −1 ): the BO dissociation energy, the adiabatic correction, and the nonadiabatic correction to the dissociation energy. Thus, the total nonrelativistic dissociation energy can be obtained by summing up all three entries. The only exception is the state with v = 14 and J = 4, for which a nonadiabatic level lying just beneath the dissociation threshold has been predicted although neither BO nor adiabatic bound states exist. The entry given for this state is the energy separation from the nonadiabatic dissociation threshold. Our nonadiabatic corrections agree very well with those computed by Wolniewicz [15] for rovibrational states of J ≤ 10. For all rotational states of the lowest vibrational level the difference is merely 0.0002 cm −1 or less. In all the cases the difference is smaller than 0.1%, which corresponds to the magnitude of the neglected higher order terms of relative order O(1/µ n ). This is the first confirmation of the Wolniewicz's results [15] for J > 0 rovibrational states and, simultaneously, a numerical validation of the nonadiabatic perturbation theory presented in this work. Let us note, that the nonadiabatic corrections to the dissociation energy from Table II differ in sign from the corrections to the adiabatic energy of [15] and their absolute values differ by the constant 1/m 2 p = 0.06509787 cm −1 corresponding to the asymptotic value of the nonadiabatic potential δE na (R), discussed in Subsec. III D.
VI. SUMMARY
We have presented the nonadiabatic perturbation theory applicable to any molecule in an arbitrary rovibrational state. The leading nonadiabatic corrections for the diatomic molecule are expressed in terms of three R-dependent functions depicted in Fig. 1 : the nuclear reduced mass in Eq. (53), the moment of inertia in Eq. (54), and the correction Eq. (49) to the adiabatic potential, which enter the radial Schrödinger equation for nuclei Eq. (51). This equation can be solved for an arbitrary molecular states by standard numerical methods [21] . Although representation of the nonadiabatic correction by pseudopotentials has been studied previously (see [9, 11, 12] and references therein), we have rigorously derived new expressions for W , W ⊥ , and δE na functions of the internuclear distance, which give nonadiabatic corrections with O(m e /µ n ) accuracy. Moreover, we have performed explicit numerical calculations for the simplest example of H 2 molecule in order to verify the obtained perturbative formulae. All the electronic matrix elements with differentiation of the wave function over the internuclear distance were rewritten in a convenient form involving differentiation of the Coulomb potential. Such an approach enables achieving much higher numerical precision even for the well known adiabatic correction. The final accuracy of all three nonadiabatic functions is limited only by the neglected higher order terms, namely O(m e /µ n ) relative to the leading order, and results for rovibrational levels agree within this uncertainty with former results of Wolniewicz [15] . Having accurate nonrelativistic energies one can include relativistic and QED corrections, which become significant for the states close to the dissociation threshold. Relativistic corrections for the electronic ground state of H 2 are known accurately for a wide range of internuclear distances [23] . Their large R asymptotics, including QED corrections, is presently investigated by the Jeziorski group [24] . Combining all the knowledge together would enable achieving at least an order of magnitude increase in the precision of theoretical prediction for all molecular states of H 2 .
Analogous calculations can be performed for D 2 and HD molecules. It is worth noting, that in the former case there is no need to recompute the pseudopotentials and only a proper rescaling due to different reduced masses is required. The calculations on the latter system, due to difference in mass of the proton and deuteron, would involve additional correction to δE na coming from the last term of Eq. (5). While this perturbative approach can be further extended to larger diatomic molecules, it would be more challenging to investigate three-atomic molecules such as H + 3 -a system of great astrophysical interest. We expect no principal difficulties in such calculations except for much more increased demands in computer resources needed to perform optimization of pertinent wave functions. 
