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Abstract
Nowadays, the massive increment in applications running on a computer and
excessive in network services forces to take convenient security policies into an
account. Many methods of intrusion detection proposed to provide security in a
computer system and network using data mining methods. These methods comprise
of the outlier, unsupervised and supervised methods. As we know, each data
mining method is not able to find different types of attacks. So, for removing
this vulnerability, we are using Multi-Stage Intrusion Detection Method that
containing outlier, unsupervised and supervised detection approaches for improving
the performance and detection accuracy by reducing the false alarms for detection
of known and unknown attacks. We have used NSL-KDD, KDD Corrected and
GureKDD dataset in our experiment.
We have compared our proposed outlier method GBBK+ with GBBK
method and our method gives the same result with the less time complexity.
The Unsupervised classification algorithm k − point performing the unnecessary
comparison of objects iteratively by reducing number of attributes every time up to
the threshold that is improved and named as k− point+. Empirically, the proposed
scheme compared with existing methods, and the results shows that the proposed
method outperform in term of time complexity and detection accuracy.
Keywords: GBBK+, k − point+, Multi-Stage Intrusion Detection System, outlier
detection, SVM;
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Chapter 1
Introduction
Nowadays, the massive increment in applications usingona computer and excessive
in a network services forces to take convenient security policies into an account.
Security in the field of the computer is necessary because of its virtual environment.
Attacks or intrusions come with a computer security by compromising at least one
of the goal of security that are confidentiality, integrity and availability on data [1].
Intrusion Detection System is the methodology of observing the occasions happening
in a computer system or a network. Indications of violations of computer security
approaches or standard security policies are analyzed. An IDS is a software that
automatically starts the intrusion detection process [2]. Host-based IDS is used to
monitors the host and its objective is to detect the malicious activity on that host
only by performed local analysis. Network-based IDS operates on network data flow
for a segment of the network. It monitors the network to detecting malicious activity.
Many of the times, people don′t know that there is a distinction between misuse and
intrusion detection. Intrusion detection is referred as the malicious activity from the
outside whereas misuse is referred as the malicious activity comes from inside only.
1
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1.1 Techniques of IDS
The most popular IDS techniques are pattern-matching based detection,
anomaly-based detection and stateful protocol analysis.
1.1.1 Signature-Based Detection
Pattern-matching Based Detection is the method of checking the stored strings or
patterns, which represents a known attack against the string that are observed.
This method is simple and using string matching. The current packet details entry
is matched to a list of stored patterns. It usually not gives false alarms because
of predefined rules. But, it is unable to find the new attacks pattern and modified
existing patterns. For example, if the existing pattern is ”connect proxy” which is
stored in the rule set, but by changing slightly as ”proxy connect” the detection
mechanism unable to detect it. Snort is an example of pattern-matching NIDS that
can recognize old attacks.
1.1.2 Anomaly-Based Detection
Anomaly Based Detection is the process of examine system activities that created
as normal activities against the events that are observed to identify deviations.
For example, the normal activity includes web activity usually in day hours. The
primary advantage of this method is that it is effective to find new attacks that
occur first time. An initial profile that are supposed to be normal is generated. A
dynamic profile, on the other hand, regularly gets updated with additional events.
Because of the inherent dynamic behavior of networks and systems, static profiles
are not suitable as they get outdated soon. Dynamic profiles do not suffer from this
deficiency. This method has the problem of false positives. They often treat benign
activity may raise an alarm.
2
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1.1.3 Stateful Protocol Analysis
Stateful Protocol Analysis Method is preparing the log activity that supposed to be
accepted by each protocol separately and comparing each observed events against
them. This analysis is based on vendor developed profiles whereas anomaly-based
detection uses host or network dependent profiles.
1.2 Types of Intruder
Intruders are different types in the organization:
(a) Masqueraders : Masqueraders are outsiders from the corporation, and they
do not have the authority to use the systems. These type of intruders pass
through the system security by accounts of the legitimate user.
(b) Misfeasors : Misfeasors are insiders who are having authority to use the
systems and try to access services that are not granted to them or sometimes
it is granted but misuse their privileges.
(c) Clandestine : Clandestine users may be insiders or outsiders. These intruders
are the individuals who are having a supervisory control to evade security
mechanisms such as access control and audit control.
1.3 Classification Methods
Data mining is a process of extracting knowledge or valid data from dataset. There
are many difficulties in the database such as redundant data, missing data, not a
specific value of attribute and outliers. Taking into account the machine learning
techniques, anomaly-based approach can be arranged in two unique classifications
unsupervised and supervised.
3
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1.3.1 Unsupervised anomaly detection
Unsupervised anomaly detection is having a good idea of taking the unlabeled data
and on the basis of characteristics, the class label is predict for each object. Because
of this property, there is no need of labeled training data. This method is effective for
finding new attacks without having any previous knowledge about dataset. But it
causes to the false identification as the malicious activity is not significantly changes
from normal activity to differentiate.
There are two approaches of unsupervised to detect anomalies- outlier based
classification and clustering.
Clustering Based Method
Clustering is a technique used to grouping the data objects based on their similar
characteristics. The data objects belongs to the cluster having high similarity
whereas the data objects that comes under different clusters having the high
dissimilarity. The Clustering method works on unlabeled data. After cluster
formation, the objects from one cluster possesses the same property, and dissimilar
to other objects from other clusters. To distinguish the label of the object of a
cluster is equal with the label of the cluster.
Many of the times assumptions comes into consideration that the number
of normal objects is outstanding than malicious objects. So, according to this
assumption, the larger cluster belongs to the normal class and smaller cluster belongs
to malicious class. But, This is not true always. For example, in case of DDOS
attack, the larger cluster belong to attack class which violates the assumption
which motivates us to use a supervised technique to label the clusters generated
by unsupervised techniques.
4
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Outlier Detection Based Method
Outliers are values of a variable that statistical properties are not matched with
the other values. They can severely affect the result of predictive analysis.
Depending upon the requirement of the application, outliers are of particular
interest. Sometimes the presence of outliers adversely affect the conclusion so need
to be eliminated. Sometimes these outliers become the center of interest that are
containing important information about the abnormal behavior of a system.
There are many data mining techniques minimizing the influence of outliers
or eliminating them. Sometimes the consequence are loss of important hidden
information since one person′s noise could be another person′s signal.
The application of Outlier detection includes intrusion detection system,
identification of new diseases, financial applications and Credit card fraud detection
where outliers may indicate fraudulent activity. By extracting the most relevant
features of network traces, packet flow data and packet header information, we can
find the outlier or anomaly behavior of an activity.
An intrusion can be detected by finding the data points using the outlier
detection, whose features are distinctly different from the rest of the data. Sometimes
outliers be individuals or sometimes groups of objects representing the behavior
that is outside the range of what is considered normal. According to the clustering
algorithm, outliers are objects that are not exist in clusters of the dataset usually
called noise.
The challenge in outlier detection in intrusion detection is to handle the large
amount of data of mixed-type that is categorical and numerical data. Therefore, the
outlier algorithm should be scalable to apply on a large volume of dataset. If we
visualize the outlier result of a dataset using a scatter plot, then they are far away
from the normal data points. As a result, outlier detection also known as anomaly
or deviation analysis.
Outliers detection are the discovery of unexpected behavior and removal or
detection of outliers help in avoiding conclusion. Most of the time outlier
5
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detection takes first place such as outliers may be generated due to rarely typical
events showing entirely different characteristics, deliberate actions, measurement
impairment and intentionally actions, etc.
There are various methods in the literature of detecting outliers.
(a) Distance based :
In this method, we are counting the number of objects covered in a limited
range (threshold) from a point q. If this count is more than a predefined
set value of number of objects, then q is considered as normal and otherwise
outlier.
(b) Density-based :
In this method, we are measure density of a point q by finding the average
density of its neighboring objects. Local outliers will find based on the local
density of the points, and it depends on its K nearest neighbor points. This
score assigned to every point, and it is called Local Outlier Factor (LOF).
Points that are having larger LOF will be considered as outliers. But this
method is not working properly in sparse dataset.
(c) Nearest neighbor based :
In this method firstly finding the distance from each point p to every other
point q, perform sorting on distance in increasing order, first k points are
termed as K nearest neighbor for that point p. Some of the points are not
coming in the nearest neighbor of any point, so these are classified as outliers
and other than that are normal.
The part of thesis is on nearest neighbor based detection of outliers. It is
showing that by using this method we can find outliers in dense as well as sparse
dataset that cannot be possible by using density based outlier detection.Supervised
anomaly detection is the machine learning task that created normal behavior model
from purely normal training data. The training data comprises of a set of training
6
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examples. All these examples are consisting pairs of input record and related desired
output value of that record. So this training dataset is used for classifying new data
or new connections. By given the object, if it will not produce the desired output
then the system generates an alarm. In a real world, it′s not easy to get purely
normal dataset. it′s a very time-consuming process to acquire each object to classify
manually and label them as normal or malicious.
1.3.2 Supervised anomaly detection
Supervised anomaly detection is the machine learning task which takes training
data to learn the model. The training data comprises of a set of training examples.
All these examples are consisting pairs of input record and related desired output
value of that record. So, this training dataset is used for classifying new data with
unknown label. Practically, it′s not easy to get purely normal dataset. This is a
very time-consuming process to acquire each object to classifying manually and label
them as normal or malicious.
In real time situations, the attacks can be known or unknown yet. The
effective approach for unknown attacks is anomaly-based approach rather than
signature-based approach. The critical problem in supervised anomaly-based
detection is gathering the purely labeled training dataset. This issue is improved
in unsupervised anomaly-based detection and finding novel attacks without any
knowledge of labeled training data. For better performance, the unsupervised and
supervised anomaly detection approach in a sequence is used to detect each type of
intrusions.
1.4 Motivation
The motivation is to develop an efficient model that gives high performance for
known, and unknown attacks. The detection effectiveness and accuracy of a single
detection approach is normally not good comparatively to the combination of more
7
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than one approach which motivated us to implement a multi-stage detection method.
1.5 Contribution
Contribution in our thesis is given below:
(a) An enhanced unsupervised Outlier detection algorithm GBBK+ based on
GBBK algorithm in [3].
(b) An enhanced unsupervised classification algorithm k − point+ based on the
k − point algorithm in [3].
(c) A hybrid multi-stage classifier is having better performance in all classes
categorization based on outlier detection, unsupervised and supervised
algorithm.
1.6 Thesis Organization
The overall thesis is organized into five chapters including the introduction.
Chapter 2 presents the Related work about outlier-detection, unsupervised,
supervised and multi-stage detection approach.
Chapter 3 presents the Our multi-stage approach overview comprising problem
formulation given in Section 3.1 and Architecture given in section 3.2.
Chapter 4 deals with the outlier-detection approach.
Chapter 5 deals with the unsupervised classifier.
8
Chapter 1 Introduction
Chapter 6 deals with the supervised classifier.
Chapter 7 Result for NSL-KDD, KDD Corrected and GureKDD dataset.
Chapter 8 presents the concluding remarks with scope for future research work.
9
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Related Work
The main categorization of classes in any standard intrusion dataset is divided as in
Table 2.1. Out of these classes DOS, R2L (Remote to local), U2R (User to root) and
Probe are the main attack categories and normal class containing the non-malicious
connections [4].
• Literature review on Outlier Detection Method
• Literature review on Unsupervised Based Detection
• Literature review on Supervised Based Detection
• Literature review on Multi Stage Based Detection
2.1 Literature review on Outlier Detection
Method
Recently, a few studies have been conducted on outlier detection for small as well
as large datasets.
Distance based outlier detection method initialized by the Knorr and Ang [5].
According to them an object q is being an outlier if at most p objects are covered in
10
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Table 2.1: Categories of class distribution
Category Definition
Normal This is the data in dataset that not having any malicious activity.
DoS
Denial of service attacks or distributed denial of service (DDoS)
attacks are the attempts done by an attacker to make services
unavailable for valid users.
E.g. smurf, land and pod.
R2L
Intruder gains unauthorized access from a remote machine to the
victim machine. These type of intruders are known as masqueraders.
E.g. phf, imap and spy.
U2R
Intruder is already having an authority to use the system and tries
use services that are not granted to that user. These type of
intruder are known as misfeasor.
E.g. rootkit and loadmodule.
Probe
An attacker is attempting access to a computer system and its files
from a weak point of the target host.
E.g. satan and nmap.
distance d of q. This method gives better performance than depth-based method but
highly depend on number of dimensions. Further, Ramaswamy et al. [6], extended
the distance-based outliers by using the DK and providing the rank to outliers,
where DK (q) represent the distance of the k-nearest neighbor of q. Top-n points
with maximum DK considered as outliers, but it is still distance-based.
Some clustering algorithm such as DBSCAN, CURE, and BIRCH can manage
outliers as an extent to do not interfere in clustering process [7]. Ranking the priority
of outliers by using these algorithms is not possible.
Density Based outlier detection method was initialized by Breunig et al. [8].
According to this method, we are finding the local outlier factor (LOF) value for
11
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each data and this value relies on the density of its neighborhood. This LOF value
can be used to rank the points regarding their outlier ness.
Casas et al. [9] introduced a UNADA (Unsupervised network anomaly detection
algorithm) for malicious traffic. The authors proposed a cluster-based method based
on a subspace density clustering technique that detect the outlier in multiple low
dimension space. The result came from all multiple clustering is combined to produce
ranking outliers of traffic flow.
Aggarwal and Yu [10] introduced a novel techniques for outlier detection that is
suitable for low as well as high dimensional datasets. In this method first finding
locally sparse lower dimensional projections. As it is locally sparse so by brute force
method, cannot be searched possibly because number of combinations are so large.
In the distance-based outlier detection, dimensionality is a curse, and this technique
removes this difficulty. This implementation almost works as a brute force method
in related to finding projections with very negative coefficients, but the cost is lower
than the previous methods.
Williams et al. [11], proposed RNN (replicator neural networks) for outlier
detection. This method for outlier detection is compared with other methods on
data mining datasets that are typically larger and real datasets. It is satisfactory to
small as well as large datasets. RNN performed much better on the KDD intrusion
datasets.
There are some other methods like Nearest Neighbor factor [12] that relies on
nearest neighbor scheme. In this method by finding the average KNN distance for
all points in the datasets, it will measure nearest neighbor factor for all points by
taking into consideration previously estimated KNN and the average KNN distance.
NDoT by the voting mechanism measured outlier ness of each point in the dataset
and finally compared with the threshold. The points that are having factor value
more than the threshold comes into the outlier list.
Prasanta et al. [3] proposed GBBK method to find outliers on the basis of
k-nearest neighbor. To find K nearest neighbors, the author used the quick sort
12
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that increases the time complexity of this method. Clusters created a group of
similar values and having intra similarity within cluster and dissimilarity between
different clusters. UNADA (Unsupervised Network Anomaly Detection algorithm)
using sub-space outliers ranking published by Cases et al. [5]. By using sub-space
density, novel clustering have been used by it to the purpose of finding different
outliers and different clusters in multiple low-dimensionality space.
Other clustering algorithm like BIRCH, CURE and DBSCAN can find outliers
without the help of clustering process [13] but outliers ranking cannot be done by
these algorithms.
2.2 Literature review on Unsupervised Based
Detection
Many methods have been proposed for unsupervised anomaly-based detection. A
method for NIDS presented by Kingsly et al. [14]. The grid-based method used
in this algorithm based on subspace clustering. All clustering performed on grid
structure, and this structure is divided the space into many finite small cells.
An extended BIRCH [15] have been proposed by Burbeck and Nadjm in [16].
ADWICE (Anomaly detection with Real-Time Incremental Clustering) is developed
for increasing scalability, fast and adaptive anomaly detection.
2.3 Literature review on Supervised Based
Detection
Several times a study have been conducted on supervised anomaly detection. Audit
Data Analysis and Mining(ADAM) based [17] on online NIDS. ADAM uses a data
mining methods such as association rules. It uses previously trained labeled data
to classify upcoming connections as an already known attack, and novel attacks. It
13
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contains two phase i.e training and online phase. In the training phase, the model is
trained by attack-free data, and it gives the output as rules based profiles of normal
activity. After that, this profile is given to another model as an input and training
data whose containing malicious data is also inserted in it, and the result comes
out the all suspicious activity. So, the malicious data is labeled as attacks and the
labeled data is given as an input to a classifier to train it. In the online phase, the
test data is given to the system, and this data is detected malicious activity based on
previously created rule-based profiles. The detected malicious activity is categorized
as a known and unknown attack, and false alarm. ADAM consisted three modules:
the first module is preprocessing engine and this module extracting information from
the header of TCP/IP packet of each connection established. The second module
is engine mining that applied two-phase association rules that discussed above to
connections, and the third module is classification engine that classify test data as
malicious and non-malicious.
2.4 Literature review on Multi Stage Based
Detection
A number of multi-stage IDS have been proposed by different authors to remove
intrusions from dataset as much as possible by combining different approaches of
data mining, neural network, machine learning, etc. The hybrid IDS introduced
by Aydyn et al. in [18] generated by combining two approaches: packet header
anomaly detection and network traffic anomaly detection. The paper proposed
by Zhang et al. [19] using random forest algorithm comprises rule-based detection
and anomaly-based detection. The hybrid intrusion detection proposed by Hwang
et al. [20] combines the features of the low false positive rate of misuse based
IDS and the anomaly-based detection for the unknown type of attacks. Ozgur
Depren et al. [21] proposed an intelligent IDS that having architecture by utilizing
the features of anomaly detection method and signature detection method with a
14
Chapter 2 Related Work
decision support system that combining the outcome of both the modules. The
hybrid intrusion detection model proposed by Pan et al. [22] combined neural
network techniques for classification ability and C4.5 algorithm to find attacks.
Multiple-level tree classifier used as IDS rely on different properties of particular
intrusion category proposed by Xiang et al. [23].
Table 2.2 describes comparison of existing IDS with criteria such as detection
nature (real time or non-real time), detection type (Network based or Host based)
and attacks handled (KDDCUP99, DARPA98 etc.) and analysis approach.
15
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Chapter 3
Multi Stage Approach Overview
In this chapter, first establishes the problem statement and then architecture shows
the solution of the problem.
3.1 Problem Establishment
The detection accuracy and performance of a single stage classifier is not uniformly
good for each class distribution. A single detection approach may not provide better
accuracy and reduce the cost of the model, so, the appropriate combination of the
multiple classifiers for each type of class distribution in a dataset possibly gives the
high accurate result.
The problem formation:
Classifiers are given as M1,M2, . . . ,MK and dataset is D with N classes of
distribution. The Multi-Stage IDS objective is to arrange these classifiers Mi
effectively to give best classification performance for all classes.
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3.2 Architecture
In Fig. 3.1, our Multi-Stage IDS that gives high performance and better accurate
result to network attacks. The implementation of Multi-Stage IDS containing three
stages for detection of attack: an outlier based detection method, an unsupervised
detection method and supervised detection method.
Figure 3.1: Architecture of IDS
The sequence of the classifier at a particular stage depend on the dataset and
accuracy of each classifier for different attack categories. In Fig. 3.1, the first stage of
architecture categorizes the dataset into two groups i.e. normal and outlier. Outlier
detection classifier removes the outliers from the dataset and rest unclassified dataset
is given as input to the second stage. This outlier detection is described in Chapter 4
thoroughly. The objective of this stage is to remove outliers and make the dataset
more consistent. The second stage is unsupervised based detection classifier, and
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k − point+ algorithm is used to form clusters. This stage made the set of clusters
based on characteristics of the data distribution. The output of this stage is set of k
cluster with an uncategorized cluster which contains the data that not belongs to the
k cluster. This second stage is described in Chapter 5 in detail. The third stage is
supervised classifier, and it classified the dataset finally into normal or attack class.
It takes one random object from each cluster and if the random object is classified
as attack then the whole cluster is labeled as an attack otherwise labeled as normal.
But we have to take each and every object from unclustered data to label these
object separately. This third stage is described in Chapter 6 in brief manner.
The main task is to reduce high dimension set of data to set of the clusters. The
supervised stage is capable of classifying the cluster label by taking one instance
from the cluster. No need to classify each objects of the cluster. As a result, the
detection process is faster and capable to classify the instances more accurately.
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Outlier Detection
The input for this stage is dataset of network connections shown in Fig. 4.1. On the
dataset, first we have performed data preprocessing like missing values using [39].
Outliers are separated from the dataset so that output of this stage contains a
separate set of outliers that will remove from the dataset and set of connections that
are free from outliers will use in next stage for further processing.
Figure 4.1: Outlier Detection Process
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We have developed an outlier detection algorithm that depends on k-nearest
neighborhood value [3]. We have calculated Reverse Neighbor Outlier Factor
(RNOFk) by finding the nearest neighbor (NNk) and reverse nearest neighbor
(RNNk) set of points to identify outliers.
There are different distance measures are discussed in [40] to find the distance
between two objects. In our experiment, we have used Euclidean distance to find
the distance between two arbitrary points. In the dataset D = {P1, P2, . . . , Pn} of n
points where P1, P2, . . . , Pn are the objects of the dataset D. Let to find the distance
between Pi and Pj, which is represented by d (Pi, Pj).
The Nearest Neighbor Set of k points for a point p is the set of k-nearest neighbor
points of p and is denoted by NNk (p) where:
(i) k > 0
(ii) p will not come in NNk (p)
(iii) d(q, p) < d(q′, p) where q and q′ are kth and (k + 1)th nearest neighbors of p,
respectively.
The Reverse Nearest Neighbor Set of k points for a point p is the set of points that
containing p in their NNk and is denoted by RNNk (p) where:
RNNK(p) = {q  D | p  NNk(q) , p 6= q} (4.1)
We have taken RNNK into account in Equation 4.1, because by using this term
we are getting the strength of the link between each point to every other point.
So finally we are calculating the Reverse Neighbor Outlier Factor of that object
by taking their Reverse Nearest Neighbor Value. RNOFk is the ratio of number of
remaining points by removing the points of RNNk to the number of dataset points.
RNOFK(P ) =
|D| − |RNNK List.RNNK(P )| − 1
|D| − 1 (4.2)
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In Equation 4.2, we are subtracting one from numerator and denominator both
to exclude that object for which point calculation is going on.
|D| is denoted the number of points in dataset.
In our algorithm, we are using 3 Lists:
(a) NNk List: This is the first phase of our algorithm and every object must
goes through this step. After finding the nearest neighbor of k points for every
point one by one, place these value into NNk List. The number of points in
NNk (p) always k and number of points are same that is k in every NNk value.
This List is the matrix of |D| × k.
(b) RNNk List: This is the second phase of our algorithm and every object must
goes through this step also. For finding the RNNk value for each point, we
have to scan the whole NNk List. After making a set of RNNk place these
values of all points in RNNk List. The number of points in RNNk (p) ranging
from 0 to |D|-1 and number of points are different in every RNNk value. This
List is the matrix of |D| × ( range from 0 to |D| − 1 ).
(c) RNOFK List: This is the final phase of our algorithm, and it depends on
the RNNk List. In this phase, we are taking a threshold value that depends
on the number of objects or points in the dataset, and we will compare this
threshold value with RNOFk value of each point. All RNOFk value are placed
into RNOFk List, and it is the matrix of |D| × 1.
4.1 Methodology
In Figure 4.2, a dataset is given by 6 points {A, B, C, D, E, F} and neighborhood
size k=3.
First Phase:
NNk (A) = {C, D, E},
NNk (B) = {A, C, F},
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Figure 4.2: Example of Dataset Points
NNk (C) = {B, E, F},
NNk (D) = {C, D, E},
NNk (E) = {C, E, F},
NNk (F) = {C, D, E},
Second Phase:
RNNk (A) = {B},
RNNk (B) = {C},
RNNk (C) = {A, B, D, E, F},
RNNk (D) = {A, E, F},
RNNk (E) = {A, C, D, F},
RNNk (F) = {B, C, D, E},
The number of objects of NNk and RNNk for k=3 as follows:
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|NNk(A)| = 3, |RNNk(A)| = 1,
|NNk(B)| = 3, |RNNk(B)| = 1,
|NNk(C)| = 3, |RNNk(C)| = 5,
|NNk(D)| = 3, |RNNk(D)| = 3,
|NNk(E)| = 3, |RNNk(E)| = 4,
|NNk(F )| = 3, |RNNk(F )| = 4,
Third Phase:
RNOFK(A) = (6−1−1
6−1 ) = 0.80
RNOFK(B) = (6−1−1
6−1 ) = 0.80
RNOFK(C) = (6−5−1
6−1 ) = 0.0
RNOFK(D) = (6−3−1
6−1 ) = 0.40
RNOFK(E) = (6−4−1
6−1 ) = 0.20
RNOFK(F ) = (6−4−1
6−1 ) = 0.20
Threshold always has a range from 10 to 20 percent of the dataset so accordingly
for this dataset threshold (T) = 0.80 Then Outliers are A and B.
4.2 Proposed Algorithm
Our Algorithm contains three functions named as FindNNk (D, k) , FindRNNk (D,
NNk List) and FindRNOFk (D, RNNk List).
The function FindNNk (D, k) making the distance matrix for all points using
Euclidean distance then perform extraction of k shortest distances.
The function FindRNNk (D, NNk List) searches in the output of the first phase
that which points are connected bidirectionally in a neighborhood way.
The function FindRNOFk (D, RNNk List) computes the outlier ness of each
point and on the basis of them we are finding outliers in the dataset.
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Algorithm 1 GBBK+ Algorithm
Input:
Dataset D,
Threshold T,
Nearest Neighbor k,
Object p.
Process:
function FindNNk(D,K)
while |D| 6= 0 do
∀q where p , q  D AND p 6= q ,
Calculate distance from p to q and stores into Dist.
end while
for i← 1 to k do
∀q where q  D , Extract Min Update(i) on Dist(p) and placed in NNk(p).
end for
∀p , NNk(p) into NNk List.
end function
function FindRNNk(D,NNk List)
while |D| 6= NULL do
∀q where p 6= q AND p  NNk List.NNk(q) AND q  D ,
Add q to RNNK (P) that insert into RNNk List.
end while
end function
function FindRNOFk(D,RNNk List)
Compute ∀p  D , RNOFK (P)= |D|−|RNNK List.RNNK(P )|−1|D|−1
And add to the list RNOFk List.
end function
∀S  RNOFk List ,
if S ≥ T then
Add S to O;
end if
Output: Outlier List O
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4.3 Simulation
We have simulated the algorithm using Matlab. Missing values and redundancy
records are handled using [39]. The proposed algorithm used to find the outlier
present in the dataset. As per the class label, the dataset is divided into number
of subsets. The Final output of the algorithm can be obtained by combining the
indexes of outliers calculated individually.
4.4 Complexity Analysis
The proposed algorithm consists with three functions namely FindNNk(),
FindRNNk() and FindRNOFk(). We can find the time complexity of FindNNk()
function by considering the distance among n objects and extract k-shortest distance.
As a result, the O(n+n) is the complexity of this function. The time complexity of
FindRNNK() function is obtained by searching among n×k objects. For n object its
complexity is O(n×k×n). The Function FindRNOFk() had complexity O(n). Thus
the time complexity of the proposed algorithm is O(n+n+(n×k×n)+n) = O(n2).
However our algorithm and previous algorithm complexity are asymptotically equal
but for a very large value of n our algorithm will give the better performance.
4.5 Performance Analysis
As per the literature, the outlier distribution lies in between 10 to 20 percentage
of the dataset. The number of outliers relies on the threshold value T. In this
experiment, and we have set the value of T as 0.99. The number of outliers inversely
proportional to the threshold value T as given in Equation 4.3.
No. Of Outlier α
1
T
(4.3)
To evaluate the performance of proposed outlier detection algorithm, we have
implemented the SVM-based predictive model by applied the dataset before and
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after removal of the outlier. We train and test the model using these two version of
datasets. The Table 4.1 describes the confusion matrix of the model before removal
of the outlier, and the Table 4.2 is the confusion matrix of the model after removal
of the outlier.
Table 4.1: Confusion matrix of original Dataset before removal of outlier using SVM.
11734 9 99.16%
99 13350 99.92%
99.92% 99.27% 99.5713%
The model classified 25084 instances correctly out of 25192 instances in NSLKDD
Train20 dataset. After removing the outliers, the number of instances reduced to
24634 out of which 24530 instances are accurately classified.
Table 4.2: Confusion matrix of original Dataset after removal of outlier using SVM.
11475 9 99.17%
95 13055 99.92%
99.91% 99.27% 99.5778%
The True Positive (1st cell), False Negative (2nd), Precision (3rd), False Positive
(4th), True Negative (5th), Negative Predicted Value (6th), Sensitivity (7th),
specificity (8th), and Accuracy (9th ), are illustrated in the Table 4.1 and 4.2. The
accuracy of the model without outlier is more in compare to the accuracy of the
model with the outlier. In other words, the training error of the model without
outlier is less. Therefore, the model is more efficient on the data without outlier in
compare to the data with the outlier. To avoid model biasing and over-fitting the
dataset should be outlier free.
To measure the computation time between GBBK and proposed method
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GBBK+, we have executed 7500 instances with 500 intervals. The execution of
number of instances presented in X-axis as given Figure 4.3. The Y-axis contains
the estimated time in seconds to complete the execution of the algorithms. This
graph in Figure 4.3 shows that as the number of instances increases, the time taken
by GBBK is also increasing rapidly compared to proposed method. So for the larger
number of instances, GBBK+ takes less time in compared to GBBK algorithm.
Figure 4.3: Comparison of execution time between GBBK and proposed method
GBBK+
The Receiver Operating Characteristic (ROC) describes the performance of the
classification system. The Figure 4.4, illustrates the ROC of NSLKDD dataset on
SVM. In X-axis, the False Positive Rate (FPR) and Y-axis True Positive Rate (TPR)
is given. ROC curve is a plot of TPR against FPR. The Figure 4.5, is the ROC
of NSLKDD Train dataset without the outlier. Its performance is slightly more in
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compare to the Figure 4.4.
Figure 4.4: ROC before removal of outlier
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Figure 4.5: ROC after removal of outlier
4.6 Summary
Our proposed algorithm based on K-Nearest Neighbor Outlier detection algorithm
that works on neighborhood property by taking distance from both the points to
know the interest of each other. We have found the outlier score of an object
by measuring Reverse Neighbor Outlier Factor. Our proposed algorithm and its
experimental result shows that in consideration of time, it performs better than
previous methods. Real-Time data most of the time so large and time is very crucial
nowadays. As a result, the objective of the proposed algorithm is to find outliers
from a large dataset with least computational time.
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Unsupervised Based Detection
The input for this stage is outlier free dataset of network connections shown in
Fig. 5.1. The objective of this stage is creating a set of cluster based on the similarity
measure. The output of this stage is (k+1) clusters in which (k + 1)th cluster
contains the uncategorized objects and in others k clusters, each cluster having
same properties.
The unsupervised classification algorithm k − point presented in [3] performing
the unnecessary comparison of objects iteratively by reducing number of attributes
every time up to the threshold (minimum attribute). One more limitation is that is
the largest cluster labeled as normal data but it is not always true. For example,
in DOS attack, the larger cluster belong to the malicious class rather than normal.
So, these two limitations have been rectified in proposed algorithm and named as
k − point+.
The proposed algorithm is taken unlabeled data and create a list of clusters, as
per inherent statistical property in the data. The k random objects have been chosen
from the dataset and all the objects are clustered around these k random objects
based on similarity function find sim() that creates finally (k+1) clusters from the
whole unlabeled dataset.
find sim(x, y) = distance(x, y) (5.1)
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Figure 5.1: Unsupervised Classification Process
The dataset contains N number of objects {O1, O2, . . . , ON} and each object
have M number of attributes {A1, A2, . . . , AM}. Each attribute Ai has finite domain
{S1, S2, . . . , SM}. The object Oi is defined as {V1, V2, . . . , VM} where V1 is the value
in domain S1 of attribute A1, and V2 is the value in domain S2 of attribute A2 and
so on. The idea is more clear by example in Table 5.1.
5.1 Methodology
In Table 5.1, we have taken a dataset that contains 15 objects
{O1, O2, O3, O4, O5, O6, O7, O8, O9, O10, O11, O12, O13, O14, O15}
with 10 attributes named as {A1, A2, A3, A4, A5, A6, A7, A8, A9, A10} and
domain for attributes are given in Table 5.2 as follows:
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Table 5.1: Example of Dataset
Object No. /
Attribute No.
M1 M2 M3 M4 M5 M6 M7 M8 M9 M10
O1 1 1 3 5 1 2 5 3 1 3
O2 2 2 1 4 2 3 4 5 1 4
O3 3 2 3 1 3 1 2 6 2 5
O4 2 1 2 2 1 2 3 4 1 7
O5 3 2 2 2 3 3 1 2 2 2
O6 2 1 1 1 1 1 3 1 2 1
O7 3 2 2 3 1 3 1 6 1 2
O8 1 1 1 1 3 1 2 6 2 3
O9 3 2 2 3 2 1 2 2 1 6
O10 2 2 1 2 2 3 1 1 4 4
O11 3 2 2 4 3 2 1 3 4 1
O12 3 1 1 5 1 2 1 3 2 3
O13 2 1 1 4 1 3 2 4 3 5
O14 1 1 3 5 3 1 1 5 4 7
O15 2 2 3 5 2 1 2 6 3 7
we have selected the value of k = 4. Hence, 4 clusters {C1, C2, C3, C4}
are formed with satisfying the condition min att = M
3
. In table 5.3, all 4 clusters
with the object numbers is formed. Here, Rank shows the stability of the object
in that cluster and No. Of Attribute shows the similar attributes of the cluster and
object. But here one more cluster has been made that is C0 that contains those
Uncategorized objects that not comes in any cluster {C1, C2, C3, C4} and formed
in single cluster C0.
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Table 5.2: Domain Table
Domain Name Values of Domain
S1 1, 2, 3
S2 1, 2
S3 1, 2, 3
S4 1, 2, 3, 4, 5
S5 1, 2, 3
S6 1, 2, 3
S7 1, 2, 3, 4, 5
S8 1, 2, 3, 4, 5, 6
S9 1, 2, 3, 4
S10 1, 2, 3, 4, 5, 6, 7
5.2 Proposed k − point+ Algorithm
Initially, the algorithm not contains any cluster. Select k unique objects randomly
from the dataset where k is the number of clusters to be form. All the objects
Oi read from the dataset sequentially and compare with existing k clusters. If
it is matched with any cluster based on similarity measure without violating the
predefined threshold value of min att (minimum number of attribute must match to
insert in that cluster which may vary dataset to dataset) then assign the object to
that cluster.
The objects that not satisfied the similarity condition as per the threshold min att
with any cluster, assign those in the uncategorized cluster. The output of this
algorithm is a list of clusters and every cluster grouped all similar objects with the
similarity measure. Some of the objects are uncategorized as per the threshold value.
Total k+1 clusters are formed, where k is predefined and one additional cluster due
to the instances that are not satisfied the given similarity condition.
find sim ( ) function given in Equation 5.1, find similarity by comparing the
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Algorithm 2 k − point+ Algorithm
Input:
Dataset D that containing N objects with M attributes,
D′ = Unique records in dataset D ,
K = No. of instances randomly selected from D′ ,
min att = M
3
(depend upon the values in Dataset).
Process:
while |D| 6= NULL do
Select an object O from D.
for r ← 1 to k do
sim mat = find sim (O, r)
end for
∀i , select such ki which has maximum similarity in sim mat, and store the
score V along with its cluster index I.
if V ≥ min att then
Rank [O] = V
M
Cluster index = I
else
Rank [O] = V
M
Cluster index = 0 (Uncategorized Cluster)
end if
end while
Output: A list of (k+1) clusters in which (k + 1)th cluster contains uncategorized
objects.
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Table 5.3: Clusters List
Cluster Index Object List Rank No. Of Attribute
C1
O2 0.6 6
O10 1 10
C2
O4 0.4 4
O6 1 10
O8 0.5 5
O13 0.4 4
C3
O1 0.6 6
O12 1 10
C4
O3 0.4 4
O5 1 10
O7 0.6 6
O9 0.4 4
O11 0.5 5
C0
O14 0.3 3
O15 0.3 3
values of the attributes present in r and O. it returns 0 if the values are equal,
otherwise returns a non-zero value. For numeric attributes, it simply subtracts one
value to other, and for categorical attributes it subtracts as per their ASCII values.
The find sim ( ) returns the similarity score in the form of zero and non-zero values
and stores it into sim mat. Select an instance among k records and returns its
similarity score V and index I.
V is compared with the threshold min att. If satisfied then the rank ( V
M
) and
the cluster index I is assigned to that object. The rank gives the stability of the
object in that cluster. Otherwise, the objects belong to the Uncategorized cluster
with index 0. Finally, the algorithm returns k+1 clusters.
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5.3 Simulation
The algorithm 2 is implemented in Matlab 2015a with the system configured as Intel
i7 CPU with 3.4 GHZ, 14GB RAM and Windows 8.1 64 bit Operating System. Three
datasets are used as input which are described in Chapter 7. Data preprocessing is
done as per [39]. The algorithm 2 takes dataset D, k as number random points as
input and generate k+1 number of clusters as output. The first k clusters formed as
per the rank of the similar measure, and the (k + 1)th formed due to the instances
are not satisfied the threshold min att.
5.4 Complexity Analysis
The k − point+ algorithm scan the dataset once only. Every object is compared
with k number of the cluster for M number of attributes. So, the time complexity
is O (NkM) where N is the number of objects in dataset. In the previous algorithm
k− point, the comparison is done by decreasing the number of attributes iteratively
for similarity measure but here we are finding the difference between both the objects
and count the number of 0′s comes. If the count of zeroes is greater than the
threshold min att then we can insert in that cluster. By this way, no need to check
iteratively between two objects and we can do it with only one iteration. As number
of attributes increasing, our algorithm gives better time complexity than previous.
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Supervised Based Detection
In Supervised Classification, Support Vector Machine (SVM) is used for classification
model that trained by labeled training dataset. The output of unsupervised classifier
is a list of k+1 clusters is given as an input to supervised classifier, out of which
first k clusters are labeled by predicting only one random object from whole cluster.
If this random object is classified as an attack, then the entire cluster is labeled
as attack otherwise labeled as normal as shown in Fig. 6.1. But, (k + 1)th cluster
contains uncategorized objects that′s why examine of each object is needed in this
cluster to define the label of each object separately. Hence, number of object input
to the model is k + number of object in (k+1)th cluster. The first’s k predicted label
is assign as the label of k cluster and then assign the cluster label to its individual
object’s class label. After label assignment to all objects, they are categorize as
normal and malicious.The IDS allow the normal connections and drop or alert the
malicious connections to the administrator. The support vector machine works in
two steps shown in Fig. 6.2: online phase and oﬄine phase.
Oﬄine phase also known as training phase. Three datasets (KDD99, NSLKDD,
and GureKDD) we have used in our experiment and all these datasets are first
combined and then cross-validation to train the model. The datasets have the feature
set, and corresponding class label (purely labeled trained datasets) and by using
these labeled datasets SVM-Model is trained.
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Figure 6.1: Supervised Classification Process
The online phase also known as testing phase. In this phase, the model formed
in oﬄine phase is used for prediction. The output of k − point+ algorithm (set of
(k+1) clusters) that containing feature set only and SVM-Based prediction is used
to predict the class label of these feature sets. We have used binary classifier SVM
model that gives the final output in two classes: the normal class that contains
normal network connection and allowed them. The other class is the malicious class
that contains all malicious network connections and blocked them or submit this
report to the administrator.
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Figure 6.2: Oﬄine and Online phase in SVM Model
41
Chapter 7
Result and Implementation
We have used KDDCorrected, NSL-KDD Full and GureKDD dataset. Each dataset
have different classes, and each class have different number of records. The Table 7.1
contains the dataset names horizontally and classes names vertically. The Table 7.1
also contains the number of objects present and outliers detected class-wise as per
the algorithm 1.
Some of the classes are skipped because that are not contains significant number
of values in any dataset and comes in the row of skipped objects. The last row shows
the total records of the dataset and out of which total outliers of that dataset. These
outlier indexes will be removed from the original dataset to further processing by
next stage.
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Result and Implementation
The dataset contains normal and attack network connections. Three dataset
listed below are used in out experiment:
• KDDCup 99: The KDDCup 99 dataset is used for Third KDD tool
Competition held on 1999. It is available in three different versions. The lastest
updated version is kddcorrected dataset. In this experiment, kddcorrected
dataset is used. The Table ?? describes the number of instances, attributes
and available class present in the dataset.
• GureKDD: The team GureKDD follow the same steps followed by the team
KDDCup 99 dataset. The DARPA98 tcpdump files are processed using
Bro IDS and generate the connections and labelled using connection-class
files(tcpdump.list) provided by MIT. This is available in two formats i.e.
GureKDD Full and GureKDD6 percent.In this experiment we have used
GureKDD6 percent dataset. The detail statistical informations is given in
Table ??.
• NSL-KDD: The NSL-KDD dataset is a refined version of KDD 10 percent
and kddcorrected dataset. The author combined the two datasets and applied
data preprocessing techniques. The dataset available in three versions namely
NSLKDD Full, NSLKDD 20 percent and NSLKDD Test dataset. In our
experiment NSLKDD Full dataset is used. The details informations of this
dataset is given in Table ??.
Table 7.2: Intrusion Datasets
Dataset No. of objects No. Features No. objects without Outlier No. of class distribution Release year
KDD Corrected 311029 41 288016 38 1999
NSLKDD 125973 41 108252 23 2005
GKDD 178810 41 164798 28 2007
The K − point+ algorithm formed k+1 number of clusters among which one
instance of each total k number of objects are selected from k clusters and all
instances of (k + 1)th cluster are selected for SVM based supervised model to label
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the clusters as normal or intrusive class. The confusion matrix for the overall
model is given in Table 7.3, Table 7.4, and Table 7.5 for GureKDD, NSL-KDD
and KDDCorrected dataset respectively.
As per the Table 7.3, the True Negative and False Negative value are zero. The
reason behind this is, the Gurekdd dataset is highly imbalanced. Out of 178810
instances 174000 are normal connections and remaining are distributed among
twenty seven class which are misclassified by the model. As a result the accuracy of
the predictive model only depend on the normal instances and ignores the malicious
connections.
Table 7.3: Confusion Matrix of GureKDD dataset
Predicted Class 1 -1
Actual Class
1 161026 0
-1 3772 0
In Table 7.4 the confusion matrix of NSL-KDD dataset is given.
Table 7.4: Confusion Matrix of NSL KDD Full dataset
Predicted Class 1 -1
Actual Class
1 41798 10287
-1 1842 54325
The confusion matrix of KDDCorrected dataset is given in Table 7.5.
Table 7.5: Confusion Matrix of KDD Corrected dataset
Predicted Class 1 -1
Actual Class
1 237258 5088
-1 44181 1489
The overall outcome of the proposed detection approach is given in Table 7.6.
The Performance of a classifier are evaluated as per parameters given in Table 7.6.
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To achieve high classification accuracy, the data distributions should be balanced.
Otherwise, the class which is highly distribution provides major contribution during
model formation and the least class distributions are ignoring by the model during
prediction.
Table 7.6: Accuracy of Datasets
Dataset Accuracy Recall Specificity NPV FPR Precision MCC F Measure
GureKDD 97.711 1 0 0 1 0.9771 0 0.9884
NSL KDD 88.795 0.9672 0.9672 0.84 0.0328 0.9578 0.7840 0.8733
KDD Corrected 82.8937 0.9790 0.0326 0.2264 0.9674 0.8430 0.0284 0.9059
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Conclusions and Future Work
The proposed model shows a multi stage IDS rely on outlier , unsupervised and
supervised detection approach. The GBBK+ algorithm provides better result in
term of time and detection accuracy in comparison to GBBK algorithm. The outlier
detection approach detect and delete the outliers from the dataset.As a result the
next level performs better because the dataset is free from outliers by the first
approach.The outlier detection approach can effectively handle high dimension data
with least computational time.
Our proposed algorithm k−point+ rectified the limitations and disadvantages of
previous k−point algorithm. The empirical result shows that k−point+ outperform
in term of time complexity and detection accuracy than k − point. The proposed
model is capable to detect less frequency attack as well as high frequency attacks of
both known as well as unknown attacks.
In future, we will attempt to make an optimized model that is more effective
in terms of time speed and detection capability of attacks that will develop a
contribution in the study of intrusion detection.
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