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Using the properties of the partition function for a Yang Mills theory we compute simple relations
among the renormalization constants. In the particular case of the background gauge field method
we obtain that the all orders beta function for the gauge coupling constant contains only the first
two orders coefficients different than zero and thus corresponds to the ’t Hooft scheme.
PACS numbers: 11.10.Ef,11.15.Tk
I. INTRODUCTION
One of the most difficult tasks in particle physics calculations is to compute higher order corrections to cross
sections, decay rates or simply quantum correlators. Up to now the beta function for QED has been computed up
to the fifth order whereas for QCD up to the fourth one [1]-[7]. For the standard model the beta function for the
three gauge couplings has been computed in the minimal subtraction scheme at three loops [8]. However there is a
renormalization procedure [9], [10], the ’t Hooft scheme, where the beta function of the gauge coupling constant stops
at two loop.
In [11] we introduced nonperturbative methods for computing an all order correction to the mass of the scalar in
the Φ4 theory whereas in [12] we computed in a semiperturbative method the beta function for QED with fermions in
the fundamental representation. Unfortunately although the methods were based on the same idea for each case we
were forced to introduce new techniques thus making the approach difficult to use for a general case. In this paper we
introduce a new method for the Yang Mills theory which can be applied for any renormalizable field theory directly.
Instead of relying on a perturbative approach our purpose was to determine global properties of the theory from the
specific properties of the zero current partition function. We rely on the path integral formalism to obtain useful
relations between the renormalization constants of the Yang Mills theory. These relations lead for the background
gauge field method to a derivation of the general form of the beta function. It turns out that through this method
one obtains an all loop beta function with only the first two coefficients different than zero thus indicating that the
’t Hooft scheme might be in a sense the most natural scheme for beta functions.
II. YANG MILLS PARTITION FUNCTION
We start with the Yang Mills Lagrangian:
L = −
1
4
(F aµν )
2, (1)
where,
F aµν = ∂µA
a
ν − ∂νA
a
µ + gf
abcAbµA
c
ν . (2)
The Lagrangian in Eq. (1) needs fixing. This is done by introducing the ghost Lagrangian:
Lg = c¯
a(−∂µ∂µ − gf
abc∂µAbµ)c
c. (3)
We shall work in the Feynman gauge (ξ = 1) and in the Fourier space throughout this paper. Thus starting from,
Aaµ(x) =
1
V
∑
n
exp[−iknx]A
a
µ(kn) (4)
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2we rewrite the full Lagrangian:∫
d4xL = −
1
2
1
V
∑
n
k2nA
aν(kn)A
a
ν(−kn) +
1
V
∑
n
k2nc¯
a(kn)c
a(−kn) +
+
i
V 2
g
∑
n,m
kµnA
a
ν(kn)f
abcAbµ(km)A
cν(−kn − km)−
−
1
V 3
g2fabcfade
∑
n,m,p
Abµ(kn)A
cν(km)A
d
µ(kp)A
e
ν(−kn − km − kp)−
−
i
V 2
∑
n,m
kµn c¯
a(kn)gf
abcAbµ(km)c
c(−kn − km). (5)
Then one defines the zero current partition function by the expression:
Z0 =
∫ ∏
i
∏
j
∏
m
dAaµ(ki)dc¯
b(kj)dc
d(km) exp[i
∫
d4xL], (6)
where in the exponent one should use the Eq. (5).
It is useful at this stage to settle some of the properties of Z0. It is known that Z0 apart from a factor in front is
given by the exponential of the sum of all disconnected diagrams:
Z0 = factor× exp[
∑
i
Vi] (7)
where Vi is a typical disconnected diagram. Since the calculation is done in the absence of external sources all Vi
diagrams are closed and contain summations over momenta (that appear in propagators or vertices) and thus do not
depend at all on any momenta. The factor in front is a product obtained form integrating the gaussian integrals
corresponding to the kinetic terms. So one can write:
Z0 = const
∏
i
(k2i )
N2−1
∏
j
(k2j )
−d/2(N2−1) exp[
∑
i
Vi] (8)
where N is coming from the Yang Mills group SU(N) and the first factor corresponds to the ghosts whereas the
second to the gluon fields.
We write:
Z0 =
∫ ∏
i
∏
j
∏
m
dAaµ(ki)dc¯
b(kj)dc
d(km) exp[i
∫
d4xL] =
=
∫ ∏
i
∏
j
∏
m
dAaµ(ki)dc¯
b(kj)dc
d(km)
dAaν(k)
dAaν(k)
exp[i
∫
d4xL] =
=
∫ ∏
i
∏
j
∏
m
dAaµ(ki)dc¯
b(kj)dc
d(km)
d
dAaν(k)
[Aaν(k) exp[i
∫
d4xL]] −
−
∫ ∏
i
∏
j
∏
m
dAaµ(ki)dc¯
b(kj)dc
d(km)A
a
ν(k)
d
dAaν(k)
exp[i
∫
d4xL]. (9)
We start by analyzing the first term on the right side of the Eq. (9) to get:∫ ∏
i
∏
j
∏
m
dAaµ(ki)dc¯
b(kj)dc
d(km)A
a
ν(k) exp[i
∫
d4xL]Aaν (k)=+∞ −∫ ∏
i
∏
j
∏
m
dAaµ(ki)dc¯
b(kj)dc
d(km)A
a
ν(k) exp[i
∫
d4xL]Aaν (k)=−∞. (10)
Although the Fourier transform of the gauge field has a real and a imaginary part we can assume that it is real without
any loss of generality as the same arguments apply. We first note that the exponential factor in Eq. (10) will contain:
exp[i
∫
d4xL] ∼ other factors× exp[−
i
2
k2Aaν(k)Aaν(k)] (11)
3However k2 should actually be written as k2+iǫ where ǫ ensures the convergence of the gaussian integral corresponding
to the term in Eq. (11). Then the limits in Eq. (10) will be zero as they contain an exponential that goes to zero as
it can be seen from :
lim
Aaν→±∞
Aaν(k) exp[−
i
2
k2Aaν(k)Aaν(k)−
ǫ
2
Aaν(k)A
a
ν(k)] = 0 (12)
Note that we picked a space time component ν such that the corresponding metric for it is gνν = −1. Thus the first
contribution on the right hand side of the Eq. (9) cancels. The second contribution is given by:
Z0 =
∫ ∏
i
∏
j
∏
m
dAaµ(ki)dc¯
b(kj)dc
d(km)(−i)[−
k2
V
Aaν(k)Aaν(−k) +
3i
V 2
gkµ
∑
p
fabcAaν(k)A
b
µ(p)A
cν(−k − p)−
i
V 2
g
∑
p
pν c¯b(p)f bacAaν(k)c
c(−p− k)−
−
1
V 3
g2f bacf bde
∑
p,q
Aaν(k)A
c
µ(p)A
dν(q)Aeµ(−p− k − q)]× exp[i
∫
d4xL]. (13)
According to Eq. (8) one can write:
kµ
dZ0
∂kµ
= −2(N2 − 1)[
d
2
− 1]Z0 (14)
We further apply the operator kµ ddkµ to Eq. (6) to obtain:
kµ
dZ0
dkµ
=
∫ ∏
i
∏
j
∏
m
dAaµ(ki)dc¯
b(kj)dc
d(km)×
i[−
1
V
k2Aaν(k)Aaν(−k) +
2
V
k2c¯a(k)ca(−k) +
i
V 2
kµ
∑
p
Aaν(k)f
abcgAbµ(p)A
cν(−p− k)−
−
i
V 2
∑
p
kµc¯a(k)gfabcAbµ(p)c
c(−p− k)]× exp[i
∫
d4xL. (15)
The next step will be to reconsider the Lagrangian from the perspective of renormalization. Thus the fields are
rescaled using the standard procedure which leads to:
Lr = −
1
2
1
V
Z3
∑
n
k2nA
aν(kn)A
a
ν(−kn) +
1
V
Z2
∑
n
k2nc¯
a(kn)c
a(−kn) +
+
i
V 2
Z3gg
∑
n,m
kµnA
a
ν(kn)f
abcAbµ(km)A
cν(−kn − km)−
−
1
V 3
Z4gg
2fabcfade
∑
n,m,p
Abµ(kn)A
cν(km)A
d
µ(kp)A
e
ν(−kn − km − kp)−
−
i
V 2
Z ′1
∑
n,m
kµn c¯
a(kn)gf
abcAbµ(km)c
c(−kn − km). (16)
Here the fields and the couplings should be considered the renormalized ones and the renormalization constants satisfy
the Slanov-Taylor identities:
g20 =
Z23g
Z33
g2µǫ =
Z4g
Z23
g2µǫ =
Z ′21
Z22Z3
g2µǫ, (17)
where d = 4− ǫ and µ is a parameter with dimension of mass and we shall use dimensional regularization scheme.
As an aside note that in the background gauge field method which consists in the separation of the gauge field Aaµ
into a background gauge field Baµ and a quantum fluctuation A˜
a
µ only the background gauge field gets renormalized as
4the quantum fluctuations appear only inside loops and one has in this case a simple relation among the renormalization
constants:
Z4g = Z3g = Z3
Z2 = Z
′
1
Zg = Z
−1/2
3 . (18)
Now consider that instead of applying the procedure that led to the Eqs. (13) and (15) to the bare Lagrangian we
apply it to the renormalized one. Then Eqs.(13) and (15) will become:
Z0 =
∫ ∏
i
∏
j
∏
m
dAaµ(ki)dc¯
b(kj)dc
d(km)(−i)[−
k2
V
Z3A
aν(k)Aaν(−k) +
3i
V 2
Z3ggk
µ
∑
p
fabcAaν(k)A
b
µ(p)A
cν(−k − p)−
i
V 2
gZ ′1
∑
p
pν c¯b(p)f bacAaν(k)c
c(−p− k)−
−
1
V 3
g2Z4gf
bacf bde
∑
p,q
Aaν(k)A
c
µ(p)A
dν(q)Aeµ(−p− k − q)]× exp[i
∫
d4xL], (19)
and
−2(N2 − 1)[
d
2
− 1]Z0 =
∫ ∏
i
∏
j
∏
m
dAaµ(ki)dc¯
b(kj)dc
d(km)×
i[−
1
V
Z3k
2Aaν(k)Aaν(−k) +
2
V
Z2k
2c¯a(k)ca(−k) +
i
V 2
kµZ3g
∑
p
Aaν(k)f
abcgAbµ(p)A
cν(−p− k)−
−
i
V 2
Z ′1
∑
p
kµc¯a(k)gfabcAbµ(p)c
c(−p− k)]× exp[i
∫
d4xL]. (20)
III. RELATIONS BETWEEN THE RENORMALIZATION CONSTANTS AND THE BETA FUNCTION
First let us review the equivalence that exist between the interaction picture in QFT and the path integral formalism.
We illustrate this for the two point functions of a gauge theory theory although this is generally applicable:
〈Ω|T [Aaµ(x1)A
b
ν(x2)]|Ω〉 =
lim
T→∞(1−iǫ)
〈0|T [Aaµ(x1)A
b
ν(x2)] exp[−i
∫ T
−T dtHI(t)]|0〉
〈0| exp[−i
∫ T
−−TdtHI(t)]|0〉
=
lim
T→∞(1−iǫ)
∫
dAcρdc¯
ddceAaµ(x1)A
b
ν(x2) exp[i
∫
d4xL]∫
dAcρ exp[i
∫
d4xL]
(21)
To this we should add the known LSZ reduction formula which can be applied similarly to the interaction picture
and to the path integral formalism:
〈Ω|T [Aaµ(p1)...A
d
ν(pm)A
b
ρ(k1)...A
e
σ(kn)]|Ω〉 ∼
∼p0i (k0j )→E~pi (E~kj )
polarization factor× const× 〈~p1...~pm|S|~k1...~kn〉
(
m∏
i=1
iZ
1/2
3
p2i + iǫ
)
 n∏
j=1
iZ
1/2
3
k2j + iǫ

 (22)
We shall apply the LSZ reduction formula following the equivalence given in Eq. (21) to Eqs. (19) and (20) to get:
1 = a1Z3 + a2gZ3g
∑
p
kµ
1
k2p2(p+ k)2
fabc〈~k, ǫa,ν ; ~p, ǫb,µ|S|
−−−→
p+ k, ǫc,ν〉+
+a3gZ
′
1
∑
p
pµ
1
p2k2(p+ k)2
fabc〈~p, a;~k, ǫb,µ|S|
−−−→
p+ k, c〉+
+a4g
2Z4g
∑
p,q
1
k2p2q2(k + p+ q)2
f bacf bde〈~k, ǫa,ν; ~p, ǫc,µ|S| − ~q, ǫd,ν;
−−−−−−→
k + p+ q, ǫe,µ〉, (23)
5and,
−2(N2 − 1)(
d
2
− 1) = b1Z3 + b2Z
′
2 + b3Z3gg
∑
p
kµ
1
k2p2(p+ k)2
fabc〈~k, ǫa,ν; ~p, ǫb,µ|S|
−−−→
p+ k, ǫc,ν〉+
b4gZ
′
1
∑
p
kµ
1
p2k2(p+ k)2
fabc〈~k, a; ~p, ǫb,µ|S|
−−−→
p+ k, c〉. (24)
First note that in the brackets of the Eqs. (23) and (24) appear the three point and four points vertex functions: second
we did not introduce in the standard LSZ formulas the renormalization constant as we start with the renormalized
Lagrangian and thus the corresponding propagators are those fixed by the renormalization conditions.
Eqs. (23) and (24) contain relations between the renormalization constants and the vertex functions. From these
one can derive other useful relations. We shall analyze in detail what can one deduce from the first of them Eq. (23).
First note that the propagators that appear in the LSZ reduction formula are on shell thus the right hand side of the
Eq. (23) are divergent. Let us analyze a typical term,
a2Z3gg
∑
p
kµ
1
k2p2(p+ k)2
fabc〈~k, ǫa,ν ; ~p, ǫb,µ|S|
−−−→
p+ k, ǫc,ν〉 =
a2Z3gg
∑
p
k2
1
k2p2(p+ k)2
fabcfabcΓ(p, k,−(p+ k)) + ..... (25)
Here Γ(p, k,−(p+ k)) represents the vertex function from which we extracted the Lorentz and internal group depen-
dence. Note that there are other terms on the right hand side of Eq. (25) which we ignore for reasons that will be
evident soon. However since we work in the Feynman gauge and all momenta k, p, p+k are on shell the corresponding
vertex factor can depend only on p2, k2, pk which are zero so the corresponding vertex function can be assimilated
with Γ(0, 0, 0) which by the renormalization condition is simply Γ(0, 0, 0) = g. Note that the same argument would
not apply for the case when the final states would contain fermions but even in this case when could just extract the
convenient contribution from it. Then one can further write:
a2Z3g
∑
p
k2
1
k2p2(p+ k)2
fabcfabcΓ(p, k,−(p+ k)) = a2Z3g
∑
p
1
p2(p+ k)2
constg2 =
a2Z3gg
2const
(p2)2
p2(k + p)2
= bZ3gg
2 (26)
Applying the same procedure to all the terms in Eq. (23) one obtains:
1 = aZ2 + bZ3gg
2 + cZ ′21 g
2 + dZ4gg
4, (27)
where the coefficients a, b, c, d are independent of the gauge coupling constant but remain undetermined. The same
arguments applied to Eq. (24) lead to:
x = yZ3 + zZ2 + uZ3gg
2 + wZ ′1g
2 (28)
To the relation obtained in Eqs. (27) and (28) one can add another one. This is based on writing dc¯
a(k)
dc¯a(k) = 1 and
using the property of integration of an anticommuting variable:∫
dθ[A+Bθ] = B∫
dθθ
d
dθ
[A+Bθ] = B. (29)
Applied to the partition function Z0 and to the ghost fields Eq. (29) leads to another useful relation between the
renormalization constants for the ghost fields:
r1 = r2Z2 + r3Z
′
1g
2, (30)
where r1, r2 and r3 are constant independent of the gauge coupling constant.
6IV. THE BETA FUNCTION AND DISCUSSION
In the standard approach the Eqs. (27), (28) and (30) are useful relations but are not enough for determining the
beta function as we have three equations and five renormalization constants. However in the background gauge field
method where the relations in Eq. (18) hold the number of renormalization constants is reduced to two and one can
find important information. Thus one can extract directly the connection between the renormalization constants from
the equations (27), (28) and (30) which will be rewritten as:
1 = (f1 + f2g
2 + f3g
4)Z3 + f4Z2g
2
1 = (h1 + h2g
2)Z3 + h4Z2g
2 + h3Z2
1 = (c1 + c2g
2)Z2 (31)
where fi, hi and ci are constants, some of them divergent. From the above system one determines a formula for Z3
and a consistency condition:
Z3 =
(c1 − h3) + (c2 − h4)g
2
(c1 + c2g2)(h1 + h2g2)
(c1 − h3) + (c2 − h4)g
2
h1 + h2g2
=
c1 + (c2 − f4)g
2
f1 + f2g2 + f3g4
(32)
The consistency condition should be regarded as an expansion in the gauge coupling constant and leads to relations
among the coefficients from which one can extract the only one that simplifies Z3 which is c2 = h4. Then Z3 becomes:
Z3 =
1
1 + d1g2 + d2g4
, (33)
where d1 = (c1h2 + h1c2)/(c1 − h3), d2 = c2h2/(c1 − h3) and we took
c1−h3
c1h1
= 1 (h1 = 2, h3 = −1 and c1 = 1). This
fact can be deduced from the initial equations and also from the known form of the renormalization constants.
We shall work in the dimensional regularization scheme where one can write the renormalization constant Z3 as:
Z3 = 1 +
Z
(1)
3
ǫ
+
Z
(2)
3
ǫ2
+ ... (34)
Moreover the coefficients d1 and d2 are divergent and can be written as:
d1 =
d
(1)
1
ǫ
+
d
(2)
1
ǫ2
+ ...
d2 =
d
(1)
2
ǫ
+
d
(2)
2
ǫ2
+ ... (35)
Applying Eqs. (34) and (35) to Eq. (33) one obtains:
Z
(1)
3 = −d
(1)
1 g
2 − d
(1)
2 g
4 (36)
In dimensional regularization in the background gauge field method (see [13]) the beta function is defined as:
β = µ2
dg2
dµ2
= −g4
∂Z
(1)
3
∂g2
= g4(d
(1)
1 + g
2d
(1)
2 ) (37)
Since the two first order coefficients are universal the beta function is determined completely and thus corresponds to
the ’t Hooft scheme. The coefficients d
(1)
1 and d
(1)
2 are then identified with:
d
(1)
1 = −
11
3
N
1
(4π)2
d
(1)
2 = −
34
3
N2
1
(4π)4
. (38)
Note that we determined an all order shape of the beta function without computing anything that resembles a
Feynman diagram simply by using global properties of the partition function of a Yang Mills theory.
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