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a b s t r a c t
In this article we consider the Euler-α system as a regularization of the incompressible Euler equations in
a smooth, two-dimensional, bounded domain. For the limiting Euler system we consider the usual non-
penetration boundary condition, while, for the Euler-α regularization, we use velocity vanishing at the
boundary. We also assume that the initial velocities for the Euler-α system approximate, in a suitable
sense, as the regularization parameter α → 0, the initial velocity for the limiting Euler system. For
small values of α, this situation leads to a boundary layer, which is the main concern of this work. Our
main result is that, under appropriate regularity assumptions, and despite the presence of this boundary
layer, the solutions of the Euler-α system converge, as α → 0, to the corresponding solution of the
Euler equations, in L2 in space, uniformly in time. We also present an example involving parallel flows,
in order to illustrate the indifference to the boundary layer of the α → 0 limit, which underlies our
work.
© 2014 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-SA license
(http://creativecommons.org/licenses/by-nc-sa/3.0/).c1. Introduction
Let Ω ⊂ R2 be a bounded, simply connected domain, with
smooth boundary ∂Ω . We denote byn the exterior normal vec-
tor to ∂Ω . We consider the initial–boundary-value problem for
the Euler-α system in Ω , with initial data uα0 ∈ H3(Ω), given
by:
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0/).
∂tv
α + uα · ∇vα +
2
j=1
vαj ∇uαj = −∇pα inΩ × (0,∞),
div uα = 0 inΩ × [0,∞),
uα = 0 on ∂Ω on ∂Ω × [0,∞),
uα(x, 0) = uα0 inΩ,
(1.1)
where vα = uα − α21uα .
Existence and uniqueness of a solution for problem (1.1) was
established, by using geometric tools, in [1,2] for initial data uα0 ∈
Hs(Ω), s > 2. Moreover, it is also remarked in the end of Section
1 of [3] that the global regularity of the two-dimensional Euler-
α system (1.1) follows clearly from [4]. Specifically, it is observed
that, for fixed α, the solutions of the viscous second-grade fluid
established in [4] converge to the solution of (1.1), as the viscosity
le under the CC BY-NC-SA license (http://creativecommons.org/licenses/by-nc-sa/3.
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for the global regularity of (1.1).We also remark that one can apply
the abstract existence theorem of [5] to (1.1) in order to show the
existence and uniqueness of solutions to (1.1).
Fix u0 ∈ H3(Ω), a divergence-free vector-field satisfying u0 ·
nˆ = 0 on ∂Ω .Wewrite the initial–boundary-value problem for the
incompressible two-dimensional Euler equations inΩ , with initial
velocity u0, as
∂t u¯+ u¯ · ∇u¯ = −∇p¯ inΩ × (0,∞),
div u¯ = 0 inΩ × [0,∞),
u¯ ·n = 0 on ∂Ω × [0,∞),
u¯(x, 0) = u0 inΩ.
(1.2)
Existence and uniqueness of a solution u¯ ∈ C([0,∞); (H3
(Ω))2) for (1.2) can be found in [5] (see also [6]) and references
therein. Clearly, we also have u¯ ∈ C1([0,∞); (H2(Ω))2).
Next, we consider a family of initial data for the Euler-α system,
{uα0 } ⊂ H3(Ω), corresponding to u0, satisfying the following
conditions:
(i) uα0 vanishes on ∂Ω,
(ii) uα0 → u0, as α → 0, in L2(Ω),
(iii) ∥∇uα0∥L2 = o(α−1), as α → 0, and
(iv) ∥uα0∥H3 = O(α−3), as α → 0.
(1.3)
We call a family {uα0 } satisfying (1.3) a suitable family of approx-
imations to u0.
Fix T > 0 and letuα ∈ C([0, T ], (H3(Ω))2∩V )be the unique so-
lution of (1.1) with initial velocity uα0 , established, e.g., by Theorem
2 in [2] (see also earlier remarks concerning [3–5]). In Section 4,
we present and prove themain result of the present article, namely
that if uα denotes the solution to (1.1)with initial data uα0 satisfying
(1.3), then the sequence {uα} converges, in C([0, T ]; (L2(Ω))2), to
the solution of (1.2)with initial velocityu0. In [7] T. Kato introduced
a criterion for the convergence of solutions of the incompressible
Navier–Stokes equations, with no-slip boundary conditions, at the
limit of vanishing viscosity, to solutions of the incompressible Euler
equations with non-penetration boundary conditions. The proof of
our main result, Theorem 2, borrows some ideas from [7].
Using the eigenfunctions of the Stokes operator in the domain
Ω , we prove in Section 5 that, for a given u0 ∈ (H3(Ω))2, with
div u0 = 0 and u0 · nˆ = 0 on ∂Ω , there exists a suitable family
of approximations {uα0 } to u0. Thus, using Theorem 2, we have
that any smooth enough solution of Euler equations (1.2), with
initial data u0, can be approximated by a solution of (1.1) in the
C([0, T ]; L2(Ω))-norm.
In Section 5 we also present an example which illustrates the
possible boundary layer behaviors of the α → 0 limit.
The main motivation for the present work is the vanishing vis-
cosity limit of Navier–Stokes solutions to solutions of the Euler
equations. This problem is well-understood for fluid flows in do-
mains with no boundary or in full space, but it is a classical open
problem in the presence of boundaries. The main difficulty is the
boundary layer, which arises from the mismatch between the no-
slip boundary conditions of viscous flows and the non-penetration
boundary condition of ideal flows. Formally, the situation is the
same in the vanishing α limit of Euler-α to Euler, yet our anal-
ysis shows, in this paper, that the boundary layer does not ob-
struct convergence in this case. The vanishing viscosity limit of
Navier–Stokes to Euler has been extensively studied and, although
the problem remains largely open to date, several partial results
have been established. We mention results for flows with special
symmetry, such as radial symmetry, see [8–11], parallel flow in a
channel or in a pipe, see [12,13] and flows with analytic boundary
layers, see [14–16]. For a more extensive survey see [17–19] and
references therein. One approach to this problem is to seek criteriafor the vanishing viscosity limit to hold. This approach was pio-
neered by T. Kato in [7], where it was established that convergence
is equivalent to vanishing dissipation rate in a thin layer near the
boundary; see also [20–23] for extensions and reformulations of
this criterion. Our work is inspired on the analysis performed by
Kato.
The Euler-α system (1.1) was introduced as an ad hoc reg-
ularization of the incompressible Euler system, see [24,25], and
was later shown to have deep geometrical significance, as the
Euler–Lagrange equations for geodesics on the group of volume-
preserving diffeomorphismswith the right-invariantmetric inher-
ited fromH1, see [1,2]. In addition, the Euler-α system corresponds
to setting viscosity to zero in the second-grade fluid equations,
which is awell-knownnon-Newtonian fluidmodel, see [26].More-
over, in the three-dimensional case the Euler-α system inspired the
introduction of the Navier–Stokes-α and Leray-α viscous models,
which turned out to be remarkable sub-grid scale models of turbu-
lence (see, e.g., [27–33], and references therein).
There has been substantial work on the Euler-α system. In the
full plane, well-posedness has been studied under different reg-
ularity assumptions, see [34,35,3,36]. Also, the vanishing viscos-
ity limit of second-grade fluids to Euler-α was established in [3]
and the limit α → 0 of Euler-α to Euler was investigated in
[34,35,37]. In domainswith boundary, besides the non-penetration
condition u ·n = 0, the Euler-α system requires additional bound-
ary conditions, but there is no natural choice for them, either
on physical or geometric grounds. There are two different kinds
of boundary conditions considered in the literature: Navier-type
slip conditions and homogeneous Dirichlet boundary conditions
(no-slip). Existence and uniqueness of solutions to the Euler-α sys-
tem in a bounded domain, under Navier conditions was estab-
lished in [38,2]. The limit as α → 0 of second-grade fluids to the
Navier–Stokes equations was studied, for flow in a bounded do-
main with Dirichlet boundary conditions, in [39,40]. As mentioned
earlier, in [3], it was remarked that the uniform estimates, with re-
spect to the viscosity, that have been established in [4] will easily
imply the convergence of the solutions of the second-grade fluid
equations, as the viscosity ν → 0, and fixed α, to the correspond-
ing unique solutions of the Euler-α equation under homogeneous
Dirichlet boundary conditions. In [41], the independent limits of
second-grade fluids, as α → 0 or ν → 0, were studied for flows
in a bounded domain with Navier-type boundary conditions. In all
singular limits studied, in the presence of boundaries, the difficulty
of dealingwith a boundary layer was avoided. Themain purpose of
the present work is to address precisely this difficulty.
The α-regularization, under homogeneous Dirichlet boundary
conditions, as considered here, has two advantages: (a) it is par-
ticularly simple and (b) it formally resembles the effect of viscos-
ity. However, our analysis ends up highlighting the sharp contrast
between small viscosity, in the context of the Navier–Stokes equa-
tions, and small α, in the context of the Euler-α equations, in the
presence of rigid boundaries. The initial objective of the present
investigation was to obtain a version of the Kato criterion in the
vanishing α limit. The convergence which we obtained here was
unexpected, and it certainly appears in other contexts, such as the
three-dimensional case, combining small α and small viscosity in
case of second-grade fluid (cf. [42]), or by considering other α-type
regularizations of the ideal flow equations. We chose to focus, in
this article, on the simplest case in order to provide an accessible
baseline for future research.
The remainder of this paper is organized as follows. In Section 2,
we will introduce notation, present some preliminary results and
write the vorticity formulation of (1.1). In Section 3, we include
a proof of global existence and uniqueness of a weak solution
for (1.1). Although this result can be found explicitly in [1,2] (or
indirectly in [5], or in [3] combined with [4]), we require, for our
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of Theorem 1. In Section 4, we obtain, for any T ∈ (0,∞), the
convergence of solutions of the Euler-α equations to solutions of
the Euler equations, as α → 0, in C([0, T ]; (L2(Ω))2), assuming
that the initial data for the Euler-α system is a suitable family
of approximation to the initial data for the Euler equations. In
Section 5, we describe a method for constructing a suitable family
of approximations for a given initial velocity u0 of Euler equation
(1.2).We also present a class of examples illustrating the boundary
layer behavior of the small α approximation and we discuss some
directions for future research.
2. Notations and preliminaries
In this section, we introduce notation and we present the
vorticity formulation of the Euler-α system.
We use the notation Hm(Ω) for the usual L2-based Sobolev
spaces of order m, with the norm ∥ · ∥m and the scalar product
(·, ·)m. For the case m = 0, H0(Ω) = L2(Ω); we denote the
corresponding norm by ∥ · ∥ and the inner product by (·, ·).
We denote by C∞c (Ω) the space of smooth functions, compactly
supported in Ω , and by Hm0 (Ω) the closure of C
∞
c (Ω) under the
Hm-norm.
We also make use of the following notation:
[u, v] = (∇u,∇v)+ α2(1u,1v), for all u, v ∈ C∞c (Ω),
H = {u ∈ (L2(Ω))2 : div u = 0 inΩ, u · nˆ = 0 on ∂Ω},
V = {u ∈ (H10 (Ω))2 : div u = 0 inΩ},
H˙1 =

π ∈ H1(Ω) :

Ω
π dx = 0

.
It is easy to see that, for each fixedα > 0, [·, ·] gives rise to an inner
product on H20 (Ω) and that the corresponding norm is equivalent
to the usual H2-norm, restricted to H20 (Ω).
Let u = (u1, u2) ∈ V . Then
curl u ≡ ∂x1u2 − ∂x2u1 = ∇⊥ · u,
where ∇⊥ = (−∂x2 , ∂x1).
Hereafter we use C for constants that, in principle, depend on
α, and K for those that are independent of α.
The following results can be found, for example, in [43].
Lemma 1. Let φ ∈ Hm(Ω),m ≥ 0. Then there exists a unique
divergence-free vector field Ψ ∈ (Hm+1(Ω))2 with Ψ · nˆ = 0 on
∂Ω , such that
curlΨ = φ,
∥Ψ ∥m+1 ≤ K∥φ∥m,
for some constant K > 0, which depends only on m andΩ .
Next we introduce the potential vorticity. Given u = (u1, u2)
a solution of the Euler-α system (1.1), the associated potential
vorticity q is defined by
q ≡ curl (u− α21u) = ∂x1(u2 − α21u2)− ∂x2(u1 − α21u1).
We apply the curl operator to the first equation in (1.1) and,
after a straightforward calculation, we obtain the vorticity formu-
lation of the Euler-α equations:
∂tq+ u · ∇q = 0, inΩ × (0,∞),
div u = 0, inΩ × [0,∞),
curl (u− α21u) = q, inΩ × [0,∞)
u = 0, on ∂Ω × [0,∞)
q(·, 0) = curl (u0 − α21u0) = q0 inΩ.
(2.1)Assume (u, q) is a solution of (2.1). Let us introduce the stream
function φ, such that u = ∇⊥φ = (−φx2 , φx1). After appropriately
fixing an additive constant, it is easy to see that φ satisfies the
elliptic problem:1φ − α
2∆2φ = q, inΩ
φ = ∂φ
∂ nˆ
= 0, on ∂Ω. (2.2)
Lemma 2. Let q ∈ L2(Ω). There exists a unique solution φ ∈ H20 (Ω)
of (2.2), in the following sense:
[φ,ψ] = (−q, ψ), for any ψ ∈ H20 (Ω). (2.3)
Furthermore, the solution operator q → φ maps L2(Ω) continuously
into H4(Ω) ∩ H20 (Ω).
Proof. We define the bilinear operator A(φ, ψ) = [φ,ψ], for
φ,ψ ∈ H20 (Ω). It is easy to see that
|A(φ, ψ)| ≤ C∥φ∥2∥ψ∥2
and, also, that
A(φ, φ) = [φ, φ] = (∇φ,∇φ)+ α2(1φ,1φ) ≥ C∥φ∥22,
where C > 0 depends only on α and Ω . Using the Lax–Milgram
theorem (cf. [44,45]), we obtain existence and uniqueness of φ ∈
H20 (Ω) satisfying (2.3).
Next, we will show that the solution operator q → φ is con-
tinuous from L2(Ω) into H4(Ω) ∩ H20 (Ω). Indeed, from Lemma 1,
there exists a unique divergence-free vector field Φ ∈ (H1(Ω))2,
withΦ · nˆ = 0 on ∂Ω , such that
curlΦ = q and ∥Φ∥1 ≤ K∥q∥. (2.4)
It is easy to see from (2.3) that φ satisfies1φ − α2∆2φ = q in
D′(Ω). Hence we have, in the sense of distributions, the identity
curl (−α2∆(∇⊥φ)− (Φ −∇⊥φ)) = 0.
Therefore, sinceΩ was assumed to be simply connected, there ex-
ists a unique pressureπ ∈ H˙1, associatedwith the irrotational vec-
tor field−∆(∇⊥φ)− 1
α2
(Φ −∇⊥φ), so that−∆(∇
⊥φ)+∇π = f , inΩ
div (∇⊥φ) = 0 inΩ
∇⊥φ = 0 on ∂Ω,
(2.5)
where f = 1
α2
(Φ − ∇⊥φ) ∈ H1(Ω). From standard estimates on
the Stokes operator (see, for example, Lemma IV.6.1 in [46]), we
have
∥∇⊥φ∥3 ≤ K∥f ∥1 ≤ K
α2
(∥Φ∥1 + ∥∇⊥φ∥1). (2.6)
Using (2.3) withψ = φ, we obtain, thanks to the Poincaré inequal-
ity [45]
∥∇φ∥2 + α2∥1φ∥2 ≤ ∥φ∥ ∥q∥ ≤ ∥∇φ∥ ∥q∥ 1
λ
1/2
1
,
where λ1 is the first eigenvalue of the Laplace operator on Ω
with Dirichlet conditions. Applying Young’s inequalitywe find that
α2∥1φ∥2 ≤ 1
2λ1/21
∥q∥2, which, in turn, implies that
∥∇⊥φ∥1 ≤ K
α λ
1/2
1
∥q∥, (2.7)
by standard elliptic regularity estimates togetherwith the Poincaré
inequality. Finally, we use (2.4) and (2.7) in (2.6), andwe recall that
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hence obtain
∥∇⊥φ∥3 ≤ K
α3
∥q∥. (2.8)
It follows from this estimate, togetherwith the Poincaré inequality,
that φ ∈ H4(Ω), and that ∥φ∥4 ≤ Kα3 ∥q∥. 
Remark 1. In view of Lemma 2, we can now introduce the
bounded linear operator K : L2(Ω) → H3(Ω) ∩W 1,∞0 (Ω), given
by q → u = K[q] = ∇⊥φ, where φ is the unique solution of (2.2).
We will refer to K as the Biot–Savart-α operator.
3. Global well-posedness of Euler-α equation
In this section we will establish global-in-time existence and
uniqueness of a weak solution to the Euler-α equations (1.1), see
Theorem 1.
Recall the Biot–Savart-α operator K introduced in Remark 1.
Theorem 1. Fix T > 0. Let q0 ∈ L2(Ω), and set u0 = K(q0).
Then there exist a unique function q ∈ C([0, T ]; L2(Ω)) and a unique
vector field u = K(q) ∈ C([0, T ]; (H3(Ω))2 ∩ V ), such that the pair
(u, q) is a weak solution of (2.1) in the following sense:
For any test function v ∈ C∞0 (Ω) it holds that
(q(t), v)L2 − (q0, v)L2 −
 t
0

Ω
(u · ∇v)q dx dt = 0, (3.1)
for every t ∈ [0, T ]. Moreover,
∥q(t)∥ ≤ ∥q0∥, for all t ∈ [0, T ]. (3.2)
Remark 2. In [47], the authors consider the Euler-α equation with
Navier (slip) boundary conditions, and they prove the existence
of solution by constructing the solution as the limit of viscous
regularization of the α-model. Here, we will use the Banach fixed
point theorem.
Proof. We begin by constructing a mapping F from C([0, T ]; V )
to itself which, subsequently, we will show is a contraction. For
simplicity sake we first consider the vorticity formulation of the
Euler-α equations.
Let u ∈ C([0, T ]; V ). It follows from the existence, uniqueness
and regularity results of DiPerna–Lions [48], that the following
linear problem has a unique weak (distributional) solution q˜ ∈
C([0, T ]; L2(Ω)):
∂t q˜+ u · ∇ q˜ = 0,
q˜(0, ·) = q0. (3.3)
Moreover, the following estimate holds true:
∥q˜(t)∥ ≤ ∥q0∥, for all t ∈ [0, T ]. (3.4)
Next, we introduce a new velocity, u˜, constructed as follows:
u˜ = ∇⊥φ˜, where φ˜ ∈ H4(Ω) ∩ H20 (Ω), and
1φ˜ − α2∆2φ˜ = q˜, in [0, T ] ×Ω.
It follows that u˜ = K[q˜]. In view of Lemma 2 and Remark 1, it
follows that u˜ ∈ C([0, T ]; (H3(Ω))2 ∩ V ).
We introduce the mapping F : C([0, T ]; V ∩ (H3(Ω))2) →
C([0, T ]; V ∩ (H3(Ω))2) as
u → F [u] := u˜.
We easily obtain that
sup
t∈[0,T ]
∥F [u](t)∥1 ≤ C sup
t∈[0,T ]
∥q˜(t)∥ ≤ C∥q0∥.In fact, in view of (2.8), as established in Lemma 2, we have even
more:
sup
t∈[0,T ]
∥F [u](t)∥3 ≤ C sup
t∈[0,T ]
∥q˜(t)∥ ≤ C∥q0∥. (3.5)
Let v˜ := u˜ − α21u˜. Next, we note that (u˜, v˜) is a solution of the
following modified Euler-α system:
∂t v˜ + u · ∇v˜ −

j
uj∇v˜j +∇p = 0, in (0, T )×Ω,
div u˜ = 0, in [0, T ] ×Ω,
u˜ = 0, on [0, T ] × ∂Ω,
u˜(0, ·) = u0, onΩ.
(3.6)
Indeed, one has the identity
∂t q˜+ u · ∇ q˜ = curl

∂t v˜ + u · ∇v˜ −

j
uj∇v˜j

.
Thanks to (3.3), one concludes that
curl

∂t v˜ + u · ∇v˜ −

j
uj∇v˜j

= 0.
SinceΩ is simply connected, there exists a pressure p such that
∂t v˜ + u · ∇v˜ −

j
uj∇v˜j = −∇p.
Thus the first equation of (3.6) holds. We use system (3.6) to show
that, for some sufficiently small δ > 0, F is a contraction with
respect to the norm C([0, δ]; V ). To this end let u1 and u2 be
divergence-free vector fields in C([0, δ]; V ∩ (H3(Ω))2), for some
δ > 0 to be fixed later. Consider u˜1, u˜2, v˜1 = u˜1 − α21u˜1 and
v˜2 = u˜2 − α21u˜2. Set
R = u1 − u2,
S = u˜1 − u˜2 ≡ F [u1] − F [u2].
Note that
v˜1 − v˜2 = S − α21S.
Subtracting the equation for u˜2 from that for u˜1 we obtain:
∂t(S − α21S)+ u1 · ∇v˜1 − u2 · ∇v˜2 −

j
u1j ∇v˜1j
+

j
u2j ∇v˜2j +∇p1 −∇p2 = 0. (3.7)
Take the scalar product of (3.7)with S, re-write the nonlinear terms
using R and S and integrate overΩ to obtain:
1
2
d
dt
(∥S∥2 + α2∥∇S∥2)
= −

Ω
S · [(R · ∇)v˜1 + (u2 · ∇)(S − α21S)] dx
+

Ω
S ·

j
u1j ∇(S − α21S)j +

j
Rj∇v˜2j

dx
=: I + J. (3.8)
We begin by estimating first I .We note, as usual, that (S, u2 ·∇S) =
0, so that we find:
|I| ≤

Ω
S · [(R · ∇)v˜1 − (u2 · ∇)(α21S)] dx

=

Ω
S · [(R · ∇)v˜1] + [(u2 · ∇)S] · (α21S) dx

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

Ω
S · [(R · ∇)v˜1] + α2

k,ℓ
[∂ℓu2k∂kS + u2k∂k∂ℓS](∂ℓS) dx

=


Ω
S · [(R · ∇)v˜1] + α2

k,ℓ
[∂ℓu2k∂kS](∂ℓS) dx
 ,
where we integrated by parts the term with the Laplacian and
then used the divergence-free condition on u2 to show that the
remaining term with two derivatives of S vanishes. Therefore,
using Hölder’s inequality, we deduce that
|I| ≤ ∥S∥L4∥R∥L4∥∇v˜1∥ + α2∥∇u2∥L∞∥∇S∥2,
so that, using the Sobolev inequality, we get
|I| ≤ C∥∇S∥ ∥∇R∥ + Cα2∥∇S∥2. (3.9)
Next, we estimate the second integral term, J . We find, using
Hölder’s inequality together with the divergence-free condition on
S, that:
|J| ≤


Ω
S ·

j
u1j ∇(S − α21S)j +

j
Rj∇v˜2j

dx

≤


Ω

j
u1j S · ∇Sj dx− α2

Ω

j
u1j div (1Sj S) dx

+∥S∥L4∥R∥L4∥∇v˜2∥
≤ ∥u1∥L∞∥S∥ ∥∇S∥ + α2


Ω

j
∇u1j · S1Sj dx

+∥S∥L4∥R∥L4∥∇v˜2∥
= ∥u1∥L∞∥S∥ ∥∇S∥ + α2


Ω

j,k
∇u1j · S∂k∂k Sj dx

+∥S∥L4∥R∥L4∥∇v˜2∥
≤ ∥u1∥L∞∥S∥ ∥∇S∥ + α2


Ω

j,k
∂k∇u1j · S ∂k Sj
+∇u1j · ∂kS ∂k Sj dx
+ ∥S∥L4∥R∥L4∥∇v˜2∥
≤ ∥u1∥L∞∥S∥ ∥∇S∥ + α2

j,ℓ
∥∂k∂ℓu1j ∥L4∥S∥L4∥∇S∥
+α2∥∇u1∥L∞∥∇S∥2 + ∥S∥L4∥R∥L4∥∇v˜2∥,
where we integrated by parts the term with the Laplacian. There-
fore, using the Sobolev inequality, followed by Young’s inequality,
together with the uniform bound (3.5), we arrive at
|J| ≤ C∥S∥ ∥∇S∥ + Cα2∥∇S∥2 + C∥∇S∥ ∥∇R∥. (3.10)
Inserting the estimates derived in (3.9) and (3.10) into (3.8) leads
to the differential inequality
1
2
d
dt
(∥S∥2 + α2∥∇S∥2)
≤ C∥∇S∥ ∥∇R∥ + Cα2∥∇S∥2 + C∥S∥ ∥∇S∥
≤ C1(∥S∥2 + α2∥∇S∥2)+ C2(∥R∥2 + α2∥∇R∥2). (3.11)
Recall that S(t = 0) = 0, since u1(t = 0) = u˜1(t = 0) = u˜2(t =
0) = u2(t = 0) = u0. Hence, we obtain by Gronwall’s inequality,that
(∥S∥2 + α2∥∇S∥2)(t)
≤
 t
0
(∥R∥2 + α2∥∇R∥2)(s) eC(t−s) ds. (3.12)
Taking the supremum, for t ∈ [0, δ], of the norms (∥S∥2 +
α2∥∇S∥2)(t)we deduce
sup
t∈[0,δ]
(∥S∥2 + α2∥∇S∥2)(t)
≤ e
Cδ − 1
C
sup
t∈[0,δ]
(∥R∥2 + α2∥∇R∥2)(t). (3.13)
Therefore, ifwe choose δ > 0 small enough, so thatσ = eCδ−1C < 1,
thenwe have shown thatF is a contractionwith respect to theH1-
norm, for short interval of time [0, δ]. Indeed,we have obtained the
estimate
sup
t∈[0,δ]
∥F [u1] − F [u2]∥1(t) ≤ σ sup
t∈[0,δ]
∥u1 − u2∥1(t). (3.14)
We invoke the Banach fixed point theorem in metric spaces to
conclude the existence of a unique fixed point u ∈ C([0, δ]; V ).
This fixed point is also the limit of the fixed point iteration, where
u0 ≡ u0 and un ≡ F [un−1], as the argument. We easily know that
the sequence {un} converges to u in C([0, T ]; V ). As u0 ∈ (H3(Ω))2
it follows from (3.5) that
sup
t∈[0,δ]
∥un(t)∥3 ≤ C∥q0∥,
for all n. Hence, by the Banach–Alaoglu theorem there exists a sub-
sequence {unk} which converges, weak-∗ in L∞((0, δ); (H3(Ω))2),
to a limit in the same space. As this subsequence also converges
strongly in C([0, δ]; V ) to the unique fixed point u, it follows, by
uniqueness of limits, that the fixed point belongs to the more reg-
ular space L∞((0, δ); (H3(Ω))2).
In fact, since u ∈ C([0, δ]; V ), we also have q ∈ C([0, δ]; L2(Ω))
from the uniqueness and regularity results in [48] for the trans-
port equation (3.3). Clearly, u is a solution of (3.1) with q = curl v,
v = u − α21u. Consequently, u ∈ C([0, δ]; (H3(Ω))2). There-
fore, it follows that u is a distributional solution of (1.1). Since the
C([0, δ]; (H3(Ω))2)-norm of u is bounded independent of δ, we
can repeat the argument above and extend the solution to any in-
terval [0, T ]. 
4. Convergence as α→ 0
In [37], the authors have studied the convergence of smooth
solutions of the Euler-α to corresponding solutions of the Euler
equations, as α → 0, in whole space. In this section, we will
prove that the solutions {uα} of Euler-α equations, with Dirichlet
boundary conditions, converge to the unique solution u¯ of Euler
equations, as α → 0. Specifically, we state and prove the following
theorem which is the main result in this paper:
Theorem 2. Fix T > 0, and let u0 ∈ (H3(Ω))2 ∩ H. Assume
also that we are given a suitable family of approximations {uα0 }α>0
⊂ (H3(Ω))2 for u0, satisfying (1.3). Suppose that uα ∈ C([0, T ];
(H3(Ω))2) is the unique solution of Euler-α with initial velocity uα0 ,
established in Theorem 1. Let u¯ = u¯(t, x) ∈ C([0, T ]; (H3(Ω))2) ∩
C1([0, T ]; (H2(Ω))2) be the unique strong solution of the incom-
pressible Euler equations with initial velocity u0. Then
lim
α→0 supt∈[0,T ]
∥uα(t)− u¯(t)∥ = 0, and
lim
α→0 supt∈[0,T ]
α2∥∇uα(t)∥ = 0. (4.1)
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vanishing viscosity limit of solutions of the Navier–Stokes equa-
tions subject to the homogeneous Dirichlet boundary conditions,
to a solution of the Euler equations in domains with physical
boundaries. The proof of Theorem 2 is inspired by Kato’s argument.
The main ingredient consists of establishing a boundary layer cor-
rector function for the discrepancy between uα and u¯ near the
boundary. To construct this boundary corrector function we con-
sider, first, the stream function ψ¯ = ψ¯(t, x) associated to u¯, given
by the unique solution of the elliptic equation
1ψ¯ = curl u¯, inΩ,
ψ¯ = 0, on ∂Ω. (4.2)
It follows classically that
u¯ = ∇⊥ψ¯.
Let ξ : R+ → [0, 1] be a smooth cut-off function such that
ξ(0) = 1, ξ(r) = 0 for r ≥ 1. (4.3)
Let δ > 0, be small enough to be determined later, and set
z = z(x) = ξ
ρ
δ

, where ρ = dist(x, ∂Ω), for any x ∈ Ω¯. (4.4)
We introduce the boundary layer corrector ub = ub(t, x) as
ub = ∇⊥(zψ¯). (4.5)
We collect below some useful estimates on the boundary layer
corrector function.
Lemma 3. Let ub be defined by (4.5). Then we have that:
sup
t∈[0,T ]
∥∂ℓt ub(t)∥ ≤ Kδ
1
2 , sup
t∈[0,T ]
∥∂ℓt ∇ub(t)∥ ≤ Kδ−
1
2 ,
sup
t∈[0,T ]
∥ρ2∇ub(t)∥L∞ ≤ Kδ, sup
t∈[0,T ]
∥ρ∇ub(t)∥ ≤ Kδ 12 ,
(4.6)
where ℓ = 0, 1 and K depends only on u¯, ξ and Ω , but does not
depend on δ.
We observe that these estimates follow by straightforward
calculations and we omit their proof (cf. [7]).
We are now ready to give the proof of our main result,
Theorem 2.
Proof of Theorem 2. We start with the observation that, since
uα ∈ C([0, T ]; V ∩ (H3(Ω))2). We multiply the Euler-α equations
(1.1) by uα and integrating over time and space, and use the
hypotheses (1.3), we obtain that
∥uα∥2 + α2∥∇uα∥2 = ∥uα0∥2 + α2∥∇uα0∥2 ≤ K . (4.7)
Since div uα = 0, we have from (4.7)
∥curl uα∥ = ∥∇uα∥ ≤ K
α
. (4.8)
Recall that qα = curl (uα − α21uα), then by Theorem 1, (4.8) and
(1.3), we have, for all t ∈ [0, T ],
∥qα(t)∥ ≤ ∥qα0∥ ≤ ∥curl uα0∥ + α2∥uα0∥H3 ≤
K
α
by our assumptions (1.3). From the above and (4.8) we have
α2∥1 curl uα∥ ≤ ∥qα∥ + ∥curl uα∥ ≤ K
α
.
Finally, we conclude that, for all t ∈ [0, T ],
∥uα(t)∥3 ≤ K
α3
, (4.9)
where K is independent of α.SetWα = uα − u¯, then from (1.1) and (1.2),Wα satisfies
∂tWα + (uα · ∇)Wα + (Wα · ∇)u¯
= −∇

pα − p¯+ |u
α|2
2

+ div σ α, inΩ × (0, T ),
divWα = 0, inΩ × (0, T ),
Wα · n⃗ = 0, on ∂Ω × (0, T ),
Wα(0, x) = uα0 − u0, inΩ,
(4.10)
where
div σ α = α2∂t 1uα + α2(uα · ∇)1uα + α2
2
j=1
(1uαj )∇uαj .
Multiply (4.10) byWα and integrate onΩ×[0, t]. After integrating
by parts, we obtain
1
2
∥Wα(t)∥2 = 1
2
∥Wα(0)∥2 −
 t
0

Ω
[(Wα · ∇)u¯] ·Wα dx ds
+
 t
0

Ω
div σ α ·Wα dx ds, for all t ∈ [0, T ].
(4.11)
Clearly the second term on the right-hand side may be estimated
by t
0

Ω
[(Wα · ∇)u¯] ·Wα dx ds

≤ ∥∇u¯∥L∞(Ω×(0,T ))
 t
0
∥Wα(s)∥2 ds
≤ K
 t
0
∥Wα(s)∥2 ds. (4.12)
We also have, for every t ∈ [0, T ], t
0

Ω
div σ α ·Wα dx ds = α2
 t
0

Ω
∂s1uα ·Wα dx ds
+α2
 t
0

Ω
[(uα · ∇)1uα] ·Wα dx ds
+α2
 t
0

Ω
2
j=1
(1uαj )∇uαj ·Wα dx ds
=: I1(t)+ I2(t)+ I3(t). (4.13)
We will examine each of the terms in (4.13). We begin by
estimating I1(t). Notice that themain difficulty arises from the fact
that only u¯ · nˆ = 0 on ∂Ω , while the vector field u¯might not vanish
on ∂Ω . However, the basic step, as we will see below, in Kato’s
argument is to consider instead (u¯− ub). Therefore, we have:
I1(t) = α2
 t
0

Ω
∂s1uα ·Wα dx ds
= α2
 t
0

Ω
∂s1uα · uα dx ds
−α2
 t
0

Ω
∂s1uα · u¯ dx ds
= −α2
 t
0

Ω
∂s∇uα · ∇uα dx ds
−α2
 t
0

Ω
∂s1uα · (u¯− ub) dx ds
−α2
 t
0

Ω
∂s1uα · ub dx ds
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2
2
∥∇uα(t)∥2 + α
2
2
∥∇uα0∥2
+α2
 t
0

Ω
∂s∇uα · ∇(u¯− ub) dx ds
−α2
 t
0

Ω
∂s1uα · ub dx ds
= −α
2
2
∥∇uα(t)∥2 + α
2
2
∥∇uα0∥2
−α2
 t
0

Ω
∇uα · ∂s∇(u¯− ub) dx ds
−α2

Ω
∇uα0 · (∇u¯0 −∇ub(0)) dx
+α2

Ω
∇uα(t) · (∇u¯(t)−∇ub(t)) dx
+α2
 t
0

Ω
1uα · ∂sub dx ds+ α2

Ω
1uα0 · ub(0) dx
−α2

Ω
1uα(t) · ub(t) dx.
With this identity we can estimate I1(t), for all t ∈ [0, T ],
I1(t) ≤ −α
2
2
∥∇uα(t)∥2 + α
2
2
∥∇uα0∥2 − α2

Ω
∇uα0 · ∇u¯0 dx
+α2∥∇uα0∥ ∥∇ub(0)∥ + α2∥∇uα(t)∥ ∥∇u¯(t)∥
+α2∥∇uα(t)∥ ∥∇ub(t)∥ + α2∥1uα0∥ ∥ub(0)∥
+α2∥1uα(t)∥ ∥ub(t)∥ + α2
 t
0
∥∇uα∥ ∥∂s∇u¯∥ ds
+α2
 t
0
∥∇uα∥ ∥∂s∇ub∥ ds+ α2
 t
0
∥1uα∥ ∥∂sub∥ ds
≤ −α
2
2
∥∇uα(t)∥2 + α
2
2
∥∇uα0∥2 − α2

Ω
∇uα0 · ∇u¯0 dx
+ Kα2δ−1/2∥∇uα0∥ +
α2
16
∥∇uα(t)∥2
+ Kα2∥∇u¯(t)∥2L∞((0,T );L2)
+ α
2
16
∥∇uα(t)∥2 + Kα2δ−1 + α2∥1uα0∥ ∥ub(0)∥
+α2∥1uα(t)∥ ∥ub(t)∥ + α2
 t
0
∥∇uα∥ ∥∂s∇u¯∥ ds
+α2
 t
0
∥∇uα∥ ∥∂s∇ub∥ ds+ α2
 t
0
∥1uα∥ ∥∂sub∥ ds,
where we have used above Young’s inequality together with the
estimates from Lemma 3.
Next, we recall the following inequality for functions in H3:
∥1f ∥ ≤ K∥∇f ∥1/2∥f ∥1/2H3 . (4.14)
Let us continue to bound I1. We use (4.14) and the fact that
u¯ ∈ C1([0, T ];H2(Ω)) to obtain, for all t ∈ [0, T ]
I1(t) ≤ −α
2
2
∥∇uα(t)∥2 + α
2
2
∥∇uα0∥2 − α2

Ω
∇uα0 · ∇u¯0 dx
+ Kα2δ−1/2∥∇uα0∥ +
α2
16
∥∇uα(t)∥2
+ Kα2∥∇u¯(t)∥2L∞((0,T );L2) +
α2
16
∥∇uα(t)∥2 + Kα2δ−1
+ Kα2∥∇uα0∥1/2∥uα0∥1/2H3 ∥ub(0)∥+ Kα2∥∇uα(t)∥1/2∥uα(t)∥1/2
H3
∥ub(t)∥,
+α2
 t
0
∥∇uα∥2 ds+ α2
 t
0
∥∂s∇u¯∥2 ds
+α2
 t
0
∥∇uα∥2 ds+ α2
 t
0
∥∂s∇ub∥2 ds
+ Kα2
 t
0
∥∇uα∥1/2∥uα∥1/2H3 ∥∂sub∥ ds.
Using (4.8) and (4.9) together with estimates from Lemma 3, we
obtain
I1(t) ≤ −α
2
2
∥∇uα(t)∥2 + α
2
2
∥∇uα0∥2 − α2

Ω
∇uα0 · ∇u¯0 dx
+ Kα2δ−1/2 1
α
+ α
2
16
∥∇uα(t)∥2 + Kα2∥∇u¯(t)∥2L∞((0,T );L2)
+ α
2
16
∥∇uα(t)∥2 + Kα2δ−1 + Kα2

1
α
1/2  1
α3
1/2
δ1/2
+ α
2
8
∥∇uα(t)∥2 + Kα2∥uα(t)∥2/3
H3
∥ub(t)∥4/3
+α2
 t
0
∥∇uα∥2 ds+ α2
 t
0
∥∂s∇u¯∥2 ds
+α2
 t
0
∥∇uα∥2 ds+ α2
 t
0
∥∂s∇ub∥2 ds
+α2
 t
0
∥∇uα∥2 ds+ Kα2
 t
0
∥uα∥2/3H3 ∥∂sub∥4/2 ds.
Therefore, coalescing similar terms we obtain, for all t ∈ [0, T ],
I1(t) ≤ −α
2
4
∥∇uα(t)∥2 + α
2
2
∥∇uα0∥2 − α2

Ω
∇uα0 · ∇u¯0 dx
+ Kαδ−1/2 + Kα2 + Kα2δ−1 + Kδ1/2
+ Kα2

1
α3
2/3
(δ1/2)4/3 + Kα2
 t
0
∥∇uα∥2 ds
+ Kα2T + Kα2Tδ−1 + Kα2T

1
α3
2/3
(δ1/2)4/3.
Thus, for all t ∈ [0, T ], we have
I1(t) ≤ −α
2
4
∥∇uα(t)∥2 + α
2
2
∥∇uα0∥2 + Kα2
 t
0
∥∇uα∥2 ds
−α2

Ω
∇uα0 · ∇u¯0 dx+ Kαδ−1/2 + Kα2 + Kα2δ−1
+ Kδ1/2 + Kδ2/3
= −α
2
4
∥∇uα(t)∥2 + α
2
2
∥∇uα0∥2 + Kα2
 t
0
∥∇uα∥2 ds
+ g(α, uα0 , u¯0), (4.15)
with
g(α, uα0 , u¯0) = −α2

Ω
∇uα0 · ∇u¯0 dx+ Kα2
+ Kαδ−1/2 + Kα2δ−1 + Kδ1/2 + Kδ2/3.
Now, we choose δ = δ(α) such that
δ(α)→ 0 and α
2
δ(α)
→ 0, as α → 0. (4.16)
Therefore, it follows from the assumption (4.16) and the hypothe-
ses of Theorem 2 that
g(α, uα0 , u¯0)→ 0, as α → 0. (4.17)
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ing by parts, that, for all t ∈ [0, T ],
I2(t)+ I3(t) := α2
 t
0

Ω
[(uα · ∇)1uα] ·Wα dx ds
+α2
 t
0

Ω
2
j=1
(1uαj )∇uαj ·Wα dx ds
= α2
 t
0

Ω
[(uα · ∇)1uα] · uα dx ds
−α2
 t
0

Ω
[(uα · ∇)1uα] · u¯ dx ds
+α2
 t
0

Ω
2
j=1
(1uαj )∇uαj · uα dx ds
−α2
 t
0

Ω
2
j=1
(1uαj )∇uαj · u¯ dx ds
= α2
 t
0

Ω
[(uα · ∇)1uα] · uα dx ds
+α2
 t
0

Ω
1uα · [(uα · ∇)uα] dx ds
−α2
 t
0

Ω
[(uα · ∇)1uα] · u¯ dx ds
−α2
 t
0

Ω
2
j=1
(1uαj )∇uαj · u¯ dx ds.
Notice that since div uα = 0 and uα vanishes on ∂Ω , we can inte-
grate by parts to show that
α2
 t
0

Ω
[(uα · ∇)1uα] · uα dx ds
+α2
 t
0

Ω
1uα · [(uα · ∇)uα] dx ds = 0.
As a result of all the above we have
I2 + I3 = −α2
 t
0

Ω
[(uα · ∇)1uα] · u¯ dx ds
−α2
 t
0

Ω
2
j=1
(1uαj )∇uαj · u¯ dx ds
=: I ′2(t)+ I ′3(t).
We now estimate I ′2(t), for all t ∈ [0, T ],
I ′2(t) = −α2
 t
0

Ω
[(uα · ∇)1uα] · u¯ dx ds
= α2
 t
0

Ω
1uα · [(uα · ∇)u¯] dx ds
= −α2
 t
0

Ω
2
k=1
∂kuα · ∂k[(uα · ∇)u¯] dx ds
= −α2
 t
0

Ω
2
k=1
∂kuα · [(∂kuα · ∇)u¯] dx ds
−α2
 t
0

Ω
2
k=1
∂kuα · [(uα · ∇)∂ku¯] dx ds.Using the fact that u¯ ∈ C([0, T ]; (H3(Ω))2)∩C1([0, T ]; (H2(Ω))2),
we obtain, for all t ∈ [0, T ],
I ′2(t) ≤ α2∥∇u¯∥L∞((0,T )×Ω)
 t
0
∥∇uα(s)∥2 ds
+α2
 t
0
∥∇uα(s)∥ ∥uα(s)∥L4∥D2u¯(s)∥L4 ds
≤ Kα2∥u¯∥L∞((0,T );H3)
 t
0
∥∇uα∥2 ds
+ Kα2
 t
0
∥uα∥1/2∥∇uα∥3/2∥D2u¯∥L4 ds,
≤ Kα2∥u¯∥L∞((0,T );H3)
 t
0
∥∇uα∥2 ds+ Kα2∥u¯∥4L∞((0,T );H3)
×
 t
0
∥uα∥2 ds+ Kα2
 t
0
∥∇uα∥2 ds,
where we used the 2D-Ladyzhenskaya inequality followed by
Young’s inequality in the last bound. Hence we find, after piecing
together similar terms that, for every t ∈ [0, T ], we have
I ′2(t) ≤ Kα2
 t
0
∥∇uα∥2 ds+ Kα2T . (4.18)
Finally, we turn to I ′3. Here again wewill not be able to integrate
by parts, since only u¯ · nˆ = 0 on ∂Ω , while the vector field u¯might
not vanish on ∂Ω . To remedy this situationwe consider instead the
vector field u¯− ub, where we have explicit understanding, thanks
to Lemma 3 of the behavior of ub at ∂Ω . Thus we have
I ′3(t) = −α2
 t
0

Ω
2
j=1
(1uαj )∇uαj · u¯ dx ds
= −α2
 t
0

Ω
2
j=1
(1uαj )∇uαj · (u¯− ub) dx ds
−α2
 t
0

Ω
2
j=1
(1uαj )∇uαj · ub dx ds
=: J1(t)+ J2(t).
Note that, for every t ∈ [0, T ], we have
J1(t) := −α2
 t
0

Ω
2
j=1
(1uαj )∇uαj · (u¯− ub) dx ds
= α2
 t
0

Ω
2
j,k=1
(∂kuαj )∇uαj · ∂k(u¯− ub) dx ds
+α2
 t
0

Ω
2
j,k=1
(∂kuαj )∂k∇uαj · (u¯− ub) dx ds
= α2
 t
0

Ω
2
j,k=1
(∂kuαj )∇uαj · ∂k(u¯− ub) dx ds
+α2
 t
0

Ω
2
j,k=1
(u¯− ub) · ∇
 |∂kuαj |2
2

dx ds
= α2
 t
0

Ω
2
j,k=1
(∂kuαj )∇uαj · ∂ku¯ dx ds
−α2
 t
0

Ω
2
j,k=1
(∂kuαj )∇uαj · ∂kub dx ds
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 t
0
∥∇uα∥2 ds
−α2
 t
0

Ω
2
ℓ,j,k=1
(∂kuαj ) (∂ℓu
α
j ) · ∂k(ub)ℓ dx ds.
Therefore, after integrating by parts we obtain
J1(t) ≤ Kα2∥u¯∥L∞((0,T );H3)
 t
0
∥∇uα∥2 ds
+α2
 t
0

Ω
2
ℓ,j,k=1
(∂ℓ∂kuαj ) u
α
j ∂k(ub)ℓ dx ds
= Kα2∥u¯∥L∞((0,T );(H3(Ω))2)
 t
0
∥∇uα∥2 ds
−α2
 t
0

Ω
2
ℓ,j,k=1
(∂ℓ∂k∂kuαj ) u
α
j (ub)ℓ dx ds
−α2
 t
0

Ω
2
ℓ,j,k=1
(∂ℓ∂kuαj ) ∂ku
α
j (ub)ℓ dx ds
= Kα2∥u¯∥L∞((0,T );H3)
 t
0
∥∇uα∥2 ds
−α2
 t
0

Ω
2
ℓ,j,k=1
(∂ℓ∂k∂kuαj ) u
α
j (ub)ℓ dx ds
−α2
 t
0

Ω
2
j,k=1
(ub · ∇)
 |∂kuαj |2
2

dx ds
= Kα2∥u¯∥L∞((0,T );H3)
 t
0
∥∇uα∥2 ds
−α2
 t
0

Ω
2
ℓ,j,k=1
(∂ℓ∂k∂kuαj ) u
α
j · (ub)ℓ dx ds
= Kα2∥u¯∥L∞((0,T );H3)
 t
0
∥∇uα∥2 ds
+α2
 t
0

Ω
2
ℓ,j,k=1
(∂k∂kuαj ) ∂ℓu
α
j (ub)ℓ dx ds
= Kα2∥u¯∥L∞((0,T );H3)
 t
0
∥∇uα(s)∥2 ds
+α2
 t
0

Ω
(1uαj )∇uαj · ub dx ds.
Consequently,
J1(t) ≤ Kα2
 t
0
∥∇uα(s)∥2 ds− J2(t),
for all t ∈ [0, T ]. As a result, we have obtained that
I ′3(t) = J1(t)+ J2(t) ≤ Kα2
 t
0
∥∇uα(s)∥2 ds, (4.19)
for all t ∈ [0, T ]. Recalling (4.13) and putting together the esti-
mates in (4.15), (4.18) and (4.19) we deduce that t
0

Ω
div σ α ·Wα dx ds = I1(t)+ I2(t)+ I3(t)
≤ −α
2
4
∥∇uα(t)∥2 + Kα2
 t
0
∥∇uα∥2 ds+ g(α, uα0 , u¯0)
+ Kα2
 t
0
∥∇uα∥2 ds+ Kα2T + Kα2
 t
0
∥∇uα∥2 ds. (4.20)We insert (4.12) and (4.20) into (4.11) to conclude
1
2
∥Wα(t)∥2 ≤ 1
2
∥Wα(0)∥2 + K
 t
0
∥Wα∥2 ds
− α
2
4
∥∇uα(t)∥2 + Kα2
 t
0
∥∇uα∥2 ds
+ α
2
2
∥∇uα0∥2 + g(α, uα0 , u¯0)
+ Kα2
 t
0
∥∇uα∥2 ds+ Kα2T
+ Kα2
 t
0
∥∇uα∥2 ds. (4.21)
We can rewrite (4.21) as
∥Wα(t)∥2 + α2∥∇uα(t)∥2 ≤ K1(∥Wα(0)∥2 + α2∥∇uα0∥2)
+ K2
 t
0
(∥Wα∥2 + α2∥∇uα∥2) ds+ g˜(α, uα0 , u¯0), (4.22)
where
g˜(α, uα0 , u¯0) = g(α, uα0 , u¯0)+ KTα2. (4.23)
Applying Gronwall’s lemma to (4.22), we obtain
sup
t∈[0,T ]
∥Wα(t)∥2 + α2∥∇uα(t)∥2
≤ eK2T K1(∥Wα(0)∥2 + α2∥∇uα0∥2)+ g˜(α, uα0 , u¯0) ,
where K1, K2 do not depend on α.
Thanks to (1.3), (4.17) and (4.23), we conclude that
sup
t∈(0,T )
(∥uα(t)− u¯(t)∥2 + α2∥∇uα(t)∥2)→ 0,
as α → 0. 
5. Comments and conclusions
In our main result, Theorem 2, we assume that the initial data
for the Euler equations belongs to (H3(Ω))2, is divergence free and
satisfies u0 · nˆ = 0. In addition, we postulate the existence of a suit-
able family of approximations to u0, i.e. a family of approximations
verifying (1.3), {uα0 } ⊂ (H3(Ω))2. A natural questionwhich arises is
whether such approximations exist for any, given, u0 as above. We
begin this section by providing a construction of such an approxi-
mation. In fact, in the following result, concerning the construction
of uα0 , we require considerably less regularity from u0.
Proposition 1. Let u0 ∈ H ∩ (H1(Ω))2. Then there exists a suitable
family of approximations to u0, {uα0 } satisfying (1.3).
Proof. Let us denote by Pσ the Leray–Helmholtz projector opera-
tor, i.e. the orthogonal projection from (L2(Ω))2 ontoH .We denote
by A = Pσ (−∆) the Stokes operator, with D(A) = (H2(Ω))2 ∩ V .
It is well known that the space H possesses an orthonormal ba-
sis {wj}∞i=1 of eigenfunctions of A, with corresponding eigenvalues
λj, j = 1, 2, . . . , i.e. Awj = λjwj (cf. [44]). Moreover, it is well
known that λj ∼ jλ1, for j = 1, 2, . . . , see, e.g., [49,50]. Let us set
Hm = span{w1, w2, . . . , wm} and denote Pm to be the orthogonal
projection from H onto Hm.
Let u0 ∈ H1(Ω) ∩ H , we set
uα0 = Pmu0 =
m
i=1
(u0, wj)wj,
where we choosem = ⌊ 1
α2λ1
⌋.
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∂Ω . Therefore, conditions (i) and (ii) of (1.3) are met.
We observe that for every s ≥ 0, there exists a constant K > 0,
which depends on s, but is independent of α, so that
∥uα0∥2Hs ≤ K
m
j=1
λsj |(u0, wj)|2 ≤ Kλsm∥u0∥2 ≤ Kα−2s∥u0∥2. (5.1)
Setting s = 3 in (5.1) implies condition (iv) of (1.3).
All that remains to verify is condition (iii) of (1.3). Observe that
∥∇uα0∥2 = ∥∇Pmu0∥2 =
A 12 Pmu02 = (Pmu0, APmu0)
= (u0, PmAPmu0) = (u0, APmu0)
= (u0, Pσ (−∆)Pmu0)
= (u0, (−∆)Pmu0) =

Ω
(∇u0 : ∇uα0 ) dx
−

∂Ω
u0 · ∂u
α
0
∂ nˆ
dΓ
≤ ∥∇u0∥ ∥∇uα0∥ + ∥u0∥L2(∂Ω)∥∇uα0∥L2(∂Ω)
≤ ∥∇u0∥ ∥∇uα0∥ + K∥u0∥1∥∇uα0∥
1
2 ∥uα0∥
1
2
2 , (5.2)
where the last inequality is obtained by using the following bound-
ary trace inequality [46]
∥f ∥2L2(∂Ω) ≤ K∥f ∥ ∥f ∥1.
By virtue of Young’s inequality, (5.2) implies
α2∥∇uα0∥2 ≤ Kα2∥∇u0∥2 + Kα2∥uα0∥
2
3
2 ∥u0∥
4
3
1 . (5.3)
Using (5.1), for s = 2, we find that
α2∥uα0∥
2
3
2 ∥u0∥
4
3
1 ≤ Kα
2
3 ∥u0∥ 23 ∥u0∥
4
3
1 ≤ Kα
2
3 ∥u0∥21.
Thus it follows from the above and (5.3) that
α2∥∇uα0∥2 ≤ K

α2 + α 23

∥u0∥21.
Hence, we obtain (iii) of (1.3) as desired. 
Our final result is an illustration ofwhatwe are calling boundary
layer indifference of the α → 0 limit. We consider Ω the infinite
channel {0 < x2 < 1, x1 ∈ R}, and we seek stationary solutions
of the Euler-α system of the form u(x1, x2) = (ϕ(x2), 0), known as
parallel flows.
For the sake of comparison, let us first consider the Navier–
Stokes equations, with viscosity ν > 0 in a channel, with no-slip
boundary conditions. If we seek (stationary) parallel flow solutions
for the Navier–Stokes equations in the context above, it is well-
known that ϕ must be the Poiseuille parabolic profile, which, for
any viscosity ν > 0, is given byϕ(x2) = cx2(1−x2), for an arbitrary
constant c . On the other hand, any parallel flow is a stationary
solution of the Euler equations in the channel, and it is natural to
askwhich parallel flows are vanishing viscosity limits of stationary
viscous flows. In fact, if one considers ν-dependent families of
Poiseuille profiles, the only possible limits as ν → 0 are again
of the form cx2(1 − x2) (see the Prandtl–Batchelor Theorem, for
example, in [51] for a more thorough discussion of this issue).
The contrast of this rigid behavior with what happens with
the Euler-α regularization is quite striking, as can be seen by the
following result:
Proposition 2. Let ϕ = ϕ(x2) be any function in C2((0, 1)) ∩
C([0, 1]) with ϕ(0) = ϕ(1) = 0. Then the velocity u(x1, x2) =
(ϕ(x2), 0) is a stationary solution of the Euler-α system for any α,with pressure
p = −ϕ
2 − α2(ϕ′)2
2
.
Proof. The two-dimensional stationary Euler-α system can be
written in the form:
u · ∇(u− α21u)+

j
(uj − α21uj)∇uj = −∇p; div u = 0.
Setting u = (ϕ(x2), 0), the divergence free condition is auto-
matically satisfied, the horizontal momentum balance becomes
−∂x1p = 0 and the verticalmomentumbalance equation becomes:
(ϕ − α2ϕ′′)ϕ′ = −∂x2p,
so, taking p as stated concludes the proof. 
As a consequence of this result, any parallel flow in the channel
can be approximated in the L2-norm, by stationary Euler-α solu-
tions through the use of a cut-off function near the boundary of
the channel, and by adjusting the pressure accordingly. The result-
ing boundary layer is of arbitrary width and profile. This suggests
that the hypothesis (1.3) on the initial approximation could be a
technical limitation of our proof, and not a sharp requirement.
There are many natural questions arising from the work we
have presented. First, one may seek extensions to the three-
dimensional case, the case of the second-grade fluid equation,
and the case of other regularized models such as Leray-α and the
Euler–Voigt-α models—a subject of a current research [42]. Sec-
ond, one may seek to optimize the regularity requirement on ini-
tial data, improve the space where convergence is taking place and
find more precise estimates on error terms. Yet another avenue
of investigation would be to examine the behavior of numerical
approximations or implementations of α-models with small α in
domains with boundary. Finally, one may look for better under-
standing of the boundary layer, specially in time-dependent cases.
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