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The asymptotic behavior of algorithms for solving linear problems is studied. 
Available information about the problem is assumed to be corrupted by bounded 
noise. We show how the asymptotic behavior is related to the worst case perfor- 
mance of algorithms. Algorithms and information that enjoy optimal convergence 
properties are obtained. Under some assumptions, optimal information turns out 
to be nonadaptive. 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
In this paper, we deal with the asymptotic behavior of algorithms for 
solving numerical problems. Such algorithms are based on some informa- 
tion about the problem, which is usually collected by computing (or mea- 
suring) the values of certain functionals. A typical example of information 
for problems such as function approximation or integration is given by 
function values at some points. In most cases information is corrupted by 
noise which may be caused by computation, measuring, or round-off 
errors. Even if exact information is available, it is sometimes impossible 
to store it because of memory restrictions. The exact computation of 
information functionals may also be far more expensive than their approx- 
imate evaluation. 
For these reasons, we often use noisy information, which has been 
studied from different points of view by numerous authors, including 
numerical analysts, statisticians, and engineers. In many papers, noisy 
information is considered in the worst or average case settings. Results in 
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the first setting, in which one is interested in the worst performance of an 
algorithm and the information noise is assumed to be bounded, are briefly 
reported in Section 3. For details the reader is referred to the papers of 
Micchelli and Rivlin (1977), Melkman and Micchelli (1979), Lee et al. 
(1987), Marchuk and Osipenko (1975), and Kacewicz e< al. (1986). 
In the average case setting, in which we look at the average perfor- 
mance of an algorithm, information corrupted by stochastic noise was 
analyzed by Kadane et al. (1988) and Plaskota (1990). Using a statistical 
point of view, stochastic noise was studied in the papers of Kimeldorfand 
Wahba (1970), Wahba (1975, 1984), and Chaloner (1984). 
In the present paper we consider noisy information in the asymptotic 
setting. We aim to find an algorithm that converges to the solution as fast 
as possible, when the number of information functionals goes to infinity 
(see Section 2). This setting has been previously studied for exact infor- 
mation. The first paper on this subject by is Trojan (1983), who showed a 
connection between the asymptotic and worst case settings for linear 
problems. Kacewicz (1987a) showed a similar connection for a class of 
nonlinear problems. A relation between the asymptotic and average case 
settings for linear problems was established by Wasilkowski and Woi- 
niakowski (1987). Asymptotically optimal algorithms for evaluating the 
global maximum of a function were studied by Plaskota (1989) and for 
zero finding by Sikorski and Trojan (1987). 
The asymptotic behavior of noisy information was considered in the 
unpublished paper of Trojan (1985). Roughly speaking, his goal was to 
determine the maximal accuracy of an approximation given by an (usually 
nonconvergent) algorithm. Such an approach is different from ours. In 
particular, the results of Trojan (1985) cannot be reduced to those of 
Trojan (1983) if information is exact. 
We now describe the framework of the present paper. The problem 
being solved is linear. Information is corrupted by bounded noise which 
may tend to zero, as the number of information functionals goes to infin- 
ity. An example of such a situation is given in Example 2.1. Even though 
information is not exact, there may exist a convergent algorithm. If the 
noise is sufficiently small, the rate of convergence even may be the same 
as that for exact information; see the discussion in Section 5. 
In order to study the influence of a noise on the rate of convergence, we 
show a close link between the asymptotic and worst case settings. Our 
approach is a generalization of that of Trojan (1983) to the case of noisy 
information. In Section 4 we show that, for given information, the optimal 
speed of convergence is determined by the diameter of information, 
which characterizes information in the worst case setting. The optimal 
speed of convergence is achieved by a spline algorithm. Furthermore, in 
Section 5 we show how to select optimal information functionals. This 
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problem can be reduced essentially to finding such functionals in the 
worst case setting. 
Another question considered in this paper is whether adaptive informa- 
tion is more powerful than nonadaptive information. It is known that 
adaption does not help when information is exact in the worst case, aver- 
age case, and asymptotic settings; see, e.g., Traub et al. (1988, pp. 57-65, 
236-247, 391-392) and Trojan (1983). The same holds for noisy informa- 
tion in the worst and average case settings; see Traub et al. (1988, p. 437), 
Kadane er al. (I988), and Plaskota (1990). We prove in Section 6 that 
adaption does not help (under some assumptions) in the case of noisy 
information in the asymptotic setting. 
In Sections 2-6 we assume that the information values available during 
the computation process could change from step to step. In Section 7 we 
study a different (perhaps more natural) model, requiring perturbed infor- 
mation to be given as an in&rite sequence. The main difficulty in such a 
model is establishing a sharp lower bound on the error. Such a bound, 
corresponding to that given in Section 6, is presented in Theorem 7.1. 
In this paper, we have shown how to analyze the error of algorithms in 
the asymptotic setting when information is given with bounded noise. 
Using these results, one can study the (asymptotic) &-complexity of linear 
problems, i.e., the minimal cost of computing an s-approximation to the 
solution. To reduce the length of this paper, we do not develop this topic 
now. Complexity results will be presented in the future. 
2. FORMULATION OFTHEPROBLEM 
Let S: F + G be a linear continuous operator, where F is a Banach 
space and G is a normed space. We call S the solution operator. Our aim 
is to approximate an element S’, called the solution, forfE F. We assume 
that the elementfis not known; we can only find some information about 
f. By (exact) information about f we mean a sequence 
Nf = Mf), L2(f), . . . 9 L(f), - * .I, (2.1) 
where Lj: F + R are linear continuous functionals, i = 1, 2, . . . . That 
is, we gain information aboutfby collecting the values of linear function- 
als atf. The mapping N: F --, R” defined by (2.1) is called an information 
operator (or simply information). We denote the n first evaluations in (2.1) 
by N”(f); i.e., 
N”(f) = LMfh . . . 3 L(.f)l. (2. la) 
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In what follows, for a sequence a = [al, u2, . . .I, we let a” = [a,, 
. . . ) a,] denote the vector defined by the first 12 components of CI. 
The crucial assumption of this paper is that the evaluations of Li(f) are 
corrupted by noise. That is, instead of knowing the exact numbers Li(f) 
we know only their perturbed values zi. For instance, we may know 
numbers zi such that 
for some Ai 2 0. Or, for each n we may know a vector z” E IL!” such that 
where 11.11 is a norm on UP, and A, 2 0. 
To deal with the general case of perturbed information we assume that 
R” is equipped with a functional ]]*]ln: IP + [0, +a], which enjoys the 
properties of a norm (with the convention that 0 . m = m * 0 = 0). That is, 
]I.]ln is a norm on the subspace {x E lFP : l/x]/,, < +m}. We call J/.Jln an 
extended norm. We also assume that the extended norm is independent of 
N and f. 
By nth noisy (perturbed) information aboutfcorresponding to the infor- 
mation operator N we mean a vector z” such that 
I(z” - N”flin 5 1. (2.2) 
Note that z” is equal to exact information N”fif ]lx]ln = +w for x # 0 and 
]lO((,, = 0. Exact information is thus a special case of our considerations. 
In example (a) we have 
while in (b) 
llxlln = Ikll~An~ @I) 
wherex=[xr,. . . , xn], with the convection that a/O = +a for a > 0 and 
o/o = 0. 
The solution Sf for f E F is approximated by an algorithm based on 
noisy information P. More specifically, by an algorithm we mean a se- 
quence of mappings @ = {a”}, where @*: W + G. The nth error of an 
algorithm Cp (with information N) at f is defined as 
en{@, N, f) = sup{llSf - @n(~n)ll : Ilzn - N”fIIn 5 11. (2.3 
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Note that, since we do not know what noisy information z” we have to 
deal with, we define the error for the worst z” consistent with exact 
information Nnf. 
Note that the error is defined for each element f individually. We are 
interested in the asymptotic behavior of eR(@, N, f) as n --;, +m. We wish 
to define Cp in such a way that the convergence is as fast as possible. Such 
a setting is called asymptotic. 
We now give examples of possible sources of an information noise. For 
instance, the numbers zi may be results of measurements of the exact 
values Li(f). We deal then with the case (a), where hi are the measure- 
ment errors. 
The information noise may also be a result of previous stages of compu- 
tation. Consider the following example. 
EXAMPLE 2.1. Let F = G = C([O, 11) with the maximum norm. Let 
Sf=fand 
Nf = Lf(xd, f(xz),f(x3), . . .I, 
where xi E [O, 11. That is, we wish to uniformly approximate a functionf 
knowing its approximate values at certain points. Suppose that f is the 
solution of an initial value problem 
f’(x) = &?kfW, x E N, 11, 
f(O) = 1, 
(2.4) 
where g: [0, I] x R ---, R belongs to a class of sufficiently regular functions 
with uniformly bounded derivatives. 
We assume that the values off can be computed only via solving (2.4) 
(so that they are not exact), and that we are not involved in their computa- 
tion. For instance, we do not know what information about the function g 
or what method was used to solve (2.4). Therefore, the problem cannot be 
reduced to that of approximatingfon the basis of certain exact informa- 
tion about g; for such an analysis see Kacewicz (1987b). We only know 
information consisting of nonexact values off and an upper bound on the 
noise. 
What upper bounds can we expect to have? Suppose that we computef 
at the points xi chosen such that 
XI = 0, x2 = 1, x~‘-,+~+~ = 2-l + j . 2-C-0, 
wherej = 0, 1, - = . . . , 2’-’ 1, i 1, 2, . . . . Information N2’+tf, i = 0, 
1 9. * *, is thus given by the values offat 2’ + 1 equidistant points from 
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[O, I]. Suppose that (I pth order method (p 2 1) for solving (2.4) is used to 
approximatef(xJ, i = 1, 2, . . . , II. We then get approximations zi such 
that 
max Izi - f(xJl = O(CP), n+ +w. 
,5;5n 
For many methods the constant in the O-notation is independent off, if 
functions g have uniformly bounded derivatives. We then have the situa- 
tion described in (b), with A,, = @n-p). As we see, in this case A,, --, 0 as 
n+ +m. 
3. NOISY INFORMATION IN THE WORST CASE SETTING 
We briefly recall some known result concerning noisy information in 
the worsf case setting. In this setting we want the error to be small for the 
worst element f from some class F0 C F. Let N be an information opera- 
tor (2.1). The nth worst case error of an algorithm @ using perturbed 
information corresponding to N is defined by 
eY@, NJ = ;g ,,in_s,ufq; -, IPf - Wz”ll; 
” n-= 
see (2.3) for a comparison. 
This setting was considered in a number of papers. For instance, Mic- 
chelli and Rivlin (1977) obtained a result, which in our notation reads as 
follows: 
THEOREM 3.1. Let FO be convex and balanced. Then 
i;f e,““(@, N) = CY * d,,(N), 
where d,,(N) = 2 . sup{](Sh(l : h E Fo, I(N”hJ(, I 1} and t 5 cy % 1. 
This theorem allows us to express the minimal worst case error inde- 
pendently of a particular algorithm by the quantity d,(N), which only 
depends on the information N. We call d,,(N) the nth diameter of informa- 
tion N. As we see in the next sections, the diameter of information also 
plays an important role in the asymptotic setting. To give examples of the 
worst case approach we recall the following two results. 
Let F be the space of functions f: [0, 1] + lR which have absolutely 
continuous (r - I)st derivatives, r ZE 1, and let 
FO = {f E F : ((f"$ 5 1). 
Let Nnf consist of function evaluations at n points; i.e., 
N”f = [fh), . . . ,f(x,)l. 
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We assume that the computed vector z” = [zl, . . . , z,] satisfies 
where 11x11 = (ET=, Ix#‘)“P, 1 5 p 5 +w, x = [x1, . . . , x,]. The extended 
norm in IJP is thus given by llxll,, = (IxJ(lA,. 
Now let G = [w and Sf = f(x) for some x E [O, 11; i.e., we want to 
recover the value of the function f at x. Marchuk and Osipenko (1975) 
showed that for n = r the Lagrange interpolation gives the minimal error 
equal to id,,(N), and 
d,,(N) = 2 y + 2An~(&x)jl,, 
where l/p + I/q = I, W,,(X) = II:= 1 (X - xi), P(X) = [PI(X), . . . , P,(X)], 
and Pj = IIi+j (X - xj)l(xi - xj). 
As the second example consider the function approximation problem, 
Sf=f, with G = C([O, I]). This problem was recently studied by Lee et al. 
(1987). They showed that for p = +w we have 
inf d,(N) = C,n-’ + D,A,, 
N 
where 
(K,h’)( 1 + u( 1)) 5 c, 5 (2/(7Tr))‘%(r-‘)( 1 + 0(1/r)), 
1 5 D, 5 2(rl(27r))ln(l + 0(1/r)), 
and K, is the rth Favard constant. The best approximation is given by the 
piecewise Lagrange polynomial based on n equispaced points. 
As we see, in both examples the diameter of information is influenced 
by the additional additive term which is proportional to the noise. 
4. ASYMPTOTIC SETTING 
In this section we study the asymptotic behavior of algorithms using 
noisy information. Recall that the error of an algorithm Cp is defined by 
(2.3). We provide upper and lower bounds on the speed of convergence of 
the sequence of errors e,,(@, N, f), for f E F. These bounds are given in 
terms of the nth diameter of information d,(N) defined in Theorem 3.1, 
with F. being the unit ball in F. That is, we now have 
d,(N) = 2 . sup{(lSh)l : h E F, I(hl( 5 1, (~i’V”h~~, 5 1). 
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We first define the p-spline algorithm and next show that it enjoys the 
best convergence properties. Optimality properties of spline algorithms 
are known for many problems and settings; see, e.g., Micchelli and Rivlin 
(1977), Melkman and Micchelli (1979), Traub ef al. (1988, pp. 95-101, 
226-233), Trojan (1983), and Kacewicz (1987a). The following definition 
and theorem are generalizations of those for exact information (Trojan, 
1983). Let N be an information operator. For p 3 1 and z E BP being 
perturbed information for somef, let an element (T”Z E F be such that 
(i) JIN”cr”z - zlln 5 1, 
(ii) ((unz(I 5 p * inf&fll : llN”f - zIL 5 11. 
Note that such an element exists. Due to (i) and (ii), it interpolates the 
data and satisfies almost minimal norm properties. Define the sequence of 
approximations to 5” by 
@-q(z) = Su”z, n= 1,2,. . . . 
The algorithm aP = {ai} is called the p-spline algorithm. We have 
THEoREM4.1. ForanyfE Fandn = 1, 2,. . . , 
where K(f) = maxiI, ((1 + ~>/2>llfll>. 
Proof. Let f E F, and let z E IF@ be such that llz - Nnfll,, 5 1. Then 
I(N”(f - m)lln 5 bVf - dn 
+ JJN”u”z - zlln 5 2. 
Hence, if J/f - u”zJ( I 2 then 
llsf - @;<z>ll = I[S(f - u”z)(I 5 d,(N). 
On the other hand, if IIf - (T?~I\ > 2 then we have 
IIW - @:<z>ll = IW - ~“Z)lI 
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Hence, in both cases 
Since z is arbitrary perturbed information for f, we get the desired 
bound. n 
The p-spline algorithm converges to the solution at least as fast as the 
sequence of the nth diameters. We now show that there is no algorithm 
with a speed of convergence essentially better than that of {d,(N)}. 
Let us assume that the extended norms satisfy the following condition: 
(AS.1). If(l[Xl, . . . , x,,x,+~(~~+I < -t~thenIlb~, . . . ,-dlln < +T 
Vn,VXiEIW,i=1,2,. . . ,n+ 1. 
The condition (AS. 1) holds for all the extended norms of interest. For 
instance, it is satisfied if ((*(In is a norm for all n. It also holds for the 
extended norm which defines exact information and for those defined by 
(al) as well as by (bl) with the condition that if Ak = 0 then A,,, = 0, 
Vm > k. 
The following theorem provides a lower bound on the error e,(@, N, f) 
of an arbitrary algorithm a. 
THEOREM 4.2. Let N be an information operator such that d,,(N) > 0, 
n=l,2,. . . , and @ an algorithm which uses perturbed information 
corresponding to N. Let (6,) be an arbitrary positive sequence converging 
to zero. Zf(AS.l) holds then the set 
is boundary in F, i.e., it does not contain a ball. 
Proof. For any positive sequence {a,}, define the set Ai = A,({&}) by 
en@, N,f) 
&=[fEMmW 6 d(N) =O]. n’ n 
Then the set AI = A,({&}) is contained in A,({*}). Hence, to prove the 
theorem it suffices to show that for any positive sequence (6,) converging 
to zero the set A1 is boundary. 
Suppose on the contrary that the set Ai contains a closed ball B with 
radius E, where 0 < E 5 1. To show that this is not possible we construct 
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by induction a sequence {&}&I contained in B and a sequence of integers 
no < n1 < 112 < * . * . 
Letfr be the center of B, and no = 0. Suppose that for some k 2 1 we 
have constructed fi, f2, . . . ,fkEBandintegersno<...<nk-isuch 
that IlJ+l - 511 s (e/2)“, i = 1, 2, . . . , k - 1. To definefj,, and nk we 
proceed as fohows. Let Ek > 0 be such that 
yett;e case k = 1 we set .Y~ > 0 to be such that I/S’ - s’JJ cr 4 for (If - fill 
- The functional )I *)I . ,, IS continuous on the subspace {x E .&I” : I)& < +w}. 
From this and the condition (AS. 1) it follows that we can choose (for k 2 
2) a positive number rk for which it holds that 
if /jNnk-ihj/,k-, < +w and (Jhl( 5 rk 
then (JAW& 5 2-k, i= 1,2,. . . ,k- 1 
(fork = 1 we set rI = +w). 
Since fk E AI, there exists an integer nk > n&i such that 
6,, 5 min{&k, rk, (&/2)k}, 
and 
From the definition of d,,(N) there exists hk E F such that 
(i) bkjl s hk9 
(ii) I(N”kh&, 5 ank, and 
(iii) l/Shkjl Z a . 6,,d,,(N). 
We now setfk+l = fk + hk. Since I/j+, -A/J 5 (~/2)~, i = 1, 2, . . . , k, we 
have Ilfk+~ -fill -i Z=, llA+~ -Al - e E, so thatfk+, E B and the construction 
of {fk} and {nk} is completed. 
The sequence {fk} satisfies the Cauchy condition. Indeed, for any m, k, 
m > k, we have 
m-1 m-l 
llfm - hll 5 z IA+, - Al/ 5 ; (d2)i 5 2(&/2)“. 
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Thus, there existsf* E B such that 
We now show two properties off*. Observe first that since llfk+, - fk/J : 
&k, we have I[ sfk+ 1 - %[I 5 $ * &!$fk - sfk-I[(, k = 2,3, . . , . This gives for 
m>k 
By letting m + +a, we get 
IlSf * - sfkll z 4 ’ IIsfk+l - sfkll, k= 1,2,. . . . 
Second, since I(Nnihil(,i < $03, Vi, due to (AS.1) we have that ((N”khi\(nk < 
+M, for i 2 k. Since also l]hill 5 ri, we have IIN%&, 5 2-‘. Hence 
llNnkf, - N”khl)PZk 5 c IINnkhilt,k 
i=k 
m-l 
522-‘51, Vm>k. 
i=k 
Since II*llnk is continuous on the closed subspace {X E lF!“k : ll~ll,,~ < +m), we 
get 
Thus, N”kfk may be treated as nkth perturbed information forf*. 
Thus, we finally get 
enk(@, N,f*) 2 IJSf* - @‘k(N”kh)ll =‘ IIS’* - sfkll 
- llsfk - @WWi)~~ 
2 t * Ilsfk+, - Shll - m&3 ’ &&n,(N) 2~ 4% . &y&,(N), 
fork=1,2,. . . . This contradicts the fact that f* E A,. The set AI is 
thus boundary and so is A,, as claimed. n 
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Theorem 4.2 says that there is no algorithm converging to the solution 
as fast as the sequence (6, . d,(N)} (except for a boundary set of elements 
f). This together with Theorem 4.1 establishes almost optimal conver- 
gence properties of the p-spline algorithm OP. Up to the sequence {a,}, the 
optimal rate of convergence is given by the sequence {d,(N)} of the nth 
diameters of information N. 
Although the sequence (6,) may converge to zero arbitrarily slowly, it 
cannot be neglected in the formulation of Theorem 4.2. Indeed, for the 
algorithm aP we have en(Qp, N,f) = O@,(N)), for allfe F. Sometimes it 
is however possible to define an algorithm converging faster than d,(N). 
This means that not only A,, but even the set A,, which appears in the 
proof, may be not boundary if we neglect the sequence {a,,}. 
EXAMPLE 4.1. Let F = G be the Banach space of continuous func- 
tions f: [0, I] + R, with the supremum norm. Let 5” = f for f E F. 
Consider the information operator 
w- = u-(~l),f(~2), . . . , f(Xn), * . .I, 
where the points Xi, i = 1,2, . . . , are given as in Example 2.1. Let noisy 
information z” about f satisfy /zn - Nnf]l, 5 A,,, IZ = 1, 2, . . . , where 
{A,} is a nonincreasing sequence converging to zero. It is not difficult to 
see in this case that d,(N) = 2, for all IZ. On the other hand, consider the 
approximation off by the piecewise linear function h,(f) which interpo- 
lates information P. Then, sincefis continuous, {xn} is dense in [0, 11, and 
A,, ---, 0, we have that j/f - h,(f)]jm + 0 as 12 ---, +m, for allf. However, 
convergence may be arbitrarily slow. 
The next example shows that the assumption that F is a Banach space is 
important. 
EXAMPLE 4.2. Let F be the space of functionsf: [O, 11 + [w satisfying 
a Lipschitz condition, with the supremum norm. This is not a Banach 
space. Consider the space G, operators S, IV, and noisy information as in 
Example 4.1. We have then again that d&V) = 2, Vn. On the other hand, 
it is not difficult to check that IIf - /~,(f)/~ = O(A, + l/n), Vf, where the 
constant in the O-notation depends only on the Lipschitz constant forf. 
Hence, Theorem 4.2 does not hold. This shows that the assumption that F 
is a Banach space cannot be omitted in the formulation of Theorem 4.2. 
5. OPTIMAL INFORMATION 
We now show how the functionals Li should be selected in order to 
maximize the speed of convergence. 
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Assume that the linear continuous information functionals can be cho- 
sen from some class A. Denote by d(n, A) the nth minimal diameter with 
respect to A, i.e., 
d(n, A) = inf d,(N), 
where the infimum is taken over all information operators (2.1) consisting 
of functionals from A. Assume also that d(n, A) > 0 for n = 1, 2, . . . . 
We have 
THEOREM 5.1. Let N be an information operator (2.1) defined by 
functionals from A and @ an algorithm which uses perturbed information 
corresponding to N. Let (6,) be an arbitrary positive sequence converging 
to zero. Zf (AS.1) holds then the set 
( en@, N,f) fE F : limstp 6 n . d(n A) < +m 7 1 
is boundary in F. 
Proof. It follows immediately from Theorem 4.2 and the fact that 
d(n, A) 5 d,(N) n 
The above theorem says that the sequence of errors e,(@, N, f) cannot 
tend to zero essentially faster than the sequence d(n, A) of the nth minimal 
diameters, except for a boundary set of elementsf. An information opera- 
tor N* for which there exists an algorithm with the error proportional to 
d(n, A) is called optimal. 
How can we obtain optimal information? Assume that the extended 
norms satisfy the following assumption: 
W3.2). Ilh XZ, . . . , xnIIIn 5 min {lb, ~1, . . . , x,J(I~+~, 
Ilh * . . 7 x,, x]II,+r}, for all n, x, and xl, . . . , xn. 
The condition (AS.2) holds for instance for the extended norms defined 
by (al), as well as for those defined by (bl) with \j*][ being the LP norm in 
IX*, 1 5 p 5 +a, both with nonincreasing sequences {A<}. Note that (AS.2) 
implies (AS. 1). 
Let r) > 1. For any positive integer n, let information N,, consist of 
functionals from A and be chosen such that 
d,WJ 5 77 . d(n, A). 
Define 
N* = IN;, N:, N:, . . . , N$, . . .I, (5.1) 
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where NE denotes the first rz functionals of N,. The following theorem 
yields that in many cases information N* is optimal. 
THEOREM 5.2. Let a,, be the p-spline algorithm which uses perturbed 
information corresponding to N *. Zf (AS.2) holds then for any n 2 1 and 
fEFwehave 
en(Qpv N*,f) : rl . K(f) . d (191, A), 
where K(f) is given in Theorem 4.1. 
Proof. For n 2 I, let k = k(n) be the greatest integer satisfying n 2 
x!=, 2’. Then all the functionals from N$ are contained in (N*)“. From the 
condition (AS.2) it follows that jj(N*)nhljn 5 1 implies IIN$hljzk zs 1. Conse- 
quently, 
d,(N*) = 2 * sup{I(Shlj : ((h/l I I, II(N*)“hl(, 5 1) 
5 2 . sup{IJShJJ : l/h]/ 5 1, ~~N::h~~2~ 5 l} = d2k(NZk). 
It is easy to see that the sequence d(n, A) is nonincreasing. Since 2k z- 
[(n + 1)/41, using Theorem 4.1 we get 
en@‘,,, N*,f1 5 K(f) * d,(N*) 5 K(f) * d$(N2k) 
5 K(f) . T,I . d(2k, A) i K(f) * q * d ([q fq 
which completes the proof. n 
Hence, the error of the p-spline algorithm based on noisy information 
corresponding to N* is proportional to d([(n + 1)/4], A). Recall that 
Theorem 5.1 gives a general lower bound essentially equal to d(n, A). 
Thus, if 
d ([ql, A) = O(d(n, A)), 
then aP based on N* has the best convergence properties among all 
algorithms that use perturbed information corresponding to an arbitrary 
information operator defined by functionals from the class A. Hence, in 
such a case information N* given in (5.1) is optimal. This holds, for 
example, when d(n, A) behaves as a polynomial in l/n. 
We now apply these results to the approximation problem described in 
Example 2.1. We want to approximate the solution f of the initial value 
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problem (2.4). We assume that f E FO, where 
and r 2 1. Recall that the class A consists of functionals defined by the 
values offat some points from [O, 11. These values are (approximately) 
computed by a pth-order method for solving (2.4). The maximum norm 
error in computing n evaluations offis then bounded by A, = @(n-p) (the 
constants in the O-notation are independent off). 
By applying the results of Lee et al. (1987) (see Section 3) we get that 
the minimal diameter of information for this problem is equal to 
d(n, A) = O(n- + n-q, n-, +w. 
In the asymptotic setting, Theorems 5.1 and 5.2 give (after minor modifi- 
cations) that the optimal speed of convergence is also (essentially) of 
order n-’ + n-p. Optimal information consists of evaluations off at the 
points defined as in Example 2.1, and the optimal algorithm is given by 
piecewise Lagrange interpolation. 
Note that for exact information (i.e., when An = 0 for all n) the best rate 
of convergence is O(nmr). To preserve this speed of convergence in the 
presence of a noise, we have to compute optimal information with accu- 
racy A,, = O(ner). Hence, the problem (2.4) is to be solved using a method 
of order p 2 r. 
We finally comment on methods for solving (2.4). It is known that for 
any method based on n values of the right-hand side function g (or its 
derivatives) the minimal achievable error A,, is of order n-(‘-‘) (see Kace- 
wicz (1987b)). If such a method is used to compute information about f 
then the speed of convergence O(~P) cannot be achieved. The desired 
noise level A,, = @(n-3 can be obtained by using some nonstandard 
(integral) information about g and nonstandard methods (see the same 
reference). 
6. ADAPTIVE INFORMATION 
In the previous sections we have considered information defined by 
linear functionals which are given a priori, independently off. Such infor- 
mation is called nonadupfiue. In this section we study a more general 
class of information, allowing the functionals to be adaptively chosen for 
eachf. More specifically, let N: F x [w”+ R” be a mapping defined forfE 
FandzEUPby 
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Nzf = Mf), Lz(f; zd, . . . , L(f; ZI, . . . , zn-I), . . .I, (6.1) 
wherez = [zr,zz,. . .]andLi(*;zr,. . . ,Zi-j),i= 1,2,. . . ,arelinear 
continuous functionals from the class A of permissible functionals. We 
call the mapping N an adaptive information operator. Observe that each 
information operator (2.1) is a special case of (6.1). For a fixed z E R”, we 
denote by N, the nonadaptive information operator, N,: F--j R”, defined 
by (6.1). 
A vector z” is said to be nth noisy information aboutfcorresponding to 
the adaptive information operator N if 
Observe that the functionals Li in (6.1) are now chosen as functions of the 
perturbed values ZI, . . . , zi-1 of the previous functionals at f. 
Let @ = {@} be an algorithm. ForfE F the nth approximation to Sfis 
given by @‘Q/Q, where 11.~~ - N;f]]” 5 1. Similarly to nonadaptive infor- 
mation, the nth error (at f) of an algorithm @ using information operator 
N is defined by 
e&D, N, f) = sup{]jSf - @(z”))] : )]z” - N;f]ln 5 1). 
We now give a lower bound on the error of an algorithm in cases where 
the information error is measured by a norm, or when information is 
exact. This bound is provided by the nth minimal diameter d(n, A) of 
nonadaptive information. This leads to the conclusion that adaption is not 
more powerful than nonadaption. 
Assume that d(n, A) > 0 for n 2 1. 
THEOREM 6.1. Let N be an adaptive information operator and CD be 
an algorithm that uses perturbed information corresponding to N. Let 
(6,) be an arbitrary positive sequence converging to zero. If the extended 
norms Il-l(n are norms, or if they define exact information, then the set 
is boundary in F. 
Proof. We write Nzn instead of N, if only the first n components z” of 
the sequence z are important and the remaining components do not enter 
into consideration. For f E F and n 2 1, let 
Z,(f) = {z" E R" : jlz" - NZnflln I: 11. 
NOISY INFORMATION FORLINEARPROBLEMS 51 
It suffices to show that the set 
A, = IfE F : V{z”}T=i with z” E Z,(f) for n 2 1, it holds 
llw - @Yz”)lI _ 
?%J 6, . d,(N,n) -01 
is boundary. We proceed by contradiction following the steps of the proof 
of Theorem 4.2. We construct sequences {fk), {nk} and an elementf* E & 
such that zRk E Znk(f*), where the components of z”k are defined by zi = 
Li(fk; ZJ, . . . , &-I), i = 1, 2, . . . . To go through the construction it is 
now not enough to assume only (AS.I), as we did in Theorem 4.2, since 
information is now adaptive. The only formal change with respect to the 
proof of Theorem 4.2 is that nonadaptive information N and N”i should be 
replaced by N,, and N’$,, respectively. In this way, we get that 
for k 2 1, which contradicts the fact that f* E A,. n 
It has been shown in Theorem 5.2 under the assumption (AS.2) that the 
p-spline algorithm aP using perturbed information corresponding to the 
nonadaptive information operator N* converges as fast as d(ln + 1)/4), 
A). In view of Theorem 6.1 we thus have 
COROLLARY 6.1. Let the extended norms IJ*(Jn be us in Theorem 6.1, 
and let d(n, A) > Ofor n 1 1. Zf(AS.2) holds and 
d ([?I, A) = CWn, A)), 
then the p-spline algorithm Cp, using perturbed information correspond- 
ing to the nonadaptive information operator N* enjoys the best conver- 
gence properties among all algorithms based on perturbed information 
corresponding to an arbitrary (possibly adaptive) information operator 
(6.1). 
That is, even though adaption is permitted (allowing us to adjust com- 
putations to a specific problem being solved), it does not improve speed of 
convergence. 
7. A DIFFERENTMODELOF NOISY INFORMATION 
Up to now, noisy information z” about an element f has been defined 
for each n separately. That is, the length and also all components of the 
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vector zn could change with n. In this section we consider another, per- 
haps more natural, approach. By noisy information aboutfcorresponding 
to an adaptive information operator N we now mean an infinite sequence z 
E Iw” satisfying 
for all n 2 1. Recall that z” is a vector defined by the n first components 
ofz. 
Let Z(f) be the set of z E Iw” for which (7.1) holds. Each element of 
Z(f) is thus a sequence of perturbed evaluations of adaptive information 
functionals atf. It is now reasonable to study asymptotic behavior of the 
error 
en@, N, f, z) = (IV - Wz9lL (7.2) 
for all z E Z(f), f E F. 
Without loss of generality we assume that the extended norms J]*JJn 
satisfy the following condition: 
W.3). 2: Ilh, . . . , x,, .d(l,+~ = IIh, . . . , ~,Jll~, for all XI, . . . , 
X,andnr 1. 
This condition yields that if zn+’ = [zt, . . . , zn, zn+r] is acceptable as a 
computed sequence forf (i.e., z*+’ belongs to the set Zn+l(f) defined in 
the proof of Theorem 6.1) then also zn = [z,, . . . , z,] is acceptable forf. 
Furthermore, it yields that any vector z” E Z,(f) can be completed to an 
infinite acceptable sequence z, z E Z(f). The natural example of extended 
norms satisfying (AS.3) is provided by (al). 
We now explain why the assumption (AS.3) is not restrictive. We show 
that for any family of extended norms {]l*jl,,} there exists a family (J]*]J~} 
which satisfies (AS.3) and is equivalent (in some sense) to {]I*]],}. Indeed, 
let 11.]]* be an extended norm on [w” defined by 
IIxII* = “YP ll~“lln, v.x E R”, 
and let 
II-4 = V’Eaf- Ilk Ylll*, vx E R”, 
for n 2 1. It is not difficult to see that ))*I):, are extended norms for which 
(AS.3) holds. Furthermore, it is possible to show that lj*lj,, satisfies (AS.3) 
for all n if and only if jl*(ln = ([*I(~ for all ~1. Consequently, ((.(I; = ()(+)(,Y. 
Equivalence of the families {II.]]n} and {II.]j~} is established in the follow- 
ing 
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LEMMA 7.1. Forf E F we have 
Z(f) = Z’(f), 
where Z’(f) is defined as Z(f), with I/.((,, replaced by ((.(/A. 
Proof. Let z E Z(f), and x = z. - NJ. Then llxnll,, 5 1, so that IIxII* 5 
1. Hence (1~” - ~~;fl\; = Ilx$, 5 Ilxl\; I 1, for all n =‘ 1, which gives z, E 
Z’(.f 1. 
Now let z E Z’(j). Then for any E > 0 and integer n there is y E 08” 
such that 
lIx”Iln 5 Il[x”, Ylll* Ts 1 + 82 
which yields that z E Z(f). H 
Hence, the extended norms I[*[(,, and I\.][~ lead to the same set of accept- 
able perturbed information. If (AS.3) does not hold for /I.[(,, then we re- 
place it in the following considerations by ((*I(;. 
We now establish the asymptotic behavior of the error e,,(@, NJ, z), for 
z E Z(f). It is not difficult to see that for the p-spline algorithm aP based 
on noisy information corresponding to an adaptive information operator 
N, we have 
en(Qpr N, f, z) 5 K(f) * d,WJ, Vz E Z(f),fE F 
(compare with Theorem 4.1). 
The fact that this bound cannot be improved, no matter what algorithm 
we consider, is less obvious. We show this in the following 
THEOREM 7.1. Let N be an adaptive information operator such that 
d,,(N,) > 0 for all z and n 2 1, and let Q, be an algorithm which uses 
perturbed information corresponding to N. Let (6,) be an arbitrary posi- 
tive sequence converging to zero. Then the set 
A4 = 1 f E F : vz E Z(f) lim,;:p en@, N,f, z) < 6, . d,(N,) +co 1 
is boundary in F. 
Proof. As in the proof of Theorem 4.2, it suffices to show that the set 
en@, N, f, 
&={fEF:VzEZ(f)K-ym 6 
z) 
n’ n z 
d(N) = oj 
is boundary. 
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Suppose on the contrary that A, contains a closed ball B with radius E, 
where 0 < E 5 1. We construct by induction a sequence {fk}r=, C B, a 
sequence of integers no < IZ] < n2 < . * * , and z* = [zr, z:, . . .] E UP. 
Letfi be the center of B and no = 0. Suppose that for some k 2 1 we have 
constructed elementsfi, . . . , fk E B, integers no < nl < . - . < nkmI, and 
(for k -> 2) the first nkpl elements .zT, z;, . . . , zzkk-, of z*, such that 
for 1 5 i 5 k - 1. From (AS.3) it follows that (for k 2 2) there exist 
numbers xi, for i 2 nk-1 + 1, such that the sequence z = [z:, z:, . . . , 
z,*~~~,z~~-,+I,z~~-,+z,. . .lwithzi=L;(fk;~:, . . . ,~,*~-,,~t+,+l,. . . , 
zi-1) + Xi satisfies 
J(N:,k-lfk - (z*)nk-~IJnk-, = llN:h - zilli, i 2 m-1 
(fork = 1 we set xi = 0, i = I, 2, . . . , SO that ll~tfi - z’lli = 0, Vi). Hence 
z E xfi). 
Choose &k > 0 such that IlSf - SflJ 5 5 . I/S& - ~fk-,l( for ((f - fkll 5 &k 
(for k = 1 we set cl to be such that Jl~f - ~fijl 5 f for (Jf - fill 5 4. 
Since fk E B, we can select an integer nk > nk- 1 in such a way that 
a,,, 5 min(&k, (&/2)k), 
and 
enk(@y N, fk, Z) 5 h . S,,d,,(N,). 
From the definition of d,,(N,) there exists hk E F such that 
We now definefk+ 1 = fk + hk and z,? = zi for nk- I + 1 5 i 5 nk. Note that 
for k = 1 we have 
which motivates the inductive assumption. 
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As in the proof of Theorem 4.2, we find that fk+l E B. To complete the 
induction, observe that for k 2 2, 
The construction of the sequences {fk), {nk}, and z* is completed. 
As in the proof of Theorem 4.2 one can show that there existsf* E B 
such that lirnk-++-fk = f*, and that 
fork? 1. 
We now prove that z* E Z(f*). For m > k, by using (AS.3) we get 
: 9 2-j + 5’ JJN;:‘($+, - J)lln. 5 5’ 2-’ 5 I 1. 
j=l i=k+ I i-1 
Letting m * +w we find that 
for k 5 1. This and (AS.3) yield 
by*&f* - (Z*)“lln 5 1, 
n= 1,2,. . . ,asclaimed. 
Finally, we get 
k= 1,2,. . . , which contradicts the fact thatf* E B. This proves that 
the set A, and consequently also Ad are boundary. n 
Thus, even though a more restrictive concept of perturbed information 
is considered, we have shown a lower bound corresponding to that from 
Section 6. 
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The results of Sections 5 and 6 concerning optimal nonadaptive infor- 
mation and the problem of adaption vs nonadaption can be carried over to 
the present model (after obvious modifications related to a different con- 
cept of the error). 
8. CONCLUDINGREMARKS 
In this paper we have considered how noise in information influences 
the speed of convergence of algorithms for solving linear problems. We 
assumed that the bounds on the noise are given in advance. This assump- 
tion is reasonable as long as we analyze the minimal errur of algorithms. If 
we, however, want to consider the minimal cost of solving the problem, 
then it is sometimes appropriate to assume that precision of computing 
information functionals is subject to change. For instance, suppose that 
we want to find an s-approximation (E > 0) to a functionf, based on the 
valuesf(xJ, i = 1,2, . . . . We can compute m; bits off(xi), i.e., a number 
Zi such that /zi -f(x;)l 5 2?i, where 0 I mi 5 +m. The cost of computing 
zi LOWS with mi. 
We wish to calculate an s-approximation with minimal total cost (mea- 
sured by the time or memory needed). Then it is not reasonable to com- 
putef(xJ with excessive precision, since the total cost grows with mi. On 
the other hand, all zi must be sufficiently close tof(xJ, since otherwise we 
may loose the speed of convergence (as shown by the results of this 
paper), which once more increases the total cost. Thus the problem of 
finding the best numbers mi emerges, i.e., we must find the most appropri- 
ate noise levels with which information is to be computed. The precise 
formulation of these issues and the results in this direction will be re- 
ported in the future. 
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