In this article, we report results of an experimental study on six iterative methods to compute the transient probabilities of large Markov models: full matrix exponentiation, forward Euler method, explicit Runge-Kutta methods of order 2 and 4 and Adams-Bashforth multi-steps methods of order 2 and 4. We suggest a simple but efficient implementation of these algorithms. We discuss how to tune their few parameters. We present experimental results that contradict the literature.
Introduction
Large Markov models naturally arise from reliability and dependability studies. By large, we mean models with several tens thousands of states and several hundreds thousands of transitions. For such models, an encoding of matrices by n×n arrays would exceed memory capacities of computers at hand. Fortunately, matrices issued of reliability models are in general sparse (they contain a lot of null entries). Therefore, it is possible to use much more economical encodings than n×n arrays.
Classical approaches to solve Markov models use operations on matrices, such as inversion or Gaussian elimination. These operations have in general non-sparse results, even when their arguments are sparse [Ste94] . Methods have been proposed in the literature that keep matrices sparse by performing only products of matrices by column vectors [Ste94, RT88] . These methods are called iterative for they compute the results by successive approximations.
In this article, we present results of an experimental study on six iterative methods to compute transient probabilities of large Markov models: full matrix exponentiation, forward Euler method, explicit Runge-Kutta methods of order 2 and 4 and Adams-Bashforth multi-steps methods of order 2 and 4.
Its contribution is as follows. First, we propose a very simple implementation for these methods. Second, we study how to tune their (few) parameters in order to achieve a good efficiency and a good accuracy. Third, we show that, conversely to what is commonly claimed in most of the textbooks, the forward Euler method is probably the best candidate for the assessment of large Markov models coming from reliability and dependability studies.
The remainder of this article is organized as follows. Section 2 introduces the problem. Section 3 describes algorithms under study and discusses their implementation. Section 4 shows how to assess various quantities (beyond transient probabilities) with minor modifications of these algorithms. Section 5 reports experimental results on artificial (however significant) examples. Finally, section 6 presents results on more realistic examples.
Position of the Problem
We assume that the reader is familiar with Markov terminology (for a good introduction, see for instance reference [Ste94] ).
Consider a homogeneous, continuous time Markov chain with n states. Let Q be the n×n matrix whose elements q i,j denote the rate of transition of the chain from state i to state j. Let π(t) be the vector of length n of probabilities to be in state i at time t. π(0) thus denotes the vector of initial probabilities. It can be shown [Ste94] that,
where e t.Q is defined as follows. 
In the case of Markov chains, this series converges, at least theoretically. The problem is twofold. First, in order to assess π(t) efficiently one should perform only products of matrices by vectors. Second, because of rounding errors, coefficients of matrices should be kept small (preferably between 0 and 1). To tackle this problem, two ideas can be applied [Ste94] .
First, the following equality holds.
Therefore, the k-th term of the series (2) can be obtained from the (k-1)-th term.
Second, the following equality holds.
( ) Combining these two ideas lead to several algorithms. These algorithms differ on the way they assess e dt.Q .π. The choice of dt is also an important issue that we shall discuss in details in the next section.
Six Algorithms

The basic algorithmic scheme
Equalities (1) to (4) can be used to define the following algorithmic scheme. Where T denotes the mission time and Q stands for the infinitesimal general of the problem, i.e. the n×n matrix whose elements q i,j (i≠j) denote the rate of transition of the chain from state i to state j, and whose elements q i,i are defined as q i,i =1 -j≠i q i,j .
To make the scheme (5) a concrete algorithm, it remains to answer the following questions.
• How to select π(0)? In general, π(0) is given with the matrix Q. So, we won't discuss this point here.
• How to select dt? We shall discuss this major issue in this section.
• How to assess e dt.Q .π? The different ways to assess this quantity define the different algorithms under study in this article.
If T is large enough, the stationary probabilities may be reached before the loop is completed. It is therefore a good idea to introduce a convergence test. This test aims to exit the loop as soon as two consecutive values of π can be considered as sufficiently close one another. In our implementation, this is achieved as follows. We select a threshold ε. The loop is exited if the following inequality holds (assuming π i (t+dt)≠0).
where π i denotes the i-th value in the vector π. Other norms can be defined to test the convergence [QSS00] . This one works fine. However, one of the surprise of the present study was that ε has to be chosen quite low (say 10 -9 ) in order not to stop too early.
Six Algorithms
Full matrix exponentiation: The first algorithm based on scheme (5) we can consider consists in computing successively the terms of the series (2) until the convergence criterion (6) is satisfied. This algorithm, so-called (full) matrix exponentiation, is denoted by EXP in sequel. It is often considered as too costly [Ste94] . This is the reason why approximations of e dt.Q .π have been suggested. Forward Euler Method: The first approximation consists in remarking that, since dt has anyway to be small, the whole series can be approximated by its first two terms.
This method, so called forward Euler method in the literature, has a bad reputation. Most of the many textbooks we consulted claim that it is dubious because dt must be chosen very small to achieve a good accuracy. None of the experiments we performed confirms this claim. We denote this method by FEM in the sequel.
Explicit Runge-Kutta methods: Runge-Kutta methods are probably the most popular methods to solve ordinary differential equations [PTVF95, SAP97] . For the purpose of the present study, we consider the Runge-Kutta methods of order 2 and 4, denoted in the sequel by RK2 and RK4. RK2 is as follows (the reader may refer to references [Ste94] , [PTVF95] and [SAP97] for a mathematical justification of RK2 and RK4). 
The Adams-Bashforth method of order 2 (AB2) is as follows.
( )
The Adams-Bashforth method of order 4 (AB4) is as follows. 
( )
Discussion
The methods presented above are said explicit for the value of π(t+dt) is computed from the value of π(t). In implicit methods, the value of π(t+dt) is defined by a relation between e dt.Q .π(t) and π(t). A system of equations has to be solved to get it. An iteration of an implicit method is therefore much more costly than one of an explicit method. Experiments we performed for this study showed that it is very dubious that, in practice, implicit methods can be more efficient than explicit ones.
The order of an explicit method characterizes the error it makes. A method is of order k if the error is in Ο(dt k ). It can be shown [Ste94, SAP97] that the forward Euler method is of order 1, while Runge-Kutta methods presented above are respectively of order 2 and 4 (hence their names). It is often claimed that the estimation of the error is a major issue of the computation of transient solutions. However, according to reference [Ste94] , methods proposed in the literature can estimate only the local error, i.e. the error made by one step of the algorithm. Just summing up the local errors is certainly a very rough approximation of the global error. No satisfactory method has been proposed to estimate the global error.
Implementation Issues
In order to implement the algorithms presented above, we need basically one operation: the product Q.π of a sparse matrix Q by a column vector π. Therefore, the main issue is the 5/25 choice of data structures to encode matrices and vectors. We suggest to encode vectors as arrays and matrices as lists (or arrays) of cells. Each cell represents a non-zero entry of the matrix. It contains three data: the row and column indices of the cell and its value. The diagonal elements of the matrix are not explicitly represented.
The following procedure computes Q.π and adds the result to the vector σ. Note that we didn't initialize the vector σ. The above procedure computes actually Q.π+σ, which can be useful in some cases. Note also that the same idea can be applied to compute Q T .π, where Q T denotes as usual the transpose of Q.
This kind of implementations has been already proposed, at least implicitly, in the literature (see e.g. [RT88] ). It is worth noticing that the encoding we propose is compatible with other techniques that take advantage of the sparsity of the matrix (see e.g. [PG80b] ).
The choice of dt
The algorithmic scheme (5) assumes that a new value is selected for dt at each iteration. This value depends indeed on Q and possibly on π. If dt depends only on Q, then it remains constant through the whole process. dt.Q can be computed once for all, which saves a lot of multiplications. If dt depends also on π, then its value must be actually computed at each iteration. To be interesting, such a computation must save more time than it costs. We didn't see any heuristics that could justify this overhead. So all the experiments we present in this article were realized with constant dt's.
The choice of an appropriate dt is a major issue of the implementation of iterative methods. On the one hand, if dt is chosen too large, either the approximation of e dt.Q .π is too rough (for FEM, KR2, RK4, AB2 and AB4 methods), or the coefficient of the matrix are too large and rounding errors make the computation diverge. Other the other hand, if dt is chosen too small, the computation is very expensive. Moreover, as noticed in reference [SAP97] , the impact of rounding errors may increase as the number of operations increases.
If all the coefficients of the matrix dt.Q range between 0 and 1, the expectation that rounding errors cause problems is minored. Hence, the following rule of thumb can be applied: choose
The product ρ provides a mean to choose dt in a uniform way:
In the remainder of this article, we keep the same meaning for ρ. Note that equality (14) depends only on the matrix Q (therefore dt can be kept constant through the computation). It is worth noticing that, strictly speaking, to make the system solvable, the matrix I+qt.Q must be stochastic, which in turn means that ρ must be smaller than 1. In practice however, values greater than 1 can sometimes be used, even with much care (see section 4). In Reference [PG80b] , it is suggested to take ρ=1.
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Once the value of dt (or equivalently of ρ) is selected, the value of π(t) can be assessed using any of the six algorithms presented above. However, it is not possible to estimate the error with a single run. References [Ste94] and [PTVF95] suggest to perform a second calculation with a smaller value for dt, say dt/2. If the two results are not close enough, the process is reiterated. It is worth noticing that one of the arguments in favour of the Runge-Kutta methods is that they can come with some means to estimate the error [Ste94,QSS00,SAP97]. We found this argument of a little help in practice for rounding errors make this estimation too rough to be actually useful.
Assessment of Sojourn Times and other Quantities of Interest
The mean sojourn time σ i (T) in each state i during the mission time T is defined as follows.
This integral can be assessed numerically while computing the transient probabilities as follows (using a trapezoid rule for the numerical integration).
The additional cost of this integration is very low (for it requires only a traversal of the vector at each iteration of the loop (5)).
Mean sojourn times can then used to compute many quantities of interest such as the mean production of an installation through a time period. These quantities are in general defined as the mathematical expectation of a given random variable X the value of which is defined in each state. To get the result, it suffices to sum over the states i the product σ i (T).X(i).
Experimental Results
This section is devoted to experimental results. These results were obtained on a laptop computer with 1 gigabyte memory and running windows 2000. Test cases used in this section are artificial ones, although they are designed to be close to realistic models. They are scalable, which makes them suitable to test hypotheses. Markov graphs under study in this article have been obtained by compiling high level descriptions written in the AltaRica language [Rau02] .
Convergence date
A first problem is to determine the date of convergence, i.e. the date at which stationary probabilities are reached. This question is of importance in order to test the efficiency of algorithms (because of the convergence test). It is meaningful only if the availability of systems of repairable components is to be assessed. Otherwise, the graph shows sink states and the convergence date is virtually infinite.
A priori, the convergence date doesn't depend on the chosen method. In practice, this is only true if we consider its order and not its exact value. The convergence date depends on the tolerance criterion ε of equation (6). Experimentally, we found that 10 -9 is a good trade-off for ε. A greater value leads to too early convergences and therefore to rough results. A lower value increases uselessly running times.
Test case 1: In order to study this first problem, we considered the availability of systems made of n independent components C 1 … C n , with failure rates λ i and repair rates µ i . Systems with dependent components don't show different behaviors with that respect.
7/25
The interesting experimental result is that the convergence date depends mainly on the lowest µ i , i.e. the greatest MTTR. The smallest the µ i , the highest the convergence date.
Consider a system made of n=10 identical components. Let µ be fixed and let λ/µ varies. These results show that the value of λ doesn't care (at least if we assume that λ has a realistic value w.r.t. µ) and that the convergence date is never greater than 20 times the greater MTTR. Table 5 .1.2 gives convergence dates for four series of systems with n=l+h components. lcomponents are those with the smallest µ. In the first column, systems are made of n identical components. In other columns, l=1 and h=n-1. In the second column, µ h = 2.µ l . In the third and fourth ones µ h = 25.µ l .
These results illustrate our claim that only the smallest µ cares for the convergence date. The first three columns show very similar values while the number and the repair rates of their components (but the first one) differ dramatically. The fourth column shows values ten times greater than the others, because the smallest µ is ten times lower. 
Which value for dt ?
The choice of dt has been discussed section 3.5. Equation (14) provides a uniform way to select dt, through the ratio ρ. The "good" value for dt (or equivalently for ρ) depends on the method, the mission time and the structure of the problem. In practice, the choice of a value for dt must be made a priori. As suggested in reference [Ste94] , the idea could be to start with a reasonable value ρ 0 for ρ, to perform the computation, and then to perform it again for ρ 0 /2, ρ 0 /4, … until results stabilize. The problem is therefore to select a good starting value ρ 0 .
As a first experiment, consider again a system made of 10 independent repairable components. Assume, as previously, we are interested in the availability of the system, i.e. in the probability of each of the 1024 states. The Table 5 .2.1. Test case 1 with n=10: probability that all components are failed at t=8760.
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The following observations can be made from the above experiment.
• Multi-step methods AB2 and AB4 perform rather weak. They more costly and more instable than FEM. They must be avoided.
• FEM is as stable as RK2 and RK4, even on stiff models.
• ρ=1 is "the" good value to start with for FEM, RK2 and RK4 (i.e. that largest value of dt that ensures that no element in the probability matrix is outside [0,1]). Larger values lead to instability and we didn't observed realistic problems form which ρ=1 leads to instability.
• EXP has a great auto-corrective capacity, thanks to its inner loop.
• All methods show a very sharp phenomenon: up to a certain value of ρ, results are precise. Then, for a value only a bit larger, the instability takes place and results go outside of [0,1]. For stiff problems, the phenomenon is even sharper.
Test case 2: In order to confirm the above observations, we considered the family of the networks pictured figure 5.2.2. The source I and the target O are assumed to be perfectly reliable. I supplies an output flow. Components Ui's are repairable units with a failure rate λ Ui and a repair rate µ Ui . They supply an output flow if they are working and they are supplied with an input flow. Components Si's are spare units. They are started when the corresponding Di is unable to supply an output flow. They are stopped as soon as Di is able again to supply it. Components Si's are characterized by their probability γ Si to fail on demand, their failure rate λ Si and their repair rate µ Si . Therefore, the state of Si depends on the states of U1, S1, …, Ui-1, Si-1. Finally, at most r components can be repaired simultaneously, which makes all components pairwisely dependent. The structure of this test case is thus very different from the structure of the previous one. These results show that, at least on examples close to those one encounters in reliability and dependability studies, all of the methods are accurate if dt is selected correctly. This observation contradicts many textbooks that consider FEM as too unstable to be used. The ratio r gives a convenient mean to select dt.
Which method to choose?
How do methods compare in term of efficiency? A first answer to this question is provided by tables 5.3.1, 5.3.2 and 5.3.3 that give the running times in seconds of the different methods for different values of ρ. Two observations can be made about these running times.
• FEM performs always better than the other methods. For the same dt, it is twice as fast as RK2 and four times faster than RK4. This fact means that a fair comparison of accuracies of FEM and RK2 (resp. RK4) should be made with a dt two times larger (resp. four times larger). Anyway, we observed a better accuracy of Runge-Kutta methods than in FEM in none of the test cases with dealt with.
• Running times for EXP decrease as dt increases up to a point were they start to increase again. In other words, the inner loop of EXP is able to correct a too large value of dt, but this is costly. Moreover, FEM with ρ=1 is always faster than EXP with any ρ. For the same accuracy, FEM is always faster than EXP (and more generally than any other method).
Where are the limits?
The previous experiments show that FEM, RK2, RK4 and EXP methods are efficient and accurate. An important question is how far we can go with these methods on nowadays computers. This question is twofold: we have to consider both space and time consumption. In our implementation, that uses double precision arithmetic, each non-zero entry of the matrix requires 28 bytes (the same structure is used to encode both the infinitesimal generator and the probability matrix) and each entry of a vector requires 8 bytes. The numbers of vectors required to run the different methods are as follows. , the execution of EXP requires about 16 megabytes. If r=10, it requires 32 megabytes, and so on. On a computer with 1 gigabyte memory, it should be theoretically possible to deal with Markov graphs with up to 10 6 states and 10 7 transitions. In practice, actual limits are slightly below these values.
As an illustration, consider again the test case 1. The largest number of components we were able to handle is 18. The corresponding graph has 262,144 states and 4,718,592 transitions.
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The table 5.4.1 gives the probability that all components are failed computed at t=8760 with the different methods for different values of ρ. Running times in seconds are given as well.
The largest number of blocs we were able to deal with for test case 2 is 7 for both assessment of the availability and the assessment of the reliability. These results show that very large graphs can be handled within few minutes on a nowadays laptop computer.
As a concluding remark, we observe that the generation of Markov graphs from high level description is often more space consuming than their assessment. The limits we gave above are actually those of our compiler (from AltaRica descriptions to Markov graphs), not those of our assessment tool.
More realistic examples
A Power Supply Unit
Test case 3: this test case comes from reference [PG80a] and a personal communication by M. Bouissou [Bou03] . Fig. 6 .1.1 pictures an electric power supply. The regular power supply of boards LHA and LHB comes the transformer TS. TS itself is supplied by the plant PLT. PLT works in two modes, either the regular mode when the net NET is available or a standalone mode, rather unstable, when the net is lost. When PLT is failed or when the transformer TP is down, TS is supplied by the net (through the line GEV). When TS cannot be alimented and the net is available, boards are alimented by the transformer TA, through the line LGR. Finally, diesel engines DA and DB are used as cold spare units when neither TS nor TA is able to supply boards. Boards LGD and LGF may fail. All components are repairable with a failure rate λ and a repair rate µ. Plant PLT has a probability γ to fail on demand to switch in standalone mode. Finally, Diesel DA and DB are spare units with a probability γ to fail on demand and a repair rate µ d that corresponds to this failure. Moreover, DA and DB have a common cause failure with a rate λ cc and a repair rate µ cc . These rates and probabilities are given The problem is to assess the availability and the reliability of the system for a given mission time.
The Markov graphs for the availability has 30,720 states and 459,560 transitions. The graph for reliability has 25,337 states and 152,679 transitions. We can make the following remarks from these experiments.
• This rather large realistic test case is solved within few minutes with a good accuracy by the methods under study in this article.
• We can observe the same behaviour of the methods for this realistic test case than for artificial examples of the previous section.
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A Part of an Oil Production System
Test case 4: The system pictured Fig. 6 .2.1 represents a part of an oil extraction installation. This test case has been designed to concentrate most of the modelling difficulties of the assessment of production availability (see reference [KR02] for a presentation of these topics).
• W1 and W2 are wells. Their production capacities are respectively 160 and 70 (10 k barrels/day). When they are failed, the production is stopped.
• T1 and T2 are tanks. They are assumed to be perfectly reliable. Their storage capacities are respectively 110 and 100 (barrels/day).
• A, B are two treatment units. They have two failure modes: a failure that decreases their capacities from 170 to 100 (resp. 120 to 70), and a severe failure that stops the treatment. A severe failure may occur either when the unit is working correctly or when it is in a degraded mode.
• Components Ci' s, Di' s and Ei's are treatment units. Their capacities are respectively 120, 80 and 50. For all of these units, a failure stops the treatment. Components of bloc E are in hot redundancy.
• The line D is in cold redundancy with the line C. As soon as the line C is repaired, the line D is stopped. If C1 fails, then C2 is stopped and vice-versa.
• R is a pool of two repairers (i.e. that at most two components can be repaired simultaneously). A component is not able to treat the production during a repair.
• The production entering in component A must be split into two: a fraction goes to the tank T1 through the top line, the remainder goes to the tank T2 through the bottom line. This requires defining a splitting policy. We adopt the following one. The production of W1 goes preferably to the top line. The production of W2 goes preferably to the bottom line. If needed, what remains available from W1 goes to the bottom line.
The table 6.2.1. gives failure rates λ (λ s for severe failures of components A and B), repair rates µ (µ s for repairs of severe failures), and probability to fail on demand γ for components D1 and D2.
The problem is to assess the average production of the two wells and the average storage in the two tanks, i.e. the mathematical expectation of these quantities through the mission time. These quantities can be assessed by means of sojourn times, as explained section 4. We can make the same remarks for this test case as for the previous one: first, it is handled within few minutes although very large. Second, methods show once again the same behaviour as on artificial examples of the previous section.
Conclusion
In this article, we reported results of an experimental study on six iterative methods to compute transient probabilities of large Markov models. We suggest a very simple, however very efficient, implementation of these methods (that take less than 100 lines of C code The most surprising result of our study is certainly that the very simple Forward Euler Method, which is considered as too rough in the literature, gives accurate results and over performed the other algorithms (including Runge-Kutta methods).
The limits in the size of models we are able to deal with stand in their generation, not their assessment. Efficient generation of Markov graphs from high level descriptions (including truncation, state merging and symmetry breaking techniques) is certainly the focus point for future improvements of the Markov technology.
