We outline a programme for an axiomatic reconstruction of quantum mechanics based on the statistical duality of states and effects that combines the use of a theorem of Solér with the idea of symmetry. We also discuss arguments favouring the choice of the complex field.
Introduction
Preparing an object, making a measurement on it and registering the result constitute a simplified picture of a physical experiment on the object. Repeating the same procedure several times allows one to collect statistics (relative frequencies) of the registered results. The idea of statistical causality then expresses the belief that this statistics could be approximated and modelled by a probability measure depending on the measurement and the preparation.
This simple picture is often given as an intuitive background in formulating probabilistic physical theories of objects, built on the statistical duality between the concepts of states (equivalence classes of preparations) and observables (equivalence classes of measurements) where the duality is given by a probability function which assigns with each state and each observable a probability measure which puts out the measurement outcome probabilities for this observable in that state.
In an axiomatic approach, one aims to introduce physically plausible structures for the collections of all conceivable states (preparations) and observables (measurements) such that the form of the probability function can be determined. In this paper, we outline such an approach for quantum mechanics. In §2, the general framework and the relevant Hilbert space structures are briefly recalled. In §3, a theorem of Solér is used to identify the general orthomodular structure with a Hilbertian one. The role of symmetry hidden in this crucial theorem is exposed. Finally, we survey some arguments which indicate that quantum mechanics is to be formulated in a complex Hilbert space ( §4).
Basic structures (a) Starting point
Let S and O be two non-empty sets, the sets of all states and all observables of a physical system to be studied. An observable goes together with a non-empty set Ω and a sigma-algebra A of subsets of Ω. We let (E, Ω, A), or just E, denote an observable. The set Ω is taken to describe the possible measurement outcomes for the observable, whereas the elements of the σ -algebra are understood as the test sets within which groups of outcomes are counted. In most applications, this set is a subset (open or closed) of the real line (or plane) and the σ -algebra is the corresponding Borel sets.
The basic assumption of the approach followed here is the following: for each state α ∈ S and for each observable E, there is a probability measure p(α, E, ·) : A → [0, 1], which gives the measurement outcome probabilities for the observable E in the state α.
The set S of states is naturally endowed with a convex structure and as such can be viewed as a convex subset of a real vector space. This structure allows one to distinguish between the pure states, the extremal elements of S, and the mixed states, its non-extremal elements. We let ex(S) denote the set of pure states though, to begin with, it may be empty. If α = λβ 1 + (1 − λ)β 2 is a mixture of the states β 1 , β 2 , with a weight 0 ≤ λ ≤ 1, then, by definition of the convex structure of S, p(α, E, X) = λp(β 1 , E, X) + (1 − λ)p(β 2 , E, X) for each observable E and a value set X ∈ A. Each pair (E, X) thus defines an affine function S α → p(α, E, X) ∈ [0, 1]. We say that an affine function f : S → [0, 1] is an experimental function, or effect, if f (α) = p(α, E, X) for some pair (E, X). We let E ⊂ [0, 1] S denote the set of all experimental functions. Clearly, 0, 1 ∈ E and if f ∈ E, then also f ⊥ = 1 − f ∈ E. The natural order of functions S → [0, 1] gives E the structure of a partially ordered set with the universal bounds 0, 1, and the map f → f ⊥ is an involutive anti-automorphism. Clearly, E need not be a lattice (with respect to ≤) and the map f → f ⊥ need not be an orthocomplementation. Occasionally, we may also consider states as functions on E writing α(f ) = f (α). They preserve both the order and the involution.
It turns out that in formulating axioms for the theory the pair (S, E) of states and experimental functions is easier to handle than the pair (S, O) of states and observables. Note also that each f ∈ E, together with f ⊥ ∈ E, can be understood as a yes-no measurement (or a two-valued observable), with f (α) = p(α, E, X) and f ⊥ (α) = p(α, E, X ) giving the probabilities for the yes and the no results, respectively.
(b) Hilbert space case
Before going further with the general structure, let us recall some well-known aspects of quantum mechanics in Hilbert space. Assume that the set S of states can be identified with the set T (H) + 1 of positive trace one operators on a complex separable Hilbert space H. Then each experimental function f extends to a positive linear functional on T s (H), the self-adjoint trace class. Hence, for any f , there is a unique positive unit bounded operator 0 ≤ E ≤ I such that f (α) = tr[αE] for all α ∈ S. Let (E, X) be a pair for which f (α) = p(α, E, X) = tr [αE] . As, for any α, the map X → p(α, E, X) is a probability measure, we conclude that the observable E is a normalized positive operator measure E : A → L(H). Here, it is natural to assume that the set E of all experimental functions is identified with the whole set E(H) of effect operators, positive unit bounded operators on H.
Assume next that the set of experimental functions E coincides with the projection lattice P(H) of H. In that case, any state can be viewed as a probability measure on P(H). By Gleason's theorem, if dim(H) ≥ 3, any probability measure on P(H) arises from a unique positive trace one operator and one has again the trace formula for the probabilities: for any P ∈ P(H), P(α) = α(P) = tr [αP] , where the state α is identified with the element of T (H) + 1 given by the Gleason theorem. In this approach, it is natural to assume that the set S of states coincides with the set of all probability measures on P(H) and thus S = T (H) + 1 so that observables can be identified with normalized projection valued measures E : A → P(H).
One could also start with the assumption that set E of experimental functions is identified with the whole set E(H) of effect operators. Then, again, any state when restricted to its subset P(H) can be identified with an element of T (H) + 1 , with the trace formula giving the probabilities. Finally, one could assume that E = E(H) and that any state α : E → [0, 1] not only preserves the order and the involution, but also is partially additive (that is, for all A, B ∈ E(H), if A + B ∈ E(H), then α(A + B) = α(A) + α(B)) and has the following continuity property: if (A i ) i∈I is an increasing net in E(H), then α(sup i∈I A i ) = sup i∈I α(A i ). Then, again, without using Gleason's theorem, each state α can be identified with a unique element of T (H) In an axiomatic approach based on the statistical duality (S, E), the strategy is to pose physically plausible assumptions concerning the possibilities of preparations and measurements. Both the Mackey approach (quantum logic) and the Davies-Lewis approach (convexity) share this common background.
For preparations, a typical assumption concerns the existence of a sufficiently large set of pure states (states of maximal information), for instance, in the sense that this set is big enough to determine the order of the experimental functions. Another common assumption is that pure states can not only be prepared but also identified with suitable yes-no measurements. This assumption already intertwines the sets of states and experimental functions, yes-no measurements, beyond the duality. Further assumptions concerning the structure of the set E are typically phrased as a requirement for the existence of a sufficiently large subset L ⊂ E of yes-no measurements that qualify as ideal, first-kind and repeatable measurements.
Since the pioneering works of Mackey [1] and Davies & Lewis [2] , the above types of arguments have been studied extensively in the literature; see for instance the monographs [3] [4] [5] [6] [7] [8] or our recent survey [9] . We do not repeat these arguments but just state the well-known end result:
(a) There is a subset L ⊂ E of effects, called propositions or sharp effects, which has a structure L = (L, ≤, ⊥ , 0, 1) of a partially ordered, orthocomplemented, orthomodular, complete lattice, with the universal bounds 0 and 1, which is atomistic, separable, has the covering property and is irreducible. (b) The set S of states can be viewed as a σ -convex set of probability measures on L, which has a sufficient set ex(S) of pure states:
There is a bijective correspondence between the sets ex(S), the pure states of S, and At(L), the atoms of L, given by the support projection α → s(α), with s(α) being the smallest element for which
We comment here only the two, perhaps, most technical looking properties: separability and irreducibility. Any observable E whose associated experimental functions are propositions (or sharp effects) can be seen as σ -homomorphism E : A → L, with the range E(A) being a Boolean sub-σ -algebra of L. The separability of L implies that any Boolean sub-σ -algebra of L can be seen as a range of an observable with the real value space (R, B(R)). The irreducibility of L shows that the duality (S, E) describes a proper quantum object. Indeed, this property follows, for instance, from the assumption that for any two pure states α, β ∈ ex(S), α = β, there is a third one γ ∈ ex(S), = γ = β, which is their superposition (e.g. in the sense that the support of γ is contained in the join of the supports of α and β).
The map ⊥ , when restricted to L, is, indeed, an orthocomplementation and it turns L to be orthomodular; that is, for any a, b ∈ L, if a ≤ b, then b = a ∨ (a ∧ b ⊥ ). We recall that a and b are said to be mutually orthogonal, a ⊥ b, if a ≤ b ⊥ . It is these structures that allow one to define probability measures on L. Let Prob(L) denote the set of all probability measures on L; that is, all the maps μ : L → [0, 1] for which μ(∨ i a i ) = i μ(a i ) for any sequence of pairwise orthogonal elements a i ∈ L. By item (b), the set S of states is a sigma-convex subset of Prob(L), and, by (c), the pure states are in one-to-one onto correspondence with the atoms of L. Though obvious, we emphasize that the set of states may be a proper subset of all probability measures on L.
The set L of propositions with the properties of the above item (a) is known to admit a vectorspace coordinatization.
(ii) Orthomodular space realization
The set L f (V) of all f -closed subspaces of V forms an irreducible complete orthocomplemented lattice with respect to the subset inclusion ⊆ and the map M → M ⊥ . It is also atomistic and has the covering property. It contains all the finite-dimensional subspaces, and the one-dimensional
is known to be orthomodular exactly when the space (V, K, * , f ) is orthomodular [10] ; that is, if for any M ∈ L f (V),
The converse statement is a collection of fundamental results from projective geometry. Detailed proofs are given in the books of Varadarajan [3] and Maeda & Maeda [11] . This result presumes that the length of the lattice L, that is the length of a maximal chain in L, is at least 4, meaning that the vector space V is at least three-dimensional. 
The set S of states can now be identified as a subset of all probability measures on
is a support of some α ∈ S. Moreover, the pure states α ∈ ex(S) are in one-to-one onto correspondence with the atoms [v] ∈ L f (V), and they are uniquely determined by their values on the atoms, that is by the numbers
is a classical orthomodular space, that is a Hilbert space over R, C, H, then f is inner product and by Gleason's theorem
, u = 0. In this case, the set Prob(L f (V)) of all probability measures on L f (V) coincides with the set of states S of the object, because now dim(V) ≥ 3. The above general structures concerning the pair (S, L), L ⊂ E, imply that the orthomodular vector space V must admit a rich set of probability measures on L f (V). In finite-dimensional case, this is not enough to turn the space to be a Hilbert space. [9] .) There are also infinite-dimensional orthomodular spaces which are not Hilbert spaces but which admit rich sets of probability measures [12, 13] . However, it is still an open question whether an infinite-dimensional orthomodular space, with the properties (b) and (c), must or must not be a Hilbert space.
A theorem of Solér characterizes Hilbert spaces among the infinite-dimensional orthomodular spaces with a property that is, at least, partly open to an operational justification. We turn to that question next.
Theorem of Solér and symmetry (a) Solér's theorem
Consider again the statistical duality (S, E) with the properties (a)-(c) of §2c(i). By the separability of L, any mutually orthogonal family of elements in L is at most countably infinite. It is natural to assume that such countably infinite sequences exist; for instance, in a most natural case where the physical object to be considered can be localized in an Euclidean space, this condition is guaranteed. We thus assume that there is at least one infinite sequence of mutually orthogonal atoms in L. In this case, the orthomodular space (V, K, * , f ) associated with L is infinite dimensional and there is at least one infinite sequence of (non-zero) vectors (e i ) ⊂ V which is orthogonal; that is, f (e i , e j ) = 0 for all i = j. The theorem of Solér [14] characterizes Hilbert spaces among such orthomodular spaces.
Theorem 3.1. Let (V, K, * , f ) be an infinite-dimensional orthomodular space. If there is an infinite orthogonal sequence (e
with the property f (e i , e i ) = f (e j , e j ) for all i, j,
then K is R (real numbers), C (complex numbers) or H (quaternions), and (V, K, * , f ) is the corresponding Hilbert space. For K = R, the involution * is the identity map; for C, it is the complex conjugation; and for H, it is the quaternionic conjugation.
The additional 'norm condition' (3.1) looks quite innocent but is actually a very strong condition, as can be understood from the work of Keller [12, 13] . Though this property is expressed in terms of the form f and is not directly related to the properties of the duality, it has a connection to it through the theory of symmetry.
(b) Symmetry
There are several natural formulations of the notion of symmetry in quantum mechanics and they all turn out to be equivalent (e.g. [15] ). This remains valid also for statistical dualities with the properties (a)-(c) of §2c(i). In the view of applying the theory of symmetry in the context of theorem 3.1, we adopt the following definition of the notion of symmetry: a symmetry is a bijective mapping : At(L) → At(L) which is such that for any p, q ∈ At(L), the atoms p and q are mutually orthogonal if and only if their images (p) and (q) are such. Recall that for L f (V), the atoms [v] and [u] are orthogonal exactly when f (v , u ) = 0 for some and thus all non-zero vectors v ∈ [v], u ∈ [u]. As the atoms and the pure states are in one-to-one onto correspondence, we may equally well consider a symmetry as a bijection on ex(S), with the understanding that the mutual orthogonality of pure states means the mutual orthogonality of the corresponding atoms, the supports of the pure states.
As in the Hilbert space theory, any symmetry can be implemented by a map S acting on the underlying vector space V. Indeed, extending a symmetry : At(L) → At(L) to a projectivity of (V, K, * , f ), that is an order preserving bijection on the lattice of all subspace of V (e.g. [9] ), the first fundamental representation theorem of projective geometry [16] together with the infinitedimensional version of the Birkhoff-von Neumann theorem [11] gives the following result.
Theorem 3.2. For any symmetry
: At(L f (V)) → At(L f (V)), there
is an orthogonality preserving bijective g-linear map S : V → V such that for any
v ∈ V, v = 0, ([v]) = {Sv | v ∈ [v]}. If T
is another bijective h-linear map V → V inducing the same symmetry, then there is a λ ∈ K such that Sv
for all u, v ∈ V.
We recall that the notion of a g-linear map S : V → V means that S is additive on V, g : K → K is an isomorphism and S(λv) = g(λ)Sv for all v ∈ V, λ ∈ K. 
then there is a symmetry which swaps the atoms [x] and [y], that is ([x]) = [y] and ([y]) = [x] and has a superposition of them as a fixed point, that is there is an atom
This lemma, proved in [17] , suggests that in order a statistical duality (S, E) with the properties (a)-(c) of §2c(i) has a Hilbert space realization the set of symmetries must be sufficiently rich. It is worth emphasizing that the notion of superposition of pure states, which is also behind the irreducibility of L, plays a role in this lemma. Further, it is interesting to recall that a quantum object is elementary with respect to a symmetry group G if there is a group homomorphism defined on G and taking values in the set Sym(L) of all symmetries of At(L) such that for any pure state α ∈ ex(S) the set { g (α) | g ∈ G} is complete in the sense of superpositions, that is any other pure state β ∈ ex(S) can be expressed as a superposition of some pure states g (α), g ∈ G [15] .
Assume now that for any two mutually orthogonal atoms 
, which is what is needed in theorem 3.
The above observations show that if the set of symmetries is sufficiently abundant in the sense that for each pairwise orthogonal atoms there is a symmetry that swaps the atoms and keeps a superposition of them as a fixed point and if the form f is sufficiently regular in the sense that
for any automorphism g of K, then the conditions of the theorem of Solér are met, and hence the infinite-dimensional orthomodular space (V, f , * , K) modelling a statistical duality (S, E), with the properties (a)-(c) of §2c(i), is a Hilbert space over R, C or H.
We conclude that up to the question of the regularity of the form the necessity of an infinitedimensional Hilbert space realization of the statistical duality (S, E) of a quantum system is well understood.
The case for C
We are left with the question of the choice of the number field. We are not able to give a definite answer to this question but we wish to point out some, basically well-known results, which, when taken together, support the choice of the complex field as the one for quantum mechanics.
It is well known that the basic structures of quantum mechanics are equally valid in each of the three cases of an infinite-dimensional Hilbert space over R, C or H. By Gleason's theorem ; for a systematic study of operator theory in quaternionic Hilbert spaces (e.g. [18] ). In addition, with the theorem of Solér, theorem 3.2 reduces to Wigner's theorem [3, theorem 4.29] .
It is equally well known that the three cases exhibit some remarkable differences. It is only in the complex case where the one-parametric unitary groups R t → U t ∈ U(H) correspond, via Stone's theorem, the self-adjoint operators A acting in H. In the real and quaternionic cases, this implies important changes in the structure of observables defined in terms of their characteristic symmetry properties (e.g. [4, ch. 22] , [19, ch. 18] , [20] ). We recall also that there are symmetry transformations that can be realized only in the complex case (e.g. [21] ). Moreover, the derivability of the Heisenberg-Kennard-Robertson-type of preparation uncertainty relations and the operation of time reversal seem to require complex numbers (e.g. [3, p. 66] , [22] , [23, pp. 47-49] ). In particular, it appears that a systematic interpretation of quantum mechanics in a real Hilbert space effectively requires its embedding into a complex one. Therefore, though not of logical necessity, one might apply Occam's razor to put aside the real case as an unnecessary complication when compared with formulating quantum mechanics in a complex Hilbert space.
What about quaternions? In the view of Adler's extensive monograph Quaternionic Quantum Mechanics and Quantum Fields [23] , one might find it out of place to question this possibility. However, from a mathematical point of view, and also in agreement with [23] , one could point out that most of the important results of the operator theory in quaternionic Hilbert spaces are obtained by a reduction to the complex case using the 'slice' technic as applied e.g. in [18] . Therefore, as in the real case, Occam's razor might also be used to exclude quaternions. There is, however, a fundamental problem with quaternionic quantum mechanics, the problem of composite systems. We shall briefly discuss this point next.
The theory of compound systems is one of the most essential parts of quantum mechanics, both from foundational and from practical point of view. Therefore, let (S, L, E), (S 1 , L 1 , E 1 ) and (S 2 , L 2 , E 2 ) be the statistical descriptions of three proper quantum systems S, S 1 and S 2 , respectively, and let (H, K, * , f ), (H i , K i , * i , f i ), i = 1, 2, give their Hilbert space realizations, with K, K i being one of R, C or H in each case.
Assume that S is a composition of S 1 and S 2 ; that is S 1 and S 2 are subsystems of S and S is composed of them and of nothing else. This idea leads to some obvious requirements concerning the statistical descriptions of the three systems (e.g. [4, ch. 24] ). In particular, there must be injective unital morphisms (recognition maps) h i : L i → L such that for each a 1 ∈ L 1 , a 2 ∈ L 2 , the propositions h 1 (a 1 ), h 2 (a 2 ) ∈ L are compatible (jointly measurable), and for any two atoms (pure
Analogously with theorem 3.2, one may show that the map
can, in the present context, be implemented by a (g 1 , g 2 )-bilinear map B : 
Consider now the quaternionic case; that is, assume that K 1 = K 2 = H (and thus also K = H). As any automorphism of H is inner, one now has that both g i are of the form g i (λ) = c i λc * i for some could hold for all λ 1 , λ 2 ∈ H. This leads us to conclude that quantum mechanics on quaternionic Hilbert spaces is unable to describe compound systems as formalized in terms of the recognition maps described above. Clearly, this result, due to [24] , is related to the problem of the tensor product of the quaternionic Hilbert spaces (e.g. [26] [27] [28] , the logics (projection lattices) are isomorphic in each case. Therefore, we consider them as equivalent, and we choose to use H = H 1 ⊗ H 2 , the other choices appearing thus rather as unnecessary complications.
Conclusion
Using the general frame of probabilistic physical theories, one may pose physically plausible assumptions concerning the possibilities of preparations and measurements on a physical system so that the resulting theory takes essentially the form of quantum mechanics on an infinitedimensional Hilbert space over the real numbers, the complex numbers or the quaternions. In each case, the basic features of quantum mechanics remain valid: states as positive trace one operators, observables as normalized positive operator measures and the Born rule (the trace formula) giving the measurement outcome probabilities. In real and quaternionic cases, however, defining concrete observables in terms of their natural symmetry properties becomes a tricky one. These complications can anyway be handled, in the real case by embedding the real Hilbert space in a complex one, in the quaternionic case by reducing the theory to the complex theory. Therefore, it appears that both options imply just unnecessary complications when compared with the complex theory. Moreover, quaternionic quantum mechanics suffers from being unable to describe compound systems.
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