On the modified multi-component Camassa-Holm system in higher dimensions by Yan, Kai
ar
X
iv
:1
60
6.
00
67
1v
1 
 [m
ath
.A
P]
  2
 Ju
n 2
01
6
On the modified multi-component Camassa-Holm
system in higher dimensions
Kai Yan∗
School of Mathematics and Statistics,
Huazhong University of Science and Technology,
Wuhan 430074, China
Abstract
This paper is devoted to the Cauchy problem for the modified multi-
component Camassa-Holm system in higher dimensions. On the one hand,
we establish an almost complete local well-posedness results for the sys-
tem in the framework of Besov spaces. On the other hand, several blow-
up criteria of strong solutions to the system are derived by using the
Littlewood-Paley decomposition and the energy method.
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1 Introduction
In this paper, we consider the Cauchy problem for the following modified multi-
component Camassa-Holm system in higher dimensions:
(1.1)


∂tm+ u · ∇m︸ ︷︷ ︸
convection
+∇uT ·m︸ ︷︷ ︸
stretching
+m(divu)︸ ︷︷ ︸
expansion
+ ρ∇ρ¯︸︷︷︸
force
= 0,
∂tρ+ div(ρu) = 0,
or in components,

∂mi
∂t +
d∑
j=1
uj
∂mi
∂xj
+
d∑
j=1
mj
∂uj
∂xi
+mi
d∑
j=1
∂uj
∂xj
+ ρ ∂ρ¯∂xi = 0, i = 1, 2, · · ·, d,
∂tρ+
d∑
j=1
∂(ρuj)
∂xj
= 0.
Here the vector fields u = u(t, x) and m = m(t, x) are defined from R+ × Rd
(or R+ × Td) to Rd such that m = (I − ∆)u, the scalar functions ρ = ρ(t, x)
and ρ¯ = ρ¯(t, x) are defined from R+ × Rd (or R+ × Td) to R such that ρ =
(I −∆)(ρ¯− ρ¯0), and the torus T
d , Rd/Zd.
∗email: kaiyan@hust.edu.cn
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As a set of semidirect-product Euler-Poincare´ equations, the system (1.1)
was proposed in [26] and shown that the last four terms in the first equation
of system (1.1) model convection, stretching, expansion and force of a fluid
with velocity u, momentum m, density ρ and averaged density ρ¯, respectively.
Moreover, the system (1.1) possess δ function-like singular solutions in both m
and ρ, which emerge from smooth initial conditions [26].
For ρ ≡ 0 and d = 1, system (1.1) becomes the celebrated Camassa-Holm
equation (CH):
mt + umx + 2uxm = 0, m = u− uxx,
which models the unidirectional propagation of shallow water waves over a flat
bottom [4]. CH is also a model for the propagation of axially symmetric waves
in hyper-elastic rods [16]. It has a bi-Hamiltonian structure and is completely
integrable [4]. Its solitary waves are peaked solitons (peakons) [5, 12], and they
are orbitally stable [14, 15]. It is noted that the peakons replicate a feature that
is characteristic for the waves of great height – waves of the largest amplitude
that are exact traveling wave solutions of the governing equations for irrota-
tional water waves, cf. [8, 13]. The Cauchy problem and initial boundary value
problem for CH have been studied extensively [2, 3, 9, 11, 17, 18, 20, 23, 29].
It has been shown that this equation is locally well-posed [9, 11, 17, 18, 29].
Moreover, it has both global strong solutions [7, 9, 11] and blow-up solutions
within finite time [7, 9, 10, 11]. In addition, it possess global weak solutions,
see the discussions in [2, 3, 32]. It is worthy to point out the advantage of CH
in comparison with the KdV equation lies in the fact that CH has peakons and
models wave breaking [5, 10] (namely, the wave remains bounded while its slope
becomes unbounded in finite time [31]).
For d = 1, system (1.1) becomes the following modified two-component
Camassa-Holm system (M2CH):{
mt + umx + 2uxm+ ρ(1− ∂
2
x)
−1ρx = 0, m = u− uxx,
ρt + (uρ)x = 0,
which was firstly proposed in [26] and proved that it allows singular solutions
in both variables m and ρ, not just the fluid momentum. The Cauchy problem
and initial boundary value problem for (M2CH) have been investigated in many
works, see the discussions in [21, 22, 30, 33, 34].
For ρ ≡ 0, system (1.1) reduces the higher dimensional Camassa-Holm equa-
tions as follows:
mt + u · ∇m+∇u
T ·m+m(divu) = 0, m = (I −∆)u,(1.2)
which was proposed exactly in the way that a class of its singular solutions
generalize the peakon solutions of the CH equation to higher spatial dimensions
[24]. It was also studied as Euler-Poincare´ equations associated with the diffeo-
morphism group in [25]. The local well-posedness in Sobolev spaces, blow up
criteria, global and blow-up solutions of the Cauchy problem for Eqs. (1.2) has
been discussed in [6, 19, 28, 35].
Now, let γ , ρ¯ − ρ¯0. Then the Cauchy problem for system (1.1) can be
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rewritten to the nonlocal form as follows (see Appendix for the details):
(1.3)


∂tu+ u · ∇u = F1(u, γ), (t, x) ∈ R× R
d,
∂tγ + u · ∇γ = F2(u, γ), (t, x) ∈ R× R
d,
u(0, x) = u0(x), x ∈ R
d,
γ(0, x) = γ0(x), x ∈ R
d,
where
F1(u, γ) , −(I −∆)
−1div
(
∇u(∇u+∇uT )−∇uT∇u−∇u(divu)
)
(1.4)
−(I −∆)−1div
(
1
2
(|∇u|2 + γ2 + |∇γ|2)I −∇γT∇γ
)
−(I −∆)−1
(
u(divu) + u · ∇uT
)
,
and
F2(u, γ) , −(I −∆)
−1div (∇γ∇u+ (∇γ) · ∇u−∇γ(divu))(1.5)
−(I −∆)−1 (γ(divu)) .
To our best knowledge, the Cauchy problem for system (1.1) or the sys-
tem (1.3) has not been discussed yet. It is noted that, unlike the above two-
component system (M2CH) in one dimension and the single equation (CH) or
equations (1.2), the present considered system is a multi-component transport
equations in higher dimensions and no more regularity is available from it. More-
over, the system (1.3) is coupled with the vector field u and the scalar function
γ so that we have to deal with the mutual effect between them, for which more
delicate nonlinear estimates are required in this paper. The purpose of this
paper is to establish the local well-posedness for system (1.3) and derive some
blow-up criteria of strong solutions to the system in the framework of Besov
spaces. Since our obtained results can be easily carried out to the periodic case
and to the homogeneous Besov spaces, we shall always assume that the space
variables belong to the whole Rd and restrict our attention to nonhomogeneous
Besov spaces.
For this, we introduce some notations. Let s ∈ R, 1 ≤ p, r ≤ ∞. The
nonhomogeneous Besov space Bsp,r(R
d) (Bsp,r for short) is defined by
Bsp,r(R
d) , {f ∈ S ′(Rd) : ||f ||Bsp,r(Rd) , ||(2
qs||∆qf ||Lp(Rd))q≥−1||lr <∞},
where ∆q is the Littlewood-Paley decomposition operator [1] . If s = ∞, then
B∞p,r(R
d) ,
⋂
s∈R
Bsp,r(R
d). Moreover, define
Esp,r(T ) , C([0, T ];B
s
p,r(R
d)) ∩ C1([0, T ];Bs−1p,r (R
d)), if r <∞,
and
Esp,∞(T ) , L
∞(0, T ;Bsp,∞(R
d)) ∩ Lip (0, T ;Bs−1p,∞(R
d))
for some T > 0. In addition, if u = (u1, u2, · · ·, ud) is a vector field, then
for simplicity, we always write u ∈ Bsp,r(R
d) and ∇u ∈ Bsp,r(R
d) standing for
u ∈ (Bsp,r(R
d))d and ∇u ∈ (Bsp,r(R
d))d
2
, respectively, if there is no ambiguity.
And the corresponding norms notation should be understood in the same way.
In the present paper, we first obtain the following local well-posedness results
in the supercritical and critical Besov spaces (Theorem 1.1 and Theorem 1.2),
respectively:
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Theorem 1.1. Let d ∈ N+, 1 ≤ p, r ≤ ∞ and s > max(1 +
d
p ,
3
2 ). Suppose
that (u0, γ0) ∈ B
s
p,r(R
d) × Bsp,r(R
d). Then there exists a time T > 0 such that
(u, γ) ∈ Esp,r(T )×E
s
p,r(T ) is the unique solution to system (1.3), and the solution
depends continuously on the initial data, that is, the mapping (u0, γ0) 7→ (u, γ)
is continuous from Bsp,r(R
d)×Bsp,r(R
d) into
C([0, T ];Bs
′
p,r(R
d)×Bs
′
p,r(R
d)) ∩ C1([0, T ];Bs
′−1
p,r (R
d)×Bs
′−1
p,r (R
d))
for all s′ < s if r =∞, and s′ = s otherwise.
Note that for any s ∈ R, Hs(Rd) = Bs2,2(R
d). Then we instantaneously get
the following local well-posedness result in Sobolev spaces.
Corollary 1.1. Let (u0, γ0) be in H
s(Rd) × Hs(Rd) with s > 1 + d2 . Then
there exist a time T > 0 and a unique solution (u, γ) to system (1.3) such
that (u, γ) ∈ C([0, T ];Hs(Rd) × Hs(Rd)) ∩ C1([0, T ];Hs−1(Rd)×Hs−1(Rd)).
Moreover, the mapping (u0, γ0) 7→ (u, γ) :
Hs ×Hs→C([0, T ];Hs ×Hs) ∩C1([0, T ];Hs−1 ×Hs−1)
is continuous.
Theorem 1.2. Let d ∈ N+ and 1 ≤ p ≤ 2d. Suppose that (u0, γ0) ∈ B
1+ dp
p,1 (R
d)×
B
1+ dp
p,1 (R
d). Then there exist a time T = T (||(u0, γ0)||
B
1+ d
p
p,1 ×B
1+ d
p
p,1
) > 0 and a
unique solution (u, γ) to system (1.3) such that
(u, γ) ∈ C([0, T ];B
1+ dp
p,1 (R
d)×B
1+ dp
p,1 (R
d)) ∩ C1([0, T ];B
d
p
p,1(R
d)×B
d
p
p,1(R
d)).
Moreover, the solution depends continuously on the initial data, that is, the
mapping (u0, γ0) 7→ (u, γ) is continuous from B
1+ dp
p,1 (R
d)×B
1+ dp
p,1 (R
d) into
C([0, T ];B
1+ dp
p,1 (R
d)×B
1+ dp
p,1 (R
d)) ∩ C1([0, T ];B
d
p
p,1(R
d)×B
d
p
p,1(R
d)).
Remark 1.1. (1) Theorem 1.1 and Theorem 1.2 cover and extend the corre-
sponding results in [6, 18, 21, 35]. Moreover, Corollary 1.1 in the case of d = 2
improves the related result in [27], where the periodic 2D Camassa-Holm equa-
tions is proved locally well-posed as the initial data u0 ∈ H
s(T2) with s > 3 by
using a geometric approach.
(2) Note that for any s > 1+ dp , B
s
p,r(R
d) →֒ B
1+ dp
p,1 (R
d). Theorem 1.2 improves
the corresponding result in Theorem 1.1 when 1 ≤ p ≤ 2d. However, except the
existence of the solutions, the question of uniqueness and continuity with respect
to the initial data (u0, γ0) ∈ B
1+ dp
p,1 (R
d)×B
1+ dp
p,1 (R
d) as 2d < p <∞ still remains
unknown.
(3) It is well known that for any s′ < 1+ d2 < s, the following embedding relations
Hs(Rd) →֒ B
1+ d2
2,1 (R
d) →֒ H1+
d
2 (Rd) →֒ B
1+ d2
2,∞ (R
d) →֒ Hs
′
(Rd)
hold true, which shows that Hs(Rd) and Bs2,r(R
d) are quite close. Corollary
1.1 and Theorem 1.2 ensure the local well-posedness for system (1.3) as initial
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data (u0, γ0) belongs to H
s(Rd)×Hs(Rd) or B
1+ d2
2,1 (R
d)×B
1+ d2
2,1 (R
d). However,
whether the system (1.3) is locally well-posed or not when (u0, γ0) ∈ H
1+ d2 (Rd)×
H1+
d
2 (Rd) is an open problem so far. While it is noted to point out that, as a
special case of system (1.3), the 1D Camassa-Holm equation with initial data
u0 ∈ B
3
2
2,∞(R) or u0 ∈ H
s′(R) with s′ < 32 is not locally well-posed in the sense
that the solutions do not depend uniformly continuously on the initial data, cf.
[18, 23]. So, in this context, the system (1.3) is ill-posed in the subcritical
Besov spaces (i.e. the regularity index s < 1 + dp ), and the results in Theorem
1.1 and Theorem 1.2 are sharp. Overall, we here give an almost complete local
well-posedness results for system (1.3) in the framework of Besov spaces.
Next, we prove three blow-up criteria (Theorems 1.3-1.5) of the strong solu-
tions to system (1.3) as follows.
Theorem 1.3. Suppose that d ∈ N+ and 1 ≤ p, r ≤ ∞. Let (u0, γ0) ∈
Bsp,r(R
d) × Bsp,r(R
d) with s > max(1 + dp ,
3
2 ) (or s = 1 +
d
p with r = 1 and
1 ≤ p ≤ 2d), and (u, γ) be the corresponding solution to system (1.3). Then the
solution blows up in finite time (i.e. the lifespan of solution T ⋆ < ∞ ) if and
only if∫ T⋆
0
(
||u(τ)||L∞(Rd) + ||∇u(τ)||L∞(Rd) + ||γ(τ)||L∞(Rd) + ||∇γ(τ)||L∞(Rd)
)
dτ =∞.
Remark 1.2. It is not difficult to check that
H(d) ,
∫
Rd
(|u|2 + |∇u|2 + γ2 + |∇γ|2)dx
is a conservation law of system (1.3). The Sobolev embedding theorem implies
that H(d) cannot be utilized to control ||u||L∞(Rd)+ ||γ||L∞(Rd) unless d = 1. So,
Theorem 1.3 in the case of d = 1 can be improved as
T ⋆ <∞⇔
∫ T⋆
0
(
||∇u(τ)||L∞(R) + ||∇γ(τ)||L∞(R)
)
dτ =∞.
While beyond one dimension, the above approach is no longer valid. Fortunately,
by further exploring the structures of system (1.3), one can obtain a more pre-
cise blow-up criterion for arbitrary dimensions (see Theorem 1.4 below), which
depends only on ∇u .
Theorem 1.4. Under the assumptions in Theorem 1.3, the solution (u, γ) blows
up in finite time (i.e. the lifespan of solution T ⋆ <∞ ) if and only if∫ T⋆
0
||∇u(τ)||L∞(Rd)dτ =∞.
Remark 1.3. The maximal existence time T in Theorem 1.1 can be chosen
independent of the regularity index s. Indeed, let (u0, γ0) ∈ B
s
p,r × B
s
p,r with
s > max(1 + dp ,
3
2 ) and some s
′ ∈ (max(1 + dp ,
3
2 ), s). Then Theorem 1.1 en-
sures that there exists a unique Bsp,r ×B
s
p,r (resp., B
s′
p,r ×B
s′
p,r) solution (us, γs)
(resp., (us′ , γs′)) to system (1.3) with the maximal existence time Ts (resp.,
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Ts′). Since B
s
p,r →֒ B
s′
p,r, it follows from the uniqueness that Ts ≤ Ts′ and
us ≡ us′ on [0, Ts). On the other hand, if we suppose that Ts < Ts′ ≤ ∞, then
us′ ∈ C([0, Ts];B
s′
p,r). Hence, ∇us ∈ L
1(0, Ts;L
∞), which is a contradiction
to Theorem 1.4. Therefore, Ts = Ts′ . Likewise, denote Tcritical and Tr=1 by
the maximal existence times in Theorem 1.2 and in Theorem 1.1 with r = 1,
respectively. Then Tcritical = Tr=1.
Notice that for any s > dp (or s =
d
p and r = 1), we have
Bsp,r(R
d) →֒ L∞(Rd) →֒ BMO(Rd) →֒ B0∞,∞(R
d).
Finally, we derive a blow-up criterion in terms of the B0∞,∞(R
d) norm. While
compared to the result in Theorem 1.4, the cost we pay here is that both ∇u
and ∇γ will be involved.
Theorem 1.5. Under the assumptions in Theorem 1.3, the solution (u, γ) blows
up in finite time (i.e. the lifespan of solution T ⋆ <∞ ) if and only if∫ T⋆
0
(
||∇u(τ)||B0
∞,∞(R
d) + ||∇γ(τ)||B0
∞,∞(R
d)
)
dτ =∞.
The rest of our paper is organized as follows. In Section 2, we recall some
fine properties of Besov spaces and the transport equations theory. In Section
3, we prove Theorem 1.1 to establish the local well-posedness of system (1.3)
in supercritical Besov spaces. In Section 4, we prove Theorem 1.2 to establish
the local well-posedness of system (1.3) in critical Besov spaces. In Section 5,
we derive the blow-up criteria of strong solutions to system (1.3) by showing
Theorems 1.3-1.5. Section 6 is devoted to an Appendix.
2 Preliminaries
In this section, we recall some fine properties of Besov spaces and the transport
equations theory, which are frequently used in the whole paper.
Lemma 2.1. [1] (i) Complex interpolation: ∀ f ∈ Bs1p,r(R
d) ∩Bs2p,r(R
d),
||f ||
B
θs1+(1−θ)s2
p,r (Rd)
≤ ||f ||θ
B
s1
p,r(Rd)
||f ||1−θ
B
s2
p,r(Rd)
, θ ∈ [0, 1].(2.1)
(ii) Logarithmic type interpolation inequality: there exists a positive constant C
such that for all s ∈ R, ε > 0 and 1 ≤ p ≤ ∞, we have
||f ||Bsp,1(Rd) ≤ C
1 + ε
ε
||f ||Bsp,∞(Rd) ln
(
e+
||f ||Bs+εp,∞(Rd)
||f ||Bsp,∞(Rd)
)
.(2.2)
Corollary 2.1. There exists a positive constant c such that for any q > d,
||f ||L∞(Rd) ≤ c
2q − d
q − d
(
1 + ||f ||B0
∞,∞(R
d) ln(e + ||f ||W 1,q(Rd))
)
.(2.3)
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Proof. Note that B0∞,1(R
d) →֒ L∞(Rd) andW 1,q(Rd) →֒ B
1− dq
∞,∞(Rd). Set s = 0,
p =∞ and ε = 1− dq > 0 in (2.2). Then one infers that
||f ||L∞(Rd) ≤ c||f ||B0
∞,1(R
d)
≤ c
2q − d
q − d
||f ||B0
∞,∞(R
d) ln

e + ||f ||B1− dq∞,∞(Rd)
||f ||B0
∞,∞(R
d)


≤ c
2q − d
q − d
||f ||B0
∞,∞(R
d) ln
(
e+
||f ||W 1,q(Rd)
||f ||B0
∞,∞(R
d)
)
≤ c
2q − d
q − d
(
1 + ||f ||B0
∞,∞(R
d) ln(e + ||f ||W 1,q(Rd))
)
,
where c is independent of q.
Lemma 2.2. [1] Let m ∈ R and f be an Sm-multiplier. That is, f : Rd → R is
smooth and satisfies that for any α ∈ Nd, there is a constant Cα > 0 such that
|∂αf(ξ)| ≤ Cα(1 + |ξ|)
m−|α|, ∀ ξ ∈ Rd.
Set f(D) , F−1fF ∈ Op(Sm). Then the operator f(D) is continuous from
Bsp,r(R
d) to Bs−mp,r (R
d).
Lemma 2.3. [1, 35] (d-dimensional Morse-type estimates) Let d ∈ N+. Then
(i) For any s > 0 and 1 ≤ p, r ≤ ∞, there exists C = C(d, s, p, r) > 0 such that
||fg||Bsp,r(Rd) ≤ C
(
||f ||L∞(Rd)||g||Bsp,r(Rd) + ||g||L∞(Rd)||f ||Bsp,r(Rd)
)
.(2.4)
(ii) If 1 ≤ p, r ≤ ∞, s1 ≤
d
p < s2 (s2 ≥
d
p if r = 1) and s1 + s2 > 0, then there
exists C = C(s1, s2, d, p, r) > 0 such that
||fg||Bs1p,r(Rd) ≤ C||f ||B
s1
p,r(Rd)
||g||Bs2p,r(Rd).(2.5)
(iii) A critical Morse-type estimate [35]:
If 1 ≤ p ≤ 2d, then there exists C = C(d, p) > 0 such that
||fg||
B
d
p
−1
p,∞ (Rd)
≤ C||f ||
B
d
p
−1
p,1 (R
d)
||g||
B
d
p
p,∞(Rd)∩L∞(Rd)
.(2.6)
Lemma 2.4. [1] (Commutator estimates) Assume d ∈ N+, 1 ≤ p, r ≤ ∞
and s > 0. Let v be a vector field over Rd. Then there exists a constant C =
C(d, s, p) > 0 such that
||(2qs||[v,∆q] · ∇f ||Lp(Rd))q≥−1||lr
≤ C
(
||∇v||L∞(Rd)||f ||Bsp,r(Rd) + ||∇f ||L∞(Rd)||∇v||Bs−1p,r (Rd)
)
,
where [A,B] , AB −BA is the commutator for two operators A and B.
Next, we state a priori estimates for the transport equations in Besov spaces
as follows.
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Lemma 2.5. [1] Let d ∈ N+, 1 ≤ p, r ≤ ∞ and s > −min(
d
p , 1 −
d
p ). Assume
that f0 ∈ B
s
p,r(R
d), F ∈ L1(0, T ;Bsp,r(R
d)), and ∇v belongs to L1(0, T ;Bs−1p,r (R
d))
if s > 1+ dp , or to L
1(0, T ;B
d
p
p,r∩L∞(Rd)) otherwise. If f ∈ L∞(0, T ;Bsp,r(R
d))∩
C([0, T ];S ′(Rd)) solves the following transport equations:
(TE)
{
∂tf + v · ∇f = F,
f |t=0 = f0,
then there exists a constant C = C(d, s, p, r) > 0 such that
(i) If r = 1 or s 6= 1 + dp ,
||f(t)||Bsp,r(Rd) ≤ ||f0||Bsp,r(Rd)+
∫ t
0
||F (τ)||Bsp,r(Rd)dτ +C
∫ t
0
V ′(τ)||f(τ)||Bsp,r (Rd)dτ
or hence,
||f(t)||Bsp,r(Rd) ≤ e
CV (t)
(
||f0||Bsp,r(Rd) +
∫ t
0
e−CV (τ)||F (τ)||Bsp,r(Rd)dτ
)
with V (t) =
∫ t
0
||∇v(τ)||
B
d
p
p,r∩L∞
dτ if s < 1 + dp , and V (t) =
∫ t
0
||∇v(τ)||Bs−1p,r dτ
else.
(ii) If r < ∞, then f ∈ C([0, T ];Bsp,r(R
d)). If r = ∞, then f ∈ C([0, T ];Bs
′
p,1)
for all s′ < s.
Finally, we need the following Osgood lemma which is a generalization of
the Gronwall inequality.
Lemma 2.6. [1] Let f be a positive measurable function, λ a positive locally
integrable function and µ a positive increasing continuous function. If
f(t) ≤ α+
∫ t
t0
λ(s)µ(f(s))ds, for α > 0,
then
W (f(t)) ≤W (α) +
∫ t
t0
λ(s)ds
with W (x) ,
∫ x
a
dr
µ(r) for some a > 0.
3 Local well-posedness in supercritical Besov spaces
In this section, we will establish the local well-posedness of system (1.3) in the
supercritical Besov spaces by using the Friedrichs regularization method and
transport equations theory.
In order to prove Theorem 1.1, we first establish a priori estimates of the
solutions, which implies uniqueness and continuity with respect to the initial
data in some sense.
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Lemma 3.1. Let d, s, p and r be in the statement of Theorem 1.1. Suppose
that (u, γ), (v, η) ∈ L∞(0, T ;Bsp,r(R
d)×Bsp,r(R
d))∩C([0, T ];S ′(Rd)×S ′(Rd)) are
two solutions to system (1.3) with the initial data (u0, γ0), (v0, η0) ∈ B
s
p,r(R
d)×
Bsp,r(R
d), respectively. Set (a, b) , (v−u, η−γ) and (a0, b0) , (v0−u0, η0−γ0).
Then for all t ∈ [0, T ], we have
(i) if s > max(1 + dp ,
3
2 ) and s 6= 2 +
d
p , or r = 1,
||a(t)||Bs−1p,r + ||b(t)||Bs−1p,r(3.1)
≤ (||a0||Bs−1p,r + ||b0||Bs−1p,r )e
C
∫
t
0
(||u(τ)||Bsp,r+||γ(τ)||Bsp,r+||v(τ)||Bsp,r+||η(τ)||Bsp,r )dτ
, M(t; s− 1);
(ii) if s = 2 + dp and r 6= 1,
||a(t)||Bs−1p,r + ||b(t)||Bs−1p,r(3.2)
≤ CMθ(t; s− 1)(||u(t)||Bsp,r + ||γ(t)||Bsp,r + ||v(t)||Bsp,r + ||η(t)||Bsp,r )
1−θ,
where θ ∈ (0, 1) and C = C(d, s, p, r) > 0.
Proof. Apparently, (a, b) ∈ L∞(0, T ;Bsp,r × B
s
p,r) ∩ C([0, T ];S
′ × S ′) solves the
following Cauchy problem of the transport equations:
(3.3)


∂ta+ u · ∇a = R1(t, x),
∂tb+ u · ∇b = R2(t, x),
a|t=0 = a0(x),
b|t=0 = b0(x),
where
R1(t, x) , −a · ∇v − (I −∆)
−1
(
a(divv) + u(diva) + a · ∇vT + u · ∇aT
)
−(I −∆)−1div
(
∇a(∇v +∇vT ) + (∇u −∇uT )∇a+∇u∇aT −∇aT∇v
)
−(I −∆)−1div
(
−∇a(divv)−∇u(diva)−∇γT∇b −∇bT∇η
)
−(I −∆)−1div
(
1
2
(∇(u + v) : ∇a+∇(γ + η) · ∇b+ (γ + η)b)I
)
, I1 + I2 + I3 + I4,
and
R2(t, x) , −a · ∇η − (I −∆)
−1 (b(divv) + γ(diva))
−(I −∆)−1div (∇b∇v + (∇b) · ∇v −∇b(divv))
−(I −∆)−1div (∇γ∇a+ (∇γ) · ∇a−∇γ(diva)) .
We first claim that for all s > max(1 + dp ,
3
2 ) and t ∈ [0, T ],
||R1(t)||Bs−1p,r + ||R2(t)||Bs−1p,r ≤ C(||a(t)||Bs−1p,r + ||b(t)||Bs−1p,r )A(t; s),(3.4)
where A(t; s) , ||u(t)||Bsp,r + ||γ(t)||Bsp,r + ||v(t)||Bsp,r + ||η(t)||Bsp,r .
Indeed, for s > 1 + dp , B
s−1
p,r (R
d) is an algebra, one has
|| − a · ∇v||Bs−1p,r ≤ C||a||Bs−1p,r ||∇v||Bs−1p,r ≤ C||a||Bs−1p,r ||v||Bsp,r .
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Case 1: max(1 + dp ,
3
2 ) < s ≤ 2 +
d
p .
Since both −(I −∆)−1div and −(I −∆)−1 belong to Op(S−1), it follows from
Lemma 2.2 and (2.5) that
|| − (I −∆)−1
(
a(divv) + u(diva) + a · ∇vT + u · ∇aT
)
||Bs−1p,r
≤ C||a(divv) + u(diva) + a · ∇vT + u · ∇aT ||Bs−2p,r
≤ C(||a||Bs−1p,r ||∇v||Bs−2p,r + ||u||Bs−1p,r ||∇a||Bs−2p,r )
≤ C||a||Bs−1p,r (||u||Bsp,r + ||v||Bsp,r ),
which yields
||I1||Bs−1p,r ≤ C||a||Bs−1p,r (||u||Bsp,r + ||v||Bsp,r ).
||I3||Bs−1p,r ≤ C|| − ∇a(divv)−∇u(diva)−∇γ
T∇b−∇bT∇η||Bs−2p,r
≤ C||∇a||Bs−2p,r (||∇u||Bs−1p,r + ||divv||Bs−1p,r )
+C||∇b||Bs−2p,r (||∇γ||Bs−1p,r + ||∇η||Bs−1p,r )
≤ C||a||Bs−1p,r (||u||Bsp,r + ||v||Bsp,r ) + C||b||Bs−1p,r (||γ||Bsp,r + ||η||Bsp,r ).
Likewise,
||I2 + I4||Bs−1p,r ≤ C||a||Bs−1p,r (||u||Bsp,r + ||v||Bsp,r ) + C||b||Bs−1p,r (||γ||Bsp,r + ||η||Bsp,r ),
which implies
||R1(t)||Bs−1p,r ≤ C||a||Bs−1p,r (||u||Bsp,r + ||v||Bsp,r )(3.5)
+C||b||Bs−1p,r (||γ||Bsp,r + ||η||Bsp,r ).
Similarly,
||R2(t)||Bs−1p,r ≤ C||a||Bs−1p,r (||γ||Bsp,r + ||η||Bsp,r) + C||b||Bs−1p,r ||v||Bsp,r .(3.6)
Case 2: s > 2 + dp . Notice that B
s−2
p,r (R
d) is an algebra, which ensures that
(3.5) and (3.6) still hold true. Thus, we have proven the above claim (3.4).
On the other hand, for s > 1 + dp , we have
||∇u||
B
d
p
p,r∩L∞
≤ C||u||Bsp,r and ||∇u||Bs−2p,r ≤ C||u||Bsp,r .
Applying Lemma 2.5 (i) to system (3.3) yields, for the case (i),
||a(t)||Bs−1p,r ≤ ||a0||Bs−1p,r +
∫ t
0
||R1(τ)||Bs−1p,r dτ + C
∫ t
0
||u(τ)||Bsp,r ||a(τ)||Bs−1p,r dτ
and
||b(t)||Bs−1p,r ≤ ||b0||Bs−1p,r +
∫ t
0
||R2(τ)||Bs−1p,r dτ + C
∫ t
0
||u(τ)||Bsp,r ||b(τ)||Bs−1p,r dτ,
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which together with (3.4) leads to
||a(t)||Bs−1p,r + ||b(t)||Bs−1p,r
≤ ||a0||Bs−1p,r + ||b0||Bs−1p,r + C
∫ t
0
(||a(τ)||Bs−1p,r + ||b(τ)||Bs−1p,r )A(τ ; s)dτ.
Taking advantage of the Gronwall inequality, one reaches (3.1).
For the critical case (ii), we here use the interpolation method to handle
it. Indeed, if we choose s1 ∈ (max(1 +
d
p ,
3
2 ) − 1, s − 1), s2 ∈ (s − 1, s) and
θ = s2−(s−1)s2−s1 ∈ (0, 1), then s−1 = θs1+(1−θ)s2. According to (2.1) and (3.1),
one deduces that
||a(t)||Bs−1p,r + ||b(t)||Bs−1p,r
≤ (||a(t)||Bs1p,r + ||b(t)||Bs1p,r )
θ(||a(t)||Bs2p,r + ||b(t)||Bs2p,r )
1−θ
≤ CMθ(t; s1)A
1−θ(t; s2)
≤ CMθ(t; s− 1)A1−θ(t; s).
Therefore, we complete our proof of Lemma 3.1.
Next, we construct the approximation solutions to system (1.3) as follows.
Lemma 3.2. Let d ∈ N+, 1 ≤ p, r ≤ ∞ and s > 1+
d
p (or s = 1+
d
p with r = 1
and 1 ≤ p <∞). Assume that (u0, γ0) ∈ B
s
p,r(R
d)×Bsp,r(R
d) and u0 = γ0 ≡ 0.
Then
(i) there exists a sequence of smooth functions (un, γn)n∈N ∈ C(R
+;B∞p,r(R
d)×
B∞p,r(R
d)) which solves the following linear transport equations by induction with
respect to n:
(TEn)


(∂t + u
n · ∇)un+1 = F1(u
n, γn) , Fn1 (t, x),
(∂t + u
n · ∇)γn+1 = F2(u
n, γn) , Fn2 (t, x),
un+1|t=0 , u
n+1
0 (x) = Sn+1u0(x),
γn+1|t=0 , γ
n+1
0 (x) = Sn+1γ0(x),
where F1(u
n, γn), F2(u
n, γn) are defined by (1.4) and (1.5), and Sn+1 ,
n∑
q=−1
∆q
is the low frequency cut-off operator.
(ii) there exists a time T > 0 such that the solution (un, γn)n∈N is uniformly
bounded in Esp,r(T )× E
s
p,r(T ).
(iii) if we further suppose that s > max(1+ dp ,
3
2 ), then (u
n, γn)n∈N is a Cauchy
sequence in C([0, T ];Bs−1p,r (R
d)×Bs−1p,r (R
d)) and thus converges to a limit (u, γ) ∈
C([0, T ];Bs−1p,r (R
d)×Bs−1p,r (R
d)).
Proof. (i) Thanks to all the data Sn+1u0 ∈ B
∞
p,r(R
d), by induction with respect
to the index n and applying the existence and uniqueness theory of transport
equations [1] to (TEn), one can easily get the desired result.
(ii) Applying Lemma 2.5 (i) to (TEn), one gets
||un+1(t)||Bsp,r ≤ ||Sn+1u0||Bsp,r + C
∫ t
0
||∇un(τ)||Bs−1p,r ||u
n+1(τ)||Bsp,rdτ
+
∫ t
0
||Fn1 (τ)||Bsp,rdτ,
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and
||γn+1(t)||Bsp,r ≤ ||Sn+1γ0||Bsp,r + C
∫ t
0
||∇un(τ)||Bs−1p,r ||γ
n+1(τ)||Bsp,rdτ
+
∫ t
0
||Fn2 (τ)||Bsp,rdτ.
On the other hand, noting that Bs−1p,r (R
d) is an algebra and simulating the proof
of (3.4), one obtains
||Fn1 (t)||Bsp,r + ||F
n
2 (t)||Bsp,r ≤ C(||u
n(t)||Bsp,r + ||γ
n(t)||Bsp,r )
2.
Set
Γn(t) , ||un(t, ·)||Bsp,r + ||γ
n(t, ·)||Bsp,r .
Then the Gronwall inequality gives
Γn+1(t) ≤ CeCU
n(t)
(
||u0||Bsp,r + ||γ0||Bsp,r +
∫ t
0
e−CU
n(τ)(Γn(τ))2dτ
)
(3.7)
with Un(t) ,
∫ t
0 ||u
n(τ)||Bsp,rdτ .
Choose 0 < T < 12C2(||u0||Bsp,r+||γ0||Bsp,r )
and suppose that
Γn(t) ≤
C(||u0||Bsp,r + ||γ0||Bsp,r)
1− 2C2(||u0||Bsp,r + ||γ0||Bsp,r)t
, ∀t ∈ [0, T ].(3.8)
Noting that eC(U
n(t)−Un(τ)) ≤
√
1−2C2(||u0||Bsp,r+||γ0||Bsp,r )τ
1−2C2(||u0||Bsp,r+||γ0||Bsp,r )t
and substituting
(3.8) into (3.7) yields
Γn+1(t) ≤
C(||u0||Bsp,r + ||γ0||Bsp,r)√
1− 2C2(||u0||Bsp,r + ||γ0||Bsp,r )t
+
C√
1− 2C2(||u0||Bsp,r + ||γ0||Bsp,r )t
×
∫ t
0
C2(||u0||Bsp,r + ||γ0||Bsp,r )
2(
1− 2C2(||u0||Bsp,r + ||γ0||Bsp,r )τ
) 3
2
dτ
=
C(||u0||Bsp,r + ||γ0||Bsp,r)√
1− 2C2(||u0||Bsp,r + ||γ0||Bsp,r )t
+
C(||u0||Bsp,r + ||γ0||Bsp,r)√
1− 2C2(||u0||Bsp,r + ||γ0||Bsp,r )t
×

 1√
1− 2C2(||u0||Bsp,r + ||γ0||Bsp,r )t
− 1


≤
C(||u0||Bsp,r + ||γ0||Bsp,r )
1− 2C2(||u0||Bsp,r + ||γ0||Bsp,r )t
,
which implies that (un, γn)n∈N is uniformly bounded in C([0, T ];B
s
p,r×B
s
p,r). By
using system (TEn) and the similar proof of (3.4), one can readily deduce that
(∂tu
n+1, ∂tγ
n+1)n∈N is uniformly bounded in C([0, T ];B
s−1
p,r ×B
s−1
p,r ). Hence, we
have proven (ii).
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(iii) For all m,n ∈ N, by system (TEn) again, we have{
(∂t + u
n+m · ∇)(un+m+1 − un+1) = Fn+m1 (t, x)− F
n
1 (t, x) + (u
n − un+m) · ∇un+1,
(∂t + u
n+m · ∇)(γn+m+1 − γn+1) = Fn+m2 (t, x) − F
n
2 (t, x) + (u
n − un+m) · ∇γn+1,
where Fn+mi (t, x) , Fi(u
n+m, γn+m) (i = 1, 2) are defined by (1.4) and (1.5).
Similar to the proof of (3.1), for s > max(1 + dp ,
3
2 ) and s 6= 2 +
d
p , one gets
Λn+m+1n+1 (t) ≤ Ce
CUn+m(t)(||un+m+10 − u
n+1
0 ||Bs−1p,r + ||γ
n+m+1
0 − γ
n+1
0 ||Bs−1p,r
+
∫ t
0
e−CU
n+m(τ)Λn+mn (τ)(Γ
n(τ) + Γn+1(τ) + Γn+m(τ))dτ),
where Λn+mn (t) , ||(u
n+m − un)(t)||Bs−1p,r + ||(γ
n+m − γn)(t)||Bs−1p,r .
Note that
||un+m+10 − u
n+1
0 ||Bs−1p,r + ||γ
n+m+1
0 − γ
n+1
0 ||Bs−1p,r ≤ C2
−n(||u0||Bsp,r + ||γ0||Bsp,r).
Then according to (ii), one can find a constant CT > 0, independent of n,m,
such that for all t ∈ [0, T ],
Λn+m+1n+1 (t) ≤ CT
(
2−n +
∫ t
0
Λn+mn (τ)dτ
)
.
Arguing by induction with respect to the index n, we have
Λn+m+1n+1 (t) ≤ CT
(
2−n
n∑
k=0
(2TCT )
k
k!
+ Cn+1T
∫ t
0
(t− τ)n
n!
dτ
)
≤
(
CT
n∑
k=0
(2TCT )
k
k!
)
2−n + CT
(TCT )
n+1
(n+ 1)!
,
which implies the desired result.
While for the critical point s = 2+ dp , we can apply the similar interpolation
argument used in the proof of (3.2) to show that (un, γn)n∈N is also a Cauchy
sequence in C([0, T ];Bs−1p,r ×B
s−1
p,r ). Therefore, we have completed the proof of
Lemma 3.2.
Proof of Theorem 1.1. We first claim that the obtained limit (u, γ)
in Lemma 3.2 (iii) belongs to Esp,r(T ) × E
s
p,r(T ) and solves system (1.3). In
fact, according to Lemma 3.2 (ii) and the Fatou lemma, we have (u, γ) ∈
L∞(0, T ;Bsp,r ×B
s
p,r).
By Lemma 3.2 (iii) again, then an interpolation argument gives
(un, γn)→ (u, γ) in C([0, T ];Bs
′
p,r ×B
s′
p,r), as n→∞, ∀ s
′ < s.
Then taking limit in (TEn), one can see that (u, γ) solves system (1.3) in the
sense of C([0, T ];Bs
′−1
p,r ×B
s′−1
p,r ) for all s
′ < s.
In view of (u, γ) ∈ L∞(0, T ;Bsp,r × B
s
p,r) and similar to the proof of (3.4),
F1(u, γ) and F2(u, γ) in system (1.3) also belong to L
∞(0, T ;Bsp,r × B
s
p,r).
While u · ∇u and u · ∇γ belong to L∞(0, T ;Bs−1p,r × B
s−1
p,r ), thus (∂tu, ∂tγ) ∈
L∞(0, T ;Bs−1p,r × B
s−1
p,r ). Furthermore, if r < ∞, then Lemma 2.5 (ii) ensures
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(u, γ) ∈ C([0, T ];Bsp,r × B
s
p,r). Making use of system (1.1) again, one obtains
(∂tu, ∂tγ) ∈ C([0, T ];B
s−1
p,r ×B
s−1
p,r ). Hence, (u, γ) ∈ E
s
p,r(T )× E
s
p,r(T ).
On the other hand, the continuity with respect to the initial data in
C([0, T ];Bs
′
p,r ×B
s′
p,r) ∩ C
1([0, T ];Bs
′−1
p,r ×B
s′−1
p,r ) (∀ s
′ < s)
can be easily proved by Lemma 3.1 and an interpolation argument. While the
continuity up to s′ = s in the case of r <∞ can be obtained through the use of a
sequence of viscosity approximation solutions (uε, γε)ε>0 for system (1.3) which
converges uniformly in C([0, T ];Bsp,r ×B
s
p,r) ∩ C
1([0, T ];Bs−1p,r ×B
s−1
p,r ). There-
fore, we have proven Theorem 1.1. 
4 Local well-posedness in critical Besov spaces
In this section, we shall establish the local well-posedness of system (1.3) in crit-
ical Besov spaces. In order to prove Theorem 1.2, let us first give the existence
of solutions as follows.
Lemma 4.1. Let d ∈ N+ and 1 ≤ p <∞. Suppose that (u0, γ0) ∈ B
1+ dp
p,1 (R
d)×
B
1+ dp
p,1 (R
d). Then there exists a time T > 0 such that system (1.3) has a so-
lution (u, γ) ∈ E
1+ dp
p,1 (T ) × E
1+ dp
p,1 (T ). Moreover, for some fixed δ > 0, there
exists a constant M = M(δ, ||(u0, γ0)||
B
1+ d
p
p,1 (R
d)×B
1+ d
p
p,1 (R
d)
) > 0 such that for
all (v0, η0) ∈ B
1+ dp
p,1 (R
d) × B
1+ dp
p,1 (R
d) with ||(v0 − u0, η0 − γ0)||
B
1+ d
p
p,1 ×B
1+ d
p
p,1
≤
δ, the system (1.3) has a solution (v, η) ∈ E
1+ dp
p,1 (T ) × E
1+ dp
p,1 (T ) satisfying
||(v, η)||
L∞(0,T ;B
1+ d
p
p,1 (R
d)×B
1+ d
p
p,1 (R
d))
≤M .
Proof. Thanks to Lemma 3.2 (ii), the smooth approximation solution (un, γn)
to (TEn) is uniformly bounded in E
1+ dp
p,1 (T )×E
1+dp
p,1 (T ). Then the Arzela-Ascoli
theorem and a standard diagonal process ensures that, up to an extraction,
(un, γn) converges to a limit (u, γ) in C([0, T ]; (B
d
p
p,1)loc× (B
d
p
p,1)loc). Besides, by
Lemma 3.2 (ii) and the Fatou lemma, we get (u, γ) ∈ L∞(0, T ;B
1+d
p
p,1 ×B
1+ d
p
p,1 ).
This together with an interpolation argument leads to (un, γn) converges to
(u, γ) in C([0, T ]; (Bsp,1)loc × (B
s
p,1)loc) for any s < 1 +
d
p . Then taking limit in
(TEn), one deduces that (u, γ) is indeed a solution to system (1.3).
On the other hand, since (u, γ) ∈ L∞(0, T ;B
1+dp
p,1 × B
1+ dp
p,1 ), it then follows
from Lemma 2.5 (ii) that (u, γ) ∈ C([0, T ];B
1+ dp
p,1 × B
1+ dp
p,1 ). By using system
(1.3) again, one can readily infer that (∂tu, ∂tγ) ∈ C([0, T ];B
d
p
p,1 ×B
d
p
p,1). Thus,
(u, γ) ∈ E
1+ dp
p,1 (T )× E
1+ dp
p,1 (T ).
Next, by the assumption, ||v0||
B
1+ d
p
p,1
+||η0||
B
1+ d
p
p,1
≤ ||u0||
B
1+ d
p
p,1
+||γ0||
B
1+ d
p
p,1
+δ.
According to (3.8), by choosing T , 1
4C2

||u0||
B
1+ d
p
p,1
+||γ0||
B
1+ d
p
p,1
+δ


> 0 and
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M , 2(||u0||
B
1+ d
p
p,1
+ ||γ0||
B
1+ d
p
p,1
+ δ) > 0, one can easily complete the proof of
Lemma 4.1.
With regard to uniqueness and continuous dependence of the solution, one
cannot directly follow the similar lines of the proof in Theorem 1.1 to verify
Theorem 1.2, since Lemma 3.1 fails in the case of s = 1+ dp and r = 1, while it
is the cornerstone in the proof of Theorem 1.1. To overcome this difficulty, we
first notice the following interpolation inequality
||f ||
B
d
p
p,1
≤ ||f ||θ
B
1+ d
p
p,1
||f ||1−θ
B
d/p−θ/(1−θ)
p,1
≤ C||f ||θ
B
1+ d
p
p,1
||f ||1−θ
B
d
p
p,∞
(4.1)
with θ ∈ (0, 1). Furthermore, we can establish a priori estimates for the solution
in L∞(0, T ;B
d
p
p,∞(Rd) × B
d
p
p,∞(Rd)) as 1 ≤ p ≤ 2d (see Lemma 4.2 below),
which together with the uniform bounds for the solution in C([0, T ];B
1+dp
p,1 (R
d)×
B
1+ dp
p,1 (R
d)) yields the continuity in C([0, T ];B
d
p
p,1(R
d)×B
d
p
p,1(R
d)).
Lemma 4.2. Let d ∈ N+ and 1 ≤ p ≤ 2d. Assume that (u, γ), (v, η) ∈
L∞(0, T ; (B
1+dp
p,∞ ∩Lip)×(B
1+dp
p,∞ ∩Lip))∩C([0, T ];B
d
p
p,∞×B
d
p
p,∞) are two solutions
to system (1.3) with the initial data (u0, γ0), (v0, η0) ∈ (B
1+ dp
p,∞ ∩Lip)× (B
1+ dp
p,∞ ∩
Lip), respectively. Set (a, b) , (v − u, η − γ) and (a0, b0) , (v0 − u0, η0 − γ0).
Let
H(t) , e
−C
∫
t
0
||∇u(τ)||
B
d
p
p,∞∩L
∞
dτ (
||a(t)||
B
d
p
p,∞(Rd)
+ ||b(t)||
B
d
p
p,∞(Rd)
)
and
G(t) , ||u(t)||
B
1+ d
p
p,∞ ∩Lip
+ ||γ(t)||
B
1+ d
p
p,∞ ∩Lip
+ ||v(t)||
B
1+ d
p
p,∞ ∩Lip
+ ||η(t)||
B
1+ d
p
p,∞ ∩Lip
.
If there exists a constant C > 0 such that for any T ⋆ ≤ T ,
sup
t∈[0,T⋆]
H(t) ≤ 1,(4.2)
then for all t ∈ [0, T ⋆], we have
||a(t)||
B
d
p
p,∞(Rd)
+ ||b(t)||
B
d
p
p,∞(Rd)
e
(4.3)
≤ e
C
∫
t
0
||∇u(τ)||
B
d
p
p,∞∩L
∞
dτ

 ||a0||B dpp,∞(Rd) + ||b0||B dpp,∞(Rd)
e


exp(−C
∫
t
0
L(G(τ))dτ)
with L(x) , x ln(e+Kx) and K , sup
t∈[0,T ]

 ||a(t)||Bdpp,∞
||b(t)||
B
d
p
p,∞
+
||b(t)||
B
d
p
p,∞
||a(t)||
B
d
p
p,∞
+ 2

.
In particular, (4.3) is also true on [0, T ] provided that
||a0||
B
d
p
p,∞(Rd)
+ ||b0||
B
d
p
p,∞(Rd)
≤ e1−exp(C
∫
T
0
L(G(t))dt).(4.4)
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Proof. We first declare that for any 1 ≤ p ≤ 2d, t ∈ [0, T ], we have
||R1(t, ·)||
B
d
p
p,∞(Rd)
+ ||R2(t, ·)||
B
d
p
p,∞(Rd)
(4.5)
≤ C
(
||a(t)||
B
d
p
p,1(R
d)
+ ||b(t)||
B
d
p
p,1(R
d)
)
G(t),
where R1(t, x) and R2(t, x) are defined in (3.3).
Indeed, since both B
d
p
p,∞(Rd) ∩ L∞(Rd) and B
d
p
p,1(R
d) are algebras, then
|| − a · ∇v||
B
d
p
p,∞
+ || − a · ∇η||
B
d
p
p,∞
(4.6)
≤ C||a||
B
d
p
p,∞∩L∞
(
||∇v||
B
d
p
p,∞∩L∞
+ ||∇η||
B
d
p
p,∞∩L∞
)
≤ C||a||
B
d
p
p,1
(
||v||
B
1+ d
p
p,∞ ∩Lip
+ ||η||
B
1+ d
p
p,∞ ∩Lip
)
.
Noting that −(I −∆)−1div,−(I −∆)−1 ∈ Op(S−1), then applying Lemma 2.2
and (2.6), one can easily get for 1 ≤ p ≤ 2d,
||R1(t, ·) + a · ∇v||
B
d
p
p,∞
+ ||R2(t, ·) + a · ∇η||
B
d
p
p,∞
≤ C
(
||a(t)||
B
d
p
p,1
+ ||b(t)||
B
d
p
p,1
)
G(t),
which along with (4.6) leads to (4.5).
Applying Lemma 2.5 (i) to (3.3), one infers
H(t) ≤ H(0) +
∫ t
0
e
−C
∫
τ
0
||∇u(ξ)||
B
d
p
p,∞∩L
∞
dξ (
||R1(τ)||
B
d
p
p,∞
+ ||R2(τ)||
B
d
p
p,∞
)
dτ,
which together with (4.5) yields
H(t) ≤ H(0) + C
∫ t
0
G(τ)e
−C
∫ τ
0
||∇u(ξ)||
B
d
p
p,∞∩L
∞
dξ
(4.7)
×
(
||a(τ)||
B
d
p
p,1
+ ||b(τ)||
B
d
p
p,1
)
dτ.
On the other hand, thanks to (2.2), we have
||a(t)||
B
d
p
p,1
≤ C||a(t)||
B
d
p
p,∞
ln

e+ ||a(t)||B1+ dpp,∞
||a(t)||
B
d
p
p,∞


= C||a(t)||
B
d
p
p,∞
ln

e+
||a(t)||
B
1+ d
p
p,∞

1 + ||b(t)||Bdpp,∞||a(t)||
B
d
p
p,∞


||a(t)||
B
d
p
p,∞
+ ||b(t)||
B
d
p
p,∞


≤ C||a(t)||
B
d
p
p,∞
ln
(
e+
KG(t)
H(t)
)
,
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and likewise
||b(t)||
B
d
p
p,1
≤ C||b(t)||
B
d
p
p,∞
ln
(
e+
KG(t)
H(t)
)
,
which implies that
||a(t)||
B
d
p
p,1
+ ||b(t)||
B
d
p
p,1
(4.8)
≤ C(||a(t)||
B
d
p
p,∞
+ ||b(t)||
B
d
p
p,∞
) ln
(
e+
KG(t)
H(t)
)
.
Thus, in view of (4.2) and the fact that
ln
(
e +
α
x
)
≤ ln(e + α)(1 − lnx), ∀ x ∈ (0, 1], α > 0,
we can deduce from (4.7) and (4.8) that
H(t) ≤ H(0) + C
∫ t
0
G(τ) ln(e+KG(τ))H(τ)(1 − lnH(τ))dτ.
According to Lemma 2.6 (set µ(r) , r(1 − ln r)) and (4.2) again, one has
H(t)
e
≤
(
H(0)
e
)exp(−C ∫ t
0
G(τ) ln(e+KG(τ))dτ)
,
which leads to the desired result. In particular, notice that (4.4) implies (4.2)
with T ⋆ = T . This completes the proof of Lemma 4.2.
In order to prove Theorem 1.2, it suffices to verify the following lemma.
Lemma 4.3. Assume that d ∈ N+ and 1 ≤ p ≤ 2d. Let (u0, γ0) ∈ B
1+ dp
p,1 (R
d)×
B
1+ dp
p,1 (R
d) and (u, γ) be the corresponding solution to system (1.3), which is
guaranteed by Lemma 4.1. Then there exist a time T > 0 and a neighborhood
V of (u0, γ0) in B
1+ dp
p,1 (R
d)×B
1+ dp
p,1 (R
d) such that the mapping (u0, γ0) 7→ (u, γ)
is continuous from V into
C([0, T ];B
1+ dp
p,1 (R
d)×B
1+ dp
p,1 (R
d)) ∩ C1([0, T ];B
d
p
p,1(R
d)×B
d
p
p,1(R
d)).
To this end, we need a key convergence result as follows.
Proposition 4.1. [35] Let d ∈ N+, 1 ≤ p ≤ ∞, 1 ≤ r < ∞ and 1 +
d
p <
s 6= 2 + dp (or s ≥ 1 +
d
p and r = 1). Denote N¯ , N ∪ {∞}. Suppose that
(vn)n∈N¯ ∈ C([0, T ];B
s−1
p,r (R
d)) is the solution to{
∂tv
n + an · ∇vn = f,
vn|t=0 = v0
with v0 ∈ B
s−1
p,r (R
d), f ∈ L1(0, T ;Bs−1p,r (R
d)) and that, for some α(t) ∈ L1(0, T )
such that
sup
n∈N¯
||∇an(t)||Bs−1p,r (Rd) ≤ α(t).
If an tends to a∞ in L1(0, T ;Bs−1p,r (R
d)), then vn tends to v∞ in C([0, T ];Bs−1p,r (R
d)).
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Proof of Lemma 4.3. We divide the proof into three steps as follows.
Step 1: Continuity in C([0, T ];B
d
p
p,1(R
d)×B
d
p
p,1(R
d)).
Thanks to Lemmas 4.1-4.2, we have
||v − u||
L∞(0,T ;B
d
p
p,∞)
+ ||η − γ||
L∞(0,T ;B
d
p
p,∞)
e
≤ eCMT

 ||v0 − u0||B dpp,∞ + ||η0 − γ0||B dpp,∞
e


exp(−CMT ln(e+KM))
,
provided that
||v0 − u0||
B
d
p
p,∞
+ ||η0 − γ0||
B
d
p
p,∞
≤ e1−exp(CMT ln(e+KM)).
In view of Lemma 4.1 and (4.1), we complete the proof of Step 1.
Step 2: Continuity in C([0, T ];B
1+dp
p,1 (R
d)×B
1+ dp
p,1 (R
d)).
Let (un, γn)n∈N¯ be the solution to the following Cauchy problem:

∂tu
n + un · ∇un = F1(u
n, γn) , Fn1 (t, x),
∂tγ
n + un · ∇γn = F2(u
n, γn) , Fn2 (t, x),
un|t=0 = u
n
0 (x),
γn|t=0 = γ
n
0 (x),
where F1(u
n, γn), F2(u
n, γn) are defined by (1.4) and (1.5).
Suppose that (un0 , γ
n
0 )n∈N¯ ∈ B
1+ dp
p,1 × B
1+ dp
p,1 and (u
n
0 , γ
n
0 ) tends to (u
∞
0 , γ
∞
0 )
in B
1+ dp
p,1 × B
1+ dp
p,1 . Thanks to Lemma 4.1, we can find T, M > 0 such that for
all n ∈ N¯, (un, γn) ∈ E
1+ dp
p,1 (T )× E
1+ dp
p,1 (T ) and
sup
n∈N¯
(
||un||
L∞(0,T ;B
1+ d
p
p,1 )
+ ||γn||
L∞(0,T ;B
1+ d
p
p,1 )
)
≤M.(4.9)
According to Step 1, it suffices to show that
(∇un,∇γn)→ (∇u∞,∇γ∞) in C([0, T ];B
d
p
p,1 ×B
d
p
p,1), as n→∞,
or in components,
(θni , σ
n)→ (θ∞i , σ
∞) in C([0, T ];B
d
p
p,1 ×B
d
p
p,1), as n→∞(4.10)
with θni , ∇(u
n)i and σ
n , ∇γn (n ∈ N¯, i = 1, 2, · · ·, d).
Indeed, for each fixed i ∈ {1, 2, · · ·, d}, (θni , σ
n)n∈N¯ solves the following
transport equations: 

∂tθ
n
i + u
n · ∇θni = f
n
i (t, x),
∂tσ
n + un · ∇σn = gn(t, x),
θni |t=0 = ∇(u
n
0 )i,
σn|t=0 = ∇γ
n
0 ,
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where
fni (t, x) , ∇(F
n
1 )i −
d∑
j=1
∂j(u
n)i∇(u
n)j
and
gn(t, x) , ∇Fn2 −
d∑
j=1
∂jγ
n∇(un)j .
Next, we decompose θni = θ
n,1
i + θ
n,2
i and σ
n = σn,1 + σn,2 for n ∈ N with
(4.11)


∂tθ
n,1
i + u
n · ∇θn,1i = f
n
i − f
∞
i ,
∂tσ
n,1 + un · ∇σn,1 = gn − g∞,
θn,1i |t=0 = ∇(u
n
0 )i −∇(u
∞
0 )i,
σn,1|t=0 = ∇γ
n
0 −∇γ
∞
0 ,
and
(4.12)


∂tθ
n,2
i + u
n · ∇θn,2i = f
∞
i ,
∂tσ
n,2 + un · ∇σn,2 = g∞,
θn,2i |t=0 = ∇(u
∞
0 )i,
σn,2|t=0 = ∇γ
∞
0 .
Note that −(I −∆)−1div, −(I −∆)−1 ∈ Op(S−1) and B
d
p
p,1(R
d) is an algebra.
Thanks to Lemma 2.2 and (4.9), we can readily gather that (fni , g
n)n∈N¯ is
uniformly bounded in C([0, T ];B
d
p
p,1×B
d
p
p,1), which implies that, for i = 1, 2, ···, d,
||fni − f
∞
i ||
B
d
p
p,1
+ ||gn − g∞||
B
d
p
p,1
(4.13)
≤ CM(||un − u∞||
B
d
p
p,1
+ ||∇un −∇u∞||
B
d
p
p,1
+ ||γn − γ∞||
B
d
p
p,1
+||∇γn −∇γ∞||
B
d
p
p,1
).
Applying Lemma 2.5 (i) to system (4.11), one gets
||θn,1i (t)||
B
d
p
p,1
+ ||σn,1(t)||
B
d
p
p,1
≤ e
C
∫ t
0
||∇un(τ)||
B
d
p
p,1
dτ
{||∇(un0 )i −∇(u
∞
0 )i||
B
d
p
p,1
+ ||∇γn0 −∇γ
∞
0 ||
B
d
p
p,1
+
∫ t
0
(||(fni − f
∞
i )(τ)||
B
d
p
p,1
+ ||(gn − g∞)(τ)||
B
d
p
p,1
)dτ},
which together with (4.9) and (4.13) yield that, for all t ∈ [0, T ],
||θn,1i (t)||
B
d
p
p,1
+ ||σn,1(t)||
B
d
p
p,1
(4.14)
≤ CMeCMT {||∇un0 −∇u
∞
0 ||
B
d
p
p,1
+ ||∇γn0 −∇γ
∞
0 ||
B
d
p
p,1
+
∫ T
0
(||(un − u∞)(τ)||
B
d
p
p,1
+ ||(γn − γ∞)(τ)||
B
d
p
p,1
)dτ
+
∫ T
0
(||(∇un −∇u∞)(τ)||
B
d
p
p,1
+ ||(∇γn −∇γ∞)(τ)||
B
d
p
p,1
)dτ}.
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On the other hand, notice that un tends to u∞ in C([0, T ];B
d
p
p,1) according
to Step 1. Then applying Proposition 4.1 (with s = 1+ dp and r = 1) to system
(4.12), one infers that (θn,2i , σ
n,2) tends to (θ∞,2i , σ
∞,2) in C([0, T ];B
d
p
p,1×B
d
p
p,1).
Thus, for arbitrary ε > 0, for n ∈ N large enough, by virtue of (4.14) and
Step 1, we deduce that for all t ∈ [0, T ],
||(∇(un)i −∇(u
∞)i)(t)||
B
d
p
p,1
+ ||(∇γn −∇γ∞)(t)||
B
d
p
p,1
= ||(θni − θ
∞
i )(t)||
B
d
p
p,1
+ ||(σn − σ∞)(t)||
B
d
p
p,1
≤ ||(θn,2i − θ
∞
i )(t)||
B
d
p
p,1
+ ||(σn,2 − σ∞)(t)||
B
d
p
p,1
+ ||θn,1i (t)||
B
d
p
p,1
+ ||σn,1(t)||
B
d
p
p,1
≤ ε+ CMeCMT {ε+ ||∇un0 −∇u
∞
0 ||
B
d
p
p,1
+ ||∇γn0 −∇γ
∞
0 ||
B
d
p
p,1
+
∫ T
0
(||(∇un −∇u∞)(τ)||
B
d
p
p,1
+ ||(∇γn −∇γ∞)(τ)||
B
d
p
p,1
)dτ},
which together with Gronwall’s inequality leads to (4.10).
Step 3: Continuity in C1([0, T ];B
d
p
p,1(R
d)×B
d
p
p,1(R
d)).
According to (4.9) and system (1.3) itself, Step 1 and Step 2 imply that Step 3
hold true. Thus, we have proven Lemma 4.3. Therefore,we complete the proof of
Theorem 1.2. 
5 Blow up
In this section, we will prove three blow-up criteria (Theorems 1.3-1.5) of the
strong solutions to system (1.3) by means of the Littlewood-Paley decomposi-
tion and the energy method.
Proof of Theorem 1.3. Applying ∆q to both sides of the first equation in
system (1.3), one has
∂t∆qu+ u · ∇(∆qu) = [u,∆q] · ∇u+∆qF1(u, γ).(5.1)
Taking the L2(Rd) inner product of (5.1) with p|∆qu|
p−2∆qu, integrating by
parts and using the Ho¨lder inequality, one infers that
d
dt
||∆qu||
p
Lp(Rd)
≤ p
∫
Rd
|∆qu|
p−2∆qu ([u,∆q] · ∇u+∆qF1(u, γ))dx
+
∫
Rd
|∆qu|
p|∇u|dx
≤ ||∇u||L∞(Rd)||∆qu||
p
Lp(Rd)
+ p||∆qu||
p−1
Lp(Rd)
(||[u,∆q] · ∇u||Lp(Rd)
+||∆qF1(u, γ)||Lp(Rd)).
Hence,
d
dt
||∆qu||Lp(Rd) ≤
1
p
||∇u||L∞(Rd)||∆qu||Lp(Rd) + ||[u,∆q] · ∇u||Lp(Rd)
+||∆qF1(u, γ)||Lp(Rd).
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Integrating the above inequality with respect to the time t yields
||∆qu||Lp(Rd) ≤ ||∆qu0||Lp(Rd) +
1
p
∫ t
0
||∇u||L∞(Rd)||∆qu||Lp(Rd)dτ(5.2)
+
∫ t
0
(
||[u,∆q] · ∇u||Lp(Rd) + ||∆qF1(u, γ)||Lp(Rd)
)
dτ.
Multiplying by 2qs and taking lr norm on both sides of (5.8), together with the
Minkowski inequality imply
||u(t)||Bsp,r ≤ ||u0||Bsp,r +
1
p
∫ t
0
||∇u||L∞ ||u||Bsp,rdτ +
∫ t
0
||F1(u, γ)||Bsp,rdτ
+
∫ t
0
||(2qs||[u,∆q] · ∇u||Lp)q≥−1||lrdτ.(5.3)
Noting that −(I − ∆)−1div,−(I − ∆)−1 ∈ Op(S−1) and applying Lemma
2.2 and (2.4), one deduces
||F1(u, γ)||Bsp,r ≤ C(||∇u||L∞ ||∇u||Bs−1p,r + ||γ||L∞ ||γ||Bs−1p,r + ||∇γ||L∞ ||∇γ||Bs−1p,r
+||∇u||L∞||u||Bs−1p,r + ||u||L∞ ||∇u||Bs−1p,r )
≤ C(||u||L∞ + ||∇u||L∞)||u||Bsp,r + C(||γ||L∞ + ||∇γ||L∞)||γ||Bsp,r .(5.4)
Thanks to Lemma 2.4, we have
||(2qs||[u,∆q] · ∇u||Lp)q≥−1||lr(5.5)
≤ C
(
||∇u||L∞ ||u||Bsp,r + ||∇u||L∞ ||∇u||Bs−1p,r
)
≤ C||∇u||L∞ ||u||Bsp,r .
Thus, by (5.3), (5.4) and (5.5), we obtain
||u(t)||Bsp,r ≤ ||u0||Bsp,r + C
∫ t
0
(||u||L∞ + ||∇u||L∞ + ||γ||L∞ + ||∇γ||L∞)
×
(
||u(τ)||Bsp,r + ||γ(τ)||Bsp,r
)
dτ.(5.6)
On the other hand, applying ∆q to the second equation in system (1.3) yields
∂t∆qγ + u · ∇(∆qγ) = [u,∆q] · ∇γ +∆qF2(u, γ).(5.7)
Taking the L2(Rd) inner product of (5.7) with p|∆qγ|
p−2∆qγ, and integrat-
ing by parts, one gets
d
dt
||∆qγ||
p
Lp(Rd)
≤ p
∫
Rd
|∆qγ|
p−2∆qγ ([u,∆q] · ∇γ +∆qF2(u, γ)) dx
+
∫
Rd
|∆qγ|
p|∇u|dx,
which along with the Ho¨lder inequality leads to
d
dt
||∆qγ||Lp(Rd) ≤
1
p
||∇u||L∞(Rd)||∆qγ||Lp(Rd) + ||[u,∆q] · ∇γ||Lp(Rd)
+||∆qF2(u, γ)||Lp(Rd).
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Integrating the above inequality with respect to the time t implies
||∆qγ||Lp(Rd) ≤ ||∆qγ0||Lp(Rd) +
1
p
∫ t
0
||∇u||L∞(Rd)||∆qγ||Lp(Rd)dτ(5.8)
+
∫ t
0
(
||[u,∆q] · ∇γ||Lp(Rd) + ||∆qF2(u, γ)||Lp(Rd)
)
dτ.
Multiplying by 2qs and taking lr norm on both sides of (5.8), and using the
Minkowski inequality, one infers
||γ(t)||Bsp,r ≤ ||γ0||Bsp,r +
1
p
∫ t
0
||∇u||L∞ ||γ||Bsp,rdτ +
∫ t
0
||F2(u, γ)||Bsp,rdτ
+
∫ t
0
||(2qs||[u,∆q] · ∇γ||Lp)q≥−1||lrdτ.(5.9)
Similar to (5.4) and (5.5), we can easily get
||F2(u, γ)||Bsp,r ≤ C||∇u||L∞ ||γ||Bsp,r + C(||γ||L∞ + ||∇γ||L∞)||u||Bsp,r
and
||(2qs||[u,∆q] · ∇γ||Lp)q≥−1||lr ≤ C
(
||∇u||L∞ ||γ||Bsp,r + ||∇γ||L∞ ||u||Bsp,r
)
,
which together with (5.9) implies
||γ(t)||Bsp,r ≤ ||γ0||Bsp,r + C
∫ t
0
(
||∇u||L∞ ||γ||Bsp,r + (||γ||L∞ + ||∇γ||L∞)||u||Bsp,r
)
dτ.
This along with (5.6) gives
||u(t)||Bsp,r + ||γ(t)||Bsp,r ≤ ||u0||Bsp,r + ||γ0||Bsp,r + C
∫ t
0
(
||u(τ)||Bsp,r + ||γ(τ)||Bsp,r
)
× (||u||L∞ + ||∇u||L∞ + ||γ||L∞ + ||∇γ||L∞) dτ,
which together with the Gronwall inequality yields
||u(t)||Bsp,r + ||γ(t)||Bsp,r(5.10)
≤
(
||u0||Bsp,r + ||γ0||Bsp,r
)
eC
∫
t
0
(||u||L∞+||∇u||L∞+||γ||L∞+||∇γ||L∞)dτ .
By virtue of (5.10) and the Sobolev embedding theorem, we complete the
proof of Theorem 1.3. 
Proof of Theorem 1.4. Taking the L2(Rd) inner product of the first
equation in system (1.3) with q|u|q−2u (∀ q > 2), integrating by parts and using
the Ho¨lder inequality, one obtains
d
dt
||u||q
Lq(Rd)
≤
∫
Rd
|u|q|∇u|dx+ q
∫
Rd
|u|q−2uF1(u, γ)dx
≤ ||∇u||L∞(Rd)||u||
q
Lq(Rd)
+ q||u||q−1
Lq(Rd)
||F1(u, γ)||Lq(Rd).
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Hence,
d
dt
||u||Lq(Rd) ≤ ||∇u||L∞(Rd)||u||Lq(Rd) + ||F1(u, γ)||Lq(Rd).(5.11)
In addition, there exists a constant c > 0 independent of q such that
||F1(u, γ)||Lq(Rd) ≤ c||∇u(∇u+∇u
T )−∇uT∇u−∇u(divu)||Lq(Rd)
+c||
1
2
(|∇u|2 + γ2 + |∇γ|2)I −∇γT∇γ||Lq(Rd)
+c||u(divu) + u · ∇uT ||Lq(Rd)
≤ c||∇u||L∞(Rd)
(
||u||Lq(Rd) + ||∇u||Lq(Rd)
)
+c
(
||γ||L∞(Rd) + ||∇γ||L∞(Rd)
) (
||γ||Lq(Rd) + ||∇γ||Lq(Rd)
)
,(5.12)
which together with (5.11) implies
d
dt
||u||Lq(Rd) ≤ c||∇u||L∞(Rd)
(
||u||Lq(Rd) + ||∇u||Lq(Rd)
)
+c
(
||γ||L∞(Rd) + ||∇γ||L∞(Rd)
) (
||γ||Lq(Rd) + ||∇γ||Lq(Rd)
)
.(5.13)
Applying ∇ to both sides of the first equation in system (1.3) gives
∂t(∇u) +∇(u · ∇u) = ∇F1(u, γ).
Taking the L2(Rd) inner product of the above equation with q|∇u|q−2∇u (for
any q > 2), integrating by parts and using the Ho¨lder inequality, one obtains
d
dt
||∇u||Lq(Rd) ≤ 2||∇u||L∞(Rd)||∇u||Lq(Rd) + ||∇F1(u, γ)||Lq(Rd).(5.14)
Similar to (5.12), we have
||∇F1(u, γ)||Lq(Rd) ≤ c||∇u||L∞(Rd)
(
||u||Lq(Rd) + ||∇u||Lq(Rd)
)
+c
(
||γ||L∞(Rd) + ||∇γ||L∞(Rd)
) (
||γ||Lq(Rd) + ||∇γ||Lq(Rd)
)
,
which along with (5.13) and (5.14) leads to
d
dt
(
||u||Lq(Rd) + ||∇u||Lq(Rd)
)
≤ c||∇u||L∞(Rd)
(
||u||Lq(Rd) + ||∇u||Lq(Rd)
)
+c
(
||γ||L∞(Rd) + ||∇γ||L∞(Rd)
) (
||γ||Lq(Rd) + ||∇γ||Lq(Rd)
)
,
where c is independent of q.
Making use of the Gronwall inequality, one gets
||u||Lq + ||∇u||Lq ≤ e
c
∫ t
0
||∇u||L∞dτ (||u0||Lq + ||∇u0||Lq + c
∫ t
0
(||γ||L∞ + ||∇γ||L∞)
×(||γ||Lq + ||∇γ||Lq )dτ).
Letting q →∞ and recalling the assumption Bsp,r(R
d) →֒ Lip(Rd), one has
||u||L∞ + ||∇u||L∞(5.15)
≤ C
(
||u0||Bsp,r +
∫ t
0
(||γ||L∞ + ||∇γ||L∞)
2dτ
)
eC
∫ t
0
||∇u||L∞dτ .
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On the other hand, taking the L2(Rd) inner product of the second equation
in system (1.3) with q|γ|q−2γ (∀ q > 2), integrating by parts and using the
Ho¨lder inequality, one infers
d
dt
||γ||q
Lq(Rd)
≤
∫
Rd
|γ|q|∇u|dx+ q
∫
Rd
|γ|q−2γF2(u, γ)dx
≤ ||∇u||L∞(Rd)||γ||
q
Lq(Rd)
+ q||γ||q−1
Lq(Rd)
||F2(u, γ)||Lq(Rd).
Or hence,
d
dt
||γ||Lq(Rd) ≤ ||∇u||L∞(Rd)||γ||Lq(Rd) + ||F2(u, γ)||Lq(Rd).
While similar to the proof of (5.12),
||F2(u, γ)||Lq(Rd) ≤ c||∇u||L∞(Rd)(||γ||Lq(Rd) + ||∇γ||Lq(Rd)),
where c is independent of q. Then we have
d
dt
||γ||Lq(Rd) ≤ c||∇u||L∞(Rd)(||γ||Lq(Rd) + ||∇γ||Lq(Rd)).(5.16)
Applying ∇ to both sides of the second equation in system (1.3) yields
∂t(∇γ) +∇(u · ∇γ) = ∇F2(u, γ).
By taking the L2(Rd) inner product of the above equation with q|∇γ|q−2∇γ
(q > 2), integrating by parts and using the Ho¨lder inequality, one gets
d
dt
||∇γ||Lq(Rd) ≤
1 + q
q
||∇u||L∞(Rd)||∇γ||Lq(Rd) + ||∇F2(u, γ)||Lq(Rd)(5.17)
≤ 2||∇u||L∞(Rd)||∇γ||Lq(Rd) + ||∇F2(u, γ)||Lq(Rd).
Similar to (5.12), we have
||∇F2(u, γ)||Lq(Rd) ≤ c||∇u||L∞(Rd)(||γ||Lq(Rd) + ||∇γ||Lq(Rd)),
which along with (5.16) and (5.17) ensures
d
dt
(
||γ||Lq(Rd) + ||∇γ||Lq(Rd)
)
≤ c||∇u||L∞(Rd)
(
||γ||Lq(Rd) + ||∇γ||Lq(Rd)
)
,
where c is independent of q.
Thanks to the Gronwall inequality again, we have
||γ||Lq + ||∇γ||Lq ≤ (||γ0||Lq + ||∇γ0||Lq ) e
c
∫
t
0
||∇u||L∞dτ .
Letting q →∞, one infers
||γ||L∞ + ||∇γ||L∞ ≤ (||γ0||L∞ + ||∇γ0||L∞) e
c
∫
t
0
||∇u||L∞dτ(5.18)
≤ C||γ0||Bsp,re
C
∫ t
0
||∇u||L∞dτ .
Combining (5.15) with (5.18), we obtain
||u||L∞ + ||∇u||L∞ + ||γ||L∞ + ||∇γ||L∞
≤ C
(
||u0||Bsp,r + ||γ0||Bsp,r + ||γ0||
2
Bsp,r
t
)
eC
∫
t
0
||∇u||L∞dτ ,
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which together with (5.10) and the Sobolev embedding theorem complete the
proof of Theorem 1.4. 
Proof of Theorem 1.5. In view of Remark 1.3, we may assume s > 3+ dp
to prove the theorem. By taking the L2(Rd) inner product of the first equation
in system (1.1) with q|m|q−2m (∀ q > d), integrating by parts and using the
Ho¨lder inequality, we have
d
dt
||m||qLq ≤ (1 + 2q)
∫
Rd
|m|q|∇u|dx+ q
∫
Rd
|m|q−2mρ∇γdx
≤ (1 + 2q)||∇u||L∞ ||m||
q
Lq + q||m||
q−1
Lq ||ρ||Lq ||∇γ||L∞ .
Hence,
d
dt
||m||Lq ≤
1 + 2q
q
||∇u||L∞ ||m||Lq + ||∇γ||L∞ ||ρ||Lq(5.19)
≤ 3||∇u||L∞ ||m||Lq + ||∇γ||L∞ ||ρ||Lq .
On the other hand, taking the L2(Rd) inner product of the second equation
in system (1.1) with q|ρ|q−2ρ (∀ q > d), integrating by parts and using the
Ho¨lder inequality, one obtains
d
dt
||ρ||Lq ≤
1 + q
q
||∇u||L∞ ||ρ||Lq ≤ 2||∇u||L∞ ||ρ||Lq ,
which together with (5.19) yields
d
dt
(||m||Lq + ||ρ||Lq) ≤ 3(||∇u||L∞ + ||∇γ||L∞)(||m||Lq + ||ρ||Lq ).(5.20)
Note that u = (I −∆)−1m and γ = (I −∆)−1ρ imply
||Dku||La(Rd) ≤ c||m||La(Rd)(5.21)
and
||Dkγ||La(Rd) ≤ c||ρ||La(Rd),(5.22)
where 1 ≤ a ≤ ∞, k = 0, 1, 2, and the constant c is independent of a.
In view of (5.21) and (5.22), thanks to (2.3), we infer that
||∇u||L∞(Rd) ≤ c
2q − d
q − d
(
1 + ||∇u||B0
∞,∞(R
d) ln(e+ ||∇u||W 1,q(Rd))
)
≤ c
2q − d
q − d
(
1 + ||∇u||B0
∞,∞(R
d) ln(e+ ||m||Lq(Rd))
)
.(5.23)
Likewise,
||∇γ||L∞(Rd) ≤ c
2q − d
q − d
(
1 + ||∇γ||B0
∞,∞(R
d) ln(e+ ||ρ||Lq(Rd))
)
.(5.24)
Substituting (5.23) and (5.24) into (5.20), one gets
d
dt
(||m||Lq + ||ρ||Lq ) ≤ c
2q − d
q − d
(
1 + ||∇u||B0
∞,∞
+ ||∇γ||B0
∞,∞
)
×(||m||Lq + ||ρ||Lq ) ln (e+ (||m||Lq + ||ρ||Lq )) .
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Integrating the above inequality with respect to the time t gives
||m(t)||Lq + ||ρ(t)||Lq(5.25)
≤ ||m0||Lq + ||ρ0||Lq + c
2q − d
q − d
∫ t
0
(
1 + ||∇u||B0
∞,∞
+ ||∇γ||B0
∞,∞
)
×(||m(τ)||Lq + ||ρ(τ)||Lq ) ln (e+ (||m(τ)||Lq + ||ρ(τ)||Lq )) dτ,
where c is independent of q.
Let q →∞ in (5.25). Then we have
||m(t)||L∞ + ||ρ(t)||L∞(5.26)
≤ ||m0||L∞ + ||ρ0||L∞ + c
∫ t
0
(
1 + ||∇u||B0
∞,∞
+ ||∇γ||B0
∞,∞
)
×(||m(τ)||L∞ + ||ρ(τ)||L∞) ln (e+ (||m(τ)||L∞ + ||ρ(τ)||L∞)) dτ.
Set Φ(t) , e+ ||m(t, ·)||L∞ + ||ρ(t, ·)||L∞ . From (5.26), one has
Φ(t) ≤ Φ(0) + C
∫ t
0
(
1 + ||∇u||B0
∞,∞
+ ||∇γ||B0
∞,∞
)
Φ(τ) ln Φ(τ)dτ.(5.27)
Applying Lemma 2.6 (set µ(r) , r ln r(r ≥ e)) to (5.27) yields
ln(lnΦ(t)) ≤ ln(lnΦ(0)) + C
∫ t
0
(
1 + ||∇u||B0
∞,∞
+ ||∇γ||B0
∞,∞
)
dτ,
or hence,
Φ(t) ≤ (Φ(0))
exp
(
C
∫
t
0
(1+||∇u||B0
∞,∞
+||∇γ||B0
∞,∞
)dτ
)
.(5.28)
According to (5.21), (5.22) and (5.28), we deduce
||u(t)||L∞ + ||∇u(t)||L∞ + ||γ(t)||L∞ + ||∇γ(t)||L∞
≤ C(||m(t)||L∞ + ||ρ(t)||L∞)
≤ C(e + ||m0||L∞ + ||ρ0||L∞)
exp
(
C
∫ t
0
(1+||∇u||B0
∞,∞
+||∇γ||B0
∞,∞
)dτ
)
,
which along with Theorem 1.3 completes the proof of Theorem 1.5. 
6 Appendix
In this Appendix, we give the details that how to rewrite system (1.1) to its
nonlocal form system (1.3). For this, we first introduce some notations:
Let u = (u1, u2, · · ·, ud), v = (v1, v2, · · ·, vd) be vector fields, and A = (aij)d×d,
B = (bij)d×d be d× d matrices. Then
(i) u · ∇v ,
d∑
j=1
uj∂jv = u(∇v)
T = u∇vT ,
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where AT denotes the transpose of A.
(ii) divu ,
d∑
j=1
∂juj , while divA , (divA1, divA2, · · ·, divAd)
with A =

 A1...
Ad

 and each component Aj = (aj1, aj2, · · ·, ajd). In particular,
we have div(∇u) = ∆u = (∆u1,∆u2, · · ·,∆ud).
(iii) A : B ,
d∑
i,j=1
aijbij and |A| , (A : A)
1/2.
Set γ , ρ¯− ρ¯0. From the first equation in system (1.1), we deduce
(I −∆)(∂tu+ u · ∇u)(6.1)
= ∂tm+ u · ∇u −∆(u · ∇u)
= u · ∇(∆u)−∆(u · ∇u) +∇uT · (∆u) + (∆u)divu− u · ∇uT − u(divu)
−γ∇γ + (∆γ)∇γ.
While
u · ∇(∆u)−∆(u · ∇u) = −div(∇u∇u +∇u∇uT ) + (∇u) · ∇(divu),(6.2)
∇uT · (∆u) = div(∇uT∇u)−
1
2
∇(|∇u|2)(6.3)
= div
(
∇uT∇u−
1
2
|∇u|2I
)
,
(∇u) · ∇(divu) + (∆u)divu = div(∇u(divu)),(6.4)
and
γ∇γ − (∆γ)∇γ = ∇
(
1
2
γ2 +
1
2
|∇γ|2
)
− div(∇γT∇γ)(6.5)
= div
(
1
2
(γ2 + |∇γ|2)I −∇γT∇γ
)
.
So, in view of (6.1)-(6.5), one gets the first equation in system (1.3).
On the other hand, from the second equation in system (1.1), we have
(I −∆)(∂tγ + u · ∇γ)(6.6)
= ∂tρ+ u · ∇γ −∆(u · ∇γ)
= u · ∇(∆γ)−∆(u · ∇γ) + (∆γ)(divu)− γ(divu).
While
u · ∇(∆γ)−∆(u · ∇γ) = −div (∇γ∇u+ (∇γ) · ∇u) +∇γ · ∇(divu),(6.7)
27
and
(∆γ)(divu) = div(∇γ(divu))−∇γ · ∇(divu).(6.8)
Hence, by (6.6)-(6.8), we obtain the second equation in system (1.3). 
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