Abstract. This paper is concerned with a class of boundary value problems for fully nonlinear elliptic PDEs involving the p-Hessian operator. We first derive a maximum principle for a suitable function involving the solution u (x) and its gradient. This maximum principle is then applied to obtain some sharp estimates for the solution and the magnitude of its gradient. We also investigate some symmetry properties of Ω or u (x) under specific boundary condition or geometry of Ω.
Introduction
Let Ω ⊂ R N , N ≥ 2, be a bounded domain containing the origin and let p ∈ {1, . . . , N}. This paper is devoted to the study of the following type of boundary value problems
where g and h are positive C 1 functions assumed to satisfy the following condition We note that the p-Hessian operator S p D 2 u is homogeneous of degree p and, for p > 1, it is elliptic only if it is restricted to the class of p-convex functions is positive definite. Our results will apply only on the classical solutions of Eq. (1.1) for which the ellipticity condition is satisfied. We refer to such solutions as admissible solutions of Eq. (1.1). The existence of negative admissible solutions for the boundary value problems of type (1.1) is known and has been well studied by Trudinger in [13] . Particular cases of our work have been considered and investigated in some previous works, such as, e.g. Ma [4] (when p = N = 2 and gh = const.) and Philippin and Safoui [8, 9] (when p = N and gh = const.) for maximum principles or Payne and Schaefer [7] and Brandolini and co. [2] (when gh = const.) for symmetry results. In order to handle our more general problems, we make use of the techniques developed in these papers. The main tools of our investigations will be Hopf's first and second maximum principles [10] and some geometric arguments involving the curvatures of the level sets of u.
The outline of the paper is as follows. In Sect. 2 we prove a maximum principle for an appropriate functional combination of the solution and its gradient, which generalizes the maximum principles obtained by Ma [4] and Philippin and Safoui [8, 9] . Some possible applications of our maximum principle will be given in Sect. 3, where we derive various sharp bounds for u(x) and |∇u| 2 , i.e. bounds that cannot be improved without using additional informations. Finally, in Sect. 4 we investigate some symmetry properties of Ω and u under specific boundary conditions or geometry of Ω. For convenience, notice that throughout the paper the comma is used to indicate differentiation and the summation from 1 to N is understood on repeated indices. Moreover, when appropriate we use the notations u min := min Ω u (x) and q 0 := max ∂Ω |∇u| .
A maximum principle
For convenience, we first introduce some notations. Let u (x) be a C 2 function and let k 1 (t) , . . . , k N −1 (t) be the principal curvatures of the level set 
where S q denotes again the qth elementary symmetric function (of N − 1 variables in this case!). We also set H 0 ≡ 1, H N ≡ 0 and we note that H 1 = (N − 1) K and H N −1 = G, where K denotes the mean curvature of L t and G denotes the Gaussian curvature of L t . Moreover, we recall that any level set of a p-convex function has to be a (p − 1)-convex set (see Trudinger [13] ), that is a set whose principal curvatures k 1 , . . . , k N −1 satisfy
We now state the following maximum principle: 
Then the function Φ (x) takes its maximum value on the boundary ∂Ω.
Proof. Differentiating (2.3), we obtain successively
where S kl p is the positive definite matrix defined in (1.5). We will compute separately each term of (2.5). First, we note that Euler identity for homogenous functions and (1.1) give
Next, we will make use of the fact that on every level set L t = {u = t} the following identity holds (see Brandolini and co. [2] ):
Therefore, making use of (2.4) and (2.7), we can write other two terms of (2.5) in the following form
in Ω\ {K}, where the dots stand for terms containing Φ ,k and K ∈ Ω is the unique critical point of u (since u has convex level sets). 
and then we make use of the classical Newton inequality for means of p-convex functions (see Hardy, Littlewood and Pólya [3] ): 12) with equality if and only if λ 1 = · · · = λ N . In particular, (2.12) gives
Replacing (2.13) into (2.11), we obtain
(2.14)
Inserting now (2.6), (2.8), (2.9), (2.10) and (2.14) in (2.5) we obtain
where W k is the kth component of a vector field regular throughout Ω. Since u has convex level sets, the principal curvatures are defined in all points of the level sets of u and they are nonnegative. Consequently, H p is nonnegative in (2.15). It then follows from (1.2) and Hopf's first maximum principle [10] that Φ (x) takes its maximum value either on ∂Ω or at K ∈ Ω (which is excluded if we evaluate (2.5) at K, too) and the proof is achieved.
We remark that the auxiliary function Φ (x) defined in (2.3) becomes constant when g and h are constant functions. Therefore, for g = const. or h = const., the maximum principle obtained in Theorem 2.1 is not the best possible. We also notice that, if for p = 1 and p = N it is known that (1.1) has solutions with convex level sets when Ω is convex, for p ∈ {2, . . . , N − 1} this property remains unknown (such a convexity result was recently obtained by Ma and Xu [5] only for the case N = 3, p = 2, f = g ≡ 1). However, in Sect. 4 it will be shown that the level sets of u(x) are balls when Ω is a ball.
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A priori bounds
In this section we apply the maximum principle of the previous section to two fully nonlinear boundary value problems of type (1.1). We would expect the maximum principle to yield inequalities for the solution and its gradient.
Problem 3.1. Assume that u(x) ∈ C 3 (Ω) ∩ C 2 Ω is an admissible solution, with convex level sets, of the following boundary value problem:
where g is a positive C 1 function, with g ≥ 0. Since the cases p = 1 and p = N have already been treated by Payne and Philippin [6] , respectively Philippin and Safoui [8] , we consider here only the case p ∈ {2, . . . , N − 1}.
With h ≡ 1 in (1.1), the auxiliary function Φ(x) defined in (2.3) becomes
Theorem 2.1 implies that Φ(x) takes its maximum value at some point P ∈ ∂Ω, or
Evaluating (3.3) at the critical point of u, we obtain the following inequality:
Next, we construct an upper bound for q 2 0 in terms of the geometry of Ω. First, we notice that Φ (x) and |∇u| 2 take their maximum value at the same point P ∈ ∂Ω. It then follows that, in normal coordinates with respect to the boundary, the hessian matrix of u takes the following form at P (see Lemma 8 from [9] ):
where k 1 , . . . , k N −1 are the principal curvatures of ∂Ω and u ,n , u ,nn are the first and second outward normal derivatives of u at P ∈ ∂Ω. Now, the differential equation (3.1) evaluated on ∂Ω ∈ C 2 gives
Making use of (3.5), we may rewrite (3.6) at the point P as
On the other hand, since Φ (x) takes its maximum value at the point P, we have ∂Φ/∂n(P) ≥ 0, or
The insertion of (3.8) into (3.7) leads us to
Moreover, if we make use of the arithmetic-geometric inequality in (3.9), we obtain 
where h is a positive C 1 function, with h ≥ 0. We consider again only the case p ∈ {2, . . . , N − 1} , since the cases p = 1 and p = N were already treated in [6] and [8] .
With g ≡ 1 in (1.1), the auxiliary function Φ(x) defined in (2.3) becomes
Then, Theorem 2.1 implies that Φ(x) takes its maximum value at some point Q ∈ ∂Ω, or
Evaluating (3.13) at the critical point of u, we obtain
Next, we will construct an upper bound for q 0 . First, since Φ (x) and |∇u| 2 take their maximum value at the same point Q ∈ ∂Ω, the differential equation (3.11) evaluated at Q gives
On the other hand, ∂Φ/∂n (Q) ≥ 0, so Moreover, using the arithmetic-geometric inequality in (3.17), we obtain
For an appropriate form of h, combining (3.18) and (3.14), a lower bound for u min may be obtained.
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Some symmetry results
In this section, we first investigate the case when Ω is a ball in (1.1) and show that, under some specific conditions on the data, the solution must be radial.
In the second part of this section, we consider two classes of nonstandard overdetermined problems for some fully nonlinear equations of type (1.1). In each case it will be shown that if a solution exists, then Ω must be the interior of a ball. Eq. (4.9) imply that D 2 u is the identity matrix and the result follows in this case.
(ii) Using successively the Newton inequality, Green formula and the overdetermined condition (4.11), we obtain
This implies that Δu = N , from which the result follows.
