Abstract. As main result we prove that Fejér means of Walsh-Fourier series are uniformly bounded operators from Hp to Hp (0 < p ≤ 1/2) .
INTRODUCTION
It is well-known that Walsh-Paley system forms not basis in the space L 1 (G) . Moreover, there is a function in the dyadic Hardy space H 1 (G) , such that the partial sums of F are not bounded in L 1 -norm. However, in Simon [19] the following estimation was obtained for all F ∈ H 1 (G) :
where S k F denotes the k-th partial sum of the Walsh-Fourier series of F.
(For the trigonometric analogue see in Smith [21] , for the Vilenkin system in Gát [5] ). Simon [18] (see also [20] and [28] ) proved that there is an absolute constant c p , depending only on p, such that
for all F ∈ H p , where [p] denotes integer part of p.
Weisz [30] considered the norm convergence of Fejér means of WalshFourier series and proved the following:
Theorem W1 (Weisz) . Let p > 1/2 and F ∈ H p . Then
This theorem implies that
(1/2 < p < ∞) . However, Goginava [10] (see also [22] ) proved that the assumption p > 1/2 in Theorem W1 is essential. In particular, the following is true:
Theorem G (Goginava). Let 0 < p ≤ 1/2. Then there exists a martingale F ∈ H p , such that sup n σ n F p = +∞.
As main result we prove that (2) holds, though Theorem W1 is not true for 0 < p ≤ 1/2.
The results for summability of Fejér means of Walsh-Fourier series can be found in [3, 4] , [7, 8] , [12] , [14, 16] , [23, 27] .
Definitions and Notations
Let N + denote the set of the positive integers, N := N + ∪ {0}. Denote by Z 2 the discrete cyclic group of order 2, that is Z 2 := {0, 1}, where the group operation is the modulo 2 addition and every subset is open. The Haar measure on Z 2 is given so that the measure of a singleton is 1/2.
Define the group G as the complete direct product of the group Z 2 with the product of the discrete topologies of Z 2 's.
The elements of G represented by sequences
It is easy to give a base for the neighborhood of G I 0 (x) := G, I n (x) := {y ∈ G | y 0 = x 0 , ..., y n−1 = x n−1 } (x ∈ G, n ∈ N). Denote I n := I n (0) for n ∈ N and I n := G \ I n . Let
If n ∈ N, then every n can be uniquely expressed as n = ∞ k=0 n j 2 j where n j ∈ Z 2 (j ∈ N) and only a finite number of n j 's differ from zero. Let |n| := max {j ∈ N, n j = 0}, that is 2 |n| ≤ n ≤ 2 |n|+1 .
Define the variation of an n ∈ N with binary coefficients (n k , k ∈ N) by
For every n ∈ N there exists numbers 0
2 k , where s is depending only on n. It is easy to show that s ≤ V (n) ≤ 2s + 1.
Define k-th Rademacher functions as
Now, define the Walsh system w := (w n : n ∈ N) on G in the following way:
The Walsh system is orthonormal and complete in L 2 (G) (see [13] ). If f ∈ L 1 (G) we can establish the Fourier coefficients, the partial sums of the Fourier series, the Fejér means, the Dirichlet and Fejér kernels in the usual manner:
Recall that
Let n ∈ N. Then (see [13] )
It is well-known that (see [11, 13] )
2 n i , n 1 < n 2 < ... < n s . For 2 n -th Fejér kernel we have following equality:
otherwise.
for n > t and t, n ∈ N, (see [6] ). The norm (or quasinorm) of the space L p (G) is defined by
The space L p,∞ (G) consists of all measurable functions f for which
The σ−algebra generated by the intervals {I n (x) : x ∈ G} will be denoted by ̥ n (n ∈ N) . The conditional expectation operators relative to ̥ n (n ∈ N) are denoted by E n .
A sequence F = (F n , n ∈ N) of functions F n ∈ L 1 (G) is said to be a dyadic martingale if (for details see e.g. [13] )
The maximal function of a martingale F is defined by
In case f ∈ L 1 (G) , the maximal functions are also be given by
For 0 < p < ∞ the Hardy martingale spaces H p (G) consist of all martingale for which
A bounded measurable function a is p-atom, if there exist a dyadic interval
The dyadic Hardy martingale spaces H p (G) for 0 < p ≤ 1 have an atomic characterization. Namely the following theorem is true (see [17] and [27] 
):
Theorem W2: A martingale F = (F n , n ∈ N) is in H p (0 < p ≤ 1) if and only if there exists a sequence (a k , k ∈ N) of p-atoms and a sequence (µ k , k ∈ N) of a real numbers such that for every n ∈ N (9)
, where the infimum is taken over all decomposition of F of the form (9) . It is easy to check that for every martingale F = (F n , n ∈ N) and every k ∈ N the limit (10)
exists and it is called the k-th Walsh-Fourier coefficients of F.
For the martingale
the conjugate transforms are defined as
where t ∈ G is fixed. Note that F (0) = F. As is well known (see [30] ) 
Then there exists a martingale F ∈ H p , such that
AUXILIARY PROPOSITIONS

Lemma 1. [29]
Suppose that an operator T is sublinear and for some 0 < p ≤ 1
for every p-atom a, where I denote the support of the atom
The next estimation of Fejér kernel is generalized of Lemma 2 in [1] (see also [2] ).
Proof: From (7) we have
Using (8) we have
Since m i−1 ≤ l i − 2 we obtain that
For III we have
Combining (13-15) we have
Suppose that l i ≥ 2. Then
If l i = 0 or l i = 1 using (16) we have
Lemma 3 is proved.
Proof of the Theorems
Proof of Theorem 1. Suppose that
Combining (11) and (12) we have
By Lemma 1 and (17) the proof of theorem 1 will be complete, if we show that
for every p-atom a. We may assume that a be an arbitrary p-atom with support I, µ (I) = 2 −M and I = I M . It is easy to see that σ n (a) = 0, when n ≤ 2 M . Therefore we can suppose that n > 2 M . Let x ∈ I M . Since σ n is bounded from L ∞ to L ∞ (the boundedness follows from (6)) and a ∞ ≤ 2 M/p we obtain
It is easy to show that
From Lemma 2 we get
Combining (3) and (18-19) we obtain
Which complete the proof of first part of Theorem 1. Now we proof second part of Theorem 1. Let Φ (n) is nondecreasing function, satisfying condition
Under condition (21) , there exists a sequence
where
It is easy to show that the martingale F = (F n , n ∈ N) ∈ H p . Indeed, since
if we apply Theorem W2 and (23) we conclude that F ∈ H p . It is easy to show that
Using (24) we can write
It is simple to show that
Suppose that 2 |αs| < j ≤ 2 |αs|+1 , for some s = 1, 2, ..., k. Then applying (24) we have
Analogously of (27) we get
Let x ∈ I 2 (e 0 + e 1 ) . Since (see (4) and (8))
from (22) and (27) (28) we obtain
Applying (27) , when s = k in IV we have
Combining (22) and (29) we get (32) IV 1 = 0, for x ∈ I 2 (e 0 + e 1 ) .
from (7) and (29) we obtain (34)
Let 0 < p < 1/2 and n ∈ A 0,2 . Combining (25-34) we have
Which complete the proof of Theorem 1. Proof of Theorem 2. Let
It is evident On the other hand, Fine [3] proved that 1 n log n Which complete the proof of Theorem 2.
