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Abstract
We present a novel numerical method and algorithm for the solution of the 3D axially symmetric time-
dependent Schrödinger equation in cylindrical coordinates, involving singular Coulomb potential terms be-
sides a smooth time-dependent potential. We use fourth order finite difference real space discretization,
with special formulae for the arising Neumann and Robin boundary conditions along the symmetry axis.
Our propagation algorithm is based on merging the method of the split-operator approximation of the ex-
ponential operator with the implicit equations of second order cylindrical 2D Crank-Nicolson scheme. We
call this method hybrid splitting scheme because it inherits both the speed of the split step finite difference
schemes and the robustness of the full Crank-Nicolson scheme. Based on a thorough error analysis, we ver-
ified both the fourth order accuracy of the spatial discretization in the optimal spatial step size range, and
the fourth order scaling with the time step in the case of proper high order expressions of the split-operator.
We demonstrate the performance and high accuracy of our hybrid splitting scheme by simulating optical
tunneling from a hydrogen atom due to a few-cycle laser pulse with linear polarization.
Keywords: Time-dependent Schrödinger equation, Singular Coulomb potential, High order methods,
Operator splitting, Crank-Nicolson scheme, Strong field physics, Optical tunneling
1. Introduction
Experiments with attosecond light pulses [1–6], based on high-order harmonic generation (HHG) in noble
gases [7–10], have been revolutionizing our view of fundamental atomic, molecular and solid state processes
in this time domain [11–17]. A key step in gas-HHG is the tunnel ionization of a single atom and the return
of the just liberated electron to its parent ion [18, 19], due to the strong, linearly polarized femtosecond
laser pulse driving this process. Recent developments in attosecond physics revealed that the accurate
description of this single-atom emission is more important than ever, e.g. for the correct interpretation
of the data measured in attosecond metrology experiments, especially regarding the problem of the zero
of time [15, 20], and the problem of the exit momentum [13]. Although an intuitive and very successful
approximate analytical solution [21] and many of its refinements exist [22], the most accurate description
of the single-atom response is given by the numerical solution of the time-dependent Schrödinger equation
(TDSE).
The common model of the single-atom response employs the single active electron approximation and
the dipole approximation. These reduce the problem to the motion of an electron in the time-dependent
potential formed by adding the effect of the time-dependent electric field to the atomic binding potential.
The peculiarity of this problem is due to the strength of the electric field, which has its maximum typically
in the range of 0.05-0.1 atomic units. Thus, this electric field enables the tunneling of the electron through
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the (time-dependent) potential barrier formed by strongly distorting the atomic potential, but this effect is
weak during the whole process. On the other hand, this small part of the wave function outside the barrier
extends to large distances and in fact this is the main contribution to the time-dependent dipole moment,
which is usually considered as the source of the emitted radiation. Thus, a very weak effect needs to be
computed very accurately, and these requirements get even more severe, if the model goes beyond the single
active electron or the dipole approximation.
The fundamental importance of the singularity of the Coulomb potential regarding HHG has already
been analysed and emphasized e.g. in [23]. As other kind of numerical errors decrease, the artifacts caused
by the smoothing of the singularity become more disturbing. Therefore, a high precision numerical method
has to handle the Coulomb singularity as accurately and effectively as possible.
The most widely employed approach to the numerical solution of the TDSE for an atomic electron driven
by a strong laser pulse is to use spherical polar coordinates: then the hydrogen eigenfunctions are analytic
and one expands the wavefunction in Yl,m(θ, ϕ) spherical harmonics with expansion coefficients φl,m(r, t)
acting as radial or reduced radial functions, for which the problem is solved directly. For example, these
radial functions can be further expanded using a suitable basis, like Gaussian-Legendre or B-splines [24–26],
in which the Hamiltonian matrix does not have any singularity. Also, refined solutions based on highly
accurate real space discretization of the radial coordinate r exist using this harmonic expansion [27–31], also
relying on the fact that a boundary condition for φl,m(0, t) can be derived from the analytic properties of
hydrogenic eigenfunctions and can be built into the implicit equations. The usual drawback is that in order
to calculate physical quantities either the real space reconstruction of the wavefunction is necessary or every
observable must be given in this harmonic expansion. Also, the spherical grid of these methods is not well
adapted to the electron’s motion which is mainly along the polarization direction of the laser field.
One can easily stumble upon applications other than HHG where neither spherical coordinates, nor spe-
cial basis functions are optimal, and one has to use Cartesian or cylindrical coordinate systems in numerical
simulations, and of course, discretization of real space coordinates. The most basic method is just to use
a staggered grid which avoids the singularity of the Coulomb potential [32]: then the scheme will be easily
solvable, although with low accuracy. A somewhat refined version of this is using a smoothed version of the
potential, for example the so called soft Coulomb-form of 1/
√
α2 + |r|2, where the value of α can be fitted
by matching the ground state energy with that of the true hydrogen atom [32–35]. These approximations
are rather crude, but can reproduce important features of the quantum system [23]. Recently, Gordon et.
al. [36] provided an improved way to include the Coulomb singularity, by using the general asymptotic
behavior of the hydrogen eigenstates around |r| = 0. They built an improved discrete Hamiltonian matrix
through a new discrete potential, using a three point finite difference scheme. This way they increased the
accuracy of the numerical solution by an order of magnitude.
In the present work, we propose a novel method to accurately incorporate the effect of the Coulomb
singularity in the solution of a spinless, axially symmetric TDSE, in cylindrical coordinates. We account
for the singular Coulomb potential through analytic boundary condition which resolves the problem of
nondifferentiability of the hydrogen eigenfunctions in the cylindrical coordinate system and yields high
order spatial accuracy.
Incorporating this kind of analytic boundary condition into the numerical solution of TDSE will constrain
the applicable propagation methods because the singularity of the Coulomb potential at r = 0 and the
singularity of the cylindrical radial coordinate at ρ = 0 will introduce Robin and Neumann boundary
conditions, overriding the Hamilton operator. As a consequence, typical explicit methods, for example
staggered leapfrog [36, 37], second order symmetric difference method [38, 39], any polynomial expansion
method [38, 40], and split-step Fourier transformation methods [38, 41, 42] have been ruled out, leaving only
implicit methods.
In Section 2, we introduce the cylindrical TDSE to be solved, along with its boundary conditions, and
we describe the way how we incorporate the singular Coulomb potential to the problem. In Section 3,
we derive the suitable finite-difference scheme with high order spatial accuracy, using second order Crank-
Nicolson method [38, 43, 44]. We briefly go through the standard approximations of the evolution operator,
then we write down the detailed form of the resulting implicit linear equations. In Section 4, we overview
the standard split-operator methods for numerically solving the TDSE, and combine them with the finite-
2
difference description, which is known as split-step finite difference method [45, 46]. We show that similarly
to the typical explicit methods, real space split-operator methods do not work well for singular Hamiltonians.
Based in these conclusions, we introduce our hybrid splitting method, which retains the robustness of the
full Crank-Nicolson method and the speed of the split-operator method. In Section 5, we analyse the newly
arisen coefficient matrix, we describe the way how to take advantage of its structure, then we derive a special
solver algorithm which is necessary for fast solution of the TDSE. In Section 6, we discuss the results of
numerical experiments we carried out with our hybrid splitting method: (i) for the accuracy of the spatial
discretization of the finite difference scheme, we calculate the eigenenergies of selected eigenstates, (ii) for
the temporal accuracy of our split-step finite difference scheme combined with high order evolution operator
factorizations, we compare the numerical wave function with the analytic solution of the quantum forced
harmonic oscillator, (iii) for final verification, we simulate the hydrogen atom in a time dependent external
electric field.
2. Schrödinger equation and boundary conditions
2.1. The time-dependent Schrödinger equation
Let us consider the axially symmetric three-dimensional time-dependent Schrödinger equation in cylin-
drical coordinates ρ =
√
x2 + y2 and z:
i~
∂
∂t
Ψ (z, ρ, t) = − ~
2
2µ
[
∂2
∂z2
+
∂2
∂ρ2
+
1
ρ
∂
∂ρ
]
Ψ (z, ρ, t) + V (z, ρ, t) Ψ (z, ρ, t) (1)
where µ is the (reduced) electron mass. For the sake of simplicity, we use atomic units throughout this
article and we use the notation β = −~2/2µ.
As discussed in the Introduction, such a Hamiltonian plays a fundamental role e.g. in the interaction
of atomic systems with strong laser pulses. Then the potential is usually the sum of an atomic binding
potential (centered in the origin) and an interaction energy term. For a single active electron and a linearly
polarized laser pulse, this interaction term in dipole approximation and in length gauge [47] reads as:
V (z, ρ, t) = Vatom (z, ρ)− q · F (t) · z, (2)
where q = −1 denotes the electron’s electric charge and F (t) is the laser’s electric field, pointing in the z
direction.
The wave function is defined within the interval z ∈ [zmin, zmax], ρ ∈ [0, ρmax] and the problem is treated
as an initial value problem as Ψ (z, ρ, 0) = ψ (z, ρ) is known. Box boundary conditions are posed at three
edges of the interval:
Ψ (z > zmax, ρ, t) = Ψ (z < zmin, ρ, t) = Ψ (z, |ρ| > ρmax, t) = 0 (3)
and because of the singularity in the curvilinear coordinate ρ, Neumann boundary condition should be posed
along the line ρ = 0. In order to find this boundary condition, we multiply (1) by ρ and take the limit
ρ→ 0:
∂Ψ
∂ρ
∣∣∣∣
ρ=0
= − 1
β
lim
ρ→0
(ρV (z, ρ, t) Ψ (z, ρ, t)) = 0 (4)
where we have assumed the potential is smooth at ρ = 0 line. Then Ψ(z, ρ, t) is continuous and continuously
differentiable everywhere in the z − ρ plane, and it has extremal value in ρ = 0. Symmetry condition
Ψ(z, ρ, t) = Ψ(z,−ρ, t) also holds in this case.
However, this Neumann boundary condition has to be altered when we introduce a singular potential in
any form, e.g. the 3D Coulomb potential Vatom (z, ρ) = γ/r with r =
√
z2 + ρ2 and γ = −q2Z/4pi0.
3
2.2. The boundary condition for the 3D Coulomb potential
Our aim is to represent the singularity of the 3D Coulomb potential by implementing the correct boundary
condition in the origin. In order to find this condition, it seems necessary to use spherical polar coordinates,
since the Coulomb problem is not separable in cylindrical coordinates. Let us first discuss the properties of
the radial solutions φ(r) of the well known radial equation [48, 49]:[
β
∂2
∂r2
+
2β
r
∂
∂r
+ β
l(l + 1)
r2
+
γ
r
]
φ(r) = Eφ(r), (5)
where l is the angular momentum quantum number. If we multiply both sides with r then take the r → 0
limit, we can acquire Robin boundary condition for all of the l = 0 states as
∂φ
∂r
∣∣∣∣
r=0
= − γ
2β
φ (0) , (6)
but the bound states with higher angular momenta will have φ (0) = 0 boundary condition at the origin,
in accordance with the fact that for l > 0 the particle physically cannot penetrate to r = 0, because of the
singularity of l(l + 1)/r2.
Since we need the boundary conditions for the cylindrical equation independent of the l values, we turn
to the nonseparated symmetric spherical Schrödinger equation for answers:[
β
∂2
∂r2
+
2β
r
∂
∂r
+ β
1
r2 sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
γ
r
]
Ψ(r, θ) = EΨ(r, θ) (7)
which has also the term 1/r2 and has singularity at r = 0 and at θ = kpi, k = 0, 1, 2 . . . . To acquire the
boundary conditions for r = 0, we again multiply both sides with r and take the r → 0 limit, yielding
lim
r→0
[
2β
∂
∂r
+ β
cos θ
r sin θ
∂
∂θ
+
β
r
∂2
∂2θ
+ γ
]
Ψ(r, θ) = 0. (8)
Now we transform equation (8) into cylindrical coordinates z = r cos θ and ρ = r sin θ, using following
expressions of the partial derivatives:
∂
∂r
=
∂z
∂r
∂
∂z
+
∂ρ
∂r
∂
∂ρ
= sin θ
∂
∂ρ
+ cos θ
∂
∂z
, (9)
∂
∂θ
=
∂z
∂θ
∂
∂z
+
∂ρ
∂θ
∂
∂ρ
= r cos θ
∂
∂ρ
− r sin θ ∂
∂z
(10)
with cos θ = z/
√
z2 + ρ2 and sin θ = ρ/
√
z2 + ρ2. After writing back and taking the limit, the formula (8)
becomes [
2β
ρ√
z2 + ρ2
∂
∂ρ
+ β
z√
z2 + ρ2
∂
∂z
+ β
z2
ρ
√
z2 + ρ2
∂
∂ρ
+ γ
]
Ψ(r, θ)
∣∣∣∣∣
r=0
= 0. (11)
Then, by substituting z = 0 into (11), we obtain the Robin boundary condition for the 3D Coulomb
singularity:
∂Ψ
∂ρ
∣∣∣∣
ρ,z=0
= − γ
2β
Ψ (0, 0, t) . (12)
This can be generalized to include multiple Coulomb-cores rather easily, we just need to impose (12) at
multiple z, ρ points along the ρ = 0 axis. Additionally, any continuously differentiable potential added to
this configuration does not change this boundary condition. It is interesting to note also that the boundary
condition imposed by a 1D Dirac-delta potential γδ(ρ) also has the form of (12) for a symmetric wave
function [49].
4
2.3. The states with nonzero magnetic quantum numbers
Although we are mainly interested in the solution of the TDSE with an axially symmetric initial state,
i.e. an initial state of zero magnetic quantum number m, we briefly show in the following that initial states
with nonzero m also lead to a TDSE of the form (13), however with different boundary conditions at ρ = 0.
Let us write out the full 3D cylindrical time-dependent Schrödinger equation, again with the same axially
symmetric potential that we used previously:
i
∂
∂t
Ξ (z, ρ, φ, t) =
[
β
∂2
∂z2
+ β
∂2
∂ρ2
+
β
ρ
∂
∂ρ
+
β
ρ2
∂2
∂φ2
+ V (z, ρ, t)
]
Ξ (z, ρ, φ, t) . (13)
We can write the quantum state with a given magnetic quantum number m in the following form for any t
Ξ (z, ρ, φ, t) = Ψm(z, ρ, t)e
imφ, (14)
due to the fact that the Hamiltonian of (13) conserves them quantum number. (We can also use real angular
basis functions like sin(mφ) or cos(mφ) instead of eimφ, as long as that they are the eigenfunctions of ∂2φ.)
After substituting (14) to (13) we perform projection in the form of
´ 2pi
0
e−imφ(·)dφ . Then we get the
TDSE for our wave function Ψm(z, ρ, t) with the specified magnetic quantum number m:
i
∂
∂t
Ψm(z, ρ, t) =
[
β
∂2
∂z2
+ β
∂2
∂ρ2
+
β
ρ
∂
∂ρ
− βm
2
ρ2
+ V (z, ρ, t)
]
Ψm(z, ρ, t), (15)
Eq. (15) has the same form as the axially symmetric equation (1) but with a new m dependent potential:
Vm(z, ρ, t) = V (z, ρ, t)− βm2/ρ2. (16)
However, if m 6= 0 then the 1/ρ2 singularity of (16) alters the boundary condition (4) at the ρ = 0 axis to
the following:
Ψm(z, 0, t) = 0, (17)
which can by derived by multiplying (15) with ρ2 and taking the limit of ρ → 0. The boundary condition
(17) also works with Coulomb potential, and in every case where ρ2V (z, ρ, t) = 0 in the limit of ρ → 0. It
is also consistent with the boundary conditions for Coulomb states with nonzero angular momenta (l 6= 0)
mentioned in the previous section.
3. The Crank-Nicolson method
3.1. Approximation of the time evolution operator
The formal solution of (1) in terms of the time evolution operator U(t, t′) = T exp [− i~ ´ H(t′′)dt′′] is
the following
|Ψ(t)〉 = U(t, t′)|Ψ(t′)〉. (18)
Here, the exponential operator is to be understood as a time-ordered quantity, which is a difficult procedure
if the Hamilton operators at different time instants do not commute. However, this is the case for the
potential we are considering.
To acquire suitable discretization in the time domain of problem (1) we approximate the U(t, 0) time
evolution operator directly. First, let us divide the time domain [0, t], into Nt equal subintervals, then by
the group property of U(t, 0) we get
U (t, 0) =
Nt−1∏
k=0
U (tk+1, tk) (19)
5
where tk = k∆t and ∆t = t/Nt. In one interval, we can write the evolution operator with its short time
form of
U (tk+1, tk) = e
−i∆tHk (20)
where Hk is the effective time-independent Hamiltonian related to the original one H(t) by the Magnus
expansion [50, 51]:
Hk =
1
∆t
tk+1ˆ
tk
H(t′)dt′ +
i
2∆t
tk+1ˆ
tk
t
′ˆ
tk
[H(t′′), H(t′)]dt′′dt′ + . . . . (21)
This includes infinitely many commutators of the Hamiltonians evaluated at different time points, to be
integrated with respect to more and more variables.
Using only the first term of this series, one can directly acquire the well known second order approximation
of the Hamiltonian as
H
(2)
k = H(tk+ 12 ). (22)
In order to have information about the next error term of the time evolution, we need to evaluate the Magnus
commutator series to fourth order. According to Puzynin et. al. [50], this improved approximation for a
TDSE of the form (1) is
H
(4)
k =
1
2µ
(
−i∇+ ∆t
2
12
∇V˙ (tk+1/2)
)2
+ V (tk+1/2) +
∆t2
24
V¨ (tk+1/2). (23)
where the top dots are the short hand notation for ∂t time derivatives. This formula is important even if
we use only the second order approximation, because the leading order of error depends on characteristics
of the first and second time derivatives of V (z, ρ, t).
For the exponential operators (20), first we consider the diagonal Padé-approximation of an exponential
function
eλ·x = 1
F1(−M,−2M,λ · x)
1F1(−M,−2M,−λ · x) +O(λ
2M+1) (24)
where 1F1 is the confluent hypergeometric function, which in this case reduces to a polynomial of degree M
with real coefficients. This expression can be used for the exponential operators (20) with λ = −i∆t, and it
can be shown that for self-adjoint operators the approximation is unitary [23].
From this, a generalized operator approximation scheme that is ∆t2M+1 accurate can be obtained [44, 52]
in a general form of
e−i∆tHk =
M∏
s=1
[(
1 + i
∆t
x∗s
Hk
)−1(
1− i∆t
xs
Hk
)]
+O(∆t2M+1) (25)
where xs for s = 1, . . . ,M are the roots of the polynomial equation
1F1 (−M,−2M,−x) = 0. (26)
If we truncate both the Magnus-series at the first term in (21) and take a single coefficient of the Padé-
approximation (M = 1), then we arrive at the second order accurate implicit Crank-Nicolson scheme:
Ψ(tk+1) =
(
1 + iHk
∆t
2
)−1(
1− iHk∆t
2
)
Ψ(tk). (27)
One can straightforwardly construct higher order Crank-Nicolson schemes using (25), yielding multiple
implicit Crank-Nicolson substeps [44]. For time dependent Hamiltonians though, a high order accurate
scheme should use the corresponding high order effective Hamiltonian (21) for consistency.
6
3.2. The finite difference scheme
Our next step is to discretize the effective Hamiltonian Hk, and to construct the Hamiltonian matrix.
We propose to use the method of fourth order finite differences with z, ρ cylindrical coordinates and the
following equidistant 2D spatial grid:
zi = zmin + i ·∆z, ∆z = (zmax − zmin)/Nz, i ∈ [0, Nz] , (28)
ρj = j ·∆ρ, ∆ρ = ρmax/Nρ, j ∈ [0, Nρ] . (29)
The first term of the Hamiltonian Hk is the Laplacian ∇2. We denote the finite difference approximation
of its z- and ρ-dependent terms by Lz and Lρ, respectively, and we use the following fourth order accurate
finite difference forms [52] for them:
LzΨi,j(t) =
−Ψi−2,j + 16Ψi−1,j − 30Ψi,j + 16Ψi+1,j −Ψi+2,j
12∆z2
, (30)
LρΨi,j(t) =
(−1 + 1/j)Ψi,j−2 + (16− 8/j)Ψi,j−1 − 30Ψi,j + (16 + 8/j)Ψi,j+1 + (−1− 1/j)Ψi,j+2
12∆ρ2
. (31)
These fourth order formulae are optimal in the sense that symmetric finite differences of more than five
points are very complicated to be applied for the Coulomb-problem, because the higher order the finite
difference formula is, the higher derivatives of Ψ(z, ρ, t) should be continuous.
To discretize the Neumann and Robin boundary conditions, we need a one-sided finite difference formula
for the first derivative. Based on the method of Ref. [52], we derived the following fourth order accurate
forward difference operator:
DρΨi,j(t) =
−25Ψi,j + 48Ψi,j+1 − 36Ψi,j+2 + 16Ψi,j+3 − 3Ψi,j+4
12∆ρ
. (32)
Using standard second order accurate form (27) of the exponential operator with the discretized Laplacian
in the Hamilton matrix, we get the following implicit scheme for all i ∈ [0, Nz] and j ∈ [1, Nρ]:
(1 + αβLz + αβLρ + αVi,j) Ψi,j(tk+1) = (1− αβLz − αβLρ − αVi,j) Ψi,j(tk), (33)
where α = i∆t/2 and the potential is evaluated at the temporal midpoint Vi,j = V (zi, ρj , tk+1/2). The box
boundary conditions Ψi,j = 0 is applied if j > Nρ or i > Nz or i < 0.
Assuming that the potential is smooth, the Neumann boundary condition (4) prescribes the following
implicit equations at j = 0 for all i ∈ [0, Nz]:
DρΨi,0(tk+1) = 0. (34)
On the other hand, if a Coulomb-core of strength γ is present at the grid point zR = 0 and m = 0 then,
according to (12), equation (34) will be overridden at i = R by(
Dρ +
γ
2β
)
ΨR,0(tk+1) = 0. (35)
Here we have assumed that the origin is included in (28) with zR = 0, where R can be anywhere in the
interval [0, Nz] if it is reasonably far from the box boundaries.
For m 6= 0 states, the equations of the boundary conditions at ρ = 0 are simply Ψi,j=0(tk+1) = 0 with
or without Coulomb potential.
For simplicity, let us introduce the short hand notations Xi,j = Ψi,j(tk+1), Ψi,j = Ψi,j(tk), then by
substituting the finite difference Laplacians (30), (31) into (33), we arrive at the following final form of
linear equations for all i ∈ [0, Nz], j ∈ [1, Nρ]:
7
(−1 + 1/j)βρXi,j−2 + (16− 8/j)βρXi,j−1 + (16 + 8/j)βρXi,j+1 + (−1− 1/j)βρXi,j+2
−βzXi−2,j + 16βzXi−1,j + (1− 30βρ − 30βz + αVi,j)Xi,j + 16βzXi+1,j − βzXi+2,j
= (1− 1/j)βρΨi,j−2 + (−16 + 8/j)βρΨi,j−1 + (−16− 8/j)βρΨi,j+1 + (1 + 1/j)βρΨi,j+2
+ βzΨi−2,j − 16βzΨi−1,j + (1 + 30βρ + 30βz − αVi,j)Ψi,j − 16βzΨi+1,j + βzΨi+2,j , (36)
where
α = i∆t/2, βρ = αβ/(12∆ρ
2), βz = αβ/(12∆z
2). (37)
For the m = 0 configuration, the equations forced by the Neumann and Robin boundary conditions for all
i ∈ [0, Nz] from (32), (34), (35) are
(−25 + (6(γ/β)∆ρ · δR,i)Xi,0 + 48Xi,1 − 36Xi,2 + 16Xi,3 − 3Xi,4 = 0. (38)
For the m 6= 0 states we have simply
Xi,0 = 0. (39)
The spatial discretization in the cylindrical coordinate system and the Neumann or Robin boundary
conditions for the m = 0 states make the unitarity of the algorithm, and in a broader sense, the accuracy of
spatial integrations a more subtle issue than usual. One has to find an appropriate discrete inner product
formula that is conserved at least with the accuracy of the finite differences, and which can be evaluated with
sufficient accuracy using the cylindrical grid. We give a solution to this auxiliary problem in Appendix A.
Although it corresponds to 3D propagation, we call this scheme 2D Crank-Nicolson method because it
involves only two spatial coordinates. This is already a complete propagation algorithm by itself, however,
it suffers from the numerically inefficient solution of the resulting linear equations: if we combine the i, j
indices into a single one (by flattening the two dimensional array) as l = i · (Nρ + 1) + j, we obtain a a
block pentadiagonal matrix of size (Nz + 1)2(Nρ + 1)2, with block size (Nρ + 1)2. Inverting this type of
matrix is computationally intense [43, 53] because the width of the diagonal is 4Nρ+ 1: despite its apparent
simplicity, the numerical cost of this task is ∼ NzN3ρ which is extremely high compared to the cost ∼ NzNρ
of a pentadiagonal scheme of the same size. These facts inspired us to develop an improved algorithm which
has almost all advantages of this 2D Crank-Nicolson method but needs much less numerical effort.
4. Operator splitting schemes
As we have seen in the previous section, the 2D Crank-Nicolson scheme with the boundary condition (4)
is a possible but ineffective way of solving the TDSE numerically. Now we are going to discuss how to apply
the well-known method of operator splitting to the solution of the problem described in the introduction.
4.1. Operator splitting formulae
The approach of the operator splitting method is to factorize the exponential operator eλH into multiple
easy-to-solve parts. From the Taylor-expansion of the exponential operator
eλ(A+B) =
∞∑
n=0
(A+B)
n
n!
λn, (40)
follow the two main formulae [54] which form the basis of the operator splitting schemes, namely the Baker-
Campbell-Hausdorff formula :
eλAeλB = eλ(A+B)+λ
2 1
2 [B,A]+λ
3 1
12 [A−B,[A,B]] +O(λ4), (41)
and the Zassenhaus formula
8
eλ(A+B) = eλAeλBeλ
2 1
2 [A,B]eλ
3 1
6 [A+2B,[A,B]] +O(λ4). (42)
Both of these contain infinitely many commutators of A and B. Of course, if [A,B] = 0 then eλ(A+B) =
eλAeλB exactly. As the above formulae suggest, the O(λ4) terms can be further factorized into the exponents.
An extended analysis is available in Refs. [55, 56].
If one uses (41) and (42) to acquire a symmetric decomposition, only odd leading order of λ will appear
in the formula. This is a requirement for quantum propagation though, because the presence of even order
terms would destroy the unitary evolution of the wave function. A well-known example of this is the widely
used standard symmetric second order accurate formula (or Strang splitting, after [57]):
eλ(A+B) = eλA/2eλBeλA/2 + C3λ
3 +O(λ4), (43)
where C3 is a combination of commutators of A and B. A direct fourth order splitting scheme was derived
by Chin and Suzuki [58, 59]:
eλ(A+B) = eλ
1
6Aeλ
1
2Beλ
2
3A+λ
3 1
72 [A,[B,A]]eλ
1
2Beλ
1
6A + C5λ
5 +O(λ6). (44)
This splitting requires also the evaluation of the [A, [B,A]] commutator, which can rise additional difficulties,
depending on the particular form of A and B.
We proceed by introducing another kind of higher order operator splitting, based on the work of Bandrauk
and Shen [60], who developed an iterative method to improve the accuracy of the (43) scheme. Let us denote
the second order accurate form with S2(λ) = eλA/2eλBeλA/2, then their iteration method reads for n = 4, 6, ...
as
Sn(λ) = Sn−2(sλ)Sn−2((1− 2s)λ)Sn−2(sλ) + Cn−1(2sn−1 + (1− 2s)n−1)λn−1 +O(λn+1) (45)
where the parameter s must be for each iteration step a real root of the corresponding polynomial equation
2sn−1 + (1− 2s)n−1 = 0. (46)
In (45) only the odd error terms appear, because of the unitarity and the symmetry of the splitting scheme.
So the Sn(λ) requires 3n/2 evaluations of S2, in the worst case. For completeness we note, that using the
complex roots of (46) in (45) is also a viable approach in some numerical applications [59, 61].
This scheme was already generalized for time-dependent Hamiltonians of the form H(t) = A(t) +B(t) in
[60, 62] as follows. Inserting the second order effective Hamiltonian (22) into the formula (43) with λ = −i∆t
, the second order accurate splitting of the evolution operator becomes
U2(t+ ∆t, t) = e
−i∆t2 A(t+∆t/2)e−i∆t B(t+∆t/2)e−i
∆t
2 A(t+∆t/2). (47)
Then (45) will take the form for n = 4, 6...
Un(t+ ∆t, t) = Un−2(t+ ∆t, t+ (1− s)∆t) Un−2(t+ (1− s)∆t , t+ s∆t) Un−2(t+ s∆t , t) +O(λn+1) (48)
and s being the same as in the time-independent case (46). Interestingly, the fourth order approximation U4
in (48) decreases the error even if the time evolution governed by a nonlinear time-dependent Schrödinger
equations, if the nonlinear error term is corrected in the formulation of the U2 propagator [61, 62].
Now we write out a new form of iteration (48) for time-dependent Hamiltonians, by using the same
principles, for n = 6, 10, ...
Un(t+ ∆t, t) = Un−4(t+ ∆t, t+ (1− s)∆t) Un−4(t+ (1− s)∆t, t+ (1− s− p)∆t)·
Un−4(t+ (1− s− p)∆t, t+ (s+ p)∆t)·
Un−4(t+ (s+ p)∆t, t+ s∆t) Un−4(t+ s∆t, t) +O(λn+1), (49)
where s, p must be the simultaneous real roots of equations
2sn−3 + 2pn−3 + (1− 2s− 2p)n−3 = 0, and 2sn−1 + 2pn−1 + (1− 2s− 2p)n−1 = 0. (50)
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However, this formula for S6 requires five evaluations of S2, compared to nine in the case of the (45).
Although the fourth order formula (44) with the fourth order effective Hamiltonian (23) seems to be
superior compared to the iterative propagation (48) (because of the extra information given by the temporal
and spatial commutators, and less evaluations), the schemes (48) and (49) do not require the calculation
of commutators, they decrease all the ∆t dependent errors simultaneously and they are easy to implement.
However, they involve backward time steps, which means they do not work very well with diffusive problems.
Another class of high order split-operator methods for diffusive partial differential equations was devel-
oped in [63], where the exponential operator is found by an ansatz of
S2n(λ) =
n∑
k=1
ckS
k
2
(
λ
k
)
+O
(
λ2n+1
)
with ck =
n∏
j=1(6=k)
c2k
c2k − c2j
. (51)
Here S2 is the same second order formula which is used in (45). The fourth order formula is simply given by
S4(λ) = − 13S2(λ) + 43S22
(
λ
2
)
. Thus, once S2 is properly constructed, all high order formulae (48), (49), (51)
can be utilized immediately. The (51) method is suitable for the imaginary time propagation [28, 63, 64]
with λ→ −∆t, i.e. for determination of the lowest energy eigenstates of stationary potentials.
A problem also arises when one wishes to use an imaginary potential [65] with (48) and (49), which
is a commonly used numerical technique to avoid artificial reflections from the (box) boundaries of the
simulation domain. Adding an imaginary potential iVim into the Hamiltonian gives the following splitting
of the exponential operator from (43):
e−i∆tH+∆t Vim = e∆t Vim/2e−i∆tHe∆t Vim/2 +O(∆t3). (52)
It is clear that Vim(z, ρ) < 0 performs the required absorption of the wavefunction in the case of forward
time propagation ∆t > 0, but it would blow up the wave function during the necessary backward steps
in (48) and (49). We circumvented this problem by partially disallowing backward steps, i.e. we replaced
∆t Vim by |∆t|Vim.
4.2. Directional splitting of the exponential operator
The most common way of factorizing the exponential operator eλH is that the different spatial coordi-
nate derivatives decouple into different exponential operators, i.e. to use a directional splitting. Then the
propagation can be carried out by solving multiple one dimensional TDSE-s in succession. The most fre-
quent realization of this is the so-called potential-kinetic term splitting, which is mainly used in conjunction
with the Fourier-transformation methods in Cartesian coordinates [38, 41, 42]. However, if we apply the
potential-kinetic term splitting to problem of (1) then we have to write Hamiltonian as H = Tρ + Tz + V
where V is the potential, Tρ = β∂2ρ +βρ−1∂ρ and Tz = β∂2z are the kinetic energy operators. The [A, [B,A]]
commutator will take a rather simple form of [V, [Tρ + Tz, V ]] = −2β|∇V |2. Thus, the direct second order
(43) and fourth order (44) symmetric splitting schemes are written as
eλ(Tρ+Tz+V ) = eλV/2eλTρeλTzeλV/2 + C3λ
3 +O(λ4), (53)
eλ(Tρ+Tz+V ) = eλ
1
6V eλ
1
2Tρeλ
1
2Tzeλ
2
3V+λ
3 1
72
1
µ |∇V |2eλ
1
2Tρeλ
1
2Tzeλ
1
6V + C5λ
5 +O(λ6), (54)
where λ = −i∆t. We also note that these split-operator formulae by themself will introduce error, scaling as
∆t3 and ∆t5, compared to the stationary states of the exact time-independent Hamiltonian. In the case of
a time-dependent Hamiltonian, the respective second order (22) or fourth order (23) effective Hamiltonians
should be used. These truncations of the Magnus-series (21) will introduce additional ∆t3 and ∆t5 dependent
errors in time evolution.
The magnitudes of the aforementioned numerical errors will depend on the derivatives of V (z, ρ, t): in
the case of an external electric field the smoothness of V in time is a reasonable assumption. On the other
hand, the spatial dependence of the atomic potential should also behave the same way if we wish to use
operator splitting. As we suspect, it will not always be the case, especially in atomic or molecular physics.
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Figure 1: Sketch of our hybrid splitting scheme. The costly 2D Crank-Nicolson scheme was replaced with a special second
order symmetric split operator formula except at the L nearest gridpoints in the neighborhood of the ρ = 0 axis, in order to
retain accuracy and stability. The solid lines represent coupling between the gridpoints of the exponential operator evaluations.
We also indicate the approximate operations count needed to solve the respective systems of linear equations.
We can deduce from (54) that the leading order of error of the second order scheme must have a dependence
of ∆t3|∇V |2, e.g. the error characteristics strongly depend on the magnitude of the spatial derivatives of
V (z, ρ). In the case of an atomic 1/r Coulomb potential this error term will be ∆t3r−4 which becomes
significant only in the region r < 1, where it is increasing rapidly with fourth power of 1/r, and the split
operator scheme completely breaks down at r = 0. This also illustrates the fact that non-differentiability of
either the potential or the wavefunction could potentially make operator splitting like (53), (54) less-than-
useful.
Up to now, we have seen that directional spitting related exponential operator factorizations result drastic
speed improvement for well behaved potentials: we can directly apply the five-point finite difference Crank-
Nicolson method to the eλTz and eλTρexponents for evaluation, thus we have to solve for locally decoupled
one dimensional wave functions. Then, the approximate operations count of evaluating the formula (53) is
∼ NzNρ, which is smaller by the factor of N2ρ compared to the full Crank-Nicolson problem of the same
size. On the other hand, the full Crank-Nicolson scheme is able to incorporate the Neumann and Robin
boundary conditions at ρ = 0 into the implicit linear equations properly, and it does not suffer from the
catastrophic error blow up while we approach the point Coulomb singularity.
In this article we propose a merger of a split-operator method with the 2D Crank-Nicolson scheme, in
the form of “hybrid splitting”, to get the best of both of these methods.
4.3. Hybrid splitting of the exponential operator
Let us split the spatial domain as G = GCN +GSplit where
G = {z, ρ ∈ R, zmin ≤ z ≤ zmin +Nz∆z, 0 ≤ ρ ≤ Nρ∆ρ}, (55)
GCN = {z, ρ ∈ R, zmin ≤ z ≤ zmin +Nz∆z, 0 ≤ ρ ≤ L∆ρ}, (56)
GSplit = {z, ρ ∈ R, zmin ≤ z ≤ zmin +Nz∆z, L∆ρ < ρ ≤ Nρ∆ρ}, (57)
then we define the pieces of the Hamiltonian H = Hz +Hρ +HCN as
Hz = β∂
2
z if (z, ρ) ∈ GSplit, (58)
Hρ = β∂
2
ρ + βρ
−1∂ρ + V (z, ρ, t) if (z, ρ) ∈ GSplit, (59)
HCN = β∂
2
z + β∂
2
ρ + βρ
−1∂ρ + V (z, ρ, t) if (z, ρ) ∈ GCN. (60)
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Then the original Hamiltonian can be reconstructed as
H =
{
Hz +Hρ if (z, ρ) ∈ GSplit
HCN if (z, ρ) ∈ GCN
. (61)
H will never get evaluated outside G, in accordance with the boundary conditions for the wave function
Ψ(z, ρ, t).
Thus, we have partitioned the spatial domain into two regions: GCN where (based on the previous
section) we do not use any split operator approximation and propagate with Hamiltonian HCN, and region
GSplit where we do use operator splitting as Hz +Hρ.
In order to merge the directional operator splitting approach with the true 2D Crank-Nicolson method,
we introduce our second order hybrid splitting scheme:
e−i∆t(Hz+Hρ+HCN) = e−i∆tHz/2e−i∆t (Hρ+HCN)e−i∆tHz/2 +O(∆t3), (62)
where we keep HCN and Hρ in the same exponent, in order that the wave function can “freely flow” between
the two regions GCN and GSplit without introducing further artifacts. (Note that the exponential operator
e−i∆t (Hρ+HCN) cannot be split further in this sense.) We use this scheme as the second order terms in the
iterative formulae (45), (49), (51) to gain higher order accuracy in ∆t. The e−i∆tHz/2 part can be evaluated
with any method of choice. We have constructed a Numerov-extended Crank-Nicolson line propagation
algorithm for this, which can be found in Appendix B.
In order to evaluate the e−i∆t (Hρ+HCN) operator, we apply the second order Padé-approximation (27)
to arrive again at a second order Crank-Nicolson form of
Ψ(tk+1) = e
−i∆t (Hρ+HCN)Ψ(tk) = (1 + α(Hρ +HCN))
−1
(1− α(Hρ +HCN)) Ψ(tk) +O(∆t3) (63)
where α = i∆t/2 and V (z, ρ, t) is evaluated at the midpoint t+ ∆t/2. We introduce the spatial grids (28),
(29) and the discrete operators Lz, Lρ and Dρ, then we get the following equations for the two regions for
i ∈ [0, Nz]:
(1 + αβLρ + αβLz + αVi,j) Ψi,j(tk+1) = (1− αβLρ − αβLz − αVi,j) Ψi,j(tk), if j ∈ [1, L], (64)
(1 + αβLρ + Vi,j) Ψi,j(tk+1) = (1− αβLρ − αVi,j) Ψi,j(tk), if j ∈ [L+ 1, Nρ]. (65)
Using five point finite differences, the first set of equations can be expanded resulting in the form of (36),
and the expansion of the second set gives the following similar result:
(−1 + 1/j)βρXi,j−2 + (16− 8/j)βρXi,j−1 + (1− 30βρ + αVi,j)Xi,j+
(16 + 8/j)βρXi,j+1 + (−1− 1/j)βρXi,j+2 = (1− 1/j)βρΨi,j−2 + (−16 + 8/j)βρΨi,j−1+
(1 + 30βρ − αVi,j)Ψi,j + (−16− 8/j)βρΨi,j+1 + (1 + 1/j)βρΨi,j+2. (66)
With the presence of a Coulomb-core at zR = 0, the boundary condition at ρ = 0 will be once again for the
m = 0 configuration
(Dρ + γ/(2β) · δR,i) Ψi,0(tk) = 0 (67)
with the same expanded form as (38). For the m 6= 0 states, we just use the Dirichlet-boundary condition
(39) instead of (67). The box boundary conditions also apply for every m:
Ψi,j(tk+1) = 0, if i /∈ [0, Nz], j /∈ [−Nρ, Nρ]. (68)
From these, a mixed 2D - 1D Crank-Nicolson scheme can be constructed in the GCN + GSplit domain
depending on m, which is fourth order accurate in space and second order accurate in time.
What are the advantages of this scheme? First, if L > 1/∆ρ the accuracy of the directional splitting
can be considerably increased in the presence of the Coulomb potential, because we removed directional
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splitting near its core (where its gradient is the largest). Second, if L ≥ 5 (the “width” of Dρ) then the (67)
condition no longer affects into the split operator zone: we will maintain stability. Third, the operation-
count is approximately ∼ L3Nz plus ∼ (Nρ−L)Nz, meaning if L Nρ then we can regain the speed of the
directional splitting and large part of the algorithm, corresponding to equations (65) can be parallelized for
different j indices. So, if we set L to the smallest value sufficient for accuracy then we can acquire a very
efficient scheme.
However, it is not straightforward to solve these linear equations effectively, therefore we present as
special algorithm for this, which we call “hybrid splitting solver algorithm”.
5. Hybrid splitting solver algorithm
In this Section, we write out the matrix form of the linear equations resulting from the approximation
of the exponential operator e−i∆t (Hρ+HCN) to familiarize ourselves with its structure, which is required for
developing an efficient propagation algorithm for our hybrid splitting scheme. Then we outline the solution
algorithm.
5.1. The matrix form of the linear equations
Recalling the notations Xi,j = Ψi,j(t + ∆t), Ψi,j = Ψi,j(t), let us construct the column vectors corre-
sponding to the ith row of the 2D problem as
Ψi =
(
Ψi,0 Ψi,1 Ψi,2 . . . Ψi,Nρ
)T and Xi = (Xi,0 Xi,1 Xi,2 . . . Xi,Nρ)T . (69)
Then, the joint problem (64), (65) will take the block pentadiagonal form of
B0 C0 F0 0 0 . . . 0
A1 B1 C1 F1 0 . . . 0
E2 A2 B2 C2 F2 . . . 0
...
. . . . . . . . . . . . . . .
...
0 . . . ENz−2 ANz−2 BNz−2 CNz−2 FNz−2
0 . . . 0 ENz−1 ANz−1 BNz−1 CNz−1
0 . . . 0 0 ENz ANz BNz


X0
X1
X2
...
XNz−2
XNz−1
XNz

=

y0
y1
y2
...
yNz−2
yNz−1
yNz

. (70)
Here Ei,Ai,Bi,Ci,Fi are (Nρ + 1)× (Nρ + 1) matrices. Particularly,
Ei =
{
diag(0, ez,i,1, . . . , ez,i,L, 0, . . . , 0) if i ∈ [2, Nz], (71)
Ci =
{
diag(0, cz,i,1, . . . , cz,i,L, 0, . . . , 0) if i ∈ [1, Nz], (72)
Ai =
{
diag(0, az,i,1, . . . , az,i,L, 0, . . . , 0) if i ∈ [0, Nz − 1], (73)
Fi =
{
diag(0, fz,i,1, . . . , fz,i,L, 0, . . . , 0) if i ∈ [0, Nz − 2], (74)
are the diagonal matrices responsible for coupling the adjacent ρ-rows (with different values of coordinate
z), and Bi is an almost five-diagonal matrix in the form of
Bi =

d0,i d1,i d2,i d3,i d4,i . . . 0
ai,0 bi,1 ci,1 fi,1 0 . . . 0
ei,2 ai,2 bi,2 ci,2 fi,2 . . . 0
...
. . . . . . . . . . . . . . .
...
0 . . . ei,Nρ−2 ai,Nρ−2 bi,Nρ−2 ci,Nρ−2 fi,Nρ−2
0 . . . 0 ei,Nρ−1 ai,Nρ−1 bi,Nρ−1 ci,Nρ−1
0 . . . 0 0 ei,Nρ ai,Nρ bi,Nρ

. (75)
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In the above matrices we have already taken into account the box, the Neumann and Robin boundary
conditions for the m = 0 configuration. The d0,i, d1,i, d2,i, d3,i, d4,i coefficients are given by the expanded
equation (38) as
d0,i = −25 + 6(γ/β)∆ρ · δR,i, d1,i = 48, d2,i = −36, d3,i = 16, d4,i = −3 (76)
for all i ∈ [0, Nz]. These coefficients take the diagonal form of dj,i = δj,0 for the m 6= 0 states.
In the Crank-Nicolson region (j ≤ L), the coefficients are given by equation (36):
bi,j = 1− 30βρ − 30βz + αVi,j , az,i,j = cz,i,j = 16βz ez,i,j = fz,i,j = −βz, (77)
ei,j = (−1 + 1/j)βρ, fi,j = (−1− 1/j)βρ, (78)
ai,j = (16− 8/j)βρ, ci,j = (16 + 8/j)βρ. (79)
In the split region (j ≥ L+ 1), we inspect the equation (66), and note that only bi,j get modified as
bi,j = 1− 30βρ + αVi,j if i ∈ [L+ 1, Nρ], j ∈ [0, Nz] (80)
and the ai,j , ci,j , ei,j , fi,j coefficients are the same as in (78), (79).
The right hand sides are given by (36) and (66), which can be written in a somewhat simpler matrix
form of
yi = 2Ψi − EiΨi−2 −AiΨi−1 − BiΨi − CiΨi+1 − FiΨi+2 with yi,0 = 0, (81)
which also takes into account the boundary conditions.
5.2. Reducing the number of the equations
One can see that the directional splitting introducedNρ−L zeros at the end of the diagonal of the matrices
Ei,Ai,Ci,Fi which means that the corresponding ρ-lines are not directly coupled. Taking advantage of this
we significantly increase the computational efficiency by eliminating the improper matrix elements to reduce
the effective block size to (L+ 1)2.
To proceed, we take the equations corresponding to the ith block matrix row[
. . . Ei Ai Bi Ci Fi . . .
] ·X = yi (82)
and write out their coefficient matrix from rows L− 1 to Nρ:

. . . ei,L−1 ai,L−1 bi,L−1 ci,L−1 fi,L−1 0 0 . . . 0 . . .
. . . 0 ei,L ai,L bi,L ci,L fi,L 0 . . . 0 . . .
. . . 0 0 ei,L+1 ai,L+1 bi,L+1 ci,L+1 fi,L+1 . . . 0 . . .
. . .
...
...
...
. . . . . . . . . . . . . . .
... . . .
. . . 0 0 0 . . . ei,Nρ−2 ai,Nρ−2 bi,Nρ−2 ci,Nρ−2 fi,Nρ−2 . . .
. . . 0 0 0 . . . 0 ei,Nρ−1 ai,Nρ−1 bi,Nρ−1 ci,Nρ−1 . . .
. . . 0 0 0 . . . 0 0 ei,Nρ ai,Nρ bi,Nρ . . .

. (83)
Here we remind that rows j ≤ L have extra nonzero entries far away from the diagonal, cf. (71)-(74).
These lines cannot be used during the row operations, but the rest of them, with j > L can be used.
To reduce Eq. (70) to a smaller block five-diagonal problem, fi,L−1, ci,L, fi,L must be eliminated for all
i ∈ [0, Nz]. Then, the solution in the 2D Crank-Nicolson region GCN will no longer depend on the solution
in the directionally split region GSplit. The structure of the Bi matrix makes it possible to use the following
backward elimination process from the Nρth equation on, for all i ∈ [0, Nz]:
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
. . . ei,L−1 ai,L−1 b˜i,L−1 c˜i,L−1 0 . . . 0 0 0 . . .
. . . 0 ei,L a˜i,L b˜i,L 0 . . . 0 0 0 . . .
. . . 0 0 ei,L+1 a˜i,L+1 b˜i,L+1 . . . 0 0 0 . . .
. . .
...
...
...
. . . . . . . . . . . . . . .
... . . .
. . . 0 0 0 . . . ei,Nρ−2 a˜i,Nρ−2 b˜i,Nρ−2 0 0 . . .
. . . 0 0 0 . . . 0 ei,Nρ−1 a˜i,Nρ−1 b˜i,Nρ−1 0 . . .
. . . 0 0 0 . . . 0 0 ei,Nρ a˜i,Nρ b˜i,Nρ . . .

(84)
with right hand side of
y˜i =
(
yi,0 . . . yi,L−2 y˜i,L−1 y˜i,L y˜i,L+1 . . . y˜i,Nρ−1 y˜i,Nρ
)T
, (85)
where
c˜i,j =
{
ci,j if j = Nρ − 1
ci,j − (fi,j/b˜i,j+2)a˜i,j+2 if j = Nρ − 2 . . . L− 1,
(86)
a˜i,j =
{
ai,j if j = Nρ
ai,j − (c˜i,j/b˜i,j+1)ei,j+1 if j = Nρ − 1 . . . L,
(87)
b˜i,j =

bi,j if j = Nρ
bi,j − (c˜i,j/b˜i,j+1)a˜i,j+1 if j = Nρ − 1
bi,j − (c˜i,j/b˜i,j+1)a˜i,j+1 − (fi,j/b˜i,j+2)ei,j+2 if j = Nρ − 2 . . . L
bi,j − (fi,j/b˜i,j+2)ei,j+2 if j = L− 1,
(88)
y˜i,j =

yi,j if j = Nρ
yi,j − (c˜i,j/b˜i,j+1)y˜i,j+1 if j = Nρ − 1
yi,j − (c˜i,j/b˜i,j+1)y˜i,j+1 − (fi,j/b˜i,j+2)y˜i,j+2 if j = Nρ − 2 . . . L
yi,j − (fi,j/b˜i,j+2)y˜i,j+2 if j = L− 1,
(89)
and the rest of the values remain unchanged. During the process, c˜i,j needs to be calculated first, then a˜i,j ,
b˜i,j , y˜i,j can be evaluated. Additionally, the value of c˜i,j is needed only in one step, then it can be discarded.
When the reduced equations are solved (cf. the next Section), we can solve for all variables with forward
substitution:
Xi,j =
{
solution of the reduced block five diagonal part if j ≤ L
(y˜i,j − a˜i,jXi,j−1 − ei,jXi,j−2) /b˜i,j if j = L+ 1 . . . Nρ
. (90)
These formulae above can be obtained by disassembling existing five-diagonal solvers (for example [66]),
however, care must be taken handling the boundary values at the j = L edge and in the forward substitution
afterwards.
Because of the special structure of the coefficient matrix in (70), this process of backward elimination
and forward substitution can be parallelized to Nz + 1 independent threads. They are depending on a
synchronization step though, which consists of the solution of the following block five-diagonal part.
5.3. The reduced system to solve
After we performed the elimination procedure for every block Bi, we obtain a block five-diagonal system
just like (70) with a drastically reduced block size, in the following form:
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
B˜0 C˜0 F˜0 0 0 . . . 0
A˜1 B˜1 C˜1 F˜1 0 . . . 0
E˜2 A˜2 B˜2 C˜2 F˜2 . . . 0
...
. . . . . . . . . . . . . . .
...
0 . . . E˜Nz−2 A˜Nz−2 B˜Nz−2 C˜Nz−2 F˜Nz−2
0 . . . 0 E˜Nz−1 A˜Nz−1 B˜Nz−1 C˜Nz−1
0 . . . 0 0 E˜Nz A˜Nz B˜Nz


X˜0
X˜1
X˜2
...
X˜Nz−2
X˜Nz−1
X˜Nz

=

y˜0
y˜1
y˜2
...
y˜Nz−2
y˜Nz−1
y˜Nz

. (91)
These block matrices read as:
E˜i =
{
diag(0, ez,i,1, . . . , ez,i,L) if i ∈ [2, Nz], (92)
C˜i =
{
diag(0, cz,i,1, . . . , cz,i,L) if i ∈ [1, Nz], (93)
A˜i =
{
diag(0, az,i,1, . . . , az,i,L) if i ∈ [0, Nz − 1], (94)
F˜i =
{
diag(0, fz,i,1, . . . , fz,i,L) if i ∈ [0, Nz − 2], (95)
B˜i =

d0,i d1,i d2,i d3,i d4,i . . . 0
ai,0 bi,1 ci,1 fi,1 0 . . . 0
ei,2 ai,2 bi,2 ci,2 fi,2 . . . 0
...
. . . . . . . . . . . . . . .
...
0 . . . ei,L−2 ai,L−2 bi,L−2 ci,L−2 fi,L−2
0 . . . 0 ei,L−1 ai,L−1 bi,L−1 c˜i,L−1
0 . . . 0 0 ei,L a˜i,L b˜i,L

, (96)
y˜i =
(
yi,0 yi,1 . . . yi,L−2 y˜i,L−1 y˜i,L
)T
, (97)
X˜i =
(
Xi,0 Xi,2 . . . Xi,L−2 Xi,L−1 Xi,L
)T
. (98)
The method of acquiring the solution to this system can be chosen freely. For example, it can be solved
by applying Gaussian elimination (with forward substitution) to the (L + 1)2 matrix blocks or directly to
the 2L + 1 wide diagonal matrix. In either case, the time to obtain the solution is drastically reduced (if
L Nρ). After acquiring the solution of (91) we complete the hybrid splitting solver algorithm by formula
(90), as indicated in the previous Section.
6. Numerical results
Now let us turn our attention to the numerical test results of the hybrid splitting method. First, in
Section 6.1, we investigate the errors related to the spatial discretization. Section 6.2 is devoted to the tests
of the time propagation errors. In Section 6.3 we demonstrate the performance of our algorithm through a
real-world example.
6.1. Stationary state energies
To investigate the errors related to the spatial discretization, we numerically compute the stationary
states of selected test potentials. We calculate energy errors caused by the finite differences by comparing
the numerical and the exact energy eigenvalues for certain energy eigenstates. We have also set ∆ρ = ∆z.
In these tests we have used our implementation of the true singular Coulomb potential (C). Another test
case, called “Soft-Coulomb” potential (SC), differs from C only in that the boundary condition (67) at the
origin is replaced by (34) at the origin. The results of both the C and the SC test cases are compared to the
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Target stationary states
ID Potential Quantum Numbers Energy State Normalization Parameters
C-1s −γ/r n = 1, l = 0,m = 0 −γ2µ/2 e−µγr pi−1/2(µγ)3/2 µ = 1, γ = 1
C-2s −γ/r n = 2, l = 0,m = 0 −γ2µ/4 [2− µγr]e−µγr/2 2−5/2pi−1/2(µγ)3/2 µ = 1, γ = 1
C-2pz −γ/r n = 2, l = 1,m = 0 −γ2µ/4 ze−µγr/2 2−5/2pi−1/2(µγ)5/2 µ = 1, γ = 1
C-2px −γ/r n = 2, l = 1,m = 1 −γ2µ/4 ρe−µγr/2 cosφ 2−5/2pi−1/2(µγ)5/2 µ = 1, γ = 1
H-000 12µω
2r2 nx = ny = 0, nz = 0
3
2ω e
−µωr2/2 pi−3/4(µω)3/4 µ = 1, ω = 1
H-001 12µω
2r2 nx = ny = 0, nz = 1
5
2ω ze
−µωr2/2 21/2pi−3/4(µω)5/4 µ = 1, ω = 1
Table 1: Properties of the potentials and their bound states that we used for testing the errors regarding the spatial discretiza-
tion. Our main test potentials are the Coulomb potential (C) and the 3D harmonic oscillator potential (H).
exact eigenenergies and eigenstates of 1s, 2s, 2pz. We also compute the eigenenergy of the state 2px, where
C and SC are identical (see Section 2.3). The energy errors of the 3D quantum harmonic oscillator (H) are
also tested for the ground and a first exited state. The most important features of our test potentials are
summarized in Table 2.
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Figure 2: Absolute energy errors of stationary states listed in Table 1, on a log-log scale. The Coulomb eigenstates were tested
with (C) and without (SC) applying the condition (35) at the origin. (In the case of the 2pz the error curves are within line
thickness.) Curves for 1s and 2s show that our hybrid splitting algorithm decreases the errors with high order even with the
singular Coulomb potential, in the range 0.05 . ∆z . 0.2.
We computed the eigenenergy values using imaginary time propagation with the second order hybrid
splitting scheme outlined in Section 4.3, where the parameter ∆t was chosen suitably small to minimize
the spatial errors related to the operator splitting. These energy values were also verified with real time
propagation, by comparing the time dependence of the phase factor of the eigenstates with the exact time
dependence of Ψn(z, ρ, t) = ψn(z, ρ)e−iEnt: the first two significant digits of the energy error were equal. It
is worth noting that, although we used our hybrid splitting for calculations, these energy errors are related
only to the spatial finite differences (that is, the 2D Crank-Nicolson scheme). For these results, it was
sufficient to set the “Crank-Nicolson width” L just above ∼ 1/∆z, further increase of L did not improve the
results.
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Absolute energy errors of selected stationary states
∆z 0.4 0.2 0.1 0.05 0.025 Order Energy0
SC-1s 3.71× 10−2 1.15× 10−2 3.21× 10−3 8.44× 10−4 2.16× 10−4 1.86 −0.500
SC-2s 4.77× 10−3 1.45× 10−3 4.15× 10−4 1.06× 10−4 2.71× 10−5 1.86 −0.125
SC-2pz 4.88× 10−5 6.57× 10−6 6.25× 10−7 5.10× 10−8 3.68× 10−9 3.42 −0.125
C-1s 1.01× 10−3 2.11× 10−4 2.23× 10−5 4.53× 10−7 5.91× 10−7 2.68 −0.500
C-2s 7.12× 10−5 1.86× 10−5 2.06× 10−6 1.91× 10−8 7.70× 10−8 2.46 −0.125
C-2pz 4.88× 10−5 6.57× 10−6 6.25× 10−7 5.10× 10−8 3.68× 10−9 3.42 −0.125
C-2px 2.64× 10−5 2.28× 10−6 1.80× 10−7 1.36× 10−8 9.93× 10−10 3.67 −0.125
H-000 5.79× 10−3 2.42× 10−4 1.11× 10−5 6.11× 10−7 3.70× 10−8 4.31 +1.500
H-001 7.03× 10−3 3.40× 10−4 1.72× 10−5 9.75× 10−7 6.09× 10−8 4.20 +2.500
Table 2: A detailed table of the energy errors at specific values of ∆z denoted by vertical dashed lines in Figure 2. The
Order column gives the exponent of ∆z, i.e. the order of error decrease, valid from step size ∆z = 0.4 to ∆z = 0.025, which
characterizes the effective accuracy of the method in the given case. The Coulomb 2pz state also has the same error data set
to the first 3 significant digits regardless whether or not the Robin boundary condition was used.
From Figure 2 and Table 2 we can draw several conclusions. In the case of the 3D harmonic oscillator (a
reasonably smooth potential), the method is fourth order accurate in ∆z, as expected (the effective order
is higher than 4 due to the fifth order accurate second derivatives). For the Coulomb potential, things
get considerably more elaborate. In the Soft-Coulomb case (SC), the energies of the l = 0 states converge
with second order (more precisely, with 1.86), meaning the method will not be sufficiently accurate or fast.
However, for the true singular Coulomb case (C), the accuracy of the l = 0 states drastically improve by
two orders of magnitude around ∆z = 0.1. On the other hand, the complicated step size dependence of the
energy error, shown by the corresponding lines in Figure 2, does not allow for a true effective order valid
in the inspected range. However, our algorithm does decrease the error with high order (close to 4) when
0.05 . ∆z . 0.2, which is anyhow that range where the computation runtime is reasonable. The unusual
step size dependence of the energy error below ∆z . 0.05 for data sets C-1s, C-2s is due to finite differencing
with high spatial accuracy applied to a non-analytic problem (Ψ is not continuously differentiable in the
origin), along with the artificially high order boundary condition.
The test cases with l > 0 work reasonably well for the m = 0 configuration both with C and SC: the
SC-2pz or the C-2pz case has better (relative) accuracy than H-000 but its order is only 3.42 as shown in
Figure 2. A slightly higher order of 3.67 is achieved for C-2px (the only test case with m 6= 0) which has
the best accuracy of all computed eigenenergies in this Section.
In conclusion, the numerical error of the hybrid splitting algorithm displays a high order scaling with
the spatial step size for the stationary states of the 3D Hydrogen problem.
6.2. Forced harmonic oscillator
In the previous section we focused on the spatial errors in conjunction with the singular Coulomb po-
tential, now we turn our attention to the total error of the hybrid splitting algorithm using a smooth
time-dependent potential. This total error is composed typically of several terms related to the finite dif-
ferences, to the Padé-approximation, to the factorization of the exponential operator, and to the short time
splitting of the evolution operator.
We use the so called forced harmonic oscillator (FHO) problem as the test case, defined by the potential
V (z, ρ, t) = 12µω
2
0(z
2 + ρ2) + zF sinωFt, having a known ΨA(z, ρ, t) analytical solution, which we summarize
in Appendix C. Here we only illustrate this time-dependent analytical solution in Figure 3.
For error calculations, we compare the analytical and time-dependent wavefunctions at a fixed time
instant by calculating the so called mean-square error, which provides information about both the total
phase and the amplitude related errors. We define the mean-square error by
err2L2 = 2pi
ˆ ˆ
ρ
∣∣ΨA(z, ρ)−Ψ(z, ρ)∣∣2 dρdz ≈ 2pi∑
i,j
ρj
∣∣ΨAi,j −Ψi,j∣∣2 . (99)
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Figure 3: Time evolution of the analytical solution of the forced harmonic oscillator (Appendix C): the expectation value of
z versus time (left), time dependence of the phase contributions (right). Parameters are the same as in Table 4, if not given
explicitly.
We choose the mean-square error as the reference error type because (according to our experience) it is the
most reliable evolution error quantifier at a fixed time instant t.
ID Propagation Method Evaluations of S2
S2 Second order operator hybrid splitting scheme (Sec. 4.3). 1
S4E3 S2 based 4th order iterative splitting scheme using eq. (48) with n = 4. 3
S6E5 S2 based 6th order iterative splitting scheme using eq. (49) with n = 6. 5
S6E9 S2 based 6th order iterative splitting scheme using eq. (48) with n = 6. 9
Table 3: Test case definitions for comparison of the different high order split operator schemes.
We tested our algorithm with different split-operators (listed in Table 3), and several ∆z and ∆t config-
urations to acquire a top-down view of the error properties of the hybrid splitting method.
The mean-square error of the different high order split-operators based on our Crank-Nicolson scheme
(CN5) can be found in Table 4, and also in Figure 4: the standard convergence of the S2 scheme is very
slow, and there is a drastic improvement using S4E3 on top of S2. Using either S6E9 or S6E5 does not yield
much gain in accuracy compared to the their higher numerical costs. Based on these, we propose to use the
fourth order split-operator method S4E3 in accordance with (48), along with our hybrid splitting scheme.
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Figure 4: Mean-square errors as the function of the time step, on a log-log scale, computed with different split-operator methods
and spatial discretization steps, corresponding to Table 4. These plots clearly show the existence of a threshold value of ∆t,
below which the total error is not reduced anymore.
The lines corresponding to the different split-operators in Figure 4 should exhibit the expected power
scaling with ∆t, this is only approximately the case and only above a threshold ∆t. Below this threshold the
total error is not reduced by decreasing ∆t, because the evolution error is dominated by the finite differences:
the error magnitudes can even be predicted as the product of the stationary energy error (Table 2) and the
propagation time interval.
19
Calculated L2 error values at ∆z = 0.2
∆t 0.5 0.2 0.1 0.05 0.02 0.01 0.005
S2 1.37 4.89× 10−1 1.41× 10−1 4.80× 10−2 2.20× 10−2 1.83× 10−2 1.74× 10−2
S4E3 3.60× 10−1 4.65× 10−2 1.89× 10−2 1.72× 10−2 1.71× 10−2 1.70× 10−2 1.70× 10−2
S6E5 1.60× 10−1 2.15× 10−2 1.71× 10−2 1.70× 10−2 1.70× 10−2 1.70× 10−2 1.70× 10−2
S6E9 1.51× 10−1 2.10× 10−2 1.71× 10−2 1.70× 10−2 1.70× 10−2 1.70× 10−2 1.70× 10−2
Calculated L2 error values at ∆z = 0.1
∆t 0.5 0.2 0.1 0.05 0.02 0.01 0.005
S2 1.83 5.95× 10−1 1.54× 10−1 3.95× 10−2 7.22× 10−3 2.61× 10−3 1.46× 10−3
S4E3 4.20× 10−1 3.87× 10−2 3.72× 10−3 1.24× 10−3 1.08× 10−3 1.08× 10−3 1.08× 10−3
S6E5 1.87× 10−1 1.02× 10−2 1.38× 10−3 1.09× 10−3 1.08× 10−3 1.08× 10−3 1.08× 10−3
S6E9 1.76× 10−1 9.50× 10−2 1.36× 10−3 1.09× 10−3 1.08× 10−3 1.08× 10−3 1.08× 10−3
Calculated L2 error values at ∆z = 0.05
∆t 0.5 0.2 0.1 0.05 0.02 0.01 0.005
S2 2.38 7.21× 10−1 1.84× 10−1 4.62× 10−2 7.46× 10−3 1.93× 10−3 5.43× 10−4
S4E3 4.95× 10−1 4.35× 10−2 3.33× 10−3 3.11× 10−4 8.85× 10−5 8.26× 10−5 8.22× 10−5
S6E5 2.21× 10−1 1.19× 10−2 6.71× 10−4 1.19× 10−4 8.30× 10−5 8.22× 10−5 8.22× 10−5
S6E9 2.07× 10−1 1.11× 10−2 6.37× 10−4 1.18× 10−4 8.29× 10−5 8.22× 10−5 8.22× 10−5
Table 4: Mean-square errors of the forced harmonic oscillator with different ∆z (= ∆ρ), ∆t and split-operator configurations.
All calculations were carried out in a box of −10 ≤ z ≤ 10 and 0 ≤ ρ ≤ 8 with propagation parameters ωF = 2pi/100, F = 1,
µ = 1, ω0 = 1, launched from the corresponding ground state (H-000). All error values are calculated at the time t = 100.
Calculated L2 error values of CN3 based S4E3 method
∆t 0.5 0.2 0.1 0.05 0.02 0.01 0.005
∆z = 0.2 7.17× 10−1 4.33× 10−1 4.09× 10−1 4.07× 10−1 4.07× 10−1 4.07× 10−1 4.07× 10−1
∆z = 0.1 5.64× 10−1 1.88× 10−1 1.56× 10−1 1.54× 10−1 1.54× 10−1 1.54× 10−1 1.54× 10−1
∆z = 0.05 5.47× 10−2 9.72× 10−2 5.82× 10−2 5.54× 10−2 5.52× 10−2 5.52× 10−2 5.52× 10−2
Table 5: Mean-square errors of a commonly used propagation scheme, to be compared with the data of Table 4. All the
parameters are the same as in Table 4. Comparison of the last columns shows one, two and three orders of magnitude accuracy
increase in favor of the five point discretization, as ∆z is decreased.
One objective of our research was to design a real space finite difference algorithm that achieves fourth
order accuracy in the spatial step size and, most importantly, that is capable to include both the singular
coordinate ρ = 0 and the singular Coulomb potential directly. Therefore, it is interesting to globally
benchmark the results against a second order 3-point Crank-Nicolson finite difference scheme (CN3), which
means we degraded the core algorithm to use three-point finite differences in S2.
We repeated the main tests with this CN3 method combined with the split-operator configuration S4E3
(discussed above). The CN3 results are shown in Table 5 and are to be compared to the results with CN5 in
Table 4. Both the CN3 and CN5 schemes display the expected order scaling of the error with ∆z. Comparing
the L2 error at ∆t = 0.005 (which is already below the threshold ∆t), our fourth order discretization has
one, two and three orders of magnitudes smaller errors at spatial step sizes ∆z = 0.2, 0.1, 0.05, respectively.
Thus, one should always use (at least) the CN5 scheme unless the exotic nature of the problem prevents
high order discretization.
In conclusion, our hybrid splitting propagation method is suitable for numerical simulations with time-
dependent Hamiltonians, and it is capable of high order scaling with ∆t, once it is incorporated into the
proper high order evolution operator formulae.
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6.3. Hydrogen atom in an external electric field
Finally, we conducted a test similar to real world applications by simulating the hydrogen atom in an
external laser field. Now, we compare our hybrid splitting based CN5 implementation, including Coulomb
potential and the Coulomb boundary condition (CN5-C) against the commonplace CN3 discretization with
the best Soft-Coulomb potential approximation allowed by the spatial grid (CN3-SC), which is the same
approximation that we tested in Section 6.1. We did not use the full 2D CN3 method, but we applied the
hybrid splitting scheme using the CN3 equations just like the case of the FHO.
The external field was parametrized as f(t) = F sinωt. The simulated time was t ∈ [0, 100], and it
consisted of only one field cycle, by setting ω = 2pi/100 in atomic units. The field amplitude was F = 0.08,
with simulation box size z ∈ [−250, 250], ρ ∈ [0, 100] to contain the escaping electron waves. The initial
state was the 1s ground state, found by imaginary time propagation method to remove spurious ionization
components. We use the S4E3 high order split operator formula as indicated in the last section.
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Figure 5: Density plot of the logarithm of the absolute square of the wave function, in a plane containing the z axis, at the end
of the simulation described in Section 6.3. Note that the white waves are 4-5 orders of magnitude smaller than the spherical
peak.
We show the result of this simulation in Figure 5 by a density plot of the logarithm of the absolute square
of the wave function, in a plane containing the z axis. The white waves on the right of the spherical peak,
bound by the Coulomb potential of the nucleus, are ca. 4-5 order smaller in density. These waves have to
be computed very accurately, since they contribute the most to the time dependence of the dipole moment,
which in turn is of fundamental importance regarding the HHG and the creation of attosecond light pulses.
The tests to compare CN5-C with CN3-SC were run with ∆ρ = ∆z and with time step ∆t = 0.01 if not
indicated explicitly. We quantified the accuracy of the solutions with the error of the expectation value 〈z〉,
i.e. the magnitude of the time-dependent dipole moment. Unlike the FHO example, analytic solution is not
available this time, so we use a converged solution to determine numerical errors, that is we compare the
results with a much more accurate numerical solution obtained using smaller ∆t, ∆z discretization steps.
The results, shown in Figure 6 are as expected: the error of the CN5-C scheme with ∆z = 0.2 is smaller
by two orders of magnitude than that of the CN3-SC scheme with ∆z = 0.05. Based on this, we estimate the
performance difference as follows. Due to the second order convergence of the CN3-SC scheme, ∆z ≈ 0.005
is needed to achieve the accuracy of the CN5-C with ∆z = 0.2, which means a factor of 1600 in the number
of spatial gridpoints, implying a factor of 800 - 1600 in runtime. That is, the CN5-C scheme is ca. 1000
times more effective than the CN3-SC. Regarding absolute accuracy, the magnitude of the error of 〈z〉 using
CN5-C with ∆z = 0.2 is smaller than the L2 error of the FHO at the time instant t = 100, as can be seen
in Table 4.
Regarding the pointwise convergence of the solution with the CN5-C method, we compare the density
and the phase along a z-line section at ρ = 1, computed with two different values of ∆z. These plots, shown
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Figure 6: Comparison of the errors of 〈z〉, during the time propagation described in Sec. 6.3, using the method CN5-C with
∆z = 0.2 a.u. (blue line) and using the method CN3-SC with ∆z = 0.05 a.u. (purple line). Despite the larger spatial step
used with CN5-C, its error is two orders of magnitude smaller, therefore it is shown here with a 100 times magnification.
in Figure 7, convincingly show that a converged numerical solution is obtained already at ∆z = 0.2. Note
that the accuracy of the phase is crucial in strong field physics, regarding e.g. exit momentum calculations
[13, 67] in optical tunneling or regarding phase space methods [68–73] (where usually the Wigner function
is computed from the wave function and this is then further analysed for the physical interpretation of the
process).
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Figure 7: Probability density and phase (in the inset) along a z-line section at ρ = 1, at the end of the time propagation
described in Sec. 6.3, computed using the CN5-C method with two different values of ∆z, as indicated in the figure. The
excellent fit of the two curves shows that the solution can be considered converged already at ∆z = 0.2.
7. Summary
In this article we presented an algorithm capable of the direct numerical solution of the three dimensional
time dependent Schrödinger equation, assuming axial symmetry in cylindrical coordinates. The main feature
of the algorithm is that it is capable to accurately handle singular Coulomb potentials besides any smooth
potential of the form V (z, ρ). The axial symmetry enables a two dimensional grid and the availability of
the Cartesian z-axis makes it easy to investigate reduced electron dynamics.
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We choose a high order finite difference representation in the spatial coordinate domain. We implemented
all singularities that can be reduced to the form 1/ρ or 1/r via Neumann and Robin boundary conditions
at the ρ = 0 axis. The accuracy of the algorithm is fourth order in ∆z, ∆ρ for smooth potentials and it is
close to fourth order for Coulomb potentials in a restricted discretization parameter range. We completed
this algorithm by a high order scalar product formula designed for this finite difference representation.
We based our algorithm on the split-operator approximation of the evolution operator. Due to the
non-separability of the Coulomb-problem in cylindrical coordinates, we constructed a special second order
operator splitting scheme called hybrid splitting method. This splits the Hamiltonian matrix direction-wise
like the traditional methods, but the innermost region near ρ = 0 is excluded: here the full 2D Crank-
Nicolson equations are used. This means that there are many decoupled 1D Schrödinger equations in the z
direction, and a 2D Schrödinger equation with a special block pentadiagonal pattern of the coefficient matrix,
which has to be taken advantage of for maximum efficiency, like in our hybrid splitting solver algorithm.
Thread based parallelization is supported throughout, and we also gave a way to evaluate the decoupled 1D
Schrödinger equations with high spatial accuracy and efficiency.
We thoroughly investigated the spatial discretization related errors in an optimal discretization parameter
range, determining detailed accuracy characteristics with or without Coulomb potential. We also verified
the considerably increased accuracy for numerical simulations forced oscillator. Testing the performance of
the 4th and the 6th order (iterative) split-operator factorizations built from second order hybrid splitting
method, we observed a threshold ∆t value below which there is no accuracy gain. We concluded that high
order (meaning at least 4th order) split-operator formula should be used in practice, accompanying the
hybrid splitting algorithm.
In order to demonstrate the accuracy and performance of our hybrid splitting algorithm also in a sim-
ulation close to the planned applications, we computed the solution for a hydrogen atom in a strong time-
dependent electric field of one sine period. The important waves in the probability density, having an
amplitude of 10−4- 10−5 relative to the peak value, were obtained accurately and efficiently.
The hybrid splitting scheme, with some minor modifications of the algorithm, is also capable to handle
single or multiple coupled nonlinear time dependent Schrödinger equations, such as those arising e.g. in
time-dependent density functional theory [74], time-dependent Hartree-Fock methods [75, 76] or several
other areas of physics.
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Appendix A. Approximating the inner product
In this Section we propose a solution to the problem of the discrete inner product formula exposed in
Section 3.2.
We seek a discretized representation of the inner product formula in the cylindrical coordinate system as
〈Φ|Ψ〉 = 2pi
ˆ +∞
−∞
ˆ ∞
0
ρ Φ∗(z, ρ)Ψ(z, ρ)dρdz =
∑
i,j
ci,jΦ
∗
i,jΨi,j . (A.1)
The naive approach with coefficients ci,j = 2piρj∆ρ∆z causes inaccuracy which originates from the ρ = 0
edge and its neighborhood only, because the formula with this particular ci,j has exponential convergence
at the box boundaries [43].
Besides the accuracy, the conservation of a discretized scheme of form (A.1) is also an issue: given
a discrete Hamiltonian matrix H in the Padé-approximation then the time evolution will be unitary with
respect to the inner product
∑
i,j ci,jΦ
∗
i,jΨi,j only ifH is self-adjoint. Unfortunately, because of the Neumann
and Robin boundary conditions (38) the Hamiltonian matrix H does not exist on the ρ = 0 line, therefore
there is no standard norm of form
∑
i,j ci,jΨ
∗
i,jΨi,j which is perfectly conserved by the numerical scheme.
Therefore, our aim is to approximate (A.1) with an order that is higher than the order of the finite
difference scheme. To achieve this goal, we used Lagrange [43] interpolating polynomial pi,j(ρ) defined on
points (ρj , Qi,j), (ρj+1, Qi,j+1), (ρj+2, Qi,j+2), (ρj+3, Qi,j+3), (ρj+4, Qi,j+4), (ρj+5, Qi,j+5), (ρj+6, Qi,j+6)
for a given zi line, where Qi,j is the integrand in 〈Φ|Ψ〉 =
˜
Q(z, ρ)dρdz. We use an elementary integral
formula between ρj and ρj+1:
ρj+1ˆ
ρj
Q(z, ρ)dρ =
[
19087
60480
Qi,j +
2713
2520
Qi,j+1 − 15487
20160
Qi,j+2 +
586
945
Qi,j+3 − 6737
20160
Qi,j+4
263
2520
Qi,j+5 − 863
60480
Qi,j+6
]
·∆ρ+O (∆ρ8) . (A.2)
We sum up this for all i, j points, and utilize the boundary conditions for j ≥ Nρ, then we arrive at the
following integral formula, which is our choice to approximate the scalar product (A.1):
〈Φ|Ψ〉 =
Nz∑
i=0
[
19087
60480
ρ0Φ
∗
i,0Ψi,0 +
84199
60480
ρ1Φ
∗
i,1Ψi,1 +
18869
30240
ρ2Φ
∗
i,2Ψi,2 +
37621
30240
ρ3Φ
∗
i,3Ψi,3+
55031
60480
ρ4Φ
∗
i,4Ψi,4 +
61343
60480
ρ5Φ
∗
i,5Ψi,5 +
Nρ∑
j=6
ρjΦ
∗
i,jΨi,j
 · 2pi∆ρ∆z. (A.3)
This achieves the high integration accuracy (it is exact for a polynomial of ρ up to degree 6), which is
needed: the computed norm variations become proportional to ∆ρ4, which is consistent with the accuracy
of the spatial finite differences. The constructed Crank-Nicolson scheme stayed stable in our simulations.
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Appendix B. Numerov z-line propagator algorithm
We have constructed an efficient way of evaluating e−i∆tHz line-by-line, based on the second order Crank-
Nicolson algorithm with Numerov-extension [77], which also provides at least fourth order accuracy in ∆z,
and it reduces the numerical costs because it uses three point finite differences and tridiagonal equations
instead of five point differences and pentadiagonal equations. We will also outline an optimization technique
for 1D Crank-Nicolson schemes which is makes the computations even more efficient when they are applied
to 2D problems.
Let us fix the value of coordinate ρ (i.e we choose j = const) and we denote Ψi(tk) = Ψi,j(tk). Here we
consider the Hamiltonian in the form of Hz = β∂2z +V (z, t) along this line, since the procedure below allows
to include a potential of this form, which is however not present in our hybrid splitting scheme. Again, we
start with the second order approximation of the exponential operator e−i∆tHz as in (27)(
1 + αβ∂2z + αV
)
Ψ(tk+1) =
(
1− αβ∂2z − αV
)
Ψ(tk) (B.1)
with α = i∆t/2 , V = V (z, tk+1/2). We will use a discretized Laplacian Lz based on the standard three
point finite difference method [43], however, we will also need the leading term of the error:
LzΨi =
Ψi−1 − 2Ψi + Ψi+1
∆z2
≈ ∂
2Ψ
∂z2
∣∣∣∣
zi
− ∆z
2
12
∂4Ψ
∂z4
∣∣∣∣
zi
+O(∆z4). (B.2)
To proceed, we introduce the auxiliary variable Y (tk) = Ψ(tk+1) + Ψ(tk) and rewrite the equation (B.1) as(
αβ∂2z
)
Y (tk) = 2Ψ(tk)− (1 + αV )Y (tk). (B.3)
Then, we discretize the equation (B.3) using (B.2):
(αβLz)Yi(tk) = 2Ψi(tk)− (1 + αVi)Yi(tk) + αβ∆z
2
12
∂4Y
∂z4
∣∣∣∣
i
(B.4)
Now, we evaluate the error term with ∂4zYi(tk) = Lz(∂2zYi(tk)) + O(∆z2) also using the right hand side of
(B.3) to get to the result of the form(
1 + αVi + αβLz +
∆z2
12
· Lz (1 + αVi)
)
Yi(tk) = 2Ψi(tk) +
∆z2
6
LzΨi(tk). (B.5)
Restoring the equations for Ψi(tk+1) we arrive at the Numerov-extended Crank-Nicolson algorithm as(
1 + αVi + αβLz +
∆z2
12
Lz (1 + αVi)
)
Ψi(tk+1) =
(
1− αVi − αβLz + ∆z
2
12
Lz (1− αVi)
)
Ψi(tk). (B.6)
It is interesting to note that by reverse engineering from the Padé-form, we get a discrete Hamiltonian of
the form
H˜z,i = Vi + βLz − i∆z
2
6∆t
Lz +
∆z2
12
LzVi. (B.7)
The extra terms in (B.7) improve the solution to fifth order in ∆z, however, one should note that (i)
Lz(ViΨi(tk)) is part of H˜zΨ(tk), requiring the potential to be continuously differentiable, (ii) H˜z is no
longer strictly self-adjoint.
In (B.6) we have arrived at a tridiagonal system of linear equations of the form
b0 c0 0 0 · · · 0
a1 b1 c1 0 · · · 0
0 a2 b2 c2 · · · 0
...
...
. . . . . . . . .
...
0 0 · · · aNz−1 bNz−1 cNz−1
0 0 · · · 0 aNz bNz


Ψ0(tk+1)
Ψ1(tk+1)
Ψ2(tk+1)
...
ΨNz−1(tk+1)
ΨNz (tk+1)

=

y0
y1
y2
...
yNz−1
yNz

(B.8)
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which after forward Gaussian-elimination reads
b˜0 c0 0 0 · · · 0
0 b˜1 c1 0 · · · 0
0 0 b˜2 c2 · · · 0
...
...
. . . . . . . . .
...
0 0 · · · 0 b˜Nz−1 cNz−1
0 0 · · · 0 0 b˜Nz


Ψ0(tk+1)
Ψ1(tk+1)
Ψ2(tk+1)
...
ΨNz−1(tk+1)
ΨNz (tk+1)

=

y˜0
y˜1
y˜2
...
y˜Nz−1
y˜Nz

. (B.9)
In the coefficient matrix of (B.8) and (B.9) we denoted
ai =
{
1 + αVi−1 + 12αβ/∆z2 if i = 1, . . . , Nz , (B.10)
ci =
{
1 + αVi+1 + 12αβ/∆z
2 if i = 0, . . . , Nz − 1 , (B.11)
bi =
{
10 + 10αVi − 24αβ/∆z2 if i = 0, . . . , Nz, (B.12)
b˜i =
{
bi if i = 0,
bi − (ai/b˜i−1)ci−1 if i = 1, . . . , Nz.
(B.13)
The right hand side and the solution of (B.9) are given by the following expressions:
y˜i =

(20− bi)Ψ0 + (2− ci)Ψ1 if i = 0,
(2− ai)Ψi−1 + (20− bi)Ψi + (2− ci)Ψi+1 − (ai/b˜i−1)y˜i−1 if i = 1, . . . , Nz − 1,
(2− ai)ΨNz−1 + (20− bi)ΨNz − (ai/b˜i−1)y˜Nz−1 if i = Nz,
(B.14)
Ψi(tk+1) =
{
y˜Nz/b˜Nz if i = Nz,
(y˜i − ciΨi+1(tk+1)) /b˜i if i = Nz − 1, . . . , 0.
(B.15)
This completes the 1D propagation method.
Now let us return to our original 2D problem. Because the discrete Hamiltonian Hz is independent from
the value of ρ, the corresponding coefficient matrix of (B.9) is the same for each j-line. This means that we
need to do the forward elimination (B.13) only once, then it is sufficient to perform only the forward (B.14)
and the backward substitution (B.15) steps for each j-line in order to acquire the solution. This yields a
factor of 2 speedup in the evaluation of e−i∆tHz with three point finite differences, if we have many lines
to propagate and cache the appropriate variables. This latter can also be viewed as an LU decomposition
based optimization [43].
Appendix C. Analytical solution of the forced harmonic oscillator
The TDSE for the axially symmetric (i.e. m = 0) 3D forced harmonic oscillator (FHO) in cylindrical
coordinates is the following:
i
∂
∂t
Ψ(z, ρ, t) =
[
β
∂2
∂z2
+ β
∂2
∂ρ2
+
β
ρ
∂
∂ρ
+
1
2
µω20(z
2 + ρ2) + f(t)z
]
Ψ(z, ρ, t) (C.1)
where β = −1/2µ. Using the separability in z and ρ coordinates, we can reduce this problem to a one
dimensional time-dependent one, which was solved by K. Husimi et. al. [78]. Then, the analytical time-
dependent wave function is of the form
ΨA(z, ρ, t) = χ(z − ξ(t), ρ, t) exp
(
iµ(z − ξ(t))ξ˙(t) + i
ˆ t
0
L(t′)dt′
)
, (C.2)
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where χ(z, ρ, t) is a solution of the 3D field-free quantum harmonic oscillator problem with axial symmetry.
We define it to be the ground state of the field-free problem (H-000):
χ000(z, ρ, t) =
[µω0
pi
]
3/4e−
1
2µω0(z
2+ρ2)e−i
3
2ω0t. (C.3)
In formula (C.2) the symbol L(t) denotes the Lagrangian of the corresponding classical system:
L(t) = 1
2
µξ˙(t)2 − 1
2
µω20ξ(t)
2 − f(t)ξ(t), (C.4)
and ξ(t) is the solution of the initial value problem
ξ¨(t) = f(t)/µ− ω20ξ(t), with {ξ(0) = 0, ξ˙(0) = 0}. (C.5)
We set f(t) = F sinωFt, then the previous equation is that of the forced harmonic oscillator has the solution:
ξ(t) =
F/µ
ω2F − ω20
[
sinωFt− ωF
ω0
sinω0t
]
. (C.6)
These formulae define the analytical solution that we use in Section 6.2 as one of our test cases. There,
in Figure 3, we also plot ξ(t), which is actually the expectation value of the coordinate z, and the different
terms of the phase in (C.2).
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