Representation formulas and pointwise properties for Barron functions by E, Weinan & Wojtowytsch, Stephan
ar
X
iv
:2
00
6.
05
98
2v
1 
 [s
tat
.M
L]
  1
0 J
un
 20
20
REPRESENTATION FORMULAS AND POINTWISE PROPERTIES FOR
BARRON FUNCTIONS
WEINAN E AND STEPHAN WOJTOWYTSCH
Abstract. We study the natural function space for infinitely wide two-layer neural networks
and establish different representation formulae. In two cases, we describe the space explicitly
up to isomorphism.
Using a convenient representation, we study the pointwise properties of two-layer networks
and show that functions whose singular set is fractal or curved (for example distance functions
from smooth submanifolds) cannot be represented by infinitely wide two-layer networks with
finite path-norm.
1. Introduction
A two-layer neural network with m neurons is a function f : Rd → R represented as
f(x) =
m∑
i=1
ai σ(w
T
i x+ bi) or f(x) =
1
m
m∑
i=1
ai σ(w
T
i x+ bi)
where σ : R → R is the (nonlinear) activation function, ai, bi ∈ R and wi ∈ Rd are parameters
(weights) of the network. In this article, we mostly focus on the case where σ is the rectified
linear unit (ReLU), i.e. σ(z) = max{z, 0}. We denote the class of all two-layer neural networks
with at most m neurons by Fm. Naturally Fm is not a vector space, but Fm+Fm ⊆ F2m. Both
the sum and average sum representation induce the same function spaces under natural norm
bounds or bounds on the number of parameters.
Under very mild conditions on σ, any continuous function on a compact set can be approxi-
mated arbitrarily well in the uniform topology by two-layer neural networks [Cyb89, LLPS93],
i.e. the C0(K)-closure of F∞ :=
⋃
m∈NFm is the entire space C0(K) for any compact K ⊆ Rd.
This result is of fundamental importance to the theory of artificial neural networks, but of little
impact in practical applications. In general, the number of neuronsmε to approximate a function
f to accuracy ε > 0 scales like ε−d and thus quickly becomes unmanageable in high dimension.
On the other hand, Andrew Barron showed in 1993 that there exists a large function class X
such that only O(ε−2) neurons are required to approximate f∗ ∈ X to accuracy ε in L2(P) for
any Borel probability measure P [Bar93]. Heuristically, this means that non-linear approximation
by neural networks, unlike any linear theory, can evade the curse of dimensionality in some situ-
ations. The result holds for the same class X for any compactly supported probability measure
P and any continuous sigmoidal activation function σ, by which we mean that limz→−∞ σ(z) = 0
and limz→∞ σ(z) = 1. It also holds for the nowadays more popular ReLU activation function
σ(z) = max{z, 0} since σ(z + 1)− σ(z) is sigmoidal.
Date: June 11, 2020.
2020 Mathematics Subject Classification. 68T07, 46E15, 26B35, 26B40.
Key words and phrases. Barron space, two-layer neural network, infinitely wide network, singular set, pointwise
properties, representation formula, mean field training.
1
2 WEINAN E AND STEPHAN WOJTOWYTSCH
Furthermore, the coefficients of the network representing f can be taken to be bounded on
average in the sense that
m∑
i=1
|ai| ≤ 2Cf∗r or 1
m
m∑
i=1
|ai| ≤ 2Cf∗r ∀ f∗ ∈ X,
depending on the normalization of the representation. Here Cf is a norm on X , r > 0 is such
that the support of P is contained in Br(0), and we assume σ to be sigmoidal. This result has
fundamental significance. In applications, we train the function to approximate values yi at
data points xi by minimizing an appropriate risk functional. In the simplest case, yi = f
∗(xi)
for a target function f∗. If f(xi) is close to yi but the coefficients of f are very large, we rely
on cancellations between different terms in the sum. Thus f is the difference of two functions
(the partial sums for which ai > 0/ai < 0 respectively) which are potentially several orders of
magnitude larger than f . Then for any point x which is not one of the data samples xi, f(x)
and f∗(x) may be vastly different. We say that f does not generalize well.
The analysis was extended to networks with ReLU activation in [Bre93], where such networks
are referred to as ‘hinge functions’ because a single neuron activations are given by hyperplanes
meeting along a lower-dimensional ‘hinge’. If σ = ReLU, then σ(λz) = λσ(z) for all λ > 0. The
homogeneity (and unboundedness) sets ReLU activation and sigmoidal activation apart, and the
coefficient bound for ReLU activation is
m∑
i=1
|ai|
[|wi|+ |bi|] ≤ 4Cfr or 1
m
m∑
i=1
|ai|
[|wi|+ |bi|] ≤ 4Cfr.
The function class X is characterized in [Bar93] as f ∈ L1(Rd) such that the Fourier transform
fˆ satisfies
Cf :=
∫
Rd
|fˆ |(ξ) |ξ|dξ <∞.
X is a Banach space with norm ‖f‖X = Cf . The criterion that Cf < ∞ is a non-classical
smoothness criterion. If we replaced |fˆ | with |fˆ |2 in the integral, we would obtain the H1/2-
Sobolev semi-norm. For the weighted L1-norm, the interpretation is not as easy. However, if we
multiply by 1 = (1 + |x|2s)1/2(1 + |x|2s)−1/2, use Ho¨lder’s inequality and Parseval’s identity, we
see like in [Bar93, Section IX, point 15] that Cf ≤ cd‖Dkf‖L2 for f ∈ Hs(Rd) with s > d2 + 1.
If f is smooth, but only defined on a suitable compact subset of Rd (a smooth manifold or a
domain with smooth boundary), we can apply classic extension results to show that f ∈ X .
On the other hand, all functions f which satisfy Cf < ∞ are C1-smooth since ∂if(−x) =
̂
ξi fˆ(ξ). For ReLU-activated networks, any finite sum of neurons is either linear or non-smooth,
and many functions with discontinuous derivatives can be approximated, for example
f(x) = max
{
1− |x|, 0} = σ(x − 1)− 2 σ(x) + σ(x+ 1),
is not in X since
fˆ(ξ) =
2− 2 cos(ξ)√
2π ξ2
.
Thus X misses large parts of the approximable function class and Cf may significantly overesti-
mate the number and size of parameters required to approximate a given function. In fact, the
criterion is not expected to be sharp since the class X is insensitive to the choice of activation
function σ and data distribution P.
In [EMW18], E, Ma and Wu introduced the correct function space for ReLU-activated two-
layer neural networks and named it Barron space. It can be seen as the closure of F∞ with
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respect to the path-norm
(1.1) ‖f‖path =
m∑
i=1
|ai|
[|wi|+ |bi|] or ‖f‖path = 1
m
m∑
i=1
|ai|
[|wi|+ |bi|]
instead of the uniform norm. Further background is given in [EMW19a, EMW19b, EW20a].
A related class of functions is also considered from a different perspective in [Bac17], where
it is referred to as F1. One of the motivation for the present paper is to study these two
different perspectives. [Bac17] uses the signed Radon measure representation and establishes
bounds on Rademacher complexity and generalization gap. [EMW18, EMW19a] characterize
the Barron functions using generalized Ridgelet transforms and focus on a priori error bounds
for the generalization error. Related ideas can also be found in [KB16].
Barron space is the largest function space which is well approximated by two-layer neural
networks with appropriately controlled parameters. Target functions outside of Barron space
may be increasingly difficult to approximate by even infinitely wide two-layer networks as di-
mension increases and gradient descent parameter optimization may become very slow in high
dimension, see e.g. [EW20a, WE20]. A better understanding of the function-spaces associated
with classes of neural networks is therefore imperative to understand the function classes which
can be approximated efficiently. In a forthcoming publication, we shall describe Banach spaces
associated to multi-layer networks [EW20b].
In this article, we provide a comprehensive view of the pointwise and functional analytic
properties of ReLU-Barron functions in the case of two-layer networks. We discuss different
representations, the structural properties of their singular set, and their behavior at infinity. In
heuristic terms, we show that the singular set of a Barron function is a countable union of affine
subspaces of dimension ≤ d−1 of Rd. For the first time, this gives an easy to check criterion that
a Lipschitz function cannot be represented as a two-layer network. For example, the distance
function from a curved k-dimensional manifold in Rd is not in Barron space.
Some previous works approach the infinite neuron limit of two-layer neural networks from the
perspective of statistical mechanics where neurons are viewed as exchangeable particles accessed
mostly through their distribution [CB18, MMN18, RVE18, SS20]. In a part of this work, we
present an alternative description in which the particles are indexed, as is the case in practical
applications. The approach is conceptually easy and convenient from the perspective of gradient
flow training, but not suited for variational arguments. The mean field gradient flow of neural
networks is described by a Banach-space valued ODE in this setting rather than a PDE like in
the usual picture. A similar approach was developed for the mean field dynamics of multi-layer
networks in [NP20] under the name of ‘neuronal embeddings’. In the language of that article, we
show that every Barron function can be represented via a neuronal embedding, whereas [NP20]
focusses on the training of parameters from a given initial distribution.
Furthermore, we explore their relationship to classical function spaces in terms of embeddings,
and to two-layer neural networks in terms of direct and inverse approximation theorems. To
provide a comprehensive view of a relatively new class of function spaces, parts of this article
review material from previous publications in a more functional-analytic fashion.
The article is structured as follows. In Section 2, we describe eight different ways to describe
functions in Barron space, which are convenient for dynamic or variational purposes respectively,
or philosophically interesting. Following Section 2, only the representation of Section 2.3 is used
in this work. Section 3 is devoted to the relationship of Barron space to classical function spaces
on the one hand and to finite two-layer neural networks on the other. In two special cases, we
characterize Barron space exactly in Section 4. We conclude by establishing some structural and
pointwise properties for Barron function in Section 5.
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1.1. Notation. If X,Y are measurable space, f : X → Y is measurable and µ is a measure on
X , then we denote by f♯µ the push-forward measure on Y , i.e. f♯µ(A) = µ(f
−1(A)). If µ is a
measure and ρ ∈ L1locµ, we denote by ρ · µ the measure which has density ρ with respect to µ.
All measures will be assumed to be finite and Borel. Since all spaces considered are finite-
dimensional vector spaces or manifolds, they are in particular Polish and thus therefore all
measures considered below are Radon measures.
The norm on the space of Radon measures is ‖µ‖ = supU,V µ(U) − µ(V ) where U, V are
measurable sets. On compact subsets of Rd, the norm is induced by duality with the space
of continuous functions. We observe that ‖f♯µ‖ ≤ ‖µ‖ in general and ‖f♯µ‖ = ‖µ‖ if µ is
non-negative.
See [Bre11] and [EG15] for background information and further terminology in functional
analysis and measure theory respectively.
2. Different representations of Barron functions
There are many equivalent ways to represent Barron functions with different advantages in
different situations. In this section, we discuss eight of them, some of which have previously been
considered in [EMW18, EMW19a]. The main novel contributions of this article are collected in
Sections 2.3, 2.4, 2.5 and 2.8.
To simplify notation, we identify x ∈ Rd with (x, 1) ∈ Rd+1 and abbreviate (w, b) ∈ Rd+1 as
w. In particular, by an abuse of notation, wTx = wTx+ b.
Let P be a probability measure on Rd (or Rd × {1} respectively). We will refer to P as the
data distribution and assume that f has finite first moments. We assume that we are given a
norm | · | on data space Rd+1 (i.e. in the x-variables) and consider the dual norm (also denoted
by | · |) on Rd+1 for the w-variables such that |wTx| ≤ |w| |x|. It will be obvious from context
which norm is used where. Usually, we imagine that | · | = | · |ℓ2 is the Euclidean norm on both
data and parameter space or that |x| = |x|ℓ∞ and |w| = |w|ℓ1 , but the analysis only depends on
duality, not the exact pairing.
2.1. Representation by parameter distribution. A two-layer network with m neurons can
be written as a normalized sum
f(x) =
1
m
m∑
i=1
ai σ(w
T
i ) =
∫
a σ(wT x)πm(da⊗ dw)
where πm =
1
m
∑m
i=1 δ(ai,wi) is the empirical parameter distribution of the network. A natural
way to extend this to infinitely wide networks is to allow any parameter distribution π on the
right hand side. For a general Radon probability measure π on R× Rd+1, we set
fπ(x) =
∫
R×Rd+1
a σ(wTx)π(da ⊗ dw).
The parameter distribution π representing a function f is never unique since fπ ≡ 0 for any
π which is invariant under the reflection T (a, w) = (−a, w). For ReLU activation, a further
degeneracy stems from the fact that z = σ(z)− σ(−z) for any z ∈ R and thus
0 = x+ α− x− α = σ(x+ α)− σ(− (x+ α))− σ(x) + σ(−x)− σ(α) + σ(−α) ∀ α ∈ R.
Finally, we list a two-dimensional degeneracy. Recall that we can represent
x2 = 2
∫
R
1{t>0}σ(x− t) dt for x > 0.
In two dimensions, the function f(x1, x2) = x
2
1+x
2
2 on the unit disk can therefore be represented
by a parameter distribution which is concentrated on the coordinate-axes. Due to rotational
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invariance, the same is true for any other orthonormal basis, or the parameters could be chosen
in a rotationally symmetric fashion.
The Barron norm is the generalization of the path-norm in (1.1). To compensate for the
non-uniqueness in representation, we define
‖f‖B(P) = inf
{∫
R×Rd+1
|a| |w|π(da⊗ dw)
∣∣∣∣ π Radon probability measure s.t. fπ = f P-a.e.} .
The infimum of the empty set is considered as +∞. Clearly
|fπ(x)− fπ(y)| ≤
∫
Rd+2
|a| |wT (x− y)|π(da⊗ dw) ≤ ‖f‖B(P)|x− y|,
so in particular fπ grows at most linearly at infinity. Since P has finite first moments, this means
that fπ ∈ L1(P). We introduce Barron space as
B(P) = {f ∈ L1(P) : ‖f‖B(P) <∞}.
Approaching Barron space through the parameter distribution π is natural from the point of
view that we know the parameters (ai, wi) in applications better than the induced function. It
is also useful, especially when considering dynamics. Namely, let Θ = (ai, wi)
m
i=1 and
fΘ(x) =
1
m
m∑
i=1
ai σ(w
T
i x).
The parameters Θ evolve by the Euclidean gradient flow of a risk functional
R(Θ) =
∫
Rd×{1}
|fΘ − f∗|2(x)P(dx)
if and only if their empirical distribution evolves by the 2-Wasserstein gradient flow of the
extended risk functional
R(π) =
∫
Rd×{1}
|fπ − f∗|2(x)P(dx)
(up to time rescaling). The Wasserstein-distance is computed with respect to the Euclidean
distance on parameter space here. The result is not specific to L2-risk and holds much more
generally. For further details, see [CB18, Proposition B.1] or [Woj20, Appendix A]. The param-
eter distribution picture is available for general two-layer networks regardless of the activation
function.
Remark 2.1. In practice, the weights (ai, wi)
m
i=1 of a neural network are initialized randomly
according to a distribution π0 in such a way that (ai, wi) and (−ai, wi) are equally likely. Such
an initialization gives the network the flexibility to develop features in all relevant directions
during training. In the continuum limit, fπ ≡ 0 at initial time, but
0 <
∫
Rd+2
|a| |w|π(da ⊗ dw).
The upper bound for the Barron norm
‖fΘ‖B(P) ≤
1
m
m∑
i=1
|ai| |wi|
is therefore easy to compute, but not assumed to be particularly tight (at least in the infinite
width limit).
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2.2. Spherical graph representation. By the positive 1-homogeneity of the ReLU activation
we have
fπ(x) =
∫
R×{w 6=0}
a |w|σ
(
w
|w|
T
x
)
π(da⊗ dw)
=
∫
R×Sd
a˜ σ(w˜T x) π˜(da˜⊗ dw˜)
where π˜ = T♯π is the push-forward of π along the map (a, w) 7→ (a |w|, w/|w|). Since π˜ is a
Radon measure, we can apply [ABM14, Theorem 4.2.4] to decompose π˜ into a marginal πˆ on Sd
and conditional probabilities πw on R such that∫
R×Sd
f(a˜, w˜) π˜(da˜⊗ dw˜) =
∫
Sd
(∫
R
f(a, w)πw(da)
)
πˆ(dw)
for every π˜-measurable function f . In particular, the function
w 7→
∫
R
f(a, w)πw(da)
is πˆ-measurable. For a neural network function f(a, w) = a σ(wTx), we find that
fπ(x) =
∫
Sd
(∫
R
a πw(da)
)
σ(wTx) πˆ(dw)
=:
∫
Sd
aˆ(w)σ(wT x) πˆ(dw)
with
aˆ(w) =
∫
R
a πw(da).
We have thus written fπ as a graph over the unit sphere, which we denote by fπˆ,aˆ. The Barron
norm bounds ‖aˆ‖L1(πˆ) ≤ ‖f‖B(P) and equality holds if πw = δaˆ(w) for all w ∈ Sd. We can thus
easily recover π from (πˆ, aˆ). Taking the infimum, we find that
‖f‖B(P) = inf
{
‖aˆ‖L1(πˆ)
∣∣∣∣ πˆ Radon probability measure on Sd, aˆ ∈ L1(πˆ), f = fπˆ,aˆ P− a.e.} .
Remark 2.2. Without loss of generality, we can absorb all variation into the measure πˆ and have
|aˆ| = ‖f‖B(P) almost everywhere. More specifically, note that faˆ,πˆ = faˆ/ρ, ρ·πˆ for any function ρ
such that ρ > 0 if aˆ > 0 and ∫
Sd
ρ(w) πˆ(dw) = 1.
We specify
ρ =
|aˆ|
‖aˆ‖L1(πˆ)
⇒ aˆ
ρ
= sign(aˆ) ‖aˆ‖L1(πˆ).
In particular, the Barron norm can equivalently be written as inf πˆ,aˆ ‖aˆ‖Lp(πˆ) for any p ∈ [1,∞].
The spherical graph representation is specific to positively homogeneous activation functions.
It is not per se useful to us directly, but it provides a link to the representation of Barron
functions by signed measures (Section 2.3) and to random feature models (Section 2.6). Note
that different distributions π may give rise to the amplitude function aˆ and spherical measure
πˆ, so the link to dynamics through Wasserstein gradient flows is lost in this description and all
following ones that are derived from it.
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2.3. Signed measure on the sphere. As in Remark 2.2, all relevant information about the
tuple (aˆ, πˆ) is contained in the signed measure µˆ = aˆ · πˆ. We set
fµˆ(x) =
∫
Sd
σ(wTx) µˆ(dw)
and observe that
‖f‖B(P) = inf
{‖µˆ‖M : µˆ signed Radon measure on Sd, f = fµˆ P− a.e.} .
Here ‖ · ‖M is the total variation norm on the space of Radon measures. The pairing (πˆ, aˆ) is
easily recovered as aˆ is the Radon-Nikodym derivative of µˆ with respect to the normalized total
variation measure |µˆ|/‖µˆ‖.
This perspective is particularly convenient with an eye towards variational analysis. Com-
pactness results in the space of Radon measures are much stronger here since we can restrict
ourselves to the compact parameter space Sd+1. Barron space is isometric to the quotient of the
space of Radon measures on the sphere M by the closed subspace
NP := {µˆ ∈ M | fµˆ = 0 P− a.e.}.
Thus this perspective establishes an otherwise nontrivial result automatically.
Theorem 2.3. B(P)=˜M/NP is a Banach space.
On the other hand, the link to gradient flow dynamics is lost in this picture. Directly optimiz-
ing the measure µm =
∑m
i=1 ai δwi rather than the weights (ai, wi)
m
i=1 was considered in [Bac17]
(for more general activation functions with homogeneity α ≥ 0) and found to be computationally
unfeasible.
Also this perspective is most useful for homogeneous activation functions.
2.4. Linear/nonlinear decomposition in Banach spaces. Finite neural networks are often
presented abstractly as parametrized maps where linear maps Ai (general or convolutional) and
nonlinear maps ρi with a simple componentwise structure alternate. We can use the signed
measure representation to generalize this picture to infinitely wide two-layer networks. Denote
X = C0(Sd),
A1 : R
d+1 → X, A1x = lx where lx(w) = wTx.
The nonlinearity σ is applied componentwise in finite-dimensional spaces, which corresponds to
pointwise application [ρ(f)](w) = σ(f(w)) in function spaces. Finally, we consider a second
linear map
A2 : X → R, A2g = 〈µ, g〉 =
∫
Sd
g(w)µ(dw)
for the signed Radon measure µ and observe that
fµ(x) = (A2 ◦ ρ ◦A1)(x) =: fA2,ρ,A1(x).
The space of Radon measures on Sd agrees with the space of linear maps from X to R, so this
is a precise analogue of the linear/nonlinear decomposition for finite two-layer neural networks.
Note that A1, ρ are fixed and the Barron norm of f is
‖f‖B(P) = inf {‖A2‖X∗ : f = fA2,ρ,A1 P− a.e.} .
Remark 2.4. We can consider linear/nonlinear decompositions in the context of different function
spaces as well. The space of countably wide neural networks F̂∞ is obtained by taking ℓ∞ as
the middle space. The function
f(x) =
∞∑
i=1
ai σ(w
T
i x), |wi| ≡ 1
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is represented by the pairing
A1 : R
d+1 → ℓ∞, [A1x]i = wTi x, A2 : ℓ∞ → R, A1z =
∞∑
i=1
aizi.
For more information, see Remark 3.9.
2.5. Difference of L1-norms. In Section 2.4, we chose the space X and the maps A1, ρ entirely
independently of the function f = fµ which is represented. It is also possible to consider lx as an
element of L1(µ+) ∩ L1(µ−) where (µ+, µ−) is the Hahn decomposition of µ as the difference of
two non-negative Radon measures. Then the space X = Xµ becomes the variable and the map
A2 : Xµ → R, A2g =
∫
Sd
g(w)µ(dw)
is naturally associated. We push this perspective a bit further. For the signed Radon measure µ
on Sd, consider the Hahn decomposition µ = µ+ − µ− and observe that
fµ(x) =
∫
Sd
σ(wT x)µ(dw)
=
1
2
∫
Sd
σ(wT x)− σ(−wTx)µ(dw) + 1
2
∫
Sd
σ(wT x) + σ(−wTx)µ(dw)
=
1
2
∫
Sd
wTxµ(dw) +
1
2
∫
Sd
|wTx|µ(dw)
=
1
2
{(∫
Sd
w µ(dw)
)T
x+
∫
Sd
|wTx|µ+(dw) −
∫
Sd
|wT x|µ−(dw)
}
=
1
2
{(∫
Sd
w µ(dw)
)T
x+ ‖lx‖L1(µ+) − ‖lx‖L1(µ−)
}
where again lx : R
d+1 → R, lx(w) = wTx. Of course, the same identity holds for any measure
pair (µ+, µ−) such that µ
+ − µ− = µ for any µ ∈ M such that fµ = f . The Barron norm is
‖f‖B(P) = inf
{
‖µ+‖M + ‖µ−‖M
∣∣∣∣ µ+, µ− finite (non-negative) Radon measures on Sd,
f(x) =
1
2
[(∫
Sd
wµ(dw)
)T
x+ ‖lx‖L1(µ+) − ‖lx‖L1(µ−)
]
P− a.e.
}
This description is specific positively one-homogeneous activation functions, i.e. ReLU or leaky
ReLU. It gives a unique geometric interpretation, but whether or not it can be used productively
to obtain new insight remains open.
2.6. Union of random feature spaces. We explore one last interpretation of Barron space
which derives from the spherical graph representation. Assume that π is a fixed (Borel) proba-
bility measure on the sphere Sd. Then we define the random feature space
RFπ,P =
{
f : Rd → R
∣∣∣∣ ∃ a ∈ L2(π) s.t. f(x) = ∫
Sd
a(w)σ(wT x)π(dw) P− a.e.
}
equipped with the norm ‖f‖RFpi = infa ‖a‖L2(π). By Remark 2.2, we have
B(P) =
⋃
π∈P(Sd)
RFπ,P, ‖f‖B(P) = inf
π∈P(Sd)
‖f‖RFpi,P
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where P(Sd) denotes the space of Borel probability measures on Sd. The random feature spaces
RFπ,P are really reproducing kernel Hilbert spaces for the kernel
kπ(x, x
′) =
∫
Sd
σ(wTx)σ(wT x′)π(dw),
see [RR08, Proposition 4.1]. From a practical perspective, random feature models also take the
shape
f(x) =
∑
i
ai σ(w
T
i x),
but only the variables ai are trained while the ‘features’ wi are fixed at initialization. The
resulting models are linear and therefore easier to optimize, but less expressive.
2.7. Signed measure on parameter space. We can generalize the parameter distribution
representation of Section 2.1 by allowing general signed Radon measures µ in the place of ρ, i.e.
fµ(x) =
∫
R×Rd+1
a σ(wTx)µ(da ⊗ dw).
Unlike in Section 2.3, µ is a signed measure on the whole space Rd+2 here. This representation
does not rely on the homogeneity of ReLU activation. The Barron norm is
‖f‖ = inf
{µ|fµ=f}
∫
R×Rd+1
|a| |w| |µ|(da⊗ dw)
where |µ| = µ+ + µ− is the total variation measure of µ. At first glance, the space seems larger
and the norm smaller than before. We show that this is not the case.
For λ ∈ R, denote T λ : R × Rd+1 → R × Rd+1, T λ(a, w) = (λa,w). For a map ψ : X → Y
between sets and a signed measure ν on X , denote by ψ♯ν the push-forward measure on Y . Note
that ‖ψ♯ν‖ ≤ ‖ν‖ and that equality holds for positive measures. Then
π :=
1
2
[
1
‖µ+‖T
2‖µ+‖
♯ µ+ +
1
‖µ−‖T
−2‖µ−‖
♯ µ−
]
satisfies fπ = fµ and∫
R×Rd+1
|a| |w|π(da ⊗ dw) =
∫
R×Rd+1
|a| |w| |µ|(da⊗ dw).
2.8. Indexed particle perspective. All representations of two-layer networks discussed above
were invariant under the natural symmetry
f(x) =
1
m
m∑
i=1
asi σ(w
T
six)
where s ∈ Sm is a permutation of the indices. We say that the particles are exchangable.
Nevertheless, in all practical applications particles (a, w) are indexed by i ∈ {1, . . . ,m}. We now
develop a parametrized perspective of neural networks. Note that
f(x) =
1
m
m∑
i=1
ai σ(w
T
i x) =
∫ 1
0
aθ σ(w
T
θ x) dθ
where aθ = ak and wθ = wk for
k−1
m ≤ θ < km . Using scaling invariance on finite networks, we
may assume that |w| ≡ 1 and obtain a uniform L1-bound on a. More generally, for a ∈ L1(0, 1)
and w ∈ L∞((0, 1);Sd) (or a, w ∈ L2) we define
f(a,w)(x) =
∫ 1
0
aθ σ(w
T
θ x) dθ
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and
‖f‖B′(P) = inf
{(a,w):f=fa,w}
∫ 1
0
|aθ| |wθ| dθ, B′(P) = {f ∈ C0,1loc (Rd) : ‖f‖B′(P) <∞}.
This perspective is fundamentally different from the previous ones, and it is not immediately
clear whether the spaces B(P) and B′(P) coincide. We prove this as follows.
Assume that f ∈ B′(P). Then
f(x) =
∫ 1
0
aθ σ(w
T
θ x) dθ =
∫
R×Rd+1
a σ(wT x)
(
(a¯, w¯)♯L1|(0,1)
)
(da⊗ dw)
where (a¯, w¯)♯L1|(0,1) denotes the push-forward of one-dimensional Lebesgue measure on the unit
interval along the map (a¯, w¯) : (0, 1)→ Rd+2. Thus B′(P) is a subspace of B(P).
Before we prove the opposite inclusion, we recall an auxiliary result.
Lemma 2.5. (1) There exists a bijective measurable map φ : [0, 1]d → [0, 1].
(2) Let π¯ be any probability measure on R. Then there exists a measurable map ψ : [0, 1]→ R
such that π¯ = ψ♯L1.
Proof. Claim 1. For 1 ≤ i ≤ d, we can write xi =
∑∞
k=1 α
i
k10
−k with αik ∈ {0, . . . , 9}. The map
aik : Q→ {0, . . . , 9} aik(x) = αik satisfies
(aik)
−1({α}) = [0, 1]i−1×
⋃
β1,...,βk−1∈{0,...,9}
k−1∑
j=1
βj10
−j + α 10−k,
k−1∑
j=1
βj10
−j + (α+ 1) 10−k
×[0, 1]d−i
and is therefore measurable. Thus also the maps
φm : Q→ [0, 1], φm(x) =
m∑
k=0
d∑
i=1
αik+1(x) 10
−(kd+i)
and their pointwise limit
φ : Q→ [0, 1], φ(x) =
∞∑
k=0
d∑
i=1
αik+1(x) 10
−(kd+i)
are measurable. They are also bijective since each point is represented uniquely by its decimal
representation (since we excluded trailing 9s). If φ(x) = φ(y), then all coordinates of x and y
have the same decimal expansion and thus are the same point. On the other hand, for z ∈ [0, 1],
it is easy to define x = φ−1(z).
Claim 2. This is a well-known result in probability theory and used in numerical imple-
mentations to create random samples from distributions by drawing a random sample from the
uniform distribution on (0, 1) and applying a suitable transformation. The map ψ = χ−1 for
χ : R → [0, 1], χ(z) = π¯(−∞, z] satisfies the conditions. χ is monotone increasing, but usually
not strictly. In this case, we choose the left-continuous version of the derivative. For details, see
e.g. [Kle06, Satz 1.104] and its proof. 
Now assume that f ∈ B(P). Then we can describe f as a spherical graph, i.e. f(x) =∫
Sd a(w)σ(w
T x)π(dw) for a probability measure π and an amplitude function a ∈ L1(π). We
may assume that a is defined on the whole space (e.g. by a ≡ 0 outside Sd). Denote φ˜ =
φ ◦ [ 12 (·+ 1)] : [−1, 1]d → [0, 1] and π¯ = φ˜♯π, wˆ : [0, 1]→ Q, wˆθ = φ˜−1(θ). By definition we have∫
[0,1]
a(wˆθ)σ(wˆθx) π¯(dθ) =
∫
[−1,1]d
a(w)σ(wT x)π(dw)
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=
∫
Sd
a(w)σ(wT x)π(dw).
The measure πˆ is highly concentrated and we use the second claim from Lemma 2.5 to normalize
it. Namely, take ψ : [0, 1]→ [0, 1] as described. Then
f(x) =
∫
[0,1]
a(wˆθ)σ(wˆθx) π¯(dθ)
=
∫
[0,1]
a(wˆθ)σ(wˆθx)ψ♯L1(dθ)
=
∫ 1
0
a(wˆψ(θ))σ(wˆ
T
ψ(θ)x) dθ.
In particular, we note that wˆψ(θ) = (φ˜
−1 ◦ ψ)(θ) ∈ Sd almost surely and set aθ = a(φ˜−1 ◦ ψ(θ)),
wθ = φ˜
−1 ◦ ψ(θ). We thus find that B(P) ⊆ B′(P). The same argument implies that ‖ · ‖B(P) =
‖ · ‖B′(P).
Remark 2.6. Similarly as in Remark 2.2, we can reparametrize the maps a, w by
a˜θ = aρ(θ) ρ
′(θ), w˜θ = wρ(θ)
for any diffeomorphism ρ : (0, 1)→ (0, 1) and in particular achieve that |a˜| is constant.
Remark 2.7. While elementary, the construction made use of highly discontinuous measurable
maps and reparametrizations. If we allowed general probability measures on [0, 1], we could fix
the map w instead to be a (Ho¨lder-continuous) space-filling curve in Sd.
The indexed particle representation is easy to understand, but has clear drawbacks from the
variational perspective. The norm does not control the regularity of the map w, which means
that at most, we obtain weak compactness for w under norm bounds. After applying σ, we
cannot pass to the limit in fan,wn even in weak norms, and variational results like the Inverse
Approximation Theorem 3.7 cannot be obtained in the indexed particle representation. Much
like the parameter distribution representation, indexed particles are on the other hand convenient
from a dynamic perspective.
Lemma 2.8. Let f(x) = 1m
∑m
k=1 ak σ(w
T
k x) where the parameters Θ = {ak, wk}mk=1 evolve
under the time-rescaled gradient flow
Θ˙ = −m∇R(Θ), R(Θ) =
∫
ℓ(fΘ(x), y)P(dx ⊗ dy)
for a sufficiently smooth and convex loss function ℓ. Then the functions
a(t, θ) = ak(t) and w(t, θ) = wk(t) for
k − 1
m
≤ θ < k
m
evolve by the L2-gradient flow of
R(a, w) =
∫
ℓ(f(a,w)(x), y)P(dx ⊗ dy).
We assume that the gradient flow for finitely many parameters exists. This can be established
by the Picard-Lindelo¨ff theorem if σ is sufficiently smooth. For ReLU activation, existence of a
classical gradient flow is guaranteed if P is a suitable population risk measure, see [Woj20].
Proof. All functions lie in L2 for all times since they are given by finite step functions. Let
ψ ∈ L2[0, 1]. We compute that
d
dε
∣∣∣∣
t=0
R(a+ εψ,w) =
∫
(∂1ℓ)(f(a,w)(x), y)
d
dε
∣∣∣∣
ε=0
f(a+εψ,w)P(dx⊗ dy
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=
∫
(∂1ℓ)(f(a,w)(x), y) f(ψ,w)P(dx⊗ dy)
=
∫ (∫
(∂1ℓ)(f(a,w)(x), y)σ(w
T
θ x)P (dx ⊗ dy)
)
ψ(θ) dθ
δaR(a, w) =
∫
(∂1ℓ)(f(a,w)(x), y)σ(w
T
θ x)P (dx ⊗ dy)
since f(a,w) depends on a linearly. For
k−1
m ≤ θ < km , this is precisely m times the gradient of
R(Θ) with respect to ak. The same result holds for wk. The key point is that the gradient flow
is defined entirely pointwise and the only interaction between a(θ1), a(θ2) for θ1 6= θ2 (or w, etc.)
is through the function f(a,w). 
The gradient flow has no smoothing effect and preserves step functions for all time. Note that
the normalization |w| ≡ 1 is not preserved under the gradient flow.
Remark 2.9. This is a novel parametrized perspective on mean field gradient flows which avoids
the technicality of Wasserstein spaces, similar to the approach put forth in [NP20] for multi-layer
networks. In particular, for suitable initial conditions we can describe mean field gradient flow
training by ODEs in L2((0, 1);Rd+2) instead of Wasserstein gradient flows/continuity equations
on Rd+2.
In [NP20], the authors consider a parametrized approach to multi-layer neural networks with
weights that take values in a separable Hilbert space and neurons that are indexed by a (constant
in time) probability space. The weights in the infinite neuron limit are related to finite neuron
ensembles by the initial condition, assuming that the initial law of neurons is described by the
initial condition of the weight functions on the underlying probability space.
In this section, we have shown that the classes of functions which can be represented in this
way by weight functions on the fixed space (0, 1) and more classical classes of Barron functions
are equivalent. In particular, any initial condition (and thus any infinite neuron evolution) which
can be realized in the Wasserstein gradient flow picture, can also be realized in the ODE picture.
3. Properties of Barron space
By Theorem 2.3, we know that B(P) is a Banach space. In the next section, we will characterize
B(P) up to isometry in two special cases and conclude that generally, B(P) is neither reflexive nor
separable. Here we will discuss the relationship of Barron space with classical function spaces on
the one hand and finite two-layer networks on the other. Most results in this section are known
in other places; some are reproved to illustrate the power of different parametrizations.
3.1. Relationship with other function spaces. We briefly explore the relationship of Barron
space and more classical function spaces. We begin by the relationship to the Barron class X
discussed in the introduction. Denote by fˆ the Fourier transform of a function f and
‖f‖X =
∫
Rd
∣∣fˆ(ξ)∣∣ |ξ| dξ, X = {f ∈ L1loc(Rd) : ‖f‖X <∞}.
Clearly, X is a Banach space. We recall a classical result in modern terms.
Theorem 3.1. [Bar93, Proposition 1 and Section IX, point 15]
(1) Let s > d2 + 1. Then H
s(Rd) embeds continuously into X.
(2) Assume that spt(P) is bounded. Then X embeds continuously in B(P) with constant
4 supx∈spt(P) |x|.
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The second statement is only implicit in the proof of [Bar93, Proposition 1], which proceeds
by showing that
X ⊆ conv(F∞) = B(P).
So every sufficiently smooth function is Barron, see also [Woj20, Appendix B.3] for the proof in
the context of fractional Sobolev spaces.
Remark 3.2. The smoothness required to show that a function is Barron increases with dimension.
Depending on the purpose, the space Hs(Rd) can be fairly large when s > d2 + 1. For example,
there are Hs-functions for which Sard’s theorem fails. Thus we conclude that Sard’s theorem
does not hold in B(P) if the data-distribution P is truly high-dimensional.
On the other hand, every Barron function is at least Lipschitz continuous.
Theorem 3.3. Assume that P is a Borel probability measure with finite first moment. Denote
by C0,1(P) the space of (possibly unbounded) Lipschitz functions with the norm
‖f‖C0,1(P) = ‖f‖L1(P) + sup
x 6=y
|f(x)− f(y)|
|x− y| .
Then B(P) embeds continuously into C0,1(P).
Proof. We represent f = fµ by a signed Radon measure on S
d. Then
|f(x)− f(y)| =
∣∣∣∣∫
Sd
σ(wT x)− σ(wT y)µ(dw)
∣∣∣∣
≤
∫
Sd
|wT (x− y)| |µ|(dw)
≤ |x− y| ‖µ‖M.
By taking the infimum over µ, we find that
sup
x 6=y
|f(x)− f(y)|
|x− y| ≤ ‖f‖B(P)
for all f ∈ B(P). Note that fµ is defined on the whole space, so
|fµ(0)| =
∫
Sd
σ(wd+1)µ(dw) ≤ ‖f‖B(P)
is well-defined even if 0 /∈ sptP. Thus
‖f‖L1(P) ≤
∫
Rd
|fµ(0)|+ |fµ(x)− fµ(0)|P(dx)
≤ ‖f‖B(P)
[
1 +
∫
Rd
|x|P(dx)
]

Remark 3.4. If P has bounded support, C0,1(P) = C0,1(sptP) with equivalent norms, where
‖f‖C0,1(K) = ‖f‖L∞(K) + sup
x 6=y
|f(x)− f(y)|
|x− y|
for any compact set K ⊂ Rd. Even if P has unbounded support, we can consider an equivalent
norm
‖f‖′C0,1 = |f(a)|+ sup
x 6=y
|f(x)− f(y)|
|x− y|
for any fixed a ∈ spt(P).
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Remark 3.5. Barron space also embeds into the compositional function space for infinitely deep
ResNets [EMW19a, Theorem 9]. The additive constant in the statement can be eliminated in
the proof or simply by a scaling argument.
Remark 3.6. B(P) has favorable properties in the context of statistical learning theory. Namely,
the unit ball in B(P) has low Rademacher complexity [EMW19a, Theorem 6] and thus low
generalization error [EMW18, Theorem 4.1].
3.2. Relationship to two-layer networks. In Section 2, we derived eight different repre-
sentations for general Barron functions. While Barron space is a natural model for infinitely
wide two-layer networks, it is not the only possible choice and parameter initialization is key in
determining the correct limiting structure.
The generalization bounds mentioned in Remark 3.6 are one reason why the path-norm on a
neural network is considered in the first place; another is that it is easy to bound in terms of the
network weights. The direct and inverse approximation theorems (Theorems 3.7 and 3.8 below)
establish that the correct space to consider the infinite neuron limit in under this norm is Barron
space. Theorem 3.10 shows that the space is stable under gradient-flow dynamics.
Theorem 3.7 (Compactness and Inverse Approximation). Let fm(x) =
∑Nm
i=1 a
m
i σ
(
(wmi )
Tx
)
for some Nm <∞ and assume that
∑Nm
i=1 |ai| |wi| ≤ 1 for all m ∈ N.
(1) If P has finite p-th moments, then there exists a subsequence mk → ∞ and f ∈ B(P)
such that fmk → f strongly in Lq(P) for all q < p.
(2) If P has compact support, then the convergence even holds in C0,α(sptP) for all α < 1.
Thus Barron space includes the limiting objects of norm-bounded finite neural networks, i.e.
Barron space is large enough to include all relevant models for infinitely wide neural networks
(with finite path-norm). The theorem was originally proved in [EMW19a, Theorem 5]. We
reprove it here using the signed Radon measure representation.
Proof. General set-up. Without loss of generality, we assume that wmi 6= 0 for all i,m. We
can write fm(x) =
∫
Sd σ(w
Tx)µm(dw) where µm =
∑Nm
i=1 a
m
i |wmi |δwmi /|wmi |. The norm bound
corresponds to the estimate ‖µm‖M ≤ 1, so by the compactness theorem for Radon measures
[EG15, Section 1.9], there exist a subsequence of µm (relabelled) and a finite Radon measure µ
on Sd such that µm
∗
⇀ µ, i.e.∫
g(w)µm(dw)→
∫
g(w)µ(dw) ∀g ∈ C0(Sd).
In particular, fµm → fµ pointwise almost everywhere.
Compact support. If spt(P) is bounded, then fm = fµm is bounded in C
0,1(sptP), since
B(P) −֒→ C0,1(sptP) continuously. Since C0,1(sptP) −֒→ C0,α(sptP) compactly for all α < 1,
we find that there exists f∗ ∈ C0,1(sptP) such that fm → f∗ strongly in C0,α(sptP). Clearly
f∗ = fµ.
Bounded moments. If the p-th moment of P is bounded, then fm is uniformly bounded in
Lp(P) due to the bound on fµm(0) and the uniform Lipschitz condition. For all R > 0, we find
that∫
Rd
|fm − fµ|q P(dx) ≤
∫
Rd
min{|fm − fµ|, R}q P(dx) +
∫
Rd
max{|fm − fµ| −R, 0}q P(dx)
≤
∫
Rd
min{|fm − fµ|, R}q P(dx) + 2Rq−p
∫
Rd
[
1 + |x|]p P(dx)
by Chebyshev’s inequality. The first term on the right converges to 0 as m → ∞ due to the
dominated convergence theorem while the second term converges to zero when we take R→∞
in a second step. 
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Conversely, any function in B(P) can be approximated by finite networks in L2(P).
Theorem 3.8 (Direct Approximation). Assume that P has finite second moments and let f ∈
B(P). Then for any m ∈ N there exist ai, wi such that∥∥∥∥∥f −
m∑
i=1
ai σ(w
T
i ·)
∥∥∥∥∥
L2(P)
≤ 2 ‖f‖B(P)√
m
,
m∑
i=1
|ai| |wi| ≤ 2 ‖f‖B(P).
In this sense, Barron space is the smallest Banach space which contains all finite neural
networks. The result can be deduced from Hilbert space geometry [Bar93, Theorem 1 and
Lemma 1] or Monte-Carlo integration [EMW19a, Theorem 4]. Both proofs use probabilistic
arguments and the normalized representation
fm(x) =
1
m
m∑
i=1
ai σ(w
T
i x), f(x) =
∫
Rd+2
a σ(wTx)π(dw)
where the variables (ai, wi) are drawn iid from the distribution π. If spt(P) ⊆ BR(0), we deduce
by interpolation that∥∥∥∥∥f −
m∑
i=1
ai σ(w
T
i ·)
∥∥∥∥∥
Lp(P)
≤ C ‖f‖Bm−1/p ∀ p ∈ [2,∞).
Remark 3.9. We can represent finite neural networks equivalently as f(x) =
∑m
i=1 ai σ(w
T
i x) or
f(x) = 1m
∑m
i=1 a
′
i σ(w
T
i x) with a
′
i = mai.
The second expression already resembles a Riemann sum or Monte-Carlo integral, so we easily
passed to the infinite neuron limit in the parameter distribution representation in Section 2.1.
The first expression on the other hand is an unnormalized sum, and at first glance it appears
that the limit should be a countable series as is the case for spaces of polynomials, Fourier series
or eigenfunction expansions. Clearly this heuristic fails, since both representations induce the
same continuum limit given their natural path norms. The difference to the usual setting is
that the sum is not an expansion in a fixed basis. A better way to pass to the limit in the
unnormalized sum representation is given in the proof of Theorem 3.7.
The class of countably wide two-layer networks
F̂∞ =
{
∞∑
i=1
ai σ(w
T
i x)
∣∣∣∣ ∞∑
i=1
|ai| |wi| <∞
}
is a closed subspace of B(P) since the strong limit of a sequence of measures µn, each of which is
given by a sum of countably many atoms, is also a sum of countably many atomic measures. F̂∞
can be described as a space of linear/non-linear decompositions fA2,ρ,A1 with a sequence space
in the middle, see Remark 2.4. The closure of the unit ball of F̂∞ in the L2(P)-topology is the
unit ball of B(P) by the inverse and direct approximation theorems, which is one reason why we
prefer B(P) over F̂∞.
Another reason is this: Each function σ(wT ·) = max{wTx+wd+1, 0} fails to be differentiable
along the space {(x, 1) : wTx+wd+1 = 0}. It is easy to see that a function in F̂∞ is either affine
linear (if the singular sets coincide and the discontinuities cancel out) or fails to be C1-smooth.
In particular, the Barron criterion fails for all countably wide two-layer networks: F̂∞∩X = {0}.
For those reasons we consider Barron space the correct function space for two-layer neural
networks with controlled path norms. In addition, Barron space is stable under gradient flow
training in the following sense. Recall that in the ‘mean field’ regime, parameter optimization
for two-layer networks is described by Wasserstein gradient flows, see [CB18, Proposition B.1] or
[Woj20, Appendix A].
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Theorem 3.10. [Woj20, Lemma 3.3] Let π0 be a parameter distribution on Rd+2 such that
N0 :=
∫
Rd+2
a2 + |w|2ℓ2 π0(da⊗ dw) <∞.
Assume that πt evolves by the 2-Wasserstein gradient flow of a risk functional
R(π) =
∫
Rd×R
ℓ
(
fπ(x), y
)
P(dx⊗ dy)
where ℓ is a sufficiently smooth convex loss function. Then there exists c¯ > 0 such that
c¯ ‖fπt‖B(P) ≤
∫
Rd+2
a2 + |w|2 π0(da⊗ dw) ≤ 2 [N0 +R(π0) t] ∀ t > 0
and lim supt→∞ t
−1‖fπt‖B(P) = 0.
The constant c¯ depends on the equivalence constant between the Euclidean norm on Rd and
the norm on w, which is chosen to be dual to the norm which we consider on data space Rd (i.e.
in the x-variables). Consequences of this result are explored in [WE20].
Remark 3.11. There are other function spaces for two-layer networks. In a highly overparametrized
scaling regime and given a suitable initialization, the gradient descent dynamics of network pa-
rameters are determined by an infinitely wide random feature model, the ‘neural tangent kernel’.
Even at initialization, parameters are usually chosen such that the path norm of a two-layer
network with m neurons scales like
√
m. Instead, a, w are chosen randomly in such a way that
E
[∑
i
|ai|2|wi|2
]
= 1
(Xavier initialization). This model will be described from a functional analytic point of view in
a future article [EW20c].
4. Special cases
4.1. One-dimensional Barron functions. Recall that B(P) does not depend on P, but only
the collection of P-null sets. Since Barron functions are (Lipschitz-)continuous, we observe that
fµ = fν P-almost everywhere if and only if fµ ≡ fν on spt(P). For a closed set A we therefore
denote B(A) = B(P) for any P such that spt(P) = A.
The first example was originally given in [EW20a, Remark A.5]. It shows in a very broad
sense that one-dimensional Barron space is the largest space with a weak second-order structure.
Example 4.1. B[0, 1] is the space of functions whose first derivative is in BV (0, 1)/whose distri-
butional derivative is a Radon measure on [0, 1]. The norm
‖f‖′ = |f(0)|+ |f ′(0)|+ ‖f ′′‖M[0,1]
is equivalent to ‖ · ‖B[0,1].
Proof. Inclusion in Barron space. Assume for the moment that f ∈ C2[0, 1]. Then
f(x) = f(0) +
∫ x
0
f ′(ξ) dξ
= f(0) +
∫ x
0
f ′(0) +
∫ ξ
0
f ′′(s) ds dξ
= f(0) + f ′(0)x+
∫ x
0
(x − ξ) f ′′(ξ) dξ
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= f(0)σ(1) + f ′(0)σ(x) +
∫ 1
0
f ′′(ξ)σ(x − ξ) dξ
and thus ‖f‖B[0,1] ≤ ‖f‖′. The result holds by approximation also if the second derivative is
merely a measure.
Opposite inclusion. If f ∈ B[0, 1], there exists a Radon measure µ on S1 such that
f(x) =
∫
S1
σ(wx + b)µ(dw ⊗ db)
= µ({0, 1)})σ(1) +
∫
{w>0}
σ
(
w
|w|x+
b
|w|
)
|w|µ(dw ⊗ db) +
∫
{w<0}
σ
(
w
|w|x+
b
|w|
)
|w|µ(dw ⊗ db)
= µ({0, 1)})σ(1) +
∫
R
σ(x + b˜) µ˜1(db˜) +
∫
R
σ(−x+ b˜)µ2(db˜)
where µ1,2 = T♯µ is the push-forward of the measure |w| · µ on the domain w > 0 or w < 0
respectively along the map
T : R2\ → R, (w, b) 7→ b|w| .
We note that or x ∈ [0, 1] we have σ(x+ b˜) = 0 if b˜ < −1 and∫
R
σ(x + b˜) µ˜1(db˜) =
∫ 0
−1
σ(x + b˜) µ˜1(db˜) +
∫ ∞
0
σ(x+ b˜) µ˜1(db˜)
=
∫ 0
−1
σ(x + b˜) µ˜1(db˜) +
(∫ ∞
0
1 µ˜(db˜)
)
x+
(∫ ∞
0
b˜ µ˜(db˜)
)
∫
R
σ(−x+ b˜)µ2(db˜) =
∫ 1
0
σ(−x+ b˜)µ2(db˜) +
(∫ 0
−∞
1 µ˜2(db˜)
)
x+
(∫ 0
−∞
b˜ µ˜2(db˜)
)
.
We can ignore the linear terms when computing the (distributional) second derivative. We claim
that f ′′µ = µ˜
1+(−id)♯µ˜2. This is easily verified formally by noting that σ′′ = δ, i.e. σ is a Green’s
function for the Laplacian in one dimension.
More formally, take g ∈ C∞c (0, 1) and use Fubini’s theorem and integration by parts to obtain∫ 1
0
(∫ 1
0
σ(−x + b˜)µ2(db˜)
)
g′′(x) dx =
∫ 1
0
(∫ b˜
0
(b˜− x) g′′(x) dx
)
µ˜2(db˜)
=
∫ 1
0
(
0−
∫ b˜
0
(−1)g′(x) dx
)
µ˜2(db˜)
=
∫ 1
0
g(b˜)µ2(db˜).
The boundary terms vanish since g(0) = g′(0) = 0 and b˜ − b˜ = 0. The same argument can be
applied to the second term. We have shown more generally that |f(0)| + |f ′(0)| ≤ C ‖f‖B[0,1]
and finally observe that
‖f ′′‖M[0,1] ≤ ‖µ˜2‖M[0,1] + ‖µ˜1‖[−1,0] ≤
∫ 1
0
√
1 + b˜2
∣∣µ˜2∣∣(db˜) + ∫ 0
−1
√
1 + b˜2
∣∣µ˜1∣∣(db˜) ≤ ‖µ‖.
Taking the infimum over µ, we find that also ‖f ′′‖M[0,1] ≤ ‖f‖B[0,1]. 
In particular, since the space of Radon measures is neither separable nor reflexive, we deduce
that generally B(P) is neither separable nor reflexive.
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Remark 4.2. The same argument shows that B(R) is isomorphic to the space of functions whose
second derivatives are finite Radon measures with finite first moments and the norm
‖f‖′B(R) = |f(0)|+ |f ′(0)|+
∫
R
√
1 + b2 |f ′′|(db).
In particular, non-constant periodic functions are never in B(R).
Remark 4.3. BV (0, 1) embeds into L∞(0, 1). Barron space is a proper subspace of the space
of Lipschitz functions (function whose first derivative lies in L∞) and – heuristically – we can
imagine it to be roughly as large in the space of Lipschitz functions as BV is in L∞.
Remark 4.4. B[0, 1] is an algebra (i.e. if f, g ∈ B[0, 1] then also fg ∈ B[0, 1]). This is generally
not true, see Remark 5.11.
4.2. Positively one-homogeneous Barron functions. It has been recognized since [Bac17]
that the space of positively homogeneous Barron functions is significantly easier to understand
than full Barron space.
Denote by RPd−1 the d − 1-dimensional real projective space, i.e. the space of undirected
lines in Rd, which we represent as the quotient RPd−1 = Sd−1/ ∼ of the unit sphere under the
equivalence relation which identifies w and −w. Without loss of generality, we assume that x,w
are normalized with respect to the Euclidean norm on Rd.
Example 4.5. Set Bhom(Rd) = {f ∈ B(P) : f(rx) = r f(x)∀ r > 0}. Then Bhom(P) is isomorphic
to the product space M(RPd−1) × Rd where M(RPd−1) denotes the space of Radon measures
on d− 1 dimensional real projective space.
Proof. Dimension reduction. Let f = fµ ∈ B(Rd) be a positively one-homogeneous function.
Then for any λ > 0, the identity
f(x) =
f(λx)
λ
=
∫
Sd
σ
(
wT (λx) + b
)
λ
µ(dw ⊗ db)
=
∫
Sd
σ
(
wTx+
b
λ
)
µ(dw ⊗ db)
holds. We can pass to the limit λ→∞ by the dominated convergence theorem and obtain
f(x) =
∫
Sd
σ(wT x)µ(dw ⊗ db)
=
∫
Sd
σ
(
w
|w|
T
x
)
|w|µ(dw ⊗ db)
=
∫
Sd−1
σ(wTx) µˆ(dw)
where µˆ is the push-forward of |w| · µ along the map (w, b) 7→ w. Clearly ‖µˆ‖ ≤ ‖µ‖, so without
loss of generality we may assume that f ∈ Bhom is represented by a measure µ on Sd−1.
Odd-even decomposition. If µ is a signed Radon measure on Sd, we decompose µ =
µeven + µodd where
µeven =
µ+ T♯µ
2
, µodd =
µ− T♯µ
2
, T : Sd−1 → Sd−1, T (x) = −x.
Note that
‖µeven/odd‖ ≤ ‖µ‖+ ‖T♯µ‖
2
= ‖µ‖, ‖µ‖ = ∥∥µeven + µodd∥∥ ≤ ‖µeven‖+ ‖µodd‖.
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In particular,
‖f‖Bhom = inf
{µ:fµ=f}
‖µodd‖M(Sd−1) + ‖µeven‖M(Sd−1)
is equivalent to the norm on Bhom induced by the norm of B(Rd). We further find that
fµ(x) =
∫
Sd
σ(wT x)µ(dw)
=
∫
Sd
σ(wT x) + σ(−wTx)
2
+
σ(wT x)− σ(−wTx)
2
µ(dw)
=
1
2
∫
Sd
|wTx| (µeven + µodd)(dw) + 1
2
(∫
Sd
wT (µeven + µodd)(dw)
)T
x
=
1
2
∫
Sd
|wTx|µeven(dw) + 1
2
(∫
Sd
wT µodd(dw)
)T
x
since the other integrals drop out by symmetry. In particular, fµ naturally decomposes into an
even part fevenµ = fµeven , and a linear (in particular odd) part f
lin. Clearly
fµ ≡ fµ′ ⇔ fevenµ = fevenµ′ , f linµ = f linµ′ .
Linear part. The linear function f(x) = αTx is ‖α‖-Lipschitz, so ‖f‖B ≥ ‖α‖. On the other
hand,
f = fµ where µ = ‖α‖
[
δα/‖α‖ − δ−α/‖α‖
] ⇒ ‖f‖ ≤ 2 ‖α‖.
Taking the infimum over all odd measures shows that
‖α‖ ≤ ‖µodd‖ ≤ 2 ‖α‖.
Even part. We can interpret µeven as a signed Radon measure on RPd−1. To conclude the
proof, it suffices to show that the map µeven 7→ fµeven is injective. Assume that fµeven = 0, i.e.∫
Sd−1
|wTx|µeven(dw) = 0 ∀ x ∈ Sd−1.
We first consider the case d = 2 and identify Sd−1 = (0, 2π) via the usual map φ 7→ (cosφ, sinφ).
Write
x = (cos θ, sin θ), 〈x,w〉 = cos θ cosφ+ sin θ sinφ = cos(φ− θ).
Claim: The space generated by the family {cos(· − θ)}θ∈[0,2π) is C0-dense in the space of
continuous π-periodic functions on R. Proof of claim: Note that f(φ) = | cosφ| satisfies
f ′′ + f = −∑k∈Z δkπ , so if g is a π-periodic C2-function, then for any θ ∈ [0, 2π)
lim
h→0
∫ 2π
0
[ | cos |(φ+ h− θ)− 2 | cos |(φ− θ) + | cos |(φ− h− θ)
h2
+ | cos |(φ− θ)
]
g(φ) dφ = −2 g(θ).
For any ε > 0, we can choose h sufficiently small and approximate the integral by a Riemann
sum with N terms in such a way that
sup
θ
∣∣∣∣∣
N∑
i=1
g(φi)
2
[ | cos |(φi + h− θ)− 2 | cos |(φi − θ) + | cos |(φi − h− θ)
h2
+ | cos |(φi − θ)
]
− g(θ)
∣∣∣∣∣ < ε.
Up to rearranging the sum and passing back to the original coordinates, this proves the claim
since C2 is dense in C0. 
Now let d ≥ 2. By the two-dimensional result, every function of the form f(x) = g(|〈x, v〉|) can
be approximated arbitrarily well in any fixed plane spanned by v and any v˜⊥v in a way which is
constant in directions orthogonal to the plane. By averaging the approximating functions fv˜ over
the choice of plane, we find that f can be approximated arbitrarily well by functions of the form
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|〈w, x〉| on the whole sphere. Cancellations do not occur since the function (asymptotically) only
depends on one the direction which all planes share. Again, we replace the averaging integral by
a Riemann sum.
By a weaker version of the Universal Approximation Theorem [Cyb89], sums of functions
depending only on a single direction (ridge functions) are dense in C0(Sd−1). 
Remark 4.6. We observe that the kernel of the map
M(Sd−1)→ C0,1(Sd−1), µ 7→ fµ
is the subspace
N =
{
µ ∈M(Sd−1)
∣∣∣∣ (−id)♯µ = −µ, ∫
Sd−1
wµ(dw) = 0
}
.
Remark 4.7. Since the space of Radon measures is not separable or reflexive for d ≥ 2, neither is
Bhom. The space Bhom is a closed subspace of B(Rd), so B(Rd) is neither separable nor reflexive.
Example 4.8. Some functions in Bhom are
(1) σ(wTx) for any w ∈ Rd.
(2) the Euclidean norm f(x) = ‖x‖ℓ2 . Up to constant, we can write f as an average over
σ(wTx) over the uniform distribution π0 on the unit sphere
f(x) = cd
∫
Sd−1
σ(wT x)π0(dw), cd =
[∫
Sd−1
σ(w1)π
0(dw)
]−1
∼ 2
√
πd.
since ∫
Sd−1
σ(w1)π
0(dw) =
1
|Sd−1|
∫ 1
0
w1 |Sd−2|
(
1− w21
) d−2
2 dw1
=
|Sd−2|
|Sd−1|
∫ 1
0
−1
d
d
dw
(1− w2) d2 dw
=
|Sd−2|
d |Sd−1| .
This can be computed explicitly as
|Sd−2|
d |Sd−1| =
2 π
d−1
2
Γ( d−1
2
)
d 2 π
d
2
Γ( d
2
)
= π−1/2
Γ(d/2)
dΓ
(
(d− 1)/2) = d− 12 d π−1/2 Γ(d/2)d−1
2 Γ
(
(d− 1)/2)
=
d− 1
2 d
π−1/2
Γ(d/2)
Γ
(
(d+ 1)/2
) ∼ 1
2
√
π
√
2π
d/2
(
d
2e
) d
2√
2π
(d+1)/2
(
d+1
2e
) d+1
2
∼ 1
2
√
π
√
2e
d+ 1
∼
√
e
2π d
.
by Stirling’s formula.
(3) In the first example, f was non-differentiable along a hyperplane, while in the sec-
ond example, f was smooth except at the origin (where any non-linear positively one-
homogeneous function is non-differentiable). We can use the same argument as in the
second example to express f(x) =
√
x21 + · · ·+ x2k for any k ≤ d, which is singular along
a single d− k-dimensional subspace.
(4) Countable sums of these examples (or rotation thereof) with ℓ1-weights lie in Bhom.
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5. Structure of Barron functions
5.1. Limits at infinity. Barron functions grow at most linearly at infinity. We show that they
are well behaved in a more precise sense.
Theorem 5.1. For any f ∈ B(Rd), the function
f∞ : S
d−1 → R, f∞(x) = lim
r→∞
f(rx)
r
is well-defined and a Barron function on Sd.
Proof. Write f = fµ for a suitable signed Radon measure µ on S
d. In this argument, we write
(w, b) instead of w and (x, 1) instead of x like above since the last entry does not scale. Note
that
f(rx)
r
=
1
r
∫
Sd
σ
(
wT (rx) + b
)
µ(dw)
=
∫
Sd
σ
(
wTx+
b
r
)
µ(dw)
→
∫
Sd
σ(wT x)µ(dw)
as r →∞ by the dominated convergence theorem. The result is immediate. 
5.2. Singular set. We show that the singular set of a Barron function (the set where the function
is not differentiable) is fairly small and easy to understand. Again, we write (w, b) explicitly
instead of w and (x, 1) instead of x to understand the finer properties of Barron functions.
Lemma 5.2. Let f be a Barron function on a domain Ω ⊆ Rd. Then for every x ∈ Ω and every
v ∈ Rd, the one-sided derivatives ∂±v f(x) exists and
∂+v f(x) := lim
hց0
f(x+ hv)− f(x)
h
=
∫
A+x
〈w, v〉µ(dw ⊗ db) +
∫
A0x
σ(〈w, v〉)µ(dw ⊗ db)
where f = fµ and
A+x := {(w, b) | 〈w, x〉 + b > 0}, A0x := {(w, b) | 〈w, x〉 + b = 0}.
The jump of the derivatives is
[∂vf ]x := ∂
+
v f(x)− ∂−v f(x) =
∫
A0x
|〈w, v〉|µ(dw ⊗ db).
Proof. We observe that
lim
t→0+
σ(a + tb)− σ(a)
t
=

σ(b) a = 0
b a > 0
0 a < 0
, lim
t→0−
σ(a+ tb)− σ(a)
t
=

−σ(−b) a = 0
b a > 0
0 a < 0
.
Note that
∂+v f(x) := lim
hց0
f(x+ hv)− f(x)
h
= lim
hց0
∫
σ(〈x,w〉 + b+ h〈v, w〉) − σ(〈x,w〉 + b)
h
µ(dw ⊗ db).
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Since both µ+, µ− are finite measures, we may use the dominated convergence theorem with
majorizing function |v| to take the limit inside. This proves the first part of the theorem. The
second part follows immediately noting that
[∂vf ]x = ∂
+
v f(x)− ∂−v f(x)
=
∫
{(w,b) | 〈w,x〉+b>0}
〈w, v〉µ(dw ⊗ db) +
∫
{(w,b) | 〈w,x〉+b=0}
σ(〈w, v〉)µ(dw ⊗ db)
−
∫
{(w,b) | 〈w,x〉+b>0}
〈w, v〉µ(dw ⊗ db)−
∫
{(w,b) | 〈w,x〉+b=0}
−σ(−〈w, v〉)µ(dw ⊗ db)
=
∫
A0x
σ(〈v, w〉) + σ(−〈v, w〉)µ(dw ⊗ db).

Corollary 5.3. Let µ be a finite signed measure on Sd such that µ(Sd ∩ H) = 0 for every
hyperplane H in Rd+1. Then fµ is C
1-smooth on Rd.
Proof. The function
(x, v) 7→ (∂vf)(x) =
∫
Sd
σ(wT x)µ(dw)
is continuous by the dominated convergence theorem. 
Philosophically, it makes sense that only the singularity in σ contributes to the singularity of
fµ, and not the segments where σ is linear. A single neuron activation σ(w
T x+b) is differentiable
except along the hyperplane {x : wTx+b = 0}. Similarly, finite two-layer networks have a singular
part which is contained in a union of hyperplanes. We will show that a similar result holds for
general Barron functions.
Theorem 5.4. Let µ ∈ Sd. We can decompose µ =∑∞i=0 µi and fµ =∑∞i=0 fµi in such a way
that fµ0 is C
1-smooth and the singular set Σi of fµi is a ki-dimensional affine subspace of R
d
for some 0 ≤ ki ≤ d− 1.
Proof. Step 0. For Barron functions of one real variable, we have proved this in Example 4.1
since one-dimensional functions of bounded variation have at most countably many discontinu-
ities (and all are of jump type). Thus the derivative of a Barron function – a BV-function –
exists and is continuous except on a countable set (which is the countable union of 0-dimensional
spaces).
We proceed by induction. Assume that the Theorem is proved for k ≤ d− 1.
Step 1. First, we decompose the measure µ into lower-dimensional strata. Since the total
variation measure |µ| is finite, there are only finitely many atoms of a certain size ε > 0 of |µ|,
i.e. only finitely many points x1, . . . , xN ∈ Sd such that |µ|({xi}) ≥ ε. As a consequence, the set
A = {x1, x2, . . . } of atoms of |µ| is at most countable. We define
µ0,i := µ|{xi}, µ˜1 = µ−
∞∑
i=1
µ0,i.
In particular, µ˜1 does not have any atoms and
‖µ‖ = ‖µ˜1‖+
∞∑
i=1
‖µ0,i‖
since the measures are mutually singular. Now we claim that there exist at most countably
many circles s11, s
1
2, . . . in S
d such that |µ|(s1i ) > 0, where a circle is the intersection of Sd with a
two-dimensional affine space. If there were uncountably many circles of positive measure, there
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would be ε > 0 such that uncountably many circles have measure ≥ ε, just like for atoms. Since
circles are either disjoint or intersect in one or two points, they intersect in |µ˜1|-null sets. So if
there were infinitely many circles s1, s2, . . . such that |µ˜1|(si) ≥ ε for all i ∈ N, then
‖µ‖ ≥ ‖µ˜1‖ ≥
∞∑
i=1
|µ˜1|(si) =∞,
leading to a contradiction. We now define
µ1,i = µ|si , µ˜2 = µ˜1 −
∞∑
i=1
µ1,i.
We iterate this procedure, using that spheres of dimension k intersect in spheres of dimension
≤ k − 1 to obtain a decomposition
µ = µ˜d +
d−1∑
k=0
∞∑
i=1
µk,i
where the inner sum may be finite or countable and for all i. If it is finite, we set µk,i to be the
zero measure on a subspace of the correct dimension and ignore the distinction notationwise.
Step 2. Fix indices k, i and the affine space Wk,i of dimension k such that spt(µk,i) =
Sd ∩Wk,i. By construction, the function
fµk,i(x) =
∫
Wk
i
∩Sd
σ(wT x+ b)µ(dw ⊗ db)
is constant in directions orthogonal to W ki , i.e. fµki (x + v) = fµki (x) if v is orthogonal to the
projection Ŵ ki of W
k
i onto the {b = 0}-plane. Ŵ ki has dimension k, unless the ‘bias direction’
(0, . . . , 0, 1) is in W ki , in which case it has dimension k − 1.
In either case, fµk,i is a Barron function of ≤ d − 1 variables. By the induction hypothesis,
we can write
fµk,i =
∞∑
j=0
fµk
i,j
where the singular set of fµk
i,j
is an affine subspace ofW ki of dimension ≤ d−1. Thus the theorem
is proved. 
Remark 5.5. The singular set Σf is contained in the union
⋃
i Σfµi which may be empty or not.
In particular, the Hausdorff dimension of the singular set of f is an integer k ∈ {0, . . . , d− 1}.
Remark 5.6. We need to consider the decomposition of the singular set since there may be
cancellations between the singularities of different dimensionality. For example, the singular set
of the Barron function f(x) = |x1| −
√
x21 + x
2
2 is Σ = {x1 = 0} \ {(0, 0)} and not a union of
affine spaces.
Remark 5.7. The singular set of a single neuron activation has dimension d − 1. In Example
4.8 we present examples of Barron functions whose singular set is a linear space of strictly lower
dimension.
Remark 5.8. Σ may be dense in Ω. For example, the primitive function of any bounded monotone
increasing function on [0, 1] with a dense set of jump discontinuities is in B[0, 1] and has a dense
singular set.
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Remark 5.9. Barron functions cannot have curved singular sets of co-dimension 1. In particular,
functions like
f1(x) = dist(x, S
d−1), f2(x) = dist(x,B1(0))
are not Barron functions, where the distance function, sphere and unit ball are all with respect
to the Euclidean norm.
Remark 5.10. For d ≥ 3, the function f(x) = max{x1, . . . , xd} is not a Barron function over
[−1, 1]d. Namely, the singular set
Σ =
⋃
i6=j
{x : xi = xj = f(x)}
is incompatible with the linear space structure if there exists a third dimension. Note, however,
that f can be represented by a network with ⌈log2(d)⌉ hidden layers since
max{x1, x2} = x1 + σ(x2 − x1), max{x1, x2, x3, x4} = max
{
max{x1, x2},max{x3, x4}
}
and so on.
Remark 5.11. Note that σ(x1) and σ(x2) are Barron functions, but the singular set of their
product is the corner
Σ = {x1 = 0, x2 ≥ 0} ∪ {x1 ≥ 0, x2 = 0}.
Thus σ(x1)σ(x2) is not a Barron function on [−1, 1]2. In particular, Barron space in dimension
d ≥ 2 is generally not an algebra.
Barron-type spaces for deep neural networks will be developed in detail in a forth-coming
article [EW20b]. We briefly discuss three-layer Barron networks using examples of functions
which need to be in any reasonable space of infinitely wide three-layer network.
Remark 5.12. Three-layer networks have much more flexible singular sets. For λ > 0, the function
f(x) = min{σ(x1), σ(x2 − λx1)}
has a singular set given by the union of three half-lines
Σ = {0 < x1 = x2 − λx1} ∪ {x1 = 0, x2 − λx1 > 0} ∪ {x2 − λx1 = 0, x1 ≥ 0}
since the function is zero everywhere outside of the quadrant {x1, x2 > 0}. Since x 7→ x2 is a
Barron function on bounded intervals,
f(x, y) = σ(y − x2)
is a three-layer network (with one infinite and one finite layer). Here the singular set is the curve
{y = x2}. Stranger examples like
f(x, y) = σ(y − x2) + σ(x − y2)
are also possible. Generally, the singular sets of three-layer networks are at least as flexible as
the level sets of two-layer networks since for a Barron function f and a real value y, the function
x 7→
∣∣f(x)− y∣∣
is a three-layer network whose singular set is the union of the singular set of f and the level set
{f = y}.
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