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I. In this note we consider a system of second order autonomous differen- 
tial equations of the form 
x’ = f(Z) or in scalar form 
* = f(x, r) 
Y =g(%Y)T 
(1) 
where f and g are continuously differentiable functions from E2 -+ El. 
We make the following assumptions on f and g: 
(i) f(0, 0) = g(O, 0) = 0 
-- 
(ii) and det >o 
(2) _- 
for all (x, y) in E2, 
(iii) the origin is locally asymptotically stable, and 
(iv) [f Yx, y) + g2(x, YW2 > P[(x” + y2)1121 
for x2 + y2 > r,, > 0, wherep is a nonnegative integrable function such that 
s 
m 
p(u) da = +ca 
Systems of the form (1) with conditions similar to those of (2) have been 
considered by Krasovskii [I] and Olech [2]. However, Krasovskii makes 
assumptions which are insufficient to guarantee even local stability. As 
has been pointed out by the referee, the result in this paper is related to 
Olech’s in the following way: If the system (1) satisfied the first inequality 2(ii), 
condition 2(iv) and admits a finite number of singular points each locally 
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asymptotically stable, then there is at most one singular point and it is globally 
stable. This is a corollary of Theorem 4.2 in [2]. We therefore claim originality 
for our result in that condition 2(iv) allows the a priori possibility of an infinite 
number of singular points. 
II. Let (Y and a(a) denote respectively the region of stability of the origin 
and its boundary. 
Let f, = (x,, , y,,) be a point in E 2. We denote the solution of (1) which 
passes through f, at time t = 0 by P(R, , t). Let B be a set in E2. For each 
fixed t in El we define 
provided P(6, t) is defined for each 6 in B with P(0, 6) = 6. If B is a set in E2 
which is Lebesgue measurable and has a finite measure we denote this 
measure by 1 B /. 
From the properties of Dynamical Systems [3], it follows that the mapping 
P(., t) for t fixed is a homeomorphism, provided the mapping makes sense, 
i.e., if the solution of (1) is defined on the interval [0, t] if t > 0 or [t, 0] 
ift<Oforevery6inB. 
III. Some properties of a(a): 
THEOREM 1. If a(a) is not empty, then all positive trajectories through 
points in a(a) must be unbounded. 
The proof is a consequence of the following sequence of lemmas. 
LEMMA 1. If B is an open or closed set in E2 with finite Lebesgue measure 
such that P(B, t) makes sense for a given$xed value oft, then 1 P(B, t)l < 1 B j 
z. t 2 0 and 1 P(B, t 1 > 1 B 1 if t < 0. 
Proof. Let B satisfy the condition of the theorem. Then 
1 (I W, t)I) = jp,, t) trace $(x(t)) dA, 
(e.g., see [3] p. 429). S’ mce trace (afj%) < 0 for all f in E2 the area or measure 
of P(B, t) must be decreasing as a function of t, which proves the lemma. 
LEMMA 2. If A and B are disjoint sets in E2, then for fixed t, P(A, t) and 
P(B, t) are disjoint, provided the mapping P(., t) makes sense for A and B. 
Proof. This is a consequence of the fact, that providing the mapping 
P(-, t) is defined, it is a homeomorphism. 
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LEMMA 3. a(g, ;f it is nonempty, contains no stationary points. 
Proof. If 3, in a(a) is a singular point it must be a center, an attractor 
or an unstable focus because of (2, ii) (e.g. see [4l Chapter 15). Since 2, is a 
limit point of (Y it cannot be an attractor or center, hence the only possibility 
is that ff,, is an unstable focus. 
But this implies that there is a ball B with center f, such that P(B, t) -+ 0 
as t --f -co. There exists a finite time t, < 0 such that every point 6 on a(B) 
has its image P(6, tl) less than half the original distance from 4 . Since 
P(., t) is a homeomorphism for B if t < 0, we have 
wv, t)i = w(B), 4. 
Hence 
But by Lemma 1, 1 P(B, tl)l 2 1 B / a contradiction. 
LEMMA 4. 01 is unbounded. 
Proof. Suppose (y. is bounded. Since (Y is invariant P(cx, t) = 1~ for each t 
in Rf, and thus / P(cL, t)l = j 011 > 0 for all t in R+. On the other hand 
just as in the proof of Lemma 3, we can find a ball B in 01, B # OL, whose 
image after a finite time t, > 0 is such that 1 P(B, &)I < i 1 B 1. But using 
Lemmas 1 and 2 and the properties of measures (e.g., see [5]), we have the 
inequality 
1 a 1 = ) ~(a, tl)I = I P(a - B, tl)l + I P(B, t,>l < I P(a - 4 %)I 
+~IBJ~Ia!-BI+~IBI<I~I, 
a contradiction. 
LEMMA 5. a(a) cannot be decomposed into two disjoint nonempty sets one of 
which is connected and bounded; i.e., 01 is simply connected. 
Proof. If such a situation exists denote the bounded connected set by B. 
We surround B by a Jordan curve J in 01. But, since P( J, t) + 0 as t -+ CO, 
the inside, I, of J which contains B must also tend to 0 as t + $-co. By the 
same reasoning used in Lemma 4, we will arrive at a contradiction. 
Thus by means of Lemmas 1-5 we conclude that if a(a) is nonempty, 
then all positive half-trajectories on a(a) must be unbounded. 
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IV. Proof that (1) is globally stable: 
We now consider the system which is “orthogonal” to (1) 
and the l-form 
2 = -g(x, Y) 
9 =f(xrY) 
(3) 
where r is any oriented closed rectifiable curve in E2. 
Before proceeding to the main result of this note, we will make the following 
remarks, definitions, and constructions which will be utilized in the proof of 
theorem 2. 
Remark 1. Along any arc /3 of a solution of (1) the line integral 
s f(x, Y> 4 - g(x, Y) dx = 0. P 
Remark 2. There exists an T > 0 such that the set 
DEFINITION 1. Let 4 = (x0 , yO) # (0,O) be in S, C (Y and let TI > 0 
be de$ned to be the smallest positive value of t which satis$es the condition 
;$PJI p(t, xo , ro)ll = II P(T, , xo > ro)li = II P(T, 9 ao)ll 
(where 11 - 11 denote the Euclidean norm of a point in E2). Such a TI exists and is 
unique since (x0 , yO) is in 01. 
Remark 3. In the proof of Theorem 2 it will happen that TI > 0. 
Thus in the constructions below we will always assume TI > 0. This will 
ensure that the closed regions lo , Ji and J2 constructed below exist and have 
nonempty interiors. 
CONSTRUCTION 1. Let (x0 , yo) # (0,O) be in S, . Let TI be defined us in 
deJinition 1 and suppose TI > 0. We define the arc 
PI = u w, *o 9 Yo). 
[‘J.TJ 
DEFINITION 2. Choose /?, to denote the line segment joining (0,O) and 
(x0 1 Yo) * 
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DEFINITION 3. Choose E,, > 0 such that 
0 < Eg < dxo2 + yo2 
and the closed ball 
s, = {(x, y) : dx2 +y2 < co} 
is in 01. Denote the boundary of So by a(&,). 
CONSTRUCTION 2. Let T, be defined as the Jirst value of t > T, such 
that either 
W2 9 xo , ~0) n 82 Z d 
or 
W”2 3 x0 , yo) n Wo) f: 4. 
CONSTRUCTION 3. Let &, denote the arc 
P3 = u PC4 x0 ,Yo)* 
[TI,TzI 
The two possibilities are sketched below. 
P(TI 1x0 >YO) 
1 (b) 
CONSTRUCTION 4. Let V be the half trajectory of (3), whose points are 
denoted by P(t) where P(0) = P(T, , x0 , yo), and which enters the closed 
Jordun region Jo whose boundary is composed either of & u & u (segment of j32 
joining (x0 , yo) and the intersection of & and &} OY of /II U p3 u {arc of a(S,) 
which makes int Jo disjoint from the int S,,}. We define J& to be the arc of V 
which lies entirely in Jo . 
Remark 4. Since PI and & are transversals for trajectories of (3) (see 
e.g., [4] Chapter 16), & must intersect either p2 or a(S,). This follows by 
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application of the Poincare-Bendixson’ theorem and the fact that JO has no 
stationary points for systems (1) and (3). 
DEFINITION 5. Denote by &+ the directed arc /3., which is oriented in the 
direction of increasing t and by fi4- the opposite orientation. 
Remark 5. It is obvious that /3., divides JO into two Jordan regions 
J, and Jz (see the figures below). 
P(T ,x0 >yo’ P(T, .x~,Y~) 
2(c) 
We consider the line integral (4) and the boundaries r, of the Jordan 
regions Ji , i = 1,2. We make our circuit around each F, such that we 
traverse /la along the orientation &+, i.e., along j$ in the direction of 
increasing r. This reduces (4) to the form 
$,fb Y) dr - &s Y) dx = . I, I +fk Y) dr - &, Y) dx 
i-5 rr_Bl+f(X’ 3’)dY - &, y) dx. 
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From Remark 1 we know that the contribution to the above line integrals 
from ,6r and /?a is zero. Hence we arrive at the following inequality 
~/~x~ Y> dx - g(x, Y) dx 2 j, +f(x, Y> dr - g(xt Y) dx - Wxo s YO) (5) 
I 4 
where N(x,, , y,J is a fixed positive number which depends only on the 
distance of (x,, , yO) from the origin. For example we could select 
where S, satisfies definition one. 
Remark 6. If N(x, y) is chosen according to (6) then N(x, , yi) > N(x, , y,,) 
if xo2 + yo2 < xi2 + yis. 
Remark 7. In one of the above circuits either Jr or J2 will be traversed 
in a counterclockwise direction. Let us suppose this is true for J1 (if it were 
true for J2 the discussion below would hold verbatim except that the sub- 
script 1 would be replaced by 2 in the appropriate places.) 
On the basis of Stokes theorem applied to the left-hand side of (5), Remark 7 
and Condition 2(ii), we obtain 
0 2 j j,l (g + $j dx dr 2 s, +fb Y) 4 -Ax, Y) dx - Wo 3 ~0). (7) 
4 
Since pd4+ is an arc of a solution of (3) which can be defined in some positive 
interval [0, Ts] we can rewrite the integral on the right side of (7) in the form 
I 7 [f”(x(Q ~(4 + g”W), y(O)1 dt. 
If we reparameterize fid+ in terms of the arc length s we obtain 
s So ~f2(xW, Y(S)) + g2CW y(s)) ds, 0 
where so is the arc length of j$ . 
Thus (7) can be rewritten 
i.e., 
0 2 j'" +(x(4, Y(S)) + g"@(s), y(s)) ds - N(xo , yo), 
0 
Yxo 3 YO) 2 j” l/f2(x(4, Y(S)) + g”M4 y(+- 
0 
(8) 
This is the fundamental inequality used in proving Theorem 2. 
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THEOREM 2. If the system (1) satisjies Conditions 2(i) - 2(iv) then the 
origin is globally asymptotically stable. 
Proof. Suppose the origin is not globally asymptotically stable. Then 
a(a) # 4. Hence there exists a point f in a(a) which is a minimal distance 
from the origin. We consider the line segment L joining % to (0,O) and 
denote by int L the set L - {(n)} - ((0, 0)). By Theorem (1) the trajectory 
P(t, a), t > 0, is unbounded. Hence by continuity of solutions of (1) with 
respect to initial conditions, given any r > 0 such that js,p(u) da > N(a), 
there exists an f, = (x0, yO) in L and a TI(r, a,) > 0 such that 
;P,ll p(t, %)I1 = II P(T, , Z,)ll = r. 
As above we construct the closed Jordan curves r, and F, and suppose that 
r, satisfies Remark 7. Then applying condition 2(iv) to inequality (8) and 
using Remark 6 we obtain 
03 I So df 2(W, As)) + g2W, y(s)) ds - Wo) 0 
s 7 > p(u) da - N(a) > N(a) - N(f) = 0, (9) To 
a contradiction. Thus no such point R exists and a(a) = + which proves 
the origin is globally asymptotically stable. 
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