This paper is concerned with the defuzzification of the discretised generalised type-2 fuzzy set.
Introduction
The main strength of type-2 fuzzy logic 1 is its ability to deal with second-order uncertainties. Most researchers concentrate exclusively on the comparatively simple interval secondary membership functions [2] , for which an increasing number of applications are being developed [3] , [4] , [5] , [6] , [7] , [8] , [9] . The capability of the generalised type-2 paradigm to handle uncertainty is explored in [10] . Since they lack the variability of the third dimension [2] , interval type-2 fuzzy sets are not able to model uncertainty as subtly as their generalised counterparts. We therefore see developing generalised type-2 systems as an important goal. A triangular type-2 system with a defuzzification algorithm based on the Karnik-Mendel Iterative Procedure [11] has been developed by Starczewski [12] ; this goes some way towards achieving our aim. Coupland and John [13] , [14] , have exploited geometry to improve the speed of inferencing in generalised type-2 fuzzy sets.
There are five stages to any FIS: fuzzification, antecedent computation, implication, aggregation and defuzzification (figure 1). For a type-2 FIS defuzzification consists of two parts -type-reduction and defuzzification proper. Type-reduction is the procedure by which a type-2 fuzzy set is converted to a 1 For further details on the history and background of type-2 fuzzy logic, see [1] .
type-1 fuzzy set. This set is then defuzzified to give a crisp number. The research reported in this paper concerns type-reduction, which in generalised type-2 fuzzy inferencing has been regarded as a computational bottleneck because of the high cardinality of the totality of embedded sets. A faithful implementation of the generalised type-reduction algorithm, known as exhaustive defuzzification (subsection 3), requires that every embedded set be processed. The finer the discretisation, the better the representation of a given fuzzy set, but the greater the number of embedded sets generated. Literally trillions upon trillions of embedded sets can be produced from unremarkable starting conditions. With such vast numbers of embedded sets, a defuzzification algorithm that works through each one is impractical.
Overcoming this bottleneck requires the development of efficient generalised type-2 defuzzification techniques with high accuracy. In the last five years two such strategies have been devised: 1. In 2005 Greenfield devised the Sampling Method [16] which is a direct, stochastic approach, in which a random sample of the many embedded sets is selected and processed. 2. In 2008 Liu published his strategy based on the α-Plane Representation (APR) [17] , which is the topic of this paper. The APR operates in conjunction with an interval defuzzification method, and thus extends interval defuzzification to generalised type-2 sets. Liu envisaged that the APR be employed in association with the KarnikMendel Iterative Procedure [17, page 2225] . However two other candidates for the interval defuzzifier deserve consideration as potential partners for the APR. They are the Greenfield-Chiclana Collapsing Defuzzifier (GCCD) and the Nie-Tan Method (NTM). The purpose of this piece of research is to compare experimentally the accuracy and speed of the following three strategies:
• APR with KMIP,
• APR with GCCD, and
• APR with NTM.
Overview of the Paper The next section of this paper deals with some terminology, assumptions and definitions. Section 3 describes the accurate but slow exhaustive defuzzification strategy. Following that, section 4 presents the APR, after which section 5 introduces the trio of defuzzification techniques applicable to the interval type-2 set. Section 6 describes the experimental comparison between the interval methods, the results of which are presented in section 7.1 together with the conclusions drawn. The figures depicting the test sets and the tables of results appear at the end of the paper.
Preliminaries

Terminology
Each point on the surface of the type-2 set is referenced by co-ordinates deriving from the x, u, and zaxes. The x-axis is often referred to as the primary domain, and the u-axis as the secondary domain.
Assumptions
Scaling With no loss of generality we assume that the type-2 fuzzy set is contained within a unit cube.
Discretisation
The work presented here is concerned only with defuzzification of discretised type-2 fuzzy sets. 
Centroid Method of Defuzzification
[ 19, page17] To distinguish scalar cardinality from cardinality in the classical sense, we adopt the '∥ ∥' symbol for scalar cardinality.
Exhaustive Defuzzification
Algorithm 1, known as exhaustive defuzzification is adapted from Mendel [15] and is the standard by which the accuracy of other defuzzification techniques may be assessed. It is termed the exhaustive method because all the embedded sets are required to be processed [20] . It is applicable to both generalised and interval type-2 fuzzy sets.
Input: a discretised generalised type-2 fuzzy set Output: a discrete type-1 fuzzy set 1 forall the embedded sets do 2 find the minimum secondary membership grade {T-norms other than minimum may be employed} ; Though individually easily processed, embedded sets in their totality give rise to a processing bottleneck simply by virtue of their high cardinality. Consequently, exhaustive defuzzification is to be seen as a theoretical approach rather than a practical technique. At coarse discretisations this strategy may be implemented but is extremely slow (see subsection 7.1); at finer discretisations the issues of memory space and representation of very large numbers make implementation impossible.
We regard the exhaustive defuzzification algorithm as the standard by which other type-2 defuzzification algorithms must be evaluated. Figure 2 : Defuzzification using the α-Planes Representation (from Liu [17] ).
The α-Plane Representation
By repeated application of an interval defuzzification method, Liu [17] has shown that a generalised type-2 fuzzy set may be type-reduced. The generalised set is sliced horizontally into a number of α-planes. Each α-plane is defuzzified individually by means of an interval method. The set of ordered pairs {(defuzzified value, α-plane height)} forms a type-1 fuzzy set. This is a method of type-reduction (figure 2). By defuzzifying this type-1 set, the defuzzified value for the generalised type-2 set is obtained.
Interval Type-Reduction Strategies
In this section we describe three approaches to interval type-reduction. These may be used to defuzzify interval type-2 sets, or, in conjunction with the APR, may be used to defuzzify generalised type-2 fuzzy sets. Two of the options, the KMIP and the GCCD, are iterative. The other alternative, the NTM, is non-iterative.
The Karnik-Mendel Iterative Procedure
The Karnik-Mendel Iterative Procedure (KMIP) [11] is the most widely adopted method for typereducing an interval type-2 fuzzy set. The result of type-reduction of an interval type-2 fuzzy set is an interval type-1 set where the centroid lies between the two endpoints. The iterative procedure is an efficient search algorithm for finding these endpoints. The centroid of the type-1 set (i.e. the defuzzified value of the type-2 set) is taken to be the centre of this interval. As the procedure works by finding the mid-point 2 of the TRS interval without taking account of the distribution of the values along the interval, there is inevitably an element of approximation inherent in the method.
2 There is no need to calculate the midpoint when the KMIP is combined with the APR, as the endpoints themselves may be inserted into the type-1 set resulting from the decomposition into α-planes. This saves a little processing time.
The Greenfield-Chiclana Collapsing Defuzzifier
Another computationally simple alternative to the exhaustive method is the Greenfield-Chiclana Collapsing Defuzzifier [21] . This technique converts a discretised interval type-2 fuzzy set into a type-1 fuzzy set known as the representative embedded set approximation (RESA), depicted in figure 3 3 . As a type-1 set, the RESA may then be defuzzified straightforwardly. The principle of the collapsing 
with
The proof of the collapsing algorithm may be found at [21] .
Collapsing Variants
Equation (1), the formula for collapsing, is in fact only a version of collapsing -the most intuitive variant, whereby the slices are collapsed in the order of increasing domain value (x = 0 to x = 1). We term this collapsing forward. However slice collapse may be performed in any slice order giving slightly different RESAs. These in turn give slightly different defuzzified values.
In [22] we concluded that collapsing outward gave the most accurate results. This comes in two forms, outward right and outward left. In outward right the middle slice is collapsed first, then the one to its right, then the one to the left of the middle, and so on until all the slices have been collapsed. Outward left is the opposite of outward right, i.e. the second slice collapsed is to the left of the middle. There is nothing to choose between these two forms of collapsing outward. We therefore employ a two pass strategy, collapsing outward right-left, in which collapsing outward right and collapsing outward left are performed sequentially, and their results averaged.
The Nie-Tan Method
Nie and Tan [23] describe an efficient type-reduction method for interval sets, which involves taking the mean of the lower and upper membership functions of the interval set, so creating a type-1 fuzzy set.
where N is the resultant type-1 set.
Experimental Comparison of the Methods
Experimental Methodology
The above three interval type-reduction strategies in conjunction with the APR were evaluated for both accuracy and speed. Three test sets were created:
Heater Setting Test Set This is a Mamdani FIS generated test set, produced by the aggregation stage of a prototype FIS whose purpose is to determine the setting for a heater. It has 5 rules and 2 inputs which are summarized in Table 1 . The primary and secondary degrees of discretisation are 0.125. This is not a normal 5 type-2 fuzzy set; its highest secondary grade is 0.6806.
Washing Powder FIS Test Set
This is a Mamdani FIS generated test set, produced by the aggregation stage of a prototype FIS whose purpose is to determine the amount of washing powder required by a washing machine for a given wash load. It has 4 rules and 3 inputs which are summarized in Table 2 . The primary and secondary degrees of discretisation are 0.1. This test set is not normal; the highest secondary grade is 0.9167.
Shopping FIS Test Set
This is a Mamdani FIS generated test set, produced by the aggregation stage of a prototype FIS designed to answer the dilemma of whether to go shopping by car, or walk, depending on weather conditions, amount of shopping, etc.. The defuzzified value is therefore rounded to one of two possible answers representing either 'by car' or 'on foot'. The FIS has 4 rules and 3 inputs as tabulated in Table 3 . The primary and secondary degrees of discretisation are 0.1. This type-2 set is normal as it contains secondary membership grades of 1. Tables 1 to 3 show the rules sets used by the Matlab T M FIS 6 in producing the test sets. In figures 4 to 6, the 3-D representation and FOU of each test set is depicted. As the degrees of discretisation are coarse, the images look rather rough, but still give an indication of the shape of the test sets. To begin with each test set was exhaustively defuzzified and the defuzzified values and defuzzification times recorded. Then each APR/interval method combination was invoked with differing numbers of α-planes ranging from 3 to 100001 and the defuzzified values obtained tabulated (tables 5 to 7). The total run time for the defuzzification of each test set using each method combination was recorded in table 8. The code for the tests may be accessed on [24] .
The tests were run on a PC with an Intel(R) Core(TM)2 Duo CPU, a clock speed of 2.93 GHz, a 2.96 GB RAM, running the MS Windows XP Professional 2002 operating system. Matlab T M was run as a process with a priority that was higher than that of the operating system, so as to eliminate any timing errors caused by other operating system processes. Table 4 shows the defuzzified values and timings from the exhaustive defuzzification of the test sets. These defuzzified values are used as a benchmark for accuracy. Tables 5 to 7 show the defuzzified values of the three test sets for the four different APR/interval method combinations. In the case of a non-normal type-2 set, the number of α-planes actively used in the processing is not always as high 7 The APR with interval exhaustive defuzzification was included in the experiments for its value in shedding light on the convergence of the results. as the the number of α-planes in the APR. This is the reason for the inclusion of the second column in the tables, showing the number of α-planes actually used. Table 8 shows the defuzzification times for each test set under each APR/interval combination. The timings were taken for the total sequence of test runs for each test set under each APR/interval method combination.
Results and Conclusions
Results
Conclusions
From the results of our experiments we draw the following conclusions:
Convergence of APR Combinations For all four APR/interval method combinations, as the number of α-planes increases, the defuzzified values tend to oscillate before converging. In each case the value they appear to converge to is different from the (generalised) exhaustive defuzzified value. This is to be expected in the cases of the APR + KMIP, the APR + GCCD and the APR + NTM, as these three interval methods are themselves approximate. It is somewhat surprising that this happens when the APR is partnered with interval exhaustive defuzzification.
Accuracy When the number of α-planes is low, the errors are erratic and no conclusion may be drawn as to which combination is the most accurate. However when the number of α-planes is 11 or higher we observe that the APR + GCCD performed better than the APR + KMIP and the APR + NTM. Indeed the APR + GCCD performed marginally better than the APR + interval exhaustive.
Defuzzification Times
The primary focus of this investigation was in relation to accuracy; however timings of the test runs were recorded. The APR + NTM combination is the fastest, the APR + GCCD combination takes about 20% longer, and the APR + KMIP 8 combination takes about 5 times as long. 
