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Abstract
The realisation of optical network architectures may hold the key to delivering the enor-
mous bandwidth demands of next generation Internet applications and services. Optical
Burst Switching (OBS) is a potentially cost-effective switching technique that can satisfy
these demands by offering a high bit rate transport service that is bandwidth-efficient under
dynamic Internet traffic loads. Although various aspects of OBS performance have been ex-
tensively investigated, there remains a need to systematically assess the cost/performance
trade-offs involved in dimensioning OBS switch resources in a network. This goal is es-
sential in enabling the future deployment of OBS but poses a significant challenge due
to the complexity of obtaining tractable mathematical models applicable to OBS network
optimisation. The overall aim of this thesis lies within this challenge.
This thesis firstly develops a novel analytic performance model of an OBS node where
burst contention is resolved by combined use of Tuneable Wavelength Converters (TWCs)
and Fibre Delay Lines (FDLs) connected in an efficient share-per-node configuration. The
model uses a two-moment traffic representation that gives a good trade-off between accu-
racy and complexity, and is suitable for extension to use in network modelling.
The OBS node model is then used to derive an approximate analytic model of an OBS
network of switches equipped with TWCs and FDLs, again maintaining a two-moment
traffic model for each end-to-end traffic path in the network. This allows evaluation of
link/route loss rates under different offered traffic characteristics, whereas most OBS net-
work models assume only a single-moment traffic representation.
In the last part of this thesis, resource dimensioning of OBS networks is performed
by solving single and multi-objective optimisation problems based on the analytic network
model. The optimisation objectives relate to equipment cost minimisation and through-
put maximisation under end-to-end loss rate constraints. Due to non-convexity of the net-
work performance constraint equations, a search heuristic approach has been taken using a
constraint-handling genetic algorithm.
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Chapter 1
Introduction
The ever increasing bandwidth demands required by next-generation applications and ser-
vices of Internet Protocol (IP) networks motivates the search for alternative solutions to tra-
ditional electronic transmission and switching networks. Wavelength Division Multiplex-
ing (WDM) is one such technology capable of delivering future bandwidth demands [82].
WDM enables multiple optical wavelength channels to be established on the same opti-
cal fibre, increasing the available bandwidth and providing good utilisation of the potential
network capacity. Optical networks based on WDM use multiple independent optical com-
munication channels each at typical data rate of 10 Gbps, resulting in a possible available
bandwidth of over 50 Tbps [82, 96]. Additionally, compared to traditional networks where
data is sent in the electronic domain, WDM networks can benefit from lower signal atten-
uation (0.2 dB/Km), lower bit error rates and lower signal distortion [82, 96]. In recent
years, research attention has been focused on developing switching techniques that can ex-
ploit the enormous potential offered by WDM technology. Emerging optical systems are
expected to provide static all-optical connections that can be established between a source
node and a destination node of the network for the entire duration of a communication
session. These connections, known as lightpaths, have the advantage of avoiding bottle-
necks due to opto-electronic conversions at intermediate nodes of the network. Normally, a
lightpath uses the same wavelength on each link of its end-to-end path (wavelength continu-
ity constraint) [82]. Alternatively, through wavelength conversion via Tunable Wavelength
Converters (TWCs), a lightpath can be setup using any available wavelength on each link of
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the path. This switching paradigm is known as Optical Circuit Switching (OCS). Although
commercially viable, this scheme does not provide an optimal utilisation of network band-
width, particularly in the case of bursty Internet traffic. To avoid non-optimal resource
usage, it is desirable that optical networks have the capability to dynamically switch IP
packets.
Optical Packet Switching (OPS) [131] is a promising switching technique that has
gained considerable attention for the deployment of next generation WDM networks as
it allows finer-grained all-optical switching at packet level. Networks based on this switch-
ing paradigm can achieve a better bandwidth utilisation than OCS networks and have the
efficiency of packet switching and routing being performed without opto-electronic conver-
sion. Since network resources are not reserved in advance, a major drawback of OPS is
that different optical packets may contend for the same wavelength channel over a common
fibre link, resulting in packet loss. In OPS, packet loss can be addressed with buffering
strategies in the time domain, realised by holding data packets in Fibre Delay Lines (FDLs)
for a fixed amount of time determined by the fibre length [82]. Although attractive, OPS
can not be employed yet since, at the time of writing, the technology is not mature enough
to deliver fast packet-level optical switching [96]. Additionally, a recent study conducted
in [117] illustrates that future OPS networks may not be as efficient as current electronic
networks in terms of energy savings.
Optical Burst Switching (OBS) [8, 93, 117] is a network switching paradigm for WDM
networks that can be placed conceptually between OCS and OPS. In an OBS network, IP
packets are assembled into bursts and sent over the network all-optically. Before the burst
transmission, an associated header packet is sent in a dedicated out-of-band wavelength
channel in order to configure the switches along the burst’s path prior to its arrival. The
configuration of an OBS node performed by the header mainly consists of reservation of a
wavelength channel on one of the switch’s output ports. The header is processed electroni-
cally in the switches along the path and it is separated in time from its associated burst by a
specifically dimensioned interval of time called the offset interval. After the offset interval
expires, the burst is sent without waiting for an acknowledgment of a successful path setup.
The increasing attention of the research community to OBS is justified by the following
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advantages that this switching scheme provides compared to OCS and OPS:
• OBS allows multiple node pairs to share the bandwidth over the same link thanks to
statistical multiplexing whereas OCS can not switch traffic at granularity lower than
a wavelength. Consequently, the bandwidth utilisation is greater than for OCS.
• OBS uses a one-way signaling scheme as opposed to OCS where dedicated send and
release messages must be exchanged between a node pair for the management of a
lightpath; thus, OBS has a lower setup latency and overhead than OCS.
• Differently from OPS, OBS is a more easily realised technology as it does not require
fast-switching times in the optical domain. Furthermore, the complexity of header
processing is lower than in OPS, where the control information has to be extracted
from each packet within a very short time period. In OBS, each header is associated
with a set of assembled packets, relaxing the processing times at each intermediate
node of the network.
• OCS can not efficiently accommodate bursty IP traffic because of its high setup la-
tency and wavelength granularity. On the contrary OBS can efficiently cope with
bursty traffic thanks to its statistical multiplexing.
The feasibility of OBS networks has been demonstrated in the past decade through sev-
eral test-bed implementations [1,5,63,69], however, experimental investigations alone may
not be sufficient to extend the design of OBS networks to more generic scenarios, and a
deeper understanding of their behaviour is needed. In this regard, analytic modelling of
OBS is indispensable to achieve this objective and, along with experimental test-beds, con-
tributes to the derivation of tools capable of quantifying the performance of OBS networks.
The aim of the work presented in this thesis is to determine and validate new analytic mod-
els and optimisation methods in order to enable optimal design and resource dimensioning
of future OBS networks.
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1.1 Thesis Contributions
Similarly to OPS, burst loss, arising from contention between bursts at switch output ports,
is the major performance issue for OBS. Thus, it is essential to derive analytic tools that
provide performance evaluation of OBS networks in terms of burst loss probability. The
present thesis addresses this issue by developing a novel approximate model of an OBS
network with the objective of defining and resolving optimisation problems mainly in re-
lation to dimensioning of OBS network infrastructure. The contributions presented in this
thesis can be categorised as three main achievements as follows.
• We first focus our attention on a cost-effective OBS switch architecture where burst
contentions are resolved with the joint action of TWCs and a share-per-node FDL in
a feedback configuration. We develop an analytic model by adopting a two-moment
matching technique in order to gain a good approximation of the characteristics of
burst traffic. Particularly, we take into account the contribution of the load and of the
peakedness of the burst offered traffic.
• A novel OBS network model is then built from the realised OBS switch model, where
all network nodes are configured with TWCs and shared FDLs. A “path-centric”
approach is used, that is the blocking probability values are calulcated separately for
each path, gaining a better accuracy as opposed to “link-centric” approaches that tend
to overestimate burst blocking at downstream links. Once again, the traffic streams
in the network model are characterised by their average load and peakedness.
• The network model is finally used for the definition and the resolution of multi-
objective optimisation problems with a major focus on network resource dimension-
ing of the wavelength channels in the network links and in FDLs. We address this
topic by means of single/multi-objective genetic algorithms, drawing conclusions on
the optimal configuration of resources in the network that allow minimisation of the
total network hardware cost, simultaneously achieving a desired performance goal in
terms of reducing burst blocking probability.
4
1.2 Thesis Overview
The thesis is organised as follows:
In Chapter 2 we present an overview of the main features of Optical Burst Switching.
We describe the burst assembly process, signaling schemes, channel reservation protocols
and the main contention resolution techniques. We further present a brief summary on the
major research contributions in the current literature on different aspects of OBS with a
specific focus on contention resolution schemes, proposals on cost-efficient buffered OBS
architectures and especially on analytic modelling and performance evaluation of OBS ar-
chitectures.
In Chapter 3 we analyse a particular OBS node architecture where burst contentions are
resolved with a share-per-node FDL in a feedback configuration. We derive an approxi-
mate analytic model of this OBS node that allows performance evaluation in terms of burst
blocking probability at the output ports. We validate our model by comparison with results
obtained with a discrete-event simulation of the switch.
In Chapter 4 a buffered OBS network model is developed on the basis of the realised
OBS node model of the previous chapter. We adapt well-known circuit switching tech-
niques such as the Reduced Load Approximation to an analysis of the OBS network based
on a path-centric approach. We further discuss the influence on the burst blocking proba-
bility of the streamline effect and we quantify its impact on the overall performance of the
network. Once again, analytic results are validated by comparison to simulations.
In Chapter 5, optimisation problems related to pertinent dimensioning of OBS networks
are defined and resolved on the basis of the realised OBS network model. Particularly, we
focus our attention on the optimal dimensioning and allocation of link and FDL wavelength
channels. Genetic algorithms are defined and used to resolve the optimisation problems.
In Chapter 6, the conclusions of the thesis are presented providing final comments on
the obtained results and proposing ideas for future improvements related to the subjects
under investigation.
5
Chapter 2
Optical Burst Switching
In this chapter we introduce the Optical Burst Switching (OBS) paradigm and provide a
description of its main features. In Section 2.1 we introduce the ideas behind OBS and the
general architecture of an OBS network. In Section 2.2 we illustrate the principal burst
assembly procedures and their impact on network traffic. In Section 2.3 we introduce the
main signaling schemes and in Section 2.4 a brief overview of the major channel scheduling
policies is presented. Strategies to prevent burst contentions are discussed in Section 2.5.
Finally, in Section 2.6 we provide a brief survey of the major contributions found in research
literature, mainly in relation to analytic modelling, performance evaluation and resource
optimisation of OBS networks. We further identify the topics that we believe have received
less attention in the research community and that the methods proposed in this thesis are
attempting to address.
2.1 Optical Burst Switching: General Overview and
Architecture
In Optical Burst Switching, IP packets are assembled together into larger data packets called
bursts. Each burst has associated with it a control packet called a Burst Header Packet
(BHP). The BHP carries the control information necessary to deliver its associated burst to
the destination node. Before the burst transmission, the BHP is sent in a dedicated out-of-
band control wavelength channel in order to configure the switches along the burst’s path
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prior to its arrival at each switch. The configuration of the switches mainly consists of
the reservation of a wavelength channel at the switches’ output ports, thus establishing an
all-optical transparent path for the incoming burst. The information contained in the BHP
is processed electronically at the intermediate network nodes and it is separated in time
from its burst by an interval of time known as the offset interval or offset time [52, 93]. The
transmission of a burst and the BHP over a WDM link is depicted in Figure 2.1. At the offset
interval expiration, the burst is sent on the optical transparent path determined by the BHP
without waiting for an acknowledgment of successful path setup. There may be contention
issues at the output ports of intermediate nodes between incoming bursts directed to the
same wavelength channel, thus potentially causing burst loss.
The typical architecture of an OBS network is depicted in Figure 2.2. As shown in
the figure, OBS is implemented as a technology for all-optical core networks, though there
are numerous proposals in the research literature about its potential application in metro
and access networks [49, 56, 109]. The nodes of an OBS network are categorised into core
nodes and edge nodes. Edge nodes can be further classified into ingress nodes and egress
nodes. The ingress nodes are responsible for the assembly of bursts coming from the ac-
cess network, for signaling, for routing and for wavelength assignment. Additionally, they
are also responsible for the generation of the BHP and its related offset time. The core
nodes implement the switching functionality of the OBS network by scheduling a wave-
length channel according to the information contained in the BHP. They are further respon-
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Figure 2.1: Transmission of bursts and associated BHPs over a WDM link.
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sible for resolving contentions between bursts. The egress nodes disassemble the incoming
bursts and forward them to the access network. From an architectural point of view, an OBS
core node consists of a Switch Control Unit (SCU), an Optical Cross Connect (OXC) and
input/output ports connected to network WDM links comprising multiple wavelength chan-
nels. The SCU receives the BHP, extracts the contained control information and processes
it, allocating a wavelength channel of an output port for the incoming burst. On the other
hand, the ingress node consists of the burst assembler (or burst aggregator) and a channel
scheduler. The burst assembler, as the name suggests, is the unit of the ingress node that is
responsible for aggregating data packets for the formation of a burst. It is typically organ-
ised into packet queues associated with different destination (egress) nodes and, potentially,
with different classes of service [52]. Once a burst is formed its BHP is generated along
with a properly determined offset time and an outgoing wavelength channel is scheduled
for transmission. Figure 2.3 illustrates the general architecture of an OBS core node. Basic
architectures and design issues of OBS core and edge nodes have been extensively studied
in research. Notable examples can be found in [1, 17, 20, 32, 40, 69].
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2.2 Burst Assembly Strategies
Burst assembly (or burst aggregation) is the procedure of assembling data packets into
bursts to be transmitted from an ingress node of the OBS network. There are two main
mechanisms of assembling data into bursts: size-based and timer-based. Their main func-
tionality is depicted in Figure 2.4.
In the size-based strategy, the incoming packets are collected until a burst of a defined
fixed size is formed; in this way, the generation of bursts is aperiodic in time and all the
bursts have the same length. In the timer-based strategy, the burst is assembled within a
constant interval of time, resulting in a periodic transmission of bursts of different lengths.
Both strategies may have considerable issues under low and heavy loads. In fact, the value
of the threshold has a major impact on both the assembly processes. Particularly, under
low loads, if the size threshold is too high the average burst latency becomes too large.
Conversely, under heavy loads the time-based strategy yields large burst sizes, thus the
average waiting time becomes greater than in the case of the size-based assembly. The
advantages and the disadvantages of using one scheme as opposed to the other depend
on the requirements of the OBS network. For example, if there are service requirements
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Figure 2.4: Burst assembly strategies: in the size-based strategy (red line), the threshold is
defined by a maximum number of packets whereas in the time-based strategy (green line)
packets are assembled until a defined timer expires.
in terms of ensuring a maximum transmission delay, then a timer-based scheme will be
preferred to a size-based one. Generally, the size-based scheme is preferred under heavy
loads, whereas the timer-based scheme is more effective at low loads. In most applications,
the best solution is often to choose a hybrid strategy using a combination of size-based and
timer-based schemes, where the burst assembly strategy can be dynamically chosen on the
basis of the traffic intensity conditions. Notable works on this topic have been presented
in [21] and [22]. It has been generally demonstrated that hybrid schemes can perform better
than the fixed ones, at the price of a higher complexity [23, 87, 108, 119, 123, 138].
The burst assembly process has a considerable impact on the shaping of OBS traffic and
may significantly influence the performance of an OBS network. There are several stud-
ies on the effects introduced by the aggregation procedure and numerous analytic models
have been proposed in research literature on this subject. A frequently made assumption is
that burst inter-arrival times are exponentially distributed, that is burst traffic can be mod-
elled as a Poisson process [42, 57]. In research literature it is common to find analytic
models of OBS networks with these assumptions [34, 66, 103, 134]; however, it has been
demonstrated that IP traffic generally tends to manifest self-similarity, that is it is bursty
at all time scales [4, 24]. This means that modelling network traffic as a Poisson process
may lead to inaccuracies and it is more likely that IP core networks dimensioned on the
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basis of the Poisson assumption may exhibit unexpected performance behaviour. Simu-
lation studies conclude that the burst assembly procedure can reduce the level of traffic
self-similarity [41,135]; however, the nature of the traffic at the output of a burst aggregator
depends on multiple factors such as the type of input traffic coming from the access net-
works, its intensity and the adopted burst aggregation scheme. Assumptions on the nature
of the traffic offered to the burst assembler lead to different OBS traffic models. Recently,
Mountrouidou and Perros have studied burst aggregation algorithms at ingress nodes and
proposed that the Poisson assumption may not be accurate enough to accommodate OBS
traffic characteristics [79]. In fact, it has been shown that the burst inter-arrival times distri-
bution strongly depends on the burst aggregation method and the packet arrival process at
the aggregator. For example, in [135], it has been shown that for Poisson input traffic, OBS
traffic converges to a Gaussian distribution for both time-based and size-based strategies.
Similar results can be found in [136]. Thus, in general it is not possible to draw conclusions
on the burst traffic characteristics at the output of a burst aggregator. As for burst length
distribution, Gauger [40] has found from simulation that performance is relatively insensi-
tive to burst length distribution. Rostami and Wolisz [106], through analysis, also show that
burst length distribution has little impact on performance, concluding that assuming expo-
nentially distributed burst lengths is appropriate in analysis. As we will see in Chapters 3
and 4, to form tractable network models we will assume a simple generic approximation
of offered burst traffic by using two-moment matching techniques [42], yielding accuracy
better than one-moment Poisson based methods.
2.3 Signaling Schemes
The resource reservation performed by the BHP could be defined through different signal-
ing schemes. The most popular strategies proposed by the research community fall into the
categories of the Tell And Wait (TAW) and the Tell And Go (TAG) protocols [52]. In the
former, after the BHP reaches its destination and all the resources necessary for burst trans-
mission are reserved, an acknowledgment (ACK) message is sent back to the source over
the same path and, after its reception, the burst is transmitted. An additional ACK message
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follows the burst in order to perform explicit release of the allocated resources. The adop-
tion of TAW leads to very low values of burst loss compared to other signaling schemes
but has high transmission delay since it has to wait for the acknowledgment control packet
to reach the source [52]. In the TAG protocol, there is no acknowledgment. Following the
BHP transmission and at the expiration of the offset time the burst is sent and does not wait
for any acknowledgment on the channel resource reservation over its path. In this way, burst
loss is higher but average delay and complexity are lower than in the TAW protocol. TAG is
further divided in Just In Time and in Just Enough Time variants [133]. In JIT, wavelength
channels are immediately reserved after the BHP is processed and are subsequently and
explicitly released by a dedicated ACK message. In JET, as depicted in Figure 2.5, wave-
length channels are reserved only for the burst duration. The expected burst arrival time
and its expected length are extracted from the BHP at intermediate nodes and determine
the instants of reservation and release of the wavelength channels. The primary benefit of
using JIT and JET strategies is in reducing end-to-end transmission delays, offering effi-
cient bandwidth utilisation and lowering signaling complexity compared to TAW schemes,
however these advantages come at the cost of a higher burst loss. Relevant contributions on
performance analysis of JIT and JET strategies are proposed in [5, 6, 31, 121].
Offset 
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Transmission
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OXC 1 OXC 2
Time
Source Destination
Channel 
Holding 
Time
Figure 2.5: Just Enough Time signaling scheme.
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2.4 Channel Scheduling Algorithms
In this section we provide a brief overview of the most popular channel scheduling al-
gorithms proposed for OBS networks. The input information required for the scheduling
process is stored in the BHP of an unscheduled burst and it is processed by the SCU at core
nodes to properly configure the switches for the incoming burst. The key parameters for
OBS channel scheduling are:
• si,js and ei,js : the scheduled burst arrival and departure times for burst j on channel i
respectively.
• su and eu : the unscheduled burst arrival and departure times respectively.
• lu : the unscheduled burst length (lu = eu − su).
• LAUTi : the Latest Available Unscheduled Time (LAUT) or the Horizon Time of
channel i. The LAUT is the earliest time at which a data channel is available to
schedule an unscheduled burst.
Figure 2.6 shows all the above mentioned parameters in a burst scheduling scenario exam-
ple. Channel scheduling strategies can be divided into algorithms without void filling and
with void filling. The void is traditionally defined as the interval of time between the sched-
uled burst departure time and the next scheduled burst arrival time, namely si+1,js −ei,js . The
main channel scheduling algorithm without void filling is the Latest Available Unscheduled
Channel (LAUC) also known as the Horizon algorithm; on the other hand, the most popular
algorithm with void filling is the Latest Available Unscheduled Channel with Void Filling
(LAUC-VF) [128]. As shown in Figure 2.6 the LAUC checks all the LAUTs on each chan-
nel of the node. It then chooses the channel which has the lowest time distance from the
burst unscheduled arrival time to the selected LAUT. To do so, this algorithm needs to know
all the LAUTs for each channel as well as the unscheduled burst arrival and departure time
instants. Differently from LAUC, LAUC-VF is able to check the channel with the lowest
available gap between two already scheduled bursts and, if possible, it fills this void with
the unscheduled burst. To do so, it requires to know the arrival and departure times of all
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Figure 2.6: Channel Scheduling: LAUC vs LAUC-VF.
the bursts in each channel as well as the departure and arrival times of the unscheduled
burst. The LAUC-VF algorithm is more complex to realise than LAUC but it gives signif-
icantly better performance in terms of lower burst loss probability and better utilisation of
the available bandwidth [8, 128, 129].
2.5 Contention Resolution Techniques
In an OBS network, contention occurs when multiple incoming bursts are simultaneously
directed to the same outgoing wavelength channel of a common switch output port. When
this happens a burst could be dropped or a contention resolution strategy could be adopted
in order to prevent burst loss. In OBS networks, burst contentions can be resolved with the
employment of Fibre Delay Lines (FDLs), Tunable Wavelength Converters (TWCs) and De-
flection Routing (DR) strategies. The storage of optical data in buffers for WDM networks
is not possible due to lack of an optical equivalent of traditional buffers in the electronic
domain. In the past decade, FDLs have been introduced as an alternative buffering solution
for WDM networks [50,134]. An FDL, as the name suggests, is a fibre segment which acts
as a buffer in the time domain by delaying an optical burst contending for an outgoing wave-
length channel. Particularly, in case of contention between two or more bursts, an attempt
is made to schedule a free wavelength channel of the FDL and a free wavelength channel of
the output port where the contention occurred. If this is possible, the burst will be delayed
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by the FDL and sent to the free wavelength channel of the output port. This delay depends
on the size of the FDL which, in turn, strictly depends on the physical constraints of the
switch (e.g., it requires over 200 Km of fibre in order to delay a burst of 1ms) [52]. An
example of a burst contention resolved with an FDL is illustrated in Figure 2.7. A key issue
in design of FDLs is the choice of the fixed delay time. If FDL time delays are significantly
shorter than burst transmission times then the likelihood of successfully removing overlap
between contending bursts is low; however, if FDLs are very long, signal degradation issues
may arise and average delay in the switch increases [38].
FDL buffers can be constructed in single-stage and multi-stage structures [38, 50, 82].
In single-stage structures the delay is determined by a single block of fixed-length FDLs
while, in multi-stage structures, the delay is determined by a cascade of FDLs in parallel.
FDLs can be further categorised in feed-forward and feedback architectures. In the first
case, the data is delayed from the output port of a switching element to the input port
of another switching element at the next stage. In the feedback architecture the data is
delayed from the output port of a switching element to the input port of the same stage. It
is common to find these architectures in a share-per-port configuration (where the FDLs
are shared amongst the wavelength channels of a switch output port) or in a share-per-node
configuration (where the pool of FDLs is shared amongst the output ports of the switch).
An example of these structures is illustrated in Figure 2.8.
The performance evaluation of different FDL architectures has been widely analysed
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Figure 2.7: Burst contention resolved with an FDL.
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Figure 2.8: OBS node (a) with a share-per-node FDL in a feedback configuration and (b)
with share-per-link FDLs in a feed-forward configuration.
in literature [38–40, 50, 72]. As we will see in the next chapter, it has been demonstrated
that share-per-node feedback architectures generally offer a more cost-efficient solution
compared to share-per-port feed-forward architectures.
Another important scheme of contention resolution is provided by the use of Tunable
Wavelength Converters (TWCs) [82]. A TWC is a device that can convert burst data from an
input wavelength to one of the available output wavelengths of the system. The number of
all the available convertible wavelengths is called range of conversion. Similarly to FDLs,
wavelength converters can significantly improve the efficiency of OBS networks by switch-
ing a contending burst from its current wavelength to an alternative free wavelength within
the range of conversion as depicted in Figure 2.9. For this reason, wavelength converter
pools are employed in OBS nodes and, frequently, in tandem with FDLs [101, 102, 120].
There are several configuration schemes for the placement of wavelength converters. In-
side an OBS switch, one could have a wavelength converter per channel (dedicated wave-
length convertible switch) or a shared pool of converters (partial wavelength convertible
switch) [52]. The first scheme is expensive but provides wavelength conversion capability
to all wavelength channels whereas the second strategy is less expensive but achieves lower
performance in terms of burst blocking. The pool of converters can be further shared per
link or per node [52, 82]. TWCs can be also categorised on the basis of their conversion
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Figure 2.9: Burst contention resolved with using of a Tunable Wavelength Converter.
range. If the converter allows switching of data among all wavelengths it is said to have full
wavelength conversion capability; on the other hand, when a selected range of wavelengths
is available for conversion, then the converter is said to have limited range conversion ca-
pability [52]. Finally, in relation to the allocation of TWCs over the network, we can define
the following configurations:
• Full-complete: all nodes have full wavelength conversion capability.
• Partial: all nodes have limited range conversion capability.
• Sparse: selected nodes have full complete conversion capability.
• Sparse-partial: selected nodes have limited range conversion capability.
The first allocation offers the best performance but it is the most expensive. Though nu-
merous analytic and simulation studies of OBS architectures have considered full-complete
conversion capability [66, 105, 134] and realisable designs of this configuration have been
proposed [71], it is more likely that this assumption may not find realistic applications in
the foreseeable future. TWCs are expensive devices [68] and studies on sparse and sparse-
partial configurations demonstrated that it is still possible to achieve levels of performance
comparable to a full-complete scheme but at lower cost [126, 127]. Qin and Yang [92],
evaluated a very detailed analytic model of an OBS node under limited-range wavelength
conversion capability. Based on link-independence and wavelength-independence assump-
tions, they calculate the expressions of the blocking probabilities for limited conversion
degrees. An analytic approximate model of OBS nodes with shared wavelength converters
has been presented in [98] while in [105] a framework has been developed for calculating
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path blocking probabilities in an OBS network for nodes with limited wavelength conver-
sion.
The last contention resolution strategy is Deflection Routing (DR). In DR, the con-
tention problem is solved by sending the burst on an alternative path from another out-
put port rather than the one originally planned. This technique is generally not favoured
for electronic switching networks [82] and its implementation for OBS networks still re-
quires further investigation. In [125], a performance analysis of an OBS network has
been conducted where contention is resolved by employing TWCs in combination with
DR. In [48, 139] it has been shown that DR may cause network instability mainly in rela-
tion to unexpected drops in the network throughput under specific load conditions. In the
present work we do not consider the employment of DR for resolving burst contention.
It is worth mentioning that the employment of contention resolution techniques such as
FDLs or deflection routing may have a major impact on the performance of the network
when considering TCP over OBS. More generally, the TCP congestion control scheme is
severely affected by both the burst assembly process and out-of-order TCP packet delivery
[110,111,137]. In the first case, a burst loss may cause multiple TCP packets to be dropped,
consequently provoking a drastic reduction of the TCP congestion avoidance window at the
source node (thus, lowering the overall network throughput). In the second case, FDLs
or deflection routing may introduce delays on the TCP flow transmission, causing out-of-
order packet delivery. The TCP protocol detects this occurrence as a packet loss and sends
duplicate ACK messages to inform the sender of the failed packet reception (provoking a
False Fast Retransmit). This introduces synchronisation problems at the receiver causing
a wastage of bandwidth (Figure 2.10). For these reasons it is essential to investigate and
predict the behaviour of TCP over OBS. Several schemes have been proposed in order to
address these issues. One way is to delay the transmission of the burst at the sender in
order to realise a synchronised transmission of the TCP flow (OBS source-ordering) [59];
performance evaluation of TCP implementations over OBS have been proposed in [110]
and [137]. This topic is out of the scope of the work presented in this thesis, hence it has
not been taken into consideration for the development of the proposed OBS network model.
The interested reader may find a survey on the performance improvements of different TCP
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Figure 2.10: TCP over OBS. The introduction of FDLs or deflection routing provokes out-
of-order delivery of TCP packets at the receiver, causing False Fast Retransmit at the sender
(a); the out-of-order delivery can be solved with source-ordering at the OBS layer by de-
laying the transmission of the burst.
over OBS variants in [111].
2.6 State-of-the-Art in OBS Analytic Modelling and Motivation
of the Present Work
Research literature is rich with works devoted to analytic modelling and performance evalu-
ation of the OBS paradigm applied to WDM networks. Particularly, during the past decade,
significant contributions have been made in the analysis of FDL-bufferd OBS nodes and net-
works where burst contentions are resolved with the joint employment of FDLs and TWCs.
As we said Section 2.2, an assumption frequently made in the majority of the works in the
literature is that the burst traffic from a burst assembler can be described by a Poisson pro-
cess. This means that the burst inter-arrival times at intermediate nodes of the network are
negative-exponentially distributed. This assumption can be found in several works focus-
ing on isolated FDL architectures and FDL-buffered OBS nodes and networks, frequently
in combination with TWCs. In [18] Callegati models an FDL as an M/M/1 queue with
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balking with asynchronous packets of variable length (where M denotes the exponential
distribution). This model was one of the first to capture the balking property of the FDL,
that is, if the delay introduced by the FDL is not sufficient to avoid burst contention the
contending burst has to be dropped. Analyses of the impacts introduced by different inter-
arrival distributions on modelling a single FDL have been conducted in [2]. The authors
consider the cases of deterministic, uniform, exponential and Weibull distributions. Perfor-
mance evaluations of a single wavelength FDL with general burst length distribution have
been made in [64] and [65]. In [99], Rogiest et al. provide an exact Markov chain analysis
while an investigation for correlated arrivals has been conducted in [100]. In [134], Yoo et
al. proposed a model of an OBS node with feed-forward FDLs for different traffic classes,
specifically they model the node with FDLs as an M/M/k/k system (for classless traf-
fic) and as an M/M/k/D queue (for prioritised traffic). This analysis has been generalised
in [34], where the FDL buffer is modelled as anM/M/k/D queue, providing union bounds
for burst loss probability and for both classes of traffic. In [66], Lu and Mark characterise an
OBS node with share-per-port FDLs as a multidimensional continuous-time Markov chain.
They developed an asymptotic approximation model of FDLs considering separately the
cases of short FDLs and long FDLs. An OBS node architecture with shared-per-port FDLs
has been analysed in [95] where, once again, the burst inter-arrival distribution is assumed
to be exponential. An approximate analytic model of an OBS/OPS node architecture with
feed-forward and feedback shared FDL buffers and general burst lengths has been presented
in [140, 141]. Recently, Hayat et al. [45] have proposed a model of an OBS node with a
shared pool of converters and a dedicated FDL buffer per link, focusing their analysis on
the trade-off between the utilisation of FDLs and TWCs. OBS node architectures with lim-
ited number of wavelength converters have been analysed in [76, 98, 102]. In [98] burst
traffic flows are characterised with their first two moments by employing the Equivalent
Random Theory (ERT) [42, 124], a moment-matching technique that allows approximation
of non-Poissonian traffic flows. In [3], Akar et al. model an OBS node with share-per-
link wavelength converters deriving a Markovian analysis where the burst arrival process
is described with an Engset model. A 3-state Markovian process is used in [130] to model
short and long burst arrivals for a OBS edge node architecture. The authors further assume
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the burst lengths to be Coxian distributed. Limited-range conversion capabilities have been
studied in [75, 91, 105, 116].
A major achievement on bufferless OBS network modelling has been presented in [103,
104,122] where the performance of the OBS network is evaluated in terms of link blocking
probabilities. The analysis is based on a modified version of the well-known Erlang Fixed
Point Approximation (EFPA) [54], leading to a link-centric evaluation of the OBS network.
Simultaneous possession of multiple links by a single burst is also accounted for in the
analysis in [9, 11]. Castro et al. proposed in [19] a method to optimise the number of
FDLs in an OBS network where each node is modelled according to the analysis derived
in [66]. The performance analysis of an OBS tandem network where burst traffic arrivals
are modelled with the Interrupted Poisson Process (IPP) has been presented in [10]. The
IPP process has been successfully used in network analysis for modelling bursty traffic [42].
Mountrouidou et al. [80] derive a model of a hub-based OBS network architecture where
burst arrivals are characterised by a bulk slotted process. In [107] a two-moment analysis
of a bufferless OBS network is presented where contentions are resolved with deflection
routing. The authors provide a more accurate path-oriented analytic approach to resolve
the OBS network, that is the blocking probability of each end-to-end path is separately
calculated. Additionally, accuracy is improved by modelling burst arrival traffic with the
Bernoulli-Poisson-Pascal (BPP) method proposed in [27, 28] as opposed to one-moment
Poisson based analyses.
All of the above mentioned works significantly contribute to the derivation of analytic
models that allow design and optimal dimensioning of OBS networks; however, we note a
less concentration on in the following research topics that, in our opinion, still require to be
fully investigated and understood:
• An assumption frequently made in the majority of the works found in research liter-
ature is that burst traffic can be modelled with a Poisson process, that is burst inter-
arrival times are exponentially distributed. An equivalent assumption is often made
for the burst length distribution as well. As it has been shown in notable works [4,24],
IP traffic tends to manifest self-similarity, particularly it is bursty at all time scales.
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Thus, the Poisson assumption, although generally leading to easier modelling and
dimensioning, might not be suitable to accurately accommodate the bursty nature of
IP traffic. More importantly, as we said in Section 2.2, it is not possible to draw
general conclusions as to the nature of the burst traffic emanating from a burst aggre-
gator. Thus, a Poisson-based analytic model of an OBS architecture may not consider
unexpected behaviours arising from the non-Poissonian nature of the burst traffic, ul-
timately leading to undesirable inaccuracies for the design and the dimensioning of
OBS networks.
• Research effort in FDL-based OBS node modelling is minimal compared to simu-
lation studies on the same subject. Furthermore, although efficiently capturing the
impact on performance of several features related to OBS (balking effect, offset time
effect, etc.), most of the proposed analytic models devoted their attention to mod-
elling OBS nodes with feed-forward/shared-per-link FDLs, frequently assuming ex-
ponentially distributed inter-arrival times. We believe that more effort should be put
on modelling of practical FDL-buffered OBS architectures, particularly on analytic
models of OBS with share-per-node FDLs where non-Poissonian traffic assumptions
should be considered.
• Similarly to OBS node modelling, less emphasis has been put on OBS network mod-
elling where contentions are resolved with FDLs. Furthermore, a link-centric ap-
proach based on EFPA is adopted in the vast majority of the works proposed in re-
search literature, where burst traffic is characterised with standard one-moment Pois-
son analysis. A performance evaluation based on EFPA often overestimates link
blocking probabilities [107]. We believe that a path (stream)-centric approach is
desirable in order to gain a better accuracy for the estimation of burst blocking prob-
abilities compared to a link-centric approach.
• Research literature is rich with proposals on optimal OBS resource dimensioning,
predominantly on Routing and Wavelength Assignment (RWA) [29, 113] and on op-
timal allocation of TWCs in OBS/OPS networks [37,126]. As we will see in Chapter
5, little research effort has focused on optimal dimensioning and allocation of FDLs,
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with some few exceptions [19]. It is largely accepted that FDLs will play a predomi-
nant role for resolving contentions in deployable OBS networks [38,82,134]. The au-
thor believes that pertinent investigations of FDL dimensioning should be conducted
in order to derive more efficient methods for optimising OBS networks in order to
assess their cost/benefit in comparison to other candidate optical architectures and to
enable their future deployment.
This thesis attempts to address all the above mentioned issues with the realisation of the
following:
• Optical Burst Switch Node Modelling : A novel approximate analytic OBS node
model with a share-per-node FDL is developed. The node model can handle general
burst inter-arrival times. In order to do so we rely on moment-matching techniques,
that is a set of analytic tools used to approximate non-Poisson arrival processes by
way of the first two moments of the channel occupancy distribution of the system.
We first model the switch output port by approximating its channel occupancy distri-
bution with a Bernoulli-Poisson-Pascal (BPP) distribution and by using the Equiva-
lent Random Theory (ERT). We characterise the traffic flows with the mean and the
variance of the output port channel occupancy distribution. Finally, we model a cost-
effective buffered OBS node architecture by allowing the switch to be equipped with
multiple input/output ports, each one connected to an optical fibre carrying multiple
wavelength channels. The switch is further equipped with one FDL shared among the
output ports in a feed-back configuration and employs full wavelength conversion.
• Optical Burst Switch Network Modelling : A novel FDL-buffered OBS network
model is proposed, where nodes are modelled according to the analytic model above
mentioned. The aim is to provide a mathematical framework that allows performance
evaluation of OBS network by describing burst traffic flows in terms of moment-
matching, resulting in a better accuracy compared to standard one-moment Poisson-
based analysis. The network model further allows evaluation of the burst blocking
probabilities at stream (path) level, resulting in an increased accuracy compared to
a link-centric approach. Finally, the analysis is refined by neglecting network links
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whose blocking probability is zero due to the streamline effect.
• Resource Dimensioning and Optimisation of OBS Network: A method for dimen-
sioning link wavelength channels and for determining an optimal allocation of FDL
buffers for OBS networks is presented. We focus on minimising the total hardware
cost of the network under requirements defined in terms of a guaranteed level of end-
to-end burst blocking probability and physical constraints determined by maximum
and minimum allowable number of link/FDL wavelength channels. We further define
and study multi-objective optimisation problems where we wish to simultaneously
minimise the total network hardware cost and the maximum tolerable end-to-end
burst loss. The optimisation problems are resolved by means of genetic algorithms.
Table 2.1 illustrates the differences between the modelling contributions available in the
research literature for OBS networks and the features of the model proposed in this work.
In the next chapter we start our analysis with the description of the approximate model of
the buffered OBS node.
Table 2.1: Overview of research contributions on modelling of OBS networks. FF/FB: feed-
forward/feedback, FWC/PWC/LWC: full/partial/limited wavelength conversion, LC/PC:
link/path centric, SH: shared.
OBS node Burst arrivals FDL TWC Network modelling
model model config. config. approach
Akar et al. [3] Engset model - SH-LWC -
Battestilli et al. [9] Poisson - FWC PC
Battestilli et al. [10] IPP - FWC LC
Castro et al. [19] Poisson FF/FB FWC LC
Hayat et a. [45] Poisson SH-FF SH-FWC -
Lu et al. [66] Poisson FF/FB FWC -
Mountrouidou et al. [80] Bulk Slotted - FWC -
Rajabi et al. [95] Poisson SH-FF FWC LC
Reviriego et al. [98] ERT model - SH-FWC -
Rosberg et al. [105] Poisson - FWC LC
Sahasrabudhe et al. [107] BPP model - FWC PC
Wong et al. [125] Poisson - FWC LC
Xu et al. [130] 3-State Markovian - FWC -
Zhang et al. [141] Poisson SH-FF/FB FWC -
Proposed method BPP/ERT model SH-FB FWC PC
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Chapter 3
Modelling of the Optical Burst
Switched Node
In this chapter we derive an approximate analytic model of an optical burst switch where
contentions are resolved with the employment of a Fibre Delay Line (FDL). The chapter
is organised as follows. In Section 3.1 we select and describe a potentially cost-effective
buffered OBS node architecture with a share-per-node FDL employed in a feedback con-
figuration. The description of the node model is presented in Section 3.2. We first focus
our attention on modelling a single output port of the selected switch architecture. We
conduct an approximate two-moment matching flow analysis by assuming that each traffic
stream may be represented with a non-Poisson process. Burst loss performance at the out-
put port is evaluated by deriving expressions for the burst blocking probability perceived
by all traffic flows offered to the node. In Section 3.3 we validate the analytic model by
comparison with results obtained from a discrete-event simulation of the node realised in
Opnet ModelerTM [85]. Finally conclusions are given in Section 3.4.
3.1 The Architecture of the Optical Burst Switch
As mentioned in Chapter 1, a contention between bursts directed to the same wavelength
channel on a common output link may be resolved with the employment of Tunable Wave-
length Converters (TWCs) or Fibre Delay Lines (FDLs). In the research literature it is
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common to find performance analyses of OBS architectures where TWCs and FDLs are
used in tandem to resolve burst contentions [38,39,66,95,102,140]. An extensive overview
of OBS architecture designs is provided in [38, 40] and [17] where the basic Tune-And-
Select (TAS) OBS node architecture [15] is studied in relation to the addition of FDLs for
resolving burst contention. The analysis presented in this chapter starts with the descrip-
tion of this particular OBS node architecture and its extended versions employing FDLs
for contention resolution. The general TAS node architecture is shown in Figure 3.1. The
switch is equipped with P input/output ports (connected to input/output fibre links) each
comprising Wp wavelength channels, with p = 1, . . . , P . Burst switching is performed
with the combined action of TWCs and Semiconductor Optical Amplifiers (SOAs) [82].
Each wavelength channel of an input port comprises a number of SOAs that is equivalent
to the number of output ports of the switch, for a total of P
∑P
p=1Wp SOAs [17, 40]. Fur-
thermore, all wavelength channels on each port are equipped with a TWC for a total of∑P
p=1Wp TWCs, allowing full wavelength conversion. This configuration permits both
burst wavelength conversion and switching to a desired wavelength channel. Particularly,
after being demultiplexed at the input ports, the burst signal is converted into an outgoing
wavelength channel by the TWC then is split and directed to all output ports. The de-
sired output port is finally selected by “turning on” its associated SOA and “turning off” all
the SOAs associated with the rest of the output ports. An Erbium-Doped Fibre Amplifier
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Figure 3.1: Tune and Select (TAS) OBS node architecture.
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(EDFA) [82] is required at each input/output port for amplifying the optical signal and com-
pensating the loss due to signal splitting [15, 16]. It has been extensively proven in [15, 17]
that, as opposed to other switch architectures such as the basic Broadcast and Select (BAS)
OBS architecture [36] (where wavelength conversion is performed at the output stage with
tunable filters and wavelength converters), the TAS node architecture may potentially yield
more cost-effective switch designs thanks to its low signal degradations [15].
Figures 3.2(a) and 3.2(b) illustrate two of the most common buffered OBS TAS node
architectures employing FDLs for contention resolution. We generally denote with K the
number of wavelength channels comprised in an FDL and, following [66], we refer to them
as FDL virtual buffers. Figure 3.2(a) depicts a TAS node architecture where a single FDL
is dedicated to each output port (TAS-dFDL) in a feed-forward configuration. In this case,
the optical cross-connect redirects an incoming burst to one of the available channels in an
FDL, in order to avoid a contention. With wavelength converters present at input ports,
any available FDL channel may be selected. After being delayed in the FDL, the burst
is transmitted on the same wavelength at the output port. Note that the reservation of a
wavelength channel at the output port and a virtual buffer in the FDL is simultaneous and
is prior to the burst entering the FDL buffer (PreRes strategy) [38]. If it is not possible to
Input 
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Figure 3.2: OBS TAS-dFDL (a) and TAS-shFDL (b) node architectures.
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select a wavelength that is available both in the FDL and the output port, then the burst is
dropped. Although a further decrease in burst loss could be gained by introducing additional
wavelength converters between the FDL and the output port, this arrangement would result
in a considerable increase of hardware costs. Figure 3.2(b) depicts a TAS node architecture
where extra input/output ports are dedicated to FDLs shared amongst the output ports in
a feedback configuration (TAS-shFDL). The node depicted in Figure 3.2(b) illustrates an
example with one shared FDL. In this configuration, a contending burst may be directed to
any free channel of the FDL thanks to the action of TWCs at input ports. The number of
channels in the FDL may be less than the number of channels at the input port, allowing
the FDL ports (and associated switch matrix) to be scaled according to cost/performance
trade-offs. This flexibility is afforded by the additional K wavelength converters at each
FDL return port, which allow re-conversion of packets to any of P output port channels.
It is theoretically possible that a burst may recirculate multiple times through the switch
and FDL bank, although signal degradation issues may limit the number of recirculations
in practice and there are diminishing performance gains as FDL resource usage per packet
increases with each recirculation [40].
Note that both configurations adopt the so called prefer conversion strategy, that is
an attempt to resolve burst contention is first performed by using the TWCs and, only in
case of failure, a final attempt is made with the employment of the FDL [38]. An exten-
sive evaluation of performance and technology for these architectures has been presented
in [17, 38, 40]. It is shown that the TAS-shFDL architecture yields a more cost-efficient so-
lution than the one offered with the TAS-dFDL architecture. This is mainly due to the fact
that, in a TAS-shFDL configuration, the presence of TWCs at the FDL return port allows an-
other burst conversion in additon to the one already performed by the TWCs equipped at the
switch input ports. Additionally, nodes with a TAS-dFDL configuration have been shown to
achieve lower wavelength utilisation and lower effective throughput under dynamic traffic
conditions compared to TAS-shFDL nodes [40]. Finally, it has been demonstrated that the
number of FDLs employed in the TAS-shFDL architecture has a minor impact on burst loss
performance compared to a TAS-shFDL switch employing a single FDL with an equiva-
lent total number of virtual buffers. The differences in performance between the two cases
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become more evident for higher numbers of wavelength channels in the FDL [40] (e.g., for
32 and 64 virtual buffers). Nevertheless, in this case, issues regarding the technical feasi-
bility of these buffered architectures may affect their applicability on realistic OBS network
deployments [40]. Simulation results that illustrate the above mentioned characteristics of
the TAS-shFDL architecture are presented in Figure 3.3. We consider a hypothetical TAS
OBS switch with a single input/output port comprising W = 10 wavelength channels with
full wavelength conversion capability. Burst traffic is offered to the input port according to
a Poisson process and burst lengths are assumed exponentially distributed. We compare the
burst blocking probability at the output port with different values of virtual buffers K for
the TAS-dFDL and the TAS-shFDL architectures.
The buffer configuration is coded as X − Y where X is the number of FDLs and Y is
the number of virtual buffers in each FDL. We first note that the addition of FDLs is highly
effective in lowering the burst loss rate as opposed to a bufferless TAS node, obtaining in
some cases a performance gain of several orders of magnitude. The TAS-dFDL config-
uration is generally outperformed by the TAS-shFDL in both scenarios of one FDL with
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Figure 3.3: Burst loss probability of different buffered architectures from discrete-event
simulations.
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10 virtual buffers (shFDL 1-10) and 10 FDLs with one virtual buffer each (shFDL 10-1).
We further note that there are no major differences in loss performance between the cases
of shFDL 1-4 and shFDL 4-1, however the situation is substantially different for the com-
parison between shFDL 1-10 and shFDL 10-1, where the latter configuration considerably
outperforms the former. Nevertheless, the shFDL 10-1 arrangement leads to an unrealistic
solution for buffered OBS node design, mainly in relation to switch complexity constraints
and increasing hardware cost [17, 40]. In this regard, Tables 3.1-3.3 illustrate a cost com-
parison for different TAS-shFDL architectures with the same total number of virtual buffers
K. We see that adding FDLs while keeping K constant always yields to an increase of the
cost in terms of unit components. An extensive set of similar results drawing equivalent
conclusions can be found in [40], where the cases of K = 16, 32 and 64 virtual buffers
are examined. Additionally, it is further shown that the channel utilisation and the effec-
tive throughput offered by an shFDL 1 −X architecture are equal or greater than the ones
offered by an sh-FDL Y − Z configuration, with X = Y Z. From this we conclude that
the OBS TAS-shFDL node architecture with one FDL may achieve performances close to
TAS-shFDL architectures with multiple FDLs and equivalent number of virtual buffers but
at lower hardware cost. For these reasons, in this thesis we focus our attention on the anal-
ysis of the TAS-shFDL architecture with a single FDL in a feedback configuration which,
Table 3.1: Unit cost comparisons between TAS-shFDL architectures for a switch with 4
ports each comprising W = 8 wavelength channels.
shFDL 1-4 shFDL 2-2 shFDL 4-1
TWCs 36 36 36
SOAs 60 60 72
EDFAs 9 10 12
TOT. 105 106 120
Table 3.2: Unit cost comparisons between TAS-shFDL architectures for a switch with 4
ports each comprising W = 16 wavelength channels.
shFDL 1-8 shFDL 2-4 shFDL 4-2 shFDL 8-1
TWCs 72 72 72 72
SOAs 120 120 144 204
EDFAs 9 10 12 16
TOT. 201 202 228 292
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Table 3.3: Unit cost comparisons between TAS-shFDL architectures for a switch with 4
ports each comprising W = 32 wavelength channels.
shFDL 1-16 shFDL 2-8 shFDL 4-4 shFDL 8-2 shFDL 16-1
TWCs 144 144 144 144 144
SOAs 240 240 288 408 660
EDFAs 9 10 12 16 18
TOT. 393 394 444 568 828
we believe, may be an attractive candidate architecture for buffered OBS nodes with TWCs
and FDLs.
Before starting with the description of the analytic node model we provide some insights
on the impact on loss performance introduced by the FDL delay and by the burst length
distribution. In Figure 3.4(a) we show an example of the FDL delay impact on burst loss
for an output port comprising 10 wavelength channels and 5 FDL channels being offered
with Poisson burst traffic. We see that increasing values of FDL delay yield a reduction
in burst loss probability until a lower bound is reached. After a delay equal to 3 times the
burst transmission time no substantial improvements in burst loss can be observed. For
these reasons we assume a value of FDL delay equal to at least twice the burst transmission
time for our analysis. Similar conclusions have been drawn in [38,40] where more evidence
of this effect is shown for different scenarios. As discussed in the previous chapter, it has
also been shown that burst loss ratio are generally insensitive to the burst length distribution.
Figure 3.4(b) depicts the burst blocking probability of a 4-ports bufferless TAS-shFDL node
architecture when burst lengths are constant or exponentially distributed for W = 8, 16, 32
wavelength channels. It can be seen that both cases exhibit approximately the same level
of burst loss ratio. Additional simulation results illustrating this aspect for the case of
exponential, gamma and Gaussian distributed burst lengths are provided in [40] whereas
further evidence from an analytic perspective is provided in [106]. Thus, we conclude that
assuming exponentially distributed lengths may be appropriate for the TAS-shFDL node
analysis.
The OBS node architecture under study is the same as Figure 3.2(b). The switch is as-
sumed to have P input/output ports each one connected to an optical fibre link comprising
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Figure 3.4: Impact of FDL delay (a) and of the burst length distribution (b) on burst loss
probability.
W wavelength channels. An extra input/output port is dedicated to a single FDL comprising
K wavelength channels (virtual buffers). The adopted contention resolution scheme uses
both TWCs and the FDL in a prefer conversion strategy. Furthermore, the reservation of
the wavelength channels in the output ports and in the FDL follows the PreRes strategy as
described in [38]. We do not assume burst recirculations in the shared FDL. Finally, we as-
sume the switch employs the JET signaling scheme and schedules all wavelength channels
according to the LAUC-VF strategy. As discussed in Sections 2.3 and 2.4, these signalling
and channel scheduling methods are amongst the most promising for OBS network deploy-
ment due to their good trade-off between achievable performance and complexity. The aim
for developing the node model is to quantify the intensity of the burst traffic streams that
overflows from the switch and that are considered lost from the system in order to determine
their blocking probabilities.
3.2 The Analytic Model of the Switch
In this section an approximate analytic model of the OBS TAS-shFDL switch with a shared
FDL in a feedback configuration is presented. The analysis is firstly conducted for a sin-
gle port in isolation to facilitate the description of the complete multi-port switch model.
Note that from an analytic perspective, the proposed output port model is equivalent to the
model of a network link connected to that port. Subsection 3.2.1 presents a brief theoret-
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ical background on the available methods used to derive a flow model of the OBS node
architecture under study. The model of a single output port of the switch in isolation is pro-
posed in Subsection 3.2.2 whereas Subsection 3.2.3 deals with the model of a single output
port equipped with a feedback FDL. The overall flow model of the OBS TAS-shFDL node
architecture is derived in Subsection 3.2.4. Finally, an additional procedure to refine the
blocking probability values by increasing their accuracy is presented in Section 3.2.5.
3.2.1 Background
We model the output port of the TAS-shFDL as a group of wavelength channels (or servers)
being contended by incoming burst packets. Incoming bursts are analytically characterised
by the concept of a traffic flow (or stream). In our model, a traffic flow conceptually cor-
responds to the aggregation of multiple burst packets emanating from different input ports
of the switch and directed to a common output port. The average intensity of a traffic flow
offered to the port in question is quantified with the mean of the busy channel distribution
of a system equivalent to the output port but with an infinite number of channels [42].
Figure 3.5 illustrates the model of a hypothetical OBS node with a single output port
being offered with burst traffic following a Poisson process, that is, burst inter-arrival times
are exponentially distributed with average arrival rate equal to λ bursts/s. We assume burst
lengths are also exponentially distributed with average burst service time equal to s bursts/s.
As depicted in the figure, the output port can be modelled as an M/M/W/W queuing
system where W is the number of wavelength channels in the port (link) [57]. The burst
traffic flow F offered to the port is quantified by its mean m, that is the mean of the busy
channel distribution of an M/M/∞ queuing system. Thus m represents the average burst
load offered to the port by flow F and is given by the ratio λ/s (in Erlangs) [57]. We
refer to the portion of burst traffic that (on average) will be served by the output port as
burst carried traffic, characterised by flow F¯ ; conversely, the portion of traffic that cannot
be served determines the burst overflow traffic represented by Fˆ . The mean and variance
of these flows have been calculated by Kosten [42] for a group of channels being offered
with a Poisson traffic flow of mean m. Particularly, the mean mˆ and the variance vˆ of the
overflow traffic are given by
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Figure 3.5: Model of the output port as an M/M/W/W queue.
mˆ = m · E(m,W ), (3.1)
vˆ = mˆ
(
1− mˆ+
m
W + 1 + mˆ−m
)
, (3.2)
where E(m,W ) is the well-known Erlang B formula [57] defined as
E(m,W ) =
mW /W !∑W
i=0m
i/i!
. (3.3)
Additionally, the mean m¯ and variance v¯ of the carried traffic flow are calculated as
m¯ = m [1− E(m,W )] , (3.4)
v¯ = m¯−m (W − m¯)E(m,W ). (3.5)
All the above defined traffic streams are shown in Figure 3.5, along with their moments.
It can be demonstrated that, if the offered traffic is Poisson, the variance of the overflow
traffic is always greater than its mean. Conversely, the variance of the carried traffic is
always lower [42]. Thus the overflow and carried traffic streams cannot be characterised
34
by a Poisson process, which has variance equal to the mean. We quantify the deviation of
a traffic flow from being Poisson with its peakedness Z defined as the ratio of its variance
and its mean, that is Z = v/m. If Z > 1 the traffic is said to be peaked whereas if Z < 1
the traffic is characterised as smooth. Finally, for Poisson traffic, Z = 1. In a network
analysis scenario, traffic streams carried or overflowing from an output port of a node may
generally be offered to another network element (e.g., an alternative output port of another
network node). Thus, modelling these traffic flows with the Poisson process may lead to
inaccuracies due to their non-Poissonian nature. Furthermore, in an OBS network, as we
discussed in Chapter 2, burst traffic emanating from an assembler is not Poisson and, in
general, it may not be possible to define a unique distribution for the burst inter-arrival
times. Therefore, a model alternative to a traditional Poisson analysis should be taken into
consideration for characterising these traffic flows. Generally, when a group of channels is
offered non-Poisson traffic, its analysis becomes more challenging and it is often preferred
to rely on approximate methods for the derivation of tractable analytic models. For the OBS
node analysis, we propose the employment of alternative approximate techniques that take
into consideration the contribution of higher moments for representing burst traffic flows.
These techniques are known as moment-matching methods [42].
In a moment-matching method, the arrival process defining the offered traffic flow is
substituted with an “equivalent” process. This process is selected in such a way that the
analysis of the system becomes more tractable, allowing parameters of interest to be com-
puted, such as the moments of the carried and overflow traffic streams or performance met-
rics such as the blocking probability. The process substitution is performed by matching the
moments of the original arrival process with the moments of the equivalent one. Though
the accuracy of the model increases with the number of matched moments, the analysis
becomes too complex, often resulting in the derivation of intractable models. Typically,
a good compromise is achieved with a two-moment description, that is the mean and the
variance of the arrival process.
Research literature is rich with proposals of two-moment methods. One of the most
celebrated techniques is the so called Equivalent Random Theory (ERT) [124] which allows
modelling of a group of channels being offered a peaked traffic stream. This technique is
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computationally simple and accurate and its main features will be described in more detail
during the analysis of the port model. A peaked traffic stream can also be modeled by
moment-matching with an Interrupted Poisson Process (IPP) as proposed by Kuczura in
[61]. In this case, in addition to the mean and the variance, an extra parameter is required for
using the method. Both ERT and IPP are very efficient and accurate for peaked traffic flows
but can not handle smooth traffic. In this regard, various attempts have been made to extend
the ERT method for handling smooth and peaked traffic, most notably in [14, 53, 84, 89],
however issues regarding accuracy, model limitations and numerical instability may affect
their practical implementations. A unified model capable of handling smooth, peaked and
Poisson traffic is provided by the Bernoulli-Poisson-Pascal (BPP) method as proposed by
Delbrouck in [27] and [28]. The model approximates the arrival process by matching its
mean and variance with those of a Pascal process (for peaked traffic) or a Bernoulli process
(for smooth traffic). The BPP method is an attractive solution often used in network analysis
despite some drawbacks that limit its applicability under particular scenario, as documented
in [27] and [28]. Nevertheless, we found this technique suitable for the analysis of the TAS-
shFDL switch as described in the following section. Another significant benchmark has
been established by Brandt et al. in [13] where non-Poisson traffic streams are represented
by their factorial moments [42]. Although the complexity of the proposed method grows
quadratically with the number of channels in the system, its very good accuracy may justify
its application for computing the moments of the carried and overflow traffic streams.
3.2.2 Analysis of the Bufferless Port
The model of the output port is depicted in Figure 3.6. The port comprises W wavelength
channels each one equipped with a TWC and is offered with I independent heterogeneous
traffic flows. We assume general burst inter-arrival times and exponentially distributed burst
lengths. Under these premises, the port can be modelled as a G/M/W/W queuing system
being offered with multiple independent traffic streams. Burst packets coming from the
switch input ports are represented by traffic flows Fi and quantified by mean and variance
(mi, vi), for i = 1, . . . , I . The i-th burst traffic flow carried by the output port is indicated
as F¯i with mean and variance (m¯i, v¯i) whereas the i-th burst traffic overflowing from the
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Figure 3.6: Analytic flow model of the OBS TAS output port.
output port is denoted by Fˆi and characterised by mean and variance (mˆi, vˆi). The average
burst inter-arrival rate of flow Fi is equal to λi bursts/s while the average burst service
time is given by s bursts/s, thus mi = λi/s Erlangs. Our aim is to calculate the quantities
(m¯i, v¯i) and (mˆi, vˆi) given the number of channels W and the offered moments (mi, vi) for
i = 1, . . . , I . We solve the model by assuming that each burst traffic flow is represented by
a Bernoulli-Poisson-Pascal (BPP) process applying Delbrouck’s BPP method as proposed
in [27] and [28]. Particularly, each flow follows the BPP distribution given by
pi(x) = pi(x = Xi) =
(
−C
x
)
βxi (1− βi)
C , (3.6)
where Xi is the channel occupancy of the i-th offered traffic flow and C = αi/βi with αi
and βi defined as
αi = mi/Zi, (3.7)
βi = 1− 1/Zi. (3.8)
Figure 3.7 depicts the state transition diagram related to the output port when offered with
BPP traffic flow i. The system can be modelled as a group of channels with a limited num-
ber of sources Ci which alternate between an idle state and a busy state. The intervals of
time when a source is idle or busy are both exponentially distributed with average inten-
sity respectively given by βi and γi. We note that when Zi < 1, Equation (3.6) becomes
a Bernoulli distribution whereas when Zi > 1 we obtain a Pascal distribution. The prob-
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Figure 3.7: State transition diagram representation of the output port being offered with
BPP traffic flow i.
lem of deriving the expressions of the carried mean and variance of a group of channels
being offered multiple independent BPP arrival processes has been solved by Delbrouck
in [28]. Particularly, the marginal distribution θi(x) associated with flow i can be obtained
by convolving the joint busy channel distribution over all but the i-th flow. Thus, from the
marginal distribution θi(x), it is possible to calculate all the moments of the carried traffic
of flow i. Delbrouck achieved the same objective with a more efficient recursive procedure
as described in [28] and summarised by Algorithm 1. At each iteration, an estimate of the
time congestion T of the system is calculated. We remind the reader that the time conges-
tion of a group of channels is defined as the portion of time that the group of channels is
busy [42]. From the time congestion, it is possible to estimate the carried mean m¯i, the
carried second moment c¯i and, consequently, the carried variance v¯i of each traffic flow i.
Providing a demonstration of this procedure is out of the scope of this thesis. The interested
reader can find a detailed mathematical proof of the method in [28].
Once m¯i and v¯i are calculated, the next step is to derive expressions for the overflow
Algorithm 1 Evaluation of m¯j and mˆj for output port j
1: Input : mi, vi,W for i = 1, ..., I
2: Initialisation : m¯(0)i ← 0, mˆ
(0)
i ← 0, c
(0)
i ← 0
3: for k ← 1,W do
4: T (k) ←
∑I
i=1 Z˜imˆ
(k−1)
i /
(
k +
∑I
i=1 Z˜
(k)
i mˆ
(k−1)
i
)
5: m¯(k)i ← (1− T
(k))[αi + βi · m¯
(k−1)
i ]
6: c¯(k)i ← (1− T
(k))[(αi + βi) · m¯
(k−1)
i + αi + βi · c¯
(k−1)
i ]
7: v¯i = c¯i − m¯2i
8: end for
9: return m¯i, v¯i
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mean mˆi and variance vˆi. The value of mˆi for flow i can be calculated straightforwardly as
mˆi = mi − m¯i. (3.9)
Similarly to the overflow mean, the overflow variance vˆi can be calculated by neglecting the
existing correlations between the offered and carried traffic flows as vˆi = vi− v¯i [42], how-
ever this may lead to significant inaccuracies. This issue is overcome with the employment
of ERT.
As previously mentioned, ERT is a two-moment matching technique that can efficiently
compute the mean and the variance of a stream overflowing from a group of channels being
offered with peaked traffic, as depicted in Figure 3.8. A peaked traffic flow can be repre-
sented as a stream overflowing from a group of channels being offered with Poisson traffic.
Thus, we assume the existence of such a fictitious system by denoting its number of chan-
nels as W ∗ and the mean intensity of its Poisson offered traffic as A∗. These values can be
computed by solving numerically Equation (3.1), that is
m = A∗ · E(A∗,W ∗). (3.10)
A good starting point for solving (3.10) is given by the following approximate values of A∗
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Figure 3.8: Application example of the Equivalent Random Theory.
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and W ∗, derived by Rapp in [97]
A∗ ≈ v + 3Z (1− Z) , (3.11)
W ∗ =
A∗(m+ Z)
m+ Z − 1
−m− 1. (3.12)
Once the parameters of the fictitious group of channels have been computed, the mean and
variance of the traffic overflowing from the original group of channels can be obtained as
mˆ = m · E(A∗,W +W ∗), (3.13)
vˆ = mˆ
(
1− mˆ+
A∗
W +W ∗ + 1 + mˆ−A∗
)
. (3.14)
The employment of ERT allows a considerable increase in the accuracy when evaluating the
overflow variance vˆi of the i-th traffic flow compared to a simpler difference vˆi = vi − v¯i.
Following Deschamps in [30], we first define the mean of the total traffic offered to the
output port from all the streams as
Mˆ =
I∑
i=1
mˆi. (3.15)
Then, we apply ERT, deriving the value of A∗ by numerically solving
Mˆ = A∗ · E(A∗,W ). (3.16)
Equation (3.16) can be solved with a standard numerical procedure such as the Newton-
Raphson method [42]. Consequently, using Equation (3.14), we obtain
Vˆ = Mˆ
(
1− Mˆ +
A∗
W + 1 + Mˆ −A∗
)
. (3.17)
The values of the overflow variances are finally approximated by assuming that each over-
flowing stream is independent and that all variances are proportional to the mean of the
offered traffic, that is
vˆi =
(mi
M
)
Vˆ , (3.18)
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where M =
∑I
i=1mi. Algorithm 1 and Equations (3.9), (3.15)-(3.18) define the procedure
to calculate the mean and the variance of all the carried and overflow streams of the output
port. For simplicity, we refer to the entire procedure described so far as the Extended BPP
(E-BPP) method.
A major limitation of this technique is in its inaccuracy in modelling an arbitrarily
smooth traffic stream. In fact, when offered with a traffic flow of mean intensity m and
peakedness Z < 1, the values of the time congestion T may become negative unless
W ≤ m/(1− Z), a condition generally met in practical situations. Nevertheless, for unre-
alistically low values of peakedness this condition might not be satisfied. In this case, since
the blocking probability experienced from the traffic stream is nearly zero, we overcome
this issue by assuming that no overflow occurs from the group of channels.
3.2.3 Analysis of the Buffered Port
We complete the analysis of the TAS output port by considering the employment of a shared
FDL, comprising K virtual buffers. Once again, our goal is to determine the mean and
variance of the traffic carried by the output port and of the traffic that is considered lost
from the system. As we mentioned in Section 3.1, a burst contention will be resolved only
if it is possible to simultaneously reserve a free virtual buffer and a free wavelength channel
of the output port. The delay introduced by the FDL is sufficient to de-correlate returned
traffic from offered traffic so that the output port is seen as free to returned FDL burst traffic.
Hence, burst traffic re-directed by the FDL to the output port will not experience burst
contention. This situation is depicted in Figure 3.9(a) for the scenario of a single Poisson
stream of mean intensity m Erlangs. We note that if K ≤ W , bursts in the feedback flow
quantified by m¯ do not contend with each other for channels in the output port as they
have been “streamlined” when passing through the FDL channels. Furthermore, “future”
offered traffic of average intensity m will perceive a system with fewer available numbers
of channels than W , say W−, as previously delayed FDL traffic is partially occupying
the W channels. From a queuing analysis perspective, the traffic characterised by m¯ can
be interpreted as a stream with priority higher than the one of the flow represented by
m. Under these assumptions, the output port of Figure 3.9(a) can be seen as a queuing
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system with preemptive priorities [46], whose exact analysis in our context would appear
to be intractable. Instead, we propose a modelling approximation for which we provide the
following mathematical interpretation.
For a group of channels being offered with J independent Poisson streams of mean
mj (where j traffic denotes the traffic priority) [46], the overflow mean of stream j can be
computed exactly as
mˆj = Of(
∑
∀j
mj)−
∑
∀i,i 6=j
Of(mj), (3.19)
where the operator Of(x) denotes the overflow mean originating from a stream with mean
intensity x and where Of(mj) = mˆj . Applying Equation (3.19) to the scenario depicted
in Figure 3.9(a) yields
mˆ = Of(m+ m¯)−Of(m¯) = Of(m+ m¯), (3.20)
where we implicitly resolve Of(m¯) = 0 because the traffic flow carried back by the FDL
is not affected by contention (streamlined). From this we conclude that, for Poisson offered
traffic streams, the overflow associated with the incoming stream of intensity m can be
obtained from the overflow of an equivalent stream of mean intensity given by m + m¯.
Hence, from a modelling perspective the system of Figure 3.9(a) can be substituted with
the system of Figure 3.9(b).
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Figure 3.9: Flow model of a buffered output port: exact analysis (a) and approximate anal-
ysis (b).
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An alternative intuitive but less rigorous interpretation of this phenomenon is as follows.
The traffic flow offered to the output port and quantified by m perceives a system with less
capacity because some of the channels are occupied by the FDL carried traffic; thus, in this
situation the average portion of offered traffic that is blocked is greater than the case without
the presence of the carried traffic. We approximate the level of blocking perceived by
the offered traffic by keeping the number of channels constant and virtually increasing the
intensity of the offered traffic. Therefore, “it is like” the amount of carried traffic from the
FDL drives the virtual intensity of the offered traffic, achieving the same approximate level
of blocking obtainable by keeping the same intensity m but varying the number of channels
perceived by the offered traffic flow. Although (3.20) is only exact for Poisson streams,
we assume its validity also for smooth and peaked traffic flows. In the last section of this
chapter we show that this approximation yields a good compromise between complexity
and accuracy of the model and we validate it by comparison with simulation results over
different scenarios.
Before continuing with the description of the analysis, it is worth mentioning that the
assumption of independence between the traffic flows (that is, the traffic flows offered to
both the output port and the FDL) approximates the queuing behaviour of a system where
wavelength channels are scheduled in a random fashion. Basically, the proposed method
models the behaviour of a channel scheduling algorithm where voids between successive
bursts are randomly filled. This seems to be in contrast with the initial assumption made
in Section 3.1 where instead a LAUC-VF scheduling strategy has been considered for the
switch architecture under study. Nevertheless, as shown in [128], there is a small difference
in terms of burst blocking probability between the LAUC-VF and other random VF-based
scheduling schemes (although the complexity related to different algorithms is different).
Hence, we approximate the LAUC-VF channel scheduling mechanism with that of a sched-
uler that randomly selects the void to fill with an incoming burst. This approximation is
validated by comparison with simulation results in the last section of this chapter.
Under these premises, we model the output port and the FDL with the approximate an-
alytic model depicted in Figure 3.10. In addition to the already mentioned flows associated
with the output port, we also define F¯K,i as the i-th traffic flow carried by the FDL with
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Figure 3.10: Analytic model of the buffered output port.
mean and variance given by (µ¯i, σ¯i) and FˆK,i as the i-th traffic overflowing from the FDL
with mean and variance equal to (µˆi, σˆi). The latter represents the portion of traffic that is
lost from the system and cannot be recovered. Furthermore, we also denote with flow F˜i
the i-th traffic flow effectively offered to the port, that is the virtual traffic obtained from
the sum of the i-th original offered stream and the i-th stream carried back from the FDL.
Its mean and variance are denoted as (m˜i, v˜i). Our aim is to evaluate the quantities (µ¯i, σ¯i)
and (µˆi, σˆi) for i = 1, . . . , I .
The traffic overflowing from the port is notionally offered to the FDL and is non-Poisson
in nature. Thus, the FDL is modelled as a G/M/K/K queuing system and, similarly to
the output port analysis, we again use the Extended BPP method to derive the FDL carried
and overflow moments. By applying Algorithm 1 and Equations (3.9), (3.15)-(3.18) we
obtain (µ¯i, σ¯i) and (µˆi, σˆi), where, this time, the input moments are given by (mˆi, vˆi) for
all traffic flows. Hence, according to the previously discussed modelling approximation,
the mean and variance of the i-th effective traffic flow are obtained with the following set
of equations
m˜i = mi + µ¯i, (3.21)
v˜i = vi + σ¯i. (3.22)
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Note that we are neglecting the correlations between the input and the FDL carried flows in
evaluating (3.21) and (3.22).
We resolve the entire port model with a recursive procedure defined as follows. At
iteration k = 0, we set m˜(0)i = mi and v˜
(0)
i = vi. Thus, we evaluate (m¯
(0)
i , v¯
(0)
i ) and
(mˆ
(0)
i , vˆ
(0)
i ) by applying the E-BPP method to the output port. In a similar way, we use
again the E-BPP method to compute (µ¯(0)i , σ¯
(0)
i ) and (µˆ
(0)
i , σˆ
(0)
i ) for the FDL. Thus, we
estimate the mean and variance of the effective offered traffic at iteration k = 1 as
m˜
(1)
i = mi + µ¯
(0)
i , (3.23)
v˜
(1)
i = vi + σ¯
(0)
i , (3.24)
The procedure is then repeated where, this time, the input traffic is quantified by (m˜(1)i , v˜
(1)
i )
rather than (mi, vi). We stop the recursion once a desired level of accuracy ǫ on all I
overflow means is reached, that is
∆ =
∣∣∣µˆ(k+1)i − µˆ(k)i ∣∣∣ /µˆ(k)i < ǫ i = 1, ..., I. (3.25)
Providing a mathematical proof of convexity of the problem or uniqueness of the solution
is challenging and is out of the scope of the present work. Nevertheless, convergence of the
algorithm has always been observed for all the scenarios under study, as we will show in
Section 3.3.
3.2.4 Analytic Model of the Multi-port Buffered Switch
The extension of the model to a multi-port switch architecture is straightforward. We con-
sider an OBS TAS-shFDL switch architecture with P input/output ports each one com-
prising Wj wavelength channels for j = 1, . . . , P . The switch has a shared FDL with K
virtual buffers. The node architecture is interpreted as a combination of multiple buffered
output port models, as depicted in Figure 3.11. Note that, in this case, each moment is
qualified with two subscripts: i denotes the stream and j denotes the associated output
port. For example, vi,j is the variance of the i-th traffic flow offered to the j-th out-
45
put port. Also, in order to simplify the presentation of the analysis, all moments associ-
ated with a specific output port are grouped together as a vector. For example, the traffic
flows carried by output port j are represented by vectors m¯j = [m¯1,j , m¯2,j , . . . , m¯pj ,j ] and
v¯j = [v¯1,j , v¯2,j , . . . , v¯pj ,j ] where pj denotes the number of traffic streams offered to port j.
Table 3.4 summarises all the moments considered in the analysis of the switch.
The procedure to solve the switch is analytically equivalent to the one described for the
hypotethical buffered node with a single output port. The carried and overflow moments of
each output port are calculated with the E-BPP method. The vectors (mˆj , vˆj) comprising
the means and variances of the streams overflowing from all output ports are concatenated
together as Mˆ = [mˆ1, . . . , mˆP ] and Vˆ = [vˆ1, . . . , vˆP ], representing the collection of streams
offered to the FDL. Hence, using once again the E-BPP method for the FDL, we obtain
the vectors MˆK = [µˆ1, . . . , µˆP ], VˆK = [σˆ1, . . . , σˆP ] and M¯K = [µ¯1, . . . , µ¯P ], V¯K =
[σ¯1, . . . , σ¯P ]. Similarly to the case of a single output port, the mean and variance of the
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Figure 3.11: The analytic flow model of the OBS TAS-shFDL switch architecture.
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Table 3.4: Moments describing the traffic flows within the OBS flow model.
Moments Description of the Traffic Flow
(mj , vj) Traffic initially offered to output port j
(m˜j , v˜j) Traffic effectively offered to output port j
(m¯j , v¯j) Traffic carried by output port j
(mˆj , vˆj) Traffic overflowing from output port j
(Mˆ, Vˆ) Aggregate traffic offered to the FDL
(M¯K , V¯K) Aggregate traffic carried by the FDL
(MˆK , VˆK) Aggregate traffic lost from the switch
(µ¯j , σ¯j) Traffic carried by the FDL for output port j
(µˆj , σˆj) Traffic lost from the FDL for output port j
traffic flows effectively offered to each output port are obtained as
m˜j = mj + µ¯j , (3.26)
v˜j = vj + σ¯j , (3.27)
for j = 1, . . . , P . Once again, we solve (3.26) and (3.27) with an analogous recursive
algorithm as proposed for the single output port, that is
m˜
(k+1)
j = mj + µ¯
(k)
j , (3.28)
v˜
(k+1)
j = vj + σ¯
(k)
j , (3.29)
with starting point given by m˜(0)j = mj and v˜
(0)
j = vj . The complete procedure to calculate
the mean and variance of the carried and overflow streams of the switch is illustrated in
Figure 3.12.
3.2.5 Burst Blocking Probability
Once the means of all traffic streams overflowing from the FDL are computed, it is possible
to evaluate the burst blocking probability experienced by each flow. Specifically, the aver-
age blocking probability perceived by a burst belonging to traffic flow i offered to output
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Figure 3.12: Procedure to evaluate the mean and variance of the carried and overflow traffic
streams of the OBS TAS-shFDL switch.
port j may be calculated as
Bi,j = µˆi,j/mi,j , (3.30)
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while the total blocking probability at output port j is evaluated as
Bj =
pj∑
i=1
µˆi,j/
pj∑
i=1
mi,j . (3.31)
Equations (3.30) and (3.31) lead to good estimates of the blocking, however we observed a
substantial increase in the inaccuracy of the method when the values of blocking probabil-
ities reach the order of ≈ 10−4 or below. This is due to that fact that the BPP method may
be inaccurate for calculating the moments of overflow traffic at low loads as opposed to the
estimation of the moments of the traffic flows carried by a group of channels (for which it is
very efficient and accurate). Additionally, there is a general intrinsic limit on the accuracy
obtainable by approximating the characteristics of a traffic flow with two moments, which
manifests its weakness with more evidence at low loads as shown in [51]. Thus, for block-
ing probability values equal or lower than ≈ 10−4 the E-BPP mehtod alone might not be
accurate enough in estimating Bi,j and Bj . We attempt to address this issue by consider-
ing the contribution of higher moments of the overflow traffic. Particularly, we propose an
additional procedure to evaluate the means µˆi,j for all offered traffic flows and all output
ports, basing our analysis on the work proposed by Brandt et al. in [13] and applied to OBS
node modelling for the first time in [73]. We refer to this procedure as the Factorial Moment
Matching (FMM) method. We want to remark that this procedure is performed only one
time after the final estimates of vectors m˜j and v˜j for j = 1, . . . P, have been evaluated. We
conduct our analysis by characterising the traffic flows of interest in terms of their factorial
moments as illustrated in Figure 3.13. Let us consider traffic flowAj which comes from the
aggregation of all the traffic flows effectively offered to output port j. We define the mean
ofAj as M˜j =
∑pj
i=1 m˜i,j and its variance as V˜j =
∑pj
i=1 v˜i,j . We want to calculate M˜j,(g),
that is the g-th factorial moment of this traffic flow. The distribution of Aj is assumed to be
BPP, thus, following [51], the factorial moments of (3.6) are given by
M˜j,(g) = (aj + g − 1)g
(
bj
1− bj
)g
, g = 1, 2, 3, . . . . (3.32)
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for j = 1, . . . , P , where (·)g denotes the g-th falling factorial defined as (x)g = x(x −
1) . . . (x− g + 1) and where
aj = M˜j
(
1− bj
bj
)
, (3.33)
bj = 1− 1/Z˜j . (3.34)
We denote with Z˜j the peakedness of flow Aj given by Z˜j = V˜j/M˜j . We then calculate
the factorial moments of the total traffic that overflows from the output ports following the
method proposed by Potter in [90] and expressed by the following equation,
Mˆj,(g) =
[
N∑
k=0
(
N
k
)
(g + k − 1)!
(g − 1)! M˜j,(g+k)
]−1
, g = 1, 2, 3, . . . . (3.35)
for j = 1, . . . , P . At this point, we determine the total traffic offered to the FDL as the
aggregation of all the traffic flows that are rejected from the output ports as depicted in
Figure 3.13. This operation can be performed by deriving the cumulants [42] of the traffic
flows, summing them and computing the associated factorial moments, that is
[ Mˆ(1) · · · Mˆ(g) · · · ] = F
(∑
∀j
C
(
[ Mˆj,(1) · · · Mˆj,(g) · · · ]
))
(3.36)
where the vector-valued function C(·) transforms factorial moments to cumulants and F(·)
the reverse. Functions C(·) and F(·) are defined as follows.
Let mr, m(r), and κr be respectively the rth raw moment, factorial moment and cumu-
lant of a random variable. The cumulants can be derived in terms of raw moments with the
50
following recursive expression
κr = mr −
∑r−1
i=1
(
r−1
i
)
κr−imi, r = 1, 2, 3, . . . (3.37)
whereas raw moments can be represented in terms of the factorial moments as
mr =
r∑
i=1
S(r, i)m(i), r = 1, 2, 3, . . . , (3.38)
where S(r, i), i = 1, 2, . . . , r are the Stirling numbers of the second kind. Combining
these expressions yields the following recursion expressing cumulants in terms of factorial
moments
κr =
∑r
i=1 S(r, i)m(i) −
∑r−1
i=1 κr−i
(
r−1
i
)∑i
j=1 S(i, j)m(j). (3.39)
Similarly, for factorial moments in terms of cumulants,
m(r) = κr −
∑r−1
i=1 S(r, i)m(i) +
∑r−1
i=1 κr−i
(
r−1
i
)∑i
j=1 S(i, j)m(j). (3.40)
These formulae define respectively C(·) and F(·).
Once all Mˆ(g) are obtained, we can again use (3.35) to evaluate the mean of the total
traffic lost from the FDL,
µˆ = µˆ(1) =
[
K∑
k=0
(
K
k
)
k!
Mˆ(g+1)
]−1
, g = 1, 2, 3, . . . . (3.41)
At this point, similarly to the evaluation of the variances in (3.18), the mean µˆj of the aggre-
gate traffic overflowing from the FDL and associated with each output port j is calculated
by assuming that each overflow is independent and proportional to the mean Mˆj,(1) of the
aggregate traffic offered to the FDL from output port j. Therefore we have
µˆj =

Mˆj,(1)/ P∑
j=1
Mˆj,(1)

 µˆ. (3.42)
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for j = 1, . . . , P . We then derive µˆi,j as
µˆi,j =
(
mˆi,j/Mˆj,(1)
)
µˆj . (3.43)
Having computed µˆi,j for all traffic flows and for j = 1, . . . , P we can finally calculate the
values of the burst blocking probabilities with (3.30) and (3.31).
As demonstrated in [72] the FMM method alone is sufficient to resolve the OBS node
model for the case of single stream per-port scenarios. In fact, by providing the factorial
moments of the offered traffic streams, it is possible to estimate the burst blocking proba-
bility at each port; however, the method may lead to an intractable analysis when used for
network modelling due to its high complexity. Nevertheless, resolving the node model with
the E-BPP method and computing the blocking values with only a single pass of the FMM
analysis yields approximately the same results as obtained by conducting the entire analysis
exclusively with the FMM method. Thus, we first compute the mean and variance of the
carried and overflow streams with the less complex E-BPP method and then we “refine” the
values of the blocking by applying the FMM analysis as a final iteration.
3.3 Results
We validate our analytic method by comparison with blocking probability results obtained
with a discrete-event simulation of the OBS TAS-shFDL node architecture realised with
Opnet ModelerTM [85]. This simulation tool offers to accurately model different protocols,
devices and behaviors with an extensive set of special-purpose modelling functions. Its
user-friendly Graphical User Interface along with the considerable amount of documenta-
tion and study cases are amongst its most attractive features. An analysis of its performance
and accuracy when simulating and quantifying parameters of interests for packet switched
networks has been presented in [67] where the authors further propose a comparison with
the C++ based freeware simulation tool Ns-2. From the results of this investigation we con-
clude that the Opnet ModelerTMwell suits our needs and therefore we use it for simulating
the OBS node architecture under study. The simulator implements the following features:
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• up to eight input/output ports per switch (eight bi-directional WDM links),
• configurable number of data wavelength channels per link,
• burst offsets configurable for each traffic path,
• an incoming burst header queue and processor(s),
• the Just Enough Time (JET) reservation scheme,
• the LAUC-VF scheduling algorithm,
• configurable share-per-node feed-back fibre delay lines.
Aggregation queues and the detail of the burst aggregation process are not implemented,
thus burst priority schemes are not considered. We simulate the transmission of burst pack-
ets with exponentially distributed burst lengths of average duration equal to 1ms. The switch
dedicates one extra input/output port to a shared FDL employed in a feedback configura-
tion comprising K virtual buffers. The FDL introduces a delay of 10 times the average
burst transmission time, in order to minimise the FDL delay impact on burst blocking. We
analyse the cases of a switch with an isolated output port and with 4 output ports all com-
prising the same number of wavelength channels W . Burst arrivals are modeled according
to a BPP process as indicated in [43]. The simulated BPP traffic flow i is generated by
considering burst packets transmitted from Ci sources with the same arrival intensity of βi
bursts/s, as depicted in Figure 3.7. The total burst arrival rate varies according to the num-
ber of channels of the output port occupied by flow i, that is λ = (Ci +Xi)βi bursts/s with
Xi = 1, 2, . . . ,W . In this way, the simulated offered traffic can have its traffic moments
matched to those of the BPP distribution. We note that this is not an exact match as, al-
though offered traffic moments may be matched exactly, the inter-arrival process cannot be
matched as the BPP model essentially assumes a fictitious renewal inter-arrival process that
yields BPP offered traffic moments and no such renewal process exists [42].
In [72], we have investigated this subject in a single-stream modelling scenario by ap-
plying the FMM method to resolve a buffered OBS node model assuming gamma dis-
tributed burst inter-arrival times. The gamma distribution allows modelling arbitrary peaked-
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ness in a unified model. Similar conclusions have been drawn in [12] where the authors
derive a traffic model with gamma-distributed inter-arrival times parameterised for high
variances approximating systems subjected to self-similar traffic. Therefore, to allow an
exact comparison between analysis and simulation, the accuracy of the method is evaluated
also for gamma burst arrivals. In this regard, denoting with τ the burst interarrival times, the
factorial moments of the offered traffic may be expressed in terms of the gamma interarrival
distribution as
M(g) =
1
µE[τ ]
·
g−1∏
i=1
i F ∗(iµ)
1− F ∗(iµ)
, g ∈ N, (3.44)
where F ∗(·) is the Laplace-Stieltjes transform (LST) of the interarrival cumulative distribu-
tion function, µ is the parameter of the exponentially distributed holding times in and E[τ ]
is the mean interarrival time. For the gamma case, F ∗(·) is given by
fτ (t) =
θ−k tk−1 e−t/θ
Γ(k)
t ≥ 0 (3.45)
where k > 0 is the shape parameter, θ > 0 is the scale parameter and Γ(k) is the gamma
function. The LST F ∗(s) of the corresponding cumulative distribution function Fτ (t) is
given as
F ∗(s) =
∫ ∞
0
e−stfτ (t) dt = (1 + θs)
−k (3.46)
from which the first moment of the interarrival time τ is
E[τ ] = −
[dF ∗(s)
ds
]
s=0
= θk. (3.47)
We now wish to find values of the parameters θ and k such that burst traffic with interarrival
time τ has a given mean intensity m and peakedness Z. From (3.44) and (3.46) we may
calculate the first two factorial moments of the traffic as
M(1) =
1
µE[τ ]
= m (3.48)
M(2) =
1
µE[τ ]
·
(1 + θµ)−k
1− (1 + θµ)−k
=
m
(1 + 1Mk )
k − 1
. (3.49)
54
The mean and peakedness expressed in terms of the factorial moments of the offered traffic
are
m = M(1) and Z = 1−M(1) +M(2)/M(1), (3.50)
and so we may relate the mean and peakedness of the traffic to the gamma distribution
parameters by the equations:
θ =
1
mµk
(3.51)
Z = 1−m+
1
(1 + 1mk )
k − 1
. (3.52)
Given desired values of mean m and peakedness Z of the offered traffic, we may solve
(3.52) numerically to yield corresponding values of k and θ.
3.3.1 Single Port Case
Figures 3.14 and 3.15 illustrate the burst blocking probability of a hypothetical TAS-shFDL
switch with a single output port comprising W = 8 wavelength channels and a shared FDL
with K = 4 virtual buffers. Burst loss is computed by applying the E-BPP + FMM anal-
ysis according to the procedure described in Section 3.2 for BPP and gamma distributed
burst arrivals. The performance evaluation is conducted for offered load m varying from
0.3 to 1 Erlangs per channel and for peakedness values Z = 0.8, 1, 1.2. We further com-
pare our model to one proposed in [66]. In this case, an output port is assumed to be
equipped with a dedicated FDL shared amongst its wavelength channels and is modeled as
an M/M/W/W + K queue. Thus, the burst blocking probability of port p is calculated
with the following formula,
Bp =
mW+K/(WK ·W !)∑W−1
j=0 m
j/j! +
∑W+K
j=W m
j/(W j−K ·W !)
, (3.53)
where m is the load of the traffic flow offered to the output port. Also shown in Figure 3.14,
for comparison, is the simple modelling of the port as an M/M/W/W queue where the
blocking is calculated with the Erlang B formula E(m,W ). Finally, a simple modelling
of the output port as an M/M/W +K/W +K queue is also considered, where the burst
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Figure 3.14: Blocking probability of the output port for Poisson offered traffic with W = 8
and K = 4. Burst arrivals are gamma distributed.
blocking probability is computed as E(m,W +K).
First of all, note that modelling the output port as an M/M/W/W does not give a good
estimate of blocking when the FDL is employed to reduce contention. The estimate im-
proves somewhat for high loss rates due to the fact that as load increases the FDL virtual
buffers become increasingly less effective at resolving contentions. Results from the graph
further indicates that a simple calculation of E(m,W +K) will do better than E(m,W ).
In fact, at low loads it provides a good approximation. This prompts the conclusion that,
in so far as blocking performance is concerned for low intensity Poisson offered traffic, an
output port withW wavelength channels and K FDL virtual buffers would behave similarly
to a port with W +K output channels and no FDL. At higher loads, however, the accuracy
of the simple estimate E(m,W + K) diminishes due to the fact that it does not reflect
contention between input traffic and delayed traffic from the FDL. We further note that the
M/M/W/W + K queuing model proposed in [66] performs better than the previously
examined Poisson models; however, in this case the blocking curve crosses the simulation
curve at medium loads and its accuracy decreases for high and low loads. The best estima-
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Figure 3.15: Blocking probability of the output port for smooth and peaked offered traffic
with W = 8 and K = 4. Burst arrivals are gamma distributed.
tion of blocking is provided by the derived E-BPP + FMM analysis. Particularly, it can be
observed that the analytic curve follows the shape of the simulation curve at all values of
offered load, with a maximum relative error of ≈ 10.5 %.
The advantages offered by the proposed analytic model become even more evident
when considering non-Poisson input traffic. Figure 3.15 illustrates this aspect by showing
the average blocking probability of the same output port when offered traffic with peaked-
ness Z = 0.8 and Z = 1.2. We note that our analytic model compares quite favourably
with the blocking curves obtained by simulation. In this case also, it can be observed a
maximum relative error of ≈ 15.7 %. The importance of considering the contribution of
the traffic variance in the analysis is justified by the observable impact that different peaked-
ness values have on loss performance. In fact, there is a very high sensitivity of the burst
blocking level to the peakedness of the offered traffic and we note that the analytic method
is successful in tracking it. The figure further demonstrates the decrease in accuracy when
neglecting the traffic peakedness by assuming exponentially distributed inter-arrival times
with the analytic model proposed in [66]. In this case, the introduced error is of almost an
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order of magnitude for the peaked case and more than an order of magnitude for the smooth
case.
3.3.2 Multi-port Case
In this case we consider a more realistic OBS TAS-shFDL switch equipped with P=4 output
ports, that is the general average node degree that can be found in a core network. Each port
has the same number of channels W and is offered burst traffic of equal average intensity
and peakedness. The analysis is focused mainly on W = 8, 16, 32 wavelength channels,
values of capacity that may be considered appropriate in relation to a future practical de-
ployment of OBS architectures. Performance evaluations of OBS architectures conducted
in recent test-bed experiments confirm this hypothesis as demonstrated in [1] and [63].
Due to lack of existing analytic network models with FDLs that can be used for an exact
comparison with the proposed multi-port node analysis (where each node’s architecture is
assumed to be TAS-shFDL), burst blocking probability values are further computed with
the M/M/W/W + K model proposed in [66]. The model is not capable of reflecting
the TAS-shFDL architecture, in fact it approximates the performance behaviour of a TAS-
dFDL switch where each port has a dedicated FDL shared amongst its wavelength channels.
Hence, “it is like” the proposed M/M/W/W + K analysis models a TAS-shFDL archi-
tecture where different traffic streams overflowing from the output ports do not contend
amongst each other for virtual buffers in the share-per-node FDL; however, we expect the
model to be quite accurate at low loads, as opposed to high load scenarios, where the impact
on blocking probability of the correlations between different traffic streams contending for
FDL virtual buffers is higher.
Figure 3.16 depicts an illustrative example of the different performances of the proposed
node model and the above mentioned Poisson queuing model, for W = 8 channels, K = 4
virtual buffers and Poisson offered traffic. Observe the very high accuracy of the E-BPP
+ FMM method when compared to simulation data, resulting in a maximum relative error
of ≈ 7.5 %. Similarly to the previous case, the M/M/W/W + K queuing model yields
low accuracy and is not capable of following the shape of the blocking curve given by
simulation data. The situation is even worse than the one port case. As expected, this is
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Figure 3.16: Blocking probability at the output port of a 4-port OBS node for Poisson traffic
where W = 8 wavelength channels and K = 4 FDL virtual buffers.
particuarly evident at high loads where the correlations between traffic streams offered to
the FDL have a large influence on the final value of burst blocking probability.
The same conclusions on the accuracy of the proposed E-BPP + FMM model can be
drawn in the scenarios depicted in Figures 3.17-3.21. Once again we observe a very good
accuracy of the analysis when compared to simulation data. We note that the analytic model
performs better in the multi-port case than in the single port case mainly because of lower
amount of traffic carried back by the FDL. The accuracy is even better in the case of gamma
distributed arrivals because of an exact comparison between the arrival processes in the
simulation and analysis. The accuracy of the model is acceptable but generally decreases
for higher number of virtual buffers. This is mainly due to the fact that a high value of K
produces an increase in the amount of traffic carried back by the FDL. This may challenge
the assumption of independence between the carried and offered streams made for Equation
(3.22), however we still note how the analytic model can successfully track the very high
sensitivity of the blocking to the load and the peakedness of the offered traffic.
Figures 3.22 and 3.23 illustrate the blocking probability of a 4-ports TAS-shFDL switch
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Figure 3.17: Blocking probability at the output port of a 4-port OBS node for smooth traffic
(Z = 0.8). Burst arrivals are BPP distributed.
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Figure 3.18: Blocking probability at the output port of a 4-port OBS node for smooth traffic
(Z = 0.8). Burst arrivals are gamma distributed.
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Figure 3.19: Blocking probability at the output port of a 4-port OBS node for Poisson traffic
(Z = 1).
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Figure 3.20: Blocking probability at the output port of a 4-port OBS node for peaked traffic
(Z = 1.2). Burst arrivals are BPP distributed.
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Figure 3.21: Blocking probability at the output port of a 4-port OBS node for peaked traffic
(Z = 1.2). Burst arrivals are gamma distributed.
where each port is offered with traffic flows of different mean intensity and peakedness.
Note that the values of m are scaled by a factor L for each output port. The number of
channels per port is W = 64 and the FDL comprises K = 32 virtual buffers. The validity
of the analytic method is challenged by choosing values of peakedness where the BPP
method manifests its inaccuracies. In this case, the analytic results exhibit a lower accuracy
than the scenarios of Figures 3.17-3.21 but are still successful in following the shape of
the blocking curves and tracking their sensitivity to loads and peakednesses, especially for
gamma arrivals. An example of the scalability of the method is illustrated in Figure 3.24
where burst loss is evaluated for a 4-ports switch with W = 128 channels and K = 64
virtual buffers for Poisson and peaked traffic and gamma burst arrivals. The analytic results
are still quite close to simulation in both cases. We note that, in this case, a small change in
the offered load provokes a substantial change in the experienced loss rate due to the high
number of channels.
The impact of the offered traffic peakedness on loss rate is shown in Figure 3.25, for
different W and K and for gamma offered traffic of mean intensity equal to 0.6 Erlangs
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Figure 3.22: Blocking probability of a 4-port switch for non-uniform offered traffic condi-
tions and gamma burst arrivals.
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Figure 3.23: Blocking probability of a 4-port switch for non-uniform offered traffic condi-
tions and BPP burst arrivals.
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Figure 3.24: Blocking probability of a 4-port switch for W = 128, K = 64 and gamma
burst arrivals.
per channel. Also in this case, the method compares favourably with simulation results
especially for traffic near to Poisson. The inaccuracies tend to increase for traffic flows
with very high peakedness.
Table 3.5 illustrates the percentage of the maximum allowable offered load for increas-
ing numbers of virtual buffers at a loss rate level of 10−4 and for Poisson offered traffic. We
observe that the analysis exhibits acceptable accuracy until the number of virtual buffers
doubles the number of wavelength channels at the output ports. Nevertheless, in this re-
gion the increment in utilisation is very low as we register approximately less than 10%
gain from a ratio K/W = 2 to a ratio K/W = 4. The situation is different when K
is less than or equal to W , reaching considerable gains at maximum allowable load for a
relatively small number of virtual buffers. From this we conclude that adopting a number
of virtual buffers greater than the number of channels at the output port may result in only
marginal improvements of the performance of the OBS switch and that K ≤W may be an
appropriate choice for buffered OBS switch dimensioning.
The analytic model of the switch has been implemented in MatlabTM [70]. Convergence
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Figure 3.25: Burst blocking probability versus peakedness of the offered traffic for a 4-port
OBS switch with offered load of mean intensity equal to 0.6 Erlangs per channel.
times of the E-BPP method to a level of accuracy ǫ = 10−8 have been observed to be
≈ 11ms for 4 ≤ W ≤ 128 and 0 ≤ K ≤ W/2 on a 1.83 GHz general-purpose PC. The
time complexity of the method substantially increases when applying the FMM procedure
for refining the burst loss estimates. Figure 3.26 depicts an example of the average time (in
seconds) necessary to solve a 4-ports TAS-shFDL model for different values of W and with
K = W/2 by jointly performing the E-BPP and the FMM methods. We remark that the
time complexity is mainly dominated by the approximately quadratic behaviour of the FMM
analysis. Nevertheless, convergence and numerical stability of the FMM analysis have also
Table 3.5: Maximum allowable Poisson offered load for B ≤ 10−4.
W=8 K=2 K=4 K=8 K=16 K=32
% full load - simulation 28.0% 37.6% 49.6% 61.7% 71.0%
% full load - analysis 28.0% 37.7% 50.5% 63.4% 75.7%
W=16 K=4 K=8 K=16 K=32 K=64
% full load - simulation 47.2% 56.9% 66.3% 71.5% 76.3%
% full load - analysis 47.3% 57.3% 67.8% 77.4% 85.2%
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Figure 3.26: Average time required to solve the OBS node model (E-BPP + FMM) for
increasing number of wavelength channels (MatlabTMimplementation).
been verified with a more time-efficient implementation of the model in the C language for
≈ 106 test cases over the parameter range W = 1, . . . , 200, K = 1, . . . , 100,K ≤ 2W ,
P = 2, . . . , 16 and 0.5 < Z ≤ 10. Beyond these ranges of W and K, overflow in standard
64-bit (double) precision calculations can occur. Convergence times to 0.1% error, over the
stated range, is observed to be ≈ 61ms maximum, ≈ 5ms average, on a 2.4 GHz general-
purpose PC.
3.4 Conclusions
A method to evaluate the performance of an OBS TAS-shFDL node in terms of burst loss
probability has been presented and validated by comparison with simulation data. The
method shows good accuracy for a broad range of testing scenarios. Evidence from the pre-
sented results suggests that loss performance is highly sensitive to the offered traffic load
and peakedness, thus it is essential to keep track of this aspect for dimensioning purposes.
The analytic method successfully satisfies this requirement by following the shape of block-
ing curves at an acceptable level of accuracy for different configurations of channels and
66
traffic characteristics. Furthermore, it has been shown that a number of virtual buffers equal
or less than the number of channels per output port may be sufficient to achieve substantial
gains in maximum allowable offered loads.
67
Chapter 4
Modelling of the Optical Burst
Switched Network
In this chapter an approximate analytic model of an FDL-buffered OBS network is pre-
sented. The model is built on the basis of the OBS TAS-shFDL node model derived in
Chapter 3 and is provided to quantify the performance of an OBS network in terms of end-
to-end burst blocking probability. The chapter is organised as follows. In Section 4.1 a brief
background on network modelling applied to OBS is presented, focusing on the Reduced
Load Approximation (RLA) and the Erlang Fixed Point Approximation (EFPA). Section
4.2 presents the analytic model of a buffered OBS network where burst contentions are re-
solved with the joint employment of TWCs in a full wavelength conversion strategy and
shared FDLs in a feedback configuration. A method to evaluate end-to-end burst block-
ing probabilities is derived on the basis of the OBS TAS-shFDL node analysis conducted
in Chapter 3. In Section 4.3 the streamline effect is introduced and its impact on the loss
performance of OBS networks is discussed. Section 4.4 illustrates the validation of the net-
work model by comparison with end-to-end burst loss results obtained with a discrete-event
simulation of the network in Opnet Modeler TM [85]. Conclusions are presented in Section
4.5.
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4.1 The Reduced Load and the Erlang Fixed Point
Approximations
This section provides a brief background on a well-known technique used for performance
evaluation of OBS networks as presented in [54] and [105]. Note that the main goal of the
analysis is on determining the quality of service of the OBS network in terms of end-to-
end blocking probability, that is the blocking probability experienced by bursts sent from
a source node to a destination node over a specific network path. Although the grade of
service of a network can be also defined by other performance metrics such as, for exam-
ple, maximum tolerable end-to-end delay or network robustness under component failures
(network survivability) [42], their study is out of the scope of the present work. Progress
in these directions for optical communications networks has been made for example in [55]
and more recently in [115]. Hence, the grade of service of the OBS network under study is
uniquely determined by its ability to carry burst traffic from sources to destinations using
available capacity resources (namely, the employed link wavelength channels, TWCs and
FDL virtual buffers).
Consider a generic OBS network topology defined by graph G(N ,L,R) where N rep-
resents the set of network nodes, L the set of network links and R is the set comprising
the paths of the network. Each path corresponds to a route connecting a specific source
node with a destination node. Network customers (such as hosts, access networks, etc.)
transmit data over the considered network paths. The total number of nodes of the net-
work is denoted as N = |N |; similarly, L = |L| is the total number of network links and
R = |R| is the total number of network paths. The analysis presented in this chapter as-
sumes that the routing of the network has already been determined and corresponds to the
set of paths R and the traffic demands are known, defined by vectors ρ= [ρ1, ρ2, . . . , ρR]
and ψ= [ψ1, ψ2, . . . , ψR] where elements ρr and ψr are respectively the mean intensity (in
Erlangs) and the variance of the traffic stream offered to path r ∈ R. The peakedness of the
traffic stream offered to path r is defined by Zr = ψr/ρr. The peakedness values associated
with all the traffic flows are organised in vector Z = [Z1, Z2, . . . , ZR]. Additionally, de-
note with Rl the set of paths crossing link l and with Lr the set of all links being traversed
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by path r. To further simplify the description of the analytic model, a slight abuse of set
notation is made by indicating that “l ∈ n” if “link l is connected to an output port of node
n”.
The aim of the overall network analysis is to derive expressions for the estimation of
the end-to-end blocking probabilities associated with each path, which we denote as Pr
for all r ∈ R. End-to-end delay is assumed to be dominated by propagation delay and
so processing delay at core nodes and the delay introduced by FDLs are not considered
in the analysis. Finally, it is further assumed that the topology of the network is fixed
and does not change over time. An exact analysis of such a network would generally be
too complex to conduct. The associated state space would be large and described by a
very complex joint state distribution due to correlations between traffic streams on different
links in the network. To overcome this issue, it is common to rely on approximate methods
that simplify the analysis that allow the derivation of tractable analytic network models.
A common approach is to assume that each link is independent, thus allowing the overall
network analysis to be decomposed into a set of independent problems associated with
each link [42]. Then, on the basis of the performance parameters of interest associated with
each link (in this case, the burst blocking probability) it is possible to evaluate the overall
performance of the network. This technique is known as the link-decomposition method
and has been extensively used in network analysis [42].
A well-established application of the link-decomposition method that allows evaluation
of the link blocking probabilities of a network is the Erlang Fixed Point Approximation
(EFPA) [54]. This technique has been used in research literature for a wide class of loss
networks and for the analysis of OBS networks in [103, 122, 125]. The applicability of
EFPA relies on three assumptions: the first assumption, as previously discussed, is that
each link of the network is considered independent, thus the analysis of the network may
be decomposed into multiple independent problems each one associated with a specific
link. The second assumption is that burst inter-arrival times are negative exponentially
distributed, therefore burst arrivals can be described according to a Poisson process. The
final assumption is that the traffic offered to a network link over a specific path is “thinned”
by the blocking experienced on the preceding link over the same path and that this thinned
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traffic remains Poisson. A simple example of this last assumption is depicted in Figure 4.1
where a traffic stream of mean intensity m Erlangs is offered to path r traversing links 1
and 2. The traffic carried by link 1 and offered to link 2 is a portion of the traffic initially
offered to link 1, that is the traffic carried by link 1 and offered to link 2 is thinned by the
blocking probability B1 of link 1. If link 1 is offered with Poisson traffic then the traffic
offered to link 2 is assumed to also be Poisson. This assumption is known as the Reduced
Load Approximation (RLA). On the basis of the above mentioned three assumptions, the
EFPA applied to an OBS network as proposed in [105] allows estimation of the load Λl of
the total traffic offered to link l as
Λl =
∑
r∈Rl
ρr
∏
j∈L
(l)
r
(1−Bj) (4.1)
with
Bj = E(Λj ,Wj) (4.2)
where L(l)r ⊆ Lr represents the set of links preceding link l over path r and Bj is the burst
blocking probability experienced by link j given by the Erlang-B formula [57]. Note that
Wj expresses the number of wavelength channels employed by link j.
Although very simple and efficient, this technique may not always determine an accu-
rate estimation of the blocking probabilities. First of all, as discussed and demonstrated in
Chapter 3, assuming Poisson arrivals may result in an inaccurate characterisation of the traf-
fic, especially for OBS networks. Additionally, the EFPA generally tends to overestimate
the values of blocking probability. For example, in Figure 4.1, the traffic carried by link 2
is additionally thinned by blocking B2, however, in a realistic situation, all traffic carried
by link 1 is also carried by link 2, thus B2 = 0. This subject is discussed in more detail
link 1 link 2
path r
)1( 1Bm − )1)(1( 21 BBm −−m
Figure 4.1: Example of Reduced Load Approximation.
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in Section 4.4 when introducing the streamline effect. A final comment is on the “link-
centric” approach adopted by the EFPA. Specifically, it is intrinsically assumed in Equation
(4.1) that burst traffic flows of different paths traversing a common link experience the same
level of blocking probability. This may not be an accurate assumption since traffic flows of
the different paths are not exactly Poisson, but more accurately, characterised by different
loads and peakednesses, experiencing different blocking probabilities. Hence, a modelling
approach oriented on a multi-stream analysis for each link of the network should result in a
more accurate estimation of the network performance metrics.
In this chapter, the EFPA is considered as a benchmark for comparison with the pro-
posed analytic network model although the performance of several other network models
can also be examined such as those proposed in [9, 125]; however, as stated in Chapter 1,
the majority of models also assume Poisson burst arrivals and do not include the presence
of FDLs at nodes, focusing more on OBS networks with full/partial wavelength conver-
sion and deflection routing [125]. Exceptions can be found in [35, 62, 66, 95] where again
burst inter-arrival times are assumed exponentially distributed. The authors in [107] model
the network with the BPP model as presented in [28], but they examine the performance
of deflection routing as opposed to the employment of FDLs. The next section deals with
the derivation of an OBS network model where contention resolution is resolved with full
wavelength conversion and shared FDLs.
4.2 The Analytic Model of the OBS Network: Shared-Buffer
Network Model
The proposed model of the OBS network is constructed on the basis of the TAS-shFDL
switch model described in the previous chapter and it will be referred as the Shared-Buffer
Network Model (SBNM). A “path-centric” approach is adopted in the sense that the burst
blocking probabilities are independently estimated for each path separately. This can be
done by modelling the TAS-shFDL network nodes with the analytic description proposed in
the previous chapter that allows computation of the values of blocking probabilities for each
traffic flow. The ultimate goal of the analysis is to evaluate the end-to-end burst blocking
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probability of each path of the OBS network.
The traffic offered to a generic link l can be of two types: (i) traffic that is offered
from outside the core network (e.g., traffic generated from external sources such as access
networks or hosts) and (ii) traffic carried by all the links that precede link l over the same
path. Figure 4.2 depicts an example of this situation for a simple network of two links. Link
l is offered with traffic that is carried by link l− over the common path r and, additionally,
is offered with traffic from external sources over path r′.
In the bufferless case, burst traffic flows offered to different outgoing links of a node
do not contend amongst each other, allowing to estimate independently their experienced
blocking probability. Hence, the evaluation of the moments of the traffic carried by link l
depends only on the traffic offered to l; however, in the buffered case, the analysis is com-
plicated by the mixing of traffic flows offered to different links of the node occurring in the
shared FDL. In this case, the group of traffic flows contend amongst each other for available
FDL virtual buffers, thus complicating the estimation of their blocking probabilities in the
analysis. This means that, in the case of employment of an FDL in each node, the derivation
of the moments of the traffic carried by a link l ∈ n must be done by resolving the E-BPP
+ FMM method with respect to all links sharing the same FDL of node n. The situation is
depicted in Figure 4.3: the traffic offered to link l along path r depends on the traffic carried
by link l− along path r and on the traffic offered to a link g along path r′. This is due to
the fact that the traffic flows offered to link l and link g share the same FDL on node n.
The network is solved by applying an iterative procedure where each iteration comprises
two distinct phases. In Phase 1 the mean and the variance of the traffic flows offered to all
links of the network are calculated. In Phase 2 the mean and the variance of the traffic flows
link l
path r
path r′
n
link l
-
Figure 4.2: Traffic flows offered to an outgoing link: link l ∈ n is offered carried traffic
from link l− on path r and external traffic on path r′.
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Figure 4.3: Example of interdependency between different traffic flows.
carried by all links are estimated resolving each OBS node with the E-BPP + FMM method
described in Chapter 3. In the next iteration the moments of the traffic flows offered to all
links are re-calculated by considering the contribution of the carried traffics computed at the
previous iteration. Thus, the moments of the traffic carried by all links are computed once
again resolving each node on the basis of the new estimates of the offered traffic moments
obtained in the first phase. This recursion is repeated until convergence of the blocking
probabilities is reached for all links. For simplicity, the overall procedure is illustrated in
relation to a single node n:
• INITIALISATION: Define ρ= [ρ1, ρ2, . . . , ρR] and ψ= [ψ1, ψ2, . . . , ψR] as the vec-
tors of the loads and the variances of the traffic flows offered to each path in the
network. Additionally, denote with m(k)l,r and v
(k)
l,r respectively the mean and the vari-
ance of the traffic flow offered to link l along path r where k denotes the iteration
index.
• PHASE 1: At iteration k, calculate the values of m(k)l,r and v
(k)
l,r as
m
(k)
l,r =


ρr, if l is the first link of path r
m¯
(k−1)
l−r ,r
, if l is not the first link of path r
(4.3)
v
(k)
l,r =


ψr, if l is the first link of path r
v¯
(k−1)
l−r ,r
, if l is not the first link of path r,
(4.4)
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where l−r represents the link preceding l along path r and where m¯l−r ,r and v¯l−r ,r are
respectively the mean and the variance of the traffic flow carried by link l−r over path
r. Furthermore, note that at iteration k = 0
m
(0)
l,r =


ρr, if l is the first link of path r
0, if l is not the first link of path r
(4.5)
v
(0)
l,r =


ψr, if l is the first link of path r
0, if l is not the first link of path r.
(4.6)
• PHASE 2: in this phase the moments of the traffic flows carried by each link l ∈ n are
estimated on the basis of the method presented in Chapter 3 (E-BPP + FMM). First
denote with ml = [ml,1,ml,2, . . . ,ml,pl ] and vl = [vl,1, vl,2, . . . , vl,pl ] the vectors
comprising the means and the variances of the traffic flows offered to all r ∈ Rl,
where pl is the number of paths crossing link l and Rl denotes once again the set
of paths traversing link l. Then, resolving node n with the E-BPP + FMM method
yields
(m¯
(k)
l , v¯
(k)
l ) = BPP (m
(k)
l , v
(k)
l ,Wn,Kn) ∀l ∈ n, (4.7)
where m¯l = [m¯l,1, m¯l,2, . . . , m¯l,pl ], v¯l = [v¯l,1, v¯l,2, . . . , v¯l,pl ] and function BPP (·)
summarises the entire E-BPP + FMM procedure for resolving the OBS switch model
presented in Chapter 3, Wn = [Wl] is a vector whose elements Wl correspond to the
number of channels of link l for l ∈ n and Kn denotes the number of FDL virtual
buffers in node n. Note that the E-BPP + FMM procedure also allows derivation
of vector mˆ(k)l , that is the vector comprising the values of the means of the traffic
streams overflowing from link l ∈ n. Thus, at the end of this phase, mˆ(k)l is used to
compute the values of the blocking probability Bl,r for link l over path r ∈ Rl on the
basis of (3.30) ∀r ∈ Rl, ∀l ∈ n. At the same time, burst loss probability Bl of link l
is evaluated using (3.31) ∀l ∈ n.
Phases 1 and 2 are executed for all nodes n = 1, . . . , N of the network. Subsequently,
the algorithm steps into the next k-th iteration. The recursion stops when convergence of
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the blocking probabilities is reached, that is when
∆ =
∣∣∣B(k)l,r −B(k−1)l,r ∣∣∣ /B(k−1)l,r < ǫ ∀r ∈ Rl, ∀l ∈ L, (4.8)
where the value of precision ǫ may be arbitrarily chosen. After convergence of the burst
blocking probabilities, the end-to-end blocking probability of a generic path r can be finally
computed as
Pr = 1−
∏
∀l∈Lr
(1−Bl,r). (4.9)
Similarly to the case of the switch model, this work does not provide proof of uniqueness
of the solution. Nevertheless, as shown in the Section 4.4, blocking results obtained from
the analysis always converged to an observed value for all the scenarios under study.
4.3 The Streamline Effect
Consider a bufferless OBS network where contentions are resolved exclusively with TWCs,
that is, no FDL is employed at any node. As briefly discussed in Section 4.1, the burst
blocking probability experienced at each link depends on the interactions between bursts
contending for a link wavelength channel. Specifically, two or more burst traffic streams
merging on a common link over different paths will generally contend amongst each other
for available link wavelength channels. If the next link over their paths is the same no burst
contentions will happen unless:
• the next link comprises a number of wavelength channels less than the preceding link;
• one or more burst traffic streams from different paths are also offered to the next link.
This phenomenon is known as the streamline effect and may have a major impact in burst
contention, either in OBS architectures providing full wavelength conversion capabilities or
in OBS architectures without TWCs, under the wavelength continuity constraint [7]. This
situation is depicted in more detail in Figure 4.4. Consider a simple network consisting of
a link a and a link b. In case (a), burst traffic carried by link a over paths r and g is offered
to link b; all contending bursts are removed from the streams at link a, thus the blocking
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Figure 4.4: The streamline effect. Case (a): there is no blocking probability on link b due to
streamline. Case (b): the burst traffic flows from path r and path g are offered to the same
link b, producing a non-zero value of link blocking probability.
probabilityBb is zero since no contention occurs at link b. In case (b), burst traffic carried by
two different links over two different paths r and g is offered to link b. Contentions between
the two traffic streams occur at link b, thus Bb 6= 0. An example of the application of the
streamline effect can be found in [88] where the authors derive a load balancing scheme for
OBS networks. The EFPA, as defined for the analysis of circuit-switched network in [54] or
for OBS networks in [105], does not take into consideration the streamline effect and tends
to overestimate the values of the link blocking probabilities. Thus, in order to obtain more
accurate results, this work considers the impact of the streamline effect by ignoring from
the analysis the contribution of the links whose blocking is zero because of streamlined
traffic flows. This is done by applying a simple procedure as illustrated in Algorithm 2
before resolving the network. The output of the algorithm is the set of network links Ls,
that is the set of links where the streamline phenomenon occurs. Hence, the network model
Algorithm 2 Recursive procedure to remove streamlined links from L
1: Input : L,Rl, Lr, ∀l ∈ L, r ∈ R
2: Initialisation : Ls = ∅
3: for all l ∈ L do
4: if ∃r ∈ Rl : l is the first link of path r then
5: break;
6: else if ∃r, g ∈ Rl : l−r 6= l−g then
7: break;
8: else
9: Ls ← Ls ∪ {l}
10: end if
11: end for
12: return Ls
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will be resolved by considering the updated set of network links L′ = L − Ls where the
streamlined links of set Ls are removed from the original set of network links L. Algorithm
2 is applied for the presented analytic network model and also for the EFPA, resulting
in an improved version simply referred to as the Erlang Fixed Point Approximation with
Streamline (EFPA-S). Furthermore note that the streamline effect may occur also in the
presence of FDLs. Streamlined burst traffic flows will not be offered to the FDL at all since
they will not experience contention at their outgoing link.
4.4 Results
Similarly to the previous chapter, in this section the SBNM is validated by comparison
with results obtained from a discrete-event simulation of an OBS network topology realised
with Opnet Modeler TM. In Subsection 4.4.1 we introduce the OBS network topologies
under study for the validation of the SBNM. Results for the bufferless case are presented in
Subsection 4.4.2 whereas in Subsection 4.4.3 the accuracy of the network model is analysed
when each node has a feedback FDL in a share-per node configuration.
4.4.1 The Network Topologies under Study
The first network topology is equivalent to the National Science Foundation Network Topol-
ogy (NSFNET) depicted in Figure 4.5(a) as presented in [105] for a bufferless OBS net-
work. Each node of the network is assumed to be designed according to a TAS-shFDL
architecture, thus employing full wavelength conversion and a shared multi-channel FDL
in a feedback configuration. The topology includes N = 13 network nodes and L = 16
bidirectional links each comprising the same number of wavelength channels W . The rout-
ing of the network is assumed to be already determined and is given by a set of R = 12
paths whose hops are shown in Table 4.1 as defined in [105].
For completeness, indicative results are presented for validating the accuracy of the
network model with an additional network topology, that is the European Optical Network
(EON) topology depicted in Figure 4.5(b). In this case, the network comprises N = 15
nodes, L = 26 bidirectional links and R = 18 paths whose hops are indicated in Table
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4.2. The network performance is analysed in terms of end-to-end blocking probabilities Pr
for all paths r ∈ R. All paths are offered with burst traffic of the same load ρ and same
variance ψ. The simulation of the network is realised on the basis of the simulator of the
OBS node described in the previous chapter, thus the set-up is equivalent to the one already
presented in Chapter 3. Similarly, BPP traffic is generated according to the same procedure
described in the previous chapter. All simulated points are within 5% confidence intervals
(a) (b)
Figure 4.5: The NSF network backbone topology (a) and the EON network topology (b)
under study.
Table 4.1: Paths of the NSF Network Topology.
Path Path hops Path Path Hops
1 1 → 4 → 6 → 5 → 8 → 10 7 10 → 8 → 5 → 6 → 4 → 1
2 2 → 3 → 5 → 6 → 7 8 7 → 6 → 5 → 3 → 2
3 2 → 7 → 9 → 12 → 13 9 13 → 12 → 9 → 7 → 2
4 3 → 5 → 8 → 13 10 13 → 8 → 5 → 3
5 5 → 6 → 7 → 9 → 12 11 12 → 9 → 7 → 6 → 5
6 8 → 10 → 11 → 12 → 13 12 13 → 12 → 11 → 10 → 8
Table 4.2: Paths of the European Optical Network Topology.
Path Path hops Path Path Hops
1 1 → 2 → 4 → 6 → 7 → 10 10 11 → 7 → 12
2 3 → 4 → 6 11 12 → 10 → 15 → 14
3 13 → 15 → 10 → 12 12 10 → 7 → 11
4 12 → 7 → 6 → 4 → 2 13 13 → 9 → 6 → 4 → 11
5 2 → 4 → 11 14 8 → 5 → 2 → 3
6 11 → 7 → 6 → 5 → 8 15 4 → 2 → 1
7 12 → 10 → 9 → 13 16 7 → 10 → 15
8 5 → 8 → 13 → 14 17 13 → 8 → 5 → 1
9 1 → 5 → 6 → 7 18 14 → 15 → 10 → 7 → 11
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of 95 % level but they are not displayed to improve the clarity of the graphs. The results are
firstly examined for the case with no FDLs and then for the case of employment of FDLs.
4.4.2 Bufferless Case: No FDLs
In this case there are no FDLs deployed in the network. This situation allows a direct
comparison between the SBNM and the EFPA. The analytic model is further compared
with the EFPA-S and validated against simulation results. Tables 4.3 and 4.4 illustrate the
end-to-end blocking probability values of each path respectively for W=16 and for W=64
wavelength channels. Note that the EFPA performs quite well for both scenarios when the
traffic is Poisson. The situation considerably improves when considering the streamline
effect. In fact all the blocking values are substantially closer to simulation than in the the
first case (e.g, note the blocking values of paths 3 and 11 in Table 4.3). First of all, even
for the case of Poisson offered traffic, the application of the SBNM still yields an average
end-to-end blocking slightly closer to simulation data than the EFPA-S. This is mainly
due to two main factors: (i) in the EFPA-S the traffic carried by each link is assumed
to be Poisson whereas in reality tends to be smoother and the proposed network model
allows to better approximate its characteristics; (ii) the path-centric approach adopted in the
Table 4.3: Path blocking probabilities of the NSF network topology forW = 16 wavelength
channels. Each path is offered with external traffic of mean load equal to 0.25 Erlangs per
channel.
Path Z=1 Z=0.8 Z=1.2
Simulation SBNM EFPA EFPA-S Simulation SBNM Simulation SBNM
1 4.47E-03 4.53E-03 4.54E-03 4.53E-03 1.36E-03 1.17E-03 9.00E-03 1.02E-02
2 4.24E-03 4.32E-03 4.45E-03 4.45E-03 1.36E-03 1.14E-03 8.28E-03 9.47E-03
3 7.96E-03 8.32E-03 1.29E-02 8.81E-03 2.53E-03 2.25E-03 1.51E-02 1.78E-02
4 1.19E-02 1.25E-02 1.74E-02 1.33E-02 3.86E-03 3.39E-03 2.24E-02 2.65E-02
5 7.93E-03 8.32E-03 1.31E-02 8.80E-03 2.52E-03 2.25E-03 1.51E-02 1.78E-02
6 7.82E-03 8.12E-03 1.28E-02 8.72E-03 2.53E-03 2.22E-03 1.43E-02 1.72E-02
7 1.18E-02 1.23E-02 1.32E-02 1.32E-02 3.82E-03 3.36E-03 2.20E-02 2.59E-02
8 7.86E-03 8.30E-03 1.28E-02 8.80E-03 2.66E-03 2.25E-03 1.49E-02 1.77E-02
9 8.49E-03 8.68E-03 1.32E-02 8.96E-03 2.72E-03 2.30E-03 1.61E-02 1.88E-02
10 7.98E-03 8.30E-03 8.73E-03 8.80E-03 2.60E-03 2.25E-03 1.49E-02 1.77E-02
11 8.10E-03 8.49E-03 1.72E-02 8.88E-03 2.69E-03 2.27E-03 1.54E-02 1.82E-02
12 8.54E-03 8.68E-03 8.96E-03 8.96E-03 2.71E-03 2.30E-03 1.63E-02 1.88E-02
Average 8.09E-03 8.41E-03 1.16E-02 8.85E-03 2.61E-03 2.26E-03 1.53E-02 1.80E-02
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Table 4.4: Path blocking probabilities of the NSF network topology forW = 64 wavelength
channels. Each path is offered with external traffic of mean load equal to 0.3 Erlangs per
channel.
Path Z=1 Z=0.8 Z=1.4
Simulation SBNM EFPA EFPA-S Simulation SBNM Simulation SBNM
1 4.26E-05 4.14E-05 4.14E-05 4.14E-05 4.02E-06 3.52E-06 1.60E-04 1.89E-04
2 2.90E-05 4.13E-05 4.14E-05 4.14E-05 4.45E-06 3.51E-06 1.31E-04 1.87E-04
3 9.24E-05 8.25E-05 1.24E-04 8.27E-05 8.90E-06 1.05E-05 3.44E-04 3.72E-04
4 1.04E-04 1.24E-04 1.65E-04 1.24E-04 1.56E-05 1.41E-05 4.46E-04 5.59E-04
5 8.90E-05 8.25E-05 1.24E-04 8.27E-05 9.61E-06 1.05E-05 3.67E-04 3.72E-04
6 8.72E-05 8.25E-05 1.24E-04 8.27E-05 7.61E-06 1.05E-05 3.29E-04 3.71E-04
7 1.21E-04 1.24E-04 1.24E-04 1.24E-04 1.91E-05 1.05E-05 4.87E-04 5.58E-04
8 7.66E-05 8.24E-05 1.24E-04 8.27E-05 7.90E-06 1.05E-05 3.06E-04 3.72E-04
9 8.56E-05 8.26E-05 1.24E-04 8.28E-05 8.33E-06 1.05E-05 3.26E-04 3.75E-04
10 7.80E-05 8.24E-05 8.27E-05 8.27E-05 8.19E-06 7.03E-06 3.05E-04 3.72E-04
11 8.28E-05 8.25E-05 1.65E-04 8.27E-05 8.32E-06 1.40E-05 3.26E-04 3.74E-04
12 8.28E-05 8.26E-05 8.28E-05 8.28E-05 8.89E-06 7.03E-06 3.33E-04 3.75E-04
Average 8.09E-05 8.25E-05 1.10E-04 8.27E-05 9.25E-06 9.37E-06 3.22E-04 3.73E-04
analysis determines better estimates of the blocking probabilities as opposed to the link-
centric approach of the EFPA where all streams offered to a link are assumed to experience
the same link blocking probability. This last feature may not be evident in a network
scenario where all streams are offered with Poisson traffic of the same load but it can be
shown that it substantially improves accuracy in the case where each path is offered with
streams of different values of peakednesses. A simple example is illustrated in Figure 4.6
where a network link l is offered with two streams of the same load and different peakedness
values. In case (a) a path-centric approach is adopted by using the BPP method as presented
in [28] and described in Chapter 3, thus evaluating the blocking probability associated with
each path separately. In case (b) a link-centric approach is considered like in the EFPA,
where the blocking probability experienced by the two streams is equal to the link blocking.
1,Zm
2,Zm 2B
1B
Link l
(a)
21
,2
ZZZ
mM
+=
=
B
1,Zm
2,Zm
Link l
(b)
Figure 4.6: Path-centric approach (a) vs link centric approach (b).
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In this case the link is offered with a traffic stream resulting from the aggregation of the two
streams, with a total load equal to M = 2m and a total peakedness equal to Z = Z1 + Z2.
The blocking probability B can be calculated by applying once again the BPP method
which, for the single offered stream case, is reduced to the following formula
B = T
[
1 +
W
M
(Z − 1)
]
, (4.10)
where T and W are respectively the time congestion and the number of wavelength chan-
nels of link l. The time congestion T can be evaluated with the following recursion
T (k) =
q(w + k − 1)T (k−1)
k + q(w + k − 1)T (k−1)
k = 1, . . . ,W, (4.11)
with T (0) = 1 and where q = 1− 1/Z, w = M/(Z − 1).
For example, let us assume that link l comprises W = 32 wavelength channels being
offered with two streams of same mean intensity m = 0.3 Erlangs and with peakedness
given by Z1 = 2 and Z2 = 0.8. In a link-centric approach, by applying (4.10) we obtain
the same blocking B = 0.0083 for both streams; however, using the BPP method for
each stream separately we obtain two different values of blocking probability, that is B1 =
0.0159 andB2 = 0.0039. This feature is particularly advantageous when considering FDLs
in the node model as illustrated in in the examples of Figures 3.22 and 3.23. In this case the
FDL is offered with multiple streams overflowing from the outgoing links of the node, each
one with different load and peakedness. Clearly, in this situation a path-centric approach
would be preferable than a link-centric one which would yield a single value of blocking
for all streams.
Although significant for the accuracy of the obtained results, this is not yet the major
advantage of the proposed network model which instead is illustrated when traffic is not
Poisson. In this case, the EFPA-S can not be applied as the traffic is not Poisson whereas
the SBNM allows accurate estimation of the values of blocking probabilities for smooth
and peaked burst traffic conditions. For example, the average relative error in Table 4.4 for
peaked traffic is respectively ≈ 15 % for the SBNM and ≈ 74 % if applying the EFPA-S;
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additionally, for smooth traffic the relative error of the analysis is ≈ 1.3 % as opposite to
the EFPA-S where the error reaches almost an order of magnitude.
4.4.3 Buffered Case: Employment of FDLs
In this case each node is employed with an FDL comprising a number of virtual buffers
ranging within the interval [0,Kmax] with Kmax = W/2 virtual buffers. Similarly to the
node analysis presented in Chapter 3, a comparison with a Poisson model of the FDL-
buffered network has been made by using again the model proposed in [66]. Particularly,
the blocking probability Bl associated with link l is approximated by using Equation (3.53)
similarly to the evaluation of the blocking probability Bp of output port p made in Chapter
3 for the multi-port switch analysis. Once Bl is evaluated for all l ∈ L, the EFPA-S can be
finally applied to estimate end-to-end blocking probabilities by using the calculated values
of link blocking probabilities in Equation (4.1) where Equation (4.2) is replaced by Equation
(3.53). Figures 4.7 and 4.8 illustrate the accuracy of the proposed network model compared
with simulation results and with the modified version of the EFPA discussed above. Note
how the analytic model performs quite favourably when compared with simulation data for
all traffic peakednesses. For the Poisson case the proposed network model substantially
outperforms the M/M/W/W + K model for increasing number of FDL channels (note
that both analyses yield to almost the same performance when the number of virtual buffers
is low). This is particularly evident in Figure 4.8 where, for a number of virtual buffers
greater than 10, the error introduced by the modified EFPA-S is approximately of an order
of magnitude. Conversely, the SBNM successfully follows the shape of the blocking curves,
yielding a maximum relative error of ≈ 26.5 % for W = 16 and K = 8 as opposed to a
≈ 300 % relative error introduced by the modified EFPA-S for the same case. Furthermore,
note that the analytic network model accurately estimates the value of blocking probabilities
for different peakedness, an advantage that can not be offered with the application of the
EFPA.
Figures 4.9-4.14 illustrate the average end-to-end blocking probability of the network
for increasing numbers of virtual buffers and different offered loads, whereas Figures 4.15
and 4.16 give a detailed insight into the isolated blocking probability values experienced by
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Figure 4.7: Average end-to-end burst blocking probability vs number of FDL wavelength
channels for W = 16. Each path is offered Poisson traffic with ρ = 0.25 Erlangs per
channel.
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Figure 4.8: Average end-to-end burst blocking probability vs number of FDL wavelength
channels forW = 32. Each path is offered Poisson traffic with ρ = 0.3 Erlangs per channel.
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Figure 4.9: Average end-to-end burst blocking probability vs number of FDL wavelength
channels for W = 16 and Z = 0.8. Normalised loads per path are in Erlangs.
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Figure 4.10: Average end-to-end burst blocking probability vs number of FDL wavelength
channels for W = 16 and Z = 1. Normalised loads per path are in Erlangs.
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Figure 4.11: Average end-to-end burst blocking probability vs number of FDL wavelength
channels for W = 16 and Z = 1.2. Normalised loads per path are in Erlangs.
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Figure 4.12: Average end-to-end burst blocking probability vs number of FDL wavelength
channels for W = 32 and Z = 0.8. Normalised loads per path are in Erlangs.
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Figure 4.13: Average end-to-end burst blocking probability vs number of FDL wavelength
channels for W = 32 and Z = 1. Normalised loads per path are in Erlangs.
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Figure 4.14: Average end-to-end burst blocking probability vs number of FDL wavelength
channels for W = 32 and Z = 1.4. Normalised loads per path are in Erlangs.
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Figure 4.15: NSF network end-to-end blocking probabilities for W = 16. Each path is of-
fered with Poisson traffic of load equal to 0.25 Erlangs per wavelength channel. Simulation
data is depicted with error bars representing 95% level confidence intervals.
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Figure 4.16: NSF network end-to-end blocking probabilities for W = 32. Each path is of-
fered with Poisson traffic of load equal to 0.35 Erlangs per wavelength channel. Simulation
data is depicted with error bars representing 95% level confidence intervals.
88
each path for Poisson offered traffic and for 3 different buffer allocation scenarios. Once
again, the analytic model generally compares favourably against the obtained simulation
data. Particularly, note that even in the less favourable scenario the model can still success-
fully track the high sensitivity of the blocking probability to the load and to the peaked-
ness of the offered traffic, a feature that is not possible for a one-moment (Poisson) traffic
analysis as demonstrated in Figures 4.7-4.8. Figures 4.17 and 4.18 show the average end-
to-end blocking probabilities for increasing numbers of FDL virtual buffers and different
peakedness values for the case of the EON network topology. The same conclusions on the
accuracy of the model made for the NSF network topology can be drawn for this case. Once
again, note how the model allows to track successfully the sensitivity of the blocking proba-
bility to the peakedness of the offered traffic. This is probably the most important advantage
offered by the proposed network model that makes it suitable for OBS network dimension-
ing; however note that the accuracy of the method tends to diminish for increasing number
of virtual buffers. For example, note that in Figure 4.16 the relative error of the blocking
probabilities for paths 3, 6, 9, 12 is ≈ 55 %. This is mainly due to the fact that, when the
number of channels in the FDL is high, the amount of traffic that is re-offered to the output
port increases and it challenges the assumption of independence between the flows made
in the adoption of Equation (3.27). Even if this source of error is small within the node
analysis (as shown in Chapter 3), it can substantially increase the inaccuracy in the network
model. This is probably the major limitation of the proposed network analysis, since it may
be difficult to accurately model networks with FDLs comprising a very high number of vir-
tual buffers. An improvement in this direction may be achieved by conducting a detailed
analysis of the FDL behaviour within the node model but it would yield to a much more
complex analysis, most likely resulting in the derivation of an intractable network model.
For example, the accuracy of the network could be improved (in principle) by modelling
each buffered node as a queuing system with multiple preemptive priority streams where
the arrival process is assumed to be generally distributed. This may be a very difficult chal-
lenge to resolve and, to the knowledge of the author, progress in this direction has been
made only for a queuing system with Poisson arrival processes. Nevertheless, the network
model, even for limited numbers of FDL virtual buffers, can still prove to be useful for per-
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Figure 4.17: Average end-to-end blocking probability of the EON topology where W = 16
and each path is offered with ρ = 0.25 Erlangs per channel.
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Figure 4.18: Average end-to-end blocking probability of the EON topology where W = 32
and each path is offered with ρ = 0.3 Erlangs per channel.
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formance evaluation of OBS networks. In fact as shown in [40] and discussed in Chapter
3, the effectiveness of FDLs becomes lower when increasing the number of virtual buffers
(see Table 3.5), thus suggesting that for network planning it would be more cost-effective
to use FDLs with low numbers of virtual buffers. Additionally, the channel efficiency of
an OBS network is already considerably high when network links comprise a very high
number of wavelength channels, so that FDLs may not be cost-effective or be required at
all. Furthermore note that targeting operating loads with FDLs in these situations may be
disadvantageous since the sensitivity of blocking to small variations in load may become
unmanageable. Finally, the complexity of OBS channel scheduling may not scale very well
with increasing number of channels, particularly with void filling scheduling. So all in all, it
would be the opinion of the author that the FDL-buffered switch architecture presented is in
itself most likely limited to low number of virtual buffers (an example of a state-of-the-art
OBS testbed for a similar OBS node architecture is presented in [63]). Note also that, for
some paths, the addition of the same number of FDLs is not equally effective (e.g., paths 3
and 4 on Figure 4.16). This suggests that it would be advantageous to optimise the number
of FDLs allocated at each node in order to balance and improve the network performance
for a given outlay on FDL hardware, a subject that will be investigated in the next chapter.
Figure 4.19 illustrate the behaviour of the average and maximum link utilisation for
increasing values of target blocking probabilities. We consider again the EON topology
where each link comprises 32 wavelength channels. These graphs give an insight of the
effectiveness of the FDLs in increasing the offered load required to operate the network at
a desired performance level defined by a specific value of burst loss. For example, note that
in order to operate the network at a burst blocking probability equal to 10−5 for Poisson
traffic, the average link utilisation for the bufferless case is about 25%. If instead an FDL
containing 32 virtual buffers is employed at each network node, the utilisation increases
up to approximately more than 50%. Note once again how the peakedness of the offered
traffic has a considerable impact on both the average and maximum utilisation. Particularly,
when Z = 4, the average link utilisation is only about 30% (more than 20% less than in the
Poisson case) for target blocking of 10−5 when K = 32 FDL wavelength channels. In the
bufferless case, for the same value of link utilisation, the maximum performance achievable
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Figure 4.19: Average and maximum link utilisation vs maximum target burst blocking prob-
ability for the EON topology with W = 32 wavelength channels.
is no less than 10−1.
The accuracy of the model is challenged for the mesh network topology depicted in
Figure 4.20 where the average node degree is between 3 and 4. The network is defined by
N = 20 nodes andL = 32 bidirectional links all comprisingW = 64 wavelength channels.
Burst traffic is offered to R = 100 randomly selected routes amongst the set of source-
destination shortest paths calculated with the Dijkstra algorithm. Once again the peakedness
values range from 0.8 to 1.4. Each FDL is equipped with K = 32 virtual buffers for each
node of the network. Figure 4.21 illustrates the end-to-end blocking probabilities of selected
paths for different values of offered load. The paths have been chosen in order to show the
behaviour of the model for different values of burst blocking probability. They also give an
insight of the accuracy of the model at very high values of burst blocking probabilities. Note
that in this case the error is higher than in the previously illustrated scenarios. As discussed
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Figure 4.20: Mesh network topology under study.
before this mainly depends on the fact that the amount of burst traffic carried back from the
FDLs is increased, challenging the assumption of independence between traffic flows made
in the derivation of the node model. Nevertheless the model still compares quite favourably
for high loads and approximately follows the shape of the blocking curves.
4.5 Conclusions
This chapter dealt with the derivation of a buffered OBS network model where contentions
are resolved with the employment of a share-per-node FDL. The analysis has been built on
the basis of the OBS node model derived in Chapter 3 and allows evaluation of the per-
formance of an OBS network in terms of end-to-end and link blocking probabilities. The
accuracy of the method has been validated by comparing the analytic results with results
obtained from discrete-event simulations of a NSF and a EON network topologies. The
proposed technique outperforms well-known OBS network models proposed in literature
and generally compares quite favourably with simulation data for a broad range of param-
eters of interest such as link wavelength channels, number of virtual buffers, offered load
and peakedness. The main drawback of the proposed methodology consists in a lower ac-
curacy when increasing the number of FDL virtual buffers employed at each node, however
the model is still applicable for a considerable variety of realistic network scenarios, thus
proving itself suitable for resolving OBS resource dimensioning problems as shown in the
next chapter.
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(c) Logarithmic scale, Z = 1.4
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(d) Linear scale, Z = 1.4
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(e) Logarithmic scale, Z = 0.8
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Figure 4.21: Average end-to-end blocking probability of selected network paths for the
mesh network topology, with W = 64 wavelength channels and K = 32 FDL virtual
buffers.
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Chapter 5
Resource Dimensioning of the OBS
Network
This chapter studies the dimensioning of OBS network resources in terms of optimal al-
location of link channels and virtual buffers. A general overview of this subject and the
main motivation for resource optimisation are discussed in Section 5.1. The definition of
four resource allocation problems is presented in Section 5.2 on the basis of cost functions
quantifying the total network hardware expenditures and on the OBS network model derived
in Chapter 4. The defined problems are then resolved by means of a single/multi-objective
genetic algorithm as described in Section 5.3 where the main properties of the algorithm
are shown. Results obtained with the presented optimisation techniques are illustrated and
commented on in Section 5.4. Conclusions are finally drawn in Section 5.5.
5.1 Why Optimise?
The optimal design of a network is critical for the realisation of cost-efficient network in-
frastructure that guarantees a desired grade of performance at minimal hardware cost. This
applies not only to OBS networks but to any general network. The process of planning a
cost-efficient network is defined by several phases that can be iteratively solved as illustrated
in [42]. Some examples of such operations include, but are not limited to, (i) determining
the network topology, (ii) deciding the switching equipment, (iii) routing the traffic and (iv)
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optimally allocating the network resources. The study of the entire planning process is very
broad and it may be challenging to conduct an overall detailed analysis of all its aspects.
Typically, researchers focus their attention only on one or a few of these activities and this
thesis is no exception. Particularly, this chapter deals with the problem of finding an optimal
allocation and capacity of network resources necessary to meet performance requirements
at minimal cost. This fundamental question in relation to OBS networks can be stated in
the following way.
Define a specific OBS network topology represented by graph G(N ,L,R) where, sim-
ilarly to Chapter 4, N is the number of nodes, L the number of links and R the number
of paths. Additionally, assume burst traffic demands for each path represented by mean
and variance vectors ρ and ψ. Given these inputs, the goal is to determining an optimal
allocation of link wavelength channels and of FDL virtual buffers in order to guarantee a
pre-defined level of performance in terms of end-to-end burst blocking probability and to
minimise the total hardware cost associated with the deployment of the network. The fol-
lowing example illustrates the importance of determine an optimal resource dimensioning
of the network. Consider the buffered OBS EON network topology of the previous chap-
ter where each link comprises W = 32 wavelength channels and each path is offered with
Poisson traffic of mean intensity equal to 0.35 Erlangs. Assume that the maximum tolerable
end-to-end blocking value for each path is given by Pmax = 10−3. Figure 5.1 illustrates
the end-to-end blocking probabilities in the bufferless case, where the maximum tolerable
blocking probability is indicated with a dashed red line. Note that the performance level
requirements are not met for any paths. The situation is different for the case depicted
in Figure 5.2 where each node is equipped with a shared FDL offering 10 virtual buffers.
In this case all end-to-end blocking probabilities are below the maximum tolerable value
Pmax = 10
−3 at a total hardware cost corresponding to 180 FDL virtual buffers. Figure
5.3 illustrates the same scenario where this time the allocation of FDL virtual buffers is
represented by vector K=[0 10 0 10 9 10 8 6 0 8 8 8 0 0 10], where each element Kn cor-
responds to the number of virtual buffers at node n. In this case the total number of virtual
buffers is lower than the previous case, resulting in a total hardware cost corresponding to
the employment of 87 FDL virtual buffers, however each individual end-to-end blocking
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Figure 5.1: End-to-end blocking probabilities of the EON OBS network with no FDL virtual
buffers.
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Figure 5.2: End-to-end blocking probabilities of the EON OBS network with 10 FDL virtual
buffers per node.
probability still meets the performance level requirements. This suggests that it may be
possible to further minimise the total hardware cost of the network and still meet the same
loss performance levels of a uniform virtual buffer allocation by finding an optimal K. This
chapter deals with this problem.
98
1 2 3 4 5 6 7 8 9 101112131415161718
10−5
10−4
10−3
10−2
10−1
Path Number
En
d−
to
−e
nd
 b
lo
ck
in
g 
pr
ob
ab
ili
ty
Figure 5.3: End-to-end blocking probabilities of the EON OBS network with FDL alloca-
tion K = [0 10 0 10 9 10 8 6 0 8 8 8 0 0 10].
The optimisation of optical networks is a topic that has been extensively investigated
by the research community, mainly in relation to the Routing and Wavelength Assignment
(RWA) problem. Although several works have been proposed on OBS network optimisa-
tion, little attention has been devoted to the problem of the optimal allocation of resources
such as link wavelength channels and FDL virtual buffers dimensioning. Notable excep-
tions have been proposed in [29] where genetic algorithms are used to jointly derive opti-
mal routing and link channel allocation for bufferless OBS networks. Castro et al. presents
in [19] a method to optimise the number of FDLs in a buffered OBS network where the
analytic model of the node is based on the one derived in [66] and the optimal solution
is found by means of Tabu Search. This is probably the work that is most similar to the
optimisation process proposed in this chapter. Nevertheless, the network model is capa-
ble of handling only Poisson offered traffic and all network links are simply modelled as
M/M/W/W +K queues (where W is the number of wavelength channels per link and K
the number of shared FDLs per port), resulting in a less accurate analysis when compared
to the one presented in the previous chapter. This chapter deals with the use of genetic al-
gorithms to jointly determine the optimal allocation of link wavelength channels and FDL
virtual buffers for minimising the hardware cost of an OBS network under a maximum tol-
99
erable end-to-end burst loss. The architecture of each node is based on the TAS-shFDL
configuration as described in Chapters 3 and 4.
5.2 Definition of the Optimisation Problems
In this section we introduce four optimisation problems based on the analytic model of
the OBS network described and validated in Chapter 4. We start by introducing a cost
function that will be used to define the objectives of the optimisation problems. Following
[40] and on the basis of the TAS-shFDL architecture analysis described in Chapter 3, we
determine the total equipment cost arising from the employment of a feedback FDL in an
OBS node. Once again we indicate with Wl the number of wavelength channels of link l for
l = 1, . . . , L and with Kn the number of FDL virtual buffers at node n for n = 1, . . . , N .
Furthermore we indicate with Pn the number of output ports of node n.
As discussed in Chapter 3, for the TAS-shFDL architecture, the installation of an extra
input/output port dedicated to the FDL requires one additional EDFA. Furthermore, since
we are assuming full wavelength conversion, each wavelength channel of the FDL must
have a dedicated TWC, for a total of Kn TWCs. Finally, in order to send burst packets
to the FDL, each wavelength channel on each output port requires an additional SOA, for
a total of
∑
∀l∈nWl SOAs. Note that, similarly to Chapter 4, we have made an abuse of
notation by indicating with l ∈ n that a link l is connected to an output port of node n.
Similarly, in order to send packets to the output ports, each wavelength channel of the FDL
requires Pn SOAs for a total of Pn ·Kn SOAs. Under these premises, we define the total
cost associated with allocation of an FDL to node n as
CFDLn = cE + cTKn + cS
(∑
l∈n
Wl + PnKn
)
, (5.1)
where we have denoted with cE , cT and cS respectively the unit cost of an EDFA, of a
TWC and of a SOA. Furthermore, each link connected to an output port of node n requires
at least 2 EDFAs, Wl TWCs and Pn ·Wl SOAs. Thus, the hardware cost associated with
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the output ports of node n can be determined as
C linksn = 2PncE + cT
∑
l∈n
Wl + cSPn
∑
l∈n
Wl. (5.2)
Therefore, the total hardware cost of node n is expressed as
Cn = C
links
n + C
FDL
n =
= 2 (Pn + 1) cE + cT
(∑
l∈n
Wl +Kn
)
+ cS
[
(Pn + 1)
∑
l∈n
Wl + PnKn
]
. (5.3)
We can rewrite function Cn as Cn = Cfixn + Cvarn where C
fix
n = 2(Pn + 1)cE is the fixed
part of the total cost depending exclusively on the installation of the output links and of
the FDL whereas Cvarn = cT (
∑
l∈nWl + Kn) + cS [(Pn + 1)
∑
l∈nWl + PnKn] is the
variable part of the total cost depending on how many wavelength channels and how many
virtual buffers are employed for node n. Note that Cfixn = 2(Pn + 1)cE when Kn > 0 and
Cfixn = 2Pn · cE if Kn = 0. Finally, the total hardware cost of the network can be defined
as
C(W,K) =
∑
∀n
Cn =
∑
∀n
(Cfixn + C
var
n ), (5.4)
where W = [W1, . . . ,WL] and K = [K1, . . . ,KN ] are vectors representing respectively the
link wavelength channels allocation and the FDL virtual buffers allocation of the network.
Under these premises, the following problems can be defined:
5.2.1 Problem 1
Given an OBS network defined by graph G(N ,L,R) where each link l comprises the same
number of wavelength channels W and where the traffic demands are quantified by vectors
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ρ and ψ, minimise the network cost function C as follows,
minimise
K
C(K)
subject to Pr(K) ≤ Pmax, r = 1, . . . , R,
Kmin ≤ Kn ≤ Kmax, n = 1, . . . , N,
Kn ∈ N0,
(5.5)
where we have indicated with Pr(K) the end-to-end blocking probability on route r for a
given allocation K of FDLs to network nodes. Furthermore, Pmax the maximum tolerable
end-to-end blocking probability and with Kmin and Kmax respectively the minimum and
the maximum number of virtual buffers that can be allocated in a network node. Note that
two types of constraints are considered in this problem:
• a performance level constraint given by Pr(K) ≤ Pmax for r = 1, . . . , R. This
constraint is used to reflect situations in which the maximum tolerable level of burst
loss experienced by all customers over every path of the network must be lower or
equal to Pmax.
• a physical constraint given by Kmin ≤ Kn ≤ Kmax for n = 1, . . . , N . The number
of FDL virtual buffers employed in the node influences the architectural complexity
of the node itself; in fact, it yields an increase of the number of SOAs to be employed
at each link and at the FDL, thus potentially limiting the physical (and economical)
realisation of the switch. Hence, limits on the maximum and minimum value of Kn
are considered in order to reflect more realistic scenarios.
The problem defined above falls into the category of mixed integer nonlinear programming
problems, a branch of NP-hard problems that is particularly challenging to solve. Several
methods can be found in the literature that attempt to overcome the complexity in solving
the issues related to this class of problem, such as Lagrangian relaxation, decomposition
methods, branch and bound algorithms etc. [83]. This thesis relies on the application of
genetic algorithms to solve the proposed problems as it will be discussed in Section 5.3.
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5.2.2 Problem 2
Given an OBS network defined by graph G(N ,L,R) where the traffic demands are quanti-
fied by vectors ρ and ψ, minimise the network cost function C as follows,
minimise
W,K
C(W,K)
subject to Pr(W,K) ≤ Pmax, r = 1, . . . , R,
Kmin ≤ Kn ≤ Kmax, n = 1, . . . , N,
Wmin ≤Wl ≤Wmax, l = 1, . . . , L,
Kn ∈ N0,
Wl ∈ N,
(5.6)
where we have indicated with Wmin and Wmax respectively the minimum and the max-
imum number of wavelength channels that can be allocated in each network link. This
problem is equivalent to Problem 1 but in this case the aim is to jointly determine an opti-
mal allocation of link wavelength channels W and of FDL virtual buffers K that minimise
C(W,K) under performance level and physical constraints similar to the ones discussed in
Problem 1.
5.2.3 Problem 3
Given an OBS network defined by graph G(N ,L,R) where each link l comprises the same
number of wavelength channels W and where the traffic demands are quantified by vectors
ρ and ψ, simultaneously minimise the maximum end-to-end loss probability max(Pr) for
r = 1, . . . , R and minimise the total hardware cost of the network C, that is
minimise
K
max[Pr(K)]
minimise
K
C(K)
subject to Kmin ≤ Kn ≤ Kmax, n = 1, . . . , N,
Kn ∈ N0.
(5.7)
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As opposed to the first two problems, Problem 3 represents an example of a multi-objective
optimisation problem. In this particular type of problems the concept of optimality of a
solution is somewhat weak since the objective functions may be conflicting. For example,
a given allocation of FDLs may provide a low maximum end-to-end burst loss but a high
hardware cost C whereas another allocation may yield to higher burst loss but lower hard-
ware cost, thus it is difficult to decide which solution is better between the two since it is
unclear how to define optimality. Hence, for this particular class of problem it is common to
determine not only a unique optimal solution but to select a set of feasible solutions on the
basis of their trade-off between the two objective functions. In this case, in order to define
optimality, it is necessary to introduce the concept of dominance of a solution. Particularly,
for a multiple-objective minimisation problem with t objective functions denoted as fi(·),
i = 1, . . . , t, a solution x is said to dominate another solution y if
∀i : fi(x) ≤ fi(y) (5.8)
∃ j : fj(x) < fj(y). (5.9)
In this case, y is said to be dominated by x and we denote this relationship as x ≻ y. A
solution that is not dominated by any other solution is said to be Pareto-optimal.
Figure 5.4 illustrates an example of a set of potential Pareto-optimal solutions for Prob-
lem 3, where each solution is represented as a point in the graph. We note that all points in
set I are dominated by solution K∗ since they all provide values of end-to-end loss and of to-
tal network cost higher than the ones given by K∗. On the contrary, all the points contained
in set II are dominating K∗ as they yield values of burst loss and network cost lower than
the ones provided by K∗ (if they exist). The set of all Pareto-optimal solutions, that is all the
points of the graph that are not dominated by any other point constitute the so-called Pareto-
front. Typically, the purpose of solving these kind of multi-objective optimisation problems
is to determine a good estimate of such a front by finding as many Pareto solutions as possi-
ble. These solutions can then be used as available solutions for decision-making problems
in realistic network planning scenarios. Thus, the more solutions are available the better it
is (ideally all Pareto-optimal solutions would be found).
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Figure 5.4: Example of Pareto-front.
5.2.4 Problem 4
Given an OBS network defined by graph G(N ,L,R) where the traffic demands are quanti-
fied by vectors ρ andψ, simultaneously minimise the maximum end-to-end loss probability
max(Pr) for r = 1, . . . , R and minimise the total hardware cost of the network C, that is
minimise
W,K
max[Pr(W,K)]
minimise
W,K
C(W,K)
subject to Kmin ≤ Kn ≤ Kmax, n = 1, . . . , N,
Wmin ≤Wl ≤Wmax, l = 1, . . . , L,
Kn ∈ N0,
Wl ∈ N.
(5.10)
This multi-objective optimisation problem is an extension of Problem 3 where, similarly to
Problem 2, the joint optimisation of link wavelength channels and FDL virtual buffers is
considered.
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5.3 Resolving the Optimisation Problems: Single and
Multi-Objective Genetic Algorithm
Genetic algorithms (GAs) [25, 44] are a branch of evolutionary algorithms, a family of
search heuristics that mimics the process of evolution to find near-optimal solutions for
optimisation problems. Candidate solutions are classified as near-optimal because, being
search heuristics, GAs cannot guarantee global optimality. In a GA, each candidate solu-
tion is represented by a string of decision variables called an individual (or chromosome)
where each decision variable corresponds to a gene. The algorithm starts by generating an
initial random population of individuals. A set of individuals is selected from the popula-
tion to form a new generation on the basis of “how suitable” they are as solutions of the
optimisation problem. The “goodness” of the selected individuals is evaluated by a spe-
cific fitness function which is typically defined as a combination of the objective functions
of the optimisation problem in question. In this way, the better individuals (parents) have
more chances to “reproduce” and transfer their “good” genes to their children (offspring)
that will form a better new generation, mimicking the evolution process. The algorithm
normally ends when a user-defined maximum number of generations is reached or when
some conditions on the improvement achieved by the best individuals are met. Due to their
approach based on a search within a given population, GAs allow simultaneous search of
different regions of the solutions space and potentially find multiple candidate near-optimal
solutions of an optimisation problem in a single run [44]. Figure 5.5 illustrates the main
steps defining a genetic algorithm. Each step is described in the next sections in relation to
the above defined optimisation problems.
5.3.1 Population and Encoding of the Individuals
The GA is typically initialised by randomly generating a first population of PopSize indi-
viduals. The decision on the size of the initial population and on the nature of its individuals
is considerably important for finding near-optimal solutions. Generally, the bigger the pop-
ulation, the higher is the diversity of the generated individuals. Preserving a certain degree
of diversity in the population is important as it increases the chances of finding near-optimal
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Figure 5.5: Basic structure of a genetic algorithm.
solutions; conversely, if the population size is too big, the algorithm may converge slowly.
Each individual corresponds to a specific allocation of network resources, that is of
link wavelength channels and FDL virtual buffers. Specifically, for Problems 1 and 3 an
individual is represented by an allocation of FDLs K. Each element of K is the number
of wavelength channels of an FDL at a given node and represents a gene of the individual.
Thus, all individuals are encoded directly into strings of integer numbers with values in
the range [Kmin,Kmax]. Note that the encoding process forces the potential solutions to
be integrals and within the interval [Kmin,Kmax]. Hence, the physical and integrality
constraints present in all the optimisation problems are already satisfied by the process of
encoding of the individuals. The same encoding process is applied for Problems 2 and
107
4 with the only difference that the first part of an individual corresponds to the vector of
network links W = [W1,W2, . . . ,WL] whereas the second and last part is given by the
vector of FDL virtual buffers K = [K1,K2, . . . ,KN ]. Hence, for Problems 2 and 4 an
individual is finally encoded as vector X = [W K]. Figure 5.6 illustrates the encoding
process for all four optimisation problems.
5.3.2 Fitness Function
After generating a random population, the “goodness” of each individual is determined by
evaluating a fitness function. The greater is the fitness value of an individual, the higher is
the probability that the individual will be selected for “reproduction”. Generally, for non-
constrained minimisation problems, the fitness function may correspond to the opposite of
the objective function, that is −C(K) for the FDL allocation problems and −C(W,K) for
the joint allocation of link and FDL problems; however, the situation considerably compli-
cates when adding constraints to the optimisation problems. In this case issues may arise
when considering individuals that do not satisfy the constraints and are considered unfeasi-
ble (conversely, all individuals that do satisfy the constraints are termed feasible). In fact,
it may be difficult to decide how to handle unfeasible individuals. A possible solution may
be to a-priori discard all individuals that do not satisfy the constraints (death-penalty) [60];
however, in this way, the algorithm risks elimination of unfeasible individuals that are close
to the optimal solution and, thus, may provoke a slower (or no) convergence to the optimum.
Another way is to modify the fitness function of each individual by introducing a non-zero
penalty function for all the unfeasible solutions. The problem of defining an appropriate
penalty function has stimulated the interest of many researchers and several methods have
been proposed on this topic. A good overview can be found in [77] where the performances
of different constraint-handling techniques are analysed and compared. This thesis adopts
0 3 2 81
1K 2K NK
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Figure 5.6: Encoding of individuals for Problems 1 and 3 (a) and Problems 2 and 4 (b).
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a simple yet very efficient method inspired by Deb in [25] where the penalty function cor-
responds to the sum of all the constraint violations of an unfeasible individual. Particularly,
for an unfeasible solution x of a constrained optimisation problem where the i-th constraint
is denoted as ci(x) ≤ CMAX , the constraint violation of x for the i-th constraint is defined
as gi(x) = |ci(x)− CMAX |. Therefore, for a solution x, its fitness f(x) is evaluated as
f(x) =


o(x) if x is feasible
o(x−)−
∑
∀iGigi(x) if x is unfeasible,
(5.11)
where we have indicated with o(x) the objective function value of x, with o(x−) the objec-
tive value of x−, that is the feasible solution with the lowest fitness in the population, and
with
∑
∀iGigi(x) the sum of all the constraint violations of x. Constant Gi is defined as the
penalty parameter of the i-th constraint and its purpose is to keep the constraint violation of
the same order of magnitude as the value of the objective function. Under these premises,
for Problem 1 the fitness function f of an individual K can be written as
f(K) =


−C(K) if K is feasible,
−C(K−)−G |max[Pr(K)]− Pmax| if K is unfeasible,
(5.12)
where we have indicated with K− the feasible FDL allocation with the lowest fitness in the
population and G is the penalty parameter (note that we have only one penalty parameter
as there can be only violations on one constraint). Similarly, the fitness function of an
individual for Problem 2 is given by
f(X) =


−C(X) if X is feasible,
−C(X−)−G |max[Pr(X)]− Pmax| if X is unfeasible,
(5.13)
where again X− represents the feasible allocation of links wavelength channels and FDL
with the lowest fitness in the population.
The constraints included in Problems 3 and 4 are already satisfied from the process
of encoding of the individuals, thus, in these cases there is no need to rely on constraint-
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handling techniques; however, it is necessary to determine an appropriate fitness function
that takes into consideration the contribution of both the conflicting objective functions to
be minimised. A typical approach is to combine linearly the objective functions in order
to define the fitness, assigning different weights to each objective. The weights associ-
ated with the objective functions determine the search direction of the algorithm within the
Pareto solution space. If the values of the weights are fixed, the search direction is fixed as
well; in this case, it is difficult to extensively explore the search space and it may happen
that some candidate Pareto solutions cannot be found. On the other hand, if the weights’
values are randomly generated, the GA looks for solutions through different search direc-
tions, increasing the probability to find more Pareto solutions. GAs using this approach are
called Random Weighted Genetic Algorithms (RWGAs) [47] and we will use them to solve
the multi-objective optimisation problems defined in the previous section. Particularly, for
Problem 3 the fitness function of an individual is defined as
f(K) = −ǫC(K)− (1− ǫ)max[Pr(K)], (5.14)
where ǫ is a randomly generated number uniformly distributed within the interval (0,1).
Note that a different value of ǫ is generated each time the fitness function of an individual
is calculated. A graphical interpretation of the RWGA is depicted in Figure 5.7. If we fix
ǫ = 0.5 the GA will explore the solution space only in one fixed direction (denoted in the
example by the red arrow); this means that it may discover solutions represented by points
A and B but is very unlikely to find points C, D and E. Conversely, if we randomly change
ǫ for each individual’s fitness evaluation, the search will be performed through multiple
directions (green arrows) and the chances to find points C, D and E will increase. Note
also that the fitness function is overall negative since we are considering a minimisation
problem. Similarly to Problem 3, the fitness of an individual for Problem 4 is evaluated as
f(X) = −ǫC(X)− (1− ǫ)max[Pr(X)], (5.15)
where once again vector X represents a joint allocation of link wavelength channels and
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Figure 5.7: Example of the application of the Random Weight Genetic Algorithm for Prob-
lems 3 and 4.
FDL virtual buffers in the network under study.
5.3.3 Selection
At each generation, the fitness of all individuals is evaluated and then a set of “good” candi-
date solutions are selected to “reproduce” (parents). The selection process is a key operation
in genetic algorithms and there are several mechanisms to perform it. In this thesis, indi-
viduals are selected according to the roulette wheel technique [44] where fittest individuals
have more chances to be chosen for reproduction. First of all the fitness value of all the
individuals of the population is normalised as follows
f∗i = fi/
popSize∑
j=1
fj i = 1, . . . , popSize, (5.16)
where fj is the fitness of individual j. Then, all fitness values are sorted in ascending order
(denoting them with t∗i ). The selection of two parents is performed as follows: a random
number δ uniformly distributed within the interval [0,1] is generated. If δ < t∗1, individual
1 is selected as a parent for reproduction. If δ > t∗1, a comparison between δ and the
cumulative sum s1 = t∗1 + t∗2 is performed. If δ < s1, individual 2 is selected as a parent
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otherwise we recursively re-calculate the cumulative sum s2 = s1+t∗3 and proceed with the
next comparison in a similar manner until two individuals will be selected as parents. The
main risk in using the roulette wheel technique is that individuals with high values of fitness
may be selected too frequently for reproduction and the resulting future generations of
individuals will be too similar to each other. This may be a considerable issue for resolving
optimisation problems with GAs where keeping the diversity of the individuals is essential
in order to find the optimal solution. Hence, we attempt to overcome this issue by adopting
also a tournament selection [78]. In this case, a “pool” of randomly selected individuals is
chosen for playing a tournament. The individuals of the pool with the highest fitness win
the tournament and are further selected for reproduction. In this way, the diversity of the
population is better preserved since individuals with low fitness values have more chances
to be selected for reproduction. Nevertheless, in this case the price to pay corresponds to
a slower convergence of the algorithm. Additionally, the size of the pool must be carefully
decided when running the GA (e.g., if it is too high, individuals with low fitness values will
have less chances to be selected for reproduction). Both selection methods are adopted for
the resolution of the proposed optimisation problems.
5.3.4 Crossover
Once two individuals have been selected as parents, they reproduce to generate offspring.
The generation of new offspring is performed with a GA operator called crossover with a
user-defined probability Probc. Once again, research literature is rich with different pro-
posals for the crossover operation [25, 44]. In this thesis a two-point crossover operation is
applied, as follows. Firstly, two crossover points are randomly defined. From the beginning
of the sequence to the first crossover point, the offspring will inherit the genes of one parent;
then, from the first crossover point to the second crossover point, the offspring will obtain
the genes of the other parent; finally, from the second crossover point until the end, the
offspring will receive the genes of the first parent once again. The second offspring will be
generated with the same procedure but with the opposite order of parents. This procedure
is performed to generate new individuals for all the optimisation problems. An example of
this operation is illustrated in Figure 5.8 for the case of Problems 1 and 3 where each indi-
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Figure 5.8: Example of a two-point crossover operation.
vidual corresponds to an allocation of FDL virtual buffers. In order to preserve diversity,
we also consider in the algorithm a random crossover. With this method, an offspring will
be generated by randomly swapping the genes of the parents.
5.3.5 Mutation
Once the two offspring are generated, we mutate them by randomly changing one of their
genes with a predefined mutation probability Probm. The mutation is an essential step in
GAs that helps preserve the diversity in the population and prevents the GA getting stuck
in a local minimum. All problems adopt the same mutation scheme but with different
ranges of mutated genes. Specifically, in Problems 1 and 3 a gene can randomly change
with a value within the interval [Kmin,Kmax] whereas for Problems 2 and 4 a gene can
mutate within intervals [Wmin,Wmax] if it represents the wavelength channels of a link and
within [Kmin,Kmax] if it represents FDL virtual buffers. The mutation of the individuals
complete the process of generation of new offspring that will replace their parents in the
new generation.
5.3.6 Elitism
A drawback of creating a new generation according to the above described operations is
that good individuals in terms of fitness may be lost while running the algorithm because
they are substituted with children that may have lower fitness. To overcome this problem,
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typically a subset of the individuals with the highest values of fitness are selected and in-
cluded in the new generation. This final step is known as elitism and the set of E chosen
individuals is called the elite [78]. This procedure keeps the best E individuals in the popu-
lation as the algorithm continues its search for fitter solutions and, compared to non-elitistic
strategies, increases considerably the speed of convergence of the algorithm. Elitism is ap-
plied for all the optimisation problems under study as described in the following overview
of the applied GAs.
5.3.7 Summary of the Single and Multi-objective GAs
The last part of this section presents an overview of the GAs applied for resolving the
optimisation problems under study. Problems 1 and 2 are resolved with the single objective
GA defined by the following steps:
1. Set a maximum number of generations maxGen, a crossover probability Probc and
a mutation probability Probm.
2. At iteration 1 randomly generate an initial population of popSize individuals where
each individual is encoded as K for Problem 1 and X for Problem 2.
3. Repeat the following steps until the maximum number of generations maxGen is
reached:
• Evaluate the fitness of each individual with Equation (5.12) for Problem 1 and
with Equation (5.13) for Problem 2.
• Repeat the following steps until a new population of size popSize is created:
– select two parents with the roulette wheel technique or with the tournament
method.
– perform a two-point or random crossover for determining the offspring
with probability Probc.
– perform a gene mutation of the generated offspring with probabilityProbm.
– substitute the parents with their children in the new generation.
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• Include in the new generation E individuals amongst the fittest ones of the
previous generation.
4. Stop the algorithm.
Problems 3 and 4 are resolved with a multi-objective GA based on the above described GA.
The main differences are in the way of structuring the population and in the way of including
the elite. Particularly, inspired by the work proposed in [47, 132], the population is divided
into three sets: the elite set of maximum size maxEliteSize, the reproduction set of size
repSize and the random set of size randSize. At generation g, Pareto-optimal solutions
discovered at generation g − 1 are included in the elite set. If the size of the Pareto front
paretoSize is lower than maxEliteSize then all Pareto-optimal solutions are included in
the elite set. If vice versa, maxEliteSize Pareto-optimal solutions are randomly selected
and included in the elite set. Note that popSize = eliteSize+ repSize+ randSize. The
random set simply contains randSize randomly generated individuals. The presence of
this set helps to avoid getting stuck in a local minimum [132]. Finally, the reproduction
set comprises repSize individuals generated by the usual steps of selection, crossover and
mutation. Note that repSize = popSize−randSize−min(paretoSize,maxEliteSize).
All individuals of the population are eligible for reproduction. The algorithm ends when a
maximum number of generations maxGen is reached.
The steps of the multi-objective GA used to resolve Problems 3 and 4 are summarised
as follows:
1. Set maxGen, Probc, Probm maxEliteSize, repSize and randSize.
2. At iteration 1 randomly generate an initial population of popSize = maxEliteSize+
repSize+ randSize individuals where each individual is encoded as K for Problem
3 and X for Problem 4.
3. Repeat the following steps until the maximum number of generations maxGen is
reached:
• Evaluate the fitness of each individual with Equation (5.14) for Problem 3 and
with Equation (5.15) for Problem 4.
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• Include in the new generation E = min(paretoSize,maxEliteSize) individ-
uals corresponding to potential Pareto-optimal solutions selected amongst all
the individuals on the basis of (5.9). Update the values of repSize on the basis
of the obtained value of E.
• Repeat the following steps until repSize individuals are created and included
in the new generation:
– select two parents with the roulette wheel technique or with the tournament
method.
– perform a two-point or random crossover for determining the offspring
with probability Probc.
– perform a gene mutation of the generated offspring with probabilityProbm.
– substitute the parents with their children in the new generation.
• Randomly generate randSize individuals and include them in the new genera-
tion.
4. Stop the algorithm.
Results obtained from resolving the optimisation problems under study are presented
and commented in the next section.
5.4 Results
The optimisation problems are resolved for the NSF and the EON OBS topologies presented
in the previous chapter. The configuration settings of the genetic algorithm are shown in
Tables 5.1 and 5.2 for all 4 optimisation problems. The decision on the hardware unit costs
cS , cE and cT is quite difficult to make as real costs for these devices vary considerably on
the basis of their manufacturer and their specifications. Based on studies proposed in papers
such as [33,94,118] all unit costs are related to that of a SOA, the SOA being currently less
expensive than an EDFA or a TWC. Thus, the unit cost of a SOA is set as hS = 1 and the
unit costs of an EDFA and a TWCs are fixed respectively at 3hS and at 15hS . All end-to-
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Table 5.1: GA configuration for Problems 1 and 2
maxGen 100 (Problem 1), 200 (Problem 2)
popSize 100 (Problem 1), 300 (Problem 2)
Elite size (E) 20 (Problem 1), 30 (Problem 2)
Encoding Integer K (Problem 1), Integer X (Problem 2)
Selection Roulette Wheel (Problem 1), Tournament (Problem 2)
Crossover Two-point (Problem 1), Random (Problem 2)
Probc 0.9
Probm 0.05
Table 5.2: GA configuration for Problems 3 and 4
maxGen 500
popSize 300
randSize 100
maxEliteSize 30
Encoding Integer K (Problem 3), Integer X (Problem 4)
Selection Tournament
Crossover Random
Probc 0.9
Probm 0.05
end blocking probabilities Pr for r = 1, . . . , R are estimated by using the analytic method
described in Chapter 4.
5.4.1 Resolving Problem 1
In this case, the goal is to determine an optimal allocation of FDL virtual buffers that min-
imises the total hardware network cost under performance and physical constraints respec-
tively defined by maximum tolerable end-to-end burst loss and maximum and minimum
values of FDL virtual buffers. Problem 1 is solved by using the single-objective GA de-
scribed at the end of the previous section for both network topologies. In the NSF topology,
each network link comprises the same number of wavelength channels W = 16 and each
path is offered with burst traffic of mean intensity ρ = 0.25 Erlangs per channel. For the
EON topology case, each network link includes W = 32 wavelength channels and each
path is offered with burst traffic of load ρ = 0.35 Erlangs per channel. In both scenarios,
the offered traffic peakedness Z is included in the interval [0.8,1.4]. Finally, the physical
constraints for the NSF network topology are set as Kmin = 0, Kmax = 8 whereas for
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the EON topology Kmin = 0, Kmax = 16. Tables 5.3 and 5.4 illustrate the benefits intro-
duced by the optimisation of FDL virtual buffers in terms of cost savings subject to different
values of Pmax.
We generally note how the cost varies considerably with Z, an occurrence that justifies
the choice of modelling the OBS network with the analytic method proposed in Chapter
4. We compare the total hardware cost resulting from the optimisation of the network
resources (COPT ) with the total cost resulting from the minimum uniform allocation of
FDLs that satisfies the requirements in terms of Pmax (CUNI ). Due to the small size of
the solution space in the uniform allocation case, all uniform solutions are determined via
exhaustive search by using the OBS network analytic model of Chapter 4. For example, in
Table 5.4, to reach a maximum tolerable blocking probability Pmax = 10−2 on all paths
for Z = 1.4, the optimal allocation of FDL virtual buffers is found to be K=[0 8 0 10 4 6
10 4 0 10 10 4 0 0 4], resulting in a total cost of COPT = 24092. The same performance
requirements can be satisfied with a uniform allocation of no less than 10 buffers for each
Table 5.3: Cost comparison between optimal (OPT) and uniform (UNI) virtual buffers al-
location: NSFNET topology. Kmax = 8 buffers, W = 16, ρ = 0.25 Erlangs per channel.
‘NF’ stands for ‘Not Feasible’.
Pmax 10
−1 10−2 10−3 10−4 10−5
Z = 0.8 COPT 8270 8270 8980 9235 9475
CUNI 8270 8270 9358 9748 9943
Z = 1 COPT 8270 8647 9160 9490 NF
CUNI 8270 9163 9553 10138 NF
Z = 1.4 COPT 8270 9090 9569 NF NF
CUNI 8270 9553 10138 NF NF
Table 5.4: Cost comparison between optimal (OPT) and uniform (UNI) virtual buffers allo-
cation: EON topology. Kmax = 16 buffers, W = 32, ρ = 0.35 Erlangs per channel. ‘NF’
stands for ‘Not Feasible’.
Pmax 10
−1 10−2 10−3 10−4 10−5
Z = 0.8 COPT 22116 22806 23882 24467 24842
CUNI 22116 24277 25177 25852 26302
Z = 1 COPT 22116 23552 24347 24962 NF
CUNI 22116 24952 25627 26527 NF
Z = 1.4 COPT 22116 24092 25187 NF NF
CUNI 22116 25627 26977 NF NF
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node, resulting in a total cost of CUNI = 25627. Thus, for this particular case, the optimi-
sation process yields an ≈ 6% reduction in total hardware cost of the network. Considering
only the cost associated with the employment of FDL virtual buffers without considering
the expenses related to the installment of links, the corresponding cost savings yielded by
the found optimal allocation are of ≈ 43.7%. We also note that for some scenarios it is not
possible to find an optimal (or uniform) allocation of the FDLs (e.g., Table 5.3 for Z = 1.4
and Pmax = 10−4). This is because all the solutions found are unfeasible, that is there is
no FDL virtual buffer allocation that can satisfy the performance and requirements under
the constraints defined by the optimisation problem.
Figures 5.9 illustrates an example of an optimal solution corresponding to a distribution
of the FDL virtual buffers in the OBS network. We observe that the FDL distribution
changes considerably with Z, since congestion at nodes increases when traffic becomes
peaked. Note that some nodes are not assigned with FDLs, regardless of the peakedness of
their offered traffic demands. Hence, the GA is able to identify the nodes of the network for
which adding an FDL does not contribute to lowering the end-to-end blocking probability
value. In fact, although the offered load may be generally considered low in all the cases of
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Figure 5.9: Optimal allocation of the FDLs in the EON topology scenario for W = 32,
ρ = 0.35 Erlang and Pmax = 10−2.
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study (0.25-0.35 Erlangs), this is not the case for congested links in the core network, where
the load can reach values of 0.5 Erlangs per wavelength channel. The proposed GA allows
determination of the optimal number of FDL buffers required for nodes with such congested
links, a number that is higher than the one determined for the less congested links at the
edges of the network. For example, note that in Figure 5.9 nodes 1,3,9,13 and 14 do not
contribute in lowering the blocking if equipped with FDLs, thus they are not assigned with
FDLs. This feature considerably decreases the FDL cost compared to an uniform allocation
as shown in the example of Figure 5.10. In this particular case, the optimal allocation of
FDL virtual buffers is found to be K=[0 2 0 0 0 3 4 0 0 2 2 0 0 0 0]. Note that in order to
meet the performance level requirements, at least 4 FDL buffers must be employed to node
7. This means that, in an uniform allocation, we must employ at least 4 FDL buffers for
each node of the network, resulting in a considerably increased FDL cost per network node
compared to the optimal scenario.
End-to-end blocking probabilities for each path are shown in Figures 5.11 and 5.12 and
compared to simulation results obtained from the same discrete-event network simulator de-
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Figure 5.10: Comparison of the FDL cost per node CFDLn between optimal and uniform
FDL allocation in the EON topology scenario, for W = 32, ρ = 0.35 Erlangs, Z = 0.8
and Pmax = 10−2.
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Figure 5.11: Path blocking probabilities of the EON scenario for W = 16, ρ = 0.3 Erlangs
per channel, Z = 1 and Pmax = 10−3. The optimal FDL allocation is found to be K=[0 6
0 7 6 7 8 6 0 6 6 6 0 0 6].
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Figure 5.12: Path blocking probabilities of the EON scenario for W = 32, ρ = 0.2 Erlangs
per channel, Z = 3 and Pmax = 10−3. The optimal FDL allocation is found to be K=[0 10
0 16 10 10 13 6 0 6 8 13 5 7 15].
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scribed in Chapter 4. Observe that the analytic method provides a quite accurate estimate of
the blocking probability at the optimal point compared to simulation data. The graph in Fig-
ure 5.11 additionally shows that each path blocking is below the maximum tolerable value
given by Pmax, thus satisfying the performance constraint of both optimisation problems.
This further validates the network model proposed in the previous chapter, demonstrating
its usefulness when applied for resolving optimisation problems. In Figure 5.12 the the op-
timal solution obtained by analysis is validated for W = 32 channels, ρ = 0.2 Erlang and
Z = 3. Note that in this case the peakedness is very high, hence the two-moment matching
analysis of the network may not be accurate enough. In fact, the average deviation from
simulation is higher than in Figure 5.11 and the FDL optimal allocation does not satisfy the
performance constraints (e.g., paths 6,11,12,14, 16,17 and 18 have simulated burst blocking
values higher than the maximum tolerable one).
5.4.2 Resolving Problem 2
In this case the single-objective GA is applied in order to find an optimal joint allocation
of link wavelength channels and FDL virtual buffers that minimises the total hardware
cost and meets the performance requirements under the defined physical constraints of the
problem. Similarly to Problem 1, the problem is solved for both network topologies with
the same scenarios. The only difference is in the addition of the extra constraint regarding
the minimum and maximum allowable number of wavelength channels per link, that is
Wmin = 8, Wmax = 16 for the NSFN topology and Wmin = 16, Wmax = 32 for the EON
topology.
For this problem, challenges arise that are more complex to resolve compared to Prob-
lem 1. The main issue here is given by the size of the solutions space. In fact, note that
each individual is encoded in a string of L + N integers resulting in a total number of
potential solutions equal to (Wmax − Wmin + 1)L · (Kmax − Kmin + 1)N as opposed
to the (Kmax −Kmin + 1)N individuals of the solution space associated with Problem 1.
This is particularly evident for the EON topology scenario where, for example, resolving
Problem 2 corresponds to finding an optimal solution within a space of ≈ 2.8 · 1050 indi-
viduals as opposed to the ≈ 2 · 1014 individuals of Problem 1. In this case, in order to let
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the GA efficiently explore the solution space, the number of individuals of the population
must be high enough to guarantee a level of diversity such that the optimal solution can be
ultimately found. Nevertheless, the higher the number of individuals, the slower the GA
will converge to the solution, mainly due to the time spent in computing the fitness func-
tion. This is probably the main drawback when using the GA for the proposed optimisation
problems, especially in a multi-objective optimisation scenario as we will see for Problems
3 and 4. Another main difficulty in converging to the optimal solution is given by the par-
ticular nature of the solution space defined by the optimisation problem. In fact, in this case
the individuals are not uniformly distributed in the search space and it may happen that the
algorithm fails to discover solutions in regions of the space with lower population “den-
sity” [26]. This phenomenon is known as genetic drift [26] and several methods attempting
to resolve it have been proposed in the literature. The interested reader can find a detailed
summary of the most popular ones in [60]. In this case, we are still able to find the optimal
solution of the problem for different performance requirements by including in the initial
population at least one feasible solution. This can be easily done by applying the network
model and finding a uniform allocation of link and FDL wavelength channels that satisfies
the performance constraints. Hence, the feasible individual corresponding to the obtained
uniform allocation is included in the population while the rest of the individuals are ran-
domly generated. The population size is set to popSize = 300 individuals and the GA is
run for maxGen = 200 generations. An additional attempt to keep diversity between indi-
viduals is made by adopting a tournament selection strategy along with a random crossover
operation. In this regard, the tournament pool size is set at 80.
Results for the minimum cost offered by the optimal solutions are displayed in Tables
5.5 and 5.6 respectively for the NSFN and the EON topologies. Minimum costs obtained by
optimal individuals are once again compared with minimum costs resulting from uniform
allocations of link wavelength channels and FDL virtual buffers, similarly to what has been
presented in Problem 1. Optimum uniform allocations of link/FDL wavelength channels are
determined by exhaustive search over the set of all possible feasible solutions. As expected,
the optimal costs are all lower than the correspondent ones of Problem 1, since the number
of link wavelength channels has been optimised as well; the improvements in terms of cost
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savings are also quite relevant. Note for example that, in Table 5.3, the minimum cost to
meet a performance level of Pmax < 10−5 over all paths for smooth traffic is COPT (K) =
9475 whereas in Table 5.5 it is COPT (X) = 7785, resulting in a cost saving percentage of≈
17.8%. Additionally, similarly to Problem 1, all optimal solutions achieve costs lower than
the ones obtained with uniform allocations. Note that this is also true for optimal solutions
meeting performance levels of 10−1 as opposed to Problem 1 where optimal and uniform
allocation may be equivalent. For example, note that in Table 5.5 a maximum tolerable
end-to-end burst loss of Pmax = 10−4 for Poisson traffic is obtained with a minimum cost
of COPT = 7880 associated with an optimal allocation X = [W F] given by vectors W = [9
10 16 16 9 13 16 8 16 16 13 16 10 9 16 16 14 11 16 9 16 16 16 16 8 9 11 8 9] and F = [7
2 6 2 7 1 7 7 0 7 0 7 7]; to meet the same performance constraint, a uniform allocation of
W = 16 wavelength channels per link and K = 7 virtual buffers per FDL must be adopted,
Table 5.5: Cost comparison between optimal (OPT) and uniform (UNI) link/FDL wave-
length channels allocation: NSFNET topology. K ∈ [0,8], W ∈ [8,16], ρ = 4 Erlangs per
path. ’NF’ stands for ’Not Feasible’.
Pmax 10
−1 10−2 10−3 10−4 10−5
Z = 0.8 COPT 5064 6278 6901 7348 7785
CUNI 6488 7803 8678 9408 10138
Z = 1 COPT 5705 6601 7280 7880 NF
CUNI 6878 8143 9068 10138 NF
Z = 1.4 COPT 6056 6908 8023 NF NF
CUNI 7413 8873 10333 NF NF
Table 5.6: Cost comparison between optimal (OPT) and uniform (UNI) link/FDL wave-
length channels allocation: EON topology. K ∈ [0,16], W ∈ [16,32], ρ = 11.2 Erlangs
per path. ’NF’ stands for ’Not Feasible’.
Pmax 10
−1 10−2 10−3 10−4 10−5
Z = 0.8 COPT 13283 18323 18238 19359 20120
CUNI 18696 22964 24183 25083 26030
Z = 1 COPT 15305 18386 19187 20460 NF
CUNI 21117 24361 25083 26527 NF
Z = 1.4 COPT 16174 19225 21036 NF NF
CUNI 21792 24858 26977 NF NF
124
yielding a minimum cost of CUNI = 10138. Hence, in this case the optimisation process
reduces the total hardware cost by ≈ 22.2%.
Probably the most important observation is on the sensitivity of the total minimum cost
to the peakedness of the offered traffic. Specifically, similarly to Problem 1, the obtained re-
sults justify once again the importance of approximating non-Poisson traffic characteristics
in the network model when resolving resource dimensioning problems. Note for exam-
ple that the total hardware optimum cost required to meet the performance constraints is
incrementing by an average of ≈ 5.5% when changing Z from 0.8 to 1.
An example of an optimal solution is depicted in Figure 5.13 for the EON topology
scenario, with performance constraints given by Pmax = 10−2 and for different values of
peakedness. First of all note how in all three cases the GA is able to identify the most
congested links by keeping the highest number of wavelength channels. The situation is
different when analysing the part of the individual dedicated to the FDL virtual buffer allo-
cation (in this case, the last 15 genes of the individual). Particularly, note that the configu-
ration of FDL virtual buffers is different from the corresponding optimal allocation found
in Problem 1. In fact, FDLs that are ineffective and discarded for Problem 1 become ef-
fective for Problem 2 due to the different dimensioning of the link wavelength channels
and generally comprise more virtual buffers. For a clearer picture compare Figure 5.9 with
the FDL allocation of Figure 5.13. It can be observed that discarded FDLs for Problem
1 (e.g, FDLs at nodes 13 and 14) are instead employed with medium-to-high numbers of
virtual buffers (e.g, from a minimum of 4 to a maximum of 12 virtual buffers). Figure 5.14
illustrates this aspect from another perspective by showing the total number of link wave-
length channels and of FDL virtual buffers employed for Problem 1 and Problem 2 in the
NSFN network scenario. Note that in case (a) the number of FDL virtual buffers employed
in Problem 1 monotonically increases and is always below the values determined by the
optimisation process in Problem 2. Furthermore, note that in Problem 2 the total number of
FDL virtual buffers is not monotonic due to the different configuration of link wavelength
channels (whose total number is depicted in Figure 5.14(b)). Once again, an example of the
accuracy and validity of the solution for the optimisation problem is shown by comparing
the obtained values of path blocking probabilities with simulation data in Figure 5.15.
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Figure 5.13: Configuration of the optimal solution corresponding to the allocation of link
and FDL wavelength channels for the EON topology scenario, with Pmax = 10−2: (a)
Poisson case, (b) peaked case with Z = 1.4 and (c) smooth case with Z = 0.8.
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Figure 5.14: Total number of required wavelength channels for the NSFN topology scenario
in order to achieve the maximum tolerable end-to-end burst loss. Total FDL virtual buffers
(a) and total link channels (b).
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Figure 5.15: Path blocking probabilities of the NSFN topology scenario for W = 16,
ρ = 0.25 Erlangs per channel, Z = 1.4 and Pmax = 10−3. The optimal link/FDL channel
allocation is X=[8 8 16 16 8 12 16 9 16 16 16 16 10 11 16 16 8 12 15 11 16 13 16 16 8 11
15 11 8 8 3 7 5 8 0 7 8 0 8 1 8 5].
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Figure 5.16(a) is an additional illustrative example of the performance of the applied GA
for the NSF topology scenario, where the absolute value of the fitness of the best individual
in the population is shown for increasing number of generations. It can be observed that
the fitness value begins to stabilise after 100 generations and settles to the minimum value
after ≈ 180 generations. The same cannot be said for the EON topology scenario in Figure
5.16(b) where the absolute value of fitness is stabilising after ≈ 300 generations. This is
mainly due to the size and nature of the solution space which requires the GA to run on a
bigger population and for a higher number of generations compared to the NSF topology
case.
5.4.3 Resolving Problem 3
In this case we want to find an optimal allocation of FDL virtual buffers that simulta-
neously minimises the maximum end-to-end burst loss probability and the total network
hardware cost. We adopt the multi-objective GA presented in the previous section in or-
der to resolve the optimisation problem. The analysis is once again conducted for both
the NSF and the EON network topologies with the same configuration settings as in Prob-
lem 1. The population size popSize is set at 300 individuals. The maximum number
of elite individuals is set to maxEliteSize = 30, whereas the size of the random set is
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Figure 5.16: Absolute fitness value of the best individual in the population: case (a) NSFN
topology scenario, with Z = 0.8 and Pmax = 10−4. Case (b) EON topology scenario, with
Z = 0.8 and Pmax = 10−5.
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randSize = 100 individuals. Thus, the reproduction set size is dynamically defined by
repSize = popSize − randSize − min(paretoSize,maxEliteSize). The GA selects
individuals according to the tournament selection strategy and generates offspring by adopt-
ing a random crossover operator. The optimisation process ends after a maximum number
of generations maxGen = 500 has been reached. Results obtained for the NSF case are
depicted in Figures 5.17 and 5.18. The curves represent estimates of the Pareto-fronts, that
is the values of achievable end-to-end burst loss at different optimum hardware cost deter-
mined by the obtained Pareto-optimal solutions. Each curve is associated with a specific
value of peakedness. Once again, note how the achievable performance determined by each
Pareto-optimal solution is considerably sensitive to the peakedness of the offered traffic.
Similarly to the results of Problems 1 and 2, the obtained graphs give an insight to the prob-
lematics arising from the resource dimensioning of an OBS network with non-Poissonian
offered traffic characteristics. For example, note that in Figure 5.18 the difference in terms
of network cost in order to achieve a maximum end-to-end burst loss of 10−4 from smooth
to peaked traffic is more than 500 SOA unit costs. Note also that the optimum solutions
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Figure 5.17: Pareto Front for the NSFN scenario for 3 different values of peakedness. Cir-
cles represent optimal solutions determined in Problem 1.
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Figure 5.18: Pareto Front for the NSFN scenario for 3 different values of peakedness. End-
to-end burst loss are represented in logarithmic scale. Circles represent optimal solutions
determined in Problem 1.
determined for Problem 1 are either part of the curves or very close, showing that the GA
is capable of successfully determining a good estimate of the Pareto fronts. Even though it
can not be guaranteed that all Pareto-optimal solutions have been found, the obtained curves
still provide useful information for pertinent resource dimensioning of the network under
different offered peakedness values. The same conclusions can be drawn for the EON topol-
ogy as illustrated in Figures 5.19 and 5.20, although in this case the shape of the curves may
indicate that the GA was not able to fully explore the solution space (e.g., note the shape
of the Pareto front for peaked traffic and for values of burst blocking greater than 10−2).
As discussed for Problem 2, this is mainly due to the fact that the solution space is bigger
than in the NSF network case, thus the GA may be required to run on a bigger population
and for a higher number of generations in order to guarantee an efficient exploration of the
solution space. Nevertheless, in this particular example the algorithm is still able to find an
acceptable estimate of the Pareto front as depicted in Figure 5.20. In fact, once again note
how the curves are quite close to the expected optimal solutions determined in Problem 1.
Figure 5.21 illustrates an example of the number of Pareto-optimal solutions found at each
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Figure 5.19: Pareto Front for the EON scenario for 3 different values of peakedness. Circles
represent optimal solutions determined in Problem 1.
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Figure 5.20: Pareto Front for the EON scenario for 3 different values of peakedness. End-
to-end burst loss are represented in logarithmic scale. Circles represent optimal solutions
determined in Problem 1.
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Figure 5.21: Number of Pareto-optimal solutions found for the EON topology scenario and
Z = 1.4.
generation for the EON topology. Note that the number may also decrease since it may
happen that a just found Pareto-optimal solution dominates several solutions comprised in
the estimated Pareto front. After some generations, the number of solutions settles around
a fixed value of 61 solutions and does not vary anymore (note that we must wait at least 200
generations before observing a stabilisation of the Pareto-front size).
5.4.4 Resolving Problem 4
In this case, the aim is to jointly optimise the number of link wavelength channels and of
FDL virtual buffers in order to simultaneously minimise the end-to-end burst loss probabil-
ity and the total network hardware cost. Once again, both network topologies are examined
for 3 different values of peakedness. This last optimisation problem is the most challenging
to solve due to the nature and the size of the solution space. Particularly, as discussed for
the resolution of Problem 2, the GA is not able to determine a good estimate of the Pareto
front due to the genetic drift. In fact, the presence of high density regions of the solution
space prevents the algorithm from finding Pareto-optimal solutions in other regions with
lower densities of individuals. This phenomenon is depicted in Figure 5.22 for the case of
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Figure 5.22: Evolution of the Pareto front for the NSFN topology: after 10 generations (a)
and after 50 generations (b).
the NSFN topology. Note that after 50 generations the algorithm is only capable of finding
Pareto-optimal solutions in the region of the solutions space delimited by a blocking prob-
ability value greater than 10−1. In order to resolve this issue a strategy similar to the one
adopted for Problem 2 is considered for the proposed optimisation problem. Specifically,
the solution space is divided into different subsets Si and the multi-objective GA is run
independently for each subset. For this particular problem, all subsets are delimited by val-
ues of blocking probabilities of interests such that Si = Xi : Pmax(Xi) < 10−i. Thus, for
example S1 includes all the individuals that give a maximum end-to-end loss lower than
10−1, S2 includes all the individuals that give a maximum end-to-end loss lower than 10−2,
etc. The initial population is once again randomly generated but, similarly to Problem 2, a
feasible individual with uniform allocation (determined with the analytic network model) is
also included. The GA is then normally applied for each subset with the configuration set-
tings defined in Table 5.2. Note that the discovered candidate Pareto-solutions are included
in the estimate Pareto front only if they are within the bounds defined by the corresponding
subset. For example, assume that the GA is running for subset S4 and two solutions X1 and
X2 are discovered, yielding respectively values of end-to-end blocking probability equal to
0.00003 and 0.023. In this case only the first solution will be considered Pareto-optimal
and included in the estimated Pareto front (unless the latter already contains solutions that
dominate X1).
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Results obtained with the proposed modification of the GA are presented in Figures
5.23 and 5.24, showing the estimated Pareto fronts for different values of offered traffic
peakedness. In this case it can be observed that the estimation of the Pareto front is certainly
poorer than the ones obtained for the previous optimisation problem. In fact, note that for
smooth traffic it is not possible to determine the expected true shape of the curve for values
of blocking probability in proximity of 10−1. Nevertheless, with the proposed strategy it is
possible to better explore the solution space and find candidate Pareto optimal solutions in
less populated areas. Furthermore note that the estimated Pareto front is still quite close to
the optimum points found in Problem 2 for the NSFN topology.
The proposed strategy does not provide the expected Pareto fronts for the EON topology
case, thus it has not been possible to resolve the same multi-objective optimisation problem
for this particular network scenario. The author believes that this is due mainly to the
increased size and nature of the solution space which do not allow the GA to discover
individuals closer to the Pareto front. Indeed, this is quite an interesting and challenging
subject and is a topic for future work.
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Figure 5.23: Pareto Front for the NSFN scenario for 3 different values of peakedness. Cir-
cles represent optimal solutions determined in Problem 2.
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Figure 5.24: Pareto Front for the NSFN scenario for 3 different values of peakedness. End-
to-end burst loss are represented in logarithmic scale. Circles represent optimal solutions
determined in Problem 2.
5.5 Conclusions
This chapter dealt with the definition and solution of four resource dimensioning problems
for an FDL-buffered OBS network. The analysis has been made on the basis of the analytic
network model derived in the previous chapter and the optimisation problems have been
resolved with the application of single/multi-objective genetic algorithms. Results highlight
the usefulness of the analytic network model when applied for resolving OBS network
optimisation problems, mainly in relation to its capability of approximating non-Poissonian
traffic characteristics. Optimal allocations of link/FDL wavelength channels are found to
be highly sensitive to the peakedness of the offered traffic, causing substantial variations
of the minimum required total network hardware costs for relatively small variations in
peakedness values.
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Chapter 6
Conclusions
This thesis dealt with the analytic modelling and the resource optimisation of FDL-buffered
OBS networks. The work has been motivated by the necessity of deriving analytic tools that
can be used for OBS performance analysis and optimisation with the purpose of designing
networks subject to a desired grade of service and physical constraints. This last chapter
presents the conclusions of the thesis. In Section 6.1, the reader can find a summary of the
thesis main contributions whereas Section 6.2 proposes suggestions for future investigations
toward the same research direction pursued by the author.
6.1 Main Contributions
The main contributions of the work presented in this thesis can be listed as follows:
• The first contribution is the derivation of an analytic model of a buffered OBS node
where contentions amongst bursts are resolved with full wavelength conversion and
with FDLs, that is the E-BPP+FMM method. Particularly, an OBS TAS-shFDL ar-
chitecture has been considered for the analysis, where the output ports share a multi-
channel FDL in a feedback configuration. The system has been studied by conducting
a flow analysis with the aim of estimating burst blocking probabilities associated with
each traffic flow. All traffic flows have been characterised in terms of their average
load and of their peakedness by means of two-moment matching techniques, result-
ing in the realisation of an accurate approximate model of the switch. The analysis
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has been validated by comparing the estimated values of burst blocking probability
with results obtained from a discrete-event simulator of the OBS node. It has been
demonstrated that the model is accurate when compared to simulation for a broad
range of values of blocking probabilities, burst traffic characteristics and resource ca-
pacities. Furthermore the model always outperformed state-of-the-art one-moment
node models, where burst traffic arrivals are assumed to be Poisson. The results pre-
sented in Chapter I further showed the high sensitivity of the blocking probability to
the load of the offered traffic and especially to its peakedness, a phenomenon that the
proposed model was successfully able to track.
• The second contribution is the realisation of an FDL-buffered OBS network model
based on the E-BPP+FMM analysis derived in Chapter 3, that is the Shared-Buffer
Network Model (SBNM). The analytic model has been realised with the link decom-
position method and with a two-moment description of the traffic streams within the
network, allowing the estimation of end-to-end burst loss for performance evaluation
of the OBS network. The method follows a path-centric approach in the sense that
each blocking probability is calculated separately for each path. Additionally, the re-
sults have been further refined by eliminating from the analysis the links whose burst
blocking probability is zero due to the streamline effect. Results showed good ac-
curacy when compared with simulation data for two different network scenarios and
for a broad range of blocking probability values, traffic characteristics and resource
capacities. Similarly to the node model, the analysis outperformed one-moment Pois-
son network models in terms of accuracy, further demonstrating the importance of
considering the peakedness of the traffic when conducting performance evaluation of
the OBS network. As in the node model, results illustrated a strong sensitivity of the
blocking probability to the load and the peakedness of the offered traffic, especially
under low load regime. Overall, the proposed analytic method proved to be useful for
modelling OBS networks in the definition and resolution of optimisation problems.
• The third and final contribution of this thesis is related to resource dimensioning of
FDL-buffered OBS networks. Specifically, a network cost function has been intro-
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duced as an indicative estimation of the expenses associated with the TAS-shFDL
architecture components. Then, four optimisation problems have been defined, mod-
elling the OBS network with the methodology presented in Chapter 4. All problems
consisted of identifying an optimal allocation of network resources (link/FDL wave-
length channels) that minimises the total hardware costs under grade of service and
physical constraints. Single and multi-objective GAs have been developed and used
to solve the problems. Results showed once again the importance of considering the
sensitivity of blocking to the peakedness of the offered traffic when dimensioning the
network. Particularly, it has been observed an ≈ 7% difference in total network cost
savings when reducing the peakedness value by≈ 20%, which may be translated into
several hundreds of SOA unit costs in terms of total hardware expenses. The main
purpose of this chapter has been to illustrate a potential application of the proposed
network model, demonstrating its effectiveness when used for determining optimal
link/FDL wavelength channels allocation for buffered OBS networks.
6.2 Future Works
The research community has devoted great effort to performance evaluation of OBS in
the past decade, particularly to switch modelling and simulation studies of OBS networks.
This thesis attempted to provide contributions toward areas of study that did not received
the same level of attention, as discussed in the previous section. Nevertheless, further in-
vestigations are still required in order to realise and deploy commercially viable OBS-based
technologies. In relation to the work proposed in this thesis, there is certainly still space for
substantial improvements, especially for OBS node modelling.
First of all, it would be desirable to realise an analytic model of the OBS TAS-shFDL
node architecture when multiple FDLs are employed for resolving contentions. The author
already investigated this subject in [74] but neglecting the case where burst offered traffic
is smooth. Hence, the realisation of a more general model including a shared pool of FDLs
that can handle different traffic peakedness values would yield a more comprehensive and
accurate performance analysis of the TAS-shFDL architecture. The author believes that the
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E-BPP+FMM analysis proposed in this thesis can be extended and serve as a building block
for the derivation of such a model.
More effort should be devoted to OBS performance analysis when the number of wave-
length converters is limited, that is under partial wavelength conversion capability. Like in
the majority of the research literature, the proposed analytic model assumes full wavelength
conversion, that is, each wavelength channel is equipped with a TWC; however, wavelength
converters are expensive devices and, in order to deploy realistic OBS-based network archi-
tectures, it is believed that their total number will be most likely limited and organised in a
pool shared between the output ports of a node. Furthermore, it has already been proven that
OBS nodes employing partial wavelength conversion configurations may achieve the sim-
ilar performance to nodes with full wavelength conversion capability in terms of reducing
burst loss probability. Hence, inclusion of partial wavelength conversion in the proposed
analysis would result in a more complete and realistic TAS-shFDL node model, allowing
study of the performance of the switch under different configurations of TWCs and FDLs.
Finally, further improvements can be made for the optimisation process of the OBS
network. This thesis dealt only with OBS resource dimensioning problems, particularly
focusing on solving link/FDL allocation problems using single/multi-objective genetic al-
gorithms. Clearly there is a great variety of scenarios that can be analysed and several
different methodologies applied when resolving these kind of problems. It has been further
illustrated that the complexity of the optimisation problem depends on the size and nature of
the solution space (e.g., note that it has not been possible to resolve Problem 4 for the EON
topology scenario). More sophisticated population-based algorithms should be considered
for the resolution of the problem, such as cell-based GAs [60]. Nevertheless, the purpose
of Chapter 5 was primarily to illustrate the usefulness of the derived analytic OBS network
model when applied to optimisation problems. It is the hope of the author that the work
presented in this thesis would provide useful information to other researchers working in
the area, helping them in the derivation of more accurate and efficient OBS analytic models.
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