Visuospatial attention is strongly biased to locations that frequently contained a search target before. However, the function of this bias depends on the reference frame in which attended locations are coded. Previous research has shown a striking difference between tasks administered on a computer monitor and in a large environment, with the former inducing viewer-centered learning and the latter environment-centered learning. Why does environment-centered learning fail on a computer? Here we tested three possibilities: differences in spatial scale, nature of task, and locomotion may influence the reference frame of attention. Participants searched for a target on a monitor placed flat on a stand. On each trial they stood at a different location around the monitor. The target was frequently located in a fixed area of the monitor, but changes in participants' perspective rendered this area random relative to the participants. Under incidental learning conditions participants failed to acquire environment-centered learning even when (i) the task and display resembled the large-scale task, and (ii) the search task required locomotion. The difficulty in inducing environment-centered learning on a computer underscores the egocentric nature of visual attention. It supports the idea that spatial scale modulates the reference frame of attention.
Introduction
From shopping in supermarkets to detecting abnormalities on chest X-rays, people frequently search for "targets" in environments that have some consistency. The consistency supports visual statistical learning, the extraction of statistical regularities in the visual environment to aid behavior (Chun & Jiang, 1998; Turk-Browne, 2012) . Several researchers have proposed that visual statistical learning facilitates evolutionarily important activities such as foraging (Chukoskie, Snider, Mozer, Krauzlis, & Sejnowski, 2013; Smith, Hood, & Gilchrist, 2010) . In fact, locations that frequently contained a search target before are prioritized, even when people lack explicit awareness about the uneven location probability (Druker & Anderson, 2010; Geng & Behrmann, 2002; Jiang, Swallow, Rosenbaum, & Herzig, 2013; Miller, 1988; Umemoto, Scolari, Vogel, & Awh, 2010) . However, although visual environments have stability, viewer movement renders high-probability locations unstable relative to the viewer's perspective. The function of visual statistical learning in search and foraging tasks would depend on spatial updating and on the spatial reference frame in which attended locations are coded . This study examines the spatial reference frame of attention in a visual statistical learning task.
One factor that potentially influences the reference frame of attention is the spatial scale of a visual search task. Foraging in the natural environment differs from browsing a website in several respects (Foulsham, Chapman, Nasiopoulos, & Kingstone, 2014; Kingstone, Smilek, Ristic, Friesen, & Eastwood, 2003; Tatler, Hayhoe, Land, & Ballard, 2011) . Visual cues are more abundant in the natural environment, viewers move more often, and relevant visual space is in the viewer's perceptual space rather than action space (i.e., it is often out of the viewer's reach). Differences in spatial scale may correspond to differences in whether attended locations are coded relative to the viewer (viewercentered) or to the external environment (environment-centered; for a review of the different reference frames used in navigation, see Wang, 2012) .
For example, Jiang and colleagues asked participants to search for a small coin on the ground of a large outdoor space (64m 2 ). Unbeknownst to participants, across multiple trials the coin was more often located in one region than expected by chance (Jiang, Won, Swallow, & Mussack, 2014) . In one experiment, participants started search by standing in the middle of the search space facing the same direction (e.g., west). Therefore the high-probability region was consistent relative to the participants' starting viewpoint (e.g., to the person's lower right), and was stable in the external environment (e.g., in the northeast corner of the search space). Even though few participants spontaneously noticed the target's uneven location probability, search response time (RT) was faster when the coin was in the high-probability region than in the other regions. To find out whether frequently attended locations were coded relative to the viewer or to the external environment, in a second experiment the high-probability region remained fixed in the external environment, but the participants' facing direction at the beginning of each trial changed randomly. This change disrupted the consistency between the high-probability region and the participants' starting viewpoint. Nonetheless, participants also produced faster RT when the target appeared in the high-probability region than other regions. These data showed that visual statistical learning of the target's location probability was robust to changes in the participants' viewpoint.
Environment-centered coding of visual statistics was also revealed in an earlier study that tested participants in a foraging task rather than a visually guided search task (Smith et al., 2010) . Smith et al. (2010) embedded lights on the floor of an interior room. Black curtains surrounding the room minimized environmental cues and landmarks. Participants switched each light on to discover the one that would turn into a target color (e.g., into red). The target light was four-times more likely to be in one side of the room (e.g., the north side) than the other side. In one experiment, participants always started foraging from a fixed end of the room, so the high-probability side of the room was also stable relative to the participants. Participants showed clear evidence of learning, producing faster RT when the target light was on the high-probability side of the room. In a second experiment, participants started foraging by standing at either end of the room, randomly determined on each trial. This manipulation disrupted the spatial consistency between the high-probability side of the room and the participants' starting position. Perhaps owing to the lack of spatial cues to reorient them, participants showed no learning in this setup. However, when spatial cues were introduced by making lights in one side of the room a different color than those in the other side, participants showed learning. Thus, frequently attended locations are prioritized even though changes in viewpoint rendered these locations unstable relative to the participants' starting position.
However, changes in viewpoint proven highly disruptive of visual statistical learning when the search task was administered on a computer screen. Jiang, Swallow, and Capistrano (2013) asked participants to search for a target letter (T or L) among symbols. The items were presented on a computer monitor laid flat on a stand. Unbeknownst to the participants, the target letter was more often found in one region of the monitor than expected by chance. When participants always stood at the same spot to perform search, they quickly developed an attentional bias toward the highprobability region. RT was faster when the target appeared in that region than in other regions. However, when participants stood at a random position around the stand at the beginning of each trial, they evidenced no statistical learning. RT was not faster when the target appeared in the highprobability region than elsewhere. The disruption of learning by changes in viewpoint could not be attributed to movement itself. Learning manifested if participants walked between trials but always returned to the same spot to perform search. In addition, the disruption could not be attributed to disorientation. When participants were explicitly informed of the target's location probability, they had no problem prioritizing the high-probability region, even though their standing position changed from trial to trial. Thus, under incidental learning conditions, frequently attended locations appeared to be coded relative to the viewer rather than to the external environment.
The lack of environment-centered learning in computerized tasks was further corroborated in a subsequent study that presented richer visual cues . Even when they had to perform a search task on a natural scene or on a Google map, participants did not prioritize the high-probability region if their viewpoint changed from trial to trial. In contrast, if the high-probability region was always stable relative to the participants' standing position (e.g., on each trial the highprobability region was always in the participants' lower right visual field), then participants demonstrated learning. RT was faster in the viewer-centered high probability region than in other regions. These data showed that frequently attended locations were coded relative to the viewer's position and were not updated when people changed their viewpoint.
What accounts for the difference in how people learn to prioritize high-probability locations between the two sets of studies reviewed above? One hypothesis is that under incidental learning conditions, differences in spatial scale influence the predominant reference frame used to code attended locations. According to one classification, navigation space fall into four categories based on their size: figural space is the size of a picture, vista space can be viewed from a single location, environmental space (e.g., buildings and towns) requires navigation, and geographical space is the size of countries (Montello, 1993) . By this classification, a computer screen falls in figural space (smallscale) and the outdoor or indoor search tasks occur in vista space (large-scale). Whereas large-scale space facilitates environment-centered coding (especially in the presence of rich environmental cues), small-scale space is associated with viewer-centered coding (the spatial scale hypothesis). Indeed, other studies on attention have found predominantly retinotopic coding in tasks administered on a computer monitor (Abrams & Pratt, 2000; Golomb, Chun, & Mazer, 2008; Golomb, Pulido, Albrecht, Chun, & Mazer, 2010; Mathôt & Theeuwes, 2010) . The duplex view of vision proposes that the ventral visual system, important for perceiving object shapes, codes shape information in an object-centered manner. In contrast, the dorsal visual stream, important for guiding visuomotor actions, codes shape information in a viewer-centered manner (Goodale & Haffenden, 1998) . Because large space is out of reach and falls primarily in the viewer's perceptual space, spatial coding may be chiefly environment centered. A computer monitor, on the other hand, is within reach and falls in the viewer's action space, and may be supported mainly by viewer-centered coding. Thus, spatial scale may be the critical determiner of how attended locations are coded.
The spatial scale hypothesis also receives support from research in another domain -spatial reorientation in young children. When reorienting themselves after being blindfolded and spun around, young children tend to rely exclusively on room geometry (Hermer & Spelke, 1994 ). However, when tested in a much larger room, they are also able to reorient on the basis of nongeometric information such as the color of the walls (Learmonth, Newcombe, & Huttenlocher, 2001) . Because changes in scale are known to influence spatial coding (Wolbers & Wiener, 2014) , the spatial scale hypothesis may explain the contradiction noted earlier in how attended locations are coded.
However, spatial scale is not the only difference between the large-scale tasks and computerized search studies. These tasks also differ in the nature of the search task and the degree of viewer locomotion. First, whereas computerized tasks typically use a standard conjunction search task (e.g., finding a T among Ls, a form of difficult search task known as the "configuration search task"; Wolfe, 1998) , the two large-scale studies have used nonstandard search tasks. Smith et al. (2010) 's foraging task was not visually guided -participants could have not known which light was the target without first switching it on. In the absence of visual guidance, participants may be more inclined to rely on environmental cues to optimize foraging choices. 's coin search task had a single target (the coin) on a relatively uniform background with no clearly marked distractor items. Search was difficult owing mainly to the difficulty of segmenting the small coin from the large background (see Neider and Zelinsky, 2008 for a discussion about distractors in scene-search tasks). In contrast, the letter search tasks do not require figure-ground segmentation, but rather matching each segmented object to a search template. Much like the foraging task, the coin search task may also force participants to code the target's location relative to the background rather than to the viewer. Thus, differences in the nature of search, rather than spatial scale, may affect how attended locations are referenced (the nature of search hypothesis).
A second important difference between the large-scale and computer-based tasks is the degree of viewer movement during a search trial. Because the search space is large and some locations cannot be seen without locomotion or a head or body turn, the large-scale search task involves active viewer movement during the trial. Such movement may be crucial for forming a rich spatial representation of the environment, and for facilitating environment-centered coding (Wang & Simons, 1999) . In contrast, the computer-based tasks present all search items in plain view, so search involves only eye movements but no locomotion or head/body turn. The lack of active movement during search, rather than spatial scale, may influence which reference frame is used to code attended locations (the locomotion hypothesis).
This study presents two sets of experiments to test the spatial reference frame of attention in an incidental learning task. All experiments were conducted on a computer monitor placed flat on a stand. Thus, they were all small-scale search tasks. Unbeknownst to the participants the target was more often placed in one quadrant of the computer monitor. In most cases the high-probability quadrant was environmentally stable. However, owing to changes in the viewers' standing position around the stand, the high-probability locations were unstable relative to the viewer. Because the task is performed on a computer monitor, the spatial scale hypothesis predicts that frequently attended locations are coded relative to the viewer and are not effectively updated by viewer movement. Therefore changes in the viewers' standing position should disrupt learning. However, we introduced several features to examine whether the nature of search or locomotion are important factors in determining which reference frame is used. In the first set of experiments we rendered the coin-search task onto a computer monitor. Participants searched for a tiny coin on the photograph of the concrete floor used in the large-scale search task. In the second set of experiments we placed a tall, opaque tower in the middle of the search display, blocking participants' view for some of the search items. This setup necessitated locomotion and head/body movement. These experiments allowed us to test whether learning was robust to changes in viewpoint when (i) the search task resembled that of the large-scale task, and (ii) when search involved locomotion and head or body movement.
Section 1. Rendering the large-scale task on a computer monitor
We photographed the concrete floor of the large-scale search space used in our previous study . The pictures were then rendered on a computer monitor to produce the computerized version of the coin search task. The coin was just two pixels in size, proportional to the size of the real coin in the outdoor task. Other experimental parameters, such as the number of trials and the number of blocks, were the same as those used in the large-scale search task. Figure 1 shows a sample display. Section 1 contained three experiments. In Experiment 1 participants always searched while standing at the same position around the stand. In the first three blocks the coin was placed in one quadrant of the monitor more often than in any of the other quadrants. The high-probability quadrant was fixed on the monitor (e.g., on its northwest quadrant). It was also fixed relative to the participants (e.g., in their upper left visual field). In the last block of trials the coin was equally likely to appear in any quadrant. This experiment allowed us to assess whether the computer-rendered version of the task was sensitive to visual statistical learning.
In Experiment 2 we examined whether changes in viewpoint disrupted learning. The coin was in one fixed quadrant of the monitor more often than in the other quadrants. However, on each trial participants stood at a random side of the monitor, so the high-probability quadrant was random relative to the participants' standing position. We examined whether participants could learn to prioritize the high-probability quadrant.
Finally, in Experiment 3 we tested whether participants could learn viewer-centered visual statistics. Participants again stood at a random side of the monitor on each trial. The target's location probability was adjusted on each trial such that the high-probability quadrant was consistent relative to the participants' viewpoint. For example, it was always in the participants' upper right visual field. Because the high-probability quadrant was tied to the participants' viewpoint, and because participants changed their viewpoint randomly, the high-probability quadrant was random relative to the monitor, the room furniture, or other environmental cues. We tested whether participants could nonetheless learn to prioritize the viewer-centered high-probability quadrant.
Because the search task was highly similar to that used in our outdoor coin-search task, the nature of search hypothesis predicts that we should observe similar results as the large-scale search task. That is, changes in viewpoint should not disrupt participants' ability to prioritize the environmentally stable, high-probability quadrant. In contrast, because search was conducted on a computer, the spatial scale hypothesis predicts that we should observe similar results as previous computer-based search tasks. That is, participants could learn to prioritize the viewer-centered high-probability quadrant (Experiment 3) but not the environmentally fixed high-probability quadrant (Experiment 2).
Method
Participants. Participants in this study were students at the University of Minnesota between 18 and 40 years old. They had normal or corrected-to-normal visual acuity and were naïve to the purpose of the study. Each participant completed just one experiment. They received $10/hour or extra course credit for their time.
The sample size was predetermined to be the same as our previous studies on location probability learning (N=16). These studies typically yielded large effect sizes (e.g., Cohen's d > 2).
There were 16 participants in each of Experiments 1-3 (8 females and 8 males, mean age 19.4 years in Experiment 1; 12 females and 4 males, mean age 21.3 years in Experiment 2; and 14 females and 2 males, mean age 19.8 in Experiment 3).
Materials. Participants were tested individually in a room. The experiment was programmed using Psychtoolbox (Brainard, 1997; Pelli, 1997) , implemented in MATLAB (www.mathworks.com). We photographed the concrete floor used in our previous large-scale search study . A series of pictures were taken and pasted together to mimic the look of the concrete background in the outdoor task ( Figure 1 ). The background was 800x800 pixels (33x33 cm). The "coin" used as the search target was a dot 2 pixels in diameter. Its size relative to the search space was proportional to the size of the real coin in the large-scale space. The coin was either lighter (RGB values: [165 165 165]) or darker (RGB values: [65 65 65] ) than the gray concrete background. The image was displayed on a 21-inch iMac computer monitor (resolution: 1280x860 pixels) laid flat on a 1-meter tall stand. The computerized coin search task included only the ground and not other factors that made the outdoor search task immersive. Viewing angle depended on the participants' height. The estimated viewing distance ranged from 50-85 cm.
A 40-watt lamp illuminated the room. Room furniture and the computer keyboard were readily visible and could serve as environmental landmarks. The computer monitor itself was rectangular. Tapes on the floor marked where participants should stand.
Procedure. Participants stood at one of the four sides of a computer monitor laid flat on a stand. A computer voice spoke the trial number (e.g., "Block 1, trial 1") and the standing position (e.g., "Face Elliott Hall"). The computer voice was identical to that used in the large-scale task. Participants were told that we were rendering the outdoor task on a computer monitor, and that the directions given by the computer voice corresponded to landmarks in the outdoor task. In addition, a green footprint appeared on one side of the monitor, corresponding to the participant's standing position on a given trial. Participants were asked to center their gaze before pressing the spacebar to initiate the search trial. The concrete background was presented along with the "coin." The coin was placed at a randomly selected cell of an invisible 8x8 matrix (this was the same as in the large-scale task). It could be either lighter or darker than the background, determined randomly on each trial. Participants were asked to find a small "coin" and press the left or right mouse button to indicate whether the coin was dark or light. They carried the mouse in their hands to make a response regardless of where they were standing. Both accuracy and speed were emphasized. Because the coin was difficult to see, participants were given 10 practice trials (more if needed) to familiarize themselves with the task. The coin's location was random during the practice trials. The display was erased upon a response. Three rising tones lasting a total of 300ms followed each correct response. A low buzz (200ms) and a 2-second blank followed each incorrect response. If participants failed to respond within 10s, the computer would sound a low buzz, followed by a red circle (20 pixels in diameter; 2s) surrounding the target to indicate where it was.
Design. Participants completed 4 blocks of 48 trials each. These parameters were the same as those used in the large-scale search study . We manipulated the target's location probability and the participants' viewpoint.
In Experiment 1, participants always stood at the same side of the monitor, ignoring the green footprint and the computer's instructions about where to stand. In the first 3 blocks, the coin was placed in one visual quadrant on 50% of the trials, and in each of the other three quadrants on 16.7% of the trials. The high-probability quadrant was counterbalanced across participants, but remained constant for a given participant. In the 4th block, the coin was equally likely to appear in any quadrant (25% of the trials).
In Experiment 2, participants changed their standing position by following the green footprint. In all four blocks, the coin was placed in one visual quadrant on 50% of the trials, and in each of the other three quadrants on 16.7% of the trials. Which quadrant was the high-probability quadrant was counterbalanced across participants. The location of the high-probability quadrant was fixed on the monitor, so it was environmentally stable. However, owing to changes in viewpoint, the highprobability quadrant was random relative to the participants' standing position.
Experiment 3 was similar to Experiment 2 except that the high-probability quadrant was defined relative to the participants' standing position, rather than relative to the computer monitor. In all four blocks the high-probability quadrant was always in the same visual field relative to the participant (e.g., participants' upper right quadrant had a 50% probability of containing the target regardless of where the participant stood). Changes in the participants' standing position rendered this quadrant random on the computer monitor.
We did not inform participants about the target's location probability, so learning must occur incidentally.
Post-experiment recognition test. At the completion of the experiment, participants were first asked whether they thought that the coin was equally likely to appear anywhere, or whether it was more often found in some places than others. Regardless of their answer, they were then told that the coin was not randomly placed. They then used the mouse to click on where the coin was most often found. In Experiments 1-2, the correct response would be to click on the quadrant of the monitor where the coin was most often placed. In Experiment 3, the correct response would be to click on the visual field corresponding to the viewer-centered high-probability quadrant. Recognition data were lost from one participant in Experiment 1 when the computer froze toward the end.
Results
Participants rarely timed out (0.5% in Experiment 1, 0% in Experiment 2, and 0.5% in Experiment 3). Mean accuracy was high and was unaffected by the target coin's quadrant condition, experimental blocks, or their interactions, all ps > .05. Table 1 lists the descriptive statistics of search accuracy. Because no speed-accuracy tradeoff was evident, we focused on mean RT, excluding incorrect trials and trials that were timed out. Figure 2 (left) shows mean RT across the four experimental blocks, separately for trials in which the target appeared in the high-probability quadrant and the low-probability quadrants. An ANOVA on target's quadrant and block revealed a significant main effect of quadrant, F(1, 15) = 9.32, p < .008, ηp 2 = .38. Participants were faster finding the target in the high-probability quadrant, demonstrating location probability learning. The main effect of block was also significant, F(3, 45) = 3.84, p < .016, ηp 2 = .20, as RT became faster in later blocks than earlier blocks. Although the interaction between quadrant and block was not significant, F(3, 45) = 1.66, p > .15, the quadratic trend in the interaction term was significant, F(1, 15) = 5.85, p = .029, ηp 2 = .28. The quadratic trend was expected if the attentional preference for the high-probability quadrant increased with training, and then decreased when the target's location became random. Pairwise t-tests revealed a highly significant effect of target quadrant during the last block of training, t(15) = 3.65, p < .002, Cohen's d = 1.88. This effect weakened and did not reach significance in the testing block, t(15) = 1.34, p > .20. The relatively weak persistence may be attributed to the small number of training trials. To confirm that location probability learning was not simply due to the repetition of the target's quadrant on consecutive trials, in a further analysis we excluded trials in which the target's quadrant was the same as that of the preceding trial. As shown in Figure 2 (right), the results remained qualitatively similar. Because quadrant repetition did not change the results in subsequent experiments, we will no longer report this analysis.
Experiments 2 & 3
Having established significant location probability learning in the computerized coin search task, we next asked whether changes in viewpoint from trial to trial would disrupt learning. In Experiment 2 the high-probability quadrant was fixed in the external environment but random relative to the participants' standing position. In Experiment 3 the high-probability quadrant was random in the external environment but stable relative to the participants' standing position. This was the case in all four blocks of trials.
Figure 3. Results from Experiments 2 (left) and 3 (right). Error bars show ±1 S.E. of the mean.
Changes in the viewer's perspective disrupted participants' ability to prioritize the highprobability quadrant in Experiment 2 (Figure 3, left) . If anything, participants were slower finding the target when it was in the high-probability quadrant rather than the low-probability quadrants, F(1, 15) = 4.75, p < .046, ηp 2 = .24. RT was faster in later blocks than earlier blocks, F(3, 45) = 10.66, p < .001, ηp 2 = .42, but block did not significantly interact with target quadrant, F < 1. The linear trend in the interaction term was marginally significant, F(1, 15) = 4.06, p < .062, ηp 2 = .20.
In contrast, when the high-probability quadrant was referenced relative to the participant's viewpoint rather than to the environment (Figure 3, right) , participants demonstrated an attentional preference toward the viewer-centered high-probability quadrant, F(1, 15) = 6.20, p < .025, ηp 2 = .29. Their RT also improved in later blocks than earlier blocks, F(3, 45) = 2.88, p < .045, ηp 2 = .16. Block did not interact with quadrant condition, F(3, 45) = 1.17, p > .30, but the linear trend in the interaction term was significant, F(1, 15) = 5.97, p < .027, ηp 2 = .29. This finding indicated that location probability learning became stronger as training went on.
Consistent with the idea that environment-centered learning was negligible, learning was comparable between Experiments 1 and 3: the interaction between experiment and quadrant condition was not significant, F < 1. In contrast, a direct comparison between Experiments 2 and 3 revealed a significant interaction between experiment and quadrant condition, F(1, 30) = 10.68, p < .003, ηp 2 = .26. Whereas participants were faster searching the target in the high-probability quadrant in Experiment 3, this was reversed in Experiment 2. Explicit recognition None of the participants spontaneously commented on the uneven distribution of the target's location. If they had no explicit awareness about the target's location probability, they should produce chance-level recognition for the high-probability quadrant (25%). Ten of the 15 participants in Experiment 1 correctly identified the high-probability quadrant. This was significantly above chance, χ 2 (1) = 13.89, p < .001. Ten of the 16 participants in Experiment 2 correctly identified the highprobability quadrant, which was also significantly above chance, χ 2 (1) = 12.00, p < .001. However only three of the 16 participants in Experiment 3 correctly identified the high-probability quadrant, which did not differ from chance, χ 2 (1) = 0.33, p > .50.
Notably, although 10 of the 16 of participants in Experiment 2 were able to identify the highprobability quadrant when asked to do so, they did not show faster RT in the high-probability quadrant than the low-probability quadrants. Table 2 lists search RT, separately for participants who made a correct or an incorrect recognition response, in Experiments 1-3. We entered recognition accuracy as a between-subject factor in the search RT analysis, for each experiment. This analysis showed no interaction between recognition accuracy and any of the experimental factors, in any of the experiments, all ps > .10. 
Discussion
We adapted the outdoor large-scale search task to a computer-based search task. Our results were consistent with the spatial scale hypothesis but not with the nature of search hypothesis. Despite similarities in the task and experimental parameters, participants in the computerized version demonstrated strong viewer-centered coding of spatial attention. Visual statistical learning of the uneven target location probability was successful when the participants' viewpoint did not change in the experiment (Experiment 1). When their viewpoint changed randomly, participants did not prioritize the high-probability region if that region was fixed in the environment but random relative to themselves (Experiment 2). However, they successfully prioritized high-probability regions that were consistently referenced relative to their viewpoint, even though these locations were random in the environment (Experiment 3). These results resembled previous findings using computerized tasks. Thus, similarity in spatial scale, rather than similarity in the nature of search task, influenced which reference frame was used to code frequently attended locations.
Unlike the previous computerized tasks, in this study participants achieved high recognition rates for the high-probability quadrant in Experiments 1 and 2. This could be due to a lack of variability in the display across trials (e.g., the lack of distractors). However, explicit awareness did not appear to have contributed to location probability learning. When queried, the majority of the participants in Experiment 1 (13 out of 15) said that they thought the target was equally likely to appear anywhere on the display. It is therefore unlikely that they had intentionally prioritized the high-probability quadrant. In fact, location probability learning was not greater in participants who made a correct recognition response than in the other participants (Table 2) . Although participants in Experiment 2 also recognized the high-probability quadrant at above-chance levels, they were unable to prioritize search in the high-probability quadrant. They behaved differently compared with participants in a previous study who were explicitly informed of the target's location probability (Jiang, Swallow, & Capistrano, 2013) . In that study, participants prioritized the high-probability quadrant. Thus, although participants in Experiments 1 and 2 could recognize the high-probability quadrant at above-chance levels, explicit awareness did not seem to have guided spatial attention toward the high-probability quadrant.
The difference between Experiment 2 and our previous study with explicit instructions may seem surprising, but it is important to note that prioritizing the high-probability quadrant depends not only on successful recognition, but also on an intention. Explicit instructions used in our previous study motivated participants to prioritize the high-probability quadrant (Jiang, Swallow, & Capistrano, 2013) . Participants in the current study received no explicit instructions, and none of them spontaneously noticed the target's uneven location distribution. Although some were able to identify the high-probability quadrant when asked to do so, it is unlikely that they were sufficiently confident during the experiment to actively prioritize the high-probability quadrant.
When the high-probability quadrant was referenced relative to the participants rather than to the environment in Experiment 3, participants lost their explicit access to the visual regularities. They were unable to recognize the high-probability quadrant at above-chance levels. Nonetheless, they successfully prioritized the high-probability quadrant, revealing faster RT when the target was in that quadrant than when it was elsewhere. These data provided strong evidence for the idea that spatial attention can be guided by implicit learning. In addition, they demonstrated a dissociation between explicit awareness of visual statistics and implicit use of those statistics. People have good explicit access to environmentally stable visual regularities, yet in the absence of a strong intention they may not use this information to guide search. On the other hand, they have little to no access to viewercentered visual regularities, yet they can effectively use this information to guide search.
Finally, we note that participants in Experiment 2 did not just fail to prioritize the highprobability quadrant. They were actually slower finding the target there. This is an intriguing observation. However, because previous computerized studies did not reveal such an effect, the finding may be spurious. If confirmed in the future, this finding may reflect a form of inhibition. Inhibition may happen owing to a phenomenon known as the gambler's fallacy (Clark, Manns, & Squire, 2001) . Having found the target in the same region on multiple trials, participants may have predicted that its likelihood of appearing there again would decline. Because repetition of the target's quadrant happened more often in the high-probability quadrant than in the other quadrants, participants may be biased against searching for the target in the high-probability quadrant.
Section II. Inducing locomotion during search
One important difference between large-scale tasks and computer-based tasks is the degree to which participants move during search. Even though participants in Experiments 1 and 2 moved between trials, they did not move during the search task itself. Large-scale tasks entailed active movements during the search task, which may facilitated spatial updating (Wang & Simons, 1999; Wang & Spelke, 2000) and the coding of attended locations in an environment-centered reference frame. Computer-based tasks, however, generally only involve eye movements, a system that may be primarily viewer-centered (Abrams & Pratt, 2000; Colby & Goldberg, 1999; Golomb et al., 2008) . Thus, differences in the degree of locomotion, rather than differences in spatial scale, may be critical for how attended locations are referenced.
To test the locomotion hypothesis, we conducted three additional experiments. Experiment 4 examined the robustness of location probability learning in a new paradigm that would eventually involved locomotion. Experiments 5 and 6 tested the critical role of locomotion in promoting environment-centered learning. The new paradigm involved a target present-absent task rather than an identification task. As will be explained later, the present-absent task was chosen to increase viewer locomotion in Experiment 6. Participants searched for a T target among L distractors and pressed one button if the T was present, and another if it was absent. Target-absent trials could not lead to location probability learning because no information about the target's location was available. So it is important to first validate the use of this task for revealing location probability learning.
Similar to Experiments 1-3, participants searched for a target on a computer monitor placed flat on a stand. In Experiment 4, participants always stood at the same position around the monitor. The search items were presented in a donut-like shape (the center area was clear of items) to allow for a manipulation of viewer locomotion in Experiment 6. When the target was present, it appeared in one visual quadrant on 50% of the trials, and in each of the other three quadrants on 16.7% of the trials. If people could acquire location probability learning in a target present-absent task, then on target-present trials they should be faster when the target appeared in the high-probability quadrant than in the other quadrants.
Using the same setup, in Experiment 5 participants moved their standing position from trial to trial. We simplified the viewpoint change by introducing predictable and small changes in viewpoint. From one trial to the next participants always moved in a single direction (clockwise or counterclockwise) in 30º increment. We used small and predictable changes in viewpoint to mimic real-world situations in which viewpoint changes tend to be continuous and predictable. This should facilitate spatial updating and the calibration of an environment-centered representation of space (Tsuchiai, Matsumiya, Kuriki, & Shioiri, 2012; Wang & Simons, 1999) . The high-probability quadrant was fixed on the monitor, but aggregated across all trials it was random relative to the participants' standing position.
Experiment 6 differed from Experiment 5 in one regard: a tall opaque tower was placed in the center of the computer monitor (Figure 4 ). Because the tower was tall, it blocked participants' view of some items that happened to be behind the tower. This manipulation necessitated locomotion on many trials. In fact, locomotion was necessary on all trials in which the target was absent. The use of a target present-absent task was to increase the proportion of trials in which people had to move during search. Even on target-present trials, participants also needed to move if they did not find the target in locations plainly in view. If locomotion during the search task facilitates environment-centered coding, then it should enable environment-centered learning in Experiment 6.
Figure 4. A sample camera image of the experimental setup taken by the head-mounted camcorder that participants in Experiment 6 wore. The tower was not present in Experiments 4-5.

Method
Participants. Forty-eight participants completed Experiments 4-6, 16 in each experiment. There were 13 females and 3 males in Experiment 4 (mean age 19.1 years), 12 females and 4 males in Experiment 5 (mean age 21.6 years), and 10 females and 6 males in Experiment 6 (mean age 20.6 years).
Materials. Participants were tested using a similar setup as that of Experiments 1-3. They stood at one side of a monitor laid flat on a stand. Search items (each 40x40 pixels) were made of two line segments that formed either the letter T or the letter L. The items were randomly rotated (0-360º) to ensure that they appeared the same regardless of where participants stood. There were 16 items on each display, 4 per quadrant. Items were placed inside an 800x800 pixel square region outlined by a light blue frame (33x33cm), with the constraint that no items could fall in the central 500x500 pixel square region (21x21cm). The central region was left blank in Experiments 4-5, but had a tall opaque tower placed on it in Experiment 6 (Figure 4) . The tower was 0.9 meters tall. Even the tallest participants could not see the search space behind the tower. Tapes on the floor marked 12 positions (in 30º increment) that participants could stand.
Procedure and Design. At the beginning of each trial an arrow on the monitor indicated to participants where they should stand. The computer spoke the block and trial numbers to keep participants informed and to facilitate video coding in Experiment 6. To ensure that the eyes returned to the approximate center of the display after each trial, participants were asked to report the color of a central fixation dot in Experiments 4 and 5 (it could be red or blue) with a mouse click. This response was highly accurate (over 96%). Because the tower occluded the central fixation point, in Experiment 6 participants were simply asked to fixate the tower before initiating each trial. A beep (100ms) sounded upon the mouse click. The search items were then displayed and remained in view until a target present/absent response was made. Participants were asked to respond as accurately and as quickly as possible to indicate whether the T was present or absent. Each correct response was followed by three rising tones lasting a total of 300ms. Each incorrect response was followed by the computer speaking the sentence "That was wrong. Please try to be accurate. Click the left side when the T is present, or the right side when the T is absent."
After 10 trials of practice (the target's location was random during practice) participants were tested in 10 blocks of trials with 40 trials in each block. The first 8 blocks constituted the training phase; the last two blocks the testing phase. On 40% of the trials the target was absent. On the other 60% of the trials the target was present. We manipulated the location probability of the target when it was present. In the training phase, the target, when present, was highly likely to appear in one visual quadrant. It appeared in the high-probability quadrant 30% of the trials (i.e., 50% of all target-present trials) and in each of the other three quadrants 10% of the time (i.e., 16.7% of all target-present trials). In the testing phase, the target, when present, was equally likely to appear in any quadrant. In all experiments (Experiments 4-6) the high-probability quadrant was always stable on the monitor. Which quadrant was high-probability was counterbalanced across participants.
In Experiment 4 participants always stood at the same position. In addition, the occluding tower was not placed on the monitor, meaning that participants did not have to move either between trials or during the search task. This experiment allowed us to evaluate whether location probability learning could occur in a target present-absent task.
In Experiment 5's training phase participants changed their standing position before each trial. The change was small (30º) and predictable (always clockwise or always counterclockwise, counterbalanced across participants). There was no occluding tower in the middle of the monitor, so participants did not need to move during the search task to see all items. This experiment was therefore identical to Experiment 4 except for the viewpoint changes between trials. Although the high-probability quadrant was fixed on the monitor, the viewpoint changes rendered its location random relative to the participants. In the testing phase participants always stood in the same position. However, because the target's location was random, no new learning was possible. The testing phase was added to confirm that moving between trials did not just interfere with the expression of learning, but rather, it prevented learning from happening.
Experiment 6 was the same as Experiment 5 except that a tall, opaque tower was placed in the middle of the monitor (Figure 4 ). In the training phase participants changed their viewpoint before each trial by 30º, always in the same direction. Participants were allowed to respond as soon as they spotted the target, but were told that sometimes the target may be behind the tower and that they may need to move around the tower to find it. To verify that participants actually moved during the search task, we asked them to wear a lightweight camcorder on a baseball cap. The camcorder continuously recorded the participants' view of the monitor. The video data were later reviewed to determine whether participants had moved during search, or whether the response was made without movements. A sample video segment can be found at http://jianglab.psych.umn.edu/SpatialScale/SpatialScale.html. Video data were incomplete in 4 participants due to technical problems.
Explicit recognition test. At the completion of the experiment participants were asked to report whether they thought the target's location was random. They then made a mouse click to select the quadrant where the target was most often found.
Results
Target-absent trials
We first briefly report data from target-absent trials, which could not support location probability learning. These trials were associated with high accuracy: 96% in Experiments 4 and 5 and 90% in Experiment 6. The lower accuracy in Experiment 6 was attributed to one participant whose accuracy was low (54%). The data from that participant were therefore excluded in all subsequent analyses. Mean RT on target-absent trials was 4587ms, 3634ms, and 5632ms in Experiments 4, 5, and 6, respectively.
Target-present trials
Participants were highly accurate in finding the target. Mean accuracy on target-present trials was 96% in Experiment 4, 92% in Experiment 5, and 96% in Experiment 6. Accuracy was generally insensitive to the target's quadrant and experimental block (all ps > .05), except in Experiment 4 when participants were significantly more accurate in the high-probability quadrant than the lowprobability quadrants, F(1, 15) = 4.94, p < .05, ηp 2 = .25. As we will see next, this pattern was consistent with the RT results. In the RT analysis we excluded incorrect trials.
(1) Experiment 4.
As shown in Figure 5 (left), participants successfully acquired location probability learning in the training phase of Experiment 4. An ANOVA on target's quadrant and block (1-8) revealed significant main effects of quadrant, F(1, 15) = 7.40, p < .02, ηp 2 = .33, block, F(7, 105) = 9.23, p < .001, ηp 2 = .38, but no interaction, F < 1. However, the linear trend in the interaction term approached significance, F(1, 15) = 3.50, p < .08, ηp 2 = .19. When the target's location became random in the testing phase, participants continued to demonstrate faster RT in the previously high-probability quadrant than the low-probability quadrants, F(1, 15) = 8.83, p < .01, ηp 2 = .37. The persisting attentional bias was consistent with previous findings using target identification tasks . These data validated the use of the present-absent task to probe location probability learning. (2) Experiment 5
Owing to changes in the participants' standing position in the training phase, the highprobability quadrant was random relative to the participants' viewpoint. Even though changes in perspective from trial-to-trial were small and predictable, they disrupted learning. As shown in Figure 5 (right), RT improved in the training phase, F(7, 105) = 7.22, p < .001, ηp 2 = .33, but it was unaffected by the target's quadrant, F < 1, or by the interaction between block and target quadrant, F(7, 105) = 1.65, p > .10. When participants did not move in the testing phase, they continued to demonstrate no preference for the high-probability quadrant. The main effect of target quadrant or its interaction with block was not significant, Fs < 1.
A direct comparison between Experiments 4 and 5 revealed a significant interaction between experiment and the target's quadrant condition, F(1, 30) = 4.41, p < .05, ηp 2 = .13. Participants acquired location probability learning in Experiment 4 but not in Experiment 5. Thus, changes in the participants' viewpoint disrupted location probability learning.
(3) Experiment 6
The presence of an occluding tower in the middle of the monitor forced participants to move around the display. Video coding showed that locomotion during the search task occurred on 99.1% of the target-absent trials, and 48.4% of the target-present trials (11 of the 15 participants had complete video data). On target-present trials, the degree of locomotion was unaffected by whether the target appeared in the high-probability or low-probability quadrants, and was not affected by blocks, ps > .10. People were slower on trials when they moved (high-probability quadrant 3911ms, lowprobability quadrants 3943ms) than when they did not move (high-probability quadrant 1350ms, lowprobability quadrants 1354ms), p < .001. The video data therefore confirmed that our manipulation had induced considerable locomotion.
However, as shown in Figure 6 , locomotion did not restore location probability learning. In the training phase RT was unaffected by the target's quadrant, F < 1, or the quadrant by block interaction, F < 1. The only significant effect was experimental block, as RT became faster in later blocks of training, F(7, 98) = 3.09, p < .005, ηp 2 = .18. The testing phase also revealed no effects of the target's quadrant, F < 1.
Combining data from Experiments 5 and 6 increased the sample size, but we again failed to find an effect of target quadrant, F < 1, or an interaction between experiment and target's quadrant, F < 1. Participants in Experiment 6 were significantly slower than those in Experiment 5, F(1, 29) = 16.92, p < .001, ηp 2 = .37. This confirmed that the occluding tower had slowed down search RT. However, locomotion did not influence location probability learning. 
Explicit recognition
The number of participants who correctly recognized the high-probability quadrant was 6, 5, and 5 in Experiments 4, 5, and 6, respectively. These values were not higher than expected by chance, χ 2 (1)s < 1.33, ps > .20. The overall recognition rate combined across all three experiments also failed to deviate from chance, χ 2 (1) = 2.05, p > .15. Search RT was comparable between participants who correctly identified the high-probability quadrant and those who failed the recognition test, ps > .20 in all experiments.
Discussion
To induce locomotion in a computer-based search task, we placed an occluding tower in the middle of the computer monitor (Experiment 6). Participants were forced to move around the tower on nearly all target-absent trials, and on about half of target-present trials. This manipulation was effective in inducing locomotion during the search task. It also significantly slowed down RT. However, when starting position changed on each trial, participants were unable to prioritize screen locations in which the target was most often placed. Thus, when search was performed on a computer monitor participants consistently failed to acquire environment-centered learning. This differed from their ability to learn in large-scale search tasks . These findings are consistent with the spatial scale hypothesis. They suggest that locomotion, at least the type that we were able to induce in Experiment 6, was insufficient for environment-centered learning.
The lack of learning in Experiments 5 and 6 was striking given that viewpoint changes were made small and predictable (Tsuchiai et al., 2012; Wang & Simons, 1999) . Participants moved only slightly, by 30º (approximately one foot on the ground), from one trial to the next, and they always knew which position they would be standing next. Nonetheless participants did not prioritize highprobability locations that were stable on the computer monitor but random relative to their own viewpoint. These findings strongly indicate that location probability learning is viewer-centered when performed on a computer monitor. The locomotion hypothesis is not a strong contender for explaining the difference between computer-based experiments and large-scale search tasks.
General Discussion
Visual statistical learning allows us to rely on statistical regularities in the environment to optimize spatial attention. Several studies have shown that locations that frequently contained a search target previously are prioritized (e.g., Chukoskie et al., 2013; Druker & Anderson, 2010; Geng & Behrmann, 2002; Miller, 1988) . However, most of these studies tested stationary participants who performed a search task on a computer monitor. It is unclear whether locations that frequently contained a target are coded relative to the viewer, to the external environment (e.g., the computer monitor), or to both. Recent studies have begun to introduce viewpoint changes to probe the spatial reference frame of attention. Two studies that tested participants in large-scale space (e.g., the floor of a room, or an outdoor environment) have shown that participants were able to prioritize environmentally stable locations that frequently contained a target, even though the participants' viewpoint changed randomly Smith et al., 2010 ). However, when tested on a computer monitor, participants did not prioritize environmentally stable high-probability locations Jiang, Swallow, & Capistrano, 2013) . What accounts for the differences in these findings? Here we tested three possibilities: the spatial reference frame of attention depended on the spatial scale, the nature of search task, or the degree of viewer locomotion. By rejecting the latter two hypotheses, our data were consistent with the spatial scale hypothesis. First, even when we rendered the large-scale search task on a computer monitor (Experiments 1-3), participants demonstrated a lack of learning for statistical regularities that were stable in the environment but variable relative to their own viewpoint. Although the target frequently appeared in one, fixed quadrant of the monitor, participants did not prioritize that quadrant when their viewpoint changed randomly (Experiment 2). In contrast, when the statistical regularities were stable relative to the participants' viewpoint, participants had no difficulty prioritizing the high-probability quadrant (Experiment 3). These data showed that viewer-centered coding of the target's location was a robust finding in tasks administered on a computer. Similarity in spatial scale, rather than similarity in the nature of search task, influenced how space was coded.
Second, when we used an occluding tower to block participants' view of some search items and therefore forced participants to move around the display, we were unable to induce environment-centered learning (Experiment 6). Locations that frequently contained a search target were prioritized only when these locations could be consistently referenced to the participants' viewpoint (Experiment 4), but not when participants changed standing locations randomly (Experiments 5-6). Locomotion of the type induced by our experimental setting was insufficient to produce environment-centered learning. These data further support the idea that at least in computerbased tasks, spatial attention has a strong viewer-centered component.
Our findings converge closely onto the spatial scale hypothesis: locations are coded relative to the viewer when tested on a computer monitor, but can be referenced relative to the external environment when tested on a large-scale environment with rich visual cues. Note that the presence or absence of visual cues itself is not the critical factor. We have previously shown that even when rich visual cues are introduced in computer-based tasks, participants remained unable to learn environmentally stable visual statistics when their viewpoint changed Jiang, Swallow, & Capistrano, 2013) . For example, when people searched for a letter against an unvarying natural scene, or a traffic icon on a Google Map, they evidenced strong viewer-centered learning. Unpublished data in our lab showed that even when the four visual quadrants were marked by four different photographs (photographs of snow, ocean, fire, and earth), participants were unable to prioritize locations that were stable on the monitor (e.g., locations on top of the ocean scene) but random relative to their viewpoint. In large-scale tasks, however, visual cues may be sufficient to facilitate spatial updating or environment-centered learning.
Our findings added to a growing list of conditions under which environment-centered learning failed in computerized search tasks. Mimicking the large-scale search task, introducing locomotion, making viewpoint changes small and predictable, were insufficient to induce environment-centered learning. In fact, in all studies that have been done, only one condition had been associated with successful environment-centered learning: when participants were explicitly informed about where the target was most often placed (Jiang, Swallow, & Capistrano, 2013) . These findings show that people can rely on multiple learning and memory systems to guide attention. Explicit, goal-driven attention can be flexibly directed toward environmental locations, even when people move around. However, incidental, visual statistical learning-based attention appears to be largely viewer-centered in computerized tasks.
What enabled participants to acquire environment-centered learning in large-scale tasks Smith et al., 2010) ? Is it because participants had greater explicit awareness about the visual statistics when tested in a large space? Although this possibility cannot be ruled out, participants in the previous large-scale search task behaved much like participants in the current Experiment 1. Most of them could identify the high-probability quadrant at the end of the experiment, but few spontaneously noticed that the target was often placed there . It therefore seems unlikely that search in the large-scale task is actively guided by explicit awareness. Alternatively, spatial coding differs qualitatively for tasks performed in different spatial scales. Recent empirical and review articles have begun to systematically tease apart effects of spatial scale on the viewer-centered versus environment-centered coding of space. One study tested blind and sighted individuals and found that they relied heavily on viewer-centered coding when tested in small-scale space (within participants' reach). In contrast, environment-centered coding was used more often when tested in large-scale space (outside of participants' reach), especially in sighted individuals (Iachini, Ruggiero, & Ruotolo, 2014) . These data are therefore qualitatively similar to our findings: viewer-centered representation dominates in small-scale tasks but environment-centered representation occurs in large-scale tasks.
In another study, Wolbers and Wiener (2014) reviewed behavioral and neurophysiological findings on the spatial reference frame used in navigation tasks. Following Montello (1993), Wolbers and Wiener (2014) distinguished tasks along four spatial scales: figural, vista, environmental, and geographical space. Our computer-based tasks are in the figural scale (i.e., the size of a picture or figure), whereas Smith et al.'s (2010) foraging task and our previous outdoor coin-search task are in the vista scale (i.e., large space visible from a single location). Wolbers and Wiener (2014) primarily focused on potential differences between vista and environmental scales (i.e., very large-scale space that requires navigation to see all locations), but did not actively explore the differences between figural and vista scales. Our study focuses on figural and vista scales. It provides converging evidence for the idea that spatial coding may differ qualitatively depending on spatial scales. Figural scale is predominantly viewer-centered, but vista scale may be partly environment-centered. The difference between these scales could be due to the near exclusive reliance on eye-movement and covert attention when performing tasks on a computer monitor, but the much greater reliance on navigation in larger environments (Goodale & Haffenden, 1998; Learmonth et al., 2001) .
Exactly how spatial scale changes the way attended locations are coded, however, remains to be tested. Small space and large space differ not only in the size of the space, but also in the distance of the search space to the viewer and the degree of immersion. Small space becomes invisible when placed too far from the viewer, so it is almost always closer in distance to the viewer than is large space. In addition, whereas the viewer is immersed in the large space during search, he or she is too big to be immersed in small-scale tasks. The current study does not inform us which aspect of spatial scale matters most: size, distance from the viewer, or degree of immersion. Future research that directly manipulates different aspects of spatial scale is necessary to address this question. One intriguing test case is in computer-based gaming environment. Action video games often present a complex, virtual 3-D environment on the computer monitor. Players control an actor who navigates this space. The space is small relative to the player (it is on a computer monitor and in the player's action space) and relies only on eye movements or covert attention. But it is large relative to the virtual actor that the player controls, who is "immersed" in the virtual environment. Testing in a virtual 3-D gaming-like environment can help understand which aspects of spatial scale determine the reference frame of attention. In addition, testing non-computerized space such as an actual map or x-ray image, will help generalize the results.
In addition to the question about spatial reference frame of attention, our study has implications for understanding the relationship between attention and conscious awareness. Although subtle distinctions have been made, attention and consciousness remain closely tied in many contemporary theories (for a review, see Tononi & Koch, 2008) . With regard to attentional guidance by visual statistical learning, the current study provides strong evidence for a dissociation between attention and consciousness. Whereas environmentally stable visual statistics gain greater access to conscious awareness (i.e., people are likely to notice such regularities), they are ineffective in guiding spatial attention when participants' viewpoints change randomly. In contrast, viewercentered visual statistics can strongly guide spatial attention toward high-probability locations, yet participants have little access to such statistics. These findings show that different mechanisms govern attentional guidance and conscious access. These differences may correspond to different underlying neural mechanisms for viewercentered and environment-centered coding of space. The hippocampus is linked to explicit learning (Squire, 2004) . It also contains neurons (e.g., place cells) that code space in an environment-centered manner. Common reliance on the hippocampus may have made environmentally stable statistics easily accessible to explicit awareness. In contrast, posterior parietal cortex is important for guiding attention, yet neurons in this region code attended locations primarily based on the eyes, head, or and other viewer-centered reference frames (Ciaramelli, Rosenbaum, Solcz, Levine, & Moscovitch, 2010; Colby & Goldberg, 1999) . The hippocampal and parietal regions may differ in how they code attended locations. Detecting a target in visual search can lead to two types of memories (Jiang, Swallow, & Capistrano, 2013) : memory for the scalar coordinate of "where" the target is, and memory for the vector component of "how" to shift spatial attention toward the target. It is conceivable that the "where" memory is held primarily by the hippocampus and the broader medial temporal lobe, but the "how" memory is held primarily by the posterior parietal cortex and other regions involved in premotor attention (e.g., the basal ganglia, and the superior colliculus). Future studies are needed to clarify the roles of these brain regions in guiding spatial attention in small and large-scale spaces, and in producing explicit and implicit learning.
The difficulty of inducing environment-centered learning also suggests that implicit learning has strong constraints. The statistical manipulation used in our study was not subtle: the target appeared in one quadrant three times more often than in any one of the other quadrants. Intuitively such statistics should have been easy to learn, especially considering the ubiquity and power of visual statistical learning in general (Turk-Browne, 2012) . These data suggest that under some conditions, conscious awareness is an essential factor in guiding spatial attention. In fact, in computer-based tasks, the only condition under which participants could prioritize the environmentally stable, but viewpoint-unstable, high-probability quadrant was when they were instructed to do so (Jiang, Swallow, & Capistrano, 2013) . Together, implicit learning and explicit goals constitute the dualsystems of spatial attention. These two systems can both guide spatial attention, but they do so by relying on different reference frames.
In summary, we have tested two important boundary conditions for environment-centered learning of visual attention. We showed that when tested on a computer monitor, participants coded attended locations primarily in a viewer-centered, rather than environment-centered, reference frame. The failure of environment-centered learning was observed even when we introduced locomotion during search and when the search task was modeled after a previous large-scale search task. We conclude that spatial scale modulates the spatial reference frame of attention. Future studies should further qualify the spatial scale hypothesis by identifying the roles of the size of the space, its distance to the viewer, and the degree of viewer immersion.
