We propose a robust microphone array for speech enhancement and noise suppression. To overcome target signal cancellation problem of conventional beamformes caused by array imperfections or reverberation effects, the proposed method adopts arbitrary transfer function relating each microphone and target speech signal as array channel model. This is achieved in two ways. First, we propose a method to estimate the array steering vector (ASV) by means of exploiting the nonstationarity of speech signal to combat stationary noise and interference. Next, with the estimated ASV, a robust matched-filter-(MF-) array-based generalized sidelobe canceller (MF-GSC) is constructed to enhance the speech signal and suppress noise/interference. In addition, it also has the capability to reduce the reverberation effects of the acoustic enclosure. Numerical results show that the proposed method demonstrates high performance even in adverse environments.
INTRODUCTION
Speech enhancement and noise suppression have received increasing interest in speech-related applications in adverse environments. Conventional single-channel speech enhancement methods, such as spectral subtraction [1] , do not provide sufficient improvement to the speech signal, especially when noise is strong. In the past few decades, microphone array has been proposed as a promising technique for speech enhancement. It uses the signals captured by multimicrophones, which are distributed at different positions, to exploit the spatial-temporal information of the target signal, interferences, and noise for the purpose of improving the signal-to-noise ratio (SNR) by suppressing background noise and interferences.
Beamforming is the key technique in microphone array for speech enhancement and noise suppression. Many beamforming methods [2, 3, 4, 5, 6] have been proposed in literature. Among them, the most famous algorithm for wideband beamforming is the constrained minimum power adaptive beamformer proposed by Frost [2] , also called Frost beamformer. It is capable of satisfying certain desired frequency response in the looking direction while minimizing the output noise power through constrained minimization of the total output power. Griffiths and Jim [3] reconstructed the Frost beamformer into the generalized sidelobe canceller (GSC). It transforms the constrained optimization problem in Frost beamformer into an unconstrained one and, consequently, improves the convergence performance. To improve the robustness of Frost beamformer or GSC, numerous methods [5, 6, 7, 8, 9, 10, 11] have been proposed to combat array imperfections, such as steering error, sensor location error, array channel mismatch, and so forth.
The methods mentioned above assume that the target signal propagates through known direct path and the geometry of the array is also known. However, in applications such as speech acquisition in adverse acoustic environments, the source signal propagates not merely along direct path. There are also unknown multipath and reverberation effects. Moreover, in some applications, the array geometry is unknown or changing, such as the microphone array mounted on human body. In such cases, the target signal is often cancelled to some extent in conventional adaptive beamforming approaches. This problem is especially serious for microphone array in strong reverberant environments. The performance significantly degrades due to the reverberation effects.
Concerning the existence of array imperfections and reverberation effects, a new channel model was adopted in adaptive array processing. The impulse response (IR) of the channel relating target source and each array element is modeled as an arbitrary linear filter, which conveys all the effects of array imperfections as well as reverberation. Since these IRs are unknown, the identification of IRs is necessary to avoid target signal cancellation. A straightforward solution is to use a training signal [12, 13] . However, it has limited applications because the reestimation of these IRs is inconvenient when the environment changes or signal source moves. Another potential solution is the blind channel identification (BCI) technique ( [14, 15] and references therein), which is not so successful as in wireless communications because the length of IR is large in acoustic applications.
In some cases, for example, speech enhancement [16] , the phase response of the target signal is not important. Moreover, the human auditory system is capable of tolerating distortion to some extent in speech signal. With these relaxations, in frequency domain, the IR identification problem can be simplified as array steering vector (ASV) estimation. The method in [12] was proposed to estimate ASV by computing the principal component extracted from the covariance matrix of the received array snapshots, in the case where the power of the target signal is far greater than the power of noise and interferences [17] . However, these methods are sensitive to noise and interferences, so that the estimation requires high SNR. In [18] , the nonstationarity of the target signal is exploited to achieve accurate estimate of system transfer function against stationary noise and interferences. This idea is used to estimate frequency response ratio (RR) for wideband beamforming [19] . Unfortunately, the RR method has a drawback that its estimation error increases when the reference channel has low response or null at specific frequency bins.
In this paper, we propose an improved ASV estimation method by exploiting multichannel signals and nonstationarity of speech based on the idea in [18, 19] . Compared with [19] , this paper differs in three aspects. Firstly, it is proved that the nonstationarity of the reference signal weakens if signal is corrupted by stationary noise. Since the error variance of estimated ASV depends on the nonstationarity of the reference signal [18] , the error variance increases if the SNR of the reference signal decreases. Therefore, high SNR of reference signal is appreciated. Secondly, in this paper, a new reference signal, which exploits multichannel signals, is used. The multichannel signals are linearly weighted and summed up to produce an output signal, which is used as a reference signal in estimate of TF [18, 19] . A method to estimate optimal weight is also proposed. The SNR of the new reference signal is improved. Consequently, the accuracy of the estimated ASV improves. Thirdly, a normalized ASV vector is used to construct an extended GSC for speech enhancement and noise suppression. Such extended GSC can greatly improve the robustness of the beamformer as well as the performance of signal enhancement. Moreover, it also reduces the reverberation effects in the output signal. This paper is organized as follows. The system model is reviewed in Section 2. In Section 3, an improved method for ASV estimation exploiting the nonstationarity of speech signal is derived. An extended GSC is then proposed in Section 4. It takes the advantage of the estimated ASV to combat reverberation effects as well as array imperfections. Some numerical results are shown in Section 5 to evaluate the performance of the proposed method. In Section 6, a brief conclusion is given.
SYSTEM MODEL
Notations used in this paper are defined before we formulate the problem and develop the algorithm. For example, a, a, and A denote scalar, vector, and matrix, respectively. The operators E{·}, (·) * , (·) T , (·) H , , and · stand for mathematical expectation, complex conjugate, transpose, Hermitian transpose, linear convolution, and Euclidean norm, respectively.
The microphone array system with M sensors is studied in this paper. The target speech signal s(k) propagates through the ith channel with an impulse response (IR) h i (k), i = 1, 2, . . . , M, and is corrupted by additive noise n i (k). The noise n i (k) may include environment noise, sensor noise and interferences if there are any. The sensor received signal x i (k) of the ith channel is then expressed as
Splitting the received signal x i (k) in (1) into frames with suitable length N, and taking fast Fourier transform (FFT) on the signal of mth frame, it yields
where
, and h i (k), respectively. In this paper, we call the transfer function vector h(ω) an extended array steering vector (ASV). Unlike the pure delay channel model used in conventional array processing, the IRs {h i (n)} in (1) are arbitrary linear filters which convey the effects of reverberation as well as the array imperfections. Considering this extended model in frequency domain, the robust beamforming can be achieved by using the estimated ASV h(ω) instead of the nominal one, which is constructed based on pure delay channel model and perfect array channel assumption, in adaptive array processing.
BLIND ARRAY STEERING VECTOR IDENTIFICATION
The following assumptions are made in this paper. 
where Substituting (4) into (2), we obtain
wherē
From (6), it can be found that the intermediate signal u(m, ω) is related to each array received signal with the ASV h(ω) up to a multiplicative scale 1/b(ω). In this paper, the normalized ASV vector is later used in the beamformer. The multiplicative scale 1/b(ω) is eliminated by the normalization procedure if b(ω) is not zero. Therefore, in this paper, the vectorh(ω) is estimated instead of h(ω).
Taking the cross power spectrum density (PSD) between x(m, ω) and u(m, ω), we have
Based on assumption AS2, the cross-PSD between the target signal and interference/noise is zero. Hence, Rñ u (m, ω) only contains the components of the PSD or cross-PSD between the interferences and background noise. Moreover, according to assumption AS3, Rñ u (m, ω) is almost independent of frame index m due to the stationarity of interferences and noise. In other words, we can assume that Rñ u (m, ω) is time invariant, that is, Rñ u (m, ω) = Rñ u (ω). Since the target signal is nonstationary, the PSD σ 2 u (m, ω) and cross-PSD R xu (m, ω) are time variant, and their estimatesσ 2 u (m, ω) andR xu (m, ω) vary frame by frame. Substituting the estimatesσ 2 u (m, ω) and
where ε(m, ω) is a zero-mean estimation error vector. Concentrating the equations in (10), we obtain
where I is an identity matrix. The weighted least-square (WLS) estimate of θ is given by
where W is a positive Hermitian matrix. Similar to the RR method in [19] , the proposed method is an extension of [18] to multichannel applications. However, it differs from the RR method in the reference signal. In the proposed method, the reference signal is a linear combination of the multichannel signals, while the RR method is a special case of the proposed method when d(ω) has one nonzero entry, for example, [0 · · · 0 1 0 · · · 0] T , which means it only uses the signal of one selected channel.
Following similar analysis in [18] , it shows that the proposed method produces unbiased estimate of θ. Moreover, the estimation error variance of each element of ASV increases when the nonstationarity of the reference signal reduces. In [18] , the signal nonstationarity is indicated by
where the operator · is temporal average defined by [18] 
where α m is positive weight. Large value of k(ω) is appreciated to produce estimate with low error variance. For a given nonstationary signal corrupted by stationary noise, here we show how k(ω) is affected by SNR. According to AS2, the spectrum σ 2 u (m, ω) can be expressed as
where σ 2 s (m, ω) and σ 2 n (ω) are the spectra of speech signal s(m, ω) and noisen(ω), respectively. We define the SNR ρ(m, ω) of mth interval as
The nonstationarity indicator k(ω) in (13) can be expressed in terms of SNR ρ(m, ω) as
With the same nonstationary speech signal s(m, ω) and different levels of noise, σ 
Comparing the values of k(ρ 1 , ω) and k(ρ 2 , ω), we have
Therefore, we have k( (28)]). In such case, the proposed method cannot work. To decrease the estimation error, high SNR of the reference signal is appreciated.
The RR method in [19] uses one selected channel as the reference which is the filtered version of the speech signal by the channel impulse response. In the frequency bin where either the channel has low response or the target signal has low power, the resulting low SNR causes significant estimation error. With multichannel signals available, it is possible to combine them to produce a reference signal with higher SNR. Therefore, we optimize d(ω) to maximize the SNR of the reference signal at frequency ω:
are the covariance matrices of the distorted speech signal s(m, ω)h(ω) and the noise n(ω). A speech signal is a quasistationary signal in a short period of time. Its covariance matrix can be estimated using temporal averaging [20] . The noise covariance matrix C n (ω) is estimated during the speech pause in the case where a robust speech detection algorithm [21] is used. Because of the independence of speech and noise, the covariance matrix of speech signal can be estimated as
where C x (m, ω) = E{x(m, ω)x(m, ω) H }, which can be estimated when speech signal is active. With the estimated matrices of C n (ω) and C s (m, ω), d opt (m, ω) is given as the eigenvector of matrix C −1 n (ω)C s (m, ω) corresponding to the largest eigenvalue [22] . The matrix C then used to produce the reference signal u(m, ω) with higher SNR for ASV identification. The estimated vectorh(ω) has a multiplicative scale 1/b(ω). This scale varies in different frequency bins, which introduces additional magnitude response perturbation in the output of beamformer ifh(ω) is directly applied without any modification. In this paper, we propose a simple skill to normalizeh(ω). The resulting normalized ASV cannot only eliminate the effect of multiplicative scale 1/b(ω), but can also reduce the reverberation effects of the acoustic enclosure [23] . The new ASVh(ω) is obtained by normalizing the vectorh(ω) to its lth entryh l (ω) which has the largest norm,
whereh l (ω) ≡ 1. The new vectorh(ω) is unique. We still call h(ω) an ASV. This normalization is carried out in each frequency bin independently. Therefore, the index l is frequency dependent.
MATCHED-FILTER-ARRAY-BASED GSC (MF-GSC) IN FREQUENCY DOMAIN
When microphone array works in acoustic enclosure with multipath and reverberant effects, the conventional beamformer based on pure delay model becomes inefficient. One severe problem is the target signal cancellation. In such case, a new robust beamformer should be designed. In this section, we propose an MF-array-based [13, 24, 25] GSC [3] exploiting the estimated ASV. The resulting array not only combats reverberant effects, but also suppresses the environment noise effectively. The schematic of MF-GSC in frequency domain is shown in Figure 1 . The array observed signal is firstly transformed into frequency domain. Next, signal at each frequency bin is processed by MF-GSC. The output signal at each frequency bin is finally transformed back to time domain to produce the enhanced output signal using overlap-and-save method [26] .
Conventional GSC has three major parts, including fixed beamformer g(ω), blocking filter B(ω), and multichannel adaptive filter w(ω). To utilize the estimated ASVh(ω), the conventional GSC [3] is modified. In the following context, the modification and its effects on system performance are presented in detail.
Fixed beamformer
The fixed beamformer is modified into a multiple-input MF array with transfer function g(ω) = h(ω)/ h(ω) 2 , which coherently sums all the multipath signals to achieve maximum SNR and dereverberate the target signal [13, 24, 25] . Since the true h(ω) cannot be obtained, we use the estimated ASV vectorh(ω) instead. The output of the fixed beamformer (matched-filter array) is
The overall response of GSC to the target signal is theoretically determined by the response of the fixed beamformer. From (25) , the speech componentŝ(m, ω) in the output signal of fixed beamformer is
where h l (ω) is the element of h(ω) which has the largest norm. The reverberation is caused by the ripples of room response. As the location of the microphone in the room changes, the position of the ripple also changes. Therefore, if there are sufficient microphones and they have enough dispersiveness, the largest response at each frequency bin can be used to reduce the ripple, that is, reverberation effects [23] .
Blocking filter
The blocking filter 1 is used to suppress the target signal but passes the interference and noise as much as possible. In reverberant environment, since the signal components at different frequency bins have different response characteristics, the conventional blocking filter [3] cannot block the target signal efficiently. When the target signal leaks into the multichannel adaptive filter, it results in source signal cancellation. Therefore, the conventional blocking filter must also be modified to introduce temporal information in order to block all the components of the target signal. In this paper, we propose a simple blocking matrix design method, which is easy to implement and is able to suppress the target signal as well as its multipath signals. In noiseless case, (27) indicates that the target signal is blocked for any {h i (ω)}.
Since {h i (ω)} are unknown, we use {h i (ω)} instead because {h i (ω)} are just the scaled version of {h i (ω)}. This does not affect the blocking filter. A blocking filter B(ω) which is slightly different from the one in [19] is constructed as
where the signal of lth channel is used as a reference signal to remove the target signal component in other M − 1 channels. The output signal z(m, ω) of the blocking filter is given by
Multichannel adaptive filter
The output signal v(m, ω) of the multichannel adaptive filter is given by
where w(ω) represents the adaptive filter coefficients in frequency domain. The output signal e(m, ω) of the MF-GSC is given by
The optimal adaptive weight w(ω) is obtained by solving the following optimization problem:
The optimal solution w opt (ω) of (32) is easily obtained using well-known least-mean-square (LMS) method [27, 28] . In this paper, we use the leaky normalized least-meansquare (NLMS) method [28] instead of its robustness to small imperfection. The updating equation is expressed as
where β(0 < β ≤ 1) is the leakage parameter, α(0 < α < 1) is the forgetting factor, and ρ f (0 < ρ f < 2) is the step size. δ is a small positive constant to avoid gradient amplification problem. When β = 1, (33) is similar to the NLMS algorithm.
Since the weight w(m, ω) should be updated only when there is no target signal, in (33), the power of signal x(m, ω) is used instead of the power of z(m, ω). With this modification, the multichannel noise canceller can always be on due to the fact that the adaptation term ρ f (e
is very small when target speech signal exists. Since the blocking filter and adaptive multichannel filter are not necessary causal filters, in this paper, noncausal FIR structure constraint [19] was used in the simulation. The coefficient of noncausal FIR filter has the form [h(−L), . . . , h(R)], where L and R are half the filter length.
NUMERICAL STUDY
In this section, we evaluate the performance of the proposed method through simulation experiments on a microphone array system for speech enhancement and noise suppression. Since the target speech is nonstationary, herein, we use average SNR σ(ω) defined as
where n(i, ω) and s (i, ω) represent the noise and the distorted target speech signal by the acoustic channel impulse response at ωth frequency bin, respectively. T is the number of signal samples used to estimate the average SNR.
The array received signals were segmented into blocks of length 512. These data blocks were transformed into frequency domain by FFT. The system identification procedure utilized 13 segments. The length of each segment was 1024 samples. Speech detector [21] was used in the estimation of the covariance matrices of noise and speech signal, through which the optimal weight d(ω) was obtained. Relative estimation error E r is used as a performance evaluation criterion for ASV estimation, where E r is defined as E r (ω) = E p (ω)/ h(ω) 2 , and E p (ω) is the error between the true ASV and the projection misalignment vector [30] of the estimated ASVh(ω). It is defined as
With such defined error E p (ω), the effect of arbitrary nonzero multiplicative scale in the estimated ASV is eliminated. In Figure 2 , an example of the relative ASV estimation error is shown to compare the performance of the RR method with the proposed method. The experiment was carried out at 0 dB input SNR. It shows that, at most of the frequency bins, the proposed method has lower estimation error due to its SNR improvement of the reference signal.
The following experiments show the SNR improvement brought by the proposed MF-GSC compared with the GSC based on ASV estimated by the RR method (named RR-GSC). RR-GSC has similar implementation as the beamformer in [19] . In Figure 3 , the overall system output SNR of MF-GSC and RR-GSC was compared. The SNR improvement of MF-GSC is higher than RR-GSC at most of the frequency bins, which can be explained by the improved accuracy of ASV estimation.
In Figure 4 , we present the system performance under a different room reverberation time T 60 . In these simulations, the parameters of the beamformers were fixed except the reverberation time of the acoustic enclosure. It is clear that the SNR improvement degrades for both methods if the acoustic enclosure has a longer reverberation time. However, for practical reverberation time, both methods still produce output signals with high SNR. On the other hand, with all the reverberation time under consideration, the output SNR of the proposed method is observed to be higher than that of RR-GSC.
CONCLUSION
A robust microphone array for speech enhancement and noise suppression is proposed in this paper. We present a method to improve estimation accuracy of the array steering vector (ASV) by utilizing the nonstationarity of speech signal and the stationarity of noise. The MF-GSC constructed by means of the above estimated ASV has higher SNR improvement than the RR-GSC method. The proposed method has the advantage that it can work in highly reverberant environments at low input SNR if the noise is stationary.
