Abstract: European regions experienced a polarisation of their unemployment rates between 1986 and 1996. Regions with high or low initial unemployment saw little change, while regions with intermediate unemployment moved towards more extreme rates. This polarisation was driven by employment changes. Labour force changes partly mitigated polarisation. We develop a non-parametric approach to show that unemployment rates are more similar across neighbouring regions than across regions in the same State or with similar characteristics. Regardless of their initial position, regions experienced similar changes to those of neighbours. Surprisingly, this similarity persists after controlling for common characteristics, and is equally strong across national borders.
Introduction
When we think about differences in unemployment rates across Europe, we normally think of differences across countries as represented in Figure 1 . However, national averages hide large differences in unemployment rates across regions within countries. The case of Italy is best known, with Campania having a 1996 unemployment rate 4.4 times as high as Valle d'Aosta. But large regional differences exist in all European countries. In the United Kingdom, in 1996, Merseyside had an unemployment rate 3.2 times that of the Surrey-Sussex region; in Belgium, the unemployment rate of Hainut was 2.2 times that of Vlaams Brabant; in France, Languedoc-Roussillon had a rate twice that of Alsace; and so on.
This leads naturally to the question of whether State membership is the best way to group regions when we want to understand their unemployment outcomes. The maps in Figure 2 plot 1986 and 1996 regional unemployment rates for the contiguous European Community of 1986 (more details on the regional coverage are given in Section 2). Casual inspection suggests that characterising regional unemployment outcomes in terms of alternative groupings may be at least as useful as characterising them in terms of national groupings. For instance, we see clusters of neighbouring regions with similar unemployment rates. Perhaps these clusters are a more useful European Union (eu). Perhaps we would be better-off thinking about skilled versus unskilled regions, or about agricultural versus manufacturing versus service regions?
In the first part of this paper (Section 3), we develop a nonparametric approach that allows us to compare the usefulness of such alternative groupings. The technique involves grouping regions by some common characteristic (like State Membership, geographical contiguity, skill or sectoral composition), and then examining the similarity of outcomes (such as unemployment) within groups.
Because this technique is nonparametric, it allows different regional characteristics to matter to different degrees for different parts of the distribution -as turns out to be the case. Applying this approach to unemployment leads us to conclude that clusters of neighbouring regions, often extending across national boundaries, are very similar in terms of their unemployment outcomes.
Presumably, neighbouring regions share a number of common characteristics. However, we show that grouping regions by some of these common characteristics yields much more heterogeneous outcomes within each group than when we compare across neighbours.
In the second part of the paper (Section 4), we turn to the evolution of regional unemployment rates from 1986 to 1996. In the previous decade, the average European unemployment rate had been rising. However, differences in unemployment rates across European regions were very stable, with changes in regional labour forces just offsetting ongoing changes in regional employment (see chapter 6 in Layard, Nickell, and Jackman, 1991) . The map at the bottom of Figure 2 suggests that something has changed over the last decade, and that the stability described by Layard et al. (1991) up to the mid-1980s no longer holds. The average unemployment rate for regions in these maps was the same, 10.7%, in 1996 as in 1986, and the decade separating them could be thought of as covering a full cycle in unemployment rates 1 . Yet the map for 1996 looks different enough from that for 1986, that one starts to wonder what has happened to the distribution of European regional unemployment rates over this period.
To examine this, we look at the evolution of the shape of the distribution of European unemployment rates. Further, we track the outcomes of individual regions. We find that regions that had a low unemployment rate relative to the eu average in 1986 still tended to have a relatively low unemployment rate in 1996. Similarly, regions that had a relatively high unemployment rate in 1986 still tended to have a relatively high unemployment rate in 1996. However, regions with intermediate initial unemployment rates had mixed fortunes. Some saw their relative unemployment rate fall markedly, while others saw it rise, and still others saw it roughly unchanged. As a result, the distribution of regional unemployment rates has become increasingly polarised into a group of high unemployment regions and a group of low unemployment regions. An appropriate measure shows a 37% increase in polarisation over this decade. We also show that polarisation has been due to changes in regional employment. Changes in labour forces have mitigated, but not offset, this employment-driven polarisation.
This polarisation has been the result of different regions with intermediate initial unemployment rates moving in opposite directions over the decade. What do regions that have seen their
1 The average European unemployment rate in 1986 (for regions belonging to what was then the European Economic Community) was 10.7%, starting to come down from a peak of 10.8% one year before that. It kept coming steadily down to 8.1% in 1990, and then steadily up to a new peak of 11% in 1994, after which it fell back to its 1986 rate of 10. 7% in 1996. unemployment rates increase have in common? Likewise, what is similar about those regions that have seen their unemployment rates fall? Our results from Section 3 suggests that one important feature that they have in common is that they tend to be neighbours.
To examine the connection explicitly, we study the relationship between changes in regional unemployment outcomes and the outcomes of neighbouring regions (Section 5). To make sure that this relationship is predominantly driven by geographical location rather than common characteristics, we move from our nonparametric approach to more standard parametric regression techniques. This allows us to look at more than one factor at a time, although at the expense of the detail provided by the nonparametric technique. We find that, even after conditioning out the effect of common characteristics, the neighbour effect remains strong and significant. Further, when we separate the effect of domestic and foreign neighbours, we find no significant difference between them.
Over the last decade European regions' unemployment outcomes have closely followed those of neighbouring regions. This is only weakly explained by regions being part of the same Member State, having a similar skill composition, or broad sectoral specialisation. Remarkably, neighbouring regions across national borders are as important as domestic neighbours in understanding unemployment outcomes. The polarisation of unemployment that has occurred over the last decade has been characterised by the emergence of clusters of high and low unemployment, which show little respect for national borders.
Data
We study Europe relative unemployment rates from 1986 to 1996 2 . The Europe relative unemployment rate is defined as the ratio of the regional unemployment rate to the European-wide average unemployment rate. Working with relative, as opposed to absolute unemployment rates, helps remove co-movements due to the European-wide business cycle and trends in the average unemployment rate. As mentioned in the Introduction, the average European unemployment rate was the same in 1996 as in 1986, 10.7%, and the decade in between can be regarded as covering a full cycle.
The unemployment rate series are computed from the harmonised unemployment rates and labour force data contained in the Regio database produced by Eurostat (Eurostat, 1998) . These data are based on the results of the Community Labour Force Survey, carried out in Spring each year.
The analysis focus on the contiguous European Community of 1986. That is, those regions of the eu that satisfy the following three criteria:
1. Have been part of the eu (European Economic Community before 1 November 1993) from 1986 to 1996.
2. Are in a Member State which has a land border with at least one other Member State containing at least one region satisfying (1).
3. Have a land border with at least one other region satisfying (1) and (2) .
The definition of regions corresponds to level two of the Nomenclature of Territorial Units for Statistics (nuts2), a hierarchical classification with three regional levels established by Eurostat to provide comparable regional breakdowns of eu Member States. There are 150 nuts2 regions satisfying criteria (1) to (3) . The average nuts2 region in our data set had a land area of 13,800 square kilometres and a population of 2.1 million in 1996 (that is slightly larger than the us State of Connecticut and with two thirds of its population).
The Data Appendix gives full details of the regional coverage and data sources.
Grouping regions
How do we set about characterising the salient features of the distribution of regional unemployment rates? In this section, we make a start by considering a nonparametric method which allows us to identify groups of regions that have similar unemployment outcomes.
The idea is to look at how close each region's unemployment rate is to that of some group of regions which we would expect to behave similarly. To do this we establish a mapping from a region's unemployment rate relative to the European average to the same region's unemployment rate relative to the group average. We group regions by a number of different criteria. Specifically, we group regions in the same Member State, regions that are geographical neighbours, regions with similar sectoral composition, or regions with similar proportions of low skilled.
The nonparametric approach we develop builds on a collection of tools proposed by Quah (1996 Quah ( , 1997a for studying the dynamics of evolving distributions. The most common application of these tools has been to look at transitions within a given distribution over time. For a discrete distribution this involves computing standard transition probability matrices, which give the probability of moving between different discrete states. For a continuous distribution, this involves estimating a stochastic kernel -the continuous equivalent of the transition probability matrix. In the Appendix, we show that a similar construction can be used to explain the mapping between any two distributions, not just distributions of the same variable at different points in time. In our case this approach involves estimating the stochastic kernel mapping regional outcomes relative to the European average to regional outcomes relative to the group average.
To make this concrete, think about grouping together regions that belong to the same Member State.
Grouping by Member State
We often think of regional unemployment outcomes as predominantly determined by country outcomes. In this section, we use our nonparametric technique to formally assess how close regions' unemployment outcomes are to those of other regions in the same Member State.
Consider the extreme case, where all regions within each State have (almost) identical unemployment rates. In that case, any differences in regional unemployment rates correspond to regions being in States with different national unemployment rates. In this extreme benchmark Figure 3 illustrates this benchmark.
The stochastic kernels in this paper are represented in two ways -as three dimensional diagrams and as contour plots. To read the three-dimensional kernels, imagine taking a cross-section perpendicular to the Europe relative unemployment axis at some value: this gives the distribution of group relative (in this case, State relative) outcomes conditional on that value of Europe relative unemployment. The stochastic kernel plots this conditional distribution for all possible values of Europe relative unemployment. A related way to think about the kernels is to imagine taking ranges of Europe relative and group relative unemployment rates and integrating under the kernel.
Just like a cell in a transition probability matrix, this value gives us the probability of a region in the chosen range of Europe relative outcomes also being in the chosen range of group relative outcomes. Similar to the contours on a geographical map, the lines on the plots in Figure 3 connect points at the same height on the corresponding three dimensional kernel. So to read the contour plot on the left of Figure 3 , you need to picture a 'mountain range' running 'north-south' with the crest of the range around one -the figure plots the contours of this mountain range.
The contour plot on the right of Figure 3 illustrates the opposite extreme. For this benchmark, there is a similar regional distribution within each State and (almost) identical State averages. In this case, high Europe relative unemployment rates correspond to high State relative unemployment rates (and vice-versa) . The stochastic kernel mapping Europe relative to State relative unemployment rates then has (almost) all mass concentrated on the diagonal.
As we move through the kernels in the remainder of the paper, it will be useful to keep these two benchmarks in mind. Our objective will be to find a grouping criterion that produces a kernel In reality we see neither of these extremes. Figure 4 To estimate the kernel, we first derive the joint distribution of Europe relative and Group relative unemployment rates. We then numerically integrate under this joint distribution with respect to Group relative rates, to get the marginal distribution of Europe relative rates. Finally, we estimate the marginal distribution of Group relative rates conditional on Europe relative rates by dividing the joint distribution by the marginal distribution. Calculations were performed with Danny Quah's tsrf econometric shell (available from http://econ.lse.ac.uk/~dquah/). The three dimensional stochastic kernel plots are drawn so that the density of lines reflects the underlying number of observations on which that part of the kernel is estimated. This procedure makes the pictures easier to read and more informative without changing the shape of the kernel.
4 Ireland is classified as a single nuts2 region, so by construction its regional unemployment rate is always the State average 
Grouping geographical neighbours
We have seen that only regions with the very highest unemployment regions have outcomes similar to other regions in the same Member State. Might it be more useful to compare unemployment outcomes to those of neighbouring regions?
To answer this question we construct a kernel mapping Europe relative to neighbour relative unemployment rates, defined as each region's unemployment rate divided by the labour force weighted average of the unemployment rates of contiguous regions (including foreign neighbours, but not including the region itself).
Comparison of Figure Both the lower peak and the valley between the peaks in the neighbour relative kernel incorporate far more mass than the corresponding areas in the State relative kernel. The depth of the valley is particularly relevant, because, as we will see in Section 4, it is in this intermediate unemployment range that regions with similar starting positions had very different evolutions. Also, note that a regions' domestic neighbours are part of the groups used to construct both kernels. In Figure   5 , however, other regions in the same State are included. In Figure 4 they are not, but foreign neighbours are. This suggest that foreign neighbours may be more closely related to a region than regions in the same State that are not contiguous -an issue to which we will return below.
The similarity of outcomes across neighbours could simply be driven by neighbouring regions having similar characteristics that are important determinants of unemployment rates. We now turn to two such determinants.
Grouping by broad sectoral specialisation
The period 1986 to 1996 saw the continuation of an ongoing shift of European employment from agriculture, mining, and industry into services. In the absence of counteracting labour force changes, this may have resulted in high unemployment rates for regions with initial specialisation in declining sectors. Could the similarity across neighbours be a result of regions with heavy industrial or primary employment being contiguous? Figure 6 suggests that the answer is no. This figure shows the stochastic kernel mapping Europe relative unemployment rates to same specialisation relative unemployment rates. To do this, we group regions by the sector (agriculture and other primary sectors, manufacturing, or services) in which the initial share of regional employment was highest, relative to the average European share.
The concentration of mass on the diagonal of Figure 6 suggests that regions with similar initial specialisation have seen very different outcomes. This is probably due to the fact that the largest drop in agricultural and manufacturing employment had already taken place before the beginning of the period we consider. In the 15 years between 1971 and 1986 the share of manufacturing in European employment fell from 41% to 33%, while the share of services rose from 45% to 59%. In the next ten years to 1996, the share of manufacturing only fell by another three percentage points to 30%, while that of services rose to 65%. Spatial concentrations of declining sectors are not the key component driving the neighbour effect. 
Grouping by similar skill composition
There has been some discussion as to whether changes in the patterns of relative labour demand and supply in Europe have resulted in a rise in unemployment rates for the low skilled relative to the high skilled (see, for instance, Nickell and Bell, 1995; Manacorda and Petrongolo, 1998) . If this is the case, regional unemployment outcomes may reflect the underlying skill composition of regional labour forces. Have regions with a large proportion of low skill workers experienced similarly high unemployment outcomes, while regions with a small proportion of low skill workers experienced similarly low unemployment outcomes? Figure 7 plots the stochastic kernel mapping Europe relative to same skill relative unemployment rates. We construct the kernel using nine groups of regions that have a similar percentage of adult population with less than upper secondary education (divided into equally spaced intervals between 0% and 90%). The concentration of mass on the diagonal reflects the fact that the distribution of unemployment rates across each of our nine groups of regions with similar skill composition is not dissimilar from the distribution of unemployment rates across all European regions. Spatial concentrations of similarly skilled regions are clearly not the key component driving the neighbours effect either.
Discretisation
In order to check the visual ranking of the kernels, we discretise the state space of relative unemployment rates and calculate the transition matrices that are the discrete versions of the continuous stochastic kernels. These discretisations, presented in Table 1 , allow us estimate the relative mass in different areas of the kernels without having to integrate explicitly 5 . To interpret these matrices it is useful to compare them with the same benchmarks we used to interpret the corresponding stochastic kernel: large numbers on the column for the interval containing one, versus large numbers on the diagonal. We see that the Europe relative to neighbour relative matrix has all diagonal elements smaller than those of the other three kernels. At the same time, all other elements in the central column are larger in the Europe relative to neighbour relative matrix.
Europe Relative
This confirms our earlier conclusion, that the unemployment outcomes of individual regions are much closer to the outcomes of their neighbours, than to the average outcomes of other regions within the same Member State, or other regions with the same sectoral specialisation, or skill composition. That suggests that there is a truly spatial component to the neighbour effect -an issue to which we return in Section 5.
The evolution of the distribution of unemployment rates
The shape of the distribution So far, we have been considering features of the cross-sectional distribution of unemployment outcomes. Now, we want to consider what happened to the distribution of European regional unemployment rates over the decade 1986 to 1996. We start by plotting, in Figure 8 , a sequence of kernel estimates of the density of Europe relative unemployment rates for four years: 1986, 1989, 1993, and 1996 6 The density plots can be interpreted as the continuous equivalent of a histogram, in which the number of intervals has been let tend to infinity and then to the continuum. By definition, 1 on the horizontal axis indicates the European average unemployment rate, 2 indicates twice the average, and so on.
Two features are particularly noticeable in Figure 8 . First, as we move through the decade, the distribution of unemployment rates for a majority of regions becomes more concentrated below the European average: the peak of the distribution, close to the average in 1986, moves slightly leftwards and the mass becomes more narrowly concentrated around that peak. Second, there is a growing group of regions with unemployment rates above twice the European average: these regions produce the 'bulge' in the upper tail of the distribution -to see this clearly, contrast the mass above twice the European average unemployment rate in 1986 and 1996. Looking through the four snapshots we see that these two features have slowly evolved over the decade. Therefore, over time more regions have experienced unemployment rates below the European average, or above twice that average, and less regions have unemployment rates between the average and twice the average.
Polarisation
The density plots are suggestive of a gradual polarisation of European regional unemployment rates. However, this interpretation cannot be supported by the density plots alone. The collection of The natural way to answer these questions is to track the evolution of each region's relative unemployment rate over time. To do this, we calculate the stochastic kernel mapping the distribution of Europe relative unemployment rates in 1986 to the distribution of Europe relative unemployment rates in 1996 -the results are reported in Figure 9 . This kernel works in exactly the same way as the grouping kernels that we used in Section 3, except that here we are looking at transitions in the Europe relative distribution over time. As before, the plot on the right hand side of the figure is a contour plot of the three dimensional kernel on the left. An additional straight line is drawn on the contour plot to mark the diagonal, where all mass would be concentrated if there was complete persistence in the distribution. Figure 9 confirms that there has been a polarisation of regional unemployment rates between 1986 and 1996. Regions that in 1986 had a low unemployment rate relative to the European average tended to maintain or reduce their unemployment rate over the next decade. Similarly, regions that in 1986 had a high unemployment rate relative to the European average in 1996 still tended to have a relatively high unemployment rate. However, regions with intermediate unemployment rates had mixed fortunes: some saw their relative unemployment rate fall, while others saw it rise. Still others saw it roughly unchanged.
As before, we can check this finding by discretising the state space and constructing the trans- Table 2 . 1986 to 1996 Europe relative transition probability matrix ition probability matrix 7 . Table 2 reports the transition probability matrix between the 1986 and 1996 distributions of Europe relative unemployment rates 8 . Reading along the bottom row of the matrix, we observe strong persistence for regions starting with an unemployment rate below 0.6 times the European average: by 1996, 81% remained below 0.6 times the European average, 19% had an unemployment rate between 0.6 and 0.75 times the average, and none had a relative unemployment rate higher than that. The next row up tells us that of those regions with an initial unemployment rate between 0.6 and 0.75 times the European average, 26% remained in that range, while 52% saw their unemployment rate fall below 0.6 times the average. Jumping to the top row we also see strong persistence amongst the regions with highest unemployment rates: of the regions with an initial unemployment rate above 1.3 times the European average, 61% remained above 1.3 times the average in 1996, while 23% moved to between the average and 1.3 times the average. However, regions with unemployment rates between 0.75 and 1.3 times the European average (third and fourth rows from the bottom) had experienced much greater mobility -regions with initial unemployment rates between 0.75 times the average and the average ended up almost equally distributed across the four intervals between 0 and 1.3 times the average. Results from this discretisation confirm our findings of a polarisation of unemployment rates over the decade 1986 to 1996. We now consider how we might measure the extent of that polarisation.
Measuring Polarisation
We could calculate and compare a host of summary statistics of the distribution of regional unemployment rates across time. For instance, the Gini coefficient rose from 0.236 in 1986 to 0.281 in 1996. However, the results from the transition kernel in the previous subsection, suggest that the most significant change between 1986 and 1996 has been, not so much an increase in inequality, but
7 Europe relative unemployment rates are, by nature, a continuous variable. Constructing a transition probability matrix for a continuous variable requires a discretisation of the space of possible outcomes. There is a degree of arbitrariness involved in choosing a specific discretisation, and changing from one discretisation to another can easily distort the 'true' picture of transitions. In addition, interesting details are lost as a result of the discretisation.
8 As before, the table gives two additional pieces of information. The first column gives n, the number of regions that begin their transitions in a given state. The second column gives the classes that divide up the state space. To quantify this polarisation, we use the generalisation by Esteban, Gradín, and Ray (1999) of the polarisation measure of Esteban and Ray (1994) . 9 In the simplest case, for two groups ('high' and 'low' unemployment regions in our case) this polarisation measure is simply
where D is the mean deviation and G is the Gini coefficient. This polarisation measure is high when the density takes the shape of two groups of regions with small differences in unemployment rates within each group and large differences across groups. It increases as regions within each group become more homogenous in terms of their unemployment rates and/or as the two groups move further apart from each other. Between 1986 and 1996 polarisation thus measured increased by 37%, from 0.096 to 0.131.
What is driving polarisation?
By definition, unemployment rates equal one minus the ratio of employment to the labour force.
Thus, polarisation could be driven by changes in the regional distribution of the labour force (due to some combination of demographic trends, migration patterns, and participation decisions), 10 as well as by changes in the regional distribution of employment. We can directly test whether it is labour force or employment changes that are driving polarisation.
The plot on the left hand side of Figure 10 graphs the stochastic kernel mapping the distribution of 1996 Europe relative unemployment rates to the distribution of labour force changes between 1986-1996 (relative to the average growth in the European labour force over the decade). The 9 This generalisation allows the measurement of polarisation without predefined groups. Instead, group membership is endogenously determined so as to minimise the difference between the Lorenz curve of the actual distribution and the piece-wise linear Lorenz curve of the group-discretised distribution. For two groups, the distribution is simply split by the mean.
10 Labour force changes due to migration are likely to be small. Across European regions net migration flows are tiny, and not very responsive to differences in wages or unemployment rates (see, for instance, Eichengreen, 1993) . This is particularly marked for cross-country migration flows, to the extent that only 1.5% of eu workers have a job in a Member State different from that in which they were born (http://citizens.eu.int/en/en/newsitem-2.htm). In addition, intra-region migration flows have been falling over recent decades.
vertical line at one marks regions with labour force growth equal to the European average, 6.3%.
The concentration of mass at the bottom right of the figure shows that most regions that ended up with relatively low unemployment had relatively high labour force growth. Similarly, the concentration of nearly all mass at the top of the figure to the left of one shows that regions that ended up with relatively high unemployment generally had below average labour force growth.
Thus, labour force changes have actually worked against polarisation. They have prevented high unemployment regions from having even higher unemployment and low unemployment regions from having even lower unemployment.
The plot on the right hand side of Figure 10 graphs the stochastic kernel mapping the distribution of 1996 Europe relative unemployment rates to the distribution of employment changes between 1986-1996 (again, relative to the European average). The vertical line at one marks regions with labour force growth equal to the European average. The concentration of mass at the bottom right of the figure shows that most regions that ended up with relatively low unemployment had relatively high employment growth. Similarly, the concentration of mass at the top of the figure to the left of one shows that regions that ended up with relatively high unemployment generally had below average employment growth. Thus, contrary to labour force changes, employment changes have worked for polarisation. It is employment changes that have driven high unemployment regions to their high rates and low unemployment regions to their low rates 11 .
Regression results
In section 3 our main result was that there is a close relationship between the unemployment outcomes of neighbouring European regions. In section 4 we showed that the main feature of the evolution of regional unemployment rates over the decade 1986 to 1996 has been a polarisation into two groups of high and low unemployment. In this section, we relate these two findings to see whether the neighbour effect can help us understand the evolution of unemployment outcomes.
In the process of doing this, we also re-examine one possible cause of the neighbour effect -that neighbouring regions have similar characteristics which lead to similar unemployment outcomes.
Our results in section 3 grouping by skill and sectoral specialisation suggest that common characteristics only explain a small part of the neighbour effect. Here, we build on those results using a more standard parametric technique to test for the strength of the neighbour effect after conditioning out the effect of a range of regional characteristics 12 .
Specifically, we examine the cross section of changes in regional unemployment rates as a function of State, regional and neighbour characteristics. Table 3 , column 1, shows ordinary least 11 These changes in the spatial distribution of employment are probably a response to rapid and deepening European integration over the last decade. Portugal and Spain became Member States in 1986. Customs formalities for shipments of goods across the internal borders of the eu disappeared 1 January 1993. Border controls for movements of people across Member States signing the Schengen agreement disappeared 26 March 1995. Transport infrastructure has also been greatly improved -for instance, the number of kilometres of motorways increased by a third between 1986 and 1994, and in Portugal and Spain it more than tripled.
12 The closest counterpart to the stochastic kernel analysis would probably be a suitably defined panel specification. Unfortunately, the lack of reasonable exogenous time varying instruments makes it unfeasible to estimate such a panel, while allowing for the endogeneity of right hand side variables and the (auto)correlation structure of the regional residuals. The coefficient on the percentage of adult population with low skills is positive, large, and significant, as would be expected. After conditioning on the other variables, a high proportion of population with low skills is associated with an increase, or less of a decrease, in regional unemployment. The coefficient on medium skills, however, is not significantly different from zero.
This suggests that it is the lower end of the skill distribution that most markedly affects regional labour market outcomes.
The coefficient on the percentage of initial employment in agriculture and other primary sectors is not significantly different from zero. However, the percentage of initial employment in industry has a negative effect on unemployment rate changes. For most of the Northern and Central
European regions traditionally specialised in heavy industry, the worst part of the adjustment to their decline was over by the mid 1980s. Since then many of these regions have seen their unemployment rate fall. Adjustment has taken place later in heavy industrial regions in Southern Europe.
Since the latter have a higher proportion of population with low skills, this can explain why, after controlling for skills, the effect of manufacturing specialisation on unemployment changes is negative.
The most remarkable aspect of these results, however, is that the evolution of the unemployment rate in neighbours has a very strong and significant effect, even after controlling for common characteristics. Thus, common characteristics are not driving the neighbour effect. Before interpreting this result further, we discuss a number of econometric issues.
We capture the neighbour effect through changes in neighbours' unemployment, rather than through covariance assumptions on the error structure, because we want to capture the impact of predictable increases in neighbouring unemployment. Such expected increases are, by definition, orthogonal to the error, and thus best captured through the inclusion of a 'spatially lagged' dependent variable 13 . However, spatially lagged dependent variables are correlated with the error (a region's unemployment affects its neighbour's unemployment, which in turn affects the region's unemployment, and so on). To solve this endogeneity problem, we instrument for the spatially lagged dependent variable.
Neighbour's initial sectoral employment shares, and the skill, age and sex composition of their workforces are all possible instruments for the spatially lagged unemployment rates. We would also like to instrument for the movement of firms and workers across regions. Location theories suggest that such movements will be related to some measure of 'market potential' 14 . Thus, we construct an additional instrument based on a simple market potential variable, defined as the inverse distance weighted sum of European regional Gross Domestic Products 15 . Instrumental variables (iv) results using this set of instruments are presented in Table 3 , column 2. This shows that instrumenting does not change our initial results. The proportions of low educated and initial industrial employment remain significant. The effect of neighbours' unemployment remains strong and significant 16 .
Our second specification introduces two additional variables. Because European youth unemployment rates are high and rising, and regions differ in the age structure of their population, we control for the percentage of population that reached working age during the period (those aged between 15 and 25 in 1996). Additionally, in the mid-1980s female participation rates differed widely across regions. Some regions, in Spain, had participation rates as low as 18%, while others, in the uk, had rates above 50%. Over the decade, female participation rates significantly converged across regions. This has resulted in large labour force increases in some regions, potentially affecting unemployment rates 17 . We therefore control for the initial female participation rate in each region. ols results are in column 3. Both coefficients have the expected sign, but are insignificant.
Further investigation reveals that the percentage young becomes significant if we drop percentage low skilled and female participation. Female participation remains (just) insignificant when we drop percentage young and low skilled. This occurs because all three variables are highly correlated -although percentage low skilled appears to matter most. Column 4 shows that instrumenting does not change these results.
Column 5 shows ols results when we introduce the initial unemployment rate. The only change is that initial agriculture employment becomes significant, but only at the 10% level. Column 6 shows that, once again, instrumenting doesn't change these results.
We have seen that the neighbour effect is strong and significant even after conditioning out similar characteristics. We can also test whether that neighbour effect extends across national borders. To do this, we split the neighbours variable for border regions into two components, that due to domestic neighbours and that due to foreign neighbours 18 . There are 51 border regions (around a third of the sample) 19 . The results from these regressions are reported in Columns 7-10.
Column 7 provides ols results for the basic specification. Both neighbour effects are strong and significant. Further, we are unable to reject the hypothesis that the coefficients on both domestic and foreign neighbours are identical -the test has a value of 0.9 and is distributed χ 2 (1). Again, both neighbour effects are endogenous, so we instrument for them. The results are reported in Column 8. Both neighbour effects remain strong and significant. Again, we are unable to reject the hypothesis that the coefficients are identical. Next we introduce the additional variables considered before. This specification is presented in Columns 9 (ols) and 10 (iv). The results are consistent with the previous ones, although the significance of foreign neighbours drops slightly.
However, we still cannot reject the hypothesis that the coefficients on both domestic and foreign neighbours are identical.
We have also tried a number of alternative specifications, not reported in the table. For instance,
we have tried including the average change in unemployment for regions with a similar initial sectoral specialisation, a similar skill composition of adult population, and so on. The results are still remarkably robust.
Our regression results provide us with a better understanding of the neighbour effect. First, we see that neighbours are important for understanding the evolution of unemployment rates during this process of polarisation. Second, consistent with our results in Section 3, the neighbour effect is not driven by neighbouring regions sharing similar characteristics 20 . Third, the neighbour effect transcends national borders. To further illustrate these findings, we consider the concrete example of two border regions in Belgium.
An example of two border regions in Belgium
In 1986 the Belgian region of Limburg had an unemployment rate 1.2 times the Belgian average and 1.3 times the European Union average. By 1996 its unemployment rate had fallen below both the Belgian and eu averages. Just across the border from Limburg (Belgium), two Dutch regions had similar experiences. The unemployment rates of Limburg (Netherlands) and Noord-Brabant fell relative to both the Dutch and eu averages.
Back in Belgium, 90 kilometres South-West of Limburg and on the border with France, the region of Hainaut started with a similar unemployment rate in 1986. However, instead of falling as it did in Limburg, this rate rose both in absolute terms and relative to both the Belgian and eu averages. Just across the border from Hainaut, the French region of Nord-Pas de Calais also saw its unemployment rate increase in both absolute and relative terms.
19 If we drop out the uk's 35 regions, which include only one border region, then border regions make up nearly half the sample. The results do not change for this restricted sample.
20 The neighbour effect is also not driven by functional labour markets extending across neighbouring regions with different characteristics. First, from existing work, we know that functional labour markets tend not to extend across nuts2 regions (see Cheshire and Carbonaro, 1996 , for further discussion). Second, neighbourhood effects are equally strong across national borders, and cross border commuting flows are tiny -in 1990 they represented only 0.2% of the total European labour force. (de Falleur and Vandeville, 1996) . Of these roughly 50% are commutes to Switzerland (not an eu member). Only approximately 100,000 cross-border commuting flows occur across border regions in our sample. Even on the German-French border, where commuting flows are strongest, they represent less than 0.8% of the combined border region labour force.
The different fortunes of these two Belgian regions were not driven by changes in their labour forces. Both regions had growing labour forces, but Limburg's actually grew more than twice as fast. The reason for Limburg's fall in unemployment is that its employment grew even faster than its labour force, and over four times faster than Hainaut's. A similar process occurred in the two Dutch neighbours of the Belgian Limburg. These regions that did relatively well had large and growing labour forces. But they also had a rate of employment growth that more than matched their labour force growth, and that brought their unemployment rates down. By contrast Nord-Pas de Calais, the French neighbour of Hainaut that did relatively badly, lost employment while its labour force was rising.
The drop in Limburg's unemployment rate versus Hainaut's rise cannot be put down to differences in the skill composition of their labour force. Both these Belgian regions had a similar percentage of their population with less than upper secondary education. And the French region of Nord-Pas de Calais, despite having a smaller fraction of people with less than upper secondary education than either of the Belgian regions, had a worse unemployment outcome.
Further, the evolution of these regions was not due to their different initial sectoral composition.
Admittedly in 1986 Nord-Pas de Calais was a predominantly industrial region. But Hainaut also saw its unemployment rate rise and in 1986 was concentrated in services. In contrast, the Belgian success story Limburg was concentrated in industry and of its two neighbours, one was mainly industrial (Noord-Brabant), the other service based (Limburg). No simple story of sectoral changes explains the relative performance of these regions 21 .
Given the small flows of workers across these borders, both in terms of commuting and permanent moves, one can hardly argue that there are functional labour markets extending across these regions. However, firms do seem to find it attractive to exploit other advantages of location close to these borders, such as the ability to use suppliers from different countries. The areas on the borders between Belgium and France and Belgium and the Netherlands have provided traditional locations for industry. However, in recent years these two borders have experienced very different evolutions. The most publicised case came in 1997 as Renault announced the closure of its Vilvoorde plant on the Belgian border with France. This raised protests at the loss of 3,100 jobs, at a time when Renault was planning to expand operations in other parts of Europe. At about the same time in Limburg (Netherlands), Volvo introduced a three-shift working schedule in its Nedcar plant, to double production over the following three years, drawing on suppliers from both sides of the Belgian-Dutch border. And on the Belgian side of this border, General Motors was also expanding production at its Antwerp plant.
Starting from similar intermediate unemployment rates, the Belgian regions Limburg and Hainaut have moved towards opposite extremes of the European distribution, but in each case have gone along with their foreign neighbours. In this paper we have shown that this story is not unique, but representative of a broader pattern that has developed across Europe.
Concluding comments
This paper has shown that over the decade beginning in 1986, the distribution of regional unemployment rates has become polarised with the emergence of a group of high unemployment regions and a group of low unemployment regions. Regions that in 1986 had relatively high or relatively low unemployment have seen their position roughly unchanged. In contrast, regions with intermediate initial rates have had diverse experiences. Some have seen their unemployment rates rise as employment has grown little or even fallen. Relatively low labour force growth has only partly mitigated this weak employment performance. These regions with rising unemployment tend to be contiguous, sometimes in different countries. Other regions with intermediate initial unemployment rates have instead seen their rates fall, as employment growth has outpaced labour force growth. These regions with falling unemployment also tend to be contiguous. While neighbouring regions share many common characteristics, these do not account for their similar unemployment outcomes.
The fact that unemployment outcomes are so much more homogenous across neighbours, foreign and domestic, than across regions in the same Member State highlights the spatial dimensions of the emerging clusters of high and low unemployment in Europe. The average Member State has 13.6 regions, while the average neighbourhood has 5.6 regions. Hence these are clusters of typically less than one half of the size of the average Member State of the European Union, but often extend across national borders and include regions from more than one Member State.
That has important implications for policy. European regional policy has traditionally targeted mainly regional differences in income per capita, but is increasingly shifting its focus towards tackling regional differences in unemployment rates. Contrasting our results with those of Quah (1997b) shows the empirical reality underlying this change in emphasis -in contrast to the divergence of unemployment rates across European regions, Quah shows that differences in regional incomes per capita are narrowing. But there is one important additional difference. While inequalities in incomes per capita exhibited a core-periphery gradient (Keeble, Offord, and Walker, 1988) , unemployment clusters are more localised and emerging in both the core and the periphery of the eu. There is strong political opposition to tackling these growing unemployment rate differences through increased labour mobility. However, given that the unemployment clusters we find are of not very large size and scattered across Europe, it may be politically viable as well as more efficient to implement policies that accept some clustering and larger mobility within a neighbourhood.
We include as land borders water borders less than five kilometres wide. This leads us to consider as geographical neighbours regions separated by a river (such as Zeelland and Zuid-Holland in Netherlands). It also leads to the inclusion of Sicilia (Italy) , which, although an island, is only separated from Calabria (Italy) by the 3,300 metres-wide Strait of Messina -soon to be joined by a single span suspension bridge (see http://www.strettodimessina.it/).
From the 206 nuts2 regions that formed the eu in 1996, 30 are excluded from the analysis because they were not part of the European Economic Community in 1986: the nine nuts2 regions of Austria, the six nuts2 regions of Finland, and the eight nuts2 regions of Sweden, all of which became part of the eu with the accession of these three Member States in 1995; and the seven nuts2 regions of Germany that were part of the former Democratic Republic of Germany (Brandenburg, Mecklenburg-Vorpommern, Sachsen, Dessau, Halle, Magdeburg, and Thüringen), which only became part of the eu with German reunification in 1990.
Greece has no land border with any other Member State, so its 13 nuts2 regions are also excluded.
Finally, another 12 nuts2 regions are excluded because they have no land border with any other nuts2 region satisfying criteria (1) and (2): Baleares, Ceuta y Melilla, and Canarias (Spain), Corse, Guadeloupe, Martinique, Guyane, and Réunion (France), Sardegna (Italy) , Açores, and Madeira (Portugal), are all entirely surrounded by water and/or by territories which are not part of the eu; Berlin (Germany) is entirely surrounded by nuts2 regions which were part of the former Democratic Republic of Germany.
Flevoland (Netherlands) is the only region that satisfies criteria (1)- (3) above but has been excluded due to lack of data: there is no labour force or unemployment data for Flevoland for 1986, even from national sources (see Centraal Bureau Voor de Statistiek, 1987) . Flevoland was created as a separate administrative unit (Provincie) in 1986 from the union of the Noordoost, Oostelijk Flevoland, and Zuidelijk Flevoland polders, reclaimed from the IJsselllake (a lake that used to be part of Zuiderzee, a former inlet of the North Sea), and in 1996 accounted for 1.8% of the population and 5.8% of the land area of Netherlands.
The 150 nuts2 regions used are:
Belgium (11) Brussels, Antwerpen, Limburg (Belgium), Oost-Vlaanderen, Vlaams Brabant, West-Vlaanderen, Brabant Wallon, Hainaut, Liége, Luxembourg (Belgium), Namur. Denmark (1) France (21) Ile - To obtain groupings by broad sectoral specialisation, regions are classified according to the sector in the nace-clio r3 classification (agricultural, forestry and fishery products; manufactured products; and market services) in which their share of total employment was highest relative to the eu average in 1988. The basis for these calculations are the total employment data by nace-clio r3 sector (table /regio/lfs-r/lf2emp) in Eurostat (1998). These data are available for the 150 regions we are interested in only for 1988, but this is close enough to the beginning of the time frame considered to describe early specialisation.
To obtain groupings by low/high educational attainment, regions are classified according to the percentage of their population aged 25 to 59 in 1995 with less than upper secondary education -less than level 3 of the International Standard Classification of Education (isced) classification (unesco, 1976) . These data are from table e14 in Eurostat (1997). These data are not ideal in that they refer to the adult population and not to the labour force, and they are only available for the 150 regions we are interested in for a single year, 1995. However, they are the best available at this level of regional disaggregation. We use them to construct nine groups of regions: regions where less than 10% of 25 to 59 year olds have less than upper secondary education, regions with more than 10% but less than 20%, and so on in ten percentage points intervals until regions where more than 80% but less than 90% of 25 to 59 year olds have less than upper secondary education.
The regression analysis of Section 5 uses the same data sources as the non parametric section. For the purpose of splitting population by skill there, low skill is taken to be an educational attainment of less than upper secondary education (below level 3 of the isced classification). Medium skill is an educational attainment of upper secondary education (level 3 of the isced classification). High skill is an educational attainment of higher education (levels 5, 6, and 7 of the isced classification).
To calculate the percentage of young population, the young are taken to be those that reached working age during the sample period (those aged between 15 and 25 in 1996). These data are obtained from 
Technical Appendix
More familiar applications of stochastic kernels use observations on random draws from a Markov process to estimate the underlying transition characteristics of that process. In contrast, in this paper we are interested in mappings from one distribution to another distribution. For example, this may be a mapping from the distribution of Europe relative unemployment rates at one point in time to the distribution of Europe relative unemployment rates at another point in time, or it may be the mapping from the distribution of Europe relative unemployment rates to the distribution of neighbour relative unemployment rates. In this Technical Appendix, we show that standard stochastic kernels can still be used to characterise the mappings between any two distributions, providing that we are careful about the space on which we define those stochastic kernels.
Let the two distributions of interest be γ and λ. Then we seek a mapping T * such that λ = T * (γ). Our underlying state space is the pair (I, R I ), where I is the unit interval and R I is the collection of Borel sets of the real line that are subsets of the unit interval. However, we define stochastic kernels on the more general state space (R, R), where R is the real line and R the collection of its Borel sets. We do so with the understanding that these definitions are valid for restrictions of the general state space to the specific unit interval state space. (i) For each z ∈ Z, Q(z, .) is a probability measure on (Z, Z).
The standard interpretation is that Q(a, A) is the probability that next periods realisation lies in the set A, given that this period's realisation is a. There are two useful functions associated with the standard transition function.
Two useful functions.
For any
2. For any probability measure λ on (Z,
The interpretation is as follows. (C f )(z) is the expected value of the function next period, given that the current state is z. C maps the space of bounded functions to the space of bounded functions and is known as the Markov operator associated with Q. (C * λ)(A) is the probability that the state next period lies in the set A if the current state is drawn according to the probability measure λ. C * maps the space of probability measures to the space of probability measures and is known as the adjoint of C. Thus λ t = C * (λ t−1 ).
This C * is closely related to the mapping T * that we are interested in estimating. However two extensions are necessary. First, we want to allow for mappings between any two distributions, not just sequential distributions. Second, for empirical applications, we want to allow for generalised disturbances that may affect the mapping between distributions. 22 The extension to any two distributions is achieved through the use of the standard stochastic kernel definition.
Stochastic kernel definition. Let (X, X) and (Y, Y) be measurable spaces. Let φ be a probability measure on (X, X) and ψ be a probability measure on (Y, Y). A stochastic kernel relating φ to ψ is a mapping M φ,ψ : (X, Y) → [ 0, 1] that satisfies three conditions:
(i) For all y ∈ X the restriction M (φ,ψ) (y, .) is a probability measure.
(ii) For all A ∈ Y the restriction M (φ,ψ) is X-measurable.
(iii) For all A ∈ Y we have φ(A) = M (φ,ψ) (y, A)dψ(y).
Consider (iii). In the initial distribution, for given y, there is some fraction dψ(y) of regions with unemployment rates close to y. Count up all regions in that group whose unemployment rate subsequently fall in a given Y-measurable subset A ⊆ R of the second (later/conditional) distribution. When normalised by the fraction of the total number of regions this count is precisely M (φ,ψ) (y, A). Thus M (φ,ψ) (y, A) is the probability that a region's realisation in the later/conditional distribution lies in the set A, given that the initial realisation is y. Evaluate the integral M (φ,ψ) (y, A)dφ(y). This gives the fraction of regions that end up in state A regardless of their initial position. If this equals φ(A) for all measurable sets A, then φ must be the measure associated with the subsequent distribution of unemployment rates. Conditions (i) and (ii) just ensure that this interpretation is valid. In particular, (ii) ensures that the right hand side of (iii) is a well defined Lebesgue integral, 22 We have implicitly absorbed this generalised error in to our definition of T * . while (i) ensures that the right hand side of (iii) is a weighted average of probability measures and thus is itself a probability measure. It is easy to see that a transition kernel is a stochastic kernel for which the two spaces (X, X) and (Y, Y) are the same.
To allow for generalised disturbances we need to be able to model random elements drawn from a collection of probability measures. Following Quah (1997a) we proceed as follows. First we define a Banach space that contains all possible probability measures. We then use this Banach space and suitably defined open sets on that space to define a measurable space which we can, in turn, use to model random elements drawn from collections of probability measures.
Let B(R, R) be the Banach space of bounded finitely additive set functions on the measurable space (R, R) with total variation norm for all φ in B(R, R) :
where the supremum is taken over all {A j : j = 1, 2, . . . n} finite measurable partitions of R. Empirical distributions on R are identified with probability measures on (R, R). Probability measures are elements of B(R, R) that are countably additive and assign value one to the entire space R. We use the set of bounded finitely additive set functions, because a collection of probability measures can never form a linear space. The set of boundedly-additive set functions includes probability measures and does form a linear space. We can then use the total variation norm to make this space Banach. Once probability measures are embedded in a Banach space, it makes sense to talk about two probability measures (and the associated distributions) getting closer to one another. Further, if we define a measure of distance, we can define open sets of probability measures (relative to this distance measure) and use these open sets to generate (Borel) σ-algebras on the Banach space. Given such a σ-algebra, we can model random elements drawn from collections of probability measures. This is the data of interest when we are modelling the dynamics of distributions.
Let B denote the σ-algebra generated by the open sub-sets (relative to the total variation norm topology) of B(R, R). Then (B, B) is another measurable space. By construction, each φ i associated with an observed (or derived) empirical cross sectional distribution F i is a member of (B, B). If (Ω, F, Pr) is the underlying probability space, then φ i is the value of an F/B-measurable map Φ(Ω, F) → (B, B). We can define probability measures on (B, B) that will allow us to deal with the generalised disturbances that affect the mapping between distributions. Now, let b(R, R) be the Banach space under sup norm of bounded measurable function on (R, R). Fix a stochastic kernel M and construct an operator T (similar to C) that maps the space of bounded measurable functions on to itself: for any f ∈ b(R, R) define T f by(T f )(z) = f (z )M(z, dz ), for all z ∈ R.
This mapping has the same interpretation as C in the (useful) function 1 above. Now we can denote the adjoint of T by T * . Thus:
for any probability measure λ on (R, R) define T * λ by (T * λ)(A) = M(z, A)λ(dz), for allA ∈ R.
From the Riesz Representation Theorem, the dual space of b(R, R) is B(R, R), the collection of bounded finitely additive set functions. Thus T * maps the collection of bounded finitely additive set functions on to itself. It is also precisely the mapping (iii) in the stochastic kernel definition.
In our empirical analysis, we estimate M(φ, ψ)(y, .) (the probability distribution of a region's realisation in the later/conditional distribution given that the initial realisation is y) for a whole range of y values. Here, we have shown that this does indeed allow us to trace out T * , the generalised mapping between any two distributions.
