Abstract. Starting with Hermite cubic splines as the primal multigenerator, first a dual multigenerator on R is constructed that consists of continuous functions, has small support, and is exact of order 2. We then derive multiresolution sequences on the interval while retaining the polynomial exactness on the primal and dual sides. This guarantees moment conditions of the corresponding wavelets. The concept of stable completions [CDP] is then used to construct the corresponding primal and dual multiwavelets on the interval as follows. An appropriate variation of what is known as a hierarchical basis in finite element methods is shown to be an initial completion. This is then, in a second step, projected into the desired complements spanned by compactly supported biorthogonal multiwavelets. The masks of all multigenerators and multiwavelets are finite so that decomposition and reconstruction algorithms are simple and efficient. Furthermore, in addition to the Jackson estimates which follow from the exactness, one can also show Bernstein inequalities for the primal and dual multiresolutions. Consequently, sequence norms for the coefficients based on such multiwavelet expansions characterize Sobolev norms · H s ([0,1]) for s ∈ (−0.824926, 2.5). In particular, the multiwavelets form Riesz bases for L 2 ([0, 1]).
Introduction
An important ingredient for extending wavelet concepts to problems defined on bounded domains is the construction of wavelets on the interval, see, e.g., [D4] . So far, such constructions have been confined (except for very special cases [SS1] ) to wavelets which result from multiresolution analyses built from a single generator. Recently, multiresolution spaces have been intensely investigated which are spanned by a socalled multigenerator, that is, integer translates of dilates of a finite number of functions satisfying vector refinement relations, see, e.g., [GHM] , [GL] , [PS2] . The use of a multigenerator appears to be attractive since their component functions have relatively small support and in many cases have more favorable symmetry properties. A particularly interesting case concerns multigenerators consisting of piecewise C 1 cubics. In fact, one can then resort to the powerful tools developed in the spline con-
The first important step consists of identifying corresponding biorthogonal multiresolution spaces defined on all of R. Once an appropriate dual multigenerator has been constructed, we proceed to adapt these multigenerators to the interval, resorting to the strategy of preserving polynomial exactness on the primal as well as on the dual side [DKU1] . Knowing only the biorthogonal generator bases, we will then construct multiwavelet bases on the interval, all having small support, by projecting certain initial complement functions into the desired ones. The resulting wavelet bases consist again of shift-invariant functions supported in the interior of the interval and a finite number of boundary adapted multiwavelets. We emphasize that the construction automatically generates shift-invariant multiwavelets on R with small support given by the interior basis functions. This paper is structured as follows. In Section 2, we collect some facts about the C 1 piecewise Hermite cubics that we use as a multigenerator. We then construct in Section 3 a multigenerator dual to this with small support that consists of continuous functions and reproduces polynomials up to order 2. The first part of the construction of the primal and dual multiresolutions on the interval in Section 4 follows essentially known ideas [AHJP] , [CDV] , [DKU1] . Near the boundary, one constructs adapted functions as fixed linear combinations of all translates overlapping the boundary in such a way that the polynomial exactness is maintained. This has to be done in order to match the cardinality of the functions on the primal and dual sides. We then perform local changes of bases on the primal and dual sides to recover the interpolation conditions and the biorthogonality near the boundary. The transformation matrices are computed explicitly. In order to derive the multiwavelets and their duals, the concept of stable completions [CDP] is used in Section 5. A variation of hierarchical bases provides an initial stable completion. It can be seen that all mask matrices are banded with band width independent of the refinement level, so that reconstruction and decomposition algorithms are efficient and fast.
To our knowledge, this is the first construction of multiwavelets on the interval for the case where simple restriction is not sufficient. 
see Figure 1 , where δ i,k = 1 for i = k and δ i,k = 0 otherwise, i, k, ∈ Z.
Integer translates of ϕ 1 , ϕ 2 generate the space of C 1 -continuous piecewise cubic functions on R which interpolate function values and first derivatives at k ∈ Z.
In general, we say that the vector field ϕ: R → R 2 , ϕ = (ϕ 1 , ϕ 2 ) T , constitutes a multigenerator if:
(a) the integer translates {ϕ(· − k), k ∈ Z} form an L 2 -stable basis for the space
x ∈ R a.e., (2.4) Dahmen, B. Han, R.-Q. Jia, and A. Kunoth We always mean by a ∼ b that a < ∼ b and b < ∼ a hold, where a < ∼ b says that a can be bounded by a constant multiple of b uniformly in any parameters on which a, b may depend, and a > ∼ b means b < ∼ a. In view of the interpolation conditions, the integer translates of the ϕ i , i = 1, 2, are linearly independent and hence stable [JM] . The nestedness of the corresponding spline spaces therefore ensures that the piecewise Hermite cubics defined in (2.1) constitute a multigenerator, see also [HSS] , [DM] . Multiresolution generated by multigenerators has already been discussed in [JS] . In particular, if ϕ = (ϕ 1 , . . . , ϕ r )
T is a refinable vector of compactly supported functions in L 2 (R), and if S 0 is the shift-invariant space generated by ϕ 1 , . . . , ϕ r , then it was proved in [JS] that the spaces S j , j ∈ Z, spanned by the integer translates of ϕ i (2 j · −k), i = 1, . . . , r , form a multiresolution of L 2 (R). In the following, we will always denote by ϕ the special multigenerator consisting of the functions (2.1). We now proceed by collecting a few properties of the multigenerator that will be needed later.
ϕ satisfies the refinement equation (2.4) with mask matrices
see, e.g., [HSS] , such that supp A := {k ∈ Z: A k = 0} = {−1, 0, 1}. Here boldface numbers will always denote vectors or matrices with all entries equal to this number. Thus, ϕ has compact support supp ϕ :
Note that the normalization of the mask A differs from the one used in [PS1] , [SS2] . Defining the subsymbols of A(z) by A e (z) = 1 k=−1 A 2k+e z k , e = 0, 1, we know from [DM] that y = (1, 0) T is the common left eigenvector of A e (1), e = 0, 1, for the simple eigenvalue 1.
When saying that ϕ is symmetric, we mean that its member functions ϕ i are either symmetric or antisymmetric. Here we have that ϕ 1 (x) = ϕ 1 (−x) and ϕ 2 (x) = −ϕ 2 (−x), which we will abbreviate as ϕ(x) = Jϕ(−x), (2.6)
The symmetry of the generators carries over to the mask matrices in the sense
The multigenerator ϕ is normalized such that
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Here for any domain
dx, and for any two vectors x, y ∈ R 2 the term (x, y) R denotes the 2 × 2 matrix with entries (x i , y k ) R . It was observed in [DM] that linear independence of the integer translates of the ϕ i , i = 1, 2, is a necessary condition for the existence of a dual vector of compactly supported functionsφ. In the recent paper [J] , it was shown that linear independence is also sufficient for the existence of a compactly supported refinable dual vector of functions in L 2 (R).
The strategy for the construction ofφ is to first solve the discrete analog of (3.1). If ϕ is the unique solution of
see [DM] . The construction in [SS2] starts from this equation in symbol form. However, the multigenerator constructed there is not biorthogonal to the Hermite cubic splines ϕ defined in (2.1). Actually, the Hermite cubic splines are biorthogonal to the third (distributional) derivative of the multigenerator constructed in [SS2] . However, the components of this third derivative are not functions in L 2 (R).
Here we chooseÃ to be the sequence supported on {−2, . . . , 2} given bỹ It is easily verified that this set of matrices satisfies (3.3) with A from (2.5). Furthermore, the mask coefficientsÃ k fulfill
for some |σ | < 1. The matricesÃ −2 +Ã 0 +Ã 2 andÃ −1 +Ã 1 have the common left eigenvector y = (1, 0)
T for the simple eigenvalue 1. In order to obtain from the discrete biorthogonality relation (3.3) a dual multigenerator ϕ, we will employ the concept of subdivision. 
2 ) = 0 be a left eigenvector of M defined in (3.5) corresponding to the eigenvalue 1, i.e., y T M = y T . We say that the (vector) subdivision scheme associated withÃ, denoted by SÃ, converges in L 2 if there exists a vector f ∈ L 2 (R) 2 such that for any f 0 ∈ L 2 (R) 2 satisfying 2×2 the linear space of all finitely supported sequences of 2 × 2 matrices. Let FÃ be the transition operator on 0 (Z) 2×2 defined by
Let δ denote the sequence satisfying δ 0 = 1 and let δ m = 0 for m = 0. Employing the second-order difference operator , define the sequence ( δ) In particular,φ consists of continuous functions.
Proof.
It was pointed out in [DM, Theorem 4.1] , (see also [JRZ2, Theorem 8.1]) , that if the refinement masks A andÃ satisfy (3.3) and if the subdivision schemes associated with A andÃ are convergent in L 2 , then there exists a refinable vectorφ which is the unique solution of the refinement equation (3.2) with maskÃ, and the duality relation (3.1) holds.
2 } denote the optimal (Sobolev) regularity of f. By the embedding theorem, one
. In order to determine ν 2 (φ), we review some results from [JRZ2] and [JRZ3] . With the notation from the previous proof we obtain, by [JRZ3, Theorem 3.4 
> 0.32492. Therefore, in particular, the continuity ofφ is established. Clearly we have here that suppφ = [−2, 2] is larger than supp ϕ. Note thatÃ is also symmetric in the sense of (2.8). From this, it follows that the entryφ 1 of the multigenerator ϕ is symmetric whileφ 2 is antisymmetric around 0 [JRZ2] , see Figure 2 .
Polynomial Exactness
We call the multigenerator ϕ exact of order d (or say that ϕ has accuracy d) if all polynomials of degree at most d −1 can be written as a linear combination of the ϕ i (·−k). As in [DKU1] , the exactness will be used in Section 4 to derive multigenerators on the interval with properties (I)-(IV).
Polynomial exactness of refinable vectors of functions was discussed in [HSS] , [JRZ1] , and [P] . In [J, Theorem 4 .1], a characterization for the accuracy ofφ was given in a form slightly different from that of [HSS] . Although the result is not new, it is convenient for applications. We briefly recall the main facts, specialized to the case at hand. The relations (3.2.6) and (3.2.9) below could also be derived by hand using polynomial exactness and biorthogonality. However, just applying the following proposition yields all the desired relations without tedious calculations:
T be a vector of compactly supported distributions. Suppose f satisfies the vector refinement equation In fact, the above result remains valid if the sequences (f i (ξ + 2kπ)) k∈Z , i = 1, 2, are linearly independent for ξ = 0 and ξ = π . Heref denotes as usual the Fourier transform of f .
Applying the criterion in Proposition 3.3 to the vector ϕ of Hermite cubic splines, we obtain
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Defining the (column) vector
one has then, also in view of (3.1), for r = 0, . . . , 3, .5) i.e., the Hermite cubics have exactness of order d = 4. These results can also be derived from the interpolation properties of the Hermite cubics. Applying the criterion in Proposition 3.3 to the vector ϕ of Hermite cubic splines, from (3.2.3), we have
For all k ∈ Z, comparing the above equality with (3.2.5), we obtaiñ
Specifically, for r = 0 and x = 0, it follows from (2.2) and (3.1) that
Furthermore, we get:
, r = 1.
(3.2.9)
Proof. We apply the criterion in Proposition 3.3 to the dual vectorφ with the mask given by (3.4). In this case, we have
0 .
For r = 0, 1, the equations in (3.2.2) become
, and 2y
T and y 1 = [0, Note that by [JRZ1, Theorem 2.1],φ does not reproduce polynomials of order 3. The coefficients (3.2.6), (3.2.9) will be used below to define the multigenerators on [0, 1]. They can also be computed directly by means of recursion formulas as, e.g., in [DKU1] . This derivation only uses (3.2.7) and the refinement equations (3.2) or (2.4).
The compact support of ϕ,φ and the duality condition (3.1) guarantee that the integer translates {φ i (· − k), k ∈ Z, i = 1, 2} form an L 2 -stable basis for their spanS 0 in the sense of (2.3) [DKU1] so that we can denoteφ as multigenerator dual to ϕ or simply dual multigenerator.
To distinguish shift-invariant quantities from analogs defined on an interval, it is convenient to write for the vector field g:
In this notation, one can rewrite the refinement equation (2.4) in the form
The spaces
are, by the previous results, refinable and, thus, both form a hierarchy of nested spaces whose closure is dense in L 2 (R) and whose intersection consists only of 0. Hence, ϕ,φ are multigenerators of the primal and dual multiresolution sequences S = {S j }, S = {S j }, see [JS] .
Our next objective is to construct a pair of primal and dual multiresolution sequences on the interval [0, 1]. [0, 1] 
Multigenerators on

Boundary Near Functions
The strategy in [DKU1] is to use possibly many translates of the generators supported inside the interval and, in addition, to build fixed linear combinations of all generators overlapping the boundaries on the primal and on the dual sides such that polynomials up to the order of exactness are reproduced. On one hand, this allows us, in spite of the different sizes of support, to match the cardinality of the primal and dual multigenerator bases on the interval. On the other hand, as pointed out below, the resulting multiresolution spaces inherit the approximation properties of those defined on R.
The construction will be carried out on one fixed level j = j 0 . For the minimal level j 0 := 3, the modified functions at the left and at the right boundary do not overlap so that each end of the interval can be treated separately. It will be seen that for all levels j ≥ j 0 the boundary modifications will be the same.
Suppose that ϕ,φ form a dual pair of multigenerators as in Section 3 with ϕ from Section 2 having support [−1, 1] and which is exact of order 4. We first define sets of indices on the primal and dual sides which have equal cardinality so that their interior functions are supported in [0, 1] 
Note that #˜ I j = 2 j − 3 but sinceφ ∈ R 2 , every index stands in fact for two functions (φ 1 ) [ j,k] , (φ 2 ) [ j,k] . It will be useful to define the corresponding boundary index sets
whose indices will again represent two (= order of exactness ofφ) boundary functions each. We then have to define the appropriate index sets on the primal side,
such that the cardinality of the two sets
is equal, and such that # We now define the boundary near functions at the left boundary by
which we assemble for convenience in the boundary vectors In order to make the most out of symmetry when defining the boundary near functions at the right interval end, note that, by (2.6),
with J defined in (2.7) and
Defining, at the right boundary, η j,2 j −r ,η j,2 j −r in an analogous fashion by replacing 
one can then immediately, on account of (4.1.11), (4.1.10), and J 2 = I, establish the symmetry relations
We also assemble the functions at the right boundary in the two-dimensional vectors
still reproduces all polynomials of degree 3 on [0, 1]. Correspondingly, the set
reproduces by construction all linear polynomials on [0,1].
In the sequel, we will use both the interpretation of ∨ j , etc., as a collection of functions (4.1.17), or as a (column) vector of functions containing all the functions in its set in the obvious order.
We have employed here the additional notation " ∨ " to indicate that these functions are still preliminary and will have to be modified.
Refinability of Boundary Near Functions
We next derive refinement equations for the boundary near functions (4.1.6), (4. To verify the above relations, one can apply arguments following the lines in the proof of Lemma 3.1 in [DKU1] .
Basis Transformations and Biorthogonalization
Although the construction of the boundary near functions in (4.1.17) and (4.1.19) preserves the exactness of the primal and dual multiresolutions: To tackle (A), first recall that ϕ [ j,k] is interpolating at 2 − j k with values
Thus, define C L ∈ R 4×4 (4 = order of exactness of ϕ) such that the new boundary functions
Although this choice suggests itself, one could, of course, also define L j such that ϕ j,1 , ϕ j,2 interpolate at 2 − j and 2 · 2 − j instead of at 0 and 2 − j .
Inserting the conditions (4.3.3), we have on the left-hand side of (4.3.2) the 4 × 4 matrix
Using the values forα m,r from (3.2.6), and (4.3.1), we can explicitly determine
Thus, we obtain
Note that the transformation C L is independent of j. Furthermore, we obtain
Denoting for any matrix E by E the matrix which is obtained by reversing the order of rows and columns of E, we define correspondingly at the right end of the interval
interpolates function values and first derivatives at 1 and have the interpolation properties (4.3.3). Moreover, except for the values (4.3.7), we have
To achieve (B) biorthogonality, we will apply another linear transformation, now on the dual boundary functions.
Let I (m) denote the identity matrix of size m. Since changes have only been made to boundary near functions so that still
we only have to transform locally near the boundary. That is, we seekC L ∈ R 4×4 such that the new dual boundary functions 
Of course, one has to make sure that ( [0, 1] is indeed invertible. In the following, we explicitly determine this matrix. Observe first that
, since suppφ [ j,m] ⊂ [0, ∞) for m ≥ 2 and because of biorthogonality (ϕ [ j,k] ,φ [ j,m] (4.3.16) Using for the first term on the right-hand side the fact thatφ is exact of order 2 (3.2.8), we get
Substituting the definition of ϕ j,1 (4.3.2) with C L given by (4.3.6), one obtains for the first term [0,∞) .
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Moreover, sinceφ j,2 is already an interior function, we get (4.3.21), (4.3.22), (4.3.23), and (4.3.24) , we obtain ) [0, 1] , one obtains by (4.1.12), (4.3.2), (4.1.14), and (4.1.10)
, Jφ [ j,2] (1 − ·)
,φ [ j,2] [0,1]
J.
Inserting the definitions we conclude, as in (4.3.23) and (4.3.24),
Similarly, we derive the remainder of the entries so that we obtain we obtain 
satisfy, together with the j given in (4.3.9), the biorthogonality conditions
Refinement Equations
In this section, we derive from the previous sections the refinement relations for the biorthogonal generators j ,˜ j . Since j ,˜ j can be interpreted as finite-dimensional vectors, the representation of such two-scale relations in matrix-vector form suggests itself.
According to Lemma 4.2, the first boundary adapted functions ∨ j defined in (4.1.17) satisfy the refinement equation 
In order to describe the block matrices used in (4.4.2), define according to (4.2.4)
These values are computed in Table 4 .2, the ones for the right-hand side defined as
follow by symmetryβ (4.4.6) Note that only the size of (M j,0 ) I , not its band width nor its entries, depend on j.
Taking the transformation (4.3.2), to recover the interpolation conditions, into account, then yields that the j given by (4.3.9) satisfy a refinement equation with
where
From (4.2.3), we infer that the dual initial functions˜ These values are computed in Table 4 .3, the ones for the right end of the interval
follow again by symmetry β R j,s,r = β 2 j+1 −s,r . The boundary blocks are now given bỹ (4.4.11) 
I is of the form (4.4.13) where only its size depends on j. Considering the transformation which restores biorthogonality (4.3.12), we obtain that the final dual multigenerators˜ j defined in (4.3.32) satisfy the refinement equation with (4.3.25) and (4.3.31) . Note that sinceC L andC R are 4×4 matrices, M L ,M R are now of size 12 × 4.
To simplify notation, we abbreviate
and analogously S(˜ j ).
We can now summarize our findings as follows:
Proposition 4.5. The multiresolution spaces are nested,
i.e., the biorthogonal multigenerators j and˜ j given by (4.3.9) and (4.3.32) satisfy the refinement equations 
Furthermore, they are locally finite, i.e., setting
Proof. This follows as in the proof of Corollary 3.5 in [DKU1].
Biorthogonal Multiwavelets on [0, 1]
Given two collections j ,˜ j of biorthogonal multigenerators, our goal is now to determine the corresponding collections j ,˜ j of biorthogonal multiwavelets. Following [CDP] , this will be accomplished in two steps. First, we identify in Section 5.1 some initial complement of S( j ) in S( j+1 ) similar to the construction of hierarchical bases in a finite element context (see, e.g., [Y] ). Then in Section 5.2 we project this complement into the desired complement while preserving stability and compact support of the basis functions.
An Initial Stable Completion
Denoting by [X, Y ] the space of bounded linear operators from a normed linear space X into the normed linear space Y , we have for M j,0 from (4.4.7)
see [CDP] , where
] is invertible and satisfies
We callM j,1 an initial stable completion of M j,0 since it is usually not yet associated with an appropriate wavelet basis. It is based on the observation that when the generators are interpolatory, a basis for a complement of S( j ) in S( j+1 ) consists of the functions which interpolate at the grid points contained in j+1 but not in j , i.e., it roughly consists of every second function from j+1 .
To constructM j,1 , note that
so that the cardinality of ∇ j equals # j+1 − # j = 2 j . Leť Figure 4 for the indices.
The 
where I, 0 ∈ R 2×2 . In order to confirm thatM j,1 defined in (5.1.6) is indeed an initial stable completion, we need to check (5.1.2), i.e., determine whetheř
have uniformly bounded inverses. Note that the existence ofM
in view of (4.4.16) and (5.1.5), equivalent to the reconstruction formula
We will use the properties of the specific basis (5.1.4) to see thatǦ j indeed exists, consists also of banded matricesǦ j,0 ,Ǧ j,1 , and satisfies
To establish the relation (5.1.8), let us for the moment disregard the boundary blocks of M j,0 since they are of fixed size independent of j. In the interior of the interval, the ϕ j,k satisfy the two-scale relation as on all of R,
), (5.1.9) see (3.2.10). Using the identity for the complement functions (5.1.4) yields
and upon eliminating ϕ j+1,2k (5.1.10) which is as well as (5.1.5) of the form (5.1.8). Recall also from (5.1.4) that ϕ j+1,2k+1 = ψ j,k+2 j . With this, we conclude that at least the interior parts ofǦ j,0 ,Ǧ j,1 must have the form
These matrices clearly have band width independent of j.
In order now to take the boundary effects into account, defineǦ j = Ǧ j,0 G j,1 of size # j+1 as in (5.1.11), (5.1.12) by continuing their block pattern. Theň (5.1.13) and the size of N L , N R , 10 × 10, is independent of j. Now we can calculate 
and similarly N R . We can check that N L and N R are nonsingular. For j = j 0 = 3, we display the nonzero pattern of N 3 and its inverse in Figure 5 . 
Biorthogonal Multiwavelets on [0, 1]
We can now apply Corollary 3.1 from [CDP] to obtain Corollary 5.2. The matrix
is also a stable completion of M j,0 , i.e.,
has a uniformly bounded inverse, and G j := M −1 j has the form
Moreover, the collections of primal and dual multiwavelets
form biorthogonal systems,
Relation (5.2.4) implies that the collections Dahmen, B. Han, R.-Q. Jia, and A. Kunoth are biorthogonal,
where we have set ψ j 0 −1,k := ϕ j 0 ,k andψ j 0 −1,k :=φ j 0 ,k with ∇ j 0 −1 := j 0 .
Defining (5.2.6) it can be seen that the new complement functions ψ j,k are obtained by updating the initial complement functionsψ j,k by a linear combination of the coarse generators ϕ j,k . In fact, by (5.2.1) and (4.4.16),
i.e.,
Thus, by construction, the j naturally have local support in the sense that
since L j is banded. The nonzero pattern of the refinement matrices M 3,0 ,M 3,0 and its completions M 3,1 , G T 3,1 is depicted in Figures 6 and 7 , respectively. The exact data can be found in the Appendix.
Of course, for any other level j > 3, M j and G j can immediately be assembled by simply extending the stationary interior part accordingly while retaining the boundary blocks.
Note that the correctness of the mask coefficients of the biorthogonal wavelets j ,˜ j can be confirmed by checking M j G j = I.
Jackson and Bernstein Estimates, Norm Equivalences
Since j ,˜ j are biorthogonal (4.3.34) and exact of order 4 and 2, respectively, Propositions 4. 5 and 4.6, combined In particular, the primal and dual multiwavelets form Riesz bases for L 2 ([0, 1]).
Visualization of the Functions
Finally, we visualize the functions j ,˜ j , j ,˜ j for j = j 0 = 3. Note that the two functions in ψ 3,8 , or the two components in ψ 3,15 , respectively, look very similar. Therefore, we have added Figure 12 to clarify the distinction of these functions. (The functions have been normalized to satisfy (ψ 1 ) 3,8 (0) = (ψ 2 ) 3,8 (0) and (ψ 1 ) 3, 15 (1) = (ψ 1 ) 3, 15 (1).) Fig. 8 . Primal multigenerators ϕ 3,k before (left column) and after (right column) biorthogonalization (in the order of j ), at the left boundary; we here dispense with the boundary adapted ones at the right boundary since they are symmetric to the ones at the left boundary. Fig. 9 . Dual multigeneratorsφ 3,k and after (right column) biorthogonalization (in the order of˜ j ), at the left boundary; we dispense here with the boundary adapted ones at the right boundary since they are symmetric to the ones at the left boundary. Fig. 10. Primal multiwavelets ψ 3,8 , . . . , ψ 3,10 (left column) and ψ 3,15 , . . . , ψ 3,13 (right column). 
