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Abstract—We propose a novel approach for surface electromyo-
gram (sEMG) signal classification. This approach utilizes higher
order statistics of sEMG signal to classify four primitive motions,
i.e., elbow flexion, elbow extension, forearm supination, and
forearm pronation. In documented research, the sEMG signal
generated during isometric contraction is modeled by a stationary
process whose probability density function (pdf) is assumed to be
either Gaussian or Laplacian. In this paper, using Negentropy,
we demonstrate that the level of non-Gaussianity of sEMG signal
recorded in muscular forces below 25% of maximum voluntary
contraction (MVC) is significant. Therefore, application of higher
order statistics in sEMG signal processing is justified, due to
the fact that more useful information can be extracted from the
corresponding higher order statistics. An accurate classifica-
tion is achieved by using the sequential forward selection (SFS)
method for reducing of the dimensionality of feature space and the
-nearest neighbor (KNN) classifier. The results indicate that the
proposed approach provides higher sEMG correct classification
rates as compared to the existing methods.
Index Terms—Higher order statistics, negentropy, sequential
forward selection, surface electromyogram signal.
I. INTRODUCTION
SURFACE electromyogram signal is the electric manifesta-tion of neuromuscular activities [1] and is recorded nonin-
vasively from the skin by using biopotential electrodes [2]. It is
an intricate signal that depends on the anatomical and physio-
logical properties of the contracting muscles beneath the skin
[1]. The sEMG signal has been widely applied in rehabilitation
and control of prosthetic devices for individuals with amputa-
tions or congenitally deficient limbs [3]. The control mecha-
nism is based on correct classification of sEMG signals recorded
during muscular contraction.
Various techniques have been employed for sEMG signal
processing, such as autoregressive (AR) modeling [3]–[5],
statistical pattern recognition [6], discrete wavelet transform
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(DWT) and wavelet packet transform (WPT) [7], and artificial
neural network architectures together with other feature extrac-
tion schemes [8]–[10]. In many sEMG classification schemes,
the time-domain features such as the mean absolute value, the
Wilson amplitude, the zero crossing, and the autoregressive co-
efficients of the sEMG signal, as well as the frequency-domain
features such as the amplitude of the spectrum of the windowed
sEMG in selected bands are applied to the classifier. In [6],
a considerable set of these features have been evaluated in
different time window sizes and compared for the classifica-
tion rate, robustness to noise, and computational complexity.
Although the existing methods attain high rates of correct
classification, substantial computations are entailed. The sEMG
classification involves several stages, namely sEMG detection,
motion class formation, feature extraction, sEMG classifica-
tion, and error estimation. As correct classification depends on
extracting distinctive features [11], we focus on extracting such
features from higher order statistics of the sEMG recordings
from biceps brachii and triceps brachii muscles to identify four
primitive motions, i.e., elbow flexion, elbow extension, forearm
supination, and forearm pronation. The impetus behind this
study is to establish the applicability of a selective combination
of higher order statistics in the sEMG signal classification.
It has long been held that the sEMG signal recorded during
constant-force, constant-angle, and nonfatiguing contractions
can be modeled as a zero-mean Gaussian stationary process
[12]. In [13], it is affirmed that the Gaussian distribution accu-
rately describes the density for various contraction strengths,
and for the biceps sEMG signal, using Chi-square test, the
probability of deviation from Gaussian distribution was less
than 10 . Although the pdf of the sEMG is presumed to be
Gaussian, in some cases it has been reported that the above
pdf is closer to Laplacian, depending on the level of MVC (or
the number of active motor units). In [14], it is reported that
during isometric contractions, the pdf of the sEMG signal is
more sharply peaked near zero than the Gaussian distribution.
In [15], the pdf of the sEMG signal recorded from biceps in
constant forces (20%, 40%, 60%, and 80%) was reported to be
non-Gaussian, which moves towards Gaussian in higher force
levels. In some recent studies [16]–[21], the non-Gaussian
signal processing schemes for sEMG analysis have been devel-
oped. In [18], a higher order statistics (HOS)-based technique
is utilized to characterize the motor unit action potentials
(MUAPs), where conventional approaches are generally based
on the analysis of the first- and the second-order moments
and cumulants (i.e., mean, correlation, and variance) and their
spectral representations. Such techniques assume that the
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underlying process is Gaussian. For non-Gaussian (possibly
nonlinear) stationary processes like sEMG, more information
can be extracted from higher order cumulants (third order and
above) and their spectral representations. Note that the HOS of
Gaussian processes are theoretically equal to zero.
We provide empirical evidences that the sEMG is signifi-
cantly non-Gaussian in muscular forces below 25% of MVC
and rationalize the exploitation of HOS in sEMG signal pro-
cessing. To do so, we employ negentropy (the information
theory’s classical measure of non-Gaussianity) whose value
is zero for Gaussian distributions and is positive for all other
densities. Since obtaining accurate values of negentropy re-
quires extensive computations, approximations by employing
nonpolynomial functions are utilized. It will be shown that the
pdf of sEMG lies between Laplacian and Gaussian. This fact
is quantified by the value of negentropy which decreases as the
force level increases.
In this paper, a novel sEMG signal classification scheme is
proposed, in which the second-, the third- and fourth-order cu-
mulants of the sEMG signals in different time lags are extracted
to form the feature vectors. We utilize the sequential forward se-
lection (SFS) method to reduce the number of features to a suffi-
cient minimum while retaining the discriminatory information,
and employ the -nearest neighbor (KNN) classifier to classify
the sEMG signals. This approach is applied to the sEMG signal
dataset which was recorded in our laboratory. We validate the
results by applying the proposed scheme to the sEMG signal set
used in [7] in which the application of time–frequency represen-
tation is considered.
This paper is organized as follows. In Section II, our experi-
mental procedure for recording the sEMG signals is described
followed by an overview on the negentropy and its approx-
imation. Subsequently, in Section III, we develop our HOS-
based feature extraction scheme and present a brief description
of the dimensionality reduction technique and the KNN pattern
classifier. The results are presented in Section IV, followed by
the discussion and conclusions in Section V and Section VI,
respectively.
II. SIGNAL ACQUISITION AND PREPROCESSING
The sEMG was recorded from biceps brachii and triceps
brachii muscles of a healthy 24-year-old male by two pairs
of Ag/AgCl electrodes. The electrodes were separated by 20
mm. The best placement for the electrode is between the motor
point and the tendon of insertion of the respective muscle. The
location of tendons and the motor points were identified exper-
imentally where the signal quality appeared to be acceptable.
The sEMG was amplified using a differential amplifier with
an amplitude gain of 1000 and CMRR greater than 90 dB. A
reference electrode with an area of about 4 cm was placed on
the forearm.
To reduce the high-frequency noise and avoid signal aliasing,
a low-pass filter with a cutoff frequency of 400 Hz together with
a 50-Hz notch filter were utilized. The sampling rate was set at
800 samples per second using a 12-bit A/D converter. To pro-
vide uniformity for pdf estimation, we normalize the raw sEMG
signal in the following manner. For available sEMG samples
, we have
(1)
(2)
where is the mean, is the variance, and is the normalized
value of with zero mean and unit variance.
The subject initially underwent a three-day training period
during which he learned to exert different muscular forces via
visual feedback. First, the subject learned to contract his bi-
ceps (triceps) muscle with 100% MVC while his triceps (biceps)
muscle is inactive. The energy of the recorded sEMG signals
shown to him on a screen was used as an indicator of the level
of the MVC. In subsequent recordings, the subject learned how
to keep the energy of his sEMG signal around 10%, 25%, 50%,
and 75% of MVC. As his arm was physically restrained between
the arm of the chair and the front table, no additional movement
has been observed and the contraction was isometric. Moreover,
a high-pass filter with a cutoff frequency of 10 Hz was used to
eliminate the instability of sEMG signal components within this
band due to motion artifacts.
On the recording day, he was asked to perform the four afore-
mentioned isometric motions at the four levels of 10%, 25%,
50%, and 75% of MVC. Since after three days of training, he
learned to produce the proper sEMG signal with specific levels
of MVC, the screen was removed from the subject’s sight to pre-
vent distraction. Continuous recordings were made from biceps
for 5-s periods. Each recording was subdivided into 200-ms seg-
ments, yielding 25 stationary time series per contraction, which
were then used for sEMG signal pattern classification. The sub-
ject repeated the experiment nine times for each level of MVC.
The entire process was repeated four times. No fatigue was re-
ported as he was allowed to rest for at least one minute between
each contraction. As in [3]–[6], the sEMG signal time series for
up to 256 ms are stationary during which the statistics do not
change.
An estimate of the probability density function of the sEMG
segments are built by using Parzen window method [22]. The
pdf of sEMG segments are closer to Laplacian than Gaussian in
light forces (below 25% of MVC) and tends towards Gaussian as
the level of MVC increases. In what follows, we use negentropy
to demonstrate this transition from non-Gaussian to Gaussian
distributions.
A. Negentropy
It is well established that the negentropy is an appropriate
measure of non-Gaussianity [23]. Negentropy is based on the in-
formation-theoretic quantity of (differential) entropy which can
be interpreted as a measure of randomness. The negentropy
of a random variable is approximated by means of nonpoly-
nomial functions [23] as
(3)
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Fig. 1. Normalized negentropy versus force level (% of MVC); for each level
of MVC, the negentropy was estimated and averaged over all segments. The
resulting negentropy values for the four levels of MVC have been normalized
to the value of the averaged estimated negentropy for sEMG signal recorded at
10% of MVC. The averaged values and their respective standard deviations are
illutrated.
reaches its minimum (zero) when the distribution of is
Gaussian. A simple case of (3) is obtained if one uses two func-
tions such that one is odd and the other is even. The odd function
estimates the asymmetry and the even function estimates the di-
mension of bimodality versus the peak value at zero, closely
related to sub- versus super-Gaussianity. If we choose only one
nonquadratic function, (3) simplifies to
(4)
where the nonlinear function is
(5)
where is a Gaussian random variable with zero mean and unit
variance and is typically set equal to 1 [23]. This approxi-
mation is computationally simple and fast and has interesting
statistical properties, such as robustness to outlier samples.
The results of negentropy estimation to ascertain the tran-
sition of the sEMG signal’s pdf from a non-Gaussian to a
Gaussian distribution with respect to force level (% of MVC)
are shown in Fig. 1. For each segment of sEMG, we have es-
timated the negentropy. Statistics of the estimated negentropy
values, i.e., mean and standard deviation, for each MVC level,
are shown in Fig. 1, where the sEMG is highly non-Gaussian
and tends towards Gaussian as the force level increases. This
transition from near Laplacian towards the Gaussian pdf
validates the application of non-Gaussian signal processing
methods for sEMG analysis. In [21], we have shown the ex-
istence of this transition from a non-Gaussian to a Gaussian
distribution for another sEMG dataset.
Fig. 2. Block diagram of the HOS-based sEMG signal classification system.
III. FEATURE EXTRACTION
sEMG classification has been performed either by using sta-
tistical pattern recognition methods or by employing neural net-
works that utilize various features. Wavelet transform, wavelet
packet transform, hidden Markov and Gaussian mixture model-
based approaches have also been introduced in [7], [24], and
[25], respectively. However, the outcome is not satisfactory, as
many of the above approaches require extensive computations
and yield rather low correct classification rates. To overcome the
above shortcomings, we develop a higher order statistics-based
feature extraction scheme where the second-, the third-, and
the fourth-order cumulants have been obtained for all stationary
segments of the sEMG. Fig. 2 shows the block diagram of our
proposed system. Assuming zero-mean time-series segments,
these cumulants [26] are
(6)
(7)
(8)
where is the recorded sEMG, denotes the cumulant, and
, , and are time lags. For sEMG pattern classification,
we extracted 38 features (19 auto-cumulant per sEMG channel),
namely, , , ; and
where applicable. As the cumulants are symmetric in their
arguments [26], we only consider the 19 unrepeated cumulants
which are
(9)
A. Sequential Forward Selection
Raw features might be numerous and expensive to obtain.
Also, in some cases it may be important to use simple classi-
fiers. In such cases, a method should be devised for searching
and selecting suitable feature subsets using an objective
function . Scatter matrices are used to form the objective
function as , where denotes
the trace operator and the mixture scatter matrix defined
in [11] as , where denotes
feature vector, and is the global mean vector defined by
, and is the mean vector of for the
class . The within-class scatter matrix is computed as
, where is the a priori-known probability
of the class , which in our case is 0.25 for all four motion
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TABLE I
RATES OF CORRECT CLASSIFICATION OF SEMG IN % (AND THEIR RESPECTIVE
STANDARD DEVIATIONS) USING SECOND-, THIRD-, AND FOURTH-ORDER
STATISTICS FOR 100 INDEPENDENT TRIALS
classes, and . The objective
function has large values when samples in the -dimensional
space are well clustered around their mean within each class,
and clusters of different classes are well separated.
There are a large number of search strategies, among which,
we used the classic sequential forward selection (SFS) [11],
which is a simple greedy approach. We used the SFS in our
final two (the sixth and the seventh) approaches (described in
Section III-B) with our own data set, which obtained some dis-
criminatory information from the higher order statistics of the
sEMG signal. The SFS selected the kurtosis of the sEMG signal
as a complementary feature to the second-order statistics of the
sEMG signal. The interested reader is referred to [11] in which
the SFS and other feature selection techniques are introduced
and reviewed. The results of using the SFS for classification of
the sEMG signals are summarized in Table I.
B. KNN Classification
Although the emphasis here is not on the classifier, the perfor-
mance of the feature extraction scheme and the dimensionality
reduction is evaluated by the suboptimal, yet popular in practice,
nonlinear KNN classifier. In the KNN classifier, the nearest
samples in the training data set are found, for which the majority
class is determined. This algorithm can be summarized as fol-
lows [11]. Given an unknown feature vector and a distance
measure, then:
1) out of training vectors, identify the nearest neighbors,
irrespective of the class label, where is chosen to be odd;
2) out of these samples, identify the number of vectors
that belong to the class , (obviously,
);
3) now, belongs to the class with the maximum number
of samples.
Squared Euclidian distance, the most widely used distance
measure within KNN scheme, is defined as
, where and
are two points in the -dimensional space.
IV. RESULTS
A. Results Using the First Dataset
We compared seven approaches as described below for iden-
tifying an effective combination of higher order statistics for
sEMG classification. Fig. 3 illustrates different stages in our ex-
periments. A total of 3600 feature vectors (900 for each class)
were introduced to the KNN classifier for each of the seven ap-
Fig. 3. Average rates of correct sEMG classification for 16 individuals using
the selected one-, two- and three- member feature subsets in Table III.
TABLE II
AVERAGE CORRECT CLASSIFICATION RATES IN % (AND THEIR RESPECTIVE
STANDARD DEVIATIONS) FOR SEMG WHEN THE FEATURE VECTOR IS A
COMBINATION OF HIGHER ORDER STATISTICS FOR 100 INDEPENDENT TRIALS
proaches, and the classification routine was repeated 100 times.
Each time, we randomly selected 3200 vectors for training and
the remaining 400 feature vectors (100 for each class) for testing
the classifier. By using this modified Leave One Out method
[11], classification would not be biased. The value of was
set to 5 in all trials, and the Euclidian distance was used. The
percentage of the correct classified feature vectors over all test
segments was considered to be the ratio of correct decisions over
the total number of decisions.The average rates of correct classi-
fication followed by their standard deviations (SD) are reported
in Tables I and II.
In the first approach, we applied the second-order cumulant
vector to the KNN classifier. As in (9), this vector contains six
values for a two-channel sEMG recorded from the biceps and
the triceps. It is well established that the second-order statistics
represents the energy of the signal. Thus, for low levels of MVC,
the energy features are almost the same for different classes,
meaning that an overlap in the feature space is unavoidable. In
spite of this, we achieved the average correct classification rate
of 89.37%.
In what follows, we will show that this rate can be improved
further if the non-Gaussianity of the sEMG signal is also con-
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sidered. To do so, the feature vectors that incorporate the third-
and the fourth-order cumulants of the sEMG signal were exam-
ined. Due to the fact that the probability density function of the
sEMG signal for either a Gaussian or a Laplacian pdf is sym-
metric, the values of the third-order cumulants are very small
[26]. Thus, the third-order cumulant could not effectively dis-
tinguish between the four movement classes. The third column
of Table I shows that the average rate of correct classification is
a mere 68.89% which is not acceptable.
In the third approach, we relied only on the fourth-order sta-
tistics, where 20 features (ten features for each channel) have
been extracted using (9). The average rate of correct classifica-
tion as stated in the fourth column of Table I is acceptable. Nev-
ertheless, from the above three approaches, it is concluded that
although application of the third- and the fourth-order cumu-
lants is justified, their small values render undesirable results.
Using a selective combination of the second-, the third- and
fourth-order cumulants can improve the performance without
requiring significant additional computations. Table II shows
the results of our remaining approaches, where four different
feature vectors (two HOS-based and two reduced-HOS-based)
have been used. The second column of Table II shows the clas-
sification results of the sEMG signal, where the feature vector is
a mix of the second-, the third-, and the fourth-order cumulants
of the sEMG stationary segments obtained from two recording
channels. The result, 91.50% correct classification rate, ascer-
tains the applicability of the HOS-based features and is com-
parable with the results of other methods. The drawback is the
large number of features, i.e., 38 (19 features for each channel).
To develop a feature vector with adequate discriminatory in-
formation both for low and high levels of MVC, we applied
the second- and the fourth-order cumulants to the KNN clas-
sifier. This approach increased the average classification rate to
90.58% as compared to the cases that either only the second- or
the fourth-order cumulant was used, as seen in Table II. It is also
very interesting to note that in this approach, the correct rate of
classification is only 0.9% below the rate for the full HOS fea-
ture vector.
To reduce the number of features to a sufficient minimum,
while retaining their discriminatory information, we employ the
SFS method to choose two and three features from the 19 ex-
tracted for each sEMG channel. In the sixth approach, the SFS
selects the single delayed variance and the kurtosis of the sEMG
signal. In mathematical terms
(10)
where denotes the single delayed variance and
(11)
where is the kurtosis of the sEMG signal. So, the feature
vector consists of four values for the two sEMG channels. The
fourth column in Table II illustrates that although we encounter
a small decrease in the correct classification rate, 90.07%, this
new approach can substantially reduce the size and complexity
of the classifier.
In our final (the seventh) approach, we limited the number of
features to three for each channel, resulting in six values for the
two sEMG channels. The SFS selected , , and
. The rate of correct classification for this feature
vector was 91.2%, which is very close to what we obtained in
our fourth approach. To validate the results, we applied our ap-
proach to the sEMG data set used in [7] and compared the results
with those obtained therein.
B. Results Using the Second Dataset
We now apply our proposed final schemes (the sixth and the
seventh approaches) to the sEMG data set that Englehart et al.
have used in [7]. Sixteen healthy subjects participated to make
up this data set. The sEMG signals corresponding to four mo-
tions, i.e., elbow flexion, elbow extension, forearm supination
and forearm pronation were collected from two recording chan-
nels during isometric contractions. The signals were sampled at
1000 Hz and segmented in 256-ms time windows, resulting in
6400 sEMG segments, 400 for each subject and 100 segments
for each motion. The interested reader is referred to [7] for de-
tails on the experimental protocol. The fundamental difference
between Englehart’s data set and our data set is that the former
were recorded during arbitrary muscular forces, meaning that in
contrast to our data set, the muscular force level (MVC) is not
kept constant. The features in (9) have been extracted to con-
struct the 6400 feature vectors and then the SFS was applied.
The results are presented in Table III. For all 16 subjects, the
variance was selected as the best distinguishing feature.
Table III shows that the fourth-order cumulant is selected for all
three-member subsets. Note that the third-order cumulant was
not selected for any subject. As stated earlier, since the pdf of the
sEMG is symmetric, the values of the third-order cumulants are
small, and as such, they do not hold much classification infor-
mation. For each subject, the selected features in Table III are
classified using a simple KNN classifier with and the
Euclidean distance. The average rates of correct classification
are shown in Fig. 3. Note that our method yields better results
as compared to the conventional use of the variance.
Finally, we apply the SFS to the extracted features of (9) for
all 6400 sEMG segments, and the results are shown in Table IV.
In the last three experiments, the complete HOS feature set in
(9), the two, and the three member subsets are used to classify
the sEMG signal 100 times using a KNN classifier with .
Although as stated earlier, the Euclidian distance is widely used,
we tested other distance measures and found that the city-block
distance between two points defined as
where and are
vectors in the -dimensional space, respectively, yields better
results for this dataset.
The results in Table IV are significant for three main reasons.
First, the proposed approach yields better correct classification
rates as compared with the results in [7] for the same data set.
Second, the selection of higher order cumulants by the SFS in-
dicates that higher order cumulants of the sEMG contain useful
discriminatory information. Third, many of the higher order cu-
mulants—i.e., 16 out of 19—are redundant, and an intelligent
selection can substantially reduce the required computations to
achieve similar results as compared to the utilization of all fea-
tures. Fig. 4 summarizes the final results in comparison with
results reported in [7] and [27].
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TABLE III
SELECTED FEATURE SUBSETS FOR EACH SEMG CHANNEL USING SFS FOR 16 INDIVIDUALS.
TABLE IV
AVERAGE CORRECT CLASSIFICATION RATES IN (AND THEIR RESPECTIVE
STANDARD DEVIATIONS) USING THE SELECTED FEATURE SUBSET
V. DISCUSSION
The results show that higher order statistics of sEMG signals
can be utilized to solve the classic elbow and forearm move-
ments’ pattern classification problem. Moreover, a selective
combination of the cumulants of the sEMG obtained by using
the SFS method can significantly reduce the required com-
putations. In particular, the proposed paradigm exhibits high
classification accuracy for the sEMG segments recorded in low
levels of the exerted muscular force. The performance of our
approach has been studied on a database of normal-limbed
individuals. Although, there are indisputable differences in
the aetiology and activation patterns of the sEMG between
normal-limbed individuals and amputees, it is well established
that these differences may not significantly alter the general
structure of sEMG classifiers [25]. The important fact used
in this technique is that the sEMG signal is stationary over
the segments that we studied. Considering the physiology of
the system that produces the sEMG signal, even when there
is no voluntary change in the muscle state, it is unlikely that
the sEMG signal of long duration will be stationary. However,
the concept of piecewise or local stationarity is not a severe
Fig. 4. Results reported in [7] and [27] (a) versus our final results (b), detailed
in Table IV. In (a), TD, STFT, WT, and WPT denote the extracted time delay,
short time Fourier transform, wavelet, and wavelet packet transforms features,
respectively. “ALL” stands for the case that all the features are introduced to
the classifier and “PCA” means that the initial feature vector is reduced using
the principal component analysis method. “LDA” and “MLP” denote linear dis-
criminant analysis and multilayer perceptron classifiers, respectively.
limitation where sEMG signal can only be considered over a
short period, say less than 400 ms. This fact has been relied
upon to develop many autoregressive modeling approaches for
sEMG signal classification [3], [5]–[10], [28].
The HOS approach offers a classification performance that
either matches or exceeds the other feature extraction methods,
and does so in a computationally efficient manner whereby
adding one or two energy-based time domain features con-
siderably improves the correct classification rate as shown in
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Figs. 3 and 4. The simplicity of the proposed classification
scheme is essential for its real-time implementation. Besides,
real-time calculation of the second- and higher order cumulants
is already available [29] and can be adopted for sEMG feature
extraction and continuous classification.
The choice of the number of features to be selected in the SFS
is important. In this paper, an experimental tradeoff was made
between the correct classification rate and the required compu-
tation cost, resulting in a three-member feature subset. Although
the SFS algorithm may not be the optimal search method as
compared to, e.g., the genetic algorithm, it has been shown that
the SFS method is capable of solving many practical feature ex-
traction problems [11].
VI. CONCLUSION
We showed that deviation of the sEMG signal from Gaussian
distribution depends on the corresponding MVC level, and that
the application of higher order statistics in sEMG signal pro-
cessing is justified. Based on this, we introduced a novel higher
order statistics-based approach for sEMG signal classification.
The efficacy of the proposed method is due to the ability of
higher order statistics-based schemes to extract significant in-
formation, together with the use of SFS to select the best fea-
ture subsets in a high-dimensional feature space. We showed
that the proposed method, in which a selected combination of
HOS features for sEMG pattern classification is used, provides
better classification rates in real time.
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