Abstract. In this short note, we present a geometric proof for the duality theorem of linear programming. Besides being self-contained and simple, the present approach also provides a transparent way for understanding this fundamental result.
Motivation
Since its discovery in the late 1930's, linear programming has been arguably the most widely used method of applied mathematics. In 1947, von Neumann set one of its fundamental theoretical cornerstones by proving the Duality Theorem, which provides a duality relation between linear programs (the first published version is due to Gale, Kuhn and Tucker [2] ). Several proofs have been found to this important result, most notably, either using Dantzig's Simplex Algorithm [1] , or applying a relative of the Farkas lemma [4, 6] . Our goal in this short note is to provide an alternative, geometric proof, which also provides a transparent interpretation.
Geometric framework
The following concepts are standard notions and results in convex geometry, and being such, they are well covered in the existing literature. A systematic treatment of them may be found, for example, in [3] or [5] .
The main object of study will be a convex body living in R n : a closed set K ⊂ R n which is convex, that is, along with any two points a, b ∈ K, it also contains the segment connecting a and b. For the present note, we allow K to be unbounded. The most crucial property of convex sets is the separation theorem (or, the Hahn-Banach theorem), which asserts that given two disjoint convex sets, there exists a hyperplane that separates them: the two sets lie in the opposite (closed) half-spaces. In particular, it implies that each convex body may be written as an intersection of closed half-spaces.
Given a set S ∈ R n , its convex hull, denoted by conv S, is the smallest convex set that contains S. It is a standard exercise that the convex hull of S equals to the set of all convex combinations of points of S, that is,
How can we describe a convex body K ⊂ R n ? Let us assume that K contains the origin 0. There are two extremely natural ways to specify K. First, we may stand at the origin and look around, measuring in each direction the distance to the boundary of K (which may well be infinite) -note that convexity guarantees that this quantity is well defined! This method leads to the notion of the radial function of K, denoted by ρ K , which is defined on R n \ {0} by (2) ρ K (u) = sup{λ 0 : λu ∈ K}.
The other, equivalently natural way uses the fact that K may be written as the intersection of half-spaces. Thus, this time, for each direction u, we take a hyperplane perpendicular to u and we measure how far it has to be shifted from 0 so that it becomes tangent to (supports) K. We arrive at the support function of K: it is the function R n \ {0} → R ∪ {∞} given by
Duality may naturally be introduced into convex geometry as follows. Let K be a convex body in R n . Its polar body (or dual set), denoted by K * , is given by
that is, K * consists of those vectors which have a small inner product with all the vectors of K. This definition is familiar from functional analysis, since by the Riesz representation theorem, linear functionals on R n can be represented as the inner product taken with a fixed vector. One readily sees that K * is not empty, since it contains the origin. Moreover, a little thinking reveals that K * is closed; it is also not hard to check that K * is convex. Thus, polarity is indeed a relation between convex bodies. What about reflexivity? Since
the most that we can hope for is reflexivity in the case when 0 is contained in K. This indeed turns out to be the case: the separation theorem easily implies that if K is closed, convex, and 0 ∈ K, then
Furthermore, it also interacts nicely with intersections: for
. So, apart from the formal definition, what links together dual pairs of convex bodies? Since we presented two natural ways for the description of convex bodies, the ambitious may prospect a natural relationship between the support function of K and the radial function of K * . Voilà! Lemma 1. Let K ⊂ R n be a closed, convex set containing the origin. For every non-zero vector u ∈ R n ,
, using the convention 1/∞ = 0 and 1/0 = ∞.
Proof. Because of the reflexivity property (5), it suffices to prove only the first identity; but that is just the direct consequence of definitions (2), (3) and (4) .
In a geometric language, linear programming asks for finding the support function of specific convex bodies in a given direction. These specific sets are the convex polyhedrons: they can be defined by finitely many linear inequalities, that is, they may be expressed as the intersection of finitely many closed half-spaces. Formally, a convex polytope R n is the set of points x ∈ R n satisfying the system of linear inequalities
for i = 1, . . . , m, where a i ∈ R n and b i ∈ R. For short-hand, this is written as Ax b, where the inequality is understood coordinate-wise, A is the m × n matrix with row vectors a i , x ∈ R n a column vector, and b is the mdimensional column vector with coordinates b i . A convex polyhedron need not be bounded, and we also allow the possibility for it to be empty.
Keeping our goal in mind, it is little wonder that we need to calculate the polar set of a convex polyhedron containing the origin.
Lemma 2. Let K be a convex polyhedron in R n containing 0 (not necessarily in the interior). Assume that K is defined by the set of inequalities
. . , n, where 0 = a i ∈ R n ; the condition 0 ∈ K implies that b i 0 for all i. Then K * is the convex set given by
µ i a i : µ i 0 for all i = 1, . . . , n, and
Proof. The polar set of a half-space of the form {x : a, x b} with b > 0 is the segment [0, a/b], whereas the polar set of the half-space {x : a, x 0} is the half-line {λa : λ 0}. Thus, (6) implies that
where [0, a/0] denotes the half-line emanating from the origin in direction a. Switching to convex combinations, in view of (1), this translates exactly to the above form.
Linear programs and duality
We have already seen the geometric interpretation of a linear program. For the precise definition, we follow the standard nomenclature [4, 6] . Let A be a real m × n matrix, and c ∈ R n , b ∈ R m be real vectors. The linear program associated to A, b and c is the following problem (P):
(P) Maximise c, x over x ∈ R n , subject to Ax b (coordinate-wise).
The vectors satisfying the linear constraints a i , x b i , i = 1, . . . , m, are called feasible solutions; the set of them is a convex polyhedron F , which may be empty or unbounded. The linear quantity to be maximised, c, x , is called the objective function. Comparing to (3), the maximum sought after is h K (c), the value of the support function of K at c. The solution of the program, that is, the maximum of the objective function will be denoted by ν max .
A linear program may not have a solution due to two possible reasons. Either F is empty, in which case the program is said to be infeasible. The other possibility is that c, x attains arbitrarily large values over the feasible solutions, implying that F is infinite; we then call the program unbounded. For the sake of convenience, in these cases we define the solution of the program to be ν max = −∞ and ν max = ∞, respectively.
To every linear program in the form (P), we are going to assign a corresponding linear program, called the (asymmetric) dual program, defined as follows:
Minimise b, y over y ∈ R n , subject to A ⊤ y = c and y 0.
Note that the condition A ⊤ y = c may also be written as m i=1 y i a i = c. If the solution to the dual program exists, we denote it by ν min . Again, (D) may be infeasible or unbounded; accordingly, we set ν min = ∞ and ν min = −∞.
Our goal is to link ν min and ν max together. Here comes the first result. Proof. If (P) or (D) are infeasible, then the inequality automatically holds. Otherwise, assume that y is a feasible solution of (D), and x is a feasible solution of (P). Since A ⊤ y = c, Ax b, and y is non-negative,
In particular, the weak duality theorem implies that if (P) or (D) is unbounded, then the other program must be infeasible. Proof. We start by noticing that by virtue of Lemma 3, (D) must be bounded. If c = 0, then ν max = 0. Since y = 0 is a feasible solution of (D), ν min 0; on the other hand, Lemma 3 guarantees that ν min 0. Hence, ν min = 0 = ν max . Thus, from now on, we suppose that c = 0.
Let us first handle the case when 0 ∈ F , that is, the origin is a feasible solution of (P). It follows that b 0. Lemma 1 states that
By Lemma 2, the polar set of F is 
Now, let us turn to the general case. By the assumption, there exists a feasible solution of (P), say x 0 ∈ F . We translate F to F − x 0 . Formally,
Clearly, (P') is feasible and bounded (geometrically, we search for the support function of the translated body). Since 0 is a feasible solution of (P'), the previous argument applies with (D') Minimise b ′ , y over y ∈ R n , subject to A ⊤ y = c and y 0. show that since the solutions of (P') and (D') are equal, the solutions of (P) and (D) must agree as well.
We note that since there is no requirement posed for b, it may well happen that (D) is feasible and bounded while (P) is infeasible, and thus, this form of LP duality is not an involution. However, one can easily fix this shortfall by adding the extra constraints x 0 to the primal program (resulting in the canonical form) and relaxing the constraints of the dual program to A ⊤ y c, y 0 (the symmetric dual form). It follows from the duality theorem that a linear program in canonical form is feasible and bounded if and only if its symmetric dual is so.
