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1. INTRODUCTION 
Consider the singularly perturbed problem 
Ly = Ey” + a(s)y’ + b(z)y = f(s), 
Y(O) = go, Y(l) = al> QIO,QI E R, 
(1.1) 
where a(z), b(z), and f(z) are sufficiently smooth with a(z) > c > 0, b(s) > 0, c is some constant 
and E is a small positive parameter. 
This class of problems arises in various fields of science and engineering, for instance, fluid me- 
chanics, quantum mechanics, optimal control, chemical-reactor theory, aerodynamics, reaction- 
diffusion process, geophysics, etc. 
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There is a wide variety of asymptotic expansion methods available for solving the problems of 
the above type. But there can be difficulties in applying these asymptotic expansion methods, 
such as finding the appropriate asymptotic expansions in the inner and outer regions, which are 
not routine exercises but require skill, insight, and experimentations. In view of the wealth of 
the literature available on singular perturbation problems and in view of the specialised skills 
and experience that experts in the field deem necessary, one can raise the question whether 
there may be other ways to attack these problems, ways that are easy to use and ready for 
computer implementation, ways that are more accessible to the practicing engineers or applied 
mathematicians. The spline technique is one such tool to reach these goals in an optimum way. 
It is well known that the classical cubic spline collocation method, when applied to (1.1) (with 
b(z) G 0), has an inherent formal cell Reynolds number limitation; i.e., ha(zj)/2~ must be less 
than or equal to 1. For small E this leads to spurious oscillations or gross inaccuracies in the 
approximate solution. In order to avoid these difficulties, one introduces exponential functions 
into the spline basis; e.g., Flaherty and Mathon [l] used polynomial and tension splines, Chin 
and Krasny [2] used y-elliptic splines, and Jain and Azis [3] used adaptive splines. Stynes and 
O’Riordan [4] used finite element techniques to tackle such problems. 
There are two possibilities to obtain small truncation error inside the boundary layer(s). The 
first is to choose a fine mesh there, whereas the second one is to choose a difference formula 
reflecting the behaviour of the solution(s) inside the boundary layer(s). Present work deals with 
the second approach, whereas the work based on the first approach has appeared in [5]. 
In this paper, we have presented a new approach based on spline in compression. We replace 
the perturbation parameter E affecting the highest derivative by a fitting factor ~(z,E). This 
factor is determined in such a way that the truncation error of the corresponding scheme for the 
boundary layer function(s), in the case of constant coefficients, should be equal to zero. This 
procedure is known as the exponential fitting or the introducing of artificial viscosity [6,7]. By 
making use of the continuity of the first-order derivative of the spline function, the resulting 
spline difference scheme gives a tridiagonal system which can be solved efficiently by the well- 
known algorithms. We consider two types of problems. First, we analyse the problems in which 
the second derivative term and the function term are present while the term containing the first 
derivative is absent. The problems having the second and first derivative terms but lacking the 
function term are considered in the second case. 
In Section 2, we give a brief description of the method. The derivation of the difference schemes 
for both of the cases has been given in Section 3. In Section 4, we have determined the fitting 
factor, whereas in Section 5, the second-order accuracy of the method is shown. In Section 6, 
we have solved six numerical examples to demonstrate the applicability of the proposed method. 
The discussion on our results along with some comparisons with the results obtained earlier by 
others are given in Section 7. The difficulties associated with the most general case are also 
described in the discussion part. 
2. DESCRIPTION OF THE METHOD 
For z E [zj-1, zi], we define ii(z) = (a+1 + aj)/2 and analogously i(z) and f(z) too. 
Consider first the equation (l.l), with a(z) 3 0. Therefore, we need to solve 
Ly 3 EY” + b(z)y = f(x), 
Y(O) = ao, Y(l) = al, ctO,(Yl ER. 
(2.1) 
We define the fitting comparison problem associated with (2.1) by 
Ly z &,E)Y” + b(z)y = f(s), 
Y(O) = ao, Y(l) = w, QO,W E R, 
P-2) 
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where u(x, e) is an exponential fitting factor which is to be determined subsequently. 
The approximate solution of this problem is sought in the form of the function S(x), which on 
each interval [x+1, xj] (denoted by S,(x)) satisfies the following relations: 
(i) the differential equation 
UjSl,l(X) + h(X)Sj(X) = j(X), 
(ii) the interpolating conditions 
Sj(Xj-1) = Uj-1, Sj(Xj) = Uj, 
(iii) the continuity condition 
s; (xj’) = s; (XT), 
(iv) the consistency condition 
pi =tan EL 
2 2’ 
pj = h 
where 
X E [Xj-l,Xj], xj = jh, j = O(l)n, h=: n’ 
Solving equation (2.3) with the help of (2.4), we obtain 
Sj(X) = -siigjh [Ajsingj(xj-l -x) +Bjsingj(x-xj)] + F, 
3 
where 
(2.3) 
(24 
(2.5). 
(2.6) 
Aj = uj _ rj 
Pj ’ 
Bj = uj-1 - F, ~,=~j-l+~j, 7j=fj-1+fj. 
3 2 2 
Equation (2.7) together with (2.6) is known as spline in compression [8]. Using this spline 
function we will derive the difference scheme in Section 3. 
For the second case, we need to solve (1.1) (when b(z) = 0); i.e., 
Ly - EY” + a(x)y’ = f(x), 
Y(O) = QIO, Y(l) = Qlr ao,cxl E R. 
(2.8) 
We seek (as in the first case) the approximate solution of problem (2.8) as a solution of the 
differential equation 
UjSy(X) + 8(X)Si(X) = f(X), (2.9) 
whereas in this case the parameter pj used in (2.6) will be given by: pj = h(aj-1 + aj)/2aj. 
Solving (2.9) with the help of (2.4), we obtain 
where 
Fj= [exp(-y) -exp(-y)], 
Dj=uj--++, Ejzujel “fjxj-l I ‘Yj:, “j= aj-l+aj. 
% 3 (3 % 2 
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3. DERIVATION OF THE SCHEME 
Since S(z) E C2[0, l], therefore, we have 
L!$((“j) = s;+l(“j). 
CASE I. Using (2.7) and (3.1), we obtain the difference scheme 
Ruj = Qfjl j = l(l)n - 1, 
where 
Ruj = TjyUj-l + TTUj + TTUj+l, 
Qfj = qjfj-1 + $fj + qj+fj+l, 
2 
T; =I+‘?, 
h2 - 
qj =4aj’ 
Tjc = -4$rJ +Tj+, 
q; = q; +q;, 
Pj= 
bj-1 + bj 
2 9 
where gj is to be determined. 
CASE II. Using (2.10) and (3.1), we obtain the difference scheme given by (3.2), where 
,f=l-ii? 3 &1+Pj+l, 2’ 3 2 
?-; = - (Tj + Tj+) , 
- h2 h2 
qj =G7 %+=qy’ q; = 9; +q;, 
pj=h’l Cyj = 
Uj-1 + Uj 
Uj ’ 2 ’ 
where aj is to be determined. 
REMARK. If we do not use fitting factor, then instead of (3.3), we obtain 
2 
T/_=l+‘f, 
2 
Pj+l +=1+-, 
4 
T;= -4+?7 +Tj+, 
h2 
q;=z, 
Pj= 
bj-1 + bj 
2 7 
and similarly instead of (3.4), we obtain 
r:=l-Pj 3 rt=l+p*, 2’ J 2 T; = - (Tj- + T;) , 
h2 
q;=g 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
Oj = 
Uj-1 + Uj 
2 . 
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4. DETERMINATION OF THE FITTING FACTOR 
CASE I. To obtain a suitable fitting factor (T(z, E) for this case, we shall use the following lemma. 
LEMMA 4.1. (See [7J) Let y(z) E C4[0, 11. Let b’(0) = b’(1) = 0. Then the solution of 
problem (1.1) (with U(Z) z 0) has the form 
Y(X) = V(X) + W(X) +9(x), 
where 
v(x) =qoexp [-x{$$}1’2], w(x)=q~exp[-(l-x){~}1’2], 
qo and q1 &e bounded functions of E independent of x, and 
(gck)(x)i 5 N (1+ (-E)~-~/~), k = 0(1)4. 
N is a constant independent of E. 
We require that the truncation error for the boundary layer functions should be equal to zero 
when b(z) = b = constant. 
We take a fitting factor in the following way: 
h2Pj ffj = 4 P(P)3 
where p(p) (p = fl) is to be determined. 
From the condition Rvj = 0 for b(x) = b = constant, we have 
The condition Rwj = 0, for b(x) = b = constant, will give the same p(p). Therefore, we define 
when b(x) = b = constant, 
and 
when b(x) # constant. 
Hence, the variable fitting factor gj is defined as 
h2Pj 
uj = 4 l&j>. (4.1) 
CASE II. In this case, instead of Lemma 4.1, we use the following lemma to obtain a suitable 
fitting factor. 
LEMMA 4.2. (See 191.) Let a(z), f(z) E C3(0, 1). Then 
Y/(x:) = v(x) + w(x) 
where 
V(X) = (-E$$) exp (-F) and Iw(k)(x)l 5 A4 [1 +Eek+‘exp (-$)I, 
k = 0(1)4, fJ= ;, 
where 0 < a < a(x) for all x and M is a positive constant independent of h and E. 
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We require that the truncation error for the boundary layer function should be equal to zero 
when CL(X) = a = constant. 
We take a fitting factor in the following way: 
uj = +jp(/?), 
where p(p) (p = a/~) is to be determined. 
From the condition Rvj = 0 for u(x) = a = constant, we have 
Therefore, we define 
when a(z) = a = constant, 
and 
when U(Z) # constant. 
Hence, the variable fitting factor aj is defined as 
uj = 2 J&j). (4.2) 
5. PROOF OF THE UNIFORM CONVERGENCE 
Throughout the paper, M will denote a positive constant which may take different values in 
different equations (inequalities) but that are always independent of h and E. 
CASE I. The scheme (3.2),(3.3) can be written in the matrix form 
Au=F, 
where A is a matrix of system (3.2), u and F are corresponding vectors. 
Now, the local truncation ~j(4) of scheme (3.2) is defined by 
~j (4) = Rh - QW)j 7 
where 4(x) is an arbitrary sufficiently smooth function. Therefore, 
TV = Ryj - QWy)j 
= R(yj - q) 
* NYj - uj) = Tj(Y) 
* mjv h - ujl 5 IIA-lll n-y h(y)I. 
(5.1) 
In order to estimate the values lyj - uj 1, we will estimate the truncation error Tj (y) and the norm 
of the matrix A-‘. 
From (4.1), we see that 
(5.2) 
i.e., oj approximates E with the error O(h2). 
Exponentially Fitted Spline 757 
ESTIMATION OF TRUNCATION ERROR AND THE NORM OF A-l, From Lemma 4.1, we have 
Tj(Y) = Tj(4 + TjbJ> + Tj(9). 
We will estimate separately the parts of ~j(y). 
We will start with w(z), 
Rvj = rjvj-1 + rjvj + rTVj+l. 
Expanding wj-r and vj+r in terms of Vj, we obtain 
RVj.=.Vj [TieXp (ihE) +T;+Tj+eXp (-ih@] 
=Vj [-2+2eosh (h/$) +{z}exp(ih$$ 
Expanding exponentials and using aj = e + 0( h2) (from (5.2)), we have 
h2 Rvj = F (bj - bo)vj + O (5.3) 
and 
QCLv)j = 4jfj-I+ $fj + Qj+fj+l 
= 4; (EVy-1 + bj-IVj-1) + q; (EWE + bjvj) 
+ qjf (&$+I + bj+lvj+l) . 
Expanding Vj-1 and vj+r and their derivatives in terms uj and its derivatives and using Lem- 
ma 4.1, we have 
qy(bj-r-be)exp +qjc(bj-bo)+Qj+(bj+l-bo)exp -ih $ . ( 01 
Expanding exponentials and using (3.3) and (5.2), we have 
h2 
Q(Lv)j = y (bj - bo)uj + 0 
From equations (5.3) and (5.4), we have 
‘)Tj(u)I = 1Rt1.j - Q(LV)jl I M $1 
Similarly, 
Rwj = 4 (bj - bl)wj + 0 (z) 7 
h2 
Q(Lw)j = F (bj - bl)wj + 0 
(5.5) 
(5.6) 
(5.7) 
(5.3) 
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q(g) = Rgi - Q(h),> 
Therefore, from (5.9), we have 
T?(g) = Togj + Tlgi + remainder terms, 
where 
To = (rj +r; +rj+) - (qjbj-1 + $bj +qibj+~) , 
Tl = (r; - rj) h - (Qj+bi+l - Qjbj-1) h. 
Using (3.3) we see that TO = 0 and 
Tl = c &+I - bj+l 6 - bj 
4 uj+l ui 1 
Therefore, using (5.2), we get IT11 <_ M h4/&. Hence, 
h4 
IM-7 using Lemma 4.1, E 
From (5.5), (5.8), and (5.10), we have 
lTj(Y)I I M F 
ESTIMATE OF I/A-l 11. Since r; < 0 and rj’ > 0, therefore, 
Now, 
))A-‘)) 5 mjax jr; + rjc + r;I-‘ . 
(7-j +rF+rfj = /rj + (-4+rj +rj+) +rj+I 
=I; ($+$)I 
1 Ml? 
E’ 
using (4.1), 
=+lrj +r,"+rj+/-'5 MS, 
1 
where M = -, 
MI 
=k-rnjvjr; +rjc+rj+I- _ h2 '<ML 
(5.10) 
(5.11) 
(5.12) 
Hence, from (5.1), (5.11), and (5.12), we have the following theorem. 
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THEOREM 5.1. Let b(z), f(z) E C2[0, 11, and b(z) 2 b > 0, b’(0) = b’(1) = 0. Let uj, j = O(l)n, 
be the approximate solution of (1.11, when u(x) s 0, obtained using (3.2),(3.3). Then, there is a 
constant M independent of E and h such that 
mmlyj - Ujl 5 Mh2. 
j 
CASE II. For the error analysis in this cases we have used the comparison functions method 
developed by Kellogg and Tsan [lo] and Berger et al. [9]. By a comparison function we mean 
a function 4 such that L& > 0, -N < i < iv, and 4 *N > 0, where L is a differential operator 
and N is a positive integer. These functions are used together with the maximum principle to 
convert the bounds on truncation error to bounds on discretization error. 
This method uses the following two lemmas [9]. 
LEMMA 5.1. MAXIMUM PRINCIPLE. Let {uj} be a set of values at the grid points Xjcj, satisfying 
~0 5 0, U, 5 0, and RUj 10, j = l(l)n - 1. Then uj 5 0, j = O(l)n. 
LEMMA 5.2. If Kl(h,E) 2 0 and Kz(h,&) 2 0 are such that 
R(Kl(h>EMj + K2(h,E)$j) 1 R(fej) = *Tj(Y), 
foreach j=l,2,... , n - 1, then the discrete maximum principle implies that 
lejl 5 Kl(h,&)l4jl+ K2(hE)l?lrjl, 
where lejl = Iuj - y(xj)l, for each j and 4 and $J are two comparison functions. 
We use two comparison functions (as in [9]): 4 = -2 + x and $J = - exp(-@I&) (p will be 
taken to be the smallest of various constants appearing in the proof). Therefore, & = -2 + xj 
and tij = --[/@)I’, j = O(1) n, where p(p) = [~(,Bh/~)/r+(ph/~)] = exp(-ph/e). 
From (4.2). we see that 
\  , I  
,_,=,[+oth(z) -I]. 
Using x cothx = 1+x2/3+0(x4) and the fact that the consistency condition for this case requires 
Ch < E/aj, where C is some positive constant, we get 
luj - ~1 5 Mh; (5.13) 
i.e., Oj approximates E with the error O(h). 
REMARK. Using (5.13), we see that the following inequalities hold for Ch < E/&j: 
Now we estimate the truncation error of the scheme (3.2) using (3.4). 
We have 
where 
Tj(y) = ToYj + TRY: + T2yy + remainder terms, 
Tl = h (~j+ - rr) - (qjaj-1 + q;uj + qj+aj+l) , 
+ 4; + 4:) + h (q:Uj-1 - qjfUj+l) . 
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Using (3.4) we see that Ta = 0, Tl = 0, and 
Using aj = s + O(h) (from (5.13)), we get 
Therefore, using Lemma 4.2, we have 
IT2$)/ <hfT [l+f exp(-%)I, 
Also from Lemma 4.2, we have v(i = (-u(O)/~)~wj, and therefore, 
Choosing K1 = h2 and K2 = h2/c, we see that Lemma 5.2 is satisfied, and therefore, we have 
the following theorem. 
THEOREM 5.2. Let {uj}, j = O(l)n, be a set of values of the approximate solution to y(x) 
of (l.l), when b(x) 5 0, obtained using (3.2) and (3.4). Then there are positive constants ,O 
and M (independent of h and E) such that the following estimate holds: 
max ]y(xj) - uj] I Mh2 
j 
[l+fexp(-?)I. 
6. TEST EXAMPLES AND NUMERICAL RESULTS 
To illustrate the predicted theory, we solve the following problems. 
EXAMPLE 1. (See [ll].) C onsider EY” + y = 0; y(0) = 0, y(1) = 1, whose exact solution is given 
by 
y(x) = sin(x/lR 
sin (l/&) ’ 
E # (n7r)-2. 
EXAMPLE 2. (See [12].) Consider EY” + (n2/4)y = 0; y(0) = 0, y(1) = sin (7r/2&), whose exact 
solution is given by 
y(x) = sin Z- 
( > 2& 
EXAMPLE 3. (See [13].) Consider cy” + {3/(1+ x~/E)~}~ = 0; y(0) = 0, ~(0.1) = 0.1/d=, 
whose exact solution is given by 
Y(X) = - 
g-7 
EXAMPLE 4. (See [14].) Consider EY” + y’ = 2; y(0) = 0, y(l) = 1, whose exact solution is given 
EXAMPLE 5. (See [15].) C onsider sy” + (z+ 1)3y’ = f(x); y(0) = 2, y(1) = ( 
exp( - l/2), whose exact solution is given by 
Y(X) = - (x:1)3 exp [-d {(x + 1J4 - l}] + exp (-G) 
l/8) exp(-15/4c) + 
Exponentially Fitted Spline 761 
EXAMPLE 6. (See [16].) Consider sy”+[2~/(1+z)+2/(1+z)~]y’ = 0; y(0) = 0, y(1) = 0, whose 
exact solution is given by 
y(z) = cos E + 
( > 
exp(-l/s) - exp(-22/(E(I + Z))) 
1 - exp(-l/e) ’ 
All the tables except Table 11 contain the maximum errors at all the mesh points 
for different n and E, n = l/h. 
Table 11 contains the numerical rate of uniform convergence which is determined as in [7], 
where 
h/2” 
Zk,E = mF Uj 
h/2k+’ 
- %j 7 k=O,l,..., 
3 
and uh’2k denotes the value of uj for the mesh length h/2k. 3 
Table 1. Numerical results for Example 1 (max. error) without using fitting factor. 
E n = 16 n = 32 n = 64 n = 128 n = 256 n = 512 n = 1024 
l/2 0.263-03 0.653-04 O.l6E-04 0.41E-05 O.lOE-05 0.263-06 0.643-07 
l/4 O.l9E-02 0.473-03 O.l2E-03 0.293-04 0.743-05 O.lSE-05 0.463-06 
118 0.73E-01 O.l9E-01 0.473-02 O.lZE-02 0.293-03 0.733-04 O.lSE-04 
l/16 0.29E-01 0.71E-02 O.lSE-02 0.44L03 O.llE-03 0.283-04 0.693-05 
l/32 O.l4E+OO 0.38E-01 0.983-02 0.253-02 0.623-03 O.l5E-03 0.393-04 
l/64 O.l3E+OO 0.34E-01 0.873-02 0.223-02 0.553-03 0.14E-03 0.343-04 
l/l28 0.39E+OO O.llE+OO 0.28E-01 0.723-02 O.lSE-02 0.453-03 O.llE-03 
l/256 0.46E+Ol 0.383+02 O.l4E+Ol 0.27E-tOO 0.63E-01 O.l6E-01 0.393-02 
l/512 0.29E+Ol 0.58E+Ol 0.95E+OO o.lsE+OO 0.42E-01 O.lOE-01 0.253-02 
Table 2. Numerical results for Example 1 (max. error) using fitting factor. 
I s 1 n=16 n = 32 n = 64 n = 128 n = 256 n = 512 n = 1024 
w 0.87E-14 
l/4 0.20E-14 
V3 0.89E-13 
l/16 O.l3E-13 
l/32 0.643-14 
l/64 0.653-14 
l/l28 0.21E-14 
l/256 O.lOE-13 
l/512 O.lSE-13 
0.61E-13 
O.l6E-13 
0.573-12 
O.lOE-13 
0.32E-13 
O.l6E-13 
0.42E-14 
0.21E-12 
0.633-14 
O.l4E-12 
O.llE-12 
0.45E-11 
0.61E-13 
0.32E-12 
O.SSE-14 
0.21E-13 
0.393-12 
0.25E-13 
0.30E-12 
O.l2E-11 
0.93E-11 
0.38E-12 
0.23E-11 
0.69E-13 
0.20E-12 
0.23E-12 
O.l3E-12 
7. DISCUSSION 
0.983-12 
0.47E-12 
0.22E-10 
0.47E-11 
0.50E-11 
0.48E-12 
O.l7E-11 
0.23E-11 
O.llE-11 
O.l4E-10 
0.21E-10 
0.67E-10 
O.l6E-11 
O.l2E-10 
0.58E-11 
0.39E-11 
O.l3E-10 
0.94E-11 
0.54E-10 
0.98E-10 
0.963-09 
0.76E-10 
0.36E-10 
O.l5E-11 
0.84E-11 
O.l7E-09 
0.22E-10 
We have described a numerical method for solving singular perturbation problems using spline 
in compression. It is a practical method and can easily be implemented on a computer to solve 
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E = 2-k 
k=l 
k=3 
k=5 
k=7 
k=9 
k = 11 
k = 13 
k = 15 
E = 2-k 
k=l 
k=3 
k=5 
k=? 
k=9 
k = 11 
k = 13 
k = 15 
E 
l/l 
112 
114 
118 
l/16 
l/32 
l/64 
l/128 
Table 3. Numerical results for Example 2 (max. error) without using fitting factor 
n = 16 n = 32 n = 64 n = 128 n = 256 n = 512 n = 1024 
0.323-02 0.81E-03 0.20E-03 0.51E-04 O.l3E-04 0.32E-05 0.79E-06 
0.20E-01 0.51E-02 O.l3E-02 0.323-03 0.79E-04 0.20E-04 0.49E-05 
0.29E+OO 0.96E-01 0.26E-01 0.663-02 O.l7E-02 0.423-03 O.lOE-03 
O.l7E+Ol 0.39E+OO O.llE+OO 0.30E-01 0.753-02 O.l9E-02 0.473-03 
O.l8E+Ol 0.17E+Ol 0.68E+ol 0.32E+OO 0.69E-01 0.17E-01 0.423-02 
0.20E+Ol 0.52E+Ol O.l8E+Ol 0.44E+Ol 0.43E+OO O.l2E+OO 0.30E-01 
O.l2E+Ol O.l7E+Ol 0.27E+Ol 0.17E+Ol 0.26E+Ol o.aoE+ol 0.41E+OO 
0.33E+Ol 0.20E+Ol 0.24E+Ol 0.23E+Ol 0.20E+Ol 0.23E+Ol 0.59E+Ol 
Table 4. Numerical results for Example 2 (max. error) using fitting factor. 
n = 16 n = 32 n = 64 n = 128 n = 256 n = 512 n = 1024 
O.l6E-13 0.77E-13 0.21E-12 0.373-13 O.llE-11 O.l5E-10 0.34E-11 
0.59E- 14 0.243-13 O.llE-12 0.353-12 0.31E-13 O.l7E-11 0.23E-10 
0.14E-14 0.263-13 O.l2E-12 0.60E-12 O.l7E-11 0.993-13 0.98E-11 
0.343-14 O.l8E-14 0.273-13 O.l4E-12 0.71E-12 O.l8E-11 0.273-12 
0.463-14 0.993-14 0.41E-14 0.60E-13 0.29E-12 O.l6E-11 0.41E-11 
0.64E- 14 O.l3E-13 O.l7E-13 O.llE-13 O.llE-12 0.543-12 0.29E-11 
0.20E- 13 O.l9E-13 0.233-13 0.60E-13 0.20E-13 0.283-12 0.14E-11 
0.40E- 13 0.41E-13 0.333-13 0.51E-13 0.81E-13 0.343-13 0.423-12 
Table 5. Numerical results for Example 3 (max. error) without using fitting factor 
n = 16 n = 32 n = 64 n = 128 n = 256 n = 512 n = 1024 
0.17E-06 0.443-07 
0.953-06 0.243-06 
0.51E-05 O.l3E-05 
0.273-04 0.673-05 
O.l3E-03 0.323-04 
0.533-03 O.l3E-03 
O.l8E-02 0.443-03 
0.423-02 O.l2E-02 
O.llE-07 0.283-08 
0.61E-07 0.15E-07 
0.333-06 0.823-07 
O.l7E-05 0.423-06 
0.81E-05 0.20E-05 
0.343-04 0.843-05 
O.llE-03 0.283-04 
0.29E-03 0.733-04 
0.69E-09 
0.383-08 
0.21E-07 
O.llE-06 
0.51E-06 
0.21E-05 
0.71E-05 
O.lSE-04 
0.17E-09 
0.953-09 
0.51E-08 
0.273-07 
O.l3E-06 
0.533-06 
O.lSE-05 
0.463-05 
0.43E-10 
0.243-09 
O.l3E-08 
0.663-08 
0.323-07 
O.l3E-06 
0.443-06 
O.llE-05 
Table 6. Numerical results for Example 3 (max. error) using fitting factor. 
n = 16 n = 32 n = 64 n = 128 n = 256 n = 512 n = 1024 
O.llE-06 0.293-07 0.733-08 O.lSE-08 0.463-09 O.llE-09 0.29E- 10 
0.633-06 O.l6E-06 0.40E-07 O.lOE-07 0.253-08 0.633-09 O.l6E-09 
0.343-05 0.853-06 0.223-06 0.543-07 O.l3E-07 0.343-08 0.843-09 
0.17E-04 0.433-05 O.llE-05 0.273-06 0.683-07 O.l7E-07 0.433-08 
0.80E-04 0.20E-04 0.50E-05 O.l3E-05 0.31E-06 0.783-07 0.20E-07 
0.31E-03 0.773-04 O.l9E-04 0.483-05 O.l2E-05 0.30E-06 0.753-07 
0.823-03 0.223-03 0.543-04 O.l3E-04 0.343-05 0.843-06 0.21E-06 
O.l5E-02 0.363-03 0.883-04 0.223-04 0.553-05 O.l4E-05 0.343-06 
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Table 7. Numerical results for Example 4 (max. error) without using fitting factor. 
E n = 16 n = 32 n = 64 n = 128 n = 256 n = 512 n = 1024 
112 
114 
118 
l/16 
1/3i 
l/64 
l/128 
l/256 
l/512 
0.293-03 
O.l7E-02 
0.783-02 
0.35E-01 
O.l4E+OO 
0.35E+OO 
0.60E+00 
0.81E+oo 
0.12ECOl 
0.723-04 O.l8E-04 0.453-05 O.llE-05 0.283-06 0.70E-07 
0.433-03 O.llE-03 0.273-04 0.673-05 O.l7E-05 0.423-06 
O.l9E-02 0.483-03 O.l2E-03 0.30E-04 0.753-05 O.l9E-05 
0.793-02 O.l9E-02 0.48E-03 O.l2E-03 0.30E-04 0.753-05 
0.35E-01 0.793-02 O.l9E-02 0.483-03 O.l2E-03 0.30E-04 
O.l4E+OO 0.35E-01 0.793-02 O.l9E-02 0.483-03 0.12E-03 
0.35E+OO O.l4E+OO 0.35E-01 0.793-02 O.l9E-02 0.483-03 
0.60EfOO 0.35E+OO O.l4E+OO 0.35E-01 0.79E-62 O.l9E-02 
0.78E+OO 0.60E+oo 0.35E+OO O.l4E+OO 0.35E-01 0.793-02 
Table 8. Numerical results for Example 4 (max. error) using fitting factor. 
n = 16 
0.623-15 
0.753-15 
0.393-15 
0.283-15 
0.393-15 
0.42E-15 
O.llE-15 
O.OOE+OO 
n = 32 n = 64 n = 128 
O.l3E- 13 O.l8E-13 O.l2E-12 
n = 256 n = 512 n = 1024 E 
112 0.21E-12 0.20E-11 
l/4 O.l4E-14 0.223-13 0.31E-13 O.l9E-12 0.683-12 
118 0.29E-14 0.943-15 0.30E-13 0.333-13 0.253-12 
i/l6 0.67E-15 0.51E-14 0.20E-14 0.79E-13 0.543-13 
l/32 0.50E-15 0.89E-15 O.lOE-13 0.263-14 0.20E-12 
l/64 0.80E-15 0.22E- 15 0.583-14 O.l2E-13 O.lOE-12 
l/128 O.llE-14 0.223-14 O.l7E-15 O.llE-13 0.233-13 
l/256 O.OOE+OO O.l5E-14 0.41E-14 O.lOE-14 0.233-13 
l/512 1 O.OOE+OO O.OOE+OO O.OOE+OO 0.423-14 O.SOE-14 0.843-14 0.50E-13 
0.49E-11 
0.30E-11 
0.22E-11 
0.20E-12 
0.21E-12 
0.77E-12 
0.21E-12 
0.48E-13 
Table 9. Numerical results for Example 5 (max. error) without using fitting factor. 
E 1 n=16 n=32 n=64 n=128 n=256 n=512 n=1024 
112 
114 
118 
l/16 
l/32 
l/64 
l/l28 
l/256 
l/512 
0.453-02 
0.633-02 
0.13E-01 
0.42E-01 
O.l4E+OO 
0.33E-COO 
0.54E+OO 
0.72E+OO 
0.86E+oo 
O.llE-02 
O.l6E-02 
0.323-02 
0.94E-02 
0.37E-01 
O.l4E+OO 
0.34E+OO 
0.56E+OO 
0.73E+OO 
0.283-03 
0.40E-03 
0.80E-03 
0.233-02 
0.833-02 
0.35E-01 
O.l3E+OO 
0.34E+OO 
0.58E+OO 
0.70E-04 
0.993-04 
0.20E-03 
0.573-03 
0.20E-02 
0.80E-02 
0.35E-01 
O.l4E+OO 
0.35E+OO 
O.lBE-04 
0.253-04 
0.50E-04 
0.14E-03 
0.51E-03 
0.20E-02 
0.793-02 
0.35E-01 
O.l4E+OO 
0.443-05 
0.623-05 
O.l2E-04 
0.363-04 
O.l3E-03 
0.493-03 
0.19E-02 
0.793-02 
0.35E-01 
O.llE-05 
O.l5E-05 
0.31E-05 
0.893-05 
0.323-04 
O.l2E-03 
0.483-03 
O.l9E-02 
0.793-02 
E 
l/.2 
114 
118 
l/16 
l/32 
l/64 
l/l28 
l/256 
l/512 
Table 10. Numerical results for Example 5 (max. error) using fitting factor. 
n = 16 n = 32 
0.263-02 0.653-03 
O.l3E-02 0.31E-03 
0.21E-02 0.623-03 
0.643-02 0.20E-02 
0.783-02 0.453-02 
0.40E-02 0.563-02 
0.453-02 0.273-02 
0.473-02 0.253-02 
0.493-02 0.263-02 
n = 64 
0.16E-03 
0.783-04 
0.16E-03 
0.543-03 
O.l3E-02 
0.263-02 
0.323-02 
O.l6E-02 
O.l3E-02 
n = 128 
0.40E-04 
0.19E-04 
0.41E-04 
O.l4E-03 
0.343-03 
0.743-03 
0.14E-02 
O.l7E-02 
0.89E-03 
n = 256 
O.lOE-04 
0.493-05 
O.lOE-04 
0.35E-04 
0.873-04 
O.l9E-03 
0.393-03 
0.733-03 
0.893-03 
n = 512 n = 1024 
0.253-05 0.633-06 
O.l2E-05 0.30E-06 
0.263-05 0.643-06 
0.863-05 0.223-05 
0.223-04 0.543-05 
0.483-04 O.l2E-04 
O.lOE-03 0.253-04 
0.20E-03 0.523-04 
0.373-03 O.lOE-03 
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Table 11. Numerical results for Example 5 (rate of convergence) 71 = 128,256,512, 
1024,2048. 
E f”(O) 41) 42) r(3) T(4) Avg. 
w 0.20E+Ol 0.20EfOl 0.20E+Ol 0.20E+Ol 0.20E+Ol 0.20E+Ol 
l/4 0.20E+Ol 0.20E+Ol 0.20E+Ol 0.20EfOl 0.20E+Ol 0.20E+Ol 
118 0.20E+Ol 0.20E+Ol 0.20E+Ol 0.20E+Ol 0.20E+Ol 0.20E+Ol 
l/16 0.20E+Ol 0.20EfOl 0.20E+Ol 0.20E+Ol 0.20E+Ol 0.20E+Ol 
l/32 0.20E+Ol 0.20E+Ol 0.20E+Ol 0.20E+Ol 0.20E+Ol 0.20E+Ol 
l/64 O.l9E+Ol 0.20E+Ol 0.20E+Ol 0.20E+Ol 0.20E+Ol 0.20E+Ol 
I/128 0.18E+ol O.lSE+Ol 0.20E+Ol 0.20E+Ol 0.20E+Ol O.l9E+Ol 
l/256 - o.lsE+ol O.l9E+Ol 0.20E+Ol 0.20E+Ol O.l9E+Ol 
such problems. The method has been analysed for convergence. Test examples have been solved 
to demonstrate the efficiency of the proposed method. 
Results are tabulated for both the spline in compression without fitting factor and with fit- 
ting factor and it can be seen from the respective tables that the use of fitting factor is quite 
advantageous. 
For the numerical solution of Example 3, we took h = 0.1/n as the concerned interval for this 
particular example is [0, 0.11. 
Example 6 has been solved earlier by van Veldhuizen [16,17] using finite element methods with 
positive type higher-order schemes in [17] and piecewise polynomials of degree 5 Ic (Ic being any 
positive integer) in [16]. We obtain quite convincing results with those in [17] and better than 
those in [16] (for k = 1). 
The problems of the type as considered in the second case have earlier been solved by Sto- 
janovic [18,19] using exponentially fitted quadratic spline difference schemes, Surla and Jerko- 
vie [20] using exponentially fitted cubic spline collocation method, and by Surla and Uzelac [21] 
using cubic spline difference schemes, but they could get only first order of uniform convergence, 
whereas the present method has second order of uniform convergence. Example 5 has also been 
solved earlier by Sakai and Usmani [15]. Their method works for smaller values of E, but they too 
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Figure 1. Exact solution for Example 2 for E = l/128, h = l/200. 
Figure 2. Approximate solution for Example 2 for E = l/128, h = l/200. 
Figure 3. Exact solution for Example 2 for E = l/512, h = l/200. 
Figure 4. Approximate solution for Example 2 for E = l/512, h = l/200. 
did not achieve uniform convergence. However, our method works for smaller values of s also, 
but in that case we require h also to be very small so as to satisfy the consistency condition. 
The solution of the equations considered in the first case is having oscillatory behaviour [l,ll]. 
Also rjs and qjs in the schemes for Case II, without using the consistency condition, involve 
exp( -K( h, Oj)) and exp( +K( h, gj)) terms, where K( h, oj) is a function of h and E. Therefore, in 
this case the rjs and qjs will tend to 0 and (or) oo. Hence, the system thus obtained may not be 
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well behaved. To overcome spurious oscillations in the solution of the equation considered in the 
first case as well as the above-mentioned difficulties in the second case, we use the consistency 
condition. 
It is obvious from Example 2 that its exact solution is rapidly oscillatory for small E. To see 
the behaviour of our computed solutions with this exact solution, graphs have been plotted for 
values of z E [0, l] versus these two solutions. We took n = 200 and E = l/128 for Figures 1 
and 2 and E = l/128 for Figures 3 and 4. It can be seen that the exact and computed solutions 
are perfectly identical which further corroborates the applicability of the proposed method. 
Finally, we would like to remark that if we consider the most general case, i.e., problem (1.1) 
and if we replace E by the fitting factor cj, then the scheme thus obtained will be given by 
+ (l-5$) (p-L), 
r; = -2 + pj - pj-1 - a (tj” + t;+1> , 
h2 
” = 2Uj(2 +Pj)’ 
h2 
q3+ = 2cYj+1(2 - pj+l) ’ 
q; = qj +qj+, 
haj 
Pi=%’ tj = 
[h (C$ - 4pjUj) “‘1 
2Uj 
Because of these two parameters pj and tj, the factor p(p), as in the first two cases, cannot be 
obtained explicitly, and thus, the fitting factor has not been determined for this case. 
The computations reported in this paper were done on Silicon Graphics Origin 200 (dual 
processor) Operating System (in Fortran 77 in double precision with 16 significant figures) at IIT 
Kanpur. 
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