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PREFACE 
Many problems of interest t o  applied IIASA projects can be formulated 
within the framework of dynamic linear programming (DLP). Examples are 
long-range energy, water, and other resources supply models, problems of 
national settlement planning, long-range agriculture investment projects, 
manpower and educational planning models, resources allocation for health 
care, etc. 
There are many different approaches and methods for tackling DLP prob- 
lems, which use decomposition, penalty functions, augmented Lagrangian, 
nondifferentiable optimization technique, etc. 
T b  paper presents an extension of the simplex method, the basic method 
for solution of dynamic linear programming problems. The paper consists of 
three parts. Part I ,  "dual systems of DLP" concerns theoretical properties 
of the problem, primarily, duality relations; Part 11, "the dynamic simplex 
method: general approach" describes the  idea and the theory of the method; 
and Part I n ,  "a basis factorization approach", gives a complete description 
of the aleorithm. as well as the connection with the basis factorization aD- 
" 
preach. Part I n  also includes a numerical example that is not trivial for a 
general LP algorithm but is solved very easily by using the dynamic simplex 
method. Part I1 is written in a language more familiar t o  control theory 
specialists, Part I11 is closer t o  linear programming. All parts are written as 
independent papers with their own references and thus can be read indepen- 
dently. However, the whole paper comprises a theory of finite-step methods 
for DLP. The next development of the research might be first numerical 
tests on the behavior of the method and thus a judgment of its efficiency, 
and second, extensions of the approach to other elasses of structured linear 
programming (for example, t o  DLP prot~lems of the transportation type). 
The paper has its or ign in previous IIASA put~lications. These and other 
related papers in DLP are listed at the end of this report. 
The authors would llke t o  express their acknowledgment t o  George B. 
Dantzig for his long-standing interest in and support for this work. Many 
thanks also to  to  Etienne Loute for his valuable comments and suggestions. 

SUMMARY 
There are two major approaches in the finite-step methods of structured 
linear programming: decomposition methods, which are based on the 
Dantzig-Wolfe decomposition principle, and basis factorization methods, 
which may be viewed as special instances of the simplex method. 
In this paper, the second approach is used for one of the most important 
classes of structured linear programming-dynamic linear programming 
(DLP). 
The paper presents a finite-step method for DLP-the dynamic simplex 
method. This is a natural and straightforward extension of one of the most 
effective static LP methods-the simplex method-for DLP. A new concept 
-a set of local bases (for each time step)-is introduced, thus enabling con- 
siderable reduction in the computer core memory requirements and CPU 
time. 
The paper is in three parts. Part I, "dual systems of DLP" concerns theo- 
retical properties of the problem; it is written by A. Propoi. The pair of dual 
problems are formulated and the relations between them are established, 
which allows us to obtain optimality conditions, including the maximum 
principle for primal and the minimal principle for dual problems. The results 
are formulated for a canonical form of DLP, and then modifications and par- 
ticular cases are considered. 
Part 11, "the dynamic simplex method: general approach" and Part 111 
"a basis factorization approach", written by V. Krivonozhko and A. Propoi, 
give the description of the dynamic simplex method and its extensions. 
In Part I1 construction of a set of local bases and their relation to the 
conventional "global" basis in LP are given. A special control variation and 
the corresponding objective function variation as applied to this set of local 
bases are described. This part is written in a language more familiar to con- 
trol theory specialists. 
Part 111 describes the separate procedures of the dynamic simplex method: 
primal solution, dual solution, pricing, updating and the general scheme of 
the algorithm. The connection between the method and the basis factoriza- 
tion approach is also shown. A numerical example and a theoretical evalua- 
tion of the algorithms reveal the efficacy of the approach. The extensions 
of the method (dual and primal-dual versions of the algorithms, application 
to  DLP problems with time lags) are briefly discussed in the final part of 
the paper. This part is closer to  LP specialists. 
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I .  DUAL SYSTEMS OF DYNAMIC LINEAR PROGRAMMING 
1 .  I n t r o d u c t i o n  
The impact  o f  l i n e a r  programming (LP) [1,21 models and 
methods i n  t h e  p r a c t i c e  o f  d e c i s i o n  making i s  w e l l  known. How- 
e v e r ,  because  o f  computa t iona l  d i f f i c u l t i e s  i n  i t s  s o l u t i o n ,  i t s  
a p p l i c a t i o n  has  been f o r  t h e  most p a r t  one-s taged  and s t a t i c  i n  
n a t u r e ;  t h a t  i s  t o  s a y ,  t h e  problem of t h e  b e s t  a l l o c a t i o n  of 
l i m i t e d  r e s o u r c e s  i s  u s u a l l y  c o n s i d e r e d  a t  some f i x e d  s t a g e  i n  
t h e  development o f  a  system. 
When t h e  sys tem t o  be o p t i m i z e d  i s  d e v e l o p i n g  ( n o t  o n l y  i n  
t i m e ,  b u t  p o s s i b l y  i n  s p a c e  a s  w e l l ) ,  a  one-s tage  approach i s  i n -  
adequa te .  I n  t h i s  c a s e ,  d e c i s i o n s  a r e  s c h e d u l e d  o v e r  t i m e  and 
t h e  problem of o p t i m i z a t i o n  becomes a  dynamic, m u l t i - s t a g e  one.  
I n  f a c t ,  a lmos t  every  s t a t i c  LP model h a s  i t s  own dynamic 
v a r i a n t ,  t h e  l a t t e r  b e i n g  of  growing impor tance  because  o f  t h e  
i n c r e a s i n g  r o l e  of p l a n n i n g  i n  d e c i s i o n  making [ 3 ] .  
Within t h e  c o n t e x t  of dynamic l i n e a r  programming (DLP), new 
problems a r i s e .  For  t h e  s t a t i c  LP, t h e  b a s i c  q u e s t i o n  c o n s i s t s  
o f  d e t e r m i n i n g  t h e  o p t i m a l  program. For  t h e  dynamic c a s e ,  t h e  
q u e s t i o n s  o f  feedback  c o n t r o l ,  s t a b i l i t y  and s e n s i t i v i t y  a r e  a l s o  
i m p o r t a n t .  Hence, t h e  DLP t h e o r y  and methods s h o u l d  b e  based  b o t h  
on t h e  methods o f  l i n e a r  programming and on t h e  methods o f  c o n t r o l  
t h e o r y ,  P o n t r y a g i n '  s maximum p r i n c i p l e  [41 and i t s  d i s c r e t e  
v e r s i o n  [ 5 1  i n  p a r t i c u l a r .  
The aim of  t h i s  paper  i s  a  p r e s e n t a t i o n  o f  t h e o r e t i c a l  prop-  
e r t i e s  of dynamic l i n e a r  programs,  e s p e c i a l l y  d u a l i t y  r e l a t i o n s  
and o p t i m a l i t y  c o n d i t i o n s .  The p a i r  o f  d u a l  problems a r e  formu- 
l a t e d  and t h e  r e l a t i o n s  between them a r e  o b t a i n e d .  From t h e s e  
r e l a t i o n s ,  o p t i m a l i t y  c o n d i t i o n s  ( i n c l u d i n g  maximum p r i n c i p l e  f o r  
p r i m a l  and minimum p r i n c i p l e  f o r  d u a l  problems)  a r e  d e r i v e d .  The 
r e s u l t s  a r e  f o r m u l a t e d  f o r  a  c a n o n i c a l  form o f  DLP, t h e n  modi f i -  
c a t i o n s  o f  t h e  c a n o n i c a l  form a r e  g iven .  
W e  c o n s i d e r  t h e  DLP problem i n  t h e  f o l l o w i n g  c a n o n i c a l  form: 
ProbZern I .  To f i n d  a  c o n t r o l  u  = { u ( O ) , u ( l ) ,  ..., U ( T - 1 ) )  
and a  t r a j e c t o r y  x  = C x ( O ) , x ( l ) ,  ..., x ( T ) } ,  s a t i s f y i n g  t h e  s t a t e  
e q u a t i o n s  
x ( t +  1 )  = A ( t ) x ( t )  + B ( t ) u ( t )  + s ( t )  ( 1  
( t  = 0 , 1 ,  ..., T-1) 
w i t h  i n i t i a l  s t a t e  
x ( 0 )  = x  0  
and c o n s t r a i n t s  
which maximize t h e  o b j e c t i v e  f u n c t i o n  (pe r fo rmance  i n d e x )  
T- 1  
J ,  ( u )  = a ( T ) x ( t )  + 1 ( a ( t ) x ( t )  + b ( t ) u ( t ) )  - ( 5 )  
t = O  
H e r e  t h e  v e c t o r  x  (t) = { x l  ( t )  ,. . . ,xn ( t )  1 d e f i n e s  t h e  s t a t e  o f  
t h e  sys tem a t  s t a g e  t i n  t h e  s t a t e  s p a c e  X ,  which i s  supposed t o  
n  be  t h e  n-dimension e u c l i d e a n  s p a c e  E , t h e  v e c t o r  u (t)  = Cul (t)  ,
. . . , ur  ( t )  1 E E~ s p e c i f i e s  t h e  c o n t r o l l i n g  a c t i o n  a t  s t a g e  t; t h e  
v e c t o r  s ( t )  = { s l  (t) ,. . . , sn ( t)  1 d e f i n e s  t h e  e x t e r n a l  e f f e c t s  on 
t h e  sys tem ( u n c o n t r o l l e d ,  b u t  known a p r i o r i  i n  t h e  d e t e r m i n i s t i c  
0  
m o d e l s ) .  V e c t o r s  f  ( t)  E E ~ ,  x , s ( t )  , a ( t )  , b  (t)  and t h e  m a t r i c e s  
A ( t )  , B ( t )  , G ( t )  , D (t)  w i t h  conforming d imens ions  a r e  g i v e n .  
I n  t h e  v e c t o r  p r o d u c t s  t h e  r i g h t  v e c t o r  i s  a  column and t h e  
l e f t  v e c t o r  i s  a  row; t h u s ,  a b  i s  t h e  i n n e r  p r o d u c t  o f  v e c t o r s  a  
and b. 
The c h o i c e  o f  a  c a n o n i c a l  form o f  t h e  problem i s  t o  some 
e x t e n t  a r b i t r a r y  making v a r i o u s  m o d i f i c a t i o n s  and p a r t i c u l a r  
c a s e s  of Problem 1  p o s s i b l e .  I n  t h e  l a s t  s e c t i o n ,  some examples 
w i l l  be c o n s i d e r e d ;  however, it s h o u l d  be n o t e d  t h a t  such  mod- 
i f i c a t i o n s  can be e i t h e r  reduced  t o  Problem 1  o r  it i s  p o s s i b l e  
t o  u s e  t h e  r e s u l t s  s t a t e d  below f o r  Problem 1  [ 5 ]  f o r  t h e  mod- 
i f i c a t i o n s .  W e  conc lude  t h i s  s e c t i o n  w i t h  some d e f i n i t i o n s .  
D e f i n i t i o n .  A f e a s i b l e  c o n t r o l  o f  Problem 1  i s  a  v e c t o r  
sequence  u  = { u  ( 0 )  , . . . ,u(T-1)  } which s a t i s f i e s  w i t h  t h e  t r a j e c -  
t o r y  x  = {x(O)  , . . . , x ( T )  } a l l  c o n s t r a i n t s  ( 1 )  t o  ( 4 )  . An o p t i m a l  
c o n t r o l  i s  a  f e a s i b l e  c o n t r o l  u* ,  which maximizes ( 5 ) .  Fea- 
s i b l e  c o n t r o l  and t h e  t r a j e c t o r y  c o n s t i t u t e  f e a s i b l e  p r o c e s s  
{ u , x } .  
2. D u a l i t y  R e l a t i o n s  
Note t h a t  i f  T  = 1 ,  Problem 1  becomes t h e  c o n v e n t i o n a l  LP 
problem. On t h e  o t h e r  hand,  Problem 1  i t s e l f  can  b e  c o n s i d e r e d  
a s  one " l a r g e "  LP problem, w i t h  c o n s t r a i n t s  on i t s  v a r i a b l e s  i n  
t h e  form o f  e q u a l i t i e s  ( I ) ,  ( 2 )  and i n e q u a l i t i e s  ( 3 1 ,  ( 4 ) .  
L e t  u s  i n t r o d u c e  t h e  Lagrange f u n c t i o n  f o r  Problem 1: 
I n  t h e  above p ( t )  €En  ( t = ~ ,  . . . , O )  , A (t)  €Ern, X i  ( t )  2 0  (i = 1 ,  
..., m; t = T-1, ..., 0 )  a r e  t h e  Lagrange m u l t i p l i e r s  f o r  t h e  con- 
s t r a i n t s  ( I ) ,  ( 2 )  and ( 3 )  r e s p e c t i v e l y .  
Employing t h e  Lagrange f u n c t i o n  ( 6 ) ,  t h e  f o l l o w i n g  sub- 
problems a r e  now c o n s i d e r e d  [6] : 
i n £  s u p  L ( u , x ; X , p )  = w2 . 
p;X,O x;u20 
The problems ( 7 ) ,  ( 8 )  w i l l  be s t u d i e d  s e p a r a t e l y .  I t  i s  
assumed t h a t  a n  o p t i m a l  p r o c e s s  ( s o l u t i o n )  o f  t h e  o r i g i n a l  
Problem 1  e x i s t s  and i s  d e n o t e d  by { u * , x * ) .  
Lemma 2 . 1 .  Any s o l u t i o n  {u* ,x*)  o f  Prob lem I i s  a l s o  a  
s o l u t i o n  o f  (7 ) ;  moreover  t h e  o b j e c t i v e  per formance  i n d e x  
( 5 )  s a t i s f i e s  
J 1  (u*)  = w 1  . 
I f  w1 > -=, t h e n  any  s o l u t i o n  o f  ( 7 1  i s  a  s o l u t i o n  o f  
Problem I ;  o t h e r w i s e  t h e  s y s t e m  o f  c o n s t r a i n t s  ( 1 ) - ( 4 )  i s  
i n c o n s i s t e n t .  
The p r o o f ,  b e i n g  a  s t a n d a r d  one i n  m a t h e m a t i c a l  programming, 
i s  o m i t t e d  h e r e .  
Now l e t  us r e w r i t e  t h e  Lagrange f u n c t i o n  i n  t h e  " d u a l "  
form : 
and c o n s i d e r  t h e  f o l l o w i n g  d u a l  problem. 
Problem 2 .  To f i n d  a  d u a l  c o n t r o l  A = {A(T-1) , . . . , X ( 0 )  1 
and a  d u a l  t r a j e c t o r y  p  = { p ( ~ ) ,  . . . , p  ( 0 )  1 such  t h a t  t h e y  s a t i s f y  
t h e  c o s t a t e  e q u a t i o n s  
w i t h  t h e  boundary c o n d i t i o n s  
and c o n s t r a i n t s  
which minimize t h e  d u a l  performance index  
We s h a l l  c a l l  Problems 1  and 2  a  p a i r  o f  d u a l  problems.  I t  
s h o u l d  b e  n o t e d  t h a t  d u a l  Problem 2 ,  a s  w e l l  a s  p r i m a l  Problem 1 ,  
i s  a  c o n t r o l  problem,  i n  which t h e  v a r i a b l e  X ( t )  s p e c i f i e s  t h e  
d u a l  c o n t r o l l i n g  a c t i o n  a t  t h e  s t a g e  t ,  t h e  v a r i a b l e  p ( t )  i s  t h e  
d u a l  s t a t e  ( c o s t a t e )  a t  t h e  s t a g e  t ;  i n  t h e  d u a l  problem,  t ime  
i s  t a k e n  i n  t h e  r e v e r s e d  d i r e c t i o n :  t = T-1, ..., 1,O. 
So t h e  f o l l o w i n g  d e f i n i t i o n s  a r e  n a t u r a l :  The v e c t o r  se- 
quence X = { x ( T - 1 )  ,... ,X(O)} i s  a  dua l  c o n t r o l ;  t h e  c o r r e s p o n d i n g  
sequence p  = { p ( T ) ,  . . . , p  ( O ) } ,  which i s  o b t a i n e d  from t h e  d u a l  
s t a t e  e q u a t i o n s  ( 9 )  w i t h  boundary c o n d i t i o n  ( l o ) ,  i s  a  d u a l  ( c o n -  
j u g a t e )  t r a j e c t o r y ;  t h e  p r o c e s s  {X,p}, which s a t i s f i e s  a l l  con- 
s t r a i n t s  ( 9 )  t o  (12)  o f  Problem 2 ,  i s  f e a s i b l e .  The f e a s i b l e  
p r o c e s s  {A*,p*}, which minimizes  ( 1 3 ) ,  i s  o p t i m a l  ( s o l u t i o n  o f  
Problem 21. 
The f o l l o w i n g  p r o p o s i t i o n  i s  proved i n  a  s i m i l a r  manner t o  
Lemma 2.1 . 
Lemma 2 . 2 .  Any s o l u t i o n  {X*,p*} o f  Problem 2  i s  a l s o  a  
s o l u t i o n  o f  t h e  Problem ( 8 )  w i t h  J2(X*) = w 2 .  I f  w 2  < -, t h e n  
any  s o l u t i o n  o f  ( 8 )  i s  a  s o l u t i o n  o f  Problem 2 ;  o t h e r w i s e  t h e  
s y s t e m  o f  c o n s t r a i n t s  ( 9 ) - ( 1 2 )  i s  i n c o n s i s t e n t .  
Now w e  s h a l l  c o n s i d e r  t h e  r e l a t i o n s  between t h e  d u a l  
Problems 1 and 2. F i r s t  o f  a l l ,  t h e  f o l l o w i n g  a s s e r t i o n  d i r e c t -  
l y  r e s u l t s  from Lemmas 2.1 and 2 .2 .  
Theorem 2 . 1 .  For any  f e a s i b l e  c o n t r o l s  u  and A o f  t h e  
pr imal  and d u a l  Problems I and 2 ,  t h e  i n e q u a l i t y  
h o l d s ,  where  t h e  v a l u e s  o f  J l  ( u )  and J2 ( A )  a r e  computed 
from ( 5 1  and ( 1 3 ) ,  u s i n g  ( 1 1 ,  ( 2 )  and ( 9 1 ,  1101. 
For  o p t i m a l  c o n t r o l s  u* and A*, t h e  i n e q u a l i t y  o f  Theorem 
2.1 becomes a n  e q u a l i t y .  
Lemma 2 .  3.  ( c f .  [ 7 ]  ) . The n e c e s s a r y  c o n d u c t i o n  t h a t  
Iu*  2 O,x*l and {A*,O,p*} be t h e  o p t i m a l  p r o c e s s e s  f o r  
t h e  d u a l  Problems 1  and 2  i s  t h a t  {u*,x*;A*,p*I b e  a  
s a d d l e  p o i n t  f o r  t h e  Lagrange f u n c t i o n  ( 6 1 ,  t h a t  i s  
I f  {u*,x*} and {A*,p*} a r e  o p t i m a l ,  t h e n  L(u* ,x* ;h* ,p*)  
i s  t h e  o p t i m a l  v a l u e  o f  t h e  per formance  i n d i c e s  o f  d u a l  
Problems 1 and 2 .  
Theorem 2 . 2 .  ( D u a l i t y  T h e o r e m ) .  I f  one  o f  t h e  d u a l  
Problems 1 and 2  has  a n  o p t i m a l  c o n t r o l ,  t h e n  t h e  o t h e r  
h a s  an  o p t i m a l  c o n t r o l  a s  w e l l  and t h e  a s s o c i a t e d  v a l u e s  
o f  t h e  per formance  i n d i c e s  o f  t h e  p r ima l  and d u a l  Problems 
1 and 2  a r e  e q u a l :  
I f  t h e  per formance  i n d e x  e i t h e r  o f  Prob lem I o r  2  i s  
unbounded ( f o r  Problem I from above  and f o r  Problem 2  from 
b e l o w ) ,  t h e n  t h e  o t h e r  problem has  no  f e a s i b l e  c o n t r o l .  
The proof  of Theorem 2.2  can  be  o b t a i n e d  i n  many ways. I n  
p a r t i c u l a r ,  one can a p p l y  t h e  d u a l i t y  t h e o r y  o f  " s t a t i c "  LP [ 1 , 7 ] ,  
t o  Problem 1 ,  r e g a r d i n g  it a s  a  s t a t i c  LP problem w i t h  c o n s t r a i n t s  
on t h e  v a r i a b l e  u ( t )  and x ( t )  , b o t h  i n  t h e  form o f  e q u a l i t i e s  ( 1 )  , 
( 2 )  and i n e q u a l i t i e s  ( 3 1 ,  ( 4 ) ,  o r  u s i n g  t h e  dynamic programming 
approach  one can  r e d u c e  Problem 1  t o  a  r e c u r r e n c e  sequence  o f  
s t a t i c  l i n e a r  programming problems and a p p l y  t o  them s u c c e s s i v e -  
l y  t h e  LP d u a l i t y  theorem. 
From t h e  b a s i c  d u a l  Theorem 2 . 2 ,  t h e  o p t i m a l i t y  and e x i s -  
t e n c e  c o n d i t i o n s  f o l l o w  f o r  Problems 1  and 2 : 
Theorem 2 . 3 .  A f e a s i b l e  c o n t r o l  u* i s  o p t i m a l  i f  and 
o n l y  i f  t h e r e  i s  a  f e a s i b l e  A* w i t h  J 2 ( A * )  = J l  ( u * ) .  A 
f e a s i b l e  c o n t r o l  A* i s  o p t i m a l  i f  and o n l y  i f  t h e r e  i s  a  
f e a s i b l e  p r imary  c o n t r o l  u* w i t h  J l  ( u * )  = J 2 ( A * ) .  
Theorem 2 . 4 .  ( E x i s t e n c e  T h e o r e m ) .  A n e c e s s a r y  and 
s u f f i c i e n t  c o n d i t i o n  t h a t  one  (and t h u s  b o t h )  o f  t h e  d u a l  
Problems 1 and 2 have  o p t i m a l  c o n t r o l s  i s  t h a t  b o t h  have 
f e a s i b l e  c o n t r o l s .  
The above theorems a r e  d e r i v e d  from t h e i r  s t a t i c  a n a l o g u e s  
[1 ,71 .  As s u c h  t h e y  r e p r e s e n t  n o t h i n g  new. But i n  t h e  dynamic 
c a s e ,  t h e  d u a l i t y  r e l a t i o n s  f o r  e a c h  s t e p  t ,  which a r e  s t a t e d  
below, a r e  more i n t e r e s t i n g  because  t h e y  s u g g e s t ,  i n  a  s e n s e ,  a  
decompos i t ion  o f  t h e  problem. 
3 .  O p t i m a l i t y  C o n d i t i o n s  
L e t  u s  i n t r o d u c e  t h e  Hamilton f u n c t i o n s  
f o r  t h e  p r imary  Problem 1 and 
for t h e  d u a l  Problem 2. 
Lemma 3 . 1 .  For any c o n t r o l s  u  and A t h e  f o l l o w i n g  e q u a l i t y  
T- 1  
J, ( u )  - J2 ( A )  = 1 [Hl ( p ( t + l )  , u ( t ) )  - H2 ( x ( t )  t A ( t ) )  1 
t = O  
i s  v a l i d .  
P r o o f .  Let  u s  c o n s i d e r  t h e  d i f f e r e n c e  
S u b s t i t u t i n g  t h e  v a l u e  x ( t ) ,  d e f i n e d  by t h e  p r i m a r y  sys tem 
C J ) ~ ,  when t = T-1, and u s i n g  t h e  d e f i n i t i o n  o f  t h e  d u a l  sys tem 
( 9  ) , one can  o b t a i n  
I n  S e c t i o n  2  t h e  r e l a t i o n s  were e s t a b l i s h e d  between t h e  
o b j e c t i v e  f u n c t i o n s  o f  t h e  p r i m a l  and d u a l  p rob lems ,  which char -  
a c t e r i z e  t h e  problem a s  a  whole .  Now " l o c a l "  d u a l i t y  theorems 
w i l l  b e  o b t a i n e d  e s t a b l i s h i n g  r e l a t i o n s  between t h e  Hamil ton 
f u n c t i o n s .  F o r  s i m p l i c i t y  o f  s t a t e m e n t s ,  it i s  assumed t h a t  
Problem 1  ( a n d ,  hence ,  Problem 2 )  h a s  an o p t i m a l  f e a s i b l e  s o l u -  
t i o n .  
Lemma 3 . 2 .  For any f e a s i b l e  p r o c e s s  { u , x }  and {Alp} t h e  
-- 
f o l l o w i n g  i n e q u a l i t i e s  h o l d :  
P r o o f .  One can o b t a i n  s u c c e s s i v e l y  from ( 1 4 )  , (12)  , ( 2 )  , (15)  , 
( l l ) ,  and  ( 3 ) :  
= H~ ( x ( t )  , A  ( t ) )  + ( p ( t + l ) B ( t )  - A ( t ) D ( t )  + b ( t )  ) u ( t )  
I t  s h o u l d  be  n o t e d  t h a t  t h e  s t a t e m e n t  o f  Theorem 2.1 a l s o  
f o l l o w s  from Lemmas 3.1 and 3.2 f o r  any f e a s i b l e  p r o c e s s e s  { u , x }  
and {A,p) .  
Theorem 3 . 1 .  ( " l o c a l  d u a l i t y  T h e o r e m ) .  For any  f e a s i b l e  
p r o c e s s e s  Cu*,x*} o f  t h e  p r ima l  and CX*,p*) o f  t h e  d u a l  t o  
be o p t i m a l  i t  i s  n e c e s s a r y  and s u f f i c i e n t  t h a t  t h e  v a l u e s  
o f  H a m i l t o n  f u n c t i o n s  a r e  e q u a l :  
H1 (p*  ( t + l )  , u *  ( t ) )  = H2 (x* ( t )  ,A* ( t ) )  ( t  = O r . .  . , T - I )  . 
P r o o f .  One o b t a i n s  from d u a l i t y  Theorem 2.2 and Lemma 3 .1 ,  
t h a t  f o r  o p t i m a l  p r o c e s s e s  o f  d u a l  Problems 1  and 2  t h e  e q u a l i t y  
i s  v a l i d .  Hence from Lemma 3 .2 ,  i t  f o l l o w s  t h a t  t h e  v a l u e s  o f  
t h e  Hami l ton ians  must be e q u a l  f o r  t = 0 , 1 ,  ..., T-1 i n  c a s e  o f  
o p t i m a l  p r o c e s s e s  {u* ,x* j  and {A*,p*j.  
I n d e e d ,  l e t  us  assume t h a t  it i s  n o t  s o ,  t h a t  i s ,  l e t  f o r  
some 0 < t < T-1: 
- - 
T h i s ,  however, is i n c o n s i s t e n t  w i t h  t h e  e q u a l i t y  ( 1 6 ) .  The 
c o n t r a d i c t i o n  comple tes  t h e  proof  o f  t h e  Theorem. 
C o n s i d e r i n g  t h e  p roof  o f  Lemma 3 . 2  and t h e  e q u a l i t y  ( 1 6 ) ,  
it  is  n o t  d i f f i c u l t  t o  o b t a i n  t h a t  f o r  o p t i m a l i t y  o f  {u* ,x*)  
and {A*,p*}, it i s  n e c e s s a r y  and s u f f i c i e n t  t h a t  t h e  f o l l o w i n g  
c o n d i t i o n s  b e  s a t i s f i e d  ( t  = 0, ..., T - 1 ) :  
From t h e  above e q u a l i t i e s  and t h e  d e f i n i t i o n s  o f  d u a l  con- 
s t r a i n t s  [ 7 ] ,  one can o b t a i n  i n  t h e  u s u a l  way t h e  f o l l o w i n g  
" d i f f e r e n t i a l "  (complementary) o p t i m a l i t y  c o n d i t i o n s  f o r  Prob- 
lems I and 2 ( c f .  [ 1 , 7 ] ) .  
Lemma 3 . 3 .  I f  b o t h  Problems 1 and 2 have f e a s i b l e  c o n t r o l s ,  
t h e n  t h e y  have o p t i m a l  c o n t r o l s  u*,A*, such  t h a t :  
i f  u* s a t i s f i e s  a  c o n s t r a i n t  a s  an e q u a t i o n ,  t h e n  A* 
s a t i s f i e s  t h e  dua l  c o n s t r a i n t  a s  a  s t r i c t  i n e q u a l i t y ;  
i f  A* s a t i s f i e s  a  c o n s t r a i n t  a s  an e q u a t i o n ,  t h e n  u* 
s a t i s f i e s  t h e  dua l  c o n s t r a i n t  as  a  s t r i c t  i n e q u a l i t y .  
Lemma 3 . 4 .  I f  b o t h  Problems 1 and 2 a r e  f e a s i b l e  t h e n  f o r  
any i e i t h e r  [ G ( t ) x *  ( t )  + D ( t ) u *  ( t ) ]  < f i  ( t )  f o r  some o p t i m a l  
u* and A * ( t )  = 0 f o r  e v e r y  o p t i m a l  A*;  o r  [ G ( t ) x * ( t )  + D ( t )  
u* ( t )  1 = f i  ( t )  f o r  e v e r y  o p t i m a l  u* and h f  ( t )  > 0 f o r  some 
o p t i m a l  A * .  
For any j e i t h e r  [-p* ( t + l ) B ( t )  + X * ( t ) F ( t ) ]  > b .  ( t )  f o r  j I 
some o p t i m a l  A* and u + ( t )  = 0 f o r  e v e r y  o p t i m a l  u*; o r  
I 
[-p* ( t + l ) B ( t )  + A* ( t )  D ( t )  ]  . = b .  ( t )  for every optimal h* I I 
and u t ( t )  > 0  for some optimal u*. 
3 
The c o n d i t i o n s  s t a t e d  i n  Lemmas 3 . 3  and 3 . 4  a r e  s i m i l a r  t o  
t h e  complementary s l a c k n e s s  r e l a t i o n s  i n  l i n e a r  programming [ 1 , 7 ]  . 
From t h e s e  lemmas, t h e  known Kuhn-Tucker o p t i m a l i t y  c o n d i t i o n s  
e a s i l y  f o l l o w  f o r  Problems 1  and 2. A s  t h e  a s s e r t i o n s  o f  t h e  
lemmas a r e  n o t  o n l y  n e c e s s a r y  b u t  a l s o  s u f f i c i e n t ,  it i s  n o t  d i f -  
f i c u l t  t o  s e e  t h a t  i n  o r d e r  t o  i n v e s t i g a t e  a  p a i r  o f  d u a l  dynamic 
Problems 1  and 2  it i s  s u f f i c i e n t  t o  c o n s i d e r  a  p a i r  o f  d u a l  
" l o c a l "  ( s t a t i c )  p rob lems  o f  l i n e a r  programming: 
max H I  ( p ( t + l )  , u ( t ) )  
and 
min H 2  ( x - ( t )  ,h (t ) ) 
l i n k e d  by t h e  p r imary  ( 1 )  and d u a l  ( 9 )  s t a t e  e q u a t i o n s  w i t h  
boundary c o n d i t i o n s  ( 2 )  and ( 1  0 ) .  
So,  any o f  t h e  " s t a t i c "  d u a l i t y  r e l a t i o n s  o r  LP o p t i m a l i t y  
c o n d i t i o n s  [ I  ,2 ,71  f o r  t h e  p a i r  o f  t h e  d u a l  LP problems ( 1  7 )  and 
( 3  8 )  l i n k e d  by t h e  s t a t e  e q u a t i o n s  ( 1 )  , ( 2 )  and ( 9 )  , ( 1 0 )  de- 
t e r m i n e  t h e  c o r r e s p o n d i n g  o p t i m a l i t y  c o n d i t i o n s  f o r  t h e  p a i r  o f  
t h e  d u a l  DLP Problems 1  and 2. Such c o n d i t i o n s  have  been formu- 
l a t e d  above;  i n  a  s i m i l a r  manner t h e  f o l l o w i n g  i m p o r t a n t  o p t i m a l -  
i t y  c o n d i t i o n s  a r e  o b t a i n e d .  
Theorem 3.2. (Maximum principle for primal Problem 1). 
For a control u* to be optimal in the primal Problem I ,  
it is necessary a n d  sufficient that there exists a feasible 
process CX*,p*) of the dual Problem 2, such that for t = 
0 , 1 ,  ..., T-1 the equality 
h o l d s ,  where t h e  maximum i s  t a k e n  o v e r  a l l  u ( t ) ,  s a t i s f y i n g  
t h e  c o n s t r a i n t s  ( 3 1 ,  ( 4 )  and A * ( t )  i s  t h e  o p t i m a l  dua l  v a r -  
i a b l e  i n  t h e  LP prob lem ( 1 8 ) .  
Theorem 3.  3 .  (Minimum p r i n c i p l e  fo r  d u a l  Problem 21. For 
a  c o n t r o l  A* t o  be o p t i m a l  i n  t h e  d u a l  Problem 2  i t  i s  nec -  
e s s a r y  and s u f f i c i e n t  t h a t  t h e r e  e x i s t s  a  f e a s i b l e  p r o c e s s  
{ u * , x * )  o f  t h e  pr imal  Problem 1 ,  s u c h  t h a t  f o r  t = 0 , 1 , .  . . ,T-1 
t h e  e q u a l i t y  
min H 2  ( x * ( t ) ; A ( t ) )  = H2(x* ( t )  , A *  ( t ) )  
h o l d s ,  where t h e  minimum i s  t a k e n  o v e r  a l l  A ( t ) ,  s a t i s f y i n g  
t h e  c o n s t r a i n t s  ( 1 1 ) ,  ( 1 2 )  and u * ( t )  i s  t h e  o p t i m a l  pr imary  
v a r i a b l e  i n  t h e  LP problem ( 1 7 ) .  
These  theorems  c a n  a l s o  b e  o b t a i n e d  by u s i n g  t h e  cor respond-  
i n g  o p t i m a l i t y  c o n d i t i o n s  f o r  d i s c r e t e  c o n t r o l  s y s t e m s  [ 51 .  
4 .  Examples 
I n  t h i s  s e c t i o n ,  d u a l i t y  r e l a t i o n s  f o r  some t y p i c a l  examples  
w i l l  b e  g i v e n .  
1 ,  Problem 4 . 1 .  ( w i t h o u t  c o n s t r a i n t s  on t h e  s t a t e  v a r i -  
a b l e s )  W e  c o n s i d e r  Problem 1 f o r  which  c o n s t r a i n t s  a r e  g i v e n  
o n l y  on t h e  c o n t r o l  v a r i a b l e s .  
T h i s  i s  a  s p e c i a l  c a s e  o f  a  DLP problem which r e d u c e s  t o  
T  s t a t i c  LP problems 
s u b j e c t  t o  c o n s t r a i n t s  (1 9 )  , where Hamil ton f u n c t i o n  H I  i s  
d e f i n e d  from (14)  and dua l  s t a t e  v a r i a b l e s  p ( t + l )  a r e  d i r e c t l y  
computed from 
So ,  t h e  d u a l  c o n t r o l s  { A ( t ) }  a r e  n o t  used  i n  t h i s  c a s e .  
2 .  Problem 4 .3 .  ( w i t h  g i v e n  l e f t  and r i g h t  e n d s  f o r  t h e  
t r a j e c t o r y )  I n  Problem 1  l e t  bo th  ends  of  a  t r a j e c t o r y  be f i x e d :  
I n  t h i s  c a s e ,  t h e  boundary c o n d i t i o n s  (10)  f o r  d u a l  Problem 2  
shou ld  be r e p l a c e d  by 
and t h e  te rm A (T) xT added t o  t h e  dua l  performance i ndex  ( 13) . 
3. Problem 4 . 3 .  ( w i t h  summary c o n s t r a i n t s )  L e t  t h e  
c o n s t r a i n t s  f o r  Problem 1  be g iven  i n  t h e  form 
Although t h i s  c a s e  can be reduced t o  t h e  canon i ca l  form of  
Problem 1  by i n t r o d u c i n g  a  new s e t  of  s t a t e  e q u a t i o n s  151, it i s  
i n t e r e s t i n g  t o  f o rmu la t e  t h e  d u a l  problem d i r e c t l y  f o r  t h e  c a s e  
( 2 0 ) .  Only one d u a l  c o n t r o l  v a r i a b l e ,  A ,  must be i n t r oduced  
he r e .  Thus, t h e  s t a t e  equa t i ons  ( 9 )  a r e  r e p l a c e d  by 
w i t h  boundary c o n d i t i o n s  (10)  and c o n s t r a i n t s  
The dual  performance index  becomes 
and t h e  Hamil ton f u n c t i o n  
T- 1  
H2 ( A )  = Af - A 1 G ( t ) x ( t )  . 
t = O  
The c o i n c i d e n c e  c o n d i t i o n s  o f  t h e  Hamil ton f u n c t i o n ' s  
v a l u e s  (Theorem 3 .1 )  i n  t h i s  c a s e  a r e :  
4 .  Problems. ( w i t h  t i m e  d e l a y s )  Problems w i t h  t i m e  
d e l a y s  a r e  v e r y  i m p o r t a n t  a s  t h e y  a r i s e  i n  many p r a c t i c a l  c a s e s .  
We c o n s i d e r  h e r e  t h e  problem w i t h  d e l a y s  on c o n t r o l  v a r i a b l e s :  
w i t h  g i v e n  i n i t i a l  c o n d i t i o n s :  
x ( 0 )  = x  0  
where m l ,  ..., m 1 i s  some g i v e n  o r d e r e d  set  of  i n t e g e r s .  
LJ 
The c o n s t r a i n t s  on v a r i a b l e  a r e  supposed  t o  be  g i v e n  i n  t h e  
form ( 3 )  , ( 4 )  and performance i n d e x  by 
J 1  ( u )  = a ( T ) x ( T )  
where T  > m 
LJ* 
The d u a l  problem f o r  t h i s  c a s e  w i l l  be  a s  f o l l o w s .  
TO f i n d  a  d u a l  c o n t r o l  A = h{(T-l-ml) ,... ,A(T-l-m ) I  
!J h (T-1 ) , . . . , X ( O ) ,  . . . ,A (-m ) } and a  c o r r e s p o n d i n g  t r a j e c t o r y  
!J 
p  = { p ( T ) ,  . . . ,p (O)  1 ,  s a t i s f y i n g  t h e  s t a t e  equa t i ons  ( 9 )  wi th  
( 10) and c o n s t r a i n t s  
which minimize t h e  performance index  
The DLP problems w i t h  t ime  d e l a y s  on s t a t e  v a r i a b l e s  can  
be cons ide red  i n  a  s i m i l a r  way ( c f .  [5 ]  ) . 
5. Conclusion 
The d u a l i t y  r e l a t i o n s  and t h e  r e s u l t i n g  o p t i m a l i t y  condi- 
t i o n s  s t a t e d  above have a  c l e a r  economic i n t e r p r e t a t i o n  ( p a r t l y  
g iven  i n  [ a ] ) .  These c o n d i t i o n s  provide  a  b a s i s  f o r  t h e  con- 
s t r u c t i o n  of numer ica l  methods. A s t r a i g h t f o r w a r d  implementat ion 
of t h e  o p t i m a l i t y  c o n d i t i o n s  l e a d s  t o  i t e r a t i v e  methods ( s e e  
r e f e r e n c e s  i n  [ 3 ] ) .  The d u a l i t y  r e l a t i o n s  a r e  used i n  f i n i t e -  
s t e p  methods, which a r e  cons ide red  i n  t h e  fo l lowing  p a r t s .  
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11. THE DYNAMIC SIMPLEX METHOD: GENERAL APPROACH 
1. I n t r o d u c t i o n  
Methods f o r  s o l v i n g  g e n e r a l  l i n e a r  programming (LP) a r e  now 
w e l l  deve loped  and have r e s u l t e d  i n  an e x t e n s i v e  f i e l d  o f  a p p l i -  
c a t i o n s  [ 1 , 2 ] .  Dynamic l i n e a r  programming (DLP) i s  a  s p e c i a l  
c l a s s  o f  l i n e a r  programs f o r  p l a n n i n g  and c o n t r o l  o f  complex 
sys tems  o v e r  t i m e  [3-61. DLP a p p l i c a t i o n s  t e n d  t o  b e  t o o  l a r g e  
t o  b e  s o l v e d  by g e n e r a l  LP methods. These a p p l i c a t i o n s  have 
been hampered by l a c k  of  u n i v e r s a l  DLP computer codes .  The few 
DLP problems t h a t  a r e  s o l v e d  a r e  l i m i t e d  i n  s i z e .  They a r e  s o l v e d  
by t r e a t i n g  them a s  s t a t i c  problems and u s i n g  f o r  t h e i r  s o l u t i o n  
s t a n d a r d  LP codes  ( s e e ,  f o r  example,  [ 4 , 6 1 )  . 
A s  DLP problems a r e  p r i n c i p a l l y  l a r g e - s c a l e ,  t h i s  " s t a t i c "  
approach i s  l i m i t e d  i n  i t s  p o s s i b i l i t i e s ,  and t h e  development o f  
e f f i c i e n t  a l g o r i t h m s  s p e c i a l l y  o r i e n t e d  t o  dynamic LP problems 
c o n t i n u e s  t o  be needed.  I n  r e c e n t  y e a r s ,  methods f o r  DLP have 
been proposed which make it p o s s i b l e  t o  t a k e  i n t o  a c c o u n t  t h e  
s p e c i f i c  f e a t u r e s  of dynamic problems ( e . g .  [7-9]).* But ex ten-  
s i o n  o f  t h e  most e f f e c t i v e  f i n i t e - s t e p  m e t h o d - - t h e  s implex  
method f o r  s o l v i n g  L P - - t o  t h e  dynamic c a s e  y e t  h a s  t o  be i m -  
plemented a l t h o u g h  t h e r e  have been a  number o f  p r o p o s a l s  by 
Dantz ig  and o t h e r s .  
The dynamic s implex  method a s  p r e s e n t e d  h e r e  was f i r s t  sug- 
g e s t e d  i n  [10,111. I n  t h i s  approach ,  t h e  main c o n c e p t  o f  t h e  
s t a t i c  s implex  m e t h o d - - t h e  b a s i s  - - i s  r e p l a c e d  by a  set of  l o c a l  
b a s e s ,  i n t r o d u c e d  f o r  t h e  whole p l a n n i n g  p e r i o d .  I t  a l l o w s  a  
s i g n i f i c a n t  s a v i n g  i n  t h e  amount o f  computat ion and computer c o r e .  
I t  p e r m i t s  t h e  development o f  a  s e t  of f i n i t e - s t e p  DLP methods 
( p r i m a l ,  d u a l  and p r i m a l - d u a l )  which a r e  t h e  d i r e c t  ana logues  o f  
t h e  c o r r e s p o n d i n g  s t a t i c  f i n i t e - s t e p  methods. 
T h i s  p a p e r  c o n s i s t s  o f  two p a r t s :  t h e  f i r s t  p a r t  d e s c r i b e s  
t h e  p roposed  approach ;  t h e  second p a r t  p r e s e n t s  t h e  s e p a r a t e  
*See a l s o  r e f e r e n c e s  i n  [ 3 ] .  
procedures and t h e  g e n e r a l  scheme o f  t h e  a lgor i thm a s  w e l l  a s  
t h e  connect ion wi th  t h e  b a s i s  f a c t o r i z a t i o n  approach. 
Consider  t h e  DLP problem i n  t h e  fo l lowing  form. 
P r o b l e m  1.1. Find a  c o n t r o l  
u  = { u ( O ) ,  ..., U ( T - 1 ) )  
and a  t r a j e c t o r y  
s a t i s f y i n g  t h e  s t a t e  equa t ion  
wi th  i n i t i a l  cond i t i on  
and c o n s t r a i n t s  
which maximize t h e  o b j e c t i v e  func t ion  
Here t h e  v e c t o r  x ( t )  = {x l  ( t )  ,. . . , x n ( t )  d e f i n e s  t h e  s t a t e  of 
t h e  system a t  s t e p  t i n  t h e  s t a t e  space  E", which i s  assumed t o  
be t h e  n-dimension euc l idean  space ;  t h e  v e c t o r  u  ( t )  = { u l  ( t )  ,
r 
. . . ,ur  ( t )  E E (r-dimension euc l idean  space )  s p e c i f i e s  t h e  con- 
0  t r o l l i n g  a c t i o n  a t  s t e p  t; v e c t o r s  x  , f ( t )  and t h e  m a t r i c e s  
A ( t ) ,  B ( t )  , G ( t )  , D ( t ) ,  r e s p e c t i v e l y  a r e  of dimensions (n x 11, 
(m x 1)  and (n x n )  , (n x r )  , (m x n )  , (m x r )  , and a r e  assumed t o  
be given.  I n  v e c t o r  p roduc t s ,  t h e  r i g h t  v e c t o r  i s  a  column, t h e  
l e f t  v e c t o r  i s  a  row. 
T h e r e  a r e  a  number o f  m o d i f i c a t i o n s  o f  P r o b l e m s  1 .1  wh ich  
c a n  e i t h e r  b e  r e d u c e d  t o  t h i s  p r o b l e m  [12  , I  31 o r  t h e  r e s u l t s  
s t a t e d  be low may b e  u s e d  d i r e c t l y  f o r  t h e i r  s o l u t i o n .  F o r  exam- 
p l e ,  c o n s t r a i n t s  on  t h e  s t a t e  a n d  c o n t r o l  v a r i a b l e s  c a n  b e  s e p -  
a r a t e ;  s t a t e  v a r i a b l e s  may b e  n o n n e g a t i v e ;  s t a t e  e q u a t i o n s  i n -  
c l u d e  t i m e  l a g s ;  t h e  o b j e c t i v e  f u n c t i o n  d e p e n d s  on  t h e  whole  
s e q u e n c e s  { u ( t ) )  a n d / o r  { x ( t ) ) ,  e tc .  [ 3 , 1 2 1 ) .  
A long  w i t h  t h e  p r i m a l  P rob lem 1 . 1 ,  u s e  w i l l  b e  made o f  i t s  
d u a l  [121.  
Problem 1 . 2 .  F i n d  a  d u a l  c o n t r o l  
X = {X(T-1) ,.. . , X ( O ) )  
a n d  a  d u a l  ( c o n j u g a t e )  t r a j e c t o r y  
s a t i s f y i n g  t h e  c o s t a t e  ( c o n j u g a t e )  e q u a t i o n  
w i t h  bounda ry  c o n d i t i o n  
and  c o n s t r a i n t s  
wh ich  m i n i m i z e  t h e  o b j e c t i v e  f u n c t i o n  
D e f i n i t i o n  1 . 1 .  A f e a s i b l e  c o n t r o l  o f  t h e  DLP Prob lem 1 .1  
i s  a  v e c t o r  s e q u e n c e  u  = {u  ( 0 )  , . . . , u  (T-1 ) 1 w h i c h  s a t i s f i e s  w i t h  
some t r a j e c t o r y  x = { x ( O )  ,. . . , x ( T ) )  c o n d i t i o n s  ( 1 . 1 )  t o  ( 1 . 4 ) .  
An o p t i m a l  c o n t r o l  o f  P r o b l e m  1 . 1  i s  a  f e a s i b l e  c o n t r o l  u* ,  
wh ich  max imizes  ( 1 . 5 )  s u b j e c t  t o  ( 1 . 1 )  - ( 1 . 4 ) .  
F e a s i b l e  d u a l  c o n t r o l  X and o p t i m a l  d u a l  c o n t r o l  A* t o  t h e  
d u a l  P r o b l e m  1 .2  a r e  d e f i n e d  i n  a  s i m i l a r  way. 
L e t  U = E ' ~ ;  u  = { u ( O )  ,.. . , u ( T - I ) ]  E U  b e  t h e  c o n t r o l  s p a c e  
o f  P rob lem 1 .1 .  I n  t h e  c o n t r o l  s p a c e  U P r o b l e m  1 .1  c a n  b e  re- 
w r i t t e n  a s  f o l l o w s  [ I 3 1  . 
One c a n  o b t a i n  f rom t h e  s t a t e  e q u a t i o n  ( 1 . 1 ) ,  t h a t  
t- 1  
x ( t )  = Y ( t , O ) x ( O )  + 1 Y ( ~ , T + I ) B ( T ) U ( T )  ( 1  . l o )  
- r = O  
w h e r e  
Y ( ~ , T )  = A ( t - 1 )  A ( ~ - ~ ) . - - A ( T )  ( 0 A ~ z t - 1 )  , 
I i s  t h e  i d e n t i t y .  
By s u b s t i t u t i n g  ( 1 . 1 0 )  i n t o  ( 1 . 3 )  a n d  t a k i n g  i n t o  a c c o u n t  
( 1 . 2 ) ,  w e  o b t a i n  t h e  c o n s t r a i n t s  on c o n t r o l s  u ,  g i v e n  i n  e x p l i c i t  
f o rm : 
The m a t r i c e s  W ( t ,  - r )  a r e  o f  d i m e n s i o n  (m  x r )  a n d  v e c t o r s  h ( t )  
a r e  o f  d i m e n s i o n  ( m  x 1  ) . 
The  o b j e c t i v e  f u n c t i o n  (1 .5 )  w i l l  b e  r e w r i t t e n ,  r e s p e c t i v e l y ,  
i n  t h e  f o r m  
w h e r e  
T  
c ( t )  = q ( t + l ) B ( t )  . 
H e r e  v e c t o r s  q ( t )  are g e n e r a t e d  r e c u r s i v e l y  by 
D e n o t i n g  t h e  c o n s t r a i n t  m a t r i x  o f  ( 1 . 1 1 )  by W ( d i m e n s i o n  i s  
mT x r T ) ,  we c a n  r e f o r m u l a t e  P rob lem 1 .1  i n  t h e  f o l l o w i n g  e q u i -  
v a l e n t  fo rm.  
Prob lem  1 . 1 ~ .  F i n d  a c o n t r o l  u ,  s a t i s f y i n g  t h e  c o n s t r a i n t s  
wh ich  max imizes  t h e  o b j e c t i v e  f u n c t i o n  
- 
H e r e  u  = { u ( t ) } ;  h  = { h ( t ) } ;  c = { c ( t ) }  ( t  = 0 , 1 ,  ..., T-1) a n d  J1 
0  d i f f e r s  f r o m  J ,  by t h e  c o n s t a n t  q ( O ) x  . 
I t  i s  e v i d e n t  t h a t  t h e  sets  o f  o p t i m a l  c o n t r o l s  f o r  P rob lem 
1 .1  a n d  l . l a  are t h e  same. 
Now t h e  g e n e r a l  scheme o f  t h e  s i m p l e x  method a s  a p p l i e d  t o  
P r o b l e m s  1  . l a  w i l l  b e  d e s c r i b e d .  
L e t  u  b e  a  f e a s i b l e  c o n t r o l ;  we s h a l l  d e f i n e  t h e  i n d e x  sets 
I ( u )  = { ( i , t ) l u i ( t )  > O ;  i = l ,  ..., r ; t = O  ,..., T - l }  
- 
I ( u )  = { ( i , t ) ( u i ( t )  = O ;  i = l ,  ..., r ;  t = O  ,..., T-11 
I = I ( u )  u T ( u )  . 
Denote a l s o  t h e  columns o f  m a t r i x  W by w i ( t )  ( i =  1 ,  ..., r ;  
mT t = 0 , 1 , .  . . ,T-1 ; wi ( t )  E E . I n  t h i s  c a s e  t h e  c o n s t r a i n t s  ( 1 . 1 1 )  
can  b e  r e w r i t t e n  a s  
D e f i n i t i o n  1 . 2 .  A b a s i c  f e a s i b l e  c o n t r o l  o f  Problem 1.1  i s  
a  f e a s i b l e  c o n t r o l  u ,  f o r  which v e c t o r s  w i ( t ) ,  (i , t)  E I ( u ) ,  a r e  
l i n e a r l y  i n d e p e n d e n t .  
A n o n d e g e n e r a t e  b a s i c  f e a s i b l e  c o n t r o l  is  a  b a s i c  f e a s i b l e  
c o n t r o l  u ,  f o r  which v e c t o r s  wi ( t )  , ( i , t )  E I ( u )  , c o n s t i t u t e  a  
mT b a s i s  i n  E  . 
The b a s i s  o f  a  b a s i c  f e a s i b l e  c o n t r o l  u  i s  a  s y s t e m  o f  mT l i n -  
e a r l y  i n d e p e n d e n t  v e c t o r s  w i ( t ) ,  which c o n t a i n s  a l l  v e c t o r s  w .  ( t ) ,  
i ( t )  E I ( u )  . 
A s  u s u a l  w i t h o u t  any l o s s  i n  g e n e r a l i t y  we can assume t h a t  
Problem l . l a  ( 1 . 1 )  i s  f e a s i b l e  and t h a t  any b a s i c  f e a s i b l e  c o n t r o l  
i s  n o n d e g e n e r a t e  [ 1  ] . 
Denote by I ( u )  t h e  s e t  o f  i n d i c e s  c o r r e s p o n d i n g  t o  t h e  B 
b a s i c  v e c t o r s  wi ( t )  ; IN ( u )  i s  t h e  s e t  o f  i n d i c e s  c o r r e s p o n d i n g  
t o  t h e  r e m a i n i n g  v e c t o r s  wi ( t )  of  m a t r i x  W. L e t  
and m ( t )  i s  t h e  number o f  b a s i c  components o f  a  b a s i c  c o n t r o l  u  
a t  s t e p  t .  E v i d e n t l y  
Then,  any b a s i c  f e a s i b l e  c o n t r o l  may b e  r e p r e s e n t e d  a s  
u  = { u B r u , l ,  w i t h  uB 0  , u  = O  . N 
Denote by WB t h e  m a t r i x  w i t h  columns wi ( t )  , (i ,  t )  E IB ( u )  ( b a s i c  
- 1  
m a t r i x ) .  Then uB = WB h .  
L e t  w j  ( t l ) ,  ( j  , t l )  E I ,  b e  a n  a r b i t r a r y  column v e c t o r  o f  W ,  
t h e n  
W . ( t l )  = w v  ( t l )  1 
B j  (1 .13)  3 
where v e c t o r  v .  (t  ) = { v i j ( t l , - r ) } ,  (i = 1  ,..., m ,  r  =O ,..., T-1) 1 1  
h a s  d imens ion  mT. 
D e f i n e  
Thus,  we c a n  r e w r i t e  
c j  ( t )  = q ( t + l ) b .  ( t)  J 
T- 1 
Here b .  ( t )  i s  a  column o f  t h e  m a t r i x  B ( t )  ; t h e  m a t r i x  BB ( r )  3 
is  g e n e r a t e d  by t h e  b a s i c  columns b i ( r ) ,  ( i , ~ ) € I ~ ( u )  o f  t h e  
m a t r i x  B ( T ) ;  ( j , t )  E I. 
The d i r e c t  a p p l i c a t i o n  o f  t h e  s i m p l e x  method t o  Problem 1 .1  
(1. l a )  g i v e s  t h e  f o l l o w i n g  b a s i c  o p e r a t i o n s :  
1 .  The computa t ion  o f  t h e  s i g n  s o r  z ( t )  - c .  ( t )  f o r  a l l  j  3 ( j ,  t )  E  I ,  t o  d e t e r m i n e  w h e t h e r  an o p t i m a l  c o n t r o l  h a s  been  found;  
t h a t  i s  t h e  c a s e  when z .  ( t )  - c .  ( t )  > 0  f o r  a l l  j and t .  I f  y e s ,  
3 3 - 
t h e  a l g o r i t h m  t e r m i n a t e s  w i t h  a  p r i n t o u t  o f  t h e  o p t i m a l  s o l u t i o n .  
I f  n o t ,  t h e n  
2 .  t h e  s e l e c t i o n  o f  t h e  v e c t o r  t o  be  i n t r o d u c e d  i n t o  t h e  
b a s i s ,  t h a t  i s  s e l e c t i o n  o f  a  v e c t o r  w i t h  a  v a l u e  o f  z .  ( t )  - 
3 
c .  ( t )  < 0. L e t  t h e  p a i r  o f  i n d i c e s  a s s o c i a t e d  w i t h  t h i s  v e c t o r  3 
b e  ( j , t l ) .  
3 .  The s e l e c t i o n  o f  t h e  v e c t o r  t o  b e  removed from t h e  
b a s i s .  The p a i r  o f  i n d i c e s  a s s o c i a t e d  w i t h  t h i s  v e c t o r  w i l l  be  
d e n o t e d  by ( k , t 2 ) .  I f  ( I I , t 2 )  c a n n o t  b e  found,  t h e  a l g o r i t h m  
t e r m i n a t e s  w i t h  a  p r i n t o u t  o f  i n f o r m a t i o n  o f  how t o  g e n e r a t e  a  
c l a s s  o f  f e a s i b l e  s o l u t i o n s  s u c h  t h a t  J l  ( u )  + +". I f  n o t ,  t h e n  
4 .  t h e  b a s i s  and b a s i c  f e a s i b l e  c o n t r o l  i s  upda ted .  The 
new b a s i c  f e a s i b l e  c o n t r o l  u ( ' )  = { u  0  i s  d e f i n e d  by 
u:" ( T I  = 0  ( i , T )  # ( j , t l ) ;  ( ~ , T ) E I ~ ( u )  , 
where t h e  o u t g o i n g  p a i r  o f  i n d i c e s  ( k , t 2 )  is  g i v e n  by t h e  v a l u e  
8 which i s  c a l c u l a t e d  from 0  
and by 
( p , , t 2 )  = arg-min 
V ( t l ,  T)>0  Vsi ( t l ' T )  
S .  
1 .  I j (si , T  ) € I  ( u )  
The numbers z . ( t )  a r e  u s u a l l y  computed from z . ( t )  = Aw . ( t )  ,
I I I 
where A = {Ai ( T )  , ( i , ~ )  € ( u )  1 a r e  s i m p l e x  m u l t i p l i e r s  f o r  t h e  
b a s i s  WB: 
The g e n e r a l  scheme c o n s ~ d e r e d  above i s  i n  p r a c t i c e  i n e f f e c t i v e  
f o r  t h e  s o l u t i o n  o f  Problem 1 . 1  ( l . l a )  when t h e  d imens ion  o f  t h e  
m a t r i x  W is  l a r g e .  B e s i d e s ,  t h e  i n p u t  d a t a  a r e  u s u a l l y  g i v e n  i n  
t h e  form o f  Problem 1.1 r a t h e r  t h a n  i n  t h e  form o f  Problem l . 1 a  
a n d  n o  e x p l o i t a t i o n  h a s  b e e n  made o f  i t s  s p e c i a l  s t r u c t u r e .  
T h e r e f o r e  t h e  s i m p l e x  p r o c e d u r e  d i r e c t l y  d e s i g n e d  f o r  t h e  s o l u -  
t i o n  o f  P rob lem 1 .1  w i l l  b e  d e s c r i b e d .  
2.  L o c a l  B a s e s  
The m a t r i c e s  D ( t )  (t  = 0 , .  . . ,T-1) o f  c o n s t r a i n t s  ( 1 . 3 )  w i l l  
b e  a s sumed  t o  h a v e  t h e  r a n k  m. T h i s  a s s u m p t i o n  is  n o t  restric- 
t i v e  b e c a u s e  o n e  c o u l d  a l w a y s  i n s e r t ,  i f  n e c e s s a r y ,  a d d i t i o n a l  
a r t i f i c i a l  co lumns ,  a s  i n  t h e  s t a t i c  c a s e ,  see [ I ] .  
0  L e t  u s  d e n o t e  2 ( 0 )  = f  ( 0 )  - G ( 0 ) x  . Then c o n s t r a i n t s  ( 1 . 3 )  
c a n  b e  r e w r i t t e n  a s  
I n  a c c o r d a n c e  w i t h  o u r  a s s u m p t i o n  we c a n  c h o o s e  m l i n e a r l y  
i n d e p e n d e n t  c o l u m n - v e c t o r s  d i ( 0 )  o f  t h e  m a t r i x  D ( 0 ) .  Deno te  
t h e s e  co lumns  by D o  ( 0 )  a n d  t h e  rest o f  ~ ( 0 )  by  Dl ( 0 ) .  Thus 
A s  d e t e r m i n a n t  I D  ( 0 )  I # 0 ,  t h e  c o n s t r a i n t s  ( 2 . 1 )  c a n  b e  re- 0 
w r i t t e n  i n  t h e  form 
where  components  o f  t h e  v e c t o r  u  ( 0 )  €Ern c o r r e s p o n d  t o  t h e  m a t r i x  0  
D ( 0 )  a n d  components  o f  t h e  v e c t o r  u  ( 0 )  E E ~ - ~  c o r r e s p o n d  t o  t h e  0  1  
m a t r i x  D l  ( 0 ) .  
The p a r t i t i o n  o f  t h e  m a t r i x  B ( 3 )  i s  c a r r i e d  o u t  s i m i l a r l y  
t o  t h a t  o f  t h e  p a r t i t i o n  o f  3 ( 0 )  : B ( 0 )  = [ B O  ( 0 )  ; B i  ( 0 )  I .  T h e r e f o r e  
S u b s t i t u t i o n  ( 2 . 2 )  i n t o  ( 2 . 3 )  y i . e l d s  
where 
Now we c o n s i d e r  a  s t e p  t ,  O l t i T -  I .  L e t  
where 
1  6 ( t )  = [ G ( t ) B  (t  - 1 )  ; D ( t ) l  
i ( t )  = [GI (t  - I )  ; u ( t ) ]  T  
i ( t )  = f ( t )  - G ( ~ ) x *  ( t )  - 
1  I n  ( 2 . 6 )  t o  ( 2 . 8 ) ,  t h e  m a t r i x  B (t  - I )  and v e c t o r s  6 ( t  - 1 ) ,  1  
x* ( t )  a r e  d e f i n e d  from r e c u r r e n t  r e l a t i o n s ,  which w i l l  be  o b t a i n e d  
below. 
A 
By c o n s t r u c t i o n ,  t h e  m a t r i x  D ( t )  c o n t a i n s  m l i n e a r l y  i n d e -  
A 
penden t  columns d i ( t ) .  The m a t r i x  formed by t h e s e  columns w i l l  
b e  d e n o t e d  a s  h O ( t ) ;  t h e  m a t r i x  from t h e  rest of  t h e  columns -- 
a s  C l ( t ) .  Thus,  ( 2 . 5 )  c a n  b e  r e w r i t t e n  a s  
Hence 
L e t  
1  
w h e r e  x* ( t )  and  B (t  - 1  ) w i l l  b e  d e f i n e d  l a t e r .  
By s u b s t i t u t i n g  ( 2 . 1 4 )  i n t o  s t a t e  e q u a t i o n  ( 1 . 1 ) ,  we o b t a i n  
w h e r e  
t h e  v e c t o r  G ( t )  i s  d e f i n e d  by ( 2 . 7 ) .  
C o n s i d e r i n g  t h e  r e p r e s e n t a t i o n  
a n d  s u b s t i t u t i n g  ( 2 . 1 0 )  i n t o  ( 2 . 1 4 ) ,  w e  a g a i n  o b t a i n  e q u a t i o n s  
( 2 . 1 3 )  f o r  t h e  n e x t  s t e p  t + 1  : 
w h e r e  
I n i t i a l  c o n d i t i o n s  f o r  ( 2 . 1 4 )  , ( 2 . 5 )  a r e  
The s p e c i f i c  o f  such  a r e p r e s e n t a t i o n  o f  Problem 1.1  i s  a  
r e c u r r e n r  d e t e r m i n a t i o i ~  o f  c o n t r o l  u^  ( t )  , t h a t  i s ,  u s i n g  ( 2 . 7 )  
w e  o b t a i n  
G ( t )  = [Gl ( t-  1) , u ( t J ]  T  ( 2 . 1 9 )  
- 
T  
- [$(t-2) ,ul (t-1) , u ( t ) ]  = . . . = [ut (0) ( l ) ,  . . . , ~ ~ - ~ ( i ) ,  
T  
-. - ,ul (t-1) , u ( t )  I 
where t h e  v e c t o r  u ~ , ~ ( ~ J  i s  formed from t h o s e  components o f  t h e  
c o n t r o l  u  which a r e  recomputed from a  s t e p  i t o  t h e  s t e p  t by 
v i r t u e  o f  t h e  p r o c e d u r e  which was d e s c r i b e d  above.  The r e l a t i o n s  
(2 .19)  show t h a t  t h e  v e c t o r  G ( t )  may i n c l u d e  components ui ( T )  
f rom p r e c e d i n g  s t e p s  ~ = t  - 1 ,  ..., 1,O. 
C o n s i d e r  now t h e  l a s t  s t e p  
16 ( T -  1 ) ;  ( T -  1 )  + c1 (T - l ) G l  (T - 1 )  = ? ( T  - 1 )  0  0  
where 6 (T - 1 )  i s  a  n o n s i n g u l a r  m a t r i x .  L e t  0  
t h e n  
Dete rmin ing  t h e  v a l u e  o f  t h e  v e c t o r  G(T - 1) = [fi (T-  1) ,al (T- I ) ]  T 0  
from ( 2 . 2 0 ) ,  ( 2 . 2 1 ) ,  o n e  can compute t h e  v a l u e s  o f  f e a s i b l e  con- 
t r o l  {u ( t )  ] f o r  a  g i v e n  set of  l o c a l  b a s e s  {E0 ( t )  } ( t  = 0 ,  1  , . . . ,T - 1 )  . 
T h i s  p r o c e d u r e  w i l l  be  c a l l e d  P r o c e d u r e  1 .  
D e f i n i t i o n  2 . 1 :  The set o f  m l i n e a r l y  i n d e p e n d e n t  columns 
i i ( t)  o f  t h e  m a t r i x  6 ( t )  is  c a l l e d  t h e  ZocaZ b a s i s  a t  t h e  s t e p  t 
( t = O , l ,  ..., T -  1 ) .  
The set of all indices (i,t) associated with the components 
of local basis matrix i0 (t) (t = Or.. . ,T-1) will be denoted by 
10(u), and its complement with respect to I will be denoted by 
- 
I. (u) . 
Theorem 2 .1 :  L e t  a  c o n t r o l  u be computed from Procedure  1  
f o r  a  g i v e n  s e t  o f  l o c a l  b a s e s  16 (t) 1 w i t h  boundary  c o n d i t i o n s  0 
and l e t  
ui(t) 2 0 for all (1,t) E IO (u) . 
Then u i s  a  b a s i c  f e a s i b l e  c o n t r o l  and 
P r o o f :  Let Wo be the matrix which is generated by the col- 
umns wi(t) of the constraint matrix W, associated with variables 
Go(t), that is, 
By construction, Wo is a square matrix of dimension of mT xmT. 
For proof of the theorem, we shall need the following asser- 
tion. 
Lemma 2.1: The m a t r i x  Wo i s  n o n s i n g u l a r  i f  and o n l y  i f  t h e  
m a t r i c e s  c0 (t) (t = 0, I , .  . . ,T - 1) a r e  n o n s i n g u l a r .  
Proof: Sufficiency. The procedure of computing {Go (t) } 
described above is a block modification of the Gauss method [I41 
where pivot blocks are matrices EO(t). The Gauss algorithm trans- 
forms the matrix Wo to an upper block triangular matrix with 
6 (t) on its diagonal: 0 
where nonzero elements of Wo are denoted by * .  
The Gauss algorithm does not change the rank of the original 
matrix [141. In fact, the relation 
holds, where I W  I is the absolute value of the determinant of a 
I 0 1  A 
matrix Wo. The relation (2.22) implies that, if matrices Do(t) 
(t=O,1, ..., T -  1) are nonsingular, then the matrix Wo is also 
nonsingular. 
k c g g g i t y :  Suppose that k iterations of the Gauss algorith~!! 
k have been done and Wo is a matrix obtained after k iterations: 
-k k  Here Wo i s  a  s u b m a t r i x ,  g e n e r a t e d  by e l e m e n t s  o f  Wo which a r e  o u t -  
s i d e  o f  p i v o t  rows and columns o f  p r e v i o u s  i t e r a t i o n s .  I n  t h i s  
c a s e ,  t h e  r e l a t i o n  (2 .22)  s h o u l d  b e  r e p l a c e d  by 
The f i r s t  block-row o f  % i s  [ 6 ( k )  ;O] . Suppose t h a t  t h e  ma- 
t r i x  6 ( k )  c a n n o t  g e n e r a t e  any n o n s i n g u l a r  s q u a r e  s u b m a t r i x  6 ( k )  0  
o f  d imens ion  m. T h i s  i m ~ l i e s  , t h a t  t h e  rows o f  t h e  m a t r i x  6 ( k )  
-k -k 
a r e  l i n e a r l y  dependen t  and  t h e  m a t r i x  W o  i s  s i n g u l a r  w i t h  I W o (  = 0. 
Then lwO 1 = O r  which c o n t r a d i c t s  t h e  assumpt ion  o f  t h e  lemma. 
Thus ,  i f  t h e  m a t r i x  Wo i s  n o n s i n g u l a r  t h e n  a t  e a c h  s t e p  o f  
t h e  Gauss a l g o r i t h m  a  n o n s i n g u l a r  m a t r i x  g O ( k )  c a n  b e  c o n s t r u c t e d .  
T h i s  c o m p l e t e s  t h e  p r o o f  o f  t h e  lemma. 
The p roof  o f  t h e  theorem now f o l l o w s  d i r e c t l y .  By d e f i n i -  
A 
t i o n ,  m a t r i c e s  D o ( t )  ( t =  0 ,  ..., T  - 1)  a r e  n o n s i n g u l a r ,  which i m -  
p l i e s  t h a t  t h e  m a t r i x  Wo i s  a l s o  n o n s i n g u l a r  and v e c t o r s  w . ( t ) ,  
1 
(i , t)  E I O ( u ) ,  a r e  l i n e a r l y  i n d e p e n d e n t .  
I t  f o l l o w s  from P r o c e d u r e  1  t h a t  
u .  ( t )  = 0  f o r  a l l  (i , t)  E  T o  ( u )  . 
1 
As ui ( t )  2 0  f o r  a l l  (i , t)  € I O  ( u )  , t h e n  i n  a c c o r d a n c e  w i t h  d e f i n i -  
t i o n  1 .2  u  i s  a  b a s i c  f e a s i b l e  c o n t r o l .  T h i s  c o m p l e t e s  t h e  p r o o f  
o f  t h e  theorem.  
The p r o o f  o f  Theorem 3.1 shows t h a t  P r o c e d u r e  1  p e r m i t s  
- 1  
o p e r a t i o n s  n o t  w i t h  t h e  i n v e r s e  WB o f  d imens ion  mT xmT b u t  w i t h  
T  i n v e r s e s  So' ( t )  o f  dimension m x m. Hence , P r o c e d u r e  1 i s  b a s i c  
t o  t h i s  approach .  However, a s  w i l l  b e  s e e n  f u r t h e r ,  it i s  n o t  
used  e x p l i c i t l y .  
I n  f a c t ,  a s  f o l l o w s  from t h e  p roof  o f  t h e  theorem,  o n l y  
b a s i c  s u b m a t r i c e s  o f  m a t r i c e s  6 ( t )  s h o u l d  b e  hand led  i n  t h e  a l -  
g o r i t h m .  B e s i d e s ,  t h e r e  i s  no n e c e s s i t y  t o  compute l o c a l  b a s e s  
a t  e a c h  i t e r a t i o n ,  o n l y  t h e  u p d a t i n g  o f  some o f  t h e  T  l o c a l  b a s e s  
i s  needed .  
3. C o n t r o l  V a r i a t i o n  
I n  a c c o r d a n c e  w i t h  Theorem 2.1 ,  t h e  b a s i s  WB i s  e q u i v a l e n t  
t o  t h e  set of  l o c a l  b a s e s  { 6 0 B ( t )  1. T h e r e f o r e ,  o u r  a im i s  t o  
d e v e l o p  t h e  s i m p l e x  o p e r a t i o n s  f o r  s o l u t i o n  o f  Problem 1.1  r e l a -  
t i v e  t o  t h e  set  o f  l o c a l  b a s e s  {EOB ( t )  1 .  
F o r  a  g i v e n  b a s i c  f e a s i b l e  c o n t r o l  u =  {uB,uN},  l e t  us  f i x  
t h e  p a i r  o f  i n d i c e s  ( j , t l )  €1 s u c h  t h a t  t h e  c o r r e s p o n d i n g  column 
d .  ( t l )  o f  t h e  m a t r i x  D ( t l )  i s  n o t  i n  t h e  b a s i s ,  t h a t  i s ,  ( j  , t l )  3 
E IN ( u )  . 
We f i r s t  c o n s i d e r  t h e  p r o c d d u r e  f o r  s e l e c t i o n  o f  t h e  column 
d .  ( t , )  t o  b e  i n t r o d u c e d  i n t o  t h e  b a s i s ,  t h a t  i s ,  i n t o  t h e  set o f  I 
l o c a l  b a s e s  { 6 0 B ( t )  1. I n  a c c o r d a n c e  w i t h  S e c t i o n  2 ,  t h e  con- 
s t r a i n t s  ( 1 . 3 )  a t  s t e p  t c a n  b e  w r i t t e n  a s  
where  
Here t h e  s u b s c r i p t  B  d e n o t e s  s u b m a t r i c e s  and -:sctors a s -  
s o c i a t e d  w i t h  a  g i v e n  b a s i s  WB o r  { f i O B ( t )  } .  
L e t  a  v e c t o r  j* (t  ) E E ~  d e f i n e  r e p r e s e n t a t i o n  o f  t h e  vec-  OB 1  
t o r  d .  ( t l )  i n  t e r m s  of  co lumn-vec to r s  o f  t h e  m a t r i x  6 
3 OB ( t l  , t h a t  
i s ,  
Taking  i n t o  a c c o u n t  ( 3 . 2 )  , we c a n  r e w r i t e  ( 3 . 1  ) a s  
where  0 i s  a  r e a l  number. 
It is evident that the equality (3.3) is true for any value 
of the parameter 0. It follows from (3.3) that a new control 
0 
u (t ) is introduced at step tl: 1 
where 
^8 
uOB(tl) = GB(tl) - ~j:~(t~) 
8 
ulB(tl) = GIB(tl) 
T Qtl) = [O .... .el... .Ol . 
By substituting the control ;'(tl) in state equation (2.14), 
we obtain 
where 
Substituting (3.5) into formulation (2.5) of constraints (1.3) , 
we see that they will be true if 
Let us express the vector -G (tl + 1) Y* (tl + 1) in terms of 
A 
column vectors of the matrix DOB(tl + 1): 
Considering (3.81, the equality (3.7) can be rewritten as 
We s e e  t h a t  t h e  i n t r o d u c t i o n  o f  t h e  compensa t ing  t e r m  i n t o  
t h e  e q u a l i t y  ( 3 . 7 )  is  e q u i v a l e n t  t o  t h e  i n t r o d u c t i o n  o f  a  new 
c o n t r o l  G e ( t l  + 1)  a t  s t e p  t l  + 1 :  
where 
Thus,  t h e  v a r i a t i o n  of  t h e  c o n t r o l  ( 3 . 4 )  a t  s t e p  t l ,  where 
v e c t o r  G : B ( t l )  is d e f i n e d  by ( 3 . 2 ) ,  i n d u c e s  a  v a r i a t i o n  o f  con- 
t r o l  ( 3 . 9 )  a t  t h e  n e x t  s t e p s  - r = t l  + 1 ,  t l  + 2 , . . . , T - 2  w i t h  
V e c t o r s  y* ( T )  a r e  s a t i s f i e d  t o  t h e  f o l l o w i n g  d 2 f f e r e n c e  
e q u a t i o n :  
where v e c t o r s  G r ) B ( T )  ( ~ = t ~  + l , . . . , T -  1 )  a r e  d e f i n e d  from (3 .10)  
and v e c t o r  c* ( t  ) i s  d e f i n e d  from ( 3 . 2 ) .  OB 1  
Now we c o n s i d e r  t h e  l a s t  s t e p :  
A s  u =  {uB,O) is  a  b a s i c  f e a s i b l e  c o n t r o l ,  t h e n  by v i r t u e  o f  
A 
Theorem 2 .1 ,  t h e  m a t r i x  DB(T - 1 )  is  n o n s i n g u l a r  and 
T h e r e f o r e  ( 3 . 1 2 )  y i e l d s  t h a t  
A 
By c o n s t r u c t i o n ,  t h e  s t r u c t u r e  o f  v e c t o r  v B ( T  - 1 )  i s  s i m i -  
l a r  t o  t h e  s t r u c t u r e  o f  v e c t o r  GB (T  - 1 ) .  H e n c e ,  d e f i n e  a  v e c t o r :  
w h e r e  v e c t o r  v B  (T - 1 )  i s  a s s o c i a t e d  w i t h  t h e  v a r i a t i o n  o f  v e c t o r  
uB (T - 1 )  , v e c t o r  G I B  (T - 2 )  i s  a s s o c i a t e d  w i t h  t h e  v a r i a t i o n  o f  
A 
v e c t o r  u l B ( T  - 2 ) :  
To s a t i s f y  t h e  c o n s t r a i n t s  a t  s t e p  T -  2 ,  t h e  a d d i t i o n a l  t e r m  
- e S I B ( T  ,- 2 ) v  (T - 2 )  m u s t  b e  c o m p e n s a t e d  b y  t h e  a d d i t i o n a l  v a r i -  
- 1  1  B  
a t i o n  v O B  ( T  - 2 )  o f  c o n t r o l  G O B  (T - 2 )  : 
w h e r e  
L e t  GOB (T - 2  ) = G* - 1  OB (T - 2 )  - v O B  (T - 2 ) .  As i n  t h e  c a s e  o f  
( 2 . 7 )  , we c a n  w r i t e  
By i n d u c t i o n ,  we f i n d  t h a t  i n  o r d e r  t o  s a t i s f y  t h e  c o n s t r a i n t s  
( 1 . 2 )  f o r  a l l  8  a n d  - r = O , l , . . . , T -  1 ,  we m u s t  d e f i n e  
" * The v e c t o r s  v O B ( ~ ) m u s t  s a t i s f y  t h e  f o l l o w i n g  r e l a t i o n s :  
A1 The v e c t o r s  vOB ( T I  s a t i s f y  t h e  r e l a t i o n s  (0  - < T - < T - 2 )  : 
Thus t h e  v a r i a t i o n  GOB ( T )  o f  c o n t r o l  G O B  ( T )  ( T  = 0'1  , .. . ,T - 1 )  
i s  d e f i n e d  by: 
Using (3 .12)  and (3 .13)  w e  c a n  d e f i n e  t h e  v a l u e s  o f  v e c t o r s  
( v B ( ~ )  I a s s o c i a t e d  w i t h  t h e  v a r i a t i o n  o f  c o n t r o l  ( u ~ ( T )  I .  Thus, 
i f  a  new column w . ( t  ) a s s o c i a t e d  w i t h  a  column d . ( t l )  i s  i n t r o -  
3 1  3 
duced i n t o  t h e  b a s i s  WB, t h e n  t h e  v a r i a t i o n  o f  a b a s i c  f e a s i b l e  
c o n t r o l  (uB,uNI i s  d e f i n e d  by ( c f .  ( 1 . 1 5 ) )  : 
- 0  W e  s h a l l  r e f e r  t o  t h e  d e t e r min ing  of t h e  v a r i a t i o n  {u ( T ) )  
o f  a f e a s i b l e  c o n t r o l  { ; ( t ) )  a s  Procedure  2. The v a r i a t i o n  {G'(T)) 
is s a t i s f i e d  t o  t h e  c o n s t r a i n t s  (1 .1 )  t o  (1 .3 )  o f  Problem 1.1 by 
d e f i n i t i o n .  A s  { G ( T )  i s  a  f e a s i b l e  c o n t r o l ,  t h e n  t h e  c o n s t r a i n t s  
( 1 . 4 )  w i l l  a l s o  be s a t i s f i e d  f o r  s u f f i c i e n t l y  s m a l l  0  2 0. Hence 
- 0  t h e  c o n t r o l  {u  ( T ) )  i s  f e a s i b l e  i f  0 2 0  ~ 0 ~ .  The v a l u e  o f  €I0 i s  
d e f i n e d  by r e l a t i o n s  ( c f .  ( 1.16)  ) : 
GOi  (T 
( R , t 2 )  = arg-min -7 ; 
V o i  ( T I  
where t h e  minimum i f  t aken  o ve r  a 1 1  ( i . ~ )  E I u )  , T > 0  and 0 
GOi ( T )  , GOi  ( T )  a r e  t h e  i - t h  oomponents o f  v e c t o r s  uOB ( T )  , GOB ( T )  . 
The e q u a l i t y  (3 .18)  f o l l ows  from ( 1 .4 )  and (3 .16)  ; minimum 
i n  (3 .18)  i s  achieved  a t  s i n g l e  p a i r  (1, t2)  i n  t h e  nondegenerate  
c a se .  
Le t  u s  now d e f i n e  t h e  v a r i a t i o n  o f  t r a j e c t o r y  { x ( t ) l .  Con- 
s i d e r i n g  (3 .5 )  , (3 .13)  and (3.15) , w e  f i n d  t h a t  t h e  v a r i a t i o n  o f  
0 t r a j e c t o r y  x  ( T )  = x ( T )  - 0y ( T )  ( T  = 1 , .  . . ,T)  w i l l  be  d e f i n e d  by 
where t h e  v e c t o r s  y * ( ~ )  = 0  i f  O ~ T  ( t l ,  and Y * ( T  + 1 )  = A ( T ) Y * ( T )  
A 
A *  
+ B O B ( ~ ) v O B ( ~ ) ,  i f  t + 1  ( T ~ T -  1.1  
4. O b j e c t i v e  Func t ion  V a r i a t i o n  
The s p e c i a l  f e a s i b l e  v a r i a t i o n  o f  a  b a s i c  f e a s i b l e  c o n t r o l  
h a s  been b u i l t  up i n  t h e  p r e v i o u s  s e c t i o n .  Now we d e t e r m i n e  t h e  
c o r r e s p o n d i n g  v a r i a t i o n  o f  t h e  o b j e c t i v e  f u n c t i o n  ( 1 . 5 )  when a  
column v e c t o r  d .  ( t  ) , ( j  , t l )  E I ( u )  i s  i n t r o d u c e d  i n  t h e  b a s i s  WB. 3 1 N 
I n  a c c o r d a n c e  w i t h  (3 .19)  , 
Denote t h e  v a r i a t i o n  o f  t h e  o b j e c t i v e  f u n c t i o n  by 
where  i n d i c e s  ( j , t l )  show t h a t  t h e  v a r i a t i o n  h a s  been c a u s e d  by 
i n t r o d u c t i o n  o f  t h e  column d .  ( t l ) ,  ( j  , t l )  E IN ( u )  t o  t h e  b a s i s .  3 
By s u b s t i t u t i n g  y* (T) from (3.11 ) w i t h  T = T-1 i n t o  (4 .1  ) , 
we o b t a i n  
C o n s i d e r i n g  ( 3 . 1 6 ) ,  (2 .15)  and ( 1 . 1 2 ) ,  we r e w r i t e  ( 4 . 2 )  a s  
where BB(T - 1 )  i s  t h e  m a t r i x  g e n e r a t e d  by b a s i s  columns o f  t h e  
m a t r i x  B(T - 11 ,  v a r i a t i o n  v  (T - 1 )  i s  a s s o c i a t e d  w i t h  b a s i c  com- B  
p o n e n t s  o f  t h e  v e c t o r  u g ( T -  I ) .  
By s u b s t i t u t i n g  
i n t o  ( 4 . 3 )  and a g a i n  u s i n g  (1 .121 ,  we o b t a i n  
C o n s i d e r i n g  ( 2 . 1 7 )  and  ( 3 . 1 6 )  , we c a n  e x p r e s s  A .  ( t  ) i n  t h e  
3 1  
fo rm 
Hence a n d  f r o m  ( 2 . 1 5 )  it f o l l o w s  t h a t  
E v e n t u a l l y  by i n d u c t i o n  we o b t a i n  f o r  a l l  (j , t l )  E I~ ( u )  : 
One c a n  see t h a t  v e c t o r s  vB( - r )  ( T =  0 , 1 ,  ..., T  - 1 )  a r e  a  s o l u -  
t i o n  o f  t h e  e q u a t i o n s  s y s t e m  ( 1 . 1 3 ) .  The s o l u t i o n  i s  o b t a i n e d  by 
means o f  t h e  compac t  i n v e r s e  m a t r i x  P r o c e d u r e  2 ,  w h i c h  is  a n a l o -  
g o u s  t o  P r o c e d u r e  1  o f  b a s i c  f e a s i b l e  c o n t r o l  c o m p u t a t i o n .  
Comuar inq ( 4 . 5 )  a n d  ( 1 . 1 4 ) ,  w e - c a n  w r i t e  
U s i n g  t h e  d u a l  P rob lem 1 . 2 ,  we c a n  now o b t a i n  a n o t h e r  form 
f o r  t h e  d e f i n i t i o n  o f  t h e  o b j e c t i v e  f u n c t i o n  v a r i a t i o n  A .  ( t l ) .  
3  
T h i s  f o r m  c o r r e s p o n d s  t o  ( 7 . 1 7 )  a n d  is  more c o n v e n i e n t  i n  p r a c -  
t ice .  
By s u b s t i t u t i n g  t h e  e x p r e s s i o n  G:B (T - 1  ) f rom ( 3 . 1 0 )  a t  
T = T  - 1  i n t o  ( 4 . 2 ) ,  o n e  c a n  o b t a i n  
A -  1  D e f i n e  a  v e c t o r  X (T - 1  ) a s  X (T - 1  ) = a  ( T )  gOB (T - 1  ) D O B  (T - 1  ) . 
Then A .  (t l  = p  (T - 1 )  y* (T - 1  ) , where  t h e  v e c t o r  p  (T - 1 )  i s  com- 3  
p u t e d  f r o m  d u a l  s t a t e  e q u a t i o n  ( 1 . 6 )  w i t h  boundary  c o n d i t i o n  
( 1 . 7 )  a t  t = T -  1.  
By induction we obtain 
where 
~ ( t )  = p(t + 1)83B(t)6;A(t) 
and the variables X(t) , D (t + 1 ) satisfy the dual state equation 
(1.6) with boundary condition (1.7). 
Theorem 5 . 1 :  V e c t o r s  {A(t) ) computed  f rom 14.61,  11. 61 and 
( 1 .  71 a r e  t h e  s i m p l e x - m u Z t i p Z i e r s  f o r  t h e  b a s i s  WB. 
P r o o f :  It is sufficient to show, in accordance with the de- 
finition of simplex-multipliers [ 1 ] , that vectors X (t) satisfy 
the dual constraints (1.8) as equalities for basic indices; that 
is, 
For this, let us consider the constraints (1.8) of the dual 
Problem 2.1 relative to the current basis W of the primal Prob- B 
lem 1.1. They can be written at t =  0 as 
A 
As a nonsingular matrix DOB(O) can be generated by columns 
of the matrix DB(0), then (4.7) can be rewritten as 
Now we obtain 
o r ,  i n  a c c o r d a n c e  w i t h  ( 2 . 1 7 ) ,  
Using t h e  s t a t e  e q u a t i o n s  (1 .6 )  , t h e  c o n d i t i o n s  ( 4 . 8 )  can  be  r e -  
w r i t t e n  a s  
Hence and from ( 1 . 8 )  , we o b t a i n  f o r  t h e  n e x t  s t e p ,  
By i n d u c t  i o n ,  
1  h o l d s  f o r  a l l  t = 1 , 2 ,  ..., T - 1 ,  where m a t r i c e s  6 ( t )  and 8 i B ( t )  0  B  
a r e  d e f i n e d  i n  S e c t i o n  2. T h i s  comple tes  t h e  p r o o f .  
D e f i n e  Procedure  3 by f o r m u l a s  ( 4 . 6 ) ,  ( 1 . 6 ) ,  and ( 1 . 7 ) .  Pro-  
c e d u r e  3 a l l o w s  computa t ion  o f  t h e  v a l u e s  o f  s i m p l e x - m u l t i p l i e r s  
{ A ( t )  1  f o r  t h e  c u r r e n t  b a s i s  WB. 
I t  s h o u l d  be  n o t e d  t h a t  f o r  comput ing bo th  t h e  v a l u e s  o f  
v e c t o r s  {A ( t )  , p  (t  + I )  1 and t h e  v a l u e s  o f  v e c t o r s  { u ( t )  , x ( t )  1 ,  
1  
one can u s e  t h e  same m a t r i c e s  60; ( t )  , E I B  ( t )  , BOB ( t )  , and BB ( t )  .
5. Conclus ion  
A s  h a s  been shown above,  t h e  b a s i s  WB of  dimension mT x mT 
of  t h e  e q u i v a l e n t  Problem l . l a  c a n  b e  r e p l a c e d  by t h e  sys tem o f  
,. 
T l o c a l  b a s e s  { D O B ( t ) )  o f  d imens ions  m x m .  I n  t h i s  c a s e ,  a l l  
s i m p l e x  o p e r a t i o n s  ( p r i m a l ,  d u a l  s o l u t i o n s ,  p r i c i n g ,  e t c . )  c a n  
be e f f e c t i v e l y  implemented u s i n g  t h i s  sys tem of  l o c a l  b a s e s .  
On t h e  o t h e r  hand,  t h e  o r i g i n a l  Problem 1.1  can be  c o n s i d e r e d  
as a  s t r u c t u r e d  l i n e a r  programming problem w i t h  c o n s t r a i n t s  ( 1 . 1 )  
to ( 1 . 4 ) .  The b a s i c  m a t r i x  f o r  t h i s  problem h a s  dimension 
( m + n ) T  x ( m + n ) T .  One c a n  e a s i l y  see t h a t  t h e  b a s i c  c o n t r o l  
u =  {ug,uN},  d e t e r m i n e d  from P r o c e d u r e  1 o f  S e c t i o n  2 w i t h  t h e  
c o r r e s p o n d i n g  t r a j e c t o r y  x ,  is  a  b a s i c  s o l u t i o n  f o r  l i n e a r  p ro -  
gramming Problem 1 . 1 .  
The s e p a r a t e  o p e r a t i o n s  and  t h e  whole.  a l g o r i t h m  o f  t h e  
dynamic s i m p l e x  method w i l l  b e  c o n s i d e r e d  i n  t h e  n e x t  p a r t .  
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THE DYNAMIC SIMPLEX METHOD: A BASIS FACTORIZATION APPROACH 
1 .  I n t r o d u c t i o n  
I n  t h i s  p a r t ,  s e p a r a t e  o p e r a t i o n s  and  t h e  g e n e r a l  scheme o f  
t h e  dynamic simplex-method w i l l  b e  d e s c r i b e d .  An i l l u s t r a t i v e  
n u m e r i c a l  example  a n d  t h e  t h e o r e t i c a l  e v a l u a t i o n  o f  t h e  a l g o r i t h m  
a r e  g i v e n .  I n  c o n c l u s i o n ,  we c o n s i d e r  b r i e f l y  i m p o r t a n t  e x t e n -  
s i o n s  o f  t h e  a l g o r i t h m  ( n o n - n e g a t i v e  s t a t e  c o n s t r a i n t s ,  t i m e  de- 
l a y s  i n  s t a t e  a n d  c o n t r o l  v a r i a b l e s ,  e t c . ) .  
F o r  c o n v e n i e n c e ,  we r e p e a t  t h e  s t a t e m e n t  o f  t h e  problem be- 
low [ 1  I . 
Problem 1.1: F i n d  a  c o n t r o l  u =  { u ( O ) ,  ..., u ( t -  1 ) )  and a  
c o r r e s p o n d i n g  t r a j e c t o r y  x  = { x ( D )  , . . . , x  (T)  1 s a t i s f y i n g  t h e  s t a t e  
e q u a t i o n s  
w i t h  i n i t i a l  c o n d i t i o n  
and c o n s t r a i n t s  
which maximize t h e  o b j e c t i v e  f u n c t i o n  
Here w e  u s e  t h e  same n o t a t i o n s  a s  i n  P a r t s  I and 11. 
Problem 1 .1  c a n  b e  c o n s i d e r e d  a s  some " l a r g e "  l i n e a r  program- 
ming p rob lem w i t h  c o n s t r a i n t s  (1  . l )  t o  ( 1 . 4 )  . The c o n s t r a i r i t  
m a t r i x  o f  Problem 1.1 h a s  a  s t a i r c a s e  s t r u c t u r e  and d imens ion  
( r  + n ) T  x ( m  + n ) T ;  d e c i s i o n  v a r i a b l e s  a r e  { u , x )  = {uk ( t )  , x i  (t + 1 )  
( k =  1 ,  ..., r ;  i =  1 ,  ..., n ;  t = O ,  ..., T -  1 ) ) .  
We s h a l l  d e n o t e  a  b a s i c  f e a s i b l e  s o l u t i o n  o f  Problem 1.1  by 
{ u B , x }  ( t h e  f r e e  v a r i a b l e s  x  a r e  a lways i n  a  b a s i s ) .  E v i d e n t l y ,  
uB i s  a  b a s i c  f e a s i b l e  c o n t r o l  i n  t h e  s e n s e  o f  D e f i n i t i o n  1 . 2  
[ I ] .  
2. B a s i s  F a c t o r i z a t i o n  Approach 
The method which was c o n s i d e r e d  i n  [ I ] ,  c a n  b e  i n t e r y r e t e d  
a s  some b a s i s  f a c t o r i z a t i o n  approach  t o  Problem 1 . 1 ' s  s o l u t i o n .  
Below we d e s c r i b e  t h e  method i n  t h e s e  t e r m s .  
We need t h e  f o l l o w i n g  a s s e r t i o n .  
Theorem  2 . 1 :  [ L l  : L e t  a  n o n - s i n g u l a r  s q u a r e  m a t r i x  F b e  p a r -  
t i t i o n e d  i n t o  b l o c k s  
m n  
- A 
H : P  \ m  
F  = [.O. j . .  ] 
. R in  
w h ere  H i s  a  n o n - s i n g u l a r  m a t r i x .  
Then  F  i s  r e p r e s e n t e d  a s  t h e  p r o d u c t  o f  u p p e r  and l o w e r  
t r i a n g u l a r  m a t r i c e s  i n  t h e  form 
w h ere  
Im and In a r e  t h e  i d e n t i t y  m a t r i c e s  o f  a p p r o p r i a t e  d i m e n s i o n s ;  
t h e  i n v e r s e  o f  e a c h  o f  t h e  f a c t o r s  i s  r e a d i l y  o b t a i n e d  and t h e i r  
p r o d u c t  y i e l d s  t h e  i n v e r s e  o f  F :  
Theorem 2.1 i s  n o t  s t a t e d  i n  [ 2 ]  i n  e x p l i c i t  form, b u t  d i -  
r e c t l y  f o l l o w s  from r e s u l t s  g iven  j.n [ 2 ] .  
We now a p p l y  t h e  theorem t o  Problem 1.1.  The b a s i s  m a t r i x  
B o f  Problem 1.1 has  t h e  same s t r u c t u r e  a s  t h e  c o n s t r a i n t  m a t r i x :  
where I is  t h e  i d e n t i t y  m a t r i x  o f  dimension n  x n ,  DB ( t )  and B B ( t )  
a r e  s u b m a t r i c e s ,  formed by b a s i c  columns o f  t h e  c o n s t r a i n t  m a t r i x .  
A s  t h e  rows of  DB(0) a r e  l i n e a r l y  i n d e p e n d e n t ,  one  c a n  choose 
m l i n e a r l y  independent  columns i n  t h e  m a t r i x  D B ( 0 ) .  These columns 
g e n e r a t e  t h e  m a t r i x  hOB ( 0 )  . 
By column p e r m u t a t i o n ,  we c a n  t r a n s f o r m  t h e  m a t r i x  DB(0) and 
A A A 
o b t a i n  DB(0)  = [DOB(0)  ; D I B ( 0 )  I ,  where D I B ( 0 )  is  t h e  s u b m a t r i x ,  con- 
s i s t i n g  o f  t h e  columns o f  t h e  m a t r i x  D ( 0 )  which a r e  n o t  i n  t h e  B  
A 
m a t r i x  D O B  ( 0 )  . 
The column p e r m u t a t i o n  o f  t h e  m a t r i x  DB(0) i n l p l i e s  the c o r r e -  
A A 
sponding  p a r t i t i o n  o f  t h e  m a t r i x  BB ( 0 )  : BB ( 0 )  = [BOB ( 0 )  ; B I B  ( 0 )  ] . 
I n  a c c o r d a n c e  w i t h  Theorem 2 . 1 ,  one  c a n  show t h a t  t h e  m a t r i x  
B i s  e x p r e s s e d  a s  
where U o  i s  t h e  upper  t r i a n g u l a r  m a t r i x  whose d imens ions  conform 
w i t h  t h o s e  o f  B. 
I n  t h e  m a t r i x  U o ,  t h e  dimension and l o c a t i o n  o f  t h e  m a t r i x  
A 
c o i n c i d e  w i t h  t h e  d imens ion  and l o c a t i o n  o f  t h e  m a t r i x  D I B ( 0 )  i n  
B .  The m a t r i x  go i s  o b t a i n e d  from t h e  m a t r i x  B t h r o u g h  r e p l a c e -  
ment [s ( 0 ) ; s  ( 0 1 1  by [ f i g B ( 0 ) ; O ]  and S l B ( O )  by 
1  9 B  I!? 
B B ( 0 )  = B  1  B  ( 0 )  - B O B ( 0 ) O B ( O ) .  
I n  t h e  m a t r i x  B o ,  w e  permute  t h e  s u b m a t r i x  -I and t h e  sub-  
1  
m a t r i x  B B ( 0 ) .  Then w e  permute  t h e  s u b m a t r i c e s  G (  1 )  and A ( 1 )  i n  
t h e  m a t r i x  Bo and t h e  s u b m a t r i x  O B ( 0 )  i n  t h e  m a t r i x  Uo r e s p e c t i v e l y .  
By a n a l o g y  w i t h  ( 2 . 6 ) ,  we can  w r i t e  t h a t  G O  = B I V O ,  where 
V i s  t h e  upper  t r i a n g u l a r  m a t r i x  o f  t h e  m a t r i x  go  dimens ion :  0  
and 
1 The dimension and l o c a t i o n  o f  t h e  m a t r i x  -BB(0)  i n  Vo c o i n -  
1  
c i d e  w i t h  t h e  dimension and l o c a t i o n  o f  t h e  m a t r i x  BB(0)  i n  B 0'  
The m a t r i x  E l  is  o b t a i n e d  from G o  by t h e  rep lacement  of  s u b m a t r i c e s  
I n  accordance  w i t h  Theorem 2 . l ,  a  m a t r i x ,  o b t a i n e d  from t h e  
m a t r i x  E l  by c u t t i n g  o u t  t h e  rows c o i n c i d i n g  w i t h  t h e  rows of  sub- 
m a t r i c e s  C O B ( 0 )  and GoB(0) and by c u t t i n g  o u t  t h e  columns c o i n -  
A 
c i d i n g  w i t h  t h e  columns o f  s u b m a t r i c e s  D O B ( O )  and G ( l ) ,  i s  non- 
s i n g u l a r .  Consequent ly ,  t h e  rows o f  t h e  m a t r i x  
a r e  l i n e a r l y  independent ,  and by column p e r m u t a t i o n ,  t h i s  m a t r i x  
can  be reduced  t o  t h e  form 
where t h e  m a t r i x  hOB ( 1 )  i s  n o n s i n g u l a r  and t h e  m a t r i x  E I B  ( 1 )  is  
1  g e n e r a t e d  by columns [G(1 )BB ( 0 )  : D ( 1 )  1 , which a r e  n o t  i n  t h e  ma- 
A 
t r i x  D O B  ( 1  ) . 
The m a t r i c e s  
and @ ( 0 )  i n  m a t r i x  U o ,  a s  w e l l  a s  t h e  m a t r i x  -Bi1 ( 0 )  i n  t h e  ma- B  
t r i x  V o ,  a r e  p a r t i t i o n e d  s i m i l a r l y .  
P r o c e e d i n g  i n  a  s i m i l a r  way, we o b t a i n  
where  
A 
where DOB ( t )  ( t  = 0 , .  . . ,T - 1 )  i s  a  s q u a r e  n o n - s i n g u l a r  m a t r i x  o f  
d imens ion  m x m  and i s  formed e i t h e r  by columns o f  t h e  m a t r i x  D ( t )  
o r  by some columns o f  m a t r i c e s  D ( T )  ( T  = O , . .  . , t  - l ) ,  which a r e  r e -  
computed t o  s t e p  t d u r i n g  f a c t o r i z a t i o n  p r o c e s s .  E v i d e n t l y ,  t h e  
A 
m a t r i c e s  DOB ( t )  (t  = O,1 , .  . . ,T - 1  ) , o b t a i n e d  i n  s u c h  a  way, c o i n -  
c i d e  w i t h  t h e  l o c a l  b a s e s ,  which were  d e f i n e d  i n  i 11 . 
T h e  m a t r i c e s  Ut a n d  Vt ( t  = 0,1,. . . ,T - 2 )  are  
a n d  
where o: ( t )  and -B: ( t )  c o r r e s p o n d  t o  t h o s e  b a s i c  c o n t r o l  v a r i a b l e s  
u B ( i ) ,  which e n t e r  l o c a l  b a s i s  c O B ( j ) .  L o c a t i o n  o f  rows o f  sub-  
m a t r i c e s  o ; ( t )  and -B: ( t )  c o r r e s p o n d  t o  t h e  l o c a t i o n  o f  rows o f  
s u b m a t r i c e s  b O B ( t )  and soB(t)  i n  B*. 
We d e n o t e  t h e  non-zero columns i n  t h e  r i g h t  c o r n e r s  o f  t h e  
1  
m a t r i c e s  U and Vt by o B ( t )  and BB ( t )  :t 
By c o n s t r u c t i o n ,  t h e s e  m a t r i c e s  a r e  d e f i n e d  f rom 
One c a n  see t h a t  t h e s e  m a t r i c e s  conform w i t h  t h e  m a t r i c e s  
d e f i n e d  by fomulas  ( 2 . 1 2 )  and  ( 2 . 1 7 ) i n  [ I ] .  
Taking i n t o  a c c o u n t  t h e  p e r m u t a t i o n  o f  b a s i s  columns i n  t h e  
f a c t o r i z a t i o n  p r o c e s s ,  we c a n  w r i t e  t h e  b a s i c  v a r i a b l e s  a s  
where  v e c t o r  GOB ( t )  c o r r e s p o n d s  t o  m a t r i x  60B ( t )  (t  = 0, 1  , ... ,T - 1 ) .  
At  e a c h  s i m p l e x  i t e r a t i o n ,  it is  n e c e s s a r y  t o  s o l v e  t h r e e  
s y s t e m  o f  l i n e a r  e q u a t i o n s  f o r :  
( 1  ) d e t e r m i n a t i o n  o  f  a  b a s i c  s o l u t i o n ;  
( 2 )  computa t ion  o f  c o e f f i c i e n t s  { v , y }  which a r e  t h e  r e p r e -  
s e n t a t i o n  o f  t h e  incoming v e c t o r  
i n  t e r m s  of  t h e  b a s i s ;  
( 3 )  d e t e r m i n a t i o n  o f  t h e  s i m p l e x - m u l t i p l i e r s .  
Now we d e s c r i b e  t h e s e  p r o c e d u r e s  f o r  f a c t o r i z e d  r e p r e s e n t a t i o n  
o f  t h e  b a s i s .  W e  s i n g l e  o u t  t h e  f o l l o w i n g  p r o c e d u r e s :  t h e  p r i -  
mal  s o l u t i o n ,  t h e  d u a l  s o l u t i o n ;  p r i c i n g  and  u p d a t i n g .  
3 .  P r i m a l  S o l u t i o n  
V e c t o r  X =  ( u B , x )  is  c a l c u l a t e d  f rom t h e  s o l u t i o n  o f  t h e  s y s -  
t e m  
where  b  is  t h e  c o n s t r a i n t  v e c t o r  o f  P rob lem 1 . l .  
Deno te  
t h e n  t h e  c a l c u l a t i o n  o f  t h e  v e c t o r  X r e d u c e s  t o  s u b s e q u e n t  s o l u -  
t i o n  o f  two  s y s t e m s  o f  l i n e a r  e q u a t i o n s  i n  f o r w a r d  and backward 
r u n s :  
The s o l u t i o n  o f  ( 3 . 2 )  i s  d e t e r m i n e d  by r e c u r r e n t  f o r m u l a s :  
The  s y s t e m  ( 3 . 3 )  , c o n s i d e r i n g  ( 2 . 3 )  , c a n  b e  w r i t t e n  a s  
- 1  I t  i s  e a s y  t o  see t h a t  t h e  m a t r i c e s  Ut a n d  a r e  o b t a i n e d  
f rom t h e  m a t r i c e s  U and  Vt by s i m p l y  c h a n g i n g  t h e  s i g n s  o f  t h e  t 
e l e m e n t s  wh ich  a r e  above t h e  main d i a g o n a l .  T h e r e f o r e  t h e  s o l u -  
t i o n  o f  t h e  s y s t e m  ( 3 . 3 )  r e d u c e s  t o  t h e  r e c u r r e n t  f o r m u l a s :  
Here t h e  n o t a t i o n  [ B ; ( t )  : 0 1  and [ @ ; ( t )  : 0 1  d e n o t e  t h a t  t h e  ma- 
t r ices  B; ( t )  a n d  @: (T)  a r e  augmented  by z e r o s ,  i f  n e c e s s a r y ,  s o  
t h a t  t h e  m a t r i c e s  confo rm w i t h  m u l t i p l y i n g .  
The c o e f f i c i e n t s  
wh ich  r e p r e s e n t  t h e  v e c t o r  Y .  ( t  ) i n  t e r m s  o f  t h e  b a s i s ,  a r e  c a l -  
1 1  
c u l a t e d  f rom t h e  s o l u t i o n  o f  t h e  s y s t e m  
B Y .  ( t l )  = Y .  ( t l )  . 
I  I 
On t h e  f o r w a r d  r u n ,  we f i n d  t h e  v e c t o r  s e q u e n c e  ( v * , y * ) :  
On t h e  backward r u n ,  we f i n d  v e c t o r  s e q u e n c e  ( v ,  y )  ; 
A A 
F o r  g i v e n  s e q u e n c e s  u  and  v ,  t h e  p a i r  o f  i n d i c e s  ( k , t 2 )  which 
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4. Dual S o l u t i o n  
W e  d e f i n e  ( n + m ) T - v e c t o r  IT= {XrQ} a s  
where B i s  a  b a s i s  m a t r i x  ( 2 . 5 )  and c  = {O, .  . . , O , a ( T )  1. From B 
( 4 . 1 )  and  r e p r e s e n t a t i o n  ( 2 . 7 )  o f  t h e  b a s i s  m a t r i x  B ,  we c a n  c a l -  
c u l a t e  t h e  s i m p l e x - m u l t i p l i e r s  {Alp}  = { X ( O ) , p ( l ) ,  ..., X(T-  l ) , p ( T ) }  
1  i n  a  s i m i l a r  way u s i n g  t h e  same m a t r i c e s  ( t )  and 8 i B ( t ) :  OB 
One can see that the formulas (3.4) to (3.7) are the explicit 
expression of Procedure 1 [I] for determination of basic variables 
and coefficients, expressing a column not in the basis by the 
basis columns. The formulas (4.2) for determination of simplex- 
multipliers coincide with the formulas of Procedure 3 [I]. 
5. Pricing 
The pricing procedure is now constructed straightforwardly. 
To price out a vector d(t) which is not in the basis, we use 
3 
formulas [I ] : 
where the simplex-multipliers X(t) and p(t+l) are defined from 
(4.2). 
It should be noted that the method requires only partial 
pricing: that is, to determine X(tl) and p(tl+l), which are needed 
for pricing out the nonbasic components of vector u(tl), one has 
to calculate vectors X(t) and p(t+l) only for t = T-l,T-2, ..., 
tl+l. These computations require only a part of the basis inverse 
representation, in particular, only a few of the local bases. 
In a standard approach it is generally not possible to compute 
part of the components of the simplex-multiplier vector without 
computing the whole vector. 
6. Updating 
The pricing procedure of computing the values Xj(t) for vec- 
tors d. (t) , ( j  , t) E IN (u) , which are not in the basis allows us 
3 
to define the vector to be introduced into the basis and the vec- 
tor to be removed from the basis. 
Let d. (tl) be the ingoing column vector and aOL(t2) be the 3 
outgoing column vector. Here di (t,) is the j-th nonbasic column 
J 
of the matrix D(tl) and aOL(t2) is the L-th column of the matrix 
,. 
DOB(t2), O(tl, t2(T-1. 
Replac ing  t h e  v e c t o r  d .  ( t l )  by t h e  v e c t o r  zOL ( t2)  i m p l i e s  
3 
t h e  u p d a t i n g  of  t h e  o l d  sys tem o f  l o c a l  b a s i s  { h O B ( t ) )  by a  new 
sys tem of l o c a l  b a s e s  (EOB ( t )  ' . 
A s  i n  t h e  c a s e  of t h e  s t a t i c  s implex  method, t h e  u p d a t i n g  
procedure  must b e  done e f f i c i e n t l y  a s  it c o n s t i t u t e s  t h e  main 
e f f o r t  of  e a c h  i t e r a t i v e  c y c l e  o f  t h e  a l g o r i t h m .  
I n  t h e  dynamic s implex  method, w e  o p e r a t e  w i t h  t h e  sys tem 
--- 1  
of  i n v e r s e s  ( ~ ~ ~ ( t )  ( t =  0 , 1 ,  ..., T-1) )  o f  l o c a l  b a s e s .  Hence t h e  
e f f i c i e n c y  of  t h e  method w i l l  be d i r e c t l y  d e f i n e d  by t h e  u p d a t i n g  
scheme of  t h e  i n v e r s e s  t 8;; ( t )  1 .  
The main c o m p l i c a t i o n s  o f  t h e  u p d a t i n g  procedure  i n  t h e  
dynamic c a s e  is t h e  f a c t  t h a t ,  f i r s t ,  t h e  u p d a t i n g  of  a  l o c a l  
,. 
b a s i s  a t  s t e p  t can change t h e  subsequent  l o c a l  b a s e s  D O B ( T )  
( T  = t + l  , . . . ,T-1 ) and t h a t ,  second ,  t h e  o u t g o i n g  v e c t o r  aOL ( t2)  
,. 
may be long  t o  t h e  l o c a l  b a s i s  D O B ( t 2 )  a t  a n o t h e r  s t e p  t2 ,  t 2 # t l .  
The theorem below g i v e s  a  s u f f i c i e n t  c o n d i t i o n  when t h e  
,. 
rep lacement  of  a  b a s i s  column i n  a  l o c a l  b a s i s  D O B ( t )  does n o t  
change t h e  o t h e r  l o c a l  b a s e s .  
Theorem 6 . 1 :  The r e p l a c e m e n t  o f  t h e  i - t h  co lumn i n  a  l o c a l  
- 
A 
b a s i s  D O B ( t )  d o e s  n o t  change  t h e  o t h e r  l o c a l  b a s e s ,  i f  t h e  i - t h  
row o f  t h e  m a t r i x  QB(t ) ,  where  O B ( t )  d e f i n e d  by  1 2 . 8 ) ,  v a n i s h e s .  
P r o o f :  When w e  r e p l a c e  t h e  i - t h  column i n  t h e  m a t r i x  B O B ( t ) ,  
t h e n  i n  accordance  w i t h  ( 2 . 7 ) ,  t h e  u p d a t i n g  o f  t h e  m a t r i x  QB(t)  
w i l l  b e  s i m i l a r  t o  t h e  u p d a t i n g  o f  t h e  i n v e r s e  5;; ( t )  , t h a t  i s ,  
t h e  i - t h  p i v o t  row o f  t h e  m a t r i x  i s  added t o  t h e  o t h e r  row w i t h  
some c o e f f i c i e n t s  [ 3 ]  . 
T h e r e f o r e ,  i f  t h e  i - t h  row o f  t h e  m a t r i x  QB(t)  i s z e r o ,  t h e  
m a t r i x  QB ( t )  w i l l  n o t  change.  I n  accordance  w i t h  ( 2 . 9 ) ,  t h e  
1 
m a t r i x  BB ( t )  does  n o t  change e i t h e r .  C o n s i d e r i n g  t h e  c o n s t r u c -  
t i o n  o f  m a t r i c e s  h O B ( t )  a t  n e x t  s t e p s ,  we f i n d  t h a t  a l l  subsequent  
A 
l o c a l  b a s e s  D n B  (K) ( T = t + 1 ,  t + 2 , .  . . ,T - 1) a l s o  do n o t  change. 
Consequence  6 . 1 :  I f  an  e l e m e n t  $ i j  ( t )  o f  bhe m a t r i x  a B ( t )  
----- --------- 
i s  z e r o ,  t h e n  t h e  rep lacement  o f  t h e  i - t h  column i n  t h e  l o c a l  
1 b a s i s  h O B ( t )  d o e s  n o t  change t h e  j - t h  column i n  t h e  m a t r i x  B B ( t ) .  
Now l e t  us  c o n s i d e r  t h e  i n t e r c h a n g e  o f  t h e  Q-th column o f  
A A 
l o c a l  b a s i s  D O B ( t )  w i t h  a  column o f  l o c a l  b a s i s  D ( t  + 1 )  and 
-- 1 O 8  f i n d  how t h e  i n v e r s e s  D O B ( ~ )  and m a t r i c e s  @,.,(T), B B ( ~ )  
( ~ = t ,  ...  T - 1 )  a r e  upda ted  a t  t h i s  i n t e r c h a n g e .  For  t h i s ,  we 
need  t h e  f o l l o w i n g  theorem.  
Theorem 6 . 2 :  L e t  t h e  k - t h  column o f  s u b m a t r i x  [El o f  t h e  ma- 
t r i x  F i n  ( 2 . 1 1  be  i n t e r c h a n g e d  w i t h  t h e  Q - t h  column ojc s u b m a t r i x  k] and l e t  t h e  e l e m e n t  Q k Q  o f  t h e  m a t r i z  @ = H - ' P  be n o t  z e r o  
( p i v o t i n g  e l e m e n t ) .  Then ,  d e n o t i n g  t h e  u p d a t e d  s u b m a t r i c e s  i n  F  
a s  H ' ,  Q ' ,  P' and R ' ,  t h e  f o l l o w i n g  r e l a t i o n s  h o l d :  
where  E k  i s  an  e l e m e n t a r y  ( m x m )  co lumn  m a t r i x  w i t h  e l e m e n t s  o f  
t h e  non- ze ro  k - t h  co lumn:  
where  Qi i s  t h e  i - t h  co lumn o f  0, E Q  i s  a n  e l e m e n t a r y  (n  x n )  row 
m a t r i x  w i t h  e l e m e n t s  o f  t h e  n o n - z e r o  & - t l z  row e q u a l  t o  
- @ Q  i 
(i = 1 ,  ..., n ) ;  
- 1 
where  E Q  i s  a n  e l e m e n t a r y  (n  x n )  row m a t r i x  w i t h  e l e m e n t s  o f  
t h e  non- ze ro  Q - t h  row:  
Proof :  Formulas  (6.1) a n d  (6.2) a r e  t h e  b a s i s  u p d a t i n g  f o r -  
m u l a s  i n  t h e  s i m p l e x  method [3] . Now, t o  p r o v e  (6.3) : t h e  column 
p e r m u t a t i o n s  o f  t h e  m a t r i x  F c a n  b e  w r i t t e n  a s  a  m a t r i x  p r o d u c t  
A 
F =  FT, where  
The r e l a t i o n  (6.4) f o l l o w s  d i r e c t l y  from (6.3) . T h i s  c o m p l e t e s  
t h e  p r o o f  o f  t h e  theorem.  
T  = 
-i 
o . . .  : ... 1  
. . 
. . 
. . .  
. 1: 
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. I n  
k  R 
As T-I = T, t h e n  6-I = TF-'. Taking  i n t o  a c c o u n t  t h e  p a r t i t i o n i n g  
o f  t h e  m a t r i c e s  a n d  u s i n g  Theorem 2.1, w e  o b t a i n  
Now l e t  41 ( t )  f 0  b e  t h e  p i v o t i n g  e l e m e n t  o f  t h e  m a t r i x  
Lq @ ( t ) ,  which c o r r e s p o n d  t o  t h e  q - t h  component o f  t h e  v e c t o r  
h B  
u O B ( t  + I ) .  Accord ing  t o  Theorem 6 . 2 ,  a t  t h e  i n t e r c h a n g e  o f  t h e  
A 
L-th column o f  t h e  m a t r i x  D O B ( t )  w i t h  t h e  q - t h  column o f  t h e  ma- 
A - 
t r i x  h l B  ( t )  , t h e  i n v e r s e  D ~ A  ( t )  i s  upda ted  by p r e m u l t i p l y i n g  on 
t h e  e l e m e n t a r y  m a t r i x .  The e l e m e n t a r y  m a t r i x  h a s  d imens ion  m x m  
and d i f f e r s  from t h e  i d e n t i t y  m a t r i x  by t h e  L-th column w i t h  
components [ 3 ]  : 
A A 
The column p e r m u t a t i o n  i n  m a t r i c e s  B ( t )  and B I B ( t )  i s  c a r -  0  B 
r i e d  o u t  i n  a  s i m i l a r  way. The m a t r i x  B ; ( t )  i s  upda ted  a c c o r d i n g  
t o  Theorem 6.2  a s  
where  E i s  a n  e l e m e n t a r y  row m a t r i x ,  which d i f f e r s  from t h e  iden-  
9  
t i t y  m a t r i x  by t h e  q - t h  row w i t h  components 
D e f i n e  now t h e  u p d a t i n g  o f  t h e  i n v e r s e s  : T )  ( T  = t + 1  .. . . . 
T - 1 ) .  
Theorem 6 . 3 :  L e t  $I ( t )  # O  be t h e  p i v o t i n g  e l e m e n t  o f  t h e  
m a t r i x  @ ( t )  ( w h i c h  c o r r e s p o n d s  t o  t h e  q-tiz compone:zt o f  v e c t o r  B 
G O B ( t  + 1 ) ) .  
Then  a t  t h e  i n t e r c h a n g e  o f  t h e  L - t h  co lumn  o f  5 0 B ( t )  w i t h  
t h e  q - t h  co lumn  o f  bOB ( t  + 1 )  t h e  f o l l o w i n g  r e l a t i o n s  h o l d :  
where L i s  an e l e m e n t a r y  row (m x m) matr ix ,  which d i f f e r s  from 
q  
t h e  u n i t  m a t r i x  by t h e  q - t h  row, and N i s  a  matr i x ,  which d i f f e r s  
9 from t h e  z e r o  m a t r i x  by t h e  q - t h  row. 
The m a t r i x  B '  ( t + l )  i s  n o t  changed a t  t h i s  permuta t ion ,  n e i t h e r  B  
are  a l l  t h e  subsequen t  l o c a l  b a s e s  SOB(7)  and m a t r i c e s  m B ( ~ ) ,  
1  B B ( 7 )  ( 7 = t + 2 ,  ... , T -  1 ) .  
P r o o f :  T a k i n g  i n t o  a c c o u n t  t h e  s t r u c t u r e  o f  t h e  m a t r i c e s  
,. A 
D ( t  + 1 )  a n d  BB ( t  + I ) ,  we c a n  w r i t e  ( a f t e r  column p e r m u t a t i o n s )  : 
A 1  D B ( t +  1 )  = [ G ( t +  1 ) B  B  ( t +  1 ) ;  D B ( t +  I ) ]  
,. 
= [ D O B ( t  + 1 ) ;  ol,ct + l ) ]  
a n d  
C o n s i d e r i n g  ( 6 . 9 )  a n d  (6 .10 )  , we o b t a i n  
111 ' [ S I B ( t +  1 ) ]  
Here [EB (t + 1  ) I ' , [SB ( t  + 1  ) 1 ' a r e  t h e  u p d a t e d  m a t r i c e s  c o r -  
r e s p o n d i n g  t o  t h e  new b a s i s ;  L i s  t h e  e l e m e n t a r y  row ( m  x m )  
q  
m a t r i x ;  N i s  t h e  h x k )  m a t r i x ;  I i s  t h e  i d e n t i t y  m a t r i x  o f  dimen- 
q  
s i o n  ( k  x k )  . 
The r i g h t  m a t r i x  i n  ( 6 . 1 1 )  i s  b u i l t  up a s  f o l l o w s :  t h e  ma- 
t r i x  E i n  ( 5 . 5 )  i s  e n l a r g e d  up  t o  d i m e n s i o n  ( m  + k )  x (rn + k )  i n  
9 
s u c h  a  way t h a t  i n  t h e  added  p a r t  t h e  main d i a g o n a l  c o n t a i n s  
u n i t s  and  a l l  t h e  r e m a i n i n g  a d d e d  e l e m e n t s  a r e  z e r o ;  t h e n  t h e  
e l e m e n t s  o f  t h e  q - t h  row a r e  pe rmuted  i n  a c c o r d a n c e  w i t h  t h e  
,. 
co lumns  p e r m u t a t i o n s  o f  t h e  m a t r i x  D B ( t +  1 1 ,  when i t  is p a r t i -  
t i o n e d  o n  t h e  m a t r i c e s  E O B  ( t  + 1  ) and  E I B  ( t  + 1  ) . 
P I u l t i p l y i n g  t h e  r i g h t - h a n d  m a t r i c e s  i n  ( 6 . 1 1 )  and  t a k i n g  
i n t o  a c c o u n t  t h e i r  p a r t i t i o n i n g ,  we o b t a i n  ( 6 . 6 )  a n d  ( 6 . 7 ) .  Be- 
s i d e s ,  
~ c c o r d i n g  t o  ( 2 . 9 ) ,  we h a v e  
S u b s t i t u t i n g  ( 6 . 6 )  a n d  ( 6 . 7 )  i n t o  ( 6 . 1 3 ) ,  we o b t a i n  
1  The  m a t r i x  B B ( t  + 1 )  i s  n o t  c h a n g e d ,  t h e r e f o r e  a l l  t h e  sub -  
,. 1  
s e q u e n t  l o c a l  b a s e s  D O B ( ? )  a n d  m a t r i c e s  QB ( T )  , B  ( T )  ( T  = T  + 2 , .  . . , B  
T  - 1  ) a r e  n o t  changed .  
F i n a l l y ,  t a k i n g  i n t o  a c c o u n t  ( 6 . 6 )  a n d  ( 6 . 1 2 : ,  we o b t a i n  
( 6 . 8 ) :  
T h i s  p r o c e d u r e  w e  s h a l l  c a l l  t h e  i n t e r c h a n g e  of t h e  8- th  
column of t h e  m a t r i x  sCB(t )  o i t h  t h e  q - th  column of t h e  m a t r i x  
A 
D O B ( t +  1 ) .  
Now l e t  us  c o n s i d e r  t h e  i n t e r c h a n g e  o f  t h e  L-th column o f  
t h e  m a t r i x  S o B ( t )  w i t h  some column o f  t h e  m a t r i x  b O B ( t * ) ,  
* 
t > t + l .  
I n  t h e  L row o f  t h e  m a t r i x  QB( t ) ,  l e t  t h e  f i r s t  non-zero 
e l e m e n t  @ ( t )  cor respond  t o  t h e  b a s i c  v a r i a b l e ,  which i s  recom- 
Lq 
p u t e d  t o  t h e  l o c a l  b a s i s  b O B ( t * ) ,  and a l l  e l e m e n t s  m L i ( t ) ,  c o r m -  
s ~ o n d i n q  t o  t h e  v a r i a b l e s  which a r e  recomnuted t o  l o c a l  b a s e s  
EOB ( T )  , t < T < t*, e q u a l  t o  z e r o .  Wow we p a r t i t i o n  t h e  m a t r i c e s  
, QB(t) a n d  B I B ( ' t )  i n t o  two p a r t s :  
L e t  t h e  columns c o r r e s p o n d i n g  t o  t h e  v a r i a b l e s  which a r e  re- 
computed i n t o  t h e  l o c a l  b a s e s  BOB ( T )  , t < T < t9 ,  e n t e r  t h e  m a t r i x  
1  Q ,  ( t )  (g l  ( t ) )  , B l  (t)), and  t h e  remain ing  columns e n t e r  t h e  m a t r i x  
1  @,(t) ( S I 2 ( t )  1 B 2 ( t ) ) .  
Then, i n  a c c o r d a n c e  w i t h  ( 6 . 5 )  and consequence 6 .1 ,  t h e  ma-  
1 t r i x  Bl ( t )  does  n o t  change a t  t h e  i n t e r c h a n g e  o f  t h e  L-th. column 
o f  t h e  m a t r i x  COB ( t )  w i t h  t h e  q - t h  column o f  t h e  m a t r i x  h l B  ( t )  .
1 The m a t r i x  B 2  ( t )  , which i s  d e f i n e d  from ( 6 . 1 4 )  i s  t r a n s f o r m e d  i n  
accordance  w i t h  t h e  formula 
where k  i s  t h e  number o f  t h e  column o f  t h e  m a t r i x  0 2 ( t )  which 
c o n t a i n s  t h e  e lement  @ ( t ) .  The o r d e r  o f  m a t r i x  Ek i s  e q u a l  
1  t o  t h e  number o f  columns o f  m a t r i x  B 2 ( t ) .  
L e t  t h e  k - th  column o f  m a t r i x  o 2  ( t )  cor respond  t o  t h e  k-th 
component ( 6 . 9 )  , (6 .  l o ) ,  t h e  columns o f  m a t r i c e s  
1  1  G ( t +  l ) B 2 ( t )  and  A ( t +  l ) ~ ~ ( t )  
do n o t  e n t e r  t h e  m a t r i c e s  
A 
D O B ( t + l )  and g O B ( t + l )  . 
T h e r e f o r e  t h e  m a t r i c e s  bOB ( t  + 1  ) , gOB ( t  + 1  ) d o  n o t  change.  
1  A 
L e t  u s  p a r t i t i o n  t h e  m a t r i c e s  Q ( t  + 1 ) ,  ~ ~ ( t  + 1 )  and B I B ( t  + 1 )  B 
i n t o  two s u b m a t r i c e s  
1  
B I B ( t +  1 )  = [ G l l ( t +  1 ) ;  G 1 2 ( t +  1 ) ]  . 
The columns o f  t h e  m a t r i x  QB(t  + I ) ,  which c o r r e s p o n d  t o  t h e  same 
b a s i c  e l e m e n t s  a s  t h e  columns o f  t h e  m a t r i x  Q 2 ( t ) ,  e n t e r  t h e  
m a t r i x  0  (t  + 1 ) .  2  
I n  a c c o r d a n c e  w i t h  t h e  p a r t i t i o n i n g ,  t h e  m a t r i c e s  Q l  ( t  + 1  ) 
A 
and B l l  ( t +  1 )  a r e  n o t  changed by t h e  column p e r m u t a t i o n s .  
The m a t r i c e s  Q 2  ( t  + 1  ) and  g1 ( t  + 1  ) a r e  upda ted  by fo rmulas  
t h e n ,  t a k i n g  i n t o  a c c o u n t  ( 6 . 1 5 ) ,  we o b t a i n  
S i m i l a r  r e a s o n i n g  i s  v a l i d  up t o  t h e  s t e p  t * .  Thus,  t h e  
i n t e r c h a n g e  o f  t h e  q - t h  column o f  t h e  m a t r i x  6 (T) w i t h  k - t h  0  B 
column o f  t h e  m a t r i x  s O B ( t * )  c a u s e s  changes  n e i t h e r  i n  t h e  l o c a l  
3 b a s e s  COB ( 7 )  n o r  i n  t h e  m a t r i c e s  G O B ( 7 )  ( T  = t + I , .  . . , t - 1 )  ; t h e  
1  
m a t r i c e s  Q 2 ( ' )  and B 2 ( ~ )  a r e  upda ted  by fo rmulas  ( 6 . 1 5 ) ,  (6 .16)  
i f  t + l  = ~ ( ~ = t + l , t + 2  ,...,t * - 1 ) .  
1  A t  s t e p  t * ,  p a r t  o f  t h e  columns o f  t h e  m a t r i x  ~ ( t * ) ~ ~ ( t *  - 1 )  
e n t e r s  t h e  m a t r i x  ?lOB(tY). T h e r e f o r e ,  t h e  u p d a t i n g  o f  t h e  m a t r i c e s  
a t  t h i s  s t e p  r e d u c e s  t o  t h e  c a s e  c o n s i d e r e d  above. 
T h i s  p r o c e d u r e  w e  s h a l l  c a l l  t h e  i n t e r c h a n g e  o f  t h e  9.-th 
c o l u m n  o f  t h e  m a t r i x  i^, (t) w i t h  t h e  k - t h  co lumn  o f  t h e  m a t r i x  3 R  
'OB 
A (t*), where  t *  > t + 1 .  
The p r o c e d u r e s  o f  column p e r m u t a t i o n  o f  t h e  m a t r i c e s  6 OB ( t, 
and bOB ( t * )  ( t *  > t + 1  ) a l l o w  u s  t o  d e s c r i b e  t h e  u p d a t i n g  proce-  
,. A 
d u r e  o f  t h e  o l d  l o c a l  b a s e s  I D o B  ( t )  1 i n t o  new o n e s  {DOB ( t )  ) ' . 
When a  v e c t o r  2 ( t  ) is  r e p l a c e d  by a  v e c t o r  d .  ( t l ) ,  two 011 2 3 
c a s e s  a r e  p o s s i b l e .  
Case-! : _ t 2 5  1  
I n  t h i s  c a s e ,  t h e  L-th row o f  t h e  m a t r i x  OB ( t )  c o n t a i n s  a  
rlonaero p i v o t  e l e m e n t .  I n  f a c t ,  t h e  i n d e x  o f  t n e  o u t q o i n g  v a r i -  
a b l e  i s  d e f i n e d  by t h e  r e l a t i o n  ( 3 . 8 ) .  Hence t h e  L-th component 
o f  t h e  v e c t o r  O O B ( t 2 )  i s  n o t  z e r o .  
From ( 2 . 8 )  and (3 .71 ,  'we f i n d  t h a t  
T h e r e f o r e ,  t h e  L-th row o f  t h e  m a t r i x  O B ( t 2 )  c o n t a i n s  a t  
l e a s t  o n e  non-zero e lement .  
L e t  t h e  p i v o t  e lement  c o r r e s p o n d  t o  t h e  j - t h  component o f  
v e c t o r  G O B ( t 2  + T )  . 
A 
R e p l a c e  t h e  L-th column o f  t h e  m a t r i x  D O B ( t 2 )  by t h e  j - t h  
A 
column o f  t h e  m a t r i x  DOB (t2 + T )  . T h i s  i n t e r c h a n g e  d o e s  n o t  change 
t h e  b a s i c  s o l u t i o n .  T h e r e f o r e ,  i f  t + T < t l  , t h e  above reason-  2  
i n g s  a r e  t r u e  and we can p roceed  w i t h  t h e  i n t e r c h a n g e s .  I n  re- 
s u l t ,  we o b t a i n  t h e  f o l l o w i n g  c a s e .  
Ccse-2: -t2-.-tl  
Proceed ing  w i t h  t h e s e  s u b s e q u e n t  i n t e r c h a n g e s ,  we remove t h e  
,. 
o u t g o i n g  v e c t o r  i n t o  such  a  l o c a l  b a s i s  D O B ( t 3 ) ,  t > t  which 3 -  1 '  
s a t i s f i e s  t h e  c o n d i t i o n  o f  Theorem 6 .1 .  
I f  such  t 3 1 T  - 1 does  n o t  e x i s t ,  t h e n  w e  r e p l a c e  t h e  o u t -  
go ing  column i n t o  t h e  l a s t  l o c a l  b a s i s  i j O B ( ~  - 1 ) .  
I n  t u r n ,  t h e  o u t g o i n g  column can  b e  r e p l a c e d  i n  t h e  l o c a l  
b a s i s  EOB (t3) . 
L e t  t h e  o u t g o i n g  v e c t o r  be  t h e  L-th column o f  t h e  m a t r i x  
SOB ( t3) . B e f o r e  i n t r o d u c i n g  t h e  v e c t o r  d  . ( t  i n t o  t h e  b a s i s ,  1 1  
it is  n e c e s s a r y  t o  recompute  i t  a t  t h e  s t e p  t 3 '  
I n  r e s u l t  we o b t a i n  
I n  t h e s e  f o r m u l a s ,  t h e  new l o c a l  b a s e s  {EOB ( t )  1 a r e  used .  
The above c o n s i d e r e d  u p d a t i n g  o f  t h e  i n g o i n g  column d .  ( t  ) 
7 1  
i s  p o s s i b l e  a s  t h e  L-th ( p i v o t )  e l ement  o f  t h e  v e c t o r  ~ : ~ ( t ~ )  
i s  n o t  z e r o .  
I n  f a c t ,  t h e  L-th e lement  o f  t h e  v e c t o r  c* (t3) is  n o t  z e r o ,  
OB 
i n  accordance  w i t h  ( 3 . 8 )  and t h e  u p d a t i n g  f o r m u l a s  (6 .17)  c o i n c i d e  
w i t h  t h e  f o r m u l a s  ( 3 . 6 )  and ( 3 . 7 ) .  
I n  accordance  w i t h  ( 2 . 8 )  and ( 3 . 7 )  
But a s  t h e  i - t h  row o f  t h e  m a t r i x  O B ( t 3 )  v a n i s h e s ,  O O L ( t 3 )  =$* ( t  ) 
011 3  
# 0. Thus a  new set o f  l o c a l  b a s e s  is  o b t a i n e d .  
7 .  G e n e r a l  Scheme of  t h e  Dynamic Simplex Yethod 
L e t  a t  some i t e r a t i o n  t h e r e  b e  known: (6;: ( t )  I , t h e  i n v e r s e  
b a s e s  ; {GOB ( t )  1 ,  t h e  b a s i c  f e a s i b l e  c o n t r o l ;  I x  ( t )  I ,  t h e  c o r r e -  
s p o n d i n g  t r a j e c t o r y :  { A ( t ) , p ( t )  I ,  t h e  d u a l  v a r i a b l e s  ( s implex-  
m u l t i p l i e r s ) .  
As i n  t h e  s t a t i c  s i m p l e x  method, o n e  can  i n t r o d u c e  a r t i f i -  
c i a l  v a r i a b l e s  a t  z e r o  i t e r a t i o n  i f  n e c e s s a r y .  I n  t h a t  c a s e ,  
t h e  z e r o  i t e r a t i o n  l o c a l  b a s e s  a r e  t h e  i d e n t i t y  m a t r i c e s .  
I n  a c c o r d a n c e  w i t h  S e c t i o n s  3  t o  6 ,  t h e  g e n e r a l  p r o c e d u r e  
o f  t h e  dynamic s i m p l e x  method compr i ses  t h e  f o l l o w i n g  s t a g e s :  
1  . Choose some p a i r  o f  i n d i c e s  ( j  . t l  ) f o r  which A .  ( t l  ) < 0 ,  I  
( j r t l )  E I N ( u ) ,  where ~ . ( t  ) a r e  d e f i n e d  from S e c t i o n  5. U s u a l l y ,  
1 1  
a  p a i r  ( j  , t l )  w i t h  maximal a b s o l u t e  v a l u e  o f  A .  ( t l )  is s e l e c t e d .  
I 
I f  a l l  A .  ( t l )  L O ,  ( j , t )  E I N ( u ) ,  t h e n  w e  have an  o p t i m a l  s o l u t i o n  
I  
o f  t h e  problem.  
2.  D e f i n e  s e q u e n c e s  o f  v e c t o r  c o e f f i c i e n t s  { v , y }  from ( 3 . 6 )  and 
( 3 . 7 ) .  
3. F i n d  t h e  i n d i c e s  ( R l t 2 )  f o r  t h e  o u t g o i n g  column from ( 3 . 8 ) .  
I f  a l l  G O i ( t )  5 0 ,  t h e n ,  t h e  s o l u t i o n  i s  unbounded. 
4 .  Compute t h e  new b a s i c  f e a s i b l e  c o n t r o l  { u '  ( t )  I :  
5.  Update  t h e  l o c a l  b a s e s :  
a )  set t = t2 
b )  i f  t ' tl,  t h e n  go t o  s t a g e  e ) ;  
C )  select t h e  non-zero e l e m e n t  i n  t h e  p i v o t  row o f  t h e  
m a t r i x  oB ( t )  . (The i n d e x  o f  t h e  p i v o t  row e q u a l s  t h e  
i n d e x  o f  t h e  o u t g o i n g  c o l u m n ) .  
d )  l e t  t h e  p i v o t  e lement  o f  t h e  m a t r i x  O B ( t )  c o r r e s p o n d  
t o  t h e  component o f  t h e  b a s i c  c o n t r o l ,  which was re- 
computed i n t o  t h e  l o c a l  b a s i s  a t  s t e p  t + T .  Then 
- i n t e r c h a n g e  t h e  v a r i a b l e s  between l o c a l  b a s e s  
D~~ ( t )  and E O B ( t  + T )  
- set  t + t + ~  
- go  t o s t a g e  b ;  
e)  i f  t = T - 1 ,  t h e n  go t o  s t a g e  g ;  
f )  i f  t h e  p i v o t  e l e m e n t  o f  o B ( t )  i s  nonzero ,  go  t o  c ;  
g )  r e p l a c e  t h e  column t o  b e  removed by t h e  column t o  
be i n t r o d u c e d  i n t o  f i O B ( t ) .  
6 .  Compute t h e  d u a l  v a r i a b l e s  { X , p }  from ( 4 . 2 ) .  Go t o  s t a g e  1 .  
I t  s h o u l d  b e  n o t e d  t h a t  o n l y  an o u t l i n e  o f  t h e  a l g o r i t h m  i s  
g i v e n  h e r e .  The c o n c r e t e  implementa t ion  o f  t h e  a l g o r i t h m  depends 
on t h e  s p e c i f i c s  of a  problem,  t h e  t y p e  o f  computer ,  t h e  s t r a t e g y  
used a s  t o  which column s e l e c t e d  and i n t r o d u c e d  i n t o  ( o r  removed 
from) t h e  set  of  l o c a l  b a s e s ,  e t c .  
8. Degeneracy 
I t  was assumed above t h a t  a l l  b a s i c  f e a s i b l e  c o n t r o l s  were  
nondegenera te .  
T h i s  assumption was n e c e s s a r y  i n  o r d e r  t o  g u a r a n t e e  t h a t  f o r  
e a c h  s u c c e s s i v e  set  o f  l o c a l  f e a s i b l e  b a s e s ,  t h e  a s s o c i a t e d  v a l u e  
of  t h e  o b j e c t i v e  f u n c t i o n  is  l a r g e r  t h a n  t h o s e  t h a t  p recede  it. 
T h i s  g u a r a n t e e s  t h a t  we w i l l  r e a c h  t h e  o p t i m a l  s o l u t i o n  i n  a  
f i n i t e  number o f  p o s s i b l e  sets o f  l o c a l  f e a s i b l e  b a s e s .  
F o r  t h e  d e g e n e r a t e  c a s e ,  t h e r e  i s  t h e  p o s s i b i l i t y  o f  compu- 
t i n g  a  e o  a t  s t e p  3 of t h e  method, f o r  which e 0  = 0. T h e r e f o r e ,  
t h e  s e l e c t i o n  o f  a  v e c t o r  t o  b e  removed from and a  v e c t o r  t o  b e  
i n t r o d u c e d  i n t o  t h e  set  o f  l o c a l  b a s e s  w i l l  g i v e  a  new b a s i c  
f e a s i b l e  c o n t r o l  w i t h  t h e  v a l u e  o f  t h e  o b j e c t i v e  f u n c t i o n  b e i n g  
e q u a l  t o  t h e  p r e c e d i n g  one. T h e o r e t i c a l  examples  have  been con- 
s t r u c t e d  t o  show t h a t  i n  t h i s  c a s e  c y c l i n g  o f  t h e  p rocedure  i s  
p o s s i b l e .  I n  p r a c t i c a l  examples t h i s  h a s  n e v e r  happened ( w i t h  
one p o s s i b l e  e x c e p t i o n ) .  I n  o r d e r  t o  p r o t e c t  a g a i n s t  t h i s  p o s s i -  
b i l i t y ,  a  s p e c i a l  r u l e  f o r  s e l e c t i n g  t h e  o u t g o i n g  column can b e  
i n t r o d u c e d  t o  p r e v e n t  c y c l i n g  i n  t h e  c a s e  o f  degeneracy.  
Here w e  can  u s e  t h e  method o f  overcoming degeneracy o f  t h e  
s implex  method [31.  For  t h i s  we need t h e  columns o f  t h e  i n v e r s e  
-- 1  
B (see ( 2 . 5 ) ) .  The j - t h c o l u m n  y  o f  t h e  i n v e r s e g - '  i s  a  s o l u -  j  
t i o n  o f  t h e  sys tem of  e q u a t i o n s :  
where e i s  t h e  u n i t  v e c t o r  o f  d imens ion  ( m + n ) T  w i t h  t h e  j - t h  j 
component e q u a l  t o  one .  
The sys tem (8.11 can  b e  s o l v e d  by u s i n g  t h e  f a c t o r i z e d  r e p r e -  
s e n t a t i o n  o f  t h e  b a s i s  m a t r i x ,  which is  s i m i l a r  t o  t h e  p r i m a l  s o l u -  
t i o n  p r o c e d u r e  ( S e c t i o n  3 ) .  
9 .  Numerical Example 
Exper imenta l  r e s u l t s  o f  tests w i t h  t h e  a l g o r i t h m  and i t s  nu- 
m e r i c a l  e v a l u a t i o n  w i l l  b e  d e s c r i b e d  i n  a  s e p a r a t e  p a p e r .  Here 
we c o n s i d e r  an i l l u s t r a t i v e  numer ica l  example and g i v e  a  t h e o r e t i -  
c a l  e v a l u a t i o n  ( S e c t i o n  10)  o f  t h e  method. 
W e  c o n s i d e r  t h e  problem w i t h  s c a l a r  s t a t e  e q u a t i o n s  and con- 
s t r a i n t s  ( t h a t  i s ,  n  = m = 1 )  . I n  t h i s  c a s e ,  t h e  dimension o f  t h e  
" g l o b a l "  b a s i s  m a t r i x  w i l l  b e  2T x 2T, hence  t h e  c o r r e s p o n d i n g  
s t a t i c  LP problem is  n o t  a  v e r y  t r i v i a l  one  f o r  l a r g e  T. Using 
t h e  dynamic s i m p l e x  method, we do  n o t  need t o  i n v e r t  t h e  g l o b a l  
b a s i s ;  what  is  more, we d o  n o t  need,  f o r  a  c o n s i d e r e d  example,  
t o  i n v e r t  l o c a l  b a s e s  e i t h e r ,  because  i f  m =  1 ,  t h e  l o c a l  b a s e s  
a r e  s imply  numbers. 
Problem: Given t h e  s t a t e  e q u a t i o n s  
w i t h  
where x ( t )  , u ( t )  , v ( t )  a r e  s c a l a r s .  F i n d  {u(O)  , . . . , u ( 4 ) ) ,  
{ v ( O ) ,  . . . , v ( 4 ) )  and { x ( 0 )  , . . . , x ( 5 )  ) which s a t i s f y  ( 9 .  I ) ,  (9 .2 )  and 
c o n s t r a i n t s  
where  f ( 0 )  = 10; f ( 1 )  = 5 ;  f ( 2 )  = 5; f ( 3 )  = 10; f ( 4 )  = 5 and minimize 
The t a b l e a u  form o f  t h e  problem is g i v e n  below 
Thus, i f  we s o l v e  t h e  problem by t h e  s t a n d a r d  s i m p l e x  method, it 
i s  n e c e s s a r y  t o  h a n d l e  w i t h  10 x 10 " g l o b a l "  b a s i s  a t  e a c h  i t e r a t i o n .  
Now we proceed  by t h e  dynamic a l g o r i t h m .  L e t  {u(O)  ( 0 )  ,v( ' )  ( O ) ,  
X ( O )  ( 1 )  , X ( O )  ( 2 )  ,do) ( 2 )  , X ( O )  ( 3 )  , U ( O )  ( 3 )  ,do) ( 3 )  , X ( O )  ( 4 )  ,do) ( 4 )  1 
be  t h e  f i r s t  b a s i c  v a r i a b l e s .  The c o r r e s p o n d i n g  l o c a l  b a s e s  
A 
DOB ( t )  ( t  = 0 , .  . . , 4 )  a r e  t h e  f o l l o w i n g :  
Note t h a t  c o n t r o l  v a r i a b l e  v ( 0 )  from s t e p  t = 8 e n t e r s  
t h e  l o c a l  b a s i s  6;;) ( 1 )  a t  t h e  n e x t  s t e p  t = 1 . A s  v a r i a b l e  x  ( 5 )  
does  n o t  e n t e r  t h e  "g loba l "  b a s i s  on t h i s  i t e r a t i o n ,  it is necess -  
a r y  t o  i n t r o d u c e  a n  a d d i t i o n a l  l o c a l  b a s i s  6:;) ( 5 )  which c o r r e -  
sponds t o  v a r i a b l e  v ( 4 )  . 
1 The co r r e spond ing  set o f  QB(t) and B (t) ( t  = 0 , .  . , 4 )  a r e  t h e  B 
fo l l owing :  
( 0 )  @ A 0 )  ( 1 ) ;  ( 2 ) .  B : ( O \ I ) .  B:(O) ( 2 ) .  B:(O) ( 4 )  a r e  z e r o s .  
Using (3 .4 )  and (3 .5 )  f o r  ( 9 . 1 ) ,  ( 9 . 2 )  and ( 9 . 5 ) ,  w e  o b t a i n  
t h e  f i r s t  p r ima l  s o l u t i o n :  
t h e  va lue  of  o b j e c t i v e  f u n c t i o n :  ~ ( " ( 5 )  = O .  
A s  c o e f f i c i e n t s  o f  t h e  o b j e c t i v e  f u n c t i o n  f o r  b a s i c  v a r i a b l e s  
a r e  z e r o s ,  t hen  a l l  s i m p l e x - m u l t i p l i e r s  ( a cco r d ing  t o  (4 .2 ) )  a r e  
a l s o  z e r o s .  The re fo r e ,  w e  have a l l  A a r e  z e r o s  b u t  j 
A ( 0 )  ( ~ ( 5 )  ) = -10. Hence, x ( 5 )  i s  t o  be  i n t r oduced  t o  t h e  b a s i s .  
D e n o t i n g  c o e f f i c i e n t s  G O B ( t )  f o r  v a r i a b l e s  u ( t ) ,  v ( t )  a n d  
x ( t )  a s  a ( t ) ,  B ( t )  a n d  y  ( t )  r e s p e c t i v e l y ,  we c a l c u l a t e  u s i n g  ( 3 . 6 )  
a n d  (3.71, t h a t  a ( 0 )  ( 3 )  = - 0 . 2 5 ;  R ( O )  ( 3 )  = 0 . 5 ;  c , ( O )  ( 4 )  = 0 . 5 ;  
y (O)  ( 4 )  = -0 .25  t h e  o t h e r  a ( ' )  ( t )  , R ( O )  ( t )  a n d  y ( 0 )  ( t )  a r e  z e r o s .  
From ( 3 . 8 )  
( i t  s h o u l d  b e  t a k e n  i n t o  a c c o u n t  t h a t  { x (  t )  1 a r e  f r e e  v a r i a b l e s )  . 
Thus ,  x ( l )  ( 5 )  = 0") = - I 0  a n d  u ( 3 )  is t o  b e  removed f rom t h e  b a s i s .  0  
The new p r i m a l  s o l u t i o n  w i l l  b e  t h e  f o l l o w i n g  
Now o l d  l o c a l  b a s e s  ( 9 . 5 )  a r e  u p d a t e d .  As v a r i a b l e  u ( 3 )  
l e a v e s  t h e  b a s i s ,  we have  t o  i n t e r c h a n g e  v a r i a b l e s  u ( 3 )  a n d  v ( 3 ) .  
1  A A f t e r  i n t e r c h a n g e :  COB ( 3 )  = 1 ,  OB ( 3 )  = 1  ; B B ( 3 )  = 2 ;  D O B ( 4 )  = 2;  
O ( 4 )  = 0 . 5 .  B  
'?hen u  ( 3 )  a n d  v ( 4 )  s h o u l d  b e  i n t e r c h a n g e d .  Hence fjOB ( 4 )  = 1  ; 
A 
OB(4) = 2 ;  DOB(5)  = 4 .  F i n a l l y ,  we r e p l a c e  u ( 3 )  by  ~ ( 5 1 ,  t n e n  
E O B ( 5 )  = -1 .  
T h u s ,  t h e  u p d a t e d  l o c a l  b a s e s  a r e  
W e  c a n  b e g i n  new i t e r a t i o n s  now. Us ing  ( 4 . 2 ) ,  t h e  d u a l  s o l u -  
t i o n  i s  o b t a i n e d  f o r  l o c a l  b a s e s  ( 9 . 8 ) :  
From ( 9 . 9 )  and ( 5 . 1 ) ,  A ( ' )  ( ~ ( 4 ) )  = - 2 0 ;  A ( ' )  ( ~ ( 3 ) )  = - 6 0 ;  
A ( " ( v ( 2 ) )  = 8 0 ,  t h e  o t h e r  A ( ' )  a r e  z e r o s .  Hence, v a r i a b l e  v ( 2 )  
s h o u l d  b e  i n t r o d u c e d  i n t o  l o c a l  b a s e s .  C a l c u l a t i n g  0, f o r  t h i s  
i t e r a t i o n ,  w e  f i n d  t h a t  0:') = 0  and u ( 2 )  s h o u l d  b e  r e i o v e d  from 
, 4 ,  
t h e  b a s e s .  A s  0: I '  ( 2 )  = 0  and v a r i a b l e s  u  ( 2 )  and v  ( 2 )  a r e  from 
,. 
t h e  same s t e p  t = 2 ,  o n l y  l o c a l  b a s i s  DOB(2)  a t  t h i s  s t e p  t =  2  
must be upda ted .  I n  r e s u l t ,  s O B ( 2 )  = 1  and t h e  o t h e r  l o c a l  b a s e s  
have t h e  same v a l u e s  a s  i n  ( 9 . 8 ) .  The new i t e r a t i o n  y i e l d s  
and A ( 2 ) ( ~ ( 4 ) )  = - 2 0 ;  ~ ( ~ ' ( u ( 2 ) )  = - 8 0 ;  ~ ( ~ ) ( v ( l ) )  - 160; ~ ( ~ ' ( u ( 3 ) )  
= -40; A ( "  ( ~ ( 1 ) )  = 0. 
Hence v  (1  ) i s  i n t r o d u c e d  t o  t h e  l o c a l  b a s e s ,  0 (i) = 15 and 
u ( 0 )  i s  removed from t h e  l o c a l  b a s e s .  A t  t h i s  i t e r a t i o n ,  t h e  
l o c a l  b a s e s  C O B  ( 0 )  and COB ( 1 )  a r e  upda ted .  I n  r e s u l t ,  we o b t a i n  
and p ( 3 )  ( 2 )  = 80; p ( 3 )  ( 1 )  = 160; A ( 3 )  ( 1 )  = -80; A ( 3 )  ( 0 )  = -160, t h e  
o t h e r  p ( 3 )  ( t )  and ( t )  a r e  t h e  same a s  i n  ( 9 . 1 0 ) .  A l l  v a l u e s  
o f  ( - 1  a r e  n e g a t i v e  now. T h e r e f o r e ,  ( 9 . 1 1 )  i s  a n  o p t i m a l  
s o l u t i o n .  
10. E v a l u a t i o n  o f  Algor i thm 
Above we c o n s i d e r e d  a n  i l l u s t r a t i v e  n u m e r i c a l  example  which 
i s  n o t  s o  e a s y  t o  s o l v e  by hand u s i n g  t h e  c o n v e n t i o n a l  " s t a t i c "  
s i m p l e x  method,  b u t  i s  v e r y  s i m p l e  t o  h a n d l e  by t h e  dynamic a l -  
g o r i t h m .  
Now we g i v e  some t h e o r e t i c a l  e v a l u a t i o n  o f  t h e  dynamic s i m -  
p l e x  method. 
A s  c a n  be  s e e n  f rom S e c t i o n  7 ,  f o r  r e a l i z a t i o n  o f  t h e  a l -  
g o r i t h m  it i s  s u f f i c i e n t  t o  o p e r a t e  o n l y  w i t h  t h e  m a t r i c e s  
-- 1  A 1  
D O B ( t )  ; @*( t ) ,  B O B ( t ) ,  B B ( t ) ,  G ( t ) ,  A ( t )  ( t  = 0 , 1 , .  . . ,T - 1 ) .  
Theorem 1 0 .  I :  The number o f  coZumns o f  m a t r i c e s  QB(t )  and 
1 B ( t )  d o e s  n o t  e x c e e d  n. B  
P r o o f :  L e t  2T s t e p s  o f  t h e  f a c t o r i z a t i o n  ?recess b e  c a r r i e d  
o u t .  
Then t h e  f o r m u l a  ( 2 . 7 )  c a n  b e  r e w r i t t e n  a s  
On t h e  main d i a g o n a l  o f  t h e  m a t r i x  B2t-1  t h e r e  i s  t h e  sub- 
m a t r i x  
The  columns o f  t h e  s u b m a t r i x  F a r e  l i n e a r l y  i n d e p e n d e n t  a s  
t h e  m a t r i x  B2t-l i s  n o n s i n g u l a r .  C o n s e q u e n t l y ,  t h e  number o f  
columns o f  m a t r i c e s  6 ( t )  a n d  S l B ( t )  c a n n o t  b e  l a r g e r  t h a n  n .  1  B  
Hence,  o n e  c a n  o b t a i n  t h e  s t a t e m e n t  o f  t h e  theorem.  
A- 1  The m a t r i c e s  DOB ( t )  , SOB ( t )  , G ( t )  , A ( t )  have d i m e n s i o n s  
( m  x m) , (n  x m )  , ( m  x n )  , ( n  x n )  r e s p e c t i v e l y .  T h e r e f o r e ,  t h e  a l -  
g o r i t h m  o p e r a t e s  o n l y  w i t h  t h e  set o f  T  m a t r i c e s ,  e a c h  c o n t a i n i n g  
n o  more t h a n  m o r  n  columns.  
A t  t h e  same t i m e ,  t h e  s t r a i g h t f o r w a r d  a p p l i c a t i o n  o f  t h e  
s i m p l e x  method t o  Problem 1.1 ( i n  t h e  s p a c e  o f  { u , x }  ) l e a d s  t o  
t h e  n e c e s s i t y  o f  o p e r a t i n g  w i t h  t h e  b a s i s  m a t r i x  o f  dimension 
( m  + n )  T  x ( m  + n ) T  o r  o f  dimension mT x mT, i f  t h e  s t a t e  v a r i a b l e s  
a r e  exc luded  beforehand .  
Thus, i n  some r e s p e c t s ,  t h e  dynamic s implex  method r e a l i z e s  
a  decompos i t ion  o f  t h e  problem t h a t  a l l o w s  a  s u b s t a n t i a l  s a v i n g  
i n t h e  number o f  a r i t h m e t i c a l  o p e r a t i o n s  and i n  t h e  c o r e  memory. 
A s  was ment ioned above,  t h e  DLP Problem 1.1 can  b e  c o n s i d e r e d  
a s  some " l a r g e "  s t a t i c  LP problem and t h u s  t h e  s implex  method can  
b e  used f o r  i t s  s o l u t i o n .  L e t  us  f i n d  an upper  e s t i m a t i o n  o f  a  
number o f  i t e r a t i o n s .  A t  each i t e r a t i o n ,  t h e  s implex  method re- 
q u i r e s  no  more t h a n  k 2  m u l t i p l i c a t i o n s  f o r  u p d a t i n g  of  t h e  i n v e r s e ,  
where k  i s  t h e  number of  rows o f  t h e  b a s i c  m a t r i x .  Hence, t h e  
t o t a l  number o f  m u l t i p l i c a t i o n s  f o r  t h e  b a s i s  u p d a t i n g  i s  no more 
2  2  
t h a n  ( m + n )  T  . To compute t h e  c o e f f i c i e n t s  which e x p r e s s  t h e  
column t o  b e  i n t r o d u c e d  i n t o  a  b a s i s  i n  t e rms  o f  columns o f  t h e  
2  
c u r r e n t  b a s i s ,  t h e  s implex method r e q u i r e s  some (m+ n )  T  m u l t i -  
p l i c a t i o n s .  
Now we s h a l l  e v a l u a t e  t h e  number o f  m u l t i p l i c a t i o n s  f o r  t h e  
dynamic s i m p l e x  method. I t  was shown t h a t  a t  one i n t e r c h a n g e ,  
t h e  l o c a l  b a s e s  a r e  upda ted  by m u l t i p l i c a t i o n  on t h e  e lementa ry  
column o r  row m a t r i x .  The i n t e r c h a n g e  o f  columns between two 
n e i g h b o r i n g  l o c a l  b a s e s  EOB ( t )  and  EOB (t + 1 )  r e q u i r e s  no more 
t h a n  3 ( m  + n )  m u l t i p l i c a t i o n s .  (The m a t r i c e s  6;; ( t )  , G O B  ( t )  ,
1  QB(t) , B B ( t )  , 6; (t + 1 )  , f i O B ( t  + 1 )  , QB(t + 1 )  a r e  u p d a t e d ) .  I n  
t h e  w o r s t  c a s e ,  when t h e  o u t g o i n g  column from t h e  l o c a l  b a s e s  
So, ( 0 )  i s  e n t e r e d  i n t o  t h e  l o c a l  b a s i s  EOB (T - I ) ,  one needs  T  
i n t e r c h a n g e s .  We assume t h a t  t h e  a v e r a g e  number o f  i n t e r c h a n g e s  
is  T/2. Thus t h e  dynamic s implex  method r e q u i r e s  approx imate ly  
2  1 . 5 ( m + n )  T  m u l t i p l i c a t i o n s  f o r  l o c a l  b a s e s  u p d a t i n g  p e r  
i t e r a t i o n .  
C a l c u l a t i o n  o f  t h e  c o e f f i c i e n t s  e x p r e s s i n g  t h e  i n g o i n g  v e c t o r  
2  
r e q u i r e s  about  ( m + n )  T  m u l t i p l i c a t i o n s .  I n  a d d i t i o n ,  l o c a l  b a s e s  
can b e  r e p r e s e n t e d  t n  f a c t o r i z e d  form, t h u s  e n a b l i n g  use  of  t h e  
e f f e c t i v e  p r o c e d u r e s  o f  s t a t i c  LP [ 3 1 .  
S o l u t i o n  o f  Problem 1 . 1  by t h e  s t a t i c  s i m p l e x  method r e q u i r e s  
s t o r a g e  o f  t h e  i n v e r s e  o f  d i m e n s i o n  ( m + n ) T  x ( m + n ) T .  The dynamic 
s i m p l e x  method r e q u i r e s  s t o r a g e  o f  o n l y  T  m a t r i c e s  o f  d i m e n s i o n  
m x m  (6-'  0 ~ ' ~ ;  G O B ( t ) )  and  T -  1 m a t r i c e s  o f  d i m e n s i o n  m x n  ( O B ( t ) )  
a n d  n  x n  ( B B ( t ) ) .  
Thus ,  compar ing  t h e  e s t i m a t e s  o f  t h e  s t a t i c  and  dynamic a l -  
g o r i t h m s  f o r  s o l u t i o n  o f  P rob lem 1 . 1 ,  o n e  c a n  s e e  t h a t  t h e  volume 
o f  c o m p u t a t i o n  and  t h e  c o r e  memory i n c r e a s e s  l i n e a r l y  w i t h  T  f o r  
t h e  dynamic a l g o r i t h m  and by q u a d r a t i c  law f o r  t h e  s t a t i c  a l g o r -  
i t h m .  
I t  i s  more i m p o r t a n t  t h a t  o n l y  p a r t  o f  t h e  l o c a l  b a s e s  b e  
u p d a t e d  a t  e a c h  i t e r a t i o n .  T h e r e f o r e  t h e  dynamic  s i m p l e x  method 
may t u r n  o u t  t o  b e  s u p e r i o r  i n  compar i son  w i t h  a  c o n v e n t i o n a l  
r e v i s e d  s i m p l e x  a l g o r i t h m  n o t  o n l y  b e c a u s e  it  o f f e r s  a  more com- 
p a c t  s u b s t i t u t e  f o r  t h e  b a s i c  i n v e r s e  b u t  a l s o  b e c a u s e  it a l l o w s  
t h e  u s e  o f  o n l y  a  p a r t  o f  t h e  b a s i c  i n v e r s e  r e p r e s e n t a t i o n  re- 
q u i r e d  a t  e a c h  i t e r a t i o n .  
1 1 -  Dual  A l g o r i t h m s  
The i n t r o d u c t i o n  o f  l o c a l  b a s e s  a n d  t e c h n i q u e s  o f  t h e i r  hand- 
l i n g  a l l o w s  u s  t o  d e v e l o p  d u a l  and  p r i m a l - d u a l  v e r s i o n s  o f  t h e  
dynamic  s i m p l e x  method. The main a d v a n t a g e  o f  u s i n g  t h e  d u a l  
methods  i s  t h a t  t h e  d u a l  s t a t e m e n t s  o f  many p rob lems  h a v e  e x p l i c i t  
s o l u t i o n s .  The o t h e r  is  c o n n e c t e d  w i t h  t h e  c h o i c e  o f  d i f f e r e n t  
s e l e c t i o n  s t r a t e g i e s  t o  t h e  v e c t o r  p a i r  wh ich  e n t e r s  a n d  l e a v e s  
t h e  b a s i s .  
I n  t h e  p r i m a l  v e r s i o n  o f  t h e  dynamic s i m p l e x  method,  t h e r e  
a r e  some o p t i o n s  f o r  c h o i c e  o f  a  column w i t h  t h e  most  n e g a t i v e  
p r i c e  f rom a l l  n o n - b a s i c  columns o r  f rom some s e t  o f  t h e s e  co lumns ,  
e t c .  But  a  column t o  be  removed f rom t h e  b a s i s  is  u n i q u e  i n  t h e  
n o n d e g e n e r a t  e  c a s e .  
C o n t r a r i l y ,  i n  d u a l  me thods ,  t h e r e  a r e  o p t i o n s  i n  t h e  c h o i c e  
o f  a  column t o  be  removed f rom t h e  b a s i s .  It c a n  b e  e f f e c t i v e l y  
used  i n  d u a l  v e r s i o n s  o f  t h e  method. I n  p r a c t i c a l  p r o b l e m s ,  l o c a l  
n 
b a s e s  {DOB ( t )  1 c a n  b e  r a t h e r  l a r g e ,  t h e r e f o r e  p a r t  o f  t h e  l o c a l  
b a s e s  s h o u l d  b e  s t o r e d  a t  t h e  e x t e r n a l  s t o r a g e  c a p a c i t i e s .  I n p u t -  
o u t p u t  o p e r a t i o n s  a r e  c o m p a r a t i v e l y  time-consuming. Hence, t o  
r e d u c e  t h e  t o t a l  s o l u t i o n  t i m e ,  it is  d e s i r a b l e  t o  have more 
p i v o t i n g  o p e r a t i o n s  w i t h  a  g iven  l o c a l  b a s i s .  
Thus, t h e  usage o f  d i f f e r e n t  d u a l  and pr imal -dua l  s t r a t e g i e s  
a l l o w s  us t o  a d j u s t  t h e  a l g o r i t h m  t o  t h e  s p e c i f i c s  o f  t h e  compu- 
ter  t o  be used and t o  t h e  problem t o  be s o l v e d .  
12 ,  E x t e n s i o n s  
The approach c o n s i d e r e d  above is  f l e x i b l e  and a l l o w s  d i f f e r e n t  
e x t e n s i o n s  and  g e n e r a l i z a t i o n s .  Below, w e  d e s c r i b e  b r i e f l y  two 
o f  them. 
F i r s t ,  i n  Problem 1 . 1 ,  t h e  s t a t e  v a r i a b l e s  x ( t )  a r e  c o n s i d e r e d  
t o  be f r e e .  The c a s e  when x ( t )  2 0  o r  0  5 x  ( t )  5 a ( t )  c a n  b e  t r e a t e d  
by t h e  approach  v e r y  e a s i l y .  I n  f a c t ,  from t h e  p o i n t  o f  view o f  
t h e  computer implementa t ion  o f  t h e  a l g o r i t h m ,  it is b e t t e r  t o  
h a n d l e  w i t h  t h e  m u l t i p l i c a t i v e  form o f  t h e  i n v e r s e  o f  
r a t h e r  t h a n  w i t h  6i;( t)  , because  t h e  a d d i t i o n  o f  t h e  u n i t  m a t r i x  
-I d o e s  n o t  g e n e r a t e  a d d i t i o n a l  z e r o s  i n  t h e  " e t a - f i l e " .  I f  x ( t )  
a r e  n o t  c o n s t r a i n e d ,  t h e n  by h a n d l i n g  w i t h  t h e  i n v e r s e  o f  D O B ( t )  
w e  can  c o n s i d e r  t h e  rows c o r r e s p o n d i n g  t o  low b l o c k s  o f  6 0B (t  I 
A 
t h a t  i s ,  B O B  ( t )  and -I, a s  f r e e .  I n  t h i s  c a s e ,  a l l  x ( t )  a r e  i n  
t h e  b a s i s .  
I f  x ( t )  2 0 ,  t h e n  t h e  s t a t e  v a r i a b l e s  x ( t )  shou ld  b e  handled 
i n  t h e  same way a s  c o n t r o l  v a r i a b l e s  u ( t )  2 0 .  I n  t h i s  c a s e ,  n o t  
a l l  x ( t )  w i l l  b e  i n  t h e  b a s i s .  
E v i d e n t l y ,  t h i s  i n c l u d e s  t h e  c a s e  when bo th  s t a t e  and con- 
t r o l  v a r i a b l e s  have upper bound c o n s t r a i n t s .  (The i n c l u s i o n  of  
g e n e r a l i z e d  upper  bound c o n s t r a i n t s  i s  a l s o  p o s s i b l e ) .  
The second c a s e ,  which h a s  many i m p o r t a n t  a p p l i c a t i o n s ,  is  
DLP w i t h  t i m e  d e l a y s .  I n s t e a d  o f  ( 1 . 1 )  and ( 1 . 3 )  , we have i n  
t h i s  c a s e  
w i t h  g i v e n  v a l u e s  f o r  x ( t )  and u ( t  - 1 )  i f  t ( 0 .  Here { r V } ,  i r P ]  
a r e  g i v e n  o r d e r e d  s e t s  o f  i n t e g e r s .  
N e w  s u b m a t r i c e s  w i l l  a p p e a r  t o  t h e  l e f t  from t h e  main s t a i r -  
c a s e  o f  t h e  d i a q o n a l  o f  B* i n  ( 2 . 7 ~ 1 )  (see F i g u r e  l a  and b )  . 
X X X X X X 
X X X X X X X X X 
X X X  X X X X X X X X  
X X X X X X X X  X X X X X X  
X X X  X X X X  X X X X X  
X X X X  X X X X X  X X X X X X  
X X X  X X X X  X X X X X  
X X X X  X X X X X  X X X X X X  
F i g u r e  1 .  
Because t h e  main s t a i r c a s e  s t r u c t u r e  is  n o t  changed i n  t h i s  
c a s e  ( F i g u r e  11 ,  w e  c a n  u s e  t h e  same p r o c e d u r e  a s  i n  t h e  c a s e  
w i t h o u t  t i m e  d e l a y s .  There  w i l l  b e  o n l y  o n e  d i f f e r e n c e .  Now 
l o c a l  b a s e s  6 0 B ( t )  w i l l  c o n t a i n  recomputed columns b o t h  f rom pre -  
v i o u s  s t e p s  T < t  and columns f rom t i m e  " d e l a y e d "  m a t r i c e s  D ( ~ , T )  
T c t ,  which e n t e r  t h e  c o n s t r a i n t s  ( 1 2 . 1 )  a t  s t e p  t .  
Thus,  b o t h  o f  t h e s e  i m p o r t a n t  e x t e n s i o n s  o f  Problem 1.1 can 
b e  h a n d l e d  by t h e  a l g o r i t h m  a l m o s t  w i t h o u t  any  m o d i f i c a t i o n s .  
The e x t e n s i o n s  cons ide r ed  above concern t h e  ex t ens ion  of  
Problem 3 . 1  w i t h i n  t h e  DLP framework. I t  s hou ld  be  u n d e r l i n e d  
t h a t  t h e  approach i s  a l s o  a p p l i c a b l e  t o  s o l v e  LP problems w i t h  
g e n e r a l  s t r u c t u r e  ( such  a s  i n  F i g u r e  1 ,  i f  by x one means some 
a r b i t r a r y  m a t r i x ) .  
I n  t h i s  c a s e ,  t h e  approach w i l l  be  r e l a t e d  t o  f a c t o r i z a t i o n  
methods c o n s i d e r e d  i n  [4 ,51.  
13. Conclus ion  
The g e n e r a l  scheme and b a s i c  t h e o r e t i c a l  p r o p e r t i e s  o f  t h e  
dynamic s implex  method s p e c i a l l y  developed f o r  s o l u t i o n  o f  dyna- 
m i c  l i n e a r  programs have been d e s c r i b e d  and d i s c u s s e d .  
T h e o r e t i c a l  r e a son ings  show t h a t  t h i s  a l g o r i t h m  may s e r v e  a s  
a  b a s e  f o r  deve lop ing  e f f e c t i v e  computer codes  f o r  t h e  s o l u t i o n  
o f  DLP problems. However, t h e  f i n a l  judgment o f  t h e  e f f i c i e n c y  
o f  t h e  a l g o r i t h m  can  be  made on ly  a f t e r  a  d e f i n i t e  p e r i o d  of  i t s  
e x p l o i t a t i o n  i n  p r a c t i c e .  
It shou ld  a l s o  be  very  i n t e r e s t i n g  t o  compare ( bo th  from t h e  
t h e o r e t i c a l  and t h e  compu ta t i ona l  p o i n t  o f  view) t h e  approach 
g iyen  i n  t h i s  pape r  w i t h  t h e  f i n i t e - s t e p  DLP a l g o r i t h m s  based on 
t h e  Dantzig-Wolfe decomposi t ion p r i n c i p l e  [ 6 , 7 , 8 ]  and o t h e r  
methods o f  s o l v i n g  s t r u c t u r e d  LP problems [b -91 .  
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