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Abstract 
We study symmetric shift registers defined by 
where xn+ 1 = x 1 + S (x2 , ••• ,xn) and S 1s a symmetric 
polynomial over the field GF(2) • 
Introduction 
In this paper we study symmetric shift registers over the field 
GF(2) = {0,1}. In [2] we introduced the block structure of elements 
in {0,1}n and developed a theory about this block structure. In 
this paper we will use the results in [2] about the block structure 
to determine the cycle structure of the symmetric shift registers. 
The symmetric shift register e 8 corresponding to SCx2 , ••• ,~) 
where ·s is a symmetric polynomial,is defined by 
q is the minimal period of A € {0,1}n with respect to e 8 if q 
is the least integer such that e~(A) = A • Then 
A + e8 (A) + ••• + e§CA) = A is called the cycle corresponding to A. 
We will for all S solve the following three problems: 
1 . Determine the minimal period for each A € n {0,1} . 
2. Determine the possible minimal periods. 
3 • Determine the number of cycles corresponding to each minimal 
period. 
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Moreover,the problems will be solved in a constructive way, a 
way which will describe how the minimal periods and the number of 
cycles can be calculated. In [1] (see also [2]) we reduced all the 
problems to the case S = Ek + ... + Ek+p where E. ~ is defined by 
E.(x 2 , ••• ,x) = 1 ~ n if and only if 
n 
I: x. = i. j=2 J 
In this paper we will only study S = Ek + ••. + Ek+p . 
I will now roughly describe the structure of the proof. 
First we need a definition. Suppose~ c {0,1}n is a set such that 
for all A E irtl there exists an i > 0 such that e~(A) E YQ. Then 
we define Index :tr]_ + { 1 , 2, ..• } and tP: 1n + Til in the following wa':f: 
Let i > 0 be the least integer such that e~(A) El'TI , then we 
define Index(A) = ~ and t!J(A) = e~(A) . 
In the proof we need only consider certain subsets rfn which can be 
represented in a nice way. He will find for each A E 1ffi a minimal 
q > 0 such that t!Jq(A) = A . Then 
q -1 Index(A) + Index(t!J(A)) + ..• +Index($ (A)) 
is the minimal period of A . 
We give now a short outline of the paper. Section 2 contains 
some definitions and notations. In Section 3 we study a function A 
which we need later. In Section 4 we compute tP for a certain sub-
set ffi. . In the Sections 5, 6 and 7 we solve the problems 1, 2 and 
3 respectively for the setTfL. In Section 8 we generalize the 
results to all 
cult. 
n A E {0,1} . This generalization will not be diffi-
[2] is revised. In an appendix we give a summary of the new 
results in the revised version. 
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2. Preliminaries 
We must repeat some of the definitions from [2]. First we 
define the blocks of A € {0,1}n ([2],Def.3.1). Intuitively an 
i-block 1s i consecutive 1 1 s in A • 0. denotes i conse-
1 
cutive O's 1n A and 1. denotes 1 consecutive 1's in A 
1 
for i > 0 . 
We need some nota~ion ( n We write a 1 ••• an = a 1 , ••• ,an) € {0,1} . 
If A = n a 1 ••• an € { 0,1 } , we define 
f (a ..•. a. ) = (the number of 1 ' s in a .•.. a. ) 
1 J 1 J 
(the number of O's in a .... a. ) 
1 J 
Moreover, a " b denotes the minimum of a and b . 
We divide the definition of blocks into ~wo parts by first 
defining 1-structures and a-structures of A. A 1-structure 
(0-structure) is a generalization of q consecutive 1's (respect-
ively 0 1 s ) which is succeeded by q 0' s (respectively 1 's ) . 
De f. 2 .1 : vJith respect to p we define that D = a r ···as is 
1-structure of mass q of A* = al ••. anan+1···an+p+l € {0,1}n+p+l 
the following 3 conditions are satisfied: 
1 ) 0 < f(a ... a.) < f(a •.. a ) = q 
r 1 - r s 
for i € {r, ... ,s} . 
2) There exists t > s such that 
a 
if 
for i € {s+1 , ... ,t} . 
3) If a .... a. < a ... a , then 
1 J r s 
D is a a-structure 
f(a ..•. a.) > - qA (p+1) . 
1 J 
of mass q if D satisfies 1), 2) 
and 3) with f replaced by - f . 
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3) implies that the O's in a 1-structure (respectively the 
1's in a a-structure) are not too close to each other. If 
q ~ p + 1 , then 3) follows from 1) by using f(ar .•. ai ..• aj) = 
f(a .•. a.)+f(a.+1 ••• a.). r 1 1 J 
Def. 2.2: Suppose A= a 1 ••• an E {0,1}n. Let A*= a 1 ••• an~+l"""~+p+l 
= AOp+l . We define the blocks in A* with ~espect to p by 
induction with respect to the level of the blocks: 
Basisstep: A* is a block on level 0. 
Induction step: Suppose B is a block on level 1 • If 
i E {0,2,4, ... } , we can decompose B (uniquely) in the following 
way: 
where B. is a 1-structure. 
l 
If i is odd, we can decompose B (uniquely) in the following way: 
B = 1 . B11 · B2 ••• B 1 . where B. is a a-structure. 
1 1 ~ m lm+l 1 
By definition B. 
l 
is a block on level (i+1). We denote the mass of 
We define type ( B . ) = m ( B . ) " ( p + 1 ) . 
l l 
By definition {the blocks of A } are {the blocks of A"'} ..... { A*} . 
We establish the convention that B always denotes a block. 
Moreover, we suppose k and p are fixed integers such that 
0 ::: k ::: k+p < n - 1 . The block structure is always determined with 
respect to p and we always work with S = Ek+ ..• +Ek+p. 
e = es • 
If 
These conventions do not concern Section 8. 
A = a 1 • • • an , we write lA(a .... a.) = i and l J 
t\le write 
rA(a ...• a.) = J • 
l J Next we define d(B) which measures how far 
the block B is to the left in A. Suppose We 
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define 
If B J.S a block of A , then we define d(B) = 0 if lA (B)=1. Otherwise, 
Moreover, we define w(.) 
3 • The function A • 
by 
n 
I: a. 
. 1 ]. 1= 
In this section we study the functions A(a) and A(a,m) . 
We will use these functions to formulate and study how d(B) (the 
distance of a block . B ) changes by applying the shift register. 
Def. 3. 1 : a) For (t1 , ••• ,t) EV (a)= {(t1 , ••• ,t ): 1 <t < ... <t <a} y y - 1- - y-
we define 
= (t.-1, ... ,t -1,a, ... ,a)E{1,2, ... ,a.}Y ]. y 
where i is the least index such that t. > 1 • 
]. 
A(a)(1, .•• ,1) = Ca, ••• ,a). 
b) We define J)Ca,m) by 
if and only if 
O<t 1 <t ... <t <a 
- -2- y-
ti+si < ti+l for i = 1, ••. ,y-1 
t +s = a y y 
s. > 0 
]. -
and m. 
Specially, 
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We observe that ll.(l:l): I)<a.) +:D(a.) and ll.(a.,m):.D<a.,m)+D<a.,m)f 
We will now indicate how to use these functions. First we need a 
definition. 
Def. 3.2: Suppose B1 , ••• ,BY are the i-blocks of A E {0,1}n 
ordered from the left to the right. tve define 
if i < p . 
[( d(Bl) ) ( d(By) )] D (A) - if 1 = p+1 . p+l - m(B 1 )-(p+l) '· · ·' m(BY)-(p+l) 
The vectors D1 (A), ..• ,Dp+l(A) determine the blockstructure 
of A completely. In the next sections we will study a subset 
'nQ c {0,1}n where it is possible to define w as in the intro-
duction. For each A ern and q > 0 we will determine integers 
a • , m and a • such that (a . and m will be independent of q ) 
1 1 1 
a. 
= A(a.) 1 (0.(A)) 
1 1 
for i = 1, ... ,p and 
We will now prove two lemmas which determine when 
t = A(a) 8(t) and t = ll.(a,m) 8(t) 
Def. 3. 3: a) The difference vector of t = (t , .•. ,t) 1 y 
respect to a is 
with 
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b) The difference vector of t = [(tsl), .•• ,(tY)] 
1 Sy 
with 
respect to a is 
Def~ 3.4: The trivial period of (r 1 , ••• ,ry) is the least integer 
y*>O suchthat (r 1 , ... ,ry) = (ry*+l' ... ,ry,r 1 , ... ,ry*). 
Lemma 3.5: Suppose * y is the trivial period of the difference 
vector of t = Ct 1 , ... ,ty) EJ)(a) with respect to a. 
Then Y/y* and a* = a·Y*/y are integers. Moreover, 
A(a) 13 (t) = t ~ S = 0 modulo a* . 
We write y* = y*(a,t) and a* = a*(a,t) 
Proof: We denote the difference vector of t with respect to a 
by 
We get 
y 
l: r. = ( a+t 1 -t ) + ( t 2 -t 1 ) + ••• +(t -t _ 1) = a . j=1 J y y y 
By the hypothesis y = sy* for an integer s and 
Hence, r 1 + .•. +ry* = a;s = a·Y*/y =a* 1s an integer. 
We will now prove 
( 3. 1 ) { t. -t. * = a* J J -y 
t.-t. * = a*-a J J -y +y 
for y* < j < y . 
for 1 < j < y*. 
If y * < j ~ y , then 
Y* 
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t . -t . * = I: ( t . * . -t . * . ) = J J-y i=1 ]-y +1 ]-y +1-1 
If 1 < j ~ y*, then 
y*-j 
y* 
I: r. * . = a*. i=1 J-y +1 
t. -t. * +a = r (t. * . -t. * . ) + (t -t +a) J J-y +y i=1 J-y +y+1 J-y +y+1-l 1 y 
J 
+ r ( t . -t . 1 ) = r * . + ..• +r +r + •.. +r. = a*, i=2 1 1- y-y +]+1 y 1 J 
and the proof of (3.1) is complete. 
a* -r Next, we compute A (a) Ct) • Since t 1 > 0 and by using 
(3.1) we get 
( 3. 2) t = t +a*-a < a* y* y - and = t +a* > a* . 1 
Hence, by definition 
By using (3.1) we get A(a)a*(t) = t. 
Finally, we will prove that A(a) 8 (t) = t implies 8 = 0 
modulo a* . It 1s sufficient to prove that 0 ~ 8 < a* implies 
8 = 0 or B = a* . 
By definition 
Hence, 
Let 1 be the maximal 1 such that t. ~ B. 
1 
the difference vector of 
{ respect to 
with 
( 3 • 3 ) 
1 = 0 or 
1S 
(r.+ 1 , ••• ,r ,r , ... ,r.). 1 y 1 1 By the hypothesis 
i = y* . If i = y*, we get by (3.1) that 
If i=O,then t 1-8=t 1 • Hence,e=a* 
ty*+ 1-e 
or B = 0 
Q.E.D. 
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Lemma 3.6: 
vector of 
Suppose y* is the trivial period of the difference 
t = [(t1), ... ,(tY)] E IHa,m) with respect to a. 
s1 sy 
Then Y/y*, a*= a•(Y•/y) and m·(Y*/y) are integers, 
Moreover, 
A(a,m) 8 (t) = t ~ 8 = 0 modulo y*. 
We write y * = y * (a , t) and a* = a* (a , t) . 
Proof: As in the proof of Lemma 3. 5 v-1e prove that 
y /y* ' * a* = (Y /y)•a and are integers. Moreover, 
(3.1) is true and s. = s. when j = i modulo y*. J 1 
By induction 
(3.4) 
By (3.1) and since y* = y modulo y*, we get 
s *+t * = s +(t +a*-a) y y y y By the definition of 1) (a ,m) we have 
s +t = a • y y Hence, s *+t * = a* y y 
By (3.1) we get A(a,m)Y*<t) = t. 
Therefore, 
( t 1 +a-a*) • • • 
s ' ' 1 
Suppose A(a,m)j(t) = t It 1s sufficient to prove that 
0 < j ~ y* implies j = 0 or j = y*. By definition there exists 
an integer a > 0 such that 
If [ (~1), ... , (r y) ] is the difference vector of t , then 
1 sy 
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[(:~:J•· .. ,(~.(:j, .. ,(:;)J is the difference vector of 
By the hypothesis, j = 0 or J = y*. 
Q.E.D. 
Later we will also need the following definition and lemmas. 
Def. 3.7: Suppose t= (t 1 , ••• ~ty)EJ)(a.) 
t 1 > a, we define rCa,t) = 0 Otherwise 
integer r such that tr < 8 • 
and 0 ~ a < a. If 
rCa,t) is the maximal 
Lemma 3.8: Suppose t E ])(a.) and + a.* = a.*(a.,t) and y* = y* (a. ,t). 
Suppose 0 ~ Si ~a. and S0 + •.. +ss_ 1 = X·a.*. 
Then 
s-1 a0+ ••• +a. 1 
r(S 0 ,t) + I r(f3. ,A(a.) 1 - (t)) = X•y*. 
. 1 1 1= 
Proof: Suppose 0 < 8 0 + B < a. • 
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We observe that 
(3.2) in the proof of Lemma 3.5 implies r(a.*,t) = y*. 
the case X= 1 follows from (3.5). 
If X > 1 , we choose q such that Bo+ •• • +aq-1 < a.* 
We choose (3 I and 8" such that S'+S" 
and 13 0 + ... + f3 q _1 + 8 ' = a.* . The claim follows by induction 
Hence, 
and 
= sq 
with 
respect to X .by studying a 0 + •.. +aq_ 1 +B'+a"+aq+l+ ..• +8 8 _ 1 • 
Q.E.D. 
Lemma 3.9: Suppose t E "D<a.,m) and a.*= a.*(a.,t) and 
y* = y*(a,t) • We denote 
ti ti [ (sD '· · · ' (s~)] Then 
- 11 -
Proof: By (3.4) and we get 
The last equality 1s proved in the proof of Lemma 3.6. 
Q.E.D. 
Finally, we do the following observation. 
Observation 3.10: If t E ])Ca) , then the trivial periods of the 
difference vectors of -+-t and are equal. 
If t € TI<a ,m) , then the trivial periods of the difference vectors 
of t and A(a,m)i(t) are equal. 
This observation follows from (3.4) and the proof of Lemma 3.6. 
4. Computation of ljJ • 
We will in Section 4 - 7 study the set m c { 0,1 }n defined by 
{
A ends with a (p+1)-block. 
A Em_ 4==> A starts with 0 or a (p+1 )-block. 
w(A) = k+p+1 . 
By lemma 4.11 and 4.13 in [2] there exists an 1 > 0 such that 
ei(A) E m for all A E ffi. We define Index : m ~ {1, 2, ... } 
and "' : m ~ m in the following way: 
Let i > 0 be the least integer such that ei(A) ETil, 
then we define Index(A) = i and lji(A) = ai(A) 
In [ 2 J we denoted ljJ by q>min · If A E ffi contains 1 (p+1 )-block, 
·we also denoted ljJ by tD in [2]. We get the following lemma: 
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Lemma 4.1: If A Eln~and q 1s the least integer q > 0 such 
that ~q(A) =A , then Index(A) + + Index(~q- 1 (A)) is the 
minimal period of A with respect to a . 
First we will reformulate how ~ works. Lemma 4.2 and 4.3 are 
reformulations of Lemma 4.11 and 4.13 in [2] respectively. 
We define f yi (A) = the number of i-blocks 1n A. 
( 4.1) 
i p+1 
l a. (A) = n+i - I: 2j . y. (A) - 2i • I: y.(A) 
- 1 j =1 J j=i+1 J 
Moreover, D. (A) 
1 
is defined in Def. 3.2 . 
Lemma 4. 2: Suppose A E1n contains 1 (p+1)-block. We 
(). = a.. (A) for i = 1 ' ,p+1 We define r = r (A) 1 1 q q 
. 
let 
and 
aq = a <A> inductively for q = 1 ' ,p by the formulaes: q 
p 
aP = 1 sq = (p+1-q) + I: z . (i-q) . r . and 
' 1 i=q+1 
r = the number of q-blocks B in A such that q 
Then 
Moreover, 
Index(A) = 
If y.(A) 4: 0 
1 
and D . ( ~ ( A ) ) = A ( a . ) f3 i ( D . ( A ) ) 1 1 1 
and 1 'f i f p , then 
Proof: By Lemma 4.1 c) in [2] we have D . (A) € J) (a . ) for 
1 1 i = 1 ' ••• ,p . 
Q(A) in Lemma 4.11 in [2] is equal to ~(A) • By Lemma 4.11 b) and d) 
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in [2] and is identical with the r q in Lemma 4.11 
in [2]. Then it is not difficult to see that this lemma is a reform-
ulation of Lemma 4.11 in [2]. 
Q.E.D. 
Lemma 4.3: Suppose A Elrlcontains more than 1 (p+1)-block. Let 
m - m 
- A = I:{m(B) - (p+1): B is a (p+1) - block in A} • 
Suppose BF is the first (p+1)-block in A 
Moreover, a. = a. (A) for i = 1,···,p+1 l. l. 
We define r = r (A) q q (q=1, • · • ,p+1) and !3 = !3 (A) q q (q=1 ' ••• ,p) 
inductively by the formulaes 
and for q = 1,···,p 
r = the number of q-blocks B in A q 
Then we have 
Dp+1 (A) E J)cap+ 1 ,m) 
If yi(A) f 0 and 
and Dp+ 1 <w<A)) = A(ap+1 ,m)(Dp+1(A)) • 
1 ~ i < p , then we have D.(A) E)){a.) l. . l. 
B· D.(~(A)) = A(a.) 1 (D.(A)) . 
l. l. l. 
Moreover, 
p+1 
Index (A) = [d(BF) + m(BF) - (p+1)] +I: 
i=1 
Proof: By Lemma 4.1 c) in [2] we have 
and Dp+ 1(A) E1)(ap+1 ,m) • 
2i•r. ~ n • 
l. -
D.(A) E])(a.) 
l. l. 
for 
and 
i = 1 ' ••• ,p 
q>min(A) in Lemma 4.13 in [2] is equal to t/J(A) 
that this Lemma follows from Lemma 4.13 in [2] . 
It is easy to see 
Q.E.D. 
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In the forthcoming proof we represent the elements of 'Yn by 
It is easy to define WTI and IndexTI on rr(~J such that 
wTioTI = rrolJ! and IndexTioTI = Ticindex , and study l/ITI and IndexTI 
instead of w and Index . By using Index.,.. and ''' 
II 'YTI the structure 
of the proof would be somewhat clearer. But to avcid complicated 
notation we do not do so. 
In the next section we will calculate ~i(A) for certain i . 
In these calculations we need the following lemma. 
First we need a definition 
(4.2) 
Def. 4. 4: For each A € 'f)l we define y'!'(A) = y*(a.(A),.D.(A)) 1 .. 1 1 and 
a'!'(A) = a*(a.(A),D.A)) • 
1 1 1 
Lemma 4. 5: We suppose A € 'ffl. y'!' = y* (A) and 
1 
a'!' = a'!' = a'!'(A) • Moreover, we suppose 
1 1 1 
for t € {q+1,···,p} : 
aY<A> q 
Proof: 
X ·a* t t if 
if 
a) If yp+1 = 1 , then 
p 
= Y(p+1-q) + L 2·(t-q)·Xt·Yt 
t=q+1 
b) If yp+1 > 1 and y = 
p+1 
X ·y* p+1 p+1 
= xp+1 a;+1 + ~ 2•(t-q)•X •y* t=q+1 t t 
Suppose We write 
then 
By 
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Lemma 4.2 and 4.3 we get 
By the hypothesis 
We have Dt(A) €J)(at)' at = a*(at,Dt(A)) and 
Yt = y*(at,Dt(A)) • Hence, by (4.3), (4.4) and 
Lemma 3.8 we get 
The proof of a): By Lemma 4.2 and (4.5) we get 
Y-1 Y-1 P 
I: 6 (ljJs(A)) = E [p+1-q+ E 2(t-q) • rt(ljJ 8 (A))] 
s=O q s=O t=q+1 
p 
= Y(p+1-q) + I: 2(t-q) 
t=q+1 
• X • y* t t 
The proof of b): By Lemma 4.3 we get 
(4.6) r p + 1 ( ljJ j (A) ) = 1 for a 11 j . 
We write 
Dp+ 1 (ljJj (A)) 
tj 
1 
= [ ( . ) ' . • • 1 
sJ 1 
(If Bj F is the first (p+1)-b1ock l.n 
tj 
1 = d(B~) and sj 1 = rn( B~) - (p+1) . ) 
ljJj(A) 
Since y = X * p+1yp+1 we have by Lemma 3.9 
y -1 . . 
r (t~ +s J) = j=O 1 ( 4. 7) 
' 
then 
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By (4.5), (4.6), (4.7) and Lemma 4.3 we get 
Y-1 }: 13 (ljJj(A)) 
j=O q 
y -1 . . p+1 . 
= E [ t J + s J + I: 2 ( t -q) • r ( 1jJ J (A) ) ] 
j=O 1 1 t=q+1 t 
= a.* • p+1 
p+1 
xp+1 + r 2(t-q) • xtyt + 2(p+1-q)· • Y • 
t=q+1 
Since Y = Xp+ 1Y;+ 1 the proof is complete. 
5. H0w to determine the minimal period. 
Q.E.D. 
We will now determine the minimal periods of A € 'nl,. ·y. (A) ~ 
a.. (A) are defined in ( 4 .1 ) . D. (A) is defined in Def. 3. 2. 
1 ~ 
Moreover, y'l'(A) and a 'I'( A) are defined in Def~ 4.4 and -rr~ 
~ 1 
... 
is defined in Section 4. We repeat the definitions of y'I'(A) ~ 
a.'!'(A) 
~ 
Suppose first 1 S i ~ p and Di(A) = (t1 ,···,ty.) 
~ 
Then y'l'(A) is the trivial period of 
1 
' t -t 1) Y· y.-l ~ 
Next we suppose Dp+ 1 (A) 
t' = t 1 - typ+1 + ap+1 (A) 
is the trivial period of 
= r(t1)' ... ,(tYp+1 )]. Let 
~_ S1 Syp+1 
and t '~ = tYp+ 1 - typ+1 -1 • Then 
[(t I) (t2-t1) (t3-t1') (til )] s ' s ' s , ..• , s • 1 2 3 Yp+1 ·· 
*(A) Moreover, a!(A) = a.(A)•(Yi /y.(A)) for i = 1 , •.. ,p+1. 
1 1 1 
and 
and 
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Theorem 5.1: Suppose A € m . We let y.= y.(A) , a.= a.(A) , 1 1 1 1 
y't' = y'!'(A) and at = a'!'(A) • 1 1 1 1 
If y; = 0 
1 
for i = 1 ' ••• ,p we let 
= 0 Otherwise, we define equation (q) by 
(q) 
r a*·X 
I q q l X q 
= * . X + cxp+1 ·p+1 
p+1 
! 2(i-q)•X.·y~ 
1 1 
i=q+1 
= 0 if 
= 1 
if 
and 
y * 0 q 
... 
for q = 1 , ••• , p • Moreover, we let xl, ... ,xp+l 
(1), .•• ,(p). 
be the least positive 
integral solution of the equations 
* p+l * Then Xp+lap+l + ! 2i•y. •X. 1s the minimal period of A 
i=l 1 1 
with respect to the shift register (x 1 , ••• ,xn) + (x2 , ••• ,xn+I) 
where 
If y i = 0 for i = 1 , ... , p , we observe that the minimal 
period= xp+la;+l +2(p+1)y;+lxp+l = a;+l +2(p+1)y;+l 
* * ~ 
= (ap+ 1-2(p+1)yp+l) = yp+l 
Yn+l 
....£....:-(n+p+1) 
yp+l 
The existence of the minimal solution X1 , ••• ,Xp+l is proved 
as indicated in Section 3 in [2]. 
Proof: B~(A) is defined in (4.2). We suppose first that 
y p+ 1 > 1 . If Y· * 0 1 and 
(D.(iJJY(A)) D. (A) = ..,. 
' 1 l 
( 5 . 1 ) t ... si<Al * = X. • a. 1 1 
1 < p, then Lemma 4.3 and 3.5 imply 
ei<A> 
Di(A) A(a.) (D.(A)) = 1 1 
for some x. 1 
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Moreover, Lemma 4.3 and 3.6 imply (m = rnA is defined in Lemma 4.3) 
( 5 • 2 ) { Dp+l(~y(A)) = Dp+!(A).,. 
y = X * p+l ''Yp+l 
y 
A(ap+l ,m) (Dp+I (A)) = 
for some 
By Lemma 4.1 in [2] A 1s uniquely determined by 
(i = 1, ... ~p+1). Hence, by (5.1) and (5.2) we get 
D. (A) 
1 
y * S. (A) = X. a. when 1 1 1 'Y. :j: 0 1 ( i = 1 , ••• , p) and ( 5. 3) 
* Y = xp+l 'Yp+I . 
We suppose 
will prove 
'Y· :j: 0 1. for at least one i < p+1 . First we 
{5.4) {Y: ljly(A) =A} = {Xp+l'Y;+l: X1 , ••• ,Xp+l is a solution 
of the equations (1), ... ,(p)} . 
Suppose lJ;y(A) 
·-
A. By ( 5 • 3 ) there exist xl, ... ,x +I p such that 
y X * and S~(A) * when 'Y. :j: 0 and i ~ p . = = x.a. p+l'Yp+l 1 1 1 1 
If y. = 0 , we put X. = 0 . We suppose the equations 
1 1 
{q+1),, .. , (p) are satisfied. \Ale suppose Yq * 0 • By Lemma 
4.5 b) 
Sy{A) q 
Since Sy(A) = X ·a* , the equation (q) is satisfied. q q q 
y = X * p+l'Yp+l and X 1 , ••• , xp+ 1 satisfy the equations. 
Next we suppose Y = X y* p+l p+l 
the equations. We prove by induction 
( 5. 5) 13Y1. (A) = X. ·a~ 1 1 for 1 ~ i ~ p and 'Y. :j: 0 . 1 
Hence, 
satisfy 
We suppose {5.5) is true for 1 = q+1 , ... ,p and 'Yq * 0. 
- 19 -
By Lemma 4-.5 b) and the equation (q) 
(3y(A) 
q 
* p+l * 
= Xp+ 1 a.p+ 1 + t 2 · ( t-q) · y t ·X = Xq · aq* t=q+l t 
Hence, the proof of (5.5) is complete. By (5.3) we get !JJY(A) =A. 
Suppose X1 , ••• ,Xp+l is the least solution of the equations 
(1), ••• ,(p). By (5,4) 
Y = Xp+lr;+l is the least Y such that !JJY(A) = A. By 
Lemma 4-.1 the following sum is the least period of A: 
Y-1 
J(Y) = I: Index(IJ!j(A)). ( 5. 6) 
j=o 
We will now calculate this sum. 
(p+1)-block 1n IJ!j(A) 
\!Je suppose Bj 1s the first F 
By (4.7) in the proof of Lemma 4-.5 we get 
(5.7) 
Y-1 . . 
.r CdCBf> +m(Bf)- (p+1)) = xp+ 1 ·a.p*+ 1 
J=O 
By Lemma 4-.3, (5.7) and (4-.5) (in the proof of Lemma 4,5) we get 
Y=1 . . p+ 1 . 
J(Y) = .r: (d(Bf) +m(B~)- (p+1) + r 2 ir.(!JJJ(A))) 
J=O i=l 1 
D+1 
* ~ * = X +1 a. +1 + 2 I: i·Y· •X. p p i= 1 '1 l 
Next we suppose 
Let Xp+l = 1 and 
By (5.3) we get 
Yp+ 1 > 1 
X = ... ::X= 1 p 
and 
0 • 
y. = 0 
1 
for i = 1 ' ... ,p . 
( 5 • 8 ) Y = Xp+ 1r;+l = r;+ 1 is the least Y such that !JJY(A) =A. 
We calculate J(Y) in (5.6) as before. 
Now we suppose yp+l = 1 and yi = 0 for i = 1 , ... ,p. 
It is very easy to see that the least period of A is n+p+1 . 
* p+ 1 • * By computation we get a.p+lXp+J. + i; 1 2•1'Yi'Xi = n+p+1 ~ where 
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and X= .•. =X =0. 1 p 
Finally, we suppose yp+l = 1 and yi * 0 for at least one 
i < p+1 • ~tJe only sketch the proof since the proof is analogous with 
the case 
Lemma 4.2 and 3.5 imply that (5.1) 1s true. By Lemma 4.2 
y 
Dp+l(ljJ (A))= Dp+l(A). Hence, 
tjJY(A) = A ...,.. ei(A) = X .• ~'!' 
1 1 
when y. * 0 1 and 
By using Lem.Tfla 4. 5 a) this is equivalent to: x1 , ••• , Xp, Y satisfy 
the equations (1)' , ... ,(p) 1 given by 
* p * if 
( q) I { Xq·~q = Y(p+1-q) + !: 2 Ct-q)Xtyt t=q+l 
X = 0 if y = 0 • q q 
Let X1 , ••• ,Xp, Y be the least solution of the equations 
(1)', ... ,(p)'. Then Y is the least Y such that tjJY(A) =A. 
By Lemma 4.2 and (4.5) we calculate the minimal period of A 1n 
the following way 
Y-1 ~ Index(tjJj(A)) = 
j=o 
Y-1 p . 
!: [(n+p+1) + 2 r i·r.(tjJJ(A))] 
. 1 
J=O 1=1 
p 
= Y(n+p+1) + 2 r. i·y~·X. 
i=l 1 1 
The proof will be complete if we can prove the following claim: 
Suppose X1 , ••• ,Xp+l is the least solution of the equations 
(1)~ ... ,(p). 
Let y = and 
" " 
if 
if 
y = 0 t 
y t * 0 • 
Then X1 , ••• , Xp, Y is the least solution of the equations 
( 1 ) ' , ... , ( p) ' ~ and 
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p A 
Y(n+p+1) + I: 2i·X. ·y~ = 
• 1 l l l= 
Now we will prove this claim. Since yp+ 1 = y;+l = 1 , 
then ap+ 1 = n;+ 1 • He use the definition of ap+l and get 
p+1 
X a* + I: 2i·X. ·y! P+ 1 p+ 1 . l l 1=1 
p+l 
= Y(n+p+1- :t 2iy.) 
. l l=l 
p * A yi 
+ I: 2i y. (X.+Y-) + 2(p+1 )yp+ 1 Y = i= 1 l l y f 
p 
* " Y(n+p+1) + t 2i•y.•X. 
i=l l l 
Next 
use 
we prove that the following 3 equations are equivalent (we 
* yi 
a. '':':"llt" = a.): 
l yi l 
where 
z = 0 
* a.x. l l 
* p+l 
= xp+lap+l + r. 2(t-i)y!x. 
t=i+1 l l 
*A p o *A p+l 
a..X. +a..Y = Yap+ 1 + r. 2(-t-l)y.X.+Y I: 2(t-i)y. 
l l l t=i+l l l t=i+l l 
"' * X. a. 
l l 
p *" 
= Y(p+1-i) + I: 2(t-i)y.X. +Z 
t=i+l l l 
p+l 
Z = Y(-a..+a. +I: 2(t-i)y.+i-(p+1)) 
l p+l t=i+l l 
follows from the definition of and a .• 
l 
Hence, 
the proof of the claim is complete. Hence, the proof of the theorem 
is complete. For later use we observe: 
( 5. 9) is the least Y such that lJJY (A) = A . 
In the case yp+l > 1 this follows from ( 5. 4) and ( 5. 8). Q.E.D. 
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6. The possible periods 
In this section we will find the possible periods of elements 
in m . First we introduce more notation. 
Def. 6 .1 : a) Suppose 1-t = y X y* where y = (yl, ••• ,"(p+l) 
y* = (y~, ... ,y;+l) . We define 
i p+l 
ai(y) = n+i- :r 2t y t - 2i :r. y t 
' t=l t=J.+l 
ai(J.i) 
y! 
* * 
J. 
and yi(l-t) = -•a.(y) yi(l-t) = y . = Y· . y. J. J. l J. 
If y i = 0 for i = 1 , ••• , p , we let Xp+ 1 ( ll) = 1 and 
X1 C1-1) = ••• =Xp(J.i) = 0. Otherwise, we let X1 (1-t), ••• ,Xp+l(J.i) 
I 
and 
be the least integral solution of the equations (1), ... ,(p) in 
the Thm. 5.1 with * *< a. = a. J.i) and y! = y '!' ( 1-1 ) • J. :t l 1 
Moreover, we let 
b) For each A E'Tll, we define y(A) = (y 1 (A), ••. ,yp+l (A)), 
y*(A) = (y;(A), .•. ,y;+l (A)) and 1-t(A) = y(A)xy*(A) • Moreover, we 
let 
f\ = {y(A):A€m} and fP2 (y) = {y*(A):AETil and y(A) = y}. 
Theorem 6.2 follows from Theorem 5.1: 
Theorem 6.2: The possible minimal periods of elements in TYt are 
{MP(J.l): l.l € f?} where 
In the next theorem we construct P1 and ~ ( y) for each y € dJ1 • 
- 23 -
Theorem 6.3: ) ( ) E ;'[) a Y = Y 1 ' • • • 'Y p+ 1 u 1 if and only if there 
exists m 2: 0 such that 
p+l p+l 
m + I: i · y . = k+p+ 1 , 
i= 1 1 
m + 2 r i · y. < n+p+1 
• 1 
1=1 
and y p+ 1 * 0 • 
We denote m by m( y) . 
b) Let y = (y 1 , ••• ,yp+l) € 6?. For i = 1, •.• ,p we define 
Y· Y· a~(y) 
n. (y) = {-2:: --2:. and _,_ are integers} • 
1 r r r 
Moreover, we let 
Then 
= ~.~ ap+l(y) 
{ r · r ' r 
~~(y) = p+l x ni(y). 
i=l 
and m( Y) are integers} . 
r 
In the proof we need the following definition and lemma. 
Def. 6. 4: Suppose y E a-; . 
For i = 1, ..• ,p we define 
Moreover, we define 
= {[(d1), ... ,(<iyp+l)J: d1+ •.. +dyp+l ... = ap+l(y)-m(y) 
s1 Syp+l 
s 1 + •.. +s... + = m( y) ' d. '= 0 and s . ?:: o} . 
-rp 1 1- 1-
Lemma 6.5: a) For i = 1, ... ,p we define p.: {D.(A): AE'!n.(y)} + 
1 1 
Then p. is surjective. 
1 
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where 
{ t1 if i = 1 d. = 1 t. -t. 1 if i. 1 - s. 1 . 1 1- 1-
Then pp+l is bijective. 
Proof of Lemma 6.5: a) By Lemma 4.1 c) in [2] 
and the proof is obvious. 
b) By Lemma 4 . 1 c ) in [ 2 ] 
{D +1(A): AEm_(y)} = {f(tl), .. ,(tYp+IJ\] 
p . 8 I S 
1 Yp+l 
: 0 < s. ' 0 < t. ' 
= 1 = 1 
ti+si ~ ti+l (i = 1 , ..• ,yp+ 1 ~1), tYp+l+syp+l = ap+l (y) and 
s 1+ ... +sYp+l =m(y)} . We observe that pp+l is well defined. 
Let dl dy 'rt D = [ ( s ) ' .. ' ( s p+ 1 ) ] E . p+ 1 ( y) . 
1 Yp+l 
E such that pp+l(E) =D. This 
There exists one and only 
one E can be constructed in 
the following way: 
Put E = [ ( ~ ~ ) , ... ] where t 1 = d 1 , t 2 = d2 + t 1 + s 1 , 
etc. Q.E.D. 
Proof of Thm. 6.3: a) follov1s from Lemma 4.1 c) in [ 2]. 
b) We observe (i=1~ ... ,p+1) 
( 6. 3) 'Y) {the trivial period of E: E E r Li (y) = Qi (y) . 
Moreover, 
(6.4) y~(A) is the trivial period of pi(Di(A)). 
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For i = 1 , ... ,p (6.4) follows directly from the definition. 
Next we let i = p+1 and D +l(A) = [(tl), ... ,(t'Yp+l)]. By 
p Sl Syp+l I 
definition r;+l (A) is -the trivial period of [ (~~), ... ] 
vJhere 
d • I 
1 
if 
if 
i = 1 
i * 1 • 
We denote pp+l (Dp+l (A)) = [ (~~), ••• ] • Since sYp+l +typ+l = ap+l (y) 
(by Lemma 4.1 in [2]), we have d.= d!-s. for i = 1, •.. ,p+1 (s0 =sy ). 1 1 1-, p+l 
* Hence, yp+l (A) is the trivial period of pp+l (Dp+l (A)). 
Lemma 6.5, (6.3) and (6.4) imply 
(6.5) 
By Lemma 4.1 c) in [2] 
( 6. 6) 
(6.5) and (6.6) imply that b) is true. Q.E.D. 
7. The number of cycles 
In this section we will count the number of cycles in 
where 'ffi is defined in Section 4. First we do the follmving 
observation. 
Observation 7 . 1 : Suppose /'L'l 1S a cycle in ~n If A,B E e n''fYl., ,._..., 
. ' 
then 1-l(A) = 1-l (B) • 
Proof: There exists i such that lfl i(A) = B . By Obs. 3. 1 0' 
Lemma 4.2 and 4.3 the observation follows. Q.E.D. 
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Next we let 
( 7. 1 ) y-:-G( ll) = the number of cycles ...,_, in 1'Yl. 
such that AE Cn1Yt '* lJ(A) = lJ, 
Theorem 7.2: For each ll E UJ we let 
MP(lJ) and m(lJ) be as in Section 6. Moreover, we let 
m*(Jl) = m(lJ)·y;+I(lJ)f ( ) . yp+l ll 
a) The number of cycles 1D ;m = :t{G(lJ): llED='} 
b) The number of cycles in 'n'l. of length 
MP = :t{G(lJ): ll E ~ and MP(lJ) = MP} . 
c) We let o(r,s,t) = the number of elements in 
tR<r,s,t) = {(d 1 , ••• ,ds): di~O, d 1 =r, d 1 + .•. +ds=t and 
(d 1 , ••• ,ds) has trivial period s } . 
Then o(r,s,t) can be calculated inductively by the following 
formula: 
( ) is the binomial coefficient. 
d) We let o(s,t) = the number of elements in 
lR<s,t) = {(d 1 , ... ,d8 ): di~O ,d1 + ... +d8 =t and 
(d 1 , ••• ,ds) has trivial period s } . 
Then o(s,t) can be calculated inductively by the following 
formula: 
e) 
,.. ( 8 , t ) = ( t + s -1 ) _ ~ { ,.. ( ~ t ) .. s and t 
v S-1 L v S 1 'Sf 8 1 81 are integers} 
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where (we write and * * m = m (~)) 
for l = 1, ... ,p 
and 
Proof: In the proof we let ** denote "the number of elements in u. 
a) and b) follows from Thm. 6.2 and Obs. 7.1. 
c ) { ( d 1 , • • • , d s ) : d i ~ 0 , d 1 = r and d 1 + . . . + d s = t }** 
* = { { d 2 , ••• , ds): di ~ 0 and d 2 + ... +ds = t-r} 
=the number of ways to divide (t-r) 1's into (s-1) groups 
= the number of ways to put s-2 O's into (t+s-r-2) positions 
t+s-r-2 
= ( s-2 ) 
We subtract those (d 1 , ••• ,ds) 
For each s' such that s and 
with trivial period less ... than s . 
t ~ are integers, (d 1 , ••• ,ds) 81 
+ (d 1 , ••• ,dsls') is a bijective correspondence between 
{(d 1 , ••• ,ds): 0 ~di' d 1 =r, d 1 + ••• +ds =t and 
Cd 1 , ••• ,ds) has trivial period sis'} 
and 6~ { r, sIs' , tIs' ) . 
By using these correspondences c) follows. 
d) The proof of d) is analogous with the proof of c). 
e) We let Tti(y) and p. be as in Section 6. l 
introduce some notation and observations. If ~ = yxy* 
we let for l = 1 , ... ,p 
First we 
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period y .*}. 
J._ 
Moreover, 
11 p+ 1 (" ) = {[(::) ' " • 'c: ::: ) lEn p+ I ( Y) with trivial 
period y;+ 1 } • 
By Lemma 6 . 5 ~..re prove easily 
{ P· · {Di(A): J.l(A) = J.l} + 'fli(J.l) is surjective (7.2) J._' 
for i = 1, ... ,p and bijective for i = p+1 • 
Suppose i E {1, ... ,p} 
= d ( r-1 ) Y ·*+ 1 + · · • +drY~ 
J._ J._ 
Specially we have 
(7.3) 
(7.4) 
Next we do the following observation (i = 1 , .•. ,p): 
To each (d 1 , ••• ,dyi) E 11i(J.l) there exists exactly 
d 1 elements D E {Di (A): Jl(A) = J.l} such that 
P i ( D ) = ( d 1 ' • • • , dy i ) • 
These elements are 
yi 
(s, s+d 2 , s+d 2 +d 3 , ••• ,s+.L 
]=2 
d. ) 
J 
where s=1, .•. ,d 1 • 
Now we start the proof. (5.9) in the proof of Thm. 5.1 
implies that for each A E. ffi such that J.1 (A) = J.l we have: 
There are Xp+l (].J)y;+l (Jl) elements in lYl on the same cycle 
as A . 
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Hence, we must prove 
# p+l 
{AEITt: JJ(A) = JJ} = II w.(JJ). 
i=l 1 
By Lemma 4 . 1 c ) in [ 2 ] we have 
and 
Hence, the proof is complete if we can prove 
( 7. 5) for i = , ••• , p+1 . 
We suppose first 1 ~ i ~ p . By (7.2), (7.3) and (7.4) we get 
Hence, we must prove 
This follows by c) since { (d 1 , ••• ,dy i) E 11.i (JJ) : d 1 = t} is in 
bijective correspondence with R (t,y~,a!) by the map 
1 1 
(dl, .•. ,dyi) + (dl, ... ,dyi). 
Hence, ( 7. 5) is proved in the case 1 ~ i ~ p • 
Next we prove ( 7. 5) in the case i = p+1 . By (7.2) 
( 7 • 6 ) =II= rt • {D (A): JJ(A) = ll} = · (JJ) p+l p+l 
We let 
We get 
( 7. 7) Q(s,t)* = (s+t-1) 
s-1 . 
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We define 
~([ ( :•), ... ,(;p+l)]) = 
1 ~'p+l 
(d1 , ••• ,dy* )x(s1 , ••• ,sy*) p+l p+l 
for elements in TI.p+ 1 ( lJ) • 
w is injective and ~(jlp+l(lJ)) = 
(/{<r;+l ,a;+ 1 -m*)xQ(y;+l ,m*)UQ(y;+l ,a;+ 1 -m*) x R<r;+l ,m*) 
Hence, by d) and (7.7) we get 
( 7. 8) 
In the proof of (7.8) we use the formula 
(7.6) and (7.8) imply {Dp+l(A) 
Q.E.D. 
8. The reduction 
We will reduce the cycle structure problem to the set 
studied in the Sections 4 - 7. First we need two lemmas. C < D 
means c contained in D and C:t:D. If D = 
Lemma 8.1: Suppose A= O. B1 C1 0i B2 C2 ••• 0i Bf where B. 1 1 - 2 f l 
block on level 1. Moreover, we suppose f(Ci) = -type(Bi) 
0 > fc. (t) ~ -type(Bi) for t E Ci. 
l 
Then we have 
and 
0 . 
we define 
is a 
and 
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Proof: We let c - 0 f - type(Bf) and consider 
A* = ACf = OilBlCl •.• OifBfCf. 
As 1n the proof of Lemma 4.13 in [ 2 ] we get 
the length of B. = m(B.) +L:{2·type(B*): B* < B.} 1 1 l 
the length of c. = type (B. ) + I: { 2 ·type ( B*) : B* < C.} l 1 l 
If type(B.) = p+1, we therefore have 
1 
the length of B.C. = [m(B. )-(p+1 )] + I:{2•type(B*): B* <B.C.} . 
l 1 1 1 1 
Otherwise, 
·the length of B . C . = I: { 2 · type ( B * ) : B * < B . C . } . 1 1 1 l 
Hence, 
the length of A*= I:{m(B.)-(p+1): type(B.) =p+1} 
1 1 
+ I:{2·type(B*): B* a block}+ (i 1 + ••. +if) 
p+l 
= mA + ( . I 2 i y i ) + ( i 1 + • . . +if) • 
1=1 
The equivalence follows by the definition of atype(Bf)(A) • 
Q.E.D. 
He write 
( 8. 1 ) 
Lemma 8. 2: We suppose the block structure of A E { 0,1 }n is 
determined with respect to p . Horeover, we suppose w(A) = k+p+1 • 
Then we have 
([yp+ 1 (A):t0 and ap+l(A)=mp) or [z=syp{i:yi(A)*O}<p+1 
a (A) = 0]) ~ ekj (A) = ekj v (A) for p' > p and every j . 
z ,p ,p 
and 
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Proof: We suppose first ~'p+ 1 (A) =1= 0 . By Lemma 4. 4 in [ 2] 
there exists q such that A = e~,p(A) satisfies 
yi(A) = yi(A) ai(A) = a.i (A) ~ rnA = rnA , A ends with a 
(p+1 )-block and w(A) = k+p+1 • 
(p+1)-block, 
A starts with 0 or a 
(If 
Moreover, A has the form 
f = 1 , then A = 0. B1. ) 
11 
\ve suppose ej CA) = ej ,(A) k,p k,p for p' > p . If 1 1 =1= 0 , then 
w(ek,p+l(A)) = 
in [2] we have 
k+p+2 * w( ek (A)) . 
,p Hence , i 1 = 0 • By Lemma 5.7 
s -
w(ek,p(A)) = k+p+1 where s = length of B1 C1 
In the same way we prove 1 1 = ..• =if = 0 By Lemma 8.1 
ap+ 1 (A) =rnA. Hence, ap+ 1 (A) =rnA. 
Next we suppose a.p+ 1 (A) = rnA . Hence, ap+ 1 <.A.) = rnA . By 
Lemma 8.1 we have i 1 +. 0 0 +if = 0 • Hence, type(B 1 ) = p+1 o Hore-
over, let j = inf{i > 1 : type(Bi) = p+1} o 
and B "="B .• 2 J By continuing in this way we can suppose 
type(B 1 )= ••• =type(Bf) = p+1. Hence, by Lemma 5.6 c) we get 
ea,pcA.> = ea,p' <A> for p' > p. 
Finally we treat the case z = S'lJ.P yi (A) < p+1 . 
1 
By Lemma 5o6 
a) we have ekj (A) = ekj {A) 
,p 1,P1 
By Lemma 4.4 in [2] there exists 
satisfies: 
where k 1 = p+1 - z and p 1 = z-1 
q such that 
. 
A = ekq (A) 
,p 
yi{A) = yi(A), a.i(A) = a.i(A), rnA= rnA= 0, A ends vdth a 
z-block, A starts with 0 or a z-block and w0\) = k+p+1 • 
Moreover~ A has the form 
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We suppose a~ ,p (A) = e~ ~P, (A) for p' > p . As in the case 
Yp+l(A) * 0 we prove 
Next we suppose a 2 (A) = 0 
Lemma 8.1 we have i 1 + .•• +if = 0 
0 By Lemma 8 • 1 a 2 (A) = rnA = 0 • 
Hence, a 2 (A) = rnA = 0. By 
As before we can suppose 
type CB1) = •.. = type ( Bf) = 
j - j -
ek (A) = ek , (A) for 
,p ,p 
z . Hence, by Lemma 5. 6 c) we get 
pI > p • 
Q.E.D. 
Now we start the reduction process. We need very precise 
notation: 
If we determine the block structure of A with respect to p , 
we write and mp = m A A. 
For T c { 0,1 }n we define T[k,p] and 
i is an integer} . 
Reduction 1: We define 
.. mk = {A: w(A) = Sl.,lp weeki (A)) E {k, ... ,k+p+1}}. 
,p l ,p 
If - ~m[k,p] A - a 1 ••• a l- k , n ,p then we have 
and e (A) fffi [k ,pl. k,p k,p 
Proof: For A - a a k-TY\. [k ,p] 
- 1···n'J. k,p we have wCa2 ••• an) t {k, ..• ,k+p} . 
Q.E.D. 
Reduction 2: We define 
a) m [k ,p] = ~ m (k+s+1) [k ,p] is a disjoint union. 
k,p s=o k,p 
b) We define 
* m k (k+p+1 > 
,p 
aP (A) = mP) p+l A 
aPtA) = 0)} • 
z 
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= {A Emk (k+p+1) : (yP+ (A)* 0 
,p p 1 
or (z=sup{i:yl?(A)*O}<p+1 
J.. 
For s < p we have 
m ( k + s + 1 ) [ k 'p] = m * ( k+ s + 1 ) [ k 's ] and 
k,p k,s 
e = e on this set. k,p k,s 
Proof: a) is obvuous. 
and 
and 
b) By Lemma 5.6 c) in [2] we have et,p(A) = a~,s(A) for all i 
and A E1nJ (k+s+1) . Moreover, by Lemma 8. 2 we have ( ,p 
A Em k (k+s+1) <:=:> A E')'nk* (k+s+1) . 
,p ,s Q.E.D. 
By Reduction 2 it is sufficient to determine the cycle-
structure of the sets 
m (k+p+1)[k,p] 
k,p 
with respect to ek, p • 
Reduction 3: We define 
and m * (k+p+1)[k,p) k,p 
mk (k+p+1,j) 
,p = {A Em 1 (k+p+1) ( ,p sup{i:yl?(A) * 0} = j}, J.. 
in~,p(k+p+1 ,j) = {A Emk* (k+p+1) 
,p sup{i:yl(A) * O} = j}. 
a) m (k+p+1) [k,p] 
k,p 
b) Suppose j < p+1 • 
p+l [ J 
= um (k+p+1,j)k,p j=l k,p is a disjoint union. 
Put k' = k+p+1- j and p' = j-1 • 
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Then 
mk,p(k+p+1 ,j )[k,p] m P I [ki pi] = {A E . . k,, p , ( k' +p 1 + 1 , p ' + 1 ) : m A = 0'} ' 
and i i m ek,p(A) = ek 1 ,p 1 (A) for AE! k,p<k+p+1)j). 
c) m * (k+p+1) [k,p] k,p 
p+ 1 * [ k ] 
= u 'ln (k+p+1 ,j) ,p 
j = 1 k ,p 
1s a disjoint union. 
d) Suppose j < p+ 1 • Put k 1 = k+p+1 - j and p 1 = j -1 • 
Then 
m * (k+p+1 J. )[k,p] = {A E'N\ (k'+p'+1): aP' (A) = O}[k' ,p'] k,p ' ''"'k',p' p 1 +1 
and i i ek CA) = ek 1 , CA) 
,p ,p for A E'nl,k* (k+p+1 ,j) . ,p 
e) m ~ ,p (k+p+1 ,p+1 ) [ k,p] = {AEJnk,p (k+p+1 ,p+1): a ~+ 1 (A) = rnA} [k,p] • 
Proof: By Lemma 4.12 in [2] we have for 
If i -w( ek (A)) = k+p+1 , then y 1. (A) = y. (A) , a. (A) = 
,p 1 1 
- i 
rnA= rnA where A= ek,p(A). and 
a) and c) follows from this observation. e) follows by the defini-
* tion of rn. k (k+p+1) . 
,p 
b) By the definitions of blocks 
A E'ffik (k+p+1,j) ~A E1Tl1<- I ,(k'+p'+1,p'+1) 
,p ,p and 
0 . 
Moreover, by Lemma 5.6 a) in [2] we have 
(8.2) e~,p(A) = e~, ,p 1 (A) for all i and A E'ink,p(k+p+1 ,j) . 
d) * By the definition of 111k (k+p+1 ,j) 
,p 
A E'Yn.~,p (k+p+1 ,j) ., A E1n.k' ,p' (k' +p' +1 ,p'+1) 
and d) follows. Q.E.D. 
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Put n = mk (k+p+1 ,p+1) . 
,p By the Reduction 3 there is sufficient 
to determine the cycle structure with respect to e of the k,p 
following 4 sets 
n [k,p] , 
81 = {A E 1l : mX = 0 } [ k 'P ] 
52 = {A En: a.~+ I (A) = 0} [k,p] 
53 = {A En: a.P (A) = m } [k,p] p+1 A 
By Lemma 4.4 in [2J11.[k,p]= Tfl[k,p] where m is as 1n Section 4. 
Hence, the cycle structure of Jl[k,p] is completely determined 
in the Sections 4 - 7. The other 3 sets are subsets of n [k 'p] 
and we find the cycle structure of these sets by modifying the 
Theorems 6.2, 6.3 and 7.2. More precisely, let ~1 ·be as in 
Thm. 6.3 and define. 
If 
in 
6.3 
(p2 
1 
and 
and 
we will determine the cycle structure of 
the Theorems 6. 2' 6 0 3 and 6.4 is that we 
a) by lP~ (i=1,2,3). 
Next we do the following observations. 
p+l 
2 I: i·y. <n+p+1} l- ~ i=l -
p+l 
r 2·i·y. = n+p+1} 
i=l l 
p+l 
and m(y )+ I: i y. =k+p+1} 
i=l l 
5., the only change 
l 
replace ~ in Thm. 
Observation 8.3: Thm. 5.1 1s true for AE {0,1}n such that 
w(A) = k+p+1 and y~+l (A) :t: 0 . 
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Proof: By Lemma 4.4 and 4.12 in [2] there exists j such that 
A* = ekj (A) E ffi and integers 
,p ( q = 1 ' .•• 'p+ 1 ) 
If q€ {1, ... ,p} and Dq(A) = (t , ... ,ty ) , then 
1 q 
such that: 
D <A*)= <t -x , ... ,ty -x ,t 1 -xq+a. CA), ... ,tr-x +a. (A)). q rq+l q q q q q q q 
Moreover, the analogous statement is true for q = p+1 . 
It is very easy to see that the trivial periods of the differ-
ence vectors of Dq(A) and 
and a.* (A) = q 
The observation follows easily. 
are equal. Hence, 
for q = 1 , ... ,p+1 . 
Q.E.D. 
Observation 8.4: Suppose w(A) E {k, •.. ,k+p+1}. Then 
= 
Proof: We choose J such that A* = ea,p(A) satisfies 
w(A *) = sup w( ek1 (A)) • As in Step 3 and 4 in the forthcoming 
,p 
procedure where we determine the minimal periods, we can suppose 
w(A*) = k+p+1 and y~+ 1 (A) * 0 . By Lemma 4.4 J.n [ 2] there exists 
i such that A** = ]_ * m ek CA )E. 
,p where m is as in Section 4. 
By Lemma 4.2 and 4.3 we have 
( ** ( ( **)) wA )=wl!JA = ... = w(l!Jj (A**)) = = k+p+1 
and for some q s 2n . 
Hence, the observation follows. 
Q.E.D. 
Finally we will mention how to determine the minimal period 
for A E {0~1}n with respect to ek,p in the following 4 steps: 
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1. If w(A) ~ {k, ... ,k+p+1} , then ek ,p (A) = ~(A) where 
~(a 1 ••• an) = (a 2 ... ana 1 ) and the problem is trivial. 
We therefore suppose w(A) E {k, ... ,k+p+1}. 
2. We calculate w(A), w(ek (A)), 2n and choose j ... ,wce1 (A)) 
,p ( ,p 
such that A* = ea,p(A) satisfies 
w(A*) = sup w(e~ (A)) = S1;1P w( et (A)) 
1~i~2n ,p J_ ,p 
(The last equality follows from Obs. 8. 4. ) 
3. Put p 1 = w(A*)-k-1 . Then we can use ek,p' instead of 
e (Lemma 5.6 b) in [2]). ~Ale have w(A*) = k+p'+1. k,p 
4. Next we determine the block structure of A* with respect 
to p' 
' 
We put j = sup{i : yJ? 1 (A) :t: 0}, and k" = p'-j and l 
p" = j -1 . Then we can use ek",p" instead of ek,p (Lemma 
5.6 a) in [ 2 ] ) • Moreover, we have w(A*) = k"+p"+1 and 
p" * yp"+l(A) 
* 
0 • Hence, we can use Thm. 5 • 1 (Obs. 8 • 3 ) • 
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Index of notation: 
as the introduction ri(A),f3i(A) Lemma 4.2,4.3 
E. 
-"- rnA Lemma 4.3 1. 
0. '1 . Section 2 13s(A) (4.2) 1. 1. q 
f(. ) 
-"- y!(A),a!(A) 1. 1. De f. 4.4 
aAb "- a.. ( y) ,a.~ ( ll) 'y~ ( ll) 'y. ( ].l) Def. 6.1 1. 1. 1. 1. 
B denotes a block Xi(ll) -"-
d(B) Section 2 MP(!l) 
-"-
w(. ) 
-"-
e 
-"- lf;, !R(y) -"-
A( >, })c ) Def. 3.1 (p Thm. 6.2 
Di(A) Def. 3.2 m(y) Thm. 6. 3 
* t * -+ y (a, ),a (a,t) Lemma 3.5,3.6 Qi(y) 
-"-
-+ 
'ffi<y) r(f3,t) Def. 3.7 Def. 6.4 
m Section 4 ni (y) -"-
ljl, Index(·) 
-"- p • Lemma 6.5 1. 
y i (A) ,ai (A) ( 4 .1 ) e k,p ( 8 .1 ) 
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Appendix 
In this appendix we will formulate the results in [2] which 
is not contained in "The difference equation •.. "· First we 
mention that the definition of d(B) is changed: If we denote 
d(B) in "The difference equation '' by d (B) , then d(B) = d(B)-1 
where d(B) is as in the revised version. Now tve will formulate 
Lemma 4- • 1 . c ) , 4- • 4- , 4- • 11 , 4- • 1 2 , 4- • 1 3 , 5 • 6 and 5 • 7 in [ 2 ] • The 
lemmas are reformulated slightly by using the notation of this 
paper. We refer to the index of notation. 
Lemma 4-.1 c): Suppose y = (y 1 , ••• ,yp+l) E ~ (~is as in 
Thm. 6.3 a)). Then 
and 
{ (D1 (A), ... ,Dp+l (A)) : A €. m< y) 
y i = { ( t 1 ' ... 'ty i) : 0 < t 1 ~ t 2 for i = 1 ' ••• ,p ' 
s 1 + .•. + sy = m(y) p+l 
t. + s. < t. ~ ~ = J.+1 (i = 1, ... ,yp+l-1) and ty + Sy = cxp+l (y)}. p+1 p+l 
Moreover, A is uniquely determined by D1 (A), •.. ,Dp+l (A). 
Finally, we have 
Lemma 4.4: Suppose 
'm.= u'ln<r>. 
y E ~1 
w(A) = k+p+1 and A E {0,1}n. 
exists j such that A* = ej (A) Em and yJ. (A) k,p 
(i=1, ... ,p+1) and rnA = rnA* • 
Then there 
Lemma 4.11 J.s almost equal to Lemma 4.2 in this paper. 
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Lemma 4.12: Suppose w(A) = w( eki (A)) = k+p+1 • Put 
,p 
Then there exists r q, Xq ( q = 1, ••• ,p+1) such that: 
If 1 ~q~p and D (A)= (t 1 , ••• ,ty), then q q 
D. (A*) = 
l Ctr +1-x ,. .• ,ty -x , t 1+a (A)-x , ~·· , t +a (A)-x ) q q q q q q rq q q 
where q = p+1 . 
Lemma 4.13 is almost equal to Lemma 4.3 in this paper. 
A* = ek1 (A). 
,p 
Lemma 5.6: a) We suppose A E {0,1}n and w(A) = k+p+1 • 
We determine the block structure of A with respect to p • If 
j = sup{type (B) : B block in A} , then 
w(e~(A)) ~ k+p+1-j 
where S = Ek+ ••• +Ek+p 
and k' = k+p+1-j • 
and for every i , 
s I ;:: Ek' + ••. +Ek' +p' I • 1 
' p ;:: J-
b) We suppose n A E { 0 , 1 } • S = Ek + ... + Ek+p and 
w(A) = svp w(e~(A)) = k+p'+1 
l 
where S' = Ek + ••. +Ek+p, • 
i i Then es CA) = es, (A) for every 1 
c) We suppose n A = a1 ••• a E {0,1} and w(A) = k+p+1 . n . 
Suppose 1 ~ z ~ p+1 . Suppose A = B is a z-block or 
{ 
A= B1T1B2T2 ••• Bf 
satisfies 
where 
Then for p' > p we have 
and T. =a ••• a 
1 r s 
for every i , 
where S ' = Ek + ••• + Ek+p 1 and S = Ek + •.• + Ek+p . 
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Lemma 5.7: Suppose A € {0,1}n and w(A) = k+p+1 and 
S = Ek+ ... +Ek+p Suppose A= BTD where B is a block 
and T =a ••• a satisfies 
r s 
0 > f(ar ... aj) ~ - type(B) = f(T) for J = r, ... ,s 
Then z w<es(A)) = k+p+1 where z = the length of BT . 
