This study is i->elated to optimum control strategies used by a manager supervising a group of independent activities v;hose performances deteriorate with tiiT.e.
Introduction
The present paper studies a case where a manager controls a group of independent activities whose performances deterioi^ate v.'ith time. This management contx^ol is presumed to be an iterative process composed of three steps:
(1) the observation of the conditions of activities, (2) the selection of an optimal course of action, and (3) the execution of this course of action.
Each of the activities may be considei^ed as a man, a machine, or a man-machine system and is engaged in production of goods or services independent of the other activities. It consumes direct labor and materials at constant rates. Its performance is measured by the net utility produced dux^'ing the day and represented by one of a finite number of "performance levels" or merely "levels". The performance of each activity tends to deteriorate v;ith time; the transition of the activity from a level in the previous day to various othei-' levels in the follov.'ing day is given by a set of stationary probabilities. The stationary transition pi^obabilities mean that the basic characteristics of the activity do not change in time.
The manager is responsible for maintaining the performance of each activity at a high level by executing proper control actions for the activity whenever necessary. At the end of a day he evaluates the performance of each activity during that day and determines whether a control action is necessary to improve the deteriorated performance.
The execution of the control action is carried out in tv;o steps; First, the manager examines the conditions of the activity's essential factors attributable to the existing perfoi^mance level. Then, on the basis of this examination, he selects and applies a conti^ol action to the activity.
The length of time required to complete the conti^ol action depends on the activity' and its current performance level. Although his control action aims at the best result possible for the existing level, it does not necessarily achieve this result, owing mainly to inaccuracy in his examination of the conditions and execution of corrective measures. Therefore, the result of a control action depends on the existing per-formance level of the activity' and is given not by a single impi'oved level but by a set of levels with a probability distribution, essentially reflecting the skill of the manager. This probability disti^ibution is assumed stationary, which means the skill of the manager neither improves nor erodes with time.
One important restriction imposed on the manager is that he can attend to only one activity for control at one time. Under this restriction, he gives attention simultaneously to all the activities and determines not just v.'hether these activities need control actions but also, should more than one of them need control actions, v/hich one has priority.
This requires him to set up a priority rule of control in each "state" of the system, or each of the combinations of the possible perform.ance levels of the activities. His objective is the maximization of the sum of the average net utilities produced per day by the individual activities, the values of individual production less the costs of control actions representing the only type of cost considered in the analysis. Solutions to optimal strategies for control are obtained bj'' using the method of linear programming for sequential decisions proposed by A, S. Kanne [7] , under tlie assumption of a Harkovian steady state foi'' the operation of the system. Wagner [9] [8] and
de Ghellinck and Eppen [3] proposed linear programming methods that take into consideration both the initial conditions and tim.e discounting.
Derman [U] and Klein [6] discussed problems related to the control of a deteriorating system with the assumption that the time between successive transitions depended on the control decision. They achieved the minimiza- 
Discussion
The organization being studied here is composed of a menager and a system of two independent, dissimilar activities. Activity I and Activity II.
At the end of n day the manager collects information regarding the conditions of the activities during the day and, on the basis of this inf orr.ation , determines v;hether Activity I or Activity II should be given a control action.
1.
Ferfoi-'mance Levels, Deterioration, and Improvement The utilities produced at these levels are v , ..., v for Activity I and V-'-, ..., V"... for Activity II and given by vectors V and V", respectively.
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The utilities v;ithin each set have no identical values and can be ordered by preference as follows: (2) To take no control action on either activity.
To take an action on Activity I but not on Activity II.
To tdike an action on Activity II but not on Activity I.
Both activities are engaged in production of independent items and the group utility is the sum of their net utilities, the utilities produced less the costs of control. Further, since the state variables are probability variables, they must satisfy the follov.'ing unitary constraint:
In steady state, the probability of getting into a state is equal to the probability of getting out of this state. The optimal rules obtained above are graphically shovm in Figure 1 indicating a particular course of action the manager should taJce in each of the states. For example, if the state of the system is S , the crosspoint a^of the horizontal line dravm through L and the vertical line dravm through Lj'j falls in Region III, instructing the manager to take a control action for Activity II.
V,'e have tried several computer runs and found that once transition probability matrices P, P" , Q, and Q-are fixed, optimal strategics in various states are relatively insensitive to changes in utilities given by V and V" or changes in costs of control actions given by C and C-'-.
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