We present an economical and fault-tolerant load balancing strategy (EFTLBS) based on an operator replication mechanism and a load shedding method, that fully utilizes the network resources to realize continuous and highly-available data stream processing without dynamic operator migration over wide area networks. In this paper, we first design an economical operator distribution (EOD) plan based on a binpacking model under the constraints of each stream bandwidth as well as each server's CPU capacity. Next, we devise super-operator (SO) that load balances multi-degree operator replicas. Moreover, for improving the faulttolerance of the system, we color the SOs based on a coloring bin-packing (CBP) model that assigns peer operator replicas to different servers. To minimize the effects of input rate bursts upon the system, we take advantage of a load shedding method while keeping the QoS guarantees made by the system based on the SO scheme and the CBP model. Finally, we substantiate the utility of our work through experiments on ns-3. key words:
Introduction
Nowadays, there has been increasing interest in handling high volume data and continuous data streams with low latency on distributed stream processing systems (DSPSs) [1] - [6] . In such systems, data streams are processed in or near real-time for a variety of purposes, such as network monitoring, intrusion detection, real-time analysis and customized e-commerce applications. In those application domains, continuous and highly-available data stream processing with low latency is critical for dealing with realworld events.
In DSPSs, however, bursts in data may cause bottlenecks at some points along the server chain. Bottlenecks slow down the data stream processing and network transmission, and result in high latency. There are several kinds of load balancing strategies to deal with the above problems. According to the classification of load management strategy's attribution, there are three kinds of techniques. One is dynamic load management [7] - [10] in which operators can be moved in the case of servers overload during the data stream processing. Needless to say, operator movement is too expensive to alleviate short-term bursts; moreover, some systems do not support the ability to move oper- ators dynamically. As a result, dealing with short-term load fluctuations by frequent operator re-distribution is typically prohibited. Another is static load management, such as resilient operator distribution (ROD) [11] . ROD, a static load management method, can provide an elastic initial distribution plan to avoid overload for input rates without operator movement. However, such an approach does not regard energy consumption. Although there are many resources over the wide area network, we should take energy consumption into consideration that is a crucial and rising problem in the real world [12] , namely, fully utilizing the network resources for decreasing resources waste. The other is the load shedding method [13] - [15] that drops part of data once servers are overloaded during the data stream processing. In those load shedding techniques, however, they just take the load balancing of a single-degree operator replication into account while selectively dropping some data for load balancing. Such a behavior gives rise to the poor quality of query results and loses the QoS guarantees of the system. Moreover, the previous system models [8] - [11] , [13] - [15] , are based on the assumption that the bandwidth is not a bottleneck. In the real world, however, it may cause overload on the network during the stream processing.
To overcome the limitations of the previous techniques, we propose a novel approach, an economical and faulttolerant load balancing strategy (EFTLBS). The EFTLBS aims to fully utilize the network resources to realize continuous and highly-available data stream processing without dynamic operator migration over wide area networks. In our method, for initializing a good economical operator distribution (EOD) plan before the data stream processing, we design an operator distribution plan based on a bin-packing (BP) model that is expressed as a set of linear functions of input stream rates (illustrated in Sect. 2.3). In addition, Xing et al. [11] proposed that dealing with the "high impact" operators late may cause the system to significantly deviate from the optimal results. Conclusively, the load balancing of multi-degree operator replicas for initializing an operator distribution plan takes an essential effect in the performance of the system. Hence, we devise super-operator (SO) that load balances multi-degree operator replicas for initializing an operator distribution plan.
Then for improving the fault-tolerance of the system, we also develop coloring super-operator (CSO) based on a coloring bin-packing (CBP) model. The CSO assigns peer operator replicas to different servers to overcome the problems of server failures (illustrated in Sect. 3). To minimize Copyright c 2012 The Institute of Electronics, Information and Communication Engineers the effects of input rate bursts upon the system without operator movement during the data stream processing, we take full advantage of a load shedding method while keeping the QoS guarantees made by the system based on a multi-degree operator replication mechanism and the CBP model (illustrated in Sect. 4). Through seamlessly combining the above methods, namely, the EOD approach, the CSO scheme and the load shedding method, we can realize continuous and highly-available data stream processing.
In this paper, we also model the bandwidth capacity of each stream as well as each server's CPU capacity as the constraints in our economical operator distribution (EOD) model. More specifically, we express the load of each stream and the load of each operator as a function of input stream rates of the system based on the bin-packing model. For given input stream rates and a given operator assignment plan, the system is feasible, i.e., none of the nodes and bandwidth of the streams are overloaded. Our goal is to find a minimum energy consumption scheme in which a system stars using the minimization of the number of servers, in other words, having maximum server utilization for decreasing the network resources waste. We call such a technique as an economical and fault-tolerant load balancing strategy (EFTLBS).
Challenges
In this paper, we consider stream processing in a wide area network that spans diverse areas of the globe. To realize correct and timely processing, we must address the following challenges [11] , [16] :
• In a wide area network, as we use more servers, server failures are more likely to occur. A failed server cannot send data that gives rise to the poor quality of query results and loses the QoS guarantees of the system. • Computer networks are vulnerable to link failures and congestion. The communication outages sometimes cause high latency.
• A server can be overloaded due to the input rate bursts upon the system or by other applications that share the server. In this case, the stream processing at subsequent servers also gets delayed.
Contributions
To overcome the limitations of the previous techniques based on the above challenges, we propose the EFTLBS. The contributions of this paper are as follows:
• We propose a new concept of load balancing, economical and fault-tolerant load balancing, to realize continuous and highly-available stream processing over a wide area network.
• We propose a global load management strategy to ensure the normal operation of the system not only for operator distribution at the beginning of the system running but also for controlling overloaded nodes while the system runs.
• We develop coloring super-operator (CSO) based on a coloring bin-packing (CBP) model that assigns peer operator replicas to different servers to improve the fault-tolerance of the system. • We take full advantage of a load shedding method based on a multi-degree operator replication mechanism and the CBP model to realize static load balancing and keep the QoS guarantees of the whole system without dynamic operator migration among nodes.
• We propose modeling load balancing as a bin packing optimization problem under the limitations of each stream bandwidth as well as each computer's CPU capacity.
Organization
The rest of this paper is organized as follows. In Sect. 2, we first show the assumptions of our load model. Next, we design an economical operator distribution (EOD) plan and formalize the EOD problem for the system based on a binpacking pattern. We also model the bandwidth capacity of each stream as well as each server's CPU capacity as the constraints in our EOD plan. In Sect. 3, we devise superoperator (SO) and color each SO based on a coloring binpacking (CBP) model for overcoming the problems of server failures. In addition, in Sect. 4, we also model the load shedding problem based on the SO scheme and the CBP model to overcome the problems of input rate bursts. In Sect. 5, we seamlessly combine the EOD approach, the CSO scheme, and the load shedding method as an economical and faulttolerant load balancing strategy (EFTLBS) to achieve continuous and highly-available data stream processing with low latency over wide area networks. Then, we show the experimental results in Sect. 6. We present the related work in Sect. 7 and conclude in Sect. 8.
Economical Operator Distribution Plan
In this section, we first describe the assumptions behind our work and introduce some key definitions and notations. Next, we describe our economical operator distribution model under the limitations of each server's CPU capacity and each stream bandwidth capacity in detail. Then, we formally state the corresponding EOD model as a binpacking (BP) optimization problem.
Assumptions
• System Configuration. We assume a wide area network that consists of loosely coupled, shared-nothing computers as the substructure for the stream processing in which multi-degree operator replicas run in parallel and independently [16] .
• Communication. We assume that the servers are con-nected with a fast, reliable, order-preserving and robust message delivery network protocol such as TCP. We further assume that the bandwidth is a limited resource but the network transfer delays as well as the CPU overhead for the data stream transfer are negligible.
• Query. The operators to be distributed on the servers are connected in a data-flow-style acyclic query graph. The graph is generally referred to as a directed acyclic graph (DAG). In this paper, we take each continuous query operator as the minimum task allocation unit.
• Failure Model.
We assume there are fail-stop server/network failures. We do not consider Byzantine failures [17] .
Definitions and Notations
We now introduce some key notations and definitions that are used in the remainder of this paper (shown in Table 1 ).
We represent the distribution of operators on nodes of the system by the following operator allocation matrix: We also represent the connection among nodes that is used for stream processing by the following node connection used for the stream processing matrix: 
Load Model
We define the EOD problem based on a bin-packing (BP) model as follows. Consider a query diagram as shown in Fig. 1 . We assume there are n nodes (
the input stream rate of each of which is represented as r k in the system, and each bandwidth between nodes N i and N s with a fixed dedicated bandwidth capacity B c is . Generally, an operator may have multiple input streams and multiple output streams. The rate of a stream is defined as the number of data items (tuples) that arrive at the stream per second. We define c j as the cost of an operator o j in terms of the average processing times (seconds) for processing an input tuple with respect to input streams. The selectivity of an 
We define the load of each operator in terms of a function of operator costs, selectivities and the system input stream rates. We define the bandwidth of each stream as the number of data items (tuples) that are transferred per second, that is, as a function of selectivities and the system input stream rates.
Our economical operator distribution algorithm is based on a BP model where the load of each operator o j for input stream rate r k can be written as a linear function, i.e.,
and the load of each node N i for r k can be written as a linear function, i.e.,
and the bandwidth utilization between two operators, o j and o h , for r k can be written as a linear function, i.e.,
and the bandwidth utilization between two nodes, N i and N s that install operators o j and o h , respectively, for r k can be written as a linear function, i.e.,
Through the above formulas, we can deduce the following equations:
For simplicity, we assume that the system input stream rates are variables while the operator costs and selectivities are constants. Because the cost and the selectivity of an operator are related to the attribution of the operator, we can get the values of them through test in advance. Under this assumption, all operator loads are the linear functions of the system's input stream rate.
Mathematical Model of Economical Operator Distribution Plan
Our goal is to find an energy management scheme that stars with a system using the minimum number of nodes, for decreasing the network resources waste. We aim to fully utilize the network resources through the EOD plan. We formally state the corresponding EOD model as a bin packing optimization problem as follows:
Economical operator distribution (EOD) problem:
with an available CPU capacity C c i , and a sequence S = (S 12 , · · · , S is , · · · , S (n−1)n ), 1 ≤ i < s ≤ n of streams, each with an available bandwidth capacity C b is , we aim to put those operators onto a minimum number of nodes, i.e., find
Z and F represent the node utilization ratio and the average selected-nodes' CPU utilization ratio, respectively. Σ n i=1 n i represents the number of selected-nodes, and the CPU utilization of the selected node N i for r k can be written as a linear function, i.e.,
A set of linear constraints on the load of nodes is defined as the load constraints by (9) , and a set of linear constraints on the bandwidth among nodes is defined as the bandwidth constraints by (10).
Coloring Super-Operator Scheme
In DSPSs, the replication mechanism allows continuous access to data when a node fails. Here we want to exploit the replication mechanism for related but different purposes: for allowing continuous data access not only when a node fails, but also when some nodes are overloaded, i.e., for leveraging a replication-based scheme to safely and easily load shedding some nodes while keeping the QoS guarantees of the system. We define an overloaded node as when a node receives bytes in unit of time beyond the node processing capacity.
When we look at the load shedding [13] - [15] , commonly used techniques in load balancing, we find that although they try to maximize the total weighted throughput, they could not keep the QoS guarantees of the system due to dropping some tuples. For instance, if one node is overloaded, it will drop some tuples selectively. In our approach, on the other hand, we make full use of multi-degree operator replicas framework to solve this problem other than the previous methods (illustrated in Sect. 4). 
Super Operator Based on Multi-Degree Operator Replicas
As described in Fig. 2 , there is a framework of multi-degree operator replicas, such as multi-Union operator replicas, multi-Join operator replicas and multi-Filter operator replicas in which Union 1,1 , Union 1,2 and Union 1,3 are each other's replicas, namely, they are peer operator replicas and have the same function in the system. In Fig. 2 is assigned to a different node at least).
As explained before, we exploit the replication mechanism for dealing with not only the node failure, but also the node overload. We devise the super-operator mainly for the following reasons, one is to prepare for coloring superoperator and load shedding to keep consecutive and highlyavailable data stream processing in the case of node failure or input rate bursts. The other is for keeping the SO with "high impact" in processing early. Because [11] argued that assigning the "high impact" operators late may cause the system to significantly deviate from the optimal results, the load balancing of multi-degree operator replicas for initializing an operator distribution plan takes an essential effect in the performance of the system.
We assume there is a coordinator in the system and the loads information of all operators are reported to the coordinator that works as the same as Vivaldi [18] . After statistics collection, the coordinator orders all operators in descend- Table 2 An example of the SOs based on multi-degree operator replicas.
ing by their loads. As shown in Table 2 , there are different replication degrees (RDs) and we can chose the RD according to different application requirements. We denote RD x (2 ≤ x ≤ r) as the replication degree in which r represents the maximum number of operator replicas. We order the operator replicas in each degree, respectively. Therefore, RD x has x ordered groups. For example, in the case of two-degree operator replicas, there are two ordered groups: one is for the 1 st degree, o 1 , o 2 , . . . , o m , and the other is for the 2 nd degree, o 1 , o 2 , . . . , o m in which operator o 1 is operator o 1 's replica, i.e., they are peer operator replicas and have the same function in the system. In our approach, we sort operators in descending order based on their weight. In the following, we assume that the weight of each operator o j is equal to its load l o j (here, we assume o 1 has the largest weight, o 2 has the second largest weight, and so on). Then we pair the j th operator in the 1 st degree replica's ordered list with the ( j+1) th operator in the 2 nd degree replica's ordered list (for j = m, this operator in the 1 st degree replica's ordered list will be paired with the first operator in the 2 nd degree replica's ordered list as o m1 as shown in Table 2 ). For simplicity, we assume two-degree replication in the following without losing generality. In the case of two-degree replication as shown in Table 2 , operator o 1 in the 1 st degree of replica's ordered list has the largest weight and operator o 2 in the 2 nd degree of replica's ordered list has the second largest weight, then we combine operator o 1 and operator o 2 as a super-operator O 12 .
Consequently, the load of a super-operator O j( j+1) for input rate r k can be represented as a linear function, i.e.,
The bandwidth utilization between super-operators O j( j+1) and O h(h+1) for input rate r k can be written as a linear function, i.e.,
The bandwidth utilization between two nodes N i and N s for super-operators can be written as a linear function, i.e.,
Mathematical Model of Coloring Super-Operator
We introduce coloring SO in this paper for the following two reasons: one is for putting the SO with "high-weight" on different nodes, and the other is for overcoming the problems of node failure. If all peer operator replicas are assigned to the same node, the system cannot handle with the problems of node failures. Therefore, we color super-operator based on a coloring bin-packing (CBP) model that assigns peer operator replicas to different nodes, e.g., operator o 2 is assigned on node N 2 while operator o 2 is assigned on node N 1 as shown in Table 2 . In other words, we combine one operator with its non-peer operator's replicas as the SO, e. 
2. i ← 1. We try to assign a candidate SO, O j( j+1) , to
3. When we try to distribute a candidate SO on node N i , we first check the value of N i 's color recorded list according to the color of candidate SO, O j( j+1) (a i j a i( j+1) ), i.e., find the values of a i j and a i( j+1) in the color recorded list C i : 
Load Shedding Method Based on the SO Scheme and the CBP Model
As described in Sect. 2, the EOD plan tends to use a "firstfit" BP model for distributing operators in order to reduce the network resources waste. However, using this scheme, the system cannot tolerate an input rate burst or a spike in an input rate. Here, we take advantage of a simple load shedding scheme based on the SO scheme and the CBP model to solve those problems, namely, if the loads of nodes are over their load level threshold, we alternatively control the non-peer operator replicas to drop processing some tuples in order to alleviate the burden of the overload nodes. In our replication mechanism, we considered the replicas for each query. It means there is no trouble for different users whose queries are processed by different replicas. Consequently, while we drop processing some tuples, we can provide the QoS guarantees of the system for different users.
Load shedding problem: Given a sequence
color recorded lists and a summary color recorded list of non-peer operator C s = (a 1 , · · · , a j , · · · , a m ) that is controlled by the coordinator in the system. We aim to utilize a load shedding scheme among non-peer operator replicas to alleviate the burden of the overloaded nodes while keeping the QoS guarantees of the system. The process consists of the following steps: 
1, one of o j 's peer replica is used for load shedding 0, otherwise
2. If a j = 0, then no peer operator replica is used for load shedding for this operator, we can select this operator to give up processing some tuples to alleviate the burden of this node.
3. If a j = 1, it means its peer replica is used for load shedding, it is prohibitive for this operator to be used for load shedding. Figure 3 shows examples of load shedding. In this figure, scenarios 1 and 2 are based on the query graph of Fig. 4 in which peer operator replicas run in parallel and independently so that each downstream operator can use whichever data arrives first. We assume that each operator has the load that is expressed by different patterns rectangle as shown in Fig. 3 . If any load of nodes is over their load level threshold, we drop processing some tuples to alleviate the burden of those nodes. In the case of scenario 1, we assume nodes N 1 and N 2 are overloaded successively. For node N 1 , we first check the value of operators o 1 and o 2 in the summary color list of non-peer operator. If any one of o 1 or o 2 's value is equal to 0, we can randomly select one operator to drop processing some tuples until N 1 's load is under the load level threshold (assume selecting operator o 1 in the figure) . Then, the value of operator o 1 in the summary color list of nonpeer operator must be recorded as 1. After that, for node N 2 , we also first check the value of operators o 2 and o 1 in the summary color list of non-peer operator. Because operator o 1 has been selected for load shedding and the value of operator o 1 in the summary color list of non-peer operator has been equal to 1, we just can select operator o 2 to drop processing some tuples until N 2 's load is under the load level threshold. In such scheme, although we drop some part of tuples, we also can get good quality query results by one of chains, from operator o 1 to operator o 2 in the figure, thereby keeping the high QoS guarantees of the system. In the case of scenario 2, we also assume nodes N 1 , N 2 and N 3 are overloaded successively. We control operator o 1 , operator o 2 and operator o 3 to drop processing some tuples, respectively, until those loads of nodes are under the load level threshold. Although we drop processing some tuples for load balancing of the data stream system, we can get good query results by one of chains, from operator o 1 to operator o 2 to operator o 3 , thereby keeping the high QoS guarantees of the system. If all operator replicas are already used for load shedding, we propose to select the operator that has the most load for load shedding in this scheme. On the other hand, we active this operator's backup that exits in the non-overloaded node to keep the QoS guarantees of the system that works as the same as paper [19] .
Economical and Fault-Tolerant Load Balancing Strategy
Through seamlessly combining the EOD plan discussed in Sect. 2, the CSO scheme discussed in Sect. 3, and the load shedding method discussed in Sect. 4, we present here an economical and fault-tolerant load balancing strategy (EFTLBS). The EFTLBS algorithm consists of two parts as shown in Algorithm 1. One is for the operator distribution at the beginning of the system running. The other is for controlling overloaded nodes while the system runs. For simplicity, we assume that the degree of operator replicas is two in the following without losing generality. The steps of controlling overloaded nodes have been explained in Sect. 4. The steps of the operator distribution are as follows:
Phase 1: Ordering Operators and Nodes. This phase sorts each degree's operator replicas in descending order based on the load of operators, l o j (line 8). Similar sorting orders are commonly used in greedy load balancing and bin packing algorithms [11] , [20] - [22] . We also sort nodes in descending order based on their available capacity of nodes (line 9) where the details have been explained in Sects. 3.1 and 3.2. Needless to say, we do not need to take this step into consideration in such an environment that all nodes have the same available capacity.
Phase 2: Combining and Coloring SOs. In this phase, we pair the operator having the largest weight with the operator having the second largest weight, pair the operator having the second largest weight with the operator having the third largest weight as super-operator, and so on (line 11). For solving the problems of server failures and input rate bursts, we color those super-operators as O j( j+1) (a i j a i( j+1) ) (line 12).
Phase 3: Allocating SOs by the EOD plan. This phase goes through the ordered list of super-operators and iteratively assigns them to those candidates. Our basic destination node selection policy is based on a "first-fit" BP model: at each step, we must judge whether the load, l o j( j+1) , of a candidate SO, is less than the available capacity of node, C c i . If it does not meet the above mentioned condition, we will try to assign this SO to node N i+1 (line 27). After that, we will check the value of a i j and a i( j+1) in N i 's color recorded list, C i (lines [14] [15] [16] . If a i j and a i( j+1) are unequal to 1, it means any one of this SO's peer replicas assign connected to O h(h+1) ), then we have to check if the bandwidth utilization of this stream is greater than the available capacity of bandwidth between nodes N i and N s (line 21). If meeting the above condition, try to assign this SO to node N i+1 for this SO (line 22). Then, we repeat the above steps until this candidate SO is assigned onto an appropriate node. If the bandwidth utilization of this stream is less than the available capacity of bandwidth between nodes N i and N s , we can put O j( j+1) onto this node N i (lines 23-24). Then we reset the load of a node, the bandwidth utilization of a stream, the available CPU capacity of a node and the available bandwidth capacity of a stream for the next candidate SO assignment (lines 28-35).
Experimental Evaluation

Setup
The experiments run on a machine with an Intel R Core TM duo CPU 3.33 GHz and 4.00 GB main memory underlying Ubuntu 9.10. We built simulations using ns-3 [23] . To send tuples and invoke remote procedures, we used TCP sockets. We used a pseudo stream operator which had a constant processing cost per tuple and was a filtering operator with 50% selectivity, and the computing powers of all nodes were identical for simplicity. Our experiments, except those in Sects. 6.6 and 6.7, used a settled query graph as shown in Fig. 5 for simplicity without losing generality [13] , [16] , [24] . In Fig. 5 , we used six operators, namely, three operators and their replicas, and we provided five nodes. In the future, we would like to discuss for large number of nodes. For the experiment in Sect. 6.6, we set the total input rate of the system was the same and constant, and the ratio of total input rate of the system over the average node processing capacity was 0.5. For the experiment in Sect. 6.7, we used the query graph shown in Fig. 5 , but the number of replication's degree varied. Given the query graph, we deployed those operator replicas based on the loads information of operators and nodes under different operator distribution plans in which the load information was obtained statistically from the coordinator. In the following evaluations, the node utilization ratio defined by (7) and the average selected-nodes' CPU utilization ratio defined by (8) were used.
Operator Distribution Plans
We compared our method, EFTLBS, with two alternative distribution approaches. One, called Resilient Operator Distribution (ROD) load balancing that was designed in [7] , orders operators by their loads and assigns operators in descending order to the currently least loaded node. It assigns operators in the following steps: (1) Sort operators in descending order. (2) Assign the most loaded candidate operator to the currently least loaded node. (3) Repeat steps (1) and (2) until all operators are assigned. The other algorithm, called economical operator distribution (EOD), prefers to put operators that are sorted by their loads in descending order onto the nodes that are sorted by their available CPU capacities in descending order based on a "first-fit" binpacking model to minimize energy consumption. It assigns operators in the following steps: (1) Sort nodes and operators in descending order, respectively. (2) Try to assign the most loaded candidate operator to the least loaded node, say N s . (3) Assign the following candidate operators to N s until this node has no capacity to install a new candidate operator. (4) If node N s is full, then try to assign the following operators to a new node N s+1 instead of N s and repeat steps (3) and (4) until all operators are assigned. We assumed there existed at least one node that had enough CPU capacity for each operator.
Comparing the Techniques based on Bandwidth Limitation
We compared the reliability of EFTLBS, ROD and EOD under the limitations of each stream bandwidth as well as each computer's CPU capacity. We simulated this experiment in 1 minute and simulated a spike in an input rate at time 20 sec and a failure of one node at time 40 sec in the duration. The latency of a tuple L is defined as the difference between the time that tuple a was produced by the upstream operator o 2 or o 2 and the time that tuple a was received by the downstream operator o 3 or o 3 . We define the increasing delay L B that is caused by the bandwidth overload in the ROD and EOD approaches as As shown in Fig. 6 (a) , it is obvious that the performance of EFTLBS is significantly better than the average performance of the other techniques because it not only as- signs peer replicas to different nodes, but also tries to take the bandwidth limitation into consideration. Therefore, it could provide low latency from the beginning of the stream processing. Even facing a spike in an input rate at 20 sec, it could use a load shedding method to alleviate the burden of the stream bandwidth to keep stable latency stream processing. Moreover, because of using CSO, it could tolerate the node failure's at 40 sec and get good quality query results from another smooth query chain. The EOD technique fares the worst, on the contrary, because it tries to keep all nodes on the same node that results in high-density connection between two nodes so that it experiences a higher latency from the beginning of stream processing. On the other hand, it does not regard bandwidth limitation among nodes so that, when facing a spike in an input rate at 20 sec, the stream between two nodes is too overloaded that results in highlatency to 1.25 sec. In addition, in the case of node failure at 40 sec, o 3 and o 3 did not produce any output because it no longer received tuples from o 1 or o 1 that were assigned in the same broken node. ROD, which dose not consider the bandwidth limitation or the system's fault-tolerance, could not put up with a spike in an input rate at 20 sec or the node's failure at 40 sec. 
Varying the Numbers of Input Streams
We varied the number of input streams from 2, to 4, 6, 8, and 10 in which each input stream had the same input rate. We set the ratio of each input rate of the system over the av-erage node processing capacity as 0.4. As shown in Fig. 7 , it is obvious that the performance of ROD was significantly worse than the average performance of the other algorithms as the number of input streams increased, because it tries to keep the largest loaded operators on the least loaded nodes so that the loads of all operators are shared by all nodes, thereby causing waste and insufficient utilization to the resources. On the contrary, EOD always tries to keep operators on the same node for saving energy consumption, and hence the average selected-node CPU utilization ratio of this method is higher than the other methods and the node utilization is lower than the other methods. On the other hand, the EFTLBS uses coloring SO for trying to allocate peer operator replicas to different nodes so that it has more node utilization than the EOD plan.
Varying the Average Node Processing Capacities
In this experiment, we set the total input rate of the system was the same and constant. We first assigned those operators through the coordinator by using different distribution placement methods. Then we compared the average selected-node CPU utilization ratio and the node utilization ratio of those algorithms under the variation of the average node processing capacity in which a node processing capacity corresponds to this node's total CPU capacity, N c i . As shown in Fig. 8 , the performance of ROD was significantly worse than the average performance of the other algorithms as the ratio of the average processing capacity of nodes over the total input rates of the system increased, because the ROD method assigns operators to all nodes so that the load of all operators are shared by all nodes. Consequently, the average node CPU utilization ratio of ROD is lower than the other distribution plans and ROD has the highest node utilization ratio, 1. The average node CPU utilization is also in inverse proportion to the average node processing capacity. The EFTLBS lies between ROD and EOD because, while the EFTLBS tries to save energy consumption, this algorithm assigns operators based on coloring SO and thus tends to allocate peer operator replicas to different nodes. Because EOD takes reducing energy consumption into consideration it tries to put operators on the same node. Therefore, the average node CPU utilization ratio of the EOD method is higher than the ROD and EFTLBS plans and the node utilization ratio of the EOD method is lower than the ROD and EFTLBS plans.
Varying the Numbers of Operators
In this experiment, for the ROD method, as shown in Fig. 9 , the average selected-node CPU utilization is in inverse proportion of the number of operators. The reason is the loads of all operators are shared by all nodes so that the more operators there are, the more nodes will be used. On the other hand, comparing the EFTLBS with the EOD plan, we can see they have almost the same average selected-node CPU utilization and the node utilization. Because the total input rate of the system was the same, the more operators there are, the smaller input rate each operator has. However, because of the impact of SO, the EFTLBS must put peer operator replicas into different nodes so that it uses more nodes than the EOD plan as the number of operators increasing to 10, as shown in Fig. 9 .
Impact of Replication
In this experiment, we set each input rate of the system was the same and constant, and the ratio of each input rates of the system over the average node processing capacity was 0.2. Figure 10 (a) shows, as the increasing of the replication's degree, the average selected-node CPU utilization ratio also increased. Figure 10 (b) shows the variation of node utilization ratio, as the degree of replication increased from 2, to 3, 4, and 5. Because there was enough processing capacity for each node to process those input rates, we can see as the average selected-node CPU utilization ratio was increasing the node utilization ratio was almost constant. From the experimental evaluation in Sect. 6.3, we can conclude that as the increasing of the replication's degree, the performance of fault-tolerance of each method is improved. Because even some nodes failed, we can get query results from other good chains. For the performance of load balancing, as we also evaluated in Sect. 6.3, even facing an input rate burst resulting in the overload of a node, the EFTLBS could use a load shedding method to keep stable latency stream processing in any degree of replication. On the contrary, the EOD technique cannot deal with an input rate burst, even as the increasing of the replication's degree. Because it tries to keep all operators on the same node, for this stream processing system, the selected-nodes have no extra CPU to handle with the load balancing of the system. The ROD plan can tolerate an input rate burst, because it tries to allocate operators on the most idle node so that, for this stream processing system, the selected-nodes have extra CPU to handle with the load balancing of the system. We would like to make some extension about the fault-tolerance and efficient load balancing in a real environment in the future.
Related Work
Load balancing has been explored extensively for conventional distributed and parallel computing systems [7] - [11] , [13] - [15] . In principle, those load balancing schemes are categorized into dynamic load distribution plans, static load distribution plans and load shedding techniques. The dynamic operator allocation techniques are used in papers [7] - [10] in which they migrate the operators for the load balancing of the system when a node is overloaded. Operator movement is too expensive to alleviate short-term bursts; moreover some systems do not support the ability to move operators dynamically. In our method, therefore, we propose a new method to realize load balancing without dynamic operator migration.
Approaches in [7] , [11] apply static load distribution techniques where they provide an elastic initial distribution plan to avoid overload for input rates without operator movement. However, they do not regard energy consumption that is a crucial and rising problem in the real world. Hence, we take energy consumption into consideration.
Previous papers [13] - [15] use load shedding techniques to handle with the overload of nodes that drop part of data in the case of the servers overloaded during the data stream processing. Although they try to maximize the total weighted throughput, they could not keep good quality query results due to dropping some tuples. Therefore, we make full use of multi-degree operator replicas framework to solve this problem. In addition, all of those approaches are based on one degree of replication where they do not load balances multi-degree operator replicas and they also assume that the bandwidth is not limited. Therefore, those techniques are unsuited for such environments in which multi-degree operator replicas run in parallel and independently [16] .
In summary, to overcome the limitations of the previous techniques, we propose a new approach, the economical and fault-tolerant load balancing strategy (EFTLBS) that based an operator replication mechanism and a load shedding mechanism to realize continuous and highly-available data stream processing without dynamic operator migration over wide area networks.
Conclusion
We have argued that the load balancing of continuous and high-available data stream processing applications raises novel challenges and opportunities over wide area networks. We have proposed the economical and fault-tolerant load balancing strategy (EFTLBS), which fully utilizes the network resources to realize continuous and highly-available data stream processing without dynamic operator migration over wide area networks. Through simulations, we have confirmed that our approach is better than the other techniques in economical, continuous and highly-available data stream processing under the constraints of each stream bandwidth as well as each node's CPU capacity. In other words, the performance of the EFTLBS is balanced in terms of the ratios of average selected-node CPU utilization and node utilization.
We proposed a novel load balancing framework that can provide continuous and highly-available data stream processing over wide area networks. In our framework, we use static data collection of the loads information so that such a scheme may cause the deviation of loads information due to networks properties. On the other hand, we set those parameters on the basis of paper [25] . Needless to say, in future work, we plan to study self-tuning techniques for operator distribution and do some experiments in a real environment.
