In blind detection, a set of candidates has to be decoded within a strict time constraint, to identify which transmissions are directed at the user equipment. We propose a blind detection scheme based on polar codes, where the radio network temporary identifier is transmitted instead of some of the frozen bits. A low-complexity decoding phase decodes all candidates, selecting a subset that is decoded by a high-performance algorithm. Simulations results show good missed detection and false alarm rates, that meet the 3GPP LTE-A and future 5G standard specifications. We also propose an early stopping criterion that can reduce the number of operations performed, improving both average latency and energy consumption. The detection speed is analyzed and different system parameter combinations are shown to meet the stringent timing requirements, leading to various implementation trade-offs.
I. INTRODUCTION
B LIND decoding, or blind detection, is foreseen by the 3GPP LTE/LTE-Advanced standards to allow the user equipment (UE) to gather control information related to the downlink shared channel. The UE attempts the decoding of a set of candidates determined by combinations of system parameters, to identify if one of the candidates holds its control information. The scheme used in LTE relies on the concatenation of a cyclic redundancy check (CRC) with a convolutional code. Blind detection solutions for widely adopted codes are present in literature [1] , [2] .
Blind detection will be present also in the 5 th generation wireless communication standard (5G): ongoing discussions are considering a substantial reduction of the time frame allocated to blind detection, from 16µs to 4µs. Blind detection must be performed frequently, and given the high number of decoding attempts required in a limited time [3] , it can lead to large implementation costs and energy consumption.
Polar codes are linear block codes, with proven capacityachieving property and a low-complexity encoding and decoding process [4] . They have been chosen to be adopted in 5G [5] , leading to the need for efficient polar code blind detection schemes. Successive-cancellation (SC) is the first proposed polar code decoding algorithm: while optimal for infinite code lengths, it grants mediocre error-correction performance at moderate and short code lengths. SC list (SCL) decoding has been proposed in [6] to improve the errorcorrection performance of SC, sacrificing speed. Subsequent works [7] - [10] propose improvements to SC and SCL decoding speed. To the best of our knowledge, this is the first work, along with [11] , to address the problem of blind detection with polar codes. In [11] a detection metric has been developed to identify if a received frame is encoded with a particular polar code. In this letter, we instead propose a complete polar code blind detection scheme that fits within 4G and 5G standard parameters, identifying if within a set of frames one is directed to the UE. The scheme is evaluated in terms of error-correction capability, missed detections and false alarms, showing its compliance with the requirements of the standard. An early stopping criterion is also proposed to reduce energy consumption and average latency. The detection speed is analyzed, identifying possible combinations of system parameters to meet current and future timing constraints.
II. PRELIMINARIES

A. Polar Codes
A polar code of length N = 2 n and rate K /N, denoted as P (N, K ), is a linear block code that can be expressed as the concatenation of two polar codes of length N/2. This recursive construction is represented by a modulo-2 matrix multiplication as x = uG ⊗n , where u = {u 0 , u 1 , . . . , u N−1 } is the input vector, x = {x 0 , x 1 , . . . , x N−1 } is the codeword, and the generator matrix G ⊗n is the n-th Kronecker product of the polarizing matrix G = 1 0 1 1 . The polar code structure allows to identify, in the N-bit input vector u, reliable and unreliable bit-channels. The K information bits are assigned to the most reliable bit-channels of u, while the remaining N − K , called frozen bits, are set to 0. Codeword x is transmitted through the channel, and the decoder receives the logarithmic likelihood ratio (LLR) vector y.
Along with the definition of polar codes, in [4] , the SC decoder is proposed. The SC-based decoding process can be represented as a binary tree search, in which the tree is explored depth first, with priority to the left branches. Nodes exchange LLR and hard-decision values, estimating bits at the leaf nodes. It should be noted that in SC-based decoding algorithms, the bits are decoded one by one and each bit is dependent on the correct estimate of the previous bits. SC decoding suffers from modest error-correction performance with moderate and short code lengths. To improve it, the SCL algorithm was proposed in [6] . It is based on the same process as SC, but each time that a bit is estimated at a leaf node, both its possible values 0 and 1 are considered. A set of L codeword candidates is stored, so that a bit estimation results in 2L new candidates, half of which are discarded.
To speed up SC and SCL, tree pruning techniques relying on the identification of frozen-information bit patterns have been proposed, resulting in fast simplified SC (Fast-SSC) [7] , simplified SCL (SSCL) [9] , and Fast-SSCL [10] decoding algorithms.
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B. Blind Detection
The physical downlink control channel (PDCCH) is used in 3GPP LTE/LTE-Advanced to transmit the downlink control information (DCI) related to the downlink shared channel. The DCI carries information regarding the channel resource allocation, transport format and hybrid automatic repeat request, and allows the UE to receive, demodulate and decode. A CRC is attached to the DCI payload before transmission, and masked according to the radio network temporary identifier (RNTI) of the UE to which the transmission is directed, or according to one of the system-wide RNTIs. Finally, the DCI is encoded with a convolutional code. The UE is not aware of the format with which the DCI has been transmitted: it thus has to explore a combination of PDCCH locations, PDCCH formats, and DCI formats in two search spaces, and attempt decoding to identify useful DCIs. This process is called blind decoding, or blind detection. For each PDCCH candidate in the search space, the UE performs channel decoding, and demasks the CRC with its UE RNTI. If no error is found in the CRC, the DCI is considered as carrying the UE control information.
Based on LTE standard R8 [3] , the performance specifications for the blind detection process are the following:
• III. PROPOSED BLIND DETECTION SCHEME We propose the use of polar codes in a blind detection framework, and provide a novel two-phase blind detection scheme, where some of the frozen bit positions are used to transmit the RNTI. In the first phase, C 1 candidates are received concurrently: in our case, C 1 = 44. The C 1 candidates are decoded with the simple SC algorithm. A path metric (PM) is obtained for each candidate, equivalent to the LLR of the last decoded bit: thanks to the serial nature of SC decoding, the LLR of the last bit can be interpreted as a reliability measure on the decoding process. The PMs are then sorted, to help the selection of the best candidates to forward to the second phase. In the second phase, C 2 candidates are selected to be decoded with the SCL decoding algorithm. SCL has a better error-correction performance, but a higher implementation complexity than SC. The C 2 candidates are chosen as all S candidates whose RNTI, after the first phase, matches the one assigned to the UE. If S > C 2 , the ones with the highest PMs are selected. If S < C 2 , the C 2 − S candidates with the smallest PMs are selected. The candidates with large PMs have higher probability to be correctly decoded: if their RNTI does not match the one assigned to the UE, it is probably a different one. On the other hand, candidates with small PMs have a higher chance of being incorrectly decoded, and a transmission to the UE might be hiding among them. After the second phase, if one of the C 2 candidates matches the UE RNTI, it is selected, otherwise no selection is attempted.
IV. SIMULATION RESULTS
Simulations were performed to evaluate the BLER, MDR, and FAR of the proposed scheme under a variety of parameters. For polar codes, block lengths N = {128, 256, 512} and information lengths K = {8, 16, 32, 57} have been considered. The number of RNTI bits is set to 16 and the position of the RNTI bits has been selected according to two operation modes. In RNTI Mode 1 (RM1), the RNTI bits are the most reliable after the K information bits. In RNTI Mode 2 (RM2), the RNTI bits are the most reliable, while the K information bits are the most reliable after the RNTI bits. The number of candidates passed to the second phase has been selected as C 2 = {4, 5, 6, 7}, and list sizes for SCL decoding have been considered as L = {2, 4, 8}. Fig. 1 depicts the BLER of the simulated codes after the first phase with SC decoding: the difference between RM1 and RM2 is generally negligible. Fig. 2 depicts the MDR after the second phase, where MDR is defined as the number of missed detections over the number of transmissions in which the UE RNTI was sent. MDR simulations consider C 1 /2 candidates of length N 1 , and C 1 /2 candidates of length N 2 , with an information length of K 1 = K 2 = K bits. The UE RNTI is randomly transmitted through one of the C 1 codes. The curves consider the extreme values of the C 2 and L simulation space, i.e C 2 = 4, L = 2, and C 2 = 7, L = 8. Performance of the intermediate values sits in between the portrayed ones. Increasing C 2 and L leads to better MDR, regardless of the code lengths and rates. More specifically, increasing C 2 rises the probability of having, among the C 2 candidates in the second phase, the one whose RNTI matches the UE RNTI, and a larger L improves the error-correction performance of the SCL algorithm. RM2 has a substantial advantage over RM1 when MDR is high, and grants slight improvements at lower MDR. In general, the MDR curve is shown to be substantially lower than the BLER curve of the least reliable of the two codes. The false alarm curves shown in Fig. 3 report the combination of Type-1 and Type-2 errors. The results have been obtained with the RNTIs of the C 1 candidates assuming random values over the full 16-bit dynamic. It can be seen that all curves yield FAR < 10 −4 .
It is possible to use SCL during the first phase of the proposed blind detection scheme, to improve performance at the expense of implementation complexity. For example, for C 2 = 4, we used SCL with L = 2 in the first phase and SCL with L = 8 in the second and observed ≈0.8 dB improvement in BLER, while the MDR was halved and the FAR remained unaffected.
A fair comparison with the state of the art is not possible, since in [11] , the only other work addressing blind detection based on polar codes, no RNTI is considered, and MDR/FAR results are given within a different scenario, i.e. on the ability to detect if a frame is encoded with a particular polar code or not. Nevertheless, it is possible to observe how in [11] the FAR increases as the MDR decreases: on the contrary, the proposed scheme allows to decrease both at the same time, thus avoiding performance limitations that could make it unappealing for 5G standard applications. 
V. EARLY STOPPING
The first phase of the blind detection scheme requires the full decoding of each candidate, to identify the C 2 codewords that will be sent to the second phase. In the second phase, however, all codewords whose RNTI does not match the UE RNTI will be discarded. Thus, as soon as the RNTI is shown to be different, the decoding can be interrupted. Since SC-based decoding algorithms estimate codeword bits sequentially, the RNTI evaluation can be performed every time an RNTI bit is estimated. In case the estimated bit is different from the UE RNTI bit, the decoding is stopped. Let us consider the set of L newly estimated bits E. If E corresponds to an RNTI bit, each path j , with 0 ≤ j < L, compares E j to the relative UE RNTI bit. If they are not equal, path j is deactivated, and when all paths are deactivated, the SCL decoder is stopped.
The average number of estimated bits is heavily dependent on the position of the RNTI bits within the polar code. If the bits assigned to the RNTI are towards the left of the decoding tree, a non-matching RNTI will be identified earlier in the decoding process, leading to a lower average number of estimated bits. We consequently evaluated the performance of the early stopping criterion when the RNTI bits are assigned to the leftmost positions among the K + 16 most reliable ones: we call this RNTI bit selection method RNTI Mode 3 (RM3). RM3 selects bits of intermediate reliability between RM1 and RM2, and does not cause any performance degradation from RM1. Fig. 4 shows the average percentage of estimated bits when the early stopping criterion is applied with RM3. These results consider each of the C 2 candidates separately, since the number of candidates of length N 1 and N 2 in the second phase depends on the PMs received from the first phase, and thus on channel SNR. The reported curves are averaged between L = 2 and L = 8. The solid curves have been obtained with the UE RNTI being sent through the considered code: as the channel conditions improve, the number of estimated bits increases until a plateau region is reached. This is due to the fact that when the SNR is low, it is more likely that the codeword with the UE RNTI is not among the C 2 candidates. Thus the SCL decoders in the second phase easily encounter RNTI bits different from the UE RNTI early in the decoding process. As the SNR increases, the codeword with the UE RNTI falls among the C 2 candidates with rising probability. In parallel, the SCL decoder to which it is assigned will not interrupt the decoding, leading to 100% estimated bits, while the other C 2 − 1 decoders will stop the decoding early, finally settling the average estimated bit percentage at a stable value. This is noticed in the N = 256, K = 32 curve of Fig. 4 , where from SNR = −1dB onwards the percentage stays at 56.2%. This percentage would be higher if RM1 was used (81.5% in this case). The dashed curves have been obtained simulating cases in which the UE RNTI was not sent: since among the C 2 candidates there is never one with a matching RNTI, all SCL decoders tend to stop the decoding early, at a percentage independent of the SNR.
VI. DETECTION SPEED
We analyze the duration of the blind detection process based on polar codes, according to the system parameters. The analysis does not take in account the early stopping criterion, thus providing worst-case results. The average latency gain brought by early stopping in the second phase is dependent on the length of the C 2 candidates, that cannot be foreseen at design time.
The number of time steps required to complete the different phases can be computed as: (1) where N SC and N SCL are the number of parallel SC and SCL decoders, and T 1 SC and T 2 SC are the SC decoding latencies for codes of length N 1 and N 2 , respectively. T SCL is the decoding latency of an SCL decoder, while T sort is the number of time steps required to obtain the C 2 candidates out of the C 1 candidate locations through sorting. The worst case for T SC and T SCL occurs when the standard SC and SCL algorithms are applied. In the SC case the decoding latency is expressed as T i SC = 2N i − 2, and in the SCL case as:
where R N T I b represents the number of bits assigned to the RNTI. In our case C 1 = 44 and R N T I b = 16, and we estimate T sort = C 2 , whose contribution to the latency is minimal. The worst case sees N 1 = 512, N 2 = 256, K 1 = K 2 = 57. The 4µs mark is achieved with f = 800 MHz, when N SC = 22 and N SCL = C 2 .
Considering the Fast-SSC, SSCL, and Fast-SSCL algorithms allows to exploit particular patterns of frozen and information bits to reduce the decoding latency and thus the complexity needed to reach the 4µs target. In our case, the number of decoding time steps for some example codes with different decoding algorithms is detailed in Table I . The worst case occurs for N 1 = N 2 = 256, K 1 = 57, K 2 = 32. Results are valid for RM1, RM2, and RM3. Table II reports combinations of parameters that satisfy the 4µs target. The faster decoding process of Fast-SSC, SSCL, and Fast-SSCL allows to reduce the resources needed to meet the 4µs target with respect to standard SC and SCL, at the cost of higher implementation complexity [10] . 
VII. CONCLUSION
We have proposed a polar code blind detection scheme. Simulation results show that the scheme can easily outperform the 3GPP LTE-A requirements. An early stopping criterion is proposed and evaluated, showing that the average number of operations in the second decoding phase can be reduced at no cost in performance. The time complexity of the scheme is then analyzed: using various decoding algorithms, 4µs latency can be met with a variety of parameter combinations.
