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Abstract
In this second paper, we consider again a set of elastic rods periodically distributed over an elastic plate whose thickness tends
here to 0. This work is then devoted to describe the homogenization process for the junction of the rods and a thin plate. We use a
technique based on two decompositions of the displacement field in each rod and in the plate. We obtain a priori estimates on each
term of the two decompositions which permit to exhibit a few critical cases that distinguish the different possible limit behaviors.
Then, we completely investigate one of these critical case which leads to a coupled bending–bending model for the rods and the
2d plate.
© 2007 Elsevier Masson SAS. All rights reserved.
Résumé
Dans ce deuxième article, nous reprenons un ensemble de poutres élastiques périodiquement distribuées sur une plaque élastique
dont l’épaisseur tend maintenant vers 0. Il s’agit donc de décrire des modèles d’homogénéisation pour la jonction de poutres et
d’une plaque mince. Nous utilisons une technique de décomposition du champ de déplacement à la fois dans chaque poutre et dans
la plaque. On obtient des estimations a priori sur chacun des termes de ces décompositions qui mettent en particulier en évidence
les cas critiques qui séparent les différents modèles limites possibles. Ensuite, nous analysons en détail un de ces cas critiques pour
lequel on obtient un modèle de couplage flexion–flexion entre les poutres et la plaque 2d.
© 2007 Elsevier Masson SAS. All rights reserved.
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1. Introduction
This work follows paper [2] in which we assumed that a family of rods was placed over a 3d plate Ω− of con-
stant thickness. Here we investigate the case where the thickness of the plate Ω−δ below the rods vanishes with the
periodicity of the rods (see e.g. Fig. 1). Then, we have three small parameters: the radius of the rods r , the periodicity
of the rods ε, and the thickness of the plate δ.
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The first step in the derivation of limit problems consists in deriving accurate a priori estimates on the displace-
ments, the strains and the stresses. As it was the case in [2], it appears that trying to quantify the dependence of the
constant in Korn’s inequality with respect to r , ε and δ is not relevant to provide such a priori estimates. Roughly
speaking, this is due to the very different behaviors of each component of the displacement, strain and stress field. We
use the same type of approach as in [2] but with two different decompositions of the 3d displacement in the rods and
in the plate which take into account the fact that ε, r on the one hand and δ on the other hand are small (see [19–21]
and [22]). Using the results proved in [22], each term of these decompositions are estimated in term of the total elastic
energy. Since the two decompositions match on the surface between the rods and the plate we deduce estimates of the
type, ∥∥uε,r,δi ∥∥2L2(Ω+ε,r,δ)  ci(ε, r, δ)EΩε,r,δ (uε,r,δ), i = 1,2,3,
on the displacement uε,r,δ = (uε,r,δ1 , uε,r,δ2 , uε,r,δ3 ), where EΩε,r,δ (uε,r,δ) is the elastic energy of the total domain Ωε,r,δ
(see e.g. Fig. 1). This allows to scale the forces in order to derive a priori estimates on uε,r,δ and on the terms of the
decompositions. Once these estimates are obtained, various limit models are possible. To shorten the length of the
paper, we first assume that r = kε (the case r/ε → 0 is analyzed in [2] for δ = 1 and the reader is referred to this
paper for adapting the analysis to the present setting). Roughly speaking, one can then distinguish two classes of limit
models depending on the fact that the ratio ε/δ tends to zero or not.
If ε/δ → 0, the plate is sufficiently thick to prevent any local effect of the rods on the 2d limit model for the plate
(or the 3d plate if δ is a constant). As a consequence, the standard 2d membrane-bending model is obtained. Let us
now describe the various models for the rods and the junction conditions depending of the relative order of δ with
respect to ε. If δ is constant, the limit model for the rods is: standard bending equations uncoupled from the plate and
standard compression-extension equation coupled with the plate. As soon as δ tends to 0, the compression-extension
in the rods becomes uncoupled. Until ε2/3/δ → 0, the bending in the rods remains uncoupled. For δ ∼ ε2/3, which is
a critical case, a coupling between the standard bending model for rods and the bending plate model appears. At last,
if ε2/3/δ → +∞ each rod has a rigid displacement which is determined by the junction relations with the plate.
If ε/δ does not tend to 0, then the plate is thin enough so that there is a microscopic geometrical effect on the
surface between the rods and the plate. The 2d limit plate model becomes anisotropic with a modification of the
elasticity coefficients which can be quantified through solving a few correctors problems.
In both cases (except for δ = 1), we are led to consider oscillating test functions for the rods but also for the plate
because the test displacements in order to obtain 1d and 2d models are very different. In some sense, this looks like an
homogenization process was carried out also in the plate, even if it is homogeneous. Let us emphasize that it means
that, even for a homogeneous material, one has to derive the correctors problems in the plate. In the present paper, we
restrict the analysis to the case where ε/δ → 0 and more specifically we completely detail the critical case δ ∼ ε2/3.
An interested reader could easily adapt the analysis to the various cases mentioned above for ε/δ → 0. The situation
where ε/δ does not tend to 0, for which the arguments must be modified, will be examined in a forthcoming paper.
The paper is organized as follows. Section 2 is devoted to specify the geometry and the equations of the problem.
In Section 3 we give the two decompositions of the displacement field in the rods and in the plate. The a priori
estimates on all the terms of the decompositions are established in Section 4 where the scaling of the forces is also
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in the plate. We give the weak convergences of the unfold fields in Section 6. Section 7 is devoted to identify the
weak limit of the unfold strain and to derive the junction conditions. In Section 8, we derive the equations for the
homogenization correctors and we show that these correctors are equal to 0 because ε/δ → 0. Sections 9 and 10 are
devoted to obtain the uncoupled “membrane” 2d model on the one hand, and the coupled bending model in the rods
and the plate on the other hand. In Section 11, we show the strong convergence of the energy and we deduce a few
strong convergences of the principal part of the displacement decomposition. All the results obtained in the paper are
summarized in Section 12. At last, Appendices A and B contain a few recalls and some complements on the periodic
unfolding operator.
For the study of a scalar monotone problem in a multidomain as in this paper, we refer to [1] and [3]. For the
study of the linearized elasticity system in the junction of a beam with a plate we refer to [23,16,17]. For the study
of scalar second order and fourth order problems in the junction of a wire with a thin film, we refer to [15,18],
respectively. For the study of plates, shells and thin films we refer to [4–7,10–14,22,24–27]. About rods, multidomains
and homogenization techniques see the references quoted in [2].
2. Notations and position of the problem
We recall first some notations on the geometry of the problem.
Let us consider an open bounded domain ω with Lipschitz boundary contained in the (x1, x2) coordinate plane.
For a real number ε > 0, Nε denotes the following subset of Z2:
Nε =
{
(p, q) ∈ Z2:
]
εp − ε
2
, εp + ε
2
[
×
]
εq − ε
2
, εq + ε
2
[
⊂ ω
}
. (2.1)
Fix L > 0. For each (p, q) ∈ Z2, ε > 0 and r > 0, we consider a rod Pε,rpq whose cross-section is the disk of center
(εp, εq) and radius r , and whose axis is x3 and with a height equal to L:
Dε,rpq =
{
(x1, x2) ∈ R2: (x1 − εp)2 + (x2 − εq)2 < r2
}
, (2.2)
Pε,rpq =
{
(x1, x2, x3) ∈ R3: (x1, x2) ∈Dε,rpq , 0 < x3 <L
}
. (2.3)
Then, for r ∈ ]0, ε2 [, we denote by Ω+ε,r the set of all the rods defined as above:
Ω+ε,r =
⋃
(p,q)∈Nε
Pε,rpq . (2.4)
The lower cross sections of all the rods is denoted by ωε,r :
ωε,r =
⋃
(p,q)∈Nε
Dε,rpq × {0} ⊂ ω. (2.5)
We have assumed that r < ε2 , in order to avoid the contact between two different rods.
The domain filled by the oscillating part Ω+ε,r (as ε tends to zero) is denoted by Ω+:
Ω+ = ω × ]0,L[. (2.6)
Moreover, we set:
Ω− = {(x1, x2, x3) ∈ R3: (x1, x2) ∈ ω, −1 < x3 < 0}, (2.7)
Ω = ω × ]−1,L[. (2.8)
The 3d-plate Ω−δ is defined, for δ > 0, by:
Ω−δ =
{
(x1, x2, x3) ∈ R3: (x1, x2) ∈ ω, −δ < x3 < 0
}
, (2.9)
and the elastic body under consideration is,
Ωε,r,δ = Ω+ε,r ∪ωε,r ∪Ω−. (2.10)δ
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uε,r,δ: Ωε,r,δ → R3.
The linearized deformation field in Ωε,r,δ is defined by:
γ
(
uε,r,δ
)= 1
2
(
Duε,r,δ + (Duε,r,δ)T ), (2.11)
or equivalently by its components:
γij
(
uε,r,δ
)= 1
2
(
∂iu
ε,r,δ
j + ∂juε,r,δi
)
, i, j = 1,2,3. (2.12)
The Cauchy stress tensor in Ωε,r,δ is linked to γ (uε,r,δ) through the standard Hooke’s law:
σε,r,δ = λ(Trγ (uε,r,δ))I + 2μγ (uε,r,δ), (2.13)
where λ and μ denotes the Lamé’s coefficients of the elastic material, and I is the identity 3 × 3 matrix. Indeed (2.13)
reads as
σ
ε,r,δ
ij = λ
( 3∑
k=1
γkk
(
uε,r,δ
))
δij + 2μγij
(
uε,r,δ
)
, i, j = 1,2,3, (2.14)
where δij = 0 if i 	= j and δij = 1 if i = j .
The equations of equilibrium in Ωε,r,δ are:
−
3∑
j=1
∂jσ
ε,r,δ
ij = f ε,r,δi in Ωε,r,δ, i = 1,2,3, (2.15)
where f ε,r,δ :Ωε,r,δ → R3 denotes the volume applied force.
In order to specify the boundary conditions on ∂Ωε,r,δ , we will assume that
– the 3D plate is clamped on its lateral boundary ∂ω × ]−δ,0[ = Γδ :
uε,r,δ = 0 on Γδ, (2.16)
– the boundary ∂Ωε,r,δ \ Γδ is free:
σε,r,δν = 0 on ∂Ωε,r,δ \ Γδ, (2.17)
where ν denotes the exterior unit normal to Ωε,r,δ .
Remark 2.1. (2.17) means that the density of applied surface forces on the boundary ∂Ωε,r \ Γδ is zero. This
assumption is not necessary to carry on the analysis, but it is a bit natural as far as the fast oscillating boundary
∂Ω+ε,r is concerned.
The variational formulation of (2.15)–(2.16)–(2.17) is very standard. If Vε,r,δ denotes the space:
Vε,r,δ =
{
v ∈ (H 1(Ωε,r,δ))3: v = 0 on Γδ}, (2.18)
it results that ⎧⎪⎪⎨⎪⎪⎩
uε,r,δ ∈ Vε,r,δ,∫
Ωε,r,δ
3∑
i,j=1
σ
ε,r,δ
ij γij (v)dx =
∫
Ωε,r,δ
3∑
i=1
f
ε,r,δ
i vi dx, ∀v ∈ Vε,r,δ. (2.19)
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As explained in [2], we will not seek for the dependence on ε, r and δ of the constant in a Korn’s type inequality,
but we will use the same decomposition of uε,r,δ in Ω+ε,r as in [2]. We drop for a while the indexes ε, r and δ in the
notation of uε,r,δ . Moreover, in order to shorten the notation, we set:
ω˜ε =
⋃
(p,q)∈N ε
(]
εp − ε
2
, εp + ε
2
[
×
]
εq − ε
2
, εq + ε
2
[)
⊂ ω.
Recall that the decomposition in Ω+ε,r is given by:
– if x = (x1, x2, x3) ∈ ]εp − ε2 , εp + ε2 [ × ]εq − ε2 , εq + ε2 [ × ]0,L[, (p, q) ∈Nε ,
U+(x) = 1
πr2
∫
Dε,rpq
u(y1, y2, x3)dy1 dy2, (3.1)
R+1 (x) =
1
I2r4
∫
Dε,rpq
(y2 − εq)u3(y1, y2, x3)dy1 dy2, (3.2)
R+2 (x) = −
1
I1r4
∫
Dε,rpq
(y1 − εp)u3(y1, y2, x3)dy1 dy2, (3.3)
R+3 (x) =
1
(I1 + I2)r4
∫
Dε,rpq
[
(y1 − εp)u2(y1, y2, x3)− (y2 − εq)u1(y1, y2, x3)
]
dy1 dy2, (3.4)
where I1 = 1r4
∫
Dε,rpq (x1 − εp)2 dx1 dx2 = 1r4
∫
Dε,rpq (x2 − εq)2 dx1 dx2 = I2 = π4 .
– if x = (x1, x2, x3) ∈ (ω \ ω˜ε)× ]0,L[,
U+i (x) =R+i (x) = 0 for i = 1,2,3.
Let us denote by R+ the vectorial field (R+1 ,R+2 ,R+3 ) and define u¯ ∈ (H 1(Ω+ε,r ))3 by:
u¯+(x) = u(x)− U+(x)−R+(x)∧ ((x1 − εp)e1 + (x2 − εq)e2) for x ∈Pε,rpq , (3.5)
where e1 = (1,0,0), e2 = (0,1,0) and e3 = (0,0,1).
We now introduce the decomposition of the displacement u in Ω−δ in order to take into account the specific
geometry of Ω−δ . Let us define the following quantities:
U−i (x1, x2) =
1
δ
0∫
−δ
ui(x1, x2, x3)dx3 for i = 1,2,3, (3.6)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
R−1 (x1, x2) =
3
2δ3
0∫
−δ
(
x3 + δ2
)
u2(x1, x2, x3)dx3,
R−2 (x1, x2) = −
3
2δ3
0∫
−δ
(
x3 + δ2
)
u1(x1, x2, x3)dx3,
(3.7)
R−3 (x1, x2) = 0, (3.8)
u¯−(x1, x2, x3) = u(x1, x2, x3)− U−(x1, x2)−R−(x1, x2)∧
(
x3 + δ2
)
e3, (3.9)
with U− = (U−,U−,U−) and R− = (R−,R−,0).1 2 3 1 2
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0∫
−δ
u¯−i (x1, x2, x3)dx3 = 0 a.e. in ω for i = 1,2,3, (3.10)
0∫
−δ
(
x3 + δ2
)
u¯−α (x1, x2, x3)dx3 = 0 a.e. in ω for α = 1,2. (3.11)
Moreover since u ∈ Vε,r,δ , then U− ∈ (H 10 (ω))3, R− ∈ (H 10 (ω))3 and u¯ ∈ (H 1(Ω−δ ))3 with u¯− = 0 on Γδ .
The elastic energy in Ω−δ is given by:
E−(u) =
∫
Ω−δ
[
λ
( 3∑
k=1
γkk(u)
)2
+ 2μ
3∑
i,j=1
(
γij (u)
)2]dx. (3.12)
The following lemma is established in [22]:
Lemma 3.1. There exists a constant c (independent of δ), such that∥∥U−α ∥∥2H 1(ω)  cδ E−(u) for α = 1,2, (3.13)∥∥U−3 ∥∥2H 1(ω)  cδ3 E−(u), (3.14)∥∥R−α ∥∥2H 1(ω)  cδ3 E−(u) for α = 1,2, (3.15)∥∥∥∥∂U−3∂x1 +R−2
∥∥∥∥2
L2(ω)
 c
δ
E−(u), (3.16)
∥∥∥∥∂U−3∂x2 −R−1
∥∥∥∥2
L2(ω)
 c
δ
E−(u), (3.17)
∥∥u¯−i ∥∥2L2(Ω−δ )  cδ2E−(u) for i = 1,2,3, (3.18)∥∥Du¯−i ∥∥2(L2(Ω−δ ))3  cE−(u) for i = 1,2,3. (3.19)
Let us remark that Korn’s inequality and the L2-estimates on u may be then deduced from (3.6)–(3.9) and
Lemma 3.1 (see [22]), ∥∥∥∥∂uβ∂xα
∥∥∥∥2
L2(Ω−δ )
+ δ2
∥∥∥∥∂u3∂xα
∥∥∥∥2
L2(Ω−δ )
+ δ2
∥∥∥∥∂uα∂x3
∥∥∥∥2
L2(Ω−δ )
+
∥∥∥∥∂u3∂x3
∥∥∥∥2
L2(Ω−δ )
+ ‖Dui‖2(L2(Ω−δ ))3 
c
δ2
E−(u) for i = 1,2,3 for α = 1,2, (3.20)
2∑
α=1
‖uα‖2L2(Ω−δ ) + δ
2‖u3‖2L2(Ω−δ )  cE
−(u), (3.21)
but these last estimates are too loose to achieve the analysis. In the following section, we will use Lemma 4.2
(Section 4.4) of [2] and Lemma 3.1 of the present paper to derive a priori estimates on uε,r,δ , and more precisely
on its two decompositions in Ω+ε,r and Ω−.δ
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We follow the same strategy as in Section 4 of [2], and the displacement uε,r,δ is decomposed using (3.1)–(3.5) in
Ω+ε,r and in Ω−δ using (3.6)–(3.9). In order to simplify the notations, we drop the indexes ε, r, δ, in all the considered
fields and quantities. Recall that the elastic energy in Ω+ε,r is given by:
E+(u) =
∫
Ω+ε,r
[
λ
( 3∑
k=1
γkk(u)
)2
+ 2μ
3∑
i,j=1
(
γij (u)
)2]dx, (4.1)
while the total elastic energy of u is,
E(u) = E+(u)+ E−(u). (4.2)
4.1. Estimates on U+ and R+ in terms of E(u)
We use the same technique as in Section 4.1 of [2], and we first estimateR+(0) and U+(0) in Step 1, and then U+
and R+ in Step 2.
Step 1. To obtain sharp estimates on U+(0) andR+(0), we use the decomposition (3.9) of u in ω in the expressions
of R+(0) and U+(0), and we first prove the following lemma on the behavior of the various terms entering the
decomposition (3.9).
Lemma 4.1. There exists a constant c (independent of ε, r and δ), such that
∑
(p,q)∈Nε
∣∣∣∣ 1r2
∫
Dpq
U−α (x1, x2)dx1 dx2
∣∣∣∣2  cr2δ E−(u) for α = 1,2, (4.3)
∑
(p,q)∈Nε
∣∣∣∣ 1r2
∫
Dpq
U−3 (x1, x2)dx1 dx2
∣∣∣∣2  cr2δ3 E−(u), (4.4)
∑
(p,q)∈Nε
∣∣∣∣ 1r2
∫
Dpq
R−α (x1, x2)dx1 dx2
∣∣∣∣2  cr2δ3 E−(u) for α = 1,2, (4.5)
∑
(p,q)∈Nε
∣∣∣∣ 1r4
∫
Dpq
(x1 − pε)U−α (x1, x2)dx1 dx2
∣∣∣∣2  cr2δ E−(u) for α = 1,2, (4.6)
∑
(p,q)∈Nε
∣∣∣∣ 1r4
∫
Dpq
(x1 − pε)U−3 (x1, x2)dx1 dx2
∣∣∣∣2  cr2δ3 E−(u), (4.7)
∑
(p,q)∈Nε
∣∣∣∣ 1r4
∫
Dpq
(x1 − pε)R−α (x1, x2)dx1 dx2
∣∣∣∣2  cr2δ3 E−(u) for α = 1,2, (4.8)
∑
(p,q)∈Nε
∣∣∣∣ 1r2
∫
Dpq
u¯−i (x1, x2,0)dx1 dx2
∣∣∣∣2  cδr2 E−(u) for i = 1,2,3, (4.9)
∑
(p,q)∈Nε
∣∣∣∣ 1r4
∫
Dpq
(x1 − pε)u¯−i (x1, x2,0)dx1 dx2
∣∣∣∣2  cδr4 E−(u) for i = 1,2,3. (4.10)
Estimates (4.6)–(4.8) and (4.10) do not change, by replacing (x1 − pε) with (x2 − qε).
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Dpq (x1 − pε)dx1 dx2 = 0 so that denoting by MDpq (v) the mean over the disc Dpq of a function v ∈ L2(Ω+ε,r ), it
results that ∫
Dpq
(x1 − pε)
[U−α (x1, x2)−MDpq (U−α )]dx1 dx2 = ∫
Dpq
(x1 − pε)U−α (x1, x2)dx1 dx2.
Then Poincaré–Wirtinger’s inequality inDpq (see e.g. (4.18) in [2]) and Cauchy–Schwarz’s inequality permit to obtain∑
(p,q)∈Nε
∣∣∣∣ 1r4
∫
Dpq
(x1 − pε)U−α (x1, x2)dx1 dx2
∣∣∣∣2  cr2 ‖U−α ‖2H 1(ω),
which in turn gives (4.6) in view of (3.13).
The estimates (4.7) and (4.8) are obtained with the same technique using also (3.14) and (3.15).
At last, remark that (3.18) and (3.19) imply the following bound on the value of u¯− on ω∥∥u¯−i ∥∥2L2(ω)  cδE−(u),
which then yields (4.9) and (4.10). Then the proof of the lemma is complete. 
We turn back to the derivation of bounds onR+(0) and U+(0). We only detail the arguments forR+1 (0). Recalling
the definition (3.2) of R+1 , we have:
R+1 (x1, x2,0) =
1
I2r4
∫
Dpq
(y2 − εq)u3(y1, y2,0)dy1 dy2.
Inserting the decomposition (3.9) for u3(y1, y2,0) in the above expression leads to two terms,
1
I2r4
∫
Dpq
(y2 − εq)U−3 (y1, y2,0)dy1 dy2
and
1
I2r4
∫
Dpq
(y2 − εq)u¯−3 (y1, y2,0)dy1 dy2,
which are estimated in Lemma 4.1. Consequently,∥∥R+1 (·, · ,0)∥∥2L2(ω) = ε2 ∑
(p,q)∈N ε
∣∣R+1 (pε, qε,0)∣∣2  c ε2r2
(
1
δ3
+ δ
r2
)
E−(u).
The analysis is identical for the other components of R+(0) and U+(0), and we obtain, by using Lemma 4.1,∥∥U+α (·, · ,0)∥∥2L2(ω)  c ε2r2δ E−(u) for α = 1,2, (4.11)∥∥U+3 (·, · ,0)∥∥2L2(ω)  c ε2r2δ3 E−(u), (4.12)∥∥R+α (·, · ,0)∥∥2L2(ω)  c ε2r2
(
1
δ3
+ δ
r2
)
E−(u) for α = 1,2, (4.13)
∥∥R+3 (·, · ,0)∥∥2L2(ω)  c ε2r2
(
1
δ
+ δ
r2
)
E−(u). (4.14)
Step 2. Since the estimates on ∂R+
∂x3
and ∂U+
∂x3
are identical to those of Step 2 in Section 4.1 of [2] (they only depend
on the decomposition of Ω+ε,r ) namely,
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∥∥∥∥2
(L2(Ω+))3
 c ε
2
r4
E+(u) for i = 1,2,3, (4.15)∥∥∥∥∂U+α∂x3
∥∥∥∥2
L2(Ω+)
 c
[∥∥R+β ∥∥2L2(Ω+) + ε2r2 E+(u)
]
for α,β = 1,2 and α 	= β,∥∥∥∥∂U+3∂x3
∥∥∥∥2
L2(Ω+)
 c ε
2
r2
E+(u), (4.16)
we finally obtain:
∥∥U+α ∥∥2L2(Ω+)  c ε2r2
(
1
r2
+ 1
δ3
)
E(u) for α = 1,2, (4.17)
∥∥U+3 ∥∥2L2(Ω+)  c ε2r2δ3 E(u), (4.18)∥∥R+α ∥∥2L2(Ω+)  c ε2r2
(
1
r2
+ 1
δ3
)
E(u) for α = 1,2, (4.19)
∥∥R+3 ∥∥2L2(Ω+)  c ε2r2
(
1
r2
+ 1
δ
)
E(u). (4.20)
Remark 4.2. Actually, the estimate (4.19) onR+α may be obtained directly, i.e. without using the decomposition (3.9)
of the displacement in Ω−δ , through using the same technique as in [2] (see steps 1 and 2 of Section 4.1) and the
estimates (3.20) on u. This is not the case for the bound in (4.20) for R+3 . If one uses directly the method of [2] with
the actual estimates (3.20) on u, one obtains:∥∥R+3 ∥∥2L2(Ω+)  c ε2r2
(
1
r2δ
+ 1
δ
)
E(u),
which is worse than (4.20). This means that the estimates of Lemma 3.1 are sharper than (3.20) (which comes directly
from Korn’s inequality in Ω−δ ).
4.2. Estimates on uε,r,δ in terms of E(uε,r,δ)
Recall that we have, upon still dropping the index ε, r and δ in U+, R+ and u¯+ (see Section 4.3 of [2]),
∥∥uε,r,δα ∥∥2L2(Ω+ε,r )  c
[
r2
ε2
∥∥U+α ∥∥2L2(Ω+) + r4ε2 ∥∥R+3 ∥∥2L2(Ω+) + ∥∥u¯+α ∥∥2L2(Ω+ε,r )
]
for α = 1,2,
∥∥uε,r,δ3 ∥∥2L2(Ω+ε,r )  c
[
r2
ε2
∥∥U+3 ∥∥2L2(Ω+) + r4ε2 (∥∥R+1 ∥∥2L2(Ω+) + ∥∥R+2 ∥∥2L2(Ω+))+ ∥∥u¯+3 ∥∥2L2(Ω+ε,r )
]
.
The field u¯+ still satisfies the following estimates (see (4.36) and (4.37) of [2]),∥∥u¯+∥∥2
(L2(Ω+ε,r ))3  cr
2E+(uε,r,δ), (4.21)
and ∥∥Du¯+∥∥2
(L2(Ω+ε,r ))9  cE
+(uε,r,δ). (4.22)
Then, by using (4.17)–(4.20), we get:∥∥uε,r,δα ∥∥2L2(Ω+ε,r )  c
(
1
r2
+ 1
δ3
)
E(uε,r,δ) for α = 1,2. (4.23)∥∥uε,r,δ3 ∥∥2L2(Ω+ε,r )  cδ3 E(uε,r,δ). (4.24)
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We have:
E(uε,r,δ) 2∑
α=1
∥∥f+α ∥∥L2(Ω+ε,r )∥∥uε,r,δα ∥∥L2(Ω+ε,r ) + ∥∥f+3 ∥∥L2(Ω+ε,r )∥∥uε,r,δ3 ∥∥L2(Ω+ε,r )
+
2∑
α=1
∥∥f−α ∥∥L2(Ω−δ )∥∥uε,r,δα ∥∥L2(Ω−δ ) + ∥∥f−3 ∥∥L2(Ω−δ )∥∥uε,r,δ3 ∥∥L2(Ω−δ ).
Inserting estimates (3.21), (4.23) and (4.24) in the above inequality, this gives:
E(uε,r,δ) c[( 1
r2
+ 1
δ3
)1/2 2∑
α=1
∥∥f+α ∥∥L2(Ω+ε,r ) + 1δ3/2 ∥∥f+3 ∥∥L2(Ω+ε,r )
+
2∑
α=1
∥∥f−α ∥∥L2(Ω−δ ) + 1δ ∥∥f−3 ∥∥L2(Ω−δ )
](E(uε,r,δ))1/2. (4.25)
Now the choice of the order of E(uε,r,δ) has to be specified in order to fit the orders of the forces f−i and f+i . For
a single plate of thickness δ, the energy is usually assumed to be of order δ. We keep the same choice here and then to
obtain E(uε,r,δ) cδ, the inequality (4.25) shows that the forces are chosen such that(
1
r2
+ 1
δ3
)∥∥f+α ∥∥2L2(Ω+ε,r )  cδ for α = 1,2, (4.26)∥∥f+3 ∥∥2L2(Ω+ε,r )  cδ4, (4.27)∥∥f−α ∥∥2L2(Ω−δ )  cδ for α = 1,2, (4.28)∥∥f−3 ∥∥2L2(Ω−δ )  cδ3. (4.29)
We are now in a position to state the following lemma which is valid under conditions (4.26)–(4.29) (see also
Lemma 4.2 in [2]).
Lemma 4.3. If the forces satisfy conditions (4.26)–(4.29), then there exists a constant c (independent of ε, r and δ),
such that ∥∥uε,r,δα ∥∥L2(Ω+ε,r )  c
(
δ
r2
+ 1
δ2
)1/2
for α = 1,2, (4.30)∥∥uε,r,δ3 ∥∥L2(Ω+ε,r )  cδ , (4.31)∥∥γij (uε,r,δ)∥∥L2(Ω+ε,r )  cδ1/2 for i, j = 1,2,3, (4.32)∥∥uε,r,δα ∥∥L2(Ω−δ )  cδ1/2 for α = 1,2, (4.33)∥∥uε,r,δ3 ∥∥L2(Ω−δ )  cδ−1/2, (4.34)∥∥γij (uε,r,δ)∥∥L2(Ω−δ )  cδ1/2 for i, j = 1,2,3, (4.35)∥∥Uε,r,δ+α ∥∥L2(Ω+)  c εδ1/2r
(
1
r2
+ 1
δ3
)1/2
for α = 1,2, (4.36)∥∥Uε,r,δ+3 ∥∥L2(Ω+)  c εrδ , (4.37)∥∥Rε,r,δ+α ∥∥L2(Ω+)  c εδ1/2( 12 + 13)1/2 for α = 1,2, (4.38)r r δ
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(
1
r2
+ 1
δ
)1/2
, (4.39)∥∥∥∥∂Uε,r,δ+∂x3 −Rε,r,δ+ ∧ e3
∥∥∥∥
(L2(Ω+))3
 c εδ
1/2
r
, (4.40)∥∥u¯ε,r,δ+i ∥∥L2(Ω+ε,r )  crδ1/2 for i = 1,2,3, (4.41)∥∥Du¯ε,r,δ+i ∥∥(L2(Ω+ε,r ))3  cδ1/2 for i = 1,2,3, (4.42)∥∥u¯ε,r,δ−i ∥∥L2(Ω−δ )  cδ3/2 for i = 1,2,3, (4.43)∥∥Du¯ε,r,δ−i ∥∥(L2(Ω−δ ))3  cδ1/2 for i = 1,2,3, (4.44)∥∥σε,r,δij ∥∥L2(Ω+ε,r )  cδ1/2 for i, j = 1,2,3, (4.45)∥∥σε,r,δij ∥∥L2(Ω−δ )  cδ1/2 for i, j = 1,2,3. (4.46)
Until now we have derived the a priori estimates for all the fields in terms of arbitrary parameters ε, r and δ, so that
an interested reader may investigate various limit models depending on the respective asymptotic behavior of these
parameters.
From now on, we will first restrict the analysis to the case where r = kε (0 < k < 12 ); the case rεε → 0 can be
studied as in [2].
Next, and as explained in the introduction, we will develop the complete analysis, in what follows, for a critical
case where one obtains a standard 2d-model for the plate. Assuming e.g. that r ∼ ε ∼ δα , this is the case if α > 1
and for such values of α, what differs from a model to another is the limit junction conditions between the rods
and the plate. In view of estimates (4.30), (4.36) and (4.39), we have decided to completely develop the case where
r2 = k2ε2 = a2δ3. The techniques developed below can be easily reproduced for other asymptotic behaviors of ε, r
and δ, to obtain various limit models.
In order to satisfy (4.26)–(4.29) with r2 = a2δ3, we assume that
f+i = δ2F+i |Ω+ε for i = 1,2,3, (4.47)
f−α (x1, x2, x3) = F−α
(
x1, x2,
x3
δ
)
a.e. in Ω−δ for α = 1,2, (4.48)
f−3 (x1, x2, x3) = δF−3
(
x1, x2,
x3
δ
)
a.e. in Ω−δ , (4.49)
where F+i ∈ L2(Ω+) and F−i ∈ L2(Ω−) for i = 1,2,3.
Let us explicitly give the a priori estimates which follow from Lemma 4.3 in the case where r2 = k2ε2 = a2δ3.
Lemma 4.4. If the forces satisfy conditions (4.47)–(4.49), then there exists a constant c (independent δ), such that∥∥uδi ∥∥L2(Ω+ε )  cδ for i = 1,2,3, (4.50)∥∥γij (uδ)∥∥L2(Ω+ε )  cδ1/2 for i, j = 1,2,3, (4.51)∥∥uδα∥∥L2(Ω−δ )  cδ1/2 for α = 1,2, (4.52)∥∥uδ3∥∥L2(Ω−δ )  cδ−1/2, (4.53)∥∥γij (uδ)∥∥L2(Ω−δ )  cδ1/2 for i, j = 1,2,3, (4.54)∥∥U δ+α ∥∥L2(ω;H 1((0,L)))  cδ for α = 1,2, (4.55)∥∥U δ+3 ∥∥ 2 +  c , (4.56)L (Ω ) δ
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∥∥∥∥
L2(Ω+)
 cδ1/2, (4.57)
∥∥Rδ+i ∥∥L2(ω;H 1((0,L)))  cδ for i = 1,2,3, (4.58)∥∥∥∥∂U δ+∂x3 − (Rδ+ ∧ e3)
∥∥∥∥
(L2(Ω+))3
 cδ1/2, (4.59)∥∥u¯δ+i ∥∥L2(Ω+ε,r )  cδ2 for i = 1,2,3, (4.60)∥∥Du¯δ+i ∥∥(L2(Ω+ε,r ))3  cδ1/2 for i = 1,2,3, (4.61)∥∥u¯δ−i ∥∥L2(Ω−δ )  cδ3/2 for i = 1,2,3, (4.62)∥∥Du¯δ−i ∥∥(L2(Ω−δ ))3  cδ1/2 for i = 1,2,3, (4.63)∥∥σ δij∥∥L2(Ω+ε,r )  cδ1/2 for i, j = 1,2,3, (4.64)∥∥σ δij∥∥L2(Ω−δ )  cδ1/2 for i, j = 1,2,3. (4.65)
5. Rescaling of Ω−δ and unfolding operators in Ω
+
ε and Ω−
We denote by D the unit disk of R2. We first recall the definition of the unfolding operator T ε given in Section 5
of [2] which is defined for any v ∈ L2(Ω+ε ) by, for almost all (x1, x2, x3) ∈ Ω+ and (X1,X2) ∈ D,
T ε(v)(x1, x2, x3,X1,X2) =
⎧⎪⎪⎨⎪⎪⎩
v(pε + rεX1, qε + rεX2, x3),
if (x1, x2) ∈
]
εp − ε
2
, εp + ε
2
[
×
]
εq − ε
2
, εq + ε
2
[
, (p, q) ∈Nε,
0, if (x1, x2) ∈ ω \ ω˜ε.
(5.1)
We refer to Lemma 5.1 of [2] for the properties of this operator. Then, in order to take into account the necessary
rescaling on Ω−δ , we introduce the following new operator Πδ defined for any function v ∈ L2(Ω−δ ):
Πδ(v)(x1, x2,X3) = v(x1, x2, δX3) for (x1, x2,X3) ∈ Ω− = ω × ]−1,0[. (5.2)
Remark that Πδ(v) ∈ L2(Ω−). Indeed we have for any v ∈ L2(Ω−δ ) and any w ∈ L2(Ω−δ ),∫
Ω−
Πδ(v)Πδ(w)dx1 dx2 dX3 = 1
δ
∫
Ω−δ
vw dx1 dx2 dx3, (5.3)
∂Πδ(v)
∂xα
= Πδ
(
∂v
∂xα
)
for α = 1,2, (5.4)
∂Πδ(v)
∂X3
= δΠδ
(
∂v
∂x3
)
. (5.5)
Finally and since we will use a few oscillating test functions in Ω− in Section 8, we also introduce the usual
unfolding operator in homogenization theory (see [8] and [9]). The operator T ε− is defined on ω×]− 12 , 12 [2×]− 1,0[,
for almost all (x1, x2) ∈ ω and (X1,X2,X3) ∈ ]− 12 , 12 [2 × ]−1,0[, by:
T ε−(v)(x1, x2,X1,X2,X3) =
⎧⎪⎨⎪⎩
v(pε + εX1, qε + εX2,X3)
if (x1, x2) ∈
]
εp − ε
2
, εp + ε
2
[
×
]
εq − ε
2
, εq + ε
2
[
, and (p, q) ∈Nε,
0 if (x1, x2) ∈ ω \ ω˜ε.
(5.6)
The main properties of T ε− that we will use in this paper are recalled in Appendices A and B, and we refer to [8]
and [9] for the proofs and various applications in homogenization.
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As far as the fields defined in Ω+ are concerned, recalling Lemma 5.1 of [2] and the fact that r2 = k2ε2 = a2δ3,
we obtain from Lemma 4.4 above:
Lemma 6.1. If the forces satisfy conditions (4.47)–(4.49), then there exists a constant c (independent of δ), such that
(recall that ε = a
k
δ3/2)
δ
∥∥T ε(uδi )∥∥L2(Ω+×D)  c for i = 1,2,3, (6.1)∥∥T ε(γij (uδ))∥∥L2(Ω+×D)  cδ1/2 for i, j = 1,2,3, (6.2)
δ
∥∥T ε(U δ+i )∥∥L2(Ω+×D)  c for i = 1,2,3, (6.3)
δ
∥∥T ε(Rδ+i )∥∥L2(Ω+×D)  c for i = 1,2,3, (6.4)∥∥T ε(u¯δ+i )∥∥L2(Ω+×D)  cδ2 for i = 1,2,3, (6.5)⎧⎪⎪⎪⎨⎪⎪⎪⎩
∥∥∥∥ ∂∂Xα T ε(u¯δ+)
∥∥∥∥
(L2(Ω+×D))3
 cδ2 for α = 1,2,∥∥∥∥ ∂∂x3 T ε(u¯δ+)
∥∥∥∥
(L2(Ω+×D))3
 cδ 12 ,
(6.6)
∥∥T ε(σ δij )∥∥L2(Ω+×D)  cδ1/2 for i = 1,2,3. (6.7)
As far as the fields defined in Ω− are concerned, Lemmas 4.3, 4.4, the properties (5.3), (5.4) and (5.5) of Πδ and
those of T ε− recalled in Appendix A permit to obtain the following lemma:
Lemma 6.2. If the forces satisfy conditions (4.47)–(4.49), then there exists a constant c (independent δ), such that
(recall that ε = a
k
δ3/2) ∥∥Πδ(uδα)∥∥H 1(Ω−)  c for α = 1,2, (6.8)
δ
∥∥Πδ(uδ3)∥∥H 1(Ω−)  c, (6.9)∥∥Πδ(γij (uδ))∥∥L2(Ω−)  c for i, j = 1,2,3, (6.10)∥∥Πδ(σ δ−ij )∥∥L2(Ω−)  c for i, j = 1,2,3, (6.11)∥∥Πδ(u¯δ−i )∥∥L2(Ω−)  cδ for i = 1,2,3, (6.12)
for i = 1,2,3,
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∥∥Πδ(Du¯δ−i )∥∥(L2(Ω−))3  c∥∥∥∥ ∂∂xα Πδ(u¯δ−i )
∥∥∥∥
L2(Ω−)
 c for α = 1,2,∥∥∥∥ ∂∂X3 Πδ(u¯δ−i )
∥∥∥∥
L2(Ω−)
 cδ,
(6.13)
∥∥T ε−(Πδ(γij (uδ)))∥∥L2(Ω−×Y)  c for i, j = 1,2,3, (6.14)∥∥T ε−(Πδ(σ δij ))∥∥L2(Ω−×Y)  c for i, j = 1,2,3. (6.15)
Indeed, the two last lemmas together with the properties of T ε− recalled in Appendix A lead to the following weak
convergence results:
Lemma 6.3. Assume that the forces satisfy conditions (4.47)–(4.49).
For a subsequence still indexed by δ:
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that ε = a
k
δ3/2)
δT ε(uδi )⇀u0i + weakly in L2(Ω+ ×D) for i = 1,2,3, (6.16)
1
δ2
T ε(u¯δ+i )⇀ u¯0+i weakly in L2(Ω+,H 1(D)) for i = 1,2,3, (6.17)
– there exist U0i
+ ∈ L2(ω,H 1((0,L))), R0i + ∈ L2(ω,H 1((0,L))) for i = 1,2,3, and Z+ ∈ (L2(Ω+))3 such that,
as δ tends to zero,
δU δi
+
⇀ U0i
+
weakly in L2
(
ω,H 1
(
(0,L)
)) for i = 1,2,3, (6.18)
δRδi
+
⇀R0i
+
weakly in L2
(
ω,H 1
(
(0,L)
)) for i = 1,2,3, (6.19)
δ−1/2
(
∂U δ+
∂x3
−Rδ+ ∧ e3
)
⇀Z+ weakly in
(
L2(Ω+)
)3
, (6.20)
– there exist X+ij ∈ L2(Ω+ ×D) and Σ+ij ∈ L2(Ω+ ×D) for i, j = 1,2,3, such that, as δ tends to zero,
δ−1/2T ε(γij (uδ))⇀X+ij weakly in L2(Ω+ ×D) for i, j = 1,2,3, (6.21)
δ−1/2T ε(σ δij )⇀Σ+ij weakly in L2(Ω+ ×D) for i, j = 1,2,3. (6.22)
Lemma 6.4. Assume that the forces satisfy conditions (4.47)–(4.49).
For a subsequence still indexed by δ:
– there exist u0−i ∈ L2(Ω−) and u¯0
−
i ∈ L2(ω,H 1((−1,0))) for i = 1,2,3, such that, as δ tends to zero,
Πδ
(
uδα
)
⇀u0α
−
weakly in H 1(Ω−) for α = 1,2, (6.23)
δΠδ
(
uδ3
)
⇀u03
−
weakly in H 1
(
Ω−
)
, (6.24)
1
δ
Πδ
(
u¯δ
−
i
)
⇀ u¯0
−
i weakly in L
2(ω,H 1((−1,0))) for i = 1,2,3, (6.25)
– there exist U0i
− ∈ H 10 (ω), R0i
− ∈ H 10 (ω) for i = 1,2,3, and Z−α ∈ L2(ω) for α = 1,2, such that, as δ tends to
zero,
U δ−α ⇀ U0α
−
weakly in H 1(ω) for α = 1,2, (6.26)
δU δ−3 ⇀ U0
−
3 weakly in H
1(ω), (6.27)
δRδ−α ⇀R0α
−
weakly in H 1(ω) for α = 1,2, (6.28)
∂U δ−3
∂x1
+Rδ2− ⇀Z−1 weakly in L2(ω), (6.29)
∂U δ−3
∂x2
−Rδ1− ⇀Z−2 weakly in L2(ω), (6.30)
– there exist X−ij ∈ L2(Ω−) and Σ−ij ∈ L2(Ω−) for i, j = 1,2,3, such that, as δ tends to zero,
Πδ
(
γij
(
uδ
))
⇀X−ij weakly in L
2(Ω−) for i, j = 1,2,3, (6.31)
Πδ
(
σ δij
)
⇀Σ−ij weakly in L
2(Ω−) for i, j = 1,2,3. (6.32)
– there exist X−ij ∈ L2(Ω− × Y) and Σ−ij ∈ L2(Ω− × Y) for i, j = 1,2,3, such that, as δ tends to zero,
T ε−
(
Πδ
(
γij
(
uδ
)))
⇀X
−
ij weakly in L2
(
Ω− × Y ) for i, j = 1,2,3, (6.33)
T ε−
(
Πδ
(
σ δij
))
⇀Σ
−
ij weakly in L2
(
Ω− × Y ) for i, j = 1,2,3. (6.34)
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We begin with the limit fields defined in Lemma 6.3 for which the derivations are similar to the ones performed in
Section 5.4 of [2].
7.1. Relations between the limit fields in Ω+
Proceeding exactly as in Section 5.4 of [2], we deduce from (6.18)–(6.20) that
∂U01
+
∂x3
=R02
+ in Ω+, (7.1)
∂U02
+
∂x3
= −R01
+ in Ω+. (7.2)
Then U0α+ ∈ L2(ω,H 2((0,L))) for α = 1,2. We also have, still following Section 5.4 of [2], that
u0+α (x1, x2, x3,X1,X2) = U0α+(x1, x2, x3)
for almost any (x1, x2, x3) ∈ Ω+, (X1,X2) ∈ D, for α = 1,2. (7.3)
Now using (3.5), (6.16)–(6.19), we first get:
u0+3 (x1, x2, x3,X1,X2) = U0+3 (x1, x2, x3) for almost any (x1, x2, x3) ∈ Ω+, (X1,X2) ∈ D,
while estimate (4.16) then gives that U03
+ does not depend on x3, so that
u0+3 (x1, x2, x3,X1,X2) = U0+3 (x1, x2) for almost any (x1, x2, x3) ∈ Ω+, (X1,X2) ∈ D. (7.4)
To identify X+αβ , we proceed as in [2] and write (note that r = rε = kε),
rεT ε
(
γαβ
(
uδ
))= rεT ε(γαβ(u¯δ+))= Γαβ(T ε(u¯δ+)) a.e. in Ω+ ×D for α,β = 1,2,
and we recall the definition of Γαβ(v):
Γαβ(v) = 12 (∂Xβ vα + ∂Xαvβ) a.e. in Ω
+ ×D for α,β = 1,2.
Multiplying the above equality by 1
δ2
and using (6.17) and (6.21) yields:
aX+αβ = Γαβ
(
u¯0+
)
a.e. in Ω+ ×D for α,β = 1,2. (7.5)
As far as X+α3 for α = 1,2, is concerned, we use (6.17), (6.19), (6.20) and (6.21) and proceed as in [2],
X+13 =
1
2
[
Z+1 −X2a
∂R03
+
∂x3
+ 1
a
∂u¯0+3
∂X1
]
a.e. in Ω+ ×D,
or equivalently,
X+13 =
1
2
[
∂
∂X1
(
X1Z
+
1 +
1
a
u¯0+3
)
−X2a ∂R
0
3
+
∂x3
]
a.e. in Ω+ ×D. (7.6)
Similarly,
X+23 =
1
2
[
∂
∂X2
(
X2Z
+
2 +
1
a
u¯0+3
)
+X1a ∂R
0+
3
∂x3
]
a.e. in Ω+ ×D. (7.7)
To obtain the expression of X+33, we first introduce the sequence W
δ+
3 of L
2(ω;H 1(0,L)) through
Wδ+3 (x1, x2, x3) =
1
δ1/2
x3∫
∂U δ3
+
∂x3
(x1, x2, ζ )dζ = 1
δ1/2
(U δ3 +(x1, x2, x3)− U δ3 +(x1, x2,0)), (7.8)0
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Wδ3
+
⇀W0+3 weakly in L2
(
ω;H 1((0,L))). (7.9)
Since δ−1/2 ∂U
δ
3
+
∂x3
= ∂Wδ3
+
∂x3
, proceeding as in [2] leads to,
X+33 =
∂W0+3
∂x3
− aX1 ∂
2U0+1
∂x23
− aX2 ∂
2U0+2
∂x23
a.e. in Ω+ ×D. (7.10)
Once the above expressions of X+ij are obtained, using the constitutive law (2.13) and (6.21), (6.22) lead to,
Σ+11 =
1
a
[
(λ+ 2μ)Γ11
(
u¯0+
)+ λΓ22(u¯0+)]+ λ[∂W0+3
∂x3
− aX1 ∂
2U0+1
∂x23
− aX2 ∂
2U0+2
∂x23
]
, (7.11)
Σ+22 =
1
a
[
(λ+ 2μ)Γ22
(
u¯0+
)+ λΓ11(u¯0+)]+ λ[∂W0+3
∂x3
− aX1 ∂
2U0+1
∂x23
− aX2 ∂
2U0+2
∂x23
]
, (7.12)
Σ+12 = 2
μ
a
Γ12
(
u¯0+
)
, (7.13)
Σ+13 = μ
[
∂
∂X1
(
X1Z
+
1 +
1
a
u¯0+3
)
− aX2 ∂R
0+
3
∂x3
]
, (7.14)
Σ+23 = μ
[
∂
∂X2
(
X2Z
+
2 +
1
a
u¯0+3
)
+ aX1 ∂R
0+
3
∂x3
]
, (7.15)
Σ+33 = (λ+ 2μ)
(
∂W0+3
∂x3
− aX1 ∂
2U0+1
∂x23
− aX2 ∂
2U0+2
∂x23
)
+ λ
a
(
Γ11
(
u¯0+
)+ Γ22(u¯0+)), (7.16)
almost everywhere in Ω+ ×D.
7.2. Relations between the limit fields in Ω−
7.2.1. Limit displacement
In Ω−δ , we have by (3.9),
uδ1 = U δ1 − +
(
x3 + δ2
)
Rδ2
− + u¯δ−1 ,
so that in Ω−,
Πδ
(
uδ1
)= U δ1 − +(X3 + 12
)
δRδ2
− +Πδ(u¯δ−1 ).
Passing to the limit as δ tends to 0 in the above equality, using (6.23), (6.26) and (6.28), gives:
u01
− = U01
− +
(
X3 + 12
)
R02
−
. (7.17)
Proceeding as above for uδ2, we obtain that
u02
− = U02
− −
(
X3 + 12
)
R01
−
. (7.18)
As far as uδ3 is concerned, we have in ω
−
δ (still by (3.9)),
uδ3 = U δ−3 + u¯δ−3 ,
so that in Ω−
Πδ(uδ) = U δ− +Πδ(u¯δ−).3 3 3
D. Blanchard et al. / J. Math. Pures Appl. 88 (2007) 149–190 165Passing to the limit as δ tends to 0 with the help of (6.24), (6.25) and (6.27) leads to
u03
− = U03
−
, (7.19)
and in particular u03
− is independent of X3.
Let us now derive a standard relation betweenR0α− and U03
− in ω which leads to a Kirchhoff–Love’s displacement
for u0− in Ω−. Indeed (6.27), (6.28) and (6.29) show that
R01
− = ∂U
0
3
−
∂x2
, (7.20)
R02
− = −∂U
0
3
−
∂x1
, (7.21)
and we first deduce that U03
− ∈ H 20 (ω). Next, inserting (7.20) and (7.21) into (7.17) and (7.18) yields in Ω−,
u0α
− = U0α− −
(
X3 + 12
)
∂U03
−
∂xα
for α = 1,2, (7.22)
and this means that (u01
−
, u02
−
, u03
−
) is a displacement field of Kirchhoff–Love’s type.
7.2.2. Limit of the unfold deformation
In this subsection we derive the relations between the weak limit of the unfold deformation T ε−(Πδ(γij (uδ))) in
Ω− × Y and those of the unfold derivatives of U δ−, Rδ− and u¯δ− . We begin with a lemma which describes the
behaviors of U δ− , Rδ− and u¯δ− .
Lemma 7.1. Assume the forces satisfy conditions (4.47)–(4.49). Then there exist Û 0α , R̂0α , uˇ ∈ L2(ω,H 1per(Y )) for
α = 1,2, ˆ¯u0i ∈ L2(Ω−,H 1per(Y )) for i = 1,2,3, such that for a subsequence still indexed by δ,
T ε−
(U δα−)→ U0α− strongly in L2(ω × Y) for α = 1,2, (7.23)
T ε−
(
∂U δα−
∂xβ
)
⇀
∂U0α−
∂xβ
+ ∂Û
0
α
∂Xβ
weakly in L2(ω × Y) for α,β = 1,2, (7.24)
δT ε−
(U δ3 −)→ U0−3 strongly in L2(ω × Y), (7.25)
δT ε−
(
∂U δ3
−
∂xα
)
⇀
∂U0−3
∂xα
weakly in L2(ω × Y) for α = 1,2, (7.26)
δT ε−
(Rδα−)→R0α− strongly in L2(ω × Y) for α = 1,2, (7.27)
δT ε−
(
∂Rδα−
∂xβ
)
⇀
∂R0α−
∂xβ
+ ∂R̂
0
α
∂Xβ
weakly in L2(ω × Y) for α,β = 1,2, (7.28)
T ε−
(
∂U δ3
−
∂x1
+Rδ2−
)
⇀Z−1 +
∂uˇ
∂X1
weakly in L2(ω × Y), (7.29)
T ε−
(
∂U δ3
−
∂x2
+Rδ1−
)
⇀Z−2 +
∂uˇ
∂X2
weakly in L2(ω × Y), (7.30)
T ε−
(
Πδ
(
u¯δ
−
i
))→ 0 strongly in L2(Ω− × Y) for i = 1,2,3, (7.31)
1
δ
(T ε−(Πδ(u¯δ−i )))⇀ u¯0−i weakly in L2(ω × Y,H 1((−1,0))) for i = 1,2,3, (7.32)
T ε−
(
Πδ
(
∂u¯δ
−
i
))
⇀
∂ ˆ¯u0i weakly in L2(Ω− × Y) for i = 1,2,3 and α = 1,2, (7.33)
∂xα ∂Xα
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(
Πδ
(
∂u¯δ
−
i
∂x3
))
⇀
∂u¯0−i
∂X3
weakly in L2(Ω− × Y) for i = 1,2,3, (7.34)
as δ tends to 0. Moreover the functions ˆ¯u0i satisfy:
0∫
−1
ˆ¯u0i dX3 =
0∫
−1
(
X3 + 12
)
ˆ¯u0α dX3 = 0 a.e. in ω. (7.35)
Proof. Convergences (7.23)–(7.28), (7.31)–(7.34) are mainly direct consequences of Lemma A.1 of Appendix A.
Indeed by (6.26)–(6.28) one may assume that U δα−, δU δ3
−
and δRδα− strongly converge in L2(ω) so that Lemma A.1
of Appendix A shows that (7.23), (7.25) and (7.27) hold true. The same lemma also leads to the existence of Û 0i ,
R̂0α ∈ L2(ω,H 1per(Y )) such that (7.24) and (7.28) are valid and a priori,
δT ε−
(
∂U δ3
−
∂xα
)
⇀
∂U0−3
∂xα
+ ∂Û
0
3
∂Xα
weakly in L2(Ω− × Y) for α = 1,2. (7.36)
Actually Û 03 = 0. Indeed we have by (7.29):
δ
∥∥∥∥T ε−(∂U δ−3∂x1
)
+ T ε−
(Rδ2−)∥∥∥∥
L2(Ω−×Y)
 cδ,
and by (7.27) and (7.36),
δ
(
T ε−
(
∂U δ−3
∂x1
)
+ T ε−
(Rδ2−))⇀ ∂U0−3∂x1 + ∂Û
0
3
∂X1
+R02
−
weakly in L2(Ω− × Y).
In view of (7.21), we obtain ∂Û
0
3
∂X1
= 0. Similarly, (7.20) leads to ∂Û 03
∂X2
= 0. Since Û 03 is defined up to a constant
(it is only defined through its gradient with respect to (X1,X2); see Lemma A.1 of Appendix A), one obtains Û 03 = 0
and (7.26) is established.
As far as u¯δ−i is concerned, we have using (6.25),
1
δ
∥∥T ε−(Πδu¯δ−i )∥∥L2(Ω−×Y)  cδ ∥∥Πδu¯δ−i ∥∥L2(Ω−)  c, (7.37)
so which leads to (7.31).
Moreover (see Appendix A):
1
δ
∥∥∥∥ ∂∂Xα (T ε−(Πδu¯δ−i ))
∥∥∥∥
L2(Ω−×Y)
 ε
δ
∥∥∥∥ ∂∂xα (Πδu¯δ−i )
∥∥∥∥
L2(Ω−)
 cδ1/2 for i = 1,2,3 and α = 1,2,
by (6.13). Then (7.37) shows that the weak limit in L2(Ω− ×Y) of 1
δ
T ε−(Πδu¯δ
−
i ) is actually independent of (X1,X2).
Let us emphasize that this last result strongly uses ε
δ
→ 0. As a consequence of Lemma A.1(iv), we deduce that the
weak limits of 1
δ
T ε−(Πδu¯δ
−
i ) and
1
δ
Πδ(u¯δ
−
i ) are the same and (7.32) is proved.
The existence of ˆ¯u0 such that (7.33) holds true is a direct consequence of (6.13), (7.31) and Lemma A.1 of
Appendix A. Since
T ε−
(
Πδ
(
∂u¯δ
−
i
∂x3
))
= 1
δ
T ε−
(
∂
∂X3
Πδ
(
u¯δ
−
i
))= 1
δ
∂
∂X3
(T ε−(Πδ(u¯δ−i ))),
the convergence (7.32) implies (7.34).
To show that ˆ¯u0i satisfy (7.35), we recall the kinematic conditions (3.10) and (3.11) on u¯δ− . Then we have e.g.
by (3.10), T ε−(
∫ 0
−1
∂Πδ(u¯δ
−
i )
∂xα
dX3) = 0 so that (7.33) shows that
∫ 0
−1
∂ ˆ¯u0i
∂Xα
dX3 = 0. Then the function
∫ 0
−1 ˆ¯u
0
i dX3
is independent of the local variable (X1,X2). Proceeding identically, starting form (3.11) yields that the function∫ 0
(X3 + 1 ) ˆ¯u0α dX3 is also independent of (X1,X2). Since ˆ¯u
0
i is defined up to a function of X3, we obtain (7.35).−1 2
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the a priori estimates on U δ3
−
and Rδα−. Roughly speaking (7.29) and (7.30) show that the oscillations of the fields
∂U δ3
−
∂xα
±Rδβ− (α 	= β) can be asymptotically described by the gradient with respect to the local variable (X1,X2) of
a function uˇ ∈ L2(ω,H 1per(Y )), as if (Rδ2−,Rδ1−) was a gradient with respect to the variable (x1, x2). Actually, this
is a consequence of the H 1(ω)-estimate on Rδα− and to shorten the proof of the actual lemma, (7.29) and (7.30) are
established in Lemma B.1 of Appendix B. 
We are now in a position to identify the X−ij ’s which are defined in (6.33). Due to the decomposition (3.9) of uδ ,
γαβ
(
uδ
)= γαβ(U δ−)+ γαβ(Rδ− ∧ e3)(x3 + δ2
)
+ γαβ
(
u¯δ
−)
, (7.38)
γ13
(
uδ
)= 1
2
(
Rδ−2 +
∂U δ3
−
∂x1
+ ∂u¯
δ−
1
∂x3
+ ∂u¯
δ−
3
∂x1
)
, (7.39)
γ23
(
uδ
)= 1
2
(
−Rδ−1 +
∂U δ3
−
∂x2
+ ∂u¯
δ−
2
∂x3
+ ∂u¯
δ−
3
∂x2
)
, (7.40)
γ33
(
uδ
)= ∂u¯δ−3
∂x3
. (7.41)
Remark that Πδ(w) = w for any function w which is independent of x3.
Applying T ε− ◦Πδ to (7.38)–(7.41) and passing to the limit as δ tends to 0 with the help of Lemma 7.1 give:
X−αβ = γαβ
(U0−)+(X3 + 12
)
γαβ
(R0− ∧ e3)+ Γαβ(Û 0)+(X3 + 12
)
Γαβ
(R̂0 ∧ e3)+ Γαβ( ˆ¯u0), (7.42)
X−13 =
1
2
(
Z−1 +
∂u¯0
−
1
∂X3
+ ∂uˇ
∂X1
+ ∂ ˆ¯u
0
3
∂X1
)
, (7.43)
X−23 =
1
2
(
Z−2 +
∂u¯0
−
2
∂X3
+ ∂uˇ
∂X2
+ ∂ ˆ¯u
0
3
∂X2
)
, (7.44)
X−33 =
∂u¯0
−
3
∂X3
. (7.45)
7.3. Limit kinematic conditions
Proceeding again as in Section 5.5 of [2], we first obtain from (4.11), (6.18) on one hand, and (4.14), (6.19) on the
other hand,
U0α
+
(x1, x2,0) = 0 a.e. in ω for α = 1,2, (7.46)
and
R0+3 (x1, x2,0) = 0 a.e. in ω. (7.47)
By contrast with [2], here estimates (4.13) and (6.19) do not permit to conclude that the components R0+α vanish
on ω (and we will see later that this is not the case). We turn now to the continuity condition between U0+3 and U0
−
3
on ω and the argument is identical of that used in [2]. We consider the function defined by wδ = δuδ3 in Ω+ε and
wδ = δΠδ(uδ3) in Ω−. Since T ε(wδ) is bounded in L2(ω ×D,H 1((−1,L))) by (6.21) and (6.31), we can repeat the
argument used in [2] (see again Section 5.5) for uε3, with wδ in place of uε3, in order to obtain:
U0−3 (x1, x2) = U0
+
3 (x1, x2) in ω. (7.48)
Now we investigate the more intricate question of the transmission condition on R0+α (· , ·,0) on ω. To this end we
go back to the definition of Rδ+α (see (3.2) and (3.3)) and use the continuity of the trace of uδ on ω to write:
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1
I2r4
∫
Dpq
(x2 − εq)uδ3(x1, x2,0)dx1 dx2,
if (x1, x2) ∈
]
εp − ε
2
, εp + ε
2
[
×
]
εq − ε
2
, εq + ε
2
[
, (p, q) ∈N ε, (7.49)
Rδ+1 (x1, x2,0) = 0 if (x1, x2) ∈ ω \ ω˜ε.
Then we use the decomposition of uδ3 given in (3.9) which leads to,
δRδ+1 (x1, x2,0) = T δ1 + T δ2 , (7.50)
where T δ1 and T
δ
2 are the functions which are constant and equal to,
T δ1 =
δ
I2r4
∫
Dpq
(x2 − εq)U δ−3 (x1, x2)dx1 dx2,
T δ2 =
δ
I2r4
∫
Dpq
(x2 − εq)u¯δ−3 (x1, x2,0)dx1 dx2,
on each cell ]εp − ε2 , εp + ε2 [ × ]εq − ε2 , εq + ε2 [, (p, q) ∈ N ε , and T δ1 = T δ2 = 0 if (x1, x2) ∈ ω \ ω˜ε . In view of
(4.62) and (4.63) and since r2 = k2ε2 = a2δ3, we have:∥∥T δ2 ∥∥2L2(ω)  cδ,
so that T δ2 → 0 strongly in L2(ω).
As far as T δ1 is concerned, we write:
T δ1 =
δ
I2r
∫
D
X2U δ3
−
(pε + rX1, qε + rX2)dX1 dX2.
According to (6.27)–(6.30) the sequence {δU δ−3 } is actually compact in H 1(ω) and converges to U0
−
3 . We refer now
to Lemma A.2(ii) of Appendix A to claim that
T δ1 →
∂U0−3
∂x2
strongly in L2(ω), (7.51)
as δ → 0.
Then passing to the limit in (7.50), and with an identical proof for Rδ+2 , we obtain in view of (6.19), (7.1), (7.2),
(7.51),
R01
+ = −∂U
0
2
+
∂x3
= ∂U
0
3
−
∂x2
in ω, (7.52)
R02
+ = ∂U
0
1
+
∂x3
= −∂U
0
3
−
∂x1
in ω, (7.53)
which are the kinematic transmission between the flexion in the rods and in the plate.
To end this subsection, let us notice that the kinematic conditions (3.10) and (3.11) on u¯δ−i together with the
definition (6.25) of u¯0−i give:
0∫
−1
u¯0
−
i dX3 = 0 a.e. in ω for i = 1,2,3, (7.54)
0∫
−1
(
X3 + 12
)
u¯0
−
α dX3 = 0 a.e. in ω for α = 1,2. (7.55)
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8.1. Derivation of u¯0+ and R0+3
Let us remark that, since ε ∼ δ3/2 the ratios between the order of the estimates on T ε(σ δ), T ε(u¯δ+) and T ε(Rδ+3 )
are exactly the same as in [2]. Using the expressions (7.11)–(7.16) of Σ+ij and repeating exactly the argument
developed in Sections 6.1 and 6.2 of [2] permit to obtain u¯0+3 =R0+3 = 0, and
u¯0
+
1 = ν
{
−aX1 ∂W
0+
3
∂x3
+ a2 X
2
1 −X22
2
∂2U0+1
∂x23
+ a2X1X2 ∂
2U0+2
∂x23
}
,
u¯0
+
2 = ν
{
−aX2 ∂W
0+
3
∂x3
+ a2X1X2 ∂
2U0+1
∂x23
+ a2 X
2
2 −X21
2
∂2U0+2
∂x23
}
,
where ν = λ2(λ+μ) is the Poisson’s coefficient of the material.
As a consequence, we obtain:
Σ+11 = Σ+22 = Σ+12 = Σ+13 = Σ+23 = 0 a.e. in Ω+ ×D, (8.1)
Σ+33 = E
(
∂W0+3
∂x3
− aX1 ∂
2U0+1
∂x23
− aX2 ∂
2U0+2
∂x23
)
a.e. in Ω+ ×D, (8.2)
where E = μ(3λ+2μ)
λ+μ is the Young’s modulus of the elastic material.
8.2. Derivation of W0+3
We recall the definition (7.8) of Wδ3
+
so that Wδ3
+
(x1, x2,0) = 0 and then by (7.9),
W0+3 (x1, x2,0) = 0 a.e. in ω. (8.3)
In order to show that W0+3 = 0 in Ω+, we repeat the analysis of Section 6.3 of [2] with W0
+
3 in place of U03 and
for a test function v = (0,0, v3) with v3 ∈ C∞0 (ω×]0,L]). We obtain:
2
∫
Ω+×D
Σ+13γ13(v)dx1 dx2 dx3 dX1 dX2 + 2
∫
Ω+×D
Σ+23γ23(v)dx1 dx2 dx3 dX1 dX2
+
∫
Ω+×D
Σ+33γ33(v)dx1 dx2 dx3 dX1 dX2 = lim
ε→0
∫
Ω+×D
T ε(f+3 )T ε(v3)dx1 dx2 dx3 dX1 dX2.
In view of the assumption (4.47), we have T ε(f+3 ) = δ2T ε(F+3 ) and then, using (8.1):∫
Ω+×D
Σ+33γ33(v)dx1 dx2 dx3 dX1 dX2 = 0.
By recalling now the expression (8.2) of Σ+33, we find that W0+3 ∈ L2(ω,H 1(0,L)) is a solution of the problem
(see again Section 6.3 of [2]):
∂2W0+3
∂x23
= 0 in Ω+,
∂W0+3
∂x3
= 0 on ω × {L},
which together with the boundary condition (8.3) yields,
W0+3 = 0 in Ω+. (8.4)
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In this subsection, we prove that uˆ0 = R̂0 = uˇ = ˆ¯u0 = 0. Let us emphasize that this result is not only the
consequence of the homogeneous character of the plate Ω−, it is also strongly linked to the fact that ε
δ
tends to 0. This
means that even for a homogeneous material plate Ω−, if ε
δ
does not tends to 0 (for example if δ = ε) then the periodic
character of the rods above the plate may induce microscopic effects on the limit model in Ω−. This phenomenon
has already investigated in [3] for a conduction problem. We will examine the case δ = ε for the elastic problem in a
forthcoming paper.
In order to focus on the microscopic behavior of σ δij in Ω
−
δ , we choose in (2.19) the following test function:
vi(x1, x2, x3) = εϕ(x1, x2)ψ
(
x3
δ
)
χi
(
x1 − pε
ε
,
x2 − qε
ε
)
, (8.5)
where ϕ ∈ C∞0 (ω), ψ ∈ C∞0 ((−1,0)) and χi ∈ H 1per(Y ). Remark that, since ϕ and ψ are smooth and χi is periodic,
we have vi ∈ V ε (V ε is defined in (2.18) with r2 = k2ε2 = a2δ3), and also vi = 0 in Ω+ε .
Transforming
∫
Ω−δ
∑3
i,j=1 σ δij γij (v) by application of T ε− ◦Πδ (see (5.3) and Appendix A), we obtain (for ε small
enough such that suppϕ ⊂ ω˜ε):
δ
∫
Ω−×Y
T ε−
(
Πδ
(
σ δij
))T ε−(Πδ(γij (v)))dx1 dx2 dX3 dX1 dX2
= δ
2∑
α=1
∫
Ω−×Y
T ε−
(
F−α
)T ε−(Πδvα)dx1 dx2 dX3 dX1 dX2
+ δ2
∫
Ω−×Y
T ε−
(
F−3
)T ε−(Πδv3)dx1 dx2 dX3 dX1 dX2. (8.6)
To pass to the limit as ε tends to 0 and δ tends to 0 in (8.6), we first notice that
T ε−(Πδvi) = ε
(T ε−ϕ)(x1, x2,X1,X2)ψ(X3)χi(X1,X2) for i = 1,2,3,
so that
T ε−(Πδvi) → 0 strongly in L2
(
Ω− × Y ) for i = 1,2,3, (8.7)
as δ tends to zero. Moreover,
T ε−
(
F−i
)→ F−i strongly in L2(Ω− × Y ) for i = 1,2,3. (8.8)
Then, using the rules (5.4), (5.5) and Appendix A to commute the spatial derivatives with the operators T ε− and Πδ ,
T ε−
(
Πδγαβ(v)
)= εψ[T ε−(ϕ)1εΓαβ(χ)− 12
(
T ε−
(
∂ϕ
∂xα
)
χβ + T ε−
(
∂ϕ
∂xβ
)
χα
)
(δαβ − 1)+ T ε−
(
∂ϕ
∂xα
)
χβδαβ
]
,
(8.9)
T ε−
(
Πδγα3(v)
)= ε
2
[
1
δ
ψ ′T ε−(ϕ)χα + T ε−
(
∂ϕ
∂xα
)
χ3ψ +ψϕ 1
ε
∂χ3
∂Xα
]
, (8.10)
T ε−
(
Πδγ33(v)
)= ε
δ
ψ ′T ε−(ϕ)χ3. (8.11)
By using now to the strong convergence of T ε−(ϕ) and of T ε−( ∂ϕ∂xα ) for α = 1,2, in L2(ω × Y), and using the fact
that ε
δ
→ 0, we obtain:
T ε−
(
Πδγαβ(v)
)→ ψϕΓαβ(χ) strongly in L2(Ω− × Y ), (8.12)
T ε−
(
Πδγα3(v)
)→ 1ψϕ ∂χ3 strongly in L2(Ω− × Y ), (8.13)
2 ∂Xα
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(
Πδγ33(v)
)→ 0 strongly in L2(Ω− × Y ), (8.14)
as δ tends to 0.
At last, the constitutive law (2.13) together with the convergence (6.33) and (6.34) lead to,
Σ −ij = λ
( 3∑
k=1
X−kk
)
δij + 2μX−ij for i, j = 1,2,3. (8.15)
Passing to the limit in (8.6) is now easy in view of (8.7), (8.8), (8.12)–(8.15) and it yields:
2∑
α,β=1
∫
Ω−×Y
ψϕΣ−αβΓαβ(χ)dx1 dx2 dX3 dX1 dX2
+
2∑
α=1
∫
Ω−×Y
ψϕΣ−α3
∂χ3
∂Xα
dx1 dx2 dX3 dX1 dX2 = 0. (8.16)
Eq. (8.16) only concerns the local variables dependent fields Û 0, R̂0 and ˆ¯u0. Indeed the expression (8.15) of Σ−ij
together with the values (7.42)–(7.45) of X−ij show that the contribution of the macroscopic fields U0
−
, R0− and u¯0−
vanish in (8.16) because χ is periodic with respect to the variables (X1,X2) (recall that ϕ(x1, x2),ψ(X3)) and the
plate is homogeneous.
Recall that Eq. (8.16) is valid for any function ϕ ∈ C∞0 (ω) and any function ψ ∈ C∞0 ((−1,0)) (and any
χ ∈ (H 1per(Y ))3). Then it is true for any, say, ϕ ∈ C(ω) (which is standard for a local problem) but also for any
ψ ∈ C([−1,0]) which is a consequence of (8.14) that itself comes from the fact that ε
δ
→ 0 (see (8.11)). This means
that the local problem (8.16) is independent of the periodic asymptotic behavior of the rods on the surface x3 = 0 as
soon as ε
δ
→ 0. This will lead to the nullity of the local fields Û 0, R̂0 and ˆ¯u0 as shown below.
We localize (8.16) with respect to (x1, x2) ∈ ω. Then we first choose χ3 = 0 and define the displacement,
uˆ1(x1, x2,X3,X1,X2) = Û 01 (x1, x2,X1,X2)+
(
X3 + 12
)
R̂02 (x1, x2,X1,X2)+ ˆ¯u
0
1(x1, x2,X3,X1,X2),
uˆ2(x1, x2,X3,X1,X2) = Û 02 (x1, x2,X1,X2)−
(
X3 + 12
)
R̂01(x1, x2,X1,X2)+ ˆ¯u
0
1(x1, x2,X3,X1,X2)
and we obtain:
2∑
α,β=1
0∫
−1
∫
Y
[
λ
( 2∑
k=1
Γkk(uˆ)
)
I + 2μΓαβ(uˆ)
]
Γαβ(χ)ψ(X3)dX1 dX2 dX3 = 0 a.e. in ω, (8.17)
for any (χ1, χ2) ∈ (H 1per(Y ))2. Remark that uˆα ∈ L2(Ω−,H 1per(Y )) and that one can always assume that∫
Y
uˆα dX1 dX2 = 0 for α = 1,2.
For almost X3 ∈ ]−1,0[, Problem (8.17) is then an elastic 2d-problem with periodic boundary conditions on ∂Y
and with no applied forces. As a consequence of a standard result, we obtain uˆα = 0, α = 1,2. Now because of (7.35),
Û 0α =
0∫
−1
uˆα dX3 = 0,
R̂01 = −
1
12
0∫
−1
(
X3 + 12
)
uˆ2 dX3 = 0, (8.18)
R̂02 =
1
12
0∫ (
X3 + 12
)
uˆ1 dX3 = 0,−1
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It remains to show that ˆ¯u03 = 0. To this end, we choose χα = 0, α = 1,2, in (8.16) and this gives:
0∫
−1
∫
Y
μ
[
∂
∂X1
(
uˇ+ ˆ¯u03
) ∂χ3
∂X1
+ ∂
∂X2
(
uˇ+ ˆ¯u03
) ∂χ3
∂X2
]
ψ(X3)dX1 dX2 dX3 = 0, (8.19)
for any χ3 ∈ H 1per(Y ) and for almost any (x1, x2) ∈ ω.
Since uˇ+ ˆ¯u03 ∈ L2(Ω−,H 1per(Y )) and
∫
Y
(uˇ+ ˆ¯u03)dX1 dX2 = 0, we obtain uˇ+ ˆ¯u
0
3 = 0 for a.e. (x1, x2) ∈ ω and a.e.
X3 ∈ ]−1,0[ which in turn implies that uˇ = 0 and ˆ¯u03 = 0 because of (7.35).
As a conclusion of this subsection, since Û 0 = R̂0 = ˆ¯u0 = uˇ = 0, the weak limits X−ij and Σ−ij on one hand and
X−ij and Σ
−
ij on the other hand are the same and in particular:
Σ−αβ = Σ−αβ = λ
( 2∑
z=1
[
γzz
(U0−)+(X3 + 12
)
γzz
(R0− ∧ e3)]+ ∂u¯ 03−
∂X3
)
δαβ
+ 2μ
(
γαβ
(U0−)+(X3 + 12
)
γαβ
(R0− ∧ e3)+ Γαβ(u¯0)) for α = 1,2, (8.20)
Σ−α3 = Σ−α3 = μ
(
Z−α +
∂u¯ 0α
−
∂X3
)
for α = 1,2. (8.21)
Σ−33 = Σ−33 = λ
( 2∑
z=1
[
γzz
(U0−)+(X3 + 12
)
γzz
(R0− ∧ e3)]+ ∂u¯ 03−
∂X3
)
+ 2μ∂u¯
0
3
−
∂X3
. (8.22)
Remark 8.1. Although this is not the goal of the present paper, let us briefly explain how the analysis developed above
may permit to handle the case where the elastic coefficients λ1,μ1 in the rods are different from the plate ones λ2,μ2
and for the physical case where the rods Ω+ε are clamped into the plate. This means that each rod would have a length
equal to δ+L so that the elastic coefficients in the plate would be λ(x1, x2) = λ1χDεpq (x1, x2)+λ2(1−χDεpq (x1, x2)),
μ(x1, x2) = μ1χDεpq (x1, x2)+μ2(1 − χDεpq (x1, x2)) if (x1, x2) ∈ ω˜ε and λ(x1, x2) = λ2, μ(x1, x2) = μ2 if (x1, x2) ∈
ω \ ω˜ε . Then the right hand side of (8.16) is not zero and it involves the macroscopic fields U0− , R0− and u¯0− . It
results two right hand sides with the same dependence in the two uncoupled problems (8.17) and (8.19). Using the
relations (8.18) and the properties of uˇ and ˆ¯u03, each field Û 0α , R̂0α , ˆ¯u
0
α , uˇ and ˆ¯u
0
3 can be expressed in terms of U0
−
,R0−
and u¯0− . Inserting this dependence into (7.42)–(7.45), one obtains a constitutive law between U0−, R0−, u¯0− and Σ
which takes into account the homogenization process in the plate Ω−. With this new constitutive law, the analysis
that follows may be achieved with the same tools (as far as homogenization of plate models are concerned the reader
is referred to [10]).
8.4. Derivation of u¯0− and Z−1 , Z−2
We prove that Z−α = u¯0−α = 0 for α = 1,2 and we give the expression of u¯0−3 as a function of U0
−
.
We start with (2.19) and plug the test function,
vα(x1, x2, x3) = δϕα(x1, x2)ψ
(
x3
δ
)
for α = 1,2,
v3(x1, x2, x3) = 0,
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application of Πδ (the test function is identically 0 on Ω+ε ), it gives after passing to the limit as δ → 0 (using (8.21)),
2∑
α=1
∫
Ω−
ϕα
(
Z−α +
∂u¯ 0α
−
∂X3
)
ψ ′ dx1 dx2 dX3 = 0.
Since the ϕα’s are arbitrary in C∞0 (ω) and Z−α ∈ L2(ω), we obtain:
Z−α X3 + u¯ 0α− = 0 for a.e. (x1, x2,X3) ∈ Ω− and α = 1,2.
Using now the kinematic conditions (7.54) and (7.55) on u¯ 0α
−
, it is easy to deduce that u¯ 0α
− = Z−α = 0. In order to
derive u¯ 0−3 , we use, as test function in (2.19),
vα(x1, x2, x3) = 0,
v3(x1, x2, x3) = δϕ(x1, x2)ψ
(
x3
δ
)
,
where ϕ ∈ C∞0 (ω), ψ ∈ C∞([−1,0]) and ψ(0) = 0. Proceeding as above now leads to (using (8.22)),∫
Ω−
ϕ
[
λ
( 2∑
α=1
∂U0α−
∂xα
+
(
X3 + 12
)
∂R02
−
∂x1
−
(
X3 + 12
)
∂R01
−
∂x2
)
ψ ′ + (λ+ 2μ)∂u¯
0−
3
∂X3
ψ ′
]
= 0.
According to (7.20) and (7.21) and to the kinematic conditions (7.54) and (7.55) on u¯0−3 , the solution of the above
problem is given by (see [22]):
u¯0
−
3 =
λ
λ+ 2μ
[
−
(
X3 + 12
)(
∂U0−1
∂x1
+ ∂U
0−
2
∂x2
)
+
(
(X3 + 12 )2
2
− 1
24
)
U03
−
]
. (8.23)
As a conclusion of this subsection we have, through inserting (8.23) into (8.20)–(8.22) and in (7.42)–(7.45)
Σ−11 = Σ−11 =
E
1 − ν2
[(
∂U01
−
∂x1
−
(
X3 + 12
)
∂2U03
−
∂x21
)
+ ν
(
∂U02
−
∂x2
−
(
X3 + 12
)
∂2U03
−
∂x22
)]
, (8.24)
Σ−22 = Σ−22 =
E
1 − ν2
[(
∂U02
−
∂x2
−
(
X3 + 12
)
∂2U03
−
∂x22
)
+ ν
(
∂U01
−
∂x1
−
(
X3 + 12
)
∂2U03
−
∂x21
)]
, (8.25)
Σ−12 = Σ−12 = μ
(
∂U01
−
∂x2
+ ∂U
0
2
−
∂x1
− 2
(
X3 + 12
)
∂2U03
−
∂x1∂x2
)
, (8.26)
Σ−13 = Σ−23 = Σ−33 = Σ−13 = Σ−23 = Σ−33 = 0. (8.27)
X−αβ = X−αβ = γαβ
(U0−)−(X3 + 12
)
∂2U0−3
∂xα∂xβ
, (8.28)
X−α3 = 0 for α = 1,2, (8.29)
X−33 = X−33 =
λ
λ+ 2μ
[
−
(
∂U01
−
∂x1
+ ∂U
0
2
−
∂x2
)
+
(
X3 + 12
)
U0−3
]
. (8.30)
The two next sections are devoted to derive the PDE’s of the limit problem.
9. The uncoupled “membrane” model in Ω−
For a single plate Ω− = ω × ]−1,0[, the very standard method to obtain the “membrane” equation in ω consists
in choosing in the variational formulation a test function of the type vα(x1, x2), α = 1,2 and v3 = 0 with vi smooth
enough and vα = 0 on ∂ω. It results a deformation field such that γi3(v) = 0 in Ω−δ , for i = 1,2,3. For the present
problem under investigation, this simple choice of the test function in (2.19) indeed involves a contribution of the part
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with the structure of the field vα(x1, x2), v3 = 0 (see [2]). This means that we have to choose a test function in (2.19)
which does not depend on x3 and which vanishes in Ω+ε . Then it has to depend on the “microscopic” variables
x1−pε
ε
,
x2−qε
ε
, i.e. it exhibits oscillations with respect to x1, x2. As a consequence we will have to deal with an oscillating
test function of (x1, x2) in ω. This is the very reason why we introduce the unfold periodic fields of γij (uδ) and σ δij in
Ω−δ , even if Ω
−
δ is homogeneous.
We are now in a position to construct an adequate test function in (2.19). Let us consider a function Φ ∈ H 10 (Y )
such that Φ = 1 in Dk (here Dk = D(0, k)). Let Vα be in C∞0 (ω) for α = 1,2. We define then the functions in Ωε:
vεα(x1, x2) = Φ
(
x1 − pε
ε
,
x2 − qε
ε
)
Vα(pε, qε)+
(
1 −Φ
(
x1 − pε
ε
,
x2 − qε
ε
))
Vα(x1, x2),
for α = 1,2, for (x1, x2) ∈
]
εp − ε
2
, εp + ε
2
[
×
]
εq − ε
2
, εq + ε
2
[
, (p, q) ∈N ε. (9.1)
Remark that vεα is well defined for ε small enough such that supp(Vα) ⊂ ω˜ε . Indeed vε = (vε1, vε2,0) ∈ Vε
(see (2.18)) and it is then an admissible test function in (2.19). Moreover, since Φ = 1 in Dk and vε3 = 0, we have:
γij
(
vε
)= 0 a.e. in Ω+ε for i, j = 1,2,3, (9.2)
and, in Ω−δ
γαβ
(
vε
)
(x1, x2) =
(
1 −Φ
(
x1 − pε
ε
,
x2 − qε
ε
))
γαβ(V )(x1, x2)
+ 1
2ε
[(
Vα(pε, qε)− Vα(x1, x2)
) ∂Φ
∂Xβ
(
x1 − pε
ε
,
x2 − qε
ε
)
+ (Vβ(pε, qε)− Vβ(x1, x2)) ∂Φ
∂Xα
(
x1 − pε
ε
,
x2 − qε
ε
)]
for α,β = 1,2, for (x1, x2) ∈
]
εp − ε
2
, εp + ε
2
[
×
]
εq − ε
2
, εq + ε
2
[
, (p, q) ∈N ε. (9.3)
γi3
(
vε
)= 0 a.e. in Ω−δ for i = 1,2,3. (9.4)
Defining the piecewise constant function V˜ εα by (see Section 5.5 of [2]),⎧⎨⎩ V˜ εα (x1, x2) = Vα(pε, qε) if (x1, x2) ∈
]
εp − ε
2
, εp + ε
2
[
×
]
εq − ε
2
, εq + ε
2
[
,
V˜ εα (x1, x2) = 0 otherwise,
(9.5)
and applying T ε− ◦Πδ to (9.3) yields:
T ε−
(
Πδ
(
γαβ(v
ε)
))= (1 −Φ(X1,X2))T ε−(Πδγαβ(V ))
+ 1
2ε
[(
V˜ εα − T ε−
(
ΠδVα
)) ∂Φ
∂Xβ
+ (V˜ εβ − T ε−(ΠδVβ)) ∂Φ∂Xα
]
a.e. in Ω− × Y, (9.6)
while (9.4) gives:
T ε−
(
Πδ
(
γi3
(
vε
)))= 0 a.e. in Ω− × Y. (9.7)
Now since γij (vε) = 0 in Ω+ε , starting with (2.19) with v = vε gives (as soon as supp(vεα) ⊂ ω˜ε , for α = 1,2), i.e.
3∑
i,j=1
∫
Ω−×Y
T ε−
(
Πδ
(
σ δij
))T ε−(Πδ(γij (vε)))dx1 dx2 dx3 dX1 dX2
=
2∑
α=1
∫
−
T ε−
(
F−α
)T ε−(Πδvεα)dx1 dx2 dx3 dX1 dX2. (9.8)
Ω ×Y
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of [2]),
T ε−
(
Πδ
(
vεα
))= ΦV˜ εα + (1 −Φ)T ε−(Vα) a.e. in Ω− × Y,
so that applying Lemma A.1 of Appendix A ( and since e.g. V˜ εα → Vα strongly in L∞(Ω− × Y)),
T ε−
(
Πδ
(
vεα
))→ Vα strongly in L2(Ω− × Y ) for α = 1,2,
as ε tends to zero. We obtain from (9.8):
lim
ε→0
2∑
α,β=1
∫
Ω−×Y
T ε−
(
Πδ
(
σ δαβ
))T ε−(Πδ(γαβ(vε)))dx1 dx2 dx3 dX1 dX2
=
2∑
α=1
∫
Ω−×Y
F−α Vα dx1 dx2 dx3 dX1 dX2. (9.9)
To compute the limit in (9.9), we first use the smooth character of γαβ(V ) to obtain
T ε−
(
Πδ
(
γαβ(V )
))→ γαβ(V ) strongly in L2(Ω− × Y ) for α = 1,2, (9.10)
as ε tends to zero.
Then we refer to a result established in Lemma A.1(iii) of Appendix A, namely
1
ε
[
V˜ εα − T ε−
(
ΠδVα
))] → −∂Vα
∂x1
X1 − ∂Vα
∂x2
X2 strongly in L2
(
Ω− × Y ) for α = 1,2, (9.11)
as ε → 0. In view of (6.34), (8.15), (9.4)–(9.7), (9.10) and (9.11), the equality (9.9) implies that
2∑
α,β=1
∫
Ω−×Y
Σ−αβ
[
(1 −Φ)γαβ(V )− 12
(
∂Vα
∂x1
X1 + ∂Vα
∂x2
X2
)
∂Φ
∂Xβ
− 1
2
(
∂Vβ
∂x1
X1 + ∂Vβ
∂x2
X2
)
∂Φ
∂Xα
]
dx1 dx2 dX1 dX2 =
2∑
α=1
∫
Ω−
FαVα dx1 dx2, (9.12)
for any Vα ∈ C∞0 (ω), α = 1,2, and any Φ ∈ H 10 (Y ) such that Φ = 1 in Dk .
Now, remark that for Φ ∈ H 10 (Y ),∫
Y
∂Φ
∂Xα
Xγ dX1 dX2 = −δαγ
∫
Y
Φ dX1 dX2 for α,γ = 1,2.
Then, we have for α,β = 1,2,
2∑
γ=1
∂Vα
∂xγ
∫
Y
Xγ
∂Φ
∂Xβ
dX1 dX2 = −∂Vα
∂xβ
∫
Y
Φ dX1 dX2
and
2∑
γ=1
∂Vβ
∂xγ
∫
Y
Xγ
∂Φ
∂Xα
dX1 dX2 = −∂Vβ
∂xα
∫
Y
Φ dX1 dX2.
It follows, from (9.12) and because Σ−αβ does not depend on (X1,X2) (see (8.24)–(8.26)), that
2∑
α,β=1
∫
−
Σ−αβ
[
γαβ(V )
∫
(1 −Φ)dX1 dX2 + γαβ(V )
∫
Φ dX1 dX2
]
dx1 dx2 =
2∑
α=1
∫
−
FαVα dx1 dx2,
Ω Y Y Ω
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2∑
α,β=1
∫
Ω−
Σ−αβγαβ(V )dx1 dx2 =
2∑
α=1
∫
Ω−
FαVα dx1 dx2, (9.13)
for any Vα ∈ C∞0 (ω), α = 1,2.
In view of the expressions (8.24)–(8.26) of Σ−αβ = Σ−αβ , the variational problem (9.13) (indeed by density, one can
take Vα ∈ H 10 (ω), for α = 1,2) is the standard “membrane” problem for (U01
−
,U02
−
) ∈ H 10 (ω), which reads as
E
1 − ν2
∫
ω
[
(1 − ν)
2∑
α,β=1
γαβ
(U0−)γαβ(V )+ ν 2∑
δ=1
γδδ
(U0−) 2∑
δ=1
γδδ(V )
]
dx1 dx2
=
∫
ω
( 0∫
−1
F−α dX3
)
Vα dx1 dx2, (9.14)
for any V = (V1,V2) ∈ (H 10 (ω))2.
10. The coupled model for the bending in the rods and in the plate
In view of the transmission conditions (7.52) and (7.53) on ω between (U01
+
,U02
+
) (which describes the bending
in the rods) and U03
− (which describes the bending in the plate), we have to build a test function in Ωε in such a
way that these two behaviors are coupled after passing to the limit as ε tends to 0. Then, roughly speaking, this test
function must be a displacement of Bernoulli–Navier’s type in Ω+ε (see e.g. Section 6.2 of [2]) and a displacement
of Kirchhoff–Love’s type in Ω−δ . As a consequence and as in the previous section, this leads to deal with oscillating
functions in Ω−δ . Recall that we denote by Φ a function in H 10 (Y ) such that Φ = 1 in Dk .
Let us consider φ and V3 in C∞0 (ω) and z1, z2 ∈ C∞0 ((0,L]). We construct a test field vε = (vε1, vε2, vε3) ∈ Vε as
follows. In Ω+ε , we set for (x1, x2) ∈Dεpq ((p, q) ∈Nε) and x3 ∈ [0,L],
vεα(x1, x2, x3) =
1
δ
[
ϕ(εp, εq)zα(x3)− ∂V3
∂xα
(εp, εq)
(
x3 + δ2
)]
, (10.1)
vε3(x1, x2, x3) =
1
δ
[
V3(εp, εq)− (x1 − εp)
(
ϕ(εp, εq)z′1(x3)−
∂V3
∂x1
(εp, εq)
)
− (x2 − εq)
(
ϕ(εp, εq)z′2(x3)−
∂V3
∂x2
(εp, εq)
)]
. (10.2)
Remark again that vεi is well defined in Ω+ε for ε small enough, since ϕ and V3 have compact support in ω.
In Ω−δ , we set:
vεα(x1, x2, x3) =
1
δ
(
x3 + δ2
)[
Φ
(
x1 − εp
ε
,
x2 − εq
ε
)(
−∂V3
∂xα
(εp, εq)
)
+
(
1 −Φ
(
x1 − εp
ε
,
x2 − εq
ε
))(
−∂V3
∂xα
(x1, x2)
)]
for α = 1,2, (10.3)
vε3(x1, x2, x3) =
1
δ
[
Φ
(
x1 − εp
ε
,
x2 − εq
ε
)(
V3(εp, εq)+ (x1 − εp)∂V3
∂x1
(εp, εq)
+ (x2 − εq)∂V3
∂x2
(εp, εq)
)
+
(
1 −Φ
(
x1 − εp
ε
,
x2 − εq
ε
))
V3(x1, x2)
]
, (10.4)
for (x1, x2) ∈ ]εp− ε2 , εp+ ε2 [× ]εq − ε2 , εq + ε2 [ ((p, q) ∈Nε) and x3 ∈]− δ,0[ (remark again that vεi is well defined
in Ω− since V3 has a compact support).δ
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match at x3 = 0 because Φ = 1 in Dk and zα ∈ C∞0 ((0,L]) (z1(0) = z2(0) = z′1(0) = z′2(0) = 0)
Proceeding as in Section 6.2 of [2], we have since ϕ, z1, z2 and V3 are smooth,
δT ε(vεα) → ϕzα − x3
∂V3
∂xα
strongly in L2
(
Ω+ ×D) for α = 1,2, (10.5)
δT ε(vε3)→ V3 strongly in L2(Ω+ ×D), (10.6)
and
T ε−
(
Πδ
(
vεα
))→ −(X3 + 12
)
∂V3
∂xα
strongly in L2
(
Ω− × Y ) for α = 1,2, (10.7)
δT ε−
(
Πδ
(
vε3
))→ V3 strongly in L2(Ω− × Y), (10.8)
as ε tends to 0 (or as δ tends to 0).
We now derive the deformations γij (vε) separately in Ω+ε and Ω−δ . First, an easy calculation shows that
γij
(
vε
)= 0 in Ω+ε for (i, j) 	= (3,3), (10.9)
and
γ33
(
vε
)= −1
δ
[
(x1 − εp)ϕ(εp, εq)z′′1(x3)+ (x2 − εq)ϕ(εp, εq)z′′2(x3)
]
in Ω+ε . (10.10)
Next in Ω−δ , we have:
γαα
(
vε
)= 1
δ
(
x3 + δ2
)[
1
ε
∂Φ
∂Xα
(
x1 − εp
ε
,
x2 − εq
ε
)(
∂V3
∂xα
(x1, x2)− ∂V3
∂xα
(εp, εq)
)
−
(
1 −Φ
(
x1 − εp
ε
,
x2 − εq
ε
))
∂2V3
∂x2α
(x1, x2)
]
for α = 1,2, (10.11)
γ12
(
vε
)= 1
δ
(
x3 + δ2
)[
1
2ε
∂Φ
∂X1
(
x1 − εp
ε
,
x2 − εq
ε
)(
∂V3
∂x2
(x1, x2)− ∂V3
∂x2
(εp, εq)
)
+ 1
2ε
∂Φ
∂X2
(
x1 − εp
ε
,
x2 − εq
ε
)(
∂V3
∂x1
(x1, x2)− ∂V3
∂x1
(εp, εq)
)
−
(
1 −Φ
(
x1 − εp
ε
,
x2 − εq
ε
))
∂2V3
∂x1∂x2
(x1, x2)
]
, (10.12)
γα3
(
vε
)= 1
2εδ
∂Φ
∂Xα
(
x1 − εp
ε
,
x2 − εq
ε
)[
V3(εp, εq)− V3(x1, x2)
+ (x1 − εp)∂V3
∂x1
(εp, εq)+ (x2 − εq)∂V3
∂x2
(εp, εq)
]
for α = 1,2, (10.13)
γ33
(
vε
)= 0. (10.14)
Remark that, since V3 ∈ C∞0 (ω), the relation (10.13) shows that∥∥γα3(vε)∥∥L∞(ω)  c εδ for α = 1,2, (10.15)
where c is a constant independent of ε.
Then we apply T ε to the relations (10.9) and (10.10) (as in Section 6.2 of [2]) and using the notation ϕ˜ε for the
analog of (9.5) (with ϕ in place of Vα), it gives:
T ε(γij (vε))= 0 for (i, j) 	= (3,3), (10.16)
T ε(γ33(vε))= − r [X1ϕ˜εz′′1(x3)+X2ϕ˜εz′′2(x3)]. (10.17)δ
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δ−1/2T ε(γ33(vε))→ −a[X1ϕz′′1 +X2ϕz′′2] strongly in L2(Ω+ ×D), (10.18)
as ε tends to zero.
Now applying T ε− ◦Πδ to (10.11)–(10.13), as in the previous section, leads to
T ε−
(
Πδ
(
γαβ
(
vε
)))= (X3 + 12
)[
1
2ε
∂Φ
∂Xα
(
T ε−
(
∂V3
∂xβ
)
−
(
∂˜V3
∂xβ
)ε)
+ 1
2ε
∂Φ
∂Xβ
(
T ε−
(
∂V3
∂xα
)
−
(
∂˜V3
∂xα
)ε)
− (1 −Φ)T ε−
(
∂2V3
∂xα∂xβ
)]
for α,β = 1,2. (10.19)
Using the smooth character of V3 and the results of Lemma A.1(iii) of Appendix A (as in the previous section)
permit to obtain:
T ε−
(
Πδ
(
γαβ
(
vε
)))→ (X3 + 12
)[
1
2
∂Φ
∂Xα
( 2∑
γ=1
∂2V3
∂xγ ∂xβ
Xγ
)
+ 1
2
∂Φ
∂Xβ
( 2∑
γ=1
∂2V3
∂xγ ∂xα
Xγ
)
− (1 −Φ) ∂
2V3
∂xα∂xβ
]
strongly in L2
(
Ω− × Y ) for α,β = 1,2. (10.20)
Note also that the estimates (10.15) indeed imply that
T ε−
(
Πδ
(
γα3
(
vε
)))→ 0 strongly in L2(Ω− × Y ) for α = 1,2, (10.21)
as ε tends to 0.
In order to obtain the limit problem as δ tends to 0, we choose v = vε in (2.19) and we transform the integral
over Ω+ε through application of T ε+ and the integral over Ω−δ through application of T ε− ◦ Πδ . We obtain, using the
assumptions (4.47)–(4.49) on the forces,
k2
3∑
i,j=1
∫
Ω+×D
T ε(σ δij )T ε(γij (vε))dx1 dx2 dx3 dX1 dX2
+ δ
3∑
i,j=1
∫
Ω−×Y
(T ε− ◦Πδ)(σ δij )(T ε− ◦Πδ)(γij (vε))dx1 dx2 dX3 dX1 dX2
= δ2k2
3∑
i=1
∫
Ω+×D
T ε(F+i )T ε(vε)dx1 dx2 dx3 dX1 dX2
+ δ
2∑
α=1
∫
Ω−×Y
T ε−
(
F−α
)T ε−(Πδ(vεα))dx1 dx2 dX3 dX1 dX2
+ δ2
∫
Ω−×Y
T ε−
(
F−3
)T ε−(Πδ(vε3))dx1 dx2 dX3 dX1 dX2. (10.22)
In what follows, we pass to the limit in the relation (10.22) divided by δ. We first have, in view of (10.4)–(10.8),
lim
δ→0
[
δk2
3∑
i=1
∫
Ω+×D
T ε(F+i )T ε(vε)dx1 dx2 dx3 dX1 dX2
+
2∑
α=1
∫
−
T ε−
(
F−α
)T ε−(Πδ(vεα))dx1 dx2 dX3 dX1 dX2
Ω ×Y
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∫
Ω−×Y
T ε−
(
F−3
)T ε−(Πδ(vε3))dx1 dx2 dX3 dX1 dX2
]
= k2
∫
Ω+×D
[ 2∑
α=1
F+α
(
ϕzα − x3 ∂V3
∂xα
)
+ F+3 V3
]
dx1 dx2 dx3 dX1 dX2
+
∫
Ω−×Y
[
−
2∑
α=1
F−α
(
X3 + 12
)
∂V3
∂xα
+ F−3 V3
]
dx1 dx2 dX3 dX1 dX2. (10.23)
Next, to pass to the limit as δ tends to zero in the left-hand side of (10.22) (divided by δ), we use (6.22), (10.16)
and (10.18) for the integral over Ω+ ×D and (8.15), (10.14), (10.20)–(10.21) for the integral over Ω− × Y , it gives:
lim
δ→0
[
k2
δ
3∑
i,j=1
∫
Ω+×D
T ε(σ δij )T ε(γij (vε))dx1 dx2 dx3 dX1 dX2
+
3∑
i,j=1
∫
Ω−×Y
(T ε− ◦Πδ)(σ δij )(T ε− ◦Πδ)(γij (vε))dx1 dx2 dX3 dX1 dX2
]
= −k2a
∫
Ω+×D
Σ+33
[
X1ϕz
′′
1 +X2ϕz′′2
]
dx1 dx2 dx3 dX1 dX2
+
∫
Ω−×Y
2∑
α,β=1
(
X3 + 12
)
Σ −αβ
[
1
2
∂Φ
∂Xα
( 2∑
γ=1
∂2V3
∂xγ ∂xβ
Xγ
)
+ 1
2
∂Φ
∂Xβ
( 2∑
γ=1
∂2V3
∂xγ ∂xα
Xγ
)
− (1 −Φ) ∂
2V3
∂xα∂xβ
]
dx1 dx2 dX3 dX1 dX2. (10.24)
Repeating exactly the argument which allowed to pass from (9.11) to (9.13) in the previous section (i.e. integrating
by parts the contribution of ∂Φ
∂Xα
in the above equation) and using (10.23) and (10.24) lead to,
−k2a
∫
Ω+×D
Σ+33
[
X1ϕz
′′
1 +X2ϕz′′2
]
dx1 dx2 dx3 dX1 dX2
−
∫
Ω−×Y
(
X3 + 12
)
Σ −αβ
∂2V3
∂xα∂xβ
dx1 dx2 dX3 dX1 dX2
= k2
∫
Ω+×D
[ 2∑
α=1
F+α
(
ϕzα − x3 ∂V3
∂xα
)
+ F+3 V3
]
dx1 dx2 dx3 dX1 dX2
+
∫
Ω−×Y
[
−
2∑
α=1
F−α
(
X3 + 12
)
∂V3
∂xα
+ F−3 V3
]
dx1 dx2 dX3 dX1 dX2. (10.25)
We first choose z1 = z2 = 0 in (10.25). Using the expression (8.24)–(8.26) of Σ −αβ this gives the usual weak
formulation of the plate problem for the displacement U0− ,3
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12(1 − ν)
∫
ω
[(
1 − ν2) 2∑
α,β=1
∂2U0−3
∂xα∂xβ
∂2V3
∂xα∂xβ
+ νU0−3 V3
]
dx1 dx2
= k2π
∫
ω
[
−
2∑
α=1
L∫
0
x3F
+
α dx3
∂V3
∂xα
+
L∫
0
F+3 dx3V3
]
dx1 dx2
+
∫
ω
[
−
2∑
α=1
0∫
−1
(
X3 + 12
)
F−α dX3
∂V3
∂xα
+
0∫
−1
F−3 dX3V3
]
dx1 dx2, (10.26)
for any V3 in C∞0 (ω) and then by density for any V3 in H 20 (ω). Indeed (10.26) leads to he usual operator 2 in the
PDE for U0−3 (but remark that the forces F+i in the rods induce a bending in the plate):
E
12(1 − ν2)
2U0−3 = k2π
( L∫
0
F+3 dx3 +
2∑
α=1
L∫
0
x3
∂F+α
∂xα
dx3
)
+
0∫
−1
F−3 dX3 +
2∑
α=1
0∫
−1
(
X3 + 12
)
∂F−α
∂xα
dX3, (10.27)
which has a unique solution U0−3 ∈ H 20 (ω).
In order to obtain the rods equations in Ω+, we choose now V3 = 0 in (10.25) and the expression (8.2) of Σ+33
leads to,
a2E
∫
Ω+×D
ϕ
(
X1
∂2U01
+
∂x23
+X2 ∂
2U02
+
∂x23
)(
X1z
′′
1 +X2z′′2
)
dx1 dx2 dx3 dX1 dX2
=
2∑
α=1
∫
Ω+×D
ϕF+α zα dx1 dx2 dx3 dX1 dX2. (10.28)
Since z1, z2 are arbitrary in C∞0 (]0,L]), (10.28) gives the same equations for (U01
+
,U02
+
) as in [2]:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
a2EIα
∂4U0α+
∂x43
= πF+α in Ω+ for α = 1,2,
∂2U0α+
∂x23
(x1, x2,L) = ∂
3U0α+
∂x33
(x1, x2,L) = 0 a.e. in ω for α = 1,2.
(10.29)
The bending problem (10.29) in the rods is coupled with the bending U0−3 in the plate through the transmission
conditions (7.52) and (7.53) for x3 = 0. Since U0α+(x1, x2,0) = 0 for α = 1,2 (due to (7.46)), the functions U0α+ are
uniquely determined in L2(ω,H 2((0,L))).
11. Convergence of the energies
We take v = uδ in (2.19) (recall that uδ denotes uε,r,δ for r2 = k2ε2 = a2δ3) to obtain the energy identity:
E(uδ) =
∫
Ω+ε ∪Ω−δ
3∑
i,j=1
σ δij γij
(
uδ
)
dx1 dx2 dx3 =
∫
Ω+ε ∪Ω−δ
3∑
i=1
f δi u
δ
i dx1 dx2 dx3. (11.1)
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k2
∫
Ω+×D
3∑
i,j=1
T ε(σ δij )T ε(γij (uδ))dx1 dx2 dx3 dX1 dX2
+ δ
∫
Ω−
3∑
i,j=1
Πδ
(
σ δij
)
Πδ
(
γij
(
uδ
))
dx1 dx2 dX3 dX1 dX2
= δ2k2
∫
Ω+×D
3∑
i=1
F+i T ε
(
uδi
)
dx1 dx2 dx3 dX1 dX2 + δ
∫
Ω−
2∑
α=1
F−α Πδ
(
uδα
)
dx1 dx2 dX3
+ δ2
∫
Ω−
F−3 Πδ
(
uδ3
)
dx1 dx2 dX3. (11.2)
Dividing (11.2) by δ and using the weak convergences (6.16), (6.23) and (6.25), we obtain:
lim
δ→0
[
k2
δ
∫
Ω+×D
3∑
i,j=1
T ε(σ δij )T ε(γij (uδ))dx1 dx2 dx3 dX1 dX2 + ∫
Ω−
3∑
i,j=1
Πδ
(
σ δij
)
Πδ
(
γij
(
uδ
))
dx1 dx2 dX3
]
= k2
∫
Ω+×D
3∑
i=1
F+i u
0
i
+ dx1 dx2 dx3 dX1 dX2 +
∫
Ω−
3∑
i=1
F−i u
0
i
− dx1 dx2 dX3 = A. (11.3)
With the help of (7.3), (7.4), (7.19), (7.22) and (7.48) we have
A = k2π
∫
Ω+
2∑
α=1
F+α U0α
+ dx1 dx2 dx3 + k2π
∫
ω
( L∫
0
F+3 dx3
)
U0−3 dx1 dx2
+
∫
ω
3∑
i=1
0∫
−1
F−i dX3U0i
− dx1 dx2 −
∫
ω
( 0∫
−1
(
X3 + 12
)
F−α dX3
)
∂U0−3
∂xα
. (11.4)
Now, using (w1,w2) = (U0+1 + x3 ∂U
0−
3
∂x1
,U0+2 + x3 ∂U
0−
3
∂x2
) as a test function in problem (10.29), we obtain since
(w1,w2) satisfies the boundary conditions w1 = w2 = 0 and ∂w1∂x3 = ∂w2∂x3 = 0 in ω due to (7.52)–(7.53),
a2E
∫
Ω+
2∑
α=1
Iα
(
∂2U0+α
∂x23
)2
dx1 dx2 dx3 =
∫
Ω+
2∑
α=1
F+α U0
+
α dx1 dx2 dx3 +
∫
ω
2∑
α=1
L∫
0
x3F
+
α dx3
∂U0−3
∂xα
dx1 dx2. (11.5)
Using U0−3 ∈ H 20 (ω) as test function in (10.26) and (U0
−
1 ,U0
−
2 ) as test function in (9.14) leads to
E
12(1 − ν2)
∫
ω
[
(1 − ν)
2∑
α,β=1
(
∂2U0−3
∂xα∂xβ
)2
+ ν(U0−3 )2
]
dx1 dx2
= −k2π
2∑
α=1
∫
ω
( L∫
0
x3F
+
α dx3
)
∂U0−3
∂xα
dx1 dx2 + k2π
∫
ω
( L∫
0
F+3 dx3
)
U0−3 dx1 dx2
−
2∑
α=1
∫ ( 0∫ (
X3 + 12
)
F−α dX3
)
∂U0−3
∂xα
dx1 dx2 +
∫ ( 0∫
F−3 dX3
)
U0−3 dx1 dx2 (11.6)ω −1 ω −1
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E
1 − ν2
∫
ω
[
(1 − ν)
2∑
α,β=1
γαβ
(U0−)γαβ(U0−)+ ν( 2∑
δ=1
γδδ
(U0−))2]dx1 dx2
=
∫
ω
2∑
α=1
( 0∫
−1
F−α dX3
)
U0−α dx1 dx2. (11.7)
Inserting (11.5)–(11.7) into (11.4) yields:
A = E
1 − ν2
∫
ω
[
(1 − ν)
2∑
α,β=1
γαβ
(U0−)γαβ(U0−)+ ν( 2∑
δ=1
γδδ
(U0−))2]dx1 dx2
+ k2a2E
∫
Ω+
2∑
α=1
Iα
(
∂2U0+α
∂x23
)
dx1 dx2 dx3
+ E
12(1 − ν2)
∫
ω
[
(1 − ν)
2∑
α,β=1
(
∂2U0−3
∂xα∂xβ
)2
+ ν(U0−3 )2
]
dx1 dx2. (11.8)
Proceeding exactly as in [2] (Section 8), we first have∫
Ω+×D
3∑
i,j=1
Σ+ij X
+
ij dx1 dx2 dx3 dX1 dX2 = a2E
∫
Ω+
2∑
α=1
Iα
(
∂2U0+α
∂x23
)2
dx1 dx2 dx3. (11.9)
As far as the plate contribution is concerned in (11.8), an easy calculation shows that (using the expressions (8.28)–
(8.30) of the X−’s and those (8.24)–(8.27) of the Σ−’s)
E
1 − ν2
∫
ω
[
(1 − ν)
2∑
α,β=1
γαβ
(U0−)γαβ(U0−)+ ν( 2∑
δ=1
γδδ
(U0−))2]dx1 dx2
+ E
12(1 − ν2)
∫
ω
[
(1 − ν)
2∑
α,β=1
(
∂2U0−3
∂xα∂xβ
)2
+ ν(U0−3 )2
]
dx1 dx2
=
∫
Ω−
3∑
i,j=1
Σ−ij X
−
ij dx1 dx2 dX3. (11.10)
Finally, (11.3), (11.8)–(11.10) permit to conclude that
lim
δ→0
[
k2
δ
∫
Ω+×D
3∑
i,j=1
T ε(σ δij )T ε(γij (uδ))dx1 dx2 dx3 dX1 dX2 + ∫
Ω−
3∑
i,j=1
Πδ
(
σ δij
)
Πδ
(
γij
(
uδ
))
dx1 dx2 dX3
]
= k2
∫
Ω+×D
3∑
i,j=1
Σ+ij X
+
ij dx1 dx2 dx3 dX1 dX2 +
∫
Ω−
3∑
i,j=1
Σ−ij X
−
ij dx1 dx2 dX3. (11.11)
In view of the weak convergences (6.21)–(6.34), the strict convexity of the elastic energy implies that the weak
convergences mentioned above are strong in L2. From this fact, we deduce exactly as in Section 8 of [2] that
δU δi
+ → U0+i strongly in L2
(
ω;H 1((0,L))) for i = 1,2,3, (11.12)
and also (using the result in [22] for the displacement field in the plate),{
U δ−α → U0−α strongly in H 10 (ω) for α = 1,2,
δU δ− → U0− strongly in H 1(ω). (11.13)3 3 0
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Πδ
(
uδα
)→ u0−α strongly in H 1(Ω−) for α = 1,2, (11.14)
δΠδ
(
uδ3
)→ u0−3 strongly in H 1(Ω−) (11.15)
(see e.g. [7] and [22]).
12. Summarize
Let ε be a sequence of positive real numbers which tends to 0 and set r = kε and δ = ( r
a
)2/3 (0 < k < 12 , 0 < a).
Denote by (uδ, σ δ) the solution of problem (2.19) on Ω+ε ∪Ω−δ = Ωε,δ . The field uδ is decomposed as follows:
– in Ω+ε , we use the decomposition given in (3.5) (see also Section 3 of [2])
u¯δ
+
(x1, x2, x3) = uδ(x1, x2, x3)− U δ+(x1, x2, x3)−Rδ+(x1, x2, x3)∧
(
(x1 − εp)e1 + (x2 − εq)e2
)
. (12.1)
– in Ω−δ , we use the decomposition given in Section 3 of the present paper,
u¯δ
−
(x1, x2, x3) = uδ(x1, x2, x3)− U δ−(x1, x2)−Rδ−(x1, x2)∧
(
x3 + δ2
)
e3.
In order to state the convergence theorem below on (uδ, σ δ) as δ tends to 0 (or ε tends to 0), we introduce the
limit problem for any (F+1 ,F
+
2 ) ∈ (L2(Ω+))2 and any (F−1 ,F−2 ,F−3 ) ∈ (L2(Ω−))3:
– “membrane” problem in the plate: let U0− = (U0−1 ,U0
−
2 ) ∈ (H 10 (ω))2 be the unique solution of,
− E
1 − ν2
2∑
α=1
∂
∂xα
[
(1 − ν)γαβ
(U0−)+ νγαα(U0−)δαβ]= 0∫
−1
F−β dX3 in ω.
– coupled bending problems in the rods and in the plate: let (U0+1 ,U0
+
2 ) ∈ L2(ω,H 2((0,L)))2 and U0
−
3 ∈ H 20 (ω)
be the unique solution of the problem:
a2EIα
∂4U0+α
∂x43
= πF+α in Ω+ for α = 1,2.
E
12(1 − ν2)
2U0−3 = k2π
( L∫
0
F+3 dx3 +
2∑
α=1
L∫
0
x3
∂F+α
∂xα
dx3
)
+
0∫
−1
F−3 dX3 +
2∑
α=1
0∫
−1
(
X3 + 12
)
∂F−α
∂xα
dX3
together with the boundary and transmission conditions:
U0+α (x1, x2,0) = 0 a.e. in ω for α = 1,2,
∂2U0+α
∂x23
(x1, x2,L) = ∂
3U0+α
∂x33
(x1, x2,L) = 0 a.e. in ω for α = 1,2,
∂U0+α
∂x3
(x1, x2,0)+ ∂U
0−
3
∂xα
(x1, x2) = 0 a.e. in ω for α = 1,2.
According to the previous sections, we have proved the following theorem:
Theorem 12.1. Under the assumptions (4.47)–(4.49) on the applied forces f εi , the sequence (uδ, σ δ) satisfies thefollowing convergences:
• δT ε(uδi )→ U0+i strongly in L2(Ω+ ×D) for i = 1,2,3,
δU δ+ → U0+ strongly in L2(ω,H 1((0,L))) for i = 1,2,3,i i
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where
X+11 = X+22 = ν
{
aX1
∂2U01
+
∂x23
+ aX2 ∂
2U02
+
∂x23
}
, X+12 = X+13 = X+23 = 0,
X+33 = −aX1
∂2U01
+
∂x23
− aX2 ∂
2U02
+
∂x23
,
• δ−1/2T ε(σ δij )→ Σ+ij strongly in L2(Ω+ ×D) for i, j = 1,2,3,
where
Σ+11 = Σ+22 = Σ+12 = Σ+13 = Σ+23 = 0,
Σ+33 = −E
{
aX1
∂2U01
+
∂x23
+ aX2 ∂
2U02
+
∂x23
}
.
We also have
• Πδ(uδα)→ u0−α strongly in H 1(Ω−) for α = 1,2,
δΠδ
(
uδ3
)→ u0−3 strongly in H 1(Ω−),
where u0− is the Kirchoff–Love’s displacement:
u0
−
α (x1, x2,X3) = U0α−(x1, x2)−
(
X3 + 12
)
∂U0−3
∂xα
(x1, x2)
u0
−
3 (x1, x2,X3) = U0
−
3 (x1, x2) = U0
+
3 (x1, x2),
• U δ−α → U0
−
α strongly in H 10 (ω) for α = 1,2,
δU δ−3 → U0
−
3 strongly in H
1
0 (ω),
Πδ
(
γij
(
uδ
))→ X−ij strongly in L2(Ω−) for i, j = 1,2,3,
where
X−αβ = γαβ
(U0−)−(X3 + 12
)
∂2U0−3
∂xα∂xβ
, X−α3 = 0 for α = 1,2,
X−33 =
λ
λ+ 2μ
{
−
(
∂U0−1
∂x1
+ ∂U
0−
2
∂x2
)
+
(
X3 + 12
)
U0−3
}
,
Πδ
(
σ δij
)→ Σ−ij strongly in L2(Ω−) for i, j = 1,2,3,
where
Σ−11 =
E
1 − ν2
[(
∂U0−1
∂x1
−
(
X3 + 12
)
∂2U0−3
∂x21
)
+ ν
(
∂U0−2
∂x2
−
(
X3 + 12
)
∂2U0−3
∂x22
)]
,
Σ−22 =
E
1 − ν2
[(
∂U0−2
∂x2
−
(
X3 + 12
)
∂2U0−3
∂x22
)
+ ν
(
∂U0−1
∂x1
−
(
X3 + 12
)
∂2U0−3
∂x21
)]
,
Σ−12 = μ
(
∂U0−1
∂x2
+ ∂U
0−
2
∂x1
− 2
(
X3 + 12
)
∂2U0−3
∂x1∂x2
)
,
Σ−13 = Σ−23 = Σ−33 = 0.
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In this section we recall some properties of the periodic unfolding operator Tε . Let ω be a bounded domain in RN
with Lipschitz boundary. We denote Y = ]−1/2,1/2[N the unit cell in RN . For almost every z in RN there exists a
unique element [z] in ZN such that z− [z] = {z} belongs to Y .
Let us now recall the definition of the periodic unfolding operator Tε . For any function φ in L1(ω) we define Tε(φ)
by:
Tε(φ)(x, y) =
⎧⎪⎪⎨⎪⎪⎩
φ
(
ε
[
x
ε
]
+ εy
)
if ε
[
x
ε
]
+ εY ⊂ ω,
0 if ε
[
x
ε
]
+ εY 	⊂ ω,
for a.e. (x, y) ∈ ω × Y.
The function Tε(φ) belongs to L1(ω × Y) and verifies:∥∥Tε(φ)∥∥L1(ω×Y)  ‖φ‖L1(ω).
Usually we do not have the integration formula
∫
ω
φ = 1|Y |
∫
ω×Y Tε(φ). We have the following estimate of the differ-
ence between the left-hand side and the right-hand side:∣∣∣∣∫
ω
φ − 1|Y |
∫
ω×Y
Tε(φ)
∣∣∣∣ ‖φ‖L1(ω\ωε),
where
ωε = int
( ⋃
ξ∈Ξε
ε
(
ξ + Y )), Ξε = {ξ ∈ ZN | ε(ξ + Y) ⊂ ω}.
Notice that the distance between ωε and the boundary of ω is less than
√
Nε. If ω′ is an open set strongly included
in ω and if φ vanish over ω \ ω′ then the integration formula is exact with ε sufficiently small. Obviously, for any
φ, ψ ∈ L2(ω), we have:
Tε(φψ) = Tε(φ) Tε(ψ).
Let O ⊂ Rq be an open set of parameters. In the same way, for any φ ∈ L1(ω ×O) we define the unfold function
Tε(φ) by:
Tε(φ)(x, y, z) =
⎧⎪⎪⎨⎪⎪⎩
φ
(
ε
[
x
ε
]
+ εy, z
)
if ε
[
x
ε
]
+ εY ⊂ ω,
0 if ε
[
x
ε
]
+ εY 	⊂ ω,
for a.e. (x, y, z) ∈ ω × Y ×O.
This function belongs to L1(ω × Y ×O). Of course if φ ∈ L2(ω;H 1(O)), we have Tε(φ) ∈ L2(ω × Y ;H 1(O)) and
moreover,
∇zTε(φ) = Tε(∇zφ),
∥∥∇zTε(φ)∥∥[L2(ω×Y×O)]q  ∥∥∇zφ∥∥[L2(ω×O)]q .
For any function φ ∈ L2(ω), we define the local average MεY :L2(ω) → L2(ω), by
MεY (φ)(x) =
1
|Y |
∫
Y
Tε(φ)(x, y)dy, x ∈ ω.
For any function φ ∈ C(ω), we define φ˜ε ∈ L∞(ω), by
φ˜ε(x) =
⎧⎨⎩φ
(
ε
[
x
ε
])
for a.e. x ∈ ωε,
0 for a.e. x ∈ ω \ωε.
The result mentioned in the following lemma can be found in [8] and [9].
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MεY (φ) → φ strongly in L2(ω).
(ii) For any φ belonging to H 1(ω), we have:
1
ε
(Tε(φ)−MεY (φ))→ y · ∇φ strongly in L2(ω × Y).
(iii) For any φ belonging to C10(ω), we have:
1
ε
(Tε(φ)− φ˜ε)→ y · ∇φ strongly in L∞(ω × Y).
(iv) Let (φε)ε>0 be a sequence of functions uniformly bounded in L2(ω). There exists φ̂ ∈ L2(ω× Y) such that, up
to a subsequence, we have: ⎧⎪⎨⎪⎩
φε ⇀ φ weakly in L2(ω), φ = 1|Y |
∫
Y
φ̂(·,y)dy,
Tε(φε)⇀ φ̂ weakly in L2(ω × Y).
(v) Let (φε)ε>0 be a sequence of functions uniformly bounded in H 1(ω). There exists φ ∈ H 1(ω) and
φ̂ ∈ L2(ω;H 1per(Y )) such that, up to a subsequence, we have:⎧⎨⎩
φε ⇀ φ weakly in H 1(ω),
Tε(φε) → φ strongly in L2(ω × Y),
Tε(∇φε)⇀ ∇xφ + ∇yφ̂ weakly in
[
L2(ω × Y)]N.
If we choose φ̂ such that ∫
Y
φ̂(·,y)dy = 0 then, we have:
1
ε
(Tε(φε)−MεY (φε))⇀y · ∇xφ + φ̂ weakly in L2(ω × Y).
(vi) Let (φε)ε>0 be a sequence of functions in H 1(ω) such that
‖φε‖L2(ω) + ε‖∇φε‖(L2(ω))N C.
There exists φ̂ ∈ L2(ω;H 1per(Y )) such that, up to a subsequence, we have:⎧⎪⎪⎪⎨⎪⎪⎪⎩
φε ⇀ φ weakly in L2(ω), φ = 1|Y |
∫
Y
φ̂(·,y)dy,
Tε(φε)⇀ φ̂ weakly in L2(ω × Y),
εTε(∇φε)⇀ ∇yφ̂ weakly in
[
L2(ω × Y)]N.
Let i be in {1, . . . ,N} and let B be the ball included in Y with center O and radius r < 1/2. For any function
φ ∈ L2(ω), we define the local momentum Mεi,B :L2(ω) → L2(ω), by
Mεi,B(φ)(x) =
1
εIi
∫
B
yiTε(φ)(x, y)dy, x ∈ ω, where Ii =
∫
B
y2i dy.
Lemma A.2. (i) Let (φε)ε>0 be a sequence of functions in H 1(ω) such that
φε ⇀ φ weakly in H 1(ω),
Tε(∇φε)⇀ ∇xφ + ∇yφ̂ weakly in
[
L2(ω × Y)]N,
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∫
Y
φ̂(·,y)dy = 0. Then we have
Mεi,B(φε)⇀
∂φ
∂xi
+ 1
Ii
∫
B
yiφ̂(·,y)dy weakly in L2(ω × Y).
(ii) Let (φε)ε>0 be a sequence of functions in H 1(ω) such that
φε → φ strongly in H 1(ω).
We have
Mεi,B(φε) →
∂φ
∂xi
strongly in L2(ω).
Proof. First we prove (i). For any φ ∈ H 1(ω), we have:
Mεi,B(φ) =
1
Ii
∫
B
yi
1
ε
Tε
(
φ −MεY (φ)
)
(·,y)dy.
We apply the Poincaré–Wirtinger’s inequality and we deduce that∥∥Mεi,B(φ)∥∥L2(ω)  C‖∇φ‖[L2(ω)]N .
The constant is independent of ε. Hence the sequence (Mεi,B(φε))ε>0 is uniformly bounded in L2(ω). Let ψ be in
C∞0 (ω). If ε is sufficiently small, we have:∫
ω
Mεi,B(φε)MεY (ψ) =
1
Ii
∫
ω×B
yi
1
ε
Tε
(
φε −MεY (φε)
)
(x, y)MεY (ψ)(x)dx dy.
We pass to the limit and due to Lemma A.1 (i) and (iv), we obtain:
Mεi,B(φε)⇀
1
Ii
∫
B
yi
(
y · ∇xφ + φ̂
)
dy = ∂φ
∂xi
+ 1
Ii
∫
B
yiφ̂(·,y)dy weakly in L2(ω).
Now we prove (ii). We have φ̂ = 0 and then
Mεi,B(φε)⇀
∂φ
∂xi
weakly in L2(ω).
For any function ψ ∈ C1(ω) the sequence (Mεi,B(ψ))ε>0 converges strongly in L2(ω) to ∂ψ∂xi . Let (φn)n∈N be a
sequence of functions belonging to C1(ω) such that
φn → φ strongly in H 1(ω).
We have:∥∥∥∥Mεi,B(φε)− ∂φ∂xi
∥∥∥∥
L2(ω)

∥∥Mεi,B(φε)−Mεi,B(φn)∥∥L2(ω) + ∥∥∥∥Mεi,B(φn)− ∂φn∂xi
∥∥∥∥
L2(ω)
+
∥∥∥∥∂φn∂xi − ∂φ∂xi
∥∥∥∥
L2(ω)
 C
{∥∥∇(φε − φ)∥∥(L2(ω))N + ∥∥∇(φn − φ)∥∥(L2(ω))N }+ ∥∥∥∥Mεi,B(φn)− ∂φn∂xi
∥∥∥∥
L2(ω)
.
With these inequalities and the strong convergences of the sequences (φε)ε>0 and (φn)ε>0 we immediately deduce
the strong convergence in L2(ω) of the sequence (Mεi,B(φε))ε>0. 
Appendix B
In this section we prove Lemma B.1. We use the notation of the previous section. Throughout this appendix the
constants appearing in the estimates are independent from δ.
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H 1γ (ω) =
{
Φ ∈ H 1(ω) | Φ = 0 on γ }.
Let (Uδ)δ>0, (Rδ1)δ>0 and (R
δ
2)δ>0 be sequences of functions in H
1
γ (ω) such that
δ
∥∥∇Rδα∥∥[L2(ω)]2 + ∥∥∥∥∂Uδ∂x1 +Rδ2
∥∥∥∥
L2(ω)
+
∥∥∥∥∂Uδ∂x2 −Rδ1
∥∥∥∥
L2(ω)
C, (B.1)
which implies that ∥∥Rδα∥∥H 1(ω) + ∥∥Uδ∥∥H 1(ω)  Cδ .
Let Uδ be the solution of the variational problem:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Uδ ∈ H 1γ (ω),∫
ω
∇Uδ∇Φ = −
∫
ω
[
Rδ2
∂Φ
∂x1
−Rδ1
∂Φ
∂x2
]
,
∀Φ ∈ H 1γ (ω).
(B.2)
The function Uδ belong to H 1γ (ω)∩H 2loc(ω) and it verifies the following estimates:∥∥Uδ∥∥
H 1(ω) 
C
δ
,
∥∥∥∥ρ ∂2Uδ∂xα∂xβ
∥∥∥∥
L2(ω)
 C
δ
, (B.3)
where ρ is defined by,
ρ(x) = dist(x, ∂ω), x ∈ ω, ρ ∈ W 1,∞(ω).
We put:
uδ = Uδ − Uδ, rδ1 = −
∂Uδ
∂x2
+Rδ1, rδ2 =
∂Uδ
∂x1
+Rδ2.
The function uδ belongs to H 1γ (ω) and thanks to (B.1) and (B.2), we have:∥∥uδ∥∥
H 1(ω)  C. (B.4)
The functions rδ1 and r
δ
2 belong to L
2(ω)∩H 1loc(ω) and due to (B.1)–(B.4) they verify the estimates:∥∥rδα∥∥L2(ω)  C, ∥∥ρ∇rδα∥∥L2(ω)  Cδ . (B.5)
There exists u ∈ H 1γ (ω) and r1, r2, Z1, Z2 ∈ L2(ω) such that, up to subsequences we have the following weak
convergences: ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
uδ ⇀ u weakly in H 1γ (ω),
rδα ⇀ rα weakly in L2(ω),
∂Uδ
∂x1
+Rδ2 ⇀Z1 weakly in L2(ω),
∂Uδ
∂x2
−Rδ1 ⇀Z2 weakly in L2(ω).
Due to the definition of uδ , rδ1 and r
δ
2 , we have:
∂Uδ +Rδ2 =
∂uδ + rδ2 ,
∂Uδ −Rδ1 =
∂uδ − rδ1 . (B.6)∂x1 ∂x1 ∂x2 ∂x2
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Z1 = ∂u
∂x1
+ r2, Z2 = ∂u
∂x2
− r1. (B.7)
Let us consider two sequences ε and δ of positive real numbers which converge to 0 with
ε
δ
→ 0. (B.8)
Lemma B.1. There exists uˆ ∈ L2(ω;H 1per(Y )) such that, up to subsequences we have the following weak convergences:⎧⎪⎪⎨⎪⎪⎩
Tε
(
∂Uδ
∂x1
+Rδ2
)
⇀Z1 + ∂uˆ
∂X1
weakly in L2(ω × Y),
Tε
(
∂Uδ
∂x2
−Rδ1
)
⇀Z2 + ∂uˆ
∂X2
weakly in L2(ω × Y).
(B.9)
Proof. There exists rˆ1, rˆ2, Ẑ1, Ẑ2 ∈ L2(ω × Y), uˆ ∈ L2(ω;H 1per(Y )) such that, up to subsequences, we have the
following weak convergences (α ∈ {1,2}):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Tε
(
∂uδ
∂xα
)
⇀
∂u
∂xα
+ ∂uˆ
∂Xα
weakly in L2(ω × Y),
Tε
(
rδα
)
⇀ rˆα weakly in L2(ω × Y),
Tε
(
∂Uδ
∂x1
+Rδ2
)
⇀Ẑ1 weakly in L2(ω × Y),
Tε
(
∂Uδ
∂x2
−Rδ1
)
⇀Ẑ2 weakly in L2(ω × Y).
Let O be an open set such that O ⊂ ω. Thanks to estimates (B.5) of rα , to Lemma A.1 of Appendix A and (B.8) we
obtain: ∥∥Tε(rα)∥∥L2(ω×Y)  C, ∥∥∥∥∂Tε(rα)∂Xβ
∥∥∥∥
L2(O×Y)
 C ε
δ
C.
Then we have the weak convergences:
Tε
(
rδα
)
⇀ rˆα weakly in L2(ω × Y),
Tε
(
rδα
)
⇀ rˆα weakly in L2
(O;H 1(Y )),
and due to (B.8),
∇Xrˆα = 0 in O× Y.
So rˆα = rα in L2(O × Y) where rα is the weak limit in L2(ω) of the sequence (rδα)δ>0. There results that rˆα = rα in
L2(ω × Y). We transform the equalities (B.6) by unfolding and we pass to the limit. Due to (B.7) the convergences
(B.9) are proved. 
References
[1] D. Blanchard, A. Gaudiello, Homogenization of highly oscillating boundaries and reduction of dimension for a monotone problem, ESAIM
Control Optim. Calc. Var. 9 (2003) 449–460.
[2] D. Blanchard, A. Gaudiello, G. Griso, Junction of a periodic family of elastic rods with a 3d plate. Part I, J. Math. Pures Appl., in press.
[3] D. Blanchard, A. Gaudiello, J. Mossino, Highly oscillating boundaries and reduction of dimension: the critical case, Anal. Appl. (Singap.) 5 (2)
(2007) 137–163.
[4] D. Caillerie, Thin elastic and periodic plates, Math. Methods Appl. Sci. 6 (2) (1984) 159–191.
[5] P.G. Ciarlet, Plates and Junctions in Elastic Multistructures: An Asymptotic Analysis, Research in Applied Mathematics, vol. 14, Masson/
Springer-Verlag, Berlin, Paris, 1990.
190 D. Blanchard et al. / J. Math. Pures Appl. 88 (2007) 149–190[6] P.G. Ciarlet, Mathematical Elasticity. Vol. II. Theory of Plates, Studies in Mathematics and its Applications, vol. 27, North-Holland Publishing
Co., Amsterdam, 1997.
[7] P.G. Ciarlet, P. Destuynder, A justification of the two-dimensional linear plate model, J. Mécanique 18 (2) (1979) 315–344.
[8] D. Cioranescu, A. Damlamian, G. Griso, Periodic unfolding and homogenization, C. R. Acad. Sci. Paris Sér. I Math. 335 (2002) 99–104.
[9] A. Damlamian, An elementary introduction to periodic unfolding, GAKUTO Internat. Ser. Math. Sci. Appl. 24 (2005) 119–136.
[10] A. Damlamian, M. Vogelius, Homogenization limits of the equations of elasticity in thin domains, SIAM J. Math. Anal. 18 (2) (1987) 435–451.
[11] I. Fonseca, G. Francfort, 3D–2D asymptotic analysis of an optimal design problem for thin films, J. Reine Angew. Math. 505 (1998) 173–202.
[12] D.D. Fox, A. Raoult, J.C. Simo, A justification of nonlinear properly invariant plate theories, Arch. Rational Mech. Anal. 124 (2) (1993)
157–199.
[13] G. Friesecke, R.D. James, S. Muller, A theorem on geometric rigidity and the derivation of nonlinear plate theory from three-dimensional
elasticity, Comm. Pure Appl. Math. 55 (11) (2002) 1461–1506.
[14] G. Friesecke, R.D. James, S. Muller, A hierarchy of plate models derived from nonlinear elasticity by gamma-convergence, Arch. Rational
Mech. Anal. 180 (2006) 183–236.
[15] A. Gaudiello, B. Gustafsson, C. Lefter, J. Mossino, Asymptotic analysis of a class of minimization problems in a thin multidomain, Calc. Var.
Partial Differential Equations 15 (2) (2002) 181–201.
[16] A. Gaudiello, R. Monneau, J. Mossino, F. Murat, A. Sili, On the junction of elastic plates and beams, C. R. Math. Acad. Sci. Paris 335 (6)
(2002) 717–722.
[17] A. Gaudiello, R. Monneau, J. Mossino, F. Murat, A. Sili, Junction of elastic plates and beams, ESAIM Control Optim. Calc. Var., submitted
for publication.
[18] A. Gaudiello, E. Zappale, Junction in a thin multidomain for a fourth order problem, M3AS: Math. Models Methods Appl. Sci. 16 (12) (2006)
1887–1918.
[19] G. Griso, Comportement asymptotique d’une grue, C. R. Acad. Sci. Paris Sér. I Math. 338 (2004) 261–266.
[20] G. Griso, Décomposition des déplacements d’une poutre : simplification d’une problème d’élasticité, C. R. Acad. Sci. Paris Mecanique 333
(2005) 475–480.
[21] G. Griso, Asymptotic behavior of curved rods by the unfolding method, Mod. Meth. Appl. Sci. 27 (2004) 2081–2110.
[22] G. Griso, Asymptotic behavior of structures made of plates, Anal. Appl. (Singap.) 3 (4) (2005) 325–356.
[23] I. Gruais, Modélisation de la jonction entre une plaque et une poutre en élasticité linéarisée, RAIRO Modél. Math. Anal. Numér. 2 (1) (1993)
77–105.
[24] H. Le Dret, Problèmes variationnels dans les multi-domaines: modélisation des jonctions et applications, Research in Applied Mathematics,
vol. 19, Masson, Paris, 1991.
[25] H. Le Dret, A. Raoult, The nonlinear membrane model as variational limit of nonlinear three-dimensional elasticity, J. Math. Pures Appl. 74 (6)
(1995) 549–578.
[26] H. Le Dret, A. Raoult, Variational convergence for nonlinear shell models with directors and related semicontinuity and relaxation results,
Arch. Rational Mech. Anal. 154 (2) (2000) 101–134.
[27] R. Paroni, Theory of linearly elastic residually stressed plates, Math. Mech. Solids 11 (2) (2006) 137–159.
