Near-infrared (NIR) spectroscopy is used throughout the cereals and food industries, as well as other agricultural, pharmaceutical, and petrochemical industries, primarily because of its simplicity of sample preparation, speed, and accuracy. Arguably, NIR methodologies have become the preferred means to measure quality at all handling and processing stages of grain, from instream monitors on combine harvesters, through elevator storage operations, and on to milling, extraction, and baking and cooking stages. Successful applications include the measurement of moisture, protein, oil, hardness, ash, and starch components in wheat, corn, barley, and rice. Essential to the operation of any NIR technique, aside from the equipment itself, is the underlying calibration, which relates the optical response from the instrument to a concentration of a constituent (e.g., protein content, moisture content). In almost all cases, the NIR procedure is developed as a secondary method in which a calibration is developed through the relationship of the optical instrument response to concentration values as measured by a conventional wet chemical procedure, such as Kjeldahl or combustion for protein content. When such a calibration is initially developed, the NIR practitioner will have documented the performance characteristics in terms of overall error (SEC = standard error of calibration, SECV = standard error of cross-validation, RMSD = root mean square error of differences) and goodness of fit (R 2 of the calibration equation developed from using various statistical methodologies, such as multiple linear regression, partial least squares regression, artificial neural networks, or support vector machines). Regardless of the statistical method employed during calibration development, periodically, it is necessary to ensure that a calibration is still in compliance with the expected level of performance. Changes to the instrument (e.g., lamp change) or the samples themselves may also necessitate an assessment. One of the traditional procedures for performing this task involves the application of the calibration equation to a set of well-characterized samples (4), as described herein. Elaboration of the statistical testing procedure, including a worked example, are provided in a new Approved Method (39-01.01) of AACC International (2010) (1). This method is an outgrowth of ICC Recommendation No. 202 (3).
Forming the Check Sample Set
A minimum of 11 samples should be used to assess a calibration, but preferably a larger number such as 30 will be available. The samples should be representative of the original samples used in the development of the calibration equation. The reference values of the constituent should be evenly distributed across the operation range of the calibration, with careful attention given to including both the lows and highs within the range but excluding any samples falling outside this range. It is critical that the same reference method is applied to the calibration and assessment samples and that this method is both accurate and precise.
Operating the Instrument
NIR spectrometers, like all electronic instruments, require an operating environment that is stable with respect to temperature, humidity, vibration, and power. Within a laboratory environment, temperature and humidity are the properties most subject to variation and therefore in most need of control. Temperature control is typically ensured by operating the instrument in room ambient conditions, allowing adequate time for the instrument to warm up. Instrument manufacturers often specify a one-hour minimum warm-up period. The samples should be scanned in the same manner as followed in the calibration procedure (e.g., sample preparation, optical cell, number of repacks). Instrument settings should be also be the same as that used during calibration. Depending on the instrument's control software, constituent readings may be directly displayed upon scanning or may be calculated from the stored spectra at a later time. This set of readings with the corresponding reference values form the basis for assessment of the calibration. 
Assessment Tools
While all of the calculations can be performed on a basic handheld calculator (preferably with graphing capabilities), it is much less tedious to use a personal computer equipped with a spreadsheet analysis program, such as Microsoft Excel. Easier still is the adaptation of the Excel spreadsheet file example that is supplied as an enhancement to the approved method.
Visually Inspecting the Data
In essence this procedure is attempting to statistically determine how well the instrument predicts values for constituent levels in well-characterized samples. The most direct way to perform the initial assessment is by plotting the reference readings of the samples against their corresponding instrument readings. In the ideal case, in which instrument readings perfectly match reference readings, a scatter plot containing the reference readings along the y-axis and the instrument readings along the x-axis will show all points on the 45° line. In reality, these points will never perfectly coincide with the 45° line; it is therefore the duty of the practitioner, with reliance on conventional statistical assumptions (e.g., normality of residuals error), to determine whether the calibration is in compliance through the testing of the observed slope of the best fit line, the bias of the readings, and the dispersion of the readings about the line of best fit. Each of these examinations is explained below. Initially, for ease of understanding, various scenarios of typically encountered calibration assessment events are depicted in the scatter plots of Figure 1 .
In each graph of Figure 1 , hypothetical readings are plotted for the calibration-predicted and reference values. Also included in each graph are the line of best fit, as determined by linear regression (in blue); the 45° line (in red); the mean of both data sets (blue square symbol); and a vertical line segment drawn between the mean point and the 45° line. The length of this line segment is the bias, recalling that the bias is defined as the difference between the means of the two sets. (Note that by nature of the least squares algorithm, the line of best fit always contains the mean point.) The location of the bias line (above or below) with respect to the 45° line determines the sign of the bias. For a calibration that is operating correctly, one would expect to obtain results similar to Figure 1A . Note that the line of best fit is nearly identical to the 45° line, indicating that neither a slope adjustment nor a bias adjustment is needed to bring a calibration into compliance. The degree of scatter about the 45° line, which can be calculated by summing the squares of the residuals (Σ(measured -reference) 2 ) and taking the square root, can be compared to the reported model statistics for the calibration, such as the SEC, SECV, or RMSD. The degree of scatter should be roughly equivalent to the calibration model statistics. However, there may be circumstances in which despite the points being symmetrically scattered about the 45° line, the degree of scatter is much larger than the SECV or SEP. This case will be described last.
A calibration that possesses a bias but otherwise demonstrates the same response per unit change of constituent as the reference response is demonstrated in Figure 1B . Physically, this means that all predictions are uniformly offset, with allowance for random error, from their actual or reference values. In this case, the calibration can be brought into compliance by subtracting the bias.
A more complex scenario is when an incremental change in reference value is not matched with the same amount of change in predicted value. In other words, the value for b in the expression, y = a + bx (where a and b are constants, and x and y represent the predicted and reference values, respectively), is not 1.0, thus representing the condition known as "skew." This case is demonstrated in Figure 1C Lastly, a circumstance may arise in which neither a slope nor bias problem exists, but the degree of scatter with respect to the reference values is much greater than expected. This case is shown in the relative comparison of Figure 1A (the degree of scatter expected) with Figure 1D (the degree of scatter observed). Three possible reasons are suggested for this circumstance: a) the current regression equation cannot be used to reliably estimate the regression equation, b) the check samples used to assess the calibration are not represented in the calibration population, and c) the primary reference method is at fault (6). Assuming that an appropriate and accurate methodology was used for the reference procedure when the calibration equation was initially developed, it is unlikely that the third reason is at play in calibration assessment. The more likely cause is the second, in which the universality of the initial calibration is called into question by a different set of conditions brought on by a new growing season, variety, or process. Of course, this assumes that the instrument itself is stable and operating within the manufacturer's specifications for noise and drift. When the new set of samples does not fall within the characteristics of the population of the calibration set, an updated calibration is most likely needed to reflect the new characteristics. Note that the degree of scatter with respect to the reference values, or accuracy, is highly dependent on the property itself. Some properties (e.g., wheat protein content) are very amenable to accurate calibrations, while others (e.g., Zeleny sedimentation) are much less accurate and will therefore never produce the tight scatter characteristics of Figure 1A , but will nevertheless be acceptable in NIR application.
Statistical Evaluation
Once a graphical check of the data has been completed, such that grossly outlying samples have been identified and checked to ensure that a recording error was not made, the statistical evaluation may commence, first in a test for skew, and when applicable, followed by tests for bias and accuracy. The starting point in these evaluations is the linear regression of the reference values (y) onto the predicted values (x), employing the first order polynomial model, y = a + bx. Background information and the theoretical development of the least squares solution to line fitting are available in most statistics textbooks and especially those dedicated to regression analysis (2) .
Formulae are provided in AACC Intl. Approved Method 39-01.01 (2010) for estimating the values for a and b. Given the ubiquity of spreadsheet analysis applications, such as Microsoft Excel, the user in all likelihood will be able to use built-in functions of the application to determine these terms. For example, in Excel, the functions "INTERCEPT" and "SLOPE" are directly usable for estimating a and b. Once the best fit line has been determined, the slope can be evaluated by Student's t test to determine whether its departure from unity is statistically significant. This is performed by applying the regression equation to the predicted values to obtain the estimated values ( ŷ ), calculating the residual for each sample (y i -ŷ i ), summing the squares of these residuals, dividing the sum by the number of samples, and finally taking the square root, thus producing a value desig-nated as s and also known as the square root of the mean squared errors ( ). By dividing s by the square root of the sum of the differences between x i and the mean of x ( x ), we obtain the estimated standard error of b, which now can be used in calculating Student's t. That is estimated standard error of b =
Whereupon t = =
It is then possible to compare the absolute value of t with cutoff values for t, using a two-tailed test with n -2 (i.e., the number of samples minus the number of parameters in the regression model) degrees of freedom and a given probability level (α) for type I error. Tables are readily available in most general statistics texts (5) . As a rule of thumb, at the α = 0.05 level, and for n in the range of 11 to 50 samples, if t > 2.3 then the null hypothesis (i.e., slope = 1) is rejected and the calibration is considered skewed. When the calibration is found to be skewed, testing for bias becomes irrelevant until the instrument is recalibrated (preferable) or a slope and offset correction is made based on the regression equation results. Recalibration may involve the introduction of new samples to the calibration set that are representative of new chemical characteristics. It may also involve the incorporation of new conditions of the instrument or laboratory, such as temperature, cell window, and lamp. Upon correction, regardless of whether the instrument is recalibrated or a slope and offset correction is applied, the calibration assessment samples should be rescanned, or preferably a new set of samples for calibration assessment is assembled and scanned. In either case the statistical procedure for skew is repeated.
If no skew, performance of the statistical test for bias proceeds in the same fashion as skew. This time, however, under the null hypothesis the value of the bias is zero, meaning that there is no offset between predicted and measured values on average. The t statistic is defined as t = which simplifies to t = The same procedure is used to evaluate t for whether it exceeds the cutoff value for a given value for α, this time using (n -1) degrees of freedom. For example, with n = 20 samples, based on Student's t distribution, the critical value for t at α = 0.05 is 2.09. In this case, if the calculated absolute value for t exceeded this critical value the calibration would be considered biased. The calibration can be easily adjusted by subtracting the bias from each predicted value.
Evaluation Made Easy
To simplify the work involved in testing for skew and bias, a Microsoft Excel spreadsheet file is supplied with Method 39-01.01 as an enhancement. The contents of the file are arranged in two sheets, as shown in Figures 2 and 3 . The spreadsheet, which uses built-in functions of Excel (with no macros), directs the user to enter values for the reference and instrument readings in a shaded region (Fig. 2) , whereupon values in the derived cells (white background) are updated automatically. Statistical testing for slope and bias conditions, as described above, are reported at the foot of the sheet, including recommendations based on the outcomes of the t tests. Calibration evaluation sets of up to 50 samples can be used in this spreadsheet. On a separate worksheet, a scatter plot of the predicted and reference values are shown, including the respective regression line (Fig. 3) . The worksheets are protected such that the user may not inadvertently delete critical formulas, as only the cells located in the shaded region of the first sheet are allowed to be changed.
In the worked example that is preloaded in the method enhancement spreadsheet file (and displayed in Figs. 2 and 3 bias standard deviation of differences between measured and predicted √n / predicted ("instrument") values, which range from 11.60 to 18.30%. The t test of the slope indicates that indeed the slope is skewed (P = 0.0004), which makes the evaluation of bias unnecessary. Also included in the first sheet (Fig. 2) is the square root of the sum of squares of the residuals, termed the RMSD. At a value of 0.235%, visually described as the deviation of the plotted points from the 45° line in a reference versus the measured graph, the calibration appears to hold promise for adoption once a correction for slope is applied and a new assessment is conducted.
Summary

