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Abstract
The transmission of “Weyl’s theorem” from operators on Banach spaces to their tensor products, and also
to their associated multiplication operators, is deconstructed.
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To say that “Weyl’s theorem holds” for a bounded linear operator T ∈ B(X) on a Banach space
is [1,4,6,7] to say that the set theoretic difference between its spectrum and its Weyl spectrum is
the isolated eigenvalues of finite multiplicity. If this holds for each of T ∈ B(X) and S ∈ B(Y )
then Song and Kim [11] have claimed that, provided they are in addition “isoloid,” this also holds
for a tensor product S⊗T ∈ B(Y ⊗X). Their proof of this deserves some deconstruction: with no
isoloid assumption they claim that “Browder’s theorem” [6] is transmitted to the tensor product,
and that if they are isoloid then also the complementary disjointness condition is transmitted.
In the present note we wish to review these arguments, and to show that the isoloid property
itself is transmitted to the tensor product. We also show that entirely analogous results hold with
“multiplication operators” LSRT :U → SUT in place of tensor products. The arguments resolve
themselves into a little of the point set topology of accumulation points together with the spectral
theory of tensor products and multiplication operators.
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means [1,4,6,7] equality
σ(T ) \ ωess(T ) = π left0 (T ), (0.1)
the complement in the spectrum of the Weyl spectrum coincides with the isolated points of spec-
trum which are eigenvalues of finite multiplicity. Thus σ(T ) collects complex numbers λ ∈ C
for which T − λI does not have a two-sided inverse in the algebra B(X), or equivalently fails to
be one–one and onto; ωess(T ) is the set of those λ ∈ C for which T − λI fails to be Fredholm of
index zero, or equivalently for which none of the compact perturbations T +K −λI is invertible.
We shall write
π left(T ) = {λ ∈ C: (T − λI)−1(0) = {0}} (0.2)
for the eigenvalues of T , so that
π left0 (T ) =
{
λ ∈ isoσ(T ): 0 < dim(T − λI)−1(0) < ∞} (0.3)
consists of the isolated points of spectrum which are eigenvalues of finite multiplicity; we also
write
π left1 (T ) =
{
λ ∈ isoσ(T ): dim(T − λI)−1(0)∞}. (0.4)
We need carefully to distinguish isolated eigenvalues of finite multiplicity from the sometimes
smaller set of Riesz points
π00(T ) = isoσ(T ) \ σess(T ) = isoσ(T ) \ ωess(T ), (0.5)
the isolated points of spectrum which are not in the Fredholm essential spectrum, hence by the
punctured neighbourhood theorem not in the Weyl spectrum. We must also distinguish the Riesz
points of an operator from its poles: λ ∈ C is a “pole” of the operator T ∈ B(X) iff some power
(T − λI)n is “simply polar,” where T ∈ B(X) is simply polar iff
T −1(0) + T (X) = X and T −1(0) ∩ T (X) = {0}. (0.6)
Evidently
π00(T ) ⊆ pole(T ) ⊆ isoσ(T ) ∩ π left(T ) ∩ π left(T ∗); (0.7)
the only distinction between Riesz points and poles is the finite dimensionality of the eigenspace.
An early mistake on the part of the first author was [4] to confuse the Weyl theorem condi-
tion (0.1) with the inclusion
σ(T ) ⊆ ωess(T ) ∪ π left0 (T ) (0.8)
or equivalently
accσ(T ) ⊆ ωess(T ); (0.9)
in a brave attempt at spin we [6] christened this “Browder’s theorem holds.” Barnes [1] describes
it as “Weyl’s theorem mark II.” The condition (0.9) seems to have better permanence properties
than the original (0.1), but misses the disjointness
ωess(T ) ∩ π left0 (T ) = ∅. (0.10)
The “isoloid” condition of Berberian [2], that the isolated points of the spectrum should all be
eigenvalues, is [4] the beginning of a chain of similar conditions:
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of its spectrum are eigenvalues
isoσ(T ) ⊆ π left(T ), (1.1)
said to be polaroid if they are poles
isoσ(T ) ⊆ pole(T ), (1.2)
and said to be finitely polaroid if they are Riesz points
isoσ(T ) ⊆ π00(T ). (1.3)
If, for example,
accσ(T ) ⊆ {0} (1.4)
then the condition (1.3) says that T ∈ B(X) is a “Riesz operator” while (1.2) means that it is
“meromorphic.” It is clear that each condition in Definition 1 implies its predecessor, and that
neither of these implications is reversable. For example (not, as suggested in [4] the Volterra op-
erator), in infinite dimensions a scalar multiple of the identity is polaroid but not finitely polaroid
while the direct sum of zero and the Volterra operator is isoloid but not polaroid.
Our first observation is that in the “finitely polaroid” condition the Browder’s theorem inclu-
sion (0.9) is reversed:
2. Theorem. Necessary and sufficient for T ∈ B(X) to be finitely polaroid is that
ωess(T ) ⊆ accσ(T ). (2.1)
Necessary and sufficient for Weyl’s theorem to hold for T together with the finitely polaroid
property is that (2.1) hold with equality.
Proof. This is clear from the second part of (0.5). 
Notice also that in general
π left1 (T ) ⊆ ωess(T ). (2.2)
The isoloid condition by itself transfers separately to tensor products, and also to multiplica-
tion operators. If T ∈ B(X), S ∈ B(Y ) are bounded and linear on two different Banach spaces X
and Y we shall write
S ⊗ T :Σjyj ⊗ xj → ΣjSyj ⊗ T xj (Y ⊗ X → Y ⊗ X) (2.3)
for the operator induced on a tensor product of Y and X (completed with respect to a “uniform
crossnorm” [10,8]), and
LSRT :U → SUT
(
M → M ⊆ BL(X,Y )) (2.4)
for the composition operator induced on the space of operators from X to Y , or more gener-
ally one of the Schatten ideals [10] M ⊆ BL(X,Y ); then there is a simple expressions for the
spectrum of these operators:
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σ(LSRT ) = σ(S ⊗ T ) = σ(S)σ (T ) (3.1)
and inclusion
σess(LSRT ) ∪ σess(S ⊗ T ) ⊆ σess(S)σ (T ) ∪ σ(S)σess(T ) (3.2)
with, if ν ∈ σ(S)σ (T ) \ (σess(S)σ (T ) ∪ σ(S)σess(T )),
index(LSRT − νI) = index(S ⊗ T − νI ⊗ I )
=
∑
j∈J
index(S − μjI)dim(T − λj I)−∞(0)
−
∑
j∈J ′
dim(S − μjI)−∞(0) index(T − λj I), (3.3)
where
{
(μ,λ) ∈ σ(S) × σ(T ): μλ = ν}= {(μj ,λj ): j ∈ J ∪ J ′}. (3.4)
It follows
ωess(LSRT ) ∪ ωess(S ⊗ T ) ⊆ ωess(S)σ (T ) ∪ σ(S)ωess(T ). (3.5)
Proof. Equality (3.1) is Lumer and Rosenblum [9] and Brown and Pearcy [3]; inclusions (3.2)
and (3.5) are Fialkow [5] and Ichinose [8]. 
We do not use the slightly complicated formula (3.3) for the index, other than to note that we
need not expect equality in either (3.2) or (3.5).
There are partial results for eigenvalues:
4. Theorem. If S ∈ B(Y ) and T ∈ B(X), there is inclusion
π left(S)π left(T ) ⊆ π left(S ⊗ T ) (4.1)
and inclusion
π left(T ∗)π left(S) ⊆ π left(LSRT ). (4.2)
Proof. Here as in (0.7), T ∗ :f → f ◦ T is the dual of the operator T and we write
f  y ∈ BL(X,Y ) :x → f (x)y (4.3)
for the rank one operator induced by y ∈ Y and f ∈ X∗. The argument for (4.1) is taken
from [11]: there is inclusion
(
S−1(0) ⊗ X)∪ (Y ⊗ T −1(0))⊆ (S ⊗ T )−1(0 ⊗ 0) (4.4)
and, for arbitrary λ,μ ∈ C,
(S − μI)−1(0) ⊗ (T − λI)−1(0) ⊆ (S ⊗ T − λμI ⊗ I )−1(0 ⊗ 0). (4.5)
Similarly, for (4.2),
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T ∗−1(0)  Y )∪ (X∗  S−1(0))⊆ (LSRT )−1(0) (4.6)
and, for arbitrary λ,μ ∈ C,
(T − λI)∗−1(0)  (S − μI)−1(0) ⊆ (LSRT − λμI)−1(0).  (4.7)
We remark that for infinite dimensional spaces X and Y the left-hand sides of (4.4) and (4.6)
are either trivial or infinite dimensional.
For the transfer of the isoloid condition to each of the tensor product and the multiplication
operator, we need a little topology:
5. Theorem. If K ⊆ X and H ⊆ Y are compact subsets of metric spaces and if f :K → Y is
continuous, then there is inclusion
accf (K) ⊆ f (accK) ⊆ (accf (K))∪ (f (K) \ f (K ′f )), (5.1)
where K ′f consists of the points of K at which f is “locally one–one”:
K ′f =
{
λ ∈ K: ∃U ∈ Nbd(λ), U ∩ f −1f (λ) = {λ}}. (5.2)
There is also equality
acc(K × H) = (acc(K) × H )∪ (K × acc(H)). (5.3)
Dually
isof (K) ⊆ f (isoK) ∪ (f (K) \ f (K ′f )) (5.4)
and
iso(K × H) = isoK × isoH. (5.5)
Proof. If μ = f (λ) ∈ accf (K) with λ ∈ K , then there is (μn) = f (λn) with
λn ∈ K and μ = μn → μ.
By compactness there is a subsequence (λ′n) = (λφ(n)) of (λn) with λ′n → λ′∞ ∈ K . Necessarily
μ = μ′n = f
(
λ′n
)→ μ.
This gives (5.1); conversely if μ = f (λ) with λ ∈ K ′f and if λ = λn → λ, then also eventually
f (λn) = f (λ). Towards (5.3) it is clear that the right-hand side is a subset of the left; if conversely
ν = (λ,μ) ∈ acc(K × H), so that there is (λn,μn) in K × H with
(λ,μ) = (λn,μn) → (λ,μ),
then there is a subsequence ν′ = (λ′,μ′) for which
either λ /∈ {λ′n: n ∈ N} or μ /∈ {ν′n: n ∈ N}.
For (5.4) suppose μ = f (λ) ∈ (isof (K)) ∩ f (K ′f ): then there is V ∈ Nbd(μ) and U ∈ Nbd(λ)
for which
μ = μ′ ∈ V ⇒ μ′ /∈ f (K), f (U) ⊆ V ;
now
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For (5.5) take complements in (5.3). 
To make application to the spectra of tensor products and multiplication operators we take f
to be a bounded bilinear mapping between normed spaces:
6. Theorem. If K ⊆ X and H ⊆ Y are compact subsets of normed spaces and if x, y → x · y is
bounded and bilinear from X × Y into a normed space Z, then there are inclusions
(accK) · (accH) ⊆ accK · H ⊆ ((accK) · H )∪ (K · (accH))⊆ (accK · H) ∪ {0} (6.1)
and
iso(K · H) ⊆ ((isoK) · H )∪ (K · isoH); (6.2)
also
(
iso(K · H)) \ {0} ⊆ (isoK) · (isoH) ⊆ (iso(K · H))∪ {0}. (6.3)
Proof. For the first inclusion in (6.1) suppose λm = λn → λ and μm = μn → μ, and by passage
to subsequences arrange λmμm = λnμn → λμ; for the second and third inclusions apply (5.1)
with J = K × H in place of K and h : (x, y) → x · y in place of f : notice
h(J ) \ h(J ′h)⊆ {0}. (6.4)
For (6.2) take complements in the first inclusion in (6.1); for the first part of (6.3) apply (5.4). 
As an additional observation, noticed by Fialkow [5], there is inclusion
∂(K · H) \ {0} ⊆ (∂K · H) ∪ (K · ∂H), (6.5)
argue [5, Lemma 2.11]
(λ,μ) ∈ (intK) × (intH) ⇒ ∃t ∈ [0,∞],
(
tλ,
1
t
μ
)
∈ (∂K × H) ∪ (K × ∂H).
(6.6)
The set theoretic difference
ωcommess (T ) = σ(T ) \ π00(T ) = σess(T ) ∪ accσ(T ) = ωess(T ) ∪ accσ(T ) (6.7)
is known as the Browder spectrum of T , coinciding with the Weyl spectrum iff “Browder’s
theorem holds.” From (3.2) and (6.1) there is inclusion
ωcommess (S ⊗ T ) ∪ ωcommess (LSRT ) ⊆ ωcommess (S)σ (T ) ∪ σ(S)ωcommess (T ). (6.8)
The transmission of Browder’s theorem to the tensor product, and also to the multiplication
operators, is not clear: if Browder’s theorem holds for each of S ∈ B(Y ) and T ∈ B(X) then,
following the argument of [11], if (0.9) holds, and also with S in place of T , then
accσ(LSRT ) = accσ(S ⊗ T ) = acc
(
σ(S)σ (T )
)⊆ (accσ(S)σ (T ))∪ (σ(S) accσ(T ))
⊆ (ωess(S)σ (T ))∪ (σ(S)ωess(T )).
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The isoloid property is separately transmitted from S and T to S ⊗ T . We shall write
π left∞ (T ) = isoσ(T ) ∩ π left(T ) = π left0 (T ) ∪ π left1 (T ). (6.9)
7. Theorem. If S ∈ B(Y ) and T ∈ B(X) are isoloid, then so also is the tensor product S ⊗ T . If
each of S and T are isoloid and also satisfy the disjointness condition (0.11), then the same is
true of the tensor product.
Proof. We have inclusion
isoσ(S ⊗ T ) ⊆ π left(S)π left(T ) ∪ {0} ⊆ π left(S ⊗ T ) ∪ {0} (7.1)
and, recalling (6.2) and the dimension of the right-hand side of (4.4), implication
0 ∈ isoσ(S ⊗ T ) ⇒ 0 ∈ π left1 (S ⊗ T ). (7.2)
This transmits the isoloid condition; if in addition each of S and T also satisfy the disjointness
condition (0.10), and if ν = λμ ∈ isoσ(S ⊗ T ) with λ ∈ σ(T ) and μ ∈ σ(S), then, following the
argument of [11], it is clear from (7.2) that
ν = 0 ⇒ ν /∈ π left0 (S ⊗ T ), (7.3)
and clear from (6.3) that
0 = ν = λμ ∈ π left0 (S ⊗ T ) ⇒ (λ,μ) ∈ isoσ(T ) × isoσ(S). (7.4)
Finally we claim
0 = ν = λμ ∈ π left0 (S ⊗ T ) ⇒ (λ,μ) ∈
(
C \ ωess(T )
)× (C \ ωess(S)), (7.5)
if, for example, λ ∈ ωess(T ), then by disjointness (0.10)
(λ,μ) ∈ π left1 (T ) × π left(S). (7.6)
But this makes the left-hand side of (4.5) infinite dimensional and hence contradicts the assump-
tion of (7.5). Similarly μ /∈ ωess(S), and hence by (3.6) ν = λμ /∈ ωess(S ⊗ T ). 
Transmission of the isoloid property to multiplications is exactly similar:
8. Theorem. If S ∈ B(Y ) and T ∗ ∈ B(X∗) are isoloid, then so also is the multiplication LSRT .
If each of S and T ∗ are isoloid and also satisfy the disjointness condition (0.10), then the same
is true of the multiplication operator.
Proof. If S ∈ B(Y ) and T ∗ ∈ B(X∗) are isoloid, there is inclusion
isoσ(LSRT ) ⊆ π left(S)π left(T ∗) ∪ {0} ⊆ π left1 (LSRT ) ∪ {0} (8.1)
and, recalling the dimension of the right-hand side of (4.6), implication
0 ∈ isoσ(LSRT ) ⇒ 0 ∈ π left1 (S) ∪ π left1
(
T ∗
) ⇒ 0 ∈ π left1 (LSRT ). (8.2)
The second part is the same argument as for the second part of Theorem 7. 
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ucts or to multiplications; it is clear however that the finitely polaroid condition can only ever be
transmitted for finite dimensional spaces. Song and Kim have also demonstrated [11, Example 2]
that the disjointness condition (0.10) is not by itself transmitted: take
S = T = (K + I ) ⊕ sI ⊕ tI ∈ B(
2 ⊕ C ⊕ C)
with quasinilpotent one–one K ∈ B(
2) and st = 1 = t. (8.3)
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