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Abstract-In an earlier work [I], we have considered the use of T [2] preconditioners for the 
solution of Dirichlet boundary value problems by means of the preconditioned conjugate gradients 
methods. In this paper we propose the use of Toeplitz matrices for the fast parallel solution of differ- 
ential problems. We propose some algorithms to solve preconditioned systems which are especially 
suitable in parallel environments. We also present several numerical results to prove the effectiveness 
of our technique. 
Keywords-Boundary value problem, Elliptic operator, Matrix algebra, Preconditioner, Toeplitz 
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1. INTRODUCTION 
In this paper, we discuss an extension of the use of matrix algebras and preconditioned conjugated 
gradient (PCG) methods for the solution of the linear systems arising from the discretization of 
Dirichlet boundary value problems. This technique has proved to be very effective in the case of 
elliptic operators with constant coefficients; see for example [3-51. In the general case, i.e., the 
coefficient functions are not constant, we have to face two sources of ill-conditioning: the elliptic 
operator itself and the coefficient functions that may vanish at some point of the domain. 
Here we suggest to split the problems: we use a Toeplitz approximation of the elliptic operator 
and a diagonal correction that takes care of the coefficients. By comparing the numerical exper- 
iments, it seems that this approximation leads to a preconditioner which clusters the eigenvalues 
better than those obtained by using circulant matrices [3,6,7] or 7 matrices [1,8]. 
However, while the preconditioning systems with T matrices [2] or circulant matrices [9] can be 
easily solved in a parallel PRAM model of computation (where at each step each processor may 
perform at most one operation) in O(logn) parallel steps, our preconditioning system involves 
band Toeplitz matrices. In the classical literature we find good band-solvers [lo], but, unfortu- 
nately, these algorithms are inherently sequential. However, more recently, other band-solvers 
using O(logn) parallel steps and O(n) processors have been proposed (see for instance [11,12]). 
In this paper, one of the main concerns is to devise an efficient parallel solver for this kind of 
system. We propose three different strategies which, making use of matrix algebras [2,9,13,14], 
allow one to solve the preconditioning system in O(logn) parallel steps. 
The paper is organized as follows: in Section 2, we introduce the main ideas to obtain the 
preconditioner; in Section 3, we discuss some techniques to solve the preconditioned system; in 
Section 4, we report some numerical results obtained applying our method. 
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2. THE CHOICE OF THE PRECONDITIONER 
Let us consider the differential problem on some rectangular domain a: 
d(x) = 0, j=o,..., k- 1, on dfi, 
when discretized on a uniform grid using centered finite differences it leads to a symmetric linear 
system 
Ax = b, (2) 
that is not in the Toeplitz class unless u(x) = c for some c E R. 
The first component of our preconditioner P is the Toeplitz matrix &k obtained from the 
discretization of equation (1) where o(z) E 1. More precisely, Ask is a symmetric Toeplitz 
matrix, i.e., a symmetric matrix having constant values along each diagonal. Consequently, we 
may uniquely define the matrix f&k by giving explicitly only its first row a: 
a= [u~,...,uk,o~~..,o], with oj = (-1)’ 
The second component attempts to introduce more informative content from the original sys- 
tem into our preconditioner while keeping the overall computational cost as low as possible; for 
this purpose we use the main diagonal of A setting 
P = diag(A)Azk. 
Note that with this choice the main computational cost applying our PCG method arises from 
the solution of the band Toeplitz systems. 
In the following section we will consider efficient techniques in order to solve such types of 
systems. 
3. HOW TO SOLVE THE PRECONDITIONING SYSTEM 
Since we use f&k as a preconditioner for one-dimensional elliptic problems, we need to solve 
systems of the form 
l&y = C. (3) 
We propose three parallel strategies A, B and C to solve systems of this type. The first two 
strategies are based on the possibility of expressing these Toeplitz matrices as low-rank corrections 
of matrices belonging to some matrix algebras, like the circular-it class C, [9] and the T, class [2]. 
STRATEGY A. There exists C(“) E C,, such that f&k = Cc”) + EF, where C(“) is nonsingular 
and C, indicates the circulant algebra of the matrices which are simultaneously diagonalized by 
means of discrete Fourier transforms. Moreover, Ef is a matrix of fixed rank with respect to the 
dimension n; actually, rk(EF) = 2k + 1. 
STRATEGY B. There exists rck) E 7, such that f& = ?(le) + E; and ~(~1 is invertible. Here 
r12 denotes the algebra of those matrices which are simultaneously diagonalized by discrete sine 
transforms, and E; is a correction matrix of rank 2(k - 1). 
The decomposition strategies A and B suggest the use of the Sherman-Morrison-Woodbury 
(SMW) formula to obtain an efficient computation of the solution of the system (3). 
Actually, in order to apply the SMW formula to a generic system Ax = b we need a splitting 
of A, A = B + E, where rk(E) < n, E = UVH, iJ,V E CnXq and B easy to invert. In this case 
x = B-lb - B-lV (Iq + UHB-%‘)-I UHB-lb. 
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We recall that a generic matrix A E C, can be defined as q(2) where q is a polynomial of degree 
at most n - 1 and 
0 1 
*. . . . . 
Z= . . . . . . 
. . 1 
1 0 
Given &k = Toep,[O, . . ,O, ok,. . . , al, as, al,. . . , ak, 0,. . . ,O], we may correct Ask with 
A2k = C(k) + ,$,c, ak) E c, 
where 
kF=-Toep,[ai ,..., ak,O ,..., O,ak ,..., al]. 
Unfortunately, we cannot apply the SMW formula directly because of the singularity of Cck). In 
fact, setting e = (1,. . . , l)T we have 
k 
e = a0 + 2 C aj cos(jz) 
j=l 
Let us consider Cc”) = Cck) + fit with 
l$f = eeT = 1 Zj E C,. 
j=o 
Finally, in view of the previous relation, we find 
A2k = d”) - EF, Cck) nonsingular, 
and 
where rk(.,!?ic’) = 2k + 1 and T = TOepk[o, . . . (0, ok,. . . , al]. 
Thus, the solution of the linear system L&x = b requires O(logn) parallel steps with O(n) 
processors (see [15]). On the other hand, the rn algebra can be characterized in the following 
way: A E 7, if and only if there exists a polynomial q of degree at most n - 1 for which A = q(H) 
with H = Toep,[O, . . . , 0, 1, 0, 1, 0, . . . , 01. 
Given f&k we may “correct” it in the r12 class 
f&k = T-(‘) + El 
where 
and ok = 2(k - 1). H ere, the matrix F is the k - 1 order Handel matrix, having on its 
first row the values as,. . . , ak and on the last column the values CLk, 0, . . . , 0; finally, G = JFJ 
where J is the k - 1 order reflection matrix, i.e., Ji,j = 1 if i + j = k and Ji,j = 0 otherwise. 
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By using the spectral results in [13] we stress that 7(k) is nonsingular; actually the eigenvalues pi 
of r(lc) are strictly related to the generating function of the Toeplitz matrix Azk in the sense that 
pi = (2sin (T))2k, Zi = ?Y. 
n+l 
Even in this case, by following the analysis of the parallel cost performed in [15], we find that 
the solution of the proposed linear system needs, in the parallel PRAM model of computation, 
O(logn) parallel steps with O(n) processors. 
The third and well promising possibility is given by the application of a technique of the 
algebraic multigrid method as defined in [13]. 
STRATEGY C. Given the cutting matria: S, E RnxN, n = 2N + 1, 
('*)i,j = 
1, if j = 2i, 
0, otherwise, 
and following the indications given in [13], we choose P = IAl (where (X] indicates the matrix 
whose entries are the absolute value of the entries xi,j of X). The matrix p, = PS, will be the 
prolongation operator of an algebraic multigrid method which assures an arithmetic cost of O(n) 
operations and which implies O(log n) parallel steps using O(n) processors. 
When we consider bidimensional elliptic operators (as the bi-Laplacian & + &), we observe 
that the associated finite differences matrix is a positive definite block Toeplitz matrix with 
Toeplitz blocks A whose generating function [5] is nonnegative and has only one zero in (5, y) = 
(O,O). 
Moreover, A is a double-banded matrix with external bandwidth 2p+l and internal bandwidth 
2q + 1. Therefore, as in the scalar case we can “correct” A in two different block matrix algebras: 
namely the block circulant class C,,,, and the block r algebra TV+. The first one is generated by 
the pair of matrices 
In @ &a, &z@L, 
@ being the tensorial (Kronecker) product between matrices. Each A E C,,, can be diagonalized 
by bidimensional discrete Fourier transforms. 
The second algebra rn+ is generated by the matrices 
and each matrix of T~,~ can be diagonalieed by means of bidimensional discrete sine transforms. 
Moreover, we may easily compute the decompositions 
A = C(Pyq) + EC, 
A = +q) + ET, 
where C(PyQ) E C,*,, rk(EC) = 2n(p + q) + 1 and T(P>~) E T~,~, rk(E7) = 2n(p + q - 2). 
Consequently, by using the SMW formula and recalling that the computational cost of a bidi- 
mensional discrete Fourier and sine transforms is O(n2 log n) arithmetic operations and O(log n) 
parallel steps, we have O(logn) + O(n) parallel steps where the linear term O(n) is due to the 
inversion of the “smaller” matrix in the SMW formula. 
Evidently, in the block case, the best idea is the use of an algebraic multigrid method; in [14] 
it is shown that, in practice, the cost of the solution of Ax = b is O(n2) arithmetic operations 
and O(logn) parallel steps. 
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4. NUMERICAL RESULTS 
In this section, we present numerical results using the template problem 
= f (x)7 
with different choices of the coefficient function a(x) ranging from the “easy” case given by k = 2 
and a strictly positive coefficient a(x) = ex to the “difficult” given by k = 3 and one nonnegative 
coefficient the function a(x) E x *. Note that in the last case this choice of the coefficient greatly 
increases the ill-conditioning of the resulting linear system. 
We therefore consider different choices of k and a(x), and compare the results with those 
obtained using preconditioners in the r class [1,8]. We do not make explicit comparison with 
circulant preconditioners [3,6,7] because, as shown in [8], r preconditioners work better than 
circulant ones in the case of Dirichlet boundary value problems. Moreover, in our numerical 
examples we use coefficient functions which are not strictly positive and we observe that this case 
is not treated in [3,6,7]. 
We performed our tests at different grid sizes and we noticed no significant change since our 
PCG method shows a convergence rate which is independent of the dimension of the involved 
systems. Therefore, here we only report the numerical results obtained from the biggest system: 
300 by 300. The list of our test-problems as follows. 
CASE 1. k = 2, a(x) = e”. The first case we deal with is a simple one involving a fourth order 
derivative and a strictly positive function for a(x). 
Table 1. k = 2, a(z) = e*, 7~ = 300; original condition number = 4.216e-tO8. 
CASE 2. k = 3, a(x) = e”. We deal now with a more difficult case involving a sixth order 
derivative with the same coefficient function a(x). 
Table 2. k = 3, a(z) = e5, 7~ = 300; original condition number = 1.214e+09. 
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CASE 3. k = 2, a(z) = z. Here we consider a nonnegative coefficient function a(z) = z and a 
fourth order problem, i.e., k = 2. 
Table 3. k = 2, o(z) = z, 7~ = 300; original condition number = 1.214e-CO9. 
Step 
2 
4 
6 
8 
10 
12 
8.344e+OO 4.357e+O2 9.769e-01 
2.141e+OO 1.65Oe+OO 9.767e-01 
7.393e-01 1.832e-01 l.l16e+OO 
6.690e-01 l.O88e-02 1.37Oe+oo 
5.495e-01 5.626e-04 1.657efOO 
9.23Oe-01 2.177e-05 2.022e+OO 
3.027e+O4 443.522 1.412e+O3 
Final condition numbers 
2.824e-01 
4.426e-01 
1.891e-02 7 6.622e-05 7.082e-08 5.889e-10 6.856 
CASE 4. k = 3, a(x) = x. Here we consider a nonnegative coefficient function a(x) = x and 
k = 3 that is a differential problem involving a sixth order derivative. 
Table 4. k = 3, a(z) = 2, n = 300; original condition number = 2.508e+12. 
Preconditioner 
I- Toeplitz 
DATA TA DATA 
1 1 2.063e+08 
Error 
9.379e+Ol 1 lOOe+OO 
3.882e+02 1.832e+OO 
6.563e+02 3.584e+OO 
2.514e+02 6.721efOO 
2.513e+02 1.026efOl 
7.316e+Ol 1.529e+Ol 
7.303e+Ol 2.059e+Ol 
1.334e+07 1.271e+03 
Final condition numbers 
6.439e+Ol 
2.287e+02 
2.686e+Ol 
1.282efOO 
l.l06e-02 
4.445e-05 
2.094e-07 
4.950 
3 
CASE 5. k = 2, u(x) = z 2. Here we consider a nonnegative coefficient function a(x) = x2 and a 
fourth order problem with k = 2. 
CASE 6. k = 3, a(x) = x 2. In this last one-dimensional example we consider a more ill- 
conditioned problem having nonnegative coefficient function a(x) = x2 and order k = 3. 
It is evident that the Toeplitz preconditioner joint with the diagonal correction produces a faster 
PCG than the other three preconditioners. It is also true that we have a dramatic acceleration of 
the convergence in those cases where the order of the differential operator is higher. For instance, 
when k = 3, we observe that the r preconditioners, with or without diagonal correction, do not 
work (see Tables 2, 4, and 6). Moreover the role played by the diagonal correction becomes 
substantial in the case where the coefficient function a(x) has zeros. Therefore, in the case of 
a(x) = x2, a(z) = x the Toeplitz preconditioner without diagonal correction is not effective (see 
Tables 3-6). 
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Table 5. k = 2, a(x) = x2, n = 300; original condition number = 3.802e+OQ. 
Table 6. k = 3, a(z) = z2, n = 300; original condition number = l.l00e+13. 
Step 
1 
3 
5 
7 
9 
11 
13 
15 
17 
19 
Preconditioner 
T Toeplitz 
DATA TA DATA 
Error 
3.455e+Ol 6.307e+Ol 9.867e-01 3.612e+OO 
7.358e+02 5.915et02 1.563e+OO 5.968e+OO 
1.29Oef03 5.088e+02 2.421e+OO 1.593e+OO 
1.401e+03 3.460e+02 3.696efOO 7.582e-02 
2.316e+03 2.618e+02 4.386efOO 5.488e-02 
2.429e+03 2.592ef02 4.687e+OO 4.423e-04 
1.488e+03 8.574e+Ol 7.369eSOO 2.782e-06 
6.914e+02 8.551e+Ol 8.716e+OO 1.359e-06 
3.038efO2 3.295e+Ol 5.445e+OO l.O92e-06 
1.613e+02 1.481e+Ol 4.756efOO 3.757e-07 
l.O28e+ll 2.634e+07 3.535e+05 8.007 
Final condition numbers 
4.1. A Block Case Example: 
Comparison with Circulant Preconditioners 
As a final example we compare our preconditioners with those proposed by Chan and Chan 
in [3] using the circulant class. 
We will use the same test equation 
- N 1+&+Y))+ (( 1+ f sin(m7r(z + y))) uy) y = f(z, Y) 
and the same parameters. In that paper, the number j of iterations to reach the solution with 
an error rj such that llrjll < 10-6jlroll is reported. 
The first choice of the parameters is E = 0.1, m = 1, t = 2; using the circulant preconditioners 
the number of required iterations is 17 while our preconditioners need 6 iterations for TA and 
5 for DATA as shown in Table 7. We also consider the case given by 6 = 1, t = m = 2, where 
the coefficient b is very oscillating. As can be seen in Table 8, our preconditioners TA and DATA 
require 30 and 20 iterations, respectively. In this case of oscillating coefficients, our technique is 
essentially equivalent with respect to the PCG methods based on circulant preconditioners [3]. 
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Table 7. Equation (4) with e = 0.1, m = 1, t = 2, dimension = n2. 
n 10 20 30 
w TA DATA TA DATA TA DATA 
2 2.38e-02 1.27e-02 9.99e-02 5.69e-02 2.28e-01 1.31e-01 
4 1.48e-04 l.O6e-04 9.09e-04 6.67e-04 2.25e-03 1.65e-03 
6 1.63e-06 7.02e-07 1.41e-05 7.53e-06 3.99e-05 2.06e-05 
8 1.24e-08 3.46e-09 1.74e-07 1.02e-07 5.61e-07 3.12e-07 
10 6.47e- 11 1.37e-11 1.76e-09 1.42e-09 7.08e-09 4.38e-09 
Table 8. Equation (4) with E = 1, m = 2, t = 2, dimension = n2. 
n 10 20 30 
we TA DATA TA DATA TA DATA 
6 7.65e-02 9.20e-03 4.92e-01 6.25e-02 1.27e+OO 1.87e-01 
12 4.16e-03 l.O9e-04 6.56e-02 4.05e-03 1.89e-01 1.44e-02 
18 l.O6e-04 9.01e-07 7.45e-03 1.83e-04 3.53e-02 1.52e-03 
24 4.98e-06 l.Ole-08 6.34e-04 l.lSe-05 4.09e-03 1.76e-04 
30 2.42e-07 l.O6e-10 8.34e-05 3.95e-07 6.79e-04 1.57e-05 
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