DNA computing aims at using nucleic acids for computing. Since micromolar DNA solutions can act as billions of parallel nanoprocessors, DNA computers can in theory solve optimization problems that require vast search spaces. However, the actual parallelism currently being achieved is at least a hundred million-fold lower than the number of DNA molecules used. This is due to the quantity of DNA molecules of one species that is required to produce a detectable output to the computations. In order to miniaturize the computation and considerably reduce the amount of DNA needed, we have combined DNA computing with single-molecule detection. Reliable hybridization detection was achieved at the level of single DNA molecules with fluorescence crosscorrelation spectroscopy. To illustrate the use of this approach, we implemented a DNA-based computation and solved a 4-variable 4-clause instance of the computationally hard Satisfiability (SAT) problem.
INTRODUCTION
Biomolecular computing studies the use of DNA or other biomolecules for solving various computational problems (1) (2) (3) . Owing to the inherent logic of DNA hybridization and the massive parallelism intrinsic to molecules, DNA computers have the potential to extend the range of solvability for computationally hard problems (2, 3) . Parallel search algorithms have been employed in a number of experiments for solving small-scale instances of such problems, e.g. the Hamiltonian Path problem (1) and the Satisfiability (SAT) problem (4) (5) (6) (7) . A second branch of DNA computing research investigates the development of DNA-based nanodevices. Examples are the DNA finite automata (8, 9) and the realization of logic gates in single deoxyribozymes (10) .
The two areas of research are related, and while they may both yield important applications, future molecular computers that combine both approaches also hold considerable promise.
For example, instead of utilizing huge amounts of electronic computer power to perform relatively simple analyses on vast quantities of biochemical information, it might be possible to construct a molecular computer, which efficiently processes these data at the molecular level.
For the successful implementation of DNA-based computations, the detection of output molecules is of prime importance. Many of the currently available techniques for the detection of DNA have been used in molecular computing: gel electrophoresis with fluorescent or radiometric visualization, fluorescent labelling and fluorescence resonance energy transfer (FRET), mass spectrometry or surface-based techniques. However, all these methods either detect DNA in bulk quantities or destroy the output molecules. This severely limits the size of the library to be searched: the largest parallel computation reported filtered 2 20 different molecular species (7), which is less than the number of molecules of one variety necessary for the detection using gel electrophoresis (35 pg) (11) . For molecular automata, this detection limit imposes an equally severe redundancy. Therefore, the application of more sensitive detection technology may significantly enhance the power of DNA computations.
Recent progress in optical detectors has enabled the efficient detection of single molecules by fluorescence microscopy (12) . One of the most prominent single-molecule techniques for biological research is fluorescence-correlation spectroscopy (FCS) (13, 14) . FCS studies fluorescence fluctuations caused by a single molecule diffusing in the focal detection volume. Since binding of a small fluorescently labelled molecule to a larger ligand results in the change in diffusion time, FCS allows quantification of the interaction of biomolecules at extremely low concentrations. Extension of the method to dual-colour fluorescence cross-correlation spectroscopy (15) circumvents the need for a mass difference between the binding partners.
In this study, we report the detection of single molecules of DNA performing a computation. Our procedure for experimental implementation relies on the so-called blocking algorithm (16) , a parallel search algorithm which involves direct inactivation of those molecules that are not a solution. Fluorescence cross-correlation spectroscopy was employed to detect hybridization between single DNA molecules. We have benchmarked this technology on a small instance of the NP complete SAT problem.
MATERIALS AND METHODS

Sequence design
The library for a 4-variable SAT problem (2 4 possible solutions) was encoded by 16 different oligonucleotides of 36 bp each (Table 1) . They have the general structure:
where start and stop are a leader and end sequence, CTT GCA and TTG CAC, respectively, and a b c d stand for the four different variables of the SAT problem. For each of these variables, identical subsequences were used to encode its value, ATC ACC for 0 (false), and GTC TGA for 1 (true). The variable which is encoded by one of these two different bit sequences is determined by its position on the DNA strand.
The use of such an identical bit encoding for all variables enables us to read the bit sequence directly from the DNA sequence without the need for translation tables. For the design of the two bit sequences, the following constraints were applied: GC-content <50%, identical GC-content of both sequences, thermodynamic uniform behaviour [calculated according to the nearest-neighbour model (17)] of both sequences, <3 bp repeat within the two sequences, <3 bp complementary subsequence and no self complementarity. The blocker encoding is designed to be complementary to the library oligonucleotides:
using the complementary subsequences (Table 1) .
Oligonucleotide synthesis and fluorescent labelling
Custom synthesized DNA oligonucleotides were purchased from Isogen Bioscience (Maarsen, The Netherlands) and IBA (Göttingen, Germany). Library oligonucleotides were covalently labelled with Cy5 (Amersham-Biosciences, Piscataway, NJ) at their 5 0 end (Isogen Bioscience), blocker oligonucleotides with Rhodamine Green (Molecular Probes, Leiden, The Netherlands) at their 5 0 end (IBA). Each oligonucleotide was purified by denaturing gel electrophoresis (12% polyacrylamide) to remove unbound dye as well as failure sequences (18) . The purified oligonucleotides were diluted in water and their concentration was estimated from the absorption spectra, calculating the molar absorption coefficients at 260 nm according to Sambrook and Russell (18) . For estimating the dye concentration, absorption coefficients of e 647 nm = 250 000 cm À1 M
À1
(Cy5) and e 500 nm = 54 000 cm À1 M À1 (Rhodamine Green) were used.
Hybridization assay
For hybridization experiments, equal amounts of oligonucleotides were mixed at a concentration of 10 nM each. The mixture was heated to 90 C for 2 min and cooled to room temperature. For the short oligonucleotides utilized in this study, the rate of cooling was found to be irrelevant for the amount of hybridization. All experiments were performed in 1· SSC buffer (150 mM NaCl and 15 mM sodium citrate, pH 7.0) at room temperature (20 C) . Sodium hydroxide was added as indicated in the text to prevent mismatch hybridization by lowering the melting temperature. Since leader and end sequences are identical for all library and blocker oligonucleotides, we assume that any effect of the fluorescent dyes on DNA duplex stability will be the same for all oligonucleotide combinations.
Theoretical concept of fluorescence autocorrelation and cross-correlation spectroscopy FCS (13, 14) was used to analyse the fluorescence intensity fluctuations originating from single fluorescent labelled DNA molecules diffusing in a confocal detection volume of <0.5 fl. Correlation of the intensity fluctuations over time yields the so-called autocorrelation function, G(t). Using a one component model the experimental autocorrelation curves were fitted by:
where N denotes the number of fluorescent particles in the detection volume, T the fraction of fluorophores in triplet state, t t the triplet lifetime, t diff the diffusion time and SP the structural parameter describing the confocal volume.
In dual-colour cross-correlation spectroscopy (15), a sample containing two fluorescent species labelled with two different dyes is excited simultaneously with two laser lines, and the fluorescence signals from the two dyes are separately detected. In addition to the autocorrelation functions, the crosscorrelation function, G cc (t), is calculated. The latter was fitted according to:
This equation uses an apparent particle number, N x , which is the inverse amplitude of the cross-correlation function:
The diffusion behaviour of the doubly labelled molecules is described by t diff,gr . Assuming that there is no cross-talk between the two detection channels (15) , the number of doubly labelled particles, N cc , may be determined from:
Here, N ac,r and N ac,g are the particle numbers obtained from the autocorrelation functions detected in the red and the green detection channel.
Cross-correlation measurements
Dual-colour fluorescence cross-correlation measurements were performed on a ConfoCor2 (Zeiss, Jena, Germany), using the cross-correlation configuration (15, 19) . Dual-colour excitation was achieved with the 488 and 633 nm laser lines. The fluorescence emission was split by a dichroic mirror (secondary beam splitter 635 nm), passed through a 505-550 nm bandpass and a 650 nm longpass filter, respectively, and recorded in two separate channels. Detection of fluorescence fluctuations was achieved with two avalanche photodiodes. The signals were software-correlated to obtain the autocorrelation and cross-correlation functions. Calibration measurements with standard dyes (Rhodamine6G and Cy5) were performed to determine the geometry and the size of the detection volumes in both channels. Typically, volumes of 0.12 and 0.43 fl were found for the green and red channel, respectively. To maximize the overlap of the two detection volumes, pinhole alignment was performed as described by Bacia et al. (19) . All measurements were carried out in 10 ml vol in 8-well glass bottom chambers (Nunc GmbH, Wiesbaden, Germany). For each cross-correlation curve, five individual measurements (30 s each) were averaged. The ConfoCor2 software was used for fitting autocorrelation and cross-correlation curves and to calculate the average number of doubly labelled molecules in the detection volume.
RESULTS
DNA computation
SAT problems have frequently been tackled by DNA-based computations and may be considered a benchmark for new algorithms (4-7). The specific SAT problem solved here is a 4-variable three SAT problem consisting of four clauses:
where a, b, c and d are the four variables with values of true (1) or false (0). OR operations are denoted by '_', AND operations by '&', while '$' symbolizes the negation of a variable.
Since the clauses are connected by AND, falsifying one clause is sufficient for falsifying the complete formula. Our experimental algorithm (16) works as follows: first, all library molecules are synthesized, i.e. a mixture of singlestranded (ss) DNA molecules (oligonucleotides) encoding all candidate solutions for a given problem. Then, a set of so-called blocker oligonucleotides is created which encode the falsifying assignments for each of the clauses. These falsifiers or blockers are used to block those library molecules that are not a solution. Their sequence is chosen to be complementary to the corresponding library molecules. Addition of the blockers to the library molecules results in the hybridization of blockers to all 'wrong' assignments. Hence, the remaining ss DNA molecules are those that do represent a solution. Double-stranded (ds) DNA, i.e. the non-satisfying assignments, is recognized using hybridization detection as output. In order to obtain an addressed array for the output, the library molecules (2 n for a problem with n variables) may either be immobilized on a surface (DNA chip) or distributed in 2 n different tubes. A number of different techniques were previously tested for the experimental implementation of the blocking algorithm (20, 21) . However, all these methods, a hybridization assay based on FRET, a heteroduplex migration assay and enzymatic mismatch recognition (all employing oligonucleotide concentrations in the micromolar range), did not allow clear discrimination of all satisfying solutions and all non-satisfying ones.
This study reports the utilization of single-molecule fluorescence spectroscopy for hybridization detection. First, the development of an assay for hybridization detection at the level of single molecules will be described. Optimization of the experimental conditions allowed hybridization detection with the addition of multiple blocker oligonucleotides in parallel, i.e. at the same time. This approach was used to solve the 4-variable 4-clause SAT problem described above.
Hybridization detection at the level of single DNA molecules
In order to detect hybridization of single DNA molecules, we applied dual-colour fluorescence cross-correlation spectroscopy. For this purpose, the library molecules were covalently 5 0 labelled with a red fluorescent dye (Cy5) and blockers with a green fluorescent dye (Rhodamine Green). Hybridization of a blocker molecule to a library molecule results in the formation of a dsDNA molecule which is labelled with both the red and the green dye. Since the cross-correlation function contains only dynamic information about doubly labelled molecules (15), a cross-correlation signal is not detected unless the formation of dsDNA, i.e. hybridization, occurred. Figure 1a depicts two different cross-correlation experiments using two different library molecules (04 and 05) to which the same blocker molecule (B0) was added. Blocker B0 and library 04 form a perfect duplex, whereas hybridization with library 05 results in four mismatched basepairs. As expected, a cross-correlation signal was only observed for the perfect duplex (blocking combination); the amplitude detected for the 4 bp mismatch combination is nearly 0, G cc (t) = 1. However, this clear difference was only observed under stringent conditions. At room temperature, without the addition of denaturing chemicals (sodium hydroxide, urea and formamide), the amplitude of the signal for the mismatch combination was considerably higher, indicating the occurrence of mismatch hybridization. Sodium hydroxide (or more general alkaline pH) lowers the thermal melting point of DNA (22) . The effect of NaOH on hybridization is shown for both combinations in Figure 1b . The largest difference between the amplitudes for the perfect duplex and the 4 bp mismatch was observed after the addition of 3.5 mM NaOH, indicating that this concentration lowers the melting temperature of the mismatch combinations to <20 C. Therefore, in all subsequent experiments 3.5 mM NaOH was added. It is worth mentioning that the optimal amount of NaOH needed for the discrimination between perfect duplex and mismatch hybridization depends on the buffer composition, the temperature as well as the length and sequence of the oligonucleotides (data not shown).
Addition of multiple blockers in parallel
An important goal for the experimental implementation of the blocking algorithm is the addition of multiple blockers in parallel. Figure 2a shows the hybridization experiments with the addition of two different blocker oligonucleotides at the same time. Again, two different experiments using two different library molecules are compared. Library 11 forms a perfect duplex with blocker A1 and a 4 bp mismatch with blocker A0, whereas library 03 has a mismatch of 4 and 8 bp with blocker A0 and A1, respectively. Similar to the experiments with just one blocker added, a cross-correlation signal was only observed for the perfect duplex but not for the mismatch combination. Similar experiments using three blockers in parallel are depicted in Figure 2b . Library 04 perfectly matches blocker B0 and has mismatches of 4 and 8 bp with blocker B1 and C1, respectively. Library 05 has a mismatch of 4 bp with blockers B0 and C1, and of 8 bp with blocker B1. Again, a cross-correlation signal is only detected for the blocking combination (i.e. the perfect duplex) and the amplitude observed for the mismatch combination is close to 0. These experiments demonstrate that the cross-correlation technique is suited for hybridization detection with the addition of multiple blocker molecules at the same time, i.e. a high background of competing oligonucleotides. However, our data indicate that the amplitude of the signal for the perfect match decreases with an increasing number of blocker oligonucleotides added. In agreement with this observation, the amplitudes observed in experiments using four different blocker molecules in parallel were too low to achieve reliable hybridization detection (data not shown).
Complete computation
To test the applicability of the single-molecule approach for a complete computation, the first clause of the 4-clause SAT problem described above was used: b _ c _ $d ð Þ , which is falsified by [a b c d] = 0001 _ 1001, encoded by blockers C0 and D0. In order to compare the amount of hybridization, the average number of doubly labelled molecules in the detection volume, N cc , was determined from the experimental cross-correlation curves. Figure 3 shows the results for the 16 different library molecules. Significant numbers of doubly labelled molecules, meaning hybridization with blockers, were only detected for library molecules 01 and 09. Library 01 forms a perfect duplex with blocker D0, while library 09 perfectly matches to blocker C0. Independent experiments with the same blocker and library molecules indicate a rather good reproducibility (see error bars in Figure 3 ) and reliable distinction of blocking versus non-blocking combinations.
The second clause of formula F, ($a _ b _ $c), is falsified by blockers A0 and A1. The corresponding experiment is depicted in Figure 4a . Again, a significant amount of doubly labelled molecules was only observed for two combinations. Library 10 and 11 form perfect matches with blockers A0 and A1, respectively. Figure 4b demonstrates the experiment for solving the third and fourth clause of the problem,
This conjunction is falsified by blockers B0, B1, C0 and C1. Since blocker C0 was already used in the first experiment, i.e. the corresponding library molecule was already sorted out, it may be omitted from the experiment. Experiments with the three other blockers resulted in high cross-correlation signals, i.e. considerable number of doubly labelled molecules, for library molecules 04, 06 and 13, each of which forms a perfect duplex with one of the blockers.
To solve the complete 4-clause SAT problem, we just have to combine the results from the three previous experiments. Every library molecule that shows a cross-correlation signal in one of the experiments, meaning that it hybridizes to one of the blockers, is identified as wrong assignment. Figure 5 shows that these are library molecules 01, 04, 06, 09, 10, 11 and 13. Our SAT problem is therefore satisfied by the remaining library molecules 00, 02, 03, 05, 07, 08, 12, 14 and 15 (see Table 1 for encoding). 
falsified by 0100 _ 0110 _ 1001 _ 1101. Cross-correlation curves were measured after hybridization with blockers B0, B1 and C1. Blocker C0 was omitted from the experiment since it was already used for falsifying the first clause. Again, the results of three to four individual experiments were averaged (error bars not shown). The average number of doubly labelled molecules was determined as described for Figure 3 .
DISCUSSION
The potential of single-molecule techniques was already recognized immediately following the first experiments in DNA computing (23, 24) . Adleman (23) proposed that the use of single-molecule fluorescence spectroscopy could enable DNA detection without previous amplification. Our study presents the first example for the utilization of single-molecule techniques for DNA computing. Fluorescence cross-correlation spectroscopy was employed to monitor a DNA computation at the level of single molecules. Given that even single basepair mismatch discrimination can be achieved (data not shown), the technique may also prove to be useful for medical applications, e.g. mismatch detection assays or detection of gene expression in living cells (25) .
The single-molecule hybridization assay proved to be a considerable improvement compared to the ensemble measurement by the FRET assay tested before (20) . Apparently, fluorescence cross-correlation spectroscopy is less prone to experimental errors, most probably because the signal amplitude does not depend on the distance between the two dyes. In this view, hybridization detection would be less susceptible to small differences in DNA structure [which may be caused for example by interaction between nucleobases and the dye molecules (26) ]. In addition, the method can also be applied for oligonucleotides longer than the Förster distance ($70 s) of the two dyes.
The DNA computation described here compares the hybridization behaviour of 112 different oligonucleotide combinations (Table 1) . For oligonucleotide sequence design nearestneighbour thermodynamic parameters were employed (17) , which were derived from the ultraviolet absorption measurements using micromoles of oligonucleotides (27) . Nonetheless, we could remarkably well predict the hybridization behaviour of all 112 different oligonucleotide combinations in the single-molecule hybridization assay. Moreover, our experiments demonstrate that chemical melting with alkaline pH corresponds very well to thermal melting.
The largest DNA computation reported up to now is the solution of a 20-variable SAT problem (7) using gel electrophoresis techniques. Our 4-variable test problem is rather small, but in contrast to all previous approaches, DNA computing using single-molecule detection requires neither large quantities of DNA for detection (4-7) nor does it destroy the output molecules (4-7). Therefore, the method has a considerable promise for extending the size of the libraries to be searched and thereby enhance the performance of parallel search algorithms.
Our approach for solving SAT is the first experimental implementation of the blocking algorithm described by Rozenberg and Spaink (16) . Opposed to other parallel search algorithms, this methodology sorts out those molecules that encode wrong assignments. In theory, only three experimental steps are required: DNA synthesis, hybridization and detection of ssDNA. Our actual computation involved seven steps, DNA synthesis plus three times hybridization and detection of ssDNA. Currently, we are investigating different algorithms and technologies for up scaling the computation. Singlemolecule fluorescence spectroscopy will be combined with lab-on-a-chip technology to enhance the parallelism of the computation, implying that a large number of hybridization experiments can be performed at the same time. Sophisticated temperature controlled microfluidics systems may be used to implement high-throughput hybridization detection and possibly will allow the addition of more than three blockers in parallel. In addition, the utilization of universal nucleotides may decrease the number of blocker molecules needed for the computation (28) .
For practical reasons, the experiments described in this study were performed in a volume of 10 ml. Since the detection volume of our setup is <0.5 fl, the amount of DNA still may be very much reduced. State-of-the-art spotting techniques used for lab-on-a-chip technologies enable dispensing of 60 pl in nanolitre wells (29) , which would decrease the amount of DNA needed for our computation to as little as 0.6 attomol of each species. Compared with gel electrophoresis (11) which is the most commonly applied detection method for DNA computing, a reduction by four orders of magnitude can be achieved. Thus, the search space, that is the size of the library to be searched, may be increased 10 000 times. Hybridization detection by single-molecule fluorescence spectroscopy is also much faster than gel electrophoresis. All experiments for solving our 4-clause SAT problem can be performed in the laboratory in just one single day. FCS can easily be combined with high-throughput screening, meaning that the speed of the computation can be further increased by automation of the procedure and even larger problems may be tackled with affordable computing time.
The combination of single-molecule fluorescence spectroscopy with lab-on-a-chip technology appears to be especially attractiveforevolutionaryDNAcomputing,i.e.theimplementation of evolutionary algorithms with DNA (30, 31) . So far, no successful experimental realization of this approach has been reported. In particular, the selection step is difficult to implement: selection of the fittest molecules requires very accurate detection (and even sorting) of low quantities of molecules with desirable properties, while a very high background of 'wrong' molecules is present at the same time. One can envisage that single-molecule technology will enable selection and manipulation of single desirable molecules for this purpose. Furthermore, the non-destructive character of single-molecule detection allows for iterated selection cycles.
In summary, the application of single-molecule techniques has the potential to overcome some of the current limitations of DNA computing and to extend the scale of computations from proof-of-principle towards real applications.
