Abstract-Learning-to-rank for information retrieval has gained increasing interest in recent years. Inspired by the success of sparse models, we consider the problem of sparse learning-to-rank, where the learned ranking models are constrained to be with only a few nonzero coefficients. We begin by formulating the sparse learning-to-rank problem as a convex optimization problem with a sparseinducing ' 1 constraint. Since the ' 1 constraint is nondifferentiable, the critical issue arising here is how to efficiently solve the optimization problem. To address this issue, we propose a learning algorithm from the primal dual perspective. Furthermore, we prove that, after at most Oð 1 Þ iterations, the proposed algorithm can guarantee the obtainment of an -accurate solution. This convergence rate is better than that of the popular subgradient descent algorithm. i.e., Oð 1 2 Þ. Empirical evaluation on several public benchmark data sets demonstrates the effectiveness of the proposed algorithm: 1) Compared to the methods that learn dense models, learning a ranking model with sparsity constraints significantly improves the ranking accuracies. 2) Compared to other methods for sparse learning-to-rank, the proposed algorithm tends to obtain sparser models and has superior performance gain on both ranking accuracies and training time. 3) Compared to several state-of-the-art algorithms, the ranking accuracies of the proposed algorithm are very competitive and stable.
R ANKING is a crucial task for information retrieval systems, in particular for web search engines. Learning-to-rank is a task that applies machine learning techniques to learn good ranking predictors for sorting a set of entities/documents. It has been drawing increasing interest in information retrieval and machine learning research. Many learning-to-rank algorithms have been proposed in literature such as [3] , [4] , [5] , [6] , [7] , [8] , [9] .
In many machine learning applications, such as computer vision and bioinformatics, there is much desire to learn a sparse model. That is, a model with only a few nonzero coefficients with respect to the input features. Models with sparsity constraints are also desirable in ranking. First, some new data sets for ranking, such as the data sets for Yahoo!'s Learning-to-Rank Challenge 1 and Microsoft's data sets for large-scale learning-to-rank, 2 contain high-dimensional features. High-dimensional features lead to the problem that the dense models learned are complicated and hard to interpret. Second, high-dimensional features may be redundant or noisy, which results in poor generalization performance. Lastly, a sparse model has less computational cost in prediction.
The following is an intuitive example to illustrate why sparse learning works: a few strong features can dominate the whole ranking performance. We sort the documents in the TD2004 data set (in LETOR 3.0 [20] ), respectively, using each individual feature out of the 64 given features. The results of Normalized Discounted Cumulative Gain (NDCG)@10 evaluation metrics (interested readers please refer to Section 8.2 for more details about NDCG) are shown in Fig. 1 . For comparison, we generate a random predictor that uses all of the features as follows: we randomly initialize a feature weight vector w wðw w ¼ ðw 1 ; w 2 ; . . . ; w 64 Þ;8i; w i ! 0; P 64 i¼1 w i ¼ 1Þ for 10 times and sort the documents in decreasing order of the results of the inner product hw w; x xi, where x x denotes the feature vector of a document, and then we get the average over the 10 NDCG@10 values. We can observe in Fig. 1 that only several strong features, i.e., BM25, language models, PageRank, HITS [20] , have obviously higher NDCG@10 values than the average of ten random sorting values (the red line), while many are lower. Moreover, there are some poor features whose NDCG@10 values are very far away from the average value of random sorting. To sum up, there can be cases where the whole ranking performance is dominated by only a small number of strong features, where learning a sparse model with only a few nonzero coefficients is desirable for ranking, and it has the potential to achieve better performance.
To obtain sparse ranking models, a natural way is to construct a ranking model with the smallest number of features. This problem is usually modeled using the ' 0 penalty. However, the resulting optimization problem is an NP-hard combinatorial problem. A simple way to tackle the ' 0 penalty is feature selection, which greedily chooses an additional feature at every step to reduce the training error. Although feature selection algorithms directly address the ' 0 penalty, they are nonconvex and hard to analyze. A more popular way is to use the ' 1 penalty as a convex surrogate of the ' 0 penalty. The convex optimization problems with the ' 1 penalty not only lead to efficient learning algorithms but also allow comprehensive theoretical analysis. In this paper, we focus on the sparse ranking problem with the ' 1 penalty.
However, no effort has been made to tackle the problem of learning a sparse model for ranking with the ' 1 constraint except for the work [10] , in which the authors proposed a reduction framework to reduce ranking to the problem of importance-weighted pairwise classification. Then, they used an ' 1 regularized algorithm to learn a sparse ranking predictor. Despite the improvement they reported, the authors did not justify the individual contribution of the two parts of their solution: the reduction framework and the sparse learning algorithm.
This paper aims to answer the question of how the sparse learning algorithm contributes to improve ranking accuracy. We propose a convergence-provable primal-dual algorithm that optimizes the ' 1 regularized pairwise ranking loss. Furthermore, we empirically show in our experiments that our algorithm, using the pairwise ranking loss with sparseinducing ' 1 norm, can significantly outperform the algorithm using the same loss with ' 2 norm and can achieve a state-of-the-art performance on several benchmark data sets.
Our contributions in this paper can be summarized as follows: 1) We successfully formulate the sparse learning-torank problem as a convex optimization problem by combining a pairwise ranking loss and a sparse-inducing ' 1 norm. Since the ' 1 norm is nondifferentiable, this optimization problem is difficult to solve. We propose a learning algorithm for this optimization problem from the primal-dual perspective. 2) We prove that, after T iterations, our proposed algorithm can guarantee the obtainment of a solution with desired tolerant optimization error ¼ Oð
Our algorithm has a better convergence rate than the subgradient descent algorithm, which is a popular algorithm for convex and nondifferentiable problems with a convergence rate of Oð 1 ffiffi ffi T p Þ [11] . 3) We empirically show that, compared to the methods that learn dense models, learning a ranking model with sparsity constraints can significantly improve the ranking accuracies. Experiment results show that our learning algorithm achieves a state-of-the-art performance on several public benchmark data sets.
RELATED WORK
Recently, there has been a lot of research focusing on learning-to-rank in the machine learning community. Two main classes of methods for learning-to-rank have been explored in the last few years: pairwise methods and listwise methods [3] , [4] , [5] , [6] , [8] , [12] . Our proposed method belongs to the first class.
The first class of methods is based on the so-called pairwise approach, in which a process of learning-to-rank is viewed as a task to classify the preference order within document pairs. Ranking SVM [6] , RankBoost [5] , and RankNet [3] , are notable pairwise algorithms. The Ranking SVM algorithm adopts a large margin optimization approach like the traditional SVM [15] . It minimizes the number of incorrectly ordered instance pairs. Several extensions of Ranking SVM have also been proposed to enhance the ranking performance, such as [13] , [14] . RankBoost is a boosting algorithm for ranking by using pairwise preference data. RankNet is another well-known algorithm, which applies Neural Network to rank and uses cross entropy as its loss function. Recently, Chapelle and Keerthi [16] replaced the standard hinge loss in Ranking SVM with a differentiable squared hinge loss and, thus, proposed a Newton descent algorithm to efficiently learn the ranking predictor.
The second class contains the listwise methods in which there are mainly two streams:
1. The first stream optimizes a loss function directly based on the IR evaluation metrics. SVM-MAP [8] adopts the structural support vector machines to minimize a loss function that is the upper bound of the Mean Average Precision (MAP) evaluation metrics (interested readers please refer to Section 8.2 for more details about MAP). AdaRank [12] is a boosting algorithm that optimizes an exponential loss, which upper bounds the metrics of MAP and NDCG. 2. The second stream defines several listwise loss functions, which take the list of retrieved documents for the same query as a sample. ListNet [4] defines a loss function based on the KL-divergence between two permutation probability distributions. ListMLE [18] defines another listwise likelihood loss function based on the Luce Model [17] . Another aspect related to the work in this paper is sparse learning, which has been widely applied to many applications in computer vision, signal processing, and bioinformatics. Many learning algorithms have been proposed for sparse classification/regression, such as decomposition algorithms [28] , [27] , algorithms for ' 1 constrained optimization problem [31] , [30] , [29] (interested readers please refer to [27] for more discussions about sparse classification/regression algorithms).
Since the pairwise approach reduces the ranking problem to a classification problem on document pairs, in principle, many algorithms for sparse classification can be applied to obtain sparse ranking models. However, few efforts have been made to tackle the problem of learning a sparse solution for ranking. Recently, Sun et al. [10] proposed a reduction framework to reduce ranking to importanceweighted pairwise classification and then used an ' 1 regularized algorithm to learn a sparse ranking predictor. Despite success, it does not justify the individual contribution of each of its two parts, the reduction framework and the sparse learning algorithm. Sparse learning for ranking is a relatively new topic that needs more exploration.
NOTATIONS
We introduce the notations used throughout this paper. In the learning-to-rank problem, there is a labeled training set
denotes the list of corresponding retrieved objects (i.e., documents) for q k , and Y k ¼ fy k;i g nðq k Þ i¼1 is the list of corresponding relevance labels provided by human, where y k;i 2 f0; 1; 2; 3; 4g, nðq k Þ represents the number of objects in the retrieved object list belongs to query q k , and X k;i represents the ith object in the retrieved object list belongs to query q k . Each X k;i 2 IR m is an m-dimensional feature vector and each attribute of X k;i is scaled to the range ½0; 1.
We define a pairs set P of comparable object pairs as following: ðk; i; jÞ 2 P if and only if X k;i ; X k;j belong to the same query q k and y k;i 6 ¼ y k;j . We use p to denote the number of pairs in P . In addition, we define an object pairwise comparison error matrix K 2 IR pÂm as follows: each pair in P corresponds to a row in K. Denote the lth pair in P as fk l ; i l ; j l g, the lth row of K as K l . We define K l ¼ y k l ;i l ;j l ðX k l ;i l À X k l ;j l Þ, where y k l ;i l ;j l ¼ 1 if y k l ;i l > y k l ;j l , and otherwise y k l ;i l ;j l ¼ À1. Since X i;j 2 ½0; 1 m for all i; j, we have K l 2 ½À1; 1 m for all l. We use hx x; y yi to represent the inner product of two vectors x x and y y. Let r denote the radius of an ' 1 -ball: kw wk 1 r . We introduce an indictor function I C ðw wÞ: I C ðw wÞ ¼ 0 if and only if for a given vector w, condition C is satisfied, otherwise I C ðw wÞ ¼ þ1. The above notations are summarized in Table 1 .
PROBLEM STATEMENT
The learning-to-rank problem has a wide range of applications in information retrieval systems. We are given a labeled training set S ¼ fðq k ; X k ; Y k Þg n k¼1 and a test set T ¼ fðq k ; X k Þg nþu k¼nþ1 . The task of learning to rank is to construct a ranking predictor from the training data, and then sort the examples in the test set using the ranking predictor.
Following the common practice in learning-to-rank, in this paper, we only focus on learning a linear ranking predictor fðxÞ ¼ hw; xi. Many existing learning-to-rank algorithms use this setting. The SVM methods, such as the recently proposed RankSVM-Struct [19] and RankSVMPrimal [16] , are notable algorithms for learning linear ranking predictors, which achieve a state-of-the-art performance on several benchmark data sets. These methods learn ranking models by minimizing the following form of regularized pairwise loss functions:
where 'ðxÞ can be the hinge loss 'ðxÞ ¼ maxð0; 1 À xÞ or the squared hinge loss 'ðxÞ ¼ maxð0; 1 À xÞ 2 , and C is a parameter to control the tradeoff between training error and the model complexity. Existing work [34] in learningto-rank revealed that the classification-based pairwise loss function (i.e., hinge loss) is both an upper bound of 1-NDCG and 1-MAP. When we take 'ðxÞ ¼ maxð0; 1 À xÞ, the objective function given by (1) is the objective of Ranking SVM. There exist several algorithms, such as the quadratic programming [26] or the cutting plane algorithm [19] , which minimize this objective function. If 'ðxÞ ¼ maxð0; 1 À xÞ 2 , the function given by (1) becomes the objective of RankSVM-Primal [16] , which is a convex and twice differentiable function that can be optimized directly via an efficient Newton descent algorithm. Despite achieving a state-of-the-art performance, a learning algorithm using these forms of objectives usually obtains dense solutions (most of the ranking predictor's coefficients are nonzero) because of the ' 2 regularization term.
Sparse models have been proved to be effective in many applications, including computer vision, signal processing, and bioinformatics. In this paper, we are interested in the particular problem of how the sparse learning algorithm can contribute to the improvement of the ranking accuracy. By replacing the ' 2 norm with the spare-inducing ' 1 norm, we obtain the following optimization problem:
For any C in the problem in (2), there exists a corresponding r such that the problem in (2) is equivalent to the following optimization problem (see the explanation in [32, Section 1.2]):
The predictor w w 0 is an m-dimensional vector constrained in the ' 1 -ball of radius r. It is well known that the ' 1 constrained optimization problems like (3) usually lead to sparse solutions, but the ' 2 regularized formulation like (1) [33, pages 14-15] for a detailed explanation based on a geometrical intuition).
For ease of analysis, we scale the radius of ' 1 -ball to 1 and define w w ¼ 
The objective function given by (4) is similar to that of the RankSVM-Primal, except for a different regularization term. Since ' 1 is not differentiable everywhere, it is challenging to optimize the objective in (4), and the Newton descent algorithm used in RankSVM-Primal cannot be applied. To minimize a convex but nondifferentiable function, a straightforward way is to use the popular subgradient descent algorithm. However, the subgradient descent method has a slow convergence rate of Oð 1 2 Þ, where is the expected optimization precision. In this paper, we propose an efficient and convergence-provable optimization algorithm for the problem in (4), with a faster convergence rate of Oð 1 Þ.
OUR ALGORITHM

Overview
In this section, we present our algorithm to solve the sparse learning-to-rank problem in (4). Our algorithm is based on the theory of Fenchel Duality [24] , which has been used in several machine learning algorithms such as the boosting variants in [1] . Our algorithm follows the genetic algorithmic framework proposed in [1] . Since Fenchel Duality is the key ingredient in our designing methodology, we call our algorithm "FenchelRank" for short.
Let Dðw wÞ ¼ ÀGðw wÞ. Then, the problem in (4) is equivalent to the following optimization problem: 
To maximize the objective in (5), we propose an iterative algorithm, which iteratively constructs a sequence of weight vectors: w w 1 ! Á Á Á ! w w t ! w w tþ1 ! Á Á Á ! w w T , such that fDðw w t Þg The skeleton of the proposed algorithm is shown in Algorithm 1. The input of the algorithm includes a data matrix K, a desired optimization tolerance , a maximum number of iterations T , and the radius r of an ' 1 -ball. In this algorithm, the sign function signðÞ ¼ 1 if ! 0, otherwise signðÞ ¼ À1; 0 0 m denotes the m-dimensional vector with all zeros, and e e i is the vector with all zeros except the ith element being 1. The algorithm initializes w w to be 0 0 m . It stops if the early stopping criterion is satisfied (Line 2), or the maximal iteration, T , is reached. Algorithm 1. FenchelRank algorithm Input: pairwise data matrix K, desired accuracy , maximal iteration number T and the radius r of ' 1 ball. Output: linear ranking predictor w Initialize: In each iteration, the algorithm has three main steps: 1) checking the early stopping criterion (Line 2); 2) greedily choosing a feature to update (Line 3); and 3) finding an appropriate step size and updating the weights (Lines 4-5). In the following, we first review the properties of Fenchel duality. Then, we present how to construct the sequences fDðw w t Þg . After that, we specify the three main steps, respectively. Finally, we provide the theoretical analysis of the algorithm.
Properties of Fenchel Duality
The main properties of Fenchel Duality are the Fenchel conjugate (Definition 1) and the Fenchel Duality inequalities (Lemma 1 and 2). 
The equality holds if and only if 2 @fðx xÞ.
Lemma 2 (Fenchel Duality Inequality: [2] , Theorem 3.3.5).
Let function f : R p ! ðÀ1; þ1 and g : R m ! ðÀ1; þ1 be two closed and convex functions, K be a IR pÂm matrix,
The equality holds when 0 2 ðdomðgÞ À K T domðfÞÞ .
Constructing the Sequences
To construct the sequences fDðw w t Þg 
This is exactly the same as the left-hand side of (7).
Accordingly, we can define the upper bound of (5) by the right hand side of (7):
where g and f are the Fenchel conjugates of g Ã and f Ã , respectively, which is given by the following lemma.
Lemma 3. The Fenchel conjugate of
The Proof. Let x ¼ ÀKw w. According to Definition 1, we have
If d i > 0, we, respectively, discuss the following two cases:
the maximum of d i x i is obtained when
Therefore, we have
Next, we prove that the Fenchel conjugate of g Ã ðw wÞ is
Therefore, the upper bound function can be rewritten as:
Next, we describe the construction of d d t . At the beginning of each iteration, one is given w w t from previous iteration. We define d d t by:
where the ith coordinate of d d t is defined by:
We use this definition of d d t because it satisfies the equality condition of the inequality (6) in Lemma 1, and, thus, we can use it to derive the early stopping criterion in the next section.
Checking the Early Stopping Criterion
The early stopping criterion is satisfied when the gap between the primal form and the dual does not exceed the desired optimization tolerance in iteration t:
Now, we show how to compute P ðd d t Þ À Dðw w t Þ. In each iteration, we update the weights by an update rule (see Section 5.6) which ensures that kw w t k 1 1 for all t (Line 5). Therefore, we have g Ã ðw w t Þ ¼ 0 for all t, and Dðw w t Þ ¼ Àf Ã ðÀKw w t Þ. With (11), we have
It is easy to verify that f Ã ðÀKw w t Þ is differentiable. Hence, with (12) and Lemma 1, the following equality holds:
Combining (15) and (14), we get
Finally, the early stopping criterion is
Greedily Choosing a Feature
At iteration t, the algorithm greedily selects a feature j t , which has the largest absolute value of ðd d T t KÞ j . This step is similar to the step of selecting a weak learner (i.e., by finding a single feature with the best edge), which is a common building block in many boosting algorithms (i.e., AdaBoost [25] ).
Updating the Weights of the Ranking Model
Given the selected feature from the previous section, we set w w tþ1 to be the convex combination of w w t and the selected feature
The coefficient of the combination, denoted by t , is calculated so as to maximize the increase of the dual objective
Let K i be the ith row in K. Denoting
Equation (19) can be simplified as the following quadratic equation:
Equation (20) only contains a single variable and can be solved as follows: For all i, maxð0; a a
For all K i b b t 6 ¼ 0, we denote c c We sort the elements in L in a decreasing order:
In every interval ½l kþ1 ; l k , the values of maxð0; a a
are known in advance, and, thus, the objective in (20) becomes a simple quadratic function of that has a closed-form solution. Hence, we can find n À 1 candidate values of t by solving the n À 1 subproblems in (21), respectively, and, thus, obtain the final t by selecting the one that minimizes P p i¼1 maxð0; a a
To ensure that w w t satisfies the constraint of ' 1 -ball, w w t 1, we initialize the weight vector w w 1 to be the zero vector and restrict the range of coefficient t to be in ½0; 1. It is easy to verify that kw w 1 k 1 1, and for any t, kw w tþ1 k 1 ¼ kð1 À t Þw w t þ t e e i k ð1 À t Þkw w t k þ t ke e i k 1. We note that, in FenchelRank, we can also use
to find an appropriate step size in each iteration. This is similar to the calculation rule used in [1] . The analysis in [1] shows that this kind of calculation rule of t leads to a sufficient increase of the objective. The calculation rule used in FenchelRank obtains a t by directly maximizing the increase of the objective, which results in a larger increase of the objective than the rule in [1] .
THEORETICAL ANALYSIS
In this section, we analyze the convergence rate of FenchelRank and show the correctness of the early stopping criterion. Please remind that, in each iteration t, the algorithm maintains a primal-dual pair: the dual form Dðw w t Þ given in (5) and the primal form P ðd d t Þ given in (11) . Suppose w w Ã be the optimal solution for Dðw wÞ, that is w w Ã ¼ argmax w w Dðw wÞ. We define t ¼ Dðw w Ã Þ À Dðw w t Þ as the gap between the optimal solution and the solution obtained at iteration t.
Convergence Rate
The following theorem establishes the upper bound of required iterations to obtain an -accurate solution. Our proof is based on the properties of Fenchel Duality and strongly convex functions.
Before presenting the proof, we first introduce some concepts and lemmas, which will be used in the analysis.
A function f is convex if for all x; y 2 domðfÞ, and 0 1, fðx þ ð1 À ÞyÞ fðxÞ þ ð1 À ÞfðyÞ. A vector is a subgradient of a function f at x if: 8y; h; y À xi fðyÞ À fðxÞ:
We define the set of subgradients of f at x as @fðxÞ. Note that if f is convex and differentiable at x, then @fðxÞ consists of only a single vector, the gradient of f at x, denoted by rfðxÞ.
Definition 2.
A closed and convex function f is -strongly convex w.r.t. a norm k Á k if 8x; y and 8g 2 @fðxÞ have
For instance,
2 is 1-strongly convex w.r.t. norm k Á k 2 . The following two lemmas will be used in the proof of Theorem 1. We refer the readers to [1] for the proofs of these two lemmas. 
According to the definition t ¼ Dðw w Ã Þ À Dðw w t Þ, we have
Combining (26) 
where the first inequality follows from the CauchySchwarz inequality, the second inequality follows from K i;j 2 ½À1; 1,and the last inequality utilizes the constraint jw wj 1 1.
Substituting (29) and (30) into (28), we have
In terms of (27) , to maximize the increase Dðw w tþ1 Þ À Dðw w t Þ, we need to maximize the right side of (31 
The last equality holds if we set t ¼ t =8r 2 . Thus, we have
Equation (33) 
Correctness of the Early Stopping Criterion
In practice, the convergence rate of the FenchelRank algorithm is pessimistic. The algorithm usually needs a much less iterations to converge. To improve the efficiency in practice, we define an early stopping criterion (Line 2 in Algorithm 1). Now we show that, if the early stopping criterion is satisfied at iteration t, the solution w w t is guaranteed to be an -accurate solution. The proof is similar to [1, Lemma 11] . As a consequence of Theorem 2, if kd d T t Kk 1 þ hd d t ; À Kw w t i , then we have t , and, thus, the algorithm obtains an -accurate solution at iteration t. This proves the correctness of the early stopping criterion.
DISCUSSIONS
The generic algorithmic framework of FenchelRank is similar to that of the algorithms in [1] . However, the algorithms in [1] are problem dependent, i.e., they depend on their loss functions. The generic algorithmic framework in [1] is not directly applicable in other problems. There are two major differences between FenchelRank and the algorithms in [1] : 1) In this paper, our pairwise ranking loss function used in the sparse learning-to-rank problem (4) is different from those in [1] . It is nontrivial to modify the generic algorithmic framework in [1] to work with a particular loss function, which includes deriving the Fenchel dual form of the loss function, designing how to find an appropriate step size, and deriving the results of convergence rate. 2) In each iteration, FenchelRank uses a different rule to calculate the step size for weights updating. This rule maximizes the increase of the dual objective, and it can result in a much faster convergence of the objective than the rule similar to [1] .
EXPERIMENTS
In this section, we evaluate the ranking performance of our proposed method on several publicly available benchmark data sets. The results show that: 1) The proposed FenchelRank, with the sparse-inducing ' 1 constraint, has superior ranking accuracies gain compared to RankSVMPrimal, whose objective shares the same loss function with ours but uses the ' 2 -norm as the regularization term.
2) Compared to other sparse learning-to-rank algorithms, FenchelRank obtains sparser ranking models and has superior performance on both accuracies and efficiency.
3) Compared to other state-of-the-art algorithms for ranking, FenchelRank also achieves competitive performance on ranking accuracies.
Data Sets
We conduct our experiments on the LETOR 3.0 and LETOR 4.0 data collections [20] , which are publicly available benchmarks for learning-to-rank. LETOR 3.0 contains seven data sets for four search tasks of document retrieval: topic distillation (TD2003, TD2004), home page finding (HP2003, HP2004), named page finding (NP2003, NP2004), and medical document retrieval (OHSUMED). LETOR 4.0 contains two large-scale data sets, MQ2007 and MQ2008. In our experiments, we test the performances of ranking algorithms on four small data sets, TD2004, HP2004, NP2004, OHSUMED, and one large-scale data set, MQ2008. In each data set, the features are extracted from the query-document pairs, covering a wide range including low-level features (i.e., TF, IDF) and high-level features (i.e., BM25, language models).
Each of the five data sets is divided into five folds. There is a training set, a validation set, and a test set in each fold, which can be used to conduct cross validation.
Evaluation Measures
To evaluate the performance of ranking models, we use MAP [21] and NDCG [23] as the evaluation measures.
MAP is a standard evaluation measure widely used in information retrieval systems. It works for cases with binary relevance judgments: relevant and irrelevant. MAP is the mean of average precisions over a set of queries. Precision at position jðP @jÞ [21] represents the proportion of relevant documents within the top j retrieved documents, which can be calculated by:
where N pos ðjÞ denotes the number of relevant documents within the top j documents. Given a query q i , the average precision of q i is defined as the average of all P @jðj ¼ 1; 2; . . . ; nÞ and can be calculated by the following equation:
where j is the position, M is the number of retrieved documents and posðjÞ is an indicator function. If the document at position j is relevant, then posðjÞ is 1, or else posðjÞ is 0. N pos represents the total number of relevant documents for query q i . P ðjÞ is the precision at the given position j. NDCG is another popular evaluation criterion for comparing ranking performance in information retrieval. Unlike MAP, NDCG can deal with the cases which have more than two levels of relevance judgments. Given a query q i , DCG score at position m is defined as:
where rðjÞ is the grade of the jth document. Then, NDCG score at position m in the ranking list of documents can be calculated by the equation as follows:
where Z m is the maximum value of DCG@m, which means that the value of NDCG ranges from 0 to 1.
Experiment Protocols
To evaluate the performance of our proposed method, we conduct three experiments. The aim of the first experiment is to empirically justify whether the sparse models can help to improve ranking performance. For fair comparison, we compare the ranking accuracies and sparsity ratios of FenchelRank versus RankSVM-Primal. RankSVM-Primal shares the same loss function with FenchelRank but uses ' 2 norm as the regularization term. Thus, RankSVM-Primal learns a dense model while FenchelRank learns a sparse one. This comparison shows us how the sparse models can contribute to improve the ranking accuracies.
In the second experiment, we compare the ranking accuracies, sparsity ratios and training time of FenchelRank versus other methods for sparse ranking, i.e., RSRank [10] , a variant of RSRank based on truncated gradient descent method and a feature selection method based on RankSVMPrimal.
In the last experiment, we compare the ranking accuracies of FenchelRank versus other state-of-the-art learning-torank methods. Since our method learns linear predictors, we choose three linear ranking methods and one tree-based nonlinear ranking method for comparison.
In all of the experiments, the parameter r in our method is chosen in the set f1; 2; 4; 8; 16; 32; 64; 128; 256g by cross validation. Since the top 10 documents ranked by a ranking model are viewed as the most important ones in web search, we choose the parameters, which achieve the best value of NDCG@10 on the validation set as test parameters on the test data. In all of our experiments, we fix the maximum iteration T ¼ 1; 000 and desired optimization accuracy ¼ 0:001 on all the data sets. If the algorithm meets the desired accuracy or it reaches the maximum iteration T , then it stops and returns the learned ranking model.
Comparing with RankSVM-Primal
Results on Ranking Accuracies
In our first experiment, we compare the performance of FenchelRank with RankSVM-Primal. RankSVM-Primal is one of the state-of-the-art learning-to-rank algorithms. Both algorithms use the same pairwise loss function (the second term in (5)). The experiment results of RankSVM-Primal on the four data sets in LETOR 3.0 are cited from the LETOR website, 3 while the results on MQ2008 are obtained by directly running the open source code of RankSVM-Primal. 4 Figs. 2, 3, 4, and Table 2 show the ranking accuracies of FenchelRank versus RankSVM-Primal on the five data sets with respect to NDCG and MAP. We can observe that the FenchelRank algorithm, based on our proposed objective function with the sparse-inducing ' 1 norm, performs significantly better than RankSVM-Primal. Here are some statistics. On TD2004, FenchelRank performs 0.3202 at NDCG@10, a 9.9 percent increase compared with RankSVM-Primal. On HP2004, the value of NDCG@10 using the FenchelRank algorithm is 0.8274, a 7 percent increase compared with RankSVM-Primal. On OH-SUMED, FenchelRank performs 0.4637 at NDCG@10, compared to 0.4504 of RankSVM-Primal, which indicates a 3 percent increase.
In addition, we provide the significance test (t-test) results of FenchelRank versus RankSVM-Primal. As can be seen in Table 3 , the improvement of FenchelRank over RankSVMprimal is statistically significant (i.e., with a p-value less than 0.05) on OHSUMED, HP2004, and TD2004. This validates that learning a sparse ranking model can help to make statistically significant improvement in ranking.
Since the only difference between the objectives of FenchelRank and RankSVM-Primal is the regularization 3 . http://research.microsoft.com/en-us/um/beijing/projects/letor/ letor3baseline.aspx.
4. http://olivier.chapelle.cc/primal/. term, the experimental results can empirically justify that sparsity constraints (i.e., ' 1 -norm) on learning a ranking model can help to significantly improve the ranking accuracy. The idea of learning a sparse ranking model can also be applied in other learning-to-rank methods and have the potential to boost their ranking performance.
Results on Sparsity Ratios
To investigate the differences between the learned models of FenchelRank and RankSVM-Primal, we report their sparsity ratios. We define the sparsity ratio on a ranking model w as jwj 0 m , where jwj 0 represents the number of nonzero coefficients in w and m represents the dimension of w. For each data set, we first calculate the sparsity ratio on the ranking model obtained in each of the five folds, respectively. Then, we average the five sparsity ratios as the final sparsity ratio. Table 4 shows the sparsity ratios on the five data sets obtained by FenchelRank and RankSVMPrimal. The ranking models obtained by FenchelRank are significantly sparser than those of RankSVM-Primal. This validates that the FenchelRank algorithm tends to obtain sparse ranking models. Interestingly, on NP2004, HP2004, and TD2004 (all of their documents are from the .GOV corpus [20] ), the indexes of the most frequent features appearing in the final models obtained by FenchelRank are 22, 23, 27, 40, 46, 52, and 61, where 22, 23, and 61 are BM25 features, 27 and 40 are features of language models, 46 is hyper-link feature, and 52 is HostRank feature [20] . This is desirable because the features like BM25 and language models are known to be effective for document retrieval. Moreover, most of these frequent features have high values of NDCG@10 in Fig. 1 . where W ðy i ; y j ; w w 0 Þ is a weight function that assigns different importance to different document pairs, and ðw w 0 T ðX k;i À X k;j ÞÞ is a modified Huber loss, which plays a similar role as the squared hinge loss in FenchelRank. In RSRank, the truncated gradient descent algorithm is applied to solve the ' 1 regularized optimization problem in (8.5) .
The loss function of RSRank (the second part in (8.5)) is quite different from that of FenchelRank. For fair comparison, we implement TGRank, a variant of RSRank. TGRank solves the optimization problem in (2) using truncated gradient descent. Because the objective in (2) is equivalent to the objective of FenchelRank in (3) (see Section 4), the main differences between TGRank and FenchelRank are in their learning algorithms. Table 5 shows the ranking accuracies of FenchelRank, RSRank, 5 and TGRank on four data sets. The results show that FenchelRank has superior ranking accuracies compared to the other two algorithms for sparse ranking.
In addition, we compare the sparsity ratios of the models learned by FenchelRank, RSRank, and TGRank, respectively. As can be seen in Table 4 , FenchelRank 5 . Note that we could not reproduce the results on OHSUMED reported in [10] , possibly due to the algorithm chooses the initial model from a set of random initialized models by cross validation. obtains the lowest sparsity ratios on the four data sets. This indicates that FenchelRank tends to obtain sparser ranking models than other sparse learning-to-rank algorithms, which may be the underlying reason that FenchelRank outperforms the baseline algorithms.
To investigate the efficiency of FenchelRank, we also provide the results of training time and the corresponding sparsity ratios of FenchelRank over TGrank on two data sets. The training time depends on the values of the regularization parameter (i.e., C in TGRank or r in FenchelRank). To make fair comparison, we take the following comparing procedure: On each fold, we use TGRank to learn a ranking model w w T G by fixing the regularization parameter C ¼ 0:1 and the maximum number of iterations T ¼ 1;000. Let w w ? be the best model (i.e., the Bayes error is minimized) for the objective of TGRank (2) . As explained in Section 4 (see the detailed explanation in [32, Section 1.2]), for any C in the objective of TGRank (2), there exists a corresponding r ¼ Cjw w ? j 1 such that the objective in (2) is equivalent to the objective of FenchelRank (3). Since w w ? is unknown, we approximately set r ¼ Cjw w T G j 1 and set the maximum number of iterations T ¼ 1;000 in FenchelRank, and, thus, learn a ranking model w w F enchel . Then, we compare the training time of these two algorithms under this parameter setting. Table 6 shows the results of training time and the corresponding sparsity ratios of ranking models. The results show that: 1) The training time of FenchelRank is less than that of TGRank. This is due to the fast convergence rate and the early stopping criterion in FenchelRank.
2) The corresponding sparsity ratios of FenchelRank are also significantly smaller than those of TGRank. This indicates that FenchelRank tends to obtain sparser ranking models.
Comparing with a Feature Selection Method
We also implement a simple feature selection algorithm based on RankSVM-Primal, and compare its ranking performance with FenchelRank. The feature selection algorithm belongs to the filter methods and it adopts a two-stage strategy: 1) In the first stage, we sort the documents in a training set, respectively, using each of the given features. The features with high NDCG@10 values are more important for ranking than those with low NDCG@10 values. We construct a new training set by selecting the top k features with high NDCG@10 values and removing other features from the original training set. 2) In the second stage, we use RankSVM-Primal to learn a ranking model on the newly constructed training set containing only k features.
The ranking accuracies on OHSUMED and HP2004 are shown in Table 7 . Two observations can be made from the results: 1) The simple feature selection algorithm based on RankSVM-Primal performs better than the original RankSVM-Primal algorithm. This validates our intuition that a small number of strong features can dominate the whole ranking performance and learning a sparse model with only a few nonzero coefficients is desired for ranking.
2) The proposed FenchelRank algorithm still shows significant ranking performance gain compared to the feature selection algorithm. This is because FenchelRank is an ' 1 optimization algorithm, which minimizes the training error while simultaneously conducts model selection.
Comparing with Other State-of-the-Art Methods
In the last experiment, we compare FenchelRank with other state-of-the-art learning-ro-rank algorithms. Since our proposed method learns a linear ranking model, we select RankSVM-struct, AdaRank-NDCG, and ListNet as baselines in our experiments because they are state-of-the-art algorithms that also learn linear models. We also select RankBoost as a representative of tree-based algorithm that learns nonlinear ranking models.
The results on five data sets with respect to NDCG and MAP are shown in Table 8 . Two observations can be made from the results: 1) While the accuracies of the baseline algorithms vary from one data set to another, the proposed FenchelRank performs very competitively. On OHSUMED, HP2004, and NP2004, FenchelRank performs the best. On HP2004, its value of MAP is 0.7447, compared to 0.6914 of the second best algorithm, which indicates a 7.7 percent increase; its value of NDCG@10 also indicates a 2.7 percent increase compared to the second best algorithm. On OHSUMED, FenchelRank's value of NDCG@10 is 0.4637, compared to 0.4523 of the second best algorithm, which indicates a 2.4 percent increase. On TD2004 and MQ2008, FenchelRank is in the second place among all of the five algorithms. 2) Among the five algorithms in comparison, the proposed FenchelRank algorithm appears to be the most stable algorithm on all of the data sets. For instance, ListNet archives a good performance on NP2004, while it performs poorly on OHSUMED. AdaRank-NDCG performs well on TD2004 and HP2004, but yields a poor performance on OHSUMED and NP2004. In summary, compared with other state-of-the-art algorithms, the proposed FenchelRank algorithm achieves competitive and stable performance on ranking. We further provide the significant tests (t-test) results of FenchelRank versus other algorithms, respectively. The results in Table 9 indicate that FenchelRank makes statistically significant improvement (i.e., p-value less than 0.05) over other state-of-the-art algorithms on OHSUMED and HP2004.
CONCLUSION
Sparse learning-to-rank is a relatively new research topic. The difficulty lies in the sparse-inducing norm, i.e., ' 1 norm, which is usually nonsmooth and hard to optimize. In this paper, we address this challenge and propose a convergencyprovable primal-dual algorithm for sparse learning-to-rank.
We prove that, after T iterations, our proposed algorithm can guarantee the obtainment of a solution with a desired tolerant optimization error of ¼ Oð 1 T Þ. This convergence rate is better than that of the popular subgradient descent algorithm. Furthermore, we empirically show in our experiments that the proposed algorithm, with the sparse-inducing ' 1 norm, can outperform the algorithm using the same loss with the ' 2 norm and can achieve state-of-the-art performance on several benchmark data sets. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
