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ABSTRACT We synthesize the knowledge present in various scientific disciplines for the development
of semiparametric endogenous truncation-proof algorithm, correcting for truncation bias due to endogenous
self-selection. This synthesis enriches the algorithm’s accuracy, efficiency and applicability. Improving upon
the covariate shift assumption, data are intrinsically affected and largely generated by their own behavior
(cognition). Refining the concept of Vox Populi (Wisdom of Crowd) allows data points to sort themselves
out depending on their estimated latent reference group opinion space. Monte Carlo simulations, based on
2,000,000 different distribution functions, practically generating 100 million realizations, attest to a very
high accuracy of our model.
INDEX TERMS Expectation-Maximization, Fourier-based Sieve estimator, latent reference groups, Local
Covariate shift, Monte Carlo simulation, Opinion space, SCAD, Selectivity bias correction, Semiparametric,
Vox Populi, Wisdom of crowds
I. INTRODUCTION
An important fact, but one that is largely overlooked or taken-
for-granted, is that researchers hardly ever have access to the
entire data distribution pertaining to their specific research
and rely, instead, on a truncated form of such data. The
truncated data employed probably has different characteris-
tics than the latent non-truncated full distribution and may
result in biased parameter estimates generated by the specific
investigated models. The problem is further aggravated when
truncation is endogenously propagated by various decision
units, or observations. Examples of a straight-forward en-
dogenous truncation emerge from aspects of some type of
discouragement. For instance, in labor markets, long-term
unemployed persons are often discouraged workers who are
afraid that they will not find employment and therefore do not
seek employment; hence, they will be absent from reported
unemployment rates. Another, gender-related, labor market
example is discouraged women: it has been shown that most
women do not apply for jobs that require a high degree
of aggressiveness; hence we have discouraged women who
fail to participate in specific sectors of the economy, which
affects female labor supply. In financial markets, discouraged
borrowers, such as some small and medium size enterprises,
do not apply for loans and result in biased modeling of de-
fault probabilities, which hampers optimal credit allocation.
Endogenous truncation also is involved in the measurement
of social problems, such as the crime or divorce rates, be-
cause measurement may represent a latent rate of reporting,
rather than the variables of interest. Similarly, endogenous
truncation severely impacts the measurement of important
economic indices, such as economic growth, productivity,
income distribution, and welfare.
The notion of truncation is different than the concept
of the known selection bias. In the known selection bias,
information on data (observations) has been censored but
still observable or, alternatively, information regarding the
counterfactual (e.g., the rejected rather than the discouraged
borrower) has been censored but still observable. Selection
bias under censoring has already been remedied by Heck-
man’s seminal contribution [1]. Under Heckman’s model,
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the selection process is entirely observed and selectivity bias
can be alleviated. Under endogenous truncation, however, the
selection rule is completely unobserved and no information
is available concerning the truncated observations. Thus, sta-
tistical biases are myriad and interwoven to the extent that re-
searchers may not even be able to assess their magnitude and
direction, and the problem becomes extremely challenging.
Given the potential severity of the aforementioned problem,
it is surprising that the endogenous truncation problem has
attracted hardly any scientific investigation, assessment, or
suggestions for proper remedies.
In the few existing interests in the literature, the iden-
tification of the semiparametric truncated sample selection
model is achieved by observing the selection variable (which
is modeled as continuous), while imposing different restric-
tions on the disturbances [2], [3], or by utilizing information
regarding some of the non-participants’ characteristics [4].
Both of these studies rely on available data regarding either
the covariates’ joint distribution function or the selection
variable, implying that the variable is not treated as a latent
binary response variable (unlike the approach taken in the
present paper). Further, these studies model the selection rule
of each datum as a function of its observed characteristics.
Yet, the selection rule might be affected by unobserved (trun-
cated) characteristics, as well. Ignoring these characteristics
may lead to misspecification of the selection equation, poten-
tially biasing the estimates. Additionally, the estimation and
identification of semiparametric truncated sample selection
models with a latent binary selection variable are known to be
difficult, due to the absence of observed variation in exactly
this selection variable. The various estimation procedures
that utilize a continuous selection variable to alleviate this
difficulty use different kernel estimators [5]. The closest
approach to the proposed methodology, dealing with a latent
binary selection variable, is [6], which also employs a kernel
to estimate the bias term in the substantive equation [6], [7].
However, the resulting estimates can still be biased, as the
kernel estimator’s accuracy depends on selecting the optimal
bandwidth, which is hard to find in the semiparametric con-
text [8].
An additional, important weakness of the existing liter-
ature dealing with endogenous truncation problems is the
assumption of similar behavior on the part of the truncated
and non-truncated distributions [6], an assumption which is
referred to as a population regression, in the econometric
literature [1], and a covariate shift, in the computer science
literature [9]. The various truncated sample selection models
treat the data as if they all consist of a single, homogeneous,
monolithic cohort sharing identical actions, such that the
selection rule of each datum is not affected by the participa-
tion decisions of other members. This restrictive assumption,
however, can introduce selection bias by itself. In fact, as [10]
describes it: “If agents knew the state of nature, they would
make the same decision. However, they may have different
beliefs or may use different decision criteria to cope with
their incomplete knowledge. Hence, they may use different
actions even though they share the same objective” (p.187).
Taking into consideration that we are unable to observe
the selection variable, we propose an estimation procedure.
In order to rectify the aforementioned potential bias and
to improve upon the covariate shift assumption, which is
frequently used in machine learning, the data in our model are
treated as a mixture of sub-populations, each characterized by
its own action regarding the participation decision. Thus, we
build on the vox populi concept [11] or, in its modern term,
“The Wisdom of Crowds” [12], as the basis by which data
points “sort themselves” in the truncation process. As such,
each data point’s “decision” to allow itself to be truncated
from the original distribution is an important building block
that generates our offered algorithm.
The vox populi concept relies on the idea that aggregates
of opinions measuring the central tendency will be more
accurate than individual opinions [13]. [14] suggests that
an aggregate of multiple sources maximizes the amount of
information available and reduces the potential impact of
unreliable information sources. The implication is that the
combination of the various sources leads to error cancella-
tion.
Further, we refine the concept of “the wisdom of crowds”
to be a non monolithic concept and apply it to truncation.
Each observation “decides” whether to allow itself to be
truncated depending on its reference group’s (rather than on
the entire crowd’s) decision opinion space average forecast.
This, in turn, is inspired by the similarity-based classifi-
cation in machine learning and Cybernetics [15], [16] and
management science models of decision making [17]. This
enables the various opinion spaces, generated by the vari-
ous reference groups, to provide expert opinion with rather
superior average forecast, by eliminating poorly-performing
individuals from the crowd [17], [18]. Such treatment is
also inspired by economic theories of ethnic capital [19]
and informational cascades [20], highlighting the fact that
individual characteristics depend on the average character-
istics of the group to which they belong. Recently, we have
witnessed an upsurge of interest in the relationship between
culture and genetic diversity [21], through the process of
endogenous group selection [22].
Building upon this insight, we model the number and type
of reference groups to be endogenously determined, rather
than arbitrarily imposed. A Latent Class Analysis (LCA) [23]
is used to estimate the latent characteristics (type) of the
various reference groups. This is implemented by integrating
Machine Learning concepts and providing a Fourier-based
Sieve semiparametric estimator, which is distribution-free.
Our estimator uses a penalized non-linear regression [24],
an important characteristic emphasizing the generality and
applicability of the offered methodology. The Fourier series
is a functional of the Orthonormal polynomials sequence
family, which allows for efficient estimation of functions with
non-smoothness, discontinuities in derivatives, sharp spikes
and discontinuities in the function itself. Thus, it is useful in
nonparametric regression for approximating a much broader
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class of functions [25] than the kernel approach.
The most attractive feature of our proposed estimator
is that it intrinsically prevents potential multicollinearity
problems. Even though the multicollinearity might arise in
certain circumstances, we can prevent it. For example, multi-
collinearity might arise if we extend the model by incorporat-
ing an endogenous covariate in the substantive equation and
estimate sequentially a system of partially linear equations.
The first equation is the endogenous covariate regression,
which linearly depends on the selection bias term, while
the second equation is the substantive equation (of interest),
which linearly depends both on the endogenous covariate, as
well as on a similar selection bias term. These two selection
bias terms depend on the same covariate vector and thus they
might be correlated. However, this problem is alleviated by
the fact that each selection bias term is approximated by a
different orthonormal polynomial sequence (a different num-
ber of mutually orthogonal basis functions), which implies,
by definition of orthonormality, that these two approximated
functions cannot be perfectly multicollinear. This result is
required for identification.1 We note that the classical kernel
estimator does not possess this advantageous orthonormality
feature and consequently may produce biased estimates due
to cross- equation correlation.
Another aspect that our estimator must consider is the
optimal number of groups. In order to find the optimal
number of groups that best fits the data generation process,
we perform variable selection (also referred to as "sparse
regression" [26], [27]) by employing the smoothly clipped
absolute deviation (SCAD) penalty function.2 We develop a
generic non-linear penalized regression estimation method,
in the sense that it can easily be extended to enable a
wide collection of penalty functions to be estimated. The
novelty of our modeling lies in the integration and synthesis
of knowledge present in various scientific disciplines, such
as: (i) computer science (pattern recognition, unsupervised
machine learning,3 artificial intelligence and self-organizing
maps in neural networks); (ii) electrical engineering (signal
extraction); (iii) economics and; (iv) management for the
creation of new algorithms correcting for truncation bias,
due to the endogenous self-selection of observations into a
sample. This integration enriches the algorithms’ accuracy,
efficiency and applicability and hopefully can be of use in
economics and many other disciplines.
We offer a three-stage procedure to correct for the endoge-
nous truncation bias: in the first stage, latent classes analysis
is employed based on results from an auxiliary survey data,
consisting of experts’ (binary) opinions, as well as of their
1The identification can be achieved due to the fact that some of the mutu-
ally orthogonal basis functions (covariates) are not common to both series
expansions. These non-common covariates play the role of an exclusion
restriction which is commonly used to assure identification.
2The SCAD penalty function is superior to the often employed least
absolute shrinkage and selection operator (LASSO), because it is general
and nests the LASSO as a special case.
3For a constructive overview of the field of unsupervised learning, see
[28].
observed group characteristics, to recover the unobserved
latent reference groups.4 A given expert’s opinion captures
his belief regarding the expected participation decision in his
reference group.5 In the second stage, each participant share
is obtained by averaging the members’ opinions belonging to
the specific reference group.6 In the third stage, a semipara-
metric truncated sample selection model is estimated, con-
sisting of a selection equation and a substantive equation. The
estimated participants’ share in the group, conditional on the
reference group’s observed and unobserved characteristics,
is included in the selection equation as an additional covari-
ate. We run Monte Carlo simulations in order to examine
our estimator’s performance in the presence of a truncated
sample selection model. Further, for sake of generality of
the offered estimator, we subject it to various distributions
in which the disturbances are neither jointly nor marginally
normally distributed. These disturbances are constructed as
realizations of non-symmetric and non-unimodal distribution
functions.7
The rest of the paper is organized as follows: Section II
introduces the model consisting of substantive and selection
equations; Section III deals with model estimation; Section
IV recovers the number of reference groups; Section V
examines our truncated selection model’s performance, em-
ploying Monte Carlo simulations; and Section VI concludes
by summarizing the main findings, as well as our estimator’s
performance.
Next we present our suggested methodology for estimation
of a truncated endogenous sample selection model in the
presence of a reflection problem, when the entire data consist
of participants only.
II. THE MODEL
A. BINARY CHOICE SELECTION EQUATION
We describe the participation choice of each individual obser-
vation i ∈ {1, ..., N}, as a function of its reference group’s
participation decision which is captured by the participants’
share in the particular reference group. A model in which
an individual’s decision is affected by the average decision
made by all its group members is referred to as the “reflection
4For example, the Small Business Credit Survey administered by [29]
is an annual survey of firms with fewer than 500 employees reporting
on financing needs and choices and borrowing experiences. Based on the
small business credit survey 2016, a total of 17% of the non-applicants are
discouraged borrowers.
5Since the opinion is binary, each expert is asked what is the most likely
decision for a random member belonging to her reference group being a
participant or a non-participant.
6The average of opinions belonging to a particular reference group reflects
a refined version of the (monolithic) wisdom of crowds.
7Unlike the practice in some other studies applying only normally dis-
tributed disturbances.
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problem” [30],8 or Manski’s notion of role models/emulation
[31]. These concepts may touch on an earlier idea of “ethnic
capital” [19], showing individual characteristics to be depen-
dent on the average characteristics of the group they belong
to, and a tendency to follow the decision of others [20].
Let the number of reference groups (unknown to the re-
searcher) be denoted by G. The individual choices given a
membership in reference group g ∈ {1, ..., G} are coded by
ωi,g ∈ {0, 1} and are defined as:
ωi,g =
{
1 a participant
0 a non-participant
(1)
These individual choices are determined by two sets of
factors. The first set consists of the observed group-level
characteristics xg ∈ RLx9 and the unobserved group-level
characteristics, captured by a latent categorical variable ψi,g
of G˜ different outcomes, where G˜ is not arbitrarily imposed
(as will be depicted in section III-A to follow).10 The second
set consists of the observed individual-level characteristics
zi ∈ RLz and an individual random disturbance ξ2i.11
These factors are assumed to produce payoffs for the
possible participation choices, ui,g(1) and ui,g(0), the util-
ity of participation and non-participation, respectively. The
difference between these payoffs is additive in the various
factors. A participation choice is made when the following
difference is positive [32]:12
ui,g(1)− ui,g(0) = α+ zTi η (2)
+βme(xg, ψi,g) +
(
xcg
)T
δ − ξ2i
where xcg is a subset of xg consisting of contextual fac-
tors,13,14 me(xg, ψi,g) is the expectation (forecast) of indi-
vidual i with reference group’s characteristics xg and ψi,g
regarding the participants’ share in his group, and the super-
script e represents expectation (forecast).15
8The reflection problem arises [30] “when a researcher observing the
distribution of behavior in a population tries to infer whether the average
behavior in some group influences the behavior of the individuals that
comprise the group. The term reflection is appropriate, because the problem
is similar to that of interpreting the almost simultaneous movements of
a person and his reflection in a mirror. Does the mirror image cause the
person’s movements or reflect them?” (p. 532)
9The notation RLx stands for a vector of size Lx × 1.
10We allow for (but do not require) a dependence between the observed
and unobserved group’s characteristics, determined by some unknown joint
distribution function (as depicted in section III-A to follow).
11Each reference group g is a unique combination of observed and
unobserved characteristics (xg and ψi,g , respectively) which are common
to all of the g’th reference group’s members. However, the presence of
unobserved characteristics ψi,g , implies that in order to assign observations
into reference groups, ψi,g is required to be estimated (as will be discussed
in section III-C to follow).
12T is defined everywhere in the manuscript as the transpose operator.
13This decomposition is intended to satisfy the exclusion restriction in (2)
for the sake of identification of the β and δ parameters.
14A contextual effect exists whenever the propensity of a person to behave
in some way varies with the characteristics of the reference group members.
15The subjective belief (forecast) is a mapping from group’s (observed
and unobserved) characteristics to a scalar representing a participation
probability (participants’ share).
It is worth noting that the difference ui(1)−ui(0) in (2) is
positive iff the following inequality holds:16
ξ2i > α+ z
T
i η + βm
e(xg, ψi,g) +
(
xcg
)T
δ (3)
which implies that the conditional participation probability
given the reference group and individual level characteristics
{zi,xg, ψi,g} with (xcg ⊂ xg) is:
Pr(ωi,g = 1|zi,xg, ψi,g) = 1− Fξ2(α+ zTi η (4)
+βme(xg, ψi,g) +
(
xcg
)T
δ)
where Fξ2 stands for the distribution function of the random
disturbance ξ2i, which is unknown to the researcher, ωi,g is
a random variable that is conditionally Bernoulli-distributed,
given the individual-level and group-level covariates, while
ωi,g depicted in (1) stands for its realization.
Each individual is small relative to the population [33].
Using (4), the following condition is obtained:
m(xg, ψi,g) =
∫
E[ωi,g|z,xg, ψi,g]dFz|xg (5)
=
∫
(1− Fξ2(α+ zTη + βme(xg, ψi,g)
+
(
xcg
)T
δ)dFz|xg
where m(xg, ψi,g) is the actual participants’ share, given a
membership in a reference group characterized by observed
and unobserved characteristics xg and ψi,g , respectively;
Fz|xg is the conditional distribution function of z (given xg)
which is unknown to the researcher.
We next present the theoretical model equations.
B. THE SAMPLE SELECTION MODEL
The underlying model consists of two equations in which
the latent (population) dependent variables y∗1i,g and y
∗
i2,g are
defined as follows:
y∗1i,g = w
T
i θ + ξ1i the susbtantive equation, (6)
and
y∗2i,g = α+ βm
e(xg, ψi,g) + z
T
i η (7)
+
(
xcg
)T
δ + ξ˜2i the selection equation,
where wi ∈ RLw and θ denote the substantive equation’s
covariate vector and a Lw × 1 parameter vector, respectively.
The substantive equation’s random disturbance is ξ1i, and
the selection equation’s disturbance satisfies ξ˜2i ≡ −ξ2i.17
The random disturbances ξ1i and ξ2i, with their respective
marginal distribution functions Fξ1 and Fξ2 , are jointly dis-
tributed. Their joint distribution function is Fξ1,ξ2 . The model
16Instead of employing merely the average participation decision
me(xg , ψi,g), an interesting extension of this model would be to allow
for each datum to be affected by a vector of moments (various dispersion
measures) obtained from the survey.
17Using the definition in (2), y∗2i,g is the difference between the partici-
pation and non-participation utilities, which includes a random disturbance
ξ2i followed by a minus sign.
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is semiparametric as neither the marginals nor the joint distri-
bution function are required to be specified by the researcher.
y∗ji,g denotes a realization of the latent random variable
y∗j for j = 1, 2.
18 The group-level characteristics xg and
ψi,g ∈
{
1, ..., G˜
}
constitute the i’th observation’s specific
reference group;me(xg, ψi,g) is the latent participants’ share
given a membership in latent reference group (xg, ψi,g). β
captures the endogenous effect19 and δ the contextual effect.
In the truncated sample the i’th observation in group g is
denoted by the sequence
{
y1i,g,x
T
g ,w
T
i , z
T
i
}
, where y1i,g is
defined as:
y1i,g =
{
y∗1i,g, if selected, y
∗
2i,g ≥ 0
Unobserved, if not selected, y∗2i,g < 0
(8)
A binary random variable indicating participation is de-
noted by S∗ defined as:
S∗ =
{
1, if selected, y∗2 ≥ 0
0, if not selected, y∗2 < 0
. (9)
However, S∗ in (9) is unobserved, and only S is observed:
S =
{
1, if selected, y∗2 ≥ 0
Unobserved, if not selected, y∗2 < 0
. (10)
Let n < N denote the number of observations in the
truncated data set. The participants’ share me(xg, ψi,g) is
a forecast of the actual participants’ share m(xg, ψi,g), and
they are interrelated through (5).
Next we discuss the model estimation.
III. MODEL ESTIMATION
In this section, we propose an estimation procedure for a trun-
cated selection model, consisting of a substantive equation
and a selection equation.
The estimation is a three steps sequential procedure: (i)
A Latent Classes Analysis to estimate the reference groups’
unobserved characteristics, as will be discussed in section
III-A; (ii) Evaluation of the participation probability in each
reference group, controlling for its unobserved characteris-
tics, by utilizing experts’ opinions; and (iii) Estimating a
partially linear index model using Sieve (series) estimator for
the non linear component, which is referred to as the “bias
term”.
Next we discuss the main idea behind the assignment of
each observation into latent classes, utilizing a survey data
set consisting of experts’ opinions and group-level covariates
(a combination of continuous and categorical variables).
A. IDENTIFICATION OF LATENT REFERENCE GROUPS
Latent Class Analysis (LCA) is a statistical method for
matching a set of manifest (observed) variables to a set of
18Asterisk implies a latent (population) variable.
19The presence of an endogenous effect implies that the propensity of a
person to behave in some way varies with the behavior of the reference group
[34].
latent variables referred to as classes [23], [35], [36]. A
specific realization of the manifest variables is referred to as a
“response pattern”. Let Y denote the set of response patterns
consisting of all possible realizations of a J × 1 categorical
variable vector, defined as:
Y =
{
[y
1
, ..., y
J
]
T
∣∣∣yj ∈ {1, ...,Kj} , j = 1, ..., J} (11)
where the number of outcomes in the j’th categorical variable
is Kj .
The role of the realizations of manifest variables in (11) is
for identification purposes, by means of classifying observa-
tions into their most likely latent class utilizing recruitment
probabilities. A recruitment probability is the probability
that a specific response pattern Y ∈ Y will be observed
for a randomly selected member of a given latent class.20
The a posteriori probability of being a member in a given
class is obtained by using Bayes’ theorem as a function
of the estimated recruitment probabilities and the estimated
prevalence of each latent class (the class membership prior
probability). Each observation is assigned to the latent class
that has the highest a posteriori probability.
The number of latent classes (labels), G˜, is recovered by
the model rather than arbitrarily imposed. The latent classes
analysis is employed repeatedly for a given specific number
of latent classes k ∈
{
2, ..., G˜max
}
. G˜max is the largest
possible number of classes and is in the spirit of the Bayesian
Information Criterion (BIC) [37], reported to perform well
by finding the correct number of components in the mixture
[38]. Other authors suggest using Bayesian-based graphical
techniques to aid in deciding on the number of classes [39].
We depart from the aforementioned literature in that we
apply the BIC criterion directly to the substantive equation, in
order to find the best model specification under truncation by
using SCAD (section IV). To achieve this goal, we employ
a penalized non-linear regression model, using the SCAD
penalty function, to select the best solution obtained from the
latent classes analysis.
We distinguish between two cases: (i) the class mem-
bership prior probabilities varies among observations, as
these probabilities are determined by a covariates set; (ii)
the class membership prior probabilities are constant across
observations and there is no dependence on covariates. In the
former, a parametric multinomial response model, such as
the multinomial logistic regression, is employed to estimate
the prior class membership given the covariates.21 For the
latter, one only needs to estimate k − 1 class membership
proportions (given k classes) that characterize the entire
20The response pattern of the i’th observation is its set of responses to
all the manifest variables. These responses are conditionally independent of
each other in a given class.
21The justification for a parametric model is to reduce the complexity of
calculations.
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data.22 As we focus on the endogenous determination of class
membership, covariates are involved in the estimation of the
prior class membership probabilities. The model parameters
that are required for the estimation of the labels’ a posteriori
distribution (in section III-B3 to follow) are: (i) the parame-
ters which affect the class membership prior probability (in
section III-B1 to follow); and (ii) the parameters which affect
the response pattern given the class membership (the condi-
tional response probabilities in section III-B2 to follow).
B. THE LATENT CLASSES ESTIMATION
In this section, we introduce an estimation procedure to
recover the outcomes of the sequence {ψi,g}Gg=1, which are
the reference groups’ latent characteristics. Each outcome
has its own label, and the labels are estimated by employing
latent classes analysis [23], [35], a procedure to estimate their
labels’ a posteriori probability density function. Once this
posterior function is estimated, the sequence of fitted labels
are the arguments that maximize (arg max) the estimated
posterior distribution function.
Suppose that the population consists of k latent classes,
such that the class membership of each observation i =
1, ...N is denoted by an unobserved categorical variable
ψi,g with k possible outcomes. We treat each observation as
a random realization of the conditional labels’ distribution
function, given its groups’ observed covariates xg . This
methodology is based on the non-random assignment into
classes (heterogeneous class membership prior probabilities)
introduced by [23].
Next we present the prior class membership probabilities
under non-random assignment.
1) The prior distribution function of the labels
Let Ψk be a categorical random variable of k potential out-
comes. We denote the prior probability of belonging to label
t, given the group’s observed characteristics xg by λt|xg ,
satisfying
∑k
t=1 λt|xg = 1 ∀g ∈ {1, ..., G} and defined as:
λt|xg ≡ Pr(Ψk = t|x = xg) (12)
=
exp
(
ς
0,t
+ xTg µt
)
1 +
∑G˜−1
v=1 exp
(
ς
0,v
+ xTg µv
) , t = 1, ..., k
where x ∈ RLx is a group-level covariates vector,
ς
0,1
, ..., ς
0,k
are intercepts and µt ∈ RLx for t = 1, ..., k − 1
are parameter vectors.23
Suppose, also, that conditional on xg , Ψk is jointly dis-
tributed with a vector of J categorical variables (the group’s
22Without loss of generality, these unknown proportions can be estimated,
nonparametrically, by a logistic multinomial response model characterized
by a unique intercept per class. This is a nonparametric estimation procedure,
due to the absence of covariates.
23Although this function can be formulated nonparametrically, we have
opted for the present multinomial logistic formulation for computational
simplification. Latent classes analysis involves an iterative estimation pro-
cedure, and thus each iteration requires a different optimal bandwidth.
Since we estimate 10,000 different data sets, the number of bandwidths
to be computed would requires 10,000 times the number of iterations.
Computationally, this is extremely cumbersome.
manifest variables) Yi = [Y1i, ...,YJi]T , which is referred
to as the vector of responses and its realization is denoted
by Yi = [y1i, ..., yJi]
T ∈ Y. The j’th observed categorical
variable (for each observation) Yji contains Kj possible
outcomes.24
Let Dijk be an indicator variable equal to unity, if respon-
dent i gives the k’th response to the j′th variable, and equals
zero otherwise:
Dijk =
{
1 if Yji = k
0 otherwise
(13)
Next, we construct the recruitment (response) probabil-
ities; each denotes the probability of observing a specific
response pattern, given the class membership.
2) The recruitment (response) probabilities
Let pijtk be the probability that an observation in class t
produces the k’th outcome on the j’th variable. The re-
cruitment probabilities are class-dependent, but are assumed
to be homogeneous within classes, which implies that the
following must hold:
pijtk ≡ Pr(Yj = k|Ψk = t,x = xg) (14)
= Pr(Yj = k|Ψk = t).
Under conditional independence, which is a necessary con-
dition for the class membership identification, the manifest
variables are independent of each other, given the class
membership and the group’s observables characteristics. The
probability that observation i in class t produces a particular
set of J outcomes on the observed categorical variables is the
product:
Pr(Y1 = y1i, ...,YJ = yJi|Ψk = t,x = xg) (15)
=
J∏
j=1
Pr(Yj = yji|Ψk = t,x = xg)
=
J∏
j=1
Pr(Yj = yji|Ψk = t) =
J∏
j=1
Kj∏
k=1
(pijtk)
Dijk
For any given class t and observed categorical variable j,
the following requirement must be satisfied
∑Kj
k=1 pijtk = 1.
The probability density function across all classes is the
24These categorical variables may have different numbers of outcomes,
hence the indexing by j.
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total probability over the conditional probability in (15):
Pr(Y1 = y1i, ...,YJ = yJi|x = xg) (16)
=
k∑
t=1
Pr(Y1 = y1i, ...,YJ = yJi,Ψk = t|x = xg)
=
k∑
t=1
Pr(Ψk = t|x = xg)
×Pr(Y1 = y1i, ...,YJ = yJi|Ψk = t,x = xg)
=
G˜∑
t=1
λt|xg
J∏
j=1
Kj∏
k=1
(pijtk)
Dijk
where the parameters to be estimated by the latent class
model are λt|xg and pijtk.
3) A posteriori distribution function of The latent labels
Given the prior and the recruitment probabilities’ estimates
for λ̂t and pijtk, respectively, the posterior probability that a
given individual belongs to a given class, conditional on the
observed response pattern [y1i, ..., yJi] is:
P̂r(Ψk = t|y1i, ..., yJi,xg) (17)
=
λ̂t|xg P̂r(Y1 = y1i, ...,YJ = yJi|Ψk = t)∑G˜
q=1 λ̂q|xg P̂r(Y1 = y1i, ...,YJ = yJi|Ψ = q)
where t ∈ {1, ..., k}.
The log-likelihood function to be maximized, with respect
to the parameters values in the prior and the recruitment
probabilities λt|xg and pijtk using (16) is:
lnL =
N∑
i=1
ln
 G˜∑
t=1
λt|xg
J∏
j=1
Kj∏
k=1
(pijtk)
Dijk
 (18)
where the estimation procedure is expectation-maximization
(EM) algorithm [40].25
This log-likelihood function is identical in form to the
standard finite mixture model log-likelihood. As with any
finite mixture model, the EM algorithm is applicable, because
each individual’s class membership is unknown and may be
treated as missing data [41], [42].
The EM algorithm is an iterative procedure involving two
sequential steps: an expectation and maximization. First, ini-
tial parameter values λ̂oldt are arbitrarily chosen and pi
old
jtk for
each t ∈ {1, .., k} and j ∈ {1, .., J} for all k ∈ {1, ..,Kj}.
In the expectation step, calculate the "missing" class mem-
25The EM algorithm enables us to maximize the log-likelihood function in
(18), iteratively, to simplify the estimation process. Moreover, in the absence
of slope covariates in both the class-prior and class-conditional probability
functions, these probabilities are estimated nonparametrically. However, in
the present case, the class-prior probability functions are estimated para-
metrically, due to the non-random assignment embedded in the presence of
covariates. This is important for satisfying the non-covariate shift notion, as
has been discussed earlier. In an important paper by [36], a similar likelihood
function is maximized, using a parametric technique.
bership probabilities using (17):
(19)
Pt(Xg,Yi) ≡ P̂r(Ψk = t|y1i, ..., yJi,xg)
=
λ̂oldt|xg
∏J
j=1
∏Kj
k=1(pi
old
jtk)
Dijk∑T
q=1 λ̂
old
q|xg
∏J
j=1
∏Kj
k=1(pi
old
jqk)
Dijk
In the maximization step, we update the parameter es-
timates by maximizing the log-likelihood function in (18),
given the estimated posterior in (19). The new-prior proba-
bilities are:
λˆnewt|xg =
1
N
N∑
i=1
P̂r(Ψk = t|y1i, ..., yJi,xg) (20)
and the new class conditional probabilities are:
pˆinewjtk =
∑N
i=1DijkP̂r(Ψk = t|y1i, ..., yJi,xg)∑N
i=1 P̂r(Ψk = t|y1i, ..., yJi,xg)
. (21)
We replace the old estimates λ̂oldt and pi
old
jtk with the new es-
timates λ̂newt and pi
new
jtk , respectively, and repeat the expecta-
tion and maximization steps in (19)-(21), until a convergence
criterion is satisfied for these new parameter values.
Using the estimated posterior function in (19), the se-
quence of fitted labels ψ̂i,g are the arguments that maxi-
mize (arg max) the estimated posterior distribution function.
Thus, given a response pattern Yi = [y1i, ..., yJi] and group’s
observed characteristics xg , the fitted label for the latent i’th
datum is:
ψ̂i,g = arg max
t
Pt(Xg,Yi) (22)
Next, we utilize the experts’ opinions in each reference
group to evaluate the participants’ share. The reference
groups are identified by using both the group’s observed
characteristics and the fitted labels in (22), capturing its
unobserved characteristics.
C. THE OPINION SPACE
We introduce an opinion space composed of a set of experts
defined as:
Λ =
{
(XE ,YE , ψE) | XE ∈ RLx , YE ∈ Y, ψE = 1, ..., k},
in which an expert ϕ ∈ Λ, a set of observed characteris-
tics (XE ,YE) and unobserved characteristics (ψE), has a
discretized opinion χϕ ∈ {0, 1} regarding the expected par-
ticipation decision of a member belonging to own reference
group.26
Let ϕe = (ϕ∗e, ψ
E
e ) ∈ Λ, where ϕ∗e = (XEe ,YEe ). Denote
a random sample ΛS = {ϕ∗e, χϕe}N
E
e=1 consisting of N
E
experts {ϕ∗e}N
E
e=1 and their respective opinions {χϕe}N
E
e=1,
where χϕe ∈ {0, 1}. Each of the opinions in {χϕe}N
E
e=1
26An expert opinion reflects the decision that a member of his group is
more likely to make. That is, being a participant or a non-participant.
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is an independent realization of a Bernoulli random vari-
able ω, with probability of success defined by the function
me(XEe , ψ
E
e ).
27
It follows that ΛS consists entirely of the experts’ observed
characteristics and their opinions. The unobserved character-
istics are essential for being able to assign the experts into
their respective reference groups. However, the unobserved
and observed characteristics are interrelated, through the a
posteriori probability density function depicted in (19). The
former are substituted with their fitted values, which are
the arguments maximizing the posterior probability density
function, given the observed characteristics. Using the afore-
mentioned interrelationship and given the sample ΛS , the set
of expert opinions that are assigned to latent class t is denoted
by:
Op(t) = { χϕe | (XEe ,YEe , χϕe) ∈ ΛS , (23)
t ∈ arg max
ψ
Pψ(XEe ,YEe )}
The entire experts’ opinions data set is denoted by the
sequence
{Op(t)}kt=1.
The participants’ shares given k latent classes are obtained
by Bayes’ rule:28
mek(X
E , t) (24)
=
fx|ω=1,Ψk=t
(
X
E |ω = 1,Ψk = t
)
Pr (ω = 1|Ψk = t)
1∑
ω=0
fx|ω=ω,Ψk=t
(
X
E |ω = 1,Ψk = t
)
Pr (ω = ω|Ψk = t)
where mek(X
E , t) ≡ Pr (ω = 1|x = XE ,Ψk = t).
Neither of the density functions fx|ω=0,Ψk=t nor
fx|ω=1,Ψk=t is known or specified by the researcher, and
they are substituted with their respective estimates: f̂ tx|ω=0
and f̂ tx|ω=1, as described in (26), to follow. Similarly, the
probabilities Pr (ω = 1|Ψk = t) and Pr (ω = 0|Ψk = t) are
replaced by their estimates pt and 1− pt, respectively. Thus,
m̂ek(X
E , t) =
ptf̂
t
x|ω=1(X
E)
ptf̂
t
x|ω=1(X
E) + (1− pt)f̂ tx|ω=0(XE)
, (25)
pt =
1
NEt
∑
χϕe∈Op(t)
χϕe
where NEt is the cardinality (number of elements) of the set
Op(t) .
Using the Parzen-Rosenblatt [43], [44] window method for
a nonparametric density estimation given a Lx × Lx band-
width matrix H,29 we denote a conditional density estimator
of the random variable vector x ∈ RLx given the opinion
27Not to be confused with the actual participants’ share m(xEg , ψ
E
i,g)
depicted in (5).
28The expression Pr (Ψk = t) is canceled out and thus, is not presented
in either the numerator or the denominator in (24).
29The multivariate gaussian kernel density estimator is employed due to
its applicability to multivariate data. Unlike in the case of semiparametric
estimation, in the case of nonparametric estimation there is a “protocol” for
finding the optimal bandwidth for instance, [45]’s rule.
ω ∈ {0, 1} and an estimated membership in latent class t:
f̂ tx|ω=ω(x) =
1
NEt,ω(2pi)
Lx
2
|H|−1/2 (26)
×
∑
XE∈Oωx(t)
exp
{
1
2
(
X
E − x)T H−1 (XE − x)}
where
Oωx(t) = {XEe | (XEe ,YEe , χϕe) ∈ ΛS , (27)
t ∈ arg max
ψ
Pψ(XEe ,YEe ), χϕe = ω}
is a subset of
{
XEe
}NE
e=1
, consisting only of the observed
characteristics related to experts assigned to latent class t
with the opinion ω and NEt,ω is the cardinality (number of
elements) of the set Oωx(t) . The determinant of H is |H|.
The main idea behind the mapping from an expert set to a
sequence of opinions is to take advantage of auxiliary data
(e.g., survey data, training data and the like), in which each
data point depicts an opinion of a specific expert. Averaging
the opinions in each reference group obtained from (25)
generates the share of participants belonging to that reference
group. Thus, the best forecast, resulting from the various
reference groups is a refinement of the wisdom of crowd
( [11], [12], [16]–[18]). The type and number of reference
groups are unobserved and are estimated by the posterior
class membership probability density function.
The proposed implementation relies on the utilization of
two data sets: (i) a survey data set consisting of experts’ opin-
ions
{Op(t)}kt=1, with the observed group-level covariates;
and (ii) a truncated data set consisting of both individual-level
covariates as well as group-level covariates. The proposed
procedure is closely related to the similarity-based classifi-
cation, which is referred to as “nearest neighbor algorithm”,
in the field of machine learning (e.g., [15]). Nearest neighbor
algorithm assigns labels in the truncated (test) data set based
on the similarities between this data set and the non-truncated
labeled (training) data set. However, in the present case, the
labels are unobserved not only in the truncated data set, but
in both data sets.30 Thus, the purpose of the survey data set
is to estimate the posterior distribution function in order to fit
the labels in the truncated data set.
D. ESTIMATING THE SUBSTANTIVE EQUATION
We formulate the estimation procedure in terms of a non-
linear least squares (NLS) minimization. Although the sub-
stantive equation is a linear function of its covariates, it can
be reformulated as a partially linear single-index model in
order to correct for the endogenous selection bias. The single-
index modeling draws on the [46] Lemma, alleviating the
complexity present in high-dimension covariates space. In
our model, the single index function is referred to as the bias
30This phenomenon is termed “unlabeled data” in the field of machine
learning.
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term [1] and is constructed using (6), by taking its conditional
expectation, given the covariates and being a participant:
E[y∗1i,g|S = 1,wi, zi,xg, ψi,g] (28)
= wTi θ + E[ξ1i|S = 1,wi, zi,xg, ψi,g]
wherewi is a vector of the substantive equation’s covariates;
while xi and zi are specific group-level and individual-level
characteristics, respectively.
The residual i between y1i,g and its conditional expec-
tation, given participation (28) in the truncated data is con-
structed as:
i = y1i,g − E[y∗1i,g|S = 1,wi, zi,xg, ψi,g] (29)
Using (28) and denoting E[ξ1i|S = 1,wi, zi,xg, ψi,g] ≡
M(βme(xg, ψi,g) + zTi η +
(
xcg
)T
δ) we arrive at the par-
tially linear single-index model:
y1i,g = w
T
i θ +M(βme(xg, ψi,g) + zTi η (30)
+
(
xcg
)T
δ) + i )
where xcg are the contextual covariates.
However, neither the function me(·) nor its ψi,g argument
is observed. Thus, they are substituted with their respective
estimates m̂ek(·) and ψ̂i,g given k possible latent classes
(labels), obtained from the survey data or any other auxil-
iary data. The former is constructed using (25), which is a
refinement of the vox populi (average forecast) mechanism
(see section III-C):
m̂ek(xg, ψ̂i,g) =
pψ̂i,g f̂
ψ̂i,g
x|ω=1(xg)
pψ̂i,g f̂
ψ̂i,g
x|ω=1(xg) + (1− pψ̂i,g )f̂
ψ̂i,g
x|ω=0(xg)
,
pψ̂i,g =
1
NE
ψ̂i,g
∑
χϕe∈Op(ψ̂i,g)
χϕe
whereNE
ψ̂i,g
is the cardinality (number of elements) of the set
Op
(ψ̂i,g)
and ψ̂i,g = arg max
t
Pt(xg,Yi).
Our objective is to estimate the substantive equation (30),
which includes the functionM(.) as an additional covariate
controlling for the endogenous sample selection. However,
the functionM(.) in (30) is unknown and has to be approxi-
mated. In the next section we attend to this issue.
E. TRANSFORMATION OF BOTH COSINE AND
FOURIER SERIES FOR UNKNOWN
FUNCTIONS ESTIMATION
The function M(.) in (30) is approximated using its condi-
tional moment expansion by employing either The Cosine
or The Fourier sequence. The Cosine sequence requires that
the support of the index variable in (30) will be on the [0, 1]
domain, while the Fourier sequence requires that the support
will be on the [−1, 1] domain.31 This assumption does not
entail loss of generality, because it is satisfied by utilizing
a different monotone transformation function on the index
variable [47] in each one of the Cosine and Fourier series.
The series generated by the transformation is referred to as a
transformed Cosine (or Fourier) series.
In the case of the (transformed) Cosine sequence the condi-
tional moment expansion ofM(.) is denoted by M̂c(b;ϑc)
and is defined ∀b ∈ R as:
M̂c(b;ϑc) = αc +
K∑
k=1
τ ck cos(ϕ(b)pik) (31)
where ϕ(.) is some known, arbitrarily chosen, strictly mono-
tonic twice differentiable mapping R 7→ (0, 1), ϑc ≡
{αc, τ c} and τ c ≡ [τ c1 , ..., τ cK], with K being the number
of elements in the expansion.
Similarly, in the case of the (transformed) Fourier se-
quence the conditional moment expansion of M(.) is de-
noted by M̂f (b;ϑc) and is defined ∀b ∈ R as:
M̂f (b;ϑf ) = αf +
K∑
k1=1
τf1k1
cos(ζ(b)pik1) (32)
+
K∑
k2=1
τf2k2
sin(ζ(b)pik2)
where ζ(.) is some known, arbitrarily chosen, strictly mono-
tonic twice differentiable mapping R 7→ (−1, 1),32 ϑf ≡{
αf , τ
f
1 , τ
f
2
}
and τ fm ≡ [τfm1 , ..., τfmK ], m = 1, 2 repre-
senting Sine or Cosine, respectively.
For brevity, we denote the parameter vector θ∗ ≡[
θT ,ηT , δT , β
]T
. Following [48], given the non-linear func-
tion M̂G(b;ϑG) with G ∈ {c, f} an index model can be
estimated as follows:
(33)
(θ̂∗, ϑ̂G) = arg min
(θ∗,ϑG)∈Θ×∆K
1
n
n∑
i=1
( y1i,g −wTi θ
−M̂G(βm̂ek(xg, ψi,g) + zTi η +
(
xcg
)T
δ;ϑG) )2
where y1i,g is the substantive equation’s dependent variable;
K is the number of elements in the expansion; wi and θ
stand for the covariates set and the parameter set, respectively
31Fourier series decomposes a “periodic” signal into a sum of an infinite
number of harmonics (sine and cosine functions) of different frequencies and
amplitudes, while Fourier transform decomposes a “non-periodic” signal
into an infinite number of harmonics having different frequencies and
amplitudes.
32The main drawback of Fourier series, however, is the requirement of the
approximated function to be periodic on a bounded interval. This is problem-
atic, as we are interested in approximating a non-periodic function defined on
an unbounded interval. To alleviate this problem, we use monotonic mapping
of the function’s argument from the real line to the [-1,1] domain to make it
periodic only at infinity and bounded on this domain. The aforementioned
transformation results in enhanced accuracy of the estimates. due to the
flexibility of Fourier series estimator, without being restricted to the family
of periodic functions.
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in the linear part of the substantive equation. Note that the
combination in (33) of the linear component wTi θ and the
non-linear component M(·) implies partial linearity of the
model.33
We require that the expectation of the objective function in
(33) is finite for all values of the parameters (θ∗, ϑG)34 that
is,
E[ sup
(θ∗,ϑG)∈Θ×∆K
1
n
n∑
i=1
( y1i,g −wTi θ (34)
−M̂G(βm̂ek(xg, ψi,g) + zTi η +
(
xcg
)T
δ;ϑG) )2 ] <∞.
Next we have to modify (33) and accommodate it for
the presence of latent reference groups. This is done by
introducing a penalization into the model.
IV. THE OPTIMAL NUMBER OF LATENT REFERENCE
GROUPS
In practice, the number of latent classes (labels) in the trun-
cated data is unknown. Arbitrarily choosing the number of
latent classes may amount to misspecification.35 To alleviate
probable misspecification, we propose an estimation proce-
dure generating the “optimal” number of latent classes to fit
the correct model without arbitrarily assuming the number of
reference groups. This procedure specifies the participation
decision that best fits the data generation process in the
truncated data, which is related to some criterion function (to
be defined in (40) to follow). The aforementioned participa-
tion decision is chosen from a menu consisting of selection
equations differentiated by k number of available (latent)
reference groups. This is achieved by minimizing an additive
penalized objective function Υ(ϕ) [48]:
Υ(ϕ) = Loss function(ϕ) + Penalty function(ϕ, λn) (35)
where ϕ is a vector of estimated parameters and λn is a
tuning parameter.36
We note that increasing the number of reference groups
decreases the model bias, due to enhanced information (ex-
planatory ability), however, it is at a cost of higher variance
in the model (low accuracy). To overcome this bias-variance
trade-off, a penalization procedure is applied, as is depicted
by the penalty function in (35). The penalized regression
is also termed “sparse regression”, where “sparsity” implies
33This is where we depart from [48], who introduce only the non-linear
component, as they did not deal with truncation.
34This assumption can be relaxed using a positive weight function K(x)
on (0,∞) in the nonlinear minimization (see, [48]).
35A non-feasible solution is to assume that any individual observation
is its own advisor (reference group) based on his past experience. This is
problematic (unless an auxiliary data set with historical individual level
participation probabilities is accessible), as the individual data consists of
participants only, and consequently one cannot estimate the probability to
participate for a specific data-point using only one observation, which is the
participant herself.
36When λn approaches zero the penalty function is not effective, leading
to the parameter estimates that would have been obtained without penaliza-
tion.
that only a small fraction of the predictor variables has an
influence on the dependent variable [26]. These regression
methods are intended to find the subset of the most influent
predictors by shrinking down the parameter estimates toward
zero and reducing the number of non-zero parameter esti-
mates.
The most popular choice of loss-functions are Mean
Squared Error (MSE), negative log-likelihood and profiled
least squares. In our case, we employ the Mean Squared
Error (MSE) loss function to be consistent with the nonlinear
least squares problem depicted in (33). In order to select the
optimal number of latent reference groups, we use the SCAD
penalty function, as it nests the LASSO as a special case,
defined as:37
pλn(v) =

λnv if 0 ≤ v ≤ λn
−v2−2aλnv+λ2n2(a−1) if λn < v < aλn
(a+1)λ2n
2 if v > aλn
(36)
where a > 2 is a constant. For practical use we set a = 3.7
[48].38
Next, we present an algorithm for determining the optimal
number of latent reference groups, employing the SCAD
penalty function.
A. ESTIMATING THE NUMBER OF LATENT REFERENCE
GROUPS
We construct a sequence of functions {m̂ek(xg, ψi,g)}G˜maxk=1 ,
where G˜max ∈ N is the largest latent labels (outcomes)
number, m̂ek(xg, ψi,g) is the conditional participation prob-
ability, given k ≤ G˜max latent labels, the observed group’s
characteristics xg and belonging to label (being a member
in class) ψi,g ∈ {1, ..., k}.39 For brevity, we define ρ̂ki,g ≡
m̂ek(xg, ψ̂i,g), where ψ̂i,g is the estimated label membership
for the i’th observation, given k latent classes. The partially
linear single index regression is represented as:
y
1i,g
= Fi,g(ϕ) + i, (37)
Fi,g(ϕ) = wiTθ + M̂G
(∑G˜
k=1 βkρ̂ki,g + z
T
i η +
(
xcg
)T
δ; ϑG
)
where ϕ = {θ, β, η, δ,ϑG}, such that β ≡ {β1, ..., βG˜}.
In the first step, a solution path ϕλn = {θλn , βλn , ηλn ,
βδλn ,ϑGλn } indexed by a tuning parameter, λn, is estimated
37The SCAD performs well in partially linear index models [48], [49].
38This has been shown to facilitate computation time.
39In a recent contribution [50] also utilize a penalty function to combine
forecasts. However, they utilize the LASSO penalty function which is
restrictive in that it forces most of the covariates to have zero coefficients,
instead of allowing for a combination of the covariates to be utilized like the
SCAD penalty function employed here.
10 VOLUME 4, 2016
This article has been accepted for publication in a future issue of this journal, but has not been fully edited.
as a penalized partially linear single index model [49]:40
ϕλn = arg min

1
2
∥∥∥y1 −F(ϕλn)∥∥∥2
2︸ ︷︷ ︸
sum of squares error term
+n
G˜∑
k=1
pλn(
∣∣βkλn ∣∣)︸ ︷︷ ︸
penalty term
 (38)
where βλn ≡
[
β1λn , ..., βJλn
]T
, y1 = [y
T
1,1
, ...,yT
1,G
]T
such that y1,g = [y11,g , ..., y1ng,g ]
T and the ‖·‖2 is the usual
`2 (Euclidean) norm.41
In the second step, a criterion Cp is computed for the
solution path ϕ̂λn . The conventionally chosen criterion is
BIC (Bayesian information criterion [36]) computed as:
Cp(λn) = log(MSE(λn)) + log n
n
dfλn (40)
where MSE(λn) = n−1
∑n
i=1
(
y1i,g −Fi,g(ϕ̂λn)
)2
and
dfλn is the number of non-zero coefficients in ϕ̂λn .
The algorithm for finding the correct model requires es-
timating (38) repeatedly, each time given a different tuning
parameter value λn, and computing MSE(λn) in order to find
λn which minimizes (40).
Estimating (38) involves the utilization of a non-convex
penalty function optimization, which enhances computa-
tional complexity. To alleviate this complexity and without
loss of accuracy, we transform the optimization problem into
a constrained one with a convex penalty function [51].
Thus, we introduce the parameter vectors β+λn ≡[
β+1λn , ..., β
+
Jλn
]T
and β−λn ≡
[
β−1λn , ..., β
−
Jλn
]T
where
β+kλn
= max
{
0, βkλn
}
and β−kλn = max
{
0,−βkλn
} ∀k
and make the following substitution:
βλn = β
+
λn
− β−λn , β+λn ≥ 0, β−λn ≥ 0 (41)
Using β+λn and β
−
λn
the optimization becomes:
(42)
ϕλ∗n = arg min{ 12 ∥∥∥y1 −F(ϕλ∗n)∥∥∥22︸ ︷︷ ︸
sum of squares error term
+ n
J∑
k=1
pλn(β
+
kλn
+ β−kλn )︸ ︷︷ ︸
penalty term
}
s.t. β+λn ≥ 0, β
−
λn
≥ 0
where the modified solution path is ϕ∗λn = {θλn , β+λn ,
β−λn ,ηλn , δλn ,αλn }.
Note that the the sum of squares term in (42) is unaffected,
if we set β+λn ←− β
+
λn
+ s and β−λn ←− β
−
λn
+ s ∀s ≥ 0,
40Unlike the (penalized) partially linear single index model (PLSIM)
estimation procedure introduced by [49] which utilizes kernel estimator (suf-
fering from bandwidth selection consideration) to approximate the unknown
functionM, we use a Sieve estimator.
41The `p norm definition is:
‖b‖p =
(
n∑
i=1
|bi|p
)1/p
. (39)
because s is canceled out in (41).42 However, the argument in
the penalty function term increases by 2s. As a result, s = 0
minimizes the penalty function, implying that the solution of
problem (42) for a given k is either β+kλn = 0 or β
−
kλn
=
0. Problem (42) is equivalent to the original problem (38),
where
∣∣βkλn ∣∣ = β+kλn + β−kλn and βkλn = β+kλn − β−kλn∀k. The aforementioned argument points to the possibility of
using simple constrained convex penalty function algorithms
for the estimation of the optimal number of reference groups;
this is embedded in the selection equation, which is affected
by the number of reference groups. Technical details appear
in Appendix B.
V. SIMULATIONS
We examine our truncated selection model’s performance
in the presence of various latent classes, capturing the
unobserved characteristics of each datum. A sequence{
(ΛSk ,Λ
T
k )
}10,000
k=1
consisting of 10, 000 elements is gener-
ated. The k’th element is composed of a survey data set and
a truncated data set denoted by ΛSk and Λ
T
k , respectively.
For simplicity, the data sets are generated using three latent
classes.
Next we discuss the data generation process (DGP) used
to construct these distribution functions.
A. DATA GENERATION PROCESS (DGP)
Let z be a continuous random variable, such that a given
realization of this random variable represents specific indi-
vidual level characteristics. Our objective is to characterize
a sequence of distribution functions
{Dz|xg}Gg=1. Each is a
conditional distribution function of z, given a specific real-
ization of the group-level observed characteristics, xg . These
distribution functions are not restricted to being unimodal or
symmetric (e.g., the normal distribution function).43 By em-
ploying such an algorithm, each datum in the truncated data
set to be generated is a random draw from its group-specific
distribution function. We arbitrarily set G = 2, 000, 000 in-
dicating the number of distribution functions in the sequence.
The conditional density function of z given xg is denoted by
dz|xg (z|xg) and satisfies ∀t = 1, ..., G˜:
m(xg, t) =
∫
( 1− Fξ2(α+ βm(xg, t) (43)
+
(
xcg
)T
δ + ηz) )dz|xg (z|xg)dz, t = 1, ..., G˜
where m(xg, t) is the actual participants’ share given xg and
being a member in class t, andxcg is a subset ofxg , consisting
of the contextual covariates only.
42s cannot contain negative elements, because the set (β+kλn
, β−kλn
) =
(βkλn , 0) implies βkλn > 0, while the set (β
+
kλn
, β−kλn
) = (0,−βkλn )
implies βkλn < 0. The intuition being that if s < 0, the requirements
β
+
λn
+ s ≥ 0 and β−λn + s ≥ 0 are not satisfied. If s > 0 the penalty
function is not minimized.
43Unlike the Monte Carlo simulations in [52] for censored sample se-
lection models implemented by using normally distributed disturbances, we
consider a truncated sample selection model characterized by non-normally
distributed disturbances.
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Finding a density function dz|xg (z|xg) that satisfies (43)
is computationally cumbersome, due to the presence of the
integral. In order to facilitate the computation process, this
density is expressed as a finite mixture of arbitrarily chosen
continuous density functions, such that only the weights
(mixture coefficients) are required to uncover.
Thus, let {φl(.) : l = 1, ..., L} be an arbitrary set of dis-
tinct continuous probability density functions on the real
line44 and {Φl(.) : l = 1, ..., L} be the corresponding dis-
tribution functions. The mixture of the probability density
functions using the weights wl, satisfying
∑L
l=1 wl = 1, is
defined as follows:
dz|xg (z|xg) =
L∑
l=1
wl(xg)φl(z) (44)
and the mixture of the distribution functions is
Dz|xg (z|xg) =
L∑
l=1
wl(xg)Φl(z) (45)
Denote q(p, z) ≡ 1 − Fξ2(α + βp +
(
xcg
)T
δ + ηz). The
sequence of optimal weights, {wl}Ll=1, consists ofL elements
such that
∑L
l=1 wl = 1 and 0 ≤ wl ≤ 1. The following
condition must hold for all t = 1, ..., G˜:
L∑
l=1
[∫
q (m(xg, t), z)φl(z)dz
]
wl = m(xg, t), (46)
A matrix MP of size G˜× L and a vector w of size L× 1
are defined as:
MP =

∫
q(m(xg, 1), z)φ1(z)dz ...
∫
q(m(xg, 1), z)φL(z)dz
:
. . . :∫
q(m(xg, G˜), z)φ1(z)dz ...
∫
q(m(xg, G˜), z)φL(z)dz

G˜×L
w =

w1(x)
w2(x)
:
wL(x)

L×1
These optimal weights, which solve (46), can be obtained
as a solution to the following minimization problem:
w = arg min
s.t. 0≤wh≤1∑H
h wh=1
MP′w>P′
MP′′w<P′′
∥∥∥MPw − P∥∥∥2
2
(47)
where P = [m(xg, 1), ...,m(xg, G˜)]T is a G˜×1 vector,MP′
and MP′′ are matrices constructed in a similar fashion to MP
(described in (47)) to ensure that the expected participants’
shares vector, P , is the unique solution for (47) such that any
other expected participant share depicted in either vector P ′
of size J ′ × 1 or vector P ′′ of size J ′′ × 1 will not constitute
a solution.
44We utilize a mixture consisting of various density functions, including
normal, gamma and log-normal. Each density function is characterized by a
unique set of parameters.
The main idea is that for any vector P consisting of
participants’ shares (calculated for a given observed group’s
characteristics), we match a distribution function of individ-
ual characteristics, such that (43) is satisfied.45 Formally,
the k’th data consisting of N observations is generated
by using a sequence {xi}Ni=1 of randomly drawn vectors
from a joint distribution function Fx (as will be described
in (48) to follow) and a sequence of distribution functions{Dz|xi(z|xi)}Ni=1. Each data point zi of individual level
characteristics is a realization of a unique random variable
z|x = xi, drawn from Dz|xi(z|xi), where xi = [xi, xci ]
and represents the observed group’s characteristics of the i’th
observation.46
Based on (43), each of the distribution functions to be
found is required to satisfy a restriction concerning a specific
participant shares vector. Therefore, these shares must be
known in the data generation process.47
B. GENERATION OF SURVEY AND TRUNCATED DATA
SETS UTILIZING LATENT CLASSES
The group’s characteristics covariate vector xg = [xg, xcg]
is a realization of the random variables vector x = [x, xc],
which is jointly distributed Fx. For simplicity we character-
ize Fx as follows:
[x, xc] ∼ N2
([
0
0
]
,
[
2 0.5
√
2 ∗ 3
0.5
√
2 ∗ 3 3
])
(48)
where N2 denotes the bivariate normal distribution function.
The classes and a frequency table consisting of man-
ifest variables (depicted in Table 1 to follow) are gen-
erated in R, using the latent classes packages ‘poLCA′
and ‘SimCorMultRes′. For each k = 1, ..., 10, 000,
two data sets are generated: (i) a survey data set ΛSk =
{ϕ∗i , χϕi}N
E
i=1 with ϕi = (ϕ
∗
i , ψ
E
i ) ∈ Λ (constructed as
depicted in section III-C) consisting of a sequence {ϕ∗i }N
E
i=1,
in which ϕ∗i = (X
E
i ,Y
E
i ) are the experts’ observed
characteristics and NE = 10, 000; (ii) a truncated data
set ΛTk =
{
(x,Y, y∗1 , z)|(x,Y, y∗1 , y∗2 , z, ψ) ∈ ΛCk , y∗2 ≥ 0
}
,
where ΛCk = {xi,Yi, y∗1i, y∗2i, zi, ψi}Ni=1 denotes the com-
45By construction, the generated distribution function leads to a unique
solution characterized by vector P .
46zi is a single covariate, so we use a univariate distribution function.
However, in cases where it is a covariate vector, the index function zTi η
can be treated as a random realization from a univariate distribution function
DzTi η|xi (z
T
i η|xi).
47Thus, we define the t’th element of P(xg) as:
me(xg , t) = plt + (pht − plt)
exp
(
−2 + 3.6
(√
ΦN (xg)ΦN (x
c
g)
))
1 + exp
(
−2 + 3.6
(√
ΦN (xg)ΦN (x
c
g)
))
where (plt, pht) is the range of the conditional participation probability
given a membership in class t. The ranges are arbitrarily determined to
be: (pl1, ph1) = (0.05, 0.4), (pl2, ph2) = (0.4, 0.75) and (pl3, ph3) =
(0.65, 0.95). These numbers enable us to verify the model performance in
cases where the participants’ share is a non-smooth function of the group’s
observed characteristics (xg). This non-smoothness stems from the presence
of latent classes, which are determined as a function of xg (due to non-
random assignment). The cumulative standard normal distribution function
is denoted by ΦN .
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TABLE 1: Response frequencies for the manifest categorical
variables
Manifest variable
Class 1 Class 2 Class 3
Response Response Response
1 2 3 4 1 2 3 4 1 2 3 4
y1 0.6 0.1 0.3 - 0.4 0.4 0.2 - 0.3 0.1 0.6 -
y2 0.2 0.8 - - 0.5 0.5 - - 0.7 0.3 - -
y3 0.3 0.6 0.1 - 0.1 0.4 0.5 0.7 0.2 0.1
y4 0.1 0.6 0.2 0.1 0.5 0.3 0.1 0.1 0.3 0.1 0.1 0.5
y5 0.1 0.1 0.8 - 0.6 0.3 0.1 - 0.8 0.1 0.1 -
y6 0.9 0.02 0.08 - 0.02 0.08 0.9 - 0.08 0.9 0.02 -
y7 0.95 0.05 - - 0.05 0.95 - - 0.5 0.5 - -
Note: The survey data set consists of the manifest categorical variables set y
1
, ..., y
7
: vari-
able y
4
is of four categories (alternative responses); each of the variables y
1
, y
3
, y
5
, y
6
are of three categories; the variables y
2
and y
7
are binary response variables. All of these
manifest variables are conditionally independent, with respect to each other, given the
class membership. It follows that a membership in class ′1′ implies that the probability to
choose response ′2′ in y
1
is 0.1, regardless of all other responses.
plete (non-truncated) data set. The number of observations in
the truncated data set is denoted by nk, which is the cardinal-
ity of the set ΛTk .
48 The set ΛTk consists of classes, manifest
variables and observed group characteristics x randomly
and independently drawn from (48). These characterize the
group’s observed characteristics and individual-level covari-
ates, as denoted by the sequence {zi}ni=1. Using the estimated
posteriori classes density function and the survey data set, the
predicted class, ψ̂i,g , for each observation i is calculated in
the truncated data set (given the manifest variables and the
group’s observed characteristics49). These predicted classes
are intended to be used later, in the estimation stage, and
not in the data generation process. The selection model’s
equation will be generated by using the true classes, as will
be described in section V-D.
The characteristics XEi = [x
E
i , (x
c
i )
E ] are randomly and
independently drawn from (48). The i’th observation’s latent
class is generated as a random realization from (12), which
is a function of XEi .
50 The manifest variables are determined
using the frequencies in Table 1 and are generated for each
i ∈ 1, ..., NE .
Table 1 exhibits the construction of the manifest cate-
gorical variables in the survey data set, which are denoted
by y
1
,...,y
7
. These variables enable the recovery of the
latent classes. Recovery is feasible due to the conditional
independence (given the class) property. It follows that the
probability of observing a specific response (the alternative
being chosen) in y
k
is independent of the response to y
l
for
all k 6= l, given the class membership.
Next we construct the selection model’s joint disturbances
distribution function, in order to examine our model’s perfor-
mance in cases of a non-standard distribution function of the
disturbances (such as the normal distribution function).
48The truncated data set is produced by generating a complete (non-
truncated) data set and keeping only the observations that satisfies the
selection equation.
49The observed group’s characteristics affect the prior class membership
assignment probabilities.
50Due to the non-random assignment, the i’th observation’s latent class
membership depends on XEi .
C. THE DISTURBANCES’ JOINT DISTRIBUTION
FUNCTION
Each pair of disturbances {ξ1i, ξ2i} is randomly and inde-
pendently drawn from Fξ1,ξ2 , which is the joint distribution
function of the substantive and participation equations’ dis-
turbances. The aforementioned joint density function con-
sists of two components: a Copula function51 characterizing
the disturbances’ dependence structure and two marginal
distribution functions Fξ1 and Fξ2 for the substantive equa-
tion and selection equation, respectively. In order to verify
our model’s performance in the presence of random distur-
bances’ distribution functions which are not restricted to the
family of symmetric and unimodal distribution functions,
each one of these two disturbances is marginally distributed
according to a mixture of three different distribution func-
tions: (i) a normal distribution function with expectation and
standard deviation parameters (µ, σa), denoted byN (µ, σ2a);
(ii) a normal distribution function with expectation and stan-
dard deviation parameters (−µ, σb), denoted by N (−µ, σ2b );
(iii) a gamma distribution function with scale and shape pa-
rameters (µϕ, ϕ), denoted by ΓGamma (µϕ, ϕ)52. This mixture
distribution function is defined as:
(49)
ξj ∼ 0.4N (µ, σ2a) + 0.5N (−µ, σ2b ) + 0.1ΓGamma (µϕ, ϕ)
where E [ξj ] = 0, j = 1, 2.
The parameters set (µ, σa, σb, ϕ) = (4, 3.5, 2.5, 2) is
arbitrarily chosen. Due to its simplicity, the Clayton Copula,
with a degree of dependence parameter 4 (to assure that the
disturbances are highly correlated) is used for controlling the
dependence structure.
D. CONSTRUCTING THE SELECTION MODEL’S
EQUATIONS
In the last step, we construct the latent selection equation’s
dependent variable y∗2i,g for i = 1, ..., N :
y∗2i,g = α+ βm(xg, ψi,g) + z
T
i η + (x
c
g)
T δ + ξ2i, (50)
where the i’th observation’s true class membership is denoted
by a categorical variable
ψi,g ∈ {1, 2, 3} and xg = [xg, xcg].
In a similar fashion, we construct the substantive equa-
tion’s dependent variable:
y∗1i,g = θ1wi + θ2Di + ξ1i, i = 1, ..., N. (51)
where any covariates pair (wi, Di) is an independent realiza-
tion of a random variable vector (w,D)|zi, conditionally dis-
tributed given zi, such that w|zi and D|zi are independent.53
51According to Sklar’s Theorem [53], any continuous joint distribution
function can be characterized by a set of marginal distribution functions and
a joint distribution function determining the dependence structure which is
referred to as a Copula function.
52The scale and shape parameters implies that the expectation and stan-
dard deviation parameters are (µ,
√
µ/ϕ).
53This assumption is termed a conditional independence given zi and is
imposed to reduce the complexity of the data generation process.
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These conditional random variables are distributed according
to a normal and a Bernoulli probability distribution function,
respectively. We arbitrarily set (α, β, δ) = (−30, 25, 1.5) and
(θ1, θ2) = (2, 4).
Denote the selection variable by an indicator function
y2i,g = I(y
∗
2i,g ≥ 0) or alternatively, calculate the i’th
observation’s probability of being selected pi = Pr(ωi,g =
1|xg, xcg, ψi,g, zi), which is a function of (xg, xcg, ψi,g, zi)
and defined for i = 1, ..., N as:
pi,g = 1− Fξ2(α+ βm(xg, ψi,g) + zTi η + (xcg)T δ) (52)
Let {u1, ..., uN} be a sequence of continuous and inde-
pendent uniform random variables on the support [0, 1]. The
indicator variable for the i’th observation is:
y2i,g = I(ui ≤ pi), (53)
that is, y2i,g is the realization of a Bernoulli distributed
random variable with a probability of success, pi,g , with pi,g
the probability of observation i, in reference group g, to be
observed in the truncated data.
The final truncated data set consists of two sequences
of the self-selected observation (satisfying y2i = 1).
The truncated data set consists of 50% of the ob-
servations.54 The first includes the individual level co-
variates {y∗1i, zi, wi, Di|y2i = 1}Ni=1, and the second in-
cludes the group’s observed characteristics and the mani-
fest categorical variables: {x1i, x2i, y1i, .., y7i|y2i = 1}Ni=1.
Similarly, the survey data set consists of the sequence{P¯, xsurvey1i , xsurvey2i , ysurvey1i , .., ysurvey7i }Ni=1.55 The aggregate
participants’ share in the entire population is denoted by P¯ .
The main results regarding the estimates obtained using
10, 000 Monte Carlo simulations for sample sizes N ∈
{2000, 5000, 8000, 10000}, as depicted in sections V-A-V-D,
are summarized in Tables 2 and 3 to follow.
The entries in Table 2 indicate that for a sample size of
2000 observations, the mean estimate of θ1 in the full sample
is 2.000, while in the truncated sample, without correction
for bias is 2.5873. Similarly, for the same sample size, the
mean estimate of θ2 in the full sample is 4.000, while in the
truncated sample without correction for bias is 4.2916. The
estimates for θ1 and θ2 are remained biased (upward) as the
sample size increases.
Entries presented in Table 3 indicate that the substantive
equation’s estimated parameters, θ̂1 = 2.0083 and θ̂2 =
3.9909, in the refined Vox Populi model (given the correct
54Following [54], employing a parametric (censored or truncated) sample
selection model and misspecifying the random disturbances to be joint
normal distributed might lead to bias in the estimates, such that its magnitude
depends on the degree of censoring or truncation of the sample. They find
evidence that the bias is substantial, especially for truncated samples that are
50 percent complete. Because our model is distribution-free, it is important
to verify its performance given those conditions in which the parametric
models underperformed. Thus, we use a truncated data set which is 50%
complete.
55Of course, the true class sequence in both the truncated data set {ci}Ni=1
as well as the survey data set
{
c
survey
i
}N
i=1
is unobserved. Thus, they are
excluded from these data sets.
TABLE 2: Monte Carlo Simulation - OLS without truncation
bias correctiona
True Parameterb Estimate
Model Type
Full sample Truncated sample
Sample size Sample size
2000 5000 8000 10000 2000 5000 8000 10000
θ1=2
Mean 1.9989 1.9990 1.9995 2.0002 2.5873 2.5858 2.5853 2.5851
Median 1.9986 1.9987 2.0002 1.9999 2.5883 2.5859 2.5852 2.5851
Std 0.0595 0.0373 0.0294 0.0265 0.0767 0.0481 0.0380 0.0350
θ2=4
Mean 4.0110 4.0076 4.0051 3.9984 4.2916 4.2897 4.2838 4.2587
Median 4.0140 4.0055 4.0048 4.0012 4.2862 4.2842 4.2806 4.2591
Std 0.5834 0.3705 0.2922 0.2583 0.9917 0.6279 0.4931 0.4492
Note: a We estimate by ordinary least squares (OLS) method the parameters
for the full sample and truncated sample without correction for the selectivity
bias, and compute the standard deviation in every random sample consisting of N
observations. Then, we calculate for these estimates the mean, median and standard
deviation (Std.) over all data sets. The standard deviations are obtained using the
estimates from the Monte-Carlo simulations.
b The parameters that are used in the data generation process. θ1 and θ2 are the
parameters of interest in the substantive equation.
TABLE 3: Monte Carlo Simulation - NLSa with truncation
bias correctionb
True Parameterc Estimate
Model Type
Refined Vox Populi Monolithic Vox Populi
Sample size Sample size
2000 5000 8000 10000 2000 5000 8000 10000
θ1=2
Mean 2.0083 2.0080 2.0076 2.0070 2.0509 2.0505 2.0483 2.0388
Median 2.0085 2.0077 2.0069 2.0063 2.0517 2.0497 2.0494 2.0374
Std 0.2424 0.1535 0.1207 0.1075 0.2428 0.1542 0.1211 0.1086
θ2=4
Mean 3.9909 3.9954 3.9971 3.9978 3.9072 3.9127 3.9151 3.9157
Median 3.9924 3.9943 4.0035 4.0003 3.9083 3.9145 3.9159 3.9171
Std 1.012 0.6261 0.4910 0.4426 1.0105 0.6256 0.4914 0.4435
Note: aNonlinear Least Squares.
b We estimate by a semiparametric nonlinear least squares (NLS) method the
parameters for the truncated sample under refined and monolithic Vox-Populi
specifications. In the former specification, the model is estimated using the true
number of latent classes (treated as given), while in the latter there are no latent
classes. The bias term function, the nonlinear part of the regression, is approximated
using a transformed Fourier series as depicted in section III-E. Then, we calculate
for these estimates the mean, median and standard deviation (Std.) over all data
sets. The standard deviations are obtained using the estimates from the Monte Carlo
simulations.
c The parameters that are used in the data generation process. θ1 and θ2 are the
parameters of interest in the substantive equation.
number of latent classes) almost mimic the parameters esti-
mates that would have been generated from a non-truncated
sample, which are θ1 = 2.000 and θ2 = 4.000 respec-
tively, for a sample size of 2,000 observations.56 However,
treating the truncated data as if it consist of a single class
(a monolithic Vox Populi) in the presence of multiple latent
classes, the substantive equation’s parameters’ estimates are
θ̂1 = 2.0509 and θ̂2 = 3.9083, given a sample of 2,000
observations. The standard deviation for each estimated pa-
rameter is calculated over the estimates obtained from all the
Monte Carlo simulations,57 for each one of the refined and
monolithic Vox Populi models. The means of the parameter
estimates obtained for θ1 and θ2 in the refined Vox Populi
model are 2.007 and 3.9978, respectively, for a sample size
of 10,000 observations. While in the monolithic Vox Populi
model, the means of the parameter estimates obtained for
56The parameter estimates start deteriorating below 2000 observations in
both the penalized and the non-penalized refined Vox Populi models, and
thus are not presented in the table.
57The standard deviations are calculated using the same methodology
for each of the models, to make it easier to compare results from different
regression models.
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TABLE 4: Monte Carlo Simulation - NLSa with refined Vox
Populi truncation bias correctionb
True Parameterc Estimate
Model Type
SCAD penalty function No Penalty function
Sample size Sample size
2000 5000 8000 10000 2000 5000 8000 10000
θ1=2
Mean 2.0061 2.0049 2.0043 2.0040 2.0339 2.0333 2.0294 2.0215
Median 2.0057 2.0043 2.0034 2.0033 2.0339 2.0336 2.0296 2.0207
Std 0.2434 0.1542 0.1212 0.1079 0.2288 0.1468 0.1162 0.1037
θ2=4
Mean 3.9687 4.0037 4.0026 3.9984 3.9518 3.9685 3.9701 3.9729
Median 3.9797 4.0068 3.9957 4.0016 3.9595 3.9684 3.9692 3.9762
Std 1.0359 0.6438 0.5065 0.4544 0.9912 0.6161 0.4847 0.4374
Note: aNonlinear Least Squares.
b We estimate the model given a truncated data set using a refined Vox-Populi
specification that consists of a sequence of estimated participants’ shares, each
obtained by employing latent classes analysis, given a specific number of latent
classes (as depicted in (37)). The goal of the penalty function is to find the proper
number of latent classes that best fits the data set. The first model specification
utilizes the SCAD penalty function and is estimated by a semiparametric penalized
non-linear least squares (NLS) method, while the second model specification is
estimated without employing a penalty function by a conventional semiparametric
non-linear least squares (NLS) method. The bias term function, the nonlinear part
of the regression, is approximated using a transformed Fourier series as depicted in
section III-E. Then, we calculate for these estimates the mean, median and standard
deviation (Std.) over all data sets. The standard deviations are obtained using the
estimates from the Monte Carlo simulations.
c The parameters that are used in the data generation process. θ1 and θ2 are the
parameters of interest in the substantive equation.
θ1 and θ2 in the selection equation, are 2.0388 and 3.9157,
respectively, using the same sample size.58
Entries presented in Table 4 indicate that the substantive
equation’s estimated parameters obtained in the refined Vox
Populi model, using a SCAD penalty function (in the absence
of a prior knowledge regarding the number of latent classes).
These estimated parameters, θ̂1 = 2.0049 and θ̂2 = 4.0037,
almost mimic the parameters estimates that would have been
generated from a non-truncated sample, which are θ̂1 =
2.000 and θ̂2 = 4.000, respectively, for a sample size of
5,000 observations. It is worth noting that the parameters
estimates’ accuracy is improved by employing the SCAD
penalty function (in terms of proximity to the true parameters
values) relative to the parameters’ estimates obtained in the
absence of a penalty function, which are θ̂1 = 2.0333 and
θ̂2 = 3.9518, using the same sample size. For a given
sample size, the estimated standard deviations are slightly
smaller in the model without a penalty function relative to
the model with the SCAD penalty function. This implies that
the penalty function reduces the bias in the estimates at the
cost of a minor increase in dispersion.
As reflected by entries in the above tables, correcting
for endogenous truncation bias is accurately achieved by
applying our semiparametric Sieve estimator, which embeds
the notion of refined Vox-Populi decision making.
VI. CONCLUSION
The primary purpose of this paper is to correct for selectiv-
ity bias generated by endogenous truncation. Incorporating
behavioral aspects from economics, psychology and man-
agement science to introduce cognition into the participation
decision-making allows for endogeneity to take place, to be
58The nuisance parameters’ estimates, consisting of the selection equa-
tion’s estimated coefficients, will be supplied upon request.
modeled and to be controlled. We treat each data point’s
truncation decision based on the decision made by its ref-
erence group’s opinion space. To accomplish this, we refine
the monolithic notion of vox populi (wisdom of the crowd) by
treating the data as a mixture of reference groups. We offer a
three-stage procedure to correct for this endogenous selectiv-
ity bias. In the first stage, latent classes analysis is employed
to estimate the various reference groups’ memberships based
on results from an auxiliary survey data. In the second stage,
estimates for the groups’ participation decisions are obtained
by averaging their respective group members opinions. In
the third stage, a semiparametric truncated sample selection
model is estimated, consisting of a substantive equation and
a selection equation, in which the estimated group’s partici-
pation decision is an additional covariate.
The number of reference groups is not arbitrarily imposed
but rather estimated using the smoothly clipped absolute de-
viation (SCAD) penalization mechanism. Monte Carlo sim-
ulations involve 2,000,000 different distribution functions,
which are not restricted to the unimodal symmetric family of
distribution function. This practically generates 100 million
realizations which are not i.i.d. They attest to a very high ac-
curacy of the model, as depicted by the parameter estimates,
which quite accurately mimic the true parameters.
.
APPENDIX A LATENT CLASSES MODEL’S
ASSUMPTIONS
In this section we impose the latent classes model assump-
tions.
Homogeneity (H) The core assumption in latent class
analysis is that the population consists of a set of mutually
exclusive and homogeneous subgroups called classes. The
individuals within a sub-group are homogeneous in the sense
that the probability for a particular response on a particular
item depends only on the latent class to which the individual
belongs.
Pr(yj = kj |Ψk = t) = pijkt (54)
Local Independence (LI) Local independence assumes that
the observed manifest variables, y1, ..., yj are related only
due to the latent class Ψk. Under this assumption, the joint
probability of y1, ..., yj given Ψk can be written as the
product of probabilities of Yt given the latent class t.
Unidimensionality (U) The assumption of unidimension-
ality posits that the observed categorical variables Y are as-
sumed to measure only one ability, attitude, trait, or attribute.
Monotonicity (M) To obtain stochastic ordering among the
latent classes within an item, Croon (1991) proposed an or-
dinal latent class model by imposing inequality restrictions:
Pr(yj ≤ k|Ψk = t1) ≥ Pr(yj ≤ k|Ψk = t2) (55)
pijkt1 ≥ pijkt2
for all j and k, and for all t1 and t2 such that t1 < t2.
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APPENDIX B THE PENALTY FUNCTION
The penalty function pλn(· ) in (42) is decomposed as
pλn(· ) = h1(· )− h2(· ) which is a difference of two convex
functions:
h1(· ) = λn |·| , h2(· ) = λn |·| − pλn(· ) (56)
Let b(t) be a parameter value obtained at iteration t. The
best affine approximation of h2 at b(t) is:
h2(b
(t+1)) ≈ ˜˜h2(b(t+1)) = h2(b(t)) + (b(t+1) − b(t)) ∂
∂b(t)
h2(b
(t))
The penalty function is approximated using (57) as:
pλn(b
(t+1)) ≈ ˜˜pλn(b(t+1)) = h1(b(t+1))− ˜˜h2(b(t+1))
It is worth noting the following equivalence which must be
satisfied:
arg min
b(t+1)
˜˜pλn(b
(t+1)) (57)
= arg min
b(t+1)
h1(b
(t+1))− (b(t+1)) ∂
∂b(t)
h2(b
(t))
The algorithm is to solve iteratively the problem using the
affine approximation in (57):
ϕ
(t+1)
λ∗n
= arg min
ϕλ∗n
{ 1
2
∥∥∥y1 −F(ϕλ∗n)∥∥∥22 (58)
+n
J∑
j=1
h1(β
+
jλn
+ β−jλn )− (β
+
jλn
+ β−jλn )
∂
∂b(t)
h2(b
(t))}
s.t. β+λn ≥ 0, β
−
λn
≥ 0
where t is the iteration number and∇h2 is the gradient of h2
evaluated at β+,(t)λn + β
−,(t)
λn
, such that
(
β
+,(t)
λn
,β
−,(t)
λn
)
∈
ϕ
(t)
λ∗n
.
After decomposing the coefficient vector β to enable dif-
ference of convex functions (DC) programming formulation,
problem (58) can be formulated as a weighted LASSO prob-
lem:
(59)
ϕ
(t+1)
λn
= arg min
ϕλn
12∥∥∥y1 −F(ϕλ∗n)∥∥∥22 +
J∑
j=1
λ˜j
∣∣βjλn ∣∣

where λ˜ = n(λn −∇h2) and its jth element is λ˜j .
Let f(x) ≡ 12
∥∥∥y1 −F(x)∥∥∥2
2
, the update rule to minimize
(59) is computed using a second-order approximation of f(.)
at ϕ(k)λn [55]:
(60)
ϕ
(k+1)
λn
= arg min
ϕλn
{
f
(
ϕkλn
)
+ (ϕλn −ϕ(k)λn )T∇f
(
ϕkλn
)
+
1
2
(ϕλn −ϕ(k)λn )T∇2f
(
ϕkλn
)
(ϕλn −ϕ(k)λn )
+
J∑
j=1
λ˜j
∣∣βjλn ∣∣
}
To simplify the minimization problem in (60) we let αI ∼=
∇2f(ϕ(k)λn ), the following approximation is used:
α =
(∇f (ϕkλn)−∇f (ϕk−1λn ))T (ϕ(k)λn −ϕ(k−1)λn )(
ϕ
(k)
λn
−ϕ(k−1)λn
)T (
ϕ
(k)
λn
−ϕ(k−1)λn
) (61)
where I is the identity matrix.
to get:
ϕ
(k+1)
λn
= arg min
ϕλn
{
f
(
ϕkλn
)
+ (ϕλn −ϕ(k)λn )T∇ (62)
f
(
ϕkλn
)
+
α
2
∥∥∥ϕλn −ϕ(k)λn ∥∥∥22 +
J∑
j=1
λ˜j
∣∣βjλn ∣∣
}
After canceling out the constant terms in (62) (which are
not function of ϕλn ), the minimization problem is reformu-
lated as follows:
(63)
ϕ
(k+1)
λn
= arg min
ϕλn
{
1
2
∥∥∥ϕλn − u(t)∥∥∥2
2
+
1
α
J∑
j=1
λ˜j
∣∣βjλn ∣∣
}
where u(t) = ϕ(t)λn − 1αt∇F(ϕ
(t)
λn
) and u(t)j is its j’th
element.
The algorithm for solving (59) is to update each j compo-
nent in the parameter vector ϕλn using the well-known soft-
threshold algorithm ( [55] and [27] for linear and non-linear
treatments respectively):59
ϕ
(t+1)
jλn
= soft(u(t)j ,
λ˜j
αt
) (64)
where soft(u, a) ≡ sign(u) max(|u| − a, 0).
For any parameter j which is not part of the penalization
λ˜j = 0.
APPENDIX C THE MODIFIED SOFT THRESHOLDING
ALGORITHM
Let define p′λn(·) as:
p′λn(v) =

λnsign(v) if |v| ≤ λn
aλnsign(v)− v
(a− 1) if λn < |v| ≤ aλn
0 if |v| > aλn
(65)
where sign(v) = 1 {v > 0}− 1 {v < 0} such that 1 {·} is an
indicator function.
59Since the `1 norm (the weighted LASSO penalty function) is separable,
the computation of ϕ(k+1)λn reduced to solve a one dimensional minimiza-
tion problem for each of its components.
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We characterize the second order approximation for the
non-linear function in (.):
β
(t+1)
λn
= arg max
β
(β − β(t)λn)T∇f(β
(t)
λn
) (66)
+
1
2
(β − β(t)λn)T∇2f(β
(t)
λn
)(β − β(t)λn) +
G˜max∑
k=1
pλn
(∣∣∣β(t+1)kλn ∣∣∣)
Taking the derivative with respect to β to obtain:
∇f(β(t)λn) +∇2f(β
(t)
λn
)(β(t+1) − β(t)λn) (67)
+∇
G˜max∑
k=1
pλn
(∣∣∣β(t+1)kλn ∣∣∣)
 = 0
where ∇
(∑G˜max
k=1 pλn
(∣∣∣β(t+1)kλn ∣∣∣)) is a vector of size
G˜max × 1 and its k’th element is p′λn(β
(t+1)
kλn
).
Let A = { [s1, ..., sG˜max]T | sk ∈ {−1, 0, 1},
k = 1, ..., G˜max} be the set consisting of all possible
signs for a real number vector of size G˜max × 1. Using this
set, we denote a sign operator S : RG˜max 7→ A. It follows
that the k’th element of S(β(t+1)) is sign(β(t+1)k ) and the
matrix representation of∇
(∑G˜max
k=1 pλn
(∣∣∣β(t+1)kλn ∣∣∣)) is:60
∇
G˜max∑
k=1
pλn
(∣∣∣β(t+1)kλn ∣∣∣)
 = λnr ◦S(β(t+1))−Rβ(t+1)
where R and r are a matrix of size G˜max × G˜max and a
G˜max × 1 vector, defined in (68) and (69), respectively.
R ≡ 1
a− 1 (68)
×
1 {λn < |β1| ≤ aλn} · · · 0: . . . :
0 · · · 1{λn < ∣∣βG˜max∣∣ ≤ aλn}

r ≡
 1 {|β1| ≤ λn}+ aa− 11 {λn < |β1| ≤ aλn}:
1
{∣∣βG˜max∣∣ ≤ λn}+ aa− 11{λn < ∣∣βG˜max∣∣ ≤ aλn}

The matrix representation depicted in (68) implies that β
can be isolated from (67) to get:
β
(t+1)
λn
= β
(t)
λn
−
[
∇2f(β(t)λn)−R
]−1
(69)
×
(
∇f(β(t)λn)− λnr ◦S(β
(t+1)
λn
)
)
However, the expression in (69) depends on the sign operator
which is a function of β(t+1)λn to alleviate the recursive nature
of the formula for β(t+1)λn we substitute S(β
(t+1)) with a
vector of signs g ∈ A. It worth noting that g = S(β(t+1)λn ) if
60The notation ◦ represents the Hadamard product.
and only if:
S
(
β
(t)
λn
−
[
∇2f(β(t)λn)−R
]−1 (
∇f(β(t)λn)− λnr ◦ g
))
= g
In cases where a solution g to (70) is found, the updated β
is:
β
(t+1)
λn
= β
(t)
λn
−
[
∇2f(β(t)λn)−R
]−1 (
∇f(β(t)λn)− λnr ◦ g
)
The justification for the proposed non-linear penalized re-
gression estimation algorithm is based on a unified algorithm
introduced by [56] which optimizes various linear penalized
regression problems via local quadratic approximations.
In cases where there is no solution, we find the largest
subset of signs for which there is a solution to (70), and set
to zero all the rest of the parameter values as if we employed
the original soft-thresholding algorithm.
APPENDIX D BINARY RESPONSE MODEL
ASSUMPTIONS
Our objective here is present the necessary conditions for
identification of the binary response model unknown parame-
ters. These necessary conditions are depicted in the following
assumptions:61
Assumtption 1: (i.i.d and symmetry) Conditional on
(z,xg, ψg), the random payoff terms ξ2i are independently
and identically distributed according to Fξ2 , such that
Fξ2(0) = 0.5.
62
Assumtption 2: (continuity) Fξ2 is absolutely continuous with
associated density dFξ2 ; dFξ2 is positive almost everywhere
on the support (L,U) which may be (−∞,∞).
Assumtption 3: (linear independence among the observable
individual-specific and group-specific characteristics, and
variation in z) z does not include a constant; there exists
a group g0 such that supp(z−j|g0)
63 is not contained in
a proper linear subspace of RL1 ; there exists an zl (with
associated non-zero coefficient cl), such that for almost every
value of the vector z−l|g0 , x1|g0 , ..., xs|g0 , the conditional
distribution function of zl|g0 given z−l|g0 , x1|g0 , ..., xs|g0 has
everywhere positive density.
Assumtption 4: (an unbounded support assumption on one
element of zi and all elements of xg) the conditional distri-
bution function of xg has everywhere positive density.
Assumtption 5: (local no unobservable group’s characteris-
tics) αg = 0, ∀g
Based on Proposition 1 in [32], under assumptions (1)-(5),
the parameters of the binary choice model are identified up
to scale.
The contextual effect identification:
Assumtption 6: (exclusion restriction with respect to groups
characteristics) There must be at least one element in xg that
does not included in xcg .
61The assumptions are taken from [32].
62This restriction is imposed for the intercept identification [57].
63The support of a random variable v is denoted by supp(v). For a vector
such as z, z−l denotes the vector when zl is omitted.
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Assumtption 7: (latent classes with non-random assignment)
The latent classes capture all the unobserved (within group)
heterogeneity.
Assumtption 8: (local covariate shift) The conditional distri-
bution function of yj, j = 1, 2 given the observed covariates
and the unobserved heterogeneity (captured by the classes)
is same for all the observations characterized with these
covariates.
The assumption (8) implies that the objective function
can change across reference groups, but not within reference
group. It also implies Homogeneity within reference group.
There are two core assumptions in latent classes analysis:
Assumption 1: (Homogeneity) The population consists of a
set of mutually exclusive homogeneous subgroups.
Assumption 2: (Local Independence) The vector of ob-
served characteristics, [y1, ..., yJ ]T are related only due to the
latent classes.64
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