In this article we construct a basis of a free Lie algebra that consists of right normed words, i.e. the words that have the following form:
Introduction
The first basis of a free Lie algebra was found by M. Hall [9] . A.I. Shirshov [14] and R.C. Lyndon [7] constructed the basis of a free Lie algebra that consists of Lyndon-Shirshov words (see Definitions 2.1, 2.2). It allowed A.I. Shirshov to develop in [15] the composition method for Lie algebras which took the modern form in the work of L.A. Bokut [1] . It is now called the method of Gröbner-Shirshov bases for Lie algebras (see, for example, [3] ). The Lyndon-Shirshov basis plays an important role in the theory of free Lie algebras, see, for example, C. Reutenauer [12] . In [16] A.I. Shirshov suggested a scheme for choosing bases for free Lie algebras that generalizes the above schemes of Hall and Lyndon-Shirshov bases.
G.P. Kukin generalized Shirshov's scheme in his paper [10] . Unfortunately, the second part of [10] , dedicated to left normed bases for free Lie algebras, contains mistakes, which we would like to examine thoroughly. We use the notation of [10] . The left normed words were constructed in Example 3 of the paper [10] . Let X = {x 1 (all the words are associative). We have written out only those sets C k (τ 1 , . . . , τ k ) we are going to take some words from. In general C k (τ 1 , . . . , τ k ) was described in [10] . Note that the length of words increases when k does. A certain setsF of words includes all these as subsets. , and the set of all left normed words is denoted by F . In [10] it is claimed that the set F to be a basis for the free Lie algebra; resulting to prove the linear independence, the author wrote: "Write element f ∈ F in the algebra UL[x α ]. It is obvious that this presentation of f contains a unique element f ofF with the coefficient 1." UL [x α ] is the free associative algebra, generated by {x α } andf is the associative word obtained from f by omitting the brackets in f . Let us consider the word x 1 x 2 2 x 1 ∈ C 2 (1, 3). Since
we see that x 1 x 2 2 x 1 does not belong to this presentation. The proof of the linear independence relies so much on this erroneous statement that it cannot be corrected. Furthermore, the proof that F is a generating set for the free Lie algebra is based on the following incorrect statement: if f 1 ∈ F and x β x α , where x β is the first letter off 1 , but x α is the arbitrary letter of X, then f 1 x α ∈F . Indeed, for f 1 = (x 1 x 2 )x 1 (x 1 x 2 ) ∈ C 3 (1, 2, 2), it is not difficult to see that f 1 x 1 and f 1 x 2 do not belong toF .
Other examples of bases for free Lie algebras were found by L.A. Bokut [2] , see also C. Reutenauer [13] , D. Blessenohl and H. Laue [5] , R.M. Bryant, L.G. Kovacs and R. Stöhr [6] , S. Guilfoyle and R. Stöhr [8] .
In this paper we construct a basis of a free Lie algebra that consists of right normed words, i.e. the words that have the following form:
, where a i p are free generators of the Lie algebra (Theorem 3.1). To prove the linear independence, we use a bijective map between a certain set of right normed words, which will form our basis, and the set of all LyndonShirshov words. Importantly, the map does not change the content of words.
In Section 4 we define a bracketing in associative Lyndon-Shirshov words, thus constructing a linear basis for free Lie algebras over an associative commutative ring with unit (Theorem 4.1). Using this basis we prove Theorem 3.1 for such Lie algebras. We conjecture that this bracketing coincide with Viennot's [17] and it will be proved in a different paper. We conclude by proving the Composition-Diamond Lemma for the basis with the bracketing in associative Lyndon-Shirshov words (Theorem 4.2).
Some definitions and results
Let X = {a i | i ∈ I } be a linearly ordered set, k be a field and Lie(X) be the free Lie algebra over k generated by X. Define X to be the free monoid of all associative words in X (including the empty word 1). We use two linear orderings of X : (i) (lexicographical order) u < 1 for every nonempty word u, and, by induction, u < v if u = a i u , v = a j v and either a i < a j or a i = a j and u < v ; (ii) (deg-lex order) u ≺ v if |u| < |v|, or |u| = |v| and u < v, where |w| denotes the length of w.
We set that the word v is strongly lexicographically smaller than the word u if v = zbv 1 , u = zau 1 for some words z, v 1 We assume that Lie(X) is the subspace of the free associative algebra k X which is generated by X under the Lie bracketing [xy] = xy − yx. Given f ∈ k X , denote byf the maximal associative word of f under the ordering (ii); f is a monic if f =f + α i v i , where α i ∈ k, v i ∈ X and v i ≺f . Definition 2.1. An associative word w is an associative Lyndon-Shirshov word if, for arbitrary nonempty u and v such that w = uv, we have w > vu. Actually, Lyndon [11] defined his words by the following condition: w < vu for any w = uv, u, v = 1.
If f ∈ Lie(X), thenf is an associative Lyndon-Shirshov word. It was shown in [14] , [7] (see also [4] , [12] ) that the set of all Lyndon-Shirshov words forms a linear basis of Lie(X).
The next part of this section will be used in Theorem 4.2.
Let us define a relative bracketing of an associative Lyndon-Shirshov word with a fixed associative Lyndon-Shirshov subword [14] . Let Definition 2.3. Let f and g be monic Lie polynomials and let w ∈ X be such that w =f u = vḡ, where u, v ∈ X and |f | + |ḡ| > |w|. The intersection composition of f and g relative to w is defined by
, the standard bracketing. Definition 2.4. Let f and g be monic Lie polynomials and let w ∈ X be such that w =f = uḡv, where u, v ∈ X . The inclusion composition of f and g relative to w is
The main properties of composition are: It has an important corollary: 
where v, u j u j do not contain the leading letter a of w, n j 0, u j < v such that u j =û j a j for some wordsû j v and some letters a j for all 1 j t.
(ii) Let Proof. Denote the set of all associative Lyndon-Shirshov words in the alphabet Z by S Z . If a word w of S X has one occurrence of the leading letter a, then by Definition 2.1, w = av for some v ∈ X and t = 0 in (1).
Let w be a word of S X in which the leading letter occurs more than once. Then by Definition 2.1
where v, w j do not contain the leading letter a of w, n j 0, w j < v for all 1 j t. Writing w j = u j u j , where u j < v such that u j =û j a j for some wordsû j v and some letters a j , we get presentation (1) for the word w. We get a contradiction, hence w (1) 
We now prove (iii). By Definition 2.1 the letter A x 1 of Y is the leading letter of u (1) . If x 1 is a letter of X then observe that u ∈ S X . Suppose that x 1 = (av) n j au j for some 1 j t (n 1 := n 1 + 1). Since u (1) ∈ S Y we get
for any 2 p k. By Lemma 3.1 the condition A x i > A x j implies that x i > x j strongly lexicographically. Hence
for all 2 p k. Note that x 1 is strongly lexicographically greater than any proper suffix of x i for all 1 i k. Therefore, for arbitrary nonempty τ 1 and τ 2 such that u = τ 1 τ 2 , we have
Definition 3.1. An associative word w of X is a regular word if w * > w for even |w| and w * w for odd |w|.
Proposition 3.1. Let w be a regular word of X . Then it is equivalent to w having a presentation in the following form:
where u 1 < v such that u 1 =û 1 a 1 for some wordû 1 v and some letter a 1 .
Proof.
Suppose that w is a regular word. If w * = w then |w| is odd and w =û 1 a 1û * 1 for somê u 1 ∈ X and some a 1 ∈ X. Hence for u 1 =û 1 a 1 and v =û 1 we get the necessary presentation of w.
Let w * > w. Then w = ρa 1 τ 1 and w * = ρa 2 τ 2 for some ρ, τ 1 , τ 2 ∈ X and some a 1 , a 2 ∈ X with a 2 > a 1 . If |ρ| < |τ 1 |, then for u 1 = ρa 1 and v = τ * 1 , so we are done. Assume that |ρ| |τ 1 |.
We get a contradiction. Let w = u 1 v * be the word (3). Observe thatû 1 = v orû 1 is a prefix of v. Hence w is a regular word. 2 Remark 3.1. The condition on u 1 determines the presentation (3) uniquely. Definition 3.2. Let X be the free monoid of all words in the alphabet X with the lexicographical order. Using the induction on the number of occurrences of the leading letter in words, we define a subset T X of X as follows.
If a word w of X has one occurrence of the leading letter a and w = ua for some word u, then we assume that w belongs to T X .
Let w be a word of X in which the leading letter occurs more than once and w may be presented in the following form:
where w t+1 , v, u j u j do not contain the leading letter a of w, n j 0, u j < v such that u j =û j a j for some wordsû j v and some letters a j for all 1 j t. In particular, the word u 1 v * is a regular word. The conditions on u j determine the presentation (4) uniquely. All words of X which do not have the presentation (4) do not belong to T X .
Suppose that for any alphabet Z we have defined already all words of T Z with the number of occurrences of the leading letter less than in w. 
We order the set Y as follows:
Hence the number of occurrences of the leading letter in w (1) is less than in w and we define w belongs to T X if and only if w (1) belongs to T Y .
For example, the word w 2 (av) n 1 au 1 v * a of (4) belongs to T X . Let w = w 3 (av) n 2 au 2 u 2 × (av) n 1 au 1 v * a be a word of (4) for t = 2. Then w belongs to T X if and only if (av) n 1 +1 au 1 > (av) n 2 au 2 or (av) n 1 +1 au 1 = (av) n 2 au 2 and u 2 is a regular word. Proof. In the proof of the proposition we shall use designations of Definition 3.2 and Lemma 3.2. We construct a bijective map φ : T X → S X by induction on the number of occurrences of the leading letter in words of T X .
If a word w of T X has one occurrence of the leading letter a, then by Definition 3.2 w = ua for some u ∈ X and we define
Pick w ∈ T X in which the leading letter occurs more than once. Hence by Definition 3.2, w may be written in the form (4) .
Suppose that for any alphabet Z the map φ : T Z → S Z is defined for words with the number of occurrences of the leading letter less than in w and φ is a content-preserving map.
Let w (1) be the word (5) of the alphabet Y = {A z | z ∈ {(av) n j au j , a i s }}. Since w (1) ∈ T Y we have that A (av) n 1 +1 au 1 is the leading letter of w (1) . Hence the number of occurrences of the leading letter in w (1) is less than in w. By the induction hypothesis φ(w (1) ) of S Y is defined. Let φ(w (1) (1) ) ∈ S Y implies that A z 1 is the leading letter of φ(w (1) ), therefore, z 1 = (av) n 1 +1 au 1 . We define
Observe that φ is a content-preserving map and by Lemma 3.
if (av) n 1 +1 au 1 = (av) n 2 au 2 and u 2 =ũ 2ṽ * is a regular word written as in Proposition 3.1. We prove that φ is an injective map. Let w 1 , w 2 ∈ T X and w 1 = w 2 . Since φ is a contentpreserving map, we may assume that the content of w 1 is equal to the content of w 2 . We have w (1)
2 and, using the induction hypothesis, we obtain φ(w
where
We prove the surjectivity of φ. Let w be a word of S X written in the form (1) and w (1) be the word (2) . The number of occurrences of the leading letter A (av) n 1 +1 au 1 in w (1) is less than in w and by Lemma 3.2(ii) w (1) ∈ S Y . By the induction hypothesis, there exists a word u (1) of T Y such that φ(u (1) ) = w (1) . Let u (1) 
It is obvious that u ∈ T X and φ(u) = w. 2 Remark 3.2. Note that we may construct the map φ −1 and define the set T X as T X = φ −1 (S X ).
The following lemma is well known. 
by the Jacobi identity and anticommutativity. Now, the result follows from the induction. 
where 0 = α i ∈ k (1 i N) . Since the identities of Lie(X) are homogeneous, we may assume that the words v j have the same content for all 1 j N . Let L be the linear subspace of Lie(X) generated by all words which have the same content as v j . Then the dimension of L is equal to the finite number M of all Lyndon-Shirshov words that have the same content as v j . But Proposition 3.2 and relation (9) imply that the dimension of L is less than M. We get a contradiction. . . a j k and w q+1 = a q+1 1 . . . a q+1 p , where a i s ∈ X, substitute a i s by A a is . Hence we obtain the new right normed word
A z 1 A z 2 if and only ifż 1 ż 2 , whereż 1 andż 2 of X are the results of eliminating brackets in z 1 and z 2 , respectively.
Then the number of occurrences of the leading letter in w (1) is less than in w, and by Definition 3.2 w (1) / ∈ T Y . Using the induction on the number of occurrences of the leading letter, we get that [ [ [w (1) ] ] ] is a linear combination of right normed words of T Y that are smaller than [ [ [w (1) 
The content of A f 1 . . . A f m is equal to the content of w (1) . Hence the condition Hence we get
Thus, we obtain that 
Another bracketing in Lyndon-Shirshov words
In this section we assume that Lie(X) is the subspace of the free associative algebra k X which is generated by X under the Lie bracketing [xy] = xy − yx.
Define the bracketing J K in associative Lyndon-Shirshov words. For any word of S X we have the presentation (1) . If a word w of S X has one occurrence of the leading letter a, then w = av for some v ∈ X and we take JwK = {av}. Let w be a word of S X written in the form (1) in which the leading letter a occurs more than once and w (1) be the word (2) of S Y . By induction on the number of occurrences of the leading letter in Lyndon-Shirshov words, Jw (1) K is defined and we suppose that JwK is the result of replacing in Jw (1) K all the letters A (av) However, we conjecture that this bracketing coincide with Viennot's [17] and it will be proved in a different paper.
Recall that for any f ∈ k X we denote byf the maximal associative word of f under the ordering (ii) (see Section 2). Proof. If (av) n j au j is a word of S X , where A (av) n j au j ∈ Y (see Lemma 3.2), then it is not difficult to see that
Let w be a word of S X written in the form (1) and w (1) be the word (2) of S Y . By the induction on the number of occurrences of the leading letter in words we get Jw (1) K = w (1) . It means that q w (1) 
where = a j 1 . . . a j k and w t+1 = a t+1 1 . . . a t+1 p , where a j s ∈ X, substitute a j s by A a js . Hence we obtain the new right normed word
We order the set Y as follows: (1) is less than in w and by Definition 3.2, w (1) ∈ T Y . Using the induction on the number of occurrences of the leading letter in words of T X , we have
where α i ∈ k and τ (1) i < w (1) . By Remark 3.4 we may suppose that τ (1) i ∈ T Y . The content of τ (1) i = A x i 1 . . . A x iq is equal to the content of w (1) = A g 1 . . . A g q . Hence the condition τ (1) i < w (1) implies that A x is < A g s for some 1 s q − 1, where A x i j = A g j for all 1 j s − 1. Since τ (1) i ∈ T Y we have A x iq is the leading letter of this word. Therefore,ẋ i q = (av) n p i au p i for some n p i 1, whereẋ i q is the result of eliminating bracket in x i q . Doing inverse replacement in (13) of the letters A z j by the words z j , by the definitions of φ and J K, we obtain Proof. By Remark 3.5 it suffices to prove the linear independence. The set {JwK | w ∈ S X } is a linear basis of Lie(X) by Remark 4.1. We order this set as follows:
It is obvious that this order is linear. Take u ∈ T X ; in its exposition in the basis {JwK | w ∈ S X } the maximal word (under the ordering ) is ±Jφ(u)K by Lemma 4. Proof. Denote by Q the set of all Lyndon-Shirshov S-reduced words with the bracketing J K. Suppose that S is a Gröbner-Shirshov basis. Let JwK be a word of Lie(X) for some w ∈ S X such that w = usv, where s ∈ S and u, v ∈ X . We have where Jw i K ∈ Q and β i ∈ k. Thus, the set Q generates Lie(X) as a linear space. Let α 1 Jw 1 K + · · · + α k Jw k K be a nontrivial linear combination of Lie(X) for some Jw 1 K, . . . , Jw k K ∈ Q. We may assume that w i ≺ w 1 for all 2 i k and α 1 = 0. Then
for some β i ∈ k and u i ∈ S X such that u i ≺ w 1 
