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Summary. — What’s about predictability in future climate scenarios? At present,
we have no answer to this question in realistic climate models, due to the need of
a difficult and time-consuming analysis. So, in the present paper an investigation
of this situation has been performed through low-dimensional models, by consid-
ering unforced and forced Lorenz systems as toy-models. By coupling dynamical
and neural network analyses, some clear results are achieved: for instance, an in-
crease of mean predictability in forced situations (which simply mimic the actual
increase of anthropogenic forcings in the real system) is discovered. In particular,
the application of neural network modelling to this problem supplies us with some
“surplus” information and opens new prospects as far as the operational assessment
of predictability is concerned.
PACS 05.45.Ac – Low-dimensional chaos.
PACS 92.70.Gt – Climate dynamics.
PACS 92.60.Ry – Climatology, climate change and variability.
PACS 07.05.Mh – Neural networks, fuzzy logic, artificial intelligence.
1. – Introduction
As well known, the classical Lorenz model [1] mimics some features of the climate sys-
tem (and its atmospheric subsystem), such as their chaotic behaviours and the existence
of preferred states or “regimes”. Furthermore, it can be considered as the prototype of a
large class of meteo-climatic toy models (see ref. [2] for the recognition of this class and
the development of an extended formalism).
Even if somebody affirms that low-dimensional models lead to reconstruct just the
climate of an “utopian world” (see, however, ref. [3]), anyway, as shown by Palmer [4,5],
the adoption of a toy-model approach can be interesting in a “dynamical perspective” for
the study of climate when the behaviour of low-dimensional dynamical systems resembles
the dynamics of the real system. In this perspective, then, it is worthwhile to stress that
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distinct regions of the Lorenz attractor show different predictabilities, exactly as distinct
types of weather situations are endowed with different predictability horizons. Moreover,
it has been shown [6] that changes in the occurrence of the frequency of regimes can be
observed in the Lorenz model if external forcings are added to the system, exactly as
they were recognised in the real system when anthropogenic forcings increased.
Nevertheless, to author’s knowledge, investigations about predictability in changed
climate scenarios did not appear in the literature, till now. Of course, this kind of analysis
should be quite difficult (and time-consuming) in realistic models but it is surely simpler
in a low-dimensional model. Thus, the preliminary aim of this paper is to perform a
brief dynamical analysis of unforced and forced Lorenz systems, just to evaluate if a
clear change in predictability is shown in these two cases. This is done by computation
of the so-called “bred-vector growth”, following the application made by Evans et al. to
the classical unforced Lorenz model [7].
Furthermore, during recent years neural network (NN) modelling has been developed
for climate applications. In particular, it has been shown that this kind of data-driven
modelling can be considered alternative to dynamical modelling, as in attribution studies,
or complementary to it, as in a downscaling approach (see ref. [8] for a comprehensive
conceptual and technical review). Sometimes, NNs have been used for emulating dynam-
ical integrations, too (see [9] and references therein).
In this framework, it is interesting to study the NNs’ capability of estimating pre-
dictability on the Lorenz attractors, both in the unforced and in the forced cases: this
is the main aim of this paper. In doing so, we assess the performance of a NN in this
forecast activity and discover some “surplus” information given by this NN modelling if
compared with dynamical modelling.
In sect. 2 a NN tool, recently developed and here adopted for predictability estimation
on Lorenz attractors, is presented. In sect. 3 the dynamics of a generalised Lorenz system
is briefly summarised. Section 4 is devoted to perform an estimation of predictability in
unforced and forced situations by a dynamical method. In sect. 5 alternative estimations
of predictability are obtained by a NN model. Finally, brief conclusions are drawn and
prospects of further studies are envisaged in the last section.
2. – The NN tool
A NN tool for both diagnostic characterisation and forecast activity in complex sys-
tems has been developed some years ago [10]. Since that date it has been applied to
diagnostic and prognostic problems in the atmospheric boundary layer [10-13]. More
recently, attribution studies in the climate system have been performed as a further
application of this tool [14].
The kernel of this tool has been extensively described elsewhere (see ref. [10] for
the main model and [11] for a modified version of it). Here I cite just that the NNs
adopted in the present investigation are feedforward networks with one hidden layer
(fig. 1) and nonlinear transfer functions (sigmoids) at the hidden and output neurons. The
learning stage from data is performed by an error-backpropagation training characterised
by generalised Widrow-Hoff rules (endowed with gradient descent and momentum terms)
for updating the connection weights at each iteration step, as follows:
Wij(t + 1) = Wij(t)− η ∂E
μ
∂Wij(t)
+ m [Wij(t)−Wij(t− 1)](1)
= Wij(t) + ηg′i(h
μ
i )(T
μ
i −Oμi )V μj + m [Wij(t)−Wij(t− 1)] ,
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Fig. 1. – Feedforward neural network and nomenclature used in this paper.
wjk(t + 1) = wjk(t)− η ∂E
μ
∂wjk(t)
+ m [wjk(t)− wjk(t− 1)](2)
= wjk(t) + ηg′j(h
μ
j )
∑
i
Wijg
′
i(h
μ
i )(T
μ
i −Oμi )Iμk
+m [wjk(t)− wjk(t− 1)] .
Here, with reference to the terminology also introduced in fig. 1, Tμi are the targets,
i.e. the real values of data to be reconstructed/forecast by the NN, Oμi are the outputs,
i.e. the results of the NN in reconstructing/forecasting the targets, hμj and h
μ
i are the
weighted sums converging to the neurons of the hidden and output layers, respectively, gj
and gi are the sigmoids calculated at hidden and output neurons, V
μ
j represent what exits
from the hidden neurons after the calculation of their nonlinear transfer functions, g′ are
the sigmoid derivatives, η is the learning rate, directly associated with the minimization
of the total error (a quadratic cost function of Tμi and O
μ
i ) on the training set via
gradient descent, and the m-term is the so-called momentum term, useful for avoiding
large oscillations in the learning process. A good combination of η and m permits to
escape from relative minima of the cost function and to reach a deeper minimum.
Once fixed the weights at the end of the iterative training (on a training set), the
network is nothing but a function that maps input values to output ones. If this map
shows its validity also for data which are unknown to the network (i.e. on validation/test
sets), we have found a fully nonlinear regressive law linking input and output data. Of
course, methods are to be used in order to prevent overfitting: here, early stopping is
adopted.
Together with these quite common features of NN models (see, for instance,
refs. [15, 16] for two standard references on these topics), this tool provides also many
training/validation/test procedures and facilities which are very useful for handling his-
torical data from complex systems.
360 ANTONELLO PASINI
3. – Unforced and forced Lorenz systems
In a previous paper [2] an extended and unifying formalism for a class of
low-dimensional models, including Lorenz and Kolmogorov ones, has been developed.
Here, I deal just with a little generalisation of the Lorenz system, by considering a con-
stant forcing added to each of its equations.
Thus, a general forced Lorenz system reads as follows:
(3)
⎧⎪⎪⎨
⎪⎪⎩
dx
dt = σ(y − x) + fx,
dy
dt = rx− y − xz + fy,
dz
dt = xy − bz + fz.
In this paper the choice of the parameters is the same as in [1], i.e. σ = 10, b = 8/3 and
r = 28, so that we recognize the classical chaotic behaviour when f = 0. Furthermore,
Mittal et al. [17] showed that if we consider fz = 0, this is equivalent to shift the
parameter r. Thus, we may retain just the forcings in the first two equations of the
system (3), without loss of generality.
Therefore, also following the formalism by Palmer [5], we re-write a forced Lorenz
system as follows:
(4)
⎧⎪⎪⎨
⎪⎪⎩
dx
dt = σ(y − x) + f0 cos θ,
dy
dt = rx− y − xz + f0 sin θ,
dz
dt = xy − bz.
This system has been recently considered by Palmer and co-workers [5,6] in connection
with studies about changes in atmospheric regimes induced by external forcings. In
particular, they showed that the observed climate change of the last decades “can be
interpreted in terms of changes in the frequency of occurrence of natural atmospheric
circulation regimes” [6]. In this framework, the Lorenz system (with its wings-regimes)
represents a toy model in which we can recover a similar behaviour, if it is forced by
a weak external forcing. From this viewpoint that forcing can be interpreted as the
analogue of the increase of anthropogenic forcings in the real climate system. A further
research showed that a weak forcing added to the original unforced Lorenz model can lead
to a relevant increase in the frequency of occurrence of extremely persistent events [18].
In this paper, the system (4) is considered and the case θ = 90◦ is explored for several
values of f0. The numerical integration of the system is performed through a 4th-order
Runge-Kutta scheme with time step Δt = 0.01.
A complete mathematical description of the behaviour of a forced Lorenz system is
beyond the scope of this paper: more information can be found in [5,17,19]. Here, I report
just some qualitative and quantitative considerations useful for the further development
of the paper itself.
In fig. 2 the projections of the unforced and a forced Lorenz attractor onto the
(x, y)-plane are shown. It is clear that the shapes of the attractors are almost undis-
tinguishable, but, while in the classical unforced case (a) the wings-regimes are equally
“visited” (in frequency) by the states of the system, in the forced case (b) the forcing
leads to increase the frequency of occurrence of the regime which lies in the positive x-y
quadrant.
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Fig. 2. – Projections onto the (x, y)-plane of both the classical unforced Lorenz attractor (a)
and the forced Lorenz attractor with f0 = 5 and θ = 90
◦ (b).
Table I. – Dynamical variables for the classical unforced Lorenz system (f0 = 0) and for several
forced Lorenz systems with θ = 90◦ (f. p. means that when f0 > 10 the attractor is a fixed point
whose coordinates depend on the intensity of f0).
Variable f0 = 0 f0 = 2.5 f0 = 5 f0 > 10
x¯ −0.0476 1.1838 2.7596 f. p.
y¯ −0.0473 1.1845 2.7608 f. p.
z¯ 23.526 23.643 24.029 f. p.
PLE 0.905 0.880 0.759 < 0
DIM 2.062 2.060 2.053 0
g¯ 9.06× 10−3 8.90× 10−3 7.56× 10−3 < 0
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Of course, a rigorous investigation of this phenomenon can be performed if the prob-
ability density function of the states associated with the two wings-regimes is calculated,
as in Palmer’s study [5]. Here, I simply quantify this effect by calculating the mean
values x¯, y¯ and z¯ (shown in table I for several values of f0): one can appreciate a net
bias towards the positive x-y quadrant which presents a quasi-linear proportionality to
the strength of the forcing.
Apart from the bias just discussed, other dynamical properties of the Lorenz attractor
reveal little changes when forcing increases, at least till f0 = 5: this value is considered a
limit beyond which the model behaviour changes qualitatively (see, for instance, ref. [19]),
finally reaching the situation of a stable fixed point as attractor. In table I the values
of the positive Lyapunov exponent (PLE) and of the fractal dimension of the attractor
(DIM) are shown (refer to [20,21] for methods of calculation). As well known, their values
represent two “measures” of chaos. Note that the differences between the unforced values
and the forced ones of PLE and DIM are very little when f0 = 2.5 is considered, while
they are quite significant when the forcing is doubled.
4. – Dynamical estimation of predictability
Once summarised the dynamical properties of unforced and forced Lorenz systems in
the previous section, let us come to the topic of predictability.
The local predictability on the unforced Lorenz attractor has been extensively stud-
ied in [7] by means of the so-called bred-vector growth, i.e. the rate of divergence of
trajectories starting from very close points on the attractor itself.
A bred vector is a vector δv which simply represents the 3D-Euclidean distance be-
tween two states (points) on the Lorenz attractor after a certain number (n) of time
steps in two model runs, if the second run is originated from a slight perturbation (δv0)
in the initial conditions. We define the bred-growth rate g as
(5) g =
1
n
ln
( |δv|
|δv0|
)
.
As shown in [7], g can be used to identify regions of distinct predictability on the
unforced Lorenz attractor. Furthermore, these authors were able to find prediction rules
for regime changes and persistence in a new regime.
Notably, these prediction rules have been reconsidered and improved by Yadav
et al. [22], who extended their investigation to forced Lorenz models, too. However, if we
exclude this particular discovery, no attempt at estimating global or local predictability
on forced Lorenz models has been performed, to my knowledge.
Here, by adopting the method by Evans et al. [7], after having fixed n = 8, a total
of 60000 bred-growth rates have been calculated, 20000 related to points of the unforced
attractor and the others related to states of two forced attractors with f0 = 2.5 and
f0 = 5, respectively. The results for the mean values of g are presented in table I,
while in fig. 3 two plots of growth-rate classes on the unforced and a forced attractor
are shown. In table II the notation adopted for the specific division into predictability
classes is explained.
A quick look at fig. 3 leads to appreciate that regions of distinct predictability exist
on the attractors: anyway, the two pictures (a and b) are quite similar and we are not
able to distinguish clear changes in the local predictability distributions.
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Fig. 3. – Regions of distinct local predictabilities on the unforced Lorenz attractor (a) and on a
forced one with f0 = 5 and θ = 90
◦ (b).
Table II. – The predictability classes considered in this paper.
Class Bred-growth rate
Blue g < 0
Green 0 ≤ g < 0.04
Yellow 0.04 ≤ g < 0.064
Red g ≥ 0.064
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Table III. – Number of states belonging to each class of predictability on the unforced Lorenz
attractor and on two forced ones.
Class f0 = 0 f0 = 2.5 f0 = 5
Blue 10185 10270 (+0.8%) 10535 (+3.4%)
Green 4469 4475 (+0.1%) 4488 (+0.4%)
Yellow 2569 2526 (−1.6%) 2601 (+1.3%)
Red 2777 2729 (−1.8%) 2376 (−14.4%)
On the other hand, an analysis of the mean values of g (g¯) in table I shows that a
sensible (nonlinear) decrease in the bred-growth rate happens when the forcing achieves
f0 = 5. Some more piece of information is given in table III, where the number of states
associated with a certain class of g is shown: clearly, one is able to appreciate a consistent
increase in the blue class and an even more significant decrease in the red class when
passing from the unforced situation to the forced one with f0 = 5. In short, a clear
increase in predictability is shown in the stronger forced situation.
As a consequence of this brief dynamical analysis, in what follows I will limit to
compare results between the unforced situation and the case f0 = 5: this value of the
external forcing is enough for obtaining consistent dynamical differences but does not
change the general (chaotic) behaviour of the model.
5. – Neural network estimation of predictability
Applying NNs to the study of the Lorenz system (in particular, forecasting its future
states) is not a new idea. Nevertheless, past attempts essentially dealt with the prediction
of the time series for a single variable of the Lorenz system (usually the x variable), with
the aim of reconstructing its complete dynamics under the conditions prescribed by the
Takens theorem [23]: see, for instance, [24, 25] and references therein. This permits to
mimic the reconstruction of an unknown dynamics by observational data in a complex
system.
Furthermore, a notable paper, which is related to the rules cited at the previous
section about regime changes, is that by Roebber and Tsonis [26], where the authors
used NNs as a method to improve the prediction of flow transitions in the cases of two
simple mathematical systems.
In the present paper, instead, my fundamental aim is to assess if NNs are able to
supply an “operational” estimation of predictability on unforced and forced Lorenz at-
tractors. In order to achieve this final goal, two preliminary tests shall be performed, just
to verify that the NN forecasting performance is sensitive to different local predictabilities
and to their changes in forced situations.
Therefore, once considered the full dynamics of the unforced and forced Lorenz sys-
tems, a first attempt at forecasting the final states after n integrations steps is performed
by means of networks endowed with 3 inputs (the initial 3D-coordinates), 15 neurons in
a hidden layer and 3 outputs (the final 3D-coordinates). Here I do not discuss how to
choose the optimal topology for networks. It is worthwhile to note that 15 neurons in
a unique hidden layer are sufficient to obtain a good representation of the underlying
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Table IV. – Performance of NN forecasts on the test sets in terms of mean distance between
output and target points.
Class f0 = 0 f0 = 5
Blue 5.66± 0.15 5.24± 0.23
Green 6.58± 0.25 6.14± 0.20
Yellow 6.62± 0.24 6.11± 0.30
Red 8.36± 0.41 8.30± 0.45
function but not so many to determine some kind of overfitting. Furthermore, I would
like to stress that, in what follows, the attention will be paid more on the possibility of
achieving certain results by NN modelling than on the rate of performance obtained by
the specific model adopted. As we will see in the final section, increase in performance
can be envisaged by use of different input variables and/or different NN models.
For each class of bred-growth rate, the NN model is trained to make a single-step
forecast from t0 to t0 + n (here, of course, n = 8 is chosen, as in the bred-growth
calculations). Attempts at performing 8 forecast steps (to achieve the same final forecast
horizon) result in very poor performance, as already noted in other studies [13] and
as known from theoretical considerations [27]. The total sets of Lorenz simulated data
(20000 input-target patterns for each case) are divided into a training set (60% of data),
a validation set (20%) and a test set (20%). The 3 outputs represent the forecast 3D-
position after 8 time steps of dynamical integration. Here the 3D-Euclidean distance
between output and target points is considered as a measure of forecasting performance:
of course, lower is this distance better is the performance of the NN model.
As shown in table IV, the results of the NN model in the forecasting activity (expressed
in terms of the mean distance between output and target points) clearly depend on the
bred-growth classes and exhibit the best performance on the blue region of the attractors
and the worst one on the red points (in both unforced and forced cases). Performance
on green and yellow classes presents intermediate values and, even if it is impossible to
distinguish between them because each value falls inside the error bar associated to the
other one, however these are well separated from the performance values of the other two
classes (blue and red). These error bars are deduced from results of ensemble runs of the
NN model starting from distinct random values of initial weights, so that the networks
are able to widely explore the landscape of the cost function. In table IV the error bars
represent ±2 standard deviations.
In particular, referring to the forced system, one find that, analogously to the decrease
of the mean value of g in table I, also the total mean forecast error of the NN model
decreases. This is an expected result, because now there is a net shift of less predictable
points to more predictable ones (see table III), with a more frequent permanence of
the system’s state in regions of high predictability. Furthermore, the results on the
blue region show a statistical significant improvement in performance in this specific
class and also the improvements in green and yellow class are close to a full statistical
significance: this could suggest that changes in predictability, locally on the attractor,
can be important, even if this hypothesis is not verifiable in this context.
In short, the goodness of a NN forecast is related to the specific class of predictability.
Moreover, we can appreciate a net increase in both dynamical predictability and NN
performance in a forced situation.
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Fig. 4. – Error distribution in NN forecasts for the blue class (a) and the yellow class (b) on the
unforced Lorenz attractor.
A closer look at these results, in terms of the distributions of NN forecast errors for
each class, permits to reveal that unimodal distributions (for blue and green classes)
tend to split to quasi-bimodal distributions for yellow and red classes. In fig. 4a,b these
distributions are shown for the blue and the yellow class, respectively, in the unforced
case. Similar results hold for NN modelling on the forced systems. This fact implies a
sensitivity of forecast performance to regions where a change of regime is possible and
two close trajectories could evolve to opposite wings on the attractor. For instance, if
one refers to fig. 3, it is very clear that the trajectories which end onto red points come
from the middle of the attractor where they undergo a “split” towards the left or the
right wing of the attractor itself.
Now, once recognised the sensitivity of NN forecast performance to different regions
of predictability and the increase in predictability (and NN performance) when a weak
forcing is superimposed to the classical Lorenz system, one can ask how to use these
properties for an operational estimation of the predictability of a single Lorenz state.
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Table V. – Performance of NN estimation of the bred-growth rates on the test sets in terms of the
linear correlation coefficient (NN forecasts vs. calculated values through dynamical integration).
The error bars represent ±2 standard deviations.
f0 = 0 f0 = 5
R 0.660± 0.011 0.684± 0.010
In this framework, it is worthwhile to stress that the consideration of NN forecasting
performance represents just an a posteriori recognition of the predictability of a state
on the Lorenz attractors. In fact it is available only after our knowledge of the results
of the dynamical integration of the Lorenz system, while, from an operational point of
view, the single NN forecasts give us just information about a possible trajectory, with
no relation to predictability.
As a matter of fact, in table IV the increase in the amplitude of error bars in NN
performance when going from low bred-growth rates to high ones is clearly visible. There-
fore, this can lead to explore a NN ensemble forecast approach by supposing that the
spread of NN ensemble forecasts on distinct points could resemble a similar increase and
could become an index of the particular local predictability of any Lorenz state. Unfor-
tunately, the not very good NN forecasting performance (to be briefly discussed later)
does not permit to find significant results by this attempt.
Therefore, in this paper a different approach is followed: a NN forecast of bred-growth
rates for any point of the attractors is performed, leading us to obtain a direct estimation
of this variable, which well represents the local predictability values. In doing so, NNs
endowed with 3 inputs, 30 neurons in a hidden layer and 1 output are used.
As shown in table V, even if the networks adopted here are very simple, the NN
forecasts of bred-growth rate show quite good performance and contribute to open a
new scenario in which NNs could be operationally used for estimations of the local pre-
dictability referred to single states on the Lorenz attractors. Furthermore, a statistical
significant increase in performance is shown when an external forcing is applied. This
reveals that, not only the presence of an external forcing permits to better forecast the
future states on the attractors (as already shown), but also the estimation of predictabil-
ity itself by NNs is always possible and it is improved in forced situations: the latter are
independent and new results.
In order to obtain some more piece of information on the ability of the NN model to
recognise different classes of predictability, a simple statistical analysis can be performed
by means of a contingency table (table VI), where the threshold for bred-growth rate
is fixed to 0.04: this value allows us to understand how well NNs can discern about
Table VI. – Contingency table at a defined threshold distinguishing between events and non-
events.
DET \ FOR No Yes Sum
No a b g
Yes c d h
Sum e f n
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Table VII. – Indices of performance in NN forecasts of the bred-growth rate (threshold = 0.04).
Index f0 = 0 f0 = 5
POD 0.907 0.941
FAR 0.154 0.138
HR 0.810 0.841
CSI 0.778 0.818
HSS 0.289 0.512
situations in which trajectories may be undergone to “splits” or not (see the discussions
above).
Referring to table VI, several indices of performance are calculated as follows for two
runs of the NN model:
POD (Probability Of Detection) = d/h;
FAR (False Alarm Ratio) = b/f ;
HR (Hit Rate) = (a + d)/n;
CSI (Critical Success Index) = d/(b + h);
HSS (Heidke’s Skill Statistics) = [2(ad− bc)]/(gf + he).
The results are shown in table VII. As one can see, the forecasting performance in
estimating local predictability is always better in the forced situation. Because of the
goodness of HSS as a measure of performance (see, for instance, the discussion in [28]),
the big difference in its values appears as particularly significant.
6. – Conclusions and prospects
In this paper a non-dynamical approach (NN modelling) has been applied to the
analysis of predictability in unforced and forced Lorenz systems.
First of all, the evidence of increased predictability in forced situations has been
obtained by a dynamical method. Then, the application of NN modelling led to further
results:
– the performance of NNs in forecasting future states on the Lorenz attractors de-
pends on the predictability class of the states themselves. In this framework, when
passing from the unforced Lorenz system to a forced one, predictability increases
and, analogously, NN performance increases as well. This preliminary result shows
the sensitivity of NN forecasting to the values of local predictability and leads to
rediscover an increase of predictability in forced situations also by a non-dynamical
method: the NN forecasting performance. However, it does not permit to obtain
an operational estimation of the predictability itself.
– This operational estimation has been achieved by directly forecasting the values of
bred-growth rate via NNs. In this context, after having seen that the presence of
a weak external forcing leads to better forecasting the future states of the system,
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now we recognise that even local predictability is operationally better forecasted in
a forced situation.
As far as further possible consequences of the present work are concerned, it is worth-
while to stress what follows:
– if we adopt a Palmer framework [5, 6], in which Lorenz systems are seen as toy
models of the climate and its atmospheric subsystem, the present paper leads to
envisage an increased predictability in future meteo-climatic scenarios characterised
by increased anthropogenic forcings;
– the operational forecast of predictability by NN modelling leads to envisage the pos-
sibility to emulate the ensemble forecasts obtained through (very time-consuming)
dynamical integrations, by evaluating the predictability of single meteorological
states in realistic models by NNs.
But, before going to more realistic applications, further development is needed in the
framework of toy models. For instance, as cited above, the NN performance is not very
good in the results described in sect. 5. This can be due to the limited length of the
record containing input-target pairs for training and validation, to the very preliminary
structure of the input patterns themselves and to the simple architecture and training
rules of the NNs used in this study.
Thus, possible developments of this work concern the building of an extended data
set by prolonged Runge-Kutta integrations, the insertion of different inputs (for instance
a truncated time series of delayed data) and the application of other NN architectures
(such as recurrent NNs) and training rules.
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