We study the L p discrepancy of digital NUT sequences which are an important sub-class of digital (0, 1)-sequences in the sense of Niederreiter. The main result is a lower bound for certain sub-classes of digital NUT sequences.
Introduction
is the (non-normalized) discrepancy function of P. We denote by N the set of positive integers and define N 0 = N ∪ {0}. Let X = (x n ) n≥0 be an infinite sequence in [0, 1) and, for N ∈ N, let X N = {x 0 , x 1 , . . . , x N −1 } denote the set consisting of the first N elements of X. It is well known that for all p ∈ [1, ∞) we have
log N ∞-often and L ∞ (X N ) log N ∞-often.
(For functions f, g : N → R + , we write g(N ) f (N ) or g(N ) f (N ), if there exists a positive constant C that is independent of N such that g(N ) ≤ Cf (N ) or g(N ) ≥ Cf (N ), respectively.) The lower estimate for finite p was first shown by Proȋnov [13] (see also [3] ) based on famous results of Roth [14] and Schmidt [16] for finite point sets in dimension two. Using the method of Proȋnov in conjunction with a result of Halász [7] for finite point sets in dimension two the lower bound follows also for the L 1 -discrepancy. The estimate for p = ∞ was first shown by Schmidt [15] in 1972 (see also [1, 9, 17] ).
In this paper we investigate the L p discrepancy of digital (0, 1)-sequences. Since we only deal with digital sequences over Z 2 and in dimension 1 we restrict the necessary definitions to this case. For the general setting we refer to [2, 10, 11] .
Let Z 2 be the finite field of order 2, which we identify with the set {0, 1} equipped with arithmetic operations modulo 2. For the generation of a digital (0, 1) sequence (x n ) n≥0 over Z 2 we require an infinite matrix C = (c i,j ) i,j≥1 over Z 2 with the following property 1 : for every n ∈ N the left upper n × n submatrix (c i,j ) n i,j=1 has full rank. In order to construct the n th element x n for n ∈ N 0 compute the base 2 expansion n = n 0 + n 1 2 + n 2 2 2 + · · · (which is actually finite), set n := (n 0 , n 1 , n 2 , . . .) ∈ Z ∞ 2 and compute the matrix vector product
over Z 2 . Finally, set
2 3 + · · · . We denote the digital (0, 1)-sequence 2 constructed in this way by X C .
An important sub-class of digital (0, 1)-sequences which is studied in many papers (initiated by Faure [5] ) are so-called digital NUT sequences whose generator matrices are of non-singular upper triangular (NUT) form
For example, if C = I is the identity matrix, then the corresponding digital NUT sequence is the van der Corput sequence in base 2. For information about digital NUT sequences and the van der Corput sequence see the survey [6] and the references therein.
For digital NUT sequences X C it is known (see [4, Theorem 1] ), that
and for general p ≥ 1 it is known (see [12, Theorem 2] ) that
Note that according to the lower bound of Schmidt the upper bound for the L ∞ discrepancy in (2) is optimal in the order of magnitude in N . This is not the case for finite p.
Concerning lower bounds on the L p discrepancy of digital NUT sequences very few is known and only for very special cases. For the van der Corput sequence we have for all
and hence L p (X I N ) log N for infinitely many N ∈ N; see [12, Corollary 1] . For the so-called upper-1-sequence X U , which is generated by the matrix
it is known that for every p ≥ 1 we have L p (X U N ) ≥ log N 20 log 2 + O(1) infinitely often; see [4] .
In [4] the authors study the L p discrepancy of X C for special types of NUT matrices C of the form
Note that these NUT sequences comprise the van der Corput sequence and the upper-1-sequence X U as special cases. 
In general, however, it is a very difficult task to give precise lower bounds on the L p discrepancy of digital NUT sequences. We strongly conjecture the following:
Note that for every digital NUT sequence and for every p ≥ 1 we have
where s 2 : N → N denotes the binary sum-of-digits function which is defined as 
We omit the proof.
The sum-of-digits function is very fluctuating. For example we have s 2 (2 m ) = 1, but s 2 (2 m − 1) = m. In any case we have s 2 (N ) ≤ log N log 2 + 1. Remark 2 The inequalities in (7) shows that having only very few non-zero binary digits is a sufficient condition on N ∈ N which guarantees that X C N has very low L p discrepancy. For example we have 
But in any case: the only possible candidates of N that satisfy (6) are required to have s 2 (N ) log N .
In Section 2 we provide a lower bound for L p (X C N ) for special types of NUT matrices.
Lower bound on
We study two sub-classes of NUT matrices. The first class has a certain band structure. More detailled, the considered matrices are of the form
where, for fixed α ∈ N,
For example, if α = 1, we obtain the identity matrix, i.e., C(1) = I. 
The bound above is satisfied for N of the form
N = r =1 2 2α(r− ) = 2 2αr − 1 2 2α − 1 for arbitrary r ∈ N. L ∞ (X N I ) s 2 (N
Remark 3
1. Following all the details in the proof the constant hidden in O α (1) can be computed exactly.
2. For α = 1 we have C(1) = I and hence the resulting NUT sequence is the van der Corput sequence. Theorem 1 gives
This matches the corresponding value in (3).
We also study NUT matrices which have the same entries in each column above the diagonal; i.e. we deal with matrices of the form
where a = (a 1 , a 2 , . . . ) ∈ Z N 2 is chosen arbitrarily. We set l 0 (m) := #{i ∈ {1, . . . , m} : a i = 0} and l 1 (m) := #{i ∈ {1, . . . , m} : a i = 1}. For m ≥ 2 let further d 0 (m) be the minimal distance of consecutive zeroes and d 1 (m) be the minimal distance of consecutive ones in the string (a 1 , . . . , a m ), i.e. for ∈ {0, 1} we define
Corollary 1 The first N elements of a NUT-sequence generated by a matrix of the form C(a) satisfy
One example for a generator matrix satisfying the hypotheses of Corollary (1) is
The proofs
The following auxiliary result will be the main tool of our proofs.
Lemma 1
For every NUT digital sequence X C and every N ∈ N of the form N = 2 n 1 + 2 n 2 + · · · + 2 nr with n 1 > n 2 > . . . > n r and r ∈ N we have
where the σ r,j are given by the following matrix-vector product over Z 2 : 
where the digits 1 in the latter vector are placed at positions n l − n r + 1 for l ∈ {1, . . . , r − 1}.
Proof. Let X C = (x n ) n≥0 be the NUT digital sequence which is generated by the N × N matrix C. Let N ∈ N be of the form
where n 1 > . . . > n r . For i = 1, . . . , r consider
where for i = 1 we define 2 n 1 + · · · + 2 n i−1 = 0. Every
can be written as
where a ∈ {0, 1, . . . , 2 n i − 1} and
For fixed i = 1, . . . , r we decompose the matrix C in the form
where C (n i ×n i ) is the left upper n i × n i sub-matrix of C. To n in (12) we associate
where a 0 , . . . , a n i −1 are the binary digits of a and 0 , 1 , 2 , . . . are the binary digits of l i . With this notation for n in the range (12) we have
This shows that the point set P i is a digitally shifted digital net with generating matrix C (n i ×n i ) and with digital shift vector
Since F (N×N) is also a NUT matrix we find that the shift is of the form
Note that the matrix C (n i ×n i ) has full rank, as X C is a NUT digital sequence. Hence the shifted digital net P i can be written as the set of points
Here and in the following ⊕ denotes addition in Z 2 . We emphasize that σ i,1 , . . . , σ i,n i do not depend on the a i 's, whereas the components σ i,j for j ≥ n i + 1 may do so. Therefore we can also write
2 n i +j for i > 1 and δ 1 = 0. We have the following decomposition of X C N :
Therefore and from the fact that
and, for k ≥ 1,
c n i +k,n i +k+j a n i +k−1+j
= c n i +k,n i +k a n i +k−1 + c n i +k,n i +k+1 a n i +k + · · · + c n i +k,n 1 +1 a n 1 (mod 2), where a n = 1 for = 1, . . . , i−1 and all other a r 's are zero. Note that σ i,n i +k ∈ Z 2 . We have
Observe that . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
This shows that we have
From this we obtain for all i ∈ {2, 3, . . . , r} that
For the very last double sum we have
This gives
Now we give the proof of Theorem 1.
Proof. In order to simplify the notation we will write C instead of C(α) in the following. For every N and p we have
Now choose n i = 2α(r − i) for i ∈ {1, 2, . . . , r}, i.e.
We have
Hence, using Lemma 1, we get
Now we have to determine the numbers σ r,j . Observe that 
where the digits 1 in the latter vector are placed at positions lα + 1 for l ∈ {2, . . . , 2r − 2}. From the structure of the matrix we find that
and therefore
Putting all together we obtain
Hence, using (14), we get
In the following, we give the proof of Theorem 2.
Proof. Note that in the case n r = 0 the numbers σ r,j appearing in Lemma 1 can also be understood in the following way: Let N = 2 n 1 + Now consider a matrix of the form C(a) and set N a = 2 n 1 +
2 n i , where r = l 0 (m) + 2. Then we have η j = a j N j ⊕ · · · ⊕ a n 1 −1 N n 1 −1 ⊕ a n 1 = a n 1 .
We observe that for N a and j ∈ {1, . . . , n 1 } we have σ r,j = a n 1 ⊕ 1 if and only if j = n k + 1 for some k ∈ {2, . . . , r}, and σ r,j = a n 1 otherwise. Hence with Lemma 1 we find This implies inequality (10). 2
