Abstract-Real-time and accurate detection of the sailing area or water area is an enabling technique for an unmanned surface vehicle (USV) system. However, research on water line detection based on optical images is rare, and current water line detection method is difficult to be used in real application. An automatic water line detection method based on optical images is proposed and validated with a practical USV system. First, the basic principle of structure extraction is introduced to preprocess the original river images so that the textures resulted from the USV motion, wind and illumination is removed; Then, gray level co-occurrence matrix (GLCM) and local binary patterns (LBP) are combined to calculate the texture information of the river images, and a water line detection method is proposed based on the entropy indicator and Hough transformation. Finally, the water lines of many practical images captured by our USV system moving on an inland river are tested with our new proposed detection method. The results show that the proposed algorithm is an effective method for detecting the complicated water lines in real applications.
I. INTRODUCTION
nmanned surface vehicle (USV) is a risk eliminating and cost saving tool for maritime applications in the surface zone. It provides unique capabilities and can be extensively used in many applications such as geophysical exploration, environmental monitoring, water search, and rescue operations [1] [2] [3] . However, autonomy of the USV system moving in complicated surroundings, such as a harbor, an inland river, and a flood disaster area, is still an open problem [4] [5] in the field of mobile robotics, and one of the reasons is the real-time and accurate detection of the sailing area or water area.
Nowadays, research about detection of a water area is mainly coastline detection or shoreline detection [6] [7] [8] , where the information is obtained from the synthetic aperture radar (SAR) images. For example, Niedermeier found how coastlines can be derived from SAR images by using wavelet and active contour methods [9] . In Re. [10] , a complete, high-resolution coastline of Antarctica, extracted from an orthorectified mosaic of SAR images through a sequence of automated image processing algorithms, was presented. Xie [11] used region grow method to segment the coastline on a SAR image, and the initial seed point is selected statistically. Although SAR is one of the most important sensors for observation from a long distance, it has its own limitations. For example, both the signal-to-noise ratio (SNR) and resolution of the SAR images are comparatively low, and SAR images are easily influenced by coherent noise. In addition, the interpretation of SAR images is not consistent with common visual perception. The most important problem is that, due to its low resolution, SAR equipped on a USV system is not fit for precise modeling at short range. Therefore, it is difficult to use SAR for navigation and obstacle avoidance in an USV system.
Because of their advantages of direct and real-time imaging capability, optical technologies have been used to detect obstacles, achieve real-time vision feedback, and help improve the precision and efficiency of mobile robots, such as USV. However, current water line detection based on optical images is difficult to be used in an USV system; the reasons can be concluded as followings: 1) Water line detection from optical images of current USV systems is mostly inspired by detection based on SAR images. However, as we mentioned before, the imaging principle and the intensity scale of an SAR system and an optics system are totally different, therefore the water line detection algorithms based on SAR image are not always suitable for optical images; 2) The water line detection on practical outdoor images is complicated and many practical and dynamic environmental factors, such as illumination and shade, have to been researched. Therefore, the precision, automation and robustness of current water line detection of USV are all low when we use them into dynamic and real applications.
In order to solve these problems, an automatic water line detection for a practical USV system with respect to optical images is proposed in this paper. Compared to current water line detection methods, we combine local binary patterns (LBPs) and the gray level co-occurrence matrix (GLCM) to evaluate the texture information of a dynamic image sequence, so that the detection result is not only determined by the threshold or the color of the river. Before detection, a preprocessing method based on structure extraction is proposed, and the noise texture resulted from wind, illumination and motion has been removed automatically. Furthermore, in our method, we do not make any assumption about the shape of the water line. Therefore, our method is promising for a real application of water line detection.
The contents of this paper are organized as follows. Firstly, in section II, the basic principle of structure extraction, local binary patterns (LBP), and gray level co-occurrence matrix (GLCM) is introduced, and the application area of them is analyzed. Secondly, an automatic water line detection based on structure extraction and gray level co-occurrence matrix with respect to optical images is proposed in section III. Subsequently, in section IV, the experiment results and error analysis based on the new method are given. Finally, section V is the conclusion of this paper.
II. TEXTURE RELATED ALGORITHMS

A. Structure Extraction
It is normal in real application that some images share the similarity that semantically meaningful structures are blended with or formed by texture elements, and these images are called "structure + texture" images. Although human visual system is fully capable to understand these pictures without needing to remove textures, extract structures by a computer is much more challenging. Therefore, a simple and effective method based on novel local variation measures to accomplish texture removal was proposed by Xu [12] . First, the total variation model that simply uses a quadratic penalty to enforce structural similarity between the input and output is expressed as,
where I is the input image, which could be the luminance (or log luminance) channel and p indexes 2D pixels. S is the resulting structure image. The data term (S p -I p ) 2 is to make the extracted structures similar to those in the input image. p | ( S) p | is the total variation (TV) regularizer, written as,
with the anisotropic expression in 2D. ∂x and ∂y are the partial derivatives in two directions. The improved model is written as,
where
where q belongs to R(p), the rectangular region centered at pixel p. D x (p) and D y (p) are windowed total variations in the x and y directions for pixel p, which count the absolute spatial difference within the window R(p). g p, q is a weighting function defined according to spatial affinity, expressed as,
With Eq. (3), a number of new applications to manipulate, render, and reuse the immense number of "structure with texture" images and drawings that were traditionally difficult can be edited properly. Therefore, it is a promising method for preprocessing when there is a global noise texture on an image.
B. Local Binary Patterns
Local binary patterns (LBP) is a simple and efficient texture operator which labels the pixels of an image by thresholding the neighborhood of each pixel and considers the result as a binary number. Due to its discriminative power and computational simplicity, LBP texture operator can be seen as a unifying approach to the traditionally divergent statistical and structural models of texture analysis.
The basic idea for developing the LBP operator was that two-dimensional surface textures can be described by two complementary measures: local spatial patterns and gray scale contrast. The original LBP operator forms labels for the image pixels by thresholding the 3 × 3 neighborhood of each pixel with the center value and considering the result as a binary number.
where (x c , y c ) is the coordinate of the center pixel, and its intensity is g c ; i is the neighbor pixel of the center, and its intensity is g i ; R is the radius of the neighborhood, and its unit is pixel; P is the number of pixels of neighborhood whose radius is R. Because it is an 8-neighborhood calculation, the maximal value of the obtained LBPs description is 255, and it is an 8-bit image. The histogram of these 2 8 = 256 different labels can then be used as a texture descriptor. This operator used jointly with a simple local contrast measure provided very good performance in unsupervised texture segmentation. After this, many related approaches have been developed for texture and color texture segmentation.
After the LBP feature of a cell is calculated, it is used to compare with that of another cell to assure whether or not these two cells have the same texture. The operator that is normally used is the histogram, which is the frequency of each "number" occurring (i.e., each combination of which pixels are smaller and which are greater than the center). However, LBP does not consider the contrast value among neighboring pixels, it can not represent the important texture feature. Therefore, another operator that can represent the contrast of texture is proposed, and gray level co-occurrence matrix (GLCM) is one of the most widely used.
C. Gray Level Co-occurrence Matrix
GLCM is a statistical approach for image analysis in many fields, and it is used alone or synergistically with other analysis to evaluate the images morphology. The GLCM of an image is computed using a displacement vector d, defined by its radius δ and orientation θ. Three parameters together will be considered to describe an image through GLCM: the number of gray levels, the orientation angle and the length of displacement, and these parameters can be changed to improve the characterization. The algorithm will start in the top left corner and count the occurrences of each reference pixel to neighbor pixel relationship. Thus, each element (i, j) of GLCM is the sum of the number of times that pixel value i is located some distance δ and angle θ from pixel intensity j. At the end of the process, the element (i, j) represents how many times the gray levels i and j appears as a sequence of two pixels located at a defined distance δ along a chosen direction θ. Then it's considered the normalization equation whose formula follows:
where C(i, j) the value in cell (i, j), P(i, j) the probability, N is the number of rows and columns. The properties of an image texture are detected indirectly by using the co-occurrence matrix from image indicators, such as entropy indicator, mutual indictor, and energy indictor.
The Entropy indicator measures the disorder or complexity of an image and it can be denoted as,
Entropy is strongly but inversely correlated to Energy, which is shown as, 
Energy indictor measures the difference between the highest and the lowest values of a contiguous set of pixels, so it estimates the amount of local variations present in the image.
The mutual indictor is shown as,
where ( )
This indicator supplies further information by which the uncertainty about one variable is reduced by the given knowledge of the second variable. Therefore, GLCM can be each image block can be denoted by a value calculated with an indicator, and when two image blocks are require to compare, what we require to calculate there with the indictor.
III. AUTOMATIC WATER LINE DETECTION
A. Image Pre-processing
Compared to SAR images, optical images have more details. However, since our USV is moving in an outdoor environment while we capture the sample images, it is unavoidable that there is some negative texture on the whole captured images due to the influence of illumination, resolution of the camera, and wind disturbance. Therefore, the first task of our detection method is to remove the unusual texture, and the operator we use in this paper is the inherent variation to extract the main structures. Fig.1 and Fig.2 are the images before and after structure extraction. From them, we can see that through structure extraction, the image is smoother, and the texture that distributes evenly on the image is removed. At the same time the overall structural features to separate each main structure have not been removed.
Then, in order to reduce the processing time, it is necessary to segment the sky which almost has no textures and the intensity is distributed evenly from the whole image. In this paper we use the B value in the RGB image to segment, because the B value of the sky area is higher than other values. Fig. 3 is the histogram of the B channel, where we can see that there is an obvious peak when the intensity value is higher than 200. Based on the histogram analysis of Fig. 3 , we segment the area of sky from Fig. 2, and Fig. 4 is the result after sky segmentation. 
B. Rough Segmentation
From Fig. 4 , we can find that it is difficult to separate the water area from the proposed image with methods based on threshold segmentation, because their intensity is very close due to illumination and shade. Since the texture of a river is comparatively regular, in this paper we calculate the texture of the proposed image with the LBP operator, and each cell in our method has 3×3 pixels. Fig.5 is our calculation result, where we can see that it is clear that the texture of the trees on the river bank is different from that of the river.
Then, in order to segment the water area from the image, we require an indicator based on LBP to separate two neighboring image blocks. As we mentioned in Section 2, GLCM is a statistical approach for image analysis, therefore, we divide the whole image into many blocks and calculate the GLCMs of them. Its radius δ is 4 and the orientation θ is 0°, 45°, 90°, and 135°. Subsequently, we choose the Entropy indictor to evaluate the GLCM of each image block along each row, because the highest value of Entropy is found when the values of P(i, j) are allocated quite uniformly throughout the matrix. This happens when the image has no pairs of grey level, with particular preference over others. The size of each image block is 30×30 pixels in this paper, and the overlap of two neighboring block is 10 pixels. The rough segmentation based on LBP and GLCM is shown in Fig. 6 , where the solid line from left to right is the segmentation line between the river and the river bank. From Fig. 6 , we can see that the water line after our rough segmentation has some noise on some situations. The reason is that during our rough segmentation, we only compare the entropy values between each image block along each row to decide where the border line of two types of textures is. However, we did not consider the GLCM relationship of the image blocks along each line. Therefore, we conduct the fine segmentation to improve the performance of our rough segmentation.
C. Fine Segmentation
From Fig. 6 , we can find that after rough segmentation, the segmentation line between the river and the scene on the river bank has some noise at some pixels. In order to improve the precision of our detection method, we add the fine segment process to consider the global property of the image. In this step, we detect a straight line from the LBP image where we can see that the textures of the river are mostly straight lines those are very long due to waves, while the textures of the trees are circular arcs. Therefore, it is reasonable to use the Hough transformation to detect a straight line from the LBP image. The result can be shown in Fig.7 , and we can believe that the true water line is around the Hough line because the shape of the separation line between the bank and the river is changing slowly, and rare peaks are on the true water line. Therefore, the Hough line can be used to correct the detection result of the rough segmentation when some peaks exist on it. The fine segment result is shown in Fig. 8 , where the peaks from the rough segmentation have been removed, and the detected line is smooth. 
IV. EXPERIMENT
In order to validate our algorithm in this paper, a serial of experiment under different condition is conducted. The USV platform designed in Shenyang Institute of Automation is shown in Fig. 9 . Its basic parameters are listed out in TABLE I. Fig.9 The USV in our experiment
The USV system is composed of five sub-systems, including on-board control computer sub-system, power sub-system, communication sub-system, sensor and perception sub-system, and the ground station sub-system. The sensor sub-system contains a GPS-INS system, which is used to localize the USV and obtain some inertial state, such as, attitude, velocity and acceleration. The on-board control computer can be used to record the experimental data. The motion parameters of our USV are shown in TABLE II. The camera we used in our experiment is MV-VS250DH. 
A. Experiment
First, we conduct the experiment on the image which is captured when the USV is far from the bank. Therefore, the water area occupies almost half of the image, and there is an obvious river bank between the river and the trees on the bank. Fig.10 is the original image and the detection result, where we can see that the detected water line is very precise. Furthermore, on the right side of the bank, there is a boat pulled up alongside the dock, and our method can separate it from the river precisely. Second, we conduct the experiment on the image which is captured when the USV is far from the bank, however, there is no obvious line between the river and the bank. Besides, in Fig.11 , there is a mountain which is far from the river, and the intensity of the mountain is close to that of the river. Fig.11 and Fig. 12 are the original images and the detection result, where we can see that the detected water lines are clear enough to separate the river from the trees and the mountain. Third, we capture the images more complicated, where the bank and the river is coser, so that the whole water line is not a as stright as what we capture far away. Fig.13 is our detection result, and from it we can see that our algorithim is sensitive to the angle variation, and the detected line is close to the true ground. Finally, we capture the imges those are full of shade, where the bank is so close to the river that the shade of the trees projects on the river surface, and the colour of the river is as same as that of the trees. Furthemore, since the USV is close enough to the bank when we capture the images, the water line is far from a stright line. Fig.14 and Fig. 15 are our detection result, and from it we can see that our algorithim has not been influenced by the shade, and the detected line is close to the true ground. 
B. Error analysis
In order to prove the precision of our waterline detection method in this paper, we compare the processing result of other current methods with respect to the same sample images.
First, we use edge detection combined with threshold segmentation to detect the waterline of Fig. 12 and Fig. 14 , and the edge detection operator is canny operator. The detection result can be shown in Fig. 16 , where we can see that for the image without shade, the detected waterline of current edge detection is close to that of our method, but there are some error points on the final waterline; while when a shade is projected on the water surface, the detected waterline of the edge detection method is far from the true ground. The reason is that the shade influences the intensity distribution of the water surface, and current edge detection which focuses on the variation of intensity can not recognize the waterline in a shade. Then, we detect the waterline with the super pixel segmentation method, which refers to the digital image segmentation region for multiple image sequence process. Adjacent pixels have a series of position and features such as color, brightness, texture similar to that of small region composed of pixels. Most of the small area retains the further effective information for image segmentation, and generally does not destroy the boundary of the object in the image information. The images we use are Fig. 11 and Fig. 15 , and the result is shown as Fig. 17 , where we can see that when the illumination is good, the detection result with super pixel segmentation is close to that of our method in this paper, however, it can not precisely segment the mountain whose color is close to that of the sky; While when the illumination condition is bad, the detection result with super pixel segmentation is totally wrong. Therefore, the precision of super pixel segmentation is sensitive to the illumination condition. In this paper, an automatic water line detection based on optical images is proposed and validated with a practical USV system. Our primary contribution is to introduce the basic method of structure extraction to preprocess the river images so that the main structure and textures of the images are remained, while the textures resulted from the motion, wind and illumination is removed. Secondly, the operators of GLCM and LBP are combined, and a water line detection method is proposed based on Entropy indicator and Hough transformation. Finally, the water line of many images captured by our USV system outdoor is detected with our new proposed detection method, and the result is compared with that of the traditional detection methods. The results show that the proposed algorithm is an effective method for detecting the complicated water lines in real applications. In addition, our method can possibly be used to USV navigation and control, as well as assure safety of the USV itself.
