Abstract. General methods for evaluating three-electron integrals in Hylleraas coordinates are given. Formulae are obtained for the matrix elements of various operators arising in Hylleraastype variational calculations for states of arbitrary angular momentum. For the calculations of Breit interaction, a number of reduction relations are developed for the elimination of singularities in some singular integrals. A numerically stable scheme is presented for the case when one of the powers of r ij is −2.
Introduction
In atomic structure calculations, one important issue is how to build electron-electron correlation into the basis sets. Variational calculations in Hylleraas coordinates, which include explicitly powers of the inter-electronic distances r ij = |r i −r j |, are well established as providing the most precise wavefunctions for two-and three-electron atomic systems. Recently, a series of high-precision Hylleraas-type calculations have been done [1] [2] [3] [4] for the lithium energy levels in S, P, and D states and other properties, such as the oscillator strengths, the Fermi contact terms, the dispersion coefficients, etc. The success of these calculations relies largely on efficient algorithms for evaluating both radial and angular integrals. The radial integrals converge very slowly in general, ultimately leading to calculations that are extremely time consuming. For nonrelativistic eigenvalue calculations, the problem of slow convergence has been solved recently [5] , using an asymptotic expansion method. This method has proven to be very successful in accelerating the rate of convergence. In calculations of the Breit interaction, one needs to deal with several types of singular integrals. One type is integrals containing r −2 ij in the integrands. Although integrals of this type are convergent, they converge as slowly as the series k k −2 . Previous work on this problem can be found in [6] [7] [8] [9] . However, problems of computational efficiency remain. Another type is those with integrands more singular than r −2 ij . These integrals are generally divergent individually, but they always occur in combinations with other similar terms such that the sum is convergent. Thus, the main issues for the radial integrals are how to improve the rate of convergence for slowly convergent integrals, and how to eliminate the singularities analytically among divergent integrals. The remaining angular parts of the integrals are always convergent. However, the evaluation of these integrals involving high angular momentum could become very complicated. To the best of our knowledge, for the three-electron case in Hylleraas coordinates, there is no published work which discusses the reduction of singularities and the simplification of angular integrals with arbitrary angular momentum.
The purpose of this paper is to present a complete description for the variational calculations of three-electron systems in Hylleraas coordinates. The variational basis sets in Hylleraas coordinates are first introduced in section 2 for both doublet and quartet states. The explicit form of the Hamiltonian in Hylleraas coordinates is given. The evaluation of matrix elements of operators with various angular structures is presented in section 3. The singular integrals are discussed in section 4, including a derivation of a set of reduction formulae and schemes for computing integrals with r −2 ij singularity. The appendix deals with two auxiliary infinite series.
Variational basis sets

Basis sets
The variational basis function is (r 1 , r 2 , r 3 ) = φ(r 1 , r 2 , r 3 )χ (1, 2, 3) , (1) where the orbital part φ is constructed from Hylleraas-type coordinates 
being a vector-coupled product of spherical harmonics for the three electrons to form a state of total angular momentum L. The spin part χ can be either χ(1, 2, 3) = χ (d) ( 
1, 2, 3) = α(1)β(2)α(3) − β(1)α(2)α(3)
for the spin angular momentum 
for the spin angular momentum 3 2 (quartet). The superscripts d and q are used to denote the doublet and quartet states. The variational wavefunction is a linear combination of the functions antisymmetrized by the three-particle antisymmetrizer
where A 
In (7), φ p i = A p φ i and χ p = p A p χ. It is easy to show that, for a symmetric spinindependent operator O, the following expressions hold: 
where
with the notation (l, m, n, . . .) = (2l + 1)(2m + 1)(2n + 1) . . .. Here, the 3j symbol is related to the corresponding Clebsch-Gordan coefficient by [10] 
In (10), the subscripts a, b, and c can be determined according to the definition of antisymmetrizer (6) as follows:
Note that the angular parts of φ 2 , φ 5 , and φ 6 can be formally obtained from the corresponding φ 1 , φ 3 , and φ 4 by simply interchanging 1 and 2 and by multiplying by a phase factor (−1) 1 + 2 + 12 . As for the radial parts of basis functions, the operation of A p is equivalent to permuting the powers of r i and r ij as well as the nonlinear coefficients of r i . However, since the radial parts do not affect the evaluation of angular integrals, for the sake of simplicity, we may drop A p in equation (10).
Hamiltonian
The nonrelativistic Hamiltonian for three-electron atoms, including the mass polarization terms, is given by
in units of 2R M , where
is the electron reduced mass, and Z is the nuclear charge. For the basis set (1), the gradient operator ∇ 1 can be separated according to
∂ ∂r 12 + r 13 r 13 ∂ ∂r 13 + 12 −
.
The corresponding results for ∇ 2 2 and ∇ 2 3 can be obtained by permuting the subscripts 1, 2, and 3. ∇ i · ∇ j can also be worked out in a similar way. Finally, the Hamiltonian can be expressed in the form
where the operator T is 
In (18),r i = r i /r i and∇
Evaluation of matrix elements
Basic integral
Consider the following basic integral 
The interelectron coordinates r ij can be expanded according to
as derived by Perkins [11] , where, for even values of j , r 2 ) , and the coefficients are given by
where S qj = min(q − 1, 
where F (jqk) ij are defined by , etc
and I ang is the angular integral defined by
By applying the addition theorem for spherical harmonics to each of P q ij (cos θ ij ) and using the formula
I ang becomes
The summation over m ij can be performed using [10] 
One finally obtains 
The radial part of the integral can be done by splitting the integration region into six parts according to the relative positions of r 1 , r 2 , and r 3 [11] . The final result for the whole integral I is 
A general analytic expression can be obtained [5] W ( , m, n; α, β, γ ) =
An effective evaluation of the I R integral can be found in [5] . (30) is valid when
A generalization to the singular case of j 12 = −2 is discussed in section 4.
Overlap integral
The general form of the overlap integral is
where 
Substituting (36) and (37) into (35) and using the basic integral (29), one obtains 
By (11) and (28),
and
Using the standard graphical methods of dealing with angular momentum [12] , (42) can be recast into (we only need to discuss the cases of p = 1, p = 3, and p = 4)
For S states where all i and i are zero, the angular part C p (1) can further be simplified to
Integrals involvingr
According to (18), one needs to evaluate the angular coefficients involving∇ Y i . Furthermore, in the use of various reduction formulae which will be derived in section 4 one also needs to evaluate the angular coefficients involving∇ 
where ∇ is written in the spherical component form with µ = −1, 0, and 1, and the function b( ; λ) is defined by
On the other hand, sincê
we obtain by (25)
Comparing (47) with (50), one can see that the angular coefficients involving∇ Y µ can be obtained by first replacing∇ Y µ byr µ , evaluating the corresponding terms, and then inserting b( ; λ)'s appropriately. Also see [13] for a discussion. We thus first consider the following integral
and using the same method which leads to (38), (51) can be simplified to
In (54),
Similarly,
with
The angular coefficients containing∇ Y i are obtained by the following replacements:
where a 1 = a, a 2 = b, and a 3 = c. It is obvious that
Finally, as mentioned in section 4, we will develop some reduction formulae which are needed to calculate the angular coefficients involving∇ Y i . We list the expressions for the corresponding operators discussed above acting on the left-hand state. A subscript L is introduced in order to distinguish them from the above expressions.
The corresponding angular coefficients containing∇ Y i can be obtained by the following replacements:
(85)
Evaluation of singular integrals
The radial integrals containing r −1 ij are discussed in [5] . However, in the calculation of the Breit interaction, one needs to deal with more singular integrals. Although the integrals containing r −2 ij are convergent, effective evaluation of these integrals is still a problem. The integrals with powers more negative than −2 generally diverge individually. However, these integrals always occur in combinations with other similar terms, thus resulting in a cancellation of the singularity. For the two-electron case, these problems have been solved completely [13] [14] [15] . In this section, we extend the techniques developed for the two-electron systems to three-electron calculations.
Reduction formulae
Consider the matrix element of ∇ 2 1 
Since ∇ 2 1 is Hermitian, the result must be the same whether ∇ 2 1 operates to the left or right so that
The application of formula (16) yields 
Introducing the following notations:
|φ R , 
and substitute
If one fixesj 1 ,j 12 ,j 31 , andα and notes that F i , g i , and g i only depend onj 1 ,j 2 ,j 3 ,j 12 ,j 23 ,j 31 ,α,β, andγ , then (89) must be true for arbitrary j 1 , j 12 , j 31 , and α. Comparing the coefficients of j 1 , j 12 , j 31 , and α gives the following identities:
However (98) (96) and (97) gives rise to the following reduction formulae which reduce the singularities with respect to r 31 = 0 and r 12 = 0 respectively:
Equations (101), (102), (103), and (104) are a set of reduction formulae resulting from the Hermiticity of ∇ 
Recursion relation
For the calculations of two-electron integrals in Hylleraas coordinates, there exist several recursion relations [13] which are particularly useful in the elimination of singularities. These recursion relations are derived by keeping r 1 , r 2 , and r 12 as independent variables. For the three-electron integrals, the problem is complicated by the fact that there are three inter-electronic distances r 12 
where F (jqk) 23 and F (jqk) 31 are defined in (23) and G is the angular integral
After applying the addition theorem of spherical harmonics to P q 23 (cos θ 23 ) and P q 31 (cos θ 31 ),
The integration over d 3 can easily be obtained by using (25) 
one has 
Substituting (109) and (111) into (108) and using formula (27) to the summation over m 23 , m 31 , and ω, one obtains
By introducing the following radial integral:
where the superscript ' (1) 
where j 12 = −2. The case of j 12 = −2 will be discussed in section 4.3. On the other hand, comparing (115) with (29), one can establish a relation between I R and I
(1) q 12 
The importance of the recursion relation (116) may be seen as follows. If the matrix element of an operatorÔ can be written in the form
where C(Ô) is the angular coefficient of Ô which is dependent on q ij and independent of k ij , then from (117), one has
In the case where
for fixed q 23 and q 31 , using the recursion relation (116) the sum of q 12 in (120) can be reduced to a sum over I (1) q 12 with j 1 , j 2 , and j 12 replaced by j 1 − 1, j 2 − 1, and j 12 + 2 respectively (see [14] for details). Thus the singularity at r 12 = 0 is reduced by 2. Two examples of (121), which arise from the Breit interaction calculation, are
Equation (118) can be considered as the solution to the recursion relation (116). In fact, I
(1) q 12 can be calculated directly in terms of W functions without the use of the recursion relation. Before finishing this section, we introduce the following quantity:
which satisfies the same recursion relation as (116) ω (1) 
where ω (1) may be considered as the radial part of Ô . The reduction formula equation (101) 
which reduces the singularity at r 12 = 0 by 2. Equation (128) is very useful in dealing with spin-other-orbit terms of the Breit interaction.
Special case:
For the case of j 12 = −2, according to Sack's expansion [16] 
with the understanding that (−1)!! = (0)!! = 1, the numerical stability of this series can be assured by the fact that each term in the series is positive. The problem is that the series converges very slowly. Using Stirling's formula, the asymptotic behaviour of C −2q 12 k 12 is k −1
12 . The leading term in W R is also k −1
12 . Thus, the series has an asymptotic dependence of k −2 12 and, therefore, the rate of convergence must be improved. It should be mentioned that, in the case where at least one of j 23 and j 31 is even, the summation over q ij in (120) becomes finite. In the case where both j 23 and j 31 are odd, the summation over one of q 23 and q 31 in (120) becomes infinite. However, the infinite sum can be efficiently performed using the asymptotic-expansion method [5] . Therefore, the main issue for the case of j 12 = −2 is how to deal with the slowly convergent summation over k 12 in (118).
We have studied two methods to accelerate the series (118). The first method is a direct approach using the asymptotic-expansion method [5] with the leading term being order k −2
.
In the case where both j 23 and j 31 are odd, the integral (120) contains doubly infinite sums over one of q 23 and q 31 as well as k 12 in I (1) q 12 . The asymptotic-expansion technique is generalized to the double sum by first making the following transformation [9] 
The sum over p 12 can then be performed by the asymptotic-expansion method in one variable. As an example, table 1 shows a convergence study for the integral with all j i = 1, and evaluate them analytically. The remaining summations over q 23 and q 31 in (120) are either finite when one of j 23 and j 31 is even, or rapidly convergent by the asymptotic-expansion method when both j 23 and j 31 are odd. The method has the advantage of absolute numerical stability, but a large number of analytic expressions is required. Consider a general term in (118)
From (33), one can see that the k 12 dependence of W is through and + m only. Writing
where L 12 and M 12 are independent of k 12 , one has three possible cases:
Substituting (33) into (131) yields 31 e −αr 1 −βr 2 −γ r 3 with j 1 = 1, j 2 = 1, j 3 = 1, j 23 = 1, j 31 = 1, α = 2.7, β = 2.7, and γ = 2.7. S d (N ) is the partial sum of the first N terms for the series expansion of the integral, and S a (N ) is S d (N ) with the asymptotic expansion included.
where V p is given by
Though (134) is an infinite series, the rate of convergence is now determined completely by Z α which is a small number for most cases of practical interest. Thus, we only need to consider V p . For case 1, substituting µ 1 = 2, µ 2 = 0, and (129) into (135), the sum over k 12 can be isolated
A(m, q, n) can be summed analytically to a finite form with the help of symbolic manipulation programs [15] (for example, Maple). It can also be calculated using the following scheme. Since the general term in A(m, q, n) is roughly proportional to k −m−2 , one can perform summation directly for large m. However, for small m, as derived in the appendix, A(m, q, n) can be calculated using
with g A (p, c) being given by
In (141) 
where F is 2 F 1 with the first +1 terms omitted, and the notation (s) λ is the Pochhammer's symbol
then V p can be written in the form
with B being defined by
The asymptotic behaviour of the infinite series in (144) 
where S B is given by 
Finally, for case 3 where µ 1 = 0 and µ 2 = 2, after using (142) V p becomes 
Since for the digamma function (x)
one obtains 
where g B is defined by 
g B can be expressed in terms of the digamma function (x) according to (A8). The final result is listed in (148).
