I. Introduction
From a practical point of view, the first consideration in the design of a controller for a physical system is for the resultant controlled system to be, in some sense, stable.
The precise sense in which the stability is to be understood varies with the system requirements, but an often used criterion is that initial perturbations away from some desired equilibrium approach zero with increasing time, so-called asymptotic stability. Such considerations are well known in the engineering literature [l-21 and are being applied in many areas of contemporary interest such as ecology [3], urban systems [4] , and economics [5] .
The primary means for realizing the stability of a controlled system is by feedback. Some part of the output of the system is measured and compared with a desired level of system performance.
The deviation of the actual behavior from the ideal is then used to generate an appropriate controlling input. This simple feedback idea has been used with great success in engineering systems for several decades and, as we have noted, is now explicitly finding its way into research *~nternational Institute for Applied Systems Analysis, Laxenburg, Austria and University of Arizona, Tucson, Arizona, U.S.A.
other classes of systems although, in an implicit way, it has also been used in these areas for years since virtually all decision makinq involves such feedback notions.
Operationally, one of the central questions in the design of a stabilizing feedback control mechanism is: what measurements are necessary? It's quite possible, particularly in social and economic systems, that either all components of the state of the system may not be directly measurable or we may, at some expense measure all components of the state and wish to know the minimal number necessary i.n order to generate a stabilizing feedback law. The situation in which not all components are measurable has been treated in the literature by the introduction of a so-called "observertt [6] .
It can be shown that, asymptotically, the fictitious system with an observer behaves in the same manner as the system with complete measurement capability. Technically, this result disposes of the question of incomplete observations. However, practically speaking such an approach has its drawbacks since in any real system the construction of an "observer" is not without cost in some possible approaches to the general problem and examples.
Problem Statement
To begin with, we consider the single-input constant linear system where F and e, are n x n and n x 1 matrj-ces over the real numbers R, respectively, and u(t) is a piecewise continuous scalar control law 1 defined for all t L 0. We shall later consider the multi-input case when G is a rectangular matrix of size n x m, 1 < m 2 n.
'For our subsequent development, it is critical to assume that 1 is completely controllnble, i.e. the controllability matrix
has rank n (is non-singular).
To avoid degeneracy of the problem, let us assume that F has at least one characteristic value with non-negative real part and that c 0. Thus, the feasible control u 0 will not stabilize 1 . Furthermore, we shall now restrict the admissible control actions u to be of linear feedback type,
i.e. u(t) = klx(t), where k is an n x 1 constant vector over P whose components are to be chosen so that the controlled system is asymptotically stable, i.e. the characteristic roots of relating to the RP were given by Casti and Letov in [7] . In Since the RP seems out of reach at the moment, we consider the following modified version:
The Prescribed Poles and Minimal Field Problem (PP):
Given a symmetric set of n complex numbers which are to be the characteristic values of the controlled system I), determine I those components of x which may be omitted from the measurements which generate the linear control law.
In the next section, we shall give a complete solution to 
Multi-input Systems
Now we briefly consider the situation when 1 has more than one input, i.e.
where G is an n x m constant matrix with 1 < m 5 n.
The linear feedback law is now where K is an m x n matrix and the system 1' becomes
The control canonical form of 1 is somewhat more complex than in the single-input case since now changes of bases in both the state and control spaces are required.
The details of these transformations are discussed in [lo] . where r = rank G. For a proof of this representation, see [8] .
VI.
Discussion
The foregoing results raise several interesting questions which merit further investigation, in addition to the BP.
Among these are: iii) if the input matrix G is at our disposal, in what manner should it be selected to make the size of the minimal control field as small as possible? In [7] , it was shown that for a certain non-linear feedback law, the minimal field had dimension one if G was arbitrary.
