Abstract. In this paper, we study a weakly dissipative variant of the periodic Degasperis-Procesi equation. We show the local well-posedness of the associated Cauchy problem in H s (S), s > 3/2, and discuss the precise blow-up scenario for s = 3. We also present explicit examples for globally existing solutions and blow-up.
Introduction
In recent years, the family y t = −(y x u + bu x y), y = u − u xx , (1) of nonlinear equations has been studied extensively; see [9, 12] . Here, u(t, x) depends on a time variable t ≥ 0 and a space variable x with x ∈ S ≃ R/Z for the periodic equation and x ∈ R in the non-periodic case. Equation (1) (1) , has been studied, e.g., in [13, 18] . It is known that the b-equation models the unidirectional motion of 1D water waves over a flat bed; for the hydrodynamical relevance we refer to, e.g., [2, 5] and [4, 6, 15] . It turned out that the b-equation is integrable only if b ∈ {2, 3} and in [18] the authors mention that a similar result is conjectured for the family of µ-equations. The Cauchy problems for the b-equation and its µ-variant have been discussed in [12, 18] . In particular, for b ∈ {2, 3}, local well-posedness results in the periodic and in the real line-case as well as blow-up and criteria for the global existence of strong and weak solutions have been established; see, e.g., [3, 10, 23] . In addition, CH and DP and µCH and µDP admit peaked solitons, which make them attractive among the integrable equations; cf. [2, 5, 18] .
In general, it is difficult to avoid energy dissipation mechanisms in the modeling of fluids. Ott and Sudan [20] discussed the KdV equation under the influence of energy dissipation. Ghidaglia [14] studied the behavior of solutions of the weakly dissipative KdV equation as a finite-dimensional dynamical system. Some results for the weakly dissipative CH equation are proved in [22] and recently, [11, 24] discussed blow-up and global existence for the weakly dissipative DP equation.
The goal of the present paper is to study the Cauchy problem for the periodic weakly dissipative µDP equation
Here the function u(t, x) is depending on time t ≥ 0 and a space variable x ∈ S and µ is the projection µ(u) = 1 0 u(t, x) dx. The constant λ is assumed to be positive and the term λ(µ(u) − u xx ) models energy dissipation. By the replacement µ(u) → u in (2), we obtain the weakly dissipative DP equation. Note that the quantity E 1 (u) = S y dx is conserved for the DP equation and that E 1 can be interpreted as an energy, since it equals (up to a factor) a Hamiltonian function for the DP as explained in [18] . However, for the weakly dissipative DP equation,
, such that µ(u 0 ) > 0 implies that the wave's energy decreases as t increases. The weak dissipation also breaks other conservation laws of the DP equation like E 2 (u) = S yv dx or E 3 (u) = S u 3 dx, where v = (4 − ∂ 2 x ) −1 u; cf. [21] . The general framework in which we discuss equation (2) is based on geometric and Lie theoretic techniques as introduced in [1, 7] . Equation (2) can be regarded as an evolution equation on the group Diff s (S) of orientation-preserving H s diffeomorphisms of the circle S, for s > 3/2: The vector field u(t, ·) ∈ H s (S) has a unique local flow ϕ(t, ·) ∈ Diff s (S) such that ϕ t • ϕ −1 = u, ϕ(0) = id and ϕ tt = −F (ϕ, ϕ t ) with some map F defined on Diff s (S) × H s (S). This equation can be handled with standard ODE methods for Banach spaces. Altogether, it will turn out that the weakly dissipative µDP equation behaves quite similarly to the µDP equation (for which λ = 0) or the weakly dissipative DP equation.
The paper is organized as follows: In Section 2, we prove local well-posedness for the initial value problem (2) with u 0 ∈ H s (S) for s > 3/2. In Section 3, we show that for smooth initial data with zero mean, the solution u(t, ·) of (2) can blow up in finite time. If µ(u 0 ) = 0 and µ(u 0 ) − u 0xx is non-negative or non-positive, the corresponding solution u(t, ·) will exist globally in time.
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Local well-posedness
In this section, we aim to establish a local well-posedness result for the Cauchy problem (2) . The proof uses some geometric arguments and is based on a reformulation of the weakly dissipative µDP as a quasi-linear evolution equation; cf. [18] . We will use the notation µ . In the following, we are only interested in Sobolev functions of class s = 3, but our first theorem deals with the more general case s > 3/2. Note that 
C only depending on sup x∈S |ϕ x (x)| and inf x∈S |ϕ x (x)|.
Before we proceed, we state the following lemma which has an interesting geometric interpretation and is derived directly from the local existence and uniqueness theorem for differential equations in Banach spaces; cf. [16] .
Lemma 2. Let u(t, x) be a time-dependent H
s function on the circle for s > 3/2. Then the problem
for x ∈ S and t ≥ 0, has a unique solution ϕ ∈ C 1 ([0, T max ), Diff s (S)), where
Remark 3. Note that the geometric interpretation of this lemma is that u(t, ·) can be regarded as a vector field on the sphere S for which we have a local flow ϕ ∈ Diff s (S). Local flows have approved to be powerful tools in the analysis of model equations for 1D water waves, see [1, 7, 9, 17] .
In many texts, local well-posedness results for Cauchy problems similar to (2) are obtained by applying Kato's theory for abstract quasi-linear evolution equations. We now present a method of proof which is based on a geometric argument, most importantly using local flows as introduced in the above lemma. A technical disadvantage of this method is that it does not yield a priori a maximal existence time for our solution which we will obtain inductively. The key idea is to rewrite the weakly dissipative µDP equation in the form
this equation is suitable for a reformulation of (2) in the geometric picture, i.e., in terms of a local flow on the group Diff s (S). For the following well-posedness proof, our next lemma will play a key role. The explicit calculations already occur in the proof of Theorem 5.1 in [18] .
Lemma 4. Let R ϕ denote the right translation map on Diff s (S) and let Λ −2
Furthermore, we have the identities
Our main theorem in this section reads as follows.
Theorem 5. Let s > 3/2 and u 0 ∈ H s (S). Then there is a maximal time T ∈ (0, ∞] and a unique solution
of the Cauchy problem (2) which depends continuously on the initial data u 0 , i.e., the mapping
is continuous.
the local flow for the vector field u(t, ·) according to Lemma 2, i.e., ϕ(t) is defined on some maximal interval [0, T max ) and is C 1 , with u • ϕ = ϕ t and ϕ(0) = id. If we can differentiate ϕ t once again, we may derive the identity
which is an ordinary second order initial value problem. Interestingly, any solution ϕ to the initial value problem (8) yields a solution u = ϕ t • ϕ −1 to the weakly dissipative µDP equation in its initial form, with the desired regularity properties. This motivates to study the Cauchy problem for the periodic weakly dissipative µDP in the reformulation (8) on the diffeomorphism group of the circle.
We now decompose
, are bounded linear operators on H s (S) with continuous dependence on (ϕ, ξ); this is trivial for F 2 and proved in [18] for F 1 by applying Lemma 4.
Since F is continuously differentiable near (id, 0), the standard local existence theorem for Banach spaces (cf. [16] ) establishes the local well-posedness of (8), i.e., there is a time T 1 > 0 and a unique solution (ϕ, ϕ t ) of (8) on [0, T 1 ] with continuous dependence on t and u 0 . To show that there is a maximal interval of existence, we apply the Cauchy-Lipschitz Theorem once more to the problem ϕ tt = −F (ϕ, ϕ t ) with initial data (ϕ(T 1 ), ϕ t (T 1 )) to continue the solution (ϕ, ϕ t ) to a solution on a time interval [0, T 2 ] with T 1 < T 2 . Iterating this procedure, we obtain a monotonically increasing sequence (T n ) n∈N and an associated sequence of solutions
If (T n ) n∈N is bounded, T n → T as n → ∞, with a real number T ; otherwise, T n → ∞. Now the well-posedness of the problem (2) is a simple consequence of the relations u = ϕ t • ϕ −1 and u t = −uu x − Au and the fact that Diff s (S) is a topological group whenever s > 3/2.
Remark 6. As explained in the proof of Theorem 5, let (T n ) n∈N denote the strictly increasing sequence describing the continuation of our solution u(t, x) in H s (S). If (T n ) n∈N is bounded, we say that the solution u has a finite existence time, where T n → ∞ means that the solution exists globally in time. It is an interesting problem and the aim of the following sections to describe the behavior of finite-time solutions as t → T from below and to find criteria for the global existence of strong solutions as well as so-called finite-time blow-up.
Global well-posedness and blow-up
In physics, a breaking wave is a wave whose amplitude reaches a critical level at which some process can suddenly start to occur that causes large amounts of wave energy to be transformed in turbulent kinetic energy. At this point, simple physical models describing the dynamics of the wave will often become invalid, particularly those which assume linear behavior. Wave breaking has been studied for various classes of non-linear model equations for 1D water waves and a reasonable way is to show that there is a finite-time solution u satisfying an L ∞ -bound for all t ∈ [0, T ) so that the norm of u is unbounded as t → T if and only if the first order derivative u x approaches −∞ as t → T from below (cf., e.g., [11] for a discussion of the DP equation with a dissipative term). The physical interpretation then is that the wave steepens, while the height of its crests stays bounded, until wave breaking occurs in the sense that u ceases to be a classical solution.
In this section, we first describe the blow-up of finite-time solutions of (2) in terms of the first order derivative and then discuss precise blow-up settings. Here and in what follows, we will restrict ourselves to s = 3. Recall that H 3 (S)-functions are of class C 2 such that there will be no boundary terms when performing integration by parts. Proof. Let T > 0 be the maximal time of existence of the solution u to Eq. (2) with initial data u 0 . Since
If we assume u 0 ∈ H 4 (S) and use that H 4 (S) ⊂ C 3 (S), we can obtain
Adding (9) and (10) we get
Next we observe that (11) also holds true for u 0 ∈ H 3 (S): We approximate u 0 in
) be the solution of (2) with initial data u n 0 . By Theorem 5 we know that
Note also that y n → y in H 1 (S) and y n x → y x in L 2 (S) as n → ∞. We deduce that, as n → ∞, (10) also holds for u 0 ∈ H 3 (S). If u x is bounded from below on [0, T ), i.e., u x ≥ −c, where c is a positive constant, then we can apply Gronwall's inequality to (11) and have
This shows that ||u|| H 3 does not blow up in finite time. The converse direction follows from Sobolev's embedding theorem. This completes the proof of our assertion.
Remark 8. The above proof shows that if u x stays bounded, then u also persists in H 3 . Thus Theorem 7 provides us with a sufficient criterion for global existence, namely the boundedness of ||u x (t, ·)|| ∞ as t approaches T from below.
It is well known that the mean µ(u) of a solution u(t, ·) of the µDP equation is conserved, i.e., µ(u 0 ) = µ(u); see [8] . We now show that the mean µ(u) of a solution of the weakly dissipative µDP equation decreases exponentially as t increases from zero. More precisely, we prove that the damping constant is equal to the dissipation parameter λ.
Lemma 9. Let u 0 ∈ H 3 (S) and denote by u(t, ·) the solution of (2) obtained in Theorem 5. Then the mean of u satisfies
for t ≥ 0 in the existence interval of u. In particular, if µ(u 0 ) = 0, then the mean of the solution u is conserved.
Proof. By differentiating under the integral sign and using (3), we obtain that
as long as the solution u(t, ·) ∈ H 3 (S) exists. Hence
from which the lemma follows.
With the help of Lemma 9, we are able to establish the following blow-up setting. It is important to notice that our result shows the blow-up of smooth initial data. A corresponding result for µDP (the case λ = 0) can be found in [18] .
Theorem 10. Assume that 0 = u 0 ∈ C ∞ (S) has zero mean and that there is x * ∈ S satisfying
Let u be the corresponding solution of (2). Then there is 0 < τ < ∞ such that ||u x (t)|| ∞ blows up as t → τ . In particular, the solution u blows up in the H 3 -norm in finite time.
Proof. Differentiating equation (3) with respect to x and the identity ∂ x + λu x = 3µ(u)(u − µ(u)). By Lemma 9, it follows that the right hand side equals zero. Again, we denote by ϕ the local flow of the time-dependent vector field u(t, ·), i.e., ϕ t = u • ϕ. We set
and with
and hence w t + w 2 + λw = 0.
With Γ := −λ < 0, we finally arrive at the logistic equation
and standard ODE techniques show that the solution is given by
Recall that w(0) = u 0x (x). By our assumption on u 0 , we can find a point x * ∈ S with
If we set
, it follows that the solution must blow up in the H 3 -norm.
Remark 11. Condition (13) means that we can find x * ∈ S such that (i) u 0x (x * ) < 0 and (ii) |u 0x (x * )| > λ.
Since we assume µ(u 0 ) = 0, it follows that u 0 must change sign. Since u 0 ∈ C ∞ (S), u 0 has to change sign at least twice and so it is always possible to find x * ∈ S satisfying (i). Our second condition says that the slope of u 0 must decrease λ in order to obtain blow-up: The larger the dissipation given by λ, the larger must |u 0x | be locally in order to obtain a blow-up. So (13) is a non-trivial common condition for λ and u 0 in our blow-up setting.
The following lemma is similar to Lemma 2.2. in [11] . Furthermore, we see that as λ → 0, we obtain the conservation of the quantity (y • ϕ)ϕ 3 x , which is explained in [9, 18] for the DP and the µDP.
Lemma 12. Let u 0 ∈ H 3 (S) and let T > 0 be the maximal existence time of the corresponding solution u(t, x) according to Theorem 5. Let ϕ be the local flow of u according to Lemma 2. Then we have
Proof. An easy calculation shows that the function [0, T ) → R, t → e λt y(t, ϕ(t, x))ϕ 3 x (t, x) is constant. Using ϕ(0) = id and ϕ x (0) = 1, we are done.
Finally, we come to the following global well-posedness result. Note that our assumptions on the initial condition u 0 are quite similar to the ones in Theorem 5.4. in [18] . Theorem 13. Assume that u 0 ∈ H 3 (S) has positive mean and satisfies the condition Λ 2 µ u 0 ≥ 0. Then the Cauchy problem (2) has a unique global solution in
Proof. Let u(t, ·) ∈ H 3 (S), t ∈ [0, T ), denote the solution of (2) obtained in Theorem 5. According to Theorem 7, we only have to show that ||u x (t, ·)|| ∞ stays bounded as t approaches T from below. Note that, for any periodic function w, differentiating formula (14) with f = Λ 
from which the indefinite persistence of the solution u follows.
It is clear that Theorem 13 also holds if Λ 2 µ u 0 ≤ 0 and µ(u 0 ) < 0.
Appendix
We denote by , the spaces H k become Hilbert spaces. Note that we have H 0 = L 2 (S). To define the spaces H k for general k ≥ 0, we make use of the fact that the Fourier transform F maps any square integrable function f on S to its Fourier series (f (n)) n∈Z so that f (x) = n∈Zf (n)e 2πinx . The space H k consists of all f ∈ L 2 (S) with the property that the quadratic form Q 2k f, f L2(S) has a finite value, where Q = (1 − ∂ 2 x ) 1/2 is the elliptic pseudo-differential operator with the symbol (1 + 4π 2 n 2 ) 1/2 , i.e., (F (Q k f ))(n) = (1 + 4π 2 n 2 ) k/2f (n).
We thus have
It is easy to check that the operator Λ together with (14) the open mapping theorem achieves the desired result.
