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TRANSFORMATION DE MODÈLES HÉTÉROGÈNES DANS LE CONTEXTE DE
LA CERTIFICATION SELON DO-178C
Alexis BOUFFIES
RÉSUMÉ
L’Ingénierie Dirigée par les Modèles (IDM) est parmi les technologies prenant de l’ampleur
dans l’industrie du développement de logiciels embarqués critiques. L’IDM permet de réduire
les coûts et les durées de développement tout en améliorant l’étape de vériﬁcation. Dans ce
mémoire nous nous intéressons aux pratiques d’utilisation de différents formalismes de modé-
lisation (e.g., UML et Stateﬂow ) pour la vériﬁcation dans le cadre de la certiﬁcation DO-178C
pour les systèmes avioniques.
Ce mémoire propose une approche générique de transformation de formalismes de machines
à états en un formalisme de machine à états ﬁnies étendues (EFSM). Cette approche à base
de règles de transformation favorise la réutilisation et couvre l’ensemble des formalismes de
machines à états. L’approche peut être implémentée en utilisant les différents outils et techno-
logies de l’IDM. L’approche se base sur des directives émanant des pratiques dans le secteur
avionique. Ce mémoire applique l’approche proposée à deux langages utilisés dans l’industrie :
les machines à états UML et Stateﬂow.
Nous avons implémenté l’approche pour les deux langages dans l’outil Eclipse à travers deux
plug-ins. Ces plug-ins ont ensuite été utilisés pour transformer des machines représentant des
systèmes aéronautiques réels. Un étude de cas à été mis en place.
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L’ingénierie dirigée par les modèles (IDM) est une méthode d’ingénierie des systèmes utilisant
des modèles pour représenter à la fois un problème posé et sa solution. Le modèle en question
est une abstraction d’un élément réel représentant un point de vue particulier. La philosophie de
l’IDM considère que "tout est modèle" (Bézivin, 2004), c’est à dire que n’importe quel élément
de la réalité peut être représenté par un modèle. L’IDM s’applique à différents domaines : dans
le domaine d’affaires ou des logiciels, et à différents niveaux : modèle d’analyse ou modèle de
conception. En ce qui concerne le domaine du logiciel, l’IDM a pris de l’essor avec l’introduc-
tion par l’Object Management Group (OMG) de l’approche Model Driven Architecture (MDA)
(OMG, 2000). L’OMG propose un ensemble de standards, permettant de spéciﬁer des modèles
depuis le niveau métier, jusqu’à la plateforme de développement. Cette démarche, introduite
au début des années 2000, est largement répandue dans l’industrie des systèmes embarqués
critiques (Huhn & Hungar, 2007).
En effet les industriels du développement de systèmes embarqués ont réalisé l’intérêt de l’in-
tégration d’une démarche dirigée par les modèles, notamment en ce qui concerne les systèmes
critiques et complexes. En effet, les modèles permettent de traiter plus simplement cette com-
plexité par la représentation graphique. De plus, comme on attend de ces systèmes un fonc-
tionnement ﬁable, il faut les tester de façon approfondie. Pour cela les modèles peuvent être
utilisés pour simuler, tester ou encore générer du code. C’est dans ce contexte que des langages
comme Simulink/Stateﬂow (Mat, 2019) et Scade (Ansys, 2018) ont vu le jour.
Pour ces systèmes critiques, des agences gouvernementales se chargent de certiﬁer les produits
avant qu’ils ne soient disponibles sur le marché. Pour cela ces agences fournissent les directives
nécessaires pour l’obtention de la certiﬁcation. Nous nous intéressons dans le contexte de notre
projet aux systèmes de l’aéronautique civile. En ce qui concerne le domaine de l’aéronautique
2civile, l’organisation Radio Technical Commission for Aeronautics (RTCA) propose le docu-
ment de certiﬁcation DO-178 (RTCA, 2011a) qui a été très largement adopté par les agences
gouvernementales. Ce document fournit les objectifs que le produit logiciel doit satisfaire, ainsi
que les documents requis pour la certiﬁcation.
De façon un peu plus détaillée, la certiﬁcation DO-178 propose un ensemble d’objectifs et de
documents pour chaque étape du cycle de vie du logiciel. Ce cycle de vie débute lors de la
spéciﬁcation des exigences systèmes relatives au logiciel, jusqu’à l’assurance de la qualité de
celui-ci. Les produits logiciels sont classés selon différents niveaux nommés Design Assurance
Level (DAL), reﬂétant leur niveau de criticité. Les niveaux allant de E : "défaut logiciel sans
impact la sécurité", à A : "défaut logiciel ayant un impact catastrophique sur la sécurité de
l’avion (conduisant à la perte de l’appareil)".
Constatant l’intérêt grandissant des entreprises pour l’IDM, RTCA a proposé dans sa dernière
révision de DO-178 (DO-178C), un supplément concernant l’utilisation de modèles : DO-
331 (RTCA, 2011b). Celui-ci introduit de nouveaux objectifs, notamment en ce qui concerne
l’étape de test du logiciel, par exemple, lors de l’utilisation d’artefacts issus de simulations.
Les cas de tests peuvent être générés depuis les modèles, et vériﬁés ensuite en utilisant des
propriétés extraites de ces mêmes modèles. De nombreuses techniques de test basées sur les
modèles sont disponibles dans la littérature, et dans des outils commercialisés. Notre projet de
recherche s’inscrit dans ce contexte là et il fait partie d’un projet de plus grande envergure,
appelé projet CRIAQ AVIO604.
Le projet CRIAQ AVIO604 est issu du partenariat de deux entreprises de production de logi-
ciels aéronautiques, et de deux universités : l’université Concordia et l’ÉTS. L’objectif de ce
projet est de développer des méthodes et outils facilitant la spéciﬁcation et les tests des lo-
giciels avioniques en tirant proﬁt des avancées réalisées dans l’IDM. La portée du travail de
l’ÉTS dans ce projet est illustrée par la Figure 0.1. Les objectifs de l’équipe de l’ÉTS sont :
31. Développer des langages pour supporter la spéciﬁcation des exigences systèmes, des exi-
gences de haut niveau (HLRs) et de bas niveau (LLRs : modèles de conception) et la traça-
bilité entre ces exigences. Le document de certiﬁcation DO-331 utilise les termes modèles
de spéciﬁcation pour les HLRs et modèles de conception pour les LLRs.
2. Proposer et implémenter une approche pour maintenir/renforcer la cohérence entre les
modèles de conception décrits dans différents langages ; les partenaires industriels uti-
lisent notamment les langages UML et Simulink/Stateﬂow pour spéciﬁer les modèles de
conception.
3. Proposer et implémenter une approche qui permet de transformer les modèles de concep-
tion (partie comportementale) en une représentation intermédiaire uniﬁée qui pourrait sup-
porter la génération des tests. Le formalisme visé par la transformation est un langage de
machines à états ﬁnies étendues et communicantes (CEFSM).
Représentation intermédiaire unifiée





















* Extraits depuis les 
HLRs
Figure 0.1 Le travail de l’équipe de l’ÉTS dans le projet CRIAQ
AVIO604
4Notre projet de recherche couvre le dernier objectif à savoir supporter la transformation de mo-
dèles de conception vers les CEFSM. En particulier, nous visons la transformation de modèles
exprimés dans les langages utilisés par les partenaires industriels pour spéciﬁer le comporte-
ment de leurs systèmes : les machines à états UML et Stateﬂow.
Problème de recherche
D’une part, même si les EFSM et les machines à états UML et Stateﬂow ont pour racine
commune les Statecharts de D. Harel (Harel, 1987), leurs formalismes diffèrent de façon im-
portante. Par exemple les EFSM ne permettent pas de déﬁnir de hiérarchie, contrairement à
UML et Stateﬂow. D’autre part, il existe des travaux (Kim et al., 1999; Yao & Shatz, 2006;
Minas & Hoffmann, 2008) qui ont traité des transformations de machines à états vers d’autres
formalismes. Cependant, très peu de travaux traitent le formalisme Stateﬂow. De plus la ma-
jorité des travaux ne proposent qu’une couverture partielle des concepts des langages en se
focalisant sur certains concepts plutôt que d’offrir une solution générale. Enﬁn pratiquement
aucun des travaux relevés ne proposent d’implémentation des transformations.
Objectifs
L’objectif de notre travail de recherche est de développer et implémenter une approche géné-
rique pour transformer un modèle de conception exprimé en utilisant un formalisme à base
de machines à états vers un EFSM. L’approche proposée doit donc satisfaire aux exigences
suivantes :
- Offrir une transformation couvrant l’ensemble des concepts de chacun des langages, plus
spéciﬁquement l’ensemble des concepts utilisés par les partenaires industriels ;
- Offrir une transformation qui préserve le comportement des machines à états ;
- Déﬁnir un ensemble de bonnes pratiques de modélisation pour éviter les erreurs.
5Méthodologie
Pour atteindre nos objectifs de recherche, nous avons adopté la méthodologie suivante :
- Familiarisation avec les concepts clé : Nous avons notamment étudié le standard DO-178
et l’ingénierie dirigée par les modèles ainsi que les technologies relatives. Plus particulière-
ment nous nous sommes intéressés aux transformations de modèles dans le cadre de l’IDM
ainsi que les techniques existantes. Nous avons également étudié les techniques de test ba-
sés sur les modèles. Enﬁn nous avons étudié en profondeur les formalismes ciblés par le
projet
- Revue de littérature : Ensuite, nous avons fait une revue des approches existantes de trans-
formation des formalismes sources de notre projet (UML et Stateﬂow) vers le formalisme
EFSM, ou un formalisme très proche. Nous avons relevé les points intéressants ainsi que
les lacunes de ces travaux.
- Proposition et application de l’approche de transformation générique : Nous avons
proposé une approche générique de transformation de formalismes de machines à états
vers des EFSM. Cette approche comprenant une partie analyse de formalisme et une partie
transformation. Cette approche a ensuite été appliquée aux deux langages sources du projet
(UML et Stateﬂow) aﬁn de valider l’approche.
- Implémentation et étude de cas : Enﬁn, nous avons implémenté l’application de l’ap-
proche pour les langages UML et Stateﬂow dans un outil open source à travers deux plug-
ins. Nous avons ensuite mis en place une étude de cas pour l’implémentation de l’applica-
tion de l’approche pour UML, aﬁn de vériﬁer les résultats fournis par l’outil, et de prouver
l’utilité de l’outil.
6Plan
Le plan de ce mémoire est organisé de la façon suivante. Le Chapitre 1 présente les concepts
nécessaires à la compréhension de l’approche proposée. Notamment en ce qui concerne les
transformations de modèle et les formalismes de machines à états. Ensuite le Chapitre 2 fait
une revue des méthodes de transformation de machines à états existantes, en s’efforçant de
relever les éléments intéressants, ainsi que les lacunes des travaux existants. Le Chapitre 3
présente l’approche générale proposée pour la transformation des formalismes de machines à
états en EFSM, ainsi que son application aux formalismes UML et Stateﬂow. Le Chapitre 4
présente l’implémentation de l’approche pour chaque langage dans un outil open source. Ce
chapitre présente également une étude de cas menée pour l’un des deux langages, utilisant des
modèles représentant des systèmes réels. Enﬁn nous concluons en résumant le travail accompli
et en discutant des travaux futurs.
CHAPITRE 1
CONCEPTS
Ce chapitre aborde les concepts nécessaires à la compréhension de l’approche proposée, et
présente les travaux pertinents pour chacun de ces concepts. Entre autres, nous nous attacherons
à présenter l’ingénierie dirigée par les modèles, et dans notre contexte nous mettrons l’emphase
sur les techniques de transformation de modèles. Suite à cela nous ferons une présentation
détaillée des formalismes d’entrée et de sortie de notre transformation. Enﬁn nous verrons
comment le formalisme cible de la transformation peut être utilisé dans le cadre des tests basés
sur les modèles.
1.1 L’Ingénierie Dirigée par les Modèles
L’IDM est une méthode de développement de logiciel, s’appuyant sur la création et l’utilisa-
tion de modèles spéciﬁques à un domaine. L’utilisation de ces modèles permet de s’affranchir
du choix d’une plateforme spéciﬁque de développement. L’IDM a engendré un changement
important dans les pratiques du génie logiciel. En effet nous sommes passés d’une pratique
de développement centrée sur la notion d’objet à une pratique centrée sur la notion de modèle
(Bézivin, 2004). Dans cette philosophie, tout est modèle, et les modèles exprimés pour décrire
un domaine d’affaire sont transformés pour ﬁnalement obtenir des modèles spéciﬁques à la
plateforme, en l’occurrence du code. La proximité de la représentation avec le monde réel plu-
tôt qu’avec la plateforme de développement permettent une portabilité bien meilleure qu’avec
les langages de programmation classiques. Ainsi dans le processus de spéciﬁcation du logiciel,
l’ingénieur peut s’affranchir des limitations imposées par le choix d’une plateforme.
Pour appréhender la complexité du logiciel, tout en utilisant une pratique de spéciﬁcation de
très haut niveau, l’IDM se base sur deux mécanismes (Schmidt, 2006) : I) La création de lan-
gages de modélisation spéciﬁques au domaine, II) L’utilisation de moteurs de transformation
et de générateurs.
81.1.1 Les langages de modélisation spéciﬁques au domaine
Le premier mécanisme est la création de langages de modélisation spéciﬁques au domaine
(DSML). Un DSML est un langage de modélisation créé pour modéliser un domaine parti-
culier, pour satisfaire un ou plusieurs objectifs. Citons par exemple le langage AADL (Feiler,
2014), créé aﬁn de modéliser à la fois la partie logicielle et matérielle d’un système temps réel
aéronautique. Les modèles peuvent ensuite être utilisés pour de l’analyse (vériﬁcation de satis-
faction des contraintes temporelles) ou de la génération de code. Un DSML vient généralement
avec un ensemble d’outil permettant de satisfaire les objectif visés.
1.1.2 Les transformations de modèles
En plus de la création de DSML, on utilise les transformations de modèles. L’acte de trans-
formation de modèles décrit le passage d’un modèle vers un autre type de modèle (de même
formalisme ou non), ou vers du code. Une transformation est déﬁnie comme un ensemble de
règles ou d’algorithmes. Une règle transforme un fragment particulier du modèle source en un
fragment du modèle cible. La Figure 1.1 présente la transformation d’un diagramme de classe
UML en base de données relationnelle. Cette transformation contient 2 règles : une pour la
génération de la table de la base de données depuis la classe (ici la classe Crayon), et une autre






1) Pour chaque instance d’une 
classe on créer une table avec :
- Le même nom.
- Une colonne pour chaque attribut.
2) Pour chaque instance d’un 
attribut on créer une colonne avec :
- Le nom de l’attribut.
- Le type de l’attribut.
Transformation de 
modèle
Figure 1.1 Exemples de transformations d’un diagramme
de classe UML en base de données relationnelle
9l’utilisation des transformations sera évoquée plus en détail dans la section 1.2.
1.1.3 Un exemple : Model-Driven Architecture
Au début des années 2000, l’OMG a proposé une implémentation de la démarche d’ingénierie
dirigée par les modèles appelée Model Driven Architecture (MDA) (OMG, 2000). On retrouve
au coeur de MDA un langage standardisé appelé UML (OMG, 2017), offrant des outils de mo-
délisation s’appliquant de façon générale à un ensemble de domaines (à l’opposé d’un DSML).
La démarche proposée dans le standard MDA reprend les fondements de l’ingénierie dirigée
par les modèles, à savoir la création de DSML et les transformations de modèles. En ce qui
concerne la création de DSML, le méta modèle UML supporte le langage mais permet égale-
ment d’étendre ses possibilités. Ce mécanisme d’extension est appelé proﬁl. Il permet de mettre
à proﬁt le méta modèle UML et de créer nos propres langages de modélisation, basés sur les
besoins de notre domaine. Il existe des proﬁls célèbres, parmi lesquels MARTE, pour modé-
liser les systèmes temps réel, ou SysML pour modéliser les exigences spéciﬁées. Pour aller
plus loin, en plus du mécanisme de proﬁl, MDA propose un langage pour spéciﬁer les méta
modèles, appelé MOF (OMG, 2016). MOF déﬁnit un standard permettant d’exprimer des méta
modèles. On peut par exemple déﬁnir le méta modèle EFSM en utilisant MOF. L’architecture
proposée par MDA est donc telle que présentée dans la Figure 1.2. Le premier niveau (M0)
constitue le système réel modélisé par le langage utilisé (par exemple le langage UML) qui se
trouve un niveau au dessus (M1). Ce langage doit se conformer à son méta modèle, qui va ﬁxer
ses règles de construction et d’utilisation (M2). Enﬁn, l’approche MDA offre la possibilité de
déﬁnir ses propres méta modèles en utilisant le standard MOF (M3).
1.2 Les Transformations de Modèles
Comme précisé auparavant, le second pilier de l’ingénierie dirigée par les modèles est l’uti-
lisation de moteurs de transformation et de génération. Dans MDA, les transformations de
modèles ont une grande importance. Ils permettent en outre de changer de niveau d’abstrac-





















Figure 1.2 L’architecture en 4 couches proposée
dans MDA
à un à un modèle dépendant de la plateforme : PSM. Ou encore ils permettent de passer d’un
formalisme à un autre. Dans un objectif de gain de temps et d’optimisation des coûts, les trans-
formations peuvent être automatisées. L’approche de MDA préconise que la transformation
elle-même soit modélisée, mais elle peut être également développée dans un langage orienté
objet par exemple. Dans une démarche de transformation dans le cadre de MDA, celle-ci doit
s’intégrer dans l’architecture quatre couches présentée précédemment.
1.2.1 Un exemple de langage de transformation : le langage QVT
Query/View/Transformation (QVT) est un standard déﬁni par l’OMG pour spéciﬁer les trans-
formations entre modèles, dont le méta modèle satisfait au standard MOF. Il comprend une
partie déclarative et une partie impérative. La partie déclarative se compose de deux par-
ties : une partie réalisant la correspondance entre les deux modèles exprimés dans le standard
MOF nommée QVTr (relations), et une partie qui permet d’évaluer des conditions sur les élé-
ments de nos modèles pour les faire correspondre, nommée QVTc (Core). Ces deux parties se
servent du langage OCL (Object Constraint Language) (OMG, 2014) pour déﬁnir les règles
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de correspondance. OCL est un langage formel standardisé par l’OMG permettant de spéciﬁer
des contraintes logicielles. La partie impérative, constituée de QVTo (opérationnel), permet
d’étendre le langage déclaratif. Des constructions telles que les boucles for ou des conditions
if y sont offertes. QVTo introduit également l’utilisation de règles OCL impératives.
1.2.2 Exigences sur les transformations de modèles
Pour supporter la productivité et diminuer les coûts, les transformations doivent satisfaire cer-
taines exigences. En se basant sur les travaux de Mens & Van Gorp (2006), Sendall & Ko-
zaczynski (2003), Kolahdouz-Rahimi et al. (2014) et sur la norme ISO révélant les critères
nécessaires à la production d’un logiciel de qualité (ISO, 2017) nous considérons que les prin-
cipales exigences sont les suivantes :
L’utilisabilité : L’utilisateur ﬁnal doit pouvoir utiliser la transformation, l’intégrer à ses outils
sans que cela n’amène trop de complexité, ou que l’ensemble de son processus de travail ne
soit changé.
L’efﬁcacité : La transformation doit s’exécuter dans un temps convenable. Elle ne doit pas non
plus consommer une quantité excessive de ressources, quelque soit le modèle fournit en entrée.
La maintenabilité : Comme tout autre artefact logiciel, une transformation est amenée à évo-
luer ; i.e., certains concepts du langage changent et d’autres sont nouvellement introduits. La
transformation doit être facile à mettre à jour en conséquence. La transformation doit donc être
écrite (ou modélisée) de façon claire et précise.
La ﬁabilité : La transformation doit donner le résultat attendu pour un modèle d’entrée donné
à chaque exécution.
L’automatisabilité : La transformation doit automatiser le plus de règles possibles. L’idéal
étant qu’il n’y ai aucune intervention humaine lors de la transformation, c’est à dire que pour
un modèle d’entrée donné on obtient le modèle de sortie, et de préférence sous la forme que
l’on doit traiter.
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La vériﬁabilité : La transformation doit pouvoir être vériﬁée et validée.
L’interopérabilité : La transformation doit pouvoir s’intégrer dans le processus de l’utilisateur.
Notamment, les points de connexions (modèles d’entrée et de sortie) doivent être formalisés de
façon à ce que le reste des étapes du processus ne soient pas impactées.
La technique utilisée pour la transformation, le langage de la transformation, la façon dont la
transformation va être implémentée ainsi que l’outil qui va être utilisé auront un impact sur la
satisfaction de ces exigences. Les formalisme des modèles en entrée et en sortie orienteront
également sur les différentes techniques, langages et outils disponibles.
1.2.3 Les différents types de transformation de modèles
Les travaux Mens & Van Gorp (2006), Kolahdouz-Rahimi et al. (2014), Czarnecki & Hel-
sen (2006) classiﬁent les transformations selon différents critères. On distinguera par exemple
les transformations unidirectionnelles s’exécutant dans un seul sens (source vers cible) et
les transformations bidirectionnelles. Dans le cas où les langages source et cible sont les
mêmes, on parle de transformation endogène. Plusieurs exemples de ce type sont donnés dans
Mens & Van Gorp (2006) :
- Optimisation du modèle, pour le rendre plus performant tout en conservant son comporte-
ment.
- Refactoring du modèle, pour changer la structure sans changer le comportement.
- Simpliﬁcation du modèle.
Dans le cas où le langage des modèles cibles et sources sont différents on parle de transforma-
tion exogène. Des exemples de transformation sont :
- Génération de code. Par exemple passer d’un modèle de conception UML à du code source
Java.
- Rétro ingénierie correspondant à la transformation inverse à celle mentionnée au dessus.
- Migration d’un langage vers un autre tout en restant au même niveau d’abstraction.
13
En plus de ça, une transformation peut être horizontale (si elle reste au même niveau d’abs-
traction) ou verticale si on change de niveau. On retrouve des exemples de transformations
verticales dans la Figure 1.3, lors du passage de PIM à PSM, et de PSM au code source. Le
changement de niveau d’abstraction est la base de la démarche de l’IDM. A savoir, partir d’un
modèle proche du domaine modélisé, pour ﬁnir par obtenir du code source implémentable.
Dans la démarche MDA, on parle d’un passage d’un modèle indépendant de la plateforme, à






















Ex : Spécialisation 
de modèle
Verticale Exogène
Ex : Génération de 
code
Figure 1.3 Exemples de transformations de modèles dans le
cadre de MDA
1.2.4 Les techniques de transformation
Pour spéciﬁer et implémenter correctement une transformation, il faut comprendre la syntaxe
et la sémantique des langages source et cible. Il existe différentes techniques pour spéciﬁer ces
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transformations selon les traitements réalisés sur les modèles. Le travail de Sendall & Kozac-
zynski (2003) classiﬁe les techniques de transformation en trois catégories différentes.
- La manipulation directe de modèles : Cette technique utilise la représentation du modèle
dans son langage source, et la manipule directement à travers une API.
- L’utilisation d’une représentation intermédiaire : Cette fois on exporte le modèle vers
un langage standardisé, qui est supporté par un ensemble d’outil, et qui permet une mani-
pulation plus simple.
- La spéciﬁcation de la transformation en utilisant un langage : Un langage de trans-
formation permet de déﬁnir des transformations de modèles de façon complète, de façon
indépendante des langages source et cible. Cette transformation pourra être générique et
réutilisable.
Czarnecki & Helsen (2003) différencie les transformations de modèle-à-code et de modèle-
à-modèle. Pour la mise en oeuvre de transformation de modèle-à-modèle, ils évoquent les
techniques suivantes :
- Les approches basées sur la manipulation directe de modèles : On manipule le modèle
directement à travers une API. C’est notamment cette méthode que l’on retrouve dans la
plupart des outils commerciaux qui ont déﬁni leur propre formalisme. Cette méthode res-
treint néanmoins la transformation à un langage spéciﬁque, et nécessite des connaissances
poussées de la structure du langage.
- Les approches relationnelles : Cette approche propose de déﬁnir une simple relation entre
un (ou plusieurs) élément du modèle source et un (ou plusieurs) élément du modèle cible.
Cette méthode est celle que l’on retrouve dans la partie relationnelle du langage QVT, per-
mettant de réaliser du "pattern matching" entre éléments de méta modèles satisfaisant au
standard MOF.
- Les approches basées sur les transformations de graphes : Représenter les modèles sous
forme de graphes et appliquer la transformation sous forme de règles. Plusieurs travaux
utilisent cette technique (e.g., Kuske, 2001; Geiß et al., 2006; Grønmo et al., 2009).
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- Les approches dirigées par la structure : elles sont constituées de deux phases : d’abord
on crée la structure hiérarchique du modèle cible à partir d’informations du modèle source,
puis on crée des règles de transformation pour les éléments du modèle source devant être
modiﬁés. Cette technique est très peu utilisée. Un des exemple célèbres est OptimalJ, qui
n’est plus maintenu depuis 2008.
- Les approches hybrides : Mélange d’une approche déclarative (approche relationnelle), et
d’une approche impérative permettant de traiter de façon extensive les éléments du modèle
source. On retrouve ici les implémentations de QVT, prenant en compte la partie relation-
nelle, ainsi que la partie impérative du langage. Un des outils célèbres est le langage ATL,
dont nous parlerons dans la prochaine section.
- Autres : Difﬁcilement classiﬁable, l’utilisation du standard CWM de l’OMG par exemple
ou encore la manipulation de représentations XML avec XSLT. L’utilisation de XSLT est
un mélange de l’utilisation d’un langage de transformation (XSLT) et d’une représentation
intermédiaire (XML).
Les approches existantes se différencient par les techniques utilisées. En plus, elles offrent des
outils avec un degré variable d’automatisation de la transformation. L’article de Gomes et al.
(2014), propose une classiﬁcation des outils selon différents critères objectifs. L’un des critères
est le taux d’automatisation de la transformation. Une technique manuelle impose à l’utilisateur
de développer la transformation pratiquement "from scratch". Alors qu’un outil automatique
ne demande que très peu d’intervention.
Sur l’ensemble de ces techniques, on peut identiﬁer certaines plus adaptées que d’autre se-
lon la situation. L’utilisation d’une approche basée sur la manipulation directe de modèles
va restreindre l’utilisation à un langage particulier. Qui plus est il est nécessaire de connaître
parfaitement le langage et ses constructions. C’est pour cela qu’elle est privilégiée dans les ou-
tils commerciaux. Une approche relationnelle sera très efﬁcace lorsqu’il s’agira de réaliser un
simple refactoring par exemple, mais sera limitée si on a besoin de réaliser des modiﬁcations
profondes depuis le modèle source. Les approches dirigées par les structures sont plutôt com-
plexes, et nécessitent d’avoir un outil à disposition qui permet de bâtir la structure du modèle
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source depuis le modèle cible. L’approche hybride et l’approche basée sur les graphes sont les
plus complètes, s’affranchissant des formalismes source et cible tout en offrant la possibilité de
faire des manipulations complexes du modèle source. Néanmoins la transformation de graphes
est une tâche qui peut être très complexe. Dans le cadre de MDA, QVT est la solution proposant
une approche hybride.
1.2.5 Les implémentations de QVT.
Depuis que l’OMG a proposé le standard QVT pour l’expression des transformations, plusieurs
implémentations ont émergé. Les trois principales sont ATL (Jouault et al., 2008), QVT opéra-
tionnel (QVTo) (Eclipse, 2019c) et QVT Relationnel (QVTd) (Eclipse, 2019b). Il y a également
VIATRA (Eclipse, 2019d), un outil basé sur les transformations de graphes, qui implémente
certains concepts de QVT. Ces langages sont implémentés dans l’IDE Eclipse en utilisant le
cadre de développement Eclipse Modeling Framework (EMF). EMF est un plug-in qui permet
de modéliser et de manipuler les modèles. EMF laisse la possibilité de modéliser ses propres
méta modèles (en respectant le standard MOF) et ainsi déﬁnir les langages source et cible des
transformations.
QVTd implémente la partie relationnelle du langage, ainsi que QVTCore. Ce plug-in permet
de faire correspondre des éléments du modèle source, avec des éléments du modèle cible. Les
règles permettant de conditionner cette correspondance sont exprimées en utilisant le langage
OCL. Alors que le plug-in QVTo implémente la partie impérative du langage. Celui-ci permet
de déﬁnir des relations quand une expression purement déclarative ne sufﬁt pas, en s’appuyant
cette fois sur des règles OCL impératives. Ces règles enrichissent les règles basiques avec
des constructions plus complexes (e.g., une boucle while), tout en gardant l’expressivité du
langage. Ces deux plug-ins offrent tout un ensemble d’outils utiles à leur déploiement sur
Eclipse (API Java, debugger, editeur spéciﬁque, etc ..).
VIATRA2 implémente à la fois la partie déclarative et la partie impérative du langage. Cette
implémentation est basée sur deux formalismes : les transformations de graphes et les ma-
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chines à états abstraites. D’un coté, VIATRA2 ne satisfait pas au standard MOF : il offre un
outil de d’expression de méta modèles plus expressif que MOF appelé VPM model space et le
langage de transformation utilisé n’est pas QVT. Cependant, il offre un support permettant de
traduire la spéciﬁcation de QVT vers les deux formalismes utilisés. VIATRA2 offre un envi-
ronnement complet intégré à Eclipse, proposant également des mécanismes de vériﬁcation des
transformations produites.
ATL implémente à la fois la partie déclarative et la partie impérative du langage. Il a été déve-
loppé en réponse à la demande de l’OMG de fournir une implémentation de l’approche déﬁnie
dans QVT. Le langage ATL fournit un moyen simple de déﬁnir des transformations de modèles
depuis et vers des modèles déﬁnis en accord avec le standard MOF. De la même façon que pour
VIATRA, tout un ensemble d’outil est fourni dans l’environnement Eclipse pour supporter son
utilisation. Nous verrons plus en détail l’utilisation du langage ATL dans le Chapitre 4.
VIATRA n’étant pas purement basé sur QVT, nous nous intéresserons plutôt aux trois autres
langages. Plusieurs paramètres sont à considérer lors du choix d’une de ces implémentations.
Le premier paramètre est la performance de chacun, dans un contexte où la taille des modèles
peut considérablement impacter le temps d’exécution de la transformation. Le travail de van
Amstel et al. (2011) s’attache à comparer ces trois langages en termes de performance. Pour
cela il s’appuie sur deux types de modèles en entrée (un de type graphe et un de type arbre) et
incrémente le nombre d’éléments de chacun tout en vériﬁant le temps d’exécution des transfor-
mations. Les résultats des travaux montrent que ATL est plus performant que QVTo et QVTd,
quelque soit le type de modèle en entrée. Ils montrent également que les résultats ne sont pas
grandement impactés par l’utilisation d’une implémentation déclarative plutôt qu’impérative
d’ATL.
1.3 Langage de modélisation source de notre transformation : les machines à états UML
Le standard UML offre un guide pour l’utilisation de modèles adaptés à chaque étape de l’ana-
lyse et de la conception du logiciel, avec une proposition de représentation graphique pour
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chaque modèle. Malgré la présence d’une spéciﬁcation détaillée, le standard offre une assez
grande liberté d’interprétation des concepts proposés.
Les machines à états permettent de présenter le comportement du logiciel a travers une succes-
sion d’états. Le comportement du logiciel en réponse à l’occurrence de certains événements est
représenté par une séquence de chemins à travers la machine. Une machine à états contient une
ou plusieurs régions. La présence de multiples régions peut représenter deux comportements
différents :
- Si elles sont orthogonales elles représentent des fragments concurrent pouvant s’exécuter
en parallèle.
- Imbriquées elles permettent de déﬁnir des niveaux hiérarchiques dans la machine à états.
Une région contient un ensemble de noeuds, correspondant à des états ou des pseudo-états,
connectés entre eux par des transitions. Par exemple, dans la Figure 1.4, la machine à états
Light contient une seule région contenant les états Oﬀ et On. Il existe un type particulier de
machine à états appelé sous machine à états. Cette construction permet la réutilisabilité de la
machine : une sous machine à état peut être appelé par d’autres machines.
Enﬁn, les machines à états UML peuvent communiquer entre elles, à travers un mécanisme de
signaux : une machine peut envoyer un signal à une ou plusieurs autres machines. Le signal
peut alors déclencher l’exécution d’une transition d’un état vers un autre.
1.3.1 Les états
Un état est soit actif soit inactif. Il représente l’état du logiciel à un instant donné. Plusieurs
états peuvent être actifs au même instant, en existant dans des régions orthogonales différentes.
Les états sont connectés entre eux par des transitions, déﬁnissant les conditions de passage
de changement d’état du logiciel. Dans la Figure 1.4, le passage de l’état Oﬀ à l’état On est





Figure 1.4 Les états UML
Les états peuvent être soit de type simple, soit de type composite (ou contenir une sous machine
à états). Un état simple, comme son nom l’indique, ne contient pas de sous états. Un état
composite peut contenir une ou plusieurs régions. Comme précisé précédemment les régions
contiennent des noeuds et des transitions. Il existe deux types d’états composites :
- Le Or-state : qui est un état composite avec une et une seule région. L’activation de cet état
entraîne l’activation d’un et un seul de ses sous états à un instant donné.
- Le And-state : qui est un état composite avec deux régions ou plus. Quand cet état est actif,
il y a un sous état par région qui est actif. Donc plusieurs de ses sous états sont actifs à un
instant donné. Par exemple dans l’état LightOn dans la Figure 1.5, à un instant t la lampe
principale et la lampe secondaire peuvent être toutes deux dans l’état Running dans chaque
région.
Enﬁn, les états peuvent contenir trois types d’activités internes. D’abord l’activité entry. Celle-
ci déclenche une action aussitôt que l’état est activé, après que la transition entrante ait été
exécutée. Ensuite l’activité do, qui déﬁnit une action qui sera exécutée tout le temps où l’état
est actif. Enﬁn une activité exit, déﬁnissant une action déclenchée lorsque l’état est désactivé,
juste avant que la transition sortante soit exécutée. On retrouve un exemple de ces activités
dans la Figure 1.5.
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LightOn
entry / turn on main light
do  / flash secondary light











Figure 1.5 Exemple d’état composite
1.3.2 Les transitions
Une transition est une connexion entre deux noeuds (état ou pseudo-état). Elle possède une
unique source et une unique cible. Lors de son activation, une transition est d’abord dite at-
teinte, quand son noeud source est actif. Elle est ensuite exécutée puis complétée une fois que
son noeud cible est atteint.
Il existe différents types de transition. La plus courante est la transition externe, dont l’exécu-
tion amène l’inactivation du vertex source. Ensuite la transition locale, qui n’existe que dans
les états composites. Elle consiste en une transition entre deux états appartenant tous les deux
au même état composite. Enﬁn, il y a les transitions internes. Celles-ci sont des transitions de
l’état vers lui-même.
Une transition est déﬁnie par trois caractéristiques optionnelles, que nous appellerons dans la
suite "items" :
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- Des évènements "Triggers" : qui déﬁnissent les événements nécessaires au déclenchement
d’une transition. Le trigger de la transition entre Oﬀ et On de la Figure 1.4 est l’événement
SWITCH.
- Une condition "Guard" : C’est une condition qui doit être évaluée vraie pour que la transi-
tion puisse être déclenchée. Dans la Figure 1.4, la transition de l’état Oﬀ à On ne peut être
déclenchée que sous la condition powerRunning=true.
- Une action "Effect" : qui correspond à une ou plusieurs actions qui seront exécutées si la
transition est exécutée. L’action lightOn() est déclenchée par l’exécution de la transition
dans la Figure 1.4.
1.3.3 Les pseudo-états
D’après la spéciﬁcation UML, un pseudo-état est une "abstraction qui englobe différents types
de noeuds transitoires dans la machine à états". Ceci signiﬁe qu’un pseudo-état permet d’ex-
primer un comportement particulier, sans pour autant être un noeud qui sera considéré actif à
un instant t, à la différence d’un état. Il existe plusieurs types de pseudo-états, exprimant des
comportements différents :
- Le pseudo-état initial : celui-ci sert à démarrer l’exécution d’une région. Il est obligatoire
pour chaque région. Dans la Figure 1.6, le pseudo-état initial indique que le premier état
actif sera l’état A au démarrage de la machine.
- Les noeuds d’histoire deep et shallow permettant de conserver une trace de l’exécution
passée de la machine. Ainsi si un noeud d’histoire est placé dans un état composite, on
connaîtra l’historique d’exécution de ses sous états. Par exemple le dernier sous état actif
sera prit comme point de départ si l’état composite est réactivé.
- Les noeuds join et fork : ceux-ci permettent de fusionner ou séparer un ensemble de transi-
tions respectivement. Pour sortir du fork ou du join, chacune des transitions entrantes devra
avoir été exécutée. Dans la Figure 1.6, L’état C est connecté aux états G et H par un fork.
Lorsque l’événement E5 arrive, les deux états G et H sont activés. Ensuite, pour que l’on
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sorte du noeud join et que l’état ﬁnal soit actif, il faut que les deux événements E6 et E7
arrivent. Si seulement l’un d’eux est déclenché, on attend le second avant de sortir du noeud.
- le noeud de jonction : Celui-ci permet de simpliﬁer l’écriture de multiples transitions sor-
tantes ou entrantes des états. La Figure 1.6 contient un noeud de jonction liant les états A
avec B et C. L’évaluation des conditions des transitions sortantes de ce noeud est réalisée
de manière statique (sans tenir compte d’éventuelles actions sur les transitions entrantes).
- Le noeud de décision : Le comportement est similaire à celui du noeud de jonction, mais
celui là permet d’assurer que les conditions des transitions sortantes seront évaluées en
fonction de l’effet de l’action des transitions entrantes (évaluation dynamique). On l’utilise
fréquemment pour exprimer le comportement if-then-else. Par exemple le noeud de décision
qui relie les états A, D et E dans la Figure 1.6 assure que l’action A2 soit exécutée avant
d’évaluer les conditions des transitions sortantes.
- Le point d’entrée et de sortie : permettent d’offrir une alternative à l’entrée ou la sortie
d’une région. Un exemple est présenté à la Figure 1.6 dans l’état composite E.
- Le point terminate : permettant de terminer l’exécution d’une machine à états de façon pré-
maturée. À ne pas confondre avec un état ﬁnal, qui lui n’est pas un pseudo-état, mais un état
exprimant la terminaison de l’exécution d’une région. Dans la Figure 1.6, si l’événement
E4 arrive alors que l’on est dans l’état D, alors on arrête l’exécution de la machine.
Les pseudo-états sont une particularité du langage UML, nous ne les retrouvons pas dans les
autres langages.
1.4 Langage de modélisation source de notre transformation : les machines à états Sta-
teﬂow
L’entreprise MathWorks propose un langage de modélisation en complément du langage de
développement Matlab : le langage Simulink. C’est un langage graphique de modélisation

























Figure 1.6 Les pseudo-états dans le langage UML
Les machines Stateﬂow étendent le langage Simulink en offrant un mécanisme similaire aux
machines à états d’Harel. Une machine Stateﬂow s’intégre dans un diagramme Simulink, et
s’interface avec les blocs à travers des ports d’entrées et de sorties. Stateﬂow est utilisé pour
représenter la partie contrôle du logiciel. Contrairement au langage UML, Stateﬂow ne laisse
aucune place à l’interprétation.
Dans les sections suivantes nous présenterons les concepts du langage Stateﬂow. Les ﬁgures
illustrant les concepts de Stateﬂow sont adaptées du guide utilisateur (Mathworks, 2019).
1.4.1 Les états
Un état est soit actif ou inactif. Un état actif correspond à une situation stable du système.
L’évolution du système à travers les différents états se fait en réponse à l’occurrence d’événe-
ments. La spéciﬁcation Stateﬂow introduit la possibilité de déﬁnir une hiérarchie dans les états
en utilisant des états composites. Dans cette situation, un état composite devient actif, suivi par
ses sous-états. Quand tous ses sous états deviennent inactifs, l’état composite devient inactif.
Les états sont liés entre eux par des transitions, permettant de déterminer les conditions d’acti-
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vation et d’inactivation de ceux-ci. Les états A et B de la Figure 1.7 sont par exemple liés par







Figure 1.7 Les états dans Stateﬂow
Un état composite peut contenir un ensemble séquentiel de sous états. Ce type est nommé Or-
state. Dans ce cas un seul des sous états peut être actif à un instant donné. C’est par exemple
le cas de l’état A de la Figure 1.7, étant un Or-state contenant deux sous états A1 et A2. Un
état composite peut aussi contenir un ensemble parallèle de sous états. Cet état est appelé And-
state. Cette fois plusieurs sous états peuvent être actifs au même moment (c’est le cas des
états gearState et selectionState dans la Figure 1.8). Pour éviter toute situation non détermi-
niste, un ordre sera attribué (manuellement ou automatiquement) à chaque état parallèle. L’état
gearState a la priorité 1, et l’état selectionState a la priorité 2.
Un état (simple ou composite) peut contenir des actions internes. Une action interne peut être
de type entrée, dans ce cas elle est exécutée aussitôt que l’état la contenant devient actif. Une
action peut être de type during, dans ce cas elle est exécutée durant la période où l’état est actif.


































Figure 1.8 États parallèles - Machine à états Stateﬂow extraite
du logiciel Matlab
1.4.2 Les transitions
Une transition correspond à un arc représentant le passage d’un état à un autre. Les séquences
de transitions décrivent les différents comportements adoptés par le système. Une transition
sera empruntée lors de la sortie de son état source en réponse à l’occurrence d’un événement.
Il existe différents types de transitions. La transition classique, où l’état source et cible sont
différents, et au même niveau hiérarchique. Une transition self-loop, ou l’état source et cible
sont les mêmes. Les transitions entre niveaux, pour lesquelles la source et la cible appartiennent
à des niveaux de hiérarchie différents. Et la transition par défaut, équivalente à un pseudo-état
initial pour UML, sans état source, qui permet d’indiquer l’état s’activant à l’activation d’un
thread local (e.g., le sous état d’un état composite). La transition entrante dans l’état A1 dans
la Figure 1.7 en est un exemple.
Les transitions sont caractérisées par les éléments suivants :
- Des événements : l’occurrence d’un des événements déclenche l’évaluation de la transition.
On retrouve par exemple l’événement E sur la Figure 1.9 entre les états On et Oﬀ.
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- Des conditions : Les valeurs de certaines variables sont évaluées. La condition [oﬀCount==0]
de la Figure 1.9 évalue la valeur de la variable oﬀCount.
- Des conditions actions : Si les conditions sont évaluées vraies, ces actions sont exécutées.
C’est le cas de oﬀCount = oﬀcount + 1 dans la Figure 1.9. Cette construction n’apparaît
cependant plus dans la version 2019 de la spéciﬁcation.
- Des actions : Si la transition est ﬁnalement empruntée pour transiter vers l’état cible, ces
actions sont exécutées. La fonction lightOﬀ() de la transition entre les états On et Off de la
Figure 1.9 est un exemple d’action.
Aﬁn d’éviter toute situation non déterministe, les transitions possèdent également des priorités.
Un états possédant plusieurs transitions sortantes doit déﬁnir un ordre de priorité pour chacune







Figure 1.9 Les transitions dans le langage Stateﬂow
Un événement peut être explicite s’il n’est pas produit par la machine, par exemple si il est
produit par l’environnement. Dans la Figure 1.8, l’événement after(TWAIT, tick) est in-
dépendant du déroulement de la machine. Ou alors les états eux mêmes peuvent produire
des événements, qui sont dans ce cas implicites. Ils peuvent les partager comme c’est le cas
pour les événements UP et DOWN dans la Figure 1.8. Durant leurs exécutions, à travers des
constructions telles que send(événement), une transition peut produire un événement à travers
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son action, et cet événement sera reçu par une autre transition pour évaluation. Cela permet par
exemple de synchroniser des états parallèles.
1.4.3 Les jonctions
Il existe deux types de jonctions : la jonction d’histoire et la jonction connective. Une jonction
d’histoire placée dans un état composite permet de conserver l’historique de l’activation des
sous états. Par exemple, si on réactive l’état composite, le dernier sous état actif est connu et
est pris comme point de départ.
Le cas classique d’utilisation d’une jonction connective est de fusionner et découper des tran-
sitions. Fusionner plusieurs transitions de sources multiples vers une seule cible. Découper une
transition depuis une source vers de multiples cibles. Fusionner plusieurs transitions depuis
une source vers une destination basée sur le même événement. La jonction entre les états D, E
et F dans la Figure 1.10 permet de lier les transition basées sur l’événement commun EOne,
tandis que la jonction entre A et B, C sépare les transitions déclenchées par deux événements














Figure 1.10 Réunir ou séparer des transitions avec
une jonction connective
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Une jonction de connexion permet aussi d’offrir différentes alternatives à une seule transition
selon le type de construction. Celle-ci permet de représenter les comportements suivants à
travers des constructions particulières :
Le comportement d’un if-then-else
Celui-ci se construit avec un noeud de jonction, comprenant plusieurs transitions sortantes,
possédant des guards différents. Pour éviter de tomber dans une situation non déterministe,
une des transitions sortantes (celle la moins prioritaire), ne comporte pas de guard. Celle-ci
correspond à la branche else. Dans la Figure 1.11, si la condition x>2 n’est pas vériﬁée une









Figure 1.11 Utilisation d’une jonction connective
pour exprimer un comportement if-then-else
Le Backtracking
Ce cas se construit comme une chaîne de plusieurs jonctions connectives. Entre chacune des
jonctions les transitions contiennent optionnellement des conditions et des actions, qui sont
évaluées dans l’ordre de priorité déﬁnie. Il se peut qu’après avoir exécuté un certain nombre de
transitions, aucune des transitions sortantes de la jonction atteinte ne puisse être exécutée. Dans
ce cas on revient à l’état de départ de la chaîne de jonction, et on évalue les transitions moins
prioritaires si il y a lieu. Dans la Figure 1.12, la condition y>=1 de la transition avec la priorité
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1 est évaluée, ensuite on tombe dans le premier point de jonction, et on évalue d’abord si x>2,
si ce n’est pas le cas on évalue x>=1. Si ce dernier guard est vrai on exécute la condition
action y=0 et on évalue si z>5. Si celui-ci est faux on retourne à l’état A et on exécute la














Figure 1.12 Cas de Backtracking utilisant des jonction
connectives
Le comportement d’une boucle for
Ce comportement se construit comme une transition de la jonction vers elle même avec les
composants d’une boucle for classique (e.g., for(int i=0, i<10, i++)). Cette transition, ayant
une priorité plus élevée que les transitions sortantes de la jonction, s’exécute tant qu’on a pas
atteint la limite de la boucle. Dans la Figure 1.13, la jonction connective entre les états A et B
assure que la fonction func1() est exécutée 10 fois.
1.5 Langage de modélisation cible de notre transformation : Les machines à états ﬁnis
étendues
Les machines à états ﬁnis étendues (EFSM) ont été choisies comme langage uniﬁcateur dans
le contexte du projet AVIO604. C’est donc le langage cible de notre transformation. En effet,
les EFSM ont l’avantage de s’appuyer sur le formalisme des machines à état ﬁnis, permettant
de représenter la partie ﬂot de contrôle de notre système, tout en apportant une partie ﬂot de







Figure 1.13 Utilisation d’une jonction
connective pour exprimer un
comportement boucle for
que celui des machines Stateﬂow et UML : il n’inclut pas le concept de jonction, de pseudo-
états, d’événement et d’action interne. Ayant pour objectif de générer des tests, dans le projet
AVIO604 nous avons considéré des EFSM sans hiérarchie ; i.e., les états sont tous simples. Un
EFSM se présente sous la forme d’une succession d’états et de transitions relatant le compor-
tement d’un système. Les chemins depuis un état initial jusqu’à un état ﬁnal représentent les
scénarios comportementaux du système, tout en explicitant l’enchaînement d’événements et de
conditions qui les contraignent.
1.5.1 Les états et transitions
Un état dans le formalisme EFSM a la même signiﬁcation qu’un état dans le langage Stateﬂow
ou dans le langage des machines à états UML. Un état est soit actif, soit inactif. Cependant,
plusieurs états ne peuvent pas être actifs au même moment au sein de la même machine. Les
états sont actifs de manière séquentielle. À la différence des autres langages, un EFSM ne
déﬁnit pas d’activités ou d’actions internes.
Une transition a la même signiﬁcation que dans les langages précités. Elle permet lors de la
satisfaction des exigences qu’elle déﬁnit, de changer d’état. Par exemple dans le cas de la
machine de la Figure 1.14, si l’état Oﬀ est actif, que l’événement SWITCH est reçu et que le
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guard PowerRunning=true est évalué à "vrai", alors l’action lightOn() est exécutée, l’état
Oﬀ marqué inactif, et l’état On marqué actif.
Off On
SWITCH[PowerRunning=true]/lightOn()
Figure 1.14 États et transitions des EFSM
1.5.2 Déﬁnition formelle d’une machine EFSM
Dans le contexte de notre projet, nous adoptons la déﬁnition suivante pour nos EFSM, adaptée
de Alagar & Periyasamy (2011). Un EFSM est un tuple M = (S, S0, E, A, T) où :
- S est un ensemble ﬁni non vide d’états atomiques.
- S0 ∈ S est l’état initial.
- E est un ensemble ﬁni d’événements.
- A un ensemble ﬁni d’actions.
- T est un ensemble ﬁni de transitions. Une transition t ∈ T se présente sous la forme t e[g]/a−−−→
t’, où e ⊂ E, g est une condition appelée guard, et a ∈ A est une action.
1.5.3 Extension des EFSM pour supporter la communication
A l’instar des machines à états Stateﬂow et UML, certains EFSM peuvent communiquer. C’est
le cas des CEFSM : EFSM communicants. Un système de CEFSM (Bourhﬁr et al., 2001) se
compose d’un couple (EFSM, Channel), constitué d’un ensemble d’EFSM et de Channels. Un
Channel est un tuple C = (Msource, Mcible, Signal) dont la déﬁnition est la suivante.
- Msource étant la machine depuis laquelle le signal est envoyé.
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- Mcible étant la machine vers laquelle le signal est envoyé.
- Signal étant le signal envoyé. Le signal est envoyé par une action, et reçue à travers un
événement.
Dans la Figure 1.15, la machine M1 envoie le signal E2 à travers l’action SEND(E2) sur la
transition entre les états A et B. La machine M2, attend cet événement E2 pour exécuter la





Figure 1.15 Deux EFSM M1 et M2 qui communiquent
1.6 Les Tests Basés sur les Modèles
L’étape de test d’un logiciel, surtout dans le domaine du logiciel des systèmes embarqués cri-
tiques, est une étape déterminante et primordiale. C’est pour cela qu’elle peut représenter jus-
qu’à 50% (Boehm et al., 1981) des ressources utilisées dans la conception du logiciel. Une des
approches qui vise à faciliter la phase de tests est l’approche de tests basée sur les modèles.
Le travail de Shaﬁque & Labiche (2015) déﬁnit les tests basés sur les modèles comme une
approche qui utilise le ou les modèles d’un système que l’on doit tester aﬁn d’en extraire des
cas de test abstraits. Ces cas de tests abstraits sont ensuite rafﬁnés en cas concrets aﬁn d’être
utilisés sur une plateforme spéciﬁque. Les modèles permettent également d’extraire les oracles
de tests. Dans la démarche de l’IDM, le test basé sur les modèles est une approche intéressante
permettant d’exploiter au maximum la puissance de la modélisation. L’objectif de ce travail est
d’obtenir un modèle formel et uniﬁcateur supportant la génération de test. Dans le cadre du
projet AVIO604 les modèles utilisés pour générer les tests sont des CEFSM. En effet il existe
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un nombre élevé de travaux utilisant ce type de formalisme (Li & Wong, 2002; Guglielmo
et al., 2011; Kalaji et al., 2011; Bourhﬁr et al., 2001).
1.6.1 Techniques de génération de tests basées sur les EFSM
Dans un premier temps, aﬁn de générer des cas de tests utilisables, il faut identiﬁer l’ensemble
des "chemins faisables" à travers la machine. Un chemin faisable est un ensemble de transitions
démarrant de l’état initial S0 menant à un état S où chaque condition sur les variables de chaque
transition est satisfaite. Cela peut impliquer une séquence particulière, dans un ordre particulier.
Ainsi, dans les travaux abordant la génération de tests depuis des EFSM, la première étape
consiste à trier les séquences de transitions, aﬁn de ne retenir que les séquences faisables.
Pour cela, différentes méthodes sont proposées. Certaines méthodes présupposent certaines
propriétés sur les EFSM. Par exemple les travaux de Duale & Uyar (2004) présupposent : 1)
l’absence de communication entre les EFSM (impossible donc dans le cadre de l’utilisation
de CEFSM), 2) l’absence de fonctions récursives, et 3) le fait que les conditions et les actions
soient linéaires.
Duale & Uyar (2004) proposent d’éliminer les séquences infaisables entre S0 et S, en résolvant
les conﬂits sur les variables dans les actions et dans les conditions. Pour cela ils proposent
d’utiliser des matrices qui représentent les effets de chaque action sur les variables à travers la
machine pour toutes les paires d’états incluant S. Si dans ces matrices certaines variables ont
été modiﬁées de différentes manières, il y a potentiellement des conﬂits entre les actions. En
utilisant la valeur symbolique (Coward, 1991) de chaque variable à l’état S, on détermine la
faisabilité de chaque condition impliquant les variables modiﬁées. Et pour chaque conﬂit, on
sépare la machine en sous-machines éliminant ces conﬂits.
Une fois que tous les conﬂits ont été résolus, un EFSM est dit cohérent et les techniques
de génération de test à partir des EFSM s’appliquent. Il existe de nombreux travaux utilisant
des techniques de génération variées (model-checking, utilisation de technique d’optimisation
telles que les algorithmes génétiques, etc...). On peut notamment identiﬁer les travaux de Ernits
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et al. (2006) utilisant les techniques de model-checking aﬁn d’identiﬁer les chemins faisables
et d’obtenir une couverture de test convenable. Les travaux de Kalaji et al. (2011) utilisent
un algorithme génétique aﬁn d’extraire à la fois les chemins faisables et les cas de tests, en
limitant la possible explosion de leur nombre. Enﬁn pour répondre à cette problématique d’ex-
plosion tout en maximisant la couverture du modèle, Di Guglielmo et al. (2011) proposent une
utilisation à la fois d’exécution symbolique et concrète. L’exécution symbolique va déterminer
quelles sont les entrées à injecter dans le modèle lors de l’exécution concrète aﬁn d’obtenir la
couverture souhaitée. Cela permet de limiter l’exploration du modèle et donc l’explosion du
nombre de cas de test.
Une autre méthode permettant la génération de cas de tests est l’extraction des graphes de
ﬂot de contrôle et de données depuis les machines EFSM/CEFSM (Li & Wong, 2002). Les
travaux de Naik & Tripathy (2008) déﬁnissent ces graphes de la façon suivante. Le graphe de
ﬂot de contrôle est une représentation graphique d’une unité d’un programme. Il permet de
visualiser tout les chemins possibles dans un programme. C’est-à-dire toute les séquences de
conditions et de déclarations qui peuvent avoir lieu dans notre programme. Le graphe de ﬂot
de données représente la manipulation des variables à travers le programme. Ainsi une variable
peut être soit déﬁnie, soit utilisée. Elle peut être utilisée soit dans une condition, soit dans une
action. La détermination des noeuds de déﬁnition et d’utilisation pour chaque variable permet
de construire le graphe de ﬂot de données pour chacune d’elle. Une fois les graphes construits,
il sont exploités selon la couverture de test souhaitée.
1.6.2 Couverture de test
Pour assurer la qualité des tests, il faut analyser leur degrés couverture, c’est-à-dire la partie
du code couverte par ces tests. Cela permet de voir si le code est testé de manière adéquate
selon le contexte. On peut considérer différents critères de couverture, incluant la couverture
de conditions, d’instructions, des fonctions etc. Dans notre cas, par exemple, la norme DO-178
impose que les tests des logiciels aéronautiques de DAL A assurent une couverture Modiﬁed
Condition / Decision Coverage (MC/DC). La norme déﬁnie cette couverture de la façon sui-
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vante : chaque décision doit avoir pris toutes les valeurs possibles, et chaque condition de cette
décision doit avoir été évaluée en ayant un impact sur la décision.
Considérons la décision suivante :
i f ((A||B)&&C){...}else{...} (1.1)
Il faudra trouver un jeu de tests permettant de vériﬁer les conditions suivantes :
A = faux, B = faux, C = vrai : La décision est évaluée à faux
A = faux, B = vrai, C = vrai : La décision est évaluée à vraie
A = faux, B = vrai, C = faux : La décision est évaluée à faux
A = vrai, B = faux, C = vrai : La décision est évaluée à vraie
Les travaux de Frankl & Weyuker (1988) présentent les critères de couverture plus commu-
nément utilisés en ce qui concerne les tests sur les variables. Ces critères s’appliquent sur les
graphes de ﬂot de données. En identiﬁant les étapes auxquelles une variable est déﬁnie et utili-
sée, par une condition ou une action et en considérant les séquences de déﬁnition/d’utilisation,
certains critères comme All-Defs peuvent être vériﬁés. Le critère All-Defs déﬁnit un chemin
(une séquence états-transitions) au cours duquel la variable n’est pas redéﬁnie entre le noeud
de départ et celui d’arrivée, et la variable est utilisée au noeud d’arrivée. Évidemment, ces




2.1 Les transformations de machines à états
Cette revue a été menée dans l’objectif d’identiﬁer et d’analyser les techniques existantes de
transformation de machines à états. Aﬁn de réduire le champ d’étude aux aspects qui sont reliés
à notre travail, la revue se limite aux techniques suivantes :
- Nous nous sommes concentrés sur les transformations de machines à états UML et State-
ﬂow.
- Le modèle cible est, dans la majorité des travaux, un formalisme de machines à états éten-
dues (ou un formalisme très proche).
- L’objectif de la plupart de ces travaux est de fournir un modèle cible formel utilisable à des
ﬁns de vériﬁcation.
2.1.1 Les transformations de modèles UML
Différents travaux se sont intéressés à la transformation des machines à états UML vers des
formalismes plus simples à analyser et exploiter. L’article de Devroey et al. (2015) fait un état
de l’art concernant les techniques de suppression de la hiérarchie des machines à états, que nous
appellerons Flattening. Cet article recense une dizaine de travaux dont le modèle d’entrée de la
transformation correspond à une machine à états UML. Ces travaux ont différents objectifs et
utilisent différents formalismes cibles. Certains visent la génération de code, d’autres les tests
basés sur les modèles, ou encore la vériﬁcation de modèles. Mais l’objectif principal est bien
souvent d’obtenir un modèle plus formel sur lequel des analyses pourront être menées.
Les travaux de Kim et al. (1999) et Hong et al. (2000), abordent la transformation de machines
à états UML vers des machines à états ﬁnies étendues (EFSM) en déﬁnissant un ensemble de
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règles présentées de manière formelle. L’objectif de la transformation dans ces travaux est la
génération de tests basés sur les modèles. Ces travaux présentent le concept de conﬁguration.
Une conﬁguration correspond à l’ensemble des états dans lesquels le système se trouve à un
instant donné. Par exemple, pour un état composite actif contenant deux régions parallèles
comme l’état ON dans la Figure 2.1, trois états sont actifs en même temps : l’état composite
(ON), et un état dans chacune des régions (e.g.,IDLE dans la région COFFEE et EMPTY













C1 : ON, 
COFFEE, IDLE, 
MONEY, EMPTY
C2 : ON, 
COFFEE, BUSY, 
MONEY, EMPTY
C3 : ON, COFFEE, 
IDLE, MONEY, 
NOT EMPTY










Figure 2.1 Les conﬁgurations, adapté de Kim et al. (1999)
Le travail de Hong et al. (2000) propose une optimisation du nombre de transitions produites
lors de la transformation, et déﬁni le concept de Normal Form Speciﬁcation, décrivant un EFSM
préservant le comportement de la machine à état UML dont il est issu. Ce travail propose de
conserver cette forme normale tout en réduisant le nombre de transitions, éliminant celles in-
troduisant des conﬂits, notamment en vériﬁant manuellement les enchaînements d’événements
possibles et impossibles et les dépendances entre les variables. Dans la Figure 2.1, on remarque
qu’un conﬂit apparaît : la condition de la transition de la conﬁguration C1 vers C2 impose que
m>0 pour être exécutée. Hors la variable m est seulement modiﬁée par la transition de C1 vers
C3, donc la transition de C1 vers C2 ne peut jamais être empruntée. Néanmoins les techniques
proposées dans ces travaux s’appliquent à l’ancienne version de UML (1.1), et n’aborde pas
la transformation de certains concepts UML tels que les pseudo-états. De plus ces techniques
obligent la personne modélisant le système à intervenir dans la transformation pour l’optimi-
sation du nombre de transitions, ce qui limite l’automatisation.
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Des travaux tels que ceux de Kuske (2001) ou plus récemment de Pradhan et al. (2019) utilisent
les techniques de transformation de graphes aﬁn d’obtenir un modèle aisément utilisable pour
la génération de test. Le travail de Pradhan et al. (2019) génère simplement un "graphe d’ac-
cessibilité" en exécutant du code généré depuis le modèle. Cette méthode ne peut cependant
s’appliquer qu’à des machines à états UML simple, sans hiérarchie, sous peine de devenir très
complexe.
Le travail de Kuske (2001) s’attaque à la hiérarchie des machines à états et présente la forma-
lisation de la structure d’une machine à états UML sous la forme d’un graphe. Pour chaque
élément structurel de la machine (e.g., état composite, état simple), un noeud particulier est
déﬁni. Une unité de transformation appliquée à ce noeud permet de l’aplatir. Chaque unité
se compose d’un ensemble de règles, spéciﬁant chacune l’élément à transformer et l’élément
cible de la transformation, ainsi que les conditions de la transformation. La Figure 2.2 présente
la règle de transformation de graphe r2, permettant de rafﬁner de façon récursive un noeud
cs correspondant à un état composite T contenu dans une machine à états STM en un noeud
correspondant à un état simple séquentiel. Il contient un noeud SorC, contenant le reste de la
hiérarchie sous-jacente. Le booléen isC permet de préciser si le noeud composite est un And-
state (isC = T) ou un Or-State (isC = F). En appliquant ces règles dans un ordre précis à chaque
niveau de hiérarchie on obtient ﬁnalement une machine plate.





Dans le même esprit, le travail de Minas & Hoffmann (2008) présente un algorithme permet-
tant de supprimer la hiérarchie des machines à états UML, en utilisant la technique de trans-
formation de graphes Double Pushout Graph Rewriting. L’Algorithme 2.1 propose les étapes
suivante : 1) il transforme les And-states en Or-states, et 2) il aplatit les Or-states.
Algorithme 2.1 Algorithme de Flattening, extrait de Minas & Hoffmann (2008)
1 while the graph contains And State or Or State nodes do
2 //remove a bottom level and-state
3 if possible mark_bottom_level_and ;
4 for all matches and_create_cross_product ;
5 if possible and_create_init ;
6 for all matches and_create_trans ;
7 as long as possible and_clean_up ;
8 //remove all or-state
9 as long as possible or_move_outgoing_trans ;
10 as long as possible or_remove ;
11 end
Les lignes 3 à 7 opèrent sur les And-states. D’abord, la fonction mark_bottom_level_and iden-
tiﬁe le niveau le plus profond du And-state considéré, car l’algorithme s’applique du niveau le
plus profond vers le plus haut. Ensuite la fonction and_create_cross_product permet de réali-
ser le produit cartésien des régions contenue par les noeud états composite, ce qui s’apparente
aux conﬁgurations que le travail de Kim et al. (1999) propose. La fonction and_create_init
permet de créer le nouveau noeud pseudo-état initial qui servira de point de départ pour les
sous états du nouvel Or-state qui émanera de cette transformation. La fonction and_create_-
trans s’occupe de la gestion des transitions internes, en reportant toute transition pré-existante
entre deux états contenus dans la conﬁguration, tandis que la fonction and_clean_up permet
de remplacer le noeud Or-state par un noeud And-state. Les deux dernières fonctions (lignes
9 et 10) concernent le ﬂattening des Or-states. La première or_move_outgoing_trans permet
de connecter les transitions qui étaient précédemment connectées au Or-state aux sous états,
tandis que or_remove supprime le Or-state. La Figure 2.3 présente l’algorithme appliqué sur le
And-state B dans la ﬁgure (a). La ﬁgure (b) présente le résultat obtenu à la ﬁn de l’application
41
de la première étape, et la ﬁgure (c) le résultat obtenu à la ﬁn de l’application de l’algorithme.
Cet algorithme ne permet cependant pas de traiter les pseudo-états ou les activités internes.
Figure 2.3 L’algorithme appliqué à une machine à états UML,
extrait de Minas & Hoffmann (2008)
D’autres travaux proposent de transformer les concepts des machines à états UML vers d’autres
formalismes, par exemple vers du code (Niaz & Tanaka, 2004), ou encore des réseaux de Pe-
tri (Kumar et al., 2017). Les travaux de André et al. (2014) et Yao & Shatz (2006) proposent
une transformation vers des réseaux de Petri colorés étendus (ECPN). Ces réseaux présentent
deux types de nœuds : des nœuds états et des nœuds transitions, liés entre eux par des arcs.
L’extension fournie par l’utilisation de couleurs permet de typer les nœuds. Les travaux de
Yao & Shatz (2006) proposent un algorithme de transformation en deux étapes : 1) la machine
est transformée en un modèle intermédiaire plat séquentiel appelé Extended Hierarchical Auto-
mata, et ensuite 2) ce modèle intermédiaire est tranformé en ECPN. La Figure 2.4 présente les
deux étapes de l’algorithme appliqué sur la machine de la ﬁgure (a). D’abord, on transforme la
machine en Extended Hierarchical Automata en isolant la partie composite de la machine du
reste. A cette étape les transitions ne peuvent pas traverser un niveau de hiérarchie, donc dans
cet exemple pour conserver les transitions telles que la transition T3 sortante de l’état C vers
l’état H dans la ﬁgure (b), on crée un ensemble nommé source restriction gardant l’informa-
tion. De façon similaire, pour conserver l’information sur une transition telle que T8 entrante
dans l’état B, on crée un ensemble nommé target determination.
Dans la seconde étape de l’algorithme, la partie composite est transformée en une composite




Figure 2.4 L’algorithme de transformation des machines à états
UML en réseaux de Petri colorés étendus, extrait de
Minas & Hoffmann (2008)
gurations dans les exemples précédents. Dans la ﬁgure (c), on a OP(X)=<X,A,C>, <X,A,D>,
<X,B,C>, <X,B,D>. La connexion avec les transitions externes se fait, d’une part avec les in-
formations contenues dans les ensemble source restriction et target determination, et d’autre
part en consultant quel élément contenu dans OP(X) contient les états précédemment liés aux
pseudo-états initiaux (ici <X,A,C>). Cependant ces travaux n’abordent pas la transformation
des pseudo-états ou des activités internes, et n’explique pas comment sont gérées les transitions
internes des composite places.
2.1.2 Les transformations de modèles Stateﬂow
Certains travaux se sont intéressés à transformer les machines Stateﬂow vers des formalismes
plus simples à traiter et analyser. Pour de nombreux travaux, l’objectif est d’obtenir un modèle
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utilisable pour de la vériﬁcation ou de la génération de test. Les langages cibles (e.g., code,
automata) et les techniques (e.g., transformation de graphes, manipulation directe de modèles)
sont divers.
Le travail de Li & Kumar (2011) présente par exemple une transformation de Stateﬂow vers
un formalisme proche de celui que nous avons adopté. Ce formalisme, Input/Output Extended
Finite Automata (I/O-EFA), repose sur le principe de location, pouvant être initiale, normale ou
ﬁnale, et sur des transitions contenant des événements entrants et sortants, des conditions et des
actions. Comme pour les EFSM, l’existence d’une hiérarchie n’est pas permise. Ce travail pré-
sente un algorithme de transformation du langage Stateﬂow vers I/O-EFA en deux principales
étapes : 1) les actions internes dans les états sont transformées, et 2) les états composites (Or et
And) sont aplatis. La première étape traite les états en tenant compte des actions entry, during
et exit qu’ils peuvent contenir. Le modèle I/O-EFA résultant pour un état s est présenté dans la
Figure 2.5. Un état s est découpé en trois locations : initiale (l0), normale (li) et ﬁnale (lm). Les
transitions entre l0 et li permettent de traduire le comportement des actions internes entry en
et during du, tandis que la transition entre li et lm traduit l’action exit ex. La condition de va-
leur sur la variable da permet de déterminer si l’état est actif(da=0)/inactif(da=1)/nouvellement
actif(da=2), tandis que la condition sur dl nous donne le sens d’exécution, si l’état s est un état
composite. On détermine ainsi si l’exécution de cet état amène à changer de niveau hiérar-
chique vers le bas(dl=-1)/vers le haut(dl=1) ou si il reste au même niveau(dl=0).
Figure 2.5 I/O-EFA correspondant à un état
Stateﬂow, extrait de Li & Kumar (2011)
La hiérarchie est ensuite traitée selon si l’état composite est un Or-state ou un And-state. Pour
le Or-state, la location normale du super état est connectée à l’ensemble de ses sous états, qui
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auront leurs trois locations actives de manière séquentielle. Tandis que pour un And-state, les
locations des sous états sont actives en parallèle pour un état par région. Bien qu’offrant une
solution au traitement des actions internes, ces travaux n’abordent pas l’ensemble des concepts
existants dans le langage (par exemple les jonctions) et le formalisme conduit à un modèle
relativement complexe et pas facile à utiliser comme support pour la vériﬁcation.
Agrawal et al. (2004) proposent une transformation d’un sous ensemble de Simulink et Sta-
teﬂow vers un formalisme appelé Hybrid Automata. Ce formalisme spéciﬁe un ensemble ﬁni
d’états, où chaque état déﬁnit une équation algébrique associée. L’algorithme est implémenté
avec GReAT, un langage basé sur la grammaire des graphes. L’algorithme de transformation
proposé se découpe de la façon suivante : 1) la hiérarchie est supprimée par une fonction (non
présentée), 2) les états sont découpés de façon à obtenir des états "discrets", ne contenant plus
aucune variable. Enﬁn, 3) les états inatteignables sont retirés en parcourant le modèle. Ce tra-
vail se focalise sur la partie 2) de l’algorithme : la découpe des états selon la valeur des variables
qu’ils contiennent. La Figure 2.6 présente les étapes de cette partie de l’algorithme, appliquée
à un exemple contenant des états contenant des actions internes entry. Le diagramme Stateﬂow
dans cet exemple est connecté à un diagramme Simulink en entrée. En simulant le diagramme
Simulink, il est possible de réaliser des inférences sur les variables impliquées dans l’action
interne. Dans l’exemple de la Figure 2.6, les inférences sur le modèle permettent de déduire
que la variable V3 dans l’état Low, et les variable V1 et V3 dans l’état Too_High peuvent
prendre les valeurs 0 ou 1. La variable V2 dans l’état High ne peut prendre que la valeur 1.
Suite à cette étape d’inférence, on découpe les états selon les différentes valeurs possibles des
variables, on conservant les transitions. Maintenant que les variables ont des valeurs constantes,
on peut obtenir un Hybrid Automata, ne contenant que des états, équivalents à l’ensemble des
cas possibles pour les variables impliquées dans leurs actions internes, et des transitions. Ainsi,
ce travail se focalise seulement sur la partie de découpage des états, sans présenter de technique
de ﬂattening, ou de gestion des jonctions dans Stateﬂow.
Le mémoire de Kratochvlová (2015) présente SF2DVE, une transformation de Stateﬂow vers
un langage utilisable par le model checker DiVinE (Barnat et al., 2006). La première étape de la
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Figure 2.6 Étapes du découpage des états, extrait
de Agrawal et al. (2004)
transformation est un algorithme permettant de transformer les éléments du langage Stateﬂow
complexe à traiter de manière formelle (e.g., hiérarchie, actions internes). La transformation
des états composites présentée se propose de traiter les Or-state de façon simple. Les états
composites sont éliminés et on ne garde que les sous états. Pour ne pas perdre les actions
internes des super états, celles-ci sont transposés sur les transitions de la manière présentée
dans la Figure 2.7. Une action during contenue dans le super état telle que duA est placée
sur les transitions sortantes du sous état dans la condition action. Le fait de la placer dans
les conditions actions permet de s’assurer qu’elle s’exécute avant l’action interne exit qui est
placée dans l’action. Ensuite les actions internes exit de l’état composite et du sous état source
de la transition (exA et exC) sont placés dans l’action de la transition, de la même manière que
les action interne entry de l’état composite et du sous état source de la transition (enB et enD).
Le résultat de l’algorithme est donc une machine à états Stateﬂow plate, ne contenant que des
états sans actions internes et des transitions.
Le résultat de l’algorithme est ensuite représenté au format XML, pour obtenir un ﬁchier com-
patible avec DiVinE. Cependant les concepts de Stateﬂow ne sont pas tous traités, et l’ordre


















C D[condition]{conditionAction, duA}/exC, exA action, enB, enD
Figure 2.7 Transformation des actions internes, adapté de
Kratochvlová (2015)
internes qui sont simplement transposées sur les transitions entrantes et sortantes dans l’état
contenant les actions. Le ﬂattening n’est présenté que pour le cas des Or-states.
Le travail de Scaife et al. (2004) propose une transformation d’un sous ensemble de Stateﬂow
vers du code Lustre. Le langage Lustre est utilisé pour faire la vériﬁcation de modèles. Les
auteurs déﬁnissent un sous ensemble de Stateﬂow comme un ensemble "Safe", dans le sens
ou le sous-ensemble évite les erreurs possibles et les comportements imprévus. Par exemple
le cas de backtracking, où une suite de jonctions peut amener un retour à l’état source, est
éludé. L’algorithme de transformation vers du code Lustre propose par exemple de traduire les
états comme des booléens : un booléen de valeur vrai correspond à un état actif, un booléen de
valeur faux correspond à un état inactif. Ce travail propose de traduire les actions internes de la
manière suivante : si un état devient actif (booléen de valeur vrai) on exécute son action d’entrée
en appelant une fonction dans le code, puis on déclenche une fonction correspondante à son
action during. Dès que l’état devient inactif (booléen de valeur faux), on déclenche une fonction
équivalente à son action exit. De cette manière, le comportement de la machine Stateﬂow est
traduit précisément dans le code. Il est intéressant de noter que les erreurs dans la traduction
du comportement peuvent se propager dans une transformation d’un formalisme vers un autre,
d’où l’intérêt de déﬁnir des règles de modélisation limitant les erreurs possibles.
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Toujours dans l’objectif d’obtenir du code pour faire de la vériﬁcation formelle, les travaux de
Zou et al. (2015) proposent une transformation de Simulink/Stateﬂow vers Hybrid Communi-
cating Sequential Process (HCSP). HCSP permet de décrire des systèmes concurrents hybrides
(comme Simulink/Stateﬂow). Ce travail permet de vériﬁer un modèle Simulink/Stateﬂow en
tenant compte des constructions particulières (e.g., hiérarchie, utilisation de noeud d’histoire).
Par exemple, un noeud d’histoire placé dans un Or-state est traduit comme une variable history,
qui contient le dernier sous état actif lorsque l’état composite est devenu inactif. L’utilisation
de HCSP dans ce contexte permet de retenir dans le modèle cible un aspect important des
diagrammes Stateﬂow : la communication inter et intra diagrammes.
2.2 Discussion
À la lumière de la revue de littérature réalisée, nous avons constaté qu’il y a très peu d’ap-
proches traitant la transformation des machines Stateﬂow comparé aux machines à états UML.
Ceci peut s’expliquer par le fait que UML et les outils le supportant sont accessibles aux cher-
cheurs et aux praticiens. Les travaux étudiés génèrent différentes représentations formelles avec
des langages divers. Toutefois, la majorité de ces travaux ne traitent pas les versions actuelles
des langages UML et Stateﬂow.
La majorité des travaux se focalisent sur le processus de ﬂattening de la machine à états. Dans
le cas d’UML, les travaux utilisent relativement la même technique basée sur l’identiﬁcation
des conﬁgurations. Cependant, l’ensemble des travaux étudiés offrent une couverture partielle
des langages UML et Stateﬂow. En effet, peu de travaux traitent certains concepts tels que
les activités internes et les pseudo-états dans le cas d’UML, et les jonctions dans le cas de
Stateﬂow.
Finalement nous avons observé que peu de travaux offrent un outil implémentant l’approche
proposée.
En se basant sur ces observations, nous proposons dans ce mémoire une approche satisfaisant
les exigences suivantes :
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- Offrir une transformation couvrant l’ensemble des concepts de chacun des langages ;
- Offrir une transformation qui préserve le comportement des machines à états ;
- Offrir une transformation générique, c’est à dire pouvant s’appliquer à n’importe quel for-
malisme de machine à états ;
- Déﬁnir un ensemble de bonnes pratiques de modélisation pour éviter les erreurs ;
- Et fournir une implémentation de cette approche dans un outil open source.
CHAPITRE 3
APPROCHE
Dans ce chapitre, nous introduisons notre approche générique, appelée STEF (State machine
To EFsm), pour transformer des machines à états vers un modèle formel plus simple supportant
la vériﬁcation. Nous présentons ensuite l’application de l’approche aux machines à états UML
et Stateﬂow.
3.1 Approche proposée de transformation
Nous avons analysé un ensemble de formalismes de machines à états incluant UML, Stateﬂow
et Scade (Ansys, 2018). Cette analyse nous a permis d’identiﬁer les concepts récurrents dans les
différents formalismes et qui ne sont pas présents dans le formalisme cible (EFSM). Elle nous a
aussi permis d’identiﬁer les différentes étapes nécessaires pour générer un EFSM à partir d’une
machine à états. Nous avons donc construit une approche générale de transformation pouvant
s’appliquer à n’importe quel formalisme de machines à états. Comme illustré dans la Figure
3.1, notre approche comprend deux processus : analyse et transformation.
Le processus d’analyse est appliqué une seule fois pour tout nouveau formalisme de machines
à états. Il consiste à :
1. Identiﬁer les concepts de base du langage (états et transitions) et leurs sémantiques, prin-
cipalement la sémantique d’exécution et les règles d’utilisation.
2. Identiﬁer les autres concepts (autre que les simples états et transitions) ainsi que leurs
sémantiques. De la même manière, il faut comprendre les règles d’utilisation et analyser
les exemples fournis.
3. Identiﬁer les concepts hiérarchiques particuliers autorisés par le langage (e.g., hiérarchie,
concurrence), leurs sémantiques ainsi que les recommandations d’usage si elles sont don-
nées par la spéciﬁcation.
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Le processus de transformation est composé de trois étapes :
1. Pré-traitement (Preprocessing) : cette étape permet de traiter l’ensemble des concepts qui
n’existent pas dans le formalisme cible. Ces concepts sont l’ensemble des concepts autre
que les états et les transitions. Des exemples de tels concepts sont les pseudo-états et les
activités internes dans UML, ainsi que les jonctions et les actions internes dans Stateﬂow.
2. Aplatissement (Flattening) : aﬁn de rendre les machines plus expressives et compréhen-
sibles, les différents formalismes sources permettent de déﬁnir les hiérarchies d’états (i.e.,
composition) et des états parallèles. Cette étape permet de supprimer la hiérarchie dans
une machine à états pré-traitée tout en préservant le comportement de la machine à états.
3. Mise en correspondance (Mapping) : cette étape fait la correspondance entre la machine à







































Figure 3.1 Approche générale proposée
Chaque étape est appliquée au niveau le plus bas de la hiérarchie des états puis aux niveaux
supérieurs. Autrement dit, une étape est appliquée aux états les plus atomiques et ensuite pro-
pagée vers les états composites selon l’ordre de composition.
3.2 L’approche appliquée aux machines à états UML
Dans cette section, nous présentons le sommaire des résultats du processus d’analyse appliqué à
UML, suivi des règles de transformation de chacune des étapes du processus de transformation
dans le cas des machines à états UML.
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3.2.1 Résumé des résultats du processus d’analyse des machines à états UML
Suite à l’analyse du formalisme des machines à états UML, nous avons identiﬁé les concepts
suivants (ces concepts ont été présentés dans la Section 1.3) :
1. Les états contiennent optionnellement des activités internes, et sont soit actifs soit inactifs
au cours de la durée de vie de la machine. Les transitions contiennent optionnellement un
événement, une condition et une action.
2. Le formalisme UML introduit le concept de pseudo-état, exprimant certains comporte-
ments particuliers.
3. Enﬁn, les états dans UML peuvent être composites ou simples. Il existe deux catégories
d’états composites : Or-state (séquentiel) ou And-state (concurrent).
3.2.2 Preprocessing
Selon le résultat de l’analyse, nous avons identiﬁé deux grandes familles de concepts différents
des états et des transitions : les pseudo-états et les activités internes.
3.2.2.1 Les pseudo-états
Cette étape s’attache à remplacer les pseudo-états (excepté le pseudo-état initial qui sera rem-
placé dans les étapes suivantes aﬁn d’identiﬁer le point de départ de chaque région) par des
concepts simples des machines à états UML tout en préservant le comportement de la machine
à états traitée. La Figure 3.2 présente un ensemble de pseudo-états traités par notre approche.
On y trouve, par exemple, des points d’entrées et de sorties dans l’état composite E, un noeud
de jonction et un noeud de décision.
Les pseudo-états point d’entrée/point de sortie Les premiers éléments qu’il est nécessaire
de traduire sont les points d’entrées et de sorties. Ceux-là se retrouvent à l’interface d’une
machine à état ou d’un état composite. Les points d’entrées sont une alternative à un pseudo-



















point d’entréenoeud de décision
Figure 3.2 Machine à états contenant des pseudo-états
sorties permettent de déﬁnir une sortie particulière d’un état composite. Ces pseudo-états sont
une pure abstraction graphique, ils permettent de facilement identiﬁer les entrées et sorties
particulières d’un état composite. La construction équivalente proposée est simplement une
élimination de l’abstraction : connecter la source de la transition entrante dans le point (entrée
ou sortie) avec la cible de la transition sortante. Seule la transition entrante peut posséder des
items (événement, condition et action).
La Figure 3.3 présente le résultat de la transformation de la machine de la Figure 3.2. Par
exemple, l’état E1 est maintenant directement lié à l’état F. Lors de ces transformations, l’ordre
d’exécution des états et des transitions est bien conservé. En effet, ici l’événement et la condi-
tion de la transition entrante seront d’abord évalués, puis l’action exécutée. Ensuite si l’état
composite cible contient une activité entry, elle sera exécutée. Il faut ajouter que, même si la
spéciﬁcation reste vague sur ce point, il ne faut placer des items que sur la transition entrante


















Figure 3.3 Machine à états sans pseudo-états
Les pseudo-états nœud de jonction/nœud de décision
Ces concepts servent à connecter les transitions entre les états, aﬁn de fusionner un ensemble
de transitions ou de démarrer un ensemble de transitions à partir d’une transition. À titre
d’exemple, on peut s’en servir pour fusionner plusieurs transitions entrantes en une seule sor-
tante et inversement. La différence entre ces deux pseudo-états réside dans l’évaluation des
items de leurs transitions sortantes. Le nœud de décision, contrairement au nœud de jonction,
permet d’évaluer toutes les transitions sortantes du nœud de façon dynamique. Aussi une ac-
tion sur les variables réalisée en amont du nœud de décision pourrait avoir un impact sur les
variables qui seront évaluées dans les conditions des transitions sortantes du noeud. Ceci n’est
pas vrai pour le point de jonction où l’évaluation est statique, c’est à dire que les actions sur
les transitions entrantes dans le noeud ne seront pas exécutées avant d’évaluer les conditions
des transitions sortantes. Il est donc primordial de les transformer différemment, et en ce qui
concerne la transformation du nœud de décision, il est nécessaire d’introduire un état entre les
transitions entrantes et sortantes. Cela permet de s’assurer que l’action en amont est bien exé-
cutée avant l’évaluation des conditions des transitions sortantes. Il est intéressant de rappeler
que la spéciﬁcation UML ne permet pas de placer un événement sur les transitions sortantes du
noeud de jonction ou de décision.
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La transformation proposée pour le nœud jonction est la suivante : le nœud est retiré, et on
connecte chaque transition en entrée avec chaque transition en sortie. Ainsi, pour n transitions
entrantes et m transitions sortantes on obtient n*m transitions. Chaque état étant lié au nœud
en entrée se retrouve lié par une transition à chaque état en sortie du nœud. L’événement, la
condition et l’action d’une transition sont calculés à partir de ceux des transitions qui ont été
fusionnées pour former cette transition. En effet, ici l’évaluation est statique, donc l’évaluation
est réalisée au même instant pour les transitions entrantes et sortantes.
Pour le nœud de décision il faut introduire un état pour remplacer le pseudo-état de décision.
Les transitions entrantes ciblent maintenant ce nouvel état et les sortantes possèdent cet état
comme source. La Figure 3.3 présente le résultat de la transformation des pseudo-états nœud de
jonction et nœud de décision. Le noeud de décision sera remplacé par un état nommé Décision.
Pour éviter d’être bloqué dans ce nouvel état dans le cas où aucune des conditions sur les
transitions sortantes n’est satisfaite, on crée également une transition de l’état Décision vers
l’état dont la transition va vers le noeud de décision, contenant la condition else. Cette condition
étant vraie quand aucune des conditions des transitions sortantes du noeud de décision n’est
vraie.
L’Algorithme 3.1 résume le traitement des pseudo-états réalisé lors de l’étape de preprocessing.
3.2.2.2 Les activités internes
Les activités entry, do, exit que l’on retrouve dans les états des machines UML (par exemple
dans l’état B de la Figure 3.4) doivent être traduits. Pour préserver le comportement tout en
utilisant une construction existante dans les EFSM, la solution proposée par l’article de Kim
et al. (1999) est de transposer ces activités vers les actions des transitions entrantes (pour les
activités entry) et des transitions sortantes (pour les exit). Cependant cette méthode ne permet
pas de conserver l’ordre d’exécution des actions. Par exemple, dans la Figure 3.4, on doit
s’assurer que l’action A1 dans la transition de l’état A vers l’état B s’exécute avant l’activité
d’entrée en() de l’état B.
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Algorithme 3.1 Preprocessing : transformation des pseudo-états
1 Entrée : Machine à états UML M avec pseudo-états
2 Sortie : Machine à états UML M sans pseudo-états
3 for all point_entree pe ∈M do
4 pe.transitionEntrante().cible ← pe.transitionSortante().cible
5 end
6 for all point_sortie ps ∈M do
7 ps.transitionEntrante().cible ← ps.transitionSortante().cible
8 end
9 for all noeud_jonction jc ∈M do
10 for all transition tc where cible = jc do
11 for all transition ts where source = jc do
12 ti = creer_transition()
13 ti.source ← tc.source
14 ti.cible ← ts.cible




19 for all noeud_decision de ∈M do
20 ei = creer_etat()
21 de.transitionEntrantes().cible ← ei
22 de.transitionSortantes().source ← ei
23 for all transition t where cible = de do
24 ti = creer_transition()
25 ti.source ← t.source
26 ti.cible ← de
27 ti.condition ← else
28 end
29 end
Notre solution pour les activités entry et exit est de décomposer l’état les contenant. D’abord,
pour une activité entry un état sera créé. Les transitions qui ciblent l’état contenant l’activité
d’entrée vont alors cibler l’état nouvellement créé (les items de la transition ne changent pas).
Une transition entre ce nouvel état et l’état qui contenait l’activité entry est créée, avec une
condition de valeur true et une action équivalente à l’activité entry. La condition permet de
s’assurer que la transition est empruntée. La Figure 3.5 illustre le résultat de cette transforma-













Figure 3.4 Machine à états avec état à activités internes
transition de A vers B se fait maintenant de A vers B-entry. Une fois que B-entry est atteint,
une transition est déclenchée de B-entry vers B où l’action en() est exécutée.
Pour les activités exit, la méthode est similaire à celle adoptée pour l’activité entry. En revanche,
cette fois-ci un nouvel état sera créé pour chaque transition sortante. Les transitions sortantes
de l’état contenant l’activité de sortie ciblent maintenant les nouveaux états, et l’action de ces
transitions prend maintenant la valeur de l’activité de sortie. Pour chacun de ces nouveaux états,
une transition de ce nouvel état vers l’état cible de la transition sortante de l’état qui contenait
l’activité est créée. Celle-ci possède une condition de valeur true et une action équivalente
à l’action de la transition sortante de l’état contenant l’activité. Par exemple, la transition de
l’état B vers l’état C dans la Figure 3.4 a été remplacée par la transition de l’état B vers le
nouvel état B-exit1 ayant une action exit ex() suivie de la transition de B-exit1 vers C. De la
même façon, la transition de B vers D a été remplacée par la transition de B vers le nouvel état
B-exit2 suivie de la transition de B-exit2 vers D.
Pour les activités internes do, nous utiliserons la méthode proposée dans les travaux de Kim
et al. (1999). À savoir une activité do interne à un état sera transformée en une transition de
l’état qui la contient vers lui-même, avec comme événement l’événement null, une condition
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de valeur true et une action correspondante à l’activité interne do. Ici un événement null signi-
ﬁe qu’aucun des événements déclenchant une inactivation de l’état n’arrive durant la période
d’exécution de cette transition. Ceci est illustré dans la Figure 3.5 par la transition de l’état B
vers lui même ; transition ayant l’action do
Le cas particulier d’une activité do sur un état composite doit être traité différemment. En effet
lors de l’étape de ﬂattening des états composites, les transitions émanant de la transformation
d’une activité do seront reportées sur chacun des états découlant de la transformation.
Cette partie de la transformation permet de s’affranchir des activités internes, tout en conservant
le comportement de ces activités. La différence est que les actions générées pour ces activités
sont supposées s’exécuter après la transition entrante (avant les sortantes pour les activités de
sorties). Or, ici elles s’effectueront en dehors de l’état. Néanmoins l’ordre d’exécution imposé














Figure 3.5 Machine à états sans état à activités internes
L’Algorithme 3.2 résume le traitement des activités internes réalisé lors de l’étape de prepro-
cessing.
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Algorithme 3.2 Preprocessing : transformation des activités internes
1 Entrée : Machine à états UML M sans pseudo-états
2 Sortie : Machine à états UML M ′ sans pseudo-états ni activité internes
3 for all etat S ∈M do
4 for all activite_entry en ∈ S do
5 sen = creer_etat()
6 ten = creer_transition()
7 ten.source ← sen
8 ten.cible ← S
9 ten.condition = true
10 ten.action = en
11 for all S.transition_entrante tie do
12 t ie.cible ← sen
13 end
14 end
15 for all activite_exit ex ∈ S do
16 for all S.transition_sortante ts do
17 sex = creer_etat()
18 tex = creer_transition()
19 tex.condition = true
20 tex.action = ts.action
21 tex.source ← sex
22 tex.cible ← ts.cible
23 ts.action = ex
24 ts.cible ← sex
25 end
26 end
27 for all activite_do do ∈ S do
28 td = creer_transition()
29 td.source ← S
30 td.cible ← S
31 td.evenement = null
32 td.condition = true





Le ﬂattening consiste en la suppression des structures hiérarchiques et concurrentes. En effet,
les états peuvent être composites, et contenir eux même des états composites. En découle une
complexité importante lorsque l’on essaye d’analyser les différentes possibilités de séquences
d’états et de transitions possibles. Pour simpliﬁer cette analyse, il faut obtenir un diagramme
équivalent sur un seul niveau de hiérarchie. Pour cela notre solution s’applique d’abord au
niveau de hiérarchie le plus profond, pour ensuite remonter jusqu’au niveau le plus haut. En
effet, chaque transformation d’état composite est impactée par les états qu’il contient.
3.2.3.1 Transformation des états composites à plusieurs régions concurrentes (And-states)
Les And-states correspondent à des états composites contenant deux régions ou plus. En oppo-
sition à un Or-state, être dans un And-state implique être dans plusieurs états simultanément
(un dans chaque région). Le concept de hiérarchie n’existant pas dans les EFSM il est néces-
saire d’« aplatir » nos machines. Pour ce faire, nous nous basons sur la méthode proposée par
Kim et al. (1999). Cette méthode utilisée dans la majorité des travaux sur le ﬂattening propose
le passage par des conﬁgurations représentant « l’ensemble des états dans lesquels on peut être
simultanément ». En réalisant le produit cartésien des sous états contenus dans chaque région,
on obtient nos conﬁgurations, représentant l’ensemble des états dans lesquels le système est
à un instant t lors de la période d’activation de l’état composite. Par exemple, la Figure 3.6
montre un état composite Z avec deux régions parallèles. Une région contenant les états A et
B, et l’autre contenant les états C et D. Les conﬁgurations construites à partir de l’état compo-
site Z sont montrées dans la Figure 3.7 et elles correspondent aux états A C, A D, B C et B
D.
Les transitions locales à l’état composite doivent également être transformées. Comme discuté
dans la revue de littérature, plusieurs travaux proposent de garder toutes les transitions préexis-













Figure 3.6 État composite Z à régions concurrentes : And-states
des transitions incohérentes. Pour remédier à ce problème , nous proposons une approche de
transformation de ces transitions basée sur deux règles.
La première règle découle de la spéciﬁcation UML qui stipule qu’un seul événement peut être
évalué à la fois. Cela signiﬁe que pour les conﬁgurations générées à partir d’un état compo-
site, une transition locale reﬂétera l’évaluation d’un événement et un seul. Autrement dit une
transition locale entraîne la transition d’une conﬁguration vers une autre qui différent d’un seul
état. Dans l’exemple de la Figure 3.6, une transition émanant de la transition entre A et B se
rapporte entre les conﬁgurations A C et B C, mais pas entre A C et B D dans la Figure 3.7.
Cela permet de limiter le nombre de transitions créées et d’éviter les incohérences (comme la
création de transitions entre B C et A D qui conduirait à passer de l’état D à l’état C à travers
une transition de A vers B par exemple).
Une seconde règle permet de traiter le cas particulier où une même paire événement/condition
existe entre deux transitions ou plus dans des régions différentes. Dans ce cas une transition
est créée entre la conﬁguration qui contient les états sources des transitions contenant cette
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même paire, et la conﬁguration qui contient les états cibles. Cette transition est créée à la place
des transitions entre les conﬁgurations contenant seulement une partie des états sources et une
partie des états cibles.
Aussi dans un état composite, chaque région contient un pseudo-état initial lié à un et un seul
état. Cet ensemble de pseudo-états initiaux va être remplacé par un seul pseudo-état initial, lié
à la conﬁguration de départ. La conﬁguration de départ correspond à celle contenant tout les
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Figure 3.7 Transformation d’un And-state
Une fois qu’on a transformé les états et transitions locales de l’état composite And, on obtient
un Or-state (une seule région dans l’état composite). Les transitions "traversants" l’état com-
posite (comme la transition entre C et G dans la Figure 3.6) sont simplement traduites de la
façon suivante : on crée une transition par conﬁguration contenant l’état qui était impliqué dans
la transition traversante (qu’elle soit entrante ou sortante).
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3.2.3.2 Transformation des états composites à une seule région (Or-states)
Un Or-state est un état composite ne contenant qu’une seule région, en conséquence ses sous
états s’exécutent de façon séquentielle lors de son activation. L’aplatissement d’un Or-state est
beaucoup plus simple.
Ainsi, les états qui existaient dans la machine UML ne sont pas modiﬁés, ni les transitions
qui existent entre eux. Le ou les états ﬁnaux sont transformés en états classiques tandis que le
pseudo-état initial est retiré. Les transitions entrantes dans l’état composite gardent la même
source, tandis que la cible devient l’état qui été connecté au pseudo-état initial. Pour chaque
transition sortante de l’état composite, on va créer une nouvelle transition pour chaque état
dans l’état composite. La source de cette transition sera l’état obtenu depuis la transformation
du Or-state, tandis que la cible sera la cible de la transition sortante.
Chaque état intègre également l’état composite dans lequel il est contenu (à travers son nom).
La Figure 3.8 présente la transformation du Or-state de la Figure 3.7.
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Figure 3.8 Résultat de la transformation d’un Or-state
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L’Algorithme 3.3 référence la transformation des And-states des lignes 3 à 14, et la transfor-
mation des Or-states des lignes 15 à 27.
Algorithme 3.3 Flattening
1 Entrée : Machine à états UML M ′ pré-traitée
2 Sortie : Machine à états UML M ′′ aplatie
3 for all And_state Sas ∈M ′ do
4 listCon f igurations = produitCartesienRegions(Sas)
5 listTransitionsInternes = produitCartesienRegions(Sas)
6 Re = creer_region //remplacer les régions de Sas par une seule région
7 Sas.region ← Re
8 for all Conﬁguration Ci ∈ listCon f igurations do




13 Sas.construireTransitionsInternes(listTransitionsInternes, listCon f iguration)
14 end
15 for all Or_state Sos ∈M ′ do
16 for all transition ten where ten.cible = Sos do
17 ten.cible ← Sos.region.sous_etats.etat_connecte_pseudo_etat_initial()
18 end
19 for all transition tex where tex.source = Sos do
20 for all etat sei ∈ Sos.region.sous_etats do
21 tei = creer_transition
22 tei.source ← sei
23 tei.cible ← tex.cible





La dernière étape du processus de transformation consiste à passer du formalisme UML vers
celui des EFSM. Cette étape de mapping prend comme entrée une machine à états UML pré-
traitée et aplatie. Cette machine à états ne contient donc que des états et des transitions, et
un unique pseudo-état initial. Comme les transitions EFSM possèdent les mêmes items que
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les transitions des machines UML, une simple transposition sufﬁt. Les états étant maintenant
simples et sans activité interne, il sufﬁt donc de passer vers des états d’EFSM. Le pseudo-état
initial restant est supprimé et l’état auquel il est connecté est indiqué comme étant l’état initial
de l’EFSM (initial = true). Les états ﬁnaux sont transformés en états EFSM étant indiqués
comme états ﬁnaux (ﬁnal = true).
Ensuite, il faut traiter la communication entre les machines à états UML quand il y en a. Au-
trement dit, nous avons besoin de récupérer les dépendances entre machines à états UML. Une
dépendance entre deux machines à états se manifeste par l’existence d’une transition dans une
machine, laquelle est activée à la réception d’un événement envoyé par l’autre machine. L’en-
voi, dans la spéciﬁcation UML, ne peut se faire qu’à travers une action, et la réception à travers
un événement.
Notre approche consiste à extraire les signaux envoyés et reçus par chaque machine à états
UML. Nous créerons une liste, appelée Lsend, pour les signaux envoyés par une machine et
une liste, appelé Lreceive, pour les signaux reçus par une machine. Pour faciliter l’identiﬁcation
des ces signaux, nous avons mis en place une directive à suivre lors de leur spéciﬁcation.
- L’action d’envoyer doit être spéciﬁée par un SEND(signal) sur la transition dans la machine
à états UML.
- L’événement reçu doit être spéciﬁé à travers un RECEIVE(signal) sur la transition dans la
machine à états UML.
L’Algorithme 3.4 présente l’étape du mapping.
3.3 L’approche appliquée aux machines à états Stateﬂow
De la même façon que pour le langage UML, nous avons appliqué notre approche aux machines
à états Stateﬂow. Donc nous avons analysé le langage Stateﬂow pour identiﬁer les concepts à




1 Entrée : Machine à états UML M ′′ pré-traitée et aplatie
2 Sortie : EFSM T
3 Lsend = creer_liste
4 Lreceive = creer_liste
5 for all etat S ∈M ′′ do
6 Sefsm = creer_etat_EFSM()
7 Sefsm.name = S.name
8 if S.isFinal() == true then
9 Sefsm. f inal = true
10 end
11 if pseudo_etat_initial ⊂ S.transitionsEntrantes() then
12 Sefsm.initial = true
13 end
14 end
15 for all transition T ∈M ′′ do
16 T esfm = creer_transition_EFSM()
17 T efsm.source = T.source
18 T efsm.cible = T.cible
19 T efsm.evenement = T.evenement
20 if T.evenement.startWith(SEND) then
21 Lsend.append(T.evenement)
22 end
23 if T.evenement.startWith(RECEIVE) then
24 Lreceive.append(T.evenement)
25 end
26 T efsm.condition = T.condition
27 T efsm.action = T.action
28 end
3.3.1 Résumé du processus d’analyse des machines à états Stateﬂow
Suite à l’analyse du formalisme des machines à états Stateﬂow, nous avons identiﬁé les concepts
suivants (ces concepts ont été présentés en détail dans la section 1.4) :
1. Les états contiennent optionnellement des actions internes, et sont soit actifs soit inactifs
au cours de la durée de vie de la machine. Aucun état n’est déclaré comme étant ﬁnal. Les
66
transitions contiennent optionnellement un événement, une condition et une action (et une
condition action dans l’ancienne version de la spéciﬁcation).
2. Le formalisme Stateﬂow introduit le concept de jonction, exprimant certains comporte-
ments particuliers selon comment la jonction est utilisée. on distingue :
- Les jonctions pour fusionner ou diviser des transitions ; celles-ci sont similaires aux
noeuds de jonction dans UML.
- Les jonctions avec des boucle "for", i.e., la jonction a une transition vers elle même
conditionnée par une boucle "for".
- Les jonctions avec des "if-then-else" ; la jonction dans ce cas divise la transition en deux
ou plusieurs transitions en spéciﬁant les conditions sur certaines ou toute les transitions
sortantes de la jonction.
3. Enﬁn, les états dans Stateﬂow peuvent être composites ou simples. Comme dans UML il
existe deux catégories d’états composites : Or-state (séquentiel) ou And-state (concurrent).
3.3.2 Preprocessing
Comme pour le langage UML, Stateﬂow déﬁnit des concepts qui ne sont pas déﬁnis dans les
EFSM et qu’il faut donc pré-traiter. Ces concepts comprennent les points de jonctions et les
actions internes.
3.3.2.1 Les points de jonctions
Les points de jonctions, appelés jonctions connectives, comprennent les jonctions avec boucle
"for", les jonctions "if-then-else" et les jonctions fusion et division.
La jonction avec une boucle for
Un exemple de jonction avec boucle "for" est présenté à la Figure 3.9. Dans cet exemple, une
fois que l’on sort de l’état A, on va simplement exécuter 10 fois la fonction func1(), pour en-
suite entrer dans l’état B. La transition sortante d’une jonction avec une boucle "for" n’a pas de
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conditions. La transformation proposée consiste à éliminer cette jonction, et à considérer cette
boucle for comme une action. Comme cette boucle est exécutée pour ensuite atteindre l’état
suivant, on place l’action dans la transition allant de l’état source de la transition entrante dans
la jonction, à l’état cible de la transition sortante de la jonction. L’événement et la condition
seront récupérés depuis la transition entrante. Le résultat de la transformation de la machine de
la Figure 3.9 est présenté à la Figure 3.10. Ici on déﬁnit une fonction Matlab (ou autre type de












Figure 3.10 Résultat de la transformation d’une
boucle for dans le langage Stateﬂow
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La jonction if-then-else
Cette construction correspond au cas classique de programmation où l’on vériﬁe une condition,
si celle-ci est vraie on exécute la branche, sinon on vériﬁe et exécute l’une des autres branches
(s’il en existe plusieurs). Cette situation correspond dans UML au cas où on a une évaluation
statique des conditions sur les transitions sortantes d’un noeud de jonction. La Figure 3.11
présente un exemple de jonction "if-then-else". Dans ce cas, l’action de la transition de A vers
la jonction ne sera pas exécutée avant d’évaluer les conditions sur les transitions sortantes de
la jonction. Le résultat de la transformation de cette jonction est présenté à la Figure 3.12. La
transformation est similaire à celle réalisée pour UML dans le cas d’une évaluation statique










Figure 3.11 Construction d’un comportement
if-then-else dans le langage Stateﬂow
La jonction pour fusionner/diviser
De la même façon que dans le langage UML, une jonction peut être utilisée pour limiter le
nombre de transitions en les fusionnant ou les divisant. Ici la transformation sera donc la même,
à savoir retirer la jonction, et connecter l’ensemble des états ciblés par les transitions sortantes
de la jonction avec les états sources des transitions entrantes à la jonction. La Figure 3.14









Figure 3.12 Résultat de la transformation d’un














Figure 3.13 Construction utilisant une jonction
pour fusionner/diviser des transitions
3.3.2.2 Les actions internes
Les actions internes correspondent aux entry/during/exit/onAction que l’on peut retrouver dans
les états Stateﬂow. Les actions entry, during et exit ont la même sémantique que les activités
internes entry, do et exit que l’on retrouve dans le langage UML. La transformation sera donc
similaire : on découpe l’état en deux pour les entry et exit, et on déplace les événements, condi-
tions et actions aﬁn de respecter l’ordre d’exécution. De la même façon l’action during devient
une transition de l’état vers lui même, contenant une action équivalente à l’action during, une

















Figure 3.14 Résultat de la transformation d’une
construction utilisant une jonction pour
réunir/séparer des transitions
déclenchant la sortie de l’état). Le résultat de la transformations de l’action "entry : onCount =









Figure 3.15 Machine Stateﬂow contenant des
actions internes
En ce qui concerne l’action onAction, celle-ci correspond à une action exécutée dans le cas où
un événement particulier arrive pendant que l’état est actif. Dans la Figure 3.15, par exemple,
si l’événement powerOutage arrive alors que l’état On est actif, L’action handleOutage()
est exécutée. La transformation est similaire à celle proposée pour l’action during. Mais cette
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fois-ci un événement sera nécessaire à l’exécution de l’action, donc au lieu de l’événement
null, on place l’événement correspondant sur la transition. Le résultat de la transformation de













Figure 3.16 Résultat de la transformation des
actions internes
3.3.3 Flattening
De la même façon que dans le langage UML, le langage Stateﬂow propose des constructions
hiérarchiques (séquentielles ou concurrentes) qu’il faudra aplatir. On rappelle qu’on applique
le ﬂattening du niveau le plus bas vers le niveau le plus haut.
3.3.3.1 Les And-states
La transformation se fait de la même manière que pour le formalisme UML, sauf qu’ici les
régions correspondent à des états (composites ou non) déﬁnis avec une décomposition AND.
La première étape de la transformation consiste à créer les conﬁgurations. Pour rappel, celles-
ci correspondent à l’ensemble des états concurrents pouvant être actifs simultanément. Par
exemple, dans la Figure 3.17, aussitôt que l’état CurrentOn est actif, on se retrouve simulta-
nément dans les états Oﬀ de Light1, Oﬀ de Light2, et VerifyPower. L’une des conﬁgurations
sera donc : Light1OﬀLight2OﬀVerifyPower. Si un des états parallèles du And-state est un
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état simple, il sera actif tant que le And-state est actif, donc contenu dans toutes les conﬁgura-
















Figure 3.17 And-state Stateﬂow
??????????
?????????
?????????????????? ????? ????? ??????????????????????? ?????

















??? ???? ??? ?????
Figure 3.18 Résultat de la transformation d’un And-state
Stateﬂow
La seconde étape consiste à transformer les transitions internes au And-state. Celles-ci sont
transformées de la même manière que pour le formalisme UML. C’est à dire qu’une transition
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entre deux conﬁgurations ne peut amener qu’au changement d’un seul état dans la conﬁgura-
tion. Dans la Figure 3.18, la transition avec l’événement SWITCH1 n’amène qu’au change-
ment de l’état Light1.Oﬀ à Light1.On.
Il faut également gérer les transitions par défaut. Pour cela, on applique la même règle que
pour UML, à savoir déterminer la conﬁguration "initiale" contenant uniquement des états post-
initiaux. Cette conﬁguration reçoit une transition par défaut comme transition entrante. À l’is-
sue de cette transformation, on obtient un Or-state (ici le Or-state CurrentOn).
Pour le traitement des transitions internes, il existe deux cas particuliers qui nécessitent d’être
pris en considération. Le premier est l’existence de couples évènement/condition communs qui
déclenchent des transitions dans différents états parallèles (même cas particulier que UML), par
exemple l’événement Etwo dans la Figure 3.19. Pour ce cas particulier, on applique la même
règle que pour UML (voir partie UML section 3.2.3.1). L’autre cas particulier est celui des
signaux envoyés d’un état parallèle vers un ou plusieurs autres aﬁn de les synchroniser. Dans la












Figure 3.19 And-state Stateﬂow contenant un envoi de
signal
74
Pour ce cas particulier, le signal envoyé par la transition de l’état A1 vers A2 dans la Figure
3.19 va automatiquement déclencher la transition de B1 vers B2. Comme le traitement des évé-
nements est séquentiel, si la transition entre A1 et A2 est déclenchée, alors on attend la ﬁn de
l’exécution de cette transition, puis on exécute la transition entre B1 et B2. La transformation
des transitions locales dans ce cas génère deux transitions. La première entre la conﬁgura-
tion qui contient l’état source de la transition qui envoi le signal (i.e.,AndStateAA1BB1 dans
la Figure 3.20) et la conﬁguration qui contient la cible de cette transition et la source de la
transition qui reçoit le signal (i.e.,AndStateAA2BB1). La transition créée possède les mêmes
items : événement, condition et actions autres que l’envoi du signal, de la transition qui contient
l’envoi du signal. La seconde transition créée a pour source la conﬁguration contenant l’état
cible de la transition qui envoi le signal et l’état source de la transition qui reçoit le signal
(i.e.,AndStateAA2BB1), et pour cible la conﬁguration qui contient l’état cible de la transi-
tion qui reçoit le signal (i.e.,AndStateAA2BB2). Les items de cette seconde transition sont un
guard de valeur true, et une action égale à celle de la transition qui reçoit le signal. Le résultat












Figure 3.20 Résultat de la transformation d’un And-state
contenant un envoi de signal
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3.3.3.2 Les Or-states
La transformation est équivalente à UML. Un Or-state dans Stateﬂow est similaire à un Or-
state dans UML. Il correspond à un état composite qui ne contient pas d’états concurrents.
Donc deux de ses sous états ne peuvent pas être actifs au même instant. La transformation d’un
Or-state Stateﬂow est donc similaire à celle de UML (voir Section 3.2.3.2). L’état composite
est retiré, son nom est intégré aux noms de ses sous états, et les transitions entrantes et sortantes
sont connectées de la même manière que pour la transformation du formalisme UML.
En ce qui concerne les transitions entrantes dans le Or-state, comme pour la transformation
de UML celles-ci doivent être connectées à l’état suivant le "point initial". Ici le point initial
correspond à la transition par défaut. Pour les transitions sortantes, comme pour le langage
UML, il faut créer une nouvelle transition sortante par sous état, pour chaque transition sortante
du Or-state.
3.3.4 Mapping
Ayant une machine Stateﬂow pré-traitée et aplatie, cette étape consiste è établir la correspon-
dance entre les concepts de cette machine et celle d’une machine EFSM :
- Un état Stateﬂow devient un état EFSM.
- Une transition Stateﬂow devient une transition EFSM avec les mêmes items événement,
condition et action.
- L’état cible de la transition par défaut restante, correspondant à un "point initial", devient
un état EFSM balisé comme initial.
Comme dans UML, les machines permettent de communiquer par envoi/réception de signaux.
Les signaux internes échangés entre sous-états d’un même état And-state ont été déjà traités
dans le ﬂattening. Cependant, les signaux échangés entre machines disjointes doivent être ré-
cupérés et retranscrits dans les EFSM. Pour ce faire, nous adoptons la même démarche que
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pour UML : nous créons deux listes Lsend et Lreceive. Lsend contient les signaux envoyés par
la machine, et Lreceive les signaux reçus.
3.4 Conclusion
Nous avons donc appliqué la démarche générale d’analyse et de transformation de machines à
états à deux formalismes : le langage UML et le langage Stateﬂow. Il est à noter que, pour les
deux langages, nous avons couvert l’ensemble des concepts utilisés par les partenaires indus-
triels. Ces concepts sont les plus couramment utilisés. Toutefois, l’approche peut être appliquée
à tous les concepts déﬁnis par les deux langages. Dans le prochain chapitre nous présenterons
une implémentation du processus de transformation pour les deux langages, ainsi qu’une étude
de cas réalisée pour le langage UML.
CHAPITRE 4
IMPLÉMENTATION ET EXPÉRIMENTATIONS
Dans ce chapitre, nous commençons par présenter de façon sommaire les outils que nous avons
utilisé pour implémenter l’approche STEF. Nous présentons ensuite les détails d’implémenta-
tion pour les langages UML et Stateﬂow. Nous reportons aussi les résultats d’expérimentation
à travers une étude de cas .
4.1 Choix technologiques
Eclipse Modeling Framework (EMF)
Pour l’implémentation de notre approche, nous avons choisi d’utiliser EMF (Eclipse, 2019a)
qui est un cadre d’application ouvert qui supporte l’ingénierie dirigée par les modèles. EMF
rassemble un ensemble d’outils et de plug-ins supportant l’IDM, et il est très utilisé que ce
soit dans le monde académique ou industriel. Au coeur de EMF, on retrouve Ecore, permettant
de créer des méta modèles satisfaisant au standard MOF. Pour UML, nous avons utilisé un
plug-in basé sur EMF, appelé UML2, qui implémente le méta modèle UML. La représenta-
tion graphique des modèles étant un aspect important dans l’IDM, plusieurs plug-ins basés sur
EMF sont disponibles. Nous avons utilisé le plug-in Papyrus qui permet de créer un modèle
UML de façon simple à l’intérieur d’Eclipse. Pour les modèles EFSM résultant des transfor-
mations, nous avons implémenté un méta modèle en utilisant Ecore (voir Section 4.2). Pour la
représentation graphique des EFSM, nous avons utilisé le plug-in Sirius qui offre la possibi-
lité d’associer une représentation graphique aux éléments du méta modèle qui ont été créés en
utilisant EMF.
ATL
L’étude des langages de transformation implémentant QVT réalisée dans la Section 1.2.5
montre qu’ATL présente plusieurs propriétés intéressantes pour l’implémentation d’une trans-
formation. Il est performant, et ses développeurs sont actifs sur les forums de discussion. Il est
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à la fois utilisé dans le domaine industriel et scientiﬁque. De plus, une implémentation pour
EMF est fournie. En conformité avec les recommandations des concepteurs d’ATL, nous avons
utilisé la partie déclarative d’ATL pour implémenter notre approche.
Une transformation ATL est stockée dans un ﬁchier ".atl". Elle peut être composée de plusieurs
règles de transformation. La Figure 4.1 est un exemple d’extrait du ﬁchier ".atl". ATL permet
de générer des traces entre éléments sources et cibles lors de la transformation. Les lignes 1
et 2 dans la ﬁgure permettent de spéciﬁer les adresses des méta modèles source et cible de la
transformation. La ligne 3 donne le nom et spéciﬁe le méta modèle source (model1) et le méta
modèle cible (model2). Les helpers (lignes 6 et 7) permettent de déﬁnir des fonctions que l’on
peut appeler dans les règles ; c’est un mécanisme favorisant la réutilisation. Ces fonctions sont
spéciﬁées en utilisant le langage OCL. Par exemple, le helper dans la Figure 4.2 permet de
transformer la première lettre d’une chaîne de caractères en une lettre minuscule.
Figure 4.1 Le langage ATL, adapté de Jouault et al. (2008))
Les lignes 9 à 17 de la Figure 4.1 présentent une règle de transformation. Une règle a un nom
(ligne 9), et peut être spéciﬁée de manière déclarative ou impérative. Les règles déclaratives
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Figure 4.2 Helper du langage ATL,
extrait de Jouault et al. (2008))
sont appelées Matched rules. Dans la Figure 4.1, la partie "from ..."" (lignes 10 à 11) spéciﬁe
l’élément source de la règle. La partie "to ..." (lignes 12 à 17) permet de spéciﬁer l’élément
cible de la transformation, ainsi que les valeurs de ses attributs. Il existe trois types de règles
déclaratives :
- Les règles standards (Rules) qui sont appliquées une fois pour chaque élément source satis-
faisant les conditions.
- Les règles Lazy Rules qui sont appelées par d’autres règles, et qui peuvent être appliquées
plusieurs fois pour déﬁnir plusieurs éléments cibles.
- Les règles Unique Lazy Rules qui peuvent être appelées une seule fois pour un élément
source donné pour produire un élément cible.
Dans notre implémentation, nous avons utilisé les règles standards uniquement.
4.2 Implémentation du méta modèle EFSM
Le langage cible de notre transformation étant EFSM, nous avons dû construire et implémenter
le méta modèle EFSM. Pour construire le méta modèle nous avons analysé le langage EFSM
(une présentation détaillée des EFSM a été donnée dans la Section 1.5). Nous avons implé-
menté le méta modèle en utilisant l’outil Ecore de EMF. La Figure 4.3 présente le méta modèle
résultant. Une ExtendedFiniteStateMachine est composée d’états (State) et de transitions
(Transition). Elle possède comme attributs un nom et deux listes lsend et lreceive permettant
de stocker les signaux envoyés et reçus par la machine. Les états ont un nom et peuvent éven-
tuellement être initiaux ou ﬁnaux. Ils sont connectés entre eux par des transitions, qui possèdent


















Figure 4.3 Méta modèle EFSM
4.3 Implémentation de l’approche STEF pour UML
L’implémentation de notre approche pour les machines à états UML a résulté en cinq transfor-
mations ATL (5 ﬁchiers ".atl"). Deux transformations ont été implémentées pour supporter la
phase de Preprocessing : une pour les pseudo-états et une pour les activités internes. Pour le
Flattening, nous avons aussi implémenté deux transformations : une pour les And-states et une
pour les Or-states. La cinquième transformation implémente le Mapping.
ATL traite ces transformations de façon séquentielle. De ce fait nous avons assigné un ordre aux
cinq transformations. Comme ATL permet d’utiliser le plug-in Apache Ant pour spéciﬁer une
chaîne de transformations, nous avons créé un ﬁchier "build.xml" où nous avons spéciﬁé l’ordre
de nos transformations. La Figure 4.4 présente une vue du contenu du ﬁchier "build.xml". Ce
ﬁchier permet de charger le modèle source au format UML (e.g., input.uml), d’appliquer
les ﬁchiers ATL de transformation dans l’ordre (depuis TransformPseudoState.atl jusqu’à
Mapping.atl) au modèle à transformer et aux modèles intermédiaires, et enﬁn de sauvegarder
le modèle ﬁnal obtenu qui est conforme au méta modèle EFSM (result.efsm).
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TransformPseudoState.atl TransformInternalActivities.atl TransformAndStates.atl TransformOrStates.atl Mapping.atl
Input.uml WithoutPseudoStates.uml WithoutInternalActivities.uml WithoutAndStates.uml WithoutOrStates.uml Result.efsm
Ant build.xml
ATL ATL ATL ATLATL
Figure 4.4 L’implémentation de STEF pour UML dans Eclipse
Durant l’implémentation de STEF pour UML nous avons dû déﬁnir un certain nombre de direc-
tives qu’un concepteur doit respecter lors de la création des machines à états UML. Certaines
de ces directives reﬂètent les pratiques des partenaires industriels, par exemple la hiérarchie
des états doit se limiter à trois niveaux. D’autres directives ont été déduites de la spéciﬁcation
UML. Ces directives rendent explicites des pratiques/contraintes implicites dans la spéciﬁca-
tion, par exemple, une région doit commencer par un (et un seul) pseudo-état initial.
4.3.1 La transformation des pseudo-états
Le ﬁchier ATL de transformation des pseudo-états est présenté dans la Figure 4.5. Ce ﬁchier est
composé de six règles de transformation permettant de traiter les points d’entrées et de sorties,
ainsi que les noeuds de jonction et de décision.
Figure 4.5 Fichier ATL de transformation des pseudo-états
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Un des exemples de règle de transformation est présenté dans la Figure 4.6, lequel décrit la
transformation d’une transition visant un point d’entrée (TransitionReplacingEntryPoint).
Pour rappel, la transformation d’un point d’entrée passe par la transformation des transitions
entrantes vers ce point d’entrée.
Les lignes 2 à 13 de la Figure 4.6 permettent de déﬁnir l’élément source sur lequel la règle s’ap-
pliquera, à savoir une transition entrante d’un pseudo-état de type point d’entrée. La seconde
partie, de la ligne 14 à la ligne 31, crée une nouvelle transition avec les éléments adéquats :
évènement, condition et action, tout en lui affectant la bonne source et la bonne cible. Pour
rappel l’état cible est maintenant l’état que ciblait la transition sortante du point d’entrée.
4.3.2 La transformation des activités internes
Dans cette transformation, les activités internes entry, do et exit sont traitées. Le ﬁchier ATL de
transformation contient six règles de transformation. En effet, en plus de la transformation des
trois types d’activités (3 règles), il faut traiter des cas particuliers à travers d’autres règles. Par
exemple la transformation d’une activité exit dont une des transitions sortantes de l’état qui la
contient a pour cible un état contenant une activité entry.
La Figure 4.7 présente la transformation de l’activité entry (le traitement des activités exit est
basé sur une construction équivalente). Cette transformation passe par la transformation des
transitions entrantes vers l’état, contenant l’activité entry. Les lignes 2 à 10 spéciﬁent l’élé-
ment source de cette transformation, à savoir une transition entrante vers un état contenant une
activité entry. Depuis cette transition on génère les différents éléments créés par la transforma-
tion : l’état intermédiaire entryState (lignes 12 à 14), la transition allant vers cet état contenant
les éléments de la transition transformée (lignes 15 à 22), et la transition entre cet état et l’état
qui contenait l’activité d’entrée (lignes 27 à 33). Comme une nouvelle transition est créée, il
faut également créer les items de celle-ci (lignes 23 à 26 pour créer guard et effect).
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Figure 4.6 Règle de transformation d’un point d’entrée
4.3.3 La transformation des And-states
Ce ﬁchier de transformation contient deux helpers et une règle s’assurant de la gestion complète
d’un And-state. Cette transformation, qui s’intègre dans la partie ﬂattening de notre algorithme,
permet de traiter les états composites avec deux régions parallèles (r1, r2), fournissant en sor-
tie un Or-state. La Figure 4.8 est un extrait de cette règle de transformation. Les lignes 2 à 8
spéciﬁent l’élément source qui est un And-state. Dans la partie cible de la transformation, la
première étape consiste à créer les conﬁgurations en appelant un helper getConﬁgurationAnd-
States() (ligne 12). Ce helper est détaillé dans la Figure 4.9. Cet helper récupère chaque état
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Figure 4.7 Règle de transformation d’une activité interne entry
Sir1 de la région r1, et pour chaque état Sjr2 dans la région r2 on crée une paire d’états (Sir1,
Sjr2). Cela revient à réaliser le produit cartésien des deux régions. La première boucle à la ligne
4 itère sur la première région, tandis que l’on itère sur la seconde région à la ligne 6. Ce helper
appliqué sur un And-state retourne l’ensemble des conﬁgurations émanant des sous états de
celui-ci.
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Figure 4.8 Extrait de la règle de transformation d’un And-state
La règle de la Figure 4.8 transforme un And-state en Or-state, en modiﬁant l’état, en lui affec-
tant les conﬁgurations créées à partir du helper et en gérant les transitions locales suivant les
règles précisées dans l’approche. Sans rentrer dans les détails de chaque élément transformé,
cette règle de transformation s’appuie sur le helper qui crée les conﬁgurations (Figure 4.9), et
un helper qui gère les transitions locales (ligne 15). Une fois créé, chaque élément est affecté
en suivant les consignes déﬁnies dans l’approche (par exemple ne changer que d’un état à tra-
vers une transition locale préexistante, entre deux conﬁgurations). Pour cette règle, la gestion
des transitions locales s’est révélée être une tâche très complexe. En effet, l’attribution des
sources et cibles de ces transitions lors de la transformation dépend du résultat de la création
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des conﬁgurations. Il faut donc réaliser la gestion des transitions dans la même règle qui crée
les conﬁgurations. Cependant plusieurs transitions doivent être créées pour une conﬁguration
donnée, et ATL n’est pas vraiment optimisé pour ce genre de tâche. Pour cela nous avons uti-
lisé une boucle qui crée des transitions distinctes (ligne 15), prenant en paramètre la liste des
conﬁgurations, en se basant sur les consignes précitées.
Figure 4.9 Helper créant les conﬁgurations provenant d’un
And-state
4.3.4 La transformation des Or-states
Cette étape s’intègre également dans la partie ﬂattening de l’approche. Le ﬁchier de trans-
formation contient un helper et quatre règles. Le helper, nommé getFirstState(), permet de
récupérer l’état qui est est lié au pseudo-état initial dans le Or-state. Les règles permettent de
traiter les Or-states, ainsi que les transitions qui y rentrent et qui en sortent. À cette étape tout
les And-states sont devenus des Or-states. En premier lieu il est nécessaire de traiter les sous-
états du Or-state. La règle Substate2State présentée dans la Figure 4.10 permet cela. Les
lignes 3 à 18 permettent de s’assurer que nous traitons bien un sous état d’un état composite
à une seule région. Ensuite les lignes 20 et 21 permettent de transformer cet état en un nouvel
état dont le nom est la concaténation du nom du sous état et du nom de l’état composite.
Pour traiter les transitions externes à un Or-state, il y a trois règles. D’abord pour différen-
cier transition entrante et sortante, mais aussi pour traiter le cas où la transition entrante d’un
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Figure 4.10 Règle de transformation d’un Or-state
des états composites est la transition sortante d’un des autres. La Figure 4.11 présente la règle
IncomingOrTransi2Transi qui permet par exemple de créer une transition à partir d’une tran-
sition entrante vers le Or-state. Les éléments des lignes 2 à 12 permettent de vériﬁer que l’on
applique bien la règle à une transition allant d’un état simple vers un état composite (une autre
règle gère le cas de deux états composites connectés entre eux). La seconde partie (lignes 13 à
27) permet de créer la nouvelle transition, en la connectant non plus à l’état composite mais au
premier sous état (grâce au helper getFirstState() ligne 23).
4.3.5 Le mapping
Le ﬁchier ATL de cette étape contient cinq règles et deux helpers. Ces derniers permettant
de créer les listes Lsend et Lreceive. Le helper getLsendValue(), présenté dans la Figure
4.12 permet de créer la liste regroupant l’ensemble des événements envoyés par la machine,
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Figure 4.11 Règle de transformation d’une transition entrante
dans un Or-state
nécessaire pour construire notre réseau de CEFSM. La première partie du code, des lignes 2 à
12, collecte les événements (envoyés à travers des eﬀects), et la seconde (ligne 13 et 14) les
ajoute dans la liste en éliminant les doublons.
Les cinq règles implémentant le mapping sont assez simples. Trois règles permettent de trans-
former les états UML en états EFSM : une pour les états normaux, une pour l’état initial et
une pour les états ﬁnaux. Une règle transforme les transitions UML en transitions EFSM, et la
dernière règle transforme la machine à états UML en EFSM.
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Figure 4.12 Helper créant la liste des signaux envoyés par la
machine
4.3.6 Démonstration de STEF pour UML
STEF pour UML a été développé comme un plug-in Eclipse. La machine UML à transformer
doit être créée en conformité avec le méta modèle UML implémenté dans le plug-in UML2. Il
est possible de modéliser la machine directement en utilisant le format XMI supporté par EMF
ou graphiquement, avec l’outil Papyrus.
A des ﬁns de démonstration, nous avons choisi un système dont le comportement est commu-
nément représenté en utilisant une machine à états UML : un ATM (Baouya et al., 2015; Fel-
derer & Herrmann, 2015). La Figure 4.13 présente une machine à états modélisant le compor-
tement d’un ATM. Cette machine regroupe différents concepts du langage UML, par exemple
un état composite (Serving Customer), et des activités internes (comme readCard()). La
Figure 4.14 présente une vue sous forme d’arbre du ﬁchier XMI, correspondant à la machine
UML de l’ATM, créée par l’outil Ecore.
Une fois la machine modélisée, il sufﬁt de faire un clic droit sur le ﬁchier contenant la ma-
chine et de choisir l’option Transform Model (voir Annexe II). Une fenêtre va s’ouvrir et va






























Figure 4.13 La machine à états BankATM
visualisé : le plug-in Sirius nous a permis de créer une représentation graphique des éléments
du méta modèle EFSM. La Figure 4.15 présente le résultat de la transformation obtenu avec
STEF pour UML.
4.4 Implémentation de l’approche STEF pour Stateﬂow
L’implémentation de STEF pour le langage Stateﬂow a résulté en cinq transformations ATL (5
ﬁchiers ".atl"). Deux transformations ont été implémentées pour supporter la phase de Prepro-
cessing : une pour les jonctions connectives et une pour les actions internes. Pour le Flattening,
nous avons implémenté aussi deux transformations : une pour les And-states et une pour les
Or-states. La cinquième transformation implémente le Mapping.
La Figure 4.16 présente une vue du contenu du ﬁchier "build.xml". Ce ﬁchier permet de charger
le modèle source au format Stateﬂow (e.g., input.simulink), d’appliquer les ﬁchiers ATL de
transformation dans l’ordre (depuis TransformJunction.atl jusqu’à Mapping.atl) au modèle
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Figure 4.14 La machine BankATM modélisée avec
l’outil Ecore
à transformer et aux modèles intermédiaires, et enﬁn de sauvegarder le modèle ﬁnal obtenu qui
est conforme au méta modèle EFSM (result.efsm).
Là encore, durant l’implémentation de STEF pour Stateﬂow nous avons dû déﬁnir un certain
nombre de directives qu’un concepteur doit respecter lors de la création des machines à états
Stateﬂow. Les directives qui relèvent des pratiques des partenaires industriels sont les mêmes
(e.g., la hiérarchie des états doit se limiter à trois niveaux). D’autres directives ont été relevées
depuis la spéciﬁcation du langage Stateﬂow. Par exemple, la spéciﬁcation déconseille l’utilisa-
tion du backtracking.
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Figure 4.15 L’EFSM résultant de la transformation de
la machine BankATM
TransformJunction.atl TransformInternalAction.atl FlatteningAndStates.atl FlatteningOrStates.atl MappingEFSM.atl
Input.simulink WithoutJunction.simulink WithoutInternalAction.simulinkWithoutAndStates.simulink WithoutOrStates.simulink Result.efsm
Ant build.xml
ATL ATL ATL ATLATL
Figure 4.16 L’implémentation de STEF pour Stateﬂow
dans Eclipse
4.4.1 Transformation des Jonctions Connectives
Cette étape de la transformation s’occupe de transformer les jonctions connectives existantes
dans la machine. Cette étape contient quatre règles. Une règle qui traite la transformation de
la jonction avec boucle for, deux règles qui traitent le cas de la fusion et de la séparation des
transitions. Et enﬁn, une dernière règle traite le cas d’une jonction if-then-else. La Figure 4.17
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présente la règle de transformation d’une jonction avec boucle for. Pour rappel cette jonction a
une transition vers elle même, avec les paramètres d’une boucle. On s’assure donc d’appliquer
la règle sur une transition allant d’une jonction à elle même (lignes 2 à 13). La règle crée une
nouvelle transition (lignes 21 à 27) contenant une condition et un événement correspondant
aux items évènement/condition de la transition entrante dans la jonction (lignes 15 à 18) ainsi
qu’une action boucleFor contenant les items de la boucle for précédemment déﬁnie (ligne 19
à 20).
4.4.2 Transformation des actions internes
Cette seconde étape transforme les actions internes aux états du langage Stateﬂow. Les actions
entry, during, exit et onAction y sont traitées. Le ﬁchier ATL de transformation contient sept
règles de transformation : quatre règles pour transformer les activités, et trois autres pour gérer
les cas particuliers qui sont similaires à ceux du langage UML. Pour appliquer la règle adé-
quate, on identiﬁe d’abord le type d’action contenue dans l’état. Par exemple, la Figure 4.18
présente la règle duringAction2Transition qui transforme l’action during en une transition
de l’état vers lui-même. Les lignes 3 à 8 permettent de sélectionner l’action sur laquelle la
règle est appliquée. La suite de la règle transforme cette action during en une transition en lui
affectant les items adéquats : événement null, condition à true et action équivalente.
4.4.3 Transformation des And-states, Or-states et Mapping
Les trois ﬁchiers de transformation pour ces trois étapes sont similaires à ceux implémentant
STEF pour UML pour les mêmes étapes.
4.4.4 Démonstration de STEF pour Stateﬂow
STEF pour Stateﬂow a été développé de la même façon que STEF pour UML : c’est un plug-
in Eclipse. D’abord la machine est modélisée en utilisant le langage Stateﬂow dans l’outil
Matlab. Le modèle est ensuite importé sous forme de ﬁchier Ecore grâce à un plug-in développé
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Figure 4.17 Règle de transformation d’une jonction avec boucle
For
dans le cadre de l’étude de Paz & Boussaidi (2019). Ici nous avons transformé la machine
SequenceController présentée dans Figure 4.19, extrait de Paz & Boussaidi (2018).
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Figure 4.18 Règle de transformation d’une action interne during
Une fois la machine modélisée et importée au format Ecore, il sufﬁt de faire un clic droit sur
le ﬁchier contenant la machine et de choisir l’option Transform Model (voir Annexe II). Une
fenêtre va s’ouvrir et va proposer de choisir le dossier cible dans lequel le résultat va être
généré. Le résultat peut être visualisé : le plug-in Sirius nous a permis de créer une représen-
tation graphique des éléments du méta modèle EFSM. La Figure 4.20 présente le résultat de la
transformation obtenu avec l’outil.
4.5 Étude de cas
L’application de l’approche STEF aux langages UML et Stateﬂow démontre la faisabilité de
l’approche. Nous avons donc souhaité vériﬁer la correction des résultats donnés par les al-
gorithmes de transformation que nous avons déﬁnis pour UML et Stateﬂow. Pour ce faire,

































Figure 4.19 La machine à états Stateﬂow
SequenceController, extrait de Paz & Boussaidi (2018)
Figure 4.20 L’EFSM résultant de la transformation de
la machine SequenceController
pants. Nous nous sommes concentrés sur le langage UML comme plusieurs algorithmes sont
communs à UML et Stateﬂow. Dans ce qui suit, on décrit en premier notre conﬁguration expé-
rimentale. Ensuite nous présentons et discutons les résultats de notre expérimentation.
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4.5.1 Objectifs et conﬁguration de l’expérimentation
L’objectif de notre expérimentation avec STEF pour UML est de répondre aux deux questions
suivantes :
1. Est-ce que STEF fournit des résultats corrects lorsque appliquée sur des machines à états
UML bien formées?
2. Comparée à une approche manuelle, est-ce que STEF permet d’améliorer la qualité des
machines EFSM produites, et la productivité ?
Pour répondre à nos questions, nous avons recruté deux groupes de participants : un groupe
de trois experts pour vériﬁer les résultats de notre outil et un groupe de trois utilisateurs pour
comparer STEF à une approche manuelle. Nous avons recruté le groupe d’experts parmi les
ingénieurs et chercheurs impliqués dans le projet AVIO604. Pour le groupe d’utilisateurs, nous
avons recruté des étudiants de niveau maîtrise et doctorat en génie logiciel. Ces derniers ont
alors participé à un court séminaire portant sur les machines à états UML et EFSM. Pour
connaître le proﬁl des participants nous avons réalisé un sondage auprès d’eux. Le sondage
contenait les questions suivantes :
A) Votre domaine est-il lié à l’ingénierie dirigée par les modèles?
B) A quel point estimez vous connaître le langage UML?
C) A quel point estimez vous connaître les machines à états UML?
D) A quel point estimez vous connaître d’autres formalismes de machines à états étendues?
E) Connaissez vous les techniques de transformation de modèles?
Les valeurs des réponses aux questions sont basées sur l’échelle de Likert avec cinq valeurs
allant de pas du tout (score de 1) à très bien (score de 5). Les résultats du sondage sont
compilés dans le Tableau 4.1. On remarque que le travail de tous les participants est relié à la
pratique de l’IDM et qu’ils connaissent tous bien le langage UML. Cependant, l’expérience
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dans d’autres formalismes de machines à états et dans les transformations de modèles, est
beaucoup plus disparate (surtout pour le groupe des utilisateurs). Concernant les experts, ils
ont été choisi pour leurs connaissances dans ces domaines, et c’est ce que reﬂètent les résultats
du questionnaire.
Tableau 4.1 Proﬁl des participants
Personne A B C D E
Utilisateur 1 5 5 5 5 5
Utilisateur 2 5 5 4 2 2
Utilisateur 3 4 3 3 1 3
Expert 1 5 5 5 5 5
Expert 2 5 5 4 5 5
Expert 3 5 5 5 4 4
Nous avons aussi sélectionné un ensemble de six machines à états UML. Ces machines dé-
crivent les comportements de différents systèmes qui sont tous du domaine de l’aéronautique.
Ces machines ont été extraites et adaptées soit de l’étude de cas de Paz & Boussaidi (2018), ou
des exemples fournis dans la documentation de l’outil Matlab (Mosterman & Ghidella, 2018).
Chaque participant s’est vu attribuer deux machines à états UML différentes : une machine
à états simple (e.g., la machine RetractGears de la Figure 4.21) et une machine complexe
(e.g., la machine ElevatorFailureDetection de la Figure 4.22). Les autres machines utilisées
pour l’étude de cas sont présentées dans l’Annexe I. Aﬁn d’estimer la complexité des diffé-
rentes machines, nous leur avons assigné un score de complexité, en se basant sur les règles
suivantes :
- Chaque état et chaque transition augmente le score de complexité de 1.
- Chaque région augmente le score de 2.
- Chaque pseudo-état augmente le score de 2.
- Chaque activité interne augmente le score de 2.















Figure 4.21 Machine à états UML RetractGears,
adaptée de Paz & Boussaidi (2018)
Le Tableau 4.2 présente les machines avec leurs scores de complexité respectifs, ainsi que leur
taille en nombre d’éléments. La taille est calculée en dénombrant le nombre d’éléments dans
la machine (e.g., états, transitions, pseudo-états).
Tableau 4.2 Machines utilisées pour l’expérimentation







Ainsi pour répondre à la première question, nous avons transformé les six machines à états
UML en utilisant le plug-in STEF pour UML. Nous avons ensuite soumis les résultats au
groupe d’experts pour vériﬁcation ; chaque expert a reçu les deux EFSM correspondant aux
deux machines UML qui lui ont été attribuées. Avant de vériﬁer la totalité d’une machine,





























Figure 4.22 Machine à états UML
ElevatorFailureDetection, adaptée de
Mosterman & Ghidella (2018)
pseudo-état particulier dans une machine à états UML). Ceci permet de guider et faciliter la
vériﬁcation. Pour répondre à la deuxième question, chaque membre du groupe des utilisateurs
a transformé manuellement les deux machines UML qui lui ont été attribuées. Les EFSM
résultants ont alors été vériﬁées par nos soins.
Dans les deux cas, la vériﬁcation des EFSM s’est faite selon les critères suivants :
C1 Il n’existe plus de hiérarchie (état composite), de pseudo-état ni d’activité interne (activité
interne aux états).
C2 Les états simples et les transitions entre eux dans les EFSM peuvent être traçés au modèle
source.
C3 Les états composites transformés peuvent être traçés au modèle source.
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C4 Les pseudo-états transformés peuvent être traçés au modèle source.
C5 Les activités internes transformées peuvent être traçées au modèle source.
C6 La sémantique d’exécution est préservée à travers la transformation de la machine.
4.5.2 Analyse des résultats pour la question 1
Les résultats de la vériﬁcation des EFSM produits par l’outil sont compilés dans le Tableau 4.3.
Le taux de succès est calculé en comparant individuellement chaque élément de la machine à
états UML source avec l’EFSM obtenu. Chaque élément qui n’est pas traduit ou qui est mal





L’outil fournit le résultat pour chaque machine en entrée en moins d’une seconde. Ceci amé-
liore grandement la performance comparé à une transformation faite manuellement (voir sous
section suivante). Après avoir été vériﬁés par les experts, les EFSM résultant montrent un taux
de succès moyen très élevé (99,3%). Une seule erreur a été relevée : c’est la non traduction
d’une activité interne à un sous état de la machine ElevatorFailureDetection. Cette erreur
a ensuite été corrigée. Les experts ont validé l’ensemble des machines, notamment en attes-
tant du respect de l’ordre d’exécution dans la transformation pour l’ensemble des concepts
transformés.
Les résultats montrent que l’ensemble des éléments transformés peuvent être reliés à la ma-
chine d’origine. À titre d’exemple, tous les pseudo-états ont pu être reliés à leurs constructions
équivalentes dans la machine cible. Il en est de même pour tous les éléments de la hiérar-
chie. Enﬁn, l’ensemble des experts a validé la préservation de la sémantique d’exécution pour
l’ensemble des machines.
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Tableau 4.3 Résultats de la vériﬁcation des EFSM par
les experts







4.5.3 Analyse des résultats pour la question 2
L’analyse des résultats du groupe d’utilisateur est présentée dans le Tableau 4.4. Le taux de
succés est calculé selon la même formule que celle utilisée pour la vériﬁcation des EFSM
obtenus avec l’outil STEF. Tous les utilisateurs ont réussi à réaliser la tâche en 50 minutes en
moyenne. Le taux moyen de succès pour la transformation des machines à états en EFSM est
de 72,5%.
En effet, les participants ont tendance à avoir une compréhension biaisée de la sémantique de
certains concepts. Le ﬂattening des machines s’est révélé être particulièrement complexe. La
compréhension de l’exécution d’un état composite est mauvaise, surtout dans le cas d’un And-
state. Par exemple, les régions parallèles sont vues comme deux threads totalement séparés.
Cependant, les pseudo-états dans l’ensemble ont été plutôt bien interprétés dans la traduction
vers les EFSM. Cependant, nous avons relevé une erreur récurrente : les utilisateurs ont ten-
dance à interpréter un noeud de décision et de jonction de la même manière. Cela fait perdre le
caractère dynamique de l’évaluation des transitions sortantes. Enﬁn, les activités internes ont
été un problème pour la plupart des participants : elles sont souvent traduites par un déplace-
ment sur une transition entrante ou sortante. Toutes ces erreurs amènent à une perte plus ou
moins importante dans la traduction de l’ordre d’exécution de la machine.
Ainsi, ces résultats nous amènent aux conclusions suivantes :
- Les résultats dépendent grandement de l’expérience du participant avec le formalisme.
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- Les participants ont une compréhension biaisée de certains concepts des machines à états
UML, notamment en ce qui concerne la hiérarchie.
- Même si on a insisté lors du séminaire donné aux participants sur l’importance de respecter
l’ordre d’exécution de la machine lors de la transformation, les utilisateurs n’y ont pas prêté
assez attention. C’est le problème le plus grave, car c’est un des aspects les plus importants
pour la génération de cas de test.
Tableau 4.4 Résultats de la vériﬁcation des EFSM
produits manuellement







4.5.4 Menaces pour la validité
La validité des résultats et conclusions de notre étude de cas est limitée par certaines menaces
que nous avons essayé d’atténuer. D’abord le nombre de participants pour l’étude de cas est
assez limité (seulement 6). Bien qu’en nombre limité, les participants choisis ont tous une
expérience signiﬁcative en ingénierie dirigée par les modèles, et connaissent le langage UML.
De plus, une formation a été donnée avant l’exercice aﬁn d’uniformiser les proﬁls. Ensuite,
chaque participant a reçu deux machines : une simple et une complexe. La machine simple
permettant de se familiariser avec la transformation avant de transformer la machine complexe.
Aussi le nombre de machines transformées est également faible. Mais bien qu’en nombre li-
mité, ces machines sont extraites de cas réels, et couvrent l’ensemble des concepts que notre
approche se propose de transformer. Chaque concept est représenté dans un nombre varié de
constructions.
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En ce qui concerne la vériﬁcation des résultats de STEF, là aussi le nombre limité de ma-
chines transformées rend difﬁcile la généralisation de ces résultats. Pour limiter les biais, nous
avons proposé un ensemble de règles de vériﬁcation strictes, et la vériﬁcation a été réalisée
indépendamment, par un comité d’experts. Chaque expert s’est vu attribuer les deux machines
à vériﬁer, ainsi que des extraits choisis des machines à états UML et de leurs traductions en
EFSM, aﬁn de guider la vériﬁcation.
CONCLUSION ET RECOMMANDATIONS
Contributions
Dans ce mémoire, nous avons proposé une approche générale permettant de transformer des
machines à états décrites avec différents formalismes vers une représentation uniﬁée sous forme
d’EFSM. Les EFSM sont exprimés dans un formalisme pour lequel les techniques de généra-
tion de test sont éprouvées. Nous avons appliqué notre approche avec succès à deux langages
communément utilisés dans l’industrie aéronautique : UML et Simulink/Stateﬂow.
Notre approche possède les caractéristiques uniques suivantes :
- Notre approche est générique et peut donc s’appliquer à n’importe quel formalisme de ma-
chine à états. En effet le processus proposé par notre approche comprend 3 étapes géné-
riques : Preprocessing, Flattening et Mapping. Selon le formalisme source le preprocessing
et le ﬂattening peuvent être optionnels.
- À travers le processus proposé, l’approche couvre l’ensemble des concepts et constructions
que l’on peut trouver dans un formalisme de machine à états.
- C’est une approche à base de règles ce qui favorise la réutilisation. En effet, certaines règles
de transformation sont communes à différents formalisme de machines à états. Par exemple,
certaines règles spéciﬁant le processus de ﬂattening et mapping sont réutilisable d’un for-
malisme à l’autre.
- L’approche peut être implémentée en utilisant différents outils et technologies de l’IDM.
Ce qui la rend donc automatisable.
- L’approche se base sur des directives qu’un concepteur doit respecter lors de la création des
machines à états. Certaines de ces directives reﬂètent les pratiques des partenaires indus-
triels et visent à faciliter l’implémentation de l’approche.
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Nous avons implémenté l’approche en utilisant l’environnement de développement Eclipse et
cela sous la forme de plug-in pour UML et Stateﬂow. Aﬁn de valider à la fois l’approche et
l’outil développé pour UML, nous avons réalisé une étude de cas. Celle-ci s’appuie sur des
exemples extraits de modèles représentant des systèmes aéronautiques réels. Cette étude de
cas, faisant intervenir un ensemble d’experts du domaine pour la validation, montre d’excel-
lents résultats pour la transformation faite par l’outil, en comparaison à une transformation
réalisée manuellement (temps réduit de transformation, réduction des erreurs commises lors de
la transformation).
Travaux futurs
Dans un futur proche, nous planiﬁons de travailler sur les éléments suivants :
- Étendre l’étude de cas (court terme) : L’étude de cas proposée a porté sur un nombre limité
de machines. Cela est grandement imputable au manque d’exemples disponibles pour des
raison de sécurité et de conﬁdentialité. L’outil a cependant été installé chez les partenaires
industriels, et leurs retours nous permettront d’ajuster et/ou d’étendre l’outil.
- Étendre le nombre de formalismes traités (court à moyen terme) : l’approche a pour
l’instant été appliquée à deux langages. Cependant, il existe d’autres formalismes utilisés
dans le secteur aéronautique (e.g., Scade). L’application de l’approche à un nombre plus
grand de formalismes permettrait de rafﬁner le processus proposé.
- Intégrer la vériﬁcation des directives dans le processus de transformation (moyen à
long terme) : Dans l’état actuel, nous avons implémenté l’approche pour UML et Stateﬂow
en tenant compte de directives reﬂétant les pratiques des partenaires industriels. Il serait
possible d’encoder ces directives et de les vériﬁer de façon automatique. Cela permettrait
de faire cette vériﬁcation avant de lancer le processus de transformation et de rendre l’im-
plémentation de l’approche indépendante des directives.
ANNEXE I


















Figure-A I-1 Machine à états UML ExtendGears, adapté de



















Figure-A I-2 Machine à états UML


























[all three readings are valid]
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[all three readings are equal]
[at least two readings are equal]
failure detected
Figure-A I-3 Machine à états UML ValidateSensorData,





























Figure-A I-4 Machine à états UML
WaitForHydraulicPressure, adapté de Paz & Boussaidi (2018)
ANNEXE II
DESCRIPTION DE L’UTILISATION DU PLUG-IN STEF
Le guide suivant présente comment utiliser le plug-in STEF pour UML à l’intérieur de l’outil
Eclipse. Le plug-in STEF pour Stateﬂow s’utilise exactement de la même manière. Dans ce
qui suit on utilise l’exemple de la transformation de la machine ElevatorFailureDetection
(EFDCS)
1. Trouver le ﬁchier UML que vous souhaitez transformer. Dans notre cas EFDCS.uml.
Celui-ci doit se trouver dans un projet de type Modeling. Il est également possible
d’utiliser le plug-in Papyrus for UML aﬁn de modéliser graphiquement la machine à
états UML.
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2. Ensuite, un clic droit sur le ﬁchier UML en question permet de faire apparaître l’option
Transform model. Cette option ne s’afﬁche que pour les ﬁchiers UML.
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3. On obtient ainsi un ﬁchier EFDCS.efsm correspondant au résultat de la transformation
du modèle UML. Ce ﬁchier se situe dans le même projet à la racine.
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4. En ouvrant le ﬁchier résultant on obtient une vue en arborescence de la représentation de
la machine. Une icône est fournie pour chaque élément (état, transition, machine EFSM).
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5. Il est également possible de créer une version graphique de la machine résultante. Pour
cela, déroulez le ﬁchier EFDCS.efsm dans l’onglet Model Explorer et faites un clic
droit sur le premier élément (Extended Finite State Machine EFDCS). Choisissez l’option
New Representation puis new EFSM Diagram et donnez un nom au diagramme.
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6. Le diagramme est créé, et vous pouvez le réorganiser selon vos préférences.
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