The exhaustive enumeration of all the permutations of the observations in an experiment is the only possible way of truly constructing exact tests of significance. The permutation paradigm requires no distributional assumptions and works well with values that are normal, almost normal and non-normally distributed. The Kruskal-Wallis test does not require the assumptions that the samples are from normal populations and that the samples have the same standard deviation. In this article, the exact permutation distribution of the Kruskal-Wallis test statistic is generated empirically by actually obtaining all the distinct permutations of an experiment. The tables of exact critical values for the Kruskal-Wallis one-way ANOVA are produced.
Introduction
Variation is inherent in nature and errors are made occasionally when inferences are drawn from experiments. The risk in decision making cannot be totally eliminated but it can be controlled if correct statistical procedures are employed. The unconditional permutation approach is a statistical procedure that ensures that the probability of a type I error is exactly α and ensures that the resulting distribution of the test statistic is exact (Agresti, 1992; Good, 2000; Pesarin, 2001) . Scheffe (1943) demonstrated that for a general class of problems, the permutation approach is the only possible method of J. I. Odiase constructing exact tests of significance. It is asymptotically as powerful as the best parametric test (Hoeffding, 1952) . In this article, consideration is given to the exhaustive permutation of the ranks of the observations in a single factor multi-sample experiment to arrive at the exact distribution of the Kruskal-Wallis (K-W) test statistic.
The method of obtaining an exact test of significance originated with Fisher (1935) . The essential feature is that all the distinct arrangements of the observations are considered, with the proviso that all permutations are equally likely under the null hypothesis. An exact test on the level of significance α is constructed by choosing a proportion, α , of the permutation as the critical region.
Statisticians have considered for some decades the possibility of generating exact critical values for the common test statistics that are in use today. This has resulted in the development of several ways such as the exact conditional permutation approach (Fisher, 1935; Agresti, 1992) , the Monte Carlo approaches such as the Bootstrap (Efron, 1979; Efron and Tibshirani, 1993) , the Bayesian approach (Casella & Robert, 2004) , and the likelihood approach (Owen, 1988; Barndorff-Nielsen & Hall, 1988) .
The works of Siegel and Castellan (1989) , Conover (1999 ), Headrick (2003 , Bagui & Bagui (2004) are contributions to the quest for exact critical values but the distributions are obtained from either simulation or asymptotic approximations of the distribution of the K-W test statistic. For small samples, n i ≤ 5, i = 1(1)p in a p-sample experiment, the null distribution of K-W statistic is not known and a chi-square approximation will not be a good approximation, (see Bagui & Bagui (2004) ). The consideration given in this article produces the exact distribution of the K-W test statistic for small samples.
Distribution-free analysis of variance
The single-factor ANOVA model for comparing p populations or treatment means assumes that for i = 1, 2, …, p, a random sample of size n is drawn from a normal population with mean i µ and variance σ 2 . The normality assumption is required for the validity of the F test while the validity of the Kruskal-Wallis test for testing equality of the µ i 's (Kruskal & Wallis, 1952) depends only on the amount by which observed values deviate from their means That is, c should be the upper-tail critical value of the distribution of H when H 0 is true. Under H 0 , each possible assignment can be enumerated, the value of H determined for each one, and the null distribution obtained by counting the number of times each value of H occurs. When H 0 is true, the large-sample approximation is applied if p = 3, (Devore, 1982; Rohatgi, 1984) . H has approximately a chisquared distribution with p -1 degrees of freedom. An approximate level α test is given
Methodology
The process of obtaining the permutations starts by choosing the test statistic T and the acceptable significance level α . Let π 1 , π 2 , …, π n be a set of all distinct permutations of the ranks of the data set in the experiment. The permutation test procedure is as follows: The complexity in permutation test lies in obtaining all the distinct permutations of the observations in a given experiment. For example, a four-sample experiment with six variates in each sample requires 2,308,743,493,056 permutations. The frequency distribution is constructed for all the distinct occurrences of the test statistic from which the probability distribution of the test statistic is computed.
The number of permutations of the ranks of a two-sample experiment is
, n = min (n 1 , n 2 ), see Odiase & Ogbonmwan (2005) for details.
After obtaining the permutations of the ranks of a two sample experiment, the number of ways to permute the ranks of any n 3 of the combined ranks (n 1 + n 2 + n 3 ) of the variates of the three-sample experiment yields For the balanced case, n 1 = n 2 = … = n p = n, the number of distinct permutations of the ranks of the variates is Consider a three-sample experiment with observations x ij , n 1 =3, n 2 = n 3 = 2, that is, Each of the 35 ways will combine with the 6 permutations of the remaining 4 ranks of the variates making up the last two treatments in any configuration of the experiment, that is,
Consider the set of all these 210 permutations, for each one of them, compute the test statistic of interest and hence calculate the probability of the different values of the test statistic based on the number of times each is occurring. When ties occur in the data set, the tied observations are usually assigned the mean of the ranks they would have been assigned if they were distinct. Ties do not pose any problem to the permutation test presented in this article. Assuming no ties, the experiment just presented will have ranks {1, 2, 3, 4, 5, 6, 7} represented 
Permutation algorithms
Considering the associated complexity in a complete enumeration of the distinct permutations necessary for the compilation of the distribution of the K-W test statistic, computer algorithms for an exhaustive enumeration are now presented.
The first step in developing permutation algorithm is to formulate an initial configuration of the ranks of the variates of an experiment by taking the trivial configuration given below as: Algorithm (PERMUTATION) of Odiase & Ogbonmwan (2005) can handle the permutation of the ranks of the variates in a twosample experiment. Algorithm 1 in this article generates the distinct permutations of the ranks of the variates of a three-sample experiment and relies on the permutation of the ranks of the variates in a two-sample experiment.
Algorithm 2 calls Algorithm 1 and then generates the distinct permutations of the ranks of the variates of a four-sample experiment. Algorithms 1 and 2 can be extended to take care of the sample sizes under consideration.
Results

Critical values for the K-W test statistic
The algorithms were implemented in Intel Visual Fortran. Figures 1 -10 show the small sample distribution of the K-W test statistic for different sample sizes for 3 and 4 samples. The resulting tables of exact critical values as obtained from the exact permutation distribution of the K-W test statistic are presented in Tables 1 and 2 .
Conclusion
Figures 1 and 2 reveal the fact that the chi squared distribution, which is the large sample approximation of the K-W test statistic, will poorly approximate the exact distribution of the K-W test statistic for very small sample sizes. As sample sizes increase, the shape of the chi squared distribution begins to emerge as seen in Figures 3 -10 .
The critical values for a test statistic are usually determined by cutting off the most extreme 100α% of the theoretical frequency distribution of the test statistic, where α is the level of significance, see Siegel and Castellan (1989) . The critical values of the K-W test statistic contained in Tables 1 and 2 are obtained from the enumeration of all the distinct permutations of the ranks of the variates in an experiment. These critical values are exact and therefore ensures that the probability of a type I error in decisions arising from the use of the K-W test is exactly α . 
