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ABSTRACT 
The magneto-optic Kerr angle spectrum of a single crystal of MnBi was measured at room 
temperature and also calculated with the TB-LMTO methods including the spin-orbit inter­
action. Previously measured Kerr spectra with thin films had two negative peaks, except for 
one film grown in ultra high vacuum. The later had a first peak and a shoulder at the second 
peak position, indicating the second originated from oxygen in the other films. Comparing 
first-principles calculations and previous thin-film results with our single crystal data indi­
cated that the second peak originated from the combination of a weak intrinsic MnBi peak 
and oxygen in the sample. The complex dielectric constants and magneto-optic Kerr spectra 
of electro-polished (100), (110), and (111) planes Ni2MnGa were measured. Also optical and 
magneto-optical spectra were calculated with the TB-LMTO methods including the spin-orbit 
interaction. Measured Kerr and optical spectra with three surfaces at room temperature had 
the same peak positions, but different amplitudes. The difference between (100) and (110) sur­
faces are probably due to the polishing process, not intrinsic bulk properties. Angle-dependent 
reflectance difference spectroscopy of (100), (010), and (001) planes GdsSigGeg, and (100) 
plane Tb^Si^Ge^, which are optically anisotropic materials, were measured with the Kerr 
spectrometer by rotating the samples. The replacing the rare earth Gd to Tb atoms and 10 
% changing Ge to Si atoms did not change the spectra much. The complex dielectric con­
stants of (100) and (001) planes Gd^Si^Ge^ were measured by the spectroscopic ellipsometer. 
Two reflectance differences, measured by the Kerr spectrometer at near normal incidence and 
converted from the dielectric constants measured by ellipsometer at oblique incidence, agreed 
well. 
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CHAPTER 1. INTRODUCTION 
The magneto-optic Kerr effect (MOKE) and spectroscopic ellipsometry (SE) have been 
used, not only for applications, such as magnetic storage media, but also for understanding 
the optical properties of materials [1, 2, 3]. 
Magneto-optic effects have been studied for their application to mass storage media [4, 5]. 
Current mass-storage media require fast read-write speeds and large storage capacity. Magnetic 
storage media (hard disks) are fast, but have a limited life time. Optical storage media are 
more stable but their read-write speeds are slow and they also have limited read-write cycles. 
Magneto-optical storage media have been developed for application as mass storage media 
because they have both advantages. There are some requirements for real applications. First 
is a high reflectivity, with Kerr rotation at visible wavelengths and a Curie temperature of 
about 400-600 K. The technical figure of merit (FOM) for MOKE materials, defined as FOM 
= sjR (92k + €2k), is used for the comparison of MOKE storage materials. Generally large 
MOKE signals {62K + e2K) with high reflectivity (JR.) are required for an application. The 
definitions of 6k and e# will be discussed later in this chapter. Second is a high magnetic 
anisotropy at room temperature because once data are written, they should be stable at room 
temperature. Recently rare-earth (Tb or Gd) transition-metal compounds have been used for 
magneto-optic storage media. 
MOKE spectra have been studied in magnetic materials containing 3d, 4f, and 5f elements 
[3, 6, 7], not only for data storage applications, but also for better understanding of electronic 
structures of the magnetic materials. Optical transitions are dipole transitions from occupied to 
unoccupied states which are located below and above the Fermi energy. With the improvement 
of first-principles calculations due to developments of the computing capability during recent 
2 
decades, MOKE spectra received attention because they could give more detailed information 
on the electronic structure of the magnetic materials. Because the Kerr effect arises due to 
cancellations between two circular polarizations, accurate electronic structure calculation is 
required for MOKE. The comparison of the calculated optical and magneto-optical spectra 
with the experiments gives the validation of the band structure calculations. The study of 
MOKE has the basic physical interests and also gives the direction of improved magneto-optic 
materials. 
The different interactions with materials of two circularly polarized states cause the magneto-
optic effects. Ellipsometry uses two linearly polarized states. Spectroscopic MOKE and ellip­
sometry depend on the optical transitions, and those transitions are related to the electronic 
band structures of the materials. Spectroscopic optical measurements determine a material's 
response (reflection, transmission, absorption) as a function of incident photon energy (wave­
length). MOKE and ellipsometry are very useful spectroscopic tools to check the electronic 
structures of magnetic materials. To understand the origin of MOKE and SE, quantum me­
chanical treatments of optical transitions are needed. The microscopic origins of the magneto-
optic effects are the spin-orbit interaction and exchange interaction. 
The first magneto-optic effect, the Faraday effect, was discovered in the middle of the 19th 
century by Michael Faraday [8]. When linearly polarized light passes through glass which 
is subject to a magnetic field, the plane of polarization is rotated. The Faraday rotation 
{Op), the rotation angle of the linearly polarized light on transmission through a transparent 
material to which a magnetic field is applied parallel to the light propagation direction, is 
due to the difference of the index of refraction for right circular polarization (RCP) and left 
circular polarization (LCP). The different absorption coefficient of RCP and LCP makes the 
transmitted light elliptically polarized. 
John Kerr discovered the Kerr effect in 1877, about 30 years after the discovery of the 
Faraday effect [9], in the reflection from a magnetized material. When linearly polarized light 
is reflected from the surface of a magnetized material, the direction of polarization is changed 
and the light is elliptically polarized. The Kerr effect is very similar to the Faraday effect 
3 
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Figure 1.1 Two types of magneto-optic effect when linearly polarized light is incident on 
the sample : Faraday effect for transmission and Kerr effect for reflection in 
polar geometry. 
except that the Kerr effect is in reflection and the Faraday effect is in transmission. Kerr 
effects have three different configurations (polar, longitudinal, transverse), depending on the 
direction of the magnetization and the plane of incidence. In polar geometry, the magnetization 
is parallel to the light propagation direction, whereas it is perpendicular in the other two 
geometries for normal incidence. Longitudinal and transverse geometries are distinguished by 
whether the magnetization is parallel to the plane of incidence (longitudinal) or perpendicular 
(transverse). Typically, polar geometry has the largest Kerr effect and is commonly used in 
MOKE experiments. 
The reflection coefficient, defined as the ratio of reflected and incident electric fields, de­
scribes the interaction between the light and the reflecting material. The reflected polarization 
state can be described with the reflection coefficients. The Kerr rotation 6 k, the rotation angle 
4 
Table 1.1 Three different magneto-optic Kerr effect configurations. 
configuration magnetic field direction 
to the sample surface to the plane of incidence 
polar perpendicular parallel 
longitudinal parallel parallel 
transverse (equatorial) parallel perpendicular 
of the major polarization axis, and Kerr ellipticity the ratio of major to minor axes, are 
defined as 
Qk =  -^(A+-A_) ,  
tan ex — -, (1.1) 
r+ + r_ 
where A± is the phase and r± is the amplitude of the complex Fresnel reflection coefficient 
f± for right (+) and left (-) circularly polarized light. The Fresnel reflection coefficient is a 
complex number defined as the ratio of the reflected to incident electric field. 
pout 
f± = r±e i A ±  = -4- .  (1.2) 
Ef 
It is not possible to distinguish a 6 K  Kerr rotation from 9 K  — 180°. A Kerr rotation 6 K  
bigger than 90° is identical to 6K — 180°, so the Kerr rotation has a maximum value of 90°. 
The ellipticity also has a maximum value of 45°, by definition. The general form [10] of the 
Kerr effect without any approximation can be obtained from relations Eqs. (1.1) and (1.2). 
r_ l - tan(eK)  2 i 0 K  
f+ 1 + tanW ' ^ 
With a small Kerr-angle approximation ( 6 K ,  C K  < 57°), the above can be simplified, and the 
complex Kerr angle &k = 9k + i(K is commonly used : 
$K = QK + i^K = â ~ +  ~ •  (14)  
r+  + r_ 
The Kerr effect depends on not only the difference, but also on the average, of the optical 
constants between right- and left-circular polarization. If a sample is coated with a thin 
dielectric layer to protect the sample or measured through thin glass, in the case of a sample 
5 
(a) (b) 
Figure 1.2 Linearly and elliptically polarized states (a) An incident linearly polarized wave 
before MOKE, (b) An elliptically polarized wave after reflection from the mag­
netized sample. 
6 
grown on a glass substrate, then the optical constants of the sample combined with a thin-film 
are different than those measured with the sample only. This difference of the optical constants 
can enhance or reduce the MOKE effects. Also a thin native oxide layer on the sample may 
affect the MOKE signal. 
The magneto-optic effect has been studied mostly with optically isotropic materials of cubic 
or hexagonal crystal structure in a polar Kerr geometry. In the case of optically anisotropic 
materials, polarization states can change upon reflection without magneto-optical effects. For 
an anisotropic material  without  a  magneto-optic effect ,  a  reflectance difference between the x 
and y axes of the sample can appear in the same magneto-optic Kerr geometry. If the optically 
anisotropic sample has a magneto-optic effect the signal actually measured is the sum of those 
from the magneto-optic effect and the optical anisotropy. 
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CHAPTER 2. CLASSICAL AND QUANTUM MECHANICAL THEORY 
To understand the optical and magneto-optical properties, classical electromagnetic waves 
with Maxwell's equations are used to explain the phenomenology. The interaction of two 
circularly polarized electromagnetic waves with a magnetic material explains well the magneto-
optic effects, but it doesn't explain why the interactions are different in different materials. 
To understand the origin of the different interactions, a quantum mechanical treatment is 
discussed. 
2.1 Electromagnetic field in a solid 
It is well known that electromagnetic waves can be described by Maxwell's equations. 
Maxwell's equations describing the electromagnetic waves propagating in the material are, in 
cgs units [11] : 
V - D — 47xp (2.1) 
V • B = 0 (2.2) 
(2.4) 
(2.3) 
where the electric displacement D and magnetic inductance B are connected to the polarization 
P and magnetization M by 
D = È + 4 t tP — (1 + 4:nâ)Ê = ëÊ 
B = H + 4ttM = (1 + 4nx)H = fiH, (2.6) 
(2.5) 
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where à is the electric susceptibility and x is the magnetic susceptibility. The parameter e is 
usually called the complex dielectric constant. The parameter ft is the magnetic permeability. 
A plane-wave electric field propagating in the r direction with wave vector k and angular 
frequency w is represented by [12] 
E(t,w) = Eoe^-^). (2.7) 
The optical properties of solids (refractive index, absorption coefficient, reflection coeffi­
c ien t )  can  be  obta ined  f rom the  d ie lec t r ic  tensors .  The  complex  d ie lec t r ic  tensor  ë  i s  a  3x3  
matrix and each component is complex. 
/ 
&XX £xy £Xz \ 
Dy = £yx £yy £yz Ey (2.8) 
Dz V £zx £zy Ëzz J . ^  . 
The dielectric tensor elements are symmetric, ëij = £ri, and in an optically isotropic crystal with 
cubic symmetry the diagonal components of the dielectric tensor are the same exx = eyy = 
ezz and the off-diagonal components ë^j are zero. Optically uniaxial crystals (hexagonal, 
tetragonal, trigonal) have a different zz diagonal component, exx — ëyy ^ ëzz and biaxial 
crystals  (orthorhombic,  monoclinic,  t r icl inic)  have 3 different  diagonal  values ë x x  /  ë y y  ^ 
ëzz [13, 14]. The dielectric tensor of orthorhombic crystals can be diagonalized by choosing 
the Cartesian axes to coincide with the principal axes of the dielectric tensor, but those of 
monoclinic and triclinic crystals have non-zero off-diagonal terms ë^j. The principal optical 
axes of the biaxial crystals rotate when the wavelength is changed. So the dielectric tensor of 
monoclinic and triclinic crystals can be diagonalized at a fixed photon energy by proper choice 
of coordinate system but the principal axes move with changing the photon energy. [15]. 
The polar geometry of the magneto-optic effect, i.e. the applied magnetic field parallel to 
the direction of light propagation, has a larger MOKE effect than any other geometry. With 
cubic symmetry the three diagonal components of the dielectric tensor are the same if there is 
no external magnetic field. When the applied magnetic field is normal to the sample surface 
H = Hz with the polar geometry, the dielectric tensor with cubic symmetry has the following 
9 
form [16]: 
^ WO) 0 
È= -Ê^(g)  G^(0)  0   (2.9) 
0 W#") / 
where the diagonal components of the dielectric tensor are even functions of an applied mag­
netic field, and the off-diagonal components are odd functions. Ëij is a complex number, 
g%z(0) has no magnetic field dependence. ë z z(H2)  = êx.T(0) + A(H2)  has an additional second-
order term in the external field, and is slightly different from the x component, but the differ­
ence between the diagonal components is negligible under normal magneto-optic experimental 
conditions [16, 17, 18]. The off-diagonal term ëxy(H) has a first-order magnetic field depen­
dence. 
The magnetic permeability tensor p, is set to 1 at optical frequencies [18]. Magneto-optic 
effects are related to the off-diagonal component exy of the dielectric tensor which is linear in 
the magnetic field, whereas optical properties are related to the diagonal component exx. The 
magnitude of the off-diagonal component (exy) is two orders of magnitude smaller than that of 
the diagonal component (exx). The off-diagonal component in magnetic materials, measured by 
magneto-optics, can have spectral peaks even though there may be no corresponding structure 
in the diagonal terms, which are measured by ellipsometry. Magneto-optics is very useful for 
understanding the interactions of magnetic materials with electromagnetic waves, compared 
to ellipsometry. 
In calculating magneto-optic effects, the optical conductivity tensor âij = ouj+ioiij is used 
more often than the dielectric tensor. The relation between the optical conductivity tensor 
and complex dielectric constants is easily obtained from Maxwell's equations and Ohm's law 
J = ôÊ. 
ëi j  — £l i j  4" ÎE2ij  Vi  -%)'  (2.10) 
47n _ ( i , j  = x,y,z)  (2.11) 
where 5ij  = 1 ( i  = j) ,  0 ( i  ±  j) .  
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The complex optical conductivity tensor â for cubic symmetry with the magnetic field 
H — Hz has the following form : 
/ , . . \ 
(2.12) a = 
\ 
G XX àXy 0 
—&xy G xx 0 
0 0 ëzz 
2.2 Jones vectors and matrices to describe polarized light 
A plane wave which propagates in the +z direction can be described by an electric field 
vector Ê = Êoel^kz~ùlt\ where Ë0 = Ëxx + Ëyy. When dealing with polarized light, using 
Jones vectors and Jones matrices is very convenient. A polarized state can be represented 
simply by a Jones vector by eliminating common exponential terms in the x and y components 
of the electric field vector [19] 
E = 
1 l 
l 
Êx 
Éy 
i
 
(2.13) 
Depending on the phase relations between the x and y components, linear or circular polarized 
s ta tes  a re  descr ibed  by  th is  Jones  vec tor .  Bes ides  the  Jones  vec tor ,  the  Jones  mat r ix ,  a  2x2  
matrix, is used to describe an optical component that alters the electric field vector. It has 
the general form of 
A B 
C D 
A new polarized state P' after an interaction with the component is the simple product of 
the Jones matrix M and the Jones vector  P 
M = (2.14) 
P> = MP = A B P
 
.
 
1 
C D 1 
a
f 
i 
(2.15) 
More detailed descriptions of Jones vectors and Jones matrices are given in the appendix. 
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2.3 Macroscopic explanation of magneto-optic effect 
The electric field propagating in the z direction has the form Ê = Eoe%( k z~w t \  When 
linearly polarized light is incident on a magneto-optic material the linearly polarized light can 
be decomposed into two independent circularly polarized states. The right (+) and left (-) 
circularly polarized waves interact differently with the magnetic material. Linearly polarized 
light in the x direction can be described by a Jones vector and expressed by the superposition 
of right- and left-circularly polarized waves, 
EX — E0 
1 
0 
=T2 { É++ É- }=iI / 1 V2 
V 
l 
+ vi (2.16) 
The Faraday effect arises from different interactions of the two circular polarized compo­
nents passing through a magnetized material. The complex amplitude of the wave after passing 
a sample of length IQ is 
\ / ' 
1 
Eout = y-
1 gifc+Zo 
X 
—i i  
Jk-lo 
E0e^++^-^°/2 
/ 
o i (k+-k-)l0 /2 + 
X 
o- i(k+-k-) l0 j  2 
/ 
i (k++k-)lo/2 cosÂ/2 
sinÂ/2 
(2.17) 
(2.18) 
(2.19) 
With k± = n±u)/c,  the phase change difference after passing a sample is 
A = (n +  — Û- ) U J I Q  2?r(n+ — Ù - )LO 
c ~ A ' 
(2.20) 
where n± = n± + ik± is the complex index of refraction for right (+) and left (-) circularly 
polarized light and A is the vacuum wavelength of the light. The Faraday rotation is defined 
as the rotation of the major polarization axis 
Op — Re 
A" 
= Re 
~2 
7^0/~  ~ \  
—  ( n +  - r » _ )  w/o / X (2.21) 
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The Faraday effect occurs in transparent materials, i.e. k must be small. An ellipticity, 
defined as the ratio of the minor to the major axis of the ellipse, with the approximation of 
small absorption is 
ep tanh Im = tanh ( — &-) 
^(k+ - *_). (2.22) 
When the light is reflected from the sample, the direction of light propagation is changed 
to the —z direction, and the circularly polarized light is also switched in circular direction i.e. 
right circular polarization is changed to left circular polarization after reflection and vice versa. 
Î 
(a) 
+ 
LCP RCP 
© + 
(b) 
RCP LCP 
Figure 2.1 (a) Linearly polarized light decomposes into RCP and LCP with the convention 
of exp{—iujt). (b) After reflection the phases and amplitudes of the RCP and 
the LCP are changed and the sum of them are elliptically polarized. The 
defini t ions of  RCP and LCP are changed with the convention of  exp(iut) .  
There are two possible notations dealing with the reflection of circularly polarized light. 
One is  to  keep the defini t ions of  the Jones vectors for  circular  polarizat ion with the exp(-i tot)  
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components in the electromagnetic wave. In this case the definition of Jones vectors for RCP 
and LCP remain the same and the reflection coefficients for left and right should be switched 
upon reflection. The electromagnetic wave after reflection becomes Eou t  = l/\/2[r~E+ + 
f+E^]el^kz'u)t\ The other is to change the definitions of the two circular polarizations in 
the Jones vectors with the exp(iu:t). The reflected light becomes Êout = 1/V2[f+S+ + 
f-EJ\el^kz+ut\ The final sum of the Jones vectors for the reflected waves are the same in 
both cases. 
The interactions of the sample with circularly polarized light are different and can be 
described as 
z 
E' out 
Ep 
Y 
Eo 
2 
r+ 
X 
1 1 
+ f_ 
i  —i 
(r+ + r_) 
(f+ — f-)i 
= E0  
X 
/ 
(r+ + f_) 
I±z 
r++r-
(2.23) 
where f± is the complex Fresnel reflection coefficient for right (+) and left(-) circularly polarized 
light defined in Eq. (1.2). The output electric field has a non-zero y component. Due to this 
the linear polarization state is changed to elliptical and the major polarization axis is rotated. 
With the approximations for small Kerr signals, the y component of the electric field is directly 
related to the Kerr effect. When we use Eq. (1.3) the y component has a contribution to the 
Kerr effect 
( f + - f _ ) .  OR + itK- (2.24) (f+ + r_) 
When we substitute for the Fresnel reflection coefficients r± with the complex refractive 
index n± — n±+ ik± in normal incidence, r± is 
Vz± — 1 A± 1 
r± = r±e  = (2.25) 
n± + 1 y/ë± + 1 
and we can get the relation between the complex Kerr angle = 0k + itK and the dielectric 
constants [6] 
(2.26) (ÊXX 1) 
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With the relation between dielectric constants and optical conductivity, the complex Kerr angle 
can be expressed with the optical conductivity, 
= ,
Gxv 
• (2.27) 
&xx\J l + ^ r&xx 
This can be solved to obtain the Kerr rotation and ellipticity in terms of the optical 
constants and the off-diagonal components of the optical conductivity tensor, 
»* = £ ' (2.28) 
«  "  £  (229)  
where we used the approximation n % (n+ +n_)/2 and |n+ — n_| <C n+,n_. The coefficients 
A and B are functions of the diagonal optical conductivity (or the complex index of refraction 
n = n + ik), 
A = — (na2xx — kcrixx) = n3 — 3nk2  — n, (2.30) 
w 
B = —(kcrixx 4" ko2xx) — —+ 3n?k — A;. (2.31) 
w 
For large Kerr effects, a large off-diagonal conductivity is necessary. Besides the large 
off-diagonal term, small A and B also enhance the Kerr effect. Feil et al. [20] studied the 
Kerr effect enhancement by the plasma resonance in which a small denominator in Eq. (2.26) 
makes resonance-like Kerr peaks. The plasma resonance condition, exx — 1, also satisfies the 
min imum ref lec t ion  condi t ion  rwO,  
f = (2.32) 
We can say generally that low reflectivity enhances the Kerr effect. But the plasma resonance 
enhancement has a disadvantage in real applications due to its low reflectivity. 
Reim et al. [21] also proposed the plasma edge splitting for resonance-like Kerr effects. The 
plasma frequency UP is split by the cyclotron frequency as UJp±Uc in the magnetic field. Plasma 
edge splitting makes two different reflectivities for the left- and right-circular polarizations. If 
the incident light has a resonance frequency (u = wp — uic) for left-circular polarization, the 
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reflectivity is a minimum for this polarization. The reflectivity for the right-circular polariza­
tion also has a minimum at frequency (u — up + cuc). This reflectivity difference induces a 
resonance-like Kerr effect. Typical plasma edge splitting for non-magnetic material is about 
1.2 meV with an applied magnetic field of 1 T. Magnetic materials have a large plasma edge 
splitting (about 100 times larger than nonmagnetic materials). Reim et al. explained the 
plasma edge enhancement in the magnetic material with the skew scattering theory (see later). 
2.4 Classical microscopic theory 
The optical conductivity and dielectric constants are related by 
^2xx{^) — 4jfi ^xx (2.33) 
&xy{w) = CTlxy(uj) + i02xy{^0) — /• (2.34) 
The optical conductivity tensor cr^ is divided into two parts, intraband and interband (band 
to band). Intraband transitions are optical transitions in which the initial and final states are in 
the same band and electron momentum (k) is not conserved. Interband transitions are optical 
transitions from an occupied lower band to an empty higher band. The optical conductivity 
is the sum of intraband and interband transitions 
â^'(w) = êg""(w) + cr^(w). (2.35) 
We can easily think about the intraband component with the Drude model without using 
quantum mechanics. Interband transitions can be explained by the Lorentz model. It has an 
extra bonding term (wg) in the free-electron model. Equation (2.36) describes the Lorentz 
model, and removing the wj, term reduces it to the Drude model. The exact values of the 
parameters used in the Lorentz-Drude model are normally obtained from fitting experimental 
data. Intraband transitions appear typically at low frequencies in the infrared (less than about 
an eV photon energy). Also quantum mechanical band theory can be used for both intra- and 
interband calculations as will be discussed later. 
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2.4.1 Classical Lorentz-Drude model for dielectric constants 
The dielectric constant, e = 1 + 4?rà, can be found from Eq. (2.5). The motion of a free 
electron having a mass m and charge —e in the solid can be described as driven damped motion 
by Newton's second law [12]. A bound electron has the resonance term of a harmonic oscillator 
m
" (im+1Tt+u°i')= -eiÊ+\ft x S)' (2-36) 
where m* is the effective mass of the electron, 7 is a damping constant, and cuq is the resonance 
frequency. The external driving force is the Lorentz force from the electromagnetic wave and 
it has a time dependence of e~lu)t. The displacement r has the form fbe-KJt and its time 
derivative is ^ = —iwr. After finding the solution we can get the induced dipole moment 
p = —er. The macroscopic polarization P is the product of N, the number of electrons per 
unit volume, by the average atomic polarization p 
p = N(p) = —Ne(r) (2.37) 
The relation between the macroscopic polarization and electric field, P = âE, gives the dielec­
tric function. 
2.4.2 Diagonal component of dielectric constants exx 
We can ignore the magnetic field of the electromagnetic wave, B E for the diagonal 
component because the magnetic force on the electron is very small compared to the electric. 
The solution of the displacement where the electric field vector Ê — is 
r = 2\ :—Eiocai- (2.38) 
m* (cjg — U2) — l'yUJ 
The local filed Etocai is defined as the sum of applied external electric field plus microscopic 
electric field due to other charged particles. In general, Eiocaj ^ E. For example, in isotropic 
insulating solids 
m*, = E 4- ^7rP. (2.39) 
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With the e %ujt time dependence the interband (core, bound electron) contribution to the 
macroscopic polarization is 
Ne2  1 P = 
'(Elocal)- (2.40) 
m* {u)l — u>2) -  iju> 
For conducting materials, we can assume (Eiocai) = E because electrons are uniformly dis­
tributed and average contribution from other electrons cancels. We are dealing with metals 
and we assume (Eiocai) = E here after. 
£ 
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Figure 2.2 Real {£ixx) and imaginary {er2xx) parts of the interband dielectric constants 
from the Lorentz model with hwo = 4.0 eV, hup = 5.0 eV, and hj = 0.5 eV. 
The complex interband dielectric constant becomes 
A-ïïNe2  1 inter 1 + 
m* (a»2 — OJ2) — ijw (2.41) 
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In Eq. (2.41) the first term, 1, is from the vacuum, and is replaced by in the material. It 
can be omitted to eliminate redundancy when we add an intraband term which also has this 
background term. 
Figure 2.2 shows the interband complex dielectric constants obtained from the Lorentz 
model with the constants HOJQ = 4.0 eV, flujp — 5.0 eV, and = 0.5 eV. The imaginary part 
(£2XX) of the intraband dielectric constant has a resonance-like line shape at the resonance 
frequency ojq ,  with width 7 when loq 3> 7.  The maximum value of £iXx at cvq is 4irNe2/m*jùJo. 
If wo — 7 then the resonance center deviates from UJQ and the line width also deviates from 
7. The real part {£\Xx) of the interband dielectric constant increases with increasing photon 
energy, except for a narrow region around wq, and converges to 1 as the photon energy goes to 
infinity. The decrease of £\xx around UJQ is called "anomalous dispersion". 
If there is more than one oscillator in the Lorentz model, each with resonance frequency 
Wfc and oscillator strength /&, the dielectric constants have the following form [12] 
= <*•*» 
k 
m* t-r1  (wj^ — w2) — %7W 
For the intraband (conduction electron) contribution, we can easily get from setting cvq = 0, 
e"» -1 " <2'43» 
where u>p  is the plasma frequency, with w2 = 4îtNe2/m*. For a typical metal the plasma 
frequency up is in the visible or UV region and the damping factor 7 = T"1 is about 0.07 ~ 
0.66 eV (the mean scattering time r — 10-14 ~ 10-15 sec). Also 1 in Eq. (2.43) can be replaced 
by £oo and then the intraband dielectric constant becomes with a screened plasma frequency 
OJ'2 — 47riYe2/£00m*. The major contributions to Cqo are from deeply bound electrons i.e. core 
electrons [22]. 
(2.44) 
A typical line shape of the intraband dielectric constant, also known as the Drude term, is 
shown in Fig. 2.3. The real part (EIxx) of the intraband dielectric constant monotonically 
increases with increasing photon energies and crosses zero at the plasma energy. It saturates 
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Figure 2.3 Real (£ixx) and imaginary (egzz) parts of the intraband dielectric constants 
from the Drude model with faûp = 5.0 eV, fry = 0.5 eV. 
to Coo upon further increasing the photon energy. The imaginary part (E2XX) monotonically 
decreases to zero. It goes to 0 as the photon energy goes toward infinity. 
Also the intraband optical conductivity can be found from its relation with dielectric con­
stants. 
= irb' «•= <2'45> 
where ctq is the DC conductivity and T is the mean scattering time. 
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2.4.3 Off-diagonal component of dielectric constants e; x y  
To calculate the off-diagonal component of the dielectric constants we use the normal modes 
of circularly polarized light. The displacement vector for circularly polarized light is defined 
by r± = x± iy. When an external magnetic field B = Bzz is applied in the z direction, 
r± x B z  = ±iB zr±. (2.46) 
The solution for the displacement with electric field vector E± = Ê(x ± iy)e l(kz~u t^ is 
r± = 2~~- X '  (2.47) 
m* — U)1  — I^/UJ ± UJcUJ 
where OJc = is the cyclotron frequency. For interband (core, bound electron) contributions, 
the dielectric constant for circularly polarized light is expressed as 
4nNe2  ^ fk  
k 
With the relation ê± — ëxx  ± iexy  the off-diagonal terms are 
= 1 + ^  g ft (2.48) 
m* — u)1  ± U)OJc  - îcj7 
= § Z A 
k 
ojf. — (J1  + U)U)C — iu>~f u>l — to2  — u)ujc  — iwy 
.2, 
xy  4-rri 8tt 
k 
i l 
+ 
(2.49) 
(2.50) 
W + WWc — ÎW7 UJj£ — — WWc — 2UIJ_ 
We can get the same result as in Eq. (2.41) for the diagonal term exx — (è+ + £-)/2 with the 
approximation uc <C w. 
The intraband off-diagonal term in the complex dielectric function is obtained by setting 
wo = 0 in the Lorentz-Drude model, 
+ torn? uj 
m*u (—w ± wc  — %7) u) (w T Wc + *7) 
2 
zintra 
e. - W = ^  = + W + <2-52» 
= ^ = (2.53, 
The absorptive parts of the dielectric constants and off-diagonal conductivity are 
. . 2Wc7W2 
^
( 2
'
5 4 )  
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(2
-
55) 
The absorptive optical conductivity a^xy has al/w3 dependence in the intraband Drude model 
for w > wc,7-
2.4.4 Skew-scattering theory 
In magnetically ordered materials, the phenomenological theory of the off-diagonal conduc­
tivity 5xy was expanded in the framework of a skew-scattering theory by Erskine and Stern [23] 
and improved by Reim [21]. It is usually assumed that the Drude term contributes to only the 
isotropic part of the optical conductivity tensor. Erskine and Stern discussed the off-diagonal 
conductivity for intraband transitions including skew scattering caused by spin-orbit coupling 
and scattering [23]. 
_^  =  *  +  £ x_t i  
at T TS  
where r = ^ is the normal scattering time, s is spin with s = ±1 for spin-up and spin-
down states, and rs is the skew scattering time which accounts for the spin-orbit asymmetric 
scattering. 
From Erskine's paper, the off-diagonal conductivity is 
ui, 2 o ,.,2 Q, Wp |Pq| A . w(l/T + iw) 
~ iwTWTW ~ [1~iïf+(ïFTW)' <2'57) 
where = 1/TS  is the skew-scattering frequency which arises from the spin-orbit asymmetric 
scattering, {AZ) ~ is the fractional spin polarization, VQ is the Fermi velocity, OJp is 
the plasma frequency, and |Pq| is the maximum value of the dipole moment per unit cell due 
to spin-orbit interactions. The first term on the right-hand side corresponds to the scattering 
term for intraband transitions when there is no applied magnetic field. When we substitute 
u)c for the skew scattering frequency SI, the first term is the same as in Eq. (2.53) from the 
intraband Lorentz-Drude model. The second term exists only when there is a spin polarization 
i.e. magnetization. In the absorptive part of the optical conductivity, o^(w), the first term 
has an cv~3 dependence and the second term has a OJ~1 dependence for ui 0,1/r. In the 
high-frequency limit (wr > 1), the first term can be ignored and the optical conductivity 
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reduces to 
Clxy(^) l^ol 
1x1 p / i| 
4vr z e^o (wr)2 ' 
2 
<WU) -
(2.58) 
(2.59) 
Reim et al. also modified the optical conductivity and obtained w 3 and w 1 frequency 
dependence [21], 
ui„ 
&xy(u) — J* (o z) 4tt 
-n  \n\ 
f22 + ( l / r  +  ioj)2  '  evo + 
For the absorptive part, 
w2 
<J-l xy{u) = 27 Ow 
.  (v ( l / r  +  ûv)  
f22 + (1/T + W)2 
I  f o l  u j j (Q 2  + 7 2  + w 2 )  
(2.60) 
(2.61) (f22 + 72 — cv2)2 + 472w2 evo (fi2 + 72 — w2)2 + 472cv2_ 
When cu > fi, 7 the first term corresponds to the classical Drude term 1/cu3 frequency depen­
dence. The 2nd term corresponds to a 1/w frequency dependence. The difference between 
Erskine's calculation and Reim's in the off-diagonal conductivity is that Reim also included 
(az) in the first term because <72xy appears only when spins are polarized. Our calculated 
result in Eq. (2.53) agrees with Erskine's result. The first term is from the Lorentz force which 
gives a non-zero 02Xy without spin-polarization. f2 can be expressed as the sum of the skew-
scattering frequency and the cyclotron frequency fî = 1/Ts + cuc. If there is no magnetic field, 
only the skew-scattering plays in role. If there is no skew-scattering, then only the cyclotron 
frequency appears. But the contribution is weak in the visible range due to its or3 dependence 
and ignored in the MOKE calculations. 
23 
2.5 Quantum-mechanical theory for MOKE 
We describe the motion of a charge —e in an external field with the vector potential A. 
The Hamiltonian in the external electromagnetic field is [24, 25] 
# = + -AM + + y(m, (2.62) 
2 m c c 
where AM is the vector potential of the applied DC magnetic field and AL is the vector potential 
of the electromagnetic wave. The Hamiltonian H can be divided into an unperturbed HQ with 
AM, AL = 0, the magnetic interaction term H M from the external magnetic field when A/y = 0. 
and the extra optical interaction term Hj from the electron-radiation interaction. 
Ê = Hq + ÊM + Hi, (2.63) 
The interaction involving the optical transitions can be regarded as a small perturbation and 
the A2l term can be ignored in the Hamiltonian. The magnetic interaction energy HM has 
two parts, spin-orbit and Zeeman interactions. The spin-orbit interaction has a magnetic field 
induced from the moving charged nucleus of an atom around an electron, and the Zeeman 
interaction has an external magnetic field. The vector potential AM in the uniform field B is 
replaced by —\rxB and also neglecting the A2M and AM-AL terms, the Hamiltonian becomes 
A, = + (2-64) 
HM = £L • S + hb{L + goS) • B, (2.65) 
Hi = — ÂL-p. (2.66) 
mc 
The orders of magnitude of the interactions are shown in Table 2.1. The kinetic and 
potential energy of a valence electron in an atom is a few eV [26]. The spin-orbit interaction 
energy, ÇL • S, in atoms increases with atomic number and usually is larger than the Zeeman 
interaction. The Zeeman interaction energy, the second term in HM with a magnetic field, is 
very small, typically 10~4eV when the magnetic field is of order 104 gauss [27]. The electron-
photon interaction energy Hi is very small compared to other interactions. 
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Table 2.1 Rough orders of magnitude for the important interaction energies in the mag-
neto-optic Kerr effect. 
energy expression order of magnitude (eV) 
H0 ,  kinetic + potential 1-10 
H so, spin-orbit interaction 10~3 - io-i 
Hm, Zeeman a Hb{L + 9oS) • H 1 o 
Hi, electron-photon interaction 6 10-5 
"The magnetic field (B) is about 104 gauss in the Zeeman interaction. 
'see appendix. 
With the dipole approximation, the extra interaction term Hi in the Hamiltonian reduces 
to 
Hi(t) = pd  • Ê(t) = -ef • Ê{t). (2.67) 
If an electron bound to an atom is in the ground state, it has a time-independent Hamilto­
nian and is in a stationary state. The time-dependent weak interaction Hi(t) by an external 
electric field can be treated as a perturbation. First-order time-dependent perturbation theory 
[25] shows that Hi(t) = Hi sin(ut) induces transitions between the stationary states. The 
transition probability from the ground state |a) to an excited state |/3) by absorbing a photon 
of energy Hu comes from Fermi's Golden rule : 
^ = yXf) |(#f|a)|' - Aw) (2.68) 
where |a) and |/3) are the occupied initial and empty final states of the transition, respectively. 
p(/3) is the density of the excited states and Ep and Ea are the energies of the initial and final 
states with Ep — Ea — hu). The transition probability is proportional to the square of the 
dipole matrix element, (/? Hi a). 
Bennett and Stern calculated the optical conductivity with a relation between the power 
absorbed with the electric field and the optical transitions [17]. The power absorbed in the 
volume F by a solid from the electromagnetic field is 
P = ^ y #e(J*. E)dy = (2.69) 
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The power gain is related to the transition probability by 
Pdu = hu) Wj. (2.70) 
The absorptive part of the optical conductivity is, in terms of matrix elements, 
=2 
hujm2V Vixx = h 
ne2v l«)|2<J(w/3a - w), (2.71) 
a/3 
where Hu)pa  = Ep(k) — Ea(k) and the momentum operator îxx  — P + (h/4rric2)(â x W(r)) 
with P — p + (e/c)AM• Also the off diagonal optical conductivity is 
°
2xy  =  4}\bjm lV XXl^k'H2  - \{P\ir+\a)\2}S(u0a  - w), (2.72) 
a/3 
where n± = nx  ± iiry .  
Using the Kramers-Krônig relations we obtain <72$$ and <Jixy. The optical conductivity 
tensor is analytic in the upper half of the complex plane. So the real and imaginary parts of 
the optical conductivity tensor have the following relation 
Ciy(w) = ~pf U°2 t j^ du)',  (i , j  = x,y,z), (2.73) 
7T Jo 
c?2i j(u) = P [ <7 ,2^U}\du) ' ,  (*,; = x,y,z), (2.74) 
7T J0 u 1 - U z 
with P denotes the principal value. With the above equations, the other parts of the optical 
conductivity are 
_ 
C I"/1 l\H" I"/1 (07^ 
- 2nm,v u 1 ' 
e 2  v^rK^k  HI 2  \ {P \n + \ a ) \ 2  
2.5.1 The origin of MOKE 
It is known that the spin-orbit interaction and exchange interaction are responsible for 
the MOKE [17, 23]. The magneto-optic Kerr signal is linearly proportional to the spin-orbit 
coupling strength but there is no linear relation with the exchange splitting energy [28]. 
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If the contribution of spin-flip transitions is negligible, we may write oixy as the sum of 
contributions from spin-up (f) and spin-down (J.) states, 
&2xy(u) = 02xyî(w) + &2xy\.(ui). (2.77) 
The contribution from spin-up states is given by 
<T2=Pt(w) = E{l^tl^l«t)|'-|(^T|%-|at)|'} J(w^t-w). (2.78) 
a/3 
The contribution from spin-down states is formally identical to Eq. (2.78), but with spin-up 
states replaced by spin-down ones. 
The spin-orbit Hamiltonian in the one-electron system is written as 
Hso = (2.79) 
where W is the electric field generated by an effective potential due not only to all of the 
other electrons in the solid but also to the nuclear cores, and â is the Pauli spin operator. 
The spin-orbit interaction is included in the matrix elements. In a spherical potential the 
Hamiltonian becomes 
Ago = (2.80) 
The spin-orbit interaction energy is of the order of 0.1 eV for 3d and 4d electrons and 1 eV 
for 4f electrons [29], so materials containing 4f electrons have a large spin-orbit interaction. 
Besides the spin-orbit interaction, the exchange interaction is essential for magneto-optic ef­
fects. Without the exchange interaction the matrix elements for the left- and right-circularly 
polarized light are the same and cancel in Eq. (2.72). 
Figure 2.4 explains the optical transitions from an occupied localized state to unoccupied 
spin polarized states with spin-orbit interaction. The left-hand side represents spin-up states 
and the right-hand side spin-down states. The energy difference between the two spin states 
is due to the exchange interaction and the different interaction between circularly polarized 
states is due to the spin-orbit interaction, which exists in each spin state. As discussed above, 
the diagonal component of the optical conductivity is the sum of the dipole matrix elements of 
right- and left-hand circular polarization whereas the off-diagonal components come from the 
27 
Energy 
AEex 
AEso 
A-
I r Ù 
i 
i 
i 
co+ 
i 
roj 
i 
i 
i 
i 
•co 
i 
i 
i 
co+ 
'up 
I n ,  I  I n  
(b) 
'down 
(a) 
a2xy = ln+l " ln-l 
C T 2xy( T )  C T 2xy  (^ )  
(c) (d) 
Figure 2.4 (a) Spin-split states with exchange and spin-orbit interaction energy. The solid 
and dotted lines represent right- and left-circular polarization, respectively, 
(b) Optical transition matrix elements for each spin state, (c) Absorptive part 
of the diagonal component of the optical conductivity. The bold and narrow 
lines represent spin-up and -down contributions, (d) Absorptive part of the 
off-diagonal component of the optical conductivity. 
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difference. The bottom line represents the localized states below the Fermi energy, and unoc­
cupied states form a band with spin-orbit splitting in each spin state. The optical transitions 
are represented with arrows. The bold arrow is the right-circular transition and the dotted 
arrow is the left one in the Fig. 2.4(a). 
Let's try to figure out how the spin-orbit and exchange interactions determine magneto-
optic effects. For each spin state, the off-diagonal conductivity is obtained from the difference 
between circular polarized transitions and the diagonal conductivity is obtained from the sum of 
those. Adding the two conductivities for spin up and down states makes the total conductivity 
for the diagonal and the off-diagonal components. If there is no spin-orbit interaction, the 
dipole matrix elements for left and right circular polarization are the same and the off-diagonal 
component of the conductivity is canceled out for each total spin state before adding two spin-
state conductivities. But the diagonal component, which is the sum of two circular transitions, 
remains without spin-orbit interaction. There should be spin-orbit interaction for the off-
diagonal conductivity. 
Besides the spin-orbit interaction, the exchange interaction is also important to the off-
diagonal conductivity. As in Fig. 2.4, if there is no exchange interaction there is no splitting 
between spin-up and -down states and the off-diagonal optical conductivity for spin-up and 
-down states are exactly the same. The sum of the contributions from the two states cancels, 
and once again the diagonal component of the conductivity has its value without the spin-orbit 
and exchange interactions. 
2.5.2 Electron band structure and optical conductivity calculation. 
The most common electronic structure calculations are based on the density functional 
theory. Each electron is considered as an independent particle moving in the mean field of 
other electrons and nuclei in the local density approximation (LDA). The local spin density 
approximation (LSDA) is used for the spin polarized case. The electron density is obtained 
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from the sum, and the magnetization from the difference, of the two spin densities from LSDA. 
n(r) = nup(r) + ndown{f) (2.81) 
m(r) = nup(r) -  ndown(r) (2.82) 
The optical conductivity tensor was calculated by Callaway [30, 31] using the spin-polarized 
band theory with the Kubo linear response theory. 
{u) 
= lSw (" - t' i ,  +'i/r + v + Ujf'+i/T) ' (2'83) 
with (A = x , y , z ) ,  u ) j j >  =  (S^ — Eji)/h and r is the relaxation time. 
The momentum matrix element is IIjy = ('tjjj\îr\[iJjf ), with the momentum operator fr. 
Erskine and Stern used spin-orbit coupling as a perturbation on the spin polarized system. In 
this case the momentum operator has to be replaced by 
7T = p + ^ a x VV, (2.84) 
4 mc l  
p being the canonical momentum operator, à being a Pauli spin operator and à x VV(r) 
represents the spin-orbit term. 
The absorptive parts of the conductivity tensor are [32] 
„2 
oixx(u) -  2fk j jm2y 53 [ln/jl2 + ln/jl2 (2-85) 
n' 
02xy(w) = 2fy^mïv Ç ['n^'2 ~ (2-86) 
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where n± — (tjjj|7rx ± ny\ijjji). So o\xx is related to the average absorption of right- and 
left-polarized light, whereas U2Xy is proportional to the difference. 
Optical and magneto-optical spectra of metals contain contributions from intraband and 
interband transitions. In principle, Eq. (2.78) accounts for both effects. However, intraband 
effects can be more easily dealt with in the classical model described earlier. 
There are three possible sources for non-vanishing oixy (magneto-optic effect) [32] : 
1. Lifting of degeneracies of energy levels of spin states 
2. The hybridization of states of different spin characters 
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3. spin-flip transitions due to spin-orbit coupling 
Among these three, the first source is from the spin-orbit and exchange interactions. The 
first one is dominant compared to the second and third. 
First-principles calculations with a local spin density approximation (LSDA) are used to 
calculate optical conductivities. The calculated diagonal and off-diagonal conductivities are 
used to compare the optical and magneto-optical properties with the experimental results. 
There are many different methods for electronic structure calculations with the LDA. Among 
them the tight-binding linear muffin-tin orbital (TB-LMTO) method with the atomic sphere 
approximation (ASA) developed by O. K. Andersen's group [33, 34] was used to calculate band 
structure, moments, density of states, and optical properties. The advantage of the LMTO 
method is that it uses the minimal number of bases and it is very fast. The electronic eigen-
states can be represented by a superposition of the atomic orbitals with tight-binding. This 
method can reduce many-body problems to one-body problems. The crystal potential is de­
fined as spherically symmetric within atomic spheres in the LMTO method. The TB-LMTO 
method has an atomic part and a band part. The band part requires potential parameters 
and structure constants as its input. The band part calculates the moments, bands, density of 
states, etc from the potential parameters and structure constants. The atomic part calculates 
potential parameters from the moments calculated in the band part. In the self-consistent 
loops, moments and potential parameters are determined by an iterative method. Once con­
verged within a self-consistent loop, the band structure, density of states (DOS), and optical 
conductivities can be calculated with the converged results. 
A spin-polarized calculation is required for magnetic materials. The spin-orbit interaction 
is included in the self-consistent loops for DOS, magnetic moment, and MOKE spectra calcu­
lations. Including the spin-orbit interaction lowers the symmetry and doubles the dimension 
of the eigenvalue problem. The original spin-polarized code is a scalar relativistic calculation. 
In order to include spin-orbit coupling fully relativistically, the Hamiltonian was diagonalized 
using the same basis sets as in the scalar relativistic calculations. After the scalar relativistic 
calculation was solved for each pure spin wave function, the wave functions were projected 
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into spin resolved pieces. The spin-orbit interaction £L • S has a spin-flip matrix element and 
it mixes spin states. The band structures are calculated without the spin-orbit interaction to 
identify the spin-up and -down bands. The calculated band structures are drawn along the 
high symmetry lines in reciprocal space. The high-symmetry lines of the cubic and hexagonal 
lattices are described in an appendix. 
An integration in k-space over the Brillouin zone (BZ) is required for the DOS, magnetic 
susceptibility, and optical conductivity calculations. The tetrahedron integration method is 
used to simplify the integration. The irreducible wedge of the BZ is divided into microzones 
(Akx,Aky,Akz). After calculating the eigenvalues in the microzones, k-space integrations are 
carried out. If the material has lower symmetry then a larger irreducible wedge of the BZ is 
needed. 
The optical matrix elements are calculated between the initial and final states. The absorp­
tive parts of the diagonal and off-diagonal components of the optical conductivity tensor are 
obtained from adding all possible optical matrix elements within the transition energy window. 
The other parts of the conductivity can be calculated with the Kramers-Krônig relations. 
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CHAPTER 3. EXPERIMENT 
To measure the magneto-optic Kerr effect an accurate detection of the polarization state 
is essential. A typical Kerr angle is less than a few degrees in most materials. Two polarizers 
crossing each other at 6 degrees transmit a light intensity proportional to cos2 0, and with 
that configuration it is very difficult to measure a small Kerr magneto-optic signal. To get an 
accurate Kerr signal we used polarization modulation and a phase-sensitive detection technique 
with lock-in amplifiers. The detailed experimental setup is described in elsewhere [36, 35]. 
3.1 Magneto-optic Kerr effect experiment 
The basic configuration for MOKE is Èout = DAMSPEin, where Ê is the electric field 
and D, A, M, P represent the effects of the optical components. P (polarizer with polarization 
axis at 0° from the x axis), A (analyzer at 45°), M (piezo-electric modulator), D (detector) 
and S (sample). 
The light source is a 75-W xenon arc lamp (Hamamatsu L2174). The color temperature 
of the lamp's brightest spot is about 6000 K, similar to the sun. The radiant intensity of 
the 75-W lamp is about 0.56 jiWjcm2nm at 50 cm. The xenon short arc lamp has a wide 
spectral range from the ultra violet to the infrared (185 - 2000 nm) with fused silica windows. 
The lamp has a 0.5 %/hour drift and 2000-hour lifetime in normal operation. The lamp 
operates by a Photochemical Research Associates Inc. PR A M303 power supply at 15 V and 
5.4 A. The polarizer and analyzer are OptoSigma calcite Glan-Taylor prisms of 215 - 2300 nm 
transmission range. The polarizer and analyzer are mounted in a Newport MM2000 optical 
rotation stage with angular resolution of 0.001 degree. The Hinds photo-elastic modulator 
PEM-80 operates with a fixed u = 50 kHz modulation frequency using the photo-elastic effect, 
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Figure 3.1 Experimental setup for MOKE (M: modulator, PMT: photomultiplier tube, P: 
polarizer, A: analyzer, DVM: digital voltmeter, PEM: piezo-electric modulator, 
F: filter). 
in which a mechanically stressed normally isotropic material shows birefringence. It has a 
piezoelectric transducer and optical element. The quartz transducer is electrically attached to 
the driving circuit and the transparent optical element is fused silica with a transmission range 
of 210 - 2600 nm. The detector is a Hamamatsu end-window type R562 photomultiplier tube 
(PMT). End-window type PMTs provide better spatial uniformity than side-window types and 
have less polarization dependence. A PMT has a fast response time (about 1 ns) and wide 
spectral response range. The high voltage is applied from a Stanford Research Systems PS325 
high-volt age power supply. The applied voltage is controlled to get a stable DC signal (5 mV) 
at the digital voltmeter via a feedback loop. The maximum voltage applied to the PMT is 
limited to 1500 V to protect the PMT and reduce background noise. An Ithaco 1641 current-
voltage pre-amplifier with 104 V/A amplification factor is used for amplification of the small 
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PMT signal. Two lock-in amplifiers (Stanford Research Systems SR510, SR830) are used to 
detect the Kerr rotation and ellipticity. The two reference signals (w, 2OJ) from the modulator 
feed into lock-in amplifiers. A Fluke 8842A digital voltmeter is used to measure the DC light 
intensity. To eliminate the background from the DC signal, the dark signal is measured when 
the light is blocked by a shutter. It is subtracted from the DC signal. A McPherson 1/4 m 
grating monochromator with a 1800 fim slit width is used for monochromatization. Diffraction 
gratings reflect n-th order harmonic radiation. To eliminate the extra spectra, one of four color 
filters made by Schott Inc. is chosen by rotating the filter wheel. The detail characters of color 
filters used in the experiment are in Table 3.1. 
Table 3.1 Characteristics of the four color filters 
Filter name Color Spectrum range in nm (eV) 
GG495 Yellow 550 - 850 (1.40 - 2.26) 
GG395 Transparent 450 - 550 (2.26 - 2.78) 
WG305 Transparent 350 - 450 (2.78 - 3.55) 
BG24 Blue 220 - 350 (3.55 - 5.64) 
Plane and focusing mirrors are ultraviolet-enhanced Al mirrors with MgF^ coatings. A 
permanent magnet of 0.5 T is used to magnetize the sample at room temperature. The sample 
is attached on the permanent magnet with the magnetic field normal to the sample surface. 
Two measurements are performed with opposite magnetic directions to check whether the 
sample was fully magnetized or not. Changing the magnetic field reverses the sign of the Kerr 
angle and the measured Kerr spectra is symmetric when the sample is fully magnetized. An 
IBM PC programmed with Quick Basic controls all instruments and the entire experiment 
takes about one hour over the 1.4 eV to 5.4 eV range with 0.1 eV steps. 
A superconducting magnet system, made by CRYO Industries of America, with liquid He 
cooling, is used when a low temperature and high magnetic field are required. The NbTi 
magnet with critical temperature 9.8 K can produce up to 7 T. There are two fused quartz 
windows in the cryostat. The outer one, about 2 mm thickness and 2 inches in diameter, 
holds the vacuum. The small inner one (Suprasil quartz window from Dynasil), 0.062 inch 
thickness and 1/2 inch diameter, is attached to the stainless steel sample chamber with a 
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custom-made strain-relief mount made of oxygen-free Cu (CAD101). The inner window was 
attached to the window holder by an epoxy specially designed for low temperature from Oxford 
Inc. The window strain comes from different thermal expansion coefficients of the stainless steel 
chamber and quartz window. Also a pressure difference between the sample space and vacuum 
insulating space can produce window strain. The strain-induced birefringence is magnetic-field 
independent. The inner window is close to the superconducting magnet and it experiences the 
same magnetic field as the sample. Low-temperature MOKE experiments require a correction 
for the Faraday rotation from the cryostat windows and the strain induced birefringence in the 
inner window. The Faraday rotation was measured with an Al reference mirror which has no 
Kerr effect in the entire photon energy range. Two different measurements (sample, reference 
mirror) are required for the Faraday rotation correction if there is no strain in the windows. 
Four separate measurements (2 times 2 with opposite magnetic field directions) are required 
for all corrections with the cryostat superconducting magnet system. 
3.2 MOKE with Jones vectors and matrices 
The light from the lamp is unpolarized and its Jones vector is 
Ej, 1 
V2 
Er. 
K 
(3.1) 
The Jones matrix for a sample in magneto-optics can be derived from the eigenvalues using 
the basis of left- and right-hand circular polarization. The sample reflectance is expressed with 
a Jones matrix of the following form. 
1 i i r+ 0 1 1 - i  1 
vi i  —i 0 f_ vi 1 -i ~ 2 
( f +  +  f _ )  — ( r + — r - ) i  
( r +  —  f - ) i  ( f + + r _ )  
(3.2) 
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The polarized state of the electric field at the detector is derived from 
E 0ut = DAMSPEi, 
2V2 
1 
2V2 
1 1 
1 1 
1 
1 
1 0 
0 e'4 
f +  + r_ — ( f + — f - ) i  
( r+  -  r_) i  ( f+  +  f - )  
1 0 
0 0 
Ex  
E„ (3.3) 
[(f+ + f_)+*(f+-f_)e'']%, 
where 6 = sin(iui) is the modulation phase angle from the PEM-80 with amplitude 50 
and frequency u = 50 kHz. If we divide Eout by r+ + r_, the modulation elS acts on the 
i(r+ — f_)/(r+ + f_) term, which corresponds to the magneto-optic effect. The final output 
intensity of the light at the detector is the square of the electric field, 
lout \Ex\ + I Ey 
_ \El\  
(3.4) 
\E2 X \  
| ( f +  +  f _ )  +  i ( r +  -  r - ) e l  |  
[(r+ + r2_) + (r+ - r2_) sin(5) — 2(r+r_) sin(A) cos(<5)] 
2 
= + ^ 1)[1 + , 2 (r+ - r^.) .2r+r_ sin(<5) — sin(A) cos(5)], (3.5) (r\ + r2_) (r\ + r2_) 
where A = 0+ — 9- is the phase difference between RCP and LCP. Using the small Kerr effect 
approximation of e^, OK < 1 we can simplify the above equation with 
r+ — r_ r\ -  rl 
r2 _|_ r2 r+ + r_ ' 
r+r_ % (r+  +  r 2 _) /2 .  
(3.6) 
(3.7) 
Using the definition of Kerr rotation and ellipticity in Eq. (1.1), the light intensity is described 
as 
lout = IDC[ 1 + 2e# sin(d) + 26K cos(tf)]. 
The sin 5 and cos S terms can be expanded in Bessel functions : 
(3.8) 
sin(5o sin(cvt)) = 2Ji(Jo) sin(wZ) 4 , 
cos(<%o sin(wt)) = J0(Sq)-h 2J2(ôo) cos(2ujt)-I ,  
(3.9) 
(3.10) 
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and, ignoring terms higher than J2 in the Bessel function series, the intensity of the light is 
hut = /dc[1 + + 4e/r sin(uré) + 40/<-J2(<5o) cos(2a;f)]. (3.11) 
The reflected light intensity has two DC terms (the first and second on the right-hand side), a 
sin(wi) term, and a cos(2cot) term. The l'DC, 1^, and terms reduce as 
4 c  = W l  +  2 W , ( d o ) ]  ( 3 - 1 2 )  
lu =Idc^kJi{$ o) (3.13) 
hui = IDC^6KJ2{ÔQ)- (3.14) 
If we divide the Iu, hu terms by the l'DC term 
Tw 4Ji%) 
I'dc 1 + 26KJo(SQ) 
hui 4J2(5q) 
(3.15) 
(3.16) 
l'DC 1 + 26kJQ{SQ) 
Finally the Kerr ellipticity and rotation can be expressed with I /JC, HU, HUI terms. Choosing 
the modulation amplitude do = 2.245 radian or 137.8° to set Jo(^o) = 0 reduces the equations 
to simpler forms. The complex Kerr angle has the following form 
CK = (3
'
17) 
9k = Ï7^)7^- (3'18) 
In the experiment two lock-in amplifiers were used to measure the Iu and hui light intensities 
and the voltmeter to measure the DC intensity of the light. 
3.3 Calibration of Kerr signal 
The Kerr ellipticity, e# is proportional to whereas the Kerr rotation, OK is proportional 
to hw The measured signal from the PMT was amplified with a pre-amplifier and then 
fed into the measuring instruments to get Idc, lu, hu voltages. The high voltage applied on 
the PMT depends on the light intensity via a feedback loop to give a constant DC voltage. 
The PMT requires a high voltage for low light intensity and the PMT response of the PMT 
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is not linear at high voltage. The pre-amplifier also has a different gain for the two signal 
frequencies. The frequency-dependent responses of the electronic devices should be determined 
before the measurement. To convert the measured Idc, lu, hui voltages to precise Kerr signals, 
proportionality constants A and B are needed in the entire spectral range. 
1 Iu, 
eK = B 
6k = A 
4JX(^O) I DC 
1 hui 
(3.19) 
(3.20) 
4^2(^0) IDC 
For an ideal PMT and pre-amplifier, the constants A and B are equal to 1 and a calibration 
procedure is not needed. To get the absolute Kerr signal of 9K, £K in the whole spectral range, 
two different calibrations, for Kerr angle and ellipticity, are needed. Each calibration procedure 
determines the proportionality constants A and B in the whole spectral range. 
3.3.1 Kerr angle calibration 
In this calibration we use an aluminum mirror as a sample which has no Kerr effect. 
When the polarizer is set to a small angle 9P without Kerr rotation, the hw signal should be 
proportional to 9p. Thus we can get calibration constants throughout the energy (wavelength) 
range. The electric field of the detector is described by Jones matrices and Jones vectors when 
the polarizer is set to 9p. We used the Jones matrix of the polarizer in the appendix with a 
small 6p approximation (sin 9p % 9P, cos 9P % 1) and the Jones matrix of the aluminum mirror 
in the sample position set as 1. Final results are 
Eout — 
1 1 1 1 0 
1 
1 1 Ex 
2 1 1 0 9, ^ V2 Ey 
(3.21) 
With the same algebra used in magneto-optics the light intensity ratio hui/IDC is propor­
tional to the polarizer angle 6P 
^ = 4A @„J2(&o). 
IDC 
(3.22) 
With a typical setting of 9p  = 1°, hui/lDC in the whole spectral range (from 1.4 eV to 5.4 eV 
photon energy) gives the constant A as a function of photon energy. 
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3.3.2 Kerr ellipticity calibration 
The calibration of the Kerr ellipticity needs a quarter-wave plate to produce an extra phase 
retardation of the electric field. The quarter-wave plate is placed between the modulator and 
the sample. The quarter-wave plate changes the electric field's phase by <$s and its effect can 
be added as a constant to the modulator phase shift. Then rotate the polarizer by 45° and the 
signal is 
E, out 
1 1 1 0 1 1 1 Ex 
1 1 0 e'(Ws) 1 1 vi Ey 
(3.23) 
The retardation of the phase with a quarter-wave plate is ôs(A) = 2tt4^Zo- Then the light 
intensity ratio of the 1^ component is 
IDC 
= 2BJi(So) cos^s). (3.24) 
cos(dg) = 1 at a certain wavelength of the quarter wave plate. Upon changing the wavelength, 
LUI/IDC varies as a sinusoidal function cos(6g) of wavelength, with an envelope of 2BJi(5q). 
From this envelope we can get the constant B as a function of wavelength. 
Once the calibration is finished, A and B in Eqs. (3.22) and (3.24) are saved in the 
measurement program and used to get the Kerr signal. 
Figure 3.2 shows the frequency dependence of A and B as a function of photon energy. The 
constants A and B are plotted from polynomial fittings. 
A(fkS) — a^E5  + a^EA + 03 + 0,2 E2  + a,\E + ao 
B(Hu) = b2E2 + b\E + 6qj 
(3.25) 
(3.26) 
where E — Hui (photon energy) is the independent variable in the fitting and the fitting results 
are a5 = -0.0119, 04 = 0.1795, a3 = -1.0382, a2 = 2.8755, ai = -3.7449, a0 = 2.9955 
and b2 = -0.08378, 61 = 0.35442, bo — 1.02931. The Kerr angle calibration constant A has 
increased from 1.2 to 1.4 up to 5 eV and then drops rapidly about 5 eV. The Kerr ellipticity 
constant B reaches a maximum value of about 1.4 around 2 eV, then begins to decrease with 
further increase of photon energy. The Kerr ellipticity calibration constant B deviates from 
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Figure 3.2 Energy-dependent calibration constants A and B. The lines are the fitting re­
sults after finishing the calibrations. 
1 more than the Kerr rotation calibration constant A, especially at higher energy. The Kerr 
ellipticity has more frequency dependence at higher energy than the Kerr rotation. In MOKE 
experiments, the Kerr ellipticity has larger errors than Kerr rotation above 4.0 eV. 
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3.4 Reflectance difference for anisotropic materials 
The same configuration as in MOKE can be used in the reflectance-difference experiment 
without any modification. The light intensity also has the following form 
2 
lout = Eout = IDC + hu + hw (3.27) 
Jones matrices and Jones vectors are used for anisotropic materials. Let the optically 
anisotropic sample have different reflection coefficients for the x and y axes. Then the Jones 
matrix of the sample is a function of the sample orientation. If the sample is oriented at 9° 
with the polarizer axis, the Jones matrix is 
[Sample] = 
fx 0 
0 f V J at 0=0 
cos 9 — sin 9 
sin 9 cos 9 
fx 0 
0 
cos 9 sin 9 
— sin 9 cos 9 
at 0 
(3.28) 
at 9 
fx cos2 9 + fy sin2 9 (fx — fy) sin 9 cos 9 
{fx — fy) sin 0 cos 0 fx sin2 9 + fy cos2 9 
We can use the same Jones matrix, except for the sample. After changing the sample Jones 
matrix to the above, the electric field at the detector is 
Eout = [fx cos2 9 +fy sin2 9 + {fx - fy) sin 9 cos 9elS^ (3.29) 
Using the same configuration as in the MOKE measurements, the output at the detector 
is 
lout — \EX\2 + | Ey\2 
cos2 9 + fy sin2 9 + {fx fy) sin 9 cos 9el (3.30) 
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The intensity of the light can be found from the same procedure as in MOKE 
Imit. — 
\ E 2 X \  \fX\2 + | fy\2 
+ 
rx - \r„ 
+ {' 
2 
^|2 | \fx\2 + \fy\ 
cos 29 
'y 'x'y 
cos 20} sin 29 cos 6 
+ i sin 26 sin d (3.31) 
The maximum reflectance difference appears at the sample orientation 6 — 45° with the 
polarizer. Then the simpler form, with cos 29 = 0, sin 29 = 1, is 
1^1 lout — 
I  f X \ 2  +  | f j 2  .  | f x | 2  -  \ f y \ 2  
+ cos o + i sin o (3.32) 
The first term is the average reflectivity, R = (\rx\2 + \fy\2)/2, and the second term is the 
reflectance difference of two orthogonal components, AR —  \ f y \  .  Then expanding 
sin(<5), cos(S) terms in Bessel functions as in Eq. (3.10), sin(<5) = 2J\{8Q) sin(a;<) and cos(d) = 
2J2(ô0)cos(2ut) with JQ(SQ) = 0 and ignoring higher order terms, simplifies the intensity ratio 
relations as 
LbJ 
IDC 
to " 
R 
(3.33) 
(3.34) 
So HUI I DC corresponds to the reflectance difference A R/R. The above equations are same as 
Zai Chen's results [37]. 
1 I'Aoj dr _ A R _ 
R = ~2R ~ 2J2{Ô0) IDC 
Sr Im[fxf* - f*xfy] 
(3.35) 
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3.5 Three-phase model for a thin film on the sample 
A thin oxide layer on the sample may be unavoidable in the experiment. To compare 
theoretically calculated properties with measured quantities, the pure bulk signal is needed 
and it can be obtained from the three-phase model (air/thin film/sample) shown in Fig. 3.3. 
\ 8i 
Air \ 
Thin film V- A l"23 
Sample 
Figure 3.3 3-phase model of a thin film on the sample. ri2 is the reflection coefficient at 
the first interface between air and the thin film and is for interface of the 
thin film and sample. 
The optical properties of the sample with the thin film can be obtained from the Fresnel 
reflection relations [13]. The total reflection coefficient of the three phase model with a thin 
transparent film is given as [38] 
where r\2 is the reflection coefficient at the 1st interface between air and the thin film and r23 
is at the 2nd interface between the thin film and sample, is a real number, whereas f and 
f 13 are complex numbers. The phase change /3 in the thin film is given as 
P = ~^n2h cos 02) (3.38) 
where A is the wavelength of light and ri2, h, and 02 are the refractive index of the transparent 
film, thickness of the film, and incidence angle on the sample. If the thin film is transparent, 
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n2 and ri2 are real, but f2g is complex in general. 
nx cos 0i - n2 cos 02 onX 
ri2 = 7— T- (3.39) 
ni cos + n2 cos 02 
_ _ n2 cos 02 - n3 cos 03 
r23 — y i (3.40) 
n2 cos 02 + n3 cos 03 
where ni, n2, rty are the refractive indices of air, thin film and sample, respectively. So if we 
know the material properties, ni,n2 and h, we can get Û3 of the sample from the f which can 
be obtained from the measured pseudo dielectric function. The approximate value of ni for 
air is 1. 
In case of magneto-optic effects, the three-phase model can be applied to get the polar 
Kerr signal from the measured Kerr signal with a thin over-layer film. The measured signal 
0^' + ( air/film/sample ) is a function of the total reflection coefficient 
+ ^  = (3.41) 
where f  is the average value of the total reflection coefficient and for circular polarizations 
are given by 
- - «> 
•• - ffSeS' 
To make it simple, let's assume that the thin film is transparent, non-magnetic, and only 
the sample has a Kerr effect. Then 
1. n\ = 1 for air 
2. /c2 — 0 and the thickness of the thin film Zi < A for the thin transparent film 
3. n3± = n3± + ik-,i± of the sample has a different value for right(+) and left(-) circular 
polarization. 
We can set incidence angles 0i = 02 = 03 = 0 also in the polar MOKE geometry with near 
normal incidence. The reflection coefficient for the first interface between air and the film is 
(3.44) 
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and for the second interface between the film and the sample is 
n2 — ^3± 
^23± . ~ 
ri2 + n3± 
™ri2 + fl3± (3.45) 
1 — ri2ri3-t 
fi3± describes the air/sample configuration without the thin film. Substitute Eq. (3.43) into 
the small Kerr angle Eq. (3.41) and use f^z± ~ fn in the denominator to get 
ntot , - tot _ _i (l-r?2)(f23+-f23-)e2^ 
^ ^  2f (1 + ri2f236%P)(l + T-I2f236^) ' ^ ^ 
and substitute Eq. (3.45) and use the approximation fi3± % fi3 in the denominator to get 
<»> 
In the right-hand side, i(f 13+ ~ ^i3-)/(^i3+ + hs-) corresponds to the Kerr signal with the 
air/sample configuration. So the Kerr effect of the sample without an overlayer is obtained 
from the measured Kerr effect with the relation 
r (1 + ri2r23e2î/3)2(l - r12fi3) 2 
If we know the properties rti,n2,n3, and h then r,ri2,f23,^13, P can be calculated from the 
above relations. The optical properties of ni,n2,n3 and h can be obtained from spectroscopic 
ellipsometry. So far, the Kerr effect with a transparent thin over layer on the magnetic sample 
has been considered. If the thin over-layer film is magnetic then it also has a Kerr effect (or 
Faraday effect in the case of transmission) in addition to that of the sample. The reflection 
coefficients have more complicated forms : 
(3.49) 
1 + ri2±r23±e2v± 
fl2± = ^ (3.50) 
<3
'
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where 0± = 27r/in2±/A. Equation (3.48) is no longer valid and there is no simple relation 
between the measured Kerr effect and the pure sample Kerr effect. 
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3.6 Ellipsometry experiment 
Spectroscopic ellipsometry is used to get the diagonal component (exx) of the optical con­
ductivity. Ellipsometry directly measures the real and imaginary parts of the dielectric function 
without use of the Kramers-Krônig relations. When light is reflected from the sample at non-
normal incidence, the reflection coefficients of two linearly polarized components, s and p, are 
different. The complex reflection coefficient ratio p is defined as the ratio of two complex 
polarization reflection coefficients, 
p(cu) = tr- = tan^elA. (3.52) 
^ S 
Spectroscopic rotating-analyzer ellipsometry (RAE) measures # and A from the reflected 
light with Fourier analysis. The diagonal component of the dielectric constants is obtained 
from the following relation [39] 
Wl2 
1+p 
(3.53) e(w) = sin2 </> + sin2 ^>tan2 4> 
where <f> is the angle of incidence. 
3.6.1 Ellipsometry for anisotropic materials 
The above Eqs.(3.52)-(3.53) are valid only for isotropic materials. For an anisotropic ma­
terial the reflection coefficients are given as [40] 
r p p  —  
\Jlz — sin2 4> ~ Vêxêz cos 0 _ _ cos 0 \/% s*n2 
rz r-j-r (3-54^ 
y£z — sin (j) + y ex£z cos q> cos <f> + Jey — sin <f) 
where (j) is the angle of incidence and ex,y,x are the complex dielectric constants at x,y,z 
directions. The x,y,z directions are defined so that the plane of incidence is in the xz plane 
and s-polarization is the y direction. 
The complex reflection coefficient ratio in Eq.(3.52) becomes 
*") = ÎE = f[W+y/% «in2» | (3.55) 
r*s  \  x/e^sin2^ + cos <f)J  ycos 0 - Jê y  -  sin2 <£y 
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p(u)  is the quantity directly measured by ellipsometry. 
1 _ p (\/ëz - sin2 </> - y/ëxëzJëy - sin2 <f>) cos </> 
7—-r = = / (3.56) 
P \fëxëz cos2 4>~ y ëy - sin2 <t>y/ëz - sin2 <f> 
Rearranging Eq.(3.56) gives the following relation 
y/ëg - sin2 <f> ( cos <•/> + $ \Jëy sin2 <p 
L7 — / (3-57) 
^ \ $ cos 4> + \Jëy — sin2 (f> J 
where $ = (1 — p)/(l + p). Finally, ex is expressed as a product of two independent functions, 
h(ëz) and fi{ey), 
ez - sin2 <f>\ ( cos <f> + $\Jëy sin2 <f> 
4  
-
1  1  =  ( 3
-
5 8 )  
If we measure three different faces of an anisotropic material, we get three equations. Three 
unknown variables (dielectric constants) can be obtained from the three measured quantities 
with different faces of the sample. 
It is very convenient if we can measure the dielectric constants with a sample having one 
face. If the sample has only one face, two in-plane dielectric constants of the sample can be 
obtained from the two ellipsometry measurements with two orthogonal directions by rotating 
the sample. If the sample is rotated 90 degrees along the ^ -direction, then x and y are switched 
in Eq.(3.58). 
2 
HSSr) (fSS^E) 
If the sample has three different lattice constants and it has a b-c plane, we can find out 
the dielectric functions of b and c components. Dividing Eq.(3.58) by Eq.(3.59) gives 
ëx = /2(£y) _ /cos^ + <h"Jëy ~ sin2^\ ($ccos</>+ \Jëx -sin2</A2 
ëy h{ëx) y$b cos 4>+ ^jëy — sin2 <j) J \ COS(^ + ®cVëx ~ sin2 </> J 
where is the measured value with the sample orientation of the b and c axis to the x, y 
directions and $c is with the sample orientation of the c and b axis to the x, y directions. The 
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nonlinear equation can be solve by iteration. The initial values of the dielectric constants can 
be from Eq.(3.53). With the iterative method, the new dielectric constants are 
-, _ h(êy) ~ ( cos ^ + ^b\l£y ~ sin2 ^ ^ ($c cos (p + yjex - sin2 4>\2 £x = £y , , = £y , , • (3.61) 
h{£x)  y<J>bcos ( f>+  y ey — sin2 ( j )  J  \cos<t> + $c\/ex - sm2 <f> J 
~I _ ~ /2(êg) _ ~ f cos (j) + $cyj£x - sin2 0 \ cos $ + ^ £y - sm2 </> 
y X Î2(iv) X \^ccos(f)+ \/ex- sin2 (j) J ^ Cos <p + £y - sin2 0 
After the difference of the dielectric constants between two iterations is small enough, then the 
converged dielectric constants e'x are ëb,c-
(3.62) 
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CHAPTER 4. MnBi 
4.1 Introduction 
Theoretical and experimental investigations of MnBi have been performed extensively due 
to its physical interest and application as a magneto-optical storage media. MnBi has a large 
room temperature Kerr effect, spin-reorientation, and anisotropy energy change due to spin-
reorientation. The magneto-optical properties of MnBi films have been studied intensively 
as a high-density magneto-optic recording material due to the large magneto-optic Kerr ef­
fect (MOKE) at room temperature [41] and large magneto-crystalline anisotropy (11.2 x 106 
ergs/cm3) [42]. Also various structural and magnetic properties have been studied by neutron 
diffraction [43, 44], x-ray diffraction, and magnetometry [45, 46]. For high-density magneto-
optic recording, a large Kerr effect at short wavelengths is required. Thin-film MnBi has a 
relatively large Kerr rotation in the blue wavelength region. It is well known that the spin-orbit 
and exchange interactions are essential for MOKE. MnBi has a large MOKE effect due to the 
large magnetic moments on Mn atoms and large spin-orbit interactions on Bi atoms. But the 
lack of long-term stability and oxidation are disadvantages in practical applications. Doping 
with some elements (Al, Ag, Au, Cu, In, Zn, Pt [47], Ge, Sn [48], Cr [49, 49]) in MnBi thin 
films increases their stability and enhances the Kerr effect. Usually a SiO thin film is used to 
protect the sample from oxidation. 
The normal low-temperature phase (ltp) of MnBi has the hexagonal NiAs (B8) structure, 
space group Dgft (PGs/mmc, no. 194) below its Curie temperature of 633 K. Above this 
temperature, it is paramagnetic, with a distorted Ni2In structure. There is a quenched high 
temperature phase (qhtp) which has a distorted NiAs structure with Curie temperature of 453 
K. The thermal annealing process reverts qhtp MnBi to ltp MnBi. The physical properties 
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Figure 4.1 MnBi (low-temperature phase) hexagonal crystal structure. The dark spheres 
represent Bi atoms and gray ones represent Mn atoms. 
of ltp and qhtp MnBi are given in Table 4.1. The crystal structure of low-temperature 
Table 4.1 Physical properties of ltp and qhtp of MnBi [41]. 
magnetization 
MnBi phase at room temp. coercivity saturation field Curie temp. 
(emu/cm3) (kOe) (kOe) (K) 
ltp 620 0.75 - 2 3 - 4 633 
qhtp 440 2 - 4 4 - 6 453 
phase MnBi is shown in Fig. 4.1. The primitive basis vectors are (^, —0), (^, 0), 
(0, 0, 1) and the two equivalent Bi atoms locate at (0 ,0, 0) and (0 ,0, |) sites and Mn 
atoms at (^, \) and (|, —|) sites. In the ferromagnetic phase the magnetic moments 
are oriented along the c-axis (normal to the surface) for temperatures above 84 K. Below 
this temperature, the moments begin to rotate to a {1100} direction in the basal plane and 
complete spin reorientation at 78 K [51, 52, 53]. 
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A hexagonal crystal magnetized along the c-axis has one off-diagonal component of the 
complex optical conductivity that plays a role in the magneto-optic Kerr reflection of normally 
incident light. Due to C6 rotational symmetry in the hexagonal structure, the ^-component 
of the dielectric tensor equals the y-component and the dielectric tensor has the same form as 
cubic symmetry crystals in case of the polar geometry. 
The optical and magneto-optical spectra have been measured on thin-film samples by sev­
eral authors. The Kerr-angle spectra measured by Di et al. [54, 55] had two negative peaks. 
The first peak was 1.7° Kerr rotation at 1.84 eV and the second peak was 1.5° at 3.35 eV, 
at room temperature. Their thin-film MnBi was produced by thermal evaporation of separate 
layers of Mn/Bi on the substrate, then annealed at 350° C. Thin-film MnBi with the stoi­
chiometric ratio of Mni.22Bi produces the largest Kerr peaks. The main reasons for adding 
excess Mn to a film are Mn oxidation and different diffusion rates for Mn and Bi [41]. Kerr-
angle spectra measured by Huang et al. [56] were on Al-doped films of MnBiSi. Their spectra 
showed two similar peaks with slightly smaller amplitude than those of Di et al. Fumagalli 
et al. [57] measured a sandwich structure of MnBi/Al/MnBi and also found two peaks with 
small amplitudes. The Kerr spectra of thin-film MnBi measured by Schoenes et al. in UHV 
[58] produced only the first peak after a correction for the protective layer. 
There have been theoretical calculations of MnBi Kerr spectra. Some calculations produced 
two peaks from MnBi but some did not. All the calculated Kerr spectra are based on the perfect 
crystal at absolute zero temperature. To our knowledge there are no MOKE data for a single 
crystal. To identify the physical origin of the second peak and compare the calculated spectra 
with experiments, measurements with a single crystal of MnBi are ideal. In this chapter, the 
growth of single crystals of MnBi, and polar magneto-optic Kerr spectra comparison with the 
calculated Kerr spectra and measured Kerr spectra with thin films will be discussed. 
4.2 Electronic structure calculation of MnBi 
The electronic band structure and magneto-optical properties of the low-temperature phase 
of MnBi has been calculated several times by various authors [59, 60, 61, 62, 63, 64, 65], but 
there is still disagreement between them about parts of the band structure. All the calculated 
magneto-optic spectra have the first peak but some of them don't have the second peak. To 
explain the second peak in the experiment, calculations with impurities in the sample, and 
slightly different compositions of the sample were considered. 
de Groot et al. [59] calculated the MnBi electronic structure with the augmented-spherical-
wave (ASW) method, including the spin-orbit term, and found a large local magnetic moment 
(3.53 HB) on Mn and a small negative moment (-0.08 HB) on Bi. The total magnetic moment 
3.70 hb, including 0.17 fis orbital contribution, agreed well with the experimental moment of 
3.84 hb-
Figure 4.2 shows all the polar magneto-optic Kerr rotation spectra calculated to date. The 
spectrum from Kohler and Kiibler agrees well with that from Oppeneer et al. but has only one 
peak and a weak shoulder. Kulatov's spectra has the largest peak among them, but shifted to 
2.4 eV with no second peak. The spectra from Jaswal and Ravindran have two main peaks. 
Oppeneer et al. [61] calculated the electronic structure and Kerr spectra for MnBi and 
related compounds using the relativistic ASW method as well as the fully relativistic linear-
muffin-tin-orbital (LMTO) method. They found a first peak, 1.75° at 1.8 eV, in agreement 
with experiment and a shoulder around 3.4 eV, were experiment has a peak. To explain the 
second peak in the experiment, they calculated Mn^Bi and found a second peak at 4.3 eV 
and a small first peak at 2.0 eV. Since the thin-film data were taken on a sample with the 
composition Mni^Bi, they claimed the stoichiometric shift from MnBi to Mn2Bi produced 
the second peak. The transitions from occupied Bi 6p states to unoccupied Mn 3d states are 
the most dominant contributions to the two magneto-optic peaks. They explained the large 
Kerr angles in MnBi as a combination of the large magnetic moment of Mn, 3.71 and 
the large spin-orbit coupling of Bi. Kohler and Kiibler [62, 63] calculated the band structure 
and the magneto-optical spectra of pure MnBi and doped MnBi with the ASW method in the 
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Figure 4.2 Calculated Kerr rotations and Kerr rotation measured on single-crystal MnBi. 
Theoretical spectra are taken from Jaswal et al. (open squares) [60], Oppeneer 
et al. (dashed line) [61], Kohler and Kubler (thick line) [63], Ravindran et al. 
(asterisks) [64], Kulatov et al. (dotted line) [65], and measured Kerr spectra 
(closed squares) from single-crystal MnBi. 
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scalar-relativistic approximation. Their Kerr spectra for pure MnBi had only the first peak at 
1.7 eV. For doped MnBi, MnBiXo.s (X =Mn, Si, Al, O and Pt) and MnBiAl, MnBiPt, and 
MnBiAIo.sOo.s were used in the calculations. They found that only MnBiMno.s and MnBiOo.g 
gave a second peak. MnBiMno.5 was considered as qhtp MnBi because qhtp has the partly 
filled Mn sites in ltp MnBi. They claimed the second peak at 3.5 eV in ltp MnBi originated 
from MnBiOo.5 which may be formed during the preparation of the sample. 
Jaswal et al. [60] calculated the Kerr angle of MnBi and MnBiAl with a method based on 
the LMTO method with the atomic sphere approximation. They found two peaks in the Kerr 
rotation of MnBi positioned at 2.0 eV and 3.3 eV. The first peak, 2.3°, originated mainly from 
Bi 6p to Mn 3d transitions between minority states and the second, 1.3°, from Mn 3d to Bi 6p 
transitions between majority states. Ravindran et al. [64] calculated MnX (X=As, Sb, or Bi) 
with the full-potential LMTO method. They also found a second weak peak in their calculated 
MnBi Kerr-angle spectra, shifted 0.5 eV lower than in experiment. Both peaks originated from 
interband transitions from Mn 3d to Bi 6p minority-spins. 
The tight-binding (TB) LMTO method with the augmented-sphere-approximation (ASA) 
was used for the band structure calculation of MnBi. Lattice constants a—4.254O, c=6.1009 
À were used in the spin-polarized self-consistent calculation. The unit cell has 2 Mn, 2 Bi, 
and 2 empty spheres. The empty spheres were inserted to fill the unit cell. The radii of the 
Wigner-Seitz spheres for Mn and Bi atoms are 2.9943 and 3.1539 a.u. respectively. 
Table 4.2 Spin and orbital magnetic moments ( H B )  per site of MnBi from the spin polar­
ized LMTO calculation with the spin-orbit interaction. 
Mn Bi empty sphere 
spin orbital spin orbital spin orbital 
s 0.115 0.000 0.016 0.000 -0.008 0.000 
p 0.062 -0.002 -0.116 -0.020 0.021 0.000 
d 3.803 0.142 0.044 -0.003 0.008 0.000 
f 0.025 -0.003 0.002 0.000 
total 3.980 0.140 -0.031 -0.026 0.023 0.000 
The empty spheres inserted in the band calculation shift the band structure a little bit and 
but have minor effects on the off-diagonal dielectric constant calculations. The self-consistent 
55 
calculation was carried out using 95 k-points within the irreducible wedge (1/24) of the Brillouin 
Zone (BZ) with a 12x12x8 mesh. Mn 3s 3p 3d and Bi 6s 6p 6d 5f wave functions were used as 
a basis. The total spin magnetic moments 3.977 {HB) per formula unit of MnBi mostly came 
from the Mn atom (3.980 /lib)- The large magnetic moment of Mn induces a large exchange 
interaction which makes the Kerr effect. Bi and empty spheres contribute little to the magnetic 
moments. 
The band structure of MnBi is shown in Fig. 4.3. The spin-orbit interaction was not 
included in the band structure calculations. Majority-spin and minority-spin band structures 
are drawn as solid and dotted lines, respectively. We compared our calculated band structure 
along the Y -> A symmetry line with the band structures calculated by Kubler and by Ravin­
dran et al. Our calculated band structure is similar to that of Ravindran et al. [64] by the full 
potential LMTO method and a little different from Kiibler's calculation. 
The density of states (DOS) was calculated with the TB-LMTO-ASA code. The DOS was 
calculated from the self-consistent results for each spin orientation. In Fig. 4.4 the total DOS 
for majority and minority spins was drawn in the upper and lower half as solid lines, and Mn 
3d, Bi 6p contributions, which are the dominant contributions in the DOS, as dotted lines. The 
vertical dotted line is the Fermi energy. The minority band has a large peak about 0.5 ~ 1 
eV above the Fermi energy. The majority band has several peaks between 2 ~ 4 eV below the 
Fermi energy. The major contribution of those peaks is from the Mn 3-d band. The minority 
Mn 3-d peaks are located at 0.5 eV and majority Mn 3-d peaks are around 2.5 eV below the 
Fermi energy. Bi 6-p states contribute peaks below the Fermi energy, and weak compared to 
those of the Mn 3-d. 
4.3 Experiment 
Single crystals were grown at 410° C by Ian Fisher from a melt of 10 atomic % Mn and 
90 atomic % Bi in a sealed quartz ampoule. The melt was slow cooled to 272° C at which 
temperature the excess Bi was decanted. Each growth process produced dozens of crystals, 
often in the form of hexagonal platelets or prisms. The largest had hexagon "diameters" of 1 
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Figure 4.3 Spin-polarized MnBi band structure calculated with the LMTO-ASA code. 
The solid line represents majority spin and dashed line represents minority 
spin. See appendix for the symmetry lines. 
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Figure 4.4 Total and partial DOS of MnBi calculated with the LMTO-ASA code. 
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~ 2 mm. Auger microscopy of the sample indicated Bi islands on some areas of the as-grown 
MnBi surface. The shapes of the Bi islands are circular with 2 ~ 3 pm diameter. 
MnBi saturates in the 0001 direction at around 0.4 T at 300 K [66], where the measurements 
were taken. The sample was a natural hexagonal face of an as-grown crystal. The oxide of Mn 
can form MnO, MnOg, and M113O4, whereas Bi is more stable in air. MnBi can have Mn oxides 
and the oxidation can be easily identified by the color of sample surface, if the oxidation has a 
different color and it is thick enough to identify. As the oxidation progressed over several days 
the color of the MnBi changed from shiny metallic to dull gray. The MOKE spectrum was 
taken as soon as possible after the growth of the sample to minimize possible oxidation. Both 
the Kerr angle and ellipticity spectra were measured simultaneously at room temperature in 
air. Kerr spectra at fixed wavelength (photon energy) show a hysteresis loop in the external 
magnetic field. The external magnetic field was large enough to flip the magnetic moment, 
reversing the sign of the spectrum when the field was reversed. Kerr spectra were taken twice 
with opposite applied external magnetic field directions and averaged for the magneto-optic 
Kerr effect. 
The 29 X-ray diffraction (XRD) with crushed MnBi powder was taken after the measured 
Kerr spectra. The spectrum had an MnBi phase and extra Bi peaks, but no indication of MnO 
peaks. The extra Bi peaks indicate Bi inclusions and islands on the sample surface. In X-ray 
diffraction data there is no indication of MnO or related Mn oxide phases but it is possible to 
have a very thin layer of Mn oxide on the surface that is too thin to see in XRD. 
4.4 Results 
Figure 4.6 shows our measured polar magneto-optic Kerr-angle spectra of single-crystal 
MnBi along with three other measurements on thin films. Our single-crystal spectrum shows 
two peaks, at 1.8 and 3.3 eV. The peak positions in the spectra of Di et al. are the same 
as ours but with larger magnitude in the entire spectral range. The data from Fumagalli for 
annealed Mn/Bi multi-layers with an A1 interlayer grown on quartz [57] is in good agreement 
with our data in magnitude and peak positions, except for a small deviation of the second 
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Figure 4.5 MnBi powder X-ray diffraction pattern. The peaks indicate an MnBi phase 
and a minority Bi phase. 
peak position. The peak positions of Huang et al. are slightly shifted to higher energy and the 
magnitudes are larger than ours. 
Our Kerr spectra have a smaller amplitude over all of the energy range than the thin-film 
results of Di et al. In Fig. 1 of Di's paper, the Kerr rotation at the first peak (around 1.8 
eV) decreased from 1.79° to 1.42°, to 0.15° with a change of Mn/Bi composition from 55/45 
(MnL22Bi) to 53/47 (MnugBi), to 47/53 (Mno.sgBi). Because the first Kerr rotation peak of 
our sample is 0.7° at 1.8 eV, our single crystal has a Mn/Bi ratio between 0.89 and 1.13 with 
the assumption that the Mn/Bi composition ratio is the main reason of the magnitude change 
of the Kerr spectra. As our sample was grown at a Bi rich environment, the Mn/Bi ratio could 
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Figure 4.6 Measured Kerr rotations of MnBi thin films and a single crystal MnBi (closed 
squares). Thin film data are taken from Di et al. (open squares) [55], Fumagalli 
et al. (open circles) [57], Huang et al. (open triangles) [56]. 
be less than 1. Including the Bi islands on the MnBi surface enhances the reflectivity. The 
IDC intensity is increased by the higher reflectivity but the Iiw and Tgw remain the same. Kerr 
spectra which are proportional to the ratio of / IDC are decreased due to Bi islands on 
the sample. 
The compositions, protective cap layers, and substrates of the thin film samples are sum­
marized in Table 4.3. 
Poly or single crystals exhibiting no habit faces need to be cut and polished for optical 
measurements. Sometimes annealing is necessary to relieve the strain in the surface. During 
Single crystal MnBi (exp) 
Di (exp) 
Fumagalli (exp) 
Huang (exp) 
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Table 4.3 MnBi samples used in the magneto-optic Kerr experiments. 
composition cap layer substrate 
Single crystal (ours) 
Di 
Huang 
Fumagalli 
Schoenes 
MnBi 
Mni.22Bi 
Mn1.oBio.7Alo.3Si 
MnBi/Al/MnBi 
Mni.ggBi 
SiO 
SiO 
A1 
SiO 
fused quartz 
glass 
quartz 
quartz, GaAs 
these processes the sample surface can lose its flatness and become contaminated. Single 
crystals having habit faces don't need sample preparation, and are ideal for optical experiments, 
but often the size of the sample is small. Thin films have a flat surface and generally large 
surface area compared to poly and single crystals. Thin films having a protective layer have 
30-50 % enhancement of the Kerr rotation. It is reasonable that the single-crystal Kerr signal 
is smaller than Di's results, which were measured with SiO overcoated Mni.ggBi thin films. 
There are debates about the second peak at 3.4 eV in the calculated MOKE spectrum. 
The calculated MnBi MOKE spectrum of Oppeneer et al. has a shoulder at the second peak 
position, whereas Mn^Bi has the second peak at 4.3 eV. In the thin-film Kerr spectra, the 
stoichiometry shifts from MnBi to Mn^Bi from the excess Mn in the thin film [61], enhancing 
the second peak. Kubler et al. found a second peak about 3.6 eV at MnBiMno.5 and MnBiOo.5. 
They claimed the first peak is due to pure MnBi p to d transitions where the second peak came 
from MnBiOo.5- Jaswal et al. found both peaks in MnBi and the amplitude of the second peak 
was smaller than that of the first. Ravindran et al. got the second peak at 2.8 eV in the 
MnBi calculation and found that the second peak is from Mn 3d to Bi 6p minority interband 
transitions. Our calculated results using the TB-LMTO ASA method including the spin-
orbit interaction for Kerr spectra, and the experimental results measured on a single-crystal 
of MnBi, are shown in Fig 4.7. The calculated spectra also include a Drude term with a 
plasma frequency (HUJp) of 3.0 eV and a damping term (fry) of 0.2 eV. The general behaviors 
of the calculated spectra are similar to the MOKE experiment with the single crystal MnBi. 
The calculated Kerr rotation has a first peak at 1.8 eV, but has two shoulders at 3.2 eV 
(experimental second peak position) and 4.2 eV. The calculated Kerr ellipticity also has a 
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Figure 4.7 Calculated MOKE spectra with the TB-LMTO ASA method with spin-orbit 
interaction. Drude terms are included in the calculations. 
shoulder at 2.5 eV and a negative peak at 4.8 eV. 
Schoenes et al. measured polar MOKE spectra for a Mni.ggBi film grown by molecular 
beam epitaxy (MBE) in ultra high vacuum to reduce possible oxidation [58]. They measured 
the Kerr spectrum from the substrate side and the film side. The corrected spectra for the 
pure bulk signal had only the first peak. The single crystal MnBi used in our experiment 
and other measured thin film samples have two negative peaks. Schoenes et al. claimed that 
the second peak came from oxygen in the sample. Our sample was exposed to air during the 
measurement so oxidation was unavoidable. 
In summary we measured the magneto-optic Kerr spectra of single crystal MnBi. The 
Kerr spectrum has two peaks. There is a discrepancy of the second peak with Schoenes' result, 
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but it agrees well with other thin film results. The origin of the second peak is the one or a 
combination of these : (1) intrinsic MnBi peak, (2) stoichiometric shifts from MnBi to Mn^Bi, 
or (3) oxygen in the sample. Because all measured Kerr spectra had the same amplitude ratio 
between the first and second peaks, if any, oxidation is the same for all samples, with and 
without a cap layer. Increasing Mn compositions in MnBi reduces the reflectivity in the whole 
spectrum range [55] and the low reflectivity enhances the Kerr spectra. Bi islands also could 
lower the Kerr spectra. The small amplitude of the MOKE spectra over the entire spectral 
range compared to the thin film spectra is due to the stoichiometric difference and Bi islands 
of the sample. 
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CHAPTER 5. Ni2MnGa 
5.1 Introduction 
The intermetallic NigMnGa has been studied extensively due to its shape-memory effect and 
variety phase transformations under temperature change or applied magnetic field. A shape-
memory material can reverse a stress-induced deformation in the martensitic phase by heating 
through the martensitic transition temperature. The shape-memory alloys (SMAs) have been 
studied for their unusual properties and various applications such as actuators, tube couplings, 
endoscopes, and flexible antennas, etc [67]. SMAs are called "smart materials", since they can 
be used as sensors and functioning materials. Recently there have been active investigations on 
ferromagnetic shape-memory alloys (FSMAs) [68]. FSMAs have two phase transformations : a 
ferromagnetic transformation and a martensitic transformation. A martensitic transformation 
is a diffusionless, displacive, first-order structural transformation. 
The inter-metallic N^MnGa is a ferromagnetic shape-memory material and has a variety 
of phase transitions under temperature change. Upon lowering the temperature, a magnetic 
phase transformation from the paramagnetic to the ferromagnetic appears first, and then a 
structural phase transformation from a cubic to a tetragonal structure occurs. Since the 
parent phase (high-temperature cubic) has a higher symmetry than the martensitic phase 
(low-temperature tetragonal), multiple formations of the martensites with the same structure 
can be formed by variants (domains). Two neighboring variants are twin-related to each 
other. The coexistence of ferromagnetic and martensitic states makes it possible to induce a 
martensitic transformation or rearrange the variants of the martensite by applying a magnetic 
field. NigMnGa deforms under a magnetic field by twin-boundary motion that rearranges 
variant structures in martensites. The magnetic field-induced strain of shape-memory materials 
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Figure 5.1 Fee crystal structure of the NigMnGa Heusler alloy. Ga, Ni, Mn, Ni atoms are 
located along the body diagonal. 
has suggested its use for fast actuators. 
The phase transformations of NigMnGa are summarized as [69] 
P ^  PF M  —> PM ^  M, (5.1) 
where /? is the paramagnetic phase, PF M  is the ferromagnetic phase, PM is the pre-martensitic, 
and M is the martensite phase. ^ is a fee L2 t Heusler structure (space group 225, Fm-3m) 
below its Curie temperature (Tc) 378 K. Above this temperature, it is a paramagnetic phase 
(/3) with the same L2\ structure. Ni^MnGa also has a martensitic transformation in the 
ferromagnetic state. This structural phase transformation takes place at about 202 K (TM) 
from the fee structure to the tetragonal martensite structure. The transformation can be 
described as a simple contraction along one cubic axis and expansion along other two axes 
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of the cubic phase without any change in atomic positions, and less than 1 % reduction in 
the cell volume (c/a=0.94). So there are three possible martensite variants, depending on 
the contracting direction. A typical martensitic structure consists of a mixture of the three 
variants, and two adjacent variants are twin planes. It is also observed that there is a pre-
martensite transition about 40 K higher than the martensite transition. The pre-martensite 
transition was identified first from the phonon softening in the [CCO] TAg branch at (=1/3 by 
inelastic neutron scattering [70, 71]. Specific heat measurements [72], ultrasonic measurements 
[73, 74], and magnetic susceptibility measurements [72, 75] also identified the pre-martensite 
transition. 
Figure 5.1 shows the room-temperature fee crystal structure of NigMnGa. The Ni atoms 
are located at the (1/4, 1/4, 1/4) and (3/4, 3/4, 3/4) sites and the Ga and Mn atoms are 
located at the (0, 0, 0), (1/2, 1/2, 1/2) sites, respectively. 
There have been experiments and theoretical calculations for the NigMnGa magnetic and 
structural transitions but there is little work on the optical properties. The optical and 
magneto-optical properties of bulk and thin-film NigMnGa has studied by Rhee et al. [76, 77]. 
They used equatorial Kerr geometry with a 73° angle of incidence for the magneto-optic Kerr 
spectra and calculated the off diagonal dielectric functions from the measurements. In normal-
incidence Kerr spectra there is no linear polarization dependence for cubic symmetry mate­
rials. s and p-polarization have the same Kerr spectrum in normal-incidence MOKE. The 
non-normal-incident Kerr spectrum contains the linear polarization dependence and correc­
tions are needed for converting the off-diagonal dielectric constant from the measured Kerr 
spectrum. The comparison of calculated optical and magneto-optical properties with experi­
ments on single crystals could validate the electronic structures of ferromagnetic NigMnGa in 
the visible photon energy range. 
In this chapter, we will discuss band structures, growth of Ni^MnGa single crystals, and 
optical and magneto-optical Kerr spectra with (100), (110) sample surfaces. 
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5.2 Experiment 
The single crystal N^MnGa sample was made at the Ames Laboratory Material Prepara­
tion Center by the Bridgman method. Approximate quantities of nickel (99.99%), manganese 
(99.9%) and gallium (99.99%) were arc melted under an argon atmosphere. The buttons were 
then remelted and the alloy drop cast into a copper chill-cast mold to ensure compositional 
homogeneity throughout the ingot. The crystal was grown from the as-cast ingot in an alumina 
Bridgman-style crucible. The ingot was heated under a pressure of 1.3 x 105 Pa up to 1350° 
C to degas the crucible and charge. The chamber was backfilled to a pressure of 2.76 x 105 Pa 
with high-purity argon. This over-pressurization is done after melting to eliminate gas pock­
ets from being trapped in the cone region of the crystal and also to minimize the amount of 
manganese evaporation from the melt during the crystal growth. The ingot was held at 1350° 
C for 1 hour to allow thorough mixing before withdrawing the sample from the heat zone at a 
rate of 5 mm/hr. 
The as-grown crystal was oriented to the appropriate crystallographic direction using 
backscatter Laue diffraction, and the two samples with (100) and (110) surfaces were cut 
from the oriented crystal by spark cutting. The samples were mechanically polished with 
AI2O3 powder down to 0.05 micron grain size and then electro-polished with a current density 
of 0.5 A/cm2 for 3 minutes in a 1:2 volume mixture of nitric acid and ethanol solution at room 
temperature. The polished samples had a shiny metallic surface which was suitable for optical 
and magneto-optical experiments. 
The spectroscopic ellipsometry for (100) and (110) NigMnGa was performed at room tem­
perature with an incidence angle of 70°. No external magnetic field was applied during the 
experiment. The complex dielectric function ë(cu) = Ei+ZEg was obtained from the ellipsometry 
measurement. 
The polar configuration with near-normal incidence (about 4°) was used to measure the 
magneto-optic Kerr effects at room temperature and low temperature. Room-temperature 
Kerr effect measurements for (100) and (110) surfaces were performed in air with an applied 
external magnetic field of 0.5 T by a permanent magnet. The permanent magnet was attached 
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on the backside of the sample making the magnetic field normal to the sample surface. The 
low-temperature Kerr effect was performed at 100 K, well below the martensitic transition 
temperature, with an applied field of 1 T. The reflected light from the sample at room tem­
perature showed a single bright spot. Lowering the temperature, the reflected light divided 
into several spots due to twined microstructures after the structural transformation. One of 
the brightest spots was chosen for the measurement. The reflected spot had a smaller size 
and was less bright compared to the room temperature one, and the reduced light intensity 
required higher voltage on the detector (photomultiplier tube) and had increased background 
noise. Due to this limitation, only the Kerr rotation was obtained from 1.5 eV to 3.5 eV for 
the low-temperature measurement. 
5.3 Band structure calculation 
There have been theoretical electronic structure calculations on NigMnGa, especially of the 
magnetic and structural properties. Some authors [78, 79, 80] were interested in the structural 
transformation by comparing total energies of the cubic and tetragonal structure. Others 
[69, 81] were interested in magnetic properties, calculating paramagnetic or ferromagnetic fee 
structures. 
The spin-polarized calculation was performed with a TB-LMTO ASA method including 
spin-orbit interaction. 145 irreducible k points were used in 1/48 of the 16 x 16 x 16 mesh 
Brillouin zone. As basis functions Ni (4s, 4p, 3d), Mn (4s, 4p, 3d), and Ga (4s, 4p, 4d) were 
used with a lattice constant of 5.826 Â. Ga has an electron configuration of [Ar]M10As24p. 
The Ga 4d orbitals were assigned as valence states with strongly localized Ga 3d orbitals as 
core states. The radii of the Wigner-Seitz spheres for Ga, Mn, and Ni atoms are 2.768, 2.768, 
and 2.650 a.u., respectively. The Ga, Ni, Mn, and Ni atoms are located from (0, 0, 0) along 
the body diagonal direction with a (1/4, 1/4, 1/4) spacing. Charge convergence of 10-5 was 
used between the iterations in the self-consistent loop. 
The calculated magnetic moments are summarized in Table 5.1. The total magnetic mo­
ment, 3.899 HB per formula unit, is close to the experimental value 4.17 HB [83, 84]. The 
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Table 5.1 Spin and orbital magnetic moments (HB) per site of fee Ni2MnGa from the spin 
polarized LMTO calculation with the spin-orbit interaction. 
Ni Mn Ga 
spin orbital spin orbital spin orbital 
s -0.019 0.000 0.028 0.000 -0.008 0.000 
p -0.010 -0.001 0.008 0.000 -0.059 0.000 
d 0.339 0.021 3.261 0.027 0.002 0.000 
total 0.310 0.020 3.297 0.027 -0.065 0.000 
spin magnetic moments (3.852 yns) are mostly from the Mn 3d site. The spin moments of Ni 
and Ga are 0.310 and -0.065 HB, respectively. The orbital magnetic moments (0.047 //#) are 
negligible compared to spin moments. 
After self-consistent loops were converged, a band structure calculation was performed 
with the converged results. The spin-polarized band structure along symmetry lines is shown 
in Fig. 5.2. The solid lines represent majority spins and the dotted ones represent minority 
spins. The spin-orbit interaction was not included in the band structure calculations but 
included in calculating the Kerr spectra. Including the spin-orbit term shifts the bands but 
causes no major changes near the Fermi level. The shifts of the bands due to the spin-orbit 
interaction are less than 0.5 eV. 
The electronic density of states (DOS) is given in Fig. 5.3. The DOS for majority spin 
has three peaks below the Fermi level. Ni-d states are dominant around 2 eV and there are 
hybridized Ni-d and Mn-d states at 1 eV and 3 eV below the Fermi level. Mn 3d states are 
separated by 2 eV around the Fermi level between majority and minority spins. The minority 
DOS has a peak at about 1 eV which came from the Mn-d states and the peaks below the 
Fermi level are mainly from Ni-d states. 
The diagonal and off-diagonal components of the dielectric functions were obtained from 
the optical conductivity calculations. The calculations are based on the sample having a (100) 
plane. Kerr spectra were calculated from the dielectric functions, including the Drude term 
with a plasma frequency of 2.95 eV and damping constant 0.21 eV. The calculated Kerr 
spectra with and without the Drude term are shown in Fig. 5.4. The Drude term shifts the 
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Figure 5.2 Spin-polarized band structure of the fee structured NigMnGa Heusler alloy. The 
spin-orbit interaction was not included. The solid and dotted lines represent 
majority and minority band, respectively. See appendix for the symmetry lines. 
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Figure 5.3 Total and partial DOS of the fee structured NigMnGa Heusler alloy calculated 
with spin-polarized TB-LMTO method. The upper halves are majority spins 
and the lower ones are minority spins. 
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Figure 5.4 Calculated Kerr effects for the fee Ni2MnGa Heusler alloy. The solid and dotted 
lines are Kerr spectra with and without the Drude term. 
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peak positions and changes the spectra a lot for photon energies less than 1.5 eV. For energies 
higher than 2 eV, the Drude term lowers the amplitude but does not change the peak positions. 
The calculated Kerr rotation has two peaks, a positive peak of 0.12° at 1.0 eV and a negative 
peak of 0.32° at 3.6 eV, and a shoulder around 2.5 eV. The Kerr ellipticity has a shoulder 
around 1.3 eV and a peak 0.27° at 3.0 eV. The first peak position of the Kerr rotation is 
shifted from 0.6 eV to 1.0 eV due to the Drude term. 
5.4 Results 
The real and imaginary parts of the diagonal component of the complex dielectric spectra 
from 1.6 eV to 4.9 eV, obtained from spectroscopic ellipsometry, are shown in Fig. 5.5. The 
measured real and imaginary parts of the dielectric function of the (100) and (110) samples 
show similar peak positions and shoulders in the whole spectral range and agree well with 
previous results [76]. The real part of the dielectric function (ei) has a peak around 2.7 eV 
whereas the imaginary part (eg) has a small peak around 3.0 eV. The difference of the real parts 
of the dielectric constants between the (100) and (110) plane samples is larger than that of 
the imaginary parts. This could have several causes. Because NigMnGa is a cubic structure at 
room temperature, the intrinsic bulk properties should be almost the same for the two planes. 
We can conclude that the difference in the measured dielectric functions from the two different 
planes is mainly from the surface. Pseudo dielectric functions measured by spectroscopic 
ellipsometry are influenced by surface properties as well as intrinsic bulk properties. Polished 
samples, even from the same crystal, can have different pseudo dielectric functions due to the 
different surface conditions such as surface roughness, oxidation on the surface, and surface 
reconstruction, etc. The imaginary parts of the dielectric constant are similar for the two 
samples and it is hard to identify the peak positions. The real part of the optical conductivity, 
shown in the insert of Fig. 5.5(b), is related to the imaginary part of the dielectric constant. 
It shows clear peaks at 1.8 eV and 3.2 eV, which are similar to those measured by Rhee et al. 
The dielectric function or optical conductivity has inter-band contributions and an intra-
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Figure 5.5 (a) Real part, ei, and (b) imaginary part, £2, of the diagonal component of 
the dielectric function of the NigMnGa Heusler alloy (100) and (110) surfaces 
measured with ellipsometry. Insert in (b) represents the optical conductivity. 
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Figure 5.6 Calculated real (eixx) and imaginary (E2xx) parts of the dielectric constants 
£Total _ ^intra ^Drude deluding the intraband and Drude term. Measured ones 
(squares) with the (100) plane sample were also plotted for the comparison. 
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band contribution. The Drude model with free-electrons can explain the intra-band contri­
bution. The smooth increase of the real parts with increasing photon energy in Fig. 5.5(a) 
and the decrease of the imaginary part are from the Drude term. The Drude term in the 
dielectric function has a plasma frequency of 2.95 eV, obtained from fitting [77]. Since the 
Drude term has two independent variables (OJP,T), two sets of measurements are required as 
fitting parameters. Usually the real and imaginary parts of the dielectric functions or optical 
conductivities are used as fitting functions. Because the Drude term is dominant at low photon 
energy, the measurements should have gone to even lower energy. The diagonal component of 
the dielectric functions measured only to 1.5 eV may not go low enough in energy for a good 
fitting. So we also compared the two measured Kerr spectra with the calculated Kerr spectra, 
both having the Drude term. 
Subtracting the Drude term from the measurement leaves the interband terms. To compare 
the measured diagonal component of the complex dielectric spectra with the calculations, 
the optical conductivity was calculated with the results from the TB-LMTO method. The 
calculated dielectric constants include a Drude term with plasma frequency hup = 2.95 eV and 
scattering rate h/r = 0.21 eV. 
Buschow et al. [82] measured Kerr effects of Heusler alloys at 633 nm and 830 nm. Their 
measured Kerr rotations for NigMnGa were 0.005° at both wavelengths. Rhee et al. measured 
equatorial Kerr spectra with a strong negative peak at 3.0 eV, a small negative peak at 1.8 eV, 
and a positive peak at 1.25 eV. By comparing the converted off-diagonal dielectric constants 
with ours, their Kerr spectra corresponds to Kerr ellipticity with a reversed sign to ours. The 
magneto-optical Kerr effect for ferromagnetic NigMnGa was performed from 1.5 eV to 5.0 eV 
at room temperature with nearly normal-incident polar geometry for the (100), (110), and 
(111) plane samples. The measured Kerr spectra of three planes are depicted in Fig. 5.7. 
The Kerr spectra of (100) and (111) planes, measured at room temperature, are alike except 
for the slight change of the amplitudes. The Kerr rotations of all three plane samples have two 
peaks, around 1.7 eV and 2.8 eV, at room temperature. The Kerr ellipticity spectra have a 
large peak at 3.2 eV and a small peak at 1.8 eV, agreeing well with Rhee's measurement. The 
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Figure 5.7 Magneto-optic Kerr spectra of the NigMnGa Heusler alloy. The calculated Kerr 
rotation and ellipticity were scaled by 50 %. 
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difference between the (100) and (110) samples is larger in the Kerr ellipticity spectra than the 
Kerr rotation. We have experienced larger errors in the Kerr ellipticity at high photon energy 
for small Kerr spectra. Kerr spectra are a function of the off-diagonal exy and diagonal dielectric 
constants exx. As seen earlier, there is a difference in the measured diagonal dielectric constants 
between (100) and (110) samples. The diagonal constants also play a role in the Kerr spectra 
difference between two surfaces. Atoms at the surface experience different bonding than those 
in the bulk causing relaxation and reconstruction. Also chemical environments (oxygen, water, 
alcohol, and contaminations etc.) and polishing process introduce different surface structures 
of (100) and (110) planes. The surface differences of (100) and (110) planes induced the change 
of the optical and magneto-optical differences even in the cubic symmetry crystals. 
The low temperature (100K) measurement was performed with the (100) plane sample well 
below the martensite transition temperature TM- After the structural transition upon lowering 
the temperature, the sample has several domains at 100K. The low temperature spectrum also 
has the same two peaks with larger amplitudes and slight shifts of the zero crossing points 
about 3.2 eV but there is no significant change of spectra in the measured range. 
Figure 5.8 shows the magneto-optic spectra of Ni single crystals having (100) and (110) 
planes measured at room temperature for comparison. Ni has a fee structure and it is ferro­
magnetic at room temperature. The Ni Kerr rotation spectra has double peaks at 1.5 and 3.2 
eV and the general shapes are similar to NigMnGa spectra when the signs of the spectra are 
reversed. Unlike the NigMnGa MOKE spectra, the difference of the MOKE spectra between 
the two planes of Ni are small in the entire energy range. Also the difference of the Kerr 
ellipticity between (100) and (110) is bigger at high energy range. 
Figure 5.9 shows the off-diagonal component of the complex dielectric function which was 
obtained from the Kerr spectra and the complex dielectric function from ellipsometry. To get 
the off-diagonal components, not only Kerr spectra but also the complex diagonal components 
are needed. The complex off-diagonal dielectric component is obtained from Eq. (2.26). 
The difference between the (100) and (110) surfaces in the real parts (£ixy) of the off-diagonal 
(5.2) 
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Figure 5.8 Magneto-optic Kerr spectra of the Ni (100) and (110) plane single crystals. 
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component at low photon energy is enhanced compared to that between the Kerr effects. The 
shapes of the imaginary parts (£2xy) are similar to the Kerr ellipticity. The large difference of 
E\xy at low photon energy is because the diagonal dielectric function, which is multiplied by 
the Kerr angles to get the off-diagonal components, has larger values in the low photon energy 
range. Calculated Kerr spectra and the off-diagonal dielectric constants scaled by 50 % are 
agrees well with the experiments whereas the optical and the diagonal ones not scaled. The 
calculation is based on the perfect crystal at absolute zero temperature, the calculated Kerr 
spectra is not always the same as the actually measured. It produced the general line shapes 
and peak positions for the optical and the magneto-optical data. 
In summary, we measured the optical and magneto-optical spectra of the (100) and (110) 
plane Ni2MnGa samples. The calculated spectra with the Drude term agreed well with the 
experimental results. The differences of the optical and magneto-optical spectra between the 
(100) and (110) planes are from the surface. 
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Figure 5.9 Complex off-diagonal component of the dielectric function of NigMnGa con­
verted from the measured Kerr spectra. The solid lines are calculated with the 
TB-LMTO methods and scaled by 50 %. 
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CHAPTER 6. Gd5Si2Ge2 
6.1 Introduction 
Research on the electronic, magnetic, thermal, and mechanical properties of the inter-
metallic systems related to Gd^Bi2(3e2 has recently increased due to the unique fundamental 
physical properties, such as the existence of a magnetic-martensitic first-order phase transfor­
mation, the giant magneto-caloric effect [85, 86], giant magneto-resistance [85, 87], and colossal 
magneto-striction [88, 89]. Practical applications such as room-temperature magnetic refrig­
eration technologies using giant magneto-caloric effect, non-contact force torque sensors and 
actuators using colossal magneto-striction, and magneto-electrical devices using giant magneto-
resistance [90] are under development. However, much remains to be understood concerning 
their fundamental physical properties and relationship to structure. 
Most magneto-optic effects are studied on cubic materials because in the polar geometry 
they have one off-diagonal term in the dielectric tensor (optical conductivity tensor) propor­
tional to magnetization. The polar magneto-optic Kerr effect arises from the different material 
response to the two circular polarizations. The experimental setup for the magneto-optic Kerr 
effect with polar geometry measures the polarization change when linearly polarized light is 
reflected from the magnetized sample. If the sample is an anisotropic material the measured 
polarization change contains two terms, 
*&meas .{H)  =  ^  Kerr{H)  + 3>aroso. (0). (61) 
The first term is from the magneto-optic Kerr signal which depends on the magnetic field 
and the second term is from the anisotropy which has no field dependence. The Kerr effect 
depends on the magnetization, showing a hysteresis loop with the external magnetic field. To 
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get the MOKE spectrum of an anisotropic material, two separate measurements with reversed 
external field are necessary. The magneto-optic Kerr spectrum can be obtained as one half of 
the difference of the two measurements with opposite applied magnetic fields, 
^ K e r r ( H )  =  ^ -*™ea,(-#) (6.2) 
The polarization states can be changed upon reflection from optically anisotropic materials 
without magneto-optic effects. When linearly polarized light is incident at angle 0a with 
out 
Figure 6.1 Interaction of polarized light with an anisotropic material at near normal inci­
dence. Linearly polarized light is incident at angle 6in from one of the crystal 
axes. 60Ut is not the same as 9a for the particular direction of an anisotropic 
material. 
a crystal axis of the anisotropic sample, the polarization state can be decomposed along the 
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major axes of the sample 
(6.3) 
sin(0a) 
This polarization change due to anisotropy is magnetic field independent. The anisotropy is 
from the bulk and surface. The reflected light has electric fields 
At normal incidence, the reflection coefficient f is real for a non-absorbing material. The 
reflection coefficients of optically anisotropic crystals are different (rx ^ ry). When linearly 
polarized light is reflected from the anisotropic material, the polarization states are changed 
upon reflection. The change of polarization angles between the reflected and incident light is 
If there is no difference between f x  and r y  then AO becomes zero. Depending on whether r x  is 
bigger or smaller than ry, the sign of AO is changed. Also if we assume that fx ^ ry, then the 
maximum of AO occurs at 0a = 7t/4. 
Theoretical electronic structure calculations of Gd^Si2Ge2 have been performed with the 
linear muffin-tin orbital method based on the local spin density approximation (LSDA) and 
LSDA+U to deal with the highly correlated 4f electrons on Gd atoms [91, 92, 93]. Harmon 
et al. [91] also calculated optical (dielectric constants) and magneto-optic Kerr spectra of the 
ferromagnetic Gd^Si2Ge2. 
Gd^Si2Ge2 undergoes coupled magneto-structural transformations from an orthorhombic 
(a phase) ferromagnetic phase to a monoclinic (/3 phase) paramagnetic phase by the breaking 
of one half of the bonds between (Si, Ge) on heating [94]. Above 276 K, it crystallizes in 
the monoclinic structure (space group P112i/a, No. 14). At temperatures below 276 K 
with no magnetic field applied, Gd^Si^Ge^ transforms into an orthorhombic structure (space 
group Pnma, No. 62). The crystal structure of Gd^SigGeg contains 36 atoms per unit cell 
in both phases. The structure consists of two-dimensional quasi-infinite Gd-containing nets 
- ,  r x  cos(0 a )  
Eout  — EQ 
f ysm(0 a )  
(6.4) 
(6.5) 
85 
Figure 6.2 Orthorhombic a-phase Gd^Si2Ge2 crystal structure. The large spheres repre­
sent Gd atoms and small ones represent Si, Ge atoms. The (Si, Ge) bonds 
outside the Gd slabs are broken in the monoclinic /3-phase structure. 
connected by (Si, Ge) dimers. Two adjacent Gd containing nets create a slab. The (Si-Ge) 
bonds are broken during the phase transformation via shear movement of the Gd slabs along 
the a-axis. The Gd-containing slabs are a-c planes with the b-axis perpendicular to them (for 
Table 6.1 Crystallographic data of GdsSigGeg [94]. 
structure lattice constants (Â) 7 (degree) 
a b c  (between a and b) 
orthorhombic cc-phase (P112i/o) 7.5132 14.797 7.7941 90.0 
monoclinic /3-phase (Pnma) 7.5891 14.827 7.7862 93.262 
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the orthorhombic structure) or almost perpendicular (for the monoclinic). 
In the orthorhombic system the three different crystal symmetry axes are perpendicular. 
The polarization states can change upon reflection when the axis of the incident polarized light 
does not coincide with one of the principal crystal axes. In monoclinic crystals, the crystal 
symmetry axes are not all perpendicular and the optical principal axes vary with frequency. 
Reflectance difference spectroscopy (RDS), also known as reflectance anisotropy spectroscopy 
(RAS), is a sensitive optical probe for investigating optical properties of an anisotropic material. 
RDS measures the optical reflectance difference, AR, between the normal-incidence reflectances 
Rx and Ry for two orthogonal polarization directions in the surface plane. Rx and Ry from 
the bulk of a cubic crystal are the same due to crystal symmetry, so there is no contribution 
to the RD spectrum from the bulk. Any observed RD signal from a cubic structure must be 
from the surface. For this reason, RDS has been mainly used for investigation of the optical 
anisotropics in reconstructed surfaces and cleaved surfaces of cubic symmetry crystals [95]. 
6.2 Experiment 
RD spectrum measurements were performed with the same configuration used for MOKE 
experiments. At room temperature the sample has no magneto-optic properties and only 
anisotropic effects appear. There are two possible ways to measure RDS. One is rotating a 
polarizer and the other is rotating a sample. The rotating sample has an advantage that we 
can find the crystal orientations from the RDS. After passing a polarizer whose transmission 
axis is oriented along the vertical axis, the light becomes linearly polarized. This linearly 
polarized light, at near normal incidence, is reflected from the sample which has a crystal axis 
rotated from the incident polarization. The reflected light becomes elliptically polarized and 
the reflectance difference of the two orthogonal components of the sample is from the optical 
anisotropy of the sample. The piezo-electric modulator (PEM) modulates one component of 
the reflected light, which is perpendicular to the incident polarized light, at 50 kHz. If there 
is no change of the polarization upon reflection, the PEM does nothing. 
Single crystals of a-axis (b-c plane), b-axis (c-a plane), and c-axis (a-b plane) Gd5Si2Ge2 and 
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of a-axis (b-c plane) TbsSig.gGei.g with dimensions 5x4x1 mm3 were grown by the Bridgman 
method at the Materials Preparation Center of the Ames Laboratory. Stoichiometric mixtures 
of high purity gadolinium (99.996 wt.%), silicon (99.9999 wt.%), and germanium (99.999 wt.%) 
were cleaned and arc melted several times under an argon atmosphere. The as-cast ingot was 
electron-beam welded into a tungsten Bridgman-style crucible for crystal growth. The ingot 
was then heated to 2000° C and held at this temperature in the molten state for one hour to 
allow thorough mixing before withdrawing the sample from the heated zone. 
The definition of the reflectance difference spectrum is the ratio of the difference and average 
reflectances, 
RD(Hu) = ~  = (£+£ ) / 2  (6.6) 
where R% and Ry are the intensity reflectance components along the x and y axes, respectively. 
The measured light intensity is the square of the electric field at the detector. The final electric 
field can be calculated from the multiplication of Jones matrices and a Jones vector. Because 
the reflected light is modulated by the PEM with an angular frequency w, the reflected intensity 
can be decomposed into three components, IDc,  I<v, and 1^.  
, Io  
DC = % M2 + |f„l2 + !f«M5d!COS26 
Ip  Im[r xr*y -  r* x f y \  
2 2 
Ji(ôo) sin29 
- 2 
12 
- "
12 + cos2„ J2{So) sin29,  (6.7) 
2 2 
where J\{ôo) and -hi^o) are Bessel functions of first and the second order, <5o is the phase 
modulation amplitude of the PEM chosen as Jo(^o) = 0, and 0 is the angle between the 
orientation of the incident polarization and the crystal axis of the sample. The second terms 
in the right hand side of the and are small compared to the first terms and have a 
factor of cos 26 which is small when the anisotropy appears (0 % 45 degrees) so they can be 
ignored. The ratio of to IDc, which is related to reflectance difference, becomes 
I* = aJsWjlM' -fil2) sin 29 = AiyAR sh 
I  DC f ix]2  + VyV R 
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with the approximation R AR, where the average reflectance R = (|rx|2 + |fy|2) /2 and the 
reflectance difference AR — ^|rz|2 — |ry|2j. The intensity ratio between the 2u component 
and the DC component is a function of the sample rotation angle 0. The angle-dependent 
reflectance difference ARD (0) is 
ARD (0) = (6.9) 
The reflectance difference spectrum defined in Eq. (6.6) can be achieved from the maximum 
values of ARD (0 = 45°). When 0 is zero, the axis of the polarizer and one of the sample axes 
are aligned, there is no RD signal. As the sample is rota,ted the ARD signal shows sin 20 
dependence with a period of 180°. When the sample is rotated 45°, the ARD signal reaches a 
maximum and begins to decrease upon further rotation. 
To measure the Kerr effects on the low-temperature ferromagnetic phase of the c-axis 
GdsSigGeg, we fixed the sample orientation and cooled down from room temperature to 280K, 
250K, 220K, and 190K. During the Kerr-effect measurement, a magnetic field of 0.5 T was 
applied normal to the sample surface. If there is a Kerr effect besides RDS, there should be a 
difference between the room temperature spectra and the low-temperature spectra, the later 
taken well below the Curie temperature. 
Spectroscopic ellipsometry of the a-axis Gd^SigGeg was performed from 1.5 eV to 5.0 eV. 
We take the z-axis to be the normal to the sample surface and the xz plane to be the plane of 
incidence. Then the electric field in the (/-direction corresponds to s-polarization. Two separate 
ellipsometry measurement were performed with two orthogonal orientations with the 90 degree 
rotation about the a-axis. The a-axis sample, having b-c plane, was oriented so that the b-axis 
points in the y- and the c-axis in the ^-direction. Other than above two configurations, there 
are off-diagonal reflectivities, rsp and fps, and generalized ellipsometry is required. 
6.3 Results 
The reflectance difference spectra of a-axis, b-axis, and c-axis samples of Gd^Si^Ge^ were 
measured at room temperature from 1.4 eV to 5.4 eV photon energy range. 
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Figure 6.3 Angle dependent RDS of the a-axis GdgSigGeg sample. The sample was rotated 
in 30-degree steps. 
In Fig. 6.3 the a-axis sample was rotated by 30 degree steps compared to the incident 
polarization axis. The measured ARD is symmetric about the 90 degree rotation of the sample, 
i.e., the period of ARD is 180 degrees. The RDS has 3 zero-crossing points at 1.9 eV, 2.5 eV, and 
4.5 eV and 4 peaks at 1.7 eV, 2.3 eV, 3.2 eV, and 5.2 eV. The zero-crossing points are unchanged 
during the rotation. On rotating the sample, the maximum points are changed to minima and 
vice versa. The reason for small features at zero degrees (90 degrees) sample rotation is that 
the initial sample orientation was not perfectly aligned to the incident polarization axis. After 
finishing the RDS, we realigned the crystal axis to make RDS zero in the entire photon energy 
range and measured the Kerr signal with a magnetic field. The Kerr effect of the GdsSigGeg 
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sample was negligible at room temperature. 
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Figure 6.4 Angle dependent RDS of the c-axis Gd^Si^Ge^ sample. The sample was rotated 
in 30-degree steps. 
The reflectance difference of the c-axis Gd^Si^Ge^ is shown in Fig. 6.4. The ARD of the 
c-axis sample shows the same features, but different peak positions and zero-crossing points 
compared to the a-axis sample. The zero-crossing points are at 1.7 eV, 2.7 eV, and 4.4 eV. 
The maximum peak positions are at 2.2 eV, 3.7 eV, and 5.2 eV. 
The b-axis (a-c plane) GdsSigGeg has almost same a and c lattice constants, whereas the 
a-axis and c-axis samples have a large difference between two in-plane lattice constants. The 
RDS of the b-axis sample should be small compared to the a-axis or c-axis. The measured 
RDS of the b-axis sample has a smaller amplitude than those of the a-axis and c-axis samples. 
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The difference between the RDS of the a-axis and c-axis samples should be the same as the 
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Figure 6.5 RDS of the b-axis Gd^Si^Ge^ sample and the difference between the a-axis and 
c-axis RDS spectra. The maximum values of the RD spectra of a- and c-axis 
were chosen for the difference calculation. 
RDS of the b-axis, assuming the average reflectances of all three samples are the same, which 
is true to within a few percent. 
RDS(a)  -  RDS(c)  = - Bïz3i  „  (6.10) 
Figure 6.5 shows the RDS of the b-axis sample and the differences between those of the a-axis 
and c-axis samples. In calculating the difference of the a- and c-axis RDS, the sample angles 
showing the maximum RD spectra were chosen i.e. ARD (45°) for a-axis and ARD (30°) for 
c-axis. 
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The two spectra have similar behaviors, i.e. maximum or minimum at the same photon 
energy. But the overall amplitudes are different, especially at the 3.2 eV peak and at energies 
higher than 4.2 eV. The difference at high photon energy is probably due to errors from the low 
reflectance of the sample in this energy range. Also we assumed that the average reflectance 
of three axes are same, but the reflectance is sensitive to surface properties like area, flatness, 
and surface treatment while polishing, which is necessary before the optical measurements. All 
three surfaces can have slightly different average reflectances and this could make the amplitude 
disagreement in Fig. 6.5. We only considered the bulk anisotropy in Eq. (6.10). If there are 
surface-induced anisotropics, then the reflectance differences from the surface anisotropics of 
the three different samples could contribute the amplitude disagreement. 
The angle dependence of the sample rotation is clear when we plot the RDS as a function 
of sample rotation with a fixed photon energy. The sample was rotated clockwise in 15 degree 
steps. The reflectance difference of the a-axis Gd^Si^Ge^ with rotation of the sample is shown in 
Fig. 6.6 at photon energies of 2.3 eV and 3.2 eV. Because the 180 degree rotation is equivalent 
to just flipping the sample upside down, we expect the RDS should be a sinusoidal function 
with a 180-degree period. 
The reflectance difference of the c-axis GdgSigGeg with rotation of the sample is shown in 
the Fig. 6.7 at 2.2 eV and 3.7 eV. The RDS of the c-axis also follows a sinusoidal function 
with rotation, with a 180-degree period. 
To get accurate orientation of the samples and the maximum RDS, we used a regression 
fitting with a fitting function Asin((a: — xc) 2tt/180), where A is an amplitude and xc corre­
sponds to sample misalignment. The fitting results for the a-axis and the c-axis samples are 
in Table 6.2. The initial sample position was aligned by eye and the precise orientation of the 
samples could be achieved from the fitting results. The misalignment is about 10 degrees for 
the a-axis crystal and 15 degrees for the c-axis crystal. 
Figure 6.8 shows all three RD spectra of GdgSigGeg and Tb5Si2.2Ge1.8- There are small 
changes of the spectra upon substituting Tb atoms for Gd. The 4f electron densities of Gd 
and Tb atoms corresponding to optical transitions are well below the Fermi level and cannot 
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Figure 6.6 RDS of the a-axis Gd^SigGeg as a function of sample rotation. The sample was 
rotated in 15-degree steps. 
distinguished in the measured spectra. XPS data showed that the Gd 4f states are located at 8 
eV below the Fermi energy and an feature around 2 eV corresponding to Gd 5d and Si(Ge) sp 
states [101]. A small change in Si and Ge composition does not effect the spectra. The a-axis 
Table 6.2 Fitting results of the RDS with the function A sin ((x — zc)2tt/180). 
Sample Fitting energy (eV) A (eV) 
a-axis 2.3 0.01718 ± 0.00097 99.51886 ± 1.55177 
3.2 0.03924 ± 0.00210 10.27526 ± 1.47760 
c-axis 2.2 0.03491 ± 0.00140 74.20848 ± 1.05081 
3.7 0.02366 ± 0.00184 164.86773 ± 2.03178 
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Figure 6.7 RDS of the c-axis GdsSigGeg sample. The sample was rotated in 15-degree 
steps. 
and c-axis samples have the similar behaviors and the b-axis spectrum is quite different from 
the others. 
At room temperature we expect that there is no Kerr effect because the Curie temperature 
of Gd^Si^Ge^ is 276 K. If there is a Kerr effect and RDS, then the symmetry line of the ARD, 
which is independent of sample rotation, has the Kerr spectra instead of a straight line. To see 
the change of the spectra upon temperature change, we measured the RD spectra of the c-axis 
sample at 250 K and 280 K with fixed sample orientation. The spectrum at 280 K is the same 
as the room temperature one. There is a small increase, less than 5%, of the spectra in the 
entire energy range but no changes in the peak positions and line shapes upon temperature 
change from 280 K to 250 K. 
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Figure 6.8 RDS of the a, b, and c-axis GdsSigGeg and Tb5Si2.2Ge1.8- RDS of the b-axis 
has RDS(c)-RDS(a), negative values of Fig.6.5. 
We also applied a magnetic field of 0.5 T to see if there is a noticeable change of the 
spectra. There is no measurable spectral change upon applying the magnetic field at low 
temperatures (280 K, 250 K, 220 K, and 190 K). The errors of the low temperature RD 
spectra increased because the sample was mounted inside a cryostat with an optical window. 
The RD spectra at low temperatures had large errors, about 0.005 corresponding 0.05 degrees 
in polarization rotation, due to small sample size and low reflectivity. The maximum RDS 
spectra can rotate the polarization about 0.6 degrees. Since the entire spectrum shifted a 
little, about 0.1 degree in polarization rotation, upon temperature change through the Curie 
temperature and did not have a large shape change, we concluded that the polarization change 
• b-axis Gd5Si2Ge2 
• c-axis Gd5Si2Ge2 
•a-axis Tb5Si22Gera 
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due to RDS is larger than the Kerr rotation. The calculated Kerr rotation with the LSDA+U 
approximation [91] of the ferromagnetic GdsSigGeg has a 0.4 degree peak around 1-2 eV. 
If the Kerr effect exists in addition to the RDS, then the spectra should change upon the 
magnetic phase transition (276 K). Also the Kerr spectra change their signs upon reversing 
an applied magnetic field large enough to saturate the magnetization of the sample. The 
subtraction of two spectra with opposite magnetic field directions can give the pure Kerr 
spectrum. Thin-film Gd, which has the hep structure, has an experimental Kerr rotation peak 
of 0.15 degree at 4.2 eV but does not have a peak at low energy [23]. We expect that the 
Kerr rotation of Gd^Si^Ge^ is small compared to RDS, because the Gd 4f states are not much 
different between Gd and GdgSi^Ge^ and Si and Ge do not play an important role in the Kerr 
spectra. Reversing the applied magnetic field with a permanent magnet required remounting a 
sample. During this process, misalignment about 3 degrees between the sample positions with 
opposite field directions induces a 0.05 degree rotational change, the same order of magnitude 
as the Kerr rotation. Measured Kerr rotations with a mechanically polished sample, including 
possible errors and misalignment, are less than 0.1 degrees, which is smaller than the calculated 
values. Kerr spectra measurements are more sensitive to surface treatment than optical spectra 
measurements. To get Kerr spectra, electro-polishing is required in some samples (for example 
Ni) whereas mechanical polishing is enough in others (for example PtMnSb). Also small 
sample size is another factor of increasing the noise. To get the Kerr effect of Gd^Si^Ge^, 
electro-polishing with a larger sample is necessary. 
The polarization change of the optically anisotropic Gd^Si^Ge^ sample originated from the 
difference of two diagonal components, not from the off-diagonal component of the dielectric 
constant tensor. In order to check that, we need to measure the diagonal component of 
the dielectric constants. In general, generalized ellipsometry is required to measure dielectric 
constants of anisotropic materials. With a proper sample orientation, crystal axis oriented 
parallel to the s or p-polarization direction, conventional ellipsometry is enough to get dielectric 
constants. The RDS also can be obtained from the ellipsometry measurements with two 
orthogonal sample orientations by rotating 90 degrees. The reflectivity of the sample is related 
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to the dielectric constants by R = |(1 —V!)/(l +Vï)|2. The complex dielectric constants can be 
obtained from Eq.(3.52) for isotropic materials. Because our sample is anisotropic it requires 
additional measurement. The a-axis (b-c plane) sample mounted with the b-axis perpendicular 
to, and the c-axis in, the plane of incidence (0 degree) or the c-axis perpendicular to, and the fa-
axis in, the plane of incidence (90 degree). Figure 6.9 shows the measured complex dielectric 
constants with the 90-degree rotation of the a-axis GdgSigGeg sample. The iterative method 
discussed in section 3.6.1 was used with a 10-5 convergence factor. The dielectric constants 
after converging differ by about 1 % (at low energy) - 2.5 % (at high energy) from the original 
values. There are differences of the real and imaginary parts of the dielectric constants but 
the general shapes are similar upon rotation of the sample. 
Figure 6.10(a) shows two different reflectivities from the measured dielectric constants for 
the a-axis Gd^Si^Ge^ sample. The complex dielectric constants with rotation of the sample 
of 90 degrees around the surface normal direction gives two orthogonal reflectivities. The 
reflectivity difference of two orthogonal planes divided by average reflectivity gives the RDS. 
The RDS from the ellipsometry and the maximum value of the ARD spectra in Fig. 6.10(b) 
are similar to each other. The ellipsometry measurement was performed without an applied 
magnetic field. The similarity of two spectra confirms that the ARD originated from the 
anisotropy of the diagonal component of the dielectric constants. We can conclude that the 
RDS spectra of the sample arises mainly from the diagonal components of the dielectric tensor. 
In summary, we have measured RD spectra for single crystals of a-b plane (c-axis) and b-c 
plane (a-axis) of GdsSigGeg by rotating the sample. The measured RD spectra show sinusoidal 
behavior with 180° period upon rotation. The Kerr effect of the ferromagnetic Gd^Si^Ge^ was 
negligible compared to the RDS. The RDS spectra of two different measurements, ellipsometry 
and ARD, showed similar results. 
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Figure 6.9 The complex dielectric constants of the a-axis Gd^Si^Ge^ sample measured by 
ellipsometry. Two separate ellipsometry measurements were performed with 
the 90-degree rotated sample. 
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Figure 6.10 (a) Reflectivities of the a-axis GdsSi2Ge2 sample obtained from ellipsometry. 
Two separate ellipsometry measurements were performed with the 90-degree 
rotated sample, (b) Comparison of the RDS converted from ellipsometry 
(scaled by 60 %) and the directly measured from ARD. 
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CHAPTER 7. DISCUSSION 
We presented the optical, magneto-optic Kerr, and reflectance-difference spectra of single 
crystals of MnBi, NigMnGa, and Gd^Si^Ge^. 
Materials having cubic (Ni2MnGa) or hep (MnBi) structure with the c-axis normal to 
the surface have magnetic field-induced off-diagonal components of the dielectric tensor cor­
responding to the magneto-optic Kerr effect. For optically anisotropic materials (GdsSigGeg), 
they have reflectance differences due to different diagonal components besides magnetic field 
independent and dependent off-diagonal components in the dielectric tensor. Ferromagnetic 
anisotropic materials have combined spectra of RDS and Kerr spectra. To separate Kerr spec­
tra from RDS, extra measurements with the opposite direction of the applied magnetic field 
can, in principle, subtract the field-dependent Kerr spectra from the combined spectra, but 
the different magnitudes of the two spectra may reduce the accuracy to unacceptable values. 
There are experimental limitations in measuring reflected polarized light. The PMT mea­
sures current proportional to the number of incident photons per unit time at the detector. 
Well-prepared materials with a shiny flat metallic surface have high reflectivity and have errors 
about 0.01 degree in Kerr rotation. Experimental errors are increased to about 0.1 degree for 
samples having low reflectivity or a rough surface. For samples having small Kerr signals, the 
surface preparation is important. The experimental errors for reflectivity measurement have 
two major contributions. The first one is from the imperfections of the sample within the 
penetration length about few hundred Â. Such a rough surface samples have distorted reflec­
tion images and low reflectivities. This can be improved by polishing process. Single crystals 
with as grown surface are the best choice for optical measurements. The second part is from 
the optical and electronic instrumental parts such as imperfect polarizer, inhomogeneity of the 
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piezo-electric modulator and mirrors, polarization dependent grating efficiency, and electronic 
noises in the instruments, etc. 
Large Kerr effects have been pursued to identify their physical origins and find new ma­
terials for magneto-optic storage materials. Materials having high atomic numbers have large 
spin-orbit interactions. Ferromagnetic materials with partially filled 3d, 4f, or 5f electron shells 
have large exchange interactions. Half metals having metal and non-metal spin-polarized states 
depending on the spin directions also show large Kerr spectra. In addition, plasma resonance 
condition enhances the Kerr effects. 
Ferromagnetic anisotropic samples have RDS and Kerr effects. Gd^Si^Ge^ has a small Kerr 
rotation compared to RDS because 4f electrons do not play a direct role in the optical and Kerr 
spectra in our experimental range. Measuring Kerr effects of an anisotropic material requires 
extra caution due to its RDS spectrum, and further study is required. 
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CHAPTER 8. CONCLUSION 
Optical and magneto-optic Kerr spectra of single crystals MnBi, NigMnGa, and Gd^Si^Ge^ 
were studied experimentally and theoretically. Spectroscopic ellipsometry, magneto-optic Kerr 
spectrometry, and a reflectance-difference anisotropy technique were used to measure dielectric 
constants, magneto-optical Kerr spectra, and angle dependence reflectance-difference spectra. 
The optical properties of solids are explained with 3x3 dielectric tensors, the materials' 
response functions to the external electromagnetic waves. The diagonal and off-diagonal com­
ponents of the dielectric constants or optical conductivities corresponding to Kerr spectra, 
as well as optical spectra, were explained classically or quantum mechanically. The classical 
Lorentz-Drude model was used to explain optical properties of the solids. To understand the 
physical origin of the Kerr effects, quantum mechanical perturbation theory was used with the 
spin-orbit, Zeeman, and electron-photon interactions as a small perturbation. The Kerr effects 
originate from the spin-orbit and exchange interactions. Ab-initio electron band structure cal­
culations with the local-density approximation are capable of providing accurate descriptions 
of optical and magneto-optical properties of magnetic materials in the visible photon energy 
range. First-principles calculations with the TB-LMTO method under the local spin-density 
approximation were used for calculating electronic band structures, density of states, optical 
properties of MnBi and Ni^MnGa, as well as Kerr spectra. Also surface thin-film effects using 
the three-phase model and reflectance-difference of the optically anisotropic sample were dis­
cussed. The Kerr effect and reflectance-difference were derived using Jones vectors and Jones 
matrices. 
In chapter 4, Kerr spectra of the single-crystal MnBi sample were measured at room tem­
perature. The measured Kerr rotation spectra have two peaks similar to the thin-film MnBi 
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samples. The second peak often seen in the Kerr rotation spectrum originated from one or 
more of the following reasons, an intrinsic MnBi peak, a stoichiometric shift from MnBi, or 
internal oxidation during sample preparation. The calculated Kerr spectra of MnBi including 
the Drude term agreed well with the measured Kerr spectra. 
In chapter 5, (100), (110), and (111) planes of the NigMnGa were studied with ellipsometry 
and Kerr spectroscopy. The intrinsic bulk optical properties of the (100) and (110) planes of 
the fee structured crystals are not much different. The differences between the spectra of 
the three planes are from surface effects. The Kerr spectra were not changed much upon the 
structural phase transformation. Theoretical calculations with the Drude term also produced 
similar results to the experiments. 
In chapter 6, the anisotropics of Gd^Bi^Ge^ and TbsSig.gGei.g were studied by reflectance 
difference spectroscopy. Three different faces of the Gd^Bi^Ge^ sample showed different re­
flectance differences. The reflectance difference of the a-axis Gd^SigGeg and a-axis TbsSig.gGci.g 
showed similar behaviors. From the angle dependence reflectance difference spectra we can find 
exact crystal orientations of the sample. Unlike cubic symmetry crystals, Gd^Si^Ge^ has an 
intrinsic bulk anisotropy. The reflectance difference of the Gd^Bi^Ge^ sample is large compared 
to the surface induced reflectance differences and to the calculated Kerr spectrum. 
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APPENDIX A. JONES VECTORS AND MATRICES 
A.l Jones vectors to describe polarized light 
The electric field vector of a plane wave which propagates in the +z direction can be 
described as Ë = (Exx + The Jones vector for unpolarized light, which has 2 
components, is 
Ex 
E„ \Ê y \ e ^y  
(A.l) 
The normalized form of Jones vector is obtained by dividing by the square root of the 
sum of the squares of the two components, y \EX\2 + \Ey\2. For linearly polarized light, the 
normalized Jones vector is 
Ex 
1 
0 
Ey = 
0 
1 
(A.2) 
For circularly polarized light, right circular polarization (RCP) is defined as the y com­
ponent of the electric field lagging a quarter wavelength from the x component. The Jones 
vectors for circularly polarized light are 
ERC, = 
—I 
ÊLCP = 72 
(A.3) 
A.2 Jones matrices to describe optical components 
A polarized state is described with Jones vectors. 2x2 Jones matrices are used to describe 
optical components. For a linear polarizer with its polarization axis along x or y, the Jones 
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matrix is 
Px = 
1 0 
0 0 
Py — 
0 0 
0 1 
If the polarization axis is at an angle 9 with the x axis 
Pb  = 
cos2 9 sin 9 cos I 
sin 9 cos 9 sin2 9 
For a left- or right-circular polarizer the Jones matrix is 
PL = 
V2 i 1 -i 1 
(A.4) 
(A.5) 
(A.6) 
The optical modulator, which modulates the y component of the electric field, introduces 
a phase shift on the y-axis 
M, 
1 0 
0 e'* 
(A.7) 
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APPENDIX B. USEFUL RELATIONS 
Energy units 
Ry rydberg (1 Ry = 13.6058 eV) 
Ha hartree (1 Ha = 27.2115 eV) 
Hz frequency (1 Hz = 0.120898 xlO15 eV) 
nm wavelength (1 nm = 1240 eV ) 
Relations between constants related to optical properties 
1 , .4tt_ .4TT_ 
£xx — 1 t î &xx &xy — % &xy (^*1) W CJ  
&xx  ~  ^4tt ^  ^xx )  &xy  — (B.2) 
With £ x x  — &lxx  ™i~ ^2xx  O x x  — ®lxx  4" i& 2xx i  
^ " 4?r x 0.65822^ ^ ^ 
^ ^  4^065822^""^^^^^ 
^ " 4?r x 0.65822^ * lO^ec^ (B.5) 
^ " "4?r x 0.65822^^ ^ 10^aec'\ (B.6) 
(n + ik)2 = (n2 — k2) + i2nk (B.7) 
n = <£lxx  +  V  ^i xx  +  
£ \  2 xx  k = - £ i xx  +  y j  e \ x x  + e :  2xx (B.8) 
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R = (1 — n) — ik (1 + n) + ik 
(n  -  l ) 2  + k 2  
(n  +  l ) 2  + k 2  
Lorentz model 
= 1 + 47t Ne
2 
£ l xx  — 14" 
m* (wg — w2) — iyui 
4-k Ne2 — w2 
m* (u>Q — w2)2 + 72cj2 
£2xx — 
47T.ZVe2 7cu 
m* (cvg — w2)2 + 72cv2 
Drude model with ojp = yjAnNe2/m*, uq = iVe2r/m*, and r = 1/7. 
o"o 
£xx(w) — 1 Up o^+iury 
2 
_ 1 Wp 
tixx — 1 û^+r2" 
_ "p7 
- w(w^+f ) 
Ôxx(W) — Y 
<7lxx('^) — 
c^xx^) — 
- ZCUT 
00 
1 + oj2T2 
CTQWT 
1 + W2T2 ' 
Kerr effect with A =  n3 — 3n&2 — n and B =  —k 3  + 3n2fc — k  
(B.9) 
(B.10) 
(B.ll) 
(B.12) 
(B.13) 
(B.14) 
(B.15) 
6  K  +  i ^ K  
~-xy ' x y  
(1 — ëxx )  
47r x 0.65822 
Huj 
àxxsj 1 + 
B(T\Xy A(72a;y . -Acr^y B(T2xy 
A2 + B2 A2 + B2 
x 10 -15 
(B.16) 
(B.17) 
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APPENDIX C. BRILLOUIN ZONE 
The Brillouin zone, a Wigner-Seitz primitive cell in reciprocal space, and symmetry lines 
in the k-space of crystals are essential to analysis of the electronic band-structure of crystals. 
If ai, G2, and 03 are primitive vectors of the crystal lattice, b\, 62, and 63 are primitive 
vectors of the reciprocal lattice. The index of the k-points can be given as (I, m, n) in the 
reciprocal lattice coordinates or (a,/3,j) in the Cartesian coordinates in k space for cubic 
lattices. 
k = lbi+ mÔ2 + nba — (et, (3,7) (C.l) 
In a simple cubic lattice there is no difference between and (a, /i, 7). 
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C l Simple cubic lattice 
The primitive vectors of the simple cubic lattice and reciprocal lattice vectors are 
ai = o(l,0,0) a2 = a(0,1,0) a3 = a(0,0,l) (C.2) 
h = —(1,0,0) b2 = -^(0,1,0) 63 = ^(0,0,1) (C.3) 
K 
k X 
Figure C.l First Brillouin zone of a simple cubic lattice. 
Table C.l k-points along the symmetry lines in the Brillouin zone of the simple cubic 
lattice. 
notation lattice coordinate (Z,m,n) Cartesian coordinate (a,/3,7) 
r (0,0,0) (0,0,0) 
% (1,0,0) (1,0,0) 
M  (&,5>°) (5 '5 '°)  
R  ( & ,  & , & )  (&' b  2) 
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C.2 Body-centered cubic lattice 
The body-centered cubic lattice primitive vectors and reciprocal lattice vectors are 
«i — g(-l, 1, 
= —(0,1,1) 
32 =  - (1 , -1 ,1)  
b2 = —(1,0,1) 
"3 — ^ (1,1, —1) (C.4) 
63 = —(1,1,0) (C.5) 
Figure C.2 First Brillouin zone of a body-centered cubic lattice. 
Table C.2 k-points along the symmetry lines in the Brillouin zone of the bcc lattice. 
notation lattice coordinate (l,m,n) Cartesian coordinate (a,f3,7) 
r  
H  
P  
N 
(0,0,0) 
(1 -I 1) 
\ 2  '  2 1  2 )  
(3, b  i)  
(0,0,1) 
(0,0,0) 
(0,1,0) 
( I  1 1 \  
V2' 2' 2>  
( b  è'°) 
I l l  
C.3 Face-centered cubic lattice 
The face-centered cubic lattice primitive vectors and reciprocal lattice vectors are 
a\ = ^ (0,1,1) 
bi  =  -—(-1 ,1 ,1 )  
«2 = g(l,0,1) 
b2 = ^(1,-1,1) 
«3 = ^(1,1,0) 
h = —(1,1, -1) 
(C.6) 
(G-?) 
Figure C.3 First Brillouin zone of a face-centered cubic lattice. 
Table C.3 k-points along the symmetry lines in the Brillouin zone of the fee lattice. 
notation lattice coordinate (Z,m,n) Cartesian coordinate (a, /3,7) 
r  
X 
L 
W 
K 
U 
(0,0,0) 
(&'P: 5) 
(è> è '  5) 
(&,3' 1) 
(§> I' !) 
(f , | , I)  
(0,0,0) 
(0,1,0) 
(I I I) 
V2' 2> 2 ' 
(&,1,0) 
(I,1,0) 
(1,1, j) 
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C.4 Hexagonal closed-packed lattice 
The hexagonal closed-packed lattice primitive vectors and reciprocal lattice vectors are 
1 A/3 1 \/3 
«1 = ofg'—2~'0^ "2 = a(-,—,0) 03 = c(0,0,1) (C.8) 
^ = f (0,0,1) (0.9) 
Figure C.4 First Brillouin zone of a hexagonal closed-packed lattice. 
Table C.4 k-points along the symmetry lines in the Brillouin zone of the hep lattice. 
notation lattice coordinate (Z,m,n) Cartesian coordinate (a, /3,7) 
f (0,0,0) (0,0,0) 
# (3,5,0) (§,(), 0) 
M (0,1,0) (i,^,0) 
A (0,0, &) (0,0,1) 
H  (è 'è 'è) (§,0 , 5 )  
L (°' b h) (è> iàa '  5 )  
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APPENDIX D. ELECTRON-PHOTON INTERACTION ENERGY 
The photon-electron interaction Hamiltonian is 
e 
mc 
A L - P ; (D.i) 
The unit of the interaction energy is erg in cgs unit. To compare the interaction energy to 
others, eV is used for the energy unit (leV = 1.6 x 10~12erg). 
A photon has photon momentum of hk = hjA, if the wavelength is 500 nm then 
" = 
6 500 xX1010'cmF ' ^  = 8'27 X 1°""e'/ ' 'eC/Cm' (D'2) 
c = 3.0 x 1010cm/seco w in_n^ c in9, 
e 4.8 x 10~10esu Al = -p = -^TTTT^ÏÔTT-
8
'
27 x W~UeV • sec/cm = 5.17 x 109ey, (D.3) 
and electrons in solids have an average velocity of 10®cm/sec at room temperature. 
Pe = mev = 91 1ff 12 10 C™ .^SeC = 5.69 x 10~weV • sec/cm. (D.4) 1.6 x 10~ijlerg/eV 
The electron-photon interaction energy between an electron and a photon is 
e j 4.8 x 10~10esu x 5.17 x 109eV x 5.69 x 10~weV • sec/cm 
mc 1 9.1 x 10-28<7 x 3 x 10wcm/sec 
= 8.27 x 10'5eV. (D.5) 
114 
BIBLIOGRAPHY 
[1] J. Schoenes, Optical and Magneto-Optical Properties, Handbook on the Physics and 
Chemistry of the Actinides Chapter 5, 341 (1984), edited by A. J. Freeman and G. H. 
Lander. 
[2] K. H. J. Buschow, Magneto-Optical Properties of Alloys and Intermetallic Compounds, 
Ferromagnetic Materials Vol. 4 Chapter 5 (1988), edited by E. P. Wohlfarth and K. H. 
J. Buschow. 
[3] J. Schoenes, Magneto-Optical Properties of Metals, Alloys and Compounds Material 
Science and Technology Vol. 3A 147 (1991), edited by R. W. Cahn, P. Haasen, E. J. 
Kramer, and Kurt H. J. 
[4] H. Le Gall, R. Sbiaa, S. Popossian, J. Alloys and Compds. 275-277, 677 (1998). 
[5] H. J. Richter, J. Phys. D: Appl. Phys. 32, R147 (1999). 
[6] W. Reim and J. Schoenes, Magneto-Optical Spectroscopy of f-electron systems, Ferro­
magnetic Materials Vol. 5 Chapter 2 (1990), edited by E. P. Wohlfarth and K. H. J. 
Buschow. 
[7] W. Reim, J. Mag. Mag. Mat. 58, 1 (1986). 
[8] M. Faraday, Trans. R. Soc. London 136, 1 (1846). 
[9] J. Kerr, Philos. Mag. Series 5, 3, 321 (1877). 
[10] V. N. Antonov, A. N. Yaresko, A. Ya. Perlov, and V. V. Nemoshkalenko, Low Temp. 
Phys. 25, 387 (1999). 
115 
[11] J. D. Jackson, Classical Electrodynamics 2nd edition (Wiley and Sons Inc., 1975). 
[12] F. Wooten, Optical Properties of Solids (Academic Press, New York, 1972), Ch. 3. 
[13] M. Born and E. Wolf, Principles of Optics 6th edition (Pergamon, Oxford, 1980). 
[14] J. N. Hodgson, Optical Absorption and Dispersion in Solids (Chapman and Hall, London, 
1970). 
[15] V. V. Filippov, Opt. Spectrosc. (USSR) 67, 46 (1989). 
[16] P. N. Argyres, Phys. Rev. 97, 334 (1955). 
[17] H. S. Bennett and E. Stern, Phys. Rev. 137, A448 (1965). 
[18] P. S. Pershan, J. Appl. Phys. 38, 1482 (1967). 
[19] G. R. Fowles, Introduction to Modern Optics 2nd edition (Holt, New York, 1975). 
[20] H. Feil and C. H ass, Phys. Rev. Lett. 58, 65 (1987). 
[21] W. Reim, O. E. Hiisser, J. Schoenes, E. Kaldis, and P. Wachter, J. Appl. Phys. 55, 2155 
(1984). 
[22] P. Y. Yu and M. Cardona, Fundamentals of Semiconductors (Springer-Verlag, Berlin, 
1996), page 296. 
[23] J. L. Erskine and E. A. Stern, Phys. Rev. B. 8, 1239 (1973). 
[24] C. Kittel, Introduction to Solid State Physics (Wiley and Sons, New York, 1996), Ch. 
10. 
[25] L. I. Schiff, Quantum Mechanics 3rd edition (McGraw-Hill, New York, 1968). 
[26] D. C. Mattis, The Theory of Magnetism (Harper and Row, New York, 1965) p210. 
[27] N. W. Ashcroft and N. D. Mermin, Solid State Physics (Saunders College Publishing, 
1976) p648. 
116 
[28] D. K. Misemer, J. Mag. Mag. Mat. 72, 267 (1988). 
[29] F. Herman, and S. Skillman, Atomic Structure Calculations (Prentice-Hall, Englewood 
Cliffs, New Jersey, 1983) 
[30] C. S. Wang and J. Callaway, Phys. Rev. B. 9, 4897 (1974). 
[31] M. Singh, C. S. Wang, and J. Callaway, Phys. Rev. B. 11, 287 (1975). 
[32] H. Ebert, Rep. Prog. Phys. 59, 1665 (1996). 
[33] O. K. Andersen, Phys. Rev. B 12, 3060 (1975). 
[34] 0. Jepsen and O. K. Andersen, The STUTTGART TB-LMTO ASA program manual 
[35] S. J. Lee, Optical and magneto-optical properties of single crystal of RFe? (R—Gd, Tb, 
Ho, and Lu) and GdCo2 intermetallic compounds, Ph.D. thesis, Iowa State University 
(1998). 
[36] R. Lange, Magneto-optic Kerr effect of strongly correlated electron compounds, Ph.D. 
thesis, Iowa State University (1999). 
[37] Z. Chen, Optical anisotropy of (100) surface of Ag and Cu, Ph.D. thesis, Iowa State 
University (1994). 
[38] 0. S. Heavens, Optical Properties of Thin Solid Films (Dover, New York, 1991). 
[39] R. M. A. Azzam and N. M. Bashara, Ellipsometry and Polarized Light (North-Holland, 
Amsterdam, 1977). 
[40] R. H. Graves, J. Opt. Soc. Am. 59, 1225 (1969). 
[41] D. Chen, G. N. Otto, and F. M. Schmit, IEEE Trans. Mag. MAG-9, NO.2, 66 (1973). 
[42] C. Guillaud, J. Phys. Radium. 12, 143 (1951). 
[43] B. W. Roberts, Phys. Rev. 104, 607 (1956). 
117 
[44] J. B. Yang, K. Kamaraju, W. B. Yelon, W. J. James, Q. Cai, and A. Bollero, Appl. 
Phys. Lett. 79, 1846 (2001). 
[45] X. Guo, X. Chen, Z. Altounian, and J. O. Strom-Olsen, Phys. Rev. B. 22, 14578 (1992). 
[46] W. E. Stutius, T. Chen, and T. R. Sandin , AIP Conference Proc. 18, Part 2, 1226 
(1974). 
[47] Y. Chen, C. P. Luo, Z. T. Cuan, Q. Y. Lu, and Y. J. Wang, J. Mag. Mag. Mat. 55-65, 
115 (1992). 
[48] L. Jin, N. Ying, M. Tingjun, and F. Ruiyi, J. App. Phys. 78, 2697 (1995) 
[49] P. R. Bandaru, T. D. Sands, Y. Kubota, and E. E. Marinero, Appl. Phys. Lett. 72, 2337 
(1998). 
[50] P. R. Bandrau, T. D. Sands, D. Weller, and E. E. Marinero, J. Appl. Phys. 86, 1596 
(1999). 
[51] P. A. Albert and W. J. Carr Jr., J. Appl. Phys. 32, 201S (1961). 
[52] T. Hihara and Y. Koi, J. Phys. Soc. Japan 29, 343 (1970). 
[53] H. Yoshida, T. Shinma, T. Takahashi, H. Fujimori, S. Abe, T. Kaneko, T. Kanomata, 
T. Suzuki, J. Alloys and Compounds, 317-318, 297 (2001). 
[54] G. Q. Di, S. Iwata, S. Tsunashima, and S. Uchiyama, J. Mag. Mag. Mat. 104-107, 1023 
(1992). 
[55] G. Q. Di and S. Uchiyama, Phys. Rev. B 53, 3327 (1996). 
[56] D. Huang, X. W. Zheng, C. P. Luo, H. S. Yang, and Y. J. Wang, J. Appl. Phys. 75, 6351 
(1994). 
[57] U. Riidiger, J. Kôhler, A. D. Kent, T. Legero, J. Kiibler, P. Fumagalli, G. Giintherodt, 
J. Mag. Mag. Mat. 198-199, 131 (1999). 
118 
[58] K. U. Harder, D. Menzel, T. Widmer, and J. Schoenes, J. Appl. Phys. 84, 3625 (1998). 
[59] R. Coehoorn and R. A. de Groot, J. Phys. F: Met. Phys. 15, 2135 (1985). 
[60] R. F. Sabiryanov and S. S. Jaswal, Phys. Rev. B 53, 313 (1996). 
[61] P. M. Oppeneer, V. N. Antonov, T. Kraft, H. Eschrig, A. N. Yaresko, and A. Ya. Perlov, 
J. Appl. Phys. 80, 1099 (1996). 
[62] J. Kôhler and J. Kùbler, J. Phys: Contiens. Matter 8, 8681 (1996). 
[63] J. Kôhler and J. Kûbler, Physica B 237-238, 402, (1997). 
[64] P. Ravindran, A. Delin, P. James, B. Johansson, J. M. Wills, R. Ahuja, and O. Eriksson, 
Phys. Rev. B 59, 15680 (1999). 
[65] E. T. Kulatov, A. G. Nargizyan, Yu. A. Uspenskii, and S. V. Khalilov, Kratk. Soobshch. 
Fiz. 3-4, 26 (1995) [Bull. Lebedev Phys. Inst. 3, 22 (1995)]. 
[66] D. Chen, J. F. Ready, E. Bernd, J. Appl. Phys. 39, 3916 (1968). 
[67] K. Otsuka and T. Kakeshita, Science and Technology of Shape-Memory Alloys : New 
Developments, MRS Bulletin, page 91, Feb. 2002. 
[68] M. Wuttig and L. Liu, K. Tsuchiya, R. D. James, J. Appl. Phys. 87, 4707 (2000). 
[69] O. I. Velikokhatnyi and I. I. Naumov, Phys. Solid State 41, 617 (1999). 
[70] A. Zheludev, S. M. Shapiro, and P. Wochner, A. Schwartz, M. Wall, and L. E. Tanner, 
Phys. Rev. B 51, 11310 (1995). 
[71] U. Stuhr, P. Vorderwisch, V. V. Kokorin, J. Phys.: Condens. Matter 12, 7541 (2000). 
[72] L. Manosa, A. Gonzalez-Comas, E. Obrado, A. Planes, V. A. Cherneko, V. V. Kokorin, 
and E. Cesari, Phys. Rev. B 55, 11068 1997. 
[73] J. Worgull, E. Petti, and J. Trivisonno, Phys. Rev. B 54, 15695 (1996). 
119 
[74] A. Gonzalez-Comas, E. Obrado, L. Manosa, and A. Planes, V. A. Chernenko, B. J. 
Hattink and A. Labarta, Phys. Rev. B 60, 7085 (1999). 
[75] F. Zuo and X. Su, K.H. Wu, Phys. Rev. B 58, 11127 (1998). 
[76] Y. Zhou, X. Jin, H. Xu, Y. V. Kudryavtsev, Y. P. Lee, and J. Y. Rhee, J. Appl. Phys. 
91, 9894 (2002). 
[77] Y. V. Kudryavtsev, Y. P. Lee, and J. Y. Rhee, Phys. Rev. B 66, 115114 (2002). 
[78] S. Fujii, S. Ishida, and S. Asano, J. Phys. Soc. Jpn. 58, 3657 (1989). 
[79] V. V. Godlevsky and K. M. Rabe, Phys. Rev. B 63, 134407 (2001). 
[80] A. Ayuela, J. Enkovaara and R. M. Nieminen, J. Phys.: Condens. Matter 14, 5325 
(2002). 
[81] Y. Lee, J. Y. Rhee, and B. N. Harmon, Phys. Rev. B 66, 54424 (2002). 
[82] K. H. J. Buschow and P. G. Engen, J. Mag. Mag. Mat. 25, 90 (1981). 
[83] P. J. Webster, K. R. A. Ziebeck, S. L. Town, and M. S. Peak, Philos. Mag. B 49, 295 
(1984). 
[84] P. J. Brown, A. Y. Bengali, K-U Neuman, and K. R. A. Ziebeck, J. Phys.: Condens. 
Matter 11, 4715 (1999). 
[85] V. K. Pecharsky, K. A. Gschneidner Jr., Phys. Rev. Lett. 78, 4494 (1997). 
[86] V. K. Pecharsky, K. A. Gschneidner Jr., Appl. Phys. Lett. 70, 3299 (1997). 
[87] L. Morellon, J. Stankiewicz, B. Garcia-Landa, P. A. Algarabel, and M. R. Ibarra, Appl. 
Phys. Lett. 73, 3462 (1998). 
[88] L. Morellon, P. A. Algarabel, M. R. Ibarra, J. Blasco, B. Garcia-Landa, Z. Arnold, and 
F. Albertini, Phys. Rev. B 58, R14721 (1998). 
[89] L. Morellon, J. Blasco, P. A. Algarabel, and M. R. Ibarra, Phys. Rev. B 62, 1022 (2000). 
120 
[90] V. Pecharsky and K. A. Gschneidner Jr., Adv. Mater. 13, 683 (2001). 
[91] B. N. Harmon and V. N. Antonov, J. Appl. Phys. 91, 9815 (2002). 
[92] G. D. Samolyuk and V. P. Antropov, J. Appl. Phys. 91, 8540 (2002). 
[93] V. K. Pecharsky, G. D. Samolyuk, V. P. Antropov, A. O. Pecharsky, and K. A. Gschnei­
dner Jr., J. Solid State Chem. 171, 57 (2003). 
[94] W. Choe, V. K. Pecharsky, A. O. Pecharsky, K. A. Gschneidner Jr., V. G. Young, and 
G. J. Miller, Phys. Rev. Lett. 84, 4617 (2000). 
[95] Z. Sobiesierski, D. I. Westwood, and C. C. Matthai, J. Phys.: Condens. Matter 10, 1 
(1998). 
[96] P. Weightman, D. S. Martin, and A. Maunder, J. Electron Spectrosc. Relat. Phenom. 
114-116, 1069 (2001). 
[97] W. Richter and J.-T. Zettler, Appl. Surf. Sci. 100/101, 465 (1996). 
[98] Ph. Hofmann, K. C. Rose, V. Fernandez, and A. M. Bradshaw, and W. Richter, Phys. 
Rev. Lett. 75, 2039 (1995). 
[99] Y. Borensztein, W. I. Mochan, J. Tarriba, R. G. Barrera, and A. Tadjeddine, Phys. Rev. 
Lett. 71, 2334 (1993). 
[100] K. Stahrenberg, Th. Herrmann, N. Esser, W. Richter, S. V. Hoffmann, and Ph. Hofmann, 
Phys. Rev. B. 65, 035407 (2001). 
[101] J. Szade and G. Skorek, J. Mag. Mag. Mat. 196-197, 699 (1999). 
121 
ACKNOWLEDGEMENTS 
I would like to express my thanks to those who helped me with various aspects of conducting 
research and writing this thesis. First and foremost, I like to thank my major professor, Dr. 
David W. Lynch, for his guidance and support throughout this research. His helpful discussions 
and encouragements made this work possible and have helped me succeed in my graduate study. 
I also like to thank my committee members for their efforts: Bruce Harmon, Paul Canfield, 
John Hauptman, and William McCallum. 
I would additionally like to thank Seung-Jae Lee for his discussions throughout my graduate 
study. Group members and office mates, Rudiger Lange, Ye Feng, Derek Brammeier, and Jong-
ik Park also helped me a lot. 
I appreciate my wife, Jung-eun Ko, for supporting and taking care of our family. My 
family had unforgettable experiences in Ames with my son, Sang-hyuk. I like to dedicate to 
this thesis to my parents and parents-in-law for their encouragements and continuous supports. 
The United States Government has assigned the DOE Report number IS-T 1937 to this 
thesis. Notice: This document has been authored by the Iowa State University of Science and 
Technology under Contract No. W-7405-ENG-82 with the U. S. Department of Energy. The U. 
S. Government retains a non-exclusive, paid-up, irrevocable, world-wide license to publish or 
reproduce the published form of this document, or allow others to do so, for U. S. Government 
purposes. 
