In this paper, a Cauchy criterion for strong almost convergence is established. We also characterize strongly almost convergent sequences in a Hilbert space or L p (T ) in terms of their Fourier coefficients, where 1 ≤ p ≤ ∞.
Introduction
Let (X, · ) be a Hilbert space or (L p (T ), · p ), and f n , f ∈ X, where 1 ≤ p ≤ ∞ and T = (−π, π]. Following [5] , we say that {f n } ∞ n=0 is strongly almost convergent to f , if the following condition is satisfied: (1.1) lim
As indicated in [5, 4, 2] , the following implications hold:
norm convergence =⇒ strong almost convergence =⇒ almost convergence =⇒ norm boundedness
We have
f n − f r−1 . Hence, the validity of (1.1)
implies the following strongly r-Cesáro summability of f n → f for r ≥ 1:
For the study of (1.2), we refer the readers to [1, 3, 6, 7] . The purpose of this paper is two-fold. In §2, we introduce a Cauchy form of (1.1), which allows us to examine the strongly almost convergence property of {f n } ∞ n=0 directly from the behavior of the differences of two f n s without investigating the existence problem of the limit f . In §3- §4, we characterize the stronly almost convergence property from the viewpoint of coefficients. Our theory can apply to those X in which the associated Parseval formula or the Hausdorff-Young inequality holds. We state our results for the case that X is a Hilbert space or L p (T ), where 1 ≤ p ≤ ∞. For p = 2, necessary and sufficient conditions are found. However, for p = 2, we only get certain type of necessary conditions, which are also suffficient for p = 2. We are unable to give a complete characterization for the case p = 2. We refer the readers to §4 for the details. Throughout this paper, p (Ω) denotes the space of all complex sequences {c n } n∈Ω with the property:
For the case that Ω is the set of all nonnegative integers, we write p instead of p (Ω).
A Cauchy form of (1.1)
Denote by V n,N ({f k }) the de la Vallée-Poussin means of the sequence {f n } ∞ n=0 , which are defined by
With no ambiguity, we write V n,N in the place of V n,N ({f k }). In order to establish a Cauchy form of (1.1), we need the following lemma.
Lemma 2.1 provides an estimate for the magnitude of the difference of two de la Vallée-Poussin means in terms of the difference of two f n s. We use it to establish the following Cauchy criterion. Theorem 2.2 Let f n ∈ X. Then (1.1) holds for some f ∈ X if and only if the following property is true:
Proof. We have sup m,n≥0
so the "only if" part holds. Conversely, we assume (2.2). It follows from Lemma 2.1 that
and n ≥ 0, we have
This implies
and so the proof is complete. Theorem 2.2 enables us to examine the strong almost convergence property of the sequence {f n } ∞ n=0 directly from the sequence itself. This method does not involve the existence of the limit f . Let us present an example to show its advantage. Consider the sequence
. . , and h n = 0 otherwise. An elementary calculation shows that
On the other hand,
Hence, (2.2) with · = | · | holds. By Theorem 2.2, we infer that
is strongly almost convergent to some f ∈ R. Indeed,
, where
So the following is true:
Obviously, (2.3) is hard to examine directly from the definition of f n without using the above argument.
Characterization from the viewpoint of coefficients
Let {φ n } ∞ n=0 be an orthonormal set in a Hilbert space (X, · ) and
where c n,k ∈ C. We know that f n ∈ X if and only if
Moreover, Parseval's formula tells us that
, we obtain the following result. 
It is clear that (3.2) reduces to (
is an infinite dimensional version of (1.1). In particular, for each k
is strongly almost convergent to c k * . This can be derived from the inequality:
It should be noticed that the reverse implication is false, in general. Consider the matrix: c n,k = 1 for n = k, and 0 otherwise. For this matrix, Theorem 3.1(i) is true and {c n,k * } ∞ n=0 is strongly almost convergent to 0 for each k * ≥ 0.
= 1 for all n ≥ 0, and so (3.2) fails for the 
be the corresponding elements defined by (3.1), in symbol,
Applying Theorem 3.1 to this case, we get the following characterization of strongly almost convergent sequences in L 2 (T ). 
The above corollary indicates that under (i), (3.4) characterizes the strongly almost convergent sequences in L 2 (T ). We point out that this condition can not be used as a tool to determine whether a sequence is norm convergent. Let us illustrate this by the example:
c n,k = 1 for n = k = 10 v with v = 1, 2, 3, · · · , and 0 otherwise. Obviously,
This shows that (3.4) holds for the case c k = 0. By Corollary 3.2, we conclude that {f n } ∞ n=0 is strongly almost convergent in L 2 (T ). However, it is clear that this sequence is not norm convergent in L 2 (T ).
In Theorem 3.1(ii) and Corollary 3.2(ii), we assume the existence of the sequence {c n }. This difficulty can be removed by applying the Cauchy criterion established in Theorem 2.2. The details are given below. Let f n and φ n be related by (3.1). It follows from the Parseval formula that
By Theorem 2.2, we get the following characterization of strongly almost convergent sequences in a Hilbert space (X, · ). 
Extensions of §3 to the case L p (T )
In Theorem 3.1 through Corollary 3.4, X is assumed to be a Hilbert space.
In the following, we shall see that parts of these results can be extended to those Banach spaces X in which a suitable form of Parseval's formula holds. We consider the case X = L p (T ), where 1 ≤ p ≤ 2. Set 1/p + 1/q = 1 and let c n,k , f n be related by (3.3) . By the Hausdorff-Young inequality, (see [8, Vol. II, p. 101]), we find that if f n ∈ X, then
With the help of (1.1), we get the following result, which extends the "only if" part of Corollary 3.2.
< ∞ for all n ≥ 0, and there exists a sequence
The converse of Theorem 4.1 is false for the case 1 ≤ p < 2. Consider the following example:
< ∞ for all n ≥ 0, where 1/p + 1/q = 1. Set
√ for |k| = 2 with = 1, 2, · · · , and c k = 0 otherwise. We have 
The matrix defined by (4.3) shows that the converse of Theorem 4.2 is false, in general. Replace (4.1) by
Then the Hausdorff-Young inequality and Theorem 2.2 lead us to the following substitute of Theorem 4.1.
< ∞ for all n ≥ 0, and 3) . In Corollaries 3.2 and 3.4, we have proved that these are also sufficient conditions for the case p = 2. However, the preceding arguments indicate that they are not the case for p = 2. Hence, we might look for replacements of (4.2) and (4.4) − (4.6) for p = 2. This problem is still open.
