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Wavelet Reconstruction of Nonuniformly
Sampled Signals
Leming Qu, Partha S. Routh, and Phil D. Anno
Abstract—For the reconstruction of a nonuniformly sampled
signal based on its noisy observations, we propose a level dependent
  penalized wavelet reconstruction method. The LARS/Lasso
algorithm is applied to solve the Lasso problem. The data adaptive
choice of the regularization parameters is based on the AIC and
the degrees of freedom is estimated by the number of nonzero
elements in the Lasso solution. Simulation results conducted on
some commonly used 1_D test signals illustrate that the proposed
method possesses good empirical properties.
Index Terms—AIC, LARS, Lasso, wavelet.
I. INTRODUCTION
M ODERN digital data processing of signals always usesa discretized and most likely the noisy version of the
original signal that is obtained by sampling on a discrete
set. The question then arises is how can be reconstructed from
its samples. The problem can be stated as: given noisy data at
sampling points
we wish to estimate the unknown signal from the noisy
sample. Without loss of generality, assume that the function
is defined on [0, 1]. When is uniform (a reg-
ular grid), the standard methods based on Fourier analysis
or wavelet analysis are well studied. We are concerned with
the nonuniform samples in this letter. The problem of signal
reconstruction from nonuniformly sampled data arises in many
applications, including sampling systems with sampling jitter,
the reconstruction of signals from missing samples, and the
processing of geophysical data.
The setting of the problem is the same as the one in [2] and
[3] by assuming further that we have many missing samples
on a fine regular grid. That is, , for some and
some fine grid number with resolution that is de-
termined by users. Usually, so that the approximation
errors by moving nondyadic points to dyadic points are negli-
gible. Let be the underlying signal collected at all dyadic
points . Let be a given orthogonal dis-
crete wavelet transform (DWT) and be the wavelet
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transform of , then , where is the inverse
discrete wavelet transform (IDWT).
By modeling the unknown signal with its DWT , we
overparameterized the linear model derived from the observa-
tions . For a function in wide classes
such as Besov space, its wavelet coefficients are sparse. This
prior knowledge is used to regularize the overparameterized
linear model.
Let be the sampling matrix which extracts the
th entry from , then is the discrete
signal at the sampling points. Denote , then .
The observed data can be expressed as a linear model
where is the noise vector. Antoniadis and Fan [2] studied sev-
eral aspects of the penalized least-squares problem
for a given penalty function and regularization parameter
. They proposed a two-step procedure to solve the above
minimization problem for a wide choices of penalty function
. The first step is to find the nonlinear regularized Sobolev
interpolators (NRSI), and the second step is to find the regular-
ized one-step estimators (ROSE). The risk behavior of ROSE
is quantified. They also introduced the graduated nonconvexity
algorithm to handle penalized least-squares problems when the
penalty function is nonconvex. One drawback of the two-
step procedure for ROSE is that in the first step, the NRSI needs
the smoothing Sobolev interpolation parameter which choice
is not easily determined automatically. For nonconvex penalty,
it is in general very costly to find an (approximate) solution in
this case.
In [1], the penalty function is taken as the sum of block-
wise reproducing kernel Hilbert space norms. Their simulation
results show superior performance in comparison with some ex-
isting methods.
In this letter, we choose the penalty function as the level
dependent norm. That is, we solve the following particular
penalized least-squares problem:
(1)
for a given and , where is the discrete
scaling coefficient at the coarsest level and location , is
the discrete wavelet coefficient at level and location . Denote
the -vector of scaling coefficients and the -vector
1070-9908/$25.00 © 2009 IEEE
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of discrete wavelet coefficients at the resolution level , then
is the DWT coefficients of . is
a diagonal matrix denoting the weights of . Its diagonal
elements are for and for . The weight for the
scaling coefficients at the lowest resolution level, , is set at a
small value (in orthogonal design case , the weight for
the scaling coefficients at the coarsest level is usually zero).
Level dependent thresholding for equally spaced data is well-
known in wavelet denoising [4], yet it has not been used in
the unequally spaced data denoising problem. The term in
the penalty function imposes the prior belief that the discrete
wavelet coefficients of the signals to be reconstructed decay ex-
ponentially fast with increasing resolution level , which is the
characteristic of functions in Besov space (see Section II).
We discuss the application of some existing fast algorithm
to solve (1). The important issue of the data adaptive choice
of the regularization parameter is addressed. Note
that our method requires no specification of unknown problem-
specific parameters, neither nor . This differs from the two-
step procedure in [2] which requires a manual specification of
in the first step.
II. WAVELET TRANSFORM
In contrast to Fourier representations, wavelets provide eco-
nomical representations for a wide class of signals including sig-
nals with discontinuities.
The 1-D wavelet transform represents a 1-D continuous-time
signal , in terms of shifted versions of a scaling function
and shifted and dilated versions of a mother wavelet function
[10]. For special choices of and , the functions at resolution
level and time position
and
form an orthonormal basis. Furthermore, the periodized version
of this basis (denoted by and in the following) define a mul-
tiresolution analysis of . For any , the
following standard orthonormal wavelet expansion holds:
with the scaling coefficients and
wavelet coefficients .
For discrete-time signal with an equally spaced
samples, the wavelet coefficients can be efficiently computed
by cascade algorithm in operations via a filterbank con-
sisting of lowpass filters, highpass filters, upsamplers, and dec-
imators [10]. By periodization of the input discrete signal ,
the Discrete wavelet transform can be expressed in matrix form
as where is an orthonormal matrix with entries
either zeros or nonzeros related to the filter coefficients [14, p.
115].
Wavelets provide economical representations for signals in
wide classes such as Besov spaces. Roughly speaking, a Besov
space contains functions with “ derivatives in ” with
measuring finer smoothness distinctions. Hence, indicates the
degree of smoothness of the underlying signal . Besov spaces
with different , , and characterize many classes of signals
in addition to -Sobolev space signals; for example, in 1-D,
contains piece-wise polynomial signals [10]. Assume that
the signal is in a Besov ball. Because of simple characteri-
zation of this space via the wavelet coefficients of its members
for sufficiently smooth wavelet basis functions, the unit ball of
a Besov space can be defined as
where is the -vector of wavelet coefficients at the resolu-
tion level . Note that the wavelet coefficients in the definition
of the Besov space are continuous-wavelet coefficients. They
are approximately a fraction of the discrete-wavelet coeffi-
cients , i.e., (see [4, p. 1211]). Hence,
the wavelet coefficients of Besov space signals decay exponen-
tially fast with increasing resolution level.
III. LARS FOR LASSO PROBLEM
By a simple rescaling, the problem (1) is the same as the Lasso
[11] problem. That is, let and , the problem
(1) is then in standard Lasso form
(2)
Problems of the Lasso type have become familiar over the
past three decades, particularly in statistical and signal pro-
cessing contexts. See [7] for a review of various algorithms for
solving the Lasso problem. We choose a Homotopy algorithm
to solve problem (2) because we do not know which
to use initially, and we would prefer an algorithm which finds
solutions for essentially all nonnegative values of the regular-
ization parameter for given in a single run. The least angle
regression (LARS) [6], a new model selection algorithm, is a
Homotopy algorithm. The Lasso implementation of the LARS
calculates all possible Lasso solution in a single run. For given
, the LARS/Lasso algorithm begins with , and
gradually reduce in stages that predictably change the sparsity
pattern in . Its remarkable efficiency follows from its ability
to systematically update the resulting sequence of solutions
(see [5] for discussions). This sparsity pattern predictability
comes from the fact that , when restricted to the subset
of nonzero indices of , is locally a linear function of . This
allows one to solve the local problems (for a limited range of )
analytically and to piece together local solutions to get solutions
for all regions of . Hence, the solution path for each element
of is piecewise linear on . At each iteration, a least-squares
subproblem that involves a subset of the columns of is solved
by using the results from the previous iteration. The resulting
algorithm generates solutions for all with a computational
cost of solving a single least-squares problem in the final set
of variables. For and sparse, Donoho and Tsaig [5]
argue that LARS/Lasso algorithm is the most efficient way to
solve any of the Lasso problems (2).
IV. DATA ADAPTIVE CHOICE OF
The regularization parameter is roughly the number of
derivatives of the signal . The larger the , the smoother the
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. It is reasonable to set the in a relative small range. In our
simulation, we choose .
The regularization parameter controls the sparsity of . If
, the unique solution of (2) is the zero vector.
When decreases, the sparsity of the solution decreases, too.
The LARS/Lasso algorithm gives a full path of the solution for
essentially all in a single run.
The task of choosing the right regularization parameter
is a difficult and important one. Main approaches in the
literature are 1) cross-validation (CV) such as leave-one-out CV
or v-fold CV; 2) information criteria such as AIC, BIC; and 3)
L-curve. While these approaches in the classical Tikhonov regu-
larization (or ridge regularization in statistics), i.e., the norm
data misfit term and the norm penalty term, are extensively
studied, they are less researched in the Lasso problem, espe-
cially in the case when there are many more unknowns than the
number of observations .
Fu [8] discussed the CV choice of in Lasso problem when
. Zou et al. [13] discussed the degrees of freedom (df) in
Lasso problem and its use in AIC and BIC. Hennenfent et al. [9]
discussed L-curve for Lasso problem. We use the information
criteria to select the . The df estimate of the solution is needed
in order to use AIC or BIC.
In Lasso problems with full column rank (thus, is
implied), it was proved that the number of nonzero elements in
the solution is an unbiased estimator of the df [13]. In
case, there is no available proved close form formula for unbi-
ased df estimator. We extend the results from [13] and use the
number of nonzero elements in the solution as the df esti-
mate, .
Another approach to estimate the df is to use perturbed dataset
[12], which is computationally more intensive. We tried this ap-
proach in our problem and found it performed similarly to the
simple df estimate (the number of nonzero elements in the so-
lution).
Once a good df estimate is obtained, the AIC criteria is
the BIC criteria is to replace in the above equation by
. The optimal is chosen as the minimizer of
for AIC criteria or of for BIC criteria.
AIC and BIC possess different asymptotic optimality. It is
well-known that AIC tends to select the model with the optimal
prediction performance, while BIC tends to identify the true
sparse model if the true model is in the candidate list; see [15]
and references therein. AIC is more appropriate for our problem,
since the sparsity of the model is not our primary concern. Our
goal is to reconstruct , where the is merely an inter-
mediate tool to facilitate the reconstruction. We target the model
with optimal prediction performance.
In many practical situations, is unknown. A reasonably
good estimate of can be used. The statistics literature
includes many proposals. We use the median absolute deviation
(MAD) estimate,
, suggested by Donoho and Johnstone in [4].
V. SIMULATION STUDY
This section reports the empirical performance of a sim-
ulation study of our level dependent regularized wavelet
estimator, compared with the wavelet kernel (WK) penal-
ized estimation method proposed in [1]. The MATLAB code
carrying out this simulation is available at http://math.boises-
tate.edu/~qu.
The wavelets used in all our simulations are Daubechies ex-
tremal phase wavelets with five vanishing moments except that
two vanishing moments is used for Blocks signal. The lowest
resolution level is set at . We use the WaveLab (http://
www-stat.stanford.edu/~wavelab/) for DWT and IDWT.
The SolveLasso routine available in SparseLab (http://
sparselab.stanford.edu/) implements the LARS/Lasso algo-
rithm. We use the SolveLasso to solve Lasso problem (2).
The grid for is ten equally spaced values in [0, 2]. The
weight for the scaling coefficients is set at . The
of the solution is the number of nonzero elements in the
solution (the cutoff value for zero is ). The selected is
the minimizer of the or over the grids of and
all the values which gives the LARS/Lasso solution along its
path.
A. Experimental Setup
Our experimental setting is similar to the one in [1]. Five
testing functions, namely, Blocks, Bumps, Blip, Corner, and
Wave, are used that represent a variety of function characteris-
tics. The test functions have been scaled so they all have a stan-
dard deviation of 1. Two levels of signal-to-noise ratio (SNR)
are chosen: SNR and SNR (low and high), where
SNR is defined as SNR . Two different sample
size and are used. Nonequispaced sample
points are generated by sampling with replacement from the grid
with .
For each of the above experimental factor combinations, 50
data sets are generated. For each simulated data set, our method
and WK method of [1] are applied to estimate the test signal.
Some tuning parameters for the WK method are: number of
groups in which input data are split for cross validation is set at
the default value 4, no blocking of the wavelet coefficients, all
other parameters are set at the default values of the program. The
root mean square error (RMSE) of the solution is recorded to
assess its quality by its norm distance from , the true signal
at the nonuniformly sampled points, .
B. Results
Boxplots of the RMSEs of the estimates obtained by our
method and WK method are presented in Figs. 1–3 for Bumps,
Blip, and Wave, respectively. The boxplots for Blocks and
Corner are not presented here due to space constraints.
The x-axis labels in the box plot read as follows: best denotes
the best estimates obtained by solving (1) for the in the search
grid given the ; AIC denotes the estimates obtained by solving
(1) with chosen by AIC using the estimated df (the number
of nonzero elements in the solution of ), WK standards for
the wavelet kernel method of [1]. In almost all the cases, AIC
outperforms BIC, so results by BIC are not plotted here.
For Bumps signal, AIC outperforms WK by a large margin
and AIC is close to best overall. For Blip, AIC is comparable
to WK. For Wave, WK outperforms AIC, and WK is close to
best. Tests in Blocks signal not plotted here reveal that AIC out-
performs WK. For Corner, WK slightly outperforms AIC. These
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Fig. 1. Boxplots of the RMSEs for bumps signal. SNR    for the left and
SNR    for the right panel within each subplot.
Fig. 2. Boxplots of the RMSEs for blip signal. SNR    for the left and
SNR    for the right panel within each subplot.
results seem to suggest that AIC performs better in bumpier sig-
nals, and WK performs better in smoother signals. Overall, AIC
performs well.
VI. CONCLUSION
In this letter, we propose a level dependent penalized
wavelet reconstruction method for nonuniformly sampled sig-
nals. The LARS/Lasso algorithm is applied to solve the Lasso
problem. The data adaptive choice of the two regularization
parameters is based on the AIC, and the degrees of freedom
is estimated by the number of nonzero elements in the Lasso
solution. The empirical performance of the method is evaluated
on the commonly used 1_D test signals. Results from these
experiments illustrate that the proposed method possesses good
empirical properties. Some future efforts include testing this
Fig. 3. Boxplots of the RMSEs for wave signal. SNR    for the left and
SNR    for the right panel within each subplot.
method on images and using nonorthogonal transforms such as
translation invariant wavelet transform or curvelet transform.
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