Abstract
Introduction
Digital collections contain digital objects in different formats to serve a defined community or set of communities (Schwartz, 2001; Borgman, 1999; Arms, 2000) . Digital collections are broadly defined in this paper and include library online catalogs and collections in various digital libraries. Libraries and museums in the U.S. have developed numerous digital collections in order to preserve scientific, cultural, and heritage materials and to provide convenient access for their users by organizing the objects and representing them through metadata. However, most of these collections can only be accessed in English. Very few digital collections in the United States support multilingual information access (MLIA) that enables users to search, browse, recognize and use information from multilingual digital objects (Gonzalo & Peters, 2004) . In the increasingly global knowledge society, libraries and museums seek new ways of engaging communities, providing information access, and disseminating information (Pastore, 2009) . Ensuring effective and efficient multi-lingual information access to the metadata for existing collections is a significant first step in a comprehensive globalization strategy for libraries and museums.
Metadata Records Translation (MRT) is the process of converting metadata records describing objects in a digital collection from one language into other languages. It is the necessary first step toward MLIA for a digital collection. To date, most of this work has been done through painstaking and costly human effort. For example, the Children's Digital Library has established a network of translators to carry out the task of metadata translation (Hutchinson et al., 2005) . However, manual metadata records translation is not an option for many libraries and museums because of the tremendous time and cost involved. Machine translation (MT), which automatically translates information from one language to one or more languages, or strategies combining MT with human efforts are possible solutions. But there appear to be minimal instances where MT has been implemented, evaluated, or adapted for use with digital collections.
Machine translation (MT) has been a field within Artificial Intelligence for more than 50 years. MT aims to automatically convert text or speech from one language to one or more other languages. The desired translation is one that expresses the exact meaning in the source text with correct syntax (Manning & Schutze, 1999, p.464) . MT is difficult because the process involves interpretation of the meaning in the original language and its expression in the target language using correct terminology and syntax. Significant progress has been made in MT in recent years, especially with the dramatic funding support from federal government agencies such as DARPA (US Defense Advanced Research Projects Agency) and NSF (the National Science Foundation), and the large search-engine companies such as Google, Microsoft, and Yahoo!. MT has been widely used in translating queries in various experimental crosslanguage information retrieval (CLIR) systems with fairly good retrieval performance (Sakai et al., 2008; Chen and Bao, 2009a; He and Wu, 2010) . These language tools have been widely used by Web users including librarians (Yates, 2006; Notess, 2008; Chen and Bao, 2009a) .
However, MT has not been applied to digital libraries. The digital library and museum communities do not trust the performance of current MT systems. To our knowledge, none of the existing bilingual or multilingual digital collections in the U.S. have applied MT for cross-language search or metadata records translation (Chen and Bao, 2009b) . Yates (2006) evaluated Babel Fish, an MT system launched in late 1997 on the Internet, and concluded that Babel Fish was not appropriate for most users in law libraries due to the errors in the translation.
What is the performance of current MT systems to metadata records translation? Can libraries and digital libraries apply freely available MT systems or services to translate metadata records so that MLIA can be provided to the users? Little research has been conducted in this area. In the next section, we will discuss related research in order to provide multilingual information access.
Related Research
MT and CLIR are the most relevant research areas to multilingual information access (MLIA). In the past decade, progress in MT research has been driven by several benchmarks funded by US federal and European agencies. The NIST Open MT evaluations [1], the DARPA TIDES and GALE projects [2] , and the Workshop on Statistical Machine Translation [3] have provided well-founded experimental frameworks to compare and contrast the performance of MT systems, yielding impressive improvements in translation quality. Performance of various MT strategies has been examined using different evaluation metrics and evaluation tools (Lavie et al., 2004; Vilar et al., 2007; Przybocki et al., 2008; Callison-Burch et al, 2008) . However, in these evaluations, MT systems are typically trained and evaluated on translations of news stories, web text or parliament proceedings. It remains unclear how effective current MT technologies are for translating other data genres such as metadata records. Furthermore, these benchmarks evaluate translation quality intrinsically by comparing automatic translations to references produced by humans. In contrast, metadata records translation enables an extrinsic evaluation of MT by directly focusing on its usefulness for a specific application.
MLIA is considered an extension of CLIR (Cross-Language Information Retrieval) which provides users with access to information that is in a different language from the language users use to express their queries (Chen, 2006 that covers Chinese, Japanese, and Korean. These forums provide CLIR researchers and system developers with infrastructures for developing algorithms, testing systems, and sharing resources. Automatic translation of the queries or documents is a necessary step in CLIR. Various translation strategies for translating queries have been explored (Chen, 2006; Sakai et al., 2008; Oard et al., 2008) . CLIR for Web search has been available since 2005 when Yahoo launched a CLIR search interface option for German and French sites (Sterling, 2007) . In May 2007, Google launched a "Translated Search" feature as part of its Google Language Tools [7] . The launch of the cross-language search interfaces by Yahoo and Google signified the transition from CLIR research to practice. These services were welcomed by Web users because they provided access to information written in foreign languages (Chen and Bao, 2009a) . However, CLIR and MT technologies and services, such as those provided by Google and others, have not been applied to enable searching of specific digital collections in the United States.
Metadata records translation is the necessary and important first step in providing CLIR or MLIA to digital collections. Using human translators, the Library of Congress has created a number of bilingual digital libraries in collaboration with libraries in other countries (Chen and Bao, 2009b) . Even though manual metadata records translation (the use of human translators) can be conducted through collaborating with organizations in other countries, it is expensive and time-consuming.
Researchers are also experimenting with translation processes that integrate MT with human efforts. For example, the Collaborative Translation model attempts to use MT as a bridge to facilitate monolingual users translating in real applications (Bederson, 2009) .
In this paper, we report a study evaluating machine translation (MT) performance in translating metadata records. We used MT services provided by Google, Bing, and SYSTRAN to translate 48 metadata records from English to Chinese. The next section will describe the research design of this study.
Research Design
This study has three main purposes: (1) to achieve a general understanding of the MT performance of current MT services that are freely available on the Internet; (2) to investigate and compare evaluation metrics for metadata records translation; and (3) to identify strategies for metadata records translation for digital libraries.
Test Data
The test data were acquired from The Portal to Texas History [8] . The Portal to Texas History is a digital library that provides a variety of materials about Texas history to a worldwide audience. Its users consist of over 115,000 people worldwide every month. For our study, 1000 records were acquired from the UNT Libraries. We randomly selected 48 out of the 1,000 records as the original metadata records for the machine translators. The metadata records are in Dublin Core format. One of the records is shown in Table I . These sample metadata records describe images, texts, or other digital objects in the digital library. 
MT System Selection
The next step involved the selection of MT systems for the evaluation. There are several well-known, freely available MT systems on the Internet, such as Google, Bing, Yahoo, Wordlingo, and SYSTRAN. Our preliminary test showed that the Chinese translation results produced by Yahoo, Wordlingo and SYSTRAN were nearly identical. Therefore, we chose to use Google, Bing, and SYSTRAN online translation systems in the following test. Before utilizing the MT systems for the task at hand, we preprocessed the metadata records so that only elements appropriate for MT were translated. These elements included publisher, description, creator, title, and subject, as presented in the second column of Table I .
We chose to use the human MT evaluation metrics: Fluency and Adequacy (LDC, 2005) to evaluate the quality of the MT services. Fluency refers to the degree to which the target is well formed according to the rules of a particular language (LDC, 2005) , in this case -Chinese. Adequacy refers to the degree to which information present in the original is represented in the translation. The evaluation assigns a score to each metadata record on a scale from 1 -5 based on the coding scheme in Table II . In addition to evaluating Fluency and Adequacy, we also asked the evaluators to record Missing Count (the number of words/phrases that are not translated) and Incorrect Count (the number of words/phrases that are incorrectly translated) for each translation. These two measures were considered more objective measures for MT quality. Together they provided a measure of Lexicon Error in the translation (Yates, 2006) .
Human Evaluators
Two human evaluators (A and B) assessed the translation results of each of the systems for the 48 original records. Both of the evaluators are bilingual in English and Chinese. They are graduate students already having completed a master's degree. An average of 10 minutes was spent on assessing the Fluency, Adequacy, Missing Count, and Incorrect Count of each of the Chinese metadata records translated by the three machine translators. The next section is the report on the evaluation results of these 48 metadata records.
Evaluation Results
The evaluations of the MT translation of the 48 metadata records were analyzed in order to accomplish the purposes of this study. We present the results on: 1) Inter-coder reliability; 2) MT performance of the three systems; and 3) Associations among the four measures.
Inter-coder Reliability
To measure the reliability of the inter-coder analysis, we treated the evaluation as a coding process. The distribution of our sample data was a perfect normal distribution. We therefore applied Krippendorff's Alpha-Reliability (Krippendorf, 2007) to measure the inter-coder reliability. Table III . reports the results. Without surprise, the Alpha-Reliability was very low, which indicated the two evaluators had wide disagreement in their assignment of scores to the sample data, e.g., the disparity of the Fluency judgment on Google Translation (α= 0.039). However, when we examined the actual results for Google on Fluency, we found that the two evaluators did not display as dramatic a difference in terms of cumulative percentage. Their frequency distribution (see Figure 1 ) was quite similar. Each evaluator assigned 3 or above to Google on Fluency for more than 85% of the test records.
Comparing the assessments of evaluators A and B, we found that both assigned the Fluency and Adequacy with values of 3 or 4 to the majority of the translations produced by the three MT systems. The proportion of high scores in evaluator B's assessment was lower than that of A's assessment, which indicated that evaluator B is more inclined to give a lower score to machine translation results.
Figure 1. The Histograms of Evaluator A (Left) and Evaluator B (Right) on Fluency for Google Translation

Machine Translation Performance
One of the main purposes of this study was to achieve a general understanding of the performance of existing MT services that are freely available on the Internet. We did not perform normalization of the evaluation scores, as done by other human MT evaluations (Collison-Burch et al., 2007) . We believed reporting in the original scale was more straightforward for the readers.
We combined the evaluation results of the two evaluators and used their average as the final score for each record for the four measures respectively. Table IV presents the mean and standard deviation of the three systems. It shows all three systems achieved a mean score above 3.0. SYSTRAN received the lowest scores among the three systems. Figure 2 is the frequency distribution of fluency scores of the three systems. Both Bing and Google's translations of more than 70% of test data received a score equal to or higher than 3, which coincides with "non-native Chinese". Figure 3 is the frequency distribution of Adequacy scores of the three systems. Bing and Google's translations of more than 70% of test data received a score equal to or higher than 3, which coincides with "Much Coverage". Again, SYSTRAN received the lowest scores among the three systems.
Comparison of Fluency Scores
Figure 2. Frequency Distribution of Fluency Scores
Comparison of Adequacy Scores
Figure 3. Frequency Distribution of Adequacy Scores
Are the differences among the three systems significant in terms of Fluency and Adequacy? A one-way ANOVA analysis of Fluency and Adequacy shows there are no significant differences among the three systems with respect to Fluency or Adequacy.
Missing Count and Incorrect Count
We then examined the results for Missing Count and Incorrect Count. On average, the three MT systems made 3-5 translation mistakes, as illustrated in Table V . Among the three systems, Systran made more translation mistakes than Bing and Google. Bing had the fewest average Incorrect Count, while Google had the fewest average Missing Count. Description: Black and white photograph of two faculty members and one student at Eastfield College registration. Man with glasses is history professor, Tim Hughes, the man without glasses is psychology Professor, Adolf. The professors are seated. The student is standing beside. Bing Translation Result： 描述：两个教员和一位学生在大学Eastfield注册的黑白照片。戴眼镜的人是历史系教授， Tim Hughes,没有玻璃的男子是心理学教授，Adolf。教授们都坐着。站学生。 Incorrect Translation："glasses" was falsely translated into"玻璃"
Missing Translation："The student is standing beside "missing"站在旁边" Example 2：
Description: Black and white photograph of Dr. Jan LeCroy, Chancellor of the Dallas County Community College District blowing out candles on his birthday cake. Pattie Powell is seated. The lady holding the cake is unidentified as is the gentlemen in the background. Bing Translation Result： 描述：博士Jan LeCroy，达拉斯县社区学院区校长， 吹出他的生日蛋糕上的蜡烛的黑白 照片。 坐在选择鲍威尔。 这位女士担任蛋糕和这位在后台一样，是未经确认的。 Incorrect Translation："Pattie Powell" was falsely translated into "选择鲍威尔"; "holding" was falsely translated into "担任"；"blowing" was falsely translated into "吹出" Missing Translation："gentleman" was not translated
Correlation Among the Measures
We also conducted correlation analysis among the four measures: Fluency, Adequacy, Missing Count, and Incorrect Count. Table VII shows the correlation analysis results. Both Missing Count and Incorrect Count have a strong relationship with Fluency or Adequacy. Is it possible that reducing the number of missing terms and incorrect terms in the metadata records translation would improve Fluency and Adequacy scores? This will be investigated further in a future study.
Discussion
MT Performance
Based on our evaluation results, the evaluators considered Bing as the best MT system in terms of Fluency and Adequacy, followed by Google, then SYSTRAN. However, statistically speaking, there was no significant difference among these three MT systems. The evaluators also made the following comments on the three systems:
• Bing has a relatively comprehensive translation function. It performs better than Google and SYSTRAN, especially in translating short sentences with fewer than 10 words. The Chinese translations from Bing most resembled what a native Chinese speaker would consider well formed, although it did not translate accurately in some situations, e.g., translating persons' names, the periodical volume issues, dates, locations, and a few situations in which word order is of a non-native quality.
• The performance of Google translator is medium. Though its translation results have less missing words, Google does not perform well when dealing with the ambiguity of some words and sometimes produces redundant words in the translation.
• SYSTRAN's translation has many problems related to both the structure of the sentences and the selection of appropriate words. It is unable to choose the most appropriate translation for words based on the context. In addition, a small number of domain-specific terms were not recognized.
MT Measures
We may need to change or consider new measures due to the high correlation between fluency and adequacy. Measures such as "Preference", or "human-targeted Translation Edit Rate (HTER)" may be worth testing for metadata records translation as well (NIST, 2010) .
Translation Strategies for Metadata Records
In this study, the four evaluation measures displayed a strong correlation between them, which may indicate that, if a system could take a strategy that significantly reduced the number of translation errors, it could improve the fluency and adequacy of machine translation.
Multi-engine machine translation (MEMT), which combines the best results from a variety of MT systems working simultaneously on the same text to improve the overall quality, has been a very active area in machine translation research (Nirenburg & Frederlcing, 1994) . Different approaches have been proposed and experiments conducted to combine results from multiple systems (Nirenburg & Frederlcing, 1994; Tidhar & Kiissner, 2000; Akiba et al, 2002; Callison-Burch & Flournoy, 2001; Nomoto, 2004; Jayaraman & Lavie, 2005; Matusov et al, 2006; Rosti, et al, 2007; Chen et al, 2007) . MEMT has the potential to achieve significantly better performance than any single MT system (Callison-Burch, et al, 2008) . Evaluation needs to be conducted on a larger scale and in an application-driven fashion for these multi-engine MT models. Although there was no significant difference between the three MT systems under consideration, the types of errors across the three were not identical. MEMT has the potential to be applied to metadata records translation due to the availability of several free MT services.
Conclusion
Based on this small-scale evaluation, two of the MT systems achieved a performance equal to or above "non-native Chinese" without any training on the material. Each system has unique characteristics and strengths, see Discussion: MT Performance above, that may complement each other and reduce the number of errors if the translation results could be appropriately combined. Strong correlations can be found among the four measures used in this study. It may indicate that if an MT strategy that significantly decreased the number of missing terms and incorrectly translated terms were employed, improved Fluency and Adequacy would result.
This study was conducted in a specific domain with a small sample size. It is necessary to conduct the evaluation with a larger, more representative test dataset. Also, more in-depth analysis based on a larger sample dataset will be valuable. For example, we are interested in examining translation performance of individual metadata fields, such as Publisher, Creator, and Subject, which may help us to develop more effective MT strategies for these fields.
We recently obtained funding from the Institute of Museum and Library Services (IMLS) [9] to extend this study and to conduct the above analysis. Our project will evaluate the extent to which current machine translation technologies generate adequate translation for metadata records and identify the most effective metadata records translation strategies for digital collections. More evaluators will be recruited and the analysis will also include the examination of the disagreement among the evaluators. We will also explore automatic evaluation measures like BLEU and the performance of current MT systems on other language pairs, and investigate the effectiveness of MEMT on metadata records translation.
In summary, digital libraries can take advantage of several ways to use existing automatic translation systems to implement multilingual information access: (1) Apply query translation based cross-language information retrieval technology to find digital objects, and then use Google or Bing translation interface to dynamically translate the retrieved metadata records; (2) Apply multi-engine machine translation technology to effectively combine results from multiple MT systems, and translate all metadata records into desired languages for the retrieval and display of digital objects; (3) Develop thesauri or multilingual directories specific to the digital libraries, and then use (1) or (2). These will all be investigated in future research.
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