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Abstract
One of the most major and essential tasks in
natural language processing is machine trans-
lation that is now highly dependent upon mul-
tilingual parallel corpora. Through this paper,
we introduce the biggest Persian-English par-
allel corpus with more than one million sen-
tence pairs collected from masterpieces of lit-
erature. We also present acquisition process
and statistics of the corpus, and experiment
a base-line statistical machine translation sys-
tem using the corpus.
1 Introduction
Advent of the digital computers in early 20th century
revolutionized ways to encounter every aspects of
sciences. New interdisciplinary areas, such as cor-
pus linguistic and computational linguistic are des-
tined the automatic translation’s state of the art, now
referred to as statistical machine translation (SMT),
that is based on using somehow language indepen-
dent statistical methods trained by large parallel cor-
pora containing foreign and target language sentence
pairs (Brown et al., 1993; Koehn et al., 2003).
There exist some multilingual parallel corpora for
resource-rich languages such as Europarl (Koehn,
2005) and JRC-Acquis (Steinberger et al., 2006). In
addition, there are many bilingual corpora, with En-
glish as one end in most cases, such as corpora pre-
sented in (Altenberg and Aijmer, 2000; Tadic´, 2000;
Germann, 2001; Ma and Cieri, 2006; Utiyama and
Isahara, 2007).
However, many limited-resource languages in-
cluding Persian, lack applicable parallel corpora
to benefit from the SMT. First attempt to Persian-
English automatic translation was Shiraz Project
wherein they prepared a parallel corpus with 3K sen-
tence pairs (Amtrup et al., 2000). Mousavi (2009)
proposed a proprietary corpus containing 100K sen-
tence pairs. TEP is a publicly available corpus con-
taining about 550K sentence pairs with 8M terms
from movies subtitles (Pilevar et al., 2011). This
corpus is built from colloquial Persian that in some
cases differs from formal Persian in terms of both
morphology and syntax.
Apparently, researchers have attempted to build
Persian-English parallel corpora but due to lack of
resources and huge amount of required works, the
resulted corpora are unsatisfactory in size or quality.
Therefore, in order to contribute to Persian-English
machine translation research, we present MIZA¯N,
a manually aligned Persian-English parallel corpus
that would be publicly available for research pur-
poses and contains 1 million sentence pairs with 25
million terms, which is the largest Persian-English
parallel corpus to date. We evaluate MIZA¯N through
a translation task and study how good current SMT
approaches are for Persian-English translation and
what are possible improvements.
2 Corpus Collection
Parallel contents required for building parallel cor-
pora are usually collected form publicly available
texts, mainly from web. However, despite our broad
search for available Persian-English parallel texts,
we were unable to find enough suitable resources to
build our corpus.
Therefore, searching for any available English
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text that might have Persian equivalent in any extent,
we decide to use copyright-free masterpieces of lit-
erature published through Project Gutenberg (Hart,
1971). We collect a list of 500 titles and look them
up in National Library and Archive of Iran to see if
they have ever been translated into Persian and pub-
lished in Iran. Among them, about 180 titles were
translated to Persian but we find out that most of
them were published more that 30 years ago, a for-
tunate incident, as their copyrights are expired but
also a challenge, since they are not available off the
shelves. It made us to pursue a cumbersome process
of finding used copies one by one.
In parallel to acquiring enough books, we start to
digitize them. We decided to use OCR, as a cheap
and fast process for digitizing books. However, after
working on first 10 titles, we observed that the rate
of errors (WER ≈ 30%) and the times and expense
needed to correct them is such high that it makes
the more expensive and slower process of typewrit-
ing books reasonable. Therefore, the English side of
our comparable text resource was downloaded from
Project Gutenberg and the Persian side was manu-
ally typewritten from the corresponding translations.
Transcription process takes about 3 years employing
multiple typists.
2.1 Refinement
Refinement is a common preprocessing for SMT
(Habash and Sadat, 2006). Persian texts suffers vast
amount of computational issues from choosing cor-
rect character set and encoding to morphological and
orthographical ambiguities (Kashefi et al., 2010; Ra-
sooli et al., 2013).
Persian along with Arabic and Urdu share most
of their characters in Unicode. However, there
are handful of language dependent but yet homo-
graph exceptions that might mistakenly be used in-
terchangeably. For example, the letter Yeh is en-
coded at U+064A with isolated form representation
of ی, at U+06CC with isolated form representation
of ی, and at least encoded in five more places. Us-
ing these characters interchangeably forms strings
that are computationally different but visually simi-
lar that can seriously mislead every statistical analy-
ses.
Persian language includes three main diacritic
classes, Harekat that represents short vowel marks
(i.e. ـُــِــَــ), Tashdid that is used to indicate gemi-
nation (i.e. ـّــ), and Tanvin that is used to indicate
nunation (i.e. ـٌــٍــًــ). The use of diacritics in Per-
sian is not mandatory, however, using diacritics in
a word makes it computationally different from that
word without diacritics (Kashefi et al., 2013).
Persian possess intra-word space in addition to
inter-word space (i.e. regular white space). An
example of intra-word space or pseudo-space is
اهتکرش /SerkæthA:/, compare to inter-word space
as اه تکرش and without space as اهتکرش, all mean-
ing "companies", while two later ones are more
common but the former one is correct.
Challenging these issues we use Virastyar1, to
correct and normalize non-standard characters based
on ISIRI 62192, remove all optional diacritics, unify
the ezafe usage as short Yeh and correct spacing of
inflected words.
2.2 Alignment
In order to align corresponding sentences of re-
fined books, we developed an alignment aiding soft-
ware operated by alignment specialists, whom were
mostly translators and linguists, to ease the process
by providing basic operations such as break, merge,
delete and edit tools.
We automatically align corresponding books at
chapter level using correspondence score presented
in Rasooli (2011). Then, we change the granularity
of alignment to paragraphs and recalculate the score
to indicates that the paragraph pairs correspond one-
to-one, one-to-two, or not at all. Providing such
information warns alignment specialists how much
attention and manual work (i.e. break, merge or
delete) each paragraph pairs need to ensure align-
ment. Changing granularity from paragraph to sen-
tence and repeating the same process, we align each
parallel books at sentence level.
2.3 Corpus Statistics
MIZA¯N corpus, containing 1,021,596 unique
Persian-English sentence pairs is released in two
files encoded in Unicode. Each file contain sen-
tences in a language, each line of files represent
1Virastyar is a free and open-source project, pro-
viding fundamental Persian text processing tools. See
http://sourceforge.net/projects/virastyar
2http://www.isiri.org/portal/files/std/6219.htm
Language Sentences Words (Distinct)
Persian 1,011,085 12,049,952 (198,860)
English 1,011,085 11,667,272 (153,666)
Overall 1,011,085 23,717,224 (352,526)
Table 1: Size and statistics of MIZA¯N Corpus
a sentence and sentences correspond each other by
line numbers. Table 1 shows the number of sen-
tences and words of the corpus on each side.
2.4 Availability
MIZA¯N is publically and freely available
for non-commercial research purposes from
http://dadegan.ir/catalog/mizan
3 SMT Experiment
To evaluate MIZA¯N in a translation task and com-
pare it with currently existing resources, we use
Moses toolkit (Koehn et al., 2007), the available
state of the art implementation of phrase-based
SMT. We use KenLM (Heafield, 2011) to build Per-
sian and English language model with order of five.
For Persian language model, in addition to Persian
side of MIZA¯N corpus, we used Hamshahri corpus
(AleAhmad et al., 2009) which is a monolingual re-
source with 10M terms.
We evaluate the SMT performance using 1,000
held-out and 900 out of domain sentences from an
English in Travel for Persians (EiT) book. We also
build SMT baseline for TEP corpus, which is the
only available and the largest Persian-English cor-
pus next to MIZA¯N. In order to have a fair com-
parison, we only compare the result for EiT test set
which is out of domain of both MIZA¯N and TEP.
We tuned each SMT systems with 5,000 in-domain
sentences based on minimum error rate.
Table 2 shows the evaluation results of SMT
systems in BLEU score. As expected, the base-
line SMT model trained by MIZA¯N shows superior
translation results in terms of BLEU score compared
to TEP. Bigger size of MIZA¯N corpus along with
its higher quality text (formal Persian) and precise
manually aligned sentences, caused the differences
in translation quality where TEP is mostly colloquial
Persian with relatively high number of misaligned
sentences that are results of automatic alignment of a
En→Pr Pr→En
Held-out EiT Held-out EiT
TEP - 6.26 - 9.67
MIZA¯N 25.52 24.26 21.05 21.13
+Verb 27.44 25.08 22.04 21.89
Lem 26.05 25.69 - -
Lem+Verb 27.86 26.78 - -
Table 2: SMT system performance
En: "They listen to their teacher every day"
Pr: دننکیم شوگ ناشملعم فرح هب زور ره اهنآ
Output: دنهدیم شوگ زور ره ناشداتسا فرح اهنآ هب
Post-Edited:دنهدیم شوگ زور ره ناشداتسا فرح هب اهنآ
Table 3: An example of BLEU score defect
highly corresponding comparable text (i.e. movie’s
subtitles).
Multiple sentences with different building blocks
could express similar concepts, so a sentence could
have numerous correct translations. Lets consider
the English and Persian sentence pairs shown in Ta-
ble 3, along with the translation output made by our
SMT system and the post-edited translation result.
The BLEU score between translation output and the
reference sentence is 26.08, however, with just trans-
posing two first words of the output, the post-edited
result is a completely fluent and adequate translation
of the English sentence.
Therefore, to get a more clear view about the
performance of our SMT system, we asked an ex-
pert to post-edit 100 randomly selected output sen-
tences of each test set such each output fluently
and adequately satisfy human expectations of a cor-
rect translation. We compute BLEU score be-
tween translation outputs and their corresponding
post-edited translations. Table 4 depict the BLEU
score of translation outputs compared with corre-
sponding references and corresponding post-edited
results. As it is shown, SMT performance com-
paring with reference sentences from each test sets
varies by 43%, however, the performance compar-
ing with post-edited results are more consistent and
varies by 11% for different test sets. Moreover, we
could roughly infer that our SMT system could sat-
isfies about 50% of human expectations.
Test Set En→Pr
References Post-Edited Outputs
Held-out 27.84 51.59
EiT 39.86 57.35
Table 4: SMT performance in terms of post-editing
3.1 Possible Improvements
We noticed that majority of inarticulate translations
are due to absence or mistranslation of verbs. Inves-
tigating extracted aligned phrases, we found out that
Moses failed to properly align most of Persian verbs
with English verbs.
Persian is a subject-object-verb language while
English is a subject-verb-object, it means that verbs
in English and Persian are differently ordered in sen-
tences. Thus, the long distance relation between cor-
responding verbs might be the reason of this align-
ment and translation failure.
We collect a set of about 300 common English
verbs from web and generate their different conjuga-
tions. We translate these verbs into Persian and add
them to MIZA¯N. The result of using combined cor-
pus is reflected in Table 2 on +Verb row. Although
this is a simple approach but observing higher BLEU
score compared to baseline, indicates that consider-
ations for long distance relations and different re-
ordering models need to be studied.
We believe supporting morphology could im-
prove Persian-English SMT performance. We eval-
uate the effectiveness of morphology-aware SMT by
using a simple experiment. We calculate the BLEU
score between lemmatized translation outputs and
references to avoid the BLUE score drop caused by
mismatches of wrong inflections. To this reason we
used the morphological analyser and lemmatizer in-
troduced in Virastyar project, that are publicly avail-
able. Results are shown in Table 2 on Lem row.
Table 5 shows morphological statistics of test sets.
The smaller reduction in output compared to refer-
ence, which means outputs have less inflected words
than references, shows that our SMT system failed
to properly inflect output words. It also implies that
supporting morphology will improve SMT perfor-
mance.
Reference Output
Held-out EiT Held-out EiT
Word 23,083 2,307 19,468 2,195
Lemmatized 4,128 549 3,451 319
Reduction 27% 23% 24% 18%
Table 5: Morphological statistics of datasets
4 Conclusion
In this paper we present MIZA¯N, a publicly avail-
able and the largest Persian-English parallel corpus
with about 1 million sentence pairs. As it has rel-
atively bigger size, more precisely aligned and in-
cludes higher quality text compared to other existing
and accessible Persian-English corpora, we believe
it could be a influential resource for Persian SMT
and many other bilingual and cross-lingual corpus
related research.
We evaluate the MIZA¯N corpus in a SMT task
with baseline BLUE score of about 25 for in domain
and 24 for simple out of domain test sets. We also
investigate some required further studies to improve
SMT support for Persian-English and maybe other
languages with different word orders.
Nevertheless, Persian language is an under-
resource language with many open spots to dig in.
Likewise, Persian-English SMT have wide range of
open issues and still needs many more research to
blossom.
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