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ABSTHACT 
We prove that the Lie algebra L’ : [K,, K_] = SK,,, [K,,, K,] = *K,, where s 
is a real number, K,, is a Hermitian diagonal operator, and K+= K? has nontrivial 
matrix representations if and only if s > 0. 0 1997 Elsevier Science Inc. 
1. INTRODUCTION 
In 1977, Steinberg 191 (cf. [lo]) p resented an algebraic method to solve 
certain types of linear partial differential equations. The method exploits the 
Lie-algebraic decomposition formulas of Baker, Campbell, Hausdorff, and 
Zassenhaus (cf. [ 111) and their matrix realization. The method was recently 
used to derive solutions of the Schriidinger wave equations for some Hamilto- 
nian systems in quantum optics (e.g. [2-41). More specifically, the Hamil- 
tonian model of coupled quantized harmonic oscillators is of the form [8] 
H = K, + A( K++ K-), (1) 
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where A is the coupling parameter (taken real) and the Lie algebra generated 
by the three operators K,, K + is L”, s E R, with 
[K,, K-1 = SK,, [KJ, &I = kK*. (2) 
Note that, for physical requirements, H is Hermitian, K, is a Hermitian 
operator of diagonal matrix form, and K, = Kt (t means Hermitian adjoint). 
For s = 2, the model Hamiltonian (1) corresponds to a two-level “optical 
atom” [8], while for s = -2, it corresponds to a “light amplifier” model (cf. 
[4] and its references). In applying the Lie-algebraic decomposition technique 
[9] to solve the corresponding Schriidinger wave equations of the model (1) 
with algebra (21, a faithful matrix representation of least dimension for the 
given algebra is needed. 
Here we prove that the Lie algebra L;’ (2) has nontrivial matrix represen- 
tations only for s > 0. Actually, for s = 0 no matrix representation is faithful 
or physically interesting, because K + and K_ are represented only by the 
zero matrix and K, is any real diagonal nonzero matrix. Thus the matrix 
representation taken in the case s < 0 in the work of Reference [4] cannot be 
a representation for L”, given the above physical requirements of the Her- 
miticity of the Hamiltonian (1). Solutions of the Schriidinger wave equations 
for the Hamiltonian (1) for s > 0 will be reported elsewhere [6]. 
2. FAITHFUL NONTRIVIAL MATRIX REPRESENTATIONS OF 
LEAST DIMENSION FOR L” WHERE s # 0 
DEFINITION 2.1 (Representation of a Lie algebra). Let 2 be a Lie 
algebra. Suppose that for every a E 52 there exists a d x d matrix r(a) such 
that 
(i) I'(cta + f3b) = ar(a) + PI'(b) for all a,b E Z and CU,~ of the 
field of 2, and 
(ii) r([a, b]) = [T(a), r(b)] for all a,b E 2. 
Then these matrices are said to form a d-dimensional representation of 2 [l]. 
A representation r is faithful if ker r = 0, i.e., if the only a with 
r(a) = 0 is 0 itself [7]. 
Let the Hamiltonian be represented by the matrix H = C + A( A + B), 
where A, B, and C are the representation matrices of an n-dimensional 
representation for K + , K_, and K,, respectively. For consistency, with the 
above physical properties, C is a real diagonal matrix, i.e., C = [aijcij] ($ is 
the Kronecker delta), H is a real matrix, and B = At, i.e., if A = [aij], 
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B = [bij], then bij = ajj = Zji (th e b ar is for complex conjugation) 1 < i, j Q 
n. In this section we assume that s # 0. 
LEMMA 2.1. The representation matrices of the elements of the Lie 
algebra L” (see (2)) are all real traceless matrices. 
Proof. Since [C, H] = A(A - At>, C, H are real matrices, and A E lQ* 
are nonzero real numbers, then 
A - At = R = [rij], (3) 
where R is a real n X n matrix. 
Since [C, A] = CA - AC = A, then C;=l(S,lcilalj - ailGljclj) = aij. 
Thus, 
aij(cii - cjj - 1) = 0. (4) 
The following results are immediate from (4). If aij # 0, then 
cii - cjj = 1. (5) 
Also, from (4) and (5), if aij # 0, then 
aji(cjj - cii - 1) = 0 implies aji = 0. (6) 
From (4), for i = 1,2,.  . , n, we have 
a,,(c,, - cii - 1) = 0 implies aii = 0. (7) 
From (3) and (6), aij - alj = aij - Eji = rij, which is real. But aij and aji 
cannot both be nonzero, so u,~ must be real for all 1 < i,j < n. 
Thus both A and B are real matrices whose diagonal entries are all zeros. 
Hence, B is just the transpose of A. 
Now, from (2), since [A, At] = SC, then 
sSijcij = k (aila:j - atlalj). 
I=1 
It follows that 
(8) 
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Therefore, Trace C = Cr= i cii = (l/s)Cy, I= ,(& - afi) = 0. Hence the 
lemma follows. W 
Note that, from (8) and (5), if aij Z 0 then 
THEOREM 2.1. The Lie algebra L” (see (2)) has nontrivial matrix repre- 
sentations of dimension n > 1 only for s > 0. 
Proof. Let A be an n X n matrix representing K,, and s # 0. We use 
induction on n. So, consider the following cases. 
Case (1): If n = 1, then the representation is the trivial representation, 
smce a,, = 0 is the only element in A. 
Case (2): If n = 2, then for a nontrivial representation there must be an 
ajj # 0, i #j; by (61, ujj = 0; and from (9) and (7) 
1 = ;(a; - 0 - 0 + Ufj), 
which holds only for s > 0. 
Now, assume that the theorem is true for n = k - 1. Consider a matrix 
representation for L’, of degree n = k, where the representation matrix A of 
K, is partitioned as follows: 
A= [^:-’ ;I, 
where A,_ r is a (k - 1) X (k - 1) matrix, and from (7), akk = 0. Now, 
consider the following cases (3) and (4) and their subcases. 
Case (3): If A, _ 1 = 0, the zero (k - 1) X (k - 1) matrix, then for a 
nontrivial representation, there must be nonzero element in the k th row or 
the kth column of A. So consider subcases (3a), (3b), and (3~). 
Case (3a): All the elements of the kth row are zeros, and aik z 0, i + k. 
Then from (9) 
which is satisfied only for s > 0. 
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Case (3b): All the elements of the kth column are zeros, and akj z 0, 
j # k. Then from (9) 
1 = Ckk l h4, 
- cjj = ; i -O-O+u;j) I=1 I 
which holds only for s > 0. 
Case (3~): akj # 0, and the kth column is a nonzero column. For each 
element aik z 0 in the kth column we have, from (6), ujk = uki = 0 for 
different i, j, and k. From (5) we have 1 = cti - Ckk, 1 = Ckk - cjj, so 
2 = cii - cjj; hence, from (81, 
2 = $fk - 0 - 0 + at), 
which holds only for s > 0. 
Thus the theorem is true for case (3) and its subcases. 
Now, if Ak_, # 0 and both the k th row and the k th column of A are 
zeros, then A,- I can be considered as a representation matrix of K,, for any 
s E R*, of degree k - 1, which contradicts our assumption unless s > 0. So 
the theorem is true in this case, and we are left with case (4) and its subcases. 
Case (4): Let A,_ i # 0, let the kth row and the kth column of A not 
be both zeros. Let T = [tij] be a (k - 1) X (k - 1) matrix. For each ajj z 0 
of Akpl, i Zj, 1 < i, j < k - 1, the ith row and column and the jth row 
and column of T will be determined separately, in each of the following 
subcases (4a), (4b), (4c), or (4d), to obtain T as a nonzero representation 
matrix for K,, in order to give the required contradiction when s < 0. 
Clearly, from (7), uii = ujj = nkk = 0, and from (61, uji = 0. 
Case (4a): If aij # 0, the only nonzero element in the ith row and the jth 
column of A,- i, and ukj # 0, then from (6), ujj = ajk = 0. Also, from 
(5), cti - cjj = 1, and ckk - cjj = 1, so c.. = ckk and from (4), we have 
a&,, - ckk - 1) = 0; hence uik = 0, and iimilarly, uki = 0. From (9), 
1 = cii - cjj = ; lfl (Ufl - uTt - Ufl + ug. 
Thus, 
k-l 
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Let the ith row and column and the jth row and column of T be the 
same as those of A,_ 1 except for tij = J_ a.. + -a # 0. So, from (11) 
we have 
k-l 
s= qt;;--l;- J” t 1 + t;>, ti, # 0. (12) 
I= I 
Case (4b): If aij z 0 is the only nonzero element in the ith row and the 
jth column of A,_ ,, and aik f 0, then from (6) uji = uki = 0. Also, from 
(5) cii - cjj = 1, cir - ckk = 1. Thus, cji = ckk. And from (4) ujk(cjj - 
Ckk - 1) = 0; hence, ajk = akj = 0. From (9) 
1 = cii - cjj = f lcl (& - u;[ - u1”1 + u; 1; 
thus, 
Let the ith row and column and the ith row and column of T be the same as 
those of A,-, except for tij = z 0. So, from (13) we reach the 
same form of Equation (12). 
Case (4~): uij # 0, ujj E A,- ,, and a& = ski = ukj = a$ = 0. Then from 






Let the ith row and column and the jth row and column of T be the 
same as those of AkPI. We get from (14) the same form of Equation (12). 
Note that, if all the nonzero elements of A,_ i satisfy either some or all 
the cases (4a)-(4c), the rest of the elements of T are considered to be zeros. 
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Now, consider the more general case [5]. 
Case (4d): aij # 0, i # j, 1 < i, j < k - 1. Then let the only nonzero 
element of T be [see Equation (9)] 
Clearly, (l/s)CfI:(ti - ti - t$ + t:> = (l/sXtl + tz> = 1, which satisfies 
(9). 
In A,_ 1 there are at most (k - l)(k - 2)/2 nonzero elements. Now, for 
every nonzero element aij of A,_ i, we have one (or more) of the subcases 
(4a), (4b), (4~) and (4d). Accordingly, the (k - 1) X (k - 1) matrix T = [tij] 
will be a nonzero representation matrix of K,, which contradicts our assump- 
tion unless s > 0. Hence the theorem follows. W 
We conclude this section by presenting all the 2 X 2 representation 
matrices A, B, and C for K,, K_, and K, satisfying all the required 
conditions (mentioned in Section 1) with s > 0. 
From case (2) ab = s/2. So we have the following four possibilities: 
Obviously, all the above representations are faithful. And clearly, C is the 
special linear Lie algebra sl(2, R) of all 2 X 2 matrices with trace zero. 
The one-parameter subgroups of SL(2, R) associated with A, B, and C in 
each case are respectively 
(cl =P[ 4Wl = [ 
1 +(Y(t)JS/2 
0 1 1 ’ 
exp[ D(t) Bl = 
[ 
1 0 
*/qt)fl 1 ’ 1 
O 1 e-Y(‘V’ ’ and 
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1 0 
(4 exp[ a(t)Al = fo(t)JS/2 1 ’ 1 
ed P(t)Bl = 
[ 
1 +w>m 
o 1 1 ’
exp[ y(t)C] = e~y~t”z 
[ 
O 
1 eY(tw ’ 
with t E (-~,m). 
3. MATRIX REPRESENTATIONS OF L’, WHERE s = 0 
Throughout this section, let A = [u,~I, B = Lb,,], and C = [6,jCijI be 
n X n matrices representing K,, K_, and K,, respectively, and let s = 0. 
Therefore, the defining relations of L’ (see (2)) become, 
[K,, K-1 = 0, [K,,, &I = fK,- (15) 
LEMMA 3.1. The matrices A and B are real matrices whose diagonal 
elemmts are all zeros. 
Proof. On proceeding as in Lemma 2.1, we get exactly the same results 
of (3)-(7) and that B is the transpose of A, i.e., h,j = uji, 1 < i,j < n. w 
Also, from (6) the maximum number of nonzero elements of A is 
(n* - n)/2. Since, AB = BA, then 
where 1 < i,j < n. From (16) we have for i = 1,2,. . . , n that 
(16) 
(17) 
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LEMMA 3.2. Zf A has m zero rows (or columns), where 0 < m < n, then 
A can be reduced to an (n - m) X (n - m) matrix representing K,, and L” 
has a matrix representation of dimension n - m. 
Proof. If the ith row of A is a zero row, then from (17) the ith column 
must be a zero column, and vice versa. Now, let i and j, with i < j < n, be 
such that the ith row is the first zero row and the jth row is the last nonzero 
row of A. Interchange the ith row with the jth row and the ith column 
with the jth column, to change the matrix A into the matrix X = [xij]. 
From (161, we have for 1 < r, s < n that C;=, arlasl = C{= 1 a,[asl = 
a,,asl + ar2as2 + **f +a, iplas i_, + 0 + a, ,+,a,< i+, + ... +arjasj + 0 = 
q I : x,2x,! , and C;=, ‘al,.ai,s = C{= 1 ai, al.9 = al,als + azrazs + ... + 
aipl .a,_,,, + 0 + aifl .ai+l ,~ + *** +ajTaj, + 0 = IL{:: XlrXls. 
On repeating this process for not more than m steps, we eventually 
change A into the matrix T = [tjj] given by 
T = 
T 
[ I “0 “I 0 0 ’ 
where T, ,,, is an (n - m) X (n - m) matrix representing K,, with no zero 
rows or columns, satisfying 1;:; tiltjl = C;l;,l t,,tlj for 1 < i, j =$ n - m. W 
We use Lemma 3.2 to eliminate all zero rows and zero columns of A. So 
from now on we may always assume that, if A is a nonzero matrix, then A 
has nonzero elements in each row and in each column. 
THEOREM 3.1. The nontrivial matrix representations of L” satisfying the 
required conditions (mentioned in Section 1) are of the form A = B = O,, n, 
where Onxn is the zero n x n matrix, and C can be any nonzero real 
diagonal n x n matrix. 
Proof. We prove the theorem for each of the following cases. 
Case (1): If n = 1, then A = B = 0, since a,, = 0 is the only element in 
A, and C can be any nonzero real number, as we seek a nontrivial representa- 
tion for I/. 
Case (2): If n = 2, then from (17) for i = 1 we get af2 = a&, and from 
(6) both a,, and azl 
A = B = 0iX2, 
cannot be nonzero together; hence we must have 
and so for nontrivial representation of L”, let C be any 
nonzero 2 x 2 real diagonal matrix. 
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Case (3): For n > 3, assume contrarily that A is a nonzero n X n matrix 
and has k nonzero elements. Therefore, from (6), (7), and Lemma 3.2, we 
have n < k < (n2 - n)/2. And from (5), for each nonzero element aij we 
have the linear equation cii - cjJ = 1. Choose a nonzero element from each 
row of A, and let F = [jij] be the coefficient matrix of the linear system of 
equations in the n variables ctt, 1 < t < n. We claim that this linear system 
is inconsistent. 
Clearly, F is an n X n matrix. For each i, 1 < i < n, the ith row of F 
has only two elements fii = 1, and fit = - 1, t # i. The rank of F is less 
than n, because the columns of F are linearly dependent, as their sum is the 
zero column. Let the augmented matrix of this system be [FIJI, where J is a 
column whose elements are all 1’s. The matrix [ FIJ] is of rank n, because 
any - 1 below the main diagonal of F can be eliminated by adding its row to 
the row with a diagonal entry 1 above it. This operation results in a row with a 
diagonal entry 1 and another entry - 1 or a row, say the ith row, with its first 
i entries zeros but its (n + l)st entry nonzero. So [FIJI is row equivalent to 
[ X (Y ] where Y is a column with no zero elements, and X is an upper 
triangular matrix with diagonal elements l’s or zeros. Therefore, the rank of 
F is less than the rank of [ FIJI, which is enough to prove our claim. ??
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