We consider compressive channel estimation within pulse-shaping multicarrier multiple-input multipleoutput (MIMO) systems transmitting over doubly selective MIMO channels. This setup includes MIMO orthogonal frequency-division multiplexing (MIMO-OFDM) systems as a special case. We demonstrate that the individual component channels tend to exhibit an approximate joint group sparsity structure in the delay-Doppler domain. Motivated by this insight, we develop a compressive channel estimator that exploits the joint group sparsity structure for improved performance. The proposed channel estimator uses the methodology of multichannel group sparse compressed sensing (MGCS), which is derived by combining the existing methodologies of group sparse compressed sensing and multichannel compressed sensing. We derive an upper bound on the channel estimation error and analyze the estimator's computational complexity. The performance of the estimator is then further improved by replacing the Fourier basis used in the basic MGCS-based channel estimator by an alternative basis yielding enhanced joint group sparsity. We propose an iterative basis optimization algorithm that is able to utilize prior statistical information if available and amounts to a sequence of convex programming problems. Finally, simulations using a geometry-based channel simulator demonstrate the performance gains that can be achieved by leveraging the group sparsity, joint sparsity, and joint group sparsity of the component channels as well as the additional performance gains resulting from the use of the optimized basis.
I. INTRODUCTION
The growing demand for higher data rates in wireless communications has led to significant research on multiple-input multiple-output (MIMO) systems [1] [2] [3] . In this paper, we consider the estimation of doubly selective (doubly dispersive, doubly spread) MIMO channels based on the methodology of compressed sensing (CS) [4] [5] [6] [7] . We focus on multicarrier (MC) MIMO systems, which include orthogonal frequency-division multiplexing (MIMO-OFDM) systems as a special case [8, 9] . MIMO-OFDM is a part of several important wireless standards like WLAN (IEEE 802.11n), fixed broadband wireless access (IEEE 802. 16) , and cellular communication systems (3GPP LTE, 4G) [10] [11] [12] [13] .
Coherent detection in MIMO wireless communication systems requires channel state information at the receiver. A common approach to obtaining channel state information is to embed pilot symbols into the transmit signal and to perform least-squares or minimum mean-square error channel estimation [14] ; however, many more powerful channel estimation methods have been proposed (e.g., [15] [16] [17] [18] [19] [20] [21] [22] ). A challenging task is the design of the pilot symbols (values and patterns) [23] [24] [25] .
Compressive channel estimation [26, 27] builds on the fact that doubly selective multipath channels tend to be dominated by a relatively small number of clusters of significant paths [28] . Compressive channel estimation uses CS techniques to exploit this inherent sparsity of the channel. The CS methodology enables the reconstruction of signals consisting of only few dominant components from far fewer measurements (samples) than is suggested by classical results [4] [5] [6] [7] . However, available work on compressive channel estimation mostly focuses on single-input single-output (SISO) systems [26, 27, [29] [30] [31] . Previously proposed compressive channel estimation methods for MIMO systems [27, 32] exploit sparsity in the delay-Doppler-angle domain. By contrast, our approach to compressive channel estimation exploits the joint sparsity of the component channels in the delay-Doppler domain.
A major challenge in compressive channel estimation is posed by leakage effects, which are due to the finite bandwidth and blocklength of MC systems and strongly impair the effective delay-Doppler sparsity. In this paper, extending our previous work in [33] and [34] , we make use of the recently introduced concept of group sparsity [35] , which is closely related to block sparsity [36] [37] [38] and model-based CS [39] , in order to exploit the delay-Doppler structure of leakage for improved channel estimation performance. Moreover, we show that, in typical scenarios, there is a strong similarity between the delay-Doppler sparsity patterns of the individual component channels of a MIMO system. We take advantage of this similarity by the use of multichannel group sparse CS (MGCS) methods, which combine the methodologies of multichannel CS (MCS) [40] [41] [42] [43] [44] and group sparse CS (GCS). We provide performance guarantees for the proposed MGCS-based channel estimators and analyze their overall complexity. Furthermore, to achieve a reduction of detrimental leakage effects, we propose to replace the discrete Fourier basis expansion used in conventional compressive channel estimation by a basis expansion that is optimum in the sense of maximizing the multichannel group sparsity underlying our MGCS channel estimator.
The optimum basis is computed by an algorithm that extends our previous optimization procedures [26, 33, 34] to the case of multichannel group sparsity. The proposed basis optimization algorithm is able to take into account prior statistical information about the MIMO channel if available. We demonstrate experimentally that our MGCS-based channel estimators significantly outperform conventional compressive channel estimation for MIMO-OFDM systems, including the special case of SISO-OFDM systems, with large additional performance gains obtained from the use of the optimum basis.
The rest of this paper is organized as follows. The MC-MIMO system model is described in Section II.
In Section III, we review GCS and MCS and combine them into the methodology of MGCS. In Section IV, the proposed MGCS channel estimator is presented and its performance and computational complexity are studied. In Section V, we analyze the multichannel group delay-Doppler sparsity of doubly selective MC-MIMO channels and investigate leakage effects. Section VI develops a basis expansion framework for enhancing multichannel group sparsity as well as an iterative algorithm for computing an optimized basis.
Finally, in Section VII, we present experimental results that demonstrate the performance gains achieved by the proposed MGCS channel estimators and by the use of optimized basis expansions.
II. MULTICARRIER MIMO SYSTEM MODEL
We consider a pulse-shaping MC-MIMO system for the sake of generality and because of its advantages over conventional cyclic-prefix (CP) MIMO-OFDM [45, 46] . However, CP MIMO-OFDM is included as a special case. The complex baseband is considered throughout.
A. Modulator, Channel, Demodulator
Let N T and N R denote the number of transmit and receive antennas, respectively. The modulator generates a discrete-time transmit signal vector s[n] ∈ C NT according to [45] 
Here, L and K denote the number of transmitted MC-MIMO symbols and the number of subcarriers, respectively; a l,k a (1) l,k · · · a (NT) l,k T ∈ C NT denotes the complex data symbol vectors; and g l,k [n] g[n −
lN ]e j2π k K (n−lN ) is a time-frequency shift of a transmit pulse g[n] (N ≥ K is the symbol duration). Subsequently, s[n] is converted into the continuous-time transmit signal vector
where f 1 (t) is the impulse response of an interpolation filter and T s is the sampling period. Each transmit antenna s ∈ {1, . . . , N T } and receive antenna r ∈ {1, . . . , N R } are connected by a noisy, doubly selective channel with time-varying impulse response h (r,s) (t, τ ). The MIMO channel output can thus be written as [47, 48] 
where H(t, τ ) is the N R ×N T matrix with entries h (r,s) (t, τ ) and z(t) is a noise vector. At the receiver, r(t)
is converted to the discrete-time signal vector r[n] ∈ C NR according to
where f 2 (t) is the impulse response of an anti-aliasing filter. Subsequently, the demodulator computes
where γ l,k [n] γ[n − lN ]e j2π k K (n−lN ) is a time-frequency shift of a receive pulse γ[n].
Combining equations (2)-(4), we obtain the following relation between the discrete-time vector signals 
where H[n, m] ∞ −∞ ∞ −∞ H(t + nT s , τ )f 1 (t − τ + mT s )f 2 (−t) dtdτ is a discrete-time time-varying impulse response matrix and z[n] ∞ −∞ z(t)f 2 (nT s − t) dt is discrete-time noise. In the special case of a rectangular transmit pulse g[n] and a rectangular receive pulse γ[n] that are 1 on {0, . . . , N − 1} and on {N − K, . . . , N − 1}, respectively and 0 otherwise, we obtain a conventional CP MIMO-OFDM system with CP length N −K ≥ 0 [9, 13] .
B. Equivalent Channel
It will be convenient to consider the equivalent MIMO channel that subsumes the MC modulator, interpolation filter, physical channel, anti-aliasing filter, and MC demodulator. Neglecting intersymbol and intercarrier interference, which is justified if the channel dispersion is not too strong and if relevant system parameters are chosen appropriately [45, 46] , equations (5), (6) , and (1) yield
where the channel coefficient matrices H l,k ∈ C NR×NT are given by H l,k [45] .
Let γ[n] be zero outside an interval {0, . . . , L γ }. To compute the y l,k in (5), r[n] has to be known for n ∈ {0, . . . , L r − 1}, where L r (L−1)N + L γ + 1. For these n, (6) can be rewritten as
with the discrete-delay-Doppler spreading function matrix [47] [48] [49] 
Let us assume that the channel is causal with maximum discrete delay at most K − 1, i.e., H[n, m] = 0 for m / ∈ {0, . . . , K − 1}. Then, using (5), (8) , (1) , and the approximation L r ≈ LN (which is exact for CP MIMO-OFDM), the channel coefficient matrices H l,k can be expressed as
Here, L is assumed to be even for mathematical convenience and
where A γ,g (m, ξ) Lγ n=0 γ[n] g * [n−m]e −j2πξn is the cross-ambiguity function of γ[n] and g[n] [50] . The matrices F m,i provide a representation of the channel coefficient matrices H l,k in terms of a discrete-delay variable m and a discrete-Doppler variable i.
III. COMPRESSED SENSING OF JOINTLY GROUP-SPARSE SIGNALS
In this section, we review some fundamentals of GCS [35] [36] [37] [38] [39] and MCS [40] [41] [42] [43] [44] . We then introduce the concept of joint group sparsity and a method for MGCS, which underlie the MIMO channel estimator presented in Section IV. 6 
A. Group Sparse Compressed Sensing
The concepts of group sparsity and GCS extend the conventional concepts of sparsity and CS, respectively.
We recall that a vector x ∈ C M is called (approximately) S-sparse if at most S of its entries are (approximately) nonzero. To define group sparsity, let J = {I b } B b=1 be a partition of the index set {1, . . . , M } into "groups"
are not identically zero. The set of all such vectors
x is denoted by Σ S|J . Note that an equivalent definition of group S-sparsity is that the vector
In a typical GCS scenario, we consider a linear model (or measurement equation)
where y ∈ C Q is an observed vector of noisy measurements, Φ ∈ C Q×M is a known measurement matrix,
x ∈ C M is an unknown vector that is known to be (approximately) group S-sparse with respect to a given partition J , i.e., x ∈ Σ S|J , and z ∈ C Q is an unknown noise vector. The indices b for which the x[b] are nonzero are unknown. Typically, the number of measurements is much smaller than the length of the vector, i.e., Q ≪ M ; thus, Φ is a fat matrix. The goal is to reconstruct x from y.
A trivial GCS reconstruction strategy is to use conventional CS techniques like basis pursuit denoising (BPDN) [51] [52] [53] , orthogonal matching pursuit (OMP) [54] [55] [56] , or compressive sampling matching pursuit (CoSaMP) [57] , since a vector x that is group S-sparse with respect to some fixed partition J is also S ′sparse, where S ′ is the sum of the cardinalities of the S groups with largest cardinalities. However, this strategy does not leverage the group structure of x. Therefore, some of the conventional CS recovery methods have been adapted to the group sparse case, as reviewed in what follows.
Let x ∈ C M , not necessarily sparse or group sparse. We consider a partition
is called group BPDN (G-BPDN) [36, 37] . The accuracy of the solution of G-BPDN in approximating x can be estimated as follows. The measurement matrix Φ is said to satisfy the group restricted isometry property of order S with respect to J if there is a constant δ ∈ (0, 1) such that
The smallest such δ is denoted by δ S|J and is called the group restricted isometry constant of order S with respect to J (abbreviated as G-RIC) [36] . Letx denote the solution of (13), and let x S|J denote the best group S-sparse approximation of x with respect to J , i.e., the x ′ ∈ Σ S|J minimizing x ′ − x 2|J . As shown in [36] , if y satisfies Φx − y 2 = z 2 ≤ ǫ and Φ satisfies the group restricted isometry property of order
where
. This result bounds the reconstruction error x − x 2 in terms of x − x S|J 2|J , which characterizes the deviation of x from being group S-sparse with respect to J , and in terms of ǫ.
An alternative GCS reconstruction technique is group OMP (G-OMP; usually called block OMP) [38, 58, 59] . This is a greedy algorithm that iteratively identifies the support of the unknown vector. In each iteration, the current support estimate is extended by an entire group of J (whereas in conventional OMP, only a single index is added). Although G-OMP often outperforms G-BPDN in practice, performance guarantees are only available for exactly group sparse vectors.
To bridge this gap, we will specialize the model-based CoSaMP algorithm [39] to the group sparse setting.
The resulting GCS algorithm, which we abbreviate as G-CoSaMP, is a greedy algorithm that differs from the classical CoSaMP algorithm in that, in each iteration, the support estimate is adapted in terms of entire groups of J instead of single indices. Specializing results from [39] , the performance of G-CoSaMP can be characterized as follows. Consider a partition J with groups of equal size. If y satisfies Φx − y 2 ≤ ǫ and Φ satisfies the group restricted isometry property of order 4S with respect to J with G-RIC δ 4S|J ≤ 0.1, the resultx of G-CoSaMP after n iteration steps satisfies 2
x − x 2 ≤ 1 2 n x 2 + 20 1 +
We recall that a matrix Φ satisfies the conventional restricted isometry property of order S ′ with restricted isometry constant (RIC) δ S ′ if the double inequality in (14) is satisfied for every S ′ -sparse vectorx [52, 60, 61] 1 We note that this result was formulated in [36] for the special case of block sparsity; however, it extends to the general group sparse setting in a straightforward way. 2 Here, we have used the inequality x 2 ≤ x 2|J , which can be shown as follows:
(and δ S ′ is the smallest δ in (14)). Since, as observed earlier, a vector that is group S-sparse with respect to some fixed partition J is also S ′ -sparse, where S ′ is the sum of the cardinalities of the S groups with largest cardinalities, the G-RIC of Φ satisfies δ S|J ≤ δ S ′ . The following result has been shown in [62] , cf. also [6, 63, 64] . Let Φ be a Q×M matrix that is constructed by choosing uniformly at random Q rows from a unitary M × M matrix U and properly scaling the resulting matrix. Then for any prescribed γ ∈ (0, 1) and η ∈ (0, 1), Φ will, with probability at least 1− η, satisfy the restricted isometry property of order
where C is a constant and µ U √
are so far no results that improve on the above result by exploiting the available group structure.
B. Multichannel Compressed Sensing
We consider the simultaneous sparse reconstruction problem, where the unknown, (approximately) jointly S-sparse vectors x (θ) ∈ C M , θ ∈ Θ are to be reconstructed simultaneously from measurements vectors y (θ) ∈ C Q given by
Here, the Φ (θ) ∈ C Q×M are known measurement matrices and the z (θ) ∈ C Q are unknown noise vectors.
The supports supp(x (θ) ) are unknown, and typically Q ≪ M . Thus, the Φ (θ) are fat matrices. Note that the conventional sparse reconstruction problem is reobtained for |Θ| = 1.
Because each vector x (θ) is itself (approximately) S-sparse, any conventional CS method, such as BPDN, OMP, or CoSaMP, can be used to reconstruct each vector individually. However, this trivial MCS approach does not profit from the common structure of the vectors. Therefore, some CS methods have been adapted to the case of jointly sparse vectors. For example, distributed compressed sensing -simultaneous OMP (DCS-SOMP) [44] produces very good results in practice, and for CoSOMP [65] , performance guarantees are available. For the special case where all measurement matrices coincide, i.e., Φ (θ) = Φ for all θ ∈ Θ, multichannel BPDN (M-BPDN) [40, 42, 66] and simultaneous OMP (SOMP) [41, 43] are probably the most popular MCS methods.
C. Multichannel Group Sparse Compressed Sensing
We now combine the notions of group sparsity and joint sparsity. We call a collection of vectors
T , θ ∈ Θ are jointly S-sparse. Furthermore, we consider the simultaneous group sparse reconstruction problem, i.e., the problem of reconstructing vectors x (θ) , θ ∈ Θ that are (approximately) jointly group S-sparse with respect to a given partition J from the observations y (θ) , θ ∈ Θ given by (18) . Once again, we could use a conventional CS technique for each vector x (θ) individually, since each x (θ) is (approximately)
S ′ -sparse, where S ′ is the sum of the cardinalities of the S groups with largest cardinalities (cf. Section III-A).
Alternatively, we could use a GCS technique for each x (θ) , since each x (θ) is itself (approximately) group S-sparse with respect to J . Finally, we could use an MCS technique since the x (θ) are (approximately) jointly S ′ -sparse. However, none of these trivial MGCS approaches fully leverages the combined group sparsity and joint sparsity.
Therefore, we next propose a method for simultaneous group sparse reconstruction that overcomes these limitations. Our approach is based on the well-known fact that, using a stacking as explained later, the simultaneous sparse reconstruction problem can be recast as a group sparse reconstruction problem [36, 65] . We will extend this principle to the simultaneous group sparse reconstruction problem. Let the vectors
Then, we consider the associated index set {1, . . . , M |Θ|}, and we define an associated partitionJ
Furthermore, we stack the x (θ) into the vector x x (θ1)T · · · x (θ|Θ|)T T of length M |Θ| and the y (θ) into the vector y y (θ1)T · · · y (θ|Θ|)T T of length Q|Θ|, and we define the following block-diagonal matrix of size
Then, the equations (18) can be written in the form of (12), i.e.,
with z z (θ1)T · · · z (θ|Θ|)T T . It is now easily verified that
(Note that the b on the left-hand side refers to the partitionJ whereas the b on the right-hand side refers to the partition J .) Therefore, if the vectors x (θ) are jointly group S-sparse with respect to J , the stacked vector
x is group S-sparse with respect toJ . Therefore, by applying a reconstruction method for GCS-such as G-BPDN, G-OMP, or G-CoSaMP-to (21) , we can fully exploit the structure given by the simultaneous group sparsity and joint sparsity of the x (θ) . (We will say that the respective GCS reconstruction method "operates in MGCS mode.") It is furthermore easy to show that the G-RIC of Φ with respect toJ , denoted δ S|J , satisfies
where δ
S|J is the G-RIC of Φ (θ) with respect to J . Finally, an alternative approach to solving the simultaneous group sparse reconstruction problem is to modify existing reconstruction methods for MCS to additionally incorporate group sparsity. For DCS-SOMP (see Section III-B) this can be done easily. The resulting G-DCS-SOMP algorithm simply adds entire groups to the joint support in each iteration, rather than adding only single indices.
IV. COMPRESSIVE MIMO CHANNEL ESTIMATION EXPLOITING JOINT GROUP SPARSITY
In this section, we propose an MGCS-based MC-MIMO channel estimator that exploits joint group sparsity.
This estimator generalizes the estimators previously presented in [26, 33, 34] . The joint group sparsity structure of doubly selective MC-MIMO channels will be motivated and studied in Section V. Due to (10) , these subsampled values are given by
A. Subsampled Time-Frequency Grid and Pilot Arrangement
We will show in Section V that the F (θ) m,i for all θ ∈ Θ, considered as functions of m and i, can be assumed jointly group sparse. More precisely, we will show that the vectors rvec m,i F
, θ ∈ Θ that are obtained by a rowwise stacking with respect to m, i of the D×J "matrices"
m,i into JD-dimensional vectors, are approximately jointly group sparse with respect to some partition J ;
however, the sparsity level is strongly affected by leakage effects. In order to reduce the leakage effects inherent to the 2D DFT expansion (24) and, thereby, improve the joint group sparsity of the F (θ) m,i , we generalize (24) to an orthonormal 2D basis expansion [G m,i ] r,s will be explained in Section VI. Clearly, the 2D DFT (24) is a special case of (25) 
B. The Estimator
Let y where g (r)T m,i denotes the r th row of G m,i and, as before, θ = (r, s). Then, writing µ
for the pilot time-frequency positions, we obtain
for all q ∈ {1, . . . , Q}, s ∈ {1, . . . , N T }, and r ∈ {1, . . . , N R }. To rewrite this relation in vector-matrix notation, we define U to be the unitary JD ×JD matrix whose (mJ + i + J/2 + 1)th column is given by
where U (s) denotes the Q×JD submatrix of U constituted by the Q rows corresponding to the pilot positions
We also define the vectors
as well as the vectors y (θ) y
We can then rewrite (27) as
Thus, we have obtained measurement equations of the form (18), of dimension Q ×JD. In practice, Q ≪ JD.
Since we assumed the coefficients G We can now state the overall channel estimation algorithm as follows: 1) Stack the demodulated symbols at the pilot positions, y
, into the vectors y (θ) as described above, and use an MGCS reconstruction algorithm (based on the measurement matrices Φ (s) ) to obtain estimateŝ
Note that the matrix P is nonsingular since the pilot vectors p (s) were chosen linearly independent.
4) Fromĝ
(r) m,i , calculate estimatesĤ λ ∆L,κ ∆K of the subsampled channel coefficient matrices H λ ∆L,κ ∆K according to (25) with G m,i replaced byĜ m,i .
5)
Calculate estimates of the 2D DFT coefficients F m,i according to the inversion of (24), i.e.,
6) Calculate estimatesĤ l,k of all channel coefficient matrices H l,k by using the 2D DFT expansion (10) with F m,i replaced byF m,i .
In the special case where the 2D DFT basis is used, steps 4 and 5 can be omitted because in that case
According to their definition in (28) , the measurement matrices Φ (s) are constructed by selecting those |P (s) | = Q rows of the scaled unitary matrix JD Q U that correspond to the pilot positions µ (s) q ∈ P (s) . Therefore, to be consistent with the construction of measurement matrices described in Section III-A, we choose these rows-or, in other words, the pilot positions µ (s) q -uniformly at random from the subsampled grid G. More precisely, we first choose a subset of G of size N T Q uniformly at random, and then we partition it into N T pairwise disjoint sets P (s) , s ∈ {1, . . . , N T } of equal size Q. This construction differs from the construction of measurement matrices explained in Section III-A in that here the pilot sets P (s) (i.e. the rows of the unitary matrix JD Q U) have to be chosen pairwise disjoint, which contradicts the assumption underlying (17) that each row of JD Q U is chosen with equal probability. Unfortunately, an analysis of the G-RIC for this exact scenario does not seem to exist. Nevertheless, we can expect Φ (s) to satisfy the group restricted isometry property with a small G-RIC with high probability (as explained in Section III-A) if the pilot sets are chosen sufficiently large.
The pilot positions are chosen and communicated to the receiver before the start of data transmission, and stay fixed throughout. Therefore, once pilot sets P (s) yielding matrices Φ (s) with "good" MGCS reconstruction properties are found, they can be used for all future data transmissions.
C. Performance Analysis
We next derive upper bounds on the estimation error of the proposed channel estimator. m,i outside these S groups are set to zero) can be quantified by
We also define C P P P −1 , where · denotes the spectral norm (i.e., the operator norm associated with the Euclidean vector norm) [67] , as well as the root mean square error (RMSE) of channel estimation 
with the constants
where c 0 and c 1 are the constants in (15) .
2) Alternatively, assume that the MGCS reconstruction method in step 1 is G-CoSaMP with n iterations operating in MGCS mode. If all matrices Φ (s) satisfy the group restricted isometry property of order 4S
with the constants C ′′
Note that C ′′ 2 (n) can be made arbitrarily small by increasing the number n of G-CoSaMP iterations.
Furthermore, note that-as mentioned at the end of Section IV-B-the matrices Φ (s) can be expected to satisfy the group restricted isometry property with sufficiently small G-RICs δ 
D. Computational Complexity
To analyze the complexity of the proposed method, we consider each step individually. The complexity of step 1 depends on the MGCS algorithm used and will be denoted as O(MGCS). The rescaling performed
and thus each of the N R matrix-vector products has complexity O N 2 T (note that P has to be inverted only once before the start of data transmission). Evaluating (25) in step 4 in an entrywise (i.e., channel-by-channel) fashion requires O N T N R (JD) 2 operations; a more efficient computation of (25) may be possible if the matrix U with columns rvec λ,κ u m,i [λ, κ] has a suitable structure. In step 5, again proceeding entrywise, the calculation of (31) can be performed efficiently in O N T N R JD log(JD) operations by using the FFT. By the same reasoning, step 6 has complexity O N T N R KL log(KL) . Therefore, the overall complexity of the proposed channel estimator is obtained as (20) and (30)
For G-DCS-SOMP (see Section III-C), following the implementation of OMP in [68] , the complexity in the special setting (30), where only N T different matrices are involved, is
Here, n G-DCS-SOMP denotes the number of G-DCS-SOMP iterations and n ′ G-DCS-SOMP denotes the sum of the cardinalities of the chosen groups. Finally, we note that a complexity analysis of G-BPDN does not seem to be available.
As mentioned in Section IV-B, if the 2D DFT basis is used, steps 4 and 5 can be omitted; the second term in (36) 
. More importantly, also the complexity of the MGCS algorithms is typically reduced, because the vector-matrix products can be calculated using FFT methods.
E. Special Case: Single-Input Single-Output Systems
We briefly consider the special case of SISO systems because of its great practical importance. In the SISO case, the vectors and matrices describing the system reduce to scalars, and (7) reduces to
with µ = (l, k). Let P ⊆ G be a pilot set of size |P| = Q. If we specialize the pilot scheme described in Section IV-A to the SISO setting, then the same pilot symbol p is transmitted at all time-frequency positions µ ∈ P.
To allow for different pilot symbols p µ , we modify our compressive estimator as described in the following.
For µ ∈ P, letỹ µ y µ /p µ . Then, using (37) with a µ = p µ , we obtainỹ µ = H µ +z µ for µ ∈ P, with z µ z µ /p µ . Therefore,ỹ µ is a noisy estimate of the channel coefficient H µ . Inserting for H µ the expression (25) , we obtain
To rewrite this in vector-matrix notation, we define U as in Section IV-B, and we set Φ JD QŨ , whereŨ is the Q × JD submatrix of U constituted by the Q rows corresponding to the pilot positions µ q ∈ P, with
We can then write (38) 
This is a measurement equation of the form (12), of dimension Q × JD. In practice, Q ≪ JD. Since the coefficients G m,i are assumed (approximately) group sparse, the vectorx is (approximately) group sparse, and therefore any GCS reconstruction algorithm as discussed in Section III-A can be used to reconstructx. The resulting channel estimation algorithm can then be stated as follows:
1) Stack the preliminary channel estimates at the pilot positions,ỹ µq , into the vectorỹ as described above, and use a GCS reconstruction algorithm to obtain an estimatex ofx. 
where c 0 and c 1 are the constants in (15) . Similarly, if the GCS reconstruction method in step 1 is G-CoSaMP with n iterations, if Φ satisfies the group restricted isometry property of order 4S with respect to J with G-RIC δ 4S|J ≤ 0.1, and if z 2 ≤ ǫ, then
As in the MIMO case, for both bounds, the respective condition on the G-RIC can be met (with high probability) by choosing a sufficiently large pilot set P. A sufficient condition is provided by (17) . Finally, we note that if the group size in partition J is reduced to the smallest possible value 1, so that each group I b contains only a single index j, the proposed method reduces to the compressive SISO channel estimator presented in [26] . At the other extreme, if the largest possible group size JD is chosen, so that there is only a single group containing all indices j ∈ {1, . . . , JD}, then using G-OMP in step 1 reduces to conventional least squares reconstruction.
V. JOINT GROUP SPARSITY IN THE DELAY-DOPPLER DOMAIN
In this section, we analyze the joint group sparsity of the 2D DFT expansion coefficients F (θ) m,i , θ ∈ Θ (see (10) and (11)). More precisely, we will demonstrate that the JD-dimensional vectors rvec m,i F
which are obtained by rowwise stacking of the D×J "matrices" F (θ) m,i , are approximately jointly group sparse with respect to some partition J . This partition will be explicitly specified in Section V-C. However, we will first discuss the special cases of group sparsity and joint sparsity in Sections V-A and V-B, respectively. For this discussion, we will omit the matrix-to-vector stacking operations and thus deal directly with 2D functions, using suitably adapted sparsity notions.
Because of (11), analyzing the joint group sparsity of the F 
and neither the multiplication by A * γ,g m, i+qL
Lr nor the summation with respect to q can create any "new" nonzeros. To study the joint group sparsity of the S (θ) h [m, i], we will assume that each channel comprises P propagation paths (multipath components) corresponding to the same set of P specular scatterers with channeldependent delays τ (θ) p and Doppler frequency shifts ν (θ) p , for p = 1, . . . , P . Thus, the channel impulse responses can be written as
where the η (θ) p are complex path gains. This model is often a good approximation of real mobile radio channels [69] [70] [71] . We emphasize that we use it only for analyzing the sparsity structure of the F (θ) m,i and for motivating the basis optimization in Section VI; it is not required for the proposed channel estimation methods.
For the model (41), the discrete-delay-Doppler spreading functions (9) are obtained as
with the shifted leakage kernels
dt and ψ(x) sin(πx)/ L r sin(πx/L r ) . In [26] , it is shown that each Λ approximately ∆ m∆ĩ-sparse. Here, ∆ m and ∆ĩ can be chosen such that a prescribed approximation quality is achieved. Typically, ∆ m can be chosen quite small because the functions φ (ν) (x) decay rather rapidly, whereas ∆ĩ has to be chosen larger because ψ(x) decays more slowly.
A. Group Sparsity
We first analyze the group sparsity of F 
Thus, because of (42), the support of S 
B. Joint Sparsity
Next, we analyze the joint sparsity of the F 
We will show that, typically, these center points are very close to each other, and therefore the supports of the two leakage kernels strongly overlap. 
where c denotes the speed of light. We can bound the difference between the time delays of two different channels θ 1 and θ 2 , ∆τ
, as follows. Using (45), we have
It follows from elementary geometric considerations that the difference between the transmitter-scatterer path lengths, w
T,p , cannot be larger than the distance between the two transmit antennas s 1 and s 2 . This distance, in turn, is bounded by the maximum distance between any two transmit antennas, which will be denoted by d T . Thus, w (s1)
Using the same argument for the scatterer-receiver path, we obtain w
where d R denotes the maximum distance between any two receive antennas. Inserting these bounds into (46) , we obtain the bound
Doppler frequency shift. Next, we consider the Doppler frequency shift ν 
Next, we consider the transmission from scatterer p to receive antenna r, with carrier (center) frequency f 1 .
The observed carrier frequency at receive antenna r is given by f 2 = f 1 + ν 
By inserting for f 1 , we further obtain f 2 = f 0 + ν 
We can now bound the difference between the Doppler frequency shifts of two different channels θ 1 and
, as follows. Using (50), we have
3 Note that we do not take into account rotations of the transmitter and/or the receiver, which would yield different velocity vectors for different transmit/receive antennas. Although such rotations could be easily included in the analysis, we choose to ignore them for simplicity of exposition and because the differences of the velocity vectors are typically small.
For the transmitter-scatterer path, we obtain using (48)
T,p . Here, (a) is due to the Cauchy-Schwarz inequality, (b) follows from the inequality
which is proven in Appendix B, and (c) is a consequence of w Inserting these bounds into (51), we obtain Since the antenna spacings are typically much smaller than the path lengths, i.e., d T ≪ w 
Joint sparsity of the coefficient functions F

C. Joint Group Sparsity
We reconsider the tiling of Z×Z into the 2D blocks B b as previously considered in Section V-A, restricting it to {0, . . . , D−1} × {−J/2, . . . , J/2−1} (see Figure 2 ). Within this region, we obtain a finite number B of blocks B b , b ∈ {1, . . . , B}. We recall that the blocks are of equal size |B b | = ∆m ′ ∆i ′ , and hence B = JD ∆m ′ ∆i ′ . Since the leakage kernels Λ 
Thus, again following (42) and (11), the F . The proposed basis optimization methodology extends the methodology presented for "simple" (i.e., single-channel and nonstructured) sparsity in [26] to the present case of joint group sparsity. We note that separate extensions to group sparsity and to joint sparsity were presented in [33] and [34] , respectively.
A. Basis Optimization Framework
Following [26] , we set
where {v m,i [λ]} J/2−1 i=−J/2 is an orthonormal 1D basis for each m ∈ {0, . . . , D−1}. With respect to its dependence on κ, {u m,i [λ, κ]} conforms to the 2D Fourier basis underlying (24) ; however, the λ dependence is now defined by the 1D basis functions v m,i [λ] and generally different from that of the 2D Fourier basis. We use the Fourier basis with respect to κ because it already yields excellent joint group sparsity; this is due to the fact that the leakage effects in the m direction are relatively weak because of the rather rapid decay of the function φ (ν) (x) (as noted below (43)). Thus, little improvement of the joint group sparsity can be achieved by an explicit optimization of the κ dependence. However, using the Fourier basis with respect to λ would yield poor joint group sparsity; this is due to the fact that the leakage effects in the i direction are relatively strong because of the slow decay of the function ψ(x) (again as noted below (43)). This motivates the use of optimized 1D
Our development is motivated by the channel model (41) ; however, we do not require knowledge of the channel parameters P , η shifts. If such knowledge is unavailable, a "nonstatistical" design is easily obtained by formally using an "uninformative" pdf, e.g., a uniform distribution on some feasible default region of possible delays and Doppler frequency shifts. We emphasize that the optimized basis is not restricted to a specular channel model of the form (41) but can be used for general doubly selective MIMO channels as defined in (3).
We 
Motivated by (M)GCS theory-see Sections III-A and III-C-we measure the joint group sparsity of rvec m,i G
We note for later use that this norm can also be written as
where G[b] ∈ C |Ib|×|Θ| denotes the matrix that is constituted by the rows of G indexed by I b and · F denotes the Frobenius norm. Furthermore, G F|J = g 2,J , where g g (θ1)T · · · g (θ|Θ|)T T with g (θ)
rvec m,i G 
with ψ (ν) (i) e jπ(νTs− i Lr )(Lr−1) ψ(i − νT s L r ), and define the vectors
T and, in turn, the vector c(τ, ν)
Finally, we evaluate c(τ, ν) at the delays τ , ξ ∈ {1, . . . , N T N R } into the matrix
Then, it is shown in Appendix C that
so that we can reformulate our minimization problem aŝ
Here, U bl denotes the set of unitary block diagonal JD × JD matrices with blocks of equal size J × J on the diagonal. Finally, with a view towards a numerical algorithm, we use the following Monte-Carlo approximation of (61):V = arg min
where the (τ 1 , ν 1 ) ρ denote samples of the random vector (τ 1 , ν 1 ) independently drawn from its pdf p(τ 1 , ν 1 ).
B. Basis Optimization Algorithm
Because the set U bl is not convex, the minimization problem (62) is not convex. An approximate solution can be obtained by an algorithm that extends the basis optimization algorithm presented for single-channel, nonstructured sparsity in [26] to the present case of joint group sparsity. We first exploit the fact that (62)which is a minimization problem of dimension DJ 2 -can be decomposed into D/∆m ′ separate minimization problems of dimension ∆m ′ J 2 each. To obtain this decomposition, we first partition the set {0, . . . , D −1} 
where VC(τ 1 , ν 1 ) [b] ∈ C |Ib|×NTNR denotes the matrix that is constituted by the rows of VC(τ 1 , ν 1 ) indexed by I b = S(B b ). Furthermore, note that due to the block-diagonal structure of V, we have VC(τ 1 ,
It follows that each summand VC(τ 1 , 
Finally, using (63) and (64), the function minimized in (62) can be developed as
the minimization problem (62) reduces to the D/∆m ′ separate minimization problems
Here, the minimization is with respect to {V m } m∈M b ′ with V m ∈ U , where U denotes the nonconvex set of unitary J × J matrices. Note that each minimization problem in (65) is only of dimension ∆m ′ J 2 , since |M b ′ | = ∆m ′ and V m ∈ C J×J , whereas the minimization problem (62) has dimension DJ 2 . Typically, ∆m ′ is quite small because of the fast decay of φ (ν (θ) ) (m − τ (θ) /T s ). The final matrixV ∈ C JD×JD minimizing (62) is then given asV = diag{V 0 , . . . ,V D−1 }.
In order to (approximately) solve (65), we build on the fact that every unitary matrix V m ∈ U can be represented as V m = e jAm , where A m is a Hermitian J × J matrix, and the matrix exponential e jAm can be approximated by its first-order Taylor series expansion [73] . Thus, we obtain V m ≈ I J + jA m , where I J denotes the J ×J identity matrix. This approximation will be good only if A m is sufficiently "small." Therefore, following [26] , for each (fixed) b ′ ∈ {1, . . . , D/∆m ′ }, we construct {V m } m∈M b ′ iteratively by performing a sequence of small updates, using the approximations V m ≈ I J + jA m in the optimization criterion but not for actually updating V m , in order to guarantee that the iterated V m are always unitary. The resulting iterative basis optimization algorithm is a straightforward adaptation of the algorithm presented in [26] and will be stated without further discussion. In what follows, we consider a fixed b ′ ∈ {1, . . . , D/∆m ′ }.
• Iteration: while stopping criterion is not met do 1) Solve the convex problem
where A (n) denotes the set of all sets of |M b ′ | = ∆m ′ Hermitian J × J matrices A satisfying
The algorithm is stopped either if the threshold ε (n) falls below a prescribed value or if a prescribed maximum number of iterations has been performed. The initialization matrices V init m are chosen as unitary J ×J DFT matrices. For this choice, the analysis in Section V shows that the coefficients G are already jointly group sparse to a certain degree. The convex problem (66) can be solved by standard convex optimization techniques [74] .
Finally, we note that the basis optimization does not involve the receive signal, and thus it has to be performed only once before the start of data transmission.
VII. SIMULATION RESULTS
We present simulation results demonstrating the performance gains of the proposed MGCS channel estimator relative to the conventional compressive channel estimator described in [26] .
A. Simulation Setup
We each. The pilot matrix P = p (1) · · · p (NT) had a constant diagonal and was zero otherwise; the pilot (QPSK) symbol on the diagonal was scaled such that its power was equal to the total power of N T data (QPSK) symbols.
We used the geometry-based channel simulation tool IlmProp [75] to generate 500 realizations of a doubly selective SISO or MIMO channel during blocks of L = 32 OFDM symbols. Transmitter and receiver were separated by about 1500 m. Seven clusters of ten specular scatterers each were randomly placed in an area of size 2500 m × 800 m; additionally, three clusters of ten specular scatterers each were randomly placed within a circle of radius 100 m around the receiver. For each cluster and for the receiver, the speed was uniformly distributed between 0 and 50 m/s, the acceleration was uniformly distributed between 0 and 7 m/s 2 , and the directions (angles) of the velocity and acceleration vectors were uniformly distributed between 0 • and 360 • .
In the MIMO case, the transmit antennas as well as the receive antennas were spaced c/(2f 0 ) apart. The noise z[n] in (6) was white with respect to n, independent across the vector entries, and circularly symmetric complex shifts were allowed to differ by at most ±1.4 Hz.
The channel estimation performance was measured by the empirical mean square error (MSE) normalized by the mean energy of the channel coefficients.
B. Performance Gains Achieved by Leveraging Group Sparsity
For the SISO case, we compare the performance of the proposed compressive channel estimator leveraging group sparsity-i.e., using G-BPDN or G-OMP as GCS reconstruction method-with that of the conventional compressive channel estimator using BPDN or OMP [26] . Figure 4 DFT basis, and different block sizes ∆m ′ × ∆i ′ (note that the case ∆m ′ × ∆i ′ = 1 × 1 corresponds to the conventional compressive channel estimator of [26] ). One can observe a strong dependence of the performance on the block size. This can be explained by the fact that if the blocks B b are chosen too large in a certain direction, many entries not belonging to the (effective) support ofx in (39) will be assigned nonzero values during reconstruction since they belong to blocks containing some large entries. transmit and receive antennas. It is seen that substantial reductions of the MSE are obtained by taking advantage of the joint sparsity of the channel via MCS methods and, additionally, by using the optimized basis. Figure 5(b) shows the MSE versus the number N T = N R ∈ {1, 2, 3, 4} of transmit/receive antennas at a fixed SNR of 20 dB.
It is here seen that the performance of the proposed multichannel estimators improves when the number of transmit/receive antennas increases. This is because the estimation of the joint support becomes more accurate when a larger number of jointly sparse signals are available; this behavior has been studied in [76] for M-BPDN and SOMP. The flattening of the MSE curves is caused by the fact that the component channels, besides being jointly sparse in the sense of similar effective supports, are also similar with respect to the values of their nonzero entries. As explained in [76] , the case where all jointly sparse signals are equal is a worst-case scenario for MCS, since no additional support information can be gained from additional signals. In our case, this effect is alleviated because the jointly sparse signals are observed through N T different measurement matrices Φ (s) , 
D. Performance Gains Achieved by Leveraging Joint Group Sparsity
Finally, we study the performance of the proposed MGCS channel estimator that fully leverages the available structure, i.e., the joint group sparsity of the expansion coefficients F To assess the actual performance gains, we simulated the MGCS estimator, the GCS estimator (leveraging only group sparsity), the MCS estimator (leveraging only joint sparsity), and the conventional compressive estimator for a 2×2 MIMO system. We used the 2D DFT basis for all estimators and additionally an optimized basis for the MGCS estimator. Figure 7 depicts the channel estimation MSE versus the SNR. Both parts In this paper, we considered pulse-shaping multicarrier MIMO systems-which include MIMO-OFDM systems as a special case-transmitting over doubly selective MIMO channels. Extending our analysis in [26] , we demonstrated that leakage effects induce an approximate group sparsity structure of the individual component channels in the delay-Doppler domain. We furthermore showed that the effective delay-Doppler supports of the component channels overlap significantly, which implies that these channels can be considered approximately jointly group sparse. Motivated by this joint group sparsity structure, we developed the methodology of multichannel group sparse CS (MGCS) by combining GCS and MCS, and we devised an MGCS-based compressive channel estimator that leverages the joint group sparsity structure for improved performance. We also derived an upper bound on the MSE of the proposed MGCS-based channel estimator, and we analyzed the estimator's computational complexity.
For an additional improvement in performance, we proposed to replace the "default" Fourier basis used in the basic MGCS-based channel estimator by an alternative basis yielding reduced leakage effects and enhanced joint group sparsity. We presented an iterative algorithm for constructing such a basis using a criterion of maximum joint group sparsity and an approximation resulting in a sequence of convex programming problems. Statistical information about the channel can be incorporated in this algorithm if available. The basis is precomputed before the start of data transmission.
Simulations using a geometry-based channel simulator demonstrated significant performance gains relative to conventional compressive channel estimation. More specifically, we observed that large gains can be already obtained by leveraging only group sparsity or joint sparsity, and the combined MGCS approach yields a further substantial performance gain. An additional improvement in performance can be obtained by using the bases provided by the proposed basis optimization algorithm.
Interesting directions for further research include optimum choices of the parameters of CS reconstruction techniques (e.g., the parameter ǫ in G-BPDN or the number of iterations in G-OMP), improved pilot designs (i.e., choices of the positions and values of the pilots, cf. [77, 78] ), and an extension of the compressive channel tracking method proposed in [79] to the joint group sparsity structure.
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APPENDIX A: PROOF OF THEOREM 1
Let 
Next, let h 
Combining (67)-(69), we obtain h (θ) 2 = KL JD g (θ) 2 and, furthermore, 
By the definition ofG 
where · denotes the operator norm, x x (θ1)T · · · x (θN T N R )T T , andx x (θ1)T · · ·x (θN T N R )T T . Here, 
We now consider case 1 of the theorem, i.e., the use of G-BPDN for MGCS reconstruction. Recall (23),
i.e., the fact that the G-RIC of the stacked measurement matrix Φ in (20) with respect to the associated partitioñ J defined in (19) 
Now recall the definition of x S|J in Section III-A as the vector minimizing x − x ′ 2|J among all group S-sparse vectors x ′ ∈ Σ S|J , and note that the subvectors x S|J [b] coincide with the subvectors x[b] for b ∈ T , where T ⊆ {1, . . . , B} denotes the set of those S group indices that yield the largest norms x[b] 2 , and
x S|J [b] = 0 for b / ∈ T . Therefore, (75) gives
for any such set T ′ of cardinality S. Then, with S defined as in Section IV-C, we obtain
where (a) follows from (76) 
where (a) follows from g (θ) = rvec m,i G (θ) m,i and (32) . Inserting this bound into (74) finally yields
which is (34) .
Next, we consider case 2, i.e., the use of G-CoSaMP for MGCS reconstruction. Under our assumption on the Φ (s) , i.e., δ (s) 4S|J ≤ 0.1, the G-RIC of the stacked measurement matrix Φ with respect to the associated partitionJ satisfies δ 4S|J ≤ 0.1 (cf. (23) and the discussion above). With our additional assumption that θ∈Θ z (θ) 2 2 ≤ ǫ, we obtain (cf. (16)) x − x 2 ≤ 1 2 n x 2 + 20 1 + 1 √ S
x − x S|J 2|J + 20ǫ. Inserting into (73) yields the bound E ≤ KL Q P −1 1 2 n x 2 + 20 1 +
We have 
Following a similar reasoning as in (78), we obtain Thus, (81) becomes further , and, expanding the squared norms, to
Rearranging terms, this is furthermore equivalent to
To prove (83), we use the Cauchy-Schwarz inequality, noting that 1
APPENDIX C: PROOF OF EQUATION (60) We will calculate the entries G 
