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Summary
The question of how statistical physics can be seen to emerge from unitary quantum
dynamics goes back to Schrödinger and von Neumann, however has been reaffirmed as
a topic of importance due to recent advances in experimental capabilities, allowing the
observation of the unitary evolution of many-particle systems over long periods of time.
Understanding why such a system evolves to the specific thermal equilibrium state, effect-
ively described by a relevant thermodynamic ensemble, has thus seen significantly more
interest in recent years. Furthermore, observations of the dynamics of such systems open
questions on the route to equilibrium, and subsequent fluctuations. In this thesis I will
develop an approach to this problem, taking as a starting point the non-integrability of
the system under study, which leads to a generic model in terms of random matrix theory
(RMT), and more generally, chaotic wavefunctions.
In the formulation of these methods, special attention is paid to the form of local ob-
servables of quantum systems, and an approach to their description is developed in terms
of correlation functions of chaotic wavefunctions. From this approach a key conjecture in
the understanding of thermalization, the eigenstate thermalization hypothesis (ETH), is
derived in full, and the dynamical behaviour of such observables is obtained analytically.
Further, I will show that emergent classical behaviour can be observed in the form of a
fluctuation-dissipation theorem (FDT) of Brownian processes. This is exploited to develop
an experimental proposal to measure the ‘complexity’ of a quantum device, by experiment-
ally obtaining its effective Hilbert space dimension in terms of a fully connected system.
Finally, quantum jump trajectories, describing stroboscopic projective measurements of
local observables are studied, and shown to display classical Brownian dynamics in the
form of a Markov process. Throughout this thesis, exact diagonalization calculations of
realistic quantum spin systems are used to confirm analytical results.
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1Chapter 1
A Modern Approach to Statistical
Physics
1.1 Introduction
“It is the only physical theory of universal content, which I am convinced,
that within the framework of applicability of its basic concepts will never be
overthrown.”
- - Albert Einstein, on thermodynamics [1]
Despite being one of the most successful theories in all of science, statistical physicsremains lacking a concrete theoretical foundation from realistic physical principles.
These foundational principles have been the subject of a large body of work, beginning
with Clausius, Maxwell, Boltzmann, and Gibbs [2], and extended to quantum systems as
early as von Neumann and Schrödinger [3, 4]. Since then, statistical mechanics has be-
come an incredibly useful tool in nearly all areas of science. Despite this, a truly satisfying
understanding of why generic systems tend to a thermal equilibrium, in a manner essen-
tially independently of their interactions or constituents, remains elusive. The evolution
in time to a thermal equilibrium state from a non-thermal one is called thermalization,
and understanding the mechanism and conditions under which it occurs is the principal
question of statistical physics.
Statistical physics is the attempt to describe systems composed of large numbers, N ,
of particles. Typically, in a macroscopic system, N is of the order ∼ 1023, and thus an
attempt at exactly solving the interacting dynamics of each of the constituent particles is
essentially futile, leading to the necessity of statistical assumptions. In quantum systems,
however, N may be significantly smaller and a statistical description may still be justified,
as the number of degrees of freedom in a quantum system grows exponentially in N .
The key feature, then, of statistical physics, is that an attempt at describing the system
on the level of exact states of the system, the microstates, is abandoned. It is instead
generally assumed that collections of microstates may be treated as indistinguishable,
and hence a probabilistic treatment of distributions of microstates may be formulated to
2obtain the generic behaviour of their observable features, represented by macrostates. The
property of a system that links the macro- and micro- worlds is the Boltzmann entropy,
SB = kB lnΩ, (1.1)
where kB is the Boltzmann constant, and Ω is the number of indistinguishable microstates
consistent with a given observed macrostate (defined in more detail below). This equation
links a thermodynamic property, the entropy, to the microscopic Ω.
Characteristic properties of thermalization may be represented by the features and
dynamical qualities of the observed macrostate. Namely, we expect that at equilibrium
the system is in a state of maximum entropy, that the entropy is non-decreasing in time1,
and that we observe irreversible dynamics towards thermal equilibrium. Simply put, the
system evolves from a state that is less probable (small Ω) to one that is more probable
(large Ω). These are empirical statements about our observations of reality, and the
probabilistic treatment is largely justified by agreement to these statements. However, a
sound justification from the underlying fundamental description is still lacking. Whilst
there remains a large amount of discussion on such a justification from classical physics,
our universe is fundamentally quantum, and thus the topic of this thesis is on a route to
quantum foundations for the thermalization of generic systems.
Understanding statistical physics in detail has obvious difficulties: its theoretical do-
main lies precisely in the regime of incredibly complicated systems of many interacting
constituents. Yet, astoundingly, statistical physics ‘works’ - making predictions that are
confirmed by experiment. Until recently, the question of the underlying fundamentals
of this statistical behaviour was entirely academic, with no real application or natural
experimental testbed. That is, until quantum technologies have allowed the study and
manipulation of many-body quantum systems on a microscopic level, leading to a resur-
gence in the relevance of foundational principles of statistical physics.
Such technologies, in recent years, have attempted to realise Feynman’s vision [5] of
simulating quantum systems in the laboratory. These pioneering experiments are leading
to new regimes for the study of quantum systems. These systems have enabled observations
of such phenomena as quantum phase transitions [6], quantum magnetism [7], and many-
body localization [8], requiring ever more precise control over the individual constituents
of many-body quantum systems.
Such experiments are thus enabling the study of the limits and regimes of quantum
statistical physics, probing the conditions under which it arises as an effective theory.
For example, the incredible ‘Quantum Newton’s Cradle’ experiment by Kinoshita et. al
[9], where in a system of ultracold atoms, thermalization was emphatically not observed
in a many-body quantum system. This is understood to be a consequence of the integ-
rability of the model, and indeed, when integrability breaking interactions are introduced,
thermalization was observed as expected [10]. From this we can see that not all quantum
systems can be expected to reach a thermal equilibrium, however it is generally expected
that non-integrable models should, with the exception of many-body localising systems,
1Except for rare revival times in finite systems
3which themselves may be understood in a similar manner to integrable systems [11].
Further experiments, as well as many numerical works, have indeed confirmed this
expectation. Implementation of thermalization dynamics has been performed on various
platforms, including trapped ions [12], superconducting qubits [13], and ultracold atoms
[8, 10, 14, 15]. Such physical and numerical experiments provide a useful testbed for
the fundamental assumption of statistical physics. Initialised in a pure state, a quantum
system has zero entropy, the state is known, and thus Ω = 1. In a closed system, the
state evolves under unitary dynamics, and thus total entropy is conserved. Nonetheless,
a physical2 observable of the (non-integrable) system acts as if it were in contact with a
bath, and thermalizes to a finite temperature described by an effective maximum entropy
state. The system thus acts as its own heat bath, where local areas are described by an
effective temperature, yet the global state remains pure. The fundamental problem, then,
is how and under what conditions this behaviour emerges from unitary dynamics.
In this thesis, I will develop a dynamical approach to statistical physics based on a
description of the thermalization of closed, non-integrable quantum systems. The theory
will make use of ideas from quantum chaos theory, and exploit a random matrix theoretic
model for explicit calculations. The aim of this approach is to provide a useful dynamical
theory of non-integrable many-body quantum systems, which may be used as a tool to
calculate generic features of such models. We will see that from this approach the dynamics
of thermalization can be described for pure and mixed initial states. This dynamics
equilibrates to the expected thermal state, and further, reproduces classical dynamics and
fluctuation relations in the expected regime, both under unitary dynamics, and continuous
measurement. A further theme of this thesis will be the application of the developed theory
to quantum devices and their characterisation.
This thesis is arranged as a ‘thesis by publications’. In the remainder of this intro-
ductory chapter, I will give a brief introduction to statistical physics, quantum devices,
and quantum thermalization. In Chapter 2 I will give a theoretical overview of recent
work on the thermalization of closed quantum systems. Particular focus will be paid to
the role of quantum chaos and random matrix theory, which will become the basis for the
work in later chapters. I will also discuss some other important results, such as typicality,
and equilibration timescales. Chapter 3 will give a detailed description of the theoretical
framework to be developed, focussing on the required assumptions for random matrix
theory to be applied to a realistic system, on the structure of local observables, and on
the physical conditions under which the main assumptions hold. Chapter 4 will give a
non-technical outline of the key results, which will then be presented in Chapters 5, 6, 7,
and 8. Of these, Chapters 5, 6, and 7 will be presented in paper format, and are the works
of Refs. [16], [17] and [18] respectively. These chapters are thus self-contained, and thus
some information is repeated between them. Footnotes are added to allow the reader to
skip these sections if they choose. Chapter 8 is based on Ref. [19]. I will finally give a
conclusion and outlook in Chapter 9.
2Typically a local observable to some subsection
41.2 Classical Statistical Physics: A Brief Review
Classical statistical physics has seen multiple attempts at physical justification. These
broadly separate into two schools of thought: Boltzmann, and Gibbs; individualist, or
ensemblist [20]. These approaches will be outlined in brief in this section. Of course, we
are ultimately looking for a quantum theory of statistical physics, and thus a formulation
based on classical laws will never be satisfactory. The aim here is thus not to go into
details of classical approaches, but rather to grasp their key attributes for application and
reference to a quantum formulation. For those interested in more detailed accounts of
classical statistical physics see e.g. [2, 21–23].
A classical system of N particles may be described entirely by a phase space point
X(t) = (q(t),p(t)), with q(t) = {q1(t), · · · ,qN (t)} and p(t) = {p1(t), · · · ,pN (t)}, where
qi(t),pi(t) are the generalised position and momentum coordinates, in 3 dimensions, of
the ith particle at time t, respectively. For a macroscopic system of particles N is roughly
of order ∼ 1023. As alluded to above, solving Hamilton’s equations for the entire system
is beyond our capability, and a solution would be beyond useful comprehension; an exact
approach is thus abandoned, in favour of a statistical method. The essential question, then,
is how to define and interpret the necessary probability distributions in such a theory.
Perhaps the most important modern development in classical statistical physics is that
of ergodic theory [24, 25]. A classical system is ergodic if, for a smooth function f(X(t)),
the time-average value of f , given by
f(X(t)) := lim
T→∞
1
T
∫ T
0
dtf(X(t)), (1.2)
is equal to the phase space average
〈f〉E := 1
Ω(E)
∫
DXδ(H(X(t))− E)f(X(t)) (1.3)
over an energy hypersurface H(X(t)) = E, where H is the Hamiltonian of the system.
The integral in Eq. (1.3) is over the entire phase space, and Ω(E) =
∫
dXδ(H(X(t))−E).
If a system is ergodic, then, the fraction of time it spends in a given region RE of phase
space is proportional to its volume Ω(RE) in phase space, and thus the fraction of time
spent in this region is given by the ratio Ω(RE)Ω(E) .
In Boltzmann’s approach, the phase space is split into ‘macrospaces’, Ri, representing
distinct macrostates of the system, and a statistical theory is formulated by interpreting
the probability of finding a system in a given macrospace as the fraction of time spent in
said macrospace. As we have seen, ergodicity implies that the proportion of time a system
should spend in ith macrostate is Ω(Ri)Ω(E) . We can thus write down the probability density
on the energy hypersurface as:
ρE(X) =
1
Ω(E)
, (1.4)
which is known as the microcanonical distribution. The key source of controversy in the
foundations of classical statistical physics can be traced to interpretation of this distribu-
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Letting W = Ω(Req) be equal to the phase space volume of the equilibrium subspace
Req, such that W ≥ Ω(Ri) ∀ i, with the equality saturated only for i = eq, we have the
associated Boltzmann entropy of the equilibrium subspace
SB = kB lnW, (1.5)
which is the maximal entropy over all subspaces. Boltzmann’s ‘law’ [22] is the state-
ment that this entropy increases monotonically in time, and thus the system tends to the
equilibrium state.
A further assumption to ergodicity, that of mixing, is often employed to explain the
evolution to equilibrium in such systems. Briefly stated, mixing requires, for any f and
g, that 〈f(X)g(X)〉E = 〈f(X)〉E〈g(X)〉E . Mixing implies that for a distribution f(X(t)),
as t → ∞ the time-average is not only equal to the phase space average over the entire
energy hypersurface, but over any region of the hypersurface of non-zero measure. The
time average over such a region can be expressed by writing g(X) = 1Ω(Ri)ρ(X ∈ Ri),
and thus mixing implies the time average of f(X) over the region Ri is equal to 〈f(X)〉E .
Mixing thus implies ergodicity, but not vice versa, and further ensures that even non-
equilibrium initial distributions are indistinguishable from the microcanonical average at
late times.
Much of the discussion [2, 22] around the validity of the Boltzmann approach thus rests
on the ergodic hypothesis, which, aside from other criticisms [22] has only been proven for
a small number of systems. Importantly for our current application, it is not obvious how
these arguments extend to the quantum regime. Ergodicity of the phase space trajectory
in classical systems is justified on the grounds of chaotic dynamics, which relies on the
non-linearity of the equations of motion. For a closed quantum system, this equation is
the Schrödinger equation, which is manifestly linear, and does not admit chaotic motion
in this manner. This motivates a fundamental question for quantum objects: What does
it mean for quantum dynamics to be chaotic, or ergodic?
An alternative approach to the foundation of statistical physics, due to Gibbs, takes as
its starting position an ensemble of systems characterised by a probability density ρG(X).
Observable quantities then directly correspond to phase space averages of phase functions
f , as in Eq. (1.3), without appeal to ergodicity or time averages.
A major appeal of this approach is that the Gibbs entropy SG, which is defined as
SG := −kB
∫
dXρG(X) ln ρG(X), (1.6)
has an evident connection to the information theory of Shannon [26], and can be seen to
be maximised and equal to that of Boltzmann for the microcanonical distribution over
the relevant subspace. This approach is often phrased in terms of a postulate of equal a
priori probabilities, stating as a starting point that each state congruent with the energetic
restrictions on the system is equally likely, i.e. taking ρG(X) as equal to Eq. (1.4). This
leads to an equilibrium macrostate, which is that with the largest volume in phase space,
6and the equilibrium value is the ensemble average.
The Gibbs approach, however, obviously has no physical meaning when one is in fact
concerned with the behaviour of a single realisation of a system, as probability is defined
by taking the distribution over an ensemble. Indeed, there has been much confusion over
what the physical interpretation of Gibbsian statistical mechanics is, if any can be made
at all [20, 27].
A common interpretation of the ensemblist perspective, initially formulated by Jaynes
[28, 29], is an information theoretic formulation, where the postulate of equal a priori
probabilities is obtained assuming a principle of ‘least bias’. That is, if one does not know
any details of the system state, just, say, its energy, then it is natural to start from a
position that allows for all possible states, and treats them equally. This is, however, not
a description of the physical system, but a problem of statistical inference.
Both the Gibbs and Boltzmann approaches above lead us to the same intuition that
the statistical behaviour of large numbers of particles emerges due to the fact that the
overwhelming majority of the possible (micro)states of the system lead to the same ob-
servable outcome - the equilibrium macrostate has the largest volume in phase space, and
is thus overwhelmingly likely. Whilst this intuition is certainly valid, we have seen that
these classical formulations of statistical physics can have perplexing interpretations as
physical theories: Gibbs’ formulation relies on imaginary ensembles, and Boltzmannian
probabilities have a debatable physical meaning [21, 22], relying on the ergodic hypothesis,
which is difficult to prove for a given system, and has no clear quantum limit.
1.3 Quantum Statistical Physics
We now turn to the statistical physics of macroscopic quantum systems, which has his-
torically looked to understand the equilibrium properties of a quantum system in contact
with an environment, which acts as a heat bath. As with the classical formulation, the
framework of quantum statistical physics does not attempt to solve the full dynamics of
each particle, which would require solving the Schrödinger equation for some ∼ 1023 in-
teracting particles. Instead, the system is treated statistically. In this section, we outline
a generic approach to quantum statistical physics, as in e.g. Refs. [30, 31].
In the quantum regime, rather than a set of generalised co-ordinates in phase space,
we have a state |ψ〉 in a Hilbert space H. The precise eigenstates, |ψµ〉 of the Hamiltonian
H of the quantum system (which we take here to include the environment) may be ex-
traordinarily complicated to calculate in practise. Even defining the specific state of the
system is incredibly complicated, and not achievable in generic large systems.
The assumption made is then similar to the classical Gibbs approach, that of equal a
priori probabilities. To formulate this we take a subset HE ∈ H of the total system + bath
Hilbert space, called an energy shell, which spans microstates with energies [E,E + δE]
around some energy E. The shell energy width δE is chosen to be large enough such that
many states lie within the energy shell, however negligible on macroscopic scales.
The postulate of equal a priori probabilities states that every state in the energy shell
HE is equiprobable. To get to a microcanonical ensemble requires a further assumption
7in the quantum case, that of random phases [32]. Together, these assumptions allow one
to imagine the microcanonical ensemble as a collection of systems in the states |ψ〉 =∑
α cµ|ψµ〉, where |cµ|2 is constant for Eµ ∈ [E,E + δE], and zero otherwise, where the
phases of the complex valued cα are random numbers - each member of the ensemble is in
an effective incoherent superposition.
The state may thus be written as a mixed state
ρME(E) =
1
dE
PE
=
1
dE
∑
Eµ∈[E,E+δE]
|ψµ〉〈ψµ|,
(1.7)
where PE is the projector onto the energy shell HE , with dE = dim(HE). Eq. (1.7)
defines the microcanonical ensemble for a quantum system. The equilibrium value of an
observable O is then
OME(E) = Tr(ρME(E)O), (1.8)
which we label the microcanonical average of O.
Continuing, we write the total Hamiltonian as H = HS ⊗1B +1S ⊗HB +HSB, where
HS and HB are the (sub)system and bath Hamiltonians, and 1S(B) is the identity on the
system (bath) Hilbert space HS(B). We assume that dS := dim(HS)  dB := dim(HB),
and further, the coupling HSB is assumed to be weak. We denote eigenstates of H0 =
HS ⊗ 1B + 1S ⊗HB by |φα〉 = |s(α)〉|φ(B)αB(α)〉, where |s(α)〉 ∈ HS and |φ
(B)
αB(α)
〉 ∈ HB are
system and bath eigenstates with energies s(α) and E
(B)
αB(α)
respectively.
Due to the assumption of weak coupling, the states |φα〉 can be used as approximate
eigenstates of the total system, the microcanonical state reads
ρME(E) ≈ 1
dE
∑
Eα∈[E,E+δE]
|s(α)〉〈s(α)| ⊗ |φ(B)αB(α)〉〈φ
(B)
αB(α)
|. (1.9)
To obtain the state of the system ρS alone, we then trace out the bath degrees of freedom,
obtaining
ρS =
1
dB
dS∑
s
dB,s|s〉〈s|, (1.10)
where dB,s = dim(HB,[E−s,E−s+δE]) is the number of bath states congruent with the
initial energy condition. This can be expressed as an entropy in a similar manner to the
Boltzmann entropy above [23], writing SqB(E − s) = ln dB,s (where we have set kB = 1),
dB,α = e
SqB(E−s) ≈ eSqB(E)−
dSqB(E)
DE
s , (1.11)
where we have assumed s  E. Thus, we finally obtain
ρS =
1
Z
dS∑
s
e−βs |s〉〈s|, (1.12)
8where β = dSB(E)dE is the thermodynamic inverse temperature of the bath. This is known
as the canonical ensemble, and is written as
ρβ =
1
Z
e−βH , (1.13)
and thus expectation values of observables OS on the system Hilbert space HS in equilib-
rium are given by
〈O〉β = Tr(ρβO). (1.14)
We thus observe that the microcanonical state of a total system + bath Hilbert space taken
at a given energy is locally equivalent to a canonical ensemble at a given temperature.
It should be stressed that the assumptions made in justifying the description of the
quantum system in terms of a microcanonical ensemble are far from satisfactory. The
key issue is the starting point of the principle of equal a priori probabilities, requiring a
Gibbsian definition of probability via an ensemble of all possible states in an energy shell.
For a single isolated system, initialised in a pure quantum state, evolving under unitary
dynamics, this assumption is obviously invalid, however. It is precisely this situation that
modern quantum devices have enabled the direct study of in the laboratory, as will be
discussed in the next section.
The fundamental question of equilibrium statistical physics, then, is to justify the
equivalence
〈O(t→∞)〉 ↔ 〈O〉ME ≈ Tr(ρβO), (1.15)
that is, the equivalence of the expectation value of an observable after a suitably long time
to an ensemble average, either microcanonical 〈O〉MC , or canonical Tr(ρβO). To obtain a
satisfying theory of statistical physics, then, we must be able to explain the approach to
thermal equilibrium without the appeal to unphysical probability distributions, that is,
taking as our starting point a single quantum state |ψ(0)〉, and showing the thermalization
of physical local observables in the sense of (1.15).
Further, additional questions on dynamical features of equilibration arise: what is the
route to equilibrium from a given non-equilibrium condition? How long does a system
take to reach equilibrium? Each of these questions is left embarrassingly un-answerable
in the standard formulations of the theory. As we will see in the next section, these are
precisely the questions raised by modern experimental approaches in quantum simulator
devices.
1.4 Quantum Devices
The idea of using one quantum system to mimic the dynamics of another, more difficult
to probe, quantum system is attributed to Richard Feynman [5], and we now call this
quantum simulation. In recent years, this has gone from a concept to a reality, and
further, more ambitious exploitations of quantum dynamics, such as quantum computers,
have been brought into the realm of possibility. Platforms for quantum devices, including
trapped ions [7, 33–37], superconducting qubits [38–41], and ultracold atoms in optical
9lattices [42–46] have developed rapidly over recent years, and each aim at surpassing
classical computational abilities in some way. In the following, we will focus on applications
of quantum simulator devices, however many of the ideas carry over to quantum computers,
and other devices such as quantum annealers [47], etc.
The distinction made here between a quantum computer and a quantum simulator is
that the latter is capable only of a restricted set of quantum operations. That is, a quantum
computer requires access to a universal set of high fidelity quantum gates, and a host of
further criteria [48] that are some way from being achieved experimentally. These criteria
are not all required for a quantum simulation; instead, analogue simulators may work
simply by mimicking the desired interactions, and simulating the quantum evolution via
unitary evolution rather than a set of quantum gates. This is advantageous for near term
devices with difficulty in scaling, readout, and individual control of qubits [49–51], as well
as avoiding the difficult task of error correction required for a universal quantum computer
[52]. Even restricting to quantum simulation, quantum devices offer a new paradigm of
study for problems in many fields, including high-temperature superconductors, quantum
chemistry, and even applications in high energy physics and cosmology [49, 50, 53], offering
the ability to perform calculations that are not feasible classically.
The main barrier for the efficient simulation of quantum systems on classical computers
is the exponentially growing Hilbert space dimension required to fully define a Hamiltonian
of the system in question. For example, if we have a system of spin-12 particles, from here
on qubits, each with a local Hilbert space dimension of 2, the total Hilbert space dimension
of N qubits grows as 2N . In many cases the 2N × 2N Hamiltonian has a simple sparse
structure, and thus does not need to be held in its entirety in memory, however the state of
the system consists of 2N independent numbers, requiring approximately 4TB of memory
to store the state of 40 qubits [50].
Computational methods that avoid the requirement to store the entire exponentially
increasing state have been formulated, for example matrix product state methods [54],
which exploit the locality of interactions to reduce the required number of degrees of
freedom of a realistic model. These, however, are limited to certain regimes, such as
ground state calculations. Quantum simulators have provided a new paradigm to perform
calculations of quantum systems, and are currently pushing the limits of classical capab-
ilities, without the limitation caused by exponential memory requirements. Such devices
thus raise natural questions on whether or not a given ‘calculation’ could, in principle,
be performed on a current classical computer. Demonstration to the contrary is labelled
‘quantum supremacy’, and has been recently claimed in Ref. [55]. The characterisation of
the complexity of a quantum device via its dynamics for such a comparison is an important
application, to which will return in the following chapters.
Vital for our application, the construction of quantum simulator devices has enabled
the study of many-body closed quantum systems over long periods of time. This has
allowed for the further study of the thermalization of quantum systems, initialised in both
pure and mixed states [10, 12, 13, 15, 56], as well as its breakdown at the onset of many-
body localization [8, 45] (MBL). Such experiments motivate a more detailed description
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of statistical physics, and pose theoretical questions on the precise conditions required for
quantum thermalization to occur. These experiments contradict the approach of Gibbs
- assuming a probabilistic treatment of the state of the system, by reducing uncertainty
in this initial state via precise control of the initial microstate - thus eliminating any
justification for a postulate of equal a priori probabilities3. We must thus look for an
approach that explains thermalization for a given state, based on assumptions about
properties of the system itself, as Boltzmann inspired via the ergodic hypothesis.
1.5 Pure State Statistical Mechanics
Above, we have seen that the standard approach to statistical physics has some funda-
mental limitations in its justification from a microscopic theory. The main assumption,
taking the microcanonical ensemble as a starting point via the assumption of equal a pri-
ori probabilities, is simply not valid for application to modern quantum devices, which,
in principle, can have a known initial microstate. We thus wish to obtain a theory of
the thermalization of closed quantum systems in terms of the unitary dynamics of a pure
state alone. In this section, I will outline the setting for a dynamical approach to thermal
equilibrium in a closed quantum system, and describe the key quantities of interest for
such a theory.
Concretely, then, we define quantum thermalization as the occurrence of two simul-
taneous conditions on an observable of a quantum system:
1. Equality of time average and microcanonical average: 〈O(t)〉 ≈ OMC(E)
2. Vanishing fluctuations around time average: δ2O(∞) ∼ O(e−N ),
where N is the number of particles in the quantum system. These conditions describe
the core predictions of equilibrium statistical physics, and thus efforts towards their jus-
tification from a general initial pure state that has been labelled ‘pure state statistical
mechanics’ [58].
If 1) is not satisfied, yet a different (or undefined) observable value is obtained in the
long time limit, with small fluctuations in the sense of 2), then the system is said to have
equilibrated rather than thermalized.
The time average observable value and time-average fluctuations can be cast simply in
terms of properties of eigenstates as follows. We define (as will be the notation through-
out this thesis) a state of a system at time t by |ψ(t)〉, which evolves in time under a
Hamiltonian H with eigenstates {|ψµ〉}. In many scenarios the Hamiltonian may be writ-
ten as H = H0 + V , where H0 is some non-interacting Hamiltonian (which may itself
be integrable or non-integrable), and V represents a coupling between regions of interest.
3Of course, there is necessarily some experimental uncertainty, which one may attempt to exploit
to formulate a statistical theory based on the mixed initial state due to this. Indeed, there have been
suggestions along these lines for large systems based on estimates of experimental errors [57], which are
very well justified for macroscopic quantum systems, and perhaps also for many current quantum devices.
Even so, a classical computer simulation of a pure state evolving under the Schrödinger equation still
thermalizes, and in such an ideal case the error is zero. We thus see the underlying mechanism should not
be a probabilistic treatment of the initial state as an ensemble.
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For example, we may consider a lattice where H0 describes the local on-site energies, and
V describes interactions between lattice sites. We will represent the eigenbasis of H0 by
{|φα〉}, which we refer to as the non-interacting basis. Observables O have matrix ele-
ments Oαβ := 〈φα|O|φβ〉 and Oµν := 〈ψµ|O|ψν〉, where we reserve the indices α, β for the
non-interacting basis, and µ, ν for the interacting basis, {|ψµ〉}.
Some key intuition for quantum thermalization may be easily understood with very
few assumptions by considering the time evolution, long time average, and fluctuations
around equilibrium of an arbitrary observable. Indeed, much of our discussion below will
be based around these three quantities.
In general, the time evolution of an arbitrary initial pure state may be written as
|ψ(t)〉 =
∑
µ
cµe
−iEµt|ψµ〉, (1.16)
with cµ := 〈ψµ|ψ(0)〉. Relating this to the time evolution of an observable O, we see that
〈O(t)〉 := 〈ψ(t)|O|ψ(t)〉 =
∑
µν
cµcνOµνe
i(Eµ−Eν)t. (1.17)
The time average 〈O(t)〉, defined in Eq. (1.2), may be written as,
〈O(t)〉 = lim
T→∞
1
T
∫ t
0
dt
∑
µν
cµc
∗
νOµνe
i(Eµ−Eν)t
=
∑
µ
|cµ|2Oµµ,
(1.18)
assuming that there are no degenerate energy levels, such that Eµ−Eν = 0 implies µ = ν,
and thus limT→∞ 1T
∫ T
0 dte
−i(Eµ−Eν)t = δµν .
We describe the time-averaged fluctuations of observables by,
δO(∞) := lim
T→∞
1
T
∫ T
0
dt(〈O(t)〉2 − 〈O(t)〉2), (1.19)
which, assuming that also there are no degenerate energy gaps, such that Eµ − Eν =
Eµ′ − Eν′ implies µ(ν) = µ′(ν ′), leads to
δO(∞) =
∑
µν
µ6=ν
|cµ|2|cν |2|Oµν |2, (1.20)
which we can see relies entirely on the off-diagonal elements of the observable.
From this we can make two important observations on the time average properties of
O:
1. The time average value depends on diagonal elements of the observable Oµµ.
2. Fluctuations from equilibration depend on off-diagonal elements Oµν .
Eqs. (1.18) and (1.20) are known as the ‘diagonal ensemble’ descriptions of the ob-
servable and observable fluctuations, respectively. This term is used as they reproduce the
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result of the diagonal ensemble density matrix ρDE, defined by
ρDE =
∑
µ
|ψµ〉〈ψµ|ρ|ψµ〉〈ψµ|, (1.21)
where ρ is the initial density matrix of the state, which for the pure state case above is
simply ρ = |ψ(0)〉〈ψ(0)|. ρDE can be seen to be the effective time-average density matrix
ρ, as the diagonal elements are those that survive the time average, as above.
It should be noted that, under unitary evolution, a quantum system may never reach
a stationary state from a non-stationary one, ρDE is thus not a physical state that one
would ever expect to occur in a real system. It is rather a purely a theoretical construct,
indicating the time-averaged behaviour of the system. In reality, a system will evolve
to a state close to ρDE, and continually fluctuate in time. Equilibration, then, is when
fluctuations around this state are small, as discussed above.
Furthermore, for a system with a discrete energy spectrum, revivals are inevitable.
That is, if we were to wait long enough, the system would return arbitrarily close to its
initial state. Thus we see that equilibration can only be defined on average. In the context
of closed quantum systems, then, when we refer to equilibration or thermalization in the
following, we mean that a system is close to its equilibrium state for most times, except
for these rare revival times.
There are further caveats to the notion of thermalization in a quantum system. Indeed,
for any quantum system one may specially choose states such that thermalization never
occurs. A trivial example is if the system were prepared in an eigenstate of H. In this
case, the system is in a steady state, and cannot evolve in time. In fact, this acknowledge-
ment renders thermalization itself a rather surprising phenomenon from the perspective
of quantum theory, as any state may be expressed simply as a linear superposition of
eigenstates, each simply with a time evolution described by an oscillating phase factor
|ψ(t)〉 =
∑
µ
cµe
−iEµt|ψµ〉. (1.22)
This has motivated statements on the fundamental mechanism of thermalization in terms
of the dephasing of these eigenstate components [59, 60]. This further gives an intuitive
picture of revival processes as the complete or partial rephasing of such components.
Further, one may always design an observable O that never thermalizes. An example
would be a projector onto a single eigenstate, which again is necessarily constant in time.
As we will discuss in detail in this thesis, the form of observables is very important, and
it is expected that observables that are ‘physical’ in some manner, should be those that
thermalize.
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Chapter 2
Theoretical Overview
After Schrödinger and von Neumann, the problem of quantum thermalization sawrelatively little attention. In fact, von Neumann’s work on the topic was largely
disregarded, for reasons we now understand to be tenuous [61, 62]. It was not until the
early 90’s that the beginning of the modern approaches to the topic would make significant
progress, with the seminal works of Srednicki [63], and Deutsch [64, 65], who developed
the Eigenstate Thermalization Hypothesis (ETH) from arguments from quantum chaos
and random matrix theory. The ETH later gained significant attention after numerical
works showing its broad validity in many systems [66], pioneered by Rigol et. al. [67].
Other approaches to foundational arguments have attempted to establish thermaliz-
ation via properties of ‘typical’ states in high dimensional Hilbert spaces, and thus may
avoid the assumptions of quantum chaos. We will see that this approach has been very
successful in rigorously establishing equilibrium properties of quantum systems, however
is unable to explain equilibration from an initial ‘atypical’ state. I will summarise some
such approaches below, and argue that the ETH approach is, in-fact, a preferable and
realistic mechanism for thermalization in closed quantum systems.
The focus of this chapter will thus be an introduction to the ETH. I will begin by
discussing the quantum theory of chaotic systems, and their description in terms of random
matrix theory (RMT). I will discuss two approaches to justification of the ETH, the
first due to Srednicki [63] via a conjecture due to Michael Berry [68] on the structure of
eigenstates of chaotic quantum systems, and the second a more general RMT approach
initially due to Deutsch [64]. We will see that each of these approaches is very similar in
the fundamental underlying assumptions. I will then introduce the full ETH itself, in the
form of an ansatz by Srednicki [69, 70]. We will then see that fulfilment of Srednicki’s
ansatz is sufficient for thermalization to be guaranteed. A further section is devoted to
other approaches to statistical physics, with a focus on typicality. We will here also see that
equilibration can be shown on far more general grounds, and discuss bounds on timescales
of equilibration.
This chapter will aim to provide the necessary background to understand the ETH, its
key consequences, and its justifications in terms of chaotic wavefunctions; however for a
more comprehensive review we point the reader to Ref. [66]. For an accessible introduction
of greater detail than will be discussed below, I recommend Ref. [71]. Further, the review
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Ref. [72] focusses in more detail on quantum chaos and RMT, and their relation to physical
systems such as spin chains. In the latter part of this chapter, typicality methods and
equilibration conditions will be discussed, which are reviewed in Ref. [73]. It will be the
aim throughout this chapter to provide an intuitive overview of these broad topics in order
to motivate the current work. This motivation will be discussed explicitly at the end of
this chapter.
2.1 Eigenstate Thermalization
2.1.1 Quantum Chaos
The appeal to ergodicity in classical statistical physics relies on a particular feature of a
system in order for thermalization to occur. That is, in a hand-waving way, the system
should be sufficiently ‘complicated’ such that trajectories are not dominated by closed
loops, as they would be for an integrable or (finite) near integrable models. This intu-
ition extends to the quantum regime, as, indeed, integrable models cannot be expected to
thermalize to the thermodynamic ensembles discussed in the previous chapter. Rather,
integrable models, characterised by their extensive number of conserved quantities, equi-
librate instead to a generalised Gibbs ensemble (GGE) [74, 75], which must explicitly
account for these conserved quantities.
We thus expect thermalization to occur only in non-integrable systems1. Whilst ‘true’
chaos, in the sense of exponentially divergent trajectories in phase space, cannot exist in
quantum systems [77, 78], quantum chaos is instead characterised in terms of properties
of eigenfunctions, and energy spectra [72] of a chaotic Hamiltonian. In the chaotic regime,
these are related to those of random matrix ensembles, as we will see below.
Berry’s Conjecture
The study of quantum chaos began with the study of the semi-classical quantization
[79, 80] of one-body classically chaotic models [81–83], such as chaotic billiards. It was
observed that the eigenstates of such models had a particularly complicated structure.
This observation motivated a conjecture due to Berry [68]: the wavefunctions ψ(x) at
position x of quantum systems whose classical counterpart is chaotic, and that are not
close to the ground state, are made up of a random superposition of plane waves. Thus
ψ(x) is selected from a Gaussian distribution, with a two-point correlation function〈
ψ∗
(
x− s
2
)
ψ
(
x+
s
2
)〉
=
1
Ω
∫
dpe
i
}p·xδ(E −H(x,p)), (2.1)
where p is the canonical momentum, H(x,p) is the classical Hamiltonian, E is the eigen-
state energy, and Ω =
∫
dxdpδ(E −H(x,p)).
Interestingly, Berry’s conjecture may actually be derived from a principle of least bias
1There is a caveat here, in which the chaotic features of a model may also be introduced through an
initial state that is, say, an eigenstate of a non-integrable model, yet the system evolves under an integrable
one [76]. This can be seen to have equivalent chaotic dynamics.
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[84], via a random matrix theoretic framework detailed in Ref. [85]. Thus, an approach
to quantum thermalization based on this conjecture then constitutes both an information
theoretic approach in the same spirit as Jaynes, as well as a physical condition on a
property of chaotic systems.
Berry’s conjecture was exploited by Srednicki [63] to formulate the ETH. Indeed, it can
be seen to lead to ‘eigenstate thermalization’ in the sense that individual eigenstates exhibit
thermal behaviour, yielding the correct thermal statistics for a given symmetry property
(that is, Maxwell-Boltzman, Bose-Einstein, or Fermi-Dirac distributions depending on the
eigenstate symmetries). More importantly for our discussion, eigenstate expectation values
of observables are approximately thermal expectation values given by a microcanonical
ensemble [63]. The key feature of Berry’s conjecture that leads to such behaviour is the
fact that the Wigner distribution of the wavefunction ψ(x), which is given by,
WE(ψ(x)) =
1
(2pi})D
∫
dsψ∗
(
x− s
2
)
ψ
(
x+
s
2
)
e−
i
}p·x, (2.2)
where D is the dimensionality of the system, is given by a microcanonical distribution
after taking the ensemble average over eigenstates (equivalent a smoothing process in the
x coordinate) [63]. This can be easily seen by taking the Fourier transform of Eq. (2.1)
to obtain
WE(ψ(x)) ≈ 1
Ω
δ(E −H(x,p)). (2.3)
Here the ≈ sign indicates that we have used the ensemble average.
This may be exploited to obtain the expectation value of an observable O in the state
ψ(x), which can be written as
〈O〉 =
∫ ∫
dxdpWE(ψ(x))O˜(x,p), (2.4)
where O˜(x,p) is the Weyl transform of O, defined by
O˜(x,p) :=
∫
dse−
i
}p·s
〈
x+
s
2
|O|x− s
2
〉
. (2.5)
Thus, we have
〈O〉 ≈ 1
Ω
∫ ∫
dxdpδ(E −H(x,p))O˜(x,p), (2.6)
which can be seen to be a microcanonical average. We thus have, assuming Berry’s
conjecture, that the expectation value of an observable O (suitably coarse grained) in
a high energy eigenstate is equal to its microcanonical average. This is the essential
statement behind the ETH, as will be seen below.
Random Matrix Theory
The study of chaotic quantum systems via random matrix theoretic models dates back to
Wigner, who employed such methods in the study of heavy nuclei [86, 87]. Since then,
RMT has become the key tool in descriptions of many-body quantum chaos [72, 88–93].
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There are two distinctive properties of quantum chaotic systems that we will describe
in this section, which may be understood in terms of random matrix theory. Firstly,
the energy level statistics of neighbouring eigenstates, and secondly, the distribution of
(chaotic) wavefunctions.
In order to build a picture of many-body chaos in quantum systems we begin with
an integrable Hamiltonian H02, with eigenstates |φα〉 and eigenenergies E(0)α . Integrable
systems are characterised by an extensive number of conserved quantities Oi, and thus a
large number of degenerate energy levels [78]. Indeed, the generic indicator of integrability
[66] is the energy-level statistics - which for integrable systems follow the Berry-Tabor
conjecture [94]. This is the statement that for integrable models the energy level statistics
follow a Poissonian distribution,
PP(s) = e
−s, (2.7)
where s is the spacing of neighbouring energy levels. The energy levels are thus effectively
uncorrelated.
Upon introduction of an integrability breaking perturbation V the energy level stat-
istics of non-integrable models follow the Wigner-Dyson distribution - that of a random
matrix with the appropriate symmetry conditions. For a time-reversal symmetric Hamilto-
nian this is the Gaussian Orthogonal Ensemble (GOE), which is made up of Gaussian
distributed real values, and will be discussed in more detail below. The Wigner-Dyson
distribution for the GOE takes the form,
PWD(s) =
pi
2
se(−
pis2
4
). (2.8)
The key feature to note about Eq. (2.8) is that it displays energy level repulsion, that is,
the probability of finding degenerate states PWD(s → 0) vanishes. Such an integrability
breaking perturbation V can thus be seen to reduce the number of conserved quantities to
the energy alone. This can be observed as, due to the level repulsion, the full non-integrable
Hamiltonian H now has non-degenerate energy levels. Noting that if a quantity Oi is
conserved it has the same eigenstates as H, if all energies are non-degenerate, eigenvalues
of the observable must be determined by energy alone. Thus, any conserved quantity
Oi = f(H) is a function of the Hamiltonian.
The Berry-Tabor toWigner-Dyson transition is the key marker of the crossover between
integrability and non-integrability [90, 95], however it is not the most important attribute
in defining quantum chaos in our discussion. That role is played by the wavefunction dis-
tribution [72]. The resulting chaotic eigenstates are the fundamental feature of many-body
quantum chaos [96].
After perturbing a non-interacting system described by H0 with a sufficient interaction
V , we have a new set of eigenstates |ψµ〉 of the total Hamiltonian H = H0 + V . The
key intuition here is that for energies sufficiently far from the ground state with high
energy level densities, even small perturbations cause the many-body eigenstates |ψµ〉 to
be made up of a large number of independent frequencies and phases contributing to
2Note that in later chapters H0 will not necessarily be integrable
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Figure 2.1: Comparison of distributions of a realistic spin-chain (Hamiltonian in Eq.
(5.60)) system with quantum chaos and RMT as integrability is broken. Red bordered
plots indicate fully chaotic regime. a)-d) Show probability distribution of a mid-energy
wavefunction (blue), with a Gaussian fit (yellow), showing the Gaussian ansatz for chaotic
wavefunctions of Eq. (2.9). d)-g) Shows the energy level statistics of spin-chain (blue),
Wigner-Dyson distribution (yellow), and Poissonian distribution (green). Both the Berry-
Tabor conjecture and Berry’s conjecture are seen to hold, as in the integrable limit (a),
e)) energy level statistics are Poissonian, as integrability breaking parameter is increased,
wavefunctions become Gaussian distributed and level statistics become Wigner-Dyson.
Parameters: N = 14, B(S)x = B
(B)
z = 0, B
(S)
z = 0.8, B
(B)
x = 0.3, J
(B)
z = 0.3, J
(S)
z =
0.2, J
(B)
x = 1., J
(S)
x = 0 (a), e)), 0.15 (b), f)), 0.25 (c), g)), 0.5 (d), h)).
the resulting eigenstate distribution cµ(α) = 〈φα|ψµ〉 expressed in the basis of H0. This
motivates a Gaussian ansatz on the form of such chaotic wavefunctions reminiscent of
Berry’s conjecture, with
P (cµ(α)) ∝ e−
cµ(α)
2
2Λ(µ,α) , (2.9)
for some Λ(µ, α) defining the shape of the chaotic wavefunction. The function Λ(µ, α)
is very similar to the ‘strength function’ or local density of states (LDOS) exploited in
the description of chaotic wavefunctions in e.g. Refs. [72, 91, 96–98], and the key feature
for chaotic wavefunctions is that Λ(µ, α) is a smooth function in energies Eµ, Eα. The
expression of chaotic eigenstates in terms of a superposition of many independent principal
components is the essential mechanism behind chaos in many-body quantum systems. We
note that this definition of chaotic wavefunctions is a somewhat weaker restriction than
e.g. Ref. [91], where the chaotic wavefunctions are assumed to have a Gaussian form of
Λ, as well as probability distribution.
Indeed chaotic wavefunctions have proven a successful tool for application to many-
body chaotic systems, and can be seen to underpin many of the ideas of the ETH. We
will see in the next section that a similar approach to that of Srednicki above may be
used to obtain some key ideas of the ETH from chaotic wavefunctions. Further, works
by Flambaum and Izrailev [96, 99] can be seen to provide a foundation for the ideas of
the ETH - showing that the Fermi-Dirac distribution may be obtained in an interacting
Fermionic system using the structure of chaotic eigenstates.
To demonstrate these ideas, in Fig. 2.1 we show the crossover from Poissonian to
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Wigner-Dyson statistics in a spin chain system as an integrability breaking interaction is
increased. In Fig. 2.1 we see the transition from integrability to chaos in a spin-chain model
(introduced in Chapter 5), and observe that, indeed, there is a crossover from Poissonian to
Wigner-Dyson statistics as an integrability breaking perturbation is introduced. Further,
there is a corresponding crossover to a Gaussian probability distribution of eigenstates.
Indicating that indeed a chaotic wavefunction ansatz of Eq. (2.9) is valid in the non-
integrable regime.
In the following, we thus refer to quantum chaotic systems in reference to the con-
jectured properties of non-integrable3 models [72, 91]. These include non-degeneracy of
energy levels and energy gaps, as well as the form of chaotic wavefunctions in terms of
a smooth distribution Λ(µ, α). Note that the specific Gaussian probability distribution
will be modified in chapter 5, where we will see that the purely Gaussian form (which
we will label the random wavefunction ansatz) is shown to be insufficient. However the
underlying ideas are the same.
2.1.2 Deutsch’s Random Matrix Theory
A description of chaotic quantum systems in terms of random matrix theory can be ex-
ploited using the approach of chaotic wavefunctions in order to describe thermalization
and the ETH [64]. This approach utilises a model Hamiltonian given by an N ×N matrix
of the form,
H = H0 + V, (2.10)
where the non-interacting Hamiltonian H0 has matrix elements (H0)αβ = δαβω0, with
ω0 =
1
N . V is a real symmetric random matrix with matrix elements Vαβ = hαβ with
averages 〈hαβ〉V = 0 and 〈h2αβ〉V = (1+δαβ)g
2
ω0N . Here 〈· · · 〉V represents an average taken
over realisations of the random matrix V . The perturbation matrix may be written as
V = g√NGOE, where GOE is a random matrix selected from the Gaussian Orthogonal
Ensemble, and g is a coupling strength. As above, we denote the eigenstates of H0 by
|φα〉, and of H by |ψµ〉.
In Deutsch’s approach, the assumption of chaotic wavefunctions of Eq. (2.9) is made on
the wavefunction cµ(α) := 〈φα|ψµ〉. In this case, the probability distribution is taken over
realisations of the random interaction Hamiltonian V , and thus Λ(µ, α) := 〈|cµ(α)|2〉V .
This model can be solved [16] for large N and small g , which is shown in Appendix
A.1. It can be shown that the chaotic wavefunctions form a Lorentzian distribution,
Λ(µ, α) =
ω0Γ/pi
(Eµ − Eν)2 + Γ2 , (2.11)
with Γ = pig
2
Nω0 setting an energy scale that describes the width of a single chaotic wave-
function.
This model will become the basis for much of the work in later chapters, and we delay
further discussion of many of its properties and relation to physical systems until then,
3and non-many-body localising
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except to summarise the work by Deutsch [64, 65], as it applies to the ETH.
One may immediately note from Eq. (2.11) that the chaotic wavefunctions can be seen
to form an effective microcanonical ensemble, in the sense that they take non-zero values
over some width Γ from the central energy Eµ. This can be seen to lead to a similar
conclusion as Srednicki’s approach above: the diagonal observable matrix elements in the
interacting basis, or eigenstate expectation values, Oµµ, of the model are equal to,
〈Oµµ〉V =
∑
α
Λ(µ, α)Oαα. (2.12)
Thereby, one may observe that the eigenstate expectation values are given by a microca-
nonical average defined over a width Γ around the eigenstate energy Eµ.
Further important properties of this model were revealed by Reimann [100], who
demonstrated that eigenstate expectation values vary smoothly between eigenstates in
the sense that,
|〈Oµµ〉V − 〈Oνν〉V | ≤ |µ− ν|∆O ω0
4piΓ
, (2.13)
where ∆O = Omax−Omin is the difference between the largest and smallest values of the
observable. Secondly, Reimann showed that the off-diagonal elements Oµν for µ 6= ν can
be observed to be vanishing for large systems.
Further random matrix models have been exploited to describe even dynamical fea-
tures of the decay of the initial state as measured by the survival probability P (t) :=
|〈ψ(0)|ψ(t)〉|2. This has been obtained by analysis of a full random matrix Hamiltonian,
and shown to resemble the decay of realistic physical models in Refs. [72, 89, 101], however,
this is limited by certain non-physical features of full-random matrix Hamiltonians, such
as the Wigner semicircle law [87] for the density of states, which differs from the Gaussian
density of states expected for generic spin-chain systems. This has the effect of the decay
to equilibrium taking the form of a Bessel function, rather than an exponential, or Gaus-
sian decay, as would be expected in a realistic spin-chain model. Further, the survival
probability is a non-physical observable, as it is a projector onto a single state. In fact,
it has been shown to display behaviour that deviates from typical physical observables as
expected by the ETH [18, 102].
There are a further multitude of random matrix models in the literature, which gen-
erally aim to capture some relevant property of real systems missed by the GOE. For
example, the two-body-random ensemble is a random matrix approach applying random
values only to matrix elements corresponding to two-body interactions [72, 103, 104], and
is thus able to recreate the sparsity of a realistic model represented in a computational
basis [105]. Further, models have been developed to describe non-integrable systems that
do not thermalize due to on-site disorder leading to MBL effects [106, 107]. In general,
however, detailed analysis of such models are limited to numerical computations.
2.1.3 Srednicki’s Ansatz and General Formulation
We have seen thus far that ‘eigenstate thermalization’ may be justified in the sense of the
resemblance of individual chaotic eigenstates to a microcanonical distribution, and the
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approximate equality of eigenstate expectation values with microcanonical averages. The
latter equality motivates writing the ETH in terms of matrix elements of observables in
the basis of eigenstates of the full interacting Hamiltonian H. Indeed, the ETH is usually
formulated as an ansatz, initially by Srednicki [69, 70], precisely in this manner:
Oµν = OME(E)δµν +
1√
D(E)
f(E,ω)Rµν , (2.14)
where OME(E) is the microcanonical average of Eq. (1.8) at energy E :=
Eµ+Eν
2 , f is a
smooth function of E and ω := Eµ−Eν , that decays to zero for increasing |Eµ−Eν |, D(E)
is the density of states, and R is a stochastic variable with mean zero and unit variance.
The factor 1√
D(E)
is often written instead in terms of the thermodynamic entropy S(E)
as e−S(E)/2. This can be seen to capture the relevant details seen in the previous sections
from RMT and Berry’s conjecture: namely, that the eigenstate expectation values (µ = ν
in Eq. (2.14)) are given by the microcanonical average, and the off-diagonal elements
are exponentially small in system size. Note that latter term was not derived or justified
through quantum chaos or RMT, rather simply on the grounds that, as we will see in the
next section, it guarantees the correct form for observable fluctuations.
We note a key question that remains in the formulation of the ETH. What is O?
Generally, it is stated that the ETH should apply to ‘physical’ observables, that is, those
that we observe to thermalize. Thus, the ETH has a reasonable working definition, in
the sense that it may be easily applied to a system, however precisely what constitutes
a ‘physical’ observable is unclear. In Chapter 3 we will outline some specific features of
local observables, which in Chapter 5 we use to derive the ETH in the form of Eq. (2.14).
2.1.4 Sufficiency for Thermalization
For a particular observable that satisfies the ETH, we may show that the structure of the
matrix elements leads directly to the conditions for thermalization described in Section
1.5: The time average of an observable should be equal to the microcanonical average
around the initial state energy, and the time-fluctuations should decrease exponentially in
system size.
These conditions are trivial to obtain from the diagonal ensemble results from Section
1.5 for the time-averaged observable and time-fluctuations. To see this, first using Eq.
(1.18) and the ETH we have that
〈O(t)〉 =
∑
µ
|cµ|2OMC(E)
= OMC(E0),
(2.15)
where we have taken initial states that are not macroscopic superpositions of energies, such
that O(E) is approximately constant over all occupied eigenstates, and thus the microca-
nonical average at the initial state energy E0 may be removed from the summation. For a
macroscopic superposition state, one simply obtains a weighted average of microcanonical
values, which is also what we should expect. It can thus be seen that the ETH guarantees
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that the equilibrium state is the expected thermal state.
To describe the fluctuations, we use Eq. (1.20), which can be seen to depend solely on
the off diagonal element of O. Using the second term of the ETH, then, for a system of
N particles we have,
δ2O(∞) =
∑
µ,ν
µ6=ν
|cµ|2|cν |2 1
D(E)
f(E,ω)Rµν
≤
∑
µ,ν
µ6=ν
|cµ|2|cν |2 1
D(E)
f(E,ω)
≈ 1
D(α0)
f(E, 0)
∼ O(e−N ),
(2.16)
where we have again assumed that the initial state is not in a macroscopic superposition,
however, once again, for cases where the initial state does take this form we can still see
that δ2O(∞) would be on the order of the inverse of the density of states weighted by the
initial state population, as f ∼ O(1).
Of course, the ETH is not expected to be true for all systems, and thus cannot be
proven in general. One would have to show it for given systems, which due to the non-
integrability of systems for which it is conjectured to hold, leaves mainly numerical meth-
ods for demonstration of the ETH. Such approaches have proven to be a fruitful platform
to study the ETH. Indeed, studies of both the diagonal [66, 67, 108, 109], and non-diagonal
[66, 110–114] elements of observables in non-integrable quantum systems have proven very
useful in showing that the ETH applies to a broad range of non-integrable models. As well
as observing the validity of the ETH as the integrability of a system is broken [95, 115],
and its breakdown at the onset of MBL [116].
Note that a formulation of quantum statistical physics based on the ETH ansatz is
already preferable to standard approaches. This is because the ETH is a physical property
of a single system, and does not require an appeal to ensemble averages for justification
of thermalization after initialisation in a non-equilibrium initial state. However, the ETH
in the form of Eq. (2.14) is still a very strong assumption that is not rigorously justified.
One of the key contributions of this thesis will be to establish the full ETH in the form of
Eq. (2.14) based on a framework of chaotic wavefunctions.
2.2 Other Approaches to Thermalization
2.2.1 Typicality
We have seen above that thermalization is guaranteed by the ETH, however, that is is a
strong assumption to make on a given system. Typicality seeks to avoid such assumptions
by attempting instead to find generic properties of large quantum systems. Typicality
can be summarised in terms of the behaviour of the ‘overwhelming majority’ of states,
observables and/or Hamiltonians in large dimensional models. The key principle can
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be understood from picking a random state of a system. Roughly speaking, typicality
asserts that this state is overwhelmingly likely to resemble a canonical thermal state. It is
immediately intuitive that this is very similar in spirit to RMT methods, as such randomly
selected states are equivalent to eigenstates of random matrices. In this section, we will
discuss such typicality approaches. Whilst typicality is not the main focus of this work,
it is has been an important development in the understanding of the thermalization of
closed quantum systems, and thus we review some of the key successes of the approach,
as well as its limitations, below. For an extensive review of typicality approaches see Ref.
[73].
There are several approaches to quantum thermalization that may be described in
terms of typicality, which we will briefly discuss here. The most prominent is the ca-
nonical typicality [117–119]. Typicality approaches have the shared theme of showing
that thermalization occurs for ‘most’ quantum systems due to generic features such as
entanglement [73, 120].
The main statement of canonical typicality is as follows: For a random state |ψ〉 selected
from a uniform distribution on the unit sphere, the reduced state ρS = TrB{|ψ〉〈ψ|} on
an energy shell E|ψ〉 ∈ [E,E + δ], where TrB indicates a trace over the bath degrees of
freedom, is overwhelmingly likely to satisfy
ρS = TrB{|ψ〉〈ψ|} ≈ TrB{ρME(E)} ≈ ρβ. (2.17)
This is shown in [118] under the very general conditions by application of Levy’s lemma,
assuming only that the (sub)system is small compared to the bath, and the total Hilbert
space is large. Note here that this result gives a uniquely quantum foundation to statistical
physics, in the sense that the canonical state emerges as a result of the entanglement
between the system and bath in a randomly selected state.
These methods, however, do not remove the need for an arbitrary probability distri-
bution, in the sense that they select states from a predefined distribution - the uniform
distribution, or Haar measure over the unit sphere. In this sense they are not far removed
from the assumption of equal a priori probabilities from the previous chapter, though take
an important additional step of stating that individual states from this ensemble have the
required properties, and not just the ensemble itself. The essential proof is that the vari-
ance around the average over this distribution is small. Here we see a further relation to
random matrix approaches, where a Haar average over random Hamiltonians is a common
tool, and a ‘self-averaging’ assumption is often made [121], that the variance in observable
dynamics between Hamiltonian realisations is small.
The intuition underpinning canonical typicality - that of the resemblance between a
randomly selected state and an equilibrium state can be taken a step further, and even
describe the time dependence of a state. Dynamical typicality [122] has been shown under
similar conditions, and is the statement that two states |ψ1(2)〉 with the same expectation
value of an observable O on a small subspace of the total Hilbert space are likely to have
the same expectation value at some later time. Both canonical and dynamical typicality
have proven to be useful numerical approximation tools [123–125], allowing the use of a
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single state, rather than a density matrix, to describe time evolution, and thus drastically
reducing memory cost [125].
Canonical typicality thus gives a rigorous justification to the statement that ‘typical’
states are in thermal equilibrium with respect to a local observable O, guaranteeing that
〈ψ|O|ψ〉 ≈ Tr{ρβO} for almost all |ψ〉. Note that there are also other typicality approaches
to thermalization, namely Normal Typicality [61, 62], which shows that typical states of
systems thermalize with respect to a ‘macroscopic’ observable in the sense that a random
state |ψ〉 satisfies 〈ψ|Peq|ψ〉 ≈ 1, where Peq is a projector onto an equilibrium subspace
Heq. This approach has been further generalised in Ref. [126].
The results shown above from typicality show clearly and conclusively that thermal
equilibrium is a property of typical states and/or observables. One may argue, however,
that these approaches offer little insight into realistic thermalization dynamics, which takes
as its starting point a non-thermal, and thus atypical state. If a system initially starts in
such an atypical state, should it evolve into a typical state under unitary dynamics? If
so, under what conditions? As this central question is left unanswered by the above ap-
proaches, they therefore cannot tell the whole story of quantum thermalization. However,
typicality nonetheless has provided very useful results, and rigorously confirm an intuition
obtained from the classical approaches above - the equilibrium state has essentially the
same observable properties as a ‘typical’ state.
2.2.2 Equilibration
Under general conditions, we have seen that typicality approaches above justify the re-
lation between a typical state of a generic system and a thermal state, however fail to
account for non-equilibrium initial states, and cannot show that evolution in time leads
to equilibration, or thermalization. Here we will see that equilibration, at least, may
in-fact be shown under very general assumptions. The main starting point will be the
non-resonance condition, from which we obtained a time average observable value given
by Eqs. (1.18). To show equilibration, we are interested in bounding fluctuations Eq.
(1.20), which is repeated for convenience:
δO(∞) =
∑
µν
µ6=ν
|cµ|2|cν |2|Oµν |2. (2.18)
If this value is small, at least at some long-time, the observable will reach an equilibrium
value, around which fluctuations are small, and equilibration (on average) is realised.
The simplest of these bounds is obtained trivially [73],
δ2O(∞) ≤ max
µ6=ν
|Oµν |2, (2.19)
which tells us equilibration is guaranteed as long as all off-diagonal observable elements
are small. A more illuminating bound is obtained by Reimann [57], who showed for initial
states |ψ(0)〉,
δ2O(∞) ≤ (Omax −Omin)2IPR(|ψ(0)〉), (2.20)
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where IPR(|φα0) is the inverse participation ratio (IPR),
IPR(|ψ(0)〉) =
∑
µ
|〈ψµ|ψ(0)〉|4. (2.21)
The IPR is sometimes written as 1Deff where Deff is the effective dimension, and can be
seen to be a measure of the number of eigenstates that contribute a non-trivial weight
to the initial state. Thus, the IPR is expected to be very small for generic initial states
(including non-equilibrium states). We thus see that equilibrium on average is expected
under quite general conditions. Linden et. al [127] obtained a similar bound, on the
time-average trace distance between the reduced density matrix and that of the diagonal
ensemble [127].
Reimann’s result has been further iteratively improved upon, by Short [128], Short and
Farrely [129], who notably removed the need for a nonresonance condition, and obtained
Eq. (2.20) with the difference that the RHS is multiplied by the number of resonances.
Reimann and Kastner then further improved the bound [130], allowing also for the initial
state to exhibit a small effective dimension Deff , as long as the second largest populated
energy level is small.
We note that these results on equilibrium, as well as the typicality results of the
previous section, include, for example, integrable and many-body localising systems, and
thus are too general to recover thermalization in full. The ETH is thus still required to
complete the picture, and ensure that the equilibrium state is that of a thermal ensemble.
2.2.3 Timescales of Equilibration
An important missing piece to our discussion thus far is the timescale over which the
system, initialised in some non-equilibrium state, reaches its equilibrium state, thermal
or otherwise. So far we have seen that typical states of large systems are described by
thermal states from typicality, and further, that any initial state equilibrates under the
non-resonance condition if the inverse participation ratio is large. We have also seen that,
if the ETH is satisfied, this equilibrium state is described by the microcanonical ensemble.
Thus, what naturally remains are questions on timescales, and dynamics.
The first major results of this kind gave unreasonably large timescales [129, 131, 132],
which grew with the Hilbert space dimension. Indeed, these timescales were seen to in-
fact be tight, as observables can be constructed that saturate the bounds. However, such
observables have little physical relevance, as realistic observables are seen to decay in
timescales that are independent of bath size. On the other hand, fast thermalization was
shown for ‘typical’ observables in a similar manner to the previous section [132], and even
dynamical information was captured by Reimann [133] using an approach reminiscent of
RMT. The implied timescales of these bounds is particularly interesting, as it states that
the typical dynamical behaviour is close to the fastest possible decay [132], and rare, non-
typical observables are those that can be constructed to have excessively large equilibration
times.
The first bound to capture information on timescales of physical (local) observables was
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by Garcia-Pintos [134], who showed that a given observable equilibrates in a ‘reasonable
time’ (that does not scale with the bath dimension), provided some conditions are met on
the initial state, off-diagonal observable elements, and the distribution of energy gaps. For
pure-state initial states, however, this bound once more appeals to typicality arguments,
and the generic bound is valid for a bath in a sufficiently mixed state.
2.3 Motivations for Current Work
We have already seen that the current understanding of the foundations of statistical
physics is severely limited. Yet it is one of the most universally accepted theories in all of
physics, owing to its predictive power and generality. We have seen in the previous chapter
that quantum devices are allowing for the experimental study of the limits of statistical
physics. An important question, then, is regarding what precisely the regime of statistical
physics is: under what conditions does statistical physics hold?
Indeed, the apparent ubiquity of the conditions under which thermalization is observed
may be seen as precisely the motivation to study the problem of thermalization. This
leads to interesting questions regarding how thermalization may be beaten in search of
more exotic behaviour. Examples of quantum synchronisation [135], and other types of
non-stationary dynamics [136, 137] - requiring by necessity conditions that avoid the ETH
and thermalization.
We have seen above, some rather general approaches to quantum thermalization and
its relation to the foundations of statistical physics have already been understood. There
are still some major gaps, however, particularly surrounding the issue of timescales of
thermalization, and the dynamics itself, as well as the form of observables one expects to
thermalize. We have observed that the ETH provides a feasible mechanism for thermal-
ization that has been extensively studied numerically and verified. The ETH, however,
is a strong assumption on observable matrix elements that is not currently understood
in terms of physical properties of a system. The first major goal of this work is thus to
establish the ETH on more physical grounds, in terms of a weaker set of assumptions.
Typical studies of thermalization, as we have seen above, focus on quantities that are
beyond experimental reach. An important aim of the work in this thesis will be to obtain
analytical results in terms of physical properties of quantum systems that may be realised
in current experiments. Such experimental realisation may not only show markers of chaos
in quantum systems in terms of observable quantities, but will also prove to be useful in
characterisation of the experimental device itself.
There has further been a growing interest in using RMT methods for applications to
quantum circuits [55, 138–140], as both a testbed for quantum chaos, and in order to
characterise quantum algorithms and near term, noisy, quantum computers. Similar ap-
plications are a major motivation for the current work, allowing for application of theories
of quantum chaos to quantum simulators and other quantum devices. Along these lines,
as we will see in Chapter 7, thermalization dynamics may be exploited to characterise the
complexity of a quantum computation in a meaningful sense [18]. Indeed, such applic-
ations are an important step in the hunt for quantum supremacy [141], as well as more
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ambitious projects, such as quantum machine learning [142]. We thus see that an un-
derstanding of the conditions for the thermalization of quantum systems may have many
implications on the advancement of quantum technologies.
There are also reasons to be inspired by the problem of thermalization from purely
theoretical grounds. Thermalization is a beautiful example of an emergent behaviour
[143–146], and perhaps the simplest; it is thus an exciting testbed for understanding the
greater topic. With concepts such as emergence, it is important to have a clear definition
in mind. What is meant here by an emergent theory is the following: A system that is
described on some scale by a theoretical description, that when suitably coarse grained can
be described by a completely new theoretical framework bearing no resemblance to the
more detailed model. For the case of the study of thermalization as outlined above, the
end goal of the field is to understand how and under what conditions a quantum system
evolving under a microscopic description by the Schrödinger equation can be described by
the emergent higher level theory of thermodynamics.
The main aim of this work will be to establish an approach to non-integrable systems
that allows for explicit calculation of the thermalization process. The main goal is to
develop a useful tool for calculations of non-integrable quantum systems, under some
physically justified assumptions. I will endeavour to connect these assumptions to the
foundational arguments discussed in this section, but note that the aim is not to obtain a
rigorous and totally general model - such an effort seems some way from being obtainable
for non-equilibrium physics without a more detailed understanding of chaos in quantum
systems [71]. Rather, the goal is to obtain a formulation that captures critical features of
non-equilibrium dynamics and equilibration of generic chaotic systems. We will see that,
under the assumptions of quantum chaos outlined in the next chapter, we may obtain
not only the ETH, but the full thermalization dynamics of physical observables to the
thermal state. We will additionally observe the emergence of generic features of classical
statistical physics, and connect the results to thermodynamic properties of the system
such as entropy growth.
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Chapter 3
Random Matrix Theoretic model
of Quantum Chaotic Systems
In this Chapter I will introduce the features of chaotic wavefunctions which will beexploited to describe generic chaotic quantum systems via a random matrix theory
(RMT) approach. Particular attention will be paid to the key assumptions on physical
quantities that allow the application of RMT to real systems. It is the aim here to present
a detailed description of the conditions under which one may expect a given physical model
to be well described by the chosen RMT model, and, more generally, the theory of chaotic
wavefunctions to be developed in later chapters.
This chapter will begin by introducing the form of chaotic wavefunctions that will be
used in the following chapters. This form of chaotic wavefunctions will be exploited in
Chapter 5 to solve the Deutsch model of the previous chapter, which will become the basis
for many further results. I will therefore, in Section 3.1.1, discuss some key features of
the model that distinguish it from full random matrix approaches, and make the model
a suitable heuristic for realistic quantum systems. In particular, energy scales defined by
the chaotic wavefunctions can avoid common issues with random matrix models, such as
the restriction to infinite temperatures, non-local interactions, and allowing for changing
parameters in energy, such as the density of states. Following this, Section 3.2 will be
devoted to obtaining generic features of local observables, and their application to RMT.
This is an important feature of the current approach, as analytical RMT methods generally
do not allow for physical, local observables. Finally, I will detail the key conditions under
which important assumptions are expected to hold. These assumptions are those that
allow approximations with chaotic wavefunctions that will be used throughout the text,
and thus some time will be spent to cast the required conditions in terms of physical
properties of a system. The chapter will conclude with a summary of these conditions.
3.1 Model
As in Sec. 2.1.2 we will us a random matrix Hamiltonian of form H = H0 + V , described
in Eq. (2.10). This model can be solved [16] for large N and small g, which we perform
in Appendix A.1. The Gaussian ansatz on the distribution of the matrix c describing
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the many-body eigenstates |ψµ〉 =
∑
α cµ(α)|φα〉, discussed in Chapter 2, will be seen in
Chapter 5 to lead to inconsistent results for the off-diagonal elements of observables. Thus
a modification is required in order to describe thermalization dynamics and the full ETH.
Here we use a modified form for the probability distribution p of the matrix c of eigenstate
coefficients cµ(α), explicitly accounting for the mutual orthogonality of wavefunctions:
p(c,Λ) =
1
Zp
exp
(
−
∑
µα
c2µ(α)
2Λ(Eµ, Eα)
)∏
µν
µ>ν
δ
(∑
α
cµ(α)cν(α)
)
. (3.1)
The function Λ(Eµ, Eα) = Λ(µ, α) describes the distribution of the chaotic wavefunction
for a given Hamiltonian, and as is shown in Appendix A.1, is described by a Lorentzian,
Λ(µ, α) =
ω0Γ/pi
(Eµ − Eα)2 + Γ2 , (3.2)
with Γ = pig
2
Nω0 setting an energy scale that describes the width of a single chaotic wavefunc-
tion. We will see in Chapter 5 that using Eq. (3.1) solves issues that arise when ignoring
orthogonality using a purely Gaussian chaotic wavefunction, however focus in this chapter
on the physical conditions required to perform calculations with this ansatz.
It is important to note that the approach from chaotic wavefunctions is distinct from
the RMT model, in the sense that Eq. (3.1) is valid for generic chaotic systems. For
the particular case of Deutsch’s RMT model we have that Λ(Eµ, Eα) is described by a
Lorentzian. A further simple example is that of full random matrix Hamiltonian, where
H is simply selected from the GOE. In this case Λ = 1N , with N the dimension of the
random matrix. Further, it is common to assume a Gaussian structure on Λ(Eµ, Eα),
which as we will see in Chapter 5, is expected to be valid for strong coupling regimes of
quantum spin-chains [91].
We note that chaotic wavefunctions of the form (3.1) can be shown to be self-averaging.
This means that a single member of the ensemble behaves as the ensemble average,
〈〈O(t)〉〉V ≈ 〈O(t)〉. This justifies the use of the ensemble average for the RMT ap-
proach in the following chapters, and is proven, and discussed in more detail, in Appendix
C.
3.1.1 Energy Scales
The condition of locality in energy of wavefunctions can be seen from the property,
Λ(Eµ, Eα) → 0 for |Eµ − Eα|  Γ for some Γ describing the width of a chaotic wave-
function. This is satisfied for the RMT model above, as can be seen by Eq. (3.2), but
not the full random matrix Hamiltonian, with Λ(µ, α) = 1N . The energy scale Γ is a very
important feature of the RMT model of Eq. (2.10) that distinguishes the current approach
from typical full random matrix methods.
The definition of energy scales by chaotic wavefunctions is precisely what prevents the
long-range couplings in the random matrix interaction Hamiltonian V from rendering the
model unphysical. This can be understood through a condition that is a part of the ETH
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in the form of Eq. (2.14): off-diagonal matrix elements Oµν of observables should decay
to zero for |Eµ−Eν |  Γ for some energy scale Γ. If this condition is fulfilled, then states
of energy scales much greater than Γ cannot affect one another through the action of O,
and are thus irrelevant to the observable dynamics. We will see this is satisfied by the
RMT model in Eq. (2.10) in Chapter 5 in deriving the ETH.
Further, we can see it is this property that allows for a natural definition of a microca-
nonical temperature within the system, which can be seen by recalling Eq. (1.18), and
writing for the time average of an observable initialised in the state |φα0〉,
〈〈O(t)〉〉V = 〈
∑
µ
|cµ(α0)|2Oµµ〉V
=
∑
µα
〈|cµ(α0)|2|cµ(α)|2〉VOαα,
(3.3)
where for simplicity we have assumed Oαβ ∝ δαβ. Assuming for now that the chaotic
wavefunctions may be taken as purely Gaussian1, we can write
〈〈O(t)〉〉V =
∑
µα
Λ(µ, α0)Λ(µ, α)Oαα, (3.4)
which for a full random matrix with Λ(µ, α) = 1N is just an infinite temperature average
Tr(e−βHO) with β → 0, and thus full random matrix methods are limited to calculations
in this limit. If, however, some energy scale is set by Λ(µ, α), we see that the infinite time
average above is dictated by the energy of the initial state Eα0 , as the other indices are
summed over. In Chapter 8 we will see in detail how a finite temperature state can emerge
from this property, with β = β(Eα0).
Finally, in applying this model to realistic systems, we will in fact see that the RMT
approach is capable of describing systems that have a changing density of states with
energy, despite the model itself assuming D(E) = 1ω0 = const. This apparent contradiction
is avoided as the RMT assumption that D(E) = const must apply over the width of a
single chaotic wavefunction, rather than over the entire system. This will be formalised
in the discussion of the ‘smoothness’ condition below, and will become necessary when
treating high temperature initial states in Chapter 7.
3.1.2 Microcanonical Averages of Matrix Elements
In the following, a particular form of averages of matrix elements of observables will be
used repeatedly, which we will first briefly introduce here. We define, then, the quantity
[Oαα]µ =
∑
α
Λ(µ, α)Oαα, (3.5)
which can be seen to be an effective microcanonical average, with a Lorentzian rather than
uniform weighting, around the energy µ with a width Γ.
1We will see in Chapter 6 that the effective interactions due to the orthogonality condition do not affect
the time average value
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Figure 3.1: a) Energy level diagram. Shown are two system energy levels s in distinct
colors, the bath energy levels E(B)f(α,s), and the total system + bath energy levels Eα,
coloured according to their respective system state. b) Illustration of microcanonical
average [Oαα]α. Each level in the average is weighted by the function Λ, this average is
assumed to be made up of many energy levels, and to vary smoothly with energy.
In-fact, we have already seen this average in Eq. (2.12), in the discussion of diagonal
elements of observablesOµµ from Deutch’s approach. Here we saw that this microcanonical
average was equal to the ensemble average 〈Oµµ〉V . In Fig. 3.1 we see a diagram of this
averaging process for an observable of the system.
We will also make use of a generalisation of this averaging procedure to off-diagonal
elements in Oαβ, which may be written as,
[Oα,α+n]µ =
∑
α
Λ(µ, α)Oα,α+n, (3.6)
where n defines an offset from the diagonal. We will see below that this form of observable
averages emerges naturally for local observables.
3.2 Defining a Local Observable for RMT
A key issue in RMT methods has been to provide a description of physical local observ-
ables. Generally, RMT methods use either simple yet non-physical observables such as
the survival probability [72], or are concerned with ‘typical’ observables in the sense of
the Haar average [132, 133]. However, due to the specific structure of physical observables
(which are generally well-defined in some computational basis), most observables selected
are thus atypical, and physical features may thus be missed.
In the following, we will discuss some specific properties of local observables, and ex-
ploit these properties in order to perform calculations involving observable matrix elements
and chaotic wavefunctions. We will see that a description of local observables in RMT
may be achieved via imposing two conditions upon matrix elements Oαβ := 〈φα|O|φβ〉 of
a Hermitian matrix O.
The first condition, sparsity, is derived directly from the assumption of locality of ob-
servables. The obtained form for local observables will have a particularly simple structure
for the RMT model. The second, smoothness, is a more technical condition on microca-
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nonical averages of observables. This condition is crucial to the formulation of physical
models in terms of RMT, and allows for the calculation of certain relevant summations.
The smoothness condition is initially formulated in terms of observable matrix elements,
however can be recast into conditions on physical parameters - either formulated in terms
of the density of states of a system or a microcanonical temperature. The smoothness
condition will be shown to be trivially validated for standard statistical ensembles, and
further allows the simpler RMT form of the sparsity condition to be applied to real models.
3.2.1 Sparsity
The first condition one may observe on the matrix elements of observables in the non-
interacting basis - sparsity - will be shown below as a consequence of the observable
acting non-trivially only on a subset HS ∈ H of the total Hilbert space H. To begin, we
separate the non-interacting basis of H0 into disconnected system + bath parts, H0 =
HS ⊗1B+1S ⊗HB, with 1S(B) as the identity matrix on the system (bath) Hilbert space
HS(B), denoted by subscript S(B). We define dS := dimHS  dB := dimHB. The
eigenstates |φα〉 of H0 may then be written as,
|φα〉 = |s(α)〉S |φ(B)αB(α)〉B, (3.7)
and have energies Eα := 〈φα|H0|φα〉 given by,
Eα = B〈φ(B)αB(α)|S〈s(α)|HS +HB|s(α)〉S |φ
(B)
αB(α)
〉B = s(α) + E(B)αB(α). (3.8)
Here we have denoted eigenenergies of the system and bath Hamiltonians by s(α) and
E
(B)
αB(α)
respectively.
Now, we are interested in the action of a local observable O = OS⊗1B. Noting simply
that this action may only cause transitions in the system energy levels, we see that O
may only have non-zero matrix elements corresponding to such transitions - local system
observables do not act on the bath degrees of freedom - we may thereby observe,
Oαβ = B〈φ(B)αB(α)|S〈s(α)|O|s(β)〉S |φ
(B)
αB(β)
〉B = (OS)s(α)s(β)δαB(α)αB(β), (3.9)
where (OS)s(α)s(β) := S〈s(α)|OS |s(β)〉S . This expression already shows that there can only
be as many as dS(dS−1) independent non-zero off-diagonal matrix elements Oαβ|α 6=β cor-
responding to system energy transitions, plus dS possible independent diagonal elements
Oαα. Thus, whilst for a generic system Oαβ is a very large matrix, it is also highly de-
generate [147], in the sense that non-zero entries are made up of few repeated values. A
simple example is the case of a spin chain, where the system S is a single spin; OS then has
4 distinct matrix elements, and thus, the non-zero matrix elements of Oαβ may take on a
maximum of 4 possible values (plus zeros on elements that do not correspond to system
transitions). These values must therefore be repeated in many entries of Oαβ.
Continuing, then, Eq. (3.9) can be written as the requirement that transitions induced
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by the action of the operator O must obey
Eα − Eβ = s(α) − s(β)
:= ∆n,
(3.10)
where the subscript n lists the possible energy transitions due to O. For example, for a
system consisting of two energy levels, s(α) = {1, 2}, there are two possible distinct trans-
ition energies, plus a (doubly degenerate) zero-energy transition from diagonal elements
of OS . Thus, ∆n = {0, 1 − 2, 2 − 1}.
For the random matrix model, we have that Eα = αω0, and thus, the condition for
local observable elements Oαβ to be non-zero becomes,
(α− β)ω0 = ∆n
= nω0,
(3.11)
where here n is an integer running through possible values nω0 of the system energy gaps.
We label this set NO, which has length NO = dS(dS − 1) + 1. This leads us to the
requirement on β for Oαβ to be non-zero: β = α − n. We see then, that diagonal values
in OS must fill the diagonal values Oαα, whereas off diagonal elements in OS fill values in
Oαβ corresponding to the relevant energy gap in the system. As n runs over positive and
negative integers we can redefine n → −n (which is the convention used in the following
chapters), and thus we have that
Oαβ =
∑
n∈NO
Oα,α+nδβ,α+n. (3.12)
We note that, in-fact, the above discussion is valid for any observable, not necessarily
local. Locality is enforced when we require that dS  dB, and thus we have NO  N .
We thus refer to Eq. (3.12) with NO  N as the sparsity condition on matrix elements
of observables.
Of course, in realistic physical systems there is not in general a constant energy gap ω0
between all neighbouring levels. However, we can use similar considerations to write the
same condition more generally without this assumption. We are interested in the effect
of locality of observables of typical summations required for calculations of observable
quantities. For example, we introduce some function F of energy F (Eα, Eβ), and would
wish to be able to evaluate summations of the form,∑
β
OαβF (Eα, Eβ). (3.13)
Exploiting Eqs. (3.9) and (3.10), we then see that the summation of Eq. (3.13) may be
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written as, ∑
β
OαβF (Eα, Eβ) =
∑
β
Os(α)s(β)δαB(α)αB(β)F (Eα, Eβ)
=
∑
n∈NO
Os(α)s(n)F (Eα, Eα −∆n).
(3.14)
We thus observe that summations of observables multiplied by functions of energy may
be significantly simplified by application of the sparsity condition on Oαβ. Notably, the
summation has been reduced from a sum over N elements, to a summation over dS(dS −
1) + 1 elements.
Finally, it is important to note when we may use the sparsity condition in the RMT
form, Eq. (3.12), to describe a summation of the form Eq. (3.13) in a realistic system
as we have just described. We can see this is the case where the function F is defined
over some width ΓF , such that F (Eα, Eβ) for Eα − Eβ  ΓF vanishes. In this case,
in order to apply (3.12) we no longer require that all neighbouring energy levels of the
non-interacting Hamiltonian are separated by a constant energy ω0, rather, simply that
energy levels within the width ΓF of can be approximated as such. We thus observe that
in a realistic system the average energy spacing ω0 may change with energy over an energy
width wider than ΓF , and Eq. (3.12) may be applied. We will analyse this requirement
in more detail in the next section.
This consideration is important in application of RMT to realistic models. It implies
that we do not require the entire Hamiltonian of the physical model to resemble the RMT
model described by Eq. (2.10), rather, we require only such a resemblance locally in
energy. This important consideration is treated more formally in the next section, where
physical conditions are found to justify its application.
3.2.2 Smoothness
Above we have seen that a generic feature of local observables may be understood from
consideration of the possible transitions caused by action of a local operator onto a state
of the total system in the non-interacting basis. We have observed that this can be applied
to summations of the form Eq. (3.13), in order to drastically reduce the number of terms
involved in the summation, as only terms that correspond to energy transitions of the
system contribute. In this section, we will see that a further condition - smoothness -
allows for the evaluation of the remaining sum, and we will derive specific conditions on
the system and observable that ensure the validity of the smoothness assumption.
Continuing, then, in order to carry out the summation in Eq. (3.13), we will require a
further condition on observable matrix elements Oαβ. That is, we wish to observe under
which conditions we may perform the approximation∑
α
Oα,α+nF (Eα0 , Eα +∆n) ≈ On(α0)
∑
α
F (Eα0 , Eα +∆n), (3.15)
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where On(α0) is a smoothed, or coarse grained2, version of the observable Oα,α+n =
On(α0), at an energy Eα0 . This approximation will be of particular importance to later
chapters, where it will be used to simplify expressions obtained using RMT. We now wish
to understand the conditions under which the approximation of Eq. (3.15) is valid, and
test if these conditions are reasonable for a typical non-integrable many-body system.
To this end, we consider a the function F (Eα, Eβ) to be normalized, with a character-
istic width ΓF , such that ∑
α
F (Eα0 , Eα +∆n) = 1,∑
α
F (Eα0 , Eα +∆n)(Eα − Eα0) = 0∑
α
F (Eα0 , Eα +∆n)(Eα − Eα0)2 = Γ2F . (3.16)
We may then calculate the (coarse-grained) variance,
∆2O(∆n) =
(∑
α
Oα,α+nF (Eα0 , Eα +∆n)−On(α0)
)2
, (3.17)
which provides a measure of the deviations from the approximation of Eq. (3.15). We see
2This coarse graining procedure could be, for example, a microcanonical or weighted average around
the element α, or one could treat the values Oαα themselves as random variables with some distribution, in
which case the overline would represent an ensemble average over this distribution. For now the specifics of
the coarse graining procedure are not important - however later we will use Oα,α+nOβ,β+n = On(α)On(β)
for α 6= β, and thus we limit to procedures congruent with this condition.
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that Eq. (3.17) can be expanded to obtain,
∆2O =
∑
αβ
Oα,α+nOββ+nF (Eα0 , Eα +∆n)F (Eα0 , Eβ +∆n) +On(α0)2
− 2On(α0)
∑
α
Oα,α+nF (Eα0 , Eα +∆n)
=
∑
αβ
α 6=β
Oα,α+nOβ,β+nF (Eα0 , Eα +∆n)F (Eα0 , Eβ +∆n) +On(α0)2
+
∑
α
(Oαα)2F (Eα0 , Eα +∆n)
2 − 2On(α0)
∑
α
Oα,α+nF (Eα0 , Eα +∆n)
=
∑
αβ
Oα,α+nOβ,β+nF (Eα0 , Eα +∆n)F (Eα0 , Eβ +∆n) +On(α0)2
+
∑
α
(Oαα)2F (Eα0 , Eα +∆n)
2 − 2On(α0)
∑
α
Oα,α+nF (Eα0 , Eα +∆n)
−
∑
α
Oα,α+n
2
F (Eα0 , Eα +∆n)
2
=
∑
α
(
(Oα,α+n)
2 −On(α)2
)
F (Eα0 , Eα +∆n)
2
+
(∑
α
On(α)F (Eα0 , Eα +∆n)−On(α0)
)2
:= ∆2O,1 +∆
2
O,2,
(3.18)
where to arrive at the third equality we add and subtract the term
∑
αOαα
2
F (Eα0 , Eα +
∆n)
2, and further, we have used that Oα,α+nOβ,β+n = On(α)On(β) for α 6= β.
Deviations from the approximation (3.15) therefore come from two terms. The first
term, ∆2O,1, can be seen to depend on the smoothed observable variance,(
(Oα,α+n)
2 −On(α)2
)
. (3.19)
For spin operators this is bounded by 1, and more generally is bounded by |max (OS) −
min (OS)|. We thus see that the first contribution is bounded by
∆2O,1 ≤ |max (OS)−min (OS)|
∑
α
F (Eα0 , Eα +∆n)
2, (3.20)
which is small when ∑
α
F (Eα0 , Eα +∆n)
2  1. (3.21)
The latter condition occurs (noting that F is normalised), when there are many terms
contributing to the summation over α. In fact, the summation in Eq. (3.21) can be seen
to be of the order 1ΓFDα0
, where Dα0 is the DOS at energy Eα0 .
The second contribution, ∆2O,2, to the variance (3.17) can be bounded assuming that
O(α) is approximately constant over a width ΓF around the energy Eα. In this case, we
may expand O(α) in the form of a Taylor series, O(α) ≈ O(α0) + O′(α0)(Eα − Eα0) +
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(1/2)O′′(α0)(Eα − Eα0)2, such that
∆2O,2 ≈
(
O(α0)
∑
α
F (Eα0 , Eα +∆n) +O′(α0)
∑
α
F (Eα0 , Eα +∆n)(Eα − Eα0)
+
1
2
O′′(α0)
∑
α
F (Eα0 , Eα +∆n)(Eα − Eα0)2 −O(α0)
)2
=
1
4
O′′(α0)2Γ4F .
(3.22)
Therefore, we see that ∆O,2 is simply the variation in O over the width ΓF . Thus, we
recover the following conditions for the Eq. (3.17) to be small, and thus the smoothness
approximation to be valid:
ΓF
ω0
 1
Γ2| d
2
dE2α
O(α)|  1.
(3.23)
Here we have used that D(E) = 1ω0 , and such the first condition in (3.23) asserts that
many states are present in an energy range ΓF ensuring that ∆O,1  1. The second
condition can be understood as the statement that the smoothed observable O(α) does
not vary too quickly over the width ΓF , and thus assures that ∆O,2  1.
Now, applying these conditions to the chaotic wave functions of Section 3.1, we simply
replace On(α0) → [Oα,α+n]α0 . We note that in all uses below we will be interested in
summations over functions F with a characteristic width on the order of Γ, the width
of the chaotic wavefunction. In this case, our conditions (3.23) can be understood as: i)
each chaotic eigenstate |ψµ〉 is formed of many non-interacting states, and ii) the smoothed
observable [Oα,α+n]α0 changes slowly in energy Eα0 over the width Γ of a single eigenstate.
One can immediately note that the second condition in (3.23) is precisely the re-
quirement for microcanonical average of observable matrix elements that does not vary
too quickly in energy to be defined. These conditions are thus natural and intuitive for
application to a realistic model.
In order to complete the discussion of defining local observables in RMT, we may wish
to understand the conditions under which the above is fulfilled, that is, recast this second
condition in terms of physical parameters. To do so, we begin by rewriting explicitly the
expression for [Oα,α+n]α0 :
[Oα,α+n]α0 =
∑
α
Oα,α+n
1
D(Eα0)
Γα0/pi
(Eα − Eα0)2 + Γ2α0
. (3.24)
Note that Eα0 and Eα can be interchanged in the definition of Λ, since we require that
both Γα and D(Eα) vary negligibly over energy scales of the order of Γα. Under this very
approximation, we can change the Lorentzian into a Dirac delta function. Additionally, we
work in the continuum limit, such that we may re-express the sum over αB as an integral
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over the bath eigenstates,
∑
αB
→ ∫ dEαBDB(EαB ), such that
[Oα,α+n]α0 =
∑
s
(OS)ssn
∑
αB
1
D(Eα0)
δ (Eα − Eα0)
=
∑
s
(OS)ssn
∫
dE(B)αB
DB(EαB )
D(Eα0)
δ (Eα − Eα0)
=
∑
s
(OS)ssn
∫
dE(B)αB
DB(EαB )
D(Eα0)
δ
(
s + E
(B)
αB
− Eα0
)
=
∑
s
(OS)ssnDB(Eα0 − s)
1
D(Eα0)
=
∑
s
(OS)ssnpα0(s).
(3.25)
Here sn indicates that the system observable element contributing to Oα,α+n, such that
Oα,α+n = (OS)ssnδαB(α)αB(α+n). We have further defined the probabilities
pα0(s) =
DB(Eα0 − s)
D(Eα0)
=
DB(Eα0 − s)∑
sDB(Eα0 − s)
, (3.26)
Here we have used that the density of states may be written in terms of the bath density
of states DB(E) via,
D(Eα) =
∑
s
DB(Eα − s), (3.27)
which counts the number of states of the bath that matches the energies of the system.
Notice that the expression Eq. (3.25) does not rely on the RMT description, and is a
reasonable definition of a microcanonical average assuming only that the density of states
changes slowly over the width over which the average is taken. Now, the smoothness
condition on observables becomes
Γ2
∣∣∣∣∣ d2dE2α0
(∑
s
(OS)ssnpα0(s)
)∣∣∣∣∣ 1, (3.28)
so, we wish to calculate the second derivative of Eq. (3.25), in order to obtain conditions
that lead to its contribution being small. Continuing, then, we note that as DB(E) is
positive, we can define a function β(E) such that
DB(E) = e
β(E)E , (3.29)
and thus,
pα0(s) =
eβ(Eα0−s)(Eα0−s)∑
s′ e
β(Eα0−s′ )(Eα0−s′ )
=
e−β(Eα0 )s∑
s′ e
−β(Eα0 )s′
,
(3.30)
where in the second line we have assumed that β(Eα0 − s) ≈ β(Eα) ∀ s, as s  Eα0 .
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This is a physical condition for our scenario, where the (sub)system S is a small part of
a total system, and the bath is initialised in a state that is not close to its ground state.
We thus write,
d2
dE2α0
∑
s
(OS)ssnpα0(s) =
∑
s
(OS)ssn
d2
dE2α0
e−β(Eα0 )s∑
s′ e
−β(Eα0 )s′
. (3.31)
Now, performing these derivatives leads to the expression,
d2
dE2α0
e−β(Eα0 )s∑
s′ e
−β(Eα0 )s′
= e−β(Eα0 )s
[
2β′(Eα0)
2 〈〉2S
Zp
− β′(Eα0)2
〈2〉S
Zp
+ β′′(Eα0)
〈〉S
Zp
− 2sβ′(Eα0)2
〈〉S
Zp
+ β′(Eα0)
2 
2
s
Zp
− β′′(Eα0)
s
Zp
]
≤ e
−β(Eα0 )s
Zp
[
3β′(Eα0)
2(2max − 2min) + β′′(Eα0)(max − min)
]
,
(3.32)
with Zp =
∑
s e
−β(Eα0 )s , 〈〉S =
∑
s se
−β(Eα0 )s
Zp
, β′(Eα0) =
dβ(Eα0 )
dEα0
, and β′′(Eα0) =
d2β(Eα0 )
dE2α0
. We can then define ∆ = max − min and ∆2 = 2max − 2min, such that,
d2
dE2α0
∑
s
(OS)ssnpα0(s) ≤ 3||OS ||∆2β′(Eα0) + ||OS ||∆β′′(Eα0), (3.33)
where ||OS || is simply the maximum element in OS . Thus, we arrive at three separate
conditions for the fulfilment of the smoothness condition:
Γ
ω0
 1
Γ2|β′(Eα0)2| 
1
3||OS ||∆2
Γ2|β′′(Eα0)| 
1
||OS ||∆ .
(3.34)
The first condition is fulfilled when eigenstates |ψµ〉 ofH are made up of many contributing
non-interacting eigenstates |φα〉. Further, for the latter two conditions, we can see that the
function β(E), defined through the density of statesDB(E) = eβ(E)E , can be understood as
a microcanonical inverse temperature. In-fact, for the standard case of statistical physics,
where the bath is infinite in size, and at temperature βB, DB(E) = eβBE , we see that
these conditions are trivially fulfilled.
It is also interesting to note that if the density of states is constant in the sense that
DB(Eα0 − S) = DB(Eα0) we have, from Eq. (3.26), pα0(s) = 1dS , and we recover the
equal a-priori probabilities, and the smoothness condition is also trivially satisfied.
We therefore observe that above requirements fit into standard quantum statistical
physics, and constitute a more general set of assumptions that are fulfilled by, but not
limited to, the canonical and microcanonical assumptions of an exponentially increasing
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Figure 3.2: Demonstration of sparsity a), b), and smoothness c) of observables of a spin-
chain model. a) Plot of Oαβ for O = σz b) Plot of Oαβ for O = σx c) Plot diagonal
elements Oαα and microcanonical average [Oαα]α for O = σz. Hamiltonian given in Eq.
(5.60), parameters: N = 10, B(S)x = B
(B)
z = 0, B
(S)
z = 0.8, B
(B)
x = 0.3, J
(B)
z = 0.1, J
(S)
z =
0.2, J
(B)
x = 1., J
(S)
x = 0.4.
DOS, and constant probability distribution over observable outcomes, respectively. We
thus see that the approach based on chaotic wavefunctions is a more general description,
which is compatible with the standard formulations of quantum statistical physics in their
respective limits.
Finally, we note that it is under these very conditions that the general sparsity con-
dition Eq. (3.14) may be replaced by Eq. (3.15), as the average energy spacing ω0 is
approximately constant over the width Γ.
3.3 Summary of Assumptions
Above we have discussed physical conditions under which we can use RMT approaches to
describe realistic quantum systems. The first condition, which derives from a discussion
of the locality of observables, enforces that the observable take an ordered and sparse
structure in the non-interacting basis. A simpler form can be derived from RMT, which
exploits a constant average energy spacing ω0. This condition is given by Eq. (3.12),
which is referred to as the sparsity condition.
Additional conditions, referred to as smoothness, are required in order to exploit the
RMT form of the sparsity condition in a real system, and further to evaluate summations
and perform calculations. These conditions are seen in Eq. (3.23) to describe the ability for
one to define a microcanonical average of an observable that varies smoothly in energy over
a width Γ3. This can then be written in terms of physical quantities via Eq. (3.34), which
state that the smoothness condition is fulfilled as long as the microcanonical temperature
varies sufficiently smoothly with energy, and also that many states lie within an energy
3This can thus be seen as a minimal assumption for statistical physics to apply, as without this condition
the equilibrium state cannot depend smoothly on the initial state, and thus has sensitive dependence to
the initial microstate.
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range Γ. A demonstration of the smoothness and sparsity conditions is shown in Fig. 3.2.
Note that the first form, Eq. (3.23) describes the most general assumption required for the
validity of the methods to be developed, whereas Eq. (3.34) has the feature of expressing
these conditions in terms of a physical thermodynamics property of a physical system.
Together, the assumptions may be summarised as allowing summations to be calculated
along the following outline:
∑
αβ
OαβF (α0, α, β)
sparsity−−−−−→
NO∑
n
∑
α
(OS)α,α(n)F (α0, α, α(n))
smoothness−−−−−−−→
NO∑
n
[Oα,α+n]αo
∑
α
F (α0, α, α+ n)
(3.35)
for some F , centred on energy Eα0 , with some width ΓF .
In the following chapters, these conditions will be exploited in order to develop a theory
of chaotic wavefunctions for application to non-integrable quantum systems. Note that
the imposed conditions on observables constitute a far weaker assumption than the ETH
itself.
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Chapter 4
Main Results: A Non-Technical
Overview
In the following chapters I will develop a model of thermalization based on the RMTapproach and assumptions on chaotic wavefunctions described in the previous chapter.
The algebraic structure of the theory is applicable to local observables of systems with
wavefunctions satisfying Eq. (3.1). We will see that a dynamical approach to quantum
statistical mechanics can be obtained, and, further, that hints at the emergence of classical
behaviour are observed. Particular attention is also paid to applications of the theoretical
model to near term quantum devices, and their characterisation. In the following, I will
summarise the key results of the remainder of this thesis.
The main result of Chapter 5 is a derivation of the eigenstate thermalization hypothesis
(ETH) from chaotic wavefunctions. The method outlined in performing this calculation
will be the main tool that is developed through the rest of this text, and applied to more
complex calculations. This takes the form of an approach to the calculation of arbitrary
correlation functions ,
〈cµ(α)cν(β) · · · cµ(α′)cν(β′)〉V , (4.1)
of chaotic wavefunctions. We will see that, reminiscent of Wick’s theorem, summations
over these correlation functions may be factorised into possible contractions of interacting
and non-interacting indices. However, it will be shown that, as described in the previous
chapter, a Gaussian ansatz on chaotic wavefunctions is not sufficient for the description
of off-diagonal matrix elements of observables, and an additional factor enforcing the
mutual orthogonality of eigenstates is required, as in Eq. (3.1). This effective interaction
in the statistical theory of chaotic wavefunctions causes a non-trivial 4-point correlation
function, which may not be factorised. This correlation function will become the basis for
many calculations throughout this work via a ‘self-averaging’ property, commonly used in
random matrix theory (RMT) approaches, which is discussed and proven in Appendix C.
This theory of correlation functions is exploited to derive the ETH, as well as a form
for the long-time fluctuations that will be further elaborated on in Chapter 6. It is thus
demonstrated that, under the assumptions of quantum chaos, equilibrium quantum stat-
istical physics may be justified. That is, via derivation of the ETH we see that the time
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average of an observable is equal to the microcanonical average, and the time-fluctuations
are small. The key focus of Chapter 5 is on observables that are diagonal in the basis of
H0 - results will be extended to the full form implied by the sparsity condition in Chapter
6, and Appendix B.
A further discussion in Chapter 5 is an analysis of when a physical Hamiltonian may
be described by the RMT approach. Numerical exact diagonalizations are performed to
analyse when a full random matrix interaction Hamiltonian V well describes a realistic
interaction Hamiltonian. It is seen that in a low coupling limit, defined by the energy scale
of the width of the banded interaction Hamiltonian of the real system, the eigenstates have
a form that matches the RMT model. Above this coupling strength the banded nature of
the interaction Hamiltonian can be seen to affect the structure of the wavefunctions, and a
deviation from a Lorentzian form derived from RMT, to a Gaussian form, is observed. We
note that the theory of chaotic wavefunctions is still valid in this high coupling regime, the
ETH still holds, and the fluctuations maintain the same form, with a different numerical
prefactor. Indeed, a Gaussian ansatz on Λ in this regime matches well with the numerics.
In Chapter 6 a fully dynamical theory of the approach to equilibrium is developed from
the statistical theory of correlation functions of Chapter 5. It is shown that after initial-
isation in a non-equilibrium pure state the expectation value of a local observable decays
exponentially to a time average state that is given by a microcanonical average1. Further,
the form of observable fluctuations obtained in Chapter 5 is investigated in greater detail,
which may be understood analogously to a fluctuation-dissipation theorem of classical
Brownian motion for time-fluctuations, as the fluctuations can be seen to depend on the
rate of decay to equilibrium. We thus label the form of fluctuations the ‘quantum chaotic
fluctuation-dissipation theorem’ (QC-FDT). Numerical analysis will be shown, of both the
observable time-dependence and the QC-FDT, for a realistic quantum spin chain.
Chapter 7 will be devoted to an application of the theoretical model to quantum
devices. The key problem here is related to proofs of ‘quantum supremacy’, which aim
to show that a particular calculation is infeasible to perform on a classical computer. As
discussed in Chapter 1, the main issue with simulating a quantum system on a classical
computer is the exponential increase in the memory requirements for increasing size of
the quantum system of interest. However, approximation methods are in some cases able
to exploit features of the system, such as locality of interactions, to enable calculations of
much larger systems than would be possible via exact methods. Thus, due to the fact that
quantum devices themselves usually have local connectivity [54], a ‘calculation’ performed
on a device with, say, N qubits, may be executable without storing the 2N dimensional
state in its entirety. The inspiration for Chapter 7 is then to ask the question: given a
calculated observable time dependence on a quantum device, what is the minimum Hilbert
space dimension required in terms of an effective fully connected device? This effective
dimension, I claim, is a far better comparison to make between classical computers and
quantum devices than simply the Hilbert space dimension in terms of the number of
1The exponential decay is a result of the specific RMT model, more generally, for a given chaotic
wavefunction distribution Λ, the decay has the form of the Fourier transform of the observable distribution,
itself dictated by Λ.
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qubits2.
In order to approach this question I will extend the theoretical model of thermalization
dynamics and time-fluctuations to initial finite and infinite temperature states. We will
see, then, that the fluctuation-dissipation theorem depends explicitly on the Hilbert space
dimension of the random matrix model. Thus, via measurements of the time-fluctuations
and decay rate, one may obtain the effective Hilbert space dimension in terms of a fully
connected device. The analytical calculations are compared to numerical exact diagonal-
ization calculations, which indeed show that this effective Hilbert space dimension scales
exponentially with system size for a non-integrable quantum system.
An important motivation in the study of quantum thermalization is the attempt to
understand how the quantum dynamics of an initial pure state leads to the emergence of
classical thermodynamic properties. This will be the topic of Chapter 8. In particular, I
will discuss the relation of a description of thermalization in terms of chaotic wavefunctions
and RMT to classical Brownian motion - a paradigmatic model of classical non-equilibrium
statistical physics describing the dynamics of colloidal particles subject to a random noise.
We will see that in an appropriate regime, the results of classical Brownian motion are
recovered in closed quantum systems, and thus the observable dynamics can be described
by an effective classical theory.
This emergent classical description can be further observed in more physical scenarios
than the observable expectation value dynamics. That is, realistic experiments on quantum
systems often cannot access the full dynamics of 〈O(t)〉, but rather make repeated meas-
urements of a local observable as the system evolves. In such experiments, one acquires a
measurement record, or quantum jump trajectory, of measurement outcomes taken at each
time step. As the measurement process affects the state of the system, the dynamics as a
whole is not unitary; however, in between measurements unitary thermalization dynamics
takes place.
In Chapter 8 the approach to the description of Brownian motion in closed quantum
systems will be extended to quantum jump trajectories, and thus we will see that clas-
sical Brownian motion may be observed in a single system, via repeated quantum meas-
urements. Further, the ability to statistically describe individual quantum trajectories
provides a link between quantum chaos and work in stochastic thermodynamics [148, 149].
The latter is the extension of thermodynamic notions such as work, and entropy produc-
tion to the regime of single classical stochastic trajectories. Here we describe the entropy
production, and derive the second law, in the context of quantum jump trajectories.
Further, in Chapter 8, I will derive a fluctuation theorem describing the ratio of
quantum fluctuations (the variance of an observable) to the time-averaged fluctuations
δ2O(∞) introduced in Chapter 1. We will see that this fluctuation theorem may be ex-
ploited to measure the density of states of a quantum device. This continues the theme of
exploiting quantum chaos to characterise such systems.
2The latter can be easily seen to be a poor metric by imagining an N dimensional quantum simulator
with no connections - the time evolution of any initial state is trivially obtainable, yet the Hilbert space
still grows exponentially with N
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4.1 Summary
The main contributions of this thesis are thus to develop a theoretical model of the
thermalization of closed quantum systems from an ansatz on chaotic wavefunctions of
non-integrable models. A dynamical picture of the approach to thermal equilibrium is
described for local observables, showing their decay to an equilibrium state given by the
microcanonical average. Particular focus is paid to applications on quantum devices, and
assumptions are phrased in terms of physical quantities of quantum systems.
The developed theory can be exploited to experimentally measure both the effective
Hilbert space dimension of a system, as well as its density of states, and may thus be of
use to the experimental community, as well as of theoretical interest to the foundations of
statistical physics.
Further, classical relations can be shown to emerge in the developed model. That
is, for observables with many independent energy levels, the resulting dynamics displays
classical Brownian motion, formally identical to an Ornstein-Uhlenbeck process [150] -
thus the model has an effective description in terms of a Langevin equation. This effective
classical description occurs for the observable expectation value time dependence, but
also, more interestingly, from quantum jump trajectories obtained by repeated projective
measurements of a local observable. In the latter, we thus observe emergent classical
trajectories from a sequence of quantum measurements.
The contributions made by the current work to the field of quantum thermalization are
thus important in two clear ways: Firstly, a theoretical model of thermalization dynam-
ics is developed, based only on assumptions on physical properties of a quantum system -
namely, quantum chaos, as described above. This theory is extended beyond the usual set-
ting of quantum thermalization, to also to describe a more physical measurement protocol
of quantum jump trajectories, where classical Brownian dynamics is observed. Second,
this model is applied to the characterisation of realistic quantum devices that may be
currently experimentally studied, and shown to allow for the measurement of relevant
quantities such as the density of states, and the effective Hilbert space dimension.
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Chapter 5
Off-Diagonal Observable Elements
from Random Matrix Theory:
Distributions, Fluctuations, and
Eigenstate Thermalization
5.1 Abstract
We derive the Eigenstate Thermalization Hypothesis (ETH) from a random matrixHamiltonian by extending the model introduced by J. M. Deutsch [64]. We ap-
proximate the coupling between a subsystem and a many-body environment by means of a
random Gaussian matrix. We show that a common assumption in the analysis of quantum
chaotic systems, namely the treatment of eigenstates as independent random vectors, leads
to inconsistent results. However, a consistent approach to the ETH can be developed by
introducing an interaction between chaotic wavefunctions that arises as a result of the or-
thonormality condition. This approach leads to a consistent form for off-diagonal matrix
elements of observables. From there we obtain the scaling of time-averaged fluctuations of
generic observables with system size for which we calculate an analytic form in terms of the
Inverse Participation Ratio. The analytic results are compared to exact diagonalizations
of a quantum spin chain for different physical observables in multiple parameter regimes.
5.2 Introduction
The emergence of statistical physics from unitary quantum dynamics has been debated
since the early days of quantum theory [3]. It is by now widely accepted that generic
non-integrable quantum systems undergo a process known as quantum thermalization,
which implies that an initially out-of-equilibrium state of an isolated quantum system will
approach thermal equilibrium after some typical relaxation time. The underlying mech-
anism behind quantum thermalization is still a subject of debate [57–59, 66, 72, 73, 127–
129, 151–154]. One of the most successful approaches to this long-standing problem is the
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Eigenstate Thermalization Hypothesis (ETH) [63, 64, 67]. According to this conjecture,
the many-body eigenstates of a non-integrable Hamiltonian yield the same expectation
values of local observables as those calculated with a microcanonical ensemble. Below we
will give a more detailed presentation of this conjecture, which can be formulated as an an-
satz for the matrix elements of observables in the eigenbasis of a many-body Hamiltonian.
To visualise qualitatively the physics behind the ETH, we can consider a quantum lattice
system with interactions coupling different sites. If we express a many-body eigenstate in
a local basis, we expect that interactions lead to a highly entangled state distributed over
the lattice [78, 155]. The ETH assumes that the resulting linear superposition has similar
properties to a microcanonical ensemble. Note that this mechanism for thermalization is
purely quantum mechanical since the existence of quantum correlations and entanglement
are essential ingredients.
The validity of the ETH has been confirmed for a wide range of non-integrable systems
by means of exact diagonalizations [95, 109, 112, 156–159]. Still, there are some aspects of
quantum thermalization and the ETH that are not completely clear. The conjecture can
be qualitatively justified by using the theoretical framework of quantum chaos, however,
it has not yet been fully derived mathematically from first principles. A possible direction
to address the validity of the ETH is to try to derive it from a more basic or fundamental
assumption or set of assumptions. In particular, we know that many-body eigenstates of
large systems can be often described by Random Matrix Theory (RMT). The original work
by J. Deutsch [64] actually used a Random Matrix Hamiltonian as a toy model to show
the emergence of quantum thermalization in isolated quantum systems. In Deutsch’s ap-
proach, a non-ergodic system is perturbed by a Gaussian random matrix, which results in
an approximate description of many-body eigenstates by wavefunctions with uncorrelated
random coefficients. This theoretical framework does not by itself prove the occurrence of
thermalization in particular many-body systems, however, it proves certain aspects of the
process as long as reasonable assumptions on the underlying system are fulfilled.
The quantum thermalization process has two fundamental aspects. Firstly, it involves
the equivalence between time-averages of expectation values of observables and microca-
nonical averages. Secondly, it also involves the equilibration of an initially excited state
into a thermal state, that is, we expect that time-fluctuations around thermal averages will
be small. Furthermore, those fluctuations should decrease with system size such that stat-
istical mechanics is recovered in the thermodynamic limit. Equilibration is governed by
the off-diagonal matrix elements of an observable in the basis of eigenstates of the Hamilto-
nian. The ETH as formulated by Srednicki [63] includes a condition for off-diagonal matrix
elements, which ensures equilibration. Furthermore, it has been proved that a model based
on random uncorrelated wavefunctions can be used to qualitatively reproduce the ETH
result for time-fluctuations [100]. However, chaotic wavefunction models usually work un-
der the assumption of statistically independent random coefficients, which we label the
random wavefunction ansatz. This condition limits the validity of this approach, as we
show in the next section.
A deeper understanding of time-fluctuations in the quantum thermalization process
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is actually crucial to describe current experiments with microscopic systems. Physical
realisations of isolated quantum systems, where the emergence of statistical physics can be
investigated, have been made possible only recently due to advances in quantum simulators
with atomic and solid-state systems [49, 50, 160]. These include ultracold atoms [45,
161, 162], trapped ions [12, 163], and superconducting qubits [13]. Identifying quantum
thermalization would ideally involve a comparison between observed time-averages and
microcanonical averages, however computing the latter is a challenge in complex many-
body systems. An alternative path to test theoretical ideas such as the ETH is to check
predictions made on the time-fluctuations of observables, such as the scaling with system
size or interaction strength. For that aim, a deeper understanding of the physics and
assumptions underlying the ETH would be required, to obtain quantitative predictions
that can be used to identify ergodic phases in experiments.
In this chapter, we present a derivation of the ETH in a random matrix model that
yields an approximate description of a quantum non-integrable system under some reas-
onable assumptions. We build on the theoretical model introduced by J. Deutsch [64],
and extend it to the calculation of off-diagonal matrix elements of observables. We show
that correlations induced by orthonormality between chaotic wavefunctions must be taken
into account to obtain a consistent derivation of the ETH from Random Matrix Theory.
Our work cannot be considered as a proof of the validity of the ETH, however, it shows
that the conjecture can be fully obtained from a description in terms of chaotic wavefunc-
tions. Our theory can be used to quantify time-fluctuations after a quantum quench, and
to predict the scaling of fluctuations with system size, thus yielding predictions that can
be compared with experimental results and used to identify ergodic regimes in quantum
many-body systems.
This chapter is structured as follows. In Section 5.3 we introduce the ETH ansatz
and discuss the limitations of a model of independent random wavefunctions to describe
the behaviour of off-diagonal matrix elements of observables. In Section 5.4 we intro-
duce Deutsch’s random matrix model consisting of a diagonal Hamiltonian perturbed by
a Gaussian random matrix. We extend the original model to account for interactions
between chaotic wavefunctions arising from the orthonormality condition. In Section 5.5
we calculate the correlation functions between chaotic wavefunctions. In Section 5.6 we
use those correlation functions to calculate the off-diagonal matrix elements of an oper-
ator, and show that they take the same form predicted by the ETH. In Sections 5.7 and
5.8 we present a numerical confirmation of our analytical results. Finally, in Section 5.9
we show that our model provides us with a good description of the time-fluctuations in a
non-integrable quantum spin chain. We finish with our Conclusions in Section 5.10, where
we discuss the range of applicability of our results and their implications.
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5.3 Eigenstate Thermalization Hypothesis and the Limita-
tion of the Independent Random Wavefunction Ansatz
In this section, we introduce the ETH and the random wavefunction ansatz. We will
show that a description of many-body wavefunctions based on independent random vari-
ables does not lead to a consistent description of off-diagonal matrix elements of typical
observables.
To focus our discussion, consider a system described by a non-integrable Hamiltonian,
H, with eigenvectors and eigenenergies |ψµ〉 and Eµ, respectively, such that H|ψµ〉 =
Eµ|ψµ〉. The system is initially in the state |Ψ(0)〉 =
∑
µ cµ|ψµ〉 with mean energy E¯ :=
〈Ψ(0)|H|Ψ(0)〉. The equilibration of a closed quantum system into a thermal state implies
that (assuming non-degenerate energy levels),
lim
T→∞
1
T
∫ T
0
〈O(t)〉dt =
∑
µ
|cµ|2Oµµ ≈ 〈O〉micro, (5.1)
where we have used the definition Oµµ := 〈ψµ|O|ψµ〉. Eq. (5.1) expresses an equivalence
between the time-average of 〈O(t)〉 and the microcanonical average of O taken over an
energy shell of eigenstates with energies Eµ close to E¯. The ETH for diagonal elements
of observables consists of the assumption that Oµµ is a smooth function of the energy Eµ,
O(Eµ),
Oµµ =
ETH
O(Eµ). (5.2)
Assuming that probabilities |cµ|2 take non-vanishing values close to E¯, the ETH ensures
that the second term in Eq. (5.1) is equivalent to a microcanonical average.
To understand the relation between the ETH and a random wavefunction ansatz, let
us assume that the observable O is a local operator in a quantum lattice model defined
on a subsystem S. The rest of the lattice forms a bath, B, and we write the total
Hamiltonian like H = HS + HB + HSB, where HSB is the interaction term. Now we
define H0 = HS +HB, and the non-interacting energy eigenbasis, H0|φα〉 = Eα|φα〉. To
simplify the notation in what follows we will assume that variables with indices µ, ν refer
to eigenenergies or eigenstates of the interacting Hamiltonian, whereas indices α, β refer
to H0.
The random wavefunction ansatz consists of the assumption that
|ψµ〉 =
∑
α
cµ(α)|φα〉, (5.3)
with cµ(α) independent normalized random variables with average
〈cµ(α)cµ′(α′)〉V = δµ,µ′δα,α′Λ(µ, α), (5.4)
where Λ(µ, α) is a function of (Eµ−Eα), normalized such that
∑
α Λ(µ, α) =
∑
µ Λ(µ, α) =
1. The average 〈· · · 〉V is taken over realisations of the random wavefunction (this will be
more clearly defined in the next section). We assume that the function Λ(µ, α) is smooth,
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has a maximum when Eµ = Eα, and vanishes when Eµ − Eα  Γ, with Γ being a
typical energy width. A perturbative calculation, in which HSB was approximated by a
random matrix, carried out by Deutsch [65] leads to a random wavefunction model with
a Lorentzian,
Λ(µ, α) =
Γω0/pi
(Eµ − Eα)2 + Γ2 , (5.5)
where ω0 is the average spacing between energy levels and we assume for now that both
Γ and ω0 are independent of α, µ. Outside a perturbative regime, however, numerical
calculations on non-integrable models have shown that wavefunctions have a Gaussian
shape [91, 97, 113, 115, 164].
Diagonal matrix elements in the interacting basis can be approximated under the
assumption of self-averaging1,
Oµµ =
∑
αβ
cµ(α)cµ(β)Oαβ ≈
∑
α
Λ(µ, α)Oαα, (5.6)
where Oαβ := 〈φα|O|φβ〉. Eq. (5.6) implies that the coupling induced by HSB leads to
the smoothing of the distribution of diagonal matrix elements in the interacting basis and
provides us with a justification for the ETH for diagonal elements of observables (5.2)
within the random wavefunction model [64, 151], since we can make the identification,
O(Eµ) =
∑
α
Λ(µ, α)Oαα, (5.7)
which yields a smooth function as long as the sum runs over a sufficiently large number
of states.
We also expect that in the thermodynamic limit the average 〈O(t)〉 does not deviate
too much from its mean-value (equilibration aspect of quantum thermalization). The
averaged time-fluctuations over an infinite integration time are given by [70],
δ2O(∞) =
∑
µ,ν
µ6=ν
|Oµν |2|cµ|2|cν |2, (5.8)
under the assumption of non-degenerate energy gaps. Based on quantum chaos theory,
Srednicki [63] introduced the ETH ansatz for the off-diagonal matrix elements Oµν ,
Oµν |µ 6=ν =
ETH
1√
D(E)
fO(E,ω)Rµν . (5.9)
In this expression D(E) is the density of states (the original expression by Srednicki
included an equivalent normalization by using the microcanonical entropy instead), E =
(Eµ+Eν)/2 and ω = Eν−Eµ. Rµν is a set of random variables with zero average and unit
variance. fO(E,ω) is a continuous function of E and ω, which we expect to be centred
around ω = 0, and take negligible values if the difference between energies ω is larger than
a typical energy width.
1The self-averaging assumption is proven in Appendix C.2 for the current model.
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A natural question is whether a random wavefunction model can be used to justify the
ETH ansatz for off-diagonal matrix elements as well. As the off diagonal elements of a
typical observable average to zero, it is convenient instead to analyse the squared modulus.
To simplify the discussion we restrict our evaluation for now to those observables that are
diagonal in the basis of H0,
|Oµν |2µ 6=ν =
∑
αβ
cµ(α)cν(α)cµ(β)cν(β)OααOββ . (5.10)
A common assumption that is made here [64, 100] is to treat the coefficients cµ(α) as
uncorrelated random numbers, the only surviving terms of this sum will then be
|Oµν |2µ 6=ν =
∑
α
|cµ(α)|2|cν(α)|2O2αα ≈
∑
α
Λ(µ, α)Λ(ν, α)O2αα, (5.11)
which actually agrees with the ETH ansatz. However, this expression cannot provide us
with a consistent description on off-diagonal matrix elements. To show this, consider the
equality ∑
ν
|Oµν |2 = 〈ψµ|O2|ψµ〉. (5.12)
Now, analyzing the diagonal and off-diagonal terms of Eq. (5.12) separately, i.e
∑
ν |Oµν |2 =
|Oµµ|2 +
∑
ν 6=µ |Oµν |2, for the off-diagonal terms we have, given Eq. (5.11),∑
ν
|Oµν |2µ6=ν ≈
∑
α
Λ(µ, α)O2αα ≈ O2αα, (5.13)
where we have defined a microcanonical average around Eµ, O2αα. Now, the sum of off-
diagonal elements may also be obtained without use of the random wavefunction ansatz
as ∑
ν
|Oµν |2µ6=ν = (O2)µµ − |Oµµ|2
≈
∑
α
Λ(µ, α)O2αα − |
∑
α
Λ(µ, α)Oαα|2
≈ O2αα −Oαα2,
(5.14)
where we have only assumed a self-averaging condition. Thus, comparing Eq. (5.14) and
Eq. (5.13) we can observe that we obtain an inconsistency. We are thus led to conclude
that there are indeed correlations between the coefficients, and that Eq. (5.11) is naïve.
If instead we write∑
ν 6=µ
|Oµν |2 =
∑
ν 6=µ
∑
α
|cµ(α)|2|cν(α)|2O2αα +
∑
ν 6=µ
∑
αβ
α 6=β
cµ(α)cν(α)cµ(β)cν(β)OααOββ , (5.15)
we can then apply the self-averaging assumption once more, i.e the replacement∑
ν 6=µ
∑
αβ
α 6=β
cµ(α)cν(α)cµ(β)cν(β)OααOββ → Oαα2
∑
ν 6=µ
∑
αβ
α 6=β
cµ(α)cν(α)cµ(β)cν(β)
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which we can see is consistent if this term is equal to −Oαα2. One can in-fact show simply
from expanding the orthogonality condition
∑
ν〈ψµ|ψν〉 = 0 | µ 6= ν the relation∑
ν 6=µ
∑
αβ
α 6=β
cµ(α)cν(α)cµ(β)cν(β) = −1 + IPR(|φα〉)). (5.16)
where IPR(|φα〉) :=
∑
µ |cµ(α)|4 is the inverse participation ratio (IPR)2, which is small
for systems in which our self-averaging procedure is correct. Thus we find that the self-
averaging assumption is consistent when applied without use of the random wavefunction
ansatz.
The above analysis indicates that correlations between probability amplitudes do in
fact play a role, and that the common assumption that the coefficients may be treated as
uncorrelated random numbers is naïve. The illustration above is valid for generic systems
with no special symmetries or correlations caused by features of the interaction, and thus
the only source of these correlations is the orthonormality requirement of eigenstates. In-
deed, we will see below that by including these correlations the correct scaling is obtained.
5.4 Model for Generic Non-Integrable Quantum Systems
We now present the random matrix model from which we will base our analysis, consist-
ing of a non-interacting diagonal part, and interactions modelled by a random matrix.
Explicitly, the Hamiltonian in question is given by
H = H0 + V, Hαβ = fαδαβ + hαβ, (5.17)
where the diagonal matrix elements, fα = αω0, are energies equally spaced by ω0, and
we choose energy units such that ω0 = 1N , with N the total number of levels. The
perturbation term is a real random Gaussian Hermitian matrix, h, which follows the
probability distribution P (h) ∝ exp [−14N Trh2/g2], such that matrix elements hαβ have
average hαβ = 0, and variance (hαβ)2 = g2/N for α 6= β, and (hαα)2 = 2g2/N for
diagonal elements. This is the same Hamiltonian used in the pioneering work by Deutsch
[64, 65], which captures the behaviour of a generic non-integrable quantum system in the
thermodynamic limit.
We no longer restrict ourselves to observables that are diagonal in the basis of H0, and
thus for a generic observable O we have,
|Oµν |2µ6=ν =
∑
αβα′β′
cµ(α)cν(β)cµ(α
′)cν(β′)OαβOα′β′ , (5.18)
where, to reiterate, we have defined Oµν := 〈ψµ|O|ψν〉, and Oαβ := 〈φα|O|φβ〉, such
that α, β labels the non-interacting basis diagonalizing H0, {|φα〉}, and µ, ν labels the
2Notice that our definition of IPR differs here from the one used in Ref. [12] and in other works in
the field of quantum chaos (e.g. [70]) where the reciprocal quantity is defined as the IPR. Our definition
in this work is more consistent with the original notion of Participation Ratio as the number of energy
eigenstates or atomic orbitals involved in the initial state (see for example Ref. [165])
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interacting basis diagonalizing H, {|ψµ〉}. The coefficients cµ(α) are random variables
representing the eigenstates of H, |ψµ〉 =
∑
α cµ(α)|φα〉.
In order to obtain a functional form for the off-diagonal observable elements |Oµν |2µ6=ν
we are thus interested in finding the correlation function
〈cµ(α)cν(β)cµ(α′)cν(β′)〉V , (5.19)
where the average 〈· · · 〉V is taken over realisations of the random Hamiltonian. We can see
from the argument of the previous section that the cµ(α)s are not true random variables,
but have correlations due to orthogonality which must be accounted for. The probability
distribution of the cµ(α) coefficients is given by
P (c) = Aδ(ccT − I)
∫
exp
[
−
∑
αβ
α>β
h2αβ
2g2/N −
∑
α
h2αα
4g2/N
]
×
(∏
µν
µ>ν
δ(
∑
α′β′
cµ(α
′)Hα′β′cν(β′))
) ∏
αβ
α≥β
dhαβ.
(5.20)
In Eq. (5.20) we use the shorthand notation, c, to represent the matrix of cµ(α)s.
A is a normalization constant, and we perform the integral over all independent entries
of random Hamiltonian matrix elements, hα,β. Further, we have used exp[
∑
αβ
α6=β
h2αβ] =
exp[2
∑
αβ
α>β
h2αβ], from which we can see that, for the random matrix selected from the
Gaussian Orthogonal Ensemble (GOE), the width of the distribution diagonal elements
is twice that of the off-diagonal elements. The first delta-function in P (c) imposes an
orthonormalization constraint whereas the last delta-function restricts the values of the
cµ(α) to those of eigenstates of the Hamiltonian (5.17); the Hermiticity of H implies that
the latter need only run over µ > ν. Working with the exact probability distribution P (c)
is obviously very difficult. Studies of quantum chaotic systems [68] indicate, however, that
probability amplitudes behave as Gaussian distributed random variables, suggesting we
may treat the cµ(α)s as belonging to a Gaussian distribution with some width depending
on µ, α. However, as we saw in Section 5.3 above, we must account for orthogonality in
order to obtain a consistent result for off-diagonal matrix elements of observables. We
thus look for an approximate probability distribution of the cµ(α)’s of the form
p(c,Λ) =
1
Zp
exp
[
−
∑
µα
c2µ(α)
2Λ(µ, α)
] ∏
µν
µ>ν
δ(
∑
α
cµ(α)cν(α)). (5.21)
In Eq. (5.21) we assume an approximation in terms of independent Gaussian variables,
however, we keep the orthonormality constraint to account for correlations. Wavefunctions
fulfilling Eq. (5.21) are referred to as chaotic wavefunctions. To find the functions Λ(µ, α)
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that lead to an optimal description of the problem we have to minimise the Free Energy,
F = −
∫
dcp(c,Λ) ln
P (c)
p(c,Λ)
, (5.22)
where we have written
∫
dc as shorthand for an integral over all elements,
∫
dc→∏µα ∫ dcµ(α).
The calculation of the distributions Λ(µ, α) which fulfil this condition is performed (us-
ing a differing target probability distribution p(c,Λ)) in reference [65]. We repeat this
calculation in Appendix A.1 for clarity. We obtain
Λ(µ, α) = ω0
Γ/pi
(ω0µ− ω0α)2 + Γ2 . (5.23)
where Γ = pig
2
Nω0 , differing by a factor of 2 from reference [65] (this is corroborated below
with a numerical calculation). Also required for the calculation of the correlation function
(5.19) is the partition function of our approximate probability distribution, which is also
obtained in Appendix A.1 (Eq. (A.24)):
Zp = (2pi)
N 2−N/2
(∏
µα
(Λ(µ, α))
1
2
)∏
µν
µ>ν
(∑
α
Λ(µ, α)Λ(ν, α)
)− 1
2
 . (5.24)
In Eq. (5.24) the first product is the contribution from the free Gaussian term in p(c,Λ),
whereas the second product is a result of the orthonormality condition.
5.5 Calculation of Correlation Functions
We can see from Eq. (5.24) that the final form of the partition function describing the full
system is a product of all eigenvector interactions occurring in pairs. We are interested
now in the calculation of the correlation function (5.19) involving a pair of wavefunctions,
cµ(α) and cν(α). For that we define the generating function
Gµ,ν(~ξµ, ~ξν) =
∫ ∫
exp
[
−
∑
α
( c2µ(α)
2Λ(µ, α)
+
c2ν(α)
2Λ(ν, α)
+ ξµ,αcµ(α) + ξν,αcν(α)
)]
× δ(
∑
α
cµ(α)cν(α))
∏
α
dcµ(α)dcν(α).
(5.25)
We will calculate correlation functions by differentiation of Gµ,ν with respect to the aux-
iliary fields ξµ,α, ξν,α, described for all α by ~ξµ, ~ξν . This approach involves an implicit
approximation, namely, we are assuming that correlations involving two chaotic wave-
functions can be computed by singling out the contribution of those wavefunctions to the
partition function and factoring out the rest. This approximation is well justified since it
accounts for the effect of the orthonormality between µ and ν, which will determine the
form of the correlation function.
Eq. (5.25) may be evaluated as a 2N -dimensional Gaussian integral after we express
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the delta-function in its Fourier form,
δ(
∑
α
cµ(α)cν(α)) =
1
2pi
∫
exp
[
iλ
∑
α
cµ(α)cν(α)
]
dλ. (5.26)
We write our generating function in the form
Gµ,ν(~ξµ, ~ξν) =
1
2pi
∫ ∫
exp
[
− 1
2
~xTA~x+ ~JT~x
]
d2Nxdλ, (5.27)
where ~x = (cµ(1), cν(1), ..., cµ(N ), cν(N )) is a vector made up of coefficients of both rel-
evant eigenvectors, A is a block diagonal matrix given by
A =

1
Λ(µ,1) iλ
iλ 1Λ(ν,1) 0
. . . . . . . . .
0 1Λ(µ,N ) iλ
iλ 1Λ(ν,N )

,
and ~J = (ξµ,1, ξν,1, ..., ξµ,N , ξν,N ) is the generating function for the calculation of the
correlation functions. Eq. (5.27) may then be calculated exactly, as the 2N -dimensional
integral over x is now in Gaussian form, and is given by∫
exp
[
− 1
2
~xTA~x+ ~JT~x
]
d2Nx =
(2pi)N
|A| 12
exp
[
1
2
~JTA−1 ~J
]
. (5.28)
where |A| is the determinant of the block diagonal matrix A, given by the product of the
determinants of each 2× 2 block,
|A| :=
∏
α
|Aα| :=
∏
α
(
1
Λ(µ, α)Λ(ν, α)
+ λ2
)
, (5.29)
and
1
2
~JTA−1 ~J = −1
2
∑
α
1
|Aα|
[
ξ2µ,α
Λ(ν, α)
+
ξ2ν,α
Λ(µ, α)
− 2iλξµ,αξν,α
]
. (5.30)
We then have,
Gµ,ν(~ξµ, ~ξν) =
lim
~ξµ,ν→0
(2pi)N−1
∫
1
|A| 12
exp
[
− 1
2
∑
α
1
|Aα|
[
ξ2µ,α
Λ(ν, α)
+
ξ2ν,α
Λ(µ, α)
− 2iλξµ,αξν,α
]]
dλ,
(5.31)
which we write as
Gµ,ν(~ξµ, ~ξν) = lim
~ξµ,ν→0
(2pi)N−1
∫ (∏
α
(
1
Λ(µ, α)Λ(ν, α)
+ λ2
)− 1
2
g(ξµα, ξνα)
)
dλ, (5.32)
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where
g(ξµ,α, ξν,α) = exp
[
1
2
ξ2µ,αΛ(µ, α) + ξ
2
ν,αΛ(ν, α)− 2iλξµ,αξν,αΛ(µ, α)Λ(ν, α)
1 + λ2Λ(µ, α)Λ(ν, α)
]
. (5.33)
Now, we can rewrite the integrand in Eq. (5.32) as
(2pi)N−1
(∏
α
(
Λ(µ, α)Λ(ν, α)
) 1
2
)(∏
α′
(
1 + λ2Λ(µ, α′)Λ(ν, α′)
)− 1
2
)(∏
α′′
g(ξµα′′ , ξνα′′)
)
.
(5.34)
Then, as ln (1 + x) ≈ x for small x, in the high N limit we have
∏
α
(
1 + λ2Λ(µ, α)Λ(ν, α)
)− 1
2 = exp
[
−1
2
∑
α
ln
(
1 + λ2Λ(µ, α)Λ(ν, α)
)]
≈ exp
[
− 1
2
∑
α
λ2Λ(µ, α)Λ(ν, α)
]
.
(5.35)
Thus, we obtain for the generating function
Gµ,ν(~ξµ, ~ξν) = lim
~ξµ,ν→0
(2pi)N−1
(∏
α
Λ(µ, α)Λ(ν, α)
) 1
2
×
∫
exp
[
− 1
2
∑
α
λ2Λ(µ, α)Λ(ν, α)
](∏
α′
g(ξµα′ , ξνα′)
)
dλ.
(5.36)
The generating function can be checked to yield the correct ~ξµ = 0, ~ξν = 0 limit,
Gµν(0, 0) = (2pi)
N− 1
2
(∏
α Λ(µ, α)Λ(ν, α)∑
β Λ(µ, β)Λ(ν, β)
) 1
2
. (5.37)
Taking the product over all pairs of eigenvectors µ, ν of the 2-eigenvector partition function
of Eq. (5.37) we recover the interacting part of the partition function of the previous
section, Eq. (5.24).
We can proceed now and simplify the generating function by simplifying Eq. (5.33) in
the limit Γ/ω0  1. For this, we first notice that, due to the Gaussian term in Eq. (5.36),
the integration variable λ is restricted to take values such that,
λ2
∑
α
Λ(µ, α)Λ(ν, α) . 1. (5.38)
Since the term
∑
α Λ(µ, α)Λ(ν, α) is of order (Γ/ω0)
−1, this implies that λ ≈ (Γ/ω0)1/2.
On the other hand, in Eq. (5.33), we find in the denominator the term λ2Λ(µ, α)Λ(ν, α).
Since the product Λ(µ, α)Λ(ν, α) takes values of the order of (Γ/ω0)−2, we find that
λ2Λ(µ, α)Λ(ν, α) = O
(
Γ
ω0
)−1
 1. (5.39)
Using this approximation and carrying out the integration over λ we arrive at the following
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form for the generating function,
Gµ,ν(~ξµ, ~ξν) ∝ exp
[
1
2
∑
α
ξ2µ,αΛ(µ, α) +
1
2
∑
α
ξ2ν,αΛ(ν, α)
− 1
2
∑
α,β
ξµ,αξµ,βξν,αξν,β
Λ(µ, α)Λ(µ, β)Λ(ν, α)Λ(ν, β)∑
α′ Λ(µ, α
′)Λ(ν, α′)
]
,
(5.40)
where we have ignored the non-interacting factors, which are irrelevant for the calculation
of the correlation functions. Eq. (5.40) is the basis of a self-consistent description of
matrix elements in terms of chaotic wavefunctions.
We apply our result for the correlation function of interest (see Eq. (5.18)),
〈cµ(α)cν(β)cµ(α′)cν(β′)〉V = 1
Gµν
∂ξµ,α∂ξν,β∂ξµ,α′∂ξν,β′Gµν
∣∣∣∣
ξµ,α=0,ξν,α=0
. (5.41)
After calculating the derivatives of our simplified generating function (5.40) we obtain,
〈cµ(α)cν(β)cµ(α′)cν(β′)〉V = Λ(µ, α)Λ(ν, β)δαα′δββ′
− Λ(µ, α)Λ(ν, α)Λ(µ, β)Λ(ν, β)δαβ′δβα′∑
n Λ(µ, n)Λ(ν, n)
− Λ(µ, α)Λ(ν, α)Λ(µ, α
′)Λ(ν, α′)δαβδα′β′∑
n Λ(µ, n)Λ(ν, n)
.
(5.42)
In the last equation, the second and third terms in the right-hand side arise solely due
to the interactions between chaotic wavefunctions that are induced by the orthonormality
condition.
For an observable that is diagonal in the basis of H0 we only need to consider the
values α = β and α′ = β′. The relevant correlation function is then of the simpler form
〈cµ(α)cν(α)cµ(β)cν(β)〉V = Λ(µ, α)Λ(ν, β)δαβ − Λ(µ, β)Λ(ν, α)Λ(µ, α)Λ(ν, β)(1 + δαβ)∑
n Λ(µ, n)Λ(ν, n)
.
(5.43)
Eq. (5.43) is one of the most important results of this work. Note that the first term in the
r.h.s. of this equation is the contribution one obtains by ignoring the interaction between
chaotic wavefunctions, whereas the second term arises solely due to those interactions. It is
thus necessary to understand whether the corrections induced by interactions are relevant
or, on the contrary, can be neglected to leading order (as assumed in many previous works).
For this we first notice that
Λ(µ, α)|Eµ≈Eα ≈
ω0
Γ
, (5.44)
where the ratio ω0/Γ  1, since it corresponds to the inverse number of states in the
energy window defined by Γ. We find the following scaling
Λ(µ, α)Λ(ν, α) → O
(ω0
Γ
)2
, (5.45)
Λ(µ, β)Λ(ν, α)Λ(µ, α)Λ(ν, β)∑
n Λ(µ, n)Λ(ν, n)
→ O
(ω0
Γ
)3
. (5.46)
We could feel tempted to simply ignore the correlation term in Eq. (5.43), since it is
of higher order in the small parameter ω0/Γ. Neglecting the correlation term is a valid
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approximation in the case α = β, since we find that the leading term contribution is
given by Eq. (5.45). On the contrary, for non-diagonal terms (α 6= β), the lowest order
contribution is given by Eq. (5.46) and it is of order O (ω0Γ )3. However, there are of order
Γ/ω0 more non-diagonal than diagonal terms. Whenever we use the correlation function
Eq. (5.43) to calculate the expectation value of an observable, we will need to sum over
indices α, β. Thus we expect that the contribution of O
(
Γ
ω0
)
non-diagonal terms each
contributing an amount of order O (ω0Γ )3 will yield finally a contribution or order O (ω0Γ )2,
which is thus comparable to the contribution from the diagonal terms. We conclude that
both terms in the r.h.s. of Eq. (5.43) are equally relevant.
The reasoning above also explains discrepancies that one may find when, for example,
verifying the orthonormality sum rule with Eq. (5.43). Explicitly, orthonormality implies
that, ∑
ν
〈cµ(α)cν(α)cµ(β)cν(β)〉 = Λ(µ, α)δα,β. (5.47)
However, Eq. (5.43) yields,
∑
ν
〈cµ(α)cν(α)cµ(β)cν(β)〉V = Λ(µ, α)δα,β +O
(ω0
Γ
)2
. (5.48)
The correction of order O (ω0Γ )2 can be ignored, since the leading contribution to the
diagonal term is Γ(µ, α), which is of order O (ω0Γ ). The attentive reader may find a
contradiction in neglecting terms that are one order lower in ω0/Γ in Eq. (5.48), while
keeping the second term in the r.h.s. of Eq. (5.43). However, we recall that in the latter
case, we have to sum over a large number of low-order non-diagonal corrections, and thus
both Eqs. (5.45) and (5.46) may lead to contributions of the same order when calculating
matrix elements of observables.
We also stress here that whilst the derivation of the Lorentzian form of Λ(µ, α) is
only accurate for small couplings, our result of Eq. (5.42) is more general and relies only
on the condition that the wavefunction is spread over many non-interacting states. For
example, a system with a Gaussian form for Λ(µ, α) could be described by the approximate
distribution (5.21), and yet lead to the same form for the chaotic wavefunction correlations.
5.6 Calculation of Off-Diagonal Matrix Elements
We can now use the functional form for 〈cµ(α)cν(β)cµ(α′)cν(β′)〉V developed in the pre-
vious section to calculate a generic form for |Oµν |2. We have
|Oµν |2µ6=ν =
∑
αβα′β′
cµ(α)cν(β)cµ(α
′)cν(β′)OαβOα′β′ . (5.49)
Now, exploiting self-averaging, we can make the replacement cµ(α)cν(β)cµ(α′)cν(β′) →
〈cµ(α)cν(β)cµ(α′)cν(β′)〉V . Then, using our expression for the correlation function, Eq.
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(5.42) we can write
|Oµν |2µ6=ν =
∑
αβα′β′
[
Λ(µ, α)Λ(ν, β)δαα′δββ′ −
Λ(µ, α)Λ(ν, α)Λ(µ, β)Λ(ν, β)δαβ′δβα′∑
n Λ(µ, n)Λ(ν, n)
− Λ(µ, α)Λ(ν, α)Λ(µ, α
′)Λ(ν, α′)δαβδα′β′∑
n Λ(µ, n)Λ(ν, n)
]
OαβOα′β′ .
(5.50)
If we once more briefly focus on those observables that are diagonal in the H0 eigenbasis,
this becomes
|Oµν |2µ 6=ν =
∑
α
Λ(µ, α)Λ(ν, α)O2αα −
∑
α Λ(µ, α)Λ(ν, α)Oαα
∑
β Λ(µ, β)Λ(ν, β)Oββ∑
n Λ(µ, n)Λ(ν, n)
−
∑
α Λ
2(µ, α)Λ2(ν, α)O2αα∑
n Λ(µ, n)Λ(ν, n)
.
(5.51)
Again, we find that a non-negligible contribution arises from the chaotic wavefunction
correlations. To further approximate this expression we define the average
[Oαα]µ :=
∑
α
Λ(µ, α)Oαα, (5.52)
where µ := (µ + ν)/2, which one may observe is essentially a microcanonical average
centered on the energy Eµ. A further approximation3 allows this microcanonical average
to be removed from the summation.
|Oµν |2µ6=ν =
(
[O2αα]µ − [Oαα]
2
µ
)∑
α
Λ(µ, α)Λ(ν, α)− [O2αα]µ
∑
α Λ
2(µ, α)Λ2(ν, α)∑
n Λ(µ, n)Λ(ν, n)
. (5.53)
Eq. (5.53) is one of the most important results of this work. Note that the result is now
free from the pathology that we found when approximating many-body wavefunctions by
independent random numbers in Eq. (5.11). Our final expression has a similar form,
however correlations induce a second term that appears as a result of the orthonormality
condition. Finally we note that the overall dependence of |Oµ,ν |2 on the energies Eµ, Eν
agrees with the ETH ansatz for off-diagonal matrix elements in Eq. (5.9)4.
We then take the continuum limit, substituting
∑
α →
∫
dEα
ω0
, and thereby obtain
|Oµν |2µ 6=ν =
(
[O2αα]µ − [Oαα]
2
µ
)∫
dEα
ω0
Λ(µ, α)Λ(ν, α)
− [O2αα]µ
∫
dEα
ω0
Λ(µ, α)2Λ(ν, α)2
(∫
dEn
ω0
Λ(µ, n)Λ(ν, n)
)−1
.
(5.54)
Whilst the second term in Eq. (5.54) is analytically obtainable, we may observe that
this term is ∝ ω20, and thus within our approximation is correctly ignored. We then see,
as the convolution of two Lorentzian functions of widths Γ1 and Γ2 is simply a Lorentzian
3This is the smoothness assumption of Chapter 3
4See Appendix B for an extension to more general local observables.
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of width Γ1 + Γ2, that the functional form for a diagonal observable is
|Oµν |2µ6=ν = [∆O2αα]µ
ω02Γ/pi
(Eµ − Eν)2 + (2Γ)2 , (5.55)
where [∆O2αα]µ := [O
2
αα]µ− [Oαα]
2
µ. We see here that, to first order in ω0, the off diagonal
elements of a generic observable that is diagonal in H0 are described by a Lorentzian of
width 2Γ. For more general observables one simply uses the known structure in the non-
interacting basis, as we will see below. This result corroborates the relation between the
variances of diagonal and off-diagonal elements obtained in reference [66], and observed
numerically in [113, 166], showing that they differ by a factor of two. One can see that
the width of the distribution of diagonal elements is the same as that of the wavefunction,
Γ, from Eq. (5.6).
Returning to our original argument indicating the failure of the random wavefunction
ansatz, we may double check the consistency of the above RMT approach by repeating
the calculation of
∑
ν |Oµν |2µ 6=ν using Eq. (5.55). This is obtained by replacing
∑
ν 6=µ →∫
dEν/ω0 (the correction due to the µ = ν term is ∝ ω20 and thus ignored)∫
dEν
ω0
|Oµν |2µ6=ν =
∫
dEν
ω0
[∆O2αα]µ
ω02Γ/pi
(Eµ − Eν)2 + (2Γ)2
= [∆O2αα]µ,
(5.56)
as expected. Thus the RMT approach, including correlations due to orthogonality, leads
to a correct normalization of the matrix elements of observables.
We note here that the result from the RMT approach tells us more about the source of
this scaling than we obtained from our previous discussion. Eq. (5.16) tells us that the sum
over all off diagonal eigenstates contributes this scaling factor, but gives us no information
about the contribution of any individual eigenstate. We can see from the RMT result of
Eq. (5.55) that the scaling by [∆O2αα]µ occurs on the level of each individual eigenstate,
and not simply on average.
5.7 Comparison to Numerical Random Matrix Model
To check the results above we first compare them to a numerical random matrix model
by diagonalizing Eq. (5.17) and calculating the off-diagonal distribution for the matrix
elements of example observables. We choose our observables, Oodd and Osym, to be defined
such that in the non-interacting basis {|φα〉} all off-diagonal elements are zero, and the
diagonal elements are given by
(Oodd)αα =
1, if α = odd0, if α = even, (5.57)
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Figure 5.1: Numerical comparison to analytic results for N = 1000, g = 0.05, average of
500 realisations of H. a) Shows the eigenstate µ = 500, analytic result given by (5.23)
b),c) Show the off-diagonal distributions (µ = ν points are excluded) for Oodd and Osym
respectively analytic result given by Eq. (5.55).
and
(Osym)αα =
1, if α = odd−1, if α = even. (5.58)
These observables are chosen as they have similar structure to realistic spin-observables,
as well as having different [∆O2αα]µ values such that the scaling may be adequately demon-
strated. For simplicity we choose diagonal examples here, though the RMT method de-
veloped above can easily account for non-diagonal observables, as we will see below for a
spin-chain system. To obtain the observable distributions we find the average distribution
over many realisations of the Hamiltonian, Eq. (5.17), which is essentially the mathemat-
ical procedure to find the probability distribution in Eq. (5.20). Examples of the overlap
of the RMT prediction are shown in Fig. 5.1. Here we see a very good agreement between
the analytic predictions of Eq. (5.23) (Fig. 5.1a)) and Eq. (5.55) (Figs. 5.1b), 5.1c)) and
the exact numerical results.
As shown in Fig. 5.1, the scaling of each observable Oodd and Osym are different, and
we can see here that the analytic prediction of an observable dependent rescaling is true
to the numerics. We note that for couplings of g ' 0.2 our analytic treatment is no longer
a good approximation. This corresponds to the bulk eigenstates having significant value
at the edges of the spectrum, and thus our assumptions made obtaining a functional form
for Λ(µ, α) (Appendix A.1) are not good for such coupling strengths.
Before making comparison to realistic systems, we comment here on an essential in-
gredient to the derivation of our analytic results: the self-averaging property. This prop-
erty of random matrices is commonly assumed [66, 121], and has been an invaluable tool
in the descriptive power of RMT, having seen much success in describing interacting spin
systems [72], and atomic and nuclear physics [167, 168]. Further, the analysis of ran-
dom matrices based on the above assumptions already makes up much of the basis of
our understanding of the ETH [66], which has seen repeated numerical verifications in
non-integrable models. One can write the essential assumption as it applies to the current
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problem as,
|Oµν |2 ≈ 〈|Oµν |2〉V =
∑
αβα′β′
〈cµ(α)cν(β)cµ(α′)cν(β′)〉VOαβOα′β′ , (5.59)
such that the observable matrix elements are taken to be equal to their ensemble average.
Note that Oαβ are not averaged quantities, as they do not depend on the random perturb-
ation. Appendix C is devoted to a more detailed discussion of the self-averaging property,
and its proof from chaotic wavefunctions.
5.8 Comparison to Exact Diagonalization of Spin-Chain
We now perform a comparison of the theory from random matrices outlined above to a
more physical system. We choose a 1D spin chain, with a Hamiltonian of the form
H = HS +HB +HSB. (5.60)
We reiterate here that the Lorentzian functional form for the wavefunction distribution
Λ(µ, α) is valid for small values of g (see Appendix A.1), and thus we only expect good
agreement with our RMT result when the interaction Hamiltonian HSB describes a weak
interaction. However, the theory developed above for correlation functions, and thus the
application to observable distributions, is more general. Previous numerical studies have
shown that in the high coupling limit one observes a Gaussian wavefunction distribution
[91, 97, 113, 115, 164], and thus for high coupling strengths we do not expect a good
overlap with the developed RMT results, however the basic phenomenology should remain
unchanged.
For our model, the system Hamiltonian HS is simply given by a spin in perpendicular
fields, Bx and Bz,
HS = B
(S)
z σ
(NS)
z +B
(S)
x σ
(NS)
x , (5.61)
where NS labels the position of the system in the chain, between 1 and N . The bath
Hamiltonian is a spin-chain with nearest-neighbour Ising interactions in both Bz and Bx
fields,
HB =
∑
n6=NS
(B(B)z σ
(n)
z +B
(B)
x σ
(n)
x ) +
∑
n6=NS ,NS−1
JB(σ
(n)
z σ
(n+1)
z + σ
(n)
+ σ
(n+1)
− + σ
(n)
− σ
(n+1)
+ ).
(5.62)
The interaction part of the Hamiltonian HSB is given by
HSB = JI(σ
(NS)
+ σ
(NS±1)
− + σ
(NS)
− σ
(NS±1)
+ ) + Jzσ
(NS)
z σ
(NS±1)
z . (5.63)
Thus we have H0 = HS + HB, and HI = HSB. For the analysis below, we compare
various limits of this system, to show where our assumptions made above do and do not
hold. Each limit is non-integrable, and expected to thermalize.
We focus here on two cases: a homogeneous chain, and the case of a weakly coupled
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impurity. It is the latter for which we expect the RMT description to work best, as it
is here that the assumption that the density of states does not change over the coupling
width is valid. It is this assumption that allows us to treat the interaction Hamiltonian
as a full random matrix in Eq. (5.17). Should the density of states significantly change
over the relevant coupling width, then a random matrix with some bandwidth would be
required.
Initially, for the impurity case, we set JB = B
(S)
z = B
(B)
z = B
(B)
x = 1, Jz = B
(S)
x = 0,
and vary JI . The second limit we study is when B
(S)
x = 1 and Jz = JI , with the chain
thus being truly homogeneous when Jz = JI = 1. We calculate the off-diagonal matrix
elements of system observables for varying system sizes from N = 8 to N = 13. We set
the system position to be NS = 5 throughout.
To test the RMT prediction for the observable and wavefunction distributions we
calculate these distributions directly using exact diagonalization (ED) and perform a fit
to the distribution to find the observed width ΓFit. This is then compared to the expected
width from a random matrix framework, ΓRM, which we discuss below. To perform the fit
we first smooth the ED result by applying a Lorentzian mask over each point such that,
for smoothed eigenstates we have
Fµ(Eα) =
∑
α
|cµ(α)|2δ(Eα − E), (5.64)
where δ(Eα−E) = pi−1/[(Eν−E)+2]. This function is related to the strength function
introduced in quantum chaos theory [72]. Similarly, for an observable O
SO(Eµ, Eν) =
∑
ν
|Oµν |2δ(Eν − E). (5.65)
We perform a three variable (central energy, peak width Γ, and peak height) fit to a
Lorentzian to find the ΓFit. The values for ΓFit can then be compared to Γ = Γ(W0) found
from the interaction Hamiltonian using the method outlined below.
5.8.1 Computation of RMT Width
For comparison of our RMT description to the ED calculation, we must be able to calculate
an estimate for Γ from the random matrix perspective. This can be obtained from the
Hamiltonian, as for the random matrix we have ΓRM =
pig2
Nω0 , and
g√N , which may be found
by the average value of the random interaction Hamiltonian. Relating this to a physical
system must be done with some care, however, as the average value should not be taken
over the entire Hamiltonian, but over some energy width W , as discussed below. We can
write ΓRM, for a random matrix, as
ΓRM = pi
Tr{H†IHI}
N 2 D(E), (5.66)
where D(E) = 1/ω0 is the density of states. In this form we can see more easily the
relation to a real Hamiltonian. However, we must treat the above expression carefully,
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Figure 5.2: a) Plot of Γ(W ) (Eq. (5.67)) for varying values ofW (black dots). Approximate
Γ = Γ(W0) shown by red dashed line. We see that the plateau region indeed extends
well past the Γ(W ) = W line (blue solid line). b) Shows all entries to the interaction
Hamiltonian HI above 10−6. The width W0, where Γ = Γ(W0) is shown in red. We
can see that this does not extend past the coupling band. Shown for the impurity case,
Jz = B
(S)
x = 0, with N = 12, JI = 0.4.
as the association g2/N ⇔ Tr{H†IHI}/N 2 must be made with proper consideration of
the physical relationship between the interaction Hamiltonian and a random matrix. To
reiterate, the physical grounds for using a random interaction Hamiltonian here rely on the
fact that for generic non-integrable systems the interaction Hamiltonian, when expressed
in the basis of eigenstates of the non-interacting Hamiltonian, resembles a banded random
matrix with some width WBW . We can use a full random matrix for the low coupling
limit as the density of states, which dictates the band width, does not change much over
the width of the coupling energy Γ. Thus, there are two caveats to be considered in
implementing Eq. (5.66): HI must be expressed in the basis of H0, and the trace must be
taken over a finite width W0 < WBW . We thus define the trace over an energy width W ,
TrW {· · · }, as the trace over all states {|φα〉} satisfying W ≥ |Eα − Eβ|. This gives us Γ
as a function of the energy width W
Γ(W ) = pi
TrW {H†IHI}
N∗2
D(E), (5.67)
where N∗2 is the number of elements included in TrW {· · · }.
The question is, then, which is the physically relevant value, Γ(W0), of the possible
values of Γ(W )? We know that Γ must satisfy Γ(W0)WBW , as otherwise our assump-
tion that the density of states does not change over the width Γ is invalid. Furthermore
we must have Γ(W0)  W0 such that all states within the coupling energy Γ := Γ(W0)
are counted. Thus we have the condition Γ(W0)W0 WBW . We should expect to see
a plateau in the function Γ(W ), giving the width over which the interaction Hamiltonian
is effectively described by a random matrix. As W grows we should then expect to see
Γ(W ) decay for W > WBW , as the long range interaction terms vanish. It is the value
of Γ(W ) on the plateau that is the physically relevant point, as assuming the interaction
strength is weak enough, the structure of long-range interactions should not matter.
We can see from Fig. 5.2 that this description is a good approximation for the spin
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Figure 5.3: Smoothed ED calculation (blue) of the central eigenstate (a)), and off-diagonal
elements of |σz|2 (b)) and |σx|2 (c)). Fit to a Eqs. (5.23), (5.68), and (5.70) respectively
(red) and RMT prediction (yellow) using Γ = Γ(W0) (Eq. (5.67)) also shown for each.
Raw data for each shown in insets. Each plot shown for N = 13, NS = 5, JI = 0.5, and
for an energy Eµ in the centre of the spectrum.
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Figure 5.4: Comparison of fitted ΓFit values with Γ = Γ(W0) (Eq. (5.67)). Relative error
of each distribution width given by (ΓFit − Γ(W0))/Γ(W0). Comparisons shown for the
central eigenstate (µ = 2N−1) for the fit to smoothed eigenstate distribution (a) and the
σ
(NS)
z observable (b).
chain, however the estimation of Γ from this method is a likely source of error for the
system sizes available, as the plateau region is not exactly flat as one would expect from a
true random matrix. For larger sizes, one expects the initial structure of the Hamiltonian
to be more ‘washed out’ by the change to the non-interacting basis. We can also see
from Fig. 5.2 that as the interaction strength JI increases the line Γ(W ) = W will
extend further into the plateau region, as the average value of the interaction Hamiltonian
elements in this region increases. The random matrix approximation becomes invalid in
the limit where the line Γ(W ) =W extends past the plateau region, as it is in this case that
the density of states begins to change significantly over the width Γ (hence the condition
Γ(W0)WBW ).
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5.8.2 Impurity
We begin by analyzing the simple case where Jz = B
(S)
x = 0. Here the system qubit
behaves differently to the bath, and thus can be thought of as an impurity. The natural
observables in this case are the Pauli operators the σ(NS)z and σ
(NS)
x . It is straightforward
to obtain the expected distribution for σ(NS)z from RMT by directly applying Eq. (5.55),
obtaining
|(σ(NS)z )µν |2µ6=ν =
ω02Γ/pi
(Eµ − Eν) + (2Γ)2 . (5.68)
For the case of the σ(NS)x observable, we must instead use information we have about the
structure of the observable in the non-interacting basis5 to obtain a functional form for
the observable distribution from the RMT formalism above. The useful observation here
is that for σ(NS)x
(σ(NS)x )αβ =
1, if Eβ = Eα ± 2B
(S)
z
0, Otherwise.
(5.69)
Thus, using Eq. (5.50), and writing Λ(µ, α)→ Λ(Eµ, Eα) for clarity, we find
|(σ(NS)x )µν |2µ6=ν =
1
2
∫
dEα
ω0
Λ(Eµ, Eα)[Λ(Eν , Eα + 2B
(S)
z ) + Λ(Eν , Eα − 2B(S)z )] +O(ω20)
=
ω0Γ/pi
(Eµ − Eν + 2B(S)z ) + (2Γ)2
+
ω0Γ/pi
(Eµ − Eν − 2B(S)z ) + (2Γ)2
,
(5.70)
where the factor of 12 is necessary for correct normalization. We can thus see that for the
σ
(NS)
x observable we expect two peaks in the distribution of off-diagonal matrix elements,
each of width Γ, separated by a width 4B(S)z .
Shown in Fig. 5.3 is a comparison between the ED numerical calculation and the
RMT prediction. We compare the value for ΓFit obtained from the fit to the smoothed
distribution and the value found for Γ(W0) to obtain a relative error, shown in Fig. 5.4,
which we observe to decrease on average with system size for varying interaction strengths
JI . Whilst the range in relative error here is high, this is largely due to the difficulty in
estimating Γ for the available system sizes, and the fit to a Lorentzian distribution is very
good.
5.8.3 Homogeneous Chain
The inclusion of a finite B(S)x adds a level of complexity to the problem, as neither relevant
observable σ(NS)z or σ
(NS)
x is diagonal in the non-interacting basis. A similar approach to
that shown in above for σ(NS)x allows us to calculate a distribution for |σ(NS)z |2, which
for B(S)x = 1 one would expect to be made up instead of three Lorentzian peaks at
Eµ = Eν , Eν ± 2
√
2, with the central peak of twice the height.
We can see in Fig. 5.5a) that we obtain a good agreement for the weak coupling case.
5This is a particular explicit example of the non-diagonal components n 6= 0 in the sparsity condition
in Chapter 3
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Figure 5.5: Smoothed ED calculation (blue) (raw data shown in insets) and RMT dis-
tribution (red) of smoothed σ(NS)z observable (analogous to Eq. (5.70)) for couplings
JI = Jz = 0.3 (a) and the fully homogeneous case (b) JI = Jz = 1. Each has N = 13,
B
(S)
x = 1, and Eµ in the centre of the spectrum.
As we approach the fully homogeneous case in Fig. 5.5b), however, we observe the RMT
prediction no longer holds. We can see from Fig. 5.6 that the Γ(W ) = W line extends
to the end of the plateau region, and thus the requirements for assuming a full random
matrix perturbation are not fulfilled - the change in density of states also contributes to the
distribution of the wavefunctions. Thus in this limit we no longer expect the wavefunction
distribution to be a Lorentzian, nor do we expect the method outlined above to be a good
indication of the distribution width.
Furthermore we note that the for high couplings there are also added technical chal-
lenges for the systems available to our study, as the interaction Hamiltonian structure is
not sufficiently randomized by the transformation to the non-interacting basis. We note
that most of this structure occurs at the edges of the spectrum, and thus one can simply
take the trace over the central half of the energies, as indicated in Fig. 5.6b). This is
justified for the bulk states we are analyzing.
5.9 Finite Size Scaling of Long Time Fluctuations
Off-diagonal elements of observables dominate the behaviour of their long-time fluctuations
[69, 70, 112]. Indeed, the infinite time (diagonal ensemble) fluctuations of an observable
are given by,
δ2O(∞) =
∑
µν
µ6=ν
|cµ(α)|2|cν(α)|2|Oµν |2. (5.71)
Using the RMT result above, we may evaluate Eq. (5.71) by the previous prescription of
converting the sums to integrals, and integrating using the functional forms for |cµ(α)|2
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Figure 5.6: a) Plot of Γ(W ) (Eq. (5.67)) for varying values of W (black dots), found using
central half of the Hamiltonian energies only. We see that the Γ(W ) =W line (blue solid
line) now extends much further, and thus the change in Γ(W ) value over this width alters
the wavefunction lineshape. b) Shows all entries to the interaction Hamiltonian HI above
10−6. Elements used in Γ(W ) calculation outlined by red dashed line, as elements outside
this line retain structure due to finite size. Shown for N = 12, B(S)x = 1, JI = Jz = 1.
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Figure 5.7: δ2σz(∞) versus IPR(|φα〉) for the central half of the spectrum of α values for
the impurity case B(S)x = Jz = 0. a) Shows JI = 0.2 b) Shows JI = 1. Analytic result from
RMT, Eq. (5.74) shown by red dashed line. Dash-dotted burgundy line shows prefactor
obtained if Λ(µ, α) is replaced by a Gaussian.
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Figure 5.8: Plot of 〈rα〉α (Eq. (5.75)) as coupling JI is increased for impurity case B(S)x =
Jz = 0. Average 〈· · · 〉α taken over central 201 elements.
and |Oµν |2µ 6=ν derived above. We obtain6,
δ2O(∞) =
ω0
4piΓ
[∆O2αα]µ +O(ω20) (5.72)
where the O(ω20) term is due to the subtraction of the µ = ν part. A further parameter
that is of interest [12] to the finite size scaling of closed quantum systems is the Inverse
Participation Ratio (IPR), defined as IPR(|φα〉) =
∑
µ |cµ(α)|4. This can also be obtained
in a similar manner using the RMT result,
IPR(|φα〉) = 3ω0
2piΓ
, (5.73)
where the factor of 3 comes from the ratio of the second and fourth order moments of
Gaussian variables. From these we obtain
δ2O(∞) =
1
6
[∆O2αα]µIPR(|φα〉). (5.74)
We can see from Fig. (5.7) that the proportionality is indeed correct, which has
previously been shown to be a consequence of the ETH in reference [12]. Similar results
have also been previously observed in references [57, 128, 129], which obtain bounds on
the late time fluctuations in terms if the IPR. Our work implies that in those systems
that can be well described by a random matrix ansatz, the IPR determines not only
an upper bound, but also the scale of the time-fluctuations. Similar dependencies have
also been observed numerically in reference [169]. One also observes in Fig. 5.7 that
the numerical prefactor, expected to be 1/6 for small couplings, as [∆O2αα]µ = 1 for the
σ
(NS)
z observable here, seems to depend on the coupling strength. Motivated by previous
numerical studies [91, 97, 113, 115, 164, 170], observing wavefunctions of non-integrable
systems to be Gaussian for large coupling strengths, one may repeat a similar calculation
to that leading to Eq. (5.74), however with Λ(µ, α) replaced by a Gaussian. We then
6See Appendix D.3 for a full derivation
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Figure 5.9: Plot of 〈rα〉α (Eq. (5.75)) as coupling JI is increased for homogeneous case
B
(S)
x = 1, Jz = JI . Average 〈· · · 〉α taken over central 201 elements.
obtain a prefactor of (3
√
2)−1. We define
rα = [∆O2αα]
−1
µ δ
2
O(∞)IPR(|φα〉)−1 (5.75)
in order to more closely analyse the dependence of the numerical prefactor as the coupling
strengths are altered. For the case of Figs. 5.8 and 5.9 we show the change in 〈rα〉α, that is
rα averaged over many bulk α values, for the impurity and homogeneous cases respectively.
Here we have [∆O2αα]µ = 1, and thus 〈rα〉α gives the value of the prefactor directly. We
indeed observe a growth of this prefactor to ∼ (3√2)−1, the value expected by applying
a Gaussian distributed wavefunction to the RMT approach above in both the impurity
and homogeneous cases. We note that for low couplings the fact that 〈rα〉α does not tend
exactly to the expected value from RMT is not surprising, as this is where we are most
limited by the Hilbert space sizes available to our study, and thus there is a high associated
error in this limit. Similar phenomena are observed for a numerical random matrix model,
where the high coupling limit is obtained by the replacement Λ(µ, α) = Λ = 1N , the scaling
of fluctuations for this case is analysed in Appendix A.2.
5.10 Discussion
We have analytically studied a random matrix Hamiltonian, Eq. (5.17), made up of
a linear ensemble of states with random interactions, and expanded on previous work
[64, 65] to find a functional form for generic observables, as well as clarifying many of
the approximations made to obtain the wavefunction distribution (Appendix A.1). The
form obtained for matrix elements of observables is in agreement with the ETH. We also
predict that there is a linear relation between the time-fluctuations of an observable and the
IPR. This relation may be relevant to detect quantum ergodicity by measuring the time-
fluctuations in an experiment, if we understand quantum ergodicity as the participation
of many Hamiltonian eigenstates in the initial state, which is implied by small IPR values.
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Thus, measuring an exponential decrease of the time-fluctuations with system size would
yield evidence that the IPR itself is exponentially decreasing with system size, which could
be used as a smoking gun of quantum ergodicity.
We have assumed that an approximate description of the quantum dynamics of a
subsystem in a many-body system can be achieved by an interaction term given by a
structureless random Gaussian matrix. This approximation implies that the typical energy
bandwidth of the coupling term, WBW , is considered infinite compared to the coupling
strength, WBW  Γα. Our results are thus immediately applicable to the situation
of an impurity weakly coupled to a many-body bath, since in this case Γα depends on
a different interaction strength (JI in the spin chain example above) than the energy
bandwidth, WBW , and thus Γα can be made arbitrarily small. Our numerical calculations
confirm that in this weak coupling limit many-body wavefunctions are well approximated
by Lorentzian-shaped chaotic wavefunctions.
The weak coupling approximation may fail if, for example, we consider a subsystem in
a homogeneous system where the coupling strength is not necessarily small compared to
the bandwidth of the coupling term. Actually, in a homogeneous system we expect that
WBW ≈ Γα since both energy scales are governed by the same interactions. For example,
in the spin chain considered in the last section, both WBW and Γα are determined by the
spin-spin interactions in the bulk JB. In this case, we have observed numerically that the
chaotic wavefunction envelope is not necessarily a Lorentzian, but rather a Gaussian func-
tion. However, a valid chaotic wavefunction relying on the approximate distribution (5.21)
is still possible by considering that Λ(µ, α) are now normalized Gaussian functions. Most
of the discussion in the subsequent sections remains intact, including expression (5.53)
for the non-diagonal matrix elements of an observables. The only effect from the strong
coupling condition is a different line-shape of envelope functions defined in Eqs. (5.64),
(5.65), and a different prefactor in the scaling of the time-fluctuations as a function of the
IPR, as shown in our numerical calculations (see Figs. 5.8 and 5.9).
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Chapter 6
Quantum Chaotic
Fluctuation-Dissipation Theorem:
Effective Brownian Motion in
Closed Quantum Systems
6.1 Abstract
We analytically describe the decay to equilibrium of generic observables of a non-integrable system after a perturbation in the form of a Random Matrix. We further
obtain an analytic form for the time-averaged fluctuations of an observable in terms of the
rate of decay to equilibrium. Our result shows the emergence of a Fluctuation-Dissipation
theorem corresponding to a classical Brownian process, specifically, the Ornstein-Uhlenbeck
process. Our predictions can be tested in quantum simulation experiments, thus helping to
bridge the gap between theoretical and experimental research in quantum thermalization.
We test our analytic results by exact numerical experiments in a spin-chain. We argue
that our Fluctuation-Dissipation relation can be used to measure the density of states
involved in the non-equilibrium dynamics of an isolated quantum system.
6.2 Introduction
Ubiquitous to nearly all fields of the natural sciences is the phenomenon of equilibra-
tion to a thermal state. However, in the context of quantum systems a full understand-
ing of thermalization has remained enigmatic. This long-studied problem [3] has seen
a resurgence of interest in recent years [58, 66, 67, 72, 73], largely driven by the mod-
ern experimental capability to study the unitary quantum dynamics of closed systems
[12, 13, 45, 141, 162]. Of particular interest is the thermalization of initial pure-states,
which cannot easily be expected to equilibrate to some statistical ensemble. This is the
case treated in the present chapter.
On the theoretical side there have been advances in two key areas: Typicality, and
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the Eigenstate Thermalization Hypothesis (ETH). The typicality approach has shown
that most pure states of a large system correspond to a local canonical ensemble in some
small (with respect to the total system size) subspace [57, 118, 122, 127], whilst the ETH
has provided a mechanism for thermalization - the eigenstates themselves form an effective
microcanonical ensemble [64, 70]. This has been supported by a large amount of numerical
evidence [95, 109, 112, 156–159, 171].
Despite much recent progress on the understanding of thermalization, there has been
less work describing the decay process [104, 133, 172] or the timescales of equilibration
[134]. We address both of these using a Random Matrix Theory (RMT) model [64, 100],
which we have seen in the previous chapter reproduces the ETH ansatz [16]. We describe
the decay to equilibrium of generic non-integrable quantum systems, and obtain an ex-
pression for the time-averaged fluctuations of local observables in terms of their rate of
decay to equilibrium; thus observing an emergent classical Fluctuation-Dissipation The-
orem (FDT), analogous to those derived from a Langevin equation for Brownian motion.
FDTs describe a relationship between the linear response of a system to some perturb-
ation and its fluctuations in thermal equilibrium [173]. An example that is particularly
relevant for this work is the case of an Ornstein-Uhlenbeck process. This is a Brownian
process with diffusion constant D where particle positions are additionally subjected to
a deterministic drift of the form x˙ = −γx. The particle position is a stochastic variable
whose time-averaged fluctuations satisfy the relation [174],
〈x2〉 = D
γ
. (6.1)
In this chapter we show that the fluctuations of the expectation value of a local operator,
〈O(t)〉, of a quantum chaotic system follows a similar relation, with D replaced by the
inverse of the density of states (DOS). Our result radically differs from previous theoretical
results linking the quantum FDT for quantum fluctuations 〈∆O2〉 [110] to linear response
theory and the ETH [70].
This chapter is arranged as follows. In section II we outline the physical scenario in
question, our RMT approach [16], our key assumptions and their justifications, and how
the the ETH may be derived, and exploited, from our methods. In section III we derive
our main analytical result - an explicit expression for the equilibration in time of generic
observables towards their microcanonical average. In section IV, we see that exploiting a
result from [16], the results of section III provide a FDT for chaotic quantum systems. To
confirm the applicability of our RMT description to realistic physical models, in section
V we present exact diagonalization calculations of a quantum spin-chain, and apply this
to a generalised FDT section VI. In section VII we propose and numerically simulate an
approach to experimental verification of our findings. Finally, we conclude in Section VIII.
Various details and derivations are provided in Appendices.
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Figure 6.1: Diagram depicting quench at t = 0 from H0 = HS + HB to H = H0 + V ,
where V couples system and bath. Initial state is an eigenstate |φα〉 of H0 (this condition
is relaxed below).
6.3 Random Matrix Theory approach to quantum thermal-
ization
6.3.1 Physical Scenario
Our objective is to analyse the quantum dynamics of a many-body system whose total
Hilbert space, H, is divided in two subspaces, H = HS ⊗HB. HS is a local Hilbert space
corresponding, for example, to one or a few sites in a quantum lattice system. HB is a
larger Hilbert space, which will play the role of a finite many-body quantum bath.
We investigate the case in which a non-interacting Hamiltonian of the form H0 =
HS +HB, is perturbed by a term V to form a fully interacting Hamiltonian,
H = H0 + V. (6.2)
HS and HB in H0 act on Hilbert subspaces HS and HB, respectively, and V is an interac-
tion term between the system and the bath. The simplest situation that we will consider
is a quantum quench scenario, in which the system is initially in an eigenstate of H0 at
t = 0, as illustrated in Fig. (6.1). We will see, however, that this assumption on the initial
state can be relaxed under certain conditions. The goal of this work is to understand the
general properties of the dynamics of an observable O acting on HS .
In a non-integrable system a qualitative description is obtained by replacing the coup-
ling V by a random matrix. Typically, V is the sum of a few products of local operators
which takes the form V =
∑
n gnOS,nOB,n, where OS,n are local operators acting on HS ,
and OB,n are local operators acting onHB. If the bath Hamiltonian, HB, is non-integrable,
we expect that operators OB,n are well described by Gaussian random matrices (see for
example [109, 112] for a recent numerical confirmation), and as such a random matrix
ansatz should also be a good approximation for V .
Throughout this work we will consider a weak coupling limit, such that we can assume
that the random matrix V is homogeneous. In general, one may expect that the coupling
matrix V has some structure, for example, matrix elements Vαβ typically decay as a
function of the energy difference between states α and β. A reasonable assumption is to
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consider that the matrix elements of V are constant within a typical energy band of width
ΓV . The approximation of V as a homogeneous Gaussian random matrix will be justified
as long as Γ  ΓV , where Γ is the energy scale associated to the system-bath coupling.
The weak coupling limit can be satisfied in the case that HS describes an impurity weakly
coupled to a many-body bath described by HB. However, this limit is not trivially fulfilled
in the case that H represents a homogeneous system. In this case, ΓV and Γ could be of
similar magnitude, since ΓV is associated to interactions in HB, which in a homogeneous
system would be similar in magnitude to the coupling term V . As explained in Appendix
B.1, our theory and general results could be modified to account for this situation.
6.3.2 Random Matrix Model
The random matrix model under study is that used in the pioneering work of Deutsch [64].
The spirit of this approach is to model both H0 and V , as well as operators describing
local observables, by matrices that have the same properties as the equivalent operators
in physical systems.
The non-interacting part in (6.2), H0, is modelled by a diagonal matrix of size N , with
N the total dimension of the Hilbert space,
(H0)αβ = Eαδαβ (6.3)
where Eα = αω0, and ω0 = 1/N is the spacing between energy levels, which is assumed to
be constant. This approximation will be relaxed later on by assuming an energy-dependent
density of states. The perturbation term in Eq. (6.2) is modelled by a random matrix,
Vαβ = hαβ, (6.4)
where hαβ are independent random numbers selected from the Gaussian Orthogonal En-
semble (GOE), such that the matrix h has the probability distribution,
P (h) ∝ exp[− N
4g2
Trh2], (6.5)
giving 〈hαβ〉 = 0, and 〈h2αβ〉 = g2/N for α 6= β, and otherwise 〈h2αα〉 = 2g2/N .
From here on, we denote the set of eigenstates of H (interacting basis) by {|ψµ〉},
H|ψµ〉 = Eµ|ψµ〉, µ = 1, 2, . . . ,N , (6.6)
and the eigenstates of H0 (non-interacting basis) by {|φα〉}
H0|φα〉 = Eα|φα〉, α = 1, 2, . . . ,N . (6.7)
We can approximate Eµ = µω0, since the perturbation is homogeneous, and thus will not
change the average spacing between energy levels. To simplify the notation, we always
refer to the non-interacting basis (interacting basis) by indexes with Greek letters α, β,
(µ, ν). Sums over wavefunction indices in expressions below are always understood to run
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over values 1, 2, . . . ,N .
We define the interacting wavefunctions, cµ(α),
|ψµ〉 =
∑
α
cµ(α)|φα〉, (6.8)
where cµ(α) are random variables whose statistical properties depend on the properties of
the random matrix V . Deutsch [65] obtained an expression for the probability distribution
of eigenstates,
〈|cµ(α)|2〉V := Λ(µ, α) = ω0Γ/pi
(Eµ − Eα)2 + Γ2 , (6.9)
where Γ = pig
2
Nω0 , and 〈· · · 〉V denotes an average over realisations of the random perturb-
ation V . We assume a feature of large random matrices known as self-averaging1, and
replace summations over coefficients by their ensemble average,∑
α···β
cµ(α) · · · cν(β)→
∑
α···β
〈cµ(α) · · · cν(β)〉V . (6.10)
This is a very common assumption in the treatment of random matrices [175], and is well
justified numerically for this model in [16].
6.3.3 Correlation functions of quantum chaotic wavefunctions
The RMT approach will allow us to express the dynamics of local observables in a non-
integrable system in terms of averages of products of random wavefunctions, cµ(α). At
first sight, a reasonable approximation would be to consider that cµ(α) are independent
Gaussian variables, such that any multi-point correlation function can be simply obtained
as a product of two-point correlations for the form given by Eq. (6.9).
In the previous chapter we outlined a theoretical approach initially developed by J.
Deutsch [64], and extended it to include the effect of the orthonormality between wave-
functions, which can be understood as an effective repulsive interaction in a statistical
theory of the variables cµ(α). We showed that the inclusion of correlations between cµ(α)
is essential to obtain the correct form of the ETH conjectured for off-diagonal elements
of generic observables, in agreement with Srednicki’s ansatz [70]. We review this proof in
detail in Appendices B.1 and B.2, and discuss here the most relevant results.
We focus here on two sets of correlation functions of interest: 〈cµ(α)cν(β)cµ(α′)cν(β′)〉V
for both µ = ν, and µ 6= ν:
(i) For µ = ν we can show that the orthonormality constraint does not affect the calcu-
lation, such that the coefficients may be treated as independent Gaussian variables,
〈cµ(α)cµ(β)cµ(α′)cµ(β′)〉V = Λ(µ, α)Λ(ν, β)δαα′δββ′
+ Λ(µ, α)Λ(ν, α′)(δαβδα′β′ + δαβ′δβα′).
(6.11)
We will see that this term plays a role in the prediction of time-averages of expect-
1which we discuss in more detail, and prove in Appendix C.2
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ation values of observables 〈O(t)〉. We note that for this to reproduce the expected
microcanonical average, the contributions of the latter two terms in Eq. (6.11) must
be small, which is shown in Appendix B.2.
(ii) For µ 6= ν we find
〈cµ(α)cν(β)cµ(α′)cν(β′)〉V = Λ(µ, α)Λ(ν, β)δαα′δββ′
− Λ(µ, α)Λ(ν, β)Λ(µ, α
′)Λ(ν, β′)
Λ(2)(µ, ν)
(δαβδα′β′ + δαβ′δβα′).
(6.12)
This case is especially relevant for non-equilibrium dynamics, as it dictates both the
equilibrium fluctuations, as well as the decay to equilibrium of a given observable O.
6.3.4 Assumptions on physical observables
A very non-trivial aspect of our theory is the introduction of matrices that model local
observables in physical non-integrable systems. We impose two conditions on a Hermitian
matrix, O, that are satisfied by local observables2:
Sparsity.- We assume that, O, expressed in the non-interacting basis, is represented
by a diagonal matrix in the non-interacting basis or, at least, by a matrix with only a
few non-diagonal entries. This implies that matrix elements in the non-interacting basis,
Oαβ := 〈φα|O|φβ〉, can be written like
Oαβ =
∑
n∈NO
Oα,α+nδβ,α+n (6.13)
where NO is a set of NO integer values which determine the non-diagonal finite matrix
elements. The sparsity constraint is satisfied if NO  N .
In a physical system, the sparsity condition is fulfilled as long as the observable O
is defined on the local Hilbert space HS . To see this more clearly, let us express the
non-interacting basis in the form of products of eigenstates of HS and HB. We define
|s〉S , with s = 1, . . . , dim(HS) as the eigenstates of HS with energy ESs , and |αB〉B, with
αB = 1, . . . , dim(HB) the set of eigenstates of HB, with energy EBαB . An eigenstate of the
non-interacting Hamiltonian is given by
|φα〉 = |s(α)〉S |αB(α)〉B, (6.14)
where s(α) and αB(α) are the system and bath eigenstate number of the non-interacting
state α, respectively. The energy of |φα〉 is
Eα = E
S
s(α) + E
B
αB(α)
. (6.15)
A local operator will only couple states with different local quantum number s, and thus,
Oαβ 6= 0 only if
Eα − Eβ = ESs(α) − ESs(β). (6.16)
2Note that this section summarises the sparsity and smoothness conditions outlined in Chapter 3
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In this case, O induces transitions between only a few states that are separated by one of
the possible gaps ofHS . Consider for example thatHS is a local term in a spin chain. Then
a local operator, O = σz or σ+, σ− will only induce transitions between non-interacting
states with a flipped local spin, such that NO = 3.
Smoothness.- In the following calculations we will have to evaluate sums of observable
matrix elements in the non-interacting basis weighted by probability distributions. For
this we will define a smoothed version of the observable in the following way,
[Oα,α+n]µ :=
∑
α
Λ(µ, α)Oα,α+n. (6.17)
The quantity [Oα,α+n]µ represents the average of non-interacting matrix elements along
the n’th diagonal, weighted by the Lorentzian function (6.9). We will refer to the quantity
[Oα,α+n]µ as the microcanonical average of the matrix elements Oα,α+n around the energy
Eµ. This average is well defined as long as (see below),
Γ
ω0
 1
Γ2
d2
dE2µ
[Oα,α+n]µ  1. (6.18)
The first condition implies that a large number of matrix elements are averaged in the sum
in Eq. (6.17). The second conditions implies that the average [Oα,α+n]µ varies smoothly
as function of the energy Eµ.
The smoothness conditions (6.18) imply that, to a good approximation, we can substi-
tute the matrix elements Oα,α+n by their smoothed version, [Oα,α+n]µ, whenever matrix
elements appear within summations over a large number of states. Imagine for example
that we have a function Fα0(α), which is centred around α = α0 and has an energy width
ΓF , when expressed as a function of Eα. The smoothness condition implies that∑
α
OααFα0(α) ≈ [Oαα]α0
∑
α
Fα0(α), (6.19)
provided that the variation of [Oαα]α0 as a function of Eα0 can be neglected within an
energy interval of width ΓF .
In practice, in the following calculations, matrix elements will always be evaluated in
products with functions of typical width Γ. Hence, we observe that averages such as Eq.
(6.17) can be seen as a microcanonical averaging of the matrix elements Oα,α+n around
the central energy Eµ. Our calculations going forward require that this average changes
slowly over the width Γ of Λ(µ, α).
Indeed, the conditions, (6.18), under which the smoothness assumption holds can be
understood by considering the values Oαα as random numbers with a mean value O(α) =
Oαα. This is obviously a rough approach to the study of the values of an observable in the
non-interacting basis. However, this method will allow us to understand the conditions
under which the smoothness assumption is satisfied.
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Consider a certain probability function pα0(α) centred around the value α0, normalized
with a width γp such that ∑
α
pα0(α) = 1,∑
α
pα0(α)(α− α0) = 0∑
α
pα0(α)(α− α0)2 = γ2p . (6.20)
We want to quantify to what extent the following approximation holds,∑
α
Oααpα0(α) ≈ O(α0). (6.21)
We thus calculate the variance
∆2O =
(∑
α
Oααpα0(α)−O(α0)
)2
. (6.22)
Now, by expanding Eq. (6.22),
∆2O =
∑
αβ
α6=β
OααOββpα0(α)pα0(β) +O(α0)2 +
∑
α
(Oαα)2pα0(α)
2
− 2O(α0)
∑
α
Oααpα0(α)
=
∑
α
(
(Oαα)
2 −O(α)2
)
pα0(α)
2 +
(∑
α
O(α)pα0(α)−O(α0)
)2
:= ∆2O,1 +∆
2
O,2
(6.23)
where to arrive at the second equality we add and subtract the term
∑
αOαα
2
p(α)2α0 , and
further use that that OααOββ = O(α)O(β) for α 6= β.
Deviations from the approximation (6.21) therefore come from two terms: i) ∆O,1,
which depends on both the variance of Oαα, and p2α0 . The variance of Oαα will be bounded
for spin operators by 1, whereas
∑
α pα0(α)
2 is of order 1γpDα0
, where Dα0 is the DOS at the
peak of the distribution pα0(α). ii) ∆O,2, which assuming that O(α) is almost constant
within an interval γp, can be approximated around α0 in the form of a Taylor series,
O(α) ≈ O(α0) +O′(α0)(α− α0) + (1/2)O′′(α0)(α− α0)2, such that
∆2O,2 ≈ (O(α0)
∑
α
pα0(α) +O′(α0)
∑
α
pα0(α)(α0 − α)
+
1
2
O′′(α0)
∑
α
pα0(α)(α0 − α)2 −O(α0))2
=
1
4
O′′(α0)2γ4p .
(6.24)
Therefore, we see that ∆O,2 is simply the variation in O over the width γp. Thus, we
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recover the conditions of Eq. (6.18).
These considerations thus validate our intuition that, as long as the mean value of Oαα
varies slowly with respect to α, matrix elements Oαα can be substituted by their average
within summations over a large enough number of states in the non-interacting basis.
The smoothness condition is very reasonable when considered together with the sparsity
condition above. Consider the product state basis defined in (6.14). A local observable
can be written like O = OS ⊗ 1B. Diagonal matrix elements, for example, are given by
Oαα = (OS)s(α),s(α)δαB(α),αB(α), (6.25)
which implies that these matrix elements of the local operator OS are distributed along
the diagonal of O, in an order that will be determined by the energy ordering of states
|φα〉.
6.3.5 Eigenstate Thermalization Hypothesis
The assumptions on observables detailed above may be exploited to derive both the diag-
onal, and off diagonal parts of the ETH, the form of which is given by Srednicki’s ansatz
[70]:
Oµν = O(E) + 1√
D(E)
f(E,ω)Rµν , (6.26)
where O(E) and f(E,ω) are smooth functions of their respective arguments, E = Eµ+Eν2
and ω = Eµ −Eν , D(E) is the density of states, and Rµν is a stochastic variable of mean
zero and unit variance. Each term of the ETH is derived in Appendix B.2, for observables
satisfying sparsity and smoothness conditions.
To describe the process of quantum thermalization consistently, both diagonal and off-
diagonal elements of observables play important roles. We will see that the off-diagonal
elements dictate both the route to equilibrium, as well as the time-averaged fluctuations,
and are thus the main focus of our work. The diagonal elements, however, dictate the
equilibrium value of a given observable, and are thus similarly indispensable for a consistent
theory of thermalization. For the diagonal elements, our RMT predicts that
Oµµ ≈ [Oαα]µ, (6.27)
where [Oαα]µ is given in Eq. (6.17) with n = 0, and
|Oµν |2µ6=ν ≈
∑
n
anΛ
(2)(µ, ν − n), (6.28)
where we define
Λ(n)(µ, ν) :=
ω0nΓ/pi
(Eµ − Eν)2 + (nΓ)2 , (6.29)
and
an =
[∆O2αα]µ := [O2αα]µ − [Oαα]
2
µ if n = 0
[O2α,α+n]µ˜ otherwise.
(6.30)
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Figure 6.2: Time dependence of the Spin-Chain described be Eq. (6.47) using Exact
Diagonalization (blue line) for initial eigenstates of H0, | ↑〉S |φα〉B, (left column, (a), (c),
(e)) and initial product states | ↑〉S | ↑, ↓, · · · 〉B (right column, (b), (d), (f)). System fields
are B(S)z = 0.8, and B
(S)
x = 0 (top row, (a), (b)) and B
(S)
x = 0.8 (middle and bottom rows
(c)-(f)). RMT (red dot-dashed) lines thus show fit to Eq. (6.40) with 〈O(t)〉0 = 1 in (a),
(b), given by Eq. (D.11) in (c), (d), and by the analogous expression to that in (D.11) for
σ
(S)
x in (e), (f). Other parameters used are N = 13, J
(SB)
x = 0.4, Jx = 1, B
(B)
z = 0, B
(B)
x =
0.3, J
(SB)
z = 0.2, Jz = 0.
Here the microcanonical averages of matrix elements are centred around µ = (µ + ν)/2,
and µ˜ = (µ+ν−n)/2 respectively. We thus see that off-diagonal matrix elements |Oµν |2µ6=ν
are described by Lorentzians of width 2Γ [16], with peaks at energies En = ω0n separating
those states coupled by O.
In Appendix B.2, we further show that the form obtained for the diagonal elements,
Eq. (6.27), obtains the correct long-time average for observables. For the remainder of
this chapter, we focus on the role of off-diagonal elements, which are the key aspect that
determine both the route to equilibrium, and the fluctuations thereafter.
In Eqs. (6.27), (6.28), and in the rest of this chapter, we use ”≈” as an approximation
that is valid to leading order in ω0Γ .
6.4 Time-Dependence of Observables
From the details outlined above, we are now able to derive the full time dependence of
observables satisfying our physical conditions. We will further see that important features
of thermalization may be observed even without appeal to our conditions on observables,
but are rather more generic. A full account of the dynamics of thermalization is revealed
by application of the sparsity and smoothness assumptions of Section 6.3.4, as well as the
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self-averaging property of random matrices, Eq. (6.10).
We consider the time evolution of an observable O, starting from an arbitrary initial
pure state,
|ψ(0)〉 =
∑
α0
ψα0 |φα0〉, (6.31)
where {|φα0〉} labels the basis of eigenstates of the non-interacting Hamiltonian H0. We
begin by defining the quantity
∆O(t) := 〈O(t)〉 − 〈O(t)〉, (6.32)
where
〈O(t)〉 := lim
T→∞
1
T
∫ T
0
dt〈O(t)〉. (6.33)
We may then write, assuming that the energies Eµ are non-degenerate,
∆O(t) =
∑
α0,β0,
α,β
∑
µ,ν
µ6=ν
ψα0ψ
∗
β0cµ(α0)cν(β0)cµ(α)cν(β)
×Oαβe−i(Eµ−Eν)t.
(6.34)
Now, assuming self averaging, we treat the observable as equal to its ensemble average,
such that ∆O(t) = 〈∆O(t)〉V . We then find
∆O(t) =
∑
α0,β0,
α,β
∑
µ,ν
µ6=ν
ψα0ψ
∗
β0〈cµ(α0)cν(β0)cµ(α)cν(β)〉V
×Oαβe−i(Eµ−Eν)t.
(6.35)
We thus observe that the time evolution may be written in terms of the four-point cor-
relation function 〈cµ(α0)cν(β0)cµ(α)cν(β)〉V of the off-diagonal (µ 6= ν) terms only. This
correlation function was found in Ref. [16], and is given in Appendix B.1, Eq. (B.3).
Substituting this into Eq. (6.35), we have,
∆O(t) =
∑
µ,ν
µ 6=ν
[ ∑
α0,β0
ψα0ψ
∗
β0Oα0β0Λ(µ, α0)Λ(ν, β0)
−
∑
α0,α
|ψα0 |2Oαα
Λ(µ, α0)Λ(ν, α0)Λ(µ, α)Λ(ν, α)
Λ(2)(µ, ν)
−
∑
α0,β0
ψα0ψ
∗
β0Oα0β0
Λ(µ, α0)Λ(ν, α0)Λ(µ, β0)Λ(ν, β0)
Λ(2)(µ, ν)
]
e−i(Eµ−Eν)t.
(6.36)
Now, noting that for the bulk states we analyse we have Λ(µ, α) = Λ(µ− α), we may
evaluate the first term in (6.36) by defining µ˜ = µ− α0, ν˜ = ν − β0, and thereby obtain∑
α0,β0
ψα0ψ
∗
β0Oα0β0e
−i(Eα0−Eβ0 )t
∑
µ˜,ν˜
Λ(µ˜)Λ(ν˜)e−i(Eµ˜−Eν˜)t
= 〈O(t)〉0e−2Γt,
(6.37)
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where 〈O(t)〉0 is the evolution of the observable O under the non-interacting Hamiltonian
H0, and we have taken the continuum limit of the summation
∑
µ˜ →
∫ dEµ˜
ω0
, such that we
obtain Fourier transforms of each Λ, which result in the exponentially decaying factor.
We stress here that Eq. (6.37) did not require any assumption on the observable O,
only the self-averaging property. We comment further on the implications of this at the
end of this section.
Now, to evaluate the second term in (6.36) we require the smoothness condition (see
Section 6.3.4). Explicitly, applied here, this can be seen as the removal of the microcanon-
ical average of matrix elements from a summation of the form
∑
αOααΛ(µ, α)Λ(ν, α) ≈
[Oαα]µΛ
(2)(µ, ν), with µ = µ+ν2 . We thus see that the second term in (6.36) is given by
∑
µ,ν
µ6=ν
∑
α0
|ψα0 |2Λ(µ, α0)Λ(ν, α0)
∑
αOααΛ(µ, α)Λ(ν, α)
Λ(2)(µ, ν)
e−i(Eµ−Eν)t
=
∑
µ,ν
µ 6=ν
∑
α0
[Oαα]µ|ψα0 |2Λ(µ− α0)Λ(ν − α0)e−i(Eµ−Eν)t
≈ [Oαα]α0
∑
µ˜,ν˜
µ˜ 6=ν˜
∑
α0
|ψα0 |2Λ(µ˜)Λ(ν˜)e−i(Eµ˜−Eν˜)t
= [Oαα]α0e
−2Γt,
(6.38)
where we have defined µ˜ = µ − α, ν˜ = ν − α, and α0 is the central energy of the distri-
bution {ψα0}. For the third step we have used
∑
α0
[Oαα]α0 |ψα0 |2 = [Oαα]α0
∑
α0
|ψα0 |2 =
[Oαα]α0 , which can be seen to be a straightforward application of Eq. (6.19), and requires
that the average [Oαα]α0 is approximately constant over the width of the initial state
distribution {ψα0}.
The third term in Eq. (6.36) is shown in Appendix D.1 to be bounded for all time by
maxα0β0(Oα0β0)NO
3ω0
4Γ , which is small in comparison to other terms in the time evolution,
and can thus be ignored. We note here that the sparsity condition is required in order to
arrive at this bound.
For the time evolution of generic observables, we thus obtain
〈O(t)〉 =
(
〈O(t)〉0 − [Oαα]α0
)
e−2Γt + 〈O(t)〉+O
(ω0
Γ
)
. (6.39)
Interestingly, from the conditions 〈O(t = 0)〉 = 〈O(t = 0)〉0, Eq. (6.39) requires that the
microcanonical average around the initial state energy [Oαα]α0 is equal to the time average
〈O(t)〉 up to an error on the order O(ω0Γ ). We note that this long-time value can also be
derived from the diagonal correlation function, Eq. (6.11), which is shown in Appendix
B.2. Thus, the dominating contribution becomes
〈O(t)〉 ≈ 〈O(t)〉0e−2Γt + 〈O(t)〉(1− e−2Γt). (6.40)
This is the main analytic result of this chapter. We note that the form is particularly
useful, as for most systems of interest obtaining 〈O(t)〉0 is a trivial calculation, as it
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characterises the time evolution in the non-interacting Hamiltonian. We further note that
a statistical theory for random wavefunctions cµ(α) that includes correlations induced by
the orthonormality constraint is strictly required to arrive to Eq. (6.40).
For our applications below, Eq. (6.40) provides a method of obtaining Γ from the
observable time dependence via a fit, which may account for non-trivial free evolution of
the observable caused by e.g, a magnetic field. A specific application to such a case is
shown in Appendix D.2, and its time-dependence shown in Fig. (6.2).
As Γ is the width of the random wavefunctions, and thus of the local density of states
(LDOS), it may thus be obtained by a fit to the time-dependence of the survival probability,
which is in general challenging for a many-body system. Eq. (6.40) may be seen as an
extension of this methodology to generic observables. We will see below that combined
with previous results on the time-averaged observable fluctuations [16] (see Appendix D.4
for details and extension of previous results), Eq. (6.40) provides an experimental protocol
to test the applicability of the random matrix approach to realistic systems, as well as a
method of measuring their DOS, in the form of an emergent classical FDT.
We further comment on some details of this derivation, and the form of Eq. (6.40), that
provide some insight into the implications of our assumptions. As noted above, the first
term in Eq. (6.40) is obtained without the need for any assumptions on the observable
O, only requiring that the system is self-averaging. We can see that this term is, in
essence, a ‘decay of the initial observable value’. The second term in Eq. (6.40), which
may be interpreted as a ‘grow-in of the microcanonical average’, requires the smoothness
assumption - namely, that a consistent microcanonical average may be defined over the
width Γ. In Appendix (D.1), we required the sparsity condition in order to show that the
third term in Eq. (6.40) may be neglected.
Indeed, then, a consistent theory of thermalization may be developed on the basis of i)
self-averaging, which dictates that information about the initial state decays in time, ii) the
ability to define a microcanonical average via the smoothness condition, which, intuitively,
allows the system to decay to the microcanonical value, and iii) the sparsity constraint,
which reduces the contribution of off-diagonal elements Oαβ in the decay process, which
then simply contribute through their effect on the free evolution 〈O(t)〉O.
Aside from the time-averaged observable expectation value being equal to the microca-
nonical average, a further requirement for thermalization is that the fluctuations around
the equilibrium value are small. It is these fluctuations that are the focus of the remainder
of this chapter, which we will see can be quantified analytically based on the same con-
strains.
6.5 Fluctuations from RMT
We now focus on the time-averaged fluctuations of an observable O, defined by
δ2O(∞) := lim
T→∞
[
1
T
∫ T
0
dt〈O(t)〉2 −
(
1
T
∫ T
0
dt〈O(t)〉
)2 ]
. (6.41)
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Figure 6.3: QC-FDT (Eq. (6.44)) for Random Matrix Hamiltonian. Squares show relation
for Oodd, and diamonds for Osym. Filled markers represent g = 0.1, unfilled represent
g = 0.05. Oodd and Osym differing as [∆O2αα]α0 is equal to 1/4, 1 for Oodd and Osym
respectively. No averaging over realisations of the random matrix V is performed, and
hence we observe the self-averaging property.
Let us assume for now that the system is initially in an eigenstate of H0, |φα0〉, with energy
Eα0 . The off-diagonal elements Oµν govern the infinite-time fluctuations of O [66], via,
δ2O(∞) =
∑
µ,ν
µ6=ν
|cµ(α0)|2|cν(α0)|2|Oµν |2, (6.42)
where we have assumed that the energies Eµ are non-degenerate. In order to evaluate Eq.
(6.42), we may ‘decouple’ the coefficients cµ(α) describing the initial state part (with sub-
scripted indices α0), and observable, in the sense that, after performing the self-averaging
assumption, we can write,
〈|cµ(α0)|2|cν(α0)|2|Oµν |2〉V → 〈|cµ(α0)|2|cν(α0)|2〉V 〈|Oµν |2〉V . (6.43)
This is shown in Appendix D.3. Then, following Ref. [16], using Eqs. (6.9), (6.28),
and (6.42), we may convert the summations to integrals by the prescription
∑
µ →∫
dEµD(Eµ) =
∫ dEµ
ω0
, where D(E) is the DOS.
For the simplest case where O is diagonal in the non-interacting basis, such that n = 0,
we obtain
δ2O(∞) ≈
ω0
4piΓ
[∆O2αα]α0 . (6.44)
We note that the same relation holds up to a factor even if Λ(µ, α) has another form, such
as Gaussian [91, 113, 115], which we would expect outside of the low coupling regime. Eq.
(6.44) shows an inverse relation between the observable time-fluctuations, δ2O(∞), and
the decay rate, Γ. We hereby refer to this result as the Quantum Chaotic Fluctuation-
Dissipation Theorem (QC-FDT), since it establishes an effective description of O(t) in
terms of an effective Ornstein-Uhlenbeck process.
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Figure 6.4: QC-FDT for Hamiltonian (6.47), observable O = σ(S)z . Initial state given by
| ↑〉S |φα〉B, where HB|φα〉B = E(B)α |φα〉B. 5 different values of α are randomly selected
from the central 1/2 of the energy spectrum {E(B)α }. Parameters: B(S)z = 0.8, B(B)z =
0, B
(B)
x = 0.3, Jz = 0.1, Jx = 1, J
(SB)
x = 0.4, J
(SB)
z = 0.2.
It has been previously observed numerically [176] that the fluctuations of observable
matrix elements Oµµ (where fluctuations are defined by taking the average eigenstates
close in energy to |ψµ〉) decay as 1/Npc, where Npc is the number of principal components
of a given eigenstate |ψµ〉. We note that Npc ∼ ΓD(E), and thus the QC-FDT shows this
same relation.
In Fig. (6.3) we present numerical results that demonstrate the QC-FDT for the
RMT Hamiltonian (6.4). We obtain Γ explicitly from a fit of the time dependence of the
observables. The latter are given by Oodd and Osym, which are chosen to be diagonal in
the non-interacting basis (thereby trivially fulfilling the sparsity condition), with diagonal
elements,
(Oodd)αα =
{
1 if α = odd
0 otherwise,
(6.45)
for Oodd, and
(Osym)αα =
{
1 if α = odd
−1 otherwise,
(6.46)
for Osym. These ‘observables’ are chosen as they have a similar form to realistic observables
made up of Pauli matrices: They are sparse, highly degenerate[177], and have a well defined
structure in the non-interacting basis. These observables can further be seen to fulfil the
smoothness conditions, as the average [(Oodd(sym))αα]α0 =
1
2(0) for all α0.
In a non-integrable quantum many-body system that is well described by our RMT
model, we expect the QC-FDT (6.44) to hold, with the modification ω0 → 1/D(Eα0), that
is, we need to introduce the average energy level spacing at the initial energy Eα0 .
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Figure 6.5: QC-FDT for Hamiltonian (6.47), observable O = σ(S)z . Initial state given by
|ψ(0)〉 = | ↑〉S | ↓, ↓, ..., ↓〉B. Parameters: B(S)z = [0.4, 0.5, 0.6, 0.7, 0.8], all others equal to
Fig. (6.4).
6.6 Numerics - Spin Chain Model
We now investigate the applicability of the QC-FDT in quantum many-body Hamiltonians
for the case described above, where Oαβ ∝ δαβ, and |ψ(0)〉 = |φα0〉, as described by Eq.
(6.44). Our model is a spin chain, with a Hamiltonian of the form,
H = HS +HB +HSB. (6.47)
The system Hamiltonian HS describes a single spin in a Bz field
HS = B
(S)
z σ
(1)
z , (6.48)
where {σ(j)i } i = x, y, z are the Pauli operators acting on site j. We take the system as
site j = 1. The bath Hamiltonian is a spin-chain of length N − 1, with nearest-neighbour
Ising and XX interactions subjected to both Bz and Bx fields
HB =
N∑
j>1
(B(B)z σ
(j)
z +B
(B)
x σ
(j)
x ) +
N−1∑
j>1
(Jzσ
(j)
z σ
(j+1)
z + Jx(σ
(j)
+ σ
(j+1)
− + σ
(j)
− σ
(j+1)
+ )).
(6.49)
The interaction part of the Hamiltonian describes a coupling of the system spin to a single
bath ion of index Nm,
HSB = J
(SB)
z σ
(1)
z σ
(Nm)
z + J
(SB)
x (σ
(1)
+ σ
(Nm)
− + σ
(1)
− σ
(Nm)
+ ), (6.50)
where Nm = 5 throughout. Thus we have H0 = HS +HB, and V = HSB.
In Fig. (6.4) we present results for N = 10, . . . , 15 and use as our observable O = σ(1)z .
In order to obtain Γ we once again simulate the dynamics, and perform a fit to Eq.
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Figure 6.6: Generalised QC-FDT for Hamiltonian (6.47) with HS given by (6.56). The
QC-FDT is calculated explicitly for this case in Appendix D.5. Initial state given by
|ψ(0)〉 = | ↑〉S |φα〉B, where {|φα〉B} are the eigenstates of HB. Parameters: B(S)z =
B
(S)
x = 0.8, all others equal to Fig. (6.4).
(6.40). We show the QC-FDT for initial states randomly selected from the set of states
{| ↑〉S |φα〉B}, with |φα〉B denoting an eigenstate of HB with an energy in the central half
of the spectrum {B〈φα|HB|φα〉B}. The insets of Figs. (6.4), (6.5), (6.6), and (6.7) show
the smoothed initial state (bottom right) and observable (top left) distributions, obtained
by the procedures
F0(Eα) =
∑
µ
|〈ψµ|ψ(0)〉|2δ(Eµ − Eα), (6.51)
for the initial state, and
SO(Eµ, Eν) =
∑
µ6=ν
|Oµν |2δ(Eµ − Eν), (6.52)
for observables, where δ(Eµ−E) = pi−1/[(Eµ−E)2+2]. Fits to Eq. (6.9) and (6.28) are
also shown (red line). We see that in each case we have a close agreement to a Lorentzian
distribution, as expected from RMT.
6.7 Generalised QC-FDT
So far we have focussed on the simplest case of the QC-FDT, namely, for observables
Oαβ ∝ δαβ, and initial states |ψ(0)〉 = |φα0〉. In Appendix D.4 we extend this to all
observables fulfilling both the sparsity and smoothness conditions, and arbitrary initial
states |ψ(0)〉 =∑α ψα|φα〉, assuming only that the smoothness condition may be applied
over the distribution {ψα}, as well as {cµ(α)}.
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For this, more general case, the time-averaged fluctuations are now described by
δ2O(∞) =
∑
αβα′β′
∑
µν
µ6=ν
ψαψβψα′ψβ′cµ(α)cν(β)cµ(α
′)cν(β′)|Oµν |2.
(6.53)
As with the case above, see Eq. (6.42) and the following discussion, we observe that the
correlations between coefficients of the initial state and observable decouple (see Appendix
D.3), such that after taking the ensemble average 〈· · · 〉V , we may substitute
〈cµ(α)cν(β)cµ(α′)cν(α′)|Oµν |2〉V → 〈cµ(α)cν(β)cµ(α′)cν(α′)〉V 〈|Oµν |2〉V , (6.54)
in Eq. (6.53). Applying this, we obtain the following form for the generalised QC-FDT,
δ2O(∞) ≈
∑
αβ
∑
n
an|ψα|2|ψβ|2Λ(4)(α, β − n), (6.55)
which is shown in Appendix D.4 in detail.
We start our numerical analysis by applying Eq. (6.55) to the case with an observable
that is diagonal in the H0 basis (an = 0 if n 6= 0). In this case we can see that, as long
as the energy width of ψα is much smaller than the decay rate Γ, we recover Eq. (6.44).
This is shown in Appendix D.4, along with various examples of why we expect the simple
form of the QC-FDT, Eq. (6.44), to remain valid for many physical initial states.
We test the QC-FDT numerically in this case by choosing a product state as an initial
state |ψ(0)〉 = | ↑〉S | ↓, ↓, ..., ↓〉B. This is shown in Fig. (6.5), where we see the same
scaling predicted by Eq. (6.44).
We have also numerically checked Eq. (6.55) in the case in which the system observable
O is not diagonal in the basis of H0, see Fig. (6.6). This case can be explored in our spin
chain by adding an x-component to the system magnetic field, such that HS now reads
HS = B
(S)
z σ
(1)
z +B
(S)
x σ
(1)
x . (6.56)
In this case, the initial state | ↑〉S is no longer an eigenstate of HS , and is instead given by
a superposition | ↑〉S = ψ+|φ+〉S +ψ−|φ−〉S . The observable distribution (|σz|2)µν is split
into three peaks, located at En = 0,±2E, where E =
√
(B
(S)
x )2 + (B
(S)
z )2. We select the
initial state of the bath to be a random mid energy eigenstate of HB. We note in this case
the approximation that the DOS does not change over relevant energy scales is a limiting
factor, and may cause a deviation by a constant from the scaling seen in Eq. (6.55) for
En &W , where W is the width over which the significant change in the DOS occurs. We
calculate explicitly the form of the QC-FDT for this case, which is shown as the dashed
line in Fig. (6.6), in Appendix D.5.
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Figure 6.7: QC-FDT for Hamiltonian (6.47) demonstrated by varying coupling strengths
only, for initial states randomly selected from mid-energy eigenstates of H0. Parameters:
J
(SB)
x and J
(SB)
z shown in legend, N = 14, all others equal to Fig. (6.4).
6.8 Experimental Application
Finally, we discuss the possibility of an experimental observation of the QC-FDT. Ideally,
we would like to test our result without the need of an exact numerical diagonalization of
the closed quantum system. Both Γ and δ2O(∞) can be measured. However, the calculation
of the DOS can be numerically challenging. One way around this problem is to calculate
D(E) for a non-interacting or integrable Hamiltonian that is sufficiently close to the real
Hamiltonian. However, this approach relies on a detailed knowledge of the system and
bath, and it may not always be possible.
A different approach is to explore the QC-FDT experimentally is to measure δ2O(∞)
and Γ for a constant system size N but varying the coupling strength. That is, assuming
V ∝ g, one could test the linear relation between δ2O(∞) and 1/Γ. We have numerically
tested this approach as shown in Fig. (6.7). Our ideas could indeed be used to characterise
the dimension of quantum system in terms of the quantity δ2O(∞)Γ, which on average is
proportional to the DOS that are participating in the quantum thermalization process.
6.9 Conclusion and Outlook
In summary, we have obtained an analytic expression for the full time-dependence of
the thermalization of physical observables to their microcanonical average. We further
obtain an expression for the time-averaged fluctuations of observables in chaotic quantum
systems in terms of the rate of decay to equilibrium after a perturbation. Our results show
the emergence of a fluctuation-dissipation relation corresponding to an effective Ornstein-
Uhlenbeck process. To the best of our knowledge this is the first time that such relation
is derived for a closed quantum system. Our results rely on a RMT description of a
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quantum thermalization process in which an interaction term coupling two parts of the
quantum system is suddenly switched on triggering a quantum thermalization process. In
our approach, the system-bath coupling is approximated by a Gaussian random matrix, an
assumption that can be justified for a generic non-integrable system and weak system-bath
couplings. We have successfully tested our result in a numerical experiment in a quantum
spin chain.
Our result will help bridge the gap [178] between theoretical results on quantum
thermalization and experiments with closed quantum systems. In those cases in which
a good approximation for the DOS can be calculated, a check of the QC-FDT would
involve measurable quantities like the decay rate and the time-fluctuations. Otherwise,
the QC-FDT relation can still be checked experimentally as long as the coupling strength
can be varied while keeping a constant system size. Our theory can thus be verified in
quantum simulators working beyond the numerically tractable regime. Furthermore we
argue that the product Γδ2O(∞) can be indeed considered as a measurement of the DOS
of a non-integrable quantum system. As such, our work may prove useful in estimating
the size of the Hilbert space in quantum devices.
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Chapter 7
Ergodicity probes: using
time-fluctuations to measure the
Hilbert space dimension
7.1 Abstract
Quantum devices, such as quantum simulators, quantum annealers, and quantumcomputers, may be exploited to solve problems beyond what is tractable with clas-
sical computers. This may be achieved as the Hilbert space available to perform such
‘calculations’ is far larger than that which may be classically simulated. In practice, how-
ever, quantum devices have imperfections, which may limit the accessibility to the whole
Hilbert space. We thus determine that the dimension of the space of quantum states that
are available to a quantum device is a meaningful measure of its functionality, though un-
fortunately this quantity cannot be directly experimentally determined. Here we outline
an experimentally realisable approach to obtaining the required Hilbert space dimension
of such a device to compute its time evolution, by exploiting the thermalization dynamics
of a probe qubit. This is achieved by obtaining a fluctuation-dissipation theorem for high-
temperature chaotic quantum systems, which facilitates the extraction of information on
the Hilbert space dimension via measurements of the decay rate, and time-fluctuations.
7.2 Introduction
The ability to control and manipulate microscopic systems at the single particle level is an
essential requirement for many quantum technologies. Experimental setups where atoms
or qubits can be arranged in ordered structures and studied in quantum non-equilibrium
states include neutral atoms in optical lattices [56, 179, 180], trapped ions [12, 35, 160, 181],
Rydberg atoms [15, 182], and superconducting circuits[13, 40]. These systems can be used
for the quantum simulation of many-body models, or different forms of digital or adiabatic
quantum computing. Most of these physical setups have limitations in the accessibility to
certain observables. Thus, having extra tools to characterise quantum systems in a simple
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and efficient way can be useful in the diagnosis and certification of quantum devices.
One of the most prominent properties of a quantum device is its size in terms of the
dimension of the associated Hilbert space. The size of a quantum computer or simulator
is often given in terms of number of qubits, such that the Hilbert space dimension is 2N
for N qubits. This is a measure that ignores the effect of disorder or the possible lack of
connectivity between different zones in the device.
A more useful quantity would be the number of eigenstates of the Hamiltonian that
take part in the quantum dynamics, which is bounded in this case by 2N , but would
exclude the degrees of freedom that do not contribute to the evolution of the initial state.
A measurement of the number of eigenstates that contribute to the dynamics is thus
a more useful measure of the true Hilbert space dimension of a quantum device. As
such, in the following, we refer to this more useful measure as the Hilbert space of the
quantum device. This Hilbert space dimension is, however, an elusive measure in realistic
experimental situations.
In this chapter, we show that the equilibration dynamics [104, 132, 134, 172, 183–185] of
a quantum system can be used to extract such information on the dimension of the Hilbert
space of a quantum device, in terms of the effective number of states that contribute to the
dynamics of a local observable. Indeed, advancements in quantum technologies described
above have inspired a bounty of theoretical work in the field of quantum thermalization
[57, 59, 63, 66, 67, 70, 71, 112, 158, 177, 186, 187]. In the following, we aim to help ‘bridge
the gap’ between theoretical and experimental work in this field [178].
We assume a quantum quench scenario [15, 67, 187, 188] in which a quantum system is
initialised in a fully-decohered, infinite temperature state, except for a subsystem that acts
as a sensor and is prepared in a pure state. For simplicity, we assume that this subsystem
is a single qubit, which we refer to as the ‘probe’ qubit. The relaxation dynamics of
the probe qubit depends on the details of the underlying structure of the Hamiltonian,
however, in the most generic case of non-integrable systems, an appropriate description
can be given in terms of random matrix theory (RMT) [66, 71, 72, 89, 133, 189–191]. We
show that the time-fluctuations of the probe in the long-time limit contain information
about the Hilbert space dimension of the device.
This chapter is structured as follows. Firstly, in Section 7.3 we present the basic
scheme and summarise our main result, which relies on an infinite-temperature fluctuation
dissipation theorem (FDT) [173] for the dynamics of the probe qubit in order to extract
information on the scaling of the effective Hilbert space of a quantum device. We continue,
presenting numerical calculations that validate our predictions via exact diagonalization
of a spin chain Hamiltonian in Section 7.4. We then outline in more detail our RMT
model in Section 7.5. In Section 7.6 we derive an expression for the time dependence of
generic observables in chaotic quantum systems, and discuss how this can be exploited
for our measurements. We then derive the FDT, and extensions from the RMT model,
and to finite temperatures, in Section 7.7. Finally, we summarise our findings in Section
7.8. Further details and proofs are included in Appendices. We note that this is arranged
such that our key findings can be understood from sections 7.3 and 7.4, with the detailed
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Figure 7.1: Illustration of our proposed setup (quantum device). A single qubit, labelled
‘Probe’, is coupled locally to a part of a larger non-integrable bath, initialised in an
infinite temperature state ρB ∼ Iˆ (this restriction is removed below). Experimentally, for
our protocol, one needs access only to an observable of the Probe qubit.
calculations presented later in the text.
7.3 Setup and main results
7.3.1 Proposed setup
We assume that we have a quantum system (from here on, ‘quantum device’) made up of a
single ‘probe’ qubit, initialised in a pure state, which at t = 0 is coupled to the rest of the
quantum device (referred to as the ‘bath’). We initialise the bath in an infinite temperature
state. This is sketched in Figure 7.1. This can be routinely achieved, for example, in a
quantum computer device that has not been properly initialised. Since quantum devices
always suffer from some kind of decoherence, creating an infinite temperature (or fully
decohered) state is typically a simple task. We then let this qubit evolve in time and reach
an equilibrium state. The initial state is thus,
ρ(t = 0) = |↑〉〈↑ | ⊗ ρB. (7.1)
ρB is the density matrix of the bath in the fully decohered state,
ρB =
1
NB
NB∑
β
|φB,β〉〈φB,β |, (7.2)
where |φB,αB 〉 is a set of orthonormal wave functions in the bath, which we take as the
eigenstates of the bath Hamiltonian HB. NB is the Hilbert space dimension of the bath,
and is the parameter on which we wish to infer information via measurements of the
probe qubit. Later on the fully decohered state condition will be relaxed, allowing for
finite temperatures.
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The system evolves under the interacting Hamiltonian,
H = H0 + V, (7.3)
where H0 = 1ˆ ⊗ HB is the Hamiltonian of the uncoupled probe + bath device, and we
assume that the probe qubit does not evolve at all in the absence of coupling to the bath,
which is given by the operator V . A prominent role in the following discussions will be
played by the eigensystems of the interacting Hamiltonian,
H|ψµ〉 = Eµ|ψµ〉, (7.4)
and the eigensystem of the uncoupled probe-bath system
H0|φα〉 = E(0)α |φα〉. (7.5)
All throughout this work we will use the convention that indices µ, ν refer to summations
over eigenstates of H, whereas α, β refer to eigenstates of H0.
We focus on the quantum dynamics of the expectation value of a probe observable,
which we take for concreteness to be 〈σz(t)〉 = Tr(ρ(t)σz). Note that, however, the results
should not depend on the particular choice for the probe observable, since H0 has no probe
energy term. The probe-bath coupling V , may introduce a dependence on the chosen
observable, but the results below should hold in the general case of quantum chaotic or
non-integrable systems.
The quantity under study, the time-averaged fluctuations of the probe observable, is
defined by
δ2σz(T ) =
1
T
∫ T
0
dt (〈σz(t)〉 − µσz(T ))2 , (7.6)
where µσz(T ) =
1
T
∫ T
0 dt〈σz(t)〉. Assuming only that the many-body eigenenergies are non-
degenerate, and that also their energy gaps are non-degenerate, we may express the time
fluctuations in terms of matrix elements between eigenstates of the coupled probe-bath
system [66],
δ2σz(∞) =
∑
µ,ν
µ6=ν
|ρµν |2|(σz)µν |2, (7.7)
where ρµν = 〈ψµ|ρ|ψν〉, and (σz)µν = 〈ψµ|σz|ψν〉.
7.3.2 Summary of main results of this work
In many practical situations, the quantum device is a non-integrable, quantum chaotic
system. We expect that in such cases a qualitative description can be obtained by assuming
that V is a random matrix. This assumption leads to a statistical theory for the many
body wave functions in Eqs. (7.4, 7.5) [16],
|ψµ〉 =
∑
α
cµ(α)|φα〉, (7.8)
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where summations are understood to be taken from 1 to 2NB, the dimension of the Hilbert
space of the device. We will refer to cµ(α) as quantum chaotic or random wave functions.
We assume that V belongs to the Gaussian Orthogonal Ensemble (GOE), appropriately
scaled by a coupling strength g. In Ref. [16] we showed that this model can be solved and
it allows us to calculate matrix elements in the interacting basis.
Special care must be taken to translate the probe initial state defined in Eq. (7.1)
in the random matrix formalism. Without loss of generality we can assume that non-
interacting eigenfunctions are ordered such that odd (even) values of α correspond to the
probe qubit in state |↑〉 (|↓〉). This leads to the initial condition
ρ(t = 0) =
1
NB
2NB∑
α∈odd
|φα〉〈φα|. (7.9)
In the following sections, we prove that random matrix theory leads to a relation
between the time-fluctuations and the typical decay rate of the probe qubit. This relation
is the main result of this chapter:
δ2σz(∞) = χ(N)Γ−1, (7.10)
where Γ−1 = 1∆E
∫ ∆E
0 dEΓ(E)
−1 is the average inverse decay rate of the qubit. This
average is an unbiased average over all initially populated initial state energies, which
spans the entire energy range ∆E of the device due to the initial infinite temperature bath
state. We will see that this unbiased average originates from the decay to equilibrium of
each state |φα〉 contributing to the initial state (7.9). In Sections 7.6 and 7.7 we will see
that this can be related to the decay rate obtained from a fit to the decay to equilibrium
of a local probe observable in our current set up. This quantity is thus simply an average
of the decay rates experienced by the probe qubit.
The quantity χ(N), with N the total number of qubits, depends on the size of the
system in the following way,
χ(N) = C
1
NBD(E)
. (7.11)
D(E) is the average density of states (DOS) of the system, defined analogously to the
average decay rate above (see also Eq. (7.61)). NB is the bath Hilbert space dimension,
and finally, C is a constant of order one that does not depend on the size of the system or
coupling strength.
Eq. (7.10) can be understood as a fluctuation-dissipation relation, which relates the
time-fluctuations in the steady-state with the decay rate after a quantum quench. The
ratio between fluctuations and average decay time allows us to quantify the dimension of
the Hilbert space over which the ergodic quantum dynamics takes place. In a physical
system if V couples the probe qubit to the whole spectrum of the quantum device, we
expect that the function χ ∝ ecNB for some constant c, where NB is the number of qubits
in the part of the device that acts as a bath.
Our main result, Eq. (7.11), can be obtained by following these steps:
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(i) We consider the random matrix model with an homogeneous coupling matrix V ,
and calculate δ2O(∞) by extending the formalism developed in [16, 17] to mixed states (see
Section 7.7.1). To carry out this calculation we assume a constant DOS, D(E) = 1/ω0,
with ω0 the mean energy separation.
This calculation allows us to predict an exponential decay for a probe observable of
the form:
〈O(t)〉 = (〈O(t)〉0 −ODE)e−2Γt +ODE, (7.12)
where ODE is the diagonal ensemble of the observable O, which we find to be equal to
the long-time average of O as required, and 〈O(t)〉0 refers to the free evolution of the
observable O under the Hamiltonian H0. This result is derived in Section 7.6. This is
analogous to the result in Reference [17] for pure-states. We note that the same Equation
has similarly been obtained in Ref. [189], which allows also for the perturbation matrix
V to be inhomogeneous. In the specific case of interest here, Eq. (7.12) becomes,
〈σz(t)〉 = e−2Γt, (7.13)
as 〈σz(t)〉0 = 1 and 〈σz〉DE = 0.
Using this random matrix model we also obtain a preliminary version of the infinite
temperature fluctuation-dissipation theorem, Eq. (7.11), with χ(N) = Cω0/NB.
(ii) In a realistic system both the DOS and the coupling strength will depend on the
energy. This leads to energy-dependent qubit decay rates, Γ(E), and DOS, D(E). Due to
the infinite-temperature initial condition, it is not possible a priori to approximate those
quantities to any single value, since the quantum dynamics of the probe qubit result from
contributions from all possible initial states. It is thus necessary to extend the RMT
formalism to allow for variations in both the DOS and the decay rate in energy over the
width of the initial mixed state.
It is also important to note that when applied to a realistic system NB should be
thought of as the number of eigenstates that may contribute to the dynamics of a local
observable - it is thus a measure of the effective Hilbert space dimension in the sense of
the number of degrees of freedom that may be explored from a given initial state. This
measure accounts for effects such as locality of interactions, and disorder, which will reduce
the Hilbert space available for evolution of the system. As such, NB will in general be
bounded by the total Hilbert space dimension, but is a more realistic measure of the size
of the explored Hilbert space in the thermalization dynamics of the device.
In Section 7.6 we show that the decay rate observed from such an initial state, defined
with an energy dependent coupling strength, is the thermal average decay rate over the
energy width defined by the initial state.
We formulate the generalisation of the FDT in Section 7.7.2, however a brief summary
of the approach is as follows: To account for the energy variation of the DOS and decay
rate we instead make the assumption that both change slowly in energy with respect to the
energy width of a single eigenstate. In this case, one can reformulate the theory such that
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the random wave functions have a smoothly varying width. In effect this is the statement
that a given random wave function contributes as if it was the eigenstate of a random
matrix model with a constant DOS and decay rate, as over the width of the wave function
itself these parameters do not change appreciably.
In this case, we see that the average DOS and decay rate over the initially populated
initial states contributes to the FDT, as in Eq. (7.10). This is extended to finite tem-
perature systems, where instead a thermal average can be seen to contribute, in Section
7.7.3.
Finally, we may relate the two decay rate averages, as the thermal average observed
from the decay differs slightly from that appearing in Eq. (7.10). These can be seen to
be related by a constant factor that does not depend on the coupling strength, or bath
size, and thus scaling information of the Hilbert space dimension may be recovered. This
is shown in Section 7.7.3, and Appendix E.4, where the FDT is recast in terms of thermal
averages.
In Section 7.6 we show that when an exponential decay of the form Eq. (7.12) is
observed, this indicates that Γ(E) is approximately constant over the bulk of the initially
populated states. In this case we are able to extract the numerical value of the Hilbert
space dimension directly, as the averages over Γ(E) occurring in the FDT, and observed
from the decay, are equal.
In summary, we observe the emergence of a classical fluctuation-dissipation theorem,
relating the time-fluctuations and decay rate of our probe observable σz. The susceptibility
χ(N) in Eq. (7.11) can be seen to be related to the Hilbert space dimension of the bath,
NB, and thus measurements of the decay rate, Γ, and fluctuations δ2σz(∞), which are both
obtainable from the time evolution, can be exploited to obtain information on the device
Hilbert space dimension, NB.
7.4 Numerical Experiments
Before going into the technical details of our derivation, we present numerical evidence that
confirms the validity of the random matrix approach and our main results. In this section,
we show the application to a spin-chain system using exact diagonalization [192, 193].
From this, we observe the FDT numerically using a realistic experimentally observable
model.
In Fig. 7.2, we show the manifestation of Eq. (7.10) in a spin-chain system described
by the Hamiltonian H = HS + HB + HSB, where HS = 0 is the system Hamiltonian
(acting as our probe), HB is our bath Hamiltonian, given by
HB =
N∑
j>1
(B(B)z σ
(j)
z +B
(B)
x σ
(j)
x )+
N−1∑
j>1
[Jzσ
(j)
z σ
(j+1)
z + Jx(σ
(j)
+ σ
(j+1)
− + σ
(j)
− σ
(j+1)
+ )],
(7.14)
which acts on sites with index > 1, which is the probe index. The probe and bath are
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Figure 7.2: Observation of the FDT, Eq. (7.10), for varying coupling strength, for many
bath sizes N −1 (labelled on plot). Fits (blue dashed lines) shown for each value of N , are
linear fits to obtain χ(N) for each individual N value. We see in this case, then, that one
does not require the ability to change the device length in order to observe our predictions
experimentally. Parameters: B(B)Z = 0.1, B
(B)
x = 0.3, Jz = 0.1, Jx = 1, J
(SB)
z = 0, β = 0.
coupled by the interaction Hamiltonian,
HSB = J
(SB)
z σ
(1)
z σ
(Nm)
z
+ J (SB)x (σ
(1)
+ σ
(Nm)
− + σ
(1)
− σ
(Nm)
+ ).
(7.15)
Here Nm is the device site where the probe is coupled, which we set as 2 throughout.
This spin-chain model may be related to the random matrix toy model, H = H0 + V ,
via the prescription H0 ⇔ HS + HB, and V ⇔ HSB. In particular, we see that, as
χ(N) =
δ2O(∞)
Γ−1
∝ N−1B , we expect that if all of the available Hilbert space is being utilised
in the unitary dynamics we will observe the following scaling:
χ(N) ∝ e−cNB . (7.16)
We test this relation in Fig. 7.3.
It is important to note that this exponential scaling of χ(N), Eq. (7.16), is expected
from not only the contribution of NB, but also from the average DOS, D(E). This
average is often trivially obtained, as for example, for an ensemble of N two-level systems
D(E) = 1∆E
∫ ∆E
0 dED(E) =
2N
∆E , where ∆E is the range of energies available Emax−Emin
(which may itself change with N), regardless of the microscopic properties of the DOS.
We thus also study the quantity χ(N)D(E), as this quantity has no dependence on the
DOS, and an observation of the exponential scaling in system size is confirmation that,
indeed, NB ∝ ecN . This is shown in Fig. 7.4, where we observe an exponential scaling of
the Hilbert space dimension, with c ≈ 0.62, compared to ln(2) ∼ 0.69 if the entire Hilbert
space were explored in the dynamics.
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Figure 7.3: Observation of the FDT, Eq. (7.10), for varying bath size N − 1, for tem-
peratures β. Fit (yellow dashed line) is performed to the function ae
N
N0 for the infinite
temperature case, β = 0, and thus confirms the exponential scaling of χ(N). In this case,
we observe an exponential scaling for all temperatures, as the average DOS also scales
exponentially with N . Note that here we have Γ ∼ 0.2 so the high temperature limit is
defined by approximately β  5. Parameters: as Fig. 7.2 with J (SB)x = 0.5.
Figure 7.4: As in Fig. 7.3, however accounting for the exponential scaling of the average
DOS with device size. Fit (yellow dashed line) is performed to the function ae
N
N0 for the
infinite temperature case, β = 0, and thus confirms the exponential scaling of χ(N)D(E) ∼
1
NB . In this case, we observe an exponential scaling for only high temperatures, and confirm
that for low temperatures χ(N)D(E) is independent of N . Note that here we have Γ ∼ 0.2
so the high temperature limit is defined by approximately β  5. Parameters: as Fig. 7.2
with J (SB)x = 0.5.
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We further observe in Figs. 7.3 and 7.4, that the FDT similarly applies at finite
temperatures β = 1kBT > 0. The extension of our theoretical approach to this case is
discussed below, with additional details given in Appendix E.4. Indeed, we can show that
for high temperatures, such that β−1  Γ, we obtain an FDT of the same form as Eq.
(7.10), by employing a high energy cut-off (ρB)αα ∼ e−βEα to the bath state occupation.
For finite temperatures we show below that the FDT depends on the partition function
Zβ itself, rather than the Hilbert space dimension. Indeed, one can see that in the infinite
temperature limit Z0 = limβ→0
∑
α e
−βEαδα,odd = NB.
Finally, we see that when the observable is found to decay exponentially to its equi-
librium value, this indicates that the decay rate is approximately constant over the bulk
of the initially occupied states. This is shown in Section 7.6. Exploiting this observation,
we are able to directly obtain the Hilbert space dimension, as for an infinite temperature
initial bath state the average Γ−1 is equal to the measured decay rate. The bath Hilbert
space dimension NB, as calculated from Eq. (7.10), is plotted for varying device sizes
in Fig. 7.5. Here we observe that NB indeed increases exponentially with systems size,
yet is somewhat smaller than its maximum possible value 2N−1, which is expected to the
locality of interactions within the chain.
We again note that in Fig. 7.5 the measurement of NB is a measurement of the
explored Hilbert space, or the total number of eigenstates that contribute to the evolution
of the initial state. Thus, for a maximally connected device this would be 2N−1, whereas
locality of interactions in this case restricts some areas of the Hilbert space.
We note that for models where Γ(E) is not approximately constant in energy, which
would be marked by a deviation from the exponential decay in Eq. (7.12), one would still
have access to Figs. 7.2-7.4, and thus scaling information of the Hilbert space dimension,
yet the numerical value NB would be obscured. This is explained in more detail in Section
7.6, where we see how information on Γ(E) is extracted from the decay, and in Section
7.7 and Appendix E.4, where we see how this relates to the observed FDT. The key detail
is that when the FDT is expressed in terms of the same value measured from the decay
it differs by a constant, thereby leaving the scaling of NB with system size or decay rate
accessible, yet obscuring the numerical value.
We note that in the previous chapter we described a FDT for pure states, which can
be seen to be recovered in the low temperature limit, β−1  Γ, for which χ(N) does
not depend explicitly on the Hilbert space dimension NB. This can also be analytically
seen to be the same as the low temperature limit of our treatment below, which indicates
that there is a smooth transition between these two cases. This is indeed observed in the
numerics of Figs 7.3 and 7.4.
7.5 Model
7.5.1 RMT Approach
Our approach relies on the calculation of correlation functions from a statistical theory of
random wave functions cµ(α). Here we summarise the essential ingredients to our model,
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Figure 7.5: Hilbert space dimension of the bath NB for varying device size N inferred
from the FDT, Eq. (7.10) (blue dots), C = 38pi , which can be easily obtained from the
observable (see Section 7.7). For a fully connected device the maximum possible NB is
NB = 2N−1, the region below this limit is shaded. We observe that the measured Hilbert
space dimension indeed scales exponentially with system size (dashed line is exponential
fit), though is somewhat smaller than the maximum dimension of a fully connected device.
Parameters as in Fig. 7.2, with J (SB)x = 0.5 and β = 0.
and give details on the calculations in the sections below1.
Our theory, developed in Ref. [16] by extending Deutch’s RMT model [64, 65, 100], can
be used to obtain arbitrary correlation functions 〈cµ(α)cν(α) · · · 〉V , where 〈· · · 〉V denotes
the ensemble average over an ensemble of random matrix perturbations, V , for a N ×N
Hamiltonian of the form (7.3), with (H0)αβ = αω0δαβ, with ω0 = 1N and V a random
matrix selected from the GOE, with 〈V 2αβ〉V = (1+δαβ)g
2
N . In practice, those correlations
allow us to calculate any dynamical quantity of interest within the RMT formalism.
To illustrate the use of such correlation functions we briefly consider the simple example
of the diagonal observable matrix elements Oµµ. These can be written as
Oµµ =
∑
αβ
cµ(α)cµ(β)Oαβ. (7.17)
Now, using the self-averaging property of random matrices, which we prove for this model
in Appendix C.2, we see that
Oµµ =
∑
αβ
〈cµ(α)cµ(β)〉VOαβ. (7.18)
Note that only the random wave functions cµ(α) remain inside the ensemble average, as
all other factors are in the non-interacting basis and thus do not depend on V . We thus
observe that the diagonal observable matrix elements depend on the correlation function
1Note that this section begins by summarising the formalism outlined Chapter 5, and the observable
assumptions of Chapter 3.
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〈cµ(α)cµ(β)〉V (note that we will see how to deal with the summation and non-interacting
observable elements in Section 7.5.3 below).
More generally, when calculating more complicated quantities, we have that there is
also a non-trivial contribution of a four-point correlation function of the form
〈cµ(α)cν(β)cµ(α′)cν(β′)〉 which is given by (for µ 6= ν),
〈cµ(α)cν(β)cµ(α′)cν(β′)〉V = Λ(µ, α)Λ(ν, β)δαα′δββ′
− Λ(µ, α)Λ(ν, β)Λ(µ, α
′)Λ(ν, β′)
Λ(2)(µ, ν)
(δαβδα′β′ + δαβ′δβα′),
(7.19)
where Λ(µ, α) is defined as
〈cµ(α)cν(β)〉V = Λ(µ, α)δαβδµν (7.20a)
Λ(µ, α) := ω0Γ/pi
(Eα−Eµ)2+Γ2 (7.20b)
with Γ = pig
2
Nω0 . Λ
(2)(µ, ν) is defined similarly to Eq. (7.20b), with Γ→ 2Γ. The Lorentzian
form of Eq. (7.20) is found for a homogeneous perturbation V [16, 65], selected from the
GOE. We obtain that the four-point correlation function, Eq. (7.19), can be described
in terms of product of two-point correlators Λ(µ, α), as if the random wave function
distribution was purely Gaussian, plus a correction term originating from the effective
interaction due to the mutual orthogonality of random wave functions. We will see below
that an approach in terms of Gaussian and non-Gaussian contractions can be formulated
to describe more general correlation functions.
We note that our theory can be extended to account for different forms of the quantum
chaotic wave function Λ(µ, α). This may appear, for example, for non-homogeneous V .
In this case, the form of the function Λ would change, however the algebraic structure of
our theory would remain.
In order to evaluate Eq. (7.7), we thus use Eq. (7.8) to write δ2O(∞) in terms of the
random wave functions cµ(α), and non-interacting matrix elements ραβ and (σ2z)αβ. We
then use the self-averaging property of random matrices (which we discuss in more detail
and prove in Appendix C), and obtain the relevant correlation functions 〈cµ(α)cν(β) · · · 〉V .
7.5.2 Computing Correlation Functions
As we have seen, it is important to have a systematic approach to obtaining correlation
functions for this model. This is a non-trivial task as the random wave functions of our
theory are not Gaussian independent variables, but include an effective interaction due to
the orthogonality condition 〈ψµ|ψν〉 = δµν [16].
Below, we present such a systematic approach to obtaining arbitrary correlation func-
tions in terms of contractions representing the Gaussian and non-Gaussian terms in the
four-point correlator (which is the largest non-factorizable correlation function of our the-
ory).
The four-point correlation function of Eq. (7.19) may be understood in terms of the
contractions of non-interacting indices, indeed it can be seen to be the sum of a Gaussian
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contraction 〈cµ(α)cν(β)cµ(α′)cν(β′)〉V ⇒ 〈c2µ(α)〉V 〈c2ν(β)〉V δαα′δββ′ = Λ(µ, α)Λ(ν, β)δαα′δββ′
and non-Gaussian contractions, given by
〈cµ(α)cν(β)cµ(α′)cν(β′)〉V ⇒ Lαβα′β′µν δαβδα′β′
〈cµ(α)cν(β)cµ(α′)cν(β′)〉V ⇒ Lαβα′β′µν δαβ′δα′β,
(7.21)
where
Lαβα
′β′
µν :=
Λ(µ, α)Λ(ν, β)Λ(µ, α′)Λ(ν, β′)
Λ(2)(µ, ν)
. (7.22)
We reserve the double line contraction notation of Eq. (7.21) for the non-Gaussian case.
Note that these must occur in pairs of contractions between different interacting indices
µ 6= ν.
Now, we can see from Eq. (7.21) that each contracted pair of indices contributes a
Kronecker-δ symbol, and thus, when the correlation function is summed over its non-
interacting indices, the number of summations is reduced. We see that as each Λ con-
tributes a factor on the order O(ω0Γ ), and a summation on the order O( Γω0 ), a reduced
summation will act to render a term negligible in comparison to a term with no such
reduction. Further, we see that the contribution of the non-Gaussian term Eq. (7.22) is of
order O(ω30
Γ3
), whereas that of the Gaussian term is ∼ Λ2, and thus O(ω20
Γ2
), and as such, one
can see that for the non-Gaussian contractions to contribute, they must be acted on by
an extra summation. Indeed, one can see that this occurs for one of the two non-Gaussian
terms when one has repeated summations, i.e. α′, β′ → α, β in Eq. (7.21).
For further details we refer the reader to Ref. [17], and the calculations in Appendices
E.2 and C.2. Here we have seen the key intuition, however: that repeated indices in cor-
relation functions leads to the dominant contribution of contractions that would otherwise
have contracted the pair of equal indices.
7.5.3 Assumptions on Observables
After obtaining the relevant correlation function, one needs to perform the summations
over remaining indices. See, for example, the simple case of Eq. (7.18) above. To perform
the summations, certain assumptions on the form of observable matrix elements in the
non-interacting basis must be made. We note that in this basis, local system observables
are usually of a known form.
Our theory relies on assumptions that we expect to be satisfied for such local observ-
ables. The key assumption is related to the behaviour of matrix elements, which must
have a well-defined average that does not vary pathologically with energy. A more formal
definition of our assumption can be written in terms of the function Λ, as,∑
α
Λ(µ, α)Λ(ν, α)Oαα = [Oαα]µΛ
(2)(µ, ν), (7.23)
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with Eµ :=
Eµ+Eν
2 , and
[Oαα]µ =
∑
α
Λ(µ, α)Oαα. (7.24)
We will see that this assumption will be necessary in order to compute summations over
the non-interacting indices. In this section, we explain in more detail the requirements on
the form of Oαα for Eq. (7.23) to be valid, as well as the physical interpretation of the
assumption.
The essential assumption here, which we label smoothness of Oαα, as in Ref. [17], is
that the microcanonical average [Oαα]µ changes slowly over the width Γ of the function
Λ(µ, α)Λ(ν, α). We showed in Ref. [17] that this is the case under the assumptions,
Γ
ω0
 1,
Γ2
d2
dE2µ
[Oα,α]µ  1, (7.25)
which thus leads us to two reasonable conditions,
1. There are many states in the energy width Γ
2. The microcanonical average changes slowly over the width Γ.
We note that the latter condition, combined with the fact that the microcanonical average
and time average are equal (which is shown below), is equivalent to the statement that the
time-average of the observable is not sensitive to the particular initial state (microstate),
rather, its macroscopic energy. In fact, one can see that the conditions (7.25) are precisely
those required in order to define a microcanonical average that does not vary pathologically
with small changes in the energy window. In this sense, this assumption is the minimal
assumption one would expect to require for thermalization to a microcanonical average
that changes smoothly with initial state energy to occur.
We further note that in the consideration of time evolution below, we will consider
more general observables that are not necessarily diagonal in the non-interacting basis,
but fulfil a sparsity condition. This can be written as
∑
αβ Oαβ =
∑
α
∑NO
n Oα,α+nδβ,α+n,
where for a given observable there is a non-extensive number NO of groups of non-zero
matrix elements at given energy widths, such that after the coarse graining procedure the
observable matrix elements are non-zero for energy gaps Eα − Eβ that are the possible
energy gaps of HS . This form can be seen [17] to be reasonable for local observables. We
note that it is of course possible to find observables that do not fulfil this assumption,
although it is easily seen to be true for e.g. local Pauli operator observables. We will see
below that our treatment of time evolution could potentially also capture a wider range
of observables as well, if the form in the non-interacting basis is known. In the following,
we refer to observables fulfilling the above assumptions as ‘generic’ observables.
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7.6 Equilibration Dynamics
In this section, we present a description of the time dependence of ‘generic’ observables as
defined above, from an arbitrary initial condition
ρ(0) =
∑
αβ
wαβ|φα〉〈φβ|. (7.26)
This calculation may be performed by exploiting the methods outlined in Section 7.5.
The general approach may be summarised in three steps: i) Writing the observable time
dependence in terms of parameters in the non-interacting basis, ii) computing the relev-
ant correlation functions (see Section 7.5.2), and iii) performing summations using the
assumptions on observables (see Section 7.5.3).
Proceeding as such, we write the time dependent density operator in the form,
ρ(t) =
∑
αβ
∑
µν
wαβcµ(α)cν(β)e
−i(Eµ−Eν)t|ψµ〉〈ψν |, (7.27)
which may be used to obtain the time evolved observable expectation value by 〈O(t)〉 =
Tr(ρ(t)O). By taking the trace over the interacting basis {|ψµ〉}, we thus obtain
〈O(t)〉 =
∑
µ′
〈ψµ′ |
∑
αβµν
wαβcµ(α)cν(β)e
−i(Eµ−Eν)t|ψµ〉〈ψν |O|ψµ′〉. (7.28)
Noting the so-called diagonal ensemble contribution is defined by,
ODE =
∑
αµ
wααc
2
µ(α)Oµµ, (7.29)
which can be seen to be equal to the long-time average value of the observable
〈〈O(t)〉〉τ := lim
τ→∞
1
τ
∫ τ
0
dt〈O(t)〉 = ODE, (7.30)
assuming no degenerate energy levels, we thus define
∆O(t) := 〈O(t)〉 −ODE
=
∑
αβ
∑
µν
µ6=ν
wαβe
−i(Eµ−Eν)tOµνcµ(α)cν(β). (7.31)
Using that Oµν =
∑
αβ cµ(α)cν(β)Oαβ, we have
∆O(t) =
∑
αβα′β′
∑
µν
µ 6=ν
wαβe
−i(Eµ−Eν)tOα′β′cµ(α)cν(β)cµ(α′)cν(β′).
(7.32)
We see that, using the self-averaging property, this depends on the four-point correlation
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function given by Eq. (7.19), such that
∆O(t) =
∑
µν
µ6=ν
e−i(Eµ−Eν)t
[∑
αβ
wαβOαβΛ(µ, α)Λ(ν, β)
−
∑
αβ
wααOββ
Λ(µ, α)Λ(µ, β)Λ(ν, α)Λ(ν, β)
Λ(2)(µ, ν)
−
∑
αβ
wαβOαβ
Λ(µ, α)Λ(µ, β)Λ(ν, α)Λ(ν, β)
Λ(2)(µ, ν)
]
.
(7.33)
The third term can be shown to be negligible, proof of which is given in Appendix E.3.
We note that it is this bound that requires the sparsity assumption above. We now use
the smoothness assumption, exploiting Eqs. (7.23) and (7.24), we obtain,
∆O(t) = 〈O(t)〉0e−2Γt −
∑
µν
µ 6=ν
∑
α
[Oαα]µwααe
−i(Eµ−Eν)tΛ(µ, α)Λ(ν, α),
(7.34)
where to obtain the first term one may note that Λ(µ, α) = Λ(µ − α) = Λ(α − µ), and
make the change of variables µ(ν) → µ(ν) − α(β) to perform the integrals over the new
variables. Here 〈O(t)〉0 :=
∑
αβ wαβOαβe
−i(Eα−Eβ)t is the free evolution of the observable
under the Hamiltonian H0. The second term may be re-expressed by defining µ˜ = µ− α,
to obtain,
∆O(t) = 〈O(t)〉0e−2Γt −
∑
µ˜ν˜
µ˜ 6=ν˜
∑
α
[Oαα]mwααe
−i(Eµ˜−Eµ˜)tΛ(µ˜)Λ(ν˜),
(7.35)
where Em :=
Eµ˜+Eν˜
2 +Eα. Noting, then, that as Λ(µ˜) is peaked around Eµ˜ = 0, and that
[Oαα]α changes slowly over the width Γ of the function Λ, we can make the replacement
[Oαα]m → [Oαα]α. This allows the summations over µ˜, ν˜ to be performed, which become
Fourier transforms of the Lorentzian functions Λ in the continuum limit
∑
µ →
∫ dEµ
ω0
. We
thus find,
∆O(t) = 〈O(t)〉0e−2Γt −
∑
α
[Oαα]αwααe
−2Γt. (7.36)
Noting that at t = 0 we by definition have ∆O(0) := 〈O(0)〉 − ODE = 〈O(0)〉0 −∑
α [Oαα]αwαα, we obtain that
∑
α [Oαα]αwαα = ODE. Noting Eq. (7.30), we see that
the equality of the time and microcanonical averages is derived from our RMT approach.
Thus, using the definition in Eq. (7.31), we obtain
O(t) = (〈O(t)〉0 −ODE)e−2Γt +ODE. (7.37)
This is the same as that obtained in Reference [17] for pure-states.
The approach outlined above is valid assuming that the decay rate Γ is constant in
energy. In fact, for the system under consideration, we have to allow Γ to change with the
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initial state energy, such that Γ→ Γα (note that here the change in DOS does not affect
the calculation). Accounting for this, rather than Eq. (7.34), we obtain
∆O(t) =
∑
αβ
wαβOαβe
−i(Eα−Eβ)te−(Γα+Γβ)t −
∑
α
[Oαα]αwααe
−2Γαt. (7.38)
Now, for our system we have that, as HS = 0, the microcanonical average [Oαα]µ = 0 for
all µ in the bulk of the spectrum. Also, using that for our proposed experimental protocol,
both the initial state and observable are diagonal in the non-interacting basis, we have
∆O(t) =
∑
α
wαOααe
−2Γαt. (7.39)
We have that, as the initial state 〈O(0)〉 = ∑αwαOαα = 1 for all initial device states,
Oαα = 1 for all non-zero wα, and thus
∆O(t) =
∑
α
wαe
−2Γαt. (7.40)
We thus wish to obtain the value Γ that will be obtained when measuring the decay of
an observable. To find this, one may simply consider the time integration of the evolution
obtained above from the initial state,
ρα =
1
Zβ
e−βEαδα,odd, (7.41)
describing our probe-bath model, with an initial finite temperature bath state at inverse
temperature β. The time integration is then,
lim
τ→∞
∫ τ
0
dt∆O(t) = lim
τ→∞
∫ τ
0
dt
∑
α
wαe
−2Γαt
= −1
2
∑
α
Γ−1α wα
= − 1
2Zβ
∑
α
Γ−1α e
−βEαδα,odd
:= −1
2
〈〈Γ(E)−1〉〉β,
(7.42)
where we have used in the second line that ODE = 0, and defined the thermal average
〈〈· · · 〉〉β at inverse temperature β, and we have defined Γα as the decay rate of the initial
state |φα〉. We thus see that it is the thermal average of the inverse decay rate that is
measured by a fit to the time dependence of an observable.
The integral form of the thermal average of a function A(E), is given by,
〈〈A(E)〉〉β := 1
Z ′β
∫ ∆E
0
dED(E)e−β(E−E0)A(E), (7.43)
with Z ′β :=
∫ ∆E
0 dED(E)e
−β(E−E0). We will see below that the FDT will be initially
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expressed in terms of a different average over the values Γ(E). This difference is resolved
in Appendix E.4, where we re-express our FDT in terms of the thermal average above. We
show that the form differs only by a constant that is independent of N and the coupling
strength, and thus the scaling with Hilbert space dimension remains the same. This
difference is thus not important for our application.
Finally, we note that when Γα ≈ Γ is approximately constant across the bulk of the
initially populated initial states; the thermal average above is approximately equal to the
unbiased average appearing in (7.10). We also see that in this case, from Eq. (7.40), one
expects to observe an exponential decay at the rate Γ, as in Eq. (7.13). Indeed, this is
what we observe in our numerical example in Section 7.4 above, and thus we are able to
recover the Hilbert space dimension directly in Fig. 7.5. If a non-exponential decay is
observed, then the average 〈〈Γ(E)−1〉〉β is obtainable via integration as above, and the
scaling of the Hilbert space dimension is still obtainable as in Fig. 7.4.
7.7 Fluctuation-Dissipation Theorem
7.7.1 Derivation from RMT
Here we perform the full derivation of the FDT for the random matrix model described
above. We initially focus on the case of a diagonal initial bath state ραβ = wαδαβ. We
then restrict the treatment to the specific protocol outlined in Section 7.3, where the
initial state is the product of a single probe qubit in a pure state, and a bath in an infinite
temperature state, see Eq. (7.9). We will follow very similar steps as those outlined in
the previous section; however, we will see here that the correlation function calculation is
somewhat more complicated.
The RMT model here is limited to the case of constant decay rate and DOS; we will
thus extend the treatment to more realistic cases in the next section.
We are interested in the calculation of the long-time fluctuations, defined by the diag-
onal ensemble result,
δ2σz(∞) =
∑
µ,ν
µ6=ν
|ρµν |2|(σz)µν |2.
(7.44)
We begin by writing the initial density operator matrix elements as,
ρµν =
∑
α
wαcµ(α)cν(α), (7.45)
then using Eqs. (7.44), and that |ψµ〉 =
∑
α cµ(α)|φα〉, we may write the time fluctuations
as,
δ2O(∞) =
∑
µν
µ6=ν
∑
αβ
wαwβcµ(α)cν(α)cµ(β)cν(β)
∑
α′β′
Oα′α′Oβ′β′cµ(α
′)cν(α′)cµ(β′)cν(β′),
(7.46)
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where coefficients of the initial state are labelled as unprimed indices α, β, and coefficients
of the observable are labelled by primed indices.
Using the self-averaging property of random matrices (see Appendix C), we may replace
the product of coefficients cµ(α)cν(α) · · · by their ensemble average 〈cµ(α)cν(α) · · · 〉V ; the
above expression may then be written in terms of a sum over 8-point correlation functions,
weighted by the initial state and observable coefficients wα and Oαα:
δ2O(∞) =
∑
µν
µ6=ν
∑
αβα′β′
wαwβOα′α′Oβ′β′〈cµ(α)cν(α)cµ(β)cν(β)cµ(α′)cν(α′)cµ(β′)cν(β′)〉V .
(7.47)
Now, using the method of contractions outlined in Section 7.5.2, we see that this 8-
point correlation function may be split up into to four-point correlation functions, each
consisting of both Gaussian and non-Gaussian contractions. These are computed explicitly
in Appendix E.2, in which we see that there are three dominating contributions to the
fluctuations, given by,
δ2G(∞) =
∑
µν
µ6=ν
[
[w2α]µ[O
2
αα]µ + 2[wαOαα]
2
µ
]
Λ(2)(µ, ν)2, (7.48)
δ2NG(∞) = 3
∑
µν
µ6=ν
[wα]
2
µ[Oαα]
2
µΛ
(2)(µ, ν)2, (7.49)
and,
δ2M (∞) = −
∑
µν
µ6=ν
Λ(2)(µ, ν)2
[
[w2α]µ[Oαα]
2
µ4[wα]µ[Oαα]µ[wαOαα]µ + [wα]
2
µ[O
2
αα]µ
]
. (7.50)
These three terms can be seen as the contributions to the 8-point correlation function
arising due to products of Gaussian, non-Gaussian, and mixed Gaussian and non-Gaussian
4-point correlation functions respectively. In the above, in order to perform the sum-
mations over non-interacting indices in Eq. (7.47) we define coarse grained averages of
observable elements Oαα as in Eq. (7.23), as well as the mixed averages,∑
α
Λ(µ, α)Λ(ν, α)wα = [wα]µΛ
(2)(µ, ν)∑
α
Λ(µ, α)Λ(ν, α)wαOαα = [wαOαα]µΛ
(2)(µ, ν).
(7.51)
We thus define Wµ by
δ2O(∞) = δ2G(∞) + δ2NG(∞) + δ2M (∞)
=
∑
µν
µ6=ν
WµΛ
(2)(µ, ν)2, (7.52)
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with,
Wµ = [w2α]µ[O
2
αα]µ + 2[wαOαα]
2
µ + 3[wα]
2
µ[Oαα]
2
µ − [w2α]µ[Oαα]
2
µ
− 4[wα]µ[Oαα]µ[wαOαα]µ − [wα]
2
µ[O
2
αα]µ.
(7.53)
We now take our bath to be in an initial infinite temperature state, such that [wα]µ =
[wα] =
1
2NB , and [w
2
α]µ = [w
2
α] =
1
2N 2B
. As such, Wµ =W is in fact energy independent, as
the probe Hamiltonian HS = 0, so microcanonical averages of probe observables are also
energy independent. Now, as [w2α] = 2[wα]
2
, all terms in W are ∝ [w2α], we define,
WO =
W
[w2α]
= [O2αα] +O
2
↑ +
3
2
[Oαα]
2 − [Oαα]2 − 2[Oαα]O↑ − 1
2
[O2αα],
(7.54)
where O↑ = 〈↑ |O| ↑〉, and we have used that [wαOαα] = O↑[wα]. We see that WO is a
constant of the order of unity that depends only on the observable (e.g. WO = 3/2 for
O = σz). Finally, taking the thermodynamic limit, such that
∑
µν →
∫ ∆E
0
∫ ∆E
0
dEµdEν
ω20
(not that the diagonal terms in the summation can be seen to be negligible, as they
contribute to a higher order in ω0Γ ), we have
δ2O(∞) =
WO
2N 2B
∫ ∆E
0
∫ ∆E
0
dEµdEν
ω20
Λ(2)(µ, ν)2, (7.55)
which may be evaluated using,∫ ∆E
0
∫ ∆E
0
dEµdEν
ω20
Λ(2)(µ, ν)2 =
∫ ∆E
0
dEµ
arccot
(
2Γ
∆E
)
2piΓ
≈ ∆E
4piΓ
,
(7.56)
where in the last line we have used that ∆E  Γ, such that arccot ( 2Γ∆E) ≈ pi2 . We then
obtain,
δ2O(∞) =
WOω0
4piNBΓ , (7.57)
where we have used that ∆E := 2NBω0.
We can see, then, that Eq. (7.57) is of the form of our main result, Eq. (3) of the
main text, where C = WO4pi . What follows is to generalise this relation, allowing the DOS
and Γ to vary in energy, and for finite temperatures.
7.7.2 Extension to Realistic Systems
The key issue with directly applying the RMT results to realistic models is that in general
the DOS, and decay rate, are energy dependent, and thus change over the width of the
initial state distribution (this is especially important for the high/infinite temperatures
considered here). In order to account for this, we must then go back to the evaluation of
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the integrals over energy, in Eq. (7.55), and substitute Γ→ Γ(E), and ω−10 → D(E). This
is justified under the assumption that neither Γ(E), nor D(E), vary appreciably over the
width Γ. i.e. Γ(E)−Γ(E+Γ(E))Γ(E)  1, and D(E)−D(E+Γ(E))D(E)  1.
We see then, that the integral in Eq. (7.55) is now
δ2O(∞) =
WO
2N 2B
∫ ∆E
0
∫ ∆E
0
dEµdEν
D(Eµ)D(Eν)
D(E)2
(
2Γ(E)/pi
(Eµ − Eν)2 + 4Γ(E)2
)2
, (7.58)
where we have used that,
Λ(2)(µ, ν) =
1
D(E)
2Γ(E)/pi
(Eµ − Eν)2 + 4Γ(E)2 , (7.59)
with E = Eµ+Eν2 . This can be seen to be valid as long as the above conditions on D(E)
and Γ(E) hold, that is, as long as they change sufficiently slowly over the energy width
Γ. The contribution of each eigenstate Λ(µ, α) to the fluctuations at a given energy is
then that of a local (in energy) random matrix model, with a constant DOS and decay
rate. D(E) and Γ(E) can then be allowed to change over an energy much wider than a
the width of Λ(µ, α), as over such energy widths the contributions of relevant eigenstates
are independent.
Now, we further define ω = Eµ−Eν , and make the change of variables Eµ, Eν → ω,E,
and thus obtain
δ2O(∞) =
WO
2N 2B
∫ ∆E
0
∫ ∆E
−∆E
dEdω
× D(E +
ω
2 )D(E − ω2 )
D(E)2
(
2Γ(E)/pi
ω2 + 4Γ(E)2
)2
≈ WO
2N 2B
∫ ∆E
0
dE
1
4piΓ(E)
,
(7.60)
where in the second line we have assumed that D(E) and Γ(E) is approximately constant
over the width Γ. Now, we define the unbiased average of a function A(E) as,
A(E) =
1
∆E
∫ ∆E
0
dEA(E), (7.61)
(not to be confused with the average [· · · ]µ above) and see that, noting ∆E = 2NBD(E) ,
δ2O(∞) =
WO
4piNBD(E)
Γ(E)−1
= C
1
NBD(E)
Γ(E)−1,
(7.62)
where C = WO4pi depends only on the choice of observable. We note that for the random
matrix model, as the DOS and Γ(E) are both constant in energy, the average Γ(E)−1
is equal to the thermal average 〈〈Γ(E)−1〉〉β=0 obtained from a fit to the decay of an
observable (see Section 7.6 above). In the case above, however, where the DOS and Γ(E)
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change in energy, the unbiased average decay rate is not necessarily the same as that
obtained from a fit to the decay. We may fix this problem directly, as we do in the last
section, where we see that the unbiased thermal averages may be replaced by regular
thermal averages weighted by the DOS at the expense of a constant that depends on the
functional form of D(E) and Γ(E) (but importantly, not on N , or the coupling strength).
We can also see, that if Γ(E) is approximately constant over the width of the DOS, which
is often the case in such systems (in fact from Eq. (7.40) this can be seen to be the case if
an exponential decay of the observable is observed), then the biased and unbiased thermal
averages of Γ(E)−1 are approximately equal for β → 0, and Eq. (7.62) may be directly
experimentally confirmed as in Fig. 7.5.
7.7.3 Finite Temperature FDT
In this section, we extend the above approach to finite temperature initial bath states,
where the initial state is described by
ρ(t = 0) =
2NB∑
α
wα|φα〉〈φα|, (7.63)
where the joint probe-bath Hamiltonian eigenbasis is built by ordering product states such
that |φα〉 = | ↑〉|φB,α+1
2
〉 (α odd) , |φα〉 = | ↓〉|φB,α
2
〉 (α even). In this case, we have
wα =

1
Zβ
e−βEα if α ∈ odd
0 otherwise
, (7.64)
where Zβ =
∑
α e
−βEαδα,odd, when the bath is initially a finite temperature state at inverse
temperature β = 1kBT , and the probe qubit is initially in state | ↑〉. We thus obtain for
the microcanonical averages of wα, assuming that β−1  Γ,
[wα]µ =
1
2Zβ
e−βEµ (7.65)
and
[w2α]µ =
1
2Z2β
e−2βEµ , (7.66)
such that [w2α]µ = 2[w
2
α]µ. Now, our most general form for the long-time fluctuations
(which assumes only the ability to define the required microcanonical averages that vary
smoothly over a width Γ) is
δ2O(∞) =
∑
µν
µ6=ν
WµΛ
(2)(µ, ν)2,
(7.67)
where Eµ :=
Eµ+Eν
2 , and Wµ is written in Eq. (7.53). Indeed, noting that the mixed
average [wαOαα]µ = 2[wα]µO↑, where O↑ := 〈↑ |O| ↑〉, and that as each term in Wµ is
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∝ [wα]2µ (see Eq. (7.53)), we may define
Wµ =WO[w2α]µ =
WO
2Z2β
e−2βEµ , (7.68)
so
δ2O(∞) =
WO
2Z2β
∑
µν
µ6=ν
e−2βEµΛ(2)(µ, ν)2.
(7.69)
This may be evaluated, including a variable DOS D(E), as in the main text for the infinite
temperature case, via
δ2O(∞) =
W0
2Z2β
∫ ∆E
0
∫ ∆E
−∆E
dEdωe−2Eβ
D(E + ω2 )D(E − ω2 )
D(E)2
(
2Γ(E)/pi
ω2 + 4Γ(E)2
)2
≈ WO
4Z2β
∫ ∆E
0
dEe−2βE
1
4piΓ(E)
,
(7.70)
where in the second line we have made the change of variables Eµ, Eν → E,ω with
E =
Eµ+Eν
2 and ω = Eµ−Eν , and used that ∆E  Γ as in the main text. We now define
the unbiased thermal average of the function A(E) as,
〈A(E)〉β := 1
∆E′(β)
∫ ∆E
0
dEA(E)e−βE , (7.71)
where ∆E′(β) =
∫ ∆E
0 dEe
−βE . Now, we have
δ2O(∞) =
WO∆E
′(β)
8piZ2β
〈Γ(E)−1〉2β. (7.72)
Noting, then, that limβ→0 Zβ = NB, and limβ→0∆E′(E) = ∆E = 2NBD(E) , we recover the
infinite temperature case as required,
δ2O(∞) =
WO
4piNBD(E)
Γ(E)−1. (7.73)
We note that, unlike in the RMT case above, the average 〈Γ(E)−1〉β is not equal to the
thermal average 〈〈Γ(E)−1〉〉β, which is that obtained from a fit to the decay. In Appendix
E.4 we show how the FDT may be defined in terms of this thermal average. Importantly
for our proposed application, we obtain that the FDT in this form is related simply by a
constant C ′β, defined in Appendix E.4, that does not depend on the the size of the device
or coupling strength (within the weak coupling regime). For infinite temperatures we thus
have
δ2O(∞) = C ′0
WO
4piNB〈〈D(E)〉〉0 〈〈Γ(E)
−1〉〉0. (7.74)
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Therefore, we can directly relate the measured inverse decay rate 〈〈Γ(E)−1〉〉0 to the time-
averaged fluctuations, and from measurement of each for changing device size or coupling
strength, as shown in the numerical experiments of Section 7.4, yields information on
the scaling of the Hilbert space dimension. We finally note that it is simply the lack of
direct knowledge of the constant C ′β which prevents measurements where there is a non-
negligible change in the decay rate with energy (a non-exponential decay to equilibrium)
from constituting a direct measurement of the value of the Hilbert space dimension. This
constant depends on the functional form D(E) and Γ(E), and thus, if these are known,
inference of the Hilbert space dimension itself is thus obtainable.
Finally, we note that the finite temperature approach above can be extended to the
low temperature regime, as shown in Appendix E.4, from which we can recover the pure
state FDT found in Ref. [17] in the low temperature limit.
7.8 Discussion
The results shown above demonstrate how the chaotic dynamics of thermalization may be
exploited in order to gain information on the complexity of the unitary quantum dynamics
of a system. We have proposed an experimentally viable protocol, by which measurements
of a local observable of a probe qubit may be exploited to measure the Hilbert space
dimension of an ergodic quantum device, initialised in an infinite temperature state. We
note that this measures the dimension of the states directly involved in dynamics only,
and thus provides a more accurate measure of the complexity of the dynamics than a
simple estimate of the Hilbert space dimension from the number of qubits. In this sense,
such a measurement of a large enough quantum device, if shown to be ergodic in the sense
outlined above, would be a convincing indicator of the so called ‘quantum supremacy’ of
the quantum device.
On a practical level, for a generic non-integrable Hamiltonian, our results may be
observed in two ways: measurement of a probe observable for (i) changing the number
of qubits/ions/... in the quantum device (as in Figs. 7.3 and 7.4) , or (ii) changing the
probe-bath coupling (as in Fig. 7.2). The latter is perhaps the simplest experimental
methodology, which we show can confirm the ergodic behaviour of a system, that is, that
the unitary dynamics requires an extensive proportion of the Hilbert space, by showing a
linear relationship between the long-time fluctuations and decay rate. For a model where
the device size may be altered, our FDT provides even deeper insight, allowing also for
the experimental observation of the scaling of the Hilbert space dimension with system
size.
For cases where an exponential decay to equilibrium is observed, which we show implies
that the decay rate is constant over a large range of energies, our method allows the
experimenter to access the numerical value of the Hilbert space dimension itself, not
simply its scaling with size or coupling strength. This can be obtained from a single time
trace of the decay to equilibrium of the observable, from the measurement of the decay
rate, and fluctuations around equilibrium.
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Chapter 8
Emergent classicality in quantum
experiments
In the above chapters we have seen how thermalization dynamics can be described interms of chaotic wavefunctions. The decay to equilibrium of local observables of non-
integrable quantum systems can be accurately described in terms of random matrix theory
(RMT), yielding an equilibrium state that varies smoothly with initial state energy, and
fluctuations that decrease exponentially with systems size. This therefore constitutes
a foundation for quantum statistical physics, based on physical properties of individual
eigenstates of chaotic quantum systems.
The world around us, whilst quantum in fundamental description, is classical in its
behaviour at the level of observation, except for in extremely idealised scenarios. At
some point, then, quantum statistical physics should give rise to the classical theory, the
equilibrium properties of which we discussed in Chapter 1. The non-equilibrium properties
of classical statistical physics are still a topic of much active research. Of particular interest
is the description of classical trajectories of Brownian particles. Indeed, Brownian motion
has formed the backbone of non-equilibrium classical statistical physics [173, 194, 195].
More recently, the methods of stochastic thermodynamics [149] have revolutionised
the field, enabling the description of individual trajectories in classical stochastic models.
The ‘paradigm in the field’ [148], is once more the description of the Brownian motion
of an overdamped colloidal particle. It is this which I will describe in terms of quantum
chaotic wavefunctions in this chapter, thus establishing an approach to classical statistical
physics rooted in the unitary quantum dynamics of non-integrable systems. Specifically, I
will show that the thermalization dynamics 〈O(t)〉 of a local observable may be shown to
evolve under the effective description of an Ornstein-Uhlenbeck (OU) process - a model
for describing the Brownian motion of an overdamped particle in a harmonic potential.
For a consistent physical interpretation of the emergence of classical statistical physics,
however, the dynamics of the observable expectation value 〈O(t)〉 is not sufficient. An
experimentalist in general has no access to this quantity outside of exceedingly idealised
conditions, and she certainly cannot obtain 〈O(t)〉 from a single experiment, as a quantum
measurement interrupts the thermalization dynamics. In a more realistic experimental
scenario she instead has access to the time-dependence of an observable O in the form of
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Figure 8.1: Diagram of general scheme. We consider systems with many energy levels, and
thus many possible observable outcomes (diagram of Hamiltonian (8.30)). Local system
observables may be measured via expectation value 〈O(t)〉 or via sequence of projective
measurements Oj .
a sequence of measurement outcomes Oj at times tj = j∆t. Such an experimental scheme
is illustrated in Fig. 8.1. Such protocols are often described as quantum jump trajectories
[196], and the description of sequential quantum measurements in terms of quantum chaos
and RMT constitutes a more physical understanding of typical experimental scenarios
under which thermalization dynamics are observed. Furthermore, we will see that a link
may be made between these approaches and modern work in stochastic thermodynamics,
as it allows for the description of a single experimental trajectory in a quantum experiment.
This link will be exemplified by the description of the time dependence of the non-
equilibrium Gibbs entropy1 [197]. From this, we study a further important feature of
statistical physics: entropy growth [197–201], and bound the derivative of the Gibbs en-
tropy, such that it can be seen to be non-decreasing in time.
In this chapter, I will begin by introducing classical Brownian motion in the form
of an OU process. We will then see that in the corresponding limit the description of
closed quantum systems in terms of RMT and quantum chaos indeed heralds an effective
description in terms of an OU process. That is, we will observe that non-integrable
quantum systems not only evolve into a thermal state, but actually, expectation values of
macroscopic observables effectively evolve in time like stochastic variables whose variance
satisfies the celebrated Einstein relation (see below), and the equipartition theorem. These
relations manifest at the level of individual eigenstates.
We will then see that these results apply naturally to a quantum jump trajectory of
a system undergoing chaotic dynamics. Applying the results from RMT to such a case
we observe emergent classical trajectories of repeated quantum measurements. Finally,
we will discuss a fluctuation theorem that arises naturally from the results of these dis-
cussions. Continuing the theme of attempting to apply quantum chaos to characterise
quantum devices, we will observe that this fluctuation theorem may be exploited to meas-
ure the density of states of a quantum system. As in previous chapters, numerical results
confirming our results will be presented alongside analytical calculations.
1Note that this should not be confused with the Gibbs entropy in Chapter 1, which is strictly constant.
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8.1 Classical Brownian Motion
Before discussing the emergence of classical statistical physics from quantum chaos, we
briefly summarise an important paradigmatic example in non-equilibrium classical stat-
istical physics, the Ornstein-Uhlenbeck (OU) process. This will be the model to which we
look to compare the results from quantum chaos in an appropriate regime.
The OU process describes the Brownian motion [194] of the position x(t) of a particle
in a medium subjected to random collisions with its environment. This is described by
the Langevin equation,
dx(t)
dt
= −k
γ
(x(t)− x) + ξ(t), (8.1)
where γ and x are constants, and ξ(t) is a stochastic random variable fulfilling 〈ξ(t)〉ξ = 0,
〈ξ(t)ξ(t′)〉ξ = 2Dδ(t − t′), where 〈· · · 〉ξ indicates an average over stochastic trajectories,
and D is known as the diffusion constant. The OU process thus describes the motion
of an overdamped harmonic oscillator driven by white noise, with an oscillator potential
V (x) = k2x
2. This is easily solved [150, 202] to find (setting x = 0),
x(t) = x(0)e
− k
γ
t
, (8.2)
and 〈x2(t)〉ξ = 〈x(t)〉2ξ+ Dγk (1−e−2
k
γ
t
). The long-time observable variance may be written
as σ2x(∞) = Dγk .
We then use that, for a system in thermal equilibrium, the time-average energy is
〈E〉 = 12kBT by the equipartition theorem. We then see that the long-time average energy
gives 〈V 〉 = 12Dγ, such that
D =
kBT
γ
. (8.3)
This is the celebrated Einstein relation of Brownian motion, a manifestation of the fluctuation-
dissipation theorem (FDT) [173]. Note that this is a different form of the FDT that dis-
cussed in Chapter 6, which is a FDT for time-fluctuations, rather than the variance, of an
observable.
We thus obtain,
σ2x(∞) =
kBT
k
. (8.4)
Similarly, δ2x(∞) := limT→∞[ 1T
∫ T
0 dt〈x(t)〉2ξ − ( 1T
∫ T
0 dt〈x(t)〉ξ)2] can be seen to be trivially
equal zero from Eq. (8.2). Notice that in the notation used for the time-fluctuations we
have implied the equivalence 〈· · · 〉 ↔ 〈· · · 〉ξ. Indeed, a key finding of the description in
terms of RMT is precisely this equivalence.
8.2 Quantum Thermalization as an OU Process
8.2.1 Random Matrix Theory
From the description of the OU process above the key features can be seen immediately
to resemble the results of the previous sections. In particular, the main result of Chapter
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6 [17], describing the thermalization dynamics of an observable O, which is repeated here
for convenience:
〈O(t)〉 = (〈O(t)〉0 − [Oαα]α0)e−2Γt + [Oαα]α0 . (8.5)
Comparing to the OU process, where we chose the long-time average value x = 0, we
can we can see that we have equivalent dynamics when similarly setting the time average
[Oαα]α0 = 0, and assuming that the observable dynamics under H0, 〈O(t)〉0, is constant.
The latter occurs for observables that are diagonal in the non-interacting basis, Oαβ ∝ δαβ.
To continue the comparison of RMT results to the OU process we wish to study the
time-averaged variance of the local observable O. From Eq. (8.5), we arrive at
σ2O(∞) = [∆O2αα]α0 , (8.6)
where [∆O2αα]α0 := [O
2
αα]α0− [Oαα]
2
α0
. Finally, we further recall that the time-fluctuations
of O may be written as,
δ2O(∞) =
[∆O2]α0
4piD(E)Γ
, (8.7)
as obtained in Chapter 5, and discussed in more detail in Chapter 6. Importantly for the
comparison to the OU process, Eq. (8.7) decays exponentially with system size, and in
the classical limit one expects δ2O(∞)→ 0.
Making the analogy to the OU process, then, we have a straightforward equivalence
of the position x of the colloidal particle and the quantum observable O for both the
dynamics: 〈O(t)〉 ↔ 〈x(t)〉ξ, and the time-fluctuations δ2x(∞). This indicates that we may
expect a similar relation for the variance σ2x(∞) and the quantum fluctuations σ2O(∞).
This would imply an Einstein relation for the quantum fluctuations.
8.2.2 Einstein Relation
We now come to the main analytical result of this chapter: the quantity [∆O2αα]α0 , can
be shown to be the source of the microcanonical temperature T (E) for a macroscopic
observable (dB  dS  1). To observe this, we re-express [Oαα]α0 via,
[Oαα]α0 =
dS∑
s
(OS)ssp(s), (8.8)
where p(s) may be written in terms of the DOS of the bath,
p(s) =
DB(Eα0 − s)∑dS
s DB(Eα0 − s)
, (8.9)
which was derived in Chapter 3 (Eq. (3.25)).
Standard quantum statistical physics assumes that the DOS of the bath depends ex-
ponentially on the energy. This is not true in a finite system, however we can write,
DB(E) = D0 exp(β(E)E)), (8.10)
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where β(E) is the inverse microcanonical temperature, which we assume changes slowly
over the width Γ in the sense of the conditions (3.34). In this case, we have,
p(s) =
e−β(Eα0 )s∑dS
s e
−β(Eα0 )s
. (8.11)
It is now clear that there has to be some dependence on [∆Oαα]α0 with (microcanonical)
temperature, however, the actual relation is going to depend on the microscopic details of
the model.
We may expect to observe the Einstein relation when considering a particle trapped in
an harmonic potential [150]. We therefore consider, (OS)ss = s and s = 12ms
2, and assume
that the temperature is small compared to the system bandwidth but large compared to
the system energy spacing, 1 mβ  dS . In this case, we have the partition function
Z(β) =
ds∑
s
e−βs =
ds/2∑
s=−dS/2
e−
1
2
βms2 , (8.12)
where s takes 2S + 1 possible values from [−S, S], and β = β(Eα). This can itself
be evaluated as a Gaussian integral assuming that we have many system energy levels,∑ds/2
s=−dS/2 →
∫∞
−∞ ds, such that
Z(β′) =
∫ ∞
−∞
dse−
1
2
β′s2
=
√
2pi
β′
,
(8.13)
where we have defined β′ := mβ. Now, we can see that
[O2αα]α0 =
∑
s
p(s)o2ss
=
1
Z(β′)
ds/2∑
s=−dS/2
s2e−
1
2
β′s2
=
1
Z(β′)
∫ ∞
−∞
dss2e−
1
2
β′s2
=
1
β′
.
(8.14)
Similarly, we can see from the same approach that [Oαα]α0 vanishes as
∫∞
−∞ dsse
− 1
2
β′s2 =
0. We thus have,
[O2αα]α0 =
1
mβ(Eα0)
. (8.15)
Then, using (8.5), we see,
〈E(t)〉 = 1
2
m〈O2(t)〉 = 1
2β(Eα0)
, (8.16)
which is precisely the equipartition theorem.
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The remarkable feature of this formulation of the equipartition theorem is that it is a
property of a single eigenstate; [O2αα]α0 averages diagonal observable elements over a single
chaotic wavefunction Λ(µ, α). This motivates the description of (8.15) as an ‘eigenstate
equipartition theorem’ (EET).
The EET extends the intuition of the ETH all the way to the classical regime - thermal-
ization occurs at the level of individual eigenstates. The ETH asserts that these eigenstates
each define their own microcanonical energy shell - the EET is a much stronger statement,
where we have that they each have their own associated temperature. Previous studies
have observed results on similar lines numerically [176].
To obtain the Einstein relation from here is straightforward, as making the analogy to
the Ornstein-Uhlenbeck (OU) process we observe that the dynamics of a closed quantum
chaotic system is described by an effective OU process with an effective diffusion constant
D =
kBTΓ
m
, (8.17)
via the substitutions kγ → 2Γ, and kBT → m[O2αα]α0 .
We note that in the OU process the equipartition theorem is asserted in order to obtain
the Einstein relation, Eq. (8.4). We can see that in the derivation from chaotic wavefunc-
tions, both expressions emerge simultaneously, and are ultimately equivalent statements
in this formulation.
We may now make the relation between the formalism of quantum chaos and the OU
process explicit by the following relations:
〈O(t)〉 ⇒ 〈x(t)〉ξ
δ2O(∞)⇒ δ2x(∞)
σ2O(∞)⇒ σ2x(∞)
〈· · · 〉 ⇒ 〈· · · 〉ξ,
(8.18)
where on the left hand side we have our quantity for a chaotic quantum system, and on the
right hand side we have the corresponding quantity for the OU process. The arrow⇒ can
thus be understood as pointing towards the higher-level effective theory, emergent from
a description in terms of quantum chaotic wavefunctions. In this case, the fundamental
description is Schrödinger dynamics of a quantum chaotic system, which we see to have
an emergent description in terms of Langevin dynamics.
We may additionally note that a fluctuation theorem may be formulated out of the
above analysis. In fact, from Eq. (8.6) and (8.7) we may observe a remarkable feature of
fluctuations of chaotic systems, that is, their ratio after equilibration,
σ2O(∞)
δ2O(∞)
= 4piD(Eα0)Γ, (8.19)
which may be understood as a signature of quantum ergodicity in many-body systems,
and further reveals the DOS in terms of only measurable quantities. This latter statement
is analysed numerically in Fig. 8.3 below.
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Eq. (8.19) may be thought of as a ubiquitous feature of finite chaotic quantum systems
that further to revealing the DOS of a system, is an important extension of the QC-FDT
from Chapter 6. Indeed it is interesting to note that one may edit the OU process in order
to display this same feature.
As noted above, the RMT model reproduces the classical OU process in the limit
of infinite size D(E) → ∞, as the time fluctuations of the OU process are equal to zero.
However, if one modifies the stochastic noise ξ(t) such that 〈ξ(t)〉ξ = v(s), with v a random
variable itself, with v(s) = 0, and v(s)v(s′) = v2δ(s− s′), we obtain,
δ2x(∞) =
v2γ2
k2
. (8.20)
In this case, we can make the association
[∆O2]α0Γ
4piD(E)
=
kBTΓ
4piD(E)m
⇒ v2, (8.21)
to recover the form of time-fluctuations expected by RMT for finite size systems. The
modified time-fluctuation can be thought of as an equivalent of the Einstein relation for
time-fluctuations of finite classical systems.
The final comparison, 〈· · · 〉 ⇒ 〈· · · 〉ξ, drawn in (8.18) above is crucial for our physical
interpretation of the relationship between quantum chaos and classical Markov processes.
We relate the average over noise realisations ξ to the expectation value at any given time.
We thus observe an equivalence between the average over realisations of a classical system
and the average over measurements of a quantum system.
Concretely, we picture a quantum system initialised in some state |ψ(0)〉, with an
initial known expectation value 〈O(0)〉. To experimentally obtain the value 〈O(t1)〉 at
time t1 one must prepare the initial state, let time evolve until t = t1, and perform a
measurement. This ends this experiment, and must then be repeated many times. The
average over measurements gives an estimate for the expectation value 〈O(t1)〉. This must
be repeated for all t to build the dynamics of the expectation value.
Not only is the above experimental scenario exceedingly idealistic, and not realistic
for typical experimental protocols, but relating this experimental procedure to classical
physics has a major issue: the measurement process ends the experiment. For a classical
system, one may observe the thermalization occur in time, and average over experimental
trajectories. The OU process is a description of this average. This motivates a description
of repeated measurements of closed quantum systems.
8.3 Quantum Jump Trajectories
A more realistic experimental scenario is that where a set of quantum measurements are
made at times t1, t2, . . . , generating a set of outcomes O1, O2, . . . . In this case, we may
describe the experiment as a series of thermalization experiments of the above form. The
total system is initialised in some state, and each measurement projects the system state
to an eigenstate of the local observable. In between successive measurements, unitary
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thermalization dynamics occurs as above. Note that in the following, we no longer limit
ourselves to harmonic system potentials and the considered observable used to obtain the
OU process, which can be seen as a particular case of a more general treatment.
From the realisation that between measurements a thermalization scenario takes place,
with each measurement performing an effective ‘measurement quench’ [203], we may dir-
ectly apply the results of the previous sections. In detail, we have the sequence of meas-
urement quenches
|s0〉|E(B)β0g 〉 → |s1〉|ψ
(B)
1 〉 → |s2〉|ψ(B)2 〉 → . . . , (8.22)
where |ψ(B)j 〉 is the state of the bath at step j. Assuming that the total energy is not
significantly perturbed by the measurement process, we have that the quantum dynamics
is restricted to many-body states with energies close to the initial energy, Eα0 = s0+E
(B)
β .
This assumption is valid assuming the range of system energies is negligible in comparison
to the bath. This assumption is checked numerically below for model systems (see Fig.
8.2), however can be seen easily to be valid for cases where the total energy range of the
system is negligible compared to that of the bath.
In describing a quantum jump trajectory we will make use of the projection operator
Ps = |s〉S〈s| ⊗ 1B. This itself is a local observable, sharing similar properties to O.
Thus, between each successive measurement one may imagine a quantum thermalization
scenario, where we define p(sf , si; tf , ti) as the probability of measuring the value sf at
time tf , assuming that a previous observation yielded a value si at time ti. We may thus
apply Eq. (8.5) to the operator P , obtaining
p(sf , si; tf , ti) =
(
δsf ,si − p∞(sf )
)
e−2Γ∆t + p∞(sf ), (8.23)
where p∞(sf ) = [(Psf )αα]α0 , and ∆t = tf − ti. p∞(sf ) is the steady-state probability
for the system to be in state sf , which is written in terms of a microcanonical ensemble
around the initial energy Eα0 .
We observe that the dynamical record R∆t = {O0, O1, · · · , On}, of measurement out-
comes Oi at time i∆t depends crucially on the time interval ∆t. For finite systems the
decay cannot be exactly exponential at early times, and hence for ∆t  Γ−1 there is
minimal change in 〈Ps(t)〉, leading to the Zeno effect [204] for ∆t→ 0. For ∆t Γ−1 we
obtain that time-fluctuations of the quantum jump trajectory are equal to the observable
variance δ2R∆t(∞) = σ2O(∞).
More importantly, however, in the case ∆t < 1/Γ, the measurement process will be
able to resolve the decay of the observable X in time. In-fact, Eq. (8.23) predicts that
the measurement outcomes form a Markov chain. Furthermore, we can show that the
average over all the resulting stochastic trajectories of a measurement outcome, sj at time
tj , is the same as the expectation value 〈X(tj)〉 at time tj . In other words, if we measure
the expectation value 〈X(tj)〉, the value is independent of whether we have subjected the
systems to a quantum measurement at times t < tj or not. This can be seen by assuming
that a measurement yields a value si at time ti and a future observation yields the value
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Figure 8.2: Change of total energy E(t) = 〈H(t)〉 in time due to action of repeated
projective measurements (blue solid line). Variance of energy σE(t) shown in shaded area.
Dashed lines show time-fluctuations of energy δE(∞). ∆E = Emax − Emin. a) Quantum
harmonic oscillator chain of main text, Parameters: J = 0.8, hx = 0.7, S = 3, N = 4. Time
averages variance σE(t) of order
σE(t)
∆E ≈ 0.05 b) and c) Spin chain of Eq. (8.31) under
action of local observable S1z and global observable
∑
i S
i
z respectively.
σE(t)
∆E ≈ 0.015, 0.009
for local and global observables respectively. Parameters: N = 4, S = 3, hz = 1, hx =
0.2, J = 0.8,∆ = 0.3, q = 1.5
sf at time tf . At some intermediate time, an observation is performed a time ti < t′ < tf ,
with outcome s′. It then follows that the conditioned probability distribution in (8.23)
satisfies that,∑
sm
p(sf , sm; tf , tm)p(sm, si; tm, ti)
=
∑
sm
(
(δsf ,sm − p∞(sf ))e−2Γ(tf−tm) + p∞(sf )
)(
(δsm,si − p∞(sm))e−2Γ(tm−ti) + p∞(sm)
)
= (δsf ,si − p∞(sf ))e−2Γ(tf−ti) + p∞(sf )
= p(sf , si; tf , ti).
(8.24)
By induction, Eq. (8.24) can be extended to the case where an average is taken over a
set of intermediate measurement outcomes, yielding the result that the average distribution
probability at some time is independent of whether the system measured. This result is
of course not valid in the Zeno regime, where the exponential decay assumption of the
expectation value of an observable is not valid.
We further analyse the time-dependence of the non-equilibrium Gibbs entropy,
SG(t) = −
dS/2∑
s−dS/2
p(s, si; t, t0) ln p(s, si; t, t0), (8.25)
In fact, from Eq. (8.5) we may show that dSG(t)dt ≥ 0, and thus the emergence of the second
law for this entropy measure as follows. For simplicity of notation we remove the initial
state variables, defining p(sf , tf ) := p(sf , si; tf , ti). Then, using that
p(s, t) = p(s, 0)e−2Γt + (1− e−2Γt)p∞(s), (8.26)
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where p∞(s) is the equilibrium probability of obtaining the outcome s from a measurement
of O. We have, then, that
dSG(t)
dt
= −
∑
s
[2Γe−2Γt(p∞(s)− p(s, 0))(ln p(s, t) + 1)]
(8.27)
which, using that 1− 1x ≤ lnx ≤ x− 1, we obtain
dSG(t)
dt
≥ 2Γe−2Γt
∑
s
[p(s, 0)p(s, t)− p∞(s)(2− 1
p(s, t)
)]
≥ 2Γe−2Γt[p(s0, t)− 2 +
∑
s
1
p(s, t)
]
(8.28)
where in the second line we have used that p(s, 0) = δs,s0 , where s0 is the initial value of
OS . Now, we can thus see that at t→ 0, the factor
∑
s
1
p(s,t) →∞. This indicates that at
early times the rate of entropy growth is increased. For t > 0, we can note that 1p(s,t) ≥ 1
and p(s0, t) ≥ 0, so
dSG(t)
dt
≥ 2Γe−2Γt[ds − 2] > 0, (8.29)
for observables with more than one possible outcome ds ≥ 2.
We thus see that the Gibbs entropy is non-decreasing in time. This is observed in
Fig 8.4 for two model systems described below. We see that for small ∆t this growth is
significantly slower due to proximity to the Zeno regime.
The definition of a non-equilibrium Gibbs entropy for quantum jump trajectories makes
an important connection to results in stochastic thermodynamics [148, 149, 197]. In par-
ticular, we have seen that p(s, si; t, t0) may be described by effective Langevin dynamics,
and thus Eq. (8.25) may be seen to parallel the classical non-equilibrium Gibbs entropy
defined in e.g. [197].
We finally note that an entropy may be defined for an individual trajectory, by taking
the probability distribution of measurement outcomes over all times. In equilibrium we
have an equivalence between the quantum fluctuations σ2O(∞), and time-fluctuations of a
single trajectory with ∆t  Γ−1, as each projective measurement occurs with a variance
σ2O(∞). Thus, by taking a single quantum trajectory for many time steps, and building
a probability distribution ptraj(s) over the observable outcomes of the experiment, one
expects the single trajectory entropy Straj = −
∑
s ptraj(s) ln ptraj(s) to be equal to the
equilibrium (maximal) value of SG(t). This is confirmed numerically below.
8.4 Numerical Experiments
In this section, we perform numerical experiments via exact diagonalization to obtain
the thermalization dynamics, and quantum jump trajectory dynamics, of two distinct
quantum models.
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Figure 8.3: Comparison of density of states as inferred from the fluctuation theorem of Eq.
(8.19) (yellow squares) with exact value (blue circles). a) For system of coupled quantum
harmonic oscillators described in main text. Parameters: J = 1.2, hx = 0.8, S = 2 b)
For chain of spin-12 particles with Hamiltonian (6.47). Parameters: B
(S)
x = 0, B
(B)
z =
0, B
(B)
x = 0.3, J
(S)
x = 0.4, J
(S)
z = 0.2, J
(B)
z = 0.1, J
(B)
x = 1, B
(S)
z = 0.8.
- Coupled quantum harmonic oscillators. We consider a set of particles confined to move in
a grid of discretized positions in one-dimensional harmonic potentials. The Hilbert space
is formed by states |s, i〉, where s = −S, · · · , S is the position in the ith potential,
H0 =
N∑
i=1
S∑
s=−S
s|s, i〉〈s, i| (8.30)
with s = s2. To this, we add the coupling term
V = hx
N∑
i=1
S−1∑
s=−S
(|s, i〉〈s+ 1, i|+H.c.)
+ J
N−1∑
i=1
S−1∑
s=−S
(|s, i〉〈s+ 1, i+ 1|+ |s+ 1, i〉〈s, i+ 1|+H.c.),
which includes both a kinetic energy term proportional to hx, and a hopping J between
adjacent sites and energy levels in each oscillator. The observable is taken to be the
oscillator position at i = 1, O = X1 =
∑
s s|s, 1〉〈s, 1|.
Numerical results are shown in Fig. 8.4a)-c). In particular, in Fig. 8.4b) we see that
the decay rate of averaged quantum jump trajectories indeed converges to that of 〈O(t)〉
outside of the Zeno regime. Corresponding thermalization dynamics and quantum jump
trajectories for each value of ∆t are shown in Fig. 8.5. Further, we observe in Fig. 8.4c)
the growth of non-equilibrium Gibbs entropy in time to the value of the single trajectory
entropy.
- Quantum Spin-Chains. The second system we consider is a Bilinear-Biquadtratic spin-
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Figure 8.4: Exact diagonalization calculations of QHO Hamiltonian (8.30), (8.31) a)-
c), and the spin-chain Hamiltonian (8.31) for local observable O = S1z d)-f) and global
observable
∑N
i S
i
z g)-i). a), d), g) Examples of observable dynamics as obtained from
〈O(t)〉, quantum jump trajectories Oj , and their averages over 500 realisations (dashed
lines). b), e), h) Convergence of the decay rate as measured by quantum jump trajectories
to that of thermalization dynamics. Trajectories shown in Figs. 8.5, 8.6 and 8.7 for the
QHO model, and local and global observables of the spin-chain system, respectively. c), f),
i) Growth of the non-equilibrium Gibbs entropy. Solid line shows single trajectory entropy
for maximal ∆t value of each plot. Parameters: J = 0.8, hx = 0.7, S = 3, N = 4.
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Figure 8.5: Average quantum jump trajectories of O = X1 quantum harmonic oscillator
Hamiltonian of the main text for varying ∆t. Here we see that as ∆t is increased the decay
rate of the average jump trajectory decays at the same rate as the expectation value (green
dashed line). Orange dashed line shows fit to exponential decay used to obtain ΓQJ in Fig.
8.4b). For small ∆t, the decay is slowed due to proximity to the Zeno regime of completely
frozen dynamics at ∆t → 0. Averages over 500 realisations of quantum trajectories (100
realisations for ∆t = 0.1, 0.5). Parameters: J = 0.8, hx = 0.7, S = 3, N = 4.
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Figure 8.6: Average quantum jump trajectories of O = S1z of spin-chain Hamiltonian of
Eq. (8.31) for varying ∆t. Here we see that as ∆t is increased the decay rate of the
average jump trajectory decays at the same rate as the expectation value (green dashed
line). Orange dashed line shows fit to exponential decay used to obtain ΓQJ in Fig. 8.4e).
For small ∆t, the decay is slowed due to proximity to the Zeno regime of completely frozen
dynamics at ∆t→ 0. Averages over 100 realisations of quantum trajectories. Parameters:
N = 4, S = 3, hz = 1, hx = 0.2, J = 0.8,∆ = 0.3, q = 1.5.
chain [205–207]. given by the Hamiltonian
H0 =
N∑
j
[
hzS
j
z + hxS
j
x
]
, (8.31)
where j = 1 is the system spin. The coupling Hamiltonian is
V =
1
2
J
N−1∑
i
[
SixS
i+1
x + S
i
yS
i+1
y +∆S
i
zS
i+1
z
+ q
(
(SixS
i+1
x )
2 + (SiyS
i+1
y )
2 +∆(SizS
i+1
z )
2
)
+H.c
]
,
(8.32)
where Six,y,z are spin operators on site i. Notice that this Hamiltonian does not have
a quadratic energy dispersion of the system at i = 1, which is required only to obtain
the Einstein relation in the form of the OU process. Further, we consider both a local
and global observable of this model, finding that our analysis is valid in each case - our
assumptions simply require the observable has a sufficiently sparse structure in the free
basis [17]. Indeed, the sparsity condition obtained in Chapter 3 for local observables
extends to ‘k-local’ observables, O(k) =
∑k
i Oi, where Oi is a local observable on site i.
For such k-local observables, the sparsity condition still holds - even for global observables,
with k = N .
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Figure 8.7: As in Fig. 8.6, with observable O =
∑
i S
i
z. Trajectories used for Fig. 8.4h).
Here we have used the local observable O = S1z , as well as the global observable
O =
∑N
i S
i
z. Numerical results are shown in Fig. 8.4d)-f) for the local observable, and
Fig. 8.4g)-i) for the global observable. Corresponding dynamics of both the expectation
value and quantum jump trajectories for Figs. 8.4e) and 8.4h) are shown in Figs. 8.6 and
8.7 respectively.
Interestingly, we observe that in both cases the expectation value dynamics consists of
two separate timescales. At very short times, the decay is fast, however after some time,
a slower decay dominates. Notice that this more complicated dynamics is mirrored in the
quantum jump trajectories. In Fig. 8.4e), h), unlike the harmonic oscillator chain, the
quantum jump trajectory decay rate is actually faster than the expectation value decay for
a range of ∆t. For this intermediate range of ∆t values, the quantum jump trajectories
decay at the same rate as the short time dynamics of the expectation value. As ∆t is
increased, the decay rate slows to that of a fit to the whole dynamics of the trajectory.
We thus see that more complex dynamics may also be resolved in the quantum jumps
framework. Indeed, as previously noted, the approach from quantum chaos is more general
than the specific RMT model applied in the main text, and may describe systems where
Λ is of a different form to a Lorentzian. In such cases, the decay deviates from a purely
exponential form. This may allow quantum jump trajectories to resolve such phenomena
as prethermalization [73].
In each case, we initialise the system a mid-energy eigenstate of the non-interacting
Hamiltonian, H0, choosing such that 〈O(0)〉 = max(O), and obtain Γ from a fit to Eq.
(8.5).
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8.5 Conclusions
In this chapter, we have shown how a closed quantum system initialised in a pure state may
reproduce a classical temperature dependent fluctuation-dissipation theorem of Brownian
motion. Specifically, we have reproduced the Einstein relation for the Ornstein-Uhlenbeck
process. This result is a direct analytical observation of the emergence of classical statist-
ical physics from unitary quantum dynamics - indeed, we similarly observe an ‘eigenstate
equipartition theorem’, and thus see that microcanonical temperature relations can be
seen on the level of individual eigenstates, thus extending the intuition afforded by the
ETH.
Our results apply directly to quantum jump trajectories induced by repeated quantum
measurements, finding that the variance of the trajectory is similarly described by a clas-
sical OU process. Indeed, establishing the quantum chaotic dynamics of probability dis-
tributions of observable outcomes to classical Markov processes may further provide an
important link to more recent work in classical statistical physics, that of stochastic ther-
modynamics, which entails the description of classical Brownian processes in terms of
individual trajectories. Here we observe quantum jump trajectories, and define a non-
equilibrium Gibbs entropy that may be described by effective Langevin dynamics, thus
opening a relation to the stochastic thermodynamics models in e.g. [148, 197].
Further, we have shown that the fluctuations of chaotic quantum systems may be
exploited to accurately measure its density of states. This can be done using measurements
of a local observable of a quantum spin-chain systems of modest sizes, realisable, for
example, on trapped-ion quantum simulator devices.
Our calculations are based on a random matrix theoretic approach, building on the
theoretical model of earlier chapters, where we obtained an analytic description of the
full time-dependent decay to equilibrium [17]. The current work formalises an important
consequence of this approach, the emergence of a description of the fluctuations of local
observables in terms of a microcanonical temperature. This hints at a more fundamental
foundation of classical statistical physics, as we see the important properties of this theory
directly from the quantum dynamics of pure states. We have confirmed our results by a
numerical ED of a chain of interacting QHOs, and a quantum spin chain.
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Chapter 9
Conclusions and Outlook
9.1 Conclusions
9.1.1 Methods and Analysis
In this thesis I have outlined an approach to the description of thermalization of closedquantum systems from the assumption of quantum chaos. The fundamental assump-
tion underlying this approach is that chaotic systems are well described by a statistical
theory of chaotic wavefunctions. The key assumption of this statistical theory is that eigen-
states of a non-integrable Hamiltonian, when expressed in the non-interacting (mean-field)
basis, may be described by a Gaussian probability distribution, up to a correction due to
the necessary mutual orthogonality of eigenstates. Under this assumption the chaotic
wavefunction may be represented via a smooth function Λ(µ, α).
Within this statistical theory a generic form for correlation functions is derived, for
which the correction due to orthogonality is seen to be vital for the consistent description
of observables. It is this description of correlation functions that forms the basis of calcu-
lations with this model under the condition of self-averaging. The latter condition, which
is proven in Chapter 7, allows eigenstate coefficients in summations to be replaced with
their respective correlation function. In fact, it is precisely this property that justifies the
use of a probability distribution on the eigenstates of a single Hamiltonian, as averages
over a relevant ensemble yield equivalent results.
The chaotic wavefunctions for the random matrix ensemble of Deutsch [64] have played
a central role in this work. This model has been solved in Chapter 5, to find Λ(µ, α) in
a Lorentzian form1. This is observed to well describe realistic quantum systems, using a
spin-chain as an example, in the limit where the system is weakly coupled to the bath.
The description of Λ by this model is seen to break down in the limit of strong coupling,
where Λ is observed to have a Gaussian form. Indeed, a Gaussian ansatz in this limit can
be seen to well describe features of realistic strongly coupled models.
1This had been seen previously in unpublished notes in Ref. [65] in a rather hand-waving manner. The
derivation is formalised in Appendix A.1 in the limit of large N and small coupling.
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9.2 Results
Using this model of chaotic wavefunctions, I have developed a theory of statistical phys-
ics describing the thermalization of local observables of a closed quantum system. The
key results can be split into two themes. The first, relating to thermalization and the
foundations of statistical physics, are showing that from the developed theory of chaotic
wavefunctions key results of statistical physics are reproduced. This is extended in an im-
portant and novel direction by obtaining analytical results on the properties of quantum
jump trajectories. The second theme is focussed on the application of this model, which I
have shown can be exploited to obtain methods for characterisation of quantum devices,
such as quantum computers and quantum simulators.
Key results of the former, regarding foundations of statistical physics, are summarised
as follows:
• A Gaussian ansatz on the wavefunction distribution of closed quantum systems is
shown to be insufficient in the description of off-diagonal matrix elements of observ-
ables, giving contradictory results if assumed. This contradiction can be avoided by
including interactions due to orthogonality.
• A generic form for local observables is obtained, which allows for the calculation of
properties of such physical observables in a random matrix theoretic format. This
overcomes common criticisms of random matrix models, which are typically restric-
ted to unphysical non-local observables.
• The key assumptions involved in performing calculations are phrased in terms of
physical quantities of the system in question. These conditions may be written in
terms of the density of states or microcanonical temperature of a system, and are
congruent with (but more general than) standard approaches to statistical physics.
• From these assumptions, the eigenstate thermalization hypothesis may be derived
in full for local observables.
• The long-time fluctuations of observables are shown to be sufficiently small, that is,
they are shown to decay exponentially with system size. Interestingly, the derived
equality for the random matrix model is found to scale with the saturation of generic
bounds from typicality approaches2.
• Long-time fluctuations are further shown to behave according to a ‘quantum chaotic
fluctuation-dissipation theorem’. This links the non-equilibrium property of the de-
cay rate to the fluctuations from equilibrium in time of a closed quantum system.
• The full time dependence of thermalization of local observables is derived. This
shows the decay to an equilibrium state described by the microcanonical ensemble.
This is shown for both pure and mixed initial states under reasonable conditions.
2Compare e.g. Eq. (2.20) to Eq. (5.74).
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• The equipartition theorem is derived, and shown to emerge at the level of individual
eigenstates. This extends the intuition afforded by the ETH: that thermal behaviour
originates as a property of eigenstates of chaotic quantum systems.
• The Einstein relation of Brownian motion is obtained for the quantum fluctuations
of thermalization dynamics, establishing thermalization in closed quantum systems
for certain local observables as an emergent Ornstein-Uhlenbeck process, described
by an effective Langevin equation.
• Quantum jump trajectories of local observables in closed quantum systems are de-
scribed in terms of repeated thermalization procedures. This allows application of
many of the prior results to an important new regime. From here, it is shown that
from repeated quantum projective measurements, a classical Brownian process is
observed in chaotic quantum systems.
• The non-equilibrium Gibbs entropy may be defined in terms of averages over meas-
urement outcomes such quantum jump trajectories. This entropy is shown analyt-
ically to be non-decreasing.
Each of these results has been tested via numerical exact diagonalization calculations of a
realistic quantum spin-chain systems, and additionally, for a system of coupled quantum
harmonic oscillators for the quantum jump trajectory calculations. Together these results
formalize a foundation for quantum statistical physics based on quantum chaos, that may
even be shown to reproduce paradigmatic results of classical statistical physics such as the
Einstein relation, and the equipartition theorem.
Further, results regarding the characterisation of quantum devices are:
• A meaningful measure of the ‘complexity’ of calculated observable dynamics of a
quantum device is developed in terms of the effective Hilbert space dimension. This
can be understood as the minimum required Hilbert space dimension required to
reproduce the calculated dynamics with a fully connected device, and thus factors in
limiting qualities of a realistic device, such as locality of interactions. Importantly,
this effective Hilbert space dimension is shown to be obtainable via measurable
quantities - the decay rate, and time-fluctuations, of thermalization dynamics for a
system initialised in an infinite temperature state, with a probe qubit in an initial
pure state.
• The density of states is shown to be measurable via initialisation of a system in a
pure state, and measurement of the decay rate, time-fluctuations, and equilibrium
quantum fluctuations, of thermalization dynamics.
Similarly, the above results are confirmed via exact diagonalization calculations.
9.3 Outlook
The results listed above are important steps forward in the effort to establish a concrete
foundation for statistical physics based on physical principles. Starting with a chaotic
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wavefunction ansatz (which can be physically motivated, and has been numerically con-
firmed at the onset of non-integrability in a quantum spin-chain), a statistical theory has
been developed that not only reproduces core features of statistical physics, but makes
concrete predictions that have been verified by numerical calculations on experimentally
accessible systems.
Importantly, this approach confirms and extends the ‘eigenstate thermalization’ pic-
ture of quantum thermalization, which claims that thermalization occurs at the level of
individual eigenstates. This can be seen as the distribution of eigenstate probability amp-
litudes of chaotic quantum systems (when expressed in an appropriate non-interacting or
mean-field basis) form an effective microcanonical ensemble. The intuition afforded by this
picture has been extended even as far as to observe features of classical thermodynamics
for individual eigenstates - relations such as the equipartition theorem, and the Einstein
relation for Brownian motion, can themselves be shown to emerge as properties of chaotic
wavefunctions.
Beyond eigenstate thermalization, a fully dynamical picture of thermalization is de-
veloped from quantum chaos. The decay to equilibrium is obtained with two important
features. The decay itself is attributed to the Fourier transform of the observable off-
diagonal element distribution. For the RMT model, this is of a Lorentzian form, and thus
the decay is exponential. Secondly, the decay process is modulated by the non-interacting
observable dynamics. For observables that have some non-diagonal structure in the non-
interacting basis, this may occur as e.g. Rabi oscillations on the decay to equilibrium.
These non-interacting dynamics have been calculated explicitly for the case of a quantum
spin-chain, and the resulting modulation of the decay process is shown to match numerical
exact-diagonalization calculations.
In physical realisations of thermalization processes an experimentalist rarely has access
to the time-evolution of expectation values of observables. In more typical scenarios, an
experimentalist may be able to perform repeated measurements of a system as it evolves in
time. Indeed, in classical situations, thermalization should occur under continuous meas-
urement (which in the classical limit is assumed to have no effect on dynamics). The case
of repeated quantum projective measurements can be described from the perspective of
thermalization - where thermalization of the expectation value as above occurs between
successive measurements. This enables a treatment of quantum jump trajectories in terms
of chaotic wavefunctions and random matrix theory, and thus links important recent work
on quantum and stochastic thermodynamics, to random matrix theory and eigenstate
thermalization. Indeed, outside of the Zeno regime, thermalization is observed in a stat-
istical treatment of quantum jump trajectories, and further, their dynamics are shown to
be equivalent to classical Brownian motion.
The developed statistical theory of chaotic wavefunctions may be further extended.
The ability to calculate arbitrary correlation functions of wavefunction distributions is a
powerful calculational tool, and leaves open the ability to study more complicated prop-
erties of chaotic systems. These include observable correlation functions, which are a key
feature in the understanding of ergodicity and chaos in classical and quantum systems.
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A further important extension would be application to a generalised RMT model,
which accounted for the banded nature of the interaction Hamiltonian. This would al-
low the model to well describe high coupling regimes, such as homogeneous spin-chains.
The theoretical model of chaotic wavefunctions is valid in this limit; however, a rigorous
derivation of the form of the wavefunction envelope Λ would be an important extension.
It can thus be seen that the approach outlined in this thesis provides a satisfying
picture for the mechanism of thermalization in closed quantum systems, which occurs
for interaction Hamiltonians independently mixing a sufficient number of non-interacting
basis states such that their coarse grained distribution takes a Gaussian form. From this
picture, a mechanism for thermalization - the eigenstate thermalization hypothesis - can
be derived in full. Further, in relevant limits important results of classical statistical
physics are obtained. This suggests, and provides a significant contribution towards, a
foundational theory of statistical mechanics based on chaotic wavefunctions.
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Appendix A
Solution To RMT Model
A.1 Variational Calculation of RMT Wavefunction Distri-
bution
To find the distribution of eigenstates for the random matrix system we must obtain a
functional form of Λ(µ, α) by minimising Eq. (5.22). Note that the integral in Eq. (5.22)
is taken over all elements of {cµ(α)}, i.e
∫
dc → ∏µα ∫ dcµ(α). The original probability
distribution for the random wave-functions is given by Eq. (5.20), which may be re
expressed by writing the second delta-function in Fourier form
P (c) = Aδ(ccT − I)
∫ ∫
exp
[
−
∑
α′β′
α′>β′
Nh2α′β′
2g21
−
∑
α′
Nh2α′α′
2g22
− i
∑
µ′ν′
µ′>ν′
λµ′ν′
( ∑
α′β′
α′>β′
cµ′(α
′)hα′β′cν′(β′) +
∑
α′β′
β′>α′
cµ′(α
′)hα′β′cν′(β′)
+
∑
α′
cµ′(α)hα′α′cν′(α) +
∑
α′
cµ′(α
′)fα′cν′(α′)
)]( ∏
αβ
α≥β
dhαβ
)(∏
µν
µ>ν
dλµν
)
,
(A.1)
where we have expressed the independent widths of the off-diagonal and diagonal element
distributions as g1 and g2 respectively. This further differs from that used in [65] by
appropriate symmetrization of the random interaction Hamiltonian. This may be rewritten
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as
P (c) = Aδ(ccT − I)
∫ ∫
exp
[
−
∑
α′β′
α′≥β′
(
Nh2α′β′
2g21
(1− δα′β′)− Nh
2
α′α′
2g22
δα′β′
− i
∑
µ′ν′
µ′>ν′
λµ′ν′
((
cµ′(α
′)hα′β′cν′(β′) + cµ′(β′)hα′β′cν′(α′)
)
(1− δα′β′) + cµ′(α)hα′α′cν′(α)δα′β′
))
− i
∑
µ′ν′
µ′>ν′
λµ′ν′
∑
α′
cµ′(α
′)fα′cν′(α′)
]( ∏
αβ
α≥β
dhαβ
)(∏
µν
µ>ν
dλµν
)
.
(A.2)
The Gaussian integrals over hαβ may then be performed, giving
P (c) = A′δ(ccT − I)
∫
exp
[
−
∑
α′β′
α′≥β′
(
g21
2N
( ∑
µ′ν′
µ′>ν′
λµ′ν′
(
cµ′(α
′)cν′(β′) + cµ′(β′)cν′(α′)
))2
(1− δα′β′)
− g
2
2
2N
( ∑
µ′ν′
µ′>ν′
λµ′ν′cµ′(α
′)cν′(β′)
)2
δα′β′
)
− i
∑
µ′ν′
µ′>ν′
λµ′ν′
∑
α
cµ′(α)fαcν′(α)
] ∏
µν
µ>ν
dλµν ,
(A.3)
where we have absorbed any constant prefactors into the new constant A′. Now, the above
equation may be transformed into a Gaussian integral by noting the following expansion
of the first term in the exponent,∑
α′β′
α′≥β′
∑
µ′ν′
µ′>ν′
∑
µν
µ>ν
λµνλµ′ν′
(
cµ(α
′)cν(β′) + cµ(β′)cν(α′)
)(
cµ′(α
′)cν′(β′) + cµ′(β′)cν′(α′)
)
(1− δα′β′)
=
1
2
∑
µ′ν′
µ′>ν′
∑
µν
µ>ν
λµνλµ′ν′
∑
α′β′
(
cµ(α
′)cν(β′)cµ′(α′)cν′(β′) + cµ(β′)cν(α′)cµ′(α′)cν′(β′)+
cµ(α
′)cν(β′)cµ′(β′)cν′(α′) + cµ(β′)cν(α′)cµ′(β′)cν′(α′)
)
− 2
∑
µ′ν′
µ′>ν′
∑
µν
µ>ν
λµνλµ′ν′
∑
α′
cµ(α
′)cν(α′)cµ′(α′)cν′(α′)
=
∑
µ′ν′
µ′>ν′
∑
µν
µ>ν
λµνλµ′ν′
(
δµµ′δνν′ + δνµ′δµν′
)
− 2
∑
µ′ν′
µ′>ν′
∑
µν
µ>ν
λµνλµ′ν′
∑
α′
cµ(α
′)cν(α′)cµ′(α′)cν′(α′)
=
∑
µν
µ>ν
λ2µν − 2
∑
µ′ν′
µ′>ν′
∑
µν
µ>ν
λµνλµ′ν′
∑
α′
cµ(α
′)cν(α′)cµ′(α′)cν′(α′).
(A.4)
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Where in the last step we have used that λµν = λνµ. Now, we have, assuming g2 =
√
2g1 =√
2g, such that the random matrix perturbation is selected from the GOE,
P (c) = A′δ(ccT − I)
∫
exp
[
− g
2
1
2N
∑
µ′ν′
µ′>ν′
λ2µ′ν′
+ 2
g21
2N
∑
µ′ν′
µ′>ν′
∑
µν
µ>ν
λµνλµ′ν′
∑
α′
cµ(α
′)cν(α′)cµ′(α′)cν′(α′)
− g
2
2
2N
∑
µ′ν′
µ′>ν′
∑
µν
µ>ν
λµνλµ′ν′
∑
α′
cµ(α
′)cν(α′)cµ′(α′)cν′(α′)
− i
∑
µ′ν′
µ′>ν′
λµ′ν′
∑
α
cµ′(α)fαcν′(α)
] ∏
µν
µ>ν
dλµν
= A′δ(ccT − I)
∏
µν
µ>ν
∫
exp
[
− g
2
2N λ
2
µν − iλµν
∑
α
cµ(α)fαcν(α)
]
dλµν .
(A.5)
Carrying out the second Gaussian integral over λµν we have,
P (c) = A′′δ(ccT − I) exp
[
−
∑
µν
µ>ν
N (∑α cµ(α)fαcν(α))2
2g2
]
. (A.6)
We note here that this leaves us with the same integral as would be obtained if we had
enforced orthogonality of only two eigenvectors at a time, as in reference [65], up to a
factor of two. Now, we observe
−
∑
µν
µ>ν
(
∑
α
cµ(α)fαcν(α))
2 = −1
2
∑
µν
µ6=ν
(
∑
α
cµ(α)fαcν(α))
2
= −1
2
∑
µν
(
∑
α
cµ(α)fαcν(α))
2 +
1
2
∑
µ
(
∑
α
fαc
2
µ(α))
2
= −1
2
∑
α
f2α +
1
2
∑
µ
(
∑
α
fαc
2
µ(α))
2,
(A.7)
as
∑
α cµ(α)cν(α) = δµν . We then have,
P (c) = A′′δ(ccT − I) exp
[
− N
∑
α f
2
α
4g2
+
∑
µ
N (∑α fαc2µ(α))2
4g2
]
. (A.8)
Thus, we finally obtain
P (c) =
1
ZP
(∏
µν
δ(
∑
α
cµ(α)cν(α))
)(∏
µ
δ(
∑
α
c2µ(α)− 1)
)
exp
[ N
4g2
∑
µ
(
∑
α
fαc
2
µ(α))
2
]
,
(A.9)
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where we have absorbed the constant terms into a new constant 1/ZP , and written ex-
plicitly the full form of the delta-function δ(ccT − I). One can see by Gibbs’ inequality,
p(c,Λ) ln P (c)p(c,Λ) ≤ 0, that we can obtain the best possible approximation p(c,Λ) by obtain-
ing the functional form of Λ that fulfils
∂F
∂Λ
= 0, (A.10)
as well as any constraints on Λ we may require. This is the problem solved in reference [65],
though using a different target distribution p(c,Λ). The Free energy integral of Eq. (5.22)
can be split into two parts, which we heuristically label the ‘energy’, E, and ‘entropy’, S,
with F = E − S, we have
E = −
∫
p(c,Λ) ln
(∏
µ δ(
∑
α c
2
µ(α)− 1)
)
exp
[
N
4g2
∑
µ(
∑
α fαc
2
µ(α))
2
]
ZP
dc (A.11)
and
S = −
∫
p(c,Λ) ln
exp
[
−∑µα c2µ(α)2Λ(µ,α)]
Zp
dc. (A.12)
Note that the orthogonality condition delta-functions in P (c) and p(c,Λ) cancel in Eq.
(5.22) to obtain the above expressions for S and E. To calculate the Free Energy we need
to evaluate the partition function Zp, which is given by
Zp =
∫ ∫
exp
[
−
∑
µα
c2µ(α)
2Λ(µ, α)
− i
∑
µν
µ>ν
λµν
∑
α
cµ(α)cν(α)
](∏
µ,α
dcµ(α)
)∏
µν
µ>ν
dλµν
 ,
(A.13)
where we have written the delta-function as a Fourier integral. The condition µ > ν is
required such that pairwise interactions are not doubly counted. From the second equality,
one may recognise that this integral may be seen as an average over a Gaussian distribution
of cµ(α)s, thus we write
Zp =
∫
ZG
〈
exp
[
− i
∑
µν
µ>ν
λµν
∑
α
cµ(α)cν(α)
]〉
G
∏
µν
µ>ν
dλµν , (A.14)
where we have defined
〈A〉G := 1
ZG
∫
A exp
[
−
∑
µα
c2µ(α)
2Λ(µ, α)
]∏
µα
dcµ(α), (A.15)
with
ZG :=
∫
exp
[
−
∑
µα
c2µ(α)
2Λ(µ, α)
]∏
µα
dcµ(α) =
∏
µα
(2piΛ(µ, α))
1
2 . (A.16)
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Expanding the exponent, we may write
Zp =
∫
ZG
〈 ∞∑
n=0
(−i)n
n!
(∑
µν
µ>ν
λµνOµν
)n〉
G
∏
µν
µ>ν
dλµν , (A.17)
where Oµν :=
∑
α cµ(α)cν(α). From this, we can see each term in the power series of
Eq. (A.17) scales as the average of increasing powers of the operator O, summed over the
eigenstates. As odd moments of O are identically zero we are immediately left with only
even terms. Furthermore, as the average is taken with a Gaussian distribution of cµ(α)s,
the only non-zero terms in the average occur when labels are equal in pairs. For example,
for the first non-zero term (n = 2) we have
〈OµνOµ′ν′〉G = 〈
∑
αα′
cµ(α)cν(α)cµ′(α
′)cν′(α′)〉G ≈ 〈
∑
α
cµ(α)
2cν(α)
2〉G, (A.18)
so∑
µ′ν′
µ′>ν′
∑
µν
µ>ν
λµνλµ′ν′〈OµνOµ′ν′〉G =
∑
µ′ν′
µ′>ν′
∑
µν
µ>ν
λµνλµ′ν′〈
∑
αα′
cµ(α)cν(α)cµ′(α
′)cν′(α′)〉G
=
∑
µν
µ>ν
λ2µν〈
∑
α
cµ(α)
2cν(α)
2〉G.
(A.19)
We then obtain
〈
∑
α
c2µ(α)c
2
ν(α)〉G =
1
ZG
∫ ∑
α
c2µ(α)c
2
ν(α) exp
[
−
∑
µα
c2µ(α)
2Λ(µ, α)
]∏
µα
dcµ(α)
=
∑
α
Λ(µ, α)Λ(ν, α).
(A.20)
To calculate the full average in Eq. (A.17), we need to calculate the average of all the
even powers,
〈(
∑
µν
µ>ν
Oµ,ν)
2n〉G =
∑
µ1ν1
µ1>ν1
∑
µ2ν2
µ2>ν2
· · ·
∑
µ2nν2n
µ2n>ν2n
〈Oµ1ν1Oµ2ν2 . . . Oµ2nν2n〉. (A.21)
In the limit of large participation ratios, Γ/ω0  1, the dominant contribution comes from
contractions between pairs, Oµi,νi and Oµj ,νj , such that,∑
µ1ν1
µ1>ν1
∑
µ2ν2
µ2>ν2
· · ·
∑
µ2nν2n
µ2n>ν2n
〈Oµ1ν1Oµ2ν2 . . . Oµ2nν2n〉 ≈ (2n− 1)!!
(∑
µν
µ>ν
λ2µν
∑
α
Λ(µ, α)Λ(ν, α)
)n
,
(A.22)
where the factor (2n− 1)!! := 1 · 3 · 5 · · · (2n− 1), arises after the counting of all possible
combinations of pairs. In this approximation we are neglecting those terms where indices
are not contracted by pairs, however, those terms have at least one less summation over
one of the indices αj , and thus they are supressed by a factor (Γ/ω0)−1. We may thus
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re-express the average in (A.14) as〈 ∞∑
n=0
(−i)n
n!
(
∑
µν
µ>ν
λµνOµν)
n
〉
G
≈
∞∑
n=0
(−i)2n
(2n)!
(2n− 1)!!
(∑
µν
µ>ν
λ2µν
∑
α
Λ(µ, α)Λ(ν, α)
)n
.
(A.23)
Now, as (2n− 1)!! = (2n)!2nn! and (−i)2n = (−1)n, we can finally write
Zp = ZG
∫
exp
−1
2
∑
µν
µ>ν
λ2µν
∑
α
Λ(µ, α)Λ(ν, α)
∏
µν
µ>ν
dλµν
= (2pi)N
2−N/2
(∏
µα
(Λ(µ, α))
1
2
)∏
µν
µ>ν
(∑
α
Λ(µ, α)Λ(ν, α)
)− 1
2
 .
(A.24)
Now, the entropy, Eq. (A.12) may be easily evaluated to obtain (noting once more that
the integral is understood by
∫
dc→∏µα ∫ dcµ(α))
S =
∑
µα
Λ(µ, α)
∂Zp
∂Λ(µ, α)
+ lnZp. (A.25)
Using the partition function found in Eq. (A.24), and ignoring any constant terms, which
do not contribute to the final form of Λ(µ, α), we write,
ln(Zp) =
1
2
∑
µα
ln(Λ(µ, α))− 1
4
∑
µν
ln(
∑
α
Λ(µ, α)Λ(ν, α)) (A.26)
so
S = −
∑
µα
Λ(µ, α)
2
∑
µ′ 6=µ
Λ(µ′, α)∑
α′ Λ(µ, α
′)Λ(µ′, α′)
+
1
2
∑
µα
ln(Λ(µ, α))− 1
4
∑
µν
ln(
∑
α
Λ(µ, α)Λ(ν, α)).
(A.27)
Now, we can see that the first term is also constant, as the sum over α cancels that over
α′, thus this term does not contribute, and we obtain
S =
1
2
∑
µα
lnΛ(µ, α)− 1
4
∑
µν
ln
∑
α
Λ(µ, α)Λ(ν, α). (A.28)
We note that in ref [65] the first term is here labelled entropy, and the second term is
labelled a repulsion energy. The final calculation required for evaluation of the free energy
is the energy part, Eq. (A.11). As ZP does not depend on Λ(µ, α), we can ignore this part
(as we require F only for it’s derivative with respect to Λ(µ, α)). We can also re-write the
delta-function factor as
∏
µ δ(
∑
α c
2
µ(α) − 1) → limU→∞ exp [U
∑
µ(
∑
α c
2
µ(α)− 1)2], and
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thus we are left with
E = − 1
Zp
∫ ∫
exp
[
−
∑
µα
c2µ(α)
2Λ(µ, α)
− i
∑
µν
µ>ν
λµν
∑
α
cµ(α)cν(α)
]
×
[
lim
U→∞
U
∑
µ
(
∑
α
c2µ(α)− 1)2 +
N
4g2
∑
µ
(
∑
α
fαc
2
µ(α))
2
](∏
µα
dcµ(α)
)∏
µν
µ>ν
dλµν

(A.29)
We can see that the first term here ensures normalization of the cµ(α)s, and is zero
provided this condition is met. The second term, similarly to the partition function, may
be re-expressed as the Gaussian average
E = − 1
Zp
∫
ZG
〈 N
4g2
∑
µ′
(
∑
α′
fα′c
2
µ′(α
′))2
∞∑
n=0
(−i)n
n!
(
∑
µν
µ>ν
λµνOµν)
n
〉
G
∏
µν
µ>ν
dλµν . (A.30)
Now, as with the partition function this cannot be calculated exactly, but we can use the
fact that the average is taken over a Gaussian distribution of cµ(α)s to find the dominant
part. This is most clearly seen by writing the average in the form〈 N
4g2
∑
µ′
(
∑
α′α′′
fα′fα′′c
2
µ′(α
′)c2µ′(α
′′))
∞∑
n=0
(−i)n
n!
(
∑
µν
µ>ν
λµν
∑
α
cµ(α)cν(α))
n
〉
G
. (A.31)
The key observation here is that as the only non-zero terms in Eq. (A.31) are those
with even powers of cµ(α) any terms that have correlations between the ‘bias’ factor
Hb =
N
4g2
∑
µ(
∑
α fαc
2
µ(α))
2 from the Hamiltonian and the orthogonality factor are either
excluded by the fact that µ 6= ν or reduced by the need for α = α′, α′′. Thus the dominant
cause of correlations, leading to non-zero terms in the average, are from correlations within
each factor, and not between. This leads to the approximation, which is equivalent to that
made in the partition function evaluation above,
E ≈ 1
Zp
∫
ZG
〈 N
4g2
∑
µ′
(
∑
α′
fα′c
2
µ′(α
′))2 exp
[
− 1
2
∑
µν
µ>ν
λ2µν
∑
α
Λ(µ, α)Λ(ν, α)
]〉
G
∏
µν
µ>ν
dλµν
= −
〈 N
4g2
∑
µ
(
∑
α
fαc
2
µ(α))
2
〉
G
:= −〈Hb〉G.
(A.32)
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Explicitly, we have
E =− 1
ZG
∫ N
4g2
∑
µ
(
∑
α
fαc
2
µ(α))
2 exp
[
−
∑
µα
c2µ(α)
2Λ(µ, α)
]∏
µα
dcµ(α)
= −
〈
N
4g2
∑
µ
(
∑
α
fαc
2
µ(α))
2
〉
G
= − N
4g2
∑
µ
(
∑
α
fαΛ(µ, α))
2,
(A.33)
as 〈c2µ(α)〉G = Λ(µ, α) and 〈c4µ(α)〉G = Λ(µ, α)2. We are now able to write the full
functional form of the Free Energy from F = E − S,
F = − N
4g2
∑
µ
(
∑
α
fαΛ(µ, α))
2 +
1
4
∑
µν
ln
∑
α
Λ(µ, α)Λ(ν, α)− 1
2
∑
µα
lnΛ(µ, α). (A.34)
Now, we wish to find the function Λ(µ, α) that minimises Eq. (A.34) under the conditions∑
α Λ(µ, α) =
∑
µ Λ(µ, α) = 1. We thus introduce the corresponding Lagrange multipliers
into Eq. (A.34), and find the derivative with respect to Λ(µ′, α′). We thus wish to find
the functional form for Λ(µ, α) satisfying
∂F
∂Λ(µ′, α′)
+ ηµ′ + ηα′ = 0, (A.35)
where we have introduced the Lagrange coefficients ηµ(α) of their respective multipliers
ηµ(α)(
∑
µ(α) Λ(µ, α)− 1). Now, we have
∂F
∂Λ(µ′, α′)
= − N
2g2
f ′α
∑
α
fαΛ(µ
′, α) +
1
2
∑
ν
Λ(ν, α′)∑
α Λ(µ
′, α)Λ(ν, α)
− 1
2
1
Λ(µ′, α′)
, (A.36)
which we may simplify given that due to the normalization condition we have ‘incompress-
ibility’[65] of bulk eigenstates, and thus
Λ(µ, α) = Λ(µ− α), (A.37)
and ∑
α
αΛ(µ, α) =
∑
α
αΛ(µ− α) = µ, (A.38)
after a suitable change of variables. Thus we have
∂F
∂Λ(µ′, α′)
= −Nω
2
0α
′µ′
2g2
+
1
2
∑
ν
Λ(ν, α′)∑
α Λ(µ
′, α)Λ(ν, α)
− 1
2
1
Λ(µ′, α′)
. (A.39)
Now, we make the ansatz
Λ(µ, α) =
ω0Γ/pi
(Eµ − Eα)2 + Γ2 . (A.40)
145
10-2 10-1
IPR(j?,i)
10-3
10-2
/2 O
od
d
(1
)
a) g =0.1
N =300
N =500
N =1000
N =2000
N =3000
N =5000
RMT
RMT g !1
10-3 10-2
IPR(j?,i)
10-4
10-3
b) g =0.5
Figure A.1: δ2Oodd versus IPR(|φα〉) for the central 100 values of α in the spectrum for a
single realisation (no averaging) of the random matrix system. a) Shows g = 0.1 b) Shows
g = 0.5. Analytic result from RMT, Eq. (5.74) shown by red dashed line, g →∞ limit of
RMT result, Eq. (A.46), shown by dash-dotted burgundy line.
Taking the continuum limit and noting that∫
dEα
ω0
Λ(µ, α)Λ(ν, α) =
2ω0Γ/pi
(Eµ − Eν)2 + 4Γ2 (A.41)
we thus obtain
− Nω
2
0α
′µ′
2g2
+
ω0pi
4Γ
µ′2 +
ω0pi
2Γ
µ′α′ +
ω0pi
2Γ
(µ′2 + α′2) + ηµ′ + ηα′ = 0, (A.42)
where we have absorbed all constant terms into the Lagrange multipliers ηµ′ and ηα′ . We
now note that terms in α′ may be absorbed into the Lagrange multiplier ηµ′ and vice
versa, thus we can readily observe that the condition Eq (A.42) is fulfilled for Γ = pig
2
Nω0 .
A.2 Scaling of Fluctuations for Random Matrix Hamilto-
nian
If we analyze the g → ∞ limit of our random matrix system, where we have simply a
real Hermitian random matrix as our Hamiltonian. In this limit we thus expect to see
Λ(µ, α) = 1/N . This can be easily seen to minimise our free energy, Eq. (A.34), in the
g →∞ limit. Repeating, then, the analysis above, we find in this limit
〈cµ(α)cν(α)cµ(β)cν(β)〉V = 1N 2 δαβ −
1
N 3 (1 + δαβ), (A.43)
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Figure A.2: Plot of 〈rα〉α (see Eq. (5.75)) as coupling g is increased for random matrix
Hamiltonian of Eq. (5.17). Average 〈· · · 〉α taken over central 201 elements.
from which we obtain
|Oµν |2µ6=ν =
∑
αβ
(
1
N 2 δαβ −
1
N 3 (1 + δαβ)
)
OααOββ
≈ [O2αα]µ
∑
α
(
1
N 2 −
1
N 3
)
− [Oαα]2µ
∑
αβ
1
N 3
≈ [∆O
2
αα]µ
N .
(A.44)
Now, the infinite time fluctuations may now be obtained via Eq. (5.71), from which we
find
δ2O(∞) =
∑
µν
1
N 2
[∆O2αα]µ
N ≈
[∆O2αα]µ
N . (A.45)
The IPR may be easily seen to be equal to 3/N , where once again the factor of three ori-
ginates in the relationship between the second and fourth moments of Gaussian distributed
variables. From this we obtain
δ2O(∞) =
1
3
[∆O2αα]µIPR(|φα〉), (A.46)
as the expected scaling of infinite time fluctuations for the g →∞ limit. Thus we can see
from Fig. (A.2) that the factor of two emerges from our RMT model when the coupling
is large.
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Appendix B
Methods of Quantum Chaos
B.1 Diagonal and Off-Diagonal Partition Functions
In the main text a consistent theoretical model of chaotic wavefunctions has been developed
in order to describe the thermalization of closed non-integrable quantum systems. These
results have been based on correlation functions calculated from the generating function,
G(od)µν (
~ξµ, ~ξν) =
∫ ∫
exp
[
−
∑
α
(
c2µ(α)
2Λ(µ, α)
+
c2ν(α)
2Λ(ν, α)
+ ξµ,αcµ(α) + ξν,αcν(α)
)]
× δ(
∑
α
cµ(α)cν(α))
∏
α
dcµ(α)dcν(α)
∝ exp
[
1
2
∑
α
ξ2µ,αΛ(µ, α) +
1
2
∑
α
ξ2ν,αΛ(ν, α)
− 1
2
∑
α,β
ξµ,αξµ,βξν,αξν,β
Λ(µ, α)Λ(µ, β)Λ(ν, α)Λ(ν, β)
Λ(2)(µ, ν)
]
,
(B.1)
where in the second line we have re-expressed the δ-functions in their Fourier form. The
superscript (od) indicates that this is the ‘off-diagonal’ generating function, requiring
µ 6= ν. The diagonal case is discussed below. The correlation functions may then be
calculated by performing successive derivatives with respect to the force terms ξ via
〈cµ(α)cν(β) · · · cµ(α′1)cν(β′1)〉V =
1
Gµν
∂ξµ,α∂ξν,β · · · ∂ξµ,α′1∂ξν,β′1Gµν
∣∣∣∣
ξµ,α=0,ξν,α=0
. (B.2)
In particular, the correlation function 〈cµ(α0)cν(β0)cµ(α)cν(β)〉V was found in Chapter 5
[16] for µ 6= ν to be equal to
〈cµ(α0)cν(β0)cµ(α)cν(β)〉V = Λ(µ, α0)Λ(ν, β0)δα0αδβ0β
− Λ(µ, α0)Λ(ν, α0)Λ(µ, α)Λ(ν, α)δα0β0δαβ
Λ(2)(µ, ν)
− Λ(µ, α0)Λ(ν, α0)Λ(µ, β0)Λ(ν, β0)δα0βδβ0α
Λ(2)(µ, ν)
,
(B.3)
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for µ 6= ν, with
Λ(2)(µ, ν) :=
∑
α
Λ(µ, α)Λ(ν, α). (B.4)
The latter two terms in Eq. (B.3) arise as an explicit result of the orthogonality factor
in Eq. (B.1). We comment further on the form of the correlation function (B.3) at the
beginning of Appendix D.3.
We stress here that the generating function Eq. (B.1) explicitly requires µ 6= ν, as it
models the interactions due to mutual orthogonality of two random wavefunctions. For
the diagonal part, we have the much simpler generating function,
G(d)µµ =
∫
exp
[
−
∑
α
c2µ(α)
2Λ(µ, α)
]∏
α
dcµ(α). (B.5)
Thus, we have,
〈cµ(α)cµ(β)cµ(α′)cµ(β′)〉V = Λ(µ, α)Λ(µ, α′)δαβδα′β′
+ Λ(µ, α)Λ(µ, β)(δαα′δββ′ + δαβ′δα′β),
(B.6)
for the diagonal case.
We note here that the generating functions above are general in the sense that they
do not rely on any particular form of the distribution Λ(µ, α). Indeed, for our model,
with a homogeneous perturbation V , one can derive a Lorentzian form for the chaotic-
wavefunctions Λ shown in Appendix A.1. More generally, however, the theory of chaotic
wavefunctions may apply for various smooth functions Λ, which for example, is expected
to be Gaussian for strongly coupled or homogeneous systems.
B.2 Full ETH from RMT
Here we calculate the diagonal, and off-diagonal matrix elements of observables from the
above approach, using the sparsity and smoothness conditions outlined Section 6.3.4.
B.2.1 Diagonal ETH
We can see that the diagonal matrix elements are given by
〈Oµµ〉V =
∑
αβ
〈cµ(α)cµ(β)〉VOαβ
=
∑
α
Λ(µ, α)Oαα
= [Oαα]µ.
(B.7)
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One can observe that the fluctuations of the diagonal elements can also be analysed,
considering the quantity
〈O2µµ〉V =
∑
αβα′β′
〈cµ(α)cµ(β)cµ(α′)cµ(β′)〉VOαβOα′β′
=
∑
αβα′β′
[
Λ(µ, α)Λ(µ, α′)δαβδα′β′ + Λ(µ, α)Λ(µ, β)(δαα′δββ′ + δαβ′δα′β)
]
OαβOα′β′
=
∑
αβ
Λ(µ, α)Λ(µ, β)
(
OααOββ +O
2
αβ +OαβOβα
)
.
(B.8)
Now, we see that the first term in Eq. (B.8) is equal to 〈Oµµ〉2V . For the second term,
assuming the sparsity and smoothness conditions (see Section 6.3.4), we have∑
αn
Λ(µ, α)Λ(µ, α+ n)O2αα+n ≈
∑
n
[O2αα+n]µΛ
(2)(µ, n)
≤
∑
n
[O2αα+n]µ
ω0
2piΓ
,
(B.9)
and similarly, following the same approach we observe that the third term in Eq. (B.8) is
bounded by
∑
n [Oα+nαOαα+n]µ
ω0
2piΓ . We thus observe that the fluctuations of the diagonal
terms are small, in the sense that 〈O2µµ〉V − 〈Oµµ〉2V ∼ O
(
ω0
Γ
)
. Indeed, we can see that
the smallness of the contributions of these terms is also necessary for the correct long-time
average of observables Eq. (6.33), which itself can be written as, for an arbitrary initial
state |ψ(0)〉 =∑α0 ψα0 |φα0〉,
〈O(t)〉 =
∑
µ
∑
α0β0αβ
ψα0ψ
∗
β0cµ(α0)cµ(β0)cµ(α)cµ(β)Oαβ. (B.10)
Using Eq. (B.6), we have
〈O(t)〉 =
∑
µ
∑
α0β0αβ
ψα0ψ
∗
β0
[
Λ(µ, α0)Λ(µ, α)δα0β0δα0β0
+ Λ(µ, α0)Λ(µ, β0)(δα0αδβ0β + δα0βδαβ0)
]
Oαβ.
. (B.11)
Now, we see that the latter two terms may be bounded by∑
α0β0
ψα0ψβ0Λ
(2)(α0, β0)Oα0β0 ≤ 〈O(0)〉
ω0
2piΓ
, (B.12)
which may be seen using that
∑
µ Λ(µ, α0)Λ(µ, β0) = Λ
(2)(α0, β0) ≤ ω02piΓ , and 〈O(0)〉 =∑
α0β0
ψα0ψβ0Oα0β0 . We thus see that these contributions are negligible in comparison to
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that of the first term:
〈O(t)〉 =
∑
µ
∑
αβ
Λ(µ, α)Λ(µ, β)|ψα|2Oββ
=
∑
µ
[ψα]µ[Oαα]µ
≈ Omc,
(B.13)
which we can see returns the microcanonical average as required. We thus see that a
consistent description of the long-time observable expectation value may be obtained in
terms of our RMT approach. Moreover, we observe here that the microcanonical average
of matrix elements described by the smoothness assumption emerges naturally as this
equilibrium value.
B.2.2 Off-diagonal ETH
In order to calculate the distribution of the off-diagonal observable elements, we use the
squared value (as they average to zero), and thus we write
|Oµν |2 =
∑
αβα′β′
cµ(α)cν(β)cµ(α
′)cν(β′)OαβOα′β′ , (B.14)
which, assuming self-averaging, and using Eq. (B.3), we have
|Oµν |2µ6=ν =
∑
αβ
Λ(µ, α)Λ(ν, β)O2αβ
−
∑
αα′
Λ(µ, α)Λ(ν, α)Λ(µ, α′)Λ(ν, α′)
Λ(2)(µ, ν)
OααOα′α′
−
∑
αβ
Λ(µ, α)Λ(ν, α)Λ(µ, β)Λ(ν, β)
Λ(2)(µ, ν)
OαβOβα.
(B.15)
We separate this into terms describing diagonal, Oαα, and non-diagonal, Oαβ |α 6= β,
contributions,
|Oµν |2µ6=ν =
∑
α
Λ(µ, α)Λ(ν, α)O2αα −
∑
αα′
Λ(µ, α)Λ(ν, α)Λ(µ, α′)Λ(ν, α′)
Λ(2)(µ, ν)
OααOα′α′(1 + δαα′)
+
∑
αβ
α 6=β
Λ(µ, α)Λ(ν, β)O2αβ −
∑
αβ
α 6=β
Λ(µ, α)Λ(ν, α)Λ(µ, β)Λ(ν, β)
Λ(2)(µ, ν)
OαβOβα,
(B.16)
and, as above, using the microcanonical averaging of matrix elements afforded by the
smoothness assumption,
∑
α Λ(µ, α)Λ(ν, α)Oαα ≈ [Oαα]µΛ(2)(µ, ν), on the diagonal con-
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tributions. We thereby obtain,
|Oµν |2µ6=ν = [O2αα]µΛ(2)(µ, ν)− [Oαα]
2
µΛ
(2)(µ, ν) +
∑
αβ
α 6=β
Λ(µ, α)Λ(ν, β)O2αβ
−
∑
αβ
α 6=β
Λ(µ, α)Λ(ν, α)Λ(µ, β)Λ(ν, β)
Λ(2)(µ, ν)
OαβOβα,
(B.17)
where the term in δαα′ is does not contribute, due to the reduced number of summations
(see Appendix D.3). Now, to obtain the contribution of the latter two terms in Eq. (B.17),
we employ the sparsity assumption Oαβ =
∑
n∈NO Oα,α+nδβ,α+n, to obtain,
|Oµν |2µ6=ν = [∆O2αα]µΛ(2)(µ, ν) +
∑
α,n6=0
Λ(µ, α)Λ(ν, α+ n)Oα,α+nOα,α+n
−
∑
α,n 6=0
Λ(µ, α)Λ(ν, α)Λ(µ, α+ n)Λ(ν, α+ n)
Λ(2)(µ, ν)
Oα,α+nOα+n,α,
(B.18)
where the summations over n 6= 0 are understood to be on the set NO, as defined in Section
6.3.4 as the off-diagonal finite matrix elements. Here we may see that the final term may
be ignored, as the restricted summation relegates the order to ∼ O
((
ω0
Γ
)2)
. Finally, we
may define an equivalent microcanonical averaging of matrix elements to that above for
finite n, such that
∑
α Λ(µ, α)Λ(ν, α+n)O
2
α,α+n ≈ [O2α,α+n]µ˜
∑
α Λ(µ, α)Λ(ν, α+n), where
µ˜ = µ+ν−n2 , and [O
2
α,α+n]µ˜ =
∑
α Λ(µ˜, α)O
2
α,α+n. We thus obtain
|Oµν |2µ 6=ν = [∆O2αα]µΛ(2)(µ, ν) +
∑
n6=0
[O2α,α+n]µ˜Λ
(2)(µ, ν − n), (B.19)
which may be written as
|Oµν |2µ6=ν =
∑
n
anΛ
(2)(µ, ν − n), (B.20)
where we have defined an = an(Eµ) = [∆O2αα]µ for n = 0, and [O
2
α,α+n]µ˜ otherwise.
We thus observe that the square of the off-diagonal elements are given by a smooth
function, proportional to ω0 = 1D(E) , which agrees with Srednicki’s ansatz [70]. We thus
have that the full ETH is recovered from our RMT description.
B.3 Method of Contractions
Here we will see that a useful approach to the calculation of correlation functions can be
formulated in terms of ‘contractions’ between wavefunction indices. We begin by discussing
the form of correlation functions within the theory developed in Chapter 5 (Ref. [16]), and
note that below we explicitly discus the off-diagonal, µ 6= ν, case, relevant for the time-
averaged fluctuations. Using the method described here, we can in principle calculate
any arbitrary correlation function from successive derivatives of the generating function,
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Eq. (B.1), as shown in Eq. (B.2). We can see from the generating function (B.1),
arbitrary correlation functions can be expressed in terms of products of two- and four-
point correlation functions. Two point correlation functions are given by 〈cµ(α)cν(β)〉 =
Λ(µ, α)δµνδαβ, which is the same as one would expect for coefficients behaving as Gaussian
distributed random variables of width Λ(µ, α). Now, the four-point correlation function,
Eq. (B.3), may be seen as the sum of a Gaussian contraction,
〈cµ(α)cν(β)cµ(α′)cν(β′)〉V ⇒ 〈c2µ(α)〉V 〈c2ν(β)〉V δαα′δββ′
= Λ(µ, α)Λ(ν, β)δαα′δββ′ ,
(B.21)
and non-Gaussian, or ‘four-leg’, contractions, of which there are two:
〈cµ(α)cν(β)cµ(α′)cν(β′)〉V ⇒ Λ(µ, α)Λ(ν, α)Λ(µ, α
′)Λ(ν, α′)δαβδα′β′
Λ(2)(µ, ν)
(B.22a)
〈cµ(α)cν(β)cµ(α′)cν(β′)〉V ⇒ Λ(µ, α)Λ(ν, α)Λ(µ, α
′)Λ(ν, α′)δαβ′δα′β
Λ(2)(µ, ν)
. (B.22b)
We reserve the double line contractions for the four-leg case. We note that the four-leg
contractions arise as a consequence of enforcing the orthogonality of eigenstates of the
random matrix Hamiltonian, such that if the cµ(α) coefficients were Gaussian distributed
random numbers, as is commonly assumed, one would simply be left with the Gaussian
contraction term. We further note that two point correlation functions are only explicitly
required for correlation functions of 4n+ 2 |n ∈ N0 coefficients, as they are included here
in the Gaussian contractions of the four-point correlation function.
153
Appendix C
Self-Averaging
C.1 Discussion of Self-Averaging
A property fundamental to the approach in this thesis is that of the self-averaging of
random matrices. Specifically, in summations we use that the observable time depend-
ence and fluctuations are equal to the ensemble average over perturbations V , such that
〈O(t)〉 ≈ 〈〈O(t)〉〉V . This has been previously checked for this model numerically in Refs.
[16, 17], and can also be seen to be valid numerically in this case from Figs. E.1 and
E.2, which compare our analytical calculations to single realisations of the random matrix
Hamiltonian. Self-averaging is a common tool in RMT [121], and whilst examples of beha-
viour that violates a self-averaging assumption indeed exist [102, 208], these are generally
due to additional constraints preventing such statistical behaviour, for global observables
such as the survival probability, or in more exotic regimes e.g. close to critical points
[209, 210].
A recent and timely study [102] has looked in detail at the self-averaging behaviour of
multiple quantities for both a full GOE, and a realistic spin chain, finding that in general
one should be wary of simply applying self-averaging. It is shown, for example, that the
survival probability is not self-averaging at any timescale. Indeed, it has recently been
shown that this quantity cannot be expected to behave ergodically, and thus RMT should
not apply to the survival probability [208]. In the light of such studies, as well as such
counterexamples to self-averaging outlined above, it is important to further justify the use
of this property in more detail.
The definition for self-averaging used in [102] is that the vanishing of the quantity
RO(t) = 〈〈O(t)〉
2〉V − 〈〈O(t)〉〉2V
〈〈O(t)〉〉2V
, (C.1)
as the system size increases. Indeed, a very similar quantity was bounded for this RMT
model in Ref. [189]. In Appendix C.2, we will show that self-averaging in the sense of the
vanishing of Eq. (C.1) indeed occurs for local observables of chaotic systems.
We further note that as the realistic Hamiltonians of interest are not necessarily dis-
ordered, in the sense that they themselves may have no random component, we do not
require that they be self-averaging themselves (indeed this has no real meaning in this
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case). Rather, the assumption in our case is that when expressed in that non-interacting
basis, a chaotic interaction Hamiltonian is suitably ‘random’, such that it resembles a
single realisation of the ensemble we describe above, which itself is self-averaging. In fact,
it is not important that the entire interaction Hamiltonian resembles an element of this
ensemble, we require instead that locally, for any energy E within the bulk, the interac-
tion Hamiltonian resembles an element of the random matrix ensemble within a width
∼ Γ from E.
C.2 Proof of Self-Averaging
In addition to the numerical demonstration in Figs. E.1 and E.2, we are now able to
analytically demonstrate that self-averaging, in the sense of Eq. (C.1), occurs for this
model. We have already obtained 〈〈O(t)〉〉V in Section 7.6 (note that here we assumed
self-averaging, and thus simply used the notation 〈O(t)〉, in the current section we require
the self-averaging step to be explicit, so use the angle brackets 〈· · · 〉V whenever self-
averaging is performed), and thus, what remains is a calculation of 〈〈O(t)〉2〉V . We can
do this by writing,
∆O(t)2 =
∑
µν
µ 6=ν
∑
µ′ν′
µ′ 6=ν′
∑
αβα′β′
∑
α1β1α′1β
′
1
wαβwα′β′Oα′β′Oα′1β′1
× cµ(α)cν(β)cµ(α′)cν(β′)cµ′(α1)cν′(β1)cµ′(α′1)cν′(β′1)
=
∑
µν
µ 6=ν
∑
µ′ν′
µ′ 6=ν′
∑
αβα′
∑
α1β1α′1
NO∑
n,n1
wαβwα′β′Oα′,α′+nOα′1,α′1+n1
× cµ(α)cν(β)cµ(α′)cν(α′ + n)cµ′(α1)cν′(β1)cµ′(α′1)cν′(α′1 + n1)
(C.2)
from which, we see that the relevant correlation function after self-averaging is
〈cµ(α)cν(β)cµ(α′)cν(α′ + n)cµ′(α1)cν′(β1)cµ′(α′1)cν′(α′1 + n1)〉V . Indeed, the contribution
from Gaussian contractions (see Appendix B.3) can easily be seen to be identical to that
of 〈∆O(t)〉2V , as these correlators only contract identical interacting indices µ, ν. Fur-
thermore, we see that when non-Gaussian contractions are defined between primed and
unprimed interacting indices, µ, ν, there is a reduction in the number of summations. For
example, we compare the contribution∑
µνµ′ν′
∑
αβα′
∑
α1β1α′1
〈cµ(α)cν(β)cµ(α′)cν(α′)〉V 〈cµ′(α1)cν′(β1)cµ′(α′1)cν′(α′1)〉V , (C.3)
to that with mixed interacting indices,∑
µνµ′ν′
∑
αβα′
∑
α1β1α′1
〈cµ(α)cν′(β1)cµ(α′)cν′(α′1)〉V 〈cµ′(α1)cν(β)cµ′(α′1)cν(α′)〉V , (C.4)
and observe that the latter contribution is negligible, due to the extra reduced summation,
as there are no repeated non-interacting indices within the non-Gaussian contraction. We
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note that the dominating contribution from non-Gaussian contractions is inevitably from
the n, n1 = 0 term shown above (as this reduced summation does not change the order
of the contribution as NO  N ). Thus we have a single dominating contribution given
by the 4-point correlation functions defined with primed, or unprimed, interaction indices
only:
〈∆O(t)2〉V =
∑
µν
µ6=ν
∑
µ′ν′
µ′ 6=ν′
∑
αβα′
∑
α1β1α′1
NO∑
n,n1
wαβwα′β′Oα′,α′+nOα′1,α′1+n1e
−i(Eµ−Eν+Eµ′−Eν′ )t
× 〈cµ(α)cν(β)cµ(α′)cν(α′ + n)cµ′(α1)cν′(β1)cµ′(α′1)cν′(α′1 + n1)〉V
=
∑
µν
µ6=ν
∑
αβα′
NO∑
n
wαβOα′,α′+ne
−i(Eµ−Eν)t〈cµ(α)cν(β)cµ(α′)cν(α′ + n)〉V

×
∑
µ′ν′
µ′ 6=ν′
∑
α1β1α′1
NO∑
n1
wα′β′Oα′1,α′1+n1e
−i(Eµ′−Eν′ )t〈cµ′(α1)cν′(β1)cµ′(α′1)cν′(α′1 + n1)〉V

= 〈∆O(t)〉2V .
(C.5)
Therefore, we can see that the transient component ∆O(t) of the time evolution is indeed
self-averaging. Now, we can similarly see that the long-time average is self-averaging via,
OMC =
∑
µ
∑
αβ
wαβOµµcµ(α)cµ(β)
=
∑
µ
∑
αβα′β′
wαβOα′β′cµ(α)cµ(β)cµ(α
′)cµ(β′)
=
∑
µ
∑
αβα′
NO∑
n
wαβOα′,α′+ncµ(α)cµ(β)cµ(α
′)cµ(α′ + n).
(C.6)
The ensemble average of this is then,
〈OMC〉V =
∑
µ
∑
αβα′
NO∑
n
wαβOα′,α′+n〈cµ(α)cµ(β)cµ(α′)cµ(α′ + n)〉V
=
∑
µ
∑
αα′
wααOα′α′Λ(µ, α)Λ(µ, α
′),
(C.7)
where one can easily see that the terms with n 6= 0 require an additional contraction, and
thus the contribution is on a lower order, with fewer summations over the non-interacting
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indices. We then see that,
O2MC =
∑
µν
∑
αβα1β1
wαβwα1β1OµµOννcµ(α)cµ(β)cν(α1)cν(β1)
=
∑
µν
∑
αβα1β1
∑
α′β′α′1β
′
1
wαβwα1β1Oα′β′Oα′1β′1cµ(α)
× cµ(β)cν(α1)cν(β1)cµ(α′)cµ(β′)cν(α′1)cν(β′1)
=
∑
µν
∑
αβα1β1
∑
α′α′1
NO∑
nn′
wαβwα1β1Oα′,α′+nOα′1,α′1+n′
× cµ(α)cµ(β)cν(α1)cν(β1)cµ(α′)cµ(α′ + n)cν(α′1)cν(α′1 + n′),
(C.8)
which, after self-averaging becomes,
〈O2MC〉V =
∑
µν
∑
αβα1β1
∑
α′α′1
NO∑
nn′
wαβwα1β1Oα′,α′+nOα′1,α′1+n′
× 〈cµ(α)cµ(β)cν(α1)cν(β1)cµ(α′)cµ(α′ + n)cν(α′1)cν(α′1 + n′)〉V
=
∑
µν
∑
αα1
∑
α′α′1
wααwα1α1Oα′α′Oα′1α′1Λ(µ, α)Λ(ν, α1)Λ(µ, α
′)Λ(ν, α′1)
= 〈OMC〉2V
(C.9)
where we see once more that the n, n′ = 0 terms dominate, and that contractions between
the primed and unprimed indices induce additional kronecker-delta factors, and thus are
negligible.
Thus, we have thatR = 0 (see Eq. (C.1)), and we analytically observe self-averaging in
this model. We note here that in the derivation of the 4-point correlator, we assume that
the only ‘interactions’ between the eigenstates themselves are those enforced due to the
mutual orthogonality of eigenstates via the condition
∑
α cµ(α)cν(α) = δµν [16]. As these
interactions occur pairwise between eigenstates, correlation functions with more than two
interacting indices µ, ν contribute an additional δµν .
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Appendix D
Proofs for Chapter 6
D.1 A Bound
In this section we obtain a bound on the third term in Eq. (6.36), and thus show that it
is negligible in comparison to the others, which are obtained in the main text. The term
we wish to bound is given by, |A(t)|, where
A(t) =
∑
µ,ν
µ 6=ν
∑
α0,β0
ψα0ψ
∗
β0Oα0β0
Λ(µ, α0)Λ(ν, α0)Λ(µ, β0)Λ(ν, β0)
Λ(2)(µ, ν)
e−i(Eµ−Eν)t. (D.1)
We first note that no similar microcanonical averaging procedure to those used in the
evaluation of the other terms in Eq. (6.36) can be performed, as the average would be
required over the coefficients ψα. This means that a sum over α0 or β0 cannot be expected
to cancel, even approximately, with the denominator. As such, the smoothness condition
is not useful for this bound, which will be seen instead to be a feature of the sparsity local
of observables in the non-interacting basis.
Now, we proceed using |∑i ai| ≤∑i |ai| (which can be seen for any sequence {ai} by
noting that the bound is saturated for when ai > 0 ∀ i, and that swapping the sign of any
ai decreases the LHS, and the RHS remains the same), we can write
|A(t)| ≤
∑
µ,ν
µ6=ν
∣∣∣∣∣∣
∑
α0,β0
ψα0ψ
∗
β0Oα0β0
Λ(µ, α0)Λ(ν, α0)Λ(µ, β0)Λ(ν, β0)
Λ(2)(µ, ν)
∣∣∣∣∣∣
∣∣∣e−i(Eµ−Eν)t∣∣∣
≤
∑
µ,ν
µ6=ν
∑
α0,β0
∣∣∣∣ψα0ψ∗β0Oα0β0Λ(µ, α0)Λ(ν, α0)Λ(µ, β0)Λ(ν, β0)Λ(2)(µ, ν)
∣∣∣∣
=
∑
α0,β0
∣∣ψα0ψ∗β0Oα0β0∣∣∑
µ,ν
µ6=ν
Λ(µ, α0)Λ(ν, α0)Λ(µ, β0)Λ(ν, β0)
Λ(2)(µ, ν)
≤ 3ω0
4Γ
∑
α0,β0
∣∣ψα0ψ∗β0Oα0β0∣∣ ,
(D.2)
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where we have used that
∑
µ,ν
µ 6=ν
Λ(µ, α0)Λ(ν, α0)Λ(µ, β0)Λ(ν, β0)
Λ(2)(µ, ν)
= ω0
(Eα0 − Eβ0)2Γ + 12Γ3
pi((Eα0 − Eβ0)2 + 4Γ2)2
≤ 3ω0
4Γ
. (D.3)
Now, applying the sparsity condition, such that
∑
αβ Oαβ ≈
∑
α
∑
n∈NO Oα,α+n, we thus
have, ∑
α0,β0
|ψα0ψ∗β0Oα0β0 | ≈
∑
α0,n
|ψα0ψ∗α0+nOα0α0+n|
≤ max
α0β0
(Oα0β0)
∑
α0,n
|ψα0ψ∗α0+n|
≤ max
α0β0
(Oα0β0)
∑
n
((∑
α0
|ψα0 |2
)(∑
α0
|ψ∗α0+n|2
)) 1
2
= max
α0β0
(Oα0β0)NO,
(D.4)
where we have used the Cauchy-Schwarz inequality in the penultimate step. Thus, finally,
we see that |A(t)| is bounded for all time by
|A(t)| ≤ max
α0β0
(Oα0β0)NO
3ω0
4Γ
, (D.5)
which is small in comparison to other terms in the time evolution, and can thus be ignored.
D.2 Time Dependence in Longditudinal and Transverse Fields
In the final case analysed in Chapter 6 (see Fig. (6.6)), we have an initial state | ↑〉S , in
the Hamiltonian HS = B
(S)
z σ
(1)
z +B
(S)
x σ
(1)
x , we thus have
| ↑〉S = ψ+|φ+〉S + ψ−|φ−〉S , (D.6)
with
ψ+ =
B
(S)
z + E√
(B
(S)
z + E)2 + (B
(S)
x )2
ψ− =
B
(S)
x√
(B
(S)
z + E)2 + (B
(S)
x )2
,
(D.7)
and E :=
√
(B
(S)
z )2 + (B
(S)
x )2. To obtain the full time dependence of the state in the
Hamiltonian H = HS +HB +HSB, from Eq. (6.40), we require the time evolution in the
non-interacting part 〈O(t)〉0. This is easily obtained, and is equal to
〈O(t)〉0 =
∑
α0,β0
ψα0ψ
∗
β0Oα0β0e
−i(Eα0−Eβ0 )t, (D.8)
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with {α0} = {+,−}, and thus
〈φ+|σz|φ+〉 = −〈φ−|σz|φ−〉
=
(B
(S)
z + E)2 − (B(S)x )2
(B
(S)
z + E)2 + (B
(S)
x )2
,
(D.9)
and
〈φ+|σz|φ−〉 = 〈φ−|σz|φ+〉
= −2 (B
(S)
z + E)B
(S)
x
(B
(S)
z + E)2 + (B
(S)
x )2
. (D.10)
Then, from Eq. (D.8), we see that
〈O(t)〉0 =
(
(B
(S)
z + E)2 − (B(S)x )2
(B
(S)
z + E)2 + (B
(S)
x )2
)2
+ 4
(
(B
(S)
z + E)(B
(S)
x )
(B
(S)
z + E)2 + (B
(S)
x )2
)2
cos (2Et). (D.11)
An example of this case is shown in Fig. (6.2).
D.3 Proof of Decoupling of Initial State and Observable
Coefficients
Here we prove the ‘decoupling’ process required in Eqs. (6.42) and (6.53), which may essen-
tially be summarised by the statement that in the calculation of time-averaged fluctuations
the coefficients cµ(α) contributed by the initial state may be considered independently of
those in the observable elements |Oµν |2µ6=ν , such that in the most general form we may
replace
〈cµ(α)cν(β)cµ(α′)cν(α′)|Oµν |2〉V → 〈cµ(α)cν(β)cµ(α′)cν(α′)〉V 〈|Oµν |2〉V (D.12)
in Eq. (6.53). This will be shown using the method of contractions outlined in Appendix
B.3.
Now, we wish to analyze the long-time fluctuations of a given observable O, defined
in Eq. (6.41). In general, the initial state may be expressed as a superposition in the
non-interacting basis,
|ψ(0)〉 =
∑
α
ψα|φα〉. (D.13)
We thus have, assuming non degenerate energy levels, Eµ, and energy gaps, Eµ − Eν ,
δ2O(∞) =
∑
αβα′β′
∑
µν
µ6=ν
ψαψβψα′ψβ′cµ(α)cν(β)cµ(α
′)cν(β′)|Oµν |2.
(D.14)
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Now, assuming self averaging, we write
δ2O(∞) =
∑
αβα′β′
∑
µν
µ 6=ν
ψαψβψα′ψβ′〈cµ(α)cν(β)cµ(α′)cν(β′)|Oµν |2〉V
=
∑
αβα′β′
∑
α1β1α′1β
′
1
∑
µν
µ6=ν
ψαψβψα′ψβ′Oα1β1Oα′1β′1
× 〈cµ(α)cν(β)cµ(α′)cν(β′)cµ(α1)cν(β1)cµ(α′1)cν(β′1)〉V ,
(D.15)
which, if the initial state |ψ(0)〉 is a single eigenstate of H0, |φα〉, we obtain simply
δ2O(∞) =
∑
µν
µ6=ν
〈|cµ(α)|2|cν(α)|2|Oµν |2〉V . (D.16)
In principle, for a generic initial state, we thus require the calculation of an arbitrary
8-point correlation function, as seen in Eq. (D.15). We can see this requires four-leg
contractions of all possible indices. We will observe, however, that the sections of the
correlation function arising from the initial state coefficients (no subscript) and observable
coefficients (subscript 1), decouple, and we obtain
δ2O(∞) =
∑
µν
µ 6=ν
〈|cµ(α)|2|cν(α)|2〉V 〈|Oµν |2〉V , (D.17)
such that only correlation functions within the respective coefficient types are required.
We note that for generic initial states and observables this occurs as a consequence of the
sparsity assumption. The remainder of this section we introduce a method of contractions
for four-point correlation functions in order to show this decoupling.
Suppose one wishes to evaluate the sum of correlation functions of initial state and
observable coefficients∑
αβα1β1α1α′1
〈cµ(α)cν(α)cµ(β)cν(β)cµ(α1)cν(α′1)cµ(β1)cν(β′1)〉V , (D.18)
which, as discussed above, is made up of four point correlation functions of Gaussian,
and four-leg contractions. One can see that an arbitrary four-point correlation function
is of the order O
((
ω0
Γ
)λ)
, where λ = NΛ −NΣ, with NΛ the number of Λ factors in the
numerator minus the number of factors in the denominator, and NΣ is the number of
summations. In this sense we have each Λ contributing a factor on the order O (ω0Γ ), and
each summation contributing on the order O
(
Γ
ω0
)
.
One can easily see in Eq. (D.18), that particular contractions, Gaussian or non-
Gaussian, in general reduce the number of summations over the non-interacting indices
α, β, · · · . However, due to the repeated coefficient on the initial state side, contractions
may be defined that require fewer summation restrictions, and thus these contractions
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dominate to lowest order in ω0Γ . For example∑
αβα1β1α′1β
′
1
〈cµ(α)cν(α)cµ(β)cν(β)〉V 〈cµ(α1)cν(α′1)cµ(β1)cν(β′1)〉V , (D.19)
shows a single four-leg contraction for correlation functions within coefficient types, and
∑
αβα1β1α′1β
′
1
〈cµ(α)cν(α)cµ(β)cν(β′1)〉V 〈cµ(α1)cν(α′1)cµ(β1)cν(β)〉V , (D.20)
similarly shows an example with a single coefficient swapped between types. The strikethroughs
show the summations that are restricted due to the contractions. Note that due to the
repeated coefficients in Eq. (D.19) a four-leg contraction may be defined with no required
restriction on summations.
Now, for the simple case of Eq. (D.16), we can see that the required correlation
functions have repeated indices in the initial state coefficients, and thus only contractions
within coefficient types contribute.
In the general case of Eq. (D.15) we have no such repeated indices. We thus employ
the sparsity condition, that Oαβ is in general sparse, and has a well defined form in the
non-interacting basis, which is generally either diagonal, or has non-zero values at some
energy En from the diagonal. This can be easily seen for local observables made up of
Pauli matrices. We thus replace
∑
αβ Oαβ →
∑
α
∑
n∈NO Oα,α+n. We thus have
δ2O(∞) =
∑
αβα′β′
∑
α1α′1
∑
µν
µ6=ν
∑
n
ψαψβψα′ψβ′Oα1,α1+nOα′1,α′1+n
× 〈cµ(α)cν(β)cµ(α′)cν(β′)cµ(α1)cν(α1 + n)cµ(α′1)cν(α′1 + n)〉V ,
(D.21)
and therefore observe that we now have repeated indices in the observable type. We then
see that, once again, contractions between coefficient types may be ignored to leading
order. Thus, we obtain
δ2O(∞) =
∑
αβα′β′
∑
µν
µ6=ν
ψαψβψα′ψβ′〈cµ(α)cν(β)cµ(α′)cν(β′)〉V 〈|Oµν |2〉V . (D.22)
D.4 QC-FDT for Arbitrary Initial States and Non-Diagonal
Observables
After the simplification obtained by the method of contractions above, we see that cor-
relations between initial state and observable factors of the time averaged fluctuations
only contribute up to O
((
ω0
Γ
)2)
, and may thus be ignored. As such, in the calculation of
time-averaged fluctuations, Eq. (D.15), we may make the replacement Eq. (D.12), leading
to a general form given by Eq. (D.22).
Considering initially the simplest generalisation, the case of arbitrary initial states,
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where observables are diagonal in the non-interacting basis, Oαβ ∝ δαβ, we have
δ2O(∞) =
∑
αβ
∑
µν
µ6=ν
|ψα|2|ψβ|2
[
Λ(µ, α)Λ(ν, β)
− 2Λ(µ, α)Λ(ν, α)Λ(µ, β)Λ(ν, β)
Λ(2)(µ, ν)
]
[∆O2αα]µΛ
(2)(µ, ν)
≈
∑
αβ
|ψα|2|ψβ|2Λ(4)(α, β)[∆O2αα]α − 2
∑
αβ
[∆O2αα]α|ψα|2|ψβ|2
(
Λ(2)(α, β)
)2
(D.23)
where α = (α+ β)/2, and we have used for the off-diagonal elements of O[16],
|Oµ,ν |2µ 6=ν = [∆O2αα]µΛ(2)(µ, ν). (D.24)
The summations over µ, ν have been performed in Eq. (D.23) by the prescription
∑
µ →∫
dEµ/ω0, and the effective microcanonical average [∆O2αα]α is taken at the energy (Eα+
Eβ)/2 via the smoothness property. Now, we may bound the second term by (using
max(Λ(2)(α, β)) = ω2piΓ), obtaining,
2
∑
αβ
[∆O2αα]α|ψα|2|ψβ|2
(
Λ(2)(α, β)
)2 ≤ 2∑
αβ
[∆O2αα]α|ψα|2|ψβ|2
ω20
4pi2Γ2
≤ max
α0
(
[∆O2αα]α0
) ω20
4pi2Γ2
,
(D.25)
which is on the order of ω20, and thus negligible. Now, we have for arbitrary initial states,
δ2O(∞) ≈ [∆O2αα]α0
∑
αβ
|ψα|2|ψβ|2Λ(4)(α, β). (D.26)
Now, we note here that whilst this form of the QC-FDT looks rather different, one expects
many typical initial states to show a very similar relation to the simpler form of δ2 ∼
1
D(E)Γ . To illustrate this, we evaluate the relation (D.26) for some example initial state
distributions {ψα}.
The first example we analyze is the case where H0 itself may be split into interacting
and non-interacting parts H0 = H
(0)
0 + H
(I)
0 , where H
(I)
0 may be treated as a random
matrix. In which case, the distribution of |ψα|2 is given by a Lorentzian of width Γ0,
Λ0(µ, α), and thus
δ2O(∞) = [∆O2αα]α0
ω0(4Γ + 2Γ0)/pi
(4Γ + 2Γ0)2
= [∆O2αα]α0
ω0
pi(4Γ + 2Γ0)
,
(D.27)
and we thus recover the CQ-FDT in the same form as for an initial state |φα〉, however
with an altered effective width.
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Next, we consider a bimodal distribution |ψ(0)〉 = ψα|φα1〉+ ψβ|φα2〉. Here we have
δ2O(∞) = [∆O2αα]α0
1
2
( ω0
4piΓ
+ Λ(4)(α1, α2)
)
, (D.28)
which we can see resembles the simple case in the first term, and follows a Lorentzian
distribution in the second. This reduces to the simple case for Eα1−Eα2  Γ. Continuing
in the same manner, we see that we can rewrite the QC-FDT for an arbitrary distribution,
|ψ(0)〉 =∑α ψα|φα〉, as
δ2O(∞) = [∆O2αα]α0
(∑
α
|ψα|4 ω0
4piΓ
+ 2
∑
αβ
α>β
|ψα|2|ψβ|2Λ(4)(α, β)
)
,
(D.29)
and thus we see that the contribution of the first term reduces substantially. Finally, for
a microcanonical distribution ψα = 1/
√
N∗ ∀α ∈ [E0 − δ/2, E0 + δ/2], we have
δ2O(∞) = [∆O2αα]α0
1
N∗
(D.30)
as N∗ ≈ D(E0)δ, assuming that D(E) does not change much over the width δ, we once
again recover the QC-FDT in its original form.
We may also analyse Eq. (D.26) using another example of the smoothness relation Eq.
(6.19). We see that the summation∑
α
|ψα|2Λ(4)(α, β), (D.31)
may be obtained when the width of the distribution {|ψα|2} is Γ, we have that Λ(4)(α, β)
is essentially constant in this summation, such that
∑
α |ψα|2Λ(4)(α, β) ≈ Λ(4)(α0, β)
∑
α |ψα|2 =
Λ(4)(α0, β). Repeating the same step with the sum over β, we obtain
δ2O(∞) ≈ [∆O2αα]α0Λ(4)(α0, α0)
= [∆O2αα]α0
ω0
4piΓ
,
(D.32)
and thus the original QC-FDT is recovered.
We have thus observed that for many physical initial states we expect that Eq. (D.26)
reduces to the simpler form of δ ∼ 1D(E)Γ .
We now turn our attention to observables that are not necessarily diagonal in the non-
interacting basis, but fulfil instead the sparsity condition. Such observables were shown
above to fulfil the ETH, and may be described by Eq. (B.20). Using this, as well as Eqs.
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(D.22) and (B.3), we have
δ2O(∞) =
∑
αβ
|ψα|2|ψβ|2
∑
µν
µ6=ν
Λ(µ, α)Λ(ν, β)
∑
n
anΛ
(2)(µ, ν − n)
− 2
∑
αβ
|ψα|2|ψβ|2
∑
µν
µ 6=ν
Λ(µ, α)Λ(ν, α)Λ(µ, β)Λ(ν, β)
Λ(2)(µ, ν)
∑
n
anΛ
(2)(µ, ν − n),
(D.33)
where the sum over n is understood to be over the set N . The second term can be seen
to be bounded by
2
∑
αβ
|ψα|2|ψβ|2
∑
µν
µ6=ν
Λ(µ, α)Λ(ν, α)Λ(µ, β)Λ(ν, β)
Λ(2)(µ, ν)
∑
n
an
ω0
2piΓ (D.34)
which in turn, using Eq. (D.3), and assuming an(Eµ) is essentially independent of Eµ over
a width Γ, is bounded by ∑
n
an
3ω20
4piΓ2
, (D.35)
and may thus be ignored. Now, as
∑
µ Λ(µ, α)Λ
(2)(µ, ν−n) = Λ(3)(ν−n, α) = Λ(3)(ν, α+
n), and, similarly,
∑
µ Λ(µ, α+ n)Λ
(3)(µ, β) = Λ(4)(α, β − n), we have
δ2O(∞) =
∑
αβ,n
an|ψα|2|ψβ|2Λ(4)(α, β − n), (D.36)
where an is taken at the initial state energy. We now have the most general form of the QC-
FDT. We note here that in order that the factor an may be treated as both independent
of µ, ν, and evaluated finally at the initial state energy Eα0 , requires that both an(Eµ) is
a smooth function, approximately invariant over the width Γ around this energy.
D.5 QC-FDT For σz in Bx and Bz Fields
For an observable that is diagonal in the basis of eigenstates of the non-interacting Hamilto-
nian we have observed that the QC-FDT takes a remarkably simple form, which generalises
(see Appendix D.4) to a similar relationship when these conditions are relaxed. In this
section, we explicitly calculate the generalised case for the spin-chain system analyzed in
the main text, given by
HS = B
(S)
z σ
(1)
z +B
(S)
x σ
(1)
x , (D.37)
such that we have for an initial state | ↑〉S , we have
| ↑〉S = ψ+|φ+〉S + ψ−|φ−〉S , (D.38)
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with
ψ+ =
B
(S)
z + E√
(B
(S)
z + E)2 + (B
(S)
x )2
ψ− =
B
(S)
x√
(B
(S)
z + E)2 + (B
(S)
x )2
,
(D.39)
and E :=
√
(B
(S)
z )2 + (B
(S)
x )2. The eigenenergies are ±E. Now, we find for the matrix
elements of the observable σz,
S〈φ+|σz|φ+〉S = −S〈φ−|σz|φ−〉S
=
(B
(S)
z + E)2 − (B(S)x )2
(B
(S)
z + E)2 + (B
(S)
x )2
,
(D.40)
and
S〈φ+|σz|φ−〉S = S〈φ−|σz|φ+〉S
= −2 (B
(S)
z + E)B
(S)
x
(B
(S)
z + E)2 + (B
(S)
x )2
.
(D.41)
The relative value of the observable matrix elements dictates the relative height of the
broadened peaks of the observable in the interacting basis (|σz|2)µν . The observable in
the interacting basis is then, from Eq. (B.20), is given by
|Oµν |2µ 6=ν = a0Λ(2)(µ, ν) + a1Λ(2)(µ, ν + 2E) + a2Λ(2)(µ, ν − 2E), (D.42)
where {ai}i=0,1,2 are the respective height of the three peaks at energies 0,±2E. Thus,
we have
a0 = [∆Oαα]α0
=
∑
α
Λ(α0, α)O
2
αα −
(∑
α
Λ(α0, α)Oαα
)2
,
(D.43)
where [∆Oαα]α0 is evaluated at α0 as it is the elements Oµν around this energy that
contribute to δ2O(∞) in Eq. (6.55). Further, we note that the second term in Eq. (D.43)
can be identified with the square of the long-time average value of the observable, see Eq.
(6.40). To evaluate the first term, we must understand the sum over α to also run over
the bath states, in the sense that we may write∑
α
Oαα =
∑
α+
Oα+α+ +
∑
α−
Oα−α− , (D.44)
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where Oα±α± = B〈φα|S〈φ±|O|φ±〉S |φα〉B. Using that O = σ(S)z ⊗ 1(B), we have that
Oαα = S〈φ±|O|φ±〉S does not explicitly depend on the bath state, and thus
a0 =
∑
α+
Λ(α0, α+)|S〈φ+|σz|φ+〉S |2 +
∑
α−
Λ(α0, α−)|S〈φ−|σz|φ−〉S |2 −
(
〈O(t)〉
)2
.
(D.45)
Now, noting that the bath degrees of freedom have an associated density of states that is
half that of the whole system + bath. Thus, we have
∑
α± Λ(α0, α±)→
∫
dE
ω0
ω02Γ/pi
(Eα0−E)2+(Γ)2 =
1
2 . Using Eq. (D.40), we thus have,
a0 =
1
2
(
|S〈φ+|σz|φ+〉S |2 + |S〈φ−|σz|φ−〉S |2
)
−
(
〈O(t)〉
)2
=
(B
(S)
z )2
(B
(S)
z )2 + (B
(S)
x )2
−
(
〈O(t)〉
)2
.
(D.46)
A similar argument reveals,
a1 = a2 =
1
2
|S〈φ+|σz|φ−〉S |2 = 1
2
(B
(S)
x )2
(B
(S)
z )2 + (B
(S)
x )2
. (D.47)
We note that this satisfies the sum rule
∑
ν |Oµν |2 = (O2)µµ = 1, as
∑
n an =
∑
ν 6=µ |Oµν |2 =
1 − O2µµ, noting Oµµ =
∑
αβ cµ(α)cµ(β)Oαβ =
∑
α Λ(µ, α)Oαα. Now, using Eqs. (6.55),
(D.38), and (D.42), we obtain
δ2σz(∞) =
1
D(Eα0)
((
|ψ+|4 + |ψ−|4
)(
a0
4piΓ
+ 2a1
4Γ/pi
(2E)2 + (4Γ)2
)
+ 2|ψ+|2|ψ−|2
(
a0
4Γ/pi
(2E)2 + (4Γ)2
+
a1
4piΓ
+ a1
4Γ/pi
(4E)2 + (4Γ)2
))
.
(D.48)
Here we note that in Eq. (6.55) Λ(α, β + n) is a function of Eα −Eβ +En, with Eα −Eβ
giving the possible values 0,±2E. En has the same possible values, as it labels the peak
energies of the observable. Observe that in various physical limits we also recover the QC-
FDT of the simpler form δ ∼ 1Γ , for example, when E  Γ, the Lorentzian terms are small,
and the original scaling is obtained. In fact, as with the case for diagonal observables and
general initial states, we expect this simpler form to hold up to a factor for most cases.
We further comment that in the generalised case the assumption that the density
of states does not change over the relevant widths is not always valid, and may cause
deviations from the result above by the effective rescaling of the an factors for large En.
This occurs as the implicit assumption is now Γ < En < W , where W is the characteristic
width of the density of states.
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Appendix E
Proofs for Chapter 7
E.1 RMT Numerics
Here we confirm our analytical results with numerical calculations with the random mat-
rix Hamiltonian. In particular, we show in Fig. E.1a, that the infinite temperature
fluctuation-dissipation theorem (FDT),
δ2O(∞) =
WOω0
4piNBΓ , (E.1)
is satisfied in this model. This is shown for two ‘observables’ of the RMT model, Oodd
and Osym, which are chosen to be diagonal in the non-interacting basis, with diagonal
elements given by,
(Oodd)αα =
{
1 if α = odd
0 otherwise,
(E.2)
for Oodd, and
(Osym)αα =
{
1 if α = odd
−1 otherwise,
(E.3)
for Osym. These observables are chosen, as in Refs. [16, 17], as they resemble realistic ob-
servables, such as local Pauli operators, in the sense that they are well defined, sparse, and
highly degenerate [177] in the non-interacting basis. For our RMT numerical calculations,
we define the initial state as
ραβ = e
−β(Eα−E0)δαβδα,odd, (E.4)
such that 〈O(0)〉 = 1. The energy shift E0 is simply to avoid edge effects at lower tem-
peratures, where a large fraction of the initial state population would otherwise be in the
ground state.
In Fig. E.2 we plot the time dependence of the above observables for an infinite
temperature initial state, and compare these to the observable time dependence of Eq.
(7.37), derived below.
The high temperature limit, in which our FDT is derived, is defined by β−1  Γ. In
the numerics, we use g = 0.05, and thus Γ ∼ 0.007, so the high temperature limit requires
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Figure E.1: (a) Numerical confirmation of the random matrix FDT for an infinite tem-
perature initial state, Eq. (E.25) for observables Oodd and Osym. (b) Shows the random
matrix FDT for a high temperature initial state β = 100, and (c) for a low temperature
(β = 500). Here g = 0.04, so Γ ∼ 0.007, and thus the high temperature limit β  Γ−1 is
approximately β  125. We thus observe that the finite temperature result Eqs. (7.62)
and (E.22) (which we note are equivalent, the latter is used here), is fulfilled for all tem-
peratures. We note that the low temperature limit above uses ρB ∼ e−β(E−E0), with
E0 =
Emax
2 , to ensure that the initial state is not simply the ground state. For this limit
we also useWO = [∆O2], as discussed in the final section. Simulations are performed with
a single realisation of the random matrix V , and thus we observe directly the self-averaging
property.
β . 125. We show plots for β = 100 and β = 500 in Figs. E.1b and E.1c, respectively. For
the parameters used these correspond to a high temperature, near the edge of the expected
limit, and a low temperature initial state. We observe that the finite temperature form in
fact works well for all β values. This is further discussed analytically in the final section
below, where we see that the low temperature limit of our current approach is equal to
the pure state result previously obtained in Ref. [17].
E.2 Gaussian, Non-Gaussian, and Mixed Contractions
Here we calculate the contributions to the long-time fluctuations of Eq. (7.47). We see
that the relevant correlation function is an 8-point correlation function, which we will
show below may be split into three groups: products of Gaussian contractions, products
of non-Gaussian contractions, and mixed products of two Gaussian and one non-Gaussian
contraction.
An example of the first form, Gaussian contractions only, is
〈cµ(α)cν(α)cµ(β)cν(β)cµ(α′)cν(α′)cµ(β′)cν(β′)〉V = Λ(µ, α)Λ(ν, α)Λ(µ, α′)Λ(ν, α′)δαβδα′β′ .
(E.5)
Indeed, there are three such contractions, occurring each time between pairs of indices, that
only contribute two kronecker-δ factors - ∼ δαβδα′β′ , δαα′δββ′ , δαβ′δβα′ . Other Gaussian
contractions may be defined, but may be ignored due to a reduction in the number of
summations.
In a similar manner, we may define non-Gaussian contractions that do not reduce the
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Figure E.2: Time dependence of random matrix observables Oodd and Osym. Exact di-
agonalization numerics (solid lines) show time evolutions for a single realisation of the
random matrix perturbation V . RMT calculation (dashed lines), show Eq. (7.37), with
〈O(t)〉0 = 1, and 〈O〉MC = [Oαα] = 0(0.5) for O = Osym(Oodd). Parameters used are
N = 500, g = 0.05, β = 0, 100.
number of summations at all, such that they contribute on the same order as the Gaussian
contractions above. An example is,
〈cµ(α)cν(α)cµ(β)cν(β)cµ(α′)cν(α′)cµ(β′)cν(β′)〉V = Lααββµν Lα
′α′β′β′
µν . (E.6)
It can be easily seen that there are three non-Gaussian contractions of this form, with the
other two being defined by swapping pairs of primed and unprimed indices in turn.
Finally, we see that mixed contractions may also contribute, for example,
〈cµ(α)cν(α)cµ(β)cν(β)cµ(α′)cν(α′)cµ(β′)cν(β′)〉V = Λ(µ, α)Λ(ν, α)Lα′α′β′β′µν δαβ. (E.7)
We can see that there are six terms of this form that contribute only one δ factor. These
are δαβ, δαα′ , δαβ′ , δβα′ , δββ′ , δα′β′ .
We thus obtain that for the contribution from Gaussian contractions, δ2G(∞),
δ2G(∞) =
∑
µν
µ6=ν
∑
αβα′β′
wαwβOα′α′Oβ′β′Λ(µ, α)Λ(ν, β)Λ(µ, α
′)Λ(ν, β′)
× (δαβδα′β′ + δαα′δββ′ + δαβ′δα′β)
=
∑
µν
µ6=ν
∑
αβ
Λ(µ, α)Λ(ν, α)Λ(µ, β)Λ(ν, β)[w2αO
2
ββ + 2wαwβOααOββ ]
(E.8)
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Similarly, for the non-Gaussian (δ2NG(∞)), and mixed (δ2M (∞)) contractions we have
δ2NG(∞) = 3
∑
µν
µ6=ν
∑
αβα′β′
wαwβOα′α′Oβ′β′L
αβαβ
µν L
α′β′α′β′
µν , (E.9)
and
δ2M (∞) = −
∑
µν
µ6=ν
∑
αα′β′
Λ(µ, α)Λ(ν, α)Lα
′β′α′β′
µν
[
w2αOα′α′Oβ′β′ + 4wαOααwα′Oβ′β′ +O
2
ααwα′wβ′
]
,
(E.10)
respectively. In order to perform the summations over non-interacting indices in Eq. (7.47)
we define coarse grained averages of observable elements Oαα as in Eq. (7.23). The key
assumption in writing (7.23) is that the average,
[Oαα]µ :=
∑
α
Λ(µ, α)Oαα, (E.11)
changes slowly in energy Eµ with respect to the width Γ. Similar averages over the initial
state, or mixed averages must also be defined, such as∑
α
Λ(µ, α)Λ(ν, α)wα = [wα]µΛ
(2)(µ, ν)∑
α
Λ(µ, α)Λ(ν, α)wαOαα = [wαOαα]µΛ
(2)(µ, ν).
(E.12)
Note that, [Oαα]µ can be interpreted as a microcanonical average of the observable O.
Now, using Eqs. (7.23) and (E.12), we obtain,
δ2G(∞) =
∑
µν
µ6=ν
[
[w2α]µ[O
2
αα]µ + 2[wαOαα]
2
µ
]
Λ(2)(µ, ν)2,
δ2NG(∞) = 3
∑
µν
µ6=ν
[wα]
2
µ[Oαα]
2
µΛ
(2)(µ, ν)2,
δ2M (∞) = −
∑
µν
µ6=ν
Λ(2)(µ, ν)2
[
[w2α]µ[Oαα]
2
µ + 4[wα]µ[Oαα]µ[wαOαα]µ + [wα]
2
µ[O
2
αα]µ
]
.
(E.13)
E.3 Bound of dynamical term
In this section we bound third term in Eq. (7.33), showing that it’s contribution is
negligible. To do so, we proceed by defining,
A(t) =
∑
µν
µ6=ν
∑
αβ
wαβOαβ
Λ(µ, α)Λ(µ, β)Λ(ν, α)Λ(ν, β)
Λ(2)(µ, ν)
e−i(Eµ−Eν)t. (E.14)
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We may now use the relation |∑i ai| ≤∑i |ai|, to write
|A(t)| ≤
∑
µν
µ 6=ν
∣∣∣∣∣∣
∑
αβ
wαβOαβ
Λ(µ, α)Λ(µ, β)Λ(ν, α)Λ(ν, β)
Λ(2)(µ, ν)
∣∣∣∣∣∣
∣∣∣e−i(Eµ−Eν)t∣∣∣
≤
∑
µν
µ 6=ν
∑
αβ
∣∣∣∣wαβOαβΛ(µ, α)Λ(µ, β)Λ(ν, α)Λ(ν, β)Λ(2)(µ, ν)
∣∣∣∣
=
∑
αβ
|wαβOαβ|
∑
µν
µ6=ν
Λ(µ, α)Λ(µ, β)Λ(ν, α)Λ(ν, β)
Λ(2)(µ, ν)
≤ 3ω0
4piΓ
∑
α
|wαβOαβ| ,
(E.15)
where we have used that,
∑
µν
µ6=ν
Λ(µ, α)Λ(µ, β)Λ(ν, α)Λ(ν, β)
Λ(2)(µ, ν)
= ω0
(Eα − Eβ)2Γ + 12Γ3
pi((Eα − Eβ)2 + 4Γ2)2 ≤
3ω0
4piΓ
. (E.16)
Now, using
∑
αβ Oαβ =
∑
α
∑NO
n Oα,α+nδβ,α+n [17], we have∑
αβ
|wαβOαβ| =
∑
α,n
|wα,α+nOαα+n|
≤ max
αβ
(Oαβ)
∑
α,n
wα,α+n.
(E.17)
Now, we see that in the case of wαβ ∼ δαβ, the bound simply becomes
|A(t)| ≤ max
α
(Oαα)
3ω0
4piΓ
, (E.18)
similarly, this is the case for our application studied in the main text, where Oαβ ∼ δαβ.
We note that the condition of diagonal wαβ correspond to a reasonable initial state in
many experimental situations, since thermalization takes place typically by incoherent
exchange of energy in the basis of eigenstates of H0. For states with coherences, to bound
this quantity we require that the coherences are not large on the off-diagonals defined by
α, α+ n, in the sense that
∑
αwα,α+n . O(1), so
|A(t)| . NOmax
α
(Oαα)
3ω0
4piΓ
. (E.19)
In this sense, ‘special’ initial states may be chosen that do not satisfy this bound, but they
are highly atypical. Further, we note that the stronger of the two assumptions made on
the form of observables, that is that we may write
∑
αβ Oαβ =
∑
α
∑NO
n Oα,α+nδβ,α+n, is
only used above in bounding |A(t)|, the other terms are more general. As noted above,
whilst this form is reasonable for generic local variables [17], one may of course be able
to build observables that do not match this form, in which case, one may either have an
additional contribution due to A(t), or be able to arrive at a similar bound.
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E.4 FDT in terms of Thermal Averages
In this section, we show that the FDT may be recast in terms of the thermal averages
〈〈· · · 〉〉β, obtained from the a fit to the decay, shown in Sec 7.6. We begin by re-expressing
our finite temperature FDT in terms of the thermal averages,
〈〈A(E)〉〉β := 1
Z ′β
∫ ∆E
0
dED(E)e−β(E−E0)A(E), (E.20)
with Z ′β :=
∫ ∆E
0 dED(E)e
−β(E−E0), where we have introduced the low-energy cut-off E0,
which is the energy of our zero temperature pure state. The addition of this cut-off
ensures that, for non-zero E0, the initial state is not the ground state of the bath at zero
temperature.
To include this thermal average, we return to Eq. (7.70), and note that,∫ ∆E
0
dE
e−2βE
Γ(E)
= Z ′2β〈〈D(E)−1Γ(E)−1〉〉2β. (E.21)
We thus obtain,
δ2O(∞) =
WOZ
′
2β
8piZ2β
〈〈D(E)−1Γ(E)−1〉〉2β. (E.22)
We note that this can be put in the same form as the infinite temperature case, δ2O(∞) ∼
Γ−1, by noting that the quantity
C ′β =
〈〈D(E)−1Γ(E)−1〉〉2β
〈〈D(E)〉〉−12β 〈〈Γ(E)−1〉〉2β
(E.23)
depends only on the particular forms of the functionsD(E) and Γ(E), and the temperature
- importantly, not on N , or on the system-bath coupling strengths (for weak couplings),
as both the numerator and denominator share the same dependence in N and the system-
bath coupling in the thermodynamic limit. As such, we can write
δ2O(∞) = C ′β
WOZ
′
2β
8piZ2β〈〈D(E)〉〉2β
〈〈Γ(E)−1〉〉2β, (E.24)
and thus we recover the form of our main result, Eq. (3) of the main text, with χ(N) =
C ′β
WOZ2β
16piZ2β〈〈D(E)〉〉β
.
For the random matrix case, where D(E)−1 = ω0, and Γ(E) = Γ is constant, we also
have,
δ2O(∞) =
WOZ
′
2βω0
8piZ2βΓ
(E.25)
as in this case, the thermal average 〈〈· · · 〉〉β and unbiased thermal average 〈· · · 〉β, can be
seen to be equal.
We can check that, as required, one obtains the infinite temperature limit derived
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above by sending β → 0 by noting that for the infinite temperature case, we have
δ2O(∞) =
WO
2N 2B
∫ ∆E
0
dE
1
4piΓ(E)
, (E.26)
which, in terms of the infinite temperature thermal average, may be written (noting that
limβ→0 Z ′β = 2NB),
δ2O(∞) =
WO
4piNB 〈〈D(E)
−1Γ(E)−1〉〉0
= C ′0
WO
4piNB〈〈D(E)〉〉0 〈〈Γ(E)
−1〉〉0.
(E.27)
We finally note here that it is the measurement of a thermal average of the decay rate,
and not the unbiased average, that obscures the direct measurement of NB, such that in
general a FDT of the form of Eq. (E.27) would be observed experimentally. We thus limit
our claim in cases where the energy dependence of the decay rate is important (which, as
can be seen from Eq. (7.40), is implied by a non-exponential decay to equilibrium, due to
multiple contributing decay rates) to the experimental verification of the finite size scaling
of the Hilbert space dimension, rather than the particular value of NB, without additional
assumptions or the numerical calculation of C ′β.
E.4.1 Low Temperature FDT
We now turn to the low temperature limit of Eq. (7.67) for which we expect to obtain the
same result as the pure state case of Ref. [17], given by,
δ2O(∞) =
[∆O2αα]
4piD(Eα0)Γ
, (E.28)
where D(Eα0) is the DOS at the initial state energy Eα0 , which is chosen to be in the bulk
of the spectrum, and [∆O2αα] := [O2αα]− [Oαα]
2
. We have that in this limit,
〈〈A(E)〉〉∞ = A(E0), (E.29)
so
C ′∞ =
D(E0)
−1Γ(E0)−1
D(E0)−1Γ(E0)−1
= 1, (E.30)
and thus,
δ2O(∞) =
WO
4piD(E0)
Γ(E0)
−1, (E.31)
which is the zero temperature limit, Eq. (E.28) when W0 = [∆O2αα]. Which can be seen
to be the case for zero temperature as follows. Recalling that W0 is defined by
WO =
Wµ
[w2α]
(E.32)
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where,
Wµ = [w2α]µ[O
2
αα]µ + 2[wαOαα]
2
µ + 3[wα]
2
µ[Oαα]
2
µ − [w2α]µ[Oαα]
2
µ
− 4[wα]µ[Oαα]µ[wαOαα]µ − [wα]
2
µ[O
2
αα]µ.
(E.33)
We see that in the zero temperature limit wα ∼ δαα0 , and thus, the averages in Eq.
(E.12) contribute to a lower order as the number of summations is reduced for terms
with, e.g. wαwβ, over terms with, e.g. w2α. This can be seen to lead to [wα]
2
µ  [w2α]µ.
Similarly, both terms above with mixed averages [wαOαα]µ contribute on the order [wα]
2
µ,
as [wαOαα]µ = [wα]µO↑. Using only the remaining terms, we have that,
Wµ = [w2α]µ[O
2
αα]µ − [w2α]µ[Oαα]
2
µ = [w
2
α]µ[∆O
2
αα], (E.34)
so,
WO = [∆O2], (E.35)
as required.
We recall that until Eq. (7.67), no assumptions on the initial state or observable are
made other than the ability to define the required microcanonical averages. As such,
taking the low temperature limit at this point, as we have done above, does not contradict
any assumptions made.
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