Introduction
One frequently encounters data consisting of a series of proportions, occurring in groups which fall into some natural order. The question usually asked is then not so much whether the proportions differ significantly, but whether they show a significant trend, upwards or downwards, with the ordering of the groups. In the data shown in Table 1 , for instance, the usual test for a 2 X 3 contingency table yields a x 2 equal to 7.89 on 2 degrees of freedom, corresponding to a probability of about 0.02. But this calculation takes no account of -the fact that the carrier rate increases with the tonsil size, and it is reasonable to believe that a test specifically designed to detect a trend in the carrier rate as the tonsil size increases would show a much higher degree of significance.
TABLE 1
Relationship between nasal carrier rate for Streptococcus pyogenes and size of tonsils, among 1398 children aged 0-15 years. (Data from Drs. M. C. Holmes and R. E. 0. Williams, summarised by Holmes and Williams, 1954) Present, but No originality is claimed for the tests discussed in this paper. They will be familiar to many statisticians, and may be derived as particular cases of procedures already published for contingency tables with any 375 number of rows and columns. Since the situation in which one of the classifications in a contingency table is a dichotomy (so that the data form a series of proportions) occurs so frequently, it is hoped that an explicit discussion of this case may be of interest.
We shall regard the data as forming a 2 X k contingency table, and use the following notation: Column 1 2 3
. . .
...
T -t
The proportion of individuals in the i-th column, which fall into the first row, is denoted by p, = n , / N , , and the overall proportion is P = t / T . In summations (which are always over the k columns), we shall omit the suffix i. Thus, CNX will denote x;,, N,x, .
. A test based on scores
To measure and test the significance of the trend in the p, ,a natural procedure is to allot a score x, to the i-th column (x, < x2 < . . . < x,), and to perform some sort of regression analysis of p on x. In addition to the column scores x, , let us allot to each of the T observations a row score, y, taking the values y = 1 for each observation in Row 1, and y = 0 for Row 2. Then the mean value of y for the i-th column is clearly n , / N , = p, , and the overall mean of y is t / T = P. Thus, a regression analysis of y on x will be equivalent to one of p on x (p, being weighted in proportion to N,). The T values of y could now be subjected to a formal analysis of variance, between and within columns, as follows:
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Consider first the problem of testing for general heterogeneity between columns. As in the usual model for the analysis of variance, we assume that in repeated sampling the columll totals N iare fixed.
The null hypothesis is that the expected value of y (and hence of pi) is the same for all columns. The usual analysis of variance test is to calculate the variance ratio
However, with a variate such as y, taking only the values 0 or 1, the normal theory is strictly valid only for large samples, and in these circumstances a number of alternative approximate tests are available.
In particular the usual formula for x2on k -1 degrees of freedom can be expressed as Here the denominator is taken from the "Total" row in the analysis of variance table, but with the divisor T instead of the total degrees of freedom T -1. In all these alternative tests, the tabulated x2 distribution is strictly valid only asymptotically for large sample sizes, and the tests become equivalent as the N, increase, provided that the null hypothesis is true.
Similarly, to test the significance of the regression, the usual analysis of variance procedure would be to compare S, with S, (or perhaps with S2 + S3if we ignored the possibility of departures from linearity).
An alternative test, equivalent in large samples if the null hypothesis is true, is to calculate which is distributed approximately as x 2 on 1 degree of freedom. If we wish to calculate confidence limits for the regression coefficient, assuming that the true value might differ from zero, we should use S3/(T -k) as an estimate of variance rather than (8, + S, + S,)/T.
Which of the various alternative criteria follows most closely its assumed sampling distribution, for small samples, is a matter for further study; (see the Appendix, $6). In the meantime, there seems little objection to the use of (4). This criterion is equivalent to that proposed by Yates (1948) for contingency tables with any number of rows and columns. For 1 c = 2, it is equivalent to the usual criterion for 2 X 2 tables (without continuity correction). For k > 2, a comparison of (3) and (4) shows that xi is a part of the total x2, the difference between the two values representing departures from linearity, and having 1 c -2 d.f.
Denoting by b the estimated regression coefficient of y on x, and by V(b) the estimated* sampling variance of b on the null hypothesis, we find that and, from (I), (2) and (4), on 1 degree of fl~eedom.
The calculations cannot be performed until the scores x, have been chosen. In the absence of any a priori knowledge of the type of trend to be expected, it seems reasonable to choose the x, to be equally-spaced, and it will often be convenient to have them centred around zero. This is the procedure advocated by Yates. Thus, for lc columns, we should
The choice of scores is discussed further in a later section. It should be emphasized that, whatever scoring system is chosen, the validity of the significance test is not affected; that is, if the null hypothesis is true, a value of x: significant at the a% level will occur only about a times out of 100.
As an example, using the data of Table 1 , we shall allot equallyspaced scores as follows: x, = -1, x, = 0, x, = 1. We obtain whence, from (5), (6) and (7), and xi = 7.19 on 1 d.f. ( P = 0.007).
*In repeated sampling with both sets of marginal totals fixed, the expression (6) is (T -1)/T times the exact variance of 6 . This can be shown from results given by Haldane (1940) .
The test for trend indicates, as expected, a considerably higher degree of significance than the total X 2 of 7.89 on 2 d.f. The test for departures from linear regression gives X 2 = 7.89 -7.19 = 0.70 on 1 d.f., which is non-significant. In this particular example, the association between carrier rate and tonsil size may be due to the association of both factors with the age or social class of the child. Yates (1948) points out that the same formula for xo" is obtained whether one considers the regression of row score on column score, or that of column score on row score. Now, when there are only two rows, a test for the regression of column score on row score is equivalent to a test for the difference between the mean column score for the first row and that for the second row. For some types of data, particularly where the row totals are fixed beforehand, it will be more natural to think of the xi test in this way, rather than in terms of the regression of p on x. In the data shown in Table 2 , for instance, the row totals, 32 and 32, were fixed by the experimental design, and it seems more natural to ask whether the mean scores in the two treatment groups differ significantly, rather than whether the proportion of patients in group A, in each column, shows a linear trend with the score. In this example, the total x2 = 5. Changes in size of ulcer crater, 3 months after start of treatment, for patients in two treatment groups (From Table IV Score, xi -1.5 -0.5 $0.5 $1.5
A test criterion exactly equivalent to Xi has been used in genetical applications by Fisher and Ford (1947, p. 163) and by Holt (1948, p. 148) . A recent example of the use of this test, in a 2 X 3 table, is given by Griineberg (1955) . He compares the proportions of animals in two stocks which show some effect on 0, 1 or 2 sides of the body. The formula for XZ given by C. A. B. Smith in the Appendix to Griineberg's paper is equivalent to our (7). The more general problem in which more than two stocks are compared could be treated by Yates's methods.
Trends in frequencies
If P = t/T is very small, we may substitute T/(T -t) -1i n (7).
Defining e, = tN,/T, the "expected" frequency corresponding to the observed frequency ni , we find from (7) that
The numerator of (8) is the square of the cross-product, U, of the scores xi with the discrepancies n, -e, . The denominator is equal to xe (x -z)', where Z = Cex/t, i.e. a weighted sum of squares of the xi about their mean, the weights being the expected numbers. The test is thus based entirely on the frequencies in the first row, and is clearly valid only when the sampling errors of the frequencies in the second row are relatively negligible. The frequencies in the first row may be thought of as those occurring in a sample of size t from a multinomial distribution. The denominator of (8) is then obtained directly as the variance of U in repeated sampling, with t and the expected frequencies ei kept constant. The expression (8) may thus be written as xi = U2/V(U).
In Table 3 , the expected frequencies e, , have been obtained by sub-dividing the total number of maternal deaths, 127, in proportion to the number of mothers at risk during each of the eight periods. The last line of Table 3 suggests, perhaps, a slight tendency for the maternal mortality rates to fall. The scores, x, , have been taken as the mid-points of the different periods, minus 1900. The total x2, calculated from the observed and expected frequencies is 3.91 on 7 d.f. ( P = 0.79); even if the whole of this quantity were ascribed to regression it would barely reach the 5% level of significance on 1.d.f. In fact, application of (8) gives xi = 1.27 on 1 d.f. (P = 0.26). The data, therefore, do not provide any evidence for a gradual decline in maternal mortality amongst women of this particular parity and age-group.
Kendall's ranlc correlation test
An alternative approach to data like those in Tables I and 2 is to apply rank correlation methods (Kendall, 1948; Stuart, 1953) . In Table 1 , for instance, we could regard the 1398 children as being ranked Deaths .
Observed, ni 20 127
Expected, e i 24.732 127.000
Maternal mortality rate, per 1,000
in two ways. In the first ~rtnking (corresponding to the rows of Table   I ), 1326 individuals are tied with a rank of (1 + 1326)/2 = 663.5, and the remaining 72 are tied with a rank of 1326 + (1 + 72)/2 = 1362.5.
In the second ranking (for columns), 516 are tied with a rank of (1 + 516)/2 = 258.5, 589 are tied with a rank of 516 + (1 + 589)/2 = 811.0, and 293 are tied with a rank of 516 + 589 + (1 + 293)/2 = 1252.0. To test for a tendency for the carrier-rate to increase or decrease with tonsil size, we could apply the usual techniques of rank correlation, making allowance for the considerable number of ties. T o calculate Kendall's statistic, S ($1.9 of his book), we form the sum of products of each frequency in the second row with the frequencies above and to the right of it, and subtract the sum of products of each frequency in the first row with those below and to the right of it. Thus, in the notation previously used:
When the null hypothesis is true (i.e. there is no association), the variance of S is (writing Kendall's (4.5) in the present notation), (Stuart (1953) considers inequalities for the variance when the null hypothesis is not true.) A test for association is thus provided by
If k = 2, is equal to (T -1)/T times the usual x2for a 2 X 2 table (without continuity correction). This factor is of no great importance, in view of the asymptotic nature of the assumed x2 distribution.
At first sight the approach of $2 seems to bear little relationship to that of the present section. In point of fact the two methods are quite closely related. It is known (Hemelrijk, 1952) that when one of the classifications in a rank correlation table is a dichotomy, Kendall's test based on S is equivalent to Wilcoxon's test for the sum of the ranks in one of the sub-groups (see Kruskal and Wallis, 1952, for references) . This, in turn, is equivalent to a test for the difference between the mean ranks in the two sub-groups, since the overall sum of ranks is constant. This difference would be the same as the difference in mean column scores, discussed in $1,if we chose the score for each column to be equal to the mid-rank for that column. Thus, we should have x1 = (1 + N1)/2, x, = (1 + 2N1 + N,)/2, x3 = (1 + 2N1 + 2N, + N3)/2, etc. It would, therefore, not be surprising if the xT test were closely related to the xi test with the x, chosen in this way, or at least chosen so as to be linearly related to these values. I t is not difficult to show directly that this is so.
Rearranging the terms in (9), and writing pi = ni/Ni ,we find that where
These scores xi are linearly related to the mid-ranks given above, and it can easily be verified that C Nx = 0 and C NxZ = (T3 -xN3)/3. (14) Hence, from (7) and (14), (10) and (11) (15) When the Niare equal, the xi are clearly equally-spaced. The rank correlation test is then equivalent to the regression test with equally-spaced scores, except for the factor T/(T -1) in (15). As already stated, this factor is asymptotically unimportant. The tests would have been exactly equivalent if, in the formula (4) from which (7) is derived, the total degrees of freedom, T -1, had been used as a divisor in the denominator, instead of T. As we have seen, when k = 2, xi agrees with the usual X2 for a 2 X 2 table, whereas x: differs from it by a factor (T -1)/T.
As examples of the rank correlation test, formulae (9)- (11) have been applied to the data shown in Tables 1 and 2 . For Table 1 , and x ? = 6 . 8 3 (P=0.009),
as compared with xt = 7.19. For Table 2 , as compared with X: = 5.26 (the exact agreement being coincidental).
. Choice of test
Since the rank correlation test has been shown to be equivalent (apart from the factor T/(T -1))to the regression test, with a particular choice of scores depending on the N i, the decision whether to use x: or Xireduces to a choice of the most suitable system of scoring. I n most situations there will be no prior reason to expect any particular type of relationship, and it is difficult to formulate any general advice. If the columns are defined by a measurement, like age, it will often be reasonable to choose scores linearly related to the values assumed by the measurement, taking mid-points of groups where necessary (as in Table 3) .
If the columns are defined by a qualitative classification as in Table 1 , the choice is more arbitrary. If the problem is primarily thought of as a trend in proportions in well-defined ordered groups, the regression method with equally-spaced xiseems the most appropriate. An estimate is obtained of the mean change in p, from group to group, and one avoids the use of scores depending on the N i which may be difficult to interpret. If, on the other hand, the grouping by columns is arbitrary, there may be little virtue in using equally-spaced xi , and the rank correlation method is perhaps the more objective.
Fortunately, the two tests will usually give fairly close results.
It may be of interest to conclude with a historical note. The reader will find a number of sets of data suitable for analysis by the methods outlined here, in two papers by Karl Pearson (1909 , 1910 . In the first paper, Pearson considered situations in which the columns corresponded to a numerical variate; the rows were assumed to represent a dichotomy of an underlying normal variate and the method provided an estimate of the hypothetical correlation coefficient (sometimes referred to as "biserial r"). In the second paper, the method was extended for data in which the columns were qualitatively defined, but might still be ordered; an estimate of the hypothetical correlation ratio ("biserial q"), not dependent on the ordering, was obtained, and the trend was assessed by inspection. These methods have largely fallen into disuse, partly because of difficulties in determining the sampling errors of the coefficients, and partly because the existence of a normal variate underlying the dichotomy by rows was not generally accepted. Table 4 . This table also shows the cumulative distribution of an alternative test criterion, in the notation of $2. The formula for x; differs from that for , (4), in having as denominator the mean square about regression. The two test criteria are connected by the relationship since T = 30.
Although the expected frequencies in this example are as low as 5, Table 4 shows (a) that there is little to choose between the two tests up to about the 5% level of significance, and (b) that the distribution of either test criterion agrees well with the theoretical x2 distribution between the 50% and 5% points. The appreciable discrepancy a t the lower end of each distribution is due to there being a probability of 0.176 that xt = xi = 0. It would be dangerous to generalize from this example alone, but the results are a t least encouraging. 
