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We have measured x-ray diffraction and small-angle x-ray scattering of fluid rubidium by reducing
electron density down to the range where the compressibility of the interacting electron gas has been
theoretically predicted to become negative. Negative compressibility is closely associated with a negative
value of the static dielectric function, which makes the screened Coulomb interaction among like charges
overall attractive. It was clearly observed that the interatomic distance decreases in spite of the fact that
mean interatomic distance increases with expansion, suggesting that an attractive interaction among like
charges, ions in this case, is enhanced. These findings indicate that the observed structural features are
evidence of the compressional instability of the 3D electron gas.
DOI: 10.1103/PhysRevLett.98.096401 PACS numbers: 71.10.Ca, 61.10.i, 61.25.Mv, 62.50.+p
Since Wigner’s pioneering work [1], the anomalous
behaviors of low-density electron gas, such as ferromag-
netism [2] or superconductors [3,4], has been extensively
investigated. The phase behavior of electron gas has been
discussed on the basis of ground-state energy, which is
conventionally given as a function of the expansion pa-
rameter rs (rs is the Wigner-Seitz radius in units of Bohr
radius). To date, quantum Monte Carlo calculations [2]
have enabled an essentially accurate determination of
ground-state energy and various thermodynamic quantities
have been deduced. An intriguing but established property
deduced from ground-state energy is compressibility. It
becomes negative when rs > 5:25, implying the thermody-
namic instability of low-density electron gas [2,5,6]. The
appearance of the negative compressibility has posed an
issue of the possibility that the electron gas undergoes a
phase transition resembling an ordinary liquid-gas transi-
tion [7,8] or a transition into a broken-symmetry phase
such as the Wigner crystal [9].
Negative compressibility is closely associated with the
negative sign of the electron static dielectric function (DF),
"q; 0, at a small jqj by taking the compressibility sum
rule into account [5]. The negative sign of the static DF of
electron gas is theoretically possible without violating any
causality or stability requirements, and appears only if the
exchange and correlation effects are taken into account
[10,11]. In a medium of electron gas with a static negative
DF, an unusual situation might be caused in which test
charges with the same sign, either positive or negative,
attract. Here, a question arises as to whether the negative
sign of the static electron DF really exists and is observable
in real systems such as metals. Although the existence of
the negative electron DF has been reported thus far in a
synthesized two-dimensional system such as the interface
between semiconductors, the existence of the negative
electron DF in a three-dimensional system has never
been confirmed [12].
One of the possible means of observing the negative sign
of the electron DF is to measure structural properties.
Suppose that positive ions in metals are viewed as test
charges put in the electron gas. An attractive Coulomb
force appears to work between the ions when the DF of
the electron gas becomes negative. Therefore, it would be
probable that the static or dynamic structures of ions are
changed. In this sense, ions could be a probe for inves-
tigating the instability of electron gas. Actually, it has been
suggested that the negative sign of the electron DF might
lead to lattice instability through the coupling of electrons
with the phonon system of the crystal [11]. Also, a similar
suggestion was given for the jellium model [13]: if the
constraint of a uniform rigid background is eliminated, the
condition "q; 0< 0 brings about a spontaneous density
fluctuation of the background with corresponding jqj.
Expanded fluid alkali metals [14] are an ideal material
for solving the problem of electron gas instability for the
following reasons: First, alkali metals are a typical proto-
type of three-dimensional electron gas. Second, a continu-
ous and substantial reduction in electron density is possible
by utilizing volume expansion along the liquid-vapor satu-
ration line. Third, positive ions in fluids can readjust their
positions easily compared with those in solids, thus struc-
tural change might be more pronounced in fluids through
the coupling of electrons and ions.
We have recently devised a sample cell with x-ray
windows made of single-crystalline molybdenum resistant
to the high reactivity of hot alkali metals [15]. By combin-
ing this cell with a high-pressure apparatus [16], we have
succeeded in measuring the x-ray diffraction and small-
angle x-ray scattering (SAXS) of fluid rubidium over a
wide range of temperatures and pressures from the triple
point up to supercritical regions. We have obtained struc-
tural data using a synchrotron radiation source.
X-ray diffraction analysis was carried out in the energy-
dispersive mode at the BL28B2 beam line at SPring-8 in
Japan. White x rays were used as the incident beam, and
scattered x rays were detected using a pure-germanium
solid-state detector. Small-angle x-ray scattering measure-
ment was performed at the BL04B2 beamline at SPring-8.
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Monochromatized 38 keV x rays were used as incident
beam and scattered x rays were detected using an imaging
plate. Stable and precise measurements were carried out
for the first time from the triple point up to 2123 K and
22.0 MPa beyond the critical point of rubidium.
The measured structure factor SQ for fluid rubidium is
plotted at different temperatures, pressures, and densities
in Fig. 1. The SQ data in the low-Q region were obtained
by SAXS measurement separately carried out. With in-
creasing temperature (decreasing density), both intensities
of the first and second maxima decrease. However, the
overall oscillatory structure persists even in the high-
temperature region of up to 2123 K. As seen in the figure,
the first maximum slightly shifts to a lower Q with decreas-
ing density. On the contrary, the second peak of SQ,
which is not completely blurred out, shifts to a relatively
higher Q region.
The pair distribution function gR is deduced from the
Fourier transform of SQ and is shown in Fig. 2. The peak
height of the first maximum of gR progressively de-
creases, whereas that of the second maximum approaches
one. Note that the position of the first maximum starts to
shift to a low R below density of 1:1 g cm3.
The density variation of the position of the first maxi-
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FIG. 1. Structure factors SQ for expanded fluid rubidium at
various temperatures and pressures. Temperature, pressure and
density are indicated on the upper right-hand side of each data
set. The dots represent the experimental data and the full curves
show the Fourier transforms of gR in Fig. 2. The broken line
indicates the position at the first peak and second one of SQ at
373 K, respectively. The inset shows the phase diagram of
rubidium (Tc  2017 K, Pc  12:45 MPa) [14] in which dot-
and-dash line indicates the path of the conditions at which the
present measurements were performed.
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FIG. 2. Pair distribution function gR of expanded fluid ru-
bidium derived from Fourier transform of SQ. The broken line
denotes the peak position of the first maximum of gR at 373 K.
Temperature, pressure and density are indicated on the upper
right-hand side of each curve.
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average nearest-neighbor distance. It is located at approxi-
mately 4.85 A˚ at 373 K and is almost the same as that of the
solid state. It remains constant with a decreasing density
from 1.5 to 1:1 g cm3 and then starts to decrease. It
gradually decreases with further density decrease and
shows saturation at approximately 4.2 A˚ at densities lower
than 0:5 g cm3. Figure 3(b) shows the density variation in
coordination numbers which is derived by integrating the
radial distribution function defined by 4R2n0gR (n0:
number density) up to the first-minimum position. The
coordination number decreases substantially and almost
linearly with decreasing density from 1.5 to 1:1 g cm3
and then shows a strong deviation from a linear depen-
dence, remaining at approximately 6 until reaching
0:7 g cm3.
The structural change observed in the density range from
1.1 to 0:5 g cm3 is quite opposite to that expected because
interatomic distance decreases despite mean interatomic
distance increasing with volume expansion. The present
results on R1 are, in fact, completely opposite to those
previously obtained by the neutron diffraction measure-
ments [17] in which R1 rather increased with decreasing
density. These structural features strongly indicate that an
attractive force appears to work among ions in the density
range from 1.1 to 0:5 g cm3. Note that the coordination
number shows a deviation from a linear decrease and is
maintained constant in the range from 1.1 to 0:7 g cm3 in
spite of progressive expansion, which indicates the appear-
ance of a spatial inhomogeneity.
It is critical that local structural parameters (i.e., inter-
atomic distance and coordination number) be scaled by the
expansion parameter rs. In real metals, the effect of core
polarization by ions reduces the strength of the effective
interaction among electrons. Kukkonen et al. [18] pointed
out that an ionic background can be viewed as a uniform
and polarizable background by taking core polarizability to
be a constant. Thus, rs for the electron gas in metals should
be scaled with rs  rs="b rather than with rs, where "b is
the dielectric constant of the polarizable background de-
fined by "b  1 4n (: ionic polarizability, n: the
number density of ions). This corrected rs rs is shown
on the upper horizontal axis of Fig. 3(a). As seen in the
figure, R1 starts to decrease and the coordination number
shows a deviation from a linear decrease between rs  5
and 5.5. This density range agrees well with the critical rs
(5:25) beyond which the compressibility of electron gas
becomes negative and also the static electron DF becomes
negative at a low wave vector. The negative electron DF
generates an attractive Coulomb interaction among test
charges with the same sign—the charges of ions in this
case. The observed local contraction in the metallic state
below 1:1 g cm3 can be interpreted as structural variation
caused by the enhancement in the attractive force among
the ions. The local contraction indicates an increase in
local atomic density, which would generate a rare region
of density at the same time.
Such inhomogeneous structure was also observed in our
SAXS measurement. As shown in Fig. 1, the SQ at a low
Q less than 0:3 A1 starts to increase with decreasing Q,
which indicates the appearance of density fluctuation. We
derived correlation length  and S0 using the Ornstein-
Zernike formula. Fig. 4(a) shows density dependence of
the correlation length for expanded fluid rubidium. The
correlation length is about 5 A˚ around 1:2 g cm3 and
remains almost constant around it in the density range
from 1.2 to 0:6 g cm3, which corresponds to the density
range where the appearance of structural inhomogeneity
was suggested in our x-ray diffraction analysis. Then it
substantially increases below 0:6 g cm3 as the density of
the fluid approaches c. Figure 4(b) shows density depen-
dence of S0 for expanded fluid rubidium. S0 gradually
increases with decreasing density and is observable in the
density range from 1.1 to 0:6 g cm3. Then it shows a
substantial increase below 0:6 g cm3 as the fluid density
approaches the critical one.
In addition to the measurement up to the critical region,
we measured SAXS at thermodynamic conditions far from
the critical point. Density dependence of  and S0 at



















































FIG. 3. Density dependence of local structure of fluid rubid-
ium. (a) Density dependence of interatomic distance R1.
(b) Density dependence of coordination number. The critical
density is denoted c. The corresponding scale of rs is shown on
the upper axis of the graph of R1.
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shown as open circles in Fig. 4. Even far from the critical
point, the increase in S0 was observed in the metallic
liquid range (0:9–1:1 g cm3) where the measurement was
carried out, which might indicate that density fluctuation
around this range is not interpreted as a tail of the critical
one but is attributed to the fluctuation intrinsic to phase
behaviors of the electronic system. According to Pines and
Nozieres [13], the negative static DF of the electronic
system brings about a spontaneous density fluctuation of
the background if the constraint of a uniform rigid back-
ground is eliminated. In the fluid system, the ions can
rearrange their positions easily compared with those in
solids. Therefore, the density fluctuation in the range
from 1.1 to 0:6 g cm3 might be related to the electron
gas instability, i.e., the negative DF of the electron gas.
Theoretical efforts have been made to understand the
physical meaning of the negative DF of electron gas
from the microscopic point of view [19,20]. The negative
sign of the static electron DF has been considered to be
responsible for an attractive Coulomb interaction among
electrons, when electrons are regarded as test charges,
which raises the possibility of electron pairing. Various
theories have predicted that the negative static DF is
closely associated with the appearance of superconductiv-
ity [11,21–23]. We could not rule out the possibility that
expanded fluid alkali metals become superconducting state
at low temperatures if their structural response to the
negative electron DF could be frozen as in the doped
cuprates [24].
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FIG. 4. Density dependence of correlation length and S0 for
expanded fluid rubidium up to the critical region. Dots represent
the data measured at the conditions as shown in the inset in
Fig. 1. Open circles indicates the data measured at the pressure
of 5 MPa.
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