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1. Introduction
The construction of (cross-)covariance models has become one of the most important goals for the analysis and study of
multivariate random fields (RFs for short) and the recent papers by [2,8] and [16] represent an important evidence that the
literature is going through this direction.
Building valid cross-covariance models is a nontrivial fact and the literature on this problem can be traced back to the
seminal paper by Cramer (1940). There are very few significant contributions available: amongst them, the linear model of
coregionalization [9] has been quite popular for more than twenty years. Constructive criticism in [8] and [21] suggests that
this model is inadequate for (several situations) concerning applications in Geostatistics. Other relevant contributions can
be found in [17].
The first part of the present research is devoted to this aspect, namely to give criteria for straightforward implementation
of cross-covariance structures for vector valued RFs. To this end, we shall use scale mixture arguments and quasi-arithmetic
operators in the sense of Hardy et al. [10], showing that can be effectively used for such purposes. As a corollary of the results
presented below, we also deduce a simple proof of the result, which apparently was known to Cramer.
In the framework of scalar valued RFs, some attention has been drawn to those weakly stationary RFs whose anisotropic
behavior is described through a covariance structure that is componentwise isotropic (see [12]). The recent contribution
in [2] highlights a nice equivalence between componentwise isotropic and vector valued RFs, in the sense that cross-
covariancemappings can be built through latent dimensions. The result is that the class proposed by [12] can have a two-fold
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application, being usable for both scalar and vector valued RFs. Roughly speaking, this class represents the extension of the
Gneiting class [7], defined on Rd × Rm (d andm positive integers) to general product spaces Rd1 × · · · × Rdn , di ∈ N.
Sufficient conditions for the permissibility (i.e. positive definiteness) of these structures are given in [12] and [2]. In
the second part of this paper, we cover the necessary part and relax the conditions given therein, thus giving a complete
characterization of the classes mentioned above.
Hereafter, we consider a Gaussian vector valued m-dimensional RF with index set in some domain Ω , i.e. Z(ξ) =
(Z1(ξ), . . . , Zm(ξ)), ξ ∈ Ω . For example, if Ω is space–time, then we shall have ξ = (x, t) ∈ Rd × T , with T denoting
either discrete or continuous time. The assumption of Gaussianity implies that Z is completely characterized by its cross-
covariance structure C defined as the mapping from Ω × Ω to matrices Mm such that Cij(u, v) := Cov(Zi(u), Zj(v)), for
u, v ∈ Ω , i, j = 1, . . . ,m. The mapping C must be positive definite, that is for any finite collection of points ξ1, . . . , ξn ∈ Ω
and complex vectors z1, . . . , zn ∈ Cm, the inequality
n−
l,k=1
m−
i,j=1
z liCij(ξl, ξk)zkj ≥ 0
holds. IfΩ = R, under the assumption of stationarity we have Cij(u, v) =Cij(u− v), Cramer’s theorem [4] gives a complete
characterization of continuous C being the Fourier transform of some finite Borel measures µi,j, i, j = 1, . . . ,m, on R such
that [µi,j(A)] is a positive definite matrix for any Borel set A ⊂ R. A similar result for Ω = Rd, d ∈ N, is proved in
[6, Chapter IV, Section 1, 2, 3].
The celebrated Gneiting class (2002) admits expression
(x, t) → K(x, t) := h(‖t‖2)−d/2ϕ
 ‖x‖2
h(‖t‖2)

, (x, t) ∈ Rd × Rl, (1)
for d and l positive integers, where ϕ is completely monotone on the positive real line, h is a Bernstein function [3], and ‖ · ‖
denotes the Euclidean norm.
In this paper, we reconsider the classes proposed in [12] and [2] and answer two open problems: first, we cover the
necessary part of the results proposed therein, and second, we relax the hypothesis on the involved function h acting on the
temporal domain as well as those functions acting on the latent components.
Section 2 of this paper contains expository facts and proofs of some properties of positive definite matrix functions. In
Section 3 we offer new criteria for the construction of positive definite matrix valued mappings through the help of quasi-
arithmetic operators. Section 4 reports themain results regarding the characterization of the classes proposed in [12] and [2].
Section 5 poses an open problem.
2. Preliminaries and notation
2.1. Matrices and operations on them
Form, n ∈ N letMm,n be the set of all complexm× nmatrices with entries in C. LetMm := Mm,m be the set of all square
matrices of order m with entries in C, and let Cm := Mm,1 be the set of all vectors with m complex coordinates. For λ ∈ C
and matrices A, B ∈ Mm,n and C ∈ Mn,p, we introduce in the usual way the sum A + B ∈ Mm,n, the product AC ∈ Mm,p and
the scalar product λA = Aλ ∈ Mm,n. For a matrix A =

aij
 ∈ Mm,n we define AT = aTij ∈ Mn,m (the transposed matrix) and
A∗ = a∗ij ∈ Mn,m (the adjoint matrix) by aTij = aji and a∗ij = aji, respectively. Clearly, A∗ = A T , where A = aij ∈ Mm,n. If
z ∈ C, then z = z∗. Further, for every z, g ∈ Cm we have z∗z ≥ 0 and g∗z = (g∗z)∗ = z∗g .
2.2. Positive definite matrices
A matrix A ∈ Mm is called positive definite if the inequality
z∗Az =
n−
l,k=1
z l alk zk ≥ 0 (2)
holds for every z ∈ Cm.1 The inequality z∗(GG∗)z = (G∗z)∗(G∗z) ≥ 0, z ∈ Cm, G ∈ Mm,r , r ∈ N implies that for every
G ∈ Mm,r , r ∈ N, the matrix GG∗ ∈ Mm is positive definite. It is easy to show that a matrix A ∈ Mm is positive definite if
and only if A = CC∗ for some matrix C ∈ Mm (the proof is similar to the proof of Theorem 7.2.7 from [15]). It is known that
if A ∈ Mm is a positive definite matrix and its rank is p, then it can be represented as A = ∑pk=1 gkg∗k , where {gk}pk=1 is an
orthogonal system of nonzero vectors of Cm (see, for example, [15, Theorem 7.5.2]). By Schur’s theorem, if A, B ∈ Mm are
positive definite matrices, then their Hadamard product A ◦ B := [aijbij] ∈ Mm is also a positive definite matrix (see, for
example, [15, Theorem 7.5.3]).
1 In matrix theory [15] such matrices are called positive semidefinite.
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2.3. Positive definite matrix functions
Let E be a real linear space. A matrix function C : E → Mm is called positive definite on E if the inequality
n−
l,k=1
z∗l C(xl − xk)zk =
n−
l,k=1
m−
i,j=1
z liCij(xl − xk)zkj ≥ 0 (3)
holds for any finite collection of points {xl}nl=1 ∈ E and complex vectors z1, . . . , zn ∈ Cm. The set of all positive definite
matrix functions C : E → Mm is denoted by Φ(E,Mm). In case m = 1 we have Φ(E) := Φ(E,M1) for the set of all positive
definite complex valued functions f : E → C. In this case, we can give the following equivalent definition: a complex
valued function f : E → C is said to belong to the class Φ(E) if for any finite collection of points {xl}nl=1 ∈ E the matrix
f (xl − xk)
n
l,k=1 is positive definite, i.e.
for all a1, . . . , an ∈ C,
n−
l,k=1
alf (xl − xk)ak ≥ 0.
If C ∈ Φ(E,Mm), then for any G ∈ Mm,r , r ∈ N, the matrix function F(x) := G∗C(x)G belongs to the class Φ(E,Mr) (in (3)
we must take zl = Gξl, ξl ∈ Cr ).
Proposition 1. If a matrix function C : E → Mm is constant, i.e. C(x) ≡ A on E, then C ∈ Φ(E,Mm) iff the matrix A is positive
definite.
Proof. If C ∈ Φ(E,Mm), then Eq. (3) with n = 1 implies the inequality z∗Az ≥ 0, z ∈ Cm. It follows that the matrix A is
positive definite.
If the matrix A is positive definite, then A = BB∗ for some matrix B ∈ Mm. Then for every z1, . . . , zn ∈ Cm and
x1, . . . , xn ∈ E we have the inequality
n−
l,k=1
z∗l BB
∗zk =

n−
l=1
z∗l B

n−
k=1
B∗zk

= z∗z ≥ 0,
where z :=∑nk=1 B∗zk ∈ Cm. The above inequality shows that the matrix function C(x) ≡ A is positive definite on E. 
The next statement, well known in principle, establishes formally the connection between positive definite functions
and positive definite matrix functions. For the sake of completeness, we give here a short proof.
Proposition 2. Let E and U be real linear spaces. Then the following statements are equivalent:
(1) f (x, t) ∈ Φ(E × U);
(2) for every m ∈ N and for any collection of points {ti}mi=1 ∈ U the matrix function C(x) := [f (x, ti − tj)] belongs toΦ(E,Mm);
(3) for every m ∈ N and for any collection of points {xi}mi=1 ∈ E the matrix function C(t) := [f (xi − xj, t)] belongs toΦ(U,Mm).
Proof. Obviouslyweneed to prove only the equivalence of (1) and (2). Let us prove the implication (1) H⇒ (2). Letn,m ∈ N,
{xl}nl=1 ∈ E, {ti}mi=1 ∈ U , zli ∈ C for all l = 1, . . . , n and i = 1, . . . ,m. Let C(x) := [f (x, ti − tj)]. Since f (x, t) ∈ Φ(E × U), we
have
n−
l,k=1
m−
i,j=1
z liCij(xl − xk)zkj =
n−
l,k=1
m−
i,j=1
z lif

(xl, ti)− (xk, tj)

zkj ≥ 0.
The last inequality shows that C ∈ Φ(E,Mm).
To prove the reverse implication, let n ∈ N, {(xl, tl)}nl=1 ∈ E × U , {al}nl=1 ∈ C. Let m = n, zll := al and zli := 0, if l ≠ i.
Since C(x) := [f (x, ti − tj)] ∈ Φ(E,Mn), we have
n−
l,k=1
alf ((xl, tl)− (xk, tk))ak =
n−
l,k=1
m−
i,j=1
z liCij(xl − xk)zkj ≥ 0.
The last inequality shows that f (x, t) ∈ Φ(E × U). 
In the next result we prove a criterion of positive definiteness of matrix functions in terms of positive definite matrices.
Proposition 3. Let E a be real linear space and C : E → Mm. Then the following statements are equivalent:
1. C ∈ Φ(E,Mm);
2. for every n ∈ N and for any collection of points {xl}nl=1 ∈ E and {ξl}nl=1 ∈ Cm the matrix A := [ξ ∗l C(xl − xk)ξk] ∈ Mn is
positive definite;
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3. for every n ∈ N and for any collection of points {xl}nl=1 ∈ E the matrix [Cij(xl − xk)](l,i),(k,j)∈Sn,m ∈ Mn·m is positive definite,
where Sn,m is a ordered set of points {(l, i) : l = 1, . . . , n, i = 1, . . . ,m}.
Proof. Let us prove the implication (1) H⇒ (2). Let n ∈ N, {xl}nl=1 ∈ E, {ξl}nl=1 ∈ Cm, {λl}nl=1 ∈ C and zli := λl ξli for all
l = 1, . . . , n and i = 1, . . . ,m. Let A := [ξ ∗l C(xl − xk)ξk] ∈ Mn. Since C ∈ Φ(E,Mm), we have
n−
l,k=1
λl alk λk =
n−
l,k=1
m−
i,j=1
λl ξ liCij(xl − xk)ξkj λk =
n−
l,k=1
m−
i,j=1
z liCij(xl − xk)zkj ≥ 0.
The last inequality shows that matrix A is positive definite.
Let us now prove the reverse implication. Let n ∈ N, {xl}nl=1 ∈ E, {zl}nl=1 ∈ Cm and λl := 1 for all l = 1, . . . , n. Since the
matrix A := [z∗l C(xl − xk)zk] ∈ Mn is positive definite, we have
n−
l,k=1
z∗l C(xl − xk)zk =
n−
l,k=1
λl alk λk ≥ 0.
The last inequality shows that C ∈ Φ(E,Mm).
The equivalence of the conditions (1) and (3) follows from definition positive definite matrix function. 
It is well known that the family of positive definite functions is closed under products. The following statement is a
generalization of this property (see also [5, Theorem 2.8] and [17, proof of Theorem 1]).
Proposition 4. Let E be a real linear space and f ∈ Φ(E), B,G ∈ Φ(E,Mm). Then the matrix functions C(x) := f (x)B(x) =
f (x)Bij(x)

, x ∈ E, and B(x) ◦ G(x) := Bij(x)Gij(x), x ∈ E, belongs to the classΦ(E,Mm).
Proof. Let n ∈ N, {xl}nl=1 ∈ E and {ξl}nl=1 ∈ Cm. Then the matrix [f (xl− xk)] ∈ Mn is positive definite. Applying Proposition 3
to the matrix function B, we find that the matrix [ξ ∗l B(xl − xk)ξk] ∈ Mn is positive definite. By Schur’s Theorem the matrix
A := [ξ ∗l C(xl − xk)ξk] = [ξ ∗l f (xl − xk)B(xl − xk)ξk] = [f (xl − xk)] ◦ [ξ ∗l B(xl − xk)ξk] ∈ Mn
is positive definite. Applying Proposition 3 to the matrix function C , we find that C ∈ Φ(E,Mm).
Positive definiteness of the second matrix function as follows from Proposition 3 and Schur’s theorem. 
2.4. Classes of functions and their integral representations
For a complex valued function f : Rn → C, we write f ∈ L(Rn)when f is Lebesgue integrable on Rn and write f ∈ C(Rn)
for functions f that are continuous in Rn.
By Bochner’s Theorem [20, Chap. IV, Section 4] the function f is positive definite and continuous in Rn if and only
if f (x) = Rn e−i(u,x)dµ(u), where (u, x) = u1x1 + · · · + unxn denotes the standard scalar product in Rn and µ is a
nonnegative finite Borel measure on Rn. Additionally, if f ∈ C(Rn) ∩ L(Rn), then f is positive definite on Rn if and only
iff (u) := Rn e−i(u,x)f (x) dx ≥ 0, u ∈ Rn. In this case,f ∈ L(Rn).
For an analogue of Bochner’s theorem applied to the class C ∈ Φ(Rn,Mm), the reader is referred to [4] for n = 1 and
[6, Chapter IV, Section 1–3] for arbitrary n ∈ N.
If f is a radially symmetric, continuous and absolutely integrable function depending on the squared Euclidean norm
‖ · ‖2, i.e. f (x) = ϕ(‖x‖2), ϕ ∈ C([0,+∞)), f ∈ L(Rn), then the Fourier transform above simplifies to the Bessel integral
[19, Chap. IV, Sec. 3]
f (u) = (2π) n2 gn(‖u‖), u ∈ Rn, where gn(s) := ∫ ∞
0
ϕ(t2)tn−1j n
2−1(st)dt, (4)
and jλ(t) := t−λJλ(t), with Jλ a Bessel function of the first kind. Thus, if f (x) = ϕ(‖x‖2) and f ∈ C(Rn) ∩ L(Rn), then
f ∈ Φ(Rn) if and only if gn(s) ≥ 0 for all s > 0.
A function f : (0,∞) → R is called completelymonotone, if it is arbitrarily often differentiable there and (−1)nf (n)(x) ≥ 0
for x > 0, n = 0, 1, . . . By Bernstein’s theorem the set M(0,∞) of completely monotone functions coincides with that of
Laplace transformsL of positive measures µ on [0,∞), i.e.
f (x) = Lµ(x) =
∫
[0,∞)
e−xtdµ(t), x > 0, (5)
where we require e−xt to be µ-integrable for any x > 0. M(0,∞) is a convex cone which is closed under addition,
multiplication and pointwise convergence. See [3] and [22] for a comprehensive treatment of this class.
The connection with the function gn(·) in Eq. (4) gives Schoenberg’s (1938) theorem [18], namely a radial function
f (x) = ϕ(‖x‖2), ϕ ∈ C([0,+∞)), belongs to Φ(Rn) for all n ∈ N if and only if ϕ is completely monotone on the positive
real line, in which case the Bessel integral in Eq. (4) reduces to themixture in Eq. (5). Finally, a Bernstein function is a positive
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function on (0,∞) that is infinitely often differentiable and whose first derivative is completely monotone. For a more
detailed exposition on these facts the reader is referred to [14].
A function ϕ is exponentially convex on the interval (a, b) (hereafter denoted by ϕ ∈ W(a,b)), if it is continuous there and
if the inequality
∑m
k,l=1 ϕ(xk + xl)ξkξl ≥ 0 holds for any m ∈ N, ξ1, . . . , ξm ∈ R and for all x1, . . . , xm ∈ R with condition
xk + xl ∈ (a, b) for k, l = 1, . . . ,m. The last condition is equivalent to the fact that the matrix A :=

ϕ((si + sj)/2)
 ∈ Mm
is positive definite for every m ∈ N and for all si ∈ (a, b), i = 1, . . . ,m. By Bernstein’s theorem (see, for example,
[1, Theorem 5.5.4]) the function ϕ is exponentially convex on the interval (a, b) if and only if
ϕ(x) =
∫ +∞
−∞
extdν(t), x ∈ (a, b), (6)
where ν is a nonnegative Borel measure on R such that the integral is finite for every x ∈ (a, b). Eqs. (5) and (6) imply the
inclusionM(0,∞) ⊂ W(0,∞). Therefore, the matrix A :=

ϕ(si + sj)
 ∈ Mm is positive definite for every ϕ ∈ M(0,∞), for every
m ∈ N and for all si > 0, i = 1, . . . ,m (if ϕ(+0) < +∞ and ϕ(0) := ϕ(+0), then the statement still holds for si ≥ 0,
i = 1, . . . ,m). For this last result, see Mitrinovic and Pecaric [11].
3. Constructions through quasi-arithmetic operators
This section starts with the main results, offering covariance structures for vector valued RFs, based on quasi-arithmetic
operators. For a monotonic function f : R → R, for which the inverse f −1(·) is well defined, the quasi-arithmetic
operator [13] is defined as the mapping (u, v) → ϕ(u, v) := f

f−1(u)
2 + f
−1(v)
2

.
Theorem 1. (A) Let (U,S, µ) be a measure space and E a linear space. Assume that the family of matrix valued functions
A(x, u) = Aij(x, u) : E × U → Mm satisfies the following conditions:
(1) for every i, j = 1, . . . ,m and x ∈ E, the functions Aij(x, ·) belong to L1(U,S, µ);
(2) A(·, u) ∈ Φ(E,Mm) for µ-almost every u ∈ U.
Let
C(x) :=
∫
U
A(x, u)dµ(u) =
[∫
U
Aij(x, u)dµ(u)
]
, x ∈ E. (7)
Then C ∈ Φ(E,Mm).
(B) Conditions (1) and (2) are satisfied when A(x, u) = f (x, u)F(x, u), where the maps f (x, u) : E × U → C and F(x, u) =
Fij(x, u)
 : E × U → Mm satisfy the following conditions:
(i) for every i, j = 1, . . . ,m and x ∈ E, the functions f (x, ·)Fij(x, ·) belong to L1(U,S, µ);
(ii) f (·, u) ∈ Φ(E) for µ-almost every u ∈ U;
(iii) F(·, u) ∈ Φ(E,Mm) for µ-almost every u ∈ U.
Proof. For every z1, . . . , zn ∈ Cm and x1, . . . , xn ∈ E we have
n−
l,k=1
z∗l C(xl − xk)zk =
∫
U
n−
l,k=1
z∗l A(xl − xk, u)zkdµ(u) ≥ 0.
This inequality shows that C ∈ Φ(E,Mm), so part (A) is shown.
part (B) follows directly from part (A) and application of Proposition 4. 
Remark 1. The conditions of Theorem 1 may be difficult to check. Below we revise some of them and offer some examples
for which such conditions are easily checkable.
• For any g : U → Cr and D ∈ Φ(E,Mr) the function f (x, u) := g∗(u)D(x)g(u), (x, u) ∈ E × U , obviously satisfies (ii) in
Theorem 1.
• Let E = Rd be the set of all column vectors with d real coordinates and (x, y) := x∗y = xTy for x, y ∈ Rd. If h : U → Rd
and for every x ∈ Rd the function ei(x,h(·)) isS-measurable, then the family of functions f (x, u) = ei(x,h(u)), x ∈ Rd, u ∈ U ,
satisfies conditions (ii) of Theorem 1 and for every x ∈ E, the function f (x, ·) belong to L∞(U,S, µ). These conditions
are obviously satisfied for the family of real valued functions f (x, u) = cos(x, h(u)), x ∈ Rd, u ∈ U .
• For any G : U → Mm,r , r ∈ N, and D ∈ Φ(E,Mr) the matrix function F(x, u) := G(u)D(x)G∗(u), (x, u) ∈ E × U ,
obviously satisfies (iii) in Theorem 1. One can take, for example, D(x) ≡ I , where I is the identity matrix ofMr and then
F(x, u) = G(u)G∗(u). This follows from Proposition 1.
The next result gives a criterion of permissibility in terms of exponentially convex functions.
Theorem 2. Let the function ϕ be exponentially convex on the interval (a, b), and let (U,S, µ) be ameasure space. For E a linear
space, assume that the vector valued function w(u) = [wi(u)] : U → Cm and the family of functions f (x, u) : E × U → C
satisfy the following conditions:
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(1) a < wi(u) < b for every u ∈ U and i = 1, . . . ,m;
(2) the functionswi(·) areS-measurable and ϕ ◦ wi ∈ Lp(U,S, µ) for all i = 1, . . . ,m and for some p ∈ [1,∞];
(3) for every x ∈ E, the function f (x, ·) belongs to Lq(U,S, µ), where 1/p+ 1/q = 1;
(4) f (·, u) ∈ Φ(E) for µ-almost every u ∈ U.
Let B(u) = Bij(u) := ϕ  12wi(u)+ 12wj(u) ∈ Mm, u ∈ U. Then Bij(·) ∈ Lp(U,S, µ) for all i, j = 1, . . . ,m, and the matrix
function
C(x) :=
∫
U
f (x, u)B(u)dµ(u) =
[∫
U
f (x, u)Bij(u)dµ(u)
]
, x ∈ E, (8)
belongs to the classΦ(E,Mm).
Proof. We need to verify that the mappings f (x, u) and F(x, u) := B(u), (x, u) ∈ E × U , satisfy conditions (i), (ii) and (iii)
in Theorem 1. In particular, Condition (ii) in Theorem 1 is actually equivalent to (4) in Theorem 2. The matrix B(u) ∈ Mm
is positive definite for any fixed u ∈ U (see the definition of an exponentially convex function in Section 2.4). Therefore,
condition (iii) in Theorem 1 also holds by Proposition 1.
Condition (1) implies that Bij(u) is well defined for all u ∈ U . The continuity of ϕ implies that the functions Bij(·) are
S-measurable. Since ϕ is nonnegative and convex on (a, b), we have
0 ≤ ϕ

s1 + s2
2

≤ ϕ(s1)+ ϕ(s2)
2
, s1, s2 ∈ (a, b).
This implies that 0 ≤ Bij(u) ≤ 12 (ϕ(wi(u)) + ϕ(wj(u))) for all u ∈ U and i = 1, . . . ,m and hence, Bij(·) ∈ Lp(U,S, µ). By
condition (3) we have that for every i, j = 1, . . . ,m and x ∈ E the function f (x, ·)Bij(·) belongs to L1(U,S, µ). Therefore,
condition (i) in Theorem 1 is satisfied. Thus C ∈ Φ(E,Mm). 
Remark 2 (Quasi-Arithmetic Operators). Since M(0,∞) ⊂ W(0,∞) (see Section 2.4), then Theorem 2, for the special cases
a = 0 and b = ∞ is true when ϕ is completely monotone on the interval (0,∞). Let ϕ ∈ M(0,∞), ϕ(+∞) = 0
and ϕ(+0) > 0. Then the function ϕ is strictly decreasing on (0,+∞) and hence, there exists an inverse function
ψ := ϕ−1 : (0, ϕ(+0)) → (0,+∞) which is strictly decreasing and continuous on (0, ϕ(+0)). In this case, conditions
(1) and (2) of Theorem 2 are satisfied for any vector valued function w(u) = [ψ(gi(u))], provided that the functions gi
satisfy the following conditions:
(1) 0 < gi(u) < ϕ(+0) for every u ∈ U and i = 1, . . . ,m (if ϕ(+0) < +∞, ϕ(0) := ϕ(+0) and ψ(ϕ(+0)) := 0, then
we can assume that 0 < gi(u) ≤ ϕ(+0) for all u ∈ U and i = 1, . . . ,m);
(2) gi ∈ Lp(U,S, µ) for all i = 1, . . . ,m. In this case, ϕ ◦ wi = gi and Bij(u) = ϕ
 1
2ψ (gi(u))+ 12ψ

gj(u)

.
This section ends with a very simple proof of Corollary 1, which apparently was known to Cramer. Some additional
notation and background is required.
For a function f ∈ L2(Rd) the Fourier transformf is defined as the limit in the mean of functions from L1(Rd) L2(Rd):
f (t) = ∫
Rd
e−i(x,t)f (x)dx := l.i.m.
n→∞
∫
[−n;n]d
e−i(x,t)f (x)dx.
In this casef ∈ L2(Rd) and for Lebesgue almost every x ∈ Rd we have f (x) = (2π)−df (−x). The convolution of the functions
f , g : Rd → C is defined by the formula
(f ∗ g)(x) :=
∫
Rd
f (y)g(x− y)dy.
If f , g ∈ L2(Rd), then f ∗ g ∈ C(Rd) and
(f ∗ g)(x) = (2π)−d
∫
Rd
ei(x,u)f (u)g(u)du.
Replacing g(x) in the last equality by g(−x), we get
(f ⋆ g)(x) :=
∫
Rd
f (y)g(y− x)dy = (2π)−d
∫
Rd
ei(x,u)f (u)g(u)du. (9)
If f , g ∈ L2(Rd), then, clearly, f ⋆ g ∈ C(Rd). If, additionally, g(−x) = g(x) for almost all x ∈ Rd, then f ⋆ g = f ∗ g .
Corollary 1. Let w(u) = [wk(u)] : Rd → Cm, wherewk ∈ L2(Rd), and C(x) := [(wl ⋆ wk)(x)], x ∈ Rd. Then C ∈ Φ(Rd,Mm).
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Proof. It follows from (9) that
C(x) =
[
(2π)−d
∫
Rd
ei(x,u)wl(u)wk(u)du] , x ∈ Rd.
Nowwe apply Theorem 1 inwhich E = U = Rd,µ is the Lebesguemeasure onRd, f (x, u) = ei(x,u) and F(x, u) := g(u)g∗(u),
where g(u) = [wk(u)] : Rd → Cm (see Remark 1). 
With the additional assumption that eachwk is a real valued function in L1(Rd)∩L2(Rd), Corollary 1 is proved in [5, Remarks
to Theorem 2.4] (see also [8, Theorem 2]).
4. Characterization theorems for cross covariances based on latent dimensions
Let E be a real linear space. If dim E = n ∈ N and e1, . . . , en is a basis in E, then, by definition, we have C(E) =
{f : E → C|f (x1e1 + · · · + xnen) ∈ C(Rn)}. Obviously, these classes do not depend on the choice of the basis in E.
Thus, in this case it is possible to set E = Rn. If dim E = ∞, then, by definition we have that C(E) = {f : E → C|f ∈
C(E0) for all linear finite-dimensional subspaces E0 of E}.
We need more notation for what follows. Let P n+ be the set all finite nonnegative Borel measures on [0,∞)n, n ∈ N, and
Ln :=

ϕ(u1, . . . , un) =
∫ ∞
0
· · ·
∫ ∞
0
e−(u1v1+···+unvn)dµ(v1, . . . , vn), µ ∈ P n+

. (10)
Obviously,L1 = C([0,+∞)) ∩M(0,∞) and∏nk=1 ϕk(uk) ∈ Ln for every ϕk ∈ L1, k = 1, . . . , n.
The following result covers the necessary part of Theorem 1 in [12], and relaxes considerably the hypotheses on the
functions involved.
Theorem 3. Let n ∈ N. For each k = 1, . . . , n, let Ek be real linear spaces, hk strictly positive functions such that hk ∈ C(Ek) and
dk ∈ N. Then the following statements are equivalent:
(1) K(x1, . . . , xn, ϑ1, . . . , ϑn) := ϕ
 ‖x1‖2
h1(ϑ1)
, . . . ,
‖xn‖2
hn(ϑn)
 ∏n
k=1

hk(ϑk)
−dk/2 ∈ Φ(Rd1 × · · · × Rdn × E1 × · · · × En) for all
ϕ ∈ Ln, and withLn as defined in Eq. (10).
(2) e−λhk(ϑk) ∈ Φ(Ek), for all λ > 0, k = 1, . . . , n.
Proof. Let us prove the implication (1) H⇒ (2). For every fixed k = 1, . . . , n in condition (1), we take ϕ(u1, . . . , un) =
ϕk(uk), ϕk ∈ L1, and ϑi = 0 ∈ Ei for i ≠ k. Then ϕk
 ‖xk‖2
hk(ϑk)

(hk(ϑk))−dk/2 ∈ Φ(Rdk × Ek) for all ϕk ∈ L1. By Theorem 2.1 in
Zastavnyi and Porcu [23] we get e−λhk(ϑk) ∈ Φ(Ek) for all λ > 0. This argument fixes the necessary part.
Let us now prove the reverse implication. Let e−λhk(ϑk) ∈ Φ(Ek), for all λ > 0, k = 1, . . . , n. Again by Theorem 2.1 [23],
we have that ϕk
 ‖xk‖2
hk(ϑk)

(hk(ϑk))−dk/2 ∈ Φ(Rdk × Ek) for all ϕk ∈ L1, k = 1, . . . , n. We then take ϕk(uk) = e−ukvk , vk ≥ 0.
Then G(xk, ϑk) := exp

− ‖xk‖2hk(ϑk)vk

(hk(ϑk))−dk/2 ∈ Φ(Rdk × Ek) for every fixed k = 1, . . . , n and all vk ≥ 0. If µ comes
from the representation in Eq. (10) for ϕ ∈ Ln, then
ϕ
 ‖x1‖2
h1(ϑ1)
, . . . ,
‖xn‖2
hn(ϑn)
 n∏
k=1

hk(ϑk)
−dk/2
=
∫ ∞
0
· · ·
∫ ∞
0
n∏
k=1
exp

− ‖xk‖
2
hk(ϑk)
vk
 
hk(ϑk)
−dk/2dµ(v1, . . . , vn) ∈ Φ(Rd1 × · · · × Rdn × E1 × · · · × En).
The proof is completed. 
Proposition 1 in [2] is deduced as a Corollary of the following Proposition.
Proposition 5. Let ϕ ∈ C ([0,+∞)n), n ∈ N, and ∞0 · · · ∞0 ϕ(u21, . . . , u2n)∏nk=1 udk−1k du1 . . . dun < +∞ for some dk ∈ N,
k = 1, . . . , n. Let Ek be real linear spaces, hk, bk ∈ C(Ek), hk strictly positive in its arguments for all k = 1, . . . , n. Then
K(x1, . . . , xn, ϑ1, . . . , ϑn) := ϕ
 ‖x1‖2
h1(ϑ1)
, . . . ,
‖xn‖2
hn(ϑn)
 n∏
k=1
bk(ϑk) ∈ Φ(Rd1 × · · · × Rdn × E1 × · · · × En)
if and only if
gd1,...,dn

s1

h1(ϑ1), . . . , sn

hn(ϑn)
 n∏
k=1
bk(ϑk)

hk(ϑk)
dk/2 ∈ Φ(E1 × · · · × En)
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for every sk ≥ 0, k = 1, . . . , n, where
gd1,...,dn(s1, . . . , sn) :=
∫ ∞
0
. . .
∫ ∞
0
ϕ(t21 , . . . , t
2
n )
n∏
k=1
tdk−1k jdk/2−1(sktk)dt1 · · · dtn.
Proof. For n = 1 this proposition was proved in [23, Lemma 2.2 for ρ(x) = ‖x‖]. For any n ∈ N statement can be proved in
a similar way as Lemma 2.2 in [23].
Let d = d1 + · · · + dn, x = (x1, . . . , xn) ∈ Rd1 × · · · × Rdn = Rd, ϑ = (ϑ1, . . . , ϑn) ∈ E1 × · · · × En =: E. We denote
by FD(Ek), k = 1, . . . , n, the set of all linear finite-dimensional subspaces of Ek. If E0,k ∈ FD(Ek), then, by definition, we have
C0(E0,k) = {f ∈ C(E0,k)|f has compact support}.
Using Bochner’s theorem and the same arguments as in the proof of Lemma 2.1 in [23], we obtain
K(x, ϑ) ∈ Φ(Rd × E) ⇐⇒ K(x, ϑ) ∈ Φ(Rd × E0) for all E0 = E0,1 × · · · × E0,n, E0,k ∈ FD(Ek), k = 1, . . . , n
⇐⇒ K(x, ϑ)
n∏
k=1
gk(ϑk) ∈ Φ(Rd × E0) for all E0 = E0,1 × · · · × E0,n, E0,k ∈ FD(Ek),
and all gk ∈ Φ(E0,k) ∩ C0(E0,k), k = 1, . . . , n
⇐⇒
∫
Rd
∫
E0
ei(x,v)ei(ϑ,u)K(x, ϑ)
n∏
k=1
gk(ϑk)dxdϑ ≥ 0 for all E0 = E0,1 × · · · × E0,n, E0,k ∈ FD(Ek),
gk ∈ Φ(E0,k) ∩ C0(E0,k), k = 1, . . . , n and v ∈ Rd, u ∈ E0.
As for the last integral, a change of variables of the type xk = √hk(ϑk)yk, yk ∈ Rdk , k = 1, . . . , n and Eq. (4) yields that the
last condition is equivalent to∫
E0
ei(ϑ,u)gd1,...,dn(

h1(ϑ1)‖v1‖, . . . ,

hn(ϑn)‖vn‖)
n∏
k=1
gk(ϑk)bk(ϑk)(hk(ϑk))
dk
2 dϑ ≥ 0
for all E0 = E0,1 × · · · × E0,n, E0,k ∈ FD(Ek), gk ∈ Φ(E0,k) ∩ C0(E0,k), k = 1, . . . , n and v ∈ Rd, u ∈ E0,
which holds if and only if
gd1,...,dn(

h1(ϑ1)‖v1‖, . . . ,

hn(ϑn)‖vn‖)
n∏
k=1
gk(ϑk)bk(ϑk)(hk(ϑk))
dk
2 ∈ Φ(E0)
for all E0 = E0,1 × · · · × E0,n, E0,k ∈ FD(Ek), gk ∈ Φ(E0,k) ∩ C0(E0,k), k = 1, . . . , n and v ∈ Rd
⇐⇒ gd1,...,dn

h1(ϑ1)‖v1‖, . . . ,

hn(ϑn)‖vn‖
 n∏
k=1
bk(ϑk)(hk(ϑk))
dk
2 ∈ Φ(E) for all v ∈ Rd.
The proof is thus complete. 
Next result gives the characterization of the class in [2], relaxing the hypotheses on the involved functions ψi, i = 1, 2.
Corollary 2. Let ψi ∈ C([0,+∞)), ψi(t) > 0 for all t ≥ 0, i = 1, 2. The following statements are equivalent:
(1) The condition
f (x, u, v) :=

ψ1
 ‖u‖2
ψ2(‖v‖2)
−d/2 
ψ2(‖v‖2)
−m/2
ϕ

‖x‖2/ψ1
 ‖u‖2
ψ2(‖v‖2)

∈ Φ(Rd × Rm × Rk) (11)
holds for all ϕ ∈ C([0,+∞)) ∩M(0,∞).
(2)

ψ2(‖v‖2)
−m/2 e−λψ1(‖u‖2/ψ2(‖v‖2)) ∈ Φ(Rm × Rk) for all positive λ.
Proof. From Bernstein’s theorem it follows that statement 1 in Corollary 2 is equivalent to condition (11) for functions
ϕ(t) = e−λt for all positive λ. Next, we must apply Proposition 5 with n = 1, d1 = d, E1 = Rm × Rk or Lemma 2.2 [23]. 
Remark 3. Statement 2 in Corollary 2 holds, for example, if ψi ∈ C([0,+∞)), ψi(t) > 0 for all t ≥ 0 and the derivative
ψ ′i ∈ M(0,∞), i = 1, 2. This follows from Theorem 3 (for n = 1), with the additional, well known argument, that if ϕ
is completely monotone on (0,∞) and ψ a Bernstein function, then ϕ ◦ ψ is again completely monotone [3]. Therefore,
condition (11) holds for all ϕ ∈ C([0,+∞)) ∩M(0,∞). This result form = 1 was proved by Apanasovich and Genton [2].
In view of these results, new forms ofmultivariate correlation functionsmay be implemented, with the additional feature
that they are compactly supported. This can be a valid support for the statistical community since there are only fewmodels
for vector valued RF available in the literature. This construction can also be useful for implementing new space–timemodels
that are compactly supported over space and in addition are zonally anisotropic.
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5. Open problems
This section concludes the paper with an interesting open problem. Quasi-arithmetic covariance functions have been
proposed in a recent paper by [13]. Although their construction is completely general, we refer here to the special
characterization offering positive definite functions on space–time. Forϕ amapping admitting proper inverse,CS(·) ∈ Φ(Rd)
a spatial covariance function, and CT (·) ∈ Φ(R) a temporal one, [13] establish a sufficient condition for
CST (x, t) := ϕ

ϕ−1 ◦ CS(x)
2
+ ϕ
−1 ◦ CT (t)
2

(12)
to belong to the classΦ(Rd×R). An open problem is connected to the complete characterization of this class, that is covering
the necessary part.
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