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Abstract
In this paper, we present a two-stage prediction–correction method for solving monotone variational inequalities. The method
generates the two predictors which should satisfy two acceptance criteria. We also enhance the method with an adaptive rule to
update prediction step size which makes the method more effective. Under mild assumptions, we prove the convergence of the
proposed method. Our proposed method based on projection only needs the function values, so it is practical and the computation
load is quite tiny. Some numerical experiments were carried out to validate its efﬁciency and practicality.
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1. Introduction
The variational inequalities have numerous applications in the ﬁelds of control theory,mechanics, physics, economics
and engineering sciences[1–3,6], etc. Let ⊂ Rn be a nonempty closed convex set and F : Rn → Rn be a continuous
monotone mapping from Rn into Rn. In this paper, we consider the following variational inequality abbreviated as
VI(, F ): determine an element u∗ ∈  such that
(u − u∗)TF(u∗)0, ∀u ∈ . (1.1)
The projection-type method has been applied widely to solve VI(, F ) due to its simple implementation. It came
originally from the Goldstein–Levitin–Polyak gradient projection method [5,16]. It is well known that this method
depends on the Lipschitz constant and the uniform strong monotone modulus which are too expensive to estimate
or cannot be calculated. To overcome these drawbacks, various projection-based methods have been yielded. The
extra-gradient method [15] ﬁrst proposed by Korpelevich is considerably a simple projection method. Its convergence
requires the Lipschitz continuity of F and the acknowledgment of the Lipschitz constant, but this is also not practical
in real-life problems. Numerous variant modiﬁcations of extra-gradient method [8,9,11–14,17] have been developed.
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Fig. 1. One iteration of the PPC method.
They require an Armijo-like line search technique to compute the step size dynamically. Recently, a projection-based
prediction–correction (abbreviated as PC) method was presented in [9,11]. This PC method generates the iteration via
the following iterative schemes:
(P ) uk1 = P[uk − kF (uk)],
(C) uk+1 = P[uk − kkF (uk1)],
where P[·] is the projection from Rn onto . The PC method is an improvement of the extra-gradient method, it
chooses an optimal k in the correction which could improve the convergence behavior. Since it only needs projections
and function values, it is often used in practical computations. We should note that this PC procedure is a Jacobian
form, similar to an Euler form. Inspired by the multi-stage Runge-Kutta form and the PC method in [9,11], we propose
a new method to solve VI(, F ). Our method is based on projection and generates the sequences via the following
recursions:
(P ) uk1 = P[uk − kF (uk)],
(P ) uk2 = P[uk1 − kF (uk1)],
(C) uk+1 = P[uk − kkF (uk2)].
This method includes two prediction steps and one correction step, so we call it two-stage prediction–correctionmethod
(abbreviated as PPC). Our PPC method consists of three key features: ﬁrst, it dispenses with the Lipschitz continuity.
The convergence of the method only requires that the monotone mapping F is continuous which is more relaxed than
Lipschitz continuity. Second, the addition of the prediction step in PPC method usually tends to yield a better direction
which drives the new iteration more closer to the solution. In order to see this, we illustrate the PPC procedure in Fig.
1. We can observe from Fig. 1 that −F(uk2) may be a better direction than −F(uk1). And this suggests that it may make
more rapid progress toward the solution. The preliminary numerical results show that PPC usually outperforms PC in
both CPU-time and the number of mapping evaluations, although F is evaluated three times in each iteration while
the PC method requires two. Third, we choose the prediction step size k adaptively from iteration to iteration. By
choosing the step size wisely, the proposed method could avoid extra function evaluations per iteration.
The rest of this paper is organized as follows. In Section 2, we give some preliminaries for the latter analysis. We
propose our method in detail in Section 3. In Section 4, we show that the proposed method is well deﬁned. Furthermore,
it is shown that the method converges under mild assumptions. Some numerical results will be reported in Section 5 to
show the effectiveness of the proposed method. Finally, in Section 6, we make the conclusions and discuss our further
research.
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2. Preliminaries
In this section, we give some necessary deﬁnitions, state some assumptions and introduce the notations used through-
out the paper.
Deﬁnition 2.1. The mapping F is said to be monotone if and only if
(u − u˜)T(F (u) − F(u˜))0, ∀u, u˜.
The following well-known results will be often used in this paper.We summarize them in the following lemmas. For
the complete proofs, the readers can see the references.
Lemma 2.1. Let  be a closed convex set in Rn, then the following statements hold:
1)(v − P(v))T(u − P(v))0, ∀v ∈ Rn and ∀u ∈ ; (2.1)
2)‖P(v) − u‖2‖v − u‖2 − ‖v − P(v)‖2, ∀v ∈ Rn and ∀u ∈ ; (2.2)
3)‖P(v) − P(v˜)‖2(v − v˜)T(P(v) − P(v˜)), ∀v, v˜ ∈ Rn. (2.3)
Proof. See [18]. 
Lemma 2.2. Let  be a closed convex set in Rn, then u∗ is a solution of VI(, F ) if and only if
u∗ = P[u∗ − F(u∗)], ∀> 0. (2.4)
Proof. See [1], p. 267. 
Hence, solving VI(, F ) is equivalent to ﬁnding a zero point of the residue function
e(u, ) = u − P[u − F(u)], > 0. (2.5)
Generally, the term ‖e(u)‖ (denotes ‖e(u, 1)‖) is referred to as the error bound of VI(, F ), since it measures the
distance of u from the solution set.
Lemma 2.3. For any u ∈ Rn and ˜> 0, we have
‖e(u, )‖‖e(u, ˜)‖ (2.6)
and
‖e(u, ˜)‖
˜
 ‖e(u, )‖

. (2.7)
Proof. See [19] for a simple proof. 
Lemma 2.4. Let  be a closed convex setRn and F :  → Rn be continuous and monotone, then the solution set of
the VI(, F ) is convex.
Proof. See [2, pp. 158–159]. 
Assumptions.
1.  is a simple closed convex set. Here a set said to be simple means that the projection onto the set is simple to
carry out, for example, the positive orthant, a ball or a box.
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2. F(u) is continuous and monotone with respect to .
3. The solution set of VI(, F ), denoted by ∗, is nonempty.
Under these assumptions and Lemma 2.4, we can easily get that the solution set∗ ofVI(, F ) is closed and convex.
For any u ∈ , we denote the Euclidean distance from u to ∗ by
dist(u,∗) := min{‖u − u∗‖|u∗ ∈ ∗}.
It is clear that
dist(u,∗) = 0 ⇐⇒ e(u) = 0.
3. The two-stage PC algorithm
In this section, we describe our PPC method and give some remarks. The proposed method generates two predictors
and evaluates F three times per iteration.We incorporate the algorithm with anArmijo-like line search similar to [9,11]
in which k should satisfy two Criteria. We also adjust k adaptively in order to make it a good starting step size for
the next iteration. We present the algorithm in detail as follows:
The general framework of the two-stage PC algorithm
Step 1: (Initialization) Given u0 ∈  and a convergence tolerance > 0, 0 = 1, > 1,  ∈ (0,
√
2),  ∈ (0, 2),
	 ∈ (0, 1), 
1 ∈ (0, 	), 
2 ∈ (	, ) and let k = 0.
Step 2: (Termination check) If ‖e(uk, 1)‖, then terminate the algorithm and return uk; otherwise, continue.
Step 3: (Two-stage prediction step)
(1) For a given uk ∈  , calculate the two predictors
uk1 = P[uk − kF (uk)], (3.1a)
uk2 = P[uk1 − kF (uk1)]. (3.1b)
(2) (Termination check) If ‖e(uk1, 1)‖, then stop the algorithm and return uk1; otherwise, continue.
(3) (Two acceptance criterions) If k satisﬁes both
r1 := ‖k[(u
k
1 − uk2)T(F (uk) − F(uk1)) − (uk − uk2)T(F (uk1) − F(uk2))]‖
‖uk1 − uk2‖2
2 (3.2)
and
r2 := ‖k(F (u
k
1) − F(uk2))‖
‖uk1 − uk2‖
, (3.3)
then go to Step 4; otherwise, continue.
(4) Perform an Armijo-like line search via reducing k
k := k ∗
0.8
max(r1, 1)
(3.4)
and go to Step 3.
Step 4: (Correction step) Take the new iteration uk+1, called corrector, by setting
uk+1 = P[uk − kkF (uk2)], (3.5)
where
k = ∗k, ∗k =
(uk − uk2)Td(uk1, uk2)
‖d(uk1, uk2)‖2
(3.6)
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and
d(uk1, u
k
2) := (uk1 − uk2) − k(F (uk1) − F(uk2)). (3.7)
Step 5: (Adjusting) Adaptive rule of choosing a suitable k+1 as the start prediction step size for the next iteration
(1) Prepare a proper k+1,
k+1 :=
{k ∗ 	/r2 if r2
1,
k ∗ 	/r2 if r2
2,
k otherwise.
(3.8)
(2) Return to Step 2, with k replaced by k + 1.
Remark 3.1. How to choose an optimal k in Step 4 is an important issue. The Criterion 3.2 in step 3 only could
ensure k > 0. In order to obtain a lower bound (away from zero) on k , we need Criterion 3.3. We will discuss these
issues in the next section.
Remark 3.2. In Step 6, we update k adaptively according to (3.8) for the next iteration. If r2 is smaller than 
1, which
implies that the k is doing a good job in current iteration, it is intuitive to try a more ambitious increase. If r2 is larger
than 
2, it indicates that the k will be too large for the next iteration and will increase the number of Armijo-like
line searches. So, we choose k+1 to be only modestly smaller than k to avoid expensive implementations in the next
iteration. The proposed method can make a more rapid progress by such judicious choice.
4. Convergence results
In this section, we present a convergence result for the PPC method. We only need that F is continuous. First, we
show that the algorithm is well deﬁned. To see this, we need to show that the Armijo-like line search procedure is well
deﬁned.
Lemma 4.1. In the kth iteration, if ‖e(uk, 1)‖> , then the Armijo-like line search procedure with Criterion (3.2) and
(3.3) is ﬁnite.
Proof. Assume for contradiction that k does not satisfy Criterion (3.2) or (3.3) in ﬁnite Armijo-like line search
procedure. Consequently, k → 0 (see (3.4)). Without losing generality, we can assume k < 1. Let us consider two
possible cases.
Case 1: Criterion (3.2) fails to be satisﬁed. It follows that
2‖uk1 − uk2‖2 < ‖k[(uk1 − uk2)T(F (uk) − F(uk1)) − (uk − uk2)T(F (uk1) − F(uk2))]‖.
This implies that either
1
2
2‖uk1 − uk2‖2 < ‖k(uk1 − uk2)T(F (uk) − F(uk1))‖ (4.1)
or
1
2
2‖uk1 − uk2‖2 < ‖k(uk − uk2)T(F (uk1) − F(uk2))‖ (4.2)
holds.
If (4.1) holds, by using the Cauchy–Schwarz inequality and dividing both sides of (4.1) by k , we have that
2‖uk1 − uk2‖
2k
< ‖F(uk) − F(uk1)‖. (4.3)
Note that
‖uk1 − uk2‖ = ‖uk1 − P[uk1 − kF (uk1)]‖ = ‖e(uk1, k)‖, (4.4)
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substituting above equality into (4.3) and using inequality (2.7), we ﬁnd that
1
2
2‖e(uk1, 1)‖
2‖e(uk1, k)‖
2k
< ‖F(uk1) − F(uk2)‖. (4.5)
It is easy to see that uk1 → uk, uk2 → uk (since k → 0). Consequently, F(uk1) → F(uk), F (uk2) → F(uk) and
e(uk1, 1) → e(uk, 1) due to continuity of F(u) and e(u, 1), respectively. When we take k → 0 in (4.5), we get‖e(uk, 1)‖0. But this contradicts the assertion that < ‖e(uk, 1)‖.
Let us turn to deal with (4.2). Since uk is bounded, then we have ‖F(uk)‖M . Note that
‖uk − uk1‖ = ‖uk − P[uk − kF (uk)]‖‖kF (uk)‖kM ,
where the ﬁrst inequality comes from the inequality (2.2). Then we have
‖uk − uk2‖‖uk − uk1‖ + ‖uk1 − uk2‖‖kF (uk)‖ + ‖uk1 − uk2‖kM + ‖uk1 − uk2‖. (4.6)
In (4.2), using Cauchy–Schwarz inequality and (4.6), we get immediately,
1
2
2‖uk1 − uk2‖2 < k‖uk − uk2‖‖F(uk1) − F(uk2)‖k(kM + ‖uk1 − uk2‖)‖F(uk1) − F(uk2)‖. (4.7)
Dividing both sides of (4.7) by 2k , using the equality (4.4) and inequality (2.7) again, we obtain
1
2
2‖e(uk1, 1)‖2
2‖e(uk1, k)‖2
22k
<
(
M + ‖e(u
k
1, k)‖
k
)
‖F(uk1) − F(uk2)‖. (4.8)
By taking k → 0 in above inequality, we obtain ‖e(uk, 1)‖0. Therefore, ‖e(uk, 1)‖= 0, contradicting that uk is not
a solution.
Case 2: Condition (3.3) is violated. Then we must have
‖uk1 − uk2‖< ‖k(F (uk1) − F(uk2))‖. (4.9)
The proof is quite similar to the Case 1. Dividing both sides of (4.9) by k and taking k → 0, we get the contradiction.
From the above observations, we assert that our proposed algorithm is well deﬁned. 
Now, we analyze the convergence of the PPC algorithm. Let u∗ ∈ ∗ be any solution of VI(, F ) and
k() := ‖uk − u∗‖2 − ‖uk+1 − u∗‖2, (4.10)
which measures the progress gained at the kth iteration. Note that the progress k() is a function of the step length 
in the correction step. It makes intuitive sense to consider maximizing this function by seeking an optimal parameter
. The solution u∗ is not known exactly in practice, so we cannot maximize k() directly. The following task is to
offer a lower bound of k() that does not include the unknown solution u∗. The lemma, stated below, is devoted to
this purpose.
Lemma 4.2. For given uk ∈ , let uk1, uk2 be the predictors produced by (3.1a), (3.1b) and uk+1 be the corrector
(dependent on ) produced by (3.5), then we have
k()‖uk − uk+1 ‖2 + 2(uk+1 − uk2)T(uk1 − uk2 − k(F (uk1) − F(uk2))). (4.11)
Moreover,
k()k(), (4.12)
where
k() = 2(uk − uk2)Td(uk1, uk2) − 2‖d(uk1, uk2)‖2. (4.13)
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Proof. Since uk+1 = P[uk − kF (uk2)], setting v = uk − kF (uk2) and u = u∗ in (2.2), we obtain
‖uk+1 − u∗‖2‖uk − u∗ − kF (uk2)‖2 − ‖uk − uk+1 − kF (uk2)‖2
= ‖uk − u∗‖2 − ‖uk − uk+1 ‖2 − 2k(uk − u∗)TF(uk2) + 2k(uk − uk+1 )TF(uk2)
‖uk − u∗‖2 − ‖uk − uk+1 ‖2 − 2k(uk − uk2)TF(uk2) + 2k(uk − uk+1 )TF(uk2). (4.14)
The second inequality follows directly from the fact that
(uk2 − u∗)TF(uk2)(uk2 − u∗)TF(u∗)0.
Recalling the deﬁnition of k(), we have
k()‖uk − uk+1 ‖2 + 2k(uk+1 − uk2)TF(uk2). (4.15)
Since uk2 = P[uk1 − kF (uk1)] ∈ , setting v = uk1 − kF (uk1), u = uk+1 in (2.1), we have
0(uk+1 − uk2)T(uk1 − uk2 − kF (uk1)). (4.16)
Multiplying (4.16) by 2 and adding (4.15), we ﬁnd that
k()‖uk − uk+1 ‖2 + 2(uk+1 − uk2)T(uk1 − uk2 − k(F (uk1) − F(uk2))),
verifying the ﬁrst statement.
Now, using the notation deﬁned in (3.7) and some rearrangements, we get
k()‖uk − uk+1 ‖2 + 2(uk+1 − uk)Td(uk1, uk2) + 2(uk − uk2)Td(uk1, uk2)
= ‖uk − uk+1 − d(uk1, uk2)‖2 − 2‖d(uk1, uk2)‖2 + 2(uk − uk2)Td(uk1, uk2)
2(uk − uk2)Td(uk1, uk2) − 2‖d(uk1, uk2)‖2. (4.17)
The proof is complete. 
k() is a lower bound of k() and a concave quadratic function of . k() reaches its maximum at
∗ = (u
k − uk2)Td(uk1, uk2)
‖d(uk1, uk2)‖2
.
This is just the same ∗k in (3.6).
Now, in order to prove the fact that ∗ is bounded away from zero, we need the lemma below. For convenience of
later analysis, we use the following notations:
1 = (uk1 − uk2)Td(uk1, uk2) = ‖uk1 − uk2‖2 − k(uk1 − uk2)T(F (uk1) − F(uk2)) (4.18)
and
2 = (uk − uk1)Td(uk1, uk2) = (uk − uk1)T(uk1 − uk2) − k(uk − uk1)T(F (uk1) − F(uk2)), (4.19)
then (uk − uk2)Td(uk1, uk2) = 1 + 2.
Lemma 4.3. For given uk ∈ , let uk1, uk2 be the predictors produced by (3.1a) and (3.1b), then we have
2‖uk1 − uk2‖2 + k[(uk1 − uk2)T(F (uk) − F(uk1)) − (uk − uk1)T(F (uk1) − F(uk2))]. (4.20)
Proof. Note that uk1 = P[uk − kF (uk)], uk2 = P[uk1 − kF (uk1)], we can apply (2.3) with v = uk − kF (uk),
v˜ = uk1 − kF (uk1) to obtain
(uk − kF (uk) − (uk1 − kF (uk1)))T(uk1 − uk2)‖uk1 − uk2‖2.
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By some manipulations, we have
(uk − uk1)T(uk1 − uk2)‖uk1 − uk2‖2 + k(uk1 − uk2)T(F (uk) − F(uk1)). (4.21)
Using (4.21) and the deﬁnition of 2 (see (4.19)), we obtain
2‖uk1 − uk2‖2 + k[(uk1 − uk2)T(F (uk) − F(uk1)) − (uk − uk1)T(F (uk1) − F(uk2))],
as claimed. 
Lemma 4.4. Let uk1, u
k
2 be the predictors produced by (3.1a), (3.1b), and ∗k is deﬁned in (3.6), then
∗k
2 − 2
(1 + )2 . (4.22)
∗k is bounded away from zero.
Proof. Applying the Lemma 4.3 and Criterion (3.2), we have
1 + 2
(4.2)
 ‖uk1 − uk2‖2 − k(uk1 − uk2)T(F (uk1) − F(uk2))
+ ‖uk1 − uk2‖2 + k[(uk1 − uk2)T(F (uk) − F(uk1)) − (uk − uk1)T(F (uk1) − F(uk2))]
= 2‖uk1 − uk2‖2 + k[(uk1 − uk2)T(F (uk) − F(uk1)) − (uk − uk2)T(F (uk1) − F(uk2))]
(3.2)
 2‖uk1 − uk2‖2 − 2‖uk1 − uk2‖2
= (2 − 2)‖uk1 − uk2‖2. (4.23)
Recalling the deﬁnition of d(uk1, u
k
2) (see (3.6)) and applying Criterion (3.3), it is easy to see that
‖d(uk1, uk2)‖2(‖uk1 − uk2‖ + ‖k(F (uk1) − F(uk2))‖)2(1 + )2‖uk1 − uk2‖2. (4.24)
Moreover, by using (4.23) together with (4.24), we get
∗k =
1 + 2
‖d(uk1, uk2)‖2
 2 − 
2
(1 + )2 > 0,  ∈ (0,
√
2).
The proof is complete. 
Theorem 4.1. Let uk+1 = uk+1(∗k) be the new iteration. Then for any u∗ ∈ ∗ and  ∈ (0, 2), we have
‖uk+1 − u∗‖2‖uk − u∗‖2 − (2 − )(2 − 
2)2
(1 + )2 ‖u
k
1 − uk2‖2. (4.25)
Proof. Note that for  ∈ (0, 2), by some simple manipulations we obtain
k(
∗)
(4.12)
 k(∗k)
(3.6),(4.13)= ∗k(2 − )(uk − uk2)Td(uk1, uk2)
(4.22),(4.23)
 (2 − )(2 − 
2)2
(1 + )2 ‖u
k
1 − uk2‖2. (4.26)
Then the assertion follows from (4.26) immediately. 
It follows from Theorem 4.1 that there is a constant c > 0 such that
‖uk+1 − u∗‖2‖uk − u∗‖2 − c‖uk1 − uk2‖2, ∀u∗ ∈ ∗. (4.27)
We now present the convergence result of the proposed PPC method.
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Theorem 4.2. If inf∞k=0k := > 0, then any cluster point of the sequence {uk1} generated by the proposed method is
a solution of VI(, F ).
Proof. It follows from (4.27) that {uk} is a bounded sequence and
lim
k→∞ ‖u
k
1 − uk2‖ = 0.
Consequently, {uk1} is also bounded, it has at least a cluster point. Let u∞ be a cluster point of {uk1} and the subsequence
{ukj1 } converges to u∞. Using the continuity of e(u, ) and inequality (2.6), it follows that
‖e(u∞, )‖ = lim
kj→∞
‖e(ukj , )‖ lim
kj→∞
‖e(ukj , kj )‖ = limkj→∞ ‖u
kj
1 − u
kj
2 ‖ = 0.
This means that u∞ is a solution of VI(, F ). 
Remark 4.1. Many iterative algorithms(see [2, Chapter 12]) for solving monotone VI(, F ) use ‖e(u)‖ as a residual
function for computational purposes since the actual distance ‖u − u∗‖ is usually not computable. It is important to
understand the fact that ‖e(u)‖ is smaller does not necessarily imply that ‖u−u∗‖ is smaller in all the cases. However,
‖e(u)‖ε is usually used as a surrogate of ‖u−u∗‖ε to estimate the accuracy of the method. Imposing some strong
condition, there exists some nice results about the relation between ‖e(u)‖ and ‖u − u∗‖. The interested readers can
consult [2] and the references therein.
5. Numerical experiments
We implemented the PPC algorithm in Matlab and ran a test series on a Pentium 4 2.6Ghz desktop computer. We
also tested the PC algorithm for comparison of their performance.
Example 1. To generate a set of test instances we proceeded as follows: we set F(u) = D(u) + Mu + q, where
D(u) ∈ Rn is nonlinear part of F(u) and M is a matrix. Let Dj(u) = aj × arctan(uj ), here, aj is a random parameter
in (0,1). We use the structure of M in [11,7] where M =ATA+B and A ∈ Rn×n is generated randomly in the interval
(−5,+5) and B ∈ Rn×n is a skew-symmetric generated by the same way. The entries of q is generated from a uniform
distribution in (−500, 500) or (0, 500).We use the following choice of parameters in the PPC algorithm: 0=1, 	=0.7,

1 = 0.2, 
2 = 0.95, = 0.95, = 10, = 1.9.We employ ‖e(u, 1)‖10−7 as the stopping criterion and choose u0 = 0
as the initial iterative point in both algorithms. We report the numbers of iteration, the mapping evaluations and the
CPU-time for various problem sizes in Tables 1 and 2.
Table 1
Number of iterations, mapping evaluations and CPU-time for q ∈ (−500, 500)
Problem size n PC algorithm PPC algorithm
No. It. No. F CPU-T(s) No. It. No. F CPU-T(s)
100 259 546 0.078 109 340 0.031
200 354 747 0.140 77 244 0.032
300 404 831 0.344 86 257 0.109
400 357 754 1.157 103 345 0.562
500 397 836 1.860 122 405 0.968
600 326 688 2.031 105 342 1.000
800 321 676 3.650 98 323 1.797
1000 341 717 5.500 96 301 2.297
1400 366 773 11.141 134 432 6.094
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Table 2
Number of iterations, mapping evaluations and CPU-time for q ∈ (−500, 0)
Problem size n PC algorithm PPC algorithm
No. It. No. F CPU-T(s) No. It. No. F CPU-T(s)
100 488 1028 0.125 179 554 0.078
200 684 1439 0.281 248 843 0.156
300 751 1581 0.578 289 968 0.344
400 893 1879 2.875 341 1076 1.656
500 950 1997 4.579 358 1156 2.594
600 916 1927 5.735 316 1076 3.187
800 797 1673 9.359 272 831 4.641
1000 929 1952 15.678 355 1172 9.360
1400 1102 2306 34.156 411 1347 20.390
Table 3
Number of iterations, mapping evaluations and CPU-time for different ε
Accuracy ε PC algorithm PPC algorithm
No. It. No. F CPU-T(s) No. It. No. F CPU-T(s)
10−6 201 409 0.047 89 318 0.032
10−7 245 497 0.047 105 380 0.046
10−8 289 585 0.094 113 404 0.062
10−9 322 651 0.140 130 461 0.079
Note that both the number of the function evaluations and computation time required by the PPC algorithm are
much smaller than the PC algorithm. This is not surprising although the PPC needs more function evaluations per
iteration than the PC. The numerical results indicate that the PPC may usually produce a better search direction which
enables the problems to be solved more quickly. It is also important to recognize that the PPC includes an adaptive rule
adjusting  to be a proper step size for the next iteration, this also improve its performance. From the Tables, one can
observe that the computational cost of the PPC is just about 60% of the PC. The saving is remarkable. The comparison
demonstrates the effectiveness of the PPC algorithm.
Example 2. The second example is derived from [4] and also used in [10]. The solution of this problem is u∗ =
[1, 1, 1, 1, 1]T. We use the same starting point u0 = [35,−31, 11, 5,−5] as in [10] for both PC and PPC method. For
comparison of their accuracy, we employ ‖uk − u∗‖ε as the stopping criterion and use variant accuracy ε. We report
the numbers of iteration, the number of mapping evaluation and the CPU-time for different accuracy ε in Table 3.
From the experiment results, we note that both PC and PPC method are effective methods to obtain a good accuracy.
We also observe that PPCmethod is faster and needs less function evaluations to reach the same accuracy. These results
verify PPC’s efﬁciency.
6. Conclusion
In this paper, we have demonstrated our proposed PPC method to solve VI(, F ). It only needs function values
and the implementation is easy. The adaptive rule is an enhancement for the PPC. The numerical experiments show
the effectiveness of our PPC. The PC and PPC methods have some common weaknesses. They are both one-step
procedures which only use the current function information, so they do not use previous known information effectively.
How to construct some promising multi-step multi-stage methods to use previous information effectively is our further
discussion.
X. Fu / Journal of Computational and Applied Mathematics 214 (2008) 345–355 355
Acknowledgments
We would like to thank the referees very much for their valuable comments and suggestions.
References
[1] D.P. Bertsekas, J.N. Tsitsiklis, Parallel and Distributed Computation, Numerical Methods, Prentice-Hall, Englewood Cliffs, NJ, 1989.
[2] F. Facchinei, J.S. Pang, Finite-dimensional Variational Inequalities and Complementarity Problems, Springer Series in Operations Research,
Spinger, Berlin, 2003.
[3] M.C. Ferris, J.S. Pang, Engineering and economic applications of complementarity problems, SIAM Rev. 39 (1997) 669–713.
[4] R. Fletcher, Practical Methods for Optimization, Wiley, NewYork, 1985.
[5] A.A. Goldstein, Convex programming in Hilbert space, Bull, Amer. Math. Soc. 70 (1964) 709–710.
[6] P.T. Harker, J.S. Pang, Finite-dimensional variational inequality and nonlinear complementarity problems: A survey of theory, algorithms and
applications, Math. Programming 48 (1990) 161–220.
[7] P.T. Harker, J.S. Pang,A damped newton method for the linear complementarity problem, Lecture Notes inApplied Mathematics, 26, Springer,
Berlin, 1990, pp. 265–284.
[8] B.S. He, Inexact implicit methods for monotone general variational inequalities, Math. Programming 86 (1999) 199–217.
[9] B.S. He, L.Z. Liao, Improvements of some projection methods for monotone nonlinear variational inequalities, J. Optim. Theory. Appl. 112
(2002) 111–128.
[10] B.S. He, H. Yang, C.S. Zhang, A modiﬁed augmented Lagrangian method for a class of monotone variational inequalities, Eur. J. Oper. Res.
159 (2004) 35–51.
[11] B.S. He, X.M.Yuan, J.J. Zhang, Comparison of two kinds of prediction-correction methods for monotone variational inequalities, Comp. Opt.
Appl. 27 (2004) 247–267.
[12] A.N. Iusem, B.F. Svaiter, A variant of Korpelevich’s method for variational inequalities with a new search strategy, Optimization 42 (1997)
309–321.
[13] E.N. Khobotov, Modiﬁcation of the extragradient method for solving variational inequalities and certain optimization problems, U.S.S.R.
Comput. Math. Phys. 27 (1987) 120–127.
[14] I.V. Konnov, A Class of combined iterative methods for solving variational inequalities, J. Optim. Theory Appl. 94 (1997) 667–693.
[15] G.M. Korpelevich, The extragradient method for ﬁnding saddle points and other problems, Ekonomika i Matematchkie Metody 6 (1996) 1–50.
[16] E.S. Levitin, B.T. Polyak, Constrained minimization problems, U.S.S.R. Comput. Math. Phys. 6 (1966) 1–50.
[17] D. Sun, A class of iterative methods for nonlinear projection equations. J. Optim. Theory Appl. 91 (1996) 123–140.
[18] E.H. Zarantonello, in: E.H. Zarantonello (Ed.), Projections on convex sets in Hilbert space and spectral theory, Contributions to Nonlinear
Functional Analysis, Academic Press, NewYork, NY, 1971.
[19] T. Zhu, Z.G.Yu, A simple proof for some important properties of the projection mapping, Math. Ineq. Appl. 7 (2004) 453–456.
