Difference-in-differences (DID) is a widely used approach for drawing causal inference from observational panel data. Two common estimation strategies for DID are outcome regression and propensity score weighting. In this paper, motivated by a real application in traffic safety research, we propose a new double-robust DID estimator that hybridizes regression and propensity score weighting. We particularly focus on the case of discrete outcomes. We show that the proposed double-robust estimator possesses the desirable large-sample robustness property. We conduct a simulation study to examine its finite-sample performance and compare with alternative methods. Our empirical results from a Pennsylvania Department of Transportation data suggest that rumble strips are marginally effective in reducing vehicle crashes.
Introduction
Difference-in-differences (DID) is a popular evaluation strategy used across a range of disciplines. It uses data with a time dimension to control for unobserved but fixed confounding, and identifies causal effects by contrasting the change in outcomes pre-and post-treatment, among the treated and control groups (Ashenfelter, 1978; Ashenfelter and Card, 1985) . The most common DID setting is a beforeafter design, in which the treated and control units are genuinely comparable. For example, DID often exploits a policy shift that occurred in one region but not in an adjacent region (Card and Krueger, 1994) .
The key assumption of DID is parallel trend, that is, the counterfactual trend behavior of treatment and control groups, in the absence of treatment, is the same (Heckman et al., 1997) .
The target causal estimand in DID is a version of the average treatment effect for the treated (ATT).
Estimation of ATT in DID is traditionally tied with a fixed effects outcome regression model (Angrist and Pischke, 2009) . Though flexible, the regression method relies on strong assumptions such as homogenous and additive effects, and can be sensitive to model misspecification. Alternatively, Abadie (2005) proposed a semiparametric estimator for DID based on inverse probability weighting (IPW) where only a model for the propensity score but not the outcome is specified. The IPW estimator is more robust to misspecification, but may be inefficient compared to an outcome regression. Outside the DID context, the double-robust (DR) method (Bang and Robins, 2005) that augments an IPW estimator by an outcome regression have received much attention in causal inference. A DR estimator is consistent if either the outcome model or the propensity score model, but not necessarily both, is correctly specified (Scharfstein et al., 1999) , and it is semiparametrically efficient when both models are correctly specified (Robins et al., 1994 (Robins et al., , 1995 Robins and Ritov, 1997) . However, most DR methods focus on the average treatment effect (ATE) estimand rather than ATT. In this paper, the intrinsic connection between Abadie's DID estimator and the IPW technique motivates us to devise a new double-robust DID estimator for ATT, and we show it possesses the desirable large-sample robustness property.
Our method is motivated from a real application to traffic safety research. Specifically, we wish to evaluate the impact of installing rumble strips-a low-cost traffic safety countermeasure-on vehicle crashes. Due to ethical and practical constraints with roadway safety experimentation, observational studies are routinely used for such evaluations. The state-of-the-art method in traffic safety evaluationthe Empirical Bayes (EB) approach-adopts a treatment-control before-after design (Hauer, 1997) , where the crash outcomes in a number of comparable treated and control sites were recorded both before and after the safety countermeasure was installed. This design fits naturally into the DID framework, but to our knowledge, the connection was never made in the literature. In fact, the EB approach is entirely regression-based and comes without a causal interpretation. As a robust alternative to EB, a recent stream of research advocate to apply propensity score methods to the after period data alone (Karwa et al., 2011; Wood et al., 2015a,b; Wood and Donnell, 2016) . However, ignoring the data in the before period may present a major information loss and fail to adjust for the time trend. In contrast, our proposed double-robust estimator combines the virtues of the regression-based and the propensity score weighting estimators for before-after studies. Because the outcome is count data in the transportation application, we particularly focus on the case of discrete outcomes in our modeling and estimation.
The rest of the paper is organized as follows. Section 2 defines the causal estimands, and introduces DID estimators: outcome regression, propensity score weighting and the proposed double-robust estimators. Section 3 presents the application to highway crash data collected by the Pennsylvania Department of Transportation. Section 4 further illustrates the DID estimators through simulations mimicking the traffic safety study. Section 5 concludes.
Causal Inference via Difference-in-Differences

Causal estimands
We introduce the notation in the context of the evaluation of rumble strips (i.e., treatment). We consider the basic two-period two-group DID design. Assume a sample of traffic sites-units of analysisindexed by i = 1, . . . , N , belong to one of the two groups, with G i = 1 indicating that rumble strips were applied in the after period, i.e. the treatment group, and G i = 0 indicating that rumble strips were not applied in either period, i.e., the control group. Units in both groups are followed in two periods of time, with T = t and T = t + 1 denoting the before and after period, respectively. For each unit i, let D iT be the observed treatment status at period T . Since none of the traffic sites received treatment in the before period, we have D it = 0 for all i. Because the treatment is only administered to one group (G i = 1) in the after period, D i,t+1 = 1 for all units in group G i = 1 and G i = D i,t+1 for all i. We make the Stable Unit Treatment Value Assumption (SUTVA), meaning no interference between units and no different versions of the treatment, which is deemed reasonable in this application. Under SUTVA, each unit has two potential crash counts in each period, Y iT (0) and Y iT (1), and only the one corresponding to the observed treatment status, Y iT = Y iT (D iT ), is observed. The DID design allows us to write
is also observed for each unit. We denote the collection of observed data by
and assume that the Z i 's are independent and identically distributed from some common distribution
F(Z).
In traffic safety studies, safety countermeasures are usually applied only to selected pilot sites before rolling out to a larger scale. The scientific interest lies in the Crash Modification Factor (CMF)-the ratio between the expected observed outcome after the installation and the expected counterfactual outcome had the countermeasure not been installed in the pilot sites. Using the potential outcome notation, the CMF estimand is
where we denote
. Because the crash outcomes are count data, τ CMF is a causal rate ratio that quantifies the relative average change in crash counts due to rumble strip installation among the treated. The scale-free τ CMF is a ratio version of the average treatment effect among the treated (ATT) estimand. Here, to characterize the causal rate difference in the absolute scale, we also define an additive version-the Crash Frequency Difference (CFD):
We argue that using the pair of parameters (τ CFD , τ CMF ) instead of τ CMF alone presents a more complete picture of the effectiveness of safety countermeasures.
Assumptions
Estimands τ CFD and τ CMF are functions of θ 1 and θ 0 . Under SUTVA, θ 1 is nonparametrically identified:
, with a consistent moment estimator
In contrast, θ 0 -the expected counterfactual outcome in the absence treatment at time T = t + 1-must rely on additional restrictions to identify. Following the convention in DID, we impose the parallel trend assumption,
Assumption 1 imposes that, conditional on the pre-treatment covariates X i , the average outcomes in the treated and control groups, in the absence of treatment, would have followed a parallel path over time. The quantity θ 0 is therefore identified under Assumption 1 as
where both terms of the right hand side of the equation involve only expectations of observed data.
It is important to note that a direct DID estimator that useŝ
to estimate θ 0 neglects the pre-treatment covariate information and is subject to selection bias. In fact,
is only consistent to θ 0 under the unconditional version of the parallel trend assumption, i.e.,
, which is arguably stronger than Assumption 1. On the other hand, unlike the standard unconfoundedness condition usually assumed for the cross-sectional data, Assumption 1 does not necessarily assume that X controls for all sources of confounding. Indeed, DID allows for unobserved confounders to affect treatment assignment as long as their impact on the potential outcomes is both separable and time-invariant (Lechner, 2011) . Assumption 1 is generally untestable and may be questionable in practice. As an indirect way to assess the plausibility of parallel trend, in this application, we will conduct a "no treatment" evaluation by performing DID analyses for crash outcomes from two pre-treatment periods (T = t − 1 and T = t).
Specifically, if the parallel trend assumption is plausible, that is,
then the estimated CFD and CMF based on time T = t − 1, t should be close to 0 and 1, respectively, because in reality rumble strips were not applied until after time t and should have no causal effect for the pre-treatment outcomes. This idea is similar to the falsification endpoints or negative control idea in assessing unconfoundedness (Rosenbaum, 2002) .
As in most ATT estimation, we also assume weak overlap, that is, each unit has a nonzero probability of receiving the control, e(x) ≡ Pr(G i = 1|X i = x) < 1, where e(x) is the propensity score. The weak overlap assumption is directly testable by visually comparing the propensity score distributions between the treatment groups.
Existing methods: regression and weighting
Two main classes of existing estimating methods of DID are outcome regression and propensity score weighting. We first introduce a regression-based estimator specifically for count outcomes. To identify θ 0 , we need to identify all components on the right hand side of Equation (4). Similar toθ 1 , the first term
second term in θ 0 requires a regression model for the difference in crash counts Y i,t+1 − Y it given X i among the control sites. Given that a regression model for the difference in counts is difficult to obtain, we separately assume a negative binomial model for each of the cross-sectional counts
where µ, ν are known smooth mean functions with parameter β and γ, and the variances are (AASHTO, 2010) . When the dispersion parameters approach infinity, model (6) reduces to Poisson regression. As is evident from equation (4), the crash frequency model is only required for the control group, but not the treatment group. We obtain the maximum likelihood estimates of the parametersβ andγ using the control sites data. Under SUTVA and Assumption 1, Equation (4) suggests the following estimator for θ 0 ,
When the crash frequency model (6) is correctly specified,θ The second estimator is based on weighting. Specifically, Abadie (2005) showed that under Assumptions 1 and weak overlap,
If the propensity score is correctly estimated byê(X i ), Equation (8) suggests the following weighting estimator for θ 0 :θ
where w i = 1 for the treated group and w i =ê(X i )/[1−ê(X i )] for the control group. This further giveŝ
Re-weighting the observed crash counts by these ATT weights, we create a pseudo-population in which the covariates are balanced between treatment groups (Li, Morgan, and Zaslavsky, 2017) ; the covariate balance consists the basis of valid group comparison. The weighting estimator avoids specifying an outcome model and thus tends to be more robust, but is in general not as efficient as outcome regression if the outcome model is correctly specified.
Double-Robust estimation
The consistency of the regression estimator and the weighting estimator depends on the correct specification of the outcome model and propensity score model, respectively. Here, we propose a new hybrid DID estimator that augments weighting with regression:
This estimator can alternatively be written as a regression estimator augmented with weighting aŝ
where the residuals are defined
. Based on these two equivalent formulations, we establish the following large-sample robustness property in Proposition 1, and include the proof in the Appendix.
PROPOSITION 1 (i) When the propensity score model is correctly specified, so thatê(X i ) is consistent to the true propensity score, the hybrid DID estimatorθ dr 0 converges in probability to θ 0 as n → ∞.
(ii) When the outcome regression model is correctly specified, so that both ν(X i ;γ) and µ(X i ;β) are consistent for the true mean functions, the hybrid DID estimatorθ dr 0 converges in probability to θ 0 as n → ∞.
By proposition 1, we can obtain the DR estimators for τ CFD and τ CMF byτ dr
Below, we offer two remarks on this new DID estimator.
REMARK 1 Estimator (11) extends the DR estimator for ATT in the cross-sectional setting by Mercatanti and Li (2014) , who point out that the DR estimator may serve as a diagnostic tool in practice.
Specifically, if the DR estimate differs from the regression estimate but is similar to the weighting estimate, it may suggest a potential misspecification of the regression function or lack of covariate overlap;
if the DR estimate is close to the regression estimate but differs from the weighting estimate, it may suggest a potential misspecification of the propensity score model. We will exploit this diagnostic property of the DR estimate in our real application in Section 3.
REMARK 2 For estimating the additive causal estimand, τ CFD , the DR estimator τ dr CFD differs from existing double-robust estimator for ATE, in the sense thatθ dr 0 only requires estimating the outcome model among the control group but not the treatment group. Further, the proposed estimator τ CFD is a member of the augmented inverse probability weighting (AIPW) estimator (Robins et al., 1994) , but is distinct from the most efficient member, which further requires outcome modeling assumptions for the treated group. To obtain the most efficient AIPW-DID estimator, one could adapt the corresponding efficient AIPW estimator for estimating ATT designed for cross-sectional data (Yang and Ding, 2018) , by essentially replacing their cross-sectional outcome with the before-after difference. Despite the efficiency advantage, we caution that such an estimator is not double-robust since it fails to be consistent to the target estimand once the propensity score model is misspecified (Yang and Ding, 2018) . In traffic safety applications where the treated group often includes only a small number of pilot sites, the efficient DID estimator is less attractive because a count regression (e.g. negative binomial regression is routinely used in traffic safety studies) model tends to be unstable with non-convergence issues. For these reasons, we focus on the double-robust DID estimatorθ dr 0 .
As Remark 2 indicates that τ dr CFD differs from the most efficient AIPW-DID estimator, we establish in Proposition 2 conditions when the double-robust DID estimator is more efficient than the propensity score weighting DID estimator, when the causal estimand is additive and when the true propensity score is known. Proposition 2 is not directly useful for estimation as it assumes the true propensity scores are known, but may provide additional insights for efficiency comparisons. Its derivation is given in the Appendix.
PROPOSITION 2 For estimating the additive causal estimand, assuming the true propensity score is known, the influence function of the propensity score weighting estimator is
while the influence function of the double-robust estimator is
Further, the double-robust estimator is asymptotically more efficient than the weighting estimator only when the following inequality holds,
Since the propensity scores are estimated from the data, we account for the uncertainty in the propensity score estimation and use the bootstrap (Efron and Tibshirani, 1993 ) to obtain the (1 − α) confidence interval (CI) for each of the above DID estimators. For example, the following two steps are carried out arrive at the CI estimator forτ dr . First, we re-sample with replacement from the empirical distributionF N (Z) to obtain the bth (b = 1, . . . , B) bootstrap replicate, {Z b j , j = 1, . . . , N }, from which we computeτ dr,b . We then estimate the α/2th and (1 − α/2)th quantiles of the collection of the bootstrap estimates, {τ dr,b , b = 1, . . . , B}, to form the lower and upper confidence limits forτ dr . Since Y it and Y i,t+1 are repeated measurements from the same site in the before and after periods, there may be nonzero residual correlation between these crash counts. An advantage of the bootstrap procedure is that the correlation between repeated measurements are automatically taken into account by re-sampling the entire observed data vector Z i .
3 Application to the Pennsylvania Rumble Strip Data
The Data
Our application is based on the Federal Highway Administration Evaluation of Low-Cost Safety Improvements Pooled Fund Study (Lyon, Persaud, and Eccles, 2015) . We consider four types of crash outcomes: (1) fatal-plus-injury (FI)-crashes that involve at least one fatal or injured person; (2) property-damage-only (PDO)-crashes where no occupant was injured;
(3) run-off-the-road (ROR)-crashes where a vehicle travels outside the trafficway and collides with a natural or artificial object in an area not intended for vehicles; this is a subset of the first two crash types; (4) total number of fatal-plus-injury and property-damage-only crashes (TOT). Table 1 presents the aggregated crash counts for each type among both treated and control sites in the before and after periods.
The pre-treatment covariates we consider are site-specific characteristics often suggested in constructing crash frequency models (AASHTO, 2010). These variables include the operational characteristic of a roadway segment, the speed limit (high speed if the posted limit is above 45 mph and low speed otherwise), as well as geometric features of a roadway: segment length in miles, pavement width (three categories), average shoulder width (three categories), number of driveways (three categories), existence of intersections (two categories), existence of curves (two categories) and average degree of
curvature. An important covariate is AADT-the average annual daily traffic volume. Although strictly speaking AADT is a time-varying covariate, we found that in this application the AADT of the before and after periods are very similar across all sites; thus we assume AADT is time-invariant and take the before period value as the covariate. Table 2 presents the descriptive statistics of the covariates.
Model Specification
We estimate the propensity score by logistic regression including all the pre-treatment site characteristics. We adopt the power series specification for the continuous variables (AADT, Length and Curvature)
with the optimal order of terms 1 ≤ l ≤ 5 selected by leave-one-out-cross-validation. We choose to include up to the third-order terms of the continuous variables in the propensity score model since l = 3 corresponds to the lowest mean squared error for predicting treatment. The fitted propensity score model suggests that road segments with wider pavement and shoulder, low speed limit, at least one driveway, no intersections nor curves are more likely to receive rumble strip installation.
For both the regression and DR estimators, we model the cross-sectional means of potential outcomes among the reference sites during each period. AADT and segment length are transformed to the log scale, as is common practice in developing crash frequency models in traffic safety research (AASHTO, 2010). To allow for over-dispersion, we use negative binomial regression to estimate model parameters. Specifically, we assume the conditional distributions of Y it (0) and Y i,t+1 (0) given X i in the reference group as in (6), where
In (12), L denotes the segment length, AADT is the traffic volume and J is the number of remaining covariates (including dummy variables). We adopt the log-linear specification for the outcome model since it performs as well as its power series counterpart regarding mean squared error estimated by leave-one-out-cross-validation, and yet is computationally convenient without non-convergence.
Assessment of Overlap, Balance and Parallel Trend
We assess the weak overlap assumption by visually checking the overlap in the histograms of the estimated propensity scores for the treated and control sites (Figure 1 ). The histogram suggests satisfactory overlap between the two groups.
We further check the covariate balance in the original and weighted sample by calculating the absolute standardized difference (ASD) of each covariate (including up to the third-order term for each continuous variable) between the two treatment groups, defined as
where N 1 , N 0 are the number of treated and reference sites, s 2 1 , s 2 0 are the variances of the unweighted covariate in the treated and control group, respectively. The weight w i = 1 for all sites in the original data and the ASD is the standard two-sample t-statistic. For the weighted data, w i is the ATT weight.
The right panel in Figure 1 presents the boxplots of the ASD; it shows that propensity score weighting substantially improves the covariate balance, with the largest ASD value equal to 0.63 in the weighted sample compared to 6.34 in the unweighted sample (the standard threshold for significant difference is 1.96). The good covariate balance supports that the propensity scores are well estimated.
To indirectly assess the key parallel trend assumption, we perform a DID analysis of the crash outcomes for two pre-treatment periods. Specifically, we obtain the crash outcome, Y i,t−1 , during the year of 2004 for each traffic site and treat it as the proxy-before observation; the crash outcome, Y it , during the year of 2008 are then regarded as the proxy-after data. As discussed in Section 2.2, if the parallel trend assumption is plausible, then the estimated CFD and CMF based on the proxy-before-after observations should be close to 0 and 1, respectively, because in reality rumble strips were not applied until after 2008. Table 3 presents the results of this "no treatment" analysis. For all crash types, DR and weighting estimators produce similar estimates for CFD and CMF. Overall, the confidence intervals for CFD include 0 for all types of crashes regardless of the choice of DID estimator. However, it is worth noting that the CFD estimates from DR and weighting for the ROR and total crashes are close to 0, which further support the plausibility of the parallel trend. By contrast, there is a potential for violation of parallel trend regarding FI and PDO crashes since the DR estimates for CFD tend to deviate from the null. Nevertheless, the lack of statistical significance may still permit the subsequent DID analyses. 
Results
We analyzed crash outcomes in 2008 and 2012 using different DID estimators for all crash types and present the results in Table 4 . As observed in the simulations, the direct estimator (5) is subject to selection bias and tends to give different results from the rest. Across all four crash types, the DR estimator produces CFD and CMF results similar to the weighting estimator, but sometimes different from the regression estimator. Given the satisfactory overlap indicated in Figure 1 , the difference in estimates suggests that the outcome regression model may be mildly misspecified. The CFD and CMF for FI crashes estimated by the DR approach are both close to the null values, implying negligible effect from rumble strips on mitigating FI crashes. The application of rumble strips seems to reduce the PDO crashes with CFD and CMF estimated to beτ dr CFD = −0.058 andτ dr CMF = 0.681 using the DR approach. However, cautions need to be exercised to interpret these estimates since the parallel trend assumption may be questionable, as discussed previously. The parallel trend is deemed plausible for the total crashes, and we find that rumble strips have a potentially beneficial effect on total crash frequency (τ dr CFD = −0.066 andτ dr CMF = 0.844), but the 95% CIs include the null values. Additionally, the application of rumble strips suggests a potential causal effect on mitigating the ROR crashes, withτ dr CFD = −0.039 andτ dr CMF = 0.619 estimated by the DR approach, but the CIs cover 0 and 1. Overall, our analysis only finds beneficial but statistically insignificant effects of rumble strips on reducing crashes. This agrees with the empirical findings of several other traffic safety studies based on alternative data sources and modeling strategies (Griffith, 1999; Gårder and Davies, 2006; Khan et al., 2015) .
Simulations
To further illustrate the performance of different DID estimators, we conduct a small simulation study that mimics the real rumble strip application. Specifically, we simulate under a two-period two-group design. Each simulation has N = 2000 units. Each unit has a binary covariate X 1 and a continuous covariate X 2 , generated as follows:
We simulate the treatment group label G i independently from a Bernoulli distribution with success probability being the propensity score:
bling our real application.
We generate the potential crash counts from negative binomial models, with different mean functions but same dispersion parameter φ = 2.5. Specifically, we assume
Under the parallel trend, the mean function of the counterfactual crash outcome for the treated sites is ν 01 (X) = ν 00 (X) + µ 01 (X) − µ 00 (X). The coefficients of the mean functions in (15) are informed by regression fit from analyzing the total crashes from the traffic safety application, and ensure that ν 01 (X)
is positive over the support of X. The true values of CFD and CMF, evaluated in large samples, are −0.078 and 0.862, respectively.
We simulate 500 replicates based on the models specified above. For each replicate, we useθ 1 to estimate θ 1 , but use different estimators for θ 0 . We first use the direct moment estimator based on the observed sample averages given in equation (5). This estimator ignores pre-treatment covariate information and is only valid when there is no selection bias, namely, when the parallel trend holds unconditionally on the pre-treatment covariates. It is used here to quantify the selection bias in the data generation process. Further, the following estimators are compared.
Outcome regression: we adopt the regression estimator in Equation (7) with correctly specified mean functions for µ(X) and ν(X). We also study the regression estimator with incorrectly specified mean functions that omit the linear term X 1 and the quadratic term X 2 2 in µ(X) and ν(X). These two estimators are labeled by REG and REG-mis, respectively.
rectly specified propensity score model, as well as the weighting estimator with an incorrectly specified propensity score model that omits X 1 and X 2 2 in Model (14). These two estimators are labeled by WT and WT-mis, respectively.
Double-Robust methods:
we compare the DR estimator in Equation (10) with correctly specified propensity score and outcome models (DR), the DR estimator with correctly specified outcome regression model but incorrectly specified propensity score model that omits X 1 and X 2 2 (DR-po), the DR estimator with correctly specified propensity score model but incorrectly specified outcome regression model that omits X 1 and X 2 2 (DR-ps), and the DR estimator with propensity score and outcome regression models being both incorrectly specified (DR-mis). Table 5 presents the absolute bias, root mean squared error (RMSE) of each point estimator and the coverage of the corresponding 95% bootstrap confidence intervals. Among all the estimators, the direct estimator is associated with the largest bias and RMSE and the lowest coverage in estimating both τ CFD and log(τ CMF ). This is as expected because X 1 and X 2 affect both the treatment assignment and the potential outcomes, and induce selection bias. The DID regression, weighting, and DR estimators all present small and comparable bias when the corresponding models are correctly specified. When the outcome regression functions µ(X) and ν(X) are misspecified, the regression estimator shows inflated bias and RMSE, with reduced coverage. Similarly, misspecification of the propensity score model also leads to increased bias and sub-nominal coverage for the DID weighting estimator. In this simulation, the substantial reduction in the variance of the weights from a misspecified propensity score model appears to outweigh the inflation in bias, which explains the decreased RMSE associated with WT-mis relative to WT.
The simulation also demonstrates the double robustness property of the DID-DR estimator: when either the propensity score model or outcome model is misspecified, the DR estimator (DR-po and DRps) leads to small bias and nominal coverage for both estimands. Interestingly, in estimating the additive effect τ CFD , the outcome model appears have a bigger impact on the DR estimator than the propensity score model. Specifically, when only the outcome model is correctly specified, the DR estimator performs very close to the DR estimator with both models being correctly specified, but the DR estimator under-performs much if only the propensity score is correct. Similar phenomenon was previously observed in the DR estimation of ATT and ATE in the cross-sectional setting (e.g. Li, Zaslavsky, and Landrum, 2013) . This pattern is not obvious for ratio estimand log(τ CMF ), likely because that the biasan additive and scaled quantity by definition-of a scale-free ratio quantity does not fully capture the true discrepancy in estimating θ 1 and θ 0 . Lastly, when both the propensity score and outcome models are misspecified, the DR estimator (DR-mis) results in inflated bias and under-coverage; nonetheless, even under this scenario, the misspecified DR estimator still outperforms the corresponding misspecified regression estimator with 46% and 6% reduction in relative bias for estimating the additive and ratio estimands, respectively. In addition, we observe in the simulations that the Monte Carlo variance of the DR estimator, when both models are correctly specified, is very close to that of the weighting estimator. This phenomenon could be explained by Proposition 2. Specifically, under the current data generating process mimicking the traffic safety application, we found that an estimate of n −1 {V(ϕ IPW ) − V(ϕ dr )} < 0 is negative and close to zero (averaged across simulation iterations). Such a comparison also provides further insights as to why the width of the CI associated with the DR estimator is close to that of the weighting estimator in the previous traffic safety application.
Discussion
In this paper, we draw causal inference in traffic safety before-after studies within the DID framework and propose a new double-robust DID estimator. The primary concern for observational traffic safety data is related to bias, which may be due to confounding, site selection or model misspecification, among others. Our DR estimator grants two chances for consistent estimation of the causal effect and has been demonstrated to have small bias from misspecification of either the propensity score model or the outcome model. Applying the DR method and several alternative methods to a real data, we find that rumble strips have a moderate but statistically insignificant beneficial effect in reducing vehicle crashes.
These insignificant findings may be partially due to the limited number of crash events over a one-year period, a limitation of our available data. It would be of interest to update the CFD and CMF estimates with longer before and after periods.
Though the causal rate ratio estimand, CMF, dominates the traffic safety studies, we recommend assessing alternative estimand such as the causal rate difference, CFD to offer a more comprehensive picture of the effectiveness. This is because that CMF is scale-free and does not inform the absolute change in the expected crash frequency. For example, in our application, the CFD estimate suggests a modest absolute change in crash frequency (τ dr CFD = −0.039) for the ROR crashes, which can be translated into an average reduction of 4 crashes per 100 road segments due to rumble strips. On the other hand, the CMF estimate isτ dr CMF = 0.617, which indicate a large proportional change. This slight discrepancy comes from the fact that the ROR crashes constitute a small fraction of the total crashes.
A limitation of DID is that the parallel trend assumption is scale-dependent. For example, it may hold for the original Y but not for a nonlinear monotone transformation of Y , such as log(Y ). A common alternative scale-free identification condition for the before-after design is the ignorability assumption conditional on the lagged outcomes. In the context of linear models, Angrist and Pischke (2009) show that the DID estimate and lagged-outcome regression estimates have a bracketing relationship. Namely, if ignorability is correct, then mistakenly assuming parallel trend will overestimate a true positive effect; in contrast, if parallel trend is correct, then mistakenly assuming ignorability will underestimate a true positive effect. Thus, one can treat the estimate under each assumption as the upper and lower bounds of the true effect in practice. It is particularly relevant to traffic safety studies-where the outcome is usually counts-to evaluate whether such a bracketing relationship holds more generally beyond the linear setting.
Before-after data is usually more costly and complex to collect than cross-sectional data. This promotes the recent stream of work on applying the propensity score methods only to the after-data (e.g. Karwa et al., 2011; Wood and Donnell, 2016) , which does not account for the potential time trend. It would be of interest to compare the DID methods and the cross-sectional propensity score methods in both simulated and real data under a wide range of confounding scenarios.
Appendix Proof of Proposition 1
The DR estimators are constructed asτ dr CFD =θ 1 −θ dr 0 andτ dr CMF =θ 1 /θ dr 0 ; the moment-based estimator
where P r(G i = 1) > 0. To show thatτ dr CFD andτ dr CMF are double-robust for estimating τ CFD and τ CMF , it suffices to show thatθ dr 0 is double-robust for estimating θ 0 .
We first assume that the propensity score model e(X) is correctly specified while the outcome model may subject to misspecification. We assume certain regularity conditions hold (smooth regres-sion functions and root-n consistency of the regression coefficients), and thenê(X i ) p → e(X i ) but ν(X i ;γ) p → ν(X i ; γ * ), µ(X i ;β) p → µ(X i ; β * ), where γ * , β * may be different from the truth values γ 0 , β 0 . The last term on the right hand side of equation (10) converges in probability to zero. To see why, we write
(G i −ê(X i )){ν(X i ;γ) − µ(X i ;β)} 1 −ê(X i ) p →E (G i − e(X i )){ν(X i ; γ * ) − µ(X i ; β * )} 1 − e(X i ) P r(G i = 1) =E (E(G i |X i ) − e(X i )){ν(X i ; γ * ) − µ(X i ; β * )} 1 − e(X i ) P r(G i = 1)
=0,
where the second to last equation is an application of the Law of Iterated Expectation. Therefore by (10), it is immediate thatθ dr 0 shares the same probability limit withθ wt 0 , which is consistent to θ 0 when e(X) is correctly specified (Abadie, 2005) . Thereforeθ dr 0 p → θ 0 .
Alternatively, suppose the outcome model is correctly specified but the propensity score model may subject to misspecification. In this case, ν(X i ;γ) p → ν(X i ; γ 0 ), µ(X i ;β) p → µ(X i ; β 0 ) butê(X i ) may no longer to consistent to e(X i ). Then the last term on the right hand side of (11) converges in probability to zero. This is because
where the second to last equality is granted by the Law of Iterated Expectation and the last equality comes from the definition of the regression function. By (11), it follows thatθ dr 0 shares the same probability limit withθ reg 0 , which is consistent to θ 0 when the cross-sectional crash frequency model is correctly specified. Thereforeθ dr 0 p → θ 0 , and the double-robust property holds.
Derivation of Proposition 2
By construction of the weighting and DR estimator, it is straightforward to see the form of the corresponding influence functions ϕ IPW and ϕ dr . Further, the DR estimator is asymptotically more efficient than the weighting estimator only when V(ϕ IPW ) − V(ϕ dr ) = E[(ϕ IPW + ϕ dr )(ϕ IPW − ϕ dr )] > 0. Notice that ϕ IPW + ϕ dr = 1 P r(G i = 1)
which gives the desired form
