Abstract. Let (R, m) be a Noetherian local ring. In this paper, we introduce a dual notion for dualizing modules, namely codualizing modules. We study the basic properties of codualizing modules and use them to establish an equivalence between the category of noetherian modules of finite projective dimension and the category of artinian modules of finite projective dimension. Next, we give some applications of codualizing modules.
introduction
Throughout this paper, (R, m, k) is a commutative Noetherian local ring with non-zero identity. A finitely generated R-module C is semidualizing if the natural homothety map R −→ Hom R (C, C) is an isomorphism and Ext i R (C, C) = 0 for all i > 0. Semidualizing modules have been studied by Foxby [6] , Vasconcelos [23] and Golod [8] . A semidualizing R-module C is called dualizing if id R (C) < ∞. Recently, B. Kubik [12] , introduced the dual notion of semidualizing modules, namely quasidualizing modules. An Artinian R-module T is quasidualizing if the natural homothety map R −→ Hom R (T, T ) is an isomorphism and Ext i R (T, T ) = 0 for all i > 0. We denote the class of semidualizing and quasidualizing R-modules by S 0 (R) and Q 0 (R), respectively. In [12, Theorem 3 .1], Kubik showed that if R is complete, then the Matlis duality functor, that is Hom R (−, E(k)), provides an inverse bijection between S 0 (R) and Q 0 (R). In Theorem 3.1, we replace E(k) with a suitable quasidualizing R-module. More precisely, we prove the following: Theorem 1. Let C be a semidualizing and T, T ′ are quasidualizing R-modules.
(i) If T ∈ B C , then Hom R (C, T ) ∈ Q 0 (R).
(ii) If R is complete and T ′ ∈ B T , then Hom R (T ′ , T ) ∈ S 0 (R).
Next, In section 4, we define a dual notion for dualizing modules, namely codualizing modules. A quasidualizing R-module T is said to be codualizing if pd R (T ) < ∞. We state and prove some basic facts about codualizing modules. In this section, we discuss about the existence and uniqueness of codualizing modules over Cohen-Macaulay rings that are homomorphic image of Gorenstein rings. Also, as a dual of a theorem of R.Y. Sharp [21, Theorem 2.9], we obtain an inverse equivalence between the category of noetherian modules of finite projective dimension P noet (R) and the category of artinian modules of finite projective dimension P art (R). The following is Theorem 4.14.
Theorem 2. Let R be complete and let T be codualizing. There is an inverse equivalence of categories Hom R (−, T ) : P art (R) −→ P noet (R) with the functor being its own quasi-inverse.
In the last section, we obtain a characterization of codualizing modules in terms of isomorphisms involving Ext and Tor . More precisely, the following is Theorem 5.12.
Theorem 3. Let T ba a quasidualizing R-module and let dim (R) = d. The following are equivalent:
(i) T is codualizing.
(ii) One has We use this result to characterize Gorenstein rings.
preliminaries
In this section, we recall some definitions and facts which are needed throughout this paper. For an R-module M , the injective hull of M , is always denoted by E(M ). Also we use (−) ∨ = Hom R (−, E(R/m)) for the Matlis duality functor and use ν R (M ) for the cardinal number of minimal generating set of a finitely generated R-module M , that is, ν R (M ) = vdim k (k ⊗ R M ). The depth of a (not necessarily finitely generated) R-module M is
. Also the width of M is defined to be
If M is finitely generated with depth R (M ) = t, then the type of M , denoted by r R (M ), is
then M is said to be a maximal Cohen-Macaulay (abbreviated to MCM) R-module. Definition 2.1. A finitely generated R-module C is semidualizing if it satisfies the following conditions:
For example R itself is semidualizing. An R-module D is dualizing if it is semidualizing and that id R (D) < ∞. For example, the canonical module of a Cohen-Macaulay local ring, if exists, is dualizing.
Following [12] , an Artinian R-module T is called quasidualizing if it satisfies the following conditions:
For example E(R/m) is a quasidualizing R-module. Also, if R is Artinian, then it is quasidualizing. Definition 2.2. Let X be an R-module. The Auslander class with respect to X is the class A X of R-modules M such that:
The Bass class with respect to X is the class B X of R-modules M such that:
Following [12] , the class of derived X-reflexive R-modules, denoted by G X , consists of those R-modules M for which
If C is semidualizing, then A C contains all R-modules of finite projective dimension and B C contains all R-modules of finite injective dimension. Also, if any two R-modules in a short exact sequence are in A C (resp. B C ), then so is the third (see [10, Corollary 6.3] ). If X = R, then the class G R is the so-called totally reflexive R-modules. Also, if T is quasidualizing, then the class G T is introduced in [12] as a generalization of Matlis reflexive modules.
Recall that an element x ∈ R is said to be coregular on the R-module M if the map M x −→ M is surjective. Also, the sequence x 1 , · · · , x n is said to be a M -coregular sequence if x i is 0 :
Lemma 2.3. Let x ∈ m be R-regular and T ∈ Q 0 (R). Then for all i > 0, we have
Proof. We can assume that R is complete. First, since fd R (R/xR) = 1 < ∞, and that (iv) Suppose that x ∈ m is R-regular. Then C/xC ∈ S 0 (R/xR) and Hom R (R/xR, T ) ∈ Q 0 (R/xR).
(v) depth R (C) = depth (R) = width R (T ).
(vi) C and T are both indecomposable. 
Consider the following commutative diagram
in which the unspecified isomorphism is from Hom-tensor adjointness. Hence, χ (v). The left hand side equality is well-known. For the other equality, we can assume that R is complete and then proceed by induction on d = depth (R). If d = 0, then Hom R (k, R) = 0, and so Hom R (k ⊗ R T, T ) ∼ = Hom R (k, Hom R (T, T )) = 0. In particular, k ⊗ R T = 0, whence width R (T ) = 0. Now, assume inductively that d > 0. Choose x ∈ m to be R-regular. By (iii), x is T -coregular, and hence there exists an exact sequence
By (iv), Hom R (R/xR, T ) is a quasidualizing R/xR-module, and so by induction hypothesis depth (R/xR) = width R/xR (Hom R (R/xR, T )). Finally, if t = width R (T ), the long exact
shows that Tor R i (k, Hom R (R/xR, T )) = 0 for all i < t − 1 and since Tor R t (k, T ) = 0 we have Tor R t−1 (k, Hom R (R/xR, T )) = 0. Consequently, width R/xR (Hom R (R/xR, T )) = width R (Hom R (R/xR, T )) = t − 1, and so d = t, as wanted.
(vi). Note that if C (resp. T ) is decomposable, then R (resp. R) must be decomposable which is impossible since R (resp. R) is local.
Lemma 2.5. Let R be complete and M be a Matlis reflexive R-module of finite projective
Proof. See [12, Proposition 3.9].
Quasidualizing modules via semidualizing modules
In this section, our aim is to generalize [12, Theorem 3.1], which says that if R is complete, then the Matlis dual functor provides an inverse bijection between the classes S 0 (R) and
Theorem 3.1. Let C be a semidualizing and T, T ′ are quasidualizing R-modules.
(ii) If R is complete and
in which the unlabeled isomorphism is Hom-tensor adjointness. Therefore, χ Hom(C,T ) R must be an isomorphism. Next, consider the following third quadrant spectral sequence [17,
2 collapses on the p-axis and we have the isomorphisms
(ii). First, note that Hom R (T ′ , T ) is a finitely generated R-module by [13, Lemma 2.1]. Now, the proof is similar to the part (i).
(iii) By assumption, ω CT : T → Hom R (C, C ⊗ R T ) is an isomorphism. Now consider the following commutative diagram
in which the unlabeled isomorphism is Hom-tensor adjointness. Therefore, χ C⊗T R must be an isomorphism. Next, consider the following third quadrant spectral sequence [17, Theorem
collapses on the p-axis and we have the isomorphisms
Proof. In the Theorem 3.1, set T = T ′ = E(R/m).
Theorem 3.3. Let T be a quasidualizing R-module.
∨ is a semidualizing R-module of finite length. It follows, by
assume that dim (R) = 0. Then, R is complete with respect to m-adic topology and that T is noetherian. Thus, in particular, T is semidualizing and so by Proposition 2.4(ii), we have T ⊗ R T = 0.
(ii). Assume that T ⊗ R T is quasidualizing. Then, by (i), dim (R) = 0. Then, R is complete with respect to m-adic topology. Also, by [12, Theorem 3.1], T ⊗ R T is semidualizing.
Hence, by [7, Theorem 3.2] , T ∼ = R. The converse is evident.
Corollary 3.4. (See [5] ) Assume that p is a prime ideal of a (not necessarily local) ring R.
Proof. (i). Note that E(R/p) is a quasidualizing R p -module. Now the result follows from
Existence and uniqueness
Proposition 4.1. Let T be a quasidualizing R-module.
Proof. (i). Note that T
∨ is a semidualizing R-module by [12, Theorem 3.1]. Also, note that pd R (T ∨ ) < ∞. Hence, by Proposition 2.4(v) and the Auslander-Buchsbaum formula,
we have pd R (T ∨ ) = 0, whence T ∨ is a finitely generated free R-module. But then
Now, by Proposition 2.4(vi), we have T ∼ = E(R/m).
(ii). In view of [12, Theorem 3.1], T ∨ must be dualizing for R. Now, there are 
so that R is Gorenstein which is impossible. Now, by [19, Theorem 3.19] and [12, Theorem
Definition 4.3. Let T be a quasidualizing R-module. We say that T is a codualizing R-module if pd R (T ) < ∞.
Example 4.4. If R is Artinian, then it is codualizing. Also, if R is Gorenstein, then E(R/m) is codualizing.
Remark 4.5. Note that if there exists a codualizing R-module, then R must be CohenMacaulay. Indeed, if T is codualizing over R, then it is codualizing over R. Now, by [12, Theorem 3.1], there exists a semidualizing R-module K such that T = Hom R (K, E(R/m)).
Now, one has id
whence R and so R is CM. Also, if R is complete then T is codualizing if and only if T ∨ is dualizing by [12, Theorem 3.1] and the fact that pd R (T ), id R (T ∨ ) are simultaneously finite.
In particular, R is Gorenstein if and only if E(R/m) is codualizing.
Lemma 4.6. Let x ∈ m be R-regular, C ∈ S 0 (R) and T ∈ Q 0 (R).
(i) C is dualizing for R if and only if C/xC is dualizing for R/xR.
(ii) T is codualizing for R if and only if Hom R (R/xR, T ) is codualizing for R/xR.
Proof. The part (i) is well-known. For (ii), we can assume that R is complete. We have to show that pd R (T ) < ∞ if and only if pd R/xR (Hom R (R/xR, T )) < ∞. By Proposition 2.4(iii), there exists an exact sequence
which, for any finitely generated R-module N , induces a long exact sequence
Note that all terms in the above long exact sequence are finitely generated by [13, Theorem 2.2]. Now, a simple use of Nakayama's lemma shows that pd R (T ) < ∞ if and only if
we are done. , N ) ).
Proof. Note that Tor
is a positive strongly connected sequence of covariant functors. Now, apply the functor M ⊗ R − the exact sequence
to obtain the following exact sequence N ) is just the zero map, and that M ⊗ R N = 0. Thus, we have
On the other hand, if F is a free R/xR-module, then pd R (F ) = 1 and hence Tor Proof. One has S ∼ = R/I for some ideal I of R with grade R (I) = ht R (I) = n − m. Assume that x is a maximal R-sequence in I. Set R = R/xR. By Lemma 4.8, we have the isomorphism Tor R n−m (S, E(R/m)) ∼ = S ⊗ R E R (R/m). Now, R is Gorenstein and the induced homomorphism R → S is again an epimorphism. Hence, we can replace R by R, and assume that n = m. Note that S ⊗ R E(R/m) is a Artinian S-module. We have to show that S ⊗ R E(R/m) ∈ Q 0 (S) and that pd S (S ⊗ R E(R/m)) < ∞. Observe that the completion of S in n-adic topology coincides with the completion of S as an R-module since mS = n.
Also, we have the isomorphisms
Moreover, we have the commutative diagram Notation 4.10. We denote the full subcategory of artinian (resp. noetherian) R-modules of finite projective dimension by P art (R)(resp. P noet (R)).
Proof. We can assume that R is complete. Note that Hom R (M, T ) is a finitely generated R-module. Now, in view of Lemma 2.5, the exact sequence
as wanted. (i) M ∈ P art (R) if and only if there exists an exact sequence
for some n ∈ N, in which every T i is a finite direct sum of copies of T .
Proof. In the rest of the proof, we can assume that R is complete.
(i). Choose x to be a maximal R-sequence in m. Then, x is M -coregular as well. Now, Hom R (R/xR, M ) is a free R/xR-module of finite length. Therefore, by Proposition 4.1(ii) and Lemma 4.6(ii), we have the isomorphisms
for some m ∈ N. Now, in view of Lemma 4.7, we have M ∼ = T m .
(ii). If there exists such an exact sequence, then it easily follows that M ∈ P art (R). We shall prove the converse. By Lemma 4.12, we can write an exact sequence
in which T 0 is a finite direct sum of copies of T . Now, if K 0 = 0, then we are done. If not,
, by another use of Lemma 4.12, we can write an exact sequence
in which T 1 is a finite direct sum of copies of T . Now, we can proceed the same way to get an exact sequence
To complete the proof, note that width R (T d ) = d, and hence, by (i), we are done. Proof. First, note that if M (resp. A) is noetherian (resp. artinian), then Hom R (M, T ) (resp. Hom R (A, T )) is artinian (resp. noetherian). Now, let A ∈ P art (R). Note that
Now, by [17, Theorem 10 .66], there exists a third quadrant spectral sequence
But, since T ∨ is dualizing, we have Ext
2 collapses on the d-th column, and we have the isomorphism
Next, let M ∈ P noet (R). Choose a finite free resolution
and apply Hom R (−, T ) to get the complex
which is exact by Lemma 2.5. Now, pd
Thus, pd R (Hom R (M, T )) < ∞, as wanted. Now, we are done by Lemma 2.5.
Theorem 4.15. Let T be codualizing and M be an R-module.
(i). Since Ext i R (M, T ) = 0 for all i > 0, by [17, Theorem 10 .62], there is a third quadrant spectral sequence
Assume that width R (M ) = t. Then, we have E p,q 2 = 0 for all p > 0 whenever q < t.
Consequently, we get
in which the first equality is from Lemma 2.5 and the other follows from the part (i) and Theorem 4.14.
Characterizations
In this section, first, we define a new notion for artinian modules that is dual to the notion of the type for modules, namely cotype of modules. Next, we give some basic facts about this notion and use them to characterize dualizing modules.
Definition 5.1. Let M be an artinian R-module with width
Remark 5.2. Let M be artinian, x ∈ m an R-regular and M -coregular element. Then, according to Lemma 4.8, we have the equalities
Also, the equality j R (M ) = j R (M ) holds. Moreover, the equality j R (M ) = r R (M ∨ ) holds, since by [4, Theorem 3.2.13], we have the isomorphism Tor
In [16] , R.N.Roberts has introduced a dual notion of dimension for Artinian modules.
In [11] , M.Inoue has introduced the notion of co-Cohen-Macaulayness for artinian modules.
Finally, in [25] , S.Yassemi has defined a dual notion of dimension for modules, namely the Magnitude of modules, which agrees with the definition of R.N.Roberts for artinian modules. Following [24] , an R-module M is cocyclic if it is a submodule of E(R/m) for some m ∈ max(R). Also, if M is an R-module, then we say that p ∈ Spec (R) is a coassociated prime ideal of M , precisely when there exists a cocyclic homomorphic image N of M for which p = Ann R (N ). The set of coassociated prime ideal of M is denoted by Coass R (M ).
Following [25] , the magnitude of M , denoted by mag R (M ), is defined to be the supremum of dim R (R/p) where p runs over the set Coass R (M ). An R-module M is said to be coCohen-Macaulay (abbreviated to CCM), precisely when mag R (M ) = width R (M ).
Definition 5.3. Let M be a non-zero artinian R-module. We say that M is a maximal co-Cohen-Macaulay (abbreviated to MCCM), precisely when mag R (M ) = width R (M ) = dim (R).
For example, if R is Cohen-Macaulay, then E(R/m) is a MCCM R-module. In fact, the codualizing R-module, if exists, is MCCM. Proof. Just use Theorem 4.12(i).
Lemma 5.5. Let T be codualizing and
Proof. We can assume that R is complete. By [20, Corollary 4.5] and [12, Theorem 3.1] , the minimal flat resolution of T is of the form
in which T p is the completion of a free R p -module with respect to pR p -adic topology. For any prime ideal p = m, we can take an element x ∈ m p. Now, multiplication of x induces an automorphism on E(R/p) and hence on T p , and that xk = 0. Consequently, multiplication of x on k ⊗ R T p is both an isomorphism and zero. Therefore, we have
On the other hand, we have Tor 
is Cohen-Macaulay of dimension t, as wanted. 
as wanted.
Theorem 5.9. Let M be an artinian CCM R-module with mag R (M ) = t and let T be codualizing and d = dim(R).
Proof. In the rest of the proof, we can assume that R is complete, and so (ii). One has Proof. In the rest of the proof, we can assume that R is complete. 
