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Abstract
Let T be a linear operator on a vector space V, possibly of infinite dimension, over a general
field K. We solve the functional equation p(T ) = F where p ∈ K[x] and F, an algebraic
operator on V, are given. For nilpotent F we give an explicit linear system which determines
the solutions by their similarity classes. The method is based on a canonical decomposition
theorem.
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1. Introduction
An iteration is a composition of a function with itself. Let n  0 be an integer and
let T n denote the nth iterate of T, i.e., T 0 is the identity map and T k = T ◦ T k−1,
where ◦ denotes the composition of functions. Equations with iteration as its main
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operation are called iterative equations. Many problems of invariant curves can be
reduced to iterative equations [17]. A basic form [3,12,13] of an iterative equation is
T n(v) + λn−1T n−1(v) + · · · + λ1T (v) + λ0v = F(v) ∀v ∈ J, (1.1)
where mapping F : J → R on a real interval J and constants λj ∈ R are given.
There are many results on its continuous, differentiable and equivariant solutions
[10,16,22,25]. Finding iterative roots [12,13,21,23] of a self-mapping F on J is to
solve the special case
T n(v) = F(v) ∀v ∈ J. (1.2)
A function T : R→ R is called additive if T (u + v) = T (u) + T (v) for all u, v ∈ R.
Our motivation here is about the additive solutions of (1.1). As known [1, p. 13],
additive functions on R are linear over the rationals Q. Thus an additive solution of
(1.1) is a linear operator T over Q satisfying (1.1).
Let V be a vector space over a field K, and let T be a linear operator on V. In this
paper we solve the equation
p(T ) = F, (1.3)
where p ∈ K[x], deg(p) > 0, and F, an algebraic operator on V, are given. This
equation was surveyed in [15, Chapter VIII]. Results on finite dimensional V over
algebraically closed K were given in [6,19].
In Section 2 we give some preliminaries. A canonical decomposition theorem is
stated through which we describe the solutions of (1.3) for the special case F = 0.
It is also used to show the existence of additive solutions for (1.1) on J = R when
F = 0.
In Section 3 a cardinal sequence which characterizes conjugacy between operators
is introduced. It is in some way linked to the Ulm invariants [14, pp. 27, 38, Theorem
14]. We give a short discussion on normal forms. The normal forms cover both the
Jordan and the rational normal forms as special cases. Its inclusion is not crucial for
section 4, but it makes the presentation of examples easier.
In Section 4, we give the general steps in solving (1.3), i.e. p(T ) = F , where F
is algebraic. The special case where F is nilpotent is treated in Section 5, yielding an
explicit linear system which determines the solutions by their similarity classes.
2. Preliminaries and the equation p(T ) = 0
Let T be an operator on a vector space V over K. For v /= 0 in V,Z(v, T ) =
Span{v, T (v), T 2(v), . . .} denotes the T-cyclic subspace of V generated by v. The
restriction of T to Z(v, T ), denoted by Tv , is a linear operator on Z(v, T ). Ei-
ther Z(v, T ) has infinite dimension; else the lowest positive integer k such that
{v, T (v), T 2(v), . . . , T k(v)} is linearly dependent is its dimension. In the latter case,
sayT k(v) = −λk−1T k−1(v) − · · · − λ1T (v)− λ0v, thenmv(x) = xk + λk−1xk−1 +
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· · · + λ1x + λ0 is the minimum polynomial of Tv . It is also the characteristic poly-
nomial of Tv .
Let U be a vector space of finite dimension n  1 over K and p(x) = xn +
λn−1xn−1 + · · · + λ1x + λ0 ∈ K[x]. Let B = (u1, u2, . . . , un) be an ordered basis
for U. Then the linear operator T on U defined by{
T (uj ) = uj+1, j = 1, . . . , n − 1,
T (un) = −λn−1un − · · · − λ1u2 − λ0u1 (2.1)
has p as its characteristic polynomial. We refer to this operator as the (p,B)-induced
operator on U. Without reference to a specific ordered basis for U, we simply say
that T is p-induced. Notice that U = Z(u1, T ) and mu1 = p.
Let (Wi)i∈I be a family of subspaces of V. We say V is the direct sum of (Wi)i∈I
and writeV =⊕i∈I Wi if each vector v of V can be written uniquely as v =∑i∈I wi ,
where wi ∈ Wi and all but a finite number of wi are zero. If for each i ∈ I , we have a
linear operator Ti on Wi , then
⊕
i∈I Ti denotes the linear operator on
⊕
i∈I Wi whose
restriction to Wi, T |Wi , is Ti .
Let B be a basis for V, and let n be a positive integer. A family (Bi )i∈I is called
an n-partition ofB if theBis are disjoint subsets whose union isB and everyBi has
n elements. We shall also refer to (Bi )i∈I as an n-partitioned basis for V. If eachBi
is equipped with a linear order implied by the writing Bi = (v1i , v2i , . . . , vni), we
call it an n-partitioned ordered basis. The elements v1i , i ∈ I , will be called the lead
elements in this basis.
An operator is said to be algebraic if it has an annihilating polynomial of positive
degree. Operators on finite dimensional spaces are algebraic. Our treatment of (1.3)
is based on the following structural theorem for algebraic operators.
Theorem 1 (Canonical decomposition). Let V be a non-trivial vector space over K
and let T be a linear operator on V with an annihilating polynomial
p = qr11 qr22 · · · qrss , (2.2)
where qj ∈ K[x] are distinct irreducible monic factors and rj are positive integers.
Then V has a decomposition
V =
⊕
i∈I
Zi, (2.3)
where, for each i ∈ I, Zi is T-cyclic and Ti := T |Zi has minimum polynomial qj for
some 1  j  s, 1    rj . Conversely, if V admits a decomposition (2.3) and Ti
on Vi are q

j -induced, then T :=
⊕
i∈I Ti has (2.2) as an annihilating polynomial.
For all such decompositions, the cardinalities of
H(T , qj ) := {Zi |qj is the minimum polynomial of T |Zi }
are uniquely determined by T .
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For infinite dimensional spaces, in the theory of modules, the theorem [14, p. 38,
Theorem 6′]—If T is an algebraic linear operator on a vector space V, then V is a direct
sum of finite dimensional invariant subspaces—can be used in conjunction with the
decomposition theorem on finite dimensional spaces [4,5,8,11] to arrive at Theorem
1. A self-contained and direct proof is given in the appendix. It gives a good lead
to a normal form with which Proposition 6 is more transparent. Let us return briefly
to the source of our motivation—the real line and the class of additive functions—to
refresh the use of the above terminologies by giving a simple proposition:
Proposition 1. For given positive integer n and real numbers λ0, λ1, . . . , λn−1 the
homogeneous equation
T n(v) + λn−1T n−1(v) + · · · + λ1T (v) + λ0v = 0 (v ∈ R) (2.4)
has additive solutions.
Proof. First recall that additive functions on R are those which are linear over Q.
Let K = Q(λ0, λ1, . . . , λn−1) be the subfield of R obtained by adjoining all λj to
Q. Then K is countable; and R as a vector space over K is infinite dimensional. We
shall construct a T which is linear over K, having p(x) = xn + λn−1xn−1 + · · · +
λ1x + λ0 ∈ K[x] as its minimum polynomial. Let B be a basis for R over K. Then
B is an infinite set. A simple use of the Axiom of Choice allows us to divide it into
an n-partitioned basis (Bi )i∈I . Let Wi = SpanBi over K. Then R =⊕i∈I Wi . For
each i ∈ I , let Ti be a p-induced operator on Wi (see (2.1)). Then T =⊕i∈I Ti is an
additive solution. This completes the proof. 
The following general construction is an interpretation of Theorem 1.
Proposition 2. Suppose that p ∈ K[x] is monic. The following construction gives
all linear operators T : V → V over K satisfying p(T ) = 0:
(a) Factor p = qr11 qr22 · · · qrss , as in (2.2). Let kj = deg(qj ).
(b) Choose a basis for V over K and a partition of it into subsets each having
cardinality kj for some 1  j  s and 1    rj . Order each subset and
obtain a partitioned ordered basis (Bi )i∈I for V.
(c) For each Bi of cardinality kj (choose such a pair of j and   rj ) let Ti be
(qj ,Bi )-induced.
(d) Let T =⊕i∈I Ti .
Babbage’s equation T n(v) = v is classic. It has been solved over various special
classes of functions. More references can be found in [2,12,13,20]. With p(x) =
xn − 1, Proposition 1 shows that on the real line, for all integer n  2, it has discon-
tinuous additive solutions. Proposition 2 gives the general construction of its additive
solutions.
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3. Cardinal sequence and normal form
Referring to Theorem 1, let η(Tj , q
rj
j ) or simply η(T , q
rj
j ) denote the cardinal
sequence
η(Tj , q
rj
j ) = η(T , q
rj
j ) = (CardH(T , qj ))=rj ,rj−1,...,1. (3.1)
Listing them over all j, we define
η(T , q
r1
1 ; qr22 ; . . . ; qrss ) = (η(T , qr11 ); η(T , qr22 ); . . . ; η(T , qrss )) (3.2)
and call it the cardinal sequence of T relative to the factorization (2.2).
Two operators T : V → V and T˜ : V˜ → V˜ are called conjugate, written T ∼ T˜ ,
if there exists an isomorphism φ : V → V˜ such that T = φ−1T˜ φ. Similar operators
are conjugate operators on the same space. Conjugate operators necessarily have
the same annihilating polynomials. The importance of η for an algebraic operator is
reflected in the following statement.
Theorem 2. T and T˜ having a common monic annihilating polynomial (2.2) are
conjugate if, and only if, η(T , qr11 ; qr22 ; . . . ; qrss ) = η(T˜ , qr11 ; qr22 ; . . . ; qrss ).
Arithmetic involving cardinals will be interpreted in the usual way [18, p. 13]. For
example, for a set S and a positive integer k, k Card S refers to the cardinality of a set
which is the disjoint union of k sets, each having the same cardinality as S. When a
cardinal sequence is multiplied by k we mean termwise multiplication by k.
Proposition 3. Let V be a non-trivial vector space over K and let T be a linear
operator on V with a monic annihilating polynomial p. Let p = qr11 qr22 · · · qrss where
qj ∈ K[x] are distinct irreducible monic factors. If T =⊕λ∈ Tλ is a direct sum
decomposition of T , then
η(T , q
r1
1 ; qr22 ; . . . ; qrss ) =
∑
λ∈
η(Tλ, q
r1
1 ; qr22 ; . . . ; qrss ). (3.3)
Proof. Let the domain of Tλ be Vλ. Choose for each Vλ a canonical decomposition
for Tλ. The union of them is a canonical decomposition for T. Counting members
of this union according to the underlying minimum polynomials we get (3.3). This
completes the proof. 
Theorem 3. Let V be non-trivial and let T be a linear operator on V with an annihi-
lating polynomial qr , where q ∈ K[x] is monic, irreducible, of degree k, and r is a
positive integer. Let η(T , qr) = (ηr , ηr−1, . . . , η1) and N := q(T ). Then
(i) for each t = 0, 1, . . . , r − 1, rank(Nt ) = k∑r−t−1j=0 (r − t − j)ηr−j ,
(ii) η(N, xr) = kη(T , qr).
In particular, dimV = k∑rj=1 jηj .
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A proof is given in the appendix. For finite dimensional spaces, such discussions
can be found in Sections 13.17 and 13.18 in [7].
Normal form refers to a specially structured basis for V on which the action of an
operator T has a certain pattern. In the proof of Theorem 8, the action of T and N on
each array Ai , in the array-partitioned basis for V, is described through (5)–(7). It
motivates us to generalize the notion of (p,B)-induced operators, from 1-stack array
B to h-stack arrayA, as follows.
Let n  1 and p(x) = xn + λn−1xn−1 + · · · + λ1x + λ0 ∈ K[x]. Let h be a pos-
itive integer, U be a vector space of dimension hn over K, and
A = (umj )1mh,1jn (3.4)
be an h × n array of independent vectors whose underlying set, Set(A), is a basis for
U. We say that T : U → U is (p,A)-induced if

T (umj ) = um(j+1), j = 1, . . . , n − 1, m = 1, . . . , h,
T (umn) = u(m−1)1 − λn−1umn − · · · − λ1um2 − λ0um1,
2  m  h,
T (u1n) = −λn−1u1n − · · · − λ1u12 − λ0u11.
(3.5)
The commuting diagram below (Fig. 1) depicts the joint action of T andN := p(T ) on
the arrayA. The operator N is nilpotent, of index h, acting cyclically on each column
ofA; while T acts on each row cyclically before the last entry and finishes off with
the rule using the coefficients of p, according to (3.5). The minimum polynomial of
T is ph and U is T-cyclic.
Fig. 1. Action of T and N onA.
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We define the matrix representation [T ]A of an operator T with respect to an array-
arranged basisA as its matrix representation with respect to the lexicographically
re-arranged ordered basis
Lex(A) := (uh1, uh2, . . . , uhn, u(h−1)1, . . . , u(h−1)n, . . . , u11, . . . , u1n).
With this terminology, [T ]A := [T ]Lex(A), the hn × hn matrix representation of the
(p,A)-induced operator T, is of the form
[T ]A =


C
B C
B ·
·
·
C
B C


, (3.6)
where C = C(p), the companion matrix, and B are
C =


0 0 · · · 0 −λ0
1 0 · · · 0 −λ1
0 1 · · · 0 −λ2
...
...
...
...
0 0 · · · 1 −λn−1

 , B =


0 0 · · · 0 1
0 0 · · · 0 0
0 0 · · · 0 0
...
...
...
...
0 0 · · · 0 0

 .
In the case p = q where q is monic and irreducible, T has no further cyclic decom-
position and we shall call [T ]A a Generalized Jordan Block, or a GJ-block for short,
and denoted it by GJ(q, h). In the special case that h = 1, it is the companion matrix
C(q). In another special case that  = 1, it is a Jordan canonical matrix or a Jordan
block [7, pp. 404–406; 9] which includes the familiar case of a linear q. For exam-
ple, the matrices GJ(x2 − 6x + 9, 2),GJ ((x2 − 6x + 9)2, 1) and GJ(x − 3, 4) are
respectively given by

0 −9 0 0
1 6 0 0
0 1 0 −9
0 0 1 6

 ,


0 0 0 −81
1 0 0 108
0 1 0 −54
0 0 1 12

 ,


3 0 0 0
1 3 0 0
0 1 3 0
0 0 1 3

 .
Immediate from Theorem 1 is the following normal form result for spaces of
general dimension:
Theorem 4 (Normal form). Let V be a non-trivial vector space over K and let T be an
algebraic operator on V. Then there exists an array-partitioned basis (Ai )i∈I under
which T admits the decomposition
T =
⊕
i∈I
Ti, (3.7)
where, for each i ∈ I, [Ti]Ai is a GJ-block (as defined in (3.6)).
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Different structured basesAi for the summands Zi in (2.3) lead to different normal
forms for T. For example, ifAi are defined by (11), which comes most naturally with
the proof we gave, the GJ-blocks become the Jordan blocks, giving rise to the Jordan
normal form theorem. On the other hand, ifAi are cyclic bases for Zi , the GJ-blocks
become the companion matrices associated with the elementary divisors qj and we
have the rational normal form theorem [8, p. 238; 24, p. 49].
The Jordan normal form is more convenient for the construction of solutions to
Eq. (1.3) when F /= 0 and p is irreducible.
4. On the equation p(T ) = F
We start off with a very simple proposition giving the relationship between solving
p(T ) = F for T and solving p(S) ∼ F for S.
Proposition 4. Consider (1.3), the equation p(T ) = F.
(a) If two solutions T1 and T2 are similar, say T1 = φ−1T2φ. Then φ commutes
with F, i.e. φF = Fφ, and is equivalent to F = φ−1Fφ which asserts that
conjugation by φ leaves F fixed.
(b) If T is a solution, then φ−1T φ is a similar solution for every isomorphism φ
which commutes with F.
(c) If S is an operator on V and p(S) ∼ F, then there exists a solution T which is
similar to S.
Proof. (a) T1 = φ−1T2φ implies p(T1) = φ−1p(T2)φ. From p(T1) = p(T2) = F
we see that F = φ−1Fφ. (b) It follows from the verification p(φ−1T φ) = φ−1p(T )
φ = φ−1Fφ = F . (c) Suppose that p(S) ∼ F . By definition, there exists an iso-
morphism ψ (not necessarily commuting with F) such that ψ−1p(S)ψ = F . Thus
p(ψ−1Sψ) = F , yielding a solution T := ψ−1Sψ which is similar to S. This com-
pletes the proof. 
Going forward, we shall assume that in (1.3) F is algebraic. This implies that T
is algebraic and vice versa. Theorem 1 is applicable to both T and F. The following
theorem follows from Theorem 2 and Proposition 4.
Theorem 5. Eq. (1.3) with an algebraic F can be solved in four steps:
Step 1. Find an annihilating polynomial P for F, and find the cardinal sequence of
F with respect to a factorization of P.
Step 2. Consider P(p(x)) which annihilates T . For all S which is admissible in
the sense that p(S) ∼ F, determine their similarity classes by noting their
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cardinal sequences with respect to P(p(x)). We shall call these the admis-
sible cardinal sequences for the equation.
Step 3. For each admissible cardinal sequence, fix one S and use (c) in Proposition
4 to obtain one similar T which is indeed a solution.
Step 4. For each T found in Step 3, reach out to all solutions within the same similarity
class by taking φ−1T φ using all isomorphisms φ which commute with F.
The last two steps are easy to implement (cf. Section 3 of [6] in finding φ). Solving
(1.3) with an algebraic F reduces mainly to the determination of its admissible cardinal
sequences.
Example 1. Let V be a vector space overQ. Let p(x) = x3 + 1 and P(x) = x2 − 1.
Solve p(T ) = F on V, where P(F) = 0.
Solution. Clearly P(p(x)) and P(x) annihilate T and F respectively. Factorizing
them into irreducibles we get
P(p(x)) = q31 (x)q2(x),
where q1(x) = x, q2(x) = x3 + 2, and
P(x) = Q1(x)Q2(x),
where Q1(x) = x − 1,Q2(x) = x + 1. Let
η(T , q31 ; q2) = (µ13, µ12, µ11;µ2), η(F,Q1;Q2) = (ν1; ν2).
Fix a cyclic decomposition of V into T-cyclic subspaces, say Z(T )i . Each Z(T )i is
then F-invariant. Guided by Proposition 3 we further decompose Z(T )i into F-cyclic
subspaces, say Z(F)ij . Counting the number of Z(F)ij and noting their associated
minimum polynomials within each Z(T )i we get
Z(T )i count Z(T )i minimum Z(F)ij count Z(F)ij minimum
polynomial inside one Z(T )i polynomial
µ13 q
3
1 3 Q1
µ12 q
2
1 2 Q1
µ11 q1 1 Q1
µ2 q2 3 Q2
By (3.3) we obtain the equations{
3µ13 + 2µ12 + µ11 = ν1,
3µ2 = ν2
which determine the admissible cardinal sequences η(T , q31 ; q2).
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Expanding on the above example, the next proposition provides an intermediate
step which simplifies the solving of p(T ) = F where F is algebraic to the case where
the annihilating polynomial P of F has no distinct irreducible factors.
Proposition 5. Suppose that F on V is algebraic and is annihilated by P. Let P =
Q
m1
1 Q
m2
2 · · ·Qmtt where mj > 0 and Qj ’s are distinct monic irreducibles. Let V =⊕t
j=1 Vj and F =
⊕t
j=1 Fj be the primary decomposition of F, where Fj is anni-
hilated by Qmjj . Then T is a solution of p(T ) = F on V if, and only if, for each j, Vj
is T-invariant and Tj := T |Vj is a solution of the equation p(Tj ) = Fj on Vj .
Proof. The key is to observe that the annihilating polynomial P(p(x)) of T has
factorization P(p(x)) = Qm11 (p(x))Qm22 (p(x)) · · ·Qmtt (p(x)), where Q
mj
j (p(x))’s
are still coprime. The remaining arguments follow from applying the primary de-
composition theorem to T relative to this coprime factorization. This completes the
proof. 
The next example illustrates all steps of Theorem 5.
Example 2. Let V be a vector space over Q. Let p(x) = x3. Solve p(T ) = F on V,
where F satisfies (F − 1)2 = 0.
Solution. As F is annihilated by P(x) := (x − 1)2, P (p(x)) = (x3 − 1)2 is an an-
nihilating polynomial for T. Their irreducible factorizations are
P(p(x)) = q1(x)2q2(x)2, P (x) = Q(x)2,
where q1(x) = x2 + x + 1, q2(x) = x − 1 and Q(x) = x − 1.
Let
η(T , q21 ; q22 ) = (µ12, µ11;µ22, µ21), η(F,Q2) = (ν2, ν1).
Carrying out the first two steps, as done in Example 1, we get
Z(T )i count Z(T )i minimum Z(F)ij count Z(F)ij minimum
polynomial inside one Z(T )i polynomial
µ12 q
2
1 2 Q
2
µ11 q1 2 Q
µ22 q
2
2 1 Q
2
µ21 q2 1 Q
yielding{
2µ12 + µ22 = ν2,
2µ11 + µ21 = ν1 (4.1)
as the system which determines the admissible cardinal sequences.
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In what follows we give more details in the decomposition of p(T ) within each
of the four types of T-cyclic subspace, and illustrate a refined version of Steps 3 and
4 laid in Theorem 5. The first are those on which T is q21 -induced. Let U denote a
subspace of this type, and briefly localize our discussions to U. LetA be a 2-stack
array basis for U with respect to which F, i.e. p(T ), is in normal form
[F ]A = diag(GJ (Q, 2),GJ (Q, 2)) :=


1 0 0 0
1 1 0 0
0 0 1 0
0 0 1 1


as claimed in the table. Choose arbitrarily an operator S on U which is similar to T,
say that S is defined by
[S]A = GJ(q1, 2) :=


0 −1 0 0
1 −1 0 0
0 1 0 −1
0 0 1 −1

 .
We then proceed to find a matrix M such that M−1p([S]A)M = GJ(Q, 2). The
existence of such M in turn confirms that the normal form of p(S) is indeed GJ(Q, 2),
justifying the earlier claim that the normal form of F is GJ(Q, 2). This is to be
followed by a computation of the matrix [Tq21 ] := M
−1[S]AM . The results are
M =


2/3 0 1 0
1/3 0 0 0
0 −1 0 −1
0 0 0 1

 , [Tq21 ] =


1 0 3 0
−1/3 1 0 3
−1 0 −2 0
0 −1 0 −2

 .
The operator Tq21 defined by [Tq21 ]A = [Tq21 ] is similar to S, and is a solution for the
equation p(T ) = F on U.
Repeating the above computations for the remaining three types of T-cyclic sub-
spaces (in the order presented in the table) we get
[F ]A = diag(GJ (Q, 1),GJ (Q, 1)) :=
[
1 0
0 1
]
,
[Tq1 ]A = [Tq1 ] =
[
1 0
0 1
]
,
[F ]A = GJ(Q, 2) :=
[
1 0
1 1
]
, [Tq22 ]A = [Tq22 ] =
[
1 0
1/3 1
]
,
[F ]A = GJ(Q, 1) := [1], [Tq2 ]A = [Tq2 ] = [1].
The above local solutions onZ(T )i are basic in the presentation of the general solution
for p(T ) = F on V. To be more concrete, let us suppose that V is a space of dimension
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7 and η(F,Q2) = (ν2, ν1) = (3, 1). Solving (4.1) we obtain two admissible cardinal
sequences η(T , q21 ; q22 ) = (1, 0; 1, 1) and (0, 0; 3, 1). Let B be a basis for V under
which F is in normal form, say
[F ]B = diag(GJ (Q, 2),GJ (Q, 2),GJ (Q, 2),GJ (Q, 1)).
Then a solution for p(T ) = F in the class η(T , q21 ; q22 ) = (1, 0; 1, 1) is given by
[T ]B = diag([Tq21 ], [Tq22 ], [Tq2 ]),
while a solution in the class η(T , q21 ; q22 ) = (0, 0; 3, 1) is given by
[T ]B = diag([Tq22 ], [Tq22 ], [Tq22 ], [Tq2 ]).
This completes Step 3. Varying B, this completes Step 4.
We shall not go beyond this example to give a full organized treatment of the
equation p(T ) = F , where F is annihilated by a polynomial Qm with a general
irreducible Q. The next section is devoted to treat fully the special case Q(x) = x,
i.e. the case where F is nilpotent. For an algebraically closed field K, the treatment
of this special case is adequate because over such a field all monic irreducible Q
are of the form Q(x) = x − λ for some constant λ. In this simple case the equation
p(T ) = F , where (F − λ)m = 0, can easily be converted to the equation p˜(T ) = F˜
where p˜ := p − λ, and where F˜ := F − λ is nilpotent.
5. Solving p(T ) = F with nilpotent F
5.1. The case of an irreducible p
A nilpotent F of index r has many annihilating polynomials. In particular Fn = 0
for any integer n > r , and
η(F, xn) = (0, . . . , 0︸ ︷︷ ︸
n−r
, ηr , ηr−1, . . . , η1),
where (ηr , ηr−1, . . . , η1) = η(F, xr) with ηr /= 0. For the ease of use we sometimes
identify all of them, and use the lax notation η(F ).
Proposition 6. Let V be a non-trivial vector space over K,F be nilpotent of index r,
and q ∈ K[x] be monic and irreducible of degree k. Then q(T ) = F has a solution
if, and only if, η(F ) is divisible (termwise) by k. When this divisibility condition is
met, η(F )/k is the only admissible cardinal sequence for the equation. The following
construction gives all solutions:
(a) Choose an array-partitioned basis (Ai )i∈I for V under which F admits the
normal form decomposition (Theorem 4):
F =
⊕
i∈I
Fi, (5.1)
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where each Fi has representation [Fi]Ai = GJ(x, ) for some 1    r. Each
Ai is a column array because the polynomial in use, x, is of degree 1. The
cardinalities of the classes
C(x, ) := {Fi |[Fi]Ai = GJ(x, )},
being equal to the terms in η(F ), are divisible by k.
(b) For each 1    r, choose a partition of C(x, ) into subcollections each
having k elements, say that C(x, ) =⋃λ∈{F1λ, F2λ, . . . , Fkλ}. LetAjλ be
the  × 1 column array corresponding to Fjλ. Bundle them and formMλ, the
 × k array whose jth column isAjλ. Let Tλ be (q,Mλ)-induced.
(c) Let T =⊕r=1⊕λ∈ Tλ.
Proof. Suppose that T satisfies q(T ) = F . Then qr is the minimum polynomial of
T. By Theorems 8 and 3, (ii), kη(T , qr) = η(F, xr). So the divisibility condition
necessarily holds. It also implies that η(F )/k is the only possible admissible cardinal
sequence.
For each λ ∈ , Tλ constructed in (b) satisfies q(Tλ) =⊕kj=1 Fjλ. Fig. 1, with
Mλ instead ofA, q in place of p, Tλ in place of T, and Fjλ in place of N along the
jth column, is handy for this recognition. This implies that T formed in (c) satisfies
q(T ) = F . Hence η(F )/k is in fact admissible.
Allowing the basis in (a) to vary corresponds to the use of just one fixed basis
and then conjugate the constructed T by all isomorphisms φ which commute with
F—mentioned as Step 4 in Theorem 5. This completes the proof. 
5.2. The case p(x) = xn
Let L(r, n) denote the r × nr matrix

n n − 1 n − 2 · · · 1 0 0 · · · 0 0 · · · 0 · · · 0 0
0 1 2 · · · n − 1 n n − 1 · · · 1 0 · · · 0 · · · 0 0
0 0 0 · · · 0 0 1 · · · n − 1 n · · · 1 · · · 0 0
...
...
...
...
...
...
...
...
...
...
...
0 0 0 · · · 0 0 0 · · · 0 0 · · · 0 · · · 2 1

 .
The following proposition, in conjunction with Theorem 5, determines all iterative
roots of a nilpotent operator.
Proposition 7. Let F be nilpotent of index r. The admissible cardinal sequences for
the equation T n = F are the solutions η(T , xnr ) of
L(r, n)col(η(T , xnr )) = col(η(F, xr)). (5.2)
Here, col signifies a column vector.
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Proof. Fixingxnr as the annihilating polynomial for T. Letη(F, xr) = (ηr , ηr−1, . . . ,
η1) and η(T , xnr ) = (µnr , µnr−1, . . . , µ1). First, consider the case where V is finite
dimensional. In this case the cardinal sequences of nilpotent operators are con-
veniently determined by the ranks of the powers of the operators. By result (i) of
Theorem 3,
rank(T t ) =
nr−t−1∑
j=0
(nr − t − j)µnr−j , t = 0, 1, . . . , nr − 1, (5.3)
rank(F t ) =
r−t−1∑
j=0
(r − t − j)ηr−j , t = 0, 1, . . . , r − 1. (5.4)
In particular
rank(T n(r−)) =
n−1∑
j=0
(n − j)µnr−j , rank(F r−) =
−1∑
j=0
( − j)ηr−j (5.5)
for  = 1, 2, . . . , r . Thus, T n = F yields
n−1∑
j=0
(n − j)µnr−j =
−1∑
j=0
( − j)ηr−j ,  = 1, 2, . . . , r. (5.6)
The system (5.6) can be represented as


nr nr − 1 · · · n(r − 1) + 1 n(r − 1) · · · n(r − 2) + 1 n(r − 2) · · · 2 1
n(r − 1) n(r − 1) − 1 · · · n(r − 2) + 1 n(r − 2) · · · n(r − 3) + 1 n(r − 3) · · · 1 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
2n 2n − 1 · · · n + 1 n · · · 1 0 · · · 0 0
n n − 1 · · · 1 0 · · · 0 0 · · · 0 0


·


µnr
µnr−1
.
.
.
.
.
.
µ1


=


r r − 1 · · · 2 1
r − 1 r − 2 · · · 1 0
.
.
.
.
.
.
.
.
.
.
.
.
2 1 · · · 0 0
1 0 · · · 0 0




ηr
ηr−1
.
.
.
.
.
.
η1


.
A sequence of elementary row operations reducing the right hand side matrix to the
identity matrix takes the left hand side matrix to L(r, n). Hence the system (5.6) is
equivalent to the simpler (5.2), confirming that the matrix L(r, n) converts η(T , nr) to
η(T n, r) for finite dimensional V. Next we turn our attention to infinite dimensional V.
By Theorem 8, there exists a decomposition V =⊕i∈I Zi , where each Zi is T-cyclic
and T |Zi has minimum polynomial x for some 1    nr. Observe that each Zi
must be F-invariant, and we can decompose Zi further into subspaces which are F-
cyclic. The composite result is then a canonical decomposition for F based on which
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we will compute η(F ). Let  be temporarily fixed, let Zi0 be one fixed summand on
which the minimum polynomial of T is x, contributing to one count towards µ.
Applying (5.2) on the finite dimensional Zi0 we see that the contribution of F |Zi0
towards col(η1, η2, . . . , ηr ) is c, the th column of L(n, r). As there are µ such
Zi0 in the decomposition, the total contribution from them is µc (an expression
valid for infinite µ). Vary the  and we obtain
∑nr
=1 µc as the full count towards
col(η1, η2, . . . , ηr ) on the whole V. As
∑nr
=1 µc is merely another way of record-
ing L(r, n)col(µ1, µ2, . . . , µnr), this proves (5.2) for infinite dimensional V. This
completes the proof. 
5.3. The case p has coprime factorization
Lemma 1. Let T be a linear operator on V over K with an annihilating polynomial
pr where p ∈ K[x] is factored as p = q1q2 · · · qs with coprime and monic qj ’s. Let
T =⊕sj=1 Tj be the corresponding primary decomposition of T , where Tj : Vj →
Vj , Vj = Ker qj (T )r and Tj = T |Vj . Then
η(p(Tj ), x
r ) = η(qj (Tj ), xr ) for each j = 1, 2, . . . , s (5.7)
and
η(p(T ), xr) =
s∑
j=1
η(qj (Tj ), x
r ). (5.8)
Proof. We may assume s  2. By symmetry, it is sufficient to establish (5.7) for
j = 1.
Going back to the proof of Theorem 8, we recall that an operator N with annihilating
polynomial xr has its cardinal sequence η(N, xr) given by the codimensions of the
nested sequence (2): (Range N ∩ Ker N)=r−1,...,1,0. To get (5.7) for j = 1 it is
sufficient to show, for all  = 1, 2, . . . , r − 1,
Range p(T1) = Range q1(T1) and Ker p(T1) = Ker q1(T1). (5.9)
Let p1 = q2q3 · · · qs . Then p = q1p1, and q1 and p1 are coprime. The latter im-
plies qr1 and p
r
1 are coprime and so there exist polynomials a, b ∈ K[x] such that
aqr1 + bpr1 = 1. Applying this relation to T1 we get a(T1)q1(T1)r + b(T1)p1(T1)r =
1. Since q1(T1)r = 0, we get b(T1)p1(T1)r = 1. Since r  1, this proves that p1(T1)
is invertible and b(T1)p1(T1)r−1 is its inverse. This in turn implies the invertibility
of p1(T1) for all . Their invertibility leads quickly to (5.9):
Range p(T1) = q1(T1)(p1(T1)(V1)) = q1(T1)(V1) = Range q1(T1),
and
Ker p(T1) = {v ∈ V1|p1(T1)q1(T1)(v) = 0}
= {v ∈ V1|q1(T1)(v) = 0} = Ker q1(T1).
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From T =⊕sj=1 Tj we have p(T ) =⊕sj=1 p(Tj ). It follows from Proposition 3
that η(p(T ), xr) =∑sj=1 η(p(Tj ), xr ). By (5.7), we arrive at (5.8). This completes
the proof. 
Combining the results in the above three subsections, we now give an explicit equa-
tion which determines the solutions T of p(T ) = F , where F is nilpotent, according
to their similarity classes.
Theorem 6. Let T be a solution of the equation p(T ) = F where F is nilpotent of
index r. Let p = qn11 qn22 · · · qnss where nj > 0 be a factorization of p into distinct
monic irreducible qj ’s. Then the cardinal sequence
η(T , q
n1r
1 ; qn2r2 ; . . . ; qnsrs ) = (η(T1, qn1r1 ); η(T2, qn2r2 ); . . . ; η(Ts, qnsrs ))
of T (as defined in (3.1) and (3.2)) satisfies
s∑
j=1
deg(qj )L(r, nj )col(η(Tj , q
nj r
j )) = col(η(F, xr)). (5.10)
Conversely, every solution of (5.10) is the cardinal sequence of some solution T for
p(T ) = F.
Proof. We first compute η(p(T ), xr) in terms of η(T , qn1r1 ; qn2r2 ; . . . ; qnsrs ). By
Lemma 1,
η(p(T ), xr) = η(q1(T )n1q2(T )n2 · · · qs(T )ns , xr ) =
s∑
j=1
η(qj (Tj )
nj , xr ).
Taking transpose we rewrite it as
col(η(p(T ), xr)) =
s∑
j=1
col(η(qj (Tj )nj , xr )). (5.11)
By Proposition 7, col(η(qj (Tj )nj , xr )) = L(r, nj )col(η(qj (Tj ), xnj r )), thus
col(η(p(T ), xr)) =
s∑
j=1
L(r, nj )col(η(qj (Tj ), xnj r )). (5.12)
By Theorem 3, (ii), we have η(qj (Tj ), xnj r ) = deg(qj )η(Tj , qnj rj ). Taking transpose
and putting it into (5.12) we arrive at
col(η(p(T ), xr)) =
s∑
j=1
deg(qj )L(r, nj )col(η(Tj , q
nj r
j )). (5.13)
Equate η(p(T ), xr) to η(F, xr) and we obtain the linear system (5.10) which deter-
mines the admissible cardinal sequences forp(T ) = F . This completes the proof. 
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Example 3. Let F be an additive function on R which is nilpotent of index 2 and
η(F, x2) = (ℵ1, 0). Let q ∈ Q[x] be irreducible monic of degree k. Consider the
equation
q(T )n(v) = F(v), v ∈ R, (5.14)
for additive T. By Theorem 6, we solve kL(2, n)col(µ2n, . . . , µ2, µ1) = col(ℵ1, 0).
It has only one solution µ2n = ℵ1 and µ = 0 for  < 2n, implying that there is only
one class of solutions T, with η(T , q2n) = (ℵ1, 0, 0, . . . , 0).
Example 4. We consider the matrix equation
T 3 =

1 0 01 1 0
0 0 1

 .
Solution. The equation can be put in the form p(T ) = F where
p(x) = x3 − 1, F =

0 0 01 0 0
0 0 0

 . (5.15)
Notice that F is nilpotent and η(F, x2) = (1, 1). Theorem 6 is applicable.
Case 1. Suppose that x2 + x + 1 is irreducible over K. Then the irreducible fac-
torization of p is p(x) = q1(x)q2(x) where q1(x) = x2 + x + 1 and q2(x) = x − 1.
By (5.10), η(T , q21 ; q22 ) = (µ12, µ11;µ22, µ21) is determined by
2
[
µ12
µ11
]
+
[
µ22
µ21
]
=
[
1
1
]
(see also (4.1)). There is just one class for T with η(T , q21 ; q22 ) = (0, 0; 1, 1). A
particular solution is
T =

 1 0 01/3 1 0
0 0 1

 . (5.16)
Non-singular matrices φ which commutes with F are given by
φ =

b2 0 0b1 b2 b3
b4 0 b5

 ,
where bi ∈ K, b2 /= 0, b5 /= 0. Conjugating the particular solution (5.16) byφ reveals
that it is the unique solution.
Case 2. Suppose that x2 + x + 1 is reducible over K and char(K) /= 3. Then the
irreducible factorization for p is
p(x) = q1(x)q2(x)q3(x),
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where q1(x) := x − α, q2(x) := x + α + 1, q3(x) := x − 1 and α is a primative
cubic root of 1 in K. By (5.10), η(T , q21 ; q22 ; q23 ) = (µ12, µ11;µ22, µ21;µ32, µ31)
is determined by[
µ12
µ11
]
+
[
µ22
µ21
]
+
[
µ32
µ31
]
=
[
1
1
]
.
There are nine classes. When Steps 3 and 4 are carried out for each of the nine
classes we obtain all solution T over K. For instance, the class with η(T , q21 ; q22 ; q23 ) =
(1, 0; 0, 1; 0, 0) consists of T of the form
 α 0 0(α − 6αc1c2 − 3c1c2)/3 α c1(2α + 1)
c2(2α + 1) 0 −α − 1


for arbitrary c1, c2 ∈ K .
Case 3. Suppose that char(K) = 3. The factorization for p is p = q3 where q(x) =
x − 1. By (5.10), the equation which determines η(T , q6) is[
3 2 1 0 0 0
0 1 2 3 2 1
]
col(η(T , q6)) =
[
1
1
]
.
There is no solution.
Appendix
In what follows we present the proof of Theorems 1 and 3.
Theorem 7 (Primary decomposition, [11, Section 3]). If p is an annihilating polyno-
mial of positive degree for a linear operator T on V, and q1q2 · · · qs is a factorization
of p into relatively prime qj of positive degrees, then V =⊕sj=1 Ker qj (T ).
Lemma 2. Let T be a linear operator on a non-trivial space V with an irreducible
minimum polynomial q of degree k. Let W ⊂ V be a T-invariant subspace. Then there
exist cyclic subspaces Z(vi, T ) such that V = W ⊕⊕i∈I Z(vi, T ). Here, for each
i,Bi := (T j (vi))k−1j=0 is an ordered basis for Z(vi, T ) on which T is (q,Bi )-induced.
Proof. If W = V , take I = ∅ and we are done. Suppose that W /= V and consider
the set of all families (Z(vj , T ))j∈J with direct sum disjoint from W ordered by
inclusion. Let (Z(vi, T ))i∈I be a maximal family. If W ⊕⊕i∈I Z(vi, T ) /= V , let
v0 ∈ V be an arbitrary element not inW ⊕⊕i∈I Z(vi, T ). The spaceZ(v0, T ), being
finite dimensional with irreducible q as the characteristic polynomial of Tv0 , has no
proper T-invariant subspaces. So it must be disjoint from, or included in, all other T-
invariant subspaces of V. In particular, it must be disjoint from W ⊕⊕i∈I Z(vi, T ).
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This implies that the family (Z(vi, T ))i∈I is not maximal, and is a contradiction.
Hence W ⊕⊕i∈I Z(vi, T ) = V . This completes the proof. 
The following theorem gives the second stage of the decomposition. Its proof
contains the main ideas contributing to the full theorem. Subsequent developments
also refer to this proof.
Theorem 8. Let V be non-trivial and let T be a linear operator on V with minimum
polynomial qr , where q ∈ K[x] is irreducible and monic, and r is a positive integer.
Then V =⊕i∈I Zi, where each Zi is T-cyclic and T |Zi has minimum polynomial
q for some 1    r. Conversely, if V =⊕i∈I Zi, where each Zi is T-cyclic, T |Zi
has minimum polynomial dividing qr and at least one T |Zi has minimum polynomial
qr , then T has minimum polynomial qr .
Proof. Let k := deg(q) and N := q(T ). Then N is a nilpotent linear operator of index
r, and it commutes with T. Let
W = Range(Nr−) ∩ Ker(N) for each  = 1, 2, . . . , r. (1)
Since Nr = 0 and Nr−1 /= 0, Range(Nr−1) /= {0} and Range(Nr−1) ⊂ Ker(N). So
W1 = Range(Nr−1) /= {0}. Since Range(N0) = V,Wr = Ker(N). Each W is T-
invariant and they are nested:
W1 ⊂ W2 ⊂ · · · ⊂ Wr. (2)
Readers may find Fig. 2 at the end of the proof helpful in tracking the notations.
By Lemma 2, applied to the spaces W on which T has minimum polynomial q,
there exists a k-partitioned ordered basis (Bi )i∈I for Wr where the index set I can be
organized as the disjoint union of r-parts I1, I2, . . . , Ir such that
Bi ⊂ W1 for i ∈ I1, Bi ⊂ W\W−1 for i ∈ I ( = 2, . . . , r), (3)
and T on SpanBi is (q,Bi )-induced. Here I1 /= ∅ becauseW1 /= {0}. Let the ordering
and labeling of the elements of Bi be recorded by
Bi = (v11i , v12i , . . . , v1ki). (4)
Fig. 2. Organization of an array-partitioned basis for T and N .
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By the Axiom of Choice, there exists a function (v(r−+1)1i )i∈I choosing for each
i ∈ I , say i ∈ I, an element v(r−+1)1i whose image under Nr− is the lead element
v11i in Bi . Label the orbital images of v(r−+1)1i under N as
v(r−+1)1i
N→ v(r−)1i N→ v(r−−1)1i N→ · · · N→ v11i . (5)
To each vector on this list we label its path under T up to k − 1 steps as
vm1i
T→ vm2i T→ vm3i T→ · · · T→ vmki (6)
for 1  m  r −  + 1 (i ∈ I). At m = 1 this labeling system is consistent with that
of Bi in (4) because T acts cyclically there. As N and T commute,
N(vmji) = v(m−1)j i (7)
for 1  m  r −  + 1 (i ∈ I) and 1  j  k; thus extending (5). Let
C1 =
⋃
i∈I
{v11i , v12i , . . . , v1ki} =
⋃
i∈I
Bi
for each  = 1, 2, . . . , r . Notice that C11 ∪ C12 ∪ · · · ∪ C1 is a basis for W. More
generally we define
Cm =
⋃
i∈I
{vm1i , vm2i , . . . , vmki}
for each  = 1, 2, . . . , r and 1  m  r −  + 1.
Immediate from (7) is that N maps Cm bijectively onto C(m−1) for m > 1; and
it maps C1 to {0} as C1 ⊂ Ker(N).
Claim. For each 1  s  r ,
⋃
m+s+1 Cm is a basis for Range(Nr−s).
For s = 1, ⋃m+s+1 Cm = C11 and Range(Nr−s) = W1. The assertion holds
true for s = 1 as C11 is a basis for W1. Suppose as an induction hypothesis that for
fixed 1 < t  r the assertion holds for all s < t , and we proceed to show that it holds
also for s = t .
Let v ∈ Range(Nr−t ) be arbitrarily given. Then N(v) ∈ Range(Nr−t+1). By the
induction hypothesis for s = t − 1,
N(v) =
∑
ι
αιvι (8)
for some αι ∈ K and vι ∈⋃m+t Cm. By (7), for each vι ∈ Cm, there exists a
(unique) uι ∈ C(m+1) such that N(uι) = vι. Thus N(v) = N(∑ι αιuι), where uι ∈⋃
m+t+1,m>1 Cm. Noting that each uι is in Range(Nr−t ), we see that v −
∑
ι αιuι
is in both Ker(N) and in Range(Nr−t ), namely in Wt , so
v −
∑
ι
αιuι =
∑
ς
βςwς
for some βς ∈ K and wς ∈ C11 ∪ C12 ∪ · · · ∪ C1t . Therefore,
v =
∑
ι
αιuι +
∑
ς
βςwς ∈ Span

 ⋃
m+t+1
Cm

 . (9)
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The above proves that
⋃
m+t+1 Cm spans Range(Nr−t ). In order to show that⋃
m+t+1 Cm is linearly independent over K, let∑
ι
αιuι +
∑
ς
βςwς = 0 (10)
be a linear relation between a finite set of (distinct) elementsuι ∈⋃m+t+1,m>1 Cm,
wς ∈⋃1+t+1 C1. Apply N to it and we get ∑ι αιN(uι) = 0. As N maps⋃
m+t+1,m>1 Cm injectively to the set
⋃
m+t Cm which, by induction hypothe-
sis, is linearly independent,αι = 0 for all ι. Putting this back in (10) we get∑ς βςwς =
0. From the independence of wς ∈⋃1+t+1 C1 = C11 ∪ C12 ∪ · · · ∪ C1t we get
βς = 0 for all ς as well. This proves that⋃m+t+1 Cm is linearly independent. The
inductive proof of the Claim is complete.
The fact thatV = Range(N0)has⋃m+r+1 Cm as a basis is used in the following
manner. To each i ∈ I , say i ∈ I, let
Ai = (vmji)1mr−+1,1jk (11)
which is an (r −  + 1) × k array of (independent) vectors in ⋃mr−+1 Cm. Let
Set(Ai ) = {vmji |1  m  r −  + 1, 1  j  k} be the set of entries of the struc-
tured array, we see that
⋃
m+r+1 Cm =
⋃
i∈I Set(Ai ). In this sense, the family
(Ai )i∈I is an array-partitioned basis for V. Thus we have the decomposition
V =
⊕
i∈I
Zi, where Zi = SpanAi . (12)
For i ∈ I, Zi has v(r−+1)1i as a cyclic generator, andT |Zi = Tv(r−+1)1i has minimum
polynomial q(r−+1).
The converse is clear. This completes the proof. 
Remark. Theorem 8 can be formulated assuming thatqr is an annihilating polynomial
of T, and not necessarily the minimum polynomial. The forward statement remains
the same word for word. The converse statement is adjusted as: Conversely, if V =⊕
i∈I Zi , where each Zi is T-cyclic and T |Zi has minimum polynomial dividing qr ,
then T has qr as an annihilating polynomial.
When Theorem 8, taking the above remark into account, is combined with the
Primary decomposition theorem (Theorem 7), we arrive at a decomposition (2.3)
which can be organized by collecting terms with a common minimum polynomial,
i.e.,
V =
s⊕
j=1
rj⊕
=1
⊕
Zi∈H(T ,qj )
Zi, (13)
whereH(T , qj ) := {Zi |qj is the minimum polynomial of T |Zi }. Tracing the proof,
we see that for each fixed j,
⊕rj
=1
⊕
Zi∈H(T ,qj ) Zi = Ker qj (T )
rj =: Vj is inde-
pendent of the decomposition. The restriction Tj := T |Vj has qrjj as an annihilating
polynomial.
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For each fixed j,
H(T , q
rj−+1
j ) = {Zi |i ∈ I}, (14)
as in the proof of Theorem 8 where q = qj and r = rj . Hence
CardH(T , qrj−+1j ) = Card I.
The nested family (2) is determined by N, thus by T . Their codimensions are therefore
invariants attached to T. It follows from (3) that each Card I is determined by T.
This shows that η(T , qr11 ; qr22 ; . . . ; qrss ) is an invariant depending only on T and the
factorization of p. It is independent of the decomposition.
Proof of Theorem 3. From the Claim in the proof of Theorem 8, for each 1  s  r ,
rank(Nr−s) = dim(Range(Nr−s)) = Card

 ⋃
m+s+1
Cm


=
∑
m+s+1
Card Cm =
∑
m+s+1
ηr−+1k
= k
s∑
=1
s+1−∑
m=1
ηr−+1 = k
s∑
=1
(s + 1 − )ηr−+1.
Re-labeling r − s as t, we get the result (i). At t = 0 we get the formula of dimV .
For (ii), recall from the definition (3.1) that
η(N, xr) = (CardH(N, x))=r,r−1,...,1. (15)
In (14), each Zi = SpanAi where Ai = (vmji)1mr−+1,1jk . Since for each
j = 1, 2, . . . , k we have N(vmji) = v(m−1)j i as shown in (7), Zi splits into k N-
cyclic subspaces spanned by each of the k columns of Ai . This completes the
proof. 
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