We prove Rubio de Francia's Littlewood-Paley inequality for arbitrary disjoint intervals in the noncommutative setting, i.e. for functions with values in noncommutative L p -spaces. As applications, we get sufficient conditions in terms of q-variation for the boundedness of Schur multipliers on Schatten classes.
Introduction
Given an interval I on the real line R, let S I denote the associated partial sum operator:
where f is the Fourier transform of f . Let (I j ) j∈N be a sequence of mutually disjoint intervals of R. We form the corresponding square function:
Rubio de Francia [19] proved the following remarkable inequality. For any 2 ≤ p < ∞ there exists a constant c p depending only on p such that
If (I j ) is the sequence of dyadic intervals, this is the classical Littlewood-Paley inequality. Moreover, in this dyadic case, (1.1) holds for all 1 < p < ∞ and the inverse inequality is also true. However, for general disjoint intervals, (1.1) fails for p < 2, which means that the inverse of (1.1) is no longer available.
On the other hand, assuming that j I j = R and using duality, one deduces from (1.1) that for 1 < p ≤ 2
In this paper, we generalize Rubio de Francia's theorem to a different direction. More precisely, we prove that (1.1) holds for all p-integrable functions f on R with values in a noncommutative L p -space. Let M be a von Neumann algebra equipped with a normal semifinite faithful trace τ , and let L p (M) be the associated noncommutative L p -space, 1 ≤ p ≤ ∞ (see the next section for the definition). In particular, if M = B(ℓ 2 ) equipped with the usual trace Tr, we get the Schatten p-class S p . Let L p (R; L p (M)) denote the usual L p -space of Bochner p-integrable functions on R with values in L p (M). Our main result is the following Theorem 1.1 Let (I j ) j∈N be a sequence of mutually disjoint intervals of R and 2 ≤ p < ∞. Then
where c p is a constant depending only on p and | · | denotes the usual modulus of operators.
Inequality (1.1) is used in [4] to give a criterion for the boundedness of Fourier multipliers on L p (R) in terms of 2-variation, which improves considerably the classical Marcinkiewicz multiplier theorem. In the same spirit, we apply Theorem 1.1 to the study of Schur multipliers. Let ϕ = (ϕ j,k ) be an infinite complex matrix (or a complex function on N 2 ). For any infinite matrix x = (x j,k ) define M ϕ (x) = (ϕ j,k x j,k ). As usual, we represent the operators in the Schatten class S p as infinite matrices. Then ϕ is called a bounded Schur multiplier on S p if M ϕ is a bounded map on S p .
Theorem 1.2 Let 2 ≤ ρ < ∞. Assume
for all j ≥ 1 and all increasing sequences (k s ) of positive integers. Then
).
In particular, if ρ = 2, then ϕ is a bounded Schur multiplier on S p for every 1 < p < ∞.
We end this introduction by saying a few words on the proof of Theorem 1.1. Our proof follows the pattern set up in [19] . However, several serious difficulties appear. Let us explain one of them for illustration. The first important step in Rubio de Francia's arguments is to reduce arbitrary disjoint intervals to well-distributed intervals. It consists in partitioning each I j into "nice" subintervals (I j,k ) k . The family (I j,k ) j,k is well-distributed in the sense that
Here as well as in the remainder of the paper, λI denotes the interval that has the same center as I such that |λI| = λ|I|. This reduction is possible because of the following equivalence
However, this equivalence is no longer true in the operator-valued setting. Let us consider, for instance, S p -valued functions f ∈ L p (R; S p ). Instead of the equivalence above, we have the following
for 2 < p < ∞, where e j,k denote the canonical matrix units of B(ℓ 2 ). Thus we have an extra second term on the matrix norm, which causes some subtle difficulties and requires much more efforts. In fact, our arguments employ in an essential way the recent development on noncommutative harmonic analysis. In particular, the noncommutative Khintchine inequality and the interpolation of operator-valued Hardy spaces will be crucial.
Preliminaries
In this section we present the two main tools for the proof of Theorem 1.1 from noncommutative harmonic analysis: the noncommutative Khintchine inequality and the interpolation theorem between the noncommutative BMO and L p . We start by recalling the definition of noncommutative L p -spaces.
2.1 Noncommutative L p -spaces. Let M be a von Neumann algebra equipped with a normal semifinite faithful trace τ . Let S + be the set of all positive x ∈ M such that τ (supp(x)) < ∞, where supp(x) denotes the support of x, i.e. the least projection e ∈ M such that ex = x. Let S be the linear span of S + . Note that S is an involutive strongly dense ideal of M. For 0 < p < ∞ define
where |x| = (x * x) 1/2 , the modulus of x. One can check that · p is a norm or p-norm on S according to p ≥ 1 or p < 1. The corresponding completion is the noncommutative L p -space associated with (M, τ ) and is denoted by L p (M). By convention, we set L ∞ (M) = M equipped with the operator norm. The elements of L p (M) can be also described as measurable operators with respect to (M, τ ).
Let H be a Hilbert space and B(H) the space of bounded operators on H. If M = B(H) equipped with the usual trace Tr, then the associated L p -spaces are the Schatten classes
It is convenient to represent the elements of S p by infinite matrices. On the other hand, let M be commutative, say, M = L ∞ (Ω, µ) for a measure space (Ω, µ). With τ equal to the integral against µ, we then recover the usual L p -spaces L p (Ω). This example can be extended to the setting of operator-valued functions. Let (N , ν) be another von Neumann algebra with a normal semifinite faithful trace ν. Let M = L ∞ (Ω)⊗N be the tensor product von Neumann algebra, equipped with the tensor product trace. Then for every p < ∞ the space
We will use this example in the particular case where Ω = R is equipped with Lebesgue measure.
We refer to [18] for more information and for historical references on noncommutative L p -spaces. In the sequel, unless explicitly stated otherwise, M will denote a semifinite von Neumann algebra and τ a normal semifinite faithful trace on M.
Noncommutative Khintchine inequality. We first introduce the column and row spaces
These define two norms on the family of all finite sequences in
For such a sequence (x n ), the limit lim n→∞ 
c ) is identified with the column matrix   
is identified with the first row subspace of L p (B(ℓ 2 )⊗M). We will use very often the canonical matrix units (e j,k ) of B(ℓ 2 ). Then we have
For notational simplicity, we define the space
equipped with the intersection norm:
,
, equipped with the sum norm:
, where the infimum runs over all decompositions x n = y n + z n with y n and z n in L p (M).
We can now state the noncommutative Khintchine inequality from [11] and [12] . Recall that a Rademacher sequence is an independent sequence (ε n ) of random variables on a probability space (Ω, µ) such that µ(ε n = 1) = µ(ε n = −1) = 1/2. We will use the notation A ∼ c B for c −1 B ≤ A ≤ cB. c p will denote a positive constant depending only on p.
It is well-known that the Hilbert transform extends to a bounded map on L p (R; L p (M)) for every 1 < p < ∞ (cf. [3] ; see also [18] ). This equivalently means that L p (M) is a UMD space. Combining Lemma 2.1 and Bourgain's vector-valued Littlewood-Paley theorem , we get the following Lemma 2.2 Let D be the collection of dyadic intervals of R:
Then for any 1 < p < ∞ we have
2.3 Noncommutative BMO and interpolation. The operator-valued BMO spaces were first introduced in [17] for noncommutative martingales, where the classical Fefferman duality between BMO and H 1 was established. The analogue of this duality theorem was also obtained for operatorvalued functions on R in [13] . We recall the definition of BMO in the latter case. Given a Hilbert space H denote by L p (M; H c ) the corresponding column subspace, which can be defined similarly as L p (M; ℓ 2 c ) by fixing an orthonormal basis of H. Alternatively, fix a unit vector ξ ∈ H and define L p (M; H c ) as the subspace of L p (B(H)⊗M) consisting of all x such that x(ξ ⊗ ξ ⊗ 1) = x (noting that ξ ⊗ ξ is the orthogonal projection from H onto the one dimensional subspace spanned
In the sequel, we are concerned with the case where
where
ϕdt and the supremum runs over all (finite) intervals I ⊂ R. Let H be the Hilbert space on which M acts. Obviously, we have
where BMO 2 (R; H) is the usual H-valued BMO space on R. Thus · BMO c is a norm modulo constant functions. We then define BMO c (R; M) as the space of all ϕ such that ϕ BMO c < ∞. This is a Banach space (modulo constant functions). BMO r (R; M) is defined to be the space of all ϕ such that ϕ * ∈ BMO c (R; M) with the norm ϕ BMO r = ϕ * BMO c . Finally, set
with the intersection norm
The following interpolation result is [13, Theorem 6.2], which will play an important role in the proof of Theorem 1.1. Its martingale analogue goes back to [14] .
with equivalent norms. Moreover, the relevant equivalence constants depend only on p.
Proof of Theorem 1.1
This section is mainly devoted to the proof of Theorem 1.1, which is divided into several steps. Let us start with two elementary remarks. Firstly, it suffices to consider a finite sequence {I j } j of disjoint intervals. Thus all sums and matrices in this section are finite. Secondly, by dilation, we may assume |I j | ≥ 4 for all j. This assumption will make much easier our partition below of the I j into dyadic subintervals.
Step 1: Reduction to well-distributed intervals. The first step is to decompose each interval I j into well-distributed subintervals. Let I j = (a j , b j ]. Let n j = max{n ∈ N : 2 n+1 ≤ b j − a j + 4}. We first split I j into two subintervals with equal length
Then we decompose I a j and I b j into relative dyadic subintervals as follows:
b j,k be the empty set for the other k's. Also put
Using the subintervals I a j,k , we write
Therefore, we are in a position to apply Lemma 2.2 to the function
Thus we obtain j,k
Here · p on the left hand side denotes the norm of L p (R) and · p on the right that of L p (B(ℓ 2 )⊗R). This simplified notation · p will be systematically used below, which should not cause any ambiguity for the underlying von Neumann algebra will be clear from the concrete context. We use the following identifications (up to a unitary):
e 1,k ⊗ e j,1 ≃ e j,k and e k,1 ⊗ e j,1 ≃ e (j,k),1 .
Note that the double index (j, k) in e (j,k),1 denotes the row index. Accordingly, B(ℓ 2 )⊗R = B(ℓ 2 )⊗B(ℓ 2 )⊗L ∞ (R)⊗M is identified with B(ℓ 2 )⊗L ∞ (R)⊗M, i.e. with R itself. Then we deduce
Similarly,
Combining the preceding estimates, we get
Therefore, we are reduced to proving
for c ∈ {a, b}. We will consider only the case c = a. The other can be treated in the same way.
Remark 3.1 Using the boundedness of the Hilbert transform on
Consequently, we have
This is the noncommutative version of (1.4).
Step 2: Singular integrals. We now set up two appropriate singular integral operators with matrix-valued kernels corresponding to (3.1) and (3.2). To this end fix a Schwartz function ψ(t) whose Fourier transform satisfies
Henceforth, we will denote I a j,k simply by I j,k . Let c j,k = a j,k + 2 k−1 for 1 ≤ k ≤ n j . Note that c j,k is the center of I j,k if k < n j and ofĨ j,k if k = n j . Define
so that the Fourier transform of ψ j,k is adapted to I j,k , i.e.
(3.3) χ I j,k ≤ ψ j,k ≤ χ 2I j,k for k < n j and χĨ j,n j ≤ ψ j,nj ≤ χ 2Ĩj,n j .
We should emphasize that our choice of c j,k is different from that of [19] , where c j,k = n j,k 2 k for some integer n j,k . Rubio de Francia's choice makes his calculations easier than ours. The sole reason for our choice of c j,k is that c j,k splits into a sum of two terms depending on j and k separately. Namely, c j,k = a j − 2 + 2 k + 2 k−1 . See [10] for a related comment. This splitting property is not needed in the scalar case but will be crucial below.
It is clear that
Consequently,
Then using the boundedness of the Hilbert transform on L p (R; L p (B(ℓ 2 )⊗M)) and the usual truncation argument, we deduce
Indeed, letting g j,k = ψ j,k * f , we have
Note that each a j,k splits into two terms on j and k separately: a j,k = a j − 2 + 2 k ; so for every
Then by the unitary invariance of the norm of S p , we find
the boundedness of the Hilbert transform (i.e. of
The first norm on the right hand side is equal to j,k e j,k ⊗ g j,k p . Applying this argument once more, we get the same majoration for the second norm. Thus the announced inequality is proved.
Now write
Using the splitting property of the c j,k mentioned previously and the unitary invariance of the norm of S p , for every x ∈ R we have
Thus we are led to introducing the matrix-valued kernel K 1 :
Let T 1 be the associated singular integral operator:
By the discussion above, inequality (3.1) is reduced to the boundedness of
Similarly, (3.2) is also equivalent to the boundedness of a singular integral operator. Let K 2 (x, y) be the column matrix indexed by the double index (j, k):
If T 2 denotes the associated singular integral operator, inequality (3.2) will be a consequence of (3.9)
Since L 2 (M) is a Hilbert space, Plancherel's theorem and (3.4) imply that both (3.7) and (3.9) are true for p = 2. Like in the scalar case, we will show that T 1 and T 2 are bounded from L ∞ to BMO, which will enable us to use the interpolation equality in Lemma 2.3.
Step 3: Estimates on the kernels. This step contains the key estimates on the kernels K 1 and K 2 defined in (3.6) and (3.8) . Fix x, z ∈ R and an integer m ≥ 1. Let
Note that since K 1 and K 2 are matrix-valued, the norm · ∞ in the following lemma is the operator norm of B(ℓ 2 ).
Lemma 3.2
The kernels K 1 and K 2 satisfy
Proof. We first consider K 1 . We have
Note that for fixed k
Now we appeal to the following classical inequality on Dirichlet series with small gaps. Let (γ j ) be a finite sequence of real numbers such that
Then for any interval I ⊂ R and any sequence (α j ) ⊂ C I j
where c is an absolute constant (see [7] and [21, Theorem V.9.9.]). Applying this to the function q k , using (3.10) and a change of variables, we find (recalling that λ = 1)
For k ≥ k 1 , we use the estimate
Combining the two inequalities above with (3.11) , we deduce the following estimates on α k :
Therefore,
This is the desired estimate for the kernel K 1 . The proof for the second kernel is similar. Indeed, we have
where the supremum runs over all families λ = (
Thus by the Cauchy-Schwarz inequality,
where r k (y) = j µ j,k exp(2πic j,k y).
Since for fixed k
r k satisfies again estimate (3.11). The rest of the proof is the same as the previous one for K 1 .
Step 4: The L ∞ − BMO boundedness. Recall that T 1 and T 2 are the singular integral operators associated with the kernels K 1 and K 2 , respectively. Let N = B(ℓ 2 )⊗M.
Lemma 3.3
The operators T 1 and T 2 are bounded from L ∞ (R)⊗M to BMO cr (R; N ).
Proof. We prove this lemma only for T 1 . The same argument works equally for T 2 . Fix a function f ∈ L ∞ (R)⊗M with f ∞ ≤ 1 and an interval I ⊂ R. In order to ease the understanding of what follows, it will be helpful to note that the values of the kernel K 1 are complex matrices (i.e. operators in B(ℓ 2 )) while those of f are in L p (M). Thus, as functions with values in N = B(ℓ 2 )⊗M, K 1 and f commute pointwise. Namely,
Then using the convexity of the operator square function, we get
To estimate A, let x, z ∈ I. Then by the Cauchy-Schwarz inequality and Lemma 3.2, we find
Therefore, A ≤ c. For B, we use the L 2 -boundedness described at the end of Step 2. We have
where T 1 is the singular integral operator with the kernel K 1 but defined on L 2 (R; L 2 (N )). Plancherel's theorem and inequality (3.4) imply that T 1 is still bounded on L 2 (R; L 2 (N )) with norm controlled by a universal constant. Hence for any unit element a ∈ L 2 (N )
It thus follows that B ≤ c. Combining the previous estimations of A and B and taking the supremum over all intervals I and all f in the unit ball of L ∞ (R)⊗M, we obtain
Passing to adjoints and using the commutation of K 1 and f mentioned at the beginning of this proof, we deduce
Therefore, T 1 is bounded from L ∞ (R)⊗M to BMO cr (R; N ), so the lemma is proved.
Step 5: The end of the proof of Theorem 1.1. By Lemmas 2.3 and 3.3, we obtain (3.7) and (3.9). Therefore, the proof of Theorem 1.1 is complete.
Remark 3.4
Taking the adjoint of f in (1.3), we get
Then in terms of L p (M; ℓ 2 cr ), this inequality and (1.3) can be put together:
Assume in addition that j I j = R. Then by duality, we deduce
Remark 3.5 It is clear that (1.1) holds for Hilbert space valued functions. Thus for any 2 ≤ p < ∞
Interpolating this and (1.3) by complex method, we get that for 2 ≤ q ≤ p < ∞
On the other hand, using real interpolation yields
where L q,p (M) denotes the noncommutative Lorentz space associated with (M, τ ). Both inequalities above might fail if 2 ≤ p < q. In fact, it seems that there would exist no constant c such that
for any f ∈ L p (R; ℓ q ) whenever 2 ≤ p < q < ∞.
Remark 3.6 Theorem 1.1 has a counterpart for the unit circle (i.e. with R replaced by the unit circle T), whose proof is the same as before, apart from some minor modifications. On the other hand, by Haagerup's reduction theorem [5] , Theorem 1.1 remains true for an arbitrary von Neumann algebras M.
Proof. Since V ρ (I) ⊆ L ∞ (I), the case p = 2 is obvious because of Plancherel's theorem. On the other hand, by duality, we only need to consider the case p > 2. Fix a p > 2 such that
Choose 0 < θ < 1 and 2 < q < ∞ such that
Thus we have
Then using (4.2) and interpolation, we are reduced to proving the following two statements:
The first one is obvious by virtue of Plancherel's theorem. To deal with (ii), we first consider the case where ϕ |I is a step function for each I ∈ D as in (4.1). For simplicity, we enumerate the dyadic intervals by (I k ) and let ϕ k = ϕ |I k . Thus each ϕ k can be written as
By Lemma 2.2,
The convexity of the operator square function yields
Therefore, using Theorem 1.1, we obtain
Thus the statement (ii) is proved in the case where each ϕ k is a step function. For the general case, it suffices to show that
for every fixed n. Then using the definition of U 2 and by approximation, we can assume that the ϕ k , 1 ≤ k ≤ n, are of the following form
for some integer N , where each ϕ k,j is a step function with [|ϕ k,j |] ≤ 1. Thus
Therefore, we are reduced to the previous case, thus (ii) is proved, and so is the theorem. 
Proof of Theorem 1.2. Let ϕ satisfy the assumption of the theorem. Let x = (x j,k ) j,k ∈ S p . By the density of finite matrices in S p , we can assume that x is a finite matrix, say, x j,k = 0 if max(j, k) > n for some integer n. Consider the function f : [0, 2π] → S p defined by f (t) = n j,k=1
x j,k exp(i(2 j+n + k)t)e j,k .
Accordingly, introduce a function ψ on Z by ψ(m) = ϕ j,k , if m = 2 j+n + k for 1 ≤ j, k ≤ n, 0, otherwise.
Let T ψ be the Fourier multiplier with symbol ψ. Then
ϕ j,k x j,k exp(i(2 j+n + k)t)e j,k .
By the unitary invariance of S p , we have f L p (T;S p ) = x S p and T ψ (f ) L p (T;S p ) = M ϕ (x) S p .
On the other hand, it is clear that ψ satisfies the assumption of Remark 4.2. Thus
Therefore, M ϕ (x) S p ≤ c p,ρ x S p , so the theorem is proved.
Remark 4.3
The preceding proof can be applied to Schur multipliers of the Hankel and Toeplitz forms. Let us consider only Hankel Schur multipliers. Let 2 ≤ ρ < ∞ and (λ n ) ⊂ C be a sequence such that
for all 2 n = k 1 < k 2 < · · · k m < 2 n+1 and all n ∈ N. Then (λ j+k ) j,k is a Schur multiplier on S p for every p ∈ (1, ∞) such that | It is easy to check that ϕ ∈ V ρ (R) if ρ > α/β. Indeed, allowing β to take complex numbers and letting β verify Re(β) > α, we see that ϕ ′ ∈ L 1 (R), i.e. ϕ ∈ V 1 (R). Moreover, ϕ V1 is controlled by a constant depending only on α and Re(β). Interpolating this and the trivial case where Re(β) = 0 (then ϕ ∈ L ∞ ) by standard arguments, we deduce the desired result. Thus Theorem 4.1 implies that ϕ is a bounded Fourier multiplier on L p (R; L p (M)) for every p ∈ (1, ∞) such that By the previous example, sup j ϕ j,· vρ < ∞ if ρ > α/β. Therefore, Theorem 1.2 implies that ϕ is a bounded Schur multiplier on S p for every p ∈ (1, ∞) such that
We don't know, however, whether this result is sharp or not. Note that this result is also true for α = 0 since then sup j ϕ j,· v1 < ∞. Here are some examples of the a j,k :
