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Constructing computer system structures and network webs out of a list of given properties is a widely2
discussed topic in scientific literature. The most common method for solving such problems is generating3
random networks and rejecting those which do not fit the given criteria (diameter, connectivity, clustering4
factors, etc.). According to research on the stability of computer systems/networks after deletion of ver-5
tices from those structures [1], regular structures are extremely stable; the most stable topology of random6
graphs is characterized by the distribution of the vertex degrees in a way such that there are at most three7
discrepancies. That said, in both the theory of networks and systems, and in the basic context of graph8
theory, research on the problem of generating the structure of a graph from given properties and systematic9
methods (aside from the necessity of reordering) is severely lacking. This is, first and foremost, due to the10
absence of a method of describing graphs which would allow for formal analyses and transformations on the11
graph.12
In this paper, I first introduce an analytical approach to solving problems of constructing regular graphs13
given order n and degree s. My approach is based on those outlined in [2, 3]: for a graph G(V,E) and its14
parenthetical equations P (v0) with v0 ∈ V , construct a base equation of the spanning tree of G(V,E) and15
use that equation to determine the floor of the diameter d(G) and the ceiling of the girth g(G). Finally,16
to find the endpoints of the unknown edges of the graph (missing edges in the underlying spanning graph),17




To avoid discrepancies, I will list some common definitions as provided in [4], as well as some basic facts22
about paranthetical equations as I define them in this text.23
Regular graph - a connected graph G(V,E), in which all the vertices vi ∈ V have equal degree; the degree24
of each vertex is the degree s(G) of the regular graph.25
Eccentricity of a vertex - for the vertex u, eccentricity e(u) = max
u∈V
δ(u, v), where δ(u, v) is the distance26
between vertices u, v ∈ V .27
Diameter - the largest eccentricity of all the vertices of a connected graph: d(G) = max
u∈V
e(u).28
Girth - the length of the minimal cycle in a graph.29
Paranthetical equation (or just equation) P (vi) of a graph G(V,E) - a parenthetical description of a graph30
with its starting point a vertex vi ∈ V .31
The method of constructing parenthetical representations of graphs, and the properties of such equations32
are explained well in [2, 3]. That said, because the method is a fundamental part of the argument proposed33
in this paper, and because it is fairly new (and thus little known), I will lay out a short explanation on34
assembling the equation of an undirected connected graph. I will then provide an example using Q3, which I35
will use to demonstrate that the graphs constructed by this method have the same order and degree as Q3.36
Call the equation P (w) of the graph G(V,E) with initial vertex w ∈ V the w-th equation of this graph,37
or the w-th foreshortening. To specify the number of levels in the equation, k, let us add a corresponding38
index: Pk(w). Then P0(w) = w. For example, for the first level of the equation, we get P1(w) = wN (w).39
Here the subset N (w), derived from vertex w, is the neighborhood of vertex w and consists of s(w) vertices,40
where s(w) = deg(w), the degree of vertex w.41
Thus, the j-th vertex of the (i− 1)-th level of the equation determines the subset of vertices Vij ⊂ V on42
the i-th level of the equation. Accordingly, the number of such subsets is equal to the number of vertices43
in the previous level of the equation. Let subset Vi,j ⊂ V map to the set of vertices preceding it, V ′i,j ⊂ V44
in the path from initial vertex v0 to vertex vi−1,j , M(v0, vi−1,j). The subset Vi,j derives from its immediate45
preceding vertex vi−1,j . Once more using the first level of the equation, V1,w, as example, the subset of its46
vertices is derived from the single vertex w of the 0-th level (remember, subset V ′1,w consists of one vertex:47
V ′1,0 = {w}). Subsets of upper levels, V ′i+1,j , i ≥ 1, are derived from the corresponding subsets V ′i,j of the48
previous levels by adding to them the vertex vi,j ∈ Vi,j : V ′i+1,j = V ′i,j ∪ vi,j , the immediate predecessor of49
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subset Vi,j+1.50
Notice that in the general case of connected graphs, including cyclic graphs, a single vertex may appear51
multiple times on different levels of an equation, or even on the same level (excluding the first), and the52
indices do not have to correspond. The lack of repetition of vertices in the first level is explained by the53
fact that the objects being studied in this graph are not multigraphs. Graphs with loops will also not be54
discussed in this work (so vi−1,j = vi,j). The total number of vertices in level i, call it Ci, is equal to the55
sum of the cardinalities of the subsets of that level Vi,j : Ci =
∑
j
|Vi,j |. Call the union of the subsets Vi,j set56
Mi located on level i of the equation; that is, Mi =
⋃
j
Vi,j and Ci ≥ |Mi|.57
Vertices belonging to the subset Vi,j can be identified by subtracting the set of its preceding vertices, V ′i,j58
from the neighborhood of vertex vi−1,j from which the subset was derived. That is, Vi,j = N (vi−1,j)\V ′i,j .59
This prevents repetition of vertices in paths defined by an equation by excluding those that have already60
appeared.61
Thus, the equation for the three-level equation described in the above examples and in terms of only one62










Here the set of vertices in the first level consists of one subset: V1,w = N (w) with cardinality |V1,w| =64
deg(w). The set of vertices in the second level includes deg(w) subsets, each of which has, as an immediate65
predecessor, every vertex of level 1. In general, vertex v is a part of the subset V2,u with the immediate66
predecessor u : v ∈ V2,u, V2,u = N (u)\V ′1,u, V ′1,u = w. Thus the vertex set in any n-th level of the equation67
Pk(w), where n ≤ k, unifies in itself the subsets derived by subtracting from the neighborhood of each vertex68
in level (n − 1) all of its predecessors in the given equation. Note that the number of such subsets is equal69










Choose vertex v0 = 0 as the initial vertex of the equation Pk(0). The set of vertices adjacent to this72
vertex, N (0) = 1, 2, 3 also make up the set of vertices in the first level: M1 = {1, 2, 3}, |M1| = C1 = 3. The73
set of vertices in the second level M2 unifies in itself C1 = 3 subsets, which are the neighborhoods of three74
vertices of level 1 (sans vertex 0, the immediate predecessor to these subsets): M2 = M2,1 ∪M2,2 ∪M2,3 =75
{4, 5}∪{4, 6}∪{5, 6} = {4, 5, 6} while C2 = 6 and |M2| = 3. Notice that M1 ∪M2 = V , and so the equation76
must be expanded with another level.77
The set of vertices in level 3, M3 consists of 6 subsets, each of which consists of vertices adjacent to the78




3,4 ∪M13,5 ∪M23,4 ∪M13,6 ∪M23,5 ∪M23,6. Note: The first value in the bottom index identifies the level80
of the equation, and the second identifies the vertex of the graph, while the top index allows to differentiate81






Notice that vertex 7 only appears on level 3, as it has not been included in any of the subsets of the83
previous levels: M3 = {2, 7} ∪ {3, 7} ∪ {1, 7} ∪ {3, 7} ∪ {1, 7} ∪ {2, 7} = {1, 2, 3, 7}, C3 = 12, |M3| = 4. We84
can similarly write the same equation P3(0) in one line:85
P3(0) = 0{1{4{2, 7}, {5{3, 7}}, 2{4{1, 7}, 6{3, 7}}, 3{5{1, 7}, 6{2, 7}}}.
The open brackets in front of any subset point to it belonging to the previous set. At any point in the86
equation, the number of open brackets unpaired with a closed bracket describes how many levels deep the87
subset is nested into the set of preceding vertices. In sources [2, 3] it is shown that the nesting level of88
a subset in a set of descendants of an initial point (what we are calling the level of the equation) defines89
the distance from the initial point to those in the corresponding subset. Furthermore, the k-th level, which90
initially defines the set of all the lower level vertices in the equation of graph G(V,E) up to V defines the91
eccentricity of the initial vertex: e(v0) = k, for which
k−1⋃
i=0
Mi = V ,
k⋃
i=0
Mi = V .92
The equation of the graph Pk(v0) is considered full if it defines every vertex and every edge of the93
graph. Then the necessary conditions of fullness of an equation can be described thus:
k⋃
i=0
Mi = V and94
k⋃
i=0
Ei = E. Here, Ei = {u, v : u ∈ Mi−1, v ∈ Mi} is the set of edges which coincide to pairs of vertices95
from adjacent levels in the equation. Notice that the second condition of fullness (for edges) includes in96
itself the first condition (for vertices). Looking at P3(0) above, it is clear that both conditions are satisfied97
only on the third level:
3⋃
i=0
Mi = V and |
3⋃
i=0
Mi| = |V | = 8; E0 = ∅, E1 = {{0, 1}, {0, 2}, {0, 3}}, E2 =98
{{1, 4}, {1, 5}, {2, 4}{2, 6}{3, 5}, {3, 6}}, E3 = {{4, 2}, {4, 7}, {5, 3}, {5, 7}, {4, 1}, {6, 3}, {6, 7}, {5, 1}, {6, 2}},99
and so E =
3⋃
i=0
Ei = {{0, 1}, {0, 2}, {0, 3}, {1, 4}, {1, 5}, {2, 4}, {2, 6}, {3, 5}, {3, 6}, {4, 7}, {5, 7}, {6, 7}}, |E| =100
12.101
We will now combine the definition of equations provided here with their properties, proven in [2, 3].102
Above it was shown that a vertex of the equation Pk(v0) not equal to the initial vertex, call it vj = v0, can103
be found on any of the k > 0 levels of the equation with a multiplicity 0 ≤ mi,j ≤ Ck. For vertices in Vi,j104
on levels 0 < i ≤ k, there exist ordered vertex sets of the form W (vi,j) = v0, v1,0, . . . , vi,j , which form simple105
chains from v0 into vi,j with length δ(v0), vi,j = i.106
Let us notice and prove another property of graph equations: The number of levels kmin(v0) in a minimal107
full projection Pkmin(v0) of a simple connected graph G(V,E) is no less than the eccentricity of the initial108
vertex e(v0) and is no greater than that eccentricity plus 1.109
kmin(v0) =
{
e(v0), if {u, v} ∈ Mk(δ(v0, u) = δ(v0, v) = e(v0) &δ(u, v) = 1,
e(v0) + 1, if ∃{u, v} ∈ Mk(δ(v0, u) = δ(v0, v) = e(v0) &δ(u, v) = 1
.
Because of this, a graph equation is always full if it is built up from any vertex up to level n where n is110
greater than the diameter.111
By combining the above given properties and the offered method we propose:112
Lemma 1. If in the equation P (V0) of graph G(V,E) u ∈ V belongs to two subsets in one or more levels,113
then the girth of the graph, g(G) is less than or equal to the sum of the numbers of those levels.114
Proof. Consider a graph G(V,E) with equation P (v0) where v0 is the initial vertex. Let vertex u ∈ V belong115
to the i-th level, where i > 0. We know from the property given above that there exists a simple chain116
W (v0, u) with length δ(v0, u) = i. Since we have excluded the existence of multi-edge graphs for this method,117
vertex u cannot belong to a subset of vertices derived from a vertex that belongs to a preceding level. We118
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index the vertices into different subsets. Note that the terminating vertex is one and the same: u1 = u2 = u,119
the index simply identifies which path from v0 to u it belongs to: W1(v0, u) or W2(v0, u). If the intersection120
of sets W1 and W2 representing these paths contains only two vertices, that is, W1 ∩W2 = {v0, u}, then the121
length of the simple cycle formed by these chains is maximal, and equal to the sum of the level numbers122
containing u: i1 and i2. Otherwise, if |W1 ∩W2| > 2, then there exist some (specifically |W1 ∩W2| − 2 ≥ 1)123
vertices, not v0, from which there are also simple paths into u1 and u2, which are segments of the paths W1124
and W2. Then the point of intersection of paths W1 and W − 2, vx, located in a higher level, must be the125
initial vertex of two non-intersecting chains from vx into u1 and u2. Then the length of the cycle formed by126
these chains is (i1 − ix) + (i2 − ix) = i1 + i2 − 2ix, and so g(G) ≤ i1 + i2, which is what we were trying to127
prove.128
2 Method Description129
From the properties of an equation given in part 1, we know that vertex v0 of a regular simple graph130
with unweighted edges has minimal eccentricity if level ke of the equation Pke(v0) at which the condition131
ke⋃
i=0
Mi = V is initially satisfied is the lowest possible level for the given order n = |V | and degree s of the132
graph. Given degree s, the largest number of vertices located on the i-th level of the equation is equal to:133
Ci(s) = s(s− 1)i−1. (1)
Then, the minimum number of levels in the equation of a graph with the given conditions {n, s} for order134








Remember that the definition of the diameter is the largest eccentricity of all vertices in a graph. Then136
a graph will contain a minimal diameter if equation (2) is satisfied for all of its equations. In the case of137
Q3 above, with n = 8, s = 3, the diameter was equal to 3, which is greater than the value ke = 2 given by138
equation (2) for a graph with 4 < n ≤ 10 and s = 3. This means that constructing a graph with diameter139
d(G) = 2 is less likely than constructing a Q3 cube with the same degree and order.140
We should now turn our attention to the fact that the process of constructing a graph using this method141
aims to not use its geometric representation, and so from here on out we will only portray the found graph142
traditionally as a result of our method of construction.143
And so, to generate a two level equation P2(vj) of a graph with n = 8, s = 3, and diameter d = 2, all of144
its vertices |V | = 8 must be placed among the two levels of the equation; let us number the vertices 0 to 7.145
On the 0th level of the equation P2(v0), place vertex v0 = 0; this is the root of the spanning tree which we146
will use to construct our equation. On the 1st level, we place three arbitrarily chosen vertices (in this case147
1, 2, 3). Since these graphs do not have multiple edges, the vertices of the 1st level cannot be repeated.148
Equation (1) tells us that the second level of the equation must have 6 vertices: C2(3) = 6. There are149
only 4 vertices available to use: 4, 5, 6, 7. Thus, each of these vertices can be arranged on level 2, under the150
condition that some of them may be repeated and/or vertices from the previous level may be used in this151
level, so that C2(3) = 6. Thus, P2(0) can be written:152
p2(0) = 0
{1{2,3,4,5,6,7}2 ,2{1,3,4,5,6,7}2 ,3{1,2,4,5,6,7}2}. (3)
Here the set {vx, vy, ..., vz}m is a potential subset of the neighborhood of the vertex which directly precedes153
this subset in the given equation. The index m identifies the number of desired vertices in the subset. At154
the start we include in such a subset every vertex which have fewer known neighbors than the degree s of155
the graph. Thus we find every vertex of the graph except for 0, that is, the initial subset is {1, 2, 3, 4, 5, 6, 7}.156
Since no vertex contains itself in its neighborhood, the subsets are corrected in equation P2(0).157
It was noted above that the set of vertices in the second level, M2 must contain the subset {4, 5, 6, 7};158
otherwise the eccentricity of vertex 0 is greater than the value derived from (2): ev(0) = ke = 2. The last159
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two spaces in the second level can be filled with any two vertices from {1, 2, 3, 4, 5, 6, 7}. Notice also that the160
total number of edges in our graph should be |E| = ns/2 = 12, but our equation (3) identifies only 3 edges.161
Thus, the 9 unknown edges must be identified, and at most 6 of those can be identified by the second level of162
the projection. This shows that two of the levels of the equation are incomplete if we desire a full equation,163
and a 3rd level is necessary if we wish to describe the graph using a single equation and not a system of164
equations.165
From equation (3) and the lemma proved in part 1, it can be seen that if even one of the vertices of166
level 1 is included in level 2, then the length of its minimal cycle (its girth) won’t be more than 3. But if167
we use only vertices from {4, 5, 6, 7} in level 2, then the girth of such a graph would be equal to 4. We will168
demonstrate this by constructing the corresponding graphs, starting with girth 3. And so, to construct a169




Notice that the introduced adjacency between 2 vertices of level 1 takes up two of the six positions172
of the 2nd level, and the remaining four positions are barely enough to fit the four vertices of the set:173
{4, 5, 6, 7} = M2\{v1, v2} = V \(M1∪M0). Thus, we leave only these vertices in the lists of potential subsets174
of vertices in the 2nd level. Two of them must be adjacent to vertex 3, and one must be adjacent to each 1175
and 2. The choice of adjacencies can be arbitrary, because vertices of the subset {4, 5, 6, 7} are still isolated176
and thus completely equivalent. Let us write down the known and arbitrarily chosen adjacencies in a list of177
neighborhoods for each vertex of the graph under construction:178
N (0) = {1, 2, 3}, N (2) = {0, 1, 5}, N (4) = {1, {5, 6, 7}2}, N (6) = {3, {4, 5, 7}2},
N (1) = {0, 2, 4}, N (3) = {0, 6, 7}, N (5) = {2, {4, 6, 7}2}, N (7) = {3, {4, 5, 6}2}.
The 2 level equation of the graph constructed in accordance to this list is:179
P2(0) = 0
{1{2,4},2{1,5},3{6,7}}.
It contains in itself all 8 vertices of the graph, but it is not full, because the set of vertices in the 2nd level180
includes vertices with yet unknown adjacencies. The number of known edges has increased from 3 to 8, but181












As has already been noted, the diameter of the graph being constructed will be equal to the given diameter185
if the eccentricity of any of the graph’s vertices is no greater than the given diameter. That is, if d(G) = d,186
then all vertices of the graph must be split amongst no more than k = d levels of any vj-th equation187
of the graph Pk(vj) :
k⋃
i=0
Mi = V , k ≤ d. Thus, analyzing the equation P3(1) we notice that satisfying188
this condition is possible only if vertex 4 is adjacent to 6 and 7. We correct the list of adjacencies thus:189
N (4) = {1, {5, 6, 7}2} ⇒ N (5) = {2, {4, 6, 7}2}, which grants us the only possible solution:190
N (0) = {1, 2, 3}, N (2) = {0, 1, 5}, N (4) = {1, 6, 7}, N (6) = {3, 4, 5},
N (1) = {0, 2, 4}, N (3) = {0, 6, 7}, N (5) = {2, 6, 7}, N (7) = {3, 4, 5}.
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As visual proof of this solution, below are given all the minimal full equations and the geometric repre-191














































Figure 2: Regular graph with n = 8, s = 3, g = 3
Let us now consider the graph constructed via this method that has the same given order n, degree s,193





Arbitrarily place the vertices from {4, 5, 6, 7} into the second level of the equation. In this case, we make196
vertex 1 adjacent to vertices 4 and 5, and vertex 2 with 6 and 7. Here is the equation after these changes,197
as well as the list of neighborhoods for each vertex:198
P2(0) = 0
{1{4,5},2{6,7},3{4,5,6,7}2},
N (0) = {1, 2, 3}, N (1) = {0, 4, 5},
N (2) = {0, 6, 7}, N (3) = {0, {4, 5, 6, 7}2},
N (4) = {1, {3, 5, 6, 7}2}, N (5) = {1, {3, 4, 6, 7}2},
N (6) = {2, {3, 4, 5, 7}2}, N (7) = {2, {3, 4, 5, 6}2}.
The number of edges |Ek| assigned by the k-level equation Pk(vj) of regular graph G(V,E) with degree s,199
where k ≤ e(vj), cannot be greater than s
k∑
i=1
(s−1)i−1. Thus, a 2 level equation of a regular graph of degree200
s = 3 can assign at most 9 edges from the total |E = 12|. The equation P2(0) contains within itself all 8201
vertices of the graph, but identifies only 7 of its edges. Thus, for fullness of the equation, we would add an202
extra level; in this case we will be using a system of equations, thus fullness of the equation is guaranteed203
notwithstanding that the individual equations do not have this property and contain unknown edges. We204
limit ourselves to 2-level equations, which is enough for an analysis of eccentricities of the initial vertices,205
and of the girths of the corresponding subgraphs:206
P2(0) = 0
{1{4,5},2{6,7},3{4,5,6,7}2}, P2(1) = 1
{0{2,3},4{3,5,6,7}2 ,5{3,4,6,7}2},
P2(2) = 2
{0{1,3},6{3,4,5,7}2 ,7{3,4,5,6}2}, P2(3) = 3
{0{1,2},{4,5,6,7}2},
P2(4) = 4
{1{0,5},{3,5,6,7}2}, P2(5) = 5
{1{0,4},{3,4,6,7}2},
P2(6) = 6
{2{0,7},{3,4,5,7}2}, P2(7) = 7
{2{0,6},{3,4,5,6}2}.
From P2(0) it can be seen that the eccentricity of the initial vertex e(v0) will not be changed by any207
combination of the potential adjacencies. Let’s consider the question of equality between the eccentricities208
of all the vertices: ∀vj ∈ V, e(vj) = d(G) = 2. This condition can be satisfied by arranging all the vertices in209
no more than 2 levels of any projection. Any smaller value for the diameter can not be used because of (2).210
Let us also consider all the equations of the graph which ensure the necessary girth g(G): in any equation211
in the system, the sum of the levels which contain the same vertex cannot be less than the girth. In this212
case, g(G) = 4, and the vertices of the 1st level cannot be a part of the potential subsets of the 2nd level213
and vice versa, because 1 + 2 = 3 < 4. We demonstrate this by removing the corresponding vertices from214
our equations:215
P2(0) = 0
{1{4,5},2{6,7},3{4,5,6,7}2}, P2(1) = 1
{0{2,3},4{3,5,6,7}2 ,5{3,4,6,7}2},
P2(2) = 2
{0{1,3},6{3,4,5,7}2 ,7{3,4,5,6}2}, P2(3) = 3
{0{1,2},{4,5,6,7}2},
P2(4) = 4
{1{0,5},{3, 5,6,7}2}, P2(5) = 5
{1{0,4},{3, 4,6,7}2},
P2(6) = 6
{2{0,7},{3,4,5,7}2}, P2(7) = 7
{2{0,6},{3,4,5,6}2}.
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Let us correct the list of adjacencies as well by removing from it the “forbidden” vertices. (From here on216
forward, all corrections will be made without physically scratching out the incorrect values):217
N (0) = {1, 2, 3}, N (1) = {0, 4, 5},
N (2) = {0, 6, 7}, N (3) = {0, {4, 5, 6, 7}2},
N (4) = {1, {3, 5, 6, 7}2}, N (5) = {1, {3, 4, 6, 7}2},
N (6) = {2, {3, 4, 5, 7}2}, N (7) = {2, {3, 4, 5, 6}2}.
From all the “hanging” vertices in P2(0) (vertices 3 through 7), choose a vertex of the smallest level218
(vertex 3). Connect it to one of the vertices from the subset of its potential neighbors: {4, 5, 6, 7}2. The219
choice in this case can be arbitrary, as all of these vertices are on level 2, and are at this point hanging (that220
is, unconnected); this case is 4. Having connected vertices 3 and 4, correct once again the list of adjacencies:221
N (0) = {1, 2, 3}, N (1) = {0, 4, 5}, N (2) = {0, 6, 7},
N (3) = {0, 4, {5, 6, 7}1}, N (4) = {1, 3, {6, 7}1}, N (5) = {1, {3, 6, 7}2},
N (6) = {2, {3, 4, 5}2}, N (7) = {2, {3, 4, 5}2}.
And equations of the graph:222
P2(0) = 0
{1{4,5},2{6,7},3{4,{5,6,7}1}}, P2(1) = 1
{0{2,3},4{3,{6,7}}1 ,5{3,6,7}2},
P2(2) = 2
{0{1,3},6{3,4,5}2 ,7{3,4,5}2}, P2(3) = 3
{0{1,2},4{1,{6,7}1},{5,6,7}1},
P2(4) = 4
{1{0,5},3{0,{5,6,7}1},{6,7}1}, P2(5) = 5
{1{0,4},{3,6,7}2},
P2(6) = 6
{2{0,7},{3,4,5}2}, P2(7) = 7
{2{0,6},{3,4,5}2}.
Notice that in equation P2(0), vertex 4 is located in two different subsets of the second level, derived from223
vertices 1 and 3 in level 11.Physically, this means that vertex 4 is connected to the initial vertex v0 = 0224
via two paths of equal length: δ(0, 4) = 2. It is clear that only one vertex in the subset {5, 6, 7}1 will also225
be duplicated at this level. It is then logical to extend this condition (let two vertices appear twice on the226
2nd level) to the other equations of the graph. Then, vertex 3, already twice included in the second level227
of P2(1) must be excluded from subset {3, 6, 7}2, derived from vertex 5. This is equivalent to forbidding a228
connection between vertices 5 and 3, and instead inserting two edges, which connect vertex 5 to two vertices229
in {6, 7}2 = {6, 7}. Considering these changes, the list of adjacencies is now:230
N (0) = {1, 2, 3}, N (1) = {0, 4, 5}, N (2) = {0, 6, 7},
N (3) = {0, 4, {6, 7}1}, N (4) = {1, 3, {6, 7}1}, N (5) = {1, 6, 7},
N (6) = {2, {3, 4}1, 5}, N (7) = {2, {3, 4}1, 5}.
And the system of equations:231
P2(0) = 0
{1{4,5},2{6,7},3{4,{6,7}1}}, P2(1) = 1
{0{2,3},4{3,{6,7}}1 ,5{6,7}},
P2(2) = 2
{0{1,3},6{3,4}1,5,7{3,4}1,5}}, P2(3) = 3
{0{1,2},4{1,{6,7}1},{6,7}1},
P2(4) = 4
{1{0,5},3{0,{6,7}1},{6,7}1}, P2(5) = 5
{1{0,4},{6{2,{3,4}1},7{2,{3,4}1}},
P2(6) = 6
{2{0,7},{3,4}1,5{1,7}}, P2(7) = 7
{2{0,6},{3,4}1,5{1,6}}.
1This is predetermined by the initial choice of pairing off the vertices in {4, 5, 6, 7} into two subsets derived from vertices 1
and 2 in P2(0). In another ordering it would be possible (but not necessary) for the multiplicity of one of the vertices in the








Figure 3: Regular graph with n = 8, s = 3, g = 4
Notice the correspondence of the known vertices and the potential vertices of the neighborhoods N (6) and232
N (7)} in the new list of adjacencies: N (6) = N (7) = {2, {3, 4}1, 5}, which implies that either arrangement233
of vertices will work, so add an edge connecting vertices 7 and 32. Having corrected the list of adjacencies234
and the equations in accordance to this choice, we get the graph we were searching for (fig. 3); all the235
adjacencies in that graph are identified in this list:236
N (0) = {1, 2, 3}, N (1) = {0, 4, 5}, N (2) = {0, 6, 7},
N (3) = {0, 4, 7}, N (4) = {1, 3, 6}, N (5) = {1, 6, 7},
N (6) = {2, 4, 5}, N (7) = {2, 3, 5}.
And the system of equations that corresponds to this list is:237
P2(0) = 0
{1{4,5},2{6,7},3{4,7}}, P2(1) = 1
{0{2,3},4{3,6},5{6,7}},
P2(2) = 2
{0{1,3},6{4,5},7{3,5}}, P2(3) = 3
{0{1,2},4{1,6},7{2,5}},
P2(4) = 4
{1{0,5},3{0,7},6{2,5}}, P2(5) = 5
{1{0,4},6{2,4},7{2,3}},
P2(6) = 6
{2{0,7},4{1,3},5{1,7}}, P2(7) = 7
{2{0,6},3{0,4},5{1,6}}.
Unlike the little information we get from the geometric representation, the construction of equations238
which we have found clearly shows equality between the diameter and the eccentricities of every vertex of239
the graph: every vertex of this graph is listed in exactly two levels in any of its equations.240
A full description of this graph can also be given using one (any of those composing the system) equation241






Let us wrap up the process of constructing graphs with a sample graph (fig. 4) of order n = 4, degree243
s = 3, and girth g = 5, which we find analogously. 3244
2This is not hard to prove: the addition into a system of equations of an edge, connecting vertices 3 and 6, identifies the
last unknown edge, corresponding to vertices 4 and 7.
3Notice that every graph found here happens to be Hamiltonian. This was unintentional, and so the corresponding demand













Figure 4: Graph n = 16, s = 3, g = 5
1. From (2), we find the minimal possible number of levels in an equation Pk(vj) which includes every245
vertex of the graph G(V,E). This grants the minimal diameter d(G).246
In this case k = e(vj) = d(G) = 3) for each vj) ∈ V . The girth of the graph, g(G) is no greater than247
2d(G)− 1 → g(G) = 5, is given for this example.248
2. Construct a k-level equation of the graph, having chosen as the initial any arbitrarily numbered vertex.249
The value k is found using step 1. The number of vertices on the i-th level, where i < k, is Ci(s), and250
is determined using equation (1). The set of vertices on the k-th level is those vertices which complete251
the set V when combined with those in all the preceding levels. This can include subsets of potential252
vertices, so that each level has the necessary Ci(s) vertices. To construct these subsets, add those253
vertices whose adjacencies are presently uncertain. When adding a vertex to a subset, remember that254
the sum of the level number where the subset is located and the minimal level where the vertex can255
be found must be less than or equal to the given girth.256
In this example, the arbitrary initial vertex is 0. The last (3rd) level of the equation consists of six257
known vertices, which with those in the previous levels makes n = 13. There are also six subsets of258
potential vertices, which results in C2(3) = 12. The number of edges in this graph, |E| = ns/2 = 24,259
but the equation given by the spanning tree determines only 15 of them, so the other 9 must be260
identified via construction.261
3. Form the initial list of adjacencies between vertices. This includes known adjacencies as well as subsets262
of potential neighbors.263
4. Using the list of adjacencies from step 3, and considering the girth of the graph, built the other264
equations of the system. Make any corrections in the subsets of potential adjacencies for each newly265
built equation, and keep track of the corresponding changes in the list of adjacencies and previous266
equations.267
5. The desired equation will be found once the list of adjacencies between vertices does not contain any268
subsets of potential neighbors. If after the construction of the last of the n equations has a subset of269
potential adjacencies which corresponds exactly to the unknown edges in the graph, then an adjustment270
15
must be made in one of the subsets, and then all the other equations must be corrected in accordance271
to step 4. Notice that those substitutions that are incompatible with the given properties are also272
incompatible with the system of equations, in that the cardinalities of subsets of potential adjacencies273
become smaller than the number of vertices necessary to identify the corresponding adjacencies. If this274
happens, return to the previous step and choose and alternative vertex from the subset of potential275
adjacencies.276
In the example, a step which does not contradict the given conditions is adding an edge between277
vertices 4 and 15. It is necessary to repeat this step twice more, connecting vertices 6 and 10, and 5278
and 13. That is, to construct the given regular graph, it was necessary to declare three adjacencies279
which did not contrading the given conditions. This allowed for the 6 unknown edges to be placed.280
Conclusion281
Formally speaking, the core of the method proposed in this work is graph representation in parenthetical282
form, as an equation. This text explained the basic technique of constructing such equations, and pointed283
out an equation’s most useful properties. Equations for finding the minimal possible eccentricity of the initial284
vertex, and the minimal value of levels in an equation of a graph with a given degree and order were given.285
The analytical associatiations were demonstrated between these parameters and the diameter of the graph,286
and between these parameters and the ultimate value for the girth of the graph.287
The question of constructing a regular graph with a given order, degree, and girth is reduced to an288
abstract method which does not depend on a geometrical representation, but instead builds an equation of289
the graph with the corresponding parameters. The core equation contains in itself all the vertices of the290
graph, some of which are portrayed in their unaltered state, and others in subsets of potential adjacencies,291
which make it possible to choose various neighbors for those vertices which do not have all their adjacencies292
identified. The choice of vertices to be included in the subset depends on the given properties corresponding293
to the parameters of the graph. A proof was given for the method of excluding certain vertices from the294
subsets of potential adjacencies, based on the location of the subset in the equation (which level number)295
and the given girth of the graph.296
The method of constructing such equations was illustrated by constructing two graphs of the same order297
and degree, but with different girths. Arguments were provided for the substitutions made to solve the system298
of equations. As a generalized conclusion on the process of constructing such an equation, an example was299
given in the form of a graph with the same degree as previous examples, but with a larger order.300
Thus, this work introduces an approach to determining a system of regular graphs with given properties,301
which is not limited to the examples demonstrated here, which focused on generating regular graphs with302
a minimal diameter. This method could instead find systems of graphs which: have a hamiltonian cycle or303
chain, have a certain length of alternating noncrossing paths, etc. The use of this method to solve problems of304
scaling systems, including irregular systems, also seems doable. Furthermore, developing analytical methods305
of solving enumerated problems and introducing such methods into the theory and practice of building306
fault-tolerant systems would increase the optimality, reactivity, and predictability of the latter.307
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