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a b s t r a c t
By known multivariate versions of the classical Jackson theorem, every compact cube P in
RN admits Jackson’s inequality. The purpose of this note is to deliver other examples of
Jackson sets in RN . We shall show that a finite union of disjoint Jackson compact sets in RN
is also a Jackson set and that this in general fails to hold for an infinite union of Jackson sets.
We also give a characterization of Jackson sets in the family of Markov compact sets in RN
which together with a Bierstone result permits one to show that Whitney regular compact
subsets of RN are Jackson.
© 2009 Elsevier B.V. All rights reserved.
Let E be a fat (i.e. E = int E) compact subset of the spaceRN . We shall say that E admits Jackson’s inequality (J) if for each
k = 0, 1, . . . there exist a positive constant Ck and a positive integermk such that for all f ∈ C∞int(E) and all n > kwe have
nkdistE(f ,Pn) ≤ Ck‖f ‖E,mk (J)
where
‖f ‖E,m :=
∑
|α|≤m
sup
x∈E
|Dα f (x)|
and
distE(f ,Pn) := inf{‖f − p‖E : p ∈ Pn},
where ‖h‖E := sup |h|(E). Here C∞int (E) denotes the space of all C∞functions in int E which can be continuously extended
together with all their partial derivatives to E, and Pn is the space of all polynomials in N variables of degree at most n.
By a multivariate version of the classical Jackson theorem (see e.g. [1,2]), if P is a compact cube in RN and f : P → R is a
Ck+1 function on P then
nkdistP(f ,Pn) ≤ Ck
N∑
j=1
sup
x∈P
∣∣∣∣∣∂k+1f∂xk+1j (x)
∣∣∣∣∣ ,
where the constant Ck depends only on N, P and k, whence P admits Jackson’s inequality with mk = k + 1. Actually, in
this case, one can also give bounds for the constants Ck (see [3]). A finite union of compact cubes in RN admits Jackson’s
inequality. It follows from the following general
Theorem 1. Let E and F be disjoint fat compact sets in RN , both satisfying (J). Then E ∪ F ∈ (J).
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To prove the above theoremwe shall need thewell-known Siciak theorem on polynomial approximation of holomorphic
functions (see [4,5]) which is called, for historical reasons, the Bernstein–Walsh–Siciak theorem.
(BWS) Theorem.
1◦ Let K be a compact subset of the spaceCN . Assume that K is polynomially convex, i.e. K = Kˆ := {z ∈ CN : |p(z)| ≤ ‖p‖K
for all polynomials p in N variables }. If f is a holomorphic function in an open neighbourhood of K then
lim sup
n→∞
n
√
distK (f ,Pn) < 1. (1)
2◦ Given a compact subset K of CN , define the Siciak extremal function of K by
ΦK (z) = sup
n≥1
{sup{|p(z)|1/n : p ∈ Pn, ‖p‖K ≤ 1} for z ∈ CN}.
Suppose thatΦK is continuous. Then
(a) if f ∈ C(K) satisfies (1) then f extends to a holomorphic function in an open neighbourhood of K ;
(b) if f is holomorphic in the set DR := {z ∈ CN;ΦK (z) < R} for some R > 1, then
lim sup
n→∞
n
√
distK (f ,Pn) ≤ 1R .
Remark 2. The function ΦK was introduced by Siciak in [4]. It plays an important role in complex and real analysis, since
log ΦK is a multivariate counterpart of the Green function with logarithmic pole at infinity for C \ Kˆ , if N = 1. For details
see e.g. [6,7]. In particular, it is known (see [5]) that ΦK = ΦKˆ , ΦK (z) = 1 iff z ∈ Kˆ and ΦK is continuous in CN iff ΦK is
continuous on K . Moreover, for any compact sets K , L ∈ CN , if K ⊂ L, then ΦL ≤ ΦK . Let us also note that by the definition
ofΦK one gets the Bernstein–Walsh–Siciak inequality:
(BWS) Inequality. For any polynomial p ∈ Pn, n = 1, 2, . . ., one has
|p(z)| ≤ ‖p‖E (ΦE(z))n for z ∈ CN .
We shall also need a ‘‘uniform version’’ of 1◦ of the (BWS) Theorem which is the following
Lemma 3 (cf [8]). Let H∞(Ω) be the Banach space of all bounded holomorphic functions in a bounded open set Ω ⊂ CN with
the norm supΩ |f |. For every polynomially convex compact subset K of Ω , there exist constants M > 0 and a ∈ (0, 1) such that
for every f ∈ H∞(Ω),
distK (f ,Pn) ≤ M sup
Ω
|f |an.
The proof of the above lemma in [8] has relied on an inspection of Siciak’s proof of the (BWS) Theorem in [4] which is
based on the Cauchy–Weil integral formula in CN . For the convenience of the reader, we give here its simpler proof based
on an idea of Baouendi–Goulaouic [9] applying the Banach closed graph theorem.
Proof. Since K = Kˆ , there is a compact polynomial polyhedron
P = {z ∈ CN : |pj(z)| ≤ 1, j = 1, . . . ,m}
with some polynomials pj such that K ⊂ int P ⊂ P ⊂ Ω (see e.g. [10]). The polyhedron P is evidently polynomially
convex and, since P is a fat subanalytic set (in the sense of Hironaka–Łojasiewicz) in R2N , by [11] the extremal function ΦP
is continuous in CN . Hence we can assume that the compact set K is polynomially convex and that the extremal function
ΦK is continuous. Now observe that there is R > 1 such that
DR := {z ∈ CN : ΦK (z) < R} ⊂ Ω.
Indeed, take r > 1 such that Ω¯ ⊂ B(r) := {z ∈ CN : |z| ≤ r}. It is known (see [5]) that ΦB(r) = max{1, |z|r }. Hence if|z| > 2r then ΦK (z) ≥ ΦB(r)(z) > 2. The function ΦK is the supremum of a family of continuous functions, whence it is
lower semicontinuous. Since the set F := (CN \ Ω) ∩ B(2r) is compact, by the Weierstrass theorem there is a point a ∈ F
such that ΦK (z) ≥ ΦK (a) for z ∈ F . Since a ∈ CN \ Kˆ , we have ΦK (a) > 1. Hence, if R = min{ΦK (a), 2}, then DR ⊂ Ω .
Moreover, since the functionΦK is assumed to be continuous, the set DR is an open neighbourhood of K . Fix b ∈ (1, R). Then
by 2◦ (b) of the (BWS) Theorem, there is a canonical linear (restriction) map
λb : H∞(Ω)→ Cb(K),
where
Cb(K) := {f ∈ C(K) : sup
n
bndistK (f ,Pn) <∞}
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is a Banach space with the norm
|f |b := ‖f ‖K + sup
n
bndistK (f ,Pn).
It is clear that the graph of λb is closed. Hence by the Banach closed graph theorem, the linear map λb is continuous. This
means that there is a constantM > 0 such that for each f ∈ H∞(Ω),
|f |b ≤ M sup
Ω
|f |.
From this inequality we get
sup
n
bndistK (f ,Pn) ≤ M sup
Ω
|f |,
which gives the assertion of the lemma with a = 1/b. 
Now we are ready to prove Theorem 1.
Proof. Since E and F are disjoint, the function
φ(x) =
{
0, x ∈ E;
1, x ∈ F
is analytic in an open neighbourhood of E ∪ F (in CN ). It is known that every compact subset of RN is polynomially convex.
Hence by the (BWS) Theorem there exist polynomials Ln ∈ Pn (n = 1, 2, . . .) and constantsM > 0 and ρ ∈ (0, 1) such that
‖φ − Ln‖E∪F ≤ Mρn.
It follows that
‖Ln‖E ≤ Mρn and ‖1− Ln‖F ≤ Mρn, n = 1, 2, . . . .
Take f ∈ C∞int(E ∪ F) and choose polynomials Pn,Qn ∈ Pn (n = 1, 2, . . .) such that
‖f − Pn‖E = distE(f ,Pn) and ‖f − Qn‖F = distF (f ,Pn).
For d, n ∈ N, set
Rd,n := (1− Ld)Pn + LdQn.
Then
‖f − Rd,n‖E ≤ ‖f − Pn‖E + ‖Ld‖E‖Pn − Qn‖E ≤ ‖f − Pn‖E +Mρd‖Pn − Qn‖E
and
‖f − Rd,n‖F ≤ ‖f − Qn‖F + ‖1− Ld‖F‖Pn − Qn‖F ≤ ‖f − Qn‖F +Mρd‖Pn − Qn‖F .
Now, since ‖Pn‖E ≤ 2‖f ‖E and ‖Qn‖F ≤ 2‖f ‖F , by the (BWS) Inequality we get
‖Pn − Qn‖E ≤ ‖Pn‖E + ‖Qn‖E ≤ 2‖f ‖E + 2‖f ‖FAn
and
‖Pn − Qn‖F ≤ ‖Qn‖F + ‖Pn‖F ≤ 2‖f ‖F + 2‖f ‖EAn,
where A = max{supE ΦF , supF ΦE} < ∞, since the sets E and F are fat (cf the product property of ΦK in [4] or [5]).
Consequently, we get
‖f − Rd,n‖E ≤ ‖f − Pn‖E + 4MρdAn‖f ‖E∪F
and
‖f − Rd,n‖F ≤ ‖f − Qn‖F + 4MρdAn‖f ‖E∪F .
Choose s ∈ N so large that ρsA ≤ ρ. Then, setting d = sn gives
‖f − Rsn,n‖E ≤ ‖f − Pn‖E + 4Mρn‖f ‖E∪F
and
‖f − Rsn,n‖F ≤ ‖f − Qn‖F + 4Mρn‖f ‖E∪F ,
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where deg Rsn,n ≤ (s+ 1)n. Hence, since E, F ∈ (J), for each k > 0 we get
(s+ 1)knkdistE∪F (f ,P(s+1)n) ≤ (s+ 1)knkmax{distE(f ,Pn), distF (f ,Pn)} + 4M(s+ 1)knkρn‖f ‖E∪F
≤ (s+ 1)kmax{C ′k‖f ‖E,m′k , C ′′k ‖f ‖F ,m′′k } + 4M(s+ 1)knkρn‖f ‖E∪F
≤ Dk‖f ‖E∪F ,mk ,
where mk = max{m′k,m′′k } and Dk = (s + 1)kmax{C ′k, C ′′k } + 4M supn nkρn. Now, if (s + 1)n ≤ l < (s + 1)(n + 1) for
n = 1, 2, . . ., we have
lkdistE∪F (f ,Pl) < 2k(s+ 1)knkdistE∪F (f ,P(s+1)n) ≤ 2kDk‖f ‖E∪F ,mk .
The proof is completed. 
Corollary 4. If E = E1 ∪ · · · ∪ Ep, where Ej is a compact cube inRN and Ei ∩ Ej = ∅ if i 6= j, then E ∈ (J).
If E is an infinite union of Jackson sets then it is not necessarily a Jackson set. It follows from the following
Example 5 (cf [12]). Choose two sequences {aj} and {bj} of positive numbers such that aj ↘ 0, bj ↘ 0, 0 < bj+1 < aj < bj
for j = 1, 2 . . . and such that the set
E := {0} ∪
∞⋃
j=1
[aj, bj]
is Markov, which means that there exist constants M > 0 and r > 0 such that for each polynomial p ∈ Pn and each
n = 1, 2, . . .,
|p′(x)| ≤ Mnr‖p‖E .
Such sequences can be constructed as follows. We set bj = 2−j and aj = 2−(j+1) + 3−j, j = 2, 3, . . .. Choose any number
α > 2log 3−log 2 and fix n0 ∈ N such that (α − 2log 3−log 2 ) log n ≥ 1, for n ≥ n0. Then we can find j0 ∈ N such that
2 log n
log 3− log 2 ≤ j0 ≤ α log n, as n ≥ n0,
which implies that
2−j0 > n−α and (2/3)j0 ≤ n−2 ·
Then, ifm denotes the linear Lebesgue measure, we have
m([0, bj0 ] \ E)
m([0, bj0 ])
=
∞∑
j=j0
3−j
2−j0
= 3
2
(
2
3
)j0 ≤ 3
2
1
n2
for n ≥ n0, and by the Remez inequality (see e.g. [13]), if p is a polynomial of degree ≤ n, n ≥ n0, with ‖p‖E ≤ 1,
then we have ‖p‖[0,bj0 ] ≤ e
5n
√
3
2
1
n2 =: M, whence by the classical Markov inequality, for each x ∈ E ∩ [0, bj0 ], we have
|p′(x)| ≤ 2M n2
2−j0 < 2Mn
2+α , for n ≥ n0. If q is a polynomial of degree n < n0 (with ‖q‖E = 1), it can be treated as
a polynomial of degree n0, and by the above inequality |q′(x)| ≤ 2Mn2+α0 n2+α . If now I is any connected component of
E \ [0, bj0 ] thenm(I) ≥ 13 12j0 , which shows that E admits Markov’s inequality at any of its points.
Define now
f (x) =
{
aj if x ∈ [aj, bj], j = 1, 2, . . . ;
0 if x = 0.
Then f ∈ C∞int(E). If E admitted Jackson’s inequality, we would have, for each k > 0, limn→∞ nkdistE(f ,Pn) = 0. Since E is
Markov, by a Bernstein-type theorem in [17] one could extend f to a C∞ function on R, which is evidently impossible.
IfN > 1, even connectedness of E does not suffice for E to admit Jackson’s inequality, which is easily seen by the following
Example 6. Set G = {(x, y) ∈ R2 : 0 < x < 1, h(x) < y < 1} ∪ (0, 1) × (−1, 0), where h(x) = exp(− 1x ). Then E = G¯ is
Markov, i.e. for any polynomial p ∈ Pn, n = 1, 2 . . .,
‖gradient p ‖E ≤ Mnr‖p‖E, (2)
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where the positive constants M and r do not depend on p and n, since it is uniformly polynomially cuspidal (see [14]).
Consequently, it cannot have Jackson’s property (J), since the function
f (x, y) =
{
h(x), if x > 0, y > 0;
0 otherwise
is in the space C∞int(E) but it does not admit any C∞ extension to an open neighbourhood of E.
If we replace in the above counter-example the function h(x) = exp(−1/x) with h(x) = xp (p ≥ 1), we get a Jackson
set. This follows from the following
Theorem 7. Let Ω be a bounded open subset of RN such that E = Ω¯ admits Markov’s inequality (2). Then E ∈ (J) if and only
if it fulfils the following requirement
(P ) For each function f ∈ C∞int(E) there is a function g ∈ C∞(RN) such that g|E = f .
Proof. Assume that E ∈ (P ). Let
C∞(E) = {f : E → R; f extends to a C∞ function on RN }
be the space of (traces of) C∞ functions on E endowed with the Fréchet topology determined by the seminorms
qK ,k(f ) = inf{‖g‖K ,k : g ∈ C∞(RN), g|E = f },
where K runs over all compact subsets of RN and k = 0, 1, . . .. Since E is fat, for any f ∈ C∞(E) and k = 0, 1, . . ., we have
qE,k(f ) = ‖f ‖E,k.
Hence the identity map
id : C∞(E)→ C∞int(E)
is a continuous linear bijection. Since both spaces C∞(E) and C∞int(E) are Fréchet, by Banach’s theorem they are isomorphic.
Hence, if P is a compact cube in RN such that E ⊂ P , for each k ∈ Z+ there exist constants C ′k > 0 andm(k) ∈ Z+ such that
for each f ∈ C∞(E)
qP,k(f ) ≤ C ′k‖f ‖E,m(k). (3)
Now, by Jackson’s theorem for a cube, one can find a constant C ′′k > 0 such that for each g ∈ C∞(RN) and n ∈ N
nk distE(g,Pn) ≤ nk distP(g,Pn) ≤ C ′′k ‖g‖P,k+1.
In particular, if g|E = f , we get
nk distE(f ,Pn) ≤ C ′′k qP,k+1(f ) ≤ Ck‖f ‖E,m(k+1),
where Ck = C ′′k C ′m(k+1) andm(k+ 1) ∈ N is chosen to k+ 1 according to (3). This means that E ∈ (J).
Conversely, if E = Ω¯ admits Jackson’s inequality, then for each f ∈ C∞int(E) the sequence {distE(f ,Pn)} is rapidly
decreasing, i.e. for each s > 0, limn→∞ nsdistE(f ,Pn) = 0. Hence, since E is Markov, by the Bernstein-type theorem in [17]
the function f extends to a C∞ function in RN . This completes the proof of the theorem. 
A sufficient condition for a compact subset E ofRN to fulfil the extension requirement (P ) isWhitney’s regularity (see [15]).
We recall that E is said to be p-regular if there exists a constat A ≤ 1 such that for each two points x, y ∈ E one can find a
rectifiable arc σ joining x and y, that is contained in int E except perhaps for a finite number of points and satisfies
|x− y| ≥ A|σ |p.
E is said to be regular, if it is p-regular, for some p ≥ 1.
Corollary 8. Let Ω be a bounded open subset of RN such that Ω¯ is a Whitney regular Markov set. Then (Ω¯) ∈ (J).
Remark 9. We end this note by observing that the assumptions ‘‘E is Markov’’ and ‘‘E is Whitney regular’’ are independent.
Indeed, by Example 5 there are Markov sets which do not fulfil (P ), whence they cannot be p-regular for any p. On the other
hand, the set
E = {(x, y) ∈ R2 : 0 < x ≤ 1, 0 ≤ y ≤ exp(−1/x)} ∪ {(0, 0)}
is clearly 1-regular but it does not admit Markov’s inequality, which can be easily checked by considering the polynomials
Pn(x, y) = y(1 − x)n (see [16]). We also note that examples of Markov sets can be found in [14] and [7]. In particular, it is
known that if the Siciak extremal functionΦK is Hölder continuous then K is Markov.
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