We report Mo isotopic compositions of 37 presolar SiC grains of types Y (19) and Z (18), rare types commonly argued to have formed in lower-than-solar metallicity asymptotic giant branch (AGB) stars. Direct comparison of the Y and Z grain data with data for mainstream grains from AGB stars of close-to-solar metallicity demonstrates that the three types of grains have indistinguishable Mo isotopic compositions. We show that the Mo isotope data can be used to constrain the maximum stellar temperatures (T MAX ) during thermal pulses in AGB stars. Comparison of FRUITY Torino AGB nucleosynthesis model calculations with the grain data for Mo isotopes points to an origin from low-mass (~1.5-3 M ! ) rather than intermediate-mass (>3-9 M ! ) AGB stars. Because of the low efficiency of 22 Ne(α,n) 25 Mg at the low T MAX values attained in low-mass AGB stars, model calculations cannot explain the large 30 Si excesses of Z grains as arising from neutron capture, so these excesses remain a puzzle at the moment.
1. INTRODUCTION Presolar grains-dust condensates which formed in dying stars prior to solar system formation-were identified in primitive meteorites more than 30 years ago based on their large isotopic deviations from the solar system ratios (Zinner et al. 1987) . Despite their tiny sizes (subµm to µm), the presence of ancient stellar materials on Earth has allowed detailed characterization of their structural and isotopic compositions using a suite of modern microanalytical techniques whose precisions surpass those of the most up-to-date stellar spectroscopic data (see reviews by Zinner 2014 and Ciesla 2016) . Among diverse presolar mineral phases, silicon carbide (SiC) has been the most extensively studied. Presolar SiC grains are divided into different groups mainly based on their C, N, and Si isotope ratios. Extensive isotopic analyses of multiple elements demonstrate that more than 90% of the grains, known as mainstream (MS) grains, condensed around low-mass (~1.5−3 M ! ), close-to-solar metallicity stars during the asymptotic giant branch (AGB) phase (see review by Zinner 2014) , an advanced evolutionary stage of stars with initial mass between ~1.5 M ! and ~9 M ! , where the slow neutron capture process (s-process) takes place (Cameron 1957; Burbidge et al. 1957) . The s-process isotopic signatures of trace elements identified in MS type grains are the most convincing evidence that directly links them to low-mass AGB stars (Nicolussi et al. 1997 (Nicolussi et al. , 1998 Lugaro et al. 2003; Savina et al. 2004) . Presolar SiC grains of other types are much rarer (<10% in total), and the stellar origins for many of these types are less clear (e.g., Amari et al. 2001a Amari et al. , 2001b Amari et al. , 2001c . Type X grains (~1−2%), however, are an exception. They have been shown to come from Type II supernovae based on their large excesses of 28 Si and radiogenic 26 Mg, 44 Ca, and 49 Ti from the decay of short-lived 26 Al, 44 Ti, and 49 V, respectively (e.g., Nittler et al. 1996; Hoppe et al. 2000; Liu et al. 2018a) . Type AB (~5%) and putative nova grains (<1%), both of which are characterized by 12 C/ 13 C≤10 with the latter exhibiting larger 15 N, 30 Si, and inferred 26 Al excesses (Hoppe et al. 1994; Amari et al. 2001c) , have quite ambiguous stellar origin(s), and stars of different types have been proposed as their progenitors (e.g., Amari et al. 2001b Amari et al. , 2001c Fujiya et al. 2013; Pignatari et al. 2015; Liu et al. 2017a) . Because the C, N, and Si isotopic signatures of rare types of grains are not sufficient to pin down their stellar origins, isotope data for other elements are required, but, until recently, this has been limited to Mg-Al and Ti in most cases. The urgent need for isotopic data of additional trace elements for these rare presolar SiC grains has been partially satisfied by a series of recent studies (Liu et al. 2016 (Liu et al. , 2017b (Liu et al. , 2018b , in which new insights into their stellar origins were gained based on the obtained isotope data of additional elements for presolar SiC of type AB and putative nova grains.
In comparison to MS grains, Y and Z grains, which represent a few percent each of the whole presolar SiC population, are largely accepted to have also come from AGB stars but with lower metallicities and perhaps with somewhat higher masses (Amari et al. 2001a; Zinner et al. 2006 Zinner et al. , 2007 Nguyen et al. 2018) . Type Y grains have 12 C/ 13 C>100 and are more 30 Si-rich than MS grains. Z grains have 12 C/ 13 C between 10 and 100, similar to MS grains, and are more 30 Sirich and 29 Si-poor than Y grains (Alexander 1993; Hoppe et al. 1994 Hoppe et al. , 1997 . Regarding 14 N/ 15 N and inferred 26 Al/ 27 Al ratios, MS, Y, and Z grains are indistinguishable from each other (e.g., Zinner et al. 2006 Zinner et al. , 2007 . The conclusion that Y grains came from AGB stars of roughly 1/2 Z ! relied almost solely upon comparison with AGB model predictions to explain their coupled high 12 C/ 13 C ratios and large 30 Si excesses (Amari et al. 2001; Zinner et al. 2006) . A lower-than-solar metallicity origin for Z grains (~1/3 Z ! , Zinner et al. 2006 ) was supported by their subsolar 29 Si/ 28 Si and 46, 47, 49 Ti/ 48 Ti ratios, as these isotope ratios are expected to increase during Galactic Chemical Evolution (GCE) and not be substantially modified by nucleosynthesis in low-mass AGB stars. However, Zinner et al. (2007) were not able to explain the correlated 50 Ti and 30 Si excesses observed in Y and Z grains by neutron capture in low-metallicity AGB models and also noted that the s-process efficiency inferred from the Ti isotope data of Y and Z grains seems quite low relative to spectroscopic observations of low-mass stars at ~1/3−1/2 Z ! metallicities (Busso et al. 2001) .
With the aim of gaining a better understanding of the isotopic signatures of Y and Z grains, we used resonance ionization mass spectrometry to measure Mo isotopes in a large number of Y and Z grains, with the Chicago Instrument for Laser Ionization (CHILI; Stephan et al. 2016) . Molybdenum has seven stable isotopes, of which 92 Mo is a pure p-process isotope that is bypassed along the s-process path, 94 Mo is an almost-pure p-process isotope with a marginal sprocess contribution, and 100 Mo is an almost-pure r-process isotope with a marginal s-process contribution via 99 Mo(n,γ) 100 Mo. On the other hand, the other Mo isotopes are significantly overproduced by the s-process during the AGB phase. In the C-rich envelope of AGB stars, apart from 92 Mo, 94 Mo, and 100 Mo, the contribution from the initial Mo isotope abundances incorporated from the interstellar medium is largely overwhelmed by the s-process. It is worth pointing out that there exist large uncertainties in the inferred metallicities and masses of the parent stars of Y and Z grains in the literature (Amari et al. 2001; Zinner et al. 2006 Zinner et al. , 2007 , because AGB model predictions for C, Si, Al, and Ti isotope ratios depend strongly on the initial stellar composition, which is largely unknown. In contrast, the Mo isotopic compositions of the Y and Z grains from this study, for the first time, allowed investigation of the s-process efficiency in their parent stars without any dependence on the initial stellar composition and thus enable more insight into their stellar origins.
s-PROCESS NUCLEOSYNTHESIS AND UPDATED TORINO MODELS
The reader is referred to Käppeler et al. (2011) and Liu et al. (2018c) for detailed descriptions of s-process nucleosynthesis in AGB stars and associated modeling uncertainties. In brief, a thermally pulsing AGB star consists of a C-O core, a He-burning shell, a He intershell, a H-burning shell, and a large convective envelope. The energy necessary to sustain the surface luminosity is provided by the H-burning shell, which is recurrently switched off due to a sudden activation of the He-burning shell. In fact, the energy released by the triple-alpha reaction is large enough to trigger a dynamic runaway (thermal pulse, TP), which causes the He intershell to convect and enriches it with 12 C. If the TP is strong enough to switch off the H-shell (which has been pushed to lower temperatures by thermal expansion of the He intershell), the convective envelope may penetrate into the He intershell, bringing the fresh nucleosynthetic products including 12 C and s-process nuclides, to the surface (this mixing episode is known as third dredge-up, TDU). With repeated TDU episodes, the surface C/O ratio increases to above unity, at which point SiC starts to condense (Lodders & Fegley 1995) .
During a TDU, some protons are mixed below the formal border of the convective envelope, thus forming a 13 C-rich region via 12 C(p,γ) 13 N(β + ν) 13 C. This layer, known as 13 Cpocket, represents the major neutron source in low mass AGB stars (Gallino et al. 1998) . It radiatively releases neutrons via the 13 C(α,n) 16 O reaction between two adjacent TPs (at ~8 keV, which correspond to ~100 MK). Note that the 13 C pocket must contain a limited amount of 14 N nuclei, which otherwise would capture neutrons via the resonant 14 N(n,p) 14 C reaction and reduce the amount of neutrons available for the production of heavy elements via the s-process. In the magnetic-buoyancy-induced 13 C-pocket (Trippella et al. 2016, hereafter Trippella pocket) adopted in this study, the amount of 14 N produced in the 13 C-pocket is extremely limited and thus does not affect the s-process efficiency. The 14 N left in the H-burning ashes is mixed within the convective shells generated by TPs, leading to the synthesis of 22 Ne (via a double alpha capture). Thus, a second neutron exposure occurs via the 22 Ne(α,n) 25 Mg reaction, which works at the bottom of the convective He-shell during TPs at a typical thermal energy of ~23 keV (~300 MK). The 22 Ne abundance in TPs initially depends on the CNO content of the star (i.e., it has a secondary behavior). Once, C is mixed within the envelope through TDU episodes, the 22 Ne abundance approaches a primary behavior due to the increased amount of 14 N left by the Hburning in the He-intershell . For reference, in the convective envelope the abundances of 12 C and 22 Ne are overproduced by factors of 12 and 6 at the last TP, respectively, with respect to their initial abundances in the 2 M ! , 0.72 Z ! model (10 TPs in total, final C/O=3.9 in FRUITY 1 stellar models) and factors of 50 and 12, respectively, in the 2 M ! , 0.22 Z ! model (12 TPs in total, final C/O=14.9). The 22 Ne(α,n) 25 Mg reaction provides a neutron exposure with a neutron density up to 10 9 −10 11 cm −3 (at least a factor of 100 higher than the neutron density released by the 13 C(α,n) 16 O), but on a very limited timescale (a few years compared to ~2-20×10 4 years between TPs; Cristallo et al., 2011) . This results in an additional neutron exposure, which is marginal with respect to the one released in the 13 C pocket. However, this short, high neutron density exposure controls the production of nuclides affected by branch points along the s-process path (e.g., Käppeler et al. 2011 , Bisterzo et al. 2015 , and its neutron density depends strongly on the maximum temperature during TPs (T MAX ), which increases with increasing stellar mass and decreasing stellar metallicity.
In this study, we derive constraints on T MAX in the parent stars of MS, Y, and Z grains by comparing the grain data to model predictions based on applying the Torino postprocessing method (Gallino et al. 1998) to stellar evolution models computed with the FRUITY code (Cristallo et al. 2009 (Cristallo et al. , 2011 for AGB stars with a wide range of masses and metallicities. The postprocessing approach was adopted here in order to efficiently test the effects of nuclear reaction rates and stellar model parameters on model predictions for Si and Mo isotopes. Our ultimate goal is to adopt the constraints obtained using the postprocessing approach and run FRUITY stellar evolutionary models coupled to a full nucleosynthesis network (Cristallo et al. 2009 ) in the future, which is a more self-consistent approach but extremely time-consuming and computationally demanding. The FRUITY Torino models for AGB stars with metallicities between 0.5 Z ! and 1.5 Z ! have been recently presented by Liu et al. (2018c) . In the present study, we extend the metallicity down to 0.07 Z ! . In brief, the updated nucleosynthesis calculations are based on physical quantities extracted from FRUITY stellar models (Cristallo et al. 2009 (Cristallo et al. , 2011 (Cristallo et al. , 2015 . Compared to the FRANEC stellar models (Straniero et al. 2003) adopted in previous Torino model calculations, the FRUITY stellar models predict higher TDU efficiencies (Cristallo et al. 2009 ) and higher mass-loss rates (Straniero et al. 2006) . As a consequence, the number of TPs is generally smaller, with the net result to yield lower T MAX and accordingly, a less efficient operation of the 22 Ne(α,n) 25 Mg reaction.
To be consistent with our previous study (Liu et al. 2018c) , FRUITY Torino models shown in this study adopted (1) the lower limit of the 22 Ne(α,n) 25 Mg rate given by Jaeger et al. (2001) and Longland et al. (2012) ; and (2) the 13 C pocket profile reported by Trippella et al. (2016) . We adopted the 22 Ne(α,n) 25 Mg rate at its lower limit in this study to investigate its minimum effect in low-metallicity models. The effect of the reaction rate at its upper limit (a factor of two higher, Jaeger et al. 2001; Longland et al. 2012 ) on model predictions for Si and Mo isotopes was also tested and will be discussed. The Trippella pocket was adopted because it consistently explains the Ni, Sr, and Ba isotopic compositions of MS grains from close-to-solar metallicity AGB stars (Liu et al. 2018c ). Compared to the standard 13 C-pocket with an exponential 13 C profile usually adopted in previous studies, the Trippella pocket is larger (in its mass extension), and the 13 C distribution within it is more flattened. A detailed comparison of the Trippella pocket and previously adopted 13 C-pockets (Liu et al. 2014a (Liu et al. ,b, 2015 is given in Fig. 2 of Liu et al. (2018c) .
We adopted Maxwellian-averaged neutron capture cross section (MACS) values reported in both KADoNiS v0.3 and KADoNiS v1.0 databases 2 (Dillmann et al. 2006 (Dillmann et al. , 2014 198 Au cross section, which were calculated as the weighted average of the GELINA measurement of Massimi et al. (2014) and the n_TOF measurements of Massimi et al. (2010) and Lederer et al. (2011) , since many measurements were carried out relative to this standard. For details, the reader is referred to the "Comment" section in each KADoNiS dataset, which outlines the changes compared to the previous version. In KADoNiS v0.3 (and earlier versions back to the original paper by Bao et al. 2000) , the recommended values for isotopes for which only theoretical data are available were derived by normalization to theoretical NON-SMOKER values (Rauscher & Thielemann 2000) of neighboring isotopes. In contrast to this, in the updated KADoNiS v1.0 version, the recommended MACS values for those isotopes were derived from averaging the calculated MACS from the available recently evaluated cross section libraries (e.g., TENDL-2015 3 , ENDF/B-VII.1 (Chadwick et al. 2011) , JENDL-4.0 (Shibata et al. 2011) , JEFF-3.0A (Sublet et al. 2005) , and JEFF-3.2 4 ) with an estimated 25%−50% uncertainty, depending on the spread of the predicted MACS. This results in differences in the recommended MACS values for the unstable isotopes of Nb and Mo between the two KADoNiS databases (Table 1) . For isotopes for which the neutron capture cross sections were measured recently over the full energy range of astrophysical interest (e.g., for the recent data from n_TOF at CERN, GELINA at IRMM Geel, and LANSCE at Los Alamos National Laboratory), the published MACS values were directly implemented into the database without any further need of renormalization.
This method of averaging MACS values calculated from evaluated libraries was also used for the reevaluation of the stable Mo isotopes in KADoNiS v1.0. The libraries include most of the available experimental data and extend the energy range at higher energies with various statistical model calculations. This can lead to slightly different MACS values in different libraries. For the stable Mo isotopes, the experimental data of Musgrove et al. (1976) that were obtained between 3 and 90 keV with high energy resolution (ΔE/E≤0.2%) using the time-offlight (TOF) method is included in the libraries and governs the recommended MACS values.
The systematic uncertainties in the Musgrove et al. (1976) data were estimated to be ±4.2% (Winters & Macklin 1987) . Evaluating the Musgrove et al. (1976) data, Musgrove et al. (1978) and Winters & Macklin (1987) 98 Mo at 30 keV than presently recommended. This deviation between the two methods for cross section measurements has been observed for many isotopes in KADoNiS and calls for future detailed investigation.
The recommended MACS values in the two databases for the isotopes of interest in this study are shown in Table 1 (Lugaro et al. 2003) , the product of σ i code and v T is directly proportional to the rate of a given neutron capture reaction. Thus, in Table 1 
RESULTS
We identified 19 Y and 18 Z grains in this study by imaging thousands of presolar SiC grains, separated from the primitive Murchison meteorite, for C, N, and Si isotopes with the NanoSIMS 50L ion microprobe at the Carnegie Institution. No N isotope data could be obtained in eight of the 37 grains because of a problem with one of the detectors. The Mo isotopic compositions reported here (Table 2) were obtained in the same analytical session as those of 16 AB1, 12 AB2, and 15 MS grains reported by Liu et al. (2017b Liu et al. ( , 2018b using CHILI (Stephan et al. 2016) . The details for sample preparation and CHILI analysis are given by Liu et al. (2017b) and Stephan et al. (2019) , respectively.
We compared the Mo isotopic ratios of the 37 Y and Z grains from this study with those of the 12 MS grains from Liu et al. (2017b, three contaminated MS grains are not included). Figure 1 clearly shows that Y and Z grains indeed carry s-process Mo isotopic signatures, thus confirming their AGB stellar origins. Interestingly, the s-process Mo isotopic compositions of the Y and Z grains are indistinguishable from those of the MS grains. We further examined the data for the three types of grains to see if there exist subtle differences by fitting linear correlations (Mahon, 1996; Trappitsch et al. 2018) . Within 1σ uncertainties, the slopes for the 5 The cross sections in the evaluated libraries (e.g. ENDFB-VII.1) are based on the measurements of Musgrove et al. (1976) .
three types of grains agree well with each other with the intercepts all being solar. In comparison to literature data from Barzyk et al. (2007) and Stephan et al. (2019) , a higher proportion of our grains have close-to-solar Mo composition, likely resulting from their smaller sizes (~0.9 µm in diameter on average) in comparison to the grains (>1 µm) studied in the literature. As a result, more Mo contamination was likely sampled during our RIMS analyses, because the laser beam used for sputtering material was ~1 µm in size (Stephan et al. 2016) , comparable to the sizes of the analyzed grains. It is, however, difficult to unambiguously separate contaminated from uncontaminated grains solely based on their Mo isotopic compositions. This is because grains with less negative Mo isotopic compositions could reflect either contamination and/or the composition of their parent stars at the time of their condensation, e.g., less efficient operation of the s-process (D3 case in Figs. 1 & 2) . On the other hand, Barzyk et al. (2007) showed that multielement isotopic data can be used to identify contaminated grains. Given that correlated Ba and Mo isotope data were obtained in 11 of the 37 grains (Liu et al. 2019) , we therefore adopted the method of Barzyk et al. (2007) and identified one contaminated grain, M3-G692, which is highlighted in Table 1 and excluded in all the figures. We cannot exclude the possibility of Mo contamination for the rest of the grains. Mo contamination, however, would not be able to move the three groups of grains to the same linear trends in Fig. 1 if they were either scattered around the lines or had different trends, and thus does not affect any of the discussions in the following section.
DISCUSSION

Constraints on MACS Values of Mo Isotopes
Lugaro et al. (2003) provided a detailed discussion of s-process nucleosynthesis in the context of Mo isotope ratios. In Figs. 1 & 2, we compare the three types of grain data to FRUITY Torino model predictions for 2 M ! AGB stars with Z ! and 0.72 Z ! , calculated by adopting the two sets of KADoNiS Mo MACS values. Note that we chose 2 M ! AGB models for comparison here, because, as will be shown later, AGB model predictions at 2 M ! are consistent with the Mo isotope data at a wide range of metallicities (Table 3) . It was shown previously that if 22 Ne(α,n) 25 Mg is not efficiently activated, AGB model predictions for Mo isotope ratios all fall along nearly straight lines in the 3-isotope plots (Lugaro et al. 2003; Barzyk et al. 2007 Stephan et al. (2019) . The much less scattered CHILI data are likely a result of the more controlled measurement condition achieved with CHILI (see discussion in Stephan et al. 2019) .
The data-model comparisons in Fig. 1 confirm the previous conclusions (Lugaro et al. 2003; Barzyk et al. 2007 ) that discrepancies exist for δ 95, 97, 98 Mo between the grain data and AGB model predictions calculated with the KADoNiS v0.3 MACS values, i.e., those reported by Winters & Macklin (1987) . This conclusion is supported by FRUITY Torino model calculations shown in Fig. 1 . Observation of data-model comparisons in Fig. 1 further illustrates that the lowered 13 C mass fraction in the D3 case (in which the 13 C mass fraction is reduced by a factor
The Astrophysical Journal 8 of three) helps to reduce the different slopes in Fig. 1d defined by the grain data and the model predictions in the original case 6 , in line with the model predictions shown by Lugaro et al. (2003) . The variations in the predicted slopes with varying 13 C mass fractions in Figs. 1b,c,d result from the non-1/v T behaviors of the MACS values of the corresponding Mo isotope ratios. As a result, their abundances produced by the s-process are not simply inversely correlated with their MACS values (Käppeler et al. 2011 ) and instead show dependencies on the strengths of the 13 C and 22 Ne sources. The amount of 96 Mo produced in the D3 case, however, is too low to match many of the grains, thus failing to explain all the grain data in a consistent way.
The data-model discrepancies, on the other hand, are reduced when the KADoNiS v1.0 values are adopted (Fig. 2) . In addition, Fig. 2 shows that when the KADoNiS v1.0 MACS values are adopted, the impact of the chosen 13 C-pocket on predicted Mo isotope ratios is greatly reduced in the plot of δ 98 Mo vs δ 92 Mo. This is in better agreement with the fact that the grain data lie along a linear trend with limited scatter in Fig. 2c Mo MACS values by 10% and 5%, respectively, we can reproduce the linear fits to all the grain data shown in Fig. 2 . However, it is noteworthy that the model predictions with the original Trippella pocket bend slightly upward during advanced TPs and that the strengths of both deviations are temperature dependent as further detailed below. As a result, higher MACS values (and thus the original KADoNiS v1.0 values) are needed if the T MAX in the parent stars of these grains is slightly higher than those in the models shown in Fig. 2 , and vice versa. Overall, the MACS values recommended by KADoNiS v1.0 yield a reasonably good match to the grain data, and, given the small differences (<10%) in the data-model comparison and the effect of T MAX , we will therefore adopt the KADoNiS v1.0 values in the models presented in the following discussion.
Finally, Fig. 3a confirms the previous observation (Lugaro et al. 2003) Fig. 1a , FRUITY Torino model predictions overlap well with the linear trend defined by the grain data. However, isotopic ratios are compressed on a linear scale when approaching zero (i.e., delta values approaching −1000‰), and it is therefore difficult to tell if a perfect match to the grain data is reached by the model predictions. For this reason, we plot the grain data in logarithmic scale in Fig. 3 to better examine the data-model comparisons. While the 2 M ! model predictions match the grain data well in Fig. 3b , the corresponding predictions in Fig. 3a lie below the grain data, indicating a slightly lower production of 94 Mo in the models compared to the grain data. One of the major channels feeding 94 Mo is via 93 Nb(n,γ) 94 Nb(β + ν) 94 Mo, and the beta decay rate of 94 Nb has a strong dependence on stellar temperature: its half-life is reduced from 20,000 years at room temperature to 0.5 years at 10 8 K and 9 days at 3 × 10 8 K (Takahashi & Yokoi 1987) . Thus, the small data-model discrepancy (<30‰) in Fig. 3a could result from the simplified treatment of the temperature dependence of the 94 Nb beta decay rate, i.e., insufficient resolution, in the postprocessing approach. We will investigate this problem in detail by comparing the grain data with full FRUITY model calculations in the future by adopting the constrained MACS values for Mo isotopes obtained from this study. 6 Original case refers to the original 13 C mass fraction and mass extension in the 13 C-pocket reported by Trippella et al. (2016) .
Contradictory Si and Mo Isotope Ratios of Z Grains
The Si isotopic compositions of MS, Y, and Z grains have long been interpreted in the literature as the combined products of s-process nucleosynthesis and homogeneous GCE, which is thought to move closely along the linear trend defined by MS grains (illustrated in Fig. 4a) . Such a linear GCE trend of Si isotopes is also qualitatively supported by model predictions (Timmes & Clayton 1996; Lewis et al. 2013 ). Y and Z grains plot to the 30 Si-rich side of the MS grain line, which led to the conclusion that a more efficient s-process occurred in the parent AGB stars of Y and Z grains (Zinner et al. 2006) . In contrast, the Z ! and 0.72 Z ! FRUITY Torino models shown in Fig. 2 predict only a few Fig. 4a .
It was previously concluded that Si isotopes are mostly affected by the short, high flux neutron exposure released from 22 Ne(α,n) 25 Mg during TPs (e.g., Zinner et al. 2006 ). Since T MAX increases with increasing stellar mass and decreasing stellar metallicity (Cristallo et al. 2009 (Cristallo et al. , 2011 (Cristallo et al. , 2015 , we further compared the grain data with AGB model calculations for 2 M ! and 3 M ! stars with metallicities down to 0.43 Z ! in Figs. 4 & 5, respectively, which, however, still predict only up to 50‰ enrichments in δ 30 Si. In addition, Fig. 4 shows that 2 M ! , 0.43 Z ! model predictions remain the same even if the 22 Ne(α,n) 25 Mg reaction rate is increased to its upper limit (Jaeger et al. 2001; Longland et al. 2012) . Thus, the uncertainty in the 22 Ne(α,n) 25 Mg reaction rate does not affect the data-model comparisons in Figs. 4 & 5. Zinner et al. (2006) also pointed out that the 32 S(n,γ) 33 S(n,α) 30 Si reaction could be an important contributor to the abundance of 30 Si in low-mass AGB stars. In our model calculations, the adopted MACS values for 32 S(n,γ) 33 S are those recommended by KADoNiS v1.0. Halperin et al. (1980) measured the 32 S(n,γ) 33 S cross section from 25 keV up to 1100 keV neutron energy with ORELA using the TOF method, and the corresponding MACS values are recommended by KADoNiS v0.3 with ~5% uncertainty at 30 keV. By averaging the recent evaluation results based on the Halperin et al. (1980) data from different libraries, the recommended MACS values are about 40% higher in KADoNiS v1.0 and result in slightly lowered production of 33 S and in turn lowered production of 30 Si. The difference (<40%), however, is too small to explain the large 30 Si excesses observed in many of the Z grains with respect to MS and Y grains. On the other hand, we normalized the MACS values for 33 S(n,α) 30 Si obtained with TOF by Wagemans et al. (1987) to the activation measurement at 25 keV by Schatz et al. (1995) . The renormalized Wagemans et al. (1987) values were adopted in our model calculations. Recently, Praena et al. (2018) measured the neutron capture cross section for this reaction in the neutron energy range from 10 to 300 keV with the n_TOF facility at CERN, but emphasized that new experimental data from thermal value to 10 keV are necessary to better fit the MACS values at low energies. Figure 4 shows that, by increasing the 33 S(n,α) 30 Si reaction rate by a factor of two in the 2 M ! , 0.43 Z ! model (yellow squares), the final prediction for δ 30 Si only increases from 35‰ to 54‰, which is still too low to explain the majority of the Z grains. Finally, because the abundances of α nuclides are probably enhanced in low-metallicity stars as a result of the GCE effect, we increased the 28 Si and 32 S abundances by 14% relative to the 56 Fe abundance 7 in the 2 M ! , 0.43 Z ! model (purple squares), whose predicted 30 Si enrichments, however, remain the same as the corresponding case with the solar initial isotopic composition (yellow squares). Thus, the various tests shown in Fig. 4 point out that the large 30 Si excesses observed in many of the Z grains cannot be explained by uncertainties in nuclear reaction rates or increased initial abundances of α nuclides in low-metallicity AGB stars.
On the other hand, the 3 M ! , 0.43 Z ! model in Fig. 5 25 Mg reaction and are independent of uncertainties in the 13 C-pocket.
To further investigate the effect of metallicity on the production of 30 Si in AGB stars, we also compared the grain data with model predictions at 0.07 and 0.22 Z ! in Fig. 6 . Note that Zinner et al. (2006 Zinner et al. ( , 2007 did data-model comparisons at metallicities only down to ~1/3 Z ! and did not exclude the possibility of even lower metallicities. Figure 6a clearly shows that the production of 30 Si is significantly increased at 0.07 Z ! so that the corresponding model predictions can explain the Si isotopic compositions of all the Y and Z grain data except for the three Z grains in green. The 0.07 Z ! models, however, predict large shifts from the linear trends in Figs. 6b, Could the "inconsistent" Si and Mo isotopic compositions of Z grains result from uncertainties in stellar models? In fact, little is known about the mass loss rate in low-mass stars of lower-than-solar metallicity, which can result in large uncertainties in low-metallicity stellar models. To test the effect of stellar model uncertainties, we compared the grain data with FRANEC Torino model predictions, which were calculated by adopting the same set of nuclear reaction rates and the original Trippella pocket as those shown in Figs. 4−6. Consistent with the study of Zinner et al. (2006) , Fig. 7a shows that FRANEC Torino model predictions for AGB stars with metallicities of 1/2 Z ! and 1/3 Z ! can largely explain the 30 Si excesses of the Y and Z grains, respectively. Figures 7b,c , however, clearly show that these FRANEC Torino models (Zinner et al. 2006) fail to explain the well-correlated Mo isotope ratios observed in the grains, again because their T MAX values are too high. The reduced T MAX values in FRUITY Torino models, on the other hand, result from the introduction of an exponentially decaying profile of convective velocities at the inner base of the convective envelope (Straniero et al., 2006; Cristallo et al., 2009 ), a new mass-loss law calibrated based on a sample of Galactic giant stars (Straniero et al. 2006) , and carbon-enhanced molecular opacities (Cristallo et al., 2007) . The combined effect of these updates leads to higher TDU efficiencies and higher mass loss rates, and in turn lowered T MAX values (Zinner et al. 2006) . The FRANEC Torino model calculations shown in Fig. 7 further demonstrate that the uncertainties in both the 13 C pocket and the 22 Ne(α,n) 25 Mg reaction rate cannot help explain the contradictory Mo and Si isotope ratios of the Z grains. Thus, based on Figs. 4-7, we conclude that the inconsistent Si and Mo isotopic compositions of Z grains are unlikely to result from uncertainties in stellar models and in nuclear reaction rates. This conclusion is further supported by the fact that, when matching the Mo isotope data, both FRUITY Torino and FRANEC Torino (during the first few TPs in the case of 3 M ! , 0.50 Z ! ) model calculations consistently predict up to 50‰ enrichments in δ 30 Si, which, combined with the effect of homogeneous GCE, can explain the Si isotope data of the MS and Y grains reasonably well. Given that the Si isotope ratios of the grains reflect the effects of both the s-process and GCE and that the effect of the sprocess seems quite limited, one possible explanation of the large 30 Si excesses observed in the Z grains is that the initial compositions of their parent stars were anomalously enriched in 30 Si with respect to the homogenous GCE trend shown in Figs. 4 Figs. 4−6) . The Y and Z grain data disagree with the models with cross-marks in Table 3 , because the Y and Z grains do not show any observable shifts from the MS grains in their Mo isotope ratios as predicted by these models (Figs. 5 & 6) . Moreover, the model-data discrepancies observed in Figs. 5 & 6 are further supported by the grain-model comparison in Fig. 8 . Figure 8 shows that all the excluded models in Table 3 It is noteworthy that although T MAX plays a dominant role in determining the deviations of model predictions from the linear trends defined by the grain data in the Mo 3-isotope plots, the effect of T MAX is further complicated by variations in the stellar mass and the TP number at which point grain condensation took place. For instance, assuming that all the grains condensed at the last TP in AGB stars of 1.5 M ! , we can constrain T MAX to lie below 2.88×10 8 K in their parent stars (T MAX values of FRUITY stellar models can be found online at http://fruity.oa-teramo.inaf.it/phys_modelli.pl). However, although T MAX exceeds 2.88×10 8 K during the last two TPs in the 2 M ! , Z ! model, the corresponding predictions still explain the Mo isotope data as shown in Fig. 2 . Thus, it is not straightforward to simply derive an upper limit for T MAX in the parent stars of the grains. The strong effect of T MAX , however, can be used to examine the validity of each model in explaining the Mo isotope data, as shown in this study. Finally, we want to stress here that Mo isotopes need to be considered in future studies for grain-model comparison with AGB models using other codes, e.g., the Monash (Karakas & Lattanzio 2014) and NuGrid (Pignatari et al. 2016; Battino et al., 2016) codes, because they are sensitive to T MAX and need to be used to constrain the maximally allowed stellar mass, which is still a matter of debate (e.g., Lugaro et al. 2018 , Liu et al. 2018c .
5. CONCLUSIONS The Mo isotope data of the Y and Z grains from this study, for the first time, allowed us to derive independent constraints on the effects of the s-process nucleosynthesis in their parent stars. In contrast to δ 30 Si that depends strongly on its initial composition, δ 95, 97, 98 Mo values during the AGB phase are unaffected by their initial compositions and can be used to probe the efficiency of 22 Ne(α,n) 25 Mg during TPs because of its strong dependence on T MAX . The Mo isotope data of the grains require relatively weak neutron exposures from 22 Ne(α,n) 25 Mg during TPs. The inferred low temperatures point to parent AGB stars with relatively low-masses and argue against the intermediate-mass AGB stellar origins of Y grains as previously suggested. Because the 30 Si production is mostly controlled by 22 Ne(α,n) 25 Mg, the large 30 Si excesses observed in Z grains, therefore, cannot be explained by neutron capture in low-mass AGB stars due to the inefficient operation of 22 Ne(α,n) 25 Mg. In our future work, we will continue the investigation by comparing Y and Z grains with AGB models for Sr and Ba isotopes (Liu et al. 2019) to better constrain the stellar metallicities of their parent AGB stars. Acknowledgements: This work was supported by NASA through grants NNX10AI63G and NNX17AE28G to L.R.N. and NNX15AF78G and 80NSSC17K0251 to A.M.D. Part of this work was performed under the auspices of the U.S. Department of Energy by Lawrence Livermore National Laboratory under Contract DE-AC52-07NA27344. LLNL-JRNL-765107. FIGURE CAPTIONS Fig. 1 . Molybdenum 3-isotope plots comparing MS, Y, and Z grains with FRUITY Torino model predictions by adopting the Trippella pocket and KADoNiS v0.3 MACS values. The entire evolution of the AGB envelope composition is shown, but symbols are plotted only when C>O. The numbers in the Trippella pocket labels in parentheses in the legend refer to the extensions of the 13 C-pocket from the bottom of the He envelope to the top of the He-intershell in mass coordinate. Original and D3 cases refer to the original 13 C mass fraction reported by Trippella et al. (2016) and the 13 C mass fraction lowered by a factor of three, respectively. Errors are 2σ. The numbers in the Trippella pocket labels in parentheses in the legend refer to the extensions of the 13 C-pocket from the bottom of the He envelope to the top of the He-intershell in mass coordinate. Original and D3 cases refer to the original 13 C mass fraction reported by Trippella et al. (2016) and the 13 C mass fraction lowered by a factor of three, respectively. Errors are 2σ. (mbarn) Note that the KADoNiS v0.3 values were only adopted in the models shown in Fig. 1 4−6 and are thus consistent with the grain data are denoted with a check mark. We did not run the two cases for 4.0 M ! with lowest metallicities, because T MAX at 0.43 Z ! is already too high to match the grain data in Fig. 5 . We also did not run FRUITY Torino model calculations for O-rich AGB stars, because SiC is predicted to condense in C-rich environment (Lodders & Fegley 1995) 
