The aim of the present study was to dissociate the neural correlates of semantic and phonological processes during word reading and picture naming. Previous studies have addressed this issue by contrasting tasks involving semantic and phonological decisions. However, these tasks engage verbal short-term memory and executive functions that are not required for reading and naming. Here, 20 subjects were instructed to overtly name written words and pictures of objects while their neuronal responses were measured using functional magnetic resonance imaging (fMRI). Each trial consisted of a pair of successive stimuli that were either semantically related (e.g., "ROBIN-nest"), phonologically related (e.g., "BELL-belt"), unrelated (e.g., "KITE-lobster"), or semantically and phonologically identical (e.g., "FRIDGE-fridge"). In addition, a pair of stimuli could be presented in either the same modality (word-word or picture-picture) or a different modality (word-picture or picture-word). We report that semantically related pairs modulate neuronal responses in a left-lateralized network, including the pars orbitalis of the inferior frontal gyrus, the middle temporal gyrus, the angular gyrus, and the superior frontal gyrus. We propose that these areas are involved in stimulus-driven semantic processes. In contrast, phonologically related pairs modulate neuronal responses in bilateral insula. This region is therefore implicated in the discrimination of similar, competing phonological and articulatory codes. The above effects were detected with both words and pictures and did not differ between the two modalities even with a less conservative statistical threshold. In conclusion, this study dissociates the effects of semantic and phonological relatedness between successive items during reading and naming aloud. Hum Brain Mapp 28:205-217, 2007.
INTRODUCTION
The name of a word or picture is intrinsically associated with its meaning. One of the challenges in the investigation of how language is implemented in the human brain is therefore to segregate semantic from phonological processes.
Most functional imaging studies have attempted to identify the brain areas that are selectively involved in phonological and semantic processes by manipulating the experimental task [Demonet et al., 1992; Price et al., 1997; Poldrack et al., 1999; Devlin et al., 2003; McDermott et al., 2003 ]. For example, McDermott et al. [2003] increased semantic demands by instructing participants to decide which two of three words were most meaningfully related (e.g., "tiger," "circus," and "jungle") and increased phonological demands by instructing participants to decide which two of three words sounded most similar (e.g., "skill," "fill," and "hill"). These studies have typically reported increased activation during semantic relative to phonological tasks in anterior/ventral left inferior frontal cortex (pars orbitalis and pars triangularis), the angular gyrus, the middle temporal cortex, the anterior fusiform gyrus, and the angular gyrus. Conversely, increased activation during phonological relative to semantic tasks has been detected in posterior/ dorsal left inferior frontal cortex (pars opercularis and premotor cortex), insula, supramarginal gyrus, and posterior fusiform gyrus.
The interpretation of these findings, however, is constrained by two methodological limitations. First, while the studies have employed a variety of experimental tasks to manipulate semantic and phonological demands, they tend to share one common feature: the use of orthographic stimuli. One recent study has compared semantic and phonological processing using picture stimuli , but there are no studies that directly contrasted semantic and phonological processes using both orthographic and pictorial stimuli. Thus, it is currently unclear whether the reported double dissociation between phonological and semantic activations differs for orthographic and pictorial stimuli. Second, task manipulation may be affected by strategy confounds [Demonet et al., 1994; Noppeney and Price, 2003] . For instance, semantic tasks typically involve memory search, decision-making, response selection, working memory processes, and mental imagery. Phonological tasks, on the other hand, tend to involve subvocal articulatory monitoring as well as verbal short-term memory. Thus, semantic and phonological tasks are likely to be associated with differential executive processes that are not required for reading and naming per se. It is therefore currently unclear to what extent the reported double dissociation for phonological and semantic tasks reflects stimulus-driven processes rather than task-related strategies.
The aim of the present study was to investigate the neural correlates of phonological and semantic processes for orthographic as well as pictorial stimuli, while minimizing taskrelated strategy confounds. In contrast with previous studies, this was achieved by manipulating the presentation of the stimuli while keeping the task constant throughout the experiment. Each trial involved the presentation of two successive stimuli that could be semantically related (e.g., "ROBIN-nest"), phonologically related (e.g., "BELL-belt"), unrelated (e.g., "KITE-lobster"), or semantically and phonologically identical ("FRIDGE-fridge"). In addition, each stimulus could be either a word or a picture. This allowed the identification of effects that were common to the two modalities as well as effects that were specific to either reading or naming. The experimental task simply required subjects to read all words and name all pictures overtly as soon as they appeared on the screen. The present paradigm can also be understood in terms of semantic and phonological priming [Henson, 2003] , with the first stimulus or "prime" modulating the neuronal response to the second stimulus or "target" within each pair.
We predicted that semantically related and phonologically related pairs would modulate neuronal activation in distinct language areas. Specifically, semantically related pairs were expected to modulate activation in areas that are sensitive to meaningful associations. On the basis of previous functional imaging and neuropsychological studies, we expected these areas to include left inferior frontal [Kotz et al., 2002; Copland et al., 2003 ], anterior temporal [Hodges et al., 1992 Bozeat et al., 2000; Kensinger et al., 2003 ], middle temporal [Chertkow et al., 1997; Mummery et al., 1998; Copland et al., 2003] , and parietal [Demonet et al., 1992; Mummery et al., 1998 ] regions. Likewise, phonologically related pairs were expected to modulate activation in areas that are sensitive to phonological and articulatory demands. These may include the left inferior parietal cortex, posterior fusiform, and prefrontal regions including pars opercularis, dorsal premotor cortex, and insula [Demonet et al., 1992; Dronkers, 1996; Price et al., 1997; Poldrack et al., 1999; Devlin et al., 2003; McDermott et al., 2003; Nestor et al., 2003] . We also predicted that most semantic and phonological effects would be similar for words and pictures, consistent with the idea that reading is a relatively recent skill from an evolutionary point of view and is therefore likely to be mediated by the same phonological and semantic processes that are involved in naming [Price et al., 2006] . However, given the almost exclusive reliance of previous studies on orthographic stimuli, the possibility of modality-specific semantic and phonological effects could not be discarded.
MATERIALS AND METHODS

Subjects
Informed consent was obtained from 20 right-handed volunteers (11/9 M/F), aged between 2 and 36 years (with a mean age of 26), with English as their first language. None reported a history of neurological or psychiatric illness, or disturbances in speech comprehension, speech production, reading, or writing. The study was approved by the National Hospital for Neurology and Institute of Neurology Medical Ethics Committee.
Experimental Paradigm
Each trial consisted of a pair of successive stimuli. Each stimulus was either a black-and-white picture of an object or its written name, resulting in four types of pairs: wordword, picture-picture, word-picture, and picture-word. In addition, the two stimuli could be semantically related (e.g., "ROBIN-nest"; "COW-bull"), phonologically related (e.g., "BELL-belt"), unrelated (e.g., "KITE-lobster"), or semantically and phonologically identical (e.g., "FRIDGE-fridge"). This resulted in a total of 16 experimental conditions (i.e., 4 word-picture combinations ϫ 4 prime-target relationships). The trials were presented in an event-related design in order to minimize the cognitive confounds typically associated with block designs [Josephs and Henson, 1999] .
Two stimuli were considered semantically related if they were meaningfully related based on semantic association (e.g., "ROBIN-nest") or category membership (e.g., "COWbull"). In contrast, two stimuli were considered phonologically related if they shared at least the first phoneme. In most cases, phonologically related items shared the first two or three phonemes and in some cases they shared the first four or five phonemes. Two stimuli were considered unrelated if they were not phonologically or semantically related and referred to different objects. Finally, semantically and phonologically identical stimuli referred to the same object but were not perceptually identical. For instance, in the case of pairs of pictures, different pictures of the same object or different exemplars were used; similarly, in the case of pairs of words, the same words printed in different fonts, letter cases, and letter sizes were used. The appendix provides the full list of phonological, semantic, unrelated, and identical pairs.
In order to avoid item-specific effects, the same prime and target stimuli were used to create semantic, phonological, unrelated, and identical pairs over subjects. For instance, the target crab (1) followed the prime crane, thereby forming a phonological pair in a first subset of subjects; (2) followed the prime lobster, thereby forming a semantic pair in a second subset of subjects; (3) followed the prime crab, thereby forming an identical pair in a third subset of subjects; (4) followed the prime slide, thereby forming an unrelated pair in a forth subset of subjects. This ensured that semantic, phonological, unrelated, and identical pairs were matched for variables of no interest over subjects. The black-andwhite procures were taken from Hemera Photo-Objects Data Base photographic library; the words were created using Corel Draw software. In order to minimize error trials in the scanner, those pictures that were named incorrectly by at least a third of the subjects in a pilot behavioral study were excluded from the stimulus set.
The data were acquired in two separate sessions, each including 200 trials (either 12 or 13 for each of the 16 experimental conditions) plus 100 null events, which consisted of a fixation cross. The exact number of trials within each condition (i.e., 12 or 13) was counterbalanced across subjects. The same prime-target relationships were used in the two sessions; however, objects presented as words in the first session were presented as pictures in the second session, whereas objects presented as pictures in the first session were presented as words in the second session. The first stimulus was presented for 600 ms, followed by a fixation cross for 200 ms; the second stimulus was then presented for 600 ms, followed by a fixation cross for 800 ms. This resulted in an intertrial interval of 3,200 ms (Fig. 1) . Perceptual priming for words was minimized by using different fonts (i.e., Arial, Comic Sans, Time New Roman, Verdana), different letter cases, and different letter sizes. Perceptual priming for pictures was minimized by presenting pictures of objects with different sizes and in different views. The task required subjects to read/name all words/pictures overtly as soon as they appeared on the screen. Subjects were instructed to whisper to minimize jaw and head movements in the scanner. The subjects' verbal responses were recorded by means of an air tube whose open end was placed close to the mouth. The tube was led out of the scanner room and attached to a low-noise wide-dynamic-range microphone. The microphone signal was digitized and the repetitive scanner sound subtracted in real time, allowing for online monitoring. The dynamic range of the microphone and digitization was sufficient that after subtraction of the large scanner component, the relatively small voice signal was still adequately intelligible.
Scanning Technique
For each subject, a Siemens 3T scanner was used to acquire T2*-weighted echoplanar images with BOLD contrast and an effective repetition time (TR) of 2.275 s. Each echoplanar image comprised 35 axial slices of 2 mm thickness with 1-mm slice interval and 3 ϫ 3 mm in-plane resolution. A total of 836 volumes were acquired in two separate runs and the first six (dummy) images of each run were discarded to allow for T1 equilibration effects. After the two functional runs, a T1-weighted anatomical volume (1 ϫ 1 ϫ 1.5 mm voxels) was also acquired.
Statistical Parametric Mapping
Behavioral measures were quantified and compared between groups using factorial analyses of variance. Functional imaging data were analyzed using statistical parametric mapping as implemented in SPM2 software (Wellcome Department of Imaging Neuroscience, London, United Kingdom). All volumes from each subject were realigned using the first as reference and resliced with sinc interpolation. The functional images were spatially normalized [Friston et al., 1995a ] to a standard MNI-305 template using a total of 1,323 nonlinear-basis functions. Functional data were spatially smoothed with a 6 mm full width at half maximum isotropic Gaussian kernel to compensate for residual variability in functional anatomy after spatial normalization and Temporal parameters of stimulus presentation. The first stimulus was presented for 600 ms, followed by a fixation cross for 200 ms; the second stimulus was then presented for 600 ms, followed by a fixation cross for 1,800 ms. This resulted in an intertrial interval of 3,200 ms.
᭜ Dissociating Semantic and Phonological Effects ᭜ ᭜ 207 ᭜ to permit application of Gaussian random field theory for adjusted statistical inference.
First, the statistical analysis was performed for each subject independently. To remove low-frequency drifts, the data were high-pass-filtered using a set of discrete cosine basis functions with a cutoff period of 128 s. Each trial was assigned to a specific experimental condition in a subjectspecific fashion, after listening to the vocal responses recorded during the acquisition of the data. For instance, when the subject produced a vocal response (e.g., "tiger-lemon") that did not match the predicted response (e.g., "leopardlemon"), such trial was reassigned accordingly (e.g., from the phonologically related to the unrelated condition). Trials in which the subject did not produce any vocal response for either one or both of the stimuli within a pair were modeled as errors and excluded from the statistical comparisons. Each experimental condition was then modeled independently by convolving the onset times of the target stimuli with a synthetic hemodynamic response function (HRF) without dispersion or temporal derivatives. The choice to model the target but not the prime was motivated by our hypothesis that neuronal responses to the target stimuli would differ as a function of the prime-target relationship. The parameter estimates were calculated for all brain voxels using the general linear model, and contrast images comparing each condition against fixation (i.e., the baseline) were computed [Friston et al., 1995b] . Second, the subjectspecific contrast images were entered into an ANOVA to permit inferences at the population level [Holmes and Friston, 1998 ]. This allowed us to identify the brain areas that responded during task performance relative to the baseline. In addition, it allowed us to test for the differential effects of semantically unrelated, phonologically related and unrelated pairs, and the dependency of these effects on the orthographic or pictorial nature of the stimuli. The t-images for each contrast at the second level were subsequently transformed into statistical parametric maps of the Z-statistic. Unless otherwise indicated, we report and discuss regions that showed significant effects at P Ͻ 0.05 (corrected for multiple comparisons across the whole brain for either high or extent threshold).
RESULTS
Behavioral Data
Vocal responses for both word reading and picture naming were recorded during fMRI scanning. Trials that elicited unpredicted vocal responses (e.g., "tiger-lemon" instead of "leopard-lemon") were reclassified accordingly (e.g., from the phonologically related to the unrelated condition). For pairs composed of two words, no trials were reassigned based on the vocal responses of the subjects. For pairs composed of either a picture and a word or two pictures, a limited number of trials were reassigned from the phonological to the unrelated condition (29%), from the semantic to the identical condition (21%), or from the semantic to the unrelated condition (4%).
A trial was classified as an error if the subject did not produce any vocal response for either one or both of the stimuli within a pair. For trials composed of words only, errors were negligible (i.e., 0.2%). For trials that also included pictures, there was a greater proportion of errors (i.e., 5.15%). The difference between the number of errors during reading and naming was significant as revealed by a twosample t-test (P Ͻ 0.001). Finally, error rate did not differ significantly between semantically related, phonologically related and unrelated pairs (ANOVA, P ϭ 0.714).
Functional Imaging Data
First we report the areas that were activated by reading words and naming pictures relative to the baseline. This revealed increased neuronal responses in a distributed bilateral network that included striate and extrastriate occipital cortex, superior parietal cortex, superior temporal cortex, ventral and dorsal inferior frontal cortex (see top row of Fig. 2 ). From this comparison alone, we were unable to dissociate sensorimotor effects (visual input and motor response) from high-order language areas. Nevertheless, the distributed pattern of activation we observed for reading and picture naming related to fixation was broadly consistent with previous studies of word reading and picture naming [Turkeltaub et al., 2002; Price and Mechelli, 2005] .
We now report the areas that were modulated by the relationship between prime and target. The effects of semantic and phonological relatedness were identified by directly contrasting semantically related against phonologically related pairs. In addition, in order to better characterize neuronal responses in the regions identified by this comparison, we contrasted semantic and phonological conditions against the unrelated condition. Greater activation for semantically relative to phonologically related pairs was found in a leftlateralized network, including the pars orbitalis of the inferior frontal gyrus, the middle temporal gyrus, the angular gyrus, and the superior frontal gyrus (Figs. 2 and 3 , Table I ). These effects were associated with increased activity for semantically related than unrelated pairs rather than decreased activity for phonologically related than unrelated pairs. Thus, they can be explained in terms of enhancement for semantically related pairs as opposed to suppression for phonologically related pairs. These effects were replicated for word-word, picture-picture, word-picture, and pictureword combinations and were therefore independent of stimulus modality. Effects specific to either orthographic (i.e., word-word) or pictorial (i.e., picture-picture) pairs were not detected even when lowering the statistical threshold to P Ͻ 0.001 (uncorrected).
Greater activation for phonologically relative to semantically related pairs was found in left and right insula (Figs. 2 and 3, Table I ). These effects were associated with increased activity for phonologically related compared to unrelated pairs rather than decreased activity for semantically related compared to unrelated pairs. Thus, they can be explained in terms of enhancement for phonologically related pairs rather than suppression for semantically related pairs. In addition, the left superior occipital gyrus expressed greater activation for phonologically related to semantically related pairs but this effect was associated with decreased activity for semantically related than unrelated pairs rather than an increase for phonologically related than unrelated pairs. Thus, it can be explained in terms of suppression for semantically related pairs as opposed to enhancement for phonologically related pairs. These effects were detected irrespective of the orthographic or pictorial nature of the stimuli. Effects specific to the orthographic or pictorial modality were not found even when lowering the statistical threshold to P Ͻ 0.001 (uncorrected).
For completeness, we report the comparisons between related and identical pairs in regions that expressed a significant modulation by semantic or phonological relatedness (Table I) . However, the interpretation of such comparisons is not straightforward because identical items are the most diametrically opposed to unrelated items and yet cannot be considered simply phonologically and semantically related. In fact, identity and relatedness are likely to elicit distinct neuronal and cognitive processes.
DISCUSSION
The aim of the present study was to dissociate the neural correlates of semantic and phonological processes during word reading and picture naming. Previous studies have addressed this issue by contrasting tasks involving semantic and phonological decisions. In order to avoid the potential confounds associated with task manipulation, we identified semantic and phonological areas by manipulating the semantic and phonological relationship between successive stimuli. We report that semantically related pairs modulate neuronal responses in a left-lateralized network, including the pars orbitalis of the inferior frontal gyrus, the middle temporal gyrus, the angular gyrus, and the superior frontal gyrus. These regions expressed strong increases for semantic relative to phonological pairs but also positive trends for semantic relative to unrelated pairs (Table I ). In contrast, phonologically related pairs modulate neuronal responses in the left and right insula. These regions expressed increases for phonological relative to semantic pairs but also positive trends for phonological relative to unrelated pairs (Table I) . Critically, these effects were consistently detected with words and pictures and there were no modality-specific changes.
The areas modulated by the semantic relationship between stimuli have been implicated in semantic processing by previous studies using task manipulation. For instance, the pars orbitalis of the inferior frontal gyrus responds to tasks that require decisions about the meaning of written words [Fiez, 1997; Dapretto and Bookheimer, 1999; Poldrack et al., 1999; Devlin et al., 2003; McDermott et al., 2003 ]. The middle temporal gyrus is activated by semantic decision on both auditory [Noppeney and Price, 2002] and written [McDermott et al., 2003] words. The angular gyrus responds to semantic relative to phonological tasks [Demonet et al., 1992; Mummery et al., 1998 ] and has been implicated in both written and spoken word comprehension by neuropsychological studies [Dejerine, 1892; Geshwind, 1965; Hart and Gordon, 1990] . Finally, the superior frontal gyrus is acti-
Figure 2.
Brain areas that expressed significant effects at P Ͻ 0.05 (corrected). Top row: brain areas activated by reading and naming relative to fixation. Middle row: brain areas activated by semantically related more than phonologically related pairs. Bottom row: brain areas activated by phonologically related more than semantically related pairs. [Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com.] vated in tasks that require semantic decision on words relative to tasks that require the perceptual analysis of nonlinguistic stimuli [Binder et al., 1997] . On the basis of our findings, we propose that these areas are involved in stimulus-driven semantic processes.
In contrast with our prediction, we did not find semantic effects in the anterior temporal pole, which has been associated with semantic processing by several neuropsychological studies [Hodges et al., 1992 Bozeat et al., 2000; Kensinger et al., 2003 ]. This null result can be explained by either limited sensitivity in the anterior temporal pole due to susceptibility artifacts [Devlin et al., 2000] or, alternatively, the involvement of this region in task-related retrieval strategies or other aspects of semantic processing that were not affected by our manipulation. We also note that activation in the anterior temporal pole was not detected for reading and naming relative to fixation, even when we lowered the statistical threshold to P Ͻ 0.001 (uncorrected). This is consistent with a recent report that this region activates during picture naming when a high-level baseline is used rather than fixation .
The left and right insula were modulated by the phonological relationship between stimuli. The left insula is typically damaged in patients with apraxia of speech, a disorder in programming the speech musculature to produce the correct sounds of words [Dronkers, 1996] . Furthermore, this region shows hypometabolism [Nestor et al., 2003 ] and atrophy [Gorno-Tempini et al., 2004] in patients with nonfluent aphasia, a syndrome in which the ability to communicate fluently is lost in the context of preserved comprehension. Several other studies have implicated the left insula in articulatory planning of speech [Wise et al., 1999; Blank et al., 2002] and speech motor control [Riecker et al., 2000; Ackermann and Riecker, 2004] . In contrast, the right insula has been associated in the control of prosodic aspects of speech [Akermann and Riecker, 2004] . Furthermore, this region is thought to be involved in the temporospatial control of vocal tract musculature during overt singing [Riecker et al., 2000] . It is most likely that both the left and right insula include distinct focal regions that differentially contribute to different aspects of speech production, such as planning and coordination, as well as other linguistic and nonlinguistic responses [e.g., see Singer et al., 2004] . However, it is unclear whether the above studies examined the same or distinct anatomical regions, because findings were typically localized and stereotactic coordinates were seldom reported. In the present study, we identify a region in the middle of the insula that is sensitive to the phonological relationship between stimuli. We interpret this modulation in terms of increased demands on the discrimination between similar phonological or articulatory codes. For example, when the pair "BELL-belt" is presented, the second item will evoke phonological and articulatory codes that are similar to those evoked by the first item. Successful naming of the second item will therefore require the discrimination between similar competing codes. In contrast, when a pair such as "TABLE-chair" is presented, the second item is likely to evoke phonological and articulatory codes that are different from those evoked by the first item. As a result, successful naming of the second item will be less dependent on the discrimination between similar competing codes. The results in the bilateral insula may also be affected by the presence of identical pairs in our experimental paradigm. These may have engaged a tendency to repeat, which had to be counteracted for phonologically related pairs. The presence of identical pairs may have had a smaller effect on semantically related pairs that evoked clearly distinct phonological and articulatory codes.
An important feature of the present investigation is that we used both orthographic and pictorial stimuli. Previous studies compared word reading and picture naming directly in order to identify areas that respond more to orthographic than pictorial stimuli [Bookheimer et al., 1995; Moore and Price, 1999; Price et al., 2006] . These investigations were motivated by cognitive models that typically include reading-specific functions such as graphemic, orthographic, sublexical, and visual word form processing [Marshall and Newcombe, 1973; Patterson and Shewell, 1987; Coltheart et al., 1993] . Here we did not examine reading-or namingspecific functions by directly comparing the two tasks. Rather, we investigated whether semantic and phonological processes respectively engage the same sets of areas during reading and naming by manipulating the semantic and phonological relationships between items. Reading-or namingspecific effects were not detected even when lowering the statistical threshold to 0.001 (uncorrected). Therefore, our results suggest that the same sets of areas are modulated by semantic and phonological demands during word reading and picture naming. In other words, reading and naming rely on "shared" semantic and phonological systems as previously concluded on the basis of neuropsychological studies [Lambon Ralph et al., 1999] .
Finally, we note that our experimental paradigm can also be understood in terms of semantic and phonological priming Henson, 2003] . For instance, in the case of semantically related pairs, the first stimulus is expected to modulate the response to the second stimulus in semantic areas. Likewise, in the case of phonologically related pairs, the first stimulus is expected to modulate the response to the second stimulus in phonological areas. However, semantic studies typically report decreases in activations as the presentation of an item or some feature is repeated over time [e.g., Wagner et al., 1997 Wagner et al., , 2000 Buckner et al., 1998; Mummery et al., 1999; Koutstaal et al., 2001; Kotz et al., 2002; Copland et al., 2003; Rissman et al., 2003; Rossell et al., 2003 ]. The effects we find, on the other hand, are driven by increases relative to the baseline condition, which consisted of unrelated pairs. How can this apparent inconsistency be explained? There are potentially important differences between our study and previous investigations, which may have contributed to the discrepancy between the increases found here and the decreases reported elsewhere. First, we identified semantic areas by manipulating the semantic relationship between stimuli; on the other hand, previous investigations characterized semantic priming in terms of repeated relative to initial semantic processing of exactly the same stimuli [e.g., Wagner et al., 1997 Wagner et al., , 2000 Buckner et al., 1998; Koutstaal et al., 2001] . Second, in our experiment, subjects were asked to read/name both first and second stimuli; this allowed us to establish whether phonological or semantic priming had occurred on a trial-by-trial basis based on the vocal responses of the subjects. The few studies that manipulated the semantic relationship between words, on the other hand, required the subjects to ignore the prime and used a lexical decision task [Kotz et al., 2002; Copland et al., 2003; Rissman et al., 2003] . Thus, ours is the only study that manipulated the semantic relationship between stimuli and required subjects to read/name both primes and targets. It has also been proposed that regions that show repetition suppression are those that subserve a process that occurs for both primed and unprimed stimuli, whereas regions that show repetition enhancement are likely to be involved in a process that occurs on primed but not unprimed stimuli [Henson, 2003] . In our experiment, the additional process evoked by semantically related pairs was the meaningful association between the first and second stimulus. Likewise, the additional process evoked by phonologically related pairs was the discrimination between similar phonological or articulatory codes.
In the present study, we assumed that semantic and phonological relatedness would modulate neuronal responses in areas implicated in semantic and phonological processes, respectively. There are advantages and disadvantages with this approach, which need to be taken into account when interpreting our findings. As discussed above, semantic and phonological decision tasks are associated with differential executive processes that are not required for reading and naming per se. By manipulating the semantic and phonological relatedness of the items while keeping the task constant, we were able to minimize the strategy and working memory confounds that are associated with task manipulation. However, semantic and phonological effects could still reflect differences in strategic and executive processes generated by the stimuli. In other words, our findings must be explained in terms of processes that depend on the relationship between successive stimuli, rather than differences in the task being performed with these stimuli. Another important aspect of our paradigm relates to the use of both orthographic and pictorial stimuli. This allowed us to test for effects that were common to the two modalities as well as effects that were specific to either word reading or picture naming. In contrast, as discussed above, previous studies have typically used only orthographic stimuli when comparing semantic and phonological decision tasks.
We now turn to the limitations of our approach. First, the regions that we reported for phonological and semantic priming are only a subset of those regions activated by reading and picture naming relative to fixation (Fig. 2) . It is important to acknowledge that our manipulations did not identify all areas that contribute to semantic and phonological processing, but only those that are sensitive to the relationship between successive items during reading and naming. For instance, the anterior temporal pole was not modulated by the semantic relationship between items despite the well-documented implication of this region in conceptual knowledge [Hodges et al., 1992; Kensinger et al., 2003] . Second, the phonological similarity between prime and target was sometimes limited, particularly in the case of items that shared only the first phoneme. Likewise, the strength of the semantic association was variable across trials, with some items more obviously associated than others. The limited phonological or semantic relatedness of the prime and target in some trials may have affected the sensitivity of our experimental paradigm. A third limitation of our study relates to the specificity of the phonological effects that we report in the bilateral insula. The present study cannot establish whether these effects are specific to phonological and articulatory demands or, rather, reflect a more general mechanism. For instance, activations in bilateral insula might be related to the avoidance of repeating the same word twice, which is most prominent for phonological than semantic pairs. A forth limitation of our study is that reaction times of vocal responses could not be measured during scanning because of technical constraints. Behavioral studies indicate that reaction times were most likely to be longer for pictures compared to words [Glaser and Glaser, 1989] . In particular, an interval of 800 ms between words was likely to allow enough time for the subject to read the first word before the presentation of the second word. In contrast, an interval of 800 ms between pictures meant that the vocal response to the first picture was likely to be produced after the presentation of the second picture. This possible discrepancy did not appear to affect our results, which were highly consistent for words and pictures. A recent study out of the scanner has confirmed that semantic and phonological primes interfere at the behavioral as well as the neural level. Thus, response times to picture targets after semantic and phonological primes were longer than when the prime was unrelated (unpublished data).
In conclusion, the present study has identified a leftlateralized network (including the pars orbitalis of the inferior frontal gyrus, the middle temporal gyrus, the angular gyrus, and the superior frontal gyrus), which is sensitive to stimulus-driven semantic processing irrespective of the orthographic or pictorial nature of the stimuli. Conversely, a medial region within the insular complex is implicated in the discrimination between similar competing phonological and articulatory codes for both words and pictures. This modality-independent double dissociation provides support to the idea that reading and naming rely on "shared" semantic and phonological systems. 
