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algorithm
Mathias Lederer
Fakulta¨t fu¨r Mathematik, Universita¨t Bielefeld, Bielefeld, Germany
Abstract
We construct a Gro¨bner Basis of the relation ideal of a polynomial, give an interpo-
lation formula for the basis elements and explain the connection of the interpolation
formula to the Buchberger–Mo¨ller algorithm. We present a situation in which the
usage of the Buchberger–Mo¨ller algorithm is obsolete since one can compute its
result directly. We prove a constructive version of a theorem of Galois, concerning
the solvability of rational polynomials of prime degree. Computations are carried
out for a number of example polynomials.
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1 Introduction
Let K be a field and f = Zn + a1Z
n−1 + . . . + an a monic, irreducible, and
separable polynomial in the variable Z over K. Let x = (x1, . . . , xn) be the
n-tuple of the zeros of f in some field extension of K, and let T = (T1, . . . , Tn)
be indeterminates over K. We consider the set
I = {P ∈ K[T ];P (x) = 0} , (1.1)
which is an ideal in K[T ], called the relation ideal of f . We studied this ideal
already in the paper Lederer (2004); nevertheless, we will repeat some of the
arguments and constructions of Lederer (2004) in the present paper, which
may need some more explanation than was given in the proceedings paper
Lederer (2004). In this section, we will start by providing the motivation why
it is important to know the ideal I well. Furthermore, we will mention some
results prior to our own work.
Email address: mlederer@mathematik.uni-bielefeld.de (Mathias Lederer).
Preprint submitted to Elsevier Science 27 October 2018
Let L = K(x1, . . . , xn) be the splitting field of f . Suppose we have a method
at hand that allows us to do computations in the field K, such as trivially in
the case K = Q, or in the case that K is a number field K = Q(α) given by
the minimal polynomial of α. Given such a ground field K, it is not clear how
to do computations in the splitting field L of f . The only case in which this is
clear is the special case where L = K(xi) for some zero xi of f . In this case we
will make use of the isomorphism K[Z]/(f)
∼
−→ L that sends the residue class
of P to P (x) – we know how to do computations in the quotient K[Z]/(f),
so by virtue of the isomorphism, we also know how to do computations in L.
In the general case, that is the case when L = K(x1, . . . , xn) is strictly bigger
than some K(xi), there exists an analogous isomorphism:
Theorem 1 The map φ : K[T ]/I → L : P 7→ P (x) is a K-algebra isomor-
phism.
This is an easy consequence of the Homomorphism Theorem. The isomorphism
of the theorem allows us to do computations in the field L = K(x1, . . . , xn) –
but only if we know how to do computations in the quotient K[T ]/I! Since we
have assumed complete knowledge about computing in K, knowledge about
computing in K[T ]/I is equivalent to knowledge of a Gro¨bner basis of I.
We can rephrase this as follows: The question, “How can one do computations
in the splitting field of a polynomial?” is at least as old as field theory itself.
If we had a Gro¨bner basis of the relation ideal I, this question would be
solved (providing that we know how to do computations in the ground field).
However, the definition of I does not automatically lead us to a generating set
of I. Several people have taken different approaches to this problem, which we
will shortly describe.
One approach is Anai et al. (1996). The subject of this paper is the computa-
tion of the Galois group of a polynomial f . The authors distinguish between
two ways of computing the Galois group, table-based methods on the one hand
and direct methods on the other. We shall not explain the differences between
these two sets of methods but merely explain the information they give us.
The result of a table-based method is a conjugacy class of subgroups of the
symmetric group Sn (remember that n is the degree of f), having the property
that, given the zeros of f , there is a subgroup G of Sn in the given conjugacy
class such that G can be identified with the Galois group of f via σ(xi) = xσ(i)
for all σ ∈ G and all i ∈ {1, . . . , n}. A direct method provides us with more
information: It computes not only a conjugacy class of subgroups of Sn but
one particular G, as above, for one given numbering x = (x1, . . . , xn) of the
zeros. When we speak of zeros in this context, we mean approximations of the
numerical values of the zeros. Think of the case K = Q, then x = (x1, . . . , xn)
is an n-tuple of complex or p-adic numbers approximating the complex or
p-adic zeros of f .
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Let us recall where the ambiguity in the description of the Galois group comes
from. Suppose we are given a subgroup G of Sn such that the Galois group of f
can be identified with G via σ(xi) = xσ(i) for all σ ∈ G and all i ∈ {1, . . . , n}.
For this description, the knowledge of the numbering x = (x1, . . . , xn) of the
zeros of f is necessary. If we chose a different numbering of the zeros, thus if
we replaced x = (x1, . . . , xn) by y = (y1, . . . , yn), where yi := xτ(i) for some
τ ∈ Sn, the subgroup H of Sn such that σ(yi) = yσ(i) for all σ ∈ H would be
H = τ−1Gτ . From this follows in particular that if we do not fix one particular
numbering of the zeros but only look at the set of zeros, we can never know
the Galois group of f any better than up to conjugacy in Sn.
The subject of Anai et al. (1996) is a direct method for the computation of
the Galois group of a polynomial. A Gro¨bner basis of I is constructed as a
by-product. The idea of this method is to successively factor f over certain
finite extensions of K. The elements of the Gro¨bner basis of I are derived from
the factorisations of f . However, factorising f over an algebraic extension of
K, as used in the method of Anai et al. (1996), is not an easy task. Thus, one
would like to obtain the generators of the relation ideal in a more direct way
than indicated in Anai et al. (1996).
Paper McKay and Stauduhar (1997) takes a step towards a direct compu-
tation of the generators of the relation ideal: Certain polynomials Γi, i =
1, . . . , n, with coefficients in K are constructed. The ingredients for the com-
putation of Γi are the same as the ingredients for our computation in Lederer
(2004) and in the present paper: We take the Galois group G of f to be given,
more precisely as a subgroup of Sn permuting the zeros x = (x1, . . . , xn) of
f , along with approximations of the zeros of f . (Thus we take as given the
data which a direct method for the computation of the Galois group gives us,
in the terminology of Anai et al. (1996).) The virtue of the polynomials Γi is
as follows: It may and will happen that the splitting field of f is obtained by
adjoining less than n zeros to the ground field K, say, L = K(x1, . . . , xk) for
k < n (in fact, k ≤ n − 1 always holds). In particular, it is possible to write
the zeros xi, i > k, as a rational expression in x1, . . . , xk with coefficients in
K. This expression can be gleaned from the polynomials Γi, i > k. Thus by
McKay and Stauduhar (1997), some of the relations between the roots of f
are known. The polynomials Γi are given by an explicit formula involving G
and x and are in practice (over K = Q) computed by using complex approxi-
mations of x. In the last section of McKay and Stauduhar (1997), the authors
state that it is natural to ask how one might find all the rational relations
between the roots of f .
This question was answered in our paper Lederer (2004) and is now explained
at more detail. To give a rough sketch, we will proceed as follows: We will con-
struct a Gro¨bner basis of the relation ideal I. The basic idea will be to use the
same finite extensions of K as were used in Anai et al. (1996). We will define
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them in Section 2 below. However, we will not obtain the generators by fac-
torising f over the extensions of K, as was done in Anai et al. (1996). Instead,
we will suppose that we already have the Galois group G of f as a subgroup of
Sn permuting the (approximations of the) zeros of f . From that we will com-
pute the elements of the Gro¨bner basis of I directly, giving an interpolation
formula in the spirit of Lagrange interpolation. This is the formula (4.1), see
Theorem 4 in Section 4. Our interpolation formula will be structurally similar
to the formulas for the polynomials Γi of McKay and Stauduhar (1997). In
particular, the formulas of McKay and Stauduhar (1997) and our interpola-
tion formula will use the same ingredients, i.e. the zeros of f and the Galois
group G, permuting the zeros.
Only when we have proved the interpolation formula for the generators, a suf-
ficient degree of explicitness is reached so that we can consider the question,
“What are the generators of the relation ideal?” answered. Thus also the ques-
tion, “How can one do computations in the splitting field of a polynomial?”
is solved.
In Section 5 we will explain that our interpolation formula does not exist
independently of other ideas in mathematics. In fact our interpolations formula
is exactly the formula that comes out when we apply the Buchberger–Mo¨ller
algorithm (see Mo¨ller and Buchberger (1982)) to the interpolation problem
of Theorem 3. Of course, one need not evoke the entire Buchberger–Mo¨ller
algorithm in order to find the generators of the relation ideal, since we already
know the interpolation formula (4.1) for the generators. So it is only natural
to ask for an interpolation formula like ours for a more general interpolation
problem. In Section 5 we also take this question a bit further: We observe that
our interpolation formula merely uses the transitive and faithful operation of
the Galois group, that permutes the zeros of f . Hence an analogous formula
like ours holds true also when the group with these properties is not necessarily
a Galois group that permutes the zeros of a polynomial.
In Section 6 we apply our results to a classical theorem of Galois, as to be
found in Cohn (1989) or Huppert (1967):
A rational polynomial f of degree p, where p is a prime number, is solvable
by radicals if and only if each zero of f can be expressed as a polynomial
(with rational coefficients) in any two other zeros.
As Olaf Neumann commuticated personally (to Kurt Girstmair), this theorem
was crucial for Galois theory to be accepted in the mathematical community,
since its statement was easy to understand for any mathematician around
1840, yet its proof requires Galois theory, still a new tool at that time. The
theorem asserts the existence of a rational polynomial without giving its pre-
cise form. Also, this polynomial was never constructed in the literature. We
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will see that this polynomial is one of the generators of the relation ideal that
we had constructed before. In this sense our paper gives a constructive version
of an important existence theorem.
In Section 7 we make use of some p-adic techniques (similar to those of
Geissler and Klu¨ners (2000)) to compute a number of examples over the ground
field Q in Section 8. However, using complex approximations of the zeros might
just as well serve to treat the examples. In Section 9, we point at a property
of the generators that cannot be explained within the theory that was used in
this paper. Furthermore, we will try to entice the reader to study our concept
of interpolation and the Buchberger–Mo¨ller algorithm in more generality.
2 Generators of the relation ideal
For i = 1, . . . , n, define the field Ki = K(x1, . . . , xi), and set K0 = K. Then
clearly Ki = Ki−1(xi) for i = 1, . . . , n, and xi is a primitive element of the
field Ki over the field Ki−1. Let fi be the minimal polynomial of xi over Ki−1.
Then di = deg(fi) is the degree of the field extension Ki|Ki−1. Therefore the
polynomial fi has the shape
fi = T
di
i +
di∑
ki=1
bi,kiT
di−ki
i ,
where all coefficients bi,ki lie in Ki−1. Since the degree of the field extension
Ki|Ki−1 equals di, the degree formula shows that the degree of the field exten-
sion Ki|K equals d1 . . . di. It is easy to see that the family x
d1−k1
1 . . . x
di−1−ki−1
i−1 ,
where 1 ≤ kj ≤ dj for j = 1, . . . , i − 1, is a K-basis of Ki−1. Thus the coeffi-
cients of the polynomial fi can uniquely be written as
bi,ki =
d1∑
k1=1
. . .
di−1∑
ki−1=1
bi,k1,...,kix
d1−k1
1 . . . x
di−1−ki−1
i−1 ,
all bi,k1,...,ki belonging to K. (For i = 1, no summation needs to be done and
we simply have b1,k1 ∈ K.) We obtain:
fi = T
ni
i +
d1∑
k1=1
. . .
di∑
ki=1
bi,k1,...,kix
d1−k1
1 . . . x
di−1−ki−1
i−1 T
di−ki
i . (2.1)
Now we define
f̂i = T
di
i +
d1∑
k1=1
. . .
di∑
ki=1
bi,k1,...,kiT
d1−k1
1 . . . T
di−1−ki−1
i−1 T
di−ki
i , (2.2)
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thus f̂i ∈ K[T1, . . . , Ti]. We will use the identities fi = f̂i(x1, . . . , xi−1, Ti) and
fi(xi) = f̂i(x1, . . . , xi−1, xi) later. In what follows all polynomials f̂1, . . . , f̂i are
considered to lie in K[T1, . . . , Ti].
Theorem 2 The K-algebras K[T1, . . . , Ti]/(f̂1, . . . , f̂i) and Ki are isomorphic
via the map φi which assigns to P the value P (x1, . . . , xi).
PROOF. Consider the evaluation ψi : K[T1, . . . , Ti]→ K(x1, . . . , xi) defined
by ψi(P ) = P (x1, . . . , xi). We have to show that ker(ψi) = (f̂1, . . . , f̂i). Ob-
viously, ker(ψi) ⊇ (f̂1, . . . , f̂i). We show the converse inclusion by induction
over i.
For i = 1, the assertion is well known: The mapping K[T1] → K(x1) : P 7→
P (x1) is an isomorphism. For i > 1, we will make use of two isomorphisms,
the first is an analogue of the one we just used, that is the isomorphism
α : Ki−1[Ti]/(fi)→ Ki : P 7→ P (xi) .
For the second, the induction hypothesis says that
φi−1 : K[T1, . . . , Ti−1]/(f̂1, . . . , f̂i−1)→ Ki−1 : P 7→ P (x1, . . . , xi−1)
is an isomorphism. We adjoin to the domain of definition of φi−1 and to the
range of φi−1 the variable Ti and obtain the second isomorphism,
β : K[T1, . . . , Ti]/(f̂1, . . . , f̂i−1)→ Ki−1 : P 7→ P (x1, . . . , xi−1, Ti) .
Let P = P (T1, . . . , Ti) lie in the kernel of ψi. In view of α, we conclude that
P (x1, . . . , xi−1, Ti) is a multiple of fi by a polynomial in Ki−1[Ti], so
P (x1, . . . , xi−1, Ti) = Q(x1, . . . , xi−1, Ti)fi(Ti) ,
for a suitable Q ∈ K[T1, . . . , Ti]. In view of β, the equation
P (x1, . . . , xi−1, Ti)−Q(x1, . . . , xi−1, Ti)fi(Ti) = 0 ,
shows that P −Qf̂i lies in the ideal spanned by f̂1, . . . , f̂i−1. This shows that
P lies in the ideal spanned by f̂1, . . . , f̂i.
Remark 1 It is quite natural to build up the splitting field L of f by the chain
K0 ⊂ K1 ⊂ . . . ⊂ Kn = L (2.3)
of monogenic field extensions, as we have done above. In Gro¨bner (1970)
and later in Anai et al. (1996), the same intermediate fields of K and L are
used, and Ki is presented as in Theorem 2. In particular, the existence of the
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Gro¨bner basis of the relation ideal of Theorem 2 was – at least in principle
– known to Wolfgang Gro¨bner himself. However, his approach is not exactly
the same the approach chosen here, so I have decided to present this (shorter)
proof of Theorem 2 instead of just giving a reference.
Gro¨bner (see Gro¨bner (1970)) defines the generators f̂i as we did, that is by
requiring fi to be the minimal polynomial of xi over Ki−1, whereas Anai, Noro
and Yokoyama (see Anai et al. (1996)) require fi to be a certain irreducible
factor over Ki−1 of f . Of course these two characterisations are equivalent.
In Anai et al. (1996), the authors use their characterisation of fi in order to
effectively compute these polynomials. So they split f into irreducible factors
over certain field extensions of K. In practice, this is not an easy task and
will slow down the algorithm. We will overcome this obstacle by using the
interpolation formula for f̂i, which we will prove in the next section.
Remark 2 Aubry and Valibouze extended Gro¨bner’s work to a more general
situation in Aubry and Valibouze (2000). They proved the existence of a basis
having the property of being “separable triangular” (see Aubry and Valibouze
(2000) for the definition) for a class of ideals to which the relation ideal be-
longs. Theorem 2 is basically a special case of their main theorem.
Let us adopt some of their notations, for the time being. A set H of polynomials
in K[T1, . . . , Ti] is called triangular if H = {H1(T1), . . . , Hi(T1, . . . , Ti)}, where
the j-th polynomialHj is monic as a polynomial in Tj with degj(Hj) > 0. Here,
and in the rest of this paper, degj denotes the degree of h in Tj. As the authors
of Aubry and Valibouze (2000) remark, if H is a triangular set then the ideal
spanned by H in K[T1, . . . , Ti] is zero-dimensional and H is a reduced Gro¨bner
basis of the corresponding ideal, where we use the lexicographic ordering with
T1 < . . . < Tn on K[T ]. (See Becker and Weispfenning (1993), Buchberger
(1965), or Gro¨bner (1970).) The property of being triangular is particularly
valuable for practical purposes since the reduction of a polynomial P ∈ K[T ]
modulo H comes down to dividing P successively by the monic polynomials
H1, . . . , Hi (in any order). By construction the set {f̂1, . . . , f̂i} is clearly a
triangular set in K[T1, . . . , Ti], thus a Gro¨bner basis of the corresponding ideal.
3 The vanishing property characterising the generators
Although the generators f̂i are unambiguously defined and we even know that
they have the shape (2.2) with all coefficients bi,k1,...,ki lying in K, we do not
know the numerical values of these coefficients. The reason is that, if given
only the polynomial f , we do not have all the minimal polynomials fi at hand.
In this section we will prove that every f̂i vanishes on a certain subset of L
i,
and that this vanishing property, together with the constraint (2.2) on the
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degree of f̂i, characterises f̂i.
In this section and onwards, we will make use of the Galois group G of the field
extension L|K. We assume that we have G given as a subgroup of Sn such that
σ(xi) = xσ(i) for all i. Furthermore, we will make use or the subgroup Gi of
G, which we define to be the group corresponding to the intermediate field Ki
of L|K. By definition of Ki, we have Gi = {σ ∈ G; σ(xj) = xj , for all j ≤ i}.
Lemma 1 Let L|K and G be as above. For y ∈ L, define
Gy =

σ1(y)
...
σN (y)
 ∈ LN .
Then for arbitrary y1, . . . , yr ∈ L, the following statements are equivalent:
(i) y1, . . . , yr ∈ L are K-linearly independent.
(ii) Gy1, . . . , Gyr ∈ L
N are L-linearly independent.
PROOF. We point out that this lemma is quite similar to Artin’s Lemma
and only give a proof of the nontrivial direction (i) =⇒ (ii). Assume that
y1, . . . , yr are K-linearly independent but Gy1, . . . , Gyk (where k < r) form
an L-basis of L〈Gy1, . . . , Gyr〉. Then there exist uniquely determined coef-
ficients λ1, . . . , λr ∈ L satisfying Gyk+1 =
∑k
i=1 λiGyi. For every σ ∈ G,
there exists a matrix P ∈ GLN(K) satisfying σ(Gy) = PGy for all y ∈ L.
We obtain PGyk+1 = σ(yk+1) =
∑k
i=1 σ(λi)σ(Gyi) =
∑k
i=1 σ(λi)PGyi =
P
∑k
i=1 σ(λi)Gyi and therefrom Gyk+1 =
∑k
i=1 σ(λi)Gyi. Since Gy1, . . . , Gyk
is a basis of L〈Gy1, . . . , Gyr〉, Gyk+1 is uniquely written as an L-linear com-
bination of these vectors, and therefore σ(λi) = λi for i = 1, . . . , k and for
all σ ∈ G. Since K is the fixed field of G, the coefficient λi must lie in K
for all i = 1, . . . , k. Thus also yk+1 lies in K〈y1, . . . , yr〉, a contradiction to the
K-linear independence of y1, . . . , yr.
Theorem 3 L[T1, . . . , Ti] contains exactly one polynomial of the shape (2.2)
vanishing at (σ(x1), . . . , σ(xi)) for all σ ∈ G. The coefficients of this polyno-
mial lie in K.
PROOF. First we note that f̂i has the desired property: fi(xi) = f̂i(x1, . . . , xi) =
0, and also σ(f̂i(x1, . . . , xi)) = f̂i(σ(x1), . . . , σ(xi)) = 0 for all σ ∈ G. This
proves the existence as claimed in the Theorem. Of course, the coefficients of
f̂i lie in K.
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Since the family xd1−k11 . . . x
di−ki
i , where 1 ≤ kj ≤ dj for j = 1, . . . , i, is a
K-basis of Ki, Lemma 1 implies that the family (Gx
d1−k1
1 . . . x
di−ki
i ), where
1 ≤ kj ≤ dj for j = 1, . . . , i, is L-linearly independent. Thus the coefficients
bi,k1,...,ki ∈ L in the sum
−Gxdii =
d1∑
k1=1
. . .
di∑
ki=1
bi,k1,...,kiGx
d1−k1
1 . . . x
di−ki
i
are uniquely determined. In other words, the coefficients of a polynomial hav-
ing the shape (2.2) are uniquely determined under the assumption that the
polynomial vanishes at (σ(x1), . . . , σ(xi)) for all σ ∈ G. This proves the unique-
ness as claimed in the theorem.
4 An interpolation formula for the generators
After Theorem 3 there remains the task of finding a polynomial with co-
efficients in L vanishing in all (σ(x1), . . . , σ(xi)) and having the degree as
described in (2.2). This polynomial will be f̂i. In this section we present an
interpolation formula for f̂i, which strongly reminds us of Lagrange interpo-
lation. We will discuss the relation of our interpolation formula to the results
of Anai et al. (1996) and McKay and Stauduhar (1997).
For the interpolation we will need the following sets: For ρ ∈ G and i =
1, . . . , n, define
B(ρ, i) = {σ(xi); σ ∈ G, σ|Ki−1 = ρ|Ki−1} \ {ρ(xi)}
In other words: B(ρ, i) consists of the translates σ(xi), where σ runs through
all extensions of ρ|Ki−1 to Ki, minus the element ρ(xi).
Lemma 2 |B(ρ, i)| = di − 1 for all ρ ∈ G and for all i ∈ {1, . . . , n}.
PROOF. The number of extensions σ of ρ|Ki−1 to Ki equals the degree of
the field extension Ki|Ki−1, i.e. di. Two extensions of this kind are different if
and only if they take different values σ(xi), since xi generates Ki over Ki−1.
Theorem 4 The i-th generating polynomial f̂i of the relation ideal I is given
by
f̂i = T
di
i −
∑
ρ∈G/Gi
ρ(xi)
di
∏
y1∈B(ρ,1)
T1 − y1
ρ(x1)− y1
. . .
∏
yi∈B(ρ,i)
Ti − yi
ρ(xi)− yi
. (4.1)
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PROOF. We define g by the right hand side of (4.1) and prove f̂i = g. Lemma
2 shows that degj(g) ≤ dj − 1, for j = 1, . . . , i− 1. Clearly degi(g) = di. Thus
the multidegree of g has the properties that we demanded for f̂i. I we can
prove that g(σ(x1), . . . , σ(xi)) = 0 for all σ ∈ G, it will follow from Theorem
3 that f̂i and g coincide.
So let σ ∈ G be given. Take ρ′ ∈ G/Gi such that σ = ρ
′τ , for a suitable
τ ∈ Gi. In particular, for j = 1, . . . , i we have σ(xj) = ρ
′τ(xj) = ρ
′(xj)
since τ(xj) = xj . In order to show that g(σ(x1), . . . , σ(xi)) = 0, we focus our
attention on the sum
∑
ρ∈G/Gi . The automorphisms ρ occurring as summation
index belong to the two categories ρ = ρ′ and ρ 6= ρ′. If ρ = ρ′, the respective
summand of becomes σ(xi)
di for in this case σ(xj) = ρ
′(xj) = ρ(xj), hence
(σ(xj)−yj)/(ρ(xj)−yj) = 1 for all j = 1, . . . , i. In the case ρ 6= ρ
′ we can find
a number j ∈ {1, . . . , i} satisfying ρ(xj) 6= ρ
′(xj). Thus ρ
′(xj) lies in B(ρ, j),
and therefore there is a yj ∈ B(ρ, j) such that yj = ρ
′(xj) = σ(xj). The
summand corresponding to this ρ vanishes, since the product occurring in in
the sum contains the factor σ(xj)− yj where yj = ρ
′(xj) = σ(x1). Altogether,
we obtain g(σ(x1), . . . , σ(xi)) = σ(xi)
di − σ(xi)
di = 0.
Remark 3 We discuss the relation of our work to McKay and Stauduhar
(1997). The central notion of McKay and Stauduhar (1997) is that of a mini-
mal strong base for f over K. This is is a set {xi1 , . . . , xik} of roots of f such
that L = K(xi1 , . . . , xik) and if L = Q(xj1 , . . . , xjm), then k ≤ m. Of course,
one can always choose a numbering of the zeros of f such that x1, . . . , xk is a
minimal strong base.
Given a minimal strong base, one can write all other zeros xi, i > k, as a ratio-
nal expression over K in the elements of the minimal strong base. Stauduhar
and McKay (see McKay and Stauduhar (1997)) use the following strategy in
order to obtain this expression. They consider the polynomials
Γi =
∑
ρ∈G
ρ(xi)
f(T1)
T1 − ρ(x1)
. . .
f(Tk)
Tk − ρ(xk)
, (4.2)
which have coefficients in K, and satisfy Γi(x1, . . . , xk) = xif
′(x1) . . . f
′(xk).
Thus one can compute Γi explicitly and from that get the desired rational
expression of xi in x1, . . . , xk over K, by dividing Γi through f
′(x1) . . . f
′(xk).
Our formula for f̂i also gives us a rational expression of xi in x1, . . . , xk over
K. Since fi(Ti) is the minimal polynomial of xi over Ki−1 = L, the degree of
fi(Ti) is 1. Hence also the degree of f̂i in the variable Ti is 1. Thus the equation
f̂i(x1, . . . , xi) = 0 is a a rational expression of xi in x1, . . . , xk over K. We will
exploit this idea in Section 6 for special case of particular historical interest
(concerning a theorem of Galois). In Section 8, we will present some examples
of the same special case. However, at that point we will not mention again that
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f̂i serves as a polynomial expression of xi in x1, . . . , xk over K, since readers
will notice themselves. Both in Section 6 and in Section 8 we will work over
the ground field K = Q.
Remark 4 Note also the structural similarity of the formula (4.2) with the
sum in (4.1). Nevertheless, the analogy does not go very far, since the n-tuple
(Γ1, . . . ,Γn) is a characteristic function of the set {(σ(x1), . . . , σ(xn)); σ ∈ G},
whereas the polynomials f̂i all vanish on precisely this set, as we shall discuss
in the next section.
Remark 5 Stauduhar and McKay (see McKay and Stauduhar (1997)) wrote
that an effective method for the isolation of a generating family of relations
between the roots of the polynomial f must be at least as powerful as a method
for finding the Galois group of f . Considering our interpolation formula, we
see that is sufficient to know the Galois group of f in order to know a gener-
ating family of relations between the roots of f . Nonetheless, we do need the
Galois group in order to compute the generators f̂i with our interpolation for-
mula. Thus we answered the question, “How can one do computations in the
splitting field of a polynomial?” only up to an answer of the question, “What
is the Galois group of f?”
It generally a difficult problem to compute the Galois group of a polynomial.
Today’s computer algebra systems compute the Galois group using table-based
methods for rational polynomials of degree ≤ 23. For polynomials of arbitrarily
high degree, no algorithm is known. In Anai et al. (1996), the authors present
a method of computing the Galois group of a polynomial which is based on
the factorisation of f over Ki, i = 1, . . . , n. However, for an arbitrary ground
field K, there is no factorisation algorithm. Conversely, if we had a Gro¨bner
basis of the relation ideal I, from which source ever, it would be fairly easy to
compute the Galois group of f . This is shown in Anai et al. (1996).
Thus we see that an effective method of isolating of a generating family of re-
lations between the roots of the polynomial f is actually equivalent to a method
of finding the Galois group of f . In other words, the two questions, “How can
one do computations in the splitting field of a polynomial?” and, “What is the
Galois group of f?” are equivalent.
5 Connection with the Buchberger–Mo¨ller algorithm
At this point we explain how our work is far more deeply related to previous
research. We show that our interpolation formula is a consequence of the
Buchberger–Mo¨ller algorithm. A very good introduction to the Buchberger–
Mo¨ller algorithm, besides the original article Mo¨ller and Buchberger (1982),
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is Robbiano (1998). For further reading, Abbott et al. (2000) or Alonso et al.
(2003) are likewise very valuable. However, I take Wieser (2004) as the best
introduction.
Let us briefly describe the situation for which the algorithm is designed. Let
F be a field and An(F ) the affine n-space over F , and let X be a finite set
of points in An(F ). As before, let T = (T1, . . . , Tn) be indeterminates, this
time over F . Let I(X) be the ideal of F [T ] defining X , that is, I(X) = {g ∈
F [T ]; g(x) = 0 for all x ∈ X}. The goal is to find a reduced Gro¨bner basis of
the ideal I(X) for a given monomial ordering of F [T ]. The main objects that
are used in the Buchberger–Mo¨ller algorithm are the following:
Let deg(I(X)) denote the subset of Nn that consists of all degrees of nonzero
elements of I(X), define O(X) = Nn \ deg(I(X)). Since I(X) is a zero-
dimensional ideal, O(X) is finite. In particular, the residue classes of the
monomials T β, where β runs through O(X), form a basis of the F -vector
space F [T ]/I(X). Furthermore, there exists a unique set of polynomials hx,
indexed by x ∈ X , such that deg(hx) ∈ O(X) for all x ∈ X , and such that
hx(x) = 1 and hx(x
′) = 0 if x′ 6= x, for all x, x′ ∈ X . These polynomials
are called the separators of X ; they can be used for solving a multivariate
interpolation problem, namely: Given a collection of values bx ∈ F , for every
x ∈ X , there is a unique polynomial b ∈ F [T ] with support in O(X) such that
b(x) = bx for all x ∈ X . Clearly
b =
∑
x∈X
bxhx .
Finally, let C(X) denote set of elements T α of deg(I(X)) such that T β lies
in O(X) whenever α 6= β and T β divides T α. Think of C(X) as the cor-
ners of deg(I(X)). Since O(X) is finite, C(X) is also finite, say C(X) =
{T α1 , . . . , T αk}.
Were all these data given, it would be easy to compute the Gro¨bner basis: For
i = 1, . . . , k, define
gi = T
αi −
∑
x∈X
T αi(x)hx , (5.1)
then {g1, . . . , gk} is a Gro¨bner basis of I(X). The problem is that, if given a
finite set X ⊂ An(F ), we do not a priori know the set O(X) nor the separators
of X . It is the achievement of the Buchberger–Mo¨ller algorithm to compute
these data, along with the Gro¨bner basis of I(X).
Now let us take a look at the results of the last two sections in the light of
these ideas. Theorem 3 says that in order to look for the Gro¨bner basis of the
relation ideal I (for the lexicographic ordering) of the polynomial f , we just
need to look for polynomials f̂i vanishing at (σ(x1), . . . , σ(xi)) for all σ ∈ G,
and having the additional property that their degree looks as in (2.2). What
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about this degree? It is easy to see that deg(I), the set of degrees of nonzero
elements of I, equals ∪ni=1(diei+N
n). Here di is the natural number as defined
in Section 2, and ei is the i-th standard basis element of N
n. Thus O(X),
which we define to be Nn \ deg(I(X)), equals {β ∈ Nn; βi < di for all i}.
And the corners of deg(I) are the points diei, for i = 1, . . . , n. In particu-
lar, the degree of the polynomials in (4.1) looks just like the degree of the
polynomials in (5.1). There is a still deeper similarity. Obviously, the polyno-
mial hx (where x is some point at which the ideal in question should vanish)
in (5.1), corresponds to the polynomial
∏
y1∈B(ρ,1)
T1−y1
ρ(x1)−y1
. . .
∏
yi∈B(ρ,i)
Ti−yi
ρ(xi)−yi
(which vanishes in (ρ(x1), . . . , ρ(xn))) in (4.1).
Let us formulate this observation more precisely. We prove the following the-
orem, in which we solve the problem of finding I(X) as above, for X of a
particular shape.
Theorem 5 Let X ⊂ An(F ) be a finite set on which the group G acts freely
and transitively, permuting the coordinates of the elements of X, i.e., σ(xi) =
xσ(i) for all σ ∈ G and for all x = (x1, . . . , xn) in X. Fix one x ∈ X. Define
G0 = G and a chain of subgroups Gi = {σ ∈ G; σ(x)j = xj , j ≤ i} for
i = 1, . . . , n. Define di = [Gi−1 : Gi] and B(ρ, i) = {σ(x)i; σ ∈ G, σ(x)j =
ρ(x)j , j ≤ i− 1} \ {ρ(x)i} for ρ ∈ G. Then the polynomials
hρ(x) =
∏
y1∈B(ρ,1)
T1 − y1
ρ(x)1 − y1
. . .
∏
yn∈B(ρ,n)
Tn − yn
ρ(x)n − yn
,
for all ρ ∈ G, are the separators of X. Furthermore, the polynomials
gi = T
di
i −
∑
ρ∈G
ρ(x)dii hρ(x) ,
for i = 1, . . . , n, form a Gro¨bner basis of I(X) for the lexicographic ordering
with T1 < . . . < Tn on F [T ]. In fact, we have
gi = T
di
i −
∑
ρ∈G/Gi
ρ(x)dii
∏
y1∈B(ρ,1)
T1 − y1
ρ(x)1 − y1
. . .
∏
yi∈B(ρ,i)
Ti − yi
ρ(x)i − yi
. (5.2)
PROOF. Take an arbitrary σ ∈ G. In the sum defining gi, we distinguish
the cases ρ = σ, yielding hρ(x)(σ(x)) = 1, and ρ 6= σ, yielding hρ(x)(σ(x)) = 0.
Collecting terms, we get gi(σ(x)) = 0 for all σ ∈ G. Thus gi lies in I(X), for
all i = 1, . . . , n. Define I ′ ⊂ I(X) to be the ideal of F [T ] generated by gi, i =
1, . . . , n. This generating set is triangular in the sense of Aubry and Valibouze
(2000), thus a Gro¨bner basis of I ′. We conclude that the dimension of F [T ]/I ′
as a vector space over F equals d1 . . . dn = |G|.
On the other hand, for ρ in G, let I(ρ(x)) be the vanishing ideal of the point
ρ(x) in F [T ]. Then I(ρ(x)) is generated by Ti−ρ(x)i, i = 1, . . . , n. Clearly the
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quotient F [T ]/I(ρ(x)) is a one-dimensional vector space over F . For ρ 6= ρ′,
the ideals I(ρ(x)) and I(ρ′(x)) are coprime, and we clearly have I(X) =∏
ρ∈G I(ρ(x)). Thus the Chinese remainder theorem yields
F [T ]/I(X) = ⊕ρ∈GF [T ]/I(ρ(x)) .
Since the quotient F [T ]/I(X) has the same F -dimension as the quotient
F [T ]/I ′ and I ′ ⊂ I(X), it follows that I ′ = I(X).
In particular, gi are a Gro¨bner basis of I(X), from which we see that O(X) =
{(k1, . . . , kn); 0 ≤ ki ≤ di − 1}. Hence the polynomials hρ(x) are supported in
O(X) and therefore are indeed the separators of X .
To prove the last assertion, we split up the sum defining gi in the following
way:
∑
ρ∈G
ρ(x)dii
∏
y1∈B(ρ,1)
T1 − y1
ρ(x)1 − y1
. . .
∏
yn∈B(ρ,n)
Tn − yn
ρ(x)n − yn
=
∑
ρ∈G/Gi
ρ(x)dii
∏
y1∈B(ρ,1)
T1 − y1
ρ(x)1 − y1
. . .
∏
yi∈B(ρ,i)
Ti − yi
ρ(x)i − yi
·
∑
τ∈Gi
∏
yi+1∈B(ρτ,i+1)
Ti+1 − yi+1
ρτ(x)i+1 − yi+1
. . .
∏
yn∈B(ρτ,n)
Tn − yn
ρτ(x)n − yn
.
(5.3)
Gi operates freely and transitively on X(ρ, i) = {(ρτ(xi+1), . . . , ρτ(xn)); τ ∈
Gi}, thus by the first part of the theorem, the factor in the last line of (5.3)
is the unique polynomial with support in O(X(ρ, i)) and value 1 at all points
of X(ρ, i). Clearly this polynomial is 1.
Remark 6 Note that the free and transitive operation of G on X is necessary
in order to have equal F -dimensions of F [T ]/I(X) and F [T ]/I ′, and that the
operation as permutation of the coordinates is necessary in order to define di
since this requirement guarantees that Gi is a subgroup of Gi−1.
Remark 7 Of course this theorem applies to the situation where F = L and
X = {(σ(x1), . . . , σ(xn)); σ ∈ G}. The result for this special case is the inter-
polation formula (4.1). Now it seems awkward that we proved Theorem 4 first
and afterwards proved another theorem from which the first one follows. But
after all, I feed justified in so doing. The reason is that the proof of Theorem
4 used field theoretic arguments (the degree of f̂i, and the continuations of an
automorphism of Ki−1|K0 to Ki|K0), whereas in the course of this section, we
saw that field theory is not at all necessary to prove the interpolation formula.
All one needs is the right kind of operation of the group G on the set X. From
the field theoretic point of view, this is certainly astounding. Nevertheless, the
fact that all polynomials f̂i are defined over K and not over F = L does need
field theoretic reasoning, as we carried out in Section 2.
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Remark 8 One can also prove an interpolation formula for f̂i (hence also
for the more general situation that we discussed in this section) which is more
in the spirit of Newton than Lagrange interpolation. This has been done in
Lederer (2002). However, the generalisation of the Newton formula to our
multivariate situation has the weakness of being rather messy and not leading
to any deeper insight. This is why I do not present it here.
6 On a theorem of Galois
The following theorem is equivalent to the theorem mentioned in the intro-
duction and due to Evariste Galois (see e.g. Huppert (1967), Satz 21.4, p.612,
or Cohn (1989), Theorem 11.7, p.119):
Theorem 6 (Galois) Let f ∈ Q[Z] be an irreducible polynomial of degree p,
where p is a prime number. Let L be the splitting field of f and x1, . . . , xp the
zeros of f in L. Then the following statements are equivalent:
(i) f is solvable by radicals.
(ii) L = Q(xi, xj) for all i, j ∈ {1, . . . , p} such that i 6= j.
Remark 9 In the terminology of McKay and Stauduhar (1997), the theorem
reads as follows: A rational irreducible polynomial f is solvable if and only if
any two zeros of f form a minimal strong base of f over Q.
We would like to apply the results of Sections 2 and 4 in order to give an
explicit formula for the polynomial dependence of xk from xi and xj . By the
theorem, any other zero xk lies inQ(xi, xj). We choose a numbering of the zeros
such that xi = x1, xj = x2, xk = x3. We determine the minimal polynomial
f̂3 of x3 over K2. It has degree 1, thus can be written f̂3 = T3 − P (x1, x2)
for a suitable P ∈ K[T1, T2]. We evaluate f̂3 at x3 and obtain an equation
x3 = P (x1, x2). This is the rational polynomial in two zeros, whose existence
is claimed in the theorem. Recalling the precise form of f̂3 in 4.1, we obtain
x3 =
∑
ρ∈G/G3
ρ(x3)
∏
y1∈B(ρ,1)
x1 − y1
ρ(x1)− y1
∏
y2∈B(ρ,2)
x2 − y2
ρ(x2)− y2
.
Note that it is not clear a priori that the right hand side of this formula is a
rational polynomial in x1 and x2!
Let us now assume that G is 2-fold sharply transitive, that is, that G operates
freely and transitively on the set of pairs {(xi, xj); i 6= j}. In this case, the
formula takes a particularly neat shape: G3 is trivial and G/G3 can be iden-
tified with the set of all pairs (x, y) of distinct zeros. Each such pair can be
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written as (x, y) = (ρ(x1), ρ(x2)) for a unique ρ ∈ G. We define z(x, y) = ρ(x3)
and note that B(ρ, 1) = {x1, . . . , xp} \ {x} and B(ρ, 2) = {x1, . . . , xp} \ {x, y}.
Thus we obtain
x3 =
∑
x 6=y∈{x1,...,xp}
∏
ξ∈{x1,...,xp}
ξ 6=x
x1 − ξ
x− ξ
∏
η∈{x1,...,xp}
η 6=x,y
z(x, y)
x2 − η
y − η
.
7 Numerical computation of the generators
In this section we always assume K = Q, and work out the technicalities that
will enable us to practically compute the generators of the relation ideal for
some given rational polynomials in Section 8. So let f over Q be given. We
will work with complex and p-adic approximations of the zeros of f in order to
construct the generators of the relation ideal. This task requires the knowledge
of an integer ∆i such that ∆if̂i has integer coefficients (Theorem 7). Further,
we need an upper bound for the absolute values of these coefficients (Theorem
8). The final result is formulated in Theorem 9.
Let γ be a rational integer such that all the products γxj , j = 1, . . . , n, are
algebraic integers. We denote the discriminant of f by
d(f) =
∏
1≤r<s≤n
(xr − xs)
2 .
The ceiling function is always denoted by ⌈ ⌉ and the floor function by ⌊ ⌋.
Theorem 7 For i = 1, . . . , n, the rational integer
∆i = γ
n(n−1)⌈ i
2
⌉+did(f)⌈
i
2
⌉
has the property that ∆if̂i lies in Z[T1, . . . , Ti].
PROOF. First observe that γn(n−1)d(f) lies in Z,, since its factors γ(xr−xs)
lie in Z. Thus also all ∆i lie in Z. In Section 4 we proved the interpolation
formula (4.1). We multiply this equation by d(f)⌈
i
2
⌉. On the right hand side,
we have the summand d(f)⌈
i
2
⌉T dii and for all ρ ∈ G/Gi a summand of the form
∏
1≤r<s≤n
(xr − xs)
2⌈ i
2
⌉ρ(xi)
di
∏
y1∈B(ρ,1)
T1 − y1
ρ(x1)− y1
. . .
∏
yi∈B(ρ,i)
Ti − yi
ρ(xi)− yi
.
Clearly the denominators in this fraction are cancelled if multiplied by suitable
factors of the leftmost product. After reduction there remain n(n− 1)⌈ i
2
⌉+ di
factors in the product. All of them have the property that if multiplied by
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γ they are polynomials in L[T1, . . . , Ti] with algebraic integers as coefficients.
Thus also the product ∆if̂i is a polynomial in L[T1, . . . , Ti] with algebraic
integers as coefficients. On the other hand, this product lies in Q[T1, . . . , Ti],
hence it lies in Z[T1, . . . , Ti], as claimed.
For the time being, let x1, . . . , xn ∈ C denote the complex zeros of f and | |
denote the usual absolute value in C.
Theorem 8 Let D,M ∈ R>0 be such thatM > max{|xr|} andD > max{|xr−
xs|; xr 6= xs}. Then the absolute value of ∆ibi,k1,...,ki is bounded by
γn(n−1)⌈
i
2
⌉+di
(
d1 − 1
k1 − 1
)
. . .
(
di − 1
ki − 1
)
Mk1+...+ki−i+diDn(n−1)⌈
i
2
⌉−d1−...−di+i . (7.1)
PROOF. We evaluate the formula (4.1) for f̂i at the complex zeros and multi-
ply the result by ∆i. As in the proof of Theorem 7 we cancel the denominators
occurring in the sum by factors of the product d(f)⌈
i
2
⌉ which occur in ∆i. In
the remaining product we have n(n − 1)⌈ i
2
⌉ − d1 − . . .− di + i factors of the
type (ξr − ξs) left. The absolute value of these is bounded by D. Further, M
is an upper bound for ρ(ξi). Finally, it is easy to check that for j = 1, . . . , i,
the absolute value of the coefficient of the polynomial
∏
yj∈B(ρ,j)(Tj − yj) at
T
dj−kj
j is bounded by
(
dj−1
kj−1
)
Mkj−1. We obtain the result by collecting factors.
We fix an integer c such that cf lies in Z[Z]. Let p be a prime number such
that the polynomial cf ∈ (Z/pZ)[Z] (the reduction of cf modulo p) splits into
n = deg(f) disjoint linear factors over Z/pZ. By Hensel’s lemma, we can lift
these zeros to zeros of cf in Qp. The polynomial cf also splits into n disjoint
linear factors over Z/peZ, for all integers e ≤ 1. In this process, if e < k, the
zeros in Z/peZ are obtained from the zeros in Z/pkZ by reduction modulo pe.
We call the zeros in Z/peZ the e-th p-adic approximations of the zeros lying
in Qp.
The existence of a prime with the property mentioned above follows from
Chebotarev’s density theorem, see e.g. Neukirch (1999). The density of these
primes equals 1/|G|; thus if the Galois group is large, it might become difficult
to find such a prime. However, in this case case one could also choose a prime
p without the property mentioned above and work with a suitable algebraic
extension of Qp instead of with Qp itself. We will not discuss this topic any
further since for practical purposes, the Galois group never gets too big, and
it is no problem at all to find a suitable p.
For the forthcoming discussion, we let G operate on the p-adic approximations
of the zeros in the obvious way. We will need p-adic approximations of d(f),
17
B(ρ, i), f̂i and ∆i. The approximations are defined by the same formulas as the
original objects, but with each zero replaced by the respective approximation.
Now we can specify exponents ei such that from the knowledge of ei-th p-adic
approximations of the zeros of f we can compute f̂i.
Theorem 9 For i = 1, . . . , n the following holds: Let λi be the maximum of
|∆i| and the products (7.1), for all kj = 1, . . . , dj. Define ei = ⌊
log(2λi−1)
log(p)
⌋+ 1.
We view the ei-th p-adic approximation of ∆if̂i as a polynomial in Z[T1, . . . , Ti]
by using the system of representatives {−p
ei−1
2
, . . . , p
ei−1
2
} of Z/peiZ. Then this
polynomial coincides with ∆if̂i.
PROOF. Let βi,k1,...,ki ∈ {−
pei−1
2
, . . . , p
ei−1
2
} be the coefficients of the approx-
imate ∆if̂i. Then we can find µi,k1,...,ki ∈ Z such that bi,k1,...,ki = βi,k1,...,ki +
µi,k1,...,kip
ei. Now if µi,k1,...,ki were not zero, we would have |bi,k1,...,ki| ≥ (p
ei +
1)/2. On the other hand, by definition of ei we have ei > log(2λi− 1)/ log(p),
from which we deduce λi < (p
ei + 1)/2. We have assumed |bi,k1,...,ki| < λi,
hence |bi,k1,...,ki| < (p
ei + 1)/2, a contradiction. Thus µi,k1,...,ki = 0.
8 Examples
In this section we present some examples treated with the methods devel-
oped in Section 7. We used KANT (Daberkow et al. (1997)) and GAP (GAP
(2004)) for all computations. GAP was used for the computation of f̂i by
the interpolation formula, since this formula requires computations in per-
mutation groups, the purpose for which GAP is designed. KANT was used
for computing p-adic approximations of the zeros and for checking the Galois
group of the sample polynomials. KANT can compute the Galois group of
irreducible polynomials of degree ≤ 23 over Q. We point out that KANT is
not the only computer algebra system capable of computing the Galois group.
PARI, MAPLE or MAGMA, just to mention a few, can also do this, The rea-
son why we decided to use KANT and GAP is that these systems are freely
available. Until recently, KANT and the other systems computed the Galois
group of a polynomial only up to conjugacy (by a table-based method and
not a direct method, in the terminology of Anai et al. (1996)). This used to
cause quite a few problems in donating examples, because the interpolation
formula (4.1) requires knowledge of G as acting on the zeros of f . Meanwhile
the situation has greatly improved, since KANT features some commands that
allow us to compute the Galois group of f acting on approximations of the
zeros of f . Obviously KANT is now using a direct method, in the terminology
of Anai et al. (1996), in doing this computation.
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Here are the examples. For various irreducible separable polynomials over
Q, we give the following data: The Galois group by all the names it bears
in the database created by Ju¨rgen Klu¨ners and Gunter Malle, to be found at
\protect\vrulewidth0pthttp://www.mathematik.uni-kassel.de/∼klueners/minimum/minimum.html
(we have embedded it into the appropriate symmetric group Sn by using the
GAP command TransitiveGroup), the discriminant of f , a prime p as in
Section 7, the approximation in Z/pZ of the zeros x = (x1, . . . , xn) to which
corresponds the chosen embedding of the Galois group into Sn, and the gen-
erators f̂i , i = 1, . . . , n of the relation ideal. Note that f̂1 = f(T1), so in each
example we compute the relation ideal of f̂1. The monomials of f̂i are ordered
lexicographically with T1 < . . . < Tn. The polynomials f̂1 were taken from the
Klu¨ners–Malle database mentioned above.
Example 1 G = 5T1 = C(5) = 5, p = 23, x = (19, 9, 13, 17, 12), d(f) =
14641,
f̂1 = T
5
1 − T
4
1 − 4T
3
1 + 3T
2
1 + 3T1 − 1,
f̂2 = T2 + T
3
1 − 3T1 + 2,
f̂3 = T3 − T
4
1 + 2T
3
1 − T
2
1 − T1 + 1,
f̂4 = T4 + T
4
1 − T
3
1 − 2T
2
1 + 2T1 − 1,
f̂5 = T5 − 2T
3
1 + 3T
2
1 + 2T1 − 2.
Example 2 G = 5T3 = F (5) = 5 : 4, p = 191, x = (70, 61, 33, 11, 17),
d(f) = 35152,
f̂1 = T
5
1 − T
4
1 + 2T
3
1 − 4T
2
1 + T1 − 1,
f̂2 = T
4
2 + 2/13T
4
1 T
3
2 + 8/13T
3
1T
3
2 − 30/13T
2
1T
3
2 + 4/13T1T
3
2 − 14/13T
3
2 −
7/26T 41T
2
2 − 15/13T
3
1T
2
2 + 12/13T
2
1T
2
2 + 2/13T1T
2
2 + 1/2T
2
2 + 11/13T
4
1T2 −
2/13T 31T2−32/13T1T2−8/13T2−3/26T
4
1 −6/13T
3
1 +3/13T
2
1 −3/13T1+21/26,
f̂3 = T3−8/13T
4
1 T
3
2+2/13T
3
1T
3
2−11/13T
2
1T
3
2+3/13T1T
3
2−8/13T
3
2+15/13T
4
1T
2
2−
8/13T 31T
2
2 + 11/13T
2
1T
2
2 − 21/13T1T
2
2 + 10/13T
2
2 − 5/13T
4
1T2 + 10/13T
3
1T2 −
36/13T 21T2+32/13T1T2− 23/13T2+9/13T
4
1 − 9/13T
3
1 +12/13T
2
1 − 19/13T1−
2/13,
f̂4 = T4+11/26T
4
1T
3
2−9/13T
3
1 T
3
2+14/13T
2
1T
3
2−9/13T1T
3
2+3/26T
3
2−1/2T
4
1 T
2
2−
4/13T 31T
2
2 + 20/13T
2
1T
2
2 − 3/13T1T
2
2 + 25/26T
2
2 − 31/26T
4
1T2 + 45/13T
3
1T2 −
62/13T 21T2+46/13T1T2− 5/2T2+33/26T
4
1 − 15/13T
3
1 +21/13T
2
1 − 31/13T1−
1/26,
f̂5 = T5+3/26T
4
1 T
3
2−3/13T
3
1T
3
2−23/13T
2
1T
3
2+6/13T1T
3
2−7/26T
3
2+19/26T
4
1T
2
2−
16/13T 31T
2
2 + 17/13T
2
1T
2
2 − 2/13T1T
2
2 + 3/26T
2
2 − 19/26T
4
1T2 + 9/13T
3
1 T2 −
21/13T 21T2 − 21/26T2 + 17/26T
4
1 − 3/13T
2
1 − 2/13T1 + 9/26.
Example 3 G = 6T3 = D(6) = S(3)[x]2, p = 211, x = (203, 22, 127, 99, 92, 90),
d(f) = −14283,
f̂1 = T
6
1 + T
4
1 − 2T
3
1 + T
2
1 − T1 + 1,
f̂2 = T
2
2 + 9/23T
5
1T2 + 27/23T
4
1T2 − 15/23T
3
1T2 + 22/23T
2
1T2 − 30/23T1T2 +
6/23T2 − 27/23T
5
1 + 6/23T
4
1 − 9/23T
3
1 + 21/23T
2
1 + 3/23T1 − 16/23,
f̂3 = T3 − 4/3T
4
1 T2 + T
3
1 T2 − 2/3T
2
1T2 + 1/3T1T2 − T2,
19
f̂4 = T4 + 12/23T
5
1T2 + 9/23T
4
1T2 + 33/23T
3
1T2 − 21/23T
2
1T2 + 45/23T1T2 −
27/23T2 − 9/23T
5
1 − 50/23T
4
1 − 12/23T
3
1 − 16/23T
2
1 + 44/23T1 − 6/23,
f̂5 = T5 − 3T
5
1 T2 − T
3
1 T2 + 3T
2
1 T2 − T1T2 + T2 − 3T
3
1 + 2T
2
1 − 3T1 + 3,
f̂6 = T6 − 2T
4
1 T2 − T
2
1 T2 + 2T1T2 − T
5
1 − T
3
1 + T
2
1 − 1.
Example 4 G = 6T5 = F18(6) = [3
2]2 = 3wr2, p = 151,
x = (114, 103, 46, 93, 25, 75), d(f) = −9747,
f̂1 = T
6
1 − 3T
5
1 + 4T
4
1 − 2T
3
1 + T
2
1 − T1 + 1,
f̂2 = T
3
2 − 31/19T
5
1T
2
2 + 4T
4
1 T
2
2 − 113/19T
3
1T
2
2 + 72/19T
2
1T
2
2 − 18/19T1T
2
2 −
16/19T 22 + 22/19T
5
1T2 − 3T
4
1 T2 + 80/19T
3
1T2 − 40/19T
2
1 T2 + 8/19T1T2 + T2 −
3/19T 51 + 23/19T
3
1 − 64/19T
2
1 + 50/19T1 − 12/19,
f̂3 = T3 − T
5
1 T
2
2 + 5T
3
1 T
2
2 − 6T
2
1 T
2
2 + 3T1T
2
2 + 2/3T
5
1T2 + 8/3T
4
1 T2 − 8T
3
1T2 +
20/3T 21T2 − 4/3T1T2 − 2/3T2 + 3T
5
1 − 14/3T
4
1 + 7T
3
1 − 16/3T
2
1 + 8/3T1,
f̂4 = T4 + 4/19T
5
1 T
2
2 − T
4
1 T
2
2 + 3T
3
1 T
2
2 − 98/19T
2
1T
2
2 + 67/19T1T
2
2 − 11/19T
2
2 −
41/19T 51T2+6T
4
1 T2−8T
3
1 T2+140/19T
2
1T2−93/19T1T2+32/19T2+35/19T
5
1 −
5T 41 + 7T
3
1 − 107/19T
2
1 + 59/19T1 − 6/19,
f̂5 = T5 − T
5
1 T
2
2 + 5T
4
1 T
2
2 − 10T
3
1 T
2
2 + 10T
2
1T
2
2 − 6T1T
2
2 + 3T
2
2 + 4/3T
5
1 T2 −
22/3T 41T2 + 14T
3
1 T2 − 12T
2
1T2 + 4T1T2 − 4/3T2 + 4T
5
1 − 37/3T
4
1 + 55/3T
3
1 −
32/3T 21 + T1 + 11/3,
f̂6 = T6+29/19T
5
1T
2
2 −4T
4
1 T
2
2 +6T
3
1T
2
2 −74/19T
2
1T
2
2 +25/19T1T
2
2 +20/19T
2
2 −
17/19T 51T2 + 2T
4
1 T2 − 4T
3
1T2 + 8/19T
2
1 T2 + 43/19T1T2 − 72/19T2− 17/19T
5
1 +
2T 41 − T
3
1 − 11/19T
2
1 + 5/19T1 + 23/19.
Example 5 G = 7T1 = C(7) = 7, p = 41, x = (6, 39, 35, 26, 21, 30, 8),
d(f) = 171903939769,
f̂1 = T
7
1 − T
6
1 − 12T
5
1 + 7T
4
1 + 28T
3
1 − 14T
2
1 − 9T1 − 1,
f̂2 = T2 + 3/17T
6
1 − 5/17T
5
1 + 11/17T
4
1 − 15/17T
3
1 − 4/17T1 − 1/17,
f̂3 = T3 +4/17T
6
1 − 5/17T
5
1 − 31/17T
4
1 +24/17T
3
1 +5/17T
2
1 +36/17T1+9/17,
f̂4 = T4 − 12/17T
6
1 + 14/17T
5
1 + 4T
4
1 − 33/17T
3
1 − 84/17T
2
1 + 12/17T1 + 4/17,
f̂5 = T5+5/17T
6
1 −11/17T
5
1 −40/17T
4
1 −19/17T
3
1 +88/17T
2
1 −9/17T1−7/17,
f̂6 = T6+6/17T
6
1 +14/17T
5
1 −12/17T
4
1 −10/17T
3
1 +21/17T
2
1 −24/17T1−4/17,
f̂7 = T7− 6/17T
6
1 − 7/17T
5
1 +4/17T
4
1 +53/17T
3
1 − 30/17T
2
1 − 11/17T1− 1/17.
Example 6 G = 7T3 = F21(7) = 7 : 3, p = 167, x = (71, 153, 6, 58, 23, 53, 137),
d(f) = 1817487424,
f̂1 = T
7
1 − 8T
5
1 − 2T
4
1 + 16T
3
1 + 6T
2
1 − 6T1 − 2,
f̂2 = T
3
2−53/73T
6
1T
2
2−89/73T
5
1T
2
2+369/73T
4
1T
2
2+692/73T
3
1T
2
2−486/73T
2
1T
2
2−
1284/73T1T
2
2−446/73T
2
2−142/73T
6
1T2+1245/73T
4
1T2+612/73T
3
1T2−2054/73T
2
1T2−
1550/73T1T2 − 228/73T2 − 165/73T
6
1 − 12/73T
5
1 + 1137/73T
4
1 + 208/73T
3
1 −
1922/73T 21 − 490/73T1 + 472/73,
f̂3 = T3+21/73T
6
1T
2
2 +17/73T
5
1T
2
2−254/73T
4
1T
2
2−184/73T
3
1T
2
2 +429/73T
2
1T
2
2 +
222/73T1T
2
2 −82/73T
2
2 +103/73T
6
1T2−29/73T
5
1T2−656/73T
4
1T2+79/73T
3
1T2+
1051/73T 21T2 − 170/73T1T2 − 516/73T2 + 48/73T
6
1 + 9/73T
5
1 − 235/73T
4
1 +
62/73T 31 + 472/73T
2
1 − 182/73T1 − 398/73,
20
f̂4 = T4+88/73T
6
1T
2
2 +92/73T
5
1T
2
2 −512/73T
4
1 T
2
2 −850/73T
3
1T
2
2 −1/73T
2
1 T
2
2 +
497/73T1T
2
2+151/73T
2
2+104/73T
6
1T2+235/73T
5
1T2−671/73T
4
1T2−1344/73T
3
1T2+
195/73T 21T2 + 824/73T1T2 + 208/73T2 + 131/73T
6
1 + 79/73T
5
1 − 557/73T
4
1 −
419/73T 31 + 404/73T
2
1 + 322/73T1 + 6/73,
f̂5 = T5−58/73T
6
1 T
2
2−85/73T
5
1T
2
2 +295/73T
4
1T
2
2 +446/73T
3
1T
2
2−328/73T
2
1T
2
2−
525/73T1T
2
2 −152/73T
2
2 +7/73T
6
1 T2−51/73T
5
1 T2−44/73T
4
1T2+531/73T
3
1T2+
71/73T 21T2−1146/73T1T2−532/73T2+8/73T
6
1−19/73T
5
1+62/73T
4
1+164/73T
3
1−
118/73T 21 − 340/73T1 − 298/73,
f̂6 = T6 + 1/73T
6
1 T
2
2 + 28/73T
5
1T
2
2 + 83/73T
4
1T
2
2 + 43/73T
3
1T
2
2 − 31/73T
2
1T
2
2 +
21/73T1T
2
2+12/73T
2
2−75/73T
6
1 T2−187/73T
5
1 T2+291/73T
4
1T2+1088/73T
3
1T2+
384/73T 21T2 − 449/73T1T2 − 170/73T2 − 48/73T
6
1 − 159/73T
5
1 + 218/73T
4
1 +
892/73T 31 + 281/73T
2
1 − 384/73T1 − 138/73,
f̂7 = T7−67/73T
6
1 T
2
2−105/73T
5
1T
2
2+178/73T
4
1T
2
2+418/73T
3
1T
2
2+239/73T
2
1T
2
2−
80/73T1T
2
2−82/73T
2
2−19/73T
6
1 T2−42/73T
5
1 T2−46/73T
4
1 T2+2T
3
1T2+405/73T
2
1T2+
147/73T1T2−110/73T2+93/73T
6
1+41/73T
5
1−534/73T
4
1−234/73T
3
1+551/73T
2
1+
114/73T1 − 112/73.
Example 7 G = 8T20 = [23]4, p = 337, x = (286, 282, 254, 175, 51, 55, 83, 162),
d(f) = 4398046511104,
f̂1 = T
8
1 − 4T
6
1 − 6T
4
1 + 4T
2
1 + 1,
f̂2 = T
2
2 + 1/2T
6
1 T2 − T
4
1 T2 + 1/2T
2
1T2 + 1/2T
5
1 − 1/2T1,
f̂3 = T
2
3 − 1/4T
7
1T2T3 + T
5
1 T2T3 − 1/4T
3
1 T2T3 − 2T
6
1 T3 − 7/4T
4
1 T3 + T
2
1 T3 +
1/4T3 + 7/4T
4
1 T2 − T
2
1 T2 − 1/4T2 − 1/4T
5
1 − T
3
1 − 1/4T1,
f̂4 = T4+1/2T
6
1T2T3+T
4
1 T2T3+1/2T
2
1T2T3−3/4T
7
1 T3+1/4T
5
1T3+9/4T
3
1T3+
1/4T1T3−1/2T
7
1T2+1/2T
5
1T2+3/2T
3
1T2−1/2T1T2−1/4T
6
1 +7/4T
4
1 +15/4T
2
1 +
3/4,
f̂5 = T5+1/4T
6
1T2T3−7/4T
4
1 T2T3+5/4T
2
1T2T3+1/4T2T3−1/4T
7
1 T3+3/4T
5
1 T3+
11/4T 31T3 + 3/4T1T3 + 1/4T
7
1 T2 − 3/4T
5
1 T2 − 11/4T
3
1T2 + 5/4T1T2 + 3/4T
6
1 −
11/4T 41 − 21/4T
2
1 + 1/4,
f̂6 = T6 +3/2T
5
1 T2T3− 1/2T1T2T3 +3/2T
6
1T3− 1/2T
2
1 T3− 1/2T
6
1T2 +4T
4
1 T2−
5/2T 21 T2 − 1/2T
7
1 + 2T
5
1 + 3/2T
3
1 − 2T1,
f̂7 = T7 + 1/2T
7
1 T2T3 − 2T
5
1 T2T3 + 1/2T
3
1 T2T3 + 4T
6
1 T3 + 7/2T
4
1 T3 − 2T
2
1 T3 −
1/2T3 + 7/2T
4
1 T2 − 2T
2
1 T2 − 1/2T2 − 1/2T
5
1 − 2T
3
1 − 1/2T1,
f̂8 = T8+5/4T
6
1T2T3+3/4T
4
1T2T3−7/4T
2
1 T2T3−1/4T2T3+1/4T
7
1T2+1/4T
5
1T2−
3/4T 31 T2 − 3/4T1T2 + 5/2T
4
1 + 4T
2
1 + 1/2.
Example 8 G = 8T24 = E(8) : D6, p = 601,
x = (578, 499, 355, 408, 383, 392, 156, 235), d(f) = 54760000,
f̂1 = T
8
1 − T
7
1 + T
6
1 + T
2
1 + T1 + 1,
f̂2 = T
3
2 + 3/74T
7
1T
2
2 − 25/37T
6
1T
2
2 + 17/37T
5
1T
2
2 + 17/37T
3
1T
2
2 + 8/37T
2
1T
2
2 −
31/74T1T
2
2 − 17/37T
2
2 − 23/74T
7
1T2 + 14/37T
6
1T2 + 9/74T
5
1 T2 − 15/74T
4
1T2 −
7/74T 31T2−31/74T
2
1 T2−20/37T1T2+41/74T2+27/74T
7
1−13/74T
6
1 +67/74T
5
1+
9/74T 41 − 79/74T
3
1 − 29/74T
2
1 + 14/37T1 + 3/37,
f̂3 = T
2
3 − 47/74T
7
1T
2
2 T3 + 45/37T
6
1T
2
2 T3 − 25/74T
5
1T
2
2 T3 + 47/74T
4
1T
2
2 T3 −
21
1/74T 31T
2
2 T3 + 43/74T
2
1T
2
2 T3 + 29/37T1T
2
2 T3 + 77/74T
2
2T3 + 58/37T
7
1T2T3 −
10/37T 61T2T3 + 34/37T
5
1T2T3 − 22/37T
4
1T2T3− 68/37T
3
1T2T3 + 31/37T
2
1T2T3 +
46/37T1T2T3+28/37T2T3+19/74T
7
1T3−13/37T
6
1 T3+29/74T
5
1T3−149/74T
4
1T3+
39/74T 31T3 + 77/74T
2
1T3 − 15/37T1T3 + 17/74T3 + 31/74T
7
1T
2
2 + 25/37T
6
1T
2
2 +
41/74T 51T
2
2 −31/74T
4
1T
2
2 −139/74T
3
1T
2
2 −19/74T
2
1T
2
2 +18/37T1T
2
2 +31/74T
2
2 −
71/74T 71T2+53/37T
6
1T2−23/74T
5
1T2−175/74T
4
1T2+53/74T
3
1T2+109/74T
2
1T2+
55/74T2 + 39/37T
7
1 − 8/37T
6
1 + 13/37T
5
1 + 32/37T
4
1 − 12/37T
3
1 − 19/37T
2
1 +
55/37T1 + 27/37,
f̂4 = T4−9/5T
7
1 T
2
2 T3+3T
6
1 T
2
2 T3+3/5T
5
1 T
2
2 T3+37/10T
4
1T
2
2 T3−43/10T
3
1 T
2
2 T3−
8/5T 21 T
2
2 T3+1/10T1T
2
2 T3+7/10T
2
2T3−3/5T
7
1 T2T3+16/5T
6
1T2T3−1/2T
5
1 T2T3−
27/5T 41T2T3−38/5T
3
1 T2T3+41/10T
2
1T2T3−1/10T1T2T3+5/2T2T3+7/5T
7
1T3+
1/5T 61 T3 − 9/10T
5
1 T3 − 33/10T
4
1T3 + 33/10T
3
1T3 + 63/10T
2
1T3 + 21/5T1T3 +
26/5T3−16/5T
7
1 T
2
2+17/5T
6
1T
2
2−9/10T
5
1 T
2
2−9/10T
4
1 T
2
2−13/2T
3
1 T
2
2−19/10T
2
1T
2
2−
17/5T1T
2
2−7/5T
2
2−9/10T
7
1T2+43/10T
6
1T2−29/10T
5
1T2−12/5T
4
1 T2+1/5T
3
1T2+
79/10T 21T2 + 28/5T1T2 + 43/5T2 + 51/10T
7
1 − 29/10T
6
1 + 16/5T
5
1 − 1/2T
4
1 +
29/10T 31 + 19/5T
2
1 + 5T1 + 13/5,
f̂5 = T5+7/5T
7
1T
2
2 T3−13/5T
6
1T
2
2 T3−2/5T
5
1 T
2
2 T3+16/5T
4
1T
2
2 T3+22/5T
3
1T
2
2 T3+
T 21 T
2
2 T3 + 8/5T1T
2
2 T3 − 9/5T
2
2T3 + 6/5T
7
1 T2T3 − 18/5T
6
1T2T3 − 3/5T
5
1T2T3 +
6/5T 41 T2T3 + 26/5T
3
1T2T3 + 2/5T
2
1 T2T3 − 12/5T1T2T3 − 11/5T2T3 + T
7
1 T3 −
11/5T 61T3 + 4/5T
5
1T3 + 4/5T
4
1 T3 + 16/5T
3
1T3 + 1/5T1T3 − 3/5T3 + T
7
1 T
2
2 −
9/5T 61 T
2
2 −2/5T
5
1 T
2
2 +6/5T
4
1 T
2
2 +6/5T
3
1 T
2
2 −14/5T
2
1 T
2
2 −17/5T1T
2
2 −19/5T
2
2 +
3T 71 T2−24/5T
6
1 T2+2T
5
1 T2+6/5T
4
1T2+2T
3
1 T2−11/5T
2
1 T2−12/5T1T2−12/5T2+
7/5T 71 − 8/5T
6
1 + 3/5T
5
1 + 4/5T
4
1 + 6/5T
3
1 − 8/5T
2
1 − T1 − 3/5,
f̂6 = T6−1/5T
7
1 T
2
2 T3−9/5T
6
1 T
2
2 T3−14/5T
5
1T
2
2 T3−3/5T
4
1 T
2
2 T3−3/5T
3
1 T
2
2 T3−
2/5T 21 T
2
2 T3−2/5T1T
2
2 T3−2/5T
2
2 T3+4/5T
7
1 T2T3−12/5T
6
1T2T3+4/5T
4
1T2T3+
8/5T 31 T2T3 − 2/5T
2
1 T2T3 − 8/5T1T2T3 − 2T2T3 − 2T
7
1 T3 − 4/5T
6
1 T3 − 3T
5
1 T3 +
1/5T 41 T3 + 2/5T
3
1 T3 + 1/5T
2
1T3 + 1/5T1T3 + 12/5T
7
1T
2
2 − T
6
1 T
2
2 + 1/5T
5
1T
2
2 +
2/5T 41 T
2
2+1/5T
3
1T
2
2−3T
2
1 T
2
2−16/5T1T
2
2−16/5T
2
2+2/5T
7
1T2−2T
6
1 T2−6/5T
5
1 T2+
4/5T 41 T2 +4/5T
3
1T2− 4/5T
2
1 T2− 4/5T1T2− 2/5T2+4/5T
7
1 − 8/5T
6
1 +2/5T
5
1 −
3/5T 41 − 3/5T
3
1 − 14/5T
2
1 − 11/5T1 − 11/5,
f̂7 = T7+13/5T
7
1 T
2
2 T3−21/10T
6
1 T
2
2 T3−13/20T
5
1T
2
2 T3−3/2T
4
1 T
2
2 T3+49/10T
3
1T
2
2 T3+
51/20T 21T
2
2 T3+7/4T1T
2
2 T3+21/20T
2
2T3+9/4T
7
1T2T3−117/20T
6
1T2T3+8/5T
5
1T2T3+
23/10T 41T2T3 + 31/10T
3
1T2T3 − 27/5T
2
1 T2T3 − 51/20T1T2T3 − 109/20T2T3 −
67/20T 71T3+7/20T
6
1T3−27/20T
5
1T3+2T
4
1 T3−2/5T
3
1 T3−91/20T
2
1T3−9/2T1T3−
24/5T3−16/5T
7
1 T
2
2−3/10T
6
1T
2
2−47/20T
5
1T
2
2+18/5T
4
1T
2
2+8/5T
3
1T
2
2−113/20T
2
1T
2
2−
69/20T1T
2
2 − 89/20T
2
2 − 127/20T
7
1T2 + 113/20T
6
1T2 − T
5
1 T2 + 39/10T
4
1T2 −
63/10T 31T2−12/5T
2
1 T2−39/20T1T2+1/20T2−71/20T
7
1 +121/20T
6
1−33/20T
5
1−
1/10T 41 − 51/10T
3
1 + 33/20T
2
1 + 7/10T1 + 11/5,
f̂8 = T8 + 29/74T
7
1T
2
2 T3 + 12/37T
6
1T
2
2 T3 + 97/74T
5
1T
2
2 T3 − 127/74T
4
1T
2
2 T3 −
139/74T 31T
2
2 T3 − 69/74T
2
1T
2
2 T3 − 39/37T1T
2
2 T3 − 93/74T
2
2T3 − 91/37T
7
1T2T3 +
83/37T 61T2T3 − 60/37T
5
1T2T3 − 18/37T
4
1T2T3 + 6/37T
3
1T2T3 − 26/37T
2
1T2T3 +
17/37T1T2T3+43/37T2T3−109/74T
7
1T3+79/37T
6
1T3−81/74T
5
1 T3+123/74T
4
1T3−
25/74T 31T3 − 45/74T
2
1T3 + 30/37T1T3 + 21/74T3− 27/37T
7
1T
2
2 + 60/37T
6
1 T
2
2 +
7/37T 51T
2
2 − 9/37T
4
1T
2
2 − 71/37T
3
1T
2
2 − 50/37T
2
1T
2
2 − 10/37T1T
2
2 + 3/37T
2
2 −
22
72/37T 71T2+121/37T
6
1T2−7/37T
5
1 T2−25/37T
4
1T2−25/37T
3
1 T2+29/37T
2
1T2+
23/37T1T2+58/37T2+95/74T
7
1 +7/37T
6
1 +103/74T
5
1 +25/74T
4
1 −173/74T
3
1 −
67/74T 21 + 42/37T1 + 35/74.
Example 9 G = 9T11 = E(9) : 6 = 1/2[32 : 2]S(3), p = 991,
x = (981, 149, 630, 523, 829, 772, 191, 28, 852), d(f) = 13177032454057536,
f̂1 = T
9
1 − 3T
6
1 + 3T
3
1 + 8,
f̂2 = T
2
2 + T
2
1 T2 − T
3
1 ,
f̂3 = T
3
3 + 1/9T
7
1 T2T
2
3 − 2/9T
4
1 T2T
2
3 − 8/9T1T2T
2
3 + 2/9T
8
1 T
2
3 − 4/9T
5
1 T
2
3 −
16/9T 21T
2
3 − 2/9T
8
1 T2T3 + 4/9T
5
1 T2T3 + 7/9T
2
1 T2T3 − 1/9T
6
1T3 + 20/9T
3
1T3 +
8/9T3 + 1/9T
6
1 T2 − 11/9T
3
1T2 − 8/9T2 − 1/9T
7
1 − 16/9T
4
1 + 8/9T1,
f̂4 = T4+1/3T
7
1T
2
3−2/3T
4
1 T
2
3−8/3T1T
2
3+1/3T
7
1T2T3−2/3T
4
1 T2T3−8/3T1T2T3−
1/3T 81 T2 + 2/3T
5
1 T2 − 1/3T
2
1 T2 − 1/3T
6
1 + 11/3T
3
1 + 8/3,
f̂5 = T5 − 1/3T
6
1 T2T
2
3 + 2/3T
3
1T2T
2
3 + 8/3T2T
2
3 − 1/3T
7
1 T2T3 + 2/3T
4
1 T2T3 +
8/3T1T2T3 − 1/3T
8
1T2 + 2/3T
5
1 T2 + 8/3T
2
1 T2 + 3T
3
1 ,
f̂6 = T6+T
5
1 T2T
2
3 −T
2
1 T2T
2
3 − 1/6T
6
1 T2T3+1/3T
3
1 T2T3+4/3T2T3− 2/3T
7
1 T3+
5/6T 41 T3 + 4/3T1T3 − T
4
1 T2 + 4T1T2 + 1/3T
8
1 − 5/3T
5
1 + 4/3T
2
1 ,
f̂7 = T7 − 1/3T
5
1T2T
2
3 + 1/3T
2
1 T2T
2
3 − 2/3T
6
1 T
2
3 + 2/3T
3
1T
2
3 − 2/3T
6
1 T2T3 +
1/2T 31 T2T3−4/3T2T3−1/6T
7
1 T3+1/6T
4
1 T3+5/3T
4
1 T2+4/3T1T2+1/3T
8
1−1/3T
5
1 ,
f̂8 = T8 + 1/3T
5
1 T2T
2
3 − 1/3T
2
1 T2T
2
3 + 2/3T
6
1 T
2
3 − 2/3T
3
1T
2
3 + 5/6T
6
1 T2T3 −
5/6T 31 T2T3 +5/6T
7
1 T3− T
4
1 T3− 4/3T1T3 +1/3T
4
1T2 +8/3T1T2 +1/3T
8
1 + T
5
1 −
4/3T 21 ,
f̂9 = T9−2/3T
6
1 T2T
2
3+4/3T
3
1T2T
2
3+16/3T2T
2
3−1/3T
7
1T
2
3+2/3T
4
1T
2
3+8/3T1T
2
3−
1/3T 81 T2 + 2/3T
5
1 T2 − 19/3T
2
1T2 − 2/3T
6
1 − 5/3T
3
1 + 16/3.
Example 10 G = 9T18 = E(9) : D12 = [32 : 2]S(3) = [1/2.S(3)2]S(3),
p = 1231, x = (1195, 879, 893, 1072, 497, 391, 814, 26, 388), d(f) = 239483061,
f̂1 = T
9
1 − T
3
1 − 1,
f̂2 = T
2
2 + T
2
1 T2 − T
3
1 ,
f̂3 = T
6
3 −6/23T
8
1T
5
3 −45/23T
5
1T
5
3 −54/23T
2
1 T
5
3 −6/23T
8
1 T2T
4
3 +9/23T
5
1T2T
4
3 +
4/23T 21T2T
4
3+27/23T
6
1T
4
3+29/23T
3
1T
4
3+9/23T
6
1T2T
3
3+33/23T
3
1T2T
3
3+12/23T2T
3
3−
36/23T 81T
2
3−27/23T
5
1 T
2
3+6/23T
2
1T
2
3+18/23T
8
1T2T3−27/23T
5
1 T2T3−12/23T
2
1 T2T3+
18/23T 31T3 + 27/23T3 + 54/23T
6
1 T2 + 6/23T
3
1 T2 − 9/23T2,
f̂4 = T4−27/23T
6
1 T2T
5
3−30/23T
3
1T2T
5
3−36/23T2T
5
3+27/23T
7
1T
5
3+30/23T
4
1T
5
3+
36/23T1T
5
3 + 54/23T
7
1T2T
4
3 + 60/23T
4
1T2T
4
3 + 72/23T1T2T
4
3 + 27/23T
8
1T
4
3 +
30/23T 51T
4
3+36/23T
2
1T
4
3+54/23T
8
1T2T
3
3+6/23T
5
1T2T
3
3−9/23T
2
1 T2T
3
3−24/23T
6
1 T
3
3−
18/23T 31T
3
3+27/23T
3
3−24/23T
6
1 T2T
2
3−18/23T
3
1 T2T
2
3+27/23T2T
2
3+24/23T
7
1T
2
3+
18/23T 41T
2
3−27/23T1T
2
3+48/23T
7
1T2T3+36/23T
4
1T2T3−54/23T1T2T3+24/23T
8
1T3+
18/23T 51T3 − 27/23T
2
1T3 − 6/23T
8
1T2 + 36/23T
5
1T2 + 33/23T
2
1T2 + 18/23T
6
1 +
30/23T 31 − 30/23,
f̂5 = T5−54/23T
6
1T2T
5
3−60/23T
3
1T2T
5
3−72/23T2T
5
3−27/23T
7
1 T
5
3−30/23T
4
1T
5
3−
36/23T1T
5
3 − 54/23T
7
1T2T
4
3 − 60/23T
4
1T2T
4
3 − 72/23T1T2T
4
3 − 27/23T
8
1T
4
3 −
30/23T 51T
4
3 − 36/23T
2
1T
4
3 + 27/23T
8
1T2T
3
3 − 24/23T
5
1T2T
3
3 − 45/23T
2
1T2T
3
3 −
30/23T 61T
3
3−63/23T
3
1 T
3
3−27/23T
3
3−48/23T
6
1 T2T
2
3−36/23T
3
1T2T
2
3+54/23T2T
2
3−
23
24/23T 71T
2
3−18/23T
4
1 T
2
3+27/23T1T
2
3−48/23T
7
1 T2T3−36/23T
4
1 T2T3+54/23T1T2T3−
24/23T 81T3−18/23T
5
1 T3+27/23T
2
1T3−30/23T
8
1T2+18/23T
5
1T2+60/23T
2
1T2−
18/23T 61 + 3/23T
3
1 − 24/23,
f̂6 = T6−45/23T
6
1 T2T
5
3−27/23T
3
1T2T
5
3−60/23T2T
5
3−18/23T
7
1 T2T
4
3−8/23T
4
1 T2T
4
3−
6/23T1T2T
4
3−42/23T
8
1T
4
3−37/23T
5
1 T
4
3+39/23T
2
1T
4
3−32/23T
8
1T2T
3
3−6/23T
5
1 T2T
3
3+
63/23T 21T2T
3
3−18/23T
6
1T
3
3+41/23T
3
1T
3
3−13/23T
3
3−33/23T
6
1 T2T
2
3−75/23T
3
1 T2T
2
3−
90/23T2T
2
3−27/23T
7
1T2T3−12/23T
4
1 T2T3−9/23T1T2T3−63/23T
8
1T3−21/23T
5
1T3+
24/23T 21T3−48/23T
8
1 T2−9/23T
5
1 T2+37/23T
2
1T2−27/23T
6
1 −19/23T
3
1 −54/23,
f̂7 = T7−9/23T
6
1 T2T
5
3 −33/23T
3
1 T2T
5
3 −12/23T2T
5
3 +18/23T
7
1T
5
3 −3/23T
4
1 T
5
3 +
24/23T1T
5
3+24/23T
7
1T2T
4
3+7/23T
4
1T2T
4
3−9/23T1T2T
4
3+42/23T
8
1T
4
3+26/23T
5
1T
4
3−
21/23T 21T
4
3+16/23T
8
1T2T
3
3+30/23T
5
1T2T
3
3+9/23T
2
1T2T
3
3+38/23T
3
1T
3
3+11/23T
3
3+
21/23T 61T2T
2
3−15/23T
3
1T2T
2
3−18/23T2T
2
3+27/23T
7
1T
2
3+30/23T
4
1T
2
3+36/23T1T
2
3+
36/23T 71T2T3+45/23T
4
1T2T3+21/23T1T2T3+63/23T
8
1T3+39/23T
5
1T3+3/23T
2
1T3+
24/23T 81T2 + 45/23T
5
1T2 + 25/23T
2
1T2 + 11/23T
3
1 − 18/23,
f̂8 = T8−27/23T
6
1T2T
5
3−30/23T
3
1 T2T
5
3−36/23T2T
5
3−18/23T
7
1 T
5
3 +3/23T
4
1T
5
3−
24/23T1T
5
3−6/23T
7
1T2T
4
3+1/23T
4
1T2T
4
3+15/23T1T2T
4
3+11/23T
5
1T
4
3−18/23T
2
1 T
4
3−
8/23T 81T2T
3
3+12/23T
5
1T2T
3
3+36/23T
2
1T2T
3
3+18/23T
6
1T
3
3+35/23T
3
1T
3
3+35/23T
3
3−
6/23T 61T2T
2
3−45/23T
3
1 T2T
2
3−54/23T2T
2
3−27/23T
7
1 T
2
3−30/23T
4
1 T
2
3−36/23T1T
2
3−
9/23T 71T2T3−33/23T
4
1T2T3−12/23T1T2T3−18/23T
5
1 T3−27/23T
2
1T3−12/23T
8
1T2+
18/23T 51T2 + 31/23T
2
1T2 + 27/23T
6
1 + 41/23T
3
1 + 18/23,
f̂9 = T9 + 162/23T
6
1T2T
5
3 − 36/23T
3
1T2T
5
3 − 108/23T2T
5
3 − 81/23T
8
1T2T
3
3 +
18/23T 51T2T
3
3+54/23T
2
1T2T
3
3+18/23T
6
1T
3
3−27/23T
3
1T
3
3−81/23T
3
3−18/23T
6
1T2T
2
3+
27/23T 31T2T
2
3+81/23T2T
2
3−72/23T
8
1T2+108/23T
5
1T2−90/23T
2
1T2+108/23T
6
1−
162/23T 31 − 72/23.
Example 11 G = 10T5 = F (5)[x]2, p = 601,
x = (572, 533, 354, 284, 93, 228, 274, 73, 510, 84), d(f) = 320000000000,
f̂1 = T
10
1 − 2T
5
1 − 1,
f̂2 = T
4
2 − T
4
1 T2 + T
5
1 ,
f̂3 = T3 + 5/4T
9
1 T
3
2 − 5/4T
7
1 T
3
2 + 5/4T
5
1T
3
2 − 5/4T
4
1T
3
2 + 5/4T
2
1T
3
2 − 5/4T
3
2 +
5/4T 91 T
2
2 −5/4T
8
1 T
2
2 +5/2T
6
1 T
2
2 −15/4T
4
1 T
2
2 +5/4T
3
1 T
2
2 −5/2T1T
2
2 −5/4T
8
1 T2+
5/4T 71 T2 − 5/4T
5
1T2 + 15/4T
3
1T2 − 5/4T
2
1T2 + 5/4T2,
f̂4 = T4 − T
8
1 T
3
2 + 4T
5
1 T
3
2 + 2T
3
2 − 2T
9
1 T
2
2 + T
7
1 T
2
2 + T
8
1 T2 + T
6
1 T2 − T
5
1 ,
f̂5 = T5 +5/4T
9
1 T
3
2 +5/4T
7
1 T
3
2 − 5/4T
4
1 T
3
2 − 5/4T
2
1T
3
2 +5/4T
9
1 T
2
2 − 5/4T
6
1T
2
2 −
15/4T 41T
2
2 + 5/4T1T
2
2 ,
f̂6 = T6+T
9
1 T
3
2 +2T
6
1 T
3
2 +T1T
3
2 −T
8
1 T
2
2 −2T
5
1 T
2
2 −T
2
2 +T
9
1 T2+T
7
1 T2−T
8
1 −T
6
1 ,
f̂7 = T7+5/4T
9
1 T
3
2 −5/4T
4
1 T
3
2 −5/4T
9
1 T
2
2 −5/4T
8
1 T
2
2 +15/4T
4
1 T
2
2 +5/4T
3
1 T
2
2 +
5/4T 71 T2 − 5/4T
5
1T2 − 5/4T
2
1T2 + 5/4T2 − 5/4T
9
1 − 5/4T
6
1 + 15/4T
4
1 + 5/4T1,
f̂8 = T8 − T
8
1 T
3
2 + 2T
5
1 T
3
2 + T
3
2 − T
8
1 T2 − T
5
1 ,
f̂9 = T9 + 5/4T
9
1 T
3
2 − 5/4T
5
1T
3
2 − 5/4T
4
1 T
3
2 + 5/4T
3
2 − 5/4T
9
1T
2
2 − 5/4T
8
1 T
2
2 −
5/4T 61 T
2
2 +15/4T
4
1T
2
2 +5/4T
3
1T
2
2 +5/4T1T
2
2 +5/4T
8
1T2+5/2T
5
1T2−15/4T
3
1 T2−
5/2T2 + 5/4T
9
1 − 15/4T
4
1 ,
f̂10 = T10 − T
8
1 T
3
2 + 2T
5
1 T
3
2 + T
3
2 − T
9
1 T
2
2 + 2T
8
1 T2 − T
7
1 − T
5
1 .
24
Example 12 G = 10T11 = A(5)[X ]2, p = 3253,
x = (3187, 2586, 2354, 2647, 1290, 66, 667, 899, 606, 1963),
d(f) = −5739519416467456,
f̂1 = T
10
1 + T
8
1 − 4T
2
1 + 4,
f̂2 = T
4
2 + 35/136T
8
1T
3
2 − 7/34T
6
1T
3
2 + 7/34T
4
1 T
3
2 + 7/17T
2
1T
3
2 − 7/34T
3
2 −
1/68T 91T
2
2 + 13/34T
7
1T
2
2 − 7/34T
5
1T
2
2 − 13/17T
3
1T
2
2 + 8/17T1T
2
2 + 3/34T
6
1T2 +
16/17T 41T2 + 5/17T
2
1T2− 4/17T2 +11/68T
9
1 +3/34T
7
1 − 16/17T
5
1 + 11/17T
3
1 −
19/17T1,
f̂3 = T
3
3 −159/272T
9
1T
3
2 T
2
3 −6/17T
7
1T
3
2 T
2
3 +19/272T
5
1T
3
2 T
2
3 +31/136T
3
1T
3
2 T
2
3 −
71/136T1T
3
2 T
2
3−5/17T
8
1T
2
2 T
2
3+235/272T
6
1T
2
2 T
2
3−173/136T
4
1 T
2
2 T
2
3+331/136T
2
1T
2
2 T
2
3−
14/17T 22T
2
3+125/272T
9
1T2T
2
3−107/272T
7
1 T2T
2
3+7/17T
5
1T2T
2
3−177/136T
3
1T2T
2
3+
13/34T1T2T
2
3 +141/272T
8
1T
2
3 −6/17T
6
1 T
2
3 +7/8T
4
1 T
2
3 −109/68T
2
1T
2
3 +22/17T
2
3 +
27/272T 81T
3
2 T3−23/34T
6
1 T
3
2 T3+65/136T
4
1T
3
2 T3+31/68T
2
1T
3
2 T3−35/34T
3
2 T3−
9/16T 91T
2
2 T3 − 9/68T
7
1T
2
2 T3 − 3/34T
5
1 T
2
2 T3 + 5/34T
3
1 T
2
2 T3 − 15/68T1T
2
2 T3 −
95/272T 81T2T3+185/136T
6
1T2T3−11/17T
4
1 T2T3−43/68T
2
1 T2T3+139/68T2T3+
113/136T 91T3+1/34T
7
1T3−7/17T
5
1T3−25/34T1T3−3/17T
9
1 T
3
2 +41/272T
7
1T
3
2 −
1/4T 51 T
3
2 +63/136T
3
1T
3
2 −39/68T1T
3
2 −3/8T
8
1 T
2
2 −81/136T
6
1T
2
2 +31/136T
4
1T
2
2 +
99/34T 21T
2
2−229/68T
2
2−49/68T
9
1 T2−171/136T
7
1T2+97/136T
5
1T2−31/34T
3
1T2+
47/68T1T2 + 91/136T
8
1 + 139/136T
6
1 − 49/68T
4
1 − 53/68T
2
1 + 35/34,
f̂4 = T4− 15/544T
8
1T
3
2 T
2
3 +47/272T
6
1T
3
2 T
2
3 +9/17T
4
1T
3
2 T
2
3 − 135/136T
2
1T
3
2 T
2
3 +
109/136T 32T
2
3+13/272T
9
1T
2
2 T
2
3+269/272T
7
1T
2
2 T
2
3−15/17T
5
1T
2
2 T
2
3−23/136T
3
1 T
2
2 T
2
3+
1/4T1T
2
2 T
2
3 − 69/272T
8
1 T2T
2
3 +2/17T
6
1T2T
2
3 − 15/136T
4
1T2T
2
3 +35/34T
2
1T2T
2
3 −
39/34T2T
2
3+35/272T
9
1T
2
3−87/136T
7
1T
2
3+97/136T
5
1T
2
3−27/68T
3
1T
2
3+2/17T1T
2
3+
23/272T 91T
3
2 T3−11/68T
7
1 T
3
2 T3+19/136T
5
1T
3
2 T3+1/34T
3
1T
3
2 T3−2/17T1T
3
2 T3+
33/68T 81T
2
2 T3 − 23/136T
6
1T
2
2 T3 + 5/34T
4
1T
2
2 T3 − 83/68T
2
1T
2
2 T3 + 41/34T
2
2T3 −
9/68T 91T2T3 + 107/136T
7
1T2T3 − 15/34T
5
1T2T3 + 39/68T
3
1T2T3 − 7/17T1T2T3 −
57/68T 81T3 − 41/68T
6
1T3 + 5/68T
4
1T3 + 33/17T
2
1T3 − 65/34T3− 21/136T
8
1T
3
2 +
69/136T 61T
3
2−59/136T
4
1T
3
2+27/68T
2
1T
3
2−15/68T
3
2+55/272T
9
1T
2
2−83/68T
7
1T
2
2+
157/136T 51T
2
2−31/34T
3
1 T
2
2 +1/2T1T
2
2 +279/272T
8
1T2+5/136T
6
1T2−9/68T
4
1 T2−
135/68T 21T2+149/68T2+7/136T
9
1 +115/136T
7
1 −79/68T
5
1 +71/68T
3
1 −5/17T1,
f̂5 = T5+13/136T
8
1T
3
2 T
2
3 +11/136T
6
1T
3
2 T
2
3−113/136T
4
1 T
3
2 T
2
3−123/68T
2
1 T
3
2 T
2
3 +
77/34T 32T
2
3 +1/4T
9
1 T
2
2 T
2
3 +199/272T
7
1T
2
2 T
2
3 +9/17T
5
1 T
2
2 T
2
3 +67/136T
3
1T
2
2 T
2
3 −
3/17T1T
2
2 T
2
3 −83/136T
8
1T2T
2
3 −61/68T
6
1 T2T
2
3 +73/68T
4
1T2T
2
3 +45/68T
2
1T2T
2
3 −
29/17T2T
2
3+1/34T
9
1T
2
3+43/136T
7
1T
2
3−55/136T
5
1T
2
3−77/68T
3
1 T
2
3+95/68T1T
2
3−
19/272T 91T
3
2 T3−19/68T
7
1T
3
2 T3−173/136T
5
1T
3
2 T3−11/17T
3
1T
3
2 T3+13/17T1T
3
2 T3−
101/136T 81T
2
2 T3+305/136T
6
1T
2
2 T3−5/17T
4
1 T
2
2 T3+43/68T
2
1T
2
2 T3+15/17T
2
2T3+
31/34T 91T2T3+31/136T
7
1T2T3+12/17T
5
1T2T3+93/68T
3
1T2T3−28/17T1T2T3+
63/136T 81T3− 105/68T
6
1T3+1/4T
4
1T3− 22/17T
2
1T3+7/17T3+287/272T
8
1T
3
2 −
129/136T 61T
3
2 +11/34T
4
1 T
3
2 −43/34T
2
1 T
3
2 +47/68T
3
2 −11/8T
9
1 T
2
2 +11/34T
7
1 T
2
2 −
101/136T 51T
2
2+43/17T
3
1T
2
2−71/68T1T
2
2−93/136T
8
1T2+125/68T
6
1T2−71/68T
4
1 T2+
131/34T 21T2−91/34T2+43/68T
9
1 −121/136T
7
1 +25/68T
5
1 −117/68T
3
1 −3/34T1,
f̂6 = T6−129/136T
9
1T
3
2 T
2
3 −257/136T
7
1T
3
2 T
2
3 −33/68T
5
1T
3
2 T
2
3 +25/68T
3
1T
3
2 T
2
3 +
123/34T1T
3
2 T
2
3+26/17T
8
1T
2
2 T
2
3+183/68T
6
1T
2
2 T
2
3+197/68T
4
1T
2
2 T
2
3+30/17T
2
1T
2
2 T
2
3−
139/34T 22T
2
3 − 7/17T
9
1T2T
2
3 − 9/17T
7
1 T2T
2
3 − 27/17T
5
1T2T
2
3 − 48/17T
3
1T2T
2
3 −
25
23/17T1T2T
2
3+3/17T
8
1T
2
3+15/17T
6
1T
2
3+21/17T
4
1T
2
3+T
2
1 T
2
3−8/17T
2
3−9/17T
8
1T
3
2 T3−
21/17T 61T
3
2 T3 − 27/17T
4
1T
3
2 T3 − 9/17T
2
1T
3
2 T3 + 30/17T
3
2T3 − 11/17T
9
1T
2
2 T3 −
21/34T 71T
2
2 T3+73/34T
5
1T
2
2 T3+63/17T
3
1T
2
2 T3+95/17T1T
2
2 T3+107/34T
8
1T2T3+
175/34T 61T2T3 + 45/17T
4
1T2T3 − 9/17T
2
1 T2T3 − 216/17T2T3 − 27/17T
9
1T3 −
61/17T 71T3−78/17T
5
1T3−66/17T
3
1T3+82/17T1T3+7/17T
9
1T
3
2 +39/34T
7
1T
3
2 +
43/34T 51T
3
2 +9/17T
3
1T
3
2 −36/17T1T
3
2 −61/34T
8
1T
2
2 −93/34T
6
1 T
2
2 −12/17T
4
1 T
2
2 +
24/17T 21T
2
2+88/17T
2
2+177/68T
9
1T2+377/68T
7
1T2+213/34T
5
1T2+159/34T
3
1T2−
103/17T1T2 − 10/17T
8
1 − 3/2T
6
1 − 109/34T
4
1 − 108/17T
2
1 − 9/17,
f̂7 = T7−231/272T
9
1T
3
2 T
2
3+29/136T
7
1T
3
2 T
2
3−107/136T
5
1T
3
2 T
2
3+123/68T
3
1T
3
2 T
2
3−
19/17T1T
3
2 T
2
3−603/272T
8
1T
2
2 T
2
3+301/136T
6
1T
2
2 T
2
3−373/136T
4
1T
2
2 T
2
3+129/34T
2
1T
2
2 T
2
3−
47/17T 22T
2
3+53/68T
9
1T2T
2
3−273/136T
7
1T2T
2
3+125/68T
5
1T2T
2
3−249/68T
3
1 T2T
2
3+
117/34T1T2T
2
3 + 111/136T
8
1T
2
3 + 209/136T
6
1T
2
3 + 3/34T
4
1T
2
3 − 263/68T
2
1T
2
3 +
60/17T 23 +235/136T
8
1T
3
2 T3− 147/68T
6
1T
3
2 T3 +91/34T
4
1T
3
2 T3− 67/34T
2
1T
3
2 T3 +
37/34T 32T3−297/136T
9
1T
2
2 T3+199/68T
7
1T
2
2 T3−203/68T
5
1T
2
2 T3+95/17T
3
1T
2
2 T3−
94/17T1T
2
2 T3−115/34T
8
1 T2T3+1/34T
6
1 T2T3−83/34T
4
1 T2T3+173/17T
2
1T2T3−
127/17T2T3 − 1/34T
9
1T3 + 15/68T
7
1T3 + 8/17T
5
1T3 − 29/34T
3
1T3 − 5/17T1T3 +
1/4T 91 T
3
2−89/136T
7
1T
3
2+95/68T
5
1T
3
2−249/68T
3
1 T
3
2+123/34T1T
3
2+145/68T
8
1T
2
2+
59/136T 61T
2
2 + 11/4T
4
1T
2
2 − 455/68T
2
1T
2
2 + 70/17T
2
2 − 1/2T
9
1T2 − 5/68T
7
1 T2 −
111/68T 51T2 + 67/34T
3
1T2 − 7/34T1T2 + 44/17T
8
1 + 165/68T
6
1 − 109/68T
4
1 −
63/17T 21 + 171/34,
f̂8 = T8 + 55/136T
8
1T
3
2 T
2
3 + 5/17T
6
1T
3
2 T
2
3 + 9/8T
4
1 T
3
2 T
2
3 − 227/68T
2
1T
3
2 T
2
3 +
183/68T 32T
2
3−27/34T
9
1 T
2
2 T
2
3+65/68T
7
1T
2
2 T
2
3−197/136T
5
1T
2
2 T
2
3+169/68T
3
1T
2
2 T
2
3−
113/68T1T
2
2 T
2
3−97/136T
8
1T2T
2
3+111/136T
6
1T2T
2
3−42/17T
4
1T2T
2
3+321/68T
2
1T2T
2
3−
47/17T2T
2
3 +31/34T
9
1T
2
3 −31/136T
7
1 T
2
3 +41/34T
5
1T
2
3 −9/4T
3
1T
2
3 +41/34T1T
2
3 +
3/136T 91T
3
2 T3−113/68T
7
1T
3
2 T3+137/68T
5
1T
3
2 T3−8/17T
3
1T
3
2 T3−2/17T1T
3
2 T3+
219/136T 81T
2
2 T3+31/68T
6
1T
2
2 T3+163/68T
4
1T
2
2 T3−161/17T
2
1T
2
2 T3+131/17T
2
2T3−
1/136T 91T2T3+215/68T
7
1T2T3−117/34T
5
1T2T3+79/34T
3
1T2T3−31/34T1T2T3−
199/136T 81T3−7/68T
6
1 T3−57/34T
4
1 T3+219/34T
2
1T3−167/34T3+5/68T
8
1 T
3
2 +
33/136T 61T
3
2−29/68T
4
1 T
3
2+1/68T
2
1T
3
2+10/17T
3
2−167/136T
9
1T
2
2−201/136T
7
1T
2
2+
111/34T 51T
2
2 −71/68T
3
1 T
2
2 −11/17T1T
2
2 +9/8T
8
1 T2+41/34T
6
1T2−39/68T
4
1 T2−
101/34T 21T2+59/17T2+89/68T
9
1 +127/68T
7
1 −217/68T
5
1 +15/17T
3
1 +19/34T1,
f̂9 = T9−253/544T
8
1T
3
2 T
2
3 +19/16T
6
1T
3
2 T
2
3 +71/136T
4
1T
3
2 T
2
3 −409/136T
2
1T
3
2 T
2
3 +
245/136T 32T
2
3+163/272T
9
1T
2
2 T
2
3+193/272T
7
1T
2
2 T
2
3−121/136T
5
1T
2
2 T
2
3−53/136T
3
1T
2
2 T
2
3+
20/17T1T
2
2 T
2
3+57/272T
8
1T2T
2
3−183/136T
6
1T2T
2
3−121/136T
4
1T2T
2
3+59/68T
2
1T2T
2
3−
18/17T2T
2
3−105/272T
9
1T
2
3−5/34T
7
1T
2
3+23/136T
5
1T
2
3+37/34T
3
1T
2
3+1/17T1T
2
3−
209/272T 91T
3
2 T3−4/17T
7
1 T
3
2 T3+213/136T
5
1T
3
2 T3+19/17T
3
1T
3
2 T3−33/17T1T
3
2 T3+
61/68T 81T
2
2 T3+183/136T
6
1T
2
2 T3−287/68T
4
1 T
2
2 T3+71/68T
2
1T
2
2 T3+37/17T
2
2T3+
237/136T 91T2T3+157/136T
7
1T2T3−15/34T
5
1T2T3−209/68T
3
1 T2T3+35/34T1T2T3−
29/34T 81T3 − 81/34T
6
1T3 + 207/68T
4
1T3 − 39/34T
2
1T3 + 3/34T3 + 4/17T
8
1 T
3
2 −
1/2T 61 T
3
2+311/136T
4
1T
3
2−25/17T
2
1T
3
2+3/68T
3
2−261/272T
9
1T
2
2+107/136T
7
1T
2
2−
179/136T 51T
2
2+21/68T
3
1T
2
2+5/17T1T
2
2−7/272T
8
1T2+307/136T
6
1T2−83/34T
4
1T2+
257/68T 21T2−171/68T2+57/136T
9
1 −209/136T
7
1 −3/17T
5
1 −7/68T
3
1 −25/34T1,
f̂10 = T10 + 15/136T
8
1T
3
2 T
2
3 + 29/68T
6
1T
3
2 T
2
3 − 3/136T
4
1T
3
2 T
2
3 − 24/17T
2
1T
3
2 T
2
3 +
43/34T 32T
2
3+27/68T
9
1T
2
2 T
2
3+43/272T
7
1T
2
2 T
2
3−93/68T
5
1 T
2
2 T
2
3+203/136T
3
1T
2
2 T
2
3−
26
3/17T1T
2
2 T
2
3 − 9/34T
8
1 T2T
2
3 − 25/68T
6
1 T2T
2
3 − 47/68T
4
1 T2T
2
3 +177/68T
2
1T2T
2
3 −
61/34T2T
2
3−39/136T
9
1T
2
3−29/136T
7
1T
2
3+207/136T
5
1T
2
3−5/4T
3
1 T
2
3+11/68T1T
2
3+
23/272T 91T
3
2 T3−11/68T
7
1 T
3
2 T3+19/136T
5
1T
3
2 T3+1/34T
3
1T
3
2 T3−2/17T1T
3
2 T3+
33/68T 81T
2
2 T3 − 23/136T
6
1T
2
2 T3 + 5/34T
4
1T
2
2 T3 − 83/68T
2
1T
2
2 T3 + 41/34T
2
2T3 −
9/68T 91T2T3 + 107/136T
7
1T2T3 − 15/34T
5
1T2T3 + 39/68T
3
1T2T3 − 7/17T1T2T3 −
57/68T 81T3 − 41/68T
6
1T3 + 5/68T
4
1T3 + 33/17T
2
1T3 − 65/34T3− 45/272T
8
1T
3
2 +
3/136T 61T
3
2 −69/68T
4
1T
3
2 +67/34T
2
1T
3
2 −59/68T
3
2 −29/136T
9
1T
2
2 −27/34T
7
1T
2
2 +
267/136T 51T
2
2−30/17T
3
1T
2
2+37/68T1T
2
2+27/34T
8
1T2+15/68T
6
1T2+105/68T
4
1T2−
117/34T 21T2+40/17T2+9/34T
9
1 +109/136T
7
1 −97/68T
5
1 +77/68T
3
1 −21/34T1.
Example 13 G = 11T1 = C(11) = 11, p = 47,
x = (4, 10, 23, 5, 30, 19, 16, 26, 34, 6, 14), d(f) = 41426511213649,
f̂1 = T
11
1 +T
10
1 −10T
9
1−9T
8
1 +36T
7
1 +28T
6
1−56T
5
1−35T
4
1 +35T
3
1 +15T
2
1−6T1−1,
f̂2 = T2 + 2T
6
1 + 3T
5
1 − 8T
4
1 − 11T
3
1 + 6T
2
1 + 7T1,
f̂3 = T3 + T
8
1 − 7T
6
1 + 15T
4
1 − T
3
1 − 11T
2
1 + T1 + 2,
f̂4 = T4 + T
9
1 + T
8
1 − 8T
7
1 − 8T
6
1 + 19T
5
1 + 19T
4
1 − 12T
3
1 − 12T
2
1 ,
f̂5 = T5 − T
9
1 − 2T
8
1 + 5T
7
1 + 11T
6
1 − 7T
5
1 − 19T
4
1 + 3T
3
1 + 12T
2
1 − 2,
f̂6 = T6−T
10
1 −2T
9
1 +6T
8
1 +14T
7
1 −8T
6
1 −30T
5
1 −4T
4
1 +21T
3
1 +7T
2
1 −4T1−1,
f̂7 = T7 + T
9
1 + 2T
8
1 − 4T
7
1 − 10T
6
1 + T
5
1 + 14T
4
1 + 7T
3
1 − 5T
2
1 − 2T1 + 1,
f̂8 = T8+T
10
1 +2T
9
1 − 6T
8
1 − 13T
7
1 +10T
6
1 +26T
5
1 − 4T
4
1 − 18T
3
1 −T
2
1 +3T1+1,
f̂9 = T9 − T
8
1 − 2T
7
1 + 3T
6
1 + 9T
5
1 + 2T
4
1 − 11T
3
1 − 8T
2
1 + 2T1 + 1,
f̂10 = T10 − T
8
1 − T
7
1 + 6T
6
1 + 6T
5
1 − 9T
4
1 − 8T
3
1 + 3T
2
1 + 2T1,
f̂11 = T11 − T
9
1 + 9T
7
1 + T
6
1 − 27T
5
1 − 6T
4
1 + 30T
3
1 + 9T
2
1 − 9T1 − 2.
Example 14 G = 13T1 = D(13) = 13 : 2, p = 107,
x = (105, 43, 77, 92, 30, 10, 78, 95, 12, 65, 41, 44, 58),
d(f) = 49198772714708123987759220407480370279361,
f̂1 = T
13
1 − T
12
1 − 24T
11
1 + 19T
10
1 +190T
9
1 − 116T
8
1 − 601T
7
1 +246T
6
1 + 738T
5
1 −
215T 41 − 291T
3
1 + 68T
2
1 + 10T1 − 1,
f̂2 = T2+39245710/435105007T
12
1 −4017330/435105007T
11
1 −663999688/435105007T
10
1 −
15607490/435105007T 91+3456904864/435105007T
8
1+134667006/435105007T
7
1−
5698557225/435105007T 61+447188240/435105007T
5
1+1889740853/435105007T
4
1−
270079487/435105007T 31+727404837/435105007T
2
1−157270291/435105007T1−
28180094/435105007,
f̂3 = T3−4746020/435105007T
12
1 −6313682/435105007T
11
1 −6065045/435105007T
10
1 +
57287764/435105007T 91 +603646610/435105007T
8
1 − 233263773/435105007T
7
1
−2181047898/435105007T 61−610031743/435105007T
5
1+1754456916/435105007T
4
1+
720178584/435105007T 31 − 537150984/435105007T
2
1 − 93115116/435105007T1
+ 46897278/435105007,
f̂4 = T4+9822090/435105007T
12
1 −14190756/435105007T
11
1 −301466524/435105007T
10
1 +
199349313/435105007T 91 + 6553388/1372571T
8
1 − 1033567056/435105007T
7
1
−4976432274/435105007T 61+2872495821/435105007T
5
1+4352154340/435105007T
4
1−
2668274931/435105007T 31−852807980/435105007T
2
1+140070067/435105007T1+
9106046/435105007,
27
f̂5 = T5−1658580/435105007T
12
1 −26299035/435105007T
11
1 +12325374/435105007T
10
1 +
224244824/435105007T 91−204700811/435105007T
8
1−324659371/435105007T
7
1+
1111594779/435105007T 61+169516123/435105007T
5
1−1996636088/435105007T
4
1+
243678450/435105007T 31 + 10746022/5242229T
2
1 − 252055005/435105007T1
+ 13891072/435105007,
f̂6 = T6−403010/18917609T
12
1 +49410411/435105007T
11
1 +61393444/435105007T
10
1 −
411495261/435105007T 91−179743148/435105007T
8
1+1332664360/435105007T
7
1+
453161115/435105007T 61−2395377948/435105007T
5
1−1354841892/435105007T
4
1+
1052235225/435105007T 31 + 701947707/435105007T
2
1 − 7025266/435105007T1
− 12442298/435105007,
f̂7 = T7−12088160/435105007T
12
1 +36013925/435105007T
11
1 +240777437/435105007T
10
1 −
687864750/435105007T 91−1337098960/435105007T
8
1+3736584070/435105007T
7
1+
1576974451/435105007T 61−5658657766/435105007T
5
1+836138773/435105007T
4
1+
2352823294/435105007T 31 − 30848390/18917609T
2
1 − 130536919/435105007T1
+ 4661965/435105007,
f̂8 = T8−19622855/435105007T
12
1 −42521665/435105007T
11
1 +348666670/435105007T
10
1 +
708283196/435105007T 91−1857480891/435105007T
8
1−3548072906/435105007T
7
1+
3107626693/435105007T 61+5709162399/435105007T
5
1−1376716168/435105007T
4
1−
2274067840/435105007T 31+241517773/435105007T
2
1+157457552/435105007T1−
33657606/435105007,
f̂9 = T9−15794040/435105007T
12
1 +21092920/435105007T
11
1 +308767305/435105007T
10
1 −
291624628/435105007T 91−1982697657/435105007T
8
1+1898428538/435105007T
7
1+
3953390793/435105007T 61−4188193592/435105007T
5
1−1286268704/435105007T
4
1+
2373302361/435105007T 31 − 681114322/435105007T
2
1 + 5052302/435105007T1
+ 13080401/435105007,
f̂10 = T10−199965/435105007T
12
1 −18647220/435105007T
11
1 +101510623/435105007T
10
1 +
213783862/435105007T 91−959373536/435105007T
8
1−596249442/435105007T
7
1+
2642799996/435105007T 61+322557418/435105007T
5
1−3188331064/435105007T
4
1+
183121060/435105007T 31+1334545000/435105007T
2
1−223977170/435105007T1−
11326118/435105007,
f̂11 = T11−1504028/435105007T
12
1 −6306587/435105007T
11
1 +33653768/435105007T
10
1 +
49785758/435105007T 91 − 4491350/435105007T
8
1 − 71935693/435105007T
7
1
−32802386/18917609T 61−1263306769/435105007T
5
1+1818495180/435105007T
4
1+
1726453403/435105007T 31−1233104652/435105007T
2
1+254687554/435105007T1−
13595364/435105007,
f̂12 = T12+28679195/435105007T
12
1 −15814791/435105007T
11
1 −295797896/435105007T
10
1 +
201896280/435105007T 91+596276584/435105007T
8
1−742446913/435105007T
7
1+
755441993/435105007T 61+1727640755/435105007T
5
1−1464470476/435105007T
4
1−
1242319218/435105007T 31+416242961/435105007T
2
1+145628554/435105007T1−
12605435/435105007,
f̂13 = T13−12864117/435105007T
12
1 +27593810/435105007T
11
1 +160234532/435105007T
10
1 −
248038868/435105007T 91−208665701/435105007T
8
1−552148820/435105007T
7
1+
9502455/435105007T 61 + 2867007062/435105007T
5
1 + 16278330/435105007T
4
1
−2197050901/435105007T 31−299887196/435105007T
2
1+161083738/435105007T1+
28
24170153/435105007.
Note that examples 1,2, 5, 6, 13 and 14 serve as examples of our constructive
version of the theorem of Galois, since the respective groups are simple.
Now let us say a word about the running time of our algorithm for computing
of the polynomials f̂i. The following table compares the running time (in
milliseconds) of KANT that is needed for computing all the preliminaries (the
prime p such that f splits into disjoint linear factors over Qp, the Galois group
of f , and approximations of the p-adic zeros of f with exactly the precision
we need, such that the Galois group permutes the zeros) on the one hand and
the running time (in milliseconds) of the GAP programme which from these
results computes the polynomials f̂i, by (4.1), on the other hand. The second
line of the table shows the degree of the respective Galois group. Clearly the
running times of the algorithms are roughly proportional to those degrees. All
computations were done on a machine with 2 Intel processors, working at 2
GHz each, and 2 GB memory, running under Linux.
group 5T1 5T3 6T3 6T5 7T1 7T3 8T20 8T24 8T32
degree 5 20 12 18 7 21 32 48 96
KANT 90 140 360 160 180 280 450 580 900
GAP 30 140 90 160 450 810 2860 2130 12580
9T7 9T11 9T18 10T5 10T8 10T11 11T1 13T1
27 54 108 40 80 120 11 13
880 1690 1520 950 1050 6200
18900 12310 29250 15060 90480 71220 44570 39890
The relatively long running time of the KANT computation is mainly due to
search for the prime p that we want. Compared to that, the Galois group is
computed relatively quickly. Of course, one could also embed L into another
p-adic field and thereby get rid of the search for the paricular p that we
have been working with. There is another reason why it would be good to
work with a different p than the one we have been working with: As Ju¨rgen
Klu¨ners told me, for primes p as we chose them (i.e. such that f splits into
disjoint linear factors), the KANT algorithm for computing the Galois group
will tend to infinity as the size of the group gets bigger, see also Section 4 in
Geissler and Klu¨ners (2000). The reason why I preferred to work with my p
is to keep the technicalities of Secion 7 as easy as possible. The disadvantage
of doing so is that for the polynomials of degree ≥ 11, the KANT algorithm
I used for computing the Galois group does not yield the group with absolute
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certainty, but only with very high probability. This is why I decided not to
write down the running time of the KANT algorithm in these cases.
The selection of examples may seem quite limited since the degrees of the
field extensions are not very high. However, I tested the algorithms for a
much wider range of examples. The next table presents the running times
of the algorithms, for some sample groups. For the polynomials having the
respective groups, I again consulted the Klu¨ners–Malle database. For each
group they give a selection of appropriate polynomials, of which I always took
the first.
group 10T8 8T32 7T5 8T42 9T25 6T15 10T28 9T27
degree 80 96 168 288 324 360 400 504
KANT 1050 900 1520 970 1490 2820 7300 15000
GAP 90480 12580 9730 20080 67930 14580 909330 397340
10T33 8T47 9T31 9T32 10T36 7T6 10T39
800 1152 1296 1512 1920 2520 3840
17000 24000 140000 16000 23 110000 23000
2402790 238340 403390 1967120 7366290 1508310 22466640
9 Questions
In Section 7, at a certain point we multiplied f̂i with the factor ∆i (essentially
a power of the discriminant) in order to obtain a polynomial with coefficients
in Z. Therefore, as for the rational polynomial f̂i, one would expect that the
denominators that occur in its coefficients are in the magnitude of ∆i. But in
all examples computed so far, the denominators are significantly smaller than
∆i. This phenomenon can be explained by a very elementary argument in the
case where f has the Galois group Sn, n being the degree of f . In order to do
so, we recall the definition of Ki and fi.
We have Ki = K(x1, . . . , xi) for all i, and fi is the minimal polynomial of xi
over Ki−1. Clearly xi is a zero of f , hence fi appears as a factor of f when
factorising this polynomial over Ki−1. We can even characterise fi as being the
monic irreducible factor of f(Ti) ∈ Ki−1[Ti] having xi as a zero. (As already
mentioned in Section 2, this is the way fi is characterised in Anai et al. (1996),
and this is the basis upon Anai et al. (1996) is built up.)
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Now let us study the case G = Sn. There the degree of the field extension
L|Q equals n!. The degree di of the field extension Ki|Ki−1 equals the degree
of fi, a factor of f . Over Ki−1, the polynomial f has the factors T − xj ,
j ≤ i − 1. Hence the degree of the factor fi is bounded above by n − i + 1.
From
∏
j≤n dj, we conclude that di = n− i+1. Therefore the polynomial f has
a factorisation f(Ti) = (Ti − x1) . . . (Ti − xi−1)fi(Ti) over Ki−1[Ti]. From this
one can easily derive an explicit formula for fi(Ti) in terms of the coefficients of
f and of x1, . . . , xi−1. It turns out that fi(Ti) is a polynomial expression in the
coefficients of f , in x1, . . . , xi−1 and in Ti. Thus f̂i is a polynomial expression
in the coefficients of f and in T1, . . . , Ti. If in particular the coefficients of f
are integers, it follows that f̂i is an integer polynomial in T1, . . . , Ti.
However, in the case when G is a proper subset of Sn, the question for a fair
upper bound for the denominators of f̂i seems to be rather difficult.
Let us ask some more questions, concerning a generalisation of Theorem 5.
The Buchberger–Mo¨ller algorithm serves to compute the ideal I(X) for a given
set of points X in An(F ). In Theorem 5 we presented a situation in which
the Buchberger–Mo¨ller algorithm is actually obsolete since one can compute
the Gro¨bner basis of I(X) by using the explicit formula (5.2) – at least for
lexicographic ordering. Now the obvious question is: Is there an analogous
formula also for other monomial orderings (as classified in Robbiano (1985)
and Robbiano (1986))? Say, as a starting point, we could replace the set X =
{(σ(x1), . . . , σ(xn)); σ ∈ G} by some X = {(σ(x1), . . . , σ(xn))A; σ ∈ G} for
an appropriate matrix of size n oder K. (Example: Ai,j = δn−i,j will lead us to
the lexicographical ordering, with the indeterminates ordered the other way
round.) What about a different kind of action of G on X? (Example: The
one-dimensional Lagrange interpolation, in which there is no G acting as in
Theorem 5, yet there definitely is an analogue of (5.2).)
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