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Whittle estimation for stationary state space models with finite second
moments
Vicky Fasen-Hartmann · Celeste Mayer
Abstract In this paper, we consider the Whittle estimator for the parameters of a stationary solution of a
continuous-time linear state space model sampled at low frequencies. In our context the driving process is a
Lévy process which allows flexible margins of the underlyingmodel. The Lévy process is supposed to have
finite second moments. It is well known that then the class of stationary solutions of linear state space mod-
els and the class of multivariate CARMA processes coincides. We prove that the Whittle estimator, which
is based on the periodogram, is strongly consistent and asymptotically normally distributed. A comparison
with the classical setting of discrete-time ARMAmodels shows that in the continuous-time setting the limit
covariance matrix of the Whittle estimator has an additional correction term for non-Gaussian models. For
the proof, we investigate as well the asymptotic normality of the integrated periodogram which is inter-
esting for its own. It can be used to construct goodness of fit tests. Furthermore, for univariate state space
processes, which are CARMA processes, we introduce an adjusted version of the Whittle estimator and
derive as well the asymptotic properties of this estimator. The practical applicability of our estimators is
demonstrated through a simulation study.
Keywords asymptotic normality, CARMA process, consistency, identifiability, periodogram, quasi-
maximum-likelihood estimator, state space model, Whittle estimator
1 Introduction
Continuous-time linear state space models are widely used in diversified fields as, e.g., in signal pro-
cessing and control, high-frequency financial econometrics and financial mathematics. The advantages
of continuous-time models are that they allow to model high-frequency data as in finance and in turbulence
but as well irregularly spaced data, missing observations or situations when estimation and inference at
various frequencies has to be carried out.
In this paper, we investigate stationary solutions of continuous-time linear state space models driven by
a Lévy process. A one-sided d-dimensional Lévy process (Lt)t≥0 is a stochastic process with stationary and
independent increments satisfying L0 = 0 almost surely and having continuous in probability sample paths.
For matrices A ∈ RN×N , B ∈ RN×d , C ∈ Rm×N and an d-dimensional centered Lévy process L= (Lt)t≥0 a
continuous-time linear state space model (A,B,C,L) is defined by
dXt = AXtdt+BdLt ,
Yt = CXt , t ≥ 0. (1)
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The processes (Xt)t≥0 and (Yt)t≥0 in the state space representation (1) are called state- and output process,
respectively.
In the case of a finite second moment of the driving Lévy process the classes of stationary linear
state space models and multivariate continuous-time ARMA (MCARMA) models are equivalent (see
Schlemm and Stelzer (2012b), Corollary 3.4). This means that for every output process (Yt)t≥0 of the
state space model (1) there exist an autoregressive polynomial P(z) := Idz
p +P1z
p−1+ . . .+Pp−1z+Pp
with P1, . . . ,Pp ∈ Rd×d and a moving average polynomial Q(z) := Q0zq+Q1zq−1+ . . .+Qq−1z+Qq with
Q0, . . . ,Qq ∈ Rd×m such that (Yt)t≥0 can be interpreted as solution of the differential equation
P(D)Yt = Q(D)DLt , t ≥ 0, (2)
where D is the differential operator with respect to t. Since the orders of the autoregressive polynomial and
the moving average polynomial are p and q, Y is called MCARMA(p,q) process. Formally, MCARMA
processes were introduced as linear state space models with special matrices A,B,C, see Marquardt and
Stelzer (2007). Since the parametrization of a general linear state space model (1) is more flexible than
the parametrization of an MCARMA model (2), it is advantageous to use (1) and estimate the parameters
within this representation.
The defining differential equation (2) of an MCARMA process reminds of the defining difference equa-
tion of a discrete-time vector ARMA (VARMA) process. A VARMA process (Zn)n∈N is the d-dimensional
solution of a difference equation of the form
P(B)Zn = Q(B)en, n ∈ N, (3)
where B is the Backshift-operator BZn = Zn−1 and (en)n∈Z is an m-dimensional white noise, see, e.g.,
the monographs of Brockwell and Davis (1991) and Lütkepohl (2005). From Thornton and Chambers
(2017), see Brockwell and Lindner (2009) for the univariate case, it is well known that a discretely sampled
MCARMA process admits a VARMA representation with a weak white noise (en)n∈Z. The covariance
matrix of en depends on the parameters of the polynomial P and Q in the MCARMA representation,
respectively on the parameters of (A,B,C) in the state space model (1). For Lévy driven models the white
noise of the sampled process is whether a strong white noise nor a martingale difference in general. Since
the results concerning the asymptotic behavior of the quasi maximum likelihood estimator and the Whittle
estimator for VARMA models require the white noise to be a martingale difference, see Dunsmuir and
Hannan (1976), Deistler et al. (1978), Dahlhaus and Pötscher (1989), they are not transferable to non-
Gaussian Lévy driven state space models.
In the econometric literature there are several papers using the Kalman filter approach for maximum
likelihood estimation of Gaussian possibly non-stationaryMCARMA processes as, e.g., Harvey and Stock
(1985, 1988, 1989), Zadrozny (1988), Thornton and Chambers (2017). The rigorous mathematical deriva-
tion of the asymptotic properties of the quasi-maximum likelihood estimator for stationary Lévy driven
state space and MCARMA models was given recently in Schlemm and Stelzer (2012a) and for non-
stationary models in Fasen-Hartmann and Scholz (2019). In the case of univariate MCARMA processes
with d =m= 1, which are called CARMA processes, there exist some further estimation methods. An indi-
rect estimation procedure for CARMA models, which is robust against outliers, is topic of Fasen-Hartmann
and Kimmig (2019). To the best of our knowledge Fasen and Fuchs (2013) present the only frequency do-
main estimator for high-frequency sampled CARMA processes.
In this paper, we investigate a frequency domain estimator, the Whittle estimator, for a low-frequency
sampled state space model (1) with stationary observationsY∆ , . . . ,Yn∆ (∆ > 0 fixed). TheWhittle estimator
is going back to Whittle (1951, 1953), Walker (1964) and is very well investigated for different time series
models in discrete time. If the autocovariance function of Y (∆ ) := (Yk∆ )k∈N0 is denoted by Γ
(∆ )
Y (h) =
Cov(Y(h+1)∆ ,Y∆ ) and Γ
(∆ )
Y (−h) = Γ (∆ )Y (h)⊤, h ∈N0, the spectral density f (∆ )Y of Y (∆ ) is defined as Fourier
transform of the autocovariance function
f
(∆ )
Y (ω) =
1
2pi ∑
h∈Z
Γ
(∆ )
Y (h)e
−ihω , ω ∈ [−pi ,pi ]. (4)
Whittle estimation for stationary state space models with finite second moments 3
Conversely, using the inverse Fourier transform, yields
Γ
(∆ )
Y (h) =
∫ pi
−pi
f
(∆ )
Y (ω)e
ihωdω , h ∈ Z. (5)
The empirical version of the spectral density is the periodogram In : [−pi ,pi ]→ Rm×m defined as
In(ω) =
1
2pin
(
n
∑
j=1
Yj∆ e
−i jω
)(
n
∑
k=1
Yk∆ e
ikω
)⊤
=
1
2pi
n−1
∑
h=−n+1
Γ n(h)e
−ihω , ω ∈ [−pi ,pi ], (6)
where
Γ n(h) :=
1
n
n−h
∑
k=1
Y(k+h)∆Y
⊤
k∆ and Γ n(−h) := Γ n(h)⊤, h= 0, . . . ,n,
is the empirical autocovariance function. For different frequencies the periodogram behaves asymptotically
like independent exponentially distributed random variables, see Fasen (2013), and is not a consistent
estimator for the spectral density. However, the periodogram is the basic part of the Whittle estimator.
LetΘ ⊆Rr be a parameter space and for anyϑ ∈Θ let f (∆ )Y (ω ,ϑ) be the spectral density of a stationary
equidistant sampled state space process Y (∆ )(ϑ). Then, the Whittle functionWn is defined by
Wn(ϑ) =
1
2n
n
∑
j=−n+1
[
tr
(
f
(∆ )
Y (ω j,ϑ)
−1In(ω j)
)
+ log
(
det
(
f
(∆ )
Y (ω j,ϑ)
))]
, ϑ ∈Θ ,
with ω j =
pi j
n
for j =−n+ 1, . . . ,n and the Whittle estimator is
ϑ̂
(∆ )
n := argmin
ϑ∈Θ
Wn(ϑ).
In the definition of the Whittle function it is also possible to replace the term log(det( f
(∆ )
Y (ω j,ϑ))) by
log(detV (∆ )(ϑ)) whereV (∆ )(ϑ) is the covariance matrix of the one-step linear prediction error. Therefore,
if the covariance matrix V (∆ )(ϑ) of the linear prediction error does not depend on ϑ , we can neglect the
penalty term log(detV (∆ )(ϑ)) completely since it is constant for all ϑ . However, in the case of state space
models, V (∆ )(ϑ) depends on ϑ and has to be computed additionally (cf. Proposition 1). Conversely, for
VARMA models, V (∆ )(ϑ) is the covariance matrix of the white noise. Hence, the Whittle function for
VARMA models with penalty function log(detV (∆ )(ϑ)) in Dunsmuir and Hannan (1976) differs from our
Whittle function. That paper is also one of the few papers using the Whittle estimator for the estimation of
a multivariate model.
Empirical spectral processes indexed by a class of functions are applied to derive the asymptotic proper-
ties of frequency domain estimators as the Whittle estimator. The asymptotic behavior of empirical spectral
processes is very well investigated but unfortunately the known results cannot be utilized to our setting. The
empirical spectral process theory usually requires some exponential inequality and therefore some stronger
model assumptions are necessary. For example,Mikosch and Norvaiša (1997) investigate empirical spectral
processes for linear models with i.i.d. (independent and identically distributed) noise having finite fourth
moments; similarly Dahlhaus and Polonik (2009). Dahlhaus (1988) assumes some exponential moment
condition for the stationary time series model and Dahlhaus and Polonik (2006) study Gaussian locally
stationary processes. The recent paper of Bardet et al. (2008) assumes some weak dependence on the sta-
tionary time series and that the one-step linear prediction error variance, which corresponds to the variance
of the white noise in the ARMA representation of the discrete sampled process, does not depend on the
model parameters. However, in our case, the parameters of (A,B,C) affect this variance. Whittle estima-
tion for continuous-time fractionally integrated CAR processes, where the driving process is a fractionally
Brownian motion, is studied in Tsai and Chan (2005). But essential for the proofs in that paper is again that
the driving process is Gaussian such that the techniques cannot be used for Lévy driven models. Moreover,
all of these papers only analyze univariate models, whereas we consider a multivariate model.
The paper is structured in the following way.We start by stating the basic facts on discrete-time sampled
linear state space models in Section 2. Then, the main results of this paper are presented. In Section 3,
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we derive the consistency and the asymptotic normality of the Whittle estimator. Interesting is that for
non-Gaussian state space models the limit covariance matrix of the Whittle estimator differs from the
covariance matrix in the Gaussian case. As a contrast to Whittle estimation for VARMA models, this
confirms that for the proofs standard techniques cannot be applied as well. An advantage of the Whittle
estimator over the quasi-maximum likelihood estimator of Schlemm and Stelzer (2012a) is that we have an
analytic representation of the limit covariancematrix which can be used for the determination of confidence
bands. For the proof of the asymptotic normality of the Whittle estimator we show as well the asymptotic
normality of the integrated periodogram. This result lays the basis for goodness of fit tests for state space
models which can be written as continuous functionals of the integrated periodogramas, e.g., the Grenander
and Rosenblatt test or Bartlett’s test for the integrated periodogram, Bartlett’s Tp test or the Cramér-von
Mises test (cf. Priestley (1981)), and is topic of some future research. Furthermore, results of this type
are typically used for bootstraps in the frequency domain. In Section 4, we motivate the definition of
the adjusted Whittle estimator, which works only for univariate state space models with d = m = 1, and
present the consistency and the asymptotic normality for this estimator as well. Finally, the applicability
of the Whittle and the adjusted Whittle estimator is demonstrated through a simulation study in Section 5
and compared to the quasi maximum likelihood estimator of Schlemm and Stelzer (2012a). for the Whittle
estimator, the detailed proofs are given in Section 6 and since the proofs for the adjusted Whittle estimator
are very similar, they are moved to Section 7 in the Supplementary Material. Some further simulation
studies are presented there as well.
Notation
For some matrix A, tr(A) stands for the trace of A, det(A) for its determinant, A⊤ for its transpose and
AH for the transposed complex conjugated matrix. Further, A[i, j] denotes the (i, j)-th component of A.
We write vec(A) for the vectorization of A and A⊗B for the Kronecker product of A and B where B is
any matrix. The N-dimensional identity matrix is denoted as IN . For a matrix function g(ϑ) in R
m×s with
ϑ in Rr the gradient with respect to the parameter vector ϑ is denoted by ∇ϑg(ϑ) =
∂ vec(g(ϑ ))
∂ϑ ∈ Rms×r
and ∇ϑg(ϑ0) is the shorthand for ∇ϑg(ϑ)|ϑ=ϑ0 . If g : Rr → R, then ∇2ϑg(ϑ) ∈ Rr×r denotes the Hessian
matrix of g(ϑ). For the real and the imaginary part of a complex valued z, we use the notation ℜ(z) and
ℑ(z), respectively. Throughout the article, ‖·‖ denotes an arbitrary sub-multiplicative matrix norm. Finally,
C> 0 is a constant which may change from line to line.
2 Preliminaries
Let Θ ⊂ Rr be a parameter space, and suppose that for any ϑ ∈Θ , A(ϑ) ∈ RN×N has eigenvalues with
strictly negative real parts, B(ϑ) ∈ RN×d , C(ϑ) ∈ Rm×N and L(ϑ) := (Lt(ϑ))t∈R is an Rd-valued Lévy
process with existing covariance matrix ΣL(ϑ). A two-sided Lévy process can be constructed from two
independent one-sided Lévy processes (L
(1)
t (ϑ))t≥0 and (L
(2)
t (ϑ))t≥0 through Lt(ϑ) = L
(1)
t (ϑ)1{t≥0}−
lims↑−t L
(2)
s (ϑ)1{t<0}. Details on Lévy processes can be found in Sato (1999). The stationary solution of
the state space model
Yt(ϑ) =C(ϑ)Xt(ϑ) and dXt(ϑ) = A(ϑ)Xt(ϑ)dt+B(ϑ)dLt(ϑ), t ≥ 0,
has the representation
Yt(ϑ) =C(ϑ)Xt(ϑ) and Xt(ϑ) =
∫ t
−∞
eA(ϑ )(t−s)B(ϑ)dLs(ϑ), t ≥ 0.
The true parameter of the output processY of our observationsY∆ , . . . ,Yn∆ is denoted by ϑ0 and is supposed
to be in Θ . Since we only observe the output process of the state space model at discrete time points
with distance ∆ > 0, we are interested in the probabilistic properties of Y (∆ )(ϑ) := (Y
(∆ )
k (ϑ))k∈N0 :=
(Yk∆ (ϑ))k∈N0 as well. The discrete-time process Y
(∆ )(ϑ) has the discrete-time state space representation
Y
(∆ )
k (ϑ) =C(ϑ)X
(∆ )
k (ϑ) and X
(∆ )
k (ϑ) = e
A(ϑ )∆X
(∆ )
k−1(ϑ)+N
(∆ )
k (ϑ), k ∈ N0,
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where
N
(∆ )
k (ϑ) =
∫ k∆
(k−1)∆
eA(ϑ )(k∆−u)B(ϑ)dLu(ϑ), k ∈N0,
is an i.i.d. sequence with mean zero and covariance matrix
Σ
(∆ )
N (ϑ) =
∫ ∆
0
eA(ϑ )uB(ϑ)ΣL(ϑ)B(ϑ)
⊤eA(ϑ )
⊤udu
(see Schlemm and Stelzer (2012a), Proposition 3.6). Furthermore, Y (∆ )(ϑ) has the vector MA(∞) repre-
sentation
Y
(∆ )
k (ϑ) =
∞
∑
j=0
Φ j(ϑ)N
(∆ )
k− j(ϑ), k ∈N0,
where Φ j(ϑ) =C(ϑ)e
A(ϑ )∆ j ∈Rm×N . Defining Φ(z,ϑ) := ∑∞j=0 Φ j(ϑ)z j , z ∈C, an application of Brock-
well and Davis (1991), Theorem 11.8.3, gives the spectral density
f
(∆ )
Y (ω ,ϑ) =
1
2pi
Φ(e−iω ,ϑ)Σ (∆ )N (ϑ)Φ(e
iω ,ϑ)⊤ (7)
=
1
2pi
C(ϑ)
(
eiω IN− eA(ϑ )∆
)−1
Σ
(∆ )
N (ϑ)
(
e−iω IN− eA(ϑ )⊤∆
)−1
C(ϑ)⊤, ω ∈ [−pi ,pi ],
of Y (∆ )(ϑ). For better readability, we will omit the true parameter ϑ0 whenever possible and write
Y
(∆ )
k ,X
(∆ )
k , f
(∆ )
Y (·), . . . instead of Y (∆ )k (ϑ0),X
(∆ )
k (ϑ0), f
(∆ )
Y (·,ϑ0), . . ..
To define the adjusted Whittle estimator and for the proof of the consistency of the Whittle estimator
we introduce the linear innovations of Y (∆ )(ϑ).
Definition 1 The linear innovations ε(∆ )(ϑ) := (ε
(∆ )
k (ϑ))k∈N of Y
(∆ )(ϑ) are defined by
ε
(∆ )
k (ϑ) = Y
(∆ )
k (ϑ)−Prk−1(ϑ)Y
(∆ )
k (ϑ), where
Prk(ϑ) = orthogonal projection onto Mk(ϑ) := span{Y (∆ )ν (ϑ) :−∞ < ν ≤ k},
where the closure is taken in the Hilbert space of random vectors with square-integrable components and
inner product (X ,Y )→ E[X⊤Y] .
Adjusted to our notation, Proposition 2.1 of Schlemm and Stelzer (2012a) gives the following repre-
sentation of the linear innovations of Y (∆ )(ϑ).
Proposition 1 Suppose that the eigenvalues of A(ϑ) have strictly negative real parts and ΣL(ϑ) is positive
definite. Then, the following holds:
(a) The Riccati equation
Ω (∆ )(ϑ) = eA(ϑ )∆ Ω (∆ )(ϑ)
(
eA(ϑ )∆
)⊤
+Σ
(∆ )
N (ϑ)
−
(
eA(ϑ )∆ Ω (∆ )(ϑ)C(ϑ)⊤
)(
C(ϑ)Ω (∆ )(ϑ)C(ϑ)⊤
)−1(
eA(ϑ )∆ Ω (∆ )(ϑ)C(ϑ)⊤
)⊤
has a unique positive semidefinite solution Ω (∆ )(ϑ).
(b) Let
K(∆ )(ϑ) =
(
eA(ϑ )∆ Ω (∆ )(ϑ)C(ϑ)⊤
)(
C(ϑ)Ω (∆ )(ϑ)C(ϑ)⊤
)−1
be the Kalman gain matrix. Furthermore, define the polynomial Π as
Π(z,ϑ) := Π (∆ )(z,ϑ) :=
(
Im−C(ϑ)
(
IN− (eA(ϑ )∆ −K(∆ )(ϑ)C(ϑ))z
)−1
K(∆ )(ϑ)z
)
.
Then, the linear innovations are
ε
(∆ )
k (ϑ) = Π(B,ϑ)Y
(∆ )
k (ϑ), k ∈ N.
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Furthermore, the absolute value of any eigenvalue of eA(ϑ )∆ −K(∆ )(ϑ)C(ϑ) is less than one and
Y (∆ )(ϑ) has the moving average representation
Y
(∆ )
k (ϑ) = ε
(∆ )
k (ϑ)+C(ϑ)
∞
∑
j=1
(
eA(ϑ )∆
) j−1
K(∆ )(ϑ)ε
(∆ )
k− j(ϑ) =: Π
−1(B,ϑ)ε(∆ )k (ϑ). (8)
(c) The covariance matrix V (∆ )(ϑ) of the linear innovations ε(∆ )(ϑ) has the representation V (∆ )(ϑ) =
C(ϑ)Ω (∆ )(ϑ)C(ϑ)⊤. If Ω (∆ )(ϑ) is positive definite and C(ϑ) has full rank, V (∆ )(ϑ) is invertible.
Note that tr(V (∆ )(ϑ)) =minX∈Mk−1(ϑ )E[(Y
(∆ )
k (ϑ)−X)⊤(Y
(∆ )
k (ϑ)−X)]. An application of Brockwell and
Davis (1991), Theorem 11.8.3, and (8) yield the representation
f
(∆ )
Y (ω ,ϑ) = Π
−1(e−iω ,ϑ)
V (∆ )(ϑ)
2pi
Π−1(eiω ,ϑ)⊤, ω ∈ [−pi ,pi ], (9)
for the spectral density of Y (∆ )(ϑ).
3 The Whittle estimator
3.1 Consistency of the Whittle estimator
Assumption A For all ϑ ∈Θ the following holds:
(A1) The parameter space Θ is a compact subset of Rr.
(A2) L(ϑ) = (Lt(ϑ))t∈R is a centered Lévy process with positive definite covariance matrix ΣL(ϑ).
(A3) The eigenvalues of A(ϑ) have strictly negative real parts.
(A4) The functions ϑ 7→ ΣL(ϑ), ϑ 7→ A(ϑ), ϑ 7→ B(ϑ) and ϑ 7→C(ϑ) are continuous. In addition,
C(ϑ) has full rank.
(A5) The linear state space model (A(ϑ),B(ϑ),C(ϑ),L(ϑ)) is minimal with McMillan degree N, i.e.,
there exist no integer N˜ < N and matrices A˜ ∈ RN˜×N˜ , B˜ ∈ RN˜×d and C˜ ∈ Rm×N˜ with
C(ϑ)(zIN −A(ϑ))−1B(ϑ) = C˜(zIN˜ − A˜)−1B˜ for all z ∈R.
(A6) For any ϑ1,ϑ2 ∈ Θ with ϑ1 6= ϑ2 there exists an ω ∈ [−pi ,pi ] such that fY (ω ,ϑ1) 6= fY (ω ,ϑ2),
where fY (ω ,ϑ) is the spectral density of Y (ϑ).
(A7) The spectrum of A(ϑ) ∈RN×N is a subset of {z ∈C :− pi∆ < ℑ(z)< pi∆ }.
Remark 1
(a) Note that Assumptions (A2) and (A3) allow us to calculate the linear innovations. Furthermore, the
covariance matrix V (∆ )(ϑ) of the linear innovations is non-singular (cf. Lemma 3.14 in Schlemm and
Stelzer (2012a)).
(b) Theorem 2.3.4 in Hannan and Deistler (1988) shows that (A5) guarantees the uniqueness of the state
space representation (A(ϑ),B(ϑ),C(ϑ),L(ϑ)) up to a change of basis. Hence, (A5) reduces redundan-
cies in the continuous-time model. In addition, Schlemm and Stelzer (2012a), Theorem 3.13, proved
that Assumptions (A2)–(A7) provide ∆ -identifiability of the collection of output processes (Y (ϑ),ϑ ∈
Θ), i.e., for fixed ∆ > 0 and arbitrary ϑ1,ϑ2 ∈ Θ with ϑ1 6= ϑ2, there exists an ω ∈ [−pi ,pi ] with
f
(∆ )
Y (ω ,ϑ1) 6= f (∆ )Y (ω ,ϑ2).
(c) Assumptions (A2) and (A5) imply that Σ
(∆ )
N (ϑ) has full rank.
(d) Under Assumption A and representation (7) of the spectral density, the inverse f
(∆ )
Y (ω ,ϑ)
−1 of the
spectral density exists and the mapping (ϑ ,ω) 7→ f (∆ )Y (ω ,ϑ)−1 is continuous.
We start to prove some auxiliary results which we need for the proof of the consistency of Whittle‘s esti-
mator. The following proposition states that the Whittle functionWn converges almost surely uniformly.
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Proposition 2 Let Assumptions (A1)–(A4) hold and
W (ϑ) :=
1
2pi
∫ pi
−pi
tr
(
f
(∆ )
Y (ω ,ϑ)
−1 f (∆ )Y (ω)
)
+ log
(
det
(
f
(∆ )
Y (ω ,ϑ)
))
dω , ϑ ∈Θ .
Then,
sup
ϑ∈Θ
|Wn(ϑ)−W(ϑ)| n→∞−→ 0 P-a.s.
Obviously, it is necessary that ϑ0 is a global minimum of W to guarantee the consistency of the Whittle
estimator.
Proposition 3 Let Assumptions (A1)–(A4) and (A6) hold. Then, W has a unique global minimum in ϑ0.
The proof is based on an alternative representation of W . Namely, the function W is exactly the limit
function of the quasi maximum likelihood estimator of Schlemm and Stelzer (2012a).
Lemma 1 Let Assumptions (A1)–(A4) hold and let ξ
(∆ )
k (ϑ) = Π(B,ϑ)Y
(∆ )
k with Π(z,ϑ) as given in
Proposition 1. Furthermore, define
L (ϑ) := E
[
tr
(
ξ
(∆ )
1 (ϑ)
⊤V (∆ )(ϑ)−1ξ (∆ )1 (ϑ)
)]
+ log(det(V (∆ )(ϑ)))−m log(2pi), ϑ ∈Θ .
Then, W (ϑ) = L (ϑ) for ϑ ∈Θ .
Finally, we are able to state the first main result of this paper, which gives the consistency of the Whittle
estimator.
Theorem 1 Let Assumption A hold. Then, as n→ ∞,
ϑ̂
(∆ )
n
a.s.−→ ϑ0.
3.2 Asymptotic normality of the Whittle estimator
For the asymptotic normality of the Whittle estimator some further assumptions are required.
Assumption B
(B1) The true parameter value ϑ0 is in the interior of Θ .
(B2) E‖L1‖4 < ∞.
(B3) The functions ϑ 7→ A(ϑ), ϑ 7→ B(ϑ), ϑ 7→C(ϑ) and ϑ 7→ ΣL(ϑ) are three times continuously
differentiable.
(B4) For any c ∈ Cr, there exists an ω∗ ∈ [−pi ,pi ] such that ∇ϑ f (∆ )Y (ω∗,ϑ0)c 6= 0m2 .
Remark 2 Due to representation (7) of the spectral density, under Assumption A and (B3) the mapping
ϑ 7→ f (∆ )Y (ω ,ϑ) is three times continuously differentiable.
The proof of the asymptotic normality of the Whittle estimator is based on a Taylor expansion of ∇ϑWn
around ϑ̂
(∆ )
n in ϑ0, i.e.,
√
n [∇ϑWn(ϑ0)] =
√
n
[
∇ϑWn(ϑ̂
(∆ )
n )
]
−√n(ϑ̂ (∆ )n −ϑ0)⊤
[
∇2ϑWn(ϑ
∗
n )
]
(10)
for an appropriate ϑ ∗n ∈Θ with ‖ϑ ∗n −ϑ0‖ ≤ ‖ϑ̂ (∆ )n −ϑ0‖. Since ϑ̂ (∆ )n minimizesWn and converges almost
surely to ϑ0, which is in the interior of Θ (Assumption (B1)), ∇ϑWn(ϑ̂
(∆ )
n ) = 0. Hence, in the case of an
invertible matrix ∇2ϑWn(ϑ
∗
n ) we can rewrite (10) and obtain
√
n(ϑ̂
(∆ )
n −ϑ0)⊤ =−
√
n [∇ϑWn(ϑ0)]
[
∇2ϑWn(ϑ
∗
n )
]−1
. (11)
Therefore, we receive the asymptotic normality of the Whittle estimator from the asymptotic behavior of
the individual components in (11). First, we investigate the asymptotic behavior of the Hessian matrix
∇2ϑWn(ϑ
∗
n ).
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Proposition 4 Let Assumptions (A1)–(A4) and (B3) hold and
Σ∇2W =
1
2pi
∫ pi
−pi
∇ϑ f
(∆ )
Y (−ω ,ϑ0)⊤
[
f
(∆ )
Y (−ω)−1⊗ f (∆ )Y (ω)−1
]
∇ϑ f
(∆ )
Y (ω ,ϑ0)dω . (12)
Furthermore, let (ϑ ∗n )n∈N be a sequence in Θ with ϑ ∗n
a.s.−→ ϑ0 as n→ ∞. Then, as n→ ∞,
∇2ϑWn(ϑ
∗
n )
a.s.−→ Σ∇2W .
Further, we require that for large n the random matrix ∇2ϑWn(ϑ
∗
n ) is invertible. Therefore, we show the
positive definiteness of the limit matrix Σ∇2W .
Lemma 2 Let Assumptions A and (B4) hold. Then, Σ∇2W is positive definite.
Remark 3 For Gaussian state space processes
J =
[
2E
[(
∂
∂ϑi
ε
(∆ )
1 (ϑ0)
)
T
V (∆ )−1
(
∂
∂ϑ j
ε
(∆ )
1 (ϑ0)
)]
+ tr
((
∂
∂ϑi
V (∆ )(ϑ0)
)
V (∆ )−1
(
∂
∂ϑ j
V (∆ )(ϑ0)
)
V (∆ )−1
)]
i, j=1,...,r
is the Fisher information matrix (cf. Schlemm and Stelzer (2012a)). SinceW (ϑ) =L (ϑ) due to Lemma 1,
and ∇ϑ f
(∆ )
Y (ω ,ϑ) is uniformly bounded by an integrated dominant, we get by some straightforward ap-
plications of dominated convergence and some arguments of the proof of Schlemm and Stelzer (2012a),
Lemma 2.17, that
J[i, j] = limn→∞E
[
∂
∂ϑi
∂
∂ϑ j
Ln(ϑ0)
]
= ∂∂ϑi
∂
∂ϑ j
limn→∞E[Ln(ϑ0)]
= ∂∂ϑi
∂
∂ϑ j
W (ϑ0) = limn→∞E
[
∂
∂ϑi
∂
∂ϑ j
Wn(ϑ0)
]
= Σ∇2W [i, j],
where Ln(ϑ) is the quasi-Gaussian likelihood function. Furthermore, Schlemm and Stelzer (2012a),
Lemma 2.17, show that if Assumption A holds and if there exists an j0 ∈N such that the (( j0+2)m2)× r-
matrix
∇

[
I j0+1⊗K(∆ )(ϑ0)⊤⊗C(ϑ0)
][(
vec
(
eIN∆
))⊤(
vec
(
eA(ϑ0)∆
))⊤
· · ·
(
vec
(
eA
j(ϑ0)∆
))⊤]⊤
vec
(
V (∆ )(ϑ0)
)

has rank r, then the matrix J is positive definite. Thus, our assumption (B4) can be replaced by this condi-
tion.
Next, we investigate the asymptotic behavior of the second term in (11). Since the components of the
score ∇ϑWn(ϑ0) can be written as an integrated periodogram, we first derive the asymptotic behavior of
the integrated periodogram and state the asymptotic normality afterwards.
Proposition 5 Let Assumptions (A2)–(A4) and (B2) hold. Suppose η : [−pi ,pi ]→ Cm×m is a symmetric
matrix-valued continuous function with Fourier coefficients (fu)u∈Z satisfying
∑∞u=−∞ ‖fu‖|u|1/2 < ∞. Then, as n→ ∞,
1
2
√
n
n
∑
j=−n+1
tr
(
η(ω j)In(ω j)−η(ω j) f (∆ )Y (ω j)
)
D−→N (0,Ση ),
where
Ση =
1
pi
∫ pi
−pi
tr
(
η(ω) f
(∆ )
Y (ω)η(ω) f
(∆ )
Y (ω)
)
dω +
1
16pi4
∫ pi
−pi
vec
(
Φ(e−iω )⊤η(ω)⊤Φ(eiω )
)⊤
dω(
E
[
N
(∆ )
1 N
(∆ )⊤
1 ⊗N(∆ )1 N(∆ )⊤1
]
− 3Σ (∆ )N ⊗Σ (∆ )N
)∫ pi
−pi
vec
(
Φ(eiω )⊤η(ω)Φ(e−iω )
)
dω .
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The asymptotic behavior of the integrated periodogram is interesting for its own. It can be modified
to derive goodness of fit tests for state space models which are continuous functionals of the integrated
periodogram (cf. Priestley (1981)).
Remark 4 Let the driving Lévy process be a Brownian motion. Since the fourth moment of a centered nor-
mal distribution is equal to three times its second moment and N
(∆ )
1
D∼N (0,Σ (∆ )N ), we get E[N(∆ )1 N(∆ )⊤1 ⊗
N
(∆ )
1 N
(∆ )⊤
1 ] = 3Σ
(∆ )
N ⊗Σ (∆ )N . Therefore, the matrix Ση in Proposition 5 reduces to
Ση =
1
pi
∫ pi
−pi
tr
(
η(ω) f
(∆ )
Y (ω)η(ω) f
(∆ )
Y (ω)
)
dω ,
which is for m= 1 equal to Ση =
1
pi
∫ pi
−pi η(ω)
2 f
(∆ )
Y (ω)
2dω .
Finally, we obtain the asymptotic behavior of the score function.
Proposition 6 Let Assumptions (A2)–(A4) and (B2)–(B3) hold. Define
Σ∇W =
1
pi
∫ pi
−pi
∇ϑ f
(∆ )
Y (−ω ,ϑ0)⊤
[
f
(∆ )
Y (−ω)−1⊗ f (∆ )Y (ω)−1
]
∇ϑ f
(∆ )
Y (ω ,ϑ0)dω
+
1
16pi4
[∫ pi
−pi
[
Φ(eiω )⊤ f (∆ )Y (ω)
−1⊗Φ(e−iω)⊤ f (∆ )Y (−ω)−1
]
∇ϑ f
(∆ )
Y (−ω ,ϑ0)dω
]⊤
·
[
E
[
N
(∆ )
1 N
(∆ )⊤
1 ⊗N(∆ )1 N(∆ )⊤1
]
− 3Σ (∆ )N ⊗Σ (∆ )N
]
·
[∫ pi
−pi
[
Φ(e−iω )⊤ f (∆ )Y (−ω)−1⊗Φ(eiω)⊤ f (∆ )Y (ω)−1
]
∇ϑ f
(∆ )
Y (ω ,ϑ0)dω
]
. (13)
Then, as n→ ∞, √
n [∇ϑWn(ϑ0)]
D−→N (0,Σ∇W ).
Now, we are able to present the main result of this paper, the asymptotic normality of the Whittle
estimator.
Theorem 2 Let Assumptions A and B hold. Furthermore, let Σ∇W be defined as in (13) and Σ∇2W be
defined as in (12). Then, as n→ ∞,
√
n
(
ϑ̂
(∆ )
n −ϑ0
)
D−→N (0,ΣW ),
where ΣW has the representation ΣW = [Σ∇2W ]
−1Σ∇W [Σ∇2W ]
−1.
In contrast to the quasi maximum likelihood estimator of Schlemm and Stelzer (2012a), the limit covari-
ance matrix of the Whittle estimator has an analytic representation. It can be used for the calculation of
confidence bands.
Remark 5 We want to compare our outcome with an analogue result for stationary discrete-time
VARMA(p,q) processes (Zn)n∈N of the form (3) with finite fourth moments. In our setting we have the
drawback that the autoregressive and the moving average polynomial influence the covariance matrix Σ
(∆ )
N
of (N
(∆ )
k )k∈N0 . In the setting of stationary VARMA(p,q) processes of Dunsmuir and Hannan (1976) the
covariance matrix Σe of the white noise (en)n∈Z is not affected by the AR and MA polynomials. It was
shown in Dunsmuir and Hannan (1976) that under very general assumptions for d = m the resulting limit
covariance matrix of the Whittle estimator for the VARMA parameters has the representation
ΣVARMAW =
[
1
4pi
∫ pi
−pi
∇ϑ fZ(−ω ,ϑ0)⊤
[
fZ(−ω)−1⊗ fZ(ω)−1
]
∇ϑ fZ(ω ,ϑ0)dω
]−1
= 2 · [ΣVARMA∇2W ]−1,
which is simpler than our ΣW . This can be traced back to Σ
VARMA
∇W = 2 ·ΣVARMA∇2W , which is motivated on
p. 26. In particular, for a Gaussian VARMAmodel, ΣVARMAW is the inverse of the Fisher information matrix.
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Remark 6
(a) Let the driving Lévy process be a Brownian motion. Due to Remark 4, the matrix Σ∇W reduces to
Σ∇W =
1
pi
∫ pi
−pi
∇ϑ f
(∆ )
Y (−ω ,ϑ0)⊤
[
f
(∆ )
Y (−ω)−1⊗ f (∆ )Y (ω)−1
]
∇ϑ f
(∆ )
Y (ω ,ϑ0)dω = 2 · [Σ∇2W ]−1,
and hence, ΣW = 2 · [Σ∇W ]−1 is the inverse of the Fisher information matrix and corresponds to ΣVARMAW
as in the previously mentioned discrete-time VARMA setting.
(b) Let d = m = N and C(ϑ) = Im. Then, the state space model is a multivariate Ornstein-Uhlenbeck
process (MCAR(1) process). In this example, Σ∇W = 2 · [Σ∇2W ]−1 holds as well. Because of Φ(z,ϑ) =
∑∞j=0 e
A(ϑ )∆ jz j = (1− eA(ϑ )∆ z)−1 = Π−1(z,ϑ), the arguments are very similar to the arguments for
VARMA models in Remark 5.
4 The adjusted Whittle estimator
In the following, we solely consider state space models where Y and L are one-dimensional, i.e., A ∈
RN×N , B ∈ RN×1 and C ∈ R1×N . This includes, in particular, univariate CARMA processes, see, e.g.,
Brockwell and Lindner (2009); Brockwell (2014) for the explicit definition and existence criteria. Further,
we assume that the variance parameter σ2L of the driving Lévy process does not depend on ϑ and has not to
be estimated. In this context, we consider an adjustedWhittle estimator which takes into account that we do
not have to estimate the variance. Such adjusted Whittle estimators are useful for the estimation of heavy
tailed CARMA models with infinite variance. For example, Mikosch et al. (1995) estimate the parameters
of ARMA models in discrete time whose noise has a symmetric stable distribution. In some future work
we will investigate such an adjusted Whittle estimator for heavy tailed models as well.
Now, theWhittle function is adapted in a way which makes it independent of the variance of the driving
Lévy process. Therefore, we use the representation of the spectral density in (9). Although the variance σ2L
goes linearly in Ω (∆ )(ϑ) and V (∆ )(ϑ), both K(∆ )(ϑ) and Π(z,ϑ) do not depend on σ2L anymore. The
second summand of the Whittle functionWn is removed and the first term is adjusted so that we obtain the
adjusted Whittle function
W
(A)
n (ϑ) =
pi
n
n
∑
j=−n+1
|Π(eiω j ,ϑ)|2In(ω j) = V
(∆ )(ϑ)
2n
n
∑
j=−n+1
f
(∆ )
Y (ω j,ϑ)
−1In(ω j).
The corresponding minimizer
ϑ̂
(∆ ,A)
n = argmin
ϑ∈Θ
W
(A)
n (ϑ)
is the adjusted Whittle estimator.
4.1 Consistency of the adjusted Whittle estimator
Since the estimation procedure is different to that of the previous sections, we have to adjust Assumption A.
Assumption A˜ Let Assumptions (A1)–(A5) and (A7) hold. Furthermore, assume
(A˜6) For any ϑ1, ϑ2 ∈Θ , ϑ1 6= ϑ2, there exists some z ∈ C with |z|= 1 and Π(z,ϑ1) 6= Π(z,ϑ2).
It is needless to say that conditions as those for the function ϑ → σ2L are fulfilled naturally. In addition
to Remark 1, which remains mostly applicable, we stress that, under Assumption A˜, Π−1 as defined in (8)
exists for all ϑ ∈Θ and that the mapping (ω ,ϑ)→ Π−1(eiω ,ϑ) is continuous.
Theorem 3 Let Assumption A˜ hold. Then, as n→ ∞,
ϑ̂
(∆ ,A)
n
a.s.−→ ϑ0.
The proof follows the same steps as the proof for the consistency of the Whittle estimator in Theorem 1.
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4.2 Asymptotic normality of the adjusted Whittle estimator
For the asymptotic normality of the adjusted Whittle estimator we have to adapt Assumption B.
Assumption B˜ Let Assumptions (B1)-(B3) hold. Furthermore, assume
(B˜4) For any c ∈Cr there exists an ω∗ ∈ [−pi ,pi ] such that ∇ϑ |Π(eiω∗ ,ϑ0)|−2c 6= 0.
Remark 7 Under Assumption A˜ and Assumption B˜ the mappingϑ →Π(eiω ,ϑ) is three times continuously
differentiable. Similarly to Lemma 2, (B˜4) guarantees the invertibility of
Σ∇2W (A) :=
V (∆ )
2pi
∫ pi
−pi
∇ϑ log
(|Π(eiω ,ϑ0)|−2)⊤∇ϑ log(|Π(eiω ,ϑ0)|−2)dω . (14)
Theorem 4 Let Assumption A˜ and B˜ hold. Further, let Σ∇2W (A) be defined as in (14) and
Σ∇W (A) =
V (∆ )2
pi
∫ pi
−pi
∇ϑ log
(|Π(eiω ,ϑ0)|−2)⊤∇ϑ log(|Π(eiω ,ϑ0)|−2)dω
+
1
4pi2
[∫ pi
−pi
∇ϑ |Π(eiω ,ϑ0)|2⊤
[
Φ(eiω )⊗Φ(e−iω)]dω]
·
[
E
[
N
(∆ )
1 N
(∆ )⊤
1 ⊗N(∆ )1 N(∆ )⊤1
]
− 3Σ (∆ )N ⊗Σ (∆ )N
]
·
[∫ pi
−pi
∇ϑ |Π(eiω ,ϑ0)|2⊤
[
Φ(e−iω)⊗Φ(eiω)]dω]⊤.
Then, as n→ ∞,
√
n
(
ϑ̂
(∆ ,A)
n −ϑ0
)
D−→N (0,Σ
W (A)
),
where ΣW (A) has the representation ΣW (A) = [Σ∇2W (A) ]
−1Σ∇W (A) [Σ∇2W (A) ]
−1.
Remark 8 For the one-dimensional CAR(1) (Ornstein-Uhlenbeck) process, for which m= d = N = 1 and
C(ϑ) = B(ϑ) = 1 holds, the limit covariance matrix Σ
W (A)
of Theorem 4 reduces due to Remark 9 in the
Supplementary Material and Theorem 3’’’, Chapter 3, of Hannan (2009) to
Σ
W (A)
= 4pi
[∫ pi
−pi
∇ϑ log
(|Π(eiω ,ϑ0)|−2)⊤∇ϑ log(|Π(eiω ,ϑ0)|−2)dω]−1
= 4pi
[∫ pi
−pi
∇ϑ log( f
(∆ )
Y (ω ,ϑ0))
⊤∇ϑ log( f
(∆ )
Y (ω ,ϑ0))dω
− 1
2pi
(∫ pi
−pi
∇ϑ log( f
(∆ )
Y (ω ,ϑ0))dω
)⊤(∫ pi
−pi
∇ϑ log( f
(∆ )
Y (ω ,ϑ0))dω
)]−1
.
Due to Remark 6 (b)
ΣW = 2 · [Σ∇2W ]−1 = 4pi
[∫ pi
−pi
∇ϑ log( f
(∆ )
Y (ω ,ϑ0))
⊤∇ϑ log( f
(∆ )
Y (ω ,ϑ0))dω
]−1
and hence, ΣW (A) ≥ ΣW . Thus, the adjusted Whittle estimator has a higher variance than the Whittle es-
timator. Let ϑ0 < 0 be the zero of the AR polynomial in the CAR(1) model, i.e., A(ϑ0) = ϑ0. Simple
calculations show that Σ
W (A)
= e−2ϑ0 − 1 which is equal to the asymptotic variance of the maximum like-
lihood estimator of Brockwell and Lindner (2019). However, it is not possible to make this conclusion for
general CARMA processes. There exist CARMA processes for which the adjusted Whittle estimator has a
different asymptotic variance than the maximum likelihood estimator of Brockwell and Lindner (2019).
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5 Simulation
In this section, we show the practical applicability of the Whittle and the adjusted Whittle estimator. We
simulate continuous-time state space models with an Euler-Maruyama scheme for differential equations
with initial value X(0) = Y (0) = 0 and step size 0.01. Using ∆ = 1 and the interval [0,500], we there-
fore get n1 = 500 discrete observations. Furthermore, we investigate how the results change qualitatively
when we consider the intervals [0,2000] and [0,5000], which imply n2 = 2000 and n3 = 5000 observa-
tions, respectively. In each sample, we use 500 replicates. We investigate the estimation procedure based
on two different driving Lévy processes. Since the Brownian motion is the most common Lévy process,
we examine Whittle‘s estimation based on a Brownian motion. As a second case, we analyze the perfor-
mance based on a bivariate normal-inverse Gaussian (NIG) Lévy process, which is often used in modeling
stochastic volatility or stock returns, see Barndorff-Nielsen (1997). The resulting increments of this process
are characterized by the density
f (x,µ ,α,β ,δNIG,∆NIG) =
δNIG
2pi
(1+αg(x))
g(x)3
exp(δNIGκ +β
⊤x−αg(x)), x ∈R2,
with
g(x) =
√
δ 2NIG+ 〈x− µ ,∆NIG(x− µ)〉, κ2 = α2−〈β ,∆NIGβ 〉> 0.
Thereby, β ∈ R2 is a symmetry parameter, δNIG ≥ 0 is a scale parameter and the positive definite matrix
∆NIG models the dependency between the two components of the bivariate Lévy process (Lt)t∈R. We set
µ = −(δNIG∆NIGβ )/κ to guarantee that the resulting Lévy process is centered, see, e.g., Øigård et al.
(2005) or Barndorff-Nielsen (1997) for more details. For better comparability of the Brownian motion case
and the NIG Lévy process case, we choose the parameters of the NIG Lévy process in a way that the
resulting covariance matrices of the Lévy processes are the same.
The performances of the Whittle and the adjusted Whittle estimator are compared with the well known
quasi maximum likelihood estimator (QMLE) presented in Schlemm and Stelzer (2012a). The assump-
tions concerning the QMLE of Schlemm and Stelzer (2012a) are the same as ours. Therefore, the Echelon
canonical form given in Schlemm and Stelzer (2012a), Section 4, is used as parametrization (cf. Guidorzi
(1975)) which is standard for state space and VARMA models (cf. Hannan and Deistler (1988)). In partic-
ular, Assumptions (A1)–(A7) and (B1)–(B3) are satisfied.
In the multivariate setting, we consider bivariate MCARMA(2,1) processes of the form
dXt(ϑ) = A(ϑ)Xt(ϑ)dt+B(ϑ)dLt(ϑ) and Yt(ϑ) =C(ϑ)Xt(ϑ), t ≥ 0,
with
A(ϑ) =
ϑ1 ϑ2 00 0 1
ϑ3 ϑ4 ϑ5
 , B(ϑ) =
 ϑ1 ϑ2ϑ6 ϑ7
ϑ3+ϑ5ϑ6 ϑ6+ϑ5ϑ7
 ,
C(ϑ) =
(
1 0 0
0 1 0
)
, ΣL(ϑ) =
(
ϑ8 ϑ9
ϑ9 ϑ10
)
.
This parametrization is given in Table 1 of Schlemm and Stelzer (2012a) and the representations of the
corresponding AR polynomial P and MA polynomialQ are given in Table 2 of that paper. Furthermore, we
get the order (2,1) of the MCARMA process from there as well. In our example, the true parameter value
is
ϑ
(1)
0 = (−1,−2,1,−2,−3,1,2,0.4751,−0.1622,0.3708).
To generate a NIG Lévy process with the same covariance matrix, we rely on the parameters
δ
(1)
NIG = 1, α
(1) = 3, β (1) = (1,1)T , ∆
(1)
NIG =
(
5/4 −1/2
−1/2 1
)
.
The estimation results are summarized in Table 1 and Table 2 for the Brownian motion driven model and
the NIG driven model, respectively. The consistency can be observed in all simulations, namely the bias
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n1 = 500
Whittle QMLE
ϑ0 mean bias std. mean bias std.
-1 -0.9969 0.0031 0.0325 -1.0012 0.0012 0.0572
-2 -2.0218 0.0218 0.0582 -2.0128 0.0128 0.0689
1 0.9980 0.0020 0.0520 1.0075 0.0075 0.0722
-2 -2.0498 0.0498 0.1060 -1.9797 0.0203 0.0758
-3 -2.9840 0.0160 0.0498 -2.9913 0.0087 0.0907
1 1.0062 0.0062 0.1309 0.8034 0.1966 0.3896
2 1.9983 0.0017 0.0532 2.0036 0.0036 0.0768
0.4751 0.4746 0.0005 0.0407 0.4693 0.0048 0.0691
-0.1622 -0.1629 0.0007 0.0134 -0.1624 0.0002 0.0405
0.3708 0.3706 0.0002 0.0064 0.3712 0.0004 0.0328
n2 = 2000
Whittle QMLE
ϑ0 mean bias std. mean bias std.
-1 -0.9970 0.0030 0.0155 -0.9957 0.0043 0.0260
-2 -2.0062 0.0062 0.0252 -2.0047 0.0047 0.0350
1 0.9909 0.0091 0.0266 1.0038 0.0038 0.0399
-2 -2.0394 0.0394 0.0501 -2.0122 0.0122 0.0481
-3 -2.9857 0.0143 0.0371 -3.0350 0.0350 0.0583
1 1.0775 0.0775 0.1030 0.9572 0.0428 0.2583
2 2.0033 0.0033 0.0205 2.0452 0.0452 0.0463
0.4751 0.4731 0.0020 0.0092 0.4719 0.0032 0.0321
-0.1622 -0.1620 0.0002 0.0059 -0.1632 0.0010 0.0197
0.3708 0.3708 0 0.0037 0.3731 0.0023 0.0167
n3 = 5000
Whittle QMLE
ϑ0 mean bias std. mean bias std.
-1 -1.0028 0.0028 0.0172 -0.9960 0.0040 0.0174
-2 -1.9954 0.0146 0.0041 -2.0059 0.0059 0.0196
1 0.9972 0.0028 0.0133 1.0052 0.0052 0.0268
-2 -2.0202 0.0202 0.0210 -2.0043 0.0043 0.0284
-3 -3.0091 0.0091 0.0441 -3.0013 0.0013 0.0261
1 1.0585 0.0585 0.0409 1.0253 0.0253 0.1249
2 2.0109 0.0109 0.0318 2.0479 0.0479 0.0346
0.4751 0.4759 0.0008 0.0100 0.4735 0.0016 0.0200
-0.1622 -0.1652 0.0030 0.0088 -0.1634 0.0012 0.0135
0.3708 0.3904 0.0196 0.0079 0.3727 0.0019 0.0109
Table 1 Estimation results for a Brownian motion driven bivariate MCARMA(2,1) process with parameter ϑ
(1)
0 .
and the standard deviations are decreasing for increasing sample size for both the Whittle estimator and the
quasi maximum likelihood estimator. The performance of the estimators is very similar.
Since we introduced an alternative estimator for the univariate setting, we perform an additional sim-
ulation study concerning one dimensional CARMA processes. In accordance to Assumption A˜, the vari-
ance parameter σ2L of the Lévy process is fixed in this study and has not to be estimated. We consider a
CARMA(2,1) model where
A(ϑ) =
(
0 1
ϑ1 ϑ2
)
, B(ϑ) =
(
ϑ3
ϑ1+ϑ2ϑ3
)
and C(ϑ) = (1 0).
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n1 = 500
Whittle QMLE
ϑ0 mean bias std. mean bias std.
-1 -0.9555 0.0445 0.1559 -0.9651 0.0349 0.1854
-2 -1.8822 0.1178 0.2653 -1.6978 0.3022 0.3452
1 0.8746 0.1254 0.1888 1.1479 0.1479 0.2526
-2 -2.0981 0.0981 0.2273 -2.0066 0.0066 0.2962
-3 -3.1833 0.1833 0.2517 -3.0578 0.0578 0.4076
1 1.0533 0.0533 0.3614 1.0272 0.0272 1.2301
2 2.0461 0.0461 0.5710 2.0490 0.0490 1.6673
0.4751 0.4992 0.0241 0.1061 0.4645 0.0106 0.8220
-0.1622 -0.1520 0.0102 0.1130 -0.1669 0.0047 0.3317
0.3708 0.4100 0.0392 0.1081 0.3748 0.0040 0.6100
n2 = 2000
Whittle QMLE
ϑ0 mean bias std. mean bias std.
-1 -1.0351 0.0351 0.1224 -0.9673 0.0327 0.0243
-2 -1.8779 0.1221 0.1894 -1.0564 0.0426 0.0713
1 0.9457 0.0543 0.2620 1.1331 0.1331 0.1214
-2 -1.9586 0.0414 0.2573 -1.9494 0.0506 0.0827
-3 -3.1682 0.1682 0.2238 -3.1990 0.1990 0.4911
1 1.1234 0.1234 0.3120 1.1720 0.1720 0.5933
2 2.0842 0.0842 0.4842 2.0432 0.0432 0.1817
0.4751 0.5010 0.0259 0.1000 0.5237 0.0486 0.2726
-0.1622 -0.1740 0.0118 0.0992 -0.0856 0.0766 0.1413
0.3708 0.3908 0.0200 0.0758 0.3220 0.0488 0.0049
n3 = 5000
Whittle QMLE
ϑ0 mean bias std. mean bias std.
-1 -1.0238 0.0238 0.1182 -0.9844 0.0156 0.0194
-2 -1.9954 0.0046 0.2048 -2.0139 0.0139 0.0246
1 0.9942 0.0058 0.1517 1.0102 0.0102 0.0299
-2 -2.2202 0.2202 0.2210 -2.0043 0.0043 0.0284
-3 -3.0104 0.0104 0.2463 -3.0015 0.0015 0.2291
1 1.0585 0.0585 0.2409 1.0655 0.0655 0.1347
2 2.1169 0.1169 0.0866 2.0400 0.0400 0.0355
0.4751 0.4855 0.0104 0.1180 0.4737 0.0018 0.0206
-0.1622 -0.1682 0.0060 0.0408 -0.1634 0.0012 0.0145
0.3708 0.3908 0.0200 0.0842 0.3730 0.0022 0.0139
Table 2 Estimation results for a NIG driven bivariate MCARMA(2,1) process with parameter ϑ
(1)
0 .
Since the output process Y (ϑ) of this minimal state space model is of dimension one, the order of the AR
polynomial p is equal to N = 2 and the order of the MA polynomial is q= p−1= 1. This means we have a
CARMA(2,1) process. For more details on CARMA processes we refer to Brockwell and Lindner (2009);
Brockwell (2014). In our simulation study the true parameter is
ϑ
(2)
0 = (−2,−2,−1).
The simulation results for the Brownian motion driven and the NIG driven CARMA(2,1) process are
given in Table 3 and Table 4, respectively. For all sample sizes, the Whittle estimator and the QMLE
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behave very similar and give excellent estimation results. Whereas for small sample sizes the adjusted
Whittle estimator is remarkably worse, for increasing sample sizes it performs much better and seems to
converge. Further simulations for a bivariate MCAR(1) process and an univariate CAR(3) process showing
a similar pattern as the simulations of this section are presented in Section 9 in the SupplementaryMaterial.
n1 = 500
Whittle adjusted Whittle QMLE
ϑ0 mean bias std. mean bias std. mean bias std.
-2 -2.0951 0.0951 0.7766 3.1063 1.1063 3.4195 -2.0880 0.0880 0.7628
-2 -2.0482 0.0482 0.6500 -2.9233 0.9233 2.9957 -2.0449 0.0449 0.5889
-1 -0.9731 0.0269 0.1186 -0.9028 0.0972 0.3710 -0.9729 0.0271 0.1779
n2 = 2000
Whittle adjusted Whittle QMLE
ϑ0 mean bias std. mean bias std. mean bias std.
-2 -2.0204 0.0204 0.0755 -2.0816 0.0816 1.0399 -2.0015 0.0015 0.1926
-2 -1.9975 0.0025 0.0637 -2.0732 0.0732 0.9199 -1.9948 0.0052 0.1466
-1 -0.9933 0.0067 0.0547 -0.9965 0.0035 0.1267 -0.9993 0.0007 0.0674
n3 = 5000
Whittle adjusted Whittle QMLE
ϑ0 mean bias std. mean bias std. mean bias std.
-2 -2.0046 0.0046 0.0117 -1.9854 0.0146 0.0860 -2.0068 0.0068 0.0997
-2 -1.9914 0.0086 0.0149 -1.9840 0.0160 0..0821 -1.9942 0.0058 0.0772
-1 -1.0004 0.0004 0.0153 -1.0070 0.0070 0.0488 -1.0009 0.0009 0.0408
Table 3 Estimation results for a Brownian motion driven CARMA(2,1) process with parameter ϑ
(2)
0 .
n1 = 500
Whittle adjusted Whittle QMLE
ϑ0 mean bias std. mean bias std. mean bias std.
-2 -2.3278 0.3278 1.7598 -3.0174 1.0174 3.2090 -2.3175 0.3175 1.0862
-2 -2.2612 0.2612 1.4892 -2.8550 0.8550 2.8684 -2.2047 0.2047 0.8023
-1 -0.9855 0.0145 0.1652 -0.9445 0.0555 0.3376 -0.9243 0.0757 0.2938
n2 = 2000
Whittle adjusted Whittle QMLE
ϑ0 mean bias std. mean bias std. mean bias std.
-2 -2.0261 0.0261 0.1038 -1.9996 0.0004 0.5351 -2.0122 0.0122 0.2526
-2 -1.9977 0.0023 0.0784 -1.9988 0.0012 0.4552 -2.0034 0.0034 0.1845
-1 -0.9968 0.0032 0.0607 -1.0153 0.0153 0.0961 -1.0037 0.0037 0.0848
n3 = 5000
Whittle adjusted Whittle QMLE
ϑ0 mean bias std. mean bias std. mean bias std.
-2 -2.0138 0.0138 0.0575 -1.9842 0.0158 0.0902 -1.9938 0.0062 0.1093
-2 -1.9948 0.0052 0.0466 -1.9866 0.0134 0.0825 -1.9917 0.0083 0.0906
-1 -0.9991 0.0009 0.0339 -1.0097 0.0097 0.0508 -1.0059 0.0059 0.0415
Table 4 Estimation results for a NIG driven CARMA(2,1) process with parameter ϑ
(2)
0 .
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6 Proofs for the Whittle estimator in Section 3
6.1 Proofs of Section 3.1
Proof of Proposition 2.We divideWn in two parts and investigate them separately. Therefore, define
W
(1)
n (ϑ) :=
1
2n
n
∑
j=−n+1
tr
(
f
(∆ )
Y (ω j,ϑ)
−1In(ω j)
)
and
W
(2)
n (ϑ) =
1
2n
n
∑
j=−n+1
log
(
det
(
f
(∆ )
Y (ω j ,ϑ)
))
,
such thatWn(ϑ) =W
(1)
n (ϑ)+W
(2)
n (ϑ). Since (A1) and (A4) are satisfied, we can apply Lemma 9 of the
Supplementary Material, which gives the uniform convergence
sup
ϑ∈Θ
∣∣∣∣W (2)n (ϑ)− 12pi
∫ pi
−pi
log
(
det
(
f
(∆ )
Y (ω ,ϑ)
))
dω
∣∣∣∣ n→∞−→ 0. (15)
It remains to prove the appropriate convergence ofW
(1)
n . Therefore, it is sufficient to show that
sup
ϑ∈Θ
∥∥∥∥∥ 12n n∑
j=−n+1
f
(∆ )
Y (ω j,ϑ)
−1In(ω j)− 1
2pi
∫ pi
−pi
f
(∆ )
Y (ω ,ϑ)
−1 f (∆ )Y (ω)dω
∥∥∥∥∥ a.s.−→ 0 (16)
holds. We approximate f
(∆ )
Y (ω j,ϑ)
−1 by the Cesàro sum of its Fourier series of size M for M sufficiently
large. Define
qM(ω ,ϑ) :=
1
M
M−1
∑
j=0
(
∑
|k|≤ j
bk(ϑ)e
−ikω
)
= ∑
|k|<M
(
1− |k|
M
)
bk(ϑ)e
−ikω with
bk(ϑ) :=
1
2pi
∫ pi
−pi
f
(∆ )
Y (ω ,ϑ)
−1eikωdω .
The inverse f
(∆ )
Y (ω ,ϑ)
−1 exists, is continuous and 2pi-periodic in the first component. Thus, an application
of Lemma 6 of the SupplementaryMaterial gives that for any ε > 0 there exists anM0(ε) ∈N such that for
M ≥M0(ε)
sup
ω∈[−pi ,pi ]
sup
ϑ∈Θ
∥∥∥ f (∆ )Y (ω ,ϑ)−1− qM(ω ,ϑ)∥∥∥< ε. (17)
Let ε > 0. In view of (17), we get∥∥∥∥∥ 12n n∑
j=−n+1
f
(∆ )
Y (ω j,ϑ)
−1In(ω j)− 1
2n
n
∑
j=−n+1
qM(ω j,ϑ)In(ω j)
∥∥∥∥∥≤ ε2n n∑
j=−n+1
∥∥In(ω j)∥∥ . (18)
Since all matrix norms are equivalent, using the 1-norm yields
ε
2n
n
∑
j=−n+1
∥∥In(ω j)∥∥≤ εC
2n
n
∑
j=−n+1
m
∑
k=1
m
∑
ℓ=1
|In(ω j)[k, ℓ]|. (19)
The representation (6) of the periodogram and the non-negativeness of any one dimensional periodogram
imply that a⊤In(ω j)a = In,a⊤Y (ω j)≥ 0 so that In(ω j) is a positive semi-definite and Hermitian matrix.
Therefore, for k, ℓ ∈ {1, . . . ,m}, j ∈ {−n+ 1, . . .,n},
det
(
In(ω j)[k,k] In(ω j)[k, ℓ]
In(ω j)[ℓ,k] In(ω j)[ℓ,ℓ]
)
≥ 0,
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which implies ∣∣In(ω j)[k, ℓ]∣∣≤√In(ω j)[k,k]In(ω j)[ℓ,ℓ]≤ In(ω j)[k,k]+ In(ω j)[ℓ,ℓ]. (20)
Combining (18), (19), (20) and Lemma 4 of the Supplementary Material gives forM ≥M0(ε)∥∥∥∥∥ 12n n∑
j=−n+1
f
(∆ )
Y (ω j,ϑ)
−1In(ω j)− 1
2n
n
∑
j=−n+1
qM(ω j ,ϑ)In(ω j)
∥∥∥∥∥
≤ εC
2n
n
∑
j=−n+1
m
∑
k=1
m
∑
ℓ=1
[In(ω j)[k,k]+ In(ω j)[ℓ,ℓ]]
≤ εCm
n
n
∑
j=−n+1
m
∑
k=1
In(ω j)[k,k]
≤ 2εCm
m
∑
k=1
Γ
(∆ )
n (0)[k,k].
Since ∑mk=1Γ
(∆ )
n (0)[k,k]
a.s.−→ ∑mk=1Γ (∆ )(0)[k,k] < ∞ due to Lemma 7 in the Supplementary Material, we
obtain forM ≥M0(ε) and n large
sup
ϑ∈Θ
∥∥∥∥∥ 12n n∑
j=−n+1
(
f
(∆ )
Y (ω j ,ϑ)
−1In(ω j)
)
− 1
2n
n
∑
j=−n+1
qM(ω j,ϑ)In(ω j)
∥∥∥∥∥≤ εC
almost surely. Consequently, for the proof of (16) it is sufficient to show that
sup
ϑ∈Θ
∥∥∥∥∥ 12n n∑
j=−n+1
qM(ω j,ϑ)In(ω j)− 1
2pi
∫ pi
−pi
f
(∆ )
Y (ω ,ϑ)
−1 f (∆ )Y (ω)dω
∥∥∥∥∥ a.s.−→ 0. (21)
On the one hand, Lemma 4 of the Supplementary Material yields
1
2n
n
∑
j=−n+1
qM(ω j,ϑ)In(ω j) =
1
2pi ∑|k|<M
∑
|h|<n
((
1− |k|
M
)
bk(ϑ)Γ
(∆ )
n (h)
(
1
2n
n
∑
j=−n+1
e−i(k+h)ω j
))
=
1
2pi ∑|k|<M
(
1− |k|
M
)
bk(ϑ)Γ
(∆ )
n (−k)
a.s.−→ 1
2pi ∑|k|<M
(
1− |k|
M
)
bk(ϑ)Γ
(∆ )(−k) (22)
uniformly in ϑ , since bk(ϑ) is uniformly bounded in ϑ for all k. The reason is that f
(∆ )
Y (ω ,ϑ)
−1 is contin-
uous on the compact set [−pi ,pi ]×Θ and
sup
ϑ∈Θ
k∈Z
‖bk(ϑ)‖= sup
ϑ∈Θ
k∈Z
∥∥∥∥ 12pi
∫ pi
−pi
f
(∆ )
Y (ω ,ϑ)
−1eikωdω
∥∥∥∥≤maxϑ∈Θ maxω∈[−pi ,pi ]‖ f (∆ )Y (ω ,ϑ)−1‖.
On the other hand, due to (5), we get∥∥∥∥∥ 12pi ∑|h|<M
(
1− |h|
M
)
b−h(ϑ)Γ (∆ )(h)− 1
2pi
∫ pi
−pi
f
(∆ )
Y (ω ,ϑ)
−1 f (∆ )Y (ω)dω
∥∥∥∥∥
=
∥∥∥∥∥ 12pi ∑|h|<M
(
1− |h|
M
)
b−h(ϑ)
∫ pi
−pi
f
(∆ )
Y (ω)e
ihωdω − 1
2pi
∫ pi
−pi
f
(∆ )
Y (ω ,ϑ)
−1 f (∆ )Y (ω)dω
∥∥∥∥∥
=
∥∥∥∥ 12pi
∫ pi
−pi
(
qM(ω ,ϑ)− f (∆ )Y (ω ,ϑ)−1
)
f
(∆ )
Y (ω)dω
∥∥∥∥
≤ 1
2pi
∫ pi
−pi
∥∥∥qM(ω ,ϑ)− f (∆ )Y (ω ,ϑ)−1∥∥∥∥∥∥ f (∆ )Y (ω)∥∥∥dω ≤ εC, (23)
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where we used (17) and the continuity of f
(∆ )
Y (ω) for the last inequality. Combining (22) and (23) gives
(21). ✷
Proof of Lemma 1. In view of Proposition 1, we express the linear innovations as
ε
(∆ )
k (ϑ) = Π(B,ϑ)Y
(∆ )
k (ϑ), k ∈ N,
and define the pseudo innovations as
ξ
(∆ )
k
(ϑ) := Π(B,ϑ)Y
(∆ )
k
(ϑ0), k ∈ N.
An application of Theorem11.8.3 of Brockwell and Davis (1991) leads to the spectral densities of (ε
(∆ )
k (ϑ))k∈N
and (ξ
(∆ )
k (ϑ))k∈N as
f
(∆ )
ε (ω ,ϑ) = Π(e
−iω ,ϑ) f (∆ )Y (ω ,ϑ)Π(e
iω ,ϑ)⊤, ω ∈ [−pi ,pi ],
f
(∆ )
ξ
(ω ,ϑ) = Π(e−iω ,ϑ) f (∆ )Y (ω)Π(e
iω ,ϑ)⊤, ω ∈ [−pi ,pi ],
respectively. Consequently,
1
2pi
∫ pi
−pi
tr
(
f
(∆ )
Y (ω ,ϑ)
−1 f (∆ )Y (ω)
)
dω
=
1
2pi
tr
(∫ pi
−pi
2piΠ(eiω ,ϑ)⊤V (∆ )(ϑ)−1Π(e−iω ,ϑ) f (∆ )Y (ω)dω
)
= tr
(
V (∆ )(ϑ)−1
∫ pi
−pi
f
(∆ )
ξ
(ω ,ϑ)dω
)
= E
[
tr
(
ξ
(∆ )
1 (ϑ)
⊤V (∆ )(ϑ)−1ξ (∆ )1 (ϑ)
)]
holds. Finally,
1
2pi
∫ pi
−pi
log
(
det
(
f
(∆ )
Y (ω ,ϑ)
))
dω =
1
2pi
∫ pi
−pi
log
(
det
(
2pi f
(∆ )
Y (ω ,ϑ)
))
dω −m log(2pi),
and an application of Theorem 3’’’ of Chapter 3 of Hannan (2009) results in
1
2pi
∫ pi
−pi
log
(
det
(
2pi f
(∆ )
Y (ω ,ϑ)
))
dω −m log(2pi) = log(detV (∆ )(ϑ))−m log(2pi), (24)
which completes the proof. ✷
Proof of Proposition 3. Considering Lemma 1 we get W (ϑ) = L (ϑ). Schlemm and Stelzer (2012a),
Lemma 2.10, proved that L has a unique global minimum in ϑ0 under conditions which are fulfilled in
our setting (see Lemma 2.3 and Lemma 3.14 of Schlemm and Stelzer (2012a)). ✷
Proof of Theorem 1. Due to Proposition 2 and Proposition 3, we know that the Whittle functionWn con-
verges almost surely uniformly toW and thatW has a unique global minimum in ϑ0. It remains to show
that the minimizing arguments ofWn converge almost surely to the minimizer ofW . To that effect, we first
prove
Wn(ϑ̂
(∆ )
n )
a.s.−→W (ϑ0) (25)
and deduce that for every neighborhoodU of ϑ0 Whittle‘s estimate ϑ̂
(∆ )
n lies inU almost surely for n large
enough.
In view of Proposition 2, for all ε > 0 there exists some n0 ∈N with
sup
ϑ∈Θ
|Wn(ϑ)−W(ϑ)| ≤ ε ∀ n≥ n0 P-a.s. (26)
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Therefore, using the definition of ϑ̂
(∆ )
n and Proposition 3, we get for n≥ n0
Wn(ϑ̂
(∆ )
n )≤Wn(ϑ0)≤W (ϑ0)+ ε P-a.s. and
Wn(ϑ̂
(∆ )
n )≥W (ϑ̂ (∆ )n )− ε ≥W (ϑ0)− ε P-a.s.
and hence,
sup
n≥n0
|Wn(ϑ̂ (∆ )n )−W(ϑ0)| ≤ ε P-a.s.
follows. This gives the desired convergence (25). Now, define δ (U) := infϑ∈Θ\UW (ϑ)−W (ϑ0) > 0 for
any neighborhood ofU of ϑ0. The inequalities
P
(
lim
n→∞ ϑ̂
(∆ )
n = ϑ0
)
= P
(
∀U ∃ n0(U) ∈ N : ϑ̂ (∆ )n ∈U ∀ n≥ n0(U)
)
≥ P
(
∀U ∃ n0(U) ∈N : |Wn(ϑ̂ (∆ )n )−W(ϑ0)|< δ (U)
2
and |Wn(ϑ̂ (∆ )n )−W(ϑ̂ (∆ )n )|< δ (U)
2
∀ n≥ n0(U)
)
= 1,
where the last equality follows from (25) and Proposition 2, complete the proof. ✷
6.2 Proofs of Section 3.2
Proof of Proposition 4. Under the Assumptions (A1)–(A4) and (B3) the spectral density f
(∆ )
Y (ω ,ϑ) and
its inverse f
(∆ )
Y (ω ,ϑ)
−1 are three times continuously differentiable in ϑ (see Remark 1 and Remark 2).
Furthermore,
∂ 2
∂ϑk∂ϑℓ
tr
(
f
(∆ )
Y (ω ,ϑ)
−1In(ω)
)
= tr
(
∂ 2
∂ϑk∂ϑℓ
(
f
(∆ )
Y (ω ,ϑ)
−1
)
In(ω)
)
, k, ℓ ∈ {1, . . . ,r}.
Therefore, the proof of
sup
ϑ∈Θ
∥∥∇2ϑWn(ϑ)−∇2ϑW (ϑ)∥∥ a.s.−→ 0
goes in the same way as the proof of Proposition 2. It remains to show that ∇2ϑW (ϑ0) = Σ∇2W .
First, note that
∇2ϑW (ϑ0) =
1
2pi
∫ pi
−pi
∇2ϑ tr( f
(∆ )
Y (ω ,ϑ0)
−1 f (∆ )Y (ω))+∇
2
ϑ log
(
det
(
f
(∆ )
Y (ω ,ϑ0)
))
dω . (27)
On the one hand,
1
2pi
∫ pi
−pi
tr
(
∂ 2
∂ϑk∂ϑl
(
f
(∆ )
Y (ω ,ϑ0)
−1
)
f
(∆ )
Y (ω)
)
dω
=
1
2pi
∫ pi
−pi
tr
(
2 f
(∆ )
Y (ω)
−1
(
∂
∂ϑk
f
(∆ )
Y (ω ,ϑ0)
)
f
(∆ )
Y (ω)
−1
(
∂
∂ϑℓ
f
(∆ )
Y (ω ,ϑ0)
)
− f (∆ )Y (ω)−1
(
∂ 2
∂ϑk∂ϑℓ
f
(∆ )
Y (ω ,ϑ0)
))
dω (28)
holds. On the other hand, Jacobi’s formula leads to
∂ 2
∂ϑk∂ϑℓ
log(det( f
(∆ )
Y (ω ,ϑ0)))
= tr
(
− f (∆ )Y (ω)−1
(
∂
∂ϑk
f
(∆ )
Y (ω ,ϑ0)
)
f
(∆ )
Y (ω)
−1
(
∂
∂ϑℓ
f
(∆ )
Y (ω ,ϑ0)
))
+ tr
(
f
(∆ )
Y (ω)
−1
(
∂ 2
∂ϑk∂ϑℓ
f
(∆ )
Y (ω ,ϑ0)
))
. (29)
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Combining (27), (28), (29) and the property
vec
(
A⊤
)⊤(
B⊤⊗C
)
vec(D) = tr(BACD) (30)
for appropriate matrices A,B,C,D (see Brewer (1978), properties T2.4, T3.4 and T3.8) gives
∇2ϑW (ϑ0) =
1
2pi
∫ pi
−pi
∇ϑ f
(∆ )
Y (−ω ,ϑ0)⊤
[
f
(∆ )
Y (−ω)−1⊗ f (∆ )Y (ω)−1
]
∇ϑ f
(∆ )
Y (ω ,ϑ0)dω = Σ∇2W .
✷
Proof of Lemma 2. Let c ∈ Cr be fixed and ω∗ as in (B4). The continuity of f (∆ )Y (ω) and its regularity
imply for any ω in a neighborhood of ω∗ that∥∥∥( f (∆ )Y (−ω)−1/2⊗ f (∆ )Y (ω)−1/2)∇ϑ f (∆ )Y (ω ,ϑ0)c∥∥∥
2
> 0
where ‖ · ‖2 is the Euclidean norm. Consequently,
c⊤Σ∇2W c =
1
2pi
∫ pi
−pi
c⊤∇ϑ f
(∆ )
Y (ω ,ϑ0)
H
[
f
(∆ )
Y (−ω)−1⊗ f (∆ )Y (ω)−1
]
∇ϑ f
(∆ )
Y (ω ,ϑ0)cdω
=
1
2pi
∫ pi
−pi
∥∥∥( f (∆ )Y (−ω)−1/2⊗ f (∆ )Y (ω)−1/2)∇ϑ f (∆ )Y (ω ,ϑ0)c∥∥∥2
2
dω > 0.
Therefore, Σ∇2W is positive definite. ✷
For the proof of Proposition 5 we require some auxiliary result. Therefore, we denote the periodogram
and the sample covariance corresponding to N
(∆ )
1 , . . . ,N
(∆ )
n as In,N and Γ n,N , respectively.
Lemma 3 Let Assumptions (A2)–(A4) hold and η : [−pi ,pi ]→ Cm×m be a symmetric matrix-valued con-
tinuous function with Fourier coefficients (fu)u∈Z satisfying ∑∞u=−∞ ‖fu‖< ∞. Then,
lim
n→∞E
∣∣∣∣∣ 12√n n∑
j=−n+1
tr
(
η(ω j)In(ω j)−η(ω j)Φ(e−iω j )In,N(ω j)Φ(eiω j )⊤
)∣∣∣∣∣= 0.
Proof Define Rn(ω) = In(ω)−Φ(e−iω)In,N(ω)Φ(eiω )⊤ for ω ∈ [−pi ,pi ]. We get
Rn(ω j) =
1
2pin
(
n
∑
k=1
∞
∑
s=0
ΦsN
(∆ )
k−s
)(
n
∑
ℓ=1
∞
∑
t=0
ΦtN
(∆ )
ℓ−t
)⊤
e−i(k−ℓ)ω j
− 1
2pin
(
n
∑
k=1
∞
∑
s=0
ΦsN
(∆ )
k
)(
n
∑
ℓ=1
∞
∑
t=0
ΦtN
(∆ )
ℓ
)⊤
e−i(k+s−ℓ−t)ω j
=
1
2pin
(
∞
∑
s=0
∞
∑
t=0
Φs
((
n
∑
k=1
0
∑
ℓ=1−t
−
n
∑
k=1
n
∑
ℓ=n−t+1
+
0
∑
k=1−s
n
∑
ℓ=1
+
0
∑
k=1−s
0
∑
ℓ=1−t
−
0
∑
k=1−s
n
∑
ℓ=n−t+1
−
n
∑
k=n−s+1
n
∑
ℓ=1
−
n
∑
k=n−s+1
0
∑
ℓ=1−t
+
n
∑
k=n−s+1
n
∑
ℓ=n−t+1
)
N
(∆ )
k N
(∆ )⊤
ℓ e
−i(k+s−ℓ−t)ω j
)
Φ⊤t
)
=:
8
∑
i=1
R
(i)
n (ω j).
Thus,
E
∣∣∣∣∣ 12√n n∑
j=−n+1
tr(η(ω j)Rn(ω j))
∣∣∣∣∣ ≤ 8∑
i=1
E
∣∣∣∣∣ 12√n n∑
j=−n+1
tr
(
η(ω j)R
(i)
n (ω j)
)∣∣∣∣∣ .
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We have to show that these 8 components converge to zero. Since we can treat each component similarly,
we only give the detailed proof for the convergence of the first term.
Due to tr(A) ≤ ‖A‖1 for all quadratic matrices A, we get an upper bound for the trace of any quadratic
matrix. Once again, the equivalence of all matrix norms and η(ω j) = ∑
∞
u=−∞ fue−iω ju yield
E
∣∣∣∣∣ 12√n n∑
j=−n+1
tr
(
R
(1)
n (ω j)η(ω j)
)∣∣∣∣∣
≤ CE
∥∥∥∥∥ n∑
j=−n+1
1√
n
1
n
∞
∑
s=0
∞
∑
t=0
Φs
n
∑
k=1
0
∑
ℓ=1−t
N
(∆ )
k N
(∆ )⊤
ℓ Φ
⊤
t
∞
∑
u=−∞
fue
−i(k+s−ℓ−t+u)ω j
∥∥∥∥∥
≤ C 1√
n
∞
∑
s=0
∞
∑
t=0
‖Φs‖
n
∑
k=1
0
∑
ℓ=1−t
E‖N(∆ )1 ‖2‖Φt‖
∞
∑
u=−∞
‖fu‖1
n
∥∥∥∥∥ n∑
j=−n+1
e−i(k+s−ℓ−t+u)ω j
∥∥∥∥∥ .
Due to (A2), E‖N(∆ )1 ‖2 < ∞. Further, an application of Lemma 4 of the Supplementary Material gives
E
∣∣∣∣∣ 12√n n∑
j=−n+1
tr
(
R
(1)
n (ω j)η(ω j)
)∣∣∣∣∣≤ C 1√n ∞∑
s=0
‖Φs‖
∞
∑
t=0
t‖Φt‖
∞
∑
u=−∞
‖fu‖ n→∞−→ 0.
✷
This lemma helps to deduce Proposition 5, which can be seen as the main part of the proof of the
asymptotic normality of the Whittle estimator.
Proof of Proposition 5. Due to Lemma 3, we get
1
2
√
n
n
∑
j=−n+1
tr
(
η(ω j)In(ω j)−η(ω j) f (∆ )Y (ω j)
)
=
1
2
√
n
n
∑
j=−n+1
{
tr
(
In,N(ω j)Φ(e
iω j )⊤η(ω j)Φ(e−iω j )
)
− tr
(
η(ω j) f
(∆ )
Y (ω j)
)}
+ oP(1).
We define
q(ω) := Φ(eiω )⊤η(ω)Φ(e−iω ), ω ∈ [−pi ,pi ],
and approximate q by its Fourier series of degreeM, namely,
qM(ω) = ∑
|k|≤M
bke
ikω where bk =
1
2pi
∫ pi
−pi
e−ikωq(ω)dω , k ∈ Z. (31)
The coefficients bk satisfy
∞
∑
k=−∞
‖bk‖|k|1/2 =
∞
∑
k=−∞
∥∥∥∥ 12pi
∫ pi
−pi
e−ikωΦ(eiω )⊤η(ω)Φ(e−iω )dω
∥∥∥∥ |k|1/2
=
∞
∑
k=−∞
∥∥∥∥∥ 12pi ∞∑
j=0
∞
∑
ℓ=0
∞
∑
u=−∞
Φ⊤j fuΦℓ
∫ pi
−pi
e−i(k− j+u+ℓ)ωdω
∥∥∥∥∥ |k|1/2
≤
∞
∑
j=0
∞
∑
ℓ=0
∞
∑
u=−∞
‖Φ j‖‖fu‖‖Φℓ‖| j− u− ℓ|1/2
≤ C
∞
∑
j=0
‖Φ j‖(max{1, | j|})1/2
∞
∑
u=−∞
‖fu‖(max{1, |u|})1/2
∞
∑
ℓ=0
‖Φℓ‖(max{1, |ℓ|})1/2
< ∞, (32)
and therefore ∑∞k=−∞ ‖bk‖< ∞ as well. An application of Lemma 5 of the Supplementary Material leads to
qM(ω)
M→∞−→ q(ω) uniformly in ω ∈ [−pi ,pi ].
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Step 1:We show
lim
M→∞
limsup
n→∞
P
(
1√
n
∣∣∣∣∣ n∑
j=−n+1
tr(In,N(ω j)(q(ω j)− qM(ω j))
∣∣∣∣∣> ε
)
= 0 ∀ ε > 0. (33)
Consider
1√
n
n
∑
j=−n+1
tr(In,N(ω j)(q(ω j)− qM(ω j)))
=
√
n
pi ∑|k|>M
tr
(
n−1
∑
h=−n+1
Γ n,N(h)bk
(
1
2n
n
∑
j=−n+1
e−i(h−k)ω j
))
. (34)
We investigate the terms with h= 0 and h 6= 0 separately. For h= 0 and n>M we get∣∣∣∣∣
√
n
pi ∑|k|>M
tr
(
Γ n,N(0)bk1{∃z∈Z\{0} : k=2nz}
)∣∣∣∣∣≤ C√n‖Γ n,N(0)‖ ∑|k|≥2n‖bk‖ n→∞−→ 0 P-a.s., (35)
since Remark 11 in the Supplementary Material and the continuous mapping theorem imply ‖Γ n,N(0)‖ a.s.→
‖Σ (∆ )N ‖.
Now, we investigate the terms with h 6= 0. The independence of the sequence (N(∆ )k )k∈N0 leads to
E
[
Γ n,N(h)
]
= 0 for h 6= 0
and therefore,
E
[
√
n ∑
|k|>M
tr
((
n−1
∑
h=1
Γ n,N(h)+
−1
∑
h=−n+1
Γ n,N(h)
)
bk1{∃z∈Z : h=k+2nz}
)]
= 0. (36)
Due to (34)-(36) and the Tschebycheff inequality, for the proof of (33) it is sufficient to show that
lim
M→∞
lim
n→∞Var
(
√
n ∑
|k|>M
tr
((
n−1
∑
h=1
Γ n,N(h)+
−1
∑
h=−n+1
Γ n,N(h)
)
bk1{∃z∈Z : h=k+2nz}
))
= 0. (37)
First, property (30) and E
∥∥∥vec(Γ n,N(h))vec(Γ n,N(h))⊤∥∥∥≤ Cn result in
Var
(
√
n ∑
|k|>M
tr
((
n−1
∑
h=1
Γ n,N(h)+
−1
∑
h=−n+1
Γ n,N(h)
)
bk1{∃z∈Z : h=k+2nz}
))
= Var
2√n n−1∑
h=1
vec
(
∑
|k|>M
b⊤k 1{∃z∈Z : h=k+2nz}
)⊤
(IN⊗ IN)vec
(
Γ n,N(h)
)
≤ 4n
n−1
∑
h=1
∥∥∥∥∥vec
(
∑
|k|>M
b⊤k 1{∃z∈Z : h=k+2nz}
)∥∥∥∥∥
2
‖(IN⊗ IN)‖2
∥∥∥E[vec(Γ n,N(h))vec(Γ n,N(h))⊤]∥∥∥
≤ C
n−1
∑
h=1
∥∥∥∥∥ ∑|k|>Mbk1{∃z∈Z : h=k+2nz}
∥∥∥∥∥
2
≤ C
(
∑
|k|>M
‖bk‖
)2
M→∞−→ 0.
Step 2:We show
1√
n
n
∑
j=−n+1
(
tr(In,N(ω j)qM(ω j))− tr
(
η(ω j) f
(∆ )
Y (ω j)
))
=
√
n
pi
tr
(
M
∑
h=−M
(
Γ n,N(h)−ΓN(h)
)
bh
)
+ o(1). (38)
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LetM > n. Then, due to Lemma 10 of the Supplementary Material and Parseval’s equality, we receive
1√
n
n
∑
j=−n+1
(
tr(In,N(ω j)qM(ω j))− tr
(
η(ω j) f
(∆ )
Y (ω j)
))
=
√
n
pi
tr
(
M
∑
h=−M
Γ n,N(h)bh
)
−
√
n
pi
∫ pi
−pi
tr
(
η(ω) f
(∆ )
Y (ω)
)
dω
+
√
n
pi
∫ pi
−pi
tr
(
η(ω) f
(∆ )
Y (ω)
)
dω − tr
(
1√
n
n
∑
j=−n+1
η(ω j) f
(∆ )
Y (ω j)
)
=
√
n
pi
tr
(
M
∑
h=−M
Γ n,N(h)bh
)
−
√
n
pi
∫ pi
−pi
tr
(
η(ω) f
(∆ )
Y (ω)
)
dω + o(1). (39)
Taking ΓN(h) = 0N×N for h 6= 0 into account, we receive
√
n
pi
tr
(
M
∑
h=−M
Γ n,N(h)bh
)
−
√
n
pi
∫ pi
−pi
tr
(
η(ω) f
(∆ )
Y (ω)
)
dω
=
√
n
pi
tr
(
M
∑
h=−M
(
Γ n,N(h)−ΓN(h)
)
bh
)
+
√
n
pi
(
tr(ΓN(0)b0)−
∫ pi
−pi
tr
(
η(ω) f
(∆ )
Y (ω)
)
dω
)
. (40)
Using the representation f
(∆ )
Y (ω) =
1
2pi Φ(e
−iω )Σ (∆ )N Φ(e
iω )⊤ and q(ω) = Φ(eiω )⊤η(ω)Φ(e−iω ) for ω ∈
[−pi ,pi ], yield
√
n
pi
tr(ΓN(0)b0)− tr
(∫ pi
−pi
η(ω) f
(∆ )
Y (ω)dω
)
=
√
n
pi
∫ pi
−pi
tr
(
1
2pi
Σ
(∆ )
N q(ω)
)
− tr
(
η(ω) f
(∆ )
Y (ω)
)
dω
=
√
n
pi
∫ pi
−pi
tr
(
η(ω)
1
2pi
Φ(e−iω )Σ (∆ )N Φ(e
iω )⊤−η(ω) f (∆ )Y (ω)
)
dω = 0. (41)
Then, (39)-(41) result in (38).
Step 3: Next, we prove the asymptotic normality
√
n
2pi
tr
(
M
∑
h=−M
(
Γ n,N(h)−ΓN(h)
)
bh
)
D−→N (0,Ση(M)), (42)
where Ση(M) is defined as
Ση (M)=
1
pi2
M
∑
h=1
tr
(
bhΣ
(∆ )
N b
H
h Σ
(∆ )
N
)
+
1
4pi2
vec(b⊤0 )
⊤
(
E
[
N
(∆ )
1 N
(∆ )⊤
1 ⊗N(∆ )1 N(∆ )⊤1
]
−Σ (∆ )N ⊗Σ (∆ )N
)
vec(bH0 ).
Therefore, we consider
√
n
2pi
tr
(
M
∑
h=−M
(
Γ n,N(h)−ΓN(h)
)
bh
)
=
1
pi
M
∑
h=1
√
n tr
((
Γ n,N(h)−ΓN(h)
)
bh
)
+
√
n
2pi
tr
((
Γ n,N(0)−ΓN(0)
)
b0
)
. (43)
Writing √
n tr
((
Γ n,N(h)−ΓN(h)
)
bh
)
=
√
nvec(b⊤h )
⊤ vec
(
Γ n,N(h)−ΓN(h)
)
,
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an application of Lemma 8 of the Supplementary Material leads to
√
n tr
((
Γ n,N(h)−ΓN(h)
)
bh
) D−→Nh,
where (Nh)h∈N0 is an independent centered normally distributed sequence of random vectors with covari-
ance matrix
ΣNh := vec(b
⊤
h )
⊤
(
Σ
(∆ )
N ⊗Σ (∆ )N
)
vec(bHh ) = tr
(
bhΣ
(∆ )
N b
H
h Σ
(∆ )
N
)
for h 6= 0
and
ΣN0 := vec(b
⊤
0 )
⊤
(
E
[
N
(∆ )
1 N
(∆ )⊤
1 ⊗N(∆ )1 N(∆ )⊤1
]
−Σ (∆ )N ⊗Σ (∆ )N
)
vec(bH0 ).
Finally,
√
n
2pi
tr
(
M
∑
h=−M
(
Γ n,N(h)−ΓN(h)
)
bh
)
D−→N
(
0,
1
pi2
M
∑
h=1
tr
(
bhΣ
(∆ )
N b
H
h Σ
(∆ )
N
)
+
1
4pi2
vec(b⊤0 )
⊤
(
E
[
N
(∆ )
1 N
(∆ )⊤
1 ⊗N(∆ )1 N(∆ )⊤1
]
−Σ (∆ )N ⊗Σ (∆ )N
)
vec(bH0 )
)
.
Step 4:We show
1
pi2
M
∑
h=1
tr
(
bhΣ
(∆ )
N b
H
h Σ
(∆ )
N
)
+
1
4pi2
vec(b⊤0 )
⊤
(
E
[
N
(∆ )
1 N
(∆ )⊤
1 ⊗N(∆ )1 N(∆ )⊤1
]
−Σ (∆ )N ⊗Σ (∆ )N
)
vec(bH0 )
M→∞−→ 1
pi
∫ pi
−pi
tr
(
η(ω) f
(∆ )
Y (ω)η(ω) f
(∆ )
Y (ω)
)
dω +
1
16pi4
∫ pi
−pi
vec
(
Φ(e−iω )⊤η(ω)⊤Φ(eiω )
)⊤
dω(
E
[
N
(∆ )
1 N
(∆ )⊤
1 ⊗N(∆ )1 N(∆ )⊤1
]
− 3Σ (∆ )N ⊗Σ (∆ )N
)∫ pi
−pi
vec
(
Φ(eiω )⊤η(ω)Φ(e−iω )
)
dω . (44)
Therefore, note that
1
pi2
M
∑
h=1
tr
(
bhΣ
(∆ )
N b
H
h Σ
(∆ )
N
)
+
1
4pi2
vec(b⊤0 )
⊤
(
E
[
N
(∆ )
1 N
(∆ )⊤
1 ⊗N(∆ )1 N(∆ )⊤1
]
−Σ (∆ )N ⊗Σ (∆ )N
)
vec(bH0 )
M→∞−→ 1
pi2
∞
∑
h=1
tr
(
bhΣ
(∆ )
N b
H
h Σ
(∆ )
N
)
+
1
4pi2
vec(b⊤0 )
⊤
(
E
[
N
(∆ )
1 N
(∆ )⊤
1 ⊗N(∆ )1 N(∆ )⊤1
]
−Σ (∆ )N ⊗Σ (∆ )N
)
vec(bH0 ).
But
1
2pi
∞
∑
h=−∞
tr
(
bhΣ
(∆ )
N b
H
h Σ
(∆ )
N
)
=
1
4pi2
∞
∑
h=−∞
∞
∑
ℓ=−∞
tr
(
bhΣ
(∆ )
N b
H
ℓ Σ
(∆ )
N
)∫ pi
−pi
ei(h−ℓ)ωdω
=
1
4pi2
∫ pi
−pi
tr
(
q(ω)Σ
(∆ )
N q(ω)
HΣ
(∆ )
N
)
dω
=
∫ pi
−pi
tr
(
η(ω) f
(∆ )
Y (ω)η(ω)
H f
(∆ )
Y (ω)
)
dω ,
where we plugged in the definition of q in the last equality. Eventually, due to the representation of b0, we
receive
1
pi2
∞
∑
h=1
tr
(
bhΣ
(∆ )
N b
H
h Σ
(∆ )
N
)
+
1
4pi2
vec(b⊤0 )
⊤
(
E
[
N
(∆ )
1 N
(∆ )⊤
1 ⊗N(∆ )1 N(∆ )⊤1
]
−Σ (∆ )N ⊗Σ (∆ )N
)
vec(bH0 )
=
1
pi
∫ pi
−pi
tr
(
η(ω) f
(∆ )
Y (ω)η(ω) f
(∆ )
Y (ω)
)
dω +
1
16pi4
∫ pi
−pi
vec
(
Φ(e−iω )⊤η(ω)⊤Φ(eiω )
)⊤
dω(
E
[
N
(∆ )
1 N
(∆ )⊤
1 ⊗N(∆ )1 N(∆ )⊤1
]
− 3Σ (∆ )N ⊗Σ (∆ )N
)∫ pi
−pi
vec
(
Φ(eiω )⊤η(ω)Φ(e−iω )
)
dω .
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Finally, Step 3, Step 4 and a multivariate version of Problem 6.16 of Brockwell and Davis (1991) give
√
n
2pi
tr
(
M
∑
h=−M
(
Γ n,N(h)−ΓN(h)
)
bh
)
D ,n→∞−→ N (0,Ση (M)) D ,M→∞−→ N (0,Ση).
Along with Step 1, Step 2 and Proposition 6.3.9 of Brockwell and Davis (1991), the statement follows. ✷
Proof of Proposition 6. The proof is based on the Cramér Wold Theorem and Proposition 5. Therefore, let
λ = (λ1, . . . ,λr)
⊤ ∈Rr. We obtain
√
n [∇ϑWn(ϑ0)]λ =
1
2
√
n
n
∑
j=−n+1
∇ϑ
[
tr
(
f
(∆ )
Y (ω j,ϑ0)
−1In(ω j)
)
+ log(det( f
(∆ )
Y (ω j,ϑ0)))
]
λ
=
1
2
√
n
n
∑
j=−n+1
[
r
∑
t=1
tr
(
−λt f (∆ )Y (ω j)−1
(
∂
∂ϑt
f
(∆ )
Y (ω j,ϑ0)
)
f
(∆ )
Y (ω j)
−1In(ω j)
)]
+
1
2
√
n
n
∑
j=−n+1
∇ϑ [tr(log( f
(∆ )
Y (ω j,ϑ0)))]λ .
We define the matrix function ηλ : [−pi ,pi ]→ Cm×m as
ηλ (ω) =−
r
∑
t=1
λt f
(∆ )
Y (ω)
−1
(
∂
∂ϑt
f
(∆ )
Y (ω ,ϑ0)
)
f
(∆ )
Y (ω)
−1, ω ∈ [−pi ,pi ]. (45)
Furthermore,
tr
(
∂
∂ϑt
log
(
f
(∆ )
Y (ω ,ϑ0)
))
= tr
(
f
(∆ )
Y (ω)
−1
(
∂
∂ϑt
f
(∆ )
Y (ω ,ϑ0)
))
.
Then,
√
n [∇ϑWn(ϑ0)]λ =
1
2
√
n
n
∑
j=−n+1
tr
(
ηλ (ω j)
(
In(ω j)− f (∆ )Y (ω j)
))
.
Apparently, ηλ is two times continuously differentiable by Remark 2 and 2pi periodic. Moreover, every
component of the Fourier coefficients (fλ ,u)u∈Z of ηλ satisfies ∑∞u=−∞ |fλ ,u[k, ℓ]||u|1/2 < ∞,k, ℓ∈ {1, . . . ,m}
(see Brockwell and Davis (1991), Exercise 2.22 applied to ηλ and its derivative η
′
λ ), and therefore,
∑∞u=−∞ ‖fλ ,u‖|u|1/2 < ∞ follows. Then, due to Proposition 5, we get as n→ ∞,
√
n [∇ϑWn(ϑ0)]λ
D−→N (0,Σλ⊤∇ϑW ),
where
Σλ⊤∇ϑW =
1
pi
∫ pi
−pi
tr
(
ηλ (ω) f
(∆ )
Y (ω)ηλ (ω) f
(∆ )
Y (ω)
)
dω
+
1
16pi4
∫ pi
−pi
vec
(
Φ(e−iω )⊤ηλ (ω)⊤Φ(eiω )
)⊤
dω
·
(
E
[
N
(∆ )
1 N
(∆ )⊤
1 ⊗N(∆ )1 N(∆ )⊤1
]
− 3Σ (∆ )N ⊗Σ (∆ )N
)∫ pi
−pi
vec
(
Φ(eiω )⊤ηλ (ω)Φ(e−iω )
)
dω
=: Σλ ,1+Σλ ,2+Σλ ,3.
We investigate the three terms separately. With (30), the first term fulfills the representation
Σλ ,1 =
1
pi
∫ pi
−pi
tr
((
r
∑
t=1
λt
∂
∂ϑt
f
(∆ )
Y (ω ,ϑ0)
)
f
(∆ )
Y (ω)
−1
(
r
∑
s=1
λs
∂
∂ϑs
f
(∆ )
Y (ω ,ϑ0)
)
f
(∆ )
Y (ω)
−1
)
dω
= λ⊤
[
1
pi
∫ pi
−pi
(
∇ϑ f
(∆ )
Y (−ω ,ϑ0)
)⊤(
f
(∆ )
Y (−ω)−1⊗ f (∆ )Y (ω)−1
)
∇ϑ f
(∆ )
Y (ω ,ϑ0)
]
λ .
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Similarly, we get the representation
Σλ ,2 =
λ⊤
16pi4
[∫ pi
−pi
∫ pi
−pi
E
[
∇ϑ f
(∆ )
Y (−ω ,ϑ0)⊤
(
f
(∆ )
Y (−ω)−1Φ(eiω )⊗ f (∆ )Y (ω)−1Φ(e−iω )
)
N
(∆ )
1 N
(∆ )⊤
1
⊗N(∆ )1 N(∆ )⊤1
(
Φ(e−iτ )⊤ f (∆ )Y (−τ)−1⊗Φ(eiτ)⊤ f (∆ )Y (τ)−1
)
∇ϑ f
(∆ )
Y (τ,ϑ0)
]
dωdτ
]
λ
for the second term, and analogously
Σλ ,3 =−
3λ⊤
16pi4
[∫ pi
−pi
∫ pi
−pi
∇ϑ f
(∆ )
Y (−ω ,ϑ0)⊤
(
f
(∆ )
Y (−ω)−1Φ(eiω )Σ (∆ )N Φ(e−iτ )⊤ f (∆ )Y (−τ)−1
)
⊗
(
f
(∆ )
Y (ω)
−1Φ(e−iω )Σ (∆ )N Φ(e
iτ )⊤ f (∆ )Y (τ)
−1
)
∇ϑ f
(∆ )
Y (τ,ϑ0)dωdτ
]
λ
for the third term. ✷
Proof of Theorem 2. Since ϑ̂
(∆ )
n
a.s.−→ ϑ0 (see Theorem 1) and Σ∇2W is positive definite (see Lemma 2) the
conclusion follows from (11), Proposition 4 and Proposition 6. ✷
Sketch of the proof of Remark 5 Let ΦZ be the polynomial of the (existing) VAR(∞) of the
VARMA(p,q) process. Proposition 5 can be formulated for VARMA processes. As in the proof of Theo-
rem 2 we have to plug in there for η the function ηλ as given in (45). Then, b0 in (31) has for the VARMA
process (Zn)n∈N the form
b0 =
∫ pi
−pi
−2pi
r
∑
t=1
λtΣ
−1
e ΦZ(e
−iω)−1
(
∂
∂ϑt
fZ(ω ,ϑ0)
)
ΦZ(e
iω)⊤−1Σ−1e dω
= −Σ−1e
∫ pi
−pi
r
∑
t=1
λt
∂
∂ϑt
log
(
ΦZ(e
−iω ,ϑ0)
)
dω −
∫ pi
−pi
(
r
∑
t=1
λt
∂
∂ϑt
log
(
ΦZ(e
iω ,ϑ0)
))⊤
dω Σ−1e .
If ΦZ is two times differentiable, the Leibniz rule yield
b0 =−Σ−1e
r
∑
t=1
λt
∂
∂ϑt
∫ pi
−pi
log
(
ΦZ(e
−iω ,ϑ0)
)
dω −
[
r
∑
t=1
λt
∂
∂ϑt
∫ pi
−pi
log
(
ΦZ(e
iω ,ϑ0)
)
dω
]⊤
Σ−1e .
Similarly to the proof of Theorem 5.8.1 of Brockwell and Davis (1991), one can show that the integrals
are constant and therefore, that b0 = 0. For a more detailed approach, we refer to Dunsmuir and Hannan
(1976). ✷
Supplementary Material
The SupplementaryMaterial contains the detailed proofs for the adjusted Whittle estimator, some auxiliary
results and further simulations.
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Supplementary Material
7 Proofs for the adjusted Whittle estimator in Section 4
7.1 Proofs of Section 4.1
The proof of Theorem 3 is similar to the proof of Theorem 1. Therefore, we simply adapt the parts which
are not the same, namely Proposition 2 and Proposition 3. We start by stating thatW
(A)
n converges almost
surely uniformly to
W (A)(ϑ) :=
∫ pi
−pi
|Π(eiω ,ϑ)|2 f (∆ )Y (ω)dω
which can be shown in the same way as the uniform convergence ofW
(1)
n in Proposition 2.
Proposition 7 Let Assumptions (A1)–(A4) hold. Then, as n→ ∞,
sup
ϑ∈Θ
|W (A)n (ϑ)−W (A)(ϑ)| n→∞−→ 0 P-a.s.
Proposition 8 Let Assumptions (A1)–(A4) and (A˜6) hold. Then, W (A) has a unique minimum in ϑ0.
Proof Let ϑ 6= ϑ0. Due to the definition of the linear innovation and assumption (A˜6), we have
V (∆ ) = E[ε
(∆ )2
k ] = E
[
Π(B)Y
(∆ )
k
]2
< E
[
Π(B,ϑ)Y
(∆ )
k
]2
=
∫ pi
−pi
|Π(eiω ,ϑ)|2 f (∆ )Y (ω)dω =W (A)(ϑ),
where for the second last equality we used Brockwell and Davis (1991), Theorem 11.8.3 as well. Further-
more, V (∆ ) = E[(Π(B)Y
(∆ )
k )
2] =W (A)(ϑ0) holds. ✷
7.2 Proofs of Section 4.2
The proof of the asymptotic normality of the adjustedWhittle estimator is similar to the proof of the asymp-
totic normality of the original Whittle estimator. We start to prove an adapted version of Proposition 5.
Proposition 9 Let Assumptions (A2)–(A4) and (B2) hold. Suppose η : [−pi ,pi ]→ C is a symmetric func-
tion with Fourier coefficients (fu)u∈Z satisfying ∑∞u=−∞ |fu||u|1/2 < ∞ and∫ pi
−pi
∣∣Π−1(eiω)∣∣2 η(ω)dω = 0.
Then, as n→ ∞,
pi√
n
n
∑
j=−n+1
η(ω j)In(ω j)
D−→N (0,Ση ),
where
Ση = 4pi
∫ pi
−pi
η(ω)2 f
(∆ )
Y (ω)
2dω +
1
4pi2
∫ pi
−pi
η(ω)vec
(
Φ(e−iω )⊤Φ(eiω )
)⊤
dω
·
(
E
[
N
(∆ )
1 N
(∆ )⊤
1 ⊗N(∆ )1 N(∆ )⊤1
]
− 3Σ (∆ )N ⊗Σ (∆ )N
)∫ pi
−pi
η(ω)vec
(
Φ(eiω )⊤Φ(e−iω )
)
dω .
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Remark 9 For an Ornstein-Uhlenbeck process (CAR(1) process), Ση reduces to
Ση = 4pi
∫ pi
−pi
η(ω)2 f
(∆ )
Y (ω)
2dω ,
since Π−1(eiω ,ϑ) = Φ(eiω ,ϑ) ∀ (ω ,ϑ) ∈ [−pi ,pi ]×Θ implies∫ pi
−pi
η(ω)vec
(
Φ(e−iω )⊤Φ(eiω )
)⊤
dω =
∫ pi
−pi
∣∣Π−1(eiω)∣∣2 η(ω)dω = 0.
Proof of Proposition 9. Note that
√
n
∫ pi
−pi
f
(∆ )
Y (ω)η(ω)dω =
√
nV (∆ )
2pi
∫ pi
−pi
∣∣Π−1(eiω )∣∣2 η(ω)dω = 0.
Therefore, an application of Lemma 10 gives
pi√
n
n
∑
j=−n+1
η(ω j)In(ω j) =
pi√
n
n
∑
j=−n+1
η(ω j)
(
In(ω j)− f (∆ )Y (ω j)
)
+ o(1)
and Proposition 5 leads to the statement. ✷
Proposition 10 Let Assumptions (A2)–(A4), (A˜6) and (B2)–(B3) hold. Then, as n→ ∞,
√
n
[
∇ϑW
(A)
n (ϑ0)
]
D−→N (0,Σ∇W (A)).
Proof Similar to the proof of Proposition 6, we make use of the CramérWold Theorem. For λ =(λ1, . . . ,λr)
⊤ ∈
Rr, we get
√
n
[
∇ϑW
(A)
n (ϑ0)
]
λ =
pi√
n
n
∑
j=−n+1
r
∑
t=1
λt
∂
∂ϑt
∣∣Π(eiω j ,ϑ0)∣∣2 In(ω j)
=
pi√
n
n
∑
j=−n+1
r
∑
t=1
λt
∂
∂ϑt
(
f
(∆ )
Y (ω ,ϑ0)
−1V (∆ )(ϑ0)
2pi
)
In(ω j).
We define ηλ by
ηλ (ω) =
r
∑
t=1
λt
∂
∂ϑt
(
f
(∆ )
Y (ω ,ϑ0)
−1V
(∆ )(ϑ0)
2pi
)
, ω ∈ [−pi ,pi ],
and obtain∫ pi
−pi
ηλ (ω)
∣∣Π−1(eiω)∣∣2 dω
=
∫ pi
−pi
r
∑
t=1
λt
 ∂∂ϑtV (∆ )(ϑ0)
2pi
f
(∆ )
Y (ω)
−1−
∂
∂ϑt
f
(∆ )
Y (ω ,ϑ0)
f
(∆ )
Y (ω ,ϑ0)
2
V (∆ )(ϑ0)
2pi
∣∣Π−1(eiω)∣∣2 dω
=
[
2pi∇ϑ log(V
(∆ )(ϑ0))−
∫ pi
−pi
∇ϑ log( f
(∆ )
Y (ω ,ϑ0))dω
]
λ .
Under Assumption (B3), the Leibniz rule and Theorem 3’’’, Chapter 3, of Hannan (2009) can be applied,
which results in [
2pi∇ϑ log(V
(∆ )(ϑ0))−
∫ pi
−pi
∇ϑ log( f
(∆ )
Y (ω ,ϑ0))dω
]
λ
= ∇ϑ
[
2pi log(V (∆ )(ϑ0))− 2pi log(V (∆ )(ϑ0))+ 2pi log(2pi)
]
λ = 0.
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As in Proposition 6, this transformation leads to the applicability of Proposition 9. Therefore, we get
√
nλ⊤
[
∇ϑW
(A)
n (ϑ0)
]
D−→N (0,ΣλT∇W (A))
with
ΣλT ∇W (A) =4pi
∫ pi
−pi
ηλ (ω)
2 f
(∆ )
Y (ω)
2dω +
1
4pi2
∫ pi
−pi
ηλ (ω)vec
(
Φ(e−iω )⊤Φ(eiω )
)⊤
dω(
E
[
N
(∆ )
1 N
(∆ )⊤
1 ⊗N(∆ )1 N(∆ )⊤1
]
− 3Σ (∆ )N ⊗Σ (∆ )N
)∫ pi
−pi
ηλ (ω)vec
(
Φ(eiω )⊤Φ(e−iω )
)
dω .
The representation ηλ (ω) = λ
⊤∇ϑ |Π(eiω ,ϑ0)|2 completes the proof. ✷
To prove Theorem 4, we need an analog result to Proposition 4. Since the following proposition can be
shown completely analogously, the proof will be restricted to the transformation of the limit matrix.
Proposition 11 Let Assumptions (A1)–(A4),(A˜6) and (B3) hold. Furthermore, let (ϑ ∗n )n∈N be a sequence
in Θ with ϑ ∗n
a.s.−→ ϑ0 as n→ ∞. Then, as n→ ∞,
∇2ϑW
(A)
n (ϑ
∗
n )
a.s.−→ Σ∇2W (A) .
Proof Some straightforward calculation yields
Σ∇2W (A) =
∫ pi
−pi
[
∇2ϑ |Π(eiω ,ϑ0)|2
]
f
(∆ )
Y (ω)dω .
Applications of (9), the Leibniz rule and Theorem 3’’’ in Chapter 3 of Hannan (2009) give the representa-
tion
Σ∇2W (A) =
∫ pi
−pi
∇2ϑ
[
V (∆ )(ϑ0)
2pi
f
(∆ )
Y (ω ,ϑ0)
−1
]
f
(∆ )
Y (ω)dω
= ∇2ϑV
(∆ )(ϑ0)− 2∇ϑV (∆ )(ϑ0)⊤
(
1
2pi
∫ pi
−pi
∇ϑ log( f
(∆ )
Y (ω ,ϑ0))dω
)
−V
(∆ )
2pi
∫ pi
−pi
∇2ϑ log( f
(∆ )
Y (ω ,ϑ0))dω +
V (∆ )
2pi
∫ pi
−pi
∇ϑ log( f
(∆ )
Y (ω ,ϑ0))
⊤∇ϑ log( f
(∆ )
Y (ω ,ϑ0))dω
=
V (∆ )
2pi
∫ pi
−pi
∇ϑ log( f
(∆ )
Y (ω ,ϑ0))
⊤∇ϑ log( f
(∆ )
Y (ω ,ϑ0))dω
−V (∆ )
(
1
2pi
∫ pi
−pi
∇ϑ log( f
(∆ )
Y (ω ,ϑ0))dω
)⊤(
1
2pi
∫ pi
−pi
∇ϑ log( f
(∆ )
Y (ω ,ϑ0))dω
)
=
V (∆ )
2pi
∫ pi
−pi
∇ϑ log(|Π(eiω ,ϑ0)|−2)⊤∇ϑ log(|Π(eiω ,ϑ0)|−2)dω .
✷
The proof of Theorem 4 now matches the proof of Theorem 2, where Proposition 6 is replaced by Propo-
sition 10 and Proposition 4 is replaced by Proposition 11.
8 Auxiliary Results
8.1 Fourier Analysis
Since all the previous sections make use of Fourier analysis, we state the required basic results. The first
property also gives a motivation why the Whittle estimator is based on the frequencies {− pi(n−1)
n
, . . . ,pi}.
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Lemma 4 Let h ∈ Z. Then,
1
2n
n
∑
j=−n+1
e−ihω j = 1{∃z∈Z: h=2zn}.
We now introduce results which show that an appropriate approximation of the Fourier series exhibit
useful convergence properties.
Lemma 5 Let g : [−pi ,pi ]→C be continuous. Define
bk :=
1
2pi
∫ pi
−pi
g(ω)e−ikωdω and qM(ω) = ∑
|k|≤M
bke
ikω .
Suppose that ∑|k|≤n |bk| converges. Then
sup
ω∈[−pi ,pi ]
|qM(ω)− g(ω)| M→∞−→ 0.
Proof Körner (1989), Theorem 3.1. ✷
The assumptions of the previous result are quite strong. If we replace the truncated Fourier series by its
Cesàro sum, we receive an approximation which exhibits uniform convergence without assuming that the
Fourier coefficients are absolute summable. This result is known as Fejérs Theorem. Since we want to
approximate a parametrized function, we have to adjust Fejérs Theorem to a setting which allows a depen-
dency on a second parameter.
Lemma 6 Let Θ be a compact parameter space and g be a continuous real valued function on [−pi ,pi ]×
Θ . Then, the Fourier series of g in the first component is Cesàro summable. Further, define the Fourier
coefficients bk(ϑ) :=
1
2pi
∫ pi
−pi g(ω ,ϑ)e
ikωdω and
qM(ω ,ϑ) =
1
M
M−1
∑
j=0
(
∑
|k|≤ j
bk(ϑ)e
−ikω
)
= ∑
|k|<M
(
1− |k|
M
)
bk(ϑ)e
−ikω .
Then,
lim
M→∞
sup
ω∈[−pi ,pi ]
sup
ϑ∈Θ
|qM(ω ,ϑ)− g(ω ,ϑ)|= 0.
Proof The proof is similar to the proof of Theorem 2.11.1 of Brockwell and Davis (1991) and therefore
skipped. ✷
Remark 10 If we investigate the Cesàro sum of a Fourier series of a matrix valued continuous function
g : [−pi ,pi ]×Θ →RN×N defined by
qM(ω) :=
1
M
M−1
∑
j=0
(
∑
|k|≤ j
bke
−ikω
)
where bk :=
1
2pi
∫ pi
−pi
g(ω)e−ikωdω ,
Fejérs Theorem gives the uniform convergence of each component of qM to g on [−pi ,pi ]×Θ . Since g
consists of finitely many components, qM also converges to g uniformly. Obviously, the same holds true
for any matrix valued continuous function g : R×Θ → RN×N which is 2pi periodic in its first component.
Similarly, we can transfer Lemma 5 to matrix valued functions.
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8.2 The behavior of the sample autocovariance
We state and prove results concerning the asymptotic behavior of the estimators of the various arising
covariance matrices.
Lemma 7 Define the empirical sample autocovariance function
Γ
(∆ )
n (h) =
1
n
n−h
∑
k=1
Y
(∆ )
k+hY
(∆ )⊤
k and Γ
(∆ )
n (−h) = Γ (∆ )n (h)⊤, 0≤ h≤ n.
Suppose (A2) and (A3) hold. Then, for h ∈ Z and n→ ∞,
Γ
(∆ )
n (h)
a.s.−→ Γ ∆ (h)
and ∑∞h=−∞ ‖Γ (∆ )(h)‖< ∞.
Proof Due to Proposition 3.34 of Marquardt and Stelzer (2007) the process Y is ergodic. Therefore,
Theorem 4.3 of Krengel (2011) implies that the sampled process Y (∆ ) is ergodic as well. Moreover,
ΓY (h) =C
⊤eAhΣ (∆ )N C due to Marquardt and Stelzer (2007). Since the eigenvalues of A have strictly negative
real parts
∑
h∈Z
‖Γ ∆ (h)‖= ∑
h∈Z
‖ΓY (∆h)‖< ∞.
Birkhoff‘s Ergodic Theorem now leads to
Γ
(∆ )
n (h)
a.s.−→ E
[
Y
(∆ )
h Y
(∆ )⊤
0
]
= Γ ∆ (h).
✷
Remark 11 Similarly, one can show that in the situation of Lemma 7 the sample autocovariance function
of N(∆ ) as introduced in Proposition 1 behaves in the same way, i.e.
Γ n,N(h)
a.s.−→ ΓN(h) ∀ h ∈ Z.
Obviously, ΓN(h) = 0 for h 6= 0 and ΓN(0) = Σ (∆ )N .
Under the stronger assumption of an i.i.d. white noise, the sample autocovariance function has an asymp-
totic normal distribution.
Lemma 8 Let (Zk)k∈N be an N-dimensional i.i.d. white noise with E‖Z1‖4 < ∞ and covariance matrix ΣZ .
Define
Γ n,Z(h) =
1
n
n−h
∑
j=1
Z j+hZ
⊤
j , n≥ h≥ 0,
Then, for fixed ℓ ∈N,
√
n


vec
(
Γ n,Z(0)
)
vec
(
Γ n,Z(1)
)
...
vec
(
Γ n,Z(ℓ)
)
−

vec(ΣZ)
0
...
0

 D−→N (0,ΣΓZ (ℓ)),
where
ΣΓZ (ℓ) =

E[Z1Z
⊤
1 ⊗Z⊤1 Z1]−ΣZ⊗ΣZ 0N2×ℓN2
0ℓN2×N2 Iℓ⊗ΣZ⊗ΣZ
 .
Proof The proof is similar to the proof of Proposition 4.4 in Lütkepohl (2005) and is therefore omitted. ✷
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8.3 Convergence rate of the integral approximation
To prove the uniform convergence of theWhittle function, it is necessary to guarantee that the deterministic
part of the Whittle function converges uniformly.
Lemma 9 Let Θ be a compact parameter space and let g : [−pi ,pi ]×Θ → C be differentiable in the first
component. Assume further that ∂∂ω g(ω ,ϑ) is continuous on [−pi ,pi ]×Θ . Then,
sup
ϑ∈Θ
∣∣∣∣∣ 12n n∑
j=−n+1
g(ω j,ϑ)− 1
2pi
∫ pi
−pi
g(ω ,ϑ)dω
∣∣∣∣∣ n→∞−→ 0.
Proof Follows by an application of the mean value theorem. ✷
Lemma 10 Let g : [−pi ,pi ]→ C be continuously differentiable. Then,
1√
n
n
∑
j=−n+1
g(ω j)−
√
n
pi
∫ pi
−pi
g(ω)dω
n→∞−→ 0
holds.
Proof The lemma is a consequence of the definition of the Riemann integral and the continuously differ-
entiability of g. ✷
9 Extended simulation study
In addition to the simulation study of Section 5, we investigate bivariate MCAR(1) processes and CAR(3)
processes for both the Brownian motion and the NIG driven setting. The parametrization of the MCAR(1)
model is given in Table 1 of Schlemm and Stelzer (2012a) and it is
A(ϑ) =
(
ϑ1 ϑ2
ϑ3 ϑ4
)
= B(ϑ), C(ϑ) =
(
1 0
0 1
)
, ΣL(ϑ) =
(
ϑ5 ϑ6
ϑ6 ϑ7
)
in which we choose the parameter
ϑ
(3)
0 = (1,−2,3,−4,0.7513,−0.3536,0.3536).
The results of this simulation study are summarized in Table 5 and Table 6, respectively. Likewise, as
for the MCARMA(2,1) model in Table 1 and Table 2 of Section 5, the Whittle estimator and the QMLE
converge very fast. Furthermore, we use the parameter
ϑ
(4)
0 = (−0.01,0,7,−1,0.7513,−0.3536,0.3536)
in this model class. One eigenvalue of A(ϑ
(4)
0 ) is close to zero. An eigenvalue equal to zero results in a
non-stationary MCARMA process. Table 7 shows the results for this setting for n2 = 2000, and both the
Brownian and the NIG driven model. The Whittle estimator and the QMLE estimate the parameters very
well. But it is striking that the bias of several parameters of the QMLE even vanish.
For the univariate CAR(3) processes with parametrization
A(ϑ) =
 0 1 00 0 1
ϑ1 ϑ2 ϑ3
 , B(ϑ) =
 00
ϑ1
 , C(ϑ) = (1 0 0).
and
ϑ
(5)
0 = (−6,−11,−6),
we choose once again the Brownian motion and the NIG Lévy process as driving processes. The results are
documented in Table 8 and Table 9. They correspond to the results of Table 3 and Table 4, respectively for
CARMA(2,1) processes.
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n1 = 500
Whittle QMLE
ϑ0 mean bias std. mean bias std.
1 1.0018 0.0018 0.0301 1.0045 0.0045 0.0362
-2 -2.0063 0.0063 0.0321 -2.0068 0.0068 0.0357
3 2.9966 0.0034 0.0399 3.0055 0.0055 0.0604
-4 -3.9980 0.0020 0.0399 -4.0019 0.0019 0.0565
0.7513 0.7543 0.0030 0.0516 0.7522 0.0009 0.0923
-0.3536 -0.3573 0.0037 0.0463 -0.3531 0.0005 0.0674
0.3536 0.3685 0.0149 0.0510 0.3704 0.0168 0.0714
n2 = 2000
Whittle QMLE
ϑ0 mean bias std. mean bias std.
1 1.0035 0.0035 0.0150 1.0039 0.0039 0.0181
-2 -2.0067 0.0067 0.0165 -2.0066 0.0066 0.0192
3 2.9991 0.0009 0.0192 3.0021 0.0021 0.0286
-4 -3.9987 0.0013 0.0223 -4.0003 0.0003 0.0302
0.7513 0.7532 0.0019 0.0257 0.7514 0.0001 0.0401
-0.3536 -0.3603 0.0067 0.0248 -0.3574 0.0038 0.0352
0.3536 0.3675 0.0139 0.0280 0.3706 0.0170 0.0376
n3 = 5000
Whittle QMLE
ϑ0 mean bias std. mean bias std.
1 1.0042 0.0042 0.0101 1.0050 0.0050 0.0117
-2 -2.0062 0.0062 0.0106 -2.0074 0.0074 0.0111
3 -2.9996 0.0004 0.0114 3.0021 0.0021 0.0169
-4 -3.9965 0.0035 0.0158 -4.0013 0.0013 0.0196
0.7513 0.7537 0.0024 0.0173 0.7549 0.0036 0.0258
-0.3536 -0.3596 0.0060 0.0166 -0.3559 0.0023 0.0201
0.3536 0.3663 0.0027 0.0169 0.3693 0.0157 0.0200
Table 5 Estimation results for a Brownian motion driven bivariate MCAR(1) process with parameter ϑ
(3)
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n1 = 500
Whittle QMLE
ϑ0 mean bias std. mean bias std.
1 0.9905 0.0095 0.0407 0.9806 0.0194 0.0460
-2 -1.9871 0.0129 0.0531 -2.0038 0.0038 0.0579
3 2.9920 0.0080 0.0579 2.9240 0.0760 0.0842
-4 -3.9409 0.0591 0.1027 -3.9918 0.0082 0.0894
0.7513 0.7281 0.0232 0.1869 0.7125 0.0388 0.0568
-0.3536 -0.3366 0.0170 0.0302 -0.3251 0.0285 0.0497
0.3536 0.3381 0.0155 0.0335 0.3182 0.0354 0.0486
n2 = 2000
Whittle QMLE
ϑ0 mean bias std. mean bias std.
1 0.9916 0.0084 0.0261 0.9839 0.0161 0.0316
-2 -1.9892 0.0110 0.0321 -2.0072 0.0072 0.0320
3 2.9797 0.0203 0.0416 2.9377 0.0623 0.0576
-4 -3.9700 0.0300 0.0767 -4.0051 0.0051 0.0561
0.7513 0.7489 0.0024 0.1392 0.7210 0.0303 0.0351
-0.3536 -0.3603 0.0067 0.0241 -0.3224 0.0312 0.0312
0.3536 0.3417 0.0119 0.0224 0.3352 0.0184 0.0300
n3 = 5000
Whittle QMLE
ϑ0 mean bias std. mean bias std.
1 0.9952 0.0048 0.0186 0.9810 0.0190 0.0240
-2 -1.9890 0.0110 0.0253 -2.0086 0.0086 0.0289
3 2.9789 0.0211 0.0365 2.9341 0.0659 0.0478
-4 -3.9849 0.0151 0.0611 -4.0064 0.0064 0.0516
0.7513 0.7500 0.0013 0.0749 0.6912 0.0601 0.0428
-0.3536 -0.3600 0.0064 0.0148 -0.3412 0.0124 0.0237
0.3536 0.3499 0.0037 0.0201 0.3208 0.0328 0.0238
Table 6 Estimation results for a NIG driven bivariate MCAR(1) process with parameter ϑ
(3)
0 .
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Brownian motion driven, n2 = 2000
Whittle QMLE
ϑ0 mean bias std. mean bias std.
-0.01 -0.0099 0.0001 0.0005 -0.0103 0.0003 0
0 0 0 0 0 0 0.1891
7 6.9245 0.0755 0.0853 7 0 0.0012
-1 -1.0442 0.0442 0.1915 -1 0 0.0019
0.7513 0.8574 0.1061 0.2193 0.7513 0 0.0031
-0.3536 -0.3492 0.0044 0.0587 -0.3535 0.0001 0.0013
0.3536 0.7958 0.4422 0.4160 0.3536 0 0.0005
NIG driven, n2 = 2000
Whittle QMLE
ϑ0 mean bias std. mean bias std.
-0.01 -0.0125 0.0025 0.0534 -0.099 0.0001 0.0001
0 -0.0084 0.0084 0.0507 0 0 0.1805
7 7.0137 0.0137 0.1081 7 0 0.0180
-1 -0.8731 0.1269 0.1354 -1 0 0.0049
0.7513 1.4557 0.7045 0.0959 0.7513 0 0.0027
-0.3536 0.1189 0.4724 0.1675 -0.3536 0 0.0017
0.3536 0.7397 0.3862 0.0524 0.3535 0.0001 0.0008
Table 7 Estimation results for a bivariate MCAR(1) process with parameter ϑ
(4)
0 close to the non-stationary case.
n1 = 500
Whittle adjusted Whittle QMLE
ϑ0 mean bias std. mean bias std. mean bias std.
-6 -5.9230 0.0770 0.2074 -6.2266 0.2266 0.6347 -6.4357 0.4357 1.3266
-11 -10.8390 0.1610 0.4119 -11.2759 0.2759 0.9351 -11.6067 0.6067 1.6706
-6 -5.8267 0.1733 0.3585 -6.0575 0.0575 0.4800 -6.3039 0.3039 1.2821
n2 = 2000
Whittle adjusted Whittle QMLE
ϑ0 mean bias std. mean bias std. mean bias std.
-6 -5.9886 0.0114 0.1117 -6.0410 0.0410 0.2391 -6.0549 0.0549 0.4510
-11 -10.9336 0.0664 0.2372 -11.0680 0.0680 0.4126 -11.0422 0.0422 0.6005
-6 -5.8855 0.1145 0.1755 -5.9460 0.0540 0.1924 -5.9542 0.0458 0.4464
n3 = 5000
Whittle adjusted Whittle QMLE
ϑ0 mean bias std. mean bias std. mean bias std.
-6 -5.9856 0.0144 0.0884 -6.0455 0.0455 0.1444 -5.9861 0.0139 0.1120
-11 -10.9335 0.0665 0.1471 -11.0349 0.0349 0.1298 -10.9259 0.0741 0.1877
-6 -5.9123 0.0877 0.1262 -5.9303 0.0697 0.1104 -5.8937 0.1063 0.1406
Table 8 Estimation results for a Brownian motion driven CAR(3) process with ϑ
(5)
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n1 = 500
Whittle adjusted Whittle QMLE
ϑ0 mean bias std. mean bias std. mean bias std.
-6 -5.9449 0.0551 0.4322 -5.9238 0.0762 0.4799 -6.8247 0.8247 1.9413
-11 -10.9222 0.0778 0.5765 -10.9049 0.0951 0.6813 -12.1860 1.1860 2.3377
-6 -5.8492 0.1508 0.3455 -5.8000 0.2000 0.4239 -6.6137 0.6137 1.6559
n2 = 2000
Whittle adjusted Whittle QMLE
ϑ0 mean bias std. mean bias std. mean bias std.
-6 -5.9611 0.0389 0.1287 -6.0737 0.0737 0.3438 -6.01035 0.1035 0.6401
-11 -10.9011 0.0989 0.2590 -11.0504 0.0504 0.4832 -11.1053 0.1053 0.8271
-6 -5.8879 0.1121 0.1988 -5.9692 0.0308 0.2175 -6.0036 0.0036 0.5522
n3 = 5000
Whittle adjusted Whittle QMLE
ϑ0 mean bias std. mean bias std. mean bias std.
-6 -6.0313 0.0313 0.0825 -6.0622 0.0622 0.1883 -6.0087 0.0087 0.2748
-11 -10.8882 0.1118 0.1274 -11.0345 0.0345 0.1490 -10.9541 0.0459 0.3830
-6 -5.9110 0.0190 0.0885 -5.8438 0.1562 0.2144 -5.9164 0.0836 0.2513
Table 9 Estimation results for a NIG driven CAR(3) process with parameter ϑ
(5)
0 .
