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ABSTRACT
CoV-2 pandemic prompted lockdown measures to be implemented worldwide; these
directives were implemented nationwide to stunt the spread of the infection. Throughout the
lockdowns, millions of individuals resorted to social media for entertainment, communicate with
friends and family, and express their opinions about the pandemic. Simultaneously, social media
aided in the dissemination of misinformation, which has proven to be a threat to global health.
Sentiment analysis, a technique used to analyze textual data, can be used to gain an overview of
public opinion behind CoV-2 from Twitter and TikTok. The primary focus of the project is to
build a deep learning classifier to analyze user sentiment on TikTok. Several deep learning
models were developed, including Convolutional Neural Networks (CNN), Long-Short Term
Memory (LSTM), Attention Mechanism, and Bidirectional Encoder Representations from
Transformer (BERT). CNN excels at local feature extraction, whereas LSTM can store
sequential data without loss of information. BERT can overcome the issue of ambiguous
sentences and phrases; specifically, it can differentiate between homonyms. Models were trained
on Sentiment140, a Twitter dataset. Once these models were trained, the models with the best
performance were then used to classify sentiment of the TikTok users from Mar 2020 to August
2021. Proposed models can be used by both government institutions and businesses to
understand concerns surrounding the pandemic.
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I.

INTRODUCTION

CoV-2 has upended most aspects of daily life; with nationwide lockdowns imposed,
people across the United States have had to adjust to new ways of life, work, and school.
Although these preventive measures aimed to contain the spread of the infection, they caused a
detrimental effect on public mental health. Several studies conducted worldwide have shown the
negative impact that lockdowns had on an individual’s psychological well-being [1].
Governments worldwide implemented some form of social distancing to comply with
public health sectors and the World Health Organization (WHO) and combat the spread of the
infection; however, many reports have shown a high non-compliance rate to social distancing.
Other studies have identified differences in opinions between compliant people and those who
are not compliant. These studies rely on studying public sentiment surrounding CoV-2 and
government preventive measures to understand the reasoning behind an individual’s choice to
comply or not to comply [2].
Researchers often resort to social media as a source to understand public opinion on
various aspects of the environment in which people live, especially concerning controversial
issues that people routinely face. Social media makes up a large part of everyone’s life; platforms
like Twitter, Instagram, and TikTok are commonplace for people worldwide to communicate,
share and express opinions on every topic. With over a billion posts every day, businesses and
government agencies can effectively utilize social media platforms and user posts to address
business problems and understand product concerns and challenges the public face.
Due to the massive volume and diversity of the information available through social
media applications, businesses cannot manually process and analyze the data; instead, businesses
seek automated tools like machine learning to help process and analyze the massive datasets. For
1
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example, businesses use Artificial Neural Networks (NNs), a technique that mimics the neural
structure of the human brain, to learn about the input values iteratively and to classify social
media posts by sentiment as positive, negative, or neutral.
Several NNs can be used to classify input data: Convolutional Neural Network (CNN),
Long Short-term Memory (LSTM), and a combination of the CNN and LSTM, among other NNs
architectures; each algorithm has its advantages and disadvantages. Businesses must choose an
algorithm that minimizes the misclassification rate while generalizing to non-training data.
Performance metrics like accuracy score, recall, precision, and F1-Score could be used to
compare the characteristics and performance of the algorithms. These metrics allow businesses
to choose the algorithm that performs best through different experiments.

2
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II.

RESEARCH OBJECTIVE AND MOTIVATION

The proposed research paper will analyze sentiment emoted through the tweets and
TikTok posts and comments since the beginning of the CoV-2 pandemic; the paper's objective is
to answer the following questions – i) Can we develop a comprehensive classifier that can
generalize to different input datasets? and ii) How do pre-trained models affect the performance
of a classifier?
Social Media platforms – Twitter, Instagram, Reddit, and TikTok – became a primary
source to share information in recent years. TikTok, a social media platform where people share
short-form videos between 15 seconds and 10 minutes, attracts over a billion users monthly [25];
user comments can be extracted to analyze user’s sentiment toward the pandemic and other
topics.

3

SENTIMENT ANALYSIS OF COV-2 AND THE COV-2 VACCINES

III.

RELATED WORKS

Social media has become the most influential virtual space to not only network with friends,
family, and colleagues, but also for businesses to advertise their brands and products online;
businesses can reach many people within minutes, which can help reduce costs. Additionally,
businesses can harness user feedback and engagement on social media to determine interest
and/or dissatisfaction with products and services; however, with billions of posts every day from
multiple sources, businesses need automated tools to filter through the data.
Sentiment analysis can be performed using two approaches: lexicon-based analysis and
machine learning-based analysis. Rule-based classification relies on human-crafted set of rules to
determine sentiment; specifically, lexicons are compared to the pre-defined set of rules to
determine user sentiment. Lexicons that do not appear in the limited vocabulary are labelled
neutral [24]. Alternatively, machine learning-based classification learns to associate lexicons
from patterns in the text automatically and predict future behavior using past behaviors.
[25] proposed a lexicon-based approach to classify documents. Hu et. al. achieved an
accuracy of 72.9%; however, the proposed model did not account for pronoun resolution.
Hoffman et. al. introduced phrase-level analysis that accounted for pronoun resolution;
particularly, the researchers used WordNet, a database of semantic relations between words, to
determine the subject of pronouns [26]. They achieved an accuracy of 81.5%, an 8% increase
from Hu et. al. [27] extended previous works to apply lexicon-based approaches to Twitter.
Proposed solution achieved an average score of 90% [28]. Gilbert et. al. proposed a rule-based
model designed specifically for sentiment analysis on social media text. Valence Aware
Dictionary for sEntiment Reasoning (VADER) combines qualitative analysis and empirical
validation to compute sentiment scores; specifically, the combines a dictionary to map lexical

4
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features to emotion intensity, and five heuristics to encode the text. VADER outperformed other
classifiers with an accuracy of 96% [29].
Tripathi et. al. proposed classical machine learning techniques – logistic regression, decision
trees, and random forest vector machines to classify Twitter data; it was found that decision tree
performed best among the classical machine learning techniques with an accuracy of 88.51%
[30]. Saad et. al proposed the use of regression and classical machine learning techniques –
logistic regression, decision trees, and random forest on social media data; it was found that
decision trees performed best, with an accuracy score of 71.39% [31].
Feizollah et. al. developed neural networks – CNN, RNN, and LSTM – to analyze Twitter
data; it was found that a bidirectional LSTM outperformed other deep neural networks with an
accuracy of 84.6% [32]. Gedupudi et. al. extended the research of Feizollah et. al. to develop
neural networks on analyze data on both Twitter and Reddit and to compare skip-gram and
CBOW embeddings; it was found that CNN-LSTM trained with both Word2Vec embeddings
performed best with an accuracy of 83.7% [19]. Tibrewal et. al. compared classical machine
learning techniques – naïve bayes, random forest, decision trees, logistic regression, and
XGBoost – to BERT transformers using a Twitter dataset; it was found BERT outperformed the
classical machine learning techniques with an accuracy of 95.12% [33].

5
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IV.

HISTORY AND BACKGROUND

Natural Language Processing (NLP), a subfield at the intersection of artificial
intelligence, computer science, and linguistics, is concerned with the interactions between
computers and human language [6]; mainly, NLP focuses on automatic computational processing
of natural languages to perform tasks like translations and information extraction. Sentiment
Analysis, a process used to comprehend emotion behind the text, combines NLP and machine
learning techniques to process, identify, extract, quantify, and study affective states and
subjective information [7]. For example, businesses can effectively gather customer feedback
and utilize sentiment analysis to understand public opinion towards products or a brand; the
feedback can improve existing and new products and provide a better experience to customers.
However, before a business can understand the sentiment behind customer data, the dataset must
first be pre-processed. Text pre-processing is essential for natural language; it transforms the data
into a more digestible form that can be fed into classifiers and can improve classifier
performance. Machine Learning (ML) models require textual inputs to be vectorized – convert
strings to numbers; word embeddings are the most popular method approach to represent words
and documents as numeric vector input. Methods and procedures are discussed in detail below.
4.1 Word Embeddings
Numerical representations are a prerequisite for most ML models. Embeddings represent
words in a corpus as meaningful numbers; these numbers – weights – capture the context of the
sentence and underlying semantic relationships and similarities between words. Specifically,
models learn weights to represent semantic relationships between words and related words are
positioned closely in the embedding space. Different embedding frameworks vary in their
approach to represent contextual relationships:

6
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4.1.1 Word2Vec
Word2Vec, introduced by Mikolov et al., is a family of neural network-based models
used to create a numerical representation of words and find local contextual and semantic
information [17]. Essentially, Word2Vec accepts a text corpus as input and outputs a vector
representation for each word in the corpus. Word2Vec employs a two-layered NN to examine
neighboring words in a corpus and determine whether the current word(s) have any semantic
relationship; if pairs of words are determined to have a semantic relationship, they are given
similar embeddings [8]. Word2Vec is not a single algorithm but rather a combination of
techniques – continuous bag of words (CBOW) and skip-gram.
i.

Continuous Bag of Words
CBOW aims to predict the probability that a target word occurs given its context. First,

the target word and context words are encoded using one-hot encoder. Second, the model is
trained to predict the target word given N context words, where N is a user-specified window
size; the window size limits the number of words considered in the evaluation. Finally, the model
outputs a matrix of weights representing the word embeddings. Fig. 1 provides a general
overview of the CBOW architecture; context words are given as input to the model, which are
then used predict the target word(s). CBOW then outputs a vector of probabilities, which
indicates the similarity between the target word and the context words. For example, CBOW
with a window size of 2 would convert the sentence ‘I would like some juice’ as follows: ([I,
would], like), ([would, like], some), ([like, some], juice). Then, CBOW would predict the target
– ([context], target) – using the context words.

7
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ii.

Skip-Grams
Skip-Gram architecture aims to achieve the reverse of CBOW; mainly, Skip-Gram predicts

the context words given a target word. First, the words in the corpus are assigned a
corresponding vector using one-hot encoding; vectors are of length [1, v], where v is the
vocabulary length. Next, the vectors are passed into the hidden layer, where the vectors are
multiplied by the weights of the hidden layer to produce an output vector. Finally, the softMax
function is applied to the output vector to convert the vector of numbers into a vector of
probabilities. Each component in the vector represents the probability of the word appearing
within the window size of the target word. Fig. 1 illustrates a high-level view of the skip-gram
architecture.

Figure 1: Comparison of CBOW and Skip-Gram Architectures [8]

4.1.2 Glove2Vec
Glove2Vec, introduced by Pennington et al., is an unsupervised machine learning algorithm
that captures global contextual information and derives vector representations for words [18].
Unlike Word2Vec, GloVe2Vec computes global co-occurrence statistics whereas Word2Vec
computes local co-occurrence statistics. GloVe takes a corpus of text and transforms each word
into a position in a low-dimensional space; it constructs a co-occurrence matrix and computes a

8
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co-occurrence probability using the word's frequency in the corpus in representations of linear
substructures of the word vector space. Finally, vectors are factorized to yield a lowerdimensional matrix, where each row is a vector representation for the corresponding word as
seen in Fig. 2.

Figure 2: Architecture of Glove2Vec [9]

4.1.3 BERT
BERT, introduced by Devlin et al., is a transformer-based architecture that learns
contextual relations between all words in a sentence, regardless of their respective position; it is
centered on the WordPiece model, with the vocabulary limited to 30,000 words and all
characters in the English alphabet [19]. Words that do not appear in the vocabulary are
decomposed into the largest possible sub-word contained in the vocabulary; as a last resort,
BERT decomposes the word into individual characters. Decomposition allows the sub-words to
maintain some contextual information, which avoids an overloaded vocabulary – ex. homonyms
assigned the same definition. Fig. 3 illustrates the BERT embeddings. For example, the input
word is ‘mistakenly’, which does not appear in the BERT lookup table; the word is broken up
into ‘mistake’ and ‘nly’, such that ‘mistake’ and its vector representation can be found in the
lookup table.

9
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Lookup Table

300K

Mistakenly

Mistake

##nly
Figure 3: BERT Embeddings Architecture [24]

10

798
798

SENTIMENT ANALYSIS OF COV-2 AND THE COV-2 VACCINES

V.

DATASET AND DATASET PREPARATION

5.1 Dataset A – Sentiment140
Models were trained and validated using the Sentiment140 dataset, curated by graduate
students at Stanford University. Note, the Sentiment140 dataset is not related to pandemic. It
contains 1,600,000 tweets with the following six fields: tweet polarity, tweet ID, date and time,
query flag, username, and tweet text. A subset of the dataset is shown in Figure 4. We were only
interested in the tweet polarity and tweet text fields. Polarity is divided into three classes:
negative, neutral, and positive, represented by numeric values 0, 2, 4, respectively; however,
upon further review, the dataset did not contain any tweets that were labeled as neutral.
Sentiment140 target classes were balanced, with 800,000 entries per class.

Figure 4: Raw Sentiment140 Dataset

5.1.1 Dataset A Preprocessing
Preprocessing the dataset can dramatically improve the performance of the models. The
following procedure was used to clean the dataset:
1. The value_counts function from the Pandas library is a useful function that sums the
number of unique values. It was found that the dataset contained 1,581,466 unique
tweets; this implies the dataset contains approximately 18,500 duplicate tweets. Duplicate
tweets were removed via the drop_duplicates function from the Pandas library.

11
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2. Remove user mentions ‘@’, hashtags ‘#’ symbol, and retweets ‘RT’; these symbols do
not provide any useful information towards user sentiment. Note, the actual tag that
followed the hashtag symbol was not removed as these may contain useful information.
3. Punctuation can be used to express emotion in some situations – exclamation points can
either indicate strong emotion towards a subject or emphasize a statement; however,
other punctuation, like commas and periods, can add noise to the dataset. All punctuation
were removed to remain consistent with previous works.
4. URLs do not convey any user emotion; we can remove them from the dataset.
5. Stop-words such as ‘I’, ‘to’, ‘are’, etc. and contractions (‘isn’t’, ‘we’re’, etc.) were
removed from the dataset; these words do not hold any meaning nor add any useful
information towards user sentiment. Python provides a built-in library with a list of stopwords from the English language.
6. Convert all words to lowercase; this is a common practice used for consistency,
simplicity, and to avoid case insensitivity. For example, ‘Good’ and ‘good’ would be
considered different words if the two words are not converted.
7. Encode the ‘positive’ sentiment numerical value from 4 to 1.
8. Remove irrelevant columns from the dataset: tweet ID, date and time, query, and
username. Neither of these columns help us evaluate user sentiment; rather they provide
sensitive user identification information.
9. Tweets must be tokenized before the text can be effectively used by a classifier.
Tokenization divides a large text into smaller units, like words or lines; individual words,
separated by whitespace, are tokenized.
Data cleaning procedure summary is shown in Figure 5.

12
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Dataset
Cleaned
Dataset
HTML
Decoding

Remove
Duplicates

Cleaned Text

Tokenize and
Remove Stop
Words

Convert to
UTF-8 BOM
Remove
Punctuation,
@Mentions,
URLs,
Hashtags

Figure 5: Data Cleaning Process

5.2 Dataset B – TikTok Dataset
Models were tested using the TikTok Comments dataset, curated by Bansal et. al. [20]. It
contains 646,473 posts, scraped from July 2021 through April 2022, with the following fields:
created_utc, author, app_version, body, posted_date, sentiment_polarity, sentiment_subjectivity,
sentiment, preview, score, and month. CoV-2 related posts were scraped using the following
queries words: “pandemic”, “social distancing”, and “stay at home”, among others. A subset of
the dataset is shown in Figure 6. We were only interested in the polarity and text fields. Polarity
is divided into three classes: negative, neutral, and positive, respectively; however, upon further

13
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review, only 1% of the dataset contained Reddit posts that were labeled as neutral. Neutral
entries were removed from the dataset.

Figure 6: Raw Emotions Towards Covid-19 on TikTok Dataset

5.2.1 Dataset B Preprocessing
The following procedure was used to clean the dataset:
1. Binary Classification models trained on a dataset with an unbalanced distribution of
classes will lead to biased models; biased models will impact its ability to predict the
minority class. Dataset B had unbalanced classes – negative class outweighed the positive
class by approximately 100,000 entries. Undersampling – a process where observations
are randomly deleted from the majority class to match the number of observations from
the minority class – was used to balance the two classes.
2. Removed irrelevant columns from the dataset: created_utc, author, subreddit, date,
sentiment_polarity, sentiment_subjectivity, preview, score, permalink, and month.
Neither of these columns help us evaluate user sentiment; rather they provide sensitive
user identification information and information used by the author to label the dataset.
3. It was found that the dataset contained 646,473 unique posts; this implies the dataset does
not contain duplicate posts.
4. URLs do not convey any user emotion; they can be removed from the dataset.
5. Punctuation can be used to express emotion in some situations – exclamation points can
either indicate strong emotion towards a subject or emphasize a statement; however,

14
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other punctuation, like commas and periods, can add noise to the dataset. All punctuation
were removed to remain consistent with previous works.
6. Stop-words such as ‘I’, ‘to’, ‘are’, etc. and contractions (‘isn’t’, ‘we’re’, etc.) were
removed from the dataset; these words do not hold any meaning nor add any useful
information towards user sentiment. Python provides a built-in library with a list of stopwords from the English language.
7. Removed words of length 3 or less and non-English words using the Brown corpus;
particularly, the dataset contained response body encodings – gt and lt – that added noise
to the dataset.
8. Convert all words to lowercase; this is a common practice used for consistency,
simplicity, to avoid case insensitivity. For example, ‘Good’ and ‘good’ would be
considered different words if the two words are not converted.
9. Encode both the ‘negative and ‘positive values to 0 and 1 respectfully to be consistent
with the Sentiment140 dataset.
10. Reddit posts were tokenized before the text was by a classifier. Tokenization divides a
large text into smaller units, like words or lines.

15
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VI.

DEEP LEARNING (DL) MODELS

6.1 Convolutional Neural Networks
Convolutional Neural Networks (CNN), introduced by LeCun et al. in the 1980s, is an
artificial neural network (NN) architecture commonly applied in various computer vision tasks
— image processing, image classification, object detection, and classification [21]. Recently,
CNN's have become increasingly popular for NLP applications, like translations and sentiment
analysis. CNN consists of three layers: convolutional layer, pooling layer, and fully connected
layers, described in detail below.
6.1.1 Convolutional Layers
Convolutional layer is composed of a series of feature maps and filters, called
convolutions, that extract patterns from the input data; each feature map iterates through the
input with a sliding window – filter matrix – and applies a dot product between the filter matrix
and input represented as a matrix to extract high-level features, such as edges and shapes, from
images or text. The matrix that results from the dot product represents the importance of the
detected feature(s). Fig. 7 illustrates the arithmetic combination between a 5x5 input image and a
3x3 filter (convolved feature) matrix to form a set of features in the output array. CNN learns the
values of these filters on its own during the training process; the more filters in the model, the
more features get extracted, and the better CNN becomes at recognizing patterns. An activation
function is applied to the output to provide a non-linear relationship for our output.

16
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Figure 7: 5x5 Image and Filter with Resulting Output Array [10]

6.1.2 Pooling Layer
Pooling progressively reduces the dimensionality of the feature maps; dimension
reduction increases the model's efficiency. Additionally, it extracts the dominant features while
eliminating features that contribute modestly to the model. There are several pooling functions:
(a) Average Pooling: compute the average of the values from the map.
(b) Max Pooling: take the largest value from each feature window.
(c) Sum Pooling: sum values in the feature map.

Figure 8: Max Pooling vs Average Pooling [11]

Figure 8 illustrates the difference between max-pooling and average-pooling; a 2x2 filter
is applied to the feature map to reduce the dimensionality. Max-pooling takes the maximum
value within the 2x2 filter, whereas average-pooling computes the average. Generally, an
activation function – ReLu, Sigmoid, or Softmax – is applied to the output of pooling layers.
6.1.3 Fully Connected Layer
Fully Connected Layer is a simple, feed forward NN that forms the last layers of CNN; it
uses the reduced feature map weights to flatten the final output, connect the neurons between
different layers, and feed it to the CNN to train for a series of epochs, seen in Figure 9. During

17
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the training process, output from the convolution layers begins to classify the textual input as
either positive or negative based on the features from previous steps.

Figure 9: Schematic Diagram of a Basic CNN Architecture [12]

6.1.4 Dropout Layer
Occasionally, the features chosen by the previous layers may result in overfitting in the
training dataset; this occurs when the model memorizes the training data, and the model cannot
be generalized to new input data. A dropout layer prevents the issue of overfitting. Dropout layer
randomly selects and drops a set of nodes and edges during the training process to add noise,
illustrated in Figure 10; noise necessitates other nodes to learn a sparse representation of the data.

Figure 10: Neural Network without Dropout vs Neural Network with Dropout [13]

6.2 Long Short-term Memory
Long Short-term Memory (LSTM), introduced by Schmidhuber et al. in 1997, is an
artificial recurrent neural network (RNN) architecture used to model sequential data; it was
designed to overcome the vanishing and exploding gradient problem present in RNN [22].
LSTM is widely used in machine translation and speech recognition, among other applications.
18
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A typical LSTM comprises three gates: input gate, output gate, and forget gate that controls the
information that flows in and out at the current time step.
6.2.1 Forget Gate
LSTM must first decide which bits of information should be removed or kept from a cell
given both the previous hidden state and new input data. At each time step, the LSTM network
combines the hidden state (i.e., the text) from the previous time-step and input from the current
time-step to produce a new output. Sigmoid function takes the output and returns values between
0 and 1; values closer to 1 are kept while values closer to 0 are removed. Output values are
pointwise multiplied with the previous cell states. Note, components multiplied by values near 0
with be deemed irrelevant and thus removed by the network.
6.2.2 Input Gate
LSTM must then decide which bits of information to add to the cell state. First, the
network combines the hidden state from the previous time-step ℎ𝑡−1 with input from the current
time-step 𝑥𝑡 (ℎ𝑡−1 + 𝑥𝑡 ). Note, the previous hidden state and current time step for the input
gate are the same as those used in the forget gate; inputs are then passed through a second
sigmoid function to determine whether to add or ignore information from the current input. Next,
the same input is passed through a tanh activation function to regulate the network and reduce
bias; tanh outputs a vector of values between -1 and 1. Finally, output from the sigmoid function
is pointwise multiplied with output from the tanh activation function to determine what
information should be added to the cell state and what information should be discarded.
6.2.3 Output Gate
Finally, the output gate determines the value of the next hidden state. First, the previous
hidden state and current time step are passed through a third sigmoid function. Next, the output
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from the sigmoid function is passed through a tanh. Finally, the results from both the sigmoid
function and tanh function are pointwise multiplied to decide which bits of information the new
hidden state should carry to the next time step; the new hidden state is used for prediction.
Figure 11 illustrates the high-level architecture of the LSTM network.

Figure 11: Schematic Diagram of LSTM Architecture [14]

6.2.4 Sigmoid Function
Sigmoid function is a non-linear activation function, contained by the gates, used to
maintain values that flow within a model between 0 and 1; it helps the LSTM network learn
important information and forget extraneous information. If the product is 0, information is
omitted, whereas information is kept if the product is 1.
𝜙(𝑧) =

1
1 + 𝑒 −𝑥

6.2.5 Hyperbolic Tangent (Tanh) Activation Function
Tanh Activation function is a non-linear activation function that regulates the values that
flow through the network. Numerous transformations on the input vectors may cause values to
explode, causing other values to seem insignificant; the tanh function ensures that the values
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remain between -1 and 1 so the function avoids the exploding gradient problem and remains
differentiable.
tanh(𝑥) =

2
−1
1 + 𝑒 −2𝑥

6.3 CNN-LSTM
CNN-LSTM architecture, proposed by Shi et al., was developed for temporal sequence
and visual time-series prediction problems; it combines and leverages the two architectures to
build a model to tackle more sophisticated tasks like text classification and video conversion
[23]. CNN architecture is used to automate feature extraction from the data. LSTM is used to
analyze and evaluate features and feature dependencies extracted by CNN. Thus, the CNNLSTM model can combine feature extraction of CNN with LSTM’s capability to learn
dependencies in sequential data.
CNN-LSTM architecture comprises the following layers: convolution layer, pooling
layer, LSTM layer, and fully connected layer. A series of convolutions are applied to the input
sequence to produce a feature map; the pooling layer reduces the dimensionality of the feature
maps. LSTM layer captures long-term dependencies over window features respectively [3].
Finally, the fully connected layer predicts whether the sentence has positive or negative
sentiment. Figure 12 illustrates the architectural structure of the network.

Figure 12:Schematic Diagram of CNN-LSTM Architecture [15]
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6.4 CNN-LSTM with Attention Mechanism
Attention Mechanism is a technique that enhances the essential portions of the input data
while it diminishes other portions of the input data; it was introduced to address the inability of
encoder-decoder models to retain longer sentences. Recurrent Neural Networks (RNNs) tend to
forget relevant information from previous time steps of a sequence before processing the entire
sentence. Additionally, not all words contribute equally to representing the sentence meaning.
Therefore, an attention mechanism was introduced to extract words that are important to the
sentence's meaning and aggregate the representation of the informative words to form a sentence
vector. In essence, the attention mechanism assumes that the next word in a sentence depends on
the current word being processed and assigns a weight to words based on relevancy to the current
and previous word. Finally, a weighted sum of the output vectors is taken and sent through dense
layers and SoftMax for text classification.
6.5 Bidirectional Encoder Representations from Transformers (BERT)
BERT, developed by Devlin et al., is a transformer-based architecture commonly applied
in various NLP tasks – sentiment analysis, semantic role labels, and word predictions;
specifically, BERT adopts attention mechanisms to deal with long-term dependencies between
words in a sequence and learn contextual relations between all words in a sentence, regardless of
their respective position [19]. For example, the word ‘bank’ can have several interpretations: a
financial institution or land alongside a river. Given the sentence: ‘Bob arrived at the bank across
the river’, attention mechanism can learn to immediately heed ‘river’ and conclude ‘bank’ refers
to land alongside a river.
Contrastingly, directional models – CNNs and RNNs – process sentences sequentially to
learn contextual relationships between words that precede a term; however, this method may
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produce the wrong output, as context learning is limited. For example, if a directional model was
given the sentence: ‘Bob arrived at the bank across the river’, the model would neglect the latter
half of the sentence, which provides context for ‘bank’; without the context ‘… across the river.’,
the model may be misled to believe Bob arrived at a financial institution because directional
models are limited to condition a term on previous words in a sentence and cannot reach future
input information.
BERT removes the unidirectionality constraint, which enables the model to condition and
learn information from both the left and right side of a term; it leverages two unsupervised tasks
– Masked Language Model (MLM) and Next Sentence Prediction (NSP) to pre-train the model
and perform tasks in a bidirectional manner. Nevertheless, input sequences must be transformed
into a specific format that BERT can use to train the MLM and NSP.
Preprocessing the dataset is essential to transform raw input data into a format BERT can
recognize and process; the pre-process procedure is broken down into three stages: tokenization,
segmentation, and word sequencing. Identifier Tokens [cls] and [sep] are applied to the sentence
pairs to indicate that the model will perform classification and indicate separation between
sentences respectfully. Let us understand the procedure through an example in Figure 13.
Consider the following two sentences: “Paris is a beautiful city. I love Paris”. Tokenization would
convert the two sentences as follows: [[cls], Paris, is, a, beautiful, city, [sep], I, love, Paris].

Figure 13: BERT Input Data Transformation
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Segmentation Embedder receives the tokens from the previous step and returns whether the token
is from sentence A or sentence B. Finally, since BERT processes all words in parallel, the model
requires information on word order; positional embedder returns the position of the word in the
original sequence, which can then be fed into the BERT transformer to pre-train.
MLM is one half of the pre-training process behind the BERT model; it essentially
optimizes weights inside BERT to obtain the original sentence. First, the text is split into smaller
units – words – that can be assigned meaning. Second, the tokens are copied to create an
identical vector which can be used to compute loss and optimize the model. Third, a random
selection of tokens – 15% of the terms – are masked so the model can be trained to predict the
masked words using context of the words that surround it. For instance, the sentence ‘It is now
autumn’ would be represented as ‘It is now [MASK]’. BERT is then trained to predict [MASK]
as being ‘autumn’; however, masked words are not always replaced by the [MASK] token,
because the token does not always appear during fine-tuning. Instead, 80% of the masked words
are replaced with the token, 10% are replaced with random words, and 10% are left unaffected.
Finally, a loss is computed as the difference between the predicted output probability
distributions for each masked token and the true value of the masked token. MLM is repeated
until the loss function converges.
NSP is the other half of the training process behind the BERT model, which allows the
model to understand long-range dependencies across pairs of sentences; essentially, NSP is a
binary classifier in which two sentences are fed as input to BERT and the model predicts whether
the two sentences have a logical, sequential relationship or whether their relationship is simply
random. 50% of the pairs will be true consecutive sentences and the rest of them would have
random sentences as its pair. BERT is then trained to recognize whether the sentence pair is
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sequential or not sequential as follows: the embeddings generated during the pre-processing are
fed into the BERT transformer which results in a matrix of weights and biases; the weights are
fed into the SoftMax function, which returns the probability of the sentence pair being
isNextSentence or NotNextSentence.
Note: BERT trains both MLM and NSP in parallel to minimize the combined loss
function of the two strategies; the models are trained using the Toronto BookCorpus and English
Wikipedia datasets, which are readily available.
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VII.

PROPOSED MODELS

7.1 Neural Networks with Pre-Trained GloVe Embeddings
Individually, the four models discussed above – CNN, CNN-LSTM, CNN-LSTM with
Attention Mechanism, and LSTM – will be trained using the pre-trained GloVe 6B embeddings;
each model will produce word embeddings of 100-dimensional vectors. Embeddings from the
GloVe 6B model are retrieved and assigned to each word; if a word does not appear in the pretrained model, we assign it with the value zero. Finally, the embeddings are passed to the
embedding layer sequentially.
7.2 Neural Networks with Pre-Trained Word2Vec Embeddings
Individually, the four models discussed above – CNN, CNN-LSTM, CNN-LSTM with
Attention Mechanism, and LSTM – will be trained using the Google News pre-trained
Word2Vec model; each model will produce word embeddings of 100-dimensional vectors.
Embeddings from the Google News Word2Vec model are retrieved and assigned to each word; if
a word does not appear in the pre-trained model, we assigned the word with value zero. The
embedding layer is seeded with the Word2Vec weights.
7.3 Neural Networks without Pre-Trained Word Embeddings
Individually, the four models discussed above – CNN, CNN-LSTM, CNN-LSTM with
Attention Mechanism, and LSTM – will train and use the embedding layer in its respective
model to learn word embeddings. Words in the tweets are tokenized and assigned a random
vector representation; the model progressively learns semantic relationships between the words
and updates the vectors through backpropagations.
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7.4 BERT Transformer
BERT will be trained using the BERT-base pre-trained model; each model will produce
word embeddings of 300-dimensional vectors. Embeddings from the BERT-base model are
retrieved and assigned to each word; if a word does not appear in the pre-trained model, BERT
will compute and assign an embedding on a sub-word level.
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VIII.

EXPERIMENTS AND MODEL RESULTS

8.1 Experiment Environment
Python 3.7 was used to conduct the experiments. PyCharm, a Python Integrated
Development Environment (IDE) was used to train and validate results for the CNN-LSTM,
CNN-LSTM with Attention, LSTM, and LSTM with Attention models. Google Colab Pro, a
cloud based Jupyter Notebook environment, was used to train and validate results for the BERT
transformer. Models were implemented using the PyTorch library.
8.1.1 Hyperparameters for Directional Models
Proposed models can be variously modified according to the type and parameter
adjustment of the layers that constitute the network. The default dropout value of 0.5 was used
for all four models; half of the nodes and edges were dropped from the fully connected layer.
Learning rate was initialized to 0.00001 to regulate the update of weights at the end of each
batch. Adam Optimizer, a stochastic gradient descent procedure used to iteratively update
network weights, was used to handle complex problems, such as the categorization of tweet’s
sentiment. Embedding Size, a way to represent each word in a text as a real-valued vector, was
initialized to 100 for each of the proposed models. Hidden Size, the number of features of the
hidden state, was initialized to 128. Cross Entropy Loss Function was used to minimize the loss.
8.1.2 Hyperparameters for BERT Model
BERT has minimal, task-specific parameters that can be fine-tuned. The default dropout
value of 0.3 was used; thirty percent of the nodes and edges were dropped from the fully
connected layer. Learning rate was initialized to 0.00001 to regulate the update of weights at the
end of each batch. Adam Optimizer, a stochastic gradient descent procedure used to iteratively
update network weights, was used to handle complex problems, such as the categorization of
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tweet’s sentiment. Embedding Size, a way to represent each word in a text as a real-valued
vector, was initialized to 300 for each of the proposed models. Hidden Size, the number of
features of the hidden state, was initialized to 128. Cross Entropy Loss Function was used to
minimize the loss.
8.2 Model Training
The experiment was performed by splitting the dataset into train, validation, and test sets
with a split ratio of 0.8, 0.1, and 0.1. The validation and test sets are of equal sizes. The best
method is to take the whole dataset and shuffle it before splitting, as shuffling the dataset makes
the model more robust. Models were trained using a batch size of 128 and 50 epochs.
8.3 Results
NN models trained with either GloVe or Word2Vec took significantly less time to train
compared to NN models trained without a pretrained embedding; models trained with Word2Vec
had the shortest runtime overall, with an average runtime of 6,662 seconds, seen in Table 1.
BERT model was prohibitively slow to train with CPU alone; thus, BERT was trained with GPU
to reduce the runtime. Without GPU, BERT’s runtime was nearly forty-eight hours. GPU
allowed BERT to complete computation within 39,132 seconds.
Embedding Type

Average Accuracy Score (%)

Average Validation Accuracy Score (%)

Average Runtime (sec)

GloVe

90.33

89.18

28,753

Word2Vec

91.22

89.39

6,662

Embedding Layer

90.79

83.87

120,922

BERT (with GPU)

97.34

92.57

39,132

Table 1: Average Runtime and Accuracy Scores of Different Embeddings

Generally, the LSTM model performed marginally worse than the other models,
regardless of the embedding type used as seen in Table 2; LSTM had an average training
accuracy score of 86.4% which is a slight improvement from the accuracy score seen in [5].
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LSTM consistently had accuracy scores that plateaued around 90% regardless of the number of
epochs, whereas the other models continued to see an increase in accuracy score as the number
of epochs increased. LSTM with Attention achieved the highest average accuracy, followed by
CNN-LSTM with Attention; the two models differed by 0.12%; however, with a average runtime
5,600 seconds shorter than CNN-LSTM with Attention, LSTM with Attention would be the
better choice.
Model Architecture

Average Accuracy Score

Average Validation Accuracy Score

Average Runtime (sec)

LSTM with Attention

91.34

87.62

36, 233

LSTM

89.64

86.40

17,264

CNN-LSTM with Attention

91.22

87.91

41,854

CNN-LSTM

90.54

87.97

41,102

Table 2: Average Runtime and Accuracy Scores of Different NN Models

CNN-LSTM performed better compared to [1] regardless of the embeddings used. NN
models trained without a pre-trained embedding performed marginally better than [1]. CNNLSTM architecture trained with pre-trained embeddings achieved an accuracy score of
approximately 89% compared to 83% from [1] trained with Word2Vec, seen in Table 4.
Model Architecture

Train Accuracy

Validation Accuracy

Loss

Runtime (sec)

LSTM with Attention

90.1647

89.4941

0.25993

17,264

LSTM

89.4794

88.8196

0.293203

14,793

CNN-LSTM with Attention

91.9079

88.9971

0.180607

41,854

CNN-LSTM

89.7726

89.4116

0.35549

41,102

Table 3: Neural Network Models trained with GloVe Results

NN models trained with GloVe embeddings generally performed similarly to the NNs
trained with Word2Vec, seen in Table 3; models trained with GloVe had an average accuracy
score of 90.33% whereas models trained with Word2Vec embeddings had an average accuracy
score of 91.22%, results seen on Table 1. Nevertheless, Word2Vec, on average, took
approximately one-fourth of the time to complete at 6,662 seconds compared to 28,753 seconds
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it took GloVe to train. Additionally, although models trained without pre-trained embeddings
achieved a relatively high train accuracy, the runtime of the models trained with the embedding
layer makes it inferior to the models trained with pre-trained embeddings.
Model Architecture

Train Accuracy

Validation Accuracy

Loss

Runtime (sec)

LSTM with Attention

93.1201

89.6749

0.251897

6,033

LSTM

90.2673

88.5163

0.122854

3,064

CNN-LSTM with Attention

90.9280

89.7184

0.237278

6,097

CNN-LSTM

90.5520

89.6377

0.157389

11,453

Table 4: Neural Networks trained with Word2Vec Results

CNN-LSTM trained without pre-trained embeddings performed significantly better than
[7] with an accuracy of 91.91% compared to 81.57%; however, the validation accuracy for all
models is notably worse compared to the training accuracy. Although the validation accuracy is
expected to be lower than the training accuracy, the validation accuracy plateaued around 20
epochs while the training accuracy continued to increase with each epoch; this indicates
overfitting – models are unable to generalize to non-training data – has occurred. Fig. 14
illustrates the LSTM without pre-trained embeddings overfitting to the training dataset; the
model is unable to generalize to the validation dataset after 20 epochs.

Figure 14: LSTM without Pre-trained Embeddings Training Curve

Additionally, discrepancies between the model’s performance are more apparent when
the models are trained without a pre-trained embedding, whereas the training accuracies vary
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marginally with pre-trained embeddings. Particularly, NN models trained with a pre-trained
embedding have training accuracies that differ by approximately 2%, whereas the train and test
accuracies differ by approximately 6% with the models trained on the embedding layer, seen on
Table 5.
Model

Train Accuracy

Validation Accuracy

Loss

Runtime

LSTM with Attention

90.6895

83.6947

0.223075

106,328

LSTM

89.1620

81.8649

0.229848

90,843

CNN-LSTM

92.1176

84.7931

0.224059

137,636

CNN-LSTM with Attention

91.1851

85.1120

0.245582

148,882

Table 5: Neural Networks trained with Embedding Layer Results
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IX.

RESULTS ON TEST DATASET

TikTok Comments dataset, curated by Bansal et. al. was used to predict the sentiment for
each comment; the five networks – CNN-LSTM, CNN-LSTM with Attention, LSTM, LSTM
with Attention, and BERT – were used to test user sentiment toward the pandemic.
NN models trained with pre-trained embeddings took significantly less time to train
compared to NN models trained without a pretrained embedding; models trained with Word2Vec
had the shortest runtime. BERT was prohibitively slow to run on CPU alone; thus, K80 GPU
with 12 GB of RAM, provided through Google Colaboratory, was used to reduce the runtime.
Word2Vec performed considerably better than NNs trained with either GloVe
embeddings or the embedding layer; it averaged a test accuracy of 79%, whereas GloVe and the
embedding layer averaged 75% and 72% respectfully, seen on Table 6. Nevertheless, BERT
accomplished a test accuracy of 84%, approximately 5% better than Word2Vec.
Embedding Type

Test Accuracy

Average Loss

Word2Vec

79.6799

0.192355

GloVe

75.2976

0.272308

Embedding Layer

72.6839

0.230641

BERT

84.0445

0.0846

Table 6: Average Test Accuracy of Different Embeddings

Generally, NN models trained with the embedding layer underachieved compared to the
models trained with pre-trained embeddings; while these models achieved an average train
accuracy of 90.79%, the test accuracy plummeted to 72.68%, which is an approximate 18%
drop-off. LSTM attained the best test accuracy of 75.14% compared to 78.84% in [5]. CNNLSTM performed worse compared to [4] with an accuracy score of 71.79% compared to 79.8%,
seen in Table 7. BERT outperformed all models, with an accuracy score of 84.04% compared to
79.68% of that seen in Word2Vec models.

33

SENTIMENT ANALYSIS OF COV-2Model
AND THE
COV-2 VACCINES
Architecture

Test Accuracy

Loss

LSTM with Attention

73.6947

0.223075

LSTM

75.1357

0.229848

CNN-LSTM

71.7931

0.224059

CNN-LSTM with Attention

70.1120

0.245582

Table 7: Neural Networks trained with Embedding Layer Results

Overall, NN models trained with Word2Vec achieved the highest test accuracy compared
to the models trained with GloVe and the embedding layer; Word2Vec is shown to achieve a test
accuracy of 79.62% compared to 75% and 72% from GloVe and the embedding layer. CNNLSTM trained with Word2Vec outperformed [4], seen in Table 8; it improved upon [4] by 6%.
Model Architecture

Test Accuracy

Loss

LSTM with Attention

79.4941

0.251897

LSTM

78.7607

0.122854

CNN-LSTM

79.9971

0.237278

CNN-LSTM with Attention

80.4675

0.157389

Table 8: Neural Networks trained with Word2Vec Embeddings Results

GloVe embeddings, Table 9, resulted in subpar outcomes despite its relatively high
training accuracy; it can be shown that there was an approximate 15% drop-off between the
training accuracy and test accuracy. Drop-off may have resulted from the models overfitting to the
training dataset.

Model Architecture

Test Accuracy

Loss

LSTM with Attention

77.2849

0.25993

LSTM

78.5494

0.293203

CNN-LSTM

73.7184

0.180607

CNN-LSTM with Attention

71.6377

0.35549

Table 9: Neural Networks trained with GloVe Embeddings Results
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X.

CONCLUSION

Since 2020, the fear of infection, combined with nationwide lockdowns contributed to more
online presence than seen in the past; internet engagement grew 61% during the first wave of the
pandemic [28]. Social Media platforms – Twitter and TikTok – saw millions of new user flock to
their platforms for news, entertainment, and to share their opinions; particularly, both platforms
have seen a considerable number of COVID-19 related posts researchers can use to measure
public awareness and the impacts the pandemic has had on people’s lives.
Throughout the research, we discussed and presented various proposed approaches to analyze
public sentiment – LSTM, CNN, CNN-LSTM, Attention Mechanism, and BERT – along with
different word embeddings – Word2Vec, GloVe, and embedding layer – to determine which
combination was best suited for the task. Generally, BERT outperformed the other four NN
models with a training accuracy of 97.34% and test accuracy of 84.04%; however, BERT
required additional computational resources to reduce runtime. Without GPU, BERT took nearly
two days to complete 50 epochs compared to 10.9 hours with GPU.
Word2Vec proved to be the most viable embedding solution, in terms of performance; its
average test accuracy score, 79.68%, was comparative to that of BERT. Additionally, compared
to both GloVe and the embedding layer, Word2Vec generally had a significantly shorter runtime,
which makes it ideal for those who want results in a timely manner. CNN-LSTM with Attention
trained with Word2Vec embeddings proved to be the best combination and it provided
businesses with an additional tool to study sentiment.
The design and flexibility of neural networks allow them to be applied to any task within
text classification. Potential improvements can be made by analyzing the combination of CNN,
LSTM, and BERT architectures or additional transformer architectures, like ALBERT.
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