Astronomical images taken by ground-based telescopes suffer degradation due to atmospheric turbulence. This degradation can be tackled by costly hardware-based approaches such as adaptive optics, or by sophisticated software-based methods such as lucky imaging, speckle imaging, or multi-frame deconvolution. Software-based methods process a sequence of images to reconstruct a deblurred high-quality image. However, existing approaches are limited in one or several aspects: (i) they process all images in batch mode, which for thousands of images is prohibitive; (ii) they do not reconstruct a super-resolved image, even though an image sequence often contains enough information; (iii) they are unable to deal with saturated pixels; and (iv) they are usually non-blind, i.e., they assume the blur kernels to be known. In this paper we present a new method for multi-frame deconvolution called online blind deconvolution (OBD) that overcomes all these limitations simultaneously. Encouraging results on simulated and real astronomical images demonstrate that OBD yields deblurred images of comparable and often better quality than existing approaches.
This work was performed when all authors were affiliated with the Max Planck Institute for Biological Cybernetics. suggesting a method for the recovery of the phase information, 30 which is not preserved by Labeyrie's so-called stellar speckle in-31 terferometric method. These early works revolutionized ground-32 based astronomical observation with large telescopes and have 33 since led to a number of improved signal-processing methods 34 (Lohmann et al. 1983; Stelzer & Ruder 2007) widely referred to mic approaches for estimating the object and its blur. For a good 23 overview of BD in the domain of astronomical imaging we refer 24 the reader to Kundur & Hatzinakos (1996) ; Molina et al. (2001) ;
25 Pantin et al. (2007) .
26
Recently, electron-multiplying CCD cameras have enabled 27 capturing short-time exposures with negligible noise (Mackay 28 et al. 2001 ). This in turn has led to a new method: lucky imaging, 29 which can to some degree overcome atmospherically-induced 30 resolution limitations of ground-based telescopes (Law et al. 31 2006; Oscoz et al. 2008; Hormuth et al. 2008 ). The lucky imag-
32
ing idea is based on the work of Fried (1978) (who computed the 33 probability of getting a lucky frame, i.e., an image recorded at a 34 time instant of exceptionally good seeing). This idea proposes to 35 collect only the "best" frames available in a recorded sequence.
36
These "best" frames are subsequently combined to obtain a fi-37 nal image of the object. Usually, out of a thousand images, only 38 a few are selected for the final reconstruction and most of the 39 observed frames are discarded.
40
This "wastage" can be avoided, and one can indeed use all 41 the frames to obtain an improved reconstruction as we will see 42 in Sect. 5.
43
Methods for multiframe blind deconvolution (MFBD) aim to 44 recover the image of a fixed underlying object given a sequence 45 of noisy, blurry observations. Each observation has a different 46 and unknown blur, which makes the deconvolution task hard.
Previous approaches to MFBD process all observed frames 48 simultaneously. Doing so limits the total number of frames that 49 can be processed. We show how the computational burden can natural, but also has several advantages over non-online meth-55 ods, e.g., lower resource requirements, highly competitive image 56 restoration (Harmeling et al. 2009 ), low to moderate dependence 57 on regularization or a priori information, and easy extension to 58 super-resolution 1 and saturation-correction.
59
1 Here, super-resolution refers to techniques that are able to enhance the resolution of a imaging system by exploiting the additional information introduced by sub-pixel shifts between multiple low resolution images of the same scene or object.
This paper combines preliminary work (Harmeling et al. 60 2009 (Harmeling et al. 60 , 2010 Li et al. (2004) , who also used 84 a GEM framework, but focused on choosing a good objective 85 function and regularizer for optimization. In contrast to our 86 work, both Schulz (1993) and Li et al. (2004) presented batch 87 algorithms that are computationally prohibitive, which greatly 88 limits the number of frames they can simultaneously process.
89 Sheppard et al. (1998) discussed the MFBD problem and 90 presented a procedure that also processes all frames at the same 91 time. They did, however, mention the possibility of incremen-92 tal processing of frames, but gave an example only for the 93 non-blind setup. Their blind-deconvolution algorithm was based 94 on conjugate-gradients, for which they had to reparametrize 95 (e.g., x → z 2 the variables to enforce nonnegativity. This 96 reparametrization has a long history in image deconvolution 97 (Biraud 1969) , but numerically, the ensuing nonlinearity can be 98 damaging as it destroys the convexity of sub-problems.
99
More recently, Matson et al. (2008) also used the same non-100 linear (x → z 2 ) reparametrization for solving MFBD with a par-101 allel implementation of conjugate-gradients. Another approach 102 is that of Zhang et al. (2009) , who incorporated a low-pass filter 103 into the MFBD process for suppressing noise, but again at the 104 expense of convexity.
105
Further MFBD work includes: Anconelli et al. (2006) who 106 considered methods for the reduction of boundary effects; 107 Zhulina (2006) who discussed the Ayers-Dainty algorithm; and 108 Löfdahl (2002) who permitted additional linear inequality con-109 straints. We refer the reader to Matson et al. (2008) for even 110 more references -including those to early works -and a nice 111 summary of blind deconvolution for astronomy. Unlike our al-112 gorithm, all the above mentioned blind deconvolution methods 113 are batch procedures; moreover none of them performs either 114 super-resolution or saturation correction.
works are based on the assumption that the blur is known, and 1 only a few deal with the harder case of blind super-resolution.
2
The work most closely related to ours is Šroubek et al. 3 (2007) For simplicity of exposition, our description will focus on 19 one-dimensional images and point spread functions (PSFs).
20
In Appendix A we cover the generalization to two-dimensions.
21
Let each observed (blurry and noisy) frame be denoted by y t ,
22
the "true" unknown image by x, and each unknown PSF by f t .
23
Then, we use the observation model 
For a frame sequence y 1 , y 2 , . . . , y T , we aim to minimize the 36 overall loss by computing the image x that solves
Problem (3) is not easy, because it is non-convex and its 38 optimal solution requires computing both x as well as the ample, an ordinary gradient-projection scheme would be
where P + denotes projection onto the nonnegative orthant; 
where P + and α t are as before; computing ∇ (y; x t ) requires 55 solving Eq. (2). By processing only one frame at a time, 56 SGD leads to huge computational savings. However, there are 57 two main difficulties: update rule (5) converges slowly; and more 58 importantly, it is sensitive to the choice of the step-size α t ; a pop-59 ular choice is α t = β/(t 0 + t), where the constants t 0 and β must 60 be tuned empirically.
61
We propose a practical modification to the step-size compu-62 tation, wherein we instead use the scaled-gradient version
where S t is a positive-definite matrix. Also update rule (6) can be 64 shown to converge 3 under appropriate restrictions on α t and S t 65 (Kushner & Yin 2003; Bottou 1998) . In general, the matrix S t is 66 chosen to approximate the inverse of the Hessian of L T (x * ) for an 67 optimal x * , thereby yielding quasi-Newton versions of SGD. But 68 a more straightforward choice is given by the diagonal matrix
where the Diag operator maps a vector x to a diagonal matrix 70 with elements of x along its diagonal. Also note that the divi-71 sion in (7) is element-wise, F t is the matrix representation of 72 the PSF f t (see Appendix A), and ε > 0 is a positive constant 73 which ensures that S t remains positive definite and bounded 74 (both requirements are crucial for convergence of the method). 75 The choice (7) can be motivated with the help of auxiliary func-76 tions (e.g., as in Harmeling et al. 2009 ).
77
Remark: We note in passing that if one were to use α t = 1, 78 and set ε = 0, then although convergence is no longer guaran-79 teed, iteration (6) takes a particularly simple form, namely,
where denotes the Hadamard (elementwise) product of two 81 vectors -this update may be viewed as an online version of the 82 familiar ISRA (see Daube-Witherspoon & Muehllehner 1986) .
83
Note that for (7) the matrix F corresponds to the PSF f com-84 puted via the NNLS problem (2) with y and x = x t . We call the 85 method based on iteration (6) online blind deconvolution (OBD) 86 and provide pseudo-code as Algorithm 1. We further note that 87 by assuming photon shot noise (Poisson-distributed) in Eq. (1) 
update x t by
end return last estimate x t .
Algorithm 1: Online blind deconvolution (OBD).
Extending OBD
In the OBD setup an entire sequence of frames is at our dis- 
10
To incorporate super-resolution into our framework we in-
where I n is the nn identity matrix, 1 n is an n dimensional col- priately. Hence, the super-resolution factor, i.e., the ratio n/m,
21
is not restricted to be integral. Note that for m ≥ n, i.e. down-22 scaling, the matrix operation corresponds to integrating neigh- boring pixels weighted by their overlap with the new pixel grid.
24
Similarly for m < n, i.e. upscaling, the operation will take the 25 nearest neighbor, if n is divisible by m, or a weighted linear com-26 bination of closeby pixels.
27
To avoid double indexing let n = l y be the length of y.
28
For super-resolution by a factor of s we choose x and f large 29 enough such that the vector f * x has length sn. Then we replace 30 the loss (y t ; x) by (cf. Eq. (2))
For this loss, a derivation similar to that for (7) yields the diago- However, since we have an entire sequence of observed 45 frames, tackling overexposed pictures is feasible. Here the at-46 mospheric blurring proves to be helpful, since it creates non-47 overexposed margins around a bright star whose center pixels 48 are overexposed. Our method is able to fit these margins and can 49 approximate the true star magnitude. Our approach essentially 50 consists of identifying saturated pixels and excluding them from 51 the computation of the objective function. This approach might 52 seem to be overly simple, but its success is deeply tied to the 53 availability of multiple frames. Specifically, since each frame 54 can have different pixels attaining saturation (different frames 55 are aligned differently), we have to check at each iteration which 56 pixels in the current image are saturated. To ignore these pixels 57 we define a diagonal weighting matrix (per frame) with entries, 58
along its diagonal. Hereby, we assume the value of a saturated 59 pixel to be ρ max (e.g. in the case of 16 bit images, ρ max = 65 535). 60 We can modify the updates to ignore saturated pixels by replac-61 ing the Euclidean norm with a weighted norm v 2 Σ = v T Σv. We 62 replace the loss (y t ; x) by
For this loss, following a derivation similar to (7) yields the di-64 agonal matrix
where as before F t corresponds to f t obtained by solving (12).
66
Remark. One might ask whether we can recover pixels in x that 67 are saturated in most of the frames? The answer is yes, and can 68 be understood as follows. The photons corresponding to such a 69 pixel in x are spread by the PSF across a whole set of pixels 70 in each observed frame. Thus, if not all these pixels are always 71 saturated, the true value for the corresponding pixel in x can be 72 recovered.
73

Results on simulated data
74
To investigate how our algorithms performs on atmospherically 75 degraded short-exposure images, we first experiment in a con-76 trolled setting with simulated data. Poisson distribution, i.e.
For differing λ we can hereby simulate differing amounts of 13 photon shot noise. After scaling down by 1/λ, we add white
14
Gaussian noise with zero mean and a variance σ 2 equal to two 15 percent of the maximal image intensity of the whole sequence to 16 model the readout noise common to CCD cameras,
To quantify the amount of image noise we define the following 18 signal-to-noise ratio, 
36
As expected, the quality of the reconstruction suffers as the 37 SNR decreases, which is also reflected quantitatively in Fig. 4, 38 where we plot the relative error x −x / x of the reconstructed 39 imagex as a function of observed frames and the correspond-40 ing SNR.
41
Evidently, for high SNRs the reconstruction error decreases 42 the more observations have been processed and saturates to a 43 certain value dependent on the SNR. The error is higher the 44 lower the SNR of the available observations. The error does 45 not decrease strictly monotonically from frame to frame, but 46 more in a (long-term) stochastic gradient manner. As expected, 47 for lower SNRs, the unregularized reconstruction process can 48 even diverge. In this noisy regime, additional prior knowledge 49 about the object is necessary and regularization in the restora-50 tion process is inevitable.
51
Figure 5 illustrates that enforcing smoothness by employing 52 Tikhonov regularization on the gradients of the reconstructed 53 image (i.e. a prior term η ∇x 2 is added to the loss in (2)) is 54 capable of suppressing noise amplification and stabilizing the 55 deconvolution process even for low SNRs. As expected, when 56 the regularization parameter η is too small, the reconstruction 57 error still diverges (red dotted curve); similarly, when it is too 58 large, the error is increased due to oversmoothing (blue dashed 59 curve). A reasonable choice of the regularization parameter may 60 be obtained by setting it proportional to the noise variance. The 61 color framed image stamps show the reconstruction results for 62 different values of the regularization parameter.
63
To study the influence of the initialization and the order of 64 frames within one sequence, we reversed and randomly per-65 muted the processing order of the input frames. Figure 6 shows 66 restored object images and the corresponding error curves for 67 a fixed SNR of 18.9 dB, respectively. As can be seen, the error 68 evolution of the deconvolution process is almost independent of 69 the particular ordering of the input frames. All curves converge 70 to a similar value with small variance, and visually, only little 71 (if at all) difference is discernible.
72
To numerically appraise the quality of our results, we did 73 a quantitative comparison with various state-of-the-art recon-74 struction methods. Figure 7 shows the visually best observed 75 frame, a reconstruction with AviStack (Theusner 2009 ), a pop-76 ular Lucky Imaging software. AviStack partitions the images 77 into small image patches of variable sizes, evaluates the qual-78 ity of all observed frames for all image patches and then aligns 79 and stacks those image patches, that fulfill a certain quality 80 threshold. For the final reconstruction only the best percent 81 of observed frames was taken. Next to it, a Knox-Thompson 82 reconstruction is shown, which was obtained using Speckle1, 83 a reconstruction software by Stelzer (2009) . For the reconstruc-84 tion, 300 Knox-Thompson and 100 triple correlation phase pairs 85 were used. Finally, the rightmost image shows the result of 86 our basic algorithm without any additional regularisation. In all 87 cases no further post-processing was performed.
88
For a single isoplanatic patch the reconstruction with 89 AviStack is not substantially better than the visually best ob-90 served frame, which is also reflected in the relative error over-91 layed in white. In comparison, both the Knox-Thompson recon-92 struction and the result by the basic algorithm of our proposed 93 method reveal much greater detail and higher spatial resolution. 94 Subjectively, our result is comparable in quality and resolution 95 to the Knox-Thompson reconstruction, which is quantitatively 96 confirmed by the negligible difference in the reconstruction er-97 ror. Regarding runtime, the C implementation of Stelzer (2009) Our final set of experiments with simulated data evalu-8 ates our algorithm's super-resolution abilities. We generated 9 three sequences of atmospherically blurred, differently down-10 sampled and noisy observations at a fixed SNR of 18.9 dB. 
Results on astronomical data
22
We now present results of our algorithm on a variety of actual as-23 tronomical data. Some of the images were taken with an off-the-24 shelf 12-inch f/10 MEADE LX200 ACF Schmidt-Cassegrain 25 telescope, some with the 24-inch f/ our algorithm and the current estimate x t of the true image we 13 want to recover. The PSF is chosen to be of size 30 × 30 pixels.
14
The image x is initialized by the first observed frame y 1 .
15
Then f 2 is estimated from the second observed frame y 2 and 16 the current estimate of x. After that we improve the estimate 17 of x by means of (10) and proceed with the next observed frame. fies our assumption about a constant PSF for the whole image.
28
From the final reconstructed image we determined a separation To evaluate our algorithm on an extended celestial object, we ap-33 plied it to a sequence of short exposures of the Copernicus crater, 34 a prominent lunar crater located in eastern Oceanus Procellarum. 35 The original recording was taken with a 14-inch f/10 Celestron 36 C14 and a DMK 31 AF03 CCD camera from Imaging Source 37 at a frame rate of 30 fps near Frankfurt, Germany (courtesy 38 Mario Weigand). It consists of 2350 frames in total, where each 39 frame is 1024 × 768 pixels in size. To meet our assumption of 40 a constant PSF, we processed only a small image patch of 70 × 41 70 pixels, which corresponds to a angular size of 0.92 . In this 42 field of view the PSF is assumed to be constant, which is a valid 43 assumption for the seeing conditions at the time of recording.
44
The top row of Fig. 11 shows the selected region of the cen-45 tral peak in the Copernicus crater and typical observed frames. 46 The image patches were aligned on a pixel scale before pro-47 cessing to reduce computational costs 4 . For reconstruction all 48 2350 observed frames were taken into account.
49
The bottom row of Fig. 11 shows a comparison of dif-50 ferent reconstruction methods. Panel (a) of Fig. 11 shows the 51 visually best observed frame, Panel (b) a reconstruction with 52 AviStack (Theusner 2009 ), for which the best ten frames were 53 taken into account. In Panel (c) a Knox-Thompson recon-54 struction is shown, which was done with Stelzer (2009) us-55 ing 300 Knox-Thompson and 100 triple correlation phase pairs. 56 Finally, Panel (d) shows the result of our basic algorithm and 57 Panel (e) the result two times super-resolved. In all cases no fur-58 ther post-processing was performed.
59
As before, within a single isoplanatic patch the result of 60 AviStack seems to be not considerably better than the visu-61 ally best observed frame. In contrast, the Knox-Thompson re-62 construction reveals greater detail and higher spatial resolution. 63 Subjectively, our result is comparable if not superior in qual-64 ity and resolution to the Knox-Thompson reconstruction. The 65 two times super-resolved reconstruction seems to reveal even 66 more detail. In this experiment, we used a 12-inch f/10 Meade LX200 ACF 69 Schmidt-Cassegrain telescope and a AVT PIKE F-032B un-70 cooled CCD camera to record a short video (191 frames ac-71 quired at 120 fps) of the Trapezium in the constellation Orion. 72 The exposure time of the individual frames was sufficiently short 73 to "freeze" the atmospheric turbulence and thus retain the high-74 frequency information which is present in the atmospheric PSF -75 see Fig. 12 for sample frames.
76
The Orion Trapezium is formed by four stars ranging in 77 brightness from magnitude 5 to magnitude 8, with angular sep-78 arations around 10 to 20 . Here it should be mentioned, that 79 our assumption of a constant PSF throughout the field of view is 80 strongly violated. However, by resorting to early stopping in this 81 case, we avoid overfitting the PSF. The first row of Fig. 13 shows 82 from left to right (a) an enlarged unprocessed frame; (b) the de-83 convolution results obtained by the basic algorithm; (c) the result 84 using the proposed method to handle saturation; and (d) the re-85 sults if we additionally apply the proposed method for four times 86 super-resolution. The bottom row shows a closeup of the bright-87 est star within the Trapezium. Panel (e) of Fig. 13 shows the star 88 Table 2 ). by telescope mounts that do not perfectly compensate for the 8 rotation of the earth. In our case, the tracking errors induced 9 a significant motion blur in the images, which we attempted 10 to remove using the same algorithm that we used above on 11 short exposures. All raw images were recorded using a 12-inch 12 f/10 MEADE LX200 ACF Schmidt-Cassegrain telescope and a 13 Canon EOS 5D digital single lens reflex (DSLR) camera. depend on any prior knowledge other than nonnegativity of the We introduced f * x as the convolution, which could be either 
