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Abstract
The cross section of charm production in gg collisions s(e ' ey ™ e ' ey ccX) is measured at LEP with the L3 detector at 
centre-of-mass energies from 91 GeV to 183 GeV. Charmed hadrons are identified by electrons and muons from 
semileptonic decays. The direct process gg ™ cc is found to be insufficient to describe the data. The measured cross section 
values and event distributions require contributions from resolved processes, which are sensitive to the gluon density in the 
photon. © 1999 Published by Elsevier Science B.V. All rights reserved.
1. Introduction
The production of heavy quarks in two-photon 
collisions consists mainly of charm quarks. Because 
of their smaller electric charge and larger mass, the 
production of b-quarks is expected to be suppressed 
by more than two orders of magnitude relative to the 
production of charm quarks [1]. The measurement of 
charm production in two-photon collisions provides 
a good test of QCD because the large physical scale 
set by the charm quark mass makes the perturbative 
calculations reliable. At LEP energies, the direct and 
resolved processes (Fig. 1) are predicted to give 
comparable contributions to the cross section [1]. 
The contributions to charm production from soft 
processes described by the Vector Dominance Model 
(VDM) and from doubly resolved processes are ex­
pected to be small. The resolved photon cross section 
is dominated by the photon-gluon fusion diagram 
gg ™ cc. The production rate of charm quarks in 
two-photon collisions depends on the charm quark 
mass and on the gluon density in the photon. Mea­
surements of charm production in two-photon colli­
sions were done at PEP, PETRA, TRISTAN and 
LEP [2-8], where charm quarks were identified by 
charged D * mesons, inclusive electrons or muons 
and K0S mesons.
In this paper we present the result of the measure­
ment of the e ' e ™ e ' e ccX cross section by the 
L3 experiment at ' = 91 GeV and at energies 
above the Z mass. We identify charm quarks by 
tagging electrons 1 23456789 and muons from semileptonic 
charm decays. The data correspond to a total inte­
grated luminosity of L = 165 pb '. For the first
1 Also supported by CONICET and Universidad Nacional de 
La Plata, CC 67, 1900 La Plata, Argentina.
2 Also supported by Panjab University, Chandigarh-160014, 
India.
3 Supported by Deutscher Akademischer Austauschdienst.
4 Also supported by the Hungarian OTKA fund under contract 
numbers T22238 and T026178.
5 Supported by the German Bundesministerium fur Bildung, 
Wissenschaft, Forschung und Technologie.
6 Supported by the National Natural Science Foundation of 
China.
7 Supported by the Hungarian OTKA fund under contract num­
bers T019181, F023259 and T024011.
8 Supported also by the Comisión Interministerial de Ciencia y 
Tecnología. 9 Electron stands for electron or positron throughout this paper.
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Direct Single Resolved
Fig. 1. Diagrams contributing to charm production in gg collisions at LEP. Contributions from other processes, double resolved process and 
VDM, are predicted to be small at LEP energies [1].
time the charm production cross section is measured 
at more than one energy in a single experiment.
e'e ™ t+t events is highly suppressed by the
five tracks requirement.
2. Selection of hadronic two-photon events
The L3 detector has been described in detail in 
Ref. [9]. The event selection is done in two steps. 
The first one selects hadronic final states produced in 
two-photon collisions, and the second identifies a 
charm quark. Hadronic two-photon events are se­
lected by cuts on the number of tracks, the visible 
energy and the visible mass. The visible energy, 
Evis, is the sum of the energies measured in the 
calorimeters and that of the muons measured in the 
muon spectrometer. The visible mass, Wvis, of the 
event is calculated from the four-momentum vectors 
of the measured calorimetric clusters. All particles 
are considered to be pions except for electromagnetic 
(EM) clusters identified as photons. We require at 
least five tracks in each event; the visible energy has 
to be less than 0.38 t/s and the visible mass has to 
be greater than 3 GeV. As one can see in Fig. 2a and 
Fig. 2b, the cut on Evis separates the two-photon 
from annihilation processes which are characterized 
by high visible energy. The data are reasonably well 
described by the simulation except for the normaliza­
tion of the gg™ hadrons contribution, while both 
the shape and the normalization of the annihilation 
background are well reproduced by the Monte Carlo. 
The background from e+e_ ™ e+e_T+T_ and
0 0.1 0.2 0.3 0.4 0.5
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
Evi>
Fig. 2. Total visible energy in the data at a. T = 91 GeV and at 
b) 's =183 GeV. Also shown are the Monte Carlo predictions for 
two-photon hadron production and the main backgrounds. A cut at 
Evis - 0.38T removes most of the background coming from the 
annihilation channels. Because of the large Z decay background at 
T = 91 GeV only the interval Evis - 0.5's is shown in a).
88 M. Acciarri et al. /Physics Letters B 453 (1999) 83-93
Table 1
Data samples collected by L3 from 1994 to 1997 at ' = 91-183 GeV and the corresponding integrated luminosities L. The number of 
selected hadronic events is given together with the number of events selected with the electron or muon tag. The inclusive lepton cross 
section As is calculated after subtraction of annihilation and eq e_™ eq e_t+t_ background in the polar angle region |cos 0| < 0.9, for a 
momentum greater than 0.6 (2.0) GeV for electrons (muons) and with Wgg ) 3 GeV. The first error is statistical and the second one is 
systematic
IS 
[GeV] [pb?1 ] HadronicEvents Electron Tag Muon TagEvents Aoe [pb] Events A'S [pb]
91 79.8 93204 282 25.9 ±2.1 ± 3.7 57 1.64 ±0.30 ± 0.08
130-140 12.1 21045 82 71.9 ±9.1 ± 8.1 - -
161-172 21.2 44444 156 64.6 ±6.3 ± 5.9 16 2.31 ± 0.63 ± 0.12
183 52.2 116760 433 77.8 ± 4.4 ± 5.0 52 3.33 ±0.49 ± 0.16
The analysis is limited to untagged events with 
small photon virtuality. Events are excluded when 
the most energetic cluster in the L3 luminosity moni­
tor has an energy greater than 0.4 Ebeam. Thus the 
interacting photons are quasi-real: (Q2 ) ( 0.1 GeV2, 
where -Q2 is the invariant mass squared of the 
virtual photon.
The numbers of events selected at different ener­
gies are given in Table 1. Background sources are 
the two-photon process eqe-™ e+e-T+T- simu­
lated with the JAMVG [10] Monte Carlo generator, 
and the annihilation processes eqe-™ Z/g ™ qq, 
simulated with JETSET 7.3 [11] at Vs = 91 GeV and 
with PYTHIA 5.7 [12] at energies above the Z mass. 
The process eqe-™ t+t- is simulated with KO- 
RALZ [13], and, at higher energies, e 'e-™ W 'W- 
with KORALW [14]. After the hadron selection, the 
background from the annihilation processes and the 
two-photon production of tau pairs is about 2% at 
T = 91 GeV and is below 1% at higher energies. 
The background at 1 = 91 GeV is dominated by the 
e 'e-™ Z ™ qq process.
The PYTHIA Monte Carlo simulates two-photon 
events according to the current knowledge of 
hadronic interactions obtained by pp and g p studies 
[12]. The two-photon processes are generated with 
massless (mq = 0) matrix elements [15]. The re­
solved process uses the SaS1d photon structure func­
tion [16]. We have implemented the two-photon 
luminosity function in the equivalent photon approx­
imation (EPA) which has a cutoff: Q2 - m^ [17].
The detector simulation was performed by a 
GEANT-based description of the L3 detector [18]. 
The Monte Carlo events are reconstructed in the 
same way as the data.
3. Electron selection
To identify charm-quark production, we search 
for an electron with momentum greater than 0.6 GeV
Fig. 3. The ratio, Et /pt, of the transverse energy measured by the 
electromagnetic calorimeter and the transverse momentum of the 
track for a) T = 91 GeV and b) 's = 183 GeV. A clear electron 
signal is observed at the expected value of Et /pt = 1. The 
window, defined by the dashed lines, of 0.85 - Et /pt - 1.2 
indicates the selected electron candidates.
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in the polar angle range |cos 9|< 0.9. Electron 
candidates are selected as follows:
• The EM cluster matches to a track; the difference 
between the azimuthal angles estimated from the 
shower barycentre and from the track impact 
point at the calorimeter must be smaller than 20 
mrad.
• To confirm that a shower in the EM calorimeter 
is created by an electron, the distribution of ener­
gies measured in the crystals of the calorimeter 
are compared to that of an EM cluster using a x2 
test.
• The cluster must also satisfy the condition 0.85 
< Et/pt < 1.20 (Fig. Fig. 3), where Et is the 
projection of the energy of the cluster on the r-f 
plane and pt is the transverse momentum of the 
track as measured in the central tracker. This 
condition rejects more than 95% of the hadrons 
(mainly pions) while keeping more than 90% of 
the electrons. The average resolutions for the 
selected electron candidates are 4.6% on pt and 
3.3% on Et.
• The distance of closest approach of the track to
the average position of the eqe collision point
in the r-f plane must be less than 0.5 mm. This 
cut rejects 71% of electron candidates from g 
conversions while keeping more than 88% of 
signal electrons.
The inclusive electron cross section in the fiducial 
volume of |cos 91 < 0.9, with a momentum greater 
than 0.6 GeV and Wgg ) 3 GeV is calculated as:
Dse =
[((r - . - v -v
Q7 e . ectrig ce
(1)
The variables are defined as follows:
• AbT is the number of events in the data after the 
final electron selection.
• etrig is the trigger efficiency which is determined 
from the data using a set of independent triggers.
• Abkpt is the number of background events esti­
mated from Monte Carlo which do not originate 
from two-photon hadronic interactions.
• Aconv is the estimated number of g-conversion 
electrons. This background comprises about 22% 
of the selected electron sample.
• Q is the total integrated luminosity.
• ee, the electron selection efficiency, is the fraction 
of electrons generated within |cos 91 < 0.9, with 
a momentum greater than 0.6 GeV and Wgg ) 3 
GeV which remains after final selection.
• Pe is the electron purity in the selected sample.
The number of observed events is given in Table 1. 
The trigger efficiencies range from 87 " 1% at T = 
91 GeV to 79 " 1% at Vs = 183 GeV. The back­
ground from the annihilation processes and the two- 
photon production of tau pairs is 10% at Vs = 91 
GeV and is about 1% at higher energies. We assume 
that this background has the same trigger efficiencies 
as the hadronic two-photon signal events. The effi­
ciency after hadronic selection is 43%. The electron 
selection reduces the electron efficiency to about 
10% (mostly due to electromagnetic shower shape 
requirement). The electron purity is 85%. Both frac­
tions are estimated using the PYTHIA Monte Carlo. 
The Monte Carlo includes electrons from p0 Dalitz 
decays, such electrons give a contribution of 12.7% 
to the electron sample.
The measured cross sections, Dse, are given in 
Table 1. We observe an increase of the cross section 
with increasing beam energy. The dominant system­
atic errors are from the uncertainty on background 
subtraction, selection efficiency and cut variation. In 
Fig. 4, the differential cross section at 183 GeV is 
plotted as a function of the transverse momentum of 
the electron. The prediction (normalized to the num­
ber of data events) from the PYTHIA Monte Carlo
Fig. 4. The differential cross section for inclusive electrons at 
Vs = 183 GeV as a function of the electron transverse momentum. 
The data are compared to the total PYTHIA Monte Carlo predic­
tions scaled to the observed cross section. The shaded area shows 
the non-charm two-photon events background. The cross section 
is given for the kinematic range defined in the text.
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for inclusive charm production and background is 
also shown. The shape of the distribution is in 
agreement with the prediction. Leptons from 
semileptonic decays of charm quarks are on average 
more energetic than leptons from non-charm two- 
photon processes, therefore the charm purity in­
creases with the transverse momentum. The absolute 
prediction for the number of events is 10% (60%) 
too small at Ts = 91 GeV (183 GeV), this difference 
can be attributed to the fact that the PYTHIA Monte 
Carlo contains only leading order calculations.
4. Muon selection
The muon candidate is required to have a momen­
tum greater than 2 GeV because only such muons 
can penetrate the calorimeters and reach the muon 
chambers. In order to suppress the contribution from 
the annihilation processes, we require the muon mo­
mentum to be less than 0.2 Ebeam. The angular 
acceptance is limited to |cos d| < 0.9.
After all cuts are applied, 57, 16 and 52 events 
remain at the centre-of-mass energies's = 91 GeV, 
167 GeV and 183 GeV, respectively. The inclusive 
muon cross section is calculated for |cos d| < 0.9, a 
momentum greater than 2 GeV and Wgg > 3 GeV. 
The muon selection efficiency, e,, is estimated to be 
33%; the muon purity, Pm, is 100%. The trigger 
efficiency is higher by a factor 1.08 than in the case 
of the electron selection due to the higher momen­
tum cut. The measured cross sections, Act,, , are 
given in Table 1. The background from annihilation 
processes and two-photon production of tau pairs is 
24% at 7s = 91 GeV and about 5% at higher ener­
gies. Systematic errors arise from the uncertainty on 
background subtraction, selection efficiency, trigger 
efficiency and cut variation. The statistical error is 
dominant for this measurement and amounts to about 
16% at 7s = 91 GeV and 183 GeV.
The charm selection efficiency, e'c, is the fraction of 
charm events selected by the lepton tag analysis 
relative to the events generated in the full phase 
space. The charm purity, pc, is defined as:
N e ' + N '' 'c nc
(3)
In order to be less dependent on the Monte Carlo 
flavour composition (charm to non-charm fraction), 
the charm purity can be rewritten as:
where the e c (e nc) is the fraction of charm Vclept 
(non-charm Vnlcept) events, accepted by the final se­
lection from the charm (non-charm) events obtained 
after the hadronic selection. The quantity ed is de­
fined by the relation:
e = ' - -bkg (5)
d Ayhad ■ Afhad Ayhad   Afhad \ /
—c + -nc - obs - bkg
and can thus be determined directly from the data. 
Eq. (4) is obtained by noticing that the total number 




This method of deriving the charm cross section is 
insensitive to the absolute normalization of the charm 
and background Monte Carlo, but still depends on 
the ratio of direct to resolved process in the signal 
Monte Carlo, as discussed below.
The charm purity is about 0.60 for electrons and 
about 0.65 for muons 10. The purity calculated with 
the use of ed from the data gives on average a value 
about 10% higher than the estimate using only the 
Monte Carlo. For the electron sample, the charm 
selection efficiency e'c increases from 0.44% at
The total cross section of inclusive charm produc­
tion is calculated from the following equation:
(pt - N$ )
s =  --------------- -—
etrig ec
10 Besides charm quark semileptonic decays other sources of 
electrons and muons are the decays t+ ™ l+pl'nT,p+ ™ ,+nM,p° 
™ e + e~y,K+ ™ m+n,,l+Pvi,™ l+p-ni,....
(2)
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Table 2
Total cross section values for the process eqe ™ eqe~ ccX at four different energies using electron and muon identification. The statistical 
and systematic uncertainties are also given. In the last column, the data from both leptons are combined
Electron tag Muon tag Combined
[GeV] s [nb] s [nb] s [nb]
91 0.44 " 0.06 " 0.08 0.60 " 0.17 " 0.16 0.46 " 0.06 " 0.07
133 1.36 " 0.24 " 0.18 - 1.36 " 0.24 " 0.18
167 1.01 " 0.15 " 0.11 0.58 " 0.36 " 0.19 0.94 " 0.14 " 0.10
183 1.29 " 0.11 " 0.12 1.26 " 0.33 " 0.25 1.29 " 0.10 " 0.11
Js = 91 GeV to 0.53% at Is = 183 GeV. This 
efficiency is much lower for the muon sample, about 
0.05% at all energies, due to the higher momentum 
cut.
The cross sections are given in Table 2 with 
statistical and systematic uncertainties. Systematic 
errors arise from the uncertainty on background sub­
traction, selection efficiencies, trigger efficiency, cut 
variation and charm semileptonic branching ratio. 
The average charm semileptonic branching ratio used 
in the simulation is 0.098 [19]. The dominant sys­
tematic errors for the electron sample are from the 
cut variation (from 9.5% at T = 91 GeV to 6.5% at 
T = 183 GeV) and selection efficiencies (from 
12.6% at Js = 91 GeV to 5.9% at Js = 183 GeV). 
The dominant systematic error for the muon sample 
comes from selection efficiencies (from 24.2% at 
Js = 91 GeV to 18.4% at Js = 183 GeV).
The charm production cross sections are obtained 
with the PYTHIA Monte Carlo using a massless 
quark matrix element calculation. The effect of the 
use of massive matrix elements is tested by using the 
PYTHIA Monte Carlo events generated with the 
charm mass mc = 1.6 GeV. Since the cross section 
values are dependent on the ratio of the charm purity 
to the charm selection efficiency, pc/e'c, we com­
pare the value of this ratio using the massless matrix 
elements to the ratios obtained from the massive 
matrix elements approach. Within statistics they are 
the same. The change of the direct to resolved 
process ratio in the signal Monte Carlo by a factor 
1.2 (1.4) results in a change of the charm cross 
section by 3.4% (6%) for electrons and has negligi­
ble effect for muons.
The PYTHIA Monte Carlo is the only generator 
available which includes all hadronic two-photon 
processes relevant in this analysis. The QED JAMVG 
program generates only the direct process. To better 
understand possible systematics due to the different 
models, we have compared the values of pc/eXc for 
the direct process as given by PYTHIA and by 
JAMVG. There is agreement within 10% which is 
comparable with the statistical uncertainty. However, 
for low momenta as seen in the case of the electron 
selection, the value of pc/e'c for the direct process is 
two times higher than that for the resolved process.
The most sensitive distributions where predictions 
for direct and resolved processes are different are 
found to be the visible mass, the track multiplicity, 
the transverse momentum of the lepton and the 
energy flow spectra [20]. A comparison of the visible 
mass distribution in data with the expectations of the 
direct and all two-photon processes for the high 
statistics electron sample at t/s = 183 GeV is given 
in Fig. 5. The direct process decreases more quickly
Fig. 5. The visible mass spectrum for the inclusive electron data at 
T = 183 GeV compared to PYTHIA events generated with mass­
less matrix elements. The Monte Carlo spectrum with all contribu­
tions is normalized to the same number of events as the data. The 
dashed histogram shows the contribution from the direct process.
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than the resolved process with increasing visible 
mass. In Fig. 6, we plot the energy flow as a 
function of the pseudorapidity, h =- ln(tan(2)), 
where u is the polar angle of the particle. A clear 
difference in shape can be seen between the distribu­
tions for the direct and resolved processes for |hl> 1, 
where the direct process alone is insufficient to 
describe the data.
The total inclusive charm production cross sec­
tions are plotted in Fig. 7 together with previous 
measurements [2-8]. For the purpose of comparison, 
the published results of different experiments were 
extrapolated to the total charm cross sections using 
the procedure of Ref. [21]. The data are compared to 
the predictions of Ref. [1]. The dashed line corre­
sponds to the direct process, NLO QCD calculations, 
while the solid line shows the QCD prediction for 
the sum of direct and resolved processes calculated 
to NLO accuracy. The direct process depends upon 
the heavy-quark mass and the QCD coupling con­
stant. The prediction is calculated using a charm 
mass of 1.3 GeV; the open charm threshold energy is 
set to 3.8 GeV. The theory prediction for the re­
solved process was calculated with the parton den­
sity function of Gluck-Reya-Vogt [22]. Using the 
Drees-Grassie [23] parametrization for the photon 
parton density results in a decrease of the cross 
section of 9% for mc = 1.3 GeV and of 3% for 
mc = 1.7 GeV. The renormalization scale was cho­
sen to be the charm mass. A change in the renormal­
ization scale from mc to 2m c decreases the QCD
Fig. 7. The charm production cross section in two-photon colli­
sions. The L3 data from both the electron and the muon events are 
combined. The statistical and systematic errors are added in 
quadrature. The dashed line corresponds to the direct process 
prediction while the solid line shows the QCD prediction for the 
sum of the direct and the resolved processes calculated to NLO 
accuracy [1]. The prediction corresponds to a calculation for a 
charm quark mass of 1.3 GeV, the parton density function of 
Gluck-Reya-Vogt [22] and the renormalization scale was chosen 
to be the charm quark mass. Points at's = 58 GeV and's = 91 
GeV energies are artificially separated for clear visibility.
prediction by 30% (15%) for mc = 1.3 (1.7) GeV. 
The uncertainties in the calculations indicate that it is 
not possible to determine the mass of the charm 
quark simply by measuring the total charm cross 
section.
Fig. 6. Energy flow as a function of pseudorapidity h- The data 
are compared to the PYTHIA prediction with all contributions 
(solid histogram) and to the direct and single-resolved processes 
separately (dotted and dashed histograms, respectively).
6. Conclusions
The cross section for inclusive charm production 
in two-photon collisions, s(e 'e ™ e 'eccX), is 
measured with the L3 detector at 91 GeV F T F 
183 GeV. The cross section increases with energy as 
expected by QCD predictions.
The direct process gg ™ cc is insufficient to de­
scribe the data, even if real and virtual gluon correc­
tions are included. The cross sections and the event 
distributions require contributions from the resolved 
processes which are dominantly g g ™ cc. The data 
therefore require a significant gluon content in the 
photon.
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