In this article we obtain for d ≥ 3 an approximation of the zero-average Gaussian free field on the discrete d-dimensional torus of large side length N by the Gaussian free field on Z d , valid in boxes of roughly side length N − N δ with δ ∈ (
1 2 , 1). As an implication, the level sets of the zero-average Gaussian free field on the torus can be approximated by the level sets of the Gaussian free field on Z d . This leads to a series of applications related to level-set percolation.
Indeed, if h ⋆ denotes the critical value for level-set percolation of the Gaussian free field on Z d , we show that level sets of the zero-average Gaussian free field on the torus for levels h > h ⋆ with high probability contain no connected component of volume comparable to the total volume of the torus. Moreover, level sets with h < h ⋆ with high probability contain a connected component of (extrinsic) diameter comparable to the torus diameter N . We also show that level sets of the zeroaverage Gaussian free field on the torus for levels h above a second critical parameter h ⋆⋆ (≥ h ⋆ ), again defined via the Gaussian free field on Z d , with high probability only contain connected components negligible in their size when compared to the size of the torus.
Similar results have been obtained in [25] and [7] for the vacant set of simple random walk on a large discrete torus with the help of random interlacements on Z d , introduced in [23] .
Introduction
We consider the zero-average Gaussian free field on the discrete d-dimensional torus of side length N and fixed dimension d ≥ 3. For large N , we show that it can be approximated by the Gaussian free field on Z d in macroscopic boxes of side length of order N − N δ for δ ∈ ( 1 2 , 1), thus yielding the local picture of the zero-average Gaussian free field. This readily provides an approximation of the level sets of the zero-average Gaussian free field on the torus by level sets of the Gaussian free field on Z d , which in turn allows us to relate their respective percolative properties.
The general idea of tackling questions about large finite probabilistic models by comparing them to corresponding better understood infinite models has been fruitfully applied over the years in areas such as interacting particle systems (see e.g. [13] ), combinatorial probability (see e.g. [2] ) and spectral theory (see e.g. [5] ). Recently, this technique has been applied to the model of random interlacements on transient graphs [23] , which can be used to approximate the trace of simple random walk on large finite graphs. In this way, the local picture of the vacant set of simple random walk on finite graphs (see for example [27] , [22] , [3] ) and/or percolative properties of it (see for example [8] , [25] , [26] , [7] ) have been investigated. Some of our results are of similar flavour to [25] and [7] but in the Gaussian free field setting.
Level-set percolation for the Gaussian free field is a significant representative of a percolation model with long-range dependencies. It has attracted attention for a long time, dating back to [19] , [16] and [6] . More recent developments can be found for instance in [10] , [21] , [9] , [20] and [24] . Also, some simulations of the critical value of level-set percolation were performed, see [18] .
We now describe our results in more details. The graphs considered in this work are the discrete tori T we have the Gaussian free field with law P Z d on R Z d and canonical coordinate process (ϕ Z d (x)) x∈Z d so that,
where g Z d (·, ·) stands for the Green function of simple random walk on Z d , see (1.1) and again Subsection 1.3 for more details.
Our main result is the following: for δ ∈ ( 1 2 , 1) we let B δ N denote a box of roughly side length N − N δ in Z d centered at the origin. Moreover, we let B δ N be the box in 
We refer to Section 2, Theorem 2.3, for the precise (and more quantitative) statement. A direct consequence of (0.3) is an approximation of the level sets E
In essence, we show in Corollary 2.5 that
(0. The approximation (0.4) leads to a series of applications related to level-set percolation of the Gaussian free field (similar to [25] and [7] for random interlacements). As a reminder, the critical value of level-set percolation of ϕ Z d can be defined by (see [21] , equation (0.4))
where {0
← −−− → ∞} denotes the event of the existence of an infinite connected component of the level set E ≥h
Moreover, for values h ∈ R above a second critical parameter h ⋆⋆ (defined in [21] , equation (0.6)), the connectivity function
of the h-level set (i.e. the probability of 0 and x ∈ Z d being in the same connected component of E ≥h
) decays fast in |x| (see [21] , Theorem 2.6, later improved to an exponential decay when d ≥ 4, with a logarithmic correction when d = 3, in [20] , Theorem 2.1). It is known that 0 ≤ h ⋆ ≤ h ⋆⋆ < ∞ for d ≥ 3 (see [6] , Theorem 3, and [21] , Theorem 2.6 and Corollary 2.7). Additionally, h ⋆ > 0 for d large enough (see [21] , Theorem 3.3, and [9] The structure of the article is as follows. In Section 1 we introduce the notation, recall basic facts on the Green functions and Gaussian free fields, and prove the longrange decay of the covariance function of Ψ T d N . Then in Section 2 we deduce the main approximation result (Theorem 2.3, corresponding to (0.3)) and its corollary on level sets (Corollary 2.5, corresponding to (0.4)). We conclude in Section 3 with the applications to level-set percolation (Theorems 3.1, 3.2 and 3.3, corresponding to (0.6), (0.7) and (0.8)).
A final word on the convention followed concerning constants. By c, c ′ , . . ., we denote positive constants with values changing from place to place which only depend on the dimension d.
Notation and useful results
We start this section with further notation. In Subsection 1.1 resp. Subsection 1.2 we then collect basic properties and definitions related to random walks and Green functions on Z d resp. T d N . In particular, we obtain in Subsection 1.2 some bound on the long-range decay of the zero-average Green function (which plays the role of the covariance function of Ψ As mentioned above, we consider
We now introduce some notation concerning simple random walk on
x for the canonical law of the simple random walk on T d N resp. on Z d starting at x as well as E
x for the corresponding expectation. The canonical process for both discrete-time walks is denoted by (X k ) k≥0 . For the continuous-time walks with i.i.d. holding times of distribution Exp(1) we write (X t ) t≥0 . Given a vertex set
In the special case of U = {z} we use H z in place of H {z} .
Simple random walk and Green functions on
It is symmetric, positive, finite and satisfies
. Furthermore (see [14] , Theorem 1.5.4),
It is again symmetric, finite and vanishes whenever x / ∈ U or y / ∈ U . The functions
are related by the identity (see [15] , Proposition 4.6.2(a))
which follows from a simple application of the strong Markov property of (X k ) k≥0 .
Next we show a basic property of simple random walk on Z d . This easy estimate of the hitting distribution of a hyperplane is needed for the prove of the bounds in Proposition 2.1.
Proof. The proof uses the method of images. Fix x ∈ H and z ∈ ∂H. If z ′ denotes the unique vertex in H such that z ′ ∼ Z d z, then by [15] , Lemma 6.3.6, one has (note that
(where we use the notation (1.3)). By (1.4) we have
If we let x ∈ Z d be the vertex obtained by reflection of
, then we obtain, by symmetry and the strong Markov property,
(1.8)
Again by symmetry, the expression on the right hand side of (1.8) equals g Z d (x, z ′ ) with z ′ denoting the vertex obtained by reflection of z ′ at ∂H. Thus, combining (1.6), (1.7) and (1.8) we deduce
On the right hand side of (1.9) we have a discrete gradient of the Green function g Z d (·, ·), which can be bounded by [14] , Theorem 1.5.5, by
. The statement (1.5) follows from (1.9) and (1.10).
, is finite and positive-semidefinite, i.e. for any f :
To see these last two properties one can for instance use the spectral representation to reformulate 
For later use we define for U T d N the Green function of simple random walk on T d N killed when exiting U , which is
could be defined through the continuous-time simple random walk).
, it is symmetric, finite and vanishes for x / ∈ U or y / ∈ U . The functions 
Proof. We first prove the statement for the case U : 
(1.14)
Now apply [1] , Lemma 2.12 in Chapter 2, p. 29, considering Subsection 2.2.3, p. 34, to the second and third expectation in (1.14) (observe that Z xy in the notation of [1] corresponds to G T d N (x, y)) and obtain (note that it also trivially holds for x = z)
Rearranging (1.15) leads to (1.13) for the special case
We compute in the same way as when proving (1.4) by the strong Markov property
We can use (1.15) inside the expectation on the right-hand side of (1.16) and obtain for all x ∈ U and
again by the strong Markov property. By comparing the right hand sides of (1.17) and (1.15) we deduce (1.13) for all x ∈ U and y ∈ T d N . Since (1.13) trivially holds if x / ∈ U , the proof of (1.13) is complete.
We conclude this subsection proving an upper bound of 
Proof. The strategy is to split the integral appearing in the definition of G T d N (x, y) at the time the walk (X t ) t≥0 reaches equilibrium (here the uniform distribution). The time to reach equilibrium is roughly the inverse of the spectral gap of (X k ) k≥0 (cf. [17] , Theorem 20.6). We now formalise this procedure.
The spectral gap of simple random walk ( 
By [17] , Theorem 20.6, we now have
(1.21) On the other hand, switching to the discrete walk (X k ) k≥0 (with N t , t ≥ 0, the number of jumps of the continuous-time simple random walk up to time t), we have 22) where in the final step we used the exponential Markov inequality. Because of (1.20), the second and third term on the right hand side of (1.22) are clearly bounded by the right hand side of (1.18). Therefore, it only remains to bound the sum appearing in the last line of (1.22), which can be rewritten as
The inner series on the right hand side of (1.23) is actually a finite sum because N ) ) we can apply [15] , Proposition 2.1.2(b), and find
There are at most c(
Finally, for the remaining
we can exchange the two sums and for each such v get
All together, by (1.23) we obtain
(1.24)
Because of (1.20), the expression on the right hand side of (1.24) is bounded by the right hand side of (1.18). Hence, the combination of (1.21) and (1.22) concludes the proof. 
(1.26)
is centered is clear from its definition (1.25). Now consider x, y ∈ T d N and expand the covariance to obtain
(1.27)
We introduce the product measure P
x,y has independent components distributed as a simple random walk on T d N started at x and a simple random walk on T d N started at y. We let E T d N x,y be the corresponding expectation. Then, the last term on the right hand side of (1.27) equals
(1.28)
Additionally, the first two and the third term on the right hand side of (1.27) satisfy
(1.29)
The combination of (1.27), (1.28) and (1.29) concludes the proof.
If one applies the above Lemma 1.6 for the choice 
one has that (recall (1.3)),
This essentially follows from expanding the covariance and using (1.4) in a similar way as we used (1.13) in the proof of (1.26). The relation (1.30) is part of the domain Markov property of ϕ Z d (see e.g. [21] , Lemma 1.2).
We conclude Section 1 by coupling Ψ T d N and ϕ Z d in a straightforward way keeping (1.26) and (1.30) in mind. First, we introduce a geometric condition on subsets of the torus central for this coupling and also needed for later on. From the beginning of Section 1, we remind the notation x for the unique vertex in the pre-image of 
(1.32)
31). Then there exists a coupling of
( 
for all x, y ∈ T d N , the proof is complete.
Proof of the main results
The main goal of this section is the proof of the precise version of (0. Recall from Section 1 the bijective map
We introduce the boxes
Additionally, for δ ∈ ( 
, N ≥ 1 and x ∈ B δ N one has
Moreover, for all δ ∈ ( 1 2 , 1), N ≥ 1 and x ∈ B δ N one has
Remark 2.2. Actually, for the proof of Theorem 2.3 we only need, for each δ ∈ ( Proof. We first prove (2.6). Consider x ∈ B δ N . Expanding the variance in (2.6) we obtain for γ ∈ (0, 1) to be chosen later (below (2.9)) that
In the first sum on the right-hand side of (2.8) we use the bound and (2.3) . The same bound can be applied to
Note that the number of pairs y, z in this first sum is at most
In the second sum on the right hand side of (2.8) we use (1.2) to estimate
What remains of the sum is bounded by one. Thus, we have obtained that
the two expressions on the right hand side of (2.9) are of the same order and (2.6) follows (note that γ ∈ (0, 1) since δ ∈ (   1   2 , 1) ). For the proof of (2.7) we proceed as for (2.6). Consider x in B δ N . Expanding the variance in (2.7) and using (1.32) one obtains for γ ∈ (0, 1) to be chosen later (below (2.11)) that In this way, we obtain from (2.10) that
the bound (2.7) follows.
The next theorem is the main result of this section. (2.4) ). In particular, for all δ ∈ ( 1 2 , 1) and ε > 0 one has
2). By (2.5) the assumption in Lemma 1.9 is satisfied and we obtain a coupling
(2.14)
The expectations appearing in (2.14) are centered Gaussian variables with respect to P Z d and P T d N . Thus, for any x ∈ B δ N , the exponential Markov inequality leads to
for some c δ , c ′ δ > 0. The desired result follows from the combination of (2.15) and (2.14)
Remark 2.4. 1) Considering the precise exponents in (2.6) and (2.7) when bounding in (2.15) shows that one can actually take any c ′ δ < (2δ − 1)
in (2.12).
2) Let us mention that the asymptotic approximation in (2.13) becomes false if we replace B δ N by a box of side length N − δ with δ ≥ 0 centered at zero since the different structure of T d N and Z d starts to play a role. In that case one can choose vertices x N and y N , N ≥ 1, at 'opposite borders' of the box which remain at fixed distance in T d N as N → ∞ but for which the Z d -distance between x N and y N tends to infinity. So the covariance 
for the level sets of the Gaussian free fields, where h ∈ R. 
is contained in the event inside the probability in (2.17) . Therefore, the statement follows from Theorem 2.3.
can be chosen as constant in (2.17).
Applications to level-set percolation
As mentioned in the introduction Corollary 2.5 is a (stronger) analogue of [25] , Theorem 1.1, and [7] , Theorem 1.2, in the Gaussian free field setting. As such it has implications concerning level-set percolation of the Gaussian free field. Recall the two critical parameters h ⋆ and h ⋆⋆ from the introduction (see (0.5) and thereafter) and also the notation
with h ∈ R from (2.16). We further denote by C 
Proof. Consider h > h ⋆ and ξ > 0. Choose ε > 0 such that h − ε > h ⋆ . By Markov's inequality it holds that
Choose any δ ∈ ( 
The combination of (3.1) and (3.2) concludes the proof. 
Proof. Fix h > h ⋆⋆ and choose ε > 0 such that h − ε > h ⋆⋆ . Consider λ > d, ρ > 0 and δ ∈ ( 1 2 , 1). For N large a union bound and the couplings Q N from Corollary 2.5 lead to
where in ( * ) we use that o ∈ T d N is at distance larger or equal
≥ (ln(N )) λ from the boundary of the box B δ N . The second term on the right hand side of (3.3) converges to zero by (2.17) . It remains to control the first term. By a union bound and [20] , Theorem 2.1, one obtains
and the proof is complete.
In the next theorem, diam C
(the limit actually holds for h > h ⋆ , too; in that case it equals zero).
Remark 3.4. In the supercritical phase h < h ⋆ we P Z d -almost surely have uniqueness of the infinite connected component contained in E ≥h
. Moreover, the percolation proba-
is left-continuous on R and continuous on (−∞, h ⋆ ). The uniqueness property of the infinite connected component follows from the Burton-Keane Theorem (see [12] , Theorem 12.2). The continuity properties of η(·) can be derived along the same lines as in the classical setting of Bernoulli bond percolation (see [11] , Lemma 8.9 and Lemma 8.10). The idea goes back to [4] . For the reader's convenience we include a proof in the appendix, see Lemma A.1.
Proof of Theorem 3.3. As above, we let
denote the percolation probability. Assume h ∈ R. We claim that for all ε > 0 it holds that
If one sends ε to zero in (3.5), by the continuity of η(·) on R \ {h ⋆ } (see Remark 3.4) we recover the desired statement (3.4) (if h > h ⋆ , then η(h − ε) = 0 for ε > 0 small). Thus, it remains to prove the claim (3.5).
Pick some δ ∈ ( 
Consider ε > 0. For N large enough one has by Corollary 2.5 and similarly This shows the claim (3.5) and concludes the proof of Theorem 3.3. 
A Appendix
For the reader's convenience we provide a proof of the continuity properties of the levelset percolation probability P Z Assume by contradiction that the probability in (A.2) is not equal to zero. Consider any k 0 ≥ 0. Since h < h k 0 < h ⋆ , we have E Since P Z d -almost surely min i=0,...,n ϕ Z d (x i ) = h and h k ↓ h, it follows that for some k 1 ≥ 0 with h k 1 ≤ h k 0 we have inf ). Thus, the last term of (A.2) vanishes and the proof of the right-continuity of η(·) on (−∞, h ⋆ ) is complete.
