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Abstrakt
Geneticke´ algoritmy a jejich paralelizace jsou v informacˇnı´ch technologiı´ch vyuzˇı´vanou
strategiı´ k vyhleda´va´nı´ vhodny´ch kombinacı´ rˇesˇenı´ optimalizacˇnı´ch u´loh. Cı´lem pra´ce je
vytvorˇit za´kladnı´ prˇehled jednoduchy´ch a paralelnı´ch geneticky´ch algoritmu˚, navrhnout
projekt a implementovat paralelnı´ verzi algoritmu pomocı´ technologie Cilk++, vcˇetneˇ
jeho testova´nı´. Projekt rˇesˇı´ Proble´m obchodnı´ho cestujı´cı´ho paralelnı´m geneticky´m al-
goritmem za pomocı´ Island modelu a modelu Master – Slave. Vy´sledkem je mnozˇina
nalezeny´ch rˇesˇenı´ vcˇetneˇ porovna´nı´ efektivity a hodnocenı´ kvality.
Klı´cˇova´ slova: geneticky´ algoritmus, evolucˇnı´ vy´pocˇetnı´ techniky, optimalizace, parale-
lismus, Cilk++
Abstract
Genetical algorithms and their parallelization strategy are used in informational tech-
nologies for searching suitable combinations to solve optimization tasks. The purpose
of this work is to create basic summary of simple and parallelal genetical alghorithms,
design a project and implement parallel version of algorithm with Cilk++technology in-
cluding it’s testing. The project solves the Problem of traveling salesman with parallel
genetical algorithm with The Island model and the model Master – Slave. The result is a
set of found solutions including the comparison of efficiency and evaluation of quality.
Keywords: genetic algorithm, evolutionary computation, optimalization, paralelism,
Cilk++
Seznam pouzˇity´ch zkratek a symbolu˚
DAG – Directed acyclic graph
EVT – Evolucˇnı´ vy´pocˇetnı´ techniky
GA – Geneticky´ algoritmus
I – Island
IF – Input file
M – Master-Slave
MIT – Massachusetts Institute of Technology
MO – Mode
MR – Migration rate
NoE – Number of evolutions
NoO – Number of objects
OF – Output file
opt – optima´lnı´
PGA – Paralelnı´ geneticky´ algoritmus
S – Serial
SCX – Sequential constructive crossover
TSP – Traveling salesman problem
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51 U´vod
Geneticke´ algoritmy ve vy´pocˇetnı´ technice jsou pomeˇrneˇ mladou disciplı´nou a jsou spo-
jeny se jme´ny Lawrence J. Fogel, Ingo Rechanberg, Hans-Paul Schwefel a John Rolland,
kterˇı´ se v 50. - 80. letech minule´ho stoletı´ zaby´vali studiem evolucˇnı´ strategie, evolucˇnı´ho
programova´nı´ a geneticky´ch algoritmu˚. V soucˇasne´ dobeˇ jsou prˇedmeˇtem intenzivnı´ho
studia vsˇechny trˇi smeˇry sloucˇene´ do jedne´ oblasti nazy´vane´ evolucˇnı´ vy´pocˇetnı´ techniky.
Bakala´rˇska´ pra´ce je forma´lneˇ cˇleneˇna do dvou cˇa´stı´. Prvnı´ cˇa´st pra´ce je teoreticka´,
charakterizuje za´kladnı´ principy GA se zameˇrˇenı´m na jejich vlastnosti a mozˇnosti para-
lelizace, jsou zde uvedeny vy´hody, ale take´ nevy´hody GA. Druha´ cˇa´st popisuje konkre´tnı´
u´lohu obchodnı´ho cestujı´cı´ho se zameˇrˇenı´m na implementaci, testova´nı´ a hodnocenı´ GA
v prostrˇedı´ CILK++.
62 Geneticke´ algoritmy
Geneticke´ algoritmy (GA) jako numericke´ - heuristicke´ algoritmy patrˇı´ do skupiny evolu-
cˇnı´ch vy´pocˇetnı´ch technik (EVT), ktere´ se inspirujı´ prˇı´rodnı´mi veˇdami. Prakticky se GA
vyuzˇı´vajı´ v mnoha oblastech lidske´ cˇinnosti, a to jak technicky´ch, tak i netechnicky´ch
odveˇtvı´ch ke zkouma´nı´ ru˚znorody´ch rˇesˇenı´ a jejich kombinacı´ a vytva´rˇı´ za´klad dalsˇı´ch
programu˚ a specificky´ch opera´toru˚ [6].
GA jsou metody pro prohleda´va´nı´ stavove´ho prostoru aplikovatelne´ na sˇirokou sˇka´lu
typu˚ u´loh bez za´vislosti na typu rˇesˇene´ho proble´mu. GA patrˇı´ do trˇı´dy stochasticky´ch al-
goritmu˚ s vyuzˇitı´m vlastnostı´ deterministicky´ch algoritmu˚. GA se lisˇı´ od na´hodny´ch pro-
hleda´vacı´ch metod tı´m, zˇe kombinujı´ elementy rˇı´zene´ho i stochasticke´ho prohleda´va´nı´ a
pracujı´ s celou populacı´ potencia´lnı´ch rˇesˇenı´ [4].
Ve sve´ podstateˇ simulujı´ evolucˇnı´ proces, ktery´ pozorujeme v prˇı´rodeˇ jizˇ po tisı´ciletı´.
Vycha´zı´ prˇı´mo z principu˚ Darwinovy teorie prˇirozene´ho vy´beˇru a Mendelovy teorie ge-
netiky a prˇebı´rajı´ vy´razy biologicky´ch disciplı´n naprˇ. gen, genotyp, chromozom, fenotyp
a dalsˇı´ [10].
K rˇesˇenı´ proble´mu pomocı´ GA je zapotrˇebı´ splnit urcˇite´ pozˇadavky, a to prˇedevsˇı´m:
• zvolit algoritmus pro vytvorˇenı´ pocˇa´tecˇnı´ populace,
• vhodneˇ zvolit forma´t, tzn. reprezentaci chromozomu (kandida´tnı´ rˇesˇenı´ proble´mu),
• sestavit algoritmus pro u´cˇelovou funkci,
• vytvorˇit algoritmus pro geneticke´ operace: selekci, krˇı´zˇenı´ a mutaci,
• vhodneˇ nastavit vy´beˇr parametru˚ - velikost populace, maxima´lnı´ pocˇet generacı´
apod. [4].
Vy´hody:
• mu˚zˇe vyrˇesˇit jaky´koliv optimalizacˇnı´ proble´m, ktery´ lze zapsat jako chromozom,
• konecˇny´m vy´sledkem je neˇkolik rˇesˇenı´,
• GA jsou jednoduche´ na pochopenı´ bez rozsa´hly´ch znalostı´ matematiky,
• GA je mozˇne´ snadno prˇene´st do sta´vajı´cı´ch simulacı´ a modelu˚ [4].
Nevy´hody:
• u neˇktery´ch proble´mu˚ jde velmi teˇzˇce definovat funkci vhodnosti a u´cˇelovou funkci,
• nenı´ zarucˇeno nalezenı´ globa´lnı´ho optima,
• vysoka´ vy´pocˇetnı´ na´rocˇnost [4].
72.1 Terminologie geneticky´ch algoritmu˚
Kazˇdy´ jedinec ma´ svu˚j seznam parametru˚ (obvykle jsou parametry vyja´drˇeny v bina´rnı´
podobeˇ), ktere´ se u geneticky´ch algoritmu˚ nazy´vajı´ geny. Vsˇechny geny pak spolecˇneˇ
vytva´rˇı´ rˇeteˇzec, ktere´mu rˇı´ka´me chromozo´m. Genotypem nazy´va´me sadu parametru˚
chromozomu. Chromozom mu˚zˇeme cha´pat jako kandida´tnı´ rˇesˇenı´ geneticke´ho algoritmu.
GA musı´ mı´ pro svou funkci definovanou u´cˇelovou funkci (cost function) a funkci vhod-
nosti (fitness function) [6].
U´cˇelova´ funkce je matematicky´ model proble´mu, resp. zˇivotnı´ prostrˇedı´, kde jedinci
zˇijı´ a probı´ha´ simulace evoluce. Funkce vhodnosti potom transformuje vy´sledek u´cˇelove´
funkce do dane´ho intervalu [4].
2.2 Postup geneticke´ho algoritmu
Populace geneticke´ho algoritmu je tvorˇena jedinci, kterˇı´ jsou reprezentova´ni chromo-
zomy (kandida´tnı´ rˇesˇenı´ proble´mu). Kazˇdy´ jedinec take´ obsahuje vhodnost (ohodno-
cenı´), ktera´ uda´va´ kvalitu jedince. Vlivem krˇı´zˇenı´ nejlepsˇı´ch jedincu˚ populace vznikajı´
novı´ a snad i silneˇjsˇı´ jedinci. Simulacı´ evoluce novı´ jedinci prˇezˇı´vajı´ a da´le se krˇı´zˇı´, sla´bnou
nebo umı´rajı´. Postup geneticke´ho algoritmu (Obr. 1) lze shrnout do na´sledujı´cı´ch desı´ti
bodu˚ [6].
2.2.1 Vymezenı´ parametru˚
Jedna´ se o definova´nı´ parametru˚, ktere´ budou rˇı´dit beˇh algoritmu, nebo ho ukoncˇı´. Sou-
cˇa´stı´ parametru˚ je i u´cˇelova´ funkce a vhodnost. Jako parametr se take´ uda´va´ maxima´lnı´
pocˇet generacı´-evolucˇnı´ch kroku˚. Hodnota pocˇtu evolucı´ se uda´va´ proto, aby se zabra´nilo
nekonecˇne´ evoluci [6].
2.2.2 Generova´nı´ pocˇa´tecˇnı´ populace
Jedna´ se o vytvorˇenı´ pocˇa´tecˇnı´ mnozˇiny jedincu˚ a jejich parametru˚. Parametry jedincu˚
jsou zvoleny nahodile a tak kazˇdy´ jedinec prˇedstavuje mozˇne´, ne prˇı´lisˇ kvalitnı´ rˇesˇenı´.
V tomto kroku je kriticky´m parametrem velikost populace. Prˇı´lisˇ velka´ populace zabere
vı´ce cˇasu na ohodnocenı´ jedincu˚, naopak prˇı´lisˇ mala´ populace nebude mı´t dostatek ge-
neticke´ho materia´lu na dalsˇı´ evolucˇnı´ vy´voj [6].
2.2.3 Ohodnocenı´ populace
Jedna´ se o vyhodnocenı´ jedincu˚ pocˇa´tecˇnı´ populace u´cˇelovou funkcı´. Vra´cena´ hodnota
mu˚zˇe by´t jesˇteˇ normalizova´na funkcı´ vhodnosti [6].
2.2.4 Vy´beˇr rodicˇu˚
Jedna´ se o vy´beˇr jedincu˚ pro reprodukci (krˇı´zˇenı´). Jedinci jsou veˇtsˇinou vybı´ra´ni podle
vhodnosti, ale mohou by´t vybra´ni i podle jiny´ch krite´riı´ v za´vislosti na rˇesˇene´ u´loze [6].
82.2.5 Tvorba potomku˚
Krˇı´zˇenı´m kombinacı´ genu˚ rodicˇu˚ jedincu˚ vznikajı´ novı´ jedinci. Obvykle se pouzˇı´va´ me-
toda jednobodove´ho krˇı´zˇenı´ (crossover point). Krˇı´zˇenı´ je zcela za´visle´ na typu proble´mu
a na reprezentaci genu˚ chromozomu [6].
2.2.6 Mutace potomku˚
Jedna´ se o na´hodnou zmeˇnu n genu˚ v chromozomu (simulace biologicke´ mutace). Prav-
deˇpodobnost mutace by nemeˇla by´t prˇı´lisˇ velka´, prˇi velke´ pravdeˇpodobnosti je pro-
hleda´va´nı´ stavove´ho prostoru na´hodne´ [6].
2.2.7 Ohodnocenı´ potomku˚
Po vzniku a mutaci jedincu˚ nove´ generace evolucˇnı´ho kroku je potrˇeba nove´ jedince
ohodnotit u´cˇelovou funkcı´ s prˇı´padnou normalizacı´ [6].
2.2.8 Vy´beˇr nejlepsˇı´ch jedincu˚
Nejlepsˇı´ jedinci jsou vybı´ra´ni z mnozˇiny rodicˇu˚ a potomku˚. Vy´beˇr jedincu˚ je prova´deˇn
dle vhodnosti nebo podle jiny´ch krite´riı´, v za´vislosti na rˇesˇene´ u´loze [6].
2.2.9 Vytvorˇenı´ nove´ populace
Nova´ populace je vytva´rˇena vy´beˇrem z nejlepsˇı´ch jedincu˚ [6].
2.2.10 Redukce stare´ populace
Stara´ populace je likvidova´na redukcı´ nejhorsˇı´ch jedincu˚ podle zvolene´ strategie [6].
Vy´beˇr rodicˇu˚, tvorba potomku˚, mutace potomku˚, ohodnocenı´ potomku˚, vy´beˇr nej-
lepsˇı´ch jedincu˚, vytvorˇenı´ nove´ populace a redukce stare´ populace se opakujı´ tak dlouho,
dokud nenı´ nalezeno dostatecˇneˇ kvalitnı´ rˇesˇenı´ nebo do vycˇerpa´nı´ uzˇivatelem zadany´ch
pocˇtu evolucˇnı´ch cyklu˚ [6].
2.3 U´cˇelova´ funkce
V geneticky´ch algoritmech u´cˇelova´ funkce (fitness function) ohodnotı´ kazˇde´ho jednot-
livce v populaci. Tato hodnota urcˇuje kvalitu jedince tj. vlastnı´ rˇesˇenı´ proble´mu. Funkce
vhodnosti je veˇtsˇinou urcˇena jako cˇa´st rˇesˇene´ho proble´mu. Funkce by meˇla by´t co nej-
rychlejsˇı´ vzhledem k tomu, zˇe hodnotı´ celou populaci. V prˇı´padeˇ pomale´ u´cˇelove´ funkce
se vyuzˇı´vajı´ paralelnı´ a distribuovane´ syste´my [3][4].
9Obr. 1: Postup geneticke´ho algoritmu [6]
2.4 Ko´dova´nı´
Zako´dova´nı´ genu˚ chromozomu je prˇı´mo za´visle´ na rˇesˇene´m proble´mu. Existuje neˇkolik
druhu˚ ko´dova´nı´. Geny mohou by´t reprezentova´ny cely´mi cˇı´sly i rea´lny´mi cˇı´sly. Nejcˇasteˇji
se v praxi setka´va´me s bina´rnı´m a permutacˇnı´m ko´dova´nı´m.
Bina´rnı´ ko´dova´nı´ je nejrozsˇı´rˇeneˇjsˇı´m ko´dova´nı´m, ktere´ bylo pouzˇı´va´no uzˇ v prvnı´ch ge-
neticky´ch algoritmech. Ko´dova´nı´ je velmi jednoduche´. Je vhodne´ naprˇ. pro rˇesˇenı´ Proble´-
mu batohu (Knapsack problem). Pro neˇktere´ u´lohy vsˇak nenı´ zcela prˇirozene´, proto je za-
potrˇebı´ zmeˇnit algoritmus krˇı´zˇenı´ a mutace [7].
Permutacˇnı´ ko´dova´nı´ se pouzˇı´va´ u proble´mu, kde rˇesˇenı´ je jedna z permutacı´ prvku˚,
naprˇ. Proble´m obchodnı´ho cestujı´cı´ho (Travelling salesman problem) [7].
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2.5 Velikost populace
Velikost populace je jeden z parametru˚ geneticke´ho algoritmu. Velikost populace prˇı´mo
ovlivnˇuje pru˚beˇh geneticke´ho algoritmu, proto je potrˇeba zvolit tento parametr nanejvy´sˇ
obezrˇetneˇ. Prˇı´lisˇ velka´ populace zpu˚sobı´ prodlouzˇenı´ vy´pocˇetnı´ho cˇasu a snı´zˇı´ efektivitu
algoritmu, na druhou stranu mala´ populace mu˚zˇe mı´t proble´m s nedostatkem informacı´
pro identifikaci a vy´voj lepsˇı´ch rˇesˇenı´ [7].
2.6 Pravdeˇpodobnost prˇekrytı´
Pravdeˇpodobnost krˇı´zˇenı´ uda´va´, kolik procent jednotlivcu˚ ze stare´ generace prˇezˇije a
prˇida´ se do nove´ generace spolecˇneˇ s potomky. Veˇtsˇinou je pravdeˇpodobnost nenulova´,
existujı´ ale i algoritmy s nulovou pravdeˇpodobnostı´ prˇekrytı´ [4].
2.7 Nahrazovacı´ strategie
Po selekci rodicˇu˚ se vytva´rˇı´ nova´ sada jednotlivcu˚ (potomku˚), ktera´ bude tvorˇit dalsˇı´
generaci. V prˇı´padeˇ nulove´ pravdeˇpodobnosti prˇekrytı´ vznikne nova´ generace a stara´
zanikne. Prˇi nenulove´ pravdeˇpodobnosti krˇı´zˇenı´ je potrˇeba urcˇit strategii, ktera´ nahradı´
stare´ jedince novy´mi. Je tedy potrˇeba rozhodnout, ktere´ jedince nahradit novou gene-
racı´. Existuje neˇkolik prˇı´stupu˚, naprˇ. nahrazenı´ rodicˇu˚ potomky, nejhorsˇı´ jedince nebo
na´hodne´ jedince nahradit pra´veˇ vytvorˇeny´mi jedinci. Tak dosa´hneme opeˇt pu˚vodnı´ veli-
kosti populace. Nejcˇasteˇji se pouzˇı´va´ na´hrada nejhorsˇı´ch jedincu˚ [3][4].
2.8 Elitismus
Beˇhem evoluce mohou by´t, vlivem na´hody, nejlepsˇı´ jedinci z evolucˇnı´ho procesu vyrˇazeni.
Nezˇa´doucı´mu jevu lze zabra´nit prˇenesenı´m nejlepsˇı´ch jedincu˚, veˇtsˇinou 1 azˇ 3 jedincu˚, do
dalsˇı´ populace. Tento elita´rˇsky´ mechanismus u´cˇinneˇ zamezı´ mozˇnosti ztra´ty nejlepsˇı´ho,
dosud nalezene´ho jedince [3][4][7].
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3 Operace geneticky´ch algoritmu˚
Za hlavnı´ geneticke´ operace jsou povazˇova´ny selekce, krˇı´zˇenı´, mutace a nahrazenı´. Gene-
ticke´ operace vita´lneˇ ovlivnˇujı´ pru˚beˇh cele´ho geneticke´ho algoritmu a ovlivnˇujı´ za´sadneˇ
vznik nove´ generace. Jednotlive´ operace jsou prˇı´mo za´visle´ na zpu˚sobu reprezentace
chromozomu a rˇesˇene´m proble´mu, proto je nutne´ vybrat co nejprˇirozeneˇjsˇı´ zpu˚sob prova´-
deˇnı´ operacı´ vzhledem k rˇesˇene´mu proble´mu.
3.1 Selekce
Jakmile je pocˇa´tecˇnı´ generace vytvorˇena a ohodnocena je cˇas vybrat jednotlivce pro vy-
tvorˇenı´ potomku˚ tak, aby mohla by´t vytvorˇena dalsˇı´ generace. Jednotlivci jsou vybı´ra´ni
v jednoduchy´ch geneticky´ch algoritmech podle vhodnosti. Existuje neˇkolik zpu˚sobu˚ jak
realizovat selekci, a to u´meˇrnou selekcı´ (Roulette wheel), porˇadovou selekcı´ (Rank se-
lection), turnajem (Turnament) nebo jinou metodou, ktera´ je prˇirozena´ pro rˇesˇenou u´lohu.
U´meˇrna´ selekce je metoda prˇideˇlenı´. Pomeˇroveˇ se kazˇde´mu jedinci prˇideˇlı´ v populaci
cˇı´slo, ktere´ urcˇuje sˇanci na jeho vy´beˇr, podle vlastnı´ho ohodnocenı´. Metoda se podoba´
ruletove´mu kolu, kde podle vhodnosti jedince je prˇirˇazen pocˇet polı´cˇek ruletove´ho kola,
pak se prova´dı´ losova´nı´ pro vy´beˇr kazˇde´ho dalsˇı´ho rodicˇe (Obr. 2) [3][4][7].
Porˇadova´ selekce je velmi podobna´ u´meˇrne´ selekci. Pouzˇı´va´ se v prˇı´padeˇ, kdy je rozdı´l
Obr. 2: Jednotkova´ kruzˇnice rulety [6]
kvality mezi jedinci prˇı´lisˇ velky´. Porˇadova´ selekce prˇerozdeˇlı´ jedince podle porˇadı´ tak, zˇe
nejslabsˇı´ jedinec bude ohodnocen cˇı´slem 1, silneˇjsˇı´ jedinec bude ohodnocen cˇı´slem 2, atd.
azˇ do nejsilneˇjsˇı´ho jedince. Tak se jedinci stanou vı´ceme´neˇ rovnopra´vny´mi s podobnou
sˇancı´ na vy´beˇr [3][4][7].
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Turnaj je metoda selekce, ktera´ je prova´deˇna formou souteˇzˇe, tzv. turnajem. Do souteˇzˇe
se prˇihla´sı´ neˇkolik jedincu˚ a pouze nejlepsˇı´ jedinec ze souteˇzˇe je prˇipraven na reprodukci.
Z generace jsou vybra´ny dva ru˚zne´ rˇeteˇzce a do nove´ generace je vybra´n nejsilneˇjsˇı´ z nich.
Tento proces se neˇkolikra´t opakuje [3][4][7].
3.2 Mutace
Poslednı´m krokem ve vytva´rˇenı´ nove´ generace je mutace. Jedna´ se o zmeˇnu na´hodny´ch
genu˚ jedince. Operace je za´visla´ na rˇesˇene´m proble´mu. Vy´znam mutace spocˇı´va´ v tom, zˇe
se mu˚zˇe v dane´ generaci objevit vlastnost, kterou dosud zˇa´dny´ jedinec nemeˇl a nemohl ji
tedy prˇedat potomku˚m. Tı´m je zabra´neˇno uvı´znutı´ v loka´lnı´m extre´mu [3][5][6][7].
3.3 Krˇı´zˇenı´
Operace spocˇı´va´ ve vy´meˇneˇ informacı´ mezi jedinci. Vy´sledkem krˇı´zˇenı´ je novy´ jedinec,
ktery´ prˇejı´ma´ od kazˇde´ho rodicˇe neˇjake´ vlastnosti. Metoda krˇı´zˇenı´ je silneˇ za´visla´ na
rˇesˇene´m proble´mu, naprˇ. jednobodove´ nebo dvoubodove´ krˇı´zˇenı´ (Obr. 3) je zalozˇeno na
kombinaci bloku genu˚.
Metodu nelze pouzˇı´t u proble´mu, kde je chromozom zako´dova´n jako permutace (ne-
bezpecˇı´ vzniku permutace s opakova´nı´m) [3][5][6][7].
Obr. 3: Dvoubodove´ krˇı´zˇenı´ [7]
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4 Paralelnı´ geneticke´ algoritmy
Za´kladnı´ mysˇlenkou mnoha paralelnı´ch a distribuovany´ch programu˚ je rozdeˇlit u´kol do
dı´lcˇı´ch oddı´lu˚ (devide-and-conquer) a rˇesˇit je soucˇasneˇ za pomocı´ veˇtsˇı´ho pocˇtu pro-
cesoru˚. Neˇktere´ metody, jako je naprˇ. jemnozrnny´ paralelnı´ geneticky´ algoritmus, mo-
hou vyuzˇı´vat masivnı´ paralelnı´ architektury, zatı´mco jine´, naprˇ. hrubozrnny´ paralelnı´
geneticky´ algoritmus, se hodı´ le´pe pro multi-pocˇı´tacˇe s vysoky´m vy´konem, ale s mensˇı´m
pocˇtem procesoru˚ [1].
4.1 Globa´lnı´ paralelizace (Master-Slave model)
Podobneˇ jako sekvencˇnı´ GA v kontextu globa´lnı´ paralelizace je pouze jedna panmikticka´
populace, tzn. kazˇdy´ jedinec ma´ sˇanci se spa´rovat s jiny´m jedincem. Chova´nı´ algoritmu
zu˚sta´va´ beze zmeˇny a globa´lnı´ GA ma´ prˇesneˇ stejne´ kvalitativnı´ vlastnosti jako sekvencˇnı´
GA. Nejbeˇzˇneˇjsˇı´ paralelizovanou operacı´ je vyhodnocenı´ jednotlivcu˚. Vy´pocˇet vhodnosti
jedince je neza´visly´ od zbytku populace. Jeden hlavnı´ uzel prova´dı´ GA (vy´beˇr, krˇı´zˇenı´ a
mutace) a dalsˇı´ operace, naprˇ. ohodnocenı´ jedincu˚ je prˇideˇleno podrˇı´zeny´m procesoru˚m.
Jednotlive´ cˇa´sti populace jsou prˇirˇazeny k dostupne´mu procesoru. Dı´ky jejich centrali-
zovane´ hierarchicke´ komunikaci jsou globa´lnı´ paralelnı´ geneticke´ algoritmy take´ zna´me´
jako single-master-slave populace. Populacˇnı´ struktura modelu master-slave je graficky
zna´zorneˇna nı´zˇe (Obr. 4). Panmikticky´ GA ma´ vsˇechny sve´ jedince (cˇerne´ skvrny) ve
stejny´ch populacı´ch. Master proces ukla´da´ populaci, prova´dı´ GA operace a distribu-
uje jednotlivce svy´m podrˇı´zeny´m. Podrˇı´zene´ procesy majı´ na starost vy´pocˇet vhodnosti.
Globa´lneˇ paralelnı´ geneticke´ algoritmy jsou pomeˇrneˇ snadneˇ implementovatelne´ a mo-
hou by´t docela efektivnı´m zpu˚sobem paralelizace, pokud vyhodnocenı´ vyzˇaduje znacˇny´
vy´pocˇetnı´ vy´kon [1][3].
Obr. 4: Model Master-Slave [1]
4.2 Hrubozrnny´ paralelnı´ geneticky´ algoritmus (Coarse-Grained algorithm)
V prˇı´padeˇ hrubozrnny´ch geneticky´ch algoritmu˚ jsou populace rozdeˇleny do neˇkolika
sub-populacı´ (ostru˚vku˚). Sub-populace se vyvı´jejı´ zcela neza´visle a jsou distribuova´ny
mezi jednotlive´ procesory, tzv. distribuovany´ geneticky´ algoritmus, ktery´ se veˇtsˇinou
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pouzˇı´va´ s distribuovanou pameˇtı´. Obcˇas se beˇhem evolucˇnı´ho procesu provede vy´meˇna
jednotlivcu˚ mezi sub-populacemi, tato operace se prova´dı´ kazˇdy´ch n generacı´. Hrubozr-
nny´ paralelnı´ geneticky´ algoritmus (Obr. 5) reprezentujı´ kruhy, kde jeden kruh je ost-
rov a jednotlive´ kruhy spolu komunikujı´ mezi GA. Hlavnı´ mysˇlenkou hrubozrnne´ho
paralelnı´ho GA je, zˇe relativneˇ izolovane´ chromozomy budou konvergovat k ru˚zny´m
platny´m rˇesˇenı´m [1][3].
Obr. 5: Island model [1]
4.3 Jemnozrnny´ paralelnı´ geneticky´ algoritmus (Fine-Grained algorithm)
Model by´va´ neˇkdy nazy´va´n model sousedu˚ (neighborhood model). Model namapuje je-
dince nebo velmi male´ sub-populace jako mrˇı´zˇku mezi velky´ pocˇet procesoru˚. V mrˇı´zˇce
jsou vsˇichni jedinci aktivnı´ a hledajı´ si sve´ partnery na rekombinaci pouze mezi sou-
sednı´mi sub-populacemi (Obr. 6) [1][3].
4.4 Migrace
Migrace (synchronnı´ a asynchronnı´) je du˚lezˇitou operacı´ u paralelnı´ch GA, ktera´ umozˇnˇu-
je vy´meˇnu jedincu˚ mezi populacemi. Dı´ky neza´vislosti jednotlivy´ch populacı´ zı´ska´me
uspokojiveˇjsˇı´ a ru˚znorodeˇjsˇı´ rˇesˇenı´ rychleji nezˇ u bezmigracˇnı´ch algoritmu˚ (globa´lnı´ GA).
Migrace znacˇneˇ snizˇuje mı´ru konvergence jednotlivy´ch populacı´. Du˚lezˇity´mi aspekty mi-
grace jsou:
• spra´vna´ definice topologie mezi sub-populacemi,
• rozhodnutı´, ktery´ jedinec bude migrovat do ktere´ sub-populace,
• stanovenı´ pocˇtu, kolik jedincu˚ bude migrovat,
• rozhodnutı´, v jaky´ch intervalech bude migrace prova´deˇna [4][5][6].
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Obr. 6: Struktura jemnozrnne´ho algoritmu [1]
4.5 Proble´m nadmeˇrne´ho urychlenı´ (Superlinear Speedups)
Jednı´m z kontroverznı´ch te´mat, ktere´ se ty´ka´ PGA, je proble´m nadmeˇrne´ho urychlenı´.
Spocˇı´va´ v rozporu mezi teoreticky´mi prˇedpoklady a empiricky´mi vy´sledky.
U´vaha rˇı´ka´: pokud vyrˇesˇenı´ libovolne´ u´lohy trva´ jedine´mu procesoru dobu t, pak je
logicke´ tvrdit, zˇe n procesoru˚m bude trvat rˇesˇenı´ te´ same´ u´lohy minima´lneˇ dobu t/n. To
znamena´, zˇe cely´ vy´pocˇetnı´ proces se prˇi pouzˇitı´ n procesoru˚ mu˚zˇe urychlit maxima´lneˇ
n-kra´t.
Podle empiricky´ch vy´sledku˚ docha´zı´ k veˇtsˇı´mu zrychlenı´ a zkra´cenı´ vy´pocˇetnı´ho
cˇasu.
Bylo vytvorˇeno neˇkolik pokusu˚ ve snaze vysveˇtlit, kdy tento jev vznika´. Jedno z
mozˇny´ch vysveˇtlenı´ je to, zˇe PGA prova´deˇjı´ me´neˇ cˇinnosti nezˇ se´riove´ GA. Redukce
cˇinnosti spocˇı´va´ ve veˇtsˇı´m selekcˇnı´m tlaku, ktery´ je zpu˚soben migracı´ jedincu˚ mezi popu-
lacemi. Jiny´m vysveˇtlenı´m mu˚zˇe by´t mensˇı´ velikost populace. Tyto populace se mohou
vejı´t do vyrovna´vacı´ pameˇti procesoru [4].
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5 Projekt Cilk a jeho vy´voj
Cilk, Cilk++ a Cilk plus jsou rozsˇı´rˇenı´ pro jazyk C a C++, ktere´ nabı´zı´ rychly´, snadny´ a
spolehlivy´ zpu˚sob, jak vylepsˇit vy´kon programu˚ na vı´ceja´drovy´ch procesorech [8].
5.1 Cilk
Cilk program vznikl a da´le byl vyvı´jen ve trˇech neza´visly´ch projektech na MIT (Massa-
chusetts Institute of Technology) veˇdecky´ch pocˇı´tacˇovy´ch laboratorˇı´ch:
• Theoretical work on scheduling multi-threaded applications,
• StarTech – a parallel chess program built to run on the Thinking Machines Corpo-
ration’s Connection Machine model CM-5,
• PCM/Threaded-C – a C-based package for scheduling continuation-passing-style
threads on the CM-5 [8].
V dubnu roku 1994 byly projekty spojeny do jednoho projektu Cilk. Prvnı´ verze, Cilk-
1, byla vyda´na v za´rˇı´ roku 1994. V dobeˇ psanı´ te´to pra´ce je soucˇasna´ verze implementace
Cilk-5.3 [8].
5.2 Cilk++
V roce 2006 MIT licencovala Cilk Arts technologii Cilk s cı´lem rozvı´jet komercˇnı´ verzi
C++ implementace. Cilk++ v1.0 byl vyda´n v prosinci 2008 s podporou pro Windows
Visual Studio a pro GNU GCC/C++ compiler. Cilk++ se lisˇı´ od Cilk-5:
• plnou podporou C++, vcˇetneˇ vsˇech rozsˇı´rˇenı´,
• v C++ lze pouzˇı´t Cilk ko´d prˇı´mo, pokud je zkompilova´n Cilk compilerem,
• prˇejmenova´nı´m klı´cˇovy´ch slov spawn a sync na cilk spawn a cilk sync,
• prˇida´nı´m cilk for smycˇky pro paralelizaci,
• prˇida´nı´m objektu reducer pro redukci races [8].
5.3 Intel Cilk plus
V roce 2009 zı´skala licenci Cilk Arts Intel Corporation. Technologie Cilk byla sloucˇena s
Array notacı´, aby technologie mohla poskytnout obsa´hle´ rozsˇı´rˇenı´ jazyka na implemen-
taci funkcˇnı´ho paralelismu (task parallelism) a vektorove´ho paralelismu (vector paralle-
lism). Intel Cilk plus je obohacen o kompatibilitu se standardnı´mi debugery [8].
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6 Vy´pocˇetnı´ model Cilk
Pru˚beˇh Cilk programu cha´peme jako orientovany´ acyklicky´ graf (directed acyclic graph
- DAG), kde jednotlive´ hrany grafu reprezentujı´ se´riovy´ pru˚beˇh programu (cilk spawn)
a mı´sto pro synchronizaci (cilk sync).
Prˇı´klad DAG (Obr. 7 diagram) pro ko´d (Ko´d 1) spousˇtı´ funkce do work 1, do work 2,
do work 3 a do work 4. Funkce do work 2 a do work 3 se vykona´vajı´ paralelneˇ. Funkce
do work 4 se zacˇne vykona´vat azˇ po ukoncˇenı´ funkce do work 2 a do work 3 [11][12].
...
do work 1(); // hrana 1
cilk spawn do work 2(); // hrana 2 a vytvoreni vrcholu A
do work 3(); // hrana 3
cilk sync ; // vytvoreni vrcholu B
do work 4(); // hrana 4
...
Ko´d 1: Jednoduchy´ cilk ko´d
Obr. 7: DAG diagram [12]
6.1 Reducer
Jazyk Cilk dodal metodu pro rˇesˇenı´ proble´mu, ktery´ se ty´ka´ prˇı´stupu k ne-loka´lnı´m
promeˇnny´m. Reducer je tedy promeˇnna´, kterou lze pouzˇı´t vı´ce hranami prˇi paralelnı´m
beˇhu programu. Reducer poskytuje kazˇde´mu vla´knu priva´tnı´ kopii promeˇnne´ bez nut-
nosti pouzˇitı´ Lock. (Ko´d 2) Ukazuje pouzˇitı´ reduceru prˇi scˇı´ta´nı´ prvku˚ vra´ceny´ch funkcı´
compute [11][12].
...
int n = 1000000;
cilk :: reducer opadd<unsigned int> total;
cilk for ( int i = 1; i <= n; ++i)
{
total += compute(i);
}
...
Ko´d 2: Jednoduchy´ reducer
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7 Charakteristika jazyka Cilk
Programovacı´ jazyk Cilk je charakterizova´n klı´cˇovy´mi slovy, pragmy, makry, prostrˇedı´m
s promeˇnny´mi a hlavicˇkovy´mi soubory jazyka Cilk.
7.1 Klı´cˇova´ slova
• cilk spawn spousˇtı´ zadanou funkci paralelneˇ s volajı´cı´ funkcı´. Funkce nemusı´ by´t
paralelizova´na (za´lezˇı´ na prostrˇedı´ Cilk) [11][12].
• cilk sync uda´va´ bod synchronizace. Soucˇasna´ funkce nemu˚zˇe pokracˇovat, dokud
nejsou vsˇechny funkce spusˇteˇne´ prˇı´kazem cilk spawn ukoncˇeny (Obr. 8) [11][12].
Obr. 8: Pru˚beˇh cilk spawn bloku˚ a jejich synchronizace for [12]
• cilk for je na´hradou klasicke´ smycˇky for. Smycˇka cilk for rozdeˇlı´ sve´ iterace do
mensˇı´ch bloku˚ (Obr. 9). Iterace jednotlivy´ch bloku˚ jsou vykona´va´ny se´rioveˇ, ale
jsou vola´ny prˇı´kazem cilk spawn. Smycˇka cilk for musı´ by´t validnı´ C/C++ for a
nesmı´ meˇnit kontrolnı´ promeˇnnou cyklu a ne-loka´lnı´ promeˇnne´ (vznika´ tak nein-
tegrita pameˇti, ktere´ lze zabra´nit instancı´ reducer za cenu mensˇı´ho paralelismu)
[11][12].
7.2 Pragma
• cilk grainsize je promeˇnna´, ktera´ uda´va´ maxima´lnı´ pocˇet iteracı´ bloku. Grainsize
je nastavova´n automaticky prostrˇedı´m Cilk podle pocˇtu dostupny´ch vla´ken (wor-
kers). Vy´chozı´ hodnota je vhodna´ pro veˇtsˇinu prˇı´padu˚ mimo ty, kdy se pocˇet vla´ken
prˇi beˇhu programu meˇnı´ [11][12].
7.3 Macro
• cilk je jednoznacˇne´ urcˇenı´ verze jazyka Cilk. Makro je nastaveno automaticky
compilerem [11][12].
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Obr. 9: Pru˚beˇh cilk for [12]
7.4 Promeˇnna´ prostrˇedı´
• CILK NWORKERS specifikuje pocˇet vla´ken, ktera´ se budou podı´let na paralelizaci
[11][12].
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8 Proble´m obchodnı´ho cestujı´cı´ho
Zada´nı´m proble´mu je ohodnoceny´ graf nebo take´ jednoduchy´ neorientovany´ nebo orien-
tovany´ ohodnoceny´ graf G. Graf G je usporˇa´dana´ trojice G = (V,E,C), kde V je mnozˇina
vrcholu˚, E je mnozˇina (dvouprvkova´ podmnozˇina mnozˇiny V ) hran a C je vzda´lenost
mezi vrcholy V .
Proble´m obchodnı´ho cestujı´cı´ho je kombinatoricka´ u´loha patrˇı´cı´ do skupiny NP-u´pl-
ny´ch proble´mu˚. Pro proble´m neexistuje zˇa´dny´ polynomia´lnı´ k-aproximacˇnı´ algoritmus,
tzn. neexistuje zˇa´dny´ polynomia´lnı´ algoritmus, ktery´ by nasˇel libovolne´ rˇesˇenı´, ktere´ je
nejhu˚rˇe k-na´sobkem optima´lnı´ho rˇesˇenı´ [13].
Cı´lem te´to u´lohy je najı´t v ohodnocene´m neorientovane´m grafu co nejkratsˇı´ Hamilto-
novskou kruzˇnici, ktera´ procha´zı´ vsˇemi vrcholy grafu. Jedna´ se o nalezenı´ nejkratsˇı´ cesty
mezi meˇsty tak, aby jejich soucˇet byl co nejmensˇı´.
V pra´ci je rˇesˇena symetricka´ varianta TSP, jedna´ se o neorientovany´ graf, kde TSP ma´
ulozˇenou symetrickou matici vzda´lenosti, kde v matici c platı´ - cij = cji.
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9 Implementace
Bakala´rˇska´ pra´ce obsahuje program, kde jsou implementova´ny trˇi algoritmy, ktere´ rˇesˇı´
TSP proble´m prostrˇednictvı´ GA, dva algoritmy jsou paralelnı´ (Master-Slave model a Is-
land model) a jeden je se´riovy´. Program byl kompilova´n v Intel R⃝ C++ Compiler XE, ktery´
je soucˇa´stı´ nekomercˇnı´ho balı´ku Intel R⃝ Parallel Studio XE 2013 (volneˇ stazˇitelny´ 1).
Syntaxe pro program:
./program {IF} {NoO} {NoE} {MR} {OF} [MO]
Argumenty programu:
• IF uda´va´ cestu ke vstupnı´mu souboru,
• NoO uda´va´ velikost populace; velikost populace musı´ by´t minima´lneˇ 10 pro 1 ja´dro
procesoru; v prˇı´padeˇ pouzˇitı´ vı´ce procesoru˚ je potrˇeba zvolit veˇtsˇı´ velikost popu-
lace,
• NoE uda´va´ pocˇet evolucı´,
• MR uda´va´ cˇetnost migrace populace,
• OF uda´va´ jme´no pro vy´stupnı´ soubor; vy´stupnı´ soubor je vzˇdy ulozˇen do slozˇky
output v adresa´rˇi s programem,
• MO uda´va´ jaky´ typ algoritmu ma´ by´t spusˇteˇn, v prˇı´padeˇ nezada´nı´ tohoto parame-
tru jsou spusˇteˇny vsˇechny implementovane´ algoritmy (Tab. 1).
9.1 Konfigurace
Testovacı´ konfiguraci prˇedstavuje cˇtyrˇja´drovy´ procesor Intel R⃝CoreTM i5-3210M 2,5 GHz,
8GB RAM s operacˇnı´m syste´mem Debian GNU/Linux 7 (wheezy).
9.2 Reprezentace chromozomu
Pro reprezentaci chromosomu jsem zvolil permutacˇnı´ ko´dova´nı´. Permutacˇnı´ ko´dova´nı´
je vzhledem k TSP nejprˇirozeneˇjsˇı´, protozˇe rˇesˇenı´m je permutace meˇst. Chromozom je
tvorˇen permutacı´ z n prvku˚, kde n je pocˇet procha´zeny´ch meˇst a rea´lny´m cˇı´slem R, kde
R je soucˇet vzda´lenosti cest mezi meˇsty. R uda´va´ kvalitu jedince.
1http://software.intel.com/en-us/non-commercial-software-development
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hodnota spusˇteˇne´ algoritmy I (Island) M (Master-Slave) S (Serial)
0 −−−
1 −− S
2 −M−
3 −MS
4 I −−
5 I − S
6 IM−
7 IMS
Tabulka 1: Mo´dy programu
9.3 Funkce vhodnosti
Vhodnost jedince uda´va´ porˇadı´ cest mezi meˇsty tvorˇı´cı´mi permutaci. Stacˇı´ pouze secˇı´st n
cˇı´sel uda´vajı´cı´ch de´lku cesty. Pro vy´pocˇet je na zacˇa´tku beˇhu programu prˇecˇten vstupnı´
soubor, ktery´ uda´va´ sourˇadnice jednotlivy´ch meˇst a po prˇecˇtenı´ sourˇadnic jsou vypocˇı´ta´-
ny vzda´lenosti mezi jednotlivy´mi meˇsty. Vzda´lenosti mezi meˇsty jsou ulozˇeny do matice
n × n, kde prvnı´ dimenze uda´va´ meˇsto startovnı´ a druha´ dimenze uda´va´ cı´love´ meˇsto
(Ko´d 3).
float Chrom::calcFitness( float ∗∗ map )
{
this−>fitness = 0;
for( int i = 0; i < (∗chromSize)−1; i++)
this−>fitness += map[ chromosome[i] ][ chromosome[i+1] ];
this−>fitness += map[ chromosome[0] ][ chromosome[(∗chromSize)−1] ];
this−>fitness
}
Ko´d 3: Funkce vhodnosti
9.4 Selekce jedincu˚
Selekce jedincu˚ probı´ha´ pomocı´ porˇadove´ selekce. Selekce je normalizova´na tak, aby i
slabsˇı´ jedinci meˇli sˇanci na reprodukci. Mozˇnost vy´beˇru slabsˇı´ch jedincu˚ by meˇla zarucˇit
veˇtsˇı´ rozmanitost populace a mozˇna´ i nalezenı´ lepsˇı´ch jedincu˚ v prˇı´padeˇ, kdy krˇı´zˇenı´
nejlepsˇı´ch jedincu˚ jizˇ nevytva´rˇı´ silneˇjsˇı´ jedince (Ko´d 4).
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int Serial :: ruletteWheel( int bot, int top)
{
int arit = ( (top−bot+1) ∗ (bot+top) ) / 2;
int n = rand r( &seed ) % arit ;
for( int i = bot; i <= top; i++)
{
if ( n >= arit )
return top − i ;
arit −= i;
}
return top;
}
Ko´d 4: U´meˇrna´ selekce jedincu˚
9.5 Krˇı´zˇenı´ jedincu˚
Krˇı´zˇenı´ jedincu˚ je realizova´no sekvencˇnı´m konstruktivnı´m krˇı´zˇenı´m (The sequential con-
structive crossover SCX) (Obr. 10) [2]. Metoda je zalozˇena na kombinaci nejlepsˇı´ch genu˚
rodicˇu˚ tak, aby vznikl silneˇjsˇı´ potomek. V prˇı´padeˇ TSP je vy´hodne´ kombinovat kratsˇı´
cesty mezi meˇsty. Metoda porovna´va´ cestu rodicˇe P1 z meˇsta A do meˇsta B a rodicˇe
P2 z meˇsta A do meˇsta B, kde SCX metoda vybere kratsˇı´ cestu. Algoritmus ma´ jistou
sˇanci, zˇe vytvorˇı´ permutaci meˇst, kde se budou neˇktera´ meˇsta opakovat. Proto je za-
potrˇebı´ zaznamena´vat jizˇ navsˇtı´vena´ meˇsta a v prˇı´padeˇ opakova´nı´ stejny´ch meˇst nahradit
meˇsta za nova´, jesˇteˇ nepouzˇita´. Nepouzˇite´ meˇsto k opraveˇ permutace je zvoleno metodou
loka´lnı´ho vyhleda´va´nı´ (local-search), kde je vybra´no nejblizˇsˇı´ mozˇne´ meˇsto.
Obr. 10: SCX
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9.6 Mutace jedincu˚
Mutace byla provedena za´meˇnou porˇadı´ meˇst v permutaci. V prˇı´padeˇ TSP je lepsˇı´ vymeˇ-
nˇovat meˇsta, ktera´ jsou v permutaci velmi blı´zko. Mutace meˇnı´ pozici jednoho meˇsta azˇ
jednoho procenta z celkove´ho pocˇtu meˇst. Mutace je pouzˇita pouze v prˇı´padeˇ nalezenı´
totozˇny´ch jedincu˚ v populaci (Ko´d 5).
void Chrom::mutate(unsigned int seed)
{
int x, y, temp;
int limit = 0;
int nMutations;
int tempChromSize = ∗chromSize;
int pivot = rand r( &seed ) % (∗chromSize);
while(tempChromSize)
{
tempChromSize /= 10;
limit ++;
}
nMutations = limit == 1 ? 1 : rand r( &seed ) % (limit − 1) + 1 ;
while(nMutations−−)
{
x = rand r( &seed ) % (limit + limit + 1) − limit ;
y = rand r( &seed ) % (limit + limit + 1) − limit ;
temp = chromosome[(x + ∗chromSize) % ∗chromSize];
chromosome[(x + ∗chromSize) % ∗chromSize] = chromosome[(y + ∗chromSize) % ∗
chromSize];
chromosome[(y + ∗chromSize) % ∗chromSize] = temp;
}
}
Ko´d 5: Mutace jedincu˚
9.7 Nahrazovacı´ strategie
Nahrazovacı´ strategie uda´va´ novou formu nove´ generace rozhodnutı´m, kterˇı´ jedinci prˇe-
zˇijı´ do dalsˇı´ho evolucˇnı´ho cyklu a kterˇı´ budou nahrazeni. V projektu je nahrazova´no 60%
populace. Po vytvorˇenı´ novy´ch jedincu˚ jsou novı´ jedinci sloucˇeni se soucˇasnou popu-
lacı´ a na´sledneˇ setrˇı´deˇni podle vhodnosti, pak je opeˇt 60% populace odstraneˇno, tzn.
odstraneˇnı´ nejslabsˇı´ cˇa´sti populace (Ko´d 6).
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...
for( int q = 0; q < populSize; q++)
temp[q] = popul[q];
for( int q = populSize; q < populSize + newPopulSize; q++)
temp[q] = newPopul[q − populSize];
this−>sort(temp, 0, populSize + newPopulSize−1);
for( int q = 0; q < populSize; q++)
popul[q] = temp[q];
...
Ko´d 6: Vy´beˇr jedincu˚ pro dalsˇı´ populaci a nahrazova´nı´ jedincu˚
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10 Se´riovy´ model GA
Operace vy´beˇru jedincu˚, krˇı´zˇenı´, mutace a nahrazova´nı´ populace jsou prova´deˇny se´rioveˇ.
Se´riovy´ GA (Ko´d 7) je implementova´n prˇedevsˇı´m pro porovna´nı´ vy´sledne´ho nejlepsˇı´ho
rˇesˇenı´ a vy´pocˇetnı´ho cˇasu mezi jednotlivy´mi modely.
...
for( int i = 0; i < tempEvol; i++)
{
for( int j = 1; j < populSize; j++)
{
if (popul[ j−1].getFitness() == popul[j ]. getFitness() )
if (popul[ j−1] == popul[j ])
{
popul[ j ]. mutate(seed);
popul[ j ]. calcFitness( map );
}
}
for( int j = 0; j < newPopulSize; j++)
{
int a = this−>ruletteWheel(0, populSize−1);
int b = this−>ruletteWheel(0, populSize−1);
while(a == b) b = this−>ruletteWheel(0, populSize−1);
int∗ indiv = crossover( popul[a], popul[b] ) ;
Chrom c(indiv, &chromSize);
c.calcFitness( map );
newPopul[j] = c;
}
for( int q = 0; q < populSize; q++)
temp[q] = popul[q];
for( int q = populSize; q < populSize + newPopulSize; q++)
temp[q] = newPopul[q − populSize];
this−>sort(temp, 0, populSize + newPopulSize−1);
for( int q = 0; q < populSize; q++)
popul[q] = temp[q];
solution [ i ] = popul [0].getFitness() ;
if (output) printf ( ”%d. evolution ended.\n”, i+1);
}
...
Ko´d 7: Pru˚beˇh se´riove´ho geneticke´ho algoritmu
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11 Master-Slave model GA
Vytva´rˇenı´ novy´ch jedincu˚, selekce a nahrazova´nı´ populace jsou prova´deˇny paralelneˇ,
operace mutace se prova´dı´ se´rioveˇ z du˚vodu nebezpecˇı´ proble´mu soubeˇhu. Master-Slave
algoritmus (Ko´d 8) narozdı´l od se´riove´ho algoritmu zpracova´va´ neˇkolik jedincu˚ najed-
nou. Nevy´hodou prˇı´stupu je mozˇny´ vznik proble´mu soubeˇhu. Proble´m soubeˇhu spocˇı´va´
v neurcˇitosti stavu promeˇnne´ vlivem prˇepisova´nı´ promeˇnne´ vı´ce nezˇ jednı´m procesem.
...
for( int i = 0; i < tempEvol; i++)
{
for( int j = 1; j < populSize; j++)
{
if (popul[ j−1].getFitness() == popul[j ]. getFitness() )
if (popul[ j−1] == popul[j ])
{
popul[ j ]. mutate(seed[nworkers]);
popul[ j ]. calcFitness( map );
}
}
cilk for ( int j = 0; j < newPopulSize; j++)
{
int a = this−>ruletteWheel(0, populSize−1);
int b = this−>ruletteWheel(0, populSize−1);
while(a == b) b = this−>ruletteWheel(0, populSize−1);
int∗ indiv = crossover( popul[a], popul[b] ) ;
Chrom c(indiv, &chromSize);
c.calcFitness( map );
newPopul[j] = c;
}
cilk for ( int q = 0; q < populSize; q++)
temp[q] = popul[q];
cilk for ( int q = populSize; q < populSize + newPopulSize; q++)
temp[q] = newPopul[q − populSize];
this−>sort(temp, 0, populSize + newPopulSize−1);
cilk for ( int q = 0; q < populSize; q++)
popul[q] = temp[q];
solution [ i ] = popul [0].getFitness() ;
if (output) printf ( ”%d. evolution ended.\n”, i+1);
}
...
Ko´d 8: Pru˚beˇh paralelnı´ho geneticke´ho algoritmu (Master-Slave model)
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12 Island model GA
Island model spousˇtı´ neˇkolik instancı´ se´riove´ho GA s obcˇasnou vy´meˇnou nejlepsˇı´ch je-
dincu˚ mezi instancemi. Vy´meˇna jedincu˚ probı´ha´ podle parametru cˇetnosti migrace.
...
for( int i = 0; i < nEvol;i++)
{
cilk for ( int j = 0; j < this−>nworkers; j++)
{
island [ j ]−>run(nMigration);
for( int k = 0; k < nMigration; k++)
memcpy((solution[j])+index, island [ j ]−>getSolution(), sizeof(float ) ∗ nMigration);
}
index += nMigration;
for( int q = 0; q < nworkers; q++)
{
Chrom∗ populA = island[q]−>getPopulation();
Chrom∗ populB = island[travelMap[q]]−>getPopulation();
for( int k = 0; k < migrateSize; k++)
{
Chrom c;
c = island [q]−>getPopulation()[k];
populA[k] = populB[k];
populB[k] = c;
}
}
if (output) printf ( ”%d. evolution ended.\n”, index);
}
if ( rest )
cilk for ( int j = 0; j < this−>nworkers; j++)
{
island [ j ]−>run(rest);
for( int k = 0; k < nMigration; k++)
memcpy((solution[j])+index, island [ j ]−>getSolution(), sizeof(float ) ∗ rest ) ;
}
...
Ko´d 9: Pru˚beˇh paralelnı´ho geneticke´ho algoritmu (Island model)
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13 Testova´nı´
Testova´nı´ modelu˚ probeˇhlo na trˇech na sobeˇ neza´visly´ch proble´mech z knihovny TSPLIB2
vzorovy´ch prˇı´kladu˚ proble´mu TSP. Byly vybra´ny trˇi proble´my - kroA100 se 100 vrcholy,
d2103 s 2103 vrcholy a rl5915 s 5915 vrcholy. Tyto prˇı´klady byly testova´ny s parametry:
• velikost populace uda´va´ kolik jedicu˚ tvorˇı´ populaci,
• pocˇet evolucı´ uda´va´ kolika evolucı´ projde populace jedincu˚,
• cˇetnost migrace uda´va´ jak cˇasto budou jedinci migrovat,
• velikost migrujı´cı´ populace - velikost migrujı´cı´ populace byla stanovena na peˇt
jedincu˚ (polovina minima´lnı´ velikosti populace).
Vy´sledky testu˚ jsou zobrazeny ve formeˇ tabulek (Tab. 2, 3, 4, 5, 6, 7, 8, 9, 10), kde jsou
uvedeny vstupnı´ parametry: velikost populace, pocˇet evolucı´, cˇetnost migrace a parame-
try vy´stupnı´: nalezene´ rˇesˇenı´, odchylka, cˇas a zrychlenı´.
• nalezene´ rˇesˇenı´ uda´va´ kvalitu nejlepsˇı´ho jedince v poslednı´ generaci,
• odchylka uda´va´ procentua´lnı´ rozdı´l kvality rˇesˇenı´ mezi kvalitou nejlepsˇı´ho jedince
a optima´lnı´m rˇesˇenı´m proble´mu,
• cˇas uda´va´ jak dlouho trval beˇh programu v sekunda´ch,
• zrychlenı´ uda´va´ zrychlenı´ paralelnı´ho algoritmu podle:
zrychlen´ı =
Cˇasse´riova´ implementace
Cˇasparaleln´ı implementace
Jednotlive´ testy probeˇhly na sobeˇ neza´visle desetkra´t a do tabulek byly zapsa´ny arit-
meticke´ pru˚meˇry nameˇrˇeny´ch hodnot.
2http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/
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kroA100
model Se´riovy´
opt. rˇesˇenı´ 21282
velikost pocˇet cˇas [s] nalezene´ odchylka [%]
populace evolucı´ rˇesˇenı´
40 1 0.000809 62423 193.3
40 5 002881 24348 14.4
40 100 0.017265 23183 8.9
40 500 0.066628 22860 7.4
40 1000 0.125307 22635 6.4
100 1 0.001820 60004 181.9
100 5 0.008000 23870 12.2
100 100 0.054431 22825 7.3
100 500 0.233979 22672 6.5
100 1000 0.493943 22418 5.3
250 1 0.005324 58955 177.0
250 5 0.021852 23739 11.5
250 100 0.142826 22660 6.5
250 500 0.667834 22350 5.0
250 1000 1.289720 22156 4.1
500 1 0.009572 57833 171.7
500 5 0.048112 23373 9.8
500 100 0.308244 22609 6.2
500 500 1.110872 22216 4.4
500 1000 2.259791 21974 3.3
Tabulka 2: Testy se´riove´ho modelu provedene´ pro kroA100
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d2103
model Se´riovy´
opt. rˇesˇenı´ 80450
velikost pocˇet cˇas [s] nalezene´ odchylka [%]
populace evolucı´ rˇesˇenı´
40 1 0.131544 1050703 1206.0
40 5 0.580450 87931 9.3
40 100 2.690647 84900 5.5
40 500 5.780171 84872 5.5
40 1000 11.020681 84786 5.4
100 1 0.336959 1041452 1194.5
100 5 1.495703 86616 7.7
100 100 10.569761 84580 5.1
100 500 15.976181 84461 5.0
100 1000 26.808895 84505 5.0
250 1 0.830118 1032356 1183.2
250 5 4.327034 86276 7.2
250 100 24.254995 84294 4.8
250 500 49.354542 84123 4.6
250 1000 71.176109 84257 4.7
500 1 1.678159 1026375 1175.8
500 5 7.373616 85947 7.3
500 100 59.29393 83964 4.4
500 500 98.925522 83920 4.3
500 1000 149.330704 84062 4.5
Tabulka 3: Testy se´riove´ho modelu provedene´ pro d2103
32
rl5915
model Se´riovy´
opt. rˇesˇenı´ 565530
velikost pocˇet cˇas [s] nalezene´ odchylka [%]
populace evolucı´ rˇesˇenı´
40 1 1.730189 13304376 2252.5
40 5 6.836732 680117 20.3
40 100 51.308697 662706 17.2
40 500 67.667793 655795 16.0
40 1000 93.883896 655862 16.0
100 1 3.932068 13172240 2229.2
100 5 18.922842 678807 20.0
100 100 144.050552 658737 16.5
100 500 253.442291 652105 15.3
100 1000 272.829376 650745 15.1
250 1 9.395555 13134155 2222.5
250 5 42.328911 679326 20.1
250 100 342.755402 659179 16.6
250 500 665.814819 646626 14.3
250 1000 759.494873 647538 14.5
500 1 18.607746 13092309 2215.1
500 5 73.641754 676062 19.5
500 100 679.215027 658199 16.4
500 500 1509.345947 645302 14.1
500 1000 1729.942246 645969 14.2
Tabulka 4: Testy se´riove´ho modelu provedene´ pro rl5915
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kroA100
model Master-Slave
opt. rˇesˇenı´ 21282
velikost pocˇet cˇas [s] zrychlenı´ nalezene´ odchylka [%]
populace evolucı´ rˇesˇenı´
40 1 0.001062 0.8 59590 180.0
40 5 0.001886 1.5 24234 13.9
40 100 0.019348 0.9 22646 6.4
40 500 0.081532 0.8 22101 3.8
40 1000 0.171545 0.7 22002 3.4
100 1 0.000934 1.9 58604 175.4
100 5 0.004062 2.0 23827 12.0
100 100 0.041600 1.3 22515 5.8
100 500 0.190879 1.2 22042 3.6
100 1000 0.361685 1.4 21980 3.3
250 1 0.002127 2.5 57843 171.8
250 5 0.009674 2.3 23648 11.1
250 100 0.100196 1.4 22392 5.2
250 500 0.439313 1.5 22030 3.5
250 1000 0.860434 1.5 21860 2.7
500 1 0.003984 2.4 55823 162.3
500 5 0.018897 2.5 23293 9.4
500 100 0.195157 1.6 22376 5.1
500 500 0.868010 1.3 22037 3.5
500 1000 1.705216 1.3 21852 2.7
Tabulka 5: Testy Master-Slave modelu provedene´ pro kroA100
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d2103
model Master-Slave
opt. rˇesˇenı´ 80450
velikost pocˇet cˇas [s] zrychlenı´ nalezene´ odchylka [%]
populace evolucı´ rˇesˇenı´
40 1 0.058111 2.3 1048490 1203.3
40 5 0.262374 2.2 87775 9.1
40 100 1.415255 2.0 84796 5.4
40 500 2.707411 2.1 84875 5.5
40 1000 4.413104 2.5 84522 5.1
100 1 0.157386 2.1 1035933 1187.7
100 5 0.718918 2.1 86772 7.9
100 100 3.987010 2.7 84489 5.0
100 500 6.753477 2.4 84324 4.8
100 1000 10.912425 2.5 84133 4.6
250 1 0.377907 2.2 1026820 1176.3
250 5 1.795707 2.4 86278 7.2
250 100 11.627910 2.1 84139 4.6
250 500 20.030087 2.5 83956 4.4
250 1000 28.829977 2.5 83770 4.1
500 1 0.756236 2.2 1022875 1171.4
500 5 3.552372 2.1 85878 6.7
500 100 26.190100 2.3 84054 4.5
500 500 41.530231 2.4 83909 4.3
500 1000 62.172157 2.4 83497 3.8
Tabulka 6: Testy Master-Slave modelu provedene´ pro d2103
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rl5915
model Master-Slave
opt. rˇesˇenı´ 565530
velikost pocˇet cˇas [s] zrychlenı´ nalezene´ odchylka [%]
populace evolucı´ rˇesˇenı´
40 1 0.714197 2.4 13281738 2248.5
40 5 3.145887 2.2 684203 21.0
40 100 22.465605 2.3 659698 16.7
40 500 29.177896 2.3 656456 16.1
40 1000 37.998417 2.5 656006 16.0
100 1 1.797174 2.2 13271288 2246.7
100 5 7.804014 2.4 678772 20.0
100 100 67.733009 2.1 659280 16.6
100 500 115.457115 2.2 650906 15.1
100 1000 118.267197 2.3 646391 14.3
250 1 4.208253 2.2 13136659 2222.9
250 5 18.613026 2.3 677995 19.9
250 100 172.576187 2.0 659167 16.6
250 500 309.688934 2.1 647663 14.5
250 1000 419.714447 1.8 642727 13.7
500 1 7.7669596 2.4 13064804 2210.2
500 5 36.149044 2.0 674625 19.3
500 100 342.979218 2.0 658344 16.4
500 500 748.227661 2.0 643681 13.8
500 1000 856.967651 2.0 641061 13.4
Tabulka 7: Testy Master-Slave modelu provedene´ pro rl5915
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kroA100
model Island
opt. rˇesˇenı´ 21282
velikost pocˇet cˇetnost cˇas [s] zrychlenı´ nalezene´ odchylka [%]
populace evolucı´ migrace rˇesˇenı´
40 100 20 0.016471 1.0 23026 8.2
40 500 20 0.062577 1.1 23026 8.2
40 1000 20 0.118114 1.1 22857 7.4
100 100 20 0.033883 1.6 22816 7.2
100 500 20 0.144864 1.6 22752 6.9
100 1000 20 0.25965 1.9 22683 6.6
250 100 20 0.082369 1.7 22763 7.0
250 500 20 0.335155 2.0 22413 5.3
250 1000 20 0.649260 2.0 22689 6.6
500 100 20 0.156988 2.0 22843 7.3
500 500 20 0.694249 1.6 22132 4.0
500 1000 20 1.362737 1.7 22033 3.5
40 100 40 0.017624 1.0 22458 5.5
40 500 40 0.058168 1.1 22458 5.5
40 1000 40 0.102089 1.2 22458 5.5
100 100 40 0.034012 1.6 22987 8.0
100 500 40 0.143304 1.6 22845 7.3
100 1000 40 0.283741 1.7 22744 6.9
250 100 40 0.077538 1.8 22744 6.9
250 500 40 0.333779 2.0 22707 6.7
250 1000 40 0.705223 1.8 22382 5.2
500 100 40 0.154631 2.0 22858 7.4
500 500 40 0.693486 1.6 22539 5.9
500 1000 40 1.338829 1.7 21906 2.9
Tabulka 8: Testy Island modelu provedene´ pro kroA100
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d2103
model Island
opt. rˇesˇenı´ 80450
velikost pocˇet cˇetnost cˇas [s] zrychlenı´ nalezene´ odchylka [%]
populace evolucı´ migrace rˇesˇenı´
40 100 20 2.046422 1.3 85181 5.9
40 500 20 5.969123 1.0 85090 5.8
40 1000 20 5.179857 2.1 84764 5.4
100 100 20 4.011249 2.6 84507 5
100 500 20 8.503023 1.9 84388 4.9
100 1000 20 12.211344 2.2 84402 4.9
250 100 20 13.942272 1.7 84540 5.1
250 500 20 19.165918 2.6 84907 5.5
250 1000 20 29.852114 2.4 84377 4.9
500 100 20 22.786779 2.6 84570 5.1
500 500 20 53.362679 1.9 84005 4.4
500 1000 20 63.020695 2.4 84199 4.7
40 100 40 1.695576 1.6 85174 5.9
40 500 40 9.134838 0.6 85432 6.2
40 1000 40 6.305458 1.7 84051 4.5
100 100 40 4.450207 2.4 84970 5.6
100 500 40 6.930356 2.3 85298 6
100 1000 40 12.348001 2.2 84591 5.1
250 100 40 8.661070 2.8 84988 5.6
250 500 40 22.441833 2.2 84157 4.6
250 1000 40 31.083084 2.3 83915 4.3
500 100 40 20.257805 2.9 84472 5.0
500 500 40 39.131798 2.5 84346 4.8
500 1000 40 57.227074 2.6 84271 4.7
Tabulka 9: Testy Island modelu provedene´ pro d2103
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rl5915
model Island
opt. rˇesˇenı´ 565530
velikost pocˇet cˇetnost cˇas [s] zrychlenı´ nalezene´ odchylka [%]
populace evolucı´ migrace rˇesˇenı´
40 100 20 21.806271 2.4 670652 18.6
40 500 20 36.474152 1.9 666727 17.9
40 1000 20 132.161606 0.7 656377 16.1
100 100 20 67.409531 2.1 655636 15.9
100 500 20 91.314590 2.8 651531 15.2
100 1000 20 105.943825 2.6 655110 15.8
250 100 20 137.583221 2.5 654208 15.7
250 500 20 199.554184 3.3 651792 15.3
250 1000 20 293.962921 2.6 645618 14.2
500 100 20 367.437927 1.8 662361 17.1
500 500 20 657.422546 2.3 650264 15.0
500 1000 20 967.549072 1.8 651591 15.2
40 100 40 21.157806 2.4 664091 17.4
40 500 40 76.326752 0.9 666647 17.9
40 1000 40 105.294853 0.9 666650 17.9
100 100 40 54.853306 2.6 651770 15.2
100 500 40 104.371895 2.4 654576 15.7
100 1000 40 102.745094 2.7 651560 15.2
250 100 40 167.891739 2.0 659081 16.5
250 500 40 333.387695 2.0 651447 15.2
250 1000 40 302.998535 2.5 654258 15.7
500 100 40 366.755066 2.0 655699 15.9
500 500 40 761.551270 2.0 653170 15.5
500 1000 40 716.512695 2.4 643002 13.7
Tabulka 10: Testy Island modelu provedene´ pro rl5915
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Obr. 11: Vy´voj dvaceti generacı´ proble´mu kroA100 Island modelu
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14 Za´veˇr
Cı´lem bakala´rˇske´ pra´ce bylo vytvorˇit za´kladnı´ prˇehled se´riovy´ch a paralelnı´ch gene-
ticky´ch algoritmu˚, navrhnout projekt a implementovat paralelnı´ verzi algoritmu pomocı´
technologie Cilk++, vcˇetneˇ jeho testova´nı´.
V teoreticke´ cˇa´sti jsem zpracoval prˇehled o za´kladnı´ch charakteristika´ch se´riovy´ch a
paralelnı´ch geneticky´ch algoritmu˚ pouzˇı´vany´ch v informacˇnı´ch technologiı´ch. Nedı´lnou
soucˇa´sti teoreticke´ cˇa´sti je sezna´menı´ s technologiı´ Cilk++, vcˇetneˇ vy´voje projektu, vy´po -
cˇetnı´ho modelu, hlavnı´ch charakteristik jazyka Cilk a mozˇnostmi implementace GA al-
goritmu˚ za pouzˇitı´ te´to technologie.
V projektove´ cˇa´sti jsem rˇesˇil Proble´m obchodnı´ho cestujı´cı´ho, kde jsem navrhl a im-
plementoval trˇi verze geneticke´ho algoritmu (se´riovy´ model GA, Master-Slave model GA
a Island model GA). Algoritmy byly spusˇteˇny s ru˚zny´mi parametry, tj. velikost populace,
pocˇet evolucı´ a cˇetnost migrace a s ru˚zny´mi vstupnı´mi soubory (kroA100 - 100 vrcholu˚,
d2103 - 2103 vrcholu˚, rl5915 - 5915 vrcholu˚) nad ru˚zny´mi TSP proble´my.
Vy´sledky, ktere´ jsou prˇehledneˇ uvedeny v tabulka´ch (Tab. 2, 3, 4, 5, 6, 7) a grafu (Obr.
11) ukazujı´ na velmi rychly´ vy´voj jedincu˚ prˇi prvnı´ch peˇti evolucı´, dalsˇı´ evoluce je znacˇneˇ
pomalejsˇı´ s obcˇasny´m zlepsˇenı´m jedincu˚. Prˇi zvysˇova´nı´ parametru pocˇtu evolucı´ a veli-
kosti populace se konecˇne´ rˇesˇenı´ zlepsˇovalo, ale zvysˇoval se i vy´pocˇetnı´ cˇas potrˇebny´
k vyrˇesˇenı´ proble´mu. Hlavnı´m du˚vodem na´rustu vy´pocˇetnı´ho cˇasu bylo zvysˇova´nı´ ve-
likosti populace, vlivem zvy´sˇenı´ velikosti populace jedinci konvergovali pomaleji a tı´m
bylo nalezeno lepsˇı´ rˇesˇenı´.
U Master-Slave modelu dosˇlo k pru˚meˇrne´mu zrychlenı´, u mensˇı´ho proble´mu kroA100
1.5 (min. 0.7 - max. 2.5), u strˇednı´ho proble´mu d2103 2.3 (min. 2.0 - max. 2.7) a u velke´ho
proble´mu rl5915 2.2 (min. 1.8 - max. 2.5). Kvalita rˇesˇenı´ u Master-Slave modelu a se´riove´ho
modelu se lisˇı´ vlivem stochasticke´ cˇa´sti GA, kvalita rˇesˇenı´ by meˇla by´t stejna´ nebo velmi
podobna´ rˇesˇenı´ se´riove´ho GA. U modelu Island docha´zı´ k pru˚meˇrne´mu zrychlenı´, u
mensˇı´ho proble´mu kroA100 1.6 (min. 1.0 - max. 2.0), u strˇednı´ho proble´mu d2103 2.1
(min. 0.6 - max. 2.9) a u velke´ho proble´mu rl5915 2.1 (min. 0.7 - max. 2.8) a kvalita rˇesˇenı´
se oproti Master-Slave modelu prˇı´lisˇ nelisˇı´. Vy´hoda Island modelu ve srovna´nı´ Master-
Slave modelem je vy´voj neˇkolika neza´visly´ch populacı´, ktere´ na sebe mohou, ale nemusı´
by´t konvergentnı´.
Testova´nı´ uka´zalo, zˇe navrzˇene´ algoritmy uka´zaly u mensˇı´ch instancı´ najı´t rˇesˇenı´
velmi blı´zke´ globa´lnı´mu optimu, prˇicˇemzˇ s rostoucı´ slozˇitostı´ instancı´ kvalita rˇesˇenı´ klesa´,
a to vlivem veˇtsˇı´ho prohleda´vane´ho prostoru.
Paralelizace modelu˚ pomocı´ Cilk++ byla u modelu Master-Slave provedena u trˇı´dı´cı´-
ho algoritmu prˇida´nı´m klı´cˇove´ho slova cilk spawn a cilk sync a jednoduchy´m prˇepsa´nı´m
klı´cˇovy´ch slov for na cilk for. U veˇtsˇı´ch projektu˚, kde prˇepsa´nı´ klı´cˇovy´ch slov for nenı´ op-
tima´lnı´ pro vysoky´ pocˇet klı´cˇovy´ch slov for ve zdrojove´m ko´du, je mozˇne´ re-definovat
klı´cˇove´ slovo for, ale je potrˇeba da´vat pozor na kriticke´ body programu (nebezpecˇı´ soubeˇ-
hu) a upravit tyto cˇa´sti tak, aby byla zarucˇena stabilita programu. Paralelizace Island
modelu byla implementova´na pomocı´ instancı´ se´riove´ho GA, pro kazˇde´ ja´dro procesoru
jedna instance, kde byly pru˚beˇhy evoluce instancı´ se´riovy´ch GA prˇerusˇeny podle para-
metru cˇetnosti migrace s na´slednou migracı´.
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Rozsˇı´rˇenı´ jazyka C++ jazykem Cilk++ podporuje datovy´ i funkcˇnı´ paralelismus pro
procesory z rodiny Intel Xenon R⃝PhiTM .
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A Obsah prˇilozˇene´ho CD
• text bakala´rˇske´ pra´ce
• zdrojove´ ko´dy
• testovane´ TSP proble´my kroA100, d2103 a rl5915
• vy´stupnı´ soubory testu˚
