In an iterative image reconstruction algorithm, it was demonstrated that the contrast-to-noise ratio in the final reconstruction could be improved if a low-pass filter was applied to the backprojction of the projection-domain discrepancy, and then this backprojection was used to update the image from the previous iteration. The goal of this paper is to extend this method to the weighted filtered backprojection (FBP) algorithm.
Introduction
In 2006, we developed a method to increase the lesion's contrast-to-noise ratio in an iteratively reconstructed image (Zhang and Zeng 2006) . A typical iterative image reconstruction algorithm consists of at least one pair of projector and backprojector. Our method was to apply a low-pass filter to the backprojection, and the low-pass filtered backprojection was used to update the image from the previous iteration. That method was clearly different from the post-filtering method, in which an image is first reconstructed and then a filter is applied to the final image. The original idea of that 2006 method was motivated by the encouraging work of using blobs to replace the non-overlapping pixels or voxels (Matej and Lewitt 1995 , Hanson and Wecksung 1985 , Lewitt 1990 , Lewitt 1992 , Wang et al 2004 .
By reading that 2006 paper (Zhang and Zeng 2006) , one may not be convinced that the immediately-after-backprojection filtering method can be used to approximate the blob pixel or voxel model. However, one can clear see that the method is effective in improving the lesion's contrast-to-noise ratio.
Recently the FBP algorithm can be associated with an 'iteration number,' k, in the sense that one can choose the 'iteration number' k so that the FBP reconstruction is an approximate to the kth iteration of the iterative Landweber reconstruction if the relaxation parameter is carefully adjusted (Zeng 2012 , Zeng and Zamyatin 2013 , Zeng 2014 , Zeng 2016 . We refer to the FBP algorithm with an 'iteration number' as the weighted FBP or windowed FBP (wFBP) algorithm. The purpose of this current paper is to extend the immediately-after-backprojection filtering method to the wFBP algorithm. We understand that the wFBP algorithm does not use a square pixel model, and the blob model does not make any sense to wFBP. We still hope that the immediately-after-backprojection filtering strategy is able to improve the lesion's contrast-tonoise ratio even for the wFBP algorithm. In this paper, we will use the iterative maximum-likelihood expectation-maximization (MLEM) algorithm as a benchmark to perform some comparison studies. Our proposed algorithm will be described in section 2.
Methods

Iterative Landweber algorithm
The iterative Landweber algorithm is a well-known gradient decent algorithm (Landweber 1951) . It has many versions. We propose a new version of the Landweber algorithm with additional immediatelyafter-backprojection filtering V, and we call it a quasiLandweber algorithm which is be expressed as
where X ( k) is the image array of the kth iteration result expressed as a vector, P is the projection array expressed as a vector, A is the imaging matrix (also known as the projection matrix), V is a low-pass filter matrix, and α>0 is the update step size (also known as the relaxation parameter). To guarantee convergence, the relaxation parameter α must be small enough. In (1), A T represents the backprojection matrix. The matrix V in (1) is the immediately-afterbackprojecton filter. The recursive expression (1) can be transformed to a non-recursive form as follows.
If the square matrix (I-M) is non-singular, we have the identity:
which can be readily verified by pre-multiplying (I-M) on both sides. In this paper, we assume the initial condition X (0) to be zero and the matrix VA T A is positive definite. Thus the non-recursive form (2) can be further written as a closed form without the Σ sign:
Fourier-domain representation
The intension of this section 2.2 is not to give a mathematical proof or to develop any new theory. It serves as a summary of our methods from the last 7 years. It compares two discrete algorithms: the iterative Landweber algorithm and the FBP algorithm. The FBP algorithm must be derived on a continuous-tocontinuous imaging model, though the implementation is discrete. It relates the similarities of the two algorithms. We then use one algorithm to approximate another discrete algorithm. In a previous publication , a relation between the iterative Landweber algorithm and the FBP algorithm is establish by using calculus of variations. The derivation of a Fourier-domain representation for the iterative Landweber algorithm was reported before (Zeng 2012 , Zeng and Zamyatin 2013 , Zeng 2014 ). For the sake of making this paper selfcontained, the main steps of the derivation are listed here.
In tomography, the matrix A T A is a projectionbackprojection operator. When it operates upon an image X, it can be approximated as a convolution of the image X with a two-dimensional (2D) 1/r kernel, where r is the distance to the origin (Zeng 2010 This matrix domain and Fourier domain approximation is good only for the ideal situation, where the projector A represents the exact Radon transform. A discrete projector A is an approximation of the Radon transform. A better approximation can be achieved by using a smaller pixel size and a larger image array.
Realizing that A T P is the pure backprojection of the sinogram P without ramp filtering, (4) is simply 'backproject first, then filter' algorithms (Zeng 2010) . In other words, in the Fourier domain, algorithm (4) can be implemented as the application of the filter w a w w
Thanks to the central slice theorem in tomography (Zeng 2010), a 'backproject first, then filter' algorithm can be readily transformed into an FBP algorithm. In our case, this FBP algorithm is almost identical to the conventional FBP algorithm, except that the conventional ramp filter |ω| is modified by a window function (i.e., a weighting function):
where the low-pass filter v(|ω|) can be freely chosen by the user. In our previously published papers, the function v(|ω|) was always set to constant one (i.e., an all-pass filter). In fact, one can readily verify that the window function W(ω) itself is a low-pass filter, and its bandwidth increases as the k increases. Formula (5) is the main result of this paper with a new low-pass filter v(|ω|). The implementation of the new FBP algorithm is rather straightforward. The interested readers can refer to (Zeng and Zamyatin 2013) or (Zeng 2017 ) for more detailed instructions. 
Matrix representation
Fourier representation (transfer function)
Computer simulations
A two-dimensional (2D) circular lesion phantom, as shown in figure 1 , was generated for the computer simulations studies. The imaging geometry was parallel with 180 uniformly-spaced views over 180°. The image array size was 180×180 (pixels). The detector had 180 detection bins, and the bin size was the same as the pixel size. The phantom consisted of a large centered disk (value 1) of radius 54, three circular hot lesions (value 2) of radius 2.7, 4.5 and 7.2, respectively, and two circular cold lesions (value 0.2) of radius 2.7 and 4.5, respectively. The large disk is also referred to as the background. In order to avoid the inverseproblem crime, the projections (i.e., line integrals) were generated using smaller virtual detector bins. The size of an actual detector bin was 10 times the size of a virtual bin. Poisson noise was incorporated into the projections to simulate the cases of emission computed tomography such as PET (positron emission tomography) and SPECT (single photon emission computed tomography). Then 10 virtual detection bins were combined to form the projection in 1 actual detection bin. Two noise levels were used. The phantom pixel values were reduced to 50% for the lower count case. The total number of acquired photos was 1.7×10 6 for the higher-count data, and the total number of acquired photos was 8.5×10
5 for the lower-count data. Attenuation and scattering effects were not included in the simulations studies.
The characteristics of contrast recovery and noise propagation in a reconstruction algorithm can be shown by the contrast recovery coefficient (CRC) (Liow and Strother 1991) where M les and M back represent the mean of the lesion and the mean of the background, and the subscripts 'rec' and 'phan' denote the reconstruction and the true phantom, respectively. In computer simulations, we calculated the CRC for each of the five lesions for every reconstruction using the noiseless projections. The lesion value M les was the value at the center of the lesion. The background value M back was the value at the center of the large disc. For the hot lesions
For the cold lesions
les back phan
The image noise was evaluated using the normalized standard deviation of the noise in the central 51×51 square region of the large disc reconstructed with the noisy data as
where σ is the standard deviation, N is the number of image elements used in the calculation, x i is the value of the ith pixel of the image reconstructed from noisy data, and x i is the expected mean value of the ith pixel. The purpose of the normalization is to eliminate the influence on the noise measurement of non-uniform values of the image within the regions that are supposed to be uniform.
SPECT experiment
A Hoffman brain phantom was used in a SPECT study. The phantom was injected with Tc-99m and scanned for 20 min. Three low-energy high-resolution collimators were used in a three-detector IRIX scanner. The detector pixel size was 2.3 mm and the detected photons were stored in a 256×256 array on each detector. Data acquisition was the step-and-shoot mode with 120 views over 360°. One slice of the phantom data was used for image reconstruction, and the total photon counts for that slice were 1.4×10
6 . The reconstructed image was stored in an 88×88 array.
Results
In the computer simulations, the proposed weighted FBP algorithm (denoted as wFBP-V) is compared with the weighted FBP (wFBP) algorithm (Zeng and Zamyatin 2013) as well as the iterative maximum likelihood expectation maximization (MLEM) algorithm Vardi 1982, Lange and Carson 1984) . The wFBP algorithm is a special case of w = (| |) v 1 in (5). The conventional FBP algorithm (Shepp and Logan 1974 ) is a special case of the wFBP by setting  ¥ k in (5). Poisson noise weighting is incorporated in all three algorithms.
The low-pass filter w (| |) v chosen in this paper is defined as Figures 2 and 3 show contrast versus noise plots for each lesion and for two different noise levels, respectively. Figure 2 contains plots for the higher count (i.e., less noisy) projections, and figure 3 contains plots for the lower count (i.e., noisier) projections. The lesion contrast is characterized by the CRC (contrast recovery coefficient) values as defined in (6). The noise is characterized by the normalized standard deviation at the center of the large background disc as defined in (7).
Each curve represents a series of reconstructions about one lesion. Each curve consists of 40 points, and each point corresponds to a reconstructed image. For each iteration number or k value, the algorithm reconstructs an image, the contrast of the lesion of interest is calculated, and the noise variance at a uniform region is also calculated from this reconstruction. The noise variation is the horizontal coordinate of a point on the curve, and the contrast is the vertical coordinate of the point on the curve. In other words, the curves are scatter plots. All curves have the same number of points. Some curves look shorter than others because the points are denser on those shorter curves. The 'good points' in the figures are close to the upper left corner, where the contrast is high and the noise is low. The 'bad points' in the figures are close to the lower right corner, where the contrast in low and the noise is high.
For all cases in figures 2 and 3, the proposed wFBP-V algorithm is superiors to the other two algorithms.
The iterative ML-EM algorithm outperforms the wFBP algorithm for the hot lesions, while the iterative ML-EM algorithm and the wFBP algorithm have almost the same performance for the cold lesions.
Some reconstructed images are displayed in figures 4 and 5 for the higher count and lower count projections, respectively. The cold lesions in general are slower to converge than the hot lesions. The iteration numbers or the k values were chosen as soon as the CRC value for mid-size cold lesion reached 0.95, in which we had k wFBP-V =20 000, k MLEM =90, and k wFBP =20 000, respectively.
For the real experimental Hoffman brain phantom study, three images are shown. They are reconstructed by the three algorithms which are the same as those for the computer generated data. Only visual comparison is provided in figure 6. 
Discussion and conclusions
This paper is inspired by our older paper (Zhang and Zeng 2006) where a low-pass filter was applied immediately after the backprojection. This immediately-afterbackprojection filter was effective in improving the lesion contract. The main goal of this current paper is to extend this immediately-after-backprojection filter strategy to the weighted FBP (wFBP) algorithm. The wFBP algorithm is almost the same as the conventional FBP algorithm, except that a window function (5) is used to modify the ramp filter. The filter function v(ω) is newly introduced in this paper. This new function v(ω) approximates the effects of the immediately-after-backprojection filter in an iterative algorithm.
For the iterative algorithm (1), the matrix VA T A is ill-conditioned in tomography, and it may be singular. In our derivation, the matrix VA T A is assumed to be non-singular and positive definite. Even if the matrix VA T A is singular, it is still useful in medical imaging as long as it provides an early convergent trend, because an early stopping is always used. In the algorithm development, we empirically establish a relationship between an iterative algorithm and the FBP algorithm. Our earlier publications showed that we could use this relationship to use FBP to produce approximate images as an iterative algorithm could. We refer the readers to our earlier publications to see the similar reconstructions by these two algorithms (Zeng 2012) .
Computer simulations presented in the paper show that the new strategy is able to significantly improve the lesion contrast-to-noise ratio. We do not claim that the added filter function v(ω) given in (5) is optimal in any sense. The function expression in (5) was obtained by the trial-and-error method. However, any sort of low-pass filter v(ω) used in (5) is able to improve lesion's contrastto-noise ratio over the wFBP algorithm. It is still unknown to us how to optimally select this function v (ω). The theory of enhancing lesion contrast-to-noise ratio is still yet to be developed, because the usual lowpass denoising filter reduces the contrast.
From a different perspective, we can also look at the algorithm (1) as the conventional iterative Landweber algorithm that has unmatched projector and backprojector (Zeng and Gullberg 2000) ; the projector is A while the backprojector is the combination of V and A T . The advantages and disadvantages of using an unmatched projector/backprojector pair have not been fully explored.
In our 2000 paper (Zeng and Gullberg 2000) , we proposed a criterion for the convergence: the eigenvalues of VA T A are all positive. In practice, this criterion is very difficult to verify. In medical imaging, convergence is not our main concern, because a converged algorithm gives a very noisy solution, which is too noisy to be useful in clinics. Stopping the algorithm early is a general acceptable rule. An algorithm is useful if it has an early convergent trend. Our algorithm (1) has an early convergent trend and produces satisfactory images. This is the reason that we choose to continue to develop it and extend it to FBP.
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