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Abstract
Let γ be the Gaussian measure in Rd andHt , t > 0, the corresponding Ornstein–Uhlenbeck semigroup,
whose infinitesimal generator is − 12+ x · grad. For each p with 1 <p < ∞, let Ep ⊂ C be the closure of
the region of holomorphy of the map t →Ht taking values in the space of bounded operators on Lp(γ ). We
examine the maximal operator f →H∗pf = sup{|Hzf |: z ∈ Ep}. The known results about H∗p concern
mainly the case p < 2. We prove that for p > 2 this operator is of weak type but not of strong type (p,p)
for γ . However, if a neighbourhood of the origin is deleted from Ep in the definition of H∗p , the resulting
operator is shown to be of strong type.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let dγ (x) = π−d/2e−|x|2 dx be a Gaussian measure in Rd , d = 1,2, . . . . The associated
Laplacian L = − 12 + x · grad has a self-adjoint extension to L2(γ ). The corresponding heat
operator Ht = e−tL, t  0, defines the Ornstein–Uhlenbeck semigroup. Each Ht is a bounded
* Fax: +46 31 161973.
E-mail address: peters@math.chalmers.se.0022-1236/$ – see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2005.12.005
676 P. Sjögren / Journal of Functional Analysis 237 (2006) 675–688operator on L2(γ ), given for t > 0 by integration against the Mehler kernel
ht (x, y) =
(
1 − e−2t)−d/2 exp(1
2
1
et + 1 |x + y|
2 − 1
2
1
et − 1 |x − y|
2
)
, (1.1)
with respect to γ .
The Littlewood–Paley–Stein theory (see [8]) applies to this semigroup. It implies in particular
that the maximal operatorH∗1f (x) = sup{|Ht f (x)|: t  0} is bounded on Lp(γ ) for 1 <p < ∞.
This operator is also of weak type (1.1) for γ , as first proved by Muckenhoupt [6] for d = 1 and
by the author [7] for any finite d . See also Menárguez, Pérez and Soria [5].
The semigroup (Ht )t0 can be extended to complex values of the parameter t . For any z
with Re z  0, the operator Hz = e−zL, defined spectrally, is bounded on L2(γ ) and given by
the kernel obtained by replacing t by z in (1.1). It is known that Hz is bounded, and in fact a
contraction, on certain Lp(γ ) and also from Lp(γ ) to Lq(γ ) for some q > p. Exactly for which
combinations of z,p, q this occurs has been determined by Epperson [1], see also Janson [4].
An earlier, partial result is due to Weissler [10]. In the present paper, we shall only deal with the
case q = p. From [1] or [4] we have thatHz is bounded on Lp(γ ) if and only if z is in the closed
set
Ep =
{
x + iy: | siny| tanφp sinhx
}
,
where φp = arccos |1 − 2/p|. Each Ep is a closed subset of the closed right half-plane and
periodic with period iπ ; see Fig. 1. Notice the symmetries φp = φp′ and Ep = Ep′ , where p′ is
the conjugate exponent. Further, Ep depends monotonically on p on either side of 2. The extreme
cases are E2 = {z: Re z 0} and E1 = {x + ikπ : x  0, k ∈ Z}.
The aim of this paper is to consider the operator defined by
H∗pf (x) = sup
z∈Ep
∣∣Hzf (x)∣∣
and similar maximal operators. The boundedness properties ofH∗p are of importance, since they
are related to the continuity of Hz in z. More precisely, boundedness of H∗p will imply that
Fig. 1. Ep and E′p .
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z → 0, z ∈ Ep .
Several estimates for H∗p were given by García-Cuerva et al. in [3]. The simplest result there
says thatH∗q is bounded on Lp(γ ) if |1/q −1/2| > |1/p−1/2|. This means that for f ∈ Lp(γ ),
the supremum of |Hzf (x)| is taken for z ranging over an Eq which is smaller than Ep .
Consider now the case 1 <p < 2. It is proved in [3] thatH∗p is not bounded on Lp(γ ) and not
even of weak type (p,p) with respect to γ . The unboundedness on Lp(γ ) here occurs along the
whole boundary of Ep . Indeed, if the supremum is taken only over the intersection of Ep with
a neighbourhood of any boundary point of Ep , the resulting operator will still not be bounded
on Lp(γ ); see [3, Theorem 5.1].
However, the lack of weak type (p,p) of H∗p is entirely due to the behaviour of Hz near
one boundary point of Ep (and its periodic images). Indeed, let zp = | log(p − 1)|/2 + iπ/2 +
iπZ ⊂ ∂Ep . This is the set of points of ∂Ep with maximal real part. Define for ε > 0
H∗p,εf (x) = sup
{∣∣Hzf (x)∣∣: z ∈ Ep, dist(z, zp) ε}.
Then, as proved in [3], H∗p,ε is of weak type (p,p) for any ε > 0. This ends our description of
the case 1 <p < 2.
For p = 2, the situation is rather different, basically since E2 is the whole right half-plane.
As seen in [3], known results about the Schrödinger equation imply that H∗2 is not of weak type
(2,2) for γ , because of the behaviour of Hiy for small y.
From now on, we let 2 < p < ∞. The paper [3] contains two results in this case. Weak type
(p,p) is proved forH∗p,ε , and forH∗p when the dimension d is 1 or 2. In this paper, we shall see
thatH∗p is in fact of weak type for all d . As for strong type, we first prove the following negative
result by constructing a counterexample.
Theorem 1. Let 2 <p < ∞. The operator H∗p is not of strong type (p,p) with respect to γ .
This unboundedness will be seen to be caused by those Hz with z ∈ Ep near the origin or its
periodic images iπZ. Indeed, the operator defined for ε > 0 by
H∗ε,pf (x) = sup
{∣∣Hzf (x)∣∣: z ∈ Ep, dist(z, iπZ) ε}
behaves better.
Theorem 2. Let 2 < p < ∞. For each ε > 0, the operator H∗ε,p is of strong type (p,p) with
respect to γ .
However, weak type (p,p) holds when the supremum is taken over a neighbourhood of iπZ
in z ∈ Ep , see [3, Theorem 2.1(3)]. Combining this with Theorem 2, we immediately get the
following conclusion.
Corollary 3. Let 2 <p < ∞. The operator H∗p is of weak type (p,p) with respect to γ .
Observe that our results indicate a considerable difference between the cases p > 2 and p < 2.
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mon part of the proofs of our two theorems. The first step is to transform the z variable, by means
of the same conformal map as in [3]. We also transform the Gaussian measure to Lebesgue
measure. An expression for the kernel of the transformed problem is computed. Our two the-
orems then lead to two maximal operators, each defined as the supremum of an oscillatory
integral. After some manipulations, these integrals are linked to the Fourier transform. This is
done somewhat differently in the proofs of Theorems 1 and 2, in Sections 3 and 4, respectively.
The counterexample which proves Theorem 1 is an oscillating function with small support far
from the origin. The main part of the proof of Theorem 2 is Lemma 4, which deals withHzf for
certain z ∈ ∂Ep . Lemma 4 is proved by means of a splitting of the relevant kernel into parts with
supports in dyadic rings. For each of these parts, the given function is decomposed via a partition
of Rd into cubes.
We finally make some general comments. The paper [3] uses oscillatory integrals only to
prove negative results. In particular, its proof of the weak type of H∗p for p > 2 in dimensions 1
and 2 uses only the absolute value of the kernel and does not extend to higher dimensions. Our
Theorem 2 is the first positive result in this context relying on oscillation. It is also worth noticing
that we do not split the operators into local and global parts, as many earlier papers do.
2. Preliminaries. Computation of the kernel
We fix p ∈ (2,∞). Almost as in [3], we shall replace Ep by the set
E′p = {z ∈ Ep: 0 Im z π},
see Fig. 1. The corresponding maximal operator
Mpf (x) = sup
z∈E′p
∣∣Hzf (x)∣∣
will have the same Lp properties as H∗p . This is due to the periodicity property of Hz, namely
Hz+iπf (x) =Hzf (−x). Observe also the symmetry Hzf =Hzf .
It will be convenient to extend the definition of the Mehler kernel and the semigroup to z = ∞
by setting h∞(x, y) ≡ 1 and defining H∞ as the operator given by this kernel.
Next we need the transformation
τ(ζ ) = log 1 + ζ
1 − ζ , 0 arg ζ  π/2,
with τ real-valued in the interval [0,1) and τ(1) = ∞ and τ(∞) = iπ . This map was intro-
duced in [2] and used also in [3]. It maps the sector Σp = {0 arg ζ  φp} homeomorphically
onto E′p ∪ {∞}. Moreover, τ maps 0 to 0 and eiφp to zp ∩ E′p .
Notice that τ(ζ−1) = τ(ζ )+ iπ , which means that τ makes reflection in the unit circle |ζ | = 1
correspond to reflection in the line Im z = iπ/2. Combined with the above periodicity and sym-
metry of Hz, this implies
Hτ(t−1eiφ)f (x) =Hτ(teiφ)f (−x). (2.1)
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hτ(ζ )(x, y) = k(ζ ) exp
( |x|2 + |y|2
2
− 1
4
(
ζ |x + y|2 + 1
ζ
|x − y|2
))
, (2.2)
where |k(ζ )| ∼ |ζ |d/2 + |ζ |−d/2. Here and in the sequel, A ∼ B means cA/B  C, and c > 0
and C < ∞ denote many differerent constants.
Define the isometry Up :Lp(γ ) → Lp(dx) by Upf (x) = π−d/(2p)e−|x|2/pf (x). Let for
ζ ∈ Σp \ {0}
qζ (x, y) = π−d/2e−|x|2/pe−|y|2/p′hτ(ζ )(x, y).
Then
UpHτ(ζ )U−1p g(x) =
∫
qζ (x, y)g(y)dy
for ζ ∈ Σp \ {0} and g ∈ Lp(dx); notice that the integration here is with respect to Lebesgue
measure.
The operator
M′p = UpMpU−1p
is given by
M′pg(x) = sup
ζ∈Σp
∣∣∣∣
∫
qζ (x, y)g(y)dy
∣∣∣∣.
Theorem 1 is obviously equivalent to the unboundedness ofM′p on Lp(dx).
From (2.2) we find that qζ is given by
qteiφ (x, y)k
(
teiφ
)−1
πd/2
= exp
((
1
2
− 1
p
)
|x|2 +
(
1
2
− 1
p′
)
|y|2
)
× exp
(
−1
4
(
teiφ |x + y|2 + t−1e−iφ |x − y|2))
= exp
(
cosφp
2
(|x|2 − |y|2)− cosφ
4
(
t |x + y|2 + t−1|x − y|2))
× exp
(
−i sinφ
4
(
t |x + y|2 − t−1|x − y|2))
= exp
(
−cosφp
4t
(
(t − 1)2|x|2 + (t + 1)2|y|2 + 2(t − 1)(t + 1)x · y))
× exp
(
−cosφ − cosφp (t |x + y|2 + t−1|x − y|2))4
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(
−i sinφ
4
((
t − t−1)(|x|2 + |y|2)+ 2(t + t−1)x · y))
= exp
(
−cosφp
4
(1 + t)2
t
∣∣∣∣y − 1 − t1 + t x
∣∣∣∣2
)
× exp
(
−cosφ − cosφp
4
(
t |x + y|2 + t−1|x − y|2))
× exp
(
−i sinφ
4
((
t − t−1)(|x|2 + |y|2)+ 2(t + t−1)x · y)). (2.3)
3. Proof of Theorem 1
We need only construct a counterexample in dimension 1. The reason is that in the d-dimen-
sional case, one can then simply consider functions which depend only on one variable, as
observed in [3, Section 5].
Letting thus d = 1, we fix a large y0 > 0. Our plan is to construct a function g supported
near y0 whose integral against qζ will be large for many points ζ = teiφp ∈ ∂Σp . We shall write
g0(y) = g(y + y0). After a translation, we find because of (2.3)
∫
qteiφp (x, y)g(y)dy = exp(iR)
∫
qt,p(x, y)g0(y)dy, (3.1)
where R is a real-valued quantity independent of y, and
qt,p(x, y) = k(te
iφp )√
π
exp
(
−cosφp
4
(1 + t)2
t
∣∣∣∣y + y0 − 1 − t1 + t x
∣∣∣∣2
)
× exp
(
−i sinφp
4
(
t − t−1)|y|2)
× exp
(
−i sinφp
2
((
t + t−1)x + (t − t−1)y0)y). (3.2)
The factor exp(iR) can obviously be neglected.
Given x > y0, we shall choose t > 0 in such a way that
1 − t
1 + t x = y0. (3.3)
An easy computation shows that the last factor in (3.2) then simplifies, since for this value of t
one has (t + t−1)x + (t − t−1)y0 = 2x.
Fix a nonzero G ∈ C∞0 (R), supported in [−1,1], and let Gη(y) = eiηyG(y), where η ∈ R
will be determined later. Then we choose g0(y) = Gη(δ−1y1/30 y), for some δ > 0. We let t be
determined by x via (3.3), for those x for which this value of t satisfies y−2/30 < t < 2y−2/30 . This
is easily seen to occur for x in an interval J whose length satisfies |J | ∼ y1/3.0
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qt,p(x, y)g0(y)dy
= κ
∫
Gη(z) exp
(
−
(
cosφp
4
(1 + t)2
t
+ i sinφp
4
(
t − t−1))δ2y−2/30 |z|2
)
× exp(−iδy−1/30 xz sinφp)dz,
where κ = δy−1/30 k(teiφp )/
√
π , so that |κ| ∼ δ. The last integral here can clearly be seen as the
Fourier transform of a product of two functions. Its value is thus (2π)−1 times the value at the
point ξx = δy−1/30 x sinφp of the convolution of Ĝη and the Fourier transform Bδ,t of the function
z → exp
(
−
(
cosφp
4
(1 + t)2
t
+ i sinφp
4
(
t − t−1))δ2y−2/30 |z|2
)
.
Now Bδ,t is easily computed. Define at ∈ C by
a2t =
(
cosφp
4
(1 + t)2
t
+ i sinφp
4
(
t − t−1))y−2/30
and Reat > 0. Since y0 is large and t ∼ y−2/30 , it is clear that |at | ∼ 1 and | argat | < φ′p for some
fixed φ′p < π/2. Then
Bδ,t (ξ) = 1
δat
B
(
ξ
δat
)
,
where B(ξ) = √π exp(−|ξ |2/4). This means that, for x ∈ J and with t given by (3.3),
2πκ−1
∫
qt,p(x, y)g0(y)dy = Ĝη ∗Bδ,t (ξx) = Ĝ ∗Bδ,t (ξx − η). (3.4)
Roughly speaking, we shall now finish the proof by verifying that Ĝ ∗ Bδ,t (ξx) is large for
most x in a certain interval of length |J |. Since ∫ B(ξ)dξ = 2, we can write
Ĝ ∗Bδ,t (ξx) = 2Ĝ(ξx)+
∫ (
Ĝ(ξx − ξ)− Ĝ(ξx)
)
Bδ,t (ξ)dξ = I + II,
say.
To deal with the term I here, we observe that, since G does not vanish identically, there
exists a c0 > 0 such that |Ĝ| > c0 in an interval of length at least c0. This implies that |I | > 2c0
for all x in an interval L of length at least c0δ−1y1/30 . As for II, we claim that if δ is small
enough, L will contain an interval J ′ with |J ′| = |J | ∼ y1/30 where II is mostly small, in the
sense that ∣∣{x ∈ J ′: |II| c0}∣∣ |J ′|/2.
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|II| =
∣∣∣∣ 1at
∫ (
Ĝ(ξx − δξ)− Ĝ(ξx)
)
B(ξ/at )dξ
∣∣∣∣
 C
∫ ∣∣Ĝ(ξx − δξ)− Ĝ(ξx)∣∣e−c|ξ |2 dξ.
Thus ∫
|II|dx Cδ−1y1/30
∫
‖τδξ Ĝ− Ĝ‖L1e−c|ξ |
2 dξ,
where τ denotes translation. Since the right-hand integral here tends to 0 with δ, we can make∫ |II|dx much smaller than δ−1y1/30 by choosing δ small enough, independently of y0. Then
Chebyshev’s inequality implies that |II| > c0 in only a small part of L. Splitting L into subinter-
vals of length |J |, one easily obtains the claim.
It follows that |Ĝ ∗Bδ,t (ξx)| > c0 in at least half of J ′, in the sense that∣∣{x ∈ J ′: ∣∣Ĝ ∗Bδ,t (ξx)∣∣> c0}∣∣ |J ′|/2.
Translating J ′ to J by means of a suitable choice of η, we can then make |Ĝη ∗Bδ,t (ξx)| > c0 in
at least half of J . But in view of (3.4), one has M′pg(x) (2π)−1|κ||Ĝη ∗ Bδ,t (ξx)| for x ∈ J .
We conclude thatM′pg > (2π)−1|κ|c0 ∼ δ in at least half of J , so that
‖M′pg‖p  cδy1/(3p)0 .
Here and in the sequel, ‖ · ‖p denotes the norm in Lp(dx).
But
‖g‖p = ‖g0‖p = δ1/py−1/(3p)0 ‖G‖p.
By letting y0 → ∞, we see that M′p cannot be bounded on Lp(dx). As seen in Section 2, this
implies Theorem 1.
4. Proof of Theorem 2
In view of the periodicity of Hz, we can replace Ep by E′p in the definition of Hε,p . Under
the map τ , the points 0 and iπ are the images of 0 and ∞, respectively. To prove Theorem 2, it
is therefore enough to show that for each ε > 0 the operator defined by
sup
{∣∣Hτ(ζ )f (x)∣∣: ζ ∈ Σp, ε  |ζ | 1/ε}
is bounded on Lp(γ ).
We fix a q with p < q < ∞. In [3, Theorem 4.5, part 1], it was proved that H∗q is bounded
on Lp(γ ). This means that the operator given by
sup
ζ∈Σ
∣∣Hτ(ζ )f (x)∣∣
q
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Mε,pf (x) = sup
ζ∈Ωε,p
∣∣Hτ(ζ )f (x)∣∣,
where
Ωε,p =
{
ζ : φq  arg ζ  φp, ε  |ζ | 1/ε
}
.
Let f ∈ C∞0 (Rd), so that the function z → Hzf (x) is holomorphic in {Re z > 0}, for any
x ∈ Rd . Following a suggestion by E.M. Stein, we shall apply the maximum principle to the
function ζ →Hτ(ζ )f (x), which is holomorphic in a neighbourhood of Ωε,p .
To estimate the supremum of Hτ(ζ )f (x) on the boundary of Ωε,p , we shall split ∂Ωε,p into
five parts. We start with that part which is contained in Σq , and define the operator T1 by
T1f (x) = sup
εt1/ε
∣∣Hτ(teiφq )f (x)∣∣.
Then T1 is bounded on Lp(γ ), since T1f H∗qf .
Define next
T2f (x) = sup
φqφφp
∣∣Hτ(εeiφ)f (x)∣∣.
Instead of T2, we consider T ′2 = UpT2U−1p , which is given by
T ′2g(x) = sup
φqφφp
∣∣∣∣
∫
qεeiφ (x, y)g(y)dy
∣∣∣∣.
Here the kernel qεeiφ is given by (2.3), with t = ε. In the last expression in (2.3), we can estimate
the second and third factors by 1, and conclude that
T ′2g(x) Cεe−cε |·| ∗ |g|
(
1 − ε
1 + ε x
)
.
Since the operator defined by the right-hand side here is bounded on Lp(dx), this implies that T2
is bounded on Lp(γ ).
Define now T3 like T2, but with ε replaced by 1/ε. The symmetry (2.1) and the boundedness
of T2 imply that T3 is also bounded on Lp(γ ).
Next we consider the most important part of ∂Ωε,p , defining
T4f (x) = sup
εt1
∣∣Hτ(teiφp )f (x)∣∣.
Lemma 4. The operator T4 is bounded on Lp(γ ).
We finish the proof of Theorem 2 before proving Lemma 4. Define the operator T5 like T4,
but with t now ranging in the interval [1,1/ε]. Lemma 4 and (2.1) imply that T5 is also bounded
on Lp(γ ).
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∣∣Hτ(ζ )f (x)∣∣ 5∑
1
Tj f (x)
holds for ζ ∈ ∂Ωε,p , in view of the definitions of the Tj . It thus holds also for ζ ∈ Ωε,p , by the
maximum principle. Since each Tj is bounded on Lp(γ ), so isMε,p , and Theorem 2 follows.
Proof of Lemma 4. It is enough to prove that T ′4 = UpT4U−1p is bounded on Lp(dx). Clearly,
T ′4g(x) = sup
εt1
∣∣∣∣
∫
qteiφp (x, y)g(y)dy
∣∣∣∣.
We shall use the last expression in (2.3), and start by splitting it into parts supported in
dyadic rings. Let the nonnegative function η0 ∈ C∞0 (Rd) be supported in {x: |x| 2} and satisfy
η0(x) = 1 for |x| 1. Define ην(x) = η0(2−νx)−η0(21−νx) for ν = 1,2, . . . . Then∑∞0 ην = 1,
and so
exp
(
−cosφp
4
|x|2
)
=
∞∑
0
ην(x) exp
(
−cosφp
4
|x|2
)
=
∞∑
0
eν(x),
where the last equality defines the functions eν . Notice that supp eν ⊂ {x: |x| 2ν+1} and that∣∣∂αeν(x)∣∣ Ce−c4ν (4.1)
for any multiindex α, where c and C are independent of x ∈ Rd and ν.
Now let ε  t  1. From (2.3) we obtain
qteiφp (x, y) = π−d/2k
(
teiφp
) ∞∑
ν=0
Kνt (x, y),
where
Kνt (x, y) = eν
(
1 + t√
t
(
y − 1 − t
1 + t x
))
× exp
(
−i sinφp
4
((
t − t−1)(|x|2 + |y|2)+ 2(t + t−1)x · y)).
Here we can neglect the constant k(teiφp ) since it stays bounded for t  ε. Clearly
T ′4g(x) C
∞∑
ν=0
sup
εt1
∣∣∣∣
∫
Kνt (x, y)g(y)dy
∣∣∣∣. (4.2)
We now fix a ν ∈ N = {0,1,2, . . .}, in order to estimate the corresponding term in this sum.
Consider cubes Q = [0,1]d and Qm = 2ν(m + Q), m ∈ Zd . The Qm form a partition of Rd .
Let g ∈ Lp(dx), and write g =∑m g˜m, where g˜m = gχQm .
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implies ∣∣∣∣y − 1 − t1 + t x
∣∣∣∣ C2ν.
So for fixed x and t with ε  t  1, one can have Kνt (x, y) = 0 only for y in at most C cubes Qm.
Thus ∣∣∣∣
∫
Kνt (x, y)g(y)dy
∣∣∣∣=
∣∣∣∣∑
m
∫
Kνt (x, y)g˜m(y)dy
∣∣∣∣ C sup
m
∣∣∣∣
∫
Kνt (x, y)g˜m(y)dy
∣∣∣∣, (4.3)
where the range of m is Zd . Setting gm(y) = g˜m(y + 2νm), we can write the last integral here as∫
Kνt (x, y)g˜m(y)dy =
∫
Kνt
(
x, y + 2νm)gm(y)dy. (4.4)
Observe that suppgm ⊂ 2νQ ⊂ {|y| C2ν}.
We shall prove that
∞∑
ν=0
∥∥∥∥ sup
εt1
sup
m
∣∣∣∣
∫
Kνt
(
x, y + 2νm)gm(y)dy
∣∣∣∣
∥∥∥∥
p
 C‖g‖p. (4.5)
Because of (4.2)–(4.4), this will imply Lemma 4.
As in the case of (3.2), we obtain
Kνt
(
x, y + 2νm)= exp(iR)eν(1 + t√
t
(
y + 2νm− 1 − t
1 + t x
))
× exp
(
−i sinφp
4
(
t − t−1)|y|2)
× exp
(
−i sinφp
2
((
t + t−1)x + (t − t−1)2νm) · y); (4.6)
again R is real and independent of y, and the factor exp(iR) can be neglected.
This expression will enable us to see the right-hand integral in (4.4) as the Fourier transform
of the product of two functions, essentially as in the preceding section.
We start with a rather straightforward estimate for the product of two of the factors in (4.6).
Define
ψ
m,x
t (y) = eν
(
1 + t√
t
(
y + 2νm− 1 − t
1 + t x
))
exp
(
−i sinφp
4
(
t − t−1)|y|2).
The following simple observation will be needed. If the integrals in (4.4) do not vanish, there
must exist a y ∈ 2νQ with Kνt (x, y +2νm) = 0. Considering the support of the eν factor in (4.6),
we conclude that then ∣∣∣∣2νm− 1 − t x
∣∣∣∣ C2ν. (4.7)1 + t
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suppψm,xt ⊂
{
y: |y|C2ν},
and for each multiindex α and y ∈ Rd∣∣∂αψm,xt (y)∣∣ Ce−c4ν ,
with c and C depending only on α, p, d and ε.
Proof. The conclusion about the support of ψm,xt follows if we compare with the support of eν
and use (4.7). To estimate the derivatives, consider the two factors in the definition of ψm,xt . In
view of (4.1), it is clear that the derivatives of the first factor are at most Ce−c4ν . The derivatives
of the second factor in ψm,xt are bounded by powers of |y|, and thus by powers of 2ν in the
support of ψm,xt . From this, Lemma 5 follows. 
By means of estimates in the Schwartz class, we conclude from this lemma that
∣∣ψ̂m,xt (ξ)∣∣Ce−c4ν 11 + |ξ |2d . (4.8)
Since (4.6) implies
∫
Kνt
(
x, y + 2νm)gm(y)dy = (2π)−1eiR ψ̂m,xt ∗ ĝm
(
sinφp
2
((
t + t−1)x + (t − t−1)2νm)),
we see from (4.8) that∣∣∣∣
∫
Kνt
(
x, y + 2νm)gm(y)dy
∣∣∣∣
 Ce−c4ν 1
1 + | · |2d ∗ |ĝm|
(
sinφp
2
((
t + t−1)x + (t − t−1)2νm)).
If we replace 2νm by ((1 − t)/(1 + t))x in the last expression here, the argument of the con-
volution will be precisely x sinφp , as is immediately verified. Observe that we then translate this
argument at most C2ν , because of (4.7). Instead of translating the argument of the convolution,
we can equivalently translate the first function, which is 1/(1 + |x|2d). But then the value of this
function at any point will increase by at most a factor C22dν . We conclude that∣∣∣∣
∫
Kνt
(
x, y + 2νm)gm(y)dy
∣∣∣∣ Ce−c4ν 22dν 11 + | · |2d ∗ |ĝm|(x sinφp). (4.9)
Here we can delete the factor 22dν , modifying the values of c and C. Notice that t does not appear
in the right-hand side.
As is well known, convolution with the function 1/(1 + |x|2d) can be estimated in terms
of the Hardy–Littlewood maximal operator MHL, defined by means of centred balls. See Stein
[9, III.2.2, Theorem 2(a), p. 62]. Thus,
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∣∣∣∣
∫
Kνt
(
x, y + 2νm)gm(y)dy
∣∣∣∣ Ce−c4νMHL|ĝm|(x sinφp).
In this inequality, we raise both sides to the power p and then take the supremum in m ∈ Zd
and t ∈ [ε,1], getting
sup
t
sup
m
∣∣∣∣
∫
Kνt
(
x, y + 2νm)gm(y)dy
∣∣∣∣p  Ce−cp4ν sup
m
(
MHL|ĝm|(x sinφp)
)p
.
Now replace the supremum in m in the right-hand side by the corresponding sum and integrate
with respect to x, to conclude that
∫
sup
t
sup
m
∣∣∣∣
∫
Kνt
(
x, y + 2νm)gm(y)dy
∣∣∣∣p dx  Ce−cp4ν ∑
m
∫ (
MHL|ĝm|(x)
)p dx.
Modifying the value of C, we can clearly suppress the operator MHL here, since it is bounded
on Lp(dx). Further, we claim that
‖ĝm‖p Aν‖gm‖p,
with Aν = C2dν(1−2/p). Indeed, this is clear if p is replaced by 2. For the L∞ norm we have,
since gm is supported in a cube of side 2ν ,
‖ĝm‖∞  ‖gm‖1  2dν‖gm‖∞.
The claim follows by interpolation.
We conclude that
∥∥∥∥ sup
εt1
sup
m∈Zd
∣∣∣∣
∫
Kνt
(
x, y + 2νm)gm(y)dy
∣∣∣∣
∥∥∥∥
p
 Ce−c4ν
(∑
m
∫ ∣∣gm(x)∣∣p dx)1/p
= Ce−c4ν‖g‖p.
Finally, we sum in ν to obtain (4.5) and complete the proof of Lemma 4. 
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