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Abstract 
Schalkwijk, J.P.M., Some aspects of the information theoretic dialogue, Discrete Mathematics 
106/107 (1992) 407-413. 
In 1948 Shannon published his famous paper about the reliable transmission of information 
from a sender to a receiver, i.e. the information theoretic monologue. This paper initiated 
research on error correcting codes. A later 1961 paper on two-way channels deals with the 
information theoretic dialogue. On two-way channels one uses error correcting strategies to 
ensure reliable communication. In this paper we elaborate on the distinction between error 
correcting codes and error correcting strategies. Coding strategies in network information 
theory constitute an interesting new research area. 
1. One-way communication 
A sender makes an equiprobable selection out of eight possible messages. It 
wants to communicate this information to a receiver via the noiseless binary 
symmetric channel (BSC) of Fig. 1. From information theory [2] we know that for 
a BSC to achieve maximum information transfer the successive channel inputs 
X1, X,, . . . should be i.i.d. with P,[O] = P,[l] = 1. Such channel inputs can be 
obtained using the following strategy. Represent the eight possible messages as 
subintervals of the [0, 1)-interval, see Fig. 2. Initially the receiver has the 
essentially uniform probability mass function p,,(O) of Fig. 3. Now send X1 = 0 if 
0 c [0, m,,) and X1 = 1 if 0 c [m”, l), where m,, = $ is the median of ~~~(0). 
Then P,,[O] = P,,[l] = 4. If 0 is located as in Fig. 2, i.e. 0 c [mo, 1) then X1 = 1. 
We receive Y, = 1, and then the new probability mass function p,(O 1 Y, = 1) of 
Fig. 3 is uniform over [m,,, 1). Again send X2 = 0 if 0 c [0, m,) and X, = 1 
if Oc [m,, l), where m,(Y, = 1) = $ is the new median of pl(O 1 Y, = 1). As 
0 c [0, ml) we send X2 = 0, receive Y2 = 0, and obtain a new probability mass 
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Fig. 1. Noiseless binary symmetric channel. Fig. 2. The [0, 1)-interval divided into eight 
message subintervals, 0 = [2, 8) being the 
subinterval selected by the sender. 
function ~~(0 1 Yl Y2 = 10) at the receiver. As m,(Y,Y, = 10) = 2 is the median of 
this distribution then a last transmission X3 = 1 (because 0 c [m2, 1)) resolves 
the remaining uncertainty. Thus to send olte out of eight equiprobable messages, 
i.e. to send log, 8 = 3 bit, we need three transmissions. Hence, the operational 
rate R equals R = 1 bit per transmission, which corresponds to the information 
theoretic capacity of the noiseless BSC of Fig. 1. The transmission strategy 
described is known as the binary search technique. 
For the noisy BSC (with noiseless feedback), see Fig. 4, a slight modification 
[l, 4,5,9] of this technique, known as the binary search with lies, can be used to 
again achieve an operational transmission rate equal to the information theoretic 
[2] channel capacity C = maxP(x) 1(X; Y). The modification referred to above is 
in the recursive computation of the evolving probability mass function of the 
receiver, that peaks slower in the noisy case. Thus note that in the case of 
noiseless feedback the binary search with lies [l] is the optimum solution to the 
noisy channel coding problem! 
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Fig. 3. Evolution of the receiver’s probability mass function in the binary search 











Fig. 4. Noisy BSC with crossover probability 0 sp 5 1. 
2. Two-way communication 
In 1961 Shannon [lo] published a paper on two-way channels. This paper on 
the information theoretic dialogue marks the beginning of what is now known as 
network information theory, see [2, Chapter 141. The general memoryless 
two-way channel (TWC) is indicated in Fig. 5. The TWC has two terminals 1 and 
2. The random variables Xi and Yi are the input and the output at terminal 1, 
respectively, and likewise for terminal 2. In analogy to one-way channels, one can 
try to define an information theoretic channel capacity region as the convex [lo] 
region of (conditional) average mutual information pairs Z(X,; Y2 1 X,), 
Z(X,; r, ( Xi), w 1 e varying the input distribution P,,,,. If one uses coding, i.e. h’l 
the codeword at either terminal depends strictly on the message at that terminal 
and not on any of the channel output symbols, then the operational capacity 
region (i.e. the region of rate pairs for which one can communicate essentially 
error free) equals the information theoretic capacity region (ei, where (ei is the 
convex closure of set of conditional average mutual information pairs 
Z(X1; Y2 ( X2), wz; K I Xl) over all product distributions Px,P,,. Note that in 
the case of coding, where the codewords Xi and X, only depend on the respective 
messages 0, and O,, the input distribution P xlxz is necessarily of the product 
(independent) type Px,x2 = P,,P,,, and thus likewise for the marginals PxIxz = 
Px,Px*. 
This is no longer true for strategies. Now the nth channel input Xi”, 
n=l,..., N, at terminal 1 (and likewise for terminal 2) is both a function of the 
message 0, and the channel outputs Y,,, Yi2, . . . , Y,,n-l. However, the convex 
region %’ of pairs Z(X,; Y, 1 XJ, Z(X,; Y, I Xi) over all Pxlx, constitutes [lo] an 
outer bound to the operational capacity region. 
Fig. 5. Two-way channel. 
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Fig. 6. Binary multiplying channel 
The true operational capacity region ‘3 of the TWC is unknown. It includes %” 
and is included in ‘%“, Shannon’s inner and outer bounds, respectively. Most 
results in classical (one-way) information theory can be explained by considering 
the BSC of Fig. 4. Likewise, in studying TWC’s, we will consider the binary 
multiplying channel (BMC) of Fig. 6, where the inputs X, and X2 are 0 or 1, and 
Yi = Y, = Y = X1X, is the product of the inputs. Shannon’s inner and outer 
bound regions for this channel are given Fig. 7. Schalkwijk [6] gave a (variable 
length) strategy from the BMC that operates beyond Shannon’s inner bound 
region Ce’, thus showing that the true capacity region of the BMC extends beyond 
Shannon’s inner bound region. The rate of this strategy is thus not achievable 
with coding. In some sense the strategies to be discussed in the next section are 
dual to codes, i.e. codes are easy to find (random codes are good with probability 
approaching one as the block length increases) but hard to decode. Strategies are 
difficult to find (random strategies are bad with probability approaching one as 
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Fig. 7. Schalkwijk’s achievable rate rate region for the BMC. 
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3. Coding strategies 
In Section 1 we considered a coding strategy for the BSC with noiseless 
feedback. This one-way strategy amounted to searching for a subinterval 
0 = [a, b) of the unit interval [0, 1). Generalizing [6] this idea to two-way 
strategies we must now search for a subsquare @ x 0, = [a, 6) x [c, d) of the 
unit square [0, 1) x [0, 1). We give a simple example for the BMC of Fig. 6. Let 
each terminal have three messages u = [0, $), b = [i, $), and c = [$, 1). Here 
follows the optimum (highest rate) coding strategy, see also Fig. 8. If 0, E {a, b} 
send Xi, = 1, otherwise send Xi, = 0. Note that the subscript i = 1, 2 refers to the 
terminal. Upon receiving x1 = 0 if 0, E (6, c} send X,, = 1, otherwise send 
Xi, = 0. Upon receiving x1 = 1 if 0, E {a} send X,, = 1, otherwise send Xi, = 0. 
Upon receiving x1& = 01 if Oi E {c} send Xi, = 1, otherwise send Xi, = 0. 
Finally, upon receiving x1 yi2 = 10 if 0, E {b} send X,, = 1, otherwise send 
Xi, = 0. Referring to Fig. 8 it is easy to see that the message subsquares a X a, 
a x c, and c x a require two transmissions, while the other six possible 0, x O2 
combinations require three transmissions for complete resolution. The average 




= 0.59436 bit per transmission 
as all message uncertainty a, b, or c at each terminal is completely resolved. Note 
that the output Y, = Y2 = Y is binary, yet we achieve a total rate R, + R2 = 
1.18872 that exceeds 1 bit per transmission. Also note that Shannon [lo] 
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Fig. 8. Optimum coding strategy on 3 x 3 square. 
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considered fixed length, N+ 30, strategies with vanishing probability of error. 
Our strategy is variable length with zero probability of error. However, it has 
been shown [12] that these variables length strategies have the same capacity 
region. The coding problem for the BMC is now very easily stated. Find the 
optimum strategies for M1 x A& rectangles (Fig. 8 is optimum for the 3 x 3 
square). The limit, as the size of these rectangles increases, yields the operational 
capacity region of the BMC! 
4. Towards the capacity region 
Optimizing [6] the size of the resolution products in Fig. 8 yields an information 
theoretic rate of 0.61914 in excess of Shannon’s inner bound rate of 0.61695. It 
was reasoned in [6] that this information theoretic rate of 0.61914 can also be 
achieved operationally as it is related to the size of resolution products. Tolhuizen 
[ll] proved rigorously that both fixed length strategies with vanishing error 
probability and variable length strategies with zero error probability can achieve 
the rate of 0.61914 bit per transmission simultaneously in both directions. 
The L-resolution in Fig. 8 has a low information theoretic rate. A number of 
these L-resolutions can however be done simultaneously at the very [7] rate of 
the strategy (bootstrapping) itself, i.e. the strategy using these combined 
L-resolutions. The information theoretic rate of the strategy of Fig. 8, with 
bootstrapping, equals 0.63056. Van Overveld [12] showed rigorously that this rate 
of 0.63056 is operationally achievable. The achievable rate region of Fig. 7 
corresponds to the Fig. 8 strategy (and asymmetric versions thereof) with 
bootstrapping. Although slight [8] ’ p im rovements in rate in the 8th decimal place 
have been found, the true capacity region should be indistinguishable from the 
achievable rate region of Fig. 7. 
Zhang et al. [13] found an improvement on Shannon’s outer bound for general 
TWC’s by restricting the class of achievable input distributions PX,Xz. For the 
equal rate point for the BMC they obtained 0.64891 as an upper bound. Hekstra 
and Willems [3] found an outer bound for common output or T-channels (TC’s) 
by realizing that one cannot use more dependence than is previously created. For 
the equal rate point for the BMC they obtained 0.64628 as an upper bound. 
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