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1 
In a recent paper [I] (cf. also [2]), th e author considered an oscillation crite- 
rion for the second-order nonlinear differential equation X” + .vF(P. sr, t) = 0, 
which is a generalization of Kiguradze’s theorem [5] for the following equation: 
s” + a(t) 1 .2’ 1” sgn N = 0 (1.1) 
where a(t) E CIO, co). 
Recently, Kamenev [4] and Wang [7] h ave also obtained certain oscillation 
criteria for Eq. (1 .l) for the cases (a) 0 < y  < 1, and (b) y  > 1, respectively. 
Kemenev’s criterion reads as follows: 
If  0 < y  < 1 and if 
which is equivalent tn 
where 
for any arbitrarily fixed t, . 
(1.2a) 
t W'J, (1.2b) 
(1.2c) 
The present paper is concerned with similar generalizations of Kamenev’s 
criterion and Wang’s criterion. We shall consider here two second-order 
nonlinear differential equations. The first equation is 
s” -+ a(t)J(x) = 0, 
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where a(t) is summahle (not necessarily continuous) in any finite interval and 
f(x) > 0 (x > 0) is subject to the following conditions: 
*Y-y(x) is nondecreasing in (0, m); (1.3a) 
rff(x) is nonincreasing in (0, a), (1.3b) 
for some positive constants ol and /3, where I < 01 < p < oz. Then it is known 
[3, Lemma l] thatf(2c) is absolutely continuous in any finite interval [0, N] and 
that 
0 < ~f(X)h <f’(x) .< pf(x)/x (x > 0) (1.3c) 
where of’ exists almost everywhere. An elementary example for such f(~) is 
f(x) = .r’(l + logf X)3, which is not of the power form. 
The second equation to be considered here is 
.f  + (sgn X) . F(.G, 9, t) = 0, U-4) 
where F(u, V, W) E C{[O, co) x [0, co) x (-co, co)), and 
F(u’, 9, t) > a(t)f(.r) (“Y 3 0) (1.5) 
for some functions a(t) and f(x) f  or which a(t) is summable in any finite interval 
and f(x) satisfies 
x-y (a”) is nondecreasing in (0, a), (1.5a) 
x-y (Lx) is nonincreasing in (0, a), (1.5b) 
where 0 < 01 <p < 1. 
An easy esample for such a function f(x) is f(.v) = si~*{l + log+ N)*. 
Clearly, Eq. (1.3) together with (1.3a) and (1.3b) include Eq. (1.1) as a parti- 
cular case when y  > 1 and Eq. (1.4) includes Eq. (I. 1) as a particular case when 
O<y.:l. 
It should be remarked that in [l] the equation X” + xF((x’~)‘~, 9, t) = 0 was 
discussed but it is of a different form with respect to (1.4) and (1.5) which we 
now use for the case when 0 < y  < 1. Since the corresponding function 
F((x’)‘, 9, t) is no longer continuous for x in [0, CO), it would be easier for us to 
handle the problem if we use (1.4) and (1.5) instead of the equation 
x” + .vF((,r’)“, 9, t) = 0 in this case. 
Remark 1. Here I take this opportunity to remark that it is unnecessary to 
assume thatf(x) > 0 when s > 0 (neglecting the trivial case!(x) = 0) as I have 
done in [2], since this follows immediately from the hypothesis. To see this let 
us suppose on the contrary that 
f(x) = 0 and f(Y) I==- 0 
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where 0 < s C:J~ --: x. Then we have 
f(y) .;z y‘f(X),:.K‘ 1.. 0, 
and 
f( )I) <: yJf(X)(.K” :- 0. 
Consequently we have f(y) = 0, contrary to the hypothesis. 
THEOREM 1. Equation (1.3) is oscillatory z” f(x) satisfies (1.3a) and (1.3b) 
deJined above, if 
Liisup+J‘DIdtjn’a(T)dT = +cc 
and if 
lim inf 
I TX J 
*’ U(T) dr > -a. 
0 
(1.6) 
(1.7) 
THEOREM 2. Equation (1.4) is oscillatory zf F satisfies (1.5) for some a(t) and 
f(x), ; f  U(T) satisjies (1.6), and if f  (x) satisfies (1.5a) and (1.5b), zc?here 0 < x < 
/I < 1, as dejined above. 
Remark 2. In Theorems 1 and 2, we are not concerned with the existence 
theorems. In other words, for example, given Eq. (1.3) where a(t) is not in 
general a continuous function, we cannot guarantee that there exists a solution 
x(t) such that X” exists everywhere and satisfies Eq. (1.3) at ever\- point t in 
[0, a). So Theorem 1 means that if there exists a solution x(t) of Eq. (1.3), then 
the function x(t) must be oscillatory. The same hypothesis is also applied to 
Theorem 2. 
2 
In what follows we use K to denote certain positive constants, not necessarily 
the same from one occurrence to another. We require the following two lemmas: 
LEMMA 1. Tf f  (x) satisjies (I .3a) and (1.3b) where 1 < a! < /? < X, (znd zf 
s(t) > 0, t > to > 0 for some to, is a solution of (1.3), then thefunctions l/f(.~(t)), 
x’(t), and f  (s(t)) are absolute& continuous in any jinite interval [to , X]. Further- 
more, we have that 
$ {fW)N = f’(49 w 
almost everywhere irz [to , m). 
(2.1) 
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LEMMA 2. Under the conditions of Lemma 1, if 
Jt: [*I” f  ‘(x(7)) dr < K < CD, 
then we have 
I W(t))1 = 1 1: $$ / < Kt, 
t > t, :> 0, where 
(2.2) 
(2.3) 
Proof of Lemma 1. We consider an arbitrary finite interval, say, [to, N] C 
[t, , CD). We neglect the trivial case f  (.v) = 0. Then as in Remark 1, we have 
f  (0) = 0 and f  (x) > 0, x > 0. 
Since x”(t) exists .everywhere in [to , cc), x’(t) is continuous in [t,, , a). It 
follows that x(t) is absolutely continuous in [t, , N] and that 
g x(t) = x’(t) 
everywhere in [to, N]. But in general, an absolutely continuous function f(x) 
of an absolutely continuous function x(t) is not necessarily an absolutely con- 
tinuous function of t. 
In order to clarify this point, it is sufficient to consider the additional condition 
(1.3c), where f  ‘(x) exists almost everywhere and that f  (x) is absolutely continuous 
in [0, A] for any A > 0 (cf. also Lemma 1 in [3]). I f  0 < E < si < x2 < M, 
then -.Qf (x1) d -Qf (x2), f(x2) - f  (x1) < f  (x2) (1 - (.Yr/xJs) < 
E -I”f (E) (x$ - x9) < C,(x, - x1). Then it follows from E < x(t) < M in 
[t,, , N] and absolute continuity of the function x(t) that for any nonover- 
lapping intervals (tY , t, + h,) in [t, , N], 
$ I fW t hd - f  (x(tJ)I = ; I f(~v + 7,) - f(uJl < 6 
provided that 
$ I TV I = $ I 4~ + 4 - x(tJI < W, > 
or provided that xy j h, 1 < 7, where q is independent of n. It follows that 
f(x(t)) is absolutely continuous in [to, N] and f  (x(t)) > f(c) > 0. Hence 
[f (x(t))]-l is also absolutely continuous in [to , N]. 
Next, let us show that the function x’(t) is absolutely continuous in [to , N]. 
Since (d/dt) w’(t) = s”(t) = -a(t)f(x(t)) w ere h x”(t) exists everywhere and 
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x”(t) L L(t() , A’), it follows from [6, pp. 368-3711 that the function .r’(t) is 
absolutely continuous in [t,, , X] and that 
everywhere in [to ) X]. 
It remains to show that (2.1) hold- f  s or almost everywhere f  in [to , -\?I. Since x’(t) 
is continuous in [to, N], the set E{t: .r’(t) = 0: is closed. 
Let Dif (i = 1,2, 3,4) be the four Dini numbers 0% D+f, 0% D-f off(.x) 
at the point .Y > 0. Similar to (1.3~) it is easily seen that 
LYf(x)/x :< Dif(X) < flf(X)/!T (2.4) 
(; = l,..., 4) are satisfied for every .X in (0, io), where Di.f exist everywhere in 
(0, co). It follows that 
f(x(t + At)) -f(x(t)) 1 < 2 1pa4 1 D&)l . At 1 s’(t + bit)/ (I 0 I < I), 
1. 
for every t E [to, N] when 1 At 1 is sufficiently small. The right-hand member 
tends to zero as 1 At 1 - 0 in E{t : x’(t) == O}. This means that (2.1)) 
holds whenever t E E{t: Y(t) = 01. 
In the complement of E: F(E) is open and is a denumerable union of non- 
overlapping open intervals (ci , dj) in (0, a). In each (ci , dJ, x(t) is a strictly 
monotonic absolutely continuous function. Then by [6, pp. 377-3791, we see 
that the above relation (2.1) holds almost everywhere in (cd , dJ. Hence it holds 
almost everywhere in [to, N]. 
Proof of Lemma 2. Consider the following two separate cases: 
4t) > 2 1 4tJ i 
(i) f@(t)) ’ lf(x(t,)) I ’ 
(ii) 
x(t) 
f cw 
< 2 i ,x(h) i . 
! .f @(to)) ! 
Since f(u) is absolutely continuous in [0, N] for any N > 0, we have 
By differentiating the nondecreasing function .~-“f(.x) and the nonincreasing 
function x-Bf (&v), we obtain 
4-(4/u < .f’W G Pf w/u 
where f ‘(u) exists almost e\Tervwhere. 
(1.3c) 
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Consider case (i); by virtue of (1.3a) we have x(l) < r(t,,). Substituting (1.3~) 
in (2.5), we obtain 
x(t) xw .h,) & C(x(f)) z - lzy::“’ $j G fo) - fo - cy. Jxctl f(u) r 
where (Y > 1, and therefore 
IG(4t))l U+$&&$ <“&. 
i 
(2.6) 
On the other hand, we have 
if 
r(q) 
.*(f) .cg$y 
/ 2 K /(*j”’ - i-$&J:‘; 2 K (-g$$Ji2 7) 
It follows from (2.7), (2.6), (J.~c), (2.2) and Schwartz’s inequality that 
Lemma 2 is proved for case (i). 
In case (ii), if (a) x(t)fl(x(t)) -< s(t,)!f(x(t,)), then it follows from (1.3a) that 
.x(t) G: x(tU); and similarly, if 
(b) 2s(t,,)lf(x(to)) > x(t),ff(x(t)) ia s(t,)i.f(s(t,)), then x(t) < x(t,,). 
By (1.3b) (,B > I), we have 
616 
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, s(t) /‘j l __ (s(t,); 
i 
.v(tj 1 
.,,: ___ __- 
1 x(to) \ 
-L? - . 
.. f(w(t,)) f@(t)) ;- 2 
So in both cases (a) and (b) we have x(t) > ZCv(t,). Then it follows in a similar 
as in the proof of case (i) that 
mt X’(T) dT 
’ G(x(t))’ = I .I, fo) I = IJ:l:::& 
s< Kx(to)/f(x(to)) 
< Kt (t > t, > 0). 
This completes the proof of Lemma 2. 
3 
Proof of Theorem 1. If  it were not true, then there would exist a nonoscilla- 
tory solution x(t), say. Without loss of generality, we assume that x(t) > 0, 
t > t, > 0. Integrating Eq. (1.3): X” + u(t) f (z) = 0, divided by f (x) (f(x) > 0) 
from t, to t, we obtain 
where A(t) = & a(r) dT. Then it follows from (2.1) in Lemma 1 and integration 
by parts that 
& + lo 1 f (+)) j t ) “(‘) i2f+-(~)) dT + A(t) = C, . (3.1) 
Next, consider the indefinite integral G(u) of (f(u)}-‘. Since by (1.3a) um~f(u) 
is nondecreasing in [0, oz), where a: > 1, we have f (u) 3 Klun, {f (u)}-l .:z Ku-l, 
and therefore 
jlm If(u)]-’ du < K cia u-’ du < CO. 
‘1 
Here we may take 
.b 
J VW-’ du = G,(b) - G,(a), a 
where 
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O<a-< 6 < 00, G,(a) = 0, G,(u) < 0, 0 < u < co, and G,(u) increases 
monotonically to zero in (0, 0~). Now integrating (3.1) from t, to t, we obtain 
G,@(t)) + Jtt ds I:; j$&‘f’(x(~)) dT + If: A(T) d7 = C,t + C, . (3.2) 
0 
Then there are three possibilities: 
s’(t) is oscillatory; (3.2a) 
x’(t) > 0 on [tl , co) for some t, > t,,; (3.2b) 
and 
s’(t) < 0 for some t, > t, . (3.2~) 
In case (3.2a), there exists sequence (tn} and t, 7 so as rz + 50, such that 
x’(tJ == 0. It follows from (3.1), A(t) = & a(~) d7, and (1.7) that 
s 
m ( X’(T) i2 t0 ifo)j f’@(4) dT < K < cm. (3.3) 
Then by Lemma 2 and (3.2) we find 
I 
t 
A(T) d7 Q Kt, 
to 
and this is contrary to the condition (1.6). It remains to consider (3.2b) and (3.2~). 
We have, in (3.2b), 
and 
GW,,)) + j-1 47) dT < C,t + C, , 
in view of (3.2). But this is contrary to the given condition (1.6). 
Finally, in case (3.2~) x’(t) < 0, x(t) > 0. Then by (3.1) and (1.7) we have 
st ( X’(T) 1’ 
- fig a -K + .lto i f@(T)) \ ~ f ‘(44) dT 
=-K+I, say. (3.4) 
I f  I is bounded, then as in case (3.2a), it contradicts (1.6). Otherwise we have 
t >, T. 
Multiply (3.4) b!- the factor 
and integrating from T to t, we find 
This together with (3.4) yields 
and so x’(t) :c --f(s(T)) < 0. 
It follows that the curve x(t) will cross the asis ~7 == O> which is contrary to 
our hvpothesis. This completes the proof of Theorem I. 
4 
Proof of Theorem 2. Similar to Lemma 1 (with 1 <: LY < /3 < cx)) and (3.1) as 
in the proof of Theorem I, we have now 0 < OL < /3 < 1 and 
f ) X’(T) 1” 
&& + S,, i f(+j) \ ~ f ‘(x(7)) dr + A(t) < Cl , (4.1) 
where S(T), s’(7) and f (x(T)) are absolutely continuous in [t, , X], and 
(d/dr) f (x(T)) =J’(x(r)) . X’(T) h o s a most everywhere. The only difference Id 1 
between (3.1) and (4.1) h ere is the inequality instead of equality sign. 
Write 
I b du ~ = G,(b) - G,(a), n f(u) 
where in this case, we take 
G,(x) == s,“& < m, .Y > 0. 
Integrating (4.1) once again we obtain 
G&(t)) T j”: ds j”; [+&‘.f’(x(~)) dT -t .c’ --I(T) dT < G,t + C, , (4.2) 
0 
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where G,(s(t)) > 0 whenever m(t) > 0. Here it should be noted that though the 
function 
is different from the function G,(u), where 
defined in Section 3, the relation 0 < 01 < p < 1 together with (1Sa) and (ISb) 
for G, implies that 
(i = 1, 2) 
holds for both functions G, and G, and that the result in Lemma 2 still holds for 
G(x) replaced by G?(x), i.e., j G,(x(t))l < Kt, t 3 t, > 0. The relations (3.2) 
and (4.2) are similar. Then the argument follows essentially in a similar way as 
in the proof of Theorem 1, and we find that (4.2) is contradictory to the hypo- 
thesis (1.6). The result follows. 
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