ABSTRACT A novel radar target recognition method based on the deep one-dimensional residual-inception network is proposed for a high-resolution range profile (HRRP). The traditional methods based on shallow models can hardly extract the complete information of the targets HRRP from different angles. The deep models, such as sparse autoencoder, have been adopted to solve this problem. However, these deep models with a huge amount of parameters require more training samples to guarantee the generalization performance. To solve the above-mentioned problem, a model based on the one-dimensional convolutional kernel and a pooling layer is proposed. It is worth noting that the one-dimensional convolutional kernel and pooling operation have the potential to overcome the translation sensitivity and target aspect sensitivity of the HRRP, and both of them can greatly reduce the parameters and improve the generalization performance of the model. In addition, a new loss function is proposed to further enhance the separability of features. The experimental results show that compared with other four deep models, the proposed model can achieve a good performance in recognition accuracy and robustness.
I. INTRODUCTION
The high-resolution range profile (HRRP) is one-dimensional projection of the target in the radar observation direction obtained by wideband radar (the resolution of which is much smaller than the target size), which reflects abundant information of the scatterers contained in the target, such as the distribution of radar cross section (RCS) along the observation direction of the radar, the structure and intensity of the scatterers etc [1] . Compared with the two-dimensional range profile, HRRP is much easier to obtain, process and store, therefore it has become a hotspot of radar automatic target recognition.
How to extract the separable features of the targets has become a key point in radar target recognition. There are a large number of feature extraction methods for HRRP, such as radar HRRP target recognition method based on scattering centers matching [2] - [5] , information extraction method of target scatterers by super-resolution algorithm [6] , feature dimension reduction method with manifold learning (ML) [7] , noise robust feature extraction methods with dictionary learning(DL) [8] - [12] , feature extraction kernel methods [13] , [14] , feature learning method using privilege information [15] , etc. Features extracted by these shallow linear structures cannot effectively represent the complete information of the targets, which are designed artificially and require sufficient prior knowledge to support. Therefore, feature extraction methods based on deep non-linear networks have been adopted for radar automatic target recognition.
The essence of target recognition based on deep learning is feature extraction using deep networks. At present, some HRRP target recognition methods based on deep learning have been proposed, which will be introduced as below. A recognition framework based on t-distributed Stochastic Neighbor Embedding (t-SNE) and discriminant deep belief network (DDBN) is proposed in [16] . First, the t-SNE algorithm is used to segment the data, then, adopt the DDBE model for target recognition. By this method, problem of target recognition with unbalanced data sets is solved. In [17] , a discriminative deep auto-encoder (DDAE) is proposed to improve the recognition accuracy with limited data samples.
In [18] , a deep network called Stacked Corrective Autoencoder (SCAE) model is proposed to solve the problem of HRRP target recognition. According to the angular adjacent similarity characteristics of HRRP, the average profile of the HRRP in the adjacent angular domain is used as a corrective output for a stacked autoencoder. The covariance matrix of each HRRP is employed to form a loss function based on the Mahalanobis distance. The importance of the model depth has been proved by experiment. In [19] , a HRRP recognition model combining sparse denoising autoencoder (SDAE) and multi-layer perceptron (MLP) is proposed. SDAE is used to automatically extract features without the label information of the training samples. The MLP is used for the final classification. The robustness of the model is very good due to the noise added during the training. The robust variational autoencoder proposed in [20] can better extract the robustness features of the targets. In [21] , a model combining stacked autoencoder(SAE) and extreme learning machine is proposed. The extreme learning machine is adopted to replace the traditional back propagation network which greatly reduces the amount of the training parameters and improves the learning speed and generalization performance of the model. In [22] , deep convolutional neural network (CNN) is employed to extract features from HRRP. The output of the convolutional neural network is regarded as probability of each class, and then average the outputs obtained from different monostatic and bistatic radar pairs to get the global target probabilities. Finally, compare the average probability with a selected threshold for final classification. A good recognition accuracy rate can be obtained by this method.
At present, the existing HRRP feature extraction methods using deep learning are mainly based on autoencoder model and its variants. The autoencoder is composed of two basic parts: encoder and decoder. The encoding is the process of mapping the input to the hidden layer (the output of the hidden layer can be regarded as the feature extracted by the autoencoder). When the number of neurons in the hidden layer is smaller than the input data dimension, the encoding can be regarded as a dimensionality reduction operation, similar to principal component analysis (PCA), but is a non-linear operation. The larger the number of neurons in the hidden layer is, the more information of HRRP will be extracted by the model, but the training difficulty also increases. As we all know, the HRRP has a characteristic of the target aspect sensitivity. That is, the HRRPs of the same target may be very different from each other, which lead to the complexity of the feature extraction models. The complexity of the autoencoder model can be increased by increasing the number of hidden layers or the depth of the model. But in the non-cooperative circumstance, the insufficient training data may lead to the overfitting of a complex autoencoder model. Therefore, the methods based on autoencoder models are not appropriate for full angle domain HRRP target recognition.
In order to solve the target recognition problem of HRRP in the full-angle domain, a method based on deep one-dimensional residual-inception network is proposed. The main contributions are as follow:
1 A deep one-dimensional residual-inception network based on one-dimensional convolutional kernel is proposed. The convolutional kernel has the two main characteristics: weight sharing, convolutional kernels in different scales can extract features with different fineness. In this paper, the model is designed to extract the full-angle complex features of HRRP with fewer parameters by applying these two features, which greatly improves the training efficiency.
2 A new loss function named cosine center loss is proposed to improve the separability of the features and the recognition accuracy of the model.
It's worth mentioning that the proposed model can recognize the target without angle domain division and template matching.
The rest of this paper is organized as follows: in Section 2, the HRRP data used in this paper and the one-dimensional convolutional network are described. In Section 3, the structure of the proposed model and the corresponding new loss function are presented in detail. In Section 4, several experiments are performed on the simulated HRRP dataset. Finally, we conclude our work in Section 5.
II. DESCRIPTION OF THE HRRP DATA AND THE ONE-DIMENSIONAL CONVOLUTIONAL NETWORK
This section gives a brief description of the HRRP data and the basic convolutional neural network.
A. DESCRIPTION OF THE HRRP DATA
HRRP is the amplitude of the coherent summations of the complex time returns from target scattering points in each range cell [1] . When the radar resolution is much smaller than the target size, the target occupies multiple radar range cells. The echo of each radar range cell is the superposition of radar echoes of all the scattering points contained in the corresponding cell. Usually, we use the scattering point model to describe the HRRP of the target, the radar echoes of the mth range cell can be described approximately by
where, I n denotes the number of target scattering points in the range cell, R n,i (m) denotes the distance between radar and the ith scattering point in the mth sampled echo, σ n,i and θ n,i denote the amplitude and initial phase of the ith scattering echo, respectively. HRRP data can be expressed as
where, D is the dimension of the HRRP data. The HRRP of the ship target is simulated by the CST software. The ship model and simulation result are shown in Fig. 1 .
As shown in Fig. 1 (a) , the red part of the ship represents the scattering surface of the ship in the direction of radar incident angle. For ship targets, the strong scattering points marked with circles in the Fig. 1 (a) are mainly concentrated in the hull and the bulges on the deck and the RCS shown in Fig. 1 (b) of the corresponding echoes are stronger than other parts, which proves that the echoes generated by the CST software is valid.
B. DESCRIPTION OF ONE-DIMENSIONAL CONVOLUTIONAL NEURAL NETWORKS
Deep convolutional neural networks (CNN) have achieved great success in the field of computer vision [23] - [27] . To our best knowledge, CNNs and their variants have achieved the state of the art performance in all aspects in target recognition. The features extracted by the CNN model have the characteristic of translation invariance and rotation invariance, which is suitable to solve problem of translation sensitivity and aspect sensitivity of the HRRP. The basic structure of CNN mainly consists of five parts, namely input layer, convolution layer, pooling layer, fully connected layer and output layer. The functions of these five parts will be explained as below.
1) INPUT LAYER
The length of input data should be fixed. The data preprocessing at the input layer is divided into two steps as below:
1 Normalize the amplitude of the HRRP. Set x(n) as the nth HRRP sample and its amplitude is normalized as
Calculate the mean valuex
where N is the number of all training data.
Data preprocessing at the input layer can reduce impact of the amplitude disturbance on the target recognition performance and improve the robustness of the model.
2) CONVOLUTIONAL LAYER
The function of the convolutional layer is to automatically extract the features of the target. The traditional methods recognize the target on the basis of effective segmentation in angle domain according to the adjacent angle similarity characteristic of the HRRP, and extract appropriate template of each angle domain to match with. These methods can have a good recognition performance but has little adaptability to overcome the translation sensitivity and target aspect sensitivity of the HRRP. The convolutional layer extracts feature by using convolution kernel as a sliding window which is correlated with corresponding portion of the input feature vector with a certain stride. The convolution kernels have no certainty which part of the HRRP to match with before training, but will automatically extract the interested features of the HRRP for target recognition after training.
The specific operation process in the convolutional layer is as follows. First, perform correlation operation between the input feature vector and the convolution kernel of each channel (The length of convolution kernel is usually set as (2n + 1, 1), n = 0, 1, . . . , N ). Then, obtain the output feature vector through an activation function. The mathematical expression of the convolution operation is as follows:
where, u l j is raw activation of the jth channel of the convolutional layer l, x l j is the output of the jth channel of the convolutional layer l. f (·) is the activation function, which employs ReLU function. k l ij is convolution kernel vector of the jth channel of the convolutional layer l corresponding to the ith input vector. b l j is the bias of the jth channel of the convolutional layer l, ⊗ represents the convolution operation. Assuming the length of vector is n × 1, the length of the convolution kernel is c × 1, and the stride is t, the length of the output vector is (n − c + 1) t with no zero-padding.
Each convolutional layer contains a plurality of convolution kernels, and the number of output feature vectors is the same as the number of convolution kernel channels in each layer, that is, each output feature vector is corresponding to one convolution kernel channel.
3) POOLING LAYER
The function of the pooling layer employed in the twodimensional convolutional neural network is to remove the redundant information of the features extracted by the convolutional layers. For HRRP, when the resolution of radar is high enough, the adjacent points of the feature vector will be redundant and require pooling operation to ensure its sparsity. The translation sensitivity of HRRP can also be solved by VOLUME 7, 2019 FIGURE 2. A simple one-dimensional CNN model. the pooling layer. Pooling operation can be expressed by the following formula:
where, u l j is the raw activation of the jth channel of pooling layer l, x l j is the output of the jth channel of the pooling layer l. β l j is the weight of the jth channel of pooling layer l and is usually set to 1, down(·) represents the pooling function. To better understand the pooling operation, we can also regard it as a window sliding on the input vector with a certain stride. The output vector can be obtained by calculating the sum, average or maximum value in the window. Assuming the dimension of the input vector is n × 1, the length of the window is p × 1, the stride is t, the length of the output vector is (n − p + 1) t with no zero-padding of the feature vector. p usually equals to t.
4) FULLY CONNECTED LAYER
The fully connected layer is an ordinary neural network located between the pooling layer and the output layer in a convolutional neural network. The input of the first fully connected layer is the expansion and splicing of all the feature vectors from the upper layer. Fully connected operation can be expressed by the following formula:
where, u l is the raw activation of the fully connected layer l, x l is the output of the fully connected layer l. f (·) is the activation function, usually using the ReLU function, W l is the weight matrix of the fully connected layer, b l is the bias term. The function of the fully connected layer is to map the feature vector extracted by the convolution layer to the output layer. A convolutional neural network may contain one or more fully connected layers.
5) OUTPUT LAYER
The number of neurons in the output layer is the same as the number of class. The output of each neurons is usually normalized by the softmax function to ensure the sum be 1. Therefore, the output of each neuron can be regarded as the probability of the corresponding class. In theory, the ith neuron corresponding to the ith class is activated to be 1, and the other neurons output are 0. In practice, the class corresponding to the largest output value of the neuron is selected as the recognition result. The structure of a simple one dimensional CNN model is shown in Fig. 2 .
As shown in Fig. 2 , the model contains two convolutional layers, two pooling layers and two fully connected layers, the dimension of the feature vector is halved by the pooling layer, the number of the feature vector is determined by the number of the kernel channels. In Fig. 2 , the number of the kernel channels in first and second convolutional layer is 3 and 6 respectively.
III. DEEP RESIDUAL INCEPTION NETWORK
This section gives a detailed description of the proposed model and contains four parts: 1. structure and function of residual-inception block, 2. structure and function of inception-pooling layer, 3. detailed description of the proposed loss function. 4. the structure of the proposed model.
A. DESCRIPTION OF RESIDUAL-INCEPTION BLOCK
In this section, we give a detailed description of the residual block and the inception layer, then combine them to form the residual inception block.
1) DESCRIPTION OF RESIDUAL BLOCK
Deep convolutional neural networks can extract features from different levels. The deeper the layers are, the richer the extracted features and the higher the recognition accuracy are [23] . However, for the traditional convolutional neural network, as the depth of the network increases, non-convergence of the loss function may emerge because of the disappearance or explosion of the gradient. We also call this phenomenon network degradation. In order to prevent the degradation of the deep convolutional neural network, we employed the residual network to extract features [26] . The residual block is an important part of the residual network, which schematic diagram is shown in the Fig. 3 .
The residual block is composed of convolutional layer (Conv represents convolutional layer in all figures). In order to avoid the degeneration of the network, the number of convolutional layers in the residual block should be limited and usually set to two. The output of the residual block is the sum of the input vector and the output vector from the last convolutional layer. The plus sign in the Fig. 3 represents that the elements of the input and output feature vector are added one by one. The expression of the residual block is
where, x l ∈ R k×m represents the input feature vector, x l+1 ∈ R h×m represents the output feature vector of the residual block, k and h represent the number of input and output feature vectors respectively. Generally, the number of output feature vectors is twice the number of input feature vectors, that is h = 2k [28] . m is the size of min-batch. θ r represents the parameter set of the residual block,
h×k is used to adjust dimension of the input vector so as to make it match the output vector in size, here we set
2) CONSTRUCTION OF THE INCEPTION LAYER
Convolution kernels with different scales can extract features with different precisions. The smaller the scale of the convolution kernel is, the finer the extracted features are.
In conventional CNN models, the kernel scales of different channels in the same layer are the same, which lead to the incompleteness of feature expression [23] , [23] , [29] , [30] . Therefore, we designed two kinds of inception layers to solve this problem, and their structures are shown in Fig. 4 . We can see from small scale convolution kernel is responsible for extracting the high-level features such as semantic information. Inception I and II are adopted as the shallow layer and deep layer respectively.
The final addition operation is not to sum or average the outputs of each branches, but to directly put together the features of each branch. Taking the inception layer I for example, the number of channels of the output feature extracted by inception layer I is 16 + 16 + 16 + 16 = 64. Zero-padding is performed in every convolutional layer and pooling layer, that is, the dimension of the output vectors is the same with the input vectors.
The residual-inception block I and II can be obtained by replacing the convolutional layer with inception layer I and II respectively. The residual-inception block is shown in Fig. 5 .
B. CONSTRUCTION OF INCEPTION-POOLING LAYER
Unlike the traditional pooling layer, the convolutional layer is adopted to down-sample the features by the inception-pooling layer. Two kinds of inception-pooling layers are designed in this section and shown in Fig. 6 (a), (b) .
Both inception-pooling layer I and II contain three branches. Branch 1 and 2 only consist of convolutional layer. Branch 3 consists of pooling and convolutional layer. Each branch has only one layer with stride 2, therefore VOLUME 7, 2019 the dimension of the output vector is one half of the input vector. The channel number of the output vector is obtained by the same rule of inception layer. The function of inception-pooling layer is not only reducing the dimension of the feature vector but also extracting deeper features.
C. THE DESIGN OF THE LOSS FUNCTION BASED ON COSINE CENTER
Generally, the targets recognized by CNN are coarsely classified, such as cat, dog, flower, and bird, of which the features are very different from each other and easy to distinguish. However, features extracted from different ship targets are similar to each other and hard to distinguish because they belong to the same class. The traditional softmax-loss function is prone to cause the phenomenon that the intra-class distance even larger than the inter-class distance between features which lead to the unsatisfactory recognition result. Therefore, we design a new loss function which draws on the large margin cosine loss of the face recognition method [31] - [37] to meet the demand for ship target recognition. Considering the constraint of the intra-class distance of the feature, a loss function named cosine center loss (Referred to as CC) is proposed based on the feature center and cosine distance. During the training process, the loss function will punish the features with a large angle to the center of its corresponding class, so as to reduce the intra-class distance of the features and improve the separability of features. The expression of the loss function mentioned in this paper is as follows:
where, m is the number of training samples. x i ∈ R d represents the feature of sample i extracted by the fully connected layer. y i is the label of the sample i. W j ∈ R d denotes the jth column of the weight matrix W ∈ R d×n in the fully connected layer, which is corresponding to the class j, n is the number of classes, cos(θ W j ,x i ) represents the cosine angle between the W j and x i . s and α are the hyperparameters which control the magnitude of the normalized features in L LMCL and L center respectively, so as to avoid the non-convergence of the loss function after feature normalization. a controls the magnitude of the cosine margin, c y i ∈ R d is the feature center of the class corresponding to the label y i of sample i, λ is the weight of the central loss term and is set to 2.
The loss function is divided into two parts, L LMCL and L center . L LMCL is called Large Margin Cosine Loss (LMCL). As is known to all, the expression of the traditional softmaxloss is
where W T j x = W j x cos θ j , cos θ j can be regarded as a measure of similarity between weight W j and feature vector x i . In order to make full use of the angle information, W and x are normalized. W = W * / W * , x = x * / x * , then cos(θ W j ,x i ) = W T j x i . As cos θ W j ,x i is monotonically decreasing when θ W j ,x i ∈ [0, π]. The smaller angle between the feature and the weight is, the larger cos θ W j ,x i and similarity between feature and weight are. When cos(θ W y i ,x i ) > cos(θ W j ,x i )(∀, j = 1, 2, . . . n, j = y i ) is satisfied, the sample i belongs to the class y i . To further enhance the constraint between the inter-class distance, the condition changes to when cos(θ W y i ,x i ) − a > cos(θ W j ,x i ), (∀, j = 1, 2, . . . n, j = y i ), the sample i belongs to the class y i .
Ideally, the value range of a is 0 ≤ a ≤ 1 − cos( 2π n ), where, n is the number of classes. If and only if the angle between the adjacent feature centers is the same and the angle between the feature of each sample and their corresponding feature center is 0, the equal sign is established. But in reality, the angle between the adjacent feature centers is not exactly the same, and the angle between the feature of the samples and their corresponding feature center is mostly nonzero. a = 0.13 is found to be the best value for the proposed model by simulation. a > 0. 13 
The combined loss function with L LMCL and L center increases the inter-class angle distance while reduces the intra-class angle distance, which greatly improves the separability of the features.
D. CONSTRUCTION OF THE PROPOSED MODEL
The proposed model consists of common convolutional layer and pooling layer, the residual-inception block layer, the inception-pooling layer, and fully connected (FC) layer. The specific structure of proposed model is shown in Fig.7 .
The number of residual inception blocks I and II are both set to three. The fully connected layer reduces the feature dimension to two, and its output is used as the input of L center . Since there are seven types of ship targets to be recognized, the number of neurons in the output layer is set to be seven.
To better compare the difference of the proposed model and the comparison models, the detailed structure and parameter descriptions of the proposed model, CNN and SDAE are listed in Table 1 , 2, 3.
We can see from the Table 1 , 2, 3 that the parameters in model based on autoencoder far outnumber models based on convolutional kernel. The weight sharing property of the convolutional kernel can greatly reduce the number of parameters and avoid the overfitting.
IV. SIMULATIONS AND ANALYSIS

A. CONSTRUCTION OF THE DATA SET
Most of the Ship targets are non-cooperative. It is difficult to establish the target HRRP dataset through measure data. A 1:1 target model is established by 3-dimensional software Solidworks, then import the model to CST electromagnetic simulation software to simulate the HRRP data. The parameters of the ships are shown in Table 4 . There are several factors should be considered before simulation:
1) THE SHIP IS A KIND OF SUPER LARGE ELECTRIC TARGET
In the simulation, the CST makes extremely fine meshing of the ship which calls high performance for computer. The HRRP data has characteristics of similarities between adjacent angles (the HRRP data within a small angle range has small fluctuations, so they can be considered as the same data). According to the two factors, a larger angle step will be selected during the simulation process.
2) THE SHIP MODEL USED IN THIS PAPER IS SYMMETRICAL, SO ONLY THE HALF ANGLE RANGE OF THE TARGET IS SELECTED FOR SIMULATION.
Combining the above factors, the CST simulation parameters are set as follows: azimuth angle is −90∼90 degrees, pitch angle is 0 degree, angle step is 1 degree. The parameters of the radar are shown in Table 2 , the center frequency is 10GHz, the bandwidth is 100MHz, the polarization method is v, the number of frequency sampling points is 256. At last, the default optimal mesh size of the software is adopted. The ray tracing algorithm is used to conduct the simulation. Finally, HRRP data of the target at 181 azimuth angles are simulated by CST.
The proposed model has a high complexity and requires a large amount of data for training. Insufficient data may lead to over-fitting of the model. We use matlab2016b to process the data obtained by CST. The processing is as follows:
Step 1: Convert the CST simulated RCS data into HRRP of ship targets with 181 angles by the radar equation. Calculate the noise power according to the signal-to-noise ratio (SNR) set by the simulation, and add random Gaussian noise 15 times to each original noiseless HRRP data to expand the data. At this point, the data is still insufficient and needs to be further expanded.
Step 2: Intercept the original HRRP data. The length of the data from the above step is 1024, and the points containing more target information are symmetrically distributed around the center point which is the 512th point in this simulation. One point of the HRRP data corresponds to a radar distance unit of 0.3 meters. As shown in Table4, the maximum length of the target is 182 meters, equivalent to 606 distance units, that is, only 606 points out of 1024 points contain target information. At the same time, considering the pooling operation, the data will be halved by many times, the length of the intercepted data is preferably a power of 2. In summary, the length of the intercepted HRRP data is set to be 512. As shown in the Fig. 8, 7 HRRP fragments numbered from 1 to 7 are intercepted from the original one. The center point of the 4 th HRRP fragment and the original HRRP data are the same. The step is set to be 30. The 1 st , 2 nd , 3 rd HRRP fragment are obtained by left shifting the interception, whereas, 5 th , 6 th , 7 th HRRP fragment by right shifting the interception. By this method, seven fragments of HRRP data are intercepted from the original HRRP data which are partially coincident but not the same and the data obtained in step 1 is expanded by 7 times.
Through the above process, the total number of the dataset achieves 133035.
The experiments are mainly divided into two aspects. 1. Verify the recognition performance of the proposed model under different noise conditions. 2. Verify the ability of the proposed model to overcome the target aspect sensitivity problem of HRRP. In order to verify these two aspects, the above data set is divided into training set and test set according to different criteria.
In order to verify the recognition performance of the model under different SNR conditions, the dataset is generated according to the required SNR, and the same type of data is randomly disrupted within the class. Take 70% of each class as the training set, and the rest 30% as testing set. The dataset divided in this way is called the dataset A.
In order to verify the ability of the model to overcome the target aspect sensitivity problem of HRRP, it is necessary to ensure the angle range of the training set and the testing set do not completely coincide and the angle range of the training set needs to be smaller than that of the testing set. Therefore, we randomly select 70% of HRRP data corresponding to 150 random angles of each target class as the training set, and the remaining part as the testing set. The dataset divided in this way is called the dataset B.
After obtaining the training set, we preprocess the training data according to the method in the literature [18] , assuming the number of HRRP data of the same target at the same angle is q, q group can be formed by selecting non repeating q − 1 data with permutation and combination rule C q−1 q . Calculate the average profile of each group to form the final training data set.
B. EXPERIMENTAL ENVIRONMENT AND PROCEDURE
Experiments are carried out in the 64-bit win7 system. The software is mainly based on deep learning architecture of Keras and python development environment Sublime Text 3. The hardware is based on Intel (R) Core (TM) i7-7700K @ 3.60GHz CPU and one NVIDIA GTX 1070 GPU, with CUDA8.0 accelerating computation. The training process of the proposed model is performed according to Table 5 .
The well trained model can extract the features of the testing samples and output the corresponding recognition results automatically.
C. SIMULATION RESULTS AND ANALYSIS
In this section, we present the experimental results from two aspects. The first part mainly analyzes the effectiveness of the simulation by the recognition accuracy. The second part mainly shows the effectiveness of the proposed method by visualizing the features extracted by the models.
1) RECOGNITION ACCURACY
The recognition accuracy rate is the ratio of correctly classified samples to the total testing samples. It can be used as an indicator to evaluate the validity of the model. The recognition performance of proposed model is illustrated from the following two aspects in this section.
a: THE RECOGNITION ACCURACY OF PROPOSED MODEL AND FOUR COMPARISON MODELS UNDER DIFFERENT SNR CONDITIONS
In this section, we compare the recognition performance of the proposed model with two shallow models and four deep models, namely K-SVD, LSVM, CNN, SDAE, SCAE and SAE. The SNR is defined as the ratio of the power between the signal and the noise. The expression is as follows:
where, P signal and P noise represent the average power of the signal and noise respectively, and the unit of SNR is dB. We choose 3 different SNR which are 5, 10 and 15 respectively. The simulation results are shown in Table 6 . It can be seen from Table 6 that the whole performance of the deep models are much better than the shallow ones. Among the deep models, both the proposed model and CNN have better recognition performance than the methods based VOLUME 7, 2019 on the autoencoders under different SNR conditions. The models based on convolutional kernels have better robustness. The proposed model is even better than CNN.
b: THE ABILITY OF PROPOSED MODEL AND 4 COMPARISON MODELS TO OVERCOME THE TARGET ASPECT SENSITIVITY PROBLEM OF HRRP
In this section, the recognition accuracy of different models is simulated using data set B under the condition SNR = 10. The simulation results are shown in Table 7 .
As shown in Table 7 , the recognition performance of the proposed model and the convolutional neural network is better than the other three. The reasons why recognition performance of the proposed model is better than models based on autoencoder can be summarized as following:
First, the parameters of the proposed model are far less than models based on autoencoder which make the model less prone to overfit and have a better generalization performance.
Second, the loss function of the proposed model takes both the inter-class distance and intra-class distance into consideration which make the features more separable. Thirdly, the pooling layer reduces the dimension of each feature vector and remains the largest element within the window which makes the proposed model more invariant to the translation and target aspect sensitivity of HRRP data.
Lastly, the feature extracted by convolutional kernel preserves the topology structure of the scattering centers and the ReLU function can remove information of the weak points and make the features more sparsity.
2) FEATURE VISUALIZATION
All the simulations in this section is done by using data set A under condition SNR = 15.
a: FEATURE VISUALIZATION DURING TRAINING
In this section, we visualize the features extracted by the proposed model during training, as shown in Fig.9 . The initial learning rate is very important. The loss function will fluctuate greatly and not converge with a high learning rate, otherwise, will converge too slow. After experimenting, a stable and relatively quick convergence of the loss function can be obtained by setting the initial learning rate to 0.01 and halving the learning rate for every 50 epochs. In order to better understand the feature evolution process during training, the loss function curve and the recognition accuracy curve during the training is shown in Fig.10 .
As can be seen from Fig.9 (a) , the initial features of each class are inseparable, and the initial recognition accuracy is about 0.2. Fig.9 (b) to (f) show the evolution of features extracted by the proposed model during training. As the number of epochs increases, the features of the various samples are gradually dissipated and aggregated toward various feature centers. As shown in Fig.9 (a), (b) , (c), and the corresponding part of the loss curve and the recognition accuracy curve in Fig.10 , in the first 100 epochs, the features are in a mess and inseparable. The loss curve and the accuracy curve of the training set descend and increase gradually with a small fluctuation, respectively. While, both the loss curve and accuracy curve of the testing set have a drastic fluctuation instead of a convergence. This indicates that the model is in the searching process for the global optimal value, and at this time, the model is at the over-fitting state and has a poor generalization performance. As shown in Fig.9 (d) , (e) and Fig.10 , in the 100 to 200 epochs, the features extracted from the samples of each class are gradually separated. The loss curve and accuracy curve of the validation data converge to the corresponding value of the training data with a small fluctuation. This indicates that during this period the model is approaching to the global optimal value and non-overfitting state. As shown in Fig.9 (e) , when the epoch number is 200, the features of each class are separable, but with the fuzzy boundaries. Reduce the learning rate, continue training. As shown in Fig.9 (f) , when the epoch number is 250, the intra-class and inter-class angular distance of each feature are small and large respectively, and the feature separability is excellent. At this time, the loss curve and the accuracy curve both converge to a certain and steady value.
b: FEATURE VISUALIZATION OF THE CNN AND PROPOSED METHOD UNDER DIFFERENT CLASS NUMBER
Since the recognition accuracy of the normal convolutional neural network (CNN) is better than that of the other methods in the full-angle domain. Therefore, we select the CNN to be the comparison model and visualize the features of CNN and the proposed model. The features extracted by the two models are visualized under different class number conditions and is shown in Fig.11 .
It can be seen from the Fig.11 (a) that when the class number is 3, the features extracted by the CNN are separable, the inter-class boundaries are more distinct and have no overlapping.
As shown in Fig.11 (c) , (e) that as the class number increases, the features of different classes extracted by CNN are more likely to overlap and have a poor separability.
It can be seen from Fig.11 (b) , (d), (f) that both interclass separability and intra-class aggregation of the features extracted by the proposed model is better than that of CNN. In particular, the advantages of the proposed model become more obvious with an increase of the class number. Look at Fig.11 (b) in detail, when the class number is small, the features of different classes appear to be misrecognized. The main reason is that the proposed model with relatively large VOLUME 7, 2019 parameters is prone to over-fit because of the insufficient training data.
Because of the computation complexity of proposed model, the training time is relatively long compared with CNN. The proposed model takes 5404.2s for 300 epochs, whereas the common CNN takes 400.4s. Therefore, when the number of training samples is small, the CNN is the better choice for recognition task.
As the number of target class increases, the amount of training samples increases, and the target features become more complex. The convolutional kernel with a single scale in the same layer of the CNN has a relatively weak ability to represent complex features. Therefore, when the number of target class increases, the separability of the features extracted by the CNN decreases. However, the residual-inception layer and inception pooling layer contain convolution kernels with different scales, which makes the model have the ability to represent complex features. In summary, when the number of target class is large, the proposed model becomes a better choice.
V. CONCLUSIONS
A radar target recognition method based on deep onedimensional residual-inception network is proposed in this paper. The weight sharing characteristic of the convolutional kernel is adopted to reduce the model parameters and improve the expression ability of the model, which greatly improves the training efficiency. In this paper, the residual inception layer and inception-pooling layer are used to extract different fine-grained features of the targets. A new loss functioncosine center loss function is proposed to constrain the features and make features more separable. From the simulation results, the recognition accuracy of the proposed method is really good. The features extracted by the model can take into account both the inter-class separability and intra-class aggregation. The proposed model has a good generalization performance and robustness as well. 
