We consider the reconstruction of a bandlimited function from its finite localized sample data. Truncating the classical Shannon sampling series results in an unsatisfactory convergence rate due to the slow decay of the sinc function. To overcome this drawback, a simple and highly effective method, called the Gaussian regularization of the Shannon series, was proposed in the engineering and has received remarkable attention. It works by multiplying the sinc function in the Shannon series with a regularized Gaussian function. Recently, it was proved that the upper error bound of this method can achieve a convergence rate of the order O(
Introduction
The classical Shannon sampling theorem [8, 9, 13, 17, 20, 26] states that any bandlimited function with bandwidth π can be completely reconstructed by its infinite samples at integers. In practice, however, we can only sum over finite sample data "near" t to approximate the function value at t. Truncating the classical Shannon sampling series [6, 7] results in a convergence rate of the order O(
) due to the slow decay of the sinc function, where n denotes the number of samples. Moreover, this convergence rate for the truncated Shannon series is optimal in the worst case scenario (see, e.g., Lemma 1.1, [12] ). A useful way to significantly improve the convergence rate is by oversampling. Led by this idea, three regularization methods [7, 12, 15 ] for Shannon's sampling series were proposed to reconstruct a bandlimited function f with bandwidth 0 < δ < π from its finite oversampling data {f (j) : j = −n + 1, −n + 2, . . . , n} with an exponentially decaying approximation error. They work by multiplying the sinc function in the Shannon series with a rapidly-decaying regularization function, namely a power of a sinc function [7] , a spline function [12] , or a Gaussian function [10, 15, 16] . To be precise and to state the purpose of the paper, the truncated Gaussian regularized Shannon sampling series proposed by Wei [22] is defined as (S n,r f )(t) := n j=−n+1 f (j) sinc (t − j)e − (t−j) 2 2r 2 , t ∈ (0, 1), f ∈ B δ , (
where r > 0, n ≥ 2, 0 < δ < π, and sinc (x) := sin(πx)/(πx), x ∈ R. The Paley-Wiener space B δ is defined as
with the norm f B δ := f L 2 (R) = f L 2 (R) . Denote by supp h the support of a function h. In this note, for each f ∈ L 1 (R), its Fourier transform [5] takes the form:
We can extend the Fourier transform to L 2 (R) by the standard approximation process. Given a bandlimited function with bandwidth 0 < δ < π, it was proved in [15] that the upper error bound of the truncated Gaussian regularized Shannon sampling series (1.1) is of the convergence rate of the order O( √ n exp(− π−δ 2 n)) after optimizing about the variance r of the Gaussian function as done in ( [12] , pp. 106-107). Recently, the paper [10] provided a better estimate for the second error term, namely E 2 f in (2.7) or Equation (2.5) in [15] , and hence improved the convergence rate for (1.1) to the order
The latter rate (1.2) is by far the best convergence rate among all regularized methods [7, 10, 12, 15] for the Shannon sampling series. Due to its simplicity and high accuracy, the Gaussian regularized Shannon sampling series has been widely applied to scientific and engineering computations. We notice that more than a hundred such papers have appeared (see http://www.math.msu.edu/~wei/ pub-sec.html for the list, and [22, 23, 24, 25, 27] for comments and discussion). Furthermore, many generalizations of Shannon's sampling theorem have been established (see, e.g., [1, 2, 3, 4, 11, 18, 19, 21] and references therein). Numerical experiments in [10] indicated that the convergence rate (1.2) should be optimal. We mathematically certify this indication by estimating the lower error bound of (1.1). In addition, we are able to justify that the selection of the variance r = n−1 π−δ in (1.1) is optimal. We emphasize that it is the first lower error bound estimation for (1.1) in the literature. More importantly, the lower bound is of exponential decay.
For any x > 0, we denote by x the smallest integer greater than or equal to x. We now are ready to present our main results.
π−δ such that C r,δ,ε > 0, then the lower error bound for the truncated Gaussian regularized Shannon sampling series (1.1) is
where n ≥ 4 ε(2+ε)(π−δ) + 1 is sufficiently large and
We should make some comments for Theorem 1.1 here. To begin with, one sees that e
is decreasing on (0, ∞) with respect to the variable r. The condition 0 < r ≤ n−1
≥ e − (n−1) 2 2r 2 . Second, the parameter 0 < ε < 1 can be arbitrarily small and will be formally introduced in (2.14). Third, an easy computation shows that
implies n ≥ 4 ε(2+ε)(π−δ) + 1. Finally, 0 < δ < π 2 in Theorem 1.1 is a necessary condition such that C r,δ,ε > 0. It is straightforward to see that
It was proved in [10, 12] that the best convergence rate (1.2) for the upper error bound of (1.1) can be obtained when r = 
(1.5) Some remarks should be made for Corollary 1.2. First of all, we have
for all n ≥ 2. As a result, the condition n ≥
Secondly, note that
Numerical result shows that
100 π is a sufficient condition such that C r,δ,ε > 0 when ε = 1/20, where C r,δ,ε is defined by (1.3). Finally, we should mention that C r,δ,ε < 0 as the bandwidth δ → 0 or δ → π 2 . Now, we are in a position to present the upper error bound for (1.1). It is worth pointing out that an additional error term was lost in [15] . The error term
was actually estimated in ( [15] , p. 1173), where E 1 f = E 1f + E 2f (see (2.8) and (2.16)). Hence, the problem amounts to estimating the additional term (2.20) ). We will see that the missing term E 2f has the same convergence rate as E 1f (see (2.20) and (2.21)). As a result, the new convergence rate for the first error term E 1 f in (2.7) remains the same as E 1f .
Precisely speaking, we actually obtain the following upper error bound estimation. Theorem 1.3 Let 0 < δ < π, r > 0 and n ≥ 2. Then the upper error bound for the truncated Gaussian regularized Shannon sampling series (1.1) is
We should again discuss the special case: r := n−1 π−δ . In this case, note that r 2 = n−1
for all n ≥ 2 and
.
. ( ≤ r ≤ n−1 π−δ , where 0 < ε < 1 and n is given by (1.5). The paper is organized as follows. We shall exploit Fourier analysis techniques to prove Theorems 1.1 and 1.3 in the following section. In the last section, numerical experiments are presented to demonstrate our theoretical results. Specifically, the lower error bound, the reconstruction error, and the upper error bound of the truncated Gaussian regularized Shannon sampling series (1.1) will be directly compared.
2 Proof of Theorems 1.1 and 1.3
In this section, we are devoted to proving Theorems 1.1 and 1.3. Assume 0 < δ < π, 0 < ε < 1, and r > 0. For any subset E of R, denote by 1 E the characteristic function on E, namely, 1 E (x) = 1 if x ∈ E and 0 otherwise. Denote by Z the set of all integers and N the set of all positive integers.
We first deal with Theorem 1.1. To do so, we divide the error f − S n,r f into two terms. Specifically, for every f ∈ B δ , 0 < δ < π, we set
where the first error term E 1 f and the second error term E 2 f are defined by
respectively. It follows that
where f 0 ∈ B δ with f 0 B δ ≤ 1 and the point t 0 ∈ (0, 1) is appropriately chosen. Throughout this note, we always take 10) and t 0 ∈ (0, 1) in (2.9) such that the function value of the function |E 1 f 0 | at t 0 is not less than its average on (0, 1), that is,
Clearly, f 0 ∈ B δ , f 0 B δ = 1, and its Fourier transform is f 0 (ξ) =
Therefore, our task reduces to give a "big" lower bound for |(E 1 f 0 )(t 0 )| and a "small" upper bound for |(E 2 f 0 )(t 0 )|, where |(E 1 f 0 )(t 0 )| and |(E 2 f 0 )(t 0 )| are defined by (2.9).
For the sake of clarity, two lemmas are needed.
Proof: By Mills' ratio [14] e
we obtain
By (2.12), for any 0 < ε < 1, we have
. (2.14)
Clearly, the parameter ε serves to improve the accuracy of the inequality (2.14). Observe that
By (2.14), for any
where
We compute
Combining (2.13) with (2.14), we obtain
The proof is hence complete. dξ < e
Proof: By a change of variables τ =
, we have by (2.13)
which completes the proof. 2
The convolution of two functions f, g on R is given as
whenever the integral is well-defined (see, e.g., [5] , pp. 39-41). Now, we are ready to estimate the lower bound of |(E 1 f 0 )(t 0 )| mentioned at the beginning of this section. such that C r,δ,ε > 0,
where C r,δ,ε is given by (1.3).
Proof: Let f ∈ B δ , 0 < δ < π. Then
Note that g · h =ĝ * ĥ for any g, h ∈ L 2 (R), and for any a > 0, e −ax 2 (ξ) = , ξ ∈ R. By (2.8), we have
Note that suppf ⊆ [−δ, δ], andf in (2.15) is a 2π-periodic function on R with suppf = ∪ k∈Z [−δ + 2kπ, δ + 2kπ]. By (2.15), we obtain
(2.17) By (2.10) and (2.11), we get
By the Plancherel theorem (see, e.g., Theorem 2.5.6 in [5] ) and (2.17), we have
By (2.13) and (2.14), we have
Observe that the integrand
is an even function on ∪ k∈Z\{0} [−δ + 2kπ, δ + 2kπ], and (−1) k = (−1) −k for all k ∈ N. Thus,
Notice that
As a result, we compute
dξ .
By Lemmas 2.1 and 2.2, we have
Proof of Theorem 1.1: By (2.10), for any n ≥ 2 and t ∈ (0, 1), we estimate
By (2.13), for any n ≥ 2 and t ∈ (0, 1), we arrive at
Thus, 
where C r,δ,ε is given by (1.3). The proof is complete.
At the end of this section, we turn to proving Theorem 1.3.
Proof of Theorem 1.3: Let f ∈ B δ and f B δ ≤ 1. Using (2.17) and the Cauchy-Schwartz inequality, we have
By (2.13), we obtain
By (2.13), we compute
It follows that 
Thus, we obtain
By (2.13) in [10] , we can assert that
Applying the Riemann-Lebesgue lemma, we get
Combining (2.17), (2.20), (2.21), and (2.22), it follows immediately that for each t ∈ (0, 1)
The proof is hence complete.
Numerical experiments
We shall present numerical experiments to demonstrate that the lower error bound estimation in Theorem 1.1 for the truncated Gaussian regularized Shannon sampling series (1.1) is optimal. To this end, we need to recall the lower error bound (1.4) and the upper error bound (1.6) .
In what follows, we let δ = π 4 , ε = 1 7 , n ≥ 7 and r = n−1 π−δ . Remember that C r,δ,ε and f 0 are given by (1.3) and (2.10), respectively. An easy computation shows C r,δ,ε ≥ 0.0666687 for all n ≥ 7. We can easily verify that n ≥ 7 satisfies the condition (1.5).
We shall reconstruct the function values of f 0 on (0, 1) from {f 0 (j) : j = −n + 1, −n + 2, . . . , n} by the truncated Gaussian regularized Shannon sampling series (S n,r f 0 )(t) = , t ∈ (0, 1).
The error of reconstruction is measured by E(f 0 − S n,r f 0 ) := max 1≤j≤99 (f 0 − S n,r f 0 ) j 100 .
This reconstruction error is to be compared with both the lower error bound (1.4) denoted by E δ,n := 0.0666687(π − δ) π (π − δ)(n − 1) , n ≥ 2.
The above three errors, namely the lower error bound E δ,n , the reconstruction error E(f 0 − S n,r f 0 ) and the upper error bound E δ,n , for n = 7, 9, . . . , 23, 25 are listed in Table 3 .1. We also plot log E δ,n , log E(f 0 − S n,r f 0 ), and log E δ,n for n = 7, 8, . . . , 24, 25 in Figure 3 .1.
To sum up, we proved that the truncated Gaussian regularized Shannon sampling formula converges exponentially rapidly to the bandlimited function and our lower error bound is optimal. E δ,n E(f 0 − S n,r f 0 ) E δ,n n=7 7.5816e-07
1. 
