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 Abstract: Single Photon Emission Computed Tomography (SPECT) systems are being developed with multiple cameras and without gantry rotation to provide rapid dynamic acquisitions. However, the resulting data is angularly undersampled, due to the limited number of views. We propose a novel reconstruction algorithm for sparse-view SPECT based on Compressed Sensing (CS) theory. The algorithm models Poisson noise by modifying the Iterative Hard Thresholding algorithm to minimize the Kullback-Leibler (KL) distance by gradient descent. Because the underlying objects of SPECT images are expected to be smooth, a discrete wavelet transform (DWT) using an orthogonal spline wavelet kernel is used as the sparsifying transform. Preliminary feasibility of the algorithm was tested on simulated data 
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of a phantom consisting of two Gaussian distributions. Single-pinhole projection data with Poisson noise were simulated at 128, 60, 15, 10, and 5 views over 360 degrees. Image quality was assessed using the coefficient of variation and the relative contrast between the two objects in the phantom. Overall, the results demonstrate preliminary feasibility of the proposed CS algorithm for sparse-view SPECT imaging.  SECTION I. Introduction Dynamic Single Photon Emission Computed Tomography (SPECT) provides information about tracer uptake and washout from a series of time-sequence images. Dynamic SPECT systems measuring time activity curves on the order of minutes have been developed.1,2 However, to adequately sample the time-activity curve of some tracers, a temporal resolution on the order of seconds is required. Stationary multiple camera systems are being developed to provide rapid dynamic acquisitions.3,4 To reduce cost, a limited number of cameras may be used, resulting in angularly undersampled data. The image reconstruction theory of compressed sensing (CS) exploits sparsity in the object to potentially allow for a reduction in the data sampling. Thus, if some representation exists in which the coefficients of an image are sparse, the same image can be represented using less information. The object can then be accurately reconstructed from undersampled data. Reconstruction from angularly undersampled data has been recently studied for CT.5,6 We propose a novel reconstruction algorithm for sparse-view pinhole SPECT based on CS theory. The algorithm models Poisson noise statistics and uses the spline wavelet transform as the sparsifying transform to address the unique challenges of SPECT imaging. Algorithm performance is evaluated using metrics for image fidelity and spatial accuracy. These results are compared to results obtained using Maximum-Likelihood Expectation Maximization (MLEM).   
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SECTION II. Methods A. The Algorithm CS algorithms solve a constrained optimization problem to recover the image. The L1-norm of the sparse representation is minimized and constrained by data fidelity. For example, if the data fidelity constraint is the L2-norm of the difference between the estimated and measured data, the CS optimization problem can be described as 
𝑚𝑚𝑚𝑚𝑚𝑚. (∥ Ψ𝑠𝑠 ∥1)𝑠𝑠. 𝑡𝑡. ∥ 𝐻𝐻?^?𝑠 − 𝑦𝑦 ∥2< 𝜀𝜀,  (1)  where H is the system matrix, ?^?𝑠 is the estimated image, y is the measured data, Ψ is a sparsifying transform, and s is the true object. Data fidelity is imposed by the constraint and sparsity is enforced by the objective function. This optimization problem is solved by considering the images that satisfy the constraint, then selecting the image with the most sparse representation. Previous CS algorithms for sparse-view tomographic reconstruction assume a piecewise constant object, using gradient magnitude as the sparsifying transform.6 In SPECT imaging, the underlying objects represent a distribution of activity, which is not necessarily piecewise constant and may be smoothly varying. Poisson noise due to photon counting statistics can be incorporated into the CS framework by minimizing the Kullback-Leibler distance (𝐷𝐷𝐾𝐾𝐾𝐾) to achieve data fidelity instead of the more commonly used L2 norm, which assumes Gaussian noise. In our proposed implementation, (𝐷𝐷𝐾𝐾𝐾𝐾) is minimized by gradient descent. To account for the expected piecewise smooth nature of the tracer distribution, we propose the spline wavelet transform for the sparsifying transform, ψ. In our proposed algorithm, sparsity is enforced using the Iterative Hard Thresholding algorithm.7 The spline wavelet transform is characterized by having its synthesis functions be polynomial splines. If a function is piecewise smooth, the signal can be sparsely approximated by spline wavelets. The wavelet coefficients will be near zero where the 
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function can be well approximated by a polynomial.8,9 Assuming underlying SPECT objects are piecewise smooth, the spline wavelet transform will operate as a sparsifying transform. Fig. 1 shows a SPECT image of a rat-lung, the gradient magnitude image and the spline wavelet transform. The image is noisy and the underlying distribution is likely piecewise smooth. The sorted and normalized coefficients of the image, the gradient magnitude image and spline wavelet transform are shown in fig. 2. The spline wavelet transform coefficients decay faster than the gradient magnitude coefficients, indicating that the spline wavelet transform yields a more sparse image. Equation 2 describes the implementation of the proposed algorithm where x is the sparse domain estimate of the object, λ is the gradient descent step size, and 𝐺𝐺𝐾𝐾 is a nonlinear operator that retains the K -largest coefficients setting the remaining coefficients to zero.7 
𝑥𝑥𝑛𝑛+1 = 𝐺𝐺𝐾𝐾[𝑥𝑥𝑛𝑛 − 𝜆𝜆Ψ(∇𝐷𝐷𝐾𝐾𝐾𝐾(𝑦𝑦, 𝐻𝐻?^?𝑠))]  (2)  The gradient of (𝐷𝐷𝐾𝐾𝐾𝐾) with respect to ?^?𝑠(∇𝐷𝐷𝐾𝐾𝐾𝐾) is   
∇
𝑠𝑠𝑗𝑗
𝐷𝐷𝐾𝐾𝐾𝐾 = � 𝐻𝐻𝑚𝑚,𝑗𝑗(1 − 𝑦𝑦𝑚𝑚/(𝐻𝐻?^?𝑠)𝑚𝑚), 𝑗𝑗 = 1, … , 𝑁𝑁𝑀𝑀
𝑚𝑚=1
, 
(3)  where N is the number of voxels in the image volume and M is the number of measurements. Note that this is equivalent to back projection of the parenthetical expression. The proposed algorithm is also described by the following pseudo code. The symbol := denotes assignment, Ψ−1 indicates the inverse sparsifying transform, 𝐻𝐻𝑇𝑇 indicates back projection, and Å. represents the estimate of the data.  
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 Fig. 1. (a.) rat lung image, (b.) gradient magnitude image of rat lung image, (c.) spline wavelet transform of rat lung image  
 Fig. 2. A comparison of the coefficients of the rat lung image and transformed images displayed in fig. 1 B. Simulation Study Preliminary feasibility of the algorithm was studied through simulations. The simulated object consisted of two 2D Gaussian distributions sampled onto a 128 × 128-pixel grid. The Gaussian objects had a standard deviation of 4 pixels and maximum values of 1 and 2. Each object was truncated at two standard deviations. Simulated projections were generated using the system matrix, resulting in 128-pixel projections at 128, 60, 15, 10, and 5 views distributed evenly over 360 degrees. Poisson noise was added to each projection dataset such that the total number of counts remained constant as the number of views decreased. The sparsifying transform, Ψ, was a 7-stage discrete wavelet transform with an orthogonal spline wavelet kernel with 5 vanishing points. The simulated object was transformed using the sparsifying transform, Ψ, and was determined to have 1976 non-zero coefficients. This was used as the value of the parameter K. 
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To quantify the accuracy of the proposed algorithm, three metrics were evaluated. The coefficient of variation (CV) between the estimated data and the projection data was calculated. This is a measure of image fidelity and is described by 
𝐶𝐶𝐶𝐶 = (∑(𝐻𝐻?^?𝑠 − 𝑦𝑦)2)1/2/y∗100.  (4)  Quantitative accuracy was quantified using the contrast error (CE),  
𝐶𝐶𝐶𝐶 = |𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 𝐶𝐶𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚|/𝐶𝐶𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 .  (5)  CE is a comparison between the reconstructed contrast and true contrast between two ROIs. CE is independent of number of reconstructed counts. To quantify spatial accuracy, the scaled peak cross-correlation with the true object was used. Images were scaled using  
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑚𝑚𝑚𝑚𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑡𝑡𝑆𝑆𝑆𝑆 = 𝑁𝑁𝑜𝑜𝑜𝑜𝑗𝑗𝑚𝑚𝑜𝑜𝑡𝑡/𝑁𝑁𝑖𝑖𝑚𝑚𝑚𝑚𝑖𝑖𝑚𝑚 , (6)  where N is the number of counts in the FOV. This metric is independent of the number of reconstructed counts. Images with a higher peak cross-correlation more accurately depict the spatial distribution of an object.  SECTION III. Results Fig. 3 shows the images reconstructed from 128, 60, 15, 10, and 5 views using the proposed CS algorithm (a) and MLEM (b). Table 1 displays the described metrics for each algorithm and each sampling case. Fig. 4 and fig. 5 show selected profiles plotted through the center of a selection of images displayed in fig. 3. SECTION IV. Conclusions Images reconstructed from ten views using both the proposed CS algorithm and MLEM depict the object contrast to < 2% error. Spatial accuracy varied by less than 5% as the number of views decreased. 
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The results of Table 1 suggest similar performance of the MLEM and proposed CS algorithm. We are currently investigating alternative sparsifying transforms and strategies to provide improved performance compared to MLEM.   
 Fig. 3. Images reconstructed using (a) the proposed algorithm and (b) MLEM  
 Fig. 4. Profiles through images reconstructed with 60 views  
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 Fig. 5. Profiles through images reconstructed with 10 views  TABLE I. Image Quality Metrics for Reconstructed Images CS Number of Views  128 60 15 10 5 CV 3.41 236 3.03 2.85 2.11 CE (%) 2.64 4.66 9.54 1.65 2.81 Peak XCorr 275.77 271.59 270.59 271.59 260.86 MLEM  CV 1.98 2.03 1.78 1.67 1.33 CE (%) 1.86 0.42 1448 0.93 6.36 Peak Xcorr 269.62 27623 276.87 271.16 261.34  References 
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