
























This copy has been supplied by the Library of the University of Otago on the understanding that 
the following conditions will be observed: 
 
1. To comply with s56 of the Copyright Act 1994 [NZ], this thesis copy must only be used for 
the purposes of research or private study. 
 
2. The author's permission must be obtained before any material in the thesis is reproduced, 
unless such reproduction falls within the fair dealing guidelines of the Copyright Act 1994.  
Due acknowledgement must be made to the author in any citation. 
 




The Ideal Free Distribution: function meets mechanism 
Martyn Ross Kennedy 
A thesis submitted for the degree of 
Master of Science 





Frontispiece. A computer generated representation of a mallard duck. 
iii 
Abstract 
In this thesis I attempt to synthesize psychological and biological approaches to the 
study of foraging. The specific optimal foraging model I examine is the Ideal Free 
Distribution. The Ideal Free Distribution predicts that the equilibrium distribution of 
organisms between resource sites will equal the distribution of resources between those 
sites. In the first part of this study I reanalysed previously published tests of the Ideal 
Free Distribution, drawing on an analogy between the Ideal Free Distribution and a 
psychological principle termed the matching law. By analysing experiments on the 
Ideal Free Distribution in the same way as psychological experiments on the matching 
law, I was able to document that the distribution of organisms is systematically less 
extreme than the distribution of resources. Violations of the Ideal Free Distribution's 
assumptions of (1) perfect knowledge (no perceptual constraint), (2) no effect of 
interference, and (3) no effect of travel, may cause these deviations. In a series of 
experiments with a free-living population of mallard ducks I examined whether the 
Ideal Free Distribution is robust to violations of these assumptions. In the first 
experiment I tested the hypothesis that perceptual constraints account for the observed 
deviations from the Ideal Free Distribution by manipulating the overall rate of food 
availability. This experiment supported the predictions of the perceptual constraint 
hypothesis and suggested that social interactions may also be affecting the distribution 
of organisms. I simulated the effects of perceptual constraints and social interactions to 
investigate their potential effects on the distribution of organisms. The simulation 
showed that quite small perceptual constraints can cause large departures from the Ideal 
Free Distribution, and that a change in the distribution of interactions may also have a 
major effect on the distribution of organisms. In the second experiment I manipulated 
the distribution of agonistic interactions to quantify their effects on the distribution of 
organisms. The results of this experiment supported the hypothesis that organisms use 
interactions as cues to assess resource profitability and thus counterintuitively, that 
interactions act as a benefit rather than as a cost The final experiment examined the 
effects of travel between food sites on the Ideal Free Distribution. This experiment 
showed that a relatively small increase in travel time Will increase the departures from 
the Ideal Free Distribution. This result suggests that increased travel distance decreased 
lV 
the discriminability of the relative food availabilities rather than acting as a cost to the 
organisms. It is concluded that the incorporation of detailed mechanistic considerations 
about the perceptual abilities of animals, the cues they use to assess resource 
availability, and the effects of social interactions would greatly strengthen the predictive 
power of functional models of foraging. 
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A Brief History of the Study of Animal Behaviour 
In this section I briefly outline the history of the study of animal behaviour. By 
focussing on a small number of the people involved with the study of behaviour, I hope 
to provide an overview of the major advancements and/or problems of their times. 
These events have lead directly to the issues currently important in the study of 
behaviour. Though it is not possible to specify when the study of animal behaviour 
started, it was with Aristotle that an unprecedented era of observation and description of 
animal life began. Aristotle wrote on both psychology and biology (which he saw as 
one science) and gave accounts of the life and behaviour of over 500 species of animals 
(Singer, 1987). His Historia peri ta zoa or Enquires concerning animals is a nine 
book epic of which the last three books pertain to the psychology of animals. Aristotle 
was regarded as the primary authority on biology for over 1000 years (Singer, 1987). 
Until the 19th century, the study of animal behaviour was continued by the careful 
observations of many naturalists and philosophers, these included Sir Thomas More, 
Rene Descartes and John Locke. 
The Nineteenth Century 
~ristotle had believed that animal behaviour was largely governed by unreasoned 
instinct. However, in the nineteenth century there was aphilosophical backlash against 
this principle, in particular, by Erasinus Darwin, Pierre-Jean Cabanis and Jean-Baptiste 
Lamark (Singer, 1987). Erasmus Darwin's Zoonomia, for example, includes a 
chapter on instinct which demonstrates that a variety of activities customarily portrayed 
as instincts can be explained as the result of learning (Singer, 1987). 
In France, the early nineteenth century saw a divergence of perspectives, with 
Georges Cuvier arguing for laboratory studies while Etienne Geoffrey Saint-Hilaire 
argued for the observation of animals in natural settings. Pierre Flourens, Cuvier's 
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protege, used the term comparative psychology to describe the study of animals in 
laboratory conditions, while Saint-Hilaire's son, Isadore Geoffrey, introduced the term 
ethology to describe research in a natural environment (Singer, 1987). 
Later in the century, in England, Charles Darwin (the grandson of Erasmus) in 
The Origin of Species (1859) returned humans to the animal kingdom. The traditional 
view of this time, expounded by Descartes, separated humans from other animals 
(Mortenson, 1975; Slater, 1986). Darwin believed in the continuum of life forms and 
this lead him to works which included Expressions of the Emotions in Men and 
Animals (1873; in Klopfer & Hallman, 1967), a comparative study of the expressive 
behaviour in both animals and people. 
George Romanes is seen Darwin's successor with rigorous, systematic tests of 
comparative animal behaviour. Klopfer and Hailman (1967) stated that Romanes " ... 
more than any other biologist of his time, is responsible for placing the study of animal 
behaviour on an evolutionary and truly comparative basis." He set the stage for C. 
Lloyd Morgan, one of the first of the modern students of animal behaviour (Klopfer & 
Hallman, 1967). Morgan wrote an Introduction to Comparative Psychology (1894, in 
Mortenson, 1975) which included his now famous canon, which has had a great effect 
on comparative psychology. Morgan's canon stated that, 
In no case may we interpret an action as the outcome of an exercise of a higher psychical facu1ty, if it 
can be interpreted as the outcome of the exercise of one which stands lower in the psychological scale 
(p.53, in Mortenson, 1975). 
Morgan's canon was an expression of his belief in the need for caution in the 
interpretation of behaviour. This canon formed the basis of Morgan's criticisms of 
poor methodology, which included the methods of Romanes (Mortenson, 1975; 
Singer, 1987). The late nineteenth century "also saw an increase in the the use of more 
advanced technology in the study of behaviour, particularly by ornithologists who were 
giving up their guns and replacing them with binoculars (Singer, 1987). This began 
detailed studies of bird behaviour. 
J 
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The Twentieth Century 
While Morgan's influence continued into the 20th century, other, separate 
approaches had begun to evolve (Mortenson, 1975). It is possible to categorize these 
approaches broadly into psychology and ethology. 
Psychology 
After experimental psychology was brought to (the United States of) America in 
the 1880's by Americans who had trained in Germany (Mortenson, 1975), Edward 
Thorndike provided the basis for experimental investigations of learning (Fantino & 
Logan, 1979). He saw Romanes, and those of his school as anecdotal in their 
methods, and inaccurate and prejudiced in their use of anthropomorphisms (Mortenson, 
1975). To rectify this, Thorndike brought animals into the laboratory where the 
experimental method would operate in an unbiased and replicable manner (Mortenson, 
1975). In the early part of the century a number of psychologists began using the 
experimental method to investigate learning, and thus they avoided the taint of poor 
methodology. These included Watson, Guthrie, Hull, Tolman and Skinner. 
B. F. Skinner, unlike his predecessors, believed that the manipulation of 
variables should be used to study their effect on behaviour and not to construct 
elaborate theories of learning and motivation (Mortenson, 1975). While he followed 
the experimental tradition of the others, Skinner differed somewhat in his attitude to 
theory. He believed that it was often misleading and unnecessary. Some people have 
gone so far as to regard him as an anti-theorist (see Fantino & Logan, 1979). 
Ethology 
While the growth in ethology is generally attributed to the influence of Konrad 
Lorenz and Niko Tinbergen,' its beginnings can be traced to the turn of this century. At 
this time Charles Whitman, an American, was writing on instincts and how they should 
be studied from an evolutionary perspective (Mortenson, 1975). Wallace Craig, a 
student of Whitman's reared doves in isolation to study instinct and the development of 
behaviour (Mortenson, 1975; Singer, 1987). However, the interest of American 
Zoology with the study of behaviour dissipated and until quite recently it was left to the 
psychologists. This, however, was not the case in Europe. 
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Independently of Whitman, and in greater detail, Oskar Heinroth demonstrated 
that behaviours could be homologized - that is they could be shown to have evolved 
from a common ancestral pattern (Mortenson, 1975). Heinroth's work focused on 
movement patterns in waterfowl. Lorenz, a student of Heiriroth's was, with 
Tin bergen, at the forefront of the dramatic growth of ethology in Europe which 
followed the second world war. The ethologists believed behaviour should be studied 
in the field because that is where it had evolved, and where it would occur naturally. 
They emphasized instinctive or innate rather than learned behaviour, hence the 
importance they placed on fixed action patterns and species specific behaviours. 
It is also important to note the contribution of Karl von Frisch to the study of 
animal behaviour. Along with Lorenz and Tinbergen, von Frisch was awarded the 
1973 Nobel prize for medicine. His work mainly concerned honeybees and 
investigated their sensory capabilities as well as communication (see Singer, 1987; 
Slater, 1986). von Frisch also investigated the ability of honeybees to learn, and 
demonstrated the visual and auditory abilities of fish. 
Behavioural Ecology 
From ethology came the approach to the study of behaviour called behavioural 
ecology. Behavioural ecologists model behaviour in an adaptive, evolutionary 
framework. Optimal foraging theory (OFT) can be regarded as an exemplar of this 
approach (Gray, 1987). The advent of OFT can be traced to the mid 1960's (see 
Schoener, 1987), with the publication of back to back articles in American Naturalist 
by MacArthur and Pianka (1966) and Emlen (1966). OFT attempts to fmd general 
rules about organisms foraging decisions by assuming that natural selection leads to the 
maximization of foraging efficiency (Krebs & Davies, 1981; Krebs, Stephens & 
Sutherland, 1983). This approach has both its supporters (e.g., Stephens & Krebs, 
1986) and critics (e.g., Gray, 1987; Pierce & Ollason, 1987), but irrespective of this, 
at the time it was founded it was a major methodological advance for biology. OFT 
allowed ethological studies to become rigorously testable by making quantitative 
predictions about organisms' behaviour (Hinde, 1982). 
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The Major Differences Separating the Two Approaches 
Psychology and ethology approach the study of behaviour from different 
perpectives. This is in part due to the different paths taken by the more influential 
workers in each field. As shown in the previous section, laboratory experiments arose 
from the need for more rigorous methodological techniques. Thorndike moved animals 
into the laboratory to discover how they behave as they do. To answer this type of 
question researchers investigated the cause and development of behaviour. Ethologists, 
while interested in the causation and development of behaviour, emphasized the 
function of the behaviour and its evolutionary history. Tinbergen (1963) demonstrated 
that there are several ways to answer the question why? in biology. He identified four 
particular why's?, these questions are in terms of: (1) causation, (2) development, (3) 
survival value or function, and (4) evolutionary history. The ethologists emphasis on 
the function and evolutionary history of behaviour lead them to study animals in the 
field where the behaviours would not be perturbations of what they generally viewed as 
the unnatural environment of the laboratory. A brief summary which highlights the 
traditional differences between the two approaches is given in Table 1. 
Table 1. A summary of the differences between the positions of the American psychologists and the 




Study general processes 
Gather empirical data 
Study individuals 




Study specific processes 
Study theories 
Study groups 
Compare across species 
This provides a caricature of the two approaches, but for the purposes of this 
discussion it serves to simplify the issues. 
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Laboratory versus Field 
As described earlier, Thorndike began behavioural experiments in the laboratory 
to avoid the anecdotal story-telling common at the time. Laboratory based studies 
allowed the experimenter to have rigorous control of those factors which are assumed 
to influence behavioural change (Fantino & Logan, 1979). By controlling some 
variables while manipulating others, the experimenter was able to determine the effect 
the manipulated variables have on the behaviour (Fantino & Logan, 1979). This 
provides high internal validity, which refers to the validity of the conclusions drawn 
about the behavioural changes of the subjects used. This may, however, be to the 
detriment of external validity, which refers to the validity of any generalizations made 
from those conclusions (Fantino & Logan, 1979). This means that although laboratory 
studies may explain the cause of a behaviour in the sample examined, the results may 
have little or no meaning outside of that sample because it does not generalize to other 
situations. 
Ethological studies tend to minimize manipulation and control in an effort to 
understand the behaviour in its natural context (Fantino & Logan, 1979; Mortenson, 
1975). This provides high external validity for field studies, but a lack of internal 
validity would make any generalizations from the particular situation irrelevant as there 
may be alternative explanations for the cause of the behaviour which have not been 
eliminated. 
Mechanism versus Function 
The different approaches emphasize different aspects of Tin bergen's four 
why's? While the ethologists claim to have an interested in all four questions, 
traditionally the psychologist has been more interested in the questions of immediate 
causation and development. By gathering empirical data about what elicits a 
behaviour and how it is learned, psychologists investigate the proximate or mechanistic 
reason for the behaviour (Kamil, 1983). This approach provides information on how 
the behaviour is performed and how it arises in the individual, but does not specify its 
function or why it evolved. Ethologists have emphasized the questions of junction 
and evolutionary history, though claiming an interest in all four why's? Their interest 
in the function of the elicited behaviour and thus why it would have evolved (Kamil, 
1983; for an example see Krebs & Davies, 1981), stems from the ethologists interest 
'f 
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in species' adaptations. They believe that if a behaviour was adaptive, then natural 
selection would ensure that it was maintained through evolution. 
General Processes versus Species Specific Behaviour 
Psychological studies investigate behavioural rules and processes which are 
general across species (Kamil, 1983; Slater, 1986). They used individuals of a few 
species which can be used in the laboratory to discover the mechanisms which lead to 
overt behaviour. Ethological studies on the other hand, have concentrated on the 
differences between species (Slater, 1986). Groups of animals are studied to 
investigate the cause of the behaviours in their unique situation (Kamil, 1983). By 
comparing between groups or species, inferences were made about the different 
evolutionary histories and functions of the behaviours. 
Nature versus Nurture 
The final point of discord I will briefly discuss is the psychologists emphasis on 
learning and the ethologists assumption that behaviour patterns are instinctive or innate 
(Slater, 1986). The nature/nurture debates relevance to this discussion is twofold, not 
only is it a point of disagreement between psychologists and ethologists, but it is of 
importance to the rapprochement of the two approaches (for discussion of the 
nature/nurture debate see Gray, 1988; 1989; Lehrman, 1953; 1970; Oyama, 1985; 
1989; in press; Schneirla, 1966). It was not a joining of the behaviourists and the 
ethologists which began the rapprochement, but the writings of the comparative 
psychologists. 
T. C. Schneirla was firmly opposed to the Lorenzian concept of instinct, seeing 
the dichotomy between innate and acquired as meaningless and damaging by 
completely ignoring the process of development (see Schneirla, 1966). Schneirla was 
also wary of generalizing similar behaviours across species without knowing that the 
underlying mechanisms were the same (Hinde, 1982). For example, aggression (see 
Lorenz, 1966) concerned Schneirla as it involves different mechanisms in ants, geese 
and people (Hinde, 1982). In contrast, the ethologists felt that the adjective 
comparative did not belong in the psychologists title as comparisons which disregard 




The point of communication between these groups began when a student of 
Schneirla's, Daniel Lehrman published a critique of Lorenz's theory of instinct 
(Lehrman, 1953). It was a strong attack on the ethologists position, but from it a 
dialogue was established which lead to a permanent rapprochement between members 
of both groups (Hinde, 1982). The rapprochement between the approaches saw 
changes of emphasis from both sides, with a greater emphasis on development for the 
ethologists and on evolution for the comparative psychologists (Hinde, 1982). 
Towards a Synthetic Approach to the Study of Behaviour 
In recent years there has been an increasing call for a greater synthesis between 
the psychological and biological approaches (e.g., Fantino & Abarca, 1985; Fantino & 
Logan, 1979; Gray, in press; Kamil, 1983; 1988; Kamil & Roitblat, 1985; Krebs & 
Davies, 1984; Pulliam, 1981; Shettleworth, 1984; 1988; 1989; Yoerg, 1991). The 
advent of OFf lead to an emphasis on making testable, quantitative predictions in 
biological studies. This approach provided a common terminology for the two 
disciplines. The different disciplines offer one another significant advantages. 
Psychology has a rigorous methodological base in both procedure and analytic 
techniques, with a strong emphasis on data collection which offers high internal 
validity, while biology's emphasis on studying theoretical questions in ~aturalistic 
settings offers high external validity. To successfully address all four of Tinbergen's 
why's? it is necessary to accentuate both internal and external validity. Ethologists 
have also become aware of the need for greater methodological sophistication, while 
psychologists have recognised the possible artificiality of the laboratory compared with 
. the field (Hinde, 1982). In this section I will investigate some different ways that the 
synthesis of these approaches has been achieved. 
1. Psychological procedure to test biological theory. Hanson (1987) has argued that 
operant simulations are essential to test OFT because of the high internal validity 
offered by reinforcement schedules. While operant simulations can provide strong tests 
of OFf it is unrealistic to claim that they are essential (see Shettleworth, 1989). 
Because of the relatively long; time period that operant psychology has had to refine its 
experimental procedures and analytic techniques, many of tii.e problems that arise in 
experimental analyses of foraging behaviour may have already been been solved in the 
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laboratory. Behavioural ecologists should not ignore the psychological literature as it 
would be inefficient to solve the same methodological and conceptual issues 
independently (Kamil, 1983). 
2. Mechanisms as constraints on functional models. Behavioural mechanisms found 
in psychological studies may be incorporated into optimal foraging models as constraint 
assumptions, thus refining the model and making it more realistic (see Kacelnik & 
Todd, 1992). An example of this is the Ideal Free Distribution (IFD, Fretwell, 1972; 
Fretwell & Lucas, 1970), a model of OFT which initially made simple, psychologically 
unrealistic assumptions about animals' abilities. The incorporation of more realistic 
assumptions about foragers perceptual abilities could potentially explain deviations 
from the ideal free predicted relationship (Abrahams, 1986). Increasing the precision 
of optimal foraging models with more realistic constraint assumptions, means that the 
models will no longer maximize precision and generality, but rather maximize precision 
and realism (for a discussion of the tradeoffs involved in constructing biological models 
see Levins, 1966). 
3. Maximizing validity. Combining laboratory and field studies is an important part 
of the synthesis as it can alleviate the difficulties associated with internal and external 
validity. This may be achieved in several ways, for example, Baum (1983) suggests 
that rather than making natural situations more simple and abstract, you should use 
simulations within operant settings. For example, Baum (1982) and Davison (1991) 
used change over delay between pecking keys as an analogue for travel, with an 
increase in change over delay representing an increase in the travel requirement. Other 
ways to maximize validity include using physically more naturalistic surroundings in a 
laboratory type situation (e.g., an aviary), as has been done in cache recovery studies 
(see Balda, 1980; Balda & Kamil, 1989; Karnil & Balda, 1985; VanderWall, 1982) 
and the use of slides in visual detection studies (see Pietrewicz & Kamil, 1977; 1979). 
Table 2 lists several studies which use these techniques to synthesize the study of 
behaviour. Virtually all of the studies, to varying degrees, use psychological 
procedures to test biological theory in the laboratory, and they also attempt to maximize 
validity in some way. However, relatively few of the studies incorporated or 
considered mechanisms as constraints on functional models (but see Gray, in press; 
Gray & Davison, in press; Kacelnik & Todd, 1991). 
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f Table 2. An overview of studies that practise a synthetic approach to the study of animal behaviour. 
The species used, how the synthesis was achieved and where it was carried out are shown. 
Reference Spe-cies How Synthesized Lab/Field 
~ Balda & Kamil (1989) scrub jays, experimental foraging L . . 
(cache recovery) room 
> pmyonJays, 
& Clark's made naturalistic 
nu !crackers 
Baum (1983) pigeons simulation of foraging L 
t>' 
Davison (1991) pigeons simulation of foraging L 
,, Fantino & Abarca (1985) pigeons simulation of foraging L 
Gray (in press) sparrows foraging experiment L 
performed in an aviary 
Gray & Davison (in press) sparrows, one foraging experiment L&F 
-) 
& ducks performed in an aviary, 
the other in a naturalistic 
"- environment 




Hanson (1987) pigeons simulation of foraging L 
'r Kacelnik & Todd (1992) pigeons simulation of foraging L 
7 
~ Kamil & Balda (1985) Clark's experimental foraging L 
nutcrakers room made naturalistic 
Kamil, Y oerg blue jays presented slides L 
& Clements (1988) 
Lea (1979) pigeons simulation of foraging L 









presented slides of cryptic 
prey 
experiment performed 
in an aviary 




While Table 2 shows that there have been several studies which do test 
hypotheses in a synthetic manner, it is still important to be cautious of operant studies 
which claim to take such an approach. These studies may actually be tests of schedule 
effects or maze running behaviour that have been simply redescribed as foraging 
studies (Shettleworth, 1989). Other possible difficulties with the synthetic approach 
include a continued miscommunication between psychology and biology (Shettleworth, 
1989). The differences between the approaches can make cross-disciplinary 
understanding difficult (Kamil, 1983). Accurate communication between the two fields 
is important as optimal foraging models and psychological models are different, not 
alternative accounts of behaviour (Shettleworth, 1989). By asking questions about 
behaviour at a proximate level psychological models complement biological studies 
which ask ultimate questions about the behaviours origins. Hence it is important to 
avoid confusion of the explanations as they are accounts of the same behaviour at 
different level of analysi~ (for a discussion of levels of analysis debate see Jamieson, 
1989; Sherman, 1989). 
Caution must be also be used not to overextend conclusions from operant 
simulations, as Shettleworth (1989) has said " ... support for an optimal foraging 
model in an operant simulation can account for behaviour, not that it necessarily does 
so in the field" (her own emphasis). There are several, strategies which can be used to 
avoid making unwarranted extrapolations from one situation to another. These 
strategies include comparing the results of a series of experiments which take place in 
progressively more naturalistic environments (Fantino & Abarca, 1985), coordinated 
parallel studies in both operant and naturalistic surroundings (see Shettleworth, 1989), 
and observations of natural history which leads to more ecologically orientated 





While OFT has provided a common interface between the psychological and 
biological approaches it has generally sought to construct its own experimental 
procedure, rather than drawing on the experience of psychology. An example of this is 
the IFD which predicts the optimal equilibrium distribution of animals among patchy 
resources. The IFD assumes that organisms act to maximize their foraging efficiency, 
and that these organisms are both ideal (have perfect knowledge) andfree (are 
unimpeded by others) when they choose between resource sites. These assumptions 
lead to the prediction that the ratio of organisms between resource sites would equal the 
ratio of resources between those sites. Similar models appeared independently in the 
biological literature at about the same time as the IFD (see Orians, 1969; Parker 1970). 
The IFD is structurally analogous to the matching law from psychology (Gray & 
Davison, in press; Krebs & Kacelnik, 1991; Pulliam & Caraco, 1984; see Davison & 
McCarthy, 1988 for a review of the literature on the matching law), which predicts that 
individuals behavioural allocation would equal the reward distribution. Though this 
analogy is well recognized, there has been little attempt to use the existing methodology 
provided by the psychologists to test the IFD (but see Gray, in press; Gray & Davison, 
in press). 
Almost all of the studies shown in Table 2 have tested foraging models in 
laboratory situations. With this thesis I have attempted to synthesize the 
methodological sophistication of research on the matching law with the theory and the 
naturalistic setting typically found in ecological studies in an attempt to simultaneously 
maximize both internal and external validity. The aim of this type of synthesis was to 
provide rigorous tests of a biological theory and investigate the effects of mechanisms 
as constraints on a functional model of behaviour. In attempting to achieve this, I 
studied free-living mallard ducks (Anas platyrhynchos L.) on the Water of Leith,' 
Dunedin, New Zealand. By controlling the resource (food) rates at separate sites it was 
possible to quantify the effect of resources on the spatial distribution of the ducks. Any 
environmental factors which could effect the distribution of the organisms, and bias 
them towards one site, were removed by analysis techniques described by Baum 
(1974) for operant studies. Thus, by synthesizing the theory of an ecological model 






setting, it was possible to obtain good control over the variables of interest and 
eliminate the effects of potentially confounding variables. While there is a growing 
literature which synthesizes psychological and biological approaches to the study of 
behaviour, they have tended to emphasize learning studies in a foraging context 
Although these studies have taken function and evolutionary history seriously, they 
tend to concentrate on the behavioural decisions of individuals while investigating 
general processes. In this thesis I investigated individuals foraging decisions and the 
effect that these had on the distribution of a group of foragers. I attempted to 
emphasize both the process and the functional reason for making the decision. 
Chapter 2 of this thesis investigates the question Can ecological theory predict 
the distribution of foraging animals? I reanalyse the ideal free foraging literature using 
the method of analysis of studies on the matching law. These methods can be shown to 
analyse the IFD in a more sensitive manner than those used previously. Any deviations 
from the IFD could be quantified in this manner. Departures from the IFD may result 
from violations of its assumptions. 
Chapter 3 tests Abrahams' (1986) Perceptual Limit Model (PLM). The PLM 
seeks to explain deviations from the IFD by making the psychologically more realistic 
assumption that organisms do not have perfect knowledge of the availability of 
resources. To test the PLM I use two conditions, one with an absolute resource rate 
that is six times that of the other condition. If the ducks are perceptually constrained 
(do not have perfect information), their distribution would be less extreme in the 
condition with the lower absolute resource rate. 
Chapter 4 simulates the effects of both perceptual constraints and agonistic 
interactions on the IFD. The simulation programme was obtained from Abrahams 
(1986) study, and substantially modified, to model the choice behaviour of individual 
organisms within a group. This simulation allows the effects on the distribution of 
organisms of: (1) perceptual constraints, (2) interactions (both the number and 
distribution), (3) the number of organisms, and (4) the relative and absolute resource 
availabilities, to be quantified. This simulation will thus demonstrate the potential 
effects of violations of both the ideal and free assumptions of the IFD. 
Chapter 5 tests a counter-intuitive result of chapter 3. The perceptual constraint 
experiment suggests that agonistic interactions may act as a benefit rather than as a cost 










conditions. It is possible to differentiate between the two hypotheses in this fashion. If 
interactions provide information cues about the resource profitability, a site where there 
are relatively more interactions in one condition than in the other should attract more 
foragers. Conversely, if interactions act as a cost, such a site should be avoided by the 
foragers. 
Chapter 6 tests the effects of increased travel between resource sites on the IFD. 
The experiment has two conditions which are identical apart from the distance between 
the resource sites. If relatively small changes in the distance between resource sites 
substantially alters the distribution of foraging organisms, this will have implications in 
relation to the utility of the IFD at different ecological scales. 
Finally, in chapter 7 I integrate the findings of the previous chapters. 
(All experiments in this thesis which used animal subjects were approved by the 








Abrahams, M. V. (1986). Patch choice under perceptual constraints: a cause for 
departures from an ideal free distribution. Behavioral Ecology and 
Sociobiology, 19, 409-415. 
Balda, R. P. (1980). Recovery of cached seeds by a captive Nucifraga caryotactes. 
Zietschriftfur Tierpsycologie, 52, 331-346. 
Balda, R. P. & Karnil, A. C. (1989). A comparative study of cache recovery by 
three corvid species. Animal Behaviour, 38, 486-495 . 
Baum, W. M. (1974). On two types of deviation from the matching law: bias and 
undermatching. Journal of the Experimental Analysis of Behavior, 22, 231-
242 
Baum, W. M. (1982). Choice, changeover, and travel. Journal of the Experimental 
Analysis of Behavior, 38, 35-49. 
Baum, W. M. (1983). Studying foraging foraging in the psychological laboratory. 
In R. L. Mellgren (ed). Animal Cognition and Behavior, pp 253-283. North 
Holland, Amsterdam. 
Darwin, C. (1859). On the origin of the species by means of natural selection, or the 
preservation offavoured races in the struggle for life. The illustrated edition. 
Faber & Faber, London, 1979. 
Davison, M. (1991). Choice, changeover, and travel: A quantitative model. Journal 
of the Experimental Analysis of Behavior, 55,47-61. 
Davison, M. & McCarthy, D. (1988). The matching law: A research review. 






Emlen, J. M. (1966). The role of time and energy in food preference. American 
Naturalist, 100, 611-617. 
Fantino, E. & Abarca, N. (1985): Choice, optimal foraging, and the delay-reduction 
hypothesis. Behavioral and Brain Sciences, 8, 315-330. 
Fantino, E. & Logan, C. A. (1979). The Experimental analysis of Behavior: A 
Biological Perspective. Freeman, San Francisco. 
Fretwell, S.D. (1972). Populations in a Seasonal Environment. Princeton 
University Press, Princeton,. 
Fretwell, S.D. & Lucas, H. L. (1970). On terrestrial behaviour and other factors 
influencing habitat distribution in birds. Acta Biotheoretica, 19, 16-36. 
Gray, R. D. (1987). Faith and foraging: a critique of the "paradigm argument from 
design". In A. C. Kamil, J. R. Krebs, & H. R. Pulliam (eds). Foraging 
Behavior, pp 69-140. Plenum Press, New York. 
Gray, R. D. (1988). Metaphors and methods: behavioural ecology, 
panbiogeography and the evolving synthesis. In M.-W. Ho & S. W. Fox (eds.). 
Evolutionary Processes and Metaphors, pp. 209-242. Wiley, New York. 
Gray, R. D. (1989). Oppositions in panbiogeography: can the conflicts between 
selection, constraint, ecology, and history be resolved? New Zealand 
Journal of Zoology, 16, 787-806. 
Gray, R. D. (in press). Sparrows, matching, and the ideal free distribution: A 
synthesis of biological and psychological approaches. Animal Behaviour. 
Gray, R. D. & Davison, M.D. (in press). Substantial departures from the Ideal Free 
Distribution: House sparrows and mallards undermatch patch profitabilities. 
- -









Hanson, J. (1987). Tests of optimal foraging theory using an operant analogue. In 
A. C. Kamil, J. R. Krebs, & H. R. Pulliam (eds). Foraging Behavior, pp 335-
362. Plenum Press, New York. 
Hamm, S. L. & Shettleworth, S. J. (1987). Risk aversion in pigeons. Journal of 
Experimental Psychology: Animal Behavior Processes, 13,376-383. 
Hinde, R. A. (1982). Ethology. Fontana, U.K. 
Jamieson, I. G. (1989). Levels of analysis or analyses at the same level. Animal 
Behaviour, 37, 696-697. 
Kacelnik, A. & Todd, I. A. (1992). Psychological mechanisms and the marginal 
value theorem: effect of variability in travel time on patch exploitation. Animal 
Behaviour, 43, 313-322. 
Kamil, A. C. (1983). Optimal foraging theory and the psychology oflearning. 
American Zoologist, 23, 291-302. 
Kamil, A. C. (1988). A synthetic approach to the study of animal intelligence. 
Comparative Perspectives in Modern Psychology: Nebraska Symposium on 
Motivation, 35, 257-308 . 
Kamil, A. C. & Balda, R. P. (1985). Spatial memory and cache recovery in Clark's 
nutcrackers (Nucifraga columbiana). Journal of Experimental Psychology: 
Animal Behavior Processes, 11, 95-111. 
Kamil, A. C. & Roitblat, H. L. (1985). The ecology of foraging behaviour: 
Implications for animal learning and memory. Annual Review of Psychology, 
36, 141-169. 
Kamil, A. C., Yoerg, S. I. & Clements, K. C. (1988). Rules to leave by: Patch 





Klopfer, P. H. & Hailman, J. P. (1967). An Introduction to Animal Behavior: 
Ethology's First Century. Prentice_-Hall, New Jersey. 
Krebs, J. R. & Davies, N. B. (1981). An Introduction to Behavioural Ecology. 
Blackwell, Oxford. 
Krebs, J. R. & Davies, N. B. (1984). Behavioural Ecology: An Evolutionary 
Approach. Second Edition. Blackwell, Oxford. 
Krebs, J. R. & Kacelnik, A. (1991). Decision-making. ill J. R. Krebs & N. B. 
Davies (eds). Behavioural Ecology: An evolutionary approach (3rd edition), 
pp.105-136. Blackwell, Oxford. 
Krebs, J. R., Stephens, D. W. & Sutherland, W.J. (1983). Perspectives in 
optimal foraging. In G. A. Clark & A. H. Brush (eds). Perspectives in 
Ornithology, pp 165-216. Cambridge University Press, New York. 
Lea, S. E. G. (1979). Foraging and reinforcement schedules in the pigeon: Optimal 
and non-optimal aspects of choice. Animal Behaviour, 27, 875-886. 
Lehrman, D. S. (1953). A critique of Konrad Lorenz's theory of ~stinctive 
behavior. Quarterly Review of Biology, 28, 337-363. 
Lehrman, D. S. (1970). Semantic and conceptual issues in the nature-nurture 
problem. ill L. R. Aronson, E. Tobach, D. S. Lehrman & J. S. Rosenblatt 
(eds). Development and evolution of behavior, pp. 17-52. Freeman, San 
Francisco. 
Levins, R. (1966). The strategy of model building in population biology. American 
Scientist, 54, 421-431. 




MacArthur, R. H. & Pianka, E. R. (1966). On optimal use of a patchy environment. 
American Naturalist, 100, 603-609. 
Mortenson, F. J. (1975). Animal Behavior: Theory and Research. Basic Concepts 
in Psychology Series. Brooks/Cole, Monteray. 
Orians, G. H. (1969). On the evolution of mating systems in birds and mammals. 
American Naturalist, 103, 589-603. 
Oyama, S. (1985). The ontogeny of information. Cambridge University press, 
Cambridge. 
Oyama, S. (1989). Ontogeny and the central dogma: Do we need the concept of 
genetic programming in order to have an evolutionary perspective? In M. R. 
Gunner & E. Thelen (eds.). Systems and Development. The Minnesota 
Symposia on Child Psychology, vol. 22, pp. 1-24. Hillsdale, New Jersey. 
Oyama, S. (in press). Essentialism. Women and war: Protesting too much, 
protesting too little. In C. Planembaur, A. Hunter & S. R. Sunday (eds.). 
The Societal Origins of Peace and War: a Challenge to Genetic Determinism. 
Gordian, New York. 
Parker, G. A. (1970). The reproductive behaviour and the nature of sexual 
selection in Scatophaga stercoraria L. (Diptera: Scatophagidae) IT. The 
fertilisation rate and spatial and temporal relationships of each sex around the 
site of mating and oviposition. Journal of Animal Ecology,_ 39,.205-228. 
Pierce, G.J. & Ollason, J. G. (1987). Eight reasons why optimal foraging theory is 
a complete waste of time. Oikos, 49, 111-118. 
Pietrewicz, A. T. & Kamil, A. C. (1977). Visual detection of cryptic prey by blue 






Pietrewicz, A. T. & Karnil, A. C. (1979). Search image formation in the blue jay. 
(Cyano~itta cristata). Science, 204, 1332-1333. 
Pulliam, H. R. (1981). Learning to forage optimally. In A. C. Kamil & T. D. 
Sargent (eds). Foraging Behaviour: Ecological, Ethological, and Psychological 
Approaches, pp 379-388. Garland, New York. 
Pulliam, H. R. & Caraco, T. (1984). Living in groups: Is there an optimal group 
size? In J. R. Krebs & N. B. Davies (eds). Behavioural Ecology: An 
evolutionary approach (2nd edition), pp.122-147. Blackwell, Oxford. 
Schneirla, T. C. (1966). Behavioral development and comparative psychology. 
Quarterly Review of Biology, 41, 283-302. 
Schoener, T. W. (1987). A brief history of optimal foraging ecology. In A. C. 
Kamil, J. R. Krebs, & H. R. Pulliam (eds). Foraging Behavior, pp 5-67. 
Plenum Press, New York. 
Sherman, P. W. (1989). The clitoris debate and the levels of analysis of analysis . 
Animal Behaviour, 37, 697-698. 
Shettleworth, S. J. (1984). Learning and behavioural ecology. In J. R. Krebs & N. 
B. Davies (eds). Behavioural Ecology: An Evolutionary Approach. Second 
Edition. pp 170-194. Blackwell, Oxford. 
Shettleworth, S. J. (1988). Foraging as operant behaviour and operant behaviour as 
foraging: What have we learned? The Psychology of Learning and Motivation: 
Advances in research and theory, 22, 1-49. 
Shettleworth, S. J. (1989). Animals foraging in the lab: Problems and promises. 







Singer, B. (1987). History of the study of animal behaviour. In D. McFarland (ed). 
The Oxford Companion to Animal Behaviour. pp255-272. Oxford University 
Press, Oxford. 
Slater, P. J. B. (1986). Animals of the World: Animal Behaviour. Leisure Circle, 
Wembley. 
Stephens, D. W. & Krebs, J. R. (1986). Foraging Theory. Princeton University 
Press, Princeton, NJ. 
Tinbergen, N. (1963). On aims and methods of ethology. Zietschriftfur 
Tierpsycologie, 20, 410-433. 
Vander Wall, S. B. (1982). An experimental analysis of cache recovery in Clark's 
nutcracker. Animal Behaviour, 30, 84-94. 
Yoerg, S. I. (1991). Ecological frames of mind: the role of cognition in behavioural 







Can ecological theory predict the distribution of 
foraging animals? A critical analysis of 
experiments on the Ideal Free Distribution 
Abstract- Opinion differs on the empirical success of the Ideal Free Distribution. The 
Ideal Free model predicts that the distribution of organisms between resource sites 
should match the distribution of resources. Many studies report support for this 
prediction. We review tests of this model utilising a method of analysis derived from 
the psychological principle called the matching law. Our reanalysis revealed that the 
distribution of organisms is consistently less extreme than the distribution of resources. 
This systematic deviation from the Ideal Free Distribution means organisms underuse 
richer sites and overuse poorer sites. We examine how deviations from the Ideal Free 
Distribution may arise as a consequence of discrimination constraints, competitive 
interactions, competitive asymmetries and travel between sites, and recommend ways in 
which the design of future tests of the Ideal Free Distribution may be improved. 





"The remarkable ability of groups of animals to divide themselves rapidly and 
precisely among two or mGre feeding sites in proportion to their rate of food 
delivery results in one of the best matches between theory and observation in 
contemporary behavioural ecology". 
(Talbot and Kramer 1986, p. 93) 
Can the distribution of organisms be predicted from a knowledge of the resource 
distribution? The advent of optimal foraging theory in the mid 1960's provided 
behavioural ecologists with a conceptual and methodological framework to answer 
questions of this kind (see Stephens and Krebs 1986, Schoener 1987). The optimal 
foraging model developed to predict the equilibrium distribution of organisms among 
patchy resources or habitats is termed the Ideal Free Distribution (hereafter IFD, see 
Fretwell and Lucas 1970, Fretwell1972). The IFD makes several major assumptions 
about foraging organisms. It assumes that foraging organisms (1) will act to maximise 
foraging efficiency, (2) have perfect knowledge about resource profitabilities, and (3) 
are of equal competitive abilities. The IFD also assumes that there is no competitive 
interference and that travel between resource sites has a negligible effect on the 
distribution of organisms. -
The IFD predicts that the equilibrium proportion of organisms in a habitat or site 
will equal the proportion of resources in that habitat or site. This relationship has been 
termed habitat matching (Pulliam and Caraco 1984) and can be expressed as, 
(1) 
where N 1 and N2 are the number of organisms at sites 1 and 2, and R 1 and R2 are the 
amounts of resources in those sites. Habitat matching is the distribution at which each 
organism maximises its resource uptake. Given the assumption of equal competitive 
abilities, at this distribution each organism will also obtain an equal rate of returns. The 
IFD is thus an evolutionary stable strategy (Milinski 1979, Fagan 1987, Recer, 
Blanckenhorn, Newman, Tuttle, Withiam and Caraco 1987). 
If the IFD could accurately predict the distribution of foraging animals then it 
would be an extremdy useful tool for conservation and wildlife management. For 




could be used to predict the effects on the population's distribution. Sutherland and 
Goss-Custard (1990, 1991) used ideas based on the IFD to predict what effect ~abitat 
·loss would have on the distribution and mortality of shorebirds. In a review of the 
relevance of the lFD to conservation, Bernstein, Krebs and Kacelnik (1991) discussed 
how the model could be applied to questions about the effects of habitat loss, to the 
estimation of habitat value, and to the selection of an appropriate habitat scale for 
conservation. Similarly, Fagan (1988) has used the IFD to derive quantitative 
predictions on habitat use within a watershed area by Sitka black-tailed deer. The 
model predicted that logging would have a significant effect on deer mortality, 
particularly in years of heavy snow fall (Fagan 1988). Thus, in principle, the IFD is 
potentially both a powerful theoretical and practical tool. 
Opinion about the empirical success of the IFD is, however, quite divided. 
Milinski (1979, 1984), Harper (1982), Godin and Keenleyside (1984), Dill (1987), 
Recer et al. (1987), Abrahams (1989) and Croy and Hughes (1991) all claimed that the 
IFD was a good predictor of foraging organisms' distribution. Milinski (1988) 
emphasised that the IFD was robust to violations of its assumptions. He claimed that 
its predictions are repeatedly confirmed even though one of its assumptions is almost 
always violated. If the IFD really is robust to violations of its assumptions it would be 
a very useful general predictive tool for behavioural ecologists. In contrast, however, 
Abrahams (1986), Sutherland, Townsend and Patmore (1988) and Gray and Davison 
(in press) have all claimed that there are consistent deviations from the IFD- organisms 
consistently underuse better sites and overuse poorer sites. 
The ability to quantify the exact relationship between organisms and resources 
depends on the sensitivity of the way in which the data are analysed. The IFD is 
structurally analogous to the matching law in psychology (Pulliam and Caraco 1984, 
Krebs and Kacelnik 1991, Gray ~d Davison in press; see Davison and McCarthy 1988 
for a review of the literature on the matching law). Just as the IFD states that the 
proportion of organisms at a site will match the resource ratio, the psychological 
matching law predicts that individual behavioural allocation between reinforcement 
sources will match the reinforcement ratio. It is important to note that this structural 
similarity between the IFD and the matching law does not necessarily imply that the 
same behavioural processes are involved (see Houston and Sumida 1987). The IFD is 
an optimality model of the allocation· of a group of organisms, while the matching law 





allocate their behaviour according to the matching law will not always maximise overall 
reinforcement rate (see Mazur 1981, Herrnstein 1990). However, the structural 
similarity between the two models suggests that the way in which psychological data on 
the matching law are analysed may have implications for ecological analyses of the 
relationship between organisms and resources. 
The psychological literature has described a method of quantifying the 
relationship between behavioural allocation and reinforcement that provides sensitive 
measures of deviations from the strict matching relationship. Baum (1974) found that 
there are typically two separate types of deviation from strict matching: undermatching 
and bias. Undermatching occurs when the ratio of behaviour is less extreme than the 
reinforcement ratio. Bias is any preference for one site over another not accounted for 
by the reinforcement ratio. These two types of deviation from a strict matching 
relationship result in a power function of the form: 
(2) 
where B11B2 is the ratio of behavioural allocation between the sites, a is an estimate of 
the sensitivity to reinforcement and c is an estimate of bias. In log terms this becomes 
the linear relationship, 
log(~~) = a log(~~)+ log c. (3) 
Double logarithmic plots thus transform the power function into a straight line. This 
enables the sensitivity and bias parameters to be quantified. Sensitivity to 
reinforcement is quantified by the slope of these log ratio plots and the bias by the 
intercept. Undelll)atching is represented by a slope ofless than one (Baum 1974), 
while the IFD predicts a slope of one. 
Power function deviations from the IFD may arise as a consequence of perceptual 
constraints and interference (see Sutherland 1983, Abrahams 1986, Fagan 1987). 
There are also many reasons for site bias in tests of the IFD. The presence of predators 
and the effects of factors like shade, waterflow and temperature may all affect the 
distribution of organisms. The ability to separate the effects of variables such as the 
presence of predators from the effects of resources on the distribution of foraging 
animals is potentially very useful for ecologists. 
' ., 
Review 2.5 
The structural similarities between the matching law and the lFD suggest that the 
same type of analysis used to quantify deviations from the matching law could also be 
used to quantify departures from the IFD. To illustrate this we simulated Harper's 
(1982) first experiment in which 33 mallard ducks were fed at two sites with a patch 
profitability ratio of 2:1 (details of the simulation are supplied below). When the 
proportion of organisms is plotted against the proportion of resources the data appear to 
be a reasonable fit to the Ideal Free predicted relationship, particularly at the less 
extreme ratios (see Fig. 1(a)). When the same data are plotted on double logarithmic 
axes the relationship between the organisms and resources clearly differs from the 1FD 
(see Fig. 1(b)). The actual slope of 0.69 is substantially lower than the predicted slope 
of one. This suggests that, in studies that claim to support the IFD's predictions, 
deviations may have gone undetected because of insensitive methods of analysis. 
The analogy with the matching law also suggests some more powerful ways in 
which tests of the IFD may be designed. The slope and intercept of regression analyses 
quantify the relationship between organisms and resources. The best design would 
thus use a series of different resource input ratios with a substantial range of ratio 
values (e.g. 6:1 to 1:6). Extreme ratios are important as it is at these ratios that 
deviations from the IFD would be most detectable (see Fig. 1(b)). In our simulation of 
Harper's (1982) study we used eight different resource ratios (8:1 to 1:8, see Fig. 1). 
However, in Harper's actual experiment the most extreme resource ratio was 2:1 (the 
2:1 and 1:2 ratios are those in the center of Fig. 1(b)). With only this range and 
.. 
number of ratios to calculate the slopes for Harper's (1982) experiments, the estimates 
are likely to be quite unreliable. 
To resolve the divergence of opinion over the success of the IFD we reanalysed 
tests of the IFD using the method of analysis described above. That is, we regressed 
the log ratio of the numbers at each site against the log ratio of the resources at each 
site. This enabled us to estimate the slope and bias for a range of Ideal Free foraging 
studies (see Table 1). The data were taken from the most accurately quantifiable source 
available in the published results. These included number values, histograms and 
scatterplots. For those studies where more than one experiment was performed slopes 
were calculated for each. Our reanalysis found that these slopes systematically deviated 
from the IFD prediction of a slope of one. 44 of the 52 slopes undermatched the 
resource ratio (see Fig. 2 and Table 1). The actu'al distribution of slopes had a median 















" " " 
" " 
/ 
" " " 
0.0 +----.----r----r---r----1 
0.0 0.2 0.4 0.6 0.8 1.0 
(Rl/Rl+R2) 








" " " . " 
" " " 
-1~--------r--------~ 
-1 0 1 
log (Rl I R2) 
Fig. 1. A simulation of Harper's (1982) experiment 1. (a) shows the relationship between the 
proportion of organisms and the proportion of resources. The IFD prediction of habitat matching is 
shown by the dashed line. While the relationship is curvilinear, the data appears to approximate habitat 
matching. (b) shows the same data plotted on double logarithmic axes. The relationship is linear and 
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Fig. 2. The frequency distribution of the slopes for the experiments listed in Table 1. 
[' Reference Species Population size Prey Experimental II of ratios Overall input Slopo Bias Explanation given by autbors 
C'i condition constant? 
Abrahams 1989 Guppies 10 Onion fly eggs Malo am 5 y 0.71 X . • • • both groups of fish conformed to the 
(Pot:cilia reticldata) (Delia anJigua) Male noon 0.93 X predictions of the ideal free distribution 
Maleprn 0.48 X (IFD) theory." 
Female am 9 y 0.25 X 
Female noon 0.73 X 
Femaloprn 0.75 X 
Croy &Hughes 1991 Fifteen-spined 1 Artonia 2xproy rate 2 N 1.18 O.ol "The flllh distributed themselves in 
sticklebacks proportion to tho profitability of tho food 
(Spinachiil spinachia) 2xprey size y 0.42 0.01 soun:e (ideal free distribution)" 
Di111987 Guppies 10 Onion fly eggs Female 1 1 0.79 X "Both sexes distribute themselves in 
Malo 0.52 X accordance with tho ideal free prediction" 
Gillis & Kramer 1987 Zebraflllh 30 Artonia 30 1 y 1.09 X "Deviations from the ideal free distribution 
(Brachydank> rerio) 60 60 0.83 X were significant only at high densities" 
120 120 0.56 X 
240 240 0.59 X 
Godin & Keenleyside 1984 A<quid<n.o curviceps 6 1-5 day old 3 N 0.61 or X " ••• the fish adjusted their distribution 
H<rotilapia 0.43 (a) X between the two food patches in approximation 
multi.rpinosa to the patch profitability ratio" 
Gotccitas & Colgan 1991 'J'hreo.spined 6 Artonia Exp 1 1 y 0.82 • " .•• distributed themselves between patches 
sticklebacks according to the ratio of patch profitability, as 
(Ga.rt.rosteus acu~atus) predicted by the ideal free distribution (IFD) modeL" 
Grayms. House sparrows 6 White millet Response 5 y 0.47 0.02. "All three measures of behavioural allocation 
(Passer domemcus) Perch 0.34 O.ol significantly differed from the JFD prediction 
Perch & Table 0.5 0.05 of a slope of one'1 
Gray & Davison in press House sparrows 11 White millet Sparrow exp 5 y 0.2 .0.22 "In both experiments the distribution 
(Passer domesticus) of birds substmtially undermatched the 
Mallards 70-109 2gpieces of SiteA/B 5 y 0.72 0 patch profitability ratio. • 
(Ana.r plal)'rhynchos) bread SiteA/C 0.63 0.14 
SiteB/C 0.8 0.16 
HIIIJ'C" 1982 Mallards 33 2g pieces of Exp 1 2 N 1.10or X ";Ihe distribution of the flock between two 
bread 0.86 (a) X food patch"" w .. very simiiar to that 
~ Exp4(a) 1 y 0.86 • predicted by tho ideal free modeL • . ~ 
;::... 
Inman 1990 Starlings 12 Aypupae Numbers 1 y 0.23 • "The observed distributions differed <:)) 
~ (Sturnus vulgaris) (Lucilia Competitive 0.77 • significantly from the predicted distributions 
se~cata) weights of the ideal free model" 
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00 Rof=co Species Population size Prey Experimental II of ratios Ovenill input Slope Bias Explanation glven by authors 
c--i oondition oonslmlt'l 
Jakobsen & Johnsen 1987 Daphnia pula 100 Algao [Low) 1 y 1.62 • "Our results show that individuals ••• distributed 
(St:i!ruukmuu [Medium] y 1.39 • themselves in close approximation to the patch 
aclii!U} [High) y 0.42 • profitabilities, but only when food was limiting. • 
[Very high] y -0.04 
Korona 1990 Flour beetles 12 Freohfiour Exp.2-short 1 y 0.96 • " ••• as evidence that the free distribution 
(friboliwn conjimun) -long 0.6 . of flour beetles depends on travel costs" 
Milinski 1979 'fhreo.spined 6 Daphnia magM 3 N 0.92 X " , •• distnbuted themselves between tho two 
sticldebacks patches in tho ratio of patch profitability" 
Milinski 1984 'fhreo.spined Exp 1-6 Daphnia Irregular input 1 y 0.69 • "Tho good oompetitors as well as tho poor 
sticldebacks Regular input 0.95 . ones were distributed between the patches 
Exp2-3 Jrr. good competitor 1.23 • in the ratio of patch profitabilities" 
Irr. poor oompetitor 0.31 
Reg. good oompetitor 1.45 
Reg. poor oompetitor 0.2 
Recer, Blanckenhom, Mallards 24-50 3g pieces of 2 N 0.95 or X "The data indicate satisfactory agreement with 
Newman, Thttle, Withiam bread 0.81 (a) X the predicted habitat matching pattern." 
& Caraco 1987 
Sutherland, Townseod & Goldfish 6 Thbifex worms 1 y 0.47 . "The distribution ... approximately mimicked 
Patmore 1988 (Cara.rsius tJJUat:Ju) that expected for tho ideal free distribution but 
with slightly too many fiSh in the poorer site. • 
Talbot & Kramer 1986 Guppies 40 Daphnia Day 1 1 y 0.5 X "Our study shows that these 1FD> will not 
Day2 0.41 X necessarily occur. • 
Day3 0.24 X 
Day4 .f!.27 X 
DayS 0.47 X 
Whitehead & Hope 1991 Sperm Whalen, Tho NW Pacific Wbaleoil Galapagos I NWP 1 N 2.42 • • After 1935 ••• the whalers now appeared to 
1830-50 &Galapagos NWP I Galapagos 0.41 • be ideal free foragers." 
fleets 
Tab. 1. Review aod reanalysis of ideal free foraging studies. 
1 • indeterminable. 
~ • ·bias oould not bo calculated duo to tho presence of ottly one input ratio. ..... x ·bias caonot be determined as alternate ratios were combined • 
;;:.. 












The majority of the studies reviewed here analysed their data in ways that were 
insensitive to departures from the Ideal Free prediction. This leads to quite different 
conclusions about the success of the IFD. For example, Abrahams (1989), who used 
the proportions of organisms and resources at a site to analyse his data, stated that 
" ... both groups of fish conformed to the predictions of the ideal free distribution 
(IFD) theory". Our reanalysis of his data, however, shows that neither group of fish 
(female or male) approximated the IFD. The slopes ranged at different times of the day 
from 0.25 and 0.75 for the females, and 0.48 and 0.93 for the males. Milinski (1984), 
who used the numbers of organisms in a site against time to analyse his data, concluded 
that "the good competitors as well as the poor ones were distributed between the 
patches in the ratio of patch profitabilities ". Our reanalysis of his data, however, 
shows that neither group of competitors approximated the IFD. The good competitors 
had slopes of 1.23 and 1.45 in the two different input conditions, while the poor 
competitors had slopes of 0.31 and 0.2 in the same input conditions. 
There are several major problems with the design of many of the experiments 
listed in Table 1. Some of these problems limited our ability to reanalyse the data. 
Fewer than half the experiments reported more than two ratios and fewer than half 
reported a ratio more extreme than 2:1. As shown earlier, a series of different ratios, 
particularly extreme ones, provides the most information about deviations from the 
IFD. The low number of ratios used means that we had few points with which to 
estimate the slope of the regression line (see Fig. 3). 
For some of those experiments where bias could be quantified it had a substantial 
effect on the distribution (e.g. Gray and Davison in press). However, in most studies 
( 43 out of 52) we could not calculate an estimate of site bias, either because the 
experiment had only one resource ratio, or because it combined alternate resource ratios 
(i.e. lumped the 2:1 and 1 :2 ratio data). For experiments that combined their alternate 
ratios there was no way to determine which site should be first in the ratio term and 
thus we were forced to make two estimates of the slope of the regression (see Table 1). 
A final problem with six of the 24 studies listed in Table 1 was that when they 
changed the distribution of resources, they also changed the overall level of resource 
availability. These studies thus confounded their analysis of the effect of changes in the 









overall resource availability can have a major effect on the distribution of foraging 
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Fig. 3. The frequency distribution of the number of ratios used in the experiments listed in Table 1. 
How can this systematic deviation be explained? 
In this section we will explore ways in which the systematic undermatching of 
organisms to resources may arise as a consequence of violations of the IFD's 
assumptions of perfect knowledge, no interference, equal competitive abilities, and a 
negligible effect of travel between sites. 
Imperfect Knowledge 
First, we will deal with a violation of the assumption that organisms have perfect 
knowledge of resource profitabilities. Abrahams (1986) proposed a perceptual limit 
model to explain departures from habitat matching. Abrahams' (1986) model 
incorporates a perceptual constraint on organisms' abilities to detect differences in 
resource profitabilities. When an organism is unable to discriminate between resource 
profitabilities it will allocate itself randomly to a site. This random allocation will 







A substantially rewritten version of Abrahams' (1986) model was used to 
simulate Harper's (1982) experiment 1 (the programme is available from RDG). In the 




where R is the amount of resources in the site and N the number of ducks currently in 
the site. A duck outside of the sites would add itself to the number in each site and 
decide how much of the resources it would receive there. Each duck chose to go to the 
patch where its intake would be greatest. The simulation was run for a population of 
33 ducks. There were eight different resource ratios and the overall input into the two 
sites was 36 pieces of "bread" per minute (as in Harper's experiment 1, 2:1 ratio). A 
perceptual limit of half of a piece of bread per minute was imposed on each duck. This 
meant that when the difference in resource profitabilities between the two sites was 
greater than half a piece of bread per minute, a duck could discriminate between the 
profitabilities and will choose the more profitable site. When the difference was less 
than half a piece of bread per minute, a duck could not discriminate between the 
different profitabilities and thus would allocate itself randomly to either of the sites. 
The simulation of Harper's (1982) experiment produced an undermatching relationship 
with a slope of 0.69 (see Fig. 1(b)). This shows that a perceptual limit of as little as 
half a piece of bread per minute is all that is required to produce a substantial departure 
from the IFD. 
Abrahams' (1986) perceptual limit model predicts that a decrease in overall input 
rate (the amount of resources available at all sites) will increase the degree of 
undermatching. A decrease in overall input will decrease the absolute intake rate per 
individual. This means that the difference in intake rate between the sites will be below 
the perceptual limit of more individuals, and thus more will allocate themselves 
randomly between the sites. This prediction mirrors the fmdings of Alsop and Elliffe's 
( 1988) psychological study of individual choice, where a decrease in overall input rate 
led to an increase in the degree of undermatching. 
The IFD predicts that the distribution of organisms will remain constant with ·a 
change in population size. Abrahams' (1986) perceptual limit model, however, 
predicts that an increase in the number of organisms will increase the degree of 




This reduces the difference in intake rate between the sites below the perceptual limit of 
more individuals and thus more individuals allocate themselves randomly between the 
sites. 
Competitive Interference 
A violation of the assumption that competitive interference has no effect on the 
IFD can also lead to undermatching. Sutherland (1983) proposed a modified version of 
the IFD where competitive interference would alter the site profitabilities. In this model 
the optimal equilibrium distribution of organisms is, 
(5) 
where m is the degree of interference (Sutherland 1983). Gillis and Kramer (1987) 
performed an experiment where the number of organisms was varied but the overall 
input rate per organism was held constant They found significant departures from the 
Ideal Free prediction for the two higher population densities (N = 120, 240, i.e. see 
Table 1). Gillis and Kramer (1987) suggested that the departures from matching with 
increased density were due to the formation of what they termed Ideal Interference 
Distributions. In continuous input studies the effects of competitive interactions on the 
IFD could be considered as analogous to the effects of punishment on the matching law 
, . (see Farley and Fantino 1978, de Villiers 1980, Farley 1980, for punishment versions 
of the matching law). If competitive interactions impose a cost (=punishment) then a 
modified version of the IFD can be expressed as, 
·Ni _ R1- a I1 
N2 - R2- a I2' 
(6) 
where I 1 and I2 are the respective amounts of interference and a is a constant for the 
cost of interference. In this model both the absolute amounts of interference, and the 
distribution of interference, will have an effect on the distribution of foraging animals. 
Interference will only have no effect on the distribution of animals if its distribution is 
the same as that of the resources. In this case the ratio of net benefits will be the same 




Unequal Competitive Abilities 
The assumption that individuals have equal competitive abilities is frequently 
violated in tests of the IFD (see Harper 1982, Godin and Keenleyside 1984, Milinski 
1984, Sutherland et al. 1988, Abrahams and Healey 1990~ Inman 1990, Gray in 
press). Milinski (1984) and Sutherland and Parker (1985) noted that violations of this 
assumption do not necessarily produce departures from the IFD. Milinski suggested 
that in his experiment good foragers distributed themselves in accordance with the 
resource profitabilities and, once this had been done, the poor foragers distributed 
themselves in the same way. This meant that the overall distribution of organisms 
matched the distribution of resources despite the presence of competitive asymmetries. 
However, by using an approach based upon an analogy with statistical mechanics, 
Houston and McNamara (1988) found that it is generally more probable that the overall 
distribution of animals will undermatch the resource ratio. This arises as a consequence 
of the fact that better competitors force proportionately more of the poorer competitors 
out of the better habitat and into the poorer habitat (Houston and McNamara 1988). 
In contrast to his claims, Milinski's (1984) own data actually shows that this is 
indeed the case. In his experiment better competitors are over represented in the better 
sites, while poorer competitors over represented in the poorer sites (see Table 1). 
Similar results have been found by Inman (1990) and Gray (in press). Calculations 
based on Houston and McNamara's Table 2 suggest that the differences in competitive 
ability need to be very large to produce the degree of undermatching :fre~uently 
observed in Table 1. For a group of 120 animals in an environment with a site 
profitability ratio of 4:1 an overall ratio of competitive abilities of 2 would predict a 
slope of 0.89, of 4 a slope of 0.71, of 6 a slope of 0.62, of 8 a slope of 0.57, and of 
10 a slope of 0.54. For further discussion of the effects of unequal competitors see 
_Kacelnik, Krebs and Bernstein (1991) and Milinski and Parker (1991). 
Travel 
Violations of the assumption that the effect of travel between sites is negligible 
can also have an effect on the distribution of animals. The cost of travel is relative to 
the size and mobility of the organism. Travel distances in the studies revi~wed varied 
widely, from centimeters to th~usands of kilometers. This reflects the abilities of the 
organisms involved. Flour beetles travelled centimeters, ducks meters and whaling 
ships across the North Pacific. In most of the published experiments resource sites are 





generally far enough apart to be discrete but not so distant as to take the organisms a 
long time to switch between them. However, just because these distances are generally 
quite small, it does not necessarily follow that they are insignificant. Again from the 
analogy with the punishment version of the matching law' the effects of travel costs on 
the habitat matching relationship can be expressed as, 
N 1 R1- ~ S1 
N 2 = R2- ~ S2' 
(7) 
where S 1 and S2 are the numbers of organisms switching from each resource site and 
~ is the cost associated with each switch. Because the IFD is an equilibrium 
distribution S 1 and S2 are equal, and so the relationship becomes, 
(8) 
where k is the cost of switching multiplied by the number of organisms switching. 
Subtracting a constant from both the numerator and denominator of a ratio leads to a 
more extreme ratio. Therefore, when travel imposes a cost the net site profitability ratio 
will be more extreme, and thus the ratio of organisms should overmatch (be more 
extreme than) the ratio of resources. 
Psychological studies of travel time and individual choice have found support for 
this prediction of overmatching (see Baum 1982, Davison 1991). In these experiments 
a change over delay between sources of reinforcement was used to simulate the effects 
of travel. However, in the only experiment testing the effects of travel between 
resource sites on a population of organisms, Korona (1990) found that an increase in 
travel lead to a lower slope (Table 1, Korona experiment 2). This may be due to a 
decrease in the discriminability of site profitabilities, rather than the effects of travel 
costs per se. This suggests that travel between sites may in some situations lead to 
overmatching (due to the costs of travel), while in others it might produce 










Our reanalysis has shown that, in its current form, the IFD does not accurately 
predict the distribution of foraging animals. The hope that the IFD would prove a 
simple, accurate and robust model does not seem justified. The distribution of 
organisms consistently undermatches the distribution of resources. We were able to 
detect and quantify this departure from habitat matching by using a more sensitive 
method of analysis than had previously been employed in tests of the IFD. We 
recommend that future tests of the IFD use at least five input ratios to allow accurate 
regression analyses of the relationship between the log ratios of organisms and 
resources. The models outlined above (equations 6-8 and Houston and McNamara 
1988) suggest that for ecological theory to predict accurately the distribution of foraging 
animals much more information is required than just the relative distribution of 
resources. Specifically, a knowledge of the (1) relative and absolute resource 
availability, (2) number of animals, (3) perceptual abilities of animals, (4) competitive 
interactions, (5) competitive abilities of animals, and (6) the effects of travel between 
sites may all be required. Whether the incorporation of all these factors produces a 
progressive research programme (see Kacelnik and Cuthill1987), or a degenerative one 
(see Gray 1987), remains an open question. 
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Perceptual constraints on optimal foraging 
Abstract- Implicit in many optimisation theories is the assumption that the decision 
maker has perfect knowledge of the distribution of rewards (1). In this study we 
examine how deviations from the predictions of an optimality model may arise as a 
consequence of departures from this assumption. By manipulating the overall 
distribution of rewards we test between the predictions of an optimal foraging model, 
the Ideal Free Distribution (2), and a model that incorporates the effects of perceptual 
constraints. We find strong support for the perceptual constraint model. Using a 
simulation model we demonstrate that quite small departures from the assumption of 
perfect information (no perceptual constraint) can lead to large departures from the Ideal 
Free Distribution. This illustrates the importance of including psychologically realistic 
assumptions in functional models of behaviour. 







Perceptual Constraints 3.2 
Optimal decision making is frequently regarded as a central principle of 
behavioural science (1, 3). In psychology the variable that is maximized is 
reinforcement ( 4), in behavioural ecology it is a currency correlated with fitness (3, 5), 
and in economics it is subjective utility (3, 4). A fundamental assumption in most of 
these optimization theories is the claim that decision makers have perfect knowledge of 
reward distributions (1). Many researchers have noted that this assumption is highly 
unrealistic (1, 6, 7, 8, 9) but few have explored the consequences of violations of this 
assumption. In this paper we examine the consequences of imperfect knowledge for a 
population of foraging organisms. 
The Ideal Free Distribution (IFD) is an optimal foraging model which predicts the 
equilibrium distribution of organisms among patchy resources (2). The two major 
assumptions of the IFD are: (a) individuals have perfect knowledge of resource 
profitability (are "ideal"); and (b) individuals can move freely between resource sites 
(are "free") (9, 10). Given these assumptions the IFD predicts that at equilibrium the 
ratio of the animals between resource sites will equal the ratio of the resources between 
those sites, i.e. 
(1) 
where N 1 and N2 are the numbers of animals at resource sites 1 and 2 respectively, and 
R 1 and R2 are the amounts or rates of resource input at those sites. This distribution of 
animals, termed habitat matching (11), is the distribution at which each animal 
maximizes the resources it receives (11, 12). 
Experimental tests ofthe IFD have found systematic deviations from habitat 
matching (9, 13, 14). These deviations are characterised by underuse of the more 
profitable sites and overuse of the poorer sites. A possible explanation for this 
deviation arises as a consequence of a violation of the assumption of perfect 
information. If some of the individuals are unable to discriminate between better and 
poorer sites (i.e. there is a perceptual limit below which they are unable to detect the 
difference in resource rate), then they will allocate themselves randomly between these 
sites. In a computer simulation Abrahams (9) has demonstrated that this random 
allocation by some individuals as a consequence of a perceptual limit, will cause the 




Perceptual Constraints 3.3 
It is possible to distinguish between Abrahams' (9) Perceptual Limit Model 
(PLM) and the IFD by changing the overall availability of resources. A decrease in 
overap. resource rate will decrease the intake rate per individual. This means that the 
perceived difference in intake between resource sites will fall below the perceptual limit 
of more individuals, and thus more will allocate themselves randomly between sites. 
The greater the number of organisms which distribute themselves randomly between 
sites the greater the deviation from the IFD. The PLM predicts, therefore, that a lower 
overall resource rate will increase the deviation from the prediction of habitat matching, 
whereas the IFD predicts no change. 
To test between the predictions of the two models we conducted an experiment in 
which there were two conditions - a high rate and low rate condition. In the high rate 
condition the overall input rate was six times greater than that of the low rate condition. 
Each condition had five food input ratios. The experimental subjects were mallard 
ducks (Anas platyrhynclws L.) which were fed pieces of bread (:=::1.9gm) at two 
resource sites, 16m apart on the Water of Leith, Dunedin, New Zealand. Following a 
trial study and previous experiments with ducks (10, 15) we conservatively chose three 
minutes into each trial as the time for the distribution to come to equilibrium. This was 
a valid assumption as an equilibrium distribution was reached by this time (see Fig. 1) . 
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Fig. 1. The equilibrium data for the extreme ratios for (a) the high rate condition, and (b) the low rate 
condition. The log ratio of the number of ducks between the sites is shown against time. The error 
bars are the standard errors of the 15 days of data. We regressed the organisms distributions between 3 
and 6 minutes against time to test if they deviated from a slope of zero (equilibrium). The distribution 
is at equilibrium at three minutes for both conditions (high rate condition 6:1 t = 1.619, df= 191, P 
> 0.05; 1:6 t = 1.25, df = 193, P > 0.05; low rate condition 6:1 t = 0.788, df = 185, P > 0.05; 








Our experiment found that in both conditions the distribution of ducks 
substantially deviated from the IFD (high rate condition F = 115.371, d.f. (16) = 
1,73, P < 0.001; low rate condition F = 258.571, d.f. = 1,72, P < 0.001). As 
predicted by the PLM the slope of the distribution in the low rate condition is 
significantly lower than the high rate condition (F = 16.535, d.f. = 1,146, P < 
3.4 
0.001) (see Fig. 2). This substantial difference in the distributions between conditions 
provides strong support for the PLM. 
Given that the PLM accurately predicts the effect of a change in the overall 
resource input, the question remains about how great a perceptual limit is required to 
cause these departures from the optimal distribution? We used a modified version of 
Abrahams' (9) model to simulate the effects of a perceptual constraint The model 
calculates the equilibrium distribution of organisms when the number of organisms, 
input rate at each site and a perceptual limit are specified. For the high rate condition a 
perceptual limit of only half a piece of bread per minute is required to alter the slope of 
the distribution from the Ideal Free prediction (slope= 1) to a slope of 0.65 (see Fig. 
3). For the low rate condition a perceptual limit as small as one seventh of a piece of 
bread per minute is all that is required to alter the distribution so substantially 
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Fig. 2. The distribution of ducks (solid line) compared with the distribution predicted by the IFD 
(dashed line, slope = 1) for (a) the high resource rate (20 pieces of bread per minute), and (b) the low 
resource rate (3 .333 pieces of bread per minute). The number of ducks at both sites were counted every 
15 seconds over the equilibrium period (3-6 minutes, interobserver reliability, r = 0.999, n = 260, P 
< 0.001). Five different resource ratios were used for both conditions (6:1, 3:1, 1:1, 1:3, 1:6). The 
axes are in log ratio terms because deviations from the IFD are expected to be in the form of a power 
function (9, 20). The equation for the least squares regression line: the proportion of variance it 




Perceptual Constraints 3.5 
(from 1 to 0.42). Clearly quite small departures from the assumption of perfect 
information (no perceptual constraint) can lead to large deviations_ from the IFD. 
However, the difference between the perceptual limits estimated for the high and low 
rate conditions suggests that perceptual constraints are not the only additional factor 
producing deviations from the IFD. 
Violations of the free assumption due to competitive asymmetries, interference 
and agonistic interactions can also change the distribution of organisms (8, 17). If the 
effect of interactions on the IFD is analogous to that of punishment on a psychological 
principle termed the matching law (13), then their effects could be expressed as, 
N1 C.(R1-al1)a' 
N2 = (R2-ah)a 
(2) 
where I 1 and I2 are the number of interactions at each site, a is the cost of each 
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Fig. 3. A simulation of the relationship between the organisms' perceptual limit and distribution for 
both the high and low resource rates. The dashed lines indicate the perceptual limits required to produce 








Perceptual Constraints 3.6 
An alternative possibility is that, perhaps counterintuitively, rather than acting as a cost 
interactions may act as a benefit by providing information on food availability. In this 
experiment the distribution of interactions equals the resource ratio in the high rate 
condition and is significantly less than the resource ratio in the low rate condition (see 
Fig. 4, F = 36.196, d.f. = 1,70, P < 0.001). Equation 2 implies that if the 
distribution of interactions equals the distribution of resources, then the net site 
profitability ratio will still equal the distribution of resources. This suggests that, for 
the high rate condition, interactions did not change the distribution of organisms. 
However, as the number of interactions changes the overall profitability rate, they can 
indirectly affect the distribution of foraging organisms. Thus both the distribution and 
number of interactions can effect the distribution of organisms. In order to determine if 
the interactions are best modelled as a cost or benefit, we used an iterative curve fitting 
programme to fit equation 2 to the data from the 15 replicate days. The best fit, close to 
84% of the variance, is provided for by the following parameters, 
(a) 
1 y = 1.00X + 0.07 
R-squared = 0.800 
S.E. = 0.06 
0 
0 
log (Rl I R2) 





Nz (Rz + 0.61 Iz)0.59 
1 
(b) 
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Fig. 4. The distribution of agonistic interactions (solid line) compared with a slope of one (dashed 
line) for (a) the high resource rate, and (b) the low resource rate condition. Interactions were scored 
from videotape over the equilibrium period (interobserver reliability, r = 0.939, n = 20, P < 0.001). 
The distribution of interactions in the low rate deviate significantly from the high rate condition (F = 
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While caution is obviously required in the post-hoc fitting of multiple parameter models 
this analysis implies that interactions may act as a benefit rather than a cost Tests that 
manipulate the distribution of interactions independent of changes in the distribution of 
resources, would be required to test this possibility. 
Recently there has been an increasing call to combine psychological and biological 
approaches to the study of behaviour (7, 18, 19). One way in which the synthesis can 
take place is to include more realistic assumptions about individuals' abilities into 
functional models of behaviour ( 19). The assumption that individuals have perfect 
information is very unrealistic. Our study shows that the incorporation of the 
psychologically more realistic assumption of perceptual constraints can cause major 
deviations from the predictions of current optimality models. 
•( ,' 
. . \ 
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Perceptual constraints, social interactions and 
habitat selection: a simulation of distributions 
that are neither ideal nor free 
Abstract - Several previous tests have found that the Ideal Free Distribution is robust 
to violations of its assumptions. However, others researchers have described 
systematic departures from the Ideal Free Distribution. These departures could result 
from violations of the model's major assumptions. A violation of either (1) the ideal 
assumption of perfect knowledge of resource availability, or (2) the free assumption 
that competitive interference has no effect on the equilibrium distribution of organisms, 
could lead to the underuse of better resource sites and overuse of poorer resource sites. 
We present a computer simulation of the Ideal Free Distribution to investigate the 
effects of violations of both these assumptions on the distribution of foraging 
organisms. The results show that small perceptual constraints can cause substantial 
departures from the predicted relationship. The influence of perceptual constraints on 
the distribution of organisms is affected by both the absolute availability of resources 
and the total number of foraging organisms. By modelling the effects of social 
interactions (as an indicator of interference) on the distribution of foraging organisms, 
we demonstrated that when the distribution of interactions is within the bounds of those 
found experimentally, the absolute number of interactions has only a minor effect on 
the foragers' distribution. However, the distribution of interactions does have a 
substantial impact on the distribution of organisms. An experimental design capable of 
differentiating between the effects of interactions as a cost or as a benefit to the 
organisms is outlined. Future tests of the Ideal Free Distribution need to understand 
that organisms are neither ideal nor free and that: (1) the absolute resource rate, (2) 
the population size, (3) the distribution of interactions, and (4) the action of interactions 
as either a cost or benefit, will all influence the distribution of foraging organisms. 














Models of Optimal Foraging Theory (OFf) are based on the assumption that 
natural selection maximizes foraging efficiency (Krebs, Davies, 1981; Krebs et al., 
1983). These models initially make simple, unrealistic assumptions about organisms to 
obtain generalizations about their foraging abilities. Optimal foraging models cannot 
successfully find such generalizations if they are not robust to violations of their 
assumptions. The success of first-generation models of OFf and their robust nature to 
violations of their assumptions is often used as an example of the utility of this 
approach. However, there is an ongoing debate about the utility of optimal foraging 
models (see Gray, 1987; Pierce, Ollason, 1987; Stearns, Schmid-Hempel, 1987; 
Stephens, Krebs, 1986). To investigate the success of one such model we examined 
the effects of violations of the assumptions of the Ideal Free Distribution (IFD, 
Fretwell, Lucas, 1970; Fretwell, 1972)~ The IFD predicts the distribution of foraging 
organisms among patchily distributed resources. It has been viewed as one of the best 
fits between observation and theory in contemporary behavioural ecology (see Talbot, 
Kramer, 1986). Several researchers have found that the IFD provides a good 
approximation of the distribution of organisms despite violations of at least one of the 
model's assumptions (e.g., Godin, Keenleyside, 1984; Harper, 1982; Lefebvre, 
1983; Milinski, 1984, 1988). 
The IFD has become almost axiomatic in discussions of habitat selection (e~g., 
Kacelnik et al., 1992; Milinski, Parker, 1991; Pulliam, Danielson, 1991; 
Rosenzweig, 1991) and its implications to conservation have recently become more 
widely discussed. As a model of habitat selection, it has been suggested that the IFD 
could been used to investigate the potential effects of habitat loss, habitat use, the 
estimation of habitat value, and the appropriate scale and mixture of habitats for 
conservation (see Bernstein et al., 1991; Fagen, 1988; Sutherland, Goss-Custard, 
1991). 
The IFD makes several major assumptions about foraging organisms: (1) they act 
to maximize foraging efficiency, (2) they have perfect knowledge of resource 
profitabilities, (3) they are competitively equal, and (4) competitive interference 
between organisms has ·a negligible effect on their disp.ibution. From these 






or site will equal the proportion of resources in that habitat or site. This relationship 
has been termed habitat matching (Pulliam, Caraco, 1984) and can be expressed as, 
(1) 
in which N 1 and N2 are the numbers of organisms in sites 1 and 2, whereas R1 and R2 
are the amounts of resources in those sites. 
While these assumptions are acknowledged to be unrealistic, many studies have 
claimed support for the IFD as a good predictor of the distribution of foraging 
organisms (Abrahams, 1989; Croy, Hughes, 1991; Dill, 1987; Godin, Keenleyside, 
1984; Harper, 1982; Lefebvre, 1983; Milinski, 1979, 1984; Recer et al., 1987). 
However, the empirical success of the IFD has been questioned. Abrahams (1986), 
Gray and Davison (in press) and Sutherland et al. (1988) have all claimed that there are 
systematic deviations from the IFD. Chapter 2 reviewed the Ideal Free foraging 
literature and found that organisms consistently underuse better resource sites and 
overuse poorer resource sites. This relationship is represented by a slope of less than 1 
when analysed on double logarithmic plots, whereas the IFD predicts a slope of 1. 
Chapter 2 reanalysed 52 distributions of organisms and found that 44 of these had 
slopes of less than 1. Violations of the assumptions of the IFD may explain this type of 
deviation from the predicted relationship (Chapter 2). 
Abrahams (1986) modelled a violation of the IFD's ideal assumption that 
organisms have perfect knowledge ofresource availability. Abrahams' (1986) 
Perceptual Limit Model (PLM) assumed that organisms have imperfect rather than 
perfect knowledge of resource availabilities. Using a computer simulation, he allowed 
organisms to assess their prospective individual intake rates at each resource site. If the 
difference in perceived profitabilities between the resource_sites was greater than the 
organisms perceptual limit they would choose to forage at the relatively better site. If 
the difference in perceived profitabilities was below the organisms perceptual limit, they 
would allocate themselves randomly between the sites. This random allocation of 
organisms results in a greater number of organism in the poorer site, and hence fewer 
in the better site, than predicted by the IFD. Abrahams' (1986) simulation 
demonstrated that perceptual constraints could alter the distribution of organisms and 







To experimentally test the PLM, Chapter 3 used two conditions, one with a 
higher absolute resource rate than the other. It was found that the ratio of organisms 
was less extreme than the ratio of resources for both conditions. The distribution of 
. , 
organisms in Chapter 3's low rate condition was also significantly less extreme than in 
their high rate condition. This result supports the prediction of the PLM because a 
decrease in absolute resource rate decreases the intake rate per individual. A lower 
individual intake rate would decrease the difference in the profitabilities between the 
· sites for each individual. This smaller difference in resource profitabilities would be 
below the perceptual limit for relatively more individuals and thus more would allocate 
themselves randomly between the sites. This finding mirrors that of a psychological 
study of individual choice by Alsop and Elliffe (1988) where a decrease in overall 
resource rate led to a less extreme ratio of behavioural allocation. 
While Abrahams' (1986) PLM can explain this type of departure from habitat 
matching, Sutherland (1983) proposed a modified version of the IFD which also 
predicts this type of deviation. Sutherland (1983) investigated the effects of 
interference on the IFD, a violation of the free assumption that competitive interference 
between organisms has no effect on the distribution when it is at equilibrium. 
Sutherland (1983) argued that a sites profitability was dependent on the both the density 
of resources and the interference produced by other foragers. An IFD then occurs 
when the influences of resources and interference are at equilibrium. Interference was 
defined by Sutherland (1983) as " ... any kind of interaction between predators which 
reduces searching efficiency", which includes kleptoparasitism, search disturbance, 
prey exploitation and prey depression. For this model, the optimal equilibrium 
distribution can be expressed as, 
N1 = (R1)1/m 
Nz Rz ' 
(2) 
where m is the level of interference. Fagen (1987) showed that double logarithmic 
plots could be used to estimate the level of interference as 1/m as given by the slope of 
the regression line. Double logarithmic plots can be used to quantify any departures 
from the IFD as they are power function deviations (Abrahams, 1986; Fagen, 1987). 
In an experiment Gillis and Kramer (1987) varied the total number of organisms 
but kept the overall input rate per organism constant. They found significant departures 






deviations were characteristic of those generally found in IFD experiments. Gillis and 
Kramer (1987) suggested that the appearance of departures with increased population 
density was due to the formation of what they called Ideal Interference Distributions. 
. . ' 
Agonistic activity was low when the population density was high and Gillis and 
Kramer (1987) suggest that it was non-despotic interference that caused the deviations 
from habitat matching. 
These previous investigations of violations of both the ideal and free 
assumptions of the IFD have shown that either could affect the distribution of foraging 
organisms. In this paper we present a model which simulates the effects of violations 
of both of these assumptions and is able to quantify the influence that each has on the 
distribution of foraging organisms. The model allows us to explore the effects of 
perceptual constraints and interactions (an indicator of interference) both singularly and 
in combination in order to examine what influences their effects, if there are any, have 
on the distribution of foraging organisms. 
Perceptual constraints - violating the ideal assumption 
The Model 
In this section we simulated the effects of a violation of the ideal assumption of 
the IFD. We revised Abrahams' (1986) simulation program to model these effects. 
The parameters of the simulation are shown in Table 1. The model allowed individual 
organisms to assess their prospective resource intake rate at both of two resource sites. 
In the model, it was assumed that organisms assess resource profitability from their 
individual intake rates rather than the absolute resource availability at a site. The 
in~vicl,ual organisms were sequentially allowed to choose between resource sites after 
they had assessed the sites respective resource profitabilities. Each organism assessed 
its potential intake rate at both resource sites using the rule, 
R 
N + 1' 
(3) 
where R represents the amount of resources at the site and N the number of organisms 
- -
at the site. An individual would add itself to the number of organisms at each site 
(hence N + 1) to assess the amount of resources it would receive if it chose to forage at 
:( 
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that site. Each organism would then choose to forage in the site that was more 
profitable to it (i.e., that with the greater intake rate). If there was no difference in the 
profitabilities of the sites, the individual would allocate itself randomly to either of the 
sites. 




Number of organisms 
Perceptual limit - starting 
-finishing 
-increment 
Low range resampling 
Flighrangeresampling 
Number of resampling periods 
Number of runs 
Meaning or Function 
resource input rate at site 1 (per minute) 
resource input rate at site 2 (per minute) 
total number of organisms (both sites combined) 
allows the perceptual limit to be increased 
incrementally from a starting to a finishing point 
set at 1/3 of the total number of organisms 
set at 1/2 of the total number of organisms 
each one allows a number of individuals to 
reassess their choice of patches (set at 100 
following Abrahams, 1986) 
number of replicates (set at 30) 
By including a perceptual constraint on the organisms' abilities to differentiate 
between better and poorer sites it was possible to adjust the point at which they could 
discriminate between the sites' resource profitabilities. If the perceptual limit was set at 
zero, the organisms could differentiate perfectly between the sites' profitabilities. If, 
however, the organisms were perceptually constrained, they could not differentiate 
perfectly between the sites' profitabilities. For organisms which do not have perfect 
knowledge of i:he resource profitabilities, if the relative difference between the sites was 








However, if an individual's perceived difference in resource intake between the sites 
was below its per_ceptuallimit, it could not perceive the difference in profitabilities, and 
would randomly choose which site to forage in. This can be expressed as, 
and, 
R1 
N1 + 1 
R1 
N1 + 1 
(4) 
N~! 1 > -PL, (5) 
in which R 1 and R2 were the amounts of resources at sites 1 and 2, whereas N 1 and N2 
were the number of organisms at those sites. PL represents the organism's perceptual 
limit. If equation 4 held and the profitability of site 1 was greater than site 2 and the 
difference in the sites' profitabilities was above the perceptual limit of the individual, it 
would choose to go to site 1. If equation 5 held, and the profitability of site 2 was 
greater than site 1, and the difference in the sites' profitabilities was above the 
perceptual limit of the individual, it would choose to go to site 2. However, if the 
difference in. the profitabilities of the two resource sites fell below the level of the 
organism's perceptual limit, it would not be able to differentiate between the sites 
profitabilities and would randomly choose them. 
Because, iri this model, the organisms enter the resource sites sequentially the 
effect of any perceptual constraint would differ between individuals. As each 
individual joins a site it would alter the relative profitabilities of the two sites for the 
next individual to choose. ;Each individual's decision about which site to choose was 
thus contingent on the decisions of those who chose before them. This means that, 
while one individual may choose a better site, its presence at that site may have caused 
the next individual to be unable to discriminate between the sites' profitabilities.-
After each organism had decided which site to forage in, and an initial distribution 
was achieved, a proportion of the total number of organisms were allowed to res ample 
the resource profitabilities. A number of individuals were removed from their resource 
sites and allowed to reassess the resource profitabilities (removing these individuals 
would alter the availability of resources). These individuals were then allowed tp 
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this as analogous to switching. We arbitrarily set the upper and lower limits of the 
number of organisms that resampled each period at the closest whole numbers to one 
third and one half of the total number oforganisms. We had no a priori reason to 
decide what these figures should be, so we selected a range which appeared 
ecologically realistic (the actual number resampling does not have a substantial effect on 
the final distribution). The number of organisms resampling each period was randomly 
generated, from a uniform distribution, from within this preset range. The individuals 
resampling were randomly chosen from the total population as there was no reason to 
believe that any individual was more likely to resample than another. In the process of 
resampling if, for example, five organisms were to resample this would effectively 
function in the same manner as the last five organisms entering the resource sites when 
forming the initial distribution. However, allowing the organisms to resample 
eliminates the majority of the variation involved in setting up the initial distribution, 
which in turn gives a more accurate indication of the organisms' distribution. We 
followed Abrahams (1986) lead in allowing 100 resampling periods for each simulation 
trial. The number of replicates for each trial was 30. 
The model calculates the ratio of organisms at each resource site for each replicate 
trial. The distribution of organisms was calculated as the slope of the regression of the 
log ratio of resources against the log ratio of the number of organisms between the 
resource sites (for an in depth explanation of the reasons for using this technique see 
Chapter 2). The model generates no bias to either resource site (i.e., they-intercept= 
0, see Figure 1) which allowed the slope of the distribution to be calculated from a '· 
single resource ratio if the relationship was linear. Knowing that the regression line 
passes through the origin makes it possible to calculate the slope of the distribution for 
single resource ratios by dividing the log ratio of organisms by the log ratio of 
resources. This can be expressed as, 
log (N1 I N2) 
log (R1 I R2) . 
(6) 
The model provided not only the ratio of organism between the resource sites for each 
trial, but also the mean log ratio of organisms between the resource sites and the mean 
slope of th~ distribution for the replicates performed and their sample standard 
deviations (which was negligible). 
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Figure 1 A simulated relationship between the log ratio of resources and the log ratio of organisms 
between two resource sites. The slope of the regression line represents the distribution of the 
organisms. The IFD predicts a slope of 1 (dashed line). 
Varying absolute input rate 
Our first simulation was performed to investigate the effect of the absolute 
resource rate (R1 + Ri) on the distribution of organisms. It was likely that absolute 
resource rate would have an effect because an individual's share of the resources would 
be altered if the absolute resource rate is changed. If the amount of resources an 
individual could expect was lowered, then the absolute difference in the site 
profitabilities for the individual wmild also be lowered. This change could cause the 
difference in resource profitabilities to fall below the perceptual limit of a larger 
proportion of the total population, which in turn would lead to a less extreme 
distribution (a lower slope). Conversely, if the absolute input rate increased, the 
distribution of organisms could be expected to be relatively more extreme (a higher 
slope). We investigated this prediction by simulating the actual conditions of Chapter 
3's experiment that tested the PLM. 
Chapter 3 performed an experiment with mallard ducks (Anas platyrhynchos L.) 
which used two different absolute resource rates, 20 pieces of bread per minute and 
3.33 pieces per minute. We also simulated a medium rate of 11.67 pieces per minute . 
The total population size differed slightly for their conditions, with"" 23 ducks in their 
high rate condition and"" 18 in their low rate condition, our medium rate condition used 
a population of 21. As explained previously the slope of the distribution could be 
'f 
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calculated for a single resource ratio if the relationship was linear. Figure 1 shows that 
the regression for simulated data accounts for :::::98 per cent of the variance. While this 
provided an extremely good fit, because it w~s not perfectly linear if different resource 
ratios were simulated they would result in slightly different estimates of the slope of the 
distribution of organisms. In this simulation to counter any variation in the estimate of 
the slope of the distribution of organisms, we chose to simulate the actual resource 
ratios of Chapter 3 (6:1, 3:1 and the reverse) and take the mean of the slopes generated 
for each ratio as the estimate of the slope of the distribution. 
In this simulation, we held all inputs constant for each resource ratio except for 
the perceptual limit which was increased from 0 to 2 in 0.05 steps (the unit of the 
perceptual limit is resources per minute). Figure 2 shows the slope of the distribution 
of organisms with increasing perceptual limit. It is apparent from Figure 2 that an 
increase in perceptual limit causes the slope of the distribution to deviate further from 
habitat matching, with the slope decreasing with increasing perceptual limit. In the high 
input rate condition the the slope decreases steadily from a slope just above the habitat 
matching prediction of the IFD (slope = 1) when there is no perceptual constraint (as 
assumed by the IFD) to a slope of just above 0 when the perceptual limit is 2 resources 
per minute. As predicted by the PLM the lower the resource rate the more rapid the 
decrease in the slope of the distribution. The low rate condition reaches a level close to 
0 at a perceptual limit of only"" 0.5. This result shows that small perceptual constraints 
can have a substantial effect on the distribution of organisms and that the absolute 
resource availability influences the effect that the perceptual constraint has. 
Varying the overall population size 
Our second simulation was performed to investigate the effects of a change in 
population size on the distribution of foraging organisms. A change in population size 
influences the effects of perceptual constraints, as a change in the number of foragers 
changes the absolute resource intake of the individuals. For example, with an increase 
in the population size, an individual's resource intake would decrease (assuming that 
the absolute resource rate remains constant) which would lead to a less extreme ratio of 
organisms. We altered the population size from 10 to 20 to 30 organisms and held all 
other inputs constant apart from the perceptual limit which was again varied from 0 to 2 








per minute and the same ratios as for the previous simulation. The slope of the 
relationship was again calculated as the mean slope of the different resource ratios. 
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Perceptual Limit 
Figure 2 The effect on the distribution of organisms of varying the absolute resource rate (R 1 + R:2) 
across a series of perceptual limits. The distribution of organisms is represented by mean slope for the 
resource ratios used. 
Figure 3 shows the effects of varying the population size on the distribution of 
organisms with increasing perceptual limits. As predicted by the PLM, higher 
population sizes caused the distribution of organisms to be relatively less extreme than 
lower population sizes. Interestingly the two higher population sizes of 20 and 30 
individuals become increasingly less extreme than the resource ratio with increasing 
perceptual limit in a smooth continuous manner. The smaller population size of 10, 
however, exhibits a stepped decline in slope with increasing perceptual limit. This 
effect is due to what we term the integer duck phenomenon (after the organisms used 
in Chapter 3). When there are only 10 organisms in total there are relatively few whole 
number ratio combinations in which they can distribute themselves between two 
resource sites. When a single individual switches sites the change from, for example, 
an 8:2 to 7:3 ratio creates a marked step in the distributional change. When there are 
more individuals, several intermediary steps that can be made, giving a smoother 
decline (see Figure 3). The integer duck phenomen~n is also responsible for the 
relatively extreme ratio of organisms when very small perceptual constraints are 
imposed (i.e., slope:::: 1.2 for N = 10). 
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Figure 3 The effect on the distribution of organisms of changing the total population size across a 
series of perceptual limits. The distribution of organisms is represented by mean slope for the resource 
ratios used. 
Interactions - violating the free assumption 
The model 
The effects of perceptual constraints do not preclude interference having an impact 
on the distribution of organisms. The PLM and interference are complementary as they 
involve violations of separate assumptions of the IFD. Thus, a violation of the free 
assumption may also alter the distribution of organisms. It has been suggested that 
interactions effect the distribution of organisms when coming to equilibrium 
(Sutherland, 1983). It is possible that interactions may differentially affect the 
distribution of organisms if their number or distribution changed between situations. If 
interactions have an effect on the IFD that is analogous to the known effects of 
punishment on the matching law (Chapters 2 and 3; see Farley, 1980; Farley, Fantino, 
1978; de Villiers, 1980 for the punishment version of the matching law) it can be 
expressed as, 
N 1 _ R1- a I1 
N2 - R2- a·I2' 
(7) 





where I 1 and l2 represent the number of interactions at the respective resource sites and 
a the interaction scalar is a constant for the cost of an interaction relative to the value of 
a resource. If the ratio of interactions equals the ratio of resources, the effect is one of 
subtracting a proportion of the ratio from the ratio e.g., 
(8) 
where a is a constant representing the change in the absolute value of the ratio. 
Though the ratio of resources remains constant, the absolute rate of input will change 
(unless a= 0). Chapter 3's results suggest that interactions were best modelled as a 
benefit rather than as a cost e.g., 
N1 _ R1 +al1 
N2- R2+ah· 
(9) 
This analogy suggested that the ratio of organisms was related to the net ratio of 
the effects of resources and interactions rather than simply to the ratio of resources. We 
modelled the effects of interactions into the simulation in this manner. The simulation 
remains the same as for the investigation of the effects of perceptual constraints except 
for the addition of the effects of interactions. This addition to the model allowed the 
incorporation of the number of interactions at each resource site (per minute, as for 
resources) and the interastion scalar (a). By taking interactions into account the 
organisms decision was based upon the effects of both resources and interactions. The 




Equation 9 suggests that interactions may affect the distribution in several ways: (1) the. 
number of interactions could alter the absolute resource profitability, (2) the distribution 
of interactions could alter the sites' profitabilities, (3) the value of the interaction scalar 
could alter the absolute resource profitability, and (4) the effect of the scalar as a cost or 
benefit could differentially alter the sites' profitabilities. The additional parameters 














Table 2 The additional parameters used in the simulation of the effects of interactions. 
Parameter 
Account for interactions 
Interaction 1 
Interaction 2 
Interaction scalar - starting 
-finishing 
-increment 
Meaning or Function 
whether to take interactions into account or not 
the number of interactions at site 1 (per minute) 
the number of interactions at site 2 (per minute) 
allows the relative value of an interaction 
(compared with resources) to be increased 
incrementally from a starting to a finishing point 
Varying the number and distribution of interactions 
To investigate the effects of changing the total number of interactions on the 
distribution of the organisms we simulated varying distributions of interactions for 
three different total numbers of interactions. All variables were held constant except for 
the total number of interactions which was increased from 10 to 20 to 30 for those nine 
integer ratios common to the separate total numbers of interactions (i.e., 9:1 to 1 :9). 
For each of these we simulated a 6: 1 ratio with an absolute resource rate of 20 per 
minute. The number of organisms was set at 23, the perceptual limit at 0.5 (resources 
per minute) and the interaction scalar at 1. 
Figure 4 shows the effect on the distribution of organisms of a change in the total 
number of interactions across different distributions of interactions. These results 
show that when the ratio of interactions equals or approximates the resource ratio (i.e., 
a slope""' 1) variation in the absolute number of interactions has a relatively minor effect 
on the distribution of o:r:ganisms. However, Figure 4 shows that if the distribution of 
interactions was very different from the distribution of resources a change in the 
number of interactions would have a substantial effect on the distribution of organisms. 
On those occasions when the number of interactions does effect the distribution of 
organisms, an increased number of interactions causes an increased effect. The effect 
of the distribution of interactions on the distribution of organisms is also apparent, with 
changes in the distribution of interactions causing substantial changes in the distribution 
of organisms. 
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Slope of the Distribution of Interactions 
Figure 4 The effect on the distribution of organisms of varying the total number of interactions 
across a series of interaction distributions. The distribution of organisms is represented by slope of the 
resource ratio used. The distribution of interactions represents the slope of the distribution for each 
interaction ratio (i.e., log (Il I I2) I log (Rl I R2)). 
Varying the relative value of an interaction 
Previously it has been suggested that interactions may act as a benefit to the 
organisms rather than as a cost (see Chapter 3). To investigate the effects of the 
magnitude of the interaction scalar (a) and its potential effects as either a cost or benefit 
we performed a simulation where its level was varied. All variables were held constant 
except for the interaction scalar and the distribution of interactions. Three positive 
(benefit) and two negative (cost) interaction scalars were simulated for those 14 integer 
ratios available with a total number of interactions of 15 (i.e., 14:1 to 1:14). We used 
an absolute resource rate of 20 per minute, with an input ratio of 6: 1. A total of 23 
organisms were simulated each with a perceptual limit set at 0.5 (resources per minute). 
Figure 5 shows the effect on the distribution of organisms of the interaction scalar 
for a range of interaction distributions. These results show, not unexpectedly, that 
when interactions act as a cost they effect the distribution of organisms in the opposite 
manner to when they act as a benefit. If they act as a cost, the slope of the distribution 
of organisms increases as the slope of the distribution of interactions decreases. If 







slope of the distribution of interactions decreases. The effects are equivalent at the 
point where the cost and benefit values of the scalar cross. The magnitude of the scalar 
has a greater effect <?n the distribution of organisms when interactions act as a cost. 
When interactions act as a benefit the value of the scalar does not have as substantial an 
influence on the organisms distribution and appears to have a similar effect to changing 
the total number of interactions. 
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Slope of the Distribution of Interactions 
Figure 5 The effect on the distribution of organisms of varying the interaction scalar across a series 
of interaction distributions. The distribution of organisms is represented by slope of the resource ratio 
used. The distribution of interactions represents the slope of the distribution for each interaction ratio 
(i.e., log (I 1 I I:V I log (Rl I R2)). Two cost (negative) and three benefit (positive) interaction scalars 
(a) were used. The dashed line (matching) represents a relationship between the distribution of 
interactions and the distribution of organisms with a slope of 1. Note that the distribution of 
organisms does not simply end as the distribution of interactions becomes less extreme for those cost 
(negative) scalar values. The distribution goes directly to a value of :=2.7 and oscillates about this level 
for those distributions of interactions not shown. As this does not vary- and thus provides little 
additional information these values were removed. 
Discussion 
The main fmdings of this simulation were that: (1) small perceptual constraints can 
cause substantial departures from the lFD (Figure 2), (2) the influence of perceptual 
_constraints is affected by both the absolute resource availability and the total number-of 
organisms present (Figures 2 and 3), (3) the influence of the absolute number of 







substantially different than the distribution of organisms (Figure 4), (4) the distribution 
of interactions has a major effect on the distribution of organisms (Figures 4 and 5), (5) 
whether interactions act as a cost or benefit makes a n1ajor difference to ~e distribution 
of organisms, and (6) the magnitude of the interaction scalar has a substantial effect 
when interactions act as a cost. The effects of one or several of these findings could 
easily account for the deviations from the IFD. Both perceptual constraints and 
interactions can have a substantial impact on the distribution of organisms. 
The effects of perceptual constraints 
The absolute resource rate and the population size both affect the distribution of 
foragers as predicted by the PLM. Previously it has been possible to qualify the effects 
of a violation of the ideal assumption of the IFD. Using the simulation described here, 
Chapter 3 quantified the magnitude of the perceptual limit required to cause the 
deviations they found from habitat matching. In their high rate condition it was 
approximately half a piece of bread per minute. This result means that when the 
difference in absolute intake between the two sites for each individual is greater than 
one half of a piece of bread per minute, the individual can discriminate between the 
better and poorer sites. If the difference is below half a piece of bread per minute the 
individual chooses randomly between the sites. This seemingly small constraint on the 
organisms' perceptual abilities leads to a major departure from habitat matching (see 
Chapter 3). 
Changes in population size, relative to the resource rate, can also lead to 
substantial departures from the IFD. For example, Figure 3 shows that a change from 
a population size of 10 to 20 or 30 organisms has a major effect on their distribution. 
Both lower absolute resource rate and increased population size. decrease the absolute 
,intake rate of each individual. A lower individual resource intake would lead to a 
decrease in the difference between the profitabilities of the two sites. If this difference 
is below the the perceptual limit of more individuals, more would allocate themselves 
randomly and thus the groups distribution would become less extreme. 
Previous tests of the IFD have often used a small number of subjects (see Table 1 
of Chapter 2). Our results suggest that this would lead to a better fit between their data 
and the IFD than if the populatio? size was greater. Because of this, the amount of 





the model. Future tests of the IFD need to use ecologically realistic population sizes if 
they wish to make conclusions abo~t the ecology of the organisms studied. The 
influence of small numbers of organisms on the results of previous tests of the IFD 
would also have been affected by the integer duck phenomenon. With a low 
population size it is possible that, because of the relatively pauperate number of integer 
ratios of organisms available, fine-grained behavioural changes may not have been 
noticed because the distribution did not change when it may have if there had been 
intermediary steps in the ratio changes. Similarly, it is possible that relatively minor 
influences may have been shown to have a substantial effect on the distribution of 
organisms simply because the ratio of organisms could only change in a large step. 
The effects of interactions 
The effects of interactions on the distribution of organisms are potentially 
substantial. Figure 4 shows that the absolute number of interactions will have a 
relatively minor effect on the distribution of organisms when the distribution of 
interactions is within the expected boundaries (somewhere between 0.25 and 1). 
Chapter 3, for example, found slopes of 1.00 and 0.60 for the distribution of 
interactions in their two conditions. A change in the distribution of interactions, 
however, can have a substantial effect on the distribution of organisms within these 
boundaries (see Figures 4 and 5). The magnitude of the effect of a change in the 
distribution of interactions relies on the value of the interaction scalar (the relative value 
of an interaction), particularly when interactions act as a cost (Figure 5). 
When interactions act as a benefit (positive scalar), the slope of the distribution of 
organisms decreases with a decrease in the slope of the distribution of interactions. 
When interactions act as a cost (negative scalar), the slope of the distribution of 
organisms increases with a decrease in the slope of the distribution of interactions. 
This result demonstrates that it is possible to test between the hypotheses that 
interactions act as a cost or as a benefit. If the distribution of the interactions was 
altered while maintaining all other variables constant, it would be possible to qualify 
whether interactions act as a cost or benefit to the organisms. For example, Figure 5 
shows that for a hypothetical condition A, which has a distribution of interactions that 
is less extreme than condition B's, the distribution of organisms would also be less 
extreme than that of condition B if interactions act as a benefit. However, if 
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interactions act as a cost, the distribution of organisms in condition A would be more 
extreme than in condition B. 
Remodelling the- IFD 
As a first generation optimal foraging model, the IFD made unrealistic 
assumptions about foraging organisms. The claimed success of the IFD has been 
based upon its robust nature when faced with violations of its assumptions. However, 
we have demonstrated that violations of both the ideal and free assumptions the IFD 
can lead to systematic departures from habitat matching. It would be necessary to 
incorporate the effects of both perceptual constraints and interactions into the IFD 
before it was be possible to predict the distribution of foraging organisms. Future tests 
the IFD need to be aware that using a small number of organisms and/or a high absolute 
resource rate is likely to result in a better approximation to habitat matching than using a 
large number of organisms or a low resource rate. Studies will have to incorporate 
knowledge about the perceptual abilities in their current environment of the species they 
are investigating. 
While perceptual constraints (i.e., imperfect knowledge of site profitabilities) 
create difficulties for the generality of the IFD, the effects of interactions possibly pose 
even more of a problem to future studies. It is possible that interactions will have 
different effects in similar situations if there is any factor which alters their distribution. 
Potential reasons for a change in the distribution of interactions range from 
environmental effects (e.g., a resource site may allow a greater level of despotism), to 
territorial ones (e.g., an individual may cause a relative increase in interactions at a 
resource site which is near its nest site), to characteristics of the resource itself(e.g., 
size of the food available). ·There are many potential causes for a change in the 
distribution of interactions, and it i_s also possible that the effects of interactions may 
alter between acting as a cost in one instance to being a benefit in another. For 
example, in some situations, interactions may act as a physiological cost to the 
organisms (e.g., getting beaten in a fight), whereas in others they may provide cues 
about the resource profitability (e.g., information). 
In short, it has become apparent that the distribution of foraging organisms is 
neither ideal nor free. Violations of both of these assumptions do not have negligible 
effects on the distribution of foraging organisms, but rather they can have substantial 








at best questionable. It is not valid to assume that knowledge of the distribution of 
resources can predict the distribution of foraging organisms, or vice versa. To use the 
IFD as a tool to predict the distribution of foraging organisms, future researchers will 
need to make more realistic assumptions about the abilities of the organisms that they 
are studying. By incorporating these types of assumptions into a model of foraging 
behaviour it may be possible to make robust predictions within the boundaries of the 
situation in which they are being studied. However, this model of foraging behaviour 
cannot be the IFD as by definition its organisms are both ideal and free. It seems a 
remote, if not forlorn, possibility that the ideal free organism could ever exist. 
By incorporating more realistic assumptions about organisms into foraging 
models it may be possible to account for changes in their distributions. If the cues they 
use to assess resource profitability (e.g., individual intake rate, interactions, absolute 
resource availability) vary between situations a following change in the distribution of 
organisms could be expected. The distribution of resources can change within and 
between days, seasons, and years. If a researcher has an interested in the distribution 
of fish, seabirds or any other organism that feeds on plankton they must account for 
changes within a day caused by the diel vertical migration of the plankton. Similarly, 
seasonal and annual changes in the abundance and distribution of resources must also 
change the distribution of foraging organisms. For example, if the distribution of 
foraging organisms is less extreme in one year than it had been previously, this could 
be explained by either a decrease in the abundance of the resources or an increase in the 
abundance of the foragers. Future studies of could profitably address the question of 
habitat selection if they acknowledge that the organisms they study have evolved more 
complex decision m~king rules than assumed by models like the IFD. 
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Agonistic interactions and the distribution 
of foraging organisms: individual costs 
and social information 
Abstract - Tests of the Ideal Free Distribution have found that violations of the 
model's assumptions can lead to systematic departures from its predictions. Organisms 
consistently overuse poorer resource sites and underuse better resource sites. The 
results of a previous experiment we conducted suggested that agonistic interactions 
could explain part of this deviation. Counterintuitively, the results implied that 
interactions may act as a benefit to the organisms. In this study we test whether 
interactions act as a cost or benefit to organisms by manipulating the distribution of 
interactions for a natural population of mallard ducks (Anas platyrhynchos L.). We 
manipulated the distribution of interactions by changing the size of the bread fed to the 
ducks. In the condition with large pieces of bread the distribution of interactions was 
more extreme than in the small bread condition. The cost hypothesis predicts that the 
distribution of organisms would be less extreme for the condition with the more 
extreme ratio of interactions. Alternatively, the benefit hypothesis predicts that the 
distribution of organisms would be more extreme in the condition with the more 
extreme ratio of interactions. We found that in the condition where there were relatively 
more interactions occurring at the better resource site, there were relatively more ducks 
at that site. This supports the hypothesis that agonistic interactions act as a benefit to 
foraging organisms. To make accurate predictions, future studies need to incorporate 
the effects of social cues into models of choice behaviour. 







The Ideal Free Distribution (IFD, Fretwell & Lucas 1970; Fretwe111972) is an optimal 
foraging model which predicts the equilibrium relationship between organisms and 
patchily distributed resources. The IFD makes several major assumptions about 
foraging organisms: (1) they act to maximize foraging efficiency; (2) they have perfect 
knowledge of resource profitabilities; (3) they are competitively equal; and (4) there is 
no effect of competitive interference between organisms. The IFD predicts that the ratio 
of organisms between resource sites will equal the ratio of resources between those 
sites. This has been termed habitat matching (Pulliam & Caraco 1984) and can be 
expressed as, 
(1) 
where N 1 and N2 are the number of organisms at the respective resource sites and R 1 
and R2 are the amounts of resources at those sites . 
However, previous tests and reviews of the IFD have found that the ratio of 
organisms is consistently less extreme than predicted by the resource ratio alone 
(Chapters 2, 3, and 4; Abrahams 1986; Sutherland et al. 1988; Gray in press; Gray 
-& Davison in press). This indicates that there are relatively more individuals in the 
poorer resource site and thus fewer individuals in the better resource site than predicted 
by the resource ratio. 
' · Violations of the assumptions of the IFD can account for these systematic 
deviations from habitat matching (Chapter 2). For example, a violation of the 
assumption that competitive interference has no effect on the IFD can lead to deviations 
from the predicted distribution. Sutherland (1983) modelled the effects of competitive 
interference on the IFD for discrete input situations and showed how they could alter 
the distribution of organisms. In. this model the organisms' equilibrium distribution is, 
(2) 
where m is the degree of interference (see Sutherland 1983). If the degree of 
interference is greater than 1, then the distribution of organisms will be less extreme 
than the resource ratio. This is caused by interference altering the sites' profitabilities 









Sutherland 1983). In continuous input studies it is generally assumed that interference 
has no affect on the organisms' distribution when at equilibrium other than causing 
switching between resource sites. However, Gillis & Kramer (1987) found that 
increased population density lead to a less extreme distribution of organisms. They 
suggest that this departure from habitat matching was due to increased levels of 
interference at high population densities. 
The effects of agonistic interactions (a form of interference) on the IFD could be 
considered as structurally analogous to the effects of punishment on the psychological 
principle called the matching law (Chapter 2; see Farley & Fantino 1978; de Villiers 
1980; and Farley 1980, for punishment versions of the matching law). If interactions 
impose a cost(""' punishment) then a modified version of the IFD can be expressed as, 
N 1 _ R1- a I1 
N2 - R2 - a I2 ' 
(3) 
where I 1 and l2 are the respective amounts of interference at the resource sites and a is 
a constant for the cost of interference. Equation 3 implies that both the absolute amount 
of interference, and the distribution of interference will affect the distribution of 
foraging organisms. 
In a previous experiment we demonstrated that imperfect knowledge of resources 
(perceptual constraint) will cause the distribution of organisms to be less extreme than 
the resource ratio (Chapter 3). However, a perceptual constraint alone ,did not 
accurately describe the difference between the observed and predicted distributions. It 
was possible that interactions may also have altered the distribution of organisms (see 
Chapter 4). In order to determine what effect interactions had, we used an iterative 
curve fitting programme to fit a version of equation 3 to our data from the 15 replicate 
days. The best fit accounted for close to 84% of the variance and suggested that 
interactions may act as a benefit rather than as a cost to the organisms (a ""' 0.6, see 
Chapter 3). Interactions may potentially act a benefit to the organisms by providing 
information about resource profitabilities. A higher number of interactions at a resource 
site would increase the amount of activity there and this activity may be used by the 
organisms as a cue about the level of resource availability. 
To test between the hypotheses that interactions act as either a cost or benefit we 
aimed to alter the distribution of interactions between two conditions, while holding all 






interactions is more extreme in condition A than in condition B, then the distribution of 
organisms should be less extreme in condition A than condition B (see Chapter 4). 
This is because the relatively lower number of interactions at the better resource site in 
condition A should cause relatively more organisms to avoid that site. Conversely, the 
benefit hypothesis predicts that if the distribution of interactions is more extreme in 
condition A than in condition B, then the distribution of organisms should be more 
extreme in condition A than condition B (see Chapter 4). This is because the relatively 
greater number of interactions at the better resource site in condition A would attract 
more organisms to that site. 
Methods 
Our experiment was performed with a free-living population of mallard ducks on the 
Water of Leith, Dunedin, New Zealand. These ducks were trained to congregate at the 
study site at about 09.00 hours to give a consistent number of ducks each day. To 
manipulate the distribution of interactions, two conditions were used: a small pieces of 
bread condition, with pieces weighing""' 1.8 grams each (1/16th of a slice), and a large 
pieces of bread condition, with pieces of bread weighing"" 7.4 grams each (l/4th of a 
slice). Two experimenters stood on a concrete ledge approximately a meter above the 
water's surface and threw the pre-cut pieces of bread into the food sites, which were 
about 16m's apart. The placement of the bread within each site was randomised to 
minimize the possibility of resource monopolization by any one individual. The overall 
input rate was held constant across the two conditions at ""' 36 grams of bread per 
minute. To achieve this four of the smaller pieces of bread were thrown at each input 
time, while one of the larger pieces was thrown. The relative food input rates were 
held constant by using the same five input ratios (6:1, 3:1, 1:1, 1:3, 1:6) for both 
conditions. These variables were held constant to ensure that the distribution of 
interactions was the only factor to change. 
The experiment was conducted in the mornings over 15 days. The 5 trials per 
condition were randomly assigned throughout the 10 trials of each day. Each trial 
lasted 6 minutes. The results were scored from videotape of each site. The video 
cameras were positioned directly across the Leith on the elevated-embankment. The 











each day. Previously we had found that interobserver reliability for videotape analysis 
was high for both number and interaction counts (see Chapter 3). For the period 
between 4 and 6 minutes, counts of the number of ducks at each site were made each 
15 seconds and the numbers of interac.tions were scored. An interaction was defined as 
a definite head movement by one duck towards another which caused some form of 
avoidance behaviour (e.g. displacement). Four minutes was chosen as a conservative 
estimate of the time for the ducks to reach equilibrium in this type of situation (see 
Chapter 3; Harper 1982; Recer et al. 1987). A break of about one minute was taken 
between trials during which the experimenters would meet midway between the sites. 
This allowed the ducks to redistribute themselves with each new trial. 
Results 
The design of this experiment depends critically on being able to change the distribution 
of interactions without altering any other significant factor. Neither the number of 
interactions (small N = 15.20, large N = 14.23, unpaired t = 1.406, df= 148, P 
> 0.05), nor the total number of ducks (small N = 33.75, large N = 33.19, unpaired 
t = 0.696, df = 148, P > 0.05) differed significantly between the conditions. 
The distribution of the interactions for the two conditions is summarized in the 
regression plots of Fig. 1. The small condition has a slope of significantly less than 
one (Fig. l(a), F 1,73 = 168.678, P < 0.05), while the slope of the interactions for the 
large condition is also less extreme than the resource ratio (Fig. l(b), F 1,73= 58.585, 
P < 0.05). An ANCOV A revealed that the distribution of interactions in the large 
condition had a significantly higher slope than in the small condition (F 1,146 = 4.008, 
P < 0.05). This implies that there were relati:Vely more interactions occurring at the 
better resource site in the large condition than in the small condition. 
The distribution of ducks were analysed in a similar manner to the distribution of 
interactions. Figure 2 shows the distribution of ducks for the two conditions. They 
both differ significantly from the IFD predicted slope of one (small F 1,73 = 751.736, 
P < 0.05; large F 1,73 = 328.255, P < 0.05) and the distribution of ducks differed 






predicted by the benefit hypothesis, the distribution of organisms was more extreme in 
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Figure 1. The distribution of interactions (solid line) compared with a slope of 1 (dashed line) for (a) 
the small condition, and (b) the large condition. The distributions are represented by the least squares 
regression line for each condition. The slope of the distribution, the standard error of this estimate of 
slope, and the variance accounted for by the regression are all shown in both panels. The error bars 
represent the standard errors for the 15 days of data. 
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Figure 2. The distribution of ducks (solid line) compared with the distribution predicted by the IFD 
(dashed line) for (a) the small condition, and (b) the large condition. The distributions are represented 
by the least squares regression line for each condition. The slope of the distribution, the standard error 
of this estimate of slope, and the variance accounted for by the regression are all shown in both panels. 
The error bars represent the standard errors for the 15 days of data. 






The general aim of optimality models is to make simple, robust generalizations about 
organisms decisions. Several researchers have suggested that the IFD is a particularly 
useful model because it is robust to violations of its assumptions (e.g. Harper 1982; 
Lefebvre 1983; Godin & Keenleyside 1984; Milinski 1984; 1988). However, there 
are systematic departures from the IFD's prediction of habitat matching. The 
distribution of organisms is consistently less extreme than the resource ratio (Chapters 
2, 3, and 4; Abrahams 1986; Sutherland et al. 1988; Gray in press; Gray & Davison 
in press). These departures can be explained as a consequence of violations of the 
IFD's assumptions of perfect knowledge of resource profitabilities, unequal 
competitive abilities and competitive interference. In a previous experiment we 
demonstrated that perceptual constraints partially explain the degree of the deviation 
from habitat matching but noted that interactions may also affect the distribution of 
organisms. A model of the IFD incorporating violations of both these assumptions 
suggested that interactions act as a benefit to the organisms rather than as a cost 
(Chapter 3). The results of the current study experimentally demonstrate that this is 
indeed the case. 
The benefit hypothesis predicted that because the distribution of interactions is 
more extreme in the large condition than in the small condition, then the distribution 
of ducks should be more extreme in the large condition than in the small condition . 
This is predicted because the relatively greater number of interactions at the better · · 
resource site in the large condition would attract relatively more ducks to that site. Had 
interactions acted as a cost, the relatively greater number of interactions at the better 
resource site in the large condition would deter relatively more ducks from foraging in 
that site. Because there are relatively more ducks in the better resource site in the large 
condition than in the small condition the results support the benefit hypothesis. 
The beneficial effect of interactions to the ducks might be explained in terms of 
the information they provide about the food availability. From the perspective of a 
duck which is deciding which site to feed in, it is possible that interactions provide 
information about the food sites profitabilities. These cues may be the number of 
interactions at a resource site or some part of the activity they generate at that resource 
site. Each 'duck would then choose betw~en the sites profitabilities using not only the 








of food input and interactions. This use of other organisms activity as cues resembles 
the process known as local enhancement, where an individuals attention is directed to 
the location of food by other members of its -group (Crook 1965). By observing other 
foragers, individuals may learn either what to eat or where to forage (Krebs et al. 
1972). The 'information centre' hypothesis similarly predicts the use of other foragers 
as a cue to resource profitability (see Ward & Zahavi 1973). Unsuccessful foragers 
may follow successful foragers from their colonies to resource sites. It has been 
argued that information gathering of this type could lead to the formation of large 
aggregations of birds (see Pulliam & Caraco 1984). Like both these hypotheses, our 
results show that organisms use other foragers to gain information about resource sites. 
We used an iterative curve fitting programme to quantify the approximate 
beneficial value of an interaction relative to the value of a resource. The 15 days data of 
this experiment was fitted to a benefit version of equation 3. The best fit accounted for 
just over 71% of the variance and suggested that an interaction supplied about one third 
of the information that a resource provided (a~ 0.35). This result contrasts the finding 
of Chapter 3, where the value of an interaction was estimated at 0.6 of a resource. This 
contrast suggests that in different conditions the relative value of an interaction may 
change. This change was further demonstrated when we fitted the data for the different 
conditions of both our and Chapter 3's experiments separately. In Chapter 3's 
experiment the value of an interaction changed from~ 0.8 of a resource in their high 
rate condition to ~ 0.5 in their low rate condition. However, in our experiment, the 
value of an interaction is constant across the two conditions (it changes by only 0.02). 
An alternative explanation which could potentially account for the change in the 
distribution of the organisms between the conditions involves the violation of another 
assumption of the IFD. The assumption that individuals have equal competitive 
abilities is frequently violated in tests of the IFD (see Harper 1982; Godin & 
Keenleyside 1984; Milinski 1984; Sutherland et al. 1988; Abrahams & Healey 1990; 
Inman 1990; Gray in press). It has been noted that violations of this assumption do 
not necessarily produce departures from the IFD (Milinski 1984; Sutherland & Parker 
1985; Korona 1989). However, by using an approach based upon an analogy with 
statistical mechanics, Houston & McNamara (1988) found that when competitive 
abilities are unequal, it is probable that the distribution of organisms will be less 
extreme than the resource ratio. This arises as a consequence of the fact that, on 




better habitat and into the poorer habitat (Houston & McNamara 1988). This has been 
fo~nd in experimental studies by Inman (1990) and Gray (in press; see also the 
reanalysed results ofMilinski 1984, in Chapter 2). For further discussion of the effects 
of unequal competitors see Kacelnik et al. (1991) and Milinski & Parker (1991). 
In the current experiment, though the pieces of bread were thrown randomly 
within each site to avoid resource monopolization by better competitors, the different 
sizes of the pieces of bread for the two conditions may have allowed for a change in the 
effect of unequal competitive abilities. It could be argued that in the large condition, 
because only one piece was thrown at a time, better competitors may have been able to 
dominate the resources and obtain more than the poorer competitors. If the effect of 
unequal competitors is greater in the large condition, it would predict that the 
distribution of organisms should be less extreme than that of the small condition (see 
Houston & McNamara 1988). However, the actual distribution was more extreme than 
that of the small condition. This suggests that the effects of unequal competitive 
abilities are either the same on the distribution of organisms in both conditions, or are 
swamped by the effects of the interactions. 
The IFD assumes that organisms use only the availability of resources to assess a 
site's profitability. However, it appears that they have evolved more complex decision 
making rules. In our experiment the ducks utilized more than just the information 
provided by their potential food intake - interactions provided additional information on 
sites' profitabilities. It is possible that in different situations organisms may use 
different decision making rules. For example, in some situations and species, 
interactions may have little or no affect on an organisms' decisions and the resource 
ratio alone may be used to predict their distribution. Our results have revealed that the 
informational value of interactions can change substantially between only slightly 
varying situations. As different cues and their informational value may alter between 
situations, the ability to extrapolate this type of result from 'one condition to another 
may be greatly reduced. 
It is important that future studies investigate the actual behavioural mechanisms 
involved in organisms' decision making processes. Our results show that interactions 
provide information about the profitability of resource sites, but they do not reveal what 
component of the interactions actually supplies this information. In our experiment it is 
possible that the noise associated with interactions, the general movement of the ducks 








the interactions, may have been used as cues by the ducks. Some interesting, if rather 
speculative, questions might be posed about the evolution of these interactions. 
Because interactions attract other foragers to a resource site, it is in a duck's interest to 
minimize interactions or the component of them that are used as cues while still 
maintaining access to food. It is possible that the use of interactions as a cue about 
resource availability is merely an incidental, unselected consequence of competition for 
food (i.e. non-cooperative signalling, see Harper, 1991). Alternatively, there may have 
been selection to minimize the information bearing components of the interactions, with · 
perhaps a following shift to attend to other cues about resource availability. It is even 
possible that ducks may utilize interactions to manipulate and deceive other ducks in the 
population. 
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Choice and travel: how robust is the . 
Ideal Free Distribution? 
Abstract - The Ideal Free Distribution was developed to predict the distribution of 
organisms at a habitat level. It assumes that the effect of travel between resource sites 
has a negligible affect on the distribution of organisms. In this experiment we tested 
whether the Ideal Free Distribution is robust to violations of this assumption. We 
constructed a model based upon the Ideal Free Distribution which incorporated the 
effects of travel costs. Our model predicted that increased travel between resource sites 
would lead to a more extreme ratio of organisms than expected from the resource ratio 
alone. In an experiment with free-living ducks we manipulated the distance between 
resource sites. We used two conditions, one with 16m's between the two resource 
sites and another with 45m's between the resource sites. We found that the ratio of 
organisms became less extreme with increased travel distance. This result suggests that 
travel distance did not primarily act as a cost to the organisms, but caused a decrease in 
the discriminability of the resource sites' profitabilities. Most previous tests of the Ideal 
Free Distribution have also been between resource sites within a habitat Our results 
show that even a minor change in ·travel distance can cause a substantial change in the 
distribution of foraging organisms. Caution is urged about making extrapolations from 
the small scale laboratory level to the habitat level. 

















The study of habitat selection involves the analysis of individual's decisions and their 
affect on the distribution of the organisms among habitats. The processes involved in 
habitat selection depend on the spatial scale involved. At a regional scale these 
processes may involve emigration, immigration and migration (Orians 1991), while· at 
smaller scales they may involve an organism's selection of a particular habitat type or of 
a site within a habitat. Just what spatial scale a study investigates is dependent on the 
particular question that the researcher has in mind. To date researchers have developed 
similar decision rules for different spatial scales. These rules have generally been 
variations on Charnov's (1976) marginal value theorem (Orians 1991). Another model 
in which similar decision rules are used for different spatial scales is the Ideal Free 
Distribution (IFD, Fretwell & Lucas 1970; Fretwell1972). The IFD is an optimal 
foraging model which predicts the equilibrium distribution of organisms among 
patchily distributed resources. It makes two major assumptions: (1) the ideal 
assumption that organisms have perfect knowledge of resource profitabilities and that 
they act to maximize their foraging efficiency, and (2) the free assumption that 
foraging organisms are of equal competitive abilities and that there is no effect of 
interference. A further, rarely stated, assumption is that travel between resource sites 
has a negligible effect on the distribution of organisms. _ 
From these assumptions the IFD predicts a habitat matching relationship (Pulliam 
& Caraco 1984; Fagen 1987), where the equilibrium distribution of organisms 
between resource sites equals the ratio of resources between _those sites. When there 
are two sites this can be expressed as, 
(1) 
where N 1 and N2 are the respective numbers of animals in the sites and R 1 and R2 are 
the amounts of resources in those sites. 
The IFD was originally designed to describe the distribution of birds between 
habitats. However, experiments on the IFD have generally been performed at far 
smaller spatial scales. The majority of studies reviewed by Chapter 2 used fish 
foraging in a small tank to test the IFD. Other experiments used sparrows in an aviary 
and ducks on ponds. Only one of these studies was performed at a habitat level (see 









scale than the model originally described, these studies of several different species have 
often claimed that the IFD is a strong predictor of the distribution of foraging organisms 
(e.g. Milinski 1979; _1984; Harper 1982; Godin & Keenleyside 1984; Di111987; 
Recer et al. 1987; Abrahams 1989; Croy & Hughes 1991). Several researchers have 
also suggested that the IFD is potentially very useful for management and conservation 
(see Fagen 1988; Bernstein et al. 1991; Sutherland & Goss-Custard 1991). Some 
studies have found the IFD to be a good predictor of the distribution of organisms 
despite violations of an assumption of the model. For example, both Harper (1982) 
and Milinski (1984) found that competitors do not receive equal resource payoff as a 
consequence of unequal competitive abilities. Both claimed support for the prediction 
of habitat matching and suggested that the IFD is robust to violations of its 
assumptions. The apparently robust nature of the IFD's predictions has lead to the 
claim that it is one of the best fits between observation and theory in contemporary 
behaviour ecology (see Talbot & Kramer 1987). 
However, other tests of the IFD have found systematic departures from the 
prediction of habitat matching (Abrahams 1986; Sutherland et al. 1988; Gray in press; 
Gray & Davison in press). Reanalysis of experiments on the IFD has also shown 
consistent deviations from habitat matching (see Chapter 2). This reanalysis revealed 
that studies which claim support for the model do not actually approximate the IFD's 
major prediction of habitat matching. In this thesis the potential impacts of violations of 
the IFD's major assumptions have been tested to investigate whether or not such 
violations could cause the distribution of foraging organisms to be less extreme than the 
distribution of resources. Chapters 3, 4 and 5 have all shown that violations of either 
one or both of the ideal and free assumptions of the IFD could cause the distribution 
of organisms to be less extreme than the resource distribution. An additional possibility 
is that the distance between resource sites influences the distribution of foraging 
organisms. 
To investigate the influence of travel between resource sites, we modelled its 
effects in an analogous fashion to the known effects of punishment in psychological 
experiments on individual choice (see Farley 1978; de Villiers 1980; Farley & Fantino 
1980). If travel acts as a cost to the organisms, equation 1 becomes, 
N1 _ R1- qS1 







where S 1 and S2 are the number of organisms switching from each resource site and q 
represents the associated cost of switching for each individual. As the IFD is an 
equilibrium distribution, the numbers switching from one site to the other are equal (S1 
.; S2), and thus equation 2 becomes, 
N1 _ R1- c 
N2 - R2- c' 
(3) 
where cis the product of q (the cost associated with switching) and S (the number 
switching). Subtracting a constant from both the numerator and denominator of a ratio 
results in a more extreme ratio. The larger the constant the more extreme the ratio will 
become. Therefore if, in an experiment travel costs (c) were increased a more extreme 
ratio of organisms would be predicted. Baum's (1982) and Davison's (1991) 
psychological studies of travel time and individual choice used change over delays 
between reinforcement sources to simulate the effects of travel. Both experimenters 
found support for the cost model's prediction that increased travel would lead to a more 
extreme ratio. A test of the effects of increased travel between resource sites on the IFD 
found that it caused a greater departure from habitat matching (Korona 1990). This 
departure, however, was towards a less extreme ratio of organisms (see Korona 1990). 
In this paper we set out to resolve the disagreement between the findings ofBaum 
(1982) and Davison (1991), and Korona (1990). To test the influence of travel on the 
IFD, yve fed ducks at two discrete resource sites on a stream. We increased the 
distance between resource sites for two otherwise equivalent conditions. If small 
changes in the distance between resource sites effect the IFD at this spatial scale it is 
highly unlikely that travel between sites would have a negligible effect at the habitat 
level. 
Methods 
The experiment was performed with a natural population of mallard ducks (Anas 
platyrhynchos L.) on the Water of Leith, Dunedin, New Zealand. The ducks were 
trained to congregate at the study site at about 09.00 hours to give a consistent number 
of ducks each day. The experiment was conducted from about 10.00 hours to 11.30 
















Two travel distances were used: a short condition with 16m's and one weir 
between the two resource sites, and a long condition with 45m's and three weirs 
between the resource sites (see Fig. 1 for references to the study site). Two 
experimenters stood on a concrete ledge approximately a meter above the water's 
surface and threw pre-cut pieces of bread ( = 1.8 grams each) into each site. The overall 
input rate was held constant at 20 pieces of bread per minute, with five different input 
' 
ratios (6:1, 3:1, 1:1, 1:3, 1:6) for each distance condition. The 5 trials per distance 
were randomly ordered within each condition. 
I-S m--l ll-- Video (short site 2) 
Short site 2 
ll-- Video (long site 2) 
Long site 2 
11-- Video (short site 1) 
Short site 1 
Weir 
Water flow 





Long site 1 • 11--Video (long site 1) 
Figure 1. A scale view of the study site on the Water of Leith. The positions of the experimenters 
are marked on ,the concrete ledge, while the closed c;:ircles in the water adjacent to these points represent 
the food sites. The-bread was randomly thrown throughout the sites to inhibit resource monopolization 







As the video cameras had to be moved between the two conditions to view the 
different resource sites, either the short or long condition was randomly assigned as 
the first treatment for each day. Each trial lasted 6 minutes, with the time from 0 to 4 
ririnutes allowing the ducks to come to an equilibrium distribution between the sites. 
Four minutes was chosen as a conservative estimate of the time for the ducks to reach 
equilibrium (see Chapters 3 and 5; Harper 1982; Recer et al. 1987). A break of about 
one minute was taken between trials when the experimenters would meet midway 
between the sites. This allowed the ducks to redistribute themselves with each new 
trial. The results were scored from videotape of each site. For the period between 4 
and 6 minutes, counts of the number of ducks were made each 15 seconds at both sites. 
The number of interactions were also scored for this period. The video pictures were 
consistently framed to take in the same stretch of water each day. In an earlier 
experiment we had shown that interobserver reliability for videotape analysis was high 
for both number and interaction counts (see Chapter 3). 
Results 
In this type of experiment least squares regression is the appropriate technique for 
estimating the line of best fit, as the error variance in the food input ratio is negligible 
compared with that in the estimates of number allocation (see McArdle 1988 for a 
discussion of regression methods). The distribution of ducks for the two distance 
conditions is summarized in the regression plots of Fig. 2. In the short condition the 
ducks underuse the better resource site and overuse the poorer resource site. This 
departure from the IFD's prediction of habitat matching is characterised by a slope of 
less th~ one when the log ratio of organisms is regressed against the log ratio of 
resources (F1,98 = 171.762, P < 0.05). The slope for the long condition is also 
significantly different from the IFD predicted slope of one (F 1,97 = 243.159, P < 
0.05), but is not higher than the short condition as predicted by the travel cost model 
(equation 3). In fact, the slope in the long condition is significantly lower than that of 
the short condition (ANCOV A F 1,195 = 6.386, P < 0.05). 
The design of this experiment depends on being able to alter the effects of travel 
distance without changing any other significant factor. Chapter 4 demonstrated that a 






number of organisms affects each individual's resource intake. If there were more 
organisms in one condition than in the other, each individual would have a lower intake 
rate in that condition. A lower individual intake rate would decrease the difference in 
the profitabilities between the sites for each individual. This smaller difference in 
resource profitabilities would be below the perceptual limit of relatively more 
individuals and thus more would allocate themselves randomly between the sites. The 
greater the number of organisms that allocate themselves randomly between the sites the 
greater the departure from habitat matching (see Chapters 3 and 4 for a discussion of 
the effects of perceptual constraints). Because of the effects of perceptual constraints it 
is important the the number of organisms remains constant across the conditions. In 
this experiment the number of ducks did not significantly change between the two 
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Figure 2. The distribution of ducks (solid line) compared with the distribution predicted by the IFD 
(dashed line, slope= 1) for (a) the short condition (16m), and (b) the long condition (45m). The 
distributions are represented by the least squares regression line for each condition. The slope of the 
distribution, the standard error of this estimate of slope, and the variance accounted for by the regression 










If the disuibution or number of interactions differed significantly between the 
conditions, they could also confound our results by altering the distribution of the 
ducks (see Chapter 4). To test whether interactions could account for the change in the 
ducks' disuibution between the conditions, they were analyzed in a similar manner to 
the numbers of ducks. Figure 3 shows the disuibution of interactions for both distance 
conditions. Both differ significantly from a slope of one (short F 1,94 = 8.803, P < 
0.05; long F l,96 = 16.226, P < 0.05). However, neither the disuibution of 
interactions (ANCOV A F 1,190 = 0.628, P > 0.05) nor the number of interactions 
(short N = 16.63, long N = 17.71, unpaired t = -1.128, df= 197, P > 0.05) differ 
significantly between the two conditions. 
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Figure 3. The distribution of interactions (solid line) compared with a slope of 1 (dashed line) for (a) 
the short condition (16m), and cb) the long condition (45m). The distributions are represented by the 
least squares regression line for each condition. The slope of the distribution, the standard error of this 
estimate of slope, and the variance accounted for by the regression are all shown fu both panels. The 






Researchers have paid tribute to the robust nature of the IFD (e.g. Lefebvre 1983). 
However, the list of factors which all lead to departures from the IFD's prediction of 
habitat matching is rapidly expanding (see Chapters 3, 4 and 5; Sutherland 1983; 
Abrahams 1986). These factors include: (1) perceptual constraints (see Chapters 3 and 
4; Abrahams 1986), (2) interference (see Chapters 4 and 5; Sutherland 1983; Gillis & 
Kramer 1987), and (3) competitive asymmetries (see Sutherland & Parker 1985; 
Parker & Sutherland, 1986; Houston & McNamara, 1988). The results of this 
experi_rnent suggest that it is necessary to add travel to this list. A small change in travel 
distance caused a substantial change in the slope of the distribution of organisms. 
In order to attribute the difference in the distribution of ducks between the two 
conditions to the change in travel distance it was important to ensure that no other 
variables could account for this result The effects of those factors that can cause 
departures from the IFD depend on any one or more of the following: (1) absolute 
resource rate, (2) population size, and (3) the number and distribution of interactions. 
If any of these factors varied between our distance conditions then they could 
potentially explain the observed change in the distribution of organisms. However, we 
maintained the absolute resource rate constant and our results show that the number of 
organisms, and the number and distribution of interactions were similar for both 
conditions. Given that all of these factors are constant, violations of either the ideal or 
free assumptions of the IFD cannot account for the difference in the organisms' 
distribution between our two conditions. If violations of these assumptions cannot 
explain the change, what can? Three possibilities remain: (1) the foraging organisms 
may not be at equilibrium, (2) the numbers switching between the resource sites may 
differ between the conditions, and (3) the change in distance between the resource sites 
may cause the difference. 
If the number of ducks switching from each site was unequal for either of the 
conditions, the ducks would not have achieved an equilibrium distribution. This could 
potentially alter the distribution of ducks between the two conditions. However, the 
change in the distribution between the conditions does not result from a nonequilibrium 
state. The ducks were at equilibrium at four minutes into each trial (see Fig. 4). The 












expected to be the slowest to reach equilibrium (the distributions of all the ratios are at 
c equilibrium for both conditions at four minutes). Thus, failure to reach an equilibrium 
distribution cannot explain the difference in the distributions of the two conditions. 
A further possible explanation for the results of this experiment is that the cost of 
travel (c of equation 3) is higher in the short condition than in the long condition. 
The experimental design originally set out to increase the value of the cost associated 
with switching (q from equation 2). This increase was achieved by approximately 
tripling both the distance between the resource sites and the number of weirs between 
the sites. Hence, the cost associated with switching was approximately three times 
greater in the long condition than in the short condition. The long condition also 
appeared to have a increased occurrence of ducks flying between the resource sites, 
which may also have increased the cost associated with switching. This increased cost 
associated with switching should have resulted in the distribution being more extreme 
in the long condition than in the short condition, the opposite of our fmdings. It is 
possible that a decrease in the number of ducks switching between the resource sites 
could have caused this result. If the number of ducks switching between the resource 
sites (S 1 and S2 of equation 2) was substantially lower in the long condition than in the 
short condition, a change in the distribution in the direction found would be predicted. 
However, the magnitude of this change in the number switching would have to be very 
substantial to account for the data. If the number of ducks switching in the long 
condition was only one third of the number switching in the short condition this would 
cause the effect of the cost of travel (c) to be equal in the two conditions. For the 
numbers switching to explain the results found in this experiment there would have to 
be substantially fewer than one third of the number of ducks switching in the long 
condition than there were in the short condition. Unfortunately we were unable to 
quantify the exact number of ducks which switched between the resource sites. 
However, it appears unlikely that this provides a satisfactory explanation for the 
difference in the distribution of ducks between the two conditions. We observed a 
difference in the numbers switching between the two conditions but it was not of the 
magnitude required to cause the change in the ducks' distribution that we found. 
As no other explanation seems likely to account for the change in the distribution 
of ducks, the results of this study show that travel between resource sites does affect 
the distribution of organisms. The experimental findings contrast the predictions 




opposite direction than that predicted by the travel cost model. One explanation for this 
might be that increased travel distance decreased the discriminability of the profitability 
of ea~h site. The ducks could potentially assess profitability using (at least) their own-
resource intake rate, the rate of food delivery and agonistic interactions as cues (see 
Chapter 5). While each individual's resource intake should have remained 
approximately constant across the conditions, their ability to assess the rate of food 
delivery and the amount of activity at a resource site would be degraded with increased 
distance. It was simply more difficult to accurately see resources and interactions over 
greater distances, and hence the ducks would have less information on which to base 
their decision. The less information that an individual has, the more difficult it becomes 
for that individual to differentiate between better and poorer resource sites (see Chapters 
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Figure 4. The equilibrium data for the extreme ratios for (a) the short condition (16m) and (b) the 
long condition (45m). The log ratio of the number of ducks between the sites is shown against time. 
The error bars are the standard errors of the 20 days of data. We regressed the organisms distributions 
between 4 and 6 minutes against time to test if they deviated from a slope of zero (equilibrium). The 
distribution did not differ significantly from a slope of zero (short 6:1 t = 0.271, df= 176, P > 
0.05; 1:6 t = 0.934, df= 178, P > 0.05; long 6:1 t = 0.355, df= 178, P > 0.05; 1:6 t = 










It is interesting that our results conflict with those of Baum (1982) and Davison 
(1991) who used operant simulations to test the effects of increased travel on individual 
choice behaviour. It is possible that these contrasting results reflect a difference 
between individual's decision making processes when alone and when in a group 
situation. However, it is more likely that this contrast reflects the difference between 
actual increased distance in our study and the increased delay of rewards in their 
studies. In the psychological studies the individual's choice is affected by the cost 
associated with waiting longer for the reward or losing a proportion of the rewards. In 
this study there may be a similar cost associated with the increased time or effort 
involved in an individual moving between more distant resource sites. However, this 
effect must be outweighed by a decrease in the individual's ability to accurately assess 
resource profitability. 
The results raise the question of the impact of spatial scale on investigations of 
decision making processes. When there is no effect on the organisms perceptual ability 
to differentiate between resource availability, travel may act only as a cost However, 
in our experiment a small change in spatial scale alters an organism's ability to 
accurately assess resource profitabilities. While the cues that the ducks used to assess 
the resource profitabilities were the same in both of our conditions, their ability to 
perceive the cues was degraded with increased distance. If the distance between the 
resource sites had been increased even further still, the ability of the ducks to 
discriminate between the resource profitabilities would presumably be even poorer still. 
However, it is likely that the cues used by organisms to assess resource 
profitability differ between spatial scales. This change suggests that an experiment 
conducted at one scale may neglect key factors in habitat selection at a different scale 
(Orians & Wittenberger 1991). For example, while ducks may use the rate of food 
delivery, their individ~al intake rate and agonistic interactions as cues when choosing 
between resource sites within a habitat, if they had to choose between resource sites 
that occurred in different habitats or different regions it is possible that they would use 
different cues to assess the resource abundance. This could include following other 
foragers to resource sites, using the presence of other foragers as a cue to the 
whereabouts of resources, and the memory of previously good resource sites. Travel 
between habitats involves the abandonment (at least temporarily) of a resource site 
about which the individual has current information in favour of a site with an uhknown 







differentiates habitat level selection from most tests of the IFD. These tests (including 
this study) generally use resource sites within a single habitat which are in view of one 
another. As the types of cues used to assess resource aJ:mndance at different spatial 
scales may vary, extrapolations from these types oftests about the general utility of the 
IFD to larger spatial scales is at best questionable. 
Based on the misconception that the IFD provides a good approximation a_( the 
distribution of foraging organisms in experimental tests (see Milinski 1979; 1984; 
Harper 1982; Godin & Keenleyside 1984; Dill1987; Recer et al. 1987; Abrahams 
1989; Croy & Hughes 1991), its theoretical and practical implications have been 
discussed at the habitat level (e.g. Fretwell & Lucas 1970; Fretwell1972; Bernstein et 
al. 1991; Orians & Wittenberger 1991; Pulliam & Danielson 1991; Rosenzweig 
1991). Some researchers have suggested potential uses for the IFD as a conservation 
tool. They propose that it may be used to predict the effects of habitat loss, assess the 
value of habitats to organisms and assess the appropriate scale of habitats for 
conservation (see Fagen 1988; Bernstein et al. 1991; Sutherland & Goss-Custard 
1991). It appears, however, to be illegitimate to apply an optimal foraging model to a 
spatial scale without flrst examining the processes by which the organisms make their 
decisions at that scale. Our experiment reveals that small changes in the distance 
between resource sites within a habitat can cause major changes to the distribution of 
foraging organisms. Future studies could profitably address the way in which both 
resources and stimuli control the distribution of organisms at larger spatial scales. 
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This thesis is the product of an attempt to synthesize the biological and 
psychological approaches to the study of behaviour. The Ideal Free Distribution (IFD, 
Fretwell & Lucas, 1970; Fretwell, 1972) is a functional model of behaviour which 
makes simple, supposedly robust assumptions about organisms' foraging abilities (see 
Godin & Keenleyside, 1984; Harper, 1982; Lefebvre, 1983; Milinski, 1984; 1988). 
It predicts the optimal equilibrium distribution of organisms among patchy resources 
and is structurally analogous to the matching law from psychology (see Gray & 
Davison, in press; Krebs & Kacelnik:, 1991; Pulliam & Caraco, 1984). Following 
Gray (in press) and Gray & Davison (in press) I used the experimental design 
standardly used in experiments on the matching law to test the IFD. In this section I 
will summarize the findings of this thesis. 
1. Previous tests have been insensitive to departures from the IFD. In comparison 
with the experiments on the matching law, tests of the IFD have used unsophisticated 
experimental design and analysis techniques. They have seldom used several different 
resource ratios and the experimental design used in most IFD studies makes it 
impossible to remove the confounding effect of a bias to any resource site (see chapter 
2). 
2. Reanalysis of previous studies. Over half of the studies reviewed in chapter 2 
claimed that their data was a good approximation of the IFD, several others offered 
qualified support for the IFD and less than one fifth of these studies suggested that their 
results disagreed with the predictions of the model (see Table 1, chapter 2). I utilized 
the methods of analysis used in experiments on the matching law to test whether these 
distributions actually were a good approximation of the IFD. This reanalysis showed 
that there are systematic deviations from the IFD. The distribution of organisms is 
consistently less extreme than predicted by the resource ratio. By far the majority of the 
organisms' distributions ( 44 out of 52) were less extreme than the distribution of 
resource·s (see chapter 2). The sy~te-matic nature of these devfations suggests that 








ideal assumption of perfect knowledge of resource availability, (2) the free 
assumption that in~erference has no effect on the distribution of organisms, and (3) the 
assumption that travel between resource sites has a negligible effect on the distribution 
of organisms, may all lead to this type of departure. 
3. The effect of perceptual constraints. If organisms do not have perfect knowledge 
of the resource availabilities (i.e., are perceptually constrained) they will underuse 
better resource sites and overuse poorer resource sites (see chapter 3). This occurs 
because organisms that are perceptually constrained will randomly choose betw,een 
resource sites when the difference in their prospective intake at each site is below their 
perceptual limit (see chapters 3 & 4). 
4. Simulating the effects of perceptual constraints. The magnitude of the perceptual 
constraint required to cause the deviation from the IFD found in the perceptual 
constraint experiment was quantified by simulation. This simulation showed that small 
perceptual constraints could lead to substantial departures from the IFD. The influence 
of the perceptual constraint depended on the absolute resource rate and the number of 
organisms present A change in either of these variables would alter the absolute intake 
rate per individual. If the individuals absolute intake rate were lowered, the organisms 
perceived differences in the sites profitabilities would also be lowered. If this 
difference fell below the perceptual limit of one or more individuals they would allocate 
themselves randomly between the sites. This random choice of resource sites would 
lead to the underu~e of better resource sites and overuse of poorer resource sites (see 
chapters 3 and 4). 
5. Simulating the effects of interactions. The distribution of the organisms in the 
perceptual constraint experiment cannot be fully explained by perceptual constraints 
alone: It appeared that interactions also had an effect on the distribution. An iterative 
curve fitting programme fitted to the data set of the perceptual constraint experiment 
suggested that interactions may act as a benefit to the ducks. A simulation of the effects 
of interactions showed that the absolute number of interactions has a relatively minor 
influence on the distribution of organisms when the distribution of interactions is within 
normal bounds. Conversely, the distribution of interactions had a marked effect on the 
distribution of organisms (see chapter 4). 
6. Social interactions -punishment or information? I performed an interaction 
experiment to test between the hypotheses that interactions act as a cost or as a benefit. 






to differentiate between these two hypotheses. In the large condition of the interaction 
experiment there were relatively more interactions at the better ~esource site than there 
were in the small condition. Because of this change in the distribution of interactions, 
if they act as a punisher (cost) the ducks should have avoided the better resource site in 
the large condition. If, however, interactions act as information (benefit) the ducks 
should have been attracted to the better site in the large condition. The results show 
that there were relatively more ducks in the better resource site in the large condition 
than in the small condition. This supports the hypothesis th[1t interactions act as a 
benefit to the ducks. This demonstrates that they used thr ~: 1teractions as cues to judge 
the availability of resources. Interactions may have some effect as a cost to the ducks, 
but this is completely overshadowed by the information they provide about the 
profitability of the resource sites. 
7. The effects of travel on organisms decision making. Many optimal foraging 
models assume that travel has a negligible effect. However, the third and fmal 
experiment of this thesis found that a relatively small increase in travel distance caused a 
substantial change in the ducks distribution. The distribution of ducks became less 
extreme with increased travel distance. Any effects travel has as a cost to the ducks 
were swamped by the decrease in the discriminability of resource availabilities 
associated with the increased distance between resource sites. 
In summary 
These findings have important implications for future tests of the IFD and 
optimality models in general. Tests of the IFD need to use sophisticated design and 
analysis to quantify deviations from the model's predictions. The IFD and other 
functional models of behaviour need to take into account the mechanisms involved in 
the organisms d~cision making process. While the IFD assumed that organisms only 
use the resource availability to assess a sites profitability, the results of this thesis show 
that they also use the amount of activity at the resource sites (interactions). The 
organisms assessment of resource profitability is constrained by their imperfect ability 
to assess these cues and their ability is degraded with increased distance between 
resomce sites. Functional models of behavior thus need to incorporate knowledge of 
the mechanisms involved in the decision making process to make realistic predictions 
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