The following linear inverse problem is considered: given a full column rank m n data matrix A and a length m observation vector b, nd the best least squares solution to Ax = b with at most r < n nonzero components. The backward greedy algorithm computes a sparse solution to Ax = b by removing greedily columns from A until r columns are left. A simple implementation based on a QR downdating scheme by Givens rotations is described. The backward greedy algorithm is shown to be optimal for this problem in the sense that it selects the \correct" subset of columns from A if the perturbation of the data vector b is small enough.
Introduction
The problem of computing a sparse approximate solution to a set of linear equations is important in matrix computations where it is known as the \subset selection problem" 4]. Such sparse approximate solutions have applications in statistical regression 6], in function interpolation 10], and in signal processing 5, 2, 7] .
In this paper, the following formulation of the subset selection problem is considered. Given a data matrix A 2 C m n , m n, and an observation vector b 2 C m , nd the best least-squares solution to Ax = b with at most r non-zero components. That is, nd the subset of r columns from A that gives the best approximation of b in the sense that kAx?bk 2 is minimized over all vectors x with at most r non-zero components. Alternately, the problem can be viewed as estimating the dictionary and the associated mixing proportions (which are equal to zero for absent signals), respectively.
The best subset of columns from A can be found by exhaustive evaluation of the least-squares residual for all possible subsets. It is possible to take advantage of the structure of the problem to reduce the size of the search space by means of Branch & Bound-type algorithms 8, 9] . However, when n increases, algorithms based on exhaustive searches (even with Branch & Bound restrictions of the search space) become rapidly impractical. Therefore, several heuristics which do not require exhaustive searches have been proposed 6] . One such heuristic is the well-known \greedy" algorithm of Golub and Van Loan 4] . The greedy algorithm is a sequential forward selection scheme.
The idea of the greedy algorithm is to start by nding the column of A closest to b, and then add columns one by one until r columns have been selected, each time adding the column that
gives the largest decrement of the least-squares residual. ; r = 2:
Clearly, the greedy algorithm will start by erroneously selecting the rst column of A and then add the second column. In this case, the correct set of columns (second and third) cannot be selected by the greedy algorithm. In general, it is always possible to nd situations in which one or all of the heuristics that have been proposed so far will fail 6]. An alternative to the sequential forward selection used in the greedy algorithm is to use sequential backward selection, i.e., rather than adding columns to the solution one by one, it is possible to start with all columns present (i.e., with the complete matrix A) and remove one column at a time until r columns are left. The column that is removed should be chosen to minimize the increment in the least-squares residual. We call this alternative approach the \backward greedy algorithm." To avoid confusion, the standard greedy algorithm will be referred to as the \forward greedy algorithm" in the sequel. On the simple example above, it is obvious that the backward greedy algorithm will correctly remove the rst column from A. In this case, the backward greedy algorithm correctly yields the optimal solution. More generally, as will be shown in Section 3, the backward greedy algorithm is guaranteed to yield the correct subset of non-zero components in x if the perturbation in (1) is small enough.
In the following section, the backward greedy algorithm for subset selection is formally de ned and a simple QR-based implementation is described. Section 3 presents our main result about the backward greedy algorithm in the form of a theorem proving that it always nd the correct subset of non-zero components of x in the small perturbation case. Some implications of this theorem are then be discussed. Numerical results illustrating the properties of the backward greedy algorithm are given in Section 4. The paper is concluded by some remarks on the choice of the number of columns r and on the NP-hardness of the subset selection problem, and by a discussion of some possible extensions of our result. (3) until c(?) = r. The column k that is removed at each iteration is chosen to minimize the increment in the least-squares residual . Once the last iteration has been performed, the sparse least-squares solution associated with the column indices left in ? is computed. The subset of indices obtained at the last iteration of the backward greedy algorithm and the associated sparse least-squares solution will be denoted by? s andx s , respectively.
The forward greedy algorithm is usually implemented by means of the QR algorithm for leastsquares solution of linear systems. In essence, the forward greedy algorithm is a QR factorization of A by the Gram-Schmidt procedure in which the column pivot is chosen greedily with respect to the right-hand side b of the matrix equation Ax = b (see 10, 4] ). Similarly, the backward greedy algorithm can be e ciently implemented by combining the QR algorithm for least-squares problems with a column-deletion QR downdating step based on Givens rotations.
For the implementation of the backward greedy algorithm, it is necessary to evaluate the least- where G i is a rotation in planes i, i + 1 for i = k: n ? 1, and R(: ; n fkg) is the upper Hessenberg matrix obtained by deleting the k-th column of R. The downdated least-squares residual is given by ( n fkg) = ke (k) (n: m)k 2 :
Note that there is no need to explicitly compute the downdated QR factorization Q (k) R (k) . It is simply necessary to apply the sequence of Givens rotations to e to nd the downdated least-square residual.
Once the minimum downdated ( nfk g) has been found, the k -th column is removed from A and the process repeated recursively until only r columns are left. The sparse least-square solution x s can then be computed by the usual QR approach. In general, the global cost of the backward greedy algorithm will be dominated by that of the original QR factorization and the QR downdating operations during the subset selection step.
The original QR factorization of A has a cost of O(mn 2 ). Downdating a QR factorization (i.e., computing the Givens rotations and applying them to e) at step i requires O( operations.
The implementation of the algorithm that has been presented in this section is reasonably ecient but it is not optimized. Its optimization would be speci c to particular constraints (number of operations, storage requirements, numerical stability) and therefore is not attempted in this paper. See 1] and references therein for details on the numerical implementation of a QR downdating algorithm for least-squares solutions.
We conclude this section with a short discussion of the comparative computational costs of the backward greedy algorithm and the forward greedy algorithm. The backward greedy algorithm starts with n columns and removes them one by one until only r columns are left. The rst step in the algorithm is the solution of the non-sparse least-squares problem Ax = b by QR factorization.
Recalling the analogy between the forward greedy algorithm and QR factorization with column pivoting, this rst step of the backward greedy algorithm can be seen to be equivalent to the nal step of the forward greedy algorithm. Obviously, if r is small with respect to n, the computational cost of the backward greedy algorithm will far exceed that of the forward greedy algorithm. Because the overhead of the forward greedy algorithm compared to a \regular" QR factorization, the cost of the backward algorithm might be similar or even slightly lower than that of the forward algorithm if r is close to n. Even if r is not too close to n, it may still be interesting to use the backward algorithm rather than the forward algorithm because it possesses some nice optimallity properties, which are the subject of the next section. In contrast, the forward greedy algorithm has no such properties, as demonstrated in Section 1.
Main Result
Consider the alternative interpretation of the subset selection problem (1) . In this interpretation, there exists a sparse vector x 0 such that Ax 0 = b 0 , or A(: ; ? 0 )x 0 (? 0 ) = b 0 and x 0 (? c 0 ) = 0 where ? 0 is the subset of indices of non-zero elements in x 0 . The subset selection problem can be viewed as nding the r components that are \active" in x 0 (i.e., nding ? 0 ) and estimating their values from a noisy observation of b = b 0 + . That is, the subset selection is a detection and estimation problem with a priori knowledge on the solution in the form of a sparsity constraint.
The main result of this paper, presented in Theorem 1, is that, for any full rank matrix A and any sparse vector x 0 , there exists a bound on the perturbation that guarantees that the backward greedy algorithm will select the correct subset of components, i.e.,? s = ? 0 . This means that the backward greedy algorithm is optimal for the subset selection problem at least for small \noise levels."
In order to prove this theorem, we will need the following two lemmas. As usual, we de ne the orthogonal distance d(x; S) between a point x and a subspace S as the distance between this point and its orthogonal projection on the subspace. The rst lemma states that the set of points located at equal distance from two subspaces (such as the ones de ned by the range spaces of two possible subsets of A) consists of the union of two subspaces. The proof of Lemma 1 is given in the Appendix.
Lemma 1. Let S 1 and S 2 be two subspaces of C n , dim(S 1 ) = dim(S 2 ) = r. The set of points located at equal distance from S 1 and S 2 , called the bisector of S 1 and S 2 and denoted by H, consists of the union of two subspaces H 1 and H 2 of C n of dimensions dim(H 1 ) = dim(H 2 ) = n?r+dim(S 1 \S 2 ).
The second lemma considers one iteration of the backward greedy algorithm, i.e., the removal of one column from the current subset of columns ?. It states that there exists a non-trivial bound on the norm of the perturbation kb ? b 0 k such that, for any perturbation smaller than the bound, one iteration of the backward greedy algorithm is guaranteed to remove a column that is not part of the correct subset of columns ? 0 , provided that the current subset of columns ? contains the correct subset ? 0 .
Let us rst de ne the orthogonal distance d(x; H) between a point x and a bisector H as Our speci c motivation for studying the backward greedy algorithm for subset selection arises from an estimation and detection problem in statistical signal processing 3, 2]. In this application, the vector b is a random vector converging with probability one to b 0 . We are interested in the properties of the estimate of ? 0 and x 0 obtained by the backward greedy algorithm. Note that for the application described in 3, 2], nding ? 0 is at least as important as nding x 0 . Using Theorem 1, it is easy to establish that the estimates? s andx s obtained by the backward greedy algorithm are strongly consistent. That is, they converge to the true values ? 0 and x 0 with probability one.
To see this, note that the backward greedy algorithm is guaranteed to pick the correct subset of components if the perturbation is small enough, and recall that kx s ?x 0 k kb?b 0 k= min A(:; ? 0 )].
We get thus directly the following optimal detection corollary. So far it has been assumed that a \true" sparse solution x 0 existed and that the subset selection problem consisted in nding this sparse solution. This \detection and estimation" view led to Theorem 1 and its rst corollary. There are however situations in which this formulation is not adequate: there is no underlying \true" solution and the subset selection problem is simply that of nding the subset of r columns from A such that the least-square residual is minimized. In this case, let ? s and x s be de ned as the optimal sparse solution. That is, let ? s = arg min ? c(?)=r (?) (7) x s = arg min x2C n x(? c s )=0 kAx ? bk: (8) In practice, ? s and x s can always be found by exhaustive search. Recall that? s andx s are the solutions provided by the backward greedy algorithm. The following corollary of Theorem 1 implies that, provided that the residual (? s ) is small enough, the backward greedy algorithm will give the same solution as an exhaustive search.
Corollary 2. The backward greedy algorithm is optimal, i.e.,? s = ? s andx s = x s , provided that (? s ) is small enough; that is, provided that (? s ) < where is de ned by (6) The implication of Corollary 2 is that the backward greedy algorithm is optimal for the subset selection problem when its solution corresponds to a small enough residual. That is, if (? s ) is small enough then ? s is guaranteed to be found by the algorithm. For larger residuals, the backward greedy algorithm is sub-optimal; it may or may not nd the correct solution, depending on the values of A and b. 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 :
The rst three columns of the matrix were linearly combined to yield the vector b 0 , i.e., b 0 = Ax 0 with x 0 = 1; 1; 1; 0; 0; 0; 0] H . One hundred random perturbation vectors were generated and added to b 0 to yield b = b 0 + . The perturbation vectors were uniformly distributed on a hypersphere of given radius, i.e., the norm k k of the perturbation vectors was xed. For each perturbation vector, the sparse least-square solution to Ax = b with r = 3 non-zero elements was computed by the backward greedy algorithm and by exhaustive search. The experiment was repeated for several values of k k. Figure 1 gives the number of times the backward greedy algorithm found the true subset of of non-zero components ? 0 = f1; 2; 3g as a function of the ratio k k=kb 0 k (i.e., of the inverse of the \signal-to-noise" ratio). Figure 1 also gives the number of times the sparse solution obtained by exhaustive search (? s ) was equal to ? 0 or to? s (recall that for large perturbations, ? s does not necessarily need to be equal to ? 0 ). According to Theorem 1 and Corollary 2, we should expect? s = ? 0 = ? s when k k < . This can indeed be veri ed on Figure 1 where the value of corresponding to A and b 0 is marked by a circle. The value of was computed from (6) . The distance between b 0 and the bisectors of the subspaces corresponding to subsets of columns of A in the rightmost part of (6) can be computed by the method suggested at the end of the Appendix.
The value of depends on the matrix A and the \exact" vector b 0 . Two general observations can be made about . First, it is easily veri ed that should be proportional to kb 0 k. Second, recall that can be viewed as the radius of the largest hypersphere centered on the sparse vector b 0 that can be tted in the n-dimensional cone including b 0 whose facets are the bisectors of pairs of subspaces spanned by subsets of columns of A in (6) . Intuitively, when the principal angles between these subspaces are small, the principal angles between the bisectors will also be small, the n-dimensional cone will be \narrower," and will be smaller. The principal angles between subspaces spanned by subsets of columns of A will be small when these columns are nearly linearly dependent, i.e., when the condition number of the matrix A is large. One would thus expect to see the ratio =kb 0 k to vary inversely with the condition number of the matrix A. In order to verify this hypothesis, two hundred 10 7 matrices with random coe cients were generated. By manipulating the singular values of the matrices, the condition number (A) was set to 5 for the rst 100 matrices and to 50 for the next 100 matrices. For each matrix, the vector b 0 was again computed from the rst three columns of A as b 0 = A 1; 1; 1; 0; 0; 0; 0] H , and the bound was evaluated from (6) . The histograms of Figure 2 gives the distributions of obtained for (A) = 5 and (A) = 50. It can be veri ed that =kb 0 k is generally higher when the condition number of the matrix is small.
Given A and b 0 , a method for computing an estimate the bound that does not requires the exhaustive evaluation of the distances between b 0 and bisectors in (6) can be suggested. This method can be used when the matrix A has a large number of columns. Using the same approach as in the rst experiment, random perturbation vectors k k can be added to b 0 and the backward greedy algorithm can be used to compute? s for increasing values of k k. When a perturbation vector is found such that? s 6 = ? 0 , Theorem 1 implies that k k . If a large number of random vectors are generated for each value of k k, this Monte Carlo-type method can yield tight approximations of . Since it is based on the backward greedy algorithm, the method can yield an estimate of to any desired con dence level in polynomial time. In the version considered in 2], neither nor r are known a priori. Instead, the subset selection problem is de ned as nding the sparse vector x that realizes the best trade-o between the match to the observation vector b and the number of non-zero components. This trade-o is measured by a gure of merit of the form min x fkAx ? bk 2 + f(x)g ; (9) where f(x) is a complexity penalty monotonously increasing with the number of non-zero components in x. Note that because (A(: ; ? 0 )) < (A), a sparsity constraint reduces the sensitivity of the solution of the linear inverse problem Ax = b to perturbations of the observation vector b 0 , at least for small enough ( < ). For this reason, solving a linear inverse problem with a sparsity constraint like in (9) is sometimes known as \regularization by sparsity" 5].
The backward greedy algorithm presented in Section 2 can be readily applied to the above problems by solving for successively decreasing r and looking for the sparsest solution satifying kAx ? bk < in the case of Natarajan's problem, or the minimizer of the gure of merit (9) in the case of regularization by sparisity.
NP-Hardness of Subset Selection
In 10], Natarajan considered the variant of the subset selection problem described in Section 5.1.
He showed that nding the sparsest solution to kAx ? bk for a given , if such solution exists, is NP-hard. This may seem to be in contradiction with our result that the backward greedy algorithm can solve correctly the subset selection problem in polynomial time in the small residual case. Indeed, for Natarjan's formulation of the subset selection problem, we have the following corollary to our main result. Proof. The proof follows directly from the formulation of the subset selection by Natarajan and from Corollary 2.
Corollary 3 states that if the threshold is small enough, the solution to Natajan's problem will be found in polynomial time by the backward greedy algorithm. The contradiction between Natarjan's result on NP-hardness of the subset selection problem and the last statement is only apparent. Indeed, assuming that the backward greedy algorithm yields a solution? s complying with kAx ? bk for a given , it would still be necessary to compute the corresponding bound from (6) to verify that < , which is not a polynomial-time operation. Thus, even if the backward greedy algorithm yields a solution in polynomial time which can be expected to be the optimal solution if the residual is small enough, the veri cation that the residual is indeed \small enough" cannot be performed in polynomial time.
Extensions of the Results
The results that have been presented in the previous sections can be extended to variants of the subset selection problem based on other metrics than the Euclidean distance. In general, the subset selection problem can be stated as nding the subset of r columns from A that gives the best approximation of b in the sense that d(Ax; b) is minimized over all vectors x with at most r non-zero components for a given distance measure d( ; which concludes the proof.
The derivation above suggests a method for computing the distance d(x; H) between a vector x and a bisector H. This distance can be easily computed from the orthonormal bases U 1 and U 2 by recalling that the range R(A) is the orthogonal complement of N(A H ). It follows that d(x; H 1 ) = jP R(U 1 +U 2 ) xj where P R(U 1 +U 2 ) is the orthogonal projection on R(U 1 + U 2 ), which can be easily computed, e.g., by QR factorization of U 1 + U 2 . Likewise d(x; H 2 ) = jP R(U 1 ?U 2 ) xj can be easily computed. The orthonormal bases U 1 and U 2 can be obtained from the principal vectors between the subspaces S 1 and S 2 4] . The latter can be obtained from any pair of orthonormal bases for S 1 and S 2 via a SVD. 
