We study a small circuit of coupled nonlinear elements to investigate general features of signal transmission through networks. The small circuit itself is perceived as building block for larger networks. Individual dynamics and coupling are motivated by neuronal systems: We consider two types of dynamical modes for an individual element, regular spiking and chattering and each individual element can receive excitatory and/or inhibitory inputs and is subjected to different feedback types (excitatory and inhibitory; forward and recurrent). Both, deterministic and stochastic simulations are carried out to study the input-output relationships of these networks. Major results for regular spiking elements include frequency locking, spike rate amplification for strong synaptic coupling, and inhibition-induced spike rate control which can be interpreted as a output frequency rectification. For chattering elements, spike rate amplification for low frequencies and silencing for large frequencies is characteristic.
Introduction
In many areas of science and engineering, we are facing the problem of information transmission and amplification, independently whether we are studying metabolic cell networks, neuronal communication, or artificial information systems like the internet. The topological structure of such systems in many cases is characterized by networks of individual elements. However, the size and complexity of such systems lead to a hierarchical organzation of such systems, in the sense that what appears as an individual element on a given level, is actually formed by a subsystem with its own dynamics on a lower level.
In this article, we study a small circuit of coupled nonlinear elements to investigate general features of signal transmission through networks. The small circuit itself is perceived as building block for larger networks. As motivation and for the sake of specificity, we choose the individual dynamics and the coupling similar as in neuronal systems. The nervous system is the most efficient biologically-evolved information transmission system. To understand how it encodes, transmits and decodes information is of prime relevance,
The model is based on the one proposed by Izhikevich [3] . The variables v and u mimick the membrane potential and membrane recovery, respectively. The synaptic (or externally injected) current to a neuron is 
where c and d are parameters describing the reset of the membrane potential and the recovery variable, respectively. To the dynamics of the neurons we add an equation for the synaptic currents, given by equation
where j denotes the postsynaptic neuron and i the presynaptic one. The matrix of synaptic connectivity is given by s ji . The function g represents the synaptic conductance, behaving according tȯ
This equation mimicks the approximately exponential decay of the conductance with a characteristic time scale of 5 ms (resembling typical values for excitatory AMPA and inhibitory GABA A concentrations [5] ).
Each time the presynaptic neuron i fires, its conductance g i increases, which is described by if v i = 30 then g i = g i + 1 .
The function E represents the reversal potential of the presynaptic neuron:
for an excitatory neuron, −90 for an inhibitory neuron.
Note that in Eq. (3) the sum is taken over all connected neurons and that g usually is nonzero. Therefore, a neuron j continuously receives a synaptic current I j with different contributions from all presynaptic neurons i. Note that the current between the pre-and postsynaptic neuron depends (a) on the state of the presynaptic neuron -if it is excitatory or inhibitory (E i ) and if it is firing (g i large) or not, (b) the general coupling strength between the neurons (s ji ), and (c) the momentary state of the postsynaptic neuron: since usually v j > −90, a presynaptic inhibitory neuron creates negative postsynaptic currents while a presynaptic excitatory neuron creates positive postsynaptic currents, at least while v j < 0. Although the postsynaptic currents are in general small, their magnitude becomes large if a presynaptic neuron fires.
Within the model, the reversal potential E completely determines whether a neuron has an excitatory or inhibitory impact. Nevertheless, for convenience we assign positive (negative) numbers to excitatory (inhibitory) connections in the matrix s ji .
In order to take into account small current fluctuations we include an additive noise term for the potential v (which is the independent variable). The parameter D i characterizes the magnitude of the Gaussian whitetime, the resulting spike train is periodic. For I 0 < 4, the input neuron remains silent. As I 0 is increased above this value, periodic spiking sets in. Then, the spike rate increases approximately linearly with the input current as r ≈ 2.15 I 0 s −1 (see below Fig. 2(a) ). Thus, for the given set of parameter values, the system describes a Type-II excitability dynamics. In the simulations, the input current is changed from I 0 = 4.5 up to I 0 = 55.0 in steps of 0.5. We either display the results as functions of the input spike rates r 0 (deterministic simulations) or the input currents I 0 (stochastic simulations). . We express our results in terms of the spike-count rate r i (sometimes also called frequency) and with help of histograms of interspike intervals (ISI) for binsizes 0.5 ms. For most simulations, the simulated time interval is chosen to be 40 s (20 s for CH neurons).
We investigate a total of six different network topologies, described in Fig. 1 , differing in the number of inputs (1 or 2), number of neurons (1 or 2), and the type of coupling between them. The basic one is depicted in (a), where an excitatory input enters neuron 1. This type of input is present in all schemes and hence represents a central driving force to the network. In (b), neuron 1 is an excitatory neuron for neuron 2. In scheme (c), there is an additional inhibitory spike train affecting both neuron 1 and 2. In (d) that inhibitory spike train only enters neuron 2. In (e) we have an inhibitory feedback from neuron 2 to neuron 1, and finally in (f), an excitatory feedback to neuron 1.
Results

Regular spiking neurons: single-neuron case
First, we investigate the input-output relationship for one neuron, i.e. the spike-count rate of neuron 1 as a function of the input frequency, for an excitatory connection between the input and the neuron. Since we start with the deterministic system, a perfectly periodic spike train with controlled frequency is created.
Figure 2(b) shows the input-output relationship for neuron 1 for a synaptic coupling s 10 = 0.3. For low input frequencies, the output spike rate is identical to the input frequency, i.e. every input spike leads to an output spike. However, as the input frequency goes beyond a critical value, here approximately 24 s −1 , the output spike rate decreases. As the input frequency is increased further, the output spike rate increases and decreases alternately. The reason for this behavior is that a neuron has an intrinsic inertial dynamics and therefore it is unable to follow the fast input.
Although the output spike rate is a nonmonotonic function of the input frequency, the ratio of the two spike rates shows monotonic behavior. In Fig. 2 (c) we see that for a wide range of values of the input frequency, the ratio between the input and output frequencies is an integer number k. The corresponding spike trains show one outgoing spike for k incoming spikes. This phenomenon is denoted as k : 1 frequency locking. In Fig. 2(b) , the locking behavior is reflected by a linearly increasing output spike rate where the slope is 1/k. Also, there are input frequencies where the output spike train does not show the perfect simple-periodic behavior of the input spike train but displays higher periodicities associated with other ratios (3:2, 5:2, etc.). Generally, there is m : n locking (m, n integer numbers) found in the system, although for simplicity we restrict our analysis here to the case of k : 1 locking with k integer. Quasiperiodic and chaotic regimes may be expected but have not been explored in the present study.
In the presence of noise, the spike rate is best characterized by ISI histograms. Figure 2( Let us now discuss the effect of the strength of the synaptic coupling on the spike rate of the neuron in the absence of noise. We have seen that neuron 1 can be locked to the input spike train. How does locking behavior depend on the coupling strength? We can anticipate that the stronger the coupling, the more faithful will neuron 1 follow the input. This is shown in Fig. 3 Besides this effect, we observe that curves behave qualitatively similar, i.e., once the 1:1 coupling is lost, the spike rate decreases until it is locked to the input spike rate in other ratios. To analyze this situation a little further, we rescale the rate r 1 for each coupling value by its rate at r 0 = 130 s −1 (strictly speaking at I 0 = 60) which is a very large value for the applicability range of a RS neuron. By dividing through that value, we obtain the curves displayed in Fig. 3 (b). From these curves we extract the information that independently of the coupling strength, the spike rate at which the 1:1 locking breaks down has an approximately constant ratio to its value at r 0 = 130 s −1 , around 84%. Rephrasing that finding, this means that neuron 1 reaches 84% of its accessible frequency range through a low frequency input to which it locks 1:1.
To understand the aspect of the coupling strength, in Fig. 3 (c), we display the spike rate ratios of the curves of Fig. 3 (a). We see that for stronger coupling, neuron 1 can follow the input more faithfully, while for weaker coupling, neuron 1 is detached earlier from the input. While we have seen this already in Fig. 3 (a),
we observe furthermore that neuron 1 still can lock efficiently up to a locking of 7:1 which demonstrates that its dynamics may be very slow but still clearly dependent to the input. These results can be understood if we recall that for low values of s 10 the synaptic currents are smaller and the neuron has a reduced tendency to fire. Therefore, it is more inertial and decouples more easily from the input dynamics. On the other hand, for a strong coupling the neuron is able to follow the input spike trains up to higher input frequencies.
By varying the coupling strength systematically, we are able to obtain an overview of the locking regions. while the other curves seem to show only linear behavior for small s 10 and rise stronger for large s 10 . The curves do not intersect here and this means that the slope of a curve limiting a locking region increases with k. Therefore, the frequency range of the locking regions for a given k indeed increases with s 10 , as noted above. This figure also illustrates that a given input spike train with frequency r 0 can lead to a range of 6 output spike trains, depending on the synaptic coupling strength. Note that for s 10 < 0.12 no input spike train with r 0 < 100 s −1 leads to an output spike train. It is reasonable to interpret this as an effective critical coupling strength for information transmission for the neurons (for the given parameter set). This parameter is hence critical for a possible implementation in electronic circuits.
RS neurons: two-neuron system with feedforward topology
The results presented above have been obtained for a single neuron subjected to an excitatory input.
Let us now add a second neuron, which is coupled in an excitatory way to neuron 1, i.e. with s 21 > 0. First, no inhibitory input is present and the only input to neuron 2 is the spike train emitted by neuron 1.
In Fig. 4(a) What happens to a feedforward network if the coupling strength is the same for both neurons, but varies in absolute magnitude? The answer is displayed in Fig. 4 (c) for s 21 = s 10 = 0.5 and 0.7. For comparison, we include the curves for s 21 = s 10 = 0.3 from Fig. 4(a) . The main observation, 1:1 coupling for a wide range of r 0 is repeated. Furthermore, we see that the frequency at which the locking breaks down is not a simple function of the connectivity. The most striking new finding here is that for large synaptic strengths, neuron 1 can actually have a higher spike rate than the input and accordingly (since coupling strengths are equal), neuron 2 can actually produce more spikes than neuron 1. This represents a frequency amplification which is due to the fact that the input current of a neuron in nonzero also if the presynaptic is not firing. This implies that the line that limits the 1:1 locking region in Fig. 3(d) is not exactly correct for large couplings.
To understand the soft and monotonic increase of r 1 /r 2 for strong coupling Fig. 4(b) , we have performed stochastic simulations and in Fig. 4(d) we display the corresponding normalized ISI histograms. It can be seen that stochastic frequency locking 1:1 is observed for almost the whole range of considered I 0 (note that also the histograms of neuron 1 are bimodal and therefore neuron 2 may show stochastic frequency locking 1:1 with neuron 1 also in the bimodal regime). Only for I 0 > 45, deviations from 1:1 locking are found. Then, neuron 2 falls behind the pace given by neuron 1: There is a cloud of points appearing around 7 2, representing twice as large ISIs as for neuron 1. Accordingly, the relative decrease in spike-count rate displayed in Fig. 4 (a) means that occasionally a spike of neuron 1 cannot give rise to a firing of neuron 2.
This tendency becomes more and more dominant as the input spike rate is increased.
RS neurons: two-neuron system with inhibition
Until now, we have discussed a network of one or two neurons with one input spike train for neuron 1. Let us now consider the case of an additional inhibitory input spike train. We fix the frequency of the incoming excitatory spike train and study the dynamics of neuron 1 and neuron 2 as the spike rate of the incoming inhibitory spike train is increased. Inhibition influences neuron 1 directly and neuron 2 directly and through neuron 1. The results of deterministic simulations are shown in Fig. 5(a,b) for two different initial conditions.
In absence of inhibition, the output spike rate of neuron 2 (solid lines) would be equal to the one of neuron 1 (dashed lines) and equal to the input frequency, r 0 = 22.4 s −1 (dotted lines). Let us first discuss the dynamics of neuron 1. As the frequency of the inhibitory spike train is increased, the spike rate of neuron 1 decreases until for r 3 ≈ 44 s −1 no spike train is generated anymore. However, there is a region around the frequency of the excitatory input, i.e. r 3 ≈ r 0 s −1 , where the spike rate of neuron 1 may be equal to the frequency of the excitatory input ( Fig. 5(a) ) or zero ( Fig. 5(b) ). The difference lies in the relative phase of the incoming spike trains (the simulation is deterministic): if an excitatory spike arrives first, it may create a spike and the inhibitory spike does not produce an effect on the spike dynamics of the neuron.
However, if an inhibitory spike arrives just before the excitatory spike, the latter cannot produce a spike and the neuron remains silent. This phase relationship can be quantified by t 0 , which describes the time delay of the inhibitory spike with respect to the excitatory spike in the initial condition. It is t 0 = 9. that additional inhibition reduces the output spike rate. For low r 3 , the effect is weak, leading to a frequency decrease of 5-10%. For inhibitory input spike rates larger than r 3 ≈ 22.4s −1 , the effect is increasingly larger (≈ 20%) until finally the neuron 2 stops firing for lower spike rates than in the case without the additional inhibition.
Finally, we consider a network formed by two neurons where neuron 2 is subjected to an inhibitory spike train of fixed frequency r 3 = 43 s −1 (ISI= 23 ms) and to an excitatory spike train of variable frequency originated in neuron 0 and transmitted through neuron 1. Noise is present in the simulations shown in Fig. 5(c,d) . The ISI histograms of neuron 0 and neuron 1 are qualitatively similar to the one presented in Fig. 2(d) . However, the ISI histograms of neuron 2, displayed in Fig 
RS neurons: 2-neuron system with recurrent feedback
In this part, we investigate two types of network topology which have attracted strong interest due to their presence in real neural networks, e.g., in the context of Central Pattern Generators [7] . One type represents recurrent inhibition, i.e. a neuron inhibits the source of its own excitation and the other recurrent excitation, i.e. a neuron excites the source of its own excitation. Here, we discuss the simplest case of a recurrent network, where neuron 1 excites neuron 2 and neuron 2 provides a feedback to neuron 1.
In Fig. 6 , we compare three simulations. First, we include a simulation that has already been shown above: the excitation of neuron 2 by neuron 1 through a connection with weight s 21 = 0.3 and no recurrent feedback present (s 12 = 0, dotted lines). Second, the spike train emitted by neuron 2 serves as additional excitatory input to neuron 1 (s 12 = 0.3, dashed lines). Third, the recurrent feedback is inhibitory (s 12 = −10, solid lines).
Without feedback, neuron 1 and neuron 2 are locked 1:1 for input spike rates up to approximately 97 s −1 .
We can see from both, spike rates and their ratios that recurrent inhibition extends the frequency region where 1:1 locking takes place, while recurrent excitation narrows the respective region. For input frequencies larger than approximately 60 s −1 , recurrent excitation leads to an increased firing rate of neuron 1 and a decreased spike rate of neuron 2. Figure 6 (b) reveals that this is associated with a 2:1 locking between neuron 1 and neuron 2. Note that in this case, the spike rate of neuron 2 is lower than for the cases with inhibition or absence of recurrent input. It should be mentioned that in the excitatory case and very small input frequencies (below 10 s −1 ), the spike rates of both, neuron 1 and neuron 2 may be larger than the input spike rate. An interesting feature of the dynamics of the network with recurrent inhibition is that the 9 spike rate is approximately constant for frequencies between 97 s −1 and 110 s −1 . In summary, recurrent inhibition seems to stabilize the 1:1 locking and therefore synchronization of the small neural network while excitation leads to a fast and a slow spiking neuron which are locked 2:1.
Chattering neurons
In this section, we present results for simulations performed for chattering (CH) neurons. There, spikes appear in bursts (typically of 3-5 spikes) [8] and which is relatively short compared to other bursting neurons of bursting type. Between the spikes, the membrane potential stays on a high level. In Fig. 7(a) we show the spike frequency as a function of the constant current I 0 for an isolated neuron. Again, the spike frequency is defined as the number of spikes divided by the considered time interval (here ∆t = 20s). As for the RS neuron, the spike frequency increases in quite a linear fashion with the current. Of course, the spike frequency is much higher since several spikes form a single chattering event (burst). Two basic regimes must be distinguished. For small currents, the neuron is indeed chattering and a burst consists of an increasing number of spikes while for large currents (larger than I 0 ≈ 22), the neuron converts into a continuously spiking neuron. In the regime for low currents, the frequency curve reflects the number of spike per chattering the output spike rate may be larger than the input spike rate (thin solid line for comparison).
To illustrate this result, we show in Fig. 7(c,d ) the temporal development of two networks of two CH neurons with different synaptic coupling strengths subjected to the same chattering input. In Fig. 7(c) a typical situation is seen where the spike train of neuron 1 (solid line) shows less spikes per burst than the input spike train (dotted line). The coupling between the input and neuron 1 and neurons 1 and 2 isrelatively weak and therefore the output of neuron 2 does not show any spikes (dashed line). Note that there is a significant delay of approx. 12 ms between the first spike of the input and the first spike of neuron 1. Also, there is a delay of approx. 7 ms between the last incoming spike and the first spike of neuron 1. Going back to Fig. 7(b) , we see that for relatively small input frequencies of approx. 50 -150 s −1 the frequency of neuron 1 behaves nonmonotonic in a similar way as observed for the RS neurons ( Fig. 2(b) ).
This holds for all considered coupling strengths, although the effect is more pronounced for strong coupling.
As mentioned above, the output spike rate abruptly decreases as the input spike train switches from chattering to a continuously spiking behavior. One could see this as a natural limit for a CH, because to describe a fast spiking neuron, other parameter choices for a, b, c or d are appropriate. Nevertheless, we consider this case here: For weak coupling (s 10 = 0.05), neuron 1 may even cease to fire as the fast spiking behavior sets in (solid curve in Fig. 7(b) ). Furthermore, as the input frequency is increased further, the spike rate of neuron 1 sharply jumps from zero to approx. 16 s −1 .
Actually, in the simulations presented in Fig. 7(b) , the spike train of neuron 1 was further injected into neuron 2. In the following, we study the dynamics of this network in detail. In Fig. 8 we show how the temporal behavior of neuron 2 depending on the input frequency for different coupling strengths. In In Fig. 8(b) , neuron 1 is moderately coupled to the input (s 10 = 0.10) and r 1 is again shown for comparison as thick solid line. Also here, neuron 2 ceases to fire occasionally for weak couplings to neuron 1 and seems below a critical coupling strength for reliable signal transmission. However, even for strong couplings the spike rate of neuron 2 usually does not exceed the one of neuron 1. Exceptions are very small input frequencies and the frequency range just after the abrupt decrease. This has also been observed for regular spiking neurons (results not shown). However, since this may represent a situation where other networks and parameters (e.g., networks with neurons of different types) may be appropriate, the details ofthis behavior have not been investigated. In contrast to Fig. 8(a) we see that the spike rate rather decreases (or stays constant) than increases as the input spike train is in the regime of fast spiking.
Finally, Fig. 8(c) presents the case where neuron 1 is strongly coupled to the input. Also here, the spike rate of neuron 2 drops down to zero for weak couplings (however, in the frequency range where the input is already in the purely spiking regime). Now, the spike rate of neuron 2 is only larger than the one of neuron 2 for small input frequencies. Again, the spike rate slightly decreases for high input rates and even reaches levels below the regime of chattering input. Since we only changed the coupling from the input to neuron 1, and kept coupling strengths between neuron 1 and 2 constant throughout Fig. 8 , we see that once neuron 1 produces a spike rate of r 1 ≈ 40 or larger in the regime where the input is continuously spiking, neuron 2
shows only a very weak dependence on the spike rate of neuron 1. This may indicate that a CH neuron as a receptor of a fast spiking neuron cannot discriminate well between different spike rates.
The next step in the study of this system consists of investigating the dependence of the spike rate of neuron 2 as a function of the coupling s 10 for different coupling strengths s 21 . In Fig. 9 (a) we show for weak coupling between neuron 1 and neuron 2 (s 21 = 0.05), how the spike rate depends on the input spike rate for three different coupling strengths s 21 . The three curves are rather flat and low and show only small variability (especially in the low-frequency range) although the respective spike rates of neuron 1 differ significantly. As already suggested by the findings displayed in Fig. 9(a) , a coupling strength of s ij = 0.05 seems to small to be efficient for coupled CH neurons. overall results of these simulations is that the spike rate of neuron 2 depends rather strongly on the coupling to neuron 1 and rather weakly on the spike rate of neuron 1.
Discussion
We have investigated a small network of two coupled neurons. The dynamics of single neurons is described by a model proposed by Izhikevich [3] . In spite of its simplicity and in contrast to other reduced models, it seems to be able to reproduce all dynamical regimes known for Hodgkin-Huxley neurons [9] . We studied two types of neurons, Regular Spiking (RS) and Chattering (CH) neurons.
First, the network consisted of two RS neurons which receive an incoming excitatory spike train. The input spike rate has been varied between 7 s −1 and 130 s −1 . This range falls within the frequency range measured for human RS neurons (up to 150 s −1 in transients and 50 s −1 in steady state asymptotics [7] ).
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