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Abstract
It is appealing to have a system that generates
a story or scripts automatically from a story-
line, even though this is still out of our reach.
In dialogue systems, it would also be useful
to drive dialogues by a dialogue plan. In this
paper, we address a key problem involved in
these applications - guiding a dialogue by a
narrative. The proposed model ScriptWriter
selects the best response among the candidates
that fit the context as well as the given narra-
tive. It keeps track of what in the narrative
has been said and what is to be said. A nar-
rative plays a different role than the context
(i.e., previous utterances), which is generally
used in current dialogue systems. Due to the
unavailability of data for this new application,
we construct a new large-scale data collection
GraphMovie from a movie website where end-
users can upload their narratives freely when
watching a movie. Experimental results on
the dataset show that our proposed approach
based on narratives significantly outperforms
the baselines that simply use the narrative as a
kind of context.
1 Introduction
Narrative is generally understood as a way to tell a
story. WordNet defines it as “a message that tells
the particulars of an act or occurrence or course of
events; presented in writing or drama or cinema or
as a radio or television program”1. Narrative plays
an important role in many natural language process-
ing (NLP) tasks. For example, in storytelling, the
storyline is a type of narrative, which helps gener-
ate coherent and consistent stories (Fan et al., 2018,
2019). In dialogue generation, narrative can be
used to define a global plan for the whole conversa-
tion session, so as to avoid generating inconsistent
∗Corresponding authors.
1http://wordnetweb.princeton.edu/perl/
webwn?s=narrative
Narrative
Jenny doesn’t like to go home. To accompany 
Jenny, Gump decides to go home later. Gump is 
Jenny’s best friend. 
珍妮不喜欢回家。为了陪珍妮，甘决定晚点回家。甘是珍妮最
好的朋友。
Initial line Mama's going to worry about me.
妈会担心我的
1st line
Just stay a little longer.
再坐一会! 
Yeah, and I'll bet you $ 10,000 he laughs his ass off.
我打赌他会笑破肚皮
2nd line
Ok, Jenny, I'll stay.
好，珍妮，我留下来
She lived in an old house.
她家的房子破旧
3rd line
He was a very loving man.
他是个非常有爱心的人
You are my most special friend.
你是我最特别的朋友
Figure 1: An example of part of a script with a nar-
rative extracted from our GraphMovie dataset. The
checked lines are from a ground-truth session, while
the unchecked responses are other candidates that are
relevant but not coherent with the narrative.
and scattered responses (Xing et al., 2018; Tian
et al., 2017; Ghazvininejad et al., 2018).
In this work, we investigate the utilization of
narratives in a special case of text generation –
movie script generation. This special form of
conversation generation is chosen due to the un-
availability of the data for a more general form
of application. Yet it does require the same care
to leverage narratives in general conversation, and
hence can provide useful insight to a more gen-
eral form of narrative-guided conversation. The
dataset we use to support our study is collected
from GraphMovie2, where an end-user retells the
story of a movie by uploading descriptive para-
graphs in his/her own words. More details about
the dataset will be presented in Section 3.2. An
example is shown in Figure 1, where the narrative
2http://www.graphmovies.com/home/2/
index.php. Unfortunately, we find this website was closed
recently.
ar
X
iv
:2
00
5.
10
33
1v
1 
 [c
s.C
L]
  2
0 M
ay
 20
20
is uploaded to retell several lines of a script in a
movie. Our task is to generate/select the following
lines by leveraging the narrative.
Our problem is closely related to dialogue gener-
ation that takes into account the context (Wu et al.,
2017; Zhang et al., 2018; Zhou et al., 2018b). How-
ever, a narrative plays a different and more specific
role than a general context. In particular, a narrative
may cover the whole story (a part of a script), thus a
good conversation should also cover all the aspects
mentioned in a narrative, which is not required
with a general context. In this paper, we propose
a new model called ScriptWriter to address the
problem of script generation/selection with the help
of a narrative. ScriptWriter keeps track of what in
the narrative has been said and what is remaining
to select the next line by an updating mechanism.
The matching between updated narrative, context,
and response are then computed respectively and
finally aggregated as a matching score. As it is
difficult to evaluate the quality of script generation,
we frame our work in a more restricted case - se-
lecting the right response among a set of candidates.
This form of more limited conversation generation -
retrieval-based conversation - has been widely used
in the previous studies (Wu et al., 2017; Zhou et al.,
2018b), and it provides an easier way to evaluate
the impact of narratives.
We conduct experiments on a dataset we col-
lected and made publicly available (see Section 5).
The experiments will show that using a narrative to
guide the generation/selection of script is a much
more appropriate approach than using it as part of
the general context.
Our work has three main contributions:
(1) To our best knowledge, this is the first inves-
tigation on movie script generation with a narrative.
This task could be further extended to a more gen-
eral text generation scenario when suitable data are
available.
(2) We construct the first large-scale data collec-
tion GraphMovie to support research on narrative-
guided movie script generation, which is made pub-
licly accessible.
(3) We propose a new model in which a narrative
plays a specific role in guiding script generation.
This will be shown to be more appropriate than a
general context-based approach.
2 Related Work
2.1 Narrative Understanding
It has been more than thirty years since researchers
proposed “narrative comprehension” as an impor-
tant ability of artificial intelligence (Rapaport et al.,
1989). The ultimate goal is the development of a
computational theory to model how humans under-
stand narrative texts. Early explorations used sym-
bolic methods to represent the narrative (Turner,
1994; Bringsjord and Ferrucci, 1999) or rule-based
approaches to generate the narrative (Riedl and
Young, 2010). Recently, deep neural networks have
been used to tackle the problem (Bamman et al.,
2019), and related problems such as generating
coherent and cohesive text (Cho et al., 2019) and
identifying relations in generated stories (Roem-
mele, 2019) have also been addressed. However,
these studies only focused on how to understand
a narrative itself (e.g., how to extract information
from a narrative). They did not investigate how to
utilize the narrative in an application task such as
dialogue generation.
2.2 Dialogue Systems
Existing methods of open-domain dialogue can be
categorized into two groups: retrieval-based and
generation-based. Recent work on response gen-
eration is mainly based on sequence-to-sequence
structure with attention mechanism (Shang et al.,
2015; Vinyals and Le, 2015), with multiple exten-
sions (Li et al., 2016; Xing et al., 2017; Zhou et al.,
2018a, 2020; Zhu et al., 2020). Retrieval-based
methods try to find the most reasonable response
from a large repository of conversational data, in-
stead of generating a new one (Wu et al., 2017;
Zhou et al., 2018b; Zhang et al., 2018). In gen-
eral, the utterances in the previous turns are taken
together as the context for selecting the next re-
sponse. Retrieval-based methods are widely used
in real conversation products due to their more flu-
ent and diverse responses and better efficiency. In
this paper, we focus on extending retrieval-based
methods by using a narrative as a plan for a session.
This is a new problem that has not been studied
before.
Contrary to open-domain chatbots, task-oriented
systems are designed to accomplish tasks in a spe-
cific domain (Seneff et al., 1998; Levin et al., 2000;
Wang et al., 2011; Tur and Mori, 2011). In these
systems, a dialogue state tracking component is
designed for tracking what has happened in a dia-
Table 1: Statistics of GraphMovie corpus.
Training Validation Test
# Sessions 14,498 805 806
# Micro-sessions 136,524 37,480 38,320
# Candidates 2 10 10
Min. #turns 2 2 2
Max. #turns 34 27 17
Avg. #turns 4.71 4.66 4.75
Avg. #words in Narr. 25.04 24.86 24.18
logue (Williams and Young, 2007; Henderson et al.,
2014; Xu and Rudnicky, 2000). This inspires us
to track the remaining information in the narrative
that has not been expressed by previous lines of
conversation. However, existing methods cannot
be applied to our task directly as they are usually
predefined for specific tasks, and the state tracking
is often framed as a classification problem.
2.3 Story Generation
Existing studies have also tried to generate a story.
Early work relied on symbolic planning (Meehan,
1977; Cavazza et al., 2002) and case-based rea-
soning (y Pe´rez and Sharples, 2001; Gerva´s et al.,
2005), while more recent work uses deep learning
methods. Some of them focused on story ending
generation (Peng et al., 2018; Guan et al., 2019),
where the story context is given, and the model is
asked to select a coherent and consistent story end-
ing. This is similar to the dialogue generation prob-
lem mentioned above. Besides, attempts have been
made to generate a whole story from scratch (Fan
et al., 2018, 2019). Compared with the former task,
this latter is more challenging since the story frame-
work and storyline should all be controlled by the
model.
Some recent studies also tried to guide the gen-
eration of dialogues (Wu et al., 2019; Tang et al.,
2019) or stories (Yao et al., 2019) with keywords -
the next response is asked to include the keywords.
This is a step towards guided response generation
and bears some similarities with our study. How-
ever, a narrative is more general than keywords,
and it provides a description of the dialogue ses-
sion rather than imposing keywords to the next
response.
3 Problem Formulation and Dataset
3.1 Problem Formulation
Suppose that we have a dataset D, in which a
sample is represented as (y, c, p, r), where c =
{s1, · · · , sn} represents a context formed by the
preceding sentences/lines {si}ni=1; p is a predefined
narrative that governs the whole script session, and
r is a next line candidate (we refer to it as a re-
sponse); y ∈ {0, 1} is a binary label, indicating
whether r is a proper response for the given c and
p. Intuitively, a proper response should be relevant
to the context, and be coherent and aligned with
the narrative. Our goal is to learn a model g(c, p, r)
with D to determine how suitable a response r is
to the given context c and narrative p.
3.2 Data Collection and Construction
Data is a critical issue in research on story/dialogue
generation. Unfortunately, no dataset has been cre-
ated for narrative-guided story/dialogue generation.
To fill the gap, we constructed a test collection
from GraphMovie, where an editor or a user can
retell the story of a movie by uploading descrip-
tive paragraphs in his/her own words to describe
screenshots selected from the movie. A movie on
this website has, on average, 367 descriptions. A
description paragraph often contains one to three
sentences to summarize a fragment of a movie. It
can be at different levels - from retelling the same
conversations to a high-level description. We con-
sider these descriptions as narratives for a sequence
of dialogues, which we call a session in this paper.
Each dialogue in a session is called a line of script
(or simply a line).
To construct the dataset, we use the top 100
movies in IMDB3 as an initial list. For each movie,
we collect its description paragraphs from Graph-
Movie. Then we hire annotators to watch the movie
and annotate the start time and end time of the dia-
logues corresponding to each description paragraph
through an annotation tool specifically developed
for this purpose. According to the start and end
time, the sequence of lines is extracted from the
subtitle file and aligned with a corresponding de-
scription paragraph.
As viewers of a movie can upload descriptions
freely, not all description paragraphs correspond
to a narrative and are suitable for our task. For
example, some uploaded paragraphs express one’s
subjective opinions about the movie, the actors,
or simply copy the script. Therefore, we manually
review the data and remove such non-narrative data.
We also remove sessions that have less than two
lines. Finally, we obtain 16,109 script sessions,
3https://www.imdb.com/
each of which contains a description paragraph
(narrative) and corresponding lines of the script.
As shown in Table 1, on average, a narrative has
about 25 words, and a session has 4.7 lines. The
maximum number of lines in a session is 34.
Our task is to select one response from a set
of candidates at any point during the session. By
moving the prediction point through the session,
we obtain a set of micro-sessions, each of which
has a sequence of previous lines as context at that
point of time, the same narrative as the session,
and the next line to predict. The candidates to be
selected contain one ground-truth line - the one
that is genuinely the next line, together with one
(in the training set) or nine (in the validation/test
set) other candidates retrieved with the previous
lines by Solr4. The above preparation of the dataset
follows the practice in the literature (Wu et al.,
2017) for retrieval-based dialogue.
4 Proposed Method: ScriptWriter
4.1 Overview
A good response is required to be coherent with
the previous lines, i.e., context, and be consistent
with the given narrative. For example, “Just stay a
little longer” can respond “Mama’s going to worry
about me” and it has no conflict with the narra-
tive in Figure 1. Furthermore, as our target is to
generate all lines in the session successively, it is
also required that the following lines should con-
vey the information that the former lines have not
conveyed. Otherwise, only a part of the narrative
is covered, and we will miss some other aspects
specified in the narrative.
We propose an attention-based model called
ScriptWriter to solve the problem. ScriptWriter fol-
lows a representation-matching-aggregation frame-
work. First, the narrative, the context, and the re-
sponse candidate are represented in multiple gran-
ularities by multi-level attentive blocks. Second,
we propose an updating mechanism to keep track
of what in a narrative has been expressed and ex-
plicitly lower their weights in the updated narrative
so that more emphasis can be put on the remain-
ing parts. Third, matching features are extracted
between different elements: between context and
response to capture whether it is a proper reply;
between narrative and response to capture whether
it is consistent with the narrative; and between con-
text and narrative to implicitly track what in the
4https://lucene.apache.org/solr/
narrative has been expressed in the previous lines.
Finally, the above matching features are concate-
nated together and a final matching score is pro-
duced by convolutional neural networks (CNNs)
and a multi-layer perceptron (MLP).
4.2 Representation
To better handle the gap in words between two
word sequences, we propose to use an attentive
block, which is similar to that used in Trans-
former (Vaswani et al., 2017). The input of an
attentive block consists of three sequences, namely
query (Q), key (K), and value (V). The output is
a new representation of the query and is denoted
as AttentiveBlock(Q,K,V) in the remaining parts.
This structure is used to represent a response, lines
in the context, and a narrative.
More specifically, given a narrative p =
(wp1, · · · , wpnp), a line si = (wsi1 , · · · , wsinsi )
and a response candidate r = (wr1, · · · , wrnr),
ScriptWriter first uses a pre-trained embedding ta-
ble to map each word w to a de-dimension embed-
ding e, i.e., w ⇒ e. Thus the narrative p, the line si
and the response candidate r are represented by ma-
trices P0 = (ep1, · · · , epnp), S0i = (esi1 , · · · , esinsi )
and R0 = (er1, · · · , ernr).
Then ScriptWriter takes P0, {S0i }ni=1 and R0 as
inputs and uses stacked attentive blocks to construct
multi-level self-attention representations. The out-
put of the (l − 1)th level of attentive block is input
into the lth level. The representations of p, si, and
r at the lth level are defined as follows:
Pl = AttentiveBlock(Pl−1,Pl−1,Pl−1), (1)
Sli = AttentiveBlock(S
l−1
i ,S
l−1
i ,S
l−1
i ), (2)
Rl = AttentiveBlock(Rl−1,Rl−1,Rl−1), (3)
where l ranges from 1 to L.
Inspired by a previous study (Zhou et al., 2018b),
we apply another group of attentive blocks, which
is referred to as cross-attention, to capture semantic
dependency between p, si and r. Considering p and
si at first, their cross-attention representations are
defined by:
P
l
si = AttentiveBlock(P
l−1,Sl−1i ,S
l−1
i ), (4)
S
l
i,p = AttentiveBlock(S
l−1
i ,P
l−1,Pl−1). (5)
Here, the words in the narrative can attend to all
words in the line, and vice verse. In this way, some
inter-dependent segment pairs, such as “stay” in the
𝑠! 𝑠" 𝑠#
𝐓!! ,#$
𝑝
Decay
sum
1 −
𝑛"
𝑛#!
How much information 
remained in the narrative
𝑝 = ( 𝑤! 𝑤" 𝑤# 𝑤$ 𝑤% ⋯𝑤&"'! 𝑤&")
sum
1 −
…
L layers
Narrative
Lines
𝑛"
𝑛##
𝐏
𝐒! 𝐒" 𝐒#
… …
𝐃$,&
𝐓!$ ,#$
𝐃',&
Stacked Attentive Blocks (Self-Attention)
Self-Attention
Figure 2: Updating mechanism in ScriptWriter. The
representation of the narrative is updated by lines in the
context one by one. The information that has been ex-
pressed is decayed. Thus the updated narrative focuses
more on the remaining information.
line and “go home later” in the narrative, become
close to each other in the representations. Simi-
larly, we compute cross-attention representations
between p and r and between r and si at differ-
ent levels, which are denoted as Plr, R
l
p, S
l
i,r and
R
l
si . These representations further provide match-
ing information across different elements in the
next step.
4.3 Updating Mechanism
We design an updating mechanism to keep track
of the coverage of the narrative by the lines so
that the selection of the response will focus on the
uncovered parts. The mechanism is illustrated in
Figure 2. We update a narrative gradually by all
lines in the context one by one. For the ith line si,
we conduct a matching between Si and P by their
cosine similarity at all levels (l) of attentive blocks:
Tlsi,p[j][k] = cos(S
l
i[j],P
l[k]), (6)
where j and k stand for the jth word in si and
kth word in p respectively. To summarize how
much information in p has been expressed by si,
we compute a vectorDi by conducting summations
along vertical axis on each level in the matching
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Figure 3: The context-narrative matching. All lines and
the narrative are represented by attentive blocks and
the matching between them results in a matching cube
Qcp. Matching features are aggregated and distilled by
a CNN.
map Tsi,p. The summation on the l
th level is:
Dli = [d
l
i,1, d
l
i,2, · · · , dli,np ], (7)
dli,k = γ
nsi∑
j=1
Tlsi,p[j][k], (8)
where np, nsi denotes the number of words in p
and si; γ ∈ [0, 1] is a parameter to learn and works
as a gate to control the decaying degree of the
mentioned information. Finally, we update the
narrative’s representation as follows for the ith line
si in the context:
Pli+1 = (1−Dli)Pli. (9)
The initial representation Pl0 is equal to P
l defined
in Equation (1). If there are n lines in the context,
this update is executed n times, and (1−Dl) will
produce a continuous decaying effect.
4.4 Matching
The matching between the narrative p and the line
si is conducted based on both their self-attention
and cross-attention representations, as shown in
Figure 3.
First, ScriptWriter computes the dot product on
these two representations separately as follows:
mselfsi,p,l[j, k] = S
l
i[j]
T ·Pl[k], (10)
mcrosssi,p,l [j, k] = S
l
i,p[j]
T ·Plsi [k], (11)
where l ranges from 0 to L. Each element is the
dot product of the jth word representation in Sli
or Sli,p and the k
th word representation in Pl or
P
l
si . Then the matching maps in different layers
are concatenated together as follows:
mselfsi,p [j, k] =
[
mselfsi,p,0 [j, k] ; · · · ;m
self
si,p,L
[j, k]
]
,
mcrosssi,p [j, k] =
[
mcrosssi,p,0 [j, k] ; · · · ;mcrosssi,p,L [j, k]
]
,
where [; ] is concatenation operation. Finally, the
matching features computed by the self-attention
representation and the cross-attention representa-
tion are fused as follows:
Msi,p [j, k] =
[
mselfsi,p [j, k] ;m
cross
si,p [j, k]
]
.
The matching matrices Mp,r and Msi,r for
narrative-response and context-response are con-
structed in a similar way. For the sake of brevity,
we omit the formulas. After concatenation, each
cell in Msi,p, Mp,r or Msi,r has 2(L + 1) chan-
nels and contains matching information at different
levels.
The matching between narrative, context, and
response serves for different purposes. Context-
response matching (Msi,r) serves to select a re-
sponse suitable for the context. Context-narrative
matching (Msi,p) helps the model “remember”
how much information has been expressed and
implicitly influences the selection of the next
responses. Narrative-response matching (Mp,r)
helps the model to select a more consistent re-
sponse with the narrative. As the narrative keeps
being updated along with the lines in context,
ScriptWriter tends to dynamically choose the re-
sponse that matches what remains unexpressed in
the narrative.
4.5 Aggregation
To further use the information across two consec-
utive lines, ScriptWriter piles up all the context-
narrative matching matrices and all the context-
response matching matrices to construct two
cubes Qcp = {Msi,p[j, k]}ni=1 and Qcr =
{Msi,r[j, k]}ni=1, where n is the number of lines in
the session. Then ScriptWriter employs 3D convo-
lutions to distill important matching features from
the whole cube. We denote these two feature vec-
tors as f(c, p) and f(c, r). For narrative-response
matching, ScriptWriter conducts 2D convolutions
on Mp,r to distill matching features between the
narrative and the response, denoted as f(p, r).
The three types of matching features are concate-
nated together, and the matching score g(c, p, r)
for ranking response candidates is computed by an
MLP with a sigmoid activation function, which is
defined as:
f(c, p, r) = [f(c, p); f(c, r); f(p, r)], (12)
g(c, p, r) = sigmoid(WT f(c, p, r) + b), (13)
where W and b are parameters.
ScriptWriter learns g(c, p, r) by minimizing
cross entropy with D. The objective function is
formulated as:
L(θ) = −
∑
(y,c,p,r)∈D
[y log(g(c, p, r))
+ (1− y) log(1− g(c, p, r))]. (14)
5 Experiments
5.1 Evaluation setup
As presented in Table 1, we randomly split the
the GraphMovie collection into training, validation
and test set. The split ratio is 18:1:1. We split the
sessions into micro-sessions: given a session with
n lines in the context, we will split it into n micro-
sessions with length varying from 1 to n. These
micro-sessions share the same narrative. By doing
this, the model is asked to learn to select one line as
the response from a set of candidates at any point
during the session, and the dataset, in particular for
training, can be significantly enlarged.
We conduct two kinds of evaluation as follows:
Turn-level task asks a model to rank a list of
candidate responses based on its given context
and narrative for a micro-session. The model
then selects the best response for the current turn.
This setting is similar to the widely studied re-
sponse selection task (Wu et al., 2017; Zhou et al.,
2018b; Zhang et al., 2018). We follow these pre-
vious studies and employ recall at position k in
n candidates (Rn@k) and mean reciprocal rank
(MRR) (Voorhees, 1999) as evaluation metrics. For
example, R10@1 means recall at one when we rank
ten candidates (one positive sample and nine nega-
tive samples). The final results are average numbers
over all micro-sessions in the test set.
Session-level task aims to predict all the lines
in a session gradually. It starts with the first line of
the session as the context and the given narrative
and predicts the best next line. The predicted line
is then incorporated into the context to predict the
next line. This process continues until the last line
of the session is selected. Finally, we calculate pre-
cision over the whole original session and report
average numbers over all sessions in the test set.
Precision is defined as the number of correct selec-
tion divided by the number of lines in a session. We
consider two measures: 1) Pstrict which accepts a
right response at the right position; 2) Pweak which
accepts a right response at any position.
5.2 Baselines
As no previous work has been done on narrative-
based script generation, no proper baseline exists.
Nevertheless, some existing multi-turn conversa-
tion models based on context can be adapted to
work with a narrative: the context is simply ex-
tended with the narrative. Two different extension
methods have been tested: the narrative is added
into the context together with the previous lines; the
narrative is used as a second context. In the latter
case, two matching scores are obtained for context-
narrative and narrative-response. They are aggre-
gated through an MLP to produce a final score.
This second approach turns out to perform better.
Therefore, we only report the results with this latter
method5.
(1) MVLSTM (Wan et al., 2016): it concatenates
all previous lines as a context and uses an LSTM
to encode the context and the response candidate.
A matching score is determined by an MLP based
on a map of cosine similarity between them. A
matching score for narrative-response is produced
similarly.
(2) DL2R (Yan et al., 2016): it encodes the con-
text by an RNN followed by a CNN. The matching
score is computed similarly to MVLSTM.
(3) SMN (Wu et al., 2017): it matches each line
with response sequentially to produce a matching
vector with CNNs. The matching vectors are ag-
gregated with an RNN.
(4) DAM (Zhou et al., 2018b): it represents a
context and a response by using self-attention and
cross-attention operation on them. It uses CNNs to
extract features and uses an MLP to get a score. Dif-
ferent from our model, this model only considers
the context-response matching and does not track
what in the narrative has already been expressed by
the previous lines, i.e., context.
5We also tested some basic models such as RNN, LSTM,
and BiLSTM (Lowe et al., 2015) in our experiments. How-
ever, they cannot achieve comparable results to the selected
baselines.
(5) DUA (Zhang et al., 2018): it concatenates
the last line with each previous line in the context
and response, respectively. Then it performs a self-
attention operation to get refined representations,
based on which matching features are extracted
with CNNs and RNNs.
5.3 Training Details
All models are implemented in Tensorflow6. Word
embeddings are pre-trained by Word2vec (Mikolov
et al., 2013) on the training set with 200 dimen-
sions. We test the stack number in {1,2,3} and
report our results with three stacks. Due to the lim-
ited resources, we cannot conduct experiments with
a larger number of stacks, which could be tested in
the future. Two 3D convolutional layers have 32
and 16 filters, respectively. They both use [3,3,3]
as kernel size, and the max-pooling size is [3,3,3].
Two 2D convolutional layers on narrative-response
matching have 32 and 16 filters with [3,3] as kernel
size. The max-pooling size is also [3,3]. All param-
eters are optimized with Adam optimizer (Kingma
and Ba, 2015). The learning rate is 0.001 and de-
creased during training. The initial value for γ is
0.5. The batch size is 64. We use the validation
set to select the best models and report their per-
formance on the test set. The maximum number
of lines in context is set as ten, and the maximum
length of a line, response, and narrative sentence
is all set as 50. All sentences are zero-padded to
the maximum length. We also padded zeros if the
number of lines in a context is less than 10. Oth-
erwise, we kept the latest ten lines. The dataset
and the source code of our model are available on
GitHub7.
5.4 Results and Analysis
5.4.1 Evaluation Results
The experimental results are reported in Table 2.
The results on both turn-level and session-level
evaluations indicate that ScriptWriter dramatically
outperforms all baselines, including DAM and
DUA, which are two state-of-the-art models on
multi-turn response selection. All improvements
are statistically significant (p-value ≤ 0.01). DAM
performs better than other baselines, which con-
firms the effectiveness of the self and cross atten-
tion mechanism used in this model. The DUA
model also uses the attention mechanism. It outper-
6https://www.tensorflow.org
7https://github.com/DaoD/ScriptWriter
Table 2: Evaluation results on two response selection
tasks: turn-level and session-level. Our ScriptWriter
model is represented as SW. † and ? denote significant
improvements with SW in t-test with p ≤ 0.01 and
p ≤ 0.05 respectively.
Turn-level Session-level
Method R2@1 R10@1 R10@5 MRR Pstrict Pweak
MVLSTM 0.651† 0.217† 0.732† 0.395† 0.198† 0.224†
DL2R 0.643† 0.210† 0.638† 0.314† 0.230† 0.243†
SMN 0.641† 0.176† 0.696† 0.392† 0.197† 0.236†
DAM 0.631† 0.240† 0.733† 0.408† 0.226† 0.236†
DUA 0.654† 0.237† 0.736† 0.396† 0.223† 0.251†
SW 0.730 0.365 0.814 0.503 0.373 0.383
SWstatic 0.723 0.351 0.801 0.484† 0.338† 0.366
SW-PR 0.654† 0.246† 0.721† 0.398† 0.223† 0.239†
SW-CP 0.710? 0.326† 0.793† 0.473† 0.329† 0.352†
SW-CR 0.725 0.316† 0.766† 0.466† 0.335† 0.382
forms the other baselines that do not use attention.
Both observations confirm the advantage of using
attention mechanisms over pure RNN.
Between the two session-level measures, we ob-
serve that our model is less affected when moving
from Pweak to Pstrict. This shows that ScriptWriter
can better select a response in the right position.
We attribute this behavior to the utilization of nar-
rative coverage.
5.4.2 Model Ablation
We conduct an ablation study to investigate the im-
pact of different modules in ScriptWriter. First,
we remove the updating mechanism by setting
γ = 0 (i.e., the representation of the narrative
is not updated but static). This model is de-
noted as ScriptWriterstatic in Table 2. Then we
remove narrative-response, context-narrative, and
matching-response, respectively. These variants
are denoted as ScriptWriter-PR, ScriptWriter-CP,
and ScriptWriter-CR.
Model ablation results are shown in the second
part of Table 2. We have the following findings: 1)
ScriptWriter performs better than ScriptWriterstatic,
demonstrating the effectiveness of updating mech-
anism for the narrative. The optimal value of γ is
at around 0.647 after training, which means that
only about 35% of information is kept when a line
conveys it. 2) In both turn-level and session-level
evaluations, the performance drops the most when
we remove narrative-response matching. This in-
dicates that the relevance of the response to the
narrative is the most useful information in narrative-
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Figure 4: The performance of ScriptWriter (SW) and
DUA on the test set with different types of narrative in
session-level evaluation.
guided script generation. 3) When we remove
context-narrative matching, the performance drops
too, indicating that context-narrative matching may
provide implicit and complementary information
for controlling the alignment of response and nar-
rative. 4) In contrast, when we remove the context-
response matching, the performance also drops,
however, at a much smaller scale, especially on
Pweak, than when narrative-response matching is
removed. This contrast indicates that narrative is
a more useful piece of information than context to
determine what should be said next, thus it should
be taken into account with an adequate mechanism.
5.4.3 Performance across Narrative Types
As we explained, narratives in our dataset are con-
tributed by netizens, and they vary in style. Some
narratives are detailed, while others are general.
The question we analyze is how general vs. de-
tailed narratives affect the performance of response
selection. We use a simple method to evaluate
roughly the degree of detail of a narrative: a narra-
tive that has a high lexical overlap with the lines in
the session is considered to be detailed. Narratives
are put into six buckets depending on their level of
detail, as shown in Figure 4.
We plot the performance of ScriptWriter and
DUA in session-level evaluation over different
types of narratives. The first type “0” means no
word overlap between narrative and dialogue ses-
sions. This is the most challenging case, represent-
ing extremely general narratives. It is not surprising
to see that both ScriptWriter and DUA performs
poorly on this type compared with other types in
terms of Pstrict. The performance tends to become
better when the overlap ratio is increased. This
is consistent with our intuition: when a narrative
is more detailed and better aligned with the ses-
sion in wording, it is easier to choose the best re-
sponses. This plot also shows that our ScriptWriter
can achieve better performance than DUA on all
types of narratives, which further demonstrates the
effectiveness of using narrative to guide the dia-
logue.
We also observe that the buckets “[0, 0.2)” and
“[0.2, 0.4)” contain the largest proportions of narra-
tives. This indicates that most netizens do not use
the original lines to retell a story. The problem we
address in this paper is thus non-trivial.
6 Conclusion and Future Work
Although story generation has been extensively
studied in the literature, no existing work addressed
the problem of generating movie scripts following
a given storyline or narrative. In this paper, we
addressed this problem in the context of generat-
ing dialogues in a movie script. We proposed a
model that uses the narrative to guide the dialogue
generation/retrieval. We keep track of what in the
narrative has already been expressed and what is re-
maining to select the next line through an updating
mechanism. The final selection of the next response
is based on multiple matching criteria between con-
text, narrative and response. We constructed a
new large-scale data collection for narrative-guided
script generation from movie scripts. This is the
first public dataset available for testing narrative-
guided dialogue generation/selection. Experimen-
tal results on the dataset showed that our proposed
approach based on narrative significantly outper-
forms the baselines that use a narrative as an ad-
ditional context, and showed the importance of
using the narrative in a proper manner. As a first
investigation on the problem, our study has several
limitations. For example, we have not considered
the order in the narrative description, which could
be helpful in generating dialogues in correct order.
Other methods to track the dialogue state and the
coverage of narrative can also be designed. Further
investigations are thus required to fully understand
how narratives can be effectively used in dialogue
generation.
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