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Abstract
We consider the optimal design problem for a comparison of two regression curves,
which is used to establish the similarity between the dose response relationships of two
groups. An optimal pair of designs minimizes the width of the confidence band for the
difference between the two regression functions. Optimal design theory (equivalence
theorems, efficiency bounds) is developed for this non standard design problem and
for some commonly used dose response models optimal designs are found explicitly.
The results are illustrated in several examples modeling dose response relationships. It
is demonstrated that the optimal pair of designs for the comparison of the regression
curves is not the pair of the optimal designs for the individual models. In particular it
is shown that the use of the optimal designs proposed in this paper instead of commonly
used ”non-optimal” designs yields a reduction of the width of the confidence band by
more than 50%.
AMS Subject Classification: Primary 62K05; Secondary 62F03
Keywords and Phrases: similarity of regression curves, confidence band, optimal design
1 Introduction
An important problem in many scientific research areas is the comparison of two regression
models that describe the relation between a common response and the same covariates for
two groups. Such comparisons are typically used to establish the non-superiority of one
model to the other or to check whether the difference between two regression models can
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be neglected. These investigations have important applications in drug development and
several methods for assessing non-superiority, non-inferiority or equivalence have been pro-
posed in the recent literature [for recent references see for example ?, ?, ? among others]. For
example, if the “equivalence” between two regression models describing the dose response
relationships in the groups individually has been established subsequent inference in drug
development could be based on the combined samples. This results in more precise estimates
of the relevant parameters, for example the minimum effective dose (MED) or the median
effective dose (ED50). A common approach in all these references is to estimate regression
curves in the different samples and to investigate the maximum or an L2-distance (taking
over the possible range of the covariates) of the difference between these estimates (after an
appropriate standardization by a variance estimate). Comparison of curves problems have
been investigated in linear and nonlinear models [see ?, ?, ?] and also in nonparametric
regression models [see for example ?, ? and ?].
This paper is devoted to the construction of efficient designs for the comparison of two para-
metric curves. Although the consideration of optimal designs for dose response models has
found considerable interest in the recent literature [see for example ?, ?, ?, ?, ?, ? and ?
among many others], we are not aware of any work on design of experiments for the compar-
ison of two parametric regression curves. However, the effective planning of the experiments
in the comparison of curves will yield to a substantially more accurate statistical inference.
We demonstrate these advantages here in a small example to motivate the theoretical in-
vestigations of the following sections. More examples illustrating the advantages of optimal
design theory in the context of comparing curves can be found in Section 5.
? proposed a confidence band for the difference of two regression curves, say m1(·, ϑ1) −
m2(·, ϑ2), using a bootstrap approach, where m1(·, ϑ1) and m2(·, ϑ2) are two parametric re-
gression models with parameters ϑ1 and ϑ2, respectively. This band is then used to decide at
a controlled type I error for the similarity of the curves, that is for a test of the hypotheses
H0 : sup
t∈Z
|m1(t, ϑ1)−m2(t, ϑ2)| > ∆ versus H1 : sup
t∈Z
|m1(t, ϑ1)−m2(t, ϑ2)| ≤ ∆ , (1.1)
where Z is a region of interest for the predictor (for example the dose range in a dose finding
study) and ∆ > 0 a pre-specified constant, for which the difference between the two models
is considered as negligible. Roughly speaking these authors considered the curves as similar
if the maximum (minimum) of the upper (lower) confidence bound is smaller (larger) than ∆
(−∆). In Figure 1 we display uniform confidence bands for the difference of an EMAX and
a loglinear model, which were investigated by ? for modeling dose response relationships.
The sample sizes for both groups are n1 = 100 and n2 = 100, respectively. The left hand
part of Figure 1 shows the average of uniform confidence bands (solid lines), the average
estimate of the difference calculated by 100 simulation runs (dashed line) and the ”true”
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Figure 1: Confidence bands for the difference of the EMAX and loglinear model using a
standard design (left panel) and the optimal design (right panel).
difference of the two functions (dotted line), where patients are allocated to the different
dose levels according to a standard design (for details see Section 5). The corresponding
confidence bands calculated from observations sampled with respect to the optimal designs
derived in this paper are shown in the right part of Figure 1 and we observe that an optimal
design yields to substantially narrower confidence bands for the difference of the regression
functions. As a consequence tests of the hypotheses of the form (1.1) are substantially more
powerful. In other words: we actually decide more often for the similarity of the curves,
resulting in a more accurate statistical inference by finally merging the information of the
two groups.
The present paper is motivated by observations of this type and will address the problem of
constructing optimal designs of experiments for the comparison of curves. Some terminology
(for the comparison of two parametric curves) will be introduced in Section 2, where we
also give an introduction to optimal design theory in the present context. The particular
difference to the classical setup is that for the comparison of two curves two designs have to
be chosen simultaneously (each for one group or regression model). A pair of optimal designs
minimizes an integral or the maximum of the variance of the prediction for the difference of
the two regression curves calculated in the common region of interest.
Section 3 is devoted to some optimal design theory and we derive particular equivalence
theorems corresponding to the new optimality criteria and a lower bound for the efficiencies,
which can be used without knowing the optimal designs. It turns out that in general the
optimal pair of designs is not the pair of the optimal designs in the individual models. We
also consider the problem where a design (for one curve) is fixed and only the design for
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estimating the second curve has to be determined, such that a most efficient comparison of
the curves can be conducted.
In general, the problem of constructing optimal designs is very difficult and has to be solved
numerically in most cases of practical interest. Some analytical results are given in Section
4, where we deal with the problem of extrapolation. We first derive an explicit solution
for weighted polynomial regression models of arbitrary degree, which is of its own interest.
These results are then used to determine optimal designs for comparing curves modeled by
the commonly used Michaelis Menten, EMAX and loglinear model. In Section 5 we use
the developed theory to investigate specific optimal design problems for the comparison of
nonlinear regression models, which are frequently used in drug development. In particular
we demonstrate by means of a simulation study that the derived optimal designs yield
substantially narrower confidence bands (and as a consequence more powerful tests for the
hypotheses (1.1)). Finally, in Section 6 we briefly indicate how the results can be generalized
if optimization can also be performed with respect to the allocation of patients to the different
groups, while all proofs are deferred to an Appendix in Section 7.
For the sake of brevity we restricted ourselves to locally optimal designs which require a-
priori information about the unknown model parameters if the models are nonlinear [see
?]. In several situations preliminary knowledge regarding the unknown parameters of a
nonlinear model is available, and the application of locally optimal designs is well justified.
A typical example are phase II clinical dose finding trials, where some useful knowledge is
already available from phase I [see ?]. Moreover, these designs can be used as benchmarks for
commonly used designs, and locally optimal designs serve as basis for constructing optimal
designs with respect to more sophisticated optimality criteria, which are robust against a
misspecification of the unknown parameters [see ? or ?, ? among others]. Following this
line of research the methodology introduced in the present paper can be further developed
to address uncertainty in the preliminary information for the unknown parameters.
2 Comparing parametric curves
Consider the regression model
Yijk = mi(tij, ϑi) + εijk ; i = 1, 2; j = 1, . . . , `i ; k = 1, . . . , nij, (2.1)
where εijk are independent random variables, such that εijk ∼ N (0, σ2i ), i = 1, 2. This means
that two groups (i = 1, 2) are investigated and in each group observations are taken at `i
different experimental conditions ti1, . . . , ti,`i , which vary in the design space (for example the
dose range) X ⊂ R, and nij observations are taken at each tij (i = 1, 2; j = 1, . . . , `i). Let
ni =
∑`i
j=1 nij denote the total number of observations in group i (= 1, 2) and n = n1+n2 the
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total sample size. Two regression models m1 and m2 with d1- and d2-dimensional parameters
ϑ1 and ϑ2 are used to describe the dependency between response and predictor in the two
groups. For asymptotic arguments we assume that limni→∞
nij
ni
= ξij ∈ (0, 1) and collect this
information in the matrix
ξi =
(
ti1 . . . ti`i
ξi1 . . . ξi`i
)
, i = 1, 2.
Following ? we call ξi an approximate design on the design space X . This means that
the support points tij define the distinct experimental conditions where observations are
to be taken and the weights ξij represent the relative proportion of observations at the
corresponding support point tij (in each group). If an approximate design is given and ni
observations can be taken, a rounding procedure is applied to obtain integers nij (i = 1, 2,
j = 1, . . . , `i) from the not necessarily integer valued quantities ξijni [see ?].
If observations are taken according to an approximate design and an appropriate rounding
procedure has been applied such that limni→∞
nij
ni
= ξij ∈ (0, 1), then under the common
assumptions of regularity, the maximum likelihood estimates ϑˆ1, ϑˆ2 of both samples satisfy
√
ni(ϑˆi − ϑi) D−→ N (0, σ2iM−1i (ξi, ϑi)), i = 1, 2 ,
where the symbol
D−→ denotes weak convergence,
Mi(ξi, ϑi) =
∫
X
fi(t)f
T
i (t)dξi(t)
is the information matrix of the design ξi in model mi and fi(t) =
∂
∂ϑi
mi(t, ϑi) ∈ Rdi is the
gradient of mi with respect to the parameter ϑi ∈ Rdi (i = 1, 2). Note that under different
distributional assumptions on the errors εijk in model (2.1) similar statements can be derived
with different covariance matrices in the asymptotic distribution.
By the delta method we obtain for the difference of the prediction m1(t, ϑˆ1) −m2(t, ϑˆ2) at
the point t
√
n
(
m1(t, ϑˆ1)−m2(t, ϑˆ2)− (m1(t, ϑ1)−m2(t, ϑ2)
) D−→ N (0, ϕ(t, ξ1, ξ2)),
where the function ϕ is defined by
ϕ(t, ξ1, ξ2) =
σ21
γ1
fT1 (t)M
−1
1 (ξ1, ϑ1)f1(t) +
σ22
γ2
fT2 (t)M
−1
2 (ξ2, ϑ2)f2(t). (2.2)
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For these calculations we assume in particular the existence
γi = lim
n→∞
ni
n
∈ (0, 1), i = 1, 2
with γ1 + γ2 = 1 and that m1, m2 are continuously differentiable with respect to the pa-
rameters ϑ1, ϑ2. Therefore the asymptotic variance of the prediction m1(t, ϑˆ1)− mˆ2(t, ϑˆ2) at
an experimental condition t is given by ϕ(t, ξ1, ξ2), where ξ = (ξ1, ξ2) is the pair of designs
under consideration. ? used this result to obtain a simultaneous confidence band for the
difference of the two curves. More precisely, if Z is a range where the two curves should be
compared (note that in contrast to ? here the set Z does not necessarily coincide with the
design space X ) the confidence band is defined by
Tˆ ≡ sup
t∈Z
|m1(t, ϑˆ1)−m2(t, ϑˆ2)− (m1(t, ϑ1)−m2(t, ϑ2))|
{ σˆ21
γ1
fˆ1(t)M
−1
1 (ξ1, ϑˆ1)fˆ1(t) +
σˆ22
γ2
fˆ2(t)M
−1
2 (ξ2, ϑˆ2)fˆ2(t)}1/2
≤ D. (2.3)
Here, σˆ21, σˆ
2
2, fˆ1, fˆ2 denote estimates of the quantities σ
2
1, σ
2
2, f1, f2, respectively and the con-
stant d is chosen, such that P(Tˆ ≤ D) ≈ 1 − α. Note that ? proposed the parametric
bootstrap for this purpose. Consequently, a “good” design, more precisely, a pair ξ = (ξ1, ξ2)
of two designs on X , should make the width of this band as small as possible at each t ∈ Z.
This corresponds to a simultaneous minimization of the asymptotic variance in (2.2) with
respect to the choice of the designs ξ1 and ξ2. Obviously, this is only possible in rare cir-
cumstances and we propose to minimize a norm of the function ϕ as a design criterion.
For a precise definition of the optimality criterion we assume that the set Z contains at
least d = max{d1, d2} points, say t1, . . . , td, such that the vectors f1(t1), . . . , f1(td1) and
f2(t1), . . . , f2(td2) are linearly independent in Rd1 and Rd2 , respectively. It then follows,
that a pair of designs ξ = (ξ1, ξ2), which allows to predict the regression m1 at the points
t1, . . . , td1 and m2 at t1, . . . , td2 , must have nonsingular information matrices M1(ξ1, ϑ1) and
M2(ξ2, ϑ2), respectively. This means that optimization will be restricted to the class of all
designs ξ1 and ξ2 with non-singular information matrices throughout this paper.
A worst case criterion is to minimize
µ∞(ξ) = µ∞(ξ1, ξ2) = sup
t∈Z
{ϕ(t, ξ1, ξ2)} (2.4)
= sup
t∈Z
(σ21
γ1
fT1 (t)M
−1
1 (ξ1, ϑ1)f1(t) +
σ22
γ2
fT2 (t)M
−1
2 (ξ2, ϑ2)f2(t)
)
with respect to ξ = (ξ1, ξ2) over a region of interest Z. Alternatively, one could use an
Lp-norm
µp(ξ) = µp(ξ1, ξ2) =
(∫
Z
ϕp(t, ξ1, ξ2)dλ(t)
)1/p
(2.5)
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of the function ϕ defined in (2.2) with respect to a given measure λ on the region Z (p ∈
[1,∞)), where the measure λ has at least d = max{d1, d2} support points, say t1, . . . , td, such
that the vectors f1(t1), . . . , f1(td1) and f2(t2), . . . , f2(td2) are linearly independent in Rd1 and
Rd2 , respectively.
Definition 2.1 For p ∈ [1,∞] a pair of designs ξ?,p = (ξ?,p1 , ξ?,p2 ) is called locally µp-optimal
design (for the comparison of the curves m1 and m2) if it minimizes the function µp(ξ1, ξ2)
over the space of all approximate pairs of designs (ξ1, ξ2) on X × X with nonsingular infor-
mation matrices M(ξ1, ϑ1), M(ξ2, ϑ2).
Remark 2.2
(a) The space Z does not necessarily coincide with the design space X . The special case
Z ∩X = ∅ corresponds to the problem of extrapolation and will be discussed in more detail
in Section 4.
(b) If one requires ξ1 = ξ2 (for example by logistic reasons) and Z = X the criterion
µ∞ is equivalent to the weighted D-optimality criterion (detM1(ξ, ϑ1))ω1(detM2(ξ, ϑ2))ω2 ,
where the weights are given by ω1 =
σ21
γ1
and ω2 =
σ22
γ2
. Criteria of this type have been studied
intensively in the literature [see ?, ?, ? among others]. Similarly, the criterion µ1 corresponds
to a weighted sum of I-optimality criteria in the case X = Z.
(c) It follows from Minkowski inequality that in general the pair of the optimal designs for
the individual models mi (i = 1, 2), is not necessarily µp-optimal in terms of Definition 2.1.
In some applications it might not be possible to conduct the experiments for both groups
simultaneously. This situation arises, for example, in the analysis of clinical trials where
data from different sources is available and one trial has already been conducted, while the
other is planned in order to compare the corresponding two response curves. In this case
only one design (for one group), say ξ1, can be chosen, while the other is fixed, say η. The
corresponding criteria are defined as
νp(ξ1) = µp(ξ1, η), p ∈ [1,∞], (2.6)
and νp is minimized in the class of all designs on the design space X with non-singular
information matrix M1(ξ1, ϑ1). The corresponding design minimizing νp is called νp-optimal
throughout this paper.
3 Optimal Design Theory
A main tool of optimal design theory are equivalence theorems which, on the one hand,
provide a characterization of the optimal design and, on the other hand, are the basis of
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many procedures for their numerical construction [see for example ? or ?, ?]. The following
two results give the equivalence theorems for the µp-criterion in the cases p ∈ [1,∞) (Theorem
3.1) and p = ∞ (Theorem 3.2). Proofs can be found in Section 7. Throughout this paper
supp(ξ) denotes the support of the design ξ on X .
Theorem 3.1 Let p ∈ [1,∞). The design ξ?,p = (ξ?,p1 , ξ?,p2 ) is µp-optimal if and only if the
inequality∫
Z
ϕ(t, ξ?,p1 , ξ
?,p
2 )
p−1
(γ1
σ21
ϕ21(t1, t, ξ
?,p
1 ) +
γ2
σ22
ϕ22(t2, t, ξ
?,p
2 )
)
dλ(t)− µpp(ξ?,p1 , ξ?,p2 ) ≤ 0 (3.1)
holds for all t1, t2 ∈ X , where
ϕi(d, t, ξ
?,p
i ) =
σ2i
γi
fTi (d)M
−1
i (ξ
?,p
i , ϑi)fi(t), i = 1, 2; (3.2)
and the function ϕ(t, ξ?,p1 , ξ
?,p
2 ) is defined in (2.2). Moreover, equality is achieved in (3.1) for
any (t1, t2) ∈ supp(ξ?,p1 )× supp(ξ?,p2 ).
Theorem 3.2 The design ξ?,∞ = (ξ?,∞1 , ξ
?,∞
2 ) is µ∞-optimal if and only if there exists a
measure %? on the set of the extremal points
Z(ξ?,∞) =
{
t0 ∈ Z : ϕ(t0, ξ?,∞1 , ξ?,∞2 ) = sup
t∈Z
ϕ(t, ξ?,∞1 , ξ
?,∞
2 )
}
of the function ϕ(t, ξ?,∞1 , ξ
?,∞
2 ), such that the inequality∫
Z(ξ?,∞)
(γ1
σ21
ϕ21(t1, t, ξ
?,∞
1 ) +
γ2
σ22
ϕ22(t2, t, ξ
?,∞
2 )
)
d%?(t)− µ∞(ξ?,∞) ≤ 0 (3.3)
holds for all t1, t2 ∈ X , where the functions ϕ1 and ϕ2 are defined in (3.2). Moreover,
equality is achieved in (3.3) for any (t1, t2) ∈ supp(ξ?,∞1 )× supp(ξ?,∞2 ).
Theorem 3.1 and Theorem 3.2 can be used to check the optimality of a given design. However,
in general, the explicit calculation of locally µp-optimal designs is very difficult, and in order
to investigate the quality of a (non-optimal) designs ξ = (ξ1, ξ2) for the purpose of comparing
curves, we consider its µp-efficiency which is defined by
effp(ξ) =
µp(ξ
?,p)
µp(ξ)
∈ [0, 1]. (3.4)
The following theorem provides a lower bound for the efficiency of a design ξ = (ξ1, ξ2) in
terms of the functions appearing in the equivalence Theorems 3.1 and 3.2. It is remarkable
that this bound does not require knowledge of the optimal design.
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Theorem 3.3 Let ξ = (ξ1, ξ2) be a pair of designs with non singular information matrices
M1(ξ1, ϑ1), M2(ξ2, ϑ2).
(a) If p ∈ [1,∞), then
effp(ξ) ≥ µ
p
p(ξ)
maxt1,t2∈X
∫
Z ϕ(t, ξ1, ξ2)
p−1
(
γ1
σ21
(ϕ1(t, t1, ξ1))
2 + γ2
σ22
(ϕ2(t, t2, ξ2))
2
)
dλ(t)
. (3.5)
(b) If p =∞, then
eff∞(ξ) ≥ µ∞(ξ)
maxt∈Z(ξ) maxt1,t2∈X
γ1
σ21
ϕ21(t1, t, ξ1) +
γ2
σ22
ϕ22(t2, t, ξ2)
. (3.6)
Now, we consider the case where one design η is already fixed and the criterion can only
be optimized by the other design. The proofs of the following two results are omitted since
they are similar to the proofs of Theorems 3.1 and 3.2.
Theorem 3.4 Let p ∈ [1,∞). The design ξ?,p1 is νp-optimal if and only if the inequality∫
Z
ϕp−1(t, ξ?,p1 , η)
(γ1
σ21
ϕ21(t1, t, ξ
?,p
1 ) + ϕ2(t, t, η)
)
dλ(t)− νpp(ξ?,p1 ) ≤ 0 (3.7)
holds for all t1 ∈ X , where ϕi and ϕ are defined in (3.2) and (2.2), respectively. Moreover,
equality is achieved in (3.7) for any t1 ∈ supp(ξ?,p1 ).
Theorem 3.5 The design ξ?,∞1 is ν∞-optimal if and only if there exists a measure %
? on the
set of the extremal points
Z(ξ?,∞1 ) =
{
t0 ∈ Z : ϕ(t0, ξ?,∞1 , η) = sup
t∈Z
ϕ(t, ξ?,∞1 , η)
}
of the function ϕ(t, ξ?,∞1 , η), such that the inequality∫
Z(ξ?,∞1 )
γ1
σ21
ϕ21(t1, t, ξ
?,∞
1 )d%
?(t)−
∫
Z(ξ?,∞1 )
ϕ1(t, t, ξ
?,∞
1 )d%
?(t) ≤ 0 (3.8)
holds for all t1 ∈ X , where the functions ϕ1 is defined in (3.2). Moreover, equality is achieved
in (3.8) for any t1 ∈ supp(ξ?,∞1 ).
4 Extrapolation
In this section we consider the criterion µ∞ and the case where the design space X and
the space Z do not intersect, which corresponds to the problem of comparing two curves
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for extrapolation. We are particularly interested in the difference between curves modeled
by the Michaelis Menten, EMAX and loglinear model. It turns out that the results for
these models can be easily obtained from a general result for weighted polynomial regression
models, which is of own interest and will be considered first. For this purpose assume that
the design space X and the range Z are intervals, that is X = [LX , UX ], Z = [LZ , UZ ] and
that both regression models m1 and m2 are given by functions of the type
mi(t) = ωi(t)
pi∑
j=0
ϑij t
j i = 1, 2, (4.1)
where ω1, ω2 are positive weight functions on X ∪Z. The models m1, m2 are called weighted
polynomial regression models and in the case of one model several design problems have been
discussed in the literature, mainly for the D- and E-optimality criterion [see for example ?, ?,
?, ?? or ?]. It is easy to show that the systems {ωi(t)tj|j = 0, . . . , pi} are Chebyshev systems
on the convex hull of X∪Z, say conv(X∪Z), which means that for any choice ϑi0, . . . , ϑipi the
equation ωi(t)
∑pi
j=0 ϑijt
j = 0 has at most pi solutions in conv(X ∪Z) [see ?]. It then follows
from this reference that there exist unique polynomials vi(t) = ωi(t)
∑pi
j=0 aijt
j, i = 1, 2
satisfying the properties
1. for all t ∈ X the inequality |vi(t)| ≤ 1 holds.
2. there exist pi + 1 points LX ≤ ti0 < ti1 < . . . < tipi ≤ UX such that vi(tij) = (−1)j for
j = 0, . . . , pi.
The points ti0, . . . , tipi are called Chebyshev points while vi is called Chebyshev or equioscil-
lating polynomial. The following results give an explicit solution of the µ∞-optimal design
problem if the functions m1 and m2 are weighted polynomials.
Theorem 4.1 Consider the weighted polynomials (4.1) with differentiable, positive weight
functions ω1, ω2 such that for ωi(t) 6= c ∈ R {1, ωi(t), ωi(t)t, . . . , ωi(t)t2pi−1} and
{1, ωi(t), ωi(t)t, . . . , ωi(t)t2pi} are Chebshev systems (i = 1, 2). Assume that X ∩ Z =
[LX , UX ] ∩ [LZ , UZ ] = ∅.
1. If UX < LZ and ω1, ω2 are strictly increasing on Z, the support points of the µ∞-
optimal design ξ?,∞ = (ξ?,∞1 , ξ
?,∞
2 ) are given by the extremal points of the Chebyshev
polynomial v1(t) for ξ
?,∞
1 and v2(t) for ξ
?,∞
2 with corresponding weights
ξij =
|Lij(UZ)|∑pi
k=0 |Lik(UZ)|
j = 0, . . . , pi, i = 1, 2. (4.2)
Here Lij(t) = ωi(t)
∑pi
j=0 `ijt
j is the j-th Lagrange interpolation polynomial with knots
ti0, . . . , tipi, i = 1, 2 defined by the properties Lij(tik) = δjk, j, k = 1, . . . , pi (and δjk
denotes the Kronecker symbol).
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2. If LX > UZ and ω1, ω2 are strictly decreasing on Z, the support points of the µ∞-
optimal design ξ?,∞ = (ξ?,∞1 , ξ
?,∞
2 ) are given by the extremal points of the Chebyshev
polynomial v1(t) for ξ
?,∞
1 and v2(t) for ξ
?,∞
2 with corresponding weights
ξij =
|Lij(LZ)|∑pi
k=0 |Lik(LZ)|
, j = 0, . . . , pi, i = 1, 2.
Example 4.2 If both regression models m1 and m2 are given by polynomials of degree
p1 and p2, we have ω1 ≡ ω2 ≡ 1 and the µ∞-optimal design can be described even more
explicitly. For the sake of brevity we only consider the case UX < LZ . According to Theorem
4.1 ξ?,∞1 and ξ
?,∞
2 are supported at the extremal points of the polynomials v1(t) and v2(t). If
ω1 ≡ ω2 ≡ 1 these are given by the Chebyshev polynomials of the first kind on the interval
[LX , UX ], that is
v1(t) = Tp1
(
2t− (UX + LX )
UX − LX
)
and v2(t) = Tp2
(
2t− (UX + LX )
UX − LX
)
,
where Tp(x) = cos(p arccosx), x ∈ [−1, 1]. Consequently, the component ξ?,∞i of the optimal
design is supported at the pi + 1 Chebyshev points
tij =
(1− cos( j
pi
pi))UX + (1 + cos(
j
pi
pi))LX
2
, j = 0, . . . , pi
with corresponding weights
ξij =
|Lij(UZ)|∑pi
k=0 |Lik(UZ)|
, j = 0, . . . , pi (4.3)
where
Lij(t) =
pi∏
k=0,k 6=j
t− tik
tij − tik .
is the Lagrange interpolation polynomial at the knots ti0, . . . , tipi .
While Theorem 4.1 and Example 4.2 are of own interest, they turn out to be particularly
useful to find µ∞-optimal designs for some commonly used dose response models. To be
precise we consider the Michaelis Menten model
m(t, ϑ) =
ϑ1t
ϑ2 + t
(4.4)
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the loglinear model with fixed parameter ϑ3
m(t, ϑ) = ϑ1 + ϑ2 log(t+ ϑ3) (4.5)
and the EMAX model
m(t, ϑ) = ϑ1 +
ϑ2t
ϑ3 + t
. (4.6)
The following result specifies the µ∞-optimal designs for the comparison of curves if X∩Z = ∅
and m1 and m2 are given by any of these models.
Corollary 4.3 Assume that the regression models m1 and m2 are given by one of the models
(4.4) - (4.6), LX ≥ 0 and UX < LZ . The µ∞-optimal design is given by ξ?,∞ = (ξ?,∞1 , ξ?,∞2 ),
where ξ?,∞i is given by
ξ?,∞MM =
 ϑ2UX (
√
2−1)
(2−√2)UX+ϑ2 UX
ϑ2(UZ−UX )
UXUZ(3
√
2−4)+ϑ2(
√
2UZ−(4−2
√
2)UX )
(
√
2−1)[(2−
√
2)UXUZ+ϑ2(UZ−(
√
2−1)UX )]
UXUZ(3
√
2−4)+ϑ2[
√
2UZ−(4−2
√
2)UX ]
 ,
if mi is the Michaelis Menten model and LX > 0, by
ξ?,∞LogLin =
(
LX UX
exp(UZ)−exp(UX )
2 exp(UZ)−(exp(LX )+exp(UX ))
exp(UZ)−exp(LX )
2 exp(UZ)−(exp(LX )+exp(UX ))
)
,
if mi is the loglinear model and by
ξ?,∞Emax =
(
LX
2UXLX+(UX+LX )ϑ3
2ϑ3+UX+LX
UX
(g(UZ ,UX )+g(UZ ,LX ))g(UZ ,UX )
L
4g(UZ ,UX )g(UZ ,LX )
L
(g(UZ ,UX )+g(UZ ,LX ))g(UZ ,LX )
L
)
if mi is the EMAX model. Here the function g is defined by g(a, b) =
a
a+ϑ3
− b
b+ϑ3
and L is
a normalizing constant, that is L = g2(UZ , UX ) + 6g(UZ , UX )g(UZ , LX ) + g2(UZ , LX ).
5 Numerical results
In most cases of practical interest the µp-optimal design have to be found numerically. In
the case p < ∞ the optimality criteria are in fact differentiable and several procedures
can be used for this purpose [see ?, ? or ?]. In particular the optimality of the numerically
constructed designs can be easily checked using the equivalence Theorem 3.1. For this reason
we concentrate on the case p =∞ which is also probably of most practical interest, because
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it directly refers to the maximum width of the confidence band. The µ∞-optimality criterion
is not necessarily differentiable. As a consequence there appears the unknown measure %?
in Theorem 3.2, which has to be calculated simultaneously with the optimal design in order
check its µ∞-optimality. For this purpose we adapt a procedure introduced by ?. To be
precise recall the definition of ϕ˜i in (3.2), and consider an arbitrary design ξ = (ξ1, ξ2) and
an arbitrary measure % defined on the set of the extremal points Z(ξ), then the following
inequality holds
max
t1,t2∈X
∫
Z(ξ)
( γ1
σ21
ϕ21(t1, t, ξ1) +
γ2
σ22
ϕ22(t2, t, ξ2))d%(t)
≥
∫
X
∫
Z(ξ)
γ1
σ21
ϕ21(t1, t, ξ1)d%(t)dξ1(t1) +
∫
X
∫
Z(ξ)
γ2
σ22
ϕ22(t2, t, ξ2)d%(t)dξ2(t2)
=
∫
Z(ξ)
ϕ(t, ξ1, ξ2)d%(t) = µ∞(ξ).
On the other hand it follows from the equivalence Theorem 3.2 that the opposite inequality
also holds for the µ∞-optimal design ξ?,∞ = (ξ
?,∞
1 , ξ
?,∞
2 ) and the corresponding measure %
?
on Z(ξ?,∞) [see inequality (3.3)]. Consequently, the measure %? is the measure on Z(ξ?,∞)
which minimizes the function
N∞(%, ξ?,∞) = max
t1,t2∈X
∫
Z(ξ?,∞)
( γ1
σ21
ϕ21(t1, t, ξ
?,∞
1 ) +
γ2
σ22
ϕ22(t2, t, ξ
?,∞
2 ))d%(t) (5.1)
= max
t1∈X
σ2
γ1
fT1 (t1)M
−1
1 (ξ
?,∞
1 )M1(%)M
−1
1 (ξ
?,∞
1 )f1(t1)
+ max
t2∈X
σ2
γ2
fT2 (t2)M
−1
2 (ξ
?,∞
2 )M2(%)M
−1
2 (ξ
?,∞
2 )f2(t2).
The µ∞-optimal design ξ?,∞ = (ξ
?,∞
1 , ξ
?,∞
2 ) and the corresponding measures %
? for the equiv-
alence theorems are now calculated numerically in three steps using Particle Swarm Opti-
mization (PSO) [see for example ?]:
1. We calculate the µ∞-optimal design ξ?,∞ = (ξ
?,∞
1 , ξ
?,∞
2 ) using PSO.
2. We calculate numerically the set of extremal points Z(ξ?,∞) = {z1, . . . , zk} of the
function ϕ(t, ξ?,∞1 , ξ
?,∞
2 ).
3. We calculate numerically the measure %? on Z(ξ?,∞) = {z1, . . . , zk} which minimizes
the function N∞(%, ξ?,∞) defined in (5.1) using PSO.
The calculations are terminated if the lower bound for the efficiency in Theorem 3.3 exceeds a
given threshold, say 0.99. In the following discussion we consider the exponential, loglinear
and EMAX model with their corresponding parameter specifications depicted in Table 1.
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model m(t, ϑ) parameters
EMAX ϑ1 +
ϑ2t
t+ϑ3
(0.2, 0.7, 0.2)
exponential ϑ1 + ϑ2 exp(t/ϑ3) (0.183, 0.017, 0.28)
loglinear ϑ1 + ϑ2 log(t+ ϑ3) (0.74, 0.33, 0.2)
Table 1: Commonly used dose response models with their parameter specifications [from ?].
These models have been proposed by ? as a selection of commonly used models to represent
dose response relationships on the dose range [0, 1]. These authors also proposed a design
which allocates 20% of the patients to the dose levels 0, 0.05, 0.2, 0.6 and 1, and which
will be called standard design in the following discussion. We consider µ∞-optimal designs
for the three combinations of these models, where the design space X = Z = [0, 1]. The
variances σ21 and σ
2
2 are equal and given by σ
2 = 1.4782 as proposed in ? and we assume
γ1 = γ2 = 0.5. The resulting µ∞-optimal designs are displayed in Table 2. In the diagonal
blocks we have two identical designs reflecting the fact that in this case m1 = m2. These
designs are actually the D-optimal designs for the corresponding common model, which
follows by a straightforward application of the famous equivalence theorem for D- and G-
optimal designs [see ?].
In the other cases the optimal designs are obtained from Table 2 as follows. For example,
the µ∞-optimal design for the combination of the EMAX (m1) and the exponential model
(m2) can be obtained from the right upper block. The first component is the design for
the exponential model, which allocates 40.3% , 27.4% , 32.3% of the patients to the dose
levels 0.00, 0.74, 1.00. The second component is the design for the EMAX model which
allocates 32.0% , 28.2%, 39.8% of the patients to the dose levels 0.00, 0.15, 1.00. Note that
the optimal designs for the particular model vary with respect to the different combinations
of the models. For example, the weights of the optimal design for the EMAX and exponential
model differ from the weights of the optimal design for the EMAX and loglinear model. In
Figure 2 we demonstrate the application of the equivalence Theorem 3.2 for the combinations
EMAX and exponential model and exponential and loglinear model. Figure 3 presents the
improvement of the confidence bands for the difference between the two regression functions
if the µ∞-optimal design is used instead of a pair of the standard designs. The sample sizes
in both groups are n1 = 100 and n2 = 100, respectively. The presented confidence bands
are the averages of uniform confidence bands calculated by 100 simulation runs. We observe
that inference on the basis of an µ∞-optimal design yields a substantial reduction in the
(maximal) width of the confidence band.
Besides the comparison of the different confidence bands produced by the µ∞-optimal design
and the standard design proposed in ? we are able to compare them using the efficiency
defined by (3.4). The resulting efficiencies are depicted in the first row of Table 3. We observe
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m1/ m2 EMAX loglinear exponential
EMAX
0.00 0.14 1.00 0.00 0.22 1.00 0.00 0.74 1.00
33.3¯ 33.3¯ 33.3¯ 34.0 32.5 33.5 40.3 27.4 32.3
0.00 0.14 1.00 0.00 0.15 1.00 0.00 0.15 1.00
33.3¯ 33.3¯ 33.3¯ 33.4 32.7 33.9 32.0 28.2 39.8
loglinear
0.00 0.23 1.00 0.00 0.74 1.00
33.3¯ 33.3¯ 33.3¯ 39.2 26.8 34.0
0.00 0.23 1.00 0.00 0.24 1.00
33.3¯ 33.3¯ 33.3¯ 33.5 27.8 38.7
exponential
0.00 0.75 1.00
33.3¯ 33.3¯ 33.3¯
0.00 0.75 1.00
33.3¯ 33.3¯ 33.3¯
Table 2: µ∞-optimal designs for different model combinations. Upper rows: support points.
Lower rows: weights given in percent (%).
model 1 / model 2 loglin / exp loglin / EMAX exp / EMAX
standard design 58.85 72.83 59.00
D-optimal designs for EMAX 2.21 93.81 2.24
D-optimal designs for loglinear 7.31 92.44 7.40
D-optimal designs for exponential 15.08 3.72 4.29
ν∞-optimal design (model 1 fixed) 95.72 99.94 96.70
ν∞-optimal design (model 2 fixed) 96.63 99.96 96.00
Table 3: The µ∞-efficiencies (in %) of the standard design, pairs of D-optimal designs
(displayed in the diagonal blocks of Table 2) and the ν∞-optimal designs (see Table 4) .
a substantial loss of efficiency if the standard design is used instead of a µ∞-optimal design.
As described in the previous paragraph the µ∞-optimal design is a pair of two identical D-
optimal designs if both models coincide. These designs are depicted in the diagonal blocks
of Table 2. In the row 2-4 of Table 3 we show the corresponding efficiencies, if these designs
are used for the comparison of curves. For example, the µ∞-optimal design for two EMAX
models has µ∞-efficiencies 2.21%, 93.81% and 2.24%, if it is used for the comparison of the
loglinear and exponential, the loglinear and EMAX and the exponential and EMAX model,
respectively. Note that the pair of D-optimal designs for the EMAX or loglinear model
is more efficient than the standard designs, if these two models are under consideration.
In all other cases these designs have very low efficiency and cannot be recommended for
the comparison of curves. Finally, we consider the ν∞-criterion defined in (2.6) assuming
that the design for one model is already fixed as the D-optimal design and we calculate
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Figure 2: Illustration of Theorem 3.2. The figures show the function on left hand side of
inequality (3.3). Left figure: The combination of exponential and EMAX model. Right figure:
The combination of the loglinear and the exponential model.
m1/ m2 EMAX loglinear exponential
EMAX
0.00 0.14 1.00 0.00 0.15 1.00 0.00 0.14 1.00
33.3¯ 33.3¯ 33.3¯ 34.0 32.0 34.0 35.1 29.7 35.2
loglinear
0.00 0.23 1.00 0.00 0.23 1.00 0.00 0.22 1.00
34.0 32.0 34.0 33.3¯ 33.3¯ 33.3¯ 36.0 28.0 36.0
exponential
0.00 0.76 1.00 0.00 0.75 1.00 0.00 0.75 1.00
35.7 28.6 35.7 36.7 26.6 36.7 33.3¯ 33.3¯ 33.3¯
Table 4: ν∞-optimal designs, where one design is given by the D-optimal design of the second
model. The weights are given in percent (%).
the corresponding ν∞-optimal designs, which are depicted in Table 4 for the six possible
combinations. For example, the ν∞-optimal design for the comparison of the exponential
and EMAX model where the design for the exponential model is fixed as D-optimal design
puts weights 35.1%, 29.7% and 35.2% at the points 0.00, 0.14 and 1.00, respectively. The
µ∞-efficiencies of these designs are presented in the row 5−6 of Table 3 and we observe that
these designs have very good efficiencies for the comparison of curves.
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Figure 3: Confidence bands obtained from the µ∞-optimal design (solid lines) and a standard
design (dashed lines). The dotted line shows the true difference of the curves. Left figure:
The combination of exponential and EMAX model. Right figure: The combination of the
loglinear and the exponential model.
6 Optimal allocation to the two groups
So far we have assumed that the sample sizes n1 and n2 in the two groups are fixed and
cannot be chosen by the experimenter. In this section we will briefly indicate some results, if
optimization can also be performed with respect to the relative proportions γ1 = n1/(n1+n2)
and γ2 = n2/(n1 + n2) for the two groups. Following the approximate design approach we
define γ as a probability measure with masses γ1 and γ2 at the points 0 and 1, respectively,
and a µ∞-optimal design as a triple ξ?,∞ = (ξ
?,∞
1 , ξ
?,∞
2 , γ
?), which minimizes the functional
µ∞(ξ1, ξ2, γ) = sup
t∈Z
ϕ(t, ξ1, ξ2, γ),
where
ϕ(t, ξ1, ξ2, γ) =
σ21
γ1
fT1 (t)M
−1
1 (ξ1, ϑ1)f1(t) +
σ21
γ2
fT2 (t)M
−1
2 (ξ2, ϑ2)f2(t).
Similar arguments as given in the proof of Theorem 3.1 give a characterization of the optimal
designs. The details are omitted for the sake of brevity.
Theorem 6.1 A design ξ?,∞ = (ξ?,∞1 , ξ
?,∞
2 , γ
?) is µ∞-optimal if and only if there exists a
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γ∗ ξ?,∞1 ξ
?,∞
2
(30.2, 69.8)
0.00 0.15 1.00
32.4 24.9 42.7
0.00 0.75 1.00
36.9 30.4 32.7
Table 5: The µ∞-optimal design (ξ
?,∞
1 , ξ
?,∞
2 , γ
?) for the comparison of the EMAX- and
exponential model, where optimization is also performed with respect to the relative sample
sizes γ = (γ1, γ2) for the two groups. The weights are given in %.
measure %? on the set
Z(ξ?,∞1 , ξ?,∞2 , γ?) = {t ∈ Z : µ∞(ξ?,∞1 , ξ?,∞2 , γ?) = ϕ(t, ξ?,∞1 , ξ?,∞2 , γ?)}
such that the inequality∫
Z(ξ?,∞1 ,ξ?,∞2 ,γ?)
I{ω=0}
σ21
ϕ21(t, t1, ξ
?,∞
1 ) +
I{ω=1}
σ22
ϕ22(t, t2, ξ
?,∞
2 ) d%
?(t)− µ∞(ξ?,∞1 , ξ?,∞2 , γ?) ≤ 0
(5.2)
is satisfied for all t1, t2 ∈ X and ω ∈ {0, 1}, where ϕi is defined in (3.2) with γi = γ?i .
Moreover, equality is achieved in (3.3) for any (t1, t2, ω) ∈ supp(ξ?,∞1 )× supp(ξ?,∞2 )× {0, 1}.
Example 6.2 The µ∞-optimal design (ξ
?,∞
1 , ξ
?,∞
2 , γ
?) can be determined numerically in a
similar way as described in Section 5, and we briefly illustrate some results for the comparison
of the EMAX model with the exponential model, where the parameters are given in Table
1. The variances are σ21 = 1.478
2 in the first group and σ22 = 5 · 1.4782 in the second group
and the optimal designs (calculated by the PSO) are presented in Table 5. Note that the
optimal design allocates only 30.2% of the observations to the first group. A comparison
of the optimal designs from Table 5 with the corresponding optimal designs from Table 2
(calculated under the assumptions σ21 = σ
2
2 and γ1 = γ2 = 0.5) shows that the support points
are very similar, but there appear differences in the weights.
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7 Proofs
Let Ξ denote the space of all approximate designs on X and define for ξ1, ξ2 ∈ Ξ
M(ξ1, ξ2, ϑ1, ϑ2) =
(
γ1
σ21
M1(ξ1, ϑ1) 0s1×s2
0s2×s1
γ2
σ22
M2(ξ2, ϑ2)
)
(7.1)
as the block diagonal matrix with information matrices γ1
σ21
M1(ξ1, ϑ1) and
γ2
σ22
M2(ξ2, ϑ2) in the
diagonal. The set
M(2) = {M(ξ1, ξ2, ϑ1, ϑ2) : ξ1, ξ2 ∈ Ξ}
is obviously a convex subset of the the set NND(s1 + s2) of all non-negative definite (s1 +
s2)× (s1 + s2) matrices. Moreover, if δt denotes the Dirac measure at the point t ∈ X it is
easy to see that M(2) is the convex hull of the set
D(2) = {M(δt1 , δt2 , ϑ1, ϑ2) : t1, t2 ∈ X} ,
and that for any p ∈ [1,∞] the function µp(ξ) = µp((ξ1, ξ2)) defined in (2.5) and (2.4) is
convex on the set Ξ× Ξ.
Proof of Theorem 3.1 Note that the function ϕ in (2.2) can be written as
ϕ(t, ξ1, ξ2) = f
T (t)M−1(ξ1, ξ2, ϑ1, ϑ2)f(t),
where fT (t) = (fT1 (t), f
T
2 (t)) and M(ξ1, ξ2) ∈M(2) is defined in (7.1). Similarly, we introduce
for a matrix M ∈ M(2) the notation Φ(M, t) = fT (t)M−1f(t) and we rewrite the function
µp(ξ1, ξ2) as
µ˜p(M) =
(∫
Z
(Φ(M, t))p dλ(t)
)1/p
=
(∫
Z
(
fT (t)M−1f(t)
)p
dλ(t)
)1/p
. (7.2)
Because of the convexity of µp the design ξ
?,p = (ξ?,p1 , ξ
?,p
2 ) is µp-optimal if and only if the
derivative of µ˜p(M) evaluated in M0 = M(ξ
?,p
1 , ξ
?,p
2 , ϑ1, ϑ2) is non-negative for all directions
E0 = E−M0, where E ∈M(2), i.e. ∂µ˜p(M0, E0) ≥ 0. SinceM(2) = conv(D(2)) it is sufficient
to verify this inequality for all E ∈ D(2).
Assuming that integration and differentiation are interchangeable, the derivative at M0 =
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M(ξ1, ξ2, ϑ1, ϑ2) in direction E0 = M(δt1δt2 , ϑ1, ϑ2)−M0 is given by
∂µ˜p(M0, E0) = µ˜p(M0)
1−p
∫
Z
(
fT (t)M−10 f(t)
)p−1 (−fT (t)M−10 E0M−1f(t)) dλ(t)
= µ˜p(M0)
1−p
∫
Z
(
fT (t)M−10 f(t)
)p
dλ(t)
− µ˜p(M0)1−p
∫
Z
(
fT (t)M−1f(t)
)p−1 (
fT (t)M−10 M(δt1 , δt2 , ϑ1, ϑ2)M
−1
0 f(t)
)
dλ(t)
= µ˜p(M0)− µ˜p(M0)1−p∫
Z
Φ(M0, t)
p−1
(
σ21
γ1
(fT1 (t)M
−1
1 (ξ1, ϑ1)f2(t1))
2 +
σ22
γ2
(fT2 (t)M
−1
2 (ξ2, ϑ2)f2(t2))
2
)
dλ(t)
= µp(ξ1, ξ2)
[
1− µp(ξ1, ξ2)−p
∫
Z
β(t, t1, t2)dλ(t)
]
, (7.3)
where the function β is given by
β(t, t1, t2) = ϕ(t, ξ1, ξ2)
p−1( γ1
σ21
(ϕ1(t, t1, ξ1))
2 + γ2
σ22
(ϕ2(t, t2, ξ2))
2). (7.4)
Consequently, the design ξ?,p = (ξ?,p1 , ξ
?,p
2 ) is µp-optimal if and only if the inequality∫
Z
β(t, t1, t2)dλ(t)− (µp(ξ?,p1 , ξ?,p2 ))p ≤ 0 (7.5)
is satisfied for all t1, t2 ∈ X , which proves the first part of the assertion.
It remains to prove that equality holds for any point (t1, t2) ∈ supp(ξ?,p1 ) × supp(ξ?,p2 ). For
this purpose we assume the opposite, i.e. there exists a point (t1, t2) ∈ supp(ξ?,p1 )×supp(ξ?,p2 ),
such that there is strict inequality in (7.5). This gives∫
X
∫
X
∫
Z
β(t, t1, t2)dλ(t)dξ
?,p
1 (t1)dξ
?,p
2 (t2) < (µp(ξ
?,p
1 , ξ
?,p
2 ))
p
.
On the other hand, we have∫
X
∫
X
∫
Z
β(t, t1, t2)dλ(t)dξ
?,p
1 (t1)dξ
?,p
2 (t2) =
∫
Z
ϕ(t, ξ?,p1 , ξ
?,p
2 )
pdλ(t) = (µp(ξ
?,p
1 , ξ
?,p
2 ))
p
.
This contradiction shows that equality in (7.5) must hold whenever (t1, t2) ∈ supp(ξ?,p1 ) ×
supp(ξ?,p2 ).
Proof of Theorem 3.2 By the discussion at the beginning of the proof of Theroem 3.1 the
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minimization of the function µ∞(ξ1, ξ2) is equivalent to the minimization of
µ˜∞(M) = sup
t∈Z
Φ(M, t) = sup
t∈Z
fT (t)M−1f(t) (7.6)
for M ∈M(2). From Theorem 3.5 in ? the subgradient of µ˜∞(M) evaluated at a matrix M0
in direction E is given by
Dµ˜∞(M0, E) =
{∫
Z(M0)
∂Φ(M0, E, t)d%(t) : % measure on Z(M0)
}
,
where the set Z(M0) is defined by Z(M0) = {t ∈ Z : µ˜∞(M0) = Φ(M0, t)} , and the deriva-
tive of Φ(M0, t) in direction E is given by ∂Φ(M0, E, t) = −fT (t)M−10 EM−10 f(t). Applying
the results from page 59 in ? it therefore follows that the design ξ?,∞ = (ξ?,∞1 , ξ
?,∞
2 ) is
µ∞-optimal if and only if there exists a measure %? on Z(M(ξ?,∞1 , ξ?,∞2 , ϑ1, ϑ2)) such that the
inequality∫
Z(M0)
∂Φ(M0, E0, t)d%
?(t) =
∫
Z(M0)
∂Φ(M0, E, t)d%
?(t) +
∫
Z(M0)
fT (t)M−10 f(t)d%
?(t) ≥ 0
holds for all E0 = E −M0, E ∈ M(2). Since M(2) = conv(D(2)) it is sufficient to consider
the directions E0 = E −M0, where E ∈ D(2). Thus, this inequality is fulfilled if and only if
there exists a measure %? on Z(M0) = Z(ξ?,∞), such that the inequality∫
Z(ξ?,∞)
fT (t)M−1(ξ?,∞1 , ξ
?,∞
2 , ϑ1, ϑ2)M(δt1 , δt2 , ϑ1, ϑ2)M
−1(ξ?,∞1 , ξ
?,∞
2 , ϑ1, ϑ2)d%
?(t)
≤
∫
Z(ξ?,∞)
fT (t)M−1(ξ?,∞1 , ξ
?,∞
2 , ϑ1, ϑ2)f(t) d%
?(t) = µ∞(ξ
?,∞
1 , ξ
?,∞
2 )
(7.7)
is satisfied for all M(δt1 , δt2 , ϑ1, ϑ2) ∈ D(2). Observing the definition of ϕi in (3.2), the left-
hand part of (7.7) can be rewritten as
∫
Z(ξ?,∞)
γ1
σ21
ϕ21(t1, t, ξ
?,∞
1 ) +
γ2
σ22
ϕ22(t2, t, ξ
?,∞
2 ) d%
?(t), and
the inequality (7.7) reduces to (3.3). The remaining statement regarding the equality at the
support points follows by the same arguments as in the proof of Theorem 3.1 and the details
are omitted for the sake of brevity.
Proof of Theorem 3.3 For both cases consider the function (µ˜p(M))
−1 where µ˜p has
already been defined in (7.2) and (7.6). Note that for each t ∈ Z the function M →
(f(t)TM−1f(t))−1 is concave [see ?, p. 77], and consequently the function
(µ˜∞(M))−1 =
1
maxt∈Z f(t)TM−1f(t)
= min
t∈Z
(f(t)TM−1f(t))−1
21
is also conave. The concavity of (µ˜p(M))
−1 in the case 1 ≤ p < ∞ follows by similar
arguments. For p ∈ [1,∞] the directional derivative of (µ˜p(M))−1 at the point M0 in
direction E0 = M −M0 is given by
∂(µ˜p(M0, E0))
−1 = −(µ˜p(M0))−2∂µ˜p(M0, E0).
We now consider the case p ∈ [1,∞), the remaining case p = ∞ is briefly indicated at
the end of this proof. Observing (7.3) a lower bound of the directional derivative of µ˜p at
M0 = M(ξ1, ξ2, ϑ1, ϑ2) in direction E0 = M(δt1δt2 , ϑ1, ϑ2)−M0 is given by
∂µ˜p(M0, E0) ≥ µ˜p(M0)
[
1− maxt1,t2
∫
Z β(t, t1, t2)dλ(t)
µ˜pp(M0)
]
where β(t, t1, t2) is defined in (7.4). Consequently, we have
∂(µ˜p(M0, E0))
−1 ≤ 1
µ˜p(M0)
[maxt1,t2 ∫Z β(t, t1, t2)dλ(t)
µ˜pp(M0)
− 1
]
. (7.8)
Now, we consider the matrices M0 = M(ξ
?,p
1 , ξ
?,p
2 , ϑ1, ϑ2) of the µp-optimal design and M =
M(ξ1, ξ2, ϑ1, ϑ2) of any design ξ = (ξ1, ξ2) with nonsingular information matrices M1(ξ1, ϑ1)
and M2(ξ2, ϑ2) and define the function gp(α) = µ˜p((1 − α)M0 + αM))−1, which is concave
because of the concavity of (µ˜p(M))
−1. This yields
1
µ˜p(M)
− 1
µ˜p(M0)
= gp(1)− gp(0) ≤ ∂gp(α)
∂α
∣∣∣
α=0
= ∂(µ˜p(M0, E0))
−1
Consequently, we obtain from (7.8) the inequality
effp(ξ) =
µ˜p(M)
µ˜p(M0)
≥ µ˜
p
p(M)
maxt1,t2
∫
Z β(t, t1, t2)dλ(t)
,
which proves the assertion of Theorem 3.3 in the case 1 ≤ p <∞. For the proof in the case
p =∞ we use similar arguments and Theorem 3.2 in ?, which provides the upper bound
∂(µ˜∞(M0, E0))−1 ≤ 1
µ˜∞(M0)
{
max
d∈Z(M0)
max
t1,t2∈X
(fT (d)M−10 f(t1, t2))
2 − 1
}
, (7.9)
where f(t1, t2) is defined by f
T (t1, t2) = (f
T
1 (t1), f
T
2 (t2))
T . The details are omitted for the
sake of brevity.
Proof of Theorem 4.1 For the sake of brevity we now restrict ourselves to the proof of
the first part of Theorem 4.1. The second part can be proved analogously. Let UX < LZ
and recall the definition of the function ϕ(t, ξ1, ξ2) defined in (2.2). The function ϕ(t, ξ1, ξ2)
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is obviously increasing on Z, if the functions
ϕi(t, t, ξi) =
σ2i
γi
fTi (t)M
−1
i (ξi)fi(t) =
σ2i
γi
ω2i (t)(1, t, . . . , t
pi)M−1i (ξi)(1, t, . . . , t
pi)T
are increasing on Z for i = 1, 2. In this case we have
max
t∈Z
ϕ(t, ξ1, ξ2) = ϕ(UZ , ξ1, ξ2) = ϕ1(UZ , ξ1) + ϕ2(UZ , ξ2). (7.10)
Because of this structure the components of the optimal design can be calculated separately
for ϕ1 and ϕ2. Since both {ω1(t), ω1(t)t, . . . , ω1(t)tp1} and {ω2(t), ω2(t)t, . . . , ω2(t)tp2} are
Chebyshev systems on X ∪ Z it follows from Theorem X.7.7 in ? that the support points
of the design ξi minimizing ϕi(UZ , ξi) are given by the extremal points of the equioscillating
polynomials vi(t), while the corresponding weights are given by (4.2).
In order to prove the monotonicity of ϕi, (i = 1, 2) let ξi denote a design with ki support
points ti0, . . . , tiki−1 ∈ X and corresponding weights ξi0, . . . , ξiki−1.
Since{1, ωi(t), ωi(t)t, . . . , ωi(t)t2pi−1} and {1, ωi(t), ωi(t)t, . . . , ωi(t)t2pi} are Chebshev sys-
tems for ωi(t) 6= c ∈ R, the complete class theorem of ? can be applied and it
is sufficient to consider minimal supported designs ξi. Consequently, we set
ki = pi + 1.
Define Xi =
(
ωi(tik)t
l
ik
)
k,l=0,...,pi
, then it is easy to see that the jth Langrange interpolation
polynomial is given by Lij(t) = e
T
j X
−1
i (ωi(t), ωi(t)t, . . . , ωi(t)t
pi)T , where ej denotes the
jth unit vector (just check the defining condition Lij(ti`) = δj`). With these notations the
function ϕi(t, ξi) can be rewritten as
ϕi(t, t, ξi) =
σ2i
γi
(ωi(t), ωi(t)t, . . . , ωi(t)t
pi)X−Ti W
−1
i X
−1
i (ωi(t), ωi(t)t, . . . , ωi(t)t
pi)T
:=
σ2i
γi
pi∑
j=0
1
ξij
(Lij(t))
2,
(7.11)
where Wi = diag(ξi0, . . . , ξipi). Now Cramer’s rule and a straightforward calculation yields
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the following representation for the Lagrange interpolation polynomial
Lij(t) = (−1)pi−jωi(t)
∏pi
k=0,k 6=j ωi(tik)∏pi
k=0 ωi(tik)
det

1 . . . 1 1 . . . 1 1
ti0 . . . tij−1 tij+1 . . . tipi t
... . . .
...
... . . .
...
...
tpii0 . . . t
pi
ij−1 t
pi
ij+1 . . . t
pi
ipi
tpi

det

1 . . . 1
ti0 . . . tipi
... . . .
...
tpii0 . . . t
pi
ipi

=
ωi(t)
ωi(tj)
pi∏
k=0,k 6=j
t− tik
tij − tik .
Therefore the partial derivative of ϕi(t, ξi) with respect to t is given by
∂
∂t
ϕi(t, t, ξi) =
σ2i
γi
pi∑
j=0
2
ξij
(Lij(t))
2
(ω′i(t)
ωi(t)
+
pi∑
l=0
1
t− til
)
.
Note that til < t for all til ∈ X and t ∈ Z and that both ωi(t) and ω′i(t) are positive.
Consequently, the partial derivative is positive and the function ϕi(t, ξi) is increasing in
t ∈ Z. Thus, the maximum value of ϕi(t, ξi) is attained in UZ ∈ Z and (7.10) follows.
Proof of Corollary 4.3 For the sake of brevity we only prove the result for the EMAX
model (4.6), where it essentially follows by an application of Theorem 4.1 with ω(t) ≡ 1.
The proofs for the Michaelis Menten model and for the loglinear model are similar. In the
the EMAX model the gradient is given by f(t, ϑ) = (1, t
t+ϑ3
, −ϑ2t
(t+ϑ3)2
). Using the strictly
increasing transformation z = v(t) = t
ϑ3+t
the function f can be rewritten by
f(t, ϑ) =
1 0 00 1 0
0 −ϑ2
ϑ3
ϑ2
ϑ3

 1z
z2
 := Pϑ
 1z
z2
 .
Thus, for an arbitrary design ξ the function fT (t)M−1(ξ)f(t) reduces to
ϕ(t, ξ) = fT (t)M−1(ξ)f(t) = (1, z, z2)P Tϑ
(
PϑM˜(ξ˜)P
T
ϑ
)−1
Pϑ (1, z, z
2)T
= (1, z, z2)M˜−1(ξ˜)(1, z, z2)T = ϕ˜(z, ξ˜)
where M˜(ξ˜) = (
∫
X z
i+jdξ˜(z))i,j=0,1,2 and ξ˜ is the design on the design space X˜ = [ LXϑ3+LX ,
UX
ϑ3+UX
]
induced from the actual design ξ by the transformation z = t
ϑ3+t
. The function ϕ˜(z, ξ˜)
coincides with the variance function of a polynomial regression model with degree 2 and
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constant weight function ω(t) ≡ 1. The corresponding design and extrapolation space are
given by X˜ = [ LX
ϑ3+LX
, UX
ϑ3+UX
] and Z˜ = [ LZ
ϑ3+LZ
, UZ
ϑ3+UZ
], respectively. According to Example
4.2 (p1 = 2) the component ξ˜i of the µ∞-optimal design is supported at the extremal points
of the Chebyshev polynomial of the first kind on the interval X , which are given by
LX
ϑ3 + LX
,
1
2
( LX
ϑ3 + LX
+
UX
ϑ3 + UX
)
,
UX
ϑ3 + UX
For the weights we obtain by the same result ξ0 =
|L0|
L
, ξ1 =
|L1|
L
, ξ2 =
|L2|
L
where
|L0| =
(
2 UZ
UZ+ϑ3
−
(
UX
UX+ϑ3
+ LX
LX+ϑ3
))(
UZ
UZ+ϑ3
− UX
UX+ϑ3
)
|L1| = 4
(
UZ
UZ+ϑ3
− LX
LX+ϑ3
)(
UZ
UZ+ϑ3
− UX
UX+ϑ3
)
|L2| =
(
UZ
UZ+ϑ3
− LX
LX+ϑ3
)(
2 UZ
UZ+ϑ3
−
(
UX
UX+ϑ3
+ LX
LX+ϑ3
))
L = |L0|+ |L1|+ |L2|.
The support points of the of the µ∞-optimal design ξ are now obtained by the inverse of
the transformation and the assertion for the EMAX model follows from the definition of the
function g and a straightforward calculation.
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