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a b s t r a c t
This paper concerns scheduling problems with the aging effect and additional resource
allocation. A measurable result of the aging phenomenon is that the time required to
perform a job increases whereas the additional resource allocation allows one to decrease
it. As an example of a deteriorating system that can be described and optimized by the
application of the models and algorithms considered, we choose the pickling process,
where cleaning of metal items decreases the efficiency of the pickling (cleaning) bath
(i.e., one containing an active substance), whereas heating it up can improve the efficiency.
In particular, we focus on the optimization problems for such systems and model them as
single-machine scheduling problems with job processing times dependent on the fatigue
of a machine and on the allocation of additional resources. The objectives considered
are the minimization of time criteria (the maximum completion time and the maximum
lateness) under a given resource consumption as well as the minimization of the resource
consumption under given time criteria. The computational complexity of the problems is
determined and solution properties are proved. On the basis of these, we construct optimal
polynomial time algorithms for some cases of the problems considered.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Numerous industrial and manufacturing systems suffer from the presence of a deteriorating phenomenon that
decreases production efficiency. Since it usually causes the prolonging of a production time that results in financial losses
(e.g., exceeded deadlines), it is often counteracted by additional factors (e.g., additional energy, workers, etc.). To bring the
issue discussed closer, we describe it using the example of a pickling process that accompanies galvanization and plays a
significant role in various industry sectors, where galvanized steel is an essential fabrication component (e.g., aircraft and
car industries).
Galvanization requires that metal items have to be cleaned before exposing them to further treatment [1]. Inorganic
contaminations, such as rust, metal oxides, scale, and corrosion products, can be removed during the pickling process, which
is one of the most important stages in metal finishing. This is based on an immersion of metal items into a pickling bath
(also called the pickle) that guarantees a perfectly clean metal surface [1]. The composition of the bath and the parameters
of the pickling process (e.g. metal pickling/cleaning time, concentration of active substances, temperature) depend on the
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type of the cleaned surface (e.g. steel, copper, aluminumormagnesium alloys) and on the type and structure of the corrosion
products (porosity, number of cracks in the scale, relative amounts of wüstite); see [2].
During the pickling process, due to chemical reactions, the amount of ferrous salt increases, whereas the concentration
of the active substance decreases. In consequence the activity of the pickle is reduced. The measurable result of this
phenomenon is that the time required to pickle an individual metal item increases as more contaminations are dissolved in
the pickling bath [3]. In other words, the pickling bath deteriorates.
Since this phenomenon is highly undesirable, various contractions are often applied. Twomainmethods used to improve
the efficiency of the pickle can be distinguished. The first one is based on adding the concentrated active substance to keep
its concentration in the pickling bath to a desired level. The second method utilizes the fact that the activity of the pickle
can be controlled (in a limited range) by the temperature. For instance, in the case of a pickling bath based on sulfuric acid,
heating it up by 10 °C increases the pickling speed by about 70%. To increase the activity of this type of pickle to a maximum
it is heated up to 95 °C (see [1]). Moreover, agitation of the pickle can also speed up the metal cleaning [3].
Although the usage of an additional active substance is the simplest method, it is often restricted due to the fact that
the worn out pickling bath must be neutralized because the remains of acids or alkalis can still be active and dangerous to
humans and the natural environment—especially for groundwater and surface water.
Therefore, the practitioners face two mutually exclusive objectives. On one hand one aims to minimize, or to keep to a
desired level, the time criteria (such as themaximumcompletion time and themaximum lateness) andon the other handone
aims tominimize the consumption of gas or electric energy (to heat up the pickle) and/or the active substance. However, the
additional usage of the active substances should be avoided, since they are hazardous to the natural environment. Therefore,
we will exclude this approach from further consideration.
Thus, to solve such problems, we will express them in the context of scheduling theory and propose solution algorithms.
Namely, the decreasing efficiency of the pickling bath can be modeled by a technique called the ‘‘aging effect’’ approach
(see [4–9]), whereas the prevention of this negative phenomenon by heating up the bath (using electrical energy or gas) or
by agitation of the pickling bath (using electrical energy aswell) can bemodeled by resource allocationmodels (see [10–14]).
The quoted example is not isolated, since similar problems can be found inmany othermanufacturing systems, in which,
for instance, tiredness of human workers (e.g. [15,16]) and tool wear of lathe machines (e.g. [17]) affects the production
output.
Thus, in this paper, we will analyze the scheduling problems with the aging effect and additional resource allocation.
Namely, the processing time of each job is described using a function that is non-decreasing with respect to the aging effect
(the fatigue of a machine—e.g., the impurity degree of the pickling bath) and decreasing with respect to the additional
resource allocated to this job (e.g., electrical energy that reduces the negative results of the aging effect).
The remainder of this paper is organized as follows. Section 2 contains the problem formulation. Properties of the
problems considered are provided in Section 3. Finally, Section 4 concludes the paper.
2. Problem formulation
The optimization problems described in the previous section can be modelled by the following scheduling problems.
There are given a singlemachine and a set J = {1, . . . , n} of n jobs. Themachine can represent the pickling bath, whereas
a job is the pickling of an individual metal item or a batch of suchmetal items that can be cleaned together in the same bath.
Each job j is available for processing at its release date rj and it should be completed before its due-date dj, whereas the
machine is continuously available and it can process at most one job at a time (for instance, due to the capacity of a bath or
to avoid undesired chemical reactions between items of different metal kinds that occur if they are cleaned together). Given
the technological requirements usually in force, we shall assume that jobs cannot be preempted.
The processing (cleaning) time pj(W (v)) of job j is given as a non-decreasing function of the machine wear (i.e., pickling
bath wear) W (v) that represents the impurity of the bath. Moreover, each job j is characterized by the normal processing
time aj that is defined as its processing time if themachine is not affected by aging, i.e., aj , pj(0). In otherwords it represents
the item or the batch cleaning time in the pure (fresh) pickling bath.
In practice,metal items vary in type of surface, size, corrosion products and thickness of scale; therefore, each job canhave
a different influence on a machine (pickle) wear. On the basis of [4], the machine wearW (v) at the start time of processing
a job scheduled in position v in a sequence is defined as follows:
W (v) ,
v−1
l=1
ω[l], (1)
where W (1) = 0, and ω[l] ≥ 1 is the fatigue factor of a job scheduled in the lth position in a sequence; it represents the
amount of impurity that affects a bath on cleaning a metal item or a batch of items.
The increase in cleaning time (depending on thewear of a pickling bath) can vary for different items. Therefore,we use the
following function pj(W (v)) to describe the job processing time,which allows us tomodel different aging characteristics [4]:
pj(W (v)) = aj + bj(max{W (v)− gj, 0})αj , (2)
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where aj is the normal processing time of job j, αj and bj denote the aging ratios of job j and gj is its aging threshold (the aging
effect is noticeable if the machine wear exceeds this value). All the parameters are non-negative rational numbers. The
parameters αj, bj and gj allow us to fit the model to the aging characteristic of a real-life machine (i.e., a pickling bath).
Note that in scheduling theory there is another technique for modeling deterioration of a machine that is called the
‘‘deteriorating effect’’ approach. This assumes that the processing time of a job is a non-decreasing function dependent on
its start time (see, e.g., [18,19]). However, scheduling models consistent with this approach are not relevant to real-life
industrial problems such as themetal cleaning discussed, where deterioration does not take place (or it is negligible) during
the idle time of a machine, i.e., if no elements are in the bath. Such inconveniences are absent in the technique called the
aging effect approach that is considered in this paper.
As was mentioned in the previous section, the negative effect of aging can be compensated (in a specified range) by
allocating additional resources to jobs performed. For instance, the wear of the pickling bath increases the cleaning time for
metal items; however, it can be decreased for the items actually in the bath by heating it up. Let uj denote such an additional
resource amount allocated to job j that can model electrical energy or a gas, which heats up the pickling bath. On this basis,
the processing time of job j that is scheduled in position v in a sequencewith allocated resource amount uj is given as follows:
pj(W (v), uj) = pj(W (v))− a′juj, (3)
where a′j is the resource ratio that denotes the reduction of the processing time of job j depending on the amount of resource
uj allocated to it. Note that pj(W (v)) includes different agingmodels, e.g., (2) or some cases of the general function presented
in [20].
Since, in practice, the range of the temperature of the pickling bath is usually bounded due to various technological
constraints, the amount of allocated resource uj is also limited. Therefore, let uj and uj denote the minimum and the
maximum additional resource that can be allocated to job j, respectively, i.e., uj ≤ uj ≤ uj.
Moreover, the total amount of the consumed resource,
∑n
j=1 uj, can also be restricted, whichmay be a result of a company
environmental policy or other financial requirements. Thus, in the model considered, it is assumed that
∑n
j=1 uj ≤ Rˆ, where
Rˆ is a global restriction on the total resource consumption.
Note that uj > 0 can be reduced to uj = 0 (for j = 1, . . . , n) by the following modification of parameters: Rˆ =
Rˆ −∑nj=1 uj, uj = uj − uj and pj(W (v), uj) = pj(W (v), uj) − a′juj. Therefore, for convenience, from now on, we assume
that uj = 0 for j = 1, . . . , n.
Now we will formulate the problems that are considered in this paper. Let π = ⟨π(1), . . . , π(i), . . . , π(n)⟩ denote
the sequence of jobs (permutation of the elements of the set J), where π(i) is the job processed in position i in π and
u = ⟨u1, . . . , uj, . . . , un⟩ is the resource allocation, where uj is the amount of the resource assigned to job j. For a given
sequence (permutation) π and a resource allocation u, we can determine for each job π(i) (i.e., placed in the ith position
in π ) its completion time
Cπ(i) = max{Cπ(i−1), rπ(i)} + pπ(i)(W (i), uπ(i)), (4)
where Cπ(0) = 0 and its lateness
Lπ(i) = Cπ(i) − dπ(i). (5)
We say that job π(i) is late if Lπ(i) > 0. Further, we will also use the additional parameter Sπ(i) = max{Cπ(i−1), rπ(i)} that
denotes the start time of job π(i).
The objective is to find such control decisions, i.e., a sequence (schedule) π of jobs on the single machine and the
allocationu of a resource to jobs, asminimize the given criterion function value. In this paper, we analyze problemswith two
criteria: time criteria (TC) and the resource consumption penalty (RC). As the time criteria, we consider common real-life
objectives: the maximum completion time (makespan) Cmax , maxj∈J{Cj} (i.e., Cmax = Cπ(n)) and the maximum lateness
Lmax , maxj∈J{Lj} (i.e., Lmax = maxi=1,...,n{Lπ(i)}). The resource consumption penalty (RC) is the total resource consumption∑
uj ,
∑n
j=1 uj (e.g. electrical energy consumption). Therefore, we will focus on the minimization of TC under a given RC
(i.e.,
∑
uj ≤ Rˆ) and on the minimization of RC under a given TC (i.e., Cmax ≤ Cˆ or Lmax ≤ Lˆ, where Cˆ and Lˆ are related time
constraints).
For convenience, the problems considered in this paper will be denoted according to the three-field notation scheme
α | β | γ as follows: 1|rj, pj(W (v), uj),∑ uj ≤ Rˆ|TC , where TC ∈ {Cmax, Lmax} and 1|rj, pj(W (v), uj), TC ≤ TˆC |∑ uj, where
TˆC ∈ {Cˆ, Lˆ}.
Furthermore, if ωj = 1 (for j = 1, . . . , n), i.e., jobs have the same impact on machine wear, model (3) will be denoted as
pj(v, uj). Throughout the paper, we also use an abbreviationWπ (i) =∑i−1l=1 ωπ(l) that denotes the machine wear caused by
jobs scheduled in positions 1, . . . , i− 1 in the permutation π . However, the symbol π will be omitted ifWπ (i) occurs as the
argument of the job processing time, i.e., pπ(i)(W (i)) , pπ(i)(Wπ (i)). We assume that the value of pπ(i)(W (i)), for the given
π , can be calculated in time bounded by a polynomial dependent on the problem size.
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3. Properties
In this section, we will analyze the problems formulated in the previous section. The designed resource allocation
algorithms are based on the ideas presented in [21]. Note that, on the basis of results presented in [22], the equivalence of
problems 1 ‖ Lmax and 1|rj|Cmax does not hold if the aging effect is taken into consideration. Therefore, we have to consider
each of them separately.
3.1. Makespan minimization
First, we will analyze the problem of makespan minimization with common release dates (rj = r for j = 1, . . . , n) under
a restriction on the total resource consumption.
Property 1. The problem 1|pj(W (v), uj) = pj(W (v))−a′juj,
∑
uj ≤ Rˆ|Cmax can be solved optimally by finding a permutationπ
that minimizes
∑n
i=1 pπ(i)(W (i)), and then by allocating the resource up to the maximal possible amount until resource depletion
occurs, according to the non-increasing values of the resource ratio a′j .
Proof. First, we will show that the optimal allocation of resource is sequence independent. Next, we will prove that the
minimal criterion value can be obtained by allocating the resource according to this property.
On the basis of (4), the maximum completion time (makespan) for the given π and u is given as follows:
Cmax(π,u) =
n−
i=1
pπ(i)(W (i))−
n−
i=1
a′π(i)uπ(i). (6)
Since the subtrahend is sequence independent, i.e.,
∑n
i=1 a
′
π(i)uπ(i) =
∑n
j=1 a
′
juj for an arbitrary π , the optimal resource
allocation is independent of the permutation. On this basis, we conclude that (6) can be minimized as follows. First∑n
i=1 pπ(i)(W (i)) is minimized and then the resource is allocated to jobs such that
∑n
i=1 a
′
π(i)uπ(i) is maximized. Therefore,
we have to show that for the given permutation π , the minimal criterion value can be obtained by the allocation of the
resource according to this property.
First, wewill show that the resource is allocated according to the non-increasing values of a′j . Assume that there are given
a permutation π and the optimal allocation of the resource u, which is not allocated according to the non-increasing value
of a′π(i). Therefore, there exists at least one pair of jobs π(h) and π(k) (h < k < n) for which a
′
π(h) < a
′
π(k) and uπ(h) > uπ(k).
The criterion value for π and the given resource allocation u is Cmax(π,u). Assume also that for the permutation π there
is given a resource allocation u′, which is obtained from u by interchanging the amount of resources allocated to jobs π(h)
and π(k) such that a′π(h)uπ(k) < a
′
π(k)uπ(h). The criterion value for π and the given resource allocation u
′ is Cmax(π,u′). On
the basis of expression (6), the difference Cmax(π,u)− Cmax(π,u′) is equal to
Cmax(π,u)− Cmax(π,u′) = pπ(h)(W (h))− a′π(h)uπ(h) + pπ(k)(W (k))− a′π(k)uπ(k)
− (pπ(h)(W (h))− a′π(h)uπ(k) + pπ(k)(W (k))− a′π(k)uπ(h))
= (a′π(k) − a′π(h))(uπ(h) − uπ(k)).
Since a′π(h) < a
′
π(k) and uπ(h) > uπ(k), then the value Cmax(π,u) − Cmax(π,u′) is positive; hence the solution u cannot be
optimal. Thus, in the optimal solution, the resource should be allocated according to the non-increasing values of a′j until
the resource depletion occurs.
To prove that the resource is allocated to the maximal possible extent, we assume that for a fixed permutation π the
resource is allocated according to the non-increasing values of a′j , but not up to the maximal possible amount. Assume that
there is given an optimal resource allocation denoted byu′, where for at least two jobsπ(h) andπ(k) the resource is allocated
not up to the maximal possible amount. Assume that a′π(h) < a
′
π(k); therefore, the resource allocation to jobs π(h) and π(k)
is u′π(h) = u−∆π(h) and u′π(k) = u−∆π(k), where u > ∆π(h) > ∆π(k) > 0 (as follows from the resource allocation according
to the non-increasing values of a′j) and ∆π(h) + ∆π(k) ≤ u follows from u′π(h) + u′π(k) ≥ u; otherwise there is not enough
resource to allocate it up to the maximal possible amount. Note that if ∆π(h) + ∆π(k) > u, i.e., u′π(h) + u′π(k) < u, then we
can assume that the maximum possible amount is equal to the amount of the available resource, i.e., u = u′π(h) + u′π(k) and
∆π(h),∆π(k) are calculated for the new u.
Let us construct a new resource allocation u′′, which is obtained from u′ such that the only difference between u′ and u′′
is the resource allocation to jobs π(h) and π(k), which is equal to u′′π(h) = u−∆π(h) −∆π(k) and u′′π(k) = u.
The criterion values for u′ and u′′ are equal to Cmax(π,u′) and Cmax(π,u′′), respectively. On the basis of expression (6),
we have
Cmax(π,u′)− Cmax(π,u′′) = pπ(h)(W (h))− a′π(h)u′π(h) + pπ(k)(W (k))− a′π(k)u′π(k)
− (pπ(h)(W (h))− a′π(h)u′′π(h) + pπ(k)(W (k))− a′π(k)u′′π(k))
= (a′π(k) − a′π(h))∆π(k).
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Since the above expression is positive, thenu′ cannot be optimal. Therefore, the resource allocation to jobs up to themaximal
possible amount according to the non-increasing values of a′π(i) until resource depletion occurs gives the optimal solution
to the problem considered. 
In general, the problem 1|pj(W (v), uj) = pj(v)−a′juj,
∑
uj ≤ Rˆ|Cmax can be solved inO(max{w(n), n log n}) time, where
O(w(n)) is the complexity of an optimal algorithm solving this problem without an available resource.
Theorem 1. The problem 1|pj(W (v), uj) = pj(W (v))− a′juj,
∑
uj ≤ Rˆ|Cmax is strongly NP-hard.
Proof. In [4], it was shown that the general version of the problem 1|pj(W (v))|Cmax is strongly NP-hard; thus, the problem
with additional resource allocation is not less complex. 
Property 2. The problem 1|pj(v, uj) = pj(v)− a′juj,
∑
uj ≤ Rˆ|Cmax is polynomially solvable in O(n3) time.
Proof. On the basis of Property 1, the expression
∑n
i=1 pπ(i)(i) can be minimized in O(n3) time by reduction to the
assignment problem (see [22]) and the optimal resource allocation can be done in O(n log n) time. 
Now we will consider the problem with job processing times pj(v) = aj · f (v) (for j = 1, . . . , n), where f (v) is an
arbitrary non-decreasing function of the job position in a sequence that is common for all jobs and recall that aj is the
normal processing time of job j.
Property 3. The problem 1|pj(v, uj) = aj · f (v)− a′juj,
∑
uj ≤ Rˆ|Cmax is polynomially solvable in O(n log n) time.
Proof. To prove this property it is sufficient, on the basis of Property 1, to show that the expression
∑n
i=1 pπ(i)(i) can be
minimized inO(n log n) time according to the non-increasing order of the normal processing times aj (the LPT rule). To prove
this, we assume that there is given an optimal permutationπ , which is not in LPT order. Therefore, for this permutation there
exists a pair of jobs π(i) and π(i+ 1)where aπ(i) < aπ(i+1).
Assume now (for a contradiction) that there is given another permutation π ′, which has been obtained from the
permutation π by interchanging the jobs from the ith and the (i+ 1)th positions. The difference between Cπ(n) and Cπ ′(n) is
equal to
Cπ(n) − Cπ ′(n) = (aπ(i+1) − aπ(i))(f (i+ 1)− f (i)).
Since aπ(i) < aπ(i+1) and f (v) is non-decreasing, then the difference is non-negative; hence the permutation π cannot be
optimal. Thus, the optimal solution to
∑n
i=1 pπ(i)(i) can be constructed according to the LPT rule. The resource is allocated
as in Property 1. 
3.2. Makespan minimization with distinct release dates
In this part, we will consider the makespan minimization problem with distinct release dates.
Theorem 2. The problem 1|rj, pj(W (v), uj) = pj(W (v))− a′juj,
∑
uj ≤ Rˆ|Cmax is strongly NP-hard.
Proof. The strongNP-hardness of the problem considered follows immediately from the strongNP-hardness of 1|rj, pj(v) =
aj + bj max{v − gj, 0}|Cmax (see [4]). 
Although the problem 1|rj, pj(v, uj) = pj(v)− a′juj,
∑
uj ≤ Rˆ|Cmax is strongly NP-hard, we will provide some properties
which allow us to solve some special cases in polynomial time.
Property 4. The problem 1|rj, pj(W (v), uj) = pj(W (v)) − a′juj,
∑
uj ≤ Rˆ|Cmax for a given permutation π can be solved
optimally in O(n2) time according to Algorithm 1.
Proof. It is obvious that for the given π the makespan can be decreased only if the resource is allocated to the last job π(n)
or jobs that satisfy the following condition: Cπ(i) > rπ(i+1) for i = 1, . . . , n− 1 (i.e., the shortening of the critical path). The
maximum reduction of themakespan is obtained if the resource is allocated to each jobπ(i), according to the non-increasing
values of a′π(i), up to the maximum possible amount for which Cπ(i) is not lower than rπ(i+1) (for i = 1, . . . , n− 1) or to the
last job π(n). 
Property 5. The problem 1|rj, pj(v, uj) = aj + bmax{v − g, 0} − a′juj,
∑
uj ≤ Rˆ|Cmax can be solved optimally in O(n2) time
by sequencing jobs according to the non-decreasing order of release dates rj (ERD rule) and afterwards by allocating the resource
according to Algorithm 1.
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Algorithm 1
1: Initialize l = 1 and u∗j = 0 for j = 1, . . . , n
2: For permutation π calculate for each job:
its completion time Cπ(i)=max{Cπ(i−1), rπ(i)}+pπ(i)(W (i), 0)
and its starting time Sπ(i) = max{rπ(i), Cπ(i−1)}
3: Find maximum k ∈ [l, n] such that rπ(k) = Sπ(k)
4: Determine the set I = {π(i) : k ≤ i ≤ n ∧ u∗π(i) < uπ(i)}
5: If I == ∅ or Rˆ == 0 go to step 10
6: Find q such that a′π(q) = maxπ(i)∈I a′π(i) and assign:
d = minq<i≤n(Sπ(i) − rπ(i)), u = min

u, Rˆ, da′
π(q)

,
u∗π(q) = u∗π(q) + u, Rˆ = Rˆ− u
7: For i = q+ 1 To n
8: Update Sπ(i) = Sπ(i) − a′π(q)u
9: Assign l = k, go to step 3
10: u∗ is the optimal resource allocation
Proof. Janiak and Rudek [4] showed that the problem 1|rj, pj(v) = aj + bmax{v − g, 0}|Cmax is optimally solvable in
O(n log n) time by the ERD rule. On the other hand, the resource is optimally allocated inO(n2) time according to Algorithm1
(see Property 4). 
3.3. Lateness minimization
In this section, we will consider the maximum lateness minimization under the restriction on the total resource
consumption.
Theorem 3. The problem 1|pj(v, uj) = aj + bj max{v − gj, 0} − a′juj,
∑
uj ≤ Rˆ|Lmax is strongly NP-hard.
Proof. The strong NP-hardness of the problem considered follows immediately from the strong NP-hardness of its special
case, 1|pj(v) = aj + bjv|Lmax, proved in [22]. 
Nowwe will formulate some properties that enable us to solve optimally some special cases of the foregoing problem in
polynomial time.
Algorithm 2
1: Initialize l = n and u∗j = 0 for j = 1, . . . , n,
2: For permutation π calculate for each job:
Lπ(i) =∑ni=1 pπ(i)(W (i), 0)− dπ(i)
3: Find minimum k ∈ [1, l] such that Lπ(k) = max1≤i≤l{Lπ(i)}
4: Determine the set I = {π(i) : 1 ≤ i ≤ k, u∗π(i) = 0}
5: If I == ∅ or Rˆ == 0 go to step 10
6: Find q such that a′π(q) = maxπ(i)∈I a′π(i) and assign:
u∗π(q) = min

u, Rˆ, Lπ(k)−max1≤i<q Lπ(i)a′
π(q)

, Rˆ = Rˆ− u∗π(q)
7: For i = q To n
8: Update Lπ(i) = Lπ(i) − a′π(q)u∗π(q)
9: Assign l = k, go to step 3
10: u∗ is the optimal resource allocation
Property 6. The problem 1|pj(W (v), uj) = pj(W (v)) − a′juj,
∑
uj ≤ Rˆ|Lmax for a fixed schedule π can be solved optimally in
O(n2) time by Algorithm 2.
Proof. Similar to the proof of Property 4. 
Property 7. The problem 1|pj(v, uj) = pj(v)− a′juj, dj = d,
∑
uj ≤ Rˆ|Lmax can be solved optimally in O(n3) time by reduction
to the assignment problem, and then by allocating the resource according to Property 1.
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Proof. The problem 1|pj(v), dj = d|Lmax is equivalent to 1|pj(v)|Cmax that was proved to be polynomially solved in O(n3)
time by reduction to the assignment problem (see [22]). Therefore, the resource allocation for the problem 1|pj(v, uj) =
pj(v)− a′juj, dj = d,
∑
uj ≤ Rˆ|Lmax can be done according to Property 1 with an additional stop condition Cπ(n) = d. 
Property 8. The problem 1|pj(v, uj) = aj + bmax{v − g, 0} − a′juj,
∑
uj ≤ Rˆ|Lmax can be solved optimally in O(n2) time, by
sequencing jobs according to the non-decreasing order of due-dates dj (EDD rule) and then by allocating the resource according
to Algorithm 2.
Proof. It is easy to prove that the problem 1|pj(v) = aj + bmax{v − g, 0}|Lmax can be solved optimally in O(n log n) time
according to the non-decreasing order of due-dates dj (EDD rule) whereas the resource is allocated optimally in O(n2) time
in accordance with Property 6. 
3.4. Total resource consumption minimization
Nowwewill formulate properties of minimizing the total resource consumption under the restrictions on themaximum
completion time and the maximum lateness.
Property 9. The problem 1|pj(W (v), uj) = pj(W (v)) − a′juj, Cmax ≤ Cˆ |
∑
uj can be solved optimally by finding a schedule
π that minimizes
∑n
i=1 pπ(i)(W (i)), and then by allocating the resource according to the non-increasing values of a
′
j up to the
maximal possible amount until Cπ(n) ≤ Cˆ .
Proof. Similar to the proof of Property 1. 
Property 10. The problem 1|rj, pj(W (v), uj) = pj(W (v))−a′juj, Cmax ≤ Cˆ |
∑
uj for a given schedule π can be solved optimally
by allocating the resource in O(n2) time according to Algorithm 3.
Proof. Like for the problem 1|rj, pj(W (v), uj) = pj(v) − a′juj,
∑
uj ≤ Rˆ|Cmax, for a given permutation, the resource is
assigned to each job π(i), according to the non-increasing order of a′j , up to the maximum possible amount for which Cπ(i)
is not lower than rπ(i+1) (for i = 1, . . . , n− 1) or to the last job π(n). It is continued until Cmax ≤ Cˆ . Thus, the total amount
of the allocated resource is minimized by Algorithm 3. 
Algorithm 3
1: Initialize R = 0, C = Cmax, l = 1 and u∗j = 0 for j = 1, . . . , n
2: For permutation π calculate for each job:
its completion time Cπ(i)=max{Cπ(i−1), rπ(i)}+pπ(i)(W (i), 0)
and its starting time Sπ(i) = max{rπ(i), Cπ(i−1)}
3: Find maximum k ∈ [l, n] such that rπ(k) = Sπ(k)
4: Determine the set I = {π(i) : k ≤ i ≤ n ∧ u∗π(i) < u}
5: If I ≠ ∅ then
6: Find q, for which a′π(q) = maxπ(i)∈I{a′π(i)} and assign:
u∗π(q) = min

u,max

0, (C−Cˆ)aπ(q)

,
[minq<i≤n{Sπ(i)−rπ(i)}]
aπ(q)

,
R = R+ u∗π(q), C = C − aπ(q)u∗π(q)
7: For i = q+ 1 To n
8: Update Sπ(i) = Sπ(i) − aπ(q)u∗π(q)
9: If C ≠ Cˆ then
10: Assign l = k, go to step 3
11: u∗ is an optimal resource allocation, R is a minimal
total amount of the allocated resource under a given
constraint Cmax ≤ Cˆ
Property 11. The problem 1|pj(W (v), uj) = pj(W (v))−a′juj, Lmax ≤ Lˆ|
∑
uj for a given permutationπ can be solved optimally
by allocating the resource in O(n2) time according to Algorithm 4.
Proof. Similar to the proof of Property 10. 
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Algorithm 4
1: Initialize R = 0, L = Lmax, l = 1 and u∗j = 0 for j = 1, . . . , n
2: For permutation π calculate for each job:
Lπ(i) =∑ni=1 pπ(i)(W (i), 0)− dπ(i)
3: Find minimum k ∈ [1, l] such that Lπ(k) = max1≤i≤l{Lπ(i)}
4: Determine the set I = {π(i) : k ≤ i ≤ n ∧ u∗π(i) < u}
5: If I ≠ ∅ then
6: Find q for which a′π(q) = maxπ(i)∈I a′π(i) and assign:
u∗π(q) = min

u,max

0, (L−Lˆ)aπ(q)

,
Lπ(i)−max1≤i<q Lπ(i)
a′
π(q)

, R = R+ u∗π(q),
L = L− aπ(q)u∗π(q)
7: For i = q+ 1 To n
8: Update Lπ(i) = Lπ(i) − aπ(q)u∗π(q)
9: If L ≠ Lˆ then
10: Assign l = k, go to step 3
11: u∗ is an optimal resource allocation, R is a minimal
total amount of the allocated resource under a given
constraint Lmax ≤ Lˆ
4. Conclusions
In this paper, a new model of job processing times, taking into consideration the aging effect as well as the additional
resource, was proposed. The model considered reflects more precisely real-life problems that occur in many industrial
processes, e.g. during pickling in acids or alkalis. The following minimization criteria were analyzed: the makespan, the
maximum lateness under given resource constraints and the total resource consumption under given constraints on the
maximum completion time and the maximum lateness. The computational complexity of the problems considered was
determined. Moreover, optimal resource allocation algorithms for the makespan minimization with release dates and the
maximum lateness minimization problems under given resource constraints were proposed as well as for the similar
problems with the minimization of total resources under given time constraints. We also provided properties which allow
us to find optimal solutions in polynomial time for the special cases of the problems considered that are common in practice.
The proposed polynomial time algorithms can be easily used by practitioners.
Our future work will focus on extending the model to include maintenance activities [23] (that model the pickling bath
change) and preceding constraints [19] (that can be required for some cleaned items).
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