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Abstract—The article shows a technique to quantify 
information within the structure of a technical system. The 
structure indicators are accepted as probability states s of the 
system elements that are differentiated into two opposite states 
according to a qualitative attribute. The author gives 
mathematical expressions to present calculation aimed at 
quantification of informational entropy. The technique is based 
on decomposition of the initial structure into two schemes (series-
parallel and parallel-series) as regard to a singular element. The 
information is quantified for each scheme according to the 
presented formulae. The final result was gained by adding 
quantity of information of each scheme with due account for the 
information of a singular element.  The obtained results were 
compared to similar values calculated by the method of full 
enumeration of system element states. Thus, there were defined 
errors of the calculations. The offered method allows to select a 
system with a higher efficiency level or structural reliability due 
to the comparison of entropy values of  opposite states. 
Keywords—information measure; informational entropy; 
technical system structure  
Introduction. Technological process control systems 
require high reliability at their functioning. To provide this, 
analytical calculation of block or logical diagrams has been 
used in design and operation of the systems.  These methods 
allow to define probabilities of two opposite system states: 
operable and non-operable states. This case does not exclude 
the analysis of systems from the position of existence of 
information uncertainty as the nature of occurrence of the 
events is probabilistic. The quantitative measure of uncertainty 
allows to assess the efficiency of a system structure to define 
its reliability. This measure of uncertainty is the quantity of the 
informational entropy that can be calculated by the technique 
presented in this paper. The technique is based on 
equivalenting of series and parallel structures [1] equivalent 
with due account for the structure decomposition as regard to a 
singular element. Further, there offered a procedure of entropy 
quantification for the opposite (non-crossing) probabilistic 
states of system elements. 
Quantification of entropy by the structure 
decomposition. Based on the statistics, preliminary 
calculation involves calculation of probabilities pi  and qi=1-pi  
of finding i element of the system in the two opposite states. 
According to the analysis of  pi and  qi reliability they 
correspond to the probability of operable and non-operable 
states of i element. Their calculation can involve statistics: 
time duration of one or another element state; frequency of 
one or another event occurrence, etc. 
It is possible to quantify entropy of one i element taking 
into account its entropy division into qualitative components 
(operable and non-operable states) and using K.Shannon’s 
equation: 
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The equation (1) is correct under condition that pi+qi=1. 
Value Hi is measured by bit, and the logarithm base that 
equals 2 shows the two opposite states. 
As system elements are in the opposite states, due to (1) 
one can get total entropy: 
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 (2) where N is a number of elements in the system structure, 
H(pi) and H(qi) correspond to entropies of operable and non-
operable states of i element. When all pi = qi = 0.5, due to (2) 
one gets maximum entropy Hmax= HΣ = N.  Equation (2) is 
necessary to monitor the correctness of the fulfilled 
calculations.  
A number of N elements which states are considered to be 
independent as well as a type of the scheme of the elements 
connection are important for calculation of qualitative 
components of total entropy. In cases when the scheme has 
closed appearance, it should be transformed to obtain the form 
of schemes of elements in parallel and series connection. The 
newly obtained schemes will allow to apply the offered 
technique based on equivalent transformations [5]. When 
equivalenting the schemes it is necessary to meet a 
requirement: the quantity of information in the initial structure 
has to be equal to the quantity of information in the 
transformed schemes. To follow this requirement it is 
necessary to reduce the entropy quantity of each element of 
the initial structure by the number of its repetitions in the 
newly transformed schemes. 
Mathematical model of entropy quantification. The 
structure of two or three elements connected in parallel or in 
series is considered a simplest one. The model development is 
based on the research results presented in works [2,3] and 
[4,5], where the entropy value of superposition and  
intersection of two interdependent events is determined from 
geometric surface formed, on the one hand,   by the event 
probability, on the other hand, by  the proper information 
inherent to the event. 
Probabilities pi+qi=1 are common to each element i of the 
structure. The hypotheses of the opposition and independence 
of the events inherent to an element allows quantifying the 
entropy using equation (1). Two elements can simultaneously 
be in a mergeable state, while their entropy qualities H(p) for 
two independent events, e.g. with probabilities  p1 and p2,  
being as following:  
- for joint entropy (with account of combined probability 
p1p2),   
H(p1p2) = – p1p2 log2 p1 – p1p2 log2 p2 = p2H(p1) + p1H(p2),  (3) 
where H(p1) = – p1log2 p1,  H(p2) = – p2 log2 p2;   
- for conventional entropy (with account of conventional 
probabilities p1/p2 and p2/p1), 
H(p1/p2) = H(p1) – p1H(p2);          (4) 
H(p2/p1) = H(p2) – p2H(p1).          (5) 
H(p1/p2) + H(p2/p1) = H(p1) + H(p2) – H(p1∙p2) = p1 log2 p1  + 
+p2 log2 p2 – p2H(p1) – p1 H(p2).                   (6) 
Equations (3)-(6) do not allow entropy division into 
qualitative constituents. To divide entropy it is necessary to 
look into the system reliability calculation that needs a search 
method for all independent conditions of the system elements. 
The complete search of independent conditions for two 
elements (n=2) allows to get equation of 2
n
 cross events: 
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Taking into account the process of getting equation (3) and 
applying it in a similar way for the three other elements in 
formula (7), it is possible to develop the function of total 
entropy quantification for two independent elements: 
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Equation (8) is written over as following: 
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Entropy can be defined from (9):  
- joint, );p(Hp)p(Hp)pp(H 1221212          (10) 
- conventional, ).p(Hq)p(Hq)q(H)q(H)p/q(H 1221212      (11) 
Formula (11) can be presented in a different way to 
eliminate )( ipH  from it and to follow the condition  
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Further, there analyzed three elements that can be in a 
mergeable state. The complete search for three elements (n=3) 
allows to get equation of 2
n
 cross events: 
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By analogy with formula (9) it is possible to develop the 
function of total entropy quantification for three independent 
elements: 
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Providing for pi+qi=1, after transformations, one can put 
equation (14) in the following way: 
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Formula (15) includes joint and conventional entropy: 
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Equation (16) shows: 
- joint entropy or entropy of operative condition,  
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- conventional entropy or entropy of inoperative condition, 
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If q3=0 and 0)()( 33  qHpH  
 are inserted into 
equation (18), one can pass to the entropy of two elements, 
that is to formula (12). 
The developed mathematical model makes it possible to 
present a calculation procedure of the entropy of a closed 
structure system. The calculation procedure is connected with 
the development of parallel and series schemes of the structure 
as regard to its singular element, the probability of the latter 
being taken to be equal to 1 as well as to 0. 
The procedure of entropy quantification.  
1. To quantify entropy of each N element according to 
(1): 
- for operable state of i element– iplogip)ip(H 2
 ;    (19) 
- for non-operable state of i element– iqlogiq)iq(H 2
 (20) 
2. To transform the initial structure (Illustration 1) into 
the appearance of the two series-parallel and parallel-series 
schemes.  
3. To quantify entropy of each k element of the 
constructed schemes:  
- for operable state  )ip(Hl
)
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where l is a number of repetitions of i element in the newly 
transformed schemes, k is the ordinal number of the element in 
the scheme. 
4. To quantify entropy: 
A. For a series-parallel scheme of paths:  
- probability of  the operable  state of the elements of j path  
                   

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where pk is probability of  the operable  state of k element, 
j path, nj is a number of elements in the path;  
- probability of  the non-operable  state of  j path   
 – jPjQ 1 ;            (24) 
- entropy of the operable  state of  j path   – 
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- entropy of the operable  state of the series-parallel 
scheme– 
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where m is a number of paths in the scheme; 
- entropy of the non-operable  state of the series-parallel 
scheme – )
I
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where NI  is a number of elements in the series-parallel 
scheme. 
B. For a series-parallel scheme of cutsets: 
- probability of  the non-operable  state of  j cutset –                                 
   
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where qk is probability of  the non-operable  state of  k 
element, j cutset, nj is a number of elements in the cutset;  
- probability of  the operable  state of  j cutset –   
   
jQjP 1 .         (30) 
- entropy of  the non-operable  state of  elements of j cutset  
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- entropy of  the operable  state of  elements of j cutset –
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- entropy of  the non-operable  state of  the parallel-series 
scheme – )]jP(H)
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where m is a number of cutsets in the scheme; 
- entropy of  the operable  state of  the parallel-series 
scheme –                                      
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where NII  is a number of elements in the parallel-series 
scheme. 
5. To quantify the system entropy: 
- of  the operable  state – 
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I
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- of  the non-operable  state – 
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where u symbol means the number of a singular element 
(Illustration 1), with regard to which the initial structure has 
been decomposed. Its entropy is quantified according to 
equations (5) and (6), where l is a number of newly 
transformed series and parallel schemes. 
6. Total entropy: )Q(H)P(HH           (37) 
Illustration 1. Decomposition of the bridge structure 
(Fig.1) as regard to a singular element.  
 
Fig. 1. Bridge structure (scheme) 
 
Fig. 1 shows element Number 5 a singular element which 
is considered absolutely unreliable for the composition of 
series-parallel scheme (p5=0), and absolutely reliable for a 
1 
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parallel-series scheme (p5=1). The transformed schemes with 
regard to this element are shown in Figures 2 and 3.  
 
Fig. 2.  Series-parallel scheme of paths 
 
Fig. 3. Parallel-series scheme of cutsets  
The entropy quantification is performed according to the 
presented calculation. The final outcomes obtained due to 
formulae (19) and (20) were compare to the results in [2].  
Therefore, the errors in the calculations do not accede  13,5%. 
Conclusion. The offered technique to quantify entropy can 
be used for the analysis of the opposed  probabilistic states of a 
technical system. The analysis involves a closed structure 
which is decomposed into the schemes of elements of series-
parallel and parallel-series connection after defining of a 
singular element in it. The quantity of entropy obtained due to 
this technique and by means of comparative assessments of the 
considered versions of system structures allows to select a 
more reliable and efficient structure. 
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