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Periodic solution to the time-inhomogeneous multi-server
Poisson queue
B.H. Margolius
1. Introduction
In many queueing applications, arrival rates and number of servers vary periodically. Examples include call 
centers, emergency dispatching, and retail establishments. For such queues with the average arrival rate less than 
the average effective service rate, periodic asymptotic probabilities pj (t), the probability of j in the queue at time 
t , t ∈ [0, T  )  where T is the length of the period, exist. We present a method for computing these probabilities using 
one period of data. We also derive formulae for the rising factorial moments of the number in the queue as a function 
of time within the period. This is an extension of results obtained for the transient solution for the time-dependent 
Poisson queue given in [10]. As noted in [15] and references cited there, computational methods and approximation 
techniques involved in time-inhomogeneous queueing problems have long been regarded as challenging. In this 
paper, we present a relatively simple method for computing these quantities for queues with periodically varying 
rates via the numerical solution of integral equations covering only one time period.
Literature surveys in the area of queues with time-varying rates are available in [12,9]. Treatment of the single-
server Poisson queue with time-varying arrival rate and constant service dates back at least to A.N. Kolmogorov’s
paper on the waiting time distribution in 1931 [7,8]. Additional references and an overview of many mathematical
tools related to queues with time-varying rates is available in [11].
Early work in the area of time-dependent Poisson queues with periodic rates includes work by Hasofer for the
single-server queue with general service [3,4]. In Do Le Minh’s paper [12] treating the discrete-time queue with
time-varying compound Poisson input and general service, he describes Hasofer’s work as elaborate, but having
limited usefulness in computational applications. More recent work in this area includes Breuer’s work on the
BMAP/PH/c periodic queue.
We assume a pre-emptive discipline so that when the number of servers decreases, customers who were in service
return to the queue. This contrasts with the exhaustive discipline in which the server completes service of customers
being served before leaving. See [5] for recent work on an approach for modeling the Mt/M/ct queue with the
exhaustive discipline.
2. The family of generating functions
Consider a queueing system with time-varying periodic arrival and service rates, (t), and (t), respectively, and
time-varying periodic number of servers, c(t). For ease of exposition, we consider the case where the period is of
length 1. cˆ = maxt c(t) is the maximum number of servers in the period.
Deﬁne Pi,j (s, t) as the probability that the system is in state j at time t given that it was in state i at time s and
pj (t) = lim
n→∞ Pi,j (s, n + t), 0 t < 1, n integer.
For each t in [0, 1), pj (t), j = 0, 1, 2, . . . is the periodic asymptotic distribution for that time within the period.
This family of distributions will exist if
∫ 1
0 (t) dt <
∫ 1
0 c(t)(t) dt . For a proof of this result, see [1].
We can write the Chapman–Kolmogorov forward differential equations for a time-dependent multi-server queue
with time-varying number of servers as (since p−1(t) = 0)
p˙n(t) = − pn(t)((t) + (n ∧ c(t))(t)) + pn−1(t)(t) + pn+1(t)((n + 1) ∧ c(t))(t), (1)
where x ∧ y = min{x, y}. We will also use the notation, x ∨ y = max{x, y}.
Recall that the limiting probabilities for the M/M/c queue satisfy the equations pn = (n ∧ c)pn+1. For the
periodic Mt/Mt/ct queue we have an analogous result:
∫ t
t−1
()pn−1() d=
∫ t
t−1
(n ∧ c())()pn() d
for all n1 and all t . To prove this result, simply integrate (1) and use periodicity and mathematical induction. This
result is a corollary to the following more general statement for birth-death processes with periodic rates:
Theorem 1. For a birth–death process with periodic rates for which a periodic asymptotic distribution exists,
∫ t
t−1
n−1()pn−1() d=
∫ t
t−1
n()pn() d
for all n1 and all t .
We deﬁne a family of generating functions P (k)z (s, t) = qk(t) + ∑∞n=1pn+k(t)zn where qk(t) = ∑kj=0 pj (t).
Using (1) we obtain the following differential equation for P (k)z (s, t):

t
P (k)z (s, t) = ((z − 1)(t) + (z−1 − 1)c(t)(t))(P (k)z (s, t) − qk−1(t)) + (t)(1 − z−1)
×
c(t)∑
j=k
(c(t) − j)pj (t)zj−k + (t)(k ∧ c(t))(1 − z−1)pk(t),
where for k > cˆ, we deﬁne
∑cˆ
j=kf (j) as being equal to zero. This differential equation has the solution,
P (k)z (s, t) =
∫ t
s
z(, t)
⎡
⎣()(1 − z−1) c()∑
j=k
(c() − j)pj ()zj−k + ()pk−1() − (c() ∧ k)()z−1pk()
⎤
⎦
× d+ qk−1(t) − qk−1(s)z(s, t) + z(s, t)P (k)z (s, s),
where
z(s, t) = exp
{∫ t
s
(z() − (() + c()()) + c()()z−1) d
}
.
Deﬁne
I˜n(s, t) =
⎧⎨
⎩
∑∞
k=0
n+k(s,t)
(n+k)!
Mk(s,t)
k! e
−(s,t)−M(s,t) if n0,
∑∞
k=0
k(s,t)
k!
Mk−n(s,t)
(k−n)! e
−(s,t)−M(s,t) if n< 0,
where (s, t)= ∫ t
s
() d and M(s, t)= ∫ t
s
c()() d. Note that I˜n(s, t) is the probability of n more steps to the
right than to the left during the time interval from s to t for a random walk with time-dependent rates (t) for steps
to the right and c(t)(t) for steps to the left. The I˜n(s, t) are related to the modiﬁed Bessel functions In(x). Recall
that the nth modiﬁed Bessel function In(x) = (x/2)n∑∞k=0((x/2)2k/(n + k)!k!), so
I˜n(s, t) =
(
(s, t)
M(s, t)
)n/2
In
(
2
√
(s, t)M(s, t)
)
e−(s,t)−M(s,t)
and I˜0(t, t) = I0(0) = 1. One can show that z(s, t) =∑∞n=−∞znI˜n(s, t), see, for example, [16] Appendix B.
Consider s = t − 1. Recall that (t), (t) and c(t) are each periodic with period 1. Then we have
P (k)z (t − 1, t) = [1 − z(t − 1, t)]−1
∫ t
t−1
z(, t)
⎡
⎣()(1 − z−1) c()∑
j=k
(c() − j)pj ()zj−k + ()pk−1()
−(k ∧ c())()z−1pk()
⎤
⎦ d+ qk−1(t). (2)
In particular, when k = cˆ − 1, then (2) simpliﬁes to
P (cˆ−1)z (t − 1, t) = [1 − z(t − 1, t)]−1
∫ t
t−1
z(, t)[()pcˆ−2() + ((0 ∨ c() − cˆ + 1)
− c()z−1)()pcˆ−1()] d+ qcˆ−2(t), (3)
for k > cˆ − 1,
P (k)z (t − 1, t) =
∫ t
t−1 z(, t)[()pk−1() − (k ∧ c())()z−1pk()] d
1 − z(t − 1, t) , (4)
and for k = 0, we have
P (0)z (t − 1, t) =
∫ t
t−1 z(, t)[()(1 − z−1)
∑c()
j=k(c() − j)pj ()zj−k] d
1 − z(t − 1, t) . (5)
Consider [1−z(t−1, t)]−1.Weproceedwith a formal studyof this series.Note that if
∫ t
t−1 (s) ds <
∫ t
t−1 c(s)(s) ds,
then for |z|< 1, z(t − 1, t)> 1. Nonetheless, formally we may write [1 − z(t − 1, t)]−1 =∑∞k=0jz (t − 1, t).
See [14, p. 30], for a discussion of the formal study of generating functions. Now
jz (t − 1, t) = exp
{∫ t
t−1
(zj() − (j() + jc()()) + jc()()z−1) d
}
,
and so jz (t, t − 1) =∑∞n=−∞znI˜ (j)n (t − 1, t), where
I˜
(j)
n (t − 1, t) =
⎧⎨
⎩
∑∞
k=0
(j(t−1,t))n+k
(n+k)!
(jM(t−1,t))k
k! e
−j(t−1,t)−jM(t−1,t) if n0,
∑∞
k=0
(j(t−1,t))k
k!
(jM(t−1,t))k−n
(k−n)! e
−j(t−1,t)−jM(t−1,t) if n< 0.
This is the probability a time-dependent random walk takes n more steps to the right than to the left during the time
interval [t − 1, t) if a step to the right occurs at rate j(t) and a step to the left occurs at rate jc(t)(t). It can also
be regarded as the probability that a time-dependent random walk takes n more steps to the right than to the left
during the time interval [t − j, t) if a step to the right occurs at rate (t) and a step to the left occurs at rate c(t)(t),
for j = 0, 1, 2, . . . .
Note also that jz (t − 1, t)z(, t) =∑∞n=−∞znI˜n,j (, t), where
I˜n,j (, t) =
⎧⎨
⎩
∑∞
k=0
((,t)+j(t−1,t))n+k
(n+k)!
(M(,t)+jM(t−1,t))k
k! e
−j(t−1,t)−jM(t−1,t)−(,t)−M(,t) if n0,
∑∞
k=0
((,t)+j(t−1,t))k
k!
(M(,t)+jM(t−1,t))k−n
(k−n)! e
−j(t−1,t)−jM(t−1,t)−(,t)−M(,t) if n< 0.
The coefﬁcients on zn−k in (3) and (4) yield the following lemma:
Lemma 1. For nk cˆ,
pn(t) =
∫ t
t−1
(Hn−k(, t)()pk−1() − Hn−k+1(, t)c()()pk()) d,
and for n cˆ − 1,
pn(t) =
∫ t
t−1
(Hn−cˆ+1(, t)(()pcˆ−2() + (0 ∨ c() − cˆ + 1)()pcˆ−1())
− Hn−cˆ+2(, t)c()()pcˆ−1()) d, (6)
where Hn(s, t) =∑∞j=0I˜n,j (s, t).
In the Appendix, we show that Hn(, t) may be approximated with arbitrary precision by a ﬁnite sum of these
random walk probabilities, I˜n,j (, t).
Note the particular case of Eq. (6) for which n = cˆ − 1. This gives an integral equation for pcˆ−1(t) in terms of
itself and pcˆ−2(t). Using the system of differential equations given in (1), we may ﬁnd an expression for pcˆ−2(t) in
terms of pcˆ−1(t). More generally, we may express pj (t) in terms of an integral equation in pcˆ−1(t) for j < cˆ − 1.
We can then use the resulting equation, to solve for pcˆ−1(t) numerically.
From (1), we have p˙(t)=p(t)A(t)+(c(t)∧ cˆ−1)(t)pcˆ−1(t)ecˆ−1 where ecˆ−1 is a row vector of length cˆ−1 with
zeros in the ﬁrst cˆ−2 places and a one in the last place, p(t) is the row vector p(t)= (p0(t), p1(t), . . . , pcˆ−2(t))and
Ai,i(t) = −(t) − (i ∧ c(t))(t),
Ai,i+1(t) = (t),
Ai,i−1(t) = (i ∧ c(t))(t),
Ai,j (t) = 0, otherwise, and rows and columns are indexed beginning at zero.
Solving for p(t), we have p(t) = ∫ t
s
(c() ∧ cˆ − 1)()pcˆ−1()ecˆ−1U(, t) d+ p(s)U(s, t), where U(s, t) is an
evolution operator such that U(t, t)=I (the identity operator) and (/t)U(s, t)=U(s, t)A(t). U(s, t) can be solved
for numerically using techniques for solving linear systems of ordinary differential equations. For each ﬁxed s and
t , U(s, t) is a square matrix whose components we index from zero to cˆ − 2. For s = t − 1,
p(t) =
∫ t
t−1
(c() ∧ cˆ − 1)()pcˆ−1()ecˆ−1U(, t) d(I − U(t − 1, t))−1. (7)
Let G(s, t) = U(s, t)(I − U(t − 1, t))−1, then for j = 0, 1, . . . , cˆ − 2,
pj (t) =
∫ t
t−1
(c() ∧ cˆ − 1)()pcˆ−1()Gcˆ−2,j (, t) d=
∫ t
t−1
()pcˆ−1()Fj (, t) d, (8)
where Fj (, t) = (c() ∧ cˆ − 1)Gcˆ−2,j (, t).
Setting n = cˆ − 1 in (6), substituting for pcˆ−2(t), using periodicity and changing the order of integration yields
the following integral equation for pcˆ−1(t):
pcˆ−1(t) =
∫ t
t−1
()pcˆ−1()
[
((0 ∨ c() − cˆ + 1)H0(, t) − c()H1(, t))
+
∫ 
t−1
Fcˆ−2(− 1, )()H0(, t) d+
∫ t

Fcˆ−2(, )()H0(, t) d
]
d. (9)
The lemma and Eqs. (8) and (9) yield the following theorem for the pn(t).
Theorem 2. The periodic asymptotic distribution for the multi-server Poisson queue with periodic rates may be
written in terms of the probability of cˆ − 1 in the system where cˆ is the maximum number of servers during the
period. This probability is given in terms of the following Volterra equation of the second kind:
pcˆ−1(t) =
∫ t
t−1
()pcˆ−1()
[
((0 ∨ c() − cˆ + 1)H0(, t) − c()H1(, t))
+
∫ 
t−1
Fcˆ−2(− 1, )()H0(, t) d+
∫ t

Fcˆ−2(, )()H0(, t) d
]
d.
For 0n cˆ − 2 we have
pn(t) =
∫ t
t−1
(c() ∧ cˆ − 1)()pcˆ−1()Gcˆ−2,n(, t) d=
∫ t
t−1
()pcˆ−1()Fn(, t) d,
and for n cˆ − 1,
pn(t) =
∫ t
t−1
(Hn−cˆ+1(, t)(()pcˆ−2() + (0 ∨ c() − cˆ + 1)()pcˆ−1()) − Hn−cˆ+2(, t)c()()pcˆ−1()) d.
We may solve Eq. (9) numerically to get Cpcˆ−1(t) for some constant C.
Since limz→1P (k)z (s, t) = 1, we have for k = 0, by l’Hôpital’s rule,
M(t − 1, t) − (t − 1, t) =
∫ t
t−1
()
cˆ∑
j=0
(0 ∨ c() − j)pj () d. (10)
Given Cpcˆ−1(t), to ﬁnd C, we use (10) and follow the same sequence of steps as in the derivation of (9) to obtain
C = (M(t − 1, t) − (t − 1, t))−1
∫ t
t−1
()Cpcˆ−1()
⎡
⎣(0 ∨ c() − cˆ + 1) + ∫ 
t−1
cˆ−2∑
j=0
Fj (− 1, )
× ()(0 ∨ c() − j) d+
∫ t

cˆ−2∑
j=0
Fj (, ) ()(0 ∨ c() − j) d
⎤
⎦ d. (11)
Solving these integral equations involves discretizing the functions, applying numerical integration weights, and
solving a system of linear equations. We solve for a vector of values for pcˆ−1(t) that satisfy the discretized versions
of both Eqs. (9) and (11). Given this numerical representation of pcˆ−1(t) we can apply (7) to compute pj (t) for
j < cˆ − 1 and we may substitute pcˆ−1(t) and pcˆ−2(t) into (6) to obtain the rest ofthe distribution.
When the number of servers is large, the system of differential equations that must be solved to compute the
evolution operator U(s, t) will also become large and this technique will become impractical except for systems
with special characteristics. As the maximum number of servers during the period, cˆ, tends to inﬁnity, because
the method relies on being able to compute the evolution operator for the ﬁrst cˆ − 1 states, the method becomes
inapplicable.
3. Moments
In this section, we provide formulae for the queue length process {Q(t), t0} with initial distribution given by
P {Q(0) = n} = pn(0), where pn(0) are the periodic asymptotic probabilities for the beginning of the period. We
deﬁne the functions: q(m)n (t)=∑∞j=nq(m−1)n (t) for m=0, 1, 2, . . . and n ∈ Zwith q(0)n (t)=pn(t). Then q(1)(t)=1,
q
(2)
0 (t) = E[Q(t)] + 1 and more generally, for m1,
q
(m+1)
0 (t) = E[(Q(t) + 1)(Q(t) + 2) · · · (Q(t) + m)]/m!
= 1
m!
m∑
k=0
(−1)m−ks(m + 1, k)E[Qk(t)],
where the s(k, j) are the Stirling numbers of the ﬁrst kind [13]. The rising factorial [6] is given by the formula:
xm = x(x + 1) · · · (x + m − 1).
The function q(m+1)0 (t)=E[(Q(t)+ 1)m], gives the expectation of the rising factorial of Q(t)+ 1, which we shall
refer to as the mth rising factorial moment.
In what follows, we also require the quantities q(m)−1 (t). Since q
(0)
−1(t) = p−1(t) = 0, q(1)−1(t) = q(1)0 (t) = 1. From
the deﬁnition of q(m)n (t), q(m)−1 (t) = q(m)0 (t) + q(m−1)−1 (t), so for m> 1,
q
(m)
−1 (t) = 1 +
m−1∑
j=1
E[(Q(t) + 1)j¯ ]
= 1 +
m−1∑
j=1
E
⎡
⎣ j∏
k=1
(Q(t) + k)
⎤
⎦ /j !
= E[(Q(t) + 2)(Q(t) + 3) · · · (Q(t) + m)]
(m − 1)! .
The functions q(m)n (t) satisfy systems of differential equations similar to those for q(0)n (t) = pn(t) given in (1). For
n0 we have:
q˙(1)n (t) = (t)q(1)n−1(t) − ((t) + c(t)(t))q(1)n (t) + c(t)(t)q(1)n+1(t) + (t)((c(t) − n) ∨ 0)pn(t),
and for m> 1,
q˙(m)n (t) = (t)q(m)n−1(t) − ((t) + c(t)(t))q(m)n (t) + c(t)(t)q(m)n+1(t) + (t)
c(t)∑
j=n
(c(t) − j)pj (t)
m−2∏
k=1
(j − n + k),
where
∏0
k=1f (k) = 1. Deﬁne the generating functions
(m)z (t) =
∞∑
n=0
q(m)n (t)z
n
.
Solving for the generating functions as in the previous section we have
(1)z (t) = (1−z(t − 1, t))−1
∫ t
t−1
z(, t)
⎛
⎝()q(1)−1()−c()()z−1q(1)0 ()+()
c()∑
n=0
(c() − n)znpn()
⎞
⎠ d
and for m> 1,
(m)z (t) = (1 − z(t − 1, t))−1
∫ t
t−1
z(, t)
⎛
⎝()q(m)−1 () − c()()z−1q(m)0 ()
+ ()
c()∑
n=0
(c() − n)pn()
n∑
j=0
zj
m−2∏
k=1
(n − j + k)
⎞
⎠ d.
The rising factorial moment E[(Q(t) + 1)m] =(m)z=1(t) = q(m+1)0 (t), yielding the following result:
Theorem 3. For
∫ t
t−1 (s) ds <
∫ t
t−1 c(s)(s) ds, the periodic asymptotic mth rising factorial moment, E[(Q(t) +
1)m], for a time-dependentmulti-server queue lengthprocess {Q(t), t0}with initial distributiongivenbyP {Q(0)=
n} = pn(0), periodic arrival rate (t), service rate(t) and number of servers c(t) with period 1 is given by the
formula:
E[(Q(t) + 1)m] = (M(t − 1, t) − (t − 1, t))−1
∫ t
t−1
((, t) − M(, t))
⎛
⎝()q(m)−1 ()
−c()()q(m)0 () + ()
c()∑
n=0
(c() − n)pn() (n + m − 1)!
n!(m − 1)
⎞
⎠
+ c()()q(m)0 () + ()
c()∑
n=0
(c() − n)pn()n(n + m − 1)!
m(m − 1)(n!) d,
for m> 1, and
E[Q(t) + 1] = (M(t − 1, t) − (t − 1, t))−1
∫ t
t−1
⎡
⎣((, t)
− M(, t))
⎛
⎝() − c()() + () c()∑
n=0
(c() − n)pn()
⎞
⎠
+c()() + ()
c()∑
n=0
(c() − n)npn()
⎤
⎦ d,
for m = 1.
We may follow the same sequence of steps as in the derivation of (9) to rewrite these equations in terms ofpcˆ−1(t),
or we may follow the steps outlined in the previous section to ﬁrst obtain the pj (t) and then solve for E[Q(t)]. The
expectation and variance of the number in the queue are given by
E[Q(t)] =(1)z=1(t) − 1
and
Var[Q(t)] = 2E[(Q(t) + 1)2] − E[Q(t) + 1]2 − E[Q(t) + 1]
=(2)z=1(t) − ((1)z=1(t))2 −(1)z=1(t),
respectively. In the corollary that follows we provide two simple formulae for E[Q(t)] in terms of the probabilities
pj (t), j = 0, . . . , c(t) − 1.
Corollary 1. For
∫ t
t−1 (s) ds <
∫ t
t−1 c(s)(s) ds, the periodic asymptotic expected number for a time-dependent
multi-server queue length process {Q(t), t0} with initial distribution given by P {Q(0) = n} = pn(0), periodic
arrival rate (t), service rate (t) and number of servers c(t) with period 1 is
E[Q(t)] =
∫ t
t−1 ()
∑c()
n=0(c() − j)jpj () d
M(t − 1, t) − (t − 1, t) +
(t − 1, t)
M(t − 1, t) − (t − 1, t)
+
∫ t
t−1 ()
∑c()
n=0(c() − j)pj ()(M(t − 1, ) − (t − 1, ) + (, t) − M(, t)) d
2(M(t − 1, t) − (t − 1, t)) ,
E[Q(t)] =
∫ t
t−1 ()
∑c()
n=0(c() − j)jpj () d
M(t − 1, t) − (t − mathrm1, t) +
(t − 1, t)
M(t − 1, t) − (t − 1, t)
+
∫ t
t−1 ()
∑c()
n=0(c() − j)pj ()((, t) − M(, t)) d
M(t − 1, t) − (t − 1, t) +
M(t − 1, t) − (t − 1, t)
2
.
When ,  and c are constant, the term on the second line evaluates to zero.
4. Examples
We consider examples with time-varying periodic arrival rates for a single-server queue, a two-server queue and
a queue which alternates between one and three servers. For the one and two-server queues, we show the simpler
form taken by the integral equations needed to solve for pcˆ−1(t).
4.1. A single server queue
For a single server queue, Eq. (9) becomes p0(t)=
∫ t
t−1 ()p0()(H0(, t)−H1(, t)) d, and Eq. (10)M(t−1,
t) − (t − 1, t) = ∫ t
t−1 ()p0() d. We consider a single server queue with constant service and time-varying
arrival rate: (t) =  = 3	, (t) = 2	(1 + sin(2
t)), and c(t) = c = 1, where 	 is a parameter. For this particular
single server queue, M(t − 1, t) = 3	, and (t − 1, t) = 2	, so ∫ t
t−1 p0() d= 13 . See Figs. 1 and 2.
4.2. A two-server queue with sinusoidal arrivals
We consider a two-server queue with time-varying arrival and service rates. For the two-server queue, G(s, t)
simpliﬁes to e−(s,t)/(1 − e−(t−1,t)). For our example, we consider a two-server queue with constant service and
sinusoidal arrival rate. We consider a queue with arrival and service rates: (t) = 4(1 + sin(2
t)), (t) =  = 3,
and c(t) = c = 2. For this example, (s, t) = 4(t − s + (1/2
)(cos(2
s) − cos(2
t))), M(s, t) = 6(t − s), and
M(t − 1, t) − (t − 1, t) = 2, and p1(t) satisﬁes the equations (see Figs. 3 and 4)
p1(t) = 3
∫ t
t−1
p1()
[
(H0(, t) − 2H1(, t)) + 41 − e−4
∫ 
t−1
e−(−1,)(1 + sin(2
))
× H0(, t) d+ 41 − e−4
∫ t

e−(,)(1 + sin(2
))H0(, t) d
]
d
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Fig. 1. Graphed are the idle probabilities for 	= 1, 3, 10 for an Mt/M/1 queue with arrival rate (t) = 2	(1 + sin(2
t)), service rate = 3	.
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Fig. 2. Graphed is the expected number in the queue for 	 = 1, 3, 10 for an Mt/M/1 queue with arrival rate (t) = 2	(1 + sin(2
t)), service
rate = 3	. For a single server queue with constant rates = 2/3, the expected number in the queue is 2.
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P{Q(t)=1}
1 2 3 4
Fig. 3. Probability of zero or one in queue for a two-server queue with (t) = 4(1 + sin(2
t)), = 3. For a constant rate queue with the same
mean rate values, p0 = 15 and p1 = 415 .
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0 1 2 3 4
Fig. 4. Expected number in queue for a two-server queue with (t)= 4(1 + sin(2
t)), = 3. For a constant rate queue with the same mean rate
values, E[Q(t)] = 125 .
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1 2 3 4
Fig. 5. Graphed are the arrival rate, (t) = 3(t − t), and number of servers, c(t).
and
(1 − e−4)
9
=
∫ t
t−1
p1()
[
1 − e−4
6
+
∫ 
t−1
e−(−1,) d+
∫ t

e−(,) d
]
d.
4.3. A three-server queue with sawtooth arrivals and time-varying number of servers
We consider a queue with a single server during the ﬁrst half of each period and three servers during the second
half. Arrivals occur according to the sawtooth function (t) = 3(t − t). The service rate is constant at 1, see
Figs. 5–7.
5. Conclusion
Although the formulas given can be quite complicated, themethod requires only one period of data so that periodic
asymptotic results may be found without having to truncate an inﬁnite system of differential equations, and without
having to compute transient solutions over a long time horizon. Properties of modiﬁed Bessel functions may be
exploited to provide estimates for the kernel functions in the integral equations derived herein. The formulae for the
rising factorial moments of the periodic queue length process have a particularly simple structure once the pj (t)
are known for j less than the number of servers.
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P{Q(t)=1}
P{Q(t)=2}
1 2 3 4
Fig. 6. Graphed are the probabilities of zero, one or two in the queue for a queue that alternates between one and three servers.
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0 2 41 3
Fig. 7. The expected number in the queue for a queue that alternates between one and three servers.
The method may be extended to a broader class of continuous time Markov chains without change provided that
after k initial states, the chain has the same arrival rate, n(t) = k(t), and departure rate n(t) = k(t), nk. In
particular, this approach could be used to model queues with heterogeneous servers.
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Appendix A
In this appendix, we derive a formula for estimating Hn(, t) and establish error bounds on the estimates.
Theorem 4. The quantity Hn(, t) may be estimated with a ﬁnite sum of random walk probabilities:
Hn(, t) =
N−1∑
j=0
I˜n,j (, t) + R1(N, k, , t),
where
0<R1(N, k, , t)
I˜k,N (, t)
1 − e−(t−1,t)−M(t−1,t)+2√M(t−1,t)(t−1,t) . (12)
Proof. Deﬁne: R1(N, k, , t)=∑∞j=N I˜k,j (, t). Since each of the random walk probabilities is positive, it is clear
that R1 > 0. From the Chapman–Kolmogorov equations for a time-dependent random walk,
R1(N, k, , t) =
∞∑
j=N
∞∑
n=−∞
I˜
(j)
k−n(t − 1, t)I˜n(, t). (13)
From [2, Eqs. (8.411), (8.406(3))], we have
In(z) = i
−n
2

∫ 

−

e−ni−z sin  d,
so
I˜n(s, t) =
(
(s, t)
M(s, t)
)n/2
e−(s,t)−M(s,t) i
−n
2

∫ 

−

e−ni−2
√
M(s,t)(s,t) sin  d. (14)
Using (14), and then changing the order of integration and summation in (13),
R1(N, k, , t) = i
−k
4
2
∞∑
n=−∞
(
(t − 1, t)
M(t − 1, t)
)(k−n)/2( (, t)
M(, t)
)n/2
e−(,t)−M(,t)
×
∫ 

−

∫ 

−

⎡
⎣e−i(k−n)−ni−2√M(,t)(,t) sin
×
∞∑
j=N
e−j(t−1,t)−jM(t−1,t)−2j
√
M(t−1,t)(t−1,t) sin 
⎤
⎦ d d.
Since,  + M + 2√M sin (√ − √M)2, |e−−M−2
√
M sin |< 1, we may sum the geometric series and
obtain,
R1(N, k, , t) = i
−k
4
2
∞∑
n=−∞
(
(t − 1, t)
M(t − 1, t)
)(k−n)/2( (, t)
M(, t)
)n/2
e−(,t)−M(,t)
×
∫ 

−

∫ 

−

[
e−i(k−n)−ni−2
√
M(,t)(,t) sin
×e
−N(t−1,t)−NM(t−1,t)−2N√M(t−1,t)(t−1,t) sin 
1 − e−(t−1,t)−M(t−1,t)−2√M(t−1,t)(t−1,t) sin 
]
d d.
Now
e−(t−1,t)−M(t−1,t)−2
√
M(t−1,t)(t−1,t) sin e−(t−1,t)−M(t−1,t)+2
√
M(t−1,t)(t−1,t)
,
for all , so using the integral formula for
∑∞
n=−∞I˜N,k−n(t − 1, t)I˜n(, t), we can see that,
R1(N, k, , t)
I˜k,N (, t)
1 − e−(t−1,t)−M(t−1,t)+2√M(t−1,t)(t−1,t) , (15)
as required. Because limN→∞I˜N,k(, t) = 0, we may approximate Hn(, t) with a ﬁnite sum of the random walk
probabilities I˜k,j (, t). 
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