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ABSTRACT OF THE DISSERTATION 
Seismic Array Studies of Antarctica and Madagascar 
by 
Martin James Pratt 
Doctor of Philosophy in Earth and Planetary Science 
 
Washington University in St. Louis, 2016 
Professor Douglas A. Wiens, Chair 
Professor Michael E. Wysession, Co-Chair 
The scope of this dissertation is broad, involving seismic array studies from Antarctica and 
Madagascar, and includes aspects of glaciology and oceanography as well as solid Earth 
geophysics. Chapter 2 focuses on the study of stick–slip motion of the Whillans Ice Stream, West 
Antarctica. It includes methods combining seismic array and GPS time series, from ice stream 
based-sensors, to determine source dynamics in the framework of an earthquake source. The 
source characteristics are then analyzed to explain far-field seismic observations of ice stream-
sourced surface waves detected throughout West Antarctica. Locations of asperities, or sticky-
spots, that cause the Whillans Ice Stream to accelerate and generate seismic energy are found. 
Some of these asperities are in close proximity to the grounding line, where properties of the bed 
are altered through tidal flexure of the ice shelf and the influx of water into the subglacial till. 
Chapter 3 explores ocean generated microseismic noise that is also detected on these ice 
stream seismometers, with the geometry of the array providing excellent azimuthal resolution. 
Stacked cross-correlations of seismograms enhance microseismic energy generated by the 
Southern Ocean in the form of both surface and body waves. The frequency spectra of these waves 
 
 
x 
is analyzed as well as applying seismic array techniques, such as beamforming. Each frequency 
band provides different information on the source regions of that particular microseism suggesting 
multiple source mechanisms. Microseisms are modeled using ocean state hindcasts to compare 
with observations and identify microseism source regions and improve understanding of the effect 
of sea ice. It is shown that single-frequency microseisms are heavily damped by the presence of 
sea ice over the continental shelf. Long-period double frequency microseisms are observed and 
modeled to be sourced in the deep ocean. Short-period double frequency microseisms are also 
influenced by sea ice seasonality; however, this chapter provides evidence that shows that a 
component of this band may be sourced in the deep ocean. 
The focus of Chapter 4 moves away from Antarctica, to Madagascar and the analysis of 
the first island-wide deployment of broadband seismometers. The priorities of this project are to 
better understand the crustal and upper mantle structure of Madagascar, and to assess the intraplate 
volcanism on the island from a seismological point of view for the first time. This chapter presents 
a surface wave tomography study producing the first shear velocity model of the crust and upper 
mantle of the island. A range of commonly employed surface wave methods is used to calculate 
phase velocities across the island. These are then amalgamated and inverted for shear velocity in 
the crust and the upper mantle. Low velocity regions are shown to extend to upper mantle depths 
beneath the center and north of the island above which lie intraplate volcanic provinces. This 
suggests that the mantle lithosphere has been significantly thinned, explaining the relatively high 
topography observed for a fragment of continental crust. 
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Chapter 1: Introduction 
Global coverage of seismic instrumentation has greatly increased over the last 50 years; 
however, the number of deployments in the Southern Hemisphere has largely lagged behind those 
in the north, leaving many seismically unexplored regions to uncover. This lack of instrumentation 
in the Southern Hemisphere is the result of a relative scarcity of land area and the prevalence of 
remote and inhospitable environments. This dissertation covers investigations from two distinct 
projects in the Southern Hemisphere, utilizing new seismic arrays and employing recently 
developed methods and techniques. The first section of the dissertation focuses on Antarctica 
studying two cross-disciplinary areas of glacial seismology, and ocean-sourced microseismic 
noise. The second project centers on Madagascar, with an investigation of the seismic properties 
of the crust and upper mantle. 
Chapter 2 (now published: Pratt et al. 2014) focuses on a geophysical dataset collected in 
Antarctica during the austral summers of 2010–2011 and 2011–2012. The data is a combination 
of seismic and geodetic measurements arranged in an array across the Whillans Ice Stream (WIS) 
in West Antarctica. The WIS is one of the main tributaries of ice flowing from the West Antarctic 
Ice Sheet on to the Ross Ice Shelf, and is an important influence on mass balance of the West 
Antarctic Ice Sheet. It flows at ~400 m/yr, although it has been slowing by 3.0–5.6±2 m/yr2 
increasing to 6.1–10.9±2 m/yr2 between 2009 and 2012 [Beem et al. 2014]. The downstream ice 
plain region exhibits large-scale, stick–slip motion where a 10000 km2 area coherently slips ~0.5 m 
in ~30 min [Bindschadler et al. 2003]. The stick–slip motion is modulated by the Ross Ice Shelf 
rising and lowering with the ocean tides. Slip events are observed during spring tides shortly after 
high tide and at or close to low tide with a short recurrence time of ~8–10 h, during neap tides the 
slip events are less affiliated to the tidal pattern but occur at regular 12 h intervals. 
 2 
Seismic surface wave signals are observed that are concurrent with the WIS slip events 
[Wiens et al. 2008]. Signals are observed at stations up to 1000 km away from the WIS and show 
a characteristic two or three sets of surface wave arrivals depending on whether the event takes 
place at high or low tide. GPS measurements of WIS slip events have shown that slip initiates 
close to a region known as Ice Rise A [Winberry et al. 2009], with a rupture front propagating 
outwards towards the grounding line. Subsequent deceleration and re-accelerations are observed 
within each slip event and are related to the generation of the separate surface wave signals. 
This study is designed to link the motion of the ice stream to seismic observations observed 
in the far-field. Coupling seismic source theory with on-ice geodetic and seismic measurements of 
motion, it is possible to construct the source-time function without having to invert any data 
observations. Using a dense network of seismic and geodetic instruments, observations of the 
rupture front across the WIS are made and used to calculate rupture velocity variations. 
One of the most significant questions is what factor is controlling the amplitude of the 
initial surface wave pulse that is significantly higher at low tide than at high tide. The base 
composition of the ice stream is certainly not homogeneous, and so certain regions will have higher 
higher frictional coefficients than others: ‘sticky-spots’. These areas may represent an absence of 
deformable basal till that allows freeze-on of the ice stream to the bed. There may also be 
mechanical alteration of the till properties due to the continuous flexure of the ice stream close to 
the grounding line and the presence of water pumping in and out, of water with the changing 
pressure regime [Walker et al. 2014]. This chapter couples on-ice measurements of slip with 
seismic observations in the far-field that provide an excellent opportunity to test seismic source 
properties. 
Chapter 3 applies the same 2010–2011 WIS dataset used in Chapter 2 to develop an 
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understanding of ambient seismic noise signals, known as microseisms, detected throughout the 
deployment. The dominant source of these signals are the ocean waves which cause pressure 
fluctuations on the sea floor that result in seismic energy. The generation of oceanic microseisms 
can be categorized into single-frequency (or primary) and double-frequency (or secondary) 
microseisms. Single-frequency microseisms are caused by the shoaling of ocean swells on 
continental shelves and, as such, have a dominant frequency similar to that of ocean waves (~15 s). 
Double-frequency microseisms are generated by the non-linear interference of two sets of 
opposing waves generating a standing wave. This standing wave creates pressure variations at 
twice the frequency of ocean waves (~5-10 s). The double-frequency microseism is not limited to 
coastal regions, and in addition to being generated from waves reflected off coastlines, can also be 
generated by fast-moving storms or even the interaction of two storm systems over the deep ocean 
[Ardhuin et al. 2011]. The location of Antarctica, surrounded by the Southern Ocean, provides an 
excellent location for microseism studies using array techniques. The seasonal advancement and 
recession of sea ice covering the continental shelf provides a natural experiment to investigate the 
source properties of microseisms. Sea ice dampens the ability of the ocean waves to generate both 
single- and double-frequency microseisms, however the effect is not homogeneous across all 
frequency bands [Grob et al. 2011]. 
The contribution of deep ocean sources to coastal sources of microseism noise is an 
unresolved question within the field. As sea ice advances over the continental shelf, it essentially 
‘switches off’ coastal microseism sources leaving only the deep ocean sources and allow for a 
more directed study of these sources. The location of the array, 700 km from the nearest coastline, 
also provides an opportunity to study the propagation of microseism energy that may shed light on 
crustal structure. Microseisms are comprised of both body waves and surface waves that contribute 
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to the overall amplitude recorded at a certain frequency. Chapter 3 is focused on determining the 
seismic phases of a frequency band and determining how sea ice, which reduces significantly 
between the start and end of the deployment, affects particular frequency bands. The size (60 km 
aperture) and shape (offset, roughly concentric circles) are ideally designed for microseism studies 
with excellent azimuth and slowness resolution. This chapter utilizes the layout of this seismic 
array to detect direction and velocity of propagating waves is highly beneficial in identifying the 
phase type and probable source locations of single- and double-frequency microseisms. 
Chapter 4 moves away from Antarctica, to Madagascar and the analysis of the first island-
wide deployment of broadband seismometers. Madagascar is a fragment of continental crust, an 
amalgamation of a number of Archean and Proterozoic terranes [Roig et al. 2012]. Madagascar 
split from Africa, along with India, in the mid-Mesozoic before being isolated in the Cretaceous. 
Since this time, there have been a number of volcanic episodes, up to as recently as the Holocene. 
The topography of Madagascar is also anomalously high for continental crust that has experienced 
little to no significant tectonic activity since the Mesozoic. Crustal thickness measurements have 
yet to be made across the island, however gravity studies suggest that there may be thin or absent 
lithosphere beneath the central volcanic provinces [Rakotondraompiana et al. 1999]. Seismic 
studies in Madagascar have been limited to four permanent broadband stations, for which digital 
records extend back to 2007, and to a small deployment of short period sensors across the central 
volcanic province close to the capital Antananarivo. The permanent stations allowed a study of 
crustal structure localized to the station location [Rindraharisoana et al. 2013] that observed 
normal continental crust thicknesses of 30–40 km. The short-period network provides locations of 
local seismicity showing active fault regions and some focal mechanisms exhibiting mainly 
extensional characteristics. 
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The source of the intraplate volcanism has remained unknown as the deployment of an 
island-wide network of broadband seismometers was only accomplished in 2011. Connections to 
surrounding hotspot regions such as Réunion and Comoros have been hypothesized, and include 
relationships to lower mantle low-velocity structures. Geochemical evidence for mantle sources 
has remained limited to a few studies that do not rule out either a deep-seated plume, nor a more 
local effect [Bardintzeff et al. 2010]. Alternatively, a more local effect, such as lithospheric 
delamination may be the cause of uplifting topography and high heat flow. 
This study produces the first crustal and upper mantle shear-velocity model of Madagascar 
through the inversion of surface wave phase velocities. 25 broadband instruments are utilized from 
the MACOMO (MAdagascar COmoros MOzambique) project, and 17 land-based broadband 
seismometers from the SELASOMA (SEismological signatures in the Lithosphere/Asthenosphere 
system of SOuthern MAdagascar) and RHUM-RUM (Réunion Hotspot and Upper Mantle - 
Réunions Unterer Mantel) projects. Three different methods are employed that allow the range of 
phase velocity periods to extend from 8 s, that are sensitive to the shallow crust and have 
relationships to the surface geology, to 180 s that are sensitive to shear velocity at mantle depths. 
 
References 
Ardhuin, F., E. Stutzmann, M. Schimmel and A. Mangeney (2011), Ocean wave sources of seismic 
noise. J. Geophys. Res. 116:C09004, doi:10.1029/2011JC006952. 
Bardintzeff, J-M., J-P. Liegeois, B. Bonin, H. Bellon and G. Rasamimanana (2010), Madagascar 
volcanic provinces linked to the Gondwana break-up: Geochemical and isotopic evidences 
for contrasting mantle sources. Gondwana Res. 18, 295–314. 
 6 
Beem, L.H., S.M. Tulaczyk, M.A. King, M. Bougamont, H.A. Fricker and P. Christoffersen 
(2014), Variable deceleration of Whillans Ice Stream, West Antarctica. J. Geophys. Res. 
Earth Surf. 119, 212–224, doi:10.1002/2013JF002958. 
Bindschadler, R.A., M.A. King, R.B. Alley, S. Anandakrishnan and L. Padman (2003), Tidally 
controlled stick-slip discharge of a West Antarctic ice stream. Science 301, 1087–1089. 
Grob, M., A. Maggi and E. Stutzmann (2011), Observations of the seasonality of the Antarctic 
microseismic signal, and its association to sea ice variability. Geophys. Res. Lett. 
38:L11302, doi:10.1029/2011GL047525. 
Pratt, M.J., J.P. Winberry, D.A. Wiens, S. Anandakrishnan and R.B. Alley (2014), Seismic and 
geodetic evidence for grounding-line control of Whillans Ice Stream stick-slip events. J. 
Geophys. Res. Earth Surf. 119, 333–348, doi:10.1002/2013JF002842. 
Rakotondraompiana, S.A., Y. Albouy and A. Piqué (1999), Modèle de lithosphère pour l’île de 
Madagascar (océan Indien occidental): nouvelle interprétation des données gravimétriques. 
J. African Earth Sci. 28, 961–973. 
Rindraharisaona, E.J., M. Guidarelli, A. Aoudia and G. Rambolamanana (2013), Earth structure 
and instrumental seismicity of Madagascar: Implications on the seismotectonics. 
Tectonophysics 594, 165–181. doi:10.1016/j.tecto.2013.03.033. 
Roig, J.Y., R.D. Tucker, C. Delor, S.G. Peters and H. Théveniaut (2012), Carte géologique de la 
Répulique de Madagascar à 1/1000000. Ministère des Mines, PGRM, Antananarivo, 
République Madagascar, 1 Color sheet. 
Walker, R.T., B.R. Parizek, R.B. Alley, S. Anandakrishnan, K.L. Riverman and K. Christianson 
(2013), Ice-shelf tidal flexure and subglacial pressure variations. Earth Planet. Sci. Lett., 
361, 422–428. 
 7 
Wiens, D.A., S. Anandakrishnan, J.P. Winberry and M.A. King (2008), Simutaneous teleseismic 
and goedetic observations of the stick-slip motion of an Antarctic ice stream. Nature 453, 
770–774. 
Winberry, J.P., S. Anandakrishnan, R.B. Alley, R.A. Bindschadler and M.A. King (2009), Basal 
mechanics of ice streams: Insights from the stick-slip motion of Whillans Ice Stream, West 
Antarctica. J. Geophys. Res. 114, doi: 10.1029/2008JF001035. 
 8 
Chapter 2: Seismic and geodetic evidence 
for grounding line control of Whillans Ice 
Stream stick–slip events 
 
2.1 Abstract 
The tidally modulated, stick–slip events of Whillans Ice Stream in West 
Antarctica produce seismic energy from three locations near the grounding line. Using 
ice velocity records obtained by combining time series from co-located broadband 
seismometers and GPS receivers installed on the ice stream during the 2010–2011 and 
2011–2012 austral summers, along with far-field seismic recordings of elastic waves, we 
locate regions of high rupture velocity and stress drop. These regions, which are 
analogous to “asperities” in traditional seismic fault studies, are areas of elevated friction 
at the base of the ice stream. Slip events consistently initiate at one of two locations: near 
the center of the ice stream, where events associated with the Ross Sea high tide 
originate, or a grounding-line spot, where events associated with the Ross Sea low tide 
initiate, as well as occasional high-tide events following a skipped low-tide event. The 
grounding-line site, but not the central site, produces Rayleigh waves observable up to 
1000 km away, through fast expansion of the slip area. Grounding-line initiation events 
also show strong directivity in the downstream direction, indicating initial rupture 
propagation at 1.5 km/s, compared to an average of 0.150 km/s for the entire slip event. 
Following slip initiation, additional seismic energy is produced from two sources located 
near the grounding line: firstly, at the downstream end of Subglacial Lake Engelhardt and 
secondly, toward the farthest downstream extent of the ice stream. This evidence suggests 
 9 
that the stronger, higher friction material along the grounding line controls motion 
throughout the stick–slip region. 
 
2.2 Introduction 
Ice stream motion is important in determining ice-sheet discharge. The mass 
balance of the West Antarctic Ice Sheet has been studied intensively over the last decade, 
showing negative mass balance in the Amundsen Sea region [e.g., Pritchard et al., 2009] 
and positive mass balance along the Siple Coast [Joughin and Tulaczyk, 2002; Chen et 
al., 2009]. The life cycle of the Siple Coast ice streams appears to alternate between times 
of fast, smooth motion (e.g. MacAyeal and Bindschadler Ice Streams) and times of 
stagnation (Kamb Ice Stream) [Bennet, 2003; Clarke, 2005; Hulbe and Fahnestock 
2007]. The Whillans Ice Stream (WIS, formerly Ice Stream B) is slowing at a rate of 
0.6 % / yr2 [Joughin et al., 2005], and may be in the process of stagnating. More recent 
measurements show that the lower region of WIS is decelerating at ~10 m/yr2 since 2004 
[Winberry et al., 2013]. However, the mechanical controls on the temporal variability of 
ice stream motion are poorly understood and are the subject of vigorous investigation 
[Winberry et al., 2009; Winberry et al., 2011; Walter et al., 2011]. 
The lower part of WIS, an 8000-km2 ice plain of very low basal and surface slope, 
displays stick–slip motion modulated by the Ross Sea tide [Bindschadler et al., 2003; 
Winberry et al., 2009] (Figures 2.1, 2.2a). Elastic strain, built up between slips, is 
released approximately twice daily during a 20- to 30-min-long period of motion that 
accounts for most of the ice stream displacement [Winberry et al., 2011]. Each slip event 
releases seismic energy observable more than 1000 km away, primarily as two or three 
surface wave packets in the 30- to 100-s frequency band [Wiens et al., 2008], and with 
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microseismicity observed on the ice stream [Winberry et al., 2013]. These stick–slip 
events offer an excellent opportunity to study the factors controlling friction and 
resistance along the base of an ice stream. 
The coherent motion of the extensive, massive trunk of WIS produces seismic 
radiation during slip events, dominated by low frequency, 30–100 s, surface waves. The 
seismic energy is distinctly different from the generally much smaller, higher frequency 
events produced beneath a wide range of glaciers from localized asperities [Blankenship 
et al., 1987; Anandakrishnan and Bentley, 1993; Zoet et al., 2012a, b]. Ice calving events 
have been shown to produce surface waves at periods greater than 30 s [Ekström et al., 
2003; Nettles and Ekström, 2010]; however, the origins of these WIS signals are 600 km 
away from the nearest calving front, ruling out this source type. Based on the GPS data 
from 2003–2004, Wiens et al. [2008] suggested that the source location of the initiation 
of rupture, believed to be the cause of the first seismic phase, was a topographical feature 
known in the literature as Ice Rise A in the center of the ice stream (although this feature 
is not an ice rise, for continuity it will be referred to as such). The subsequent surface 
wave origins after slip initiation were not well constrained by the Wiens et al. [2008] 
study. Walter et al. [2011] used data collected in 2008 to suggest that slip did not start at 
Ice Rise A, but closer to the southern edge grounding line near the suture between Mercer 
and Whillans Ice Streams. However, seismic stations used during that deployment were 
located upstream of the majority of stick–slip moving ice, and so did not provide a 
precise position for slip initiation. Additionally, rupture-velocity estimates were based on 
the time between each surface wave arrival, which only allows for calculation of average 
rupture velocity and not localized variations. 
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Figure 2.1: (a) Seismic station coverage in West Antarctica during our on-ice 
deployments. Red triangles are locations of POLENET/ANET stations, blue triangles are 
GSN stations. Black lines mark boundaries of the Siple Coast ice streams with arrows 
showing direction of flow. Red box marks location of (b) CIR – Crary Ice Rise. (b) WIS 
array station location map. Grounding line and background image from MODIS Mosaic 
Of Antarctica (MOA) [Scambos et al., 2007]; subglacial lakes (white outlines) [Fricker 
and Scambos, 2009] SLE – Subglacial Lake Engelhardt, SLW – Subglacial Lake 
Whillans; and northern shear margin (white dashed line). 
 
Wiens et al. [2008] proposed that the initial seismic phase resulted from strong 
seismic radiation from a region of high friction and thus high stress along the base of the 
ice stream similar to an “asperity” in the seismological literature [Das and Aki, 1977; Lay 
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and Kanamori, 1981]. Patches of higher friction at the base of glaciers and ice streams 
are often termed “sticky-spots” in glaciology [e.g. Alley, 1993; Sergienko and Hulbe, 
2011], and on WIS these regions appear to be analogous to asperities. Wiens et al. [2008] 
further proposed that the second and third seismic phases represented stopping phases 
caused by the rapid decrease in moment rate as the rupture moved off the land to the 
floating ice. However, Winberry et al. [2011] found that the second seismic phase 
corresponded to a later increase in rupture velocity and area associated with a second 
region at the northern edge of the ice stream. 
In this study, we use data gathered from instruments placed in situ on WIS during 
the 2010–2011 and 2011–2012 austral summers, together with far-field seismograms 
from the POLENET/ANET seismic array [Wilson et al., 2010] and Global Seismic 
Network (GSN) stations (Figure 2.1), to constrain the dynamics of the slip events. The 
use of co-located seismographs and GPS receivers allows us to produce high-fidelity (0–
10 Hz) broadband records of ice velocity by combining the GPS signal, which has better 
resolution at very low frequencies, with seismic velocity records providing better 
resolution at higher frequency. The use of seismometers allows us to pick the onset of 
motion at each location with increased accuracy, and to be able to monitor the 
progression of slip rupture in more detail than is possible from GPS alone. The results 
allow us to more accurately resolve the locations of the rupture origins, and to 
demonstrate that most of these regions are located along the grounding line. This 
evidence suggests that the WIS grounding line represents a strong region of higher 
resistance, and may be controlling the dynamics of WIS. One particular goal of this study 
is to understand how WIS rupture produces the features of the far-field waveforms, so 
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that the time evolution of tidally modulated WIS slip events can be tracked in the past 
and potentially in the future during times when there are no sensors directly on the ice 
stream. Increased azimuthal coverage of seismic stations around WIS in West Antarctica 
now has the ability to observe variations in the waveforms that can provide seismic 
source parameter information. 
 
2.3 Data 
We present two types of data in this study, and a variety of analysis methods. 
Each methodology will be described with each set of results.  
Firstly, Section 3 describes results from data collected by GPS and seismic 
sensors located in situ on WIS. Field deployments on WIS were carried out during 
December 2010–January 2011 and December 2011. Instruments were more closely 
spaced than in the previous deployments [Wiens et al., 2008; Winberry et al., 2009; 
Walter et al., 2011] to give better resolution of the onset locations. During each season, in 
situ seismographs were deployed on WIS, with GPS co-located at many of the sites. 
For the 2010–2011 field season we deployed a dense, circular array of 17 
Trillium-120PA and 18 Guralp 40-T broadband sensors (Figure 2.1b, Appendix Table 
A2.1) around the previously estimated slip origin point of Wiens et al. [2008] (Ice Rise 
A) with an aperture of 60 km; 20 stations were co-located with geodetic-quality GPS 
receivers. The seismic sampling rate was 200 Hz and the GPS sampling rate was 
0.067 Hz. Seismic sensors were buried 50 cm beneath the surface, with each co-located 
GPS station situated less than 10 m away. 
During the second season, December 2011, stations were installed in a more 
widespread array of 14 Trillium-120PA broadband seismometers sampling at 500 Hz and 
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16 GPS (Figure 2.1b, Appendix Table A2.2) sampling at 0.067 Hz. Eleven stations were 
co-located with GPS and seismic sensors. At seven locations, we reoccupied sites from 
the 2003–2004 TIDES experiment with GPS recorders. The arrangement of array stations 
was based on preliminary results from the 2010–2011 array. 
Secondly, methods described in Section 4 use far-field data to study variations in 
propagating elastic surface waves generated by WIS. Data are used from broadband 
seismographs at distances of 140–1250 km in Antarctica to provide additional constraints 
on the slip characteristics of WIS (Figure 2, Appendix Table A2.3). Regions of rapid 
rupture expansion produce propagating surface-wave packets that can be detected at far-
field seismographs [Wiens et al., 2008]. Teleseismic coverage has increased in recent 
years with the introduction of the POLENET/ANET array throughout West Antarctica 
[Wilson et al., 2010]. For the far-field study we use data from 26 POLENET/ANET 
stations and two permanent Global Seismic Network stations, VNDA (Vanda Dry 
Valley) and QSPA (South Pole). The highest-amplitude signals observed at QSPA are 
Love waves on the horizontal component, consistent with the energy radiation patterns of 
Rayleigh and Love waves for a near-horizontal fault close to the Earth’s surface [Ben-
Menahem and Singh, 1981; Wiens et al. 2008]. The ability to study radiated surface 
waves at an increasing number of azimuthal directions leads to better constraints on the 
locations and characteristics of the sources. Section 4.4 presents a way of relating the in 
situ to the far-field observations, and explains some of the variation in surface wave 
amplitude. 
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2.4 In situ Observation of Whillans Ice Stream Stick–
Slip Motion 
2.4.1 In situ GPS and Seismic Data 
While seismographs are typically deployed to record elastic deformation 
associated with the passing of seismic waves, the 2004 Tidal Modulation of Ice Stream 
Flow (TIDES) geophysical data indicated that broadband seismographs are recording 
relative velocity changes, and are detecting the higher-frequency (>0.01 Hz) components 
of the translational ice motion (see also, Walter et al., 2011). With these time series, the 
propagation of the rupture front dominates the signal on both the GPS intruments and 
seismometers. Thus, horizontal-component seismographs provide a superior record of the 
details of the ice slip events, whereas standard GPS receivers provide precise 
measurements of the permanent offsets caused by the slip events. With the flow direction 
of WIS being ~290°, the amplitude is an order of magnitude larger on the east-west 
component than the north-south component. 
The seismographs deployed on WIS record three separate pulses of abrupt ice-
velocity change during a slip event, each corresponding to the passage of a rupture front. 
These three rupture signals correlate temporally, when corrected for travel time, with 
distinct surface-wave arrivals observed in the far-field in the 30- to 100-s frequency band 
[Wiens et al., 2008] (Figure 2.2b). This demonstrates that each of the far-field surface-
wave arrivals is radiated by a coincident pulse of higher-velocity ice movement, most 
likely due to a localized increase in rupture velocity, identified by the in situ 
observations. The new dense array of geodetic observations also reveals that prior to the 
first pulse of fast slip (>15 m/day) and associated rupture across the ice stream, 10–20 
min of slow slip (5–10 m/day) is observed in the nucleation region [Winberry et al., 
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2013]. Additionally, the new results show that during 2010–2011 low-tide slip events 
were often skipped (out of 19 low tides during the deployment, 10 these periods did not 
produce slip), whereas skips were infrequent in earlier observations from 2003–2004 
(~1% of days) (Figure 2.2a) [Winberry et al. 2009]. The increased frequency of these 
skipped slips is likely related to the ongoing deceleration of the WIS, and is the focus of 
another manuscript. 
 
Figure 2.2: (a) Slip event times and types. Note that missed low-tide events are now 
more common than low-tide slips. Ross Sea tide (black) is CATs2008a tidal model [pers. 
comm., L. Padman, 2008]. (b) Example on-ice co-located GPS (blue) and raw 
seismogram (green – instrument response not removed) and the correlation with 30- 100-
s filtered vertical component seismogram at VNDA showing the relationship of in situ 
translational velocity changes and far-field seismic phases. 
 
2.4.2 Location of Rupture Onset and Slip Phases via 
Beamforming 
On-ice horizontal seismometer records display sudden increases in translational 
ice velocity associated with the onsets of each of the three rupture fronts during a slip 
event (Figure 2.2b). We exploit these seismometer records of ice motion to track the 
onset of the rupture front, since the onsets are not well recorded on the GPS data due to 
noise at higher frequencies (periods <300 s).  
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We use the traditional array method of spherical beamforming analysis to isolate 
the location from where these rupture fronts originate as well as their propagation 
velocity. Spherical beamforming of propagating pulses can be used to calculate the 
source location in an isotropic medium: 
 xi (t) = f (t − ri •uhor )+ ni (t)   [1] 
where xi(t) is the delayed ith component trace, f(t) is the original seismogram, ri is the 
location vector of stations i, uhor is the horizontal slowness of the propagating pulse in all 
directions, and ni(t) is a noise factor that is station-specific (eqn. (5) of Rost and Thomas, 
2002). Here we apply the same delay-and-sum technique in the time domain to 
translational ice motion signals observed at seismic stations in close proximity to the 
source location using the E-W component to mitigate the influence of spatial variations in 
rupture propagation. We find the maximum coherency between the array of stations by 
searching all possible source locations using a grid spacing of 0.05° of latitude between 
83.21° and 86°S, 0.25° of longitude between 150°W and 170°. We test a range of rupture 
velocities between 0.9 to 1.6 km/s. Maximum coherencies were obtained for velocities 
exceeding 1 km/s with maximum values of 1.2 km/s obtained. These estimates are faster 
than those of previous studies, but confirmed by plane-wave frequency-wavenumber 
analysis (see Appendix Methods A2.1). 
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Figure 2.3: Beamformed locations where scale is power of stack (counts). (a) Central 
initiation location, rupture velocity: 1 km/s. Blue triangle signifies the station where 
rupture is first observed; this station was not used in the beamforming analysis. (b) 
Grounding line initiation, rupture velocity: 1.4 km/s. (c) Second-rupture source, rupture 
velocity: 1.4 km/s. (d) Third-rupture source, rupture velocity: 1 km/s. White ‘x’ signifies 
maximum amplitude of beamed seismograms. Stations used (green triangles), MOA 
grounding line, SLE, and northern shear margin (dashed line) are also marked. 
 
These results indicate that rupture begins at one of two separate initiation 
locations. Typical high-tide events show a maximum power at 84.4°S, 157°W near the 
center of the stick-slip region (Figure 2.3a). To highlight the suitability of our method, 
this calculation was done without including the station that records the first indication of 
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motion, with the results showing a strong correspondence between peak power and the 
location of initial motion. A maximum power for typical low-tide events indicates 
ruptures start at the south of the array at a location of 84.55°S, 163°W, close or on the 
grounding line (Figure 2.3b).  
The GPS closest to the central initiation location shows almost no motion between 
events, whereas the GPS closest to the grounding-line initiation location shows slow 
interevent motion. The grounding-line location can be termed a “slipping asperity”, in 
contrast to the interevent-locked central asperity. 
The second and third accelerations, in response to two further asperities breaking, 
begin at or close to the grounding line farther downstream between the Engelhardt Ice 
Ridge and Crary Ice Rise (Figure 2.1b). Initiation of the second rupture occurs at the 
downstream end of Subglacial Lake Engelhardt at 83.6°S, 159°W, where the grounding 
line is close to the edge of the lake (Figure 2.3c). The resolution of these data is 
insufficient to show whether the rupture starts from the grounding line, the edge of the 
lake, or somewhere between. It seems likely that during the loading between slip events 
stress is localized on this small region of grounded ice (~30 km2) between Subglacial 
Lake Engelhardt and the Ross Sea, making it particularly susceptible to rupture when 
triggered by the onset of the distal part of the first rupture. The location of initiation of 
the third rupture acceleration is less well resolved due to lack of stations on the 
downstream end of WIS (Figure 2.3d). We do, however, find that the propagating pulse 
from the source has the same polarity (first motion down on the E–W component, 
consistent with an increase in westward ice flow velocity) as the first and second rupture 
fronts (Figure 2.2b), which indicates a further acceleration and not a stopping phase. 
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Unlike the spatial variability of the onset rupture pulses, we find that the second and third 
rupture initiation locations do not change measurably between events. 
 
2.4.3 Rupture propagation 
Following initiation of a slip phase, the propagation of the rupture across the ice 
stream can be tracked by using the seismometer record of ice motion. Rupture 
propagation is similar for slip events of similar duration, allowing us to combine data 
from both the 2010–2011 and December 2011 deployments to provide higher resolution 
of rupture front expansion. Travel-time picks from stations are recorded if a rupture 
signal is observed, and only those stations are used for interpolating the isochrones.  
Initial rupture velocity is slower for the central initiation asperity events than for 
grounding line initiation events. Both appear to show anisotropic rupture, with faster 
propagation along flow than across flow, and a suggestion of faster propagation 
downstream than upstream (i.e. not propagating at equal velocity in all directions). 
However, rupture anisotropy is less well observed for grounding-line-initiation events 
due to the source location being on the edge of the array (Figure 2.4a, b). And for both 
styles of onset, the rupture velocity decelerates as it moves away from the source (shown 
in Figure 2.4 as tighter isochrone contours farther away from the source location). This 
deceleration occurs as the rupture front propagates into regions where interevent strain 
accumulation is reduced [Winberry et al., 2011].  
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Figure 2.4: Rupture patterns using combined 2010 and 2011 travel time pick data. The 1st 
rupture phase is recorded at all stations but two of the most downstream, whereas the 2nd 
rupture phase is recorded at all stations. Similar slip events from both field seasons using 
duration and onset location were combined to show rupture propagation with isochrone 
contours for (a) central initiation, (b) grounding line initiation, and (c) second-phase 
initiation. RIS – Ross Ice Shelf; black stars show acceleration initiation locations. (d) 
Broadband velocity functions formed by combining GPS and seismograph records for 
three stations across the array. Colors correspond to stations shown in c. Vertical black 
lines show the onsets of accelerations that correspond to the teleseismic phases. 
 
Initiation of the second rupture event, on the downstream section of WIS, 
accelerates parts of the ice stream that are already in motion from the initial rupture. As a 
result, this rupture front is seen to propagate across the entire ice stream from its source 
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close to the downstream end of Subglacial Lake Engelhardt (Figure 2.4c). Acceleration of 
slip is observed on parts of the ice stream already in motion that have yet to completely 
release strain accumulated between slip events (Figure 2.4d). The zone of this 
reacceleration from the second rupture front is spatially limited; farther away, at the 
southern edge of WIS, the second rupture front slows ice-stream deceleration without 
reversing it.  The third rupture front initiation has a similar effect on velocities in sections 
of the ice stream that are already moving, but over a smaller area, in the most 
downstream portions of WIS (Figure 2.4d). 
 
2.5 Far-field Seismic Signatures of Whillans Ice 
Stream Stick–slip Events 
2.5.1 Tidal Modulation of Waveform Characteristics  
The on-ice studies show that there are four categories of WIS slip events 
(Appendix Table A2.4), each with a characteristic and repeatable temporal and spatial 
slip pattern and subsequent teleseismic waveform. The on-ice rupture and far-field 
waveform characteristics depend on whether the WIS slip events occur near Ross Sea 
high tide or low tide, and whether they occur after a slip event fails to occur at its normal 
time (skips). We categorize these four observed types of slip event: 
1. Typical high tide slips, for which fast rupture initiates from the interevent-
locked central asperity (Figure 2.5a). These occur shortly after high tide, as has been 
observed during temporary deployments over the last ten years [Bindschadler et al. 2003; 
Walter et al. 2011]. 
2. Typical low-tide slips, for which fast rupture initiates from the slipping 
grounding-line asperity (Figure 2.5b). In 2010-2011 these were skipped much more often 
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than in 2003-2004 [Winberry et al. 2009], suggesting that these slip events are 
increasingly skipped due to the longer-term slow-down of WIS. 
3. High-tide slips after low-tide skips, which have the same central initiation site 
as normal high-tide slips (Figure 2.5c). These events show larger total slip due to the long 
recurrence interval (> 20 h), as well as faster rupture propagation and stronger teleseismic 
amplitudes compared to normal high tide events. 
4. High-tide slips initiating from the grounding-line asperity where normally low-
tide slips start (Figure 2.5d). These occurred once or twice per spring–neap tidal cycle in 
2010-2011, usually near neap tide prior to the high tide reaching 0.5 m above its mean 
and after a recurrence time in excess of 15 h. These slips are generally the most energetic, 
emitting signals recorded with the best signal-to-noise ratio, and have total durations less 
than 20 min due to their high rupture velocity. An event similar to these occurred on 25th 
Jan 1999 [Bindschadler et al., 2003], suggesting that while these types of events may 
now be more frequent, they are not a recently developed phenomenon. 
A far-field Rayleigh arrival corresponding to the initial rupture onset is seen 
clearly only when the event initiates at the grounding-line asperity. Rupturing of the 
central asperity generally produces no discernible vertical-component far-field response 
above the ambient noise level. Second- and third-phase signals are observed during all 
slip events. The far-field signature of high-tide events is heavily influenced by the  
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Figure 2.5: Variations in teleseismic 
vertical component waveforms at 
station VNDA at a distance of 980 km. 
Central initiation, a and b, lacks first-
phase Rayleigh wave arrival, whereas 
grounding line initiation, c and d, 
shows a strong signal. Note the change 
in amplitude and total duration with 
recurrence time. Red circles indicate 
origin times determined by on-ice 
seismogram picks. Recurrence time is 
defined as the time since the onset of 
the previous slip; tidal height is 
determined from the CATs2008a model 
[pers. comm., L. Padman, 2008]; group 
velocity of Rayleigh waves shown on c. !
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interevent recurrence time, with higher amplitude but shorter duration resulting from 
faster rupture following skipped low-tide events. During neap tides (<0.4 m either side of 
mean sea level) the tide modulates slip to a lesser degree. As such the ice stream tends to 
initiate slip at only the central initiation spot during these periods, as the grounding line 
spot cannot be loaded fast enough to fail first. 
 
2.5.2 Teleseismic Locations of the Second and Third Slip Phases 
Three packets of Rayleigh waves can be observed on many of the POLENET 
stations for each WIS slip event initiating from the grounding line asperity (see Appendix 
Figure A2.4). Small differences in the arrival times of the Rayleigh waves at different 
azimuths place constraints on the relative locations of the source region for each of the 
packets. The arrival times of the first Rayleigh packet show that it is radiated by the 
initial rupture of the grounding line asperity. We can therefore find the source locations 
of the second and third slip phases by constraining the first phase to the in situ 
determined onset location. Sources are located using a geometric inversion of relative 
travel-time delays of the second- and third-phase arrivals relative to the first (τ): 
 τ = xvr
−
xcosΘ
c
#
$
%
&
'
(  [2] 
where x is the distance between sources, vr is the rupture velocity, c is the surface wave 
velocity, and θ the azimuth between the fault direction and the receiver at the initial 
source (Figure 2.6). We minimize x/vr to calculate the least-squares best-fit solution for x 
and θ. In doing so we remove the dependency on knowing the rupture velocity, which 
varies between slip events, to calculate the source location. Using a relative location 
technique reduces errors associated with velocity heterogeneity along the paths, as all 
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observations at a given station have similar far-field paths. Slip events initiating from the 
central asperity were not used since no far-field first-phase signals are observed. Given 
that picking travel times for surface waves in this frequency band is inherently 
ambiguous, a pick cut-off error of ±15 s is implemented. A Gaussian noise simulation is 
applied to analyze the goodness of fit for each location. Random noise with a standard 
deviation of 15 s is applied to the travel time picks, and errors are calculated at the 68th 
percentile. 
 
Figure 2.6: Seismic source locations of low tide events calculated from relative travel 
times from POLENET/ANET stations. The initiation location of the first phase (red star) 
is from beamforming results (84°36’43’’S 161°57’50’’W). Blue and yellow circles 
correspond to minimum residual times of a grid search for second and third phase relative 
arrival times. Gaussian noise simulation error bars for one standard deviation at 15 s are 
shown. Inset: schematic illustration to show the formulation of equation 2 [adapted from 
Lay and Wallace, 1995]. 
 
 The source locations determined in this way for each seismic phase cluster on a 
separate part of the ice stream (Figure 2.6), but provide no definitive location. The second 
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phase cluster is towards the northern edge of the ice stream in the vicinity of Subglacial 
Lake Engelhardt. Third phase signals proved to be less well observed in the far-field 
reducing the number of events available for analysis. However, the general location of 
the third phase in the downstream region is consistent with downstream locations found 
for this pulse by Wiens et al. [2008], and roughly correlates with the location of the final 
asperity observed by the in situ arrays. 
 
2.5.3 Moment Rate Function: Combining GPS and Seismic Time 
Series of Ice Motion 
The above correlation of far-field arrivals with the rupture of specific asperities 
leaves several questions unanswered. For example, why does rupture of the slipping 
grounding line initial asperity produce a far-field Rayleigh pulse but not the interevent-
locked central asperity? Far-field seismic-wave amplitudes originating from sliding 
processes, such as during an earthquake and WIS slip events, are controlled by the time-
derivative of the seismic moment, a measure of the energy released during the event. 
Thus, in order to explain the waveforms of the teleseismic signal it is important to 
completely resolve this moment rate function (MRF) of the fault, defined by the time 
derivative of the seismic moment function M(t) in N-m: 
 M (t) = µD(t)S(t)  [3] 
where µ is the shear modulus in Pa, D(t) is the fault displacement in m, and S(t) is the 
area of the fault in m2. 
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Figure 2.7: (a) Example of combining GPS and seismic time series. Red and blue 
vertical lines mark first and second rupture phases respectively. (b) Comparing seismic 
and GPS signals in the 300- 500-s frequency band: red=seismic, black=GPS. 
 
Winberry et al. [2011] constructed MRFs for WIS slip events, but their analysis 
was hampered due to the fact that GPS records of ice motion have high noise levels in the 
frequency band of the observed teleseismic signals (20-100 s). However, we now have 
coverage over most of the ice stream with in situ GPS instruments that resolve the low 
frequencies (0–0.005 Hz), and seismic sensors that resolve the higher frequencies (0.005–
100 Hz) of ice motion. By combining the GPS and seismic time series into a high-fidelity 
broadband signal of ice motion, we can observe both the high- and low-frequency 
response of WIS. 
To combine the raw seismic and GPS time series, the instrument response of the 
seismometer is deconvolved to velocity over a wide bandwidth (0.001–10 Hz). The GPS 
displacement records are differentiated, and both series are interpolated to a 1-Hz 
sampling rate (Figure 2.7, Appendix Figure A2.5). Filtering each co-located record in the 
period band where seismic and GPS frequencies overlap (e.g. 300–500 s), we see good 
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correlation between the time series in both amplitude and phase (Figure 2.7b). Two zero-
phase filters with 150–500 s linear tapers, high-pass with corner frequency of 150 s for 
the seismic records and low-pass with corner frequency of 500 s for the GPS data, were 
applied with the crossover at 325 s. Using these filters to window in the frequency 
domain, the signals are summed to produce a record containing a complete set of 
frequencies from 0–10 Hz (Figure 2.7a). This method allows us to remove high-
frequency noise observed on the GPS record, while we also are able to record the 
translational offset of the ice stream motion, which is not possible using only a seismic 
sensor. 
We apply a cubic interpolation between adjacent stations with co-located seismic 
and GPS instruments to generate a velocity record for the entire ice stream, and use this 
smoothed field to calculate both slip area and displacement. This convolved record is 
multiplied by the shear modulus of ice (3.5×109 Nm-2) and differentiated with respect to 
time to produce the MRF.  
Figure 2.8 shows the MRF calculated from in situ observations during the first 
two rupture periods, and far-field seismic records for WIS events adjusted for the surface 
wave travel-time. Poor on-ice station coverage in the region of the third phase precludes 
accurate estimation in the later, downstream portion of the rupture and so is not shown. 
The MRF for the grounding-line initiation point shows a much faster initial increase in 
moment rate than the MRF for the central initiation point. This results from the much 
faster rupture velocity (>1 km/s) and expansion of the rupture area for the grounding line 
asperity. Filtering the MRFs into the seismic frequency band of 30-100 s shows that the 
central initiation asperity produces very little radiation at these periods, whereas the  
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Figure 2.8: Representative moment rate functions from central and grounding line 
initiation events. (a,b) Moment rate functions during the first two phases of WIS slip 
calculated from the very-broadband time series. (c,d) Moment rate functions filtered 30–
100 s. (e,f) Teleseismic vertical component signals filtered 30–100 s from VNDA, 
traveltime-adjusted to align with other figures.!
 
grounding line asperity produces a very strong signal within these periods. Thus, the 
speed of the initial rupture expansion explains the different far-field responses for the 
grounding line (1st phase initiation signal) and central initiation points (no 1st phase 
initiation signal). It should be noted that the filtered moment rate functions do not include 
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factors such as the radiation patterns of surface waves and the path response, so we do 
not expect them to match aspects of the observed waveforms such as polarity. 
 
2.5.4 Rupture Directivity from Far-field Seismograms Further! constraints! on! the! initial! ruptures! originating! from! the! grounding!line!can!be!gained!from!the!azimuthal!pattern!of!far6field!radiation.!Using a subset of 
the POLENET/ANET deployment throughout West Antarctica with GSN stations QSPA 
and VNDA, we chose only the highest amplitude signals: Rayleigh wave arrivals 
produced by the grounding line asperity at high tide. The fault surface is approximately 
horizontal near the Earth’s surface so radiation patterns are the same for both single-force 
and double couple solutions: a two-lobe solution [Ben-Menahem and Singh, 1981; 
Kanamori and Given, 1982; Chen et al., 2011]. The horizontality and shallowness of the 
fault surface make it relatively inefficient at radiating far-field seismic energy compared 
to other fault geometries [Ben-Menahem and Singh, 1981]. Directivity, rupture 
propagation close to the velocity of the seismic phase of study, can distort the azimuthal 
radiation pattern depending on fault length, direction of rupture and velocity of rupture. 
The direction of fastest rupture may be in a separate direction to the driving force 
direction. 
Stations VNDA and FISH near Ross Island show strong amplitudes, whereas 
relatively low amplitudes are observed in the many parts of the West Antarctic Ice Sheet. 
In addition, the signals are much stronger at 80-100 s than at 30-50 s, providing 
constraints on the duration of the initial rupture. The strongest amplitudes are observed in 
the downstream direction, suggesting that there is directivity caused by source rupture 
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propagation at velocities close to the shear velocity of the medium [Ben-Menahem and 
Singh, 1981].  
We use windowed time series of expected arrival times based on a Rayleigh wave 
velocity of 3.325 km/s. Spectral amplitude is recorded at bandwidths of 100–80, 80–50 
and 50–30 s. Corrections for attenuation and geometric spreading at angular frequency ω 
were applied to equalize the data at 1000 km: 
 A(ω,φ) = AΔeωφ /2QU
sin(Δ)
sin(δ)  [4a] 
 φ = (Δ−δ)180
π
 [4b] 
where AΔ is the uncorrected amplitude at a station’s angular distance Δ from the source, δ 
is the angular equalization distance to which all data are corrected, and Q and U are the 
effective inverse attenuation and group velocity in km/s, respectively, given by the 
Preliminary Reference Earth Model [Dziewonski and Anderson, 1981] at 200-s period 
[Chen et al., 2011]. 
A single-force model [Kanamori and Given, 1982] with a force direction in the 
direction of ice flow (290°) is used to attempt an estimation of the rupture velocity and 
rupture length, using a finite moving line source model [Ben-Menahem, 1961] to 
calculate a source finiteness factor f(ϕ):  
 f =
sin ωL2vr
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where, L and vr are the rupture length and velocity respectively; c is the phase velocity 
and ϕ is the direction azimuth of the propagating source. The source finiteness factor that 
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contains the propagating fault parameters is then multiplied to the modeled amplitude 
radiation pattern of a horizontal single force source (Figure 2.9). 
 
Figure 2.9: a) Schematic diagram of directivity parameters. Red star shows initiation 
point, ellipses on the slip surface are isochrones of the rupture front, red arrowed line 
show direction of modeled line source which is not necessarily in the direction of slip. b) 
Directivity of grounding line initiation over three spectral bands with respect to the 
azimuth of the station to the source. Black points: spectral amplitudes of stations 
recording WIS first-phase events initiating at high tide at the grounding line spot. Blue 
line: best-fit least-squares model result for a fault dipping at 1° and a single force in the 
direction of 290°. 
 
The location of the grounding-line rupture origin point from the in situ analysis 
relative to the ice stream extent limits the length of the seismogenic region to <60 km 
(Figure 2.10). Observed rupture velocities between stations recording the first responses 
of slip suggest an initial rupture velocity higher than 1 km/s. We find the best-fitting 
a) b) 
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solution to the spectral amplitudes using a grid search over rupture velocity, rupture 
direction, and source length. 
The minimum residual solution over the 30- to 100-s bandwidth, with station 
amplitudes averaged over 20° intervals, gives a rupture velocity of 1.5 km/s, a rupture 
length of 60 km and rupture direction of 309° (Figure 2.9), which is subparallel to the 
WIS flow direction. A 60-km rupture length is the upper limit length variable input to the 
model; determined by a reasonable estimate of grounded ice available in the region. 
Energetic far-field Rayleigh wave arrival from the grounding line initial source is 
produced by relatively rapid rupture (1.5 km/s) in the initial 40 s of the slip event in a 
direction 19° northward of the direction of ice flow. 
 
2.6 Discussion 
Coupled analysis of both on-ice and teleseismic signals has allowed us to locate 
the regions of WIS radiating teleseismic energy, and to better understand variability in 
seismic amplitudes. The source regions for all of the observed far-field Rayleigh wave 
arrivals are asperities in close proximity to the grounding zone (Figure 2.10). These 
asperities are loci of fast rupture propagation and rupture zone expansion that generate 
sudden increases in the moment rate function, producing the observed teleseismic 
radiation of elastic surface waves. These regions are not associated with the maximum ice 
displacement or peak slip velocities during a slip event. This is demonstrated 
conclusively for the initial grounding-line slipping asperity, which shows an initial 
rupture velocity much faster (1.5 km/s) than the average velocity for the entire slip event 
(150 m/s). We interpret these observations in the context of the asperity model for 
earthquake slip, where regions of higher friction show stronger seismic radiation due to 
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larger slip and faster rupture propagation [Lay and Kanamori, 1981; Rice, 1993]. This 
suggests that the WIS grounding line is characterized by higher friction than the 
corresponding upstream areas. 
The increased instrumental coverage on the stick–slip portion of WIS in our study 
allows observation of variations in rupture velocity during slip, providing direct linkage 
between observations on WIS and the far-field seismic signals. It is also possible to track 
the rupture front, the points at which the ice stream accelerates, throughout the slip phase, 
and observe any subsequent accelerations as a result of more resistant regions of the bed. 
This inference of a strong grounding zone is consistent with an emerging body of 
evidence from WIS and surrounding areas. Horgan and Anandakrishnan [2006] found 
long-term stability of the grounding zone location despite the known nonsteadiness of 
flow. The grounding-zone sedimentary wedge detected by Anandakrishnan et al. [2007] 
provides some stabilization topographically [Alley et al. 2007]. Tidally driven flexure 
extending a few kilometers inland is expected to compact subglacial till, strengthening it 
[Walker et al., 2013], and the pattern of surface slope and deformation of internal radar 
layers observed in radar and GPS surveys across the grounding zone are consistent with 
that modeled strong zone [Christianson et al., 2013]. 
The first phase of fast rupture and ice-stream acceleration initiates at one of two 
separate regions. The interevent-locked central initiation asperity is located near the 
upstream part of the stick-slip region. This spot is not located beneath Ice Rise A as 
originally thought [e.g. Wiens et al., 2008] but 25 km upstream of this topographical 
feature. This suggests that the reason for this ‘sticky’ patch is more likely to be associated 
with geological or hydrological control, perhaps with a local absence of deformable till or 
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a locally drained region [Stokes et al., 2007]. The lack of high rupture speeds at the 
central asperity may be related to the fact that it is surrounded by completely grounded 
ice that inhibits high-speed rupture. 
Figure 2.10: Summary map showing proximity of seismicity generating areas to 
grounding line. For the grounding line initiation the length and direction of rupture 
determined by the directivity analysis is marked (red arrow). Lined region denotes part of 
the ice stream where first motion is after the second rupture phase has initiated, this 
region does not observe the first rupture propagation. SLE – Subglacial Lake Engelhardt. 
Black line – grounding line from MODIS MOA [Scambos et al., 2007]. 
 
The grounding-zone initiation asperity is located on the southern edge of WIS. 
The increase in moment rate from the grounding zone is much faster even with lower 
maximum moment release than that during a centrally initiated event, resulting in the 
generation of seismic signals observed at teleseismic distances. Additionally, the 
directivity of the far-field seismic amplitudes indicates that the first slip phases associated 
with the grounding zone begin with fast rupture (~1.5 km/s) along a 60-km region 
subparallel to, and very close to, the grounding zone (Figures 2.9, 2.10). 
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The second-rupture motion (8–10 min after first-phase onset) initiates at the 
northern edge of WIS, confirmed by both the in situ and far-field locations, at the 
downstream end of Subglacial Lake Engelhardt. The ice to the south of this location 
remains stationary during first-phase motion, suggesting a strong ice–bed interface. 
Winberry et al. [2011] calculated the hydraulic potential surface in this region to be 
relatively high compared to other basal regions of WIS, implying that the subglacial till 
in this region is well drained. Nearby Subglacial Lake Engelhardt provides a frictionless 
surface allowing rupture to propagate elastically across its length, and concentrating 
stress at its downstream end. Sufficient water is likely to persist to facilitate this 
propagation even following lake drainage events [Fricker and Scambos, 2009]. 
The third rupture phase, occurring 6–12 min after the second [Wiens et al., 2008], 
is not a stopping phase but instead is identified as a final acceleration of the downstream 
part of WIS in a region with a relatively complex grounding zone (Figure 2.10) [Brunt et 
al. 2010]. Both the 2010 and 2011 arrays sampled this acceleration poorly, so an accurate 
source location of the third phase is not well constrained by our in situ and far-field 
locations. The cause of this acceleration observed upstream of the potential location is 
likely the breaking of an additional asperity. This third acceleration phase, like the second 
rupture phase, causes some upstream regions to increase in velocity. 
We find features of the rupture dynamics of WIS that are comparable to, but are 
much easier to observe than, the complex faulting observed during earthquakes. The WIS 
rupture develops much slower than typical tectonic earthquakes, total duration is ~30 min 
or less and can be observed geodetically. The WIS rupture velocities are ~0.8 times the 
shear velocity in ice (1.8 km/s) at least shortly after the 1st and 2nd rupture onsets, in 
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agreement with predictions from rupture mechanics [e.g. Kanamori and Brodsky, 2004]. 
Between the major rupture episodes, the rupture velocity slows to about 150 m/s, perhaps 
indicating a different mechanical rupture mode away from the high-stress asperities. 
Pulsed rupture is observed as a healing front that follows the rupture front [Brune, 1970], 
consistent with low stress state regimes [Zheng and Rice, 1998]. Complex rupture 
involving back-propagation [e.g. Gabriel et al., 2012] is also directly observed; the 
entirety of WIS does not slip concurrently, but regions slip one after another (second- and 
third-phase motion). Secondary accelerations affect slip velocities in already ruptured 
regions that are undergoing healing, either increasing their velocity or reducing their 
deceleration. In this case, velocity functions are asymmetrical where the healing front is 
much slower than the rupture.  
 
2.7 Conclusions 
We have been able to accurately locate the onset of the first two phases of WIS 
slip using beamforming techniques, and to monitor rupture propagation using 
seismometers and GPS placed directly on the ice stream. Initial onset of slip occurs from 
one of two locations, depending on recurrence interval and tidal height. Rupture 
propagates initially close to the shear wave velocity causing directivity in teleseismic 
radiation, before decelerating to <1 km/s. The second phase of WIS acceleration initiates 
from the downstream end of Subglacial Lake Engelhardt, and from a point not directly 
influenced by the first phase, reaccelerating fast slip of WIS. The final, third phase of 
WIS acceleration is not well constrained by our data, although it particularly affects the 
farthest-downstream regions of WIS and could be the acceleration of the rupture out onto 
the Ross Ice Shelf. Each of the three asperities that produce far-field seismic radiation is 
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located close to or in the grounding zone, suggesting these regions can support high shear 
stresses and display fast rupture expansion when the yield stress is exceeded. 
WIS slip events are in many ways similar to long-duration earthquakes. Motion 
between rupture events is retarded in high-friction regions, causing stress to build up.  
When these asperities break, rupture propagates with varying velocity, and seismic 
energy is released. Being able to place geophysical equipment directly above a regularly 
slipping fault is a unique opportunity allowing us to study earthquake-like properties in 
slow motion, a rare occurrence in seismology. In this case the geology is simple 
compared to earthquake shear zones, and instrumentation can be placed directly above 
the fault surface without cultural interference. However, differences to natural 
earthquakes lie in the material properties of the fault zone. Freezing-on at the ice–bed 
interface likely occurs between slips [Winberry et al., 2009], and driving stresses are 
small, with the system being highly sensitive to small stress fluctuations caused by ice 
flexure. 
We are now able to understand and interpret the far-field observations in terms of 
the spatial variation in WIS bed properties and their effect on the slip events. Distant 
seismic observations thus allow a long and consistent time series of WIS slip event 
characteristics, thus providing a valuable dataset to study the deceleration and presumed 
stagnation of the WIS. 
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Appendix 
Table A2.1: WIS station locations December 2010 – February 2011 
Station Name Seismic Sensor Latitude Longitude GPS 
BB01 Trillium 120PA -84.2955 -158.1631 Yes 
BB02 Trillium 120PA -84.3813 -158.8307 Yes 
BB03 Trillium 120PA -84.2097 -157.6530 Yes 
BB04 Trillium 120PA -84.0954 -157.2692 Yes 
BB05 Trillium 120PA -84.3392 -159.8550 Yes 
BB06 Trillium 120PA -84.3774 -155.8841 Yes 
BB07 Trillium 120PA -84.3234 -157.1369 Yes 
BB08 Trillium 120PA -84.4529 -160.6525 Yes 
BB09 Trillium 120PA -84.4249 -159.1705 Yes 
BB10 Trillium 120PA -84.0705 -159.0350 Yes 
BB11 Trillium 120PA -84.3860 -157.9043 Yes 
BB12 Trillium 120PA -84.2306 -160.7777 Yes 
BB13 Trillium 120PA -84.4676 -159.3338 Yes 
BB14 Trillium 120PA -84.1902 -156.0544 Yes 
BB15 Trillium 120PA -84.2611 -159.0979 Yes 
BB16 Trillium 120PA -84.5569 -158.6476 Yes 
BB17 Trillium 120PA -84.5522 -156.8072 Yes 
IP01 Guralp CMG-40 -84.3512 -160.9230 Yes 
IP02 Guralp CMG-40 -84.1706 -157.4155 No 
IP03 Guralp CMG-40 -84.3228 -158.6915 Yes 
IP04 Guralp CMG-40 -84.3553 -157.9700 Yes 
IP06 Guralp CMG-40 -84.1604 -158.5947 No 
IP08 Guralp CMG-40 -84.3180 -158.3169 No 
IP09 Guralp CMG-40 -84.3115 -158.2650 No 
IP10 Guralp CMG-40 -84.4435 -156.9705 Yes 
IP11 Guralp CMG-40 -84.1357 -158.1171 Yes 
IP12 Guralp CMG-40 -84.2696 -159.8556 No 
IP13 Guralp CMG-40 -84.3478 -158.4320 No 
IP14 Guralp CMG-40 -84.4042 -159.6789 No 
IP16 Guralp CMG-40 -84.2475 -158.3060 No 
IP17 Guralp CMG-40 -84.3184 -158.2404 No 
IP18 Guralp CMG-40 -84.4686 -158.6179 No 
IP19 Guralp CMG-40 -84.1823 -159.4674 No 
IP20 Guralp CMG-40 -84.1309 -160.3254 Yes 
IP21 Guralp CMG-40 -83.7512 -160.4599 Yes 
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Table 2.2: WIS stations locations December 2011 
Station Name Seismic Sensor Latitude Longitude GPS 
G000 No sensor -84.1869 -152.0862 Yes 
G001 No sensor -84.1571 -155.2830 Yes 
S002 Trillium 120PA -84.4061 -155.2883 No 
G003 No sensor -84.5569 -155.6453 Yes 
GS04 Trillium 120PA -84.4378 -156.9748 Yes 
GS05 Trillium 120PA -84.6498 -159.0151 Yes 
GS06 Trillium 120PA -84.0957 -157.2631 Yes 
GS07 Trillium 120PA -84.3756 -158.8953 Yes 
S008 Trillium 120PA -84.4687 -159.3565 No 
GS09 Trillium 120PA -84.5542 -159.9671 Yes 
S010 Trillium 120PA -84.6343 -160.4805 No 
GS11 Trillium 120PA -84.0663 -159.0230 Yes 
G012 No sensor -84.3501 -160.9359 Yes 
GS13 Trillium 120PA -84.5542 -162.2779 Yes 
GS14 Trillium 120PA -83.9517 -159.7535 Yes 
GS15 Trillium 120PA -84.2695 -162.2157 Yes 
GS16 Trillium 120PA -83.8214 -159.5671 Yes 
GS17 Trillium 120PA -83.8871 -161.0563 Yes 
GS18 Trillium 120PA -83.7672 -160.7969 Yes 
 
Table 2.3: POLENET and GSN station locations 
Station Name Latitude Longitude Elevation First Start Last End 
POLENET/ANET 
BEAR -74.55 -111.85 384.2 1/14/11 12/31/12 
BYRD -80.02 -119.47 1522 1/13/10 12/31/12 
CLRK -77.32 -141.85 1041.8 1/5/10 12/31/12 
DEVL -81.48 161.97 101.2 12/15/08 12/31/12 
DNTW -76.46 -107.78 1036 1/3/10 12/31/12 
DUFK -82.86 -53.2 967.2 1/15/07 12/31/12 
FALL -85.31 -143.63 288.9 12/29/09 12/31/12 
FISH -78.93 162.57 273.1 1/20/09 12/31/12 
HOWD -77.53 -86.77 1495.1 1/9/08 12/31/12 
KOLR -76.15 -120.73 1887.4 1/18/10 12/31/12 
LONW -81.35 152.74 1548.1 1/29/08 12/31/12 
MECK -75.28 -72.19 1086.3 1/8/08 12/31/12 
MILR -83.31 156.25 1899.6 2/10/08 12/31/12 
MPAT -78.03 -155.02 540.2 12/18/07 12/31/12 
PECA -85.61 -68.55 1513.3 1/15/08 12/31/12 
SILY -77.13 -125.97 2093 1/6/10 12/31/12 
SIPL -81.64 -148.96 650.6 12/17/07 12/31/12 
ST01 -83.23 -98.74 2032.7 1/27/10 12/31/12 
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ST02 -82.07 -109.12 1792.4 1/20/10 12/31/12 
ST03 -81.41 -113.15 1655.5 1/20/10 12/31/12 
ST04 -80.72 -116.58 1519 1/17/10 12/31/12 
ST06 -79.33 -121.82 1520.5 1/17/10 12/31/12 
ST07 -78.64 -123.8 1586.7 1/16/10 12/31/12 
ST08 -77.95 -125.53 1775.7 1/17/10 12/31/12 
ST09 -76.53 -128.47 2245.6 1/17/10 12/31/12 
ST10 -75.81 -129.75 1745.9 1/21/10 12/31/12 
ST12 -76.90 -123.82 2197.1 1/17/10 12/31/12 
ST13 -77.56 -130.51 1863.5 1/18/10 12/31/12 
ST14 -77.84 -134.08 1643.1 1/18/10 12/31/12 
SURP -84.72 -171.2 407.6 2/9/08 12/31/12 
THUR -72.53 -97.56 240.1 1/19/11 12/31/12 
UNGL -79.77 -82.52 744.5 12/28/10 12/31/12 
UPTW -77.58 -109.04 1333.5 1/26/11 12/31/12 
WAIS -79.42 -111.78 1799.3 2/5/09 12/31/12 
WHIT -82.68 -104.39 2342.4 1/19/10 12/31/12 
WILS -80.04 -80.56 694.5 1/10/08 12/31/12 
WNDY -82.37 -119.41 944.9 1/27/10 12/31/12 
      
GSN 
QSPA -89.93 144.44 2850 1/8/03 Present 
VNDA -77.52 161.85 151 12/28/93 Present 
 
Table 2.4: Origin times of slip events. Origin times are picks of the first motion on the 
first station that observes fast slip. Tidal heights are from the CATs2008a tidal model 
[pers. comm., L. Padman, 2008]. Observations are made at GSN station VNDA, if no 
identification can be made, perhaps due to a passing seismic waves from other 
teleseismic events, then no result is stated. 
Event # Origin Time mm/dd/yy hh:mm:ss 
Tidal Height 
at Slip (m) 
Origin 
Location 
1st phase observed 
at VNDA 
1 12/14/10 12:50:05 0.2208 Grounding line Yes 
2 12/15/10 13:37:14 0.2442 Grounding line Yes 
3 12/16/10 13:36:43 0.3131 Grounding line Yes 
4 12/17/10 14:06:04 0.4154 Central No 
5 12/17/10 23:15:08 -0.9221 Grounding line Yes 
6 12/18/10 13:06:07 0.7627 Central No 
7 12/18/10 22:47:07 -0.9782 Grounding line - 
8 12/19/10 14:11:43 0.8375 Central No 
9 12/20/10 0:25:35 -1.175 Grounding line Yes 
10 12/20/10 15:32:02 0.827 Central - 
11 12/21/10 15:56:12 0.9421 Central No 
12 12/22/10 0:44:09 -1.31 Grounding line - 
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13 12/22/10 16:01:04 1.027 Central No 
14 12/23/10 1:01:42 -1.283 Grounding line - 
15 12/23/10 17:26:41 0.8533 Central No 
16 12/24/10 17:52:23 0.7445 Central No 
17 12/25/10 2:59:04 -1.002 Grounding line Yes 
18 12/25/10 17:44:53 0.5511 Central No 
19 12/26/10 4:12:07 -0.7069 Grounding line Yes 
20 12/26/10 18:16:00 0.2571 Central No 
21 12/27/10 16:58:04 0.005412 Central No 
22 12/28/10 17:06:21 -0.1855 Central No 
23 12/29/10 9:47:13 0.4155 Central No 
24 12/29/10 18:34:50 -0.486 Grounding line Yes 
25 12/30/10 11:22:03 0.5774 Central No 
26 12/30/10 20:36:45 -0.9127 Grounding line Yes 
27 12/31/10 12:46:26 0.6685 Central No 
28 12/31/10 22:12:56 -1.24 Grounding line Yes 
29 1/1/11 14:40:55 0.6638 Central No 
30 1/2/11 15:12:18 0.7164 Central No 
31 1/2/11 22:59:01 -1.324 Grounding line - 
32 1/3/11 15:15:44 0.7422 Central No 
33 1/4/11 0:21:10 -1.403 Grounding line Yes 
34 1/4/11 16:34:37 0.641 Central No 
35 1/5/11 3:52:45 -1.066 Grounding line - 
36 1/5/11 18:42:26 0.4077 Central No 
37 1/6/11 17:22:10 0.4263 Central No 
38 1/7/11 3:41:36 -0.9313 Grounding line Yes 
39 1/7/11 18:01:59 0.2704 Central No 
40 1/8/11 17:43:53 0.2133 Central No 
41 1/9/11 18:13:16 0.09427 Central - 
42 1/10/11 8:31:13 0.09446 Central No 
43 1/10/11 19:11:26 -0.08812 Central No 
44 1/11/11 9:44:40 0.2415 Central - 
45 1/11/11 20:37:21 -0.3494 Central - 
46 1/12/11 10:17:08 0.3613 Central No 
47 1/12/11 22:49:35 -0.6532 Grounding line - 
48 1/13/11 12:05:24 0.3179 Central - 
49 1/14/11 11:31:37 0.6022 Central No 
50 1/14/11 21:20:35 -0.6661 Grounding line Yes 
51 1/15/11 11:33:28 0.8194 Central No 
52 1/15/11 21:23:20 -0.7641 Grounding line Yes 
53 1/16/11 12:53:13 0.7912 Central No 
54 1/17/11 14:30:23 0.685 Central No 
55 1/17/11 23:32:33 -1.158 Grounding line Yes 
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56 1/18/11 14:57:42 0.7768 Central - 
57 1/19/11 15:47:52 0.7688 Central No 
58 1/20/11 0:33:36 -1.213 Grounding line Yes 
59 1/20/11 15:53:18 0.7567 Central No 
60 1/21/11 1:49:27 -1.144 Grounding line Yes 
61 1/21/11 18:38:59 0.5429 Central No 
62 1/22/11 15:23:45 0.3082 Grounding line Yes 
63 1/23/11 0:35:35 -0.5697 Grounding line - 
64 1/23/11 19:25:49 0.2665 Central No 
65 1/24/11 13:19:54 -0.08412 Central No 
66 1/25/11 2:40:20 -0.199 Central No 
67 1/25/11 14:19:09 -0.2054 Central - 
68 1/26/11 12:26:25 0.219 Central No 
69 1/27/11 10:59:00 0.5743 Grounding line - 
70 1/27/11 19:04:48 -0.7505 Grounding line Yes 
71 1/28/11 10:37:11 0.7358 Central No 
72 1/28/11 19:21:49 -0.7521 Grounding line Yes 
73 1/29/11 11:26:55 0.747 Central - 
74 1/29/11 20:16:20 -0.8196 Grounding line Yes 
75 1/30/11 12:47:45 0.6538 Central No 
76 1/30/11 21:49:03 -1.055 Grounding line Yes 
77 1/31/11 15:00:07 0.5148 Grounding line Yes 
78 2/1/11 1:28:24 -1.27 Grounding line - 
79 2/1/11 18:23:59 0.346 Central No 
80 12/3/11 11:28:09 0.1136 Grounding line Yes 
81 12/4/11 9:01:13 -0.5682 Grounding line Yes 
82 12/5/11 11:11:54 0.1351 Central No 
83 12/6/11 15:20:57 0.4236 Grounding line Yes 
84 12/7/11 13:21:12 0.4239 Central No 
85 12/7/11 22:28:52 -0.7473 Grounding line Yes 
86 12/8/11 13:42:24 0.5432 Central No 
87 12/9/11 0:03:23 -0.8817 Grounding line Yes 
88 12/9/11 15:14:26 0.5766 Central No 
89 12/10/11 15:44:53 0.6477 Central No 
90 12/11/11 2:50:22 -0.761 Grounding line Yes 
91 12/11/11 16:51:57 0.6033 Central No 
92 12/12/11 16:41:11 0.7553 Central No 
93 12/13/11 2:42:09 -0.7793 Grounding line Yes 
94 12/13/11 17:25:12 0.6914 Central No 
95 12/14/11 17:40:05 0.6484 Central No 
96 12/15/11 18:13:22 0.4971 Central No 
97 12/16/11 17:56:23 0.3142 Central No 
98 12/17/11 11:59:52 0.141 Grounding line Yes 
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99 12/18/11 0:09:55 -0.1888 Grounding line Yes 
100 12/18/11 15:23:30 0.06222 Central No 
101 12/19/11 12:25:29 0.3486 Grounding line Yes 
102 12/20/11 13:13:40 0.4942 Grounding line Yes 
103 12/21/11 13:14:59 0.654 Central No 
104 12/21/11 21:19:56 -1.008 Grounding line Yes 
105 12/22/11 13:30:46 0.7659 Central No 
106 12/22/11 21:50:36 -1.116 Grounding line Yes 
107 12/23/11 14:32:00 0.8397 Central No 
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Methods A2.1: Frequency-Wave Number Analysis 
As a complement to the spherical beamforming method, we use plane-wave 
frequency-wavenumber method on the 2010–2011 array data as an additional constraint 
on the rupture velocity close to the source region (<50 km) for selected slip phases. This 
method provides superior constraints on velocity estimation, but is limited in that it only 
provides azimuthal constraints on source location. This analysis was only used on the 
2010–2011 data due to the preferential station array arrangement providing a good array 
response function to signals arriving from all azimuths. Additionally, this method 
requires an approximately planar rupture front, limiting application to observations of 
rupture fronts sourced from outside of the array. Thus, only first pulses from downstream 
ruptures and the second pulses for all events (Figures 2.4; A2.3). The first pulse of high-
tide events was located within the array while the third pulse did not propagate with 
sufficient amplitude to be well recorded by the array. As the array was situated well 
upglacier of each source considered, the rupture fronts were approximately planar when 
observed and provide no information on downglacier propagation, which may have a 
somewhat higher velocity as explained in section 4.4. 
 
Frequency wavenumber (fk) analysis has the advantage of measuring both the 
backazimuth (θ) and apparent horizontal slowness (us) of a propagating pulse 
simultaneously [Aki and Richards, 1980; Rost and Thomas, 2002]. A grid search is 
performed over a range of backazimuths and slowness to find the best parameter 
combination to produce the highest amplitude signals u0. The array output of N station 
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with seismograms s(t) located at a direction vector rn from an array reference point for a 
set of slowness vectors u is: 
 
However, computation is done in the frequency domain to reduce processing time and so 
for a slowness vector (u) there is a corresponding wave number vector (k) where the 
energy E recorded by the array is: 
 
where k0 is the wavenumber vector for u0, and: 
 
is the horizontal slowness of the propagating pulse, and 
 
is the backazimuth. For examples and further discussion about this array method see Rost 
and Thomas [2002]. 
Here, we grid-search over a frequency range of 0.01–1 Hz, setting a maximum 
slowness to 150 s/deg, which we found, produced good quality, coherent waveforms for 
both 1st and 2nd phase seismic signals. This analysis reveals velocities in the range 1–
1.5 km/s, similar to those estimated from the beamforming, which confirms higher 
propagation speeds than earlier studies [Wiens et al., 2008; Walter et al., 2011] (Figures 
A2.1; A2.2).  
y(t) = 1N s t +[(u0 −u)•rn ]{ }n=1
N
∑
E(k − k0 ) = y2 (t)dt
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∞
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Figure A2.1: Rupture velocities derived from frequency-wavenumber analysis during the 
deployment of the 2010–2011 array. The 2nd rupture phase velocity (blue dots) trends 
linearly with recurrence time for all events. Grounding line initiation of the 1st rupture 
phase (red dots) generally plots at similar rupture velocities as that of the 2nd rupture 
phase. Central initiation events are not analyzed, as the plane-wave method is not 
suitable. These rupture velocities are recorded a period of time after initiation and so are 
not rupture velocity at initiation which is likely higher. Both phases initiate north and 
south of the 2010–2011 array so we are observing the across stream propagation 
velocities which are less than the downstream propagation speeds (see section 3.3). 
Outliers are bounded by ellipses and are likely due to the stress field not being 
completely returned to typical values after the first slip following a skip. Subsequent low 
tides display lower than typical velocities at the grounding line initiation location and 
higher than typical velocities at the 2nd rupture initiation location. 
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Figure A2.2: Normalized slowness maps of results shown in Figure A2.1 for 1st rupture 
low tide events (a) and 2nd rupture events (b). White ‘x’ marks maximum power.  
  
 57 
In Situ and Far-field Seismograms 
Figure A2.3: Rupture moveout observed by raw seismograms on WIS. Due to the 
arrangement of stations during the December 2011 deployment, the 1st rupture phase 
moveout of a central initiating event can be observed both downstream (red dashed line) 
and more slowly across stream (green dashed line). 2nd (blue dashed line) and 3rd (black 
dashed line) are observed to propagate back across stream. Distance scale is determined 
from the central initiation spot. 
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Figure A2.4: Representative record section of WIS far-field seismograms throughout 
West Antarctica showing each phase moveout. Time and distance is relative to the origin 
time and location of this grounding line initiating event. Not all POLENET stations are 
shown for clarity. 
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Combining GPS and Seismic Records 
 
Figure A2.5: a) Map of stations with co-located GPS and seismic instrumentation. We 
are able to calculate the slip functions (D(t) and S(t) in Eqn. 3) within the array. b) Zero-
phase linear tapers used to window signals in the frequency domain. !
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Chapter 3: Microseism analysis and 
Southern Ocean storm tracking using a 
seismic array in West Antarctica 
 
3.1 Abstract 
The proximity of Southern Ocean storms coupled with seasonal variation in sea 
ice make Antarctica ideal for the study of microseism sources. We explore frequency-
dependent beamforming results using a short-duration, 60 km aperture, broadband 
seismic array located on the Whillans Ice Stream, West Antarctica. Locations of single-
frequency microseism (13–16 s periods) generation are in regions where the continental 
shelf is ice-free, consistent with previous studies, and show Rayleigh wave sources 
remaining at consistent back azimuths throughout the duration of the array. Beamforming 
analysis of daily noise correlations shows that long-period double-frequency microseisms 
(9–11 s) consist predominantly of Rayleigh waves excited by storms in the Southern 
Ocean. Modelling of source locations based on wave-wave interaction provides a good fit 
to our data at these periods. We show that short-period double-frequency microseisms 
(5–7 s) in Antarctica are crustal phase Lg and body waves. Lg arrivals propagate through 
regions of continental crust and our preferred interpretation is that the Lg energy is 
generated when storm systems interact with the sea ice-free continental shelf during 
austral summers. High-frequency (0.5–3 Hz) microseismic body waves are observed and 
back project to regions that correlate with oceanic storm systems in both the Southern and 
Northern Hemispheres. 
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3.2 Introduction 
The seismic noise field contains continuous microseisms, which are ground 
oscillations generated independent of any earthquake activity.  These microseisms consist 
of propagating seismic waves generated by interactions between the atmosphere, ocean 
and the solid Earth that are observed as peaks within the background seismic amplitude 
spectrum predominantly between 3 s and 30 s period. It is generally understood that these 
microseisms are sourced from ocean gravity waves [Longuet-Higgins, 1950; 
Hasselmann, 1963]. Noise spectra show two peaks at ~14 s and 5–7 s referred to as 
single-frequency (SF, or primary) and double-frequency (DF, or secondary) microseisms 
respectively [Haubrich et al., 1963; Hasselmann, 1963; Bromirski and Duennebier, 2002; 
Ardhuin et al., 2011, 2012]. Microseisms are mainly characterized by long-period surface 
waves including both Rayleigh and Love waves [Haubrich et al., 1963]. While the 
relative amplitude between the SF and DF peaks varies, microseisms are almost always 
dominated by DF surface waves.  Relatively smaller amplitude body wave microseisms 
have also been observed [Backus et al., 1964; Haubrich and McCamy, 1969; Gerstoft et 
al., 2006a] including core phases [Gerstoft et al., 2008; Koper et al., 2009, 2010; Landès 
et al., 2010]. DF microseism body waves have been detected using seismic arrays [Koper 
et al., 2009, 2010; Obrebski et al., 2013; Euler et al., 2014], and appear to originate from 
the center of storms over the deep ocean. 
 SF microseism source locations have been inferred to be coastal, continental shelf 
sites [Cessaro, 1994]. These waves are generated at the same frequency as ocean gravity 
waves and appear to be due to the interaction of shoaling ocean swells causing pressure 
fluctuations on the continental shelf [Hasselmann, 1963; Cessaro, 1994]. DF surface 
wave microseisms, at twice the frequency of ocean gravity waves, have also been 
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inferred to be due to coastal interactions [Bromirski et al., 2005, 2013; Bromirski and 
Gerstoft, 2009], although recent body wave studies have also provided evidence for an 
open ocean source [e.g. Kedar et al., 2008]. DF microseism generation theory uses the 
interaction of two gravity waves travelling in opposite directions. This interaction creates 
standing waves on the ocean surface that cause pressure fluctuations on the seafloor at 
twice the ocean wave frequency, exciting mainly P and SV seismic waves in the solid 
Earth [Kedar et al., 2008, Kedar, 2011]. The resulting surface waves are dominantly 
Rayleigh waves [Gualtieri et al., 2013]. This type of excitation is heavily influenced by 
ocean bathymetry. Longuet-Higgins [1950] proposed that long-period DF microseisms 
are mainly excited at deeper ocean depths, although excitation coefficients are not zero in 
shallower water so a near-shore component cannot be discounted. Short period DF 
microseisms are mainly excited closer to the continental shelf slope [Longuet-Higgins, 
1950]. 
 The use of seismic arrays provides a powerful tool to analyze propagating waves 
comprising a diffuse noise field. Filtering by slowness, azimuth and frequency can 
increase the signal amplitude allowing study of arrivals unresolvable by a single station 
[e.g. Burg, 1964; Rost and Thomas, 2002, 2009]. By beamforming seismograms between 
stations within the array at a variety of slownesses and azimuths, it is possible determine 
the direction and velocity at which waves, at a particular frequency band, propagate 
across the array during a given time period. The use of arrays to study microseism surface 
and body waves have been highly successful in locating noise sources, especially when 
combining datasets of multiple arrays around the world [e.g. Koper et al., 2010; Landès 
et al., 2010; Euler et al., 2014]. 
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 Many microseism source studies have focused on northern hemisphere datasets 
[Bromirski et al., 2002, 2013; Kedar et al., 2008; Koper et al., 2009; Ardhuin et al., 
2011]. Recently there has been a view to extend source locations more globally to include 
the Southern Ocean [Gerstoft et al., 2008; Landès et al., 2010; Stutzmann et al., 2012; 
Traer et al., 2012; Euler et al., 2014; Reading et al., 2014; Gal et al., 2015]. However, 
none of these studies include array data from Antarctica. The situation of Antarctica 
makes it an ideal location for understanding the factors important for noise generation in 
various frequency bands. Numerous strong storms migrate around Antarctica in the 
Southern Ocean that surrounds the continent. Sea ice builds out along the coastline during 
the winter months and can extend over the edge of the continental shelf, reducing 
microseism generation by eliminating ocean wave forcing on the continental shelf [Webb, 
1998; Grob et al., 2011; Anthony et al., 2015]. This natural experiment afforded by 
changing sea ice conditions allows us to investigate the locations off the coast where 
microseisms are generated. 
 The study of microseisms in Antarctica has thus far been restricted by the 
distribution and configuration of seismic arrays. Dense seismic arrays in Antarctica have 
so far been limited to small, temporary deployments mainly used to study cryo-seismicity 
[e.g. Blackenship et al., 1987; Winberry et al., 2013; Pratt et al., 2014] and volcanic 
sources [e.g. Rowe et al., 1998]. More permanent arrays have recently been installed on 
the continent (e.g. Neumayer Watz-Array, part of the GEOFON program located in Coats 
Land), however these are either narrow aperture arrays, not well-suited to microseism 
studies, or large regional networks (e.g. TAMSEIS, GAMSEIS and POLENET/ANET) 
designed to study the solid Earth [e.g. Lawrence et al., 2006; Heeszel et al., 2013]. 
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Figure 3.1: a) Southern Ocean bathymetry from ETOPO1 [Amante & Eakins, 2009] and 
sea ice extent. Red contour shows the sea ice extent for 1st December 2010 while the 
white contour corresponds to 31st January 2011 [Cavelieri et al., 1996, updated yearly]. 
Geographic regions of interest to this study are marked with the following acronyms: AP 
– Antarctic Peninsula; CR – Conrad Rise; D-M – Dronning-Maude Land; GV – George 
V Land; K – Kerguelen Plateau; SA – Scotia Arc.  The WIS seismic array location is 
marked by the red star, and the locations of the POLENET/ANET stations SURP & 
MPAT are indicated. b) Sea ice extent as a function of time for a typical year during the 
dates of the WIS Array deployment [Cavelieri et al., 1996, updated yearly]. 
 
 In this chapter we use an Antarctic seismic array deployed over the 2010–2011 
Austral summer to study the effect of storms and sea ice on the generation of 
microseisms in the Southern Ocean. Although the array was deployed for less than two 
months, the sea ice extent changed dramatically, falling from 12.286×106 km2 on 12th 
Dec 2010, to 3.019×106 km2 on 31st Jan 2011 [Cavelieri et al., 1996, updated yearly], a 
decrease of 75.4% (Figure 3.1). As well as studying the microseism noise levels 
throughout the two months of deployment, we also monitor daily azimuthal microseism 
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variations for the first time for an Antarctic based array. This dataset provides important 
insights about the excitation mechanisms of SF and DF microseisms. 
 
 
Figure 3.2: a) Map of the 17 WIS Array stations used in this study. Note that the map is 
oriented with up corresponding to grid north (the convention used for polar maps in this 
study) while the azimuth for true north is marked by the arrow.  b) Array response 
functions for a unit amplitude incident wave with slowness of 0 s/deg (i.e. vertical 
propagation) at periods of 15 s, 10 s and 6 s. Response functions are truncated at -12 dB 
to focus on the more significant slowness aliasing features. The projection used for all f-s 
plots, excluding back projections to specific global locations, is oriented towards “grid 
north”, consistent with the map projections. 
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3.3 Data 
We analyze data from a moderate aperture (~60 km) seismic array deployed on 
the Whillans Ice Stream (WIS) originally designed for glacial studies [Winberry et al., 
2013, 2014; Pratt et al., 2014] (Figure 3.2a, Appendix Table A3.1), as well as two long-
duration POLENET/ANET broadband seismometers (MPAT and SURP). The WIS Array 
operated from December 12, 2010 to January 30, 2011 and consisted of 17 Nanometrics 
Trillium 120PA broadband stations arranged in offset concentric circles around an array 
center at 84.2955˚S, 158.1631˚W (Station BB01). The offset of the stations from a 
regular grid pattern helps optimize the array response function by minimizing geometric 
artefacts known as slowness aliasing [Haubrich, 1968; Kværna, 1989; Kennett, 2015]. 
Furthermore, this roughly circular arrangement provides excellent azimuthal resolution 
consistency that would not be as uniform for a linear or cross array [e.g. Rost and 
Thomas, 2002]. 
 To describe the performance of the array for resolving wave slowness in the 
microseism bands, we produce the array response function (ARF) for a plane wave 
arriving with a slowness of 0 s/deg (!") to best show spatial artefacts. The ARF as a 
function of wave number, #, is described from Rost and Thomas [2002] by: 
 $%& # − #( ) = 1, - )./ #0#1 ⋅345678
)
 [1] 
Where 36is the position vector of the nth station relative to the center of the array and the 
wave number vector is defined by: 
 # = 9:, 9< = = ⋅ ! = =>" (cos C , sin C) [2] 
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= is the angular frequency, >" is the surface velocity across the array and C is the back 
azimuth. #( is the wave number vector corresponding to !". The resulting ARF shows 
that the array has good resolution and only minor artefacts across the microseism band 
(Figure 3.2b), with the possible exception of spatial artefacts for 6 s periods at 145˚ and 
325˚ that may interfere with identification of fundamental mode Rayleigh wave phase 
velocities at 35–40 s/deg. 
 
3.4 Methods 
3.4.1 Power Spectral Density functions 
We calculate the average power spectral density (PSD) of all the stations in the 
array for each day of operation. The PSD operates on a windowed time series, using a 
10% cosine taper to avoid edge effects, and takes the discrete Fourier transform to 
calculate the amplitude spectrum: 
 & 9Δ= = ΔH I(JΔH)-0/K6).550867"  [3] 
 LMN = 2&)(9Δ=)P  [4] 
where ΔH is the sampling interval, I(JΔH) is the windowed time series, , is the number 
of samples with 9 the sample number, and P the length of the time window. The output is 
then smoothed using a 5-point moving average [Herrmann, 2013]. Earthquakes are not 
removed from the windows, and so to limit their impact on our analysis we take the 
median of eight non-overlapping 3-hour windows to obtain the daily PSD function. 
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3.4.2 Correlograms 
It has long been established that a coherent signal representing the Green’s function (or 
the response of the Earth to an impulsive source) can be extracted by the cross-correlation 
of the ambient seismic noise of two contemporaneous time series [Weaver and Lobkis, 
2001a,b; Shapiro and Campillo, 2004]. Stacks of windowed cross-correlations increase 
the signal-to-noise of the Greens functions allowing study of emergent waves travelling 
between two stations. The highest amplitude signals are the surface waves that are by far 
the most utilized in ambient noise tomography studies [e.g. Larose et al., 2005; Gerstoft 
et al., 2006b]. 
 Seismic time series were windowed every 10 min (with a 5 min overlap), 
processed following steps in Bensen et al. [2007], and correlated with all other stations in 
the array producing constraints on wave propagation along 136 unique paths. These 
correlograms were then stacked, per day and then by month as the signal-to-noise ratio 
for microseisms generally increases with the length of the time series. Earthquakes are 
not removed from the time series but are effectively suppressed due to the processing 
steps and averaging. Providing the earthquake magnitude is large enough (M≥6) it will 
overshadow the microseisms over the course of the day. This allows us to identify 
contamination from known locations of large earthquake epicenters using back 
projection. 
 
3.4.3 Beamforming and back projection 
We beamform the daily and monthly sets of stacked correlograms for each 
particular microseism band over a range of horizontal slowness magnitudes and azimuths 
to analyze wave propagation across the array. A conventional frequency-wavenumber (f-
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k) approach [e.g. Rost and Thomas, 2002] is used to estimate the frequency-slowness (f-s) 
spectrum which assumes that the wavefield is stationary over the duration of the 
windowed stacks. The array power,QL, as a function of frequency and slowness is 
described by [e.g. Rost and Thomas, 2002, 2009; Euler et al., 2014]: 
 L I, R = 1,) S/T(I)-0/).UV(:W0:X)5T785/78  [5] 
where, , is the number of stations, and S/T is the cross-spectra between those stations. V 
is the slowness vector in the direction of the wave source and YT − Y/ describes the 
distance between the station pair. The f-s spectra are then averaged over a frequency band 
on interest: 
 L R = 1Z L(I, R)U[U7U\  [6] 
where, Z is the number of discrete frequencies between I8 and I). 
 Peaks in the f-s spectra identify the azimuth of coherent waves, but care must be 
taken that these are not spatial aliasing artefacts generated by the array response. The 
slowness of the peak helps identify the phase, for example Rayleigh waves will propagate 
at about 30–40 s/deg depending on the frequency. Body waves are much faster (<9 s/deg 
for teleseismic arrivals) and their origin distance can be calculated from the ray parameter 
by back projecting to the apparent source location at the Earth’s surface. There can be 
some ambiguity, as for example, both P and PP phases arrive at slownesses between 4.5–
9 s/deg (Appendix Figure A3.1). We use significant wave height hindcasts [Tolman, 
2009] to help overcome this ambiguity in determining whether arrivals are P or PP 
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phases. We also apply back projection to core phases such as the PKP branches ab, bc, 
and df (Appendix Figure A3.1). 
 
3.4.4 Modeling the double-frequency microseism 
Recently, the theory put forth by Longuet-Higgins [1950] has been applied to DF 
microseisms generated in the deep ocean [Kedar et al. 2007; Kedar, 2011; Ardhuin et al., 
2011]. Ocean gravity waves travelling in opposing directions with similar frequencies 
interfere and produce standing waves in the ocean column at twice the frequency. The 
associated pressure fluctuations excite seismic waves in the crust that propagate away 
from the source region. Path effects of geometric spreading, attenuation and local 
structural amplification must also be considered to model the microseism amplitudes. 
 To model DF microseism Rayleigh waves, we use the methodology of Ardhuin et 
al. [2011, 2013] and the WAVEWATCH III model hindcasts of wave periodicity 
distributed by NOAA [Tolman, 2009]. By taking the wave spectra, applying a 
bathymetric excitation coefficient, and correcting for attenuation and geometric 
spreading, it is possible to model the noise spectrum at any location on Earth between the 
periods of 2 and 12 s. From Stutzmann et al. [2012]: 
 &] ^ ≃ 0, I) = 2I = ab) c)I) & I, C & I, C + e fC."  [7] 
Where, aw is the density of water, c is acceleration due to gravity, I is the ocean wave 
frequency. & I, C  and & I, C + e  are the wave height spectral density for the same 
frequency at opposing azimuths. &] ^, I  are the pressure fluctuations with wave number ^ (the sum of the wave numbers of the two opposing waves) with frequency I) = 2I. &] 
has units of N2/m2Hz. For this analysis we use the 0.5˚ resolution hindcasts downloaded 
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from the IOWAGA archive (http://www.ifremer.fr/iowaga/Products) which are derived 
from the WAVEWATCH III model. We utilize maps of the crust displacement in meters 
at each period band from these hindcasts to interpret the provenance of microseisms. One 
consideration that has been implemented in these hindcasts that is useful in the 
interpretation of our data is the effect of coastal reflection causing wave-wave 
interactions. The method of Ardhuin et al. [2011] allows for a range of reflection effects, 
between no coastal reflections and reflections of which 10% are from mainland 
coastlines, 20% from small islands and 40% from icebergs. 
 The seismic source power spectral density Mhi in m/Hz, at the ocean bottom is 
therefore [Longuet-Higgins, 1950; eqn. 186]: 
 Mhi Ij = I) = 2eIjaj)kl mn)5n78 &](^ ≃ 0, I) = 2I) [8] 
Where, as and k are the density and shear velocity of the crust respectively. Ij = I). mn 
coefficients correspond to the compressible ocean amplification factor, dependent on the 
ratio 2eI)ℎ/k, where ℎ is the water depth (Figure 3.3). 
 Adding the path effects for both attenuation and geometric spreading, we can 
discretize the ocean forcing and define the spectral density &q, in m2/Hz at any particular 
colatitude, r, and longitude, s, by integrating the sources along the path length: 
 &q s, r, Ij = Mhi Ijt sin u." L(Ij))." exp −2eIjtuy(Ij)z(Ij) t) sin r′ fs′fr′ [9] 
where, t is the radius of the Earth, u is the angular epicentral distance and t) sin r′ fs′fr′ is the elementary surface area. L(Ij) is a dimensionless parameter to 
account for 3D propagation, or local, amplification effects, this variable is ignored as 
there are limited constraints on its value. y(Ij) and z Ij  are the attenuation and 
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Rayleigh wave group velocity respectively [Stutzmann et al., 2012]. Using this theory, we 
are able to compare the modelled DF microseismic noise generated by Southern Ocean 
storm systems with noise observations at the WIS Array. 
 
Figure 3.3: Rayleigh wave excitation coefficients (m=1–4 in eqn. 8) for wave–wave 
interactions calculated from values given by Longuet-Higgins [1950] for 6 s and 10 s 
respectively. The excitation function is a function of bathymetry with shorter periods 
exciting microseisms at shallower ocean depths. Excitation of LPDF microseisms occurs 
over a much larger area, whereas SPDF microseism excitation is confined to continental 
slopes and shallower sea mounts. Ice extent and WIS Array shown as in Figure 3.1a. 
 
3.5 Results 
3.5.1 Power Spectral Density of POLENET stations and the WIS 
Array 
To provide a context for microseism noise spectra from the WIS Array, we first 
assess the seasonality patterns of station-specific PSD in Antarctica. As previously 
illustrated by Grob et al. [2011], both the SF and DF microseisms are influenced by the 
seasonal effect of sea ice extending over the Antarctic continental shelf, damping ocean 
waves throughout the winter. This damping is shown to be particularly apparent in the SF 
microseism band for the stations analyzed in the Grob et al. [2011] study (Appendix 
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Figure A3.4), but it is also observed at the shorter periods of the DF microseisms, and the 
effects in both bands are interpreted to be caused by coastal effects. Long-period DF 
microseisms (~9 s) are less seasonally influenced and are thought to have a deep ocean 
source component, away from the influence of sea ice. 
 We show the PSD of two POLENET/ANET stations, Cape Surprise (SURP) and 
Mt. Patterson (MPAT) for all of 2010 and 2011 (Figure 3.4). These stations were selected 
as SURP is the closest to the WIS Array and MPAT is located relatively close to the 
seacoast in the same sector as the WIS Array (Figure 3.1a, locations given in Appendix 
Table A3.1). Both stations show an increase in SF and DF microseism energy during the 
austral summer highlighting the continental shelf and coastal effects from the depletion of 
sea ice. 
 The DF microseism band displays a double peak throughout the year at 4.5 s and 
9 s. These features have been dubbed previously in the literature as short-period double 
frequency (SPDF) and long-period double frequency (LPDF) microseisms respectively 
[Bromirski et al., 2005; Zhang et al., 2010]. Zhang et al. [2010] suggest that the majority 
of SPDF energy is as the result of body waves emanating from the open ocean. LPDF is 
thought to consist of predominantly coastal generated Rayleigh waves [Bromirski et al., 
2005], but also contain long-period P wave energy [Zhang et al., 2010].  
 PSD averaged over the WIS array as a function of time during the array 
deployment are shown in Figure 3.5. As expected, there is an increase in power of the SF 
microseism as sea ice extent diminishes. The rest of the spectra appears similar 
throughout the DF microseism peak with a slight increase at 5 s. This suggests that there 
is no significant change in the sources of the DF microseism between the start and end of  
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Figure 3.4: PSD variations over a two-year interval at POLENET/ANET stations MPAT 
and SURP (locations shown in Figure 3.1a). Daily PSDs are created using the median of 
3-hour windows. Amplitudes are shown in dB relative to 10log10 m2/s4/Hz. SF, LPDF and 
SPDF microseisms are separated by dashed lines. The red box denotes the time period of 
the WIS Array. Peak amplitudes are observed during the latter portion of austral summer 
(Jan–Apr) when sea ice is at a minimum. 
 
the WIS Array deployment as observed from the Antarctic interior. The increase in DF 
microseism energy at SURP occurs throughout February and March. 
 For beamforming analyses, for which the results are discussed in the following 
section, we split the PSD up into four frequency bands: 13–16 s (SF), 9–11 s (LPDF 
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microseism), 5–7 s (SPDF microseism), and 0.33–2 s (high-frequency DF microseism 
body waves, HFDF) (Figure 3.5). 
 
Figure 3.5: Averaged power spectral density functions of the WIS Array for 13th–16th 
December 2010 and 26th–29th January 2011. Dashed lines mark the global IDC2010 noise 
model of Brown et al. [2014] as reference of global high and low noise levels. SF, LPDF, 
SPDF and HFDF microseism bands as marked by grey bars. Note the increase (arrow) in 
power in the SF microseism band at the end of January relative to the start of December, 
which correlates with the reduction in Antarctic sea ice extent. 
 
3.5.2 Single-frequency microseism band 
We focus on SF microseisms by filtering monthly stacks of correlograms at 13–
16 s. The slowness maps rotated to grid north are shown in Figure 3.6. The December 
2011 map shows two distinct back azimuths at surface wave slownesses. The strongest 
signal is from 305˚, the direction of the ice-free Antarctic Peninsula, and a weaker signal 
comes from 135˚, the direction of George V Land where sea ice extent is relatively small 
(Figure 3.1). 
The January 2011 slowness map exhibits a third back azimuth showing a strong 
surface wave signal at 0˚, the direction of Dronning-Maude Land. This part of Antarctica 
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becomes relatively ice-free during the summer months, opening up the continental shelf 
to storm swells (Figure 3.1). Furthermore, the relative amplitude of the signals shows that 
the 135˚ source becomes stronger in comparison to the 310˚ Peninsula source indicating 
that the continental shelf in the George V Land region becomes significantly free of sea 
ice. 
 
Figure 3.6: Monthly SF microseism f-s maps averaged over periods 13–16 s and rotated 
so grid north is up (the same geographic orientation as previous figures). Amplitude is in 
decibels normalized to the maximum amplitude. a) December 2010 showing the strong 
peaks at fundamental mode Rayleigh wave phase velocities in the direction of the 
Antarctic Peninsula (AP) and a broad, relatively lower peak in the direction of George V 
Land (GV). b) January 2011 showing the additional peak in the direction of Dronning-
Maude Land (D-M). 
 
Figure 3.7 provides a summary of this data comparing the Grid North oriented 
slowness maps and the WAVEWATCH III significant wave height model. This provides 
some representation as to where coastal swell should be highest along the coast lines. 
During the time of the deployment the daily f-s maps show the three sources vary roughly 
in correlation to the locations of Southern Ocean storms. Although the maximum power  
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Figure 3.7 (previous page): Comparison of significant wave height from 
WAVEWATCH III (left column) and daily SF microseism f-s maps in the SF microseism 
band (right column). Red line marks sea ice extent for that day, red star marks the 
location of the WIS Array. The black line with white circle marks the azimuth of the 
strongest observed Rayleigh wave peak, the length of the line is arbitrary as no distance 
information is available. Similarly, we isolate the SF microseism at 13–16 s for day-
long correlogram stacks. For this frequency band one can see how the monthly 
arrangement of noise sources are arranged. Throughout the deployment period, the 
highest amplitude source appears to fluctuate initially through two back azimuth 
directions of ~310˚ and 135˚ to three directions including the 0˚ source later in the 
season. 
 
remains at roughly the same three back azimuths, the signal occasionally widens to 
broader peaks. The 310˚ source from the direction of the Antarctic Peninsula is the most 
frequent maximum. 
 
3.5.3 Long-period double-frequency microseism band 
The LPDF microseism band (Figure 3.8) shows strong Rayleigh wave signals 
arriving in December from 315˚ (Antarctic Peninsula) and smaller amplitude source 
directions at 150˚ (George V Land) and 355˚ (Dronning-Maude Land) that are similar to 
the SF microseism band. Energy is also seen to be arriving between 210˚ and 285˚, which 
is the direction of the Marie Byrd Land Coast, which has extensive sea ice. The January 
slowness map appears to have a similar arrangement of sources to December. The 
relative intensity of non-Peninsula sources are amplified in January, suggesting a more 
prevalent source (e.g. more storms), a change of coupling conditions (e.g. a reduction in 
sea ice), or both. Large peaks appear to be similar to the SF microseism band suggesting 
there may be some leaking of the SF microseism signal into this band. 
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Figure 3.8: As Figure 3.6 but for LPDF microseism band of 9–11 s periods. 
 
 A notable feature of this band is the absence in signal at 350˚, and a diminishment 
in signal power at 185˚. These back azimuths are in the direction of the Ronne-Filchner 
and Ross Ice Shelves respectively. Relatively large concentrations of sea ice remain 
prevalent throughout December and January in these directions. It is possible that the 
increased source distance, coupled with limited fetch lengths as the sea ice breaks up, 
restricts the potential of microseisms to be generated within this LPDF band. 
 We model LPDF microseism generation using the equations 7–9 [Ardhuin et al., 
2011; Stutzmann et al., 2012]. This allows us to calculate the displacement of the bed at 
locations in the Southern Ocean using bathymetry from WAVEWATCH III global 0.5˚ 
resolution dataset . We then compare daily stacks of the noise correlograms at 9–11 s to 
daily averages of wave–wave interaction calculations (Figure 3.9). Propagation is  
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Figure 3.9 (previous page): Comparison of daily averaged source locations from the DF 
microseism model of Ardhuin et al. [2011] at 10 s period (left column), and the daily f-s 
maps at 10 s (right column). Three consecutive days are shown, black lines with white 
circles show azimuths with observed microseism energy >-2 dB. Rayleigh wave energy 
recorded at the WIS Array appears to closely track a strengthening DF microseism source 
caused by a storm system in the Southern Ocean. 
 
modeled using a frequency-independent, apparent Q of 400 and a Rayleigh wave group 
velocity of 3.8 km/s. 
 The most striking feature of this frequency band is the ability to track storms each 
day in the Southern Ocean, particularly the South Pacific. Here sources are located in the 
deep ocean away from Amtarctic coastlines, although the model input includes effects 
from coastlines and sea ice. Figure 3.9 also shows that the noise source provides 
information on the relative strength of different storm systems. The relatively low peak 
on December 29th develops into a much stronger signal by December 31st as the noise 
source in the Amundsen Sea broadens and strengthens compared to those south of 
Australia. 
 
3.5.4 Short-period double-frequency microseism band 
The SPDF microseisms, shown in the 5–6 s (Figure 3.10), display a less obvious 
pattern of peaks. Comparison with the ARF (Figure 3.2b) suggests the presence of array 
artefacts for both months at back azimuths of 145˚ and 325˚ with 50 s/deg slowness. The 
white circle at 37 s/deg, highlighting the region where the fundamental mode Rayleigh 
wave is expected to arrive, shows no prominent peaks for either month. However, the 
slowness circle of ~26.5 s/deg, corresponding to a velocity of 4.19 km/s, shows much 
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clearer peaks in December at 300˚ (Antarctic Peninsula) and particularly in January at 
~60˚ towards the Amery Ice Shelf region.  
 
Figure 3.10: Monthly f-s maps for the 5–6 s period band. Two white circles are at 
slownesses of 37 s/deg and 26.5 s/deg corresponding to fundamental Rayleigh waves and 
Lg respectively. Note that we extended the slowness axis (radial) compared to previous 
figures to illustrate the peaks at 50 s/deg and 145˚ and 325˚ azimuth that are array 
geometry artifacts from the strong peak centered around 0 s/deg, which is likely the result 
of poorly resolved body waves. 
 
 SPDF microseisms can be examined in more detail using daily stacks of 4–6 s f-s 
plots (Figure 3.11a–c). Strong peaks are again observed at ~25–27 s/deg throughout the 
deployment. We interpret these peaks as Lg phase arrivals because the observed slowness 
corresponds to typical Lg slownesses for continental structures [Koper et al., 2010; Gal et 
al., 2015]. Figure 3.11 also compares the f-s maps to modelled seismic sources [Ardhuin 
et al., 2011; Stutzmann et al., 2012] as in the previous section. Although we do not 
observe fundamental Rayleigh wave arrivals at this band, it is important to note where 
DF microseism sources may be generated. 
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Figure 3.11 (previous page): As Figure 3.9, but for periods 4–6 s. The left column is 
seismic energy modelled at 6 s period based on Ardhuin et al. [2011]. Three dates are 
chosen to highlight Lg arrivals from the direction of (a) the Antarctic Peninsula, and (b) 
the Amery Ice Shelf where the Lg arrival appears to dominate over all other sources of 
seismic energy at this band. (c) Highlights how the 4–6 s band records body wave energy 
(at low slownesses) from a large storm in the Southern Ocean that is more intense than Lg 
microseisms from the Antarctic Peninsula. 
 
 Also within this band are body-wave arrivals observed at slownesses < 10 s/deg 
that occasionally dominate the energy received at the WIS Array. Although the excitation 
coefficients used in Eqn. 8 are different for Rayleigh waves and P waves, the depth 
sensitivity is roughly the same (see Appendix Figure A3.2). Because of the aperture of 
the WIS array we are unable to distinguish with confidence between different body wave 
phases in this band. These body wave arrivals are occasionally the highest energy signals 
recorded across the WIS Array (Figure 3.11c). These are likely generated by large 
Southern Ocean storms and are observed at back azimuths towards the Amundsen Sea, 
the Scotia Arc and South Africa. 
 
3.5.5 High-frequency double-frequency body waves 
By bandpass filtering 0.5–3 Hz we observe waves propagating across the WIS 
Array with slownesses characteristic of body waves. These appear to arrive within the 
P/PP and PKPbc slowness ranges (Appendix Figure A3.1) and are back projected 
accordingly. Monthly f-s maps (Figure 3.12) show little in the way of variation between 
each month suggesting that sea ice has little or no effect and it is likely that bathymetry is 
the control on source location [Euler et al., 2014].  
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Figure 3.12: Monthly back projected f-s maps at 0.5–3 Hz, showing body wave arrivals 
at P+PP and PKPbc slownesses. Bathymetric source regions are 1: Peter I Island–South 
Chile, 2: Scotia, 3: Cape of Good Hope, 4: Conrad Rise, 5: North Kerguelen Plateau, 6: 
South Kerguelen Plateau, 7: West Australia, 8: Great Australian Bight, 9: Vanuatu 
earthquakes, 10: Tonga earthquakes, 11: Southern Greenland. 
 
 Although there is some inherent ambiguity between P and PP phases, we find the 
correlation between the back projections and significant wave heights suggests that these 
propagating phases are P arrivals. Figure 3.13 shows back projections from two days 
during the WIS Array deployment overlain with regions of significant wave height 
(> 6 m) and also significant earthquake epicenters (> Mw 5.5) from the previous 24 h. 
 
3.6 Discussion 
3.6.1 Source region of single-frequency Microseisms 
The relative amplitude of the SF microseism peaks observed by the WIS Array 
show that the source in the direction of 135˚ becomes stronger from December to January 
in comparison to the Peninsula source indicating that the continental shelf in the George 
V Land region becomes significantly free of sea ice. Each peak is excited generally when 
high amplitude ocean waves are in one of the three regions. The variation in the f-s plots 
of the monthly SF microseism sources show the addition of the Dronning-Maude Land 
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source after the 4th January (Figure 3.7; Appendix Figure A3.3). Interestingly the 
Dronning-Maude Land becomes much stronger in amplitude relative to the relatively sea 
ice-free regions of the Antarctic Peninsula and George V Land. This observation 
correlates with significant sea ice loss during the summer months allowing waves to 
shoal over the continental shelf in this region. This has been shown to be a SF 
microseism source region that becomes active over the late austral summer months from 
POLENET/ANET and GAMSEIS data [Koch et al., 2013]. 
 
Figure 3.13: a) P and 
PKPbc back projection of 
daily correlogram stack 
2010-12-15, b) back 
projection of daily 
correlograms stack 2011-
01-24. Red star is the 
location of the WIS array. 
Green polygons mark 
areas of wave height >6 m 
based on the 
WAVEWATCH III model 
[Tolman, 2009]. Blue 
circles mark significant 
earthquake epicenters on 
each day: a) Banda Sea, 
Mw6; b) Tonga, Mw 5.7; 
Tajikistan, Mw 6.1. 
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 Potential long-term deployments in Antarctica should expect to see changes in SF 
source location as sea ice concentrations change with the changing climate. Although sea 
ice extents have remained fairly stable over the last 30 years compared to the Arctic 
Ocean [e.g. Simmonds, 2015], analyses of SF noise locations provide ground-based 
observations that may highlight specific regions of increasing or diminishing sea ice. 
 
3.6.2 Source region and excitation of double-frequency 
microseisms 
For the stations analyzed in this study, the DF microseisms appear as double 
peaks (LPDF and SPDF) that remain at a significant level for the entire year, even at 
inland stations. We find that azimuthal variation in the monthly LPDF microseisms is 
minimal (Figure 3.8). The only significant variation we observe is that the relative 
microseism levels increase in January at sites other than the Antarctic Peninsula. This 
suggests that the noise source locations are similar for both months as storms continue to 
be prevalent over similar regions for both months. A factor that may explain the increase 
is the effect of coastal and iceberg reflections generating interfering waves, as well as 
storms encroaching closer to the continental shelf thus reducing propagation effects. 
Icebergs generally exhibit near vertical sides producing a high reflection coefficient 
[Ardhuin et al., 2012]. Additionally, considering the high amplitude of LPDF 
microseisms throughout the year and given that sea ice extent dampens many coastal 
swell reflections, we interpret the year-long LPDF energy as originating in the deep 
ocean. 
Periods shorter than 4.5 s do not show a significant increase at SURP, whereas 
MPAT displays strong short-period energy during the ice-free summer months. The cause 
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of this energy is likely local sources, such as the breakup of nearby sea ice over the 
continental shelf [Stutzmann et al., 2009]. Strong short-period energy at MPAT appears 
to begin earlier than longer-periods. This is likely due to the complex melt pattern of the 
Ross Sea region. An area of open water surrounded by sea ice on the ocean-ward side and 
the Ross Ice Shelf on the land-ward side restricts the fetch length (Figure 3.1a). Local ice 
break-up does not occur in the Antarctic interior, and at these distances from the coast, 
any short period energy is likely attenuated along the propagation path. 
The 4.19 km/s (26.5 s/deg) arrivals within the SPDF band are faster than expected 
for fundamental mode Rayleigh waves at this frequency, and are the dominant signal 
recorded at the WIS array over the course of January 2011 (Figure 3.10). They are 
unlikely to be body waves (a back projection of a P or S phase places many of the source 
locations in the middle of East Antarctica) and, as we are only using vertical-component 
seismograms, cannot be Love waves. This arrival is more consistent with that of a 
regional Lg phase [e.g. Koper et al., 2010; Gal et al., 2015]. 
Examining the entire suite of daily stacks, we find Lg arrivals track areas of 
increased DF microseism generation when they are close to the continental shelf that is 
relatively ice-free. Peaks with Lg slowness show the largest amplitude on 29 of the 50 
days during the WIS Array deployment. Back azimuths of Lg arrivals are summarised in 
Figure 3.14, showing the locations as if the Lg waves were generated at the edge of the 
continental shelf. 
Microseism Lg phases are likely generated at the coastline or on the continental 
shelf, and propagate through continental crust [e.g. Kennett, 1986]. The Lg phase is 
highly sensitive to crustal thickness, suggesting that the majority of back azimuth paths 
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should be through stable cratons. From the January slowness map, it shows that the 
dominant directions of the Lg arrivals have back azimuths that are across East Antarctica 
(clockwise 345˚–150˚) and towards the Antarctic Peninsula (300˚), propagating through 
areas interpreted as thick, continental crust over distances of 1800–3300 km. There also 
appears to be an absence at the Lg slowness in the direction of West Antarctica 
(clockwise 195˚–275˚). Lg power as a function of back azimuth may be related to crustal 
thickness variations across the West Antarctic Rift System (WARS) [Chaput et al., 2014; 
An et al., 2015] that would provide a significant barrier to Lg energy. We note though, 
that these arrivals also appear to originate from areas of Antarctica that are the furthest 
north and so see the opening up of the continental shelf earlier in the austral summer. The 
duration of the WIS Array may not have been long enough to observe storm systems 
interacting with the continental shelf in the Ross and Amundsen Seas. 
 
Figure 3.14: Direction of Lg arrivals back projected to the edge of the continental shelf 
(red circles) for each day during the WIS Array deployment when the Lg phase is the 
prominent arrival. Multiple days of the same back azimuths are plotted on top of each 
other. The basemap is the ice free elevation (m) of Antarctica (ETOPO1). Red star marks 
the location of the WIS Array. Notable geologic features: EB: Ellsworth Block 
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(continental crust), WARS: West Antarctic Rift System, GSM: Gamburtsev Subglacial 
Mountains, WL: Wilkes Land. 
Within the SPDF band, there are also body waves that contributes to the overall 
amplitude of the band. This energy, on occasion, exceeds that generated by any Lg 
conversions. The source regions for these body waves can also be attributed to deep 
ocean locations (Figure 3.11c). The source distance of these body waves is in excess of 
the influence of sea ice and is a possible contributor to the year-round energy observed in 
the SPDF band at Antarctic stations. 
 
3.6.3 High-frequency body wave source regions 
Locations of HFDF body wave sources within the Southern Ocean are in good 
correlation with previous studies [Gerstoft et al., 2008; Landès et al., 2010; Stutzmann et 
al., 2012; Euler et al., 2014; Davy et al., 2015]. Locations of microseism sources appear 
to be related to shallower bathymetry: ocean island chains, mid-ocean ridges and oceanic 
plateaus (Figure 3.12) as they remain fixed over the course of our observations. 
Earthquakes are kept within our dataset and are shown to dominate the noise spectra on 
certain days. The P phase back projection of the HFDF band on these days are able to 
resolve the epicenter location. 
Reflections from coastlines appear to be an important factor in providing the 
required environment for HFDF microseisms to be generated. Back projected locations 
appear to be towards the coast side of significant wave heights >6 m (Figure 3.13). 
Particular strong source regions are the Scotia arc and south-east of South Africa between 
the Cape of Good Hope and the Kerguelen Plateau. Smaller, but not insignificant, sources 
are located off the coast of Australia, the most common being within the Great Australian 
Bight. Source regions for body wave microseisms appear to remain spatially fixed 
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suggesting a bathymetric control; there is little variation between the two monthly f-s 
maps (Figure 3.12). The PKPbc signal occurs at the southern tip of Greenland (Figure 
3.12), a region that has been well documented for microseism generation [e.g. Kedar et 
al., 2008; Ardhuin et al., 2011]. 
 
3.6.4 Factors affecting microseism generation and propagation 
near Antarctica 
Monthly f-s maps show that there are variations in noise source locations at each 
of the frequency bands described. It has been well documented that SF microseism 
generation is heavily affected by sea ice concentration [Tsai and McNamara, 2011; Grob 
et al., 2011; Stutzmann et al., 2012; Anthony et al., 2015; Koch et al., 2013], and, more 
recently, this has appeared to be the case with SPDF microseisms [Grob et al., 2011]. 
The LPDF microseism shows a diminishment during the winter months but is never 
absent from the noise records. This suggests that both SF microseism and SPDF 
microseism sources are highly dependent on sea ice concentrations over the continental 
shelf, whereas the LPDF microseisms appear to mainly be generated in the open ocean. 
 Recent modelling by Gualtieri et al. [2015] provides interesting results regarding 
the transmission of ocean sourced seismic energy with relationship to land stations and 
the position of the source with respect to the coastline and sedimentary basins. The 
presence of a sedimentary basin at the source location provides a significant damping 
effect on the seismic energy, whereas sources ocean-ward or landward of the basin still 
produce detectable energy. Large sedimentary basins occur around Antarctica, most 
significantly the Ross and Ronne Embayments. These basins extend to the edge of the 
continental shelf and have been observed in ambient noise studies as slow anomalies at 
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short periods [Pyle et al., 2010]. The enhanced attenuation from large sedimentary basins 
may provide an explanation for the lack of signal within the DF microseism band in these 
back azimuths from the WIS array. However, from our observations, LPDF energy is 
generated in the deep ocean beyond the extent of the sediments. It is therefore probable 
that lingering sea ice within the Ross and Weddell Seas, increases the distance to the 
source, as well as providing significant damping on LPDF microseism generation. A 
longer duration array would determine whether this is the case. 
 
Figure 3.15: Model comparison showing the inclusion of (a) coastal reflections and (b) 
no reflections on 22nd January 2011. The associated f-s map is shown in Figure 3.11b 
displaying a strong Lg phase. 
 
 It has been highlighted in previous literature that icebergs and sub-resolution 
islands provide additional reflections aiding DF microseism generation. The models of 
Ardhuin et al., [2011] take into account these smaller reflections and an interpolation can 
be made between a 40% iceberg, 20% small island, 10% coastal reflection coefficient 
model and a 0% reflection coefficient model to find an adequate representation of the 
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noise field. The reflections off icebergs is particularly important in the Southern Ocean 
and it has been shown that an accurate representation of the ocean wave field cannot be 
made without taking these reflections into account [Tournadre et al., 2008] (Figure 3.15). 
We find that including reflections within the model are important in the Southern Ocean, 
in particular, at the shorter periods where excitation maxima of DF microseisms is closer 
to the Antarctic where there is a higher abundance of reflections from icebergs. 
 
3.7 Conclusions 
We have shown the potential for studying microseism generation using an 
Antarctic-based moderate aperture array such as the WIS Array. Sea ice damping is not 
evenly applied to all types of microseisms, allowing discrimination between different 
possible source regions. For the SF microseism and the SPDF microseism bands, noise 
levels are reduced in the austral winter. The LPDF microseism appears to be damped to a 
much lesser extent. This indicates that SF and SPDF microseisms are largely generated 
on the continental shelf, whereas LPDF energy is generated by storms in the deep ocean, 
consistent with the theory of wave-wave interaction. LPDF sources are well fit by wave-
wave interaction models incorporating ocean bathymetry, and track storms circling 
Antarctica in the Southern Ocean. 
Smaller amplitude SPDF microseisms persist throughout the winter months and 
likely consist of body waves from distant storms. The SPDF band increases in amplitude 
during the austral summer as sea ice retreats and storms interact with the coast and 
icebergs. Much of the summer SPDF noise generation consists of Lg phases generated 
along the exposed coastlines. We are able to tie back azimuths from beamformed SPDF 
microseisms interpreted as Lg phases to modelled oceanic sources, and the model 
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provides a better fit to the observations when we include reflection information from 
coastlines and icebergs. Body waves are observed at 0.33–2 s periods and can be back 
projected to areas of known strong storms in both the Southern Ocean and North Atlantic. 
We show that seismic array analysis allows the tracking of storm systems and sea 
ice concentrations from ground based data. This is particularly apparent in polar regions, 
enhancing climatic and oceanographic information with seismic noise information can be 
implemented as a proxy for sea states. Path information can be inverted from travel-times 
and amplitudes provided enough information is known about the source region and 
mechanism for generating microseisms. At the frequencies of microseism energy this will 
illuminate crustal structure, potentially allowing the exploration of regions that are not 
easily accessible with large seismic networks. 
 
Acknowledgements 
Many thanks go to Paul Winberry, Douglas Wiens and Sridhar Anandakrishnan for 
implementing the data set for this project; and along with Garrett Euler provided 
excellent discussion and feedback. Our thanks also go to the IRIS/PASSCAL Polar 
Group for supplying equipment and support. This work was supported by the U.S. 
National Science Foundation Office of Polar Programs grants ANT-0944671 and ANT-
0632209. Thanks also go to Audrey Huerta, Rick Aster, Terry Wilson and Andy Nyblade 
for supplying additional POLENET seismic data, and the other members of the WIS 
Array deployment team: Alex Brisbourne, Peter Burkett, Randy Justin, and Stephanie 
Kay. Finally, we thank Raytheon Polar Services, Ken Borek Air, and The New York Air 
National Guard for providing logistics in Antarctica. 
 
 95 
 
References 
Amante, C. and B.W. Eakins (2009), ETOPO1 1 Arc-Minute Global Relief Model: 
Procedures, Data Sources and Analysis. NOAA Technical Memorandum NESDIS 
NGDC-24. National Geophysical Data Center, NOAA. doi:10.7289/V5C8276M. 
An, M., D.A. Wiens, Y. Zhao, M. Feng, A.A. Nyblade, M. Kanao, Y. Li, A. Maggi and J-
J. Lévêque (2015), S-velocity model and inferred Moho topography beneath the 
Antarctic Plate from Rayleigh waves, J. Geophys. Res. Solid Earth, 120, 359–383. 
Anthony, R.E., R.C. Aster, D.A. Wiens, A.A. Nyblade, S. Anandakrishnan, A. Huerta, 
J.P. Winberry, T. Wilson and C. Rowe (2015), The seismic noise environment of 
Antarctica, Seism. Res. Lett., 86, 89–100. 
Ardhuin, F., E. Stutzmann, M. Schimmel and A.Mangeney (2011), Ocean wave sources 
of seismic noise, J. Geophys. Res., 116, C09004, doi:10.1029/2011JC006952. 
Ardhuin, F., A. Balanche, E. Stutzmann and M. Obrebski (2012), From seismic noise to 
ocean wave parameters: general methods and validation, J. Geophys. Res., 117, 
C05002, doi:10.1029/2011JC007449. 
Ardhuin, F. and T.H.C. Herbers (2013), Noise generation in the solid Earth, oceans and 
atmosphere, from nonlinear interacting surface gravity waves in finite depth, J. 
Fluid Mech., 716, 316–348. 
Astiz, L., P.S. Earle and P.M. Shearer (1996), Global stacking of broadband 
seismograms, Seismol. Res. Lett., 67(4), 8–18. 
Backus, M., J. Burg, D. Baldwin and E. Bryan (1964), Wide-band extraction of mantle P 
waves from ambient noise, Geophysics, 29(5), 672–692. 
Benson, G.D., M.H. Ritzwoller, M.P. Barmin, A.L. Levshin, F-C. Lin, M.P. Moschetti, 
 96 
N.M Shapiro and Y. Yang (2007), Processing seismic ambient noise data to 
obtain reliable broad-band surface wave dispersion measurements, Geophys. J. 
Int., 169, 1239–1260. 
Blankenship, D.D., S. Anandakrishnan, J.L. Kempf amd C.R. Bentley (1987), 
Microearthquakes under and alongside Ice Stream B, Antarctica, detected by a 
new passive seismic array, Annals of Glaciology, 9, 30–34. 
Bromirski, P.D. and F.K. Duennebier (2002), The near-coastal microseism spectrum: 
Spatial and temporal wave climate relationships, J. Geophys. Res., 107, B82166, 
doi: 10.1029/2001JB000265. 
Bromirski, P.D., F.K. Duennebier and R.A. Stephen (2005), Mid-ocean miroseisms, 
Geochem. Geophys. Geosyst., 6(4), Q04009, doi: 10.1029/2004GC000768. 
Bromirski, P.D. and P. Gerstoft (2009), Dominant source regions of the Earth’s “hum” 
are coastal, Geophys. Res. Lett., 36, L13303, doi:10.1029/2009GL038903.  
Bromirski, P.D., R.A. Stephen and P. Gerstoft (2013), Are deep-ocean-generated surface-
wave microseisms observed on land? J. Geophys. Res., 118, 3610–3629. 
Brown, D., L. Ceranna, M. Prior, P. Mialle and R.J. Le Bras (2014), The IDC Seismic, 
Hydroacoustic and Infrasound Global Low and High Noise Models, Pure Appl. 
Geophys., 171, 361–375. 
Burg, J.P. (1964), Three-dimensional filtering with an array of seismometers, Geophysics 
29(5), 693–713. 
Cavalieri, D. J., C.L. Parkinson, P. Gloersen and H. Zwally (1996, updated yearly), Sea 
Ice Concentrations from Nimbus-7 SMMR and DMSP SSM/I-SSMIS Passive 
Microwave Data, digital media. Boulder, Colorado USA: NASA National Snow 
 97 
and Ice Data Center Distributed Active Archive Center. Accessed 7th July 2015. 
Cessaro, R.K. (1994), Sources of primary and secondary microseisms, Bull. seism. Soc. 
Am., 84(1), 142–148. 
Chaput, J., R.C. Aster, A. Huerta, X. Sun, A. Lloyd, D. Wiens, A.A. Nyblade, S. 
Anandakrishnan, J.P. Winberry and T. Wilson (2014), The crustal thickness of 
West Antarctica, J. Geophys. Res. Solid Earth, 119, doi:10.1002/2013JB010642. 
Davy, C., E. Stutzmann, G. Barruol, F.R. Fontaine and M. Schimmel (2015), Sources of 
secondary microseisms in the Indian Ocean, Geophys. J. Int., 202, 1180–1189. 
Euler, G.G., D.A. Wiens and A.A. Nyblade (2014), Evidence for bathymetric control on 
the distribution of body wave microseism sources from temporary seismic arrays 
in Africa, Geophys. J. Int., doi:10.1093/gji/ggu105. 
Gal, M., A.M. Reading, S.P. Ellingsen, L. Gualtieri, K.D. Koper, R. Burlacu, H. Tkalčić 
and M.A. Hermer (2015), The frequency dependence and locations of short-
period microseisms generated in the Southern Ocean and West Pacific, J. 
Geophys. Res. Solid Earth, 120, 5764–5781. 
Gerstoft, P., M.C. Fehler and K.G. Sabra (2006a), When Katrina hit California, Geophys. 
Res. Lett., 33, L17308, doi:10.1029/2006GL027270. 
Gerstoft, P., K.G. Sabra, P. Roux, W.A. Kuperman and M.C. Fehler (2006b), Green’s 
function extraction and surface-wave tomography from microseisms in southern 
California, Geophysics, 71(4), SI23–SI31. 
Gerstoft, P., P.M. Shearer, N. Harmon and J. Zhang (2008), Global P, PP, and PKP wave 
microseisms observed from distant storms, Geophys. Res. Lett., 35, L23306, 
doi:10.1029/2008GL036111. 
 98 
Grob, M., A. Maggi and E. Stutzmann (2011). Observations of the seasonality of the 
Antarctic microseismic signal, and its association to sea ice variability, Geophys. 
Res. Lett., 38, L11302, doi:10.1029/2011GL047525. 
Gualtieri, L., E. Stutzmann, Y. Capdeville, F. Ardhuin, M. Schimmel, A. Mangeney and 
A. Morelli (2013), Modeling secondary microseismic noise by normal mode 
summation, Geophys. J. Int., 193, 1732–1745. 
Gualtieri, L., E. Stutzmann, Y. Capdeville, V. Farra, A. Mangeney and A. Morelli (2015), 
On the shaping factors of the secondary microseismic wavefield, J. Geophys. Res. 
Solid Earth, 120, doi:10.1002/2015JB012157. 
Hasselmann, K. (1963), A statistical analysis of the generation of microseisms, Rev. 
Geophys., 1(2), 177–210. 
Haubrich, F.A. (1968), Array design, Bull. seism. Soc. Am., 58(3), 977–991. 
Haubrich, R.A., W.H. Munk and F.E. Snodgrass (1963), Comparative spectra of 
microseisms and swell, Bull. seism. Soc. Am., 53(1), 27–37. 
Heeszel, D.S., D.A. Wiens, A.A. Nyblade, S.E. Hansen, M. Kanao, M. An and Y. Zhao 
(2013), Rayleigh wave constraints on the structure and tectonic history of the 
Gamburtsev Subglacial Mountains, East Antarctica, J. Geophys. Res. Solid Earth, 
118, 2138–2153.  
Herrmann, R.B. (2013), Computer programs in seismology: An evolving tool for 
instruction and research, Seism. Res. Lett., 84, 1081–1088. 
Husebye, E.S. and B.O. Ruud (1989), Array seismology—Past, present and future 
developments, in Observatory Seismology, edited by J. J. Litehiser, 123–153, 
Univ. of Calif. Press, Berkeley. 
 99 
Kedar, S., M. Longuet-Higgens, F. Webb, N. Graham, R. Clayton and C. Jones (2008), 
The origin of deep ocean microseisms in the North Atlantic Ocean, Proc. R. Soc. 
A., 464, 777–793. 
Kedar, S. (2011), Source distribution of ocean microseisms and implications for time-
dependent noise tomography, C. R. Geoscience, 343, 548–547. 
Kennett, B.L.N. (1986), Lg waves and structural boundaries. Bull. Seis. Soc. Am., 76, 
1133–1141. 
Kennett, B.L.N., R.E. Engdahl and R. Buland (1995), Constraints on seismic velocities in 
the Earth from travel times, Geophys. J. Int., 122, 108–124. 
Koch, F.W., D.A. Wiens, G.G. Euler, A.A. Nyblade, S. Anandakrishnan, A. Huerta, T.J. 
Wilson and R.C. Aster (2013), Tracking the effect of sea ice cover on 
microseismic noiseusing two seismic arrays in Antarctica, Abstract Seismological 
Society of America Annual Meeting, Salt Lake City, Utah, 17–19 April 2013. 
Koper, K.D., B. de Foy and H.M. Benz (2009), Composition and variation of noise 
recorded at the Yellowknife seismic array, 1991–2007. J. Geophys. Res., 114, 
B10310, doi:10.1029/2009JB006307. 
Koper, K.D., K. Seats and H.M. Benz (2010), On the composition of Earth's short period 
seismic noise field, Bull. seism. Soc. Am., 100(2), 606–617. 
Landès, M., F. Hubans, N.M. Shapiro, A. Paul and M. Campillo (2010), Origin of deep 
ocean microseisms by using teleseismic body waves, J. Geophys. Res., 115, 
B05302, doi:10.1029/2009JB006918. 
Larose, E., A. Derode, D. Clorennec, L. Margerin and M. Campillo (2005), Passive 
retrieval of Rayleigh waves in disordered elastic media, Phys. Rev. E., 72, doi: 
 100 
http://dx.doi.org/10.1103/PhysRevE.72.046607. 
Lawrence, J.F., D.A. Wiens, A.A. Nyblade, S. Anandakrishnan, P.J. Shore and D. Voigt 
(2006), Rayleigh wave phase velocity analysis of the Ross Sea, Transantarctic 
Mountains, and East Antarctica from a temporary seismograph array, J. Geophys. 
Res., 111, B06302, doi:10.1029/2005JB003812.  
Lin, F-C, V. Tsai, B. Schmandt, Z. Duputel and Z. Zhan (2013), Extracting seismic core 
phases with array interferometry, Geophys. Res. Lett., 40, 1049–1053. 
Longuet-Higgins, M.S. (1950), A theory of the origin of microseisms, Phil. Trans. R. 
Soc. Lond. A, 243(857), 1–35. 
Obrebski, M., F. Ardhuin, E. Stutzmann and M. Schimmel (2013), Detection of 
microseismic compressional (P) body waves aided by numerical modeling of 
oceanic noise sources, J. Geophys. Res., 118, 4312–4324. 
Pratt, M.J., J.P. Winberry, D.A. Wiens, S. Anandakrishnan and R.B. Alley (2014), 
Seismic and geodetic evidence for grounding-line control of Whillans Ice Stream 
stick–slip events, J. Geophys. Res. Earth Surf., 119, 333–348. 
Pyle, M., D.A. Wiens, A.A. Nyblade and S. Anandakrishnan (2010), Crustal structure of 
the Transantarctic Mountains near the Ross Sea from ambient seismic noise 
tomography, J. Geophys. Res., 115, B11310, doi:10.1029/2009JB007081. 
Reading, A.M., K.D. Koper, M. Gal, L.S. Graham, H. Tkalčić and M.A. Hemer (2014), 
Dominant seismic noise sources in the Southern Ocean and West Pacific, 2000–
2012, recorded at the Warramunga Seismic Array, Australia, Geophys. Res. Lett., 
41, 3455–3463. 
Rost, S. and C. Thomas (2002), Array seismology: methods and applications, Rev. 
 101 
Geophys., 40(3), 1008–1034. 
Rost, S. and C. Thomas (2009), Improving seismic resolution through array processing 
techniques, Surv. Geophys., 30, 271–299. 
Rowe, C., R.C. Aster, P.R. Kyle and J.W. Schlue (1998), Broadband recording of 
Strombolian explosions and associated very-long-period seismic signals on Mount 
Erebus volcano, Ross Island, Antarctica, Geophys. Res. Lett., 25(13), 2297–2300. 
Shapiro, N.M. and M. Campillo (2004), Emergence of broadband Rayleigh waves from 
correlations of the ambient seismic noise, Geophys. Res. Lett., 31, 
doi:10.1029/2004GL019491. 
Simmonds, I. (2015), Comparing and contrasting behaviour of Arctic and Antarctic sea 
ice over the 35 year period 1978–2013, Ann. Glaciol., 56(69), 
doi:10.3189/2015AoG69A909. 
Stutzmann, E., M. Schimmel, G. Patau and A. Maggi (2009), Global climate imprint on 
seismic noise, Geochem. Geophys. Geosyst., 10(11), Q11004, 
doi:10.1029/2009GC002619. 
Stutzmann, E., F. Ardhuin, M. Schimmel, A. Mangeney and G. Patau (2012), Modelling 
long-term seismic noise in various environments, Geophys. J. Int., 191, 717–722. 
Tolman, H.L. (2009), User manual and system documentation of WAVEWATCH III 
version 3.14. NOAA/NWS/NCP/MMAB Technical Note 276. 
Tournadre, J., K. Whitmer and F. Girard-Ardhuin (2008), Iceberg detection in open water 
by altimeter waveform analysis, J. Geophys. Res., 113, 
doi:10.1029/2007JC004587. 
Traer, J., P. Gerstoft, P.D. Bromirski and P.M Shearer (2012), Microseisms and hum 
 102 
from ocean surface gravity waves, J. Geophys. Res., 117, B11307, 
doi:10.1029/2012JB009550. 
Tsai, V.C. and D.E. McNamara (2011), Quantifying the influence of sea ice on ocean 
microseism using observations from the Bering Sea, Alaska, Geophys. Res. Lett., 
38, doi:10.1029/2011GL049791. 
Weaver, R.L. and O.I. Lobkis (2001a), Ultrasonics without a source: Thermal fluctuation 
correlation at MHz frequencies, Phys. Rev. Lett., 87, paper 134301. 
Weaver, R.L. and O.I. Lobkis (2001b), On the emergence of the Green’s function in the 
correlations of a diffuse field, J. Acoust. Soc. Am., 110, 3011–3017. 
Webb, S.C. (1998), Broadband seismology and noise under the ocean, Rev. Geophys., 36, 
105–142. 
Winberry, J.P., S. Anandakrishnan, D.A. Wiens and R.B. Alley (2013), Nucleation and 
seismic tremor associated with the glacial earthquakes of Whillans Ice Stream, 
Antarctica, Geophys. Res. Lett., 40, 312–315. 
Zhang, J., P. Gerstoft and P.D. Bromirski (2010). Pelagic and coastal sources of P-wave 
microseisms: Generation under tropical cyclones, Geophys. Res. Lett., 37, 
L15301, doi:10.1029/2010GL044288. 
  
 103 
Appendix 
Table A3.1: Seismic stations used 
Station Name Seismic Sensor Latitude Longitude Elevation (m) 
POLENET/ANET 
MPAT Trillium 240 -78.0297 -155.0221 540 
SURP Trillium 240 -84.7199 -171.2017 408 
     
WIS Array 
BB01 Trillium 120PA -84.2955 -158.1631 116 
BB02 Trillium 120PA -84.3813 -158.8307 107 
BB03 Trillium 120PA -84.2097 -157.6530 116 
BB04 Trillium 120PA -84.0954 -157.2692 123 
BB05 Trillium 120PA -84.3392 -159.8550 97 
BB06 Trillium 120PA -84.3774 -155.8841 126 
BB07 Trillium 120PA -84.3234 -157.1369 114 
BB08 Trillium 120PA -84.4529 -160.6525 108 
BB09 Trillium 120PA -84.4249 -159.1705 99 
BB10 Trillium 120PA -84.0705 -159.0350 88 
BB11 Trillium 120PA -84.3860 -157.9043 93 
BB12 Trillium 120PA -84.2306 -160.7777 92 
BB13 Trillium 120PA -84.4676 -159.3338 102 
BB14 Trillium 120PA -84.1902 -156.0544 126 
BB15 Trillium 120PA -84.2611 -159.0979 116 
BB16 Trillium 120PA -84.5569 -158.6476 139 
BB17 Trillium 120PA -84.5522 -156.8072 128 
Station locations are given to 4 decimal places as the instruments are subject to WIS 
motion of up to 1 m/day. 
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Figure A3.1: Adapted from Gerstoft et al. [2008], a) Slowness-distance graph of body 
wave phases of strong amplitude [Astiz et al., 1996) using reference model AK135 
[Kennett et al., 1995]. Note that more than one phase can have the same slowness (dashed 
line) leading to ambiguity in epicentral distance to the wave source when back projecting. 
b) Example paths of body wave mantle phases (P and PP) and core phases (PKP) from 
sources to receiver. Colors are the same in both plots. 
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Figure A3.2: Bathymetric excitation coefficient as a function of depth for different 
frequencies of Rayleigh and P waves. Note that the maximum peak for the LPDF and 
SPDF period bands lie at roughly the same depths for both phases.  
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Figure A3.4: SF power as recorded at MPAT over the same duration as Figure 4. Each 
day is plotted as a black point and a smoothing spline has been drawn to help show the 
significant annual variation. Peaks in SF energy are caused by the variations in sea ice 
concentration as shown above. Red star marks the position of MPAT. 
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Chapter 4: Shear velocity structure of the 
crust and upper mantle of Madagascar 
derived from surface wave tomography 
 
4.1 Abstract 
The crust and upper mantle of the continental fragment that is Madagascar 
remained largely unexplored until a series of recent broadband seismic experiments. An 
island-wide deployment of broadband seismic instruments has allowed the first study of 
phase velocity variations, derived from surface waves, across the entire island. Late 
Cenozoic alkaline intraplate volcanism has occurred in three separate regions of 
Madagascar (north, central and southwest), with the north and central volcanism active 
until < 1 Ma, but the sources of which had remained uncertain. Combined analysis of 
three complimentary surface wave methods (ambient noise, Rayleigh wave cross-
correlations, and two-plane-wave) illuminate the upper mantle down to depths of 150 km. 
The phase-velocity measurements from the three methods for periods of 8–182 s are 
combined at each node and interpolated to generate the first 3D shear-velocity model for 
sub-Madagascar velocity structure. Shallow (upper 10 km) low-shear-velocity regions 
correlate well with sedimentary basins along the west coast. Upper mantle low-shear-
velocity zones that extend to at least 150 km deep underlie the north and central regions 
of recent alkali magmatism. These anomalies appear distinct, suggesting that any 
connection between the zones lies at depths greater than the resolution of surface-wave 
tomography. An additional low-shear velocity anomaly is also identified at depths 50–
150 km beneath the southwest region of intraplate volcanism. We interpret these three 
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low-velocity regions as upwelling asthenosphere beneath the island, producing high-
elevation topography and relatively low-volume magmatism. 
 
4.2 Introduction 
Though Madagascar is a large island with a geologic history extending far back 
into the Archean [Collins, 2006; Tucker et al., 2011], its crust and mantle structure have 
been largely unexplored until now. Despite recent surface geologic mapping, culminating 
in the high-resolution geologic map of Roig et al. [2012], the lack of subsurface 
observations has prevented an accurate interpretation of the geologic and tectonic 
histories of the region. For example, prior to the current studies, the crustal thickness of 
the island had only been inferred from an old gravity survey [Fourno and Roussel, 1994] 
and more recently by receiver function techniques applied at the few permanent stations 
[Rindraharisaona et al., 2013]. 
One of the more unusual aspects of Madagascan geology is the occurrence of 
several episodes of Cenozoic volcanism in the central (Itasy/Ankaratra) and northern 
regions (Nosy Be/Massif D’Ambre) of the island [Emerick and Duncan, 1982, 1983; 
Nougier et al., 1986; Buchwaldt, 2006; Tucker and Conrad, 2008]. These two regions 
have been referred to in the literature as the Northern Madagascar Alkaline Province 
(NMAP) and the Central Madagascar Alkaline Province (CMAP). A third region of late 
Cenozoic volcanism was identified in the southwestern part of the island by Bardintzeff et 
al. [2010], which we will refer to as SMAP. Several ideas have previously been put 
forward to explain this anomalous volcanic activity [Emerick and Duncan, 1982, 1983; 
Nougier et al., 1986]. However, without the imaging provided by broadband 
seismological investigations, hypotheses concerning the origin of this magmatic activity 
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could not be tested.  It was in the context of this challenge that the seismic imaging 
presented here was carried out through the 2-year deployment of an island-wide network 
of 25 broadband seismometers, complimented by six seismometers deployed in 
neighboring Mozambique as part of the MACOMO (MAdagascar COmores 
MOzambique) experiment. The experiment was simultaneously accompanied by a 
German seismic deployment of twenty-seven broadband stations along a SW–NE profile 
in the south of Madagascar [Tilmann et al., 2013] and by terestrial deployments of five 
broadband stations along the SE coast of Madagascar and five more in the surrounding 
Eparses Islands [Sigloch and Barruol, 2012]. 
 Previous broadband seismological work within Madagascar had been carried out 
using four permanent broadband seismometer stations at ABPO (GSN), FOMA 
(GEOSCOPE), SBV and VOI (GEOFON) [Rindraharisaona et al., 2013]. Small 
deployments of short-period seismometers had been carried out by researchers from the 
University of Antananarivo, but these mainly focused on local seismicity in the Itasy and 
Ankaratra region [e.g. Rindraharisoana et al., 2013], and were not able to resolve deep 
structures. The global model Crust1.0 [Laske et al., 2013] includes a representation of 
Madagascar with a 1° parameterization that varies between a maximum crustal thickness 
of ~42 km along the backbone of the island, where the topography is highest, to a 
minimum crustal thickness of ~30 km along the west coast. This improved upon crustal-
thickness models that were based on gravity studies, which suggested crustal-thickness 
variations of 25–35 km [Rakotondraompiana et al., 1999]. Upper mantle observations 
beneath Madagascar had previously only been constrained by receiver function and 
teleseismic surface wave shear velocity inversions for each of the four permanent stations 
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[Rindraharisaona et al., 2013], which also concluded that the Madagascan lithosphere is 
relatively thin compared with East Africa, and that the lowest asthenospheric shear 
velocities lie beneath some of the highest topography around the central Itasy region. 
 With an island-wide deployment of seismometers, the current study is able to 
explore the crust and upper mantle seismic velocities of Madagascar using phase velocity 
measurements derived from both ambient noise and teleseismic surface wave analyses, 
providing good structural resolution to depths of up to 200 km. Resolving below this 
depth will require a subsequent analysis of teleseismic body wave tomography. Any 
mantle upwellings beneath the recent CMAP/NMAP/SMAP should be revealed the 
current analysis. 
 
4.3 Geologic Setting 
Madagascar has an unusual geologic history that has primarily shaped its crustal 
and lithospheric structures through a Pan-African amalgamation of Precambrian terranes 
that were positioned at the suture of Eastern and Western Gondwana [Handke, 1999; 
Kröner et al., 1999; Collins, 2000; 2006]. These tectonic terranes include a fragment of 
the Archean Western Dharwar craton (Antongil-Masaora Terrane along the eastern coast) 
[Tucker et al., 1999; Pacquette et al., 2003], which is a series of Proterozoic terranes 
containing remnant shear zones (Antananarivo terrane, throughout the Madagascan 
highland plateaus) (Figure 4.1) [Pacquette and Nédélec, 1998; Tucker et al., 2007]. 
 Madagascar rifted away from Africa along with India ~165–130 Ma, during the 
break-up of Gondwana [Rabinowitz et al., 1983; Coffin and Rabinowitz, 1987]. 
Throughout this time volcanic rocks were emplaced across many regions of Madagascar 
(Figure 4.1). This rifting thinned the crust along the west coast of Madagascar, allowing 
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Figure 4.1 (previous page): a) Simplified geological map of Madagascar adapted from 
Roig et al. [2012], showing Precambrian metamorphic terranes, Phanerozoic sediments, 
and volcanic outcrops. Locations of three west-coast sedimentary basins. Cretaceous 
(black outline) and Cenozoic (red outline) magmatic areas are as marked. Precambrian 
shear zones and the post-Miocene Alaotra-Ankay graben structure are also marked. 
Initials are place names referred to in the text: A – Antananarivo, CM – Cap Masoala, Mh 
– Mahanoro, Mn – Mananjary, Ta – Tamatave, To – Toliara. b) Station locations of the 
MACOMO, RHUM-RUM, and SELASOMA seismic projects used in this study. Known 
active hotspots currently lie beneath Grande Comore and Réunion. The Davie ridge is an 
inferred transform fault controlling the relative movement of Madagascar with respect to 
Africa during the Mesozoic. Elevation and bathymetry from ETOPO1 [Amante and 
Eakins, 2009]. 
 
syntectonic sedimentary basins to form there. The east coast of Madagascar was shaped 
by the subsequent rifting of the Indian subcontinent that moved northwards along a 
transform fault from 95 Ma to 84 Ma [Gnos et al., 1997], and the whole island has 
remained tectonically stable since then.  
 Madagascar was subject to widespread flood basalts (now found at the surface 
primarily around the periphery of the island) that erupted voluminously but briefly during 
this time, ~95–85 Ma ago, and may have once covered the island [Storey et al., 1995]. 
This is commonly linked to the migration of Madagascar/India over the Marion hot spot 
[Storey et al., 1995; Torsvik et al., 1998], leading to fracturing of the overriding plate, 
rapid emplacement of mantle-derived tholeiitic basalt and crustal-derived dacite/alkali 
rhyolite magmas, and eventual fragmentation of India from Madagascar.  
 The enigmatic igneous provinces of much more recent alkaline intraplate 
volcanism, including the large NMAP (3800 km2) and CMAP (6000 km2) areas, are 
shown in Figure 4.1. A40-A39 ages show that they are principally 25–1 Ma old [Emerick 
and Duncan, 1982, 1983; Nougier et al., 1986; Buchwaldt, 2006; Tucker and Conrad, 
2008], but began as early as 50 Ma. In certain regions of the north (around Nosy Be and 
!! 114 
the Massif d’Ambre) and in the the center of the island (in the Itasy and Ankaratra 
regions west of the capital, Antananarivo) volcanism has extended up into the Holocene 
[Collins, 2000]. The SMAP volcanic activity, found in a comparatively small region of 
southwestern Madagascar, near Toliara, has isotopic ages of ~9 Ma, similar to some of 
the CMAP volcanics [Bardintzeff et al., 2009]. 
 One hypothesis to explain the Madagascan intraplate volcanism connects it to the 
more active Comoros volcanic alignment to the northwest [Emerick and Duncan, 1982], 
which extends SE-to-NW from Mayotte Island to the Grande Comore Island and the 
active Karthala volcano. Another hypothesis relates both the Comoros and Madagascar 
volcanism to the southern termination of the East African Rift and to the eastward motion 
of the Somalian plate relative to Nubia. Although the geometry of the southern 
termination of the Somalian plate is still debated [Saria et al., 2014; Stamps et al., 2015], 
the diffuse termination of the East African Rift extends through the Comoros volcanic 
alignment and into the intraplate Madagascar volcanism [Michon, 2016]. A third 
hypothesis could involve deep connections to a lower mantle African superplume 
[Ebinger and Sleep, 1998], which would generate a large scale mantle upwelling [Forte 
2010] that spreads radially in the upper mantle around Southern Africa. This could bring 
hot asthenospheric mantle to the Mozambique Channel region, generating volcanism 
within Madagascar. A fourth hypothesis involves fracture zones created during 
continental separation [Nougier et al., 1986]. These bands of weakness may be 
reactivated through periods of regional lithospheric extension allowing local 
asthenospheric upwelling and volcanic activity. The regional fracture zones have a 
similar orientation to the N–S trending Davie Ridge, believed to be the transform fault 
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guiding Madagascar southwards during the Cretaceous [Coffin and Rabinowitz, 1987], 
and which has been the site of recent seismic reactivation [Grimison and Chen, 1988]. 
Similarly orientated remnant structures from the amalgamation of Madagascar in the 
Precambrian, such as the Ranotsara shear zone, may also provide areas of weakness for 
tectonic extension to exploit. These four hypotheses are not completely independent and 
may interact concurrently to produce intraplate volcanism. 
 At regional scales, seismicity is clearly aligned along the Davie Ridge, along the 
Comoros volcanic alignment and beneath Madagascar. Seismicity within Madagascar 
shows highest concentrations in the center of the island [Bertil and Regnoult, 1998; 
Rindraharisaona et al., 2013; Rakotondraibe et al., in prep.]. The majority of these small 
(<M4) events have extensional focal mechanisms, reflecting a regional E–W extensional 
stress regime [Grimison and Chen, 1988; Rindraharisaona et al., 2013; Rakotondraibe et 
al., in prep.] suggesting that the whole region may correspond to a diffuse, extensional 
plate boundary. The seismicity appears to align in bands approximately N140E that align 
with mapped normal fault structures and are often associated with the occurrence of hot 
springs, suggesting high regional heat flow rates. Rindraharisaona et al. [2013] also used 
a joint inversion of receiver functions and surface waves to study the upper mantle at the 
sites of the four permanent stations. They found that the center of the island, beneath the 
Global Seismic Network (GSN) station ABPO, is underlain by relatively seismically slow 
upper mantle material, which may suggest an asthenospheric upwelling in this region, 
although both the spatial and depth extent of the feature was not well resolved. 
Tectonic studies of the CMAP and Alaotra-Ankara graben system have shown 
that these areas are actively extending, resulting in high erosional gullies known locally 
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as lavakas. In places, these features cut into Neogene rocks suggesting that uplift may 
have been occurring for the past 10–15 Ma [Cox et al., 2010]. The topography of 
Madagascar is unusually elevated for old, continental crust, with large areas of the central 
and northern parts of the island elevated 1 km above sea level; in places above 2 km. This 
is especially unusual considering that Madagascar is unlikely to have experienced 
extensive compressional tectonics since at least ~140 Ma ago, following its separation 
from Africa [e.g. de Wit, 2003]. Examinations of river profiles have lead to estimates that 
Madagascar has experienced active uplift since the early Miocene [Roberts et al., 2012]. 
Comparisons can be made to other uplifted broad plateaus such as the Massif Central, 
France [Chevrot et al., 2014], which has also undergone recent intraplate volcanism, and 
the Hangay Dome of Mongolia [e.g. Petit et al., 2008], where crustal thickness is 40–
50 km and the elevation may be accommodated by a thinner lithosphere. 
 
4.4 Data and Methods 
The MACOMO project deployed 36 broadband instruments (9 Guralp CMG-3Ts, 
10 Trillium 120PAs, 17 Streckeisen STS-2s, each with a Quanterra Q330 datalogger) at 
26 locations within Madagascar (including some repeat locations due to instrument 
failures) and at 6 locations within Mozambique. Broadband seismometers were operated 
for two years at 10 Madagascar locations, starting in October 2011, supplemented by an 
additional 16 broadband stations that operated for one year, starting in August 2012. All 
stations were removed in August 2013 and data are available at the IRIS data 
management center under code XV. Contemporaneous with the MACOMO deployment 
were two other regional broadband deployments. The RHUM-RUM (Réunion Hotspot 
and Upper Mantle - Réunions Unterer Mantel) project mainly deployed ocean bottom 
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seismographs to the east and south of Madagascar, but also installed five land stations in 
southeastern Madagascar and five island stations on the Iles Eparses around Madagascar. 
RHUM-RUM data will be available under the FDSN code YV at the French data portal 
(http://portal.resif.fr) [Sigloch and Barruol, 2012]. In addition, the Seismological 
Signatures in the Lithosphere/Asthenosphere system of Southern Madagascar 
(SELASOMA)!experiment installed 27 broadband stations in a linear deployment across 
southern Madagascar to examine the crustal structure of Madagascar as it crosses the 
Ranotsara shear zone and other tectonic features [FDSN network code ZE 2012–2014; 
Tilmann et al., 2013]. These stations fill the gaps in the MACOMO station coverage. This 
study uses the RHUM-RUM land and island stations, 7 of the SELASOMA broadband 
stations and the four permanent broadband stations deployed on Madagascar: ABPO (IU 
GSN, 2007–present); VOI and SBV (GE GEOFON, 2009–present; GEOFON Data 
Center (1993)); and FOMA (G GEOSCOPE, 2008–present) (see Figure 4.1 and 
Appendix Table A4.1). 
 Three complementary methods are used to analyze surface wave phase velocities: 
1)! Ambient noise tomography, following Bensen et al. [2007], is used over relatively 
short periods (0–40 s) and is therefore best for shallow (upper 30 km) 
investigations. 
2)! A station-to-station cross-correlation approach developed by Jin and Gaherty 
[2015]. This is used for the intermediate period range of 20–100 s.  
3)! The two-plane-wave analysis of Yang and Forsyth [2006], over a period range of 
18–182 s, which provides good resolution to depths of 150–200 km depth.  
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The phase velocity dispersion observations from these three methods are combined at 
each nodal point of our model and inverted for a three-dimensional shear-velocity model 
using the methodology of Herrmann and Ammon [2002]. These methods are detailed in 
the following discussion. 
 
4.4.1 Ambient Noise Tomography 
Now a standard seismological technique, ambient noise tomography (ANT) relies 
upon the observation that the average seismic noise field reveals surface-wave particle 
motions with propagation velocities that are frequency-dependent [e.g., Lobkis and 
Weaver, 2001; Larose et al., 2005]. Seismic ground noise records from a station pair can 
be cross-correlated to furnish an approximation of the elastic impulse response (Green’s 
function) as if one of the stations is a virtual source. Rayleigh wave dispersive properties 
of the extracted Green’s functions from cross-correlations of ambient-noise records at 
two stations or more are used to produce tomographic images [e.g., Shapiro and 
Campillo, 2004; Lin et al., 2009]. 
 The method of Bensen et al. [2007] is followed here, using vertical component 
time series from 1 July 2011 to 1 August 2013. The instrument responses are removed 
from the time series, which are then cut into 12-hr windows with an overlap of 8 hr. The 
time series windows are then cross-correlated among all stations using a frequency-
domain normalization, and then stacked to produce station-to-station Green's functions 
from which Rayleigh waves are extracted. The FTAN software package of Levshin et al. 
[1992] is used to analyze the dispersion of each interstation Green's function. These 
functions are then mapped over a 0.5˚ grid of nodes using the tomographic inversion 
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method of Barmin et al. [2001], producing 1-D dispersion curves for phase and group 
velocities between periods 8 and 40 s. 
 
4.4.2 Cross-Correlation of Teleseismic Surface Waves 
For teleseismic surface waves from earthquake sources, the Automated Surface 
Wave Phase Velocity Measuring System (ASWMS) of Jin and Gaherty, [2015] uses a 
cross-correlation of fundamental-mode surface waves to calculate station-to-station phase 
velocities as 
 ! " = $% ⋆ '($) [1] 
where $% is the seismogram at a particular station, '( is a window function isolating the 
surface wave energy at a neighboring station $), and ! "  contains the lag information 
for all coherent signals. ! "  is windowed and narrow-band filtered; low and high cut-off 
frequencies are ±10% of the center frequencies. The raw phase velocity is found by 
minimizing the misfit between a predicted wavelet and the narrow-band-filtered cross-
correlogram. For the detailed methodology see Jin and Gaherty [2015]. 
 The data involve Rayleigh-wave observations from 182 teleseismic events of 
Mw > 6 (7 Oct 2011 to 30 Aug 2013) that are more than 30˚ away from Madagascar so 
that a plane wave assumption is valid (Appendix Figure A4.1). Station pairs chosen for 
the correlation were limited to 50–500 km in distance to minimize cycle skipping. We 
produce 2D phase-velocity maps using Eikonal tomography [Lin et al., 2009; Jin and 
Gahery, 2015] at 15 periods between 20 s and 100 s for a series of 0.5˚ nodes across 
Madagascar. 
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4.4.3 Two-Plane-Wave Method 
To extend our phase velocity range to longer periods (out to 182 s), and therefore 
increase the depth of our model resolution, we apply the two-plane-wave (TPW) method 
of Yang and Forsyth [2006] to Rayleigh waves from 183 teleseismic events. For a 
regional surface-wave inversion, the incoming displacement (U) of the Rayleigh 
wavefield at frequency *, recorded at a seismic station, can be represented by the sum of 
two plane waves [Forsyth and Li, 2005]: 
 +, * = -% * ./0(23⋅5/67) + -) * ./0(2:⋅5/67) [2] 
where - and 2 are the amplitude and horizontal wavenumber vector of each of the plane 
waves, and 5 is a position vector for each station relative to the reference station. For 
each event a local coordinate system is employed, with the origin at a reference station 
that is selected based on having the highest amplitude. The position vector relative to this 
station is given by the difference in the epicentral great circle path and the distance from 
the reference station great circle path along a small circle around the epicenter. The 
predicted displacements at the ;th station from the <th event are given by 
 +=0> = -%0 ./0 ?3@A + -)0 ./0 ?:@A  [3] 
where, for N = 1, 2, 
 BC0> = BC0D + $E> * F0> cos J0> − LC0 − M0> + * N0> − N0D  [4] 
where BC0D  are the phases of the first and second plane waves at the reference station, N0> − N0D  is the differential travel time between the ;th station and the reference station, LC0  are the angular deviations from the great circle paths of the first and second waves, 
and $E>  is the average slowness. 
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 Vertical components of Rayleigh waveforms are narrow-band Butterworth-
filtered at twenty-five periods between 18 s and 182 s, in frequency bands of ±10% of the 
center frequency. The observed fundamental-mode Rayleigh waves are identified and 
windowed using the 3-D CUB2 velocity model of Ritzwoller et al., [2003]. The windows 
are tapered to minimize edge effects and we apply a quality-control signal-to-noise ratio 
of 5. Each window is converted to the frequency domain to obtain amplitude and phase 
information. Our model grid is parameterized with 437 grid nodes with a node spacing of 
0.8˚ at the center of the grid and 1.2˚ at the edges in order to allow the estimated phase 
velocities to absorb effects that are not explained by the sum of two plane waves. 
 The parameters of the incoming two plane waves (-, B, L) are first estimated 
using a simulated annealing method [Press et al., 1992] based on the initial phase-
velocity model. Second, the plane-wave parameters and phase-velocity parameters at 
each node are solved simultaneously with a generalized linear inversion [Tarantola and 
Valette, 1982]. The solution of the plane-wave parameters of the incoming wave field and 
the phase velocities at each node are obtained by the general non-linear least-squares 
inversion 
 ∆P = QRSTT/%Q + SUU/% /% QRSTT/%∆V − SUU/% P −PD  [5] 
where ∆V is the difference between predicted and observed data for the current model, Q 
is the matrix of partial derivatives of V with respect to the perturbation of P, STT is the a 
priori data covariance matrix describing data uncertainties, and SUU is the a priori 
model covariance matrix, which acts to smooth and damp the solution.  This equation is 
iteratively solved independently for each frequency. The model parameters are updated at 
each iteration and the inversion stops when the maximum number of iterations is reached 
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or the convergence condition is achieved. We iterate the equation at a maximum of 10 
times, set the characteristic wavelength for averaging and calculating spatial sensitivity to 
be 100 km, and assign the a priori damping terms for each node velocity to be 0.15. 
 
 4.4.4 Combined Shear-Velocity Inversion 
The 1-D dispersion curves at each of the model nodes from each of the three 
different methods of analysis are combined to form a single model. For frequency bands 
that overlap between the different methods, the resulting maps correlate well in the 
overall patterns of velocity variations (Appendix Figure A4.2). Shallow seismic 
structures are most sensitive to the ANT-method results, as both the ASWMS and TPW 
methods cannot resolve such short periods. The method of Herrmann and Ammon [2002] 
is used to fit the model-averaged dispersion curves with 1-D vertical velocity models by 
allowing thin (2–5 km) layers to change in velocity value but not thickness. An initial 
starting model is based on AK135 [Kennett et al., 1995] with a relatively constant shear 
velocity throughout the crust and upper mantle. Synthetic phase-velocity dispersion 
curves are then calculated for each 1-D model, and the evaluated and revised through 
comparison to the corresponding data phase-velocity dispersion curves for that node (50 
iterations on 222 nodes). Final dispersion curves provide an excellent fit (Appendix 
Figure A4.3) for the majority of the model nodes. 
 
4.5 Results 
4.5.1 Ambient noise tomography 
The ANT spatial resolution tests are determined by forward modelling a delta 
function using the process discussed in section 4.3.1, and are influenced by the station 
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spacing, with shorter periods requiring a closer station spacing. Results of the resolution 
tests are shown in Appendix Figure A4.4 and show good spatial resolution of seismic 
features of <50 km width, across Madagascar at all periods. 
 
Figure 4.2: Phase-velocity maps produced from the ANT method. Smearing between 
stations at longer periods is seen beneath the west coast due to a lack of crossing paths to 
island stations. Low phase-velocity regions at 10 s correlate with sedimentary basins. 
Velocity variations at 40 s also map well with respect to Madagascar volcanism. 
 
The resulting ANT Rayleigh wave velocities sample the Earth at relatively 
shallow depths (~10–50 km), and correlate well with the known surface geology. Figure 
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4.2 shows a subset of phase velocity slices from the ANT results. At 10 s, which largely 
samples structures at depths of 2–20 km, there are two notable low-phase-velocity 
regions (<3.15 km/s) on the west coast of Madagascar. A third, small low-velocity region 
can be seen at the very north end of the island. These three seismic features correlate well 
with the locations of three sedimentary basins along the west coast. For waves at 40 s 
period, which sample deeper, the phase velocity maps significant variations in phase 
velocity. At periods >30 s, low phase velocities become concentrated in three regions: the 
central (CMAP), northern (NMAP), and southwestern (SMAP) provinces. At 20–40 s 
period, the 2D maps show smearing of the phase velocities over the Mozambique 
Channel. This is due to limited crossing rays in the channel from the lack of available 
stations. At these periods, relatively fast velocities are generally observed in the 
Mozambique Channel compared to Madagascar, as would be expected from the 
difference in crustal thickness and composition. 
 
4.5.2 Automated surface wave phase velocity measuring system 
For each period band, the consistency of the all the phase velocity measurement at 
each node can be characterized by a standard deviation and are shown in Appendix 
Figure A4.5. The highest variations in phase velocity occur at shorter periods suggesting 
that we are at the limit of resolution given our station spacing. Standard deviations of 
<0.1 over the majority of Madagascar for periods 25–100 s displays good consistency in 
our measurement of phase velocity for the majority of bands. 
A subset of the ASWMS phase velocity maps at several different periods are 
shown in Figure 4.3. In the 20 s map, the backbone of the island exhibits relatively low 
phase velocities when compared with the rest of Madagascar and the surrounding oceanic 
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crust regions. At phase-velocity periods of 30 s and 40 s, significant low-velocity regions 
are observed beneath the CMAP and NMAP. These low-velocity regions are seen 
throughout the rest of the period bands up to 100 s. A relatively strong low-velocity band 
at periods of 40–100 s is also apparent in southwestern Madagascar beneath the SMAP 
volcanic region. This anomaly appears to lie between two high-velocity zones and has a 
similar orientation to both the Davie Ridge and the Ranotsara shear zone. 
 
 
  
Figure 4.3: Interpolated phase-velocity maps produced by the ASWMS method. These 
periods are mainly sensitive to the lower-crust and mantle velocity structure and show 
low-velocity regions that correlate well with the intraplate volcanism. At 20 s there is a 
clear variation in the Mozambique Channel velocities compared to those of Madagascar 
due to the faster, more oceanic-type crust. A third low-velocity region is observed in the 
southwest of Madagascar at longer periods. 
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Figure 4.4: Subset of phase-velocity maps produced by the TPW method. Two low-
velocity zones again map beneath regions of intraplate volcanism. A third low-velocity 
region is also shown in the southwest of Madagascar at 40–70 s. It is noted that low-
velocity regions appear to extend towards the Comoros, although our coverage in the 
Mozambique Channel is limited. 
 
4.5.3 Two-plane-wave tomography 
To provide an analysis of the size of features resolvable by the TPW tomography 
method, a resolution matrix is calculated at each period and convolved with a 
checkerboard of positive and negative anomalies (Appendix Figure A4.6). For each 
period, multiple tests allow the determination of the smallest checker size that can be 
recovered by the resolution matrix. The shortest periods can resolve features 177 km in 
width, increasing to 355 km at the longest periods. 
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A subset of the resulting TPW 2D phase velocity maps are shown in Figure 4.4. 
From 30 s to 77 s, two distinct relatively low-velocity zones underlie the CMAP and 
NMAP regions. A third low-velocity region underlies the SMAP region at periods of 40–
77 s. The northern low-velocity region appears to remain disconnected from the central 
and southern regions at periods < 124 s. These results show similar features to those of 
the ANT and ASWMS results: a central low-phase-velocity region correlated with the 
surface CMAP volcanics, a northern low-phase-velocity region correlated with the 
NMAP volcanics, and a southern low-phase-velocity region correlated with the SMAP 
volcanic region at periods > 40 s. 
 
4.5.4 Shear velocity inversion 
After amalgamating all of the 1-D model nodes, a 3-D model for the entire region 
with a 0.5˚ node spacing is obtained through interpolation (Figure 4.5). Depth slices are 
plotted relative to the mean of the slice to highlight the variations at each depth. In 
addition, slices relative to the Preliminary Reference Earth model (PREM) [Dziewonski 
and Anderson 1981] are shown in Appendix Figure A4.7. 
Determining a shear wave velocity model through a 1D inversions at model nodes 
has limitations. For example, the velocities at each node are not directly influenced by the 
neighboring nodes. However, the smoothness of the final model suggests that the velocity 
variations observed are qualitatively robust. The root-mean-square (RMS) of the misfit 
between the inverted model dispersion curves and our observed dispersion curves 
(Appendix Figure A4.3) shows values less than 0.3 across the majority of Madagascar 
rising to 0.6 in the Mozambique Channel, where resolution is lost at at shorter periods. 
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Figure 4.5: Inverted shear velocity maps from the combined 1-D phase-velocity 
dispersion curves. Each slice is represented relative to the mean of that depth slice, which 
is given below for each map. Tectonic boundaries (see Figure 1b) are shown with black 
lines, and five recent (< 1 Ma) volcanic regions are marked with triangles. Sedimentary 
basins are clearly highlighted by slow velocity anomalies at 10 km. At 30 km the 
horizontal depth slice shows Moho topography: mantle velocities to the west, and lower 
continental velocities down the backbone of Madagascar in the east. Three low-velocity 
regions are observed at depths of 50 km and below that map with Cenozoic volcanism of 
the northern, central, and southwestern Madagascar alkaline provinces (NMAP, CMAP 
and SMAP). 
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Sedimentary basins are clearly observed as regions of relatively slow shear 
velocities along the west coast at 10 km depth; the southern Morondava basin is the 
broadest and slowest. The surface geologic boundary of sedimentary cover clearly 
separates the slow velocities of the sedimentary basins from the relatively fast 
Precambrian basement rocks to the east. In comparison, in the 30 km deep map the color 
scheme inverts, showing relatively slow shear velocities along the backbone of the island 
and fast velocities to the west. This depth slice crosses an eastward-dipping Moho 
discontinuity, revealing the slow continental crustal root beneath the Madagascan 
highlands and fast mantle velocities beneath the Mozambique Channel and shallow west 
Madagascar crust. In the upper mantle (50–150 km depth), three distinct low-velocity 
regions are observed beneath the NMAP, CMAP, and SMAP volcanic regions of the 
island. These low-shear velocity regions are independent and unconnected at these 
depths, although both the northern and central zones appear to migrate west and 
northwards with increasing depth. 
 
4.6 Discussion 
The three phase-velocity methods employed in this study allows us to confidently 
identify shear-velocity anomalies from the shallow crust through the upper mantle to a 
depth of ~150 km. At greater depths, the vertical resolution is reduced due to the vertical 
smearing of structures from the increasing breadth of the longer-period surface-wave 
sensitivity kernels. 
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 4.6.1 The crust 
Shear-velocity variations across Madagascar show a variety of features that can 
be related to the surface geology. At shallow depths, the features that most stand out are 
the three west-coast sedimentary basins. These appear as the low-velocity anomalies in 
Figures 4.2 and 4.5 at the shortest periods and shallowest depths. The Antsirinana Basin 
is the shallowest and narrowest of the three, and the Mahajanga Basin is deeper and 
broader, though both are likely to extend to less than 5 km in depth. The Morondava 
basin is by far the deepest and broadest of the three, and may be up to ~10 km deep 
(Appendix Figure A4.8). Surface waves are not the optimal means of measuring shallow 
basin structures, which are better resolved with receiver functions from P and S body 
waves, as well as active source seismic methods. Receiver functions have been analyzed 
from the MACOMO data [Andriampenomanana ny Ony et al., in prep] and show that the 
thickness of sedimentary rocks extends up to 10 km deep along the western edges of 
Madagascar, thinning to 3–6 km at their eastern boundary. The receiver functions suggest 
that the thickest sedimentary sequences are with the Morondava and Mahajanga Basins, 
but that even for the Antsirinana Basin to the north the sediment layers likely exceed 
5 km. Nonetheless, the surface wave inversions show that the Morondava and Mahajanga 
Basins, and to a lesser degree the Antsirinana Basin, are major structural features that 
dominate the seismic structures of the Madagascan west coast. 
 At the shortest periods, the central mountainous spine of Madagascar is relatively 
fast in comparison to surrounding valleys. This is consistent with the crystalline 
Archaean rocks exposed there. The pattern of seismic velocities quickly reverses with 
depth, however, because of the slower seismic velocities of the Madagascan Highlands 
continental root in comparison to the mantle velocities beneath the thinned crust of the 
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Figure 4.6: Cross-sections through the shear velocity model shown in Figure 5 down to 
200 km. Vertically-exaggerated elevation profiles are shown based on ETOPO1 [Amante 
and Eakins, 2009]. The color scale is consistent for all cross-sections and saturated at 
4.1 km/s to highlight the mantle shear-velocity variations. Upper-mantle low-velocity 
regions are observed beneath higher-elevated areas and specifically beneath regions of 
Cenozoic volcanism (A–A’, B–B’). C–C’ traverses the south of Madagascar where, at the 
southwestern end beneath the SMAP, lies an upper-mantle low-velocity region that is 
observable at 50 km in depth, but becomes much stronger with greater depth. 
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 west-coast basins. This is clearly observed in the transition between 10 and 50 km 
(Figure 4.5): at 10 km depth, the Morondava basin appears as a large low-velocity feature 
because of the very thick sedimentary basin that formed syntectonically as Madagascar 
was rifting away from the mainland. However, at 30-km-depth, these anomalies have 
begun to reverse. The N–S mountains are still continental crustal material, whereas 
beneath the Morondava basin, where the crustal thickness is likely around 20 km 
[Andriampenomanana ny Ony et al., in prep], the thin crust has already been replaced by 
denser and seismically faster mantle rock. 
 
4.6.2 The upper mantle 
 The dominant seismic anomalies just below the crust are two regions of very slow 
seismic velocities at the top of the upper mantle. These anomalies are best seen in the 
deeper maps of the joint model [Figures 4.5c and 4.5d] and in the cross-sections of the 
shear-velocity model (Figure 4.6), which has been saturated at a minimum of 4.1 km/s in 
order to observe the much smaller mantle anomalies. The two upper mantle slow-velocity 
anomalies are observed beneath the central and northern regions of the island. These 
anomalies directly underlie the known recent volcanism of the CMAP and the NMAP 
regions. At depths of 80–100 km we observe a negative shear velocity anomaly of around 
-4% relative to the standard reference velocity model PREM [Dziewonski and Anderson 
1981] (Appendix Figure A4.7). This is consistent with other such anomalies at these 
depths, where there is little or no mantle lithosphere [e.g., Petit et al., 2008; Adams et al. 
2012]. 
A third notable low velocity region is situated to the south of the island at depths 
between 50–100 km (Figure 4.6 C–C’). This feature appears separated from the CMAP 
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low velocity region at depths of 75–150 km by a zone of fast shear velocity (~4.5 km/s, 
Figures 4.5f–h, 6 C–C’ and E–E’) although there may be some low velocity connection to 
the western edge of the CMAP low velocity region at ~50 km (Figure 4.5e). It is also 
noted that this low velocity region lies beneath the outcrop of Cenozoic volcanic rocks at 
Ankilioaka that have been dated to have been formed at ~9 Ma [Bardintzeff et al., 2010]. 
 
4.6.3 Regional interpretation of upper mantle low velocity zones 
The extension of these low-velocity anomalies to depths greater than about 
150 km requires additional techniques such as the inclusion of body-wave tomography, 
and it is therefore unclear as to whether these low-velocity regions are the result of active 
or passive upwelling. Nonetheless, the structures we are able to resolve can begin to 
make some inferences as to the source or sources of Madagascar’s intraplate volcanism. 
For example, fast phase velocities at long periods (40–100 s, Figure 4.3), and great depths 
(50–100 km; see Figure 4.6 D–D’) beneath the region just to the south of the CMAP may 
suggest the delamination and removal of mantle lithosphere through negative buoyancy 
forces. The removal of sub-CMAP mantle lithosphere would allow for the replacement 
by asthenospheric mantle rising beneath the CMAP. Subsequent isostatic adjustment 
would result in elevated topography which is observed along the backbone of 
Madagascar. An alternative hypothesis to the existence of these low shear velocities 
would be the presence of remnants of Cretaceous hotspot activity from the Marion 
hotspot [Torsvik et al. 1998]. However, current active uplift rates inferred from river 
profiles [Roberts et al. 2012] suggests that the high topography is a recent feature, more 
likely resulting from the thermal uplift of more recently emplaced sub-lithosphere, low-
density rocks. 
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 If there is a connection at depth to an active plume source, the most likely 
direction is to the Comoros volcanic alignment to the northwest. Recent analysis has 
suggested that the Comoros volcanic alignment is not related to a deep mantle hotspot 
[Michon, 2016]. The emerging idea is that volcanism and areas of high heat flow in this 
region are strongly related to African tectonics. The central and northern low-velocity 
anomalies are clearly distinct from each other at shallow depths, separated by a strong 
and deep fast-velocity region. There does not appear to be any sub-lithospheric flow 
connecting these two regions. The velocity model loses resolution to the east of 
Madagascar, but at its deepest, the model displays a possible low-velocity region 
extending northwest from both the north and central regions, possibly connecting them 
with the Comoros region. This would be in agreement with an African plume-source 
model [Ebinger and Sleep, 1998; Nyblade et al., 2000; Weereratne et al., 2003; Lin et al., 
2005] which involves having a central plume beneath East-Central Africa spread out 
beneath the African lithosphere, supplying the magma for other shallow, regional hot spot 
volcanoes. In the Ebinger and Sleep [1998] model, plume material flows shallowly 
beneath the lithosphere and comes from the northwest, suggesting that volcanism began 
in the Comoros and the NMAP before the more southerly CMAP (as the leading edge of 
the plume material moved southeastward from Kenya/Tanzania). 
 An active upwelling source is not ruled out with the limited geochemical studies 
on the volcanic regions. Bardintzeff et al. [2010] conclude that the Madagascar volcanic 
regions may indeed share a similar source showing differing levels of crustal mixing. The 
northern volcanic rocks may exhibit a slightly more depleted signature than the central 
volcanics, but all could be attributed to an ocean island basalt source. The enrichment in 
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trace elements for the recent CMAP and NMAP, as well as the small SMAP region, is 
about double that of the other, 93.5 Ma volcanic rocks from the Morondava basin, which 
are from the Marion hotspot [Wen, 2006]. 
 In response to inadequacies in the Emerick and Duncan [1982] model, Nougier et 
al. [1986] proposed a fracture-zone model that relied on the reactivation of remnant faults 
and shear zones formed by tectonic processes as Madagascar rifted away from Africa. 
This model allows for the passage of alkali-enriched material to be concentrated along 
zones parallel to the Davie Ridge. Although this model allows for a connection to the 
Comorean plume, it does not discount that the source could be a more localized 
upwelling possibly in the form of metasomatized mantle enriched in incompatible 
elements [e.g., Pilet et al., 2004]. Our results do not discount this hypothesis; however, it 
seems that current extension rates within Madagascar and the deep nature of the low-
velocity anomalies makes this model less likely. 
From the shear-velocity model proposed here, we interpret the high elevations of 
the Madagascan highlands to be due to a thin, and even absent, mantle lithosphere 
beneath an average thickness (40 km) continental crust. The cause of this thinning 
appears to be much more than the current extensional stress regime allows. Removal of 
mantle lithosphere by a delamination process may provide an alternative hypothesis to 
explain our observations. Removal of the mantle lithosphere would result in recent 
dynamic uplift of topography, upwelling asthenosphere and a negative Bouguer gravity 
anomaly [Bonvalot et al., 2012]. The presence of delaminated, cold lithosphere at depths 
below 150 km could potentially be imaged using receiver functions and regional body 
wave tomography. 
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4.7 Conclusions 
Surface-wave-derived phase-velocity data have, for the first time, allowed the 
interpretation of shear velocities in the crust and upper mantle beneath Madagascar. 
Sedimentary basins are observed to extend to depths of around 10 km beneath the west 
coast using these surface-wave methods, in agreement with other body-wave based 
studies. Regions of low upper-mantle shear velocities are shown to lie beneath both the 
CMAP and NMAP, the locations of recent intraplate volcanism. A third low-velocity 
region lies at upper mantle depths beneath the SMAP in the southwestern region of 
Madagascar and appears not to extend up into the crust. The connections among and the 
extensions of these low-velocity regions into the mantle transition zone, as well as any 
possible connections among them, cannot be well interpreted using surface-wave 
methods. The elevated topography of the Madagascar highlands around the CMAP may 
be explained by buoyant, low-velocity asthenosphere. The cause of this feature can be 
explained by the localized removal of mantle lithosphere beneath the CMAP allowing 
sub-lithospheric mantle to flow in from the north. Body-wave tomography and anisotropy 
methods will lend evidence to help explain the occurrence of these low-velocity regions 
and the potential of an active, deep-rooted source. 
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Appendix 
Table A4.1: Seismic Stations 
 
Code Site Latitude Longitude Altitude [m] Start End 
       
MACOMO 
AMPY Ampanihy, Madagascar -24.7033 44.7436 252.4 2012/08/15 2013/12/31 
ANLA Analava, Madagascar -17.7062 49.4599 33.3 2011/09/21 2013/12/31 
ANTS Antsohihy, Madagascar -14.8843 47.9993 12.2 2011/09/26 2013/12/31 
BAEL Bealanana, Madagascar -14.5397 48.7467 1147.8 2012/08/11 2013/12/31 
BAND Malaimbandy, Madagascar -20.3428 45.5964 178.6 2012/08/05 2013/12/31 
BANJ Ambanja, Madagascar -13.6426 48.4537 17.3 2012/08/10 2013/12/31 
BARY Antanimbary, Madagascar -17.1845 46.8571 265.7 2012/08/05 2013/12/31 
BATG Tsiroanamandidy, Madagascar -18.8786 46.1871 1552.2 2012/08/20 2013/12/31 
BERG Port Berge, Madagascar -15.58 47.6277 67.8 2012/08/06 2013/12/31 
BITY Ibity, Madagascar -20.0608 47.0001 1566 2012/08/04 2013/12/31 
BKTA Beraketa, Madagascar -24.1822 45.673 576 2012/08/11 2013/12/31 
CPSM Cap Ste. Marie, Madagascar -25.5358 45.15 172.8 2012/08/13 2013/12/31 
DGOS Deigo Suarez, Madagascar -12.2825 49.3606 33.5 2011/09/27 2013/12/31 
KIRI Kirindy, Madagascar -20.0676 44.6595 70.1 2012/05/04 2013/12/31 
LAHA Antalaha, Madagascar -14.9344 50.2911 11.1 2011/10/06 2013/12/31 
LONA Analavelona, Madagascar -22.8057 44.2959 416.6 2011/09/25 2013/12/31 
MAGY Vatomandry, Madagascar -19.3179 48.9785 22.2 2012/03/14 2013/12/31 
MAHA Mahabo, Madagascar -23.1714 47.6899 31 2011/10/04 2013/12/31 
MAJA Mahajanga, Madagascar -15.7323 46.4263 35.7 2011/09/24 2013/12/31 
MAPH Mapinhane, Mozambique -22.25 35.08 42 2011/08/29 2013/08/31 
MARO Marofandilia, Madagascar -20.1331 44.5515 32.9 2011/10/01 2013/12/31 
MKVA Makirovana, Madagascar -14.1368 50.0608 19.6 2012/08/23 2013/12/31 
MMBE Morombe, Madagascar -21.7501 43.3721 32 2011/09/28 2013/12/31 
MOCU Mocuba, Mozambique -16.86 36.83 232 2011/08/22 2013/08/31 
MSGR Massingiri, Mozambique -23.83 32.18 135 2011/08/11 2013/08/31 
NAPU Nampula, Mozambique -15.08 39.25 373 2011/08/22 2013/08/31 
SENA Sena, Mozambique -17.445 35.032 50 2011/11/10 2013/09/06 
SOLA Mandritsara, Madagascar -15.8636 48.8263 316.8 2012/08/12 2013/12/31 
TANS Antananarivo, Madagascar -18.9176 47.5511 1397.9 2012/09/06 2013/12/31 
TETE Tete, Mozambique -16.13 33.57 159 2011/08/27 2013/09/01 
VATO Vatomandry, Madagascar -19.3314 48.9824 23 2011/09/20 2013/12/31 
VINA Beravina, Madagascar -18.1769 45.2247 293.8 2012/08/22 2013/12/31 
ZAKA Ambatondrazaka, Madagascar -17.8471 48.423 814.2 2012/08/17 2013/12/31 
ZOBE Ankazobe, Madagascar -18.1369 47.2289 1614.2 2012/08/02 2013/12/31 
 
SELASOMA 
MS07 Madagascar -22.8124 44.8289 663 2012/04/28 2014/12/31 
MS10 Madagascar -22.4735 45.5668 972 2012/05/04 2014/12/31 
MS12 Madagascar -22.4374 45.9150 1038 2012/05/03 2014/12/31 
MS16 Madagascar -21.9357 46.5430 772 2012/05/01 2014/12/31 
MS19 Madagascar -21.4093 47.1028 1140 2012/05/07 2014/12/31 
MS23 Madagascar -21.3542 47.7780 254 2012/04/27 2014/12/31 
 
GEOFON 
SBV Sambava, Madagascar -13.4584 49.9212 65 2009/11/19  
VOI Vohitsoka, Madagascar -22.0260 46.7059 993 2009/11/26  
 
RHUM-RUM 
EURO Europa -22.344 40.3401 10 2011/04/06 2013/12/09 
GLOR Grande Glorieuse -11.5824 47.2895 4 2011/04/18 2013/12/11 
JNOV Juan De Nova -17.0543 42.7125 8 2011/04/11 2013/12/00 
MAYO Mayotte -12.8456 45.1868 41 2011/04/15 2014/01/14 
RUM1 Vohimasy, Madagascar -22.8022 47.7175 45 2012/09/25 2014/08/31 
RUM2 Manakara, Madagascar -22.1367 48.0022 11 2012/09/23 2014/08/31 
RUM3 Manambondro, Madagascar -23.7988 47.5459 8 2012/09/27 2014/08/30 
RUM4 Manenterina, Madagascar -24.2767 47.3157 15 2012/09/28 2014/08/29 
RUM5 Mahatalaky, Madagascar -24.7852 47.0851 21 2012/09/30 2014/08/27 
TROM Tromelin -15.8885 54.5218 6 2011/04/23 2013/12/16 
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GEOSCOPE 
FOMA Fort Dauphin, Madagascar -24.97565 46.978877 28 2008/09/01  
       
GSN 
ABPO Ambohimpanompo, Madagascar -19.018 47.229 1528 2007/04/04  
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Figure A4.1: Events used for (a) the Automated Surface Wave Phase Velocity 
Measuring System (ASWMS) method and (b) Two-plane-wave method. The Madagascar 
study region is outlined with a green box.  
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Figure A4.2: Comparison of phase velocities calculated using each of the three methods 
at 40 s. ANT: Ambient Noise Tomography; ASWMS: Automated Surface Wave Phase 
Velocity Measuring System; TPW: Two-Plane-Wave tomography.  
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Figure A4.3: Example phase velocity dispersion observations (circles, error bars shown 
for ASWMS and TPW observations) and modelled dispersion (lines) and the 
corresponding 1D shear velocity inversion (dashed lines denote the simple starting 
model) at locations marked on the map. Tectonic boundaries and recent volcanoes 
marked as previous. Locations are chosen based on geologic diversity: Antananarivo 
Group – Precambrian metamorphic basement showing relative fast phase velocity at short 
periods and thick (~35–40 km) crust; Morondava Basin – slow phase velocity at short 
periods due to sedimentary; NMAP – northern volcanic region; CMAP – central volcanic 
region showing significantly slower phase velocity observations at intermediate-periods.  
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Figure A4.4: Ambient noise phase velocity tomography spatial resolution based on the 
resolution analysis used by Barmin et al. [2001] by approximating the response of a δ-
like perturbation at each 0.5˚ node. 
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Figure A4.4 cont. 
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Figure A4.5: Standard deviation of phase velocity measurements at each 0.5˚ node using 
the ASWMS method. 
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Figure A4.5 cont.  
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Figure A4.6 (and previous page): Checkerboard tests of Two Plane-Wave resolution 
matrix relative to a +/- 1% anomaly. Checkerboards increase in size with increasing 
period as the resolution kernel increases in width. 
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Figure A4.6 cont. 
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!! 160 
Figure A4.7 (previous page): Same as Figure 4.5 but relative to the Preliminary 
Reference Earth Model [Dziewonski and Anderson 1981] (inset), with an adapted 
continental crust above 40 km. Crustal variations are similar to those shown in Figure 5. 
Mantle velocities at asthenospheric depths are consistently lower than predicted, possibly 
due to the presence of a low-velocity zone. 
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Figure A4.8: Shear-velocity variations across 
the west coast sedimentary basins. Antsirinana 
Basin from 47.3˚E, 13˚S to 49.1˚E, 13˚S; 
Mahajanga Basin from 43.7˚E, 16˚S to 49.3˚E, 
22.3˚S; Morondava Basin from 42˚E, 22.3˚S to 
46.57˚E, 22.3˚S. The Morondava Basin appears 
to extend down to ~10 km, taking 3.1 km/s 
(white) as a boundary velocity for sediments. 
Both the Ansirinana, which appears to be mainly 
offshore, and Mahajanga Basins are shallower, 
and an accurate depth is not possible using 
surface wave phase velocities. Topographic 
elevation [Amante and Eakins, 2009] is shown 
colored by surface geology [Roig et al., 2012]: 
yellow for Phanerozoic sediments, blue for 
metamorphic basement, and grey for submarine 
sediments.!
