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Abstract
The correlated motion of electrons is a central area of research in quantum chemistry. In 
the first chapter this problem is introduced and a first approximation to its solution, the 
Hartree-Fock model, in presented in detail. We also briefly review some more sophisticated 
methods for the treatment of electron correlation.
Chapter 2 introduces the concept of intracules — two-electron probability distributions. 
The position intracule gives the probability of finding two electrons with a given separation. 
The momentum intracule gives the probability of finding two electrons with a given relative 
momentum. The literature surrounding these quantities is reviewed and some simple 
examples are presented.
The third chapter presents two new types of phase-space intracules. The Wigner intracule 
yields the “quasi”-probability of finding two electrons with a given separation and relative 
momentum. The action intracule gives the “quasi”-probability of finding two electrons 
with a given product of relative position and momentum. Although neither of these 
intracules are true probability distributions, as they are not everywhere positive, they still 
possess many properties one would expect from such distributions. Some simple examples 
are presented.
The next chapter focuses on intracules derived from Hartree-Fock wavefunctions and we 
show in detail how the Wigner intracule is calculated. In particular, we have focused on 
the use of quadrature as a relatively simple and practical route to the evaluation of the 
Wigner intracule. This has been implemented in the Q -C hem package.
iii
Chapter 5 gives some examples of all of the different types of intracule. Firstly the Wigner 
intracules for the two-electron ion series from He-Ne8+ are examined. We then look at the 
four types of intracule for He, Li and Be and show how the Wigner intracule yields extra 
insight over the position or momentum intracules alone. The Wigner and action intracules 
for Ne are also presented. A detailed derivation of the intracules for He and the Hooke’s 
Law atom follows and a comparison between the exact and Hartree-Fock intracules is 
made. Some molecular results are given at the end, specifically for dissociating H2 and for 
H2 O and F2 .
The calibration and assessment of any new method requires accurate benchmark data. 
Unfortunately in the case of electron correlation these data are incredibly computationally 
expensive to calculate. In chapter 6 we present a set of accurate energies for some small 
molecules based on experimental and theoretical results which we believe will be very 
useful to research in the field of electron correlation.
Motivated by the information one can extract from the Wigner intracule and by physical 
arguments which show that the relative position and the relative momentum are important 
in the description of electron correlation, in chapter 7 we propose a new method for 
calculating the electron correlation energy based on the Wigner intracule. By recognising 
that certain combinations of relative position and momentum contribute more or less to 
the correlated motion of the electrons we believe that the electron correlation energy can 
be estimated by weighting and then integrating the Wigner intracule. Some results are 
presented which show its performance is comparable to the LYP functional in density- 
functional theory.
Chapter 8 describes how this new Hartree-Fock-Wigner theory may be integrated into the 
Hartree-Fock self-consistent-field procedure. The practical implementation of this is laid 
out and the calculation of the new integrals associated with this new method is discussed in 
some detail. We present methods based on quadrature and on an infinite series formulation 
for the calculation of these integrals.
In the final two chapters we present results for our benchmark data set and for all of the 
reactions in the G2 set. We look at the effect of basis set and the choice of parameterisation.
iv
Results are compared to Hartree-Fock and LYP and our new method is shown to be 
comparable to LYP. We go on to look at some of the problems encountered in the self- 
consistent approach. We finish by looking at some of the aspects of this method which 
need to be improved and also suggest possible future directions this research should take.
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Chapter 1
Introduction
1.1 Background
The turn of the twentieth century marks an incredibly fertile and revolutionary period in 
physics. Newtonian mechanics and Maxwell’s theory of electromagnetism were well estab­
lished and seemed to explain most observed phenomena and some even felt the subject was 
nearly a closed book with only minor details remaining. However, one of the outstanding 
problems was to lead to a whole new area of physics. Classical physics predicts that an 
ideal blackbody should radiate at continually increasing energy with increasing frequency 
— this prediction can easily be demonstrated to be false. This breakdown is known as the 
ultraviolet catastrophe. In 1900 Max Planck postulated a solution to this by suggesting 
that matter could only radiate energy at discrete, or quantized, values proportional to 
the frequency [1]. Although not immediately realized, Planck had opened the door to the 
notion of wave-particle duality. Einstein went on to extend Planck’s law, proposing that 
quantisation was not a property of the emitting or absorbing matter, but the radiation 
itself. He was able to use this to explain the photo-electric effect. De Broglie put the 
concept of wave-particle duality on a firm footing by showing how to calculate the wave­
length of so-called “matter waves” [2]. This was confirmed experimentally by Davisson 
and Germer [3] by applying Bragg’s Law, which had previously only been used to describe 
diffraction in electromagnetic waves, to electrons.
1
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Following these discoveries, a rigorous framework for this new quantum theory was sought. 
Two such formulations were produced nearly in parallel. The first was matrix mechanics 
which Heisenberg developed as a matrix based approach to quantum mechanical problems 
[4]. The second was that of Schrödinger, known as wave mechanics, which is centred around 
his eponymous equation [5]. These two approaches can be shown to be equivalent but 
Schrödinger’s is often the more useful and will be the one which will be discussed further. 
Quantum mechanics, as well as other major developments, such as general relativity, made 
at the beginning of the last century have revolutionized research in the physical sciences 
and marked the birth of modern physics.
1.2 Quantum Chemistry
Quantum chemistry was conceived in 1926 when Schrödinger published his famous equa­
tion [5]
Hty = E'h (1.1)
where H  is the Hamiltonian operator, T is the wavefunction and E  is the energy. It 
is the efficient calculation of this energy E  and how it changes with respect to external 
parameters which is the goal of quantum chemistry. This would allow the determination 
of almost all physical properties of a system and would likely revolutionize chemistry. 
Unfortunately things are not so straightforward. This is an TV-body problem, like the 
motion of the planets around the sun, and N  gets large very quickly (already 35 electrons 
and nuclei for a small system like ethanol). Given the linear scaling of modern computers 
exact solutions to this type of problem are intractable for all but the smallest systems. 
However, this does not dissuade us from trying, and quantum chemists now strive to make 
better and more efficient estimates to the energy and to molecular properties and in the 
eight decades since this field began remarkable progress has been made.
The non-relativistic* Hamiltonian operator for a molecular system is a complicated entity
’Throughout this work we will assume that the effects of relativity axe negligible. The inclusion of 
such effects would be important when looking at heavy atoms or systems in which spin-orbit coupling is 
important.
1.2. Quantum Chemistry 3
comprising all the motion of the electrons and nuclei
( 1.2)
where a and b label all of the particles, nuclei and electrons, in the system, qa is the charge 
on particle a, ra is the position of particle a and is the Laplacian operator. In general, 
the T which would satisfy such an eigensystem is too complicated to ascertain so we must 
immediately seek a simplification of the problem.
An almost universal approximation used in quantum chemistry is that of Born and Op­
penheimer. They proposed that since the nuclei are so massive and move so slowly in 
comparison to the electrons, one can consider the the electrons moving in the field of fixed 
nuclei. This lets us set the nuclear kinetic energy to zero and the nuclear repulsion energy 
is simply a constant. Born and Oppenheimer showed this in a more quantitative manner 
by writing an expansion in terms of the total molecular mass and were able to show which 
terms could be safely discarded. The Born-Oppenheimer approximation allows us to write 
the electronic wavefunction as a function of the electronic coordinates with a parametric 
dependence on the nuclear geometry
and the total wavefunction as a product of the nuclear and electronic components
where rj are the electronic coordinates and Rj are the nuclear coordinates and we note 
the semicolon on the right-hand side of eqn. (1.3). The differential equation can now be 
separated and we are now left with just the electronic Schrödinger equation
T ( r i , . . . , r n, R i , . . . . R 7 v )  «  ^ ( i q , . . . ,  r„: R ] , . . . ,  R at)■ i Lni (1.3)
T  ~  ^ n u c ^ e le c (1.4)
-^e lec^e lec  — -^elec^elec (1.5)
Although for the most part the Born-Oppenheimer approximation is a good one, we note 
that the coupling of electronic and nuclear motion can be very important and must be con-
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sidered when spectroscopic accuracy is required and in areas such as quantum dynamics. 
The electronic Hamiltonian is given by
where i and A label the electrons and nuclei respectively and n and N  are the total number 
of electrons and nuclei respectively. The above has been written in atomic units, as will 
be used throughout this work. The first term corresponds to the kinetic energy of the 
electrons, the second to the attraction between the electrons and the nuclei and the final 
term is that of the repulsion between the electrons. It is the final two-electron term which 
is the major obstacle in the solution of this equation as it makes the differential equation 
inseparable (although we shall look at a counterexample to this in section 5.2) and for 
anything beyond systems with one electron we cannot solve the electronic Schrödinger 
equation exactly. In the following section a first approximation to the solution will be 
introduced in detail as this will form the foundation for much of the rest of the work in 
this thesis. A briefer review of more sophisticated methods for solving the equation will 
also be given.
The variation method is a powerful tool for obtaining approximate solutions to eigenvalue 
equations based on the variation principle. The variation principle states that given a 
normalized wavefunction <f> which satisfies the appropriate boundary conditions, then the 
expectation value of the Hamiltonian will be an upper bound on the exact energy
( 1.6)
1.3 Hartree-Fock Theoryt
1.3.1 The Variation Method
£[$] = > £ ($ |$) -  1 (1.7)
^Ref. [6] provides a complete introduction to HF theory.
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where £ is the exact energy. Thus by minimizing E[$] the best approximate wavefunction, 
within the ansatz chosen for <h. can be found. We must of course be able to evaluate the 
required integrals in (1.7) to use this method. Hence the approximate wavefunction <f> 
should be such that it is physically reasonable but also allows the efficient calculation of 
the various integrals.
1.3.2 The molecular orbital approximation and Slater determinants
Earlier in this chapter the Born-Oppenheimer approximation was described in which the 
total wavefunction is considered a product of the nuclear and electronic wavefunctions 
based on the assumption that the variables of nuclear and electronic motion are not 
strongly interdependent. An analogous approximation would be to consider each elec­
tron independently and to write the electronic wavefunction as a product of one-electron 
wavefunctions, termed molecular orbitals (MOs). This approximate wavefunction is known 
as a Hartree product [7] and is given by
^ H a r t r e e ( X l , X 2 , . . . , X n ) =  Xl ( X 1 )X2(x2) • • • Xn(Xn) (1-8)
where \ i  are one-electron spin orbitals and x̂  are the four-dimensional coordinates con­
sisting of 3 spatial and one spin coordinates. Each spin orbital is the product of a spatial 
molecular orbital 7/^(1*) and a spin function a{u) or ß(u). However, as Fock pointed out [8], 
this particular approximation is not a good starting point as it fails to include the Pauli 
Exclusion Principle which states that a fermionic wavefunction should be antisymmetric 
to the interchange of identical particles.
Pij$  =  (1.9)
where PZJ permutes electrons i and j. The Hartree product clearly does not satisfy this 
principle. To antisymmetrize the wavefunction a normalized linear combination of Hartree 
products is used, such that all permutations Pij ̂ Hartree are included. This is equivalent
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to the following determinant
T = 1
Vnl
Xi(x i) X2(xi)  
X i(x2) X2(x2)
Xl(Xn) X2(xn)
Xn(xi)
Xn(x2)
Xn(xn)
|XlX2 • • • Xn) ( 1. 10)
which is termed a Slater determinant. We will assume that the orbitals are always or­
thonormal
( X i \X j )  =  &ij (1.11)
where 6ij is the Kronecker delta symbol. This assumption can be made without loss of 
generality as the Slater determinant is invariant under linear transformations of MOs so 
the orbitals can always be orthonormalized.
1.3.3 Expectation values of Slater determinants
The electronic Hamiltonian can be written
H (1.12)
i  i < j
h i =  V  y  Za
2 * ^ | r , - r „ |
(1.13)
V i j
1
1 r z “  ri 1 (1.14)
where hi contains all one-electron terms and Vij is the two-electron term. We can now 
compute the one- and two-electron energies as expectation values of the Slater determinant 
for these operators. The one-electron energy is given by
i
(1.15)
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and since the orbitals X i  are ortlionormal and there are only one-electron interactions, it 
is straightforward to show that
E i  =  ^ \ h \ i )  (1.16)
i
where the integral is given by
(i\h\3) =  <Xi\h\Xj) = j  X*(x i) “  5 1  |ri 1  -Ta Ĵ Xj(x i)dx i (1.17)
The two-electron energy is given by
E2 =  < » | £ « y | t t )
i < j
and by similar considerations of orthonormality it can be shown that
where
e 2 =  ^2l ( i j \ i j )  ~ (ij\ji)] =  5ZWHÜ) =  \
i < j  i < j  i , j
(1.18)
(1.19)
{ij\kl) =  (XiXj\v\XkXl) = /x * (x i )x * (x 2b---- -----rXfc(x i)X/(x 2 )dx ix2 (1.20)
J  T l  -  T2\
(ij\\kl) =  (ij\kl) -  (ij\lk) (1.21)
The two integrals in eqn. (1.21) can be attributed different physical significance -  the 
first arising from the classical Coulomb repulsion between the electrons and the second as 
a result of the antisymmetry of the wavefunction. It is useful to rewrite the equation to 
reflect this
£ 2 = ^ E ( » l  j ~ K \ X i )  (1-22)
i
where the total Coulomb operator J  and the total exchange operator K  are given by
J
k
E = E
j  j
X2) |r i — r 2| 1Xj(x2)dx2 /(Xt)
E ^/(x*) = E
j  j
2 ) |r i -  r 2| 1/ ( x 2)dx2 X ] ( x k )
(1.23)
(1.24)
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Therefore the total energy is given by
E[*} =  {9\H\9)  =  +  i  £ > | J  -  AT|i> (1.25)
i i
1.3.4 The Hartree-Fock equations
Given the expectation value of the Hamiltonian for the Slater determinant T shown in 
eqn. (1.25) we are now in a position to apply the variation method to obtain the best 
orbitals, i.e., those which minimize the energy. The energy must be minimized subject 
to the constraint that the orbitals remain orthonormal (1.11). Employing the method of 
Lagrange multipliers leads us to the following functional
£[*] = £[4-] -  ( { Xi \ Xj )  ~  Si j ) (1.26)
i,j
where Eji are the Lagrange multipliers. Thus, to minimize E  subject to the constraints we 
minimize C. This is done using the calculus of variations. If we consider an infinitesimal 
change in the spin orbitals Xi Xi +  &Xii which will also leads to a change T —> T +  öT,
£[4/ +  =  £ [*  + +  + <X* IXj + SXj)) (1-27)
and E[& + ö̂ f] is given by
£[T + + 5xi\h\X i  + Sxi)
i
+ \  + $Xi)(Xj +  5xj)\{Xi +  $Xi)(Xj + SXj)) (1.28)
-  \  + + sXj ) \ Uj  + 0Xj)(Xi + öXi))
Introducing the Fock operator
F = h + J - K (1.29)
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and setting the first variation in C equal to zero to find the minimum yields
SL[V] = ^(<$X*| F\Xl) -  Y  £ji\Xj) +  complex conjugate =  0 (1.30)
Since 8Xi 1S arbitrary, the quantity in square brackets must be zero. Therefore
dxi>  = (1.31)
3
Furthermore, since the Fock operator and the expectation values of a Slater determinant 
are invariant to unitary transforms which preserve orthonormality, such a transform can 
be applied such that the Lagrange multipliers are diagonalized, i.e., Eij = erfij, yielding
This set of eigenvalue equations are the canonical Hartree-Fock equations and are used to 
determine the spin orbitals which yield the lowest energy.
Unrestricted and restricted orbitals
So far, the molecular orbitals considered have been spin orbitals, but now it is useful to 
introduce a specific form for these orbitals. We will first consider the most general case in 
which the spatial orbitals for electrons of one spin are not necessarily the same as those 
for the electrons of opposite spin. These unrestricted orbitals have the following form
where the electrons of a spin are described by the spatial orbitals tp? and similarly for the 
ß spin electrons. Using these expressions and the following ortlionormality conditions
F\Xi) = £i\Xi) (1.32)
(1.33)
(aja) - 1 (aj/3) =  0 (1.34)
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and integrating over spin, it is straightforward to show that
Fa1’f  =  ( 1-35)
where
F a = h + J — K a (1.36)
and Kf- operates only on the na electrons of spin a. Each of these equations has a ß 
counterpart. These are the Unrestricted Hartree-Fock (UHF) equations. Determining 
the orbitals is now a matter of solving these integro-differential equations. This will be 
addressed in the subsequent sections but first a special case of the above will be mentioned. 
Eqn. (1.33) places no restrictions on the form of the orbitals but in a closed shell system, 
where na = n^, it is reasonable to assume that electrons of opposite spin have the same 
spatial orbitals, i.e.,
Xj(x)
ipji r)ß(u)
(1.37)
Substituting and integrating as above leads to
F 'ßi =  Ci'ipi (1.38)
where
F = h + 2 J - K  (1.39)
These are the Restricted Hartree-Fock (RHF) equations. In the case where na = n13 
the UHF equations can always yield the RHF solution but this will not necessarily be the 
lowest energy solution. This is particularly important in the case of stretched bonds where 
RHF will predict much larger energies than the UHF solution. There is another variant of 
HF theory known as Restricted Open Shell Hartree-Fock (ROHF) theory in which paired 
electrons are restricted to have the same spatial wavefunctions and the unpaired electrons 
are unrestricted. This is more complex to implement than UHF but has the advantage 
that, like RHF solutions, it is an eigenfunction of the S2 operator, which should satisfy 
5 2T = S(S  + l)\k, where S  is the total spin. The UHF solution is not necessarily an 
eigenfunction of this operator as it may contain higher multiplicity components and is
1.3. Hartree-Fock Theory 11
said to be spin contaminated. Despite this shortcoming, we favour the UHF solution as it 
yields a lower, and therefore variationally better, energy.
1.3.5 Linear combination of atomic orbitals
In the previous section the integro-differential equations for UHF and RHF were intro­
duced. These equations can, in simple cases, be solved numerically [9] but in general this 
is not practical. Instead a further approximation is introduced in which the spatial MOs 
are expanded in a basis of atomic orbitals
N
a m  = (L40)
/ i = i
where </>M(r) are the atomic orbitals. This expansion is known as a Linear Combination of 
Atomic Orbitals (LCAO). Expanding an unknown function in a basis of known functions is 
a common method in applied mathematics and here it will transform our difficult problem 
of coupled integro-differential equations to a more familiar and tractable one of linear 
algebra. This method also appeals to our chemical upbringing — molecules are made of 
atoms, and here molecular orbitals are made of atomic orbitals.
The resulting integrals for one- and two-electron operators for this expansion are
mod Vi) = (L41>
fti/
^  CßiCujC\kCai((l)ß(J)l/\Ö2\(f>X(t)a) (1-42)
a
Although this method reduces the computational complexity and is conceptually appeal­
ing, the above expressions show that the number of one-electron integrals grows as M 2 
and the number of two-electron integrals grows as M 4, where M  is the number of atomic 
basis functions. This is not a favourable scaling but in practice not all of these integrals 
need be evaluated and this will be discussed later.
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1.3.6 The Pople-Nesbet equations
Substituting the LCAO expansion into the UHF equations and multiplying by </>* and 
integrating leads to (considering only the a equation)
N  N
£  C“ (4>ß\Fa \M  =  £? £  C“ (1.43)
V - 1 V = l
Introducing the overlap matrix S with elements
■V = ( (!-44)
and the Fock matrix F a with elements
=  ( M (1.45)
we now have
N
V ' Ca F a/  ; ßV
N
e“ £ C 3 S „ „ (1.46)
This can be written as a matrix equation and along with its ß analogue, these are the 
Pople-Nesbet equations
F QC Q -  SCQeQ (1.47)
F^C^ =  (1.48)
where ea is a diagonal matrix of orbital energies and C a is the matrix of LCAO expansion 
coefficients. To determine the MOs ipf and ip? the coefficient matrix C must be found by 
solving eqns. (1.47) and (1.48). This requires an explicit formulation for the elements of 
the Fock matrix. Substituting eqns (1.36), (1-23) and (1.24) into (1.45) it is straightforward 
to show that
F%, = ff“ re + £  [Pw(HAa) -  P i ( n a \ \ v )
A a
(1.49)
where
H?Je = (ß\h\u) (1.50)
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and we have introduced the concept of the density matrix
nQ
p a  _ \  '  s ~^cl ( r i a  \ *
jUt' zL-c ^M 'W j / 
j
C = XXX-r
j
p  =  p “ +
(1.51)
(1.52)
(1.53)
The ß Fock matrix is constructed in an analogous way. The total HF energy can be written 
as
£hf = E « r  + E \p^ °  -  -Cc?a -
p v  fiuXa
{ßv\Xa) (1.54)
As discussed earlier there is a simplification if we assume the a and ß orbitals are the 
same. This leads to the R,oothaan equations
FC -  SCe (1.55)
where
F  _  TTcore
r  liu — 11 [IV + ^ 2 PXc
XCT
= 2 E ^ c ; ,
( H A cr) -  ~(/iCr|A^) (1.56)
(1.57)
In the case where na = n13 solving the Pople-Nesbet equations can always lead to the 
restricted solution and this will depend on the method of solving the equations. Of course 
the Roothaan formulation is a more efficient route to this solution, however in some cases 
this will not be lowest energy solution.
1.3.7 The self-consistent field
In the previous section the Pople-Nesbet and the Roothaan equations were presented. 
These equations are a generalized eigenvalue problem in which we wish to determine the 
coefficient matrices and hence the molecular orbitals. The solution would be obtained by
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diagonalizing a transformation of the Fock matrix (we choose a unitary transformation X 
which ensures that the orbitals are orthonormal, i.e., X +SX = 1. The resulting equation 
is a normal eigenvalue equation, F'C' = C'e). However, the Fock matrix cannot be 
constructed until the orbitals are known so we must start by using an initial guess for 
the orbitals to solve the equation. We then use the resulting orbitals to construct a new 
Fock operator and iterate this procedure until the the orbitals have converged to the 
required accuracy. The convergence criterion may be the accuracy of the resulting energy 
or more usually the change in density matrix elements. This iterative procedure is known 
as the Self-Consistent Field method (SCF). The initial guess used in this procedure will 
determine whether we obtain the RHF or UHF solution (if they are different) when we 
perform a UHF calculation.
1.4 Basis Sets
The quality of the LCAO approximation, essential to the computational simplicity of HF 
theory, is obviously dependent on the ability of the basis set to adopt the true form of the 
MOs. We know that the number of integrals grows rapidly with increasing basis set size, 
so a prudent choice of basis set is essential.
In 1930 Slater [10] introduced the following basis functions
(f){r) = {x -  Ax)Ux (y -  Ay)ay (z -  A2)a2e-Q,r-Al (1.58)
which are centred at A = (Ax, Ay, A z), have angular momentum a = (ax,ay,az) and 
exponent a. These Slater-Type Orbitals (STOs) are a natural choice as for a = 0,1 they 
are exact solutions to the hydrogenic Schrödinger equation and they have the correct 
cusp behaviour at the nucleus and the correct exponential decay. However, the integrals 
which result from STOs are very expensive to evaluate and currently this makes them an 
impractical choice.
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In 1950 Boys [11] introduced the following basis functions
0(r) =  (x -  Ax)a*(y-  A y)-  4 s)“’e -“lr- Al2 (1.59)
Gaussian-Type Orbitals (GTOs), unlike STOs, have neither the correct cusp nor decay 
behaviour but the computational simplicity afforded outweighs the need to include more 
basis functions. GTOs also have the useful property that higher angular momentum 
functions are related to derivatives of lower ones. For example
{ x - A x) e - ^ = l ^ - e - ^ (1.60)
This means that if we can evaluate integrals for s-type functions, all other integrals can 
be generated by differentiation.
Since we know before we begin a calculation what the correct short- and long-range be­
haviour of the orbitals should be, it is not necessary to optimize coefficients for all of the 
basis functions in the SCF procedure. Instead we use contracted basis functions in which 
an AO is approximated by a sum of GTOs
K
<Hr) =  Y . ° i ( x -  A*)a‘ (y -  A « ) a , ( z  -  ^ ) “ » e - “ -lr - A I2 (1.61)
i
where K  is the degree of contraction and D{ are the contraction coefficients which are 
not optimized during a calculation. An example of such a basis is a STO-nG [12] basis 
sets which use n GTOs to approximate an STO. The most commonly used basis sets 
are the correlation consistent basis sets of Dunning [13] and the basis sets of Pople and 
co-workers [14-16].
A set of Gaussian basis functions on the same centre and with the same exponent is termed 
a shell. For example a p-shell consists of the three p-type functions, {pXiPy,Pz}- When 
considering two-electron integrals, we use the term class to refer to all of the integrals 
resulting from a shell quartet, e.g., a (pp|ss) class contains 9 integrals associated with 2 
p-shells and 2 s-shells.
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1.4.1 Modern developm ents in Hartree-Fock theory 
Integral evaluation
Since the development of the first quantum chemical codes in the 1960s a great deal of 
effort has been invested in developing efficient methods to evaluate two-electron integrals. 
These are the most numerous type of integral and most expensive part of a HF code. The 
great advantage of using GTOs is that these integrals may be performed analytically and, 
as mentioned above, generating higher angular momentum functions is simply a matter of 
differentiation. O’bara and Saika showed that higher angular momentum integrals could 
be generated recursively from lower order integrals [17,18] and Head-Gordon and Pople 
went on to introduce a second recurrence relation and show how to use the two relations 
efficiently [19]. Gill and co-workers went on to devise the optimum way to combine the 
various algorithms depending on the angular momentum and the degree of contraction of 
the integrals. The integrals are evaluated in an organised batch structure which makes the 
most efficient use of common intermediates. This is termed the PRISM algorithm [20]. 
These developments increased the speed of integral evaluation so much that it has become 
cheaper to re-evaluate the integrals on each SCF cycle rather than read them from memory 
or disk. This is known as a direct SCF approach.
An M 4 problem?
It is stated above that there are M 4 two-electron integrals involved in a HF calculation. 
However, of these integrals, how many are significant? It can be shown using Schwarz’s 
inequality [21] that there are only 0 ( M 2) significant integrals. In fact there now exist 
algorithms for calculating the Coulomb and exchange energies whose cost grows only 
linearly with size, such as the continuous fast multipole method [22] and the RI-J [23] 
approach for the Coulomb energy and LinK [24] for the exchange energy.
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1.5 Electron Correlation
At this point we have introduced the Schrödinger equation and presented a first approx­
imation to its solution. This independent-particle model constitutes a well defined and 
intuitive first approximation and it is used as a benchmark for more accurate solutions. 
Of course we know from the form of the Hamiltonian that the electrons do not move in­
dependently but rather the motions of the electrons are correlated. Although, HF theory 
accounts for ~  99% of the total energy and can sometimes provide qualitatively correct 
results and reasonable predictions of molecular structure, the final 1% causes it to fail 
in many important cases. In particular it does not account correctly for the repulsion of 
electrons with opposite spin. Electrons of the same spin are kept apart by the inclusion of 
the Pauli Principle -  this is known as Fermi correlation. However, Coulomb correlation, 
which ensures electrons of opposite spin weave around one another in the correct way, is 
not accounted for and this is essential in the correct description of such phenomena as 
bond formation. In 1959 Löwdin defined a quantity he termed the correlation energy [25] 
as the difference between the exact Schrödinger eigenvalue and the restricted HF energy
-E'corr =  #E xact ~  -ErHF (1.62)
Although this was the original definition of the correlation energy, throughout this work, we 
will define the correlation energy in a slightly different way. It is more natural to consider 
the difference between the exact energy and the lowest independent-electron energy, viz. 
the UHF energy, so for the remainder of this work the correlation energy is defined as
-E'Corr =  ^E xact “  -E'UHF (1.63)
1.5.1 Static and dynamic correlation
Sometimes it can be convenient to consider electron correlation as arising from two dif­
ferent physical circumstances [26]. The first arises from the multideterminantal nature 
of wavefunctions. In many systems, especially those away from equilibrium geometry or
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with nearly degenerate excited states, the addition of a few excited determinants to the 
wavefunction can drastically improve the results. This is termed static correlation.
The second is due to the electron-electron cusp. Hartree-Fock theory does not correctly 
account for the motion of electrons which are very close together - they are allowed to 
move too close to one another. Dynamic correlation lowers the energy by keeping electrons 
further apart.
Although these definitions can be conceptually useful, in practice they are not well-defined 
properties as it is difficult to include one and rigorously claim that the other is not being 
included to some degree.
1.5.2 Theoretical mode! chemistries
A theoretical model chemistry comprises a theoretical method and a basis set, denoted, 
for example, HF/6-311G for a HF calculation using the 6-311G basis set. Ideally such a 
model should be applicable to any system but more realistically it should be tested on 
as many systems as possible in order that the applicability of the model can be assessed. 
There are several desirable properties a model chemistry will possess. One conceptual 
property is that the energy should be variational. Although desirable, this is not essen­
tial, illustrated by the success of the coupled cluster methods which are not variational. 
Another important quality is that of size extensivity [27] which means that the energy 
should scale correctly with the number of electrons. A slightly looser definition is that of 
size consistency [28] which requires that the energy of a system of non-interacting frag­
ments be exactly the sum of the separate fragments. The property of size extensivity has 
been shown to be intrinsically important in the treatment of correlation, not simply when 
considering fragmentation processes. HF has these scaling properties but many other 
methods do not. Of course a central goal for any successful model chemistry is to provide 
sufficiently accurate results at a feasible computational cost.
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1.6 Current methods
1.6.1 Configuration interaction
The configuration interaction (Cl) method (for a review see ref. [29]) is conceptually 
the most simple method for introducing the effects of correlation. The wavefunction is 
improved, and hence the energy lowered, by taking a linear combination of Slater determi­
nants. These determinants are formed by “exciting” electrons from occupied to unoccupied 
orbitals in a HF determinant, To,
T = (1 + f i  +  T2 +  . . .)T 0 (1.64)
where Tn are excitation operators which produce all determinants containing n excitations. 
If all possible excitations are included the exact energy, within the space spanned by the 
MO basis, is obtained and this is termed a full Cl calculation. If the basis set used is com­
plete, an exact solution to the problem is obtained. However, the number of determinants 
required increases factorially with the number of basis functions making the size of system 
for which a full Cl calculation can be performed very small. Furthermore, the correlation 
energy converges at only (/ + l ) -3 [30], where l is the highest angular momentum of the 
basis functions used. To obtain /i E^ accuracy in calculating the ground state energy of 
He requires l «  30. Full Cl calculations have been performed using modest bases on small 
molecules [31] which provide useful benchmark results.
There are less computationally demanding versions of the Cl method. Multi-configuration 
self-consistent-field (MCSCF) calculations include only a small selection of all of the de­
terminants and optimize not only the expansion coefficients but also the orbitals. MCSCF 
accounts primarily for non-dynamical correlation, but choosing which determinants to in­
clude is not straightforward. This ambiguity makes it more difficult to compare results 
and can even lead to discontinuous potential energy surfaces and dynamical correlation 
has been ignored. A more consistent formulation is complete-active-space self-consistent 
field (CASSCF) calculations which includes all valence excitations but this quickly begins 
to approach a full Cl calculation. MCSCF or CASSCF wavefunctions can be used as
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reference wavefunctions for other treatments of correlation leading to the multi-reference 
methods, e.g. CASPT2.
Another variant is to simply truncate the Cl expansion after a given number of excitations, 
for example including just singly and doubly excited states is termed Cl singles and doubles 
(CISD). These truncated expansions are not size-consistent but there are corrections such 
as the Davidson correction which can be used to account for this. CISD scales as M 6, 
where M  is the size of the basis set, and typically recovers 80 — 90% of the correlation 
energy.
1.6.2 M0ller-Plesset Perturbation Theory
Perturbation theory attempts to improve on an approximate solution based on the as­
sumption that it differs only slightly from the exact one. In 1934 Mpller and Plesset [32] 
applied many-body perturbation theory to the HF wavefunction to calculate the corre­
lation energy. If the reference wavefunction is an eigenfunction of Hq then the exact 
Hamiltonian is given by
H = H0 + XV (1.65)
where A is a parameter which will eventually be set to unity and V  is the perturbation 
operator. The exact eigenvalues and eigenfunctions can then be expanded as a Taylor 
series in A
Ei =  E f '1 +  AB-1* + A 2£ f 1 + . . .  (1.66)
■Iri = 4r<0) +  A'®j1) + A2$[2) + . . .  (1.67)
It is then straightforward to find each of the correction terms to the reference energy and 
wavefunction. This can be done up to arbitrary order although it has been shown that 
the expansion can oscillate with increasing order and sometimes even diverges [33, 34] 
leading to the consensus that perturbation theory beyond second order (MP2) should not 
be trusted. MP2 scales as M° and can be applied to moderately large systems. It should 
be noted that since perturbation theory is not variational it does not provide an upper
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bound on the energy. It can be shown that perturbation theory is size consistent at any 
order. Typically, when the reference wavefunction is a good approximation to the exact 
one, MP2 theory recovers ~  80% of the correlation energy.
1.6.3 Coupled Cluster Theory
Coupled cluster (CC) theory (for a review see ref. [35]) introduces electron correlation 
in the same way as Cl, namely including excited determinants to variationally improve 
the wavefunction. However, CC theory does this using the exponential ansatz for the 
wavefunction
T =  exp(T)^o (1.68)
f  =  1 + f i + f 2 +  ... (1.69)
where Tn are n-electron excitation operators. If the exponential is expanded in a power 
series it is easy to see that not only will all of the excitation operators appear separately but 
there will also be products of operators, so-called disconnected terms. This formulation 
will yield the same answer as a full Cl calculation. At first blush it would seem that the 
problem has been made more difficult as we are now faced with the nonlinear optimisation 
of the expansion coefficients in comparison to the linear problem in CL However, the 
advantage comes when we truncate the expansion. If T  is truncated at a particular level 
of excitation the disconnected clusters associated with the untruncated connected terms 
will be retained. Thus we include higher order excitations than the truncation level and 
size-extensivity is ensured.
The most common CC method used is that which truncates T  after single and double 
excitations (CCSD) and this scales as M 6. In most cases (closed shell, equilibrium geom­
etry) CCSD recovers about 90 — 95% of the exact correlation energy. For small systems 
higher excitations can be included; CCSDT includes triple excitations at a cost of M 8. 
More often triples are included perturbatively to yield the CCSD(T) method which re­
quires a single M 1 step as opposed to the other methods which require iteration of the
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most expensive part of the calculation. Truncated CC methods are not variational but 
the reliability of the results is such that this is not a major drawback.
1.6.4 Density Functional Theory
The three classes of method discussed for the treatment of electron correlation have all 
been based around the wavefunction. Density functional theory (DFT) [36] is a different 
class of methods based on the one-electron density
p(r)dr gives the probability of finding an electron in the volume element dr. Bright- 
Wilson’s interpretation of the first Hohenberg-Kohn theorem [37] is that because the den­
sity contains cusps at the nuclei, and integrates to the number of electrons we can specify 
the full Schrödinger Hamiltonian and hence determine the exact energy. More formally 
the theorem states that the external potential is determined, within a trivial additive con­
stant, by the electron density. The upshot of this is that the ground state energy may be 
written as a functional of the density
The second Hohenberg-Kohn theorem shows that the exact density will give the lowest 
energy, i.e. a variational principle for the density. Later Kohn and Sham [38] went on to 
introduce orbitals which provided a practical implementation of the theory. In fact in this 
guise, a HF code requires only minimal alteration to become a DFT code.
Although the Hohenberg-Kohn proves the existence of a functional relationship between 
the density and the energy it does not provide any constructive information about what 
this functional is. Rather than search for a functional of the total energy it easier to divide 
the energy into several parts
(1.70)
E  = F[p(r)] (1.71)
E[p] = Ey[p] +  Erlfi] + Ej[p] +  E Xc[p] (1.72)
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where the terms on the right are the nuclear potential, kinetic, Coulomb and exchange- 
correlation energies respectively. The nuclear potential, kinetic and Coulomb energies are 
usually calculated in the same was as HF. The exchange-correlation energy is often, but not 
always, separated further into an exchange part Ex[p] and a correlation part Ec[p]■ The 
first exchange-correlation functionals were considered long before the Hohenberg-Kohn 
theorems were stated. In 1930 Dirac derived an exchange functional based on the uniform 
electron gas (UEG)
E lxDAW ) ]  = Cx  Ip(r)4/3dr (1.73)
The UEG has been useful in the derivation of several other functionals such as the corre­
lation functional of Vosko, Wilk and Nusair [39] in which they reproduce the correlation 
energy of the polarized electron gas as calculated by Ceperly and Alder [40]. These lo­
cal density and local spin density approximations underestimate the exchange energy by 
approximately 10% and overestimate the correlation energy by about a factor of 2 and 
molecules tend to be overbound.
By far the most popular exchange functional has been that of Becke, who realized that 
the Dirac's exchange functional has the wrong asymptotic behaviour. He introduced the 
gradient of the density in a damping term and parameterized this functional using six 
noble gases to yield the B88 functional
£f[p(r)] = E lx d a[p( T ) ] - ß
|Vp(r)| 
p(r)4/3
ß -0.0042
1 + 6ßx sinh 1 x
(1.74)
The most successful correlation functional has been that of Lee, Yang and Parr which has
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the following complicated form
Ec[p{r)] = -  a J Pi*)1 + dp(r) x/3
— ab J up(t\ CFp{r)8/3 + |Vp(r)| 2 1 5___^ ^  ^  ^ - \ 2 it7-./-\ |2
72 > “  24p(r) |Vp(r)l'
ÜJ =
exp(—cp(r) 1//3)
1 + dp(r)-1/3 
a =  0.04918 b — 0.132
M r)"11/3 6 = cp(r)~L/6 +
c = 0.2533
- 1/3 , M  1/3
1 + dp(r)-1/3 
d = 0.349
(1.75)
and the parameters have been fitted to the helium atom.
Although DFT has solid theoretical foundations, in practice a more pragmatic stance is 
taken. There exist ab initio functionals based on model systems such as the UEG, but 
none of these have enjoyed the popularity of the more empirical functionals. The most suc­
cessful of these are based on linear combinations of exchange-correlation functionals and 
Fock exchange in which the coefficients have been fitted to sets of experimental data. The 
inclusion of Fock exchange into the so-called hybrid functionals has made DFT the most 
popular tool in computational chemistry with B3LYP, which combines Fock exchange with 
the B88 exchange functional and the LYP correlation functional, enjoying a particularly 
high standing. The 8 parameters in B3LYP (one in B88, 4 in LYP and 3 coefficients for 
each of the functionals and Fock exchange) are optimized to reproduce various molecular 
properties such as heats of formation and ionisation potentials. DFT calculations can be 
routinely run on large systems at computational costs comparable to HF theory; another 
reason for its great popularity. However, the use of many functionals should be accompa­
nied by a caveat — although they have been parameterized and assessed within certain 
data sets, outside of these sets they may produce erroneous and unpredictable results [41].
1.6.5 Other methods
I have mentioned just the broad classes of methods available to estimate the electron 
correlation energy. Of course within these there are many other variants which increase 
accuracy, or reduce cost, or address some other concern. There are also many other families
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of methods which are being developed and I will briefly mention four.
r 12 methods
Firstly, there are the explicitly correlated methods (for a review see ref. [42]). These 
methods originate from an idea of Hylleraas in 1927 [43] in which he proposed a wave- 
function for helium which explicitly included a term linear in the inter-electronic distance. 
This is in contrast to the previous methods discussed based around one-electron MOs as 
now such a separation cannot be made. Others went on to extend this work for He and 
H2 and such calculations provide the most accurate results to date for these small sys­
tems. The reason for the accuracy of these methods is that they explicitly account for the 
electron-electron cusp which MO based methods cannot. However this comes at a cost — 
there are very difficult three- and four-electron integrals which must be calculated. There 
are approximations, such as that of Kutzelnigg, which can be used to avoid these difficult 
integrals and these methods have been applied to larger systems (~ 10 atoms). Although, 
not yet broadly applicable, explicitly correlated methods have the potential to provide 
highly accurate results.
Quantum Monte Carlo
Secondly the Quantum Monte Carlo (QMC) methods (for a review see ref. [44]) which 
can in principle provide exact solutions to the Schrödinger equation. There are several 
flavours of QMC but I will mention only Diffusion QMC (DQMC). This formulation ex­
ploits the isomorphism of the Schrödinger equation in imaginary time and Fick’s diffusion 
equation. The diffusion equation can then be solved by a random walk procedure, which 
with increasing numbers of time steps approaches a steady-state distribution which cor­
responds to the lowest energy wavefunction. Although DQMC can, in principle, give the 
exact result, in order to yield a fermionic solution the nodal structure of the wavefunc­
tion is fixed to be the same as some approximate wavefunction, often HF -  this is known 
as the fixed-node approximation. This approximation, although usually very good, does 
lead to small errors in the resulting energies. Calculations in which the nodal positions 
are optimized are difficult and computationally prohibitive. QMC calculations have been
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used to determine highly accurate energies for small first row molecules but the cost scales 
rapidly with increasing nuclear charge.
Reduced Density Matrix methods
The third set of methods which I will mention are the density matrix renormaliza­
tion group (DMRG) methods [45]. These methods are based on a reformulation of the 
Schrödinger equation in which it is shown to depend not on the wavefunction but on the 
second-order reduced density matrix (2RDM). The problem is therefore to determine the 
2RDM. However this must be done subject to the constraint of 7V-representability, i.e. the 
2RDM must represent a realistic iV-particle system. There are a hierarchy of conditions 
which can be enforced at increasing computational cost to do this. The development of 
DMRG methods in quantum chemistry is relatively recent and are not in widespread use 
due to the prohibitive computational cost. They do however show great promise for highly 
accurate calculations.
Scaled Schrödinger Equation
The final method which I will mention is that of the Scaled Schrödinger Equation (SSE) 
being developed by Nakatsuji [46]. In this clever formulation the Coulombic singularities 
do not occur and it provides a method of finding the exact wavefunction in analytic form. 
So far this approach has only been used on small systems such as helium and the hydrogen 
molecule and in these cases it provides highly accurate results. In its embryonic state it 
is difficult to know how extensible this will be to systems of larger size but we watch with 
interest as it has the potential to provide near exact solutions to the Schrödinger equation.
1.7 Outline and Aims
The goal of this research project is to develop a new theoretical model chemistry for 
calculating the correlation energy. The ideal outcome of such a project would be to design 
a robust method which can reliably estimate the correlation energy without prohibitive
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computational expense. We will propose a method based around phase-space intracules 
which will scales in a similar manner to HF theory.
In chapter 2 the concepts of position and momentum intracules will be reviewed. These 
are two-electron probability distributions. The literature on the subject and some simple 
examples will be examined.
In chapter 3 we will introduce phase space intracules, which mark the first new area 
explored during this PhD. Again some simple examples will be presented.
Chapter 4 will focus on HF intracules and how they are computed, particularly the new 
phase-space intracules. And in chapter 5 some examples of intracules for the two-electron 
ions, some first row atoms, the Hooke’s Law atom and some molecules will be studied to 
illustrate how one may draw insight from intracules.
In chapter 6 we present a data set of accurate estimates to the exact correlation energy 
of the neutral molecules in the G2 set which will be used to calibrate and test our new 
method.
Chapter 7 introduces and justifies our approach to calculating the correlation energy via 
phase-space intracules and some preliminary results are presented here.
Chapter 8 describes the technical detail of how this intracule based method may be cast in 
a self-consistent framework and the challenges faced in calculating the integrals involved. 
We present several approaches we have tried to do this.
In Chapter 9 results for all of the molecules in our data set, as well as all of the other G2 
molecules will be analysed. All of the G2 reactions will be examined as well. From this 
we hope to gain insight into the strengths and weaknesses of our proposed scheme.
Chapter 10 will suggest future directions for this work and lay out the main conclusions, 
both positive and negative, of this research project.
Chapter 2
Distributions in position and 
momentum space
2.1 Position-space distributions
2.1.1 The wavefunction ^(r1? r2, . . . ,  rn)
One of the most fundamental quantities in quantum chemistry is the wavefunction 'I/. 
Given the exact wavefunction we could extract any information about the molecule we 
wish. However, we very rarely have the exact wavefunction for a given system and even 
if we have a good approximation to it, these quantities are difficult to understand and 
manipulate. The wavefunction has 3-n dimensions, where n is the number of electrons 
and we have neglected the spin coordinates. Even for a modest sized system like methane 
the wavefunction has 30 dimensions - well outside any human’s familiar 3-dimensional 
imagination. Besides the difficulty in interpreting a function of such high dimensionality, 
this also leads to computational overheads in handling such functions. Although many of 
the wavefunction based quantum chemical procedures can produce highly accurate results, 
this comes at comparably high computational expense.
28
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2.1.2 The one-electron density p(r)
So, is there an alternative to the wavefunction? Most people who don’t reside in the 
wavefunction camp are proponents of the one-electron density p. We have now gone to 
the other extreme -  rather than consider the coordinates of all of the electrons, we now 
consider the coordinates of only one by integrating over all of the others
In contrast to p is quite an easy function to interpret. We can easily visualise it as it 
has only 3 dimensions and the interpretation is simply that p(r)dr gives the probability of 
finding an electron in the volume element dr. With this reduction in dimensionality more 
computationally efficient methods can be developed, in particular the popular density 
functional theory.
2.1.3 The two-electron density p2(iq, r 2)
Have we lost too much information by limiting ourselves to looking at only one electron? 
Intuitively, it would seem more natural to look at electron pairs as it is these that are 
responsible for the formation of bonds and let us explain much of synthetic chemistry, 
and, more relevant to the current discussion, it seems more natural to try to explain 
the correlated motion of n electrons in terms of ^n(n — 1) pairs rather than simply the 
probability of finding an electron at a point in space. To consider two electrons rather than 
one we simply omit the last integral in equation (2.1) to define the two-electron density
P2 (r i , r 2)dridr2 is easily interpreted as the probability of finding one electron in the volume 
element dri and another in d r2. Unfortunately this six-dimensional quantity is not so easy 
to visualise as the one electron density but is still much more comprehensible than the 
wavefunction.
( 2. 1)
( 2.2)
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2.1.4 Position intracules
When we consider pairs of electrons we are usually not interested in their absolute positions 
so much as their relative positions. In the electronic Hamiltonian, the two-electron term 
is concerned only with their relative positions and in explicitly correlated wavefunctions 
two-electron terms are again based around the relative position of the two electrons. So, 
perhaps, it would be useful to define a quantity which yields the probability of finding two 
electrons with a certain relative position. This quantity is termed the position intracule 
and is given by
where r i 2 =  iq -  r 2 , Ou is the angular part of u and o(x) is the Dirac delta function. P(u) 
gives the probability of finding two electrons separated by a distance u. We have now 
defined a one-dimensional quantity which retains two-electron information and is easily 
interpreted and visualised.
We have defined the position intracule as a spherically averaged quantity but much of the 
research in the field has focused on the non-spherically averaged position intracule
which now yields the probability of finding two electrons at a given separation and ori­
entation u. In much of the literature this is referred to as the position intracule but for 
the purpose of our work this title will always refer to the spherically averaged quantity 
shown in eqn (2.3). The intracule has a close relative which has also received considerable 
attention called the extracule which gives the distribution of the centre of mass — . 
This has not proved as useful or as insightful as the intracule and will not be discussed 
further in this work.
P(u) = —— {^|<5(r12 -  u)|’Jr) = J P2(ri,r2)<5(ri2 -  u )d rid r2df)u (2.3)
(2.4)
The position intracule has been discussed widely in the literature. The term intracule 
was introduced by Eddington in 1946 and was adopted into chemistry in 1961 in the 
seminal work of Coulson and Neilson [47]. Coulson and Neilson examined the position
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intracule for helium using HF wavefunctions and also using progressively more correlated 
wavefunctions. By examining the differences between these intracules they were able to 
see the effect of electron correlation and visualise the Coulomb hole. This work will be 
reviewed further in section 5.2. In 1967 Coleman [48], in a much overlooked piece of work, 
strongly advocated the use of intracules and other two-electron quantities in quantum 
chemistry but unfortunately his suggestions were not widely adopted. He has gone on to 
be a strong proponent of DMRG methods.
In the last three decades position intracules have been studied extensively. Thakkar and 
co-workers derived electron cusp conditions for P(u) [49] and examined intracules for the 
two-electron ions [50] and some diatomics [51]. Much of the work on intracules done by 
Sarasola, Ugalde, Wang, Fradera and others has focused on the comparison I(u) derived 
from correlated and uncorrelated wavefunctions [52-61]. These analyses show visually 
and quantitatively the effects of correlation — that electron correlation lowers the energy 
by allowing the electrons to, on average, stay further apart. This is also borne out in 
the shifts in the moments of the intracules. Others have focused on the analysis, rather 
than comparison, of either correlated or uncorrelated intracules [56,58,62-65] to assess 
the quality of the wavefunctions and to gain insight into chemical bonding. Sarasola, 
Ugalde et al. [66-68] and Wang and Smith [69] presented formulae for the calculation of 
intracules, their moments and Laplacians. Cioslowski and Liu [70] developed a highly 
efficient algorithm to calculate 7(u) over large grids of points which also facilitated the 
efficient calculation of gradients and Hessians of the intracule. Lee and Gill [71] showed 
that, for HF wavefunctions, P(u), its moments and derivatives could be calculated very 
efficiently using the PRISM approach [20] in an analogous way to the electron repulsion 
integrals. Using this approach they were able to produce intracules for large molecular 
systems. Koga and co-workers have published extensively [72-83], listing data pertaining 
to intracules and their moments, primarily for atomic systems. Much of this data is 
derived from highly correlated wavefunctions and may serve to test the quality of more 
approximate wavefunctions.
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The position intracule is the generating kernel for expectation values of functions of r \2
oo
J  f {u)P{u)du-  2 ( / ( n 2))
0
(2.5)
In particular the moments of the position intracule yield some 
tities
physically significant quan-
00
J  u~lP(u)du = Ej  + Ek
0
(2 .6 )
00
f  n n , n(n — 1 )/ u°P(u)du =  ---- ----- (2.7)
0
where Ej  and Ek are the Coulomb and exchange energies of the system respectively. If 
we confine ourselves to just the Coulomb contribution to the intracule, the even-order 
moments may be related to the multipoles of the molecule [64].
A simple example
To illustrate the interpretation of a position intracule we will consider a very simple exam­
ple (further examples of all intracules will be given in chapter 5). If we consider the helium 
atom using a RHF wavefunction consisting of a single 5 -type Gaussian with exponent a 
(which is also the solution to the Schrödinger equation for a pair of uncoupled harmonic 
oscillators) the position intracule is given by
3
P(u) =   ̂2 4nu2 exp(—cm2). (2.8)
If we choose the value of the a which minimizes the HF energy of helium, a =  33 9^ ^  the 
resulting intracule is shown in fig. 2.1. At the origin the intracule is zero as there is no 
probability of finding two electrons at the same point in space. It then grows quadratically 
until it reaches a maximum at u — a - 1 / 2 and then decays quickly.
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Figure 2.1: The position intracule for RHF/[ls] helium. 
P(U)
2.1.5 Momentum-space distributions
All of the quantities discussed so far, the wavefunction, the one-electron density and the 
two-electron densities have all been functions of the spatial coordinates of the electrons. 
Quantum mechanics can be equally well formulated in terms of the momenta of the parti­
cles and each of the distributions considered in the previous section have momentum space 
analogues. The wavefunctions in position and momentum space are related by a Fourier 
transform
<f>(pi,...,Pn) T (r i , . . .  ,rn)exp(zpi.ri +  . . .  +  zpn.rn)dri . . .  drn (2.9)
where the p; are the coordinates of the electrons in momentum space. The one- and 
two-electron densities in momentum space can now be defined in the same way as their 
position-space analogues.
tt(p i ) =  n J  |<F(p1, p 2, . . . , p „ ) | 2dp2 . . . d p n (2.10)
7T2(Pl ,P2)  = -----2----- /  l $ ( P l 5P2, - - - :Pn) |2dp3 . . . d p n (2.11)
where 7r(p) gives the probability of finding an electron with momentum p and 7T2(pi,P2) 
gives the probability of finding one electron with momentum pi and another with p2.
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2.1.6 Momentum intracules
Just as the position intracule gives the probability of finding two-electrons with a given 
separation we can define a momentum intracule which yields the probability of finding 
two electrons with a given relative momentum. It is given by
where P 12 =  pi — P2 , is the angular part of v, the relative momentum of the two 
electrons.
The momentum intracule has received less attention than its spatial counterpart. It was 
first studied by Banyard and Reed in 1978 [84] in work relating it to Compton scattering 
experiments. Banyard and co-workers [85-92] have examined the effect of correlation 
and the Coulomb hole in momentum space for small atoms in ground and excited states. 
Ugalde [93] and others [55,94] examined the effect of correlation on the momentum space 
distributions of some diatomics. Koga and co-workers have published prolificly [74, 75, 
80-82,95-104], listing accurate values of the intracule and its moments for correlated and 
uncorrelated wavefunctions. Besley et ol. [105] showed that for HF wavefunctions, the 
momentum intracule can be efficiently calculated for large molecules using the PRISM 
algorithm.
The momentum intracule is the generating kernel for expectation values of functions of 
Pl2
0
In particular the moments of the momentum intracule yield some useful quantities
M(v)  =  -- - - - - - - ($ |J(pi2 -  v)\$) = j  7r2(p i,p 2)J(pi2 ~ v)dp idp2dfiv (2.12)
oo
(2.13)
OO
(2.14)
0
oo
(2.15)
o
where E j  is the electronic kinetic energy of the system.
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Figure 2.2: The momentum intracule for RHF/[ls] helium. 
M(v)
A simple example
Again we will consider the example of RHF/[Is] helium. The momentum intracule is given 
by
(2.16)
This is shown in fig. 2.2. The momentum intracule vanishes at the origin indicating 
that there is no chance of finding two electrons with identical momenta. It then grows 
quadratically to a maximum at u = 2a 1/2 and then decays with increasing v. However 
it does so more slowly than in the position intracule indicating that the two electrons in 
helium can adopt a broader range of relative momenta than relative positions.
Chapter 3
Distributions in phase space
3.1 Phase space probability distributions
In the previous chapter we discussed position and momentum wavefunctions and densities 
and used them to define intracules in these two spaces. However, as can be gleaned from 
the moments of the two types of intracules they contain different information. This will 
become clearer in chapter 5 when some examples of intracules for simple systems are 
presented. With this in mind we ask whether it is possible to define a quantity which 
contains information about both the position and momentum of the electrons and yields 
more than either the position or momentum intracules alone?
When we began discussing intracules, we first introduced the wavefunctions and densities 
in position and momentum space. If we wish to investigate a joint position and momentum 
distribution must we first define a phase-space wavefunction? This, of course, is not 
possible due to Heisenberg’s Uncertainty principle. We cannot write down a function which 
simultaneously gives the position and momentum of an electron. However it is possible 
to define a distribution which will have many of the properties one would expect from a 
phase-space wavefunction. For example, it will yield the correct expectation values with 
respect to any operators of position or momentum, and one should be able to extract from 
it both the correct position and momentum probability distributions. It should also be the
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exact phase-space distribution when applied to classical mechanics. In 1932 Wigner [106] 
formulated such a distribution for application to a statistical mechanics problem. There 
are, in fact, an infinite number of such distributions but the simplest is known as Wigner’s 
distribution and is given by
transform, so that instead of transforming a position-space function all the way into a 
momentum-space function as a normal Fourier transform does, this leaves us with a func­
tion straddling both spaces. This distribution cannot be interpreted as a probability as 
it is not everywhere positive. However, we do not let this deter us from its usefulness — 
as mentioned earlier it has many of the properties one would expect if a true phase-space 
distribution existed. Also, the Wigner phase-space function contains neither more nor less 
information than the wavefunction [107] and the familiar position or momentum based 
quantum mechanics can be reformulated in terms of these phase space functions*.
Taking the Wigner distribution as our starting point we can now follow the same logic as 
in position and momentum space. First, let us define the reduced Wigner density as given 
by [107,108]
Wfc(ri,Pi,...,rjfc,pjfe) =  J  W’( r i , . . . , r n; p i , . . . , p n)drfc+i . . . d r ndpjfe+i . . . d p n (3.2)
Springborg and Dahl calculated the first-order Wigner density, W i(r,p) for the hydrogen 
atom [109] and then for other closed shell atoms [107] using HF wavefunctions. By reducing 
this function further to a function of r, p and u, the angle between r and p, the function 
could be visualised at various u. These were shown to have large positive regions close to 
the origin and damped oscillations as r and p increase.
x d q i . . .  dqnd<7i. . .  dcr2
(3.1)
where cq is the spin on electron i. The expression can be viewed as a “half”-Fourier
’It is noted that this is not the case for all phase-space distributions. For example the Husimi function 
is made everywhere positive by convolution with Gaussian functions. In this process, information is lost.
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The distribution of interest in this work is the second-order, reduced Wigner function 
which can be written in terms of the second-order reduced density matrix
Pi, r 2,p 2) =  J P2 ( r i + q i , r i - q i , r 2 + q2, r 2- q 2)e~2z(pi’qi+P2-q2)dqidq2 (3.3)
This could equally be written in terms of the second-order reduced density matrix in 
momentum space 7r2( p i , p 2).
3.2 The Wigner intracule
We now have a two-electron, phase-space distribution so this allows us to define a phase- 
space intracule. We define the Wigner intracule as
W(u,v)  = J W2(r i .p 1;r 2,p 2)(5(ri2 -  u)(5(pi2 -  v )d rid r2dpidp2dÜudQv (3.4)
Like its parent distribution, the Wigner intracule is not everywhere positive and cannot 
rigorously be interpreted as a probability. Instead it is generally interpreted as the “quasi- 
probability” of finding two electrons separated by a distance u with relative momentum 
v. This formal lack of rigour should not dissuade us, however. On projection the Wigner 
intracule immediately yields the position and momentum intracules
P(u) = J  W(u,v)du (3.5)
M(v) = / W(u,v)dv (3.6)
and hence can also be used to extract the un and vn moments of the position and mo­
mentum intracules. It is also a generating kernel for expectation values of functions of 
( 0 2 , P 1 2 )
ooJ  f (u,v)W{u,v)dudv = - - 2 ' —( /( r i2,p i2)) (3.7)
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Figure 3.1: The Wigner intracule for RHF/[ls] helium 
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A simple example
Again we consider the RHF/[ls] helium atom. The Wigner intracule is given by
W(u, v) = exp ( - m i 2 -  (3.8)
This is shown in fig. 3.1. This simple example exhibits two atypical properties of the 
Wigner intracule. Firstly, it is simply the product of P{u) and M(v)  and in all but the 
simplest cases this will not be so. Secondly, it is everywhere positive, and this is only the 
case when considering contributions to the HF intracule from electrons of opposite spin. 
So, in the case of singlet HF helium the Wigner intracule will be everywhere positive but 
triplet helium will contain negative regions. It is easy to see mathematically and diagram- 
matically that the marginal distributions are the position and momentum intracules. The 
Wigner intracule vanishes along the axes and has a single maximum at (a -1/2,2 a -1/2). 
As a is varied the maximum will trace out the hyperbola uv = 2.
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Figure 3.2: The action intracule for RHF/[ls] helium. 
A(S)
3.3 Action intracules
Finally, we define one more type of intracule. The coordinate of the action intracule is the 
product of the relative position and the relative momentum, s — uv and by the appropriate 
substitution and integration is given by
4(s) = [  - W(u,  — )du (3.9)J u u
Action intracules are generally rather featureless and the product of position and momen­
tum is a less familiar quantity to us, so as a results they can be difficult to gain insight
from. However, they will be of great importance later in this work. The action intracule 
is the generating kernel for expectation values of functions of r ^ p u
001 f{s)A(s)ds = n n̂ 2 ^ (/(r i2Pi2 )) (3.10)
0
A simple example
The action intracule for RHF/[ls] helium is given by
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where K q(s ) is the zeroth-order modified Bessel function of the second kind. The action 
intracule is shown in fig. 3.2. It is interesting to observe that the action intracule is 
independent of a meaning that all of the two-electron ions, in this simple basis, will 
have identical action intracules. This makes physical sense because as the nuclear charge 
increases, the electrons are forced closer together, u decreases, and they must move faster 
relative to one another, v increases, but the product uv remains constant. The intracule 
vanishes at the origin and initially increases as s2 logs. There is a single maximum at 
s ~  1.55 after which it decreases exponentially with s.
Chapter 4
Hartree-Fock intracules
So far the discussion has been limited to intracules derived from any given wavefunction, 
with some simple examples using minimal basis HF wavefunctions, but now we shall focus 
only on the one of primary interest to us, namely the HF wavefunction. Starting from 
eqn. (1.19) and integrating over spin it is easy to write the HF two-electron energy as
i  j i  a  77,a  71@  \
Ej + EK =  i  I Y l^ a ^ a l^ b )  ~ ~ J l^ a ^ b  l^b^a ) ]
\  a b a b  a b  J
(4.1)
where 'ipf are the MOs of spin cr, na is the number of electrons of spin cr, n is the total 
number of electrons and {'ipi'ipj\'i/)k'lPi) are the electron repulsion integrals. We define the 
HF intracule in an analogous way
1 /  n n na na n@ \
Z =  2 ^ 2 ^ 2 { ^ a ^ a ^ b ) z  - Y l J l ^ a ^ b ^ b ^ Z  ~ ^ ^ { ^ b ^ b ^ a ) Z  (4.2)
\  a b a b  a b  J
where Z is the intracule of interest and (ipi'ipj'lPk'lfJl)z  is the associated MO integral. As 
usual, we expand the MOs in a basis of AOs
^ ( r ) = (4-3)
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which lets us express the MO integrals as
( i ’a i’c i’M z  =  E  c ; ac t ac Xbc a i( ^ \ a ) z (4.4)
ßizXa
where (j iv \o )z  are the integrals over the atomic basis functions for the required intracule.
These w ill be discussed later for each of the intracules. Finally this gives us
Z \  E  [P̂  -
f i i /X a
(ßp \a)z (4.5)
We note that this formulation can be generalized to arbitrary wavefunctions
Z  ^  ^ ^  ßvXo i H ' V X i j ) z
HvXa
(4.6)
where is the two-particle density matrix.
4.1 Partitioning HF intracules
Although we usually consider the intracule as a whole it  is sometimes useful to analyse 
the different components of the intracule separately. A simple decomposition is that into 
parallel and anti-parallel spin components
z  =  zaß +  Z aQ +  zßß =  Z aß +  Z 1 (4.7)
where Z aß is the anti-parallel component and =  Z aa +  Z ßß is the parallel component. 
These are easy to express in terms of the density matrices
zaß = E p^ pL ^ ' ' Xa)z
/zi'A a
\  E [PßßPxß -  P%PX] (M̂A
Z ßß =
ßvXa
1 [ pß pß _ pß pß
2 /  v L ßv Xa ß& i/A 
HvXa
(ßv\a)z
(4.8)
(4.9) 
(4.10)
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4.2 Position Intracules
As mentioned in section 2.1.4, Lee and Gill [71] have described a method to rapidly evaluate 
position intracules derived from HF wavefunctions. It can be shown that for any operator 
which can be written as a function of r \2 the PRISM algorithm can be invoked to evaluate 
the required integrals and this is exploited in the evaluation of the intracule.
The position integral over atomic basis functions is given by
(h v \<t)p  =  J  </>*(r)</>*(r)</>A(r +  u )0a(r +  u)drdOu (4.11)
For four Gaussian s-type basis functions this is straightforward to evaluate in closed form 
and higher angular momentum integrals are generated recursively. As with electron re­
pulsion integrals, position integrals have eight-fold permutational symmetry
(fiiy\(j)p =  ( ß v o \ ) p  =  (vß\cr)p =  ( iyfi(rX)p 
=  (A o^iu)p =  { \ gv^)p  =  (crA fi^)p =  (a \ufi)p
(4.12)
4.3 Momentum Intracules
In an analogous way to the position intracule, Besley, et al. [105] have shown that momen­
tum intracules derived from HF wavefunctions can be rapidly evaluated using the PRISM 
algorithm. The momentum integrals over atomic basis functions are given by
[ilv\ o)m  =  7^2 [  <̂ ( r)<̂ ( r +  q)^A(u + q)<Mu)jo(gv)drdqdu (4.13)
where jo{z) is the zeroth-order spherical Bessel function. For four s-type Gaussian func­
tions this is straightforward to evaluate in closed form and higher angular momentum 
integrals are evaluated recursively. Momentum integrals, unlike position integrals, do not
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possess eight-fold symmetry, but only four-fold
(fiis\cr)M =  =  (vii\ g)m  =  ( i' /k t AJm
(A crgis)M = ( \<j v /j,)m  = (er A hv )m  = {o \v g )M
(4.14)
Hence, the cost of computing a momentum intracule will be approximately twice that of 
computing a position intracule.
4.4 Wigner Intracules
Recalling from section 3.2 that the Wigner intracule is given by
W(u,v)  =  J  W2(r i.p i .r 2,p2)5(ri2 -  u)(5(pi2 -  v)dridr2dp1dp2d^udf2v (4.15)
= ~6 j  P2 (ri +  q i ,r i  -  q i , r 2 +  q2,r 2 -  q2)e_2'(pi-qi+P2‘q2)
x£(ri2 -  u)<S(pi2 -  v)dqidq2dridr2dpidp2dfludOv (4.16)
Starting with the integral
J  e  2 i ( p i •^1+P2 -ti2)£(p12 — v)dp idp2dfiv
=  (J  e- 2ipi<qi+q2)dP l^ ( j e _2iv,q2dSJ,
= v2 jo(2qiv)6{qi + q2) (4.17)
which when inserted into eqn. (4.16) leads to
ip f
W(u, v ) = 2 ^ 2  /  ^2 (r, r  + q, r + q + u, r  + u)jo(qv)drdqdtiu (4.18)
The Wigner integral for four atomic basis functions is given by
ip f
{gv\cr)w = ^ 2  /  ^ ( r )0i/(r  + q)0A(r + q + u )^a (r + u)j0(qv)drdqdtiu (4.19)
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Given four unnormalized s-type Gaussian functions on centres A, B, C and D with 
exponents a, /3, 7 and 5 respectively the [ssssjw integral is
[ssssjw - 27T2
exp ( — a|r — A |2 — ß\r +  q — B |2 
-  7|r +  q +  u -  C |2 -  £|r + u -  D |2 ) j 0{qv)drdqdtiu
(4.20)
Introducing
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(7 +  <5)u +  (ß + 7 )q -  (aA  +  /3B + 7 C +  TD) 
a  -V- ß 7  7 + 6
(4.21)
(4.22)
(4.23)
(4.24)
(4.25)
(4.26)
(4.27)
leads to
[ssssjw
w2e (K+A2«2) r Pa  /  |q _ ( Q + ^u)|2
27T2 J e P V V
(a + ß +  7 +  5)|r +  V |2
x jo(9^)drdqdQu
(4.28)
Integrating over r and q is straightforward and yields
n v 2e - ( R + \ 2u2+ n 2v2) r
W i r  = 2(a + ^)3/2(/? + 7j3/2 J  e_ '"joflQ + vn\v)düu (4.29)
These integrals can be performed by quadrature and this will be discussed in section 4.5. 
If Q is chosen to lie on the z-axis and P  to lie in the yz-plane and ZQ O P =  u then
P  .u =  P u(cos u  cos 6 +  sin u  sin 6 sin 0) (4.30)
|Q +  ?7u| =  \ /Q 2 + rßu2 +  2r]Qu cos 6 (4.31)
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where 9 and (p are the angular dimensions of u. The integral over (p is straightforward
exp(Pu sin w sin 6 sin (p)d<p = 2ttIq (Pu  sin u  sin 9) (4.32)
where Io(z) is the zeroth-order modified Bessel function [21]. The final integral can be 
performed using the Addition Theorem [21]
j 0(A|A -  B|) = ^ ( 2 n  + l)j„(A
n—0
and the following integral
exp (Pu cos uj cos 9) Iq (Pu sin w sin#)Pn(cos 9) sin0d0
= ( —l)n2in(Pu)Pn(coso;)
(4.33)
(4.34)
where Pn(z) is the nth Legendre polynomial [21], not to be confused with the vector P. 
This yields
2-K2v2e~(R+x7u2+v'2v2) / p  Q \
[ssss]»/ =  (a + +  7 )V2 z l {2n + l M P u ) j n(Qv)h(r,uv)Pn J (4.35)
Besley [110] has implemented this for s- and p-functions in Q -C hem [111].
In the case where P  or Q are equal to zero the following form should be used
[ssss]w
2 7r2 ^ 2 e - ( / ? + A 2u 2+/x2t;2)
(a + <5)3/2(/3 + 7 )3/2
X
oo
y ^ (2n +  l)unvn
n = 0
in(Pu)jn(Qv) 
(Pu)n (Qv)n
jniWv) (PQ)UPn
(4.36)
to avoid division by zero. In the case were P  =  0 or Q = 0 the infinite series truncates 
after (L + 1) terms, where L is the total angular momentum of the integral. Even with 
this simplification, the integrals are tedious to generate. For example a [pxsss] integral is
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given by
, , 1 r ck<5 . . _ . r .. 9  2aö ^  r„,
[ p a - S S s j w  —  ~  " I  —  ' 7 ( ^ x  —  - ^ x ) [ 0 ]  T  u  j 7 - P r [ l ] iz o f l o f  +  ö a  +  ö
(4.37)
27T2u 2v 2e~^R +x2u2+^ v2^
(4.38)
(4.39)
(4.40)
,  .  27r2u2v2e ('R+x'u2+^ v2'>i i {Pu)j i (Qv)
1 lP = (a +  <5)3/2 (/3 + 7)3/2 p.-  & r {3uv(Suv)ji(quv) (4-41)
As part of this work this has been implemented for s- and p-type functions in Q-Chem. 
Wigner integrals, like momentum integrals, have only four-fold permutational symmetry
where 6 is the polar angle and (f> the azimuthal angle in spherical polar coordinates, an 
angular quadrature rule is used. In a similar way to one-dimensional Gaussian quadrature, 
which is characterized by the highest degree of a particular orthogonal polynomial which 
it can integrate exactly, angular quadrature is characterized by the highest degree L of 
spherical harmonic Ylrn(6, </>) up to which it obtains the exact result. The two angular grids 
available in the Q-Chem package are the Lebedev [112-114] grids and the Gauss-Legendre 
grids.
( iw\<j)w  =  (filler X)w  —  {yßXcr )w  =  {vficr\)w
(4.42)
(Act irv)w — (Acri'ii)w — {cr\fiv)w — (crA vfi)w
4.5 Evaluating Wigner integrals using quadrature
To evaluate numerically an integral of the form
(4.43)
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Lebedev grids have been devised specifically for this type of quadrature using the octa­
hedral group. They have been computed up to degree L =  125 (5294 points). Gauss- 
Legendre grids are the product of separate 9 and (f> grids. The former being derived 
from a Gaussian quadrature rule using the Legendre polynomials and the latter being an 
equally spaced grid. The advantage of the Gauss-Legendre scheme is that any grid size 
can be specified whereas we are limited to the Lebedev grids which have been constructed 
previously. However, Lebedev quadrature is known to require approximately two-thirds 
as many points as Gauss-Legendre to obtain similar accuracy, and with the large grids 
available in Q-Chem we have used only Lebedev quadrature in the evaluation of inte­
grals. This type of angular grid, in combination with a radial grid, is also used in the 
three-dimensional molecular quadrature required in DFT.
The Wigner integral can be written in the above form where
/ ( M )
7 r v 2 2p - ( R + X 2u 2+tx2v2)
_  ™  V e - ( P , u r + K u „ + P z u r i
2  (a + 6)3/2(ß +  7 )3/2
X j o ( ^  (Q x  +  T]UX ) 2 +  ( Qy  + T]Uy)2 +  ( Q z + T]UZ)2) (4.44)
=  u cos sin 6 (4.45)
U y =  u sin (f) sin 9 (4.46)
uz =  u cos 9 (4.47)
The major advantage of writing the Wigner integral in this form is in the generation of 
integrals of higher angular momentum. The infinite series formulation leads to successively 
more complicated and tedious expressions as the geometrical parameters appear inside 
square roots. However, the above expression is much less complicated due to the following 
differential property of Bessel functions
9 n { x )  =
3n ( x )
xn
(4.48)
(4.49)
Hence the square roots must never be differentiated explicitly. Using this expression,
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Table 4.1: Convergence of four points on the HF/6-311G intracule for ethene with increasing 
Lebedev grid size. The exact results are obtained from the series expansion
Grid W(  1,1) w (  1,4) W(  4,1) W  (4,4)
6 1.428210792 2.315903870 12.050144049 3.330809610
74 1.415070359 2.644503481 7.940815642 2.024274600
194 1.415070336 2.264503426 7.952388673 1.847231337
302 1.415070336 2.264503426 7.951761663 1.839467059
590 1.415070336 2.264503426 7.952573144 1.849946553
974 1.415070336 2.264503426 7.952532473 1.849439804
1454 1.415070336 2.264503426 7.952521929 1.849294392
2030 1.415070336 2.264503426 7.952529619 1.849395320
5294 1.415070336 2.264503426 7.952527680 1.849370626
Exact 1.415070336 2.264503426 7.952527682 1.849370666
integrals of higher angular momentum are greatly simplified in comparison with those 
from the infinite series [105] and all required integrals for s- and p-functions have been 
generated and implemented in Q-Chem. For example the following is a [pxsss] type 
integral (with all of the non-geometric terms omitted for conciseness)
1 d 
2a dAx { • - /
- P . u jo(\Q +  ?7u|)dÜu \ =
a  +  J v‘ x 
<5
VodQ +  T]u\)dnu
a  +  6
a +  6
(Ax -  Dx)e R j
r--‘ j uxe P 'ujo(|Q + p u |)d n u
(4.50)
Even though these integrals are more straightforward, generating them for arbitrary angu­
lar momentum is tedious and error-prone and this has not been done. The ideal solution 
to this would be to find a recurrence relation to generate higher order integrals but as of 
yet we have been unable to find such a relation.
Although quadrature often provides a practical and simple route to addressing difficult 
integrals it suffers from two serious downfalls. The first is accuracy. Table 4.1 shows 
how four (u,v) points on the HF/6311G intracule for ethene converge with grid size. At 
the points (1,1) and (1,4) convergence to ten significant figures is achieved using the 
relatively modest 194-point grid. However, at the points (4,1) and (4,4) the highest
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accuracy which can be achieved is nine and eight significant figures respectively. The 
source of the problem can be traced to increasing values of u. The term ep u =  ePuC0SÖ 
cannot easily be represented by spherical harmonics of low degree as P  and/or u become 
large. Hence, to obtain accurate results large grids are required.
The second problem from which quadrature suffers is efficiency. At every point across 
the grid the integrand must be evaluated. In the simplest case, an [ssss]-type integral, 
this requires the evaluation of several trigonometric functions, an exponential, a square 
root, several arithmetic operations and, computationally most intensive, a spherical Bessel 
function. Depending on the value of the argument [115,116], the Bessel function is eval­
uated by series expansion or the trigonometric form of the function. Higher order Bessel 
functions are calculated via recurrence. Integrals of higher angular momentum require 
far more function evaluations. If results of high accuracy are required using large grids 
and basis sets, the time to evaluate the Wigner intracule will be prohibitive. In practice 
the 302-point grid is used and any errors in the resulting Wigner intracules are visually 
undetectable when the intracule is plotted but numerical analysis is treated with caution.
4.5.1 Efficiency
In the implementation of the position and momentum integrals the loop structure, i.e., 
locating the loop over u or v points inside or outside the loop over shell quartets, is 
vital to the performance of the algorithm. Locating the loop over u or v points inside 
the loop over shell-quartets has been shown to be optimal [70,71,105]. However, in the 
case of calculating Wigner intracules using quadrature this is less of a concern. The 
expense of calculating a single integral is so overwhelming that the savings gained from an 
optimal loop structure are negligible. A similar loop structure to that used for position and 
momentum intracules would be favourable but in the case of the infinite series formulation 
this requires a prohibitive amount of memory [110]. Both loop structures have been 
implemented within Q-Chem.
A more plausible method of increasing the efficiency of evaluating the Wigner intracule is 
to attempt to avoid the calculation integrals which have a negligible contribution. Starting
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Figure 4.1: The first three members of the graphene series
(a) (b) (c)
from eqn. (4.29) and noting that |jo(£)| < 1, it follows that
[ssssjw <
2 2 7TU V
<
2(q + 6)3/2(ß + 7)3/2 
tt2u 2v 2
(a + ö)3/2(ß +  7)3/2 
tc2u 2v 2
rR-\*u‘-p>v* j  ep.udfiu
- a - (  eP“ -  e~p“ 
Pu
(4.51)
2(a + S)3/2(ß + 7)3/2 
exp ( ----^ ~ ( |A  -  D| -  u)2 -  |B -  C| -  u)2 -  -  f  )
V a  + ^ vl 1 ß + 1 4(<a + 5) 4(/3 + 7 ) /
This upper bound shows that there are 0 ( M 2) significant integrals which must be calcu­
lated.
More useful than this theoretical scaling is to know how the method will scale in practice. 
By looking at a selection of graphenes (graphitic fragments of formula C6n2 H6n with 
symmetry. See figure 4.1) we can see how the number of significant integrals scales with the 
size of the molecule. We note that these planar systems will show more favourable scaling 
than 3-dimensional systems but they serve to illustrate the point. 11 and 5 primitive 
s-type basis functions have been placed on each carbon and hydrogen respectively. The 
exponents have been taken from all of the functions in the 6-31+4-G basis set [117,118]. 
The C-C and C-H bond lengths are 1.38Ä and 1.08Ä respectively. Integrals which have a 
magnitude greater than 10-8 are considered non-negligible.
Figure 4.2 shows logarithmically how the number of significant integrals behaves with
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Figure 4.2: To examine the number of significant integrals /  with the size of basis set M.  The 
number of significant integrals is averaged over 25 (u, v) points
le+11
le+10
g> 1e+09
1e+08
1e+07
basis set size. The first segment of the plot has slope 3.3 compared to the last which has 
slope 2.6, suggesting that the M 1 scaling is being approached. By comparing the value of 
the bound to the exact integral we can estimate the strength of the bound. For benzene 
the bound predicts that there are 4.62 x 10' integrals which must be evaluated whereas 
there are actually only 1.96 x 1()7, so the bound is causing the calculation of ~  135% extra 
integrals.
4.6 Action intracules
Evaluating the action intracule directly has proven a difficult task. In fact for the case of 
the action integral for four s-type Gaussians, a practical formula has not been obtained. 
In the special case of concentric integrals, Gill has derived formulae in terms of modified 
Bessel functions of the second kind K n(z) and these have been used to generate intracules
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for atoms. For example, for four concentric s-functions
(a + 6)3/2(ß + 7)3/2
K 0(2X^s)j0{r]s) (4.52)
In the more general case we must resort to integrating the Wigner intracule numerically.
To evaluate this integral accurately a carefully selected grid of (it, v) points should be cho­
sen such that the spacings along the hyperbola uv correspond to an appropriate quadrature 
scheme. We have been interested only in the qualitative features of the action intracule 
and so used Mathematica [119] to interpolate and numerically integrate the Wigner in­
tracule to obtain the action intracule. Some examples of action intracules generated this 
way are shown in chapter 5. The numerics of such an approach should not be relied on.
(4.53)
u u
Chapter 5
Some examples of intracules
5.1 Atomic intracules
5.1.1 Two-electron ions
In figure 5.1.1 the HF Wigner intracules for the two-electron ions from Z  = 2 — 10 are 
shown. Each one possesses a single peak corresponding to relative position and momentum 
at which there is the highest probability of finding the electron pair. There are several 
other noteworthy observations. Firstly these intracules are everywhere positive. This is 
the case in all intracules which contain only contributions from electrons of opposite spin. 
Secondly, as the nuclear charge increases the peak moves to larger v and smaller u as the 
electrons are brought closer together but move more rapidly. There is also an elongation of 
the peak that can be attributed to the Heisenberg Uncertainty principle — as the position 
of the two electrons becomes more defined, the momentum is less well defined. Finally, 
it is worth noting that the position of the maxima lie approximately along the hyperbola 
uv =  1.8. Each of the ions will have almost identical action intracules.
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Figure 5.1: The HF/6-311G Wigner intracules for the two-electron ions from He to Ne8+
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Figure 5.2: The HF/6-311G position, momentum, Wigner and action intracules for He
5.1.2 Helium, Lithium, Beryllium and Neon
Helium
Figure 5.2 shows the position, momentum, Wigner and action intracules for the helium 
atom. Each of the intracules exhibits a single peak corresponding to the highest likelihood 
of finding the two electrons at u ^  1.0, v «  1.5, (u,v) ~  (1.1,1.6) and s ä  1.5 . It is also 
easy to see that the Wigner intracule will yield the position or momentum intracule when 
integrated with respect to v or u.
Lithium
Figure 5.3 shows the four intracules for the lithium atom. The position intracule shows 
two clear peaks -  the peak at u ~  0.6 corresponds to the two electrons in the small inner 
Is orbital. The second peak at u «  3.1 is due to one of the electrons in the Is orbital 
and the single electron in the 2s orbital. The momentum intracule has less features and 
we can only say that w ä  1.6 is the most likely relative momentum that two electrons will
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Figure 5.3: The HF/6-311G position, momentum, Wigner and action intracules for Li
have. The Wigner intracule, however, is seen to contain more information than either the 
position or momentum intracules. There are two peaks -  the peak at (0.8, 2.6) is from 
the Is electron pair which are very close together and moving rapidly around the nucleus. 
The second peak at (3.2,1.4) is due to likelihood of finding one of the electrons in the 
Is orbital and the electron in the 2s orbital at this relative position in phase space. The 
volume under the second peak is twice that under the first for statistical reasons. The 
action intracule is characteristically featureless and possesses a single maximum followed 
by a slowly decaying tail.
Beryllium
Figure 5.4 shows the four intracules for the beryllium atom. The position intracule shows 
two peaks -  the smaller inner peak at u ~  0.5 results from the two electrons in the small Is 
orbital. The second larger peak is more difficult to assign. The momentum intracule also 
exhibits two peaks -  the inner peak at v »  0.7 is due to the two electrons in the outer 2s 
orbital which are moving quite slowly relative to each other. Again the outer peak cannot 
easily be attributed to an electron pair. The Wigner intracule gives us more information
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Figure 5.4: The HF/6-311G position, momentum, Wigner and action intracules for Be
and explains the two broad outer peaks in the position and momentum intracules. The 
first peak at (0.8,3.4) results from the two electrons in the Is orbital which are very 
close together and moving very quickly to keep away from each other. The second peak at 
(3.0, 2.7) is explained by the electron pair in the more diffuse 2s orbital which are relatively 
far apart and move slowly relative to one another. Finally the central peak is due to finding 
one electron in the Is orbital and one in the 2s orbital at (2.1,2.2). This central peak has 
four times the content than either of the others for statistical reasons. The outer peaks in 
the position and momentum intracules can now be explained by the merging of the central 
peak with one of the other peaks when the Wigner intracule is integrated with respect to 
u or v. Finally the action intracule again does not provide much insight only to say the 
most likely value of the product of relative position and momentum that two electrons in 
Be will have is s ~  2.1.
Neon
Fig. 5.5 shows just the HF/6-311G Wigner and action intracules for the neon atom. Both 
have less features than the previous intracules studied as with the increasing number of
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Figure 5.5: The HF/6-311G Wigner and action intracules for Ne.
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electron pairs (cf. 6 in Be and 45 in Ne) there are many more overlapping peaks leading 
to one large peak. It can be seen that with increasing nuclear charge the intracule is 
sliding up towards higher v. The action intracule is similarly lacking in features with the 
exception of a visible negative region near the origin which is also present on the Wigner 
intracule.
5.2 Wavefunctions and two-electron probability distributions of the 
Hooke’s-law atom and helium*
5.2.1 Introduction
Contrary to the claims of most textbooks, systems with two electrons do not inevitably 
have intractable Schrödinger equations. This is exemplified by a curious “atom” wherein 
two electrons repel Coulombically but are bound to a nucleus by a harmonic potential and 
is governed by the Hamiltonian
(5.1)
’ Taken directly from ref. [120]
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It was first considered forty years ago by Kestner and Sinanoglu [121] but it was not until 
1989 that Kais et al. discovered [122] that, if the harmonic force constant is k = 1/4, its 
exact ground-state wavefunction can be written in closed from and the associated energy 
is E = 2. Since then, interest in this unusual system has grown steadily [31,123-141] and 
its study has shed light on the behaviour of strongly correlated electrons.
A consensus on a name for the “atom” has not yet been reached. It has been variously 
termed the Hooke’s Law model, Hooke’s atom, the Hookean atom, harmonium and the 
harmonic quantum dot. However in this paper, we will use the term “hookium” to refer 
specifically to the (k = 1/4, E  = 2) system.
If the harmonic potential is replaced by a coulombic one, the Hamiltonian becomes
H =
2_ _  2_ J _
r\ r2 rq2
(5.2)
and hookium is transformed into helium. Unfortunately, no exact helium wavefunctions are 
known but a number of simple near-exact wavefunctions were developed by Hylleraas in the 
early days of quantum mechanics [43]. Although hookium and helium are quantitatively 
different — hookium being a more diffuse species, and the overlap of the two wavefunctions 
being ~  0.6 — meaningful qualitative comparisons can be made between the two.
We have recently commenced a systematic study of position, momentum, and Wigner in- 
tracules of atoms and molecules. The position intracule, P(u), which gives the probability 
of finding two electrons separated by a distance u, is given by [64]
P(u) = j j j  |T ( r i ,r2)|2^ (ri2 -  u )d r!d r2 dQu (5.3)
where iq and r2 are the positions of electrons 1 and 2, r i 2 =  iq — r 2, and Qu is the angular 
component of u.
The momentum intracule, M(i>), which gives the probability of finding two electrons
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moving with a relative momentum v, is given by [105]
M( v)  = j 'J| $ ( p i ,p 2)|2 <5(pi2 -  v )d p !d p 2dS2v (5.4)
where 3>(pi,P2) is the momentum wavefunction, pi and P 2 are the momenta of electrons 
1 and 2, p i2 = pi — P 2 , and Qv is the angular component of v.
Finally the Wigner intracule, W(u,v)  [142], which gives the quasi-probability of finding 
two electrons at a distance u and moving with relative momentum u, is given for a two- 
electron singlet by
where jo(x) is the zeroth order spherical Bessel function [21].
In this paper, we present and discuss intracules for hookium and helium, using both (near-) 
exact and Hartree-Fock (HF) wavefunctions.
5.2.2 Correlated wavefunctions and intracules
Hookium
The normalized exact position wavefunction [31] for hookium is given by
(5.6)
The position intracule derived from this [140] is given by
(5.7)
To derive the analogous momentum intracule, the normalized momentum wavefunction 
for hookium, which is related to the position wavefunction via a Fourier transform must
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be determined
* (P l’P2) =  +  I f  + t )  6XP ( ' ^  +  i ( P l ' r i  + P2'r2))  dridF2
(5.8)
The first term which does not contain 7*12 is a straightforward Fourier transform of a pair 
of Gaussians
^ 3  J J  exp ri- ^-r'2 +  i(p i-ri +  p 2.r2)^ d r id r2 =  8 e~pi ~ p 2 (5.9)
The second term which is linear in r i2 is not so straightforward. We start by introducing 
the following Fourier integral
r i 2 =  - h  — r2n  f  ^ e ik ri2dk (5.10)
G2 J kz
This allows us to expand the factor r \2 to yield
8^3 / /  ~ ^ e x p ( ~ ri / J 2 + i(P i- r i + p 2.r2)^ d r2d r2 
=  7 ^ 5  / / /  7 ^ exp f ~ ri ^ 2 +  i(Pi-r i +  P2-r2 +  k .r i2)^ d r id r2dk (5.11) 
=  3 ^ 5  /  i ( / ? / o yÄ  +  /ff/J/o* +  /f fÄ /J )d k  (5.12)
where we have used r 22 =  (xi — tc2)2 +  (?yi — t/2)2 +  (21 — z2)2 and we define the following 
functions
f x J n
I S
/f
x exp(i(pix.xi +  P2x -%2 +  -  x2)))da;idx2 (5.13)
4?r exp(-2/c2 -  p\x -  p \x +  2kxp Ux) (5.14)
-1 6 tt ex p (-2 k \ -  p\x -  p ^  +  2kxp 12x){{2kx -  p12x)2 -  1) (5.15)
and Pi =  (pix ,p iy ,p iz), p 2 =  (P2x5P2yiP2z)• P 12 =  P i -  P2 =  (pi2x,Pi2y,Pi2«)• Putting 
everything back together yields an integral in k  which is relatively straightforward to
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perform term wise in polar coordinates
8e~pi~p2 J e -2fc2- 2 k .Pl2 (3 _  4/c2 _  p 22 _  4 k .p i 2 ) d k
=8e'p?-pi ^ exp ( f ) + - p*)** (51 (5.16)
Finally, combining the eqns. (5.9) and (5.16) yields the momentum wavefunction
$ ( P l , P 2 )  =
4 exp ( - p j - p l )  
\ /  87r5/ 2 + 57r3 1+4 exp(t) + (^-pi2)erfi($t (5.17)
where erfi(z) =  erf(iz)/i and erf(z) is the error function [21]. Inserting this expression 
into eqn. (5.4) gives the exact momentum intracule for hookium
M{v)
647T
1 + \ / ~ exp ( y )  +  ( ^  -  erfi y ^/28 + 5^
roo nix
x /  2irp\e~2p*/  e -2pi - 2'’2+4',picose!;2sm6id6ldp1 (5.18)
J  o Jo
8 -r by/ii ^  +  e x p  ( - y )  +  _  ’' j  e x p  ( “ 5  J  e r f ‘ \  y/2 (5.19)
Inserting the expression for the wavefunction into eqn. (5.5) to give the Wigner intracule 
for hookium yields, with some rearrangement,
W{u,v)
87t9/2 (8 -f byfn )
^1 + — -  — ̂  e ^jo(qv) 
x f  e“ lr+~2Sl drdqdQu
(5.20)
The integral over r  is trivial and if we allow u to lie along the z-axis the integral over Qu 
is simply 47ru2 which leaves us with
W(u,v)
„.2„.20 —u2/4 roo
- ; -o- , r r )  [  q2e~Q /4jo{qv)f{q,u)dq 
tt(8 + 5 0 r)  Jo
(5.21)
where
f(q,u) J ^1 + - \ / q 2 + u2 + 2 qu cos ^1 + l^y/q2 + u2 — 2 qu cos o'j sin OdO (5.22)
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and expanding the parentheses and integrating term wise leads to
f ( g , u )  =
2 +  2 u  +  &T +  +  {q tqu  ] arctan( J)
2 + 29 +  f  ^  arctan( p
(q < u)
[q > u)
(5.23)
The final integral over q has not been obtained analytically and we use the Quadpack 
numerical integration subroutines [143] to perform this integral using highly accurate 
adaptive quadrature.
Helium
The near-exact wavefunction we have chosen is that of Hylleraas [43] and is given by
^(ri,r2) ■ v , ,  ,  f (1 + c r 12)e -a(n+r2)
'K^/lba2 + 70ac -f 96c2
(5.24)
where c and a are such that they minimize the energy. The position intracule is then 
given by
4<a5u2(l -f cu)2(3 + 6ua + 4u2q:2) _2qu 
3(8a2 + 35ac +  48c2)
(5.25)
The momentum wavefunction proves to be too difficult to derive so to obtain the momen­
tum and Wigner intracules we expand the position wavefunction using a set of GTOs to 
represent the STOs
n n
T (r1?r 2) =  M{ 1 + c  r12) ^  Oifcfa, ri)  ^ ^ (C j , r 2) (5.26)
i—1 j =1
where the 0i(r) are Gaussian functions with contraction coefficients ai and exponents 
and M  is a normalisation constant. Using this expansion, the Wigner intracule can be 
reduced to a one-dimensional integral, analogous to that of hookium, and the momentum 
intracule is then calculated from this by integrating over u using 50-point Euler-Maclaurin 
[144] quadrature.
An energy of —2.891121 Eh is achieved using c = 0.365796 and a = 1.849685. Using an 
appropriately scaled STO-6G expansion in (5.26) yields an energy of —2.889978 E^.
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5.2.3 Hartree-Fock wavefunctions and intracules
Hookium
Whereas the exact wavefunction of hookium (5.6) is known in closed form, the corre­
sponding HF wavefunction is known only from numerical calculation. The normalized HF 
orbital ip(r) satisfies the integro-differential equation
1 _cF_
2 d r2
I d  r 2 1 f  2 T 2 / \ l
— -— f- —  H----- /  ^'K X ‘t<k 1 ( x ) d x  +
r d r 8 r  / 0
4 n x ^ 2(x)dx S&(r) = e\I/(r) (5.27)
and the HF energy is 7 ? h f  =  E \ +  E 2 where
Ei
E 2
2 J  i/)(r) 1 d^_
2 d r2
I d  r 2 
r  d r  8
ip{r) d r
JJ  V,2(r i ) ~ ' 0 2(r 2)<iridr2
(5.28)
(5.29)
It is difficult to solve (5.27) directly but, if we expand ip(r) in an orthonorm al basis
N
V>(r) «  Vw(r) =  ^ 2  ck(pk{r) (5.30)
k= 1
and choose the appropriate basis functions all of the required integrals can be evaluated 
in closed form. We choose the basis functions to be the harm onic oscillator eigenfunctions
H2k- i{ r /V 2 )  exp(—r 2/ 4) 
2*V (2k -  1)! r / y /2 (2tt)3/4
(5.31)
(where H k is the kth Herm ite polynomial) and the expansion converges very rapidly, as 
Table 5.1 shows. We observe th a t the expansion coefficients ck decay roughly exponentially. 
Our limiting energy (2.03843887 E h) is significantly lower than  th a t reported by Kais 
et al. [31] (2.039325 E^) bu t the reason for this discrepancy is not clear [145]. Using 
an expansion of eight Gaussian basis functions [146] an energy of 2.0384390 E h can be 
achieved. This is slightly lower than  the energy of 2.03851 E h achieved by Amovilli et 
al. [141] using ten Gaussians.
By subtracting our lowest HF energy from the exact energy (E = 2), we deduce tha t the
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Table 5.1: Convergence of the Hartree-Fock energy with Hermite basis set size
N E n fcq i i C2 C3 c4 C5
1 2.06418958
2 2.03878780 -0.02540178 0.10994405
3 2.03845337 -0.00033443 0.10833978 -0.00951451
4 2.03843949 -0.00001388 0.10825043 -0.00940132 0.00157574
5 2.03843889 -0.00000061 0.10824442 -0.00939263 0.00156292 -0.000284251
6 2.03843887 -0.00000001 0.10824412 -0.00939209 0.00156212 -0.000283023
7 2.03843887 - 0.00000000 0.10824414 -0.00939212 0.00156212 -0.000283102
exact correlation energy of hookium is —38.4388733 mEh. This is a little smaller than the 
correlation energy of helium (—42.044 mEh) and supports the assertion by Kestner and 
Sinanoglu that the correlation energies of two-electron systems are remarkably insensitive 
to the nature or magnitude of the external field [121].
Although it is straightforward to calculate the position and momentum intracules using 
the basis set in (5.31), the Wigner intracule proves more difficult. For this reason we 
use the eight-Gaussian basis set mentioned above to calculate all of the intracules. The 
quality of this Gaussian basis set is such that we do not see any differences in the intracules 
derived from it as compared to those derived using the Hermite basis set.
Helium
We expand the HF wavefunction for helium as a linear combination of 10 s-type Gaussians. 
In particular the exponents are taken from the s-functions used in the cc-pV6Z basis 
set [147] for helium, uncontracting the contracted basis function. This basis yields an 
energy of —2.861673 Eh, almost reaching the HF limit (—2.86168 Eh). Subtracting this 
from the energy resulting from the near-exact wavefunction gives a correlation energy of 
29.45 mEh, which is 70% of the true correlation energy for helium.
5.2.4 Effect of correlation on the intracules
To examine the effect that the inclusion of electron correlation has on the intracules for 
hookium and helium, each of the position, momentum and Wigner intracules will be
5.2. Wavefunctions and two-electron probability distributions of the Hooke’s-law atom 
and helium 68
P(u) P(u) AP(U)0.4
0.3
0.1
0.2
2 3 4 5 6
u
2 3 4 5 6
u
- 0.02
- 0.04
- 0.06
0.04
0.02
6
u
(a) (b)
Figure 5.6: The exact and HF position intracules and the corresponding Coulomb hole for hookium 
(u in a.u.).
examined for both the (near-)exact and HF cases and also the Coulomb hole [47], AZ, 
where
where Z  is P(u), M(v) or W(u,v).
Hookium
Position Intracule
Figure 5.6(a) shows the exact position intracule for hookium. At u = 0 the intracule 
vanishes, indicating that there is no probability of finding the two electrons at the same 
point in space. Near the origin it grows quadratically and reaches a maximum at u ä  2.494 
and then decays away as u increases. Figure 5.6(b) shows the corresponding HF intracule. 
Again, it vanishes at the origin and grows to a maximum, this time at u ~  2.204, before 
decaying away. As expected, the effect of correlation is to keep the two electrons further 
apart, and this is clearly shown in the Coulomb hole in Figure 5.6(c). The radius of the 
Coulomb hole, as defined by Coulson and Nielson [47], for hookium is approximately 2.25.
Momentum Intracule
Figure 5.7(a) shows the exact momentum intracule for hookium. Like the position 
intracule, it vanishes at the origin indicating that there is no probability of finding the 
two electrons with zero relative momentum. It then grows quadratically to a maximum
(5.32)
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Figure 5.7: The exact and HF momentum intracules and the corresponding Coulomb hole for 
hookium (v in a.u.).
at v ~  0.897 followed by a rapid decay back to zero at v ~  2.506, indicating that there is 
no probability of the two electrons having this relative momentum. Another much smaller 
maximum then occurs at v «  3.086. Figure 5.7(b) shows the HF momentum intracule. 
Again, it vanishes at the origin and grows to maximum at v ~  0.926, before decaying 
away. The second peak does not appear on the HF intracule indicating that correlation 
also favours electrons moving with high relative momentum. Figure 5.7(c) shows the 
Coulomb hole for hookium in momentum space. It is considerably more complex than 
its position space counterpart, with correlation favouring both lower and higher relative 
momenta.
Wigner Intracule
Figure 5.8(a) shows the exact Wigner intracule for hookium. The intracule vanishes 
along the axes u = 0 and v =  0 indicating that there is no probability of finding two 
electrons at the same point in either position or momentum space. From the origin it 
grows quadratically in both u and v and reaches a maximum at (u,v) ~  (2.378,0.899). 
We also note the presence of a shallow negative region at (u,v) ~  (1.109,2.048). Whereas 
the position and momentum intracules are everywhere positive, this is not the case for 
the Wigner intracule which reflects its interpretation as a quasi-probability. Figure 5.8(b) 
shows the HF Wigner intracule. Again, it vanishes at the origin and along the axes and it 
grows to a maximum at {u,v) ~  (2.187,0.923). The negative region present in the exact 
intracule is no longer present. Figure 5.8(c) shows the Coulomb hole in phase space. It 
combines the results of the two previous sections and shows that, in hookium, correlation
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Figure 5.8: The exact and HF Wigner intracules and the corresponding Coulomb hole for hookium 
(u and v in a.u.).
favours a larger inter-electronic separation and lower relative momentum and to a much 
lesser extent higher relative momentum.
Helium
Position Intracule
Figure 5.9(a) shows the near-exact position intracule for helium. At u = 0 the intracule 
vanishes, indicating that there is no probability of finding the two electrons at the same 
point in space. Near the origin it grows quadratically and reaches a maximum at u «  
1.0765 and then decays away as u increases. Figure 5.9(b) shows the corresponding HF 
intracule. Again, it vanishes at the origin and grows to a maximum, this time at u ~  0.995, 
before decaying away. As expected, the effect of correlation is to keep the two electrons 
further apart, and this is clearly shown in the Coulomb hole in Figure 5.9(c). The radius 
of the Coulomb hole for helium is approximately 0.95. This is significantly less than 1.1 
quoted by Coulson and Nielson and we attribute this difference to the inferior quality of 
our correlated wavefunction. We also note the presence of a second node in the Coulomb 
hole and again believe that this is due to our choice of wavefunction rather than having 
physical significance. Comparing these results with those of hookium, we see qualitatively 
the same features but quantitatively liookium’s Coulomb hole is much larger reflecting its 
diffuseness relative to helium.
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Figure 5.9: The near-exact and HF position intracules and the corresponding Coulomb hole for 
helium (u in a.u.).
Momentum Intracule
Figure 5.10(a) shows the near-exact momentum intracule for helium. Like the position 
intracule, it vanishes at the origin indicating that there is no probability of finding the 
two electrons with zero relative momentum. It then grows quadratically to a maximum 
at v Ps 1.498 and decays away with v. Figure 5.10(b) shows the HF momentum intracule. 
Again, it vanishes at the origin and grows to maximum at v ~  1.447, before decaying 
away. The shifting of this maximum shows that correlation favours electrons moving 
with lower relative momentum. Figure 5.10(c) shows the Coulomb hole for helium in 
momentum space. It is considerably more complex than its position space counterpart, 
with correlation disfavouring both lower and higher relative momenta. The Coulomb 
hole in momentum space has been studied previously [84,148-151] using CI, MCHF and 
explicitly correlated position wavefunctions to derive the correlated intracule. We are not 
aware of any studies using a wavefunction linear in r \2 . Comparing our results with those 
of Galvez et al. [150], we obtain qualitatively the same result although quantitatively the 
magnitude of our peaks are too large. Again this reflects the relatively poor quality of our 
choice of wavefunction.
The Coulomb hole for helium is very different to that of hookium. Whereas in helium 
(and the hydride ion [84]) correlation disfavours both low and high relative momenta, in 
hookium the opposite is true. The physical significance for this is not clear, though it 
does reflect the fact that although hookium is often used as a model for helium in some 
respects they are very different.
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Figure 5.11: The near-exact and HF Wigner intracules and the corresponding Coulomb hole for 
helium (u and v in a.u.).
Wigner Intracule
Figure 5.11(a) shows the near-exact Wigner intracule for helium. The intracule vanishes 
at the origin and along the axes u = 0 and v = 0 indicating that there is no probability of 
finding two electrons with either or both the same position in space and zero relative mo­
mentum. From the origin it grows quadratically in both u and v and reaches a maximum 
at (u, u) ~  (1.170,1.589). Figure 5.11(b) shows the HF Wigner intracule. Again, it van­
ishes at the origin and along the axes and it grows to a maximum at (u, v) «  (1.316,1.589). 
Figure 5.11(c) shows the Coulomb hole in phase space. It combines the results of the two 
previous sections and shows that, in helium, correlation favours a larger inter-electronic 
separation and lower relative momentum.
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5.2.5 Conclusions
Although there has been interest in the position-space properties of hookium over the last 
four decades, its momentum-space properties have not been considered. Here we have 
presented the momentum-space wavefunction, the corresponding momentum intracule, 
and also the Wigner intracule for hookium. The momentum intracule exhibits two maxima 
and a value v «  2.506 of the relative momentum, p i2 , that can never occur. We have not 
observed such nodes in M (v) before. The Wigner intracule allows us to look at the 
position- and momentum-space properties of hookium simultaneously.
The position and momentum space properties of helium have been studied extensively. 
In this paper we use a simple explicitly correlated wavefunction, which is linear in r i 2 
to look at the effects of correlation in helium. Qualitatively we reproduce the results of 
previous work, such as Coulson and Nielson, and Galvez et al., although quantitatively our 
results are not as accurate. These could be improved by the use of a more sophisticated 
wavefunction. By expanding the slater part of our wavefunction in terms of Gaussians we 
were able to look at the momentum intracule for a wavefunction which depended explicitly 
on r i 2 , and this approach could easily be extended to more accurate wavefunctions.
In both hookium and helium the effect of correlation is to keep the electrons further apart. 
They differ, however, in the effect that correlation has on their momentum distributions. 
Correlation favours lower relative momentum and, to a much lesser extent, higher relative 
momentum in hookium, whereas the analogous Coulomb hole in helium shows the oppo­
site preferences, disfavouring both lower and higher relative momentum. Looking at the 
Coulomb hole in phase space again shows us both the similarities and differences between 
hookium and helium.
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Figure 5.12: The Wigner intracule for H2 using the RHF/6-311G (top row) and UHF/6-311G (bot­
tom row) wavefunctions at increasing values of the bond length, R
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5.3 Molecular intracules
5.3.1 Dissociation of the H2 molecule
Fig. 5.12 shows the RHF/6-311G and UHF/6-311G Wigner intracules for the hydrogen 
molecule at various bond lengths. At the smallest bond length, both RHF and UHF 
intracules exhibit a single peak. However as the bond is stretched the two intracules 
begin to differ with a second peak appearing on the RHF intracule but the UHF intracule 
retaining a single peak. This is a very clear manifestation of the shortcomings of the 
RHF description of a stretched bond. RHF dissociates H2 incorrectly into an ionic and a 
covalent contribution, the first corresponding to the inner peak in which the two electrons 
are localized around a single nucleus and the second corresponding to the outer peak in 
which there is an electron localized around each nucleus. However, the UHF intracule 
contains only a single peak due to the physically correct covalent contributions.
5.3. Molecular intracules 75
Figure 5.13: The total-, antiparallel- and parallel-spin components of the HF/6-311G Wigner in- 
tracule for H20.
u u u
5.3.2 Spin intracules for H20  and F2
Figure 5.13 shows the contributions to the HF/6-311G Wigner intracule from all of the 
electrons, from electrons of opposite spin (antiparallel) and from electrons of the same spin 
(parallel) for the water molecule. The total intracule possesses a shallow negative region 
at the origin and a single maximum. This 10-electron species is similar to the Ne atom but 
more diffuse. If we compare the intracule with that of Ne, we see that their features are 
very similar, with the intracule for water being at slightly lower v and larger u as would 
be expected with the decrease in nuclear charge. The antiparallel intracule is everywhere 
positive and possesses a single maximum. The parallel intracule has a negative region 
close to the origin and a single maximum.
Figure 5.14 shows the HF/6-311G spin intracules for F2. F2 has quite a long bond which 
results in there being two distinct peaks on the intracule — the inner one arising from 
atomic electron pairs and the outer from intra-atomic pairs. Since there are 72 atomic pairs 
and only 48 intra-atomic pairs, the inner peak is larger than the outer. The antiparallel 
and parallel intracules exhibit similar features with the exception of the negative region 
which is only present in the total and parallel intracules.
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Figure 5.14: The total-, antiparallel- and parallel-spin components of the HF/6-311G Wigner in- 
tracule for F2.
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Chapter 6
Benchmark correlation energies for 
small molecules*
6.1 Introduction
The prediction of thermochemical quantities to high accuracy (~ 1 kcal/mol) is an impor­
tant and challenging goal in quantum chemistry and a purely ab initio approach requires 
the use of highly accurate and computationally expensive treatments of electron corre­
lation and relativistic effects. Many of the popular, more computationally accessible, 
but more empirical quantum chemical models, such as B3LYP [153] or the Gaussian-n 
methods [154-157], are parameterized to reproduce such thermochemical data and while 
this is clearly a desirable quality in any method, an even more satisfying target is to re­
produce accurately atomic and molecular total energies: this too would lead to accurate 
thermochemistry but without depending upon unphysical error cancellation. Clearly to 
parameterize or to assess the performance of a method requires an accurate data set. Al­
though there are papers [158-163] which contain estimates of the total energy of one or 
several small molecules, we are not aware of a large systematic set of such data in the 
chemical physics literature. In this article we use a combination of accurately determined 
experimental and theoretical quantities to do so for 56 small molecules, viz. the 55 neutral 
‘ Taken directly from ref. [152]
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molecules in the G1 set [154,155] and H2 . In particular we list the non-relativistic (NR) 
total and electronic energies, the restricted and unrestricted Hartree-Fock (HF) energies 
and the corresponding correlation energies. We aim to determine these quantities to within 
a millihartree (mE^).
6.2 Method
The atomisation energy, EDo, of an TV-atom molecule M is calculated using
N
ZDo = Y , E ie -E ™  + AERe, (6.1)
i
where E le is the total NR electronic energy of the ith atom in M, E 'q1 is the NR energy of 
the lowest vibronic state of the molecule, and A E ^e\ corrects the calculated atomisation 
energy for the effects of relativity. Eq1 is given by
Eq1 =  E ™ +  Ezpvei (6.2)
where E ^  is the total NR electronic energy of M if the nuclei were held fixed at positions 
corresponding to the potential minimum and E%pVE is the zero-point vibrational energy. 
E ^  can be written as
t , e —  -&HF +  -^corr W ’H
where E ^ F is the HF energy and £ ^ rr the correlation energy of M. Given the atomisation 
energies, the relativistic corrections, the zero-point corrections, the total atomic energies 
and the HF energies, we can now determine Eq1, E ^  and E ^ VT,
N
E0m =  y ] E '+ A E Rel- E D 0, (6.4)
i
E f  = E0m - E ^ pve, (6.5)
=  E f  -  Er f . (6.6)i M-C/corr
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6.3 Results
The quality of the results we obtain using eqns 6.4-6.6 is clearly dependent on the accuracy 
of the data we use. The methods used to obtain these data are summarized in table 6.1. 
We obtain the atomisation energy from experiment, specifically we take those listed in [156] 
for the G1 molecules (correcting the value for CN to that quoted in [130]) and the value 
for H2 from [164], The majority of these have error-bars less than one mEh and we assume 
they are accurate for our purposes.
The zero-point vibrational energies are obtained by scaling the ZPVE from a MP2/6-31G* 
harmonic frequency calculation by 0.9661 [165] and are taken from [166]. The RMS error 
of this method with the 39 molecules used to parameterize it is approximately 0.3 mEh.
We use the relativistic corrections to the atomisation energies listed by Feller and Pe­
terson [167] which consist of scalar relativistic corrections (one-electron Darwin and 
mass-velocity terms in the Breit-Pauli Hamiltonian) obtained using a CISD(FC)/cc- 
pVTZ/ /CCSD(T)(FC)/aug-cc-pVTZ wavefunction, and also a spin-orbit correction based 
on experimental results. The scalar relativistic corrections are expected to be within one 
mFh of four-component or Douglas-Kroll results. Although the geometries, at which the 
relativistic corrections are calculated, are not the experimental geometries, the differences 
are expected to be negligible and furthermore it has been shown that these corrections 
have a very weak dependence on geometry [168].
The NR electronic energies of the atoms are taken from [169] and are taken to have errors 
of less than one m E The molecular HF energies are calculated using experimental re 
structures (taken from [164] and [170]) which are available for 42 of the species under 
investigation. The remaining 14 HF energies are calculated at the QCISD/G3MP2Large 
[171-173] geometries. The HF results are obtained using the cc-pV5Z [13,174] basis set 
with the h-functions removed (cc-pV5Z-h). Halkier et al have studied the convergence of 
the HF energy using correlation consistent basis sets and report that using the cc-pV5Z 
basis yield energies within one mE^ of the HF-limit [175]. All HF energies are calculated 
using the Q-Chem package [111].
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Table 6.1: Methods used to derive required quantities
Quantity Method
Experimental
-E'z p v e MP2/6-31G* ZPVE scaled by 0.9661
Euf HF/cc-pV5Z-h//(Exp. or QCISD/G3MP2Large)
A E Re i CISD(FC)/cc-pVTZ//CCSD(T)(FC)/aug-cc-pVTZ 
for one-electron scalar relativistic corrections. 
Spin-orbit corrections from experiment.
Ee Total atomic energies from [169]
In table 6.2 we present all of the quantities described above. The correlation energy 
depends upon whether a restricted (RHF) or unrestricted (UHF) wavefunction is used and 
we therefore list both. We note that the atomic correlation energies given here are different 
to those given by Chakravorty et al [169] as they have used numerical HF energies [9] 
which are symmetry restricted and therefore higher than either the RHF or UHF energies 
shown here. We would recommend, when assessing a post-HF method using a RHF/UHF 
wavefunction to estimate the correlation energy, the use of the energies listed here rather 
than those of [169].
Ideally we would like to be able to compare our results to exact solutions (within an 
infinite basis set) of the Schrödinger equation but in the two decades since this was done 
for water [31] (within a double-zeta basis set) we have not moved much closer to this goal. 
Although quantum Monte Carlo offers estimates to the exact energy, quantifying the error 
due to the fixed node approximation requires the use of experimentally derived energies 
like the ones listed in the table above. We hope that the data listed here will not only be 
useful but also highlight the need for theoretical methods which can produce benchmark 
data like these without approximation or experimental data.
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Chapter 7
A new way to understand electron 
correlation*
Coulomb’s law seems straightforward: particles of the same charge repel; opposites attract. 
But the deceptive simplicity of inverse-square laws yields surprising complexity even in 
very small systems. The classical three-body problem defeated the brightest minds of the 
19tli century and the quantum analogue proved equally resistant in the 20th. In the helium 
atom, for example, the two electrons dodge and weave as they seek to remain close to the 
nucleus but far from each other and, despite 80 years of work, an exact mathematical 
description of their motion still remains undiscovered.
Although an exact solution to the electronic Schrödinger equation [5] appears unlikely, the 
development of effective approximations brings rich rewards since the ability to calculate 
molecular energies accurately allows the ab initio determination of structure, bonding and 
reactivity and will have ramifications within biochemistry, material science and medicine.
In the early days of quantum theory, Hartree introduced the orbital approximation [7] 
wherein each electron is assumed to move independently in the mean field of all others 
and this was subsequently modified by Fock [8] to accommodate the requirements of the 
Pauli Principle. Though the Hartree-Fock (HF) model is simpler than the Schrödinger 
‘Taken directly from ref. [176]
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formulation, the associated integro-differential equations are still difficult to solve in poly­
atomic systems. However, if the orbitals are expanded in a finite basis set, the more 
tractable Roothaan-Hall eigenvalue equations emerge [177,178] and intensive efforts over 
the last thirty years have led to algorithms [179] whose computational cost grows only 
linearly with the size of the basis set. Using such methods and a standard PC, one can 
now perform a finite-basis HF calculation on a system with a few hundred atoms in a 
few hours [111]. HF theory often yields fairly accurate predictions of molecular structure 
but it is less satisfactory for most other properties. In particular, its mean-field treat­
ment of electron motion cannot account properly for the formation of an electron pair 
during bond formation. It is therefore usually necessary to go beyond the HF model and 
explicitly include the fact that the motions of the electrons are correlated. Allowing the 
electrons to avoid one another stabilizes the system and the difference between the exact 
many-body energy of a system and its unrestricted HF energy is known as the correlation 
energy Ecorr- The task of calculating it is known as “the correlation problem” and has 
been the single greatest challenge to the progress of quantum chemistry since the subject’s 
inception in 1927.
Models of electron correlation fall into two broad classes. Those in the first class, which 
include configuration interaction, Mqller-Plesset perturbation theory and coupled cluster 
theory [6], are based on the mathematical observation that an improved wavefunction can 
be formed by taking a sum of HF-like wavefunctions, the latter being generated by the 
“substitution” of electrons from occupied to unoccupied orbitals in the HF wavefunction. 
Although in the limit these methods provide exact results, they are intrinsically inefficient 
[180] and, as a consequence, their computational cost becomes prohibitive even for quite 
small systems. This is the price that one pays for using a mathematically, rather than 
physically, motivated model.
The second class of models constitute the density-functional theories (DFT) and are based 
on the Hohenberg-Kohn theorem [37] which states that the exact energy of the ground 
state of a system is a unique functional of the exact electron density p(r). Because p{r) is 
a much simpler object than the wavefunction, DFT calculations are relatively inexpensive 
and have become the most popular tools in quantum chemistry. However, although the
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existence of the unique Hohenberg-Kohn functional is proven, its form is unknown and 
the search for useful surrogates continues and has become increasingly empirical in recent 
years [41]. Many functionals are now available, each with its own strengths and weaknesses, 
but none entirely satisfactory. Moreover, it appears unlikely that the one-electron DFT 
models will ever be able to treat intrinsically two-electron phenomena such as dispersion 
energies [181].
Although the pursuit of more accurate functionals is unlikely to cease for some time, it 
is worth pausing to ask whether p{r) is really the best starting point for calculations of 
electron correlation. After all, p(r) measures the probability of finding one electron at the 
point r and yet electron correlation is concerned with the stabilization achieved when two 
electrons manage to avoid each other. Isn’t it more natural, as emphasized by Hylleraas’ 
famous work [43] on helium, to base an electron correlation model on the two-electron 
density? The answer is that, although this is certainly an attractive idea, a mechanism 
must be found by which two-electron information can be included without significantly 
degrading the computational advantages enjoyed by DFT. This has proven to be a major 
challenge but in this article we present a two-electron treatment of electron correlation 
which retains the favourable scaling of HF theory.
If it is agreed that information about pairs of electrons is valuable, we must then ask which 
property of the two electrons should be included and how this is best incorporated. The 
most obvious candidate is the inter-electronic distance u = |ri — r 2 1 for one instinctively 
expects electrons that are close together to be strongly correlated. However, the naivety 
of this expectation becomes clear when one considers the sequence of ground-state helium­
like ions H", He, Li+, whose exact and HF energies (in atomic units) are known [182,183] 
to be
Sex act = - Z 2 + \Z-0.15767 + 0 ( Z ~ 1) (7.1)
BHf = - Z 2 + \Z-0.11100 + 0 ( Z ~ 1) (7.2)
where Z  is the nuclear charge of the ion. It follows from these that F'corr =  —0.04667 + 
0 (Z -1) and the correlation energy therefore tends toward a constant as the nuclear charge
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Figure 7.1: Wigner intracule for a beryllium atom
u
increases. Thus, for example, although the two electrons in the U90+ ion are generally 
much closer together than those in the Ne8+ ion, the resulting correlation energies are 
almost equal. This counterintuitive discovery clearly illustrates the insufficiency of u as a 
correlation indicator.
A few years ago, Rassolov argued [184] that not only the separation u , but also the relative 
momentum v =  |pi — p 2 1, of two electrons are crucial in determining their correlation. 
Rassolov’s insight provides a simple explanation for the similarity in the correlation ener­
gies of the helium-like ions: as Z increases, the mean separation (u) decreases as 1/Z, but 
the mean relative momentum (v) grows as Z  and, evidently, these two effects cancel. We 
will return to this observation later.
In this article we develop Rassolov’s idea into a general approach for estimating the cor­
relation energy in any system. Our model is based on the Wigner intracule, a function 
that measures the distribution of u and v values in a system. In what follows, we intro­
duce intracules, propose a connection between the Wigner intracule and the correlation 
energy, and present some preliminary results. We conclude by comparing our approach to 
existing methods and discussing how it may develop in the future. Atomic units are used 
throughout and all intracules and correlation energies are derived from the HF/6-311G 
wavefunction [185].
An intracule is the probability density function for the distance between two electrons in a 
certain space [186]. The position intracule P(u),  which gives the probability of finding two 
electrons separated by a distance u, was first utilized in theoretical chemistry by Coulson
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and Nielson [47]. The momentum intracule M(v),  which gives the probability of finding 
two electrons with relative momentum v, was introduced by Banyard and Reed [84] but 
has received less attention than its position analogue. We recently introduced [105,186] 
the Wigner intracule
W{u,v) -  J  f r 2(r ip ir2p2)5(|ri -  r 2| -  u)6(\pi -  p2| -  u)dridr2d p id p 2 (7.3)
which can be interpreted as the probability of finding two electrons at a distance u and with 
relative momentum v. However, since neither W  (u, v ) nor the parent Wigner distribution 
W2(r ip ir2p 2) is rigorously non-negative, neither is a proper probability distribution [106, 
187] and W(u,v)  is termed a “quasi-probability”. Nevertheless, the Wigner intracule 
yields the position and momentum intracules after projection
both of which are rigorous probability distributions. Furthermore it contains information 
that cannot easily be extracted from P(u) and M{v).  We have previously reported the 
Wigner intracules for various atoms and molecules, in ground and excited states [120,186, 
188,189], but an illustration at this point may be helpful. Fig. 7.1 shows the Wigner
orbital are each doubly occupied. Suppose that two of the electrons are observed. If both 
are in the Is orbital, they will tend to be close together and moving rapidly, yielding the 
peak at low u and high v. If both are in the 2s orbital, they will tend to be further apart 
and moving relatively slowly, yielding the peak at large u and small v. If one is in the 
Is orbital and the other is in the 2s orbital, intermediate u and v values arise, giving the 
central peak. For statistical reasons, this last peak is four times as large as the others.
oo oo
0 0
intracule for a ground-state beryllium atom [186] whose small Is orbital and larger 2s
The Wigner intracule is a versatile function and easily yields several components of the 
total energy. For example, in a n-electron system, the sum of the coulomb and exchange
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energies, and the kinetic energy
oo
E j  +  E k = 1j  VF(n, v)u~ldudv, 
0
(7 .4 )
oo 2
Et  = j j  W ^ v ">2(n -  i ) d u d ^ (7 .5 )
o
are both linear functionals of the Wigner intracule contracted with a suitable kernel.
The purpose of this article is to suggest that the correlation energy can be obtained in a 
similar way. Specifically, we propose that
oo
0
(7.6)
where G(u1 v) is a universal correlation kernel, analogous to the exchange-correlation func­
tional of DFT.
Electron correlation is a measure of the error in the HF model and it is plausible that its 
assumption of independent motion is poorest for two electrons that are close together and 
have low relative momentum. Thus, we conjecture that situations in which both u and v 
are small make the largest contributions to the correlation energy. We expect a smaller 
contribution when one variable is small but the other is large, and we anticipate the least 
correlation when both are large. Contemplating this and the helium-like ions, mentioned 
above, led us to focus our initial efforts on correlation kernels that depend only on the 
product uv.
We have shown previously [105] that the Wigner intracule from a HF wavefunction is
W(u,v) = \ Y,\P^Pxa  -  -  1 (/“'•Mw
[x v \ cj
(7.7)
where P, P Q and P^ are the usual total, alpha and beta density matrices [6] and [iiv\a)w
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is a Wigner integral. This immediately yields a practical formula for the correlation energy
\  £  [iV-Pw -  -
[ iv \a
(/i7/Acr)G (7.8)
(2tt) - 3 0/*(r)^«/(r +  q)0A(r +  q + u)</>CT(r + u)
xG(u, v)jo(^)drdqdudv (7.9)
where jo!'2) — (sinz ) / z  and the <f){ are basis functions. The good news is that this ex­
pression for E  ̂ is conformal with the HF energy expression, indicating that the time to 
evaluate E ^  will increase only as fast as that of a HF or DFT calculation. The bad news, 
on the other hand, is that the {nv\a)G appear to be much more challenging than the 
integrals normally encountered in quantum chemistry. However, for certain correlation 
kernels, we have developed a method to accurately determine these integrals as outlined 
below.
How can we determine the correlation kernel G(u,v)7 A reasonable approach often taken 
by those who design exchange-correlation functionals for DFT, is to select a functional 
form with parameters that can be tuned to reproduce benchmark data. For the sake of 
simplicity we have restricted ourselves to two-parameter functions fitted to the known 
correlation energies [152] of the first and second row atoms.
DFT benefits from years of research which has uncovered many properties the exact func­
tional must satisfy, but with little such theoretical guidance [190] as to the functional 
form of G(u,v) we began by exploring linear combinations of elementary functions. This 
led us to discover that G(u,v) = Gojo(^uv) (where the two parameters are Go =  -0.107 
and £ =  0.902) works remarkably well and is shown in fig. 7.2. Although the oscillatory 
nature of G(u,v) may appear surprising, it can be shown that [191] the resulting (s s s s )g  
integrals are always negative. We evaluate the correlation integrals (Eq. (7.9)) for this 
kernel using a convergent infinite series of positive terms, which can be summed to high 
accuracy. Each term in the series is given by an integral of the form
fJZm r
{m) = (2„, +  l)! J  |r  _ A|2m|r -  B l2me“r *  (7-10)
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Figure 7.2: The correlation kernel G(u,v) — —0.107jo (0.902m;) 
- 0.1
and these reduce to polynomials in A2, B 2 and |A — B |2. The (m) are computed using 
a five-term recurrence relation and has been implemented in a modified version of the 
Q-Chem package [111].
To gauge the performance of our method, we compare our results to one of the most 
popular density functionals for calculating the correlation energy, the LYP functional [192]. 
For the atoms of the first and second rows (Table 7.1) the mean absolute deviations (MAD) 
from the exact correlation energies [152] are 1.5% for our method and 5.0% for LYP. Of 
course most chemists are interested in molecular properties so we have also examined how 
the the two methods reproduce the exact correlation energies [152] of the 73 neutral atoms 
and molecules from the Gl data set [154,155]. Our method (Table 7.1) has a MAD of 
5.6% compared to LYP’s MAD of 5.2%. Remarkably, using a very simple G(u, n), we have 
achieved comparable results to the much more complicated LYP functional. Moreover, 
examining the deviations in our method reveals systematic errors in isoelectronic species, 
which we believe can be exploited to improve accuracy in the near future.
The calculation of correlation energies at a low computational cost is one of the major 
goals of molecular physics. In this article, we have introduced a radical approach that is 
distinguished from conventional post-Hartree-Fock and density functional methods by its 
explicit dependence on two-electron phase-space information. It requires the computation 
of four-index integrals of a novel type but, apart from this, can be easily appended to a HF 
calculation. The method is conceptually simple and provides a powerful new perspective 
on the phenomenon of electron correlation. Preliminary results, obtained using a simple 
correlation kernel whose two parameters are fitted to the known correlation energies of the 
He and Ne atoms, are encouraging and we are confident that the accuracy of the method
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Table 7.1: Exact correlation energies E and deviations of the calculated values for the new 
method A w  =  E*x — E ^  and for the LYP functional A lyp =  E*x -  E^  p (all in millihartrees). 
T Maximum deviation.
Atom -E r Aw A lyp Mol. -E r Aw A lyp
He 42 0 2 h 2 41 1 -3
Li 45 2 8 c h 4 299 53 -5
Be 94 -5 1 n h 3 340 23 -23
B 121 -2 5 h 2o 371 -2 -31
C 151 2 9 HF 371 -11 -16
N 185 6 7 c 2h 2 480 14 -37
0 249 1 9 c 2h 4 518 55 -21
F 318 5 4 c 2h 6 561 98 -10
Ne 391 -11 -7 n 2 549 -45 -67
Na 396 -7 12 02 636 -57 -67
Mg 438 -3 21 F 2 757 -80 -82
A1 465 1 30 HCN 515 -20 -52
Si 500 1 31 co2 876 -52 -87+
P 540 -1 26 HC1 707 15 19
S 597 3 33 Si2H6 1183 124 76
C l 658 6 33 so2 1334 -206+ -81
Ar 723 10 28 NaCl 1101 19 31
can be improved further by refinement of the correlation kernel. We are extending this 
work in a number of directions: (1) The entire procedure can be performed self-consistently 
by absorbing the expression for E ^  into the HF equations; (2) The methodology, unlike 
conventional DFT, can be used to treat dispersion energies; and (3) We are developing a 
more rigorous derivation of this approach.
7.1 Addendum
The preceding section is taken directly from ref. [176]. Due to the nature of the article 
some detail has been omitted. Some of the more im portant points should be expanded on 
further.
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7.1.1 Rassolov’s Idea
Rassolov proposed that the correlation energy should be expressible as the expectation 
value of a linear operator — one based on position and momentum [184]. He justified 
this using two physically very different systems: the first was the highly localized two- 
electrons ions of high nuclear charge, which we have mentioned above, and the second 
was the dense electron gas which is distributed over all space. In this second system it 
is possible to relate the correlation hole to the correlation operator and show that the 
proposed operator yields a pair correlation function which, although functionally different 
from the true form, has the correct dependence on the Wigner-Seitz radius and hence the 
density. Using these systems he was able to “derive” a general form which the correlation 
operator should take and show that the relative momentum was essential in the correct 
description of electron correlation. The form of the operator is given by
C = - Co2 2 r 12Pl2
(7.11)
and by imposing constraints of hermiticity and symmetry with respect to permutation of 
basis functions within a (ij\ or \kl) (a constraint we do not apply) he was able to choose 
two operators, one analogous to the above equation and a second based on the Wigner 
distribution. Although Rassolov acknowledged limitations in both formulations, they were 
shown to give remarkably good results in the case of atoms and outperformed the LYP 
functional when mixed together using a single semi-empirical parameter. The concepts 
outlined in this paper mark the start of the work which has been continued in this thesis.
7.1.2 Determining a correlation kernel
In determining the form of a correlation kernel there are of course a myriad of possibilities. 
With no theoretical guidance as to what form this should take initial efforts focused on 
allowing the kernel to take any form. This was achieved by taking a linear combination of 
of well-tempered Gaussians and optimizing their coefficients to reproduce atomic correla­
tion energies. At first this was done with the restriction that the correlation kernel should
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Figure 7.3: Four-Gaussian correlation kernel
- o . i
be everywhere negative as the notion of a positive correlation energy is physically unrea­
sonable. However, it was quickly realised that such a function yields significantly inferior 
results to one which contains positive regions. A four Gaussian expansion optimized using 
the first row atoms is given by
G(s) = 1.00518e"2s2 -  0.60662e"fi2 -  0.26209e~4 + 0.07855e'^ (7.12)
and is shown in fig. 7.3. The seemingly necessary negative regions in the correlation 
kernel led us to investigate oscillatory functions such as damped trigonometric functions 
and subsequently the zeroth-order spherical Bessel function which has been shown to 
work remarkably well. The Bessel function also has the attractive property that the 
[s s s s ]g  integral is provably negative and in section 8.4.5 it will be shown that this choice 
of correlation kernel seems to lead to integrals which take on a simpler form than those of 
other kernels.
Chapter 8
Hartree-Fock-Wigner Theory
8.1 Introduction
The Hartree-Fock self-consistent field procedure forms the cornerstone of most quantum 
chemical calculations [6]. This independent particle model is the first approximation 
to the solution of the electronic Schrödinger equation and provides the starting point 
for more sophisticated treatments of the problem as a reference function for the multi- 
configurational methods. However, usually these methods apply corrections to the Hartree- 
Fock energy rather than solving the whole problem in a self-consistent manner. A self- 
consistent solution is more desirable, not only conceptually, but also from a computational 
point of view. Often the goal of a quantum chemical calculation is not to ascertain the 
energy but to determine some property such as the geometry, nuclear shielding constants, 
vibrational frequencies or countless others. Molecular properties like these are written 
in terms of derivatives of the energy with respect to the nuclear coordinates or some 
external field, and the calculation of such quantities is made much more straightforward 
when dealing with a self-consistent solution. The notable exception to this statement is, 
of course, Kohn-Sham density functional theory (DFT) which provides a self-consistent 
solution while incorporating electron correlation [36].
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8.2 Hartree-Fock-Wigner theory
We have proposed [176] that the correlation energy can be estimated by
oo
Ec = JJ W}i -f(u, v)G}iy'(u, v ) dudv ( 8 . 1)
where Whf(^?^) is the Wigner intracule derived from a HF wavefunction and Guf{utv)
is a correlation kernel. If the MOs are expanded within a basis set, the correlation energy
is given by
Ec \  E [pr p>" -  W x  -
fivX a
(jjLv\cr)G ( 8.2)
where and are elements of the a and ß HF density matrices, PßV is an element 
of the total HF density matrix and (fivAct)g is the 10-dimensional correlation integral for 
four AOs
1
2tG +  q)(f>\{r +  q +  u)0CT(r +  u)v2j 0(qv) G(u,v)  drdqdu dv
(8.3)
The HF energy is given by
£hf = E + \  E [p^ P x*-  -  a] (HM
I I IS 111/  \  /T
(8.4)
where {̂ l v \ \ o ) are the usual Coulomb integrals. This expression may be combined with 
equation (8.2) to yield the Hartree-Fock-Wigner (HFW) energy
F'hfw =  ^
+ \  E [P^px° -  pX p ?x - (yU^A(j)HFW
HvXcr
(8.5)
where (/i |̂A<r)HFW — it11*l^o-) + (/^A<t)g and is no longer a HF density matrix ele­
ment but rather a density matrix element obtained when a self-consistent calculation is 
performed with the inclusion of the Wigner correlation energy.
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8.3 The Fock matrix
Of course, the addition of correlation to the HF method does not come without a price. 
Although the formal scaling of HFW and HF are the same, both the computation and 
digestion of HFW integrals are more expensive. HFW integrals, like the integrals required 
in the calculation of momentum and Wigner intracules, have only four-fold permutational 
symmetry [110]
(/2^Acj)g =  (i'/icr A)g =  (o-Ai//i)G =  (Act̂ ) g
(n vo \)G =  (t'/iAcr )G = (crA fj iu)G =  (A<7i//i)G
( 8 .6)
This reduction in symmetry means that care must be taken to calculate all required 
HFW integrals without computing any extra Coulomb integrals. In Q-Chem the HFW 
integrals are calculated by running over the list of Coulomb shell-quartets twice — the first 
time calculating all of the integrals and the second time calculating only ones for which 
(/i u Xo ) g  ( h v <j \ ) q . Currently we must also switch off the cut-off schemes which are
invoked to discard negligible Coulomb integrals as the corresponding correlation integral 
is not necessarily negligible. This procedure is not optimal but significant changes must 
be made to the shell-pair formation code and the integral batching system to remedy 
this. However, the speed-up from such optimisation would be negligible in comparison to 
improving the integral evaluation itself. Following the integral evaluation the next step 
in the SCF procedure is the construction of the Fock matrix. The Fock matrices in an 
unrestricted HFW calculation are exactly analogous to those in HF theory and are given 
by
Fßis — P\ c7 (iivAct)hfw P®a (/iA^(j)HFW (8-7)
A ct
P ß v  — 6 +  P \ a  (/i^A cr)HFW — T \cr ( M ^ ^ H F W  (8-8)
A  a
Due to the difference in integral permutational symmetry, the construction of the HFW 
Fock matrices differs in that each integral contributes to only four, elements of the Fock 
matrix as compared to six in HF. Assuming for simplicity that all labels are different, each
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integral contributes to the following elements of the a Fock matrix
/ — Ffii; +  -Pxct jjfw
Fx* = Fxc + P^ (^Aa) 
F% = F ^  -  P?x [livA a ) : 
-  *?A -  Pfa { ^ )
HFW
HFW
HFW
(8.9)
The /3-Fock matrix is constructed analogously.
8.4 Calculating [ i i v \ a ) G integrals
We have defined the correlation integrals (lw\<7)g above in equation (8.3). Clearly the 
form of these integrals will be dependent on the choice of the correlation kernel and we will 
now review the various approaches which have been employed to calculate these integrals 
focusing mainly on the correlation kernel G(u,v) = cjo(^uv) but also looking at some 
more general approaches. As mentioned in the previous chapter the correlation integrals 
are more challenging to calculate than most integrals in quantum chemistry and none of 
the methods I will mention are entirely satisfactory.
8.4.1 Correlation integrals by quadrature
This is the crudest and slowest method of calculating the correlation integrals but it has 
the advantage of being an easy way to get some indicative results. This has only been 
used in the calculation of post-HF correlation energies and provides a very rapid way of 
checking the efficacy of a new correlation kernel. By constructing a library of Wigner 
intracules we can take any new correlation kernel and calculate the integral (8.1) to get 
quick, but not highly accurate estimates, to the correlation energy. Table 8.1 shows how 
accurately we can calculate the volume under the Wigner intracule for a selection of 
atoms and molecules and all of them lie within ~  1% of the true value. This suggests 
that we should obtain results of reasonable accuracy when we integrate the product of the 
intracule and a correlation kernel. In order to do this integral as efficiently as possible the
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Figure 8.1: To show the how accurately the Wigner intracule can be integrated numerically.
"acc.plt" using 2:3
Number of electron pairs
Wigner intracnles are calculated across the product of a u and v radial quadrature grid. In 
particular we used a 50-point Euler-Maclaurin grid. Of course since the Wigner intracules 
were calculated using a 302-point Lebedev quadrature, this means that obtaining the final 
correlation energy required a 4-dimensional quadrature. Clearly this is not practical in a 
SCF calculation where the Wigner intracule would have to be recalculated at each step.
8.4.2 Correlation integrals for a Gaussian correlation kernel
In quantum chemistry when we are faced with a difficult integral, a common approach to 
evaluating it is to approximate it my a sum of easier integrals. The most familiar example 
of this is the approximation of a STO by a linear combination of GTOs which results in 
the great simplification of molecular integrals. With this in mind we hoped that most of 
the correlation kernels we would be interested in could be well approximated by a linear
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combination of Gaussians. Starting from eqn. (4.29) and inserting G(u, v) = e  û~v2 gives 
[SS“ 1g =  2(a + ^ ( g  + 7)3/2 I v2e ^ V - ^ 2- P a (8.10)
The integral over v is straightforward and after some rearrangement yields
[s s s s ]g  =
7T5/ 2 e  R
4(a + ö)3/2(ß -f- 7)3/2
f  u2 x
(u2(  + /i2)3/2
e A'J“ J 4? T + » 2i P + 5 / ^ f e :,“ ;osös m ö(W d u
(8.11)
Doing the integral over 6 leaves us with the one dimensional integral 
TT5/2e~R
6 +  7)3/2
2r]Q
[s s s s ]g 2(a + 6)3!2{ß - -
r u2 \2u2 c?2.'fT?2u.?1 u -e A u 4(«^;^)io
(u2£ + /i2)3/2
p + 2(u2( + /i2)
(8. 12)
u I du
This integral can be evaluated quite efficiently by quadrature and due to the exponential 
character of the integrand we find that the MultiExp grid [193] is particularly effective. 
Fig. 8.2 shows the convergence of the correlation energy of ethane with increasing grid 
size. By just a 19-point rule the correlation energy has converged to within 0.1 mE^. 
Furthermore, the form of this integral, with respect to forming integrals of higher angular 
momentum, is isomorphic to the Wigner integrals so with some relatively minor alterations 
to the Wigner integral code, correlation integrals for s- and p-orbitals can be calculated.
This formulation can be used to calculate any linear combination of Gaussians but we are 
particularly interested in a combination which yields a good approximation to a zeroth- 
order spherical Bessel function.
oo
jo(z) =  y ^ C j  exp { - a i Z 2 ) (8.13)
2=1
To determine the coefficients cl and exponents a{ of such an expansion we first substitute
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Figure 8.2: How the correlation energy of ethane changes with increasing quadrature grid size.
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the Taylor series for both the Bessel function and the Gaussian
jo{z) =
— z
k= 0 (2k +  1)!
=
i~ 1 fc=0
oo oo
= £ £ Cl
(-OliZ)2
k\
( - O i i Z ) 2
k=0 z=l
Equating powers of z2 yields the moments equation
(8.14)
(8.15)
c^  =
i— 1 (2k +  1)!
(8.16)
The exponents are the roots of the orthogonal polynomials on [0,1] with the weight func­
tion w(z) that satisfies
J o
zkw(z)dz =
(2k +  1)!
(8.17)
To determine the exponents and coefficients we follow the method described by Szego [194] 
which efficiently produces high order expansions. These expansions consist of complex con-
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Figure 8.3: 2-, 4-, 8- and 16-Gaussian representations of the zeroth order spherical Bessel func­
tion
Exact 
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8 gaussians 
12 gaussians 
16 gaussians
jugate pairs of exponents and coefficients. Figure 8.3 shows a selection of the expansions.
Unfortunately high order expansions require very high precision and beyond about 20 
Gaussians double precision accuracy does not suffice and the expansions become noisy 
and inaccurate. One might expect that most of the correlation energy will result from 
small values of uv and hence large expansions would not be required but as was seen in 
section 5, action intracules decay very slowly and although all of the oscillations in G(uv) 
may not be physically important, their presence may be important in the cancellation of 
one another. This is seen in fig. 8.4 which shows how the correlation energy oscillates with 
the number of Gaussians used in the expansion of jo((uv). If we were to take just even (or 
odd) numbered expansions we can see that the correlation energy seems to be converging. 
However the ambiguity in the correlation energy is still ~  5 n\Eh and we cannot add any 
more Gaussians due to the loss of precision, ft would also require that several calculations 
be performed on each molecule to ensure we are approaching convergence as the size of 
expansion required will differ for molecules of different sizes.
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Figure 8.4: How the correlation energy of ethane changes with increasing numbers of Gaussians 
used to approximate jo((uv).
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8.4.3 Correlation integrals for a general class of correlation kernels
Rather than specifying a correlation kernel, a much more powerful approach would be to 
develop a method to evaluate the correlation integrals for a more general class of correlation 
kernel. We will limit ourselves to looking at kernels which can be written as even power 
series of u and v
oo oo
G{u,v) = Y l am^ u2Tnv2n (8.18)
m —0 n=0
where the am n̂ are expansion coefficients. The resulting correlation integrals will require 
the evaluation of the even-order u and v moments of the Wigner integrals
OO OO P8, oo oo
[ssss]g = ^2 ^ 2 a m,n  /  /  u2m v2n [s s s s]w dudv = ^  a m,n [ssss](vJm,2n) (8.19)
m —  0 71 =  0 q 771 =  0 71 =  0
We will discuss the calculation of these moments in the next section, but first we will 
introduce a powerful tool for finding recurrence relations which has been invaluable in this
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work and an integral which will occur in several places.
Sister Celine’s Method
The problem of finding a recurrence relation for a set of polynomials can be somewhat of a 
black art and the problem becomes only more difficult in the case of multivariate polyno­
mials. However there is a general class of polynomials for which there is a systematic way 
of finding recurrence relations. These polynomials result from hypergeometric series which 
truncate after a finite number of terms. Many of the standard orthogonal polynomials are 
examples of such hypergeometric series. Sister Celine’s method [195] is used for finding 
recurrence relations for such hypergeometric polynomials given the series expansion. For 
a hypergeometric sum
f(n) = Y JF(n,k) (8.20)
k
in which F is doubly hypergeometric, i.e.,
F(n + l,fc) F(n,fc4- 1)
F(n,fc) an F(n,fc)
( 8 .21)
are both rational functions of n and k. Sister Celine’s method will first find a recurrence 
of the form
/  J
^ 2 ^ 2 ai,j(n)F(n ~ *) = 0 (8-22)
z=0 j =0
for the summand F and note that is free of k. It is then straightforward to deduce 
a recurrence relation for f(n).  To demonstrate how this is done we will consider a very 
simple example
/(» )  =  E  ( f )  <8-23)
k V /
The first step is to fix the limits I and J in the recurrence relation (8.22), say I  = J =  1 
and let us assume that ö q .o — 1, which leads to the following recurrence
+ ao,i
n
k -  1 + oi, o
n — 1 
k
(n — 1
+ QMU-1 o (8.24)
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Now divide through the expression by F(n,k) =  (^), place over a common denominator 
and collect the numerator in powers of k
-(1  +  ai,0)(n +  n2) + (ai,0 -  ai,i + n(l -  a0,i + 2ai)0 -  ai,i))& + (~ai,o+ ai,i)&2 =  0 (8.25)
Equating each of the powers of k to zero and solving the set of linear equations yields
0̂,1 =  0, ai,o =  ai,i =  - ! •
n — 1 
k +
n — 1 
k — 1
(8.26)
We now have a recurrence for F(n,k).  Since the coefficients will always be independent 
of k deducing a relation for f(n) using eqn. (8.23) is simple
/ ( n) = f(n -  1) +  f {n -  1) =  2 /(n  -  1) (8.27)
Clearly this is a trivial example which does not require the use of the algorithm but it serves 
to illustrate the steps involved in Sister Celine’s technique. In more complex examples 
choosing I =  J =  1 will lead to a set of linear equations for which there is no solution 
and larger values of I and/or J are required. In fact if F(n, k) is a proper hypergeometric 
term
F(n, k) =  P(n, k) YlricLjU +  bjk + Cj)! k 
H i i u i n  +  V i k  +  W{) \
(8.28)
where P  is a polynomial and the parameters are integers and the limits of the products 
are finite, then Sister Celine’s method is guaranteed to find a recurrence provided the span 
of the assumed recurrence is large enough.
Sister Celine’s method has been generalized to multivariate hypergeometric polynomials by 
Wilf and Zeilberger [196]. This has been extended and implemented by Wegshaider [197] 
in the MultiSum Mathematica package and we have used it to determine recurrence 
relations for the trivariate polynomials which occur in the evaluation of the correlation 
integrals. In theory Sister Celine’s method is guaranteed to find a recurrence for hyper- 
geometric polynomials, but in practice, if the recurrence relation is too complicated then 
the set of linear equations becomes prohibitively large. Even if such a recurrence could 
be deduced, it is unlikely that it would be numerically stable and thus computationally
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useful.
A useful integral
Consider the overlap integral of two monomials, centred at A and B, and a Gaussian at 
the origin
(a\b) =  7T 3/2 J  |r -  A |2a|r -  B |26e"r2dr (8.29)
This deceptively simple looking integral turns out to be rather complicated to evaluate. 
If we consider the monomials in terms of the following derivatives
<°'b> =  ^ 3/2 /  S  { e “ | r + A ' ^ lr~ B |" r2 t ,= odr (8-30>
Interchanging the order of integration and differentiation we are left with the derivative 
with respect to a three-centre overlap integral. This integral is trivial, and by writing the 
resultant as a three-fold Maclaurin series in A2, B 2 and AB2 = jA — Bj2, the required 
derivatives can be evaluated to yield
v~̂  v~  ̂ {-a)i+k{-b)j+k { - A 2)l { - B 2)J {AB2)k
2K + b ~ i ~ ' 0^ ' 0 ^ ) i + j + h ( - a - b - i ) fc i\ j< k\
(8.31)
where (z)n is the Pochhammer symbol [21]. Although written as a three-fold infinite sum­
mation the expansion truncates for i + k > a and j  +  k > b to yield trivariate polynomials, 
a few of which are shown below
\ 6  
a \ 0 1 2
0 1 § +  b 2 ^  + 5 B 2 + B 4
1 § + ^ 2 ^ + 5 | ! _ ^ ß 2 +  5 |i  +  a 2B 2
1 3 5  +  35f  +  35f
+7A2B 2 -  2 AB2B 2 + 2 |i  +  A2B 4
2 ^  + 5A2 +  A4
Iffi +  M f  +  I f  5AB2 
‘2 A2 AB2 + 33f  +  7A'2B 2 +  A i B 2
945 + 3154» +  634* 3 ^ 2
14A2AB2 + 2AB4 + 315/ 2 +  ...
As can be seen, even for small values of a and b the expressions quickly become unwieldy 
and it is clearly not practical to perform these summations directly. Furthermore, since
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the summand is not always of the same sign, such a direct approach would most likely 
be numerically unstable. However, the (a\b) are hypergeometric polynomials and thus we 
should be able to find a recurrence relation using Sister Celine’s method which could then 
be used to evaluate them. An example of such a recurrence relation is
= ^ M a(1 +  2o) + 3T^<a -
2 x (8.32)
-  6(1 + 26) (<a|6 -  1}<"> + 3 ^ W 6  -  1)(,,+1))  }
where the auxiliary index /i has been introduced as follows
\v\(n) _  y ^ y ^ y ^  (-ft)t+fc(~fr)j+fc { - A 2 ) 1 ( - B 2)J {AB2)k
\ 2 h + b ^ f r ' 0 £c'0 (%+ V ) i + j + k { - a - b  -  ±)k i\ j\ k\
We note that this recurrence can only be used when a /  6, but there are other recurrences 
which can be used to get around this. It is possible, to derive a recurrence for (a\b) without 
introducing an auxiliary index but the smallest recurrence relation has ten terms and is 
unlikely to be useful.
8.4.4 The moment integrals
Starting from the form of the Wigner integral for four s-type Gaussian functions with 
centres A, B, C, D and exponents a , /3, 7 and <5 given in eqn. (4.29), the moment 
integrals are given by
ssss (2m,2n) _
— (R+X2 u2 n2 v2)
2(a + ö)3/2(ß +  7)3/2
f  u2’V n+V p uj 0(|Q + iju|u)dudu (8.34)
Considering first the integral over v we have
v2n+2 exp(—/ i V ) j 0(1Q ~ rju\v)dv = 4̂ + 3 e Ln/2 Q ~ w \ :
4/i2
(8.35)
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where L„(z) are the generalized Laguerre polynomials [21]. Using this integral and also
the substitution
it can be shown that
u =
4/T
rj2 +  4p2A2
r +
2/i2P  + 77Q 
t)2 +  4/i2A2
[ssss][Jm,2n) =  S K m,n(m\n)
where
5
Km,n
(m|n)
^ L _ V /2 e“ ^ |A- B|2" ^ |C' D|2
7 +  S J
1 1 \ m (  1 1 \ ~ w 
a + ß ^ ' y  + 5 /  \a! +  5 + /3 + 7 /
22nn!
7r3/2
r -  R i |2mLV2 (02 \ r  -  R 2|2) e ^ 'd r
(8.36)
(8.37)
(8.38)
(8.39)
(8.40)
and
Ri
R 2
e2
\ a  + ß 7 + 5 / V & + ß 
{ 1 1 \ 1/2a  + /3 + 7 + 6
\ a  +  ß 7 +  5 /  — ßö
________ (Q7 ~ ß ö ) 2________
(a +  ß)(7 + 5)(a + S ) ( ß  +  7)
7C + 5D A 
7 + 5 /
(A -B )
(8.41)
7 ^ ( C - D ) j ( 8 .4 2 )
(8.43)
We must now consider the three-dimensional (m|n) integral. First we expand the Laguerre 
polynomial
H n )  = 22" r ( n + ! ) g U ^ | _ ^ r <m|6) (8.44)
where T(z) is the gamma function [21] and the (m\b) are defined in eqn. (8.29). Now 
inserting the expression given in eqn. (8.31) for (a\b) into eqn. (8.44) yields the following
M  n) =22nm!(2n -  l i ' V T T T ( - + '
b=0 i=0 ,7=0 k—0 (n — b)\(b — j  — k)\(m — i — k)\
(6 +  §)2 >m (Rjy (R%y(iRi -  R.2I2)*
(8.45)
(2 )i+7+fc( ^   ̂ 2)fc *'• .?'•
The (m\n) integrals are also hypergeometric polynomials and as such recurrence relations 
can be found using the method of Sister Celine (although 2 parameters must be added
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to find a reasonable relation). We do not list the recurrence relation here as there are 
several problems with this formulation. Firstly, the series is in general slowly convergent 
although this will of course be dependent on the choice of correlation kernel. To sum such 
a series would require the ability to accurately and efficiently evaluate (m\n) for large m  
and n. Unfortunately the recurrence relation which was deduced is not numerically stable 
for large m  and n. Also, the sign of the (m\n) are neither the same nor oscillating which 
means that even if we could evaluate the high order terms the numerical stability of the 
summation would be problematic.
The possible solution to all of these problems would be to accelerate the convergence of 
the series. Many of the convergence acceleration techniques, such as Aitken’s <52-process 
[198] and Wynn’s e-method [199], are based on extrapolation and require the terms to be 
decreasing before they can be used. This is not the case for the (m|n) integrals. There is 
another method called Rummer’s transformation [21] in which an auxiliary series, whose 
sum is known and has the same asymptotic behaviour as the one being summed, is used to 
dramatically increase the rate of convergence. The challenge in this method is to find an 
appropriate and summable auxiliary series. To determine the asymptotic behaviour of the 
(m|n)s or the (a|6)s we tried to use the method of stationary phase in which the integrand is 
approximated by a Gaussian. However determining the location of the maximum of these 
integrands, the point at which the Gaussian would be placed, has proved too difficult and 
the asymptotic behaviour of these integrals has not been determined. If this could be 
done, and a suitable auxiliary series devised, the required sum could be evaluated. This 
would indeed be an achievement as it allow the computation of correlation integrals for 
any correlation kernel with an even power series.
8.4.5 Correlation integrals for a zeroth-order spherical Bessel function
Although we could again begin at eqn. (4.29) and insert G(u, v ) =  jo((uv), it is informative 
to get to this point from the general formulation. Taking eqn. (8.44) and inserting eqn.
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(8.29) yields the following form for the correlation integral
o 00 (_ \ n2b
[ssss]G = S  Y I  a m,n^m,n22nr ( n  +  r i h , ^  TT
m,n Z b= 0 ^ b + 2>°-  (8.46)
x | tt“ 3/2 J | r - R 1 |2m| r - R 2 |2be"r2d r |
and with some rearrangement gives
[S 5 S S ]G =  Sj2 ~'(26+21)! ~ j ^ -372 /  ”  R lDlr “  R 2 |2be~r~dr j (8.47)
and
h(x )  = £  (8'48)
m,n  '  '
Limiting ourselves just to functions of uv, i.e., n = m, and letting am)Tn =  am and 
Km,m — Km gives
h(x )  = K bx2b Y ,  am+bK m {2m + ™ + 1]]x2m (8.49)
m
The simplest, non-trivial, choice of correlation kernel is one in which am = as
this will result in the outer sum having all positive terms and the inner sum reducing to 
a Gaussian function
h(x )  = ( - l ) bK b( 2bx 2be - ? K'x2 (8.50)
Such a correlation kernel is obviously the zeroth-order spherical Bessel function jo{Cx )- 
Even if this choice of correlation kernel is not physically correct, it may be a good math­
ematical choice of basis within which to expand other kernels.
For this choice of correlation kernel the outer sum can be performed analytically, or ob­
tained directly from the original integral, to give
[ssss}G = Sn~3/2 J  io -  R i ||r  -  R 2|^ e~r2~c2K|r_Rl|‘dr (8.51)
where K  — K 1. Shifting the Gaussian to the origin and returning to the series expansion
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form of the integral
C2 k r ?
Se i+c2*
■ " " ]c = a + (8.52)
2h
{ b ) =  ( 2 b + l ) \ m
(8.53)
where k = 2\/K0(
l+Ct k
and — 1 < k < 1. The monomials in the (b\b) integral are centered at
U
V
Ri
v/1 +  C2i f
(l + C2^ ) R 2 -  C2g R i
v/T+Ctk
(8.54)
(8.55)
(8.56)
and we let
UV = U -  V = yj\  + C2K  (Ri -  R 2) (8.57)
The convergence of the sum in eqn. (8.52) will depend on the values of each of the 
parameters but if we consider just the concentric case, where U and V are both zero, it 
simplifies to
']g(1 + C2Jf)3/2 (25 +  1)! \ 2 / 2)) ( '° )
in which the terms decrease only as ~  ?2h . It is clearly favourable that k be as small
V 26+ i
as possible for rapid convergence. To determine the values of k which will be encountered 
in a typical molecule we took all of the exponents from the cc-pVTZ [13] basis sets for C, 
H, N and O and evaluated all values of k. The distribution of these values is shown in 
fig. 8.5. Unfortunately this shows that values in the vicinity of one are by far the most 
prevalent, so we can expect the series to converge poorly.
We will now consider the (m) integrals in eqn. (8.53). They are given by
( m )
*2m m  ( - m ) i+k( - m ) J+k ( - t / 2)* ( - V * y  (UV2)k
(2m + 1)! V2 / 2m {%)i+j +k{ -2 m  -  ±)k i\ j\ k\
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Figure 8.5: Distribution of k  values in a typical molecule
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Sister Celine Fasenmyers’ method provides the following 5-term relation
+  2 (u2 + V 2 -  (2 +  4m 8m2 W d  (5 +  2ß)(m  — 1) ^ +1) (8.60)
\  3 -F 8m — 16m/ /
where we have now introduced an auxiliary index as follows
(2m 4-1)! \2 y  2m “  (§ +  ii)i+j +k( - 2 m  — ^)k i\ j \  k\
(8.61)
and the starting values for the recurrence are
E3C
0 0.5 1 1.5 2 2.5
—log|K|
3 3.5 4
(16m2 — 1)k2
+ 4U2V 2{m -  l ) (/i+2) -  2k2UV
,4 1 — 3m + 2 m 2 
3 — 16m + 16m2
(m -  2)<"+2>)
(m )^
.2 m ( - m ) i+k( - m ) j+k ( ~ t /2)i ( - K 2)2 (W f)*
(0)<"> = 1 (8.62)
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The validity of this relation can be checked by using Hankel’s contour integral
r ( ^ +—  f  (8.63)
2 tti Jl
where the path of integration L starts at — oo on the real axis, circles the origin in the 
counterclockwise direction and returns to the starting point. Inserting this identity into 
eqn. (8.61) allows the sum to be performed analytically
1
(§ +  Z2)
( m ) ^  = r(| + m)
2m
m, —m,
27ri
eH~^~ f
L
UV2
-  — 2m,
2 ’ t 1 +
1 + 
Xß_
T
u ^ m
t
- i
■ +
>♦?
- l ' (8.64)
where 2-F1 (a, c, 2) is Gauss’ hypergeometric function [21]. Substitution of this expression 
into the recurrence relation then requires the proof of the following hypergeometric identity
2 F 1 —m. —m, — -  — 2m, z
2 + 4m -  8m2 \  1 . 3_ _ _ _ _ _ 2 + 1 2F. +  l .5
- 4 ^
(1 — 3m +  2 m 2)2
(4m — 3)2(5 — 24m +  16m2)
2m, z
7
(8.65)
2-F1 —m +  2, — m +  2, -  — 2m, 2
and this is straightforward to show using the infinite series representations for the hyper­
geometric functions.
Practical considerations
Given the recurrence relation (8.60) we are now in a position to calculate the correlation 
integral for four s-type functions. Great care must be taken in the implementation of 
the recurrence relation as the terms may grow rapidly to large numbers which can cause 
overflow in double precision arithmetic. Since the series is unimodal we can simply scale 
the starting values to be very small such that the largest numerical range is available 
for the summation. As mentioned above this series is in general not rapidly convergent 
so we employ Aitken’s (^-process to accelerate convergence. Aitken’s 52-process is an 
extrapolative procedure which yields an improved estimate Tn to the sum of a series given
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Table 8.1: The number of terms N t  required to sum to an accuracy of 10 10 when Aitken’s 
<52-process is applied N a h  times. ____________
N ah Nt
0 6107
3 4996
5 5915
8 3490
10 3049
13 3145
several consecutive partial sums
Tn — Sn (Sn ~ 5„-l)2
Sn ~ + S n — 2
( 8.66)
where Si is the ith partial sum. This process can then be applied again to the Tn and 
so on, and iterative application of this method has been shown to significantly accelerate 
the convergence of a series [199]. Shown in table 8.1 is the number of terms required to 
sum to a convergence of 10~10 for parameters k = 0.99, U = 10, V = 9.9 and U and V 
are collinear. As can be seen from the table there is a dramatic increase in convergence 
with successive applications of the process. This does not go on indefinitely and by 13 
applications we see that it is now becoming detrimental. Care must be taken when using 
these types of convergence acceleration methods as numerical precision may be lost if they 
are used too many times. We include numerical checks which terminate the iteration 
depth if numerical precision is at stake.
Certain integrals can be avoided if they are known a priori to be negligibly small. Starting 
from eqn. (8.51) and applying a simple transformation and using the fact that io(^) < 
exp(|x|) leads to
r3/2 J  io(«;|r — U ||r  + V |)e r2dr
< 7T3/2 J  exp
<  7T3/ 2 '
r —
exp r —
û )
u + vY
+ M r  +
v - u v - ur —
V - U
1
1 -  I/d
3/2
exp
2(1 - N )
+ k  r +
U2 + V 2 -  U f/V 2
dr (8.67)
( 8.68)
(8.69)
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However this bound is very poor in the case where the angle between U and V is small, 
i.e., U2 + V 2 t/V"2, and as such has not proved very useful.
Gill has shown that in the case of the four centres being collinear the following analytical 
expression can be obtained using confocal elliptical coordinates
and erfc(2:) is the complementary error function. This now provides an upper and lower 
bound on the integral as the integral decreases monotonically as U and V go from being 
antiparallel to parallel. Care must be taken when evaluating the above expression as the 
arguments of the error function may be very large and be either real or imaginary. In 
the case where the error function has an imaginary argument it can be evaluated using 
the Faddeeva function w(z) = e_z2erfc(iz). At small values of the argument a series 
expansion is used, at moderate values rational approximations are used and for large 
values of the argument a short asymptotic expansion [200] is used. In the case of a 
real argument it is most prudent to evaluate ex2erfc(x) as the error function decays very 
rapidly. For small arguments a series expansion is used, for moderate values the expression 
is evaluated explicitly and for large arguments an asymptotic formula is used. When taking 
the difference between the two error functions can be prone to loss of numerical precision 
and results from this formulation must be treated with caution.
In practice only the upper bound is used as the lower bound does not allow the negation 
of any integrals. This upper bound will be exact when U and V  are antiparallel and will 
be strongest when UV is close to its maximum. However, at the opposite extreme, when 
U and V are parallel and both large it will be very weak as U — V  and U + V  may differ 
by several orders of magnitude. It is however stronger than the previous bound. Neither
(8.70)
where
U + V
(8.71)
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Figure 8.6: Distribution of 77 values in a typical molecule
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are totally satisfactory and the development of a robust and computationally cheap bound 
on the correlation integrals will be an important step in increasing the efficiency of HFW 
calculations.
We note at this point that the formulation presented is not valid when 77 =  0. In this case 
the integral can be evaluated in closed form to yield
7T3e x p ( - i l + ^ f+24- 0 2)  /  CPQ
lSSSSjG ( a  +  <5)3/2(/3 + 7 )3/ 2 « 2 +  4A2/ / 2)3/ 2 *0 V C 2 +  4A V
This special case is invoked for values of 77 less than 10“ 12 but typically 77 is either exactly 
zero or sufficiently far enough away from it to ensure that there is no ambiguity as to 
which algorithm to use. Figure 8.6 shows the distribution of 77 values obtained from all 
combinations of exponents of the cc-pVTZ basis sets for C, H, N, and O. Values equal or 
close to unity are very frequent and this dies off quickly, and values less than 10-4 are 
relatively infrequent.
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8.4.6 Integrals of higher angular momentum
Ideally integrals for higher angular momentum basis functions would be generated using 
recursively but we have not been able to find a recurrence relation to do this for the 
correlation integrals. We therefore have to follow the method of Boys and differentiate 
with respect to the nuclear coordinates [11]. In the case where 77 ^  0 the following is used
A , [ssss]g = S - , i [x ’y ’z ] + S i [ x + i ' y ’z]
+ ^ I [ X ,  Y  + 1, Z] +  Y, Z + 1]
(8.73)
dA dAi
where the following fundamental integrals are defined
qX+Y+Z
^[^,Y, Z) =  q(jj2 x̂ (y ^ Y ( j j v 2)z  [S5SS1G
^2 ft 2
Se~ ~ K2m 3
(8.74)( l +C2^)3/2 /_ , (2m + l)! \ 2 ) 2m
( - m ) i+k+x +z ( - m ) j + k + Y + z (—C/2)' ( - F 2P (C7F2)tOO OO OOEYE
z=0 j = 0  k- 'q d  +  M W j+ fc + x + Y + z (-2 m  -  ^ H + z j'-
and these are generated recursively using an analogous relation as that in eqn. (8.60)
m(4(2m — Z)2 — 1)ac2
( m ) 0 0
x ’v’z  8(1 + 2m)(m -  X  -  Z)(m -  Y -  Z)(3 + 2/x)(5 + 2/i) 
x |( 3  f  2p)(5 + 2/i)(m — l)j^,y,z
, « / >  , r 2 , 2l - 4 m 2 + 4XY + (2m + X + Y)(l + 2Z) \  (/x+1)
+ 2 ^  + 2t/V ( 4 m - 2 Z - 3 ) ( 4 m - 2 Z  + l) J  (5 +  2M)(m -  l ) ^ z
+ 4£/2Y2(m -  1 -  2^UV*  <m -  1}^ m + ~ + Z  ~ \ \  (m ~  2 ) ^ 1A,Y2 (2m — l)(4m — 2Z — 3) (4m — 2Z — 1) x , \ , z (
(8.75)
where the starting values for the recurrence are
(a) M . x ,y,z ~  <
( -\\z ( +z r(i+Y+z)r(|+/i) 7-I+x+y+z+m/ r7-2 \
1 i j  V4 ;  r d + Y + z i d + ^ Y + z ^ y - x  y u >
t 1 \z ( k2\ x +z r(i+x+z)r(|+/x) t \+x +y +z +ht ta2\ 
y ij v4 ) r a + x + z ) d + 2 x + z ) ^ x - Y  y v >
X  < Y
Y  < X  
(8.76)
where (a) is the first non-zero and a =  max(X, Y)  + Z and L^(z) are the generalized 
Laguerre polynomials. The Laguerre polynomials are evaluated as required, increasing A 
using the following recurrence relation
i n  =  \ ( ( » + V L n - ' i z )  (n + l ) i ^ l ( z ) )  (8-77)
and n using the standard 3-term recurrence relation
X h  (*) = { (2n ~ z + X + l)in (^ ) -  (» + A)L*_, (z) } (8.78)
and we use the starting values L q(z) = 1 and L q(z) = 1 — z + X.
Some of the derivatives are related to each other by the following recurrence
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/ ( x ,  y, z) = —i(x - 1, y, z) -  i ( x  - 1, y +1,  z) -  / ( x ,  y  +1 ,  z  -  i) (8.79)
/ ( x ,  y, z) = - / ( x ,  y  — 1, z) — i { x  +1 ,  y  - 1 ,  z) -  i ( x  +1 ,  y, z  - 1 )  (8.80)
These can be used for integrals, for which X, y  and Z are all non-zero.
The generation of integrals of higher angular momentum is a laborious process, so to 
expedite this and to try to avoid human error, the code to calculate these integrals was 
produced using a custom written Perl program which recursively uses eqn. (8.73) to 
generate derivatives. This was used to generate code for s-, p- and d-type functions.
In the case where r/ = 0, to attempt to simplify the task of differentiation, the following 
infinite series representation is used so geometric parameters appear only in even powers.
dx +Y
-  ^ p 2 p 7 ^ g 2 jy  ISS55]G (8.81)
7T3e x p ( - f l +
(a +  ö)3/2(ß +  7)3/2(C2 + 4A2//2)3/2
1
(2m +  1)!
c 2m (■p 2 ) m —X m2 \ m - Y
c2 + 4A2/J2y (m + l)_x  (m + l)_y (8.82)
These derivatives may then be easily generated using the following recurrence relations
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and starting values.
1 _  v  i y  n  2
{X, Y)  = ------ ^ — { X - 1 , Y )  + ^ ( X - 1 , Y + 1 )
(X,Y)  = -----<X,Y-l} + ^ ( X  + l , y - l >
with starting values
, Yn . _ f  CQ \ 2X. /  CPQ \
V \2 ( ( 2 + 4A2/x2) /  * \ C 2 + 4 A V /
,n v , /  Ci3 V y . /  CP<2 \
' ’ ; V2(C2 + 4 A V )7  15 \ ( 2 + 4A2//2/
(8.83)
(8.84)
(8.85)
( 8. 86)
Again, these integrals have been implemented for s-, p- and d-functions using a Perl pro­
gram to generate the code. The Bessel functions are calculated as described in ref. [116].
8.5 Summary
In this chapter we have laid out a complete description of how a HFW calculation is 
performed. HFW theory allows electron correlation to be included in a self-consistent 
fashion while retaining the favourable scaling of a HF calculation. The required correlation 
integrals have only four-fold permutational symmetry and there are approximately twice 
as many as normal HF integrals. The integrals involved in HFW theory are also more 
difficult to evaluate than those normally encountered in quantum chemistry. We have laid 
out several approaches to calculating these.
The first method was to use quadrature. Although this provides a conceptually simple 
route to results, it does not provide a practical solution to the problem as the time taken 
and the accuracy attained using a four-dimensional quadrature is not satisfactory.
The second method was to expand the correlation kernel as a linear combination of Gaus­
sian functions. Although this requires the use of a one-dimensional quadrature, conver­
gence is achieved with relatively small grids. However, accurately expressing a zeroth-order 
spherical Bessel function as a linear combination of Gaussians requires numerical preci-
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sion beyond that of normal double precision calculations and this method is also deemed 
unsatisfactory.
The final two methods involve expressing the correlation kernel as an infinite series and 
calculating the terms recursively. The method of Sister Celine Fasenmyer has been used to 
derive recurrence relations for the integrals. The first of these approaches, which specifies 
only a very general class of correlation kernels, suffers from numerical instability and we 
have not been able to overcome these problems. The second approach, is specifically 
for G(u,v) = jo((^uv) and this has been successful in generating the required correlation 
integrals. Although this approach seems be able to provide accurate results, the series 
converges slowly and the integrals are relatively slow to calculate.
Chapter 9
Results and Analysis
9.1 Introduction
In the last chapter the theory behind Hartree-Fock-Wigner calculations was introduced. 
Now we need to examine how this new theory performs and how it can be improved. We 
note from the outset that some of these calculations may still contain some numerical 
errors. As we saw in the last chapter, the evaluation of the correlation integrals is very 
challenging and poses serious numerical problems. We have endeavoured to overcome 
these but we still lack a satisfactory method of checking all of the millions of integrals 
which occur in a given calculation and although we have checked many we have reason 
to believe that some numerical problems remain. However, we believe that in the case of 
a post-HF calculation these errors do not become significant and a qualitative analysis of 
the results is still useful and will help us in the development of HFW theory.
Firstly we will present the performance of correlation kernels for the benchmark data 
set introduced in chapter 6. We will examine the effect of basis set on the calculated 
correlation energy and also look at two differently parameterized correlation kernels. Using 
these results to help us devise a scheme we move onto all of the reactions in the G2 set [156] 
to examine how well HFW theory can reproduce experimental results. Finally, we will 
look at the self-consistent formulation of HFW theory and see how it performs for atomic
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cases and look briefly at some problems encountered in the molecular case.
9.2 Benchmark data set
Table 9.1: The exact and HFW correlation energies for the dataset from chapter 6 for 
different basis sets. The first four HFW columns use the correlation kernel parameterized 
using just He and Ne. The final column uses a kernel parameterized using all of the atoms 
from the first and second rows. Large—df denotes that the 6-311++G(3d/,3dp) basis set 
was used but no contributions from d or /  functions were used in the calculation of the 
HFW correlation energy. The mean absolute deviation (MAD) is given for the atoms and 
then for all species. All energies are in mEhand MADs in %.
Molecule - E f
— JTjHFW
6-311G 3-21G 6-311G* Large—df 6-311G(Gi7)
He 42 42 42 42 42 42
Li 45 47 47 47 45 47
Be 94 89 89 89 89 89
B 121 120 120 120 120 119
C 151 156 155 155 155 153
N 185 195 195 195 195 191
0 249 256 257 256 256 250
F 318 322 323 322 321 313
Ne 391 391 393 391 390 380
Na 396 401 399 401 401 389
Mg 438 448 446 448 448 435
A1 465 480 478 480 479 466
Si 500 516 515 516 516 501
P 540 557 555 557 557 539
S 597 619 618 619 619 600
Cl 658 686 685 686 686 664
Ar 723 757 756 757 757 733
MAD 2.8 2.8 2.8 2.6 1.5
h 2 41 41 41 41 42 42
LiH 83 90 90 90 88 90
BeH 93 109 109 109 107 108
CH 194 204 204 204 201 200
O M 'A j) 239 254 255 255 238 234
C H ^ B j) 208 240 239 240 251 250
c h 3 254 301 300 301 298 294
c h 4 299 362 360 361 356 352
NH 236 250 250 250 248 244
n h 2 287 310 310 310 306 302
n h 3 340 373 373 373 368 363
OH 309 316 316 316 313 307
H20 371 379 379 379 374 369
HF 389 384 386 385 380 373
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Table 9.1: (continued)
Molecule - E f
_ ß H F W
6-311G 3-21G 6-311G* Large—df 6-3110(^17)
S iH ^ A O 567 606 605 606 595 589
SiH2(3Bi) 540 590 589 589 581 572
SiH3 575 641 640 638 625 623
s ih 4 606 689 689 685 666 670
p h 2 611 614 612 614 605 596
p h 3 652 716 716 716 702 694
h 2s 683 734 733 734 727 711
HC1 707 746 746 747 743 722
Li2 124 134 134 134 133 134
LiF 441 436 435 436 431 425
HCCH 480 505 504 504 510 494
h 2c c h 2 518 589 590 586 584 573
h 3c c h 3 561 678 678 675 660 659
CN 483 436 440 444 429 421
HCN 515 509 514 514 498 495
CO 535 511 518 511 493 499
HCO 553 545 544 575 528 526
H2CO 586 593 590 592 574 577
h 3c o h 629 682 681 689 670 662
n 2 549 517 518 518 508 504
h 2n n h 2 641 691 692 689 669 671
NO 596 552 553 549 537 539
o2 636 598 599 607 586 579
HOOH 711 695 698 700 681 673
f 2 757 697 700 673 696 677
co 2 876 849 855 840 822 824
Na2 819 836 855 817 847 816
Si2 1077 1003 1021 868 1091 972
P 2 1205 1182 1357 1190 m i 1219
s2 1275 1343 1339 1283 1315 1182
Cl2 1380 1550 1502 1550 1589 1475
NaCl 1101 1153 965 1183 1135 1120
SiO 879 882 757 786 802 823
CS 867 864 888 855 823 869
SO 957 930 930 1003 917 795
CIO 1002 1036 1024 1003 935 1053
C1F 1063 1061 1051 1048 1059 988
Si2H6 1183 1356 1408 1286 1325 1307
CH3C1 968 1052 1046 1053 1009 1000
c h 3s h 946 1060 1017 1365 1090 1017
HOC1 1045 1069 1054 1049 1081 1059
S 0 2 1334 1437 1273 1533 1457 1128
MAD 6.0 6.2 6.7 6.0 5.6
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Table 9.1 shows the exact and calculated correlation energies for the 73 atoms and molecules 
from the benchmark data set introduced in chapter 6. The first four columns use the same 
correlation kernel parameterized to reproduce the correlation energies of the helium and 
neon atoms using the 6-311G basis set. It is given by
The final column uses a correlation kernel which is parameterized to produce the smallest 
least-squares relative error in the correlation energies of 17 atoms in the first and second 
rows He-Ar (this correlation kernel was introduced in chapter 7)
We note that even though the parameters in the two kernels are quite similar, ~  0.1 and 
~  0.9 in both, they yield significantly different results indicating quite a high sensitivity 
of the correlation energy to the kernel. This is not a very desirable quality as it increases 
the specificity of a kernel whereas we would prefer a more broadly applicable one.
Looking first at the atoms using the G2 kernel we see remarkable insensitivity to basis set 
in the calculated correlation energies. Obviously we do not expect to see any difference 
between the 6-311G and 6-311G* bases as for atoms the d-functions do not contribute but 
one might expect that the 3-21G basis set would show marked differences. The addition 
of the diffuse functions in the Large—df case seems to reduce the MAD slightly but not 
significantly so. The largest error in all cases is ~  34 mEh for Ar suggesting that our 
parameterisation has not covered enough of phase-space to properly account for it. The 
G17 kernel, unsurprisingly, performs better for the atoms reducing the MAD by over 1%. 
The largest error in this case is 11 mEh for Ne.
The molecular results for the G2 kernel show more sensitivity to basis set and we see 
that the smallest error is for the 6-311G basis. Interestingly, the smaller basis set gives 
better results than the addition of d-functions which gives us the possibility of estimating 
correlation energies quite cheaply. However, any physical reasoning for this basis set effect 
would be dubious but it does serve to illustrate that the Wigner intracule and hence the
(j 2 (u, u) =  0.0992jo(0.893uu) (9.1)
Gn(u,v)  = 0.102jo(0.907uü) (9.2)
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Figure 9.1: The G u  HFW correlation energy plotted against the exact correlation energy. All 
energies are in inE \ x.
Exact Correlation Energy
correlation energy is quite insensitive to basis set. The G 1 7  kernel gives slightly better 
molecular results which is not surprising as none of the molecules in the data set contain Ne 
or He whereas they contain nearly all of the atoms included in the G 1 7  parameterisation.
We have also included the Large—d f  calculation as if the HFW correlation energy is quite 
insensitive to basis set, then we should be able to use only a small part of the basis set 
to get a good estimate of the correlation energy while using the whole basis set to get a 
highly accurate HF energy. Since the HF energy converges exponentially with the highest 
angular momentum of basis function used, a very large basis set, such as those used in 
wavefunction based correlation treatments, is not required. The results in table 9.1 show 
that the correlation energy is relatively unaffected by this pruning of basis functions and 
in fact the MAD is unchanged by this modification.
It is instructive to look at the results shown graphically in fig. 9.1. Ideally all of the points 
would lie along the line and for smaller molecules we see quite a narrow spread around
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it. The higher accuracy for small molecules probably stems from the atomic bias in the 
correlation kernel, i.e., large u regions of the Wigner intracule have not been explored in 
the atomic parameterisation. On closer examination of the figure we can see clusters of 
points which have approximately the same HFW correlation energies but different exact 
energies. Some of these clusters are isoelectronic series of molecules. For example, the 
10-electron series is CH4 , NH3 , H2O, HF and Ne which have HFW correlation energies of 
352, 363, 369, 373 and 380 mE^respectively compared to the true values of 299, 340, 371, 
389 and 391. Although the HFW numbers are showing the correct trend they are failing 
to differentiate correctly between the more diffuse methane and the more localized neon 
— all of these systems are being treated too much like neon.
One might ask whether the action intracules are sufficiently different to capture this effect. 
To answer this we can look at the action intracules for the five species shown in fig. 
9.2. This figure also shows plots of the differences between the action intracule for each 
species and the action intracule for neon. Although the action intracules look nearly 
indistinguishable the difference plots are much more informative. We can see that there 
are systematic differences in the intracules going from Ne to CH4 which should be able to 
be correlated to the corresponding differences in the correlation energies. To investigate 
if a Bessel function could capture these differences we tried to optimize the parameters 
to reproduce the correlation energy of Ne and CH4 but we were not able to significantly 
improve on the results from the atomic fit. Even though we have two parameters and two 
data, the non-linear nature of the problem prevents us from obtaining the desired solution. 
It appears that a single Bessel function is not flexible enough to do this. We have also 
tried to fit a second Bessel function to the errors associated with these molecules, but 
again this form of correlation kernel cannot correct the errors. Other functional forms for 
the correlation kernel have been tried but as of yet none can adequately capture these 
facets of electronic structure.
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Figure 9.2: The action intracules A(s) and the difference between them and the intracule for Ne, 
i.e., A(s) -  A(s )Ne fc>r CH4) NH3 , H2 O, HF and Ne. The final plot overlays all of the previous ones. 
The exact correlation energies are listed beside the intracules.
CH4
299 ml?h
NH3
340 ml?h
H20
371 m Eh
HF
389 mE'h
Ne
391 mEh
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9.3 The G2 reactions
For the G2 reactions we do not use the reference geometries as used in the benchmark 
data set, but instead all energies are calculated at the standard G2 geometries which 
are calculated using MP2/6-31G*. All energies have been corrected for zero-point energy 
(ZPE) using scaled MP2 ZPEs [165]. Since we will not be looking at absolute correlation 
energies but instead at relative energies, it is important that the HF portion of the energy 
is accurate so we shall use the Large—df basis set as described above. The analysis on 
the benchmark data also showed that fitting to all of the atoms rather than to just two 
noble gases yields better atomic and molecular results so we have used the following kernel 
which is optimized to reproduce the correlation energies of the 17 atoms from He to Ar 
using the Large—df basis set. It is given by
G i 7l {u , v ) =  0.103jo(0.909uu) (9-3)
Unsurprisingly this does not differ significantly from the G n  kernel. The atomisation 
energies for the G2 set are given in table 9.2. The MAD for the atomisation energies is 
36.9 kcal/mol compared to 35.4 for LYP and 84.3 for HF. We are getting comparable results 
to LYP and are improving dramatically on HF. The MAD is still very large and this is due 
to the disparity between our atomic and molecular results — we obtain accurate atomic 
results but not commensurately accurate molecular results. In the case of atomisation 
energies this difference will cause significant errors. The cases in which the performance 
is worst is for molecules containing second row elements.
The ionisation potentials for the G2 set are given in table 9.3. The MAD for these is 
1.5eV compared to 1.2eV for LYP and 1.8eV for HF. Again we are improving on the HF 
results but in this case we are still quite inferior to the LYP results. Looking more closely 
at the results we see that we are doing very badly for the second-row diatomics whereas 
in most other cases (with the exception of the first 3 atoms listed which LYP performs 
comparably for) HFW quite accurately predicts the ionisation potentials.
The electron affinities for the G2 set are given in table 9.4. The MAD for these is l.leV
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Table 9.2: The G2 atomisation energies (kcal/mol) calculated using HFW.
Reaction HFW Exp
LiH — > Li +~H 101.84 56.00
BeH — > Be +  H 57.79 46.90
CH — > C +  H 81.16 79.90
CH2(3B i ) — > C +  2H 194.00 179.60
CH2(1A i ) — > C +  2H 174.47 170.60
CH3 — > C +  3H 310.89 289.20
CH4 — > C +  4H 420.61 392.50
NH — > N +  H 79.24 79.00
NH2 — >N +  2H 173.11 170.00
NH3 — > N +  3H 283.24 276.70
O H — > 0  +  H 98.07 101.30
OHo — > O +  2H 214.04 219.30
FH — > F 4- H 127.07 135.20
SiH2(1 Ai) — > Si +  2H 151.53 144.40
SiH2(3B!) — > Si +  2H 137.49 123.40
SiH3 — > Si +  3H 232.69 214.00
SiH4 — > Si +  4H 327.81 302.80
PH2 — > P +  2H 159.31 144.70
PH3 — > P + 3H 246.38 227.40
SH2 —-> S +  2H 184.77 173.20
C1H — > Cl +  H 108.06 102.20
Li2 — > 2Li 115.25 24.00
L iF — > Li +  F 171.28 137.60
HOCH — > 2C +  2H 388.78 388.90
H2CCH2 — > 2C +  4H 560.98 531.90
H3CCH3 —  ̂ 2C +  6H 714.55 666.30
CN — > C +  N 137.59 176.60
Reaction
HCN — > H +  C +  N 
CO — > C +  O 
HCO — > H +  C +  O 
H2CO — ► 2H +  C +  O 
H3COH — > 4H +  C +  O 
N2 — > 2N
H2NNH2 2N +  4H 
NO — > N +  O 
0 2 — >2 0  
F2 — > 2F 
C 0 2 — > C +  20  
Na2 — > 2Na 
Si2 — > 2Si 
P 2 - ^ 2 P  
S2 —-> 2S 
Cl2 — > 2C1 
NaCl — > Na +  Cl 
SiO — > Si +  O 
SC —> s + c 
so —-> s + o
CIO — > Cl +  o  
C1F — > Cl 4- F 
Si2H6 — > 2Si +  6H 
CH3C1 —-> C +  3H +  Cl 
CH3SH —-> C +  4H + S 
HOC1 — > O +  H +  Cl 
S 0 2 — > S +  20
HFW
274.39
219.54
238.10
337.21
497.82 
183.86 
402.99 
112.53
71.61 
-18.22 
345.30 
15.73 
77.43 
231.49 
194.27 
175.96 
98.19 
130.44
124.61
162.82 
17.14 
35.47 
582.95 
395.51 
477.75 
119.82 
-150.19
Exp
301.80
256.20 
270.30
357.20
480.80
225.10 
405.40
150.10 
118.00
36.90
381.90 
16.60
74.00
116.10 
100.70 
57.20
97.50
190.50
169.50
123.50
63.30
60.30
500.10
371.00
445.10
156.30
254.00
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Table 9.3: The G2 ionisation potentials (eV) calculated using HFW.
Reaction 
Li — > Li+
Be — y Be+
B — > B+
C —* C+
N —> N+
O — > 0+
F — * F+
CH4 — > CH+
NH3 —■> NH+
OH —* 0H +
0H 2 —+ 0H+
FH —> FH+
Na —» Na+
Mg —» Mg+
Al — > A1+
51 —> Si+
P —
s —■> S+
Cl — > C1+
SiH4 — > SiH+
PH — > PH+
PH2 — ► PH+
PH3 — > PH+
SH —■* SH+
SH — ► SH+
C1H —-> C1H+
h2cch2 — > h2cch+
CO —> C0+
0 2 - 4  0+
P2 - 4  P+
52 - 4  S+
Cl2 —4 ClJ 
C1F —*• GIF'
SC — ► SC+
Exp
3.57 5.39
13.14 9.32
22.56 8.30
11.71 11.26
14.91 14.54
13.63 13.61
17.36 17.42
13.09 12.62
10.21 10.18
12.99 13.01
12.60 12.62
16.02 16.04
5.08 5.14
7.68 7.65
6.33 5.98
8.49 8.15
10.88 10.49
10.82 10.36
13.48 12.97
11.52 11.00
10.76 10.15
10.58 9.82
10.21 9.87
10.83 10.37
10.83 10.37
13.28 12.75
10.66 11.40
14.57 14.01
14.53 16.70
16.76 12.07
14.72 10.53
18.93 9.36
13.49 12.66
12.10 11.33
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Table 9.4: The G2 electron affinities (eV) calculated using HFW. 
Reaction HFW Exp
C — >C~ L43 1.26
CH — > CH“ 1.53 1.24
NH — ► NH" 0.01 0.38
NH2 — > NH~ 0.49 0.74
O — ► O " 0.93 1.46
OH — > O H - 1.31 1.83
F — > F ” 2.79 3.40
0 2 — > 0 2-  -4.49 0.44
NO — > NO“ 0.27 0.02
CN —> ON" 4.40 3.82
51 — > Si~ 1.79 1.39
P — ► P -  1.15 0.75
Cl — > Cl" 4.14 3.62
SiH —* SiH" 1.68 1.28
SiH3 — ► SiH" 1.81 1.44
PH — > PH " 1.41 1.00
PH2 —■> PH2 1.70 1.26
PO — > P O ' 2.46 1.09
52 — > S2 6.53 1.66
Cl2 — » Cl2 -2.78 2.39
Table 9.5: The G2 proton affinities (eV) calculated using HFW.
Reaction HFW Exp
n h 3 — > NH+ 204.88 202.50
o h 2 —+ OH+ 164.45 165.10
SiH4 — >SiH+ 144.53 154.00
p h 3 — > PH+ 183.82 187.10
s h 2 —* SH+ 160.73 168.80
C1H — > C1H+ 125.89 133.60
compared to 0.7eV for LYP and 1.4eV for HF. Like in the case of the ionisation potentials, 
we improve on HF but not as much as LYP does. Again the most spectacular errors are 
for the second-row diatomics (and 0 2 for which LYP actually does worse).
Finally, the proton affinities for the G2 set are given in table 9.5. The MAD for these is 
5.3eV as compared to 2.5eV for LYP and 2.1eV for HF. In this case HF outperforms both 
HFW and LYP. HFW has performed particularly badly for these reactions and again we 
see that the second row molecules yield the most dramatic errors.
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Table 9.6: The non-SCF and SCF HFW correlation energies for the first- and second-row atoms. 
All energies in mEh. ___________________________
Molecule non-SCF SCF
He 42.8 42.8
Li 45.7 45.9
Be 90.4 90.5
B 120.1 120.3
C 154.0 154.3
N 191.9 192.3
0 251.3 251.6
F 314.7 315.0
Ne 381.6 381.9
Na 391.4 392.0
Mg 438.4 438.8
A1 469.2 469.7
Si 504.1 504.5
P 543.0 543.4
Cl 668.8 669.2
Ar 737.7 737.9
9.4 Self-consistent Hartree-Fock-Wigner calculations
As mentioned in the introduction there are currently some numerical problems associated 
with the SCF version of HFW theory. Before discussing this let us look at the atomic 
results to see first what the effect of performing a HFW calculation self-consistently. Table 
9.6 shows the HFW correlation energies obtained by performing a HFW calculation non- 
self-consistently and self-consistently using the G m  correlation kernel. One would not 
expect a significant difference between these two calculations as the inclusion of the HFW 
correlation energy should not overly perturb the HF solution and this expectation is borne 
out in the atomic results which show, at most, shifts of only several tenths of millihartrees.
In the molecular case for some molecules we observe the expected convergence of the 
HFW calculation as shown in fig. 9.3 for FH. The kink in the plot at the thirteenth SCF 
cycle is where the HF calculation had converged and the first HFW cycle was performed. 
Following this the energy converges smoothly with the final energy only differing from the 
first HFW cycle by ~  4 mE^. However, this is the exception rather than the rule and 
fig. 9.4 shows the convergence of CN. The HF calculation has converged after 25 SCF 
cycles and following this we get several HFW cycles with little change but quickly the
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Figure 9.3: The convergence of the HFW SCF procedure for HF.
SCF Cycle
changes in energy become erratic and we see HFW correlation energies much larger than 
the non-self-consistent correlation energy. These energies seem to be unbounded and at 
the far right of the plot we see the energy plummeting. This type of behaviour and much 
worse has been observed in many of the molecules investigated.
The reason for this numerical breakdown is not yet clear. It has been encountered us­
ing both the Gaussian expansion form of the correlation integrals and the infinite series 
formulation. The most likely reason is that there are integrals which are not being cal­
culated accurately but which are of negligible importance when contracted with the HF 
density matrix but when the calculation is performed self-consistently the errors present 
in them become hugely magnified. Unfortunately, whereas for many integrals encountered 
in quantum chemistry there are usually robust, albeit inefficient, methods to evaluate the 
integrals which can be used to check for errors in any more efficient route, we do not pos­
sess a mechanism by which to check our integrals. As many as possible have been checked 
using M a t h e m a t ic a  or special cases of the integrals for which there are exact solutions,
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Figure 9.4: The convergence of the HFW SCF procedure for CN.
SCF Cycle
and we have not found significant differences, but these can only check a tiny fraction 
of the many of millions of integrals encountered in a single calculation. A completely 
robust formulation for the correlation integrals must be found which yields numerically 
satisfactory results and this work has been on-going as this thesis has been written.
There can be other reasons for erratic SCF behaviour such as being too aggressive in the 
cut-off schemes or possibly using the wrong algorithm to perform the SCF but these too 
have been investigated. All cut-offs have been switched off and all SCF algorithms have 
been tested but this problem still persists. We hope that this problem can be ironed out 
quickly and that we can report on self-consistent HFW calculations in the near future.
Chapter 10
Future directions and concluding 
remarks
10.1 Technical challenges
Probably the greatest obstacle faced during the course of this thesis has been of a technical 
nature. The nature of the Wigner intracule and any of the derived quantities, such as 
the action intracule or correlation energy, results in more mathematically challenging 
integrals than are normally encountered in quantum chemistry. This added complexity 
is the trade-off we make when we introduce the “extra” phase-space information. In the 
case of the Wigner and action intracules we have been able to calculate them to moderate 
accuracy using a couple of techniques but in this work we have focused primarily on the 
use of quadrature. Although quadrature has provided a practically straightforward result 
to calculating these intracules, the accuracy and efficiency of such an approach is not 
optimal. The intracules are, however, used mostly as a visual tool in understanding the 
electrons positions in phase space and their importance in electron correlation and as such 
high accuracy is not of paramount importance. Although it would be satisfying if the 
phase-space intracules could be generated efficiently and accurately in a similar way to 
the position and momentum intracules, their utility is ultimately limited and expending 
a great deal of effort on this would not be prudent.
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The correlation integrals, on the other hand, represent a much more important area of 
research. During this work, the largest portion of time has been devoted to the accurate 
evaluation of the correlation integrals and many different approaches have been investi­
gated and several of the more successful ones presented in this thesis. Yet we still do 
not have a completely robust, and certainly not efficient, method for calculating these 
integrals. We have made much progress in this area and laid some of the foundations 
but there is still much to be done. It may be that there are different methods by which 
to evaluate the correlation integrals and Crittenden and Gill have begun investigating 
one such approach based around the the modified addition theorem which expresses the 
correlation integral as a more rapidly converging infinite series. Ideally there would be 
a single approach to producing the correlation integrals but it seems more likely that as 
arsenal of methods may be required, choosing the most appropriate one for each set of 
integral parameters encountered. Developing a method which can evaluate the required 
correlation integrals without any ambiguity will be a key step in the development of HFW 
theory as this will lay to rest any uncertainty over the SCF problems encountered during 
this work.
Of course, any quantum chemical method is of limited utility if the computational cost is 
prohibitive. It is difficult, though, without highly accurate results to introduce cost-cutting 
measures, such as cut-off schemes, as the effect of such measures on accuracy will be hard 
to gauge. Increasing the efficiency of HFW calculations will be key to their success. The 
development of strong integral bounds to avoid the calculation of as many integrals as 
possible would be a straightforward place to begin and later moving on to the sorting of 
the integrals (simply looping over the list of Coulomb integrals twice is not optimal) and 
introducing incremental Fock construction and density cut-offs should also increase the 
utility of the method.
10.2 Chemical challenges
The main thrust of this work has been theoretical — an attempt to introduce a new 
method and to begin to show how one might go about practically executing it. It is clear
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that there is much work still to be done in this area but we must not lose sight of the 
wood for the trees, as ultimately we are working towards providing a theoretical model 
chemistry — a tool which can usefully be employed by chemists. It is important that 
during the next phase of this work, more relevant chemical problems be addressed such as 
geometry optimisations, frequency calculations, transition states and the myriad of other 
properties that chemists are interested in, as it is the performance of HFW theory in these 
areas that will make or break it.
10.3 Conceptual challenges
It is clear that there are numerous technical challenges to be faced in HFW theory but 
equally as important are the conceptual challenges that lie in this new theory. This work 
has been a preliminary investigation into this new area — although we have been feeling 
around in the dark, we have learnt much about what is important and where our efforts 
should be focused. We have discovered one correlation kernel which has been shown to 
work well, but we still need to improve the accuracy of this kernel if HFW theory is to 
become a viable quantum chemical method. Though we have tried to investigate other 
kernels, none have worked so well as G(u,v) = cjo((uv). However, in these investigations 
we have mainly, though not exclusively, limited ourselves to kernels in uv and an important 
next step is to look beyond these kernels in action space and onto more general kernels 
in (u,u). Unfortunately the possibilities for such a kernel are infinite so we need some 
theoretical guidance.
10.3.1 Dispersion
One of the major failings of DFT is its inability to treat dispersion — the long range 
interaction of two electrons. In HFW theory, on the other hand, two-electron information is 
explicitly included and it may be possible to include the correct behaviour of the long-range 
correlation energy in our choice of correlation kernel. Let us first examine the behaviour 
of the correlation energy derived from G(u,v) = cjo^uv).  If we consider two hydrogen
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atoms, each represented by a single GTO with exponent a;, separated by a distance, R , 
such that their overlap is negligible, then the UHF wavefunction and associated intracules 
are given by
^ ( r ! , r 2) =  ̂ e - a r 2 - a | n - R | 2
V  7r y
W(u,v)  = 2 u2v2 (  9 2---------ex p  —a R  — cm
7T V
A (s )= 2s \ - a R *  Y '
*■ ^ 0  ( 2 m  +
K m(s)
io(2aRu)
The associated correlation energy is thus
£corr = (l + C) 3/2 exp a ( 2R 2\TTcV
( 10. 1)
( 10.2)
(10.3)
(10.4)
showing a Gaussian dependence on the distance R. The correct dependence, as shown 
by London [181], is R ~6 which is a much slower decay than from our method. Gill has 
shown that in order for a correlation kernel to exhibit the correct dependence, it must 
have s-6 decay. He has also shown how. by specifying the long-range behaviour of the 
correlation kernel, the form of the kernel can be deduced using Laplace transforms. This 
has led to another correlation kernel, G(u,v) = M (3, —72u2n2), where M(a, 6, z) is a 
confluent hypergeometric function. This has been shown to give comparable results to 
G(u,v ) = cj0((uv) but even though it gives the correct long-range description of the 
correlation energy, the intermediate distances are erroneous and even of the wrong sign. 
However, there are an infinite choice of other kernels with the correct decay behaviour and 
this constraint can only help in the search for new and better correlation kernels.
10.3.2 Hooke’s Law Atom
In section 5.2.2 we derived all of the intracules for hookium — a hypothetical atom in 
which the electrons are bound to the nucleus by a harmonic force but still repel each other 
Coulombically. This system has the attractive quality of being exactly soluble for certain 
values of the force constant, although the HF solution must still be found numerically. If 
this system is treated using perturbation theory, in a similar way to Hylleraas’ expansion
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of the exact energy of He in powers of Z ~ l or Linderberg’s similar expansion for the 
HF energy, expressions for the exact and HF energies of the Hooke’s Law atom can be 
found. Gill has done this for the lowest singlet and triplet states of the Hooke’s Law 
atom [201]. As the force constant Z  —>• oo the exact correlation energy of these two 
species can be found and furthermore the wavefunctions are simply the wavefunctions 
for a pair of uncoupled harmonic oscillators. For these simple systems the Wigner and 
action intracules are straightforward (for example see eqns. (3.8) and (3.11) for the singlet 
state) and for most reasonable correlation kernels the correlation energy could easily be 
evaluated either analytically or numerically. When this is done for G(u,v) = cjo(C,uv) and 
the parameters are chosen to reproduce exactly the correlation energies of the two states, 
it yields remarkably similar parameters (c =  —0.119, £ = 0.889) to those which result from 
fitting to the correlation energies of the atoms (c =  0.102, (  — 0.907). These exact systems 
could be used as constraints which any new correlation functional must satisfy although, 
requiring that these hypothetical systems be treated exactly, like the uniform electron gas 
in DFT, does not necessarily yield better results.
10.3.3 Intracule functional theory
Empirical results can be used to show that a theory has merit but ultimately it needs a 
firm theoretical grounding. DFT has this in the form of the Hohenberg-Kohn theorems [37] 
but currently we lack such theorems. We have explored various avenues to try to prove 
that the Wigner intracule does indeed contain enough information from which to extract 
the exact correlation energy and even though we have thought ourselves close to a proof, 
it has so far eluded us. Such a proof would no doubt silent critics and encourage others 
to begin research in this field and help to make more rapid advances so that HFW theory 
might become a viable tool for computational chemists. It is, however, difficult to search 
for such a proof and we must wait until inspiration strikes us.
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10.4 Conclusions
It is clear that many-electron information is important in the understanding of the phe­
nomenon of electron correlation but understanding the many dimensions of the wavefunc- 
tion is not humanly possible. Intracules provide a way to investigate correlation in only 
two dimensions while retaining information about two electrons and can be used to gain 
insight into the process. This was first done by Coulson and Nielson in position space and 
then by Banyard and Reed in momentum space. We have built on this work by introduc­
ing a phase-space intracule which provides all of the information in the other intracules 
and also seems to provide extra insight. In this work we have presented these intracules 
and shown how to calculate them and looked at some simple examples of them. In an 
analogous way to Coulson and Neilson we have examined the effect of correlation on the 
intracules of some simple molecules.
Although there exist a plethora of methods to calculate the correlation energy, evaluating 
the exact absolute correlation energy is still computationally intractable as this would 
require a full Cl calculation with a very large basis set. However, a set of exact correlation 
energies would be useful in the calibration and assessment of any new methods, so we have 
compiled a list of near-exact energies for some small molecules using accurate experimental 
and theoretical data. This data has been invaluable throughout this work and should 
provide a useful resource to developers of other methods.
Intracules provide insight into electron correlation but we feel that they could also be used 
quantitatively to estimate the electron correlation. Electron correlation is directly related 
to the distance between two electrons — this term appears in the electronic Hamiltonian. 
It must also be related to how much time the electrons spend in each others vicinity so 
we believe that the relative momentum of the electrons is important. We have proposed 
that the Wigner intracule can be used by contraction with a correlation kernel to estimate 
the correlation energy. Furthermore, this idea can be folded into the HF SCF procedure 
providing a self-consistent route to a correlated energy. This is conceptually useful but also 
computationally useful when looking at molecular properties. We have presented several 
different methods to calculate the correlation integrals in HFW theory. This turns out
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to be rather challenging and of the methods investigated so far, none have proved ideal. 
The infinite series formulation should be able to provide highly accurate results, albeit at 
a high computational expense, and this should provide a useful reference point for future 
research. Some preliminary results have been presented which show that HFW theory 
performs comparably to the well established LYP functional in DFT though the HFW 
correlation kernel has half as many parameters and a much simpler form.
In the introduction we said the goal of this project was to develop a new theoretical model 
chemistry — has this been achieved? This may have been a little too ambitious a target, 
as taking an idea from the drawing board all the way through to a working product is a 
long process and all of the popular methods in quantum chemistry have been developed 
for decades. Although we may not yet be rivalling the established methods like DFT and 
coupled-cluster theory we have taken the first steps. In this work we have done much 
exploration into this new field and laid some of the theoretical and technical foundation 
required for further research. I am hopeful that I will stay involved, in some small way, in 
the development of HFW theory and am optimistic that it will go on to be a useful and 
popular theoretical model chemistry.
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