Abstract. We study the edge-disjoint escape problem in grids. Given a set of n sources in a two-dimensional grid, the problem is to connect all sources to the grid boundary using a set of n edge-disjoint paths. Different from the conventional approach, which reduces the problem to a network flow problem, we solve the problem by first ensuring that no rectangle in the grid contain more sources than outlets, a necessary and sufficient condition for the existence of a solution. Based on this condition, we give a greedy algorithm that finds the paths in O(n 2 ) time, which is faster than all previous approaches. This problem finds applications in point-to-point delivery, VLSI reconfiguration, and package routing.
Introduction.
We study the edge-disjoint escape problem in grids. The problem input is a two-dimensional grid G and a set S of n sources in G. Note that there may be more than one source in the same vertex of G. The objective is to construct a set of n edge-disjoint paths where each path connects a distinct source to the boundary of G. We say that the problem is escapable if and only if there is a solution to the problem. In this paper we present an O(n 2 ) time algorithm that determines whether a given problem is escapable. Based on this algorithm, we design another O(n 2 ) time algorithm that constructs a solution to the problem. Throughout the paper, we assume that G has at most n rows and at most n columns, i.e., G has O(n 2 ) vertices and edges. 3 The edge-disjoint escape problem is similar to the escape problem, which is to determine whether or not there are n vertex-disjoint paths from the sources to the boundary vertices (see the book by Cormen et al. [5] ). Finding disjoint paths in grids has applications in many practical problems. The point-to-point delivery problem [9] , [10] is to determine a set of disjoint "shipping" paths matching the sources to destinations on the boundary. The VLSI reconfiguration problem [12] - [14] is to find a set of disjoint "compensation" paths that connects the faulty processors in a processor array to the healthy ones on the boundary. Another relevant problem is the fanout routing problem in pin/ball grid array packages [3] , [4] , which is to connect the internal array pins out to the package boundary for further connection.
A straightforward approach to solving the edge-disjoint escape problem is to reduce the problem to the maximum flow problem in a unit capacity network. Given G and S, the network is constructed by creating a supersource that connects to every source in S and a supersink that connects to every boundary vertex of G, and assigning unit capacity to every edge. A maximum flow in the network corresponds to a solution to the edge-disjoint escape problem. Applying the maximum flow algorithm of Goldberg and Rao [7] , which runs in O( √ |E| min(|E|, |V | 3/2 )) time for a network of |E| edges and |V | vertices, we can solve the edge-disjoint escape problem in O(n 3 ) time because both |E| and |V | are O(n 2 ) in the reduction. The time complexity can be reduced to O(|V | 4/3 log|V |), i.e., O(n 8/3 log n), by applying the multiple sources and multiple sinks flow algorithm of Miller and Naor [11] for a planar network, together with the shortest-path algorithm for a planar graph by Henzinger et al. [8] . In view of the sparseness of the n sources in the O(n 2 ) grid, we proposed an O(n 5/2 ) time algorithm [1] that compresses the O(n 2 ) grid to a graph with O(n 3/2 ) edges for finding the edge-disjoint paths. Recently, the time complexity has been further improved to O(n 9/4 ) by applying the layered network technique in the compressed grid [2] .
To break through the O(n 9/4 ) time barrier, we use a different approach. The approach is based on a simple observation that there is no solution if there exists an oversaturated region-a region in the grid that contains more sources than outlets. It turns out that the absence of oversaturated regions is also sufficient for the existence of a solution. Observe that to test for the absence of oversaturated regions, we need only confine ourselves to testing rectangles in the grid. However, testing if there are any oversaturated rectangles can be time-consuming since there are O(n 4 ) rectangles in the grid that need to be tested. Reducing the number of rectangles to be tested is nontrivial. For example, rectangles with a small density of sources could still have more sources than outlets, and thus cannot be exempted from testing. Moreover, although only rectangles with sources on all four boundaries need to be considered, it still means O(n 4 ) rectangles need to be tested. This paper is organized as follows. In next section we prove that the absence of oversaturated rectangles is a necessary and sufficient condition for a problem to be escapable. In Section 3 we give an algorithm that detects if there are any oversaturated rectangles in O(n 2 ) time. The algorithm takes advantage of some properties in the oversaturated rectangles and applies the disjoint set union data structure to search the grid efficiently for any oversaturated rectangles. Section 4 focuses on constructing the paths. We adopt a greedy approach to extend the edge-disjoint paths row by row. In each row a test is carried out to ensure that, given the paths built up thus far, a solution still exists before moving on to the next row. If a solution no longer exists, then we made a mistake in the extension of the paths in this row and should try again until we find the appropriate extension. The key to being able to solve the problem in O(n 2 ) time is performing the test step in O(n) time and limiting the number of extension attempts to O(n) in total. Section 5 gives an efficient implementation of the approach and bounds the running time to O(n 2 ).
Necessary and Sufficient Condition for an Escapable Problem.
Denote an instance of the edge-disjoint escape problem by a pair (G, S) where G is an H × W grid and S is a set of n sources in G. We can assume without loss of generality that n ≥ max(H, W ) due to a preprocessing step given in [1] . In order to cater for the case where there may be more than one source in a vertex of G, which is required in subsequent sections, S is represented by a multiset of grid vertices is a set of n edge-disjoint paths where each path starts from a distinct source in S and terminates in any vertex outside G (assuming G is a subgrid of the infinite grid). For simplicity, assume that any rectangular subgrid of the infinite grid can be referred to as a rectangle. Denote an outlet of a rectangle R as an edge connecting a (boundary) vertex of R to a vertex outside R. Define O(R) to be the set of outlets of R. We can see that |O(G)| = 2(H + W ). Let n S (R) denote the number of sources in S that are within the rectangle R. We will also use n(R) to denote n S (R) when it is clear that we are referring to S. For (G, S) to be escapable, it is necessary to have |O(G)| ≥ n(G) = |S|. In the following definition, we extend this concept and define those rectangles that do not satisfy or marginally satisfy the condition. DEFINITION 2. A rectangle R is oversaturated if and only if n(R) > |O(R)|, and R is saturated if and only if n(R) = |O(R)|.
THEOREM 3. (G, S) is escapable if and only if no oversaturated rectangle exists in G.
PROOF. Obviously, if there exists any oversaturated rectangle, then (G, S) is not escapable. The following proves that the reverse is also true. Let G = (V, E). We create two vertices s and t, and define a flow network ) is an outlet of G where w is some vertex outside G}. (Note that both E s and E t may be multisets of edges.) Every edge in N has unit capacity.
As |S| = n, (G, S) is escapable if and only if the value of the maximum flow from s to t in N is n. Given that (G, S) is not escapable, the value of the maximum flow, and hence the capacity of the minimum cut, in N is smaller than n. Consider the minimum cut M of N separating s and t with most edges in E s . If we remove M from N , G is decomposed into a number of connected components. One of these components must still connect to s (through some edges in E s ) because |E s | = n > |M|. Let D be the set of vertices in this component, let O(D) be the set of outlets of D, and let S D be the set of sources within
As a result, determining whether (G, S) is escapable can be reduced to detecting whether there are any oversaturated rectangles in G. Roughly speaking, our algorithm runs in H ≤ n rounds, each takes O(n) time. At the tth round, it detects whether there are oversaturated rectangles with the top boundary at row t (i.e., those rectangles [t, b; , r ] for some b, , r ). To detect such rectangles efficiently, in Section 3.1 we introduce a problem of finding maximum intervals, and give a data structure to solve this problem efficiently. In Section 3.2 we show how to reduce the problem of finding oversaturated rectangles to the problem of finding maximum intervals. In particular, we show how to execute the first round of our algorithm in O(n) time; the other H − 1 rounds are similar.
REMARK. Before moving on, we explain a simple trick to compute n(R) for any In this section we describe a data structure that supports the execution of any sequence of Mi and Inc operations efficiently. First, we need some definitions. set of left-cliffs in Q, respectively. For any index k, define r Q (k) (resp. l Q (k)) to be the nearest right-cliff (resp. left-cliff) to the right (resp. left) of k. See Figure 2 for an example. The following lemma is easy to verify.
To execute Mi(k), it suffices to find the values of l Q (k) and r Q (k), and returns
. Following this idea, we now explain how to implement Inc and Mi. Since the procedure for finding l Q (k) is very similar to that of finding r Q (k), we consider the latter procedure only.
For any c ∈ R Q , let Q (c) be the set of indices k whose nearest right-cliff is c, i.e.,
Notice that finding r Q (k) is equivalent to the disjoint set operation Find(k), which returns the set in P that contains k. The execution of Inc(k, d) needs to update P after increasing q k by d. Following are the details.
For any index i, let R Q≤i be the subset of R Q containing indices that are smaller than or equal to i. Define R Q≥i similarly. Let Q be the sequence of numbers in Q immediately after the execution of
If does not exist, let = 0. The following lemma shows how R Q is updated to R Q after executing Inc(k, d). For the example in Figure 2 , if we execute Inc(6, 1), = 3 and R Q = {2, 3} ∪ {11} = {2, 3, 11}.
PROOF. Note that for every
and cannot be a right-cliff in Q . For the other indices j, it can be verified that j is a right-cliff in Q if and only if it is a right-cliff in Q. The lemma follows.
We can update P by a sequence of Union operations. In conclusion, we can execute any sequence of Inc and Mi operations by executing a sequence of Union and Find disjoint set operations. Note that each of these operations can be executed in constant time using the data structure of Gabow and Tarjan [6] . Together with the fact that we can execute at most n − 1 Union operations, and, for each of the operations, we may need to compute Q (I ) once, we have the following lemma. 
We say that the vertex [i, j] is occupied if there are some sources at [i, j] . Note that there are at most n occupied vertices. We say that rectangle 
where 
Since there are at most n occupied vertices, the whole process will execute at most n Mi and n Inc operations. By Lemma 6, these 2n operations can be executed in O(nτ ) time. By the remark given at the beginning of this section, as for some i, is used as an outlet for some paths in both solutions, it may be difficult, or even impossible, to combine the two solutions into a solution to (G, S). Thus, we are not arbitrarily going to construct a solution to (G 1,1 , F) that may eventually conflict with every solution to (G 2,H , S − F). In the following we make use of a novel condition, called the feasibility condition, such that a solution to (G 1,1 , F) that satisfies the feasibility condition must be conflict-free with some solution to (G 2,H , S − F). In addition, we will show in Lemma 12 how to combine conflict-free solutions to the two subproblems to form a solution to (G, S). More importantly, we will prove in Lemma 13 that for any escapable (G, S), there is always a solution to (G 1,1 , F) that satisfies the feasibility condition, and we will show how to find such a solution.
Dividing the Problem.
We represent a solution to (G 1,1 , F) by a source mapping that stores in ascending order the columns from which the sources in F escape G 1,1 . For example, Figure 3 shows the first row of the problem instance of Figure 1 
Because of the edge-disjointness of the paths, without loss of generality, we can assume that
Also by the edge-disjointness of the paths, a path starting at [1, s i 
In practice, it is always safe to assign the first and last sources in F to escape through [1, 1] and [1, W ] , respectively, using the horizontal outlets. It is because both paths, from the first source to [1, 1] and from the last source to [1, W ], will not conflict with any solution to (G 2,H , S − F). Thus, we will focus on those source mapping σ that also satisfy the condition We need one more definition before we can formulate the feasibility condition for a source mapping σ which guarantees the solution corresponding to σ is conflict-free with some solution to (G 2,H , S − F). For σ , we define some extra sources, called the induced sources, which will be put in row 2. DEFINITION 10. For a source mapping σ for row 1, the set of induced sources on row 2 is defined as
The feasibility condition ensures that (G 2,H , S − F) will still be escapable even if we include the extra induced sources due to σ . As the source mapping satisfies condition (5), the paths for the first and last sources in F will not conflict with any solution to (G 2,H , S − F), thus the induced sources need not incorporate the values σ (1) and σ (β). Figure 4 shows an example of (G 2,H , T σ ) for the problem instance in Figure 1 with σ  storing the values 1, 3, 3, 4, 5. From the solution to (G 2,H , T σ ) , we can extract a solution to (G 2,H , S − F). Lemma 12 suggests that this solution to (G 2,H , S − F) can always be combined with the solution to (G 1,1 , F) due to σ to form a solution to (G, S). The purpose of I σ is that its paths in the solution to (G 2,H , T σ ) already make room in G 2,H so that if there exists any conflict between the solutions to (G 2,H , S − F) and (G 1,1 , F), then we can always resolve the conflict using those paths. The details are shown in the proof of the lemma.
LEMMA 12. Given a source mapping σ and a solution to (G 2,H , T σ ), we can always construct a solution to (G, S). The construction takes O(n) time.
PROOF. There are two cases that we need to consider: (1) 
(i)] with the path p through the intermediate edge ([1, σ (i)], [2, σ (i)]). For (2)
, assume there is a path p in the solution to (G 2,H , T σ ) escaping through [2, j] using the outlet ( [2, j] , [1, j] ) for some 1 ≤ j ≤ W . If j = σ (i) for every 1 ≤ i ≤ β, the path p can simply be extended to [1, j] and then to [0, j]. Otherwise, there is an induced source in [2, j] and we can concatenate the path p with the path initiated at the induced source in [2, j] . Note that the path initiated at [2, j] may also lead to another vertex in row 2, further concatenation may be needed before the path p can lead to a boundary vertex of G. All paths initiated at the induced sources that are not used for concatenation are discarded. The solution to (G, S) is thus constructed. As we only consider every vertex in rows 1 and 2, the construction takes O(n) time.
LEMMA 13. If (G, S) is escapable, there must exist a feasible source mapping.

PROOF. Consider a solution to (G, S).
Since the paths initiated from the sources in F must escape G 1,1 , the columns from which the paths escape G 1,1 define a source mapping σ . Without loss of generality, we can assume that there exists a solution to (G, S) such that if σ (i) = j for some i where 1 ≤ i ≤ β, then the (directed) edge ( [2, j] , [1, j] ) is not used by any path in the solution to (G, S). (See Figure 1 for an example.) Let p be the path initiated from the ith source of F. If the condition is not satisfied, it implies that p meets another path, say q, at [1, j] . We can switch p and q at [1, j] , i.e., path p will follow the remaining part of path q to escape G 1,1 at some other column, and σ (i) takes on a new value. If necessary, the path can be switched more than once until the condition is satisfied. It is easy to see that this kind of switching operation cannot be performed indefinitely.
We shall prove that (G 2,H , T σ ) is escapable. Since (G 2,H , S − F) is escapable and its solution is already in the solution of (G, S), we only argue that we can construct the paths for the set of induced sources I σ to escape G 2,H . For each induced source [2, σ (i) ], by the assumption specified above, the edge ( [2, σ (i) Lemmas 13 and 12 provide necessary and sufficient conditions, respectively, for (G, S) to be escapable. Thus, we have the following theorem. S) is escapable, (G 2,H , S− F) must also be escapable. Together with the fact that the induced sources are added in row 2 only, any oversaturated rectangle, if it exists, will have row 2 as the top boundary. Hence, we can run the procedure OVERSAT(T σ , 2) to test whether (G 2,H , T σ ) is escapable.
THEOREM 14. (G, S) is escapable if and only if there exists a feasible source mapping.
Finding the Smallest Feasible Source Mapping. As(G,
In practice, our algorithm constructs the "smallest" feasible source mapping, where smallness is defined in the following definition. DEFINITION 15. A source mapping σ is smaller than another source mapping λ, denoted by σ < λ, if there exists an integer i where 2 ≤ i ≤ β − 1 such that σ (i) < λ(i) and σ ( j) = λ( j) for all j with 1 ≤ j ≤ i − 1. In addition, we say that
DEFINITION 16. The smallest feasible source mapping (SFSM) is the smallest source mapping among all feasible source mappings. A source mapping σ is a candidate for SFSM if σ is smaller than or equal to the SFSM.
The framework of our algorithm is as follows. We first construct the smallest source mapping, which is an initial candidate for SFSM. Note that any source mapping smaller than a candidate for SFSM is not feasible. We test whether the candidate is feasible. If not, we construct a larger candidate for SFSM, and then test its feasibility. The steps are repeated until the SFSM is found. Constructing the smallest source map- ping is straightforward, we can construct the "smallest" function that satisfies conditions (3)- (5). However, if the smallest source mapping, say σ , is not feasible, it is not easy to select an appropriate larger candidate for SFSM in the next round. The information that can help us to select a larger candidate comes from the oversaturated rectangles returned by the procedure call OVERSAT(T σ , 2).
, r ] be any oversaturated rectangle in (G 2,H , T σ ) and let δ R = n T σ (R)−|O(R)| be the difference between the number of sources (including the induced sources) within R and the number of outlets of R. (It can be proved that δ R can only be 1 or 2.) In order for R not to be oversaturated we must have at least δ R of the largest σ (i) values that are less than or equal to r moved out of the right boundary of R, i.e., σ (i) ≥ r + 1. Hence, we can construct a larger candidate for SFSM as follows. Let θ be the index such that σ (θ + δ R ) ≤ r < σ (θ + δ R + 1). We can construct a larger candidate σ by assigning σ (i) = σ (i) for 1 ≤ i ≤ θ. All other σ (i) for θ + 1 ≤ i ≤ β will be assigned to the smallest values such that σ (i) ≥ max(r + 1, σ (i)) and σ satisfies conditions (3)-(5). Figure 5 gives an example by this construction. Figure 5 PROOF. It is easy to see that σ is a source mapping and σ < σ . As all source mappings λ ≤ σ are not feasible, we need to prove that the source mapping λ, where σ < λ < σ , is also not feasible. Note that λ(i) = σ (i) for σ (i) ≤ r and there must be some other λ( j) with λ( j) ≤ r where σ ( j) ≥ r + 1 because σ ( j) for σ ( j) ≥ r + 1 are assigned with the smallest possible values. Thus, R (from which σ is constructed) is oversaturated in (G 2,H , T λ ), and hence λ is not feasible.
5. An Efficient Implementation. By a brute-force implementation of the algorithm, we may need to construct O(n) source mappings before we find the SFSM for row 1, which takes O(n 2 ) time. Totally, it takes O(Hn 2 ), i.e., O(n 3 ) time for finding the SFSMs over all rows. Figure 6 gives the steps on finding the solution to the problem shown in Figure 1 . In this section we modify part of the steps under the framework of finding the SFSM described in Section 4. We prove that by applying two modifications in the algorithm, the total number of source mappings constructed is at most 2n and, hence, the running time of the algorithm is O(n 2 ). Figure 7 for an example. The initial candidate σ has σ (4) = 3 rather than 2. This modification makes use of Z , if not empty, to construct an initial candidate for SFSM (to be proved in Lemma 18) that is larger than the smallest mapping. Thus, it helps in reducing the number of infeasible source mapping to be subsequently constructed. (See the proof of Lemma 22 for the details.) The reason for the modification is that the saturated rectangles in Z somehow limit the routes of some paths starting from sources in F.
MODIFICATION 2. If σ , a candidate for SFSM, is not feasible, we construct a larger candidate σ (as in Section 4.2) by making use of one of the oversaturated rectangles 
Lemma 20 shows that the rectangle we insert in Z in Step 4(b) will be a saturated rectangle in (G 2 PROOF. Consider a larger candidate σ constructed from σ using R (as in Section 4.2). By the construction, R is saturated in (
We are going to prove that σ * (θ ) ≤ r and hence R is also saturated in (G 2,H , T σ * ). Given any source mapping λ < σ * and λ(i) < σ * (i) for some i, we claim that there is an oversaturated rectangle [2, x; y, z] 
* (i) − 1 (which will be proved in next paragraph). Consider a particular source mapping λ where
Given any source mapping λ < σ * and λ(i) < σ H , T λ ) , otherwise the smallest rectangle containing both R 1 and R 2 is oversaturated in (G 2,H , T λ ) . The claim can be proved similarly for the other indices in I .
The running time of the algorithm depends on the total number of source mappings constructed. It takes O(n) time to construct a candidate for SFSM and to test whether it is feasible. We have to construct at least H SFSMs, one for each row. The total number of source mappings constructed in the algorithm is H plus the number of times Step 4 is executed, when the candidate constructed is not feasible. In each execution of Step 4(b), a rectangle is inserted in Z . Let Y denote the set of rectangles that are inserted in Z in Step 4(b). The total number of source mappings constructed in the algorithm is then H + |Y |. In the following we will prove that |Y | ≤ n, and hence H + |Y | ≤ 2n. As a result, the algorithm runs in O(n 2 ) time.
LEMMA 21. Each rectangle in Y has at least one source, which is not an induced source, on its right boundary.
PROOF. Consider a rectangle R ∈ Y . Since R is saturated when it is inserted in Z , it contains at least two sources on each of its four boundaries, for instance the right boundary. The top-right corner vertex of R contains at most one induced source because R was once an oversaturated rectangle and some rightmost induced sources within R are moved out of its right boundary. Thus, the right boundary of R contains at least one source which is not an induced source. PROOF. We divide the proof into two cases: (1) t 1 = t 2 and (2) t 1 = t 2 . For (1), suppose that σ 1 and σ 2 are the candidates for SFSM when rectangles R 1 and R 2 are found oversaturated, respectively, and R 1 is found before R 2 . Let σ 1 be the larger candidate constructed using σ 1 and R 1 . Let θ = max{i | σ 1 (i) ≤ r 1 }. By the proof of Lemma 20, we show that σ * (θ ) ≤ r 1 for the SFSM σ * . If r 1 = r 2 , after R 2 is found, in order to construct a larger candidate σ 2 using σ 2 and R 2 , we have to assign σ 2 (θ ) > r 2 = r 1 ≥ σ * (θ ), which is a contradiction. For (2), without loss of generality, assume that t 1 < t 2 . Consider that we are finding the SFSM for row (t 2 −1). Suppose that σ is the candidate for SFSM when R 2 is found. If r 1 = r 2 , by Lemma 19 and Modification 1, we have σ (k) > r 1 where k = max{i | s i ≤ r 1 }. This implies, for any feasible source mapping λ, λ(i) ≤ s k ≤ r 1 for i ≤ k − 1. However, in order to construct a larger candidate σ using σ and R 2 , we have to assign σ (i) > r 2 = r 1 for some i ≤ k − 1, which is a contradiction. 6. Conclusion. We have solved the edge-disjoint escape problem by giving an algorithm to detect if a solution exists and another algorithm to find a set of edge-disjoint paths that connects all n sources to the grid boundary. Both algorithms run in O(n 2 ) time. We believe that the (vertex-disjoint) escape problem can be solved by following the same framework in this paper and adopting the concepts of tilted row, tilted column, and tilted rectangle as given in [1] .
