Gamma-ray energy tracking is a new technique for the detection of gamma radiation. In such scheme, the individual interactions of the gamma rays with the germanium detectors are described by the energy, position and interaction time. Signal decomposition is the name of the procedure used to estimate the three-dimensional positions of the interactions based on pulse-shape analysis of the signals on the twodimensional segments deposited on the faces of the detector. The present signal decomposition algorithm is computational intensive. For GRETINA, a detector being built based on this concept and that covers just a quarter of a sphere, 140 quad-processors are required to decompose 20,000 gamma interactions per second. In order to reduce the computational cost, we have conceptualized that the segments waveforms are generated by amplitude modulated discrete-time unit impulse. Projection of these waveforms into a more suitable basis reduces the computation costs while optimizing the same cost function. In this article we describe the framework for such projection, and we provide an example. For the present example, the computational cost was reduced by a factor of 5 times.
INTRODUCTION
Gamma-ray energy tracking is a new technique for the detection of gamma radiation. In such detector, the individual interactions of the gamma-rays with the germanium (Ge) detectors are identified by their energies, positions and interaction times [1] . GRETINA, a detector based in this concept, is under construction in the US [2] , and AGATA, a similar detector, is under construction in Europe. GRETINA consists of 28 close-packed Ge crystals. Each crystal is a cylinder with flat tapered shape (see Fig. 1 ), and the segments are deposited on the surfaces forming a matrix of 6 × 6 longitudinal and transverse segments. with the detector at a specific location below the B4 segment. The segments shown are the one that collects the charge (B4) and its eight nearest neighbors. The neighbors detect induced charge. A total of 16 measured shapes are plotted in gray and the calculated waveforms for this given position are plotted in black. Observe that the measured signals include noise. Signal decomposition is the name given to the process of finding the position of the interaction based on the signals collected on the segments. The fact that the waveforms can be the result of multiple interactions at various locations, each with different amplitudes, increases the complexity of the problem. The algorithm must separate (or "decompose") a pulse shape resulting from one or more interactions with the Ge crystal. [3] . The present decomposition algorithm is computational intensive and, for GRETINA, it requires 140 quad-processors to decompose approximately 20,000 gamma-rays per second.
In order to reduce the computational cost one can project the information into a more suitable basis which requires the calculation of a smaller number of parameters. To find such basis, we have conceptualized that the sampled pulse-shapes on the segments are generated by aδ [n] , an amplitude modulated discrete-time unit impulse, that is acting over a transfer function H(z). So, what we are sampling are the parameters b i of an FIR filter multiplied by a, ( )
Actually, from this standpoint, the original data is projected into a basis composed of z -i . We can now research for compact ways to represent these FIR filters. We will demonstrate that we can find a new description that supports the optimization of the same cost function used originally with comparable results.
The procedure to run the signal decomposition on the new basis is the following. First, a new basis is selected and the grid functions are projected on the new basis. When a new gamma-ray interaction is detected, the segment waveforms are also projected into the new basis. Then the procedure for signal decomposing is applied.
SIGNAL DECOMPOSITION ALGORITHM
A version of the algorithm works in the following way. Using simulations we calculate the waveforms of the interaction of the gamma rays in a 2 × 2 × 2 mm grid inside the volume of the detector (for an example, refer to the black waveforms in Fig. 2 ), resulting in approximately 3000 points. Let's define the vector D l , where l is one of the 3000 positions
composed by the p samples of the calculate waveforms
(normally p = 50) for the 36 segments k = A0,A1,…, B0,…,F5. We will name the set of all D l as grid functions. Define m Y as the linear combination of the grid functions
where N is the number of gamma-ray interactions that contributed to the signals and l can be any point in the grid. The approach used to decompose the measured waveform Y is the minimization of the least square error
by the selection of m Y to minimize e LS,m . Y is assembled as a vector in the same way as D l in (1).
For illustration purpose, we will now apply this algorithm for the case where Y is the result of two gamma-ray interactions. Then
where i, j = 1,…, 3000 any combination of two grid functions in any i and j positions in the grid [4] . Substituting (4) T as the one that minimizes the error (3) within all possible combinations of two grid functions. The grid functions D ij and gains C ij that minimize the collection of errors e LS,ij select the position of the gamma-ray interactions and distribution of relative amplitudes between them. This procedure can be easily adapted to handle other numbers of gamma-ray interactions with the crystal.
For these two interactions in one segment, we have ~L 2 /2 or ~5 million points for grid search. Therefore, it is very important to reduce the computational cost of the process of finding the position of the interaction of the gamma-ray with the crystal.
REPARAMETRIZATION
Let U be a p × q orthonormal basis, where p is the number of samples of the waveforms and q is the order of the basis. We will assume that q < p to reduce the computational complexity. The grid functions D l can be projected into this new basis to minimize the least square error
. For the demonstration of a similar problem refer to [4] . We will be using tilde (~) to denote vectors projected into the new basis. Observe that in general
is non-zero. However, by selecting a new suitable basis E l can be made small. The same reasoning can be employed to project the sampled waveforms into this new basis,
, and
The next step is to demonstrate that the optimization of the cost function (2) is approximately the same in the new basis U, depending on how well the sampled waveforms and grid functions are represented in the new basis. We will demonstrate this for the same case as (4) . All other cases (from 1 to several interactions can be demonstrated in the same way).
Theorem:
The optimization of the cost function (1) in the original basis is the same as the optimization of the cost function in the new basis, as long as the projection of the new signal in the new basis reproduces the original signal.
ij Y ~ a linear combination of i ~ and j ~. Then, similar to (3),
and we need to minimize this error function. We replace Ỹ and ij Y ~ by (5) and (6) 
NEW BASIS: FIXED POLES
We will now describe a set of candidate basis to reparameterize the sampled waveforms and grid functions. As stated before, one can understand the original information (sampled waveforms and grid functions) as a set of impulse responses that described the instantaneous charge deposited into the crystal. This concept renders a description of the original information as impulse responses with FIR filters descriptions (see Eq. (1)). Of course, this does not apply to the segment that integrates the charge (channel B4 in Fig. 2 ). It has a transition and then stays at a constant value different than zero and equal to the gamma-ray energy deposit in the crystal at that point. So, we need to pass it through some filter that brings the signal back to the baseline. We can do this by using the following:
where E(x) is calculated automatically by the front-end electronics and is the estimate of the energy deposited in the crystal (for an example of such shape, refer to Fig. 6 ). Now, all sample data and grid functions can be represented as FIR filters. These functions are slow varying and then slowly decay toward zero (of course, if we disregarding the noise). This type of FIR filter can be represented in a more compact form by transfer functions of the type The poles of the filter are preselected based on a priori information of the grid functions and then kept fixed in these locations. By only adjusting the zeros, this projection has a linear-in-the-parameter characteristic, which allows finding the sampled data as the best fit of the linear combination of the grid functions in the new basis. This compact representation has been previously study using Laguerre [5] , Lagrange (both with just one fixed pole), Kautz (with one set of two complex conjugated poles), and fixed poles adaptive filters [6] (where all poles can be located in their optimum position) and forming an orthonormal basis. For references about all these methods, see [6] . 
where u i (n) are the samples of the impulse response of one of the taps of the structure described in Fig. 3-5 , and N i (z) are selected to generate an orthonormal basis.
PERFORMACE COMPARISON
We will now compare the performance of the fitting algorithm for the original algorithm (Section 2) and new basis (Section 3). For the new basis we have selected a Laguerre polynomial (Fig. 4) [5] with i = 10 parameters and the real pole at a = 0.5. The last experiment compares the least square errors for the original and Laguerre basis, with the signal Y = cD. We added 50 keV of noise to the signal. We apply both algorithms and we record the square errors for 12 of the grid searches. We then sort one algorithm for the square errors and sort the other for the same sequence. Fig. 8 shows the square error of these 12 points. Observe that they are similar, but the square error for the original algorithm (cross) is bigger than the new (circles). The Laguerre basis, with less parameters to adjust, reduces the noise on the data. 
CONCLUSION
We have described an algorithm to reduce the computational cost of the signal decomposition for a Ge detector. This cost reduction is achieved by projecting the data on a more suitable basis allowing a more compact description of the information. If the new basis is orthonormal and offers a good description of the original signals, then the square error and relative gains are approximately the same as in the original basis. Because of the characteristic of the waveforms, pre-filters using poles are good candidates for the new basis. The simulations illustrate these claims.
