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Consider a community of n competing species modeled by the Kolmogorov ecological equations
x˙i = xi f i(t, x) =: Fi(t, x), xi  0, 1 i  n;
x= (x1, x2, . . . , xn), (1.1)
and for which
∂
∂x j
(
xi f i(t, x)
)= xi ∂ f i
∂x j
(t, x) 0
for 1 i = j  n, (t, x) ∈ R× C , where C = {x ∈ Rn: xi  0 for all i}. f = ( f1, f2, . . . , fn) is continuous,
together with its ﬁrst and second derivatives with respect to x, for (t, x) ∈ R × C .
If f is independent of time in (1.1), the well-known construction of Smale [39] showed that, con-
trary to the popular belief in early 1970’s, mathematical models of competition between species could
lead to differential equations with extremely complicated dynamics. This in turn led to a famous se-
ries of papers by M.W. Hirsch [17–20], who showed that the dynamics of competitive systems can be
“no worse” than that of general systems of one less dimension. One of the most exciting fallouts of
these results was the study of n-dimensional dissipative autonomous competitive systems (1.1). More
precisely, if the origin is a source and ∂ f i/∂x j < 0 for all i, j, Hirsch proved [19] that there is an
(n − 1)-dimensional invariant compact set S (now well known as carrying simplex, following Zeeman
[49]) which attracts all nontrivial orbits. In that remarkable paper, Hirsch ﬁrst posed the problem of
smoothness of the carrying simplex.
When f is periodic in time t , two of the present authors [45,46] proved the existence of the
carrying simplex S for the discrete-time dynamical system generated by the Poincaré map of (1.1)
which satisﬁes the following six hypotheses:
(H1) P is a C2-diffeomorphism onto its image PC .
(H2) For each nonempty I ⊂ N := {1,2, . . . ,n}, the sets A = HI , H+I and H˙+I have the property that
P (A) ⊂ A and P−1(A) ⊂ A, where HI = {x ∈ Rn: x j = 0 for j /∈ I}, H+I = C ∩ HI and H˙+I = {x ∈
H+I : xi > 0 for i ∈ I}.
(H3) For each nonempty subset I ⊂ N and x ∈ H˙+I , the I × I Jacobian matrix D(P |H+I )(x)
−1 =
(DP (x)−1)I = (DP−1(Px))I  0, where P |H+I means the restriction of P on H
+
I .
(H4) For each i ∈ N , P |H+{i} has a unique ﬁxed point ui > 0 with 0 < (d/dxi)(P |H+{i} )(ui) < 1. Hence ui
attracts all orbits with nontrivial initial conditions in H+{i} .
(H5) If x is a nontrivial p-periodic point of P and I ⊂ N is such that x ∈ H˙+I , then μI,p(x) < 1,
where μI,p(x) is the (necessarily real) eigenvalue of the mapping D(P |H+I )
p(x) with the smallest
modulus.
(H6) For each nonempty subset I ⊂ N and x, y ∈ H˙+I , if 0 < Pix < Pi y for all i ∈ I , then Pi xPi y 
xi
yi
for
all i ∈ I (where P = (P1, . . . , Pn)).
A remark is in order concerning differentiability of functions deﬁned on a non-open subset C
of Rn: This is to be understood that there is an open set U ⊂ Rn containing C such that the appro-
priate function has a C2 (say) extension to U . Similarly, “P is a diffeomorphism onto PC” is to be
interpreted as “there is a C2 extension P˜ of P into some open U such that P˜ is a diffeomorphism
onto its image and P˜ (C) = PC ⊂ C .”
Hypotheses (H1)–(H5) are due to Smith [40], who independently studied the time-periodic
competitive Kolmogorov system (1.1) around the same time as Hirsch did. Under the hypotheses
(H1)–(H5), he essentially obtained a compact global attractor Γ and constructed a certain one-
codimensional invariant manifold S which is homeomorphic via radial projection to the standard
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(i.e., again following Zeeman [49] S is now called a carrying simplex). Note that α-limit set dichotomy,
which is the key approach by Hirsch in [19], cannot hold in discrete-time cases. Furthermore, Smith
also posed the same problem as Hirsch’s: “How smooth is the manifold S?” (see [40, p. 184]).
Based on an earlier work [45], Wang and Jiang [46] introduced the additional mild assumption (H6)
which is generically satisﬁed by the Poincaré map P associated with the system (1.1), and proved the
existence of the carrying simplex S (see also [11] for alternative approach of proof). Here we collect
the main properties of the carrying simplex:
Theorem 0. Assume (H1)–(H6). Then there exists a compact invariant S ⊂ C (the carrying simplex for P )
having the following properties:
(i) S is homeomorphic to the standard probability simplex  via radial projection.
(ii) No two points in S are related by the 	 relation. Moreover, no two points in S ∩ C◦ are related by the <
relation (for deﬁnitions, see Section 2).
(iii) For any x ∈ C \ {0} one has ω(x) ⊂ S.
(iv) S is the relative (in C ) boundary of the set B(0) := {x ∈ C : α(x) = {0}}.
(v) S is the relative boundary of the global attractor Γ in C .
In the present paper we will focus on smoothness of the carrying simplex S . The discrete-time
dynamical system generated by the inverse P−1 of P on C◦ is strongly monotone (see [42]). Therefore,
when the discrete-time system possesses a repeller R ⊂ S ∩ C◦ relative to S we can utilize a powerful
result of Terešcˇák [43] to conclude that the repulsion basin B(R) := {x ∈ S ∩ C◦: α(x) ⊂ R} is a C1
hypersurface. See also the results by Benaïm [3] on the Cr (r > 1) smoothness of B(R). However, even
in that case neither Terešcˇák’s nor Benaïm’s theorem applies to the whole of S , because the map P−1
fails to be strongly monotone on the boundary ∂C . Moreover, if one assumes that P is uniformly
persistent (a natural assumption from the applied viewpoint, which we will discuss later) then there
is an attractor E ⊂ C◦ having the whole of S as its attraction basin, hence its repulsion basin (relative
to S) equals only E . Therefore, new methods and techniques are needed to deal with the smoothness
of the whole carrying simplex S .
One of the authors ﬁrst tackled the smooth problem of S in the autonomous competitive Kol-
mogorov systems. In the papers [27–29], Mierczyn´ski proved the exponential separation property of
the carrying simplex and gave some fairly weak suﬃcient conditions implying the C1-smoothness of
S in the autonomous case, and also presented a counterexample in the autonomous case that the
carrying simplex is not necessarily C1 at its boundary.
The purpose of the present paper is to study smoothness and neat embedding of the carrying
simplex S in the discrete-time competitive dynamical systems on Rn+ . To state several hypotheses
and our main results, some simple notations will be ﬁrst introduced. Let V be the n-dimensional real
vector space. For A ⊂ Rn , the tangent bundle of Rn restricted to A equals A× V . The standard cone K ,
with nonempty interior K ◦ , in V is the set of all v in V such that vi  0 for all i ∈ N . For I ⊂ N ,
we write I := N \ I and V I := {v ∈ V : v j = 0 for j ∈ I}, KI := K ∩ V I and K˙ I := {v ∈ KI : vi > 0 for
i ∈ I}. Moreover, we write LI := KI ∪ (−KI ), L˙ I := K˙ I ∪ (−K˙ I ) ∪ {0} and L◦ := K ◦ ∪ (−K ◦) ∪ {0}. For I
a singleton {i} we write I as i. Now we need to strengthen the hypotheses (H3) and (H4) as follows:
(H3′) For each nonempty subset I ⊂ N and x ∈ H˙+I , D(P |H+I )(x)
−1 = (DP (x)−1)I = (DP−1(Px))I  0.
Moreover, for any v ∈ KI \ {0} there exists some j ∈ I such that (DP (x)−1v) j > 0.
(H4′) For each i ∈ N , P |H+i has a unique ﬁxed point ui > 0 with 0< (d/dxi)(P |H+i )(ui) < 1. Moreover,
∂ Pi
∂x j
(ui) < 0 ( j = i).
For simplicity of notation we let ui in (H4′) denote both a scalar and the vector uiei ∈ C , where ei
is the ith standard basis vector in Rn . The context in which it is used will determine the appropriate
meaning.
Besides the hypotheses (H3′)–(H4′), we introduce the following assumption
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Λ(μ) < λ for any external Lyapunov exponent λ for μ (see Deﬁnition 2.3), where Λ(μ) is the
principal Lyapunov exponent for μ (see Deﬁnition 2.2).
As we will see in our main results (Theorem A), (H7) is a characterization of the carrying simplex
being a C1 submanifold-with-corners neatly embedded in C .
Theorem A (Characterization of C1-smoothness). Let P :C → C be a map satisfying the hypotheses (H1)–
(H2), (H3′)–(H4′) and (H5)–(H6). Then the carrying simplex S is a C1 submanifold-with-corners neatly
embedded in C if and only if the condition (H7) is satisﬁed.
To the best of our knowledge, even in the simpliﬁed case of the autonomous competitive Kol-
mogorov systems, Theorem A gives the exact characterization for smoothness of S for the ﬁrst time,
which also completes one thread of investigation occasioned by the question posed by Hirsch in [19].
Our approach is based on the ergodic theory of linear skew-product ﬂows on vector bundles.
By a Cr (r  1) submanifold-with-corners of dimension m we mean a Hausdorff space Mm together
with a differential structure A of class Cr , while every chart in A is homeomorphic to a relatively
open subset in Cm := {x ∈ Rm: xi  0 for 1 i m}. For x ∈ Mm , let k(x) ∈ N ∪ {0} be such that some
ϕ ∈A maps a neighborhood of x onto [0,1)n−k(x) × (−1,1)k(x) , where ϕ(x) = 0. Denote M(k) := {x ∈
Mm: k(x) = k}. A subset Nn of an m-dimensional manifold-with-corners Mm is called an n(n m)-
dimensional submanifold-with-corners, neatly embedded in Mm if Nn endowed with the differential
structure inherited from Mm is a manifold-with-corners and for each k = 0, . . . ,m one has Mm(k) ∩
Nn = Nn(k + n − m). For instance, the standard probability simplex  := {x ∈ C : ∑ni=1 xi = 1} is a
submanifold-with-corners, neatly embedded in C .
Although we got the suﬃcient and necessary condition for S being C1 neatly embedded, it is
not easy to check the condition (H7) generally. Besides, the statement of condition (H7) is a little
complicated for the biologists or ecologists who are not so familiar with it. For these reasons, we
introduce some well-known concepts in population and adaptive dynamics. These concepts, called
weak persistence and uniform persistence, play a very important rôle in population dynamics, since
they characterize the long-term survival of some or all interacting species in an ecosystem (see, e.g.,
[7,8,23,51]). Mathematically, P is weakly persistent in each face if for each I ⊂ N , I = ∅ and all x ∈ H˙+I
there holds limsupk→∞ dist(Pkx, ∂H+I ) > 0; is uniformly persistent in each face if there exists ε0 > 0
such that for each I ⊂ N , I = ∅ and all x ∈ H˙+I there holds lim infk→∞ dist(Pkx, ∂H+I )  ε0. Here
dist(x, B) := infa∈B ‖x − a‖ is the distance between x and the set B . Obviously, uniform persistence
implies weak persistence. Moreover, we have
Theorem B. Let all hypotheses from Theorem A be satisﬁed. Assume that P is weakly (uniformly) persistent in
each face. Then S is a C1 submanifold-with-corners neatly embedded in C .
As for the applications to the time-periodic competitive Kolmogorov systems (1.1), since the ex-
ternal Lyapunov exponents can be expressed explicitly in this case, one could make it easy to check
conditions guaranteeing the carrying simplex S to be C1 (see Theorem 7.1).
By virtue of Theorem A (Theorem B) and the results of M. Benaïm [3], one obtains the following
theorem on Cr-smoothness of the carrying simplex S .
Theorem C (Cr-smoothness). Let P :C → C be a Cr (r > 1)map satisfying the hypotheses (H1)–(H2), (H3′)–
(H4′) and (H5)–(H7). Assume also that there is η > 0 such that for each ergodic invariant Borel probability
measure μ supported in S, the inequality
Λ(μ) − rΛ2(μ) < −η (1.2)
holds, where Λ2(μ) denotes the second smallest Lyapunov exponent (on S × V ) for μ. Then S is a Cr
submanifold-with-corners.
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(see the conditions (7.1′) and (Ar) in Theorem 7.2 for the detail) are also provided to guarantee the
assumption (1.2) in Theorem C, and hence one obtains Cr-smoothness of the carrying simplex for the
Poincaré map associated with the corresponding time-periodic competitive systems.
This paper is organized as follows. In Section 2 we agree on some notations, give relevant def-
initions and state some known results which will be important to our proofs. The fundamental
hypotheses (H1)–(H2), (H3′)–(H4′) and (H5)–(H6) are assumed to hold throughout the remaining
sections, except for Appendix A. Compared with (H7), we introduce in Section 3 an alternative hy-
pothesis:
(SH) There is a constant η > 0 such that for each ergodic invariant Borel probability measure μ
supported on the boundary ∂ S one has Λ(μ) − λ  −η for any external Lyapunov exponent λ
for μ, where Λ(μ) is the principal Lyapunov exponent for μ.
Moreover, we show the equivalence of (SH) and (H7) in Section 3. The necessity part of Theorem A,
i.e., C1 neat embedding implies (H7), is proved in Section 4. In Section 5, under the hypothesis (SH),
we prove the 1-normal attractivity (see Deﬁnition 2.1), C1-smoothness and neat embedding of S ,
which gives the completion of the proof of Theorem A. The proofs of Theorems B and C are given
in Section 6. In Section 7 the attention is restricted to the periodic competitive Kolmogorov sys-
tems (1.1) to which our main results can be applied. In Section 8 we present three examples. One is
an example of time-periodic competitive May–Leonard model, which shows the difference between
Theorem A and Theorem B. The others are examples of a time-periodic Lotka–Volterra competitive
system in which the carrying simplex is C1 submanifold-with-corners, but not neatly embedded; or
even not C1. The paper concludes with Appendix A, in which we present and prove some abstract
results on extensions of exponential separation.
2. Notations and preliminary results
Given ∅ = I ⊂ N := {1,2, . . . ,n}, let HI := {x ∈ Rn: x j = 0 for j /∈ I}. For two vectors x, y ∈ HI ,
we write x I y if xi  yi for all i ∈ I , and x 	I y if xi < yi for all i ∈ I . If x I y but x = y we
write x <I y (the subscript in , <, 	 is dropped if I = N). Let C := {x ∈ Rn: x  0} be the usual
nonnegative orthant. The interior of C is the open orthant C◦ := {x ∈ Rn: x 0} and the boundary of
C is ∂C . We also let H+I := C ∩ HI , H˙+I := {x ∈ H+I : xi > 0 for i ∈ I} and ∂H+I be the relative boundary
of H+I . For x, y ∈ H+I we write [x, y]I := {z ∈ H+I : xI z I y} and [[x, y]]I := {z ∈ H+I : x 	I z 	I y}
(the subscript is dropped if I = N).
Let x ∈ C . Then either there exists some k0 ∈ N such that P−kx ∈ PC for 0 k k0 but P−(k0+1)x /∈
PC , or P−kx ∈ PC for any k ∈ N. In the ﬁrst case, we say that such an x does not have a full backward
orbit. The orbit of any x ∈ C in C is deﬁned by O (x) := {Pkx: k ∈ Z}, where Z denotes the set of inte-
gers. A set B ⊂ C is invariant if P B = B . The ω-limit set of x ∈ C is deﬁned as ω(x) := {y ∈ C : Pkl x→ y
(l → ∞) for some sequence kl → ∞ in Z} and the α-limit set of x ∈ C by α(x) := {y ∈ C : P−kl x → y
(k → ∞) for some sequence kl → ∞ in Z}. Note that if the closure cl O (x) of O (x) is compact in C ,
then the ω-limit set of x is nonempty, compact and invariant. Furthermore, the α-limit set of x is
nonempty, compact and invariant provided that x has a full backward orbit and cl O (x) is compact
in C . For B ⊂ C , the symbols ω(B),α(B) have their usual meanings (see, e.g., [16]). A compact in-
variant Γ ⊂ C is the global attractor for P if for each bounded U ⊂ C and each  > 0 there exists
k0 ∈ N such that Pk(U ) is contained in the -neighborhood of Γ for k  k0. An invariant subset B
of a compact invariant set A is called an attractor (resp. a repeller) relative to A if there is a relative
neighborhood U of B in A such that ω(U ) = B (resp. α(U ) = B). If B is an attractor (resp. a repeller)
relative to A, by its (attraction) basin (resp. (repulsion) basin) we mean the set of those x ∈ A for which
ω(x) ⊂ B (resp. α(x) ⊂ B). For an attractor B relative to a compact invariant set A, its dual repeller is
the invariant compact set D = {x ∈ A: ω(x)∩ B = ∅} (in other words, the dual repeller equals the com-
plement in A of the attraction basin of B). The attractor dual to a repeller is deﬁned in an analogous
way.
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I :=  ∩ H+I , ˙I :=  ∩ H˙+I , ∂I :=  ∩ ∂H+I .
We let S I := S ∩ H+I , S˙ I = S ∩ H˙+I , ∂ S I := S ∩ ∂H+I and S◦ := S ∩ C◦ . A set S I is called a k-
dimensional face of S , k = card I − 1. The union ∂k S of all k-dimensional faces of S is referred to
as the k-dimensional skeleton of S .
A point x is called a (p-)periodic point of P if P px= x and Plx = x for 0< l < p. We call then O (x)
a cycle, or a p-cycle. If Px = x then we say x is a ﬁxed point. A point x ∈ S is called forward recurrent
(resp. backward recurrent) for P if there is a sequence (kl)∞l=1 ⊂ N such that kl → ∞ and Pkl x → x
(resp. P−kl x → x) as l → ∞. A point x ∈ S is called recurrent if x is both forward and backward
recurrent.
An important property of the map P is the following.
Proposition 2.1. Assume (H1)–(H3). Then for any x, y ∈ C such that y = Px one has [0, y] ⊂ P [0, x].
Proof. If one of the points x, y is 0 then by (H2) the other is 0, too, and there is nothing to prove.
So assume that both x and y are nonzero. Again by (H2) there is a nonempty I ⊂ N such that both
x and y are in H˙+I . Take any z ∈ [0, y]I , 0 = z = y, and consider the segment Σ ⊂ H+I joining y
with z, Σ = {sy + (1 − s)z: 0  s  1}. Since PC is a relatively open subset of C , it follows that
(Σ \ {z})∩ PC is a relatively open subset of Σ containing y. Put σ ∈ [0,1) to be the inﬁmum of those
τ ∈ (0,1) such that {sy + (1 − s)z: τ  s  1} ⊂ PC , and deﬁne Σ ′ := {sy + (1 − s)z: σ < s < 1}. As
Σ ′ ⊂ ([0, y]I \{y})∩ H˙+I , it follows from (H3) that P−1Σ ′ is a linearly ordered by 	I subset of [[0, x]]I
and that P sends bijectively P−1Σ ′ onto Σ ′ . As P−1Σ ′ is contained in the compact set [0, x]I , there
is ζ := inf P−1Σ ′ . We have
Pζ = P
(
lim
s→σ+ P
−1(sy + (1− s)z))= lim
s→σ+ P
(
P−1
(
sy + (1− s)z))= σ y + (1− σ)z.
Clearly σ = 0, since otherwise, by (H2) both ζ and Pζ would be in ∂H+I , and that contradicts our
choice of σ . Therefore σ = 0 and Pζ = z. 
A map satisfying the hypotheses (H1)–(H3) is referred to as a competitive map (following
Smith [40]). (In fact, in [40] a map is called competitive if it satisﬁes (H1)–(H3) and the property
in Proposition 2.1.) The following results were also proved in [40].
Proposition 2.2. Assume (H1)–(H3). If x, y ∈ H+I and Px <I P y, then x <I y. Moreover, if y ∈ H˙+I , then
x	I y.
Proposition 2.3. Assume (H1)–(H3). If x1, x2 ∈ C and Px1 = y1, Px2 = y2 with y1 < y2 , then [y1, y2] ⊂
P [x1, x2]. Moreover, D P−1(x) 0 for any x ∈ C.
The following proposition describes the fundamental dynamics of the discrete-time competitive
systems.
Proposition 2.4. Let P :C → C be a competitive map satisfying the hypotheses (H1)–(H6). Let B(0) :=
{x ∈ C : α(x) = {0}} and let S be the boundary of B(0) relative to C . Then we have the following conclusions:
(a) There exists a global attractor Γ such that S ⊂ Γ .
(b) Given x ∈ C◦ \ S, there is some y ∈ S such that ‖Pkx− Pk y‖ → 0 as k → ∞, and either Pkx 	 Pk y or
Pkx Pk y for all k ∈ N. The case x ∈ H˙+I \ S is similar.
(c) S is homeomorphic via radial projection to .
(d) Any compact B ⊂ C \ {0} is uniformly attracted to S, that is,ω(B) ⊂ S. Moreover, S is an attractor relative
to Γ and {0} is its dual repeller relative to Γ .
(e) Γ = {0} ∪ {x ∈ C \ {0}: the ray through x emanating from 0 meets S at some z x}.
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[40, Propositions 3.5–3.7]. The proof of (d) and (e) is similar to that of [27, Proposition 1.2]. We omit
it here. 
Let V be the n-dimensional real vector space. The standard cone K , with nonempty interior K ◦ ,
in V is the set of all v in V such that vi  0 for all i ∈ N . For I ⊂ N , we write I := N \ I and
V I := {v ∈ V : v j = 0 for j ∈ I}, KI := K ∩ V I and K˙ I := {v ∈ KI : vi > 0 for i ∈ I}. Further, we write
LI := KI ∪ (−KI ), L˙ I := K˙ I ∪ (−K˙ I ) ∪ {0} and L◦ := K ◦ ∪ (−K ◦) ∪ {0}. For I a singleton {i} we write I
as i.
For A ⊂ Rn , the tangent bundle TRn restricted to A is A × V . The bundle projection is denoted
by π : A × V → A. Assume that A is compact invariant. Then the dynamical system DP is a linear
skew-product dynamical system covering P on the bundle A × V , i.e., for each integer k the mapping DPk
is a vector bundle automorphism such that π ◦ DPk = Pk ◦π .
Assume that A is a C1 submanifold-with-corners. Then A × V is called exponentially separated if
there exist constants c  1, 0< α < 1, and an invariant Whitney sum decomposition A× V =R⊕ T A
with dimR= 1 such that
‖DPk(x)v‖
‖DPk(x)w‖  cα
k
for k ∈ N, x ∈ S , v ∈R(x), w ∈ Tx A, ‖v‖ = ‖w‖ = 1. Moreover, we have
Deﬁnition 2.1. A is called 1-normally attracting, if A × V is exponentially separated and
∥∥DPk(x)v∥∥ cαk for k ∈ N, x ∈ A, v ∈R(x), ‖v‖ = 1.
Both the proofs of our main results and their applications to periodic Kolmogorov competitive sys-
tems require the measure-theoretic methods. Here we review some deﬁnitions and theorems from
ergodic theory. Given a Borel probability measure μ on the carrying simplex S , the support of μ, de-
noted by suppμ, is the smallest closed set whose complement has μ-measure 0. Given a closed set
K ⊂ S , let M(K ) denote the space of Borel probability measures with support in K . A Borel prob-
ability measure μ is called invariant for the map P , provided that μ(B) = μ(P−1B) for every Borel
set B ⊂ S . Given a closed invariant set A ⊂ S , let Minv(A) ⊂ M(A) be the subset of invariant Borel
probability measures supported in K . An invariant measure μ ∈ Minv(A) is called ergodic provided
that μ(B) = 0 or 1 for any invariant Borel set B ⊂ A. Let Merg(A) ⊂ Minv(A) denote the subset
of ergodic invariant measures with support in A. A point x ∈ S is called regular for P if the limit
limk→∞(δx + · · · + δPk−1x)/k =: μx exists in the weak*-topology, is an ergodic invariant measure, and
x ∈ suppμx .
We identify a subbundle B (of dimension k) of the product bundle A × Rm , where A is a closed
subset of S , with a family {B(x)}x∈A of its ﬁbers continuously depending on x ∈ A. (We consider B(x)
to be a linear subspace of Rm rather than a linear subset of {x} × Rm .) We say that a subbundle B is
invariant if A is invariant and DP (x)B(x) = B(Px) and DP−1(x)B(x) = B(P−1x) for any x ∈ A.
Let A ⊂ S be compact invariant and let μ ∈Minv(S) be such that suppμ ⊂ A. Let B be an invari-
ant subbundle of the product bundle A×Rm , of dimension k1. We deﬁne a μ-measurable subbundle E
(of dimension k2) of the subbundle B as a family {E(x)}x∈A of k2-dimensional subspaces of B(x) with
the property that there is a sequence (Al)∞l=1 of compact subsets Al of A such that μ(
⋃∞
l=1 Al) = 1
and the mappings [Al  x → E(x)] are continuous, for each l = 1,2, . . . . A μ-measurable subbundle E
is invariant if DP (x)E(x) = E(Px) and DP−1(x)E(x) = E(P−1x) for μ-a.e. x ∈ A.
Fix a μ ∈Merg(S). We recall Oseledets Multiplicative Ergodic Theorem [25,26]:
Oseledets theorem. Assume that A ⊂ S is compact invariant and that B is an invariant subbundle of A×Rn.
Let μ be an ergodic invariant measure supported on A. Then there exist:
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(b) invariant μ-measurable subbundles El , 1  l  m, of B such that E1(x) ⊕ · · · ⊕ Em(x) = B(x) for μ-
a.e. x ∈ A
having the property that for μ-a.e. x ∈ A and 1 lm, a nonzero v ∈ B(x) belongs to El(x) if and only if
lim
k→±∞
log‖DPk(x)v‖
k
= λl.
Moreover, for each 1  l  m and each  > 0 there are measurable functions α∗l, ,α∗∗l, ,α∗∗∗l, ,α∗∗∗∗l, : A →
(0,∞) such that
α∗l, (x)e
(λl−)k‖v‖ ∥∥DPk(x)v∥∥ α∗∗l, (x)e(λl+)k‖v‖
and
α∗∗∗l, (x)e
−(λl+)k‖v‖ ∥∥DP−k(x)v∥∥ α∗∗∗∗l, (x)e−(λl−)k‖v‖
for μ-a.e. x ∈ A, any v ∈ El(x) and any k ∈ N.
The real numbers λ1 < · · · < λm are called the Lyapunov exponents on the subbundle B for the
measure μ, and we denote L(μ) = {λ1, . . . , λm}. The invariant μ-measurable subbundles El , 1 lm,
are referred to as Oseledets measurable subbundles for the measure μ. The decomposition B =⊕ml=1 El
is called the Oseledets decomposition of B for μ. The dimension of an Oseledets measurable subbundle
is called the multiplicity of the corresponding Lyapunov exponent. A Lyapunov exponent of multiplicity
one is simple. Points x ∈ A for which the subspaces El(x), 1 l m, are deﬁned, are called O-regular
points, and their set is denoted by O .
Let μ be an ergodic invariant measure supported on S . There exists a subset I(μ) of N := {1, . . . ,n}
such that μ( S˙ I(μ)) = 1 and μ( S˙ J ) = 0 for any other J ⊂ N . The bundle S I(μ) × V I(μ) is an invariant
subbundle of S I(μ) × Rn . Consider the Oseledets decompositions of S I(μ) × Rn
S I(μ) × Rn =
⊕
λ∈L(μ)
Eλ,
and of S I(μ) × V I(μ)
S I(μ) × V I(μ) =
⊕
λ∈L˜(μ)
E˜λ
for the measure μ. By the characterization of Lyapunov exponents contained in the Oseledets theo-
rem, elements of L˜(μ) are precisely those Lyapunov exponents on S I(μ) × Rn for μ whose Oseledets
subspaces intersect nontrivially with V I(μ) for μ-a.e. x ∈ S I(μ) .
Deﬁnition 2.2. Elements of L˜(μ) are called internal Lyapunov exponents for μ. The least internal Lya-
punov exponent is called the principal Lyapunov exponent for μ, and is denoted by Λ(μ).
Let j ∈ I(μ). The invariant bundle S I(μ) × V I(μ) is a one-codimensional subbundle of the invariant
bundle S I(μ) × V I(μ)∪{ j} . Consequently, there is precisely one λp ∈L(μ) such that V I(μ)∪{ j} ⊂ V I(μ) +
Ep(x) for μ-a.e. x ∈ S I(μ) . We will call such a λp the external Lyapunov exponent for μ corresponding
to the jth species, and denote it by λ( j) . Thus
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Remark 2.1. Assume that μ ∈ Merg(S) is supported on a p-cycle {x, Px, . . . , P p−1x}, where x ∈ S˙ I(μ) .
Then the Lyapunov exponents for μ are equal to the logarithms of the pth roots of the moduli of
the eigenvalues of DP p(x). The subspace V I(μ) is invariant under DP p(x) and the internal Lyapunov
exponents are precisely the logarithms of the pth roots of the eigenvalues of (DP p(x))I(μ) . As, by
(H3), (DP−p(x))I(μ) has positive entries, it follows from the (Frobenius–)Perron theorem (see, e.g.,
[37]) that the spectral radius of (DP−p(x))I(μ) is a simple positive eigenvalue (the principal eigenvalue)
greater than the moduli of the remaining eigenvalues of (DP−p(x))I(μ) . Consequently, the principal
Lyapunov exponent for μ equals the additive inverse of the logarithm of the pth root of the principal
eigenvalue of (DP−p(x))I(μ) (which explains our terminology).
As the hypothesis (H1) holds, we can use Pesin’s theory. In the sequel we will need the following
fact: Let μ ∈ Merg(S). Then for μ-a.e. x ∈ S , if l ∈ {1, . . . ,m} is such that λl < 0 (resp. λl > 0) then
there exists a C1 embedded disc D tangent at x to
⊕l
j=1 E j(x) (resp.
⊕m
j=l E j(x)) such that ‖Pkx −
Pk y‖ → 0 (resp. ‖P−kx− P−k y‖ → 0) as k → ∞, for all y ∈ D∩C (cf. [33]). Such x are called P-regular
points.
Hereafter, our standing assumption is that all the hypotheses (H1)–(H2), (H3′)–(H4′) and (H5)–(H6)
are satisﬁed.
3. Equivalence of (H7) and (SH)
In the present section, we introduce the following hypothesis:
(SH) There is a constant η > 0 such that for each ergodic invariant Borel probability measure μ
supported on the boundary ∂ S one has Λ(μ) − λ  −η for any external Lyapunov exponent λ
for μ, where Λ(μ) is the principal Lyapunov exponent for μ.
The equivalence of (H7) and (SH) is discussed in this section, which will be useful in the following
sections. Obviously, one can see that (SH) implies (H7). Hence we focus on the fact that (H7) implies
(SH).
We begin with some integral representation of the principal and external Lyapunov exponents of
the ergodic invariant measure μ supported on the boundary ∂ S of S .
For any i ∈ N , deﬁne a continuous function Gi :C → R by the formula
Gi(x) :=
⎧⎨⎩
Pi(x)
xi
if xi = 0,
∂ Pi
∂xi
(x) if xi = 0.
Thus
P (x1, . . . , xn) =
(
x1G1(x), . . . , xnGn(x)
)
, x ∈ C . (3.1)
Lemma 3.1. Let μ be an ergodic invariant measure supported on ∂ S and let λ( j) be an external Lyapunov
exponent for μ. Then
λ( j) =
∫
S I(μ)
logG j dμ,
where G j |S I(μ) : S I(μ) → (0,∞).
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λ( j) = lim
k→∞
1
k
(
log
∣∣det D(Pk∣∣HI(μ)∪{ j})(x)∣∣− log∣∣det D(Pk∣∣HI(μ))(x)∣∣)
for μ-a.e. x ∈ S˙ I(μ) (see, e.g., [25]). Note that DP |HI(μ)∪{ j}(x) has in the decomposition V I(μ)∪{ j} =
V I(μ) ⊕ V { j} the form (
DP |HI(μ) (x) ∗
0 G j(x)
)
.
Since P |HI(μ)∪{ j} and P |HI(μ) (x) are orientation-preserving diffeomorphisms (see [40, Proposi-
tion 3.1(ii)]), det DP |HI(μ)∪{ j}(x) > 0 and det DP |HI(μ) (x) > 0, hence G j(x) > 0, for any x ∈ S˙ I(μ) . There
holds
λ( j) = lim
k→∞
1
k
k−1∑
l=0
logG j
(
Pl(x)
)
for μ-a.e. x ∈ S I(μ) . The Birkhoff ergodic theorem implies that for μ-a.e. x ∈ S I(μ) one has
lim
k→∞
1
k
k−1∑
l=0
logG j
(
Pl(x)
)= ∫
S I(μ)
logG j dμ. 
In the autonomous case the above result was proved in [35, Lemma 5.2].
Lemma 3.2. For ∅ = I ⊂ N, suppose that S I × V I is exponentially separated, i.e., there exist constants c  1,
0< α < 1 and an invariant Whitney sum decomposition S I × V I =RI ⊕ T S I with dimRI = 1 such that
‖DPk(x)v‖
‖DPk(x)w‖  cα
k (3.2)
for k ∈ N, x ∈ S I , v ∈ RI (x), w ∈ TxS I , ‖v‖ = ‖w‖ = 1. Let μ˜ be an ergodic invariant measure supported
on S I . Then
Λ(μ˜) =
∫
S I
Q dμ˜,
where the continuous function Q : S I → R is deﬁned by
Q (x) := log∥∥DP (x)v∥∥.
Proof. Observe that, since the subbundle R is one-dimensional, the function Q is well deﬁned
(and continuous). Denote by λR the (unique) Lyapunov exponent for μ˜ corresponding to the one-
dimensional subbundle RI . We claim that Λ(μ˜) = λR . Indeed, let λ be a Lyapunov exponent for μ˜
corresponding to the subbundle T S I . The set of those x ∈ S I with the property that there is w ∈ TxS I
such that
λ = lim
k→∞
log‖DPk(x)w‖
k
and λR = lim
k→∞
log‖DPk(x)v‖
k
has full μ˜-measure. Take such an x, (3.2) implies that λR  λ + logα, which conﬁrms the claim.
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Λ(μ˜) = lim
k→∞
log‖DPk(x)v‖
k
= lim
k→∞
1
k
k−1∑
l=0
Q
(
Pl(x)
)
.
But the rightmost term is equal, for μ˜-a.e. x ∈ S I , to
∫
S I
Q dμ˜ (by the Birkhoff ergodic theorem). We
have completed the proof. 
In order to prove that (H7) implies (SH), we need to utilize the following proposition, a more
general version (see Remark 5.1(i) following Theorem 5.1) of which will be proved in Section 5.
Proposition 3.1. Assume that (SH) holds. Then S × V is exponentially separated.
Now we are ready to prove the following.
Theorem 3.1. (H7) ⇔ (SH).
Proof. We only consider (H7) implies (SH). Denote by n1 be the maximum positive integer such
that the following statement holds: There is η > 0 such that for each ergodic invariant measure μ with
card I(μ) n1 there holds Λ(μ) − λ−η for any external Lyapunov exponent λ for μ.
Observe that n1  1, because the ergodic invariant measures with card I(μ) = 1 are precisely δui ,
i = 1, . . . ,n, and their Lyapunov exponents are logarithms of the moduli of the eigenvalues of DP (ui).
If n1 = n − 1 we are done. So suppose to the contrary that n1  n − 2. Combined with (H7), this
means that there are: a sequence (μr)∞r=1 of ergodic invariant measures with card I(μr) n1 + 1, and
a sequence (λ( j(r))[r] )∞r=1 of external Lyapunov exponents for μr such that
λ
( j(r))
[r] −
1
r
Λ(μr) < λ( j(r))[r] (3.3)
for each r ∈ N.
It is easy to see that, for suﬃciently large r, card I(μr) = n1 + 1. Otherwise, for some subsequence
(μrs )
∞
s=1 with rs → ∞ as s → ∞, one would have card I(μrs ) n1 for each s ∈ N, which contradicts
the deﬁnition of n1.
By choosing a subsequence and relabeling, if necessary, we can assume that I(μr) = {1, . . . ,n1 +
1} =: I and that j(r) = n1 + 2 for each r ∈ N (we will write simply λ[r] instead of λ(n1+2)[r] ). By again
choosing a subsequence and relabeling we assume that the sequence (μr) converges to some invariant
measure μ (supported on S I ).
Note that for any ergodic invariant measure μˆ supported on ∂ S I we have card I(μˆ)  n1. It fol-
lows from the deﬁnition of n1 that hypothesis (SH) is fulﬁlled for the restriction S I of S to CI . By
Proposition 3.1 applied to S I we have the existence of an invariant Whitney sum decomposition
S I × V I =RI ⊕ T S I satisfying exponentially separated property (3.2).
So for each μr (r ∈ N), by Lemmas 3.1 and 3.2, inequality (3.3) can be written as∫
S I
logGn1+2 dμr −
1
r

∫
S I
Q dμr <
∫
S I
logGn1+2 dμr,
which implies ∫
S
logGn1+2 dμ =
∫
S
Q dμ. (3.4)I I
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[26]), for any continuous real function g on S I one has∫
B
( ∫
S I
g dμx
)
dμ =
∫
S I
g dμ.
By (H7) and Lemmas 3.2 and 3.1, for any x ∈ B there holds∫
S I
Q dμx <
∫
S I
logGn1+2 dμx,
from which it follows that∫
S I
Q dμ =
∫
B
( ∫
S I
Q dμx
)
dμ <
∫
B
( ∫
S I
logGn1+2 dμx
)
dμ =
∫
S I
logGn1+2 dμ, (3.5)
which contradicts (3.4). Thus we obtain n1 = n− 1, which completes the proof. 
4. Necessity in Theorem A: C1 neat embedding implies (H7)
In this section, we shall prove the following.
Theorem 4.1. Suppose that (H7) does not hold. Then S is not a C1 submanifold-with-corners neatly embedded
in C . More precisely, let n1 ∈ N, n1  n− 1, be such that the following holds:
(a) For each μ˜ ∈Merg(S) with card I(μ˜) < n1 , Λ(μ˜) < λ for any external Lyapunov exponent for μ˜.
(b) There is μ ∈ Merg(S) with card I(μ) = n1 such that Λ(μ) λ( j) for some external Lyapunov exponent
λ( j) for μ.
Then S I(μ)∪{ j} is not a C1 submanifold-with-corners neatly embedded in CI(μ)∪{ j} .
We start by introducing some notations. For x ∈ S we denote by C(x) the tangent cone of S at x:
C(x) :=
{
βv: β  0, ∃x(k) ∈ S such that x(k) → x, x
(k) − x
‖x(k) − x‖ → v
}
.
For each x ∈ S the tangent cone C(x) is closed and nonempty. As S is invariant and unordered by 	
(see Theorem 0), one has that C(x) is unordered by 	 and DP (x)C(x) = C(Px), for any x ∈ S .
Fix an invariant ergodic measure μ on S . It is clear that a one-dimensional μ-measurable subbun-
dle Z of S× V can be written as Z(x) = span{z(x)} for μ-a.e. x ∈ S , where z : S → Rn is a measurable
function such that ‖z(x)‖ = 1 for μ-a.e. x ∈ S .
Lemma 4.1. For any one-dimensional invariant μ-measurable subbundle Z of S × V a measurable function
z : S → Rn can be chosen so that either
(i) z(x) ∈ K for μ-a.e. x ∈ S,
or
(ii) z(x) /∈ K for μ-a.e. x ∈ S.
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the ergodicity of the measure μ, either μ(A) = 0 or μ(A) = 1. Assume the ﬁrst case. Consider the
invariant measurable set A′ := S \ A, with μ(A′) = 1, and put, for each k ∈ Z, Ak := {x ∈ A′: z(Pkx) ∈
K ∪(−K )}. It is straightforward that P−1(Ak) = Ak+1, hence μ(Ak) = μ(Ak+1) for each k ∈ Z. By (H3′),
Ak+1 ⊂ Ak . As a consequence, μ(⋂k∈Z Ak) = μ(A0) (say). But ⋂k∈Z Ak = ∅, therefore μ(Ak) = 0 for
each k ∈ Z. The set ⋃k∈Z Ak is clearly invariant and has μ-measure zero, so μ(A′ \⋃k∈Z Ak) = 1.
Observe that for any x ∈ A′ \⋃k∈Z Ak =: A1 one has z(x) /∈ K .
Assume now μ(A) = 1. Put A′′ := {x ∈ A: z(Pkx) ∈ K for all k ∈ Z} and A′′′ := {x ∈ A: z(Pkx) ∈ −K
for all k ∈ Z}. The sets A′′ and A′′′ are measurable, disjoint, and, by (H3′), invariant, with A′′ ∪ A′′′ = A.
The ergodicity of μ implies that either μ(A′′) = 1 (in which case we put A1 := A′′) or μ(A′′′) = 1 (in
which case we put A1 := A′′′ and take −z(x) instead of z(x)). In any case we have z(x) ∈ K for x
belonging to an invariant A1 with full μ-measure. 
Proposition 4.1. Assume that the least Lyapunov exponent λ1 on S × V for some μ is simple. Then a measur-
able function z : S → Rn such that ‖z(x)‖ = 1 and E1(x) = span z(x) for μ-a.e. x ∈ S can be chosen so that
z(x) ∈ K for μ-a.e. x ∈ S.
Proof. By virtue of Lemma 4.1, one has either z(x) ∈ K for μ-a.e. x ∈ S , or z(x) /∈ K for μ-a.e. x ∈ S .
Suppose, by way of contradiction, the second.
Denote T (x) := E2(x) ⊕ · · · ⊕ Em(x), and denote by Π1(x) (resp. Π2(x)) the projections of Rn on
E1(x) (resp. T (x)) along T (x) (resp. E1(x)), for μ-a.e. x ∈ S . Put κ˜(x) > 0 to be the supremum of
those β > 0 such that the cone {v ∈ Rn: ‖Π2(x)v‖  β‖Π1(x)v‖} intersects C only at {0}. Deﬁne a
measurable function κ into (0,1] by κ(x) :=min{1, κ˜(x)}. Denote κ¯ := ∫S κ(x)dμ(x). Obviously κ¯ > 0.
By Birkhoff’s ergodic theorem there is a measurable A ⊂ S with μ(A) = 1 such that for each x ∈ A
lim
k→∞
1
k
k−1∑
l=0
κ
(
P−lx
)= κ¯ .
In particular, for any x ∈ A there are inﬁnitely many k ∈ N such that κ(P−kx) κ¯/2.
From the Oseledets theorem applied to DP−1 it follows that there is a measurable A˜ ⊂ A with
μ( A˜) = 1 and for each  > 0 there are measurable functions α˜1, and α˜2, : A˜ → (0,∞) such that
∥∥DP−k(x)z(x)∥∥ α˜1,(x)e−(λ1+)k, x ∈ A˜, k ∈ N,
and
∥∥DP−k(x)v∥∥ α˜2,(x)e−(λ2−)k‖v‖, x ∈ A˜, v ∈ T (x), k ∈ N.
By taking  > 0 so small that λ1 +  < λ2 −  we obtain
‖Π2(P−kx)DP−k(x)v‖
‖Π1(P−kx)DP−k(x)v‖  α(x)e
−νk ‖Π2(x)v‖
‖Π1(x)v‖ for x ∈ A˜, v /∈ T (x), k ∈ N, (4.1)
where α(x) := α˜2,(x)/α˜1,(x) > 0 and ν := λ2 − λ1 − 2 > 0.
Pick x ∈ A˜. The one-codimensional subspace T (x) cannot contain K , so there is a vector w ∈
K \ T (x). From Eq. (4.1) it follows that
∥∥Π2(P−kx)DP−k(x)w∥∥ (κ¯/2)∥∥Π1(P−kx)DP−k(x)w∥∥
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‖Π2(P−kx)u‖  (κ¯/2)‖Π1(P−kx)u‖} intersects K only at 0 is inﬁnite. Consequently, there is k1 ∈ N
such that DP−k1 (x)w /∈ K , which contradicts hypothesis (H3′). 
Lemma 4.2. For ∅ = I ⊂ N, let x ∈ S˙ I and let v ∈ K \ KI . Then DP−2(x)v ∈ K ◦ .
Proof. Write v = v∗ +αen , where v∗ ∈ KI and α > 0. By the second part of hypothesis (H3′) the vec-
tor u := DP−1(x)en can be written as u∗ +βen , where u∗ ∈ KI \ {0} and β  0. We have further β > 0,
since otherwise u ∈ V I and en /∈ V I . Repeating the above reasoning we obtain that the nonnegative
vector βDP−1(P−1x)en has some of its ﬁrst m coordinates, as well as its nth coordinate, positive. By
the ﬁrst part of hypothesis (H3′), all the ﬁrst m coordinates of the nonnegative vector DP−1(P−1x)u∗
are positive. Consequently, DP−2(x)en has all coordinates positive. By hypothesis (H3′), all the coor-
dinates of DP−2(x)v∗ are nonnegative, which gives the desired result. 
Proof of Theorem 4.1. Let μ be as in the statement of the theorem. We can take away the indices not
belonging to I(μ) ∪ { j}. Further, after possible relabeling we can suppose that:
μ is an ergodic invariant measure with μ( S˙ I ) = 1, where I = {1, . . . ,n− 1},
Λ(μ) λ(n) ,
S is a C1 submanifold-with-corners neatly embedded in C .
Noticing (a) in the statement of Theorem 4.1, an application of Theorem 3.1 and Proposition 3.1 to
S I gives the existence of an invariant Whitney sum decomposition S I × V I = T S I ⊕RI .
As S is a one-codimensional C1 submanifold neatly embedded in C , the subbundle T S|S I is well
deﬁned, invariant, and transverse to S I × V I . Also, T S|S I ∩ (S I × V I ) = T S I .
We claim that there is an (invariant) Whitney sum decomposition
S I × V = T S|S I ⊕RI . (4.2)
Indeed, S I × V = T S|S I + (S I × V I ) = T S|S I + (T S I ⊕ RI ) = (T S|S I + T S I ) + RI = T S|S I + RI . Now,
T S|S I ∩RI = T S|S I ∩ (S I × V I ) ∩RI = (T S|S I ∩ S I × V I ) ∩RI = T S I ∩RI = S I × {0}.
It follows from Proposition 3.1 applied to S I that the unique Lyapunov exponent on RI for μ
equals the least Lyapunov exponent on S I × V I for μ, that is, the principal Lyapunov exponent Λ(μ).
By (4.2), the remaining internal Lyapunov exponents for μ correspond to Lyapunov exponents on
T S I = T S|S I ∩ (S I × V I ).
Case (i). λ(n) < Λ(μ). Then Λ(μ) is, by deﬁnition, less than the remaining internal Lyapunov expo-
nents for μ, hence, by assumption, λ(n) is less than all the n−1 (counted with multiplicities) internal
Lyapunov exponents for μ.
Consequently, λ(n) is simple. Denote by E the one-dimensional Oseledets measurable subbundle
corresponding to the Lyapunov exponent λ(n) on S I × V . By (4.2) and the assumption, E(x) ⊂ TxS for
μ-a.e. x ∈ S I .
Furthermore, as dimE = 1 and, by the deﬁnition of the external Lyapunov exponent, we have
V = V I ⊕ E(x) for μ-a.e. x ∈ S I . Consequently, E(x) ∩ TxS I ⊂ Ex ∩ V I = {0}, which gives that
TxS = TxS I ⊕ E(x)
for μ-a.e. x ∈ S I .
At any x ∈ S˙ I the tangent cone C(x) consists of precisely those vectors in TxS whose nth co-
ordinates are nonnegative. For μ-a.e. x ∈ S˙ I denote by z(x) the normalized vector in E(x) whose
nth coordinate is positive. So we can write E(x) = span{z(x)} for μ-a.e. x ∈ S˙ I . Proposition 4.1
implies that z(x) ∈ K for μ-a.e. x ∈ S˙ I . Now, by Lemma 4.2 one has that DP−2(x)z(x) ∈ K ◦ . But
DP−2(x)z(x) ∈ C(P−2x), which contradicts the non-ordering of the tangent cone.
J. Jiang et al. / J. Differential Equations 246 (2009) 1623–1672 1637Case (ii). λ(n) = Λ(μ). As in the previous case, denote by E the Oseledets measurable subbundle
on S I × V corresponding to the Lyapunov exponent λ(n) = Λ(μ). Since the sum of the multiplicities
of the remaining internal Lyapunov exponents is n − 2, dimE = 2. By the deﬁnition of the exter-
nal Lyapunov exponent, V = V I + E(x) for μ-a.e. x ∈ S I , consequently E(x) and V I are transverse.
Their intersection is a one-dimensional invariant μ-measurable subbundle, so it is equal to RI μ-a.e.
on S I .
Further, as for μ-a.e. x ∈ S I one has dimE(x) = 2, dim TxS = n − 1 and E(x) ⊂ TxS , therefore
dimU(x) = 1, where U(x) := E(x) ∩ TxS . We claim that U(x) ∩RI (x) = {0} for μ-a.e. x ∈ S I . Indeed,
U(x) ∩RI (x) ⊂ E(x) ∩ TxS ∩ V I = E(x) ∩ TxS I and the latter subspace equals {0}, since the Lyapunov
exponents on T S I are precisely the internal Lyapunov exponents for μ except the principal Lyapunov
exponent.
We have thus obtained an invariant measurable decomposition:
E(x) =RI (x) ⊕U(x) for μ-a.e. x ∈ S I .
Any nonzero vector w ∈ U(x) has its nth coordinate nonzero. Indeed, if for some x ∈ S I and some
nonzero w ∈ U(x) the nth coordinate of w were zero then E(x) = span{v(x),w} would be contained
in V I .
We introduce the following measurable family of norms on U : For any x ∈ S I for which E(x) is
deﬁned and any w ∈ U(x) with its nth coordinate nonnegative put
|w|x :=min
{
α  0: w + αv(x) ∈ K}.
It is straightforward that for any w ∈ U(x) with its nth coordinate nonnegative and any β  0 one has
|βw|x = β|w|x . We can therefore extend | · |x to the whole of U(x) as a norm.
For μ-a.e. x ∈ S I denote by w(x) the unique vector in U(x) whose nth coordinate is positive and
whose | · |x-norm equals 1. It is a standard exercise that the assignment [x → w(x)] is measurable.
Consider the linear measurable skew-product dynamical system R on E , given by
R(x,u) = (P−2x, R(x)u),
where
R(x)u := DP
−2(x)u
‖DP−2(x)v(x)‖ , u ∈ E(x).
For k = 1,2, . . . the symbol R(k)(x) denotes R(P−2k+2x) ◦ · · · ◦ R(x).
Obviously ‖R(k)(x)v(x)‖ = 1 for μ-a.e. x ∈ S I and any k = 1,2, . . . .
By assumption,
lim
k→∞
log‖R(k)(x)u‖
−k = limk→∞
log‖DP−2k(x)u‖
−k − limk→∞
log‖DP−2k(x)v(x)‖
−k
= 2(λ(n) − λ(n))= 0 (4.3)
for μ-a.e. x ∈ S I and any nonzero u ∈ E(x).
For those x ∈ S I for which E(x) is deﬁned put
γ (x) := log∣∣R(x)w(x)∣∣P−2x
1638 J. Jiang et al. / J. Differential Equations 246 (2009) 1623–1672and
γ˜ (x) := log∥∥R(x)w(x)∥∥.
By Birkhoff’s ergodic theorem,
lim
k→∞
1
k
k−1∑
i=0
γ
(
P−2i x
)= ∫
S I
γ dμ =: ν (4.4)
and
lim
k→∞
1
k
k−1∑
i=0
γ˜
(
P−2i x
)= ∫
S I
γ˜ dμ =: ν˜ (4.5)
for μ-a.e. x ∈ S I .
We have w(x) + v(x) ∈ K \ {0}. By Lemma 4.2, R(x)w(x) + R(x)v(x) ∈ K ◦ . Since R(x)v(x) is
proportional to v(P−2x), both have their ﬁrst n coordinates positive and ‖R(x)v(x)‖ = 1, one has
R(x)v(x) = v(P−2x). Consequently, R(x)w(x) + v(P−2x) ∈ K ◦ , hence 0 < γ (x) for μ-a.e. x ∈ S I , which
implies ν < 0.
On the other hand, by (4.3), γ˜ (x) = 0 for μ-a.e. x ∈ S I , which implies ν˜ = 0.
To get a contradiction we will show that
ν = ν˜. (4.6)
Let A ⊂ S˙ I be a measurable set with μ(A) = 1 such that E(x) is deﬁned and (4.4) holds for each
x ∈ A.
Since U is a μ-measurable subbundle, we can take a compact X ⊂ S˙ I with μ(X) > 0 such that the
assignment [X  x → U(x)] is continuous. We can ﬁnd M  1 such that
1
M
∣∣w(x)∣∣x  ∥∥w(x)∥∥ M∣∣w(x)∣∣x, x ∈ X . (4.7)
We apply now an idea due to M. Wojtkowski [47]. Let τ : X → N stand for the ﬁrst return time for
P−2 on X . We deﬁne the derived measurable linear skew-product semidynamical system RX on E |X as
{RkX }∞k=0, where
RX (x,u) :=
(
P−2X x, RX (x)u
)
, x ∈ X, u ∈ E(x),
where P−2X x := P−2τ (x)x and RX (x) := R(τ (x))(x). The symbol R(k)X (x) is used in the usual way.
The subbundles RI |X and U |X are invariant under RX .
By [47, Lemma 2.2]
1
k
k−1∑
i=0
γ
(
P−2iX x
)= ν
μ(X)
and
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k
k−1∑
i=0
γ˜
(
P−2iX x
)= ν˜
μ(X)
for μ-a.e. x ∈ X .
By (4.7) we have
γ
(
P−2kX x
)− logM  γ˜ (P−2kX x) γ (P−2kX x)+ logM, k = 0,1,2, . . . ,
for μ-a.e. x ∈ X . It then follows that
ν
μ(X)
= ν˜
μ(X)
,
a contradiction. Thus we have completed the proof. 
5. Suﬃciency in Theorem A
By virtue of Theorem 3.1, in the present section we shall prove that S is a C1 submanifold-
with-corners neatly embedded in C , provided that (SH) is satisﬁed. Furthermore, in order to prove
Theorem B, an alternative assumption is also introduced:
(H7′) For each ergodic invariant Borel probability measure μ supported in the boundary ∂ S , all ex-
ternal Lyapunov exponents for μ are nonnegative.
We will prove that (H7′) also guarantees the C1 neat embedding of S in C .
Theorem 5.1. Assume that either (SH) or (H7′) holds. Then one has
(i) the carrying simplex S is a C1 submanifold-with-corners neatly embedded in C , diffeomorphic to the
standard probability simplex  via radial projection;
(ii) the carrying simplex S is 1-normally attracting;
(iii) T S ∩ (S × K ) = S × {0}. Moreover, for each ∅ = I ⊂ N, x ∈ S ∩ H˙+I , thenR(x) ⊂ {x} × L˙ I .
Remark 5.1. (i) Proposition 3.1 is a direct corollary of Theorem 5.1(ii).
(ii) Theorem A is a direct corollary of Theorems 3.1, 4.1 and 5.1(i).
We break the proof of Theorem 5.1 as several propositions below.
Proposition 5.1. For each i ∈ N, the linearization DP (ui) of P at ui is semisimple and has all eigenvalues
positive. The eigenvalue corresponding to V i is simple and less than 1, and
(i) if (SH) holds then the remaining eigenvalues are strictly greater than the principal one,
(ii) if (H7′) holds then the remaining eigenvalues are not less than 1.
Moreover, the invariant subspace complementary to V i intersects K only at 0.
1640 J. Jiang et al. / J. Differential Equations 246 (2009) 1623–1672Proof. We assume without loss of generality that i = 1. The matrix DP (u1) has the form
DP (u1) =
⎛⎜⎜⎜⎜⎜⎝
a11 a12 a13 · · · a1n
0 a22 0 · · · 0
.
.
.
. . .
. . .
. . .
.
.
.
0 0 · · · an−1,n−1 0
0 0 0 · · · ann
⎞⎟⎟⎟⎟⎟⎠ ,
with a11 = d/dx1(P |H{1})(u1) ∈ (0,1) and a1 j < 0 for all j ∈ N , j = 1, by (H4′). Since the restriction
P (H|{1, j}), for each j = 1, is an orientation-preserving diffeomorphism (cf. [40, Proposition 3.1(ii)]),
one has a jj > 0 for any j ∈ 1.
For case (i), consider μ = δu1 ∈Merg(∂ S). By Remark 2.1 the Lyapunov exponents for μ are equal
to the logarithms of the diagonal entries of DP (u1). Hence, by (SH) there exists η > 0 such that
loga jj  η + loga11 for j = 2, . . . ,n. Consequently a jj > a11 for j = 2, . . . ,n.
For case (ii), it is easy to see from (H7′) that a jj  1 for j = 2, . . . ,n.
In any case, the one-dimensional subspace corresponding to a jj, j ∈ 1, is spanned by w j =
(1,0, . . . ,0,b j,0, . . . ,0) with b j = (a jj − a11)/a1 j < 0.
Suppose that v =∑ j∈1 α j w j ∈ K . Note that b j < 0 ( j ∈ 1), we have α j  0. On the other hand,∑
j∈1 α j  0, which implies v = 0. 
Remark 5.2. If P is weakly persistent in each face, then one can obtain a jj  1 in the proof of Propo-
sition 5.1 as well. Otherwise, a j0 j0 < 1 for some j0 ∈ 1. Then by restricting to P |H+{1, j0} we obtain that
u1 is an attractor in H
+
{1, j0} , which implies that there exists a neighborhood O of u1 in H
+
{1, j0} such
that limk→∞ Pk y = u1 for all y ∈ O. On the other hand, choose some y ∈ O ∩ H˙+{1, j0} . Since P is
weakly persistent in H+{1, j0} , ω(y) ∩ H˙+{1, j0} = ∅, a contradiction.
Hereafter, we shall utilize the techniques of induction on the dimension n. Throughout the remain-
der of this section, we have the
Fundamental Induction Hypothesis. Each n1-dimensional face S I of S with n1  n − 2 is a C1
manifold-with-corners diffeomorphic to I via radial projection and the vector bundle S I × V I has an
invariant Whitney sum decomposition RI ⊕ T S I with dimRI = 1 satisfying the 1-normally attracting
property and
(aI ) for each J ⊃ I , R J |S I =RI and T S J ∩ (S I × V I ) = T S I ;
(bI ) T S I ∩ (S I × KI ) = S I × {0}. Moreover, if x ∈ S˙ I then RI (x) ⊂ {x} × L˙ I .
Proposition 5.2. Assume n 3 and card I  n− 2. Then, given x ∈ S I , one has∑ j /∈I Tx S j = TxSk + TxSl for
any l =m with l,m /∈ I . Moreover, we have
(1) dim
∑
j /∈I Tx S j = n− 1 and K ∩
∑
j /∈I Tx S j = {0};
(2) the vector bundle S I × V has an invariant Whitney sum decomposition RI ⊕∑ j /∈I T S j satisfying the
1-normally attracting property.
On some occasions (for instance, in the statement of Proposition 5.2) we slightly abuse the lan-
guage and say that an invariant Whitney sum decomposition is 1-normally attracting if both inequal-
ities in Theorem A(ii) are satisﬁed.
The proof of Proposition 5.2 is very similar to that of [27] with a minor change from real t to the
integer k. Hence we omit it here. The following proposition is motivated by Mierczyn´ski’s [27], how-
ever, we have to check several conditions in the discrete-time case. So, for the reader’s convenience
we supply a direct proof in our case.
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dimR′ = 1 satisfying the 1-normal attractivity property. Moreover, one has
(i) T ′ ∩ (∂ S × K ) = ∂ S × {0};
(ii) for each ∅ = I  N, R′|S I =RI and T ′ ∩ (S I × V I ) = T S I .
Proof. For n = 2 the proposition follows directly from Proposition 5.1. Now we assume n  3. It is
easy to see from Proposition 5.2 that there is an invariant 1-normally attracting Whitney sum de-
composition of the vector bundle ∂n−3S × V . Deﬁne R′ by the formula R′|S I :=RI . The Fundamental
Induction Hypothesis ensures that R′ is well deﬁned, based on which one obtains the ﬁrst state-
ment of (ii) in this proposition. Furthermore, R′ is an invariant 1-dimensional subbundle of ∂ S × V
satisfying: there are c  1, α ∈ (0,1), such that
∥∥DPk(x)v(x)∥∥ cαk for k ∈ N, x ∈ ∂ S, v(x) ∈R′(x), ∥∥v(x)∥∥= 1. (5.1)
As ∂ S is connected, we recall that there exists an invariant subbundle T ′ complementary to R′
such that (R′,T ′) are exponentially separated if and only if there is β ∈ (0,1) such that for each
μ ∈Merg(∂ S) one has λ1  λ j + logβ , j = 2, . . . ,m, and R′(x) = E1(x) for any x ∈ O (see [27, Propo-
sition A.3]).
By Proposition 5.2 the above property is satisﬁed for all μ ∈ Merg(∂ S) with card I(μ)  n − 2.
Hence assume card I(μ) = n−1. By the Fundamental Induction Hypothesis, S I(μ)×V I(μ) is 1-normally
attracting. Hence the Lyapunov exponents of μ relative to S × V are λ1, λ2, . . . , λm, λ∗ , where λi ,
i = 1, . . . ,m, are the internal Lyapunov exponents with R′(x) = E1(x), ∀x ∈ O , Λ(μ) = λ1  logα and
Λ(μ) = λ1  λi + logα, for i = 2, . . . ,m, and λ∗ is the external Lyapunov exponent for μ. Thus,
Case (i). If hypothesis (SH) holds, then there exists a constant η > 0 such that λ1 = Λ(μ) λ∗ − η.
Choose β :=min {α, e−η} in this case.
Case (ii). If hypothesis (H7′) holds, then it is easy to see that λ1 = Λ(μ) logα  λ∗ + logα. Then
we can choose β := α in this case.
In any case, we ﬁnally obtain a β ∈ (0,1) such that for each μ ∈ Merg(∂ S) one has λ1  λ j +
logβ , j = 2, . . . ,m, and R′(x) = E1(x) for any x ∈ O , and hence, there exists an invariant subbundle
T ′ complementary to R′ such that (R′,T ′) are exponentially separated. Combined with (5.1), one
obtains that (R′,T ′) is 1-normally attracting.
It follows from the uniqueness of the exponential separation (see [27, Lemma A.4]) that the second
statement of (ii) holds.
It remains to prove (i). By Proposition 5.2(1), it suﬃces to show that T ′(x)∩ K = {0} for any x ∈ S˙ i
and i ∈ N . Suppose that there is a point x ∈ S˙ i and a nonzero vector vx ∈ K ∩ T ′(x). Assume ﬁrst that
vx ∈ K ◦ . Then choose wx ∈R′(x) \ {0} so small that vx ± wx ∈ K \ {0}. Without loss of generality, we
can assume that P−kx → y, DP−k(x)(vx+wx)‖DP−k(x)(vx+wx)‖ → u and
DP−k(x)(vx−wx)
‖DP−k(x)(vx−wx)‖ → uˆ as k → +∞. Obviously,
‖u‖ = ‖uˆ‖ = 1 and, by Proposition 2.3, u, uˆ ∈ K . However, since (R′,T ′) is exponentially separated, a
straightforward calculation shows that u = −uˆ, a contradiction.
Hence vx /∈ K ◦ . Now let vx = v1 + v2, where v1 ∈ Ki , v2 = aei . Suppose that a = 0, then
vx ∈ Ki ∩ T ′(x). Note that x ∈ S˙ i , hence by (ii) of this proposition, one has vx ∈ Ki ∩ TxSi , a contradic-
tion to the Fundamental Induction Hypothesis. Hence v2 > 0. If v1 = 0, then by (H3′), DP−k(x)v1 ∈ K˙ i
(k  1). Note that (DP−k(x)v2)i > 0 (k  0), then DP−k(x)vx ∈ K ◦ ∩ T ′(P−kx) (k  1). Now we can
replace vx, x by DP−1(x)vx and P−1x, respectively, in the previous paragraph to deduce the contra-
diction. If v1 = 0, then vx = aei . Since x ∈ S˙ i , it follows from (H3′) that there exists a j = i such that
(DP−1(x)vx) j > 0. Therefore, one can repeat the step above to obtain a contradiction. Thus we have
completed the proof. 
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E ⊂ V be a cone, that is, a closed convex set not containing any straight line and such that u ∈ E
implies αu ∈ E for each nonnegative real number α. The relations E ,<E ,	E on V are deﬁned by
u E v if and only if v − u ∈ E , u <E v if and only if v − u ∈ E \ {0}, and v 	E u if and only if
v − u ∈ Int E , respectively. For 0	E u and 0	E v we deﬁne
M(u, v) := inf{λ 0: u E λv}
and
m(u, v) := inf{θ  0: v E θu}.
The projective pseudometric (see [4]) generated by the cone E is given by
dE (u, v) = log M(u, v)
m(u, v)
.
It is easy to see that dE (u, v) = 0 if and only if u and v are proportional to each other. A useful
property of dE is that for all vectors u E 0, v E 0 and all real numbers α > 0, β > 0, one has
dE (αu, βv) = dE (u, v). Let L : V → V be a positive linear operator (that is, LE ⊂ E). Then
dE (Lu, Lv) τE (L)dE (u, v)
for all u E 0, v E 0, where τE (L)  1 is called the Birkhoff contraction coeﬃcient. If L is strongly
positive, that is, L(E \ {0}) ⊂ Int E , then
τE (L) = tanh diam (LE)
4
< 1, (5.2)
where diam A stands for the diameter in the dE -pseudometric of a set A (see [4]). In the case of
E = K , Hilbert’s projective pseudometric generated by the standard cone K is deﬁned by dK (u, v) =
maxi, j log(
ui v j
u j vi
), where u = (u1,u2, . . . ,un) and v = (v1, v2, . . . , vn) are positive vectors in K . Let
A = (aij) be a positive matrix with aij > 0. Then the Birkhoff contraction coeﬃcient τK of A (see [37])
equals
τK (A) = 1−
√
Ψ (A)
1+ √Ψ (A) ,
where
Ψ (A) = min
i, j,k,l
aika jl
a jkail
.
For simplicity, we omit the subscript K of d and τ when the cone is K .
Proposition 5.4. The vector bundle S × V has an invariant Whitney sum decomposition R ⊕ T with
dimR= 1 satisfying exponential separation property. Moreover, one has:
(i) If x ∈ S◦ thenR(x) ⊂ {x} × L◦ . Moreover, T ∩ (S × K ) = S × {0}.
(ii) For each ∅ = I  N,R|S I =RI and T ∩ (S I × V I ) = T S I .
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It is not diﬃcult to see that the existence of a 1-dimensional invariant subbundle R is equivalent
to the existence of a continuous mapping σ : S → B+ such that
N (DP−1(σ(Px)))= σ(x) (5.3)
for all x ∈ S . Furthermore, suppose that we have found such a σ satisfying (5.3), then by (H3′) and
Proposition 5.3, one has (a) if x ∈ S◦ then σ(x) ∈ K ◦ ∩ B+; and (b) if x ∈ ∂ S then σ(x) ∈ R′(x) ∩ B+ ,
which implies that the ﬁrst statement of both (i) and (ii) hold.
Therefore we focus on proving the existence of σ . To this end, we ﬁrst consider the points on ∂ S .
For x ∈ ∂ S , denote by Π1(x) (resp. Π2(x)) the projection of V on R′(x) along T ′(x) (resp. on T ′(x)
along R′(x)). By the compactness of ∂ S and the fact that K ∩ T ′(x) = {0} for all x ∈ ∂ S , there is some
γ > 0 such that K \ {0} is contained in the interior of K˜ (x) := {v ∈ V : ‖Π2(x)v‖  γ ‖Π1(x)v‖} for
all x ∈ ∂ S . Let K˜ :=⋂x∈∂ S K˜ (x). Then a standard reasoning employing the continuity of the mappings
[∂ S  x → Πi(x)], i = 1,2, and the compactness of ∂ S shows that K \ {0} ⊂ Int K˜ . Set B˜+ := {v ∈ K˜ :
‖v‖ = 1}. Obviously, B+ ⊂ Int B˜+ .
Claim 1. There exists a p ∈ N such that
∥∥N (DP−p(x)v)−N (DP−p(x)w)∥∥< 1
2
‖v − w‖, ∀x ∈ ∂ S, v,w ∈ B˜+. (5.4)
Indeed, consider the projectivization P(∂ S × V ) of the vector bundle ∂ S × V . Let PDP be the
bundle mapping on P(∂ S × V ) induced by the local skew-product discrete ﬂow DP (for deﬁnitions
of the projectivized bundle and the induced bundle mapping, see [36]). Since, by Proposition 5.3,
∂ S × V = R′ ⊕ T ′ satisﬁes the exponential separation property, it follows from [27, Proposition A.2]
or [6, Lemma 3] that the projectivization PR′ of R′ is a repeller for the mapping PDP and PR′(x) ⊂
Int (PK˜ ). As a consequence, there is a p ∈ N such that
PDP−p(x)(PK˜ ) ⊂ Int (PK˜ ) for all x ∈ ∂ S.
Thus, by (5.2), the mappings [∂ S  x → DP−p(x)] restricted to the interior Int K˜ are strict contractions
with respect to Hilbert’s projective pseudometric dK˜ generated by the cone K˜ . Also, by a standard
reasoning their contraction coeﬃcients τK˜  β < 1 uniformly for x ∈ ∂ S:
dK˜
(
DP−pu, DP−p v
)
 βdK˜ (u, v)
for any x ∈ ∂ S and any u, v ∈ Int K˜ . It follows from results of R.D. Nussbaum [31] that there is some
L  1 such that
1
L
dK˜ (u, v) ‖u − v‖ LdK˜ (u, v) for any x ∈ ∂ S and u, v ∈ K˜ .
So, after possibly replacing p with its multiplicity, we obtain that the mappings N (DP−p(x)) are
contractions on B+ with the contraction coeﬃcient less than 1/2 for all x ∈ ∂ S , which is exactly (5.4).
Thus, we have proved Claim 1.
Based on Claim 1, we shall prove the following:
Claim 2. One can choose k0 ∈ N so large that
∥∥N (DP−p(k0+1)2 (x)v)−N (DP−p(k0+1)2 (x)w)∥∥< 1
2
‖v − w‖ (5.5)
for any x ∈ S and any v,w ∈ B+ .
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fying (5.3). We look for such a σ as a ﬁxed point of some mapping. To be more speciﬁc, for any
x ∈ S, v ∈ B+ deﬁne H(x)v := N (DP−1(x)v) and H(k)(x) := H(P−(k−1)x) ◦ · · · ◦ H(x). Denote by
C(S,Rn) := C(S) the Banach space of all continuous mappings from S onto Rn with supremum norm
| · |C(S) . Let C(S, B+) be the closed subset of C(S) consisting of the mappings taking values in B+ .
Now we deﬁne a mapping G on C(S, B+) as
G :C(S, B+)→ C(S, B+); (Gη)(x) :=H(Px)η(Px), ∀x ∈ S.
A continuous mapping σ : S → B+ satisfying (5.3) is just a ﬁxed point of G . For each k ∈ N the
kth iteration Gk of G is given by Gkη(x) = H(k)(Pkx)η(Pkx). From (5.5) it follows that Gq , where
q = p(k0 + 1)2, is a contraction on the complete metric space C(S, B+), with contraction coeﬃcient
< 1/2. By a generalization of the Contraction Mapping Principle there exists a unique ﬁxed point of
the mapping G .
It is easy to see that nonzero vectors H(k)(x)v , for v ∈ B+ if x ∈ S and for v ∈ B˜+ if x ∈ ∂ S , go
in direction toward R as k → ∞. Then [6, Lemma 3] implies that there exists a (P , DP )-invariant
1-codimensional subbundle T such that (R,T ) is exponentially separated for (P , DP ).
It is obvious from the uniqueness of exponential separation that the second statement of (ii) holds.
Further, from the above construction and the invariance of T it follows that the second statement of
(i) is satisﬁed, which completes the proof. So it remains to prove Claim 2. 
Proof of Claim 2. For x ∈ S and v,w ∈ B+ put R := P−p and F(x)v :=N (DR(x)v).
As the mapping [S  x →F(x) ∈ C1(B+, B+)] is continuous and both S and B+ are compact, there
is M  0 such that
∥∥DF(x)v∥∥ M
for all x ∈ S and v ∈ B+ . In order to facilitate further notation we replace M with max(1,M). It
follows that
∥∥F(x)v −F(x)w∥∥ M‖v − w‖ (5.6)
for any x ∈ S and any v,w ∈ B+ .
It follows from (5.4) by simple calculation that ‖F(x)v −F(x)w‖ ‖v − w‖/2 for any x ∈ ∂ S and
v,w ∈ B+ . Consequently, by continuity one can ﬁnd a (relatively) open neighborhood U of ∂ S in S
such that
∥∥F(x)v −F(x)w∥∥ 1
2
‖v − w‖, ∀x ∈ clU , v,w ∈ B+. (5.7)
Observe that, by a reasoning making use of the Birkhoff contraction property of strongly order
preserving linear operators, we have
d
(F(x)v,F(x)w)< d(v,w) (5.8)
for any x ∈ S◦ and any v,w ∈ B+ .
On a compact set contained in S◦ the above estimate can be sharpened. Set V := S \ clU , and
observe that there is 0< κ < 1 such that
d
(F(x)v,F(x)w)< κd(v,w) (5.9)
for any x ∈ cl V and any v,w ∈ B+ .
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1
L
d
(F(x)v,F(x)w) ∥∥F(x)v −F(x)w∥∥ Ld(F(x)v,F(x)w) (5.10)
for any x ∈ cl V ∪ R(cl V ) ∪ R−1(cl V ) and any v,w ∈ B+ .
Fix x ∈ S◦ and put xk := Rkx, where k = 0,1, . . . , (k0 + 1)2, where k0 will be given later. Also,
denote Fk :=F(Rk−1x) ◦ · · · ◦F(x). Let v,w ∈ B+ be generic vectors.
Case 1. At least k0 + 1 from among the points {x0, . . . , x(k0+1)2 } belong to V .
Let l be the ﬁrst index such that xl ∈ V , and let m be the last index such that xm ∈ V .
Subcase 1A. l = 0.
By (5.6), ‖F v − Fw‖  M‖v − w‖. As x ∈ V , (5.10) yields d(F v,Fw)  L‖F v − Fw‖. Conse-
quently, d(F v,Fw)  ML‖v − w‖. As there are at least k0 points in V ∩ {x1, . . . , xm}, we obtain
from (5.9) that
d
(Fmv,Fmw)< κk0d(F v,Fw).
It follows then that
d
(Fmv,Fmw)< MLκk0‖v − w‖.
Subcase 1B. l > 0.
Then x0, . . . , xl−1 ∈ clU . Consequently, by (5.7)
∥∥F l v −F lw∥∥< (1
2
)l
‖v − w‖.
As xl−1 ∈ R−1(V ), (5.10) gives
d
(F l v,F lw) M∥∥F l v −F lw∥∥.
So
d
(F l v,F lw)< L(1
2
)l
‖v − w‖.
By (5.9)
d
(Fmv,Fmw)< κn+1d(F l v,F lw),
from which it follows that
d
(Fmv,Fmw)< L(1
2
)l
κn+1‖v − w‖.
Taking into account Subcases 1A and 1B we get
d
(Fmv,Fmw) MLκk0‖v − w‖.
1646 J. Jiang et al. / J. Differential Equations 246 (2009) 1623–1672As xm−1 ∈ R−1(V ), (5.10) yields ∥∥Fmv −Fmw∥∥< Ld(Fmv,Fmw),
consequently
∥∥Fmv −Fmw∥∥< ML2κk0‖v − w‖.
Subcase 1A′ . m = (k0 + 1)2 .
Then
∥∥F (k0+1)2 v −F (k0+1)2w∥∥< ML2κk0‖v − w‖.
Subcase 1B′ . m < (k0 + 1)2 .
Then by (5.6)
∥∥Fm+1v −Fm+1w∥∥ M∥∥Fmv −Fmw∥∥
and, as xm+1, . . . , x(k0+1)2 are in U , it follows by (5.7) that
∥∥F (k0+1)2 v −F (k0+1)2w∥∥< (1
2
)(k0+1)2−(m+1)∥∥Fm+1v −Fm+1w∥∥.
In Case 1 one ﬁnally gets
∥∥F (k0+1)2 v −F (k0+1)2w∥∥< M2L2κk0‖v − w‖. (5.11)
Case 2. There are fewer than k0 + 1 points in V ∩ {x0, . . . , x(k0+1)2 }.
As a consequence, there are at least k0 consecutive points, say xl, . . . , xm in clU , with m l+k0−1.
Assume that xl−1 (if any) is in V and that xm+1 (if any) is in V .
By (5.7)
∥∥Fmv −Fmw∥∥< (1
2
)k0−1∥∥F l v −F lw∥∥.
Subcase 2A. l = 0.
Then, by (5.7)
∥∥Fmv −Fmw∥∥< (1
2
)k0−1
‖v − w‖.
Subcase 2B. l > 0.
Then (5.8) gives
d
(F l v,F lw)< d(v,w),
and (5.10) gives
∥∥F l v −F lw∥∥ Ld(F l v,F lw).
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∥∥Fmv −Fmw∥∥< L(1
2
)k0−1
d
(F l v,F lw). (5.12)
Subsubcase 2B(i). x0 ∈ clU .
Let j be the least index such that x j ∈ V . Of course, j  l−1, since xl−1 ∈ V . As x0, . . . , x j−1 ∈ clU ,
(5.7) gives
∥∥F j v −F j w∥∥< (1
2
)k−1
‖v − w‖.
Since x j−1 ∈ R−1(cl V ), we have from (5.10)
d
(F j v,F j w) L∥∥F j v −F j w∥∥,
hence
d
(F j v,F j w)< L(1
2
) j−1
‖v − w‖.
Now, (5.8) yields
d
(F l v,F lw)< L(1
2
) j−1
‖v − w‖ < L‖v − w‖.
Subsubcase 2B(ii). x0 ∈ V .
Then, by (5.6)
‖F v −Fw‖ M‖v − w‖.
(5.10) gives us
d(F v,Fw) L‖F v −Fw‖,
so
d(F v,Fw) ML‖v − w‖.
Applying (5.8) we get
d
(F l v,F lw)< ML‖v − w‖.
From (5.12) it follows that
∥∥Fmv −Fmw∥∥ ML2(1
2
)k0−1
‖v − w‖.
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∥∥Fmv −Fmw∥∥ ML2(1
2
)k0−1
‖v − w‖. (5.13)
Subcase 2A′ . m = (k0 + 1)2 .
Then we have
∥∥F (k0+1)2 v −F (k0+1)2w∥∥ ML2(1
2
)k0−1
‖v − w‖.
Subcase 2B′ . m < (k0 + 1)2 .
As xm ∈ R−1(V ), from (5.10) we get
d
(Fm+1v,Fm+1w) L∥∥Fm+1v −Fm+1w∥∥.
Combining the above with (5.6) we obtain
d
(Fm+1v,Fm+1w) ML∥∥Fmv −Fmw∥∥. (5.14)
Subsubcase 2B′(i). x(k0+1)2 ∈ V .
As, by (5.8),
d
(F (k0+1)2 v,F (k0+1)2w) d(Fm+1v,Fm+1w)
and, since x(k0+1)2−1 ∈ R−1(V ), by (5.10),∥∥F (k0+1)2 v −F (k0+1)2w∥∥ Ld(F (k0+1)2 v,F (k0+1)2w),
we thus have, applying (5.14), that
∥∥F (k0+1)2 v −F (k0+1)2w∥∥ ML2∥∥Fmv −Fmw∥∥.
Subsubcase 2B′(ii). x(k0+1)2 ∈ clU .
Take r to be the last index such that xr ∈ V . From (5.8) we have
d
(F r v,F r w) d(Fm+1v,Fm+1w).
As xr−1 ∈ R−1(V ), (5.10) gives ∥∥F r v −F r w∥∥ Ld(F r v,F r w).
Consequently,
∥∥F r v −F r w∥∥ Ld(Fm+1v,Fm+1w),
and, by (5.14),
∥∥F r v −F r w∥∥ ML2∥∥Fmv −Fmw∥∥.
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∥∥F (k0+1)2 v −F (k0+1)2w∥∥< (1
2
)(k0+1)2−r∥∥F r v −F r w∥∥,
so
∥∥F (k0+1)2 v −F (k0+1)2w∥∥< ML2∥∥Fmv −Fmw∥∥.
In both Subcases 2A′ and 2B′ we have
∥∥F (k0+1)2 v −F (k0+1)2w∥∥< ML2∥∥Fmv −Fmw∥∥.
Taking (5.13) into account we obtain
∥∥F (k0+1)2 v −F (k0+1)2w∥∥< M2L4(1
2
)k0−1∥∥Fmv −Fmw∥∥.
It suﬃces now to take k0 ∈N so large that ν :=max(M2L2κk0 ,M2L4( 12 )k0−1) < 1/2 to get that∥∥∥∥ DP−p(k0+1)2 (x)v‖DP−p(k0+1)2 (x)v‖ − DP
−p(k0+1)2 (x)w
‖DP−p(k0+1)2 (x)w‖
∥∥∥∥< 12‖v − w‖
for any x ∈ S and any v,w ∈ B+ . Thus we have proved Claim 2 and obtain (5.5), which completes the
proof. 
In order to prove the 1-normal attractivity in the decomposition of the vector bundle S × V , we
need the following lemma.
Lemma 5.1. Let a vector bundle decomposition S × V = R ⊕ T be as in Proposition 5.4. Assume that for
μ ∈ Merg(S), with suppμ ⊂ C◦ , all the Lyapunov exponents corresponding to T are positive. Then μ is
supported on a p-cycle O (x) := {x, Px, . . . , P px}, and O (x) is an exponential repeller in S (hence is an isolated
invariant set in S).
Proof. By Pesin’s theory, the set of points that are P -regular has full μ-measure. By [26, Theorem 2.3]
the set of recurrent points for (P |S)−1 has full μ-measure. Also, by [26, Theorem 10.1] the set of reg-
ular points for P |S has full μ-measure. Let x ∈ C◦ be a point satisfying all the above requirements.
Then there is a sequence (kl)∞l=0 ⊂ N such that kl → ∞ and P−kl x → x as l → ∞. By Pesin’s the-
ory, there is a C1 immersed (n − 1)-dimensional submanifold D , tangent at x to T (x) and such that
‖P−k y − P−kx‖ → 0 as k → ∞. Since the orthogonal projection of S along the vector (1, . . . ,1) is
Lipschitz continuous with a Lipschitz continuous inverse and D is transverse to (1, . . . ,1), the projec-
tion of D on S along (1, . . . ,1) is a Lipschitz homeomorphism onto its image with a Lipschitz inverse.
Consequently, there is l0 so large that P
−kl0 x = z + κ(1, . . . ,1) for some z ∈ D and some κ ∈ R. Put
p := kl0 . Assume for deﬁniteness that κ  0. We have P−kl (P−px) → P−px as l → ∞. Since P−px z
and ‖P−kl z − P−kl x‖ → 0 as l → ∞, one has P−px  x. But both x and P−px belong to S and S is
unordered, hence x= P−px and x is a periodic point. From now on assume that p is the prime period
of the periodic point x. As x is a regular point and limk→∞(δx + · · · + δP−(k−1)x)/k is easily seen to be
equal to (δx + · · · + δP p−1x)/p, it follows that the latter ergodic invariant measure equals μ. We claim
that D ⊂ S . Just as before we prove that there is η > 0 such that limk→∞ P−kp y = x for any y ∈ S
with ‖y− x‖ < η. From the theory of invariant manifolds (see, e.g., [22]) it follows that for any y with
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backward invariant submanifold D tangent at x to T (x) or the directions of (P−kp y − x)/‖P−kp y − x‖
tend, as k → ∞, to the direction of R(x). But the latter case is impossible, since then one would
have that the distinct points x and P−kp y are related for suﬃciently large k, which contradicts the
unorderedness of S . 
Proposition 5.5. The vector bundle S × V has an invariant Whitney sum decomposition R ⊕ T with
dimR= 1 satisfying the 1-normal attractivity property.
Proof. Because of Proposition 5.4, we only need to prove that there exist c  1, 0< α < 1 such that
∥∥DPk(x)vx∥∥ cαk for k ∈ N, x ∈ S, v ∈R(x), ‖v‖ = 1.
By [25, Theorem 2.3], this is equivalent to proving that there is a positive number ρ > 0 such that
for each μ ∈Merg(S), its Lyapunov exponent corresponding to R is not larger than −ρ . In fact, since
this Lyapunov exponent is internal (by Proposition 5.4(i)) and, by exponential separation, is smaller
than the remaining Lyapunov exponents, it is equal to the principal Lyapunov exponent Λ(μ) for μ.
Let μ ∈ Merg(S) be not supported on a cycle. From Lemma 5.1 it follows that there is a nonpos-
itive Lyapunov exponent for μ on T , which gives by exponential separation that Λ(μ)  logα. We
claim that there is ξ > 0 such that for any μ ∈ Merg(S) supported on a cycle its principal Lyapunov
exponent Λ(μ) < −ξ . Suppose to the contrary that there is a sequence {μl} of ergodic measures with
suppμl =: Dl being cycles such that their principal Lyapunov exponents Λ(μl) converge to 0. From
the exponential separation it follows that for l ∈ N suﬃciently large all the Lyapunov exponents of μl
on T must be − logα/2. As the family of all nonempty compact subsets of a compact metric space
forms a compact metric space with respect to the Hausdorff distance, one can ﬁnd a subsequence (de-
noted again by {Dl}) converging to some nonempty compact D . The set D is clearly invariant. Suppose
that there is a μ ∈ Merg(D) such that all its Lyapunov exponents on T are positive. By Lemma 5.1,
suppμ is a cycle D ′ being an isolated invariant set in S , hence there is k0 such that Dl = D ′ = D for
all l  l0. But as the principal Lyapunov exponents of μl converge to 0, one must have that the prin-
cipal Lyapunov exponent of the unique invariant measure supported on the cycle D ′ is zero, which
contradicts hypothesis (H5). Consequently, for each μ ∈Merg(D) there is a nonpositive Lyapunov ex-
ponent on T , from which it follows by exponential separation that for each μ ∈Merg(D) its principal
Lyapunov exponent Λ(μ) logα. By [25, Theorem 2.3], there are M˜  1 and 0< α˜ < 1 such that
∥∥DPk(x)v∥∥ M˜α˜k‖v‖
for any x ∈ D , v ∈R(x). Take k1 so large that M˜α˜k1 < 1/2. By continuity, one can ﬁnd a neighborhood
U of D in S such that
∥∥DPk1 (x)v∥∥ 1
2
‖v‖
for all x ∈ U , v ∈ R(x). Now, let l1 be so large that Dl ⊂ U for l  l1. From this it follows that the
principal Lyapunov exponents Λ(μl) < − log2/k1 for all l  l1, which contradicts our choice of the
sequence {μl}. Thus we have proved the claim. Now by choosing ρ =min(ξ,− logα) > 0 we complete
the proof. 
Proof of Theorem 5.1. Since we have obtained Propositions 2.4 and 5.5, the proof of Theorem 5.1 is
very similar to the contents of [27, Section 3] with a minor change from real t to the integer k. We
only provide the sketch of the proof here.
As the vector bundle decomposition S × V = R⊕ T is 1-normally attracting, it follows from [13,
Theorem 1] that there exists a forward invariant lamination D on a neighborhood U of S in C . In
particular, Dx is linearly ordered by 	I , provided x ∈ S I .
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ous. For k ∈ N, let k := Pk and Rk : → C denote the inverse of the radial projection of k onto .
Then Rk (k ∈ N) is a C1 neat embedding of the manifold-with-corners . Denote by R : → C the
inverse of the radial projection of S onto . Then, by Proposition 2.4, the sequence {Rk} tends to R
in the uniform C0 topology.
For y ∈ k denote H(y) := T yk . If we can prove that the directions of H(Rkz) converge to the
direction of T (Rz) as k → ∞, uniformly in z ∈ . Then {Rk} is a Cauchy sequence in the uniform
C1 topology, and its limit, R is of class C1, with tangent space at x ∈ S equal to T (x). Therefore, it
suﬃces to show the fact that the directions of H(Rkz) converge to the direction of T (Rz) as k → ∞,
uniformly in z ∈ . The proof of this is almost the same as its counterpart in [27, Section 3] with a
minor change, so we omit it here. 
6. Proofs of Theorems B and C
Proof of Theorem B. By virtue of Theorem 5.1, we only need to show that weak persistence implies
the hypothesis (H7′).
First note that, for every μ ∈Merg(∂ S) with I(μ) = {i}, by hypothesis (H4), μ is supported by the
ﬁxed point ui . Then it follows from Remark 5.2 that its external Lyapunov exponents are nonnegative.
Now suppose that (H7′) does not hold. Then there exists an index set I ⊂ N , I = ∅, card I =m 2,
such that the following two properties hold:
Then there exists an index set I ⊂ N , card I  2, such that the following two properties hold:
(i) for each μ ∈Merg(∂ S) with I(μ)  I , all its external Lyapunov exponents are nonnegative;
(ii) there exist ν ∈ Merg(∂ S) with I(ν) = I and an index j /∈ I such that its corresponding external
Lyapunov exponent λ( j) < 0.
Since every face of C is invariant, we set J := I ∪ { j} and restrict our attention to the invariant
subbundle S J × V J . It is clear that ν ∈ Merg(S J ). By applying Pesin’s theory to Pˆ := P |H J , one can
choose a P -regular point x ∈ S˙ I and deﬁne the linear subspace L of V J as L :=⊕ki=1(Ei(x) ∩ V J ),
where λ1 < · · · < λk < 0 and λk+1  0. Then there is a C1 immerse disc D ⊂ V J tangent at x to
L, such that for any y ∈ D ∩ C , ‖ Pˆ kx − Pˆ k y‖ → 0 as k → ∞. By (i), we can apply Propositions 5.3
and 5.5 in this case on S I to obtain that the principal Lyapunov exponent Λ(ν) < 0. Note also that
λ( j) < 0, so dim D  2 and D is not contained in HI . As a consequence, D intersects H+I transversely
in H J at x and the intersection D ∩ H+I is a C1 manifold of dimension  1. Denote D ′ := D ∩ H+J . We
follow the technique in [27, p. 396]. Making D smaller, if necessary, we have D ′ ∼= (D ′ ∩H+I )×[0,1] ∼=
(D ′ ∩ S I ) × [−1,1] × [0,1]. Here ∼= indicates homeomorphism. Since the C1 disc D ′ is tangent at x
to a subspace containing the principal ﬁber (generated by Λ(μ)), one can ﬁnd x1, x2 ∈ D ′ ∩ H+I with
x1 	I x	I x2. Now choose a smaller neighborhood U of D ′ ∩ S I in D ′ such that x1, x2 ∈ D ′′ := D ′ \U ∼=
a disc. So, x1 ∈ D ′′ ∩ S− = ∅, x2 ∈ D ′′ ∩ S+ = ∅. Since D ′′ ∩ S− and D ′′ ∩ S+ are two relatively open
sets in D ′′ and since D ′′ is connected, so D ′′ ∩ S = ∅. By construction, D ′′ ∩ S I = ∅, hence there exists
a y ∈ D ′′ ∩ S˙ J such that ‖Pk y − Pkx‖ = ‖ Pˆ k y − Pˆ kx‖ → 0 as k → ∞. Recall that x ∈ S˙ I ⊂ ∂ S J , which
contradicts the weak persistence in the face H+J . We have completed the proof of Theorem B. 
Proof of Theorem C. Theorem C is actually a direct corollary of Theorem A and the results by
M. Benaïm [3]. For the reader’s convenience, we supply the indication of the proof. Theorem A as-
serts that the tangent bundle C × V restricted to S has an invariant Whitney sum decomposition
R ⊕ T S which is exponentially separated, and for each μ ∈ Merg(S), the principal Lyapunov expo-
nent Λ(μ) logα < 0 is the exponential growth rate of a vector from R, while any of the remaining
Lyapunov exponents is the exponential growth rate of a vector tangent to S . Combined with (1.2), this
assertion gives, with the help of [3, Proposition 3.3] (originating in Schreiber [34]), the existence of
constants c  1, α,β ∈ (0,1), such that
∥∥DPk(x)v∥∥ cαk‖v‖ for k ∈ N, x ∈ S, v ∈R(x),
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‖DPk(x)v‖
‖DPk(x)w‖r  cβ
k ‖v‖
‖w‖ for k ∈ N, x ∈ S, v ∈R(x), w ∈ TxS \ {0}.
Now the remainder of the proof is to make use of the Cr-section theorem of Hirsch, Pugh and Shub
[22], as in the proof of [3, Theorem 3.4]. 
7. Periodic competitive Kolmogorov systems
In this section we focus on the periodic competitive Kolmogorov system (1.1). We write ϕ(t, s, x0)
for the solution map of (1.1), that is, ϕ(·, s, x0) is the unique solution of (1.1) satisfying x(s) = x0. For
∅ = I ⊂ N we will denote by (1.1)I the restriction of (1.1) to the face CI .
We will assume without further mention that the domain of ϕ(t, s, x0) includes [s,∞).
Let P be the Poincaré map associated with the system (1.1), that is,
P (x) := ϕ(2π,0, x)
for x ∈ C . It is known that P is a C2-diffeomorphism onto PC which is orientation preserving. In
order that the Poincaré map P satisﬁes the hypotheses (H1)–(H6), following Wang and Jiang [46], we
make several assumptions (I)–(III) (see also [21]):
(I) f is periodic in t of normalized period 2π , i.e.,
f (t + 2π, x) = f (t, x).
(II) For each i ∈ N consider the ith one-dimensional subsystem
x˙i = xi f i
(
t, (0, . . . , xi, . . . ,0)
)
. (1.1)i
Then there is a unique nontrivial 2π -periodic solution uˆi(·) of (1.1)i which is hyperbolic and
attracting. Hence every nontrivial solution of (1.1)i is attracted to this 2π -periodic solution.
(III)
∂ f i
∂x j
(t, x) < 0 for all (t, x) ∈ R × C and 1 i, j  n.
Actually, the following two propositions will show that the assumptions (I)–(III) imply (H3′) and
(H4′) as well.
Proposition 7.1. Let P :C → C be the Poincaré map associated with system (1.1). Assume that hypotheses
(I)–(III) hold. Then (H3′) holds.
Proof. Take ∅ = I ⊂ N and x ∈ H˙+I . For any v ∈ KI \ {0}, we claim that there exist t0 ∈ (0,2π) and
i ∈ I such that (Dϕ(−t0,0, Px)v)i > 0. Otherwise, one has (Dϕ(−t,0, Px)v)i = 0 for all t ∈ [0,2π)
and i ∈ I . By continuity, (DP (x)−1v)i = (Dϕ(−2π,0, Px)v)i = 0 for all i ∈ I .
On the other hand, since v ∈ KI \ {0}, there is a j0 /∈ I such that v j0 > 0. For such a j0, it follows
from hypothesis (III) that for each i0 ∈ I one has ∂ f i0∂x < 0. Then we havej0
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DP (x)−1v
)
i0
= (DP−1(Px)v)i0 = (Dϕ(−2π,0, Px)v)i0
= −
2π∫
0
n∑
l=1
∂ Fi0 (−t,ϕ(−t,0, Px))
∂xl
· (Dϕ(−t,0, Px)v)l dt
= −
2π∫
0
∑
l/∈I
∂ Fi0 (−t,ϕ(−t,0, Px))
∂xl
· (Dϕ(−t,0, Px)v)l dt.
Note that
∂ Fi0 (t,ϕ(t,0, Px))
∂xl
= (ϕ(t,0, Px))i0 · ∂ f i0 (t,ϕ(t,0, Px))∂xl for l = i0.
Then, by (III),
(
DP (x)−1v
)
i0
−
2π∫
0
(
ϕ(t,0, Px)
)
i0
∂ f i0(t,ϕ(t,0, Px))
∂x j0
(
Dϕ(−t,0, Px)v) j0 dt > 0,
a contradiction. Thus we have proved the claim. For t0 ∈ (0,2π) and i ∈ I obtained in the claim, one
has
(
DP (x)−1v
)
i =
(
Dϕ(−2π,0, Px)v)i
= (Dϕ(−2π,−t0,ϕ(−t0,0, Px)) ◦ Dϕ(−t0,0, Px)v)i .
Since Px ∈ H˙+I , [41, Theorem D] implies that the Jacobian matrix Dϕ(−2π,−t0,ϕ(−t0,0, Px)) is
nonnegative and its submatrix
(
Dϕ
(−2π,−t0,ϕ(−t0,0, Px)))I×I
is positive, which implies that (DP (x)−1v)i > 0 Thus we have proved (H3′). 
Proposition 7.2. Let P :C → C be the Poincaré map associated with system (1.1). Assume that hypotheses
(I)–(III) hold. Then (H4′) holds.
Proof. For each i ∈ N , let ui := uˆi(0). Then ui attracts all orbits with nontrivial initial conditions in Hi .
Without loss of generality, we assume i = 1. Given any j = 1, we focus on the system (1.1) restricted
to the two-dimensional face H+I , where I = {1, j}. Let ϕ I be the restriction of the solution map ϕ
to H+I . Then it is easy to see that the Jacobian Dϕ I (t,0, (u1,0)) can be represented as
( a(t) b(t)
0 c(t)
)
with
a(t) > 0, c(t) > 0 and ∂ P1
∂xi
(u1) = b(2π). Let A(t) = uˆ1(t) ∂ f1∂x1 (t, uˆ1(t),0, . . . ,0) + f1(t, (uˆ1(t),0, . . . ,0)),
B(t) = uˆ1(t) ∂ f1∂x j (t, uˆ1(t),0, . . . ,0). Then b(·) is the solution of the initial value problem⎧⎨⎩
db
dt
= A(t)b + c(t)B(t),
b(0) = 0.
By (II) and (III), B(t) < 0, which implies that b(t) < 0 for each t > 0. Hence ∂ P1
∂x j
(u1) = b(2π) < 0. We
have completed the proof. 
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μ( S˙ I(μ)) = 1. Then we have the following.
Proposition 7.3. Assume that hypotheses (I)–(III) hold. Then (H7′) holds if and only if for everyμ ∈Merg(∂ S),
∫
∂ S
2π∫
0
f j
(
t,ϕ(t,0, x)
)
dt dμ(x) 0 for all j /∈ I(μ). (7.1)
Proof. It suﬃces to prove that for any j /∈ I(μ) the left-hand side of the formula (7.1) equals the
external Lyapunov exponent λ( j) of the Poincaré map P for μ. As a matter of fact, by Lemma 3.1,
λ( j) = ∫
∂ S logG j dμ, where G j(x) = ∂ P j∂x j (x). But
∂ P j
∂x j
(x) = exp
( 2π∫
0
f j
(
t,ϕ(t,0, x)
)
dt
)
,
which gives the desired result. 
In order to provide easily amenable conditions guaranteeing (H7′), we need the following lemma.
Lemma 7.1. Assume that hypotheses (I)–(III) hold. Let ϕ(t,0, x) be a bounded solution of (1.1), i.e.,
supi∈N supt∈R ϕi(t,0, x) < ∞. Then ϕi(t,0, x) uˆi(t) for all t  0 and i ∈ N.
Proof. Let ϕ(t,0, x) be a bounded solution of (1.1). We claim that x ∈ Γ . Indeed, if x /∈ Γ then either
‖P−kx‖ → ∞ as k → ∞, or x does not have a full backward orbit, both meaning that ϕ(t,0, x) is not
a bounded solution, a contradiction. Therefore, by [40, Proposition 3.5], one has x (u1, . . . ,un). Fix
any i ∈ N . We deduce from (III) that
d
dt
ϕi(t,0, x) = ϕi(t,0, x) f i
(
t,ϕ(t,0, x)
)
 ϕi(t,0, x) f i
(
t,
(
0, . . . ,0,ϕi(t,0, x), . . . ,0
))
.
Hence ϕi(t,0, x) is a subsolution of the ith logistic equation (1.1)i . Note that ϕi(0,0, x) = xi . Then
ϕi(t,0, x) yi(t) for all t  0 on the maximal existence interval of yi(·), where yi(·) is the solution
of (1.1)i with initial value yi(0) = xi  ui . By [32, Theorem 1.1], we have that yi(·) is deﬁned on the
whole of R and yi(t) uˆi(t) for all t ∈ R, which implies that ϕi(t,0, x) uˆi(t) for all t  0. 
Corollary 7.1. Assume that hypotheses (I)–(II) hold. Assume also that for each i ∈ N,
2π∫
0
f i
(
t,
(
uˆ1(t), . . . , uˆi−1(t),0, uˆi+1(t), . . . , uˆn(t)
))
dt  0. (7.2)
Then (H7′) holds.
Proof. Let μ ∈ Merg(∂ S). Without loss of generality, we assume I(μ) = {1, . . . ,m}. Let x ∈ suppμ.
As suppμ ⊂ S I(μ) ∩ Γ , by Lemma 7.1 applied to (1.1)I(μ) we have ϕl(t,0, x)  uˆl(t) for all t  0 and
l ∈ I(μ). Hypothesis (III) implies that for any j /∈ I(μ)
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(
t,ϕ(t,0, x)
)
 f j
(
t,
(
uˆ1(t), . . . , uˆm(t),0, . . . ,0
))
 f j
(
t,
(
uˆ1(t), . . . , uˆ j−1(t),0, uˆ j+1(t), . . . , uˆn(t)
))
,
which implies, by (7.2), that
∫ 2π
0 f j(t,ϕ(t,0, x))dt  0 for all j /∈ I(μ) and x ∈ suppμ. Hence (7.1)
holds, which implies that (H7′) holds. 
Remark 7.1. Corollary 7.1 is motivated by the results by Zanolin [48] and Zhao [50] on the time-
periodic Kolmogorov competitive systems.
Now, by Theorem 0, Propositions 7.1–7.3 and Corollary 7.1, there exists a carrying simplex S (see
also for the similar conditions in [38] that guarantee the existence of S for nonautonomous/random
competitive Kolmogorov systems).
Moreover, based on Theorem A, we obtain the following theorem on the smoothness of S , which
generalizes the results in [28].
Theorem 7.1. Let P :C → C be the Poincaré map associated with system (1.1). Assume that hypotheses (I)–(III)
hold. Assume also that for every μ ∈Merg(∂ S), (7.1) holds. Then
(i) the carrying simplex S is a C1 submanifold-with-corners neatly embedded in C , diffeomorphic to the
standard probability simplex  via radial projection;
(ii) the carrying simplex S is 1-normally attracting.
In particular, (7.1) is satisﬁed if (7.2) holds for each i ∈ N.
In Theorem B we have proved that the weak persistence of each face implies (H7′), i.e., (7.1) in the
time-periodic case. The converse does not hold in general. However, if we strengthen (7.1) slightly, we
can even obtain the uniform persistence in each face in our case. In order to show this, we recall the
representation (3.1) of P :
P (x1, . . . , xn) =
(
x1G1(x), . . . , xnGn(x)
)
for x ∈ C . (7.3)
Recall that given any x ∈ C with xi = 0,
Gi(x) = exp
( 2π∫
0
f i
(
t,ϕ(t,0, x)
)
dt
)
. (7.4)
Therefore Gi(x) > 0 for each x ∈ C and i ∈ N . Furthermore, we denote by (7.3)I the restriction to H+I
of the continuous mapping (7.3).
Let M ⊂ C be a compact invariant set. A ﬁnite collection {M1, . . . ,Ml} of compact invariant subsets
of M is called a Morse decomposition if the Mi are pairwise disjoint and for each x ∈ M \⋃li=1 Mi there
are i = i(x) < j = j(x) with ω(x) ∈ Mi and α(x) ∈ M j (cf. [14] or [23]).
The next lemma is a straightforward adaptation of two theorems due to Garay and Hofbauer [15,
Theorems 6.4 and 6.5]. The corresponding analog for the autonomous Kolmogorov systems can be
found in [35].
Lemma 7.2. (Adapted from [15].) Let {M1, . . . ,Ml} be a Morse decomposition on Γ ∩ ∂C for the dissipative
mapping (7.3) such that for each Mk,
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μ∈Minv(Mk)
max
1in
∫
logGi dμ > 0.
Then P is uniformly persistent.
Proposition 7.4. Assume that hypotheses (I)–(III) hold. Then
(i) if P is weakly persistent in each face of C , then (7.1) holds;
(ii) if for every μ ∈Merg(∂ S),
∫
∂ S
2π∫
0
f j
(
t,ϕ(t,0, x)
)
dt dμ(x) > 0 for all j /∈ I(μ), (7.1′)
then P is uniformly persistent in each face of C .
Proof. (i) is deduced directly from Theorem B and Proposition 7.3. We focus on the proof of (ii)
and proceed inductively on the dimension n. The case n = 1 is obvious by (II). Now our induction
hypothesis is that Proposition 7.4 holds for all dimensions less than or equal to n − 1, which implies
that (7.3)I is uniformly persistent for every nonempty proper subset I of N . Hence, for each ∅ = I  N ,
∂ S I is the repeller relative to S I . Let E I be the dual attractor of ∂ S I relative to S I . Then, as in the
proof of [30, Proposition 3.1] we can obtain that {E I }∅=IN is a Morse decomposition for ∂ S .
For each E I and j /∈ I , by (7.1′), we have
∫
E I
∫ 2π
0 f j(t,ϕ(t,0, x))dt dμ(x) > 0 for any μ ∈Merg(E I ).
Note that x ∈ E I and j /∈ I , then x j = 0, and hence, it follows from (7.4) that
∫
E I
logG j dμ > 0. The
ergodic decomposition theorem implies that
∫
E I
logG j dμ > 0 for any μ ∈ Minv(E I ) and j /∈ I . It
follows from the weak*-compactness of Minv(E I ) that
min
μ∈Minv(E I )
max
1 jn
∫
E I
logG j dμ > 0.
Then we deduce from Lemma 7.2 that the mapping (7.3) is uniformly persistent. We have completed
the proof. 
It should be noted that conditions for some strengthening of the concept of permanence in each
face were given recently for nonautonomous Lotka–Volterra systems in [1].
In the rest of the section, we shall provide suﬃcient conditions for the carrying simplex S of the
Poincaré map to be Cr (r > 1).
We ﬁrst need to introduce some notations (inspired by Benaïm [3]). Recall that, by the deﬁnitions
before Proposition 5.4, for any positive matrix A we have an explicit expression of its Birkhoff’s con-
traction coeﬃcient τ (A). Let K ⊂ Rm be a compact invariant set with respect to a smooth, strongly
monotone map T . We deﬁne the Birkhoff’s contraction coeﬃcient of T on K as
τ (T , K ) = sup
x∈K
τ
(
DT (x)
)
.
We also use the notation
‖DT |K‖ = sup
x∈K
∥∥DT (x)∥∥,
where ‖DT (x)‖ denotes the operator norm associated with the norm ‖ · ‖ on Rm .
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with 1  card I  n. For x ∈ E I and t ∈ [0,2π ], we denote by ζI (t, x) the largest eigenvalue of
the symmetrization of the matrix −DF I (t,ϕ(−t,0, x)), where DF I := (∂ Fi/∂x j)(i, j)∈I×I . Put ζI :=
sup{ζI (t, x): t ∈ [0,2π ], x ∈ E I }. Further, dI (t, x) stands for the square root of
min
i = j
i, j∈I
∂ Fi
∂x j
(
t,ϕ(−t,0, x)) ∂ F j
∂xi
(
t,ϕ(−t,0, x)).
Put dI := inf{dI (t, x): t ∈ [0,2π ], x ∈ E I }. In particular, we omit the subscript I when I = N .
We say that (1.1) fulﬁlls (Ar) (r > 1) if, for each I with 1 card I  n, any one of the conditions holds:
(A1r) (r − 1) sup{‖DF I (t,ϕ(−t,0, x))‖: t ∈ [0,2π ], x ∈ E I } < 2rdI .
(A2r) (r − 1)ζI < 2rdI .
Theorem 7.2. Let P :C → C be the Poincaré map associated with system (1.1). Assume that hypotheses (I)–(III)
hold. Assume also that:
(i) the derivatives of f i in x j up to order r are continuous on R × C, for any i = 1,2, . . . ,n,
(ii) (7.1′) holds, i.e., for every μ ∈Merg(∂ S),
∫
∂ S
2π∫
0
f j
(
t,ϕ(t,0, x)
)
dt dμ(x) > 0 for all j /∈ I(μ),
(iii) (1.1) fulﬁlls (Ar).
Then the carrying simplex S is a Cr (r > 1) submanifold-with-corners neatly embedded in C .
In order to prove Theorem 7.2, the following lemma is needed.
Lemma 7.3. Let all the assumptions in Theorem 7.2 hold. Then for each I ⊂ {1, . . . ,n}, there exists an ηI > 0
such that
Λ∗1(μ) − rΛ∗2(μ) < −ηI
for any μ ∈ Merg(S) with suppμ ⊂ E I . Here Λ∗1(μ) [resp. Λ∗2(μ)] stands for the smallest [resp. second
smallest] internal Lyapunov exponent for μ.
Proof. For each nonempty I ⊂ {1, . . . ,n}, deﬁne the mapping P I : H+I → H+I as [xI → P (xI ,0)|H+I ].
By the results contained in Sections 3 and 4 of Benaïm [3], it suﬃces to show that τ (P−1I , E I )r ·
‖DP−1I |E I ‖r−1 < 1 for each nonempty I .
Without loss of generality, we assume that I = N . In order to facilitate further notation, we write
Q = P−1. Denote by ψ(t, s, x) the solution map of
x˙i = −Fi(−t, x), xi  0, 1 i  n. (7.5)
Then, ψ(t, s, x) = ϕ(−t, s, x) and Q = ψ(2π,0, ·). Denote by Dψ(t, s, x) the derivative of ψ
with respect to the x-variables. The matrix Dψ(t, s, x) satisﬁes the variational equation dA/dt =
−DF (−t,ψ(t, s, x))A with initial value A(s) = Id.
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Ii(x) := Dψ
(
2(i + 1)π
k
,
2iπ
k
,ψ
(
2π
k
,
2iπ
k
, x
))
.
Obviously Dψ(2π,0, x) = Ik−1(x) · · · I0(x). The following estimate holds:
Ii(x) = Id+ 2π
k
(
−DF
(
−2iπ
k
,ψ
(
2iπ
k
,0, x
)))
+ o
(
1
k
)
.
Then it follows that
Ψ
(
Ii(x)
)∼ (2π
k
)2
min
i = j
∂ Fi
∂x j
(
−2iπ
k
,ψ
(
2iπ
k
,0, x
))
· ∂ F j
∂xi
(
−2iπ
k
,ψ
(
2iπ
k
,0, x
))
,
where f (k) ∼ g(k) means limk→∞ f (k)/g(k) = 1.
Thus, given any ε ∈ (0,1), there exists k0 ∈ N such that k > k0 implies that √Ψ (Ii(x)) 2πk d(1−ε)
for any i = 0,1, . . . ,k − 1. Therefore,
τ
(
DP−1(x)
)= τ (DQ (x))= τ (Dψ(2π,0, x))

k−1∏
i=0
τ
(
Ii(x)
)= k−1∏
i=0
1− √Ψ (Ii(x))
1+ √Ψ (Ii(x))

k−1∏
i=0
1− 2πk d(1− ε)
1+ 2πk d(1− ε)

(
1− 4π
k
d(1− ε)
)k
.
Thus,
(
τ
(
DP−1(x)
))r  1− 4π
k
d(1− ε) · kr + o
(
1
k
)
 1− 4πdr(1− ε) + o
(
1
k
)
.
On the other hand,
∥∥DP−1(x)∥∥r−1  k−1∏
i=0
∥∥Ii(x)∥∥r−1  (1+ 2π
k
M + o
(
1
k
))(r−1)k
= 1+ 2π(r − 1)M + o
(
1
k
)
,
where M := sup{‖ − DF I (−t,ϕ(−t,0, x))‖: t ∈ [0,2π ], x ∈ E I }. It is easy to see from the periodicity
of F that M = sup{‖DF I (t,ϕ(−t,0, x))‖: t ∈ [0,2π ], x ∈ E I }. Since ε can be chosen arbitrary small, it
is now immediate to verify that condition (A1r) implies that τB(P−1, E)r · ‖DP−1|E‖r−1 < 1.
The fact that (A2r) implies τB(P−1, E)r · ‖DP−1|E‖r−1 < 1 is based on the following estimate. Let
〈·,·〉 stand for the standard inner product in Rn . Let u ∈ Rn with ‖u‖ = 1. For each i = 0,1, . . . ,k − 1
denote J i(t, x) := Dψ(t, 2iπk ,ψ( 2iπk ,0, x)). Notice that J i( 2(i+1)πk , x) = Ii(x). Then,
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= 2〈 J i(t, x)u,−DF (−t,ψ(t,0, x)) J i(t, x)u〉
= 〈−(DF (−t,ϕ(−t,0, x))+ DF (−t,ϕ(−t,0, x))T ) J i(t, x)u, J i(t, x)u〉
 ζ
∥∥ J i(t, x)u∥∥2.
Thus
∥∥∥∥ J i(2(i + 1)πk , x
)∥∥∥∥ e( 2πk )ζ = 1+ 2πk ζ + o
(
1
k
)
for every i = 0,1, . . . ,k − 1. Hence,
∥∥DP−1(x)∥∥r−1  k−1∏
i=0
∥∥Ii(x)∥∥r−1  (1+ 2π
k
ζ + o
(
1
k
))(r−1)k
= 1+ 2π(r − 1)ζ + o
(
1
k
)
.
We have completed the proof. 
Proof of Theorem 7.2. Let r > 1. We need to check the inequality (1.2) given in Theorem C. Take any
μ ∈ Merg(S). From Proposition 7.4 it follows that suppμ ⊂ E I(μ) . By Lemma 7.3 there is ηI(μ) > 0
such that
Λ∗1(μ) − rΛ∗2(μ) < −ηI(μ),
where Λ∗1(μ) [resp. Λ∗2(μ)] stands for the smallest [resp. second smallest] internal Lyapunov expo-
nent for μ. By deﬁnition Λ∗1(μ) equals the principal Lyapunov exponent Λ(μ). Denote by λmin the
smallest external Lyapunov exponent for μ. If λmin Λ∗2(μ), then Λ∗2(μ) = Λ2(μ) and the inequal-
ity (1.2) is satisﬁed with ηI(μ) . Assume that λmin < Λ∗2(μ). Applying Theorem A and hypothesis (H7′),
we obtain Λ(μ)− logα < 0 λmin = Λ2(μ). Consequently, Λ(μ)− logα < 0 rΛ2(μ). To com-
plete the proof it suﬃces to put
η :=min{logα,ηI : I ⊂ {1, . . . ,n}, 1 card I  n}
in (1.2). 
8. Three examples
In Section 7, based on Theorems A and C we provided the suﬃcient conditions for the carrying
simplex S of the Poincaré map P associated with the system (1.1) to be a smooth manifold-with-
corners, neatly embedded in C . However, a straightforward checking of our proofs yields that Theo-
rem A is more general than Theorem B, which means that the suﬃcient conditions we provided in
Section 7 are just easily tractable conditions (with a wide range of applications in population dynam-
ics) rather than the weakest possible ones. Our ﬁrst example shows that they can be substantially
weakened by Theorem A.
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We consider the time-periodic May–Leonard system
x˙= x(1− x− α(t)y − β(t)z),
y˙ = y(1− β(t)x− y − α(t)z),
z˙ = z(1− α(t)x− β(t)y − z), (8.1)
for which α(t + 2π) = α(t) and β(t + 2π) = β(t), with
0< β(t) < 1< α(t) < 2,
α(t) + β(t) > 2 (8.2)
for all t ∈ R.
Obviously, the May–Leonard system (8.1) with the condition (8.2) satisﬁes the hypotheses (I)–(III).
Let P be the Poincaré map associated with (8.1). By [46, Theorem 5.1] there exists a carrying
simplex S , the extreme points of which are all of ﬁxed points on ∂ S . We denote them by u1 =
(1,0,0),u2 = (0,1,0),u3 = (0,0,1). Furthermore, every point in ∂ S \{u1,u2,u3} is a wandering point.
So Merg(∂ S) = {δu1 , δu2 , δu3}, where δ is the Dirac measure. Note that the Lyapunov exponents for
the Dirac measure at a ﬁxed point x are simply the logarithms of the real parts of the eigenvalues
of DP (x). A simple calculation yields that for each ui , its principal Lyapunov exponent equals −2π
and the external Lyapunov exponents are
∫ 2π
0 (1 − β(t))dt > 0 and
∫ 2π
0 (1 − α(t))dt < 0. Therefore,
neither (H7′) nor (7.1) holds, and hence, Theorems B, 7.1 and 7.2 are invalid in this case. But note that
α(t) < 2 for all t ∈ R then (H7) holds, and hence Theorem A implies that S is of class C1.
Furthermore, as in [24], let Q := x + y + z and R := xyz. Then we have a Lyapunov function
R/Q 3 of the periodic system (8.1). By LaSalle’s Invariance Theorem for periodic systems (see [44]),
any solution ϕ(t, s, x) with x /∈ span(1,1,1) converges to the boundary of the carrying simplex (see
Fig. 1). Let {y} = S ∩ span(1,1,1). Then y is the unique ﬁxed point in S◦ and every point in S◦ \ {y}
is wandering. As a consequence, Merg(S) = {δy, δu1 , δu2 , δu3 }. The principal Lyapunov exponent for δy
is negative and the remaining Lyapunov exponents are positive. So if 1 < α(t) < 1 + 1/r for some
r = 1,2, . . . , then −2π − r ∫ 2π0 (1− α(t))dt < 0. It follows from Theorem D that S is of class Cr .
8.2. Example: S is a submanifold-with-corners, but not neatly embedded in C
Consider a 3-dimensional 2π -periodic Lotka–Volterra system
x˙= x(1− x− a12(t)y − a13(t)z),
y˙ = y(1− a21(t)x− y − a23(t)z),
z˙ = z(1− a31(t)x− a32(t)y − z), (8.3)
for which aij(t + 2π) = aij(t) (i = j), with
0< a21(t) < 1< a12(t) < 2,
0< a23(t) < 1< 2< a32(t),
0< a13(t) < 1< 2< a31(t). (8.4)
Assume further that exp{∫ 2π0 (1− a13(t))dt} = exp{∫ 2π0 (1− a23(t))dt}.
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Poincaré map of (8.1) is asymptotic to the heteroclinic cycle, which is the boundary of the carrying simplex S .
Obviously, system (8.3) with the condition (8.4) satisﬁes the hypotheses (I)–(III). Let P be the
Poincaré map associated with (8.3). By [46, Theorem 5.1] there exists a carrying simplex S , the
extreme points of which are ﬁxed points on ∂ S . We denote them by u1 = (1,0,0), u2 = (0,1,0),
u3 = (0,0,1).
We claim that there exists no planar ﬁxed point of P in H˙+{i, j} for any i = j. Suppose without loss
of generality that there exists a ﬁxed point A = (x0, y0,0) ∈ H˙+{1,2} . Then A(t) = (x0(t), y0(t),0) is a
2π -periodic solution of (8.3) with x0(t) > 0, y0(t) > 0, t ∈ [0,2π ]. Hence
2π∫
0
(
1− x0(t) − a12(t)y0(t)
)
dt = 0=
2π∫
0
(
1− a21(t)x0(t) − y0(t)
)
dt,
which implies that
2π∫
0
x0(t)
(
1− a12(t)
)
dt +
2π∫
0
y0(t)
(
a21(t) − 1
)
dt = 0,
contradicting (8.4). Thus we have proved the assertion.
Similarly, one can prove that there exists no positive ﬁxed point of P in C◦ . So there is no nonwander-
ing point in C◦ , see [9].
By an analogue of the proof of Propositions 5.1 and 7.2, the matrix DP (u1) has the form⎛⎜⎝ e
−2π b1 b2
0 exp{∫ 2π0 (1− a21(t))dt} 0
0 0 exp{∫ 2π0 (1− a31(t))dt}
⎞⎟⎠ ,
where b1 < 0, b2 < 0.
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exp
{ 2π∫
0
(
1− a31(t)
)
dt
}
< e−2π (< 1) < exp
{ 2π∫
0
(
1− a21(t)
)
dt
}
,
corresponding to the eigenvectors
w13 := (1,0, (exp{
∫ 2π
0 (1− a31(t))dt} − e−2π )/b2)
‖(1,0, (exp{∫ 2π0 (1− a31(t))dt} − e−2π )/b2)‖ ,
(1,0,0), and
w12 := (1, (exp{
∫ 2π
0 (1− a21(t))dt} − e−2π )/b1,0)
‖(1, (exp{∫ 2π0 (1− a21(t))dt} − e−2π )/b1,0)‖ .
By the invariance of S{1,2} and H+1 , together with the theory of invariant manifolds and the assertion
above, we obtain that the unstable manifold W u(u1) equals S{1,2} \ {u2} and that S{1,2} is tangent at
u1 to the vector w12. Moreover, since S{1,3} is invariant and unordered (see [40]), S{1,3} is tangent at
u1 to the vector (1,0,0).
Similarly, the matrix of DP (u2) has the form
⎛⎜⎜⎝
exp{∫ 2π0 (1− a12(t))dt} 0 0
b3 e−2π b4
0 0 exp{∫ 2π0 (1− a32(t))dt}
⎞⎟⎟⎠ ,
where b3 < 0, b4 < 0.
The eigenvalues of DP (u2) are
exp
{ 2π∫
0
(
1− a32(t)
)
dt
}
< e−2π < exp
{ 2π∫
0
(
1− a12(t)
)
dt
}
(< 1),
corresponding to the eigenvectors
w23 := (0,1, (exp{
∫ 2π
0 (1− a32(t))dt} − e−2π )/b4)
‖(0,1, (exp{∫ 2π0 (1− a32(t))dt} − e−2π )/b4)‖ ,
(0,1,0) and
w21 := ((exp{
∫ 2π
0 (1− a12(t))dt} − e−2π )/b3,1,0)
‖((exp{∫ 2π0 (1− a12(t))dt} − e−2π )/b3,1,0)‖ .
We can also obtain that S{1,2} is tangent at u2 to w21 and S{2,3} is tangent at u2 to (0,1,0).
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exp{∫ 2π0 (1− a13(t))dt} 0 0
0 exp{∫ 2π0 (1− a23(t))dt} 0
b5 b6 e−2π
⎞⎟⎟⎠ ,
where b5 < 0, b6 < 0.
The eigenvalues of DP (u3) are e−2π (< 1) (corresponding to the eigenvector (0,0,1)), exp{
∫ 2π
0 (1−
a13(t))dt}(> 1) and exp{
∫ 2π
0 (1− a23(t))dt}(> 1). The second eigenvalue corresponds to the eigenvec-
tor
w31 := (1,0, (exp{
∫ 2π
0 (1− a13(t))dt} − e−2π )/b5)
‖(1,0, (exp{∫ 2π0 (1− a13(t))dt} − e−2π )/b5)‖ ,
and the third one corresponds to the eigenvector
w32 := (0,1, (exp{
∫ 2π
0 (1− a23(t))dt} − e−2π )/b6)
‖(0,1, (exp{∫ 2π0 (1− a23(t))dt} − e−2π )/b6)‖ .
One can also obtain that S{1,3} is tangent at u3 to w31 and S{2,3} is tangent at u3 to w32.
Moreover, we have the following speciﬁc properties:
(i) For P restricted to S{1,2} , {u1} is a repeller and {u2} is its dual attractor.
(ii) At u1, the pair ({u1} × span{w13}, {u1} × V {1,2}) of invariant subbundles of {u1} × R3 is expo-
nentially separated. In the notation of Lemma A.2 in Appendix A, b(u1) = w13, b∗(u1) = (0,0,1). So
we can apply that lemma to X = S{1,2} , Z = {u1}, obtaining the existence of an invariant extension
(call it T̂ ) of {u1} × V {1,2} over S{1,2} \ {u2} such that the conclusion of that lemma holds. Observe
that for any x ∈ S{1,2} \{u2}, v ∈ V {1,2} , v = 0, we have that DP−k(x)v/‖DP−k(x)v‖ is attracted toward
V {1,2} as k → ∞. Consequently, the subbundles T̂ and (S{1,2} \ {u2}) × V {1,2} are identical.
(iii) At u2, the pair ({u2} × span{w23}, {u2} × V {1,2}) of invariant subbundles of {u2} × R3 is ex-
ponentially separated. In the notation of Lemma A.1 in Appendix A, b(u2) = w23, b∗(u2) = (0,0,1).
So we can apply that lemma to X = S{1,2} , Y = {u2}, obtaining the existence of an invariant ex-
tension (call it Ŝ) of {u2} × span{w23} over S{1,2} \ {u1} such that the conclusion of that lemma
holds. As for any x ∈ S{1,2} \ {u1,u2} the ﬁbers Ŝ(x) and T̂ (x) = {x} × V {1,2} are complementary, the
pair (S˜, S{1,2} × V {1,2}) is exponentially separated over S{1,2} , where S˜(x) := Ŝ(x) for x ∈ S{1,2} \ {u2},
S˜(u2) := span{w23}.
(iv) At u3, the pair ({u3} × V3, {u3} × span{w31,w32}) of invariant subbundles of {u3} × R3 is
exponentially separated. In the notation of Lemma A.2 in Appendix A, b(u3) = (0,0,1), b∗(u3) = w∗ ,
where w∗ is a normalized vector orthogonal to both w31 and w32. w∗ can be taken to have all its
components positive. So we can apply that lemma to X = S , Z = {u3}, obtaining the existence of an
invariant extension (call it T ) of {u3} × span{w31,w32} over S \ S{1,2} such that the conclusion of the
lemma holds. Since the derivative DP (u3) has a simple negative eigenvalue corresponding to (0,0,1)
and two (counting multiplicities) positive eigenvalues corresponding to span{w31,w32}, it follows
from the theory of unstable manifolds that there exists a locally unique unstable manifold W u(u3)
tangent at u3 to span{w31,w32}. As u3 is a repeller in S with repulsion basin equal to S \ S{1,2} , the
last set is a C1 submanifold-with-corners. Also, at each x ∈ S , x /∈ S{1,2} , the tangent space TxS of S
equals the ﬁber T (x).
(v) The pair (S˜, S{1,2} × V {1,2}) of invariant subbundles of S{1,2} × R3 is exponentially separated
over S{1,2} . In the notation of Lemma A.1 in Appendix A, b(y) is a vector with its third component
positive, whereas b∗(y) = (0,0,1), for any y ∈ S{1,2} . So we can apply that lemma to X = S , Y = S{1,2} ,
obtaining the existence of an invariant extension (call it S) of S˜ over S \{u3} such that the conclusion
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Lemma A.1(i) and from Proposition 2.3 that b¯(x) can be made > 0 for all x ∈ S \{u3}. By the invariance
of S and hypothesis (H3) it follows that b¯(x)  0 for x ∈ S◦ , b¯(x) has signs (+,0,+) for x ∈ S{1,3} \
{u1,u3} and that b¯(x) has signs (0,+,+) for x ∈ S{2,3} \ {u2,u3}.
We claim now that the carrying simplex S is tangent to V {1,2} along S{1,2} . First, we prove that S is
tangent to V {1,2} along S{1,2} \ {u2}. Suppose to the contrary that there are x ∈ S{1,2} , x = u2, and a
nonzero vector v in Cx \ V {1,2} . Deﬁne
ak := DP
−k(x)v
‖DP−k(x)v‖
for k ∈ N. Note that the bundle pair (S˜, S{1,2} × V {1,2}) of S{1,2} × R3 is exponentially separated. Then
DP−k(x)v/‖DP−k(x)v‖ tends to ±w13 as k → ∞. Because v3 > 0 and S{1,2}×V {1,2} is invariant under
DP , we obtain that DP−k(x)v/‖DP−k(x)v‖ → w13 as k → ∞.
Assume ﬁrst that x = u1. Then we can also assume without loss of generality that x is chosen to
be close to u1 suﬃciently. The set S{1,2} is a one-dimensional C1 manifold-with-boundary, tangent at
u1 to the vector w12. Since the latter has signs (+,−,0), after possibly taking U smaller one can ﬁnd
c > 0 such that
(x− u1)2  c
(−(x− u1)1)> 0
for all x ∈ U ∩ S{1,2} , x = u1. Further, as w13 has signs (+,0,+), there is l0 ∈ N such that
∣∣(DP−klN (x)v)2∣∣ c2 (DP−klN (x)v)1
for all l l0. Fix such an l, and put x¯ := P−klN x. As DP−klN (x)v belongs to the tangent cone of S at x¯,
there is y ∈ S such that
0< (y − x¯)1 < −(x¯− u1)1, 0< (y − x¯)3 and
∣∣(y − x¯)2∣∣ 3
4
c(y − x¯)1.
We obtain
(y − u1)2  c
4
∣∣(x¯− u1)1∣∣> 0.
Let xˆ be the only element of S˙{1,2} with (xˆ)2 = y2. We have xˆ1 < y1, xˆ2 = y2 and xˆ3 < y3. Now, take
some xˇ ∈ S˙{1,2} such that xˇ2 < y2 but so close to xˆ that xˇ1 < y1 and xˇ1 < y1. We have thus found two
points in xˇ, y ∈ S in the 	 relation, which is impossible.
It remains to consider the case x= u1. Repeating the above reasoning and noting that the tangent
cone is closed we have that w13 belongs to C(u1). Hence there is y ∈ S such that (u1)1 < y1, (u1)2 
y2 and (u1)3 < y3. If (u1)2 < y2 then we have a contradiction as above. If (u1)2 = y2 then the points
u1 and y are in the 	{1,2} relation, again a contradiction.
To show that S is tangent to V {1,2} we employ a simpliﬁed version of the above construction,
namely we suppose to the contrary that there is v ∈ C(u2) \ V {1,2} . But then there is M ∈ N such
that DP−M(u2)v (belonging to C(u2)) has its second and third coordinates positive. Consequently,
there is y ∈ S with y1 − (u2)1  0, y1 − (u2)1 > 0 and y3 − (u2)3 > 0, which contradicts either the
unorderedness of S{2,3} (when there is equality for the ﬁrst coordinates) or the unorderedness of S
(when there is the < inequality for the ﬁrst coordinates). Thus we have proved the claim, that is,
spanC(x) = V {1,2} for all x ∈ S{1,2} .
To conclude the proof of the C1 property of S it remains to show that TxS = T (x) tends to V {1,2}
as x ∈ S \ S{1,2} approaches S{1,2} . Let U be a closed neighborhood of S{1,2} in the relative topology of
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TxS,‖v‖ = 1}. K is a compact set contained in (S \{u3})×R3. By Lemma A.1(ii) in Appendix A we will
be done if we show that K is disjoint from S . Suppose to the contrary that there is x ∈ cl(U \ P (U ))
such that b¯(x) ∈ TxS . If x ∈ S◦ then there is z ∈ S with x 	 z, which contradicts the unorderedness
of S . Assume now that x ∈ S{1,3} . The tangent cone C(x) equals {β1v1 + β2v2: β1 ∈ R, β2  0}, where
v1 is a unit tangent vector of S{1,3} at x and v2 has second component positive. If we know that
v1 has signs (+,0,−) we have that b¯(x) cannot belong to TxS = spanC(x) (recall that b¯(x) has signs
(+,0,+)). Now, if v1 has signs (+,0,+) then there is z ∈ S{1,3} with z  x, which contradicts the fact
that S˙{1,3} is unordered with respect to 	{1,3} . If v1 has signs (0,0,+) (or (+,0,0)) then a tangent
vector at P−1x ∈ S˙{1,3} has signs (+,0,+), which has already been excluded. The case x ∈ S{2,3} is
considered in an analogous way.
Observe that the tangent bundle T S of the C1 submanifold-with-corners S equals the bundle
obtained by gluing the subbundles T and S{1,2} × V {1,2} as in Lemma A.3 in Appendix A.
8.3. Example: S is not a C1 submanifold-with-corners
Consider the 3-dimensional 2π -periodic Lotka–Volterra system
x˙= x(1− x− a12(t)y − a13(t)z),
y˙ = y(1− a21(t)x− y − a23(t)z),
z˙ = z(1− a31(t)x− a32(t)y − z), (8.5)
for which aij(t + 2π) = aij(t) (i = j), with
0< a21(t) < 1< a12(t) < 2,
0< a23(t) < 1< a32(t) < 2,
0< a13(t) < 1< 2< a31(t). (8.6)
In this case, the Morse decomposition is the same as in Example 2: {u3} is a repeller whose dual
attractor equals S{1,2} . For P restricted to S{1,2} , {u1} is a repeller with dual attractor equal to {u2}.
The matrix DP (u1) has the form⎛⎜⎜⎝
e−2π b1 b2
0 exp{∫ 2π0 (1− a21(t))dt} 0
0 0 exp{∫ 2π0 (1− a31(t))dt}
⎞⎟⎟⎠ ,
where b1 < 0, b2 < 0.
The eigenvalues of DP (u1) are
exp
{ 2π∫
0
(
1− a31(t)
)
dt
}
< e−2π (< 1) < exp
{ 2π∫
0
(
1− a21(t)
)
dt
}
,
corresponding to the eigenvectors
w13 := (1,0, (exp{
∫ 2π
0 (1− a31(t))dt} − e−2π )/b2)
‖(1,0, (exp{∫ 2π (1− a (t))dt} − e−2π )/b )‖ ,0 31 2
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w12 := (1, (exp{
∫ 2π
0 (1− a21(t))dt} − e−2π )/b1,0)
‖(1, (exp{∫ 2π0 (1− a21(t))dt} − e−2π )/b1,0)‖ .
By the invariance of S{1,2} and H+1 , together with the theory of invariant manifolds and the asser-
tion above, we have that the unique unstable manifold W u(u1) equals S{1,2} \ {u2} and that S{1,2} is
tangent at u1 to the vector w12. Moreover, since S{1,3} is invariant and unordered (see [40]), S{1,3} is
tangent at u1 to the vector (1,0,0).
Similarly, the matrix of DP (u2) has the form⎛⎜⎜⎝
exp{∫ 2π0 (1− a12(t))dt} 0 0
b3 e−2π b4
0 0 exp{∫ 2π0 (1− a32(t))dt}
⎞⎟⎟⎠ ,
where b3 < 0, b4 < 0.
The eigenvalues of DP (u2) are e−2π (corresponding to the eigenvector (0,1,0)),
(e−2π <)exp{∫ 2π0 (1 − a32(t))dt}(< 1) and (e−2π <)exp{∫ 2π0 (1 − a12(t))dt}(< 1). The second eigen-
value corresponds to the eigenvector
w23 := (0,1, (exp{
∫ 2π
0 (1− a32(t))dt} − e−2π )/b4)
‖(0,1, (exp{∫ 2π0 (1− a32(t))dt} − e−2π )/b4)‖ ,
and the third one corresponds to the eigenvector
w21 := ((exp{
∫ 2π
0 (1− a12(t))dt} − e−2π )/b3,1,0)
‖((exp{∫ 2π0 (1− a12(t))dt} − e−2π )/b3,1,0)‖ .
Consider a ﬁxed point u2 of P restricted to H
+
{1,2} . There is a locally unique locally invariant manifold
tangent at u2 to (0,1,0). Notice that H
+
2 satisﬁes these properties. Also, from the theory of invariant
manifolds it follows that for any x ∈ H˙+{1,2} we have Pkx → u2 and (u2 − Pkx)/‖u2 − Pkx‖ → w21
as k → ∞. We deduce that S{1,2} is tangent at u2 to w21. In a similar way we obtain that S{1,3} is
tangent at u2 to w23.
We repeat the proof of a corresponding result for Example 2 to conclude that the carrying simplex
S is tangent to V {1,2} along S{1,2} \ {u2}.
Finally, we show that the carrying simplex S is NOT a C1 submanifold-with-corners. Indeed, sup-
pose to the contrary that S is a C1 submanifold-with-corners. Denote its tangent bundle by T S .
(Notice that TxS = spanC(x) for each x ∈ S .) We have that TxS = V {1,2} for x ∈ S{1,2} \ {u2} and
Tu2 S = span{w21,w23}, which contradicts the continuity of the tangent spaces.
Appendix A. Extension of exponential separation
Let r : X → X be a homeomorphism of a compact metric space X and let R : X × Rm → X × Rm
be an automorphism of the product vector bundle X × Rm covering r (that is, R(x, v) = (r(x),ρ(x)v),
x ∈ X , v ∈ Rm , where ρ(x) is, for each x ∈ X , a linear automorphism of Rm , depending continuously
on x).
For Y ⊂ X we identify a subbundle B (of dimension k) of the product bundle Y × Rm with a family
{B(y)}y∈Y of its ﬁbers continuously depending on y ∈ Y .
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For a compact invariant Y ⊂ X and invariant complementary subbundles B1, B2 of the restricted
bundle Y × Rm we say that the pair (B1,B2) is exponentially separated over Y if there are reals α  1
and ν > 0 such that
‖ρ(k)(y)v1‖
‖ρ(k)(y)v2‖  αe
−kν ‖v1‖
‖v2‖ (A.1)
for all k ∈ N, y ∈ Y , v1 ∈ B1(y), v2 ∈ B2(y) \ {0}, where we write ρ(k)(y) for ρ(rk−1(y)) ◦ · · · ◦ ρ(y).
We are interested only in trivial one-dimensional and one-codimensional subbundles of Y × Rm .
For our purposes it suﬃces to deﬁne a trivial one-dimensional subbundle B1 of Y × Rm as B1(y) =
spanb(y), y ∈ Y , where b : Y → Rm is a continuous function such that ‖b(y)‖ = 1 for each y ∈ Y . Sim-
ilarly, a trivial one-codimensional subbundle B2 of Y ×Rm is deﬁned by B2(y) = {v ∈ Rm: 〈v,b∗(y)〉 =
0}, where b∗ : Y → Rm is a continuous function such that ‖b∗(y)‖ = 1 for each y ∈ Y , and 〈·,·〉 denotes
the standard inner product in Rm .
Elements of the next lemma have already appeared in some papers on skew-product dynamical
systems on bundles (and even perhaps in greater generality), but we decided to collect the facts which
will be needed later for our purposes. For more see, e.g., [5] or [10].
Lemma A.1. Assume that Y ⊂ X is an attractor for r (with attraction basin B) and that for a trivial one-
dimensional bundle D and a trivial one-codimensional bundle E the pair (D,E) is exponentially separated
over Y . Assume moreover that 0 does not belong to S := conv{b(y): y ∈ Y }, and that there is η > 0 such that
〈b∗(y), v〉 η for any y ∈ Y and any v ∈ S. Then there is an invariant extension D˜ of the subbundle D to B
having the following properties:
(i) Take a unit vector e ∈ Rm not belonging to the closure of⋃y∈Y E(y). Then for each x ∈ B the limit
lim
k→∞
ρ(−k)(rk(x))e
‖ρ(−k)(rk(x))e‖
exists and spans the ﬁber D˜(x).
(ii) Let a compact K ⊂ B × Rm be disjoint from D˜. Then for each  > 0 there is k0 ∈ N such that
sup
{
dist
((
rk(x),
ρ(k)(x)v
‖ρ(k)(x)v‖
)
,E
)
: (x, v) ∈ K
}
< 
for all k > k0 .
Proof. First we introduce some notation. For y ∈ Y denote by Π1(y) the projection of Rm on D(y)
along E(y), and by Π2(y) the projection of Rm on E(y) along D(y). In that notation the exponential
separation (A.1) can be written as:
There are reals α  1 and ν > 0 such that
‖Π1(rk(y))ρ(k)(y)v‖
‖Π2(rk(y))ρ(k)(y)v‖  αe
−kν ‖Π1(y)v‖
‖Π2(y)v‖ (A.2)
for all k ∈ N, y ∈ Y , v ∈ Rm \D(y),
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There are reals α  1 and ν > 0 such that
‖Π2(r−k(y))ρ(−k)(y)v‖
‖Π1(r−k(y))ρ(−k)(y)v‖  αe
−kν ‖Π2(y)v‖
‖Π1(y)v‖ (A.3)
for all k ∈ N, y ∈ Y , v ∈ Rm \ E(y). (The constants α  1 in (A.1)–(A.3) can be different.)
For M > 0 denote by D[M] the closed set {(y, v): y ∈ Y ,‖Π2(y)v‖  M‖Π1(y)v‖}. Obviously
D[M1]  D[M2] for 0 < M1 < M2, with ⋂M>0D[M] = D and ⋃M>0D[M] = (Y × Rm) \ E . Let C
stand for the collection of all continuous mappings c : Y → Rm such that Π1(y)c(y) = b(y) for each
y ∈ Y , and let C(M) := {c ∈ C : (y, c(y)) ∈D[M] for all y ∈ Y }.
The set C is easily seen to be a complete metric space when endowed with the metric d(c1, c2) :=
sup{‖Π2(y)(c1(y) − c2(y))‖: y ∈ Y }. C(M) is a closed subset of C .
Deﬁne a mapping R :C → C as
R(c)(y) := ρ
−1(r(y))c(r(y))
‖Π1(y)ρ−1(r(y))c(r(y))‖ , c ∈ C, y ∈ Y .
Notice that by the invariance of E the vector Π1(y)ρ−1(r(y))c(r(y)) is nonzero for any y ∈ Y . For
k ∈ N the iterate Rk is given by the formula
Rk(c)(y) := ρ
(−k)(rk(y))c(rk(y))
‖Π1(y)ρ(−k)(rk(y))c(rk(y))‖ , c ∈ C, y ∈ Y .
Fix l ∈ N such that αe−lν < 1.
It follows from (A.3) that for any M > 0 the iterate Rl sends C(M) into C(M) and is contractive.
Its unique ﬁxed point is just b, which corresponds to the Rl-invariant one-dimensional subbundle D.
Take a continuous extension b˜ : X → S of b, where S is the closed convex hull of {b(y): y ∈ Y }
(the existence of such an extension is guaranteed by Dugundji’s theorem, see, e.g., [12]). As 0 /∈ S (by
our assumption), we have that b˜(x) = 0 for any x ∈ X , which allows us to write b¯(x) := b˜(x)/‖b˜(x)‖.
Put D := {(x, βb¯(x)): x ∈ X, β ∈ R}. Further, put S∗ := {v∗ ∈ Rm: 〈v∗, v〉 η for each v ∈ S}. The set
S∗ is easily seen to be closed and convex. By our assumption, b∗ takes values in S∗ . Applying again
Dugundji’s theorem, we obtain a continuous extension b˜∗ : X → S∗ of b∗ . As 0 /∈ S∗ , we can write
b¯∗(x) := b˜∗(x)/‖b˜∗(x)‖. For any x ∈ X deﬁne E(x) := {v ∈ Rm: 〈b¯∗(x), v〉 = 0}, and put E :=⋃x∈X E(x).
The subbundles D and E are complementary extensions of D and E , respectively, to the whole of X .
For x ∈ X we denote by Π1(x) the projection of Rm on D(x) along E(x), and by Π2(x) the projection
of Rm on E(x) along D(x).
We call a compact neighborhood U of Y admissible if r(U ) ⊂ IntU . As Y is an attractor for r, there
is a neighborhood base of B consisting of admissible neighborhoods U (see e.g. [2]).
For an admissible neighborhood U of Y and M > 0 put D[U ,M] := {(x, v): x ∈ U ,‖Π2(x)v‖ 
M‖Π1(x)v‖}. Further, deﬁne C(U ) to be the complete metric space consisting of all continuous map-
pings c :U → Rm such that Π1(x)c(x) = b¯(x) for each x ∈ U , with the metric deﬁned by d(c1, c2) :=
sup{‖Π2(x)(c1(x)− c2(x))‖: x ∈ U }. Let C(U ,M) be a closed subset of C(U ) consisting of those c with
graphs contained in D[U ,M] (in other words, C(U ,M) is the ball in C(U ) centered at b¯ of radius M).
Fix M > 0. We are going to ﬁnd an admissible neighborhood U and extend the mapping R to a
mapping R acting from C(U ,M) into C(U ,M ′) with perhaps M ′ > M . We start by putting
R(c)(x) := ρ
−1(r(x))c(r(x))
‖Π1(x)ρ−1(r(x))c(r(x))‖
, c ∈ C(U1,M), x ∈ U1,
where an admissible neighborhood U1 is so small that Π1(x)ρ−1(r(x))c(r(x)) is nonzero for all x ∈ U1.
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Rm over x, x ∈ U1) has the matrix (
A(x) B(x)
C(x) D(x)
)
.
Take c′, c′′ ∈ C(U1,M). Put I to be the norm of the component Π2(x)(R l(c′)(x)−R l(c′′)(x)). I can be
written as
∥∥∥∥ C(x)b¯(rl(x)) + D(x)Π2(rl(x))c′(rl(x))‖A(x)b¯(rl(x)) + B(x)Π2(rl(x))c′(rl(x))‖ − C(x)b¯(r
l(x)) + D(x)Π2(rl(x))c′′(rl(x))
‖A(x)b¯(rl(x)) + B(x)Π2(rl(x))c′′(rl(x))‖
∥∥∥∥. (A.4)
We have that I is

( ‖D(x)‖
minnorm A(x)(1− M‖B(x)‖minnorm A(x) )
+ (‖C(x)‖ + M‖D(x)‖)‖B(x)‖
(minnorm A(x))2(1− M‖B(x)‖minnorm A(x) )2
)
d(c′, c′′).
By the exponential separation, there is 0< θ < 1 such that ‖D(y)‖ < θ ·minnorm A(y) for all y ∈ Y , so
we need to take an admissible neighborhood U2 ⊂ U1 so small that ‖B(x)‖/minnorm A(x) < θM(1−θ)
for all x ∈ U2 in order to have R l contractive, with contraction coeﬃcient θ ′ < 1. Notice that this
contraction coeﬃcient works also for any admissible U ⊂ U2. By taking an admissible U ⊂ U2 small
enough we can make sup{‖R l(b¯)(x)− b¯(x)‖: x ∈ U } as small as we wish. Thus we can guarantee that
R l sends C(U ,M) into itself. The unique ﬁxed point bˆ corresponds to a backward invariant (under Rl)
one-dimensional subbundle D̂ of U × Rm .
We have still to prove that D̂ is backward invariant under R . Take M ′ > 0 so large that bˆk :=Rk(bˆ)
are in C(U ,M ′) for k = 0,1,2, . . . , l − 1. We take, if necessary, an admissible neighborhood U ′ ⊂ U
such that R l is a contraction on C(U ′,M ′). Therefore each restriction bˆk|U ′ of bˆk to U ′ must be equal
to the unique ﬁxed point of R l :C(U ′,M ′) → C(U ′,M ′), that is, to bˆ|U ′ . Now we need to extend the
subbundle D̂ to the whole of B by invariance.
To prove (i), notice that there is M > 0 such that ‖Π2(y)e‖ M‖Π1(y)e‖ for all y ∈ Y (otherwise
we could ﬁnd y ∈ Y with e ∈ E(y)). For such an M ﬁnd an admissible neighborhood U and start the
iterative procedure with the initial value constantly equal to e.
It remains to prove part (ii). By the exponential separation of (D,E) we can ﬁnd l′ ∈ N such that
‖ρ(l′)(y)v2‖ > 2‖ρ(l′)(y)v1‖ for all y ∈ Y , v1 ∈ D(y), v2 ∈ E(y) with ‖v1‖ = ‖v2‖ = 1. Consider the
bundle decomposition D˜ ⊕ E |B = B × Rm . In that decomposition the bundle morphism Rl′ has the
matrix
(
E F
0 H
)
.
There holds minnorm H(y) > 2‖E(y)‖ for all y ∈ Y . Take an admissible neighborhood U of Y such
that minnorm H(x) > 2‖E(x)‖ for all x ∈ U . Let P˜1(x) denote the projection of Rm on D˜(x) along
E(x), and let Π2(x) denote the projection of Rm on E(x) along D˜(x).
Notice that, as Y is an attractor, we can assume that a compact K is contained in (U × Rm) \ D˜
(if not, replace it by Rk
′l′ (K ) with k′ ∈ N chosen suitably). There exists a > 0 such that ‖Π2(x)v‖ 
a‖Π˜1(x)v‖ for all (x, v) ∈ K . For k ∈ N put ak := inf{‖Π2(x)v‖/‖Π˜1(x)v‖: (x, v) ∈ Rkl′ (K )}. For each
(x, v) ∈ Rkl′ (K ) we have
ak+1 
‖H(x)Π2(x)v‖˜‖E(x)Π1(x)v + F (x)Π2(x)v‖
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>
2ak
1+ kak ,
where k := sup{‖F (x)‖/‖E(x)‖: x ∈ rkl′ (U )}. Since k → 0 as k → ∞, it follows that ak → ∞, which
gives the desired result. 
The above lemma has its counterpart for repellers:
Lemma A.2. Assume that Z ⊂ X is a repeller for r (with repulsion basin B) and that for a trivial one-
dimensional bundle F and a trivial one-codimensional bundle G the pair (F ,G) is exponentially separated
over Z . Assume moreover that 0 does not belong to S := conv {b(z): z ∈ Z}, and that there is η > 0 such that
〈b∗(z), v〉  η for any z ∈ Z and any v ∈ S. Then there is an invariant extension G˜ of the subbundle G to B
having the following property:
Let a compact K ⊂ B × Rk be disjoint from G˜ . Then for each  > 0 there is k0 ∈ N such that
sup
{
dist
((
r−k(x), ρ
(−k)(x)v
‖ρ(−k)(x)v‖
)
,F
)
: (x, v) ∈ K
}
< 
for all k > k0 .
Proof. Consider the adjoint bundle isomorphism R∗ : X×Rm → X×Rm covering the homeomorphism
r−1. For z ∈ Z put N(F(z)) := {u ∈ Rm: 〈u, v〉 = 0 for all v ∈F(z)} and N(G(z)) := {u ∈ Rm: 〈u, v〉 = 0
for all v ∈ G(z)}. The sets N(F) :=⋃z∈Z N(F(z)) and N(G) :=⋃z∈Z N(G(z)) are clearly invariant (un-
der R∗) complementary subbundles of Z ×Rm , with dimN(G) = 1. Also, for the bundle automorphism
R∗ the pair (N(G),N(F)) is exponentially separated. Now we repeat the reasoning from the proof of
Lemma A.1 to obtain the existence of an R∗-invariant one-dimensional subbundle H of B × Rm ex-
tending N(G). The desired subbundle G˜ is deﬁned ﬁberwise as G˜(x) := {v ∈ Rm: 〈v,u〉 = 0 for all
u ∈H(x)}. The proof of the last part of the lemma goes along the same lines as the proof of part (ii)
of Lemma A.1. 
Lemma A.3. Assume that Y ⊂ X is an attractor for r (with basin B1) and that Z is its dual repeller (with
basin B2). Let for the pair (D1,E1) of trivial subbundles of Y × Rm all the assumptions of Lemma A.1 be
satisﬁed, and let for the pair (D2,E2) of trivial subbundles of Z × Rm all the assumptions of Lemma A.2 be
satisﬁed. Furthermore, assume that over each x ∈ B1 ∩ B2 one has D˜1(x) ⊕ E˜2(x) = Rm, where D˜1 and E˜2
stand for the invariant extensions guaranteed by Lemmas A.1 and A.2, respectively. Then the pair (D,E), with
D := D˜1 ∪D2 and E := E˜2 ∪ E1 , is exponentially separated over X.
Proof. As D(x)⊕E(x) = Rm for all x ∈ X , it suﬃces to prove that the assignments deﬁning the sets D
and E are continuous. Consider the case of D, the other being similar. The continuity of the restriction
D|B1 follows from Lemma A.1, and the continuity of the restriction D|Z =D2 follows by assumption.
Take an admissible (under r−1) neighborhood U of Z and put W := cl(U \ r−1(U )). The compact set
W is contained in B2 and bounded away from Z . Put K := {(x, b˜(x)): x ∈ W }, where D˜1(x) = span b˜(x)
with ‖b˜(x)‖ = 1, x ∈ X . Let (xi)∞i=1 be a sequence in B2 \ Z converging to some x ∈ Z . We want to prove
that b(xi) converges to b(x) as i → ∞. Take yi := rki (xi), where ki is the unique positive integer such
that yi ∈ U \ r−1(U ) ⊂ W . We have that ki → ∞, since otherwise one could extract a subsequence
contained in W ∪ r−1(W ) ∪ · · · ∪ r−l(W ) for some l ∈ N, which is at a positive distance from Z . It
suﬃces now to apply the last part of Lemma A.2 to K . For the fact that the formula (A.1) holds for
(D,E), see [22]. 
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