Given an undirected graph with edge costs and both revenues and weights on the vertices, the traveling salesman subtour problem is to find a subtour that includes a depot vertex, satisfies a knapsack constraint on the vertex weights, and that minimizes edge costs minus vertex revenues along the subtour.
Introduction
Consider a complete and undirected graph G = (V , E) with edge costs w e , e ∈ E, that satisfy the triangle inequality. To every vertex v ∈ V is associated a vertex revenue, r v , and a vertex weight, d v , which is non-negative. A specific vertex, v 1 , corresponds to a depot, for which r v 1 = d v 1 = 0. The traveling salesman subtour problem (TSSP) amounts to identifying a cycle (tour, route) in the graph that visits a set of vertices, which includes v 1 , that satisfies a knapsack restriction v∈T d v D, where T denotes the vertices covered by the cycle and D is a positive constant, and that minimizes travel cost minus vertex revenues along the cycle.
Choosing d v = 0 and r v = +∞ for all v ∈ V \{v 1 }, T will be equal to V in an optimal solution for the problem, which is then obtained by solving a traveling salesman problem (TSP). This observation shows that TSP, which is an NP-hard problem, is a special case of the traveling salesman subtour problem, which is therefore also NP-hard.
The traveling salesman subtour problem is only one of many generalizations of TSP where it is not necessary to visit all vertices. A unifying framework for this type of problems, which is called the single vehicle routing-allocation problem (SVRAP), is presented in [9] . In a solution to a SVRAP, a vertex can belong to one of three categories: it can be on the tour (i.e. visited by the tour), off the tour but directly allocated to a vertex on the tour, or the vertex can be left isolated (that is, neither on the tour nor allocated to a vertex that is on the tour). Allocating vertex v i off the tour to vertex v j on the tour, has a cost h i,j , and leaving vertex v isolated has an associated cost h v . In certain versions of SVRAP there is also some type of knapsack constraint involved, that puts a limit on the number of vertices on the tour. Moreover, some vertices can be required to be on the tour, off tour or isolated. Often a specific vertex, corresponding to a depot, must be on the tour.
In [9] , it is shown that a number of optimization problems are special cases or slight modifications of SVRAP. Some of these problems are the covering salesman problem, the median cycle problem, the maximal covering tour problem, the traveling salesman problem, the generalized traveling salesman problem, the selective traveling salesman problem and the prize collecting traveling salesman problem. As an example, the median cycle problem (see [35] ) is obtained as a special case of SVRAP when no vertex is allowed to be isolated (i.e. if h v := +∞, v ∈ V ).
An important class of special cases of SVRAP is where no allocation of off-tour vertices to on-tour vertices is possible [i.e. if h i,j := +∞, ∀(v i , v j )]. This means that a vertex is either on the tour or isolated. A survey of this category of problems is presented in [17] . In their context, there is a profit (revenue) associated with each vertex, and they give an overview of traveling salesman problems with profits. They subdivide these optimization problems into three subclasses:
1. If the tour shall minimize travel cost, and the collected profit must not be smaller than a given value p min , the problem belongs to the class of the Quota traveling salesman problem (Quota TSP). This class is clearly a special case of SVRAP. 2. If the tour shall maximize collected profit, and the travel cost must not exceed a given value c max , the problem belongs to the class of the selective traveling salesman problem (Selective TSP). In this problem, a subset ⊂ V of the vertices is required to be on the route, and it is a special case of SVRAP where the travel cost of the route is moved from the objective function into a knapsack constraint. Furthermore, instead of maximizing the collected profit, one can minimize the sum of profits associated with the isolated vertices. 3. If both travel cost and profit are combined in the objective function, a profitable tour problem (PTP) is obtained.
Normally, the objective function is to minimize travel cost minus profit. To see that PTP is a special case of SVRAP, put h v := 0, v ∈ V , and subtract vertex profits from the edge costs according to c i,j := c i,j − r v i /2 − r v j /2, and find a minimum cost tour with respect to the costs c i,j . This transformation works, because each vertex on a tour has two incident edges in a solution.
Often, a knapsack constraint is added to PTP. The generic name is then the traveling salesman subset-tour problem with one additional constraint (TSSP+1). The traveling salesman subtour problem, which is the topic of this paper, belongs to this class of problems.
An approximation algorithm for a problem that belongs to the Quota TSP class is presented in [2] . For a survey of problems in the class of the Selective TSP, see [16] . A special case of the Selective TSP is obtained if the set of compulsory vertices consists of only the depot, i.e. if = {v 1 }. This case is known as the orienteering problem, or the score orienteering problem. Heuristics for this problem are given in [50, 24, 25, 48] , and exact methods are presented in [32, 37, 49, 18, 21] . In [37] a branch-and-bound method is developed. Depending on problem characteristics, instances including between 10 and 90 vertices were solved to optimality. In [32] , a branch-and-cut algorithm is proposed, and it can solve to optimality instances involving up to 500 nodes. Another branch-and-cut method is given in [21] . It can solve certain instances involving up to 300 vertices.
A linear programming relaxation approach is given in [40] . In [33] , a directed 1-subtree relaxation of the orienteering problem is used. They note that their 1-subtree problem is NP-hard and propose a combination of cutting planes and Lagrangian relaxation for its solution.
For the profitable tour problem, [54] proposes a graph transformation that turns this problem into a standard asymmetric TSP. This transformation was further utilized in [14] . In [34, 7] , valid inequalities and facets for the PTP polytope are studied. The profitable tour problem has also been approached by approximation algorithms, see [23, 10] .
As stated above, an important case of the profitable tour problem is when a knapsack constraint is appended, i.e. problems that belong to the class TSSP+1. Perhaps the most well known problem of this type is the prize collecting traveling salesman problem (PCTSP). It is the problem of minimizing travel cost along the cycle plus total vertex penalty for isolated vertices, subject to that the total vertex revenue along the cycle must be greater or equal to a specified amount. The PCTSP was introduced in [5] as a model for scheduling the daily operation of a steel rolling mill. Studies on PCTSP include structural properties of its polytope, see [3, 4] . Bounding procedures based on relaxations have been developed in [19, 14] . In [19] , instances with up to 100 nodes are solved. In [13] , a Lagrangian heuristic for the PCTSP is presented. Another type of TSSP+1 is studied in [22] . In this problem, two types of data are associated with an edge: travel cost and travel time. The objective is to minimize total travel costs minus profits subject to a restriction on the total time spent along the cycle. Branch-and-bound is made with bounding based on a relaxation of the problem into time-constrained assignment problems.
In [43] an insert/delete heuristic is presented for a TSSP+1 problem where the knapsack constraint is expressed on edges. This problem is further studied in the thesis [47] ,where a polyhedral analysis is performed and a branch-and-cut method is developed. In [45] , this problem occurs as a subproblem in a decomposition approach for the solution of the vehicle routing problem. This work is continued in [12] , where a parallel implementation is performed. They use one processor for each vehicle, and apply the insert/delete heuristic on each vehicle in parallel.
Finally, the traveling salesmen subtour problem, introduced in the beginning of this section, is a TSSP+1 problem where the knapsack constraint is expressed on vertices. This constraint can be thought of as a vehicle capacity, for a vehicle that is used to serve customers on a route. This optimization problem is studied in [27] , where some alternative Lagrangian relaxation techniques are studied. In [26] , this problem appears as a subproblem in a solution method for the basic vehicle routing game, and it is there solved by an adapted version of the procedure in [37] . The computational tests indicate that the algorithm rapidly becomes computationally burdensome when the number of vertices increases. Moreover, the traveling salesmen subtour problem is studied in [11] , under the name the capacitated prize-collecting traveling salesman problem. A branch-and-cut solution method is proposed and used to solve instances with between 50 and 280 nodes.
In this paper, we present a stabilized column generation method for the solution of the traveling salesman subtour problem. The aim is to generate lower bounds to its optimal value, as well as integer feasible solutions and upper bounds. In order to find feasible solutions, we exploit the fact that it is relatively easy to recover overall feasibility from a solution to the column generation subproblem. The simplicity of finding integer feasible solutions is in contrast to the situation in solution methods based on linear programming relaxations, where it is typically difficult to recover integer feasible solutions from fractional solutions. (The reader may compare our strategy to that of Lagrangian heuristics, where feasible solutions are recovered from solutions to relaxed problems.)
The outline of the paper is as follows. In Section 2, a formulation and decomposition of the problem is derived. The stabilized column generation scheme is presented in Section 3, and in Section 3.4 a method for late inclusion of a small set of bound-improving variable upper bound constraints is given. In Section 4 a method for finding integer feasible solutions is stated, and in Section 5 computational results are given. Concluding remarks are made in Section 6.
A contribution of our work is that we propose a decomposition of the traveling salesman subtour problem, which takes advantage of a substructure that resembles the classical side-constrained 1-tree formulation of TSP, see [28] ; we exploit this structure in a column generation scheme. Another contribution is that we establish the importance of stabilizing the column generation scheme. Further, we show that the addition of variable upper bound constraints to the master program of the column generation scheme improves the quality of the lower bounds as well as the quality of the integer solutions found by a feasibility heuristic. However, the addition of such constraints significantly slows down the practical rate of convergence of the algorithm.
Preliminaries
In this section some alternative mathematical formulations of the traveling salesman subtour problem are given. The purpose is to derive a formulation that is amenable to mathematical decomposition.
The model and its derivation
Consider the traveling salesman subtour problem (TSSP) introduced in the beginning of Section 1, where T ⊆ V is the set of vertices visited by the cycle. A feasible solution to this optimization problem belongs to one of three categories: |T | = 1, |T | = 2 or |T | 3. The first two categories correspond to |V | solutions, namely the empty cycle and |V | − 1 cardinality two cycles, all of which can easily be enumerated, and the best of these solutions has the objective value = min{0, min v∈V \{v 1 } (2c v 1 ,v − r v )}. Therefore, in the remainder of this paper, we consider the third category only and denote this problem by TSSP 3 . This problem is assumed to have a feasible solution (which is the case if the sum of the three smallest vertex weights is not larger than D). Naturally, an optimal solution to TSSP 3 is of interest only if its objective value is smaller than .
We assume that G is a complete graph and that the cost matrix satisfies the triangle inequality. The latter assumption makes sure that each edge is used at most once in an optimal solution to TSSP 3 . Given any S ⊆ V , let E(S) denote the set of edges with both end-vertices in S and let (S) denote the set of edges with one end-vertex in S and the other in V \S. When S = {v}, we write (v) rather than ({v}), for brevity. Let x e = 1 if edge e is included in the cycle, 0 otherwise, e ∈ E, and
A straightforward linear integer programming formulation of TSSP 3 then is
Constraints (1a) are vertex degree restrictions. The restrictions (1b) are generalized subtour elimination constraints, see [3] . Normally, there are no such constraints for subsets S v 1 , since such constraints would make the set of feasible solutions empty. However, since we have assumed that all solutions pass through at least three vertices, it is possible to use the constraints also when v 1 ∈ S and |S| = 2. The knapsack constraint (1c) limits the set of vertices visited by the cycle. The restriction (1d) ensures that the depot is included in the cycle. In the remainder of this section we explore the connections between generalized subtour elimination constraints and connectivity constraints. Furthermore, a set of redundant constraints is appended to the model. The purpose of this is to obtain a convenient subproblem in a decomposition scheme. This subproblem which, after a simple variable substitution, becomes similar to the well-known 1-tree problem introduced in [28] , is discussed in detail in Section 3.3.
Lemma 1. Let S ⊆ V be nonempty and assume that the vertex degree constraints
Proof. This result is given in [36] , and it is proved by summing up the constraints (1a) over all v ∈ S.
Next, consider the constraint
and the connectivity constraints
Choosing S = V in Lemma 1 gives (2a); hence this constraint is redundant in P. Furthermore, if the constraint (2a) is introduced in a formulation of TSSP 3 , one of the vertex degree restrictions (1a) can be dropped without changing the set of feasible solutions.
Let P 1 denote the model obtained from P by appending the constraint (2a), dropping the vertex degree restriction for vertex v 2 , and appending the constraint (2b). The constraints in (2b) are, in fact, redundant in P 1 , as shown below. The purpose of introducing (2a) and (2b) is, however, to create a convenient column generation problem, as presented in Section 3.
For an arbitrary optimization problem, let F (·) denote the set of feasible solutions and (·) the optimal objective function value. Further, let · LP denote the continuous relaxation of a problem with integer variables.
Lemma 2. F (P LP
1 ) = F (P LP ).
Proof. It suffices to show that any solution to P LP satisfies (2b). From constraints (1b) and Lemma 1 follow that, for every subset S ⊆ S and every
Here, the first equality is obtained by using Lemma 1. To derive the first inequality, (1b) and the relation |S| − 1 y(S\{v k }) are used. The last inequality simply relies on the fact that y v k 0. Since these relations do not depend on integrality of the variables, the lemma follows.
The numbers of constraints in (1b) and (2b), respectively, both grow exponentially with |V |. The constraints (2b) can be implicitly handled in a column generation scheme, i.e., all solutions to the column generation problem will satisfy this restriction. Below it is shown that constraints (1b) are redundant in problem P 1 . However, dropping these constraints may give a weaker continuous relaxation. This issue is discussed in more detail later in this section and in Sections 5.1 and 6. Proof. We prove that if any of the constraint (1b) is violated, then some constraint (2b) is violated. Suppose (x,ȳ) violates (1b). Using the integrality of the variables, we conclude that there exists a subset S ⊆ S and a v k ∈ S such that x(E(S)) 1+ȳ(S)−ȳ v k . Let S 0 ={v ∈ S :ȳ v =0} and S 1 ={v ∈ S :ȳ v =1}, so thatȳ(S 0 )=0 andȳ(S)=ȳ(S 1 )=|S 1 |. Using Lemma 1,ȳ(S 0 ) = 0 impliesx(E(S 0 )) =x( (S 0 )) = 0, which in turn implies thatx(E(S 1 )) =x(E(S)) holds. Therefore, the assumption of a violated generalized subtour elimination constraint leads tō
Here, the first equality follows from Lemma 1 and the second inequality follows from (3). Consequently, 0 =x( (S 1 )) 1 +ȳ(S 1 ) − |S 1 | = 1, and a violated constraint in (2b) has been identified.
As shown below, the generalized subtour elimination constraints (1b) can be dropped from P 1 , without changing the set of integer feasible solutions of P 1 (or P ). This gives,
Proof. Since the constraints (1b) are dropped from P 1 , F (P 1 ) ⊆ F (P 2 ) holds. Conversely, F (P 1 ) ⊇ F (P 2 ) holds because of Lemma 3. Finally, F (P 1 ) = F (P ) is a consequence of Lemma 2.
Using similar arguments as in the proof of Theorem 1 the following result is obtained.
Observation 1. (P LP ) (P LP
2 ).
A negative result is that there exist cases where strict inequality is obtained in Observation 1, as is shown in Example 1 below. However, the continuous relaxation of P 2 can be strengthened by adding the subset of the generalized subtour elimination constraints (1b) for which |S| = 2:
where p(e) and q(e) denote the end-vertices of edge e. (Constraints of this form are sometimes called variable upper bounds, or VUB constraints.) Since y v 1 = 1, the constraints x e y v 1 , e ∈ (v 1 ), are redundant and therefore not included in (5) . The utilization of the constraints (5) is described in Section 3.4. In computations, this set of constraints is convenient because of its limited size. Further, there are reasons to believe that the constraints (5) are strong, because when the knapsack constraint (1c) is removed from P 2 , each constraint of type (5) defines a facet of the resulting polytope; this is proved in [3] . (The possibility of using the remaining constraints in (1b) is discussed in Sections 5.1 and 6.) Let P 3 denote the formulation where the constraints (5) are appended to P 2 . Then P 3 can be written as
Note that the degree constraint for v 1 is written separately. This is done in order to highlight the special structure of the set of constraints obtained if the first three set of constraints in P 3 are ignored. We take advantage of this structure in a column generation scheme presented in Section 3. We close this section by the following observation and a small example. 
Observation 2. (P LP
Figs. 1and 2 show optimal solutions for different formulations. Each circle represents a vertex in the Euclidean plane. On the axes, coordinates are given. Solid edges correspond to x e = 1 and dashed edges to fractional values. An optimal solution to P LP 2 is given in Fig. 1(a) . In that solution, three constraints of type (5) are violated. Fig. 1(b) shows an optimal solution to P LP 3 . In Fig. 2(a) , an optimal solution to P LP is shown. Finally, Fig. 2 (b) shows an optimal solution to the integer optimization problem P.
To illustrate the relations in Observation 2, this example gives (P LP 2 ) = −119.65 < (P LP 3 ) = −117.5 < (P LP ) = −69.16 < (P ) = −54. For most instances, the inequalities are strict, as is the case in this example. Further, in this example, the lower bound to (P ) obtained from (P LP 3 ) is not much better than the one from (P LP 2 ). Nevertheless, as is pointed out in Section 5, the bound typically becomes significantly better when constraints of type (5) are appended to the formulation. 
Stabilized column generation
In this section a mathematical decomposition of P 3 is introduced. Based on this decomposition, we propose a column generation scheme which exploits the problem structure. Such schemes are, however, known to suffer from an inherent instability (see e.g. [29, Chapter 15] ), in the sense that the values of the dual variables may change significantly between iterations, which in turn may lead to poor convergence behavior.
To improve the stability of the column generation procedure, we incorporate a boxstep restriction [42] , which amounts to introducing adaptive bounds on individual dual variables. This technique has recently been used, with good results, in [38] , where a column generation procedure for the side constrained traffic equilibrium problem is addressed. A modification similar to the boxstep restriction has been used for stabilizing column generation procedures in [15] . It is applied to three types of applications (airline crew pairing problem, multisource Weber problem, and p-median problems), and it is reported that using stabilized column generation reduces solution time by a factor ranging from 2 to 10, compared to when no stabilization is done.
Introduction
Consider the formulation P 3 at the end of Section 2. Let F be the set of points (x, y) that satisfies all but the three first set of constraints of P 3 . Suppose the set F consists of p points (F is clearly finite), say (x t , y t ), t = 1, . . . , p. Then the problem P 3 can be restated as a problem P 5 , which has the linear programming relaxation
This problem is recognized as the linear programming relaxation of a Dantzig-Wolfe master problem of P 3 . Computational experience shows that many of the constraints (8c) are redundant, and that the problem P LP 5 typically becomes heavily degenerate. As discussed at the beginning of Section 3.4, this results in very long solution times. Let P LP 4 denote the formulation where all constraints of type (8c) are dropped from P LP 5 . It is clear that (P LP 4 ) (P LP 2 ) always holds. Furthermore, strict inequality may hold, see the example below. This is due to that the points in F are not necessarily extreme points in the polytope obtained when the integrality restrictions are removed from the set of constraints that describes F; see also Example 2.
The problem P LP 4 has a huge number of columns, even for a relatively small graph. It is therefore practically impossible to find and store all (x t , y t ) ∈ F. In Section 3.2, a stabilized column generation procedure for solving P LP 4 is introduced. Further, in Section 3.4, a procedure for gradually appending some of the constraints of type (8c) is developed. [Recall that the constraint (8c) directly corresponds to (5) 
The master problem
Let the dual variables associated with (8a)-(8d) be denoted by v , ( 0), e,v ( 0) and , respectively. The dual boxes used in the stabilized column generation scheme are expressed by the constraints
where˜ ,˜ is the dual solution to the previous master problem (defined below), and and are given positive parameters. This means that in each iteration of the column generation process, the dual box is centered around˜ ,˜ .
This is a modification of the boxstep method [42] , in which the box is kept still until the problem over this box is solved to a high prespecified accuracy. In our approach, only one new column is appended before the box is moved. In the approach in [15] , a box is also put around the dual iterates, but unlike the original boxstep method, the dual variables are allowed to take values outside the box. This is, however, penalized in the objective function. Our stabilization technique can be viewed as a special case of this approach, putting the penalties to infinity.
Let the dual variables associated with (9) is denoted MP (master problem). Below a restriction of MP is introduced where only (< p) of all non-artificial columns are known.
To find a new column with minimal reduced cost, we solve the column generation problem
s.t. (6c), (2a), (2b), (1d)-(1f).
Let (x +1 , y +1 ) denote an optimal solution to CGP. Then the reduced cost for the new column isĉ +1 =ŵ T x +1 − r T y +1 − .
Example 1 (Continued). In Fig. 3 , two optimal solutions to CGP are given for 3 = 2.5; 4 = 5 = 6 = 7 = 8 = = 0. Note that these solutions only differ in the values of y 3 and y 4 . The solutions to CGP can be modified into feasible cycles to TSSP 3 (which is the problem defined at the beginning of Section 2.1). This is discussed in Section 4. Moreover, an optimal solution to P LP 4 is obtained when taking a convex combination of these CGP-solutions, where both convexity weights equal 0.5. This solution is given in Fig. 4 . (Recall that P LP 4 is obtained when all constraints (8c) are removed from P LP 5 .) Note that in this example, the lower bound from (P LP 4 ) is strictly better than the bound from (P LP 2 ), see Fig. 1(a) .
In Section 3.3 we describe how CGP is solved. The solution to CGP is translated into the new column in RMP +1 , which is then resolved. This solution process is repeated until no further column with negative reduced cost can be generated, which is the case after a finite number of iterations. The master program is always feasible, because of the presence of artificial variables (which are initially the only variables).
Upper and lower bounds to (P LP 4 ) can be computed during the column generation process. Since MP includes more variables (namely the artificial columns) than P LP 4 , it is a relaxation of P LP 4 , and therefore any lower bound to (MP ) is valid also for (P LP 4 ). Let v denote the best lower bound to (MP ) found so far, and letĉ +1 be the reduced cost of the newly generated column. Then v := max{v, (RMP ) +ĉ +1 }, see [39] . (Here, v is initiated to −∞.) Upper bounds to (P LP 4 ) are found more rarely, since such are obtained only when all artificial variables, , are zero.
The column generation problem
In this section the column generation problem CGP, introduced in Section 3.2, is studied. Below, it is shown that this problem can be efficiently solved, using the concept of a 1-tree with one degree-constraint. Definition 1. A 1-tree with one degree constraint, denoted C1T , in an undirected graph G = (V , E), is a set of |V | edges that spans V and such that a designated vertex has a specified degree.
The column generation problem, CGP, can be transformed into a problem of finding an optimal solution to a minimum cost C1T . Introduce an extended variable vector = (x T , x T ) T , where x is the binary vector defined as 
This transformation is also used in [8] , with the aim of identifying a strong relaxation of the Steiner tree problem. A similar transformation is used in [19] , in a bounding procedure for the prize collecting TSP. See also [55] for a related topic. Using the transformation above, CGP is restated in the graph G 0 . Here,ˆ = (r T ,ŵ T ), whereŵ andr are given by (11a) and (11b) [or, later, by (16a) and (16b)].
x e ∈ {0, 1}, e ∈ E, (13e)
C1T G 0 is the problem of finding a 1-tree in the graph G 0 , such that the degree of the depot is fixed to three and x v 1 =1. In The problem C1T constitutes a special case of the minimum weight k-tree with one degree-constraint problem [20] . A k-tree with one degree-constraint in an undirected graph G = (V , E), is defined as a set of |V | − 1 + k edges that spans V and such that a designated vertex has a specified degree. In [20] , an O(|V | 3 ) algorithm for the solution of the minimum weight k-tree problem. The main characteristic of this algorithm is the following. First a minimal weight k-tree problem is solved, ignoring the degree constraint for the depot. Next, edge exchanges are performed in order to attain feasibility with respect to the degree constraint for the designated vertex. In our case, we use the algorithm for the special case when k = 1.
Late inclusion of constraints
In this section we describe how the column generation procedure can be combined with late inclusion of constraints, in order to strengthen the lower bound to TSSP 3 (defined at the beginning of Section 2.1) which is obtained from P LP 4 . The first to combine cut and column generation may have been Appelgren [1] . In his work with integer programming methods for vessel scheduling, he identifies a class of valid inequalities, and successively appended constraints from this class to a Dantzig-Wolfe master program. Moreover, these constraints are also explicitly taken into account in the column generation problems. The algorithm is tested on some small test problems. However, he reports that standard branch-and-bound works better.
Combinations of column and constraint generation are also considered in [44, 52, 46, 30] , and a profound analysis of combining column and constraint generation is presented in [51] . They point out that a condition for this combination to work well, is that the dual variables associated with the newly generated constraints are not allowed to change the fundamental structure of the objective function in the subproblem(s). Still, even though this condition is satisfied in their application, they report rather disappointing computational experiences. The lower bounds are raised considerably, but the computing times are long, because the reoptimization of the restricted master programs, after that new constraints have been added, requires about the same number of columns generated as for solving the original master program. In Section 5.3.1, we present computational results that resembles the results reported on in [51] .
Related works on branch-and-price-and-cut methods are presented in [6, 53] . They both report good results, better than those obtained by only performing branch-and-price. A technical review of column generation in integer programming is presented in [56] . In Section 4.4.1 of this paper, the combination of row and column generation is discussed.
Our original master problem, RMP , has |V |+1 constraints. The total number of constraints of type (8c) is (|V |−1) 2 . One strategy might be to add all these constraints to the master problem. This is however likely to cause a large degree of degeneracy. This experience is made in [40] , where strong linear programming relaxations for the orienteering problem are studied, and constraints of type (5) are used as valid inequalities. When all these constraints are added to their linear program, the CPU-time increases very much, because of degeneracy. Instead only constraints of type (5) that are violated at the linear programming solution are added in their work. Our experiences confirms their results. Furthermore, computational tests show (see Section 5.3.1) that less than 2% of the constraints of type (8c) are active close to an optimal solution. Therefore, a scheme with late inclusion of constraints is used, finding constraints of type (8c) as they are needed. Violated constraints are easily identified. First, the current master solution is translated into a  (x, y)-solution using (x, y) = t=1 t (x t , y t ) . Then the constraints of type (8c) are checked by examining each edge. A drawback is that the method needs much memory, since every CGP-solution needs to be stored.
Next some notation is introduced to be able to describe how constraints of type (8c) are included into the master problem. Each constraint of type (8c) corresponds to a pair (e, v) in the set I , which is given by (7) , and the corresponding dual variable is denoted by e,v ( 0), see beginning of Section 3.2. In a similar way to (9), dual boxes are expressed by the constraints
where˜ is a component of the dual solution to the master problem, is a parameter and I P ⊆ I corresponds to the set of constraints currently present in the master problem. The corresponding primal variables are denoted by lb e,v and ub e,v . Let MP I be the master problem where the constraints in I are appended. MP I P is defined analogously to MP I and the restriction RMP I P is given by 
(10a)-(10f).
Recall that the dual variables to RMP I P are denoted by v , ( 0), e,v ( 0) and , associated with (10a), (10b), (15a) and (10c), respectively. Let (x +1 , y +1 ) be an optimal solution to the column generation problem, CGP, see Section 3.3. The reduced cost of the new column isĉ +1 =ŵ T x +1 −r T y +1 − , wherê
Initially, no constraints of type (8c) are present in the master program, i.e. I P := ∅, and later most violated constraints of type (8c) are appended. If no violated constraint exists, then P LP 5 has been solved to a known accuracy. Since MP I P is a relaxation of MP I , each lower bound to (MP I P ) is also a lower bound to (MP I ), which in turn is a lower bound to (P LP 5 ) . Upper bounds to relaxations of P LP 5 , where the constraints (8c) are missing for (e, v) ∈ I \I P , are obtained when all artificial variables in RMP I P become zero; cf. the description at the end of Section 3.2.
Below the algorithm is given. It terminates when the lower and upper bounds to (P LP 5 ) are sufficiently close to each other, or when it is detected that TSSP is solved by the empty cycle or a two-cardinality cycle. (Note below that TSSP 3 is the problem defined at the beginning of Section 2.1.) 
Proof (Sketch). If v
occurs, then TSSP is solved by the empty cycle or a two-cardinality cycle, and the procedure terminates.
Since TSSP 3 has a feasible solution and a bounded optimal objective value, this is also true for P 3 and P LP 5 . The number of columns and constraints in P LP 5 is finite, so that the column generation and the addition of constraints of type (8c) must eventually come to an end. Since no more columns or constraints are needed, this final master problem contains sufficient information to provide solutions to MP I . Furthermore, the final problem RMP I P , and its dual, remain unchanged in those iterations, apart from the fact that the dual boxes will change positions.
The procedure can then be interpreted as the search for a maximum of a given piecewise linear and concave function in the dual space, using the boxstep strategy. A basic property of such a function is that its shortest subgradients are bounded away from zero at non-optimal points (that is, that the slope in a steepest ascent direction is not smaller than some value > 0, at any non-optimal point). From this property, and the facts that the dual box is of fixed size and is always centered to the previous dual iterate, it follows that the dual objective value will increase with at least a certain minimum amount (which depends of the value of and the box size) in each iteration, unless the box contains an optimal dual solution. Since the optimal dual objective value is bounded from above, one may conclude that the box will contain an optimal dual solution after a finite number of iterations. Let T be the iteration when, for the first time, the box contains an optimal dual solution to the final master problem. Then the optimal dual solution to RMP I P T , denoted u * = ( * , * , * ), also solves the dual of the final master problem. In the next iteration, the dual box is re-centered around u * . Clearly, u * is then an optimal solution also to the dual of RMP I P T +1 , with no active box-constraints. This means that all artificial variables are zero in the complementary solution to RMP I P T +1 . As a consequence, an optimal solution to MP I with no positive artificial variables has been found. This solution is therefore also an optimal solution to P LP 5 . Hence, the procedure terminates finitely with an optimal solution to P LP 5 .
Heuristic generation of feasible solutions
We here describe how integer feasible solutions to TSSP 3 can be computed from solutions to the relaxed problem, CGP. At the end of this section we present the insert and delete heuristic developed by [43] . Contrary to our heuristic the later does not rely on the solution of CGP. It is a primal local search method. We shall use also this second heuristic.
In order to construct feasible subtours during the solution process, we have developed a heuristic that manipulates solutions to CGP in order to achieve feasibility with respect to the relaxed constraints. The heuristic is designed with the aim of introducing as small changes as possible into the CGP solution. It consists of five main parts. In the first part vertices are removed in order to achieve feasibility with respect to the knapsack constraint. Removing vertex v corresponds to putting y v := 0. In the second part, edges connected to vertices v such that y v = 0 are deleted. In the third part, edges are removed to make each vertex degree less or equal to 2. These three steps result in one or many disconnected paths. In the fourth part, these disconnected paths are connected into a cycle. Finally, in the fifth part, we can include a TSP 3-OPT [41] tour improvement procedure if we want to. This is a local search routine that tries to improve the sequence in which the vertices are visited. Since this is relatively time-consuming, we make it optional.
Below the heuristic procedure is described in detail. It has proved to quickly give good feasible solutions. Connect the components into a cycle, by first performing a graph search and then adding K edges e ∈ E\E CGP ; if use_3-OPT then Apply the TSP 3-OPT routine to the cycle; Let E h be the set of edges in the improved cycle and c h the total net cost; end;
The graph search which is performed in the procedure MCGPS, heuristically solves the problem of matching the endvertices of the paths together, i.e. those vertices with degree less than or equal to one. It is a greedy heuristic, since each time we choose a connection from a current component, the cheapest one with respect to the edge costsw is chosen.
There is a number of other heuristic approaches to TSSP 3 . One algorithm that seems to give good result in practice is the insert/delete algorithm developed by [43] . Their algorithm takes any cycle as input. This cycle may violate the knapsack constraint (1c). The general idea is to improve the current cycle by adding to the cycle or deleting from the cycle exactly one vertex in each iteration. If the current cycle is infeasible with respect to the knapsack constraint, an improved cycle is defined as a cycle less infeasible. On the contrary, if the current cycle is feasible, an improved cycle is defined as a feasible cycle with smaller cost. The algorithm continues until no further improvement can be achieved. To apply this heuristic, we first make a simple transformation of our knapsack constraint, which is expressed on vertices, into a knapsack constraint expressed on the edges.
Experimental results
In this section we present computational results for a set of test problems. The numerical experiments are divided into three parts. In Section 5.1 some lower bounds are numerically computed, based on different mathematical formulations. In Section 5.2 we study the effects of varying some parameters for the procedure CGwLIoC on a single problem instance. The aim of this section is to illustrate the behavior of the algorithm for varying choices of parameter values. In Section 5.3 computations are performed on a large set of instances, evaluating the impact of the constraint (8c) [that corresponds directly to (5)] in terms of obtaining better lower bound to (P ) and the performance of the procedure CGwLIoC. Results are also presented for the heuristic MCGPS.
In the procedure CGwLIoC, the restricted master RMP I P is solved by the dual simplex method using CPLEX 6.5 Simplex callable library, and the problem CGP is solved by a Fortran-code in [20] . The remaining part of the procedure is implemented in C, which is also the case for the heuristic procedure MCGPS described in Section 4. The Insert/Delete heuristic is a Fortran-code developed by J. Mittenthal and C.E. Noon, see the end of Section 4. All computations are performed on a Sun Ultrasparc 2/2200.
The edge cost matrix is based on Euclidean distances between the vertices. Two subgroups of problems are generated in which the values of the vertex revenues and the values of the vertex weights are correlated and not correlated, respectively. This is in order to observe the difference (if any) in the results for the test problems; we expected that there would be a significant difference.
All test problems are randomly generated according to the following distributions. Each vertex v ∈ V has two coordinates; the coordinates are uniform random integers in range (1,100). 
Comparison of lower bounds to the optimal value
In this subsection we consider various linear programming relaxations of TSSP 3 (defined at the beginning of Section 2.1), and make numerical comparisons of lower bounds to (P ). We focus on how constraints (2b) and (5) affect the lower bound.
First, new notation is introduced. Let P LP 0 denote the problem that is obtained if the generalized subtour elimination constraints (1b) are dropped from P LP . Further, let P LP (2b) denote the problem where the constraints (2b) are appended to P LP 0 , and define P LP (5) and P LP (2b, 5) analogously. Note that P LP (2b) is equivalent to the problem P LP 2 , since the constraint
For the same reason, P LP (2b, 5) is equivalent to P LP 3 . Further, define the following ratios:
,
. Table 1 Average results for test problems with |V | = 16 and r max = 100, and vertex weights that are not correlated to vertex revenues Each of these ratios measures how large portion of the gap between (P LP ) and (P LP 0 ) that is closed, when a set of constraints is appended to the problem P LP 0 . In Table 1 , numerical results are presented as an average of five instances for each value of . In these test problems, |V | = 16 and r max = 100, and the vertex weights are not correlated to the vertex revenues. In the problems P LP (2b) , P LP (2b, 5) and P LP , the number of constraints grows exponentially with |V |. Therefore, small test problems are chosen in this experiment.
In Table 2 detailed results are presented for the five instances with = 0.8. It is of course impossible to draw any general conclusions based on these few numerical results. Some details in Tables 1 and 2 can however be highlighted. We first observe that for these test problems, almost 50% of the gap between (P LP ) and (P LP 0 ) is closed when the constraints (2b) and (5) are appended to P LP 0 . Second, in most cases k 2 is larger than k 1 , i.e. (P LP (2b) ) > (P LP (2b) ) holds. It should be noted that this is not always the case, as can be seen from the third instance in Table 2 . Third, the problem P LP (2b, 5) sometimes provides a significantly stronger lower bound than P LP (2b) or P LP (5) . We conclude that the constraints (2b) or (5) might separately strengthen the lower bound significantly. Further, the combination of these groups of constraints might be significantly stronger than each of them separately. To obtain a strong lower bound both constraints (2b) and (5) should therefore be taken into account. These conclusions provide some justification for our approach, where the constraints (2b) are included in the column generation problem CGP, whereas the constraints (5) are appended to the master program as they are violated.
Impact of algorithm parameters
In order to calibrate the algorithm parameters of the procedure CGwLIoC we have performed a large number of test runs with different settings on a large number of test problems. In this subsection we illustrate the general observations made on the performance of the solution procedure. For this illustration we use a specific test problem that is representative for the average behavior of the solution procedure; this problem has |V | = 50, r max = 100, = 0.2, and vertex weights that are not correlated to the vertex revenues. In the first three experiments of Section 5.2, no violated constraints of type (8c) are appended, i.e. only the inner repeat-until loop of the procedure CGwLIoC is executed. In Section 5.2.4, experiments with appending constraints of type (8c) are evaluated.
In the stabilized column generation scheme, the sizes of the dual boxes are important; this fact is established in the second experiment. The dual boxes are expressed by (9) and (14), given , and . An algorithm parameter denoted by box_size is introduced, and := := := box_size. In Section 5.2.2, a suggestion for an adaptive rule to change the size of the box during the computations is discussed. The box is initially centered at the origin. 
Behavior of the column generation procedure
The behavior of the column generation procedure for the choice of box_size = 0.5 and ε 1 = 0.01% is shown in Fig. 8 . The lower line in Fig. 8(a) corresponds to (RMP ) +ĉ +1 , i.e. the candidate values for a lower bound v to (MP ), see the end of Section 3.2. The upper line shows an upper bound to (P LP 4 ). For each dual variable, there are two dual box-constraints and therefore two primal artificial variables. Because of complementarity, at most one of these two artificial variables can be positive in an optimal basis for a master program. The ratio (#positive artificial variables)/48 is in Fig. 8(b) plotted for each iteration. Here the denominator is the number of dual variables v , . It can be seen that the number of positive artificial variables decreases rather nicely as the number of iterations increase.
In iteration number 95 all artificial variables reach the value zero. This means that an upper bound to (P LP 4 ) is obtained. Since the gap is greater than ε 1 , more columns are generated until the gap becomes smaller than ε 1 .
Various box sizes
In this subsection, results for the procedure CGwLIoC for different values of the parameter box_size are compared. In Fig. 9 the upper horizontal line corresponds to (P LP 4 ) = −941.33. Also, the lower bound v is plotted for different values of box_size. The computations are terminated when the gap is smaller than ε 1 = 0.1%. As can be seen from Fig. 9 , the choice of the parameter box_size is crucial. For small values, small dual steps are taken. If box_size is very small (0.01) the lower bound slowly crawl upwards. For large values of the parameter box_size large dual steps are taken. In this case, the procedure has an unstable behavior. When box_size is equal to 10,000 we obtain a situation close to the case where no dual box is used.
It can be concluded that the modified boxstep method is very important for the practical convergence rate of the column generation procedure. Furthermore, it is important to choose a suitable size of the box, as indicated also by the CPU-times in Table 3 . This table shows some additional data about the runs in Fig. 9 . The value of av_simplex equals the average number of simplex iterations for each master program and t is the total CPU-time. The importance of choosing a suitable value of box_size is further discussed at the end of this section.
Compare the cases box_size = 0.01 to box_size = 10 in Table 3 . In the first case, the dual box is small, and only a small number of simplex iterations is needed to reoptimize the dual. In the second case, the box is large, and more work is needed for reoptimization when a new column has been appended to the master problem. The total number of simplex iterations performed is about 16 times larger than for box_size = 0.01.
For box_size = 10, 000, the box becomes redundant and large dual steps are taken. This gives an unstable behavior, as can be seen in Fig. 9 , and often many columns are generated before the lower bound v is improved, so that large master programs must be solved. The problem of working with large master programs can to some extent be dealt with by dropping columns from the master program. This issue is discussed in the next subsection.
A complicating fact is that a good choice of the value of box_size is dependent on characteristics of the problem instance. Instead of calibrating box_size for all groups of test problems, an adaptive rule for changing box_size during the algorithm is developed. This rule depends on the number of times that the lower bound v is updated. For example, study v in ten consecutive iterations. If it has been increased eight or more times, we suspect that the box is too small and increase the box by increase_f actor. If, on the other hand, v has been improved only zero or one time, we guess that the value of box_size is too large and decrease it by decrease_f actor.
Finally in this subsection, the progress of the algorithm in the dual space in terms of distance to the dual solution is considered. Let denote optimal values for the dual variables corresponding to the vertex degree restrictions. In Fig. 10 the Euclidean distance from the current dual solution to is plotted for each iteration. When the box is small, the distance decreases monotonically with the number of iterations, see Fig. 10(a) . When the box is large, the behavior is unstable, as shown in Fig. 10(b) . Observe that the two figures have different scales, both on the horizontal and vertical axes. It should also be noted that is not unique, due to primal degeneracy. For the runs in Fig. 10 the final solution is used as . In Fig. 10(a) , = 62.6 and in Fig. 10(b) , = 82.5. Observations similar to those in Fig. 10 are made in [31] . They study Lagrangian duality applied to vehicle routing with time windows. Their Lagrangian dual problem is solved in two phases: In the first phase, a cutting plane algorithm with a trust-region stabilizing device (box) is used. In the second phase, the trust-region is removed, which turns the method into a Dantzig-Wolfe algorithm.
Dropping columns
In this subsection the impact of sometimes dropping columns from the master programs is discussed. With an exception for the very first master program, each new master is solved by a reoptimization of the previous master. Still, if there are too many columns in the master, the reoptimization can be computationally burdensome. Therefore, the impact of dropping columns from the master programs is studied. Two alternative strategies are implemented and evaluated. In both cases, let drop_int denote the dropping interval. Every drop_int iteration columns are removed from the restricted master. In the first implementation, the number of columns dropped depends of the total number of columns in the master and the value of drop_lev, the drop level. This number indicates the portion of columns with positive reduced cost that are removed, chosen among the non-artificial columns with largest reduced cost. In the second implementation, columns are dropped based on another criterion. For every non-artificial variable, a number is stored, telling when (in which iteration) it was most recent a basic variable. If the difference between the number of the current iteration and that number is larger than a certain threshold, denoted by max_iter_nonbasic, the corresponding variable (column) is dropped.
In Tables 4 and 5 , #drop_col indicates the total number of columns dropped during the procedure. These tables illustrate the performance of the procedure CGwLIoC for different values of drop_lev and max_iter_nonbasic, respectively, choosing drop_int = 200, 1 = 1.0% and box_size = 5. Other values of drop_int = 200, for instance 50, 100 or 400 give similar results. The results in Tables 4 and 5 indicate that computational time can be saved if columns are dropped. Nevertheless, if we are too aggressive, i.e., if too many columns are removed too often, the computational time will actually increase, compared to when no columns at all are dropped. This is the case in the last row of Table 4 .
Adding constraints of type (8c)
In this subsection some algorithm parameters dealing with the late inclusion of constraints of Section 3.4 are introduced. In Table 6 , activate_lev denotes the portion of the most violated constraints of type (8c) that are appended to the master. Also, activate_limit is a parameter that gives an upper limit on the number of appended constraints in one iteration. The number
is the portion of constraints of type (8c) that have been appended to the master at termination. From Table 6 , it seems best to append 100% of the violated constraints in the set I V to the restricted master program. In our experiments, this has been a good strategy also for other test problems, when using a small value on ε 1 . If ε 1 is large the master solution will not be so accurate and the risk of appending constraints that are not so useful increases.
Moreover, it can be observed in Table 6 that gap I is much smaller than ε 2 . This depends on the fact that the size of the box is quite small. When the dual box becomes inactive (see last paragraph of Section 3.2), good lower and upper bounds are obtained and the inner repeat-until loop of CGwLIoC is leaved. An example of this behavior is illustrated in Fig. 11(b) . Finally, it can be noticed that the total number of constraints of type (8c) that has been appended to the master is small, compared to |I |, i.e. the total number of constraints of type (8c). For the test problem in Table 6 , less than 0.7% are activated. Still, the last master program does not violate any of the constraints of type (8c). Fig. 11 (a) and (b), display results when the procedure CGwLIoC is executed for box_size = 10, 000 and 0.2, respectively. Note that the horizontal axis have different scale. After adding 2599 columns in Fig. 11(a) , gap ∅ becomes smaller than ε 1 , c.f. last row of Table 3 . From iteration 1 to 2599, the lower curve displays candidate values for lower bound v ∅ to (MP ) and the upper curve shows upper bound. When constraints of type (8c) are appended, a more restricted optimization problem is obtained, with a higher optimal objective value.
When box_size = 10, 000 the execution time is about 1200 seconds and for box_size = 0.2 the execution time is 29.1 s. In the latter case, the first repeat-until loop is executed in 2.5 s. This example shows that stabilization can reduce solution time with a factor of 40.
Next, consider again Fig. 11(b) . During the execution of the first repeat-until loop, 114 columns are generated. Then some of the constraints of type (8c) are appended to the master. Surprisingly, almost 300 new columns are generated, which is rather counter intuitive. Our guess was that adding just a subset of the constraints of type (8c) would not make the problem that much harder.
One might think that this phenomenon is explained by difficulties with the choice of the value of box_size. This, however, is not the case. Many different choices of box_size have been tried, without solving the second phase significantly faster.
In Fig. 11(b) , totally 16 constraints of type (8c) are appended to the master. Another experiment was performed, where these 16 constraints were appended to the very first master. The result is shown in Fig. 12 . As can be seen, no more constraints of type (8c) was appended this time. Here 181 iterations are executed and the CPU-time is 10.9 s. This can be compared to the time for executing the first repeat-until loop in Fig. 11(b) , which is 2.5 s. The conclusion must be that the constraints of type (8c) are hard to handle in a column generation scheme. At the end of Section 5.3.1, this issue is further discussed.
Computational experience with the overall method
In the first part of this section, we investigate the performance of the procedure CGwLIoC. Also, some properties of different groups of test problems are discussed, dealing with gap between upper and lower bounds. Specially, we study how the adding of the constraints of type (8c) makes the gap smaller. In the second part, the heuristic algorithm MCGPS of Section 4 for finding integer feasible solution is tested. Specially, we investigate if introducing the constraints of type (8c) into the column generation scheme makes the quality of the heuristic cycles better.
Numerical experiments using CGwLIoC
We first recall notation that was introduced earlier in this section. The value v ∅ denotes the best lower bound obtained for (MP ). Correspondingly, v I denotes the best lower bound obtained for (MP I ). Furthermore, letz P denote the objective value of the best known integer feasible solution to P; this value is computed as follows. An initial candidate value forz P is obtained from the Insert/Delete heuristic. Then, at each iteration of the procedure CGwLIoC, the heuristic Table 7 Results from the procedure CGwLI oC for uncorrelated problems |V | r max = 40 r max = 100 Table 8 Results from the procedure CGwLI oC for correlated problems |V | r max = 40 r max = 100 Consider the ratios q 1 , q 2 and q 3 defined below. Here q 1 measures the relative gap between v ∅ andz P and q 2 the relative gap between v I andz P . Finally, q 3 is the portion of the difference betweenz P and v ∅ that is closed through the addition of the constraints (8c) to the master program.
For a given group of test problems, we know a priori that q 1 q 2 . This follows immediately from (19a) and (19b) and the fact that v I v ∅ . For the runs in this subsection, ε 1 = ε 2 = 0.1%. The value of box_size is updated during the algorithm using the adaptive rule described in Section 5.2.2. After some initial calibration, the parameters increase_f actor = 11 10 and decrease_f actor = 10 11 were chosen. Initially, box_size equals 0.2. Moreover, columns are dropped according to the first strategy described in Section 5.2.3, using drop_int = 100 and drop_lev = 50%. When violated constraints of type (8c) are appended to the master program, activate_lev = 100% and activate_limit = 30. Results are presented for problem where |V | = 50 and |V | = 100.
For both uncorrelated and correlated problems (Tables 7 and 8 ) we observe that the value of q 1 strictly decreases when any of the instance parameters |V |, or r max increases. This observation also holds for q 2 . Furthermore, a value of q 1 in Table 7 is less than the corresponding value in Table 8 . The same observation holds for q 2 . The value of q 2 is sometimes very high, although the absolute gap is actually rather small. This is due to the fact that the best known objective values (and the optimal values), used in the denominators, can be close to zero. This is an inherent property of some of the test problems that makes the relative gaps large.
We are not able to find such a pattern for q 3 . It can be observed that the value of q 3 is most often between 20 and 40%. In Example 1 in Section 2.1, v ∅ = −113.5, v I = −110.01 andz P = (P ) = −54.0. This gives q 1 = 110.18%, q 2 = 103.7% and q 3 = 5.88%, so about 5.88% of the original gap is closed when the constraints (8c) are appended.
In Tables 7 and 8 , t i is the time spent in the first inner repeat-until loop of CGwLIoC. The total CPU-time is denoted by t. Further, B is the portion of activated constraints of type (8c), as defined by (18) . The values of B are consistently small. On average less than 1% of all the constraints of type (8c) are appended to the master program. As was discussed at the end of Section 5.2.4 and at the beginning of Section 3.4, the CPU-times increase considerably when these constraints are appended. The behavior of the column generation algorithm with late inclusion of constraints is very similar to the poor behavior reported on in [51] , i.e., a large number of columns must be generated in order to reoptimize the new master program after appending a small set of constraints. A possible explanation is as follows.
Consider the column generation problem, CGP, which is described in Section 3.2. The objective coefficients in CGP are given by (11) . It can be observed that for given edge costs and vertex revenues, not each pair (x, y) ∈ F can be an optimal solution to CGP, since there might be no values of the multipliers , that makes this (x, y) optimal. Let denote the number of distinct (x, y) ∈ F that are optimal in CGP for some values of these multipliers. When some constraints of type (8c) are appended to the master program, the objective coefficients in CGP are given by (16) . The multipliers introduce a new degree of freedom in the objective of CGP, and, as a result of this, more solutions (x, y) ∈ F than previously are optimal in CGP for some values of the multipliers , and . Further, it seems reasonable to assume that the number of possible solutions to CGP grows quite fast with the number of constraints of type (8c) that are appended to the master program. (The behavior shown in Fig. 11 indicates that this is the case.)
In order to understand the consequences of this effect we note that column generation is equivalent to the solution of a Lagrangian dual problem by a cutting plane method. In our application, the column generation scheme is equivalent to a cutting plane method on the Lagrangian dual problem obtained when the vertex degree restrictions (1a) and the knapsack constraint (1c) in P 2 are Lagrangian relaxed. The resulting dual objective function is piecewise linear and the number of pieces equals , since the Lagrangian relaxed problem coincide with CGP. The Lagrangian dual function has more segments when constraints of type (5) are present, and therefore is less nonsmooth. It will be harder to solve with a cutting plane methodology, compared to when no constraints of type (5) are present.
Numerical experiments using MCGPS
Above we have established the fact that the constraints (5) are useful for strengthening the linear programming relaxation of TSSP 3 . In this subsection we investigate if the quality of the heuristic integer solutions obtained from MCGPS, see Section 4, is improved when constraints of type (8c) are appended to the master program. To do this, we execute the MCGPS heuristic in each of the 100 latest iterations of the procedure CGwLIoC before any constraints of type (8c) are included into the master program, and in each iteration of the entire procedure, respectively. Letz 1 and z 2 denote the best objective values found in these two phases, respectively. The values ofz 1 andz 2 are compared to (MP I ) instead of (P ), since the latter is unknown. Define q 4 = [z 1 −z 2 ]/[z 1 − (MP I )], which estimates how much closerz 2 is to (P ) thanz 1 is. In Tables 9 and 10 , q 4 is computed as an average of five instances. The numberz 2 _wins denotes the number of times thatz 2 is better (lower) thanz 1 out of these five instances.
It can be seen from Tables 9 and 10 , that the constraints (8c), when appended to the master program, seem to improve the quality of the heuristic integer solutions on average. A general comment of the results, before computing the average, can be made. Wheneverz 2 is better (lower) thanz 1 , then the difference between these values is often quite large. On the contrary, whenz 1 is better thanz 2 , then the difference is typically quite small. This explains why all the average values of q 4 are positive.
Conclusions and further research
We proposed a decomposition of the traveling salesman subtour problem. This decomposition exploits a substructure that is similar to the well known 1-tree relaxation of the TSP [28] . Further, variable upper bound (VUB) constraints are used to strengthen the linear programming relaxation. The 1-tree structure of the new formulation is used in a stabilized column generation scheme. The stabilization technique is a slight modification of the boxstep method in [42] , and involves an adaptive method for changing the size of the box during the computations. We experience large improvements of the computing times when well-calibrated boxes are used, compared to when no boxes are used.
It is further established that the linear programming relaxation is strengthened significantly by the addition of the VUB constraints. Moreover, only a small subset of these constraints are needed in order to obtain this effect. The addition of these relatively few constraints to the master program of the column generation scheme will, however, slow down the practical convergence rate of this scheme significantly. This behavior of a scheme that combines column generation with addition of new constraints is very similar to that reported on in [51] , and it can probably be explained by the arguments at the end of Section 5.3.1. This troublesome behavior motivates further research in order to improve the performance of column generation schemes with delayed inclusion of some constraints. It might be worthwhile to study the effects of introducing box-constraints also in the master problem.
We have also designed a heuristic method for constructing feasible solutions to TSSP. This heuristic works by manipulating the solutions to the column generation problem with the aim of reaching overall feasibility. It is our experience from the computational results in this paper (and experiments that are not reported here) that this heuristic method often produces near-optimal solutions. We observe that the addition of VUB constraints to the master program typically leads to an improved quality of the heuristic solutions.
Concerning properties of TSSP with respect to the size of the duality gap, we note that the gap typically decreases whenever the size of the problem, the right hand side value of the knapsack constraint, or the level of the vertex revenues, increase. Moreover, the duality gaps for problems where the vertex weights are correlated to the vertex revenues, are larger than in the uncorrelated case.
An immediate opportunity for improving upon the proposed algorithm is to consider incorporating all constraints (1b), and not only those corresponding to |S|=2, into the master problem. In order to identify violated constraints of this type, we would need to a invoke a non-trivial separation problem. (This separation amounts to solving |V |−1 maximum flow problems.) The additional constraints thus generated would improve the quality of the lower bound. The amount of computations would however increase, and the difficulties of combining column generation and late inclusions of constraints would probably become even more severe. The full utilization of the constraints (1b) is therefore a possible subject for future evaluation.
The solution technique presented in this paper can be adapted to vehicle routing problems; this is an interesting subject for future research. Another topic for future research is to attempt to accelerate a column generation scheme by finding a good, or even near-optimal, set of initial columns to the master program. This is of course a non-trivial task, and we are currently studying the use of subgradient optimization for this purpose.
