Abstract: Solutions to the radial Schrödinger equation of a particle in a quantum corral are used to probe how the statistical correlation between the position, and the momentum of the particle depends on the effective potential. The analysis is done via the Wigner function and its Shannon entropy. We show by comparison to the particle-in-a-box model that the attractive potential increases the magnitude of the correlation, while a repulsive potential decreases the magnitude of this correlation. Varying the magnitude of the repulsive potential yields that the correlation decreases with a stronger repulsive potential.
Introduction
The position and momentum of a quantum particle are intimately related and correlated, since knowledge of one precludes knowledge of the other. It is this correlation which gives rise to the Heisenberg uncertainty principle. In quantum mechanical formulism, the position operator does not commute with the momentum operator.
The momentum space wavefunction is the Dirac-Fourier transform (FT) of the position space one: (1) This FT illustrates that each point in p-space is intertwined with every point in x-space, and vice versa. One avenue of examining the correlations between x and p is to study it through statistical means [1] [2] [3] [4] [5] [6] [7] . To do this, one introduces a phase-space distribution that is dependent on both x and p. One example of such a distribution function is the Wigner function [8] [9] [10] , defined as:
It has the attractive properties that its marginals are the x-and p-space densities, respectively, and it normalizes to unity:
On the other hand, it is a quasi-probability distribution, since it can attain negative values, which limits its interpretation as a true probability distribution in the conventional way.
The problem of determining the correlation between the position and momentum from Wigner functions has been addressed [11] [12] [13] . One can think of quantifying the correlation between the position and momentum variables by the use of tools taken from statistical theory. The usual manner of studying the correlation between two variables is through the use of the correlation coefficient [1] [2] [3] [4] [5] 13] or through the use of mutual information from information theory [14] . Mutual information provides a more general measure of correlation, while the correlation coefficient captures linear dependencies.
Mutual information can be considered as a relative entropy or the distance of a distribution from the product of its marginals. It is defined in terms of the Wigner function as:
where s ρ , s π and s w are the Shannon entropies [15] of the position, momentum and Wigner distributions, respectively. These are defined as:
and are measures of the localization(delocalization) of the underlying distributions. Shannon entropies of other phase-space distributions have been discussed [16] . The interpretation of I xp as the difference between s ρ + s π = s t and s w is noteworthy, since s t forms the basis of the entropic uncertainty-like relationship [17] :
whose lower bound corresponds to the ground-state harmonic oscillator. This entropy sum can be considered as the entropy of the separable phase-space distribution ρ(x)π(p): 
It should be noted that the imaginary part of the entropy is proportional to the volume of the negative regions of the Wigner function, which have been related to entanglement [18] and with nonclassicality [19] . The presence of the negative regions in quasiprobability distributions has also been studied in connection with nonclassical effects [20, 21] . Localization in phase-space and its relation with the uncertainty principle has been discussed [22] [23] [24] [25] [26] .
The definition of the mutual information given above is also a complex-valued quantity, since it depends on s w . Note also that it is not a mutual information in the strict sense, since the bound, s t −s w ≥ 0, is not necessarily obeyed. We emphasize that the statistical correlation in this sense, as measured by I xp , provides a measure of the difference between the Wigner function and a separable phase-space distribution [ρ(x)π(p)].
I xp has been applied to study position-momentum correlation in the particle-in-a-box model (PIAB) [6] , where the mutual information was examined as a function of the quantum number. The PIAB model has an infinite potential at the edges of the box, so that the particle is confined inside the box. There is no potential inside the box. However, it would be interesting to examine the position-momentum correlation and localization (delocalization) of the Wigner function when the particle is under the influence of a potential. Does the statistical correlation between the position and momentum variables increase with the strength of the potential? Is this correlation, and the localization of the Wigner function, different for attractive potentials as compared to repulsive potentials?
The Quantum Corral Model
This model is a two-dimensional system of a particle confined to a circular hard-wall enclosure of radius unity and has been used to interpret experimentally realizable systems [27, 28] . The natural co-ordinate system is polar co-ordinates with wavefunctions:
where (12) and
Bessel function of the first kind, and x nk is the n th zero of this function. Information entropies in position and momentum space have been studied in this model [29, 30] .
One may obtain a radial Schrödinger equation by substituting the wave function in Equation (10) into the Schrödinger equation:
where ϵ = 2mĒ h 2 . Defining the new variable:
and substituting into Equation (13) gives:
This equation can be interpreted as a one-dimensional radial Schrödinger equation with effective potential given by:
Since the u's are zero at r = 0 and r = 1, this model is equivalent to the particle-in-a-box model with unit length where the particle is now under the influence of an effective potential that is attractive towards the center of the confining region for k = 0, while it is repulsive for all other integer values of k. This model provides the possibility of studying position-momentum correlation and the effect of the attractive and repulsive potentials. Results can also be compared and contrasted to those of the PIAB model [6] .
The purpose of this work is the study of the position-momentum correlation in this radial model with effective potential to examine how the presence of an attractive or repulsive potential, and its intensity influences this correlation. The localization features of the Wigner function for the different potentials are also studied through the Shannon entropy and compared to the PIAB model with zero potential.
Results and Discussion
Wigner functions and their Shannon entropies were calculated by numerical Fourier transform of:
and numerical integration of Equation (6) . u nk (r ± y) are zero-valued outside of the interval [0, 1]. This implies that 0 ≤ r + y ≤ 1 and 0 ≤ r − y ≤ 1. This leads to a restriction on the integration limits:
Entropies and mutual information are reported in units of nats. The numerical procedure was checked by numerically calculating Wigner functions of the PIAB model and comparing them to their known analytical expressions [31] . The normalization of the Wigner function was also verified. One observes that all rows have similar characteristics. That is, the radial model is very similar to the PIAB one (first row) with slight differences. Going along each row, one sees the introduction of more nodal structure as the system is excited.
Wigner Functions
On comparing the first and second entries of each column, one appreciates that the second entries are slightly shifted towards the origin of r = 0 due to the presence of the attractive potential. On the other hand, the third entry as compared to the first is displaced towards the right or the boundary at r = 1 due to the presence of the repulsive potential. Comparing the last two entries of each column (k = 1, 3), one observes that a stronger repulsive potential shifts the Wigner function even more towards the boundary. Figure 2 presents a sideways perspective where one can appreciate how the number of negative regions in the Wigner function increases with the excitation. The middle column (n = 2) clearly shows that the negative region moves towards the origin with the introduction of the attractive potential while it is pushed towards the boundary with the repulsive one. In the Im[s w ] and |s w | plots, the PIAB curve (zero potential) interpolates nicely between the k = 0 (attractive potential) and k = 1 (repulsive potential). The interpretation of these plots is that the Wigner function delocalizes with increasing n. This behavior was also noted for k = 3, 5.
Shannon Entropy of the Wigner Function
The result that the Im[s w ] curve increases with n illustrates that the negative regions of the Wigner function become larger as n increases. Also, one sees that the volume of the negative region in PIAB is between that of k = 0 and k = 1, as stated in the previous paragraph.
Furthermore, the ordering of the k = 0, PIAB and k = 1 curves in the Im[s w ] and |s w | plots is maintained for all values of n. That is, the presence of an attractive potential increases the volume of the negative regions (comparing the k = 0 curve to the PIAB one), while the repulsive potential decreases the volume (comparing the k = 1 curve to the PIAB one). The interpretation is that the attractive potential delocalizes the distribution, while the repulsive one localizes the distribution, with respect to the case of no potential (PIAB).
The s t plots are also presented in Figure 3 . These correspond to the Shannon entropies of a separable phase-space distribution and can be compared to the other measures. All values of s t obey the entropic uncertainty relationship. Important to note is that while the behavior of s t is similar to the other measures, it does not preserve the ordering of the k = 0, PIAB and k = 1 curves as does Im[s w ] and |s w |. That is, there are points where the curves crossover (similar to Re[s w ]). The observation here is that measures that incorporate the negative regions of the Wigner function respect the relative ordering, while the s t measure that comes from a separable and non-negative phase-space distribution does not. Both the Im[s w ] and |s w | curves are somewhat flat for k ≥ 1. This suggests that the strength or intensity of the repulsive potential is not a dominant factor in the volume of the negative regions and in the localization as a whole. This behavior can be interpreted by returning to the Wigner function plots in Figure 1 . Take, for example, the last two entries of the first column, which are perhaps the clearest. The stronger repulsive potential in the last entry compresses the Wigner function toward the boundary in the r direction. This compression results in a broadening of the function in the p direction, due to the uncertainty principle. Thus, there is a small net change in the localization.
The last row of Figure 4 plots the n = 2 curve for each quantity using an enhanced scale. One observes that all quantities decrease with increasing k (stronger repulsive potentials). We stress that the trend presented for n = 2 is a generalized one which was observed for several groups of n. There are, however, n ′ s, where the trend is increasing, e.g., n = 5 in Re[s w ] and |s w |. Such an increasing trend was also observed for s t [30] . Figure 5 plots the three measures of mutual information, Re[s t − s w ], |s t − s w | and |s t | − |s w |, as a function of n for k = 0, PIAB and k = 1. Important to note is that the behavior is similar to PIAB in all three cases. For the latter two measures, which incorporate the imaginary parts, the interpretation is that the position-momentum correlation increases in magnitude with n as in the PIAB model. Also, the PIAB curve interpolates nicely between the k = 0 and k = 1 curves. For the Re[s t − s w ] curves, the interpretation is less transparent as the curves increase and decrease. In the latter two plots, the magnitude of the correlation is greater for the k = 0 curve as compared to the PIAB one. Thus, the attractive potential increases the magnitude of the position-momentum correlation. On the other hand, the magnitude of the correlation is smaller for the k = 1 curve as compared to PIAB. Hence, the repulsive potential decreases the magnitude of the position-momentum correlation.
Mutual Information
The imaginary component of I rp , Im[s t − s w ] can also be considered as a correlation measure. It is -Im[s w ] and is minus the curve presented in Figure 3 . Examining this curve, the interpretation would be that the magnitude of the correlation increases with n. It would also be consistent with |s t − s w | and |s t | − |s w | in the interpretation of the effects of the potentials on the magnitude of the correlation. Figure 6 . Plots of the three measures of the mutual information as a function of k: n = 1 (green), n = 2 (blue), n = 3 (red), n = 4 (light blue), n = 5 (black). The bottom curve for |s t − s w | is an enhanced scale for n = 2 with repulsive potentials, k ≥ 1. Figure 6 presents the curves as a function of k. All curves show a distinction between attractive and repulsive potentials. The interpretation is that the magnitude of the correlation is greater for attractive potentials than for repulsive ones. Differences are that in |s t − s w | the position-momentum correlation is not greatly affected by the strength of the repulsive potential (k ≥ 1), while for the other measures, the interpretation is that the magnitude of the correlation increases (Re[s t − s w ]) or decreases (|s t | − |s w |) with the intensity of the potential.
The |s t − s w | curve for n = 2 is presented below with an enhanced scale. On this scale, it shows that |s t − s w | decreases, thus the correlation decreases with the intensity of the repulsive potential. This is similar to the behavior of the |s t | − |s w | curves. These results for n = 2 also hold for the n = 3 points, but not for the others. On the other hand, a decrease from k = 1 to k = 3 was observed for all the studied values of n ′ s.
Conclusions
Solutions to the radial Schrödinger equation of a particle in a quantum corral are used to study the effects of an attractive or repulsive effective potential on the behavior of the respective Wigner functions. The localization/delocalization in the Wigner function is studied by its Shannon entropy. We show that the entropy increases as a function of quantum number n for both attractive and repulsive potentials, similar to the case of zero potential [particle-in-a-box (PIAB)]. The imaginary part of the entropy increases with n, which illustrates that the volume of the negative regions of the Wigner function increases with n. Furthermore, the PIAB curve (zero potential) interpolates between the attractive (k = 0) and repulsive (k = 1) potentials. The interpretation is that the attractive potential increases the negative volume of the Wigner function, while the repulsive potential decreases this volume. A study of the Shannon entropy versus k highlights that the entropy detects the difference between attractive and repulsive potentials. Mutual information, defined as the difference between the sum of position and momentum space entropies and the Shannon entropy of the Wigner function, is used to study the correlation between position and momentum. This correlation increases with n and is consistent with that in the particle-in-a-box model. Moreover, the values of the PIAB model interpolates between the k = 0 and k = 1 cases. The presence of an attractive potential increases the magnitude of this correlation, while a repulsive one decreases this correlation. As a function of k, the results show a clear distinction between attractive and repulsive potentials. The magnitude of the correlation is observed to decrease with the strength of the repulsive potential. The importance of the imaginary components of the information measures, corresponding to the volume of the negative regions of the Wigner function, is emphasized.
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