The aim of this discussion is to introduce a new fuzzy regression model, based on the distance between the outputs of the model in terms of its measurements along with the optimal confidence level 'h' using the shape preserving operations. Simple fuzzy regression models with fuzzy inputfuzzy outputs are also considered in which the coefficients of the models are themselves triangular fuzzy numbers. In the proposed method, the arithmetic operations are based on T w norm, which preserves the shape during multiplication of two fuzzy numbers and it also satisfies the scale independent property. The numerical examples indicate that the proposed method has effective performance, especially when the data set includes some outliers.
INTRODUCTION
Regression analysis has a wide spread applications in various fields such as business, engineering and economics to explore the statistical relationship between input (independent or explanatory) and output (dependent or response) variable. In the year 1970, Bellman and Zadeh [1] proposed the concept of fuzzy set theory. Since then several authors have constructed different fuzzy regression models and proposed the associated solution methods. The first approach, which is called the possibilistic regression, was introduced by Tanaka et al. [2] . They considered the regression problem with fuzzy dependent variable and crisp independent variable which was formulated as a mathematical programming problem. In their study, a regression problem with fuzzy dependent variable and crisp independent variable was formulated as a mathematical programming problem. The objective of Tanaka's method was to minimize the total spread of the fuzzy regression coefficients subject to the constraint that the regression model needed to satisfy a pre-specified membership value in estimating the fuzzy responses. The main drawback of Tanaka's approach is the scale dependent. Although this approach was later improved by Tanaka [3] , Tanaka and Watada [4] and Tanaka et al. [5] and still suffered the problem of being extremely sensitive to outliers as pointed out by Redden and Woodall [6] .
The main purpose of fuzzy regression models is to find the best model with the least error. Based on this, the methods are classified as follows:
(1) Possibilistic approach, which tries to minimize the fuzziness of the model by minimizing the total spread of its fuzzy coefficients, subject to include the data points of each sample within a specified feasible data interval.
(2) Least square approach, which minimizes the total spread of errors in the estimated value, based on their specification. This approach is an extension of ordinary least squares which obtains the best fitting to the data, based on the distance measure under fuzzy consideration.
Fuzzy linear regression by fuzzy least square approach is proposed by Celmins [7] and Diamond [8] . Some recent works on this topic are as follows: Hong et al. [9] studied the fuzzy least squares regression modeling by using shape preserving operations.
Mohammadi and Taheri [10] explained the application of least square method in soil sciences when the data for the response variable are fuzzy numbers. Coppi et al. [11] studied the dependence of an LR fuzzy response variable on a set of crisp explanatory variables. Using a generalization of the Diamond's metric, Arabpour and Tata [12] investigated a fuzzy least squares regression method. Kim et al. [13] investigated some asymptotic properties of least square estimators for fuzzy regression models. Lu and Wang [14] proposed an enhanced fuzzy regression model, in which the spreads of the estimated dependent variables fit the spreads of the observed dependent variable.
Regression analysis based on the method of least-absolute deviation has been used as a robust method. When outlier exists in the response variable, the least absolute deviation is more robust than the least square deviations estimators. Some recent works on this topic are as follows: Chang and Lee [15] studied the fuzzy least absolute deviation regression based on the ranking method for fuzzy numbers. Kim et al. [16] proposed a two stage method to construct the fuzzy linear regression models, using a least absolutes deviations method. Torabi and Behboodian [17] investigated the usage of ordinary least absolute deviation method to estimate the fuzzy coefficients in a linear regression model with fuzzy inputfuzzy output observations. Considering a certain fuzzy regression model, Chen and Hsueh [18] developed a mathematical programming method to determine the crisp coefficients as well as an adjusted term for a fuzzy regression model, based on L 1 norm (absolute norm) criteria. Choi and Buckley [19] suggested two methods to obtain the least absolute deviation estimators for common fuzzy linear regression models using T w norm based arithmetic operations.
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The objective of this study is to minimize distance between the outputs of the model and the measurements. The proposed objective function estimates an optimal confidence level namely 'h' too. In this paper, section II focuses on some important preliminaries on fuzzy arithmetic operations based on the weakest T-norm. In section III, the new approach is presented and in section IV, the proposed method is analyzed with different data types. Comparison between the proposed approach and existing approaches are made to assess the performance of the proposed method.
T W BASED ALGEBRAIC OPERATIONS OF FUZZY NUMBERS
A fuzzy number is a convex subset of the real line with a normalized membership function. A triangular fuzzy number a (a, , )    is defined by
,if a t a 0 , otherwise 
where L and R are non increasing and continuous functions from (0,1) to (0,1) satisfying L(0)=R(0)=1 and L(1)=R(1)=0. A binary operation T on the unit interval is said to be a triangular norm [22]  is emphasized from a mathematical point of view in Ling [22] , among others. The usual arithmetic operations on real numbers can be extended to the arithmetic operations on fuzzy numbers by means of extension principle by Zadeh [23] , which is based It is also known that the w T based addition and multiplication preserves the shape of L-R fuzzy numbers [24, 25, 26, 27] . It is known that T M based multiplication does not preserve the shape of L-R fuzzy numbers. In this section, we consider w T based multiplication of L-R fuzzy numbers. 
FUZZY LINEAR REGRESSION USING THE PROPOSED APPROACH
In this section, the proposed approach based on the absolute distance between spreads and centers of the observed and estimated values of the outputs to the fuzzy linear regression models using T w norm is discussed here, with crisp/fuzzy input-fuzzy output data, in which the coefficients of the models are also considered as fuzzy numbers. are symmetric fuzzy numbers. Our aim is to fit a fuzzy regression model with fuzzy coefficients to the aforementioned data set as follows: It is known that the overlap of the given outputs Y i and the estimated fuzzy number Ŷ i is not empty (conjuncture problem). Based on this concept, an objective function is proposed, which minimizes the inequality of the given outputs Y i and the estimated fuzzy number Y i in order to maximize the possibility of equality of those fuzzy numbers. Therefore the objective function minimizes the sum of the absolute difference between upper limits and lower limits of the observed and estimated values of the outputs with arithmetic operations using T w norm,
(2) In this approach, h is included in the objective function to estimate its value optimally with high accuracy. To obtain the constraints, the possibility of the equality of observed and estimated outputs is with atleast 'h' degree of belongingness.
Here we use the reference function 1 L (x) 1 x   , for triangular fuzzy number [29] ,
Then the optimization problem is summarized as follows:
Solving this optimization problem using LINGO, the fuzzy coefficients of the model are estimated.
When outliers exist in the dataset, Chen's [30] approach of modifying the outlier data is applied for crisp/ fuzzy input and fuzzy output data. The modified proposed optimization problem to estimate the fuzzy coefficients using Chen's approach of modifying the outlier data is explained below: For detecting outliers, the width between the spread of estimated value and dependent value must be below a certain specified value 'k'. If this difference is larger than 'k', the problem has no feasible solution and the equation must be added to the constraints   max a , x e k, j ij ij j i 1 j p      the optimization problem becomes, 
where r value is reasonably large.
EXAMPLE
In this section, the proposed method is compared with some well-known methods using data sets. In Example 1, a comparative study is provided based on a data set with fuzzy input-fuzzy output observations. In Example 2, a crisp inputfuzzy output data set is illustrated for the performance of the proposed approach. A real data set with fuzzy input-fuzzy
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To investigate the performance of the fuzzy regression models, we use similarity measure based on the Graded mean integration representation of distance proposed by Hsieh and Chen [31] Table . 1 in which the observations of the input and output variables are symmetric triangular fuzzy numbers. Our proposed method is compared with other methods such as Hong et al. [9] , Nasrabedi and Nasrabedi [32] and Diamond [8] , they applied least-square method. The results of fitting models to the data set in TABLE 1 Table 1 using proposed approach.
Using Nasrabedi and Nasrabedi (2006) 
)X 
The similarity measures between the observed and estimated fuzzy responses for the aforementioned models are given in TABLE 1, the proposed fuzzy model obtained by the absolute deviation between the observed and estimated responses using T w norm based operations has larger similarity measure than Hong et al., Nasrabedi and Diamond approach.
Consider the data set in Figure 2 ). Table 2 Table 2 using proposed approach with modified outlier data. This conclusion is confirmed by the average similarity measure which is comparatively better for the proposed method. Note that the average similarity measure 60% indicates a fairly good fuzzy linear relationship which can also be observed graphically. Also the effect of outlier in fuzzy input and fuzzy output data is discussed in T W -norm with proposed method and it is shown in Figure 2 and Figure  3 .
Figure 2. Data set in

Example 2:
Consider the data set in Table 3 used by Chen [30] with crisp input and fuzzy output. The fuzzy regression model obtained by the proposed approach for the data set given in Table 3 is given below: . Note that the average similarity measure 50% indicates a fairly good fuzzy linear relationship which can also be observed graphically for the proposed method in crisp input and fuzzy output data set. Also the effect of outlier in crisp input and fuzzy output data is discussed in T w -norm with proposed method and the parameter values for both the proposed method and Chen's method almost have the same values. The similarity measure between the observed and the estimated values for aforementioned model is given in TABLE 4 and 81% of average similarity measure shows the good relationship. From the above example, it is clear that the parameters estimated by the proposed method and by Hong et al. [33] method are almost same, which shows that the proposed method using T W norm is also effective when compared to the existing methods. Table 3 using proposed approach with modified outlier data.
Conclusion
Based on the distance between the centers and spreads, a new method is proposed for fuzzy simple regression using T wnorms. The models which used here have the input and the output data as well as the coefficients are assumed to be fuzzy. The arithmetic operations based on the weakest t-norm are employed to derive the exact results for estimation of parameters. The efficiency of the proposed approach is studied by similarity measure based on the graded mean integration representation distance of fuzzy numbers. In addition, the effect of the outlier is discussed for the proposed approach. By comparing the proposed approach with some well known methods, applied to three data sets, it is shown that the proposed approach is effective. Studying the effect of outlier in center value of response variable using proposed method with T W norm operation is our future work.
