When implementing regular enough functions (e.g., elementary or special functions) on a computing system, we frequently use polynomial approximations. In most cases, the polynomial that best approximates (for a given distance and in a given interval) a function has coefficients that are not exactly representable with a finite number of bits. And yet, the polynomial approximations that are actually implemented do have coefficients that are represented with a finite -and sometimes small -number of bits: this is due to the finiteness of the floating-point representations (for software implementations), and to the need to have small, hence fast and/or inexpensive, multipliers (for hardware implementations). We then have to consider polynomial approximations for which the degree-i coefficient has at most mi fractional bits (in other words, it is a rational number with denominator 2 m i ). We provide a general method for finding the best polynomial approximation under this constraint. Then, we suggest refinements than can be used to accelerate our method.
Introduction
All the functions considered in this article are real valued functions of the real variable and all the polynomials have real coefficients. After an initial range reduction step [9, 8, 3] , the problem of evaluating a function ϕ in a large domain on a computer system is reduced to the problem of evaluating a possibly different function f in a small domain, that is generally of the form [0, a], where a is a small nonnegative real. Polynomial approximations are among the most frequently chosen ways of performing this last approximation.
Two kinds of polynomial approximations are used: the approximations that minimize the "average error," called least squares approximations, and the approximations that minimize the worst-case error, called least maximum approximations, or minimax approximations. In both cases, we want to minimize a distance ||p − f ||, where p is a polynomial of a given degree. For least squares approximations, that distance is:
, where w is a continuous weight function, that can be used to select parts of [0, a] where we want the approximation to be more accurate. For minimax approximations, the distance is:
The least squares approximations are computed by a projection method using orthogonal polynomials. Minimax approximations are computed using an algorithm due to Remez [13, 5] . See [7, 6] for recent presentations of elementary function algorithms.
In this paper, we are concerned with minimax approximations. Our approximations will be used in finite-precision arithmetic. Hence, the computed polynomial coefficients are usually rounded: the coefficient p i of the minimax approximation
is rounded to, say, the nearest multiple of 2 −mi . By doing that, we obtain a slightly different polynomial approximationp. But we have no guarantee thatp is the best minimax approximation to f among the polynomials whose degree i coefficient is a multiple of 2 −mi . The aim of this paper is to give a way of finding this "best truncated approximation". We have two goals in mind:
• rather low precision (say, around 15 bits), hardware-oriented, for specificpurpose implementations. In such cases, to minimize multiplier sizes (which increases speed and saves silicon area), the values of m i , for i ≥ 1, should be very small. The degrees of the polynomial approximations are low. Typical recent examples are given in [19, 10] . Roughly speaking, what matters here is to reduce the cost (in terms of delay and area) without making the accuracy unacceptable;
• single-precision or double-precision, software-oriented, general-purpose implementations for implementation on current microprocessors. Using Table- driven methods, such as the ones suggested by Tang [15, 16, 17, 18] , the degree of the polynomial approximations can be made rather low.
Roughly speaking, what matters in that case is to get very high accuracy, without making the cost (in terms of delay and memory) unacceptable.
The outline of the paper is the following. We give an account of Chebyshev polynomials and some of their properties in Section 1. Then, in Section 2, we provide a general method that finds the "best truncated approximation" of a function f over a compact interval [0, a]. We finish with two examples.
Our method is implemented in Maple programs that can be downloaded from http://www.ens-lyon.fr/∼nbriseba/trunc.html. We plan to prepare a C version of these programs which should be much faster.
Some reminders on Chebyshev polynomials
Definition 1 (Chebyshev polynomials) The Chebyshev polynomials can be defined either by the recurrence relation
or by
The first Chebyshev polynomials are listed below.
An example of Chebyshev polynomial (T 7 ) is plotted in Fig. 1 . These polynomials play a central role in approximation theory. Among their many properties, the following ones will be useful in the sequel of this paper. A presentation of the Chebyshev polynomials can be found in [1] and especially in [14] .
Property 1
For n ≥ 0, we have
Hence, T n has degree n and its leading coefficient is 2 n−1 . It has n real roots, all strictly between −1 and 1.
Property 2
There are exactly n + 1 values x 0 , x 1 , x 2 , . . . , x n such that which satisfy
That is, the maximum absolute value of T n is attained at the x i 's, and the sign of T n alternates at these points.
We recall that a monic polynomial is a polynomial whose leading coefficient is 1.
Property 3 (Monic polynomials of smallest norm)
The central result in polynomial approximation theory is the following theorem, due to Chebyshev. 
Throughout the paper, we will make frequent use of the polynomials
The first polynomials T * n are given below. We have (see [4, Chap. 3] for example) T * n (x) = T 2n (x 1/2 ), hence all the coefficients of T * n are nonzero integers.
Theorem 2 (Polynomial of smallest norm with degree-k coefficient equal to 1.) Let a ∈ (0, +∞), define
has the smallest ||.|| ∞,[0,a] norm in [0, a] among the polynomials of degree at most n with a degree-k coefficient equal to 1. That norm is |1/β k |. Moreover, when k = n = 0 or 1 ≤ k ≤ n, this polynomial is the only one having this property.
Proving this theorem first requires the following results. Proposition 1 Let (δ i ) i=0,...,n be an increasing sequence of nonnegative integers and
then either P = 0 or P has at most n zeros in (0, +∞).
Proof. By induction on n. For n = 0, it is straightforward. Now we assume that the property is true until the rank n. Let P (x) = a 0 x δ0 + · · · + a n x δn + a n+1 x δn+1 ∈ R[x] with 0 ≤ δ 0 < · · · < δ n+1 and a 0 a 1 . . . a n+1 = 0. Assume that P has at least n + 2 zeros in (0, +∞). Then P 1 = P/x δ0 has at least n + 2 zeros in (0, +∞).
Thus, the nonzero polynomial P
δn+1−δ0 has, from Rolle's Theorem, at least n + 1 zeros in (0, +∞), which contradicts the induction hypothesis. Corollary 1 Let k be an integer, 1 ≤ k ≤ n, and
If P has at least n zeros in [0, +∞) and at most a simple zero in 0, then P = 0.
Proof. If P (0) = 0, then P has at least n zeros in (0, +∞), hence P = 0 from Proposition 1. Suppose now that P (0) = 0. We can rewrite P as P (x) = n j=1 j =k e j x j . As P has at least n − 1 zeros in (0, +∞), it must yet vanish identically from Proposition 1. Proof of Theorem 2. We give the proof in the case a = 1 (the general case is a straightforward generalization).
The case k = n = 0 is straightforward.
Now, we assume 1 ≤ k ≤ n. This part of the proof follows step by step the proof of Theorem 2.1 in [14] . Let q(x) = n j=0, j =k
d j x j and is not identically zero.
Hence there exist i and j, 0 ≤ i < j ≤ n, such that P (η 0 ) = · · · = P (η i−1 ) = 0, P (η i ) = 0 and P (η j ) = 0, P (η j+1 ) = · · · = P (η n ) = 0 (otherwise, the nonzero polynomial P would have at least n distinct roots in [0, 1] which would contradict Corollary 1). Let l such that P (η l ) = 0 then sgn P (η l ) = sgn a
We distinguish two cases:
• If m is even, we have sgn P (η l ) = sgn P (η l+m ) and thus, P must have an even number of zeros (counted with multiplicity) in [η l , η l+m ].
• If m is odd, we have sgn P (η l ) = − sgn P (η l+m ) and thus, P must have an odd number of zeros (counted with multiplicity) in [η l , η l+m ].
In both cases, we conclude that P has at least m zeros in [η l , η l+m ].
Then P has at least j − i zeros in [η i , η j ]. Finally, P has not less than i + (j − i) + n − j = n zeros in [0, 1] (P has at least i zeros in [η 0 , η i ) and at least n − j zeros in (η j , η n ]). Note that we also obtained that P has no less than n − 1 zeros in (0, 1]. As P is nonzero, this contradicts Corollary 1.
To end, we assume k = 0 and n ≥ 1.
has the form n j=1 d j x j and is not identically zero. This polynomial changes sign between any two consecutive extrema of T * n , hence it has at least n zeros in (0, 1). As it cancels also at 0, we deduce that P vanishes identically, which is the contradiction desired. 
Getting the "truncated" polynomial that is closest to a function in [0, a]
Let a ∈ (0, +∞), let f be a function defined on [0, a] and m 0 , m 1 , . . . , m n be n + 1 integers. Define P [m0,m1,...,mn] n as the set of the polynomials of degree less than or equal to n whose degree-i coefficient is a multiple of 2 −mi for all i between 0 and n (we will call these polynomials "truncated polynomials").
Let p be the minimax approximation to f on [0, a]. Definep as the polynomial whose degree-i coefficient is obtained by rounding the degree-i coefficient of p to the nearest multiple of 2 −mi (with an arbitrary choice in case of a tie) for i = 0, . . . , n:p is an element of P [m0,m1,...,mn] n . Also define ǫ andǫ as
We assume thatǫ = 0. Let λ ∈ ǫ ǫ , 1 , we are looking for a truncated polynomial p ⋆ ∈ P [m0,m1,...,mn] n such that
When λ = 1, this problem has a solution sincep satisfies (3). It should be noticed that, in that case, p ⋆ is not necessarily equal top. In the following, we compute bounds on the coefficients of a polynomial q ∈ P [m0,m1,...,mn] n such that if q is not within these bounds, then
Knowing these bounds will allow an exhaustive searching of p ⋆ . To do that, consider a polynomial q whose degree-i coefficient is p i + δ i , with δ i = 0. Let us see how close can q be to p. We have
Hence, ||q − p|| ∞,[0,a] is minimum implies that
is minimum. Hence, we have to find the polynomial of degree n, with fixed degree-i coefficient, whose norm is smallest. This is given by Theorem 2. Therefore, we have
where β i is the nonzero degree-i coefficient of T * n (x/a). Therefore, we must have
Now, if a polynomial is at a distance greater than ǫ + λǫ from p, it cannot be
Therefore, if there exists i, 0 ≤ i ≤ n, such that ⋆ by computing the norms ||f − q|| ∞,[0,a] , q running among the possible polynomials. Otherwise, we need an additional step to decrease the number of candidates. Hence, we give now a method for this purpose.
Condition (3) means
for all x ∈ [0, a]. In particular, we have
The n + 1 inequations given by (4) define a polytope to which the numerators (i.e. the 2 mi p ⋆ i ) belong. The idea is to try to make this polytope smaller in order to reduce our final exhaustive search. We do that thanks to inequations (5) considered for a certain number (chosen by the user) of values of x ∈ [0, a]. Once we got a small enough polytope, we start our exhaustive search using libraries (such as Polylib [11] and CLooG [2] ) specially designed for scanning efficiently the integer points of polytopes and producing only the corresponding loops in our program of exhaustive search. CLooG implements the Quilleré et al. algorithm [12] .
Examples
We implemented in Maple a weakened version of the process described in the previous section. By this, we mean that in the step of refinement of the polytope, we only determine its vertices using the simplex method instead of scanning its integer points. The program first computes the bounds obtained from Chebyshev polynomials and then, if these bounds are too large, computes the vertices of the polytope obtained from inequations (4) and inequations (5) considered for x i = i d A where d is an integer parameter chosen by the user, i an integer, 0 ≤ i ≤ d and A is a rational number "close" and less than or equal to a.
Cosine function in [0, π/4] with a degree-3 polynomial
In [0, π/4], the distance between the cosine function and its best degree-3 minimax approximation is 0.00011. This means that such an approximation is not good enough for single-precision implementation of the cosine function. It can be of interest for some special-purpose implementations. In this example, the bounds given by the first step (associated to Chebyshev polynomials) are good enough to avoid the use of the polytope refinement. In this example, the distance between f and p * is approximately 0.35 times the distance between f andp. Using our method saves around − log 2 (0.35) ≈ 1.5 bits of accuracy.
Exponential function in [0, log(1 + 1/2048)] with a degree-3 polynomial
In [0, log(1 + 1/2048)], the distance between the exponential function and its best degree-3 minimax approximation is around 1.8 × 10 −17 , which should be sufficient for a faithfully rounded double precision implementation provided there is much care in the polynomial evaluation. The bounds given to get p ⋆ using the first step are too large (there are 18523896 polynomials to test). Hence, we must use the polytope refinement. and 21851/131072 76032 polynomials need be checked >Do you want to try to refine the bounds (y;/n;)?n; >Do you want to change the value of Digits (y;/n;)?y; >Enter the value of Digits: 21; In this last example, the distance between f and p * is approximately 0.85 times the distance between f andp. Using our method saves around − log 2 (0.85) ≈ 0.22 bits of accuracy.
