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Abstract
Since its introduction by P.L. Lions in his lectures and seminars at the College de France, see [9],
and also the very helpful notes of Cardialaguet [4] on Lions’ lectures, the Master Equation has attracted
a lot of interest, and various points of view have been expressed, see for example Carmona-Delarue [5],
Bensoussan-Frehse-Yam [2], Buckdahn-Li-Peng-Rainer [3]. There are several ways to introduce this type
of equation; and in those mentioned works, they involve an argument which is a probability measure,
while P.L. Lions has recently proposed the idea of working with the Hilbert space of square integrable
random variables. Hence writing the equation is an issue; while another issue is its origin. In this article,
we discuss all these various aspects, and our modeling argument relies heavily on a seminar at College de
France delivered by P.L. Lions on November 14, 2014.
1 INTRODUCTION
Our objective in this paper is to present and discuss some of the main ideas and concepts related to the
Master Equation, first introduced by P.L. Lions. Since the major source of information is only available on
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video, our present presentation has also the objective to be a survey. The notes of Cardialaguet on Lions’s
lectures are extremely valuable; however, they are not in the form as a survey. Besides, we cover some
additional material, which is obtained more recently, including the seminar talk delivered by P.L. Lions on
November 14, 2014, and our own contribution. The very exciting results of existence and uniqueness of the
solution of the Master Equation mentioned by P.L. Lions in this seminar are unfortunately not covered here,
since only the outline of their proofs were sketched in his talk. Instead, our present motivation is to provide
a guidebook. A situation, which looks clear, is when one writes down a Bellman equation; it is the case
for mean field type control problems, or mean field games which are equivalent to mean field type control
problems. The Master Equation is then obtained by differentiating a Bellman equation, see [2]. One can
have several writings but they all correspond to the same solution. Nevertheless, there are other cases, in
which the Master Equation is not inherited from a Bellman equation. One important motivation in such
cases is the fact that the Master Equation is a way to uncouple a forward-backward system of deterministic
or stochastic P.D.E.s corresponding to mean field games or mean field type control problems. Another point
of view is the fact that mean field games approximate differential games with a large number of players. The
connection between the Master Equation and the large stochastic differential game also poses an interesting
question. Finally, the linear quadratic model is quite useful, since one can often obtain explicit formulae,
and so facilitates different comparisons.
2 FUNCTIONALS OF PROBABILITY MEASURES
2.1 DERIVATIVES
In all problems connected with mean field theory, one naturally works with functionals of probability mea-
sures on Rn. An important issue is to define a convenient functional space. The natural space is the
Wasserstein space P2 . But in order to differentiate, this structure is not convenient since it is generally
not a vector space. Two approaches are possible. Let m be a probability measure on Rn. If it has a density,
we shall use the same notation for the density, except that m ≡ m(x), with x ∈ Rn. We then assume that
m ∈ L2(Rn). If we consider a functional F (m), we assume that it is defined on P2 and at the same time on
L2(Rn). We can use the concept of Gâteaux differentiability on L2(Rn). If F : L2(Rn)→ R, then
d
dθ
F (m+ θm˜)
∣∣∣∣
θ=0
=
ˆ
Rn
∂F
∂m
(m)(ξ)m˜(ξ)dξ,
with ξ 7→ ∂F
∂m
(m)(ξ) being in L2(Rn). The second derivative ∂
2F
∂m2
(m) is a linear map from L2(Rn) into
L2(Rn)⊗2 such that
2
ddθ
∂F
∂m
(m+ θm˜)(ξ)
∣∣∣∣
θ=0
=
ˆ
Rn
∂2F
∂m2
(m)(ξ, η)m˜(η)dη,
where the function ∂
2F
∂m2
(m)(ξ, η) is symmetric in (ξ, η).
We can state the second order Taylor’s formula
F (m+ m˜) = F (m) +
ˆ
Rn
∂F
∂m
(m)(ξ)m˜(ξ)dξ +
ˆ 1
0
ˆ 1
0
λ
ˆ
Rn
ˆ
Rn
∂2F
∂m2
(m+ λµm˜)(ξ, η)m˜(ξ)m˜(η)dξdηdλdµ
(2.1)
The second possibility, introduced by P.L. Lions is to consider a probability space Ω,A, P on which
one can construct a random variable X on Rn, such that the probability law of X, denoted by LX = m.
We then write F (X) and consider that F is defined on the Hilbert space H = L2(Ω,A, P ;Rn). We use
the same notation F, to save notation. The fact that F (X) = F (m) = F (LX) means that the functional
F (X) depends of X only through its probability. This implies specific aspects, as we shall see. An obvious
advantage of this approach compared to the previous one is that it is more general, since the probability
measure does not need to have a density. Besides, because we use random variables, we keep the fact
that m is a probability, and is not a general function in L2(Rn). We can then use the concept of Gâteaux
differentiability on H . We denote the scalar product in H by (X,Y ). Of course (X,Y ) = EX.Y, but it is
good to consider H as a general Hilbert space. We then have
d
dθ
F (X + θY )|θ=0 = (DF (X), Y ) (2.2)
and DF (X)∈ H. We then proceed to define the 2nd derivative
d
dθ
(DF (X + θY ), Z)|θ=0 = (D2F (X)Y,Z) = D2F (X)(Y,Z)
in which D2F (X)∈ L(H;H) is identified to a symmetric bilinear form on H. We can then write as for
(2.1)
F (X + Y ) = F (X) + (DF (X), Y ) +
ˆ 1
0
ˆ 1
0
λD2F (X + λµY )(Y, Y ) (2.3)
The first question is what is the relation between DF (X) and
∂F (m)
∂m
(x) ?
To answer this question we consider a random variable Y and assume that the pair X,Y has a joint
probability density π(x, y). By definition the marginal of X has the density m(x). We define the stochastic
process ξ(t) = X + tY. It is easy to check that for t > 0 , ξ(t) has a probability density m(x, t) given by the
3
formula
m(x, t) =
ˆ
π(x− ty, y)dy
so
∂m
∂t
(x, t) = −divx
ˆ
π(x− ty, y) ydy
But then
d
dt
F (m(t)) =
ˆ
∂F
∂m
(m(t))(x)
∂m
∂t
(x, t)dx
= −
ˆ
∂F
∂m
(m(t))(x)divx
ˆ
π(x− ty, y) ydydx
therefore
d
dt
F (m(t))|t=0 = −
ˆ
∂F
∂m
(m)(x)divx
ˆ
π(x, y) ydydx
=
ˆ
Dx
∂F
∂m
(m)(x).(
ˆ
π(x, y) ydy)dx
From the definition of π(x, y) this can be written as
d
dt
F (m(t))|t=0 = E[Dx ∂F
∂m
(m)(X).Y ]
On the other hand, since F (m(t)) = F (ξ(t)) we have also
d
dt
F (m(t))|t=0 = d
dt
F (ξ(t))|t=0 = E[DF (X).Y ]
and since Y is arbitrary, we have obtained the formula
DF (X) = Dx
∂F
∂m
(m)(X) (2.4)
This proves a result which can be obtained in a more general set-up. The derivative DF (X) can be
computed through a function of m and x, denoted (using the notation of [3])∂mF (m)(x), with the formula
4
DF (X) = ∂mF (m)(X) (2.5)
Of course from the previous calculation, we can state that when the probability has a density denoted
by m, then
∂mF (m)(x) = Dx
∂F
∂m
(m)(x) (2.6)
We can apply this result to the functional F˜ (X) = EF (X,m), which means
F˜ (X) =
ˆ
Rn
F (x,m)m(x)dx (2.7)
We see easily , by formula (2.4) that
DF˜ (X) = DxF (X,m) +Dx
ˆ
Rn
∂
∂m
F (ξ,m)(X)m(ξ)dξ (2.8)
We will have a more complex situation to handle. We consider a function V (x,m) :Rn × L2(Rn)→ Rn.
Next we set U(X) = V (X,LX) . Then U maps H into itself.
We want to compute its gradient DU(X) which is a map from H into L(H;H). If Z ∈ H then for any
W in H we have
(DU(X)Z,W ) = (DX(U(X),W ), Z) = (2.9)
= E
∑
j
Zj
∂Vi
∂xj
(X,LX )Wi + (DXE
∑
i
Vi(Y,LX)W˜i, Z)
in which Y, W˜ is a copy of X,W independent of X,Z. This implies that the dependence in X in the
second term is only trough LX . We then have
(DXE
∑
i
Vi(Y,LX)W˜i, Z) =
∑
j
EXZ Zj
∂
∂xj
∂
∂m
[EY W˜
∑
i
Vi(Y,LX)(X)W˜i]
with the notation EY W˜
∑
i Vi(Y,LX)(X)W˜i = E
∑
i Vi(Y,LX)(x)W˜i|x=X , namely we take the expectation
with respect to the pair Y, W˜ with x deterministic, and we replace in the result x by the random variable X.
When this is done, we take the expectation in the pair X,Z, the only random variables remaining. We can
then rename Y, W˜ into X,W and X,Z into Y, Z˜ in which Z˜ is a copy of Z, such that Y, Z˜ is independent
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of (X,W ). We get ( with yj replacing accordingly xj for the coherence)
(DXE
∑
i
Vi(Y,LX)Wi, Z) =
∑
j
EY Z˜ Z˜j
∂
∂yj
∂
∂m
[EXW
∑
i
Vi(X,LX)(Y )Wi] =
= EXW
∑
i
Wi
∑
j
EY Z˜Z˜j
∂
∂yj
∂
∂m
Vi(X,LX)(Y ) =
= (W,
∑
j
EY Z˜ Z˜j
∂
∂yj
∂
∂m
V (X,LX )(Y )) =
= (W,EY Z˜ Dy
∂
∂m
V (X,LX)(Y )Z˜)
On the other hand
E
∑
j
Zj
∂Vi
∂xj
(X,LX )Wi = (W,DxV (X,LX)Z)
therefore we conclude that
DU(X)Z = DxV (X,LX)Z + EY Z˜ Dy
∂
∂m
V (X,LX)(Y ) Z˜ (2.10)
Suppose we apply this formula to V (x,m) = DxU(x,m) where U(x,m) is scalar, then U(X) = DxU(X,LX)
therefore (2.10) implies
DU(X)Z = D2xU(X,LX)Z +DxEY Z˜Dy
∂
∂m
U(X,LX)(Y ).Z˜ (2.11)
In the case U(x,m) =
∂
∂m
F (m)(x), then U(X) = DF (LX)), hence (2.11) implies
D2F (LX)Z = D2x
∂
∂m
F (LX)(X)Z + EY Z˜DxDy
∂2
∂m2
F (LX)(X,Y )Z˜ (2.12)
and in the second term Y, Z˜ is an independent copy of (X,Z).
2.2 APPLICATIONS
Suppose we apply (2.12) to Z = B(X)Γ, in wich Γ is independent of X and satisfies EΓ = 0, then we can
take Z˜ = B(Y )Γ˜ , in which Γ˜ is a copy of Γwith Γ˜ independent of Y and the pair (Y, Γ˜) is independent of
X,Γ. In that case, the 2nd term vanishes and it remains
6
D2F (LX)B(X)Γ = D2x
∂
∂m
F (LX)(X)B(X)Γ (2.13)
We apply this formula with B(x) = σ(x) and Γ a vector of n independent variables, also independent of
X and with mean 0 and variance 1. We have
(D2F (LX)σ(X)Γ, σ(X)Γ) = ED2x
∂
∂m
F (LX)(X)σ(X)Γ.σ(X)Γ =
= E
ˆ
Rn
D2x
∂
∂m
F (m)(x)σ(x)Γ.σ(x)Γm(x)dx
from which it follows easily
(D2F (LX)σ(X)Γ, σ(X)Γ) =
ˆ
Rn
tr (a(x)D2x
∂
∂m
F (m)(x))m(x)dx (2.14)
We next derive another formula. Denote by ek, k = 1, · · · , n the vector coordinates in Rn.Consider
D2F (LX)ek = D2x
∂
∂m
F (LX)(X)ek +Dx
ˆ
Rn
Dy
∂2
∂m2
F (m)(X, y)ekm(y)dy =
= D2x
∂
∂m
F (LX)(X)ek −Dx
ˆ
Rn
∂2
∂m2
F (m)(X, y)
∂m(y)
∂yk
dy
Therefore
(D2F (LX)ek, ek) =
ˆ
Rn
∂2
∂x2k
∂
∂m
F (m)(x)m(x)dx +
ˆ
Rn
∂2
∂m2
F (m)(x, y)
∂m(x)
∂xk
∂m(y)
∂yk
dy
hence
n∑
k=1
(D2F (LX)ek, ek) =
ˆ
Rn
∂
∂m
F (m)(x)∆m(x)dx +
ˆ
Rn
ˆ
Rn
∂2
∂m2
F (m)(x, y)Dm(x).Dm(y)dxdy (2.15)
Using (2.14) this is also written as
n∑
k=1
(D2F (LX)ek, ek)− (D2F (LX)Γ,Γ) =
ˆ
Rn
ˆ
Rn
∂2
∂m2
F (m)(x, y)Dm(x).Dm(y)dxdy (2.16)
We can recover formulas (2.15), (2.16) by an approach relying on stochastic differential equations (SDE)
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We first consider the solution of the SDE
dx = σ(x)dw(t) (2.17)
x(0) = X
and LX = m. The Wiener process w(t) is a standard Wiener process in Rn which is independent of
X. Define the matrix a(x) = σ(x)σ∗(x). The random variable x(t) has a density m(x, t) solution of the
Fokker-Planck equation
∂m
∂t
− 1
2
n∑
i,j=1
∂2
∂xi∂xj
(ai,j(x)m) = 0
m(x, 0) = m(x)
Therefore
d
dt
F (m(t)) =
ˆ
∂F
∂m
(m(t))(x)
∂m
∂t
(x, t)dx =
=
1
2
n∑
i,j=1
ˆ
ai,j(x)
∂2
∂xi∂xj
∂F
∂m
(m(t))(x)m(x, t)dx
from which it follows
d
dt
F (m(t))|t=0 = 1
2
ˆ
tr (a(x)D2x
∂F
∂m
(m)(x))m(x)dx
but because of (2.6) we can state immediately the formula
D2x
∂F
∂m
(m)(x) = Dx∂mF (m)(x) (2.18)
therefore
d
dt
F (m(t))|t=0 = 1
2
ˆ
tr (a(x)Dx∂mF (m)(x))m(x)dx (2.19)
On the other hand, for t small we can approximate the process x(t) by
8
x(t) ∼ X +
√
tσ(X)N
where N is a standard gaussian independent of X with values in Rn. We can then write
F (m(t)) ∼ F (X +
√
tσ(X)N)
and from formula (3.2)
F (X +
√
tσ(X)N) = F (X) + (DF (X),
√
tσ(X)N)+
+
ˆ 1
0
ˆ 1
0
λD2F (X + λµ
√
tσ(X)N)(
√
tσ(X)N,
√
tσ(X)N)
The 2nd term on the right hand side is 0, since N and X are independent. It follows easily
F (X +
√
tσ(X)N) ∼ F (X) + t
2
D2F (X)(σ(X)N,σ(X)N)
which imediately leads to
D2F (X)(σ(X)N,σ(X)N) =
ˆ
tr (a(x)D2x
∂F
∂m
(m)(x))m(x)dx = (2.20)
Consider now the following model
x(t) = X + βb(t)
in which b(t) is a standard Wiener process in Rn, and β is a constant. We denote by Bt the σ−algebra
generated by b(s), s ≤ t. We consider then the conditional probability of x(t) given Bt, so LBtx(t), which we
denote again by m(t) = m(x, t). We have obviously
m(x, t) = m(x− βb(t))
so the function m(x, t) is random and Bt measurable, as of course expected from the definition. This time
m(x, t) satisfies a stochastic partial differential equation SPDE,
9
dtm− β
2
2
∆mdt+ βDm.db = 0
m(x, 0) = m(x)
From (2.1) we can derive the following Ito’s formula
dF (m(t)) =
ˆ
∂F
∂m
(m(t))(ξ)[
β2
2
∆m(ξ, t)dt − βDm(ξ, t).db(t)]dξ
ˆ
+ (2.21)
+
β2
2
ˆ ˆ
∂2F
∂m2
(m(t))(ξ, η)Dm(ξ, t).Dm(η, t)dξdηdt
from which we get easily
d
dt
EF (m(t))|t=0 = β
2
2
ˆ
∂F
∂m
(m)(ξ)∆m(ξ)dξ+ (2.22)
+
β2
2
ˆ ˆ
∂2F
∂m2
(m)(ξ, η)Dm(ξ).Dm(η)dξdη
On the other hand F (m(t)) = F (X + βb(t)).Using formula (2.3) we have
F (X + βb(t)) = F (X) + β(DF (X), b(t))+
+β2
ˆ 1
0
ˆ 1
0
λD2F (X + λµβb(t))(b(t), b(t))
from which it follows easily that
d
dt
EF (m(t))|t=0 = β
2
2
n∑
k=1
D2F (X)(ek, ek) (2.23)
in which ek are the coordinates vectors in R
n. Comparing with (2.22) we have shown the relation
n∑
k=1
D2F (X)(ek, ek) =
ˆ
∂F
∂m
(m)(ξ)∆m(ξ)dξ +
ˆ ˆ
∂2F
∂m2
(m)(ξ, η)Dm(ξ).Dm(η)dξdη (2.24)
Using (2.20) we get also
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ˆ ˆ
∂2F
∂m2
(m)(ξ, η)Dm(ξ).Dm(η)dξdη =
n∑
k=1
D2F (X)(ek , ek)−D2F (X)(N,N) (2.25)
Remark 1. If F (LX) =
´
Rn
F (x)m(x)dx, then it follows from (2.16) that
∑n
k=1(D
2F (LX)ek, ek)−(D2F (LX)Γ,Γ) =
0.
2.3 APPROACH OF BUCKDAHN et al.
Remembering the definition of ∂mF (m)(x),see (2.5), it is natural to extend it to the 2nd derivative, con-
sidering x fixed and thus ∂mF (m)(x) as a function of m. This is the approach proposed by [3]. Note that
∂mF (m)(x) is a vector in R
n. So consider the component ∂m,iF (m)(x). We associate to it the function of
the random variable X , denoted ∂m,iF (X)(x). We can define its derivative D∂m,iF (X)(x) as in (2.2), if of
course, the function has a derivative. But then there exists a new function ∂m(∂m,iF (m)(x))(y) such that
∂m(∂m,iF (m)(x))(X) = D∂m,iF (X)(x)
We then write
∂m,j(∂m,iF (m)(x))(y) = ∂
2
m,ijF (m)(x, y) (2.26)
This is a new concept. We can from the definitions establish the relation
∂2m,ijF (m)(x, y) = Dyj
∂
∂m
(Dxi
∂F (m)
∂m
(x))(y) (2.27)
We can check that
∂
∂m
(Dxi
∂F (m)
∂m
(x))(y) = Dxi
∂2F (m)
∂m2
(x, y)
therefore
∂2m,ijF (m)(x, y) = DyjDxi
∂2F (m)
∂m2
(x, y) (2.28)
So we may write
∂2mF (m)(x, y) = DyDx
∂2F (m)
∂m2
(x, y) = DxDy
∂2F (m)
∂m2
(x, y) (2.29)
and going back to (2.12) we obtain
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D2F (LX)Z = D2x
∂
∂m
F (LX)(X)Z + EY Z˜(∂2mF (m)(X,Y )Z˜)
which gives the relation between the second derivative introduced by Buckdahn et al. and the second
derivative in the Hilbert space H.
In this set up, Taylor’s formula is more complex. Consider two probabilities m0 and m to which corre-
spond random variables X0 and X. We use (2.3) with the notation of ([3]).
We have
F (X) − F (X0) = (DF (X0),X −X0) +
ˆ 1
0
ˆ 1
0
λD2F (X0 + λµ(X −X0))(X −X0,X −X0)dλdµ
Now from formula (2.12) we can write
(D2F (LX)Z,Z) = ED2x
∂
∂m
F (LX)(X)Z.Z + EXZ Z.EY Z˜DxDy
∂2
∂m2
F (LX)(X,Y )Z˜ (2.30)
Using this formula and notattion ([3]) we obtain
F (m)− F (m0) = ( ∂mF (m0)(X0), X −X0)+ (2.31)
+
ˆ 1
0
ˆ 1
0
λEXX0(X −X0).EY Y0 ∂2mF (LX0+λµ(X−X0))(X0 + λµ(X −X0), Y0 + λµ(Y − Y0))(Y − Y0)dλdµ+
+
ˆ 1
0
ˆ 1
0
λEDx∂mF (LX0+λµ(X−X0))(X0 + λ(X −X0))(X −X0).(X −X0)dλdµ
which we write as follows
F (m)− F (m0) = E ∂mF (m0)(X0).(X −X0)+ (2.32)
+
1
2
EXX0(X −X0).EY Y0 ∂2mF (m0)(X0, Y0)(Y − Y0) +
1
2
EDx∂mF (m0)(X0)(X −X0).(X −X0) +R(m0;m)
Buckdahn et al. [3] have shown that R(m0;m)→ 0 with the order of E|X −X0|3, with appropriate assump-
tions on the second derivatives. Formulas (2.31) and (2.32) are substantially different from (2.1) or (2.3).
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This is because of the two variables m and x instead of a single one m or X.
3 DYNAMIC PROGRAMMING
3.1 MEAN-FIELD TYPE CONTROL
We consider a probability space Ω,A, P on which are defined various Wiener processes. We define first a
standard Wiener process w(t) in Rn. The classical mean field type control problem is the following: Let
v(x) be a feedback with values in Rd, the corresponding state equation is the Mac Kean-Vlasov equation
dx = g(x,mv(.), v(x))dt + σ(x)dw (3.1)
x(0) = x0
in which mv(.)(x, t) is the probability density of the state x(t). The initial value x0 is a random variable
independent of the Wiener process w(.). This density is well defined provided we assume the invertibility of
a(x) = σ(x)σ∗(x) . We define the 2nd order differential operator
Aϕ(x) = −1
2
∑
i,j
aij(x)
∂2ϕ(x)
∂xi∂xj
and its adjoint
A∗ϕ(x) = −1
2
∑
i,j
∂2(aij(x)ϕ(x))
∂xi∂xj
Next define
J(v(.)) = E[
ˆ T
0
f(x(t),mv(.)(t), v(x(t)))dt + h(x(T ),mv(.)(T ))] (3.2)
The mean field type control problem is to minimize J(v(.)). Note that the feedback v(x) can also depend
on m. It will be indeed the case for the optimal one. The problem can be easily transformed into a control
problem for a state, which is the probability density mv(.). It is the solution of the Fokker-Planck equation
∂mv(.)
∂t
+A∗mv(.) + div (g(x,mv(.), v(x))mv(.)(x)) (3.3)
m(x, 0) = m0(x)
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in which m0(x) is the probability density of the initial value x0. The objective functional J(v(.)) can be
written as
J(v(.)) =
ˆ T
0
ˆ
Rn
f(x,mv(.)(t), v(x))mv(.)(x, t)dxdt +
ˆ
Rn
h(x,mv(.)(T ))mv(.)(x, T )dx (3.4)
We next use the traditional invariant embedding approach. Define a family of problems, indexed by
initial conditions m, t
∂mv(.)
∂s
+A∗mv(.) + div (g(x,mv(.), v(x))mv(.)(x)) (3.5)
m(x, t) = m(x)
Jm,t(v(.)) =
ˆ T
t
ˆ
Rn
f(x,mv(.)(s), v(x))mv(.)(x, s)dxds +
ˆ
Rn
h(x,mv(.)(T ))mv(.)(x, T )dx (3.6)
and we set
V (m, t) = inf
v(.)
Jm,t(v(.)) (3.7)
Using the optimality principle one obtains
∂V
∂t
−
ˆ
Rn
∂V (m)
∂m
(ξ)A∗m(ξ)dξ+ (3.8)
+ inf
v
(ˆ
Rn
f(ξ,m, v(ξ))m(ξ)dξ −
ˆ
Rn
∂V (m)
∂m
(ξ)div (g(ξ,m, v(ξ))m(ξ))dξ
)
= 0
and
V (m,T ) =
ˆ
Rn
h(x,m)m(x)dx (3.9)
The infimum is attained by minimizing inside the integral. Therefore, if we define the Hamiltonian
H(x,m, q) , with q ∈ Rn by
H(x,m, q) = inf
v
(f(x,m, v) + q.g(x,m, v)) (3.10)
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we can write (3.8) as follows
∂V
∂t
−
ˆ
Rn
A
∂V (m)
∂m
(ξ)m(ξ)dξ +
ˆ
Rn
H(ξ,m,D
∂V (m)
∂m
(ξ))m(ξ)dξ = 0 (3.11)
So (3.11), (3.9) is the Bellman equation for the mean-field type control problem (3.3),(3.4), with deriva-
tives with respect to densities.
The next step is to write the corresponding equation for V (X, t) with the argument X in H . We use
(2.4) and (2.14).
Then (3.11) becomes
∂V
∂t
+
1
2
D2V (X)(σ(X)Γ, σ(X)Γ) + EH(X,LX ,DV (X)) = 0 (3.12)
V (X,T ) = Eh(X,LX )
Example 2. If we take σ = 0, g(x,m, v) = v, f(x,m, v) = 12 |v|2,we get the Eikonal equation
∂V
∂t
− 1
2
||DV (X)||2 = 0
3.2 STOCHASTIC MEAN FIELD TYPE CONTROL
3.2.1 PRELIMINARIES
If we look at the formulation (3.3), (3.4) of the mean field type control problem, it is a deterministic problem,
although at the origin it was a stochastic one, see (3.1), (3.2). We now consider a stochastic version of (3.3),
(3.4) or a doubly stochastic version of (3.1), (3.2). Let us begin with this one. Assume there is a 2nd
standard Wiener process b(t) with values in Rn; b(t) and w(t) are independent and independent of x0. We
set Bt=σ(b(s), s ≤ t) and F t=σ(x0, b(s), w(s), s ≤ t) . The control v(x, t) at time t is a feedback, but not
deterministic. It is a random variable, Bt- measurable. We consider the stochastic Mc Kean-Vlasov equation
dx = g(x,mv(.)(t), v(x, t))dt + σ(x)dw + βdb(t) (3.13)
x(0) = x0
in which mv(.)(t) represents the conditional probability density of x(t), given the σ−algebra Bt . We want
to minimize the objective functional
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J(v(.)) = E[
ˆ T
0
f(x(t),mv(.)(t), v(x(t), t))dt + h(x(T ),mv(.)(T ))] (3.14)
3.2.2 CONDITIONAL PROBABILITY
If we define
y(t) = x(t)− βb(t)
then the process y(t) satisfies the equation
dy = g(y(t) + βb(t),mv(.)(t), v(y(t) + βb(t), t))dt + σ(y(t) + βb(t))dw (3.15)
y(0) = x0
If we fix b(s), s ≤ t then the conditional probability of y(t) is simply the probability density arising from the
Wiener process w(t),in view of the independence of w(t) and b(t). It is the function p(y, t) solution of
∂p
∂t
− 1
2
∑
ij
(aij(y + βb(t))
∂2p
∂yi∂yj
)+
+div
(
g(y(t) + βb(t),mv(.)(t), v(y(t) + βb(t), t))p
)
= 0
p(y, 0) = m0(y)
The conditional probability density of x(t) given Bt is the function
m(x, t) = p(x− βb(t), t)
hence
∂tm = (
∂p
∂t
+
1
2
β2∆p)(x− βb(t), t)dt − βDp(x− βb(t), t)db(t)
which yields
∂tm+ (A
∗m− 1
2
β2∆m+ div(g(x,m(t), v(x, t))m))dt + βDm.db(t) = 0 (3.16)
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m(x, 0) = m0(x)
and the objective functional (3.14) can be written as
J(v(.)) = E[
ˆ T
0
ˆ
Rn
f(x,m(t), v(x, t))m(x, t)dxdt +
ˆ
Rn
h(x,m(T ))m(x, T )dx] (3.17)
The problem becomes a stochastic control problem for a distributed parameter system. Using invariant
embedding, we consider the family of problems indexed by m, t
∂sm+ (A
∗m− 1
2
β2∆m+ div(g(x,m(s), v(x, s))m))ds + βDm.db(s) = 0 (3.18)
m(x, t) = m(x)
and
Jm,t(v(.)) = E[
ˆ T
t
ˆ
Rn
f(x,m(s), v(x, s))m(x, s)dxdt +
ˆ
Rn
h(x,m(T ))m(x, T )dx] (3.19)
Set
V (m, t) = inf
v(.)
Jm,t(v(.)) (3.20)
then V (m, t) satisfies the Dynamic Programming equation
∂V
∂t
−
ˆ
Rn
∂V (m, t)
∂m
(ξ)(A∗m(ξ)− 1
2
β2∆m(ξ))dξ +
1
2
β2
ˆ
Rn
ˆ
Rn
∂2V (m, t)
∂m2
(ξ, η)Dm(ξ)Dm(η)dξdη+
(3.21)
+ inf
v
(ˆ
Rn
f(ξ,m, v(ξ))m(ξ)dξ −
ˆ
Rn
∂V (m, t)
∂m
(ξ)div (g(ξ,m, v(ξ))m(ξ))dξ
)
= 0
V (m,T ) =
ˆ
Rn
h(x,m)m(x)dx
which we rewrite as follows
∂V
∂t
−
ˆ
Rn
(A− 1
2
β2∆)
∂V (m, t)
∂m
(ξ)m(ξ)dξ +
1
2
β2
ˆ
Rn
ˆ
Rn
∂2V (m, t)
∂m2
(ξ, η)Dm(ξ)Dm(η)dξdη+ (3.22)
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+ˆ
Rn
H(ξ,m,D
∂V (m)
∂m
(ξ))m(ξ)dξ = 0
Let us write the equation for the corresponding function V (X, t). We use now (2.16) and we obtain, after
cancellation of the term 12β
2D2V (X)(Γ,Γ)
∂V
∂t
+
1
2
D2V (X)(σ(X)Γ, σ(X)Γ) +
1
2
β2
n∑
k=1
D2V (X)(ek, ek) + EH(X,LX ,DV (X)) = 0 (3.23)
V (X,T ) = Eh(X,LX)
This write up is more condensed than (3.21).
4 FIRST TYPE OF MASTER EQUATION
4.1 THE PROBLEM OF BUCKDAHN et al.
In their paper [3], the authors consider the following problem. It is not a control problem. As in (3.5) , let
m(x, s), s ≥ t solution of
∂m
∂s
+A∗m+ div (g(x,m(s))m(x, s)) (4.1)
m(x, t) = m(x)
and we consider the associated diffusion
dx = g(x(s),m(s))ds + σ(x(s))dw(s) (4.2)
x(t) = x
Of course, if the initial condition x(t) were replaced with a random variable independant of the Wiener
process, with probability density m(x), then m(x, s) would be simply the probability density of x(s).Since
it is not the case, the pair ( 4.1), (4.2) is a system. The authors are interested in the functional
U(x,m, t) = Eh(x(T ),m(T )) (4.3)
Note indeed that the solution of (4.1) can be written as mm,t(x, s) and the solution of (4.2) as xm,x,t(s),
18
to emphasize the dependence in the initial conditions, and this justifies the notation (4.3). We will write
the formulation of the equation satisfied by U with the 3 approaches explained above.
4.2 VARIOUS FORMULATIONS
We begin by considering that m is evolving in L2(Rn). We can see formally , using the Markov property of
the pair m(s), x(s) that
∂U
∂t
−
ˆ
Rn
∂U(x,m, t)
∂m
(ξ)A∗m(ξ)dξ −
ˆ
Rn
∂U(x,m, t)
∂m
(ξ)div (g(ξ,m)m(ξ))dξ+ (4.4)
+DxU.g(x,m) −AU(x,m, t) = 0
U(x,m, T ) = h(x,m)
We write it as
∂U
∂t
−
ˆ
Rn
Aξ
∂U(x,m, t)
∂m
(ξ)m(ξ)dξ +
ˆ
Rn
Dξ
∂U(x,m, t)
∂m
(ξ).g(ξ,m)m(ξ)dξ+ (4.5)
+DxU.g(x,m) −AxU(x,m, t) = 0
Because of the two variables x, ξ it is important to clarify on which variables the differential operators
act. For that purpose we have used the notation Dx,Dξ and Ax,Aξ. Using formulas (2.6) and (2.18) we have
∂U
∂t
+
1
2
ˆ
Rn
tr(a(ξ)Dξ∂mU(x,m, t)(ξ))m(ξ)dξ +
ˆ
Rn
∂mU(x,m, t)(ξ).g(ξ,m)m(ξ)dξ+ (4.6)
+DxU.g(x,m) −AxU(x,m, t) = 0
U(x,m, T ) = h(x,m)
This is the equation studied rigorously by Buckdahn et al [3]. The authors notice that there is no second
derivative in m,although there are second derivatives in x. This is explained by the fact that the equation
in m is deterministic, whereas the equation in x is random. Let us now write the equation in the space H.
We consider U(x,X, t) = U(x,LX , t).
From (2.4) and (2.20) we obtain
∂U
∂t
+
1
2
D2XU(x,X, t)(σ(X)Γ, σ(X)Γ) + (DXU(x,X, t), g(X,LX , t))+ (4.7)
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+DxU(x,X, t).g(x,LX , t)−AxU(x,X, t) = 0
U(x,X, T ) = h(x,LX )
In this set up, we obtain a more symmetric formulation. There is no mixed derivatives and there is a
second order derivative in X.
Remark 3. From the methods described above, it is possible to extend the equation (4.7) to nonlinear
situations.
5 OBTAINING THE MASTER EQUATION BY DIFFERENTIATING
BELLMAN EQUATION
5.1 THE MEAN FIELD TYPE CONTROL CASE.
We first go back to (3.10) and assume that the minimum is attained in a unique point which we denote by
vˆ(x,m, q). We then set
G(x,m, q) = g(x,m, vˆ(x,m, q)) (5.1)
We have also
G(x,m, q) = DqH(x,m, q) (5.2)
We then consider the value function V (m, t) defined in (3.20) and set
U(x,m, t) =
∂V (m, t)
∂m
(x) (5.3)
we write (3.11) as
∂V
∂t
−
ˆ
Rn
AU(ξ,m, t)m(ξ)dξ +
ˆ
Rn
H(ξ,m,DU(ξ,m, t))m(ξ)dξ = 0 (5.4)
We next differentiate (5.4) in m . We note that
∂
∂m
[
ˆ
Rn
H(ξ,m,DU(ξ,m, t))m(ξ)dξ](x) = H(x,m,DU(x))+
+
ˆ
Rn
∂
∂m
H(ξ,m,DU(ξ))(x)m(ξ)dξ +
ˆ
Rn
G(ξ,m,DU(ξ))m(ξ)Dξ
∂
∂m
U(ξ,m, t)(x)dξ
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Hence, using
∂
∂m
U(ξ,m, t)(x) =
∂
∂m
U(x,m, t)(ξ) =
∂2V (m, t)
∂m2
(x, ξ)
we obtain
−∂U
∂t
+AU +
ˆ
Rn
∂
∂m
U(x,m, t)(ξ)(A∗m(ξ) + div (G(ξ,m,DU(ξ))m(ξ))dξ = (5.5)
H(x,m,DU(x)) +
ˆ
Rn
∂
∂m
H(ξ,m,DU(ξ))(x)m(ξ)dξ
U(x,m, T ) = h(x,m) +
ˆ
Rn
∂
∂m
h(ξ,m)(x)m(ξ)dξ (5.6)
We write this equation as
−∂U
∂t
+AxU +
ˆ
Rn
(Aξ
∂
∂m
U(x,m, t)(ξ) −Dξ ∂
∂m
U(x,m, t)(ξ).G(ξ,m,DU(ξ)))m(ξ)dξ = (5.7)
H(x,m,DU(x)) +
ˆ
Rn
∂
∂m
H(ξ,m,DU(ξ))(x)m(ξ)dξ
U(x,m, T ) = h(x,m) +
ˆ
Rn
∂
∂m
h(ξ,m)(x)m(ξ)dξ
5.2 MASTER EQUATION IN H
We then introduce U(X, t) = DV (LX , t). So U maps H×[0, T ] into H. To simplify a little we take σ(x) = σI,
then Bellman equation (3.12) reads
∂V
∂t
+
σ2
2
D2V (X)(Γ,Γ) + EH(X,LX ,U(X)) = 0 (5.8)
V (X,T ) = Eh(X,LX )
We proceed with the formal differentiation of (5.8) . First DU(X) : H× [0, T ]→ L(H;H). So DU(X) is
a random n× n matrix . We obtain
DEH(X,LX ,U(X)) = DxH(X,LX ,U(X)) + (DU(X))∗G(X,LX ,U(X))+ (5.9)
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+EY,U(Y )Dx
∂H
∂m
(Y,LX ,U(Y ))(X)
in which Y,U(Y ) is an independent copy of X,U(X). But DU(X) = D2V (LX , t) is self-adjoint , so we
obtain that U(X, t) satisfies the equation
∂
∂t
U + σ
2
2
D2U(Γ,Γ) +DU(X)G(X,LX ,U(X))+ (5.10)
DxH(X,LX ,U(X)) + EY,U(Y )Dx
∂H
∂m
(Y,LX ,U(Y ))(X) = 0
U(X,T ) = Dxh(X,LX) + EYDx ∂h
∂m
(Y,LX)(X)
We also can obtain this equation from (5.7). For σ(x) = σI, this equation writes
∂U
∂t
+
σ2
2
∆xU +
σ2
2
ˆ
Rn
∆ξ
∂
∂m
U(x,m, t)(ξ)m(ξ)dξ +
ˆ
Rn
Dξ
∂
∂m
U(x,m, t)(ξ).G(ξ,m,DU(ξ)))m(ξ)dξ+
(5.11)
+H(x,m,DxU(x)) +
ˆ
Rn
∂
∂m
H(ξ,m,DξU(ξ))(x)m(ξ)dξ = 0
We differentiate in x,so we get
∂
∂t
DxU+
σ2
2
∆xDxU+
σ2
2
Dx
ˆ
Rn
∆ξ
∂
∂m
U(x,m, t)(ξ)m(ξ)dξ+Dx
ˆ
Rn
Dξ
∂
∂m
U(x,m, t)(ξ).G(ξ,m,DU(ξ)))m(ξ)dξ+
(5.12)
+DxH(x,m,DxU(x)) +D
2
xU(x,m, t)G(x,m,DxU) +Dx
ˆ
Rn
∂
∂m
H(ξ,m,DξU(ξ))(x)m(ξ)dξ = 0
We recall thatDxU(X,m, t) = DV (X, t) = U(X, t). Now from formula (2.14) we have, skipping the argument
t
D2V (X)(Γ,Γ) =
ˆ
Rn
∆xU(x,m)m(x)dx
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If we differentiate in X the left hand side, we get D2U(X)(Γ,Γ). But the right hand side is a functional of m.
So we can obtain the same result , by first differentiating the right hand side in m,then the result in x,and
finally replacing x by X. Calling F (m) the right hand side, we first have ( using the symmetry property)
∂F (m)
∂m
(x) = ∆xU(x,m) +
ˆ
Rn
∆ξ
∂
∂m
U(ξ,m)(x)m(ξ)dξ
= ∆xU(x,m) +
ˆ
Rn
∆ξ
∂
∂m
U(x,m)(ξ)m(ξ)dξ
Hence
Dx
∂F (m)
∂m
(x) = ∆xDxU(x,m) +Dx
ˆ
Rn
∆ξ
∂
∂m
U(x,m)(ξ)m(ξ)dξ
Replacing x by X, we conclude
D2U(X)(Γ,Γ) = ∆xDxU(X,LX) +Dx
ˆ
Rn
∆ξ
∂
∂m
U(X,LX)(ξ)m(ξ)dξ (5.13)
We next have
DxH(X,m,DxU(X)) = DxH(X,LX ,U(X)) (5.14)
and
Dx
ˆ
Rn
∂
∂m
H(ξ,m,DξU(ξ))(X)m(ξ)dξ = EY,U(Y )Dx
∂H
∂m
(Y,LX ,U(Y ))(X) (5.15)
Finally it remains to check that
Dx
ˆ
Rn
Dξ
∂
∂m
U(X,m, t)(ξ).G(ξ,m,DξU(ξ)))m(ξ)dξ +D
2
xU(X,m, t)G(X,m,DxU(X)) = (5.16)
DU(X, t)G(X,LX ,U(X))
Using formula (2.12) with Z = G(X,LX ,U(X)) we obtain
DU(X, t)G(X,LX ,U(X)) = D2xU(X,LX , t)G(X,LX ,U(X))+
+
ˆ
Rn
DxDξ
∂
∂m
U(X,LX , t)(ξ)G(ξ,LX ,DξU(ξ))m(ξ)dξ
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which is exactly (5.16).
5.3 INTERPRETATION OF THE MASTER EQUATION
We can interpret U(x,m, t) as uncoupling the system of HJB-FP equations of the mean-field type control
problem, see [2]. We recall briefly the idea.
The probability density, corresponding to the optimal feedback control is given by
∂m
∂t
+A∗m+ div (G(x,m,DU)m(x)) = 0
m(x, 0) = m0(x)
Define u(x, t) = U(x,m(t), t), then clearly, from (5.5),(5.6) we obtain
−∂u
∂t
+Au = H(x,m,Du(x)) +
ˆ
Rn
∂
∂m
H(ξ,m,Du(ξ))(x)m(ξ)dξ (5.17)
u(x, T ) = h(x,m) +
ˆ
Rn
∂
∂m
h(ξ,m)(x)m(ξ)dξ (5.18)
which together with the F-P equation
∂m
∂t
+A∗m+ div (G(x,m,Du)m(x)) = 0 (5.19)
m(x, 0) = m0(x) (5.20)
form the system of coupled HJB- FP equations of the classical mean field type control problem, see [1].
5.4 STOCHASTIC MEAN FIELD TYPE CONTROL
We go back to (3.22). We define again U(x,m, t) = ∂V (m,t)
∂m
(x), so we can write
U(x,m, T ) = h(x,m) +
ˆ
Rn
∂h(ξ,m)
∂m
(x)m(ξ)dξ (5.21)
and from (3.22) we obtain
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∂V
∂t
−
ˆ
Rn
(AU − 1
2
β2∆U)(ξ,m, t)m(ξ, t)dξ+ (5.22)
1
2
β2
ˆ
Rn
ˆ
Rn
∂U(ξ,m, t)
∂m
(η)Dm(ξ)Dm(η)dξdη +
ˆ
Rn
H(ξ,m,DξU)m(ξ)dx = 0
We then differentiate this equation in m, to get an equation for U. We note that
∂
∂m
(ˆ
Rn
ˆ
Rn
∂U(ξ,m, t)
∂m
(η)Dm(ξ)Dm(η)dξdη
)
(x) =
ˆ
Rn
ˆ
Rn
∂2U(x,m, t)
∂m2
(ξ, η)Dm(ξ)Dm(η)dξdη−
−2div
(ˆ
Rn
∂U(x,m, t)
∂m
(η)Dm(η)dη
)
and
∂
∂m
(ˆ
Rn
H(ξ,m,DU)m(ξ)dx
)
= H(x,m,DU(x)) +
ˆ
Rn
∂
∂m
H(ξ,m,DξU(ξ))(x)m(ξ)dξ+
+
ˆ
Rn
∂
∂m
(DξU(ξ,m, t))(x)G(ξ,m,DU(ξ))m(ξ)dξ
Next
ˆ
Rn
∂
∂m
(DξU(ξ,m, t))(x)G(ξ,m,DU(ξ))m(ξ)dξ =
ˆ
Rn
Dξ(
∂
∂m
U(ξ,m, t)(x))G(ξ,m,DU(ξ))m(ξ)dξ =
−
ˆ
Rn
∂
∂m
U(ξ,m, t)(x) div(G(ξ,m,DU(ξ))m(ξ))dξ = −
ˆ
Rn
∂
∂m
U(x,m, t)(ξ) div(G(ξ,m,DU(ξ))m(ξ))dξ
Collecting results, we obtain the Master equation
−∂U
∂t
+AU − 1
2
β2∆U+ (5.23)
+
ˆ
Rn
(Aξ
∂
∂m
U(x,m, t)(ξ)−Dξ ∂
∂m
U(x,m, t)(ξ).G(ξ,m,DU(ξ)))m(ξ)dξ−1
2
β2
ˆ
Rn
∂
∂m
U(x,m, t)(ξ)∆ξm(ξ)dξ
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−1
2
β2
ˆ
Rn
ˆ
Rn
∂2U(x,m, t)
∂m2
(ξ, η)Dm(ξ)Dm(η)dξdη + β2div
(ˆ
Rn
∂U(x,m, t)
∂m
(ξ)Dm(ξ)dξ
)
= H(x,m,DU(x)) +
ˆ
Rn
∂
∂m
H(ξ,m,DU(ξ))(x)m(ξ)dξ
U(x,m, T ) = h(x,m) +
ˆ
Rn
∂h(ξ,m)
∂m
(x)m(ξ)dξ (5.24)
We next write the Master equation in the space H , for U(X) = DV (X) = DxU(X,LX ). Recall that we
take σ(x) = I. From (3.23) and (5.10) we get
∂
∂t
U + σ
2
2
D2U(Γ,Γ) + 1
2
β2
n∑
k=1
D2U(X)(ek, ek) +DU(X)G(X,LX ,U(X))+ (5.25)
DxH(X,LX ,U(X)) + EY,U(Y )Dx
∂H
∂m
(Y,LX ,U(Y ))(X) = 0
U(X,T ) = Dxh(X,LX) + EYDx ∂h
∂m
(Y,LX)(X)
If we use the Master equation (5.23), (5.24) , then from the calculations done in the case β = 0, what
remains to be proven is
n∑
k=1
D2U(X)(ek, ek) = Dx∆xU(X,LX) +Dx
ˆ
Rn
∂
∂m
U(X,m, t)(ξ)∆ξm(ξ)dξ+ (5.26)
+Dx
ˆ
Rn
ˆ
Rn
∂2U(X,m, t)
∂m2
(ξ, η)Dm(ξ)Dm(η)dξdη − 2Dxdiv
(ˆ
Rn
∂U(X,m, t)
∂m
(ξ)Dm(ξ)dξ
)
From formula (2.15) we can write
n∑
k=1
(D2V (LX)ek, ek) =
ˆ
Rn
∂
∂m
V (m)(x)∆m(x)dx +
ˆ
Rn
ˆ
Rn
∂2
∂m2
V (m)(x, y)Dm(x).Dm(y)dxdy
which can be rewritten as
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n∑
k=1
DU(X)(ek, ek) =
ˆ
Rn
U(x,m)∆m(x)dx +
ˆ
Rn
ˆ
Rn
∂
∂m
U(x,m)(y)Dm(x).Dm(y)dxdy (5.27)
=
ˆ
Rn
∆U(x,m)m(x)dx +
ˆ
Rn
ˆ
Rn
∂
∂m
U(x,m)(y)Dm(x).Dm(y)dxdy
If we differentiate in X, the left hand side gives
∑n
k=1 D
2U(X)(ek , ek), which we want to compute. The right
hand side is a functional of m. So we first take the Gâteaux differential in m, which is
∆U(x,m) +
ˆ
Rn
∆ξ
∂
∂m
U(ξ,m)(x)m(ξ)dξ+
+
ˆ
Rn
ˆ
Rn
∂2U(x,m, t)
∂m2
(ξ, η)Dm(ξ)Dm(η)dξdη − 2div
(ˆ
Rn
∂U(x,m, t)
∂m
(η)Dm(η)dη
)
which is also
∆xU(x,m) +
ˆ
Rn
∂
∂m
U(x,m)(ξ)∆m(ξ)dξ+
+
ˆ
Rn
ˆ
Rn
∂2U(x,m, t)
∂m2
(ξ, η)Dm(ξ)Dm(η)dξdη − 2div
(ˆ
Rn
∂U(x,m, t)
∂m
(η)Dm(η)dη
)
We then have to take the gradient in x, and replace x by X. We obtain immediately the relation (5.26).
5.5 SYSTEM OF HJB-FP EQUATIONS
As in the deterministic case β = 0, see section 5.3 we can derive from the Master equation a system of
coupled stochastic HJB-FP equations. They reduce to the deterministic system (5.17) to (5.20) when β = 0.
Consider the conditional probability density corresponding to the optimal feedback vˆ(x,m,DU(x,m, t)), see
(5.1), solution of
∂tm+ (A
∗m− 1
2
β2∆m+ div(G(x,m,DU)m))dt + βDm.db(t) = 0 (5.28)
m(x, 0) = m0(x)
and set u(x, t) = U(x,m(t), t), we obtain
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−∂tu+ (Au− 1
2
β2∆u)dt+ β2div
(ˆ
Rn
∂U(x,m, t)
∂m
(ξ)Dm(ξ)dξ
)
dt = (5.29)
H(x,m,Du(x))+
ˆ
Rn
∂
∂m
H(ξ,m,Du(ξ))(x)m(ξ)dξ + β
ˆ
Rn
∂U(x,m, t)
∂m
(ξ)Dm(ξ)dξdb(t)
u(x, T ) = h(x,m) +
ˆ
Rn
∂
∂m
h(ξ,m)(x)m(ξ)dξ (5.30)
Setting
B(x, t) =
ˆ
Rn
∂U(x,m, t)
∂m
(ξ)Dm(ξ)dξ
we can rewrite (5.28), (5.29) as follows
−∂tu+ (Au− 1
2
β2∆u)dt + β2divB(x, t)dt = (5.31)
H(x,m,Du(x))+
ˆ
Rn
∂
∂m
H(ξ,m,Du(ξ))(x)m(ξ)dξ + βB(x, t)db(t)
u(x, T ) = h(x,m) +
ˆ
Rn
∂
∂m
h(ξ,m)(x)m(ξ)dξ (5.32)
∂tm+ (A
∗m− 1
2
β2∆m+ div(G(x,m,Du)m))dt + βDm.db(t) = 0 (5.33)
m(x, 0) = m0(x)
In fact the equation for u contains two unknowns u(x, t) and B(x, t) which are both field processes adapted
to the filtration Bt. Since the equation for u is a backward stochastic partial differential equation ( backward
SPDE) we need the two unknowns to obtain adapted processes.
6 MEAN FIELD GAMES
6.1 THE PROBLEM
In Mean Field Games, we cannot have a Bellman equation, similar to (3.8), (3.9), since the problem is not
a control problem. However, for a fixed parameter m(.) we can introduce
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dx = g(x,m, v(x))ds + σ(x)dw (6.1)
x(t) = x
Jx,t(v(.),m(.)) = E[
ˆ T
t
f(x(s),m(s), v(x(s)))ds + h(x(T ),m(T ))] (6.2)
and we set
u(x, t) = inf
v(.)
Jx,t(v(.),m(.))
in which we omit to write explicitly the dependence in m. Then u(x, t) satisfies Bellman equation
−∂u
∂t
+Au = H(x,m,Du(x)) (6.3)
u(x, T ) = h(x,m) (6.4)
We next write that m must be the probability density of the optimal state, hence
∂m
∂t
+A∗m+ div (G(x,m,Du)m(x)) = 0 (6.5)
m(x, 0) = m0(x) (6.6)
and this is the system of HJB-FP equations, corresponding to the classical Mean Field Games problem.
6.2 MASTER EQUATION
We do not have Dynamic Programming, however the uncoupling argument corresponding to the system
(6.3),(6.4),(6.5), (6.6) can be pursued. This time, we introduce directly the Master equation by setting
−∂U
∂t
+AU +
ˆ
Rn
∂
∂m
U(x,m, t)(ξ)(A∗m(ξ) + div (G(ξ,m,DU(ξ))m(ξ))dξ = H(x,m,DU(x)) (6.7)
U(x,m, T ) = h(x,m) (6.8)
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We then consider m(x, t) solution of the FP equation
∂m
∂t
+A∗m+ div (G(x,m,DU(x,m))m(x)) = 0 (6.9)
m(x, 0) = m0(x)
We next introduce
u(x, t) = U(x,m(t), t) (6.10)
in which m(t) ≡ m(x, t) is the solution of (6.9). In combining (6.7) and (6.9) we obtain easily (6.3), in
which m(t) is the solution of (6.9). The master equation (6.7) looks very similar to that of mean field type
control, see (5.5), (5.6), and even simpler, since the derivative in m of the Hamiltonian does not appear
anymore. However, we may loose a very important symmetry property
∂
∂m
U(x,m, t)(ξ) 6= ∂
∂m
U(ξ,m, t)(x) (6.11)
6.3 MASTER EQUATION IN H
We want to associate to the Master equation (6.7) (6.8) an equation in the space H. We do not have a
Bellman equation, so we shall proceed directly with (6.7), (6.8). To simplify we assume σ(x) = I, so we
rewrite the Master equation as
∂U
∂t
+
σ2
2
∆xU +
σ2
2
ˆ
Rn
∆ξ
∂
∂m
U(x,m, t)(ξ)m(ξ)dξ +
ˆ
Rn
Dξ
∂
∂m
U(x,m, t)(ξ).G(ξ,m,DξU(ξ)))m(ξ)dξ+
(6.12)
+H(x,m,DxU(x)) = 0
U(x,m, T ) = h(x,m)
We next take the gradient in x to obtain
∂
∂t
DxU+
σ2
2
∆xDxU+
σ2
2
Dx
ˆ
Rn
∆ξ
∂
∂m
U(x,m, t)(ξ)m(ξ)dξ+Dx
ˆ
Rn
Dξ
∂
∂m
U(x,m, t)(ξ).G(ξ,m,DU(ξ)))m(ξ)dξ+
(6.13)
+DxH(x,m,DxU(x)) +D
2
xU(x,m, t)G(x,m,DxU) = 0
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We then replace x by X and we want to interpret the equation which is obtained. We set U(X, t) =
DxU(X,LX , t), then of course ∂
∂t
DxU(X,LX , t) = ∂
∂t
U . Next
DxH(X,m,DxU(X)) = DxH(X,LX ,U(X))
We have next , see (5.16)
Dx
ˆ
Rn
Dξ
∂
∂m
U(X,m, t)(ξ).G(ξ,m,DξU(ξ)))m(ξ)dξ +D
2
xU(X,m, t)G(X,m,DxU(X)) = (6.14)
DU(X, t)G(X,LX ,U(X))
There remains to interpret ∆xDxU(X) +Dx
´
Rn
∆ξ
∂
∂m
U(X,m, t)(ξ)m(ξ)dξ. We first have
(DU(X)Γ,Γ) =
ˆ
Rn
∆xU(X,m)m(x)dx
DX((DU(X)Γ,Γ) = (D2U(X)Γ,Γ) =
Dx∆xU(X,LX) +Dx
ˆ
Rn
∆ξ
∂
∂m
U(ξ,m, t)(X)m(ξ)dξ
which is the quantity we want only if we make the symmetry assumption
∂
∂m
U(x,m, t)(ξ) =
∂
∂m
U(ξ,m, t)(x) (6.15)
So under the assumption (6.15), we claim that U(X, t) is the solution of the Master equation
∂
∂t
U + σ
2
2
D2U(Γ,Γ) +DU(X)G(X,LX ,U(X)) +DxH(X,LX ,U(X)) = 0 (6.16)
U(X,T ) = Dxh(X,LX )
However, (6.15) implies that DU is self-adoint. So we are looking to a solution U(X, t) such that DU(X, t)
is a self-adjoint operator in H . As we shall see in the linear quadratic case, this might not be true.
Note that , applying (6.15) at time T we need to have, in particular
∂
∂m
h(x,m)(ξ) =
∂
∂m
h(ξ,m)(x) (6.17)
In the mean-field control problem, since U(X,T ) = Dh(X,LX ), we have DU(X,T ) = D2h(X,LX), it is
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a self adjoint operator by construction.
Therefore there remains an advantage for equation (6.12). There is still a possibility to use the space H,
as follows. Instead of considering the derivative DxU(x,m) one considers the map U(x,m) itself. We then
write U(x,m) = U(x,LX). One then interpret directly the Master equation (6.12). We have successively
ˆ
Rn
∆ξ
∂
∂m
U(x,m, t)(ξ)m(ξ)dξ = D2XU(x,X, t)(Γ,Γ)
ˆ
Rn
Dξ
∂
∂m
U(x,m, t)(ξ).G(ξ,m,DξU(ξ)))m(ξ)dξ = (DXU(x,X, t), G(X,LX ,DxU(X,LX , t))
so we get the Master equation
∂U
∂t
+
σ2
2
∆xU +
σ2
2
D2XU(x,X, t)(Γ,Γ) + (DXU(x,X, t), G(X,LX ,DxU(X,LX , t)) (6.18)
+H(x,LX ,DxU(X,LX , t)) = 0
U(x,X, T ) = h(X,LX)
7 STOCHASTIC MEAN FIELD GAMES
7.1 THE MODEL
We recall how to obtain a system of HJB-FP equations, see [2] for more details.
Consider the notation of section 3.2.1. We recall that the state equation is the solution of
dx = g(x,m(t), v(x, t))dt + σ(x)dw + βdb(t) (7.1)
x(0) = x0
and Bt=σ(b(s), s ≤ t) , F t=σ(x0, b(s), w(s), s ≤ t). This time m(t) is a given process adapted to Bt with
values in L2(Rn). We again consider feedback controls which are field processes adapted to the filtration Bt.
We follow the theory developed by Shi Ge Peng [11]. We define the function
u(x, t) = inf
v(.)
E
Bt [
ˆ T
t
f(x(s),m(s), v(x(s), s))ds + h(x(T ),m(T ))] (7.2)
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and show that it satisfies a stochastic Hamilton-Jacobi-Bellman equation. The equation is
−∂tu+ (Au− 1
2
β2∆u)dt + β2divB(x, t)dt = H(x,m(t),Du(x))dt + βB(x, t)db(t) (7.3)
u(x, T ) = h(x,m(T )) (7.4)
If we can solve (7.3), (7.4) for the pair u(x, t), B(x, t) of adapted to Bt field processes, then a verification
argument has been described in [2], to show that u(x, t) coincides with (7.2).
Next, consider the optimal feedback vˆ(x,m(t),Du(x, t)) and impose the fixed point property that m(t)
is conditional probability density of the optimal state, we get the stochastic FP equation
∂tm+ (A
∗m− 1
2
β2∆m+ div(G(x,m,Du)m))dt + βDm.db(t) = 0 (7.5)
m(x, 0) = m0(x)
We thus have obtained the pair of HJB-FP equations for the stochastic mean field game problem,
(7.3),(7.4) and (7.5).
7.2 THE MASTER EQUATION
We derive the Master equation by writing
u(x, t) = U(x,m(t), t)
The calculation has been done in [2]. We obtain
− ∂U
∂t
+AU − 1
2
β2∆U +
ˆ
Rn
∂U(x,m, t)
∂m
(ξ)(A∗m(ξ)− 1
2
β2∆m(ξ) + div (G(ξ,m,DU(ξ))m(ξ)))dξ+ (7.6)
+β2div(
ˆ
Rn
∂U(x,m, t)
∂m
(ξ)Dm(ξ)dξ)− 1
2
β2
ˆ
Rn
ˆ
Rn
∂2U(x,m, t)
∂m2
(ξ, η)Dm(ξ)Dm(η)dξdη = H(x,m,DU(x))
U(x,m, T ) = h(x,m)
7.3 THE MASTER EQUATION IN THE SPACE H .
We take the particular case σ(x) = I then (7.6) becomes
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−∂U
∂t
−1
2
(σ2+β2)∆xU−1
2
(σ2+β2)
ˆ
Rn
∆ξ
∂U(x,m, t)
∂m
(ξ)m(ξ)dξ−
ˆ
Rn
Dξ
∂U(x,m, t)
∂m
(ξ).G(ξ,m,DU(ξ))m(ξ)dξ
(7.7)
+β2div(
ˆ
Rn
∂U(x,m, t)
∂m
(ξ)Dm(ξ)dξ)− 1
2
β2
ˆ
Rn
ˆ
Rn
∂2U(x,m, t)
∂m2
(ξ, η)Dm(ξ)Dm(η)dξdη = H(x,m,DU(x))
We assume the symmetry property (6.15). We take the gradient in x and obtain
∂
∂t
DxU +
σ2 + β2
2
∆xDxU +
σ2 + β2
2
Dx
ˆ
Rn
∆ξ
∂
∂m
U(x,m, t)(ξ)m(ξ)dξ+ (7.8)
+Dx
ˆ
Rn
Dξ
∂
∂m
U(x,m, t)(ξ).G(ξ,m,DU(ξ))m(ξ)dξ +DxH(x,m,DxU(x)) +D
2
xU(x,m, t)G(x,m,DxU)−
−β2div (
ˆ
Rn
∂U(x,m, t)
∂m
(ξ)Dm(ξ)dξ) +
1
2
β2
ˆ
Rn
ˆ
Rn
∂2U(x,m, t)
∂m2
(ξ, η)Dm(ξ)Dm(η)dξdη = 0
So introducing U(X) = DxU(X,LX) and we replace x by X in the equation (7.8). We have interpreted
in (6.16) all the terms not including β.We want to check that
∆xDxU(X) +Dx
ˆ
Rn
∆ξ
∂
∂m
U(X,m, t)(ξ)m(ξ)dξ− (7.9)
−2Dxdiv(
ˆ
Rn
∂U(X,m, t)
∂m
(ξ)Dm(ξ)dξ)+Dx
ˆ
Rn
ˆ
Rn
∂2U(X,m, t)
∂m2
(ξ, η)Dm(ξ)Dm(η)dξdη =
n∑
k=1
D2U(X)(ek, ek)
Now we have
n∑
k=1
DU(X)(ek, ek) =
ˆ
Rn
∆U(x,m)m(x)dx +
ˆ
Rn
ˆ
Rn
∂
∂m
U(x,m)(y)Dm(x).Dm(y)dxdy (7.10)
Next we take the derivative in m of the right hand side and then the gradient in x to obtain
Dx∆xU(x,m) +Dx
ˆ
Rn
∆ξ
∂
∂m
U(ξ,m, t)(x)m(ξ)dξ+
+Dx
ˆ
Rn
ˆ
Rn
∂2U(x,m, t)
∂m2
(ξ, η)Dm(ξ)Dm(η)dξdη − 2Dxdiv
(ˆ
Rn
∂U(x,m, t)
∂m
(η)Dm(η)dη
)
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We need again to use the symmetry property and replace x by X to prove (7.9). We can now write the
Master equation in the space H , namely
∂
∂t
U + σ
2
2
D2U(Γ,Γ) + β
2
2
n∑
k=1
D2U(X)(ek, ek) +DU(X)G(X,LX ,U(X)) +DxH(X,LX ,U(X)) = 0 (7.11)
U(X,T ) = Dxh(X,LX )
If we do not have the symmetry property, then we consider the Master equation for U(x,m, t), namely
(7.7), and we introduce the argument X instead of m, as in (6.18). We use (2.15) to state
ˆ
Rn
ˆ
Rn
∂2U(x,m, t)
∂m2
(ξ, η)Dm(ξ)Dm(η)dξdη =
n∑
k=1
D2XU(x,X, t)(ek , ek)−D2XU(x,X, t)(Γ,Γ)
Next
div (
ˆ
Rn
∂U(x,m, t)
∂m
(ξ)Dm(ξ)dξ) = −
n∑
k=1
∂
∂xk
(ek,DXU(x,X, t))
We can then write the Master equation for U(x,X, t)
∂U
∂t
+
σ2 + β2
2
∆xU +
σ2
2
D2XU(x,X, t)Γ,Γ) + (DXU(x,X, t), G(X,LX ,DxU(X,LX , t))+ (7.12)
+
β2
2
n∑
k=1
D2XU(x,X, t)(ek , ek) + β
2
n∑
k=1
∂
∂xk
(ek,DXU(x,X, t)) +H(x,LX ,DxU(x,X, t)) = 0
U(x,X, T ) = h(x,LX )
8 LINEAR QUADRATIC PROBLEMS
8.1 ASSUMPTIONS AND GENERAL COMMENTS
For linear quadratic problems, we know that explicit formulas can be obtained. We have solved the Master
equations in U(x,m, t) in our paper [2]. So we shall here solve only the Master equation in the space H. We
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then take
f(x,m, v) =
1
2
[x∗Qx+ v∗Rv + (x− Sy)∗Q¯(x− Sy)] (8.1)
g(x,m, v) = Ax+ A¯y +Bv (8.2)
h(x,m) =
1
2
[x∗QTx+ (x− ST y)∗Q¯T (x− ST y)] (8.3)
in which we have noted y =
´
Rn
ξm(ξ)dξ . We also assume
σ(x) = σ, hence a(x) = a = σσ∗ (8.4)
We deduce easily
H(x,m, q) =
1
2
x∗(Q+ Q¯)x− x∗Q¯Sy + 1
2
y∗S∗Q¯Sy (8.5)
−1
2
q∗BR−1B∗q + q∗(Ax+ A¯y)
G(x,m, q) = Ax+ A¯y −BR−1B∗q (8.6)
8.2 MEAN FIELD TYPE CONTROL MASTER EQUATION
We begin with Bellman equation (3.23), namely
∂V
∂t
+
1
2
D2V (X)(σ(X)Γ, σ(X)Γ) +
1
2
β2
n∑
k=1
D2V (X)(ek, ek) + EH(X,LX ,DV (X)) = 0 (8.7)
V (X,T ) = Eh(X,LX)
and using (5.11) we get
∂V
∂t
+
1
2
D2V (X)(σ(X)Γ, σ(X)Γ) +
1
2
β2
n∑
k=1
D2V (X)(ek, ek)+ (8.8)
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+E
(
1
2
X∗(Q+ Q¯)X −X∗Q¯S EX + 1
2
EX∗S∗Q¯S EX − 1
2
DV ∗BR−1B∗DV +DV ∗(AX + A¯EX)
)
= 0
V (X,T ) =
1
2
E [X∗QTX + (X − STEX)∗Q¯T (X − STEX)]
We look for a solution of (8.8), of the form
V (X, t) =
1
2
EX∗P (t)X +
1
2
(EX)∗Σ(t)EX + λ(t) (8.9)
We have clearly
P (T ) = QT + Q¯T , Σ(T ) = S
∗
T Q¯TST − (S∗T Q¯T + Q¯TST ), λ(T ) = 0 (8.10)
Next
DV (X, t) = P (t)X +Σ(t)EX
D2V (X, t)Z = P (t)Z +Σ(t)EZ
therefore
D2V (X)(σ(X)Γ, σ(X)Γ) = trP (t)a
n∑
k=1
D2V (X)(ek , ek) = tr (P (t) + Σ(t))
With these calculations, we can proceed in equation (8.8) and obtain
1
2
EX∗
d
dt
P (t)X +
1
2
(EX)∗
d
dt
Σ(t)EX +
d
dt
λ(t)
+
1
2
tr aP (t) +
β2
2
tr(P (t) + Σ(t))+
+E
[
1
2
X∗(Q+ Q¯)X −X∗Q¯S EX + 1
2
(EX)∗S∗Q¯SEX−
−1
2
(P (t)X +Σ(t)EX)∗BR−1B∗(P (t)X +Σ(t)EX) + (P (t)X +Σ(t)EX)∗(AX + A¯EX)
]
= 0
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We can identify terms and obtain
dλ(t)
dt
+
1
2
tr aP (t) +
β2
2
tr(P (t) + Σ(t)) = 0
therefore, from the final condition λ(T ) = 0, it follows
λ(t) =
ˆ T
t
(
1
2
tr aP (s) +
β2
2
tr(P (s) + Σ(s))ds (8.11)
Identifying quadratic terms in X( within the expected value) and in EX respectively, it follows easily that
dP
dt
+ PA+A∗P − PBR−1B∗P +Q+ Q¯ = 0, P (T ) = QT + Q¯T , (8.12)
and
dΣ
dt
+Σ(A+ A¯−BR−1B∗P ) + (A+ A¯−BR−1B∗P )∗Σ− (8.13)
−ΣBR−1B∗Σ+ S∗Q¯S − Q¯S − S∗Q¯+ PA¯+ A¯ ∗P = 0
Σ(T ) = S∗T Q¯TST − (S∗T Q¯T + Q¯TST )
We obtain formula (8.9) with the values of P (t), Σ(t), λ(t) given by equations (8.12), (8.13), (8.11).
We turn to the Master equation, namely (5.25)
∂
∂t
U + σ
2
2
D2U(Γ,Γ) + 1
2
β2
n∑
k=1
D2U(X)(ek, ek) +DU(X)G(X,LX ,U(X))+ (8.14)
DxH(X,LX ,U(X)) + EY,U(Y )Dx
∂H
∂m
(Y,LX ,U(Y ))(X) = 0
U(X,T ) = Dh(X,LX)
We have
G(X,LX ,U(X)) = AX + A¯EX −BR−1B∗U(X)
DxH(X,LX ,U(X)) = (Q+ Q¯)X − Q¯S EX +A∗U(X)
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∂H
∂m
(x,m, q)(ξ) = −x∗Q¯Sξ + (
ˆ
ηm(η)dη)∗S∗Q¯Sξ + q∗A¯ξ
so
EY,U(Y )Dx
∂H
∂m
(Y,LX ,U(Y ))(X) = (−S∗Q¯+ S∗Q¯S)EX + (A¯)∗EU(X)
and (8.14) reads
∂
∂t
U + σ
2
2
D2U(Γ,Γ) + 1
2
β2
n∑
k=1
D2U(X)(ek , ek) + (AX + A¯EX −BR−1B∗U(X)) (8.15)
+(Q+ Q¯)X + (−Q¯S − S∗Q¯+ S∗Q¯S)EX +A∗U(X) + (A¯)∗EU(X) = 0
We expect U(X, t) = P (t)X + Σ(t)EX to be the solution. This is satisfied at time T. We check easily
that equation (8.15) is satisfied with the choices of P (t) and Σ(t) given by (8.12), (8.13), noting that
DU(X, t)Z = P (t)Z + Σ(t)EZ. We see also that (8.15) could be consider directly, without referring to
Bellman equation (8.8).
8.3 MEAN FIELD GAMES MASTER EQUATION
This time, there is no Bellman equation. We may consider the Master equation
∂
∂t
U + σ
2
2
D2U(Γ,Γ) + β
2
2
n∑
k=1
D2U(X)(ek, ek) +DU(X)G(X,LX ,U(X)) +DxH(X,LX ,U(X)) = 0 (8.16)
U(X,T ) = Dxh(X,LX )
which becomes in the LQ case
∂
∂t
U + σ
2
2
D2U(Γ,Γ) + β
2
2
n∑
k=1
D2U(X)(ek, ek) +DU(X)(AX + A¯EX −BR−1B∗U(X))+ (8.17)
+(Q+ Q¯)X − Q¯S EX +A∗U(X) = 0
U(X,T ) = (QT + Q¯T )X − Q¯TSTEX
But we must have DU(X, t) self adjoint. At time T we have
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DU(X,T )Z = (QT + Q¯T )Z − Q¯TSTEZ
and therefore we need to assume
Q¯TST = S
∗
T Q¯T (8.18)
Next if we look for a linear solution U(X, t) = P (t)X + Σ(t)EX, then we must have P (t) and Σ(t)
symmetric. Checking in (8.17) we see that P (t) satisfies the Riccati equation (8.12), but Σ(t) satisfies
dΣ
dt
+Σ(A+ A¯−BR−1B∗P ) + (A−BR−1B∗P )∗Σ− (8.19)
−ΣBR−1B∗Σ− Q¯S + PA¯ = 0
Σ(T ) = −Q¯TST
and therefore Σ(t) cannot be symmetric unless
A¯ = 0, Q¯S = S∗Q¯ (8.20)
If these assumptions are not satisfied the equation (8.17) has no solution satisfying DU(X, t) self adjoint.
In that case we may use (7.12) which in the LQ case reduces to
∂U
∂t
+
σ2 + β2
2
∆xU+
σ2
2
D2XU(x,X, t)(Γ,Γ)+(DXU(x,X, t), AX+A¯EX−BR−1B∗DxU(X,LX , t))+ (8.21)
+
β2
2
n∑
k=1
D2XU(x,X, t)(ek , ek) + β
2
n∑
k=1
∂
∂xk
(ek,DXU(x,X, t)) +
1
2
x∗(Q+ Q¯)x− x∗Q¯S EX+
+
1
2
EX∗S∗Q¯S EX − 1
2
(DxU(x,X, t))
∗BR−1B∗DxU(x,X, t) + (DxU(x,X, t))
∗(AX + A¯EX) = 0
U(x,X, T ) =
1
2
x∗(QT + Q¯T )x− x∗Q¯TSTEX + 1
2
EX∗S∗T Q¯TSTEX
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We look for a solution of the form
U(x,X, t) =
1
2
x∗P (t)x+ x∗Σ(t)EX +
1
2
EX∗Γ(t)EX + µ(t) (8.22)
We must be careful that we cannot have Σ(t) symmetric. It is already true at time T. We have
P (T ) = QT + Q¯T (8.23)
Σ(T ) = −Q¯TST (8.24)
Γ(T ) = S∗T Q¯TST (8.25)
µ(T ) = 0 (8.26)
Next
DxU(x,X, t) = P (t)x+Σ(t)EX
DXU(x,X, t) = Σ
∗(t)x+ Γ(t)EX
D2xU(x,X, t) = P (t), D
2
XU(x,X, t)Z = Γ(t)EZ
We use these formulas in the Master equation (8.21), to obtain
1
2
x∗
d
dt
P (t)x+ x∗
d
dt
Σ(t)EX +
1
2
(EX)∗
d
dt
Γ(t)EX +
d
dt
µ(t) +
1
2
(β2 + σ2)trP (t)
+(Σ∗(t)x+ Γ(t)EX)∗(A+ A¯−BR−1B∗(P (t) + Σ(t))EX) + 1
2
β2trΓ(t) + β2trΣ(t)+
1
2
x∗(Q+ Q¯)x− x∗Q¯SEX + 1
2
(EX)∗S∗Q¯S(EX)−
−1
2
(P (t)x+Σ(t)EX)∗BR−1B∗(P (t)x+Σ(t)EX) + (P (t)x+Σ(t)EX)∗(Ax+ A¯EX) = 0
Identifying terms, we obtain
d
dt
P (t) + PA+A∗P − PBR−1B∗P +Q+ Q¯ = 0 (8.27)
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dΣ
dt
+Σ(A+ A¯−BR−1B∗P ) + (A∗ − PBR−1B∗)Σ − ΣBR−1B∗Σ− Q¯S + PA¯ = 0 (8.28)
dΓ
dt
+ Γ(A+ A¯−BR−1B∗(P +Σ)) + (A+ A¯−BR−1B∗(P +Σ))∗Γ+ (8.29)
+S∗Q¯S − ΣBR−1B∗Σ+ ΣA¯+ A¯ ∗Σ = 0
d
dt
µ(t) +
β2 + σ2
2
trP (t) +
β2
2
tr Γ(t) + β2tr Σ(t) = 0 (8.30)
Remark 4. In our previous work [2] we have solved completely the Master equation in the LQ case, for
mean field type control and mean field games, considering U(x,m, t) with m ∈ L2(Rn). So m was not
necessarily the density of a probability. Although everything can be carried out, the calculations are much
more complex than in the current case working with U(x,X, t).In particular we had to keep a lot of terms
depending on m1 =
´
Rn
m(ξ)dξ. In the case U(x,X, t) this term is 1 and calculations simplify greatly. This
shows the advantage of H = L2(Ω,A, P ;Rn) with respect to L2(Rn). We work with a Hilbert space in both
cases, but we keep the properties of probabilities in the case of H.
9 NEW CONTROL PROBLEMS
9.1 INTERPRETATION OF THE FIRST ORDER BELLMAN EQUATION
We call first order Bellman equation, the equation
∂V
∂t
+ EH(X,LX ,DV (X)) = 0 (9.1)
V (X,T ) = Eh(X,LX )
We associate to this equation a “deterministic” control problem in the state space H. The state equation is
given by
dX
ds
= g(X(s),LX(s), v(X(s), s)) (9.2)
X(t) = X
The control is defined by a feedback v(X, s) with values in Rd.We define the cost functional
JX,t(v(.)) =
ˆ T
t
Ef(X(s),LX(s), v(X(s), s))ds + Eh(X(T ),LX(T )) (9.3)
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and the value function
V (X, t) = inf
v(.)
JX,t(v(.)) (9.4)
We claim that the value function satisfies (9.1). Note that although the equation (9.2) is deterministic,
the trajectory is random, because the initial condition X is random. Nevertheless, because the equation is
deterministic, we say that (9.2), ( 9.3) is a deterministic control problem in H. We provide a formal proof
based on the optimality principle. We write
V (X, t) = inf
v(.)
[ˆ t+ǫ
t
Ef(X(s),LX(s), v(X(s), s))ds + V (X(t + ǫ), t+ ǫ)
]
∼ inf
v
[ǫEf(X,LX , v) + V (X + ǫg(X,LX , v), t+ ǫ)]
from which we get easily
∂V
∂t
+ inf
v
[Ef(X,LX , v) + (DV (X, t), g(X,LX , v))] = 0
but
inf
v
[Ef(X,LX , v) + (DV (X, t), g(X,LX , v))] = E inf
v
[f(X,LX , v) +DV (X, t).g(X,LX , v)] =
= EH(X,LX ,DV (X, t))
and (9.1) follows immediately.
9.2 INTERPRETATION OF THE FIRST STOCHASTIC BELLMAN EQUATION
The first stochastic Bellman equation is
∂V
∂t
+
σ2
2
D2V (X)(N,N) + EH(X,LX ,U(X)) = 0 (9.5)
V (X,T ) = Eh(X,LX)
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whereN is standard gaussian independent of X.We associate to this equation a stochastic control problem in
the space H . We assume that on the probability space Ω,A, P we can construct a standard Wiener process
with values in Rn w(t) which is independent of the random variable X. Considering again a feedback v(X, s)
we define the Ito equation in the space H
dX = g(X(s),LX(s), v(X(s), s))ds + σdw(s) (9.6)
X(t) = X
We define the pay-off
JX,t(v(.)) =
ˆ T
t
Ef(X(s),LX(s), v(X(s), s))ds + Eh(X(T ),LX(T )) (9.7)
and the value function
V (X, t) = inf
v(.)
JX,t(v(.))
We claim that the value function is the solution of (9.5). We proceed formally as above . We have to
evaluate V (X(t+ ǫ), t+ ǫ). But
X(t+ ǫ) ∼ X + ǫg(X,LX , v(X)) + σ(w(t + ǫ)− w(t))
Therefore
V (X(t + ǫ), t+ ǫ) ∼ ǫ∂V
∂t
(X, t) + ǫ(DV (X, t), g(X,LX , v))+
+V (X + σ(w(t+ ǫ)− w(t)), t)
and
V (X + σ(w(t+ ǫ)− w(t)), t) ∼ V (X, t) + σ
2
2
(D2V (X, t)N,N)
We can then obtain (9.5) easily
9.3 INTERPRETATION OF THE SECOND STOCHASTIC BELLMAN EQUATION
By second stochastic Bellman equation we mean
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∂V
∂t
+
σ2
2
D2V (X)(N,N) +
1
2
β2
n∑
k=1
D2V (X)(ek, ek) + EH(X,LX ,DV (X)) = 0 (9.8)
V (X,T ) = Eh(X,LX)
We consider on Ω,A,P the variable X, the standard Wiener process w(t) as above independent of X and a
new standardWiener process b(t) with values in Rn, independent ofX and of w(t).We set Bt = σ(b(s), s ≤ t).
A feedback control v(X, s) on H is now a random field on H, such that, for X fixed, it is a stochastic process
adapted to the filtration Bs. We define the SDE on H
dX = g(X(s),LX(s), v(X(s), s))ds + σdw(s) + βdb(s) (9.9)
X(t) = X
However, now LX(s) does not refer to the probability law of X(s) but to the conditional probability given
Bs . To figure out what it is, we consider the process Y (s) defined by the equation
dY = g(Y (s) + βb(s),LY (s)+βb(s), v(Y (s) + βb(s)))ds + σdw(s) (9.10)
Y (t) = X − βb(t)
in which b(s) must be considered as a given continuous function, not a stochastic process. The only
randomness in the model (9.10) is X and w(s). The equation (9.10) is similar to (9.6) since b(s) is not
stochastic. The conditional law of X(s) given Bs is LY (s)+βb(s) , so we can write (9.9) as follows
dX = g(X(s),LY (s)+βb(s), v(X(s), s))ds + σdw(s) + βdb(s) (9.11)
X(t) = X
The payoff corresponding to the feedback v(X(s), s) is now defined by
JX,t(v(.)) = E[
ˆ T
t
f(X(s),LY (s)+βb(s), v(X(s), s))ds+ (9.12)
+h(X(T ),LY (T )+βb(T ))|Bt,X(t) = X]
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The conditioning expesses the fact that we have access to the filtration Bt . We define the value function
V (X, t) = inf
v(.)
JX,t(v(.)) (9.13)
Normally V (X, t) for fixed X is random and Bt measurable. In fact, it will be independent of Bt and
the solution of (9.8). This is due to the independence of X and Bt. We first write
V (X, t) ∼ inf
v(.)
E [ǫf(X,LX , v(X)) +
E
(ˆ T
t+ǫ
f(X(s),LY (s)+βb(s), v(X(s), s))ds + h(X(T ),LY (T )+βb(T ))|X(t+ ǫ),Bt+ǫ,X(t) = X
)
|Bt,X(t) = X
]
From the optimality principle, it follows
V (X, t) ∼ inf
v(.)
E[ǫf(X,LX , v(X)) + E(V (X(t+ ǫ), t+ ǫ)|Bt+ǫ,X(t) = X)|Bt,X(t) = X] (9.14)
Since
X(t+ ǫ) ∼ X + ǫg(X,LX , v(X)) + σ(w(t + ǫ)− w(t)) + β(b(t+ ǫ)− b(t))
when we condition with respect to Bt+ǫ, we must consider b(t+ ǫ)− b(t) as fixed. Therefore we can check
easily that
E(V (X(t + ǫ), t+ ǫ)|Bt+ǫ,X(t) = X) ∼ V (X, t) + ǫ∂V
∂t
(X, t) + ǫ(DV (X), g(X,LX , v(X)))
+ǫ
σ2
2
(D2V (X)N,N) + β
n∑
k=1
(DV (X), ek)(bk(t+ ǫ)− bk(t))+
+
β2
2
n∑
k,l=1
(D2V (X)ek, el)(bk(t+ ǫ)− bk(t))(bl(t+ ǫ)− bl(t))
in which bk(t) represent the coordinates of b(t). Plugging this formula in (9.14) and completing calculations
we obtain (9.8).
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10 THE MAXIMUM PRINCIPLE
10.1 PRELIMINARIES
It is natural to consider the maximum principle in the context of the new control problems considered in the
previous section. We shall need to change slightly the notation. We set M = L2(Ω,A, P ), hence H = Mn.
We should see M as replacing the space R of real numbers. We shall need Md for the space of controls.
A control is a function V (s) with values in Md. When there is no Wiener process w(s) or b(s), there is no
aspect of adaptation. So V (s) is a “deterministic” function. Of course, this is paradoxical since the values
of V (s) are random variables, but mathematically the values are in a Hilbert space Md. When we introduce
w(t) and b(t) we will say that it is a stochastic process.
10.2 DETERMINISTIC MAXIMUM PRINCIPLE
We consider the differential equation
dX
dt
= g(X(t),LX(t), v(t)) (10.1)
X(0) = X
in which the control v(t) takes values in Md.The solution X(t) takes values in Mn. The particularity of
the space Mn is that we may consider the random variable together with its probability distribution .
We then define the payoff functional
J(v(.)) =
ˆ T
0
Ef(X(t),LX(t), v(t))dt + Eh(X(T ),LX(T )) (10.2)
The control v(t) can be defined by a feedback v(t) = v(X(t),LX(t), t). We recall the Dynamic Program-
ming approach to this problem . We have
inf
v(.)
J(v(.)) = V (X, 0) (10.3)
in which the value function V (X, t) is the solution of the first order equation
∂V
∂t
+ EH(X,LX ,DV (X)) = 0 (10.4)
V (X,T ) = Eh(X,LX )
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in which we recall the notation
H(x,m, q) = inf
v
(f(x,m, v) + q.g(x,m, v))
and we have denoted by vˆ(x,m, q) the point of minimum. Next, consider for Q in H = Mn,the new
Hamiltonian
H˜(X,LX , Q) = inf
v∈Md
[Ef(X,LX , v) + (Q, g(X,LX , v))] (10.5)
in view of the definition of the scalar product the infimum is attained at vˆ(X,LX , Q). Therefore
H˜(X,LX , Q) = EH(X,LX , Q)
We next define the Lagrangian
L(X,LX , v,Q) = Ef(X,LX , v) + (Q, g(X,LX , v)) (10.6)
in which X,Q ∈Mn and v ∈Md. There is a slight abuse of notation for v which is an element of Rd in
the usual defintion of the Hamiltonian and an element of Md in the definition of the Lagrangian. We have
H˜(X,LX , Q) = inf
v∈Md
L(X,LX , v,Q) (10.7)
and the infimum is attained at vˆ(X,LX , Q). Bellman equation (10.4) reads
∂V
∂t
+ H˜(X,LX ,DV (X)) = 0 (10.8)
V (X,T ) = Eh(X,LX)
We note that V (X, t) = V (LX , t) so DV (X, t) = Dx∂V (LX , t)
∂m
(X). Therefore
vˆ(X,LX ,DV (X, t)) = vˆ(X,LX ,Dx ∂V (LX , t)
∂m
(X))
which is a feedback in X as defined above. We set also
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F (X,LX , Q) = f(X,LX , vˆ(X,LX , Q)) (10.9)
G(X,LX , Q) = g(X,LX , vˆ(X,LX , Q))
and
H(X,LX , Q) = F (X,LX , Q) +Q.G(X,LX , Q)
We shall need DXH˜(X,LX , Q). By that we mean that Q is a fixed element of Mn and we take the
gradient with respect to X. Since H˜(X,LX , Q) = EH(X,LX , Q) we can compute the gradient according to
formula (2.8) which means
DXH˜(X,LX , Q) = DxH(X,LX , Q) +DxEY Q∂H
∂m
(Y,LX , Q)(X) (10.10)
in which Y is a copy of X . We have also
DXH˜(X,LX , Q) = DxF (X,LX , Q) + (DxG)∗(X,LX , Q)Q+ (10.11)
+DxEY Q
∂F (Y,LX , Q)
∂m
(X) + EY Q(Dx
∂G
∂m
)∗(Y,LX , Q)(X)Q
Set U(X, t) = DV (X, t), then Bellman equation reads
∂V
∂t
+ H˜(X,LX ,U(X, t)) = 0 (10.12)
Differentiating in X we obtain the Master equation
∂U
∂t
+DXH˜(X,LX ,U) +DU(X)G(X,LX ,U) = 0 (10.13)
Consider the optimal control problem (10.1), (10.2), the optimal control u(t) is given by
u(t) = vˆ(X(t),LX(t),U(X(t), t)) (10.14)
and using the same notation X(t) for the optimal state we have
g(X(t),LX(t), u(t)) = G(X(t),LX(t),U(X(t), t)) (10.15)
49
L(X(t),LX(t), u(t),U(X(t), t)) = H˜(X(t),LX(t),U(X(t), t)) (10.16)
Define now Z(t) = U(X(t), t), the co state, we have
dZ(t)
dt
=
∂U(X(t), t)
∂t
+DU(X(t), t)G(X(t),LX(t) ,U(X(t), t))
so, collecting results from (10.13) to (10.16) we obtain the following system
dX
dt
= g(X(t),LX(t), u(t))
−dZ(t)
dt
= DXL(X(t),LX(t), u(t), Z(t))
X(0) = X (10.17)
Z(T ) = DXh(X(T ),LX(T ))
u(t) minimizes L(X(t),LX(t), v, Z(t)) in v ∈Md (10.18)
where the Lagrangian is defined in (10.6). For completion , we express
DXL(X(t),LX(t), u(t), Z(t)) = Dxf(X(t),LX(t), u(t)) + EY (t)u(t)Dx
∂
∂m
f(Y (t),LX(t), u(t))(X(t))+
+ (Dxg)
∗(X(t),LX(t), u(t))Z(t) + EY (t)Z(t)u(t)(Dx
∂g
∂m
)∗(Y (t),LX(t), u(t))(X(t))Z(t) (10.19)
in which, as usual Y (t) is a copy ofX(t). For the sake of verification, let us compute (DXL(X(t),LX(t), u(t), Z(t)), X˜(t))
two ways. First from the definition of the Lagrangian we can write
(DXL(X(t),LX(t), u(t), Z(t)), X˜(t)) = (DXEf(X(t),LX(t), u(t)), X˜(t))+
+(DX(g(X(t),LX(t), u(t)), Z(t)), X˜(t))
From formula (2.8) we see that DXEf(X(t),LX(t), u(t)) is indeed equal to the term in f in the right-hand
side of (10.19). Next
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(DX(g(X(t),LX(t), u(t)), Z(t)), X˜(t)) = (DXg(X(t),LX(t), u(t))X˜(t), Z(t))
From formula (2.10) we can write
DXg(X(t),LX(t), u(t))X˜(t) = Dxg(X(t),LX(t), u(t))X˜(t)+
+EY (t)X˜(t)Dy
∂
∂m
g(X(t),LX(t), u(t))(Y (t))X˜(t)
therefore
(DXg(X(t),LX(t), u(t))X˜(t), Z(t)) = E
∑
ij
Zi(t)
∂gi
∂xj
(X(t),LX(t), u(t))X˜j(t)+
+EZ(t)X(t)u(t)
∑
i
Zi(t)EY (t)X˜(t)
∂
∂yj
∂
∂m
gi(X(t),LX(t), u(t))(Y (t))X˜j(t) = I + II
Consider the second term, which is the only point to check.We can exchange the names of X(t) and Y (t)
which are identical, hence
II = EX(t)X˜(t)EZ(t)Y (t)u(t)
∑
i
Zi(t)
∂
∂xj
∂
∂m
gi(Y (t),LX(t), u(t))(X(t))X˜j (t)
Now, referring to (10.19) and testing the formula with X˜(t),we obtain a formula which is identical to
I + II. So we can state
(DXL(X(t),LX(t), u(t), Z(t)), X˜(t)) = (DXEf(X(t),LX(t), u(t)), X˜(t))+ (10.20)
+(DXg(X(t),LX(t), u(t))X˜(t), Z(t))
Exercise 5. We can derive the system (10.18) directly, not as a consequence of the Bellman equation.
10.3 STOCHASTIC MAXIMUM PRINCIPLE
We introduce the Wiener process w(t) with values in Rn, independent of the initial condition X and the
filtration F t generated by X and w(s), s ≤ t. A control v(t) is a stochastic process adapted to F t with values
in Md. We then define the state of the system by the SDE in Md
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dX = g(X(t),LX(t), v(t))dt + σdw(t) (10.21)
X(0) = X
and the pay off is defined by
J(v(.)) =
ˆ T
0
Ef(X(t),LX(t), v(t))dt + Eh(X(T ),LX(T )) (10.22)
We know that
inf
v(.)
J(v(.)) = V (X, 0) (10.23)
in which V (X, t) is the solution of the Bellman equation
∂V
∂t
+
σ2
2
D2V (X)(N,N) + H˜(X,LX ,DV (X)) = 0 (10.24)
V (X,T ) = Eh(X,LX)
The optimal control u(t) is obtained by minimising the Lagrangian ( see 10.6) L(X(t),LX(t), v,U(X(t), t))
in v ∈Md, with U(X(t), t) = DV (X(t), t). The function U(X, t) is the solution of the Master equation
∂U
∂t
+
σ2
2
(D2U(X)N,N) +DXH˜(X,LX ,U) +DU(X)G(X,LX ,U) = 0 (10.25)
Define Z(t) = U(X(t), t) , where X(t) is the optimal state ( we use the same notation), then, by Ito’s
calculus is the space Mn we have
dZ(t) = DU(X(t), t)g(X(t),LX(t) , u(t))dt + σDU(X(t), t)dw(t) +
σ2
2
(D2U(X(t))N,N)dt + ∂U
∂t
(X(t), t)dt
therefore from (10.25) it follows, setting K(t) =σDU(X(t), t),
−dZ(t) = DXL(X(t),LX(t), u(t), Z(t))dt −K(t)dw(t) (10.26)
Z(T ) = DXh(X(T ),LX(T ))
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We have also the state equation
dX(t) = g(X(t),LX(t), u(t))dt + σdw(t) (10.27)
X(0) = X
and the optimality condition for u(t) is expressed by
u(t) minimizes L(X(t),LX(t), v, Z(t)) in v ∈Md (10.28)
The triple (10.26),(10.27),(10.28) expresses the stochastic maximum principle. The adjoint equation
(10.26) is a BSDE in the space Md.
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