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A method is described for transforming an indefinite O-1 quadratic programming problem into 
an equivalent positive definite problem of precisely the same size. Several variations of the basic 
transformation are incorporated in a branch and bound algorithm. This technique is combined 
with a system of analytical bounds on the variables. Computational results on several hundred 
random test problems with up to 30 variables demonstrate that the (polynomial bounded) 
transformation together with the bounds are sufficient to solve many large indefinite problems. 
1. Introduction 
We consider the quadratic problem: 
(P) minimize f(x) = +x’Qx + c’X + d, 
subject to ~4x56, 
XE{O, I> 
where Q is a symmetric indefinite n x n matrix, A is an m x n matrix and c and b 
are n and m vectors respectively. The notation x’ means transposition of a column 
vector x. 
The term ‘continuous relaxation’ refers to problem (P) with 
(RP) OlXjll, j=l,2,,.*,n 
replacing the O-l constraint. 
Throughout the paper, .i? denotes the unconstrained (Newton) minimum of the 
positive definite representation of f, and x1 represents the current best feasible 
zero-one solution of problem (P). We use the matrix H to denote the inverse of Q 
and hi and qi to represent the ith column of H and Q respectively. A bar (_.Y, Q, Z, 
etc.) is used to indicate updated values after a transformation iteration. 
Quadratic zero-one programming has several important applications including 
capital budgeting and investment portfolio selection [ 15,16,17], timetabling [3], 
distributed computer network scheduling [ 191 and power network design [23]. In its 
simplest form, the investment portfolio problem is unconstrained. Although these 
problems generally include some linear constraints, they are usually dominated by 
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(disjoint) multiple choice constraints. The implications of this property are con- 
sidered later. 
In this paper, a method is presented whereby an indefinite zero-one quadratic 
problem can easily be transformed into an equivalent positive definite form. The 
transformed problem preserves the original objective function values at all zero-one 
integer points. Hence the zero-one solution of the new problem also minimizes the 
given indefinite function. The new function is precisely the same size in that the 
dimension of the problem is unaffected and no new constraints are introduced. 
In Section 2, the general form of the transformation is presented. Briefly stated, 
the diagonal terms of the hessian matrix can be increased with a corresponding 
decrease in the linear coefficients such that the resulting function becomes positive 
definite. The basic transformation has been known for at least 10 years [I 1,181. 
McBride and Yormark [17] have obtained good computational results using a very 
rudimentary version (cf. Section 8). This paper is devoted to an analysis of a class 
of approaches which are both computationally efficient and produce useful, 
numerically stable, positive definite functions. 
In Section 3, a variation of the Gill and Murray [6] idea of modified Cholesky 
factorization is developed. Although Gill and Murray were solving quite a different 
problem, the same basic technique can be used to construct diagonal terms which 
are in general much smaller than diagonal dominance produces. In addition, the 
conditioning of the resulting matrix can accurately be controlled. 
In Section 4, the effect of modifying a single diagonal element is considered in 
detail. In particular, the relationship between a change in the ith diagonal and the 
ith component of the unconstrained minimum is examined and a one-step analytical 
solution is presented for forcing the ith component to be exactly zero or one, while 
preserving the positive definite nature of the hessian. Using this as the basis of an 
iterative algorithm, the corresponding minimum is often close enough to an integer 
solution to eliminate many of the variables. 
In Section 5, an analytic method of computing upper and lower bounds on all 
variables is introduced. It is observed that changes in the diagonal terms of the 
hessian will also affect the spread between these bounds. Consequently, the 
mathematical derivation of the bounds offers an additional technique for defining 
a ‘good’ transformation. Specifically, one that reduces the spread or eliminates 
some of the O-l variables would be highly desirable. This concept is investigated in 
Section 6 and an algorithm for minimizing the spread between these bounds is 
developed. 
In Section 7, the general applicability of these transformations to constrained and 
unconstrained problems is discussed and, in Section 8, computational results are 
presented comparing these transformations on several hundred random test pro- 
blems with up to 30 variables. The majority of problems generated, were solved in 
polynomial time using only the transformations and the bounds on the variables. 
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2. A class of positive definite transformations 
The general class of transformations has been known for some time. Hammer and 
Hansen [lo], Hansen [ 121 and others have used the following result to simplify the 
zero-one quadratic integer problem for Boolean solution techniques. 
Let f(x) be a general quadratic function: 
f(x>=+x’Qx+c’x+d 
=~ ~ ~ qijX;Xj+ f: C;Xi +d. 
i=l ,=I i=l 
They observed that, at every zero-one solution, x,? =Xi. Therefore, each term in the 
function of the form tqiiXi2 can be replaced by the linear term fqiiXi* In particular 
define: 
B;; = qii - qji = 0, 
qij = qjj, i #j, 
Ci = Ci + +qii* 
The new function based on Q and ? will preserve all function values at the zero-one 
solutions. 
Hammer and Rubin [l l] observed that the same basic principle can be used to 
ensure that the new matrix Q will be positive definite if the following transformation 
is used: 
s4ii = 3qjj + Wi 
or 
qii = qii + 2 Wi and ci = ci - VV~ 
where the scalars Wi are chosen to be sufficiently large such that the resulting 
matrix Q is positive definite. That such values of wi always exist, follows directly 
from the result that a diagonally dominant matrix is necessarily positive definite. 
Clearly, if the Wi values are large enough, Q will be diagonally dominant. It is 
easily verified that the transformation does not affect the function values at any of 
the zero-one solution. 
Although the transformation itself is simply stated, the problem of selecting ap- 
propriate values for Wi is far more difficult. It can be shown [4] that the set W of 
all possible vectors w which result in the new hessian being positive definite, is a con- 
vex set bounded below by values which make Q positive semi-definite. Thus, when 
the values of Wi are chosen to be too small, the problem becomes ill-conditioned 
causing numerical stability problems. 
Conversely, it can be shown [4,1 l] that as the values of Wi are increased, the 
solution to the continuous problem approaches the point (+, t, . . . , +). This clearly is 
disasterous for most O-l integer algorithms which rely on continuous relaxation 
solutions. 
These observations, along with empirical evidence, indicate that the selection of 
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the values of w is firstly, critical to the behaviour of an integer programming 
algorithm, and secondly, subjective in that there is no obvious “unique” optimal 
solution. The values must not be too large or too small. In the next section, a 
strategy is presented for resolving this dilemma. 
3. Modified Cholesky factorization 
In this section, a variation of the technique called modified Cholesky factoriza- 
tion [7] is considered. This approach produces a matrix with small diagonal terms 
and, at the same time, guarantees that the resulting problem is positive definite and 
well-conditioned. 
The general method proceeds as follows. Let Q be the original matrix and let Q 
be a positive definite matrix derived from Q by modifying the diagonals by @j 
(j= 1,2, . ..) n). If 0 was given, then the method of Cholesky could be used to factor 
Q into LL’ as follows. 
For column j of L (j= 1,2, . . ..n). 
v’ 
J-1 
ljj = ~jj - C lj’r 
r=l 
and 
(1) 
where qjj = qjj + ~j. The factorization exists if and only if the root in eq. (1) is real 
for all j. Moreover, since 0 is positive definite, ljj must be positive. Therefore, 
from (1): 
which implies that 
j-l 
qjj + @j > C ljz, 
r=, 
or 
j-l 
@ji> C [,2,-qjj- 
r=, 
(3) 
Now, suppose that Q is not known beforehand. Instead, using eq. (3), a suitable 
value of ~j can be chosen as part of the factorization process, just before the value 
ljj is calculated. Gill and Murray were trying to find a matrix 0 which was as close 
to Q as possible, but positive definite. Hence, they wanted ~j to be relatively close 
to zero for all j. In the present situation, there is no necessity of restricting the 
diagonals to be close to those of Q at all. They can be selected independent of the 
old values. 
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Instead, the elements @j are chosen such that the spread between the largest and 
smallest eigenvalues is minimized. This has positive theoretical implications on both 
stability and on the performance of an integer programming algorithm since the 
resulting function contours will tend to be circular in shape, i.e., the ‘nearest in- 
teger’ to a continuous minimum is more likely to be optimal. A simple approxima- 
tion of this objective can be obtained by minimizing the sum of the eigenvalues, 
since the minimum eigenvalue is bounded below by zero. The sum of the eigenvalues 
is equal to the trace of a matrix, which is defined as the sum of the diagonal terms. 
Minimizing the sum 
is simply the sum of the squares of all of the elements in L. Writing the sum by 
columns instead of rows gives: 
(4) 
A Greedy heuristic can be used to minimize (4) by minimizing the column sum in 
(4) at each iteration of the factorization. The procedure can be summarized as 
follows. At the beginning of the jth iteration, define 
pij= [qti-:cI I&], i=)+ 1, j+2 ,..., n. 
Then, (2) can be written as 
lij’Pij/ljj, i=j+ l,...,n. 
Therefore, 
(5) 
The value of the ljj which minimizes (5) is given by 
or 
21jj-2 ~ pz/~=O 
i=j+l 
‘;= ; p; 
;=)+I 
(6) 
which has precisely one real, positive root. Moreover, since the second derivative 
is always positive, (6) is necessarily a minimum and, as such, tends to minimize the 
sum of the diagonals of Q. 
In the special case of j = n, eq. (6) is minimized if ljj = 0. This results in having 
the smallest eigenvalues of both L and Q equal to zero. 
Let yi and yn be the largest and smallest eigenvalues of Q respectively. Choosing 
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i,,, to be zero will always make yn = 0. From linear algebra [24] the matrix [Q + al] 
will always have its smallest eigenvalue equal to (Y and, for all positive a will be 
positive definite. The choice of cr can easily be related to a bound on the resulting 
condition number as follows. The largest eigenvalue is given by 
Yl= ll(zll2. 
But, the 2-norm of a matrix, which is difficult to compute, is bounded by the 
Frobenius norm, which is easily calculated. Thus 
If the condition number, K, of the resulting matrix [Q + aZ] is to be bounded by k, 
then we obtain 
K=(y,+a)/(y,+a)r(IIQ(IF+~)/(YIk. 
Clearly, (7) will always be satisfied if a is chosen such that 
o2 //QIIF4- 1). 
(7) 
The method is summarized in the following algorithm. 
Algorithm 1. MCHLES, Modified Cholesky Factorization. 
Step 1. For j=l to n-l: 
j-l 
1.1. Compute p;=Qg- C Lj,lj, (i=j+l,..., n). 
r=l 
1.2. Let ljj= 
( > 
;;+,p: lU4 
1.3. Then lij=P,/~j (i=j+ l,..., n). 
1.4. The diagonal change is then given by @j = i Z$-qjj. 
i-l 
1.5. Set qjj=qjj+~j and Cj=Cj_3~j. 
Step 2. For j=n, set I,,=O. 
n-l 
The diagonal change is given by @, = c Z,$ - qnn. 
i=l 
Set q,,,, = qnn + @, and c,, = c, - +@,. 
At this stage, the matrix Q is positive semidefinite with at least one zero eigen- 
value. The algorithm now adds a constant, a, to each diagonal where o will be the 
minimum eigenvalue of the final matrix Q. The value of a is chosen to ensure a well 
conditioned system. 
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Step 3. Compute (Y = I( Q 11 r/(k - 1) 
where k is an upper bound on the condition number of the final matrix Q. The cur- 
rent implementation uses k = 500. 
Step 4. For j= 1 to n: 
Set qjj=qjj+ (;Y and Cj=Cj-aa. Cl 
The number of operations is dominated by O(n3/6). Computational results are 
presented in a later section. 
4. The effect of decreasing one diagonal element 
In the previous section, a method was described for finding a transformation that 
produced a reasonable positive definite hessian matrix. During the process of runn- 
ing several hundred random test problems, it was observed that the modified 
Cholesky routine produced a function for which the unconstrained minimum was 
generally outside of the zero-one hypercube. This suggests that there is some flex- 
ibility in the choice of diagonal terms. As they increase, the function minimum 
moves closer to a zero-one solution. Moreover, small changes in the diagonals can 
have a considerable effect on the resulting continuous function. In this section the 
specific nature of these effects will be examined in more detail. The basic idea is con- 
tained in the following theorem. 
Theorem 1. Let Q be the positive definite hessian of a function f and let 2 be the 
real-valued unconstrained minimum off. Suppose the ith diagonal element of Q is 
decreased by qi; then the unconstrained minimum of the new function will change by 
df=g (+-W +1 
[ 2 (@hi;- 1) 4 1 (8) 
where hii represents the ith diagonal term of Q-l. The theorem assumes that @ is 
chosen small enough such that the new function is stiN positive definite. 
Proof. We are given a system of the form 
Q2= -c 
and, we require the solution for the modified system 
Qx= -_E 
where 
& = Q - @eiei and c = c + (&)ei 
The unit vector ei has a ‘1’ in the ith position. Solving the intermediate system 
Qv=c=c+(+@)ei 
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gives 
y= -Hc-(+@)He;=g-((3@)h, 
where hi represents column i of the inverse of Q. From the Householder [13] iden- 
tities for a rank-one update of a matrix, we get 
(2-r = Q-’ _ TQ-leielQp’ = Q-’ _ sj,$,! (9) 
where 
T = ~/(~h, - 1). (10) 
Also, 
K=Z+r (11) 
where 
r= [@hi/(@hji- l)]{+-ai}* 
The corresponding change in the function values between the two minima is 
AJ- =f(@ -f(Z) 
which reduces to 
Af=p G--a2 +A 
[ 2 (~hii - 1) 4 1 (12) 
as required. 0 
This process can be summarized as follows. 
Algorithm 2. CHDIAG(i,@). To decrease the ith diagonal element by @. 
Step I. Set qii = qii - 0 and C; = ci + +@. 
Step 2. The change in the function minimum is given by 
of= !JJ (3 -2i)2 l 
2 L (~hii- 1) + 4 I 
and, therefore f(g) =f(_?) + Of: 
Step 3. Set r=@/(@h,- 1). 
Step 4. H= H- sh,h,!. 
Step 5. 2x2+ rhi(+-2i). 0 
The dominant operations for this procedure occur when the inverse matrix H 
must be updated using identity (9). Computing (rh,)hl requires 0(+n2) multiplica- 
tions. 
Corollary 1.1. In Theorem 1, the new hessian matrix, & will always be positive 
definite provided @ is less than l/hii. 
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Proof. The proof of this corollary relies on the assumption that the eigenvalues of 
a matrix are a continuous function of the changes in the diagonal elements. Con- 
sider the Householder identity (9) and observe that the new inverse exists if and only 
if r exists. From (10) 
5 = @/(@h;; - 1) 
and 7 is undefined only when (~hii - 1) = 0, i.e. when @ = l/hii. 
Furthermore, 7 is undefined if and only if at least one eigenvalue is zero. Conse- 
quently, for @< l/hii, all eigenvalues must still be positive. 0 
Observe that the transformed function minimum is bounded above by f(xt) 
where x1 is the optimal integer solution. If @ is chosen such that df is positive, then 
f(3) approaches f(x’) and 3 should tend to approach xi. With this idea in mind, the 
following result describes an ‘optimum’ strategy for choosing @. 
Theorem 2. The increase in the function value at the minimum of the new function 
is maximized when 
L 
2~i/hii for ,?ii<+, 
@ = 2( 1 -~i)/h;; for Zi > +, 
<[l/h,] for iii=+* 
In the last case, -I?i = +, the function is maximized when I$ equals infinity. But, in 
order to maintain positive definiteness, r,?~ must be chosen less than l/hi;. 
The corresponding increase in the minimum function value is given by 
#/‘2hii for Zi<+, 
Of = 
[ 
(1 -L?i)2/‘2hii for ?i > +, 
418 for pi = +, 
and the ith component of the new function minimum will be 
L 
0 fOr.?ii<+, 
_“si= 1 fOr.?i>+, 
+ fOri?i=+. 
Finally, the new function will always be positive definite. 
Proof. The result is obtained by computing the value of 4 which maximizes Af in 
(12) and substituting this value into (11) for R and (12) for Of. In each case, 
@< I/hii. 0 
Theorem 2 states that we can always find a positive definite transformation which 
will increase the function minimum unless every component of 2 is either 0, 1 or +. 
For some problems, Theorem 2 will converge quickly to a O-l point. Unfortunately, 
this is rare for larger problems. However, an important consequence of the theorem 
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is that it does identify ‘difficult’ variables which consistently move toward the value 
t. Often, they are directly associated with alternate equal O-l solutions. A precise 
mathematical definition of ‘difficult’ variables is given in Carter [4]. This property 
has been successfully incorporated into the separation rule of a branch and bound 
algorithm. 
The method is summarized by the following procedure: 
Algorithm 3. DIAGB. To construct a transformation of the diagonal elements such 
that the corresponding function minimum, Z?‘, will be as close to a O-l point as 
possible. 
Step 1. For j= 1 to n: 
n 
let tj = ’ 
if 2jS0.5, 
(1 -~j) if Zj>O*5. 
Step 2. Find the index i such that 1 tj I= m”ax 1 tj 1, 
j=l 
i.e., pi is the component of the current minimum which is furthest away from a O-l 
value. 
Step 3. If 1 t;) < 10e5, stop since the current minimum is a O-l point. 
Step 4. Otherwise, compute I$ = 2ti/h;i and Of = 2tf/hij. 
Step 5. If [f(x’)-f(z)-Afl >. 5 
[f(x’) -fWl . 
then stop since the method is not converging. 
Step 6. Otherwise, use Algorithm 2 to change the ith diagonal term by @ and repeat 
from Step 1. 0 
An example is presented to illustrate the method. 
Example. Let 
Use Theorem 1 to modify the third diagonal. Since &> +, @ =2(1-3)/h= 
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-11.42857. Therefore, the new function becomes 
Q= [ 4 i ,,%,,,I’ ‘= [ -15::42,,1’ 
df=(l -_Q/2h,,=4/2.&=5.7142857, 
f(X) = -10.285715 
and 
-0.5714287 
x’= 
[ I 
1.4285715 . 
1 
Repeat the process for 2, = -0.5714287 <+, etc. 
The results of four complete iterations are presented in Table 1. Observe in par- 
ticular, that 2 and f(Z) converge to x1 and f(x’) respectively. 
5. Bounds on the variables 
In this section, we briefly digress to describe an analytical technique for com- 
puting upper and lower bounds on all variables. In the next section, we return to 
the main theme and show the effect of modifying diagonal terms on these bounds. 
Consider the set of points defined by 
F= ix 1 f(x) G-(x’)) 
where f(x) is a positive definite quadratic function and x1 is the current incumbent 
integer solution. The set F defines a ‘hyper-ellipsoid’ which has the point .? as its 
centroid, where 2 is the unconstrained minimum off(x). Clearly, all points x outside 
of F can be implicitly eliminated from further consideration. 
Several authors including Kunzi and Oettli [14] and Picard [18], have proposed 
algorithms that approximate the ellipsoid F by some polygon P using linear in- 
equalities tangent to the surface of F. The method presented here uses the same set 
F, but approximates it by a simple polygon. Specifically, the set F is enclosed by 
Table 1 
Summary of Example 
k 2 II 2 - 2 II fW 
0 (-2.0 2.0 3.0 ) 3.0 -16.0 
1 (-0.571 1.429 1.0 ) 0.7143 - 10.28572 
2 ( 0.0 1.012 0.953) 0.0485 -10.01681 
3 (-0.016 1.012 1.0 ) 0.0202 - 10.00048 
4 ( 0.0 1.0 0.999) 0.0015 - 10.00002 
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a hypercube where each face is of the form: 
Xj2lj V XjSUj 
The hypercube consists of 2n such faces, where each variable has been given an 
upper and a lower bound. The following result provides a simple analytic solution 
for the faces of the required hypercube. 
Theorem 3. For x1, any integer point, the convex set 
F= {x\f(x)G-(x1)) 
is bounded by 
IjSXjSUj 
where 
lj=ZZj - 1/2hjj [f(X')-f(f)] 
and 
Uj=~j+1/2hjjIf(X’)-f(~)] 
where hjj is the jth diagonal entry of the matrix H= Q-l. 
Proof. Consider the problem of finding a lower limit lj for variable xj. This is 
equivalent to finding a hyperplane defined by 
Xj =lj 
which is tangent to the set F. There are two such hyperplanes: one ‘above’ F, and 
one ‘below’ it. 
If the value of fj was known, then the function defined by 
minimize f(x) = +x’Qx + c’x + d, 
subject to xj = lj 
is also positive definite, and has a unique minimum at 5. Since the hyperplane is 
tangent to F, and the minimum is unique: 
f(@ =f(x’) (13) 
i.e. x is the only point on the hyperplane Xj = lj which lies in the set F. 
The Newton equation gives 
x=1- Hg(x? 
or 
Hg(T)=Z-2 
where g(x3 is the vector of first partial derivatives of f(x) at 1. Observe that g(x> is 
identically zero in all but the jth position. Hence, 
hjg,(Z)=_“-_C 
where hi is the jth column of the inverse matrix H. 
The indefinite zero-one quadratic problem 
Moreover, since ~j = $ by definition, 
gj(Z) = (4 -2j)/hjj 
Therefore, 
Now, consider the Taylor expansion of the point 2 about 2: 
f(xT -j-(g) = +(.? - g)‘Q(Z - @. 
From (13) and (14), this becomes: 
f(X’)-f(~)=t[hj(lj-~j)/hjj]‘Q[hj(lj-~j)/hjj]. 
But, hj is column j of H= Q-l; therefore, 
where ej is 
Hence, 
or 
Clearly, 
and 
hj’ Qhj = ej’hj = hjj 
column j of the identity matrix. Therefore, (15) becomes 
f(X’) -f(~) = 3[(~ -li,.)‘/hjj]. 
2hjj [f(X’) -f(~)] = (/j - gj)’ 
lj = 2j ~ 1/2hjj [f(X’) -f(~)] 
li =.?j - 1/2hjj [f(X’) -f(~)] 
Uj = ei?j +1/2hjj [f(X’) -f(~)] 
as required. 0 
6. The effect of modifying diagonals on the bounds 
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(14) 
(15) 
In the Section 4, a technique was presented for modifying the diagonal terms such 
that the real minimum of the new function approached a zero-one integer point. 
In this section, it is shown that the spread between the upper and lower bounds is 
not always reduced by the previous transformation, and a modified approach is 
presented which does guarantee a decrease in the spread. 
Let Si denote the half-width of the spread between the upper and lower bounds 
on variable i. That is: 
s’ = 2hii [f(X’) -f(2)] 
where the bounds are given by 
~i~Sj. 
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$, the spread between the bounds of variable j, can be expressed as a function 
of @, the change in the ith diagonal, as: 
Sj2 = 2h; [f(X’> -f(~) - OfI 
using (9), 
Fiji = hjj - Shy. 
with (10) for r, (8) for Of and substituting the reverse relationship: 
f(x’) --J(X) = s;/2hij. 
In order to find the value of @ which minimizes $7, differentiate the resulting ex- 
pression with respect to @ and set the result equal to zero which reduces to 
where 
a,#3+a2@2+a3#+a4=0 
al =+(hi- hi;hjj)hz, 
a2=+hii(h,,hjj--hi), 
(16) 
Newton’s Method can be used to find a root of eq. (16) provided that an ap- 
propriate (minimizing) root exists, and given that a reasonable starting point can be 
found. The general form of eq. (16) is illustrated in Fig. 1. 
Fig. 1. Plot of eq. (16). 
Observe that (16) is cubic and, since H is positive definite, al =f(h: - hiihjj)h~ is 
always negative. (i.e. the determinant of every 2 by 2 principle submatrix of a 
positive definite matrix is positive). Therefore, the function becomes positive as @ 
approaches negative infinity. Moreover, by setting the derivative of (16) equal to 
zero, one can compute the critical points of the equation as 
1-1 
Critical points = h_ * =--+1 
II 3al h;i 
where t is as shown in Fig. 1. In addition, at the point @ = l/hi;, (16) becomes 
(17) 
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Therefore, there is only one feasible root of eq. (16) with @< l/hii and it cor- 
responds to a minimum of $. Newton’s Method will always find this root when 
our initial choice of 0 is less than (1 /hii - t). In particular, we could use 
as a starting point. 
Observe that t may be complex or zero (i.e. there may be no critical points). Pro- 
vided (17) is still negative, any 4 < 0 is as good a starting point as any other. If (17) 
is zero, then either h$ =0 or &=+. In the former case, it is easily shown that: 
which is always positive for gi #+. 
Finally, if f = 3, then, clearly, Si>i and, hence s,? - $>O. By using this in- 
equality, it can be shown that t is always greater than zero. Thus a unique minimum 
always exists and the resulting hessian will be positive definite. 
A completely analogous result holds for minimizing the sum of the squares of the 
spread on all of the variables except that we substitute C/is and C h,] for hz and 
hjj respectively in eq. (16). 
The following procedures summarize the techniques described above. 
Algorithm 4. COLMIN(j). To minimize the spread between the upper and lower 
bounds on variable j by changing all diagonals except j. 
Repeat for i= 1 to n; i#j: 
Step I. Compute $=2hii[f(d) -f(g)]. 
Step 2. Calculate (pi, CQ, a3 and cr4 as in eq. (16). 
Step 3. Let u = a; - 3al a3. 
Step 4. If ~10, let $o=O. Otherwise @o=l_* 
hii 3a, . 
Step 5. Use Newton’s Method to find a zero for the function a,G3 + a2Q2+ 
a3 c$ + a4 = 0 beginning at Go. 
Step 6. Use Algorithm 2 to change the ith diagonal of Q by @. 17 
Algorithm 5. COLALL. This routine minimizes the sum of the squares of the 
spread between the upper and lower bounds on all variables by modifying all of the 
diagonal elements of the hessian. 
Repeat for i= 1 to n: 
This algorithm is identical to COLMIN except that, when computing the coeffi- 
cients al, a2, a3 and a4, substitute C hs and C hjj for h$ and hjj respectively. q 
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In several hundred test problems of dimension 10, Step 5 of the above algorithm 
always converged in at most four iterations. Since convergence of this step is in- 
dependent of the dimension of the problem, the operations required are dominated 
by the O(+n3) operations for the matrix update in Step 6. 
7. An algorithm for the O-l indefinite problem 
The preceding sections presented a number of theoretical results associated with 
the transformation of the diagonal terms of the Hessian matrix. Each of these 
results contributed to an understanding of the general behaviour of the problem. 
Moreover, each produces a distinctly different function with its own unique 
characteristics. The expected performance of a given transformation is a function 
of the application at hand. There is no correct transformation. The choice must be 
made experimentally for a given class of problems. 
The modified Cholesky procedure is important for two reasons. First, it produces 
a positive definite transformation which is required as a starting point for the other 
routines. For this reason, it is always used to initialize the problem. Second, it pro- 
duces diagonal terms which are locally minimal. Following the results of Hammer 
and Rubin [l 11, this process gives a minimum as far as possible from the centre of 
the unit hypercube. In other words, the constrained minimum of the relaxed O-l 
problem tends toward a corner of the feasible region. For the problem with no linear 
constraints, the constrained minimum should tend toward the optimal integer 
solution. For the special linear constrained case where the basic solutions are O-l 
points, the same result should hold true. In particular, disjoint multiple choice con- 
straints exhibit this property. As discussed in the introduction, these are predomi- 
nant in the most common applications. In the general linear constrained problem, 
where the constrained minimum is not normally a O-l corner, the transformation 
is not likely to be as useful. 
Routine DIAGB finds a transformation with a minimum as close as possible to 
the unconstrained minimum solution. In the constrained case, it is unlikely that this 
point will be feasible since, otherwise, all of the linear constraints would be trivial. 
Therefore, DIAGB probably is applicable only for the unconstrained quadratic 
problem. 
Routine COLMIN does not produce a very useful transformation in terms of a 
branch and bound algorithm, since it minimizes the bounds on one variable at the 
expense of the rest. Its sole purpose is to try to collapse the bounds and thus 
eliminate a single variable. It can be used as part of a preprocessor routine to try 
to eliminate variables one at a time on an iterative basis. If the bounds collapse, the 
corresponding variable can be removed and the dimension of the problem reduced. 
Finally, algorithm COLALL minimizes the spread between all upper and lower 
bounds, independent of the unconstrained integer optimum. Therefore, it should 
produce a transformation which has the best bounding capability in a branch and 
bound algorithm for either the constrained or unconstrained problem. 
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8. Computational results 
39 
Many of the papers on the quadratic zero-one problem [1,2,3,10,14] describe 
small numerical examples only. Mao and Wallingford [16] have solved problems 
with up to 15 variables and 15 constraints. Taha [22] solves a few problems with 
up to 15 variables and 6 linear constraints. Gallo, Hammer and Simeone [5] and 
Simeone [20] describe encouraging results for the quadratic knapsack problem using 
Boolean techniques. Hansen [ 121 reports good results with very sparse random coef- 
ficients and linear constraints. In short, most of the computational results in the 
literature are either fairly small (15 variables) or rely on some special structure in 
the problem. 
One of the most promising approaches for the general problem is given by 
McBride and Yormark [ 171. They use the simple transformation Q = Q + AI, where 
2 is chosen to make Q positive definite with a minimum eigenvalue of 0.001. They 
combine this with a branch and bound strategy using pseudo costs, l-pivot penalties 
and a complementary pivot algorithm for the quadratic relaxation. They give com- 
putational results for capital budgeting problems with a return constraint, a budget 
constraint and several multiple choice constraints. For example, they solved several 
100% dense, indefinite problems with 25 variables and 20 constraints in between 17 
and 34 seconds of CPU time on an IBM 370/158. Of particular interest is that their 
transformation can be considerably improved based on the results of this paper (if 
only to base the minimum eigenvalue on an estimate of the condition number). 
Therefore, one must conclude that their branch and bound scheme is very efficient 
and effective. 
Each of the transformations described in the previous section was added as a 
zero-one preprocessor to a branch and bound routine [4]. These algorithms were 
tested on an IBM 4341 computer with a V,V operating system on a total of 120 
random problems of 10, 20, and 30 variables. The test problems were constructed 
with full density off diagonal terms between -50 and 50. 
For the diagonal entries, observe that the transformation makes the diagonals and 
the linear coeffiecients in the objective function interchangeable. That is, having 
diagonals between 0 and 100 and c terms zero is equivalent to having the diagonals 
generated as zero, and the c terms between 0 and 50. 
It can be shown [4] that if the hessian matrix is diagonally dominant when the 
linear terms are zero, then the resulting problem has a positive definite representa- 
tion with the real minimum given by ~i=O for all qii positive, and Zi = 1 for all 
negative qi;* As the diagonals decrease, the problem becomes more difficult. When 
the diagonals are assigned random values averaging 20 to 40 percent of diagonal 
dominance, any zero-one point could be optimal. 
For a problem of dimension 10 with off-diagonals from -50 to 50, diagonal 
dominance would have diagonals averaging 25(n - 1) = 225. The test problems are 
constructed with random diagonals between 0 and 90 averaging 45, roughly 20 per- 
cent of diagonal dominance and from 0 to 180, averaging 90 or about 40 percent. 
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Similarly, for dimension 20, the diagonals range from 0 to 190 and 0 to 380. For 
dimension 30, the ranges were 0 to 290 and 0 to 580. 
Tables 2 and 3 present results for 60 random problems. For comparison purposes, 
the same test problems were solved by each of the routines MCHLES, DIAGB and 
COLALL. The tables present averages for 10 test problems. The ‘Initial collapsed’ 
entry gives the average number of variables that collapsed under the initial function 
transformation expressed as a percentage of the dimension of the problem. In 
general, when the transformation is applied to the reduced problem, more of the 
variables are eliminated. 
The primary measure of performance is given by whether or not the transforma- 
tion was able to solve the problem without resorting to the branch and bound phase 
of the algorithm. This follows from the observation that the transformation is 
polynomially bounded 0(n3) and the branching phase is in general exponential. In 
this respect, the routine COLALL was consistently superior with DIAGB a close 
second. The only example which COLALL didn’t solve completely was a dimension 
10 problem. However, the other routines fared no better. Average CPU times for 
COLALL were only 2 seconds for the 30 dimension problems. 
The secondary performance indicator is the number of variables which collapsed 
in the first iteration of the transformation. Although the number of variables 
collapsing is not directly reflected in CPU times or function evaluations, it does ex- 
hibit a decreasing tendency as the dimension of the problem increases. This will un- 
doubtedly have an impact on problems of higher dimension. In this respect, 
COLALL is generally better than DIAGB, which in turn is almost always superior 
to MCHLES. 
Table 2 
20% Diagonal dominance (positive diagonals) 
(Averages over 10 test problems) 
10 
dimension 
20 30 
CPU time (sets) 
MCHLES 0.314 4.79 46.9 
DIAGB 0.288 2.15 11.5 
COLALL 0.297 1.08 2.19 
Function evaluations 
MCHLES 45.3 345.0 1402 
DIAGB 39.5 135.9 366 
COLALL 39.1 57.9 61 
MCHLES 7 7 6 
Solved by transformation DIAGB 9 10 9 
COLALL 9 10 10 
Initial collapsed 
MCHLES 58% 53.5% 50.0% 
DIAGB 70% 60.0% 40.7% 
COLALL 81% 55.5% 60.3% 
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Table 3 
40% Diagonal dominance (positive diagonals) 
(Averages over 10 test problems) 
10 
dimension 
20 30 
CPU time (sets) 
MCHLES 0.174 1.25 13.6 
DIAGB 0.165 0.65 1.71 
COLALL 0.218 0.75 1.85 
Function evaluations 
MCHLES 19.4 55.8 283 
DIAGB 12.7 31.6 44 
COLALL 15.8 27.6 40 
MCHLES 
Solved by transformation DIAGB 
COLALL 
10 
10 
10 
10 
10 
10 
9 
10 
10 
Initial collapsed 
MCHLES 92% 48.5% 63.3% 
DIAGB 100% 82.0% 80.0% 
COLALL 96% 98.0% 95.7% 
The results clearly demonstrate the relationship between the degree of diagonal 
dominance and the difficulty of solving a problem. The 40% diagonals were con- 
sistently solved faster than the 20% problems. Although this result is not directly 
extendable to the linear constrained case, the degree of diagonal dominance is still 
a factor in the solution times [23]. 
A second set of 60 random test problems was constructed in the same manner ex- 
cept that, in this case, the diagonals were allowed to be negative. For 20% diagonal 
dominance in the dimension 10 problem for example, the diagonal terms are 
uniformly distributed between -90 and 90. It was felt that these problems could be 
considered slightly more difficult than the preceding examples since every zero-one 
solution is a potential optima, whereas the previous problems contained a built-in 
bias away from the all l’s solution. Test results on these problems are given in 
Tables 4 and 5. The results are only given for DIAGB and COLALL since routine 
MCHLES, as in the previous case, was not competitive. For example, the average 
CPU time for MCHLES to solve the 10 problems of dimension 10 with 20% 
diagonal dominance was 35 seconds as compared to 2.4 and 1.9 seconds for DIAGB 
and COLALL respectively. 
Relative to the primary measure of performance, the number of problems solved 
by the transformation, these problems were slightly more difficult than the previous 
set. DIAGB was marginally worse but COLALL was about the same. Surprisingly, 
the CPU times for COLALL were slightly faster on these problems. The 30 variable 
problems were solved in an average of less than 2 seconds. 
In terms of the secondary measure, ‘Initial collapsed’, the 20% diagonal 
dominance problems do not give any clear indications, although the results in Table 
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Table 4 
20% Diagonal dominance (positive and negative) 
(Averages over 10 test problems) 
10 
dimension 
20 30 
CPU time (sets) 
DIAGB 0.226 1.96 2.44 
COLALL 0.248 1.02 1.91 
Function evaluations 
DIAGB 22.2 
COLALL 18.4 
Solved by transformation 
DIAGB 9 
COLALL 10 
123.3 59.8 
53.8 44.8 
8 10 
9 10 
Initial collapsed 
DIAGB 78% 54% 61% 
COLALL 89% 50% 89% 
Table 5 
40% Diagonal dominance (positive and negative) 
(Averages over 10 test problems) 
10 
dimension 
20 30 
CPU time (sets) 
DIAGB 0.174 0.672 1.56 
COLALL 0.215 0.770 1.94 
Function evaluations 
DIAGB 12.1 
COLALL 14.8 
Solved by transformation 
DIAGB 10 
COLALL 10 
23.4 41.3 
24.4 42.7 
10 
10 
9 
10 
Initial collapsed 
DIAGB 100% 84% 79% 
COLALL 100% 81% 79% 
4 appear a little better than in Table 2. For the 40% diagonals, COLALL definitely 
had more difficulty collapsing variables for the latter class. 
The algorithm has also been used to solve power decomposition problems [23]. 
Given n machines (power stations) with interconnecting links of specified capacities, 
we wish to decompose the network into a fixed number k of subsets such that the 
sum of the edge capacities between subsets is minimized and the minimum and maxi- 
mum number of machines in each subset is constrained. The problem was for- 
mulated as a zero-one unconstrained quadratic using a technique suggested by 
Hammer and Rubin [I 11. For test purposes, we used the IEEE 30 bus problem [21], 
a well known unsolved problem among power engineers. We obtained optimal solu- 
tions for a variety of combinations of subset sizes and values of k from 2 to 4 in 
seconds of CPU time [23]. One of the most interesting results of this experiment was 
that routine MCHLES consistently produced superior results over DIAGB and 
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COLALL. This has been attributed to the fact that MCHLES tends to find a con- 
strained corner solution (as discussed earlier) and the power decomposition problem 
is primarily composed of multiple choice constraints. The corners of the corre- 
sponding polyhedra occur at zero one points. This implies that the most appropriate 
transformation depends on the type of application. COLALL was always best for 
the uniform random problems and MCHLES was superior in the power decomposi- 
tion examples. 
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