Quantitative area selection methods seek to maximise the amount of biodiversity represented in networks of areas for conservation. However, because criteria for persistence are usually not incorporated, there is no guarantee against choosing areas where species have low probabilities of persistence. Here, we propose one framework for introducing criteria for persistence into quantitative area-selection methods when dealing with atlas data for large numbers of species. The framework includes three steps: (1) ®t models explaining current occurrence of species; (2) transform current probabilities of occurrence into estimates of persistence using available information on expected threats and species' vulnerability; and (3) select complementary areas to ensure high estimates of persistence for each species. This paper provides an example using coarse-scale data for European trees, without threat data. Three approaches for modelling species probabilities of occurrence are compared: ®rst, by considering occurrence in relation to environmental variation; second, by considering occurrence in relation to patterns of geographical aggregation or contagion among records; and third, by combining these two components. The third model ®ts the original data most closely, but ®eld assessments of persistence estimates are needed. As expected, introducing additional constraints into area selection reduces the¯exibility (fewer alternative sets of areas) and increases the cost (more areas needed to achieve the goal). However, the proposed method increases the overall expected probability of persistence for the species. This bene®t is greatest among the species with the most restricted ranges, which are the species of greatest conservation concern. #
Introduction
The purpose of a conservation network is ultimately to ensure persistence of valued biodiversity (Frankel and SouleÂ , 1981) . Persistence is aected by processes depending on both intrinsic (e.g. SouleÂ , 1987; ecological, demographic and genetic) and extrinsic (e.g. Lande, 1998 ; habitat clearance and degradation, overexploitation, introduced species) factors. Since these processes dier in spatial and temporal patterns, it is important to address, explicitly, issues of persistence when selecting areas for conserving biodiversity.
Most quantitative area-selection methods for biodiversity have not dealt with this problem. Research has focused primarily on exploring methods to maximise representation of biodiversity in conservation networks (for reviews see Austin and Margules, 1986; Pressey et al., 1993) . One criticism is that simple complementaritybased algorithms may fail to select areas where species have higher probabilities of persistence (e.g. Nicholls, 1998; Williams, 1998) , thereby compromising the ultimate purpose of selection. For example, Branch et al. (1995) reported that near-minimum set algorithms when applied to tortoise and terrapin data, in southern Africa, had the eect of selecting preferentially for populations at the margins of species' ranges. ArauÂ jo and Williams (in press) have shown that, in Europe, this pattern is consistent for a wide variety of terrestrial vertebrates (but see Lesica and Allendorf, 1995; Lomolino and Channell, 1995; and Channel and Lomolino, 2000 ; for a debate on the conservation value of peripheral versus core populations). In order to minimise dispersion of selected areas (Bedward et al., 1992) , Nicholls and Margules (1993) addressed the consequences of incorporating rules to ®nd solutions that favour adjacent areas. Whether or not this is desirable depends on the taxa and on a particular position within the SLOSS (single large or several small) debate (e.g. Diamond, 1975; Simberlof and Abele, 1976; or Shrader-Frechette and McCoy, 1993 for a review).
Recent attempts to incorporate criteria for persistence into standard quantitative area selection methods have used abundance as a means to estimate probability of persistence, but in two dierent ways. The ®rst is to use the proportion of the total population that occurs within an area. For example, a wetland of international importance (RAMSAR site) is classi®ed if it holds a high proportion of the total population of waterfowl in the World (51%) or if it holds a speci®ed number of individuals, e.g. 10,000 ducks, geese and swans, 10,000 coots, or 20,000 waders (International Waterfowl Research Bureau, IWRB, 1981) . The principle of proportional abundance amongst areas has also been applied to stream ®sh in the USA to identify`centres of population density' (Winston and Angermeier, 1995) . The link between abundance and persistence is an intuitive one; the larger the number of individuals of a species that are secured in protected areas, the greater the probability that the species will survive. The second approach is to use local abundance, usually measured as the number of individuals per unit area (i.e. density), or species' frequency of occurrence within a given area. In South Africa, two case studies used quantitative methods to choose areas amongst those with higher local abundances for waterfowl (Turpie, 1995) and large herbivores (Nicholls, 1998) . This measure is thought to be negatively related to probability of local extinction where this results from demographic and environmental stochasticity (Lawton, 1995; Johnson, 1998) .
One of the problems with abundance data is that it may be dicult to obtain comparable estimates for the majority of taxa in most parts of the world.
Quantitative area-selection methods could accommodate constraints for persistence if appropriate data were available. In this paper, we develop a framework for introducing criteria for persistence in situations where decisions must rely on records of occurrence alone for large numbers of species. For most organisms in most parts of the world this may be the best that we can hope to have for supporting conservation planning (e.g. Jaarsveld et al., 1998) . We use European trees as an example, although the general framework is applicable to other taxa and other spatial scales.
We ask: (i) how do three methods perform when their ability to explain current occurrences of trees in Europe is compared?; (ii) how do estimates of persistence change for species in areas chosen using persistencearea-constrained selection compared to areas chosen using simple area-constrained selection?; and (iii) how do eciency and¯exibility change when additional criteria for persistence are incorporated into area selection?
Description of the framework
The proposed framework includes three steps (Fig. 1) . The ®rst step seeks models to explain occurrence of species in areas as an estimate of their suitability. The models may use sets of variables representing variations in habitat suitability across a species' range, and/or may use patterns of spatial aggregation among species' records. Next, probabilities of occurrence are converted into estimates of persistence by combining available information on extrinsic threats and species' vulnerabilities. If these are unknown or unpredictable, then estimates of persistence may have to be based on current probabilities of occurrence alone. Finally, areas are chosen using only records for species where, from these estimates, they are expected to persist.
Step 1 Ð modelling occurrence
We begin by ®tting models to explain species' occurrence based on intrinsic factors aecting the range. Occurrence yur iYaYt is the property of species i being present in an area a at time t. Persistence refers to the occurrence of species i in area a both at times t o and t n . Intrinsic factors aecting occurrence are also likely to aect persistence. They include: (A) local-intrinsic factors, such as the occurrence of suitable habitat uit iYaYt ; and (B) regional-intrinsic factors such as the colonisation from other areas gol iYb 3 aYt . With these factors, we can produce at least three models of occurrence (model A; model B; model A+B):
Model A assumes that the probability of occurrence of a species is a function of the occurrence of suitable habitat:
This model uses the concept of`niche' or species' environmental tolerances to predict where, within an ndimensional space of environmental factors, species have higher probabilities of occurrence. It is assumed that species are nearly at equilibrium with their environment, and that the closer a species is to the centre of the environmental space it occupies, the closer it is to its optimum. In this model, changes in the species' probabilities of occurrence are associated with changes in habitat suitability. This includes the amount and quality of resources available, which can be associated both with local abundance and with the ability of areas to support populations in the long-term.
Where possible, conservation areas should be selected on the basis of observed records of occurrence rather than on predictions. Otherwise, there is a risk of areas being selected on the basis of erroneous predictions of occurrence that may introduce an additional (and unnecessary) level of uncertainty into area selection. Therefore, only probability values associated with an occurrence record are considered here. This means that probability values among observed occurrences are interpreted as indicative of the degree to which an area a is suitable for a species i, rather than indicative of the species' likelihood of occurrence in that area.
Model B assumes that the probability of occurrence of a species is a function of the probability that an area a is colonised by individuals of species i from any area b:
Probabilities of colonisation may be correlated with density of other populations in an area. Estimates of colonisation are predictive if they concern the probabilities that area a, with no (or unknown) records of occurrence, is colonised from any area b. The model is explanatory when colonisation scores are only considered for areas that have occurrence records. Within a metapopulation framework, these may be interpreted as probabilities of recolonisation, and therefore may be related to probabilities of persistence.
Model A+B assumes that the probability of occurrence of a species is as a function of both the occurrence of suitable habitat and the ability of species to disperse from one area to another.
This model brings the assumptions from models A and B together and, therefore, it is expected to relate closely to the`source-sink' model. It should be noted that both the presence of suitable habitat (Model A) and increased likelihood of colonisation in an area (Model B) are likely to correlate to some extent with local abundance. Consequently, any of these models should be inversely related to the probability of local extinction from demographic and environmental stochasticity.
Step 2 Ð predicting persistence
Because intrinsic factors aecting occurrence are also likely to aect persistence, models of occurrence can be used as approximate estimates for local persistence when environmental conditions are assumed to be stable, or when information on threat or change is unavailable. If information on extrinsic threatening processes and species' vulnerability were available, then probabilities of occurrence could be transformed into more re®ned predictions of persistence. Threats hret aYt À Á can be de®ned as extrinsic human and stochastic natural adverse events occurring in area a within time t. Vulnerability uln i refers to the susceptibility of species i to those threats. An estimate of the local added risk from threat to a species can be obtained by combining predicted threats to areas hret aYt À Á with the species' vulnerability to those threats uln i :
Risk assessment consists in estimating the probability and severity of an adverse event. In the context of conservation biology, it deals with the eect of various events on the chance that a population will become extinct. This requires that two factors are combined: the probability that an extrinsic event will occur hret iYaYt À Á and the probability that it will lead to extinction Ð or non-occurrence 1 À yur iYaYt À Á Ð of the local population:
Estimates of probabilities of persistence can then be calculated:
Step 3 Ð selecting areas for persistence
Existing area-selection methods can be adapted easily to identify representative conservation area-networks to ensure high estimates of persistence from the models. Alternatively we could use optimising algorithms or heuristics that seek a goal de®ned in terms of probability (Williams and ArauÂ jo, in preparation). Here, one of the most popular heuristic (near-optimal) methods is adapted, by considering areas as candidates for selection only when they exceed threshold estimates of persistence.
Data

Species distribution
As an example, we consider 174 native tree species and sub-species distributed across Europe. This covers most of the important timber taxa of Europe, including all of the gymnosperm softwoods (Pinales, Taxales and Gnetales) and hardwoods (Salicales, Myricales, Juglandales and Fagales) (Humphries et al., 1999) . The species-presence data are a sub-set of Atlas Florae Europaeae (AFE) (Jalas and Suominen, 1972±1996; vol. 1±11) , which was digitized by Lahti and Lampinen (1999) . The AFE data set provides distribution maps for c. 20% (3032 species) of the European vascular plants. Data are located in 4419 UTM (Universal Transverse Mercator) 50Â50 km grid cells. Trees were chosen because: (i) their distribution and ecology is relatively well known as compared to other plant taxa; (ii) their richness is correlated (Spearman correlation rho=0.80, P<0.001) with the overall richness of the AFE data set; (iii) they are long-lived organisms and their distribution is relatively stable in comparison with some other groups.
Environmental data
Six environmental variables were selected and converted from 0.5 latitude±longitude maps to UTM 50Â50 km grid cells. They included mean annual precipitation (Legates and Wilmott, 1990a) ; mean temperature in January and July (Legates and Wilmott, 1990b) ; mean potential evapotranspiration (PET) in January and July (Ahn and Tateishi, 1994 ); and altitude above sea level. These are variables known to limit the occurrence and survival of large quantities of species (Whittaker, 1975) , and are often used for predictive modelling (e.g. Huntley et al., 1995; Hill et al., 1999) . Data on PET and altitude were obtained from the UNEP-GRID (http://www.grid.unep.ch). Temperature and precipitation were extracted from NOOA (http:// ftp.nhdc.noaa.gov/Solid_Earth/CD_ROMS/EcosystemA/). Data were resampled with the GIS package IDRISI (Eastman, 1996) . Soil data are not included because they would add more than 100 categorical variables and hence the number of observations needed to model the species adequately.
Methods
Models of occurrence
The three models of occurrence described above (model A; model B; model A+B) were ®tted for comparison:
Model A (suitability)
A broad range of quantitative techniques is available to explore the correlation between response and explanatory variables which, therefore, could be used to explain species' occurrences. These empirical modelling techniques include, for example, decision trees (e.g. Breiman et al., 1984) , direct gradient analysis (e.g. Austin, 1985; Ter Braak and Prentice, 1988) , generalised linear models (GLMs Ð e.g. Nicholls, 1998; Austin et al., 1990) , general additive models (GAM Ð Hastie and Tibshirani, 1990) , genetic algorithms (Holland, 1992) , neural nets (e.g. Caudill, 1990) , and similarity-based techniques (e.g. Carpenter et al., 1993 ). For our model A, we used GLMs with a logistic function to summarise species' distribution across variation in the selected explanatory variables. This is a powerful method for when the response variable is binary, i.e. presence± absence (Austin et al., 1984; ter Braak and Looman, 1986) . The error distribution is assumed to be binomial and the data are logit transformed. The statistical package SPSS (Norusis, 1994) was used to construct individual MLR models for each of the 174 European trees. This is expressed using the formula:
where p a is the probability of occurrence of a species in area a, in relation to a coecient n of environmental variables env a ; is a constant.
Model B (contagion)
The likelihood that an area a is colonised by individuals in any area b can be related to the number and distance of species' occurrence records in the neighbourhood of area a. Contagion measures the degree of aggregation among spatial attributes (O'Neill et al., 1988) .
When dealing with species' occurrence records in grid cells, this can be expressed as a weighted average of the number of occupied grid cells amongst a set of k b neighbours of the grid-cell y a . The weight given to the grid-cell y b is w ab 1ad ab , where d ab is the distance between grid-cells Y a and Y b . For this particular example, we used two orders of neighbours, assigning a weight of d 1 to the ®rst-order, i.e. all eight adjacent cells touching the central cell along the edges and at the corners, and a weight of d 2 to the second-order neighbours, i.e. the next group of sixteen cells concentric to ®rst order neighbours. 
V
This measure of contagion assumes that probabilities of colonisation are both dependent on density of occurrences and on the distance between areas. Therefore, it ignores important biological aspects, such as a species' mode of dispersal, that will determine the speed and ease with which a species disperses and is able to colonise suitable areas (Burgman et al., 1993 ). An example showing how contagion scores are calculated from records for grid cells is shown in Fig. 2 . Because we consider scores only where occurrences are recorded, these are expected to be related to probabilities of recolonisation.
Model A+B (suitability+contagion)
MLRs including both environmental variables and a covariate term for contagion were constructed. These models follow previous applications to account for spatial autocorrelation in logistic modelling (Smith, 1994; Augustin et al., 1996) and are known as autologistic models. This takes the form of an extended MLR with a covariate for contagion:
The parameters for models A and A+B were estimated using direct logistic regressions (entering all explanatory variables at once). This method has the advantage (over forward or backward methods) of allowing simple comparisons to be made between models (Fielding and Haworth, 1995 and references therein). The disadvantage is that parsimony is not guaranteed. The null hypothesis that coecients are equal to zero was tested using the univariate Wald statistics. This is a signi®cance test applicable when all variables have a degree of freedom equal to one and is calculated as the square of the ratio of the logistic coecient to its standard error. The contribution of each variable to the model was determined by the R statistic (Hosmer and Lemeshow, 1989; Norusis, 1994) . In order to assess the overall importance of the explanatory variables for all species in each model a simple count of signi®cant occurrences for each variable in the models was carried out. This allowed for a comparison of the changing weight of each variable in the two models.
Comparing models
Since detailed information on the local expected persistence for species is usually unavailable, the model's quantitative error (real minus predicted) cannot usually be assessed directly. Hence the performance of the models is compared for their qualitative error or misclassi®cation rate (observed minus predicted). Goodness-of-®t between the three models was compared using a threshold probability value of 0.5 to predict detection and classi®cation tables for all 174 species' models were constructed (Table 1) . Two prediction errors were considered (Fielding and Bell, 1997) : type I and type II errors. Type I errors occur when the model predicts presence and the species is absent (false positives or overestimation). Type II errors occur when models predict absence and the species is present (false negatives or underestimation).
A general assessment of ®t for each of the three models was obtained by averaging the proportion of misclassi®ed and correctly classi®ed grid cells for all species. The performance of a model was considered to improve when the number of unexplained observations in the response variable was reduced, i.e. reducing type II errors.
Area selection
Near-minimal combinations of areas were selected to represent all tree species (the minimum set problem) using the popular progressive rarity algorithm of Margules et al. (1988) . The algorithm starts by selecting all areas with taxa that are equally or more restricted than the representation goal. For example, for a goal of representing each species at least once, it begins by selecting all areas that have species recorded in only one grid cell. Then the algorithm follows a simple set of rules, applied iteratively to select areas richest in the rarest taxa. First it selects grid cells with the greatest complementary richness in just the rarest taxa (ignoring other taxa). If there are ties, it proceeds by selecting areas among ties that are richest in the next-rarest taxa. If there are still ties, it then selects those areas among ties with the lowest grid-cell number. This is an arbitrary rule used in place of random choice among ties in order to ensure repeatability in tests. Finally, these are repeated as necessary until the representation goal is achieved. A test is performed to reject any grid cell that in hindsight is redundant to the selected goal.
The Margules et al. (1988) algorithm was modi®ed to provide an approximation to a maximum coverage problem (Church et al., 1996) : to maximise the representation of species within a given area-budget. For this goal, we repeated steps one to three until the required number of areas was attained or exceeded. A ®nal reordering of areas by complementary richness was made to provide an approximate solution to the maximumcoverage problem.
The results of choosing areas using the simple areaconstrained (AC) method are compared to those of choosing areas using the proposed persistence-area-constrained (PAC) method. This is done by (i) restricting analysis to areas with existing sample records (i.e. realised probabilities of occurrence); (ii) re-scaling the probabilities for all individual taxa to scores between 0 and 1 (this is simply a crude device to allow the heuristic area-selection algorithm to`see' the best areas for all of the species, even when not all species have local probability estimates above 0.95); and by (iii) restricting selection to candidate areas with re-scaled scores above 0.95 for each taxon (to ensure that the heuristic areaselection algorithm can`see' only the best areas for every species).
The consequence of including additional constraints for persistence on the results of area selection is assessed using the probability scores without the re-scaling required for the heuristic algorithm. In order to assess the overall expected persistence within the area network, the top probabilities for each taxon are combined with the scores among other records in the area-set. Probabilities are combined by calculating the probabilities of non-occurrence for each record:
pnon our 1 À pour IH and then ®nding the product for the area-set. The product among probabilities of non-occurrence for each species are then back-transformed to provide an estimate of the combined probabilities of occurrence for the entire area set. For example, if a species has three records in the set and their probabilities of occurrence are A=0.98; B=0.22; C=0.15; their probability of nonoccurrence will be A=0.02; B=0.78; C=0.85; and the product 0.01. The back-transformed combined estimate would be 0.99 (See Margules and Nicholls, 1987; and Cocks and Baird, 1989 for similar treatment of probabilities). The WORLDMAP software (Williams, 1996) was used to implement data handling procedures, the contagion measure, comparison of models, and area selection.
Results
Fitting the models
When ®tting logistic models (model A), altitude, January temperature, and July temperature were the most important variables followed by annual precipitation, July PET and January PET (Fig. 3) . Adding a covariate for contagion (model A+B) explained a large amount of unexplained variation in the data (therefore reducing type II errors), suggesting that the residuals from model A were autocorrelated. However, this did not change the relative order of importance of each environmental variable.
An example of application of the three models to one of the tree species of the data set (Quercus coccifera) is shown in Fig. 4 . Both model B (contagion) and model A+B produced a lower proportion of type I (overestimate predictions) and type II errors (underestimate predictions) in comparison with model A. Fig. 5 shows the proportion of type II errors, averaged among all species, for each of the three models. This type of error estimation is particularly useful because it measures the number of residuals, or the amount of unexplained variation in the data; the greater the type II error, the less realistic the models. Model A produced a generally greater frequency of type II errors (as in the example provided in Fig. 4 ). Model A+B was slightly better than Model B, explaining more variation in the data (a dierence of only 3.49 residual units). Type I errors were similar between model B (median=0.44) and model A+B (median=0.42), but were lower for model A (median=0.23). Given the better results obtained with model A+B and the absence of data on threat and vulnerability, we used this model as an estimate to the species' probabilities of persistence.
Area selection
The area-constrained-near-minimum-set (AC-NMS) is considered here because it is a familiar and convenient test case. Twenty-three areas are required for a single representation of all taxa based on the original presence data. If selection is constrained to the top 5% of rescaled scores for each individual species, then 49 areas are needed for representation of all species. This is an increase of 123% in the number of areas. Combined estimates of persistence for each of these area-sets are given in Table 2 . The results of running a persistencearea-constrained maximum-coverage-solution (PAC-MCS) with the same number of areas as the AC-NMS is also shown for comparison. Both PAC solutions yield higher combined probability values than the simple AC solution, especially for the lower quartile values. Flexibility was reduced as additional constraints for persistence were considered (Table 2) . The improvements from subtracting the combined probabilities of the PAC to the AC solution (i.e. prob. PAC minus prob. AC) are indicative of the dierence in the expected persistence of species in the area set as a result of the modelling procedure. Fig. 6 shows the relationship between this dierence and range-size of trees, measured as the number of grid cells occupied within the European Atlas region. The greatest bene®ts of the probability increases from using PAC-NMS versus AC-NMS (Fig. 6a) are among rare taxa. Indeed, species with >800 records in Europe were generally not aected by using a persistence constrained method. A similar pattern emerges when comparing the PAC-MCS solution with the AC-NMS (Fig. 6b) . Here some species show negative values (reduced persistence values) as a result of using the PAC-MCS. This is because this solution does not represent all tree species in the set; especially some taxa with restricted ranges (those with negative values). As shown in Table 2 , however, the trade-o still favours the PAC-MCS to the AC-NMS in terms of the global expected persistence of species in the set.
Discussion
From patterns of occurrence to predictions of persistence
In many situations where there is a need to identify important areas for conserving biodiversity, detailed demographic and genetic studies are lacking, and often atlas presence records are the best information available. It would be very helpful if pattern-based approaches could be used to estimate expected persistence in order to improve on the extinction prognoses expected from treating all species-presence records as equivalent. This can be seen as an extension of the common practice of modelling species' expected occurrences from sample presence data and habitat association data, if two important ideas are linked. The ®rst is that species have environmental requirements that limit their ability to persist (e.g. Hutchinson, 1957; Whittaker, 1975) and that populations in the core (or optimum) of an ndimensional space de®ned by environmental variables are likely to have higher densities (e.g. Whittaker, 1967; Hengeveld, 1990) , so that they should be more resilient to stochastic variations in the environment near their environmental cores. The second is that metapopulations should fail to persist where the rate of local extinction exceeds the rate of colonisation (Levins, 1969; Puliam, 1988; Hanski and Gilpin, 1991) , so that the potential for colonisation can be related to the density and proximity of populations in an area (Gonzalez et al., 1998) . This can be modelled from patterns of aggregation among occurrences.
In practice, occurrence and persistence of populations do not depend exclusively on the intrinsic factors, which are largely governed by genetic, demographic and environmental processes. External threats (due to both human and natural causes), and the species susceptibility to those threats (i.e. vulnerability), may also play a major role in determining the population's probabilities of persistence (e.g. Lande, 1998) . Indeed, observations of patterns of range collapse among various taxa and areas (Lomolino and Channel, 1995; Channel and Lomolino, 2000) showed that populations in the core of their historical ranges were often extirpated before populations in the periphery. These authors suggested that this was due to particular patterns of contagion among extrinsic threatening factors (see also Burgman et al., 1993) . This pattern does not contradict the idea that suitability may be higher near the centre of a species' distribution within environmental-niche space, even if this is likely to correspond broadly with the geographical centre of the range.
Nonetheless, we might expect models to be realistic only if they incorporate the eect of threatening processes, as in our framework (see Fig. 1 ). A comparison between simple core-periphery models and more complex models Fig. 4 . Distribution records for the oak (Quercus coccifera L.) in Europe (black dots) and persistence estimates from three models (colours): A (logistic model); B (contagion model); A+B (autologistic model). Probability scores were divided into 33 equal-frequency colour classes, so that maximum scores are shown in red and minimum scores in blue. Occurrences with no probability estimates are the residuals from the model (type II error). Probability estimates with no occurrences are type I errors. A cut o probability score of 0.5 was used to predict detection. incorporating vulnerability and threat will allow comparison and assessment of its usefulness for application in conservation planning. A treatment of extrinsic threats will be presented in a later paper (ArauÂ jo et al., in preparation).
Estimates from core-periphery models assume static conditions, with no temporal turnover in the distribution of occurrence and little environmental change or stochasticity. Therefore they do not provide estimates of persistence comparable to those of population viability analysis (PVA), which often state a speci®c time interval (usually centuries) as well as an agreed degree of con®dence for the predictions (e.g. SouleÂ , 1987; Durant and Mace, 1994) .
However, if appropriate data for both time t o and t 1 were available, simple trend analysis could be implemented using the dierence between the probabilities of occurrence in the two time t periods that delimit the span relative to the probability value in the earlier of the two. Data for these models could be either records of occurrence at two or more dierent time t periods (e.g. Greenwood et al., 1995; Gibbons et al., 1996; Hill et al., 1999) , or environmental change scenarios allowing for predictions of future t 1 distributions to be made (e.g. Gates et al., 1994; Huntley et al., 1995; Hill et al., 1999) . For example, in an area a, species i with a probability of occurrence of 0.80 in 1980 and 0.30 in 1999 would have a decline of 62.5% over the 19 year span. Assuming a linear rate of decline, an average decline of 3.3% probability of occurrence per year, is expected for this period. At this rate, species i would be expected to go extinct in 9 years, i.e. in the year 2008. Con®dence limits for the changes can be obtained by bootstrapping (Greenwood et al., 1995) . More complex dynamic models using time series of population counts could be used if data were available (e.g. Fagan et al., 1999 and Fig. 5 . Boxplot comparing the frequency distribution (median percentage, maximum and minimum range) of type II errors (i.e. present but predicted to be absent) among all 174 European tree species for the three models: A (logistic model), A+B (autologistic model); and B (contagion model). a Area-constrained-near-minimum set. b Persistence-area-constrained-near-minimum set. c Persistence-area-constrained-maximum-coverage set. d Representation is the proportion of species represented within areas. e Flexible choices refer to an estimate of the number of equally ecient alternative area set-solutions.
references therein). However, statistical models are not predictive per se, even when the slope of a regression line indicates imminent extinction Ð at small population sizes, stochastic events make predictions extremely dicult (Pettifor et al., 2000) . Individual-based behavioural models provide a framework potentially to avoid these problems. They incorporate an understanding of the behaviour of individuals into a modelling procedure, therefore providing a robust basis for predicting what might happen if environmental conditions change (e.g. -Custard and Sutherland, 1997; Pettifor et al., 2000) . The problem is that behavioural-based models can be complex and time consuming to construct, thus precluding its use for large numbers of species.
Goss
Assessment of the models
One of the main objectives for developing empirical models is to formalise the understanding of factors aecting the persistence of species. This allows ideas to Fig. 6 . Relationship between increased probabilities from using persistence-area-constrained (PAC) versus simple area-constrained (AC) area selection techniques and range size (measured as the number of occupied grid cells): (a) persistence-area-constrained-near-minimum set (PAC-NMS) minus areaconstrained-near-minimum set (AC-NMS); and (b) PAC-maximum coverage solution (PAC-MCS) minus AC-NMS with the same number of areas.
be tested and their consequences to be explored (e.g. Burgman et al., 1993; Shrader-Frechette and McCoy, 1993) . However, models are built on simpli®ed assumptions and inevitably sacri®ce precision to generality. Therefore, using empirical models to support decisions is a matter of deciding which kinds of uncertainty are most acceptable. For example, assuming a unimodal response of species to gradients of environmental variation, or assuming that populations closest to each other are more likely to persist in the face of stochastic events, is expected to be more robust than assuming that treating all species records as equivalent will, by default, represent species from the most viable parts of their range. Nonetheless, if detailed information on persistence were available, empirical models could be tested for their quantitative error. For this assessment, one possibility would be to use abundance data for each grid-cell. Abundance is a popular surrogate for persistence (Turpie, 1995; Winston and Angermeier, 1995; Nicholls, 1998) because it provides a direct estimate of population size (for a review see Lawton, 1995) . Alternatively, we could use tree growth rate or seedling recruitment in Europe. Unfortunately, these data are not available to us at the resolution of this study (most estimates use a nation-wide resolution) and estimation methods are not comparable among countries. Temporal turnover data (e.g. Margules et al., 1994; Virolainen et al., 1999; Rodrigues et al., 2000) can also be used as a direct estimate of persistence, although these are rarely available, especially for trees at larger spatial scales.
Since appropriate data for testing the model's estimates of persistence directly are unavailable, we have to rely on comparisons of the qualitative error or misclassi®cation rate (Fielding and Bell, 1997) among patterns of observed and predicted occurrences for the three models. With our data, if aspects of spatial dependence were included, then the amount of unexplained variation in the data decreased. Simple logistic models (model A), failed to explain a median of 86% of the overall variation in the data, whereas contagion (model B) and autologistic models (model A+B) reduced this proportion to a median of 41 and 38% respectively. This shows that nearly half of the residuals from model A may be explained by positive spatial autocorrelation (i.e. if one grid cell is occupied, then neighbouring grid cells are more likely to be).
At least four factors may contribute to the poor performance of model A in explaining species' current distributions. First, the assumption within regression analysis that observations are independent is violated because data are generally spatially autocorrelated (Legendre, 1993) . This arises both from intrinsic biological factors, such as dispersal, and from extrinsic factors, such as autocorrelation in the environmental variables. Autocorrelation is explicitly included in model A+B. Second, some species may not be close to equilibrium with governing environmental conditions. This may be due to barriers to dispersal, or to natural stochastic or human-induced distributional changes. Third, the assumption of a Gaussian logit response may be unrealistic for species near the edge of their range, where a monotone curve may be more appropriate (Ter Braak and Prentice, 1988) . Fourth, species distributions may be governed by ®ne-grain habitat variation, or heterogeneity, which is not included in the models. Alternatively, it may be that important environmental variables aecting the distribution of some species (e.g. soil type) were not considered.
The relatively good performance of model B implies that it may have captured both equilibrium (i.e. relationship with climate and topography) and dispersal processes, although some spatial structure may be due to autocorrelation among environments. The similarity between the proportion of type II errors in model B and in model A+B implies that, for these data, model B may give a good approximation when environmental data are not available. If the choice for the appropriate modelling strategy is partially determined by its ease of use, then modelling persistence with model B may be attractive because it is less data demanding and is computationally inexpensive. This provides an approximation to the geographical core-periphery model (ArauÂ jo and Williams, in press) as opposed to the environmental core-periphery approach, which is modelled explicitly with Model A. This is, however, still dependent on reliable data for species' presence and absence. Data with very patchy records would be less suitable for the application of contagion measures. Another problem occurs when dealing with data sets with high proportions of restricted range species, especially those with discontinuous ranges (e.g. cosmopolitan alpine-arctic species). Fig. 7 shows that, as might be expected, the more restricted species show higher residuals (type II errors). On the other hand, type I errors show a positive relationship with range size (Fig. 8) , so models are more likely to predict a presence outside the known range for the more widespread species. This type of error is not a problem with models aimed at explanation, where the useful test is whether they explain the variation in the data (reducing the number of records predicted to be absent). Type I errors may even be a useful property for models aimed at prediction; if there were no type I errors there would be no predictions outside the training set.
Consequences for area selection
The poor performance of simple environmental niche models (model A) Ð compared to spatially structured models (model A+B) Ð suggest that probability estimates for neighbouring areas cannot be treated as being independent. Indeed, model A+B explained 46% of the residuals in model A showing that these were spatially autocorrelated. In other words, the continuing value of an area chosen using estimates of persistence from model A+B will depend on continuing occurrences of the species in the surrounding matrix; if neighbouring populations were extirpated, then estimates of persistence from the models would be reduced. Model A could be re®ned to decrease the number of residuals with spatial autocorrelation due to environmental similarities of areas. This might be done by adding new environmental covariates, by specifying case-by-case error functions in GLMs, and/or by calibrating the models to optimum species responses to varying spatial scales. An understanding of the causes of spatial autocorrelation in the residuals could help to distinguish statistical artefacts from dispersal mechanisms. However, because there is uncertainty, it would be wise to consider the outcome from these models as candidates for establishing`core' areas (Noss et al., 1999) .`Buer' zones (Grooms et al., 1999) could then be added to reduce the eect of non-independence of the surrounding matrix in the persistence of species within the choseǹ core'.
Introducing additional constraints to area selection almost inevitably reduces¯exibility (fewer equivalent Fig. 7 . Relationship between proportion of type II errors (present but predicted to be absent) for each individual species model and range size (measured as the number of grid cells). area sets) and eciency (more areas are needed to achieve a given representation goal) (Nicholls and Margules, 1993; Nantel et al., 1998; Pressey and Logan, 1998) . Integer programming techniques (e.g. Cocks and Baird, 1989) , or advanced heuristic algorithms speci®-cally tailored to handle probabilistic data (e.g. Margules and Nicholls, 1987; Williams and ArauÂ jo, in press) may improve the cost eciency of the area sets to a small extent. However, the appropriate criterion for assessing biodiversity conservation is whether the goal of persistence for that diversity is attained. We have shown that using simple ecological models we can improve our expectation of species' persistence within selected areas, and that this improvement is greatest for the most restricted species. These species are of particular concern because they are most likely to be vulnerable to extinction (e.g. Johnson, 1998) .
