The k-independence number of a graph is the maximum size of a set of vertices at pairwise distance greater than k. A graph is called k-partially walk-regular if the number of closed walks of a given length l ≤ k, rooted at a vertex v, only depends on l. In particular, a distance-regular graph is also k-partially walk-regular for any k. In this note, we introduce a new family of polynomials obtained from the spectrum of a graph. These polynomials, together with the interlacing technique, allow us to give tight spectral bounds on the k-independence number of a k-partially walk-regular graph.
Introduction
Given a graph G, let α k = α k (G) denote the size of the largest set of vertices such that any two vertices in the set are at distance larger than k. Thus, with this notation, α 1 is just the independence number α of a graph. The parameter α k (G) therefore represents the largest number of vertices which can be k + 1 spread out in G. It is known that determining α k is NP-Hard in general [19] .
The k-independence number of a graph is directly related to other combinatorial parameters such as the average distance [12] , packing chromatic number [13] , injective chromatic number [17] , and strong chromatic index [20] . Upper bounds on the k-independence number directly give lower bounds on the corresponding distance or packing chromatic number [3] , as well as necessary conditions for the existence of perfect codes.
In this note we generalize and improve the known spectral upper bounds for the kindependence number from [8] , [1] and [2] . For some cases, we also show that our bounds are sharp. Let G = (V, E) be a graph with n = |V | vertices, m = |E| edges, and adjacency matrix A with spectrum sp G = {θ 0 , θ
where the different eigenvalues are in decreasing order, θ 0 > θ 1 > · · · > θ d , and the superscripts stand for their multiplicities. When the eigenvalues are presented with possible repetitions, we shall indicate them by ev G :
The first known spectral bound for the independence number α of a graph is due to Cvetković [7] . Theorem 1.1 (Cvetković [7] ). Let G be a graph with eigenvalues λ 1 ≥ · · · ≥ λ n . Then,
Another well-known result is the following bound due to Hoffman (unpublished; see for instance Haemers [16] ). [16] ). If G is a regular graph on n vertices with eigenvalues
Theorem 1.2 (Hoffman
Regarding the k-independence number, the following three results are known. The first is due to Fiol [8] and requires a preliminary definition. Let G be a graph with distinct eigenvalues θ 0 > · · · > θ d . Let P k (x) be chosen among all polynomials p(x) ∈ R k (x), that is, polynomials of real coefficients and degree at most k, satisfying |p(θ i )| ≤ 1 for all i = 1, ..., d, and such that P k (θ 0 ) is maximized. The polynomial P k (x) defined above is called the k-alternating polynomial of G and was shown to be unique in [11] , where it was used to study the relationship between the spectrum of a graph and its diameter. Theorem 1.3 (Fiol [8] ). Let G be a d-regular graph on n vertices, with distinct eigenvalues θ 0 > · · · > θ d and let P k (x) be its k-alternating polynomial. Then,
More recently, Cvetković-like and Hoffman-like bounds were given by Abiad, Cioabȃ, and Tait in [1] . Theorem 1.4 (Abiad, Cioabȃ, Tait [1] ). Let G be a graph on n vertices with adjacency matrix A, with eigenvalues λ 1 ≥ · · · ≥ λ n . Let w k and W k be respectively the smallest and the largest diagonal entries of A k . Then,
Theorem 1.5 (Abiad, Cioabȃ, Tait [1] ). Let G be a δ-regular graph on n vertices with adjacency matrix A, whose distinct eigenvalues are
Finally, as a consequence of a generalization of the last two theorems, Abiad, Coutinho, and the author [2] , proved the following results. Theorem 1.6 (Abiad, Coutinho, Fiol [2] ). Let G be a δ-regular graph with n vertices and distinct eigenvalues
Then, the k-independence number of G satisfies the following:
, where θ i is the largest eigenvalue not greater than −1.
with the p i 's being the predistance polynomials of G (see next section), and λ(q k ) = min i∈ [2,d] 
Some Background
For basic notation and results see [4, 14] . Let G = (V, E) be a (simple) graph with n = |V | vertices, m = |E| edges, and adjacency matrix A with spectrum sp G = {θ 0 , θ
When the eigenvalues are presented with possible repetitions, we shall indicate them by
The so-called predistance polynomials p 0 (= 1), p 1 , . . . , p d are a sequence of orthogonal polynomials with respect to the above product, with dgr p i = i, and are normalized in such a way that p i 2 G = p i (θ 0 ) (this makes sense since it is known that p i (θ 0 ) > 0) for i = 0, . . . , d. Therefore they are uniquely determined, for instance, following the Gram-Schmidt process. They were introduced by Fiol and Garriga in [10] to prove the so-called 'spectral excess theorem' for distance-regular graphs. See [6] for further details and applications.
A graph G is called k-partially walk-regular, for some integer k ≥ 0, if the number of closed walks of a given length l ≤ k, rooted at a vertex v, only depends on l. Thus, every (simple) graph is k-partially walk-regular for k = 0, 1, and every regular graph is 2-partially walk-regular. Moreover G is k-partially walk-regular for any k if and only if G is walk-regular, a concept introduced by Godsil and McKay in [15] . For example, it is well-known that every distance-regular graph is walk-regular (but the converse does not hold).
Eigenvalue interlacing is a powerful and old technique that has found countless applications in combinatorics and other fields. This technique will be used in several of our proofs. For more details, historical remarks and other applications see Fiol and Haemers [9, 16] . Given square matrices A and B with respective eigenvalues λ 1 ≥ · · · ≥ λ n and µ 1 ≥ · · · ≥ µ m , with m < n, we say that the second sequence interlaces the first if, for all i = 1, . . . , m, it follows that λ i ≥ µ i ≥ λ n−m+i . Theorem 2.1 (Interlacing [9, 16] ). Let S be a real n × m matrix such that S T S = I, and let A be a n × n matrix with eigenvalues λ 1 ≥ · · · ≥ λ n . Define B = S T AS, and call its eigenvalues µ 1 ≥ · · · ≥ µ m . Then, (i) The eigenvalues of B interlace those of A.
(ii) If µ i = λ i or µ i = λ n−m+i , then there is an eigenvector v of B for µ i such that Sv is eigenvector of A for µ i .
(iii) If there is an integer k ∈ {0, . . . , m} such that λ i = µ i for 1 ≤ i ≤ k, and µ i = λ n−m+i for k + 1 ≤ i ≤ m (tight interlacing), then SB = AS.
Two interesting particular cases where interlacing occurs (obtained by choosing appropriately the matrix S) are the following. Let A be the adjacency matrix of a graph G = (V, E). First, if B is a principal submatrix of A, then B corresponds to the adjacency matrix of an induced subgraph G of G. Second, when, for a given partition of the vertices of Γ, say V = U 1 ∪ · · · ∪ U m , B is the so-called quotient matrix of A, with elements b ij , i, j = 1, . . . , m, being the average row sums of the corresponding block A ij of A. Actually, the quotient matrix B does not need to be symmetric or equal to S AS, but in this case B is similar to (and therefore has the same spectrum as) S AS.
The minor polynomials
In this section we introduce a new class of polynomials, obtained from the different eigenvalues of a graph, which are used later to derive our main results. Let G = (V, E) be a graph with n = |V | vertices and adjacency matrix A with spectrum sp G = {θ 0 , θ 
where f [θ 0 , . . . , θ m ] denote the m-th divided differences of Newton interpolation, recur- • For k = 1, the only zero of p 1 must be at
• For k = 2, the two zeros of p 2 must be at consecutive eigenvalues θ i and θ i−1 . More precisely, the same reasonings used in [2] shows that θ i must be the largest eigenvalues not greater than −1. Then, with these values,
• When k = 3, the only possible zeros of p 3 are θ d and the consecutive pair θ i , θ i−1 for some i ∈ [2, d − 1]. In this case, empirical results seem to point out that such a pair must be around the 'center' of the mesh (see the examples below).
• When k = d − 1, the polynomial p d−1 takes only one non-zero value at the mesh, say at θ, which seems to be located at one of the 'extremes' of the mesh. In fact, when G is an r-antipodal distance-regular graph, the examples in the last section show that the choice θ = θ 1 yields the tight bound (that is, r) for α d−1 , as does Theorem 1.3. Now, let us give all the minor polynomials for two particular distance-regular graphs. Namely, the Hamming graph H(2, 7) and the Johnson graph J(14, 7) (for more details about these graphs, see for instance [5] ). First, we recall that the Hamming graph H(2, 7) has spectrum sp H(2,
Then, the different minor polynomials p 0 , . . . , p 7 are shown in Figure 1 , and their values x i = p k (θ i ) at the different eigenvalues θ 0 , . . . , θ 7 are shown in Table 1 . As another example, consider the the Johnson graph J(14, 7) (see, for instance, [5, 14] ). This is an antipodal (but not bipartite) distance-regular graph, with n = 3432 vertices, diameter D = 7, and spectrum sp J(14, 7) = {49 Then the solutions of the linear programming problem are in Table 2 , which correspond to the minor polynomials shown in Figure 2 
A tight bound for the k-indepndence number
Now we are ready to derive our main result about the k-independent number of a kpartially walk-regular graph. The proof is based on the interlacing technique.
Theorem 4.1. Let G be a k-partially walk-regular graph with n vertices, adjacency matrix A, and spectrum sp G = {θ
Proof. Let U be a k-independent set of G with r = |U | = α k (G) vertices. Again, assume the first columns (and rows) of A correspond to the vertices in U . Consider the partition of said columns according to U and its complement. Let S be the normalized characteristic matrix of this partition. The quotient matrix of p(A) with regards to this partition is given by
with eigenvalues µ 1 = p(λ 1 ) = 1 and
where
Then, by interlacing, we have
whence, solving for r, we get r ≤ nw(p k ) and the result follows.
Notice that, in fact, the proof works for any polynomial p satisfying p(θ 0 ) = 1 and p(θ i ) ≥ 0 for i = 1, . . . , d. Let us now consider some particular cases of Theorem 4.1. where, in general, π i = j=0,j =i |θ i − θ j | for i ∈ [0, d]. Now suppose that G is an rantipodal distance-regular graph. Then, in [8] it was shown that G is so if and only if its eigenvalue multiplicities are m i = π 0 /π i for i even, and m i = (r − 1)π 0 /π i for i odd. So, with m 1 = (r − 1)π 0 /π 1 , we get
which is the correct value.
