We consider open quantum systems with factorized, non-Gaussian initial states, and we provide the conditions such that the reduced dynamics is completely positive (CP) and trace preserving (TP), in terms of environment cumulants. We then consider the class of linear stochastic Schrödinger equations characterized by sets of colored stochastic processes (with n-th order cumulants), and we obtain the conditions such that they provide CPTP dynamics. We further provide a novel description of Gaussian non-Markovian unravellings that does not make use of the functional derivative and that displays a recursive structure. Moreover, for the family of quadratic bosonic Hamiltonians, we are able to provide an explicit operatorial dependence for the unravelling.
I. INTRODUCTION
Stochastic Schrödinger equations (SSEs) were introduced in the framework of measurment theory, where the effect of repeated measurements is described by the introduction of a Wiener process in the Schrödinger equation [1] . In the following years, different SSEs were proposed in the context of collapse models where one modifies the Schrödinger dynamics in such a way to account for the wave packet reduction within a unique dynamical principle [2] . Markovian SSEs, i.e. those displaying white noises, have been deeply investigated thanks to possibility to exploit Ito stochastic calculus [3] [4] [5] . The extension to non-Markovian quantum state diffusion was first tackled by Diosi and Strunz in [6] , where Gaussian, complex, colored stochastic processes were considered. These seminal works were followed by others both in the realm of collapse models [7] [8] [9] [10] , and in that of continuous measurement [11] (for a more detailed historical review see [12] ). Different expansions methods have been proposed to investigate non-Markovian SSEs, but only in few cases these equations have been analytically solved [8, 9, 13, 14] . We should also mention the original method proposed by Tilloy [15] , who introduces new stochastic terms in order to rewrite non-Markovian SSEs as averages over explicit time-local (bi-)stochastic differential equations. Recently, the first full characterization of Gaussian linear stochastic unravellings have been provided in [16] . The symmetries of such unravellings were analyzed in [17] , while a measurement interpretation in terms of Bargmann states has been provided in [18] .
Almost all the results on non-Markovian SSEs in the literature concern Gaussian stochastic processes, and only few papers attempt to use non-Gaussian stochastic processes in very specific cases [19] . In this paper we aim * Electronic address: giulio.gasbarri@ts.infn.it † Electronic address: l.ferialdi@soton.ac.uk at extending these results to general colored stochastic processes, characterized by their n-th order cumulants. The paper is organized as follows: in Sec. II we investigate the symmetries that the environment cumulants of an open quantum system need to have in such a way to provide a completely positive (CP) and trace preserving (TP) map. In Sec. III find the conditions for a SSE with general stochastic processes to unravel a CPTP map. In Sec. IV we eventually provide a new expansion method for Gaussian unravellings based on a recursive formula, and we derive an explicit expression for quadratic bosonic systems.
II. OPEN QUANTUM SYSTEMS MAP
We consider a system (S) interacting with a generic environment (E). The evolution of the open system density matrixρ SE in the interaction picture is described by the Von-Neumann equation ( = 1)
whereV t is a generic interaction Hamiltonian between the system and the environment that can be rewritten in total generality as:
wheref α (t) andφ α (t) respectively are Hermitian system and environment operators. The solution of Eq. (1) can be formally written as:
where T denotes the time ordering. Since we are interested in the effective evolution of the system S we trace over the environment degrees of freedom to obtain:
Under the assumption of factorized initial stateρ SE = ρ S ⊗ρ E , the effective evolution can be described by the action of a dynamical map M t on the system initial state ρ s . By replacing Eq. (4) in Eq. (5), one can write the dynamical map as:
where . . . = Tr E [. . .ρ E ], and the superscripts +/− denote the super-operators f ±ρ = (fρ ±ρf )/2 (similar definitions hold for the super-operators φ ± ). We rewrite the map M t as a time ordered exponential with a time dependent generator, by means of a cumulant expansion (see Appendix A for explicit calculation):
where τ n = (τ 1 , · · · τ n ) (n denoting the length of the array). The terms of the expansion are defined as
where C are the ordered bath cumulants. We used the following notation: l i ∈ {+, −},l i = −l i , P q is the permutation of the indexes l i such that q is the number of plus signs in the array (l 1 , · · · , l n ), and α i denotes the sum over all {α 1 , · · · , α n }. We stress that the first superoperator on the left ink n (τ n ) is always f − . This is an important feature because it guarantees that the map is trace preserving (indeed Tr S [f −Ôρ s ]) = 0). The ordered cumulants C are defined in terms of the bath cumulants D as follows:
where θ τ1,...,τn is 1 if τ 1 > τ 2 > · · · > τ n and zero otherwise (see Eq. (A7)). It is interesting to note that the quantum cumulants D satisfy the following symmetry properties:
Equation (10) shows that all the quantum cumulants with an even (odd) number q ofl i equal to minus are purely real (immaginary). The symmetry in Eq. (11), shows the known fact that in the quantum framework complex conjugation can be understood as the time reversal operation. We remark that the map M t of Eq. (7) is CP by construction since it is obtained by performing a CP-preserving transformation (trace over the environment) of a CP dynamics (unitary evolution of Eq. (3)).
We can conclude that a general map is CP if, once decomposed like in Eq. (7)- (8), the cumulants D satisfy Eqs. (10)- (11) . We eventually notice that Eq. (7) recovers the one derived by Diosi and Ferialdi [16] when the (Gaussian) environment is completely characterized by its second cumulant. Indeed, in such a case Eq. (7) reduces to
that coincides with Eq. (17) in [16] .
III. GENERAL UNRAVELLING
We now consider a stochastic Schrödinger equation in interaction picture
whereV (t) is an operator valued stochastic field in the Hilbert space H, that can be decomposed as a sum of Hermitian system operatorsf α like in Eq. (2), where the operatorsφ α are replaced by a set of complex stochastic processes {φ α }. A decomposition with non-Hermitian operators can be obtained performing a unitary transformation as shown in [17] . Unlike previous works on nonMarkovian stochastic unravellings, we consider general stochastic processes, that are completely characterized by their n-th order correlation functions, with n arbitrary. Equation (13) is solved by Eq. (4) withφ → φ, and the average dynamics is described by the map M t , defined as follows:
whereρ S = |ψ 0 ψ 0 | is a pure initial state, and now · · · denotes the stochastic average. In order for M t to be a physical map, it must be CPTP. The definition (14) itself can be understood as the Kraus-Stinespring decomposition of M t , guaranteeing its CP [20] . By replacing Eq. (4) in Eq. (14), one can conveniently rewrite M t like in Eq. (6) , where now φ ± = (φ ± φ * )/2 are the real and imaginary parts of φ. In order to find the conditions under which the averaged map is TP, we perform -analogously to the quantum case-a cumulant expansion (see Appendix A), obtaining Eq. (7) wherek is replaced by
α1···αn (τ n ) are the n-th order cumulants of the set of stochastic processes φ α (see Appendix A for the explicit expression). We may further notice that, since φ + is real and φ − is purely imaginary, the stochastic cumulants fulfil symmetry property (10) , like the quantum ones. However, in general they do not satisfy the condition (11) .
We perform the trace of M t , and we observe that the contributions of the type f
e. those with l 1 = −) in each k n (τ n ) are killed by the cyclicity of the trace (remember that f − is a commutator, and accordingly Tr{f −Ô } = 0):
Recalling that
finds that this condition is satisfied only if the exponent in the previous equation is zero, i.e. if either the series or each of its terms are zero. In the first case one needs to fine-tune the stochastic cumulants C (by manipulating the processes φ α ) in such a way that the series in the exponent sum to zero. This is in general a very difficult task and we are not aware of any technique that allows to provide an explicit constraint. The second option, though being a more stringent requirement, allows to find and explicit constraint:
i.e. all the cumulants obtained tracing at least one purely imaginary noise φ − are zero. Accordingly, the average map M t is TP if it is generated by an interaction potentialV (t) that displays only real stochastic processes φ α . In this caseV (t) is purely Hermitian, and Eq. (15) is replaced by (
However, it is well known that a SSE of this kind generates a dynamics that cannot describe dissipative phenomena [8] . Dissipative dynamics are indeed unraveled by SSEs displaying an interaction potential (2) with complex stochastic processes [9, 21] (provided that the system operators are Hermitian). Since the previous calculations explicitly show that the unravelling (13) with complex noises leads to a dynamics that is not TP, we now investigate whether it is possible to obtain such a TP map starting from a SSE different from (13) . We do so by adding new terms to the stochastic mapΦ t , and we seek the conditions on these new terms such that the average map is TP. We stress that one might make M t trace preserving by modifying directly the k n (τ n ) of Eq. (15). This operation, though leading to a TP map, does not guarantee that M t preserves the factorized structure of Eq. (14), which is an essential requirement to obtain a SSE unravelling it. The most general modification ofΦ t is obtained by adding a sum of operatorsÔ n (τ n ), that leads to a new mapΞ t :
where the operatorsÔ n (τ n ) are of order n in the system operatorsf α . We further stress thatÔ n (τ n ) are deterministic: if they were stochastic they would lead to a new map that could be rewritten in the form (4) 
with
The super-operators H + n , A − n are built -with the known rules-respectively from the Hemitian and anti-Hermitian parts ofÔ:
By performing the trace of Eq. (20) , one finds that the averaged map N t is trace preserving if the following condition is satisfied (see Appendix B):
where the super-operators f ↼± are defined asÔ f ↼± =
Of ±fÔ, and the arrow denotes the fact that these superoperators are acting on the left. We recall thatl 1 = − because of the trace operation (see Eq. (16)). We then find that the request of N t being TP map can be satisfied -for a generic noise-if a multi-time anti-Hermitian operator of the form in Eq. (22) is added to the mapΞ t . Accordingly, by replacing Eq. (22) in Eq. (19) we obtain the structure of a general stochastic map that generates an average CPTP dynamics. Interestingly, the fact that only the anti-HermitianÂ n are involved in the TP condition implies that the Hermitian contributionsĤ n can be chosen freely. This degree of freedom can be exploited to tune the average dynamics obtained from a stochastic evolution in such a way that it recovers an open system dynamics. In other words, one can chooseĤ n in such a way that Eq. (20) is equivalent to Eq. (7). However, the cumbersome condition (22) did not allow us to find an explicit expression forĤ n satisfying this requirement. One might question whether this issue can be overcome by finding a simpler expression than Eq. (22), e.g. by decomposing the operatorÔ n over the set {f α }. Unfortunately, such a decomposition works only in the Gaussian case. The calculations showing this are rather instructive and we reported them in Appendix B. As a matter of facts, there are two cases for which one can obtain the explicit expression forĤ n : when all operatorsf α (t) commute at any time ([f α (t),f α (τ )] = 0), and the Gaussian case (stochastic processes characterized only by their first two cumulants). The first case is trivially solved and we will not report it here, while the Gaussian case is more interesting and it will be considered it in the next section.
IV. GAUSSIAN UNRAVELLING
We consider complex Gaussian stochastic processes, i.e. those completely characterized by their first two cumulants:
The CPTP stochastic map (19) associated to such processes simplifies tô
where we are now making use of the Einstein convention of summing over repeated indexes. In this specific case we can setĤ 1 (τ ) = 0, and determine the operatorĤ 2 (τ 2 ) in such a way that the average map reproduces the effective gaussian map generated by the trace over an environment
Replacing this equation in Eq. (26) we obtain the following expression for the stochastic map (26) simply gives a shift of the mean value of φ α , we absorb it as follows
in order to simplify the notation. This leads tô
with the following conditions on the new φ:
Equation (27) is the most general Gaussian, nonMarkovian stochastic map that unravels a CPTP dissipative dynamics, and coincides with the one first obtained in [16] for φ α = 0. In order to find the SSE associated to this map, we need to differentiate it with respect to t, obtaining
The main issue with this equation is that the operator f β (τ ) in the second line is entangled with the exponential through the time ordering. The approach most widely used to deal with this issue is to exploit the FurutsuNovikov theorem [22] , that allows to rewrite Eq. (29) as follows:
where δ/δφ β (τ ) denotes a functional derivative. However, this is just a formal and elegant rewriting of Eq. (29), that it is very difficult to exploit for practical purposes [8, 9, 13, 23] . We propose an alternative perturbative scheme, that has the merit of allowing for a recursive definition of the expansion terms for the time local generator. We rewrite Eq. (29) as follows
whereΛ t is a time-local representation of the nonMarkovian contribution to the dynamics. When inverted, this equation allows to write a formal expression forΛ t :
We adopt the same strategy as in [24] : we Taylor expand the stochastic map (26) to obtain
then after some manipulation and explicitly solving the time ordering (see Appendix D), we write the mapΞ t as follows:
where ⌊n/2⌋ denotes the floor function of n/2 (i.e. the greatest integer less than or equal to n/2), and P(a) is the permutation of the indexes a i ∈ {1, . . . , n}. We also expand the right hand side of Eq. (32) (see Appendix D for detailed calculation.):
Exploiting the result in Appendix B of [24] we can now rewrite the inverse map as:
Recollecting these results, replacing them in Eq. (32) and following the strategy in Appendix C of [24] , we eventually obtain the following perturbative series for theΛ t generator:
whose elementsL n are defined by the following recursive formulaL
It is important to stress that the order n in the expansion termsξ n ,d n andL n denotes the power of operatorŝ f α displayed by them. This allows to understand the series as an expansion in the coupling strength of the interaction, which provides a useful tool for the practical analysis of non-Markovian unravellings. Equation (30) instead, thought being much more elegant cannot be directly used -unless the functional derivative is knownfor explicit calculations. The explicit form of theL n is still rather involved, making the evaluation of higher orders cumbersome. However, for a specific class of physical systems this problem can be solved and an explicit unravelling obtained.
A. Bosonic quadratic Hamiltonian
We assume that the system of interest is bosonic and its free dynamics is described by a quadratic Hamiltonian. The advantage provided by this family of systems is that they allow to apply Wick's theorem to disclose the time ordering of Eq. (29). Indeed, these systems display linear Heisenberg equations of motions, and accordingly the commutators [f α (τ ),f β (s)] are c-functions. The strategy we adopt is the following: we start from Eq. (33) and, instead of solving explicitly the time ordering, we keep its formal expression. Differentiating Eq. (33) and exploiting the properties of the Cauchy product of two series and we obtain:
where the dots denote the same argument of the series of Eq. (33). Note that this is just a convenient rephrasing of Eq. (29). Our aim is to achieve an equation of the type (31), i.e. to express ∂ tΞt in terms ofΞ t . By applying Wick's theorem we find that the time ordering in the second line of Eq. (42) can be rewritten as follows:
where K (2) is a suitably defined kernel, and
is a Wick contraction (see Appendix E). We have been able to decompose the initial time ordering in two terms: one proportional toΞ t , and one displaying a time ordering that has the same structure as the initial one, but with a different kernel. We can then apply Eq. (43) to this new time ordering, and iterating this procedure we obtain (see Appendix E)
, with K (1) = K, and K (n) defined recursively through the following formula
The condition for convergence of the series is:
This equation provides the explicit non-Markovian unravelling for the family of bosonic quadratic systems, generalizing the result obtained in [8] for a specific model. Eventually, the average dynamics associated to this equation is described by the master equation obtained in [25] .
V. CONCLUSIONS
We have first investigated open quantum systems with non-Gaussian, factorized initial states, and we provided the conditions that the n-th order bath cumulants have to satisfy in order to provide a CPTP map. We then considered the class of linear SSEs with non-Gaussian stochastic processes, exploring the possibility of using them to construct CPTP dynamics. We found that when real stochastic process are considered the structure of the unravelling is trivial. We further showed that the structure of SSEs with complex noises that provide average CPTP maps is rather involved, and that there is a degree of freedom that needs to be tuned if one wants the SSE to unravel open quantum systems dynamics.
We eventually focused on Gaussian unravellings, providing a new perturbative expansion that relies on a recursive equation. This expansion, though being less elegant than the one displaying a functional derivative, allows to compute recursively the non-local term of the unravelling. Furthermore, for the family of quadratic bosonic systems, we have been able to provide an explicit operatorial expression for the unravelling.
In this Appendix we provide explicit calculation leading to Eqs. (7)- (8). We start from Eq. (6):
where f ± (φ ± ) are super-operators acting respectively on the system (environment) Hilbert space (definition in the main text), and · · · denotes the average over a certain measurable space (in this case the trace over the environment degrees of freedom).
We exploit the identity e ix = e log(e ix ) in order to rewrite this equation as follows:
where the exponent is equivalent to the limit
(A3) Exploiting functional calculus [27] , one can conveniently rewrite the logarithm in Eq. (A2) as follows
where δ/δε ± α (τ ) denotes a functional derivative. This expression is convenient because it allows to evaluate independently the system and the environment contributions to the system dynamics. One may notice indeed that, in the r.h.s. of Eq. (A4), the super-operators f ± acting on the system are all collected in the first exponential, while the remaining degrees of freedom are displayed only by the logarithm. Expanding the exponential function of the system super-operartors f ± α (τ ) and resolving its time ordering one obtains
where P q denotes all the permutation of the indexes k q ∈ {+, −}, such that there is a q number of minus super-operators. Performing the limit of ε ± α (τ ) → 0 one eventually obtains
where the contribution given by the auxiliary degrees of freedom is described by the ordered cumulants:
A more explicit expression for the cumulants can be obtained by exploiting Ursell formula [28] , i.e.
where P is a partition of {1, . . . , n} with cardinality | P|, P ∈ P is a set of the partition P, and p one element of the set P . Exploiting Eq. (A6) in Eq. (A1) and introducing the new symbol
we eventually obtain Eq. (8) 
Exploiting the cyclicity of the trace we can rewrite the equation as
where the super-operator k This condition is rather cumbersome, and one might argue that a simpler one can be obtained by expanding the operatorsÔ n (τ n ) over the set {f α } as follows:
where the K α1···αn are complex kernels. However, we now show that a decomposition of this kind works only in the Gaussian case, while it is not instructive for noises with cumulants higher than the second. With the choice (B3), the stochastic map (19) generates the average dynamics (20) with (see Appendix C)
where ⋄ = + when q is even, ⋄ = − when q is odd, and we have introduced
One notices that the structure of the super-operators O n (τ n ) is close to that of k n (τ n ). The relevant difference is that, unlike C, K depends only on the number q of plus signs of the array (l 1 , · · · l n ), not on the array itself (note different superscripts). Substituting Eqs. (15) and (B4) in Eq. (20) one finds
By performing the trace of this equation, one finds that the averaged map N t is TP only if the following conditions are satisfied: ∀n ∈ N, q ≤ n C −l2···ln
We recall thatl 1 = − because of the trace operation (see Eq. (16)). Since the identities of Eq. (B6) must hold for any array (l 2 , · · · l n ), they represent a system of 2 n−1 independent equations. However, at any order n there are only two free variables:
This is a consequence of the fact that C depends on the array (−,l 2 , · · ·l n ), while K depends only on the number of minus signs in such an array. Accordingly, we can conclude that the system (B6) admits solution only for n ≤ 2, and that the decomposition (B3) allows to obtain the condition for a TP map only in the Gaussian case.
Appendix C
In this Appendix we derive Eqs. (B4) for the modified map N t . It is convenient to introduce the left-right formalism denoting by a superscript L (R) the operators acting onρ from the left (right) [26] . The map N t = Ξ t ρΞ † t , defined in the main text, can be then written as:
We introduce the super-operator O n (τ n ):
which, making use of Eq. (B3) and of the identity K ± = (K ± K * )/2, can be rewritten as follows:
Further rewriting f R/L in terms of f ± = (f L ± f R )/2, we obtain 
where P q is the permutation of the indexes l i such that q is the number of plus signs in the array (l 1 , · · · , l n ), and α i denotes the sum over all {α 1 , · · · , α n }. The last line of this equation shows that the terms proportional to K + (K − ) with odd (even) q are zero, allowing to rewrite the O n (τ n ) as follows
where ⋄ = + when q is even, ⋄ = − when q is odd, providing us with Eq. (B4).
Appendix D
In this Appendix we provide explicit calculation for the series expansion of Eqs.(35)-(37). Since our aim is to provide a series in powers of interaction operatorsf α , we need to rearrange the series in Eq. (33) because this contains terms with powers of interaction operators in the range [n, 2n]. The strategy is to disentangle the two series in Eq. (33) by exploiting the properties of the Cauchy product of two series:
Notice that, at each increment of k the order of thef α increases by two, while at each increment of n it increases just by one. We replace k → ⌊k/2⌋ in order to have the same order of operatorsf α in both series and obtain:
