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INTRODUCTION
I Contexte général
La biosphère terrestre, du fait de son rôle d’interface entre la géosphère et
l’atmosphère joue un rôle majeur dans le système climatique global en conditionnant, entre
autres, les échanges d’eau, de carbone et d’énergie. Depuis quelques années, celle-ci subit des
changements préoccupants sous l’effet de forçages climatiques et anthropiques (Rapport final
du groupe intergouvernemental sur l'évolution du climat : GIEC, 2001). Dans ce contexte, le
phénomène de désertification a été reconnu par la communauté internationale comme un
problème environnemental global majeur (United Nations Conference on Environment and
Development :  UNCED,  1992). L’enjeu est de préserver l’équilibre écologique des terres
semi-arides qui représentent 35 % des terres émergées et où vivent plus de 250 millions de
personnes. En Afrique occidentale, notamment, les pays sahéliens n’ont cessé de fournir
matière à préoccupations et à réflexions tout au long des trois dernières décennies
(Convention to Combat Desertification : CCD, 2001). Le Sahel, transition entre le désert du
Sahara au nord et les savanes soudaniennes au sud, se caractérise par une courte saison des
pluies et une longue saison sèche. La productivité de la végétation naturelle et des cultures est
étroitement liée à ce régime de précipitation exigeant. C’est une région du monde, depuis
longtemps déjà, en crise. En effet, le Sahel subit simultanément un épisode sec depuis la fin
des années 60, et une augmentation importante de sa population. Les manifestations les plus
frappantes sont les déficits chroniques de pluies qui touchent la région plusieurs fois par
siècle. Les années 1973 et 1984, durant lesquelles la famine frappa les hommes et décima les
troupeaux, furent particulièrement dramatiques (Raynaut et al., 1997). Sur le terrain les
manifestations d’une perturbation environnementale durable se multiplient : mort des arbres
(Mainguet, 1990 ; Chamard and Courel, 1999), stérilisation de vastes espaces qui deviennent
impropres aux cultures (Le Houérou, 1989), formation d’îlots dégradés autour des villages …
Face à un tel constat, on a souvent parlé de désertification et des prédictions apocalyptiques
ont annoncé l’avancée inexorable du désert (Forse, 1989).
Toutefois, la distinction entre dégradation et désertification d’une part et sécheresse
d’autre part n’est pas toujours clairement établie. Il est maintenant indéniable que les
sécheresses ont toujours été un phénomène récurrent de la vie au Sahel. La sécheresse
entraîne une baisse de la production de l’écosystème. Néanmoins, si cette sécheresse cesse -Introduction
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que la quantité de pluie revient à sa valeur normale - alors la productivité et tous les facteurs
édaphiques qui y contribuent sont régénérés et il n’y a pas, à proprement parler, de processus
de désertification au sens récemment proposé par les Nations Unies : « la désertification est
une dégradation des terres arides et semi-arides résultant de facteurs climatiques et
anthropiques » (UNCED, 1992).
De nombreux cas de dégradation locale au Sahel ont été soulignés : Lamprey (1975),
notamment, à partir de relevés de terrain, annonça une progression du désert vers le sud à la
vitesse de 5.5 km/an. Ce chiffre fut repris par l’ensemble des media mais contesté par la suite
par les travaux de Helldèn (1988). Charney et al. (1975) puis Xue (1997) et Zeng et al. (1999)
incriminent la désertification dans l’occurrence des sécheresses. Des simulations à l’aide de
modèles dynamiques d’échanges sol-végétation-atmosphère montrent qu’une augmentation de
l’albédo terrestre (dû au surpâturage et à la surexploitation des terres) provoquerait une perte
radiative et que le refroidissement associé entraînerait des subsidences (mouvements
verticaux descendants dans la troposphère) synonymes d’une baisse des précipitations. En
plus de ces considérations régionales, le régime de mousson en Afrique de l’ouest fait partie
du système climatique global comme en témoignent les fortes corrélations observées entre les
températures de surface des océans et les précipitations tropicales (Fontaine et al., 1998 ; Xue
et Shukla, 1998) ainsi que le lien existant entre l’étendue du désert du Sahara et l’occurrence
du phénomène El niño (Oba et al., 2001).
L’idée d’une dégradation touchant la totalité du Sahel avec la même intensité ne peut
cependant être défendue avec les données dont nous disposons actuellement (Mainguet,
1994 ; Prince et al., 1998) : l’étendue des zones touchées par la désertification a sans doute été
grandement exagérée (Nicholson et al., 1998). De plus, il convient de faire une distinction
entre la partie nord sahélienne essentiellement pastorale et le sud où les aires cultivées
prédominent et où les densités de population sont bien plus élevées (jusqu’à 148 habitants /
km² sur les espaces cultivables du Niger). Cette distinction a une conséquence importante :
alors que les risques de dégradations environnementales sont modérés dans la partie la plus
septentrionale, occupée par des pasteurs exerçant une activité d’élevage extensif, et
principalement dus au climat, ils sont forts et principalement dus à des difficultés de gestion
(surexploitation des terres, concurrence culture-élevage, non respect des durées de jachères)
dans la zone méridionale (Hiernaux and Turner, 2000). Cette distinction est rarement faite
quand les travaux traitent du Sahel dans son ensemble. De plus, la plupart des zones ayant étéIntroduction
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qualifiées de «  désertifiées  » par Lamprey (1975) étaient simultanément touchées par une
décroissance à long terme des pluies. Enfin, les fortes variations de la productivité
interannuelle rendent d’autant plus difficile l’extraction de tendance (Héllden, 1988). Dregne
et Tucker (1988) soulignent à ce propos la nécessité de réaliser des observations sur de
longues périodes de temps, à la fois sur le terrain et à l’aide de la télédétection satellitale.
Aujourd’hui, il existe donc un réel besoin d’évaluation globale d’une possible dégradation de
la région sahélienne sous l’effet des forçages climatiques et anthropiques. Ceci est vrai pour
les instances politiques qui doivent mettre en place des stratégies de gestion adaptées et
durables. C’est aussi le cas des scientifiques dans le contexte de la compréhension des
changements climatiques globaux et de leurs répercussions sur le devenir des écosystèmes
(Schlesinger et al., 1990, Xue, 1997).
Dans ce contexte, la télédétection est un outil privilégié d’observation pour quantifier
l’évolution de la végétation et des sols grâce à la vision globale et à long terme qu’elle
procure. La série d’instruments AVHRR (Advanced Very High Resolution Radiometer) de la
NOAA (National Oceanographic and Atmospheric Administration), depuis 1981, dans le
domaine visible et les capteurs SMMR (Scanning Multi-channel Microwave Radiometer) /
SSMI (Special Sensor Microwave/Imager), depuis 1978, dans le domaine des
hyperfréquences passives, ont été jusqu’à présent les seuls à témoigner de la dynamique de la
végétation à l’échelle globale. Dans un premier temps, l’exploitation de l’information
satellitale s’est faite de manière empirique par l’intermédiaire d’indices spectraux comme le
désormais célèbre NDVI (Normalised Difference Vegetation Index) de Tucker (1979) qui
témoigne de l’activité photosynthétique de la végétation. A partir de cet indice mesuré par le
capteur AVHRR, Dregne et Tucker (1988) tentèrent de définir la frontière Sahara-Sahel
pendant la période 1981-87. La valeur seuil pour cette frontière a été estimée à 500 kg de
masse herbacée sèche par hectare, valeur qui correspond au seuil de détection du capteur
AVHRR (Justice and Hiernaux, 1986). Les auteurs concluent qu’une telle frontière montre de
grosses fluctuations inhérentes à cette région en raison des fortes fluctuations climatiques
qu’elle subit. Tucker  et al. (1991, 1994) puis Nicholson et al. (1998) ont repris cette étude sur
une période temporelle plus longue (de 1980 à 1995 pour ce dernier article), et ont été les
premiers à montrer, à cette échelle, une bonne regénération du milieu en terme de productivité
primaire nette avec le retour à une pluviosité normale depuis le début des années 90 (1994 et
1999 ayant été deux années exceptionnelles de ce point de vue - Nicholson et al., 1996 ;
Mougin et al., 2000b-). Ils infirmèrent ainsi les conclusions alarmistes sur l’extension duIntroduction
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désert de Lamprey (1975). Les mêmes propos sont tenus par Prince et al. (1998) à partir de
l’étude de l’évolution du Rain Use Efficiency, qui témoigne de la production végétale par mm
de pluie, dérivé des mesures par satellites (capteur AVHRR).
Cependant, des études récentes montrent que ces données satellitales doivent être
utilisées avec précaution à cause de problèmes liés à la physique de la mesure (Maisongrande
et al., 1995 ; Gutman, 1999), aux perturbations atmosphériques (article 1
* : Frison et al., 2000)
et à la limite de détection des capteurs optiques pour les faibles recouvrements végétaux
rencontrés dans les zones semi-arides (Hiernaux and Justice, 1986 ; Leprieur et al., 2000).
Dans le domaine des hyperfréquences actives (ou domaine radar), le seul jeu de données
multi-temporelles disponibles actuellement à l’échelle globale provient des diffusiomètres-
vent des satellites ERS (European Remote Sensing Satellite) depuis juillet 1991 et du
diffusiomètre américain QUICKSCAT (NASA’s Quick Scatterometer) depuis juin 1999. Ces
données sont peu perturbées par l’atmosphère et présentent une plus forte sensibilité aux
faibles masses végétales de la région sahélienne que les capteurs opérant dans le domaine
optique (Frison and Mougin, 1996b ; Jarlan et al., 2000). Initialement destinés à l’estimation
des champs de vents au dessus des océans, les diffusiomètres-vent ont montré de fortes
potentialités pour le suivi de la végétation terrestre à l’échelle globale du fait de leur
répétitivité temporelle élevée (1 observation tous les 5 jours en moyenne) et de leur résolution
spatiale (>25 km) adaptée à une observation globale (Mougin et al., 1995b ; Frison et Mougin,
1996a). En zone semi-aride notamment, le potentiel de ces instruments résulte de leur forte
sensibilité aux variations des paramètres de surface : principalement la masse herbacée et
l’humidité volumique de surface (Magagi et Kerr, 1997 ; Frison et al., 1998 ; Wagner and
Scipal, 2000 ; Woodhouse et Hoekman, 2000). Il s’agit de deux paramètres clés en zone
sahélienne. La masse herbacée en fin de saison de croissance fournit une estimation de la
productivité primaire nette de l’écosystème sahélien et l’humidité de surface conditionne le
flux évaporatif.
La mise au point d’une méthodologie générale d’extraction d’information quantitative
à partir des mesures satellitales passe par la compréhension et donc la modélisation de
l’interaction entre l’onde électromagnétique et les constituants de la surface (sol ou/et
végétation)  : modèle de réflectance dans le domaine optique et proche infrarouge et de
rétrodiffusion dans le domaine des micro-ondes actives. Le « problème direct » consiste à
répondre à la question : connaissant les caractéristiques de la surface observée, le modèleIntroduction
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utilisé permet-il d’expliquer le signal temporel satellital observé ? Il s’agit d’une étude de
compréhension préalable à la restitution des paramètres de surface par inversion de ces
modèles (ou « problème inverse »). La plupart du temps, l’inversion ne peut être résolue de
manière analytique et doit donc être vue comme une optimisation pendant laquelle on
recherche un jeu de valeurs des paramètres décrivant la surface observée qui explique « au
mieux  » les observations satellitales. Si un effort considérable a été investi sur le
développement de modèles physiques rigoureux (problème direct), les efforts doivent
maintenant porter sur le développement de méthodes d’optimisation pouvant s’appliquer à
l’inversion de tels modèles (Ulaby, 1998 ; Kimes et al., 2000).
II Travail réalisé
L’objectif du présent travail est d’évaluer l’apport des données acquises par les
nouveaux capteurs que sont les diffusiomètres spatiaux pour l’extraction des paramètres de
surface au Sahel à la résolution de ces capteurs (> 25 km). Les paramètres d’intérêt sur
lesquels nos travaux sont focalisés sont la masse herbacée et l’humidité de surface. Le
paysage sahélien est composé d’une mosaïque de sols nus et de surfaces couvertes de
végétation dont l’agencement varie en fonction de l’échelle spatiale considérée. Cette
hétérogénéité multi-échelle rend délicate la séparation des contributions du sol et de la
végétation sur le signal satellital total. L’estimation des caractéristiques de surface à partir des
données des diffusiomètres spatiaux n’est donc pas une tâche facile et pour cela, la
modélisation est nécessaire. En étape préliminaire à l’inversion, nous nous proposons de
poursuivre l’effort de modélisation du paysage sahélien entamé au CESBIO dans le cadre des
travaux de Pierre-Louis Frison (Frison, 1997). Il s’agira notamment d’étendre spatialement la
validation du modèle de rétrodiffusion proposé pour des conditions climatiques et
géomorphologiques différentes représentatives du Sahel sableux. Pour ce faire, nous avons ici
utilisé conjointement un modèle de rétrodiffusion radar et le modèle de fonctionnement de la
végétation herbacée sahélienne STEP (Mougin et al., 1995a). Ce modèle fournit l’évolution
temporelle des variables nécessaires à la description de la surface observée pour le modèle de
rétrodiffusion radar. La confrontation des simulations du coefficient de rétrodiffusion
résultantes avec les observations satellitales ERS sur plusieurs sites sahéliens (région du
Gourma au Mali) permet la validation du modèle et son utilisation avec une certaine
confiance dans un schéma d’inversion (article 2 : Jarlan et al., 2001a). L’influence des arbres
sur le signal satellital, non pris en compte dans le modèle initial et dont la densité croit selonIntroduction
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une direction nord-sud au Sahel, est évaluée. Les données du capteur SSM/I ont également
fait l’objet d’une évaluation pour l’estimation des paramètres de surface (article 1 : Frison et
al., 2000). Ces derniers travaux ont notamment montré la trop forte sensibilité aux conditions
atmosphériques des observations hyperfréquences passives actuellement disponibles pour
l’estimation des paramètres de surface au Sahel. Ces travaux ne sont pas détaillés dans ce
manuscrit.
La deuxième partie de ce travail de thèse porte sur les méthodes inverses. Dans un
premier temps, les évolutions temporelles de l’humidité volumique de surface et de la masse
herbacée sont recherchées par inversion d’un modèle de rétrodiffusion simplifié à partir des
données du diffusiomètre ERS (article 3 : Jarlan et al., 2001b). La simplification consiste à
exprimer tous les termes intervenant dans la simulation de l’observation satellitale en fonction
des deux paramètres de surface recherchés. Le problème inverse est analysé en détail et
montre : (1) la faible contrainte des données du diffusiomètre ERS pour l’estimation de ces
paramètres de surface, en particulier, l’humidité volumique qui témoigne d’une grande
variabilité temporelle ; (2) comment les non linéarités des équations du modèle perturbent
l’estimation des paramètres de surface. Durant l’étape suivante, afin de mieux contraindre
notre problème inverse, les sorties d’humidité volumique de surface simulée un modèle de
bilan hydrique, forcé par les champs de pluies issus des données du capteur METEOSAT,
sont utilisées en entrée d’un modèle de rétrodiffusion radar représentant le couvert végétal de
manière plus fine. L’humidité de surface sera sans doute accessible dans le futur à l’aide du
micro-satellite SMOS (Kerr, 1998). Cette connaissance a priori de l’humidité de surface
permet d’utiliser la version initiale du modèle de rétrodiffusion radar et ainsi de rechercher, en
plus de la masse herbacée, l‘évolution temporelle de l’humidité pondérale de la végétation. Ce
dernier paramètre a un effet perturbateur en télédétection radar quand l’accent est mis sur
l’estimation de la masse herbacée. D’un point de vue méthodologique, l’inversion est réalisée
à l’aide d’un algorithme d’optimisation adapté aux non-linéarités des équations du modèle et à
la plus forte dimension du problème  : l’algorithme de stratégies évolutives de l’équipe
« Evolutionnary Computation » de l’école Polytechnique de Paris (Schoenauer, 1997). Enfin,
après confrontation des valeurs de masse herbacée inversées avec des mesures de terrain, ces
résultats sont étendus à l’échelle régionale (fenêtre de 500*500 km²), centrée sur la région du
Gourma Malien pour deux saisons de croissance contrastées. Cette région est essentiellement
pastorale, les densités de culture, et plus généralement les contraintes anthropiques sont donc
extrèmement faibles.Introduction
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Après une brève présentation des principes de la mesure par diffusiométrie et un état
de l’art sur l’utilisation des diffusiomètres pour le suivi des surfaces continentales (chapitre I),
l’accent est mis sur les méthodes d’optimisation (chapitre II). Enfin, ces méthodes sont
appliquées à l’estimation des paramètres de surface au Sahel Africain dans le chapitre III.
Ces travaux ont été co-encadrés par Eric Mougin (chargé de recherches CNRS au
Centre d’Etudes Spatiales de la Biosphère, Toulouse) et Pierre Mazzega (chargé de recherches
CNRS au Laboratoire d’Etudes en Geophysique et Océanographie Spatiales, Toulouse) et
réalisés en collaboration étroite avec Pierre-Louis Frison (Maître de Conférences à
l’Université de Marne la Vallée, Laboratoire de géomatériaux) et Pierre Hiernaux (Chercheur
au International Livestock Research Institute, Niamey, Niger). Les données du diffusiomètre
ERS ont été mises à disposition par l’Agence Spatiale Européenne dans le cadre d’un projet
scientifique ERS (Mougin et al., 1995c), celles du satellite QUICKSCAT par le PODAAC -
Physical Oceanography Distributed Archive Center - (http://podaac.jpl.nasa.gov/quickscat).
Au CESBIO (Centre d’Etudes Spatiales de la BIOsphère), ces travaux ont été effectués dans
le cadre du projet global dont l’objectif est le suivi des variations interannuelles de l’activité
végétale terrestre aux échelles globale et semi continentale (responsables : M. Leroy/Y. Kerr,
projet d’UMR CESBIO, 2000). Cette étude a bénéficiée d’un financement par le Programme
National de Télédétection Spatiale (Mougin, 2000a).CHAPITRE I :
LA TELEDETECTION PAR
DIFFUSIOMETRIE DES SURFACES
CONTINENTALESChapitre I : La télédétection par diffusiométrie des surfaces continentales
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Contrairement aux radiomètres optiques, les diffusiomètres-vent, originellement destinés à
l’estimation des champs de vent au dessus des océans, sont des instruments actifs : ils ont leur
propre source d’illumination et de ce fait réalisent leur acquisition de jour comme de nuit. Ils
transmettent des impulsions électromagnétiques dans le domaine des hyperfréquences
(domaine de fréquence globalement peu perturbé par l’atmosphère) et mesurent la puissance
rétrodiffusée par la surface illuminée. Dans ce chapitre, sont présentées les principales
caractéristiques des deux instruments utilisés dans cette thèse ainsi qu’une synthèse des
travaux récents en diffusiométrie des surfaces terrestres mais tout d’abord un bref historique
et quelques rappels sur la mesure radar.
I.1 LA TELEDETECTION PAR DIFFUSIOMETRIE
I.1.1 Bref historique
La mesure radar trouve son origine dans le développement de technologies à des fins
militaires. Les premières recherches de la Royal Air Force ont donné suite aux premières
applications radar pour la caractérisation des surfaces terrestres. C’est le Professeur Peake
(Peake, 1959) de l’Université du Michigan qui fournit, entre 1955 et 1960, les premières
tables de rétrodiffusion à plusieurs fréquences ainsi que les premiers modèles de
rétrodiffusion des surfaces terrestres. Les premières observations radars depuis l’espace datent
des années 70 avec le laboratoire spatial Skylab de la NASA (Moore et al., 1974), suivi par le
lancement de Seasat-A en 1978 avec à son bord, le diffusiomètre SASS - Seasat A
Scatterometer System - (Johnson et al., 1980). La mission n’aura malheureusement duré que 3
mois. Malgré ses faibles performances radiométriques au regard de ce qui se fait aujourd’hui,
elle aura permis de montrer l’intérêt de telles mesures pour la caractérisation des surfaces
continentales (Kennet and Li, 1989a et b). Par la suite, les premières missions civiles
débutèrent sous l’impulsion des équipes du JPL (Jet Propulsion Laboratory, NASA) avec les
missions SIR-A (Shuttle Imaging Radar) en 1982 et SIR-B en 1985. C’est réellement avec le
lancement du satellite européen ERS-1 en juillet 1991 que débutèrent les premières études des
surfaces terrestres depuis l’espace. Ce satellite a été suivi, en juillet 1995, d’ERS-2, ayant les
mêmes caractéristiques et assurant ainsi la continuité de l’observation. Ils emportent à bord
deux instruments radar : un radar à synthèse d’ouverture (Synthetic Aperture Radar ou SAR)
et un diffusiomètre (Windscatterometer ou WSC). Le SAR a, jusqu’à présent, remporté
quasiment tous les suffrages pour le suivi des surfaces terrestres de part sa résolution spatiale
de l’ordre de 30 m adaptée à la diversité des surfaces. En contrepartie, sa répétitivitéChapitre I : La télédétection par diffusiométrie des surfaces continentales
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temporelle est faible (35 jours) et ne permet pas une observation des phénomènes de surface
dont la durée caractéristique est du même ordre de grandeur ou inférieure à cette répétitivité.
C’est notamment le cas sur des régions comme le Sahel Africain, où le développement de la
végétation a lieu pendant la courte saison des pluies (2-3 mois). Malgré leur faible résolution
spatiale (> 25 km), les diffusiomètres constituent donc un apport indéniable pour le suivi des
parmètres de surface de part leur répétitivité temporelle élevée (5 jours en moyenne pour
ERS). C’est sur cette répétivité temporelle que s’appuie tous les schémas d’inversion. En ce
qui concerne la diffusiométrie (figure I.1), outre les satelittes ERS-1 et 2, le capteur NSCAT
(NASA Scatterometer) à bord d’ADEOS I (Advanced Earth Observing Satellite) a été lancé en
août 1996. Après neuf mois de fonctionnement, l’agence spatiale japonaise NASDA (National
Space Development Space Agency of Japan) a perdu le contrôle du satellite. Pour pallier la
perte de NSCAT, la NASA a lancé l’instrument Seawinds à bord de QUICKSCAT (Quick
Scatterometer) en juin 1999. Les lancements d’ADEOS II en 2002, qui embarquera également
à son bord le capteur Seawinds, et de METOP (Meteorological Operationnal), devraient
assurer le futur de l’observation terrestre par diffusiométrie. L’instrument ASCAT (Advanced
SCATterometer) à bord de METOP, qui sera lancé en 2003, utilisera la même longueur
d’onde que le WSC des satellites ERS.
I.1.2 Principe de la mesure radar
Figure I.1 : Historique de la diffusiométrie spatiale
(satellite/instrument).
1975 1980 1985 1990 1995 2000 2005
ERS-1/WSC
1991Î2000
Seasat/ SASS
1978
ADEOS II
/ Seawinds
METOP /
ASCAT
QUICKSCAT/Seawinds
1999 Î
ADEOS I / NSCAT
1996 Î1997
ERS-2/WSC
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I.1.2. a Mesure du coefficient de rétrodiffusion
La technique d’un diffusiomètre consiste à émettre une onde électromagnétique quasi-
monochromatique et à mesurer ce qui est diffusé dans la direction du capteur par la surface
illuminée. L’antenne radar émet et reçoit des signaux à une fréquence f, sous la forme d’une
séquence d’impulsions de durée τ. Jusqu’à présent, les seules fréquences utilisées par les
diffusiomètres spatiaux sont 5.3 GHz (bande C pour le diffusiomètre ERS) et 13.4 GHz
(bande Ku pour Seawinds), ce qui correspond à des longueurs d’onde respectivement,
d’environ 5.7 cm et 2.2 cm.
L’onde délivrée par le radar est, de plus, caractérisée par sa direction de propagation
par rapport à la verticale - l’angle d’incidence θ - et la direction de son champ
électromagnétique par rapport au plan d’incidence - la polarisation – (figure I.2). En
télédétection radar, on a coutume de distinguer 4 configurations de polarisation : HH, VV, HV
et VH où la première lettre correspond à l’onde émise et la deuxième à l’onde reçue (H pour
horizontal et V pour vertical). Seules les configurations VV et HH sont utilisées par les
diffusiomètres spatiaux actuels.
La mesure par l’antenne réceptrice de la puissance réfléchie Pr est ensuite reliée au coefficient
de rétrodiffusion σ
o par l’intermédiaire de l’équation radar qui tient compte du gain de
l’antenne et des facteurs de pertes des systèmes de réception et d’émission (Annexe A). Le
coefficient de rétrodiffusion est défini comme la puissance réémise par unité de flux incident,
Figure I.2 : Représentation des polarisations
incidentes horizontale (EH) et verticale (EV) et
de l’angle d’incidence θ.Chapitre I : La télédétection par diffusiométrie des surfaces continentales
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par unité de surface de la cible, et s’exprime généralement en décibels
(σ
o(dB)=10*log10[σ
o(valeur naturelle)]). Il s’agit d’une mesure qui caractérise la surface
observée, analogue à la réflectance bidirectionnelle spectrale utilisée dans le domaine visible
et proche infrarouge.
I.1.2.b Résolution spatiale
Dans le cas où les antennes réceptrice et émettrice sont situées dans la même position (cas des
capteurs spatiaux), on parle de radar monostatique et la distance capteur-cible est donnée par :
2
T c
d
⋅
= (I-1)
où T est le retard entre l’émission et la réception de l’onde et c la vitesse de la lumière.
Le dénominateur 2 exprime le fait que l’onde parcours deux fois la distance, un aller et un
retour. La résolution radiale Xr de la cellule (dans la direction d’émission de l’onde) dépend
de la durée d’une impulsion élémentaire τ (figure I.3). La résolution azimutale (dans la
direction de déplacement du capteur) dépend de la largeur du faisceau d’ouverture de
l’antenne  Φ et de la distance cible-capteur. On montre, en effet, que, dans le cas d’un
diffusiomètre à visée latérale, cette résolution peut s’écrire (Ulaby et al., 1982) :
) cos(θ
Φ ⋅
=
h
Xa (I-2)
Où h est la hauteur du capteur, Φ, la largeur du faisceau d’ouverture de l’antenne et θ
l’angle d’incidence (figure I.4). Or Φ est approximativement égale au rapport de la longueur
d’onde λ sur la longueur de l’antenne L. De ce fait, plus l’antenne sera longue, meilleure sera
la résolution. Pour des raisons techniques (capacités de portance du vecteur et coût de
fabrication), il est impossible de mettre en orbite des antennes d’une longueur supérieure à
quelques mètres. Il est donc a priori impossible d’obtenir une bonne résolution azimutale.
C’est pour pallier cette difficulté qu’a été développée la technique du radar à synthèse
d’ouverture (ou SAR). En contrepartie d’une meilleure résolution spatiale (~ 30 m en général),
sa couverture spatiale est faible et il n’est que peu utilisé pour des études aux échelles globale
ou semi-continentale.Chapitre I : La télédétection par diffusiométrie des surfaces continentales
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Pour le diffusiomètre vent des satellites ERS, la résolution azimutale pour l’antenne centrale
(à visée latérale) est comprise entre approximativement 18,7 km et 26,1 km (λ=5.7 cm,
L=2.5m, h=780 km et θ varie de 18° à 47°).
I.1.2.c Résolution radiométrique
Un diffusiomètre fournit une valeur du coefficient de rétrodiffusion σ
0 représentative
de la surface observée. La mesure radar est perturbée par le speckle qui est un bruit
radiométrique lié à la nature cohérente de l’onde radar. Un traitement de réduction du
speckle est donc nécessaire.
La surface illuminée par l’onde peut être interprétée physiquement comme un ensemble de
diffuseurs élémentaires. Dans le cas des surfaces terrestres, les diffuseurs sont les éléments
élémentaires d’un couvert végétal (troncs, branches, feuilles) et les particules de sol. Chaque
diffuseur élémentaire k diffuse l’onde avec une amplitude Ak et un déphasage Φk particuliers.
Dans le plan complexe, la réponse finale peut s’écrire comme la somme vectorielle de
chacune des N réponses individuelles (normalisée par le facteur 1 N ) :
∑
=
= = + =
N
k
j
k
j k e A
N
e A jq i A
1
1 φ φ (I-3)
Figure I.4 : résolution azimutale Xa d’un radar à
visée latérale.
Figure I.3 : résolution radiale Xr d’un radar à visée
latérale en fonction de la durée d’une impulsion
élémentaire τ.Chapitre I : La télédétection par diffusiométrie des surfaces continentales
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Le déphasage Φk est fonction de la distance entre le capteur et le diffuseur élémentaire. Si le
capteur voit la cible sous une autre configuration de visée, toutes les phases Φk changeront,
entraînant une variation de  A . L’observation successive de la même surface par un capteur
en mouvement entraîne donc une variation de l’amplitude du signal capté.
Sous l’hypothèse d’un speckle dit pleinement développé, on montre que i et q sont la somme
de N variables aléatoires indépendantes. Si on admet que N est suffisamment grand (grand
nombre de diffuseurs sur la surface illuminée), il apparaît que i et q sont distribuées selon une
gaussienne de moyenne nulle et d’écart-type σ dépendant de la surface (Goodman, 1985).
L’amplitude de la valeur du pixel complexe est donnée par 
2 2 q i A + =  et son
intensité par I = A
2. On montre alors que la loi de distribution du speckle en intensité est une
loi exponentielle de moyenne <I> = 2σ
2 et de variance Var(I) = <I>
2 = (2σ
2)
2
Dans le cas d’une détection quadratique (cas du diffusiomètre des satellites ERS), la
sortie du récepteur est proportionnelle à l’intensité de l’onde reçue. On montre alors que la
variance du signal reçu est réduite d’un facteur M lorsqu’on moyenne M échantillons
indépendants (appelés vues) de la cible (Ulaby et al., 1982):
Var I
I
M
() =
2
(I-4)
I désignant l’intensité du signal provenant de la cible.
Plus le nombre M de vues est grand, et plus la réduction du speckle est importante.
Le principe d’acquisition d’un diffusiomètre est donc le moyennage d’un grand nombre de
vues pour obtenir une variance du signal minimum. Cependant, cette réduction de la
dispersion radiométrique se fait au détriment de la résolution spatiale. Le temps d’intégration
permet généralement d’intégrer plusieurs impulsions. L’intégration se fait séparément pour
chaque cellule de résolution radiale au sol Xr (figure I.5). Le diffusiomètre WSC effectue une
moyenne sur environ 384 vues indépendantes pour une résolution spatiale finale proche de 50
km (47 km) alors que le SAR des satellites ERS effectue une moyenne sur 1 ou 3 vues pour
une résolution spatiale finale de l’ordre de 30 m.Chapitre I : La télédétection par diffusiométrie des surfaces continentales
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X a
v
X r
S
θ
θ r
θΜ
a)
Cellule de résolution 
Xr
Surface illuminée
après intégration
b)
Figure I.5 : a) diffusiomètre à ouverture latérale - b) cellule de résolution (d’après Frison, 1997)
La résolution radiométrique est couramment fixée à l’écart-type de la mesure du
coefficient de rétrodiffusion. Elle est évaluée par le paramètre Kp défini selon:
r
r
p
P
P
K
ˆ
) ˆ var(
= (I-5)
où  $ P r  désigne la puissance mesurée par l’instrument. L’équation radar (annexe A) permet
d’en déduire la relation (Fischer, 1972):
0
0
ˆ
) ˆ var(
σ
σ
= p K (I-6)
où  $ σ 0 désigne le coefficient de rétrodiffusion estimé à partir de la puissance mesurée  $ P r .
La valeur de Kp pour ERS est égale à environ 5%. Ce paramètre constitue une
évaluation du bruit radiométrique résiduel associé au speckle qui n’est qu’une des sources de
bruit affectant les mesures des diffusiomètres spatiaux. Le calcul de la déviation standard du
bruit des données pour les satellite ERS est détaillé dans Messeh et Quegan (2000) et Jarlan et
al. (2001b). Pour QUICKSCAT, la valeur de Kp est variable, le nombre de vues n’étant pas
identique pour toutes les configurations azimutales de visée.Chapitre I : La télédétection par diffusiométrie des surfaces continentales
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I.2 LES DIFFUSIOMETRES SPATIAUX
Dans cette partie, les caractéristiques générales ainsi que le mode de fonctionnement des
deux diffusiomètres utilisés dans ce travail sont succinctement décrits.
I.2.1 Le diffusiomètre vent des satellites ERS
I.2.1.a L’instrument
Le satellite ERS-1 a été lancé en juillet 1991. Trois cycles orbitaux de 3, 35 et 168
jours ont été effectifs depuis sa mise en fonctionnement. Ces différentes phases impliquent
différentes couvertures du globe. Le cycle orbital de 3 jours entraîne une couverture globale
incomplète mais avec une mesures des cibles observées tous les 3 jours dans la même
configuration d’observation. Les cycles de 35 jours et 168 jours (ce dernier étant très proche
du précédent puisqu’il comporte un pseudo-cycle de 37 jours) permettent au diffusiomètre
une couverture totale du globe avec une répétitivité temporelle moyenne d’environ 5 jours. Le
satellite ERS-2, lancé en avril 1995, est programmé pour un cycle de 35 jours sur toute la
durée de sa mission et est toujours opérationnel à l’heure actuelle. De ce fait, 10 ans de
mesures du coefficient de rétrodiffusion sont disponibles pour le suivi de la biosphère
continentale à l’échelle globale (1991-2001).
Le système AMI (Active Microwave Instrument), identique sur les deux satellites,
comprend un radar à synthèse d’ouverture (SAR) et un diffusiomètre (WSC). Leur système
d’émission commun empêche le fonctionnement simultané des deux instruments. Il
fonctionne en bande C, à 5.3 GHz, en polarisation verticale à l’émission comme à la
réception.
Le diffusiomètre possède trois antennes éclairant une fauchée à droite de la trace du
satellite : une à ouverture latérale (antenne du milieu ou ‘Midbeam’), les deux autres à
ouverture oblique (antennes avant - Forebeam, et arrière - Aftbeam). Ces deux antennes
pointent respectivement à 45° vers l’avant et vers l’arrière par rapport à l’antenne du milieu.
La figure I.6 montre le schéma de la géométrie d’acquisition de l’instrument. Les
caractéristiques du capteur sont détaillées dans Lecomte et Attema (1993), Frison et Mougin
(1996a) ainsi qu’à l’adresse suivante : http://earth.esa.int/ers/eeo4.144.html.Chapitre I : La télédétection par diffusiométrie des surfaces continentales
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Figure I.6 : Géométrie détaillée d’acquisition de ERS-WSC
Aftbeam
Midbeam
Forebeam
Trace du satellite
Direction de vol
I.2.1.b Les Données
L’ESA (European Space Agency), qui a en charge les satellites ERS, s’occupe du
suivi de la qualité ainsi que de la distribution des données. La fauchée identique pour les trois
antennes a une largeur de 500 km. Elle est décomposée en une grille dont les mailles carrées
ont 25 km de côté (figure I.7). L’intersection de chaque maille, appelée nœud, représente le
centre d’une mesure. Les impulsions émises par chacune des antennes permettent un
échantillonnage temporel dans la direction radiale. L’échantillonnage dans la direction de vol
se fait à l’aide du déplacement du satellite. Chaque nœud est le centre d’une surface
d’intégration d’environ 85x85 km². La contribution de chaque impulsion sur cette surface est
pondérée par une fonction de Hamming (Hans et al., 1986). Il en résulte une mesure du
coefficient de rétrodiffusion σ
0 représentative d’une cellule de résolution finale à peu près
circulaire d’environ 50 km de diamètre.Chapitre I : La télédétection par diffusiométrie des surfaces continentales
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Les angles d’incidences locaux à travers la fauchée s’étendent de 18 à 47° pour
l’antenne du milieu et de 25 à 59° pour les antennes avant et arrière. L’angle azimutal de la
mesure, fixé pour chaque antenne, dépend de l’orbite (montante ou descendante) et de la
latitude du nœud considéré. A l’exception des phases correspondant aux cycles orbitaux de 3
jours, un point de la surface est donc vu à différents moments sous des angles d’incidence et
azimutaux différents.
Chaque noeud, caractérisé par sa latitude et longitude, est accompagné de la date
d’acquisition de la mesure correspondante, ainsi que de 3 séries d’informations (une par
antenne) comprenant la mesure de σ
0 (en dB), les angles d’incidence et azimutal, et la valeur
théorique du paramètre Kp. Les valeurs réelles de Kp ne sont pas fournies mais ont été
estimées, sur les forêts tropicales qui représentent une cible stable (rétrodiffusion moyenne de
–8 dB à 45° d’incidence), par Frison et Mougin (1996a) entre 5.5% et 7%.
La dynamique de l’instrument est proche de 42 dB, ce qui permet l’observation de la
majeure partie des surfaces du globe.
I.2.2. Le diffusiomètre QUICKSCAT
I.2.2.a. L’instrument
Figure I.7 : Principe du filtrage spatial.Chapitre I : La télédétection par diffusiométrie des surfaces continentales
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Le satellite QUICKSCAT est programmé pour un cycle orbital de 4 jours pendant toute la
durée de sa mission. L’instrument Seawinds à bord de QUICKSCAT utilise une antenne à
balayage conique, de 1 mètre de diamètre, délivrant deux spots d’illumination qui
correspondent aux deux configurations de polarisation, verticale (VV) et horizontale (HH),
respectivement, à 54° et 46° d’incidence (figure I.8). Ce type d’antenne, d’encombrement
moindre qu’une antenne rectangulaire, est plus facile à mettre en œuvre sur des vecteurs
spatiaux. La fréquence d’émission est de 13.4 GHz (bande Ku) et la fauchée est d’environ
1800 km, autorisant une couverture journalière d’environ 90 % du globe (c’est mieux que
NSCAT qui couvrait 77% de la surface : Spencer et al. (1997) et que ERS qui ne couvre, pour
un cycle à 35 jours, que 25% de la surface : Frison et Mougin, 1996b). De ce fait, par rapport
à ERS, on peut compter en moyenne sur une acquisition tous les 2 jours en zone tropicale, et
quasiment journalière en zone tempérée. La surface illuminée par chaque spot est une ellipse
de 37 km dans la direction radiale par 25 km dans la direction azimutale. La résolution peut
être réduite à 6*25 km² par des traitements internes, mais ces mesures à résolution améliorée
sont davantage bruitées du fait d’un speckle plus important (Long, 2001). De plus amples
renseignements sur l’instrument Seawinds à bord de QUICKSCAT peuvent être trouvés dans
Spencer et al. (1997) ainsi qu’à l’adresse suivante  :
http://winds.jpl.nasa.gov/missions/quickscat/quikindex.html.
I.2.2.b Les Données
Figure I.8 : Géométrie d’acquisition de Seawinds (d’après Spencer et al., 1997)Chapitre I : La télédétection par diffusiométrie des surfaces continentales
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Les données brutes sont traitées par le Physical Oceanography Distributed Archive Center qui
s’occupe également de la distribution des données. Les données utilisées sont référencées
dans le QUICKSCAT Science Data Product  : User’s Manual
(http://podaac.jpl.nasa.gov/quickscat/qscat_doc.html). Ces données rassemblent les
coefficients de rétrodiffusion, non corrigés des effets l’atmosphériques, par fenêtres de 25*25
km² ainsi que toutes les informations associées à chaque mesure  : configuration de visée
(angle azimutal et d’incidence qui est quasiment constant pour chaque spot), localisation
(latitude et longitude), qualité de la mesure (Kp) ainsi que le facteur d’atténuation
atmosphérique issu d’un atlas climatologique, la bande Ku étant davantage perturbée par la
vapeur d’eau que la bande C. L’angle azimutal de visée varie à chaque acquisition du fait de
la géométrie du capteur. Néanmoins, Frison et Mougin (1996a) montrent que l’angle azimutal
de visée n’influence l’acquisition sur les surfaces terrestres que pour certaines conditions très
particulières (orientation des surfaces observées selon une direction privilégiée comme les
dunes formées par le vent dans les déserts de sable).
I.3 OBSERVATION GLOBALE DES SURFACES CONTINENTALES
PAR LES DIFFUSIOMETRES SPATIAUX
Dans cette partie, sont exposés les principes fondamentaux de la physique du radar des
surfaces terrestres ainsi que les propriétés du sol et de la végétation qui influencent la
réponse des diffusiomètres spatiaux.
La réponse radar des surfaces terrestres dépend des propriétés des diffuseurs constituant la
surface observée, propriétés qui peuvent être de deux sortes : propriétés géométriques comme
la rugosité du sol ou la géométrie de la végétation (orientation, densité et dimensions des
éléments diffuseurs – feuilles, branches, troncs -) et propriétés diélectriques qui sont mesurées
à l’aide de la permittivité diélectrique directement liée, à ces fréquences, au contenu en eau
des constituants de la surface (sol et végétation). La réponse radar des surfaces terrestres est
également liée aux caractéristiques du capteur : fréquence f, polarisation, angle d’incidence θ
par rapport à la surface terrestre locale et dans certaines conditions, angle azimutal
d’acquisition. Les images globales issues des diffusiomètres spatiaux, SASS puis ERS, que ce
soit en bande Ku ou en bande C, ont montré de fortes similitudes avec des cartes de
végétation, de topographie et de type de sol (Kennet et Li, 1989a ; Frison et Mougin, 1996b).Chapitre I : La télédétection par diffusiométrie des surfaces continentales
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A titre d’illustration, la figure I.9 représente une image globale du coefficient de
rétrodiffusion mesuré par le satellite ERS en décembre 1992.
Lorsqu’une onde arrive sur une interface délimitant deux milieux homogènes (sol-
végétation par exemple), une partie de l’onde est diffusée au niveau de l’interface vers le
milieu supérieur et une autre est transmise vers le milieu inférieur (c’est la diffusion de
surface). Dans le cas idéal où l’interface est lisse, seule la partie de l’onde incidente
correspondant à la réflexion spéculaire retourne dans le milieu supérieur. Lorsque la surface
est plus rugueuse, une partie de l’onde incidente est diffusée dans toutes les directions (figure
I.10, voir également la figure D.1, annexe D). De la composante diffuse, c’est la partie
rétrodiffusée qui fournit le lien entre la puissance mesurée par un radar monostatique et les
propriétés du sol. La notion de rugosité se conçoit par rapport à la longueur d’onde du capteur
utilisé. Une surface peut apparaître rugueuse pour une certaine fréquence et lisse à une
fréquence plus faible (longueur d’onde plus élevée).
Les radars monostatiques ne captent donc que la composante diffuse sauf si l’incidence locale
est nulle. Ce cas de figure peut se produire lorsque la surface illuminée est orientée face à la
direction de visée. La topographie des surfaces observées peut ainsi grandement influencer le
signal radar. Les zones montagneuses se distinguent donc par une forte rétrodiffusion sur
l’image (chaîne de l’Himalaya ou Cordillères de Andes par exemple).
Figure I.9 : Image globale du coefficient de rétrodiffusion normalisé à 45°d’incidence.
Décembre 1992 (Frison et Mougin, 1996b). L’échelle de couleur va du rouge
(rétrodiffusion faible) au noir (rétrodiffusion élevée.Chapitre I : La télédétection par diffusiométrie des surfaces continentales
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Figure I.10 : Variation angulaire du coefficient de
rétrodiffusion pour différentes rugosités de surface
(Ulaby et al., 1982).
Figure I.11 : Effet de l’humidité volumique (mv) de
surface sur la rétrodiffusion des sols  (Ulaby et al.,
1982).
Le radar est, de plus, sensible au contenu en eau des premiers centimètres du sol et,
dans une moindre mesure, à sa composition minéralogique. L’augmentation du contenu en
eau des sols a pour effet d’augmenter la permittivité diélectrique et donc le coefficient de
rétrodiffusion sur toute la gamme d’incidence (figure I.11). Ainsi, les sols nus et secs des
déserts présentent les plus faibles rétrodiffusions (~ -25 dB) et apparaissent en rouge ou jaune
sur l’image (déserts du Sahara, du Kalahari en Afrique du Sud, de Gobi …).
En ce qui concerne la végétation, le coefficient de rétrodiffusion augmente avec la
quantité de végétation (densité et contenu en eau) jusqu’à un niveau de saturation (Ulaby et
al., 1982). Les principales formations végétales en terme de biomasse sur pied peuvent donc
être caractérisées par leur réponse radar moyenne. Ainsi, en Afrique de l’Ouest, on distingue
nettement un gradient de rétrodiffusion du nord au sud qui reflète le gradient de végétation
existant du Sahara aux forêts tropicales. Ces dernières (forêts denses et très humides en
opposition aux déserts examinés plus haut) ont la réponse moyenne la plus forte parmi les
surfaces couvertes de végétation (niveau de saturation du signal à environ –8dB à 45°
d’incidence) et apparaissent clairement en noir ou bleu foncé sur l’image (forêts
amazoniennes, bassin du Congo ou Indonésie).
Quand l’onde radar traverse un milieu non homogène comme un couvert végétal, ou,
dans une moindre mesure un sol très sec non homogène, elle se trouve diffusée dans toutes les
directions par les inhomogénéités (c’est la diffusion de volume). Une partie de cette onde est
rétrodiffusée en direction du capteur. Plus le couvert est dense, plus la rétrodiffusion est
isotrope (homogène sur toute la gamme d’incidence). La pente du coefficient de rétrodiffusionChapitre I : La télédétection par diffusiométrie des surfaces continentales
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fonction de l’incidence renseigne donc sur le type de diffusion, de volume ou de surface.
L’acquisition de mesures à différents angles d’incidence par le diffusiomètre ERS permet
d’analyser les signatures angulaires des surfaces terrestres observées (Frison et Mougin,
1996b). La figure I.12 représente la signature angulaire typique de différentes surfaces
terrestres.
De manière générale, plus la végétation est dense, plus la rétrodiffusion est isotrope et
moins la dépendance de σ
0 à l’angle d’incidence est importante. La rétrodiffusion est typique
d’une diffusion volumique dans le cas des forêts tropicales, et d’une diffusion de surface dans
le cas des déserts. La pente, dans ce dernier cas, est principalement fonction de la rugosité du
sol. Pour le suivi de la végétation terrestre, on favorisera les mesures aux angles d’incidence
élevés, leur contenu en information sur la végétation étant plus fort (Frison et Mougin,
1996b).
I.4 APPLICATION DES DONNEES DU DIFFUSIOMETRE ERS AU
SUIVI DES PARAMETRES DE SURFACE
Cette section présente les principaux résultats de l’utilisation des données du diffusiomètre
ERS pour le suivi des paramètres de surface. Des travaux récents ont montré que plusieurs
zones géographiques présentent des signaux temporels de coefficient de rétrodiffusion à la
saisonnalité très marquée. C’est notamment le cas des zones semi-arides d’Afrique de l’Ouest
(Frison et Mougin, 1996b) et des régions boréales – régions des hautes latitudes de
l’hémisphère nord -(Frison et Mougin, 1996b ; Wismann et al., 1996). Ces deux régions sont,
Figure I.12 : Signatures angulaires de différentes surfaces terrestres (Frison and
Mougin, 1996b).Chapitre I : La télédétection par diffusiométrie des surfaces continentales
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en effet, le siège d’un changement important des propriétés diélectriques de la surface.
L’arrivée des pluies au Sahel Africain provoque une augmentation considérable de la
constante diélectrique et par conséquent du coefficient de rétrodiffusion. Sur les zones
boréales, c’est le changement d’état (passage de l’eau de l’état solide à l’état liquide) au
moment des périodes gel-dégel qui produit le même effet sur le coefficient de rétrodiffusion.
I.4.1. Suivi des régions boréales
Bien qu’elles ne soient pas l’objet de cette thèse, le cas des zones boréales est brièvement
expliqué ici. Ces régions sont, à l’heure actuelle, particulièrement suivies par la communauté
scientifique. Il s’agit de régions froides où l’activité photosynthétique est cantonnée aux
quelques mois d’été (de 1 à 3 mois) pendant laquelle la température est positive. L’étude de la
durée de cette période de dégel peut être un bon traceur des changements climatiques
globaux.
La figure I.13 montre une série temporelle du coefficient de rétrodiffusion mesurée par
le diffusiomètre ERS et par le SAR sur un site en zone boréale. Le signal apparaît stable
pendant la saison froide. Le changement drastique des propriétés diélectriques du sol qui
accompagne le dégel provoque ensuite une chute importante du coefficient de rétrodiffusion
due à une forte atténuation du signal radar par la neige fondue. Ce signal augmente ensuite
avec l’augmentation de l’humidité du sol liée à l’infiltration de la neige fondue (Wismann et
al., 1996). Les observations SAR, bien plus espacées temporellement que les acquisitions
ERS, ne permettent pas de suivre avec autant de précision les différents processus physiques
de surface qui influencent le signal radar au moment du dégel.
Figure I.13 : Série temporelle du coefficient de rétrodiffusion du diffusiomètre ERS au moment du
dégel à 40° d’incidence (X) et moyenne du coefficient de rétrodiffusion issu du SAR (V) pour une
région boréale (Wismann et al., 1996).Chapitre I : La télédétection par diffusiométrie des surfaces continentales
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Figure I.14: Cartes de début de dégel en Sibérie à partir des données du diffusiomètre-vent des
satellites ERS pour deux années contrastées ainsi que les isocontours d’altitude : (a) 1995 ; (b)
1996. Le dégel se produit tôt en 1995 et beaucoup plus tard en 1996 (Wismann et al., 1996).
L’échelle de couleur correspond à la date de dégel (du 1
er mars au 15 juillet).
La forte saisonnalité du signal ERS-WSC en zone boréale a été exploité par Wismann
et al. (1996) pour le suivi du cycle gel/dégel en Sibérie. La durée de la période pendant
laquelle la température est positive conditionne la durée d’activité de la végétation sur ces
zones. Il s’agit d’une information capitale dans le contexte de l’étude de changements
climatiques globaux. En effet, des simulations issues de modèles globaux montrent que le
réchauffement terrestre devrait toucher avec plus d’intensité les zones boréales que les zones
tempérées (GIEC, 2001). Une augmentation de température sur ces zones pourrait se traduire
par l’augmentation de la durée de la période végétative. Cette hypothèse a d’ailleurs déjà été
avancée à partir de l’analyse de données de télédétection optique (Myneni et al., 1997 ; Zhou
et al., 2001). Néanmoins, sur ces zones de hautes latitudes, ces données doivent être utilisées
avec précaution du fait d’éclairement solaire rasant entrainant des perturbations
atmosphériques importantes et des problèmes d’ombres projetées. A partir des données du
diffusiomètre, peu perturbées par l’atmosphère, un algorithme de détection du dégel a été mis
au point. La figure I.14 présente les cartes de début de dégel pour deux années contrastées
1995 et 1996 (Wismann, 2000). L’échelle de couleur correspond à la date de dégel : du 1
er
mars au 15 juillet.
Les parties les plus au sud commencent à dégeler en avril, le front du dégel se déplace ensuite
progressivement vers le nord. D’un point de vue régional, il suit les facteurs orographiques
avec un dégel plus tardif sur les zones montagneuses (Massif de l’Oural, du Werchojansk)
qu’en plaine.Chapitre I : La télédétection par diffusiométrie des surfaces continentales
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I.4.2. Suivi des paramètres de surface au Sahel
Comme les zones boréales, il s’agit d’une région subissant deux saisons très contrastées : une
longue saison sèche d’environ 9 mois de d’octobre à juin et une courte saison des pluies
durant les trois mois d’été où se développe la végétation. Il s’agit de la région d’intérêt des
travaux présentés dans cette thèse.
I.4.2.a Observations
Les données multi-temporelles sont extraites à partir d’une fenêtre d’extraction
rectangulaire définie par les coordonnées géographiques de ses quatre sommets. Toutes les
données dont le centre de la cellule de résolution tombe à l’intérieur de la fenêtre sont
conservées. De ce fait, les cellules de résolution associées à chaque mesure ne coïncident pas
forcément et toutes les mesures ne sont pas exactement représentatives de la même surface au
sol (figure I.15). En conservant les données tombant à l’intérieur d’une fenêtre de 25*25 km²,
la surface effectivement observée est une zone à peu près carré d’environ 75 km de côté. C’est
une des raisons pour laquelle les données semblent assez dispersées excepté durant la période
d’orbite à 3 jours (de janvier à mars 1994) comme on pourra le vérifier sur la figure I.16. Ce
choix de 25*25 km² résulte d’un compromis entre une taille de fenêtre raisonnable (pour
limiter la dispersion liée à l’hétérogénéité spatiale de la surface observée) et un nombre de
données suffisamment important. De plus, afin de minimiser la dispersion dû aux différents
d’angles angles d’incidence, seule les données acquises entre 40° et 55° sont conservées et
normalisées linéairement à 45°.
La figure I.16 montre l’évolution temporelle du coefficient de rétrodiffusion mesuré autour de
45° d’incidence par le diffusiomètre des satellites ERS en zone sahélienne et une cible de
Figure I.15 : La fenêtre d’extraction de 25*25 km² et deux acquisitions à la
résolution de 50 km (diffusiomètre ERS) ne « voyant » pas la même surface au sol
conservées pour tracer un profil temporel.
Fenêtre d ’extraction
Cellule de résolution du diffusiomètre
Centre de la cellule de résolutionChapitre I : La télédétection par diffusiométrie des surfaces continentales
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Figure I.16 : Evolution temporelle du coefficient de rétrodiffusion du diffusiomètre ERS pendant la période août
1991-décembre 2000 (3) sur une fenêtre de 25*25 km² en zone sahélienne ainsi que les pluies journalières issues
d’une station météorologique quand elles étaient disponibles. L’évolution de σ
0 sur une cible stable de forêts
tropicales a également été ajoutée pour s’assurer de l’abscense de dérive du signal sur les 10 années étudiées.
forêts tropicales d’août 1991 (date du lancement de ERS-1) à décembre 2000 ainsi que les
pluies journalières sur le site sahélien quand elles étaient disponibles. Le signal du
diffusiomètre sur les forêts tropicales est stable et ne semble montrer aucune dérive ni saut au
raccord des deux instruments ERS-1 et ERS-2. Sur la zone sahélienne, le signal du
diffusiomètre ERS apparaît très saisonnier. Alors que la réponse radar des sols nus et secs
durant la saison sèche (de octobre à juin) reste basse et quasi-constante (autour de – 18 dB),
l’arrivée des pluies entraîne une augmentation du coefficient de rétrodiffusion qui chute
ensuite après les dernières pluies. On distingue aisément les années sèches, où l’amplitude du
signal est faible (1.7 dB en 1995), des années humides où l’amplitude du signal est plus
élevée (5.3 dB en 1994 et 6.3 dB en 1999). De plus, le coefficient de rétrodiffusion au pic est
bien plus faible que sa valeur à saturation (mesurée sur les forêts tropicales à –8 dB à 45°
d’incidence). Le niveau de saturation du signal n’est donc jamais atteint sur ces régions
(Frison et Mougin, 1996b). Il est intéressant de noter le déphasage existant entre les premières
pluies et l’augmentation du coefficient de rétrodiffusion qui montre que le signal WSC ne
réagit pas instantanément aux premiers évènements pluvieux. Cette observation sera discutée
au paragraphe III.2.3. Néanmoins, l’interprétation quantitative du signal n’est pas immédiate.
Cette saisonnalité est certainement le résultat de deux effets couplés : changement du contenu
en eau des premiers centimètres du sol et évolution de la densité et du contenu en eau de la
végétation.Chapitre I : La télédétection par diffusiométrie des surfaces continentales
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I.4.2.b Estimation quantitative des paramètres de surface
La restitution quantitative des paramètres de surface se fait généralement grâce à l’utilisation
de modèles de rétrodiffusion. Ces modèles simulent la réponse du diffusiomètre en fonction
d’un certain nombre de paramètres décrivant la scène observée (caractéristiques du sol et de
la végétation). Il s’agit du «  problème direct  ». En étape préliminaire à l’inversion, il
convient de choisir et valider un modèle de rétrodiffusion adapté. Ce modèle doit permettre
de comprendre comment se répartissent les différentes contributions dues à la diffusion de
surface (sol), à la diffusion de volume (végétation) et aux interactions sol-végétation.
L’estimation des paramètres de surface est ensuite réalisée à partir de l’inversion de ce
modèle, phase pendant laquelle on cherche par optimisation un jeu de paramètres qui ajuste
au mieux les prédictions de ce modèle aux observations satellitales (résolution du « problème
inverse »). La figure I.17 présente une description schématique de l’utilisation d’un modèle
de rétrodiffusion en diffusiomètrie en mode direct et en mode inverse. Dans la pratique, les
paramètres à optimiser sont des fonctions du temps comme la masse herbacée ou l’humidité
volumique de surface (on parlera de « variables ») ou des paramètres de calage tel que la
rugosité de surface (on parlera de « paramètres »).
•  n Le problème direct : modélisation radar du paysage sahélien
Figure I.17 : Extraction d’information quantitative à partir des données des
diffusiomètres spatiaux. Problème « direct » et problème « inverse ».
Modèle de  Modèle de 
rétrodiffusion rétrodiffusion
à Simulations :
    σ0(t) ERS simulé
Variables de surface :
• Masse herbacée
• Humidité volumique de
surface
n Problème direct
à Observations :
Mesures satellitales
    (σ0)
Critère
d’optimisation
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Différentes équipes se sont penchées sur la modélisation radar du paysage sahélien : on peut
citer les travaux de Magagi et Kerr (1997), Frison et al. (1998) et Woodhouse et Hoekman
(2000). Le paysage sahélien, très hétérogène, peut être décomposé en plages de sol nu et de
couvert végétal. Les modèles utilisés calculent le coefficient de rétrodiffusion, de manière
classique, en ajoutant simplement la contribution du sol nu σ
0
sol et du couvert σ
0
couvert
pondérés par leur recouvrement respectif : (1-Cv) et Cv (où Cv est le taux de recouvrement de
la végétation).
Les modèles de rétrodiffusion du couvert végétal utilisés en diffusiométrie sont tous
basés sur la solution au premier ordre des équations du transfert radiatif (voir annexe C pour
plus de détails). La théorie du transfert radiatif (Chandrasekhar, 1960) donne les contributions
et pertes de l’intensité spécifique d’une onde lors de sa traversée d’un volume élémentaire.
Ces équations se traduisent en termes d’intensité (et non de champ électrique) et, de ce fait,
toute information sur la phase du champ diffusé est perdue. En général, les équations du
transfert radiatif n’ont pas de solutions analytiques. Plusieurs approximations et techniques
numériques sont nécessaires pour les résoudre. On peut citer la méthode itérative de Karam et
al. (1992) pour la rétrodiffusion d’un couvert végétal qui est utilisée dans le cadre de ce
travail. Le coefficient de rétrodiffusion de la scène illuminée s’écrit comme la somme
incohérente de différentes contributions (Karam et al., 1992) :
∑
=
=
N
q
q
nm nm
0
) ( 0 0 σ σ (I-7)
où n et m (=[H,V]) désignent les polarisations à l’émission et à la réception
respectivement et q l’ordre de la solution itérative. Pour les fréquences inférieures à 8 Ghz, les
termes d’ordre supérieur à 1 sont, en polarisation HH ou VV, négligeables devant les termes à
l’ordre 0 ou 1. Finalement, à l’ordre 1, le coefficient de rétrodiffusion s’écrit comme la
somme incohérente de la contribution propre au couvert végétal représentant la diffusion de
volume, d’une contribution provenant du sol et atténuée par le couvert (diffusion de surface),
et d’une diffusion multiple entre le couvert et le sol :
σ
o
couvert = L² σ
o
sol + σ
o
végétation + σ
o
interaction (I-8)
où  L est le facteur de transmission du couvert végétal et les termes σ
o
sol , σ
o
végétation et
σ
o
interaction sont les contributions du sol sous le couvert végétal, de la diffusion de volume parChapitre I : La télédétection par diffusiométrie des surfaces continentales
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la végétation et d’interaction entre le sol et la couche végétale. Ces trois contributions sont
représentées figure I.18. Le terme σ
o
interaction ne dépasse généralement jamais 1 dB pour les
milieux faiblement diffusant en polarisation VV (Ulaby et al., 1982). C’est le cas des milieux
sahéliens. Il est donc négligé pour la simulation du signal WSC sur les zones semi-arides.
Les modèles ne diffèrent entre eux que par la manière dont sont calculés les termes
σ
o
végétation et σ
o
sol. Le choix d’un modèle se fera en fonction de son domaine de validité et
dépendra de la justesse physique de la représentation dont vont dépendre sa complexité et le
temps de calcul associé à une simulation. Ce dernier point peut être un critère rédhibitoire
dans le cas où on résout un problème inverse par des méthodes directes comme on le verra au
chapitre II. Plus le modèle sera réaliste, plus le nombre de paramètres nécessaires à la
description de la scène observée et le temps de calcul seront élevés.
Modèle de rétrodiffusion du sol
En ce qui concerne le sol, seuls deux modèles de diffusion des surfaces rugueuses ont été
utilisés jusqu’à présent. Woodhouse et Hoekman (2000) utilisent le modèle théorique basé sur
l’optique géométrique de Ulaby et al. (1982) qui a l’inconvénient d’avoir un domaine de
validité assez restreint en terme de rugosité (annexe D). Or, les paramètres de rugosité
moyens à l’échelle d’une cellule de résolution d’un diffusiomètre (25 ou 50 km) sont
susceptibles de prendre une large gamme de valeurs au Sahel en fonction des différents types
de sols observés (Magagi et Kerr, 1997). De plus, Grippa et Woodhouse (2001) montrent que
les modèles théoriques ne peuvent simuler la réponse d’un sol présentant une hétérogènéité de
surface en terme de rugosité. C’est pourtant certainement le cas à l’échelle spatiale
considérée. Pour toutes ces raisons, les autres études mentionnées plus haut ont écarté les
modèles théoriques au profit du modèle empirique de Oh et al. (1992) pour simuler la réponse
du sol. Néanmoins, pour une même valeur de rugosité, les deux modèles, Oh et optique
Figure I.18 : Solution au premier ordre des équations du transfert radiatif.
Interaction Végétation
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géométrique, donnent des réponses équivalentes. Ces deux modèles s’expriment en fonction
d’un ou deux paramètres de rugosité et de la constante diélectrique εs (liée à leur contenu en
eau) et sont décrits en annexe D.
Modèles de rétrodiffusion de la végétation
La différence majeure entre les différentes approches provient du parti pris pour la
représentation de la végétation, des hypothèses appliquées ainsi que des paramètres utilisés en
entrée de modèles dont va dépendre la possibilité de validation. Le modèle de Woodhouse et
Hoekman (2000) repose sur une hypothèse trop grossière et le modèle semi-empirique de
Magagi et Kerr (1997) s’exprime en fonction d’un paramètre biophysique difficile à mesurer.
Seul Frison et al. (1998) utilisent une représentation physique de la végétation. De plus, la
validation de leur modèle est rendue possible par l’expression choisie en fonction d’un
paramètre mesurable sur le terrain.
Pour représenter la végétation, il existe des modèles prenant en compte la structure 3D de la
végétation (Sun et Ranson, 1995) mais leur utilisation nécessite une description détaillée de la
scène observée. Le paysage sahélien, est extrêmement hétérogène d’un point de vue de la
distribution horizontale de la végétation mais aussi verticale avec un couvert herbacée dominé
par endroits par des arbres ou arbustes isolés. La connaissance de la distribution précise, au
sein d’une cellule de résolution (> 25 km), des plages de sols nus, de végétation herbacée et
arbustive est quasiment impossible. Ce type de modèle complexe a donc été écarté pour
simuler la réponse d’un couvert végétal en diffusiométrie spatiale.
Approche de Woodhouse et Hoekman (2000)
Ces auteurs considèrent que la réponse de la végétation σ
o
végétation  est à son niveau de
saturation pour tous les écosystèmes observés (σ
o
végétation = constante = - 8 dB à 45°
d’incidence) et seule la pondération par le recouvrement végétal Cv est pris en compte. Il a été
montré par Frison et Mougin (1996b) que si cette hypothèse est certainement vérifiée sur les
forêts tropicales, elle ne l’est pas sur la totalité de la zone géographique à laquelle les auteurs
appliquent leur modèle (une région de l’Afrique couvrant le gradient de végétation du désert
du Sahara aux forêts tropicales du bassin du Congo) et notamment en zone sahélienne (figure
I.16).Chapitre I : La télédétection par diffusiométrie des surfaces continentales
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Les modèles utilisés en diffusiométrie et reposant sur des bases physiques représentent le
couvert végétal comme une couche horizontale homogène infinie et l’organisation 3D de la
végétation n’est pas prise en compte. La propagation d’une onde plane monochromatique
dans un milieu homogène est décrite par la théorie de l’électromagnétisme et la résolution
des équations de Maxwell donne en tout point de l’espace atteint par le rayonnement
électromagnétique les caractéristiques du champ électrique (amplitude, phase et orientation).
La modélisation de la réponse radar s’appuie donc sur les équations de base décrivant
l’interaction d’une onde électromagnétique avec un diffuseur isolé. Ces relations sont ensuite
étendues à une distribution spatiale de particules décrivant le couvert végétal (annexe B).
Approche de Magagi et Kerr (1997)
Le modèle le plus simple pour le calcul du terme de la réponse de la végétation est le modèle
semi-empirique du nuage d’eau (Attema and Ulaby, 1978) utilisé par Magagi et Kerr (1997).
Le modèle est fondé sur le fait que la constante diélectrique de la végétation verte est
largement dominée par la constante diélectrique de l’eau. Ce modèle représente donc le
couvert comme une distribution de gouttelettes d’eau au dessus d’une surface rugueuse. Les
particules d’eau sont identiques en taille et uniformément distribuées dans l’espace. Les
variables significatives sont la hauteur hc et la densité volumique de diffuseurs au sein du
nuage n0 ; cette dernière étant supposée proportionnelle à la teneur en eau du couvert. Par
intégration sur l’épaisseur moyenne hc du couvert des contributions diffusées et atténuées par
les n0 goutelettes se trouvant sur le parcours de l’onde incidente, les auteurs aboutissent aux
expressions suivantes (Attema et Ulaby, 1978) :
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 n0 : nombre particules par unité de volume (m
-3)
σ
s : section efficace radar (SER) d’une particule (annexe B, équation B-3).
σ
t : la section efficace d’extinction d’une particule (annexe B, équation B-5)
Ulaby et al. (1982) ont ensuite modifié cette expression afin que le modèle s’exprime en
fonction d’un paramètre biophysique mv : la masse volumique en eau du couvert (kg.m
-3).Chapitre I : La télédétection par diffusiométrie des surfaces continentales
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Dans le cas où les particules d’eau sont identiques, on pose :
t
s
σ
σ
2
=cste=B
κe=A mv
où A et B sont des constantes empiriques à déterminer pour chaque type de végétation
et pour chaque fréquence et polarisation et κe, le coefficient d’extinction, égal à n0σ
t,
témoigne des pertes en intensité d’une onde par diffusion et absorption à la traversée du
couvert (il s’exprime en m
-1).
Ce dernier point constitue une faiblesse de ce modèle et justifie son appelation «  semi-
empirique ». En effet, alors que la théorie du transfert radiatif fournit une solution physique
pour le coefficient d’extinction κe calculée à partir des propriétés physiques des diffuseurs
(annexe B), celui-ci doit être déterminé de manière expérimentale pour chaque couvert
auxquel le modèle du nuage est appliqué. De plus, le rôle joué par la géométrie du couvert est
grandement minimisé (les goutelettes sont sphériques et identiques) même si quelques
facteurs géométriques peuvent être implicitement pris en compte par l’intermédiaire des deux
coefficients empiriques A et B. Enfin, l’expression finale en fonction de mv n’est pas
satisfaisante dans la mesure où ce paramètre englobe deux paramètres biophysiques dont
dépend la réponse radar : le contenu en eau et la quantité de diffuseurs élémentaires liée à la
quantité de matière sèche ou biomasse (Mougin, 1989).
Approche de Frison et al. (1998)
Frison et al. (1998) utilise le modèle théorique de Karam et al. (1992). Le couvert végétal est
représenté comme une succession de couches horizontales infinies comprenant des diffuseurs
élémentaires ayant des formes géométriques simples (cylindre pour les troncs et les branches
et disque ou ellipsoïde pour les feuilles) sur lesquels la matrice de diffusion S est calculée
(figure I.19 et annexe B). Le calcul de cette matrice nécessite de connaître la taille,
l’orientation ainsi que la constante diélectrique εv des diffuseurs. Pour représenter un couvert
forestier, on utilise au minimum deux couches, une couche contenant les troncs (généralement
modélisés par des cylindres) et une couche pour les couronnes contenant les branches et les
feuilles. Pour un couvert herbacé, une seule couche est nécessaire. Le coefficient de
rétrodiffusion de la végétation 
0
végétation σ  s’écrit :Chapitre I : La télédétection par diffusiométrie des surfaces continentales
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où n0 correspond à la densité de diffuseurs par unité de volume, σ
s, κe, respectivement à la
section efficace de rétrodiffusion et au coefficient d’extinction ; ils sont calculés à partir des
éléments de la matrice de diffusion S. Les crochets <> représentent la moyenne d’ensemble
sur la distribution d’orientation et de formes des diffuseurs. n0<σ
s> et <κe> traduisent les
propriétés physiques de diffusion et d’absorption du couvert végétal.
L’intérêt principal de ce modèle provient du fait que les paramètres « contenu en eau » de la
végétation (propriétés diélectriques) et « quantité de matière sèche » (paramètre mesurable sur
le terrain) interviennent de manière découplée dans le calcul des propriétés physiques de
diffusion du couvert n0<σ
s> et <κe> contrairement au modèle du nuage décrit précédemment.
De plus, ce modèle, grâce à sa formulation basée sur les lois physiques de propagation de
l’onde radar, permet d’étudier la sensibilité de la réponse radar aux caractéristiques
géométriques du couvert (orientation et dimensions des diffuseurs).
Figure I.19 : Modélisation radar d’un couvert végétal selon le modèle de Karam et al. (1992).
(a) Représentation géométrique d’un couvert végétal comme deux couches de diffuseurs élémentaires
sur lequel la matrice de diffusion est calculée. (b) Calcul de la matrice de diffusion d’un diffuseur
élémentaire de forme cylindrique. Le champ électrique diffusé Es est calculé à partir du champ
incident Ei et de la matrice de diffusion S (fnm sont les amplitudes de diffusion où n,m = [H,V]). Le
calcul des éléments de cette matrice nécessite de connaître la forme, les dimensions, l’orientation, et la
constante diélectrique εv du diffuseur ainsi que la longueur d’onde du capteur.
Surface rugueuse Surface rugueuse
Ensemble de 
diffuseurs
• dimension, densité, 
orientation
• constante diélectrique
(a)
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Dans l’approche de Frison et al. (1998), le couvert est représenté par une seule couche, les
diffuseurs sont tous identiques de forme ellipsoïdale et les dimensions sont les dimensions
typiques d’une graminée sahélienne. La dominance des graminées au Sahel a également
permis de choisir une distribution d’orientation plutôt verticale. La constante diélectrique des
diffuseurs εv est dérivée de l’humidité pondérale de la végétation Hp grâce au modèle de Ulaby
et El Rayes (1987). L’humidité pondérale de la végétation est définie comme le rapport entre
le poids de l’eau de la plante et son poids frais total.
A titre illustratif, le tableau I.1 résume les différents modèles utilisés par les 3 équipes ainsi
que leurs paramètres d’entrée. En conclusion, pour ce travail, on retiendra le modèle de
rétrodiffusion du couvert herbacé sahélien de Frison et al. (1998) qui utilisent le modèle de
Karam et al. (1992) pour la simulation de la rétrodiffusion du couvert et le modèle de Oh et al.
(1992) pour le sol.
Auteurs Modèle de sol Paramètres
d’entrée
Modèle de
Végétation
Paramètres
d’entrée
Rugosité (l,h)
Woodhouse et
Hoekman (2000)
Ulaby et al.
(1982) Constante
diélectrique εs
Réponse
constante à
saturation
Taux de
recouvrement Cv
Rugosité s
Caractéristiques
géométriques des
diffuseurs
(dimensions,
orientation,
densité)
Constante
diélectrique des
diffuseurs εv
Hauteur de la
couche végétale
hc
Frison et al.
(1998) Oh et al. (1992)
Constante
diélectrique εs
Karam et al.
(1982)
Taux de
recouvrement Cv
Rugosité s
2 paramètres
empiriques A et
B
Contenu en eau
volumique mv
Magagi et Kerr
(1997) Oh et al. (1992)
Constante
diélectrique εs
Attema et Ulaby
(1978)
Taux de
recouvrement Cv
Tableau I.1 : Principaux modèles de rétrodiffusion utilisés pour l’estimation des paramètres de
surface au Sahel Africain des données ERS-WSC ainsi que leurs paramètres d’entrée.Chapitre I : La télédétection par diffusiométrie des surfaces continentales
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•  o Le problème inverse
Jusqu’à présent, le problème inverse a été abordé (Magagi et Kerr, 1997 ; Frison et al.,
1998 ; Woodhouse et Hoekman, 2000) mais aucune analyse en profondeur du problème n’a
encore été menée. La description des équations des modèles de rétrodiffusion qui doivent être
inversées montre que l’inversion n’est pas une tâche facile. Notamment, en raison de leur
caractère non linéaire, la méthode d’inversion devra être choisie avec précaution. Jusqu’à
présent, Woodhouse et Hoekman (2000) ont utilisé la méthode des moindres carrés
généralisés (Tarantola et Valette, 1982) ; Frison et al. (1998) et Magagi et Kerr (1997), la
méthode du simplex de Nelder et Mead (1965). Il s’agit de deux méthodes itératives
nécessitant un point de départ dans l’espace des paramètres situé dans le voisinage de la
solution optimale. Ces méthodes d’inversion ne sont a priori pas adaptées à la non linéarité
des équations des modèles de rétrodiffusion comme on le verra au chapitre II.
Figure I.20 : Paramètres de surface estimés mensuellement à partir des données du diffusiomètre ERS
sur une grille au demi-degré. Décembre est représentatif de la saison sèche alors qu’on distingue
clairement la progression vers le nord de la végétation pendant la saison humide (juillet et septembre).
Les 4 paramètres sont le taux de recouvrement végétal, la réflectivité du sol qui peut être reliée à son
humidité de surface, la rugosité de surface, et un terme représentant les interactions sol-végétation
(Woodhouse et Hoekman, 2000).Chapitre I : La télédétection par diffusiométrie des surfaces continentales
- 49 -
Les résultats présentés à la figure I.20 sont ceux de Woodhouse et Hoekman (2000) sur
l’Afrique de l’Ouest. Il s’agit de l’estimation de paramètres physiques d’un modèle de
rétrodiffusion à partir des données du diffusiomètre ERS moyennées sur 1 mois. Cette
moyenne grossière, permet de réduire la dispersion des données mais, conduit à l’estimation
d’une valeur moyenne des paramètres de surface sur un mois qui n’a pas beaucoup de sens au
Sahel où la croissance de la végétation se passe en 2-3 mois. De plus, à cette échelle
(résolution de 50 km), se pose le problème de la validation ou tout au moins de la
confrontation des estimations des paramètres de surface à des mesures de terrain
représentatives de la surface observée. Ces résultats n’ont reçu qu’une vérification qualitative
de leur cohérence spatiale (existence d’un gradient de végétation selon un axe nord-sud par
exemple, voir le taux de recouvrement Cv sur la figure I.20) en raison, d’une part, de
l’absence de données de terrain et d’autre part, de l’impossibilité de mesurer les paramètres
choisis pour exprimer le coefficient de rétrodiffusion (réflectivité du sol, rugosité …). Ce sont
des paramètres, à l’exception du taux de recouvrement végétal Cv, qui sont impossibles à
mesurer à cette échelle d’observation.
Les travaux de Wagner et Scipal (2000), non présentés précédemment car aucun modèle
théorique de rétrodiffusion n’a été utilisé dans leur étude, reposent sur l’hypothèse principale
que la contribution du couvert végétal est négligeable par rapport à la contribution du sol. Ces
auteurs relient le coefficient de rétrodiffusion à l’aide d’une formulation empirique simple au
contenu en eau des premiers centimètres du sol. Leur algorithme est ensuite appliqué à
plusieurs régions de prairies et notamment à l’Afrique Sahélienne. Ils montrent que leur
indice empirique, issu du σ
0 WSC, témoigne d’une bonne cohérence spatio-temporelle avec
une progression de cette indice qui suit le mouvement de la zone intertropicale de
convergence pendant la saison des pluies. Néanmoins, outre l’hypothèse contraignante que
ces auteurs emploient sur la végétation (et qui sera infirmée par les travaux présentés au
chapitre III), ces résultats doivent être analysés avec précaution faute de validation.
Les résultats spatialisés présentés dans ce paragraphe montrent, néanmoins, les potentialités
de l’instrument. Notre approche, même si elle tend vers le même objectif de spatialisation,
repose, en premier lieu, sur la validation du modèle de rétrodiffusion sur quelques sites où les
variables d’entrée du modèle de rétrodiffusion sont mesurées au sol avant de spatialiser les
résultats à l’échelle régionale ou semi-continentale.Chapitre I : La télédétection par diffusiométrie des surfaces continentales
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1.V DISCUSSION
Les diffusiomètres spatiaux, en raison d’une forte répétitivité temporelle et d’une résolution
spatiale adaptée à l’échelle globale, présentent d’importantes potentialités pour le suivi de la
végétation et de l’humidité de surface en zone semi-aride. La région sahélienne, notamment,
montre un signal saisonnier qui peut être relié par l’intermédiaire d’un modèle de
rétrodiffusion aux variations temporelles des paramètres de surface associées à l’arrivée des
pluies pendant la saison humide comme cela sera détaillé au chapitre III.
Bien que la communauté scientifique soit parvenue à un relatif consensus sur le choix d’un
modèle de rétrodiffusion, se pose encore le problème de sa validation. Plus précisément, le
modèle est-il capable de reproduire les variations temporelles du coefficient de rétrodiffusion
observées ? Il convient également de faire l’analyse, à la résolution de 25 ou 50 km, des
principaux mécanismes de diffusion à l’origine du signal enregistré. Comment se répartissent
ces principales contributions ? La contribution de la végétation n’est-elle pas négligeable par
rapport au sol, comme l’ont avancé Wagner et Scipal (2000) ? Une évaluation plus complète
du modèle de Frison et al. (1998), sélectionné dans cette étude, est donc nécessaire avant son
utilisation dans un schéma d’inversion. Ce travail a été effectué et sera détaillé dans le
chapitre III.
Concernant le problème inverse, le choix des méthodes semble s’être fait jusqu’à
présent selon des critères essentiellement arbitraires. Les équations des modèles de
rétrodiffusion de sol et de végétation, qui relient les valeurs des paramètres biophysiques de
surface utiles au « thématicien » et les mesures satellitales, ont un caractère non linéaire. Les
méthodes utilisées doivent donc pouvoir faire face à cette non linéarité. De plus, la procédure
d’inversion, ne doit pas seulement fournir une solution au problème inverse sous la forme
d’un jeu unique de paramètres de surface qui serait la solution au problème inverse mais doit
également permettre une évaluation de cette solution. Cette estimation est-elle fiable ? Quel
degré de confiance peut-on lui accorder ? Enfin, la confrontation des résultats inversés à des
mesures de terrain a trop souvent été oubliée dans les travaux précédents. Dans le chapitre
suivant, l’accent est mis sur les méthodes inverses. Le problème inverse en télédétection sera
défini et les différentes méthodes utilisées jusqu’à présent dans ce domaine seront décrites et
évaluées.CHAPITRE II :
LE PROBLEME INVERSEChapitre II : Le Problème inverse
* les vecteurs seront notés en gras et C  désignera une matrice - 53 -
￿
Rappelons que le problème inverse en télédétection de la biosphère consiste en l’optimisation
des paramètres ou des variables d’un modèle simulant l’interaction de l’OEM (onde
électromagnétique) avec les constituants de la surface (sol, strate herbacée, strate arbustive)
tel que les simulations passent aux plus près des observations (figure I.17). La méthode
d’optimisation de base est la méthode d’essai et d’erreur  : il s’agit de tester un certain
nombre de solutions potentielles jusqu’à l’obtention d’une solution adéquate. Les algorithmes
d’optimisation constituent un puissant outil pour l’automatisation de cette recherche. Ils
peuvent être classées de différentes manières. Nous distinguerons les méthodes locales,
décrites dans le paragraphe II.2, qui nécessitent un point de départ dans l’espace de
recherche et sont généralement efficaces quand le lien entre les paramètres à optimiser et les
observations est linéaire. Les méthodes globales, décrites dans le paragraphe II.3, permettent
d’explorer plus efficacement l’espace de recherche et, de ce fait, sont généralement utilisées
quand le lien entre les paramètres et les observations est non linéaire. Si ce chapitre n’a pas
la vocation d’être exhaustif, il détaille néanmoins les principales méthodes qui ont été
utilisées jusqu’à présent, à ma connaissance, en télédétection spatiale de la biosphère et
ouvre vers ces méthodes prometteuses que sont les algorithmes évolutifs.
II.1 CARACTERISATION DU PROBLEME INVERSE
Les méthodes d’optimisation ont tendance, au moins superficiellement, à apparaître assez
différentes du fait de la contribution à ce domaine de nombreux scientifiques avec des
objectifs très différents. Elles possèdent cependant de nombreuses similarités qui seront
détaillées dans ce paragraphe.
II.1.1 Minimisation d’une fonction coût
Appelons  d=[d1, … , dN]
T le vecteur des N observations. Les données d
* et les
paramètres à estimer p sont liés entre eux par un jeu d’équations que l’on appelle modèle.
Appelons ) ( ˆ p d f =  les prédictions de ce modèle où p=[p1, … , pM]
T désigne le vecteur des M
paramètres inconnus et f  les équations liant les prédictions aux inconnues. L’objectif du
problème inverse est donc de trouver la valeur des paramètres p du modèle tel que les
prédictions d ˆ  passent au plus près des observations d. Résoudre ce problème revient donc, si
on ne se soucie pas du bruit des observations, à minimiser la fonction suivante :- 54 -
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Cette fonction J, la fonction coût, donne une mesure de l’adéquation des prédictions
aux observations. Il s’agit de calculer l’écart entre chacune des N données di et les N
prédictions correspondantes  i d ˆ . Cette fonction dépend du vecteur p des paramètres du modèle
que l’on cherche à estimer. Plus le coût est faible, plus les prédictions sont bonnes. Dans notre
cas, le vecteur d correspond aux mesures satellitales et le vecteur p, aux paramètres de surface
(caractéristiques du sol et de la végétation) nécessaires en entrée du modèle physique simulant
l’interaction de l’OEM avec les constituants de la surface.
La solution au problème inverse est donc donnée par la minimisation d’une certaine
mesure de la distance entre les observations et les prédictions. Le choix de la norme (valeur de
q dans l’équation II-1) va dépendre de la qualité des observations. En effet, plus la norme est
élevée, plus elle donnera de poids aux erreurs importantes (Menke, 1984). Si les mesures sont
précises, on préférera une norme élevée qui rendra les écarts observations-prédictions élevés
significatifs. Suivant le critère des moindres carrés, le fonction coût est quadratique (norme
L
2, q=2). La norme L
2 a l’avantage de permettre l’introduction aisée de statistique dans
l’expression du coût à travers les matrice de variance-covariance des données et des
paramètres comme il sera détaillé au paragraphe suivant. Cette norme fournit des estimateurs
non biaisés des paramètres qui sont de variance minimale si les résidus sont identiquement
distribués, indépendants. Il convient de ne pas confondre le critère des moindres carrés avec la
méthode d’optimisation appelée improprement moindres carrés généralisés (Tarantola and
Valette, 1982) qui est basée sur ce critère et qui est décrite au paragraphe 2.II.2.c.
II.1.2 Méthode pour contraindre les solutions
Dans plusieurs cas, on peut avoir une idée approximative de la solution. Cette solution
prend généralement la forme d’un jeu de paramètres a priori p
0. Pour nos travaux, grâce aux
mesures de terrain et aux simulations d’un modèle qui simule la croissance de la végétation
sahélienne, il est possible de calculer un modèle moyen d’évolution temporelle de la masse
herbacée au Sahel Africain (pour plus de détails, se référer au paragraphe III.5.1.b). Dans
l’inversion, on peut vouloir en plus du critère de proximité observations-prédictions que la- 55 -
solution ne s’écarte pas trop de cette solution a priori. Cela peut être effectué en modifiant la
fonction coût de la sorte :
() () [ ] [] ) ( ) ( ) ( ) ( ) (
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T T f f J ε (II-2)
Où ε est un facteur de pondération qui décide de l’importance relative des erreurs sur
les données et sur les variables ou paramètres du modèle.
Dans le cas général, ce poids est différent pour chaque paramètre du modèle. En effet,
pour certains paramètres, on peut avoir une bonne information a priori et on ne voudra pas
que la solution s’écarte grandement de cette valeur a priori alors que d’autres seront moins
bien connus d’avance et on leur laissera davantage de latitude. Une manière élégante de
réaliser cette pondération est d’utiliser une matrice de covariance des paramètres a priori (sous
l’hypothèse que leurs distributions statistiques sont normales). De même, les observations
satellitales sont souvent entachées d’erreur, chaque mesure étant incertaine, et le degré
d’incertitude sur chaque mesure peut être différent. La prise en compte des erreurs sur les
données est généralement effectuée par l’introduction de la matrice de covariance des erreurs
des données. La fonction coût J en écriture vectorielle devient donc :
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Où  d C  et  p C  ont respectivement les matrices de covariance des erreurs des données et des
paramètres a priori du modèle.
Quelques rappels
Une variable aléatoire discrète est une variable X qui peut prendre plusieurs valeurs xi avec
une probabilité donnée pi. La valeur moyenne (ou l’espérance mathématique) d’une variable
aléatoire X est la somme des produits de toutes les valeurs distinctes xi que peut prendre X
multipliées par leurs probabilités respectives pi  :
∑ >= =<
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La variance centrée d’une variable aléatoire est définie par :
Var(X)=E{[X-E(X)]²}=σ
2
L’écart type ou déviation standard std(X) est défini comme la racine carré de la variance.
La covariance entre deux variables aléatoires X et Y est définie par :
Cov(X,Y)=E{[X-E(X)][Y-E(Y)]}- 56 -
La covariance est une mesure de la corrélation entre les valeurs des variables aléatoires.
Considérons un vecteur :
X=[X1,X2 .. XN]
T
de n variables aléatoires X1 .. XN avec leurs moyennes associées <X1> .. <XN>. Il peut
s’agir, en télédétection, d’une série de N observations satellitales, du vecteur des paramètres
libres du modèle à optimiser ou des N valeurs temporelles d’une variable à estimer (masse
herbacée, humidité volumique de surface …).
La matrice de covariance  x C  d’un vecteur de variable aléatoire est définie par :
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Elle est définie positive et symétrique [ ) , ( ) , ( i j j i X X Cov X X Cov = ]. Plusieurs choix
peuvent être faits pour les fonctions de covariance a priori Cov(Xi,Xj) (Meier, 1981) et un
exemple est donné dans le paragraphe suivant.
Matrice de covariance a priori des paramètres du modèle
Les éléments diagonaux pour la matrice de covariance a priori des erreurs des paramètres du
modèle témoigneront de la connaissance a priori que l’on a sur la valeur du paramètre
correspondant. Dans notre cas, supposons que l’on veuille estimer l’évolution temporelle
d’une variable de surface comme la masse herbacée. C’est à dire que le vecteur de paramètres
à optimiser soit les N valeurs de masse herbacée correspondant aux N observations satellitales
disponibles aux temps ti (exprimés en jours juliens). On sait que l’évolution temporelle de la
masse herbacée est relativement « lisse » pendant la période de croissance au Sahel Africain
(elle ne connaît pas de saut brutal). On ne veut donc pas qu’entre deux observations
satellitales espacées de 8 jours, la masse herbacée ait varié du simple au double. Ce sont les
éléments non diagonaux de la matrice de covariance a priori qui vont permettre de prendre en
compte cette corrélation. Considérons ces N valeurs de masse herbacée Bm(ti) comme autant
de variables aléatoires. La matrice de covariance  m B C  associée s’écrit :
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Une fonction de covariance a priori de la forme :
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permet de prendre en compte cette corrélation.
Les éléments diagonaux ont les valeurs les plus élevées et les éléments non diagonaux
décroissent exponentiellement quand on s’éloigne de la diagonale. La vitesse de décroissance
dépend du temps de corrélation T. Plus T sera élevé, plus la décroissance sera lente et les
valeurs de masse herbacée corrélées. T décrit une période caractéristique de l’évolution
temporelle de la variable étudiée qui peut être fixée :
(1) soit grâce à notre connaissance a priori de l’évolution temporelle de
cette variable. Dans notre exemple, on peut considérer qu’elle est de
l’ordre de 15 jours car l’évolution de la masse herbacée au Sahel est
relativement lente par rapport à la répétitivité des observations
satellitales pendant la période de croissance (les valeurs restent
corrélées longtemps).
(2) soit grâce à une analyse statistique sur des séries d’évolution
temporelle mesurées sur le terrain.
De plus, T peut être considéré constant (covariance stationnaire). Elle peut également varier
avec le temps (covariance non-stationnaire). Par exemple, en début de saison de croissance,
les pluies sont assez irrégulières avec pour conséquence sur la végétation, des germinations
vite interrompues par des périodes sans pluie, ainsi la masse herbacée peut varier de manière
plus rapide. On peut donc vouloir fixer une longueur de corrélation élevée quand la croissance
est bien établie et plus faible en début de saison.
De plus, on peut vérifier que les éléments diagonaux (quand ti=tj) correspondent bien aux
variances Var(Bm(ti)).
Cet exemple montre qu’il convient de disposer de données dont la répétitivité
temporelle est inférieure à la longueur de corrélation T de la variable dont on désire estimer
l’évolution temporelle pour pouvoir considérer que deux valeurs quelconques sont corrélées.
C’est le cas ici où on dispose d’une observation satellitale tous les 7 jours en moyenne et la
longueur de corrélation est de 15 jours pour la variable à optimiser. Cette matrice de
covariance est une information supplémentaire donnée à l’algorithme. Dans le cas où le- 58 -
problème est mal posé (pour simplifier, que le nombre d’observations est inférieur au nombre
d’inconnues), cet ajout d’information est indispensable pour contraindre le problème inverse
et permet souvent de pallier, au moins partiellement, une éventuelle sous-détermination
(paragraphe II.1.3).
Matrice de covariance des erreurs des données
Dans le cas général, chaque élément est pondéré par l’élément correspondant de l’inverse de
la matrice de covariance. Cela signifie que, dans le cas où Cd est diagonale, les éléments
diagonaux de l’inverse de la matrice de covariance seront l’inverse des variances des erreurs
des données. Ainsi, les données avec une forte erreur auront une faible contribution au coût
alors que les données précises auront une forte contribution. Ce processus a pour objectif de
donner plus de poids aux données précises. Dans la pratique, les éléments non diagonaux de la
matrice de covariance des erreurs pour les diffusiomètres spatiaux sont considérés nuls. En
effet, en l’absence d’informations complémentaires, on considère que les erreurs sont
générées par des sources indépendantes.
Critère de sélection des solutions
Dans le cas de données entachées d’erreur, elles peuvent prendre toutes les valeurs
comprises dans l’intervalle de leurs barres d’erreur. Ainsi, toutes solutions passant en
moyenne à l’intérieur des barres d’erreurs des données peuvent être considérées comme
acceptable. En terme de coût, cela se traduit par un critère de coût inférieur à 1, le coût étant
rendu adimensionnel par les matrices de covariance inverses et divisé par le nombre de
mesures. La solution au problème inverse, dans ce cas, n’est donc pas un jeu de paramètres
unique mais un domaine de solutions acceptables défini par J(p)≤1.
II.1.3 Problème sur déterminé ou sous déterminé
La solution au problème inverse peut prendre différentes formes. Evidemment, c’est
généralement les valeurs des paramètres ou des variables d’état du modèle que l’on optimise
qui sont recherchées. Néanmoins, la solution sera toujours un compromis entre l’information
que l’on désire obtenir et ce qui peut être réellement obtenu d’un jeu d’observations. Ce
concept peut être clairement illustré en comparant la longueur du vecteur des données N et
celle du vecteur des inconnus M. Le problème peut être sous déterminé (sur déterminé) selon
que l’on a moins (plus) de données que de paramètres libres. En télédétection, c’est
l’évolution temporelle de plusieurs variables décrivant la surface observée qui doit être- 59 -
Dégénérescence
Figure II.1 : Fonction coût associée à l’optimisation du modèle de rétrodiffusion radar de Karam et al.,
(1992) limité à deux paramètres libres. Le minimum se trouve en (30,500) où le coût est nul. Noter la
vallée étendue synonyme de « dégénérescence ».
estimée (série temporelle de masse herbacée ou humidité du sol). Ainsi, la valeur de chaque
variable recherchée doit être estimée à chaque instant ti où une observation satellitale est
mesurée. Le problème est donc sous déterminé. Cependant, dans la pratique, les problèmes
sont à la fois sur déterminé et sous déterminé, quand les données contiennent suffisamment
d’information pour contraindre certains paramètres et pas d’autres. Dans le cas sur déterminé,
le problème ne peut pas être résolu au sens où il n’existe pas de solution exacte (qui conduise
à un coût nul). Dans ce cas, on calcule au sens des moindres carrés un minimum du coût.
(Menke, 1984).
La fonction coût peut nous renseigner efficacement sur la nature du problème à traiter. En
effet, la sous détermination du problème inverse vis-à-vis d’un paramètre se traduit le plus
souvent par une dégénérescence. Ce terme qualifie la forme du coût qui, au lieu d’avoir la
forme d’un bol prononcé au voisinage du minimum, est étirée le long d’une vallée à coût
constant. A titre illustratif, la fonction coût associée à l’inversion de la série temporelle de
masse herbacée sur une saison de croissance est tracée à la figure II.1. Afin de mieux
contraindre notre problème, cette série a été paramétrée par une courbe monotone croissante à
deux paramètres (une logistique) : la masse herbacée au pic de croissance Bmax et le point
d’inflexion jpinf. Ainsi paramétrée, au lieu d’estimer une valeur de masse herbacée à chaque
nouvelle observation, la connaissance du couple (Bmax, jpinf) détermine complètement
l’évolution temporelle de ce paramètre (ce type de courbe est illustré sur la figure III.12). La
fonction coût, fonction de ces deux paramètres, est tracée ici. Les points situés le long de la- 60 -
Figure II.2 : Optimisation du modèle de rétrodiffusion radar de Karam et al. (1992) limité à trois
paramètres libres. N’ont été conservées que les solutions conduisant à un coût inférieur à la déviation
standard du bruit des données. Noter la dégénérescence par rapport au paramètre « début de
croissance ».
vallée conduisent à un coût du même ordre. On ne pourra donc pas estimer avec précision ce
jeu de deux paramètres puisqu’une infinité de couple (Bmax, jpinf) conduit à la même valeur du
coût.
Ce type d’étude peut également permettre d’éliminer un paramètre du jeu à optimiser
dans le cas où la dégénérescence est parallèle à l’axe d’un des paramètres. En d’autres termes,
ce paramètre n’a que peu d’influence sur les prédictions du modèle. Ce paramètre est non-
observable. L’exemple de la figure II.2 illustre ce phénomène. Les axes de cette figure 3D
correspondent aux paramètres du modèle de rétrodiffusion radar de Karam et al. (1992) limité
à 3 inconnues, l’échelle de couleur correspond à la valeur du coût.
Le long de l’axe correspondant au jour de début de croissance de la végétation, le coût varie
peu par rapport aux deux autres paramètres (masse herbacée maximum et jour du point
d’inflexion). Initialement (lors du problème inverse analysé au paragraphe III.3.1), ce
paramètre était estimé par inversion. Après cette étude, ce paramètre a été fixé à une valeur
moyenne, réduisant ainsi l’espace de recherche (jarlan et al., 2001b).
II.1.4 Problème linéaire et non linéaire- 61 -
Figure II.3 : Exemple d’une fonction coût associée à un problème linéaire.
Les deux paramètres a et b représentent respectivement le coefficient directeur
de la droite et l’ordonnée à l’origine. La solution au problème inverse est (3,1).
La linéarité ou la non-linéarité du problème inverse dépend de la dynamique des
équations du modèle ainsi que du type de données disponibles. Il s’agit d’une caractéristique
capitale du problème inverse. En effet, du type de problème que l’on devra résoudre (linéaire
ou non) va dépendre la forme de la fonction coût et de ce fait, la méthode à utiliser.
Considérons un problème simple qui consiste à « fitter » N points de mesures (xi,yi) sur une
droite d’équation ax+b : ce problème est un problème linéaire. Selon le critère des moindres
carrés, ce problème revient à minimiser la fonction coût à deux paramètres suivante :
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Où p est le vecteur de paramètres, ici [a b]. On reconnaît clairement l’équation
d’une parabole sur a ou b (figure II.3). Il est intéressant de noter que la fonction coût associée
à un modèle linéaire sur les paramètres est quadratique. On montre que lorsque le problème
inverse est linéaire et que les données permettent de contraindre toutes les inconnues, toutes
les sections de la fonction coût J(p) le long de combinaisons linéaires des inconnues sont des
paraboles (Menke, 1984). Par conséquent, la fonction coût n’admet qu’un seul minimum qui
est la solution au problème inverse.
Lorsque le problème est non-linéaire (que la fonction coût n’est pas quadratique), la
forme du coût se complexifie. Elle peut avoir la forme de paraboles plus ou moins déformée,
on dira que le problème est faiblement non-linéaire et elle admettra une solution unique.- 62 -
Lorsque le problème devient fortement non-linéaire, les fonctions coût ont des formes
extrêmement complexes avec plusieurs minima locaux (figure II.4).
L’analyse de la forme de la fonction coût est d’un grand intérêt pour la compréhension du
problème inverse. Ainsi, le choix de la meilleure configuration de mesure (configuration
angulaire en optique par exemple, ou polarimétrique en radar) peut se faire en étudiant la
forme de celle-ci. Un moyen est de procéder par expériences simulées ou expériences
jumelles. On construit un jeu de pseudo-données simulées à l’aide d’un jeu de paramètre
surface p
ps connu que l’on utilise en entrée du modèle physique dans la configuration de
géométrique d’acquisition que l’on désire tester. On calcule ensuite le coût pour plusieurs
jeux de paramètres de surface pi qui échantillonnent de manière systématique l’espace des
paramètres :
() () [ ] ) ( ) ( ) ( i i i p d p d p f f J
T − ⋅ − = (II-9)
Le minimum global se trouve au niveau du jeu de paramètre p
ps utilisé en entrée du modèle
physique et correspond à un coût nul aux erreurs numériques prés. Plus la fonction coût a une
forme de bol prononcée autour de ce minimum, plus le minimum sera facile à repérer.
Inversement, l’occurrence de dégénérescences ou de minima locaux seront synonymes
respectivement d’un manque de contrainte ou de processus non linéaires et le minimum global
sera plus difficile à détecter. Dans la pratique, cette analyse est possible quand le nombre de
paramètres est inférieur à 3 car cela permet une représentation géométrique simple de la
fonction côut mais plus difficile quand ce nombre augmente.
II.2 LES METHODES D’OPTIMISATION LOCALE
La structure fondamentale d’une méthode locale est relativement simple :
Figure II.4 : Fonction coût associée à l’optimisation des équations d’un modèle
non linéaire (d’après Menke, 1984).
Paramètre
Minima locaux
Minimum global
Coût- 63 -
(1) On choisit un point de départ dans l’espace des paramètres p
0 (solution a
priori),
(2) On calcule le coût associé : si la solution correspond au minimum de la
fonction coût (i.e. si le gradient du coût est nul aux erreurs numériques
prés :  ε <
∂
∂
p
J
), on stoppe sinon, on continue,
(3)  On calcule une direction de recherche qui va vers la diminution du coût,
(4) On calcule un pas dans la direction choisie,
(5) La solution est actualisée. Le processus est relancé à partir du nouveau
point et l’algorithme continue jusqu’au minimum le plus proche.
Les méthodes locales opèrent sur les étapes 3 et 4. Ces méthodes sont dites locales du fait
qu’elles ont pour objectif de trouver le minimum dans le voisinage du point de départ. Il
s’agit, de plus, d’algorithmes déterministes qui utilisent les propriétés locales de la fonction
coût (comme la dérivée par exemple) pour calculer une amélioration du point de départ.
II.2.1 Introduction
Comme présenté dans le paragraphe II.1.4, résoudre un problème inverse linéaire à
plusieurs variables revient donc à minimiser une fonction coût dont toutes les sections
réalisées dans l’espace des paramètres sont des paraboles. Dans cet espace multidimensionnel,
on utilise des algorithmes itératifs qui opèrent par minimisations successives de fonctions
paraboliques à une seule variable suivant des directions judicieusement choisies dans l’espace
des paramètres. Dans un premier temps, on choisit un point de départ dans l’espace des
paramètres p
0 puis une direction de progression correspondant à une diminution du coût.
L’algorithme calcule ensuite un pas de progression dans la direction choisie. On distingue
généralement trois types de méthodes :
•  celles n’utilisant que l’estimation de la valeur de la fonction : les méthodes
Golden search et de Brent (qui sont décrites succinctement sur la figure II.5).
Ces deux méthodes sont peu efficaces (Computational Science Education
Project : CSEP, 1991) et peu utilisées. En revanche, en parcourant la
littérature, bien qu’également peu efficace, la méthode du simplex (Nelder et- 64 -
Mead, 1965) apparaît comme très en vogue dans notre domaine et, par
conséquent, elle sera détaillée dans le paragraphe II.2.2.b.
•  celles nécessitant en plus l’estimation du gradient de la fonction (la matrice
jacobienne)  : méthode de plus forte pente (Steepest gradient ou SD) ou de
gradient conjugué (GC) qui seront succinctement expliquées dans le
paragraphe suivant,
•  celles utilisant la dérivée seconde de la fonction (la matrice hessienne)  :
méthode de « Newton », « Newton-tronquée », « Newton-discrète » ou « quasi-
Newton ».
C’est principalement par la façon dont est déterminée la direction de recherche que
vont se différencier les méthodes.
II.2.2 Description
Figure II.5a : Méthode « Golden search ».
Le minimum est itérativement encadré par un
majorant et un minorant. La règle est de conserver à
chaque étape un point central plus « bas » que les
deux extrémités. Le minimum est initialement
encadré par les point 1,3 et 2. Etape I, on évalue la
fonction en 4 qui remplace le point 2. Puis, étape II,
en 5 qui remplace le point 1. Enfin, étape III, en 6 qui
remplace le point 4 et ainsi de suite jusqu’à un
encadrement « raisonnable » du minimum de J
(d’après Press et al., 1986).
Figure II.5b : Méthode de Brent.
La méthode est basée sur des interpolations
paraboliques successives. Une parabole est tracée à
partir de trois points initiaux 1,2 et 3. La fonction f
est évaluée au minimum de la parabole : le point 4
remplace le point 3. On trace une nouvelle parabole
à travers les points 1,2 et 4. Le minimum de la
parabole est le point 5 qui est proche du minimum
de J (d’après Press et al., 1986).
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II.2.2.a Méthode de descente de gradient
Il s’agit de méthodes itératives conçues pour la minimisation de fonction coût
quadratiques. La stratégie est identique pour tous les algorithmes de descente de gradient. On
choisit un point de départ p
0 dans l’espace des paramètres, une direction de progression r
0 et
un pas de progression λ
0 adéquat. La progression va toujours vers une réduction du coût. Si
on écrit l’approximation suivante :
r p λ p p λ p ⋅ ∇ ⋅ ≈ − ⋅ +
T J J J ) ( ) ( ) ( (II-10)
où ∇J(p
0)
T est le gradient de la fonction J à minimiser en p
0 et r une direction de recherche, la
direction de réduction du coût est définie par :
0 ) ( < ⋅ ∇ r p
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Le point de départ est ensuite actualisé selon :
0 0 0 1 r λ p p ⋅ + = (II-12)
Le processus est répété jusqu’à convergence vers le minimum le plus proche : p
opt où le
gradient ∇J(p
opt) est nul (figure II.6).
Supposons que l’on choisisse les vecteurs unitaires de l’espace des paramètres : e1, e2,
…, eN comme directions successives de recherche. A la première itération, la fonction J est
minimisée selon la direction e1. Parvenu au minimum, ce dernier point est choisi comme point
de départ, et la fonction J est minimisée selon la direction e2 et ainsi de suite jusqu’à ce que la
Figure II.6 : Minimisation d’une fonction coût quadratique associée à un
problème inverse linéaire. P
opt est la solution au problème inverse.
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fonction s’arrête de décroître. Cette méthode peut être extrêmement inefficace si la vallée du
coût minimum est mal orientée (cas de la figure II.7 dans un espace à deux dimensions).
Il convient donc de choisir les directions de recherche avec plus de raffinement.
L’algorithme de plus forte pente (ou steepest gradient) est l’une des méthodes les plus
simples. A chaque itération k, la direction de recherche r est donnée par –∇J(p
k), le gradient
négatif de la fonction coût. La méthode des « Gradients conjugués » est aussi une méthode ne
nécessitant que le calcul des dérivés premières de J. Elle repose sur le principe suivant. Une
approximation de la fonction coût J par sa série de Taylor peut être écrite de la manière qui
suit :
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Le vecteur ∇J(p
0) est le gradient de J en p
0 et  A  est la matrice Hessienne en p
0. A partir de
cette expression, le gradient autour de p
0 peut s’écrire :
b p A p − ⋅ ≅ ∇ ) ( J (II-14)
Si on se déplace selon une certaine direction δp, le gradient est modifié de :
Figure II.7 : Minimisation successives suivant les directions ex et ey le long d’une vallée étendue (Press
et al., 1986). Cette méthode nécessite un grand nombre d’itérations avant de converger vers le
minimum quand la vallée est mal orientée.
x
y p0
popt
p1
) (
0 p b J −∇ ≡ ) (
2
0 p A
j i
ij p p
J
∂
∂
≡- 67 -
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Supposons maintenant que nous ayons minimisé la fonction selon une certaine direction u et
que nous proposions de poursuivre par une nouvelle direction v. Afin que cette nouvelle
minimisation ne conduise pas à un coût plus élevé, le gradient doit rester perpendiculaire à u
(sinon il y aurait une direction non nulle le long de u), cela se traduit par :
[] v A u p u ⋅ ⋅ = = ∇ ⋅ 0 ) ( J δ (II-16)
Quand cette condition est remplie, on dit que les directions u et v sont conjuguées.
Quand la relation est valable pour un jeu de vecteurs donnés deux à deux, ils sont
mutuellement conjugués. Dans ce cas, afin de minimiser la fonction, si l’on procède avec un
ensemble de vecteurs conjugués, il ne sera pas nécessaire de chercher le minimum deux fois
dans la même direction. De ce fait, les méthodes de directions conjuguées garantissent la
minimisation de toute fonction quadratique à N variables en N itérations au maximum.
II.2.2.b Le simplex
La méthode du simplex a une analogie géométrique évidente. Elle repose sur la
formation d’une forme géométrique à p+1 dimensions (appelée simplex) dans l’espace des
paramètres Sp à p dimensions (un triangle dans le cas de l’optimisation d’une fonction à 2
paramètres ; un tetrahèdre dans le cas à 3 paramètres). Contrairement aux autres méthodes,
dans le cas du « downhill simplex method », on choisit p+1 points de départ. On applique
ensuite au simplex plusieurs transformations géométriques dont la plupart consistent en une
symétrie du point où le coût est le plus élévé à travers la face opposée à ce point (figure II.8).
Cette méthode présente l’avantage de ne faire appel qu’à des évaluations ponctuelles de la
fonction à optimiser et non à ses dérivés.
Cette méthode a été extrêmement utilisée en télédétection spatiale de la biosphère pour
l’inversion de modèle de transfert radiatif (Rétrodiffusion ou réflectance) comme en
témoignent les travaux de Frison et al. (1998) pour l’estimation de la masse herbacée au Sahel
Africain, de Bicheron and Leroy (1999) pour l’estimation, à l’échelle globale, des
caractéristiques biophysiques (Leaf Area Index, fAPAR) de la végétation à partir des données
POLDER (Polarization and Directionnality of the Earth’s reflectances) et de Wigneron et al.
(1999) pour l’estimation du contenu en eau d’une culture de soja à partir des données du SAR
des satellites ERS. Enfin, Pragnère et al. (1999) l’ont comparé à d’autres méthodes- 68 -
d’optimisation (Réseau de neurones et table de résultats) pour l’obtention des caractéristiques
de la végétation à partir des données VEGETATION et montrent que cette méthode est moins
efficace en terme de robustesse et de rapidité de calcul qu’une inversion par réseau de
neurones ou par table de résultats (paragraphe II.3.2.a).
II.2.2.c Algorithme des Moindres carrés généralisés (AMCG)
A partir d’une littérature disséminée, Tarantola et Valette (1982) et Tarantola (1987)
ont formalisé une méthode itérative permettant une combinaison optimale de toutes les
informations disponibles pour mieux contraindre le problème inverse (solution a priori,
matrices de covariance …). Il s’agit d’un algorithme utilisé de manière intensive en
océanographie (Murnane, 1994), dans le domaine de l’atmosphère (Rodgers, 1976) et plus
anecdotiquement, en télédétection de la biosphère terrestre, pour l’inversion d’un modèle de
rétrodiffusion radar (Woodhouse et Hoekman, 2000).
L’AMCG repose sur la linéarisation des équations du modèle autour d’une valeur a
priori. Au voisinage de cette valeur, les équations peuvent s’écrire :
d p ˆ = ⋅ F
Où F  est un opérateur linéaire.
coût
élevé
coût
faible
(b) (d)
(c) (a)
Figure II.8 : Opérations appliquées au simplex dans la méthode de Nelder et Mead (1965).
Le simplex initial est dessiné en lignes continues, après transformation, en lignes discontinues. Il peut
subir : (a) une réflexion du point au coût le plus élevé, (b) une réflexion et une expansion du point au
coût le plus élevé, (c) une contraction selon une direction en partant du point au coût le plus élevé ou
(d) une contraction selon toutes les directions en direction du point au coût le plus faible.- 69 -
Le critère des moindres carrés exprime le fait que la solution au problème inverse p
opt
minimise la distance euclidienne entre les données d et les prédictions F  p. De l’information
a priori peut être apportée à l’algorithme sous la forme d’une solution a priori p
0 quand celle-
ci est disponible. Dans ce cas, la perturbation δp=(p-p
0) doit également être minimale. Ces
deux termes ne peuvent pas s’ajouter tel quel et le coût doit donc être rendu adimensionnel en
introduisant la matrice de covariance des erreurs des données  d C  et la matrice de covariance
a priori des paramètres  p C  (Tarantola, 1987). Ces matrices permettent de donner davantage de
poids aux données précises et, par l’intermédiaire des éléments non diagonaux, de tenir
compte des éventuelles corrélation entre les paramètres ou les erreurs des données
(paragraphe II.1.2). Avec cette nouvelle définition de la distance, la solution minimise :
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Et la solution analytique au problème inverse, définie par  0 =
∂
∂
p
J
, s’écrit (Tarantola et
Valette, 1982) :
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Cette solution dépend des résidus (d-F  p
0), c’est à dire de la part qui n’est pas expliquée par
la solution a priori p
0 et d’une matrice, qui est définie symétrique et non négative. Dans la
pratique, celle-ci peut cependant être singulière si le problème est mal conditionné. Un
mauvais conditionnement est une traduction en algèbre linéaire d’un problème physiquement
mal posé. Il peut, par exemple s’agir d’une séries d’observations proches temporellement
mais très fortement corrélés si bien que la matrice de covariance sera mal conditionnée (les
éléments non diagonaux auront des valeurs proches de la diagonale). Cette matrice est en fait
la matrice de covariance a posteriori des paramètres :
1
1 1
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T
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Les barres d’erreur sur les paramètres peuvent être calculées à partir des éléments
diagonaux de cette matrice a posteriori en supposant que leurs distributions sont normales.
II.2.3 Conclusion
Du fait de la nécessité d’un point de départ dans l’espace des paramètres, la principale
limite des algorithmes d’optimisation locale reste la possibilité d’être piégés par un minimum
secondaire. Dans un cas de quasi-linéarité, ces méthodes peuvent être appliquées mais- 70 -
reposent sur l’hypothèse que le minimum peut être approché itérativement par linéarisations
locales successives à partir d’un point de départ. Quand le problème est fortement non
linéaire, la convergence vers le minimum global après linéarisation repose sur notre bonne
connaissance a priori de la solution. Si la valeur a priori se trouve dans le voisinage du
minimum global, les linéarisations successives conduisent au minimum global (figure II.9a),
dans le cas où la valeur a priori est dans le bassin d’attraction du minimum secondaire, les
linéarisations conduisent à ce minimum (figure II.9b).
Toute minimisation de fonction non linéaire qui repose sur une méthode locale est piégée
par le minimum local le plus proche de la solution a priori (voir par exemple pour
l’application de la méthode de descente de gradient : Ramillien et Mazzega, 1999  ou pour
l’application de l’AMCG  : Athias et al., 2000a). Pour limiter ce risque, certains auteurs
multiplient les essais avec différents point de départ dans l’espace de recherche (Bicheron and
Leroy, 1999). Néanmoins, il n’existe aucun critère rigoureux pour déterminer le nombre
d’essai et ce nombre peut être très élevé avant que, par chance, la solution a priori se trouve
dans le bassin d’attraction du minimum global. On peut se ramener ainsi à une exploration
quasi-systématique de l’espace des paramètres.
Ces méthodes reposent, de plus, la plupart du temps sur plusieurs hypothèses :
(1) la normalité de la distribution des données et des paramètres a priori. C’est
le cas dès que l’on utilise des matrices de covariance comme l’AMCG (qui
p
J(p)
p a priori (p a priori)’
Minimum de la parabole
Parabole tangente
p opt
p
J(p)
p opt
p a priori (p a priori)’
Parabole tangente
Figure II.9 : Linéarisation d’un problème inverse non linéaire (d’après Menke, 1984). (a) Solution a priori
dans le bassin du minimum global p
opt. (b) Solution a priori dans le bassin d’un minimum secondaire.
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suppose que les distributions des données et des paramètres sont
entièrement définies par leurs moments d’ordre 2).
(2) la continuité de la fonction à optimiser quand les dérivées sont utilisées,
(3) le domaine de recherche n’a qu’un seul minimum dans le voisinage de la
solution a priori,
(4) la convexité de la vallée du minimum global. Cette caractéristique est
étroitement liée à l’hypothèse (1). En effet, le rajout de barre d’erreur n’a
aucun sens quand la forme de la vallée est non convexe.
Or, dans la plupart des cas, que le problème soit linéaire ou non, ces hypothèses ne
sont pas toujours respectées. Dans le cas non linéaire en particulier, la vallée du minimum
global est non convexe (Ramillien et Mazzega, 1999 ; Jarlan et al., 2001b). La distribution des
données peut ne pas être normale (Jarlan et al., 2001b). Il est donc naturel de se tourner vers
les méthodes d’optimisation globale qui font l’objet du paragraphe suivant.
II.3 LES METHODES D’OPTIMISATION GLOBALE
II.3.1 Introduction
Les méthodes d’optimisation globales échantillonnent l’espace de recherche dans sa globalité.
Contrairement aux méthodes locales, ces méthodes ont pour objectif de trouver le minimum
global de la fonction coût dans un espace borné au préalable. La méthode globale la plus
simple est une méthode purement énumérative consistant en une exploration systématique de
l’espace des paramètres (table de résultats ou look up table –LUT-). Les autres méthodes
globales sont, pour la plupart, non-déterministes ou stochastiques (elles font appel à des
tirages de nombres aléatoires) et elles n’exigent que des évaluations ponctuelles de la fonction
à optimiser. Citons entre autres :
-  Les méthodes de Monte-Carlo (Sen and Stoffa, 1995) qui consistent en un
échantillonnage aléatoire de l’espace des paramètres,
-  Le recuit simulé (Rothman, 1985)  : cette méthode est basée sur une
analogie avec les processus physique de recuit utilisés en métallurgie et qui
visent à atteindre une configuration d’énergie minimale (la fonction coût
est assimilée à une énergie),- 72 -
-  Les algorithmes évolutifs (Goldberg, 1994; Sen and Stoffa, 1995  ;
Michalewicz, 1996) qui s’apparente à une méthode de Monte-Carlo dirigé :
le principe est de simuler l’évolution d’une population d’individus divers
auxquels on applique différents opérateurs génétiques et que l’on soumet à
chaque génération à une sélection.
De part leur nature stochastique, il est naturel de penser à utiliser les nombreux essais
effectués par ces méthodes pour obtenir de l’information supplémentaire sur la solution. En
particulier, la description de la solution, quand les données sont contaminées par du bruit, est
incomplète en l’absence d’une incertitude sur cette solution. Les méthodes globales
stochastiques sont susceptibles de permettre l’obtention d’une approximation de la
distribution statistiques des solutions acceptables.
Le présent travail s’est appuyé sur deux méthodes d’optimisation globale qui seront détaillées
par la suite : la table de résultats et les algorithmes évolutifs.
II.3.2 Description
II.3.2.a Table de résultats ou look-up table (LUT)
Une méthode simple pour résoudre le problème inverse est de balayer la totalité de l’espace
des paramètres. On choisit pour cela des limites supérieure et inférieure physiquement
réalistes ainsi qu’un pas de discrétisation pour chaque inconnue. Il suffit ensuite de calculer le
coût pour chaque combinaison des valeurs potentielles des paramètres. Le principal
désavantage de cette méthode réside dans le temps de calcul informatique qu’elle implique.
Quand le nombre de paramètres est élevé, ce coût peut rapidement être rédhibitoire.
Néanmoins, cette méthode, malgré sa simplicité apparente, a de nombreux avantages. Elle
permet non seulement d’obtenir le jeu de paramètres optimaux, comme pourrait le fournir
n’importe quelle méthode d’optimisation, mais aussi une image complète du sous-domaine
des solutions acceptables (défini comme l’ensemble des solutions qui passent en moyenne par
les barres d’erreur des observations). L’analyse de ce domaine nous renseigne sur la véritable
contrainte apportée par le jeu de données sur le modèle à optimiser. Elle va permettre de
détecter les dégénérescences (vallées étendues, paramètres non observables), et sa forme
(occurrence de vallées non convexes, de plusieurs minima locaux) est directement liée à la
nature linéaire ou non du problème. Cette méthode n’a été appliquée que récemment pour- 73 -
l’inversion de modèles de transfert radiatif en télédétection de la biosphère continentale
(Pragnère et al., 1999 ; Jarlan et al., 2001b). Néanmoins, les efforts des équipes chargées de
l’élaboration des produits LAI et FAPAR, issus du capteur optique américain MODIS
(http://modis.gsfc.nasa.gov), montrent qu’il s’agit d’une méthode prometteuse pour le futur
(Knyazikhin et al., 1999). De plus, Pragnère et al. (1999) ont comparé trois méthodes
d’optimisation, et montrent que la table de résultats est bien adaptée à ce type de problème
bien que moins rapide qu’un réseau de neurones qui a besoin d’un gros volume de données
d’entraînement et présente le désavantage de nécessiter un nombre d’observations fixe en
entrée.
II.3.2.b Algorithmes évolutifs
Quand le nombre de paramètres augmente, il n’est plus possible d’utiliser une
méthode exhaustive d’optimisation comme l’approche par table de résultats. Il convient alors
d’utiliser des algorithmes qui échantillonnent de manière plus « intelligente » l’espace des
paramètres comme les algorithmes évolutifs. Trois principales formes d’algorithmes évolutifs,
qui ont été développés indépendamment, peuvent être distinguées :
-  La programmation évolutionnaire,
-  Les stratégies évolutives,
-  Les algorithmes génétiques.
D’excellentes revues de ces algorithmes sont disponibles dans la littérature (Bäck and
Schwefel, 1993 ; Schoenauer and Michalewicz, 1997). Les algorithmes évolutifs sont des
algorithmes semi-stochastiques d’optimisation s’appuyant sur des idées dérivées de la
génétique et de l’évolution naturelle (Bäck and Schwefel, 1993  ; Goldberg, 1994  ;
Michalewicz, 1996  ; Schoenauer and Michalewicz  ; 1997). Le principe de base est la
convergence vers l’élément le mieux adapté. L’adaptation est évaluée par l’intermédiaire de
son coût. Il s’agit de techniques qui travaillent sur une population de nombreuses solutions
potentielles, chaque individu de la population représentant un point dans l’espace de
recherche. Cette population évolue par l’intermédiaire de trois opérateurs  : croisement,
mutation, sélection naturelle. L’environnement fournit une information de qualité pour chaque
individu (le coût) et la sélection élimine ensuite les éléments les plus faibles pour favoriser la
conservation et la reproduction des individus les mieux adaptés.- 74 - Figure II.10 : Fonctionnement des algorithmes évolutifs
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La mise en œuvre d’un algorithme évolutif nécessite la connaissance des 6 éléments
suivants :
•  Un principe de codage de l’élément de population. Le codage binaire a
été très utilisé à l’origine. Les codages réels sont désormais largement utilisés
notamment dans nos types de problème où les variables à optimiser sont réelles.
•  Un mécanisme de génération de la population initiale. Ce mécanisme
doit être capable de produire une population d’individus qui servira de base pour
les générations suivantes. Le choix de la population initiale conditionne la
vitesse de convergence. Dans le cas où l’on ne connaît rien du problème, il est
essentiel que la population initiale soit répartie de façon homogène sur tout le
domaine de recherche.
•  Une fonction à optimiser. Celle-ci retourne la valeur du coût.
•  Des opérateurs permettant de diversifier la population au cours des
générations et d’explorer de façon globale l’espace des paramètres (croisement,
mutation).
•  Un mécanisme de sélection des éléments les plus adaptés qui peut être
stochastique ou déterministe (un descriptif des différents processus de sélection
est donné en annexe E).
•  Les paramètres algorithmiques tel que la taille de la population, le taux
de mutation ou celui de croisement.
Le principe de fonctionnement d’un algorithme évolutif est présenté sur la figure II.10.- 75 -
Les candidats pour la survie à la génération suivante sont tirés soit de manière
stochastique, ce « pseudo-hasard » étant biaisé en faveur des éléments les plus adaptés qui ont
plus de chance d’être sélectionnés que les moins aptes, soit par sélection déterministe des n
meilleurs individus. Le croisement (voir la figure II.11 pour un croisement en codage binaire),
qui n’est pas utilisé par tous les algorithmes évolutifs, correspond à la génération d’un nouvel
individu par l’échange de matériel génétique entre plusieurs individus existants. La mutation
consiste à perturber aléatoirement un élément de la population. Le processus est répété
jusqu’à ce que la population converge, c’est à dire jusqu’à ne plus observer qu’une faible
diversité de la population ou ne plus constater de progression de la valeur du coût associé au
meilleur individu d’une génération à la suivante.
Les algorithmes génétiques (AG)
C’est John Holland, en 1975, qui introduisit une méthode d’optimisation inspirée des
capacités d’adaptation et d’évolution des espèces (Holland, 1975) ; les ouvrage de Goldberg
(1994) et de Michalewicz (1996) ont, par la suite, largement contribué à la vulgarisation des
algorithmes génétiques. Cette technique a déjà été appliquée avec succès dans plusieurs
problèmes d’optimisation de modèles environnementaux (Wang Q.J., 1997  ; Lin and
Sarabandi, 1999 ; Athias et al., 2000b). De plus, on trouve dans la littérature et sur internet
des versions relativement simple de ce type d’algorithmes (Goldberg, 1994 ; Carroll, 1997).
La première étape d’implémentation d’un AG est le codage binaire utilisé pour
caractériser un point dans l’espace de recherche. Supposons que l’on désire estimer la masse
herbacée au pic Bmax et le jour du point d’inflexion jpinf d’une courbe logistique (figure III.12).
Figure II.11 : Exemple de codage binaire et croisement en 1 point  entre deux
individus d’une population pour l’optimisation de 4 paramètres codés sur 4 bits.
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Grâce à des données de terrain et à des simulations, on peut déterminer les bornes de
l’intervalle de variation de ces paramètres. Par exemple, grâce à une base de données de
terrain historique, la valeur minimale de Bmax sera fixée à sa valeur lors d’une année très
mauvaise en terme de production et sa valeur maximale à sa valeur lors de l’année la plus
humide. Le nombre de bits utilisés pour le codage de ce paramètre va déterminer sa résolution
dans l’espace des paramètres. Les résultats du codage de chaque paramètre sont mis à bout à
bout et la chaîne de bits ainsi obtenue constitue le chromosome d’un individu (figure II.11).
Ce type de codage a pour intérêt de créer des opérateurs de croisement ou de mutation facile à
programmer.
Après génération d’une population initiale, le coût de chaque individu est évalué. Les
parents qui vont se reproduire sont choisis parmi les meilleurs par tirage biaisé en faveur des
individus les mieux adaptés : c’est la sélection initiale. C’est l’opérateur de croisement qui est
l’opérateur principal pour les AG. Un paramètre algorithmique pc indique la probabilité pour
un individu de subir un croisement. Typiquement, pc est de l’ordre de [0.6,1] (Bäck and
Schwefel, 1993). Pour croiser deux individus entre eux, il suffit de partager une chaîne binaire
en un point préalablement défini et d’intervertir les deux parties entre les deux individus
croisés (figure II.11) Il s’agit du croisement le plus simple en un point. Néanmoins, cet
opérateur peut être généralisé au croisement en m points où l’on intervertit deux à deux les
morceaux de chaînes obtenus. La mutation est un opérateur secondaire pour les AG et a
généralement une probabilité pm très faible (pm≈1e-3 / bit). Elle consiste dans le cas d’un
codage binaire en l’échange occasionnel d’un certain nombre de « 1 » dans la chaîne par des
«0 » ou inversement.
Autant d’enfants que de parents sont créés. Le processus est générationnel : tous les
parents sont remplacés par tous les enfants. On peut éventuellement forcer la survie du
meilleur individu d’une génération à l’autre (élitisme).
Le fondement de la théorie des AG repose sur la manipulation de schèmes. Un schème
H ∈ {1,0,*}
l est un motif de similarité décrivant un sous ensemble de chaînes. Le symbole ‘*’
est associé au cas où la valeur du bit n’a pas d’importance. Prenons l’exemple d’un domaine
de recherche pouvant être codé sur 3 bits. Le schème **1 désigne l’ensemble des chaînes
{111,101,011,001}. Puisque les schèmes les plus adaptés ont une plus forte probabilité d’être
sélectionnés pour la génération suivante, les schèmes qui semblent les meilleurs sont choisit- 77 -
sans cesse davantage de génération en génération. Le croisement, quand à lui, laisse le schème
intact si il ne le coupe pas. Considérons les deux schèmes 1***1 et **11*. Le premier a de
grandes chances d’être détruit par le croisement tandis que le second sera probablement
conservé. Les schèmes de courte longueur utile et très performants sont appelés « briques
élémentaires  ». Ils sont conservés par le croisement et reproduits en quantité par la
reproduction (la mutation, de probabilité faible, ne détruit que rarement un schème
quelconque). De ce fait, les «  briques élémentaires  » sont propagées de génération en
génération grâce à une augmentation exponentielle de la représentation de celles qui se sont
révélées les meilleures.
Dans ce travail, le code de Carroll (1997) a été appliqué à l’estimation de la masse
herbacée à partir des données du diffusiomètre vent des satellites ERS. La version utilisée est
celle que l’auteur juge la plus efficace en terme de rapidité de convergence (Carroll, 1996a et
1996b). L’algorithme porte le nom de « micro algorithme génétique ». Il travaille sur des
tailles de populations faibles (5 individus) et a un taux de mutation nul. Après plusieurs
générations, il a été observé que la totalité de la population convergeait vers des chaînes
codées quasi-identiques qui ne génèraient plus de nouveaux chromosomes. Cela peut arriver
avant d’avoir atteint l’optimum de la fonction. Cette convergence prématurée est un des
principaux problèmes des algorithmes génétiques simples. En effet, par l’intermédiaire de
l’opérateur de croisement, le matériel génétique (morceau de chaîne binaire ou «  briques
élémentaires ») qui conduit à des individus adaptés est reproduit de génération en génération,
si bien que la population peut s’uniformiser avant d’atteindre le minimum global. De plus,
dans notre cas, le problème est d’autant plus accentué que le taux de mutation, sensé favoriser
la diversité, est nul. L’intérêt du croisement suscite néanmoins de nombreux débats et dépend
du problème à traiter. Une discussion sur le rôle du croisement est faite dans Schoenauer and
Michalewicz (1997).
Les Stratégies évolutives (SE)
Les éléments de la population, pour les algorithmes génétiques, sont représentés sous
forme de bits contenant toute l’information nécessaire à la description d’un point dans
l’espace des paramètres. Néanmoins, comme il a été évoqué dans le paragraphe précédent, ce
type de codage peut ne pas être toujours adapté. Chaque paramètre est représenté par une
partie de la chaîne de bits (figure II.11) et la structure du problème n’est pas bien reflétée ;- 78 -
l’ordre des variables ayant une importance dans la structure de l’individu en codage binaire
alors qu’il n’en a pas forcément dans la structure du problème. Les stratégies évolutives
évitent ce problème dans le codage de l’élément de population. Elles utilisent des vecteurs
réels et ne passent pas par le codage binaire intermédiaire. Chaque point de recherche pour les
SE sont des vecteurs à M dimensions 
M ℜ ∈ p , M étant le nombre de paramètres du modèle à
optimiser.
L’opérateur principal des SE est la mutation. Un algorithme de stratégie évolutive,
comme un algorithme génétique, démarre avec une population initiale de µ individus et le
coût est évalué pour chacun d’entre eux. Il n’y a pas de sélection initiale. Ensuite, un nombre
d’enfants λ est généré en perturbant chaque membre de la population de parents par une
mutation gaussienne de moyenne nulle et de déviation standard σ. Si le bruit gaussien est trop
petit en début de recherche, l’algorithme peut rester bloqué sur un optimum local. Dans le cas
contraire, il peut ne jamais converger localement. Il s’agit donc de modifier ce bruit au fil des
générations. Dans les dernières évolutions des stratégies évolutives la déviation standard de la
mutation gaussienne fait partie des individus de la population. Cette technique est appelée
« mutation auto-adaptative » (annexe F). On peut décider d’optimiser une déviation standard
différente pour chaque paramètre de telle manière à ce que chaque individus 
M 2 ℜ ∈ a (les M
paramètres du modèle + les M déviations standards associées) ou n’optimiser qu’une seule
valeur de la déviation standard qui sera appliquée à tous les paramètres : 
1 + ℜ ∈
M a .
Ensuite, un processus de sélection complètement déterministe est appliqué. Si l’on
note  µ le nombre de parents et λ le nombre d’enfants (λ>µ), on distingue les stratégies
évolutives de type (µ+λ)-SE et (µ,λ)-SE selon le type de sélection des individus. Dans le
premier cas, la sélection des µ meilleurs individus pour la génération suivante se fera sur la
totalité des µ+λ enfants et parents. Ce type de sélection est élitiste dans la mesure où le
meilleur individu se retrouve toujours à la génération suivante. Dans le deuxième cas, on
sélectionnera les µ individus parmi les λ enfants (Bäck and Swefel, 1995 ; Schwefel and
Bäck, 1995).
Un algorithme de stratégie évolutive est donc, en quelque sorte, un algorithme
génétique  « adaptatif »  puisqu’il fait évoluer au cours de l’optimisation les paramètres
algorithmiques, comme le taux de mutation, pour s’adapter à la structure du problème. Bäck- 79 -
et Schwefel (1993) comparent les différents algorithmes évolutifs pour l’optimisation de
fonctions théoriques : la convergence des SE s’est toujours avérée plus rapide que celles des
AG.
La programmation évolutionnaire (PE)
Ces techniques ressemblent aux stratégies évolutives. Comme dans les stratégies
évolutives, il n’y a pas de sélection initiale. Le seul opérateur est la mutation. Ensuite, un
même nombre d’enfants que de parents est généré en perturbant chaque membre de la
population de parents par une mutation gaussienne de moyenne nulle et de déviation standart
σ qui est calculée à partir de la valeur de la fonction coût. Un individu faible est autorisé à
s’éloigner grandement de sa position alors qu’on cherche une amélioration dans le voisinage
proche d’un bon individu. Enfin, les N meilleurs individus parmi les enfants et les parents
deviennent les parents pour la génération suivante. La sélection se fait par tournoi
stochastique (Bäck and Schwefel, 1993 ; Schoenauer, 1997) : chaque individu rencontre K
adversaires (K<N) et augmente son score de 1 si il a un meilleur coût que ses adversaires.
Enfin les N individus ayant obtenus le meilleur score sont conservés.
II.3.3 Conclusion
Les algorithmes d’optimisation globaux présentés ici ne nécessitent ni le calcul des
dérivés, ni la continuité de la fonction à optimiser, ni une évaluation a priori de la solution
utilisée comme point de départ de la recherche dans l’espace des paramètres.
Le codage des paramètres à partir de leurs valeurs extrêmes admissibles borne
naturellement le domaine de recherche. De plus, à l’intérieur de ce domaine, il est aisé de
modifier artificiellement le coût pour limiter les descendances de solutions qui, d’un point de
vue de la connaissance a priori que l’on peut avoir de notre problème, ne sont pas adaptées. Il
suffit pour cela de leur attribuer un coût élevé.
La grande force des algorithmes évolutifs réside dans leur capacité à trouver la zone de
l’espace des solutions contenant l’optimum de la fonction. En revanche, ils sont inefficaces
lorsqu’il s’agit de trouver la valeur précise de l’optimum dans cette zone. Lorsque les
observations sont entachées d’erreur, toute solution passant en moyenne à l’intérieur des
barres d’erreur peut être considérée comme acceptable. De ce fait, un des critères d’arrêt de- 80 -
l’algorithme peut être justement de stopper lorsque une solution répondant à ce critère a été
trouvée. Néanmoins, les nombreux essais de l’algorithme autour de la solution optimale
peuvent être exploités pour estimer une distribution statistique des solutions acceptables et
éventuellement calculer une déviation standard. Si la valeur précise du minimum global est
recherchée, il est naturel de penser à associer un algorithme local à un algorithme évolutif de
façon à obtenir une meilleure vitesse de convergence au voisinage du minimum global.
Les algorithmes évolutifs présentent néanmoins trois désavantages majeurs :
(1) à cause de leur nature stochastique, ils ne garantissent pas la convergence
vers le minimum global,
(2) le nombre d’évaluation de la fonction coût et donc le temps de calcul
informatique est plus élevé que dans le cas des méthodes locales.Notons à
ce propos que c’est principalement le temps de calcul du modèle en mode
direct qui grève le temps de calcul dans le cas des algorithmes évolutifs qui
résolvent un problème inverse par une méthode directe (ils essaient un grand
nombre de solutions potentielles).
(3) ils nécessitent l’ajustement de nombreux paramètres algorithmiques.
(1) Les nombreux travaux de Bäck and Schwefel (1993), Schoenauer (1997) sur des fonctions
théoriques à plusieurs minima locaux et de Athias (2001) sur un modèle dynamique non
linéaire de flux de matière dans la colonne d’eau océanique entre autres, même si ils ne
constituent pas une démonstration théorique, sont autant d’arguments en faveur des
algorithmes évolutifs.
(2) Le progrès des vitesses de calcul informatique et l’avènement du calcul parallèle font que
l’utilisation de ces méthodes est plein d’avenir.
 (3) La lecture de Bäck and Schwefel (1993), Goldberg (1994), Carroll (1996a, 1996b) et
Schoenauer and Michalewicz (1997) montre que des règles empiriques mais néanmoins
robustes existent pour fixer les paramètres algorithmiques (probabilité de croisement,
probabilité de mutation).
Notre choix pour l’estimation des paramètres de surface à partir d’observations satellitales
s’est donc porté sur les méthodes d’optimisation globales. Le chapitre suivant présente- 81 -
l’application de ces méthodes à l’optimisation des modèles de rétrodiffusion pour la
restitution des variables de surface à partir des données des diffusiomètres spatiaux.- 82 -CHAPITRE III :
ESTIMATION DES PARAMETRES DE
SURFACE EN ZONE SEMI-ARIDE PAR
DIFFUSIOMETRIEChapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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III.1 PRESENTATION DE LA REGION D’ETUDE
III.1.1 Le Sahel Africain
Le Sahel est une zone de transition, située entre le désert du Sahara au nord et les
savanes soudaniennes au sud, qui s’étend sur environ 6000 km de long et sur 400 à 600 km de
large de l’océan Atlantique à la mer Rouge. La bande sahélienne traverse 10 pays, qui sont
parmi les plus pauvres du monde, et abrite 50 millions de personnes dont la majorité pratique
l’agriculture de subsistance (figure III.1). Le régime des pluies est monomodal avec une
courte saison des pluies centrée sur le mois d’août. La végétation, adaptée à de telles
conditions extrêmes, est une «  steppe à épineux  » constituée d’une strate herbacée
(essentiellement des espèces annuelles) et d’une strate arbustive très éparse.
Le Sahel est souvent défini par les isohyètes 100 mm. an
-1 au nord et 600 mm. an
-1 au
sud (Le Houérou, 1989). Néanmoins, la transition avec le Sahara au nord aussi bien qu’avec
les savanes soudaniennes au sud est très progressive et fluctue en latitude d’une année sur
l’autre. Le climat sahélien est défini comme un climat tropical aride à tropical semi-aride. Le
Figure III.1 : La bande sahélienne limitée par les isohyètes 100 et 600 mm / an au nord et au sud et les
principales zones écoclimatiques en Afrique sub-saharienne.Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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déroulement des saisons est réglé par le lent déplacement de la zone intertropicale de
convergence (ITCZ) sous l’effet principal des gradients de pression dont les variations
dépendent du balancement apparent du soleil de part et d’autre de l’équateur. Les pluies
tombent en été quand les jours sont longs et les températures élevées causant l’évaporation de
la majeure partie de cette eau. La distribution des pluies est strictement monomodale, centrée
sur le mois d’août, avec une saison des pluies qui dure de 2 mois au nord à presque 5 au sud.
Le reste de l’année est caractérisé par un climat aride et désertique. En dehors de la variabilité
spatiale de la pluie liée au gradient latitudinal (environ 1 mm. km
-1), on constate une forte
variabilité temporelle à différentes échelles : interannuelle (le coefficient de variation se situe
entre 25% au sud et 45% au nord), et sur de plus longues périodes de temps avec des phases
humides ou sèches (période 1920-2000 : figure III.2) .
On a de plus coutume de subdiviser latitudinalement le Sahel en trois zones
écoclimatiques (Le Houérou, 1989) :
-  zone saharo-sahélienne  (transition avec le Sahara) : entre les isohyètes 100
et 200 mm,
-  zone sahélienne sensus stricto : entre les isohyètes 200 et 400 mm,
-  zone soudano-sahélienne (transition avec les savanes soudaniennes) : entre
les isohyètes 400 et 600 mm.
Figure III.2 : Variation des précipitations par rapport à la moyenne (en mm) pendant
la période 1920-1999 et tendance (     ): (a) Zone saharo-sahélienne (moyenne annuelle = 156 mm;
écart type = 61 mm), (b) Zone sahélienne (moyenne annuelle = 379 mm; écart type = 118 mm.).
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Ces subdivisions, comme les frontières nord et sud de la bande sahélienne, sont
principalement déterminées par la composition floristique et la distribution spatiale de la
végétation. Ces deux facteurs sont, en effet, plus stables d’une année sur l’autre que la
quantité de pluie.
L’action de la pluie est fortement influencée par celle des substrats et de la
topographie. Dans l’ensemble du Sahel, dominent des sols sablonneux d’origine éolienne
(plus de 50 % des surfaces) formant des dunes à relief plus ou moins accentué et des
pénéplaines. Les espaces sablonneux sont séparés par de nombreuses dépressions limono-
argileuses. Sur les affleurements rocheux et sur les cuirasses fossiles, on rencontre des sols
squelettiques de faible profondeur riches en éléments grossiers (gravillons) et pauvres en
éléments fins. La teneur en matière organique des sols est très faible. La distribution des sols
est liée à la topographie. Les dunes, mais surtout les affleurements rocheux et les cuirasses
fossiles, forment les parties élevées alors que les dépressions limono-argileuses forment les
parties basses. Entre ces deux extrêmes s’étendent des pentes plus ou moins fortes dont le sol
a une texture limoneuse ou sablo-limoneuse. L’eau des pluies ruisselle des hauteurs vers les
dépressions où elle constitue parfois des mares temporaires pendant la saison des pluies.
La steppe sahélienne est une végétation formée essentiellement de plantes herbacées
annuelles de petite taille (beaucoup de graminées) et de plantes ligneuses dispersées (figure
III.3a). Les espèces pérennes sont rares. Les espèces végétales que l’on rencontre au Sahel
présentent des caractères fortement adaptés à l’aridité du milieu et à la brièveté de la saison
des pluies. Les principales graminées sont Cenchrus biflorus, Schoenfeldia gracilis, Aristida
mutabilis, Dactylotenium aegyptiaca et Tragus berteronianus. Le recouvrement de la strate
herbacée est faible, souvent inférieur à 30 %. La quantité de matière sèche (MS) végétale
varie entre 200 kg / ha à l’extrême nord pour une année sèche et 3 tonnes / ha au sud pour une
année bien « arrosée ». L’indice foliaire (surface foliaire par m² de sol) ou LAI (Leaf Area
Index) est typiquement compris entre 0.5 et 1.5 m²/m². Les arbres sont surtout des épineux du
genre  Acacia (figure III.3b). Les autres espèces les plus fréquentes sont  : Combretum
glutinosum, Leptadenia pyrotechnica, Balanites aegyptiaca et Boscia senegalensis. La densité
d’arbre diminue du sud au nord. Le taux de recouvrement des ligneux ne dépasse
généralement pas 5% si ce n’est dans les dépressions où l’on peut rencontrer des fourrés
denses. De plus, la distribution spatiale de la végétation est fortement hétérogène. Cette
hétérogénéité est liée à la distribution des pluies, à la nature du sol ainsi qu’à la topographie.Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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C’est sur les ensembles dunaires que la végétation est la plus homogène, avec un tapis
d’herbacées qui peut être continu. Dans les dépressions, la végétation ligneuse forme des
peuplements parfois denses, le tapis herbacé est discontinu et hétérogène.
L’importance et la répartition des précipitations au début de la saison des pluies ont
une grande influence sur l’installation du tapis herbacé, sa composition floristique et sa masse
en fin de saison. Des pluies précoces et régulières favorisent les graminées et une production
élevée. Il est intéressant de noter que, malgré la forte amplitude des variations interannuelles
de production et de composition floristique, la végétation naturelle résiste bien aux
sécheresses comme le montre la spectaculaire régénération des pâturages sahéliens après les
sécheresses de 1973-74 et 1984-85 (Helldèn, 1988 ; Hiernaux, 1995).
D’un point de vue de leur développement, les annuelles germent après les premières
pluies et croissent jusqu’à la fin de la saison humide si la croissance n’est pas interrompue par
de fortes périodes de stress hydrique. Cette saison étant très courte, la croissance est rapide et
l’incrément journalier élevé. C’est la durée de la période active des pâturages qui va
conditionner la production végétale. Cette durée diminue fortement selon une direction sud-
nord. Elle va déterminer notamment l’importance des espèces ligneuses, qui diminue
rapidement, et la durée de cycle des espèces annuelles.
III.1.2 La zone d’étude : le Gourma et le Seno Malien
Nos sites de validation sont situés dans le Gourma et le Séno Malien. Ce sont des
régions limitées à l’ouest par le delta intérieur du fleuve Niger, au nord et à l’est par le fleuve
lui-même, au sud par la frontière avec le Burkina-Faso et le Niger. Il s’agit d’une vaste région
Figure III.3 : Type de végétation au Sahel Africain.
(a) steppe à épineux. Strate herbacée annuelle à Cenchrus biflorus et strate arbustive à Acacia senegal.
Zone sahélienne sensus-stricto (septembre 1999), (b) Acacia raddiana.Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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traversée latitudinalement par les différentes zones écoclimatiques que l’on distingue
généralement au Sahel (Le Houérou, 1989).
Le Gourma est une région essentiellement pastorale, avec très peu de zones cultivées,
d’une superficie d’environ 80000 km² dont la population et le bétail n’ont cessé de diminuer
depuis la fin des années 60, contrairement aux régions plus au sud, aptes à la culture et
peuplées de fermiers sédentaires où la population est en augmentation (Hiernaux, 1994). Cette
crise du pastoralisme sahélien est attribuée à une succession d’années sèches et donc à une
diminution des ressources fourragères disponibles. Les pâturages du Gourma malien sont
utilisés principalement pendant la saison pluvieuse par différentes populations nomades ou
semi-nomades. De plus, la région est également devenue une zone de refuge pour les
populations touaregs qui vivent traditionnellement plus au nord (Hiernaux, 1994).
Le long d’un transect nord-sud, 4 sites d’une superficie de 25*25 km
2 ont été retenus
pour notre étude dans chaque zone écoclimatique : un en zone saharo-sahélienne (‘Rharous’),
deux en zone sahélienne (‘Gossi’ et ‘Hombori’), et un en zone soudano-sahélienne ‘Seno’
(figure III.4). Les mesures de terrains nécessaires à la validation sont effectuées sur un certain
Figure III.4 : Localisation des 4 sites d’étude et emplacement des lignes d’échantillonnage. Régions du
Gourma et du Seno, Mali. Composition colorée à la résolution kilométrique (capteur
VEGETATION/SPOT4) 11 octobre 1999.Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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nombre de lignes d’échantillonnage de 1 km de long disposées à l’intérieur de chaque site, en
fonction des types de sols rencontrés (figure III.5a) : 4 sur ‘Rharous’, 3 sur ‘Gossi’, 8 sur
‘Hombori’ et 2 sur ‘Seno’. Par la suite, les mesures sont pondérées en fonction de la
fréquence des différents types de sol. Ces lignes échantillons sont suivies une à trois fois par
saison de croissance : mesure « destructive » de masse herbacée en fin de saison de croissance
(en kg Matière sèche –MS- / hectare –ha-) et recouvrement végétal. Le long de ces lignes
échantillons, les mesures consistent en un prélèvement semi-aléatoire de plusieurs carrés de 1
m². Le recouvrement végétal est estimé visuellement, puis la masse herbacée est coupée,
séchée et pesée (figure III.5b). La méthode d’estimation de masse herbacée est détaillée dans
Hiernaux et al. (1992) et Mougin et al. (2000). Une de ces lignes échantillons a été retenue par
le projet VALERI (Baret et al., 2000 ; Mougin et al., 2000) dont l’objectif est la validation des
produits biophysiques (LAI, fAPAR) issus des capteurs basse résolution spatiale.
L’incertitude sur les mesures effectuées sur les lignes échantillons a été évaluée à 15 %
(Hiernaux, 1992). L’estimation de l’incertitude à l’échelle d’un site de 25*25 km² est plus
délicate. Néanmoins, on estime que notre pondération dégrade d’un facteur 2 cette précision
(~ 30%). Ces données de terrain, compatibles avec l’observation satellitale à faible résolution
spatiale, sont utilisées : (1) pour la validation des estimations de masse herbacée à partir des
données du diffusiomètre ERS dont la surface réellement observée au sol est de 75*75 km²
(paragraphe I.4.2.a)  ; (2) pour le calage des simulations du modèle de fonctionnement
régional STEP décrit plus loin. Les pluies journalières, pour les 4 sites du nord au sud, sont
données par les stations météo des villes de Gourma-Rharous, Gossi, Hombori et Diankabou
respectivement. La strate ligneuse a également été échantillonnée durant la saison sèche 1993
(Hiernaux, 1993) : mesure de densité, de taux de recouvrement, de masse foliaire et de masse
ligneuse.
Figure III.5 : Mesures de masse herbacée dans le Gourma Malien.
(a) La ligne de 1000 m (b) Prélèvement des échantillonsChapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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III.2 LE PROBLEME DIRECT : MODELISATION DE LA REPONSE
DES DIFFUSIOMETRES SUR LES ZONES SEMI-ARIDES
III.2.1 Problématique générale
En étape préliminaire à l’inversion, il est nécessaire de fournir une interprétation des
fortes variations temporelles du signal du ERS-WSC observées au dessus de la région
sahélienne. La compréhension de cette réponse radar, qui comprend une composante sol et
une composante végétation, est un problème délicat. Néanmoins, malgré la faible résolution
spatiale des diffusiomètres, les processus qui régissent les interactions de l’onde radar avec les
surfaces naturelles sont bien identifiés et l’utilisation de modèles théoriques, simulant ces
interactions, peut nous conduire à une meilleure compréhension de la formation de ce signal.
La rétrodiffusion totale d’une scène composée d’une végétation herbacée éparse, d’un
couvert arbustif et de sol nu est exprimée comme la somme incohérente des trois
contributions pondérées par leurs recouvrements respectifs (figure III.6). Le coefficient de
rétrodiffusion de la scène observée s’écrit :
) ( ) ) ( 1 ( ) ( ) ( ) (
0 0 0 0 t C t C t t C C t sol t v herbes v arbres t scène σ σ σ σ− − + + = (III-1)
Figure III.6 : Représentation de la géométrie d’une scène composée de plage de sol nu, d’une strate
herbacée et d’une strate arbustive. Cv, Ct et 1-Cv-Ct correspondent respectivement au taux de
recouvrement de la strate herbacée, au taux de recouvrement de la strate arbustive et au taux de
recouvrement du sol nu.
Cv(t)
1 - Cv(t) - Ct
Sol nu
1 - Cv(t) - Ct
Strate herbacée
 Cv(t)
Ct
Strate arbustive
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Dans ce contexte, l’utilisation couplée d’un modèle de rétrodiffusion radar et d’un
modèle de fonctionnement régional de la végétation herbacée (figure III.7) a permis de
simuler l’évolution temporelle du signal radar et de le comparer avec succès aux mesures
satellitales. Ce travail a été effectué récemment au CESBIO par Pierre Louis Frison (Frison,
1997) pour un site situé en zone saharo-sahélienne. Dans cette partie, il s’agit d’étendre la
validation de ce modèle couplé aux quatre sites d’études localisés dans les différentes zones
écoclimatiques sahéliennes (figure III.4). De plus, l’influence de la strate ligneuse sur le
coefficient de rétrodiffusion radar mesuré à une résolution de 50 km, non pris en compte dans
le modèle initial de Frison et dont le recouvrement augmente du nord au sud, sera évaluée.
Ces travaux ont été décrits dans Jarlan et al. (2002a).
Les variables d’entrée du modèle de rétrodiffusion pour la simulation de la réponse de la
strate herbacée σ
0
herbes  sont fournies par le modèle de fonctionnement régional de la
végétation STEP (Mougin et al., 1995a). Ce modèle décrit les principaux processus qui
Figure III.7 : Couplage d’un modèle de fonctionnement de la végétation sahélienne avec un modèle de
rétrodiffusion radar. Le modèle STEP, forcé par les données météo, simule au pas de temps journalier les
variables, fonction du temps, nécessaires en entrée du modèle de rétrodiffusion (Karam et al., 1992) pour la
simulation de la contribution des herbacées σ
0
herbes [le taux de recouvrement Cv(t), la hauteur du couvert
hc(t), la masse herbacée Bm(t)]. L’humidité pondérale Hp(t) est tirée de mesures de terrain. Pour la
contribution de la strate ligneuse σ
0
arbres, les simulations sont effectuées grâce à des mesures de terrain
(Hiernaux, 1993) des caractéristiques géométriques de plusieurs espèces d’arbres sahéliens. Pour la réponse
du sol σ
0
sol, la rugosité de surface est un paramètre de calage et l’humidité volumique de surface Hv(t) est
simulée par le module de bilan hydrique de STEP.
σ0
herbes herbes
σ0
sol
σ0
sol
Cv
Karam et al.,
 1992
Oh et al.,
 1992
σ0
scène(t)
Modèle de rétrodiffusion
Hv(t)
Rugosité de surface
σ0
arbres
σ0
arbres
Karam et al.,
 1992
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régissent les échanges sol-végétation-atmosphère pour simuler la croissance de la végétation
herbacée sahélienne et la dynamique de l’eau dans le sol (figure III.8). Il est forcé par les
précipitations mesurées sur les stations météorologiques indiquées à la figure III.4. Les autres
données météorologiques nécessaires (l’évapotranspiration, le rayonnement global solaire et
la température de l’air) proviennent de l’atlas météorologique de Morel (Morel, 1991). Ce
modèle restitue les variations journalières des principaux paramètres de structure de la
canopée : la masse herbacée aérienne Bm(t), le recouvrement de la végétation Cv(t), la hauteur
de la canopée hc(t) ainsi que l’humidité de surface du sol Hv(t). Les simulations sont calées
pour chaque saison de croissance à partir des mesures de masse herbacée au sol. Confronté à
de nombreuses mesures de terrain pour plusieurs années, le modèle STEP restitue de manière
réaliste l’évolution de la masse herbacée (Tracol et al., 2002). Le modèle STEP peut donc être
utilisé avec une certaine confiance pour la simulation de la croissance de la végétation
herbacée sahélienne.
Le modèle de rétrodiffusion de Karam et al. (1992) nécessite une description assez détaillée
de la cible et repose sur la solution au premier ordre des équations du transfert radiatif (pour
plus de détail, se référer au paragraphe I.4.2.b). Les éléments végétaux (feuilles, troncs,
Figure III.8 : Schéma de fontionnement du modèle STEP. Le modèle est forcé par les données
météorologiques standards (rayonnement global solaire, température de l’air et précipitations). Il
simule les principaux processus intervenant dans le fonctionnement des herbacées (germination,
photosynthèse, respiration, transpiration, sénéscence et dynamique de l’eau dans le sol). (Mougin et al.,
1995a ; Tracol et al., 2002).
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branches) sont représentés par des formes géométriques simples (disques, cylindres,
ellipsoïdes) sur lesquels le calcul de l’interaction de l’onde électromagnétique est effectué
(annexe B). A l’intérieur du couvert, les éléments sont disposés aléatoirement suivant les
distributions statistiques décrivant leurs orientations. La strate herbacée est modélisée comme
une seule couche de végétation à l’intérieur de laquelle seules les feuilles, modélisées par des
ellipsoïdes, sont considérées ; la fraction de tige n’étant importante qu’en fin de saison de
croissance (autour de 40%, Hiernaux, com. pers.).
Pour la strate ligneuse, une ou deux couches sont utilisées suivant les espèces
modélisées. Les troncs sont modélisés par des cylindres, les feuilles par des ellipsoïdes. Les
caractéristiques géométriques de ces diffuseurs élémentaires (dimensions, orientations et
densités) ont été déduites de mesure sur le terrain (Hiernaux, 1993) et sont considérées ne
subir aucune variation durant la saison de croissance. On considère que l’humidité pondérale
des feuilles se situe autour de 60 % et environ 40 % pour les troncs (Hiernaux, com. pers.). Le
détail des simulations effectuées pour la strate ligneuse ne sera pas donné ici mais est décrit
dans Jarlan et al. (2001a).
Pour ce qui est du sol, le modèle de Oh et al. (1992) a été utilisé, pour les raisons
détaillées au paragraphe I.4.2.b. Il s’exprime en fonction d’un paramètre décrivant la rugosité
de surface et de la constante diélectrique du sol εs(t) (annexe D).
III.2.2 Paramètres d’entrée du modèle de rétrodiffusion
Ce paragraphe détaille les paramètres nécessaires à la simulation de la réponse de la strate
herbacée  σ
0
herbes(t)  et du sol σ
0
sol(t). Le tableau III.1, en fin de paragraphe, récapitule
l’ensemble des entrées du modèle de rétrodiffusion.
III.2.2.a Paramètres fixes
Les diffuseurs de la strate herbacée sont tous identiques en forme, dimensions, orientation et
propriété diélectrique. La taille et l’orientation des diffuseurs pour la strate herbacée
correspondent aux caractéristiques moyennes typiques des graminées sahéliennes (Frison et
al., 1998). Cette hypothèse se justifie par le fait que les graminées sont généralement
largement dominantes au Sahel (~80-90 % des herbacées). Ces caractéristiques géométriques
sont supposées ne subir aucune variation saisonnière et interannuelle. Concernant le sol, laChapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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hauteur rms de la pente de surface s décrivant la rugosité (annexe D) est calée grâce au
données radar acquises pendant la longue saison sèche en faisant l’hypothèse que le sol est nu
et que son humidité volumique est très faible (inférieure à 0.1 %). C’est le seul paramètre qui
est ajusté à chaque site. Les pailles résiduelles qui tapissent les sols sahéliens pendant la
saison sèche n’ont que peu d’influence sur le signal radar du fait de leur faible contenu en eau
(de l’ordre de 5%). La composition minéralogique des sols est mesurée sur le terrain et est
donnée en terme de pourcentages de sable et d’argile.
III.2.2.b Variables d’état
Les quatre paramètres dépendant du temps sont la densité de diffuseurs n0(t), la constante
diélectrique des diffuseurs εv(t), le taux de recouvrement de la végétation Cv(t), la hauteur du
couvert végétal hc(t) et la constante diélectrique de surface du sol εs(t). La densité n0 est
déduite de la fraction en volume de la végétation (Alphonse, 1988) donnée par :
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hc(t) est reliée empiriquement à la masse herbacée (Mougin et al., 1995a), Bm(t) la
masse herbacée, Hp(t) l’humidité pondérale de la végétation et ψ le rapport entre la densité de
l’eau ρe et la densité de matière sèche végétale (pris ici à 0.33 kg / kg). L’évolution temporelle
de Bm(t) est simulée par STEP.
Bien que peu de mesures de terrain de l’humidité pondérale de la végétation
sahélienne soient disponibles dans la littérature, Hp(t) varie approximativement entre 0.8 kg /
kg à l’émergence (jeunes pousses) et 0.05 kg / kg à la sénéscence en passant par 0.4 au pic de
masse herbacée (Guerin et al., 1991). Pour les simulations, faute de mesures de terrain, cette
évolution moyenne sera utilisée. La constante diélectrique εv(t) est calculée à partir de
l’humidité pondérale de la végétation Hp(t) à l’aide du modèle de Ulaby et El Rayes (1987).
Le taux de recouvrement Cv(t) est également exprimé en fonction de la masse herbacée
par une relation empirique établie à partir de mesures sur le terrain sur la végétation herbacée
sahélienne (Mougin et al., 1995a).
La constante diélectrique de surface du sol εs(t) est déduite par l’intermédiaire du
modèle de Hallikaïnen et al. (1985) des sorties de STEP d’humidité volumique de surfaceChapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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Hv(t). Les pluies au Sahel, notamment en début de saison humide, tombent sous la forme
d’orages très localisés. Localement, après une pluie, la valeur d’humidité volumique peut
atteindre sa valeur maximale égale à la capacité au champ des sols (~ 12 % pour les sols
sableux). Néanmoins, l’humidité volumique « vue » par le diffusiomètre est une humidité
moyenne sur l’ensemble de la cellule de résolution. Les précipitations journalières mesurées
par une seule station météo pour chaque site de 25*25 km² conduisent à des valeurs
d’humidité volumique de surface non représentatives d’une telle superficie. De ce fait, faute
d’une information spatiale, on substitue donc une moyenne spatiale (que l’on aurait pu
effectuer si on disposait de plusieurs mesure de pluviométrie sur chaque site de 25*25 km²)
par une moyenne temporelle. Les sorties de STEP ont donc été moyennées sur 14 jours pour
tenter de rendre l’évolution temporelle d’humidité du sol plus représentative. Avec ce
moyennage, les valeurs d’humidité de surface sont typiquement comprises entre 0.1 % en
saison sèche et 5 % après une pluie en saison humide.
Paramètres d’entrée
Type Nom Source
Rugosité (s)
Calage à partir des
données ERS acquises en
saison sèche Constante
Composition
minéralogique
Mesures de terrain
(Hiernaux, com. pers.)
Modèle de sol
(Oh et al., 1992)
Variable
Constante diélectrique
εs(t)=f(Hv(t))
f≡Modèle de Hallikaïnen
et al. (1985)
Hv(t) simulée par STEP
Taille et orientation
des diffuseurs pour la
strate herbacée
Graminées typiques
sahéliennes (Frison et al.,
1998) Constante
Caractéristiques
ligneuses
Mesures de terrain
(Hiernaux, 1993)
Constante diélectrique
εv(t)=f(Hp(t))
f≡Modèle de Ulaby et El
Rayes (1987)
Hp(t) : évolution moyenne
(Guerin et al., 1991)
Densité de diffuseurs
n0(t)=f[Hp(t), Bm(t),
hc(t)]
f≡Relation Alphonse
(1988)
Bm(t) et hc(t) simulées par
STEP
Modèle de
végétation
(Karam et al., 1992)
Variable
Taux de recouvrement
végétal Cv(t)
Relation empirique en
fonction de Bm(t) (Mougin
et al., 1995a)
Tableau III.1 : Paramètres d’entrée du modèle de rétrodiffusion [Hv(t), Hp(t), hc(t) et Bm(t)
correspondent respectivement l’humidité volumique de surface, l’humidité pondérale de la
végétation, la hauteur du couvert végétal et la masse herbacée].Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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Figure III.9 : Contribution moyenne des différents termes à la rétrodiffusion totale pour la
période 1992-1995 autour du pic de masse herbacée (Jarlan et al., 2002a).
III.2.3 Résultats et discussion
Afin de vérifier la pertinence de la conservation du terme σ
0
arbres dans la procédure
d’inversion, une étude des trois contributions Ctσ
0
arbres, Cvσ
0
herbes et (1-Cv-Ct)σ
0
sol à la
rétrodiffusion totale a été effectuée  : elle est présentée sur la figure III.9. Il s’agit d’une
moyenne sur les 4 saisons de croissance 1992-1995 de la contribution de chaque composante
du signal autour du pic de rétrodiffusion (où la végétation herbacée est pleinement
développée).
La contribution du sol n’est jamais négligeable. Ce n’est pas étonnant dans la mesure
où le taux de recouvrement du sol est la plupart du temps supérieur à 70 % sur ces régions. La
contribution herbacée augmente comme prévu du nord au sud et peut même atteindre 60 %
autour du pic de masse herbacée. Cette constatation est, en revanche, plus intéressante
puisqu’elle montre théoriquement que les données du diffusiomètre ERS sont sensibles au sol,
évidemment, mais aussi à la masse herbacée. Par conséquent, l’estimation de la masse
herbacée de ce jeu de données est a priori possible. En ce qui concerne la strate ligneuse, la
contribution au signal satellital augmente du nord au sud de Rharous à Hombori (où Ct atteint
7%) et rechutent ensuite sur ‘Seno’. Sur ce dernier site, une partie importante de la strateChapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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ligneuse a péri durant la sècheresse de 1983-1984. Ces arbres morts, qui étaient encore sur
pied durant la dernière campagne de mesure en 1993 ont un contenu en eau très faible et sont
donc transparents pour le signal radar. De plus, c’est également le site le moins bien
échantillonné (2 lignes échantillons : figure III.4). Une nouvelle campagne de mesures, prévue
pendant l’hiver 2002, devrait permettre de mettre à jour nos informations sur ce site.
Néanmoins, à l’échelle d’une cellule de résolution, les résultats ne devraient pas changer
fondamentalement. De manière générale, la contribution des arbres est relativement faible
(inférieure à –22 dB soit 12 % du signal). De ce fait, à l’échelle de la cellule de résolution, la
contribution des arbres sera négligée.
La figure III.10 présente la confrontation des simulations et des observations
satellitales ERS-WSC pour le site ‘Rharous’. Des conclusions similaires peuvent être faites à
partir des autres sites (Jarlan et al., 2002a). Globalement, les simulations sont en bon accord
avec les observations. En particulier, lorsque la végétation est pleinement développée, le pic
de rétrodiffusion, qui témoigne des variations interannuelles des conditions d’humidité du sol
et de développement végétal, est particulièrement bien simulé, avec un écart maximal entre
valeurs observées et simulées inférieur à 0.7 dB. Les années sèches, où la production est
relativement faible (année 95 : 59 mm de pluie annuel et 302 kg MS / ha) peuvent être
distinguées des années humides (année 94 : 185 mm de pluie annuel et 953 kg MS / ha). Par
contre, de manière quasi-systématique, une avance de phase du signal simulé par rapport aux
observations ERS pour les 4 sites d’études peut être constatée. Cette avance peut avoir
plusieurs origines. D’une part, le modèle de rétrodiffusion de sol peut fournir des valeurs de
rétrodiffusion trop élevées, effet qui serait plus sensible en début de saison humide quand la
densité de végétation est très faible et que la rétrodiffusion provient essentiellement du sol.
D’autre part, le moyennage temporel utilisé est une approximation très grossière pour tenter
de rendre l’humidité de surface représentative d’une cellule de résolution. Enfin, il se peut
qu’en début de croissance, les simulations de l’humidité volumique du sol issues du module
de bilan hydrique du modèle STEP soient trop élevées. Les sols sahéliens, encroutés par une
longue saison sèche, présentent un fort taux de ruissellement en début de saison humide
(Vandervaere et al., 1997). Le ruissellement est pris en compte par le modèle par
l’intermédiaire d’un coefficient empirique constant sur la saison. Sous estimé par le modèle
en début de saison humide, un ruissellement trop faible conduirait à une infiltration de l’eau
dans le sol plus importante et donc à une humidité de surface simulée trop élévée.Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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Figure III.10 : Comparaison des simulations (      ) et des observations issues
du satellite ERS-1 () ainsi que les pluies jounalières pour la période 1992-
1995 (Jarlan et al., 2002a).
Ces résultats étendent les résultats précédents de Frison et al. (1998), s’accordent avec
ceux de Magagi et Kerr (1997) et Woodhouse et Hoekman (2000) mais vont à l’encontre de
ceux de Wagner et Scipal (2000) qui négligent la contribution de la végétation. Ces auteurs
avancent l’hypothèse que chaque évènement pluvieux conduit à une augmentation
significative du coefficient de rétrodiffusion. Néanmoins, lorsque l’on compare les profils
temporels ERS avec les pluies journalières, aucun saut de rétrodiffusion n’est constaté
(l’évolution de σ
0 est relativement lisse) mis à part la dispersion des données due à
l’hétérogénéité de la surface (dispersion également présente en saison sèche) : figure III.10,
figure I.16. De plus, des mesures d’humidité de surface effectuées en septembre 2000 (Marty,
2000) montrent que le temps de résilience de l’humidité volumique de surface après un
événement pluvieux ne dépasse pas 5 jours. Or, on ne dispose que d’une observation tous les
7 jours en moyenne avec le diffusiomètre ERS. Afin de pouvoir suivre chaque événement
pluvieux, il conviendrait de disposer de données dont la répétitivité serait bien inférieure à ce
temps de résilience. Enfin, des simulations complémentaires ont été effectuées sans prendre
en compte la composante végétation. D’une part, la contribution du sol seule ne parvient pas à
expliquer en totalité l’amplitude du signal diffusiomètre si ce n’est pour les années très sèches
comme 1995 où le couvert herbacée est épars et très peu dense. Dans ce cas, la rétrodiffusion
provient essentiellement du sol. D’autre part, la valeur maximale d’humidité volumiqueChapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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simulée est relativement constante d’une année sur l’autre (elle se situe autour de 5 %). Ainsi,
la contribution du sol au pic de rétrodiffusion ne présente pas de variations interannuelles
marquées contrairement aux observations (figure I.16). Les variations interannuelles en terme
de pic de rétrodiffusion proviennent essentiellement, selon notre modèle, de la composante
« masse herbacée ».
En dehors du problème de début de saison, ce modèle de rétrodiffusion du paysage
sahélien, dont le seul paramètre de calage est la rugosité du sol, a été testé avec succès sur
quatre sites et quatre saisons de croissance complètes (1992-1995), soit des conditions de
pluviosité et de géomorphologie très variées. Il peut donc désormais être utilisé avec une
certaine confiance dans l’étape d’inversion des paramètres de surface à partir des données
ERS.
III.3. ANALYSE DU PROBLEME INVERSE
L’objectif de ce problème inverse est d’estimer à partir des séries ERS-WSC
l’évolution temporelle des variables de surface pendant la phase de croissance de la
végétation  : humidité superficielle du sol Hv(t) et quantité de masse herbacée Bm(t). Les
relations empiriques qui relient le taux de recouvrement végétal Cv(t) et la hauteur du couvert
hc(t) à la masse herbacée (tableau III.1) sont des relations empiriques simples pendant la
phase de croissance de la végétation. L’inversion est donc cantonnée à cette période du cycle
végétal. De plus, le problème résolu ici est un problème simplifié. En effet, les équations du
modèle de Karam ont été fortement simplifiées pour ne plus dépendre que de ces deux
paramètres. Grâce à la faible dimension du problème, l’estimation de ces variables a été
effectuée par une méthode d’optimisation globale simple qui consiste en une exploration
systématique de l’espace des paramètres. Le principal avantage de cette méthode est de
fournir, en plus d’une bonne approximation du jeu de paramètres optimum comme le fait
n’importe quelle méthode locale, une image complète du sous-domaine des solutions
acceptables. Les solutions sont considérées comme acceptables si elles conduisent à un coût
inférieur à la déviation standard du bruit des données soit 0.55 dB pour les données du
satellite ERS (le calcul de cette déviation standard est détaillé dans Jarlan et al., 2002b).
L’analyse du domaine de solutions acceptables nous renseigne sur la façon dont les données
contraignent réellement notre modèle. Ces travaux ont été décrits dans Jarlan et al. (2002b).Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
- 101 -
III.3.1 Approche
Dans un premier temps, le modèle de rétrodiffusion des surfaces semi-arides utilisé
dans l’étude précédente est simplifié pour ne plus dépendre que de l’humidité volumique de
surface et de la masse herbacée. Dans le modèle de Karam non simplifié, les variables
biophysiques intervenant dans le calcul du coefficient de rétrodiffusion sont l’humidité de
surface du sol Hv(t), la masse herbacée Bm(t), le taux de recouvrement végétal Cv(t), la
hauteur du couvert hc(t) et l’humidité pondérale de la végétation Hp(t) (figure III.6). Il nous
faut donc nous affranchir du paramètre Hp(t) puisque le taux de recouvrement et la hauteur du
couvert s’expriment déjà en fonction de la masse herbacée. Lors d’une étape intermédiaire
pour le calcul du coefficient de rétrodiffusion, deux grandeurs physiques sont calculées par le
modèle de rétrodiffusion (équation I-10) : le coefficient d’extinction <κ e > associé à
l’atténuation de l’onde dans le couvert et le terme de rétrodiffusion du couvert n0<σs> (il
s’agit ici des caractéristiques de diffusion du couvert et les crochets <> représente la moyenne
d’ensemble sur la distribution en orientation et en dimension des diffuseurs). Ils dépendent
tout deux de Hp(t). Ces deux grandeurs ont été reliées à la masse herbacée, pendant la période
de croissance (avant le pic de masse herbacée), par l’intermédiaire d’une relation empirique
du type :
x= exp(a
x
2 Bm² + a
x
1 Bm + a
x
0) (III-3)
où x =[<κ e >,n0<σs>]
Cette relation est établie pour chaque site d’étude en utilisant les simulations de STEP calées
par les mesures au sol des quatre saisons de croissance 1992-1995. Après cette
paramétrisation, le modèle de rétrodiffusion ne dépend plus que des paramètres humidité de
surface et masse herbacée. Néanmoins, ce choix d’une relation unique pour les quatre saisons
de croissance s’est rapidement révélé peu satisfaisant car il ne permettait pas de reproduire les
variations interannuelles du signal diffusiomètre observé, notamment au pic de rétrodiffusion.
La figure III.11a montre la variation du coefficient de rétrodiffusion en fonction de la masse
herbacée pour les quatre saisons de croissance. Contrairement au modèle de Karam qui
reproduit correctement les fortes variations observées d’une année sur l’autre, la relation (III-
3), unique pour les quatre saisons, ne permet pas de discriminer les années entre elle. A
l’évidence, ce modèle a été trop simplifié et certains processus physiques de diffusion ne sont
plus pris en compte.Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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Il a donc été nécessaire de rajouter un degré de liberté supplémentaire à la relation
III.3 par l’intermédiaire d’un facteur empirique d’échelle c. Finalement, l’expression III.3
devient :
x=c exp(a
x
2 Bt² + a
x
1 Bt + a
x
0) (III-4)
où x =[<κ e >,n0<σs>]
Le facteur c est ajusté à l’aide des simulations du modèle de Karam pour chaque saison de
croissance. Après rajout de ce coefficient empirique, les simulations du modèle simplifié sont
en bon accord avec le modèle de Karam (Figure III.11.b). Ce coefficient empirique pallie
(1) l’effet de l’humidité pondérale Hp : les caractéristiques de diffusion et d’absorption
du couvert <κ e > et n0<σs> ne sont plus fonction que de Bm,
(2) les processus de diffusion non pris en compte dans le modèle simplifié résultant
des variations interannuelles des caractéristiques des plantes (induites par les fortes
variations interannuelles de composition floristique).
Ce coefficient varie entre 0.13 et 1.6 pour les 4 sites. Ce paramètre sera recherché par
inversion.
Cette paramétrisation a été testée sur les 4 sites d’études et les 4 saisons de croissance, les
simulations du modèle simplifié sont en bon accord avec celles de Karam (r²=0.96) (Jarlan et
al., 2002a). Ce modèle simplifié sera utilisé dans la procédure d’inversion.
Figure III.11 : Modèle de rétrodiffusion simplifié et modèle de Karam en fonction de la masse herbacée.
(a) paramétrisation initiale (b) paramétrisation après rajout du coefficient empirique.
(-) simulations à l’aide du modèle paramétré, (*) modèle de Karam et al. (1992)
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A ce stade, le problème inverse est mal posé. En effet, il s’agit d’estimer deux variables
dépendantes du temps Bm(t) et Hv(t) soit, à chaque observation disponible au temps ti, une
valeur d’humidité volumique du sol Hv(ti) et une valeur de masse herbacée Bm(ti). A l’aide des
simulations du modèle STEP et de mesures de terrain, on constate que la forme de l’évolution
temporelle de la masse herbacée est relativement lisse et peut être approchée par une courbe
logistique du type (Frison et al., 1998) :
Bm (t) =  [] ) ( 1 . 0 exp 1 inf
max
p j t
B
− ⋅ − +
(III-5)
Où Bmax est la masse herbacée maximum et jpinf est le jour du point d’inflexion (figure III.12).
Bmax et jpinf seront recherchés par inversion.
En ce qui concerne l’humidité volumique de surface Hv(t), à cause d’une faible capacité au
champ des sols sableux, d’un rayonnement net élevé (et donc d’une évapotranspiration
élevée) et de pluies irrégulières, son évolution temporelle est beaucoup plus rapide. En effet,
les mesures de terrain (Marty, 2000) montrent que le temps de résilience de l’humidité
volumique de surface est bien en dessous de la répétitivité temporelle du satellite. Il convient
donc d’estimer une nouvelle valeur d’humidité du sol à chaque nouvelle observation et les
valeurs estimées sont supposées indépendantes.
Le problème inverse va donc consister à estimer les trois paramètres liés à la croissance de la
végétation : les deux paramètres de la courbe logistique (Bmax, jpinf), le coefficient empirique c
ainsi que la série temporelle d’humidité de surface. La fonction coût à minimiser, si on
dispose de N observations pendant la période de croissance, s’écrit donc :
Figure III.12 : Evolution temporelle de la masse herbacée au Sahel Africain contrainte selon une
courbe logistique à deux paramètres.
Bm
Bm(t) =  f (jpinf,B max)
(jour du point d ’inflexion)
Bmax
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Où σ
0(ti) représente une observation au temps ti et  ) ( ˆ
0
i scene t σ  la prédiction associée au
temps ti.
A partir d’un triplet (Bmax, jpinf, c) et d’une série temporelle Hv(t), on peut calculer le coût. De
ce fait, la procédure d’inversion est la suivante :
(1) Discrétisation de l’espace (Bmax, jpinf, c) à partir de valeurs minimales et
maximales réalistes (Jarlan et al., 2001b)
(2) Essai d’un triplet (Bmax, jpinf, c)
(3) Estimation de la série temporelle Hv(t) correspondante au triplet essayé à
l’étape suivante qui explique au mieux les observations
(4) La solution est acceptable si elle conduit à un coût inférieur à la déviation
standard du bruit des mesures.
La solution optimale se réfère au triplet (Bmax, jpinf, c) et à la série temporelle Hv(t) qui
conduisent au coût minimum.
III.3.2 Résultats et discussion
En opposition à la traditionnelle représentation de la solution comme un jeu de
paramètres uniques correspondant à la solution optimale, la figure III.13 présente les résultats
de l’inversion en 3D en terme de masse herbacée pour un site de la zone saharo-sahélienne
(saison de croissance 1994). Le domaine coloré représente le sous-domaine des solutions
acceptables. Les axes correspondent aux paramètres du modèle de rétrodiffusion simplifié
(Bmax, jpinf, c) et l’échelle de couleur à la valeur du coût.
On constate que ce sous domaine est très étendu. En particulier, l’extension du
domaine dans la direction de la masse herbacée maximale (masse herbacée au pic) témoigne
d’une insuffisance de contraintes du jeu de données ERS sur le modèle de rétrodiffusion.
Autrement dit, pour toute valeur de Bmax, il est possible de trouver une série temporelle Hv(t)
qui conduit à un coût «  acceptable  » selon notre définition. Enfin, l’occurrence de deux
minima (les deux zones bleu : une vers les Bmax élevées, une vers les Bmax faibles) est la
signature des non-linéarités des équations du modèle. De ce fait, les méthodes localesChapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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Figure III.13 : Représentation 3D du sous-
domaine des solutions acceptables (dont le coût
est inférieur au bruit des données) ainsi que le
coût associé (échelle de droite) pour un seul site et
une seule année (site saharo sahélien en 1994).
Jarlan et al. (2002b).
Figure III.14 : Comparaison masses herbacées
maximum simulées par le modèle de croissance
avec les masses herbacées inversées (tous les
sites pendant la période 1992-1995)
Jarlan et al. (2002a).
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d’optimisation seraient à utiliser avec précaution dans ce cas. La figure III.14 présente les
résultats de l’inversion de la masse herbacée au pic en terme de solution optimale pour les 4
sites et pendant les 4 saisons de croissance 1992-1995 (16 points). Ces résultats sont une
véritable validation dans la mesure où les simulations du modèle STEP (auxquelles sont
comparées nos valeurs inversées) sont calées par les mesures de masse herbacée prélevées sur
le terrain. La comparaison conduit à une erreur rms de 360 kg MS / ha soit 24 % d’erreur
moyenne. Ces résultats sont acceptables mais sont à tempérer par la forte indétermination qui
existe sur chaque paramètre estimé (notamment sur le paramètre clé Bmax).
A chaque triplet (Bmax, jpinf, c) acceptable correspond une série temporelle d’humidité de
surface Hv(t). La figure III.15 représente l’évolution temporelle du domaine des humidités
volumiques de surface acceptables. La aussi, la contrainte sur le paramètre humidité est faible.
En effet, le domaine des solutions acceptables est étendu et atteint même la totalité du
domaine possible fin août (Hv compris dans l’intervalle [0%,5%]). L’algorithme profite de la
faible contrainte sur l’humidité de surface pour réduire les résidus non expliqués par la
composante végétation en ajustant l’humidité de surface à sa guise. Quand la masse herbacée
est faible, des valeurs élevées de Hv sont nécessaires, l’algorithme vient donc buter à laChapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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Figure III.15 : Variation temporelle du domaine des séries temporelles acceptables Hv(t) (domaine grisé)
ainsi que les pluies (barres), les mesures du diffusiomètre σ
0(45°) (,) et l’humidité simulée par STEP (--).
frontière supérieure de domaine admissible (5%), et inversement quand la masse herbacée est
élevée, la composante végétation explique à elle seule le signal et la série Hv(t) ne décolle pas
de la frontière inférieure (0%). Quasiment tous les cas intermédiaires sont possibles. Notons
par ailleurs qu’à l’examen de l’évolution temporelle de l’histogramme des distributions
d’humidité volumique de surface acceptables (Jarlan et al., 2002b), la distribution des
solutions acceptables apparaît uniforme et non normale comme il est souvent supposé pour
l’utilisation des méthodes locales d’optimisation (comme l’AMCG).
III.3.3 Conclusion
Le problème inverse consistant en l’estimation de l’humidité volumique de surface et de la
masse herbacée avec les données ERS WSC est donc un problème mal contraint. Le domaine
des solutions acceptables pourra uniquement être réduit :
(1) avec l’apport d’information supplémentaire en provenance d’autres capteurs
(éventuellement d’autres domaines de longueur d’onde) ou de données de terrain.
En effet, ce manque de contrainte provient notamment du fait qu’aucune
corrélation temporelle ne peut être rajoutée sur la variable humidité de surface en
raison de la faible répétitivité temporelle des données ERS. Sur ces régions, la
variabilité temporelle de cette variable est telle que, à l’avenir, il faudrait pouvoirChapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
- 107 -
disposer de données satellitales issues de diffusiomètres avec une meilleure
résolution temporelle (de l’ordre 2 jours) si on veut pouvoir suivre avec précision
son évolution après chaque événement pluvieux. Une autre manière d’attaquer le
problème serait de rechercher des données satellitales dans d’autres domaines de
longueurs d’onde qui seraient susceptibles de fournir une information différente
que les diffusiomètres (capteur optique SPOT 4/VEGETATION par exemple). De
ce type de données, une information précise sur la masse herbacée pourrait être
obtenue et la seule série temporelle Hv(t) serait recherchée avec les données WSC.
(2) avec la réduction de la déviation standard du bruit des mesures. Dans Jarlan et al.
(2001b), il est montré que la composante majeure au bruit des mesures du satellites
ERS provient de l’hétérogénéité de la surface observée (voir figure I.15). Une
meilleure résolution spatiale devrait permettre de réduire cette hétérogénéité et le
lancement du capteur européen ENVISAT (ENVISAT, 2000) qui fournira des
mesures du coefficient de rétrodiffusion à la résolution kilométrique pourrait
permettre d’améliorer ce problème.
Pour l’heure, afin de mieux contraindre notre problème, l’ajout d’information sur le paramètre
Hv(t) est indispensable. Enfin, la mise en évidence des non-linéarités des équations du modèle
ainsi que de la « non-normalité » de la distribution des solutions acceptables confirme notre
orientation vers des méthodes d’optimisation globales.
III.4 EVALUATION DES DONNEES DU SATELLITE QUICKSCAT
Le satellite QUICKSCAT, profitant d’une meilleure répétitivité temporelle (de l’ordre
de 2 jours), pourrait nous permettre de résoudre, tout au moins partiellement, le problème du
manque de contrainte sur le paramètre humidité de surface. De plus, du fait d’une meilleure
résolution spatiale (25 km contre 50 km pour ERS), les données sont plus faciles à interpréter
même si la scène illuminée à ces résolutions reste encore fortement hétérogène. C’est dans ce
contexte que ce nouveau jeu de données a été évalué. Une comparaison avec les observations
ERS, acquises en polarisation VV, est présentée sur la figure III.16. Bien que les mesures
acquises par le diffusiomètre SASS (bande Ku) et le diffusiomètre ERS (bande C) se soient
révélé globalement en bon accord (Frison and Mougin, 1996a), quelques différences peuventChapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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Tableau III.2 : Comparaison des signaux ERS, QUICKSCAT HH et QUICKSCAT
VV sur un site en zone sahélienne (fenêtre d’extraction de25*25 km²).
* différence entre la valeur max et le niveau moyen  de saison sèche
être notées entre QUICKSCAT (également en bande Ku) et ERS. Le tableau III.2 résume les
statistiques effectuées sur les signaux des deux diffusiomètres spatiaux.
Afin de rendre les valeurs mesurées par les deux diffusiomètres (ayant des angles
d’incidence d’acquisition différents) comparables entre elles, le coefficient de rétrodiffusion
moyen en saison sèche σ
0
ss a été normalisé en incidence θ.
Instrument Année Amplitude
(dB)
*
Valeur
maximale de
rétrodiffusion
(dB)
Niveau moyen de
saison sèche en
1999 corrigé en
cos(θ) (dB)
Déviation
standard en
saison sèche
(dB)
1999 6.81 -12.83 ERS
2000 3.92 -14.07
-16.48 0.55
1999 4.8 -11.43 QSCAT HH 2000 3.52 -12.71 -14.64 0.35
1999 4.63 -13.14 QSCAT VV 2000 2.95 -14.82 -15.19 0.32
On constate que les données QUICKSCAT présentent, comme les données ERS, une
saisonnalité très marquée. De plus, le signal moyen du diffusiomètre QUICKSCAT, en
polarisation HH et VV, est plus élevé que pour ERS ; une observation également effectuée par
Stephen et al. (2000). L’amplitude saisonnière du signal QUICKSCAT est plus faible (tableau
III.2). Cette observation est certainement le résultat de deux effets couplés. D’une part, du fait
d’une fréquence plus élevée, le signal QUICKSCAT sature plus vite quand la masse herbacée
augmente (Ulaby et al., 1982). D’autre part, la forte décroissance du signal qui débute fin avril
2000, visible sur les deux polarisations, semblerait être le témoignage d’une plus forte
sensibilité aux perturbations atmosphériques. Il est intéressant de noter que les données du
diffusiomètre QUICKSCAT sont moins dispersées que les données ERS. La déviation
standard du bruit des données a été estimée à 0.55 dB pour ERS, elle n’est plus que de
0.35/0.32 dB pour les deux configurations de QUICKSCAT. Ceci est due essentiellement à la
meilleure résolution de QUICKSCAT (~25 km). Enfin, le signal moyen de saison sèche du
diffusiomètre QUICKSCAT est plus élevé en polarisation HH qu’en polarisation VV. Cela
n’est pas étonnant dans la mesure où la polarisation HH est connue pour donner une réponseChapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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plus élevée que VV (Ulaby et al., 1982). L’utilisation conjointe des deux polarisations,
contenant une information différente, pourrait permettre de découpler les effets sols des effets
végétation.
Concernant les perturbations atmosphériques, les données QUICKSCAT ont été corrigées
grâce aux valeurs d’atténuation fournies par le PODAAC (figure III.17). L’augmentation de
l’atténuation commence avec l’augmentation du contenu en eau de l’atmosphère, qui précède
la saison humide. Toutefois, les valeurs de cette atténuation atmosphérique sont calculées à
partir d’atlas climatologique (moyenne des caractéristiques atmosphériques sur plusieurs
années). Elles ne permettent visiblement pas de corriger les données de rétrodiffusion de la
totalité des effets atmosphériques. En effet, les données corrigées restent très proches des
données brutes et la décroissance du signal précédant la saison humide est toujours visible. Il
conviendra donc, avant toute utilisation dans une procédure d’inversion, de rechercher un jeu
de données de contenu en eau de l’atmosphère (c’est la principale composante de
l’atmosphère qui perturbe le signal radar à la fréquence de 13.4 GHz) plus réaliste afin de
mieux prendre en compte les effets atmosphériques.
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Figure III.16 : Comparaison des profils temporels ERS à 45° d’incidence avec les profils temporels
QUICKSCAT (polarisation HH : 46° et polarisation VV : 54°) extraits sur une fenêtre de 25*25 km²
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Malgré les problèmes de perturbation atmosphérique, l’utilisation de ces données reste très
prometteuse. Leur plus forte répétitivité temporelle est un atout précieux pour l’estimation de
l’humidité de surface comme on l’a vu précédemment et leur dispersion plus faible
permettrait de mieux contraindre le problème inverse précédent (de réduire le domaine des
solutions acceptables). Néanmoins, les interrogations évoquées dans cette partie associées à ce
nouveau jeu de données nécessitent un travail d’interprétation avant toute utilisation de ces
données dans un schéma d’inversion. Elles ne seront donc pas utilisées dans la suite de ce
travail.
III.5 VERS LA SPATIALISATION
Les travaux précédents (paragraphe III.3, jarlan et al., 2001b) montrent qu’une information
supplémentaire sur le paramètre humidité de surface doit être apportée afin de mieux
contraindre le problème inverse. En l’absence d’une information directe provenant de
mesures satellitales (projet SMOS par exemple ; Kerr, 1998), cette information va provenir
des champs de pluies spatialisés dérivés des mesures acquises dans l’Infra-rouge par le
satellite METEOSAT. Ces champs de pluie donnent directement la quantité de pluie
J FMAMJ J ASONDJ FMAMJ J ASOND
0 100 200 300 400 500 600 700
-30
-28
-26
-24
-22
-20
-18
-16
-14
-12
-10
1999 2000
Zone saharo-sahélienne (16.5˚N)
Jours juliens depuis le 01/01/99
C
o
e
f
f
i
c
i
e
n
t
 
d
e
 
r
é
t
r
o
d
i
f
f
u
s
i
o
n
 
(
d
B
)
A
t
t
é
n
u
a
t
i
o
n
 
(
d
B
)
0.18
0.20
0.22
0.24
0.26
0.28
QUICKSCAT non corrigé
QUICKSCAT corrigé
Atténuation
Polarisation VV
Polarisation HH
Figure III.17 : Comparaison des données QUICKSCAT corrigées des perturbations atmosphériques
avec les données non corrigées durant la période 1999-2000. L’atténuation a également était ajoutée.Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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décadaire (sur une période de 10 jours) représentative d’un pixel d’environ 10*10 km². La
série temporelle d’humidité de surface sera ensuite obtenue par le forçage d’un modèle de
bilan hydrique simple de type réservoir (Manabe, 1969) par ces champs de pluies. Le modèle
de rétrodiffusion radar utilisé dans cette inversion sera le modèle de Karam non simplifié
(Karam et al., 1992 ; Karam et al., 1995). Par rapport au problème précédent, l’utilisation de
ce modèle non simplifié ainsi que la connaissance a priori de l’humidité volumique de surface
va permettre de rechercher, en plus de l’évolution temporelle de la masse herbacée Bm(t),
l’évolution de l’humidité pondérale de la végétation Hp(t). L’estimation de Hp(t) doit
permettre ainsi de découpler les deux effets prépondérants dans la réponse radar des couverts
végétaux : l’effet « géométrique » (la densité de diffuseurs n
0(t)  est calculée à partir de Bm(t))
et l’effet « diélectrique » (la constante diélectrique de la végétation εv(t) est calculée à partir
de Hp(t)). De plus, pour l’inversion, l’évolution temporelle de la masse herbacée ne sera plus
contrainte à suivre l’évolution d’une courbe logistique à deux paramètres mais pourra suivre
une plus grande classe de courbes monotones croissantes fonctions du temps, déterminées à
partir de statistiques a priori issues de simulations du modèle de fonctionnement et de la base
de données de terrain. L’inversion sera effectuée pendant la phase de croissance du couvert
végétal. Enfin, du fait de la plus forte dimension du problème, une exploration systématique
de l’espace des paramètres n’est plus possible et nous aurons recours aux algorithmes
génétiques ou aux stratégies évolutives. Enfin, après avoir validé l’algorithme d’extraction
sur les 4 sites d’études, les paramètres de la végétation seront spatialisés sur une région de
500*500 km² incluant le Gourma et le Seno Malien.
III.5.1 Méthodologie générale
III.5.1.a Obtention d’une série temporelle d’humidité de surface
Les champs de pluies estimés par télédétection sont produits pour le projet « Famine
Early Warning System  » (FEWS) par la NOAA’s Climate Prediction Center. Ils sont
disponibles à la résolution de 0.1 degré (~ 10 km) et sont basés sur les images acquises dans
l’infra-rouge thermique par le capteur METEOSAT. Le principe est d’identifier les nuages à
sommet froid. La durée des occurrences de température froide sur une décade est utilisée pour
une première estimation des pluies qui est ensuite corrigée des biais grâce aux données sols du
réseau météo international. Ces données sont disponibles en ligne
(http://edcintl.cr.usgs.gov/adds/data.php) et sont utilisées pour le forçage météorologique du
modèle de bilan hydrique. Les pluies METEOSAT sont extraites et moyennées sur laChapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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superficie d’un site d’étude de 25*25 km². L’information décadaire est ensuite transformée en
information journalière de manière à ce que cette quantité de pluies tombe en moyenne en 1.5
événements pluvieux par décade (statistiques effectuées sur une série de données de stations
météo durant la période 1984-1999). Les données ainsi traitées sont prêtes à être utilisées en
entrée du modèle de bilan hydrique.
Les processus de ruissellement et d’infiltration nécessite une description précise des
caractéristiques du sol (profondeur de sol hydriquement active et texture), de la micro et meso
topographie et de l’intensité des pluies. A l’échelle de la cellule de résolution du
diffusiomètre, ces paramètres sont difficiles à obtenir. De plus, le paysage du Gourma
présente peu de dénivelé, proscrivant toute utilisation d’un modèle de bilan hydrique
complexe de type humidité distribuée prenant en compte les échanges latéraux. De ce fait, un
simple modèle de type réservoir est utilisé (Manabe, 1969). Le sol est divisé en quatre
couches de profondeur respective : 2 cm, 28 cm, 70 cm et 200 cm. Pour chaque couche, la
courbe caractéristique de rétention de l’eau est une relation empirique dépendant de la texture
du sol. Ce modèle calcule l’évaporation journalière, la perte d’eau par ruissellement, le
contenu en eau des différentes couches et l’infiltration entre les couches (pas de prise en
compte des remontées capillaires). Le phénomène de transpiration est négligé. Cependant, par
simulation, il a été montré que la végétation sahélienne très éparse a peu d’impact sur le
contenu en eau de la couche de surface. Les caractéristiques du sol sont mesurées sur le
terrain sur les quatre sites d’étude et des caractéristiques moyennes sont utilisées pour la
spatialisation.
Le problème d’avance de phase de l’humidité de surface par rapport aux observations
satellitales signalé précédemment (paragraphe III.2.3) a été corrigé en introduisant une
paramétrisation plus détaillée du coefficient de ruissellement empirique du modèle de bilan
hydrique. Le coefficient de ruissellement, initialement constant, a été paramétré en fonction
de la masse herbacée à l’aide d’une relation linéaire (Mauchamp, 1992 ; Rietkerk, 1998). Il
est élevé en début de saison humide, à l’arrivée des premières pluies sur les sols encroutés par
la longue saison sèche (Vandervaere et al., 1997), provoquant ainsi la perte d’une quantité
importante d’eau par ruissellement (50%). Il diminue ensuite pour tomber à zéro quand le
couvert herbacé est pleinement développé, retenant ainsi la totalité de l’eau reçue. Ainsi
paramétré, le modèle de bilan hydrique fournit des valeurs d’humidité de surface simulées
plus faibles en début de saison de croissance que celles simulées par le modèle STEP.Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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Basé sur la connaissance de la texture du sol, le modèle de bilan hydrique forcé par les
pluies METEOSAT fournit une estimation de l’évolution temporelle de l’humidité de surface
Hv(t). Les séries temporelles ainsi obtenues sont également moyennées sur une période de 14
jours, ce chiffre conduisant à de bons résultats en mode direct (paragraphe III.2.2).
III.5.1.b Paramétrisation de la masse herbacée
Le problème inverse à ce stade consiste à estimer à chaque nouvelle observation disponible
au temps ti un couple de valeur [Bm(ti), Hp(ti)]. Il s’agit d’un problème mal posé dans la
mesures où pour N observations disponibles, 2N inconnues doivent être estimées. Comme on
l’a vu dans le paragraphe II.1.2, une solution consiste à introduire dans la formulation du
coût la matrice de covariance  a priori des paramètres du modèle. Cela a été notre première
idée. Grâce aux simulations de STEP sur la période 1984-1993 et 1999-2000, période pour
laquelle des mesures au sol sont disponibles, un modèle moyen d’évolution de la masse
herbacée Bm
0(t) (que nous utilisons comme solution a priori) ainsi que la déviation standard
SBm(t) associée à chaque instant t (figure III.18) ont été calculés. Le même calcul a été
effectué pour la série temporelle d’humidité pondérale de la végétation.
La fonction coût utilisée pour la résolution de ce problème inverse se compose de trois
termes :
Bm
t
Modèle moyen
Bm
0(t)
SBm(t)
Figure III.18 : Calcul d’un modèle moyen d’évolution de la masse herbacée Bm
0(t) à l’aide
des simulations de STEP et d’un écart type fonction du temps SBm(t). Les traits bleus
représentent schématiquement les 12 années disponibles (1984-93 et 1999-2000)Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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où le premier terme témoigne de la proximité mesures-simulations et les deux suivants
respectivement de la proximité masse herbacée estimée-masse herbacée a priori Bm
0(t) et
humidité pondérale estimée-humidité pondérale a priori Hp
0(t). Les termes SBm(ti), SHp(ti) et
Sσ0(ti) sont équivalents à une pondération par une matrice de covariance dont les termes non
diagonaux seraient nuls. Le terme Sσ0(ti) est constant et égal à la déviation standard du bruit
des données soit 0.55 dB. La fonction coût ainsi formalisée contraint l’évolution temporelle
des deux variables autour des solutions a priori. Néanmoins, en pratique, une telle
formulation autorise encore l’oscillation des ces deux variables autour de la solution a priori
et, après inversion, les estimations obtenues fluctuaient énormément. Des termes diagonaux à
notre matrice de covariance, introduisant une contrainte de corrélation temporelle (lissage),
ont donc été rajoutés. Ces termes sont de la forme :
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où x peut être Hp ou Bm, Tx est la longueur de corrélation associée au paramètre x et
Sx(ti) la déviation standard du paramètre x au temps ti. La choix de cette formule empirique a
été préféré à une estimation statistique à partir de la base de données historique afin de
s’assurer que la matrice de covariance obtenue soit définie non-négative.
Ce calcul a été effectué mais ne contraignait encore pas suffisament l’évolution temporelle
des deux paramètres qui oscillait toujours autour de la solution a priori. Cette idée de
contrainte statistique a été abandonnée au profit de la contrainte paramétrique qui est détaillée
dans le paragraphe suivant.Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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Paramétrisation de la masse herbacée
La base de données de terrain (mesure de masse herbacée et pluies) s’étend de 1984 à
1993 et de 1999 à 2000. Cela a permis d’utiliser le modèle STEP sur les 4 sites et les 12
années disponibles afin d’obtenir des statistiques a priori sur l’évolution temporelle de la
masse herbacée ; statistiques qui seront utilisées durant la procédure d’inversion.
En un site donné, la décomposition en série de Fourier de la courbe de masse herbacée
de la i
ème année s’écrit :
∑
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où [tn, n = 1..N] est une date durant la période de croissance, ωk = 2πN
-1(n-1)(k-1) est
la i
ème pulsation, et 
i
k b  et 
i
k ν  sont l’amplitude (en kg MS/ha) et la phase du k
ème mode de
Fourier. Kmax, l’indice le plus haut qui puisse être utilisé avec un jeu de N observations B
i(tn)
est donné par le critère de Nyquist : Kmax=(N+1)/2. Les coefficients [
i
k b ,
i
k ν ;k = 1..Kmax] sont
obtenus à partir de la décomposition des courbes de masse herbacée B
i(tn) à l’aide de
l’algorithme de transformée de Fourier de Cooley-Tuckey (Priestley, 1981). Le premier
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 est la masse herbacée moyenne pour la i
éme année (associé à une
phase arbitraire 
i
1 ν =0).
Le lissage de la courbe est contrôlée par les amplitudes relatives par rapport à la masse
herbacée moyenne. En effet, dans la plupart des cas, les 
i
k b  sont naturellement rangés par
ordre décroissant d’amplitude quand l’indice augmente. Cela signifie que les lentes variations
temporelles (basses fréquences) sont plus énergétiques que les variations rapides. Dans cette
étude, on ne travaille que sur la période de croissance qui démarre avec une masse herbacée
nulle et atteint son maximum au pic. Il s’agit d’une fonction monotone croissante. De ce fait,
on ne conserve que les K≤Kmax modes de Fourier principaux, l’équation (III-7) s’écrit :
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où les 
i
k a  sont les coefficients adimensionnels définis par  i
i
k i
k b
b
a
1
= . Bien que la masse
herbacée présente une forte variabilité interannuelle, les distributions des amplitudes relativesChapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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i
k a  montrent une faible dispersion autour de leurs valeurs moyennes. Cela résulte du fait que
la forme de l’évolution temporelle de la masse herbacée est très similaire d’une année à
l’autre. De ce fait, les 
i b1 et 
i
k a  pour chaque année peuvent être considérés comme des
variables aléatoires avec une distribution normale N ] , [
2
1 b b σ  et N ] , [
2
k a k a σ . Les phases
obéissent à une distribution uniforme sur [-π,+π].
Afin trouver le meilleur compromis entre un nombre réduit d’inconnu et une erreur
acceptable, ont été tracés sur la figure III.19 les pourcentages de variance expliquée :
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en fonction du nombre de fréquences conservées K ainsi que l’erreur RMS moyenne; ceci
pour chacun des 4 sites. A partir de ce graphe on fixe K=5. Pour le problème inverse, (2K-
1)=9 inconnues seront estimées dans la procédure d’inversion de la masse herbacée. Ainsi
tronquée à 5 fréquences, l’erreur RMS est inférieure à 10 kg MS / ha (moyenne pour les 4
sites et les 12 années) avec un pourcentage moyen de variance expliquée de 93 %.
Sur la figure III.20 sont tracées les courbes moyennes  ) (t B
(
 pour les quatre sites, les
courbes correspondant au minimum et au maximum de masse herbacée observés durant la
période étudiée ainsi que leurs décompositions FFT tronquées à 5 fréquences. Les résultats
sont en très bon accord avec les simulations pendant la phase de croissance considérée. La
décroissance de la masse herbacée après le pic de masse herbacée est assez rapide dans un
premier temps avec la chute des graines (pertes d’environ 20 % de la masse sur pied) puis
Figure III.19 : Pourcentage de variance expliquée et erreur RMS en fonction du
nombre de fréquences conservées dans la décomposition de Fourier.Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
- 117 -
Figure III.20 : Comparaison entre les simulations de STEP et leurs décompositions en série de
Fourier tronquées à 5 fréquences pour les 4 sites d’études. Sur chaque graphe est rapportée
l’évolution moyenne de la masse herbacée sur la période considérée (1984-1993 et 1999-2000) ainsi
que l’évolution correspondant à une masse herbacée maximum et minimum.
subit une rupture de pente par la suite. La décomposition en série de Fourier ne permettait pas
de reproduire ce type d’évolution. L’inversion est donc effectuée durant la phase de
croissance uniquement. D’un point de vue “thématique”, ce n’est pas un problème car cela
permet malgré tout l’obtention de la masse herbacée maximale en fin de saison de croissance.
III.5.1.c Paramétrisation de l’humidité pondérale
Peu de valeurs sont disponibles dans la littérature concernant la description de l’évolution
temporelle de l’humidité pondérale Hp(t) de la végétation. En région semi-aride, le maximum
de Hp est associé aux jeunes pousses en tout début de saison humide et correspond à une
valeur de  10 . 0 80 . 0
max ± ≅ p H  kg / kg en fonction des espèces végétales. Par la suite, sans
longue période de stress hydrique, Hp décroit pour atteindre environ 0.40 kg / kg au pic de
masse herbacée (Guerin et al., 1991). L’évolution temporelle de Hp est donc approchée par
une droite décroissante :
b jj a t H p + ⋅ = ) ( (III-12)
contraint par 
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avec jdeb : jour de début de croissance
jpic : jour du pic de masse herbacée
Le paramètre inconnu pour la description de l’évolution temporelle de Hp(t) sera sa valeur à
l’émergence 
max
p H .
III.5.1.d Inversion par Stratégies Evolutives
Durant la procédure d’inversion, on va chercher les 9 paramètres libres décrivant l’évolution
temporelle de la masse herbacée pendant la phase de croissance ainsi que 
max
p H , pour
l’évolution temporelle de l’humidité pondérale, soit 10 inconnues.
La période sur laquelle l’inversion est effectuée doit correspondre à la période de croissance
de la végétation. Le jour de début de croissance est déterminé à partir de la date d’émergence
de la végétation jdeb, estimée à partir du nombre de jours nécessaires à la germination des
graines où l’humidité volumique est au dessus d’un certain seuil (appelé point de
flétrissement). Le point de flétrissement est calculé à partir des courbes caractéristiques de
l’eau dans le sol. Le nombre de jours nécessaires à la germination dépend des espèces,
cependant, ici, une valeur moyenne de 5 jours est utilisée (Mougin et al., 1995a). jdeb est donc
déterminé par l’analyse préalable des séries temporelles d’humidité de surface. Il s’agit d’une
information a priori donnée à l’algorithme d’inversion. Pour ce qui est de la date du pic de
masse herbacée, le décalage entre la date du maximum du coefficient de rétrodiffusion ERS
j(
0
max σ ) et la date du pic de masse herbacée simulée par le modèle STEP a été calculé pour les
4 années et les 4 sites d’étude où les données de terrain et les observations satellitales
coïncidaient (1992-1993 et 1999-2000). Cette valeur est a peu près égale à 20 jours en faveur
du pic de rétrodiffusion avec peu de dispersion. De ce fait, la date de pic de masse herbacée
jpic sera déterminée à partir des séries temporelles de σ
0 selon la formule jpic= j(
0
max σ )+20
jours. Ainsi l’algorithme d’inversion sélectionnera les observations satellitales dont les dates
sont comprises entre jdeb et jpic.
A partir des deux séries temporelles prédites  ) ( ˆ t Bm  et  ) ( ˆ t H p , on calcule la série
temporelle correspondante du coefficient de rétrodiffusion, le coût qui lui est associé s’écrit :
J[ ) ( ˆ t Bm ,) ( ˆ t H p ]= 
2
1
1
2 0 0 ) ( ) ( ˆ 1


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Où ) ( ˆ
0
i scene t σ  est la série temporelle de rétrodiffusion prédite et  ) (
0
i t σ ,i=1..N sont les
N observations satellitales ERS-WSC disponibles pendant la phase de croissance de la
végétation. D’une part, les erreurs des données ne sont pas corrélées entre elles. D’autre part,
la valeur de l’erreur sur les données est considérée constante et égale à la déviation standard
du bruit des données (0.55 dB). De ce fait, aucune pondération n’est rajoutée au coût.
Le schéma III.22 résume le fonctionnement de notre algorithme d’inversion.
Le premier algorithme utilisé pour la minimisation de cette fonction coût était un algorithme
génétique simple (Carroll, 1997). Néanmoins, outre les débats autour de l’efficacité de
l’opérateur de croisement qui ont été évoqués au paragraphe II.3.2.b, cet algorithme présente
le désavantage d’opérer avec un taux de mutation nul et les essais effectués ont montré que
l’algorithme convergeait rapidement vers des solutions non satisfaisantes. De plus, il a été
développé pour l’estimation de fonctions à faible dimension. Dans le futur, notre
problématique nous conduira vers des problèmes de difficulté croissante avec notamment la
mise au point de méthodes d’assimilation (méthodes qui ont pour objectif de propager
l’information contenue dans les observations satellitales jusqu’au modèle de processus STEP).
Pour toutes ces raisons, l’algorithme de Carroll a été abandonné au profit de l’algorithme de
Figure III.22 : Estimation de l’évolution temporelle de la masse herbacée et de l’humidité pondérale
par stratégies évolutives à partir des données du diffusiomètre ERS et d’un modèle de rétrodiffusion.
Modèle de
rétrodiffusion
à Observations :
N Mesures
satellitaires (σ0 ERS)
entre jdeb et jpic
Simulations
Hv(t)
Données météo
(Champs de pluie METEOSAT)
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Méthode d’optimisation :
Stratégies évolutives
) ( ˆ
0 t scene σ
) ( ˆ t Bm ) ( ˆ t H p
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Optimisation
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stratégies évolutives développé par l’équipe «  Evolutionnary computation  » de l’Ecole
Polytechnique (responsable Marc Schoenauer  : EvolC User Manual, 1995  ; Schoenauer,
1997).
Ce code permet une configuration aisé des paramètres algorithmiques : changement du taux
de mutation, choix de la stratégie, taille de la population et critère d’arrêt). Le nombre
maximal de génération a été fixé à 25, la progression du coût du meilleur individu étant
anecdotique après la 25
ème génération, et la taille d’une population est fixée à 50 individus. La
probabilité de mutation a été fixée à 0.7. Le choix s’est porté sur un algorithme de type (µ+λ)-
SE avec une mutation adaptative.
III.5.1.e Critère d’acceptabilité des solutions
Les simulations en mode direct ont été effectuées en suivant la procédure décrite dans
le paragraphe III.2.1 pour les 4 sites et les 2 années (1999-2000). Les séries temporelles de
Hv(t) (moyennées sur 14 jours) et de Bm(t) simulées par STEP ainsi que la série temporelle de
Hp(t) moyenne ont été injectées dans le modèle de rétrodiffusion Karam pour effectuer les
simulations de σ
0. Ensuite, le coût associé à chaque simulation a été calculé en suivant le
critère de sélection des données décrit dans le paragraphe précédent. Les résultats, résumés
dans le tableau III.3, montrent que le coût est supérieur dans tous les cas à la déviation
standard du bruit des mesures (0.55 dB). Cette observation n’est pas étonnante dans la mesure
où la sous-détermination du problème inverse précédent (paragraphe III.3) du au manque de
contrainte sur l’humidité volumique de surface a disparu dans ce travail puisqu’on fixe a
priori l’évolution temporelle de cette variable.
Le critère d’acceptabilité des solutions sera donc fixé, de manière arbitraire, à deux
fois la déviation standard du bruit des données soit 2*0.55=1.1 dB. Si les résidus suivaient
une distribution normale, cette intervalle correspondrait à approximativement 95 % des
réalisations. Toute solution conduisant à un coût inférieur à cette valeur sera considérée
comme acceptable. Ce n’est cependant pas une “perte” dans la mesure où ce problème inverse
conduit à des valeurs de coût plus élevées mais, comme on le verra par la suite, à une
meilleure explication du point de vue de la variable recherchée (la masse herbacée).Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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Rharous Gossi Hombori Seno
Année 1999 1.78 1.64 0.93 1.87
Année 2000 1.92 0.88 1.56 0.80
III.5.1.f Test de la procédure d’inversion
Afin de tester la robustesse de notre algorithme d’inversion, on procède par expériences
jumelles :
(1) On construit tout d’abord un jeu de données simulées grâce à un jeu de
paramètres connus que l’on utilise en entrée du modèle de rétrodiffusion
(2) On vérifie que le coût minimum après optimisation est bien associé à ce jeu
de paramètres.
Construction d’un jeu de données simulées
L’évolution temporelle de la masse herbacée est simulée à l’aide d’une courbe logistique à
deux paramètres (figure III.12). Trois test ont été effectués : le premier correspondant à une
année faible en terme de production (cas 1 : Bmax=200 kg MS / ha, jpinf=20 jours), un autre à
une année moyenne (cas 2 : Bmax=600 kg MS / ha, jpinf=30 jours), et le dernier à une bonne
année (cas 3  : Bmax=1000 kg MS / ha, jpinf=45 jours). Les expériences effectuées sont
résumées dans le tableau III.3. Chaque valeur Hv(ti) de la série temporelle d’humidité de
surface est un nombre aléatoire compris entre 0 et 5%. L’humidité pondérale de la végétation
décroît linéairement de Hp
max=0.8 en début de croissance à Hp
pic=0.4 au pic de masse
herbacée. La valeur de rugosité de surface est fixé à 0.0085 m. Le modèle de Karam nous
permet ensuite de générer une série temporelle artificielle de Coefficient de rétrodiffusion
) (
0 t σ  avec une répétitivité temporelle de 7 jours pour simuler les mesures ERS-WSC.
Résultats de l’inversion
Après 25 générations, l’algorithme converge vers une série temporelle de masse herbacée se
superposant sur la courbe logistique dans les trois cas considérés. Le tableau III.4 donne les
caractéristiques de la solution optimale en terme de masse herbacée maximale  max ˆ B  qui est à
comparer avec le Bmax utilisé pour la construction de l’évolution simulée de la masse
Tableau III.3 : Calcul du coût (dB) associé aux simulations (mode direct) sur les 4
sites durant les années 1999-2000.Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
- 122 -
herbacée, le 
max ˆ
p H  (à comparer avec le Hp
max=0.8) ainsi que le coût associé à cette solution
optimale. Les résultats sont très proches des valeurs utilisées pour la construction des jeux de
données simulés et le coût associé est extrêmement faible. De ce fait, on peut considérer notre
algorithme comme opérationnel. Il sera appliqué dans la partie suivante aux données réelles
mesurées par le satellite ERS.
max ˆ B  (kg MS / ha)
max ˆ
p H  (kg / kg) Coût (dB)
Cas 1 205 (-5) 0.791 (-0.009) ~ 1 10
-2
Cas 2 598 (-2) 0.803 (+0.003) ~ 1 10
-2
Cas 3 979 (-21) 0.805 (+0.005) ~ 1 10
-2
III.5.2 Restitution des paramètres de surface
Ce paragraphe concerne les inversions effectuées sur nos 4 sites d’étude pendant les saisons
de croissance 1999 et 2000 (soit 8 cas), sites sur lesquels nous pouvons confronter nos
résultats aux mesures au sol, afin de s’assurer de la robustesse de notre algorithme en vue de
la spatialisation. Le nombre d’inconnues est limité aux 9 paramètres décrivant l’évolution
temporelle de la masse herbacée et à 
max
p H , la valeur d’humidité pondérale maximale, soit 10
inconnues. La valeur de l’humidité pondérale au pic 
pic
p H  est fixée à 0,4.
Après 25 générations, l’algorithme trouve un certain nombre de courbes de Bm(t) acceptables
et différentes (entre 20 et 84 pour les 8 cas considérés) ainsi que les séries temporelles de
Hp(t) associées. En superposant toutes les courbes acceptables on a, a chaque instant t, une
distribution de valeurs de masse herbacée (ou d’humidité pondérale) acceptables. Une
manière simple de résumer une distribution statistique est l’utilisation de «  boîtes à
moustaches » (figure III.23). Ce diagramme permet de résumer la série à partir de ses valeurs
extrêmes, de ses quartiles et de sa médiane. Les quartiles partagent la série en quatre ensemble
d’effectifs égaux, la médiane étant égale au 2
ème quartile. La solution optimale a également été
rajoutée. Les solutions correspondant aux séries temporelles de rétrodiffusion sont également
données.
Tableau III.4 : Résultats de l’inversion des jeux de données simulées (ou expériences jumelles) et entre
parenthèses les écarts à la valeur utilisée pour le calcul de ces jeux de données.Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
- 123 -
La figure III.24 présente le résultat de l’inversion pour les sites ‘Hombori’ et ‘Seno’ pendant
la saison de croissance 1999. Il s’agit de deux cas contrastés dans la mesure où les simulations
en mode direct sont bonnes pour le cas 1 (Hombori99) et moyennes pour le cas 2 (Seno99)
(voir tableau III.3). Les valeurs extrêmes sont représentées par les barres d’erreur de couleur
bleu, les quartiles par les « boîtes » de couleur bleu et l’évolution temporelle de la médiane est
tracée en trait continu noir. La solution optimale, qui est une solution particulière appartenant
à l’ensemble des solutions acceptables, est tracée en pointillés noirs. L’évolution temporelle
des deux variables estimées  ) ( ˆ t Bm  et  ) ( ˆ t H p  est comparée aux simulations de STEP (trait
rouge). Les mesures de terrain de masse herbacée (autour du pic) disponibles ont également
été rajoutées (figure III.24.a-b  : points verts). Les prédictions en terme de médiane et de
solution optimale sont comparées aux simulations en mode direct. On parlera de simulations
) ( ˆ
0 t scene σ  pour les simulations en mode direct (tableau III.2) et de prédictions  ) ( ˆ
0 t σ  pour toute
série de σ
0 estimée par inversion.
Valeurs extrêmes
Quartiles
Médiane
Figure III.23 : Représentation statistique d’une série de données par un « diagramme à
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Pour Hombori99, on constate un très bon phasage de la masse herbacée estimée et de la masse
herbacée simulée par STEP (figure III.24a). Sur le coefficient de rétrodiffusion, cela se traduit
par un bon accord entre les simulations et les prédictions de la solution optimale. La courbe
) ( ˆ
0 t σ  optimale passe au dessus des simulations en deux endroits à cause d’une humidité
Figure III.24 : résultats de l’inversion par stratégies évolutives pendant la saison de
croissance 1999 : à droite site Seno, à gauche site Hombori. (a-b) évolution temporelle de la
masse herbacée. (c-d) évolution temporelle de l’humidité pondérale. (e-f) évolution
temporelle du coefficient de rétrodiffusion.
(a)
(c) (d)
(b)
(f) (e)
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Tableau III.5 : Calcul du coût (dB) associé aux prédictions de la solution optimale sur
les 4 sites durant les années 1999-2000.
pondérale estimée légèrement plus forte (figure III.24c). Au contraire, pour le cas Seno99, les
simulations σ
0
scène(t) présentent un fort retard de phase par rapport aux observations ERS
(figure III.24f, courbe rouge) du à un retard de la simulation Bm(t) de STEP (figure III.24b).
L’ensemble des courbes acceptables  ) ( ˆ t Bm  estimées par inversion assimile l’information
contenue dans les observations pour rattraper ce retard sans pour autant passer trop loin de
l’observation terrain (figure III.24b). Les séries de  ) ( ˆ
0 t σ  prédites expliquent bien les
observations autant en phase qu’en amplitude (figure III.24f).
L’analyse des résultats sur les 8 cas considérés conduit à quelques commentaires généraux :
(1)  En terme de masse herbacée, la solution optimale est souvent plus proche
des mesures au sol disponibles que la médiane (figure III.23a).
(2)  Le coût associé à cette solution optimale est souvent inférieur au coût
associé aux simulations (tableau III.5). Cela signifie que l’on trouve
toujours par inversion deux séries temporelles  ) ( ˆ t Bm  et  ) ( ˆ t H p  qui
«  expliquent  » au moins aussi bien les observations satellitales que les
sorties de STEP.
 ‘Rharous’ ‘Gossi’ ‘Hombori’ ‘Seno’
Année 1999 0.95 1.05 0.95 1.02
Année 2000 0.88 0.85 0.87 0.71
(3) Cette solution optimale conduit toujours à des valeurs de masse herbacée
supérieures ou égales à celles données par la médiane. Cette dernière
observation paraît étonnante dans la mesure où les algorithmes évolutifs
sont censés échantillonner de manière plus systématique dans le voisinage
des solutions les plus adaptées. Ce n’est pas le cas ici où la solution
optimale n’appartient même pas, la plupart du temps, à l’ensemble délimité
par les 1
er et 3
ème quartiles abritant 50% de l’effectif. L’algorithme n’a
visiblement pas eu l’opportunité de finaliser sa recherche autour de la
solution optimale, celle-ci appartenant dans la plupart des cas aux dernièresChapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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générations évaluées (> 20
ème) . En augmentant le nombre de générations
(le calcul a été effectué sur 50 générations), la distribution statistique des
valeurs acceptables se déplace globalement vers la solution optimale et, de
ce fait, la médiane et la solution optimale sont beaucoup plus proches voire
confondues.
(4) Les valeurs de  ) ( ˆ t H p  sont toujours très proches, après le début de
croissance de la végétation, de l’évolution moyenne utilisée dans le mode
direct (figure III.24c-d).
Le commentaire (1) nous a incité à choisir la solution optimale pour l’évaluation des
résultats de l’inversion. La figure III.25 confronte les valeurs de masse herbacée mesurées sur
le terrain avec celles obtenues des solutions inverses optimales à la date de la mesure terrain.
On dispose de 8 points correspondant aux 4 sites et aux deux saisons de croissance.
Les résultats sont satisfaisants dans la mesure où ils sont améliorés, de manière significative,
par rapport au problème simplifié résolu précédemment (paragraphe III.3). En effet, l’erreur
moyenne absolue passe de 360 kg MS / ha à 198 kg MS / ha et de 24 % à 17 % en relatif..
Figure III.25 : Résultats de l’inversion sur tous les sites pendant les saisons de croissance
1999 et 2000. La valeur inversée correspond à la solution optimale.
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- 127 -
Néanmoins, la valeur inversée est, de manière quasi-systématique, inférieure à la valeur
simulée. Trois explications peuvent être avancées :
-  D’une part, l’humidité pondérale et la masse herbacée sont deux variables, d’un
point de vue de l’observation satellitale radar, très liées. En effet, le radar étant
sensible à la masse en eau, une augmentation de l’humidité pondérale peut être
compensée par une diminution de la masse herbacée et inversement. L’analyse des
courbes d’humidité pondérale montre que, l’algorithme d’inversion choisit des
valeurs de 
max
p H  élevées (supérieure à 0.8). De ce fait, afin de parvenir à des coûts
« acceptables », la masse herbacée doit être plus faible.
-  D’autre part, les mesures de terrain sont exclusivement effectuées sur les sols
sableux où se situe l’essentiel de la production végétale. Les sols gravillonnaires,
présent dans la scène observée, ne sont pas échantillonnés. Sur ces sols
imperméables, le ruissellement est important et la valeur de masse herbacée est très
faible. Il conviendrait donc de pondérer nos estimations par la superficie que
peuvent occuper ces types de sols dans une cellule de résolution. La non prise en
compte des superficies occupées par les sols gravillonnaires conduit très
certainement à une surestimation des masses herbacées dérivées des mesures au
sol.
-  Dans le cas où le nombre d’observations autour du pic de σ
0 est faible,
l’algorithme peut produire des solutions qui s’écartent de ces quelques
observations particulières pour ajuster en moyenne les observations sur l’ensemble
du cycle (voir exemple figure III.23e où les mesures de σ
0 élevées sont ignorées
par l’algorithme). Cela peut conduire à une sous-estimation de la masse herbacée
inversée puisque la valeur du pic de rétrodiffusion inversé dépend principalement
de la valeur de Bm. C’est particulièrement le cas du site ‘Hombori’ en 2000 (figure
III.25) où seule une observation de σ
0 autour du pic est disponible (figure III.26c)
et la masse herbacée est sous-estimée. Un moyen de remédier à ce problème
pourrait être de rajouter une pondération afin de donner plus d’importance aux
observations autour du pic (par exemple par le rajout d’une matrice de covariance
non stationnaire des erreurs des données). Ce point est examiné au paragraphe
suivant.Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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III.5.3 Modification de l’algorithme d’inversion
Ce paragraphe tente de donner une réponse aux interrogations soulevées par l’analyse des
résultats précédents. Plusieurs « améliorations » de l’algorithme sont testées et évaluées en
terme de solution optimale sur la masse herbacée. Enfin, un algorithme est choisi pour la
spatialisation des résultats.
D’un point de vue de la connaissance a priori sur la variable Hp, la forte contrainte sur cette
variable ne reflète certainement pas la réalité. La valeur de l’humidité pondérale au pic 
pic
p H ,
comme 
max
p H , est susceptible de varier autour de sa valeur moyenne (Gaston, com. pers.). En
effet, la valeur de 
pic
p H  dépend notamment des périodes de stress hydrique que peut subir la
végétation durant sa phase de croissance. Cet effet est d’autant plus sensible au Sahel que les
interruptions de pluies sont fréquentes. Une période de stress hydrique se traduit par une
valeur 
pic
p H  plus faible que la valeur de 0.4 fixée dans l’inversion précédente et inversement,
des pluies abondantes et régulières peuvent conduire à une valeur de 
pic
p H  plus élevée. Le
paramètre 
pic
p H  est donc ajouté à la liste des paramètres libres et son intervalle de variation
est fixé entre 0.3 et 0.5 kg / kg.
(c) (b) (a)
Figure III.26 : Résultats de l’inversion par stratégies évolutives pour le site Hombori
pendant l’année de croissance 2000. (a) Masse herbacée (b) Humidité pondérale de la
végétation (c) Coefficient de rétrodiffusion.Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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Tableau III.6 : Caractéristiques des 5 inversions effectuées.
Par ailleurs, d’un point de vue algorithmique, le paragraphe précédent a montré qu’une
pondération au coût  ) ( 0 i t C
σ , destinée à donner plus de poids au observations de 
0 σ  élevées,
peut permettre à l’algorithme de mieux expliquer les données autour du pic de rétrodiffusion.
La fonction coût III-13 devient donc :
J[ ) ( ˆ t Bm , ) ( ˆ t H p ]= 
2
1
1
2 0 0
) (
) ( ) ( ˆ 1
0 






 −
⋅∑
=
n
i i
i i scene
t C
t t
n
σ
σ σ
(III-14)
En première approximation, cette pondération empirique  [ ] ) (
0
0 i t C σ
σ  va dépendre
linéairement de la valeur de 
0 σ  observée au temps ti. La valeur sera de 1 pour un 
0 σ  égal à sa
valeur en saison sèche et de 0.1 pour 
0 σ =
0
max σ , sa valeur au pic de rétrodiffusion. Ainsi les
données de 
0 σ  élevées auront plus de poids que les valeurs faibles.
Afin de quantifier l’apport de ces deux modifications sur les résultats précédents, 4 inversions
sont effectuées (inversion o à r dans le tableau III.6). La paramétrisation de l’évolution
temporelle de la masse herbacée est conservée telle quelle. Par contre, selon les inversions,
pic
p H  est ajouté à la liste des inconnues et le coût est pondéré selon l’expression III-14. De
plus, un 5
ème essai a été effectué en fixant 
pic
p H  à 0.4 et 
max
p H  à 0.8 de manière à ce que
l’évolution temporelle de Hp soit entièrement contrainte afin de s’assurer de la pertinence du
rajout de la variable Hp dans la liste des paramètres à rechercher (inversion n dans le tableau
III.6).
Paramètre d’humidité
pondérale (kg/kg) Coût
Inversion n
max
p H  = 0.8
pic
p H  = 0.4
Sans pondération
Inversion o
max
p H  ∈ [0.7 ; 0.9]
pic
p H  = 0.4
Sans pondération
Inversion p
max
p H  ∈ [0.7 ; 0.9]
pic
p H  = ∈ [0.3 ;0.5]
Sans pondération
Inversion q
max
p H  ∈ [0.7 ; 0.9]
pic
p H  = 0.4
Pondéré selon III-14
Inversion r
max
p H  ∈ [0.7 ; 0.9]
pic
p H  = ∈ [0.3 ;0.5]
Pondéré selon III-14Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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Tableau III.7 : Performances des 5 inversions effectuées.
Ainsi défini, l’inversion o correspond à l’inversion effectuée dans le paragraphe précédent.
Afin d’évaluer les performances des différentes inversions testées, l’accent est mis sur
l’estimation de la masse herbacée, paramètre mesuré sur le terrain. La figure III.27 confronte
les mesures de terrain de masse herbacée effectuées aux temps ti aux valeurs inversées (en
terme de solution optimale) aux mêmes dates. Il est à noter que tous les alignements verticaux
de 5 points sur la figure III.27 (qui n’ont pas été annotés pour des raisons de lisibilité)
correspondent à un cas particulier (site, année). Néanmoins, l’analyse au cas par cas ne
conduit à aucune conclusion particulière relative à la position géographique des sites ou à
l’année considérée. Les 8 cas sont donc examinés ensemble par la suite. Le tableau III.7
résume les performances des 5 méthodes en terme d’écart moyen, de la moyenne de la valeur
absolue des écarts (également rapporté sur la figure III.27 sous le terme ‘erreur’), de l’erreur
relative ainsi que de l’écart type de la valeur absolue de l’écart.
Moyenne de la
valeur absolue
des écarts (kg
MS / ha)
Ecart type de la
valeur absolue de
l’écart moyen
(kg MS /ha)
Erreur relative
(%)
Ecart moyen (kg
MS / ha)
Inversion n 248 204 19 -115
Inversion o 198 228 17 -185
Inversion p 351 341 29 -343
Inversion q 415 301 44 198
Inversion r 342 295 69 -144
Bien que très proches de l’inversion n (où l’évolution temporelle de l’humidité pondérale est
fixée a priori), l’inversion o apparaît comme la plus satisfaisante (17 % d’erreur relative).
Les modifications successives dégradent globalement les résultats en terme de masse herbacée
(inversion p à r, figure III.27). Dans tous les cas, l’algorithme d’inversion « joue son rôle »
en trouvant toujours une série temporelle  ) ( ˆ t Bm  et une série  ) ( ˆ t H p  qui, ensemble, expliquent
bien en moyenne les observations satellitales. Plus le nombre de paramètres libres est
important, plus le coût moyen (calculé sur les 8 cas) diminue. Il est de 0.93 dB, 0.91 dB et
0.88 dB, pour l’inversion n (Hp(t) fixée a priori), o (
max
p H  libre) et p (
max
p H  et 
pic
p H  libres),
respectivement. Bien que le rajout de 
pic
p H  au jeu de paramètres libres soit une représentation
plus juste de la réalité, cette représentation ne conduit pas à de meilleurs résultats en terme deChapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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masse herbacée dans la mesure où l’ajout d’un degré de liberté sur Hp laisse l’opportunité à
l’algorithme d’effectuer sa recherche sur une plage plus large d’humidité pondérale (inversion
p et r). Il peut ainsi compenser une masse herbacée faible en augmentant l’humidité
pondérale élevée pour parvenir à un coût acceptable et inversement. On constate, en effet, que
les valeurs de masses herbacées estimées pour les inversion p et r, d’écarts moyens –344 kg
MS / ha et –144 kg MS / ha respectivement, sont plus faibles deux à deux que pour les
inversions o et q (écarts moyens de –185 kg MS / ha et 198 kg MS / ha respectivement).
Cette observation est la preuve d’une dépendance entre les paramètres Hp et Bm : pour une
série temporelle  ) ( ˆ t Bm , il est toujours possible de trouver une série temporelle  ) ( ˆ t H p  qui,
ensemble conduisent à un coût acceptable. L’algorithme a tendance à choisir des séries  ) ( ˆ t H p
élevées.
Il est plus délicat de quantifier l’apport de la pondération pour l’estimation de la masse
herbacée. Effectivement, avec la ponderation III-14, les valeurs prédites  ) ( ˆ
0 t scene σ  passent près
des valeurs élevées (autour du pic de rétrodiffusion) et ont tendance à ignorer les valeurs
faibles. La pondération conduit globalement à des valeurs de masse herbacée plus élevées :
sous-estimation de 185 kg MS / ha pour l’inversion o, sur-estimation de 198 kg MS / ha pour
l’inversion q et, de la même manière, la sous-estimation pour l’inversion p est de 343 kg
Figure III.27 : Résultats des 5 inversions sur tous les sites pendant les saisons de croissance
1999 et 2000. La valeur inversée correspond à la solution optimale. Les erreurs moyennes
absolues et relatives et le coefficient de corrélation ont également été calculés.Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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MS / ha, n’est plus que de 144 kg MS / ha pour l’inversion r. Néanmoins, si la pondération
améliore les résultats dans les cas où l’inversion sous-estime grandement la valeur mesurée,
elle les dégrade considérablement dans la plupart des autres cas. C’est le cas, notamment,
quand la masse herbacée issue d’une inversion sans pondération du coût est déjà en
relativement bon accord avec les valeurs mesurées (voir les résultats de l’inversion q sur la
figure III.27)
L’établissement de carte de masse herbacée sur l’ensemble du Gourma et du Seno maliens
sera donc effectuée avec la méthode o qui donne les meilleurs résultats en terme d’erreur
relative moyenne et de moyenne de la valeur absolue des écarts.
III.5.4 Production herbacée à l’échelle du Gourma et du Seno maliens
Ce paragraphe présente les résultats de spatialisation de l’algorithme précédemment
développé aux régions du Gourma et du Seno maliens. Dans un premier temps, est brièvement
décrite la procédure de spatialisation sur une région d’environ 500*500 km² (5°*5°). La
carte de production herbacée obtenue en fin de saison de croissance 1999 (masse herbacée
maximale) est analysée et comparée à une image du capteur optique SPOT 4/VEGETATION
afin de vérifier sa cohérence spatiale. Enfin, une nouvelle carte de production herbacée,
obtenue pour une saison de croissance différente (saison 2000), est évaluée et comparée à la
carte précédente. Les résultats spatialisés montrés dans ce paragraphe concernent la même
région située entre 13.5°N et 18.5°N en latitude et –4°W et 1°E en longitude.
III.5.4.a Procédure générale de spatialisation
L’algorithme o a été lancé sur une fenêtre d’environ 500*500 km² englobant le Gourma et le
Seno malien entre 13.5°N et 18.5°N en latitude et 4°W et 1°E en longitude. Les profils
temporels ERS ainsi que les pluies METEOSAT ont été extraits sur des fenêtres de
0.25°*0.25° soit environ 25*25 km² ce qui correspond, sur la totalité de la zone considérée à
20 pixels en latitude et 20 pixels en longitude (400 pixels). Le modèle de bilan hydrique a été
lancé sur les 400 pixels pour la production des séries temporelles d’humidité volumique de
surface. L’analyse a priori des séries temporelles d’humidité et de coefficient de rétrodiffusion
ERS nous fournit le jour de début jdeb et de fin jpic de croissance pour chaque pixel (figure
III.22). L’inversion a ensuite a été effectuée pixel à pixel. On ne peut donc pas réellement
parler de spatialisation dans la mesure où tous les pixels sont traités de manière indépendante.Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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III.5.4.b Cohérence spatiale des cartes obtenues
La figure III.28 montre une image de l’indice spectral NDVI dérivé des données du capteur
SPOT 4/VEGETATION (Achard et al., 1994). Le NDVI fournit une indication sur la quantité
de matière végétale chlorophyllienne. Les réflectances mesurées par le capteur
VEGETATION dans le rouge ρR et le proche infra-rouge ρPR permettent de former le NDVI
de la manière suivante :
R PR
R PR NDVI
ρ ρ
ρ ρ
+
−
= (III-15)
Ainsi défini, cet indice varie entre –1 et 1. Pour les couverts végétaux, il est supérieur à zéro
et augmente avec la surface de feuille photosynthétiquement active (il peut être négatif pour
certains types de sols). Sur l’image III.27, plus la couleur tend vers le rouge, plus le couvert
herbacée est dense. Les surfaces bleus correspondent aux sols où le couvert herbacé est nul ou
très épars (sols gravillonnaires et dunes).
Figure III.28 : Image NDVI issue des données du capteur VEGETATION. 2
ème décade de
septembre 1999. Le coin supérieur gauche correspond aux coordonnées géographiques
(18.5°N,4°W). Noter le gradient nord-sud de NDVI avec des valeurs inférieures à 0.1 au nord et des
valeurs autour de 0.7 pour le sud.
dunes
Surfaces
gravillonnaires
Surfaces sableusesChapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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On note clairement le gradient sud-ouest/nord-est de végétation lié au gradient des
précipitations (qui suit le mouvement sud-ouest/nord-est de la zone intertropicale de
convergence) ; gradient entrecoupé d’étendues gravillonnaires où la densité de végétation est
faible. La région du Seno au Sud Ouest (prés de la ville de Douentza) montre une forte
production végétale. De plus, à l’est du fleuve, entre 17° et 18° de latitude, la zone bleu
correspond à des surfaces désertiques pré-sahariennes. Cette image est dégradée par la suite à
la résolution de la carte de masse herbacée produite à partir des données des diffusiomètres
ERS soit environ 0.25°*0.25°.
Il convient toutefois d’apporter une importance relative aux informations fournies par
le NDVI VEGETATION. En effet, il ne s’agit que d’une estimation qualitative de la quantité
de matière végétale chlorophylienne. En effet, les données acquises dans ces bandes de
fréquence sont extrêmement sensibles à l’atmosphère. La méthode utilisée ici minimise les
effets atmosphèriques grâce à une synthèse décadaire MVC mais ne les corrige pas : il s’agit
de conserver le NDVI le plus élevé par période de 10 jours. De plus, le NDVI est également
sensible à la couleur du sol.
a
Figure III.29 : (a) Carte de production herbacée en fin de saison de croissance 1999 estimée par le diffusiomètre
ERS/WSC (kg MS / ha). (b) Image NDVI du capteur optique SPOT4/VEGETATION dégradée à environ 0.25°
(2
ème décade de septembre 1999). Le coin supérieur gauche des deux images correspond aux coordonnées
géographiques (18.5°N, 4°W). Le quadrillage noir est en degré (l’échelle est identique à la figure III.28).
bChapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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La figure III.29 montre la production herbacée de la saison 1999 obtenue à partir des
solutions inverses optimales des données ERS/WSC à la résolution de 0.25° ainsi que l’image
NDVI à la même résolution spatiale dérivée des données du capteur optique SPOT
4/VEGETATION. Les résultats de l’inversion ont été évalués quantitativement au paragraphe
précédent par leur confrontation avec des mesures au sol sur 4 sites, il s’agit ici de vérifier la
cohérence générale de la carte de production en la comparant à une source d’information
indépendante.
D’un point de vue de la cohérence spatiale, les deux images sont en bon accord global.
La production herbacée suit approximativement le gradient nord-est/sud-ouest des
précipitations. Les zones de forte production végétale sont situées au sud tandis qu’à la
frontière du Sahara, la production est quasiment nulle. Par rapport à l’image VEGETATION,
quelques similitudes sont intéressantes à noter. Comparativement, pour les régions situées
dans la partie nord de la carte, la production est beaucoup plus importante à l’intérieur de la
boucle du fleuve Niger (entre 800 kg et 1 t MS / ha) qu’à l’est du fleuve où se trouve la zone
pré-désertique (< 300 kg MS / ha) pour une même latitude. Les zones de forte densité de
végétation qui apparaissent en rouge sur l’image VEGETATION se retrouvent également sur
la carte de production herbacée issue des données ERS/WSC, notamment dans la région du
Seno au Sud Ouest de l’image et dans la région du delta inférieur du fleuve Niger. Enfin, il
semble que l’îlot de faible production situé entre 15°N et 16°N et 1°W et 0° de longitude
corresponde à une zone de sols gravillonaires sur lesquels la végétation est peu développée, la
majeure partie de l’eau reçue étant perdue par ruissellement. Si cela n’apparaît pas clairement
sur l’image VEGETATION, une carte morpho-pédologique de la région du Gourma a permis
de confirmer cette observation (Diallo et al., 1999). On peut également noter que
l’optimisation réalisée (inversion) a permis de corriger les incertitudes liées au bilan hydrique
simulé. En effet, dans cette première approche, aucune distinction n’a été faite entre les
différents types de sol ce qui conduit nécessairement à une surestimation de Hv sur les sols
gravillonnaires.
III.5.4.c Variabilité interannuelle de production herbacée
L’intérêt principal de ces travaux est de permettre le suivi de la variation interannuelle de
production herbacée de l’écosystème sahélien. Une comparaison entre deux saisons
contrastées en terme de quantité de pluie reçue a donc été menée. La production herbacée auChapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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Sahel, et plus généralement sur toutes les zones de transition semi-aride, connaît de fortes
fluctuations interannuelles directement liées aux fluctuations climatiques (distribution
temporelle et cumul annuel des pluies). Alors que la saison 1999 sur l’ensemble du Gourma et
Seno Malien a été une année exceptionnelle de ce point de vue (253 mm de pluie à la station
météorologique de Gourma-Rharous contre 153 mm pour la moyenne entre 1927 et 2000),
l’année 2000 est plutôt déficitaire (103 mm de pluie). Les images de cumul annuel de pluie
déduites des données METEOSAT permettent de confirmer ces observations locales (figure
III.30).
Ces deux images montrent que la région du Gourma a été bien « arrosée » pendant la
saison 1999 avec des estimations METEOSAT au dessus de la moyenne notamment dans le
nord de la zone (voir le positionnement des isohyètes moyennes 150 et 200 mm) alors que la
saison 2000 a plutôt été légèrement déficitaire notamment dans le sud de la zone (voir le
positionnement des isohyètes moyennes 400 et 500 mm).
La figure III.31 montre la comparaison entre la production herbacée pendant la saison
1999 et la saison 2000. La même structure spatiale se retrouve sur les deux images
Figure III.30 : Cumul de pluie annuel (mm) issue d’une estimation à partir des données acquises dans l’infra-
rouge thermique par le capteur METEOSAT sur la région du Gourma et du Seno malien :
(a) saison 1999 ; (b) saison 2000.
a b
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(paragraphe III.5.4.b) mais la production apparaît clairement moins forte pendant la saison
2000.
III.5.4.d Discussion
L’application de cet algorithme qui néglige les arbres à l’ensemble d’un transect nord
sud qui dépasse les frontières sahéliennes peut néanmoins poser quelques problèmes
notamment au sud où la densité d’arbre peut être non négligeable. Les résultats obtenus en
dessous de 14°N de latitude sont donc à interpréter avec précaution, un effet ligneux pouvant
venir perturber les estimations de masse herbacée. Néanmoins, à l’observation des profils
temporels de rétrodiffusion, aucun effet n’est visible. Un effet ligneux se traduirait par un
cycle végétatif et donc un cycle annuel de rétrodiffusion plus long que la stricte saison
humide. Or, le signal diffusiomètre augmente strictement après les premières pluies et chute
ensuite brutalement à la fin de la saison pluvieuse sur l’ensemble de la zone à laquelle a été
appliqué notre algorithme.
Une autre question délicate concerne la qualité de nos estimations d’humidité
volumique de surface (estimation des pluies et modèle de bilan hydrique utilisé) et plus
400 mm
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150 mm
400 mm
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200 mm
150 mm
Figure III.31 : production herbacée en fin de saison de croissance estimée à partir des données du
diffusiomètre ERS : (a) saison 1999 ; (b) saison 2000.Chapitre III : Estimation des paramètres de surface en zone semi-aride par diffusiométrie
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généralement la robustesse de l’algorithme. Une évaluation rapide des estimations de pluies
METEOSAT fait apparaître une tendance à la sous-estimation par rapport aux stations
météorologiques relativement élevée sur le cumul annuel (de l’ordre de 20 % ; 12 points).
Néanmoins, l’impact de la quantité de pluie reçu sur l’humidité de la couche superficielle qui
montre une dynamique temporelle élevée (pour cause d’une évaporation élevée et d’une
capacité au champs des sols sableux faible) doit être limité. L’application d’un modèle de
bilan hydrique simple soulève aussi quelques questions. Néanmoins, L’utilisation d’un
modèle de bilan hydrique plus rigoureux (humidité distribuée) nécessite la connaissance de
nombreuses informations supplémentaires comme la profondeur de sol ou un modèle
numérique de terrain. Même si un modèle numérique de terrain pourrait être obtenu à partir de
données de télédétection spatiale (interférométrie radar), l’information sur la profondeur de
sol serait difficilement mesurable sur l’ensemble de la zone. Une autre limite à l’application
de tels modèles est la géométrie particulière du relief du Gourma qui présente peu de
dénivellés sans bassin versant à proprement parlé.
Néanmoins, malgré les réserves émises plus haut, ces produits, issus de l’utilisation
conjointe d’un modèle de rétrodiffusion radar et d’un modèle de bilan hydrique simple
respectivement contraints par les données du diffusiomètre ERS et par les données du capteur
METEOSAT apparaissent satisfaisants pour les 8 cas sur lesquels l’évaluation quantitative a
été effectuée et cohérents vis-à-vis de l’image VEGETATION et d’une carte morpho-
pédologique (Diallo et al., 1999).CONCLUSIONS ET PERSPECTIVESConclusions et Perspectives
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CONCLUSIONS ET PERSPECTIVES
I Conclusion
L’objectif de ce travail était d’évaluer les potentialités des diffusiomètres spatiaux
pour l’estimation quantitative des paramètres de surface au Sahel Africain : principalement la
masse herbacée et l’humidité de surface. Dans une première étape, l’utilisation conjointe de la
modélisation radar, d’un modèle de fonctionnement des écosystèmes sahéliens et des mesures
de terrain a permis une meilleure compréhension du signal satellital radar basse résolution de
l’écosystème sahélien. Le modèle de rétrodiffusion radar, initialement développé par Pierre
Louis Frison, a été modifié pour prendre en compte la composante ligneuse du paysage
sahélien, composante qui peut s’avérer non négligeable en zone soudano-sahélienne.
Néanmoins, des simulations à l’aide de mesures de terrain datant de 1993 sur les arbres ont
montré qu’à la résolution spatiale considérée (50 km), cette contribution au signal satellital
était négligeable. Dans ce cadre, une mission est prévue pendant l’hiver 2002 pour actualiser
les mesures de terrain. Cependant, même si localement, certaines zones peuvent avoir subi
d’importants changements depuis 1993 en terme d’espèces et de densité (implantation de
l’espèce ligneuse pionnère Leptadenia pyrotechnica autour du site ‘Hombori’ par exemple :
Hiernaux, communication personnelle), il semble peu probable qu’à l’échelle d’une cellule de
résolution (50*50 ou 25*25 km²), la densité moyenne d’arbres soit modifiée. La contribution
ligneuse a été négligée par la suite dans la simulation des séries temporelles du coefficient de
rétrodiffusion. La confrontation des simulations aux observations du satellite ERS sur quatre
sites localisés le long d’un transect nord-sud dans la région du Gourma au Mali, a permis la
validation de ce modèle de rétrodiffusion du paysage sahélien pour plusieurs conditions
climatiques et géomorphologiques. Ce travail a fait l’objet de l’article 2 (Jarlan et al., 2001a).
Par la suite, ce modèle a été utilisé dans une procédure d’inversion. L’objectif de
l’inversion était d’estimer les variations temporelles de deux paramètres clés de surface au
Sahel Africain : la masse herbacée et l’humidité volumique de surface du sol. L’article 3
(Jarlan et al., 2001b) présente l’analyse détaillée de ce problème inverse. Le modèle initial de
rétrodiffusion a été simplifié pour ne plus dépendre que des paramètres d’intérêt et l’inversion
a été effectuée sur un site en zone saharo-sahélienne sur deux saisons de croissance très
contrastées. La solution au problème inverse, quand les données sont entachées d’erreur (et
c’est le cas en télédétection), n’est pas un jeu de paramètres unique mais un domaine deConclusions et Perspectives
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solutions correspondant à toutes les solutions associées à un coût inférieur à la déviation
standard du bruit des mesures. Grâce à la faible dimension du problème, le choix de la
méthode d’optimisation s’est porté sur une exploration systématique de l’espace des
paramètres. Cette méthode permet l’obtention exhaustive de l’ensemble des solutions
acceptables. Nous avons ainsi mis en évidence la forte étendue de ce domaine de solutions qui
révèle le peu de contrainte apportée par les seules données du diffusiomètre ERS pour
l’estimation de ces paramètres de surface. Pour réduire ce domaine, de l’information doit être
apportée (en provenance d’autres capteurs, de modèles ou de mesures de terrain), notamment
sur le paramètre « humidité volumique de surface » qui varie de manière rapide. Enfin, la
mise en évidence du caractère non linéaire des équations du modèle (plusieurs minima locaux,
vallée des solutions non convexes) confirme le choix de méthodes d’optimisation globale
plutôt que locale qui risqueraient d’être piégées par un minimum secondaire.
L’objectif de l’étape suivante était la mise au point d’un algorithme d’inversion
robuste en vue de l’obtention de cartes de production herbacée. Afin de mieux contraindre
l’humidité volumique de surface, les champs de pluies du capteur METEOSAT ont été
utilisés en entrée du module de bilan hydrique du modèle de fonctionnement STEP qui fournit
une estimation de cette variable. Lors de la procédure d’inversion, les amplitudes de Fourier
décrivant l’évolution temporelle de la masse herbacée ont été recherchées. Le domaine de
recherche a été borné grâce à la décomposition en série de Fourier des données historiques de
l’évolution temporelle de la masse herbacée sur 4 sites d’études pendant 12 saisons de
croissance (1984-1993 et 1999-2000). L’humidité pondérale de la végétation, paramètre peu
étudiée jusqu’à présent, a été fixée à une évolution moyenne. Les résultats obtenus en terme
d’estimation de masse herbacée sont encourageants. La confrontation des valeurs de masse
herbacée maximale (paramètre qui fournit une bonne estimation de la productivité primaire
nette de l’écosystème) estimées par inversion et des valeurs mesurées sur le terrain conduit à
une erreur relative de 17 %. De plus, l’utilisation d’une information extérieure pour quantifier
la valeur de l’humidité volumique de surface (champs de pluies METEOSAT) a permis de
réduire fortement le domaine des solutions acceptables par rapport à l’étude précédente. D’un
point de vue méthodologique, l’algorithme de stratégies évolutives utilisé dans cette étude a
donné toute satisfaction. Cette algorithme a été utilisé par la suite pour la spatialisation des
résultats à l’ensemble des régions du Gourma et du Seno malien. La carte de production
herbacée obtenue par la combinaison de données satellitales et de modèles montre une bonneConclusions et Perspectives
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cohérence spatiale et un bon accord avec une image NDVI issue du capteur
VEGETATION/SPOT 4.
II Perspectives
De nombreuses interrogations persistent néanmoins. Les meilleurs résultats ont été
obtenus dans la dernière partie du travail grâce à la production a priori des séries temporelles
d’humidité volumique de surface à l’aide d’un modèle de bilan hydrique forcé par les champs
de pluies issues du capteur METEOSAT. Les séries temporelles ainsi obtenues sont-elles pour
autant meilleures que celles estimées lors des travaux précédents à partir des données du
diffusiomètre ERS ? La seule possibilité de validation est très indirecte puisqu’elle réside dans
la quantification de l’erreur sur les valeurs inversées de masse herbacée, seul paramètre
mesuré au sol actuellement. A terme, les estimations d’humidité du sol pourront être
remplacées par celles fournies par le satellite SMOS dont le lancement est prévu en 2005.
Pour l’heure, l’évaluation de la robustesse de l’algorithme sera effectuée grâce à l’utilisation
d’un jeu de données d’humidité du sol différent (issu d’un modèle de circulation générale).
D’un point de vue de la modélisation, le point faible de notre algorithme réside dans la
paramétrisation grossière de l’humidité pondérale de la végétation qui a été très peu étudiée
jusqu’à présent. La campagne de mesures de terrain prévue sur toute la durée de la saison de
croissance 2002 permettra de valider ou d’infirmer nos hypothèses. Ces produits de haut
niveau que sont les cartes de masse herbacée, issues de la combinaison de données satellitales
et de la modélisation, seront par la suite étendues à l’ensemble du Sahel et établies sur les 10
ans d’acquisition ERS afin de conduire à une interprétation des fluctuations de la production
herbacée au Sahel Africain en liaison avec la variabilité climatique.
La figure ci-dessous résume la méthodologie d’exploitation de données satellitales
(cas particulier des données radar). Durant cette étude, seul les points n (« problème direct »)
et o (« problème inverse ») ont été abordés. Ces travaux débouchent donc tout naturellement
vers l’assimilation de données de télédétection satellitale dans le modèle d’écosystème (point
p), étape durant laquelle l’information contenue dans les données satellitales sera propagée
jusqu’aux paramètres du modèle de fonctionnement. En effet, l’assimilation de données de
télédétection nécessite :
(1)  d’avoir résolu le «  problème direct  » afin de disposer d’un bon modèle
d’«  observation  » (modèle de réflectance dans le domaine optique, modèle de
rétrodiffusion dans le domaine radar).Conclusions et Perspectives
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(2)  d’avoir résolu le «  problème inverse  » afin de pouvoir relier les variables
radiatives mesurées par le satellite (réflectance, température de brillance ou
coefficient de rétrodiffusion) aux variables d’état du modèle de processus
(humidité volumique de surface, LAI, masse herbacée …) .
(3)  une méthode d’optimisation adaptée d’une part à la forte dimension du problème à
résoudre et d’autre part aux non linéarités des équations du modèle de processus.
La méthode de stratégies évolutives utilisées au cours de ces travaux (Schoenauer
e al.,  1995) a donné toute satisfaction.
(4)  un modèle d’écosystème en accord avec les échelles spatiales considérées.
L’assimilation permet ensuite : (1) une description plus fine de la surface observée (humidité
en profondeur qui conditionne la croissance végétale, flux de chaleur, de carbone et d’énergie)
et (2) une meilleure compréhension des processus de surface (dynamique de l’eau dans le sol,
croissance de la végétation, échanges sol-végétation-atmosphère). L’objectif étant, au final, de
conduire aux bilans hydriques et bilans de carbone qui sont une information capitale dans le
cadre de l’étude sur de l’évolution à long terme de l’écosystème sahélien.
D’un point de vue méthodologique, le filtre de Kalman, dérivé de l’algorithme des
moindres carrés généralisés de Tarantola et Valette (1982) présenté dans ce travail, est
extrêmement utilisé en océanographie physique. Citons les nombreux travaux de Geir
Evensen (Evensen, 1992, 1993, 1997). La communauté biosphère continentale s’intéresse
Extraction d’informations quantitatives de données de  télédétection : n Le problème direct ; o Le
problème inverse ; p L’assimilation dans les modèles de processus
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depuis peu à cette méthode (François, 2001 ; Boulet, 2001) qui doit, néanmoins, être utilisée
avec précaution car il s’agit d’une méthode locale. Des variantes (Filtre de Kalman
d’ensemble  : Evensen, 1994), alliant la rapidité des méthodes locales aux avantages des
méthodes globales (comme la méthode de Monte Carlo), sont en ce sens des méthodes
prometteuses. Le couplage de ces méthodes avec les algorithmes évolutifs est une voie de
recherche intéressante qui sera explorée lors de travaux ultérieurs.
Contraindre ces nombreux processus (bilan hydrique de l’eau dans le sol, croissance
de la végétation) nécessitera certainement l’apport d’information supplémentaire en
provenance d’autres capteurs satellitaux. Il s’agira, d’une part, d’utiliser les méthodes mises
au point dans cette thèse (analyse du «  problème direct  » et résolution du «  problème
inverse »)  pour  l’évaluation  des données des capteurs opérant dans le domaine optique
(capteur VEGETATION à bord de SPOT 4) qui sont susceptibles de fournir une information
pertinente sur la végétation chlorophyllienne. D’autre part, l’utilisation des données radar
avec une meilleure résolution spatiale, comme les données du capteur Seawinds à bord de
QUICKSCAT mais surtout du capteur ASAR à bord d’ENVISAT (ENVISAT, 2000) devrait
permettre de mieux appréhender le problème liè à l’hétérogénéité de la surface observée.
Enfin, des campagnes de mesures sur le terrain devront être également menées en parallèle
afin d’affiner les estimations au sol des paramètres recherchés et aussi pour conduire à une
meilleure paramétrisation de l’évolution de certains paramètres (l’humidité pondérale de la
végétation).
Enfin, ces travaux s’intègrent dans le projet « Mousson Africain » (White Book, 2001)
dont un des objectifs est l’étude du rôle de la végétation sur l’établissement du régime de
mousson en Afrique de l’Ouest. Dans le cadre de ce projet, les cartes de flux évaporatifs qui
pourront être obtenues par de telles approches sont une information nouvelle d’importance
extrêmement attendue.ANNEXESAnnexes
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ANNEXE A : L’EQUATION RADAR*
L’équation radar est fondamentale puisqu’elle relie la section efficace radar (Annexe
B) de la cible à la puissance Pr mesurée par le capteur (proportionnelle au carré du champ
électrique). Dans le cas d’une cible ponctuelle, sa forme monostatique a pour expression:
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avec : r : distance capteur-cible
r : direction capteur-cible
Pe : Puissance émise
Ge, Gr : Gain des antennes d’émission dans la direction r1 et de
   réception dans la direction r2
Le, Lr : Facteurs de pertes des systèmes d’émission et de réception
λ=
c
f0
: Longueur de l’onde
Une cible étendue est considérée physiquement comme la contribution de N diffuseurs. Dans
ce cas, la puissance moyenne reçue correspond à la somme incohérente des N contributions:
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Le coefficient de rétrodiffusion de la surface est préféré à la section efficace radar
dans le cas de cible étendues. Il est défini comme la puissance réémise par unité de flux
incident et par unité de surface de la cible. Soit dSk la surface associée à chaque diffuseur, le
coefficient de rétrodiffusion a pour expression:
σ
σ 0 =
− k
b
k dS
(, ) ii
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2/m
2)( A - 4 )
où les crochets <> représente la moyenne d’ensemble sur les
distributions de tailles et d’orientation des diffuseurs.
Il est analogue à la réflectance bidirectionnelle utilisée dans le visible et le proche infra-rouge.
Il est caractéristique de la surface étudiée (structure, permitivité diélectrique,...) et est fonctionAnnexes
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de la configuration de visée et de la fréquence du signal émis. C’est cette grandeur physique
qui est recherchée en télédétection radar. La partie qui suit montre comment il est déduit de
l’équation radar.
L’expression (A-3) devient en passant à la limite:
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L’intégrale est effectuée sur la surface observée, délimitée par le lobe principal de l’antenne.
En supposant que r=r0 et que σ
0 est constant sur toute la surface observée, l’équation (A-5) se
ramène à:
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où r0 désigne la distance entre le capteur et le centre de la surface observée.
L’intégrale d’illumination s’exprime généralement en fonction des gains maximums G(r0) de
l’antenne sous la forme:
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où Seff. correspond à la surface effective.
Le coefficient de rétrodiffusion radar σ
0 est alors déduit de l’expression:
σ
π
λ
0
3
0
4
0
2
4 1
()
()
() () .
θ=
r LL
GG
P
PS
er
er
r
e eff rr 00
(m
2/m
2)( A - 7 )Annexes
* d’après Ishimaru, 1978 (vol. I) - 151 -
ANNEXE B : INTERACTION ONDE-MATIERE*
Considérons une onde plane incidente  h i i
r) k
i v v e E
0 H
i
V
i
t j E E E + = ⋅ =
⋅ − −ω (
0 exp  dans la
direction  i. 
v
i E  et 
h
i E  sont les composantes respectivement dans les directions
perpendiculaires et parallèles au plan d’incidence, ω0=2πf et k0 le vecteur d’onde indiquant la
direction de propagation d’amplitude 
c
f π 2
. Quand une particule (de constante diélectrique εr
et de perméabilité µ0) est atteinte par cette onde, une partie de l’onde est diffusée et une autre
est absorbée par la particule modifiant ainsi la valeur (amplitude et phase) et l’orientation du
champ électrique Ei.
Soit Es le champ diffusé dans la direction o par la particule à une distance r. Les
champs Ei et Es sont reliés par la matrice de diffusion S=  

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 tel que :
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S E i (B-I)
Chaque composante complexe de la matrice S est fonction des caractéristiques de l’onde
incidente et de la particule (forme, orientation, constante diélectrique). Si la forme de la
particule est simple (sphère, cylindre infini …), une expression exacte des amplitudes de
diffusion peut être obtenue. Dans le cas contraire, il faut avoir recours à des approximations,
c’est généralement le cas quand les dimensions caractéristiques du diffuseur sont soit très
petites (approximation de Rayleigh) soit très grandes (approximation optique) par rapport à la
longueur d’onde. L’expression de la matrice de diffusion pour plusieurs formes de diffuseurs
Figure B.1 : Géométrie de l’interaction d’une onde avec une particule (où εr
représente la constante diélectrique de la particule et µ0 sa perméabilité).
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élémentaires est donnée dans Karam et al. (1988). A partir des amplitudes de diffusions, on
définit plusieurs grandeurs physiques fondamentales caractérisant la cible.
La section efficace bistatique de diffusion σ
b (o,i), égale au rapport de la puissance totale
diffusée par la particule à la densité de puissance incidente arrivant sur la cible :
2 2 ) ( 4 lim 4 ) ( i o,
E E
E E
i o, *
i i
*
s s f r
r
b π π σ= =
∞ → (m²) (B-2)
où * est le conjugué.
En radar, on observe dans la direction de l’onde incidente, on définit donc la section efficace
radar (SER) σ
s qui est donnée par :
σ
s (-i,i) = 4π |f(-i,i)|
2 (m
2)( B - 3 )
La section efficace de diffusion est égale à la puissance diffusée dans tout l’espace:
σ
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où dΩ représente l’angle solide élémentaire.
D’autre part, une partie de l’onde incidente peut être absorbée par la particule. La puissance
absorbée correspond à la section efficace d’absorption σ
a de la particule.
La somme des sections efficaces de diffusion et d’absorption est appelée section efficace
d’extinction:
σ
t = σ
d + σ
a (m
2)( B - 5 )
Elle représente la puissance totale perdue par l’onde incidente au niveau de la particule. Le
théorème optique relie cette dernière à l’amplitude de diffusion dans la direction de
propagation de l’onde incidente (Ishimaru, 1978) :
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Enfin, l’albedo ω est défini comme la fraction d’énergie diffusée, par rapport à la puissance
totale perdue au niveau de la particule :
t
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ANNEXE C : THEORIE DU TRANSFERT RADIATIF
*
La théorie du transfert radiatif considère le bilan d’énergie à travers les milieux. Elle se traduit
en terme de puissance et non de champ et toute information sur la phase du champ électrique
diffusée est perdue. Cette approche est appliquée ici au calcul de la diffusion et de
l’absorption de rayonnements à l’intérieur d’un volume de diffuseurs élémentaires
(caractérisés par leur distribution de dimension et d’orientation) soumis à une onde incidente.
La quantité fondamentale est l’intensité spécifique I(r, s). En un point r, selon la direction s,
l’intensité spécifique représente la puissance émise par unité de surface apparente dA cosθ
dans un angle solide dΩ (cf. fig. C-1):
θ dΩ
s s0
dA
Figure C-1 : Intensité spécifique
L’équation de base de la propagation d’une onde à travers un milieu absorbant et diffusant
s’écrit :
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Un terme d’émission peut être rajouté au membre de droite de l’équation ci-dessus mais il est
négligeable en télédétection micro-onde active. Les deux termes sont donc les suivants :
(1)  ) , ( s r I e ⋅ −κ  caractérise l’extinction de l’onde au cours de la propagation.  e κ  est la
matrice d’extinction qui caractérise l’atténuation causée par l’absorption et la
diffusion.
(2)  ∫ ⋅
π 4
' ) , ( ) , ( Ω d s' r I s' s P  caractérise la diffusion des rayonnements provenant de
l’angle solide dΩ dans la direction s’. P est la matrice de diffusion.
Dans le cas où une unique configuration de polarisation en réception et en émission est
considérée, I est un scalaire caractérisant l’intensité de l’onde électromagnétique. Dans le casAnnexes
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où l’état complet de polarisation est étudié, I est le vecteur de Stockes qui caractérise
entièrement une onde de polarisation quelconque  h E v E   =   p e E = E
H V ) - t -j(
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r . k ω  (v et h
représente respectivement la polarisation verticale et horizontale). Il est défini par :
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Où les crochets <> représente la moyenne d’ensemble sur les distributions de taille et
d’orientation des diffuseurs et 
0
0
ε
µ
η=  est l’impédance du milieu.
La matrice d’extinction  e κ  s’écrit en fonction des moyennes d’ensemble des éléments des
matrices de diffusion des diffuseurs élémentaires (voir annexe B) comme suit :
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f mn mn =
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(, ii ) (m, n = V, H)
et fmn(i,i) représente l’élément de la matrice de diffusion d’un
diffuseur élémentaire et les crochets <> la moyenne d’ensemble sur les distributions de taille
et d’orientation des diffuseurs.
L’expression de la matrice de polarisation P peut être trouvée dans Ishimaru (1978).
Pour une intensité incidente donnée Ii(s,r) donnée, le transfert radiatif permet de
calculer l’intensité diffusée dans une certaine direction s’ Is(s’,r’).  Les modèles de
rétrodiffusion des couverts végétaux basés sur la théorie du transfert radiatif ont donc pour but
de résoudre l’équation qui en est à l’origine afin d’extraire l’intensité diffusée Is. Une fois
l’intensité rétrodiffusée retrouvée, le coefficient de rétrodiffusion est calculé à partir de
l’intensité incidente suivant l’expression (Ulaby & Elachi, 1990) :Annexes
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ANNEXE D : MODELISATION RADAR DE LA REPONSE DES SOLS
D.1 Modèles théoriques
Plusieurs modèles de sols ont été développés pour simuler la réponse radar des
surfaces terrestres. Ceux-ci considèrent le sol comme un diélectrique homogène et seule la
diffusion de surface est considérée. La diffusion de volume est négligeable quand la
profondeur de pénétration de l’onde dans le sol est faible, ce qui est généralement le cas (a
part pour des sols très secs, elle ne dépasse pas quelques centimètres : Ulaby et al., 1982). Ces
modèles relient le comportement du coefficient de rétrodiffusion σ
0(θ) en fonction de l’angle
d’incidence aux propriétés géométriques et diélectriques de surface. Les propriétés
géométrique sont données en terme de rugosité qui peut être exprimée soit sous la forme d’un
couple de paramètre : l’écart type h de la variation des irrégularités de surface et la longueur
de corrélation de surface l ; soit par la rms (root mean square) de la pente de surface s=
l
h 2
.
Les propriétés diélectrique sont données en terme de la constante diélectrique complexe εs. Le
modèle de Hallikainen et al. (1985) permet de calculer εs à partir de l’humidité volumique de
surface et de la composition minéralogique du sol.
a) b) c)
Figure D.1 : Différents types de diffusion de surface selon sa rugosité
a) surface lisse idéale - b) surface moyennement rugueuse - c) surface très rugueuse
(d’après Ulaby et al, 1982)
Si la surface est plane, l’onde incidente est entièrement réfléchie de manière spéculaire selon
les lois de Fresnel (figure D.1.a). Pour une surface naturelle lisse, la réflexion a toujours lieu
de manière prépondérante dans la direction spéculaire mais une partie est diffusée dans toutes
les directions (figure D.1.b). Lorsque la rugosité augmente, la diffusion tend à devenir
isotrope (figure D.1.c). D’une manière générale, les modèles théoriques de rétrodiffusion du
sol exprime le coefficient de rétrodiffusion comme le produit des réfléctivités de Fresnel au
carré par une fonction prenant en compte la rugosité :Annexes
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) ( ) ( ) , , (
2 0 rugosité f rugosité nm nm s sol ⋅ =θ ε θ σΓ (D-1)
où ) (θ nm Γ  est la réflectivité de Fresnel et n et m (=H,V) sont les polarisations à
l’émission et à la réception respectivement.
Une expression exacte de la fonction f ne peut pas être obtenue dans la plupart des cas si bien
que des approximations limitant le domaine de validité du modèle doivent être effectuées
(rugosité très petite ou très grande par rapport à la longueur d’onde). Différentes expressions
de f sont détaillées dans Ulaby et al. (1982) dont celle de l’optique géométrique utilisée en
diffusiométrie des surfaces terrestres par Woodhouse et Hoekman (2000). Le domaine de
validité de ce modèle correspond à h cos(θ) > 4 cm et l > 5 cm pour les paramètres de
rugosité.
D.2 Modèle empirique de Oh et al. (1992)
Le modèle de Oh et al. (1992) est un modèle semi-empirique déduit d’un grand nombre de
mesures de terrain sur sols nus. Ce modèle nécessite en entrée un seul paramètre de rugosité s
et la constante diélectrique du sol εs :
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Où k est le nombre d’onde, Γu(θ) la réflectité de Fresnel de la surface pour la
polarisation u (u=V,H) et p est le rapport de polarisation  0
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Γ0(θ) est la réflectité de Fresnel de la surface au nadir et g un facteur empirique qui dépend du
paramètre de rugosité ks. La constante diélectrique du sol intervient dans le calcul des
réflectivités de Fresnel. Sa validité a été testé sur un grand nombre de conditions de rugosité,
de configuration de visée et de fréquences (Oh et al., 1992).Annexes
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ANNEXE E : SELECTION
E.1 Sélection déterministe
Le processus de sélection le plus simple est le processus entièrement déterministe. Il appliqué
dans les Stratégies Evolutives. Ils consistent à choisir les µ meilleurs enfants parmi les (λ+µ)
enfants plus parents dans les (µ+λ)-ES et les µ meilleurs enfants parmi les λ enfants dans les
(µ,λ)-ES. Les individus qui ont les meilleurs coût forment la génération suivante.
E.2 Sélection Stochastique (la roulette)
Pour les algorithmes génétiques, la sélection se fait de manière stochastique. Les individus les
mieux adaptés ayant plus de chance d’être sélectionnés que les autres. L’algorithme tire au
sort K enfants parmi les K parents suivant la méthode de la roulette biaisée.
La largeur de la case i est donnée par 
) (
) (
∑
j
j
i
K J
K J
.
Ainsi la probabilité de sélection d’un individu Ki est
proportionnelle à son coût J(Ki). Les meilleurs
individus ont donc plus de chances d’être
sélectionnés.
Attention toutefois à ce type de sélection qui contribue à la convergence prématurée de
l’algorithme car les meilleurs individus colonisent très rapidement la population. De plus, il y
a une faible pression de sélection si les valeurs de coût sont proches. Pour pallier à ce
problème, il est possible de changer l’échelle du coût pour rendre les différences de coût plus
significatives.
E.3 Sélection par tournoi
Il s’agit de la stratégie de sélection de la programmation évolutionnaire. Pour chaque individu
Ki de la population, on choisit aléatoirement q individus (q est la taille du tournoi qui est un
paramètre algorithmique) dans la population qui sont comparés à Ki. Le nombre d’individus
parmi les q qui ont un coût supérieur à Ki sont comptés. Cela constitue le score de Ki. Le
processus est répété pour tous les individus de la population. Enfin, les individus ayant eu le
meilleur score sont conservés.
k1
k2
k3
k4
Meilleur individu
Figure E.1 : Exemple de sélection par roulette biaisée
pour 4 individus Ki avec J(Ki)={50,25,15,10}Annexes
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ANNEXE F : MUTATION ADAPTATIVE
Un individu pour les Stratégies Evolutives est représenté par une paire de vecteurs
réels :
a=(p,σ)( F - 1 )
où p représente un point dans l’espace de recherche et est un vecteur de M
valeurs réelles qui correspondent aux M paramètres à optimiser,
et σ représente le vecteur des M déviations standards associées.
La mutation de cet individu consiste à perturber chaque élément du vecteur p en lui
ajoutant une valeur aléatoire issue d’une distribution gaussienne :
pk
i+1=pk
i + N(0,σk) avec k=1..M (F-2)
où N(0,σk) est un nombre aléatoire issu d’une distribution gaussienne de
moyenne nulle et de déviation standard σk.
Le point critique réside dans le choix des σk. En effet, un choix de σk faibles peut
conduire à une recherche locale et donc une convergence prématurée de l’algorithme vers un
minimum local alors qu’avec des σk trop élevées, l’algorithme peut ne jamais converger
localement. En fait, il a été prouvé qu’en conservant la même valeur de σ pendant toute la
durée de la recherche, l’algorithme convergera vers le minimum global avec une probabilité
de 1. Néanmoins, cette preuve théorique n’est valable que pour une recherche durant un temps
infini. Afin de tenter d’accélérer cette vitesse de convergence, Rechenberg (Rechenberg,
1973) proposa la règles des 1/5.
Les premières tentatives de simulation d’évolution organique ressemblaient aux
méthodes d’optimisation itératives connues jusque là. L’approche initiale de Rechenberg était
une stratégies évolutives à deux membres ou (1+1)-ES. Un parent génére un enfant par une
perturbation gaussienne de moyenne nulle et de déviation σ. Ainsi, les perturbations faibles
sont plus susceptibles de se produire que les perturbations élevées. Grâce à la simplicité d’une
telle approche, des règles pour fixer la valeur de σ ont pu être établies. Une mutation est
réussie si elle génére un enfant mieux adapté que le parent. Rechenberg montre, dans ces
travaux de thèse que le rapport ϕ entre le nombre de mutation réussies et le nombre deAnnexes
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mutations totales doit être égal à 1/5. De ce fait, σ doit être augmenté si ϕ est plus grand que
1/5 et diminué si ϕ est plus faible que 1/5. Les motivations derrière la règle des 1/5 sont :
•  Si l’algorithme trouve beaucoup de mutations réussies, il risque la convergence
locale prématurée et des pas de recherche plus élevés doivent être essayés afin
d’examiner l’espace de recherche dans sa globalité,
•  Si l’algorithme ne trouve pas suffisament de mutations réussies, il doit procéder
avec des pas de recherche plus faibles.
Dans la pratique, la règle des 1/5 est appliquée de la sorte :
Si ϕ(k)<1/5 alors σ=σ*cd
Si ϕ(k)>1/5 alors σ=σ*ci
Si ϕ(k)=1/5 alors σ=σ
Où k donne le nombre de générations à partir duquel la règle doit être
appliquée, et cd (<1) et ci (>1) détermine le taux de décroissance ou d’augmentation de σ.
Schwefel (1981) utilise cd=0.82 et ci=1.22 (=1/0.82).
Néanmoins, ce type de règle déterministe peut conduire à une convergence prématurée de
l’algorithme (Bäck and Schwefel, 1995). Dans les dernières versions des Stratégies Evolutives
( ES −
+
λ µ
,
), les σk sont ajustées par l’évolution elle-même. Les σk font maintenant partie de
l’individu et évoluent par mutation et, éventuellement, croisement, exactement de la même
manière que les paramètres à optimiser.
Avant de muter un paramètre pk, sa déviation standard σk associée est modifiée suivant
(Schwefel, 1987) :
σk
’=σk*exp[τ*Nk(0,1)]
où Nk(0,1) représente une variable aléatoire de moyenne nulle et de variance 1
et τ, le paramètre d’apprentissage. Schwefel suggère :
1 ) 2 (
− ∝ n τ (F-3)
où n est le nombre paramètre à optimiser.
Ce mécanisme autorise l’algorithme à faire évoluer ses propres paramètres pendant la
recherche. L’évolution résultante par adaptation au problème traité est appelé mutation auto-
adaptative.ARTICLESARTICLE 1 :
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Comparison of ERS Wind-Scatterometer and SSM/I
Data for Sahelian Vegetation Monitoring
P.-L. Frison, E. Mougin, L. Jarlan, M. A. Karam, and P. Hiernaux
Abstract—ERS wind scatterometer (WSC) and SSM/I data
are compared for monitoring the seasonal variation of herba-
ceous vegetation over a sahelian region. Temporal evolution of
polarization difference brightness temperatures derived from
SSM/I data and WSC backscattering coefficient acquired at 45
of incidence angle over four different sites during the period
1992–1993, exhibits a marked seasonality with opposite and
symmetrical trends. Observed differences between both signals
are mainly attributed to atmospheric effects affecting SSM/I
data. The use of a semi-empirical model during the 1992 rainy
season shows that ￿ temporal evolution is mainly due to the
variation of integrated water vapor content of the atmosphere,
surface, and air temperature, soil moisture content, and bare
soil fraction area. In order to retrieve biomass from SSM/I data,
an inversion procedure is performed and compared to previous
results obtained with ERS WSC data. The absence of accurate
atmospheric data over the Sahel, combined with the sensitivity of
the passive model to soil moisture leads to poor results with regard
to biomass retrieval from SSM/I data.
I. INTRODUCTION
M
ONITORING terrestrial vegetation at global and re-
gional scales has been feasible for many years with the
launch of coarse resolution spaceborne sensors, particularly
those operating in the visible and infrared domains. Currently,
AVHRR onboard the meteorological satellites of the National
Oceanic and Atmospheric Administration (NOAA) are the
most widely used instruments for studying vegetation activity
on a continental scale (e.g., [1], [2]). Observations of terrestrial
surfaces with microwave radiometers have also been per-
formed since 1978 with the scanning multichannel microwave
radiometer (SMMR) and since 1987 with the special sensor mi-
crowave/Imager (SSM/I). Microwave radiometers measure the
brightness temperature of the scene (with the polarization
), that depends on the scene emissivity as well as the surface
physical temperature. Despite their coarse spatial resolutions,
microwave radiometers have been used at regional and global
scales for retrieving land surface parameters (e.g., [3]–[5]).
The observation of the whole continental surfaces with active
microwave data has recently started with the launch of C-band
wind scatterometers (WSC) carried onboard the European
remote sensing satellites ERS-1 (1991) and ERS-2 (1995).
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Wind scatterometers measure the backscattering coefficient
, whose definition is analogous to that of the bidirectional
reflectance used in the optical domain (in hot spot configura-
tion). At C-band, the backscattering coefficient depends on the
geometrical and dielectric properties of the observed scene and
is weakly dependent of atmospheric constituents. Although
primarily designed for ocean studies, numerous authors have
recently demonstrated the high capabilities of WSC data for
monitoring soil and vegetation characteristics (e.g., [6]–[10]).
This is particularly the case for semi-arid regions, for which
WSC data can be advantageously used to monitor the seasonal
variation of herbaceous vegetation [11] and soil moisture con-
tent [12]. Similarly, indices derived from passive microwave
measurements are known to be more relevant for vegetation
monitoring in a semi-arid environments than the normalized
difference vegetation index (NDVI) derived from the red and
near-infrared channels [13], [14].
The aim of this study is to assess the potentials of active and
passive microwave data for monitoring the seasonal variation of
herbaceous vegetation in a semi-arid region. For the period Au-
gust 1991 to October 1993, WSC data are compared to SSM/I
data acquired over four sites located along a north-south gra-
dient within the sahelian zone. Here, emphasis is put on the in-
terpretation and the inversion of SSM/I data since the results
basedonERSWSC datahavebeenalreadypresentedelsewhere
[11]. The paper is structured as follows. The study sites and the
satellite data are presented in Section II. Section III presents
the comparison between the active and the passive microwave
experimental data. The model development and the inversion
process are described in the Section IV. And finally, the re-
trieved herbaceous biomass is compared to that previously ob-
tained from ERS WSC data over the same study site.
II. DESCRIPTION OF THE EXPERIMENTAL DATA
A. Study Sites and Ground Measurements
Four different sites (of about 25 25 km area each) are
selected within the Sahelian zone, in the Gourma region (Mali).
They are located within the three main ecoclimatic subzones
of the Sahel [15], which are the Saharo-Sahelian transition
subzone (one site), the Sahelian zone proper (two sites), and
the Soudano-Sahelian transition subzone (one site). The four
sites are mainly located on sandy soils. General characteristics
of these sites are given in Table I. The duration of the rainy
season, as well as the annual rainfall, increases from north
to south. For the 1991–1993 period, annual rainfall ranges
from 154 to 490 mm, with a mean value of 174, 229, 316, and
421 mm for the sites named Rharous, Gossi, Hombori, and
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TABLE I
GENERAL CHARACTERISTICS OF THE
STUDY SITES
Seno, respectively. Similar to the north-south rainfall gradient,
there is a primary production gradient that is well reflected in
the biomass production values given in Table I for the different
sites.
Grounddataconsistofmeasurementsofthemaximumherba-
ceous above-ground biomass, expressed in kg dry matter per
ha (kg DM ha ), taken at the end of the growing season in
September or October. From measurements made on several
sample areasof 1km , an averageabove-groundbiomass is cal-
culated for each study site we consider to be representative at
the scale of a resolution cell. Following the methodology ap-
plied to WSC data [11], we use the Sahelian grassland Sahelian
transpiration evaporation and productivity (STEP) model [16]
to simulate the daily evolution of canopy parameters, namely,
the above-ground biomass , the vegetation cover fraction ,
the vegetation volume fraction , and the canopy height .
Daily rainfall data are obtained from the meteorological sta-
tions of Gourma Rharous (16.9 N, 1.9 W), Gossi (15.8 N,
1.3 W), Hombori (15.3 N, 1.7 W) and Diankabou (14.6 N,
3.1 W). Furthermore, surface temperature , air temperature
, and integratedwater vapor content (IWC) are obtained from
re-analysis, are processed by the level III-B global atmospheric
archive, and are delivered by ECMWF services. Daily data are
available for the period extending from August 1991 to October
1993 at a spatial resolution of 2.5 2.5 .
B. Wind Scatterometer Data
The ERS-1/2 WSC’s operate at C-band (5.3 GHz) with
VV polarization. The spatial resolution is about 50 km with
a pixel spacing of 25 km. The radar signal is transmitted and
received by three side-looking antennae, each illuminating the
same 500 km wide swath. Across the swath, local incidence
angles range from about 18 to 59 . General characteristics and
performance of the ERS WSC instrument can be found in [17].
Particularly, the radiometric resolution is better than 0.3 dB. In
the case of the usual 35-day repeat cycle, the theoretical tem-
poral repetitivity is about 4–5 days. In the following sections,
only data acquired between 40 and 45 of incidence angle
are retained, as they can be related to vegetation development
[9]. Moreover, data recorded by the three antennae are put
together and averaged over a ten-day period.
C. SSM/I Data
The SSM/I data correspond to measurements acquired by
the Defense Meteorological Satellite Program’s (DMSP’s)
F8 (from August 1991 to December 1992) and F11 (from
December 1992 to October 1993) satellites. Both sensors
are in a sun-synchronous near-polar orbit. The SSM/I is a
seven-channel, four-frequency, linearly polarized radiometer
that measures microwave brightness temperatures at 19.3, 22.2,
37.0, and 85.5 GHz. Data acquired by the 22.2-GHz channel
are only vertically polarized, while the other channels operate
in both vertical and horizontal polarization. Measurements are
acquired across a 1400 km swath width at a 53.1 of incidence
angle. Their spatial resolution, depending on frequency, is
43 69 km at 19.3 GHz, and 28 37 km at 37 GHz. Due to
stronger sensitivity to atmospheric perturbations, the 85.5-GHz
channel is not used here. Furthermore, the 22.2-GHz channel is
not considered because of its single polarization configuration.
Absolute brightness temperature calibration is 3 K [18].
The SSM/I data are distributed in an equal-area SSM/I Earth
(EASE) grid projection with a 25-km resolution cell. In order
to minimize atmospheric effects, only data acquired in the early
morning are used in this study. Due to the high correlation be-
tween 19.3- and 37-GHz channels observed over the four study
sites( 0.98between19-Vand37-Vchannelsand 0.89
between 19 H and 37 H), only 19.3-GHz data are used in the
following sections. Moreover, a ten-day compositing process is
performed in order to minimize cloud effects [19].
III. EXPERIMENTAL OBSERVATIONS
A. Comparison of SSM/I and WSC Data for the 4 Study Sites
Temporal variations of the ten-day composite polarization
difference and the ten-day averaged backscat-
tering coefficient (45) are plotted in Fig. 1 for the four study
sites.Similarobservationsareobtainedwhenconsideringpolar-
ization ratio , which is strongly
correlated with ( 0.98 over the four study sites). As
indicated in past studies (e.g., [9], [20], [21]), both data sets
exhibit a marked seasonality characterized by an overall ra-
diometric stability during the dry season (roughly from Oc-
tober to May) followed by a rapid change during the wet season
(from June to September), corresponding to an increase of the
backscattering coefficient (45) and, conversely, a decrease
of the polarization difference . On the whole, both temporal
plots exhibit opposite and almost symmetrical trends. Particu-
larly, the peaks are time coincident with the minimum
values. Moreover, the increase of at the end of the rainy
season is time synchronous with the decrease of values. It
can also be noted that the increase of the scatterometer response
after the first rains is coincident with the fall of for the three
southernsites.ThisisnotthecaseoverthenorthernsiteRharous
(Fig. 1(a)), for which the increase of the radar signal occurs one
and two months later than the fall of , in 1992 and 1993,
respectively. Also, over the same study site, an increase of
values is observed (up to 5 K) during the dry period. This is not
observed for the three other study sites, for which only a slight
increase of about 1 K is found.
An interesting feature is the observed increase in data as-
sociated with a decrease in values, which occurs in Jan-
uary 1992 in the middle of the dry season. These unexpected
variations result from a high soil moisture content associated1796 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 38, NO. 4, JULY 2000
Fig. 1. Temporal variation of the ten-day compositing ￿T = T ￿ T (￿) and average ￿ (￿) (45) for the four study sites during the period of August
1991–October 1993.
TABLE II
COMPARISON OF ￿T AND ￿ (45) MINIMUM AND MAXIMUM VALUES FOR
THE FOUR STUDY SITES IN 1992 AND 1993
with a short vegetation development following an unusual rain-
fall event.
In addition, several comments can be made from the analysis
of the four subplots.
• The mean (45) during the dry season increases from
north to south (from 18.9 dB to 16.1 dB in 1992 and
from 19.2 dB to dB in 93) whereas mean
decreases (from 23.4 K to 16.3 K in 1992 and from 23 K
to 15 K in 1993) (see Table II). At present, this trend is
not fully understood. A possible explanation is that the
increase in (45) and the corresponding decrease in
would be associated with an increase in wood biomass,
as tree density is expected to increase continuously from
north to south. However, additional ground measurements
are still necessary to support this hypothesis.
• There is a positive relationship between the (45) an-
nual dynamic range, defined as the difference between
TABLE III
COMPARISON OF ￿T AND ￿ (45) ANNUAL DYNAMIC RANGES WITH
MAXIMUM HERBACEOUS BIOMASS OBSERVED IN 1992 AND 1993
minimum (dry season) and maximum (wet season)
(45)values,andtheannualmaximumherbaceousbiomass
(Table III). For a given site, the higher the biomass is, the
larger the dynamic range. Besides, the variation of the po-
larization difference cannot be directly interpreted in
terms of biomass variation.
B. Analysis of SSM/I Observations
Here, we focus on the Rharous site during the 1992 growing
season,forwhichwehavethelargestandmostcompletedataset.
Fig. 2 shows the temporal evolution of the ten-day averaged
and overtheRharoussitefortheperiodofJanuary1992toOc-
tober 1993. Also are plotted theweekly averagesurface temper-
atures derived from ECMWF data, the simulated volumetric
vegetation water content (in gm ) and rainfall data measuredFRISON et al.: COMPARISON OF ERS WIND-SCATTEROMETER AND SSM/I DATA 1797
Fig. 2. Temporal variation of the ten-day compositing T (￿) and T ( ) over the Saharo-Sahelian site (Rharous) for the period January 1992–December 1993.
Surface temperature T from EMCWF simulations (—), rainfall data (bars), and the simulated volumetric vegetation water content m (-.) are also indicated.
Fig. 3. Temporal variation of the ten-day compositing ￿T = T ￿T (￿) over the Saharo-Sahelian site (Rharous) for the period January 1992–October 1993.
The temporal variation of IWC (—), volumetric vegetation water content m (-.), and rainfall data (bars) are also plotted.
attheGourma-Rharousmeteorologicalstation.Asexpected,the
brightnesstemperaturesexhibitthesamegeneraltrendasthatof
the surface temperature, except during the rainy seasons, where
discrepanciesofupto10Kareobservedbetween and .How-
ever, this difference is mainly attributed to the ECMWF model,
whichfailstosimulatethedecreaseof valuesduringtherainy
season, as it could be observed on a neighboring sahelian site
during the Hapex-Sahel experiment [22].
Fig. 3 shows the temporal evolution of the ten-day composite
brightness temperature polarization difference
and weekly-averaged IWC. These two plots clearly display op-
posite trends. begins to decrease before the first rains when
IWC increases and this decrease continues even when IWC re-
mains high and almost constant, while vegetation grows. At the
end of the rainy season, the polarization difference increases
again when IWC decreases. During the dry season, where IWC1798 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 38, NO. 4, JULY 2000
remainslowandconstant, increasesslowlywithsurfaceand
air temperatures until the next rainy season.
IV. MODELING STUDY
This section aims to provide an interpretation of observed
SSM/I temporal data acquired over the Saharo-Sahelian site
Rharous. Following a similar methodology than that previously
applied to WSC data [11], we firstly use a microwave semi-em-
pirical model aimed at simulating and interpreting observed
SSM/I brightness temperatures. Secondly, we use this model
for retrieving the herbaceous biomass.
A. Model Development
1) General Formulation: The -linearly polarized bright-
ness temperature , measured with a spaceborne sensor,
is derived from the brightness temperature measured by a
ground-based radiometer as
(1)
where is the atmospheric transmissivity, and is the
upward atmospheric radiation. Both parameters are assumed to
be polarization independent and are derived from the physical
air temperature and the atmospheric absorption coefficient
[23]. This latter is derived from atmospheric water vapor
and temperature profiles, as described in [24], through IWC and
measured at a 2-m height, with profiles collected by Gen-
corp Aerojet, Azusa, CA, for hot dry regions.
As vegetation is sparse, is considered to be the sum of
the brightness temperatures of bare soil and vegetation
canopy , each term being weighted by its respective area
fraction
(2)
where represents the vegetation cover fraction.
2) Modeling the Soil Brightness Temperature: The soil
brightness temperature is given as
(3)
where the first term of the right-hand side represents the emis-
sion from the soil and the second one stands for downward sky
radiation reflected at the air-soil interface in the upward
direction. Both terms are represented in Fig. 4 as contributions
2 and 1, respectively. is derived in a similar manner as
([23], [24]). stands for the physical soil temperature,
and is the effective soil reflectivity. The soil reflectivity is
calculated from the Fresnel reflectivities and two empirical
parameters , taking into account the soil roughness [25].
3) Modeling the Vegetation Brightness Temperature: The
vegetation brightness temperature is computed using a model
based on an iterative solution of the radiative transfer equations
with the scattering coefficient taken as an iterative parameter
[26]. Only the herbaceous layer is considered as tree and
shrub fraction cover does not exceed 1% of the surface. The
herbaceous vegetation is modeled as a collection of randomly
oriented elliptic discs distributed in one layer, as represented
in Fig. 4. The computation of scattering amplitude tensor
Fig. 4. Representation of the scene geometry. Also shown are some of the
different contributions to the total brightness temperature T (z):T =
(1) + (2);T = (3) + (4) + (5) + (6) and T " (7).
and extinction coefficient of the canopy per unit volume
is derived from those of a single scatterer averaged over the
scatterer orientation distribution and multiplied by their number
density . This modeling approach allows the computation of
physical parameters and from vegetation parameters
(structural as well as vegetation moisture content), which can
be more easily estimated.
After the radiative transfer equation’s resolution, the bright-
ness temperature of the vegetation takes the following form:
(4)
where represents the th-order solution and corresponds
to the th-order of the scattered radiation.
As an illustration, the zero-order brightness temperature
can be expressed as
(5)
where stands for the emission of
the soil surface attenuated by the vegetation (contribution 4 in
Fig. 4), (contribution 3) is the downward radiation from
the sky , scattered by the soil-canopy interface into the
upward direction, while represents the emission of the
vegetation layer (contributions 5 and 6 in Fig. 4).
B. Input Parameters
1) Soil and Canopy Parameters: Tables IV and V show the
soil and leaf parameters used in the simulations. These latter
are chosen from a reasonable guess, characterizing what can be
considered as the most likely average situation [16].
The other necessary parameters, namely the vegetation cover
fraction , the number density of scatterers , the leaf water
content, the canopy height , and the soil moisture content are
simulatedbytheSTEPmodel.Dailyoutputsofthesoilmoisture
are averaged over a ten-day period in order to get more repre-
sentativedata for the whole study area. Inthe absence of ground
measurements at the scale under consideration, soil roughness
is assumed to be constant throughout the year. The parametersFRISON et al.: COMPARISON OF ERS WIND-SCATTEROMETER AND SSM/I DATA 1799
TABLE IV
INPUT SOIL PARAMETERS USED IN THE SIMULATIONS
TABLE V
INPUT LEAF PARAMETERS USED IN THE SIMULATIONS
and are chosen to fit the simulated to experimental
data acquired at the end of the dry season and are set constant
for the whole simulation period. Moreover, the dielectric con-
stant of the soil surface is estimated from the soil texture and
the soil volumetric water content using Hallikainen et al.model
[27]. Similarly, the dielectric constant for leaves is calculated
using the Ulaby and El-Rayes’ dispersion model [28].
2) Atmospheric and Environmental Parameters: The daily
variation of the atmospheric water content is obtained from the
ECMWF model. As this latter fails to simulate appropriate soil
and air temperatures (e.g., Section III-B), we derived these data
from ground measurements performed in another sahelian site
during the Hapex-Sahel experiment in 1992. In addition, the
temperatureprofileneededtocomputethevegetationbrightness
temperature is chosen as uniform across the height of the vege-
tation layer.
C. Simulation Results
As surface and air temperatures are obtained from Hapex-
Sahel data base, the simulation study is restricted to the time
period extending from May to November 1992. Fig. 5 illus-
trates the variation of the main climatic and canopy parameters.
The comparison between the modeland SSM/I data are givenin
Fig. 6. The result shows that the overall trend is well described
by the model even if large discrepancies between experimental
and modeled data can be observed. Particularly, the minimum
values are well simulated by the model.
Furthermore, a good concordance is observed be-
tween the model and experimental data for the period
mid-September–November, which corresponds to dry soil
conditions. On the other hand, simulated values are
systematically higher (up to 5 K) than SSM/I observations
from July to the beginning of September. This corresponds to
the rainy season with associated wet soil conditions. It is worth
noticing that active ([11]) and passive modelings that are both
based on the same assumptions give results in good agreement
with observations. Moreover, both models used the same values
of common input parameters (namely vegetation structure,
vegetation and soil moisture content, and soil texture) for the
simulations.
The interpretation of temporal plots is performed
through a sensitivity analysis using the microwave model
described in the preceding section. Fig. 7(a)–(d) illustrates
the simulated variation of the polarization difference as
a function of the following canopy and climatic parameters:
vegetation cover fraction , volumetric soil moisture ,
IWC, and surface temperature . For each parameter, realistic
annual dynamic ranges are considered. Apart from the vegeta-
tion cover fraction, the simulations are performed for two dates
corresponding to the absence of vegetation (May 28) and to
the peak of green vegetation (September 16), respectively. The
sensitivity analysis shows that the dominant parameters are
[Fig. 7(b)], IWC [Fig. 7(c)], and [Fig. 7(a)]. Besides, the
surface temperature has a smaller influence on [Fig. 7(d)].
There is a positive relationship between and and ,
whereas and IWC tend to decrease . In each case, the
bare soil component is the dominant contribution,
whereas the influence of the vegetation canopy never exceeds
0.5 K (i.e. less than 2% of the total signal) [Fig. 7(a)]. The
small contribution of vegetation part explains why vegetation
parameters other than have no significant effect on .
This is mainly due to the low vegetation cover ( 20%)
encountered in this area. However, the vegetation area fraction
plays a major role in the bare soil contribution through the
bare soil cover fraction ( ).
Accordingly,thefollowinginterpretationofthe temporal
plots can be made. From May to the first rains occurring in July,
the observed decrease is due both to an increase in IWC and
to a decrease in . The decrease in values continues even
after the first rains, certainly as a consequence of the contin-
uousincreaseofIWCandthedecreaseof .Themodeledtrend
alsoshowsan overalldecreasebutsimulateddata remainsmuch
higher than the observations. This may result either from sensi-
tivity of the model to soil moisture content that is too large or
the unknown uncertainties associated with the various climatic
data (rainfall, IWC, , and ). In mid-July, the start of vege-
tation growth is completely masked by the variation of the other
factors. In August, the observed decrease is mainly due to a de-
crease of the soil cover fraction, as IWC and remain almost
constant. Minimum values are observed during the period
of August 25 to September 16, which is close to the peak of1800 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 38, NO. 4, JULY 2000
Fig. 5. Variation of the main climatic and canopy parameters for the period of May 1992–November 1992.
Fig. 6. Comparison between experimental (￿) and simulated ￿T (￿) over the Rharous site for the period May 1992–November 1992.
green vegetation. At the beginning of the dry season, the ob-
served increase results from the overall decrease of IWC, the
drying of thevegetation,and of the soilsurface and thedecrease
of .
From the previous analysis, the formulation of the brightness
temperature polarization difference of the whole scene can be
simplified as
(6)
where is as seen by a ground-based radiometer, and
stands for measured with a ground-based radiometer
over bare soil. This formulation takes into account the influence
of the atmospheric parameters IWC and (expressed through
the atmospheric transmissivity ) and the vegetation parameter
. Moreover,the surface temperature , the soil moisture con-
tent ,andthesoilroughnessparameters appearin .
V. INVERSION OF BIOMASS
In this section, we analyze the potentials of SSM/I data for
retrieving surface parameters through an inversion procedure
over the Rharous site. Emphasis is put on vegetation biomass
retrieval since it is the only available parameter that can be used
for validation. The inversion method is based on the model for-
mulation given in (6) and is similar to the one performed for
wind scatterometer data [11]. It is restricted to the period ex-
tending from the start of vegetation growth until the peak ofFRISON et al.: COMPARISON OF ERS WIND-SCATTEROMETER AND SSM/I DATA 1801
Fig. 7. Simulated ￿T as a function of (a) vegetation cover fraction v , (b) volumetric soil moisture content H , (c) IWC, and (d) surface temperature T .F o r
Fig. 7(b)–(d), the two simulated curves correspond to dry season (May 28, 1992) and wet season (September 16, 1992) conditions.
green vegetation. During this period, herbaceous biomass can
be derived from the vegetation cover fraction [16]. The in-
version procedure consists of the following steps. Firstly, the
start and the duration of the vegetation growth are derived from
the analysis of WSC temporal plots. Secondly, the smooth tem-
poral evolution of is simulated using a two-parameter lo-
gistic function (in good concordance with STEP results [16]),
whose dynamic range corresponds to the maximum value of .
A set of logistic functions is then tested with the maximum of
ranging from 0.01 to 0.3. In addition, atmospheric parame-
ters IWC, , and are supposed to be known. For a given
logistic function, the soil moisture content at a given date is de-
terminedbyminimizingthedistancebetweensimulatedandob-
served values. Finally, the method selects the logistic func-
tion for which the sum of distances over the considered period
is minimum.
Fig. 8 shows the result of biomass value estimates from
SSM/I data together with those retrieved from WSC data
[11] for comparison. The inverted peak of biomass is about
600 kg DM ha from SSM/I data, whereas a value of 500
kg DM ha was previously retrieved from WSC data. It
corresponds to a difference of about 58% and 32% for SSM/I1802 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 38, NO. 4, JULY 2000
Fig. 8. Comparison between STEP-derived total biomass versus total biomass
retrieved from WSC data (￿) and from SSM/I data (￿).
and WSC data, respectively, compared to the value of 380 kg
DM ha estimated from ground measurements. The poor
performance of the inversion method applied to SSM/I data
is firstly attributed to the inability of the microwave model
to correctly simulate the variation of . Another important
source of error comes from the high sensitivity of the 19.3-GHz
channel to the atmospheric parameters IWC, , and ,
whose effects greatly mask the vegetation contribution. These
perturbing effects are underlined by several authors (e.g., [21],
[29]). Atmospheric corrections are therefore necessary before
the use of an inversion algorithm. However, for regions such as
the Sahel, atmospheric parameters are difficult to obtain with
a good accuracy. In the present study, uncertainties associated
with ECMWF data are certainly large and therefore do not
allow accurate corrections to be applied. In contrast, due to
their low sensitivity to atmospheric perturbations, ERS WSC
data allow better quantitative studies to be performed.
VI. CONCLUSION
The aim of this paper was to compare ERS WSC and SSM/I
data for vegetation monitoring over a sahelian area. Similar
spatial and temporal resolutions and well-known potentials for
semi-arid area monitoring have motivated this comparison.
The analysis of temporal variations of the microwave polar-
ization difference and of the backscattering coefficient
(45) acquired over the Sahel during the period of August
1991–October 1993 shows that both signals exhibit a marked
seasonality with opposite and symmetrical trends. In particular,
both data sets show time-coincident minimum or maximum
values near the peak of green biomass. The observed discrep-
ancies between the two data sets are mainly attributed to strong
atmospheric effects on SSM/I data. A sensitivity analysis based
on a semi-empirical model shows that the temporal signature
of depends on the variation of five parameters, namely,
IWC, , and . Among them, , IWC, and are
the main factors affecting . This study highlights the main
physical differences between SSM/I and WSC responses for
sahelian vegetation monitoring. Concerning surface parame-
ters, SSM/I data are mainly sensitive to soil parameters, which
are indirectly linked to vegetation biomass through bare soil
fraction. Furthermore, WSC response at a 45 of incidence
angle is the sum of surface scattering contribution (bare soil)
on the one hand and of volume scattering from vegetation and
surface scattering from the soil beneath vegetation [11] on
the other hand. Consequently, WSC data are directly sensitive
to vegetation parameters. Moreover, the passive microwave
model sensitivity to soil moisture variation, combined with
strong atmospheric effects, leads to poor results with regard to
biomass retrieval from SSM/I data. The absence of accurate
atmospheric data over large areas such as the Sahel is a major
limitation to the use of SSM/I data. In contrast, ERS WSC data
allow quantitative studies to be performed. In the near future,
new techniques should enable low frequency observations with
spaceborne microwave radiometers [30]. Soil moisture and
vegetation biomass monitoring in semi-arid areas should ben-
efit from the synergistic use of active and passive instruments.
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Abstract
ERS wind scatterometer (WSC) time series are analyzed over different ecoclimatic regions of the African Sahel during the period
1991–1995. At 45  incidence angle, the strong seasonality of s
o time series can be directly linked to the successive wet and dry seasons.
Moreover, the annual s
o dynamic range was found to be strongly correlated to total rainfall. The interpretation of the s
o temporal plots is
carried out by combining a backscattering model to a grassland growth model. Results highlight the decreasing contribution of the
herbaceous component with latitude. However, its contribution is far from negligible and can reach 60% in the Soudano-Sahelian
subzone at peak herbaceous mass. Additionally, the tree layer has a negligible effect on the radar signal at the scale of a resolution cell.
Finally, a simple parametric backscattering model is calibrated and used in an inversion process. The resolution of the inverse problem is
based on a ‘brute-force’ method that consists of exploring all the combinations of parameters of interest. Despite a poor estimation of the
temporal variation of the herbaceous mass Bt, the retrieved maximum mass compares well with ground estimates. D 2002 Elsevier
Science Inc. All rights reserved.
1. Introduction
Thanks to their high temporal repetivity, ERS wind
scatterometers (WSCs) can be advantageously used for the
monitoring of semi-arid regions like the African Sahel at
regional and continental scales (Frison & Mougin, 1996a;
Wagner & Scipal, 2000; Woodhouse & Hoekman, 2000).
The potential of spaceborne scatterometers for observing
semi-desertic areas originates from the high sensitivity of
C-band radars to the variation of surface parameters, includ-
ing the amount of living aboveground vegetation and soil
characteristics that is the moisture content of the upper soil
profile and the soil roughness (Frison, Mougin, & Hiernaux,
1998). Particularly, for the African Sahel, the large temporal
variations of dielectric properties of the surface that are
associated with the two contrasted seasons are well depicted
by the temporal plots of the measured backscattering coef-
ficient s
o. Whereas the radar response remains low and
almost constant during the long dry season, the onset of the
rainy season is rapidly followed by an increase of the
backscattering coefficient till a maximum value that usually
occurs 1 or 2 months later. This peak of backscatter is
followed at the end of the rainy season by a prompt decrease
of s
o values corresponding to the drying of the soil surface
as well as the senescence of the herbaceous vegetation.
In semi-arid regions characterized by a sparse vegetation
cover, the saturation of s
o values due to volume scattering
is never reached (Frison & Mougin, 1996b). Accordingly,
the annual dynamic range of s
o data can be directly linked
to the variation of surface variables. Furthermore, C-band
ERS WSCs are not prone to atmospheric parameters that is
a major advantage in the Sahelian region when compared
either to optical (Frison & Mougin, 1996a) or to Ku-band
microwave (Frison, Mougin, Jarlan, Karam, & Hiernaux,
2000) radiometers. Considering that the two main contri-
butions to the radar signal are the amount of living
vegetation and the soil moisture content, some attempts
have recently been performed aimed at estimating these
surface parameters (Frison et al., 1998; Magagi & Kerr,
1997; Wagner & Scipal, 2000; Woodhouse & Hoekman,
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Remote Sensing of Environment 81 (2002) 404–4152000). However, retrieving surface characteristics from
ERS time series is not an easy task since contributions
from the soil and vegetation components remain difficult to
separate. Presently, although the understanding of the s
o
temporal plots has significantly improved, there is still a
need for a better assessment of the actual potentialities of
WSC data for semi-arid land monitoring.
The objective of the present study if twofold. Firstly, we
want to provide a physical interpretation of the observed
temporal s
o plots acquired over the Sahel. Secondly, we
investigate the potential of ERS time series to retrieve
surface parameters through the inversion of a backscattering
model. Within this context, the present study is an extension
of a previous work (Frison et al., 1998) to a wider range of
ecoclimatic conditions within the Sahel, starting from the
northern edge to the southern one. To this end, we have
selected four sites located along a north–south gradient in
the Sahel. It is assumed that these sites capture the main
characteristics of the Sahelian rangelands on sandy zone.
The period under consideration is from August 1991 to
December 1995. The paper is structured as follows. In
Section 2, we present the study sites and the associated
measurements. The s
o temporal plots are analysed in
Section 3 with the assistance of a theoretical backscattering
model. In Section 4, we calibrate a semi-empirical s
o model
that is used in an inversion procedure. Finally, concluding
remarks and perspectives are drawn.
2. The experimental data
2.1. Description of the study sites
The study sites are located within the Gourma and the
Seno regions (Mali) along a north–south transect delimited
roughly by the 150- and 600-mm isohyets. Four different
sites are selected within the three main ecoclimatic subzones
of the Sahel (Le Houe ´rou, 1989), which are the Saharo-
Sahelian transition subzone (one site: Rharous), the Sahelian
zone proper (two sites: Gossi and Hombori), and the
Soudano-Sahelian transition subzone (one site: Seno). Loca-
tion and general characteristics of the study sites are given in
Fig. 1 and Table 1, respectively. The four sites, of about
25 25-km
2 area each, are mostly located on sandy soils
with sand and clay contents of about 90% and 5%, respect-
ively. The Sahel is characterized by sparse vegetation
principally composed of annual herbaceous species whose
growth is mainly determined by the soil moisture regime
that depends on the pattern of rainfall and on site geomor-
phology. Vegetation development starts after the first rains,
in June or July, and unless the annual plants wilted before
maturity by lack of rain, the senescence follows the fruc-
tification that matches with the end of the rainy season in
September. The peak of the rainy season occurs in August.
During the long dry season, there is no green vegetation
apart from a few trees and shrubs.
Fig. 1. Location of the four study sites and the associated sample areas (.) within the Gourma and Seno regions (Mali).
L. Jarlan et al. / Remote Sensing of Environment 81 (2002) 404–415 405Along the study transect, the duration of the rainy season
as well as the annual rainfall increases from north to south.
For the 1991–1995 period, annual rainfall ranges from 59 to
527 mm, with a mean value of 153, 267, 358, and 426 mm
for the sites Rharous, Gossi, Hombori, and Seno, respect-
ively. Similar to the north–south rainfall gradient, there is a
primary production gradient that is well reflected in the
herbaceous maximum standing mass values given in Table 1
for the different sites. Furthermore, interannual changes in
vegetation production accompany closely the interannual
variation in rainfall. Ground data consist of measurements
of the maximum herbaceous aboveground mass, made along
sample lines 1-km long that are located within homogen-
eous areas of about 4 4k m
2. Measurements are taken at
the end of the growing season in September or October. The
associated uncertainty on the means of herbaceous mass is
about 15% (Hiernaux & Justice, 1986). To take into account
the strong spatial heterogeneity of the vegetation distri-
bution, several sample areas are chosen within each site
(four for Rharous, three for Gossi, seven for Hombori, and
two for Seno). For each study site, an average aboveground
herbaceous mass is then derived by weighing the mass
measurements of each sample area with their corresponding
surface cover. Over the study period, annual maximum of
the herbaceous mass is about 584, 711, 1314, and 2295 kg
dry matter ha
  1 (kg DM ha
  1) for Rharous, Gossi,
Hombori, and Seno, respectively. Maximum herbaceous
cover fraction ranges from 15% in the northern part of the
transect to about 50% for the southern site. Also, the
average cover fraction of the woody plants canopy is about
1%, 3%, 7%, and 3% for Rharous, Gossi, Hombori, and
Seno, respectively. However, at a given place, tree canopy
cover can reach values up to 20% depending on local
geomorphologic conditions. In addition to the woody spe-
cies inventory, ground measurements consist of estimating
structural characteristics of the tree layer including, tree
density, tree canopy cover, foliage, and woody mass.
Herbaceous mass measurements are used to calibrate the
grassland STEP model (Mougin, Lo Seen, Rambal, Gaston,
& Hiernaux, 1995) that simulates the daily variations of the
main structural canopy parameters, namely the above-
ground mass Bt, the vegetation cover fraction vc,t h e
vegetation volume fraction fv, and the canopy height hc.
Furthermore, the daily variation of the soil moisture content
is also simulated by the same model. Necessary rainfall data
are obtained from the meteorological stations of Gourma
Rharous (16.9 N, 1.9 W), Gossi (15.8 N, 1.3 W), Hombori
(15.3 N, 1.7 W), and Diankabou (14.6 N, 3.1 W). Only
for the Hombori site, several rainfall data (four) recorded
at different places are available for the 1994 and 1995
growing seasons. These data are averaged together over a
10-day period.
2.2. Description of WSC data
ERS WSCs operate at C-band (5.3 GHz) with VV
polarization. The actual resolution is about 50 km. The
radar signal is continuously transmitted and received by
three side-looking antennae that illuminate a 500-km-wide
swath, in a quasi-simultaneous mode. General character-
istics and performance of ERS scatterometers can be found
in Frison and Mougin (1996b) and Lecomte and Attema
(1993). Particularly, the estimated radiometric resolution is
about 0.3 dB. Across the swath, local incidence angles range
from 18  to 47  for the midbeam antenna and from 25  to
59  for the two other antennae. Radar responses observed at
low-incidence angles are mainly on the dependence of soil
characteristics whereas observations performed at large-
incidence angles can provide information about vegetation
development. However, measurements acquired around 20 
incidence angle remain difficult to use due both to the small
number and to the scatter of the experimental data (Frison
et al., 1998). Accordingly, in the following sections, only
measurements acquired between 40  and 45  incidence
angles are retained. Over the study period, the average
number of s
o(45) measurements ranges from 1.1 to 1.4
per decade (that is a 10-day period). Azimuthal effects are
assumed to be negligible. Hence, all the data recorded by the
three antennae are averaged over a decade.
3. Interpretation of ERS time series
3.1. Analysis of ERS temporal plots
Fig. 2 shows the temporal variation of the backscattering
coefficient s
o(45) for the different sites. Daily evolution of
the herbaceous mass (in kg DM ha
  1) and rainfall events
are also indicated. Overall, the experiment data exhibit
much scatter that is mainly attributed both to the spatial
heterogeneity of the observed surface and to the scatter of
the scatterometer measurements within a study site. This
Table 1
General characteristics of the study sites. The coordinates of the study sites correspond to their center
Ecoclimatic Latitude Longitude Annual rainfall (mm) Maximum herbaceous mass (kg DM ha
  1)
Site subzone ( N) ( W) 91 92 93 94 95 91 92 93 94 95
Rharous Saharo-Sahelian 16.5 1.5 209 154 161 185 59 711 338 618 953 302
Gossi North Sahelian 16 1.4 330 189 167 482 169 915 485 745 977
a 435
Hombori South Sahelian 15.3 1.5 310 334 304 527 318 1834 1061 888
a 1578 1212
a
Seno Soudano-Sahelian 14.6 2.9 415 490 357 471 399 2952 2916 2298 2503 810
a
a The herbaceous mass value is estimated via empirical relationships when ground data are missing.
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contrast, this discrepancy is strongly reduced during the
3-day orbit periods (from August to December 1991 and
from January to March 1994) for which all the measure-
ments are acquired along the same swath that is at the same
location. An analysis of other possible sources of variation
can be found in Abdel-Messeh and Queegan (2000). For the
different sites, s
o temporal plots exhibit marked seasonal
and interannual variations that can be related to the suc-
cessive dry and wet seasons. The high temporal and spatial
variability of rainfall events are also well depicted by the
different s
o temporal series. Particularly, there is a positive
relationship between the s
o annual dynamic range (sadr
o ),
defined as the difference (in dB) between the maximum
(speak
o ) and the minimum (sdry
o ) values and total rainfall
(r
2=.83). Besides, there is only a slight correlation between
sadr
o and maximum herbaceous mass (r
2=.49) that can be
partly explained by the weak correlation between total
rainfall and herbaceous mass (r
2=.46).
In addition, from the analysis of the four subplots,
several comments can be made:
  Over the study period, sadr
o ranges from about 1.2 to
5.4 dB with the highest values found in 1994, which is the
wettest year. Mean sadr
o values for the four study sites
slightly increase from north to south, with values of about
3.27, 3.33, 3.64, and 3.88 dB for Rharous, Gossi, Hombori,
and Seno, respectively. The sadr
o variability, expressed as
the standard deviation of sadr
o divided by the mean,
decreases from north to south with values of about 44%,
29%, 11%, and 16% for Rharous, Gossi, Hombori, and
Seno, respectively. This reflects the larger interannual vari-
ability of rainfall in the northern part of the Sahel than in the
southern one.
  There is a regular increase of the mean sdry
o along the
north–south transect, from  19.2 to  15.8 dB that is
about 2 dB per 100 km. A possible explanation is that this
enhancement responds to an increase of woody mass as tree
density is expected to increase continuously from north to
south. This hypothesis seems to be verified from Rharous,
Gossi, and Hombori but does not hold for Seno. Due to lack
of appropriate data, a sensibility study is carried out in the
next section in order to quantify the contribution of trees to
the measured backscattering coefficient.
  An interesting feature is the observed increase of s
o
values in January 1992, which is in the middle of the dry
season. This unexpected variation results from a high soil
Fig. 2. Temporal variation of the 10-day averaged backscattering coefficient s
o at 45  (6) incidence angle for the four study sites (September 1991–December
1995). Also are plotted rainfall (bars) in mm and simulated herbaceous mass (- -) in kg DM ha
  1.
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an unusual rainfall event (about 60 mm in 2 days at the
meteorological station of Gourma Rharous).
3.2. Model description
Following the methodology described in Frison et al.
(1998), we combined the grassland STEP model to a back-
scattering model that is based on the first-order solution of
the radiative transfer equation (Karam, Fung, Lang, &
Chauhan, 1992). In addition to the model previously pro-
posed, the contribution of a tree layer is added to the initial
formulation in order to take into account the increasing tree
density when considering the southern sites. The back-
scattering coefficient of the observed scene, sscene,
o is thus
given as the incoherent sum of the contributions of bare soil,
herbaceous layer, and tree layer after being linearly
weighted by their respective cover fractions:
so
scene ¼ð 1   vc   vtÞso
bare soil þ vcso
grass þ vtso
tree ð1Þ
where sbare soil
o , sgrass
o , and strees
o denote the contribution of
the bare soil, herbaceous vegetation canopy, and tree
canopy, respectively, and where (1 vc vt), vc, and vt are
their respective cover fractions.
The contribution of the soil component is calculated
using the Oh, Sarabandi, and Ulaby’s (1992) model. This
semi-empirical model is given in terms of the RMS height
(s) and the relative dielectric constant of the soil surface
(er,s). The herbaceous canopy is modeled as a collection of
discrete, randomly oriented scatterers above a rough sur-
face. Within the considered layer, all the scatterers are
assumed to be uniformly oriented in azimuth. For the
calculations, the stems are neglected and the leaves are
modeled as elliptic discs whose axe dimensions are chosen
to represent leaves of typical grasses encountered in the
region. The backscattering coefficient of the grass layer,
sgrass
o , is given as the zeroth-order solution (soil scattering)
and the first-order solution (vegetation scattering and sur-
face–vegetation interaction) of the radiative transfer equa-
tion (Karam et al., 1992):
so
grass ¼ L2
gso
soil þ so
leaf þ so
interaction ð2Þ
where Lg is the canopy transmission factor through the
grass canopy and the terms ssoil
o , sleaf
o , and sinteraction
o
denote the contributions of the soil beneath the grass layer,
of the leaves, and of the interaction component between the
soil and the grass layer, respectively. As indicated in Frison
et al. (1998), the interaction term is not significant and can
be neglected.
Similarly, the contribution of the tree canopy, stree
o ,i s
given as the solution of the radiative transfer equation
(Eq. (3)) up to the first order:
so
tree ¼ L2
t so
soil þ so
tree canopy þ so
interaction ð3Þ
where Lt is the canopy transmission factor through the tree
canopy and the terms ssoil
o , stree canopy
o , and sinteraction
o
denote the contributions of the soil beneath the trees, of the
layer, and of the interaction term, respectively. Depending
on the woody species under consideration, the tree layer is
treated as a one- or two-layer medium including trunks and
branches modeled as finite cylinders and leaves modeled as
elliptic discs. In addition, we assume that there is no grass
under the trees.
3.3. Input data
The input parameters are given in Tables 2–4 for the
soil, grass, and tree components, respectively. The soil
roughness parameter s is assumed to be constant throughout
the whole study period. Its value is estimated from the
mean sdry
o observed during the four considered dry seasons.
Soil texture is obtained from ground data. The soil dielec-
tric constant er,s is calculated using an empirical model
(Hallikainen, Ulaby, Dobson, El-Rayes, & Wu, 1985) that
relates er,s to soil texture and soil volumetric water content
Hv. The latter is simulated by the STEP model and
averaged over a 10-day period in order to get a more
representative value at the considered resolution cell. Leaf
dimensions and orientation of the herbaceous species are
assumed to be constant throughout the growing seasons.
Their dielectric constant using the Ulaby and El Rayes’
(1987) model from the plant gravimetric water content Hp,
which is assumed to decrease continuously from 80% at the
emergence to 5% during the dry season. Tree structural
Table 2
Input soil parameters used in the simulation study
Study site
Soil parameter Rharous Gossi Hombori Seno
Roughness, s (cm) 0.85 1.15 1.55 1.75
Volumetric water content, Hv (%) daily output from STEP
Dielectric constant, er,s Hallikainen et al.’s (1985) model
Soil cover fraction (1 vc vt) daily output from STEP
Table 3
Input herbaceous parameters used in the simulation study
Grass parameter
Leaf dimension (cm)
Semi-major axis 10
Semi-minor axis 0.3
Thickness 0.05
Leaf orientation
a uniform distribution
b erectophile distribution
g 45 
Leaf dielectric constant, er,v Ulaby and El Rayes’ (1987) model
Leaf density, no (number m
  3) daily output from STEP
Grass cover fraction, vc (m
2 m
  2) daily output from STEP
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Leaf number density is set at its maximum value for the
leafy period whereas leaves are absent during the leafless
period. Furthermore, the leaves are assumed to be spher-
ically oriented within the tree crown. Their gravimetric
water content is 60%. Table 4 shows the input parameters
corresponding to four common tree species encountered
within the study area.
3.4. Simulation results
Daily values of the soil and vegetation parameters are
used in Eq. (1) to compute the variation of ˆ sscene
o for the
period January 1991–December 1995 (Fig. 3). Overall,
there is a good agreement between ˆ sscene
o and the s
o data.
Particularly, the annual dynamic range sadr
o is well simu-
lated. The mean difference between simulated and observed
speak
o values is smaller than 0.7 dB apart from a few cases
(e.g., Gossi in 1994, Hombori in 1995, and Seno in 1992
and 1995) for which some ground data were missing (see
Table 1). However, in most cases, there is a time shift of a
few weeks between the model and the experimental data at
the beginning of the rainy season. The agreement is much
better when the vegetation cover is fully developed and soil
influence is minimized. These large observed differences are
mostly attributed to the questionable representativeness of
rainfall data that are recorded at only one meteorological
Table 4
Input tree parameter used in the simulation study
Woody species
Tree parameter
Acacia
seyal
Balanites
aegyptiaca
Boscia
senegalensis
Calotropis
procera
Number of layers 2 1 1 1
Trunk dimensions (m)
Semi-height 1 1.5 1.5 1
Semi-radius 0.05 0.05 0.05 0.02
Branch dimensions (m)
Semi-height 0.3 0.3 0.3 0.2
Semi-radius 0.01 0.01 0.01 0.005
Leaf dimensions (m)
First axis 2.5e 2 2.5e 27 e  2 30e 2
Second axis 0.6e 2 1.5e 23 e  2 16e 2
Third axis 1e 41 e  41 e  41 e  4
Trunk orientation
a uniform distribution
b erectophile distribution
g 45 
Trunk dielectric
constant, er,v
Ulaby and El Rayes’ (1987) model
Fig. 3. Comparison of simulated (—) and observed s
o(45) temporal plots for the four study sites (January 1991–December 1995).
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rainfall data sets recorded at different places does not
significantly improve the results. It is therefore hypothesized
that the observed differences are attributed to the difficulties
related to the simulation of the soil moisture at the begin-
ning of the rainy season.
The mean variation of the different contributions to the
total backscatter at the peak of herbaceous mass is shown in
Fig. 4 as a function of the latitude. The considered period is
1992–1995. As expected, the contribution of the herb-
aceous layer increases from north to south whereas the
opposite is true for the soil contribution. Over the study
period, the contribution of the herbaceous layer at peak mass
is about 40%, 40%, 50%, and 60% for Rharous, Gossi,
Hombori, and Seno, respectively. For all the sites, the
contribution of trees is low, smaller than 13%. Fig. 5 shows
the mean simulated backscattering coefficient stree
o as a
function of the tree cover fraction for the leafy and leafless
periods. Simulated stree
o data are calculated by considering
the mean response of four typical woody species whose
parameters are given in Table 4. Results indicate that the
tree contribution for the Rharous, Gossi, and Seno sites
remains smaller than  26 dB, even during the leafy period.
For the Hombori site with the highest tree cover fraction
(7%), the backscattering coefficient is about  25 and  23
dB for the leafy and leafless periods, respectively. These
values have to be compared to the mean observed back-
scattering coefficients of about  16.5 dB (dry season) and
 13.5 dB (wet season). Accordingly, we can conclude that
the tree layer does not significantly contribute to the total
backscatter at the scale of the ERS resolution cell and can
therefore be neglected.
Finally, from Eqs. (1) and (2), the scene backscattering
coefficient s ˆ scene
o can be expressed, as in Frison et al.
(1998), under the form of Eq. (4):
ˆ so
scene ¼½ 1   vcð1   L2
gÞ so
bare soil þ vcso
leaf ð4Þ
with Eqs. (5) and (6):
so
leaf ¼ nohssicosqi½ð1   L2
gÞ=2hkei  ð5Þ
Lg ¼ expð hkeihc=cosqiÞð 6Þ
where no, ss, ke, and qi denote the density of scatterers per
unit volume, the backscattering cross-section, the extinction
coefficient, and the incidence angle, respectively and where
hi denotes the ensemble average over the orientation
probability density functions.
4. Retrieval of surface parameters
In this section, we analyze the potentialities of ERS data
for retrieving the herbaceous mass Bt and the soil volumetric
moisture content Hv. The proposed methodology is as
follows: firstly, the backscattering model is parameterized
as a function of the two parameters of interest. Secondly, the
parametric model is used in an inversion procedure. The
inverted herbaceous mass is finally compared to the values
derived from ground measurements.
4.1. Calibration of the parametric model
Following the methodology described in Frison et al.
(1998), we use the joint grassland and backscattering
models to calibrate a simpler backscattering parametric
model, that only depends on the parameters Bt and Hv.
The different biophysical parameters given in Eq. (4),
Fig. 4. Simulated variation of the different contributions to the scene
backscatter at peak herbaceous mass (—) versus latitude. Bare soil (- ),
herbaceous layer (- -) and trees (...) (period 1992–1995).
Fig. 5. Variation of stree
o (45) versus tree cover fraction. For the simulations,
four typical Sahelian trees are considered with the presence or absence
of leaves.
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height hc, can be expressed as a function of the standing
mass Bt (Mougin et al., 1995), which is the only parameter
estimated from field measurements. Furthermore, through a
simulation study, empirical relationships are sought between
the scattering parameters (ke+ss) and Bt for each study site.
The general expression for ke and ss is:
keðor ssÞ¼c expða2B2
t þ a1Bt þ a0Þð 7Þ
where ai (i=1, 2, 3) and c are empirical parameters.
Compared to the parameterization proposed by Frison et al.
(1998), we add the c parameter aiming at getting a good
estimation of the physical quantities ke and ss for the
different growing seasons. The estimated values are given in
Tables 5 and 6. Note that ai parameters are only site-
dependent whereas the c parameter has to be estimated for
each growing season. The soil component sbare soil
o only
depends on Hv through the soil dielectric constant.
Expressed under this form, the model has only two
unknown parameters, the soil volumetric water content Hv
and the total herbaceous mass Bt :
ˆ so
sceneðBt;HvÞ¼½ 1   vcðBtÞ so
soilðHvÞ
þ½ vcðBtÞ so
grassðBt;HvÞ: ð8Þ
Fig. 6 shows the comparison between the parametric model
and Karam et al.’s (1992) model. The considered period is
1992–1995 (only rainy seasons are taken into account). A
good concordance is found between the two models (r
2=.96,
RMSE=0.0035 m
2 m
  2), indicating that the parametric
model can be used with a certain degree of confidence in the
inverse problem. In both cases, the STEP model is used to
provide the necessary input parameters that are restricted to
only Bt and Hv when the parametric model is considered.
Based on simulation results obtained with the STEP model,
it is convenient to express the time variation of Bt by a
logistic function with the maximum of the herbaceous mass
Bmass and time of the inflexion point ji as parameters:
BtðtÞ¼
Bmax
1 þ exp½ 0:1ðt   jiÞ 
ð9Þ
This representation is valid for the growing period
extending from day jb, which is assumed to be the day for
which s
o significantly increases at the beginning of the
rainy season, to day je derived from the logistic curve.
4.2. The inversion approach
From any quadruplet of scalars [Bmax, ji, c; Hv], Eqs. (8)
and (9) can be used to predict at any time tj the back-
scattering coefficient of the scene ˆ sscene
o (tj). The time
variation of the herbaceous mass is embedded in the logistic
function. The soil moisture content Hv is also time-depend-
ent but, in contrast to herbaceous mass evolution, no
temporal parameterization can be used. The inverse problem
consists of recovering the three scalars [Bmax, ji, c] and the
time series of the moisture content [Hv(tj), j=1,..., n] for
each pass of the ERS satellite at time tj,f r o mt h en
measurements of the scene backscattering coefficients
Table 5
Empirical parameters ai used in the parametric model (see Eq. (7))
Empirical parameter
Sites a0 a1 a2
Rharous
ke 3.25e 06  0.0058 1.7308
ss 3.33e 06  0.0073 2.0437
Gossi
ke 3.65e 06  0.0057 1.2791
ss 4.21e 06  0.0073 1.1574
Hombori
ke 1.25e 06  0.0033 1.3527
ss 1.07e 06  0.0037 1.4655
Seno
ke 4.42e 07  0.0016 0.497
ss 5.74e 07  0.0022 0.2185
Table 6
Empirical c parameter for the four study sites (see Eq. (7))
c parameter
Sites 92 93 94 95
Rharous 0.13 0.43 0.82 0.13
Gossi 0.38 0.90 0.93 0.50
Hombori 0.35 0.25 1.00 0.80
Seno 1.60 0.80 1.06 0.30
Fig. 6. Comparison between Karam et al.’s (1992) model and the parametric
model for the four study sites (period 1992–1995).
L. Jarlan et al. / Remote Sensing of Environment 81 (2002) 404–415 411[s
o(tj), j=1, ..., n]. At this level, this problem is under-
determined and additional constraints must be used in the
form of strict bounds put on the possible range of variation
of the parameters.
The fitness of s
ˆ
scene
o (tj) predictions to the corresponding
observed values s
o(tj) can be measured by a misfit or cost
function J defined by Eq. (10):
J½Bmax;c;ji;Hv ¼
1
n
X n
i¼l
(ˆ so
sceneðtiÞ soðtiÞ
2(
"# 1
2
: ð10Þ
The sought parameters are passed as arguments of the cost
because the predictions ˆ sscene
o (tj) are functions of this
parameter set. The optimal parameters are defined as the set
of (n+3) values [Bmax, ji, c; Hv(tj)] that minimize the cost
or, stated in other terms, that provide the predictions that
better fit the ERS data. The resolution of the inversion
problem is usually carried out by using several methods like
linear programming methods with simplex-like algorithms
(e.g., Nelder & Mead, 1965) or least squares inverse
methods (see, e.g., Menke, 1984). In the present study, the
number of unknown parameters being quite low, we simply
use a ‘brute-force’ approach that aims to systematically
explore all the combinations of parameters between
predefined bounds and with a given sampling resolution.
No model equation linearization and no a priori parameter
values are required. For each trial parameter set, we
compute the predicted backscattering coefficients and
compare them to the observed values using the quadratic
cost function J. The optimal solution is associated with the
global minimum of the cost. It consists in the mass optimal
parameters [Bmax, ji, c], or equivalently in the optimal mass
time series Bt, and in the optimal time series of soil humidity
[Hv(ti), i=1,..., n]. The usefulness and advantages of the
brute-force approach are discussed elsewhere (Jarlan,
Mazzega, & Mougin, in press).
4.3. Inversion results
Table 7 gives the possible range of variation of the four
parameters [Bmax, ji, c; Hv] that is used in the inversion
process. At the scale of a resolution cell, it is assumed that
the soil moisture content of the upper soil profile never
exceeds 5%. This is a reasonable assumption since the field
capacity of the considered sandy soils is smaller than 12%
and since it is unlikely that rainfall events simultaneously
occur over the entire resolution cell. For each site, the range
of variation of Bmax is calculated from herbaceous mass
measurements performed over the period 1991–1995. A
linear regression between the parameter c and speak
o allows
the range of variation of c to be determined for each year
and for each site. Bounds and sampling steps for all the
parameters are summarized in Table 7.
Each time series of WSC data are examined separately.
Firstly, trial values are assigned to the parameters Bmax, ji,
and c. Secondly, we solve for the time series of soil moisture
content Hv(t) that explains the observed backscattering
Table 7
Ranges of variation and sampling steps of the parameters to be retrieved
Parameter Range of variation Sampling step
Bmax (kg DM ha
  1) 200–3600 20
ji (day) jb+10–jb+70 1
c 0.1–2 0.02
Hv (%) 0–5 0.005
Bmax is the maximum herbaceous mass, ji is the inflexion point of the
logistic function (see Eq. (9)), c is an empirical parameter (see Eq. (7)), and
Hv is the soil moisture content.
Fig. 7. Comparison between WSC- and STEP-derived herbaceous mass. (a)
All data, (b) maximum mass (period 1992–1995).
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b that compare the STEP-simulated and WSC-retrieved
herbaceous mass parameters Bt and Bmax. Although the
inversion results are not so good for the retrieval of Bt
(r
2=.62, RMSE=550 kg DM ha
  1), the results are much
better for Bmax (r
2=.81, RMSE=360 kg DM ha
  1). Asso-
ciated mean errors are about 60% and 24% for Bt and Bmax,
respectively. The poor results obtained on the retrieval of Bt
can be partly explained by the inability of the coupled STEP
and backscatter models to correctly simulate the s
o temporal
variation at the beginning of the growing season, leading to
a large time shift between the experimental and simulated s
o
temporal plots. This problem can be observed on Fig. 7a
where the STEP-simulated and WSC-inverted herbaceous
masses are plotted together. Additional ground measure-
ments performed during this critical period would have been
very useful to better constrain the two models. Besides, the
good results obtained on the retrieval of Bmax can be
considered as very interesting since the herbaceous max-
imum mass represents one of the most important parameters
to be determined at regional scale.
The time series of the optimal retrieval soil moisture
content Hv is illustrated in Fig. 8a and b for two cases:
Gossi in 1992 and Hombori in 1994. STEP-derived mois-
ture content, rainfall events, and s
o data are also plotted. As
indicated in the preceding section, the inversion algorithm
is run after the day jb. Before this date, the volumetric
moisture content is set at its minimum value (0.1%). In
contrast to the herbaceous mass parameter, the accuracy of
the soil moisture content retrieval remains difficult to
evaluate for lack of appropriate ground data. Here, the
evaluation of the retrieval algorithm is performed by
comparing the retrieval data to the output of the STEP
model. Despite the obvious limitations of such model to
correctly simulate the soil moisture content over large areas,
some general comments can be made. For both sites, the
Fig. 8. Comparison between the temporal variation of WSC-retrieved (—) and STEP simulated (- -) moisture content Hv. (a) Gossi (1992), (b) Hombori (1994).
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well with the simulated ones apart from the period corres-
ponding to the beginning of the growing season. In this
case, the inverted moisture content is greatly underesti-
mated. This results from the absence of a significant
variation in the s
o data that apparently do not respond to
the first rainfall events. It is therefore assumed that the
effect of a slight increase in the soil moisture content is
completely masked by the radiometric variation due to
scene heterogeneity. In addition, for a fully developed
vegetation, the results are more consistent with the simu-
lated data. Maximum simulated and retrieved Hv values are
almost time-coincident with a difference of about 0.7% and
0.1% for Gossi and Hombori, respectively. For Hombori,
the lack of smoothing constraints on Hv leads, during the
drying stage, to a perturbed temporal plot corresponding to
successive drying and wetting periods that are not observed
in the simulated data (Fig. 8b).
5. Conclusion
ERS WSC time series are examined over different
ecoclimatic regions of the African Sahel during the period
1991–1995. For the four study sites located along a north–
south transect, s
o(45) display similar temporal variations
whose characteristics are mostly associated with the occur-
rence of the successive dry and wet seasons. Moreover, the
annual s
o dynamic range is found to be strongly correlated
to the total annual rainfall. Among the three main contrib-
utors to the scene backscatter, namely the soil, the herb-
aceous layer, and the woody component, the latter is found
to be of second order at the scale of a WSC resolution cell
and can therefore be neglected. Within the Sahel, the soil
contribution always dominates except in the Soudano-Sahe-
lian subzone. However, it is shown that the herbaceous
contribution is far from negligible and can reach values up
to 40–60% of the radar response around peak mass.
With the help of a coupled grassland and radiative
transfer model, we calibrate a simple parametric s
o model
that is used in an inversion process. The resolution of the
inverse problems is based on a ‘brute-force’ method that
simply consists of exploring all the combinations of
parameters of interest between predefined bounds. In the
present study, only the optimal solutions are considered.
The validation of the retrieved parameters remains never-
theless difficult to perform at the scale of a resolution cell.
Presently, the peak herbaceous mass is the only parameter
that can be estimated over large surface using ground
measurements. Results show that the retrieved maximum
herbaceous mass compare well with the ground estimates.
Besides, large discrepancies are found between the simu-
lated and retrieval temporal variations of the herbaceous
mass and the soil moisture content. These differences may
originate either from the inability of the STEP model to
provide an accurate description of the surface parameters
or from the retrieval algorithm. Particularly, the consid-
eration of the sole optimal set of parameters can hide
several structural properties of the inverse problem at hand
such as a lack of constraint on the soil water content
variable (Jarlan, Mazzega, & Mougin, in press). In the
near future, additional ground or remote sensing data will
be included in the data set for further inversions. A more
detailed analysis of the inverse problem will be also
carried out.
Acknowledgments
The authors thank ESA for providing us the ERS
scatterometer data used in the present study (Project
AO2.F121). This work was supported by the ‘Programme
National de Te ´le ´de ´tection Spatiale’.
References
Abdel-Messeh, M., & Queegan, S. (2000). Variability in ERS scatterometer
measurements over land. IEEE Transactions of Geoscience and Remote
Sensing, 38, 1767–1776.
Frison, P. L., & Mougin, E. (1996a). Monitoring global vegetation dynam-
ics with ERS-1 wind scatterometer data. International Journal of Re-
mote Sensing, 17 (16), 3201–3218.
Frison, P. L., & Mougin, E. (1996b). Use of ERS-1 wind scatterometer data
over land surfaces. IEEE Transactions of Geoscience and Remote Sens-
ing, 34, 1–11.
Frison, P. L., Mougin, E., & Hiernaux, P. (1998). Observations and
interpretation of seasonal ERS-1 wind scatterometer data over
Northern Sahel (Mali). Remote Sensing of Environment, 693,
233–242.
Frison, P. L., Mougin, E., Jarlan, L., Karam, M. A., & Hiernaux, P. (2000).
Comparison of ERS wind-scatterometer and SSM/I data for Sahelian
vegetation monitoring. IEEE Transactions of Geoscience and Remote
Sensing, 38, 1794–1803.
Hallikainen, M. T., Ulaby, F. T., Dobson, M. C., El-Rayes, M. A., & Wu,
L.-K. (1985). Microwave dielectric behavior of wet soil: Part I. Empiri-
cal models and experimental observations. IEEE Transactions of Geo-
science and Remote Sensing, 23, 25–34.
Hiernaux, P. H. Y., & Justice, C. O. (1986). Suivi du de ´veloppement ve ´ge ´tal
au cours de l’e ´te ´ 1984 dans le Sahel Malien. International Journal of
Remote Sensing, 11, 1515–1531.
Jarlan, L., Mazzega, P., & Mougin, E. (in press). Retrieval of land
surface parameters over Sahel from ERS scatterometer data. A
brute-force method. IEEE Transactions of Geoscience and Re-
mote Sensing.
Karam, M. A., Fung, A. K., Lang, R. H., & Chauhan, N. S. (1992). Micro-
wave scattering model for layered vegetation. IEEE Transactions of
Geoscience and Remote Sensing, 30, 767–784.
Lecomte, P., & Attema, E. P. W. (1993). Calibration and validation of the
ERS-1 wind scatterometer. Proceedings of the ERS-1 Symposium, Can-
nes, France, 4–6 November. European Space Agency, [Special Publi-
cation], SP-359, 19–29.
Le Houe ´rou, H. N. (1989). The grazing land ecosystems of the African
Sahel. Ecological Studies, 75 (282 pp.). Berlin: Springer-Verlag.
Magagi, R. D., & Kerr, Y. H. (1997). Characterization of surface parameters
over arid and semi-arid areas by use of ERS-1 wind-scatterometer.
Remote Sensing Reviews, 15, 133–155.
Menke, W. (1984). Geophysical data analysis: discrete inverse theory (2nd
ed., 1989, 289 pp.). New York: Academic Press.
L. Jarlan et al. / Remote Sensing of Environment 81 (2002) 404–415 414Mougin, E., Lo Seen, D., Rambal, S., Gaston, A., & Hiernaux, P. (1995). A
regional Sahelian grassland model to be coupled with multispectral
satellite data: I. Description and validation. Remote Sensing of Environ-
ment, 52, 181–193.
Nelder, J. A., & Mead, R. (1965). A simplex method for function minimi-
sation. Computer Journal, 7, 308–313.
Oh, Y., Sarabandi, K., & Ulaby, F. T. (1992). An empirical model and
inversion technique for radar scattering from bare soil surfaces. IEEE
Transactions of Geoscience and Remote Sensing, 30, 370–381.
Ulaby, F. T., & El-Rayes, M. A. (1987). Microwave dielectric spectrum of
vegetation: Part II. Dual-dispersion model. IEEE Transactions of Geo-
science and Remote Sensing, 25, 550–557.
Wagner, W., & Scipal, K. (2000). Large scale soil moisture mapping in
Western Africa using the ERS scatterometer. IEEE Transactions of
Geoscience and Remote Sensing, 38, 1777–1782.
Woodhouse, I. H., & Hoekman, D. H. (2000). Determining land surface
parameters from the ERS-1 wind-scatterometer. IEEE Transactions of
Geoscience and Remote Sensing, 38, 126–140.
L. Jarlan et al. / Remote Sensing of Environment 81 (2002) 404–415 415ARTICLE 3 :
Jarlan L., Mazzega P., Mougin E., 2001b, Retrieval of land
surface parameters from ERS scatterometer data: A
brute-force method. IEEE Trans. Geosci. Remote Sens (in
press).- 193 -
RETRIEVAL OF LAND SURFACE PARAMETERS IN THE SAHEL FROM ERS
WIND SCATTEROMETER DATA : A 'BRUTE FORCE' METHOD
1Jarlan L., 
2Mazzega P., 
1Mougin E.
1 Centre d’Etudes Spatiales de la Biosphère
CNES / CNRS / UPS
18 avenue Edouard Belin
31401 Toulouse Cedex 4 - France
Fax : (33) 5.61.55.85.00   e-mail : jarlan@cesbio.cnes.fr
2 Laboratoire d’Etude en Géophysique et en Océanographie Spatiale
CNRS / CNES / UPS
18 avenue Edouard Belin
31401 Toulouse Cedex 4 - France
e-mail: Pierre.Mazzega@cnes.fr
Revised paper
November 6, 2001
IEEE Transactions on Geoscience and Remote Sensing (in press)
July 4, 2000- 194 -
ABSTRACT
The retrieval of surface parameters, namely the soil moisture content and the herbaceous
above-ground biomass, from ERS Wind-scatterometer data is investigated for a sahelian study
site during the period 1993-1994. Thanks to the low dimension of the unknown parameter
vector, a systematic exploration of the parameter space could be carried out. This method
allows the recovering of the optimal parameter set as well as an exhaustive description of the
sub-domain of acceptable solutions. The mapping of this sub-domain points out the lack of
constraints brought by the ERS data set on the determination of the surface parameters.
Particularly, additional constraints should be found on the rapid and short scale variation of
the soil moisture content. Moreover, it is shown that the distributions of the retrieved
parameters are not normal nor log normal, as it could be expected from random variables. As
a consequence, the optimal parameters set is neither the average nor the maximum likelihood,
and the computation of an a posteriori standard deviation of the parameters is meaningless.- 195 -
I INTRODUCTION
The retrieval of land surface parameters from remote sensing data is usually achieved through
an inverse method. Such a method allows to project the data information content from an
abstract data space Sd onto the parameter space Sp via theoretical or semi-empirical models.
The solution parameters are optimal in the sense that they obey some predefined criterion that
is the minimization of a cost function. In many applications, the scalar cost function J[p] is
computed as the mean square departure between the observed data and the 'predicted' data
estimated from the model that is controlled by the parameter vector p. Among the inverse
methods, the so called Least Squares Inverse Theory (e.g. [1]-[2]) is a mature theory that is
nowadays widely used in the context of geosciences. This approach has been recently applied
with success to the problem of land surface parameters recovery from ERS wind
scatterometer (WSC) data [3]. However, the Least Squares Inverse Method (LSIM) relies on a
few basic assumptions that, in some cases, might not be relevant for estimating model
parameters from remote sensing: 1) the model equations are linear or at least can be linearized
around some good a priori parameter set p°; 2) the cost function presents a single minimum,
the global minimum, and no saddle points; 3) the data errors, the errors associated with p° and
the errors related to the imperfect model equations are normally distributed. As such these
distributions, or densities, are fully specified by their respective mean and covariance; 4) the a
posteriori parameters and data residues (not explained by the 'best' model) are also normally
distributed.
Points (1) and (2) are intimately related: the cost function, associated with non-linear model
equations, often appears as a complex landscape in the parameter space with several local
minima and saddle points. As a consequence, any cost function minimization relying on- 196 -
descent gradient algorithms or variants, is trapped in the vicinity of the nearest local
minimum. Accordingly, the results of data inversion strongly depends on the a priori solution
p° [4]. Moreover, even for weakly non-linear problems, assumptions (3) and (4) are often
violated.
The present study aims to demonstrate that a 'brute force' approach is better suited when the
number of sought parameters, or equivalently the dimension of the parameter space Sp, is low.
Through a systematic exploration of Sp, the ‘brute force’ approach allows not only to recover
the optimal parameters but also provides a complete picture of the sub-domain corresponding
to all the admissible solutions. Several structural properties of the relationship between the
model and the data are also retrieved from this picture. In the present study, the ‘brute force’
method is applied to WSC time series acquired over Northern Sahel (Mali) aiming to estimate
the temporal variation of two land surface parameters, namely the above-ground herbaceous
biomass and the humidity of the upper soil profile. The considered period is January 1993 –
December 1994. The paper is organized as follows. The data and the backscattering model are
described in the second section. The third section presents the inversion approach. Results are
discussed in the fourth section.
II. DATA AND MODEL
A.  ERS scatterometer data
ERS WSC’s provide a measure of the C-VV backscattering coefficient, σ
o, of the illuminated
surface at incidence angles ranging from 18° to 59°. Three side-looking antennae illuminate a
500 km wide swath in a quasi simultaneous mode. Because data acquired at low incidence- 197 -
angles are difficult to interpret due both to the small number and to the scatter of the
observations, only σ
o data measured with an incidence of 40° - 55°, and linearly normalized at
45°, are used in the present study. The actual spatial resolution is about 50 km. This means
that each observation results from an averaging process over space of different medium and
unknown detailed distributions within the sampled area. General performance of ERS WSC’s
can be found in [5]-[6]. Within a resolution cell, the backscattered power received by the
scatterometer is affected by speckle, thermal noise and target characteristics. The performance
of radar systems is measured by the coefficient of variation k pi defined as the ratio of the
standard deviation and the mean. The coefficient of variation kpi or radiometric resolution is a
measure of the intrinsic signal fluctuation. Estimated kpi values range between 0.2 and 0.3 dB
[6]. Different sources of variability related to target characteristics also affect the
measurements. The resulting coefficient of variation kp can be decomposed into five
components [7]:
kp = 
2 2 2 2
pa pg ps pt pi k k k k k + + + + (1)
where kpt, kps, kpg, kpa is a measure of the temporal variability, the spatial variability, the
angular variability and the azimuthal variability, respectively. The radiometric resolution, kpi,
depends on the equivalent number of independent samples, on the number of received signal
plus noise samples, on the number of noise only samples and on the signal-to-noise ratio.
Temporal variability, kpt, originates from temporal changes over the period of measurements.
Spatial variability, kps, comes from the heterogeneity within a resolution cell. Angular, kpg,
and azimuthal, kpa, variabilities arises from differences in incidence and azimuth angles,
respectively.- 198 -
B. The Sahelian grassland backscatter model
The coupling of a grassland model with a parametric backscatter model for the interpretation
of WSC data has been described a previous study [8]. The grassland model, named STEP [9],
simulates the daily variation of the main structural canopy parameters, namely the above-
ground biomass Bm, the vegetation cover fraction vc, and the canopy height hc. Furthermore,
the daily variation of the soil volumetric moisture content Hv is simulated. The parametric
backscattering model is derived from a theoretical scattering model based on the resolution of
the radiative transfer equation [10]. This model estimates the backscattering coefficient of the
illuminated ground surface, given two input parameters derived from STEP simulations,
namely Hv and Bm. For a given incidence, the estimated backscattering coefficient of the
illuminated scene, 
0 ˆ scene σ , is written as a weighted sum of contributions from the soil, σ
o
soil ,
and vegetation, σ
o
leaf :
0 ˆ scene σ (Bm, Hv) = [ ] )] ( 1 )[ ( 1
2
m m c B L B v − −  σ
o
soil (Hv) + vc (Bm) σ
o
leaf (Bm)( 2 )
The soil contribution, σ
o
soil, only depends on the soil humidity Hv through its dielectric
constant. The vegetation term, σ
o
leaf, as well as vc  and L, depend on the above-ground
herbaceous biomass Bm. The grass contribution σ
o
leaf is expressed by:
σ
o
leaf = no <σs> cos θi [(1 - L
2) / 2<κe>]( 3 )
Lg = exp(-<κe> hc / cos θi)( 4 )
where no, σs, κe and θi denote the density of scatterers per unit volume, the backscattering
cross section, the extinction coefficient and the incidence angle, respectively and where <>
denotes the ensemble average over the orientation probability density functions.
The extinction coefficient κ e  and the scattering cross section σs can be expressed as:- 199 -
κ e  (or σs) = c exp(a2 Bm² + a1 Bm + a0)( 5 )
where ai (i = 1,2,3) and c are empirical parameters. The ai parameters are only site dependent
whereas the c parameter has to be estimated for each growing season.
Accordingly, the predicted backscattering coefficient, 
0 ˆ scene σ , depends only on the
instantaneous biomass Bm and soil humidity Hv. The non-linearities are embedded in the
functional links between these parameters of interest and 
0 ˆ scene σ . Full details are given in [8].
C. Description of the study site
The study site is located within the Sahelian zone in the northern part of the Gourma region
(Mali) and has been described earlier [8]. This area lies between 17°N and 16.5° N and 1.5°W
and 2°W, and belongs to the bioclimatic zone defined as the saharo-sahelian transition. The
landscape is characterized by gently undulating sandy soils partially covered with a low
herbaceous layer principally composed of annual herbaceous species and a very scattered
shrub layer. Plant phenology is mainly determined by the pattern of rainfall. Vegetation
development starts after the first rain, in June or July, and senescence is associated with the
end of the rainy season in September. The peak of the rainy season occurs in August. During
the long dry season, there is no green vegetation apart from a few scattered trees and shrubs.
Ground data consist of measurements of the maximum herbaceous above-ground mass,
expressed in kg dry matter per ha (kg DM ha
-1), performed at the end of the growing season.
From measurements made on several sample areas, an average herbaceous above-ground
mass is calculated that we consider to be representative at the scale of a resolution cell.
Herbage mass measurements are used to calibrate the grassland model. In addition, daily- 200 -
rainfall data are obtained from the meteorological station of Gourma-Rharous (16.9°N,
1.9°W).
Figure 1 shows the temporal variation of the backscattering coefficient σ
o(45) measured over
the study site during the period 1993-1994. Here, all the data acquired by the 3 antennae are
averaged together over a given decade. In the case of the 35-day repeat cycle, the temporal
repetitivity of σ
o(45) observations is about 1.8 data per decade. For the two years, σ
o(45)
temporal plots exhibit marked seasonal and interannual variations that can be related to the
successive dry and wet seasons. Whereas the radar response remains low and almost constant
during the long dry season, the onset of the rainy season is rapidly followed by an increase of
the backscattering coefficient till a maximum value which occurs in August or September.
This peak of backscatter is followed by a decrease of σ
o values corresponding to the drying of
the soil surface as well as the senescence of the herbaceous vegetation.
Overall, the data exhibit much scatter but the discrepancy is strongly reduced during the 3-day
orbit period (from January to March 1994) for which all the measurements are acquired along
the same swath. Following the methodology presented in [7], an analysis of σ
o(45) time series
confirms that the main source of variability originates from the spatial heterogeneity of the
observed surface (about 47.5% of the total variability). This results from the fact that only
measurements acquired at 35-day intervals are located at the same place. Furthermore, the
temporal variability which is due to surface changes over the averaging period (here a decade)
is about 22.5%. Besides, the variability due to angular and azimuthal effects are not important
(9.5% and 4.5% of the total variability, respectively). Considering these different sources of
variability, the estimated coefficient of variation kp and the corresponding standard deviation
s.d. is about 13.5% and 0.55 dB, respectively.- 201 -
III. A BRUTE FORCE METHOD
A. Stating the inverse problem
The data inversion aims at retrieving the temporal variation of the surface parameters (Bm, Hv)
given the WSC data. The data and parameters are linked by the backscattering model. At this
step of the analysis, the inverse problem is under-determined. The number of observations is
smaller than the number of surface parameters to be retrieved: Two parameters (Bm, Hv) must
be estimated from a single satellite pass. Hence, smoothing constraints related to the temporal
variation of the surface parameters have to be applied in order to reduce the ill-conditioning of
the inverse problem. However, a quick analysis points out one ambiguity of the inverse
problem: the weak field capacity of sandy soils associated with a high evapotranspiration and
irregular precipitation lead to a substantial temporal variability of the soil humidity content.
The corresponding time correlation is about 4-5 days, well below the repetitivity of satellite
overflights. As a consequence, a new soil volumetric humidity value has to be adjusted for
each satellite pass. Without any additional smoothing constraint, the resulting time series Hv(t)
should look like a stochastic (unsmooth) function. In contrast, the temporal variation of the
herbaceous biomass Bm(t) is more regular and can be well approximated by a logistic function
during the growing period with the maximum of the biomass Bmax and time of the inflexion
point ji as parameters [8]:
Bm (t) =  [] ) ( 1 . 0 exp 1
max
i j t
B
− ⋅ − +
(3)
This representation is valid for the growing period which starts on day jb, which is assumed to
be the day for which σ
o(45) significantly increases at the beginning of the rainy season, to day
je derived from the logistic curve. jb is found by inspection of the σ
o(45) temporal profile with
a time resolution of about 5 days. A sensitivity analysis shows that the limited accuracy on the- 202 -
determination of jb  has no significant effect on the model outputs and as such will be
discarded from the set of the sought parameters.
B. Measure of Fitness
From any discrete time series of soil humidity Hv(t) and scalars [c, Bmax, ji] where c is a
parameter, a run of the backscattering model provides the predictions of the coefficient 
0 ˆ scene σ
(ti) for each overpass of the satellite at time ti. The fitness of these predictions as compared to
the WSC data is evaluated with a cost function J defined by:
J [c, Bmax, ji; Hv] = 
q n
i
q
i i scene t t
n
1
1
0 0 ) ( ) ( ˆ 1






− ⋅∑
=
σ σ (4)
Following the Least Squares criterion, the cost is a quadratic function (q=2). The
corresponding optimization problem is usually solved with any variant of descent of the cost
gradient in parameter space. The main advantage of LSIM stems from the possibility to
include statistical information about the parameters and data errors in the definition of the
cost. Indeed the euclidian metric used above can be generalized to include variance-
covariance matrices associated to the expected signal, data errors and model theoretical error
(e.g. [2]). The drawback is that hard bounds on the admissible parameter range are not easily
accounted for except through a penalization cost and the introduction of Lagrange multipliers.
However, it should be kept in mind that for such an approach, the model equations must be
explicitly or numerically linearized about some a priori parameter set p
0 and only
perturbations from that solution can be retrieved from the data inversion. As a result the
optimal solution is quite similar to the a priori p
0.- 203 -
C. Solving the inverse problem
For the recovery of the soil humidity and biomass parameters, a reliable a priori set of values
p° is not known. Accordingly, the inverse problem of parameter retrieval has to be solved
without using any linearization of the model equations. We can merely define some range of
variation of these parameters. For the study site mainly characterized by sandy soils, the
moisture content of the upper soil profile is assumed to never exceed 5 % at the scale of a
resolution cell and is, by definition, always positive. Based on ground measurements, the
maximum of herbaceous biomass ranges between 200 and 1100 kg DM ha
-1. Variations of the
parameter  c are linearly linked to the peak of backscattering coefficient. ji is comprised
between jb + 10 and the day of the backscattering peak derived from σ
o(45) time series.
Bounds and sampling steps along all the directions of parameter space Sp are summarized in
Table I.
Because of the small number of unknown parameters, a systematic exploration of Sp can be
performed. We consider separately the data time series for the two years. Owing to the
structure of our problem, we can first fix trial values to the scalars [c, Bmax, ji] then solve for
the time series of soil humidity Hv(t) that explain the observed backscattering coefficients.
From the predicted coefficient values, we compute the quadratic cost associated to this
particular parameter set and store it. We re-iterate this process, until all the parameter
combinations have been worked out, within the bounds of their admissible ranges of variation.
As the model equations depend smoothly on the control parameters, an increase of this
resolution would only result in a marginal and statistically unsignificant gain in the WSC data
fitting.- 204 -
IV ANALYSIS OF THE RESULTS
A. Admissible solutions
The standard deviation of the noise, say σnoise, of the WSC data is about 0.55 dB. We consider
this noise to be uncorrelated between successive data. Any time series of 
0 ˆ scene σ  predictions
that fit the WSC data with an averaged misfit lower that the noise level should be considered
successful. Stated differently, any parameter set p with an associated cost J[p] that verifies the
inequality J[p] < σnoise is admissible. From the sole information provided by the WSC data,
there is therefore no reason to reject such a parameter set. Our interest is in mapping the sub-
domain of all the admissible parameter sets. The wider the range of this sub-domain in one
direction is, the lower our a posteriori resolution on the corresponding parameter. Among all
the admissible parameter sets, the one with the lower cost is the optimal parameter set.
However, this rigorous optimality is somewhat casual: the corresponding optimal  time series
of predicted 
0 ˆ scene σ  also better fits the noise component of the WSC data than do the other
admissible predictions.
Being time dependent, the admissible soil humidity is presented in a different manner. At
each discrete time ti of the satellite overflight, we have several admissible values of the soil
humidity  Hv (each with a different triplet [c,  Bmax, ji]). As a consequence of the model
dynamics continuity, nearby values of Hv correspond to nearby values of the triplet [c, Bmax,
ji]). The statistical meaning of these results are highlighted by: 1- plotting together all the
admissible time series of soil humidity Hv as a function of time; 2- computing at each time
step the histogram of the admissible Hv values, then drawing on a 3D plot the time evolution
of that histogram. After some normalization such histograms can be converted into time
dependent probability density functions. But the shape of the histogram being invariant under
such transformation, we shall keep histograms in the figures and interpret them as densities- 205 -
when required.
B. Preliminary Analysis
In order to investigate the mathematical structure of the problem at hand, the brute-force
approach is first applied to a set of simulated data. These data are generated from the coupled
grassland and backscattering models with known biomass parameters and soil humidity time
series. The time sampling mimics the one of the ERS mission over the sahelian site. No noise
contamination was added to the simulated data. As indicated before, the criterion for a model
admissibility is defined from an estimated data error standard deviation σnoise = 0.55 dB.
As expected, the exact parameter values [c, Bmax, ji; Hv(t)] are retrieved as the optimal
solution, with an associated zero cost (noise free data). We also find that the sub-domain of
admissible solutions occupies a large proportion of the a priori parameter space Sp (as will be
illustrated below with real data). This dramatic lack of resolution is a direct consequence of
the kind of functional link relating the sought parameters and available data. Indeed, for
numerous different choices of the biomass parameters, it is possible to find a time series of
soil humidity that, all together, give an acceptable prediction of the backscattering
coefficients. Without any additional information, derived from in situ data, remote
observations or theoretical constraints, the domain of admissible parameters cannot be
narrowed. Moreover, the 
0 ˆ scene σ  predictions are only marginally sensitive to perturbations of
the model parameters so that the corresponding cost often remains within the bounds of data
errors.
C. Retrieval of land surface parameters
The brute-force approach is now applied to the real WSC time series. Figures 2a and 2b- 206 -
display the sub-domains of the admissible biomass parameters Bm for the years 1993 and
1994, respectively. In these 3-dimensional plots, the coordinate axes represent the ranges in
the maximum biomass Bmax, day of the inflexion point ji of the logistic-like growth function
and scaling coefficient c, respectively. In contrast to the traditional representation of the
optimal solution as a single set of parameters, a wide range of admissible parameters is clearly
visible. The optimal solution is only marginally better than other good parameter sets. Indeed,
the costs associated to all these acceptable sets are below the data noise level (0.55 dB). For
both years, two local minima can be more or less distinguished, one pointing toward a low
maximum biomass (~200 kg DM ha
-1), the other, better identified, with a medium Bmax value
about 700-1100 kg DM ha
-1. The inflexion point is above 40 days, and the c coefficient is
slightly lower in 1993 (~0.4 - 0.5) than in 1994 (0.6 - 0.9).
We can also see that the boundary of the sub-domain 
adm p S  of admissible solutions is not
spherical, or at least ellipsoidal. For example, going from the acceptable parameter triplet in
1994 (900 kg DM ha
-1; 55 d, 1.1) to the other acceptable triplet (200 kg DM ha
-1, 55 d, 1.1) by
a continuous change in the maximum biomass, we have to cross some non-admissible domain
(see Figure 2b). In a mathematical language, 
adm p S  is not convex: an interpolation of a
parameter or a linear combination of parameters between admissible values sometimes lead to
non admissible parameter values. This property, together with the occurrence of two local
minima in the cost, are signatures of the non-linear setting of the model equations. This, in
turn, precludes from a totally safe use of usual inverse methods (assumptions 1, 2 and 4 given
in the introduction are violated). Moreover, the a posteriori resolution in the parameter space
cannot be described for each parameter independently from the others as it is usually done
with the computation of a posteriori error standard deviations.- 207 -
The domain of admissible time series of soil humidity is plotted in Figures 3a and 3b for the
years 1993 and 1994, respectively. Simulated soil moisture content, rainfall events and σ
o
data are also plotted for comparison purposes. As it can be clearly seen, a quite wide range of
humidity values is often tolerated. This results from the fact that smooth changes in the
biomass parameters can be compensated by smooth changes of the estimated soil humidity,
and vice versa. This structural property of the inverse problem also accounts for the rather
homogeneous distribution of the recovered humidity in a finite range at almost any time. This
range is even as large as the total a priori range of possible humidity values for the period
16/08-28/08 in 1994 (Figure 3b). When compared to the simulated moisture content, the
retrieved domain of admissible solutions shows a time shift of 2 to 5 weeks at the beginning
of the rainy season. This results from the absence of a significant variation in the WSC data
which apparently do not respond to the first rainfall events. It is therefore assumed that the
effect of an increase in the soil moisture content is completely masked by the variability due
to the heterogeneity of the surface. Besides, we always have some difficulties to correctly
simulate the variation of the soil moisture content at the beginning of the rainy season, from
local rainfall data [8].
The time dependent histograms of the humidity are drawn for 1993 (Figure 4a) and 1994
(Figure 4b). A common feature of these distributions is their strong variability with time
which results from complex interactions between highly variable rainfall events in space and
time, and site characteristics including geomorphology and vegetation cover. Moreover these
distributions are not normal, nor log-normal as could be expected from positive random
variable and even their shape is evolving. As a consequence, the computation of an a
posteriori standard deviation of the humidities is meaningless. The « optimal » humidity time
series is neither the average time series nor the maximum likelihood series. In the plots shown- 208 -
in Figures 4a - 4b, the humidity density is often nearly homogeneous with accumulation
values at the lower (for instance, 0.1 % humidity for the periods 20/07-1/09 and 7/09-1/10 in
1993) and upper (see the period 1/08-20/08 in 1994) boundaries. The accumulation of
solutions at the lower value of humidity at the beginning of the cycle is a consequence of the
weak constraint on ji. Indeed, a low ji induce a quick start of the vegetation growth (see
equation 3). As a result, the model 
0 ˆ scene σ  mainly explain the measured backscattering
coefficient value σ
0 by the vegetation backscattering and set Hv to its lower value 0.1%. This
time series of Hv are certainly not physically acceptable and could be eliminated, even a
posteriori, adding a criterion to our inversion algorithm. Conversely, the accumulation at the
upper humidity bound is explained by a low vegetation contribution. Indeed, if ji is high,
vegetation growth will be slow and the model will have to set Hv to its higher value allowed to
explain the measured σ
0. This large range of admissible humidities is related to the lack of
acute empirical constraint on the determination of this parameter. A complete description of
the whole time dependent humidity distribution is the best way to understand and quantify the
constraints effectively brought by the WSC data on the determination of soil humidity.
V. CONCLUDING REMARKS
The limited success of the parameter retrieval is related to the structural property of the data
versus model relationship. Accordingly, it is possible that quite a different behaviour could
have been obtained using a different underlying model suite with their own non-linearities.
However, most of the backscattering models presently used show similar formulations and
thus would have lead to equivalent conclusions.- 209 -
The blind application of a classical inverse method, by producing the sole optimal solution
with almost meaningless estimates of its associated a posteriori error variance, would
completely hide the important features of the problem. The systematic exploration of the
parameters space, which is feasible because of the low dimension of the unknown parameter
vector, allows an exhaustive description of the admissible parameter sub-domain and of the
signature of model non-linearities. The lack of empirical constraints on some parameter sub-
space (mainly the humidity time series), or on the parameters (e.g. jb) not « seen » by the data,
are clearly detected as well as any possible misfunctioning of the dynamical model.
Rigorously stated, these parameters, belong to the so-called “data null space”, which means
that any parameter perturbation along any direction of the null-space has no detectable effect
in the observations. The analysis of a sole optimal is unlikely to lead to a critical interpretation
of the underlying model that links the data to the land parameters. From the examination of
the set of all the admissible solutions, in some physical space or in terms of density
distributions, some limitations embedded in the model can be identified.
Furthermore, in this study, the sole use of ERS WSC data alone did not provide enough
information to solve for the land parameters with a good resolution. The problem would be
even more untractable if the target unknown vector included parameters of the grassland
model. Consequently, more data have to be first gathered to constrain those environmental
fields that directly control or influence the soil humidity and vegetation growth in the Sahel
and the corresponding radar signature of the surface. These data might come from in situ
observation stations and from remote sensing measurements - not necessarily scatterometers -.
In particular, some extra constraint should be found for the rapid and short scale evolution of
the soil humidity field. Furthermore, scatterometer data with a better spatial and temporal
resolution such as those provided by the NSCAT and QuickScat instruments, must be also- 210 -
considered.
Beyond the simple method we present in this study, other approaches may be appropriate [4].
The main difference from the brute force approach consists in the way the parameter space is
sampled. When the number of unknown parameters is high, some optimal strategy of
sampling can be successfully designed using deterministic, stochastic or semi-stochastic
criteria. The recovery of land surface parameters in the Sahel will be further investigated
using combined vegetation growth and backscattering models, adding empirical constraint
from in situ and remote sensing observations and resorting to more sophisticated parameter
estimation methods in agreement with the non-linear characteristic of the problem.- 211 -
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Table I : Range of variation and spacing for each parameter
Parameter Minimum value Maximum value Sampling step
c 0.1 1.2 0.02
Bmax (kg DM ha
-1) 200 1100 20
ji (day) jb + 10 jp* 2
Hv (cm
3 cm
-3) 0.001 0.05 0.001
* jp: day of the backscattering peak derived from σ
o(45) time series.- 215 -
LIST OF FIGURES
Fig. 1: Time series of the 10-day averaged backscattering coefficient σ
o at 45° (,) of
incidence angle for the study site (January 93 - December 94). Also are plotted
rainfall (bars) in mm.
Fig 2: 3-D representation of the sub-domain of all admissible biomass parameters
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cost function in dB on the right). The optimal solution is located in the dark blue
region. Note that this domain is not convex (see text). a) 1993 growing season, b)
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jb is the beginning of the growing period.
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