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La struction est un algorithme permettant de d6terminer le nombre de stabilit6 tr(G) d'un 
graphe. Nous pr6senterons d'abord une nouvelle r6duction inspir6e par cet algorithme. Puis 
nous donnerons un algorithme polynomial pour les graphes and griffe se basant ~ la fois sur 
celui de N. Sbihi et sur la struction. Nous dormerons finalement une struction modifi6e et 
polynomiale pour des sous-classes de graphes ans griffe. 
1. Introduction 
Les m6thodes de calcul pseudo-Boolean ont inspir6 une approche nouvelle 
pour d6terminer le nombre de stabilit6 d'un graphe. L'id6e g6n6rale est de 
transformer un graphe de telle mani6re qu'~ chaque 6tape, son nombre de 
stabilit6 diminue d'une unit6 (c.f. [2]). Une r6duction du nombre de stabilit6 
d'une unit6 (STability number RedUCTION) a 6t6 appel6e une struction. Sauf 
avis contraire, nous dirons toujours que la struction transforme un graphe G en 
un graphe G'  de telle sorte que a~(G') = o~(G) - 1. 
Plan de l'article 
Dans cet article, nous proposons quelques variations sur la struction qui 
foumissent un nouvel algorithme polynomial donnant a~(G) pour des graphes 
sans griffe; des algorithmes plus sp6cialis6s ont donn6s pour des sous-classes de 
graphes ans griffe. (Une griffe est un graphe d'ar~tes [a, b], [a, c], [a, d]). 
La plupart des notations et des termes de la th6orie des graphes que nous 
utiliserons dans ce travail sont ceux de Berge [1]. Mais pr6cisons encore quelques 
notations utilis6es par la suite: 
[x, y] signifie que les sommets x et y sont reli6s. 
[x, y] signifie que les sommets x et y ne sont pas reli6s. (Ceci sera repr6sent6 
par un traitill6 entre x et y). 
A - B repr6sente A - {A t7 B }, par abus de notation. 
Soit G = (V, E) un graphe, nous noterons par G -x  le sous-graphe induit par 
V-{x}. 
Soient G = (V, E) un graphe et G' = (V',  E ' )  un sous-graphe; soit x e V - V' 
etAc_V-V ' .  
- nous noterons par G'  + x le sous-graphe de G induit par V' tA {x}, 
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-nous  noterons par G' + A le  sous-graphe de G induit par V' U A. 
F(k) = {i/[i, k] • E} repr6sente le voisinage du sommet k. 
F(A) = {i/[i, k] • E, i ~ A et k • A} repr6sente le voisinage d'un ensemble A. 
ro(k)= r (k) -  r(o)- {o}. 
Nous noterons toujours par S et S' les ensembles stables de cardinalit6 
maximale, dans G et G',  saul avis contraire. 
Rappelons l'algorithme g6n6ral pour la struction d'un graphe (c.f. [2]) 
(construction du graphe G' ~ partir du graphe G). 
(a) Soit 0 un sommet arbitraire de G. Soit F(0) = (1 , . . .  ,p} l'ensemble de ses 
voisins tandis que (p + 1 , . . . ,  n} est l'ensemble des autres sommets; 
(b) V'={p+ l , . . . ,n}U{( i , j ) / [ i ,  det i< j~p},  
(c) E '  = {[(i, j), r]/[i, r] ou/et [/', r] • E) U {[i, j]/i > p, j > p, [i, j] • E} 
U {[(i, j), (i, k)]/D', k] • E} U {[(i,/), (k, l)]/i 4 k} 
Nous dirons que la struction est centr6e sur le sommet 0. 
Les sommets de V' du type (i, j) avec i < j ~ pet  [i, j] seront appel6s nouveaux 
sommets. 
Nous noterons (x, .) la couche associ6e au sommet x, c'est-~-dire l'ensemble 
des nouveaux sommets ayant x comme premier sommet. 
F(k, l )= F(k)tO F ( l ) -  1"(0)- {0} repr6sentera le voisinage du nouveau sore- 
met (k, l). 
Nous dirons que la struction est ferm6e par rapport ~ une classe de graphes si 
le graphe G' r6sultant de la struction appartient ~ cette m~me classe ~ laquelle 
appartenait G. 
2. Une r6duction 
R~duction R (1) 
Soient x et y 2 sommets tels que: 
.[x,y],  
• [y, z] pour tout z • F(x), 
• F(x) - {y} - F(w) est une clique pour tout w • F(y) - {x}. 
Alors cr(G') = a(G)  - 1 o~ 
G =(V,  E) et G'=(V-  {x, y}, E induit + {[z, w]/w •F(y ) -  {x}, 
z •r(x)-{y}}). 
Preuve. OpErons une struction sur le graphe G. Choisissons x comme centre; soit 
y son premier voisin. Soit z e F(x) - {y}. 
(z, -) est une sous-couche de (y, -), puisque [y, w] pour tout w e F(x), 
si [(z, w), q] avec q ~ F(x): alors [z, q], [w, q], [z, w]. Donc [y, q] car 
{z, w} • F(x) - (y} - F(q). Nous avons alors [(y, w), q]. 
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En conclusion la couche (y, -) est au moins aussi avantageuse qu'une autre 
couche. Nous pouvons donc laisser tomber les autres couches. G'  est alors le 
graphe r6sultant de cette struction am61ior6e. [] 
Remarque 2.1. Consid6rons la r6duction suivante (c.f. [4]) 
R(2). Soient x et y 2 sommets tels que: 
.[x,y], 
• [z, w] pout tout z e B, w e C oil 
A=F(x)AF(y ) ,  B=F(x) -{y}-A ,  C=F(y) -{x}-A .  
Alors te(G') = ol(G) oh 
G = (V, E) et G '= (V - {x}, E induit - [y, C]) ou (V - {y}, 
E induit - Ix, B]). 
Consid6rons 6galement l'adjonction suivante 
R(3). Soient x, yet  z 3 sommets tels que 
• [x,y], [x,z], [y,z], 
• [w, z] pour tout w e F(x) - F (y ) -  {y}. 
Alors tr(G') = or(G) ofa G=(V,  E) et G' - (V ,  E U {[y, z]}). 
(justification: si nous op6rons une struction sur G ou sur G',  centr6e sur x, les 
graphes qui en r6sultent sont identiques.) 
La r6duction R(1) peut alors ~tre d6compos6e de la mani~re suivante: 
-par  R(3), rajouter les ar~tes manquantes entre F (y ) -  {x} et F(x ) -  {y}, 
- par R(2), 6ter x ainsi que toute ar~te touchant y, 
-y  6tant ainsi isol6, en l'6tant nous diminuons o~(G) d'une unit6 et obtenons G'. 
3. Les graphes sans griffe 
3.1. Introduction 
La recherche du nombre de stabilit6 dans un graphe sans griffe peut se faire en 
un temps polynomial. Deux m6thodes assez similaires ont 6t6 d6velopp6es par 
Minty et Sbihi dans [6] et [7]. Nous proposons une m6thode bas6e sur ces 
proc6d6s et sur la struction qui permet 6galement de r6soudre ce m~me probl~me 
en un temps polynomial. 
Nous noterons C(i;j, k, l) une griffe d'ar~tes [i, j], [i, k], [i, l]. Souvent nous 
abr6gerons la notation en C(;) lorsque les numEros des sommets ne nous 
int6ressent pas. 
Propri6t6 3.1 (c.f. [2]). Les nouveaux sommets du graphe G' r6sultant de la 
struction d'un graphe G sans griffe forment une clique. 
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Propri6t6 3.2. Si G est sans griffe et que nous ne prenons qu'une couche de 
nouveaux sommets, G'  sera 6galement sans griffe. 
Propri6t6 3.3. Si nous opdrons la r(duction R(1) sur un graphe G sans griffe, le 
graphe G'  rdsultant sera lui aussi sans griffe. 
Preuve .  Cette r6duction est en fait une struction ou nous ne conservons qu'une 
seule couche. [] 
3.2. L'id6e 
Soit Gun graphe sans griffe et 0 un sommet quelconque que nous consid6rons 
comme centre de struction. Notons par Gt le graphe G - {0} - F(0). Supposons 
que nous connaissions un ensemble stable de cardinalit6 maximale dans GI. 
Appelons le St. Nous savons que dans les graphes sans griffe, les nouveaux 
sommets forment une clique. De plus, c~(G')= c~(G)- 1 oO G '= G1 + {(i,-)/ 
i e F(0)} est le graphe r6sultant de la struction. Nous avons donc que c~(G) - 2 ~< 
a~(Ga) ~< t~(G) - 1. En d'autres termes: 
- tr(G1) = a~(G') ssi a:(Gt) = te(Gt + (i, .)) pour tout i e F(0), 
-tY(Gt) = c r (G ' ) -  1 ssi il existe une couche (i,-) telle que re(G1 + (i,-)) = 
a:(G0 + 1. 
L'id6e est la suivante. Etant donn6 St, nous allons chercher un ensemble stable 
de cardinalit6 sup6rieure d'une unit6 dans G1 + (i, .) avec i e F(0) (graphe sans 
griffe d'apr6s la Propri6t6 3.2). Sbihi nous donne un algorithme polynomial pour 
- soit d6terminer un stable S' de cardinalit6 I$~1 + 1 s'il existe, 
- so i t  assurer qu'il n'en existe pas. 
Si'il existe une couche (i, .) permettant l'augmentation, le nouvel ensemble stable 
dans Gt + (i, -) contient forc6ment un nouveau sommet car sinon $1 n'6tait pas de 
cardinalit6 maximale dans G~. Soit (i, ]) le nouveau sommet appartenant ~ $'. 
Nous savons que ac(Gt) = ac(G') - 1 = tr(G) - 2. Posons S = S' - ((i, ])} U (i, j}. 
Sinon nous savons que c~(G1) = te(G') = at(G) - 1. Prenons S = $1 t3 {0}. 
Dans les deux cas nous avons d6termin6 un ensemble stable de cardinalit6 
maximale dans G. 
Initialement nous avions suppos6 connaitre un ensemble stable de cardinalit6 
maximale dans Gt. Pour ce faire, il nous suffit de rappliquer l'algorithme au graphe 
61. 
Avantages .  L'algorithme de Sbihi travaille ~ chaque lois avec le graphe G initial 
qui a n sommets; nous n'appliquons son algorithme que sur des graphes ayant au 
plus n -2  sommets. En fait les graphes trait6s ont souvent r~s peu de sommets 
par rapport au graphe initial. De plus, contrairement ~ l'algorithme de Sbibi, 
nous proposons d'augmenter la cardinalit6 de S d'une ou de 2 unit6s ~ chaque 
6tape. 
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O~savantage. I1 se peut que nous appliquions l'algorithme de Sbihi un plus grand 
nombre de lois qu'elle ne le fait. 
Algorithme propos6 
Soit G = (V, E) un graphe quelconque. Supposons que IVI = n 
(0) Go:=G; i :=0  
(1) Gi+l:=Gi - {xi} - F(xi) avec x ie  Vi 
Si Gi+l est une clique alors 
Si+l: = {x} avec x quelconque dans V/+I; k :=0;  aller fi (2) 
Sinon i := i + 1; aller ~ (1) 
(2) k :=k  + 1 
Si k • V~ fq F(xi) et si (k, -) n'est pas vide, appliquer Sbihi fi Girl + (k, ") 
s'il a 6t6 possible d'augmenter la cardinalit6 de Si+~ 
Soit S' le nouvel ensemble stable 
S' contient un nouveau sommet que nous appellerons (k, j) 
Posons S i :=S ' -  {(k, j)} t.J {k, j}; k :=n + 1 
Si k>~n: 
• Si k = n poser Si := Si+l U {xi} 
- i := i -1  
• Si i = -1  STOP 
• Sinon k := 0; aller fi (2) 
Sinon (k < n) aller fi (2) 
4. Queiques lemmes 
Dans ce chapitre nous 6noncerons ans d6monstration quelques lemmes qui 
sont utiles pour montrer la fermeture de certaines classes de graphes par rapport 
la struction. 
Dans chacun des lemmes nous supposerons qu'il existe un sous-graphe connexe 
H dans le graphe G' r6sultant de la struction d'un graphe G. H sera suppos6 
induit sur un ensemble de sommets que nous appellerons V. Nous noterons 
toujours par P l'ensemble des nouveaux sommets contenus dans V. 
Par abus de langage: 
- lorsque nous dirons qu'un graphe G contient un sous-graphe H, cela signifiera 
qu'il existe dans G un sous graphe H'  isomorphe ~ H, 
- lorsque nous partagerons le graphe Hen deux sous-graphes A et B, nous 
confondrons ces 2 sous-graphes avec leur ensemble de sommets. 
Lemme 1 (c.f. [8]). Si: 
• pour  tout v ~ V - P il existe w ~ P tel que [v, w]; 
• tousles nouveaux sommets ont dans une m~me couche (i, .). 
Alors G contient aussi le sous-graphe H. 
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Lemme 2. Si: 
• G est sans griffe; 
• IPI = 1 avec P = {(i, j)}; 
• il existe k c V -  P tel que [(i, j), k] est un isthme qui 
sous-graphes Aet  B. Supposons que (i, j) cA  et que k c B; 
• A ou/et Best  une cha~ne (#ventuellement ~ un sommet). 
Alors G contient aussi le sous-graphe H. 
d~connecte Hen 2 
A © 
(i,j) 
o B 
k 
Lemme 3. Si: 
• G est sans griffe; 
• IPl=2 avec P= {(i, j), (i, k)}; 
• it existe un sommet a c V tel que {[a, (i, j)], [a, (i, k)]} est une coupe qui partage 
Hen 2 sous-graphes A et B. Supposons que a cA  et que {(i, j), (i, k)} c B; 
• A est une cha[ne (~ventuellement ~ un sommet); 
• it existe un sommet b cB-{( i , j ) , ( i , k )}  tel que [b,(i , j)] ou (exclusif) 
[b,( i ,k)].  
Alors G contient aussi le sous-graphe H. 
I 
A .. . .  a ~ b B  
L (i, k) 
5. Des sous-classes des graphes sans griffe 
Nous savons que la struction r6soudrait le probl6me de la recherche du nombre 
de stabilit6 dans un graphe quelconque n un temps polynomial, si le nombre de 
sommets ne pouvait pas augmenter d'une 6tape ~t l'autre. Pour 6viter cette 
explosion, une premi6re id6e consiste ~ condenser chaque touche en 1 ou 0 
nouveau sommet. Nous trouvons dans [3] un algorithme pour les graphes ans CN 
utilisant astucieusement cette id6e. 
Une deuxi6me id6e consiste ~ ne conserver qu'une seule couche. 
Une troisi6me id6e consiste ~ ne conserver que 2 couches (i,-) et (j, .) avec 
[i, j] et i < j. 
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Dans la suite, nous avons cherch6 ~ exploiter ces deux derni~res id6es. 
Soit G" le graphe r6sultant d'une struction modifi6e, alors que G' 6tait le 
graphe habituel: chaque d6monstration sera divis6e en 3 points: 
(a) Montrer que c~(G")= o~(G'). 
(b) Montrer que la classe est ferm6e par rapport ~ l'algorithme modifi6. 
(c) Montrer que le nombre de sommets diminue h chaque 6tape. 
Nous donnons tout d'abord un algorithme se basant sur une struction modifi6e 
darts laquelle nous ne conservons qu'une seule couche de nouveaux sommets. 
Algorithme polynomial pour ia d~termination du nombre de stabilit~ dans les 
graphes sans C, H ni F (c.f. Fig. 1) 
A chaque 6tape, effectuer une struction en ne prenant qu'une seule couche. La 
couche choisie sera celle d'un nouveau sommet (i, }) tel que F(k, l) c~ F(i, j) pour 
tout autre nouveau sommet (k, l). Elle sera obtenue en prenant le sommet i
comme premier voisin du centre de struction 0. (Nous aurons donc (i, k) pour 
tout k ~ F(O) - F(i)). 
Esquisse de justification 
a. Les graphes G" obtenus apr~s ces structions modifi6es sont des sous-graphes 
des graphes G'  habituels. Nous avons donc o~(G") ~ a~(G') = o:(G) - 1. 
Soit S un ensemble stable de cardinalit6 maximale dans G. Cherchons un 
ensemble stable S' dans G" tel que Is I -  Is'l + 1. soit 0 le sommet sur lequel nous 
op6rons une struction. Soit (i, ]) le nouveau sommet qui a d6termin6 le choix de 
la couche. 
a.1. I(F(0) U {0}) O SI = 1: choisissons S '= S - ((F(0) U {0}) n S). 
a.2. [F(0) O SI = 2: trois cas sont ~ consid6rer. 
a.2.1, i e F (0 )n  S: soit k le deuxi~me sommet de l'intersection. Nous pouvons 
choisir S '=  S - {i, k} U {(i, k)).  
a.2.2. F(0) n S = {j, k}, avec k ~ i: nous avons [i, k] pour 6viter C(0; i, ], k). Si 
[i, m] pour tout autre sommet m e S - {k}, choisissons S' = S - {k, j} U {(i, j)}. 
Sinon soit m ¢ S - {k} tel que [i, m]. Comme F(j, k) c~ F(i, j), il existe un sommet 
n tel que [k, n], [i, n], [j, n]. Si In, p] pour tout p eS-  {k}, choisissons 
C(1; 2, 3, 4) H(1; 2, 3, 4, 5; 6; 7, 8) 
2 5 
6 7 
8 
F(1, 2, 3; 4; 5; 6, 7) 
40" I~2 05 
Fig. 1 
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S' = S - {j, k, m} U (n, (i, j)}, puisque [i, p] pour 6viter C(i; k, m, p) (c.f. Fig. 
2). Sinon, soit p e S -{k ,  m} tel que [n,p]. Comme In, m] pour 6viter 
C(n; k, m, p), nous avons donc F(O, i, k;j; m; n, p). 
a.2.3. F(0)N S = {k, l} (avec {k, l} f3 {i, j} = t~): sans perte de g6n6ralit6, sup- 
posons [k, i] pout 6viter C(0; i, k, l). 
a.2.3.1. Supposons [i, l]. Nous avons alors [i, m] pour tout m e S -  {k, l} pour 
6viter C(i; k, l, m). Si [j, m] pour tout m • S - (k, l}, choisissons S' = S -  
(k, l} U {(i, j)}. Sinon, soit m e S - {k, l} tel que [/, m]. Comme F(k, l) ~: F(i, j), 
il existe un sommet n tel que [i, n], [j, n], [k, n] ou/et [l, n]. Sans perte de 
g6n¢ralit6, supposons [k, n]. Nous avons alors [j, k] pour 6viter C(k; i, j, n) et 
donc [j,l] pour 6viter C(0 ; j, k, l). Si [p,n] pour tout p•S-{k , l ,m},  
choisissons S' = S - {k, l, m} U {n, (i, j)}, puisque [i, p] pour 6viter C(i; k, l, p) 
et [j, p] pout 6viter C(j; l, m, p) (c.f. Fig. 3). Sinon, soit p • S - {k, l, m} tel que 
[p,n]. Nous avons [j,p] et [i,p] comme ci-dessus, [n,m] pour 6viter 
C(n;k,m,p) et [n,/] pour 6viter C(n; k, l, p). Nous obtenons ainsi 
H(0;j,  l, i, k; m; n, p). 
a.2.3.2. Supposons [i,/]. Nous avons donc [j, l] pour 6viter C(0;j, i, l). Si [i, m] 
pour tout m • S - {k}, choisissons S' = S - (k, l} U {(i,/)}. Sinon, soit m • S - 
{k) tel que [i, m]. Pour tout p e S -  {k, m}, nous avons [i,p] pour 6viter 
C(i; k, m, p). Comme F(k, I) c~ F(i, j), il existe un sommet n tel que [i, n], [j, n], 
[k, n] ou/et [l, n]. 
a.2.3.2.1. Supposons [k, n]. Nous avons donc [k, j] pour 6viter C(k; i, j, n). Si 
S = {k, l, m}, choisissons S' = {n, (i, j)}. Sinon soit p • S - (k, l, m}. Nous avons 
[p, n] car [p, n] nous impliquerait Ira, n] pour 6viter C(n; k, m, p) et In,/] pour 
j m 
Fig 3 
j m 
0 P 
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6viter C(n; l, k, p), ce qui nous donnerait F(O, i, k; l; m; n, p). Si [j, p] pour tout 
p e S - {k, l, m}, choisissons S' = S - {k, l, m} t2 {n, (i, ])}. Soit donc p e S - 
{k, l, m} tel que [j, p]. Nous avons [n, m] pout 6viter F(i, k, 0; m; n;], p) et donc 
In,/] pour 6viter C(n; k, l, m). Nous pouvons donc choisir S' = S -" {k, m} U 
{(i, 1)} (c.f. Fig. 4). 
a.2.3.2.2. Supposons [k, n]. Nous avons alors forc6ment [l, n] par choix du 
sommet n. Si [j, k], comme F(j, k) ~: F(i, j), il existe un sommet q tel que [q, k], 
[q, i], [q, j] et nous sommes ainsi ramen6s au cas pr6c6dent (n ~-~ q). Supposons 
donc [j, k]. Nous avons [j', m] pour 6viter C(j; k, l, m). Pour tout p e S - 
{k, l, m}, [i, p] pour 6viter C(i; k, m, p), [j, p] pour 6viter C(j; k, l, p) et [n, p] 
pour 6viter H(0; i, k, j, l; m; n, p). Choisissons donc S' = S - {k, l, m} t3 
{n, (i, ])} (c.f. Fig. 5). 
Ainsi, c~(G") 1> c~(G) - 1. Nous pouvons donc conclure h l'6galit6. 
b. Montrons encore que si G est sans C(;), H(;;;) ni F(;;;), G" l'est aussi. Soit P 
l'ensemble des nouveaux sommets apparaissant dans un sous-graphe interdit. 
Lorsque P = {a}, nous poserons que a = (i, j); lorsque P = {a, b}, nous poserons 
que a = (i, j) et b = (i, k). 
b.1. Comme G est sans C(;) et que nous ne prenons qu'une seule couche, G" est 
sans C(;) d'apr~s la Propri6t6 3.2. 
b.2. Supposons que G" contient F(1, 2, 3; 4; 5; 6, 7). 
b.2.1. P = (1}, {3}, {4}, {6} ou {7}: G contenait F(;;;) par le Lemme 2. 
b.2.2. P = {1, 4}, {3, 6}, {6, 7} ou {1, 2, 3}: G contenait F(;;;) par le Lemme 1. 
b.2.3. P = {1, 2} ou {1, 3}: G contenait F(;;;) par le Lemme 3. 
j m 
6-P  
~ig. 5 
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C(1; 2, 3, 4) B(1; 2, 3; 4, 5; 6; 7) I(1, 2, 3; 4; 5, 6, 7) 
2 1 3 
1~ 2~5 2~-~6 
3 4 7 6 7 4 
Fig. 6 
b.3. Supposons que G" contient H(1; 2, 3, 4, 5; 6; 7, 8). En examinant ous les 
cas possibles et en se basant sur les lemmes 1, 2, et 3 ainsi que sur le fait que G 
est sans C(,) ni F(;;;), nous obtenons une contradiction. 
c. L'algorithme st polynomial puisque Iv"l Ivl- 2. [] 
En exploitant l'id6e consistant h ne conserver que 2 couches de nouveaux 
sommets, nous obtenons un algorithme pour une autre sous-classe des graphes 
sans griffe. 
Algorithme polynomial pour la d~termination du nombre de stabilit~ dans les 
graphes sans C, B ni I (c.f. Fig. 6) 
A chaque 6tape, effectuer une struction en ne prenant que deux couches. Soit 
(i, ]) un nouveau sommet tel que (Ir0(i)l + Iro(J)l) < (Iro(k)l + Iro(/)l) pour tout 
autre nouveau sommet (k, l). Nous choisirons les couches (i,-) et (/', .) en 
prenant i et ] comme premiers voisins du centre de struction 0. 
Esquisse de justification 
Le lecteur trouvera dans [5] une d6monstration complete des parties a et b. 
Nous ne donnons ici que les lignes directrices de la pattie a. 
Soit (i, j) le nouveau sommet qui a d6termin6 le choix des couches: 
a.1. I(F(0) U {0}) n S[ = 1" choisissons S '= S - ((F(0) U {0}) n S). 
a.2. F(0) n S = {k, l}, k < l- 2 cas sont ~ consid6rer. 
a.2.1. {k, l} n {i, ]} ~ ~: choisissons S' = S - {k, l} U {(k, l)}. 
a.2.2. {k, l} n {i, }} = ~: supposons [i, k] pour 6viter C(0; i, k, l). En examinant 
les cas avec [i, l] ou [i,/] nous obtenons des ensembles S' satisfaisants. 
c. L'algorithme st polynomial. En effet, soit k e F(0) - {i, j}. Nous ne pouvons 
pas avoir [i, k] et [/', k] ~ la lois car sinon nous aurions C(0; i, j, k). Ainsi 
Iv"l Ivl- 2. 
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