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Chapter 1 Introduction
1.1Background Why clusters?
Much effort has been devoted to the understanding of matter, from bulk
material to isolated atoms and molecules. Solid state physics and atomic/molecular
physics have become two major branches of modem physical sciences. In contrast,
information about the state in between - clusters, is far less abundant. Limited by
available experimental techniques and theoretical methods, cluster science didn't
come to the main stage of scientific investigation until the last twodecades. To
date, this branch of science is drawing great attentions1'
2,3because of the
interesting and unique properties of clusters. Extensive research suggests that
clusters may be classified as "a novel state ofmatter".4It is believed that the
research on cluster science will bridge the gap between isolated particles (atoms,
molecules) and bulk materials.
In addition to the interest from the fundamental science point of view,
clustershave many practicalapplicationsinfieldssuchascatalysis,
microelectronics, and materials science. For example, information on the geometric
and electronic structures of metalclusters5will help elucidate the catalysis process
in which metal clusters play an important role. The study of siliconclusters6and
galliumclusters7will provide valuable insight into how the optical and electronic2
properties of semiconductors evolve from the molecular to the macroscopic regime.
This is of particular interest since the microelectronic technique is approaching
nanoscale. The study of a metal atom surrounded by solvent molecules, often
termed as metal-ligand complexes, will offer indispensable information on
solvation.8
In cluster science, a main objective is to understand how the properties of
clusters change with size9. This knowledge will eventually lead to a thorough
understanding of the transition from isolated atoms to bulk material, i.e., starting
from an atom, how big must a cluster be before it demonstrates properties of the
corresponding bulk material. Metal clusters have been extensively studied in this
regard. On the experimental front, chemical reactivities10'spectroscopy'2'
13and
structuralstabilities14'
15have been addressed. In some instances, chemical
reactivities have been directly connected to electronic properties, mainly the first
ionization thresholds of metal clusters.9 The anti-correlation of ionization potential
and reactivity in hydrogen chemisorption on iron clusters with cluster size n>8 is
one of the best examples of thiskind.16On the theoretical front, studies from semi-
classical models17'
18to ab initio calculations19'
20have been carried out. Direct
comparison between theoretical and experimental results has enabled determination
of the electronic and geometric structures of small clusters.
Many laser specfroscopic methods have been used to elucidate the
electronic and geometric structures of clusters. Among these, photoionization has
been a major tool in determining ionization potentials,21 magic numbers,22 reaction3
rates and products,9 and geometric isomers.23 These investigations generally use
mass spectrometry at a fixed ionization frequency, and the thus obtained energy
resolution is limited.
In recent years, a new spectroscopic method, known as zero kinetic energy
(ZEKE) photoelectron spectroscopy,24' has gained quite some attention because of
its unprecedented high resolution and non-destructive nature. When combined with
mass analysis, the corresponding cationic experiment is termed as mass analyzed
threshold ionization (MAT!).25'
26MATI is particularly attractive for studies of
clusters, in which unambiguous discrimination of the identity of species is critical.
1.2ZEKE/MATI Spectroscopy - A Brief History
ZEKE spectroscopy was initially invented by MUller-Dethlefs and Schiag in
1984.27,28 Since then it hasbeen widely used in studies of stable molecules because
of its unprecedented high resolution. This method has been reviewed by many
authors on all aspects of its principle, implementation and applications.29'30'31'
32
ZEKIE is a variation of photoelectron spectroscopy (PBS). In traditional
PBS, the species under study is ionized by a light source with a fixed wavelength,
and the resultant electrons with a wide range of kinetic energies are detected. By
measuring the kinetic energies of the electrons, eigenstates of the cation can be
mapped out. An inherent problem of the traditional PES is its energy resolution,
which is limited by the resolution of the electron energy analyzer. The bestresolution of a typical PES is on the order of 10 meV, though higher resolutions
have been reported in a fewinstances.33
The original idea of ZEKE is to selectively detect electrons with zero
kinetic energy after photoionization. Zero energy electrons are an indication that
the energy of the excitation photon is resonant with an eigenstate of the cation.
Scanning the wavelength of a tunable light source maps out the energy levels of the
cation. The resolution of the spectrometer is limited by the linewidth of the tunable
light source and the discrimination ability of the spectrometer for zero kinetic
energy electrons. Nowadays, a resolution on the order of 1cm1is readily
achievable with a ZEKE spectrometer. Sub-wavenumber resolution has also been
reported by quite a fewgroups.34'35
The initial concept of ZEKE, as described above, shares the same idea as
threshold photoelectron spectroscopy (TPES) developed in the late1960s.36'
However, instead of using a steradiancy analyzer, ZEKE discriminates the
energetic electrons by a time delay. The idea is simple: during the delay, the
energetic electrons will move out of the ionization region, whereas ZEKE electrons
remain at the same location. Eventually, they will be collected by a delayed
electrical pulse.
In practice, it turns out that the electrons with zero kinetic energy are very
difficult to observe in a ZEKE experiment. These electrons are extremely sensitive
to stray fields, which are always present except in a few specially designed
systems. However, strong electron signals were observed when the delayed electric5
pulse was turned on, and this observation was attributed to field ionization by the
delayed electric pulse of Rydberg state species lying close to the original ionization
threshold. Since each eigenstate of the cation has its own series of Rydberg states,
detection of electrons from field ionization would give the same information as that
from the "true" ZEKE electrons. Therefore, these electrons are also referred as
"ZEKE electrons" and these high Rydberg states are termed "ZEKE states".
Furthermore, it turns out that the resolution of the spectrum can be significantly
improved by field ionization of high Rydberg state series. We will discuss this
mechanism in detail in the next section. Nowadays this mechanism has become the
main stream of ZEKE spectroscopy and is often termed as pulsed field ionization
(PFI) ZEKE.
ZEKE spectroscopy has been so successful since its initial introduction that
it is widely applied to high resolution studies of molecules,38'39 radicals,40'41 clusters
and complexes,42'43'and transition state species of chemical reactions.45'46
While ZEKE spectroscopy can generate high resolution spectra for a wide
range of species and reveal details of molecular dynamics, this technique is
continuously being improved. The increase in resolution,34'the extension to
vacuum ultraviolet (VUV)47'48, 49and extreme ultraviolet (EUV)50'
51, 52and the
addition of mass selective capability25'
26,are probably the most remarkable
achievements in the short history of ZEKE.
The combination of mass selection and high energy resolution is of special
interest to the study of clusters. High resolution means determination of lowfrequency vibrational modes and mass selection is crucial because the sample
generated from a cluster source is typically a mixture of different species and sizes.
At present, two methods are available to identify the mass of the sample: anion
photodetachment54'and mass analyzed threshold ionization (MATI)25'
26The
former separates different species in the form of anionsbeforephotoexcitation,
whereas the latter distinguishes different species after excitation and ionization.
Consequently, the information they obtain is different and complementary: anion
photodetachment reflects the energy levels of a neutral particle, whereas MATI
maps the eigenstates of a cation.
The idea of MATI is straightforward. While high Rydberg state species are
field-ionized by a delayed pulse, the corresponding cations (termed as coincident
ions) convey the same spectral information as that of ZEKE electrons. If the
coincident ions are detected instead of the ZEKE electrons, both spectroscopic
information and the identity of the species are obtained. In practice, time-of-flight
mass spectrometer is the most widely used in MATI25'
56, 57, 58though quadruple
mass spectrometers are also employed in some instances.53 Another merit of MATI
is its non-destructive feature. Similar to ZEKE, it only supplies enough energy to
ionize the species under study, so laser "cooking" is avoided. Furthermore, the
mass information enables MATI to study a number of dynamic process like
dissociation,59'60'6' association62 and chemical reaction.63 These features have made
MATI a promising spectroscopic method, particularly to the study of clusters.7
1.3Principle of PFI-ZEKE and MATI Spectroscopy
As we mentioned, most ZEKE experiments detect the electrons from pulsed
field ionization of high Rydberg states instead of "true" zero kinetic energy
electrons from direct photoionization. MAT! shares the same mechanism as PFI-
ZEKE. To understand the physics, a close look at the concept of Rydbergstates64is
necessary.
A molecule that is excited to a state close to the ionization continuum can
be modeled as a hydrogen-like particle. Rydberg states refer to those orbitals well
outside the valence shell of the molecular frame. They are closely spaced and
eventually converge to an eigenstate of the cation. These Rydberg states with high
principal quantum numbers have two interesting properties that are crucial to
ZEKE and MAT! spectroscopy. First, they can be ionized by a small electric field
due to the Stark effect. Second, states with high principal quantum numbern
(n>100)have a long lifetime, typically on the order of a fewmicroseconds.65'66
The origin of the long lifetime of the high Rydberg states has been
addressed by manytheoretical65'66and experimental works67'68'69'In ZEKE and
MATI experiments, the stray field or spoiling field in the excitation region results
in Stark mixing, so the orbital angular momentum quantum number / is no longer a
good quantum number and the original eigenstates with different 1 values are mixed
to form new eigenstates. The states with large 1 have little interaction with the ionic
core and thus are much more stable than those with low 1. Thus i-mixing prolongs
the lifetime of Rydberg state by a factor of n. Furthermore, the large quantity ofions in the excitation region further removes the cylindrical symmetry of the
excitation region. The resulting rn-mixing can further prolong the lifetime of the
Rydberg states by another factor ofn.Therefore, according to Chupka, the scaling
law for the lifetime of a Rydberg state isn5,instead of the well-knownn3 rule.65'66
Figure 1.1 illustrates the energy levels involved in PFI-ZEKE and MATI
spectroscopy. In these experiments, a few microseconds after photoexcitation to
highnRydberg state, a pulsed field is applied to ionize the Rydberg state species
and the resulting electrons or ions will be detected. Each state of the cation has its
own Rydberg series, so when the excitation light source scans through the
ionization thresholds, a spectrum which reflects the energy levels of the cation will
be observed. ZEKE spectroscopy detects electrons, whereas MATI spectroscopy
detects ions and thus has additional mass information.
Two electric fields, the spoiling field and the delayed pulsed field, play
important roles in ZEKE and MATI spectroscopy. The spoiling field is a vector
sum of the stray field and a small DC bias field in the excitation region. It removes
energetic electrons or separate prompt ions from Rydberg state species. Some
Rydberg state species with extremely highnare also ionized by this field. The
spoiling field also helps to prolong the lifetime of the high Rydberg states through
i-mixing. The pulsed field ionizes the highnRydberg states and extracts the ZEKEExcited State of M
Ground State of M
Ground State of M
Delayed Field Ionization
Figure 1.1 Principle of ZEKE/MATI spectroscopy.10
electrons or MATI ions for detection. Only Rydberg states located within the
ionization limits of the two fields can be detected, as illustrated in Figure 1.2. Thus
the resolution of ZEKE and MATI is determined by
= a(fi- JT) (1.1)
where a is a constant with values between 4 for adiabatic field ionization and 6 for
non-adiabatic field ionization, E1 andE2are the field strength in V/cm of the
spoiling field and ionization field, and ö is the linewidth in cm1. The specific value
of a can be determined experimentally. It is approximately 4 (V
y1/2for
adiabatic ionization, 6 (V
y1/2for nonadiabaticionization.24
From Equation 1.1, one can expect that the resolution of ZEKE and MATI
will be improved by making the two fields close to each other. However, it is
important to point out that the resolution will not approach infinity when the two
fields are nearly identical. In that case, the resolution is limitedto24
5 = 0.8.JF (1.2)
Therefore, both fields must be kept weak to achieve a high resolution.
In a MATI spectrometer, the key point is to differentiate the coincident ions
of the ZEKE electrons (MATI ions) from the prompt ions. This is equivalent to the
separation of PFI-ZEKE electrons from energetic electrons. This separation in
MATI is much more difficult than in ZEKE because ions are much heavier than
electrons. Therefore, a stronger spoiling field is typically required. As a11
Resolution
=a(f-J)
Figure 1.2 Resolution of ZEKE/MATI spectroscopy.12
consequence, the resolution of MAT! is not as good as ZEKE. A further discussion
about the limitation of MAT! and a possible remedy will be included in Chapter 6.
1.4Summary
Compared with traditional photoelectron spectroscopic techniques, ZEKE
and MAT! spectroscopy improves the energy resolution by one to two orders of
magnitude. Their high resolution and non-destructive feature, plus the mass
analysis capability of MAT!, have made this method a promising tool in the study
of clusters.
In this thesis, we will apply ZEKE and MAT! spectroscopy to metal related
clusters. Our study concentrates on unsupported naked sodium clusters and sodium
ammonia complexes. We hope to obtain high resolution spectra of these clusters to
determine their structural features and dynamic processes. Ultimately our study will
reveal important information toward a thorough understanding of the transition
from isolated atoms to bulk materials. Moreover, our research will make
considerable contributions to the improvement of the spectroscopic method.13
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Chapter 2 Experimental Setup
2.1General Description
ZEKE and MATI spectroscopy are the main methods we use to study metal
clusters and their complexes. The principle of these techniques has been explained
in the previous chapter. In this chapter, we will describe the instrumentation in
detail.
The experimental apparatus consists of three major components: cluster
source, spectrometer and laser system. The overall experimental setup, including
the MATI spectrometer with a laser ablation source, the optical layout; vacuum
system, and data acquisition system, is illustrated in Figure 2.1. The cluster source
and the spectrometer are kept in differentially pumped high vacuum chambers. The
cluster source can be either a pick-up source or laser ablation source. It generates
metal clusters and their adducts with a distribution of sizes and compositions.
These clusters are supersonically cooled and entrained by the canier gas, which
could be an inert gas like He, Ar or reactant gas like NH3. The supersonic molecular
beam containingclustersentersthe ionization chamber after passing though a
collimation skimmer. Either the ZEKE or MATI spectrometer, but not both,is
installed in the ionization chamber. The coherent UV light intersects the cluster
beam between thefirst twoelectrodes (excitation/ionization region)ofthe
spectrometer. The spectrometer can run in different modes. While the wavelength
of the UV laser scans through the energy levels of the species being studied, thePhotodiodef'11\ i
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Figure 2.1 Experimental layout and signal manipulation.19
resulting electrons or ions are detected by a set of multichannel plates (MCP) after
passing through a flight tube.
The vacuum systemiscomprised of three chambers: source chamber,
reaction chamber and detection chamber.* The schematic of the vacuum system is
shown in Figure 2.2. The vacuum chambers are pumped differentially. The source
chamber and the reaction chamber are separated by a skimmer with a 2 mm
diameter. The pressure in the reaction chamber can be two to three orders of
magnitude lower than that in the source chamber. The detection chamber and the
reaction chamber are connected via a 1.2 m tube, which also houses the long ifight
tube of the MAT! spectrometer. The pressure in these two chambers are similar. A
few holes drilled on the flight tube ensure good pmiping of the ifight region.
A liquid nitrogen trap is used in the reaction chamber. It helps to reduce the
background signal from the pump oil.This is the most criticalin the ZEKE
experiments, where electrons are manipulated and detected. In the best case, 80%
of the background electronscan besuppressed. To further reduce theoil
background, Santovac 5 pump oil is used. Oil-free turbo molecular pumps would
be ideal for the reaction and the detection chambers. Typical values of the pressure
are108i0 ton in the reaction and detection chambers with Santovac 5, andl06
*
The chambers am named by their function in the MATI experiment. lii the
ZEKE experiment, the electrodes, ifighttubeand detector are all in the reaction
chamber.20
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Figure 2.2 Schematic of the vacuum system.21
i0 toffin the source chamber with silicon oil when the pulsed valve is in
operation.
The ionization threshold of most metal clusters and complexes falls in the
UV/VUV region. The coherent tunable light source in the UV region is often
obtained by frequency doubling of the output of dye lasers using BBO or KDP
crystals.In the VUV region,four wave mixing (FWM) in a gas or
monochromized synchrolronrsdiation2is necessary.
In this experiment; two sets of Nd:YAG pumped dye lasers with frequency
doubling units are used. The dye lasers (LAS GIvIBH; LDL 2051, LDL 20505) are
pumped by the 532 ran or 355 urn output of the Nd:YAG lasers (Spectra-physics,
(3CR 230 and (3CR 190 with injection seeder). The laser dyes involved in this
study are summarized in Table 2.1. They are usually prepared in methanol. In some
cases the wavelength needed falls in the gap between two different dyes. Mixtures
of different dyes (sometimes different solvents, e.g. ethanol) are prepared for a
constant laser power throughout the scanning range. The output of the dye lasers is
1020% of the pumping lasers. For frequency doubling, a beta-barium borate
(BBO)crystalisusedinthe220266nmregion,whileaKDPciystalisusedfor
the longer wavelength region. A typical Iinewidth of the UV beam is 0.5 cni22
Vendor Dye P1fr Tuning Range
Lambda
Physik
Stilbene3 355 425 412-444
Coumarin2 355 450 435-467
Coumarin47 355 454 440-475
Coumarin 102 355 480 462-497
Coumarin 307 355 508 485-546
ExcitonRhodamine6G 532 560 553-577
Sulfothodamine 532 609 603-630
Rhodamine 610 532 582 576-600
DCM 532 642 604-672
Pyridine 1 532 698 664-724
Table 2.1. Summary of laser dyes involved in the experiment23
2.2PFII-ZEKE Spectrometer
2.2.1 Spectrometer Construction
The structure of the PFI-ZEKE spectrometer, along with a pick-up cluster
source,isifiustratedin Figure2.3. The spectrometer consists of a group of
electrodes, a 2-inch flight tube and a set of multichannel plates (MCP) detector.
The axis of the spectrometer is perpendicular to the molecular beam and the laser
beam. A pulsed supersonic molecular beam containing metal clusters or complexes
is generated by the pick-up source. After passing through a collimation skimmer, it
enters the region between the top and middle electrodes. A probing laser intersects
the molecular beam in this region.
The spectrometer can be operated as a Wiley-McLaren time-of-flight mass
spectrometer (TOF-MS), or a traditional photoelectron spectrometer (PES), or a
PFI-ZEKE spectrometer. The MCP detector is designed for both ion and electron
detection. A wavelength dependent spectrum can be obtained by scanning the laser
while gating an integrator to the mass peak or the ZEKE electron peak. The laser
power is monitored by a fast photodiode. The light pulse from the photodiode also
serves as "zero" of the TOF spectrum.
The wholespectrometeriscontainedintheionizationchamber. The
vacuum istypically108ton. A j.t-metaltube which can enclose the whole
spectrometer is made to shield stray magnetic fields. However, it turns out that withov
-toy
+12V
Skimmer
Pulsed
Valve
MCP
Figure 2.3 ZEKE spectrometer with a pick-up source25
such a short flight tube, thet-meta1 shieldis not critical.Therefore, in most
experiments, the p-metal shielding tube is not used.
2.2.2 TOF-MS Mode
Before a ZEKE experiment, itis necessaiy to verifj the existence of the
species using mass spectrometry. Running the ZEKE spectrometer in the TOF-MS
modeoffersasimplewaytoaccomplishthistaskwithoutadditional
instnjmentation.
The principle of a time-of-flight mass spectrometer is straightforward. After
ionization, charged particles are accelerated in a static electric field. The obtained
velocity is proportional to the square root of the charge-to-mass ratio when the
initial velocity of the particlesis negligible. The particles then enter a field free
drifting region called ifight tube. After coming out of the flight tube, they are
collected by the MCP detector. The time from ionization to detection is called time-
of-flight. It is inversely proportional to the square root of the charge-to-mass ratio
of the particles.
When running in the TOF-mass spectrometer mode, the top electrode is
grounded and the voltages on allother electrodes are negative. The clusters,
complexes, and background oil molecules are ionized or dissociated at the center
between the bp and middle electrodes. Ions masses are easy to calculate according
to their time-of-flight The theoretical trajectories of the ions, TOF and resolution
can be obtained usingSIMION3(see Chapter 3 for details). A typical voltage26
settingislisted in thfirst row of Table 2.2. This combination gave the best
resolution and signal intensity.
2.2.3 PES Mode
By changing thepolarity of thevoltages and the MCP configuration
(Section 2.4), the spectrometer can be operated as a traditional photoelectron
spectrometer with a TOF electron energy analyzer. However, we do not utilize this
mode due to its limited energy resolution. The vibronic energy levels of clusters
and complexesareusuallyclosely packed duetoabundant low frequency
vibrational modes. The resolution of the traditional PES is insufficient to resolve
these closely packed vibrational progressions.Furtheimore, thereaction region
usually contains a mixture of clusters or complexes with a distribution of sizes. The
spectra due to different species may overlap. Therefore, the resulting spectmm is
most likely featureless. Even if a spectrum with separated peaks were obtained, the
assignment would be difficult without the knowledge of the parentage of the
electrons. Another problem with PES isthe existence of a large quantity of
background electrons coming from the diffusion pump oil. Even with a liquid
nitrogen trap, the background electrons typically result in a signal with similar or
largerintensitycompared to those from the clusters and complexes.
In our experiment, only one wide peak without any stnicture shows up in
the photoelectron TOF spectrum on the oscilloscope. We simply use this spectrum
to veriIr if the system is detecting electrons properly. By turning on and off the27
Top Bottom
Flight Tube MCP
Elecirode Electrode
TOF-Mass
o -ioov -250V -1.3--1.6kV Spectrometer
Tmditional
o +2 +8 1.3kV PES
ZEKE -1.OVtoOV +18V 1.3-1.6kV
Pulse: delay O.3jis3.Ojis; Amplitude 0.55.OV; Width: 0.10.5ps; DC offset:
oV.
Table 2.2 Typical voltage settings of the ZEKE spectrometer.28
pulsed valve and comparing the amplitude of the main peak in the TOF mass
spectrum, one can get an idea about the ratio of electrons from the molecular beam
and those from the background oil.
The TOF of electrons are estimated to be 200 ns based on the voltage
setting in the second row of Table 2.2 assuming an initial kinetic energy of 0.5 eV.
It is in good agreement with the observed experimental value.
2.2.4 PFI-ZEKE Mode
This is the primary function of the spectrometer. In this mode, the voltage
on the top electrode is zero and a low negative voltage is applied on the middle
electrode. When the laser fires, the spoiling field in the excitation region accelerate
the prompt electrons toward the top electrode therefore eliminates them from the
spectrometer. After a delay of 0.31 ps, when prompt electrons are expelled from
the excitation region, the unaffected long-lived neulral molecules in ZEKE states, if
any, are ionized and extracted toward the ifight tube by a negative pulse applied to
the top electrode. After drifting through the flight tube, the ZEKE electrons are
eventually detected by the MCP approximately 20 ns after the leading edge of the
ionization/extraction pulse. While the laser scans through the ionization threshold,
spectral features will be recorded corresponding to the energy levels of the cation.
A pulse generator (Systron Donner1 14A)is employed to supply the
delayed negative pulse to the top electrode. The rise Ime of the pulse is shorter
than 10 ns. To reduce the interference of the pulse to other electrodes and the29
detector, a coaxial cable is used inside the chamber to deliver the pulse. The cable
is terminated by a 50 ohm resistor on the electrode to avoid reflectance.
Typical voltage settings of the PFJ-ZEKE spectmmeter ate summarized in
the third row of Table 2.2. The timing sequence will be further discussed and
illustrated in Section 2.6. The performance and characterization of the PFI-ZEKE
spectrometerwillbestudiedindetailinChapter3boththeoreticallyand
experimentally.
2.2.5 Experimental Strategy
The spectrometer is first operated as a mass spectrometer with the laser
wavelength set above the ionization threshold of the sample. The signal of the
cluster or complex of interest can be identified and optimized. The voltage settings
arethenchangedforphotoelectrondetection. An importantcheckisthe
dependence of the photoelectron signal on the pulsed valve. As a rule of thumb, the
pulsed-valve dependent photoelectron signal should contribute to no less than 10%
of theoverallelectronsignalbeforeone can even consider a PFI-ZEKE
experiment.
Once this preparation is accomplished, the voltage on the middle electrode
(V2) is decreased to zero. After the polarity is switched, V2 is increased gradually
untilprompt photoelectronsaresuppressedsignificantly(This peak may not
disappear completely). V2 should be kept as low as possible to preserve the long-
livedRydberg stateclusters or complexes. The voltage on the MCP is thenincreased by 100300V, coffesponding to an increase of gain by 5 to 125 times.
Care must be taken not to overload the MCP detector or the pre-amplifler while
increasing the voltage. Then the gate of the integrator is set about 20 ns later than
the leading edge of the ionization pulse. At this point, the spectrometer is ready to
record the signal from the integrator while the laser scans through the ionization
threshold of the species of interest.
2.3MAIl Spectrometer
2.3.1Spectrometer Construction
A MAlI spectrometer typically consists of a few electrodes and a mass
analyzer. To date, two major types of MATI spectrometers have been reported. The
most popular type has the same structure of a Wiley-McLauren te-of-flight mass
spectrometer.4'
,6,The acceleration electrodes are also used as MATI electrodes.
The othertypehasa group of MAlI electrodes and aquadruple mass
spectrometer.8
We usethetime-of- ifightdesignforseveralreasons.First,TOF
spectrometer is easy to construct, maintain, and operate. Second, it doesn't have the
radio frequency (RF) interference problem as in quadruple mass spectrometers. The
third reasonistheflexibility of a TOF mass spectrometer.Itallows us to
significantly improve the perfomiance of the present MATJ specimmeter. This
point will be discussed in detail in Chapter 6.31
A 3-D close-up diagram showing thestructureinsidethe chamber is
illustrated in Figure 2.4. The spectrometer consists of four electrodes in series and a
129 cm flight tube. The axis of the spectrometer is coaxial with the molecular
beam.
The spectrometer can be operated as a regular TOF mass spectrometer or a
MAT! spectrometer. The vacuum of the spectrometer is typically in the range of
1 O- 1 Otorn A set of multichannel plates are used for ion detection. The signal
readout system is the same as that of the ZEKE spectrometer.
2.3.2 TOF-MS Mode
In this mode, the voltages are set such that cations are accelerated from one
region to the next The laser wavelength is set above the ionization threshold of the
species of interest It intersects the molecular beam between the first and second
electrodes. The cations are accelerated into the flight tube, where they drift freely
for about 1.3 m before detected by the MCP. The time-of-ifight of the particle is
taken as the time from ionization to detection The voltage settings are listed in the
first row of Table 2.3. The voltage on the first electrode is kept positive to prevent
thecationsdirectlygeneratedin thelaserablationsource from entering the
spectrometer. The performance of the spectrometer will be discussed in detail in
Chapter 3MCP Flight Tube IV III II I Na Rod
Figure 2.4 MATI spectrometer with a laser ablation source.
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TOF-MS 40V 20V 0 -350V-1600V
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-1.6kV
DC MAlI15 20V 0 -350V-1600V-1.6--
18V -1.8kV
PFI-MATI-2.-SV 0 Pulse* -350V-1600V-1.6
-1.8kV
Pulse: delay 2.5 5 ps; Amplitude 5 -20V; Width: 1.5p.s; DC offset: OV.
Table 2.3 Typical voltage settings of the MAll spectrometer.34
2.3.3 MA TI Mode
In the MATI mode, the voltages are set such that the field between the first
two elecirodes (RegionI,termed as excitation region)isretarding for cations
whereas all subsequent fields are accelerating. The field between the second and
third electrodes (Region II, termed as ionization/extraction region) can be either DC
or pulsed. The laser intersects the molecular beam in the excitation region. Prompt
ions are expelled or retarded by the DC electric field. Neutral molecules in long-
lived Rydberg states, if any, are not affected by this field. They keep flying at the
original group velocity of thecluster beam and enter theionization/extraction
region, where a stronger field is present. The Rydberg state species are then field
ionized in this region. The resulting cations are exiracted and accelerated toward
the flight tube. After drifting for1.3m, they are detected by the MCP.
The MATI spectrometer can work either in DC or pulsed mode. In the DC
mode, the ionization/extraction field in Region II is kept constant all the time. The
effective delay of the field ionization equals the drift time of the neutral species
from the excitation region to ionization/exlmction region This method suffers in
mass resolution because of the low drifting speed of the clusters in the excitation
region. In the pulsed mode, the ionization/extraction field is switched onaftermost
of the molecules in ZEKE states driftintothe second region The front of the
particle beam experiences a shorter acceleration distance than the back of the gas
pulse. This pulse effectively squeezes the gas pulse in space, resulting in a shaiper
and stronger MATI peak in the TOF mass spectrum. In practice, this can improvethe intensity and decrease the width of the peak by a factor of 3 while not affecting
the total number of ions detected. Another merit of the pulsed mode is that the
leading edge of the extraction pulse can be used as the timezeroof the time-of-
flight spectrum. This feature makes the time to mass conversion easy. In contrast,
in the DC mode, the moment when the laser fires has to be used as timezero. Thus
the drifting time of a few microseconds in the excitation region must be calculated
and subtracted from thetotal TOF before one can make the time to mass
conversion. And unfortunately, this drifling time cannot be calculated accurately.
2.3.4 Experimental Strategy
The spectrometer is first run as a mass spectrometer. The wavelength of the
laserisset above the ionization threshold of the species of interest. Then the
species isidentified in the mass spectrum and the signalis optimized through
adjustment of the timing and position of the pulsed valve and the lasers.
Next, the voltage on the first electrode is decreased to be the same as that on
the second electrode. Now in the mass spectrum, only pulsed-valve dependent
peaks are left because background ions, without field acceleration in the excitation
region, don't have the necessaiy group velocity to drift into the second region. If
the pulsed valve dependent peaks are decreased more than 50% while reducing the
voltage on thefirstelectrode,itis an indication that the pulsed valve is not
operating properly. This problem must be solved before going to the next step.36
At this moment, the flight time of the species should be recorded since it is
identical to the time of the MATI signal. After setting the gate of the integrator to
this flight time, the voltage on the first electrode is decreased further until the teak
of interest disappears or moves completely out of the gate of the integrator. The
peaks of heavier species may still be present in the mass spectrum.
Now one can start scanning the laser across the threshold of the species of
interest and monitor the signal in the mass spectnnn. Once the MAlI peak is
found, one can fix the laser wavelength and then connect electrode 3 to the pulse
generator. The timing of the pulse needs to be adjusted to optimize the MATI
signal. The electric pulse will improve both fr signal intensity and width. Now the
conditions of the MATI spectrometer in the pulsed mode are optimized for data
collection.
2.4Ion and Electron Detectors
In both the ZEKE and MATI spectrometers, multichannel plates are used to
detect the ion or electron signals. The MCP assembly in our experiment is a
Chevron design, in which two multichannel plates are stacked onto each other with
opposing channel directions. The resulting gain is 106 i07under bias voltage of
1.3 - 1.6 kV. Figure 2.5(a) shows the circuit diagram of the MCP dedicated for ion
detection in the MATI spectrometer. A series of resistors form a voltage divider
and supply equal voltages to the two plates. The overall resistance is chosen so that
the resistors do not draw much current from the power supply, but they are still37
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Figure 2.5Circuit diagrams of the MCP for (a) ion detection (b) electron/ion
detection.38
much smaller than the resistance of a channel plate, which istypically a few
hundred mega-ohms. A capacitor is connected to each of the three electrodes that
sandwich the two multichannel plates to filter out ripples of the high voltage power
supply. All electronic components shown in Figure 2.5are installed physically
close the MCP to avoid picking up excessive electronic noise.
The voltage divider ensures that the voltages across the two plates are equal
and easy to control. In practice, there is an alternative configuration in which the
voltage on the MCP is divided according to the resistance f the channel plates. In
this case, the resistance of the two plates must be matched well, otherwise the plate
with a higher resistance may be broken down in operation and the remaining one
will subsequently be destroyed if the resistance of the broken plate becomes
significantly smaller.
In the ZEKE spectrometer, the detector circuit is modified so that it can be
used for both ion and electrondetection,as shown in Figure2.5(b).The
configurations can be switched outside the chamber by simply exchanging the high
voltage and ground connectors on the flange with feed-throughs. C4 and R6 form a
high pass ifiter to block the high DC voltage for electron detection. Great care was
taken to avoid the inference from the delayed electric pulse. Shielded coaxial cables
were used to supply the ionization pulse or to transfer the signal. The shields of the
cables were grounded on both ends. The cable transferring pulse was terminated
properly.39
2.5Cluster Source
2.5.1 Background
Generation of clusters in the gas phase is a niijor challenge in the study of
metal clusters and their complexes. In 1981, Smalley's group used a laser ablation
source to generate supersonically cooled metalclusters.9This success led to a rapid
expansion of studies of refractory metal clusters. A few yeats later, Schulz's group
invented a pick-up source using an oven and a pulsed flJiS source
produced sodium complexes efficiently. Nowadays, those two types of sources are
the most widely employed in cluster research:clusters of refractory metals are
usually generated by laser ablation, while clusters of soft metals (e.g. Li, Na, K
etc.) can be produced by either laser ablation or pick-up source. In both cases,
supersonic cooling plays an indispensable role. It helps to cool down the rotational
and vibrational temperatures of the cluster beam. The spectra of clusters usually
have complicatedfeaturesduetoabundant low-frequency vibrational modes.
Supersoniccoolingsuppresseshothandsandnumerousrotationalproffles
significantly so that the main features of a spectwm can stand out Details of the
supersonic molecular beam are reviewed in Ref.12. In practice, a supersonic
molecular beam can be either continuous or pulsed. We choose a pulsed design
because of the high particleintensity, low gas load and low noise offered by
synchronization.40
2.5.2 Supersonic Molecular Beam
In our experiment, a pulsed valve (General valve, series 9) is used for
supersonic expansion. A homemade driver is used to provide the strong current
pulse to the valve. The urcuit schematic is illustrated in Figure 2.6.. It is basically a
current amplifier. The transistor (MJ423) is capable of providing a current of 1OA.
A heat sink is attached to the transistor to dissipate the heat during operation.
A profile of the molecular beam is shown in Figure 2.7. The top panel
shows the proffle of NO ions seeded in helium at 1 atm. It was taken with the
sodium rod in place in a laser ablation setup, so it represents the proffle of the
carrier gas. The bottom panel illustrates the profile of sodium ions seeded in helium
under the same condition. The stagnation pressure is read from a pressure gauge
(Omega DP25.-S). A typical pressure is 13 atms for helium and argon, and up to
9 atms when ammonia is usei The vacuum in the source chamber is typically
1 06 1 oton when the pulsed valve is in operation.
2.5.3 Laser Ablation Source
The ablation source consists of a rotating and translating sodium rod,
mounted tangent with the nozzle of the pulsed valve. Figures 2.1 and 2.4 illustrate
the design of the laser ablation source. A growth channel is not necessary in our
experiment because we are not studying large clusters. In fact, for small clusters,
thegrowth channelimpairsthecoolingefficiency by reducingtheeffective
stagnation pressure during supersonicexpansion.'3The sodium rod is attached to aPulse In, from D(
vcc
Figure 2.6 Circuit diagram of the pulsed valve driver.
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Figure 2.7 Proffle of the molecular beam from the laser ablation source. The
stagnation pressure is 760 ton in both cases. The proffle of NO is taken with the
sodium rod in place, so it represents the profile of the carrier gas.43
step motor and positioned close to the nozzle of the pulsed valve. The 532 tim
output of a Nd:YAG laser is used as the ablation source. A lens with a relatively
long focal length is used to converge the laser beam loosely onto the rod.
Without the carrier gas, laser ablation of the sodium rod creates a fast
plasma signal. The pulsed helium gas suppresses the plasma, and generates cold
sodium clusters. Both charged and neutral clusters are present. An electrode with a
positive voltage was used to eliminate the interference of charged clusters. Only the
leading edge of the helium pulse participates in the foimation of clusters, so the
proffle of sodium ions in Figure 2.7 is much sharper than that of the gas pulse.
The generation of clustersissensitivelyaffected by thelaser power,
intensity and ablation position. Typically the laser power was 510 mJ/pulse. The
wavefront of the laser is kept uniform and clean. Usually an ablation point close to
the pulsed valve nozzle gave the best cluster beam. Helium was used as the cooling
gas. It turns out that a high stagnation pressure is not necessarily beneficial and
generally 1 -' 2 atms is optimal.
The sodium rod is made by melting sodium in mineral oil at 95°C and
extracting the molten metal through a copper tube. A stainless steel rod with a pin
attached at the end of the molten sodium forms a uniform rod with a stainless steel
core. The stainless steelpinis then detached from the extraction rod, and one end
of thepinis used for mounting of the soft sodium rod.
Figure.8 illustrates a mass spectrum of the sodium monomer and dlimer
generated by the laser ablation source. A new sodium rod is usually cleaned by4
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Figure 2.8 TOF Mass spectrum of Na clusters generated by the laser ablation
source.45
ablation for half an hour after installation, and the resulting mass spectrum showed
no detectable impurities.
2.5.4 Pick-up Source
An oven-based pick-up sourceis used in the experiments involvingNa2and
NaNH3. The design shown in Figure 2.2 follows that of References 10, 11 and 14.
The sodium oven is a stainless steel cylinder with a sealed bottom. A cap with a 12
mm long neck can be threaded into the top of the oven. A few caps with different
nozzle diameters are available.In the experiment, the nozzle with a 0.6 mm
diameter was the most often used. The oven was heated by a coiled heater with a
resistance 50 ohms. A variac set at 2530 V provides AC power to the heater. The
temperature is stabilized by a controller (Omega, CN370). When the temperature is
lower than 400°C, clogging of the oven nozzle is not a problem, but when it is
higher, the nozzle must be heated. The nozzle heater (not shown in Figure 2.2) is a
homemade copper block which can be clamped onto the neck of the oven. A
cartridge heater is inserted into a socket in the block. The socket is then clamped by
tightening a screw to ensure proper thermal contact. An OFHC (Oxygen-flee High
Conductivity) copper braid is attached to the leads of the cartridge heater to avoid
overheating. Both the oven and the heater are encapsulated in a small chamber
which holds the whole heating assembly. The whole assembly is mounted so that
the nozzle of the oven is 5 mm under the molecular beam and 5 mm down stream
from the nozzle of the pulsed valve. Typically 0.50.7 g sodium is loaded in theoven.It occupies less than half of the oven volume. Overloading may cause
overflowing or clogging during heating.
The pick-up source works efficiently in generating Na.(NH3). Figure 2.9
shows a mass spectmm obtained with this pick-up aurce. Complexes with n = 22
are observed in the spectmm.
2.6System Timing
2.6.1Timing Diagram
The whole system mns in a pulsed mode with a 10 Hz repetition rate. The
timing sequence is illustrated in Figure 2.10. The master clock is provided by a
programmable timing board (CIO-CTR 10) installed in the computer. The electrical
trigger controlling the pulsed valve usually comes first If the laser ablation source
is used, the ablation laser is triggered right after the trigger to the pulsed valve. The
step motor rotates the sample rods for one or several steps thereafter. About 200 ps
after ablation, when the molecular beam reaches the excitation region, the probe
laserfiresandexcitesthesample.InaPFI-ZEKEexperiment,the
ionization/extraction pulse comes 300 us 1jis after the excitation so that prompt
electrons have enough time to escape from the excitation region. In PFI-MATI, this
delay is longer,typically35 jis. The delayed pulse has to wait until Rydberg
state molecules enter the ionization/extraction region. The duration between47
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Figure 2.10 Timing diagram of a PFI-ZEKEIMATI experiment.49
ionization and detection (either field ionization in ZEKE/MATI or photoionization
in other modes) is taken as the time-of- ifight of the charged particles.
2.6.2 Implementation
A Visual Basic® program named "Picomotof' sets all the parameters for the
timing board, which provides the master clock and conirols the rotation of the step
motor. The parameters such as repetition rate of the master clock, rotation direction
and speed of the step motor can be set in the main panel of this program.
With the master clock from the timing board providing the trigger pulse,
one or two delay generators (SRS DG535) are employed to control the system
timing. The typical settings of the delay generators are listed in Table 2.4.
When the ablation laser is not in use, only one delay generator is needed.
Either OSC or C)tput 1 of the timing board can be used as the master clock. The
program can be closed after it sets the repetition rate (always 10 Hz). Output A and
Bof the delay generator are used to trigger the lamp and Qswitch of the Nd:YAG
laser. The channel labeled "CfLD"supplies the pulse to the pulsed valve. The
delay and width of the pulsed valve are determined by the settings ofChannels C
and D. When the laser ablation source is used, an additional delay generator is
needed. Channels A andBof the second delay generator are used to trigger the
ablation laser. Now the timing board also controls the rotation and translation of the
step motor, in addition to supplying the master clock. The internal logic of the
timing board programmed for this purpose and the timing diagram of the control50
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Table 2.4 Typical settings of the delay generators.51
signal are depicted in Figure 2.11. OSC of the timing board is used as the master
clock. It triggers Counter I via is gate (Gate 1). Output I supplies a pulse with a
variable width to the gate of Counterwhich is set to be level-triggered. It keeps
genemting pulses while the input on Gate 2 is high. Output 2 of the timing board
supplies the trigger pulse to the step motor and makes the step motor move. The
speed of the step motor is controlled by the number of the pulse series from Output
2 after each laser pulse, which is determined by the width of the pulse from Output
1. The direction of rotation of the step motor is contmlled by the digital output port
DOl.
2.7Signal Manipulation and Data Acquisition
Figure 2.1 also illustrates the schematic of the signal manipulation and data
acquisition system. The signal coming from the MCP goes into a wideband pre-
amplifier(SRSSR240),whichhasfourindependentchannelswithx5
magnification.Usually two channelsareconnected inseriestoachieve x25
magnification. The fastest signal encountered in our experiment is on the order of
10 us (FWHW).The amplifier has a bandwidth of 300 MHz, fast enough to
amplify the signal fiüthfIilly.
The output of the amplifier is displayed on an oscilloscope (T'ektmnix,
TDS32O). A Visual Basic® program named Masspect 2.0 can download the
waveform from the oscilloscope to the computer via GPIB (general programmable
interface board) and perform some initial data analysis such as peak marking,Oscillator Frequency OSC. 10 Hz Pulses
Divider (Master Clock) to
Delay Generator
Counter 1
Oiitl
Tnmng
Board Counter 2L____-___4__to Step Motor LJ()iit2(Iiig1)
lOOms
ims
-fli
DOl; to Step Motor
(Direction Conirol)
Figure 2.11Internal logic of the timing board and the timing diagram.
Osc.
Outi
Out2
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overlapping, and zooming. The output of the amplifier also goes into a gated
integrator (SRS, SR250), and the output of the integrator is connected to the A/D
converter. Signal averaging is performed in the software, so the 'zverage" flinclion
of the integrator is not used. Typically two integrators are used to simultaneously
record the signal and the laser power or another mass channel.
A Visual Basic® program named Control 2.0 contitAs the system timing,
laser operation, data acquisition and initial data analysis. Figure 2.12 shows the
main panel of thesoftware.Inthispanel,thegraphicalareadisplaysthe
experimental results. Thetoppart of the main panel exhibits the current wavelength
of the dye laser and the signal intensity from channel 1 and channel 2. Thetopright
part lists the settings of the experiment The values can be edited in thepop-up
dialog box Parameters activated by the menu item Option / Parameters. The
buttons on the right of the main panel contain three major operational modes of the
system: scan, read and E-dependence.
The scan mode is the major function of this software. In this mode, the
program scans the laser across a pre- defined spectral region. The data from the
integrators are read and displayed on the graph panel. This subroutine is activated
once the Scan button is pressed. The parameters starting wavelength, ending
wavelength, interval and number of average should be set before this action.
In the read mode, the laser wavelength is fixed. The program reading data
on both channels. The variation of the signal versus time is displayed. This function
is useful to adjust the setting of the integrator and to monitor the signal stability.54
Figure 2.12 Main panel of the control softwareThe ftinction E-dependence is programmed to check the power dependence
of the signal. In this mode, the signal to be checked goes into Channel 0 of the A/D
board. The laser diode signal which is proportional to the laser power is sent to
Channel 1. Once the button P-dependence is pressed, the program reads both
channels while the operator changes the laser power continuously. The data are
displayed as scattering points in the graph panel: the vertical axis represents the
electron or ion signal and the laser power corresponds to the horizontal axis.56
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Chapter 3 Performance of the ZEKE and MATI Spectrometers
3.1Introduction
The experimental setup of the ZEKE and MATI spectrometers has been
depicted in the previous chapter. In this chapter, we will study the performance of
the spectrometers using sodium atoms. The ZEKE and MATI spectra of sodium
monomers should contain one peak, corresponding to the lowest ionization
threshold of sodium atoms. The ionization threshold, energylevels1and lifetime of
the Rydbergstates2of sodium atoms are known in the literature. The simplicity of
the spectra is ideal to demonstrate major features of the spectrometer and to reveal
important experimental conditions. In the following, the spectrometer will be first
characterized using a simulation program calledSIMION.3Experimental results
will be discussed thereafter.
3.2Simulation
3.2.1 ZEKE Spectrometer
We first used SIMION to obtain some basic features of the ZEKE and
MATI spectrometers. This software was initially developed at Los Alamos
National Laboratory to simulate the flight of charged particles in electromagnetic
field. In SIMION, electrodes are modeled as potential arrays in a 3-Dspace. The
electrical field is calculated by solving the Laplacian Equation iteratively with the58
electrodes serving as boundary conditions. The trajectories of charged particles can
be computed thereafter including charge-charge interactions.
In the design of a spectrometer, resolution and collection efficiency are two
of the most crucial concerns. Our PFI-ZEKE spectrometer has the same structure as
that of a traditional photoelectron spectrometer. The resolution of a PES depends
on the voltage settings of the electron optics. Typically the higher the voltage on
the flight tube, the lower the resolution. In our case, voltages between 8 to 1 8V are
applied on the flight tube. This results in a high collection efficiency and a poor
resolution for a traditional PE spectrometer. Figure 3.1(a) shows the collection
efficiency of the ZEKE spectrometer in the PES mode. The voltage settings follow
the second row of Table 2.1. All electrons in a cone of 35° can be collected
assuming an initial kinetic energy of 0.5 eV, so the collection efficiency is 10%.
Since the only purpose of the PES mode is to check the wiring of the spectrometer
for electron detection, its performance was not optimized for resolution.
The resolution of PFI-ZEKE is determined by the linewidth of the
excitation source and the strength of the spoiling field and the extraction pulse
(section 1.3). A higher voltage on the flight tube leads to a higher collection
efficiency. Figure 3.1(b) gives the trajectory of the ZEKE electrons. In an ideal
environment, the collection efficiency is 100% for these ZEKE electrons. In reality,
the collection efficiency is affected by stray fields, collisions with the residual
gases, and non-unity transmittance of the meshes. The ultimate efficiency can be59
lowered down to50%.This is to be compared with a typical collection efficiency
of 1% in a traditional photoelectron spectrometer.
To verify the species of interest, The PFI-ZEKE spectrometer is usually
first run as a TOF-MS. In this mode, after photoionization, cations still carry the
original velocity of the molecular beam. While these ions are being accelerated to
and sent through the flight tube, they maintain that transverse velocity and move
perpendicular to the flight axis. The overall transverse displacement is proportional
to the time-of-flight of the particles inside the spectrometer. Thus, the voltage on
the fight tube must be high enough to make the horizontal deflection insignificant
so that these ions can arrive at the detector. However, a high voltage on the flight
tube typically decreases the resolution of the mass spectrometer.
Figure 3.1(c) illustrates the trajectory of sodium ions simulated using
SIMION. The voltage settings follow the first row of Table 2.1. The time-of-flight
is 2.084 ps, and the displacement from the axis at the detector is 3.23 mm,
assuming a group velocity of1500m/s for the molecular beam. During the
experiment, we usually set the laser beam 36 mm upstream from the axis of the
spectrometer so that the ions will hit the center of the MCP. The spectrometer has a
high collection efficiency because of the short length and the large diameter of the
flight tube. Assuming a diameter of 3 nmi for the laser spot and a mass of 100 amu,
the width of the mass peak in the time-of-flight spectrum is 14 ns and the mass
resolution m/m is approximately 150.(a) Trajectory of electrons in the PES mode.
(b) Trajectory of ZEKE electrons in the ZEKE mode.
(c) Trajectory of sodium ions in the TOF-MS mode
Figure 3.1 Simulation of the ZEKE spectrometer in SIMION.rii
3.2.2 MA TI Spectrometer
The MATI spectrometer is co-axial with the molecular beam. Therefore, the
time delay between photoexcitation and field ionization is equal to the drift time
determined by the velocity of the neutral molecular beam. When the stagnation
pressure of the helium carrier gas is 1 atmosphere, the beam velocity is measured to
be 1500 mIs. The distance from the center of the excitation region to the entrance of
the ionization/extraction is 5 nmi. The particles at Rydberg states will fly from the
first to the second region at the speed of the original group velocity, so the delay is
approximately 3.3 ps.
The MATI spectrometer has a much longer flight tube than the ZEKE
spectrometer. The mass resolution depends on the laser spot size and the voltage
settings of the ion optics. High resolution requires a low voltage on the flight tube
and long flight time. However, if the voltage is too low, the ions will suffer a big
loss during the flight. The resolution is also affected by the size of laser spot. For
the MATI spectrometer, this is of special importance because the particles have to
drift for a certain distance at low speed before ionization. In practice, we usually
employ a cylindrical lens to squeeze the width of the laser spot along the axial
direction of the flight tube in order to improve the resolution.
The performance of the spectrometer is simulated using SIMION. The
spectrometer is modeled as shown in Figure 3.2. According to the simulation, the62
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Figure 3.2 Geometry of the MATI spectrometer modeled in SIMION. Top:
injection region. Bottom: Exit and detection region. The middle part of the long
flight tube is not shown.63
time-of-flight of sodium ions is 13.118 Jis. Assuming a diameter of 3 mm for the
laser spot and mass of 100 amu, the width of themass peak in the time-of-flight
spectrum is 50 ns and the mass resolution rn/Am is approximately 140. While in
DC MAT! mode, the resolution is essentially determined by the size of the laser
spot because of the low drifting speed of the clusters. After using a cylindrical lens,
the width of the laser spot is reduced to approximately 0.5 mm and the resolution
rn/Am is approximately 30 at mass 100 amu. The pulsed ionization/extraction field
improves the mass resolution significantly because of the space focusing effect. In
the PFI-MATI mode, the resolution is increased to 200 near 100 amu. Taking the
rise edge of the ionization pulse as time "zero", the time-of-flight of sodium atoms
is 13.00 ji.s based on the simulation.
3.3ZEKE Spectra of Na
An important property of ZEKE spectroscopy is that the resolution is
determined by the spoiling field and the ionization/extraction field. As we
explained in Chapter 1, the width of the ZEKE peak corresponds to the "thickness"
of the Rydberg states sliced by these two fields. The resolution can be estimated by
Equation 1.1. To quantitatively characterize the performance of our ZEKE
spectrometer, we studied the ZEKE spectra of sodium atoms under different
voltage settings. The results are shown in Figures 3.3 and 3.4. In Figure 3.3, The
spoiling field is kept constant while the field strength of the ionization/extraction
pulse is varied. The delay of the ionization/extraction pulse is fixed at 1 jis and thebO
rJD
N
_A_
4142041430414404145041460
v(cm5
Figure 3.3 ZEKE spectra of sodium under different ionizationlextraction fields. The
graph legend shows the strength of the extraction/ionization fields..'-4
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Figure 3.4 ZEKE spectra of sodium under different spoiling fields. The graph
legend shows the strength of the spoiling fields.width of the pulse is kept at 0.5p.s. The adiabatic ionization threshold is marked in
the spectrum. The ZEKE peak is shifted to the lower energy because of the field-
ionization by the spoiling field. With the decrease of the ionization/extraction field,
the low energy edge of the peak shifts to a higher energy. The signal resolution is
increased at the cost of lower signal intensity. The highest resolution we obtained is
about 1 cm1. In Figure 3.4, the ionization'exlraclion field is kept constant while the
spoiling field is varied. With the increase of the spoiling field, the high energy edge
shills to a lower energy, which also results in a higher resolution.
Fmm Figure 3.4, the value of theaconstant in Equation 1.1can be
determined.4Due to the weak spoiling field strength, the contribution of any stray
field must be considered. Therefore, the spoiling field is taken as a vector sum of
the stray field V and the applied offset field V0. Equation 1.1 can be rewritten as
Av(cm')= ctJV0(V/cm)-W3(V/cm) (3.1)
where Av is the shift of the ionization threshold due to an external field. Using a
fixed ionization puise thereby fixing the lower energyedgeof a ZEKE peak, we
measured the shift of the higher energy edge with the applied offset field, and a plot
ofAv2vs.V0is shown in Figure 3.5. From the intercept, the stray field is
determined to be -0.16 V/cm. The constantais determined to be 5.1, indicating
that both adiabatic and non-adiabatic fieldionization existed in the excitation
region. The stray field was critically dependent on the wiring condition of the
electmdes and the vacuum of the chamber, so its value drifted over a long period of2.0
1.5
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>
0>
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Figure 3.5 Effect of electric fields in the excitation region (V + V0)on the shift of
the ionization threshold of Na.time. During the experiment,it was discovered that the value of the resonant
offset field was directly proportional to the voltage on the flight tube. Therefore,
the primaiy source of the stray field was identified to be the leaking voltage from
the flight tube.
3.4MATI Spectra of Na
Similar to ZEKE spectroscopy, the resolution of MAlI is also determined
by thestrengthof thespoilingfieldandtheexcitation/ionizationfield.To
quantitatively characterizethespectrometer, we studied the MATI spectra of
sodium atoms with different voltage settings and the results are shown in Figures
3.6 and 3.7. All of the fields are DC. The voltage settings are shown in the graph
legend. These three voltages determine thestrength of thespoilingfield and
exlraction/ionization field.
InFigure3.6,thespoilingfieldiskeptconstantwhilethe
ionization/extraction filed is varied. The same trend in the ZEKE spectra is also
observed in the MAlI spectra since MATI and ZEKE essentially provide the same
spectral information of the species. As in ZEKE, the resolution is determined by the
spoiling field and the ionizationfield. The highest resolution we obtained with
sodium atoms was 2 cm1. Figure 3.7 illustrates the MAlI spectra of sodium atoms
with a fixed ionization/extraction field and different spoiling fields. Similar to the
corresponding ZEKE spectrum in Figure 3.4, the high energy edge of the peak
shills to low energy when the spoiling field is increased.Compared to ZEKE, MATI has its strong and weak points. The MATI
signal is obtained by gating the integrator to themass peak of interest while
scanning the laser. Thus, in addition to the spectral feature of the species, MATI
can determine the identity of the species by the additional mass information.
Moreover, multiple mass channels could be monitored simultaneously, which
enables the studies of dynamic processes accompanied by masschanges.5'6'7'8
The high energy edges of the sodium signals in Figures 3.6 and 3.7 are
shifted to a lower energy due to a stronger spoiling field in MATI than in ZEKE
spectra in Figures 3.3 and 3.4. Because ions are much heavier than electrons,
stronger spoiling fields are necessary to separate prompt ions from Rydberg state
particles. However, a strong spoiling field may destroy high Rydberg states which
serve as the basis of ZEKE and MATI spectroscopy. This is a common drawback
of MATI which limits its application tosome extent. A solution to this problem
will be presented in Chapter 6. Nevertheless, the additionalmass information in
MATI still makes it attractive, especially in the study of clusters, wheremass
information is not a luxury but a necessity.
3.5Summary
In this chapter, we have studied the performance of the ZEKE and MATI
spectrometers using sodium as an example. Major features of ZEKE and MATICl)
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Figure 3.6 MATI spectra of Na under different ionization/extraction fields. The
graph legend shows the strength of the ionization/extraction fields..-
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Figure 3.7 MATI spectra of Na under different spoiling fields. The graph legend
shows the strength of the spoiling fields.72
spectroscopy are illustrated and a number of important parameters of the
spectrometers such as resolution, stray field and the value of the a constantare
measured. The highest resolution is 1 cm' for the ZEKE spectrometer and 2 cm_i
for the MATI spectrometer. These resolutionsare higher by one to two orders of
magnitude than those of traditional photoelectron spectrometers. Using ZEKEor
MAT!, we can then resolve the vibrational structures of small clusters.73
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Chapter 4 ZEKE/MATI Spectra of Sodium Dimer
4.1Introduction
4.1.1 Background
Alkali metal clusters are among the most widely studied species in cluster
science.
1,2,,They often serve as model systems for the study of the transition
from atoms to bulk materials, both theoretically and experimentally. Each alkali
atom has only one valence electron, thus alkali clusters have relatively a small
number of valence electrons and they are the "simplest" clusters compared with
other metals. On the experimental aspect, alkali metal clustersare relatively easy to
produce. Traditionally they are formed from the aggregation of alkali metal vapor
in a sealedcell.5Later, a source based on an oven with an orifice wasdesigned.6
The adiabatic expansion of metal vapor from the orifice producesa cooled and
collimated cluster beam. Alkali metal clusters can also be produced via laser
ablation.7To achieve a better cooling efficiency, alkali metal clusters are often
seeded in supersonically expanded carrier gases. Moreover, alkali metalscan be
excited or ionized readily by commercially available dye laser systems. These
properties make alkali metal clusters the favorite subject of many groups.
The work on small alkali metal clusters, in particular, alkali dimers, is
further stimulated by the success of laser cooling and realization of Bose-Einstein
condensation. By applying photoassociative spectroscopy to laser cooled alkali
dimmers,Stwalley and co-workers obtainedaccurateinformation on the75
dissociation energy of sodiumdimer,8long range interactions of potassium
dimer,9"° and potassium atomicradiativelifetime.11These studies provide the
crucial information for the understanding of ultracold atoms.
4.1.2Theoretical Approaches
Several theories have been developed to describe the electronic and
geometrical structures of large aggregates of alkali metals. A semi-classical
approach called the ellipsoidal shell model was first proposed by Knight andco-
workers.12'
13In this model, clusters are approximated by ellipsoids and the
positions of individual atoms are neglected. The valence electronsare assumed to
move in an ellipsoidal harmonic-oscillator potential. This model works well in
predicting a few properties of simple metal clusters, including relative abundance,
ionization potentials, electron affinities and optical absorption spectra. However, it
doesn't provide any information about the equilibrium geometry of the clusters.
The details of the electronic states and internal vibrations cannot be deduced from
this model. Several jellium modelsare also available.14'
15Again, the positions of
individual atoms are neglected.
Ab initlocalculations, on the other hand, can provide equilibrium
geometries of the clusters and the energies of the electronic excited states.
Therefore, the calculation allows the assignment of the cluster geometry to the
measuredfeatures.Bonaäé-Kouteck3etal.did asystematictheoretical
investigation on sodium clusters.'6'
17For a given size, they calculated theth
frequency and oscillator strength of the electronic transitions for different isomers.
By comparing calculated and observed depletion spectra, theywere able to
determine the geometry of these clusters. In spite of the generally assumed mobility
of the atoms in the alkali metal clusters, they found that the spectroscopic
characteristics of the small sodium clusters strongly dependon the conformation of
the clusters. However, for some clusters, the comparison cannot leadto definite
conclusion. The temperature effect makes the situationmore complicated. The
authors stated that because of the existence of the energetically closely lying
isomers, vibrational resolved spectra would be desirable to clearly determine the
equilibrium geometry of the clusters.
4.1.3 Experimental Efforts
A variety of experimental methods have been applied to the study of alkali
clusters. The ionization potentials of sodium clusterswere measured by the
pioneering work of Robbinset al.'8and Fosteret al.5With a monochromized Hg-
lamp and a quadruple mass spectrometer, Herrmannetal.obtained the
photoionization efficiency (PIE) spectra of sodium clusters with n=2 to 14,6,
19from
which more complete and precise values of the ionization potential of sodium
clusters are determined. A few general rulescan be deduced from the variation of
the ionization potentials with cluster size. As the cluster size increases, the
ionization potential decreases and approaches to the work function of the bulk
material. A dip in the potential curveversuscluster sizes at n=8 is believed to77
indicate the close shell structure of Na8. However, the absence ofany resolved
structure limits the information which a PIE spectrum can provide. No vibrationally
resolved spectra have been reported for n> 3.
Resonance enhanced multiphoton photoionization (REMPI) and laser
induced fluorescence (LIF) are powerful spectroscopic methods. They have been
applied to obtain high resolution absorption spectra of several molecules. However,
intrinsic difficulties arise from the ultrafast decay of the intermediate states of these
species.20' 21 The absorptionspectra of small sodium clusters were obtained by
Knight and co-workers13'
22and Kappes and co-workers23 using depletion
spectroscopy. Haberland et al. made important improvement in controlling the
temperature of the clusters in a depletion experiment.24 Clearly separated
absorption lines are observed in cold clusters with T35K. When combined with
ab initio calculations, these spectra make it possible to determine the equilibrium
geometry of the clusters, though some ambiguity stillexists.'7
The invention of ZEKE photoelectronspectroscop5provides a new
method to study the spectra of metal clusters with unprecedented high resolution.21'
26, 27The additional mass analysis ability in MATI28 makes this method even more
attractive for studies of clusters.29' 30, 31 Gerber and co-workers studied Na3 with
ZEKE and obtained the first vibrationally resolved cation spectrum of individual
clusters.21 Two vibrational progressionsare observed and are assigned to the totally
symmetric vibration A1' and the doubly degenerate mode of E' symmetry. The fully
resolved vibrational spectrum confirms the D3h symmetry of Na3. With the78
femtosecond pump-probe technique in combination with ZEKE spectroscopy and
ion TOF, Gerber and co-workers further studied the real-time dynamics of
multiphoton ionization and fragmentation of Na3 in various excited states.32' 20
Three-dimensional wave packet motion in the excited B state and the ground state
were observed.
A number of metal clusters have been studied by ZEKE and MATI
spectroscopy. However, most of these studies are still focused on small clusters, in
particular, metal dimers.33 Vibrational spectra of the cationsare obtained with high
resolution. These studies serve as good test eases for thisnew spectroscopic
method, in improving the experimental technique and in revealing its physical
essence. A good example is the work on MAT! spectroscopy of silver dimer, in
which non-Frank-Condon behavior in the MATI spectrumwas observed.30 This
result represents a general feature in MATI spectroscopy.
Tn this chapter, we apply both ZEKE and MATI spectroscopy on small
sodium clusters. As our initial step towarda more general study on metal clusters,
we choose sodium dimer as the first subject. The vibrationally resolved ZEKE and
MAT! spectra of the dimer will be presented. Two dynamic processes, associative
formation of Rydberg state species and plasma trapping of hot electrons,are
observed and studied in detail. Our investigation leads to a better understanding of
the physics of ZEKE and MAT! spectroscopy. Limitations and caveats in
application of the technique will also be discussed.79
4.2Experimental Details
The experimental apparatus has been described in detail in Chapter 2.
Briefly, sodium was vaporized either through laser ablation ofa pure sodium rod or
heating of a sodium oven up to 400 °C. In bothcases, helium from a pulsed valve
(General Valve, series 9 with a low resistance coil)was used to assist nucleation
and supersonic cooling.
The MATI spectrometer was coaxial with the cluster beam. In the case of
Na2, only DC voltages were used for all electrodes. The decreasedmass resolution
posed no problem because of the simplicity of themass spectrum. Due to leakage
of the stainless steel meshes on the electrodes, clusters experienceda slow ramp of
field strength as they move from Region I to Region II (see Figure 2.4). The
distance betweenE1andE2was 9.92 mm, and the distance between E2 andE3was
12.04 mm. The resulting field strength in Region I was 5.0 V/cm, and in Region II
was 16.6 V/cm.
The ZEKE spectrometer was located directly beneath the ionization region
perpendicular to the molecular beam. The delayed electric pulsewas applied to the
top electrode surrounding the excitation region where a small DC field, termed
"offset" field, was applied. The overall field in the excitation region, termed
"spoiling" field, was a vector sum of this offset field and the stray field. A typical
delay time of 0.33.0 jis was used. The beam size of the probe laser in the
excitation region was 0.2 cm2.4.3MATIIZEKE Spectra of Sodium Dimer
When the laser power was below 0.6 mJ/pulse, corresponding toa light
intensity of 3 mJ/cm2 for a pulse width of 7 ns, the PFI-ZEKE and MATI spectra of
sodium dimers are shown in Figure 4.1. The corresponding Franck-Condon factors
are also plotted for comparison. The assignment of the vibrational bands was based
on literature reports of the adiabatic ionization threshold,7'and the labeling
represents the vibrational quantum numbers of the ground and ionic state (v"v).
Both hot bands and vibrational progressions of the cationare observed. The
obtained vibrational frequencies are COe"= 152 ± 3cni1for the neutral ground state,
andCOe= 120 ±4cm1,(ieXe0.5 ± 0.4cm1for the cation. The derived adiabatic
ionization threshold, after correcting for the effect of the spoiling field, is 39479 ±4
cm'. All spectroscopicconstants are in excellent agreement with literature
reports.35It is worth noting that although the spectroscopic constants of Na2 have
been known from assignments and extrapolations of Rydberg series, this is the first
time that these constants are reported froma direct measurement.
A striking feature of Figure 4.1 is the disagreement between the Franck-
Condon factors and the observed vibrational intensity distributions from either the
PFI-ZEKE or the MATI spectrum. To confirm the non-saturation condition of the
ZEKE and MATI experiment, power dependence of the electron and cation signal
was also performed (see Figure 4.8 in Section 4.3). The Franck-Condon factors
were calculated based on the literature values of bondlengths.35Wavefunctions of
a harmonic oscillator were used. Given the small anharmonicity of the vibrationalU
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Figure 4.1 PFI-ZEKE and MATI spectra of Na2. The top panel shows the
calculated Franck-Condon factors. The MATI spectrumwas recorded under a
higher spoiling field than the ZEK±E spectrum (see text for details of the
experimental conditions). The labelednp Rydberg series on the MAlI spectrum
belongs to sodium monomer.frequency, we expect minor quantitativeerrors in this calculation. In Figure 4.1, if
we normalize the Franck-Condon factor for the= 5 band with the MATI
spectrum, the observed v0 band is two orders of magnitude larger than its
Franck-Condon factor.
Non-Franck-Condon behavior during threshold ionization has become a
common observation in ZEKE and MATI spectroscopy
36,One of the reasons is
the existence of rich autoionizing resonances converging to higher ionic states at
the threshold of the lowerstate.38In the case of Na2, however, the total ion yield
near the threshold showed slow variation, and no nearby resonances were
observable. The enhanced intensity of the low vibrational bands is therefore most
likely caused by field induced vibrationalautoionization.39Both the spoiling field
and the ionization pulse can result in coupling of different vibrational states of the
Rydberg state dimer. Autoionization of Rydberg states converging to higher
vibrational states can thus enhance the intensities of the lower states.
The MATI spectrum is different from the ZEKE spectrum in both
vibrational branching ratios and the profile of each vibrational band. In both
aspects, the ZEKE spectrum has stronger intensities on the higher energy side. We
once again attribute these differences to field inducedautoionization.4°In the
MATI experiment, a stronger offset field, 3.7 V/cm, was used to remove the heavy
prompt ions, while in the ZEKE experiment, the offset field was only 0.36 V/cm.
We do not have a good explanation for the seemingly doublet feature ofsome
vibrational bands, for example, the (00), (01), and (02) bands in the ZEKE83
spectrum, and the (00) and (02) bands in the MATI spectrum. Red shading of each
vibrational band is a result of the large change of rotational constants, from 0.154
cm1of the ground neutral state to 0.117cmtof the ionicstate.41Based on the
rotational constants and the contour of band (04) in the MATI spectrum, the profile
of this vibrational band can be simulated bya rotational temperature of 100 to
120K. The non-Franck-Condon behavior in the vibrational branching ratio prevents
us from obtaining a vibrational temperature of the molecular beam based on the
intensities of the hot bands.
Another striking feature of Figure 4.1is the existence of Rydberg
resonances of the monomer in the ZEKE and MATI spectrum of the dimer. These
resonances are related to association of a Rydberg state atom with a ground state
neutral atom in the excitationregion.7This combination results in a Rydberg state
dimer, which is subsequently field ionized in the strong field of the acceleration
region just before the flight tube. A detailed analysis of thisprocess has been
presented in earlier publications from ourgroup7and Holmlid'sgroup.42We will
be studying this associative process in detail in the next section.
4.4Associative Formation of Rydberg State Clusters
4.4.1 Phenomenon
Figure 4.2 shows the MATI spectra of the sodium dimer andmonomer at
the threshold of the monomer. These spectrawere recorded simultaneously by
setting the gate of each boxcar at the flight time of the monomeror the dimer. The-
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Figure 4.2 MATI spectra of Na andNa2near the ionization threshold of the
monomer. The labeled sharp resonances are Rydberg states of the monomer. The
vertical axes of the spectra are shifted for comparison. Thearrows indicate the
excitation energies for the time-of-flight traces in Figure 4.3.major broad peak in the bottom trace is the MATI signal of themonomer, and the
resonances correspond to the Rydberg states of Na. At an excitation energy 5cm1
below the high energy edge of themonomer, dimer signal becomes observable, and
at even lower energies, strong Rydberg resonances of the monomerare detected in
the spectrum of the dimer. Themonomer signal extends to the vicinity of the
ionization energy (IE) of the dimer, corresponding ton8 of the Rydberg state of
the monomer (Figure 4.1). The modulation in the intensity distributionnear the
threshold is probably caused by the rotation of the sodium rod in the clustersource.
The MATI peak in themonomer spectrum has a different time-of-flight profile
from that of the Rydberg resonances. Figure 4.3 shows the time-of-flight traces at
the threshold of the monomer andone of the Rydberg resonances. The MATI
signal of the monomer at the threshold is sharp and intense, but at the Rydberg
resonance, the monomer signal is weak and has a longtailof 0.1 - 0.3 ts, as shown
by the exponential fitting curve. The dimer signal,on the other hand, is consistently
sharp and intense, both at the threshold and the Rydbergresonance of the
monomer.
Following a similar argument, we believe that the observed dimer signal is
related to Rydberg state dimers formed in Region I and field ionized in Region II,
i.e.
Na*(lown)+Na_*Na2 *(/ighn) (4.2)
The ionization threshold of Na2 is 39480 cm', about 2000cm1below that of the
monomer.43'34Near the adiabatic threshold of Na2, the MATI spectrum exhibitedcl)
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Figure 4.3 Time-of-flight spectra of the monomer and dimer at three different
excitation energies as labeled in Figure 4.2: (A) at the highenergy edge of the
monomer MATI signal, (B) at the highest energy peak of the dimer signal 5 cm'
below the monomer ionization threshold, (C) at the 27p Rydbergresonance of the
monomer.87
decreasing intensities with increasing vibrational excitation, and only bands withv
10 below 40600 cm' were observable.43 The observed broad feature at the
threshold of the monomer cannot be a vibrational band of Na2because of
diminished Franck-Condon factors at this excitation energy and the absence of
other nearby bands. On the other hand, associative ionization has been known for
over eighty years,44 and associative formation of Rydberg state clusters has also
been suggested based on the continuity of oscillator strength at the ionization
threshold.45 In the lattercase, the Rydberg electron acts as a third body to absorb
the released energy during collision, but it remains with the newly formed dimer
until it is field ionized. This mechanism can successfully explain the similarity
between the MATI spectrum of the dimer and the monomer in Figure 4.2:
(1) Ionization through association in Region I cannot be detected due to the
voltage setting, so only neutral species from Region I can arrive in Region II in the
MATI experiment.
(2) Ionization through association in Region II will result in a spread in the
time-of-flight of the dimers, so the time-of-flight profile of the dimer would
demonstrate exponential decay, similar to the profile of the monomer.
(3) The sharp time-of-flight profile of the dimer implies that the dimer ions
must be generated before or at the entrance of Region II. Direct formation of
Rydberg dimers at these excitation wavelengths is impossible, and direct ionization
in Region I, either field ionization or associative ionization, cannot supply ions intoRegion II. The only possible source of dimer ions in Region II is Rydberg state
dimers formed through collisional association.
(4) This mechanism of associative formation of Rydberg state dimers in
Region I is further supported by the small collisional ionization signal of the
monomer in Region II.The peak intensity of the monomer at the Rydberg
resonances in Figure 4.3 is much smaller than its MATI signal, indicating a
diminished concentration of Rydberg state atoms in Region II. Association of
Rydberg state atoms is much more likely in Region I than in Region II.
The efficiency of associative formation of Rydberg state clusters is expected
to have an optimal value of n, above which, collision preferably results in
ionization of either the monomer or the newly formed dimer, and below which,
insufficient electronic energy transfer results in no field ionization in Region II. In
Figure 4.2, this most effective region is between n35 and 40. At the low energy
limit of the dimer signal (not shown in Figure 4.2), the intensity of the associative
signal dies off around the lOp level of the monomer. At the high energy limit, the
low efficiency of association is shown bya shift of 5cm1in the dimer spectrum at
the threshold of the monomer, compared with the MAlI signal of the monomer.
The intensity of the monomer signal, on the other hand, does not follow the same
principle. The linewidths of the Rydberg states decrease following the scaling
factor n3,
38so when the linewidth of the excitation laser becomes larger than the
natural linewidth of a Rydberg state, the excitation probability decreases with
increasing n. Right below the threshold of the monomer, however, closely packedRydberg states are simultaneously excited, resulting ina rising baseline with
excitation energy. As the values of n reach the limit of field ionization in Region II,
an increase in collection efficiency occurs due to the instantaneous formation of
ions at the entrance of E2. Field ionization thus results in the dominating MATI
signal at the threshold. The monomer signal in Figure 4.2 is determined by the
population of Rydberg state monomers drifted into Region II, while the dimer
signal is determined by the Rydberg state monomers in Region I. These channels
are only two of the many loss mechanisms of the Rydberg state monomers from
Region I. We suspect that these channelsare only minor contributions, while the
primary events should be collisional and associative ionization.
Similar associative formation of Rydberg state clusters is also observed
when a Rydberg state dimer collides with a neutral ground state atom, i.e.,
Na (low n) + Na Na; (highn) (4.3)
Figure 4.4 compares the MATI spectra of the trimer and dimer near the
adiabatic ionization threshold of the dimer. The numbers on top of the peaks in the
dimer spectrum are the vibrational quantum numbers of the neutral cluster and the
cation in the order of (v"v). The spectrum of the trimers closely resembles the hot
bands of the dimer, but for each band, the corresponding highenergy edge of the
trimer is 16 cm' below that of the dimer. Above the adiabatic threshold,no trimer
signal is observable. It seems that associative formation of Rydberg state trimers is
highly unfavorable when the core of the Rydberg state dimer contains internal
vibrational energy..-
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Figure 4.4 MATI spectra ofNa2and Na3. The numbers on top of the dimer
spectrum represent the vibrational quantum numbers of the neutral cluster and the
cation (v"v4). The spectra are shifted in the vertical axis for comparison.91
In Figure 4.4, the most intense region of the trimer signal is shifted 50- 100
cm1from the threshold of each vibrational band under field free conditions (the IE
of Na2 is 39480 cm'). In comparison, the most intense dimer signal in Figure 4.2 is
also shifted75 cm_i from the IE of the monomer. The corresponding principal
quantum numbers of these Rydberg states are therefore identical for both Figures
4.2 and 4.4, with n = 35- 45 for Na* and Na2*. The optimal values of n in the
associative processes of Eqs. 4.2 and 4.3are thus independent of the nature of the
ionic core. Although in Figure 4.4, thereare no extensive Rydberg progressions of
the dimer beyond the hot bands, the physical origins of Figures 4.2 and 4.4are the
same. The intensity of the dimer in Figure 4.2 is comparable with that of the MATI
signal of the monomer, and the intensity of the trimer in Figure 4.4 is comparable
with the MATI signal of the dimer. These observations do not imply that the
relative yield of association is unity for each Rydberg state atomor cluster.
Figure 4.5 divides the Rydberg states atan ionization threshold into four
sections. States in section A are field ionized in Region I (see Figure 2.3), and
states in section D are too low in energy for collisional or field ionization. Section
B includes states that can be easily ionizedeven after a low energy collision in
Region I, or field ionized in Region II. These states contribute to the highenergy
edge of the MATI spectrum of themonomer in Figure 4.2. The depths of sections
A and B are determined by the corresponding field strength following Equation 1.1.
Only section C corresponds to states that demonstrate associative formation ofIE
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Figure 4.5 Rydberg states separated into four different sections. The IE in the figure
is the ionization energy of the monomer. Associative formation of Rydberg state
clusters only happens in section C, and the lower limit of this section extends to the
ionization energy of the dimer (see Figure 4.6 for values of energies). Field
ionization in Region II of Figure2.3or collisional ionization corresponds to states
in section B. The depths of sections A and B are determined by the field strengths
in each region. Collisional and associative ionizations are also possible for states in
section C, but the resulting cations formed in Region I are not detected in the
present experiment.93
heavier clusters. For the reaction of Eqation. 4.2, this section extends to the
ionization threshold of the dimer, at 39480 cm'. There are abundant monomers in
Region I, and with the greatly increased collisionalcross section of Rydberg state
species, the intensities of the associative products can be considerably high,
sometimes even higher than the MATI signal from Section B. Since the observed
MATI signal and the associative signal originate from different Rydberg states,
their relative intensities do not signify the efficiency of association. It is worth
noting that for states in section C, collisional and associative ionizationmay also
play major roles in the decay of Rydberg state species, while associative formation
of high Rydberg state clusters might be just a minor channel. The high collection
efficiency of this minor channel, however, results in the observed intense signal.
The released energy during associative formation of Rydberg state clusters
is largely consumed by the internal vibration of the newly formed clusters. Figure
4.6 shows the energy levels involved in this process. The total available energy at
the 30p resonance is 47472cm1including the bond energy of the dimer
(6152 cm1) and the excitation energy of the Rydberg electron of Na (41320cm').46
However, less than 130cm1,i. e., the ionization energy of the Rydberg electron of
themonomer,46is absorbed by the Rydberg electron. The resulting dimer should
have an internal energy of 7992cm1(the total available energy less the lB of Na2).
This propensity for forming the most vibrationally excited clusters has also been
observed from associative ionization between a Rydberg statemonomer and a
ground state atom. In all reports, the most populated vibrational level is also themost excited energetically allowed level. An intuitive understanding of this
propensity is the Franck-Condon principle; the most stretched bond is the most
favorable when two separated species join each other.
A Rydberg species could also pick up a molecule from the residualgas in
the vacuum chamber (4x106ton). However, this associative process is believed to
be impossible from considerations of energies. The collisionenergy between
particles in the cluster beam is 70cm1assuming an internal temperature of 100 K.
The collision energy between a Rydberg species anda surrounding residual gas
molecule can be as high as 2000 cm'. Basedon Figure 4.6, we suspect that low
energy collisions between Rydberg species and entrained ground state atoms most
likely result in associative formation of Rydberg state clusters, while collisions
between Rydberg state species and the residual gas mostly result in collisional
ionization. Moreover, even if association is successful, the velocity of the product
will likely deviate from the original velocity of the molecular beam, therefore the
product cannot reach Region II for detection.
4.4.2 Discussion
The above argument supports the hypothesis of associative formation of
Rydberg state clusters. Other likely mechanisms of Rydberg state formation merit
further discussion. For example, charge transfer between a Rydberg statemonomer
(dimer) and a dimer (trimer) cation can result in a Rydberg state dimer anda
monomer (dimer) cation:kNa2 JIE(30p, Na)<130cm
Na + Na
'\ D (N a2
J
Na + Na(30p)
hv(30p, Na) IE(Na2)IE(Na)
Na2
Na+Na
D(Na2)
D(Na2) = 6152 cm', D(Na2) = 8122cm1
IE(Na) = 41449.65 cm1, IE(Na2)= 39480cm'
hv(30p, Na) = 41320.34 cm'
Figure 4.6 Energies of monomer and dimer. The total availableenergy is the sum
of the excitation energy hv and the bondenergy of the dimer D(Na2), and the upper
limit for electronic energy transfer is the ionizationenergy of the monomer, IE(Na)
- hv. The internal energy of the associated Na2* is roughly the difference between
the total available energy and IE (Na2).and
(4.4)
NaOWn)+Na*Na(highn)+Na (4.5)
We exclude this possibility on two accounts: first, basedon the work of Schiag's
group,47charge exchange between a Rydberg state molecule (C6H6) anda cation
(C6D6) only amounts to 3% of the ZEKE signal. The observed dimer and trimer
signals from our experiment have intensities similar to the MATI signal of the
corresponding monomer and dimer. These intensities are too strong to be from the
charge exchange process. Based on Smith and Chupka's calculation usinga
simplified hydrogenicmodel,45the upper limit for charge transfer between a
Rydberg state molecule and a cation of the same species is 30% forn = 150 within
12 ts. The observed Rydberg states of the monomer fromour experiment have n
values in the range of 20- 67, so the probability should still be less than 5% within
5 is. Furthermore, there is no trimer signal detectable from direct ionization of the
cluster beam, so the concentration of trimer cations in Region I is too low for the
charge exchange in Equation. 4.5 to be observable.
Another possibility is energy transfer between the Rydberg species and a
ground state cluster:
and
(4.6)
Na (low ii) + Na3 * Na; (high n) + Na2 (4.7)These two processes are eliminated basedon the low concentrations of the collision
partners. In Figure 2.3, the sodium clusters were formed without a collision
chamber, so clusters with n3 were not observed in the mass spectrum.
Furthermore, in another experiment,we used a heating oven as the cluster source,
and the resulting concentration of sodium dimerswas at least an order of magnitude
smaller than that of the monomer. Even under this condition,we observed strong
resonant dimer signals at the Rydberg states of the monomer. The lack of abundant
collision partners in Equations 4.6 and 4.7 and the existence of sufficient
monomers in Region I support the hypothesis of collisional association with a
ground state monomer. For the above twoprocesses to succeed, the electronic
energy transfer has to be incomplete, because the excitation energies of the
Rydberg states of the smaller clusters are higher than the ionization thresholds of
the bigger clusters. Complete energy transfer would result in ionization rather than
formation of Rydberg state neutral clusters. The efficiency of inelastic scattering
with partial internal energy conversion into product translation and/or vibration is
also expected to be small.
Concentration considerations can further explain the lack of signal from
association of a Rydberg state atom witha ground state dimer,
Na* (low n)+Na2-3Na; (high n) (4.8)
although in the literature, substantialcross sections for the formation of Na3 have
been reported under favorable conditions. The chance fora dimer to be in the
vicinity of a Rydberg state monomer is much smaller than that for twomonomersto be close-by, particularly with the heating oven source when the concentration of
monomers was at least an order of magnitude larger than that of the dimers. Thus in
the two proposed associative reactions (Equations. 4.2 and 4.3), onlymonomers are
picked up by Rydberg state species.
Formation of Rydberg state species through collision has been studied
previously. High energy collisions between a cation and a Rydberg state atom with
n ranging from 20 to 50 have resulted in electron stripping from the Rydberg atom
to the cation. When the relative velocity of the approaching species matches the
orbiting velocity of the Rydberg electron, this electron capture process is the most
effective, and the neutralized cation ends up in another Rydberg state. With
decreasing collision energy, association is a perceivableoutcome.49In a recent
study of scattering process of K atom beam off a zircoma surface, formation of
Rydberg state species through associative collision was reported by Holmlid's
group.5°After the collision of a K atom beam with a K cluster beam from the
zirconia surface, potassium clusters in Rydberg state are detected at discrete angles.
These angles were attributed to the discrete mass in the original clusters beam.
Since no mass information was available in the experiment, the conclusion is
deduced from a calculation based on momentum conservation. Our report, on the
other hand, provides a direct evidence of the associative formation of Rydberg state
with unambiguous mass information.4.5Plasma Trapping Effect in ZEKE Spectroscopy
4.5.1 Background
While ZEKE spectroscopy is gainingsuccess in the study of gas phase
species, pitfalls have also been reported and precautions in spectroscopic and
dynamical interpretations of the observed spectra have been calledupon.51One of
the more striking phenomena is theone known as plasma trapping. In multiphoton
ionization ofiodine,52accidental resonance of the excitation laser resulted in high
ion density in the excitation region, sufficient to trap the slow energetic electrons.
When the delayed pulsed field was applied to ionize the highn Rydberg electrons,
the trapped electrons formed an extra peak in the ZEKE spectrum. Stolow'sgroup
analyzed this type of "false" ZEKE from multiphoton ionization of xenon using a
femtosecond laserThey pointed out that the background formed by the trapped
energetic electrons could prevent the recording of sharp ionization thresholds. We
observed this phenomenon in single photon excitation ofNa2.
4.5.2 Phenomenon
When the laser power reached above 0.3 mJ/pulse, underan offset field of
0.130.3 V/cm, and when the excitation laser was above the adiabatic ionization
threshold, a continuous photoelectron signal appeared at exactly thesame flight
time as that of the real PFI-ZEKE signal. The intensity of this continuous signal,
termed "false" ZEKE in the following, increased with excitationenergy. Its
dependence on the offset field looked like a sharpresonance with a full width at-bOO 01 02 03
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Figure 4.7 PFI-ZEKE spectra recorded under different offset fields: (a) 0.267
V/cm, (b) 0.822 V/cm, (c)4.59V/cm. The laser power was 0.6 mJ/pulse,
corresponding to an intensity of 3mi/cm2for a 7 ns laser pulse.101
half maximum of 0.1 V/cm. The exact value of the resonant voltagewas later
determined to be linearly proportional to the voltageon the flight tube.At the
resonant voltage, the intensity of the false ZEKE signal was high enough to mask
the real ZEKE. Figure 4.7 shows three spectra recorded using three different offset
fields but the same laser power of 0.6 mJ/pulse. The top panel shows the
continuous false ZEKE signal, while the middle panel was recorded withan offset
field above the resonant voltage. In the bottom panel,a much higher offset field
was used, and due to strong field induced vibrational autoionization, only the (00)
band is observable.
This observation calls for extreme precautions in ZEKE and MATI
experiments. The effect of a spoiling field on vibrationally excited Rydberg states
can be so dramatic that the whole vibrational progression may disappear all
together! The slow rise of the false signal at the threshold resembles the change in
the total yield of Na2, while the vibrational branching ratios of the ZEKE signal in
the middle panel is similar to those recorded undera lower laser intensity.
Power dependent studies reveal that this false signalis nonlinearly
dependent on the laser intensity. Figure 4.8 shows the strength of the ZEKE signal
and the false signal as a function of the laser intensity. The ZEKE signalwas
recorded in an offset field of 0.51 V/cm, and the false signalwas recorded in a field
of 0.13 V/cm. While the linearity of the ZEKE signal extends toa laser power of
0.6 mJ/pulse (3 mJ/cm2), the false signal starts to appear when the laserpower is
above 0.3 mJ/pulse (1.5 mJ/cm2). Overlaidon the false signal in Figure 4.8(b) are1.5
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Figure 4.8 Power dependence of the PFI-ZEKE signal. (a) Real ZEKE signal when
the offset field was 0.51 V/cm.U)
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Figure 4.8 (Continued) (b) Power dependence of the false ZEKE signal when the
offset field was at the resonant value of 0.13 V/cm. The two continuous lines in (b)
are two polynomial functions with powers of 2 and 3.104
two polynomial fit functions with powers of 2 and 3. It appears that the false signal
is not a direct result of saturation.
To characterize the stray field in the excitation region, we measured the
change of the adiabatic ionization threshold of sodium monomer with the strength
of the offsetfield.54The shift of the ionization threshold(isv)due to an external
field is proportional to the square root of the field strength:
Av(cm') =a.JV0+V(V/cm),
where a is a constant with values between 4 for adiabatic field ionization and 6 for
non-adiabatic field ionization,V0is the offset field in units of V/cm, and V is the
stray field.
In a PFI-ZEKE experiment, the applied pulsed field determines the lower
energy edge of a ZEKE peak, while the field surrounding the excitation region, a
vector sum of the stray field V and the applied offset field V0, determines the
higher energy edge. In the previous chapter, the stray field is measured to be -0.16
V/cm, similar in magnitude to the resonant voltage of the offset field but opposite
in direction. The constant a is determined to be 5, indicating that both adiabatic and
non-adiabatic field ionization existed in the excitation region. We therefore
conclude that the false signal is the most favorable when the offset field effectively
cancels the stray field, i.e., under field free conditions. The primarysource of the
stray field was identified to be the leaking voltage from the flight tube. Lowering(I)
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Figure 4.9 Modulations of the false ZEKE signal compared with the real ZEKE
signal at the threshold of Na. The false signal was recorded inan offset field of 0.2
V/cm (resonant voltage), and the real ZEKE signalwas recorded withV0= 0.0
V/cm. The exact phase, amplitude, and period of this modulationwere dependent
on the stray field in the excitation region.106
the voltage on the flight tube lowered the stray field and thereby the value of the
resonant offset field for the false ZEKE signal.
In Figure 4.7, the overall intensity of the false signal slowly increases with
increasing photon energy, but a regular modulation witha period of a few
wavenumbers is also noticeable. Similar modulations were also recorded for
sodium monomer and other sodiumcomplexes.43Figure 4.9 shows a comparison of
the false ZEKE signal(V00.2 V/cm) with the real ZEKE signal(V00.0 V/cm)
at the threshold of Na. Careful tests of the laser power, flux of the pulsed valve, and
the electronics systems were performed to eliminate possible artifacts of the
experimental apparatus. Similar to the behavior of stray fields, the modulation
period, amplitude, and its phase drifted slowly with time.
4.5.3 Discussion
False ZEKE signals have been reported in multiphotonexperiments,55and
Stolow's group has published a detailed analysis of thisphenomenon.53Energetic
electrons in the excitation region, assumed to be easily removable by spoiling fields
or just by virtue of their kinetic energy in PFI-ZEKE experiments, are trapped by
the ion cloud. When the ionization field is turnedon, these electrons are released by
the field and arrive at the detector indistinguishable from the real ZEKE signal. In
the work of Villeneuve et al., this process was demonstrated from threshold
ionization of xenon using a femtosecondlaser.53The photoelectron signal was
observed to increase nonlinearly with the laser flux, and the increase was also107
related to the concentration of xenon in the molecular beam. In multiphoton
experiments using nanosecond lasers, accidental degeneracy of the resonant laser
can result in increased ion density at the resonance, causing extra peaks in the
ZEKE spectrum. When the spectroscopy of the intermediate state is well known,
this false signal is a shear annoyance,as in the case ofiodine.55On the other hand,
trapping of slow energetic electrons above the ionization threshold can result in a
broadened or even continuous spectrum, lowering the resolution of ZEKE
experiments.
According to Villeneuve et al.for a fixed laser beam size, the upper limit
of the kinetic energy of trapped electrons is determined by the ion density. Inour
experiment, the cluster source was mass non-specific, so sodium monomers and
heavy clusters were also present in the cluster beam. The heavy clusters have lower
ionization thresholds than Na2, so they were one of the ion sources in the excitation
region. The excitation energy at the threshold of Na2 was below the ionization
threshold of Na, so a two photon process was necessary to generate Nat. In
addition, our chamber had an oil contamination problem, so the UV excitation laser
also generated spurious background signal, either through direct ionizationor
dissociation followed by photoionization. Most importantly, above the ionization
threshold of Na2, the concentration of Na2 was high, and we believe that the high
space charge density of Na2 is the primary reason for plasma trapping. Although
ionization of Na2 is a single photon process, the false signal should be proportional
to both the ion density and the density of slow energetic electrons. The second andhigher order dependence of the false signal on the laser intensity in Figure 4.8(b)
supports this analysis.
The net effect of plasma trapping is extending of a ZEKE peak to the higher
energy side. The higher the ion density, the higher the upper limit of the kinetic
energy of the trapped electrons, and therefore the broader the ZEKE spectrum. The
continuous spectrum in the top panel of Figure 4.7 is a direct result of this
broadening effect. The total ionization cross section of Na2 increases with
excitationenergy,sotheiondensityintheexcitation region increases
correspondingly, which further increases the trapping ability of the plasma. The
concentration of slow electrons, on the other hand,iscontinuously being
replenished by the opening of higher ionization channels, i.e., states with higherv
values, with increasing photon energy. The long vibrational progression in Figure
4.1 implies that plasma trapping can extend for more than 1000 cm' above the
adiabatic ionization threshold.
The model by Villeneuve et al. cannot explain the observed modulation in
Figure4953The rotational constants of Na2 and Na2 are0.1 cm1, and the
vibrational frequencies are on the order of 150cm',41so the modulation of a few
wavenumbers does not correspond to the rotational or vibrational profiles of Na2.
We can qualitatively interpret this phenomenon as a quantum effect in the
scattering of energetic electrons across the trapping potential of the ion cloud.
When the kinetic energy of the electrons is barely above the trapping energy of the
plasma, based on quantum mechanics, it is common for the escaping probability to109
demonstrate modulation as a function of the kineticenergy of the electrons.
Quantitative modeling of the escaping probability requires detailed knowledge of
the trapping potential, which is critically dependent on the stray field. The fact that
the phase, amplitude, and period of this modulation varied slowly with timeagrees
with this analysis.
False ZEKE signals pose a challenge in ZEKE spectroscopy, particularly in
studies of unstable species. When a structureless broad spectrum is obtained, it is
not always clear whether it is due to plasma trapping or lifetime broadening. A
study of the dependence of the spectral linewidth on the spoiling field, the light
intensity, and the sample concentration should be informative but not always
practical, particularly when the particle density is not easily variable and the signal-
to-noise ratio is a primary concern. On the other hand, false ZEKE signals should
only appear when slow energetic electrons are present, so it should still be possible
to determine the adiabatic ionization threshold from the onset of the false signal.
However, this is an extrapolation process, and to achieve a high precision,
quantitative modeling of the trapping probability, particularly its variation with
photon energy, is necessary. In this case, the superiority of ZEKE experiments is
lost over a conventional photoionization efficiency experiment where the onset of
ions is used to determine the ionizationthreshold.38
Possible solutions to the plasma trapping problem in ZEKE experiments
include low space charge densities and strong spoiling fields. A strong spoiling
field can effectively extract the slow electrons out of the charge cloud, fulfilling the110
premise of ZEKE experiments.56'57 However, as pointed out by Stolow's group,53 a
strong spoiling field will evacuate the long-lived Rydberg state species, so this
solution is not always practical in ZEKE or MATI experiments. Moreover, a strong
spoiling field can result in strong field induced autoionization, severely affecting
the branching ratios as shown in Figure 4.7. In fact, a weak spoiling field should be
used in most ZEKE and MATI experiments to limit the effect of field induced
autoionization. Lowering the density of space charges to avoid trapping also has its
limits, because space charges are proven to prolong the lifetime of directly accessed
Rydberg states. Using DC voltage switching or microwave interference,58'
59two
groups have succeeded in extending the lifetime of Rydberg state species. These
approaches may be needed to fundamentally circumvent this problem.
4.6Summary
In this chapter, both ZEKE and MATI spectra of sodium dimer are
presented. Adiabatic ionization potential, vibrational frequencies of the neutral and
cation ground states are deduced from the vibrationally resolved spectra. The
results are in good agreement with literature.35
A direct observation of associative formation of Rydberg state clusters is
reported from our MATI experiment. Evidence of this process is provided from
spectroscopic observations, from time-of-flight profiles, and from energetic
considerations. When a Rydberg state species collides with a ground state neutral
whose ionization threshold is comparable or lower than that of the Rydberg species,111
association can result in formation of a combined cluster with simultaneous
excitation of the Rydberg electron. The newly formed cluster follows the
propensity of associative ionization, i.e., the most highly vibrationally excited
levels are the most populated.
Our results offer a word of warning and a new avenue in spectroscopic
studies of clusters. On one hand, Rydberg states of a smaller cluster can showup in
the spectrum of a larger cluster through this type of associative process. The
resulting spectrum of the larger cluster contains unwanted features of the smaller
clusters. On the other hand, the unwanted features can be used for studies of the
smaller sized cluster. In fact, this latter approach has already been implemented by
Stwalley's group for studies of Na2 from trimers formed through associative
ionization.6°
In single photon ionization of Na2, we observed plasma trapping even under
non-saturation conditions. When the laser power is sufficiently high and the electric
field in the excitation region is sufficiently low, slow energetic electronsare
trapped, interfering with the real ZEKE signal above the ionization threshold. This
observation calls for precaution in ZEKE experiments where energetic electronsare
presumed to escape within nanoseconds after photoexcitation. Plasma trapping in
single photon ionization results in broadened transitions or even continuous
spectrum above the ionization threshold, severely limiting the resolution of ZEKE
experiments. Since the conditions for trapping include high charge density and low
spoiling field, measures in both directions can be taken to minimize this problem.112
However, both measures have limits due to their effects on the high n Rydberg
states. A method that can decrease the charge density in the excitation region while
maintaining the long lived Rydberg state species should be the most appropriate.113
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Chapter 5 ZEKE/MATI Spectra of Na (NH3) Complexes
5.1Background
5.1.1 Historical Perspective
The study of the solvation of metal atoms in polar solvents can be traced
back several decades.1'
2,The solvation process is typically depicted by the
solvated electronmodel4or the dielectric screening model.5'
6In the former model,
the electron is described as separated from the metal atom. Both the cation and the
electron are trapped in the cavity formed by the polar solvent molecules. In the
latter model, the electron is bound in the field of the cation and the solvent
molecules serve as the dielectric media of the field. However, the validity of the
models and detailed information of the solvation process cannot be revealed by the
traditional spectroscopic or electrochemical studies in solutions.
Since the 198 Os, the ability to study gas phase complexes has opened a new
path for investigations from small complexes to the bulk. These complexes consist
of a metal atom solvated in a number of polar molecules and they can be studied
individually. In recent years, with the advancement in theoretical and experimental
methods, this area has attracted lots of attention. In particular, the improvement in
ab initiomethods and the readily available commercial software Gaussian® have
resulted in a systematic study of a variety ofcomplexes.7The design of reliable
sourcesof thecomplexes8hasalsoenabledsophisticatedexperimental118
investigations. The development of spectroscopic methods, for example, 1+1'
REMPI,9ZEKE,'° and femtosecond laser spectroscopy" has made indispensable
contributions to the study of these complexes.
Numerous efforts have been made to study a variety of combinations of
metal atoms and solvent molecules.12' 13,
14,15,16,17, 18The dependence of the
ionization potential, dissociation energy and geometrical structureon solvation
numbers are usually of central interest. Among the complexes reported, the alkali
and alkali earth metal atoms solvated in water or ammonia are the most widely
studied, particularly, because of their importance in biological systems!9'2°
5.1.2Theoretical Efforts
One of the most detailed theoretical studies on the alkali metal complexes
was performed by Greer and co-workers.21 They carried out anab initiocalculation
of the smallest complexes (solvation number n=1 and 2) formed by sodium and
ammonia molecules. Their work provided detailed information and is usually
regarded as the beginning of a series of systematic studies on sodium ammonia
complexes in the 1 990s. Their calculation indicates that the "internal" geometry of
the ammonia molecules changes little in NaNH3 and Na(NH3)2. For both
complexes, the Na-N bond length decreases upon ionization, suggestinga stronger
interaction between the sodium cation and the ammonia molecule. An additional
electron would weaken the interaction. The NaNH3 complex hasa well-defined
structure. Both the neutral and the cation of NaNH3 have C3 symmetry with the119
Na-N bond as the principal axis. When ionized, the bond length of Na-N decreases
from 2.526 A to 2.372 A but the symmetry of the complex remains unchanged. In
the case of Na(NH3)2, the situation becomesmore complicated. The neutral
Na.(NH3)2 has a bent structure with the two ammonia molecules attached to the
sodium atom directly, in C2 symmetry. Upon ionization, in addition to shortening
of the Na-N bond length from 2.5 lÀ to 2.40A, the H3N-Na-NH3 bending angle
changes dramatically from 103.43° to 180°, thus the symmetry of the cation
becomes D3d.
Following Greer's work, Hashimoto et al.22'23, 24, 25did a systematic
theoretical study on the Na.(NH3) and Na.(H20)11 (n=1 to 6) complexes including
the corresponding cations and anions. The Na.(NH3) complexes for n4 favor
"interior structure", where a metal atom is surrounded bya number of molecules
and the number of metal-ligand bonds is maximized. When n=4, the first solvation
shell starts to form and the sodium atom is enclosed completely by the solvent
molecules. The first shell can, at most, contain five NH3 molecules. When the sixth
NH3 is added, it has to be added in the second shell. Later experimental studies
indicate that the second shell is filled at 11=16.42 As a comparison, the Na.(H2O)
complexes for n4 favor a "surface structure", where the metal atom is bond to the
surface of the polar molecule clusters viaone or more molecules. The difference in
structure between the Na.(NH3) and the Na.(H2O) complexes is determined by the
relative strength of interaction between the metal atom and the molecule and the120
interaction between the solvent molecules. This difference in structure is reflected
in their different size dependent properties.
5.1.3 Experimental Efforts
The success of experimental studies of alkali complexes is largely attributed
to the pioneering work of Schulz's group in the late 1980s.26' 27 They designeda
reliable and efficient pick-up source, in whicha supersonic carrier gas (NH3 or H20
seeded in Ar) intersects a sodium beam from anoven. The resulting supersonic
molecular beam could contain Na.(NH3) complexes with n1 to 45,as well as
Na.(H2O) complexes. Many of the experimental studies of alkali metal complexes
in the 1 990s use a similar design,28'29'30'31 thoughsome other approaches have also
been developed.32'33
Early experimental work on these complexes mostly focusedon the
smallest complexes in high resolution studiesor big complexes under low
resolution. In a series of studies of Na.(NH3), Shultz's group applied resonant two
color two photon ionization (1+1' REMPI) to investigate the first electronically
excited state of NaNH334 By scanningone laser through the first electronically
excited state of NaNH3, they obtaineda vibrational resolved spectrum. The Na-N
stretching and Na-NH3 bending modes were identified. However, they found that
the same method didn't work for Na.(NH3)2. Thereason was revealed in a few later
theoretical and experimental studies. Inan ultra fast prompt-probe experiment,
Schulz et al.35 showed that the first electronically excited state ofNaNH3(A 2E), is121
stable for a time longer than 1 ns, whereas the lifetime of the excited state of
Na.(NH3)2 is only about 30 ps. The fast dissociative feature of excited states of
Na.(NH3)2 was further explained by Duboisetal.36 through the comparison of the
geometric structures of Na.(NH3)2 to a similar complex Ag.(NH3)2.
ZEKE spectroscopy provides another possible path to investigate the high
resolution spectra of these complexes. Using a pick-up source similar to Schulz's
design, Rodhamet al.successfully obtained ZEKE spectra of NaNH3 and
NaH20.37 They achieved vibrational resolution in the ZEKEspectrum of the
ground state of the cations. In a higher resolution study, the profiles of the Q, P, R
branches of NaH20 were also resolved.38 Improved values of the ionization
potential and intermolecular vibrational frequencies of the complexeswere
determined. However, they didn't apply the method further to larger complexes.
Compared to the smallest complexes NaNH3 and NaH20, experimental
studies of larger complexes are very limited. So far, all reportson spectroscopic
studies of metal complexes involving two or more polar moleculesare without
vibrational resolution.39'4°
The PIE spectra of the Na{NH3) complexes with n=1 to 18 were
successfully obtained by Schulz's group.41' 42 The spectrum of NaNH3 exhibits a
few steps above the first ionization threshold, whereas the spectra of all other
Na.(NH3) complexes only show slowly rising slopes. For n= 2 and 7, there is no
clear onset of the ion signal around the threshold. The authors reported that for122
Na(NH3), the ionization threshold decreases rapidly until n=4, whenthe first
solvation shell starts to form, then itgoes down slowly until it reaches the bulk
value. This behavior is quite different from Na.(H2O), where the IP dropsfrom
n=1 to 4 and then becomes a constant for all n4. A similar result is also reported
for Cs.(H2O)and Cs(NH3).43 While the ionization threshold of Cs.(NH3)
decreases monotonically with the increase of size, that of Cs.(H2O) decreases from
n=1 to 4, then becomes constant forn4.This different behavior between H20 and
NH3 complexes is explained by the difference between the "interior structure" and
the "surface structure". The solvated electron model and the dielectric screening
model are verified by comparing the theoretical predictions basedon the two
models to the experimental values of the ionization potentials. The dielectric model
works well for small complexes with n1O. For larger complexes, thismodel
deviates from the experimental results significantly, suggesting the formationof
solvated electrons.
The complexes with n2 have isomers. With the increase of the complex
size, the number of isomers increases dramatically. The calculation showsthat the
ionization potentials of these isomersare so close that thePIEspectra are not likely
to resolve the isomeric structures.22 Vibrational resolutionmay be needed to
experimentallyidentifythestructuralcharacteristicsof thesecomplexes.
Unfortunately, high resolution spectra of complexes with n2are much more
challenging to obtain. The spectroscopic methods thatare suitable for the smallest123
complex may fail for the next one. Asa result, most of the information has to be
deduced either from theoretical predictionsor indirectly from limited experimental
results. For metal complexes with twoor more polar molecules, there is no high
resolution spectrum available up to now.
There are a few reasons contributing to the lack of experimental data. First,
an increase in size increases the possibility of isomers. The structures of these
complexes are not so definite as a stable moleculeor small complex. Part of a
certain larger complex may be free to rotateor rearrange or distort because of the
weak bonding in these complexes. Therefore large complexesmay not even have a
stable geometric structure. Furthermore, the spectra of large complexes tend to be
complicated because of the existence ofa large number of vibrational modes.
Vibrations with low frequencies are abundant because of weak interactions and
heavy atoms, both of which result ina high density of states. The existence of
isomers further increases the complication of the spectra. Moreover, large
complexes are vulnerable todissociation, which poses more challenge to
spectroscopic studies.
In this chapter, we will report our work on high resolution spectroscopic
studies of the Na.(NH3) complexes. The MATI spectrum of NaNH3 will be
presented first. It is in excellent agreement with a previous study using ZEKE.37
Our work completely eliminates the ambiguity of the origin of the ZEKE electrons.
Then ZEKE spectrum ofNa.(NH3)2will be presented. The significantly prolonged
lifetime of the Rydberg states of the complexovercomes the problem of fast124
dissociation encountered in a low lying excited state and enablesus to obtain
vibrational resolved spectra of the Na.(NH3)2 cation. Toour knowledge, this is the
first vibrationally resolved spectrum of complexes with twoor more polar
molecules. This success also expands the repertoire of ZEKEspectroscopy. In fact,
while a number of ZEKE and MATI experiments of complexeswere successful,37'
38,
no ZEKE spectrum of metal complexes with two or more polar molecules
were reported. It was even not clear whether this kind of species could be
investigated using ZEKE spectroscopy.
The ZEKE spectrum of Na.(NH3)4 is structureless. This is contradictive to
our expectation since Na(NH3)4 has a well defined structure according toab initio
calculations22 and it demonstrates thesharpest ionization threshold in the PIE
spectra among Na.(NH3) for n=2 to 742 We calculated the frequencies of each of
the vibrational modes and the corresponding Frank-Condon factors. The existence
of isomers with surface structures and the high density of statesare most likely the
reasons for the lack of sharp spectroscopic features in the ZEKE spectra.
5.2Experimental Details
The experimental schematic has been shown in Chapter 2. Briefly, witha
pick-up source, a pulsed supersonic beam ofpure ammonia or mixture of ammonia
and helium was expanded into an effusive sodium beam generated froman oven. A
supersonic beam of Na.(NH3) complexeswas formed and collimated by a skimmer
15 cm downstream. The molecular beam intersected with the probing laser in the125
excitation region of the ZEKE or MATI spectrometer. Theoven temperature was
stabilized at a point between 360 °C and 400 °C, dependingon the signal intensity
and the complex being studied. When the temperaturewas kept lower than 420 °C,
clogging was not a problem with our pick-up design.
For the NaNH3 complex, pure ammonia was used as the carrier/reaction
gas to maximize the concentration of the complex. The stagnation pressure of NH3
was kept at 5 atm. The vacuum in the source chamber and the ionization chamber is
4x1 0ton and 5xl06ton, respectively. For Na(NH3)2, we used 1:1 He/NH3
mixture (The reason for the use of mixtures will be discussed in section 5.5). The
ZEKE experiment required a higher vacuum. Thepressure in the source and
ionization chambers was maintained at2x105ton and3x107ton respectively
while the pulsed valve was operating.
NaNH3 was studied using the MATI spectrometer. The voltages on the
electrodes and the flight tube (see Figure 2.4) were 1.703, 0, 20.45, -422 and
1610 volts. The distances between the El and E2, E2 and E3 were 0.644 cm and
0.861 cm, respectively. Therefore, the voltage settings resulted ina spoiling field of
2.644 V/cm and an ionization/extraction field of 23.75 V/cm. Rhodamine 6G
dissolved in 2:1 C2H5OH and H20 solutionwas used for the dye laser to scan the
region 288.5 mn (35336 cm') to 283 im-i (34662 cm1). To extend the tuningrange
of the dye laser to the ionization threshold of NaNH3,we added some Rhodamine
610 into the Rhodamine 6G solution.126
Na.(NH3)2 was studied using the ZEKE spectrometer. The voltageson the
middle electrode and the flight tubewere 0 and +18 V, respectively. A 9 V pulse
with a width of 0.5 jis was appliedon the top electrode 0.5 jis after excitation. The
distance between the top and middle electrodeswas 11.05 mm. Therefore, the
voltage settings resulted in an ionization/extraction field of 8.14 V/cm. The spoiling
field was essentially the stray field, whichwas determined to be approximately
0.16 V/cm.
During the experiment, we found that the ZEKE spectra of Na.(NH3)2was
much more challenging to obtain than that of NaNH3. There existeda large
number of false ZEKE electrons due to plasma trapping (see Section 4.4), which
was primarily caused by large complexes with low ionization potentials. A
relatively strong spoiling field had to be used tosuppress the false signal, but too
strong a field would also eliminate the high n Rydberg electrons. In the experiment,
the voltage setting and the extraction pulsewere chosen carefully to suppress the
false ZEKE signal as much as possible without destroying the real ZEKE signal
significantly. However, a complete suppression of false ZEKE electronswas not
achievable forNa(NH3)2.During data analysis, the baseline, which was caused by
the false ZEKE signal and looked likea slowly rising slope, was subtracted.127
5.3 MATI Spectrum of NaNH3
5.3.1General Aspects of the Spectrum
As the smallest complex in the Na.(NH3) series, NaNH3 has aroused the
most theoretical and experimental interest. It has the simplest and the most defined
structure compared to the larger complexes and typically serves as a starting point
toward a general description of alkali metal solvent complexes. Withoutany isomer
or much flexibility in its structure, its spectrum is readily obtained with well-
resolved sharp spectroscopic features.34'37
The strong interaction between Na and N atoms in NH3 leads toa C3
structure. This geometry was confirmed by the theoretical calculation2' and
experimental investigation.34'The geometry of NH3 in the complex is barely
changed compared with a free NH3 molecule. In fact, conservation of the NH3
entity is a common feature for all Na.(NH3) complexes.22. Upon ionization, the
biggest geometry change is the bond length of the sodium and nitrogen atoms, from
2.48Ato 2.38A,based on a MP2 calculation with the 6-3 1+G(d) basis set. We
expect that the Na-N stretching vibration should be the strongest feature in the
spectrum.
The MATI spectrum of Na NH3 is shown in Figure 5.1. The labeling of the
peaks Vfollows the convention that the leading number refers to the vibrational
mode of the transition, the subscript and superscript represent the vibrationalCl
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Figure 5.1 MATI spectrum of Na NH3 and Frank-Condon factors. The labeling of
the peaks VY follows the convention that the leading number refers to the
vibrational mode of the transition, the subscript and superscript represent the
vibrational quantum numbers in the lower andupper states. The quantum number
of the cation is followed by a "+" symbol.129
quantum numbers in the lower and upper states. The quantum number of the cation
is followed by a "+" symbol.
Our MATI spectrum is consistent with the ZEKE spectrum reported by
Rodham et aL37 In our experiment, the spectrumwas recorded by gating the
integrator at the mass of NaNH3 and scanning the laser. Therefore it eliminated the
ambiguity in the ZEKE study as to the origin of the observed ZEKE electrons.
The NaNH3 cations in MATI are not likely from dissociation of larger
complexes. The voltage settings ensure that most of the prompt ions generated from
direct ionization of Na.(NH3) cannot reach the detector. If the observed NaNH3
cations are generated by larger complexes, they will be retarded and eliminated
from the excitation/ionization region, justas prompt ions. Furthermore, if the signal
comes from dissociation of larger complexes, the spectrum would likely exhibit a
broad peak, unlike the sharp features in the MATI spectrum.
The resolution of the spectrum can be estimated according to Equation 1.1.
(51)
= 6x(.J23.75 V/cm J2.644 V/cm) =19 cm'
assuming adiabatic ionization. The actual peak width is about 23 cm1, mainly
determined by the resolution of the spectrometer.
5.3.2 Spectroscopic Analysis
The strongest peak in the spectrum is assigned to the transition between the
neutral vibronic ground state to the vibronic ground state of the cation. A short but130
clear progression can be identified. The interval is approximately 300cm. Based
on a qualitative analysis, this progression can be assigned to the Na-NH3 stretching
vibration. The "internal" vibrations of NH3 have much higher frequencies than 300
cm4. For the two intermolecularmodes, Na-NH3 stretching v3 hasA1symmetry,
and the doubly degenerate Na-NH3 bendingv6has E symmetry. Under the Born-
Oppenheimer approximation,therelativetransitionintensitiesof different
vibrational modes are proportional to the overlap of the vibrational wavefunctions.
Symmetry analysis indicates that the 31+ transition is allowed whereas the 6o1+
transition is forbidden. Although 6' transitionmay gain some intensity through
the Jahn-Teller effect, it should be much weaker than 3'. Therefore, the major
progression in the spectrum is attributed to the Na-NH3 stretching vibration. ab
initio calculation further confirms this assignment. The calculation at the MP2 level
with the 6-31 +G(d) basis set predicts the frequency of the Na-NH3 stretching
vibration to be 308 cm, in excellent agreement withour observation. This
assignment is also consistent with the previous study using ZEKE spectroscopy37
and 1+1' REMPI.34
The vibrational frequency is determined to be 284 ± 2.4 cm' basedon a
linear regression calculation. The value of this frequencywas incorrectly reported
in Ref. 37. The origin of this vibrational progression corresponds to the adiabatic
ionization potential of NaNH3. Here a correction should be made to account for the
lowering of the ionization threshold by the spoiling field. It is estimated by the
following equation
10131
6x/= 6x./2.644 V/cm = 9.8 cm' (5.2)
So the adiabatic ionization energy is determined to be 34445 ± 5cm. This result is
in good agreement with previous studies usingZEKE37and PIEspectroscopy.42
The original work usingZEKE37could have provided a higher accuracy, but no
field correction was made in the data analysis.
In addition to the strong3V'+peaks, the spectrum also exhibits two weak
progressions. These peaks are assigned to hot bands basedon Ref 37 and our ab
initio calculation. The small peaks which are approximately 200cm1lower than
the 3P (v' = 1, 2, 3) peaks are attributed to the 3 i' transition. The distance to the
adjacent 3t peaks corresponds to the frequency of theNa-NH3stretching
vibrationv3of the neutral, which is determined to be 195 cmi. The 3irtransitions
are much weaker than the30'transitions due to the low population of the
vibrationally excited complexes. If we assume a vibrational temperature of 50 K for
the molecular beam, then the population at v"l is only 0.3% of the ground state.
The poor signal-to-noise ratio of the hotbands preventsus from doing a quantitative
spectroscopic analysis. The remaining progression in the spectrum is assigned to
the combination band 613o. The intensity of this band is also related to the low
population at the vibrational excited state of the complex.132
5.3.3 Frank-Condon Factors
The Frank-Condon (FC) factors of the
3V'+transitions are estimated based
on a simplified model. In this model, NaNH3 is treated as a pseudo-diatomic
molecule where Na and NH3 are both point masses. Since the frequency of the Na-
NH3 stretching mode is far different from the internal vibration of NH3, the internal
vibrations of NH3 are neglected. The FC factorsare plotted in the top panel of
Figure 5.2. The geometry and frequency data used in the calculation of FC factors
are obtained from ab jnitio calculations at the MP2 level with the 6-31 G+(d) basis
set. The intensity distribution changes insignificantly when the experimental data
are used.
The FC factors agree with the overall intensity distribution of the observed
spectrum. However, discrepancy is observed for the32+transition. The FC factors
are in excellent agreement with the ZEKE spectrum in Ref 37. This is an important
result since we will rely on the Frank-Condon analysis to assign the ZEKE
spectrum of Na(NH3)2.
5.4ZEKE Spectrum of Na(NH3)2
5.4.1 Difference Between Na.(NH3)2and NaNH3
While the vibrational structure of NaNH3 was obtained by a variety of
methods, the high resolution spectrum of Na(NH3)2 or bigger complexes has never
been reported. As we pointed out in Section 5.1,a good method for N&NH3 may133
not work for Na.(NH3)2. For example, the PIE spectrum of NaNH3 shows clear
steps corresponding to vibrational excited states of the cation.41 However, in the
PIE spectrum of Na.(NH3)2, there is onlya slowly and smoothly rising curve.42 The
structureless spectrum are attributed to small FC factors and rich hot bands.
Another example is 1 + 1' REMPI.34 The spectrum demonstrates vibrational resolved
structure of the first excited electronic state of neutral NaNH3, while the excited
states of Na.(NH3)2 are dissociative with short lifetimes.35 Another example is the
depletion spectroscopy.4° While the spectrum of NaNH3 exhibits fine structures in
the first electronic excited state, the depletion spectra of the bigger complexes only
have a broad bump corresponding to the first excited electronic state.
The intermolecular vibrational structure of the NaNH3 cation is clearly
observable in ZEKE37 and MATI (Section 5.3 of this work) spectra. However, to
date, we have never seen any report on further attempts in using ZEKEor MATI on
Na.(NH3)2. Nevertheless, we still expect single photon ZEKE spectroscopy to bea
promising method for this complex. First, single photon ZEKE does not relyon the
dissociative intermediate state of Na.(NH3)2. Instead, it takes advantage of the high-
n Rydberg states, whose lifetimes are prolonged significantly due to a variety of
mechanisms (see Section 1.3). Second, although the FC factors of the transitions
from the vibronic ground state of the neutral to the low-lying bending vibrational
states of the cation are not quite favorable, the transition to higher vibrational states
should have reasonable values. Because of the low frequency of the bending134
vibration,transitions with detectable FC factorsare only a few hundred
wavenumbers above the adiabatic ionization threshold of Na.(NH3)2. They still lie
within the typical energy range that ZEKEcan reach. Furthermore, supersonic
cooling can reduce the contribution of hotbands significantly. The remaining
population in the low vibrational states may have some positive effect: they can
access the low v" states upon excitation, enhancing the signal strength at the
adiabatic threshold though they also complicate the spectrum.
5.4.2Theoretical Analysis
Ab initio calculations21'2225indicate that the neutral Na.(NH3)2 complex
has a bent structure with C2 symmetry, whereas in the cation, the sodium atom and
the two nitrogen atoms are in a straight line, as shown in Figure 5.2. The geometry
has a significant change upon ionization. Dependingon the relative twisting angle
between the twoNH3molecules, the cation has aD3dorD3hsymmetry. TheD3d
structure has a slightly lower energy.
We performed ab initto calculations at the MP2 level with the 6-31 +G(d)
basisset.47In agreement with previous calculations,21 the neutral has a C2
symmetry and the cation exhibits aD3dsymmetry. The optimized geometry
parameters are summarized in Table 5.3. Upon ionization, the bending angle
between the Na-N bonds changes, from 115.4° to 1800.
It is interesting to reconsider this geometry difference between the neutral
Na.(NH3)2 and its ions using Walsh's molecular orbitaltheory.49Walsh's ruleH
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Figure 5.2 Structure of Na.(NH3)2. Top: Cation. Bottom: Neutral. Theab initio
calculation is based on MP2 method and 6-31 +G(d) basis set.136
Neutral Cation
Na-N bond length(A) 2.46A 2.40
N-Na-N angle 115.4° 180°
105.7°
Na-N-H angle 113.62°
115.5°
H-N---N-H twisting angle N.A. 180° or ±60°
("staggered")
H-N---Na-N dihedral
180°or±62.7° N.A. angle
N-H bond length(A) 1.022A 1.022A
H-N-H angle 106.5° 105.0°
Table 5.1 Geometry parameters of Na (NH3)2. The ab initio calculation is basedon
MP2 with 6-3 1+G(d) basis set.137
states that a triatomic molecule with BAB structure should be linear as longas the
number of valence electrons doesn't exceed 16. If BAB has 17or more covalence
electrons, the molecule should be bent. Na.(NH3)2 is nota triatomic molecule.
However, it may be treated as a pseudo-triatomic molecule ifwe regard each of the
ammonia molecules in the complex as one unit. The anion and neutral Na.(NH3)2
complexes have 18 and 17 covalent electrons. They both adopt a bent structure.
The cation, on the other hand, has 16 covalent electrons. The two N atoms and Na
are arranged in a straight line, consistent with Walsh's rule.
Na.(NH3)2 has 9 atoms. So in total there are 9x3-6=21 vibration modes.
With projection operators, one can construct symmetrized internal coordinates and
categorize all of the 21 normal mode vibrations. For the cation, we have
6 N-H stretching vibrations: Aig, Eg,A2, Eu
6 H-N-H bending vibrations: Aig, Eg,A2,Eu
6 H-N-Na bending vibrations(umbrella vibration):Aig, Eg,A2,Eu
Among the 18 vibrational modes above, one Aig and one A2 are redundant.
2 N-Na-N stretching vibrations: Aig, A2
1 twisting vibration between two NH3 moleculesAi
2 H3N-Na-NH3 bending vibrations: Eu
The doubly degenerate H3N-Na-NH3 bending vibration with Eu symmetry
should be the most active mode since the largest geometric change is the bending
angle between the Na-N bonds. This vibrational mode is labeledasV16following
the rule stated in Ref 49,138
"The numbering of the frequencies follows the order in the
character table and within a given symmetry type the modesare
numbered in decreasing frequency order".
The symmetry species E is listed in the last row in the character table for
D3d.Among all E modes, this bending mode has the lowest frequency. Therefore,
it is labeled as v16. Our ab initio calculation predicts that the vibrational frequency
of this mode is 31 cm'. The FC factor for the 0-0 transition should be small. The
intensity maximum is expected to occur ata transition from the ground state of the
neutral to a vibronic state of the cation witha fairly large vibrational quantum
number.
5.4.3 AssignmentofZEKE Spectrum
Figure 5.3 shows the ZEKE spectrum of Na.(NH3)2. The laser wavelength
is calibrated using the 3s-3d transition of sodium atoms at 29181.2cm'.48To
extract as many real ZEKE electrons as possible, a strong extraction field of 8.145
V/cm was used. According to Equation 1.1, the resolution should be
8 = 6x(j)=6xW'8.145 V/cm J1.810 V/cm)=9cm1(5.3)
Though relatively low due to the strong ionization/extraction field, this resolution is
high enough to resolve individual vibrational transitions. In the spectrum, the width
(FWHM) of the peak is approximately 13 cm'. It isa combination of the resolution
of the spectrometer and the unresolved rotational profile of each transition.
The spectrum exhibits a clear vibrational progression. The interval of the
peaks are approximately 28 cm1. By comparing this frequency with the result of.-
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Figure 5.3 (a) ZEKE spectra of Na (NH3)2. The overall transition intensitiesare
calculated assuming the peak near 28878cm1is the origin band. This tentative
assignment is consistent with the experimental value of ionization potential
deduced from the PIE spectrum of Na (NH3)2.The relative intensity is the
summation of the 0-n transitions plus the contribution of 1-n, 2-n, 3-n and 4-n
hotbands.C,)
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Figure 5.3 (Continued) (b) ZEKE spectra of Na (NH3)2. The calculated overall
transition intensities are plotted in the same spectrum assuming the peaknear
28828cm1is the origin band. The relative intensity is the summation of the 0-n
transitions plus the contribution of 1-n, 2-n, 3-n and 4-n hotbands. The hotbandsare
scaled assuming a 50k vibrational temperature.141
our ab initio calculation, we attribute this vibration to theH3N-Na-NH3bending
motion. This assignment agrees with the physical picture depicted in the previous
section. The spectrum doesn't showa sharp onset of the ionization threshold. The
strongest peak originates from the ground state of the neutral to a highly excited
vibrational state of the cation. This is also in good agreement withour expectation.
Precise calculation of the vibrational frequency and the ionization threshold
requires correct assignment of the peaks in Figure 5.3. However, the origin band
(0-0 transition) of the progression is difficult to determine due to the diminishing
FC factor near the adiabatic ionization threshold. Rich hot bands further increase
the uncertainty. Given the low frequency of the3HN-Na-NH3bending mode
(31cm1based on the MP2/6-3 1 G(d) calculation), vibrational excited states of the
neutral complex are well populated even ata moderately low temperature. To
determine which peak is the origin band, we calculated the FC factors of the main
vibrational progression as well as the hot bands.
Using normal mode coordinates, analogous to the well-known diatomic
harmonic vibration, the wave function of a normal modecan be writtenas49
where
a Ja2Q,2 j(Qj)2n..fl!2 H(aQ) (5.4)
(5.5)142
and Q is the normal coordinate of the normal mode. Itcan be deduced from the
mass weighted Cartesian displacement coordinate q of the molecule via the L
matrix:
Q = Lq (5.6)
L is an orthogonal transformation matrix linking the position of atoms to the
normal modes. The Frank-Condon factors of the i-th vibrational modecan be
calculated using the equation
F.C.=JThii"(Q,Q;:e)'(QiQze)t1Qi (5.7)
whereQeandQeare the normal coordinates of the neutral and cation at
equilibrium geometry. The equilibrium geometry, the vibrational frequencies of the
normal modes and the L matrix are obtained using Gaussion 94. The FC factors of
the 0-n bands and n-0 bands were calculated first. We found that the Frank-Condon
factors diminish close to the 0-0 transition. If only these two types of transitions
exist, there should be a big gap between these two series. Since the frequency of the
bending vibration is low, we should consider contributions of vibrational excited
states in a more systematic manner, including transitions of 1-n, 2-n, etc. The
overall transition intensity should bea summation of all the possible transitions
(nm) weighted by the corresponding population ata certain vibrational
temperature.
We tentatively assign the peak at 28878cm4as the origin band, in
agreement with the result of Nitsch et al. 3.58 ± 0.1 eV or 28873 ±81cm1.42The143
vibrational frequency of the neutralis lower than that of the cation by
approximately 4 cm1. Ideally, peaks from different series should not overlap
exactly. However, limited by the resolution of our spectrometer, this information
cannot be used for a definite assignment of the origin band. Instead, the overall
transition intensity distribution was used. The profile of the overall transition
intensity distribution is compared with the spectrum,as shown in Figure 3(a).
Agreement cannot be established by varying the vibrational temperature. We then
assumed a different peak as the 0-0 transition and repeated the steps above. After
trying different assignments and vibrational temperatures, we find that ifwe
assume the peak at 28828cm1is the origin band and the vibrational temperature is
50 K, the profile of the calculated overall intensity distribution of the peaks is in
good agreement with the observed ZEKE spectrum,as shown in Figure 3(b). The
adiabatic ionization threshold of Na (NH3)2 is therefore determined to be 28830.5 ±
1.2 cm' after field correction. The vibrational frequency and the anharmonicity of
the bending vibration are deduced to be 25.2 ± 0.2cm1and -0.123 ± 0.011cm1,
respectively.
5.4.4 Discussion
An interesting result from our analysis is the negative anharmonicity. In
other words, the interval between the vibrational energy levels increases with
increasing vibrational quantum number. At first glance, this is contradictive toa
normal vibrational progression in which energy levels become more and more144
condensed with the increase of the vibrational quantum number. This seemingly
wrong result can be explained by an inspection of the potential curve as a function
of the bending angle. Theoretical calculations indicate that the potential curve looks
like a "square basin" along the bendingangle.21The bottom, where the bending
angle is close to1800is rather flat. When the angle approaches 90° or270°,the
potential energy increases abruptly. Thus, the energy levels of this bending mode
should be more similar to those from "particle-in-a-box" than those of a harmonic
oscillator. The strict physical confinement causes increased spacing between
adjacent levels with the increase of the vibrational quantum number. The potential
energy at 90° and270°is approximately 0.4 eV above the minimum. The spectral
region we scanned is from the vibronic ground state of the cation to about720 cm1
or 0.09 eV above the vibronic ground state. This region is well within the "box".
The peaks in the low-n region of Figure 5.3 exhibit some splittings. Though
not well resolved, some are clearly observable. We attribute these fine structures to
hot bands with similar frequencies. (e.g.0-0, 1-1, 2-2...transitions). According to
ourab initiocalculation, the frequency of the bending vibration of the neutral is
about 4 cm' lower than that of the cation. If we assign the leftmost small feature at
28828cm to the 0-0 transition, the middle peak to the 1-1 transition and the
rightmost peak to the2-2transition, the distance between the first two peaks should
be Av, and the distance between the second peak and the third peak is2tv.From
the spectra, we can determine that v = 5 cnf', in agreement with this assumption.145
Tn the spectrum, there is a dip at v"=8. Upon careful examination of the
laser power in the same wavelength region,we believe that it is most likely caused
by a drop of the laser power. However, the dependence of the signalon the laser
power is not a simple linear relation because of the influence of false ZEKE signals
and other dynamics such as ion stabilization. No laserpower correction is therefore
performed on the experimental spectrum. A similar dip is observed at v"20 and is
also attributed to the laser power variation.
In the experiment, a 1:1 mixture of NH3 and He was used as the pickupgas
to generate Na.(NH3)2. When pure ammonia was used, we were unable to get
vibrationally resolved ZEKE spectrum. Instead, the spectrum only containsa
slowly rising slope, similar to the structureless PIE spectrum. This phenomenon
may be an indication of the existence of another isomer of Na.(NH3)2, where only
one NH3 is attached to the sodium atom and the other NH3 is connected to the first
NH3via a hydrogen bond. This isomer is predicted from theoretical calculations,
and its energy isonlyslightly higher than that of H3N-Na-NH3.21'2225Because of
its floppy structure and its low dissociation energy, this isomer couldsmear out the
structure in the ZEKE spectrum of H3N-Na-NH3 completely. When helium gas is
added, the chance of forming this isomer is decreased dramatically probably due to
more efficient cooling.
In this experiment of Na.(NH3)2, false ZEKE is a problem. The relative ratio
of real ZEKE over the false ZEKE signal is much lower than that for NaNH3 under
similar experimentalconditions.Even withgreatcarein optimizing the146
experimental condition, the false ZEKE signal is still present in the spectrumas a
broad baseline. This phenomenon suggestsa low yield for ZEKE electrons and a
high yield for prompt electrons. It has been reported that the lifetime of the first
excited state ofNa(NH3)2is much shorter than that of NaNH335 If this is also true
for their high-n Rydberg states,we can expect that fewer Rydberg states of
Na.(NH3)2can survive the delay than the case of NaNH3.
According to the ab initio calculations, both the anion and the neutral have
bentstructures.22The bending angle of[Na(NH3)2fis predicted to be 108.00,
compared to 115.4° for the neutral Na.(NH3)2. Thus, if[Na.(NH3)2fcan be
produced, we may expect that the transition from the ground state of[Na.(NH3)2f
to the ground state ofNa.(NH3)2is favored by the FC factor. This condition should
lead to a strong ZEKE signal in a photodetachrnent experiment.
Ideally a MATI experiment is necessary to eliminate the ambiguity of the
origin of ZEKE electrons. However, it turns out that MAT! is muchmore
challenging to perform for Na(NH3)2. In the ZEKE experiment, if the spoiling field
is weak, false ZEKE signal coming from trapped energetic electronsmay
camouflage the real ZEKE signal. If the field is set stronger, the Rydberg state
Na.(NH3)2can be eliminated. Thus it is challenging to find a suitable voltage
setting to optimize the ZEKE signal. In MAT!, the spoiling field is typically
stronger than that in a ZEKE experiment. The vulnerability of big clusters to
external field is a common problem. To date, to our knowledge, no MAT! spectra147
of heavy clusters or complexes have been reported. In the next chapter,we will
discuss a possible improvement of the MATI spectrometer for thispurpose.
5.5ZEKE Spectrum ofNa.(N113)4
Compared toNa.(NH3)2,the structure of Na(NH3)4 is well defined
according to theoretical calculations.22'25 The symmetry species of the neutral and
the cation are both C3 with the Na atom at the center and the four NH3 molecules at
the tetrahedral apexes.2225 Experimental studies indicate that the PIE spectrum of
Na.(NH3)4has a much sharper slope than Na.(NH3)2,and Na.(NH3)5,6, 7We
calculated the frequencies and equilibrium geometry of Na.(NH3)4 basedon the
MP2 method using the 6-31 G(d) basis set. Figure 5.4 illustrates the structure of the
cation and neutral. Upon ionization, the symmetry of Na.(NH3)4 remains thesame,
and the biggest geometric change is the Na-N bond length. Similar to thecase of
NaNH3, we expect the stretching vibration of Na-N bond is the strongest mode in
the ZEKE spectrum.
Under the same experimental conditions as those of Na{NH3)2,we tried
scanning the probing laser energy across the ionization threshold of Na(NH3)4. The
resulting spectrum only contains a slowly rising slope withoutany structure, as
shown in Figure 5.5. This ZEKE spectrum of Na.(NH3)4 is essentially thesame as
its PIE spectrum.148
Figure 5.4 Structure of Na.(NH3)4.C,)
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Figure 5.5 ZEKE spectrum of Na (NH. The experimental setup is the sameas
that of Na (NH3)2.150
Müller-Dethlefs and co-workers observed similar phenomena while
studying ZEKE spectra of benzyl alcohol, salicyl alcohol,5° and phenoF(CO)2.5'
During a 1+1' resonance enhanced ZEKE experiment of these samples, the authors
reported structureless spectra with indistinguishable ionization thresholdsor
absence of ZEKIE signal.Ab initiocalculations indicated that the geometry of the
intermediate state is very different from that of the cation. The authors then
attributed the structureless spectra to the large conformational change and small FC
factors upon excitation or ionization.
To verify if the absence of structures in the ZEKE spectrum of Na.(NH3)4 is
due to similar reasons, we calculated the FC factors of the totally symmetric
stretching vibration of the Na-N bonds based on normal coordinates. The results are
listed in Table 5.2. The frequencies, geometry parameters, and L matrixare from
ourab initiocalculations. The FC factors do have non-negligible values near the
ionization threshold. It suggests that there may be other reasons to account for the
absence of a resolvable spectrum.
One reason may stem from the high density of vibrational states in
Na.(NH3)4. Hashimotoetal.25 pointed out that the potential barrier for the rotation
of NH3 with respect to the N-Na axis is low and quitea number of low frequency
vibrational modes exist. The frequency associated with the oscillatory rotation
around the equilibrium position is on the order of 10 cm1. Ifmore than one such
low frequency vibrations are excited, the vibrational progressions from different151
Transitions Frank-Condon Factors
0-0 0.736
0-1 0.234
0-2 0.0285
0-3 0.00157
0-4 0.0000297
Table 5. 2 Frank-Condon factors of the 0-v' transitions of Na(NH3)4. 0 denotes the
vibronic ground state of the neutral complex. v' denotes the vibrational quantum
number of the totally symmetricNa-NH3stretching vibrational mode of the ground
state of the cation.152
modes may tangle together and make the spectrum structureless, unless the
resolution of the spectrometer improves significantly.
Another reason may be related to geometric isomers of Na.(NH3)4. Though
so far allab initiocalculations indicate that the "interior structure" with C3
symmetry is the most stable, evidence or indications of the presence of other
structures exist. Ref 42 compared the experimental values of the dissociation
energies with these of theoretical calculations.52 A striking point is the large
deviation for n=4. The theoretical value (0.68eV) is twiceas big as the
experimental value (0.32eV). One reasonable explanation of this discrepancy is that
the sample in the experiment might not have the well-defined structureas that used
in the theoretical calculation. In fact, during the experiment of Na(NH3)2,we have
found that if the carrier gas is pure ammonia,we were unable to get vibrational
resolved ZEKE spectra. A mixture of helium and ammonia has to be used. This
was taken as an indication of the abundance of the C isomer of Na(NH3)2 with
pure ammonia. The additional helium gas reduces the quantity of pure ammonia
clusters in the supersonically expandedgas significantly. Similarly, in the case of
Na.(NH3)4,if pure ammonia is used, as in Ref 42, it is quite likely that most of the
Na.(NH3)4complex have the surface structure. Because of the existence of
ammonia clusters in the supersonically expanded carrier gas, formation of surface
structure complexNa.(NH3)4only requires one collision. In contrast, formation of
an interior structure requires four collisions with NH3 molecules and each new NH3
molecule must directly attach to the sodium atom after every collision. Therefore,153
even if helium gas is added, the chance of fonnation of Na(NH3)4 with well-
defined interior structure is much lower than that of surface structure though the
interior structure is favored by energy. In the experiment,we have tried both pure
ammonia and a mixture of ammonia and helium, but all spectra look similar to
Figure 5.5.
5.6Summary
In this chapter, we applied ZEKE and MAT! spectroscopy to small
Na.(NH3) complexes. The MAT! spectrum of NaNH3 is consistent with previous
studies using ZEKE. The ambiguity of the origin of ZEKE electrons is completely
eliminated in our experiment because of the additionalmass information. The
overall intensity distribution agrees with the calculated FC factors.
The ZEKE spectrum of Na.(NH3)2 exhibits a clear progression of the
bending motion of NH3-Na-NH3. The peaksare assigned by comparing the spectra
with the calculated signal intensity which takes the contribution of hotbands into
account. The frequency of the bending vibrational mode is deduced to be 25.2 ± 0.2
cm1with an anhannonicity of -0.123 ± 0.011 cm1. The adiabatic ionization
threshold is determined to be 28830.5 ± 1.2 cm1. Assumingour assignment is
correct, the accuracy of the ionization potential is improved by two orders of
magnitude. This is the first time that a metal complex containing two polar
molecules has been reported using ZEKE or MATI. The experiment is challenging
because of the small FC factors upon excitation/ionization and the short154
dissociation lifetime of the excited state. During the experiment, a spoiling field
higher than 1 V/cm or a delay longer than 0.6 jis would eliminate all the real ZEKE
signal, so we were unable to obtain the MATI spectrum of this complex.
The ZEKE spectrum ofNa.(NH3)4only shows a slow rising slope similar to
its PIE spectrum. The structureless feature ofNa(NH3)4is most likely due to the
high density of states and the abundance of isomers with "surface structures".155
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Chapter 6 Concluding Remarks and Future Work
6.1Summary
This thesis presents our work on selected metal clusters and metal-ligand
complexes using ZEKE and MAT! spectroscopy. Vibrationally resolved spectra of
these clusters are obtained, and the results offer a direct measurement of the
ionization potential at a high precision. The vibrational information leads to
determination of the geometry of the cation and the neutral ground state of the
cluster. These methods have proven to be powerful tools in the study of metal
clusters and complexes because of their high resolution and non-destructive feature.
Moreover, our work demonstrates the capability of ZEKE and MAT! spectroscopy.
They can not only provide high resolution spectra, but also offer a way to study
dynamic processes like dissociation and association, as seen in Chapter 4.
The principle and experimental details of ZEKE and MAT! spectroscopy
were described in the first two chapters. Using sodium monomers as a test case, the
performance of the ZEKE and MAT! spectrometers was examined in chapter 3.
!mportant features of the spectroscopic methods were illustrated.
Chapter 4 and 5 focused on the application of ZEKE and MAT!
spectroscopy to naked metal clusters and metal-ligand complexes. Both ZEKE and
MAT! spectra of sodium dimers were presented in Chapter 4. From the vibrational
resolved spectra of the cation, the adiabatic ionization potential of sodium dimer
was determined to be 39479 ± 4cm1,in excellent agreement with results159
extrapolated from the Rydbergseries.1The vibrational frequency of the X2-state
was deduced to be 120 ±4cm1with an anharmonicity of 0.5 ± 0.4 cm1. From the
hotbands, the vibrational frequency of the neutral ground state was deduced to be
152 ± 3 cmi. All spectroscopic constants were in excellent agreement with
literature reports.
In the MATI experiment of sodium clusters, it was observed that low
energy Rydberg state monomers and dimers that could not be field ionized were
observed to form high energy Rydberg state clusters through association with a
neutral ground state atom. The Rydberg electron absorbs a small fraction of the
association energy, thereby reaching the region for field ionization. The majority of
the association energy is changed into the vibrational motion of the newly formed
cluster. Evidence of this process was provided from spectroscopic features and
time-of-flight profiles of these clusters.
While the capability of ZEKE spectroscopy was demonstrated, a pitfall was
also observed and studied in detail. In the PFI-ZEKE experiment of sodium dimer,
it was found that the energetic electrons might be trapped inside the ion cloud if the
laser power was sufficiently high and the spoiling field was sufficiently low. These
electrons are indistinguishable from the real ZEKE electrons in their time-of-flight
when the ionization/extraction pulse is switched on. This process was characterized
from the dependence of the signal of the trapped electrons on the external spoiling
field and the laser power. Its efficiency was compared with that of the real ZEKE
electron signal. This observation calls for precautions in ZEKE experiments where160
energeticelectronsarepresumedtoescapewithinnanosecondsafter
photoexcitation.
In Chapter 5, MATI spectrum of NaNH3 and ZEKE spectrum ofNa.(NH3)2
were obtained. Our ZEKE spectrum ofNa.(NH3)2is the first vibrational resolved
spectrum of a metal complex with more than one polar ligand molecules. The
frequency of the H3N-Na-NH3 bending vibration is determined to be 25.2 ± 0.2
cm1with an anharmonicity of -0.123 ± 0.011 cm'. The adiabatic ionization
threshold is deduced to be 28830.5 ± 1.2 cm1. By comparing the experimental data
with the result from ab initio calculations, the bending structure of the neutral and
the linear structure of the cation were confirmed. Plasma trapping was also
observed in the ZEKE experiment of NaNH3 and Na.(NH3)2. It was minimized by
maintaining a good vacuum, a moderate oven temperature, a just enough laser
power and a carefully adjusted spoiling field.
6.2Improvement of the MATI Spectrometer
6.2.1 Background
So far, our study of clusters using MATI is focused on small clusters. With
the increase of cluster sizes, an inherent problem becomes more severe. As we have
already discussed, a prerequisite in MATI spectroscopy is physical separation of
prompt ions from the long lived Rydberg state neutral clusters. A variety of MATI
schemes have been devised.
2, 3,4,5, 6, 7, 8In these implementations, a weak spoiling161
field, typically from 1 V/cm to 7 V/cm, is used, and the prompt ions are either
blocked before entering the flight tube, or delayed so that the TOF of the prompt
ions is sufficiently different from that of the MATI ions. The heavier the cluster,
the stronger the spoiling field has to be. However, the strong spoiling field will
destroy high Rydberg states. To ensure the feasibility of the experiment, a weak
spoiling field is desirable. This dilemma has been a major problem in the
application of MATI for studies of heavy molecules or clusters. To date, the
heaviest cluster investigated using MATI spectroscopy is Ag2 with a mass-to-
charge ratio of 216.
In this section, we present a possible solution to this problem. The idea is as
the following: Instead of retarding the ions along the flight tube, the new design
deflects the prompt ions with a field perpendicular to the axis of the spectrometer.
The prompt ions gain a transverse velocity in the deflecting field and physical
separation for Rydberg states species is achieved during the flight in the field free
region. With this design, as will be illustrated in Section 6.2.3, clusters with mass
up to thousands can be studied using MATI.
6.2.2 New Design of the Electrodes
Figure 6.1 illustrates the new design of the electrodes. The axis of the flight
tube is along the direction of the cluster beam. Without the two central deflection
electrodes, it would be a Wiley-McLaren time-of-flight massspectrometer.9The[I] -30 -400
0.25
-0.25
iii- - -
El E2 E3 E4
!1iIi]
Flight Tube
Figure 6. 1 New design of the MATI electrodes.
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deflection field is applied immediately after photoexcitation and lasts until the
cluster beam moves into the field ionization region between E2 and E3.
To illustrate the principle of this new scheme, we can take Na21 as an
example. This is the heaviest sodium cluster whose depletion spectrum is available
in theliterature.10Assuming an initial group velocity of 1000 mIs and a traveling
distance of 6 nmi from the spot of photoexcitation to E2, it will take 6Lsfor the
clusters to move out of the deflection field. For a prompt ion of Na21 (mass-to-
change ratio483) in a deflection field of 0.625 V/cm, this time duration doesn't
result in a substantial displacement from the central axis. However, it will cause a
vertical velocity gain of 9.0 mIs. Once inside the field ionization region defined by
E2 and E3, ZEKE state clusters are ionized and all of the cluster ions are
accelerated into the field-free flight region. With the voltage setting shown in
Figure 6.1, based on a simple calculation, it takes 104 jis forNa21to reach the
detector. During this flight time, prompt ions with a transverse velocity will be
displaced from the flight axis by 7.7 mm. If we choose an aperture with a diameter
of 15 mm at the exit of the flight tube, all prompt ions of Na21 should be stopped at
the aperture. The off-axis displacement is inversely proportional to the square root
of the mass. Therefore, all the prompt ions smaller than 483 amu should be stopped
at or before the exit aperture. In contrast, using the design of MATJ spectrometers
commonly reported, a much stronger spoiling field of 4.2 V/cm is necessary to
block the same prompt ions in a distance of 6 mm.164
A mass-to-charge ratio of 483 amu is not the upper limit of the spectrometer
of this new scheme. The deflection field in the above example is only 0.625 V/cm.
Therefore, for bigger clusters, there is still room to increase the defection field for a
more effective deflection. Moreover, the displacement can be increased by
lowering the voltage on the flight tube to prolong the time-of-flight of the cluster.
For a particle with mass-to-charge ratio of 4000, if we keep the voltages on the
deflection electrodes and MCP detector unchanged and set the voltages on other
electrodes as OV, OV, -30V, -60V, -bOy from left to right in figure 6.1, the time-
of-flight will be 563Lsand the perpendicular displacement will be 5.1 mm. These
heavy prompt ions will be stopped by an exit aperture with a diameter of 1 cm.
6.2.3 Fringe Field Effrcl
The design in Figure 6.1 calls for a detailed consideration of fringe fields. In
principle, the new MAT! scheme requires that prompt ions maintain their initial
perpendicular velocity gained in the deflection region throughout the flight tube.
Any focusing or defocusing effect from the ion optics will affect this perpendicular
velocity. Care must be taken to minimize the fringe effect, especially the focusing
effect of the electrodes. To further elucidate and verify the feasibility of this new
MATI scheme, we simulated the performance of the new MATI spectrometer using
SIMION.11In the construction of the spectrometer, high transmission meshes are
typically used to separate fields in different regions of the spectrometer. A certain
thickness of the electrodes is needed to mount the meshes properly. Depending on165
the sides of the electrodes where the meshes are mounted, the extreme situations of
the fringe effect are considered.
Figure 6.2(a) shows the MATI electrodes where meshes are mounted
downstream of the spectrometer. The geometry of the electrodes is drawn to
resemble the existing ones in our laboratory as much as possible. The voltage
settings are the same as those shown in Figure 6.1. Figure 6.2(b) illustrates the
trajectories of the prompt ions of Na21t Details of the entrance and exit regions of
the spectrometer are shown in (c) and (d). As expected in Section 6.2.2, prompt
ions have sufficient vertical displacement and are stopped by the exit aperture. On
the other hand, MATI ions are not subject to these effects, so in SIMION, the
trajectories of MATI ions are along the axis of the spectrometer.
The vertical displacement calculated by SIMION is much larger than that of
our earlier calculation in Section 6.2.2 (7.7 mm). This discrepancy is caused by the
fringe effect of the deflection electrodes and the weak defocusing effect of
electrodes 3 and 4. Ions are spread out even more after passing the ion optics than
predicted solely based on the deflection field.
As a comparison, Figure 6.3 shows the results from the simulation of the
case of focusing electrodes. The meshes are attached to the upstream of the
spectrometer and E3 and E4 act as a group of weakly focusing lenses due to the
fringe effect. Therefore, the perpendicular velocity gained in the deflection region
may be canceled and the prompt ions may go back to the axis of the spectrometer,
as shown in Figure 6.3(b). Although the same voltage settings are used as those in166
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Figure 6.2 Simulation of prompt ions and MATI ions of Na21 in the new MATI
scheme with slightly defocusing electrodes. The prompt ions are separated from the
MATI ions during the flight.167
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Figure 6.3 Simulation of prompt ions and MATI ions of Na21 in the new MATI
scheme with slightly focusing electrodes. The prompt ions are not removed.168
Figure 6.2, the displacement at the flight tube exit is only 6.2 mm, smaller than our
previous calculation in Section 6.2.2. Different from the case of Figure 6.2, prompt
ions are observed to return to the flight axis, and the aperture has no effect in
blocking them from the MCP.
The focusing effect cannot be cured by simply increasing the deflection
field. Actually, this point can be better illustrated for lighter clusters. Our
simulation indicates that, under aslightlyfocusing condition, there exists an
optimum strength for the deflection field to achieve maximum displacement. When
the deflection field is stronger than this optimum value, the prompt ions are turned
back to the axis and may even cross to the opposite side of the flight tube.
Based on this result, large electrodes and small intervals between electrodes
should be a key in implementing this scheme. Care must be taken to avoid potential
side effects on the MAT! signal. Although not affected by the deflection field, the
MAT! ions are subjected to the focusing or defocusing effect of the subsequent
electrodes. The mesh can be installed as shown in Figure 6.2(a) to make use of the
defocusing effect of the electrodes. However, it should be noted that too much
defocusing force decreases the collection efficiency of MAT! ions.
A few further modifications of the spectrometer can be made. The distance
from the edge of the deflection electrodes to the ionization/extraction region should
be minimized because it extends the flight time from the deflection region to the
injection region. This extra time may propose a stringent requirement on the
lifetime of the Rydberg states without any help to the deflection.169
6.2.4 Discussion
The new design allows discrimination of prompt ions from MAT! ions with
a weak spoiling field. It doesn't rely on physical separation of prompt ions before
the entrance of the mass spectrometer. Rather, only a small velocity perpendicular
to the flight axis of the spectrometer will be supplied to the prompt ions before field
ionization. This perpendicular velocity is maintained, or magnified when using a
defocusing set of electrodes, throughout the entire flight region and result in a large
off-axis displacement. Final discrimination of the off-axis prompt ions from the
MAT! ions can be easily achieved by an aperture at the exit of the flight tube. The
detection scheme is summarized as follows:
(a) Prompt ions receive an off-axis velocity in the deflection region and are
prevented from reaching the detector by an exit aperture after passing through the
whole (or a major part of) the flight tube.
(b) MATI ions produced by delayed field ionization of Rydberg state
clusters in the ionization/excitation region are not displaced by the deflection field.
So they pass through the exit aperture for detection.
As a result, this MAT! scheme will operate with a low background,
therefore a high detection sensitivity, allowing analysis of clusters and their adducts
at low concentrations.170
6.3Future Work
In this thesis, we have presented the ZEKE and MATI spectra of a number
of smallclusters.The capability of thespectroscopic method has been
demonstrated throughout theexperiment. The new design of the MATI
spectrometer discussed in the last section opens a way to further study heavier
clusters and complexes, which is one of the essential goals of cluster science.
More experiments need to be done to further confirm the feasibility of the
new design of the MATI spectrometer. Na.(NH3)2 and Na3 will be good samples to
start with. The ZEKE spectra of these two species have been reported by us12 and
Thalweiser et al.'3 The MATI spectra of these species are ideal to test the capability
of the new design. Furthermore, the MATI experiment will provide unambiguous
correlation between the spectra and the species.
Our eventual goal is to find out how the physical properties of clusters
change with size. If the new design works efficiently, a series of study on heavier
clusters and other cluster species can be carried out. We believe these studies will
contribute to a thorough understanding of the properties of different sized
materials.171
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