Introduction
The Moroccan Amazighe language is considered as a prominent constituent of the Moroccan culture due to its richness and originality. However, it has been long discarded and otherwise neglected as a source of cultural enrichment. Nevertheless, due to the creation of the Royal Institute of Amazighe Culture (IRCAM) (see Appendix J), this language has been introduced in the public domain including administration, media and the educational system. It has enjoyed its proper coding in the Unicode Standard [1] [2] , an official spelling [3] , appropriate standards for keyboard realization and linguistic structures that are being developed with a phased approach [4] [5] . This process was initiated by the standardization, vocabularies construction [6] [7] [8] [9] , spelling standardization [3] and development of grammar rules [4] .
However, all these stages are not sufficient for less-resourced languages as Amazighe to join the group of well-resourced ones in terms of language technologies. In this context, many scientific studies have been undertaken to improve the current situation. These studies can be divided into two categories:
(1) Computational resources: this can be subdivided into three subdomains:
• Tifinagh promotion works [10] [11],
• Optical character recognition [12] [13] [14] ,
• Amazighe corpora [15] [16] .
(2) NLP tools: overall, NLP tools for Amazighe have been limited and carried out on light stemmer [17] , tagging assistance tool [18] , Search engine [19] , Concordancer [20] and verb Conjugator [21] . Nevertheless, for the morphological analysis, which presents a core part of NLP applications, there are only a few publications that explicitly discuss the attempts at developing full-fledged morphological analyzers for the Amazighe language [22] [23] [24] [25] [26] [27] .
To this end, this paper presents the continuation of our previous efforts, which are restricted to the noun processing and describes a step toward the development of full-fledged morphological analyzer tool, using finite state technology within the linguistic development environment NooJ, which will be used as input to higher levels of linguistic analysis such as syntactic parsing.
The remainder of this paper is divided into five main sections: the first presents a brief overview of the Moroccan Amazighe language particularities. The second section exposes and discusses some of Amazighe NLP challenges. The third presents our morphological analyzer system. The fourth section gives an overview of evaluation results, and the last section tries to draw some conclusions and suggests some future directions for our approach.
Moroccan Amazighe Language

Historical Background
The Amazighe language, also called Berber or Tamazight ( [tamazi t]), belongs to the Hamito-Semitic languages [28] [29] . It is currently spoken in a dozen countries ranging from Morocco, with 50% of the overall population [30] , to Egypt, passing through Algeria with 25%, Tunisia, Mauritania, Libya, Niger and the Mali [31] .
In Morocco, we distinguish between three major Amazighe dialects: Tarifit in the North of Morocco, Tamazight in the center and SouthEast, and Tashelhit in the South-West and the High Atlas.
Today, the situation of the Amazighe language is at a pivotal point. It holds official status. Its morphology as lexical standardization process is still underway. At present, it represents the model taught in schools and used by the media and an official papers published in Morocco.
Moroccan Standard Amazighe Language Particularities
In order to deal with the linguistic problem of Amazighe language due to the fact of using the different dialects (Tamazight, Tachelhit and Tarifit), IRCAM has engaged to achieve a standardization process for Amazighe language [32] , which is not based on any of the dialects and aims to unify the three regional dialects into a standard national Amazighe language in order to introduce it in the school system, as well as in the media. This standardization process affects different levels:
− Phonology: adopt a standard script;
− Vocabulary: adopt a common lexicon;
− Morphology, syntax and spelling: apply the same spelling rules, the same morphological and syntactical instructions, and the same neologisms forms.
Thereafter, we give a brief overview of the standard Amazighe characteristics which include: the graphical writing system (see Appendix F), Tifinaghe encoding and morphology properties.
Writing System
Like any language that passes through oral to written mode, the Amazighe language has been in need of a graphic system.
In Morocco, the choice ultimately fell on Tifinaghe for technical, historical and symbolic reasons. Since the Royal declaration on February, 11th, 2003, Tifinaghe has become the official graphic system for writing Amazighe. Thus, IRCAM has developed an alphabet system called Tifinaghe-IRCAM. This alphabet is based on a graphic system towards phonological tendency. This system does not retain all the phonetic realizations produced, but only those that are functional [5] . It is written from left to right and contains 33 graphemes which correspond to:
• 27 consonants including: the labials ( ), dentals ( ), the alveolars ( ), the palatals ( ), the velar ( ), the labiovelars ( ), the uvulars ( ), the pharyngeals ( ) and the laryngeal ( );
• 2 semi-consonants: and ;
• 4 vowels: three full vowels and neutral vowel (or schwa) which has a rather special status in Amazighe phonology.
Tifinaghe Encoding
Since the adoption of Tifinaghe as an official script in Morocco for the Amazighe language, the Tifinaghe encoding has become a necessity. To this end, considerable efforts have been invested by IRCAM.
Therefore, the Tifinaghe encoding is composed of four Tifinaghe character subsets: the basic set of IRCAM used to arrange the orthography of different Moroccan Amazighe dialects, the extended IRCAM set used for historical and scientific use, The Neo-Tifinaghe letters, and modern Touareg letters. The first two subsets constitute the sets of characters chosen by IR-CAM [1].
Amazighe Morphology in Brief
Amazighe is a morphologically rich language. It is highly inflected and also shows derivation to a high degree. The main morpho-syntactic categories in Amazighe language are: nouns, verbs pronouns and function words which include adverbs, prepositions, etc. [4] [5] . The following section aims to provide a brief systematic description of Amazighe morphology.
1) Noun Characteristics
In Amazighe language, noun is a lexical unit, composed of a root and a pattern (see Appendix H) [4] . It can appear in several forms: simple form (
[argaz] "the man"), compound form ( [bu tmzrayt] "chronicler"), or derived one ( [amsawad . ] "the communication").
1a) Simple Noun
The Amazighe simple noun consists of a single word occurring between two blank spaces. There are two major subclasses of Amazighe simple nouns: proper nouns and common ones. This latter constitute the most frequent type.
• Proper noun: the name of a person
[hnnu], place [azru] or date. Such nouns are not inflected.
• Common noun: can be either abstract or concrete. The latter can be either animate ( [tamt . t . ud . t . ] "woman") or inanimate (
[tigmmi] "house").
• Adjective: the adjective is a syntactic underclass of the noun; it shares with the nominal all these combinational and functional characteristics: the gender, the number and the state markers, and the complete sentence predicate. As a specific function, they determine the nominal with which they agree in gender and number: [as . bh . an] "beautiful".
1b) Derived Noun
In Amazighe language, we can distinguish between two types of derivation processes: (1) nominal derivation based on noun and (2) nominal derivation based on verb.
• Nominal derivation based on noun: in this case, the derived nouns are obtained by the prefixation of the morphemes
[am] to the nominal basis:
• Nominal derivation based on verb: from a verbal root, deverbal nouns are built by the prefixation or suffixation of a derivation morpheme associated with some changes. Thus, four types of nouns are made: the action noun, agent noun, instrument noun and adjective.
Action Noun. The action noun is formed with prefixation associated with some changes. Whether simple, compound or derived, the noun varies in gender (masculine or feminine), number (singular or plural), and state (free or constructed) [4] .
Gender. The Amazighe noun is characterized by one grammatical gender: masculine or feminine.
• The masculine noun: begins with one of the initial vowels:
. However, there are some exceptions as:
[imma] "(my) mother".
• The feminine noun: is marked with the circumfix . However, there are some exceptions such as nouns which have only the initial or the final [t] of feminine morpheme:
[tadla] "the sheaf", [r . r . muyt] "the tiredness".
Number. The noun, masculine or feminine, has singular and plural. The latter has four forms.
• • The broken plural: involves a change of the internal vowels:
• The mixed plural: is formed by vowels' change associated sometimes with the suffixation of [n]:
[izikr] "the rope" → [izakarn] "the ropes".
• The plural in
[id]: this kind of plural is obtained by the noun prefixation with [id] . It is applied to a set of nouns includ- Table 1 . Description of most frequent composition models in Amazighe language.
Composition Models Examples
Noun + Noun (juxtaposition) [baba rbbi] "god" State. We distinguish between two states: the free state and the constructed one.
• The free state is unmarked. The noun is in free state if it is a single word isolated from any syntactic context, a direct object, or a complement of the predictive particle [d].
• The constructed state is marked in the following contexts: (1) when the noun follows the verb in a sentence and it is the subject of the verb, (2) when the noun follows a preposition, and (3) after some numerals. The verb, whether simple or derived, inflects in three moods (indicative, imperative and participial), where in each mood the same personal markers are used (cf. Table 2 ). It has four aspects (aorist, perfective, negative perfective and imperfective) that are marked with vocalic alternations, prefixation or consonant gemination/degimination. The indicative and the participial moods occur on the four aspects, while the imperative mood has two forms, simple and intensive, that are based on the aorist and the imperfective aspects [4] respectively.
According to a study done by IRCAM [34], verbs are arranged into thirty one conjugation classes, according to the aorist/perfective and the aorist/imperfective conjugation oppositions.
The last class includes irregular verbs. It should be noted that, based on these classification criteria, the Amazighe verb and its derived forms do not necessarily belong to the same class, since they may not use the same morphotactic rules to be conjugated. Furthermore, to deal with regional varieties, a verb can belong to many classes.
3) Pronouns
A pronoun refers to any element that could replace a noun or nominal group. It may represent a nominal group already employed, or designate a person participating in the communication. The paradigm of pronouns includes: personal pronouns (
[nkk] "me"); the possessives (
[winu] "mine"); the demonstratives (
[wad] "that"); the interrogatives ( [ma] "which") and the indefinite ones (
[kra] "something"). Generally, some of these pronouns are inflected, such as the possessive and demonstrative ones:
[wad] "this one" → [wid] "these ones".
4) Function words
Function words are a set of Amazighe words that is assignable neither to a noun nor to a verb. It consists of several elements, namely:
4a) Prepositions
A preposition is a closed paradigm that combines simple and complex forms that express various semantic values. For the first form, it consists of several formats:
For the second one, it is composed of two or three prepositions which may be used adverbially:
[izdar n] "below".
4b) Adverbs
Adverbs are the elements that change the meaning of a verb. Generally, they are classified according to their semantics. Thus, we distinguish adverbs of place
Besides these elements, there also exist: aspectual particles ( [rad] "that"), orientation particles ( [nn] "there"), negative particles ( [ur] "not") and conjunctions (
[minzi] "because").
Amazighe NLP Challenges
Despite its position as second official language in Morocco, Amazighe language still lacks in studies from the computational point of view. This situation is due to its complex and challenging pre-processing tasks. Thus, we can describe three main difficulties which need to be taken into account.
Amazighe Script
The Amazighe writing system poses three main difficulties:
• Dialectal variations: in linguistic terms, the Amazighe language is characterized by the proliferation of dialects (Tamazight, Tashelhit and Tarifit) due to historical, geographical and sociolinguistic factors. Each of these dialects has its own specificity with a set of sub-dialects. Dialects are still present in a set of resources despite of the standardization process.
• Scripts: Amazighe is among the languages having different scripts, namely: Latin, Arabic and Tifinaghe. Thus, it requires a transliterator to convert all the scripts into the standard "Tifinaghe-Unicode" form. However, this process is confronted with spelling variation related to regional varieties
• Spelling: the Amazighe language has remained essentially an oral language for a long time. Therefore, the Amazighe text does not respect the standard writing convention.
Amazighe Corpora
Even with the attention paid to the Amazighe language in the recent years, there are still some gaps in the corpora which present a very valuable resource for NLP tasks. The Amazighe lacks such resources, and most of those existing are in paper format which needs to be digitized. To this end, a set of studies has been undertaken to build Amazighe corpora in a progressive way until reaching a large-scale corpus [16] .
Amazighe Morphology
The third and the last reason, as cited in this paper, for Amazighe processing complexity is its rich and complex morphology. Bellow we describe three main difficulties in Amazighe morphology.
Part of speech ambiguity. One of the Amazighe NLP challenges is ambiguity; the same surface form might have different annotations depending on how it has been used in the sentence. To give some examples of different categories, we present the following examples:
• Some stop words such as [d] might function as a preposition, a coordination conjunction, a predicate particle or an orientation particle. For instance, in the sentences below, the word "d" might be: a coordination conjunction:
[tamazi t d tiknulujiyin timaynutin] "Amazighe and new technologies" → = and; a preposition:
[iman d ubrid] "he went with the road" → = with; a predication particle:
[d argaz] "he is a man" → = he is; or an orientation particle:
[asi d tikint tamjahdit] "bring to here large bowl";
•
[illi] may have many meanings; as a verb in negative perfective, it means "do not exist" when used after a negative particle, while as a noun, it refers to a kinship noun meaning "my daughter".
Inflectional and derivational prosess. As mentioned earlier in this paper (cf. 2.2.3), the Amazighe language is highly inflected and also shows derivation to a high degree. The first process presents more difficulties especially for noun inflection. As the example for the plural, there are four different forms based primarily on both prefix and suffix concatenations, but there are no specific rules which determine the use of one or the other form to inflect a noun. Furthermore, the base form itself can be modified in different paradigms such as the derivational one, where in case of the presence of geminated letter in the base form, the latter will be altered in the derivational form (
[qqim] "make sit" → [s im] "sit"). 
Contractions.
Amazighe Morphological Analyzer: Development and Evaluation
Morphological analysis is one of important tasks in NLP which presents a core part of several NLP applications, providing information about the possible part of speech and other morphosyntactic features of words and tokens as they appear in the context. It is a basic step to various higher levels applications including text mining, information retrieval, machine translation, automatic summarization, and the Amazighe learning systems.
Over the last few years, AmNLP has gained increasing importance, and several state of the art systems have been developed for a wide range of applications. These applications had to deal with several complex problems pertinent to the nature and structure of the Amazighe language. The lack of available resources and their limitations have motivated many scholars to follow the rule based approach and rely on handconstructed linguistic rules in developing their tools, systems, and resources. Furthermore, basic tools and applications such as morphological analyzer system also needs to be developed.
As Amazighe is a morphologically rich language due to its high inflectional and derivational nature, morphological processing plays a key role in developing Amazighe NLP systems and applications. The basic principle of morphological analysis is to breakdown an inflected form into a root and a set of features (lexical category and morpho-syntactic properties). Therefore, the effort spent on creating a reliable, efficient, and flexible Amazighe morphological analyzer is justified by its reuse in many of these applications.
In this paper, we will present our approach to build a highly flexible Amazighe morphological analyzer. Our morphological analyzer will identify the component morphemes of the input word (nouns, verbs, pronouns or function words) on the texts, and also label them with sufficient information to be useful for the other NLP tasks.
Computational Approaches to Morphology: Brief State-of-the-Art
During the last 25 years the Finite-State Technology (FST) has had a great impact on a variety of NLP applications, as well as in industrial and academic Language Engineering.
Finite State Morphology (FSM) aims at handling morphology within the computational power of finite state automata. This approach is especially attractive in dealing with human language morphologies; among these are the ability to handle concatenative and non-concatenative morphotactics, the high speed and efficiency in handling large automata of lexicons with their derivations, and inflections that can run into millions of paths, modularity of the design, due to the closure properties of regular languages and relations; the compact representation that is achieved through minimization; and reversibility, resulting from the declarative nature of such devices. The adequacy of this technology for Semitic languages has frequently been challenged.
Although there is now a variety of Finite state tools, the development or adaptation of existing tools to facilitate the creation, annotation, and description of Amazighe corpora remains a major challenge. For morphological analysis, several tools and frameworks have been used. Well known tools include:
• Two-Level Morphology: it depends heavily on finite state methods, which are well known and are often described as elegant [35] . Two-level morphology was "the first general model in the history of computational linguistics for the analysis and generation of morphologically complex languages" [36] . Developed by Koskenniemi [37] , this technology facilitates the specification of rules that relate pairs of surface strings through systematic rules. Such rules, however, do not specify how one string is to be derived from another; rather, they specify mutual constraints on those strings. Furthermore, rules do not apply sequentially. Instead, a set of rules, each of which constrains a particular string-pair correspondence, is applied in parallel, such that all the constraints must hold simultaneously. In practice, one of the strings in a pair would be a surface realization, while the other would be an underlying form. One of the greatest advantages of twolevel morphology is that rules are entirely declarative: indeed, the original formulation of [37] allows for both analysis and generation within the same grammar. The formalism was later implemented as part of the Xerox tools; two-level rules are compiled to finite-state transducers, which indeed allow for both analysis and generation. Although these finite state technologies present a number of advantages, they present also several disadvantages. The most common one being that they provide a single formalism (powerful grammar) supposed to be used to describe all linguistic phenomena. Unlike NooJ, which is a linguistic development environment, it provides linguists with one or more formal tools specifically designed to facilitate the description of each linguistic phenomenon, as well as parsing tools designed to be as computationally efficient as possible. Furthermore, it allows linguists to combine in one unified framework Finite-State descriptions such as in XFST (see [39] and [40] for more details). This fact makes NooJ an ideal tool to parse complex phenomena that involve those across all levels of linguistic phenomena, and allows NooJ's parsers to be extremely efficient compared with other NLP parsers. The NooJ lexical module that will be used throughout this paper relies on operators performing transformations inside strings, and morphological graphs describing grammatical rules for morphological analysis. Generally, transformations inside strings are based on the use of some generic predefined commands such as:
• LW : position the cursor (I) at the beginning of the form,
• RW : position the cursor (I) at the end of the form,
• L : keyboard Left arrow,
• B : delete the last character,
• S : delete the current character,
• Etc. (see Appendix B).
Our main agenda is to build the morphological analyzer as the combination of several finite state transducers using the NooJ framework. In order to do this, and given that the linguistic resources required by the morphological analyzer include a lexicon and inflection rules for all paradigms, we started by building a morphological Amazighe lexicon.
Building Amazighe Lexicons: NAmLex, VAmLex and PAmLex
The most basic and yet most needed step in morphological analysis of any language is the development of morphological lexicon. To this end we have created, in the first step and using the NooJ robust dictionary module, three Amazighe lexicons named:
• NAmLex, which stands for Noun Amazighe Lexicon and contains a list of simple, compound and derived nouns which are represented as a singular form,
• VAmLex, which stands for Verb Amazighe Lexicon and contains a list of simple, and derived verbs which are represented as a second person, singular, masculine, imperative mode, and
• PAmLex, which stands for Particles Amazighe Lexicon and contains a list of pronouns and function words.
In order to do this, manual collection of the terms is carried out following the three steps described below:
We developed a list of nouns (simple, derived and compound ones) from a set of resources such as Taifi dictionary [48] , Amazighe vocabulary [6] , Amazighe media vocabulary [7] , Amazighe grammatical vocabulary [8] , new grammar of Amazighe [4] and school lexicon [49] .
2) We collected a list of verbs from Amazighe Manual Conjugation [34].
3) We built a lexicon of pronouns and function words from Amazighe grammar [4] .
Each lexical entry presents the following details: the lemmas, lexical category, semantic feature and its translation in French and Arabic languages.
Eventually, to complete the morphological concept of our lexicon, in the second step, we formalized the inflectional and derivational morphology in order to generate from each entry its inflectional and derivational information.
Amazighe Lexicon Formalization: Inflectional and Derivational Morphology
Both inflection and derivation are standard processes for the Amazighe and they generate large amounts of word forms. Thus, the purpose of this section is the Amazighe categories (i.e. noun, verb, pronouns and function words) formalization. This study presents the implementation of inflectional and derivational rules that will allow the generation of inflected forms from each entry.
Inflectional Morphology
To formalize the inflectional rules, we have relied on the works of [4] [50] [34][33] [51] , as well as on heuristic study of our lexicons. Therefore, through graphs integrated in the linguistic development platform NooJ, we have created a set of hand-encoded graphs: 224 inflectional paradigms for nouns (descriptions of noun inflectional paradigms are explained in detail in [22] ), 484 inflectional paradigms for verbs and 8 of them for pronouns [23] .
By these inflectional descriptions we refer to the set of all possible transformations which allow us to obtain, from a lexical entry, all inflected forms. On average, there are 8 inflected forms per noun entry, 116 inflected forms per verb entry, and 2 to 8 ones per inflected pronouns.
These rules are invoked by the property "+ FLX =" that each inflective word has within its lexicon description.
Derivational Morphology
The morphological derivation of new words is considered to be a higher degree of Amazighe morphological process, in the level below the inflection. Therefore, we have implemented a hierarchical system of morphological paradigms as a tool able to capture different levels of the Amazighe derivational morphology. Our hierarchical system includes three derivation levels:
(1) nominal derivation based on noun, (2) nominal derivation based on verb, and (3) verbal derivations.
1) Nominal derivation based on noun
According to the rules described before (cf. 2.2.3.1.b) and on heuristic study of our noun lexicon, we have formalized noun derivation with about 21 rules, generally based on prefixation and suffixation of the nouns.
2) Nominal derivation based on verb
Deverbal nouns are formed by prefixation or suffixation of a derivation morpheme accompanied by intraradical changes. Thus, four types of nouns are made: action noun, agent noun, instrument noun and noun of quality. Each of these branches (nominal pattern) is formed based on verbal patterns [24] .
2a) Action nouns
Based on the work of [52] we have formalized the derivation of action nouns based on (1) the pattern and on (2) the verbal root(monoliteral (see Appendix A), biliteral, etc. with or without initial tension). We have raised, in total, 66 rules of which 5 rules are for the monoliteral, 22 for biliteral, 23 for triliteral, and 9 for quadriliteral roots. In the following (cf. Table 3) we show an example of derivation from monoliteral root (see Appendix C). 
Amazighe, as well as other languages, has borrowed words. These words are strongly borrowed from Arabic dialect (Moroccan Arabic: Darija). To this end, we have formalized the derivation of action nouns based on this kind of verbs. Given that the triliteral roots are the most productive for borrowed verbs, we have formalized, relied on the works of [52] , 7 rules for this morphological type. We show in the following (cf. Table 4 ) an example of derivation from triliteral root. 
2b) Agent nouns
Similarly to action nouns and based on the work of [53] , we formalized the derivation of agent nouns based on (1) the pattern and on (2) the verbal roots: biliteral and triliteral. We have raised, in total, 9 rules of which 4 rules are for the biliteral and 5 for triliteral roots. In the following (cf. Table 5 ) we show an example of derivation from biliteral root. 
2c) Instrument nouns
For this nominal type, there are no regular patterns. Based on a list of verbs, we have formalized a set of cases for biliteral and triliteral roots. Thus, we have raised, in total, 8 rules of which 3 rules are for the biliteral and 5 for triliteral roots. In the following (cf . Table 6 ) we show an example of derivation from triliteral root. 
2d) Nouns of quality
To formalize the nouns of quality, and based on the work of [53] , we have raised 14 rules of which 4 rules are for the biliteral, 9 for triliteral and 1 rule for quadriliteral roots. In the following (cf. Table 7) we show an example of derivation from biliteral root. 
Then, like the simple form, each derived noun is associated with the corresponding inflectional paradigm (cf. Figure 1 ) in order to recognize all the corresponding inflected terms. The latter may be the same as the basic noun and may also be different. 
3) Verbal derivations
According to the rules described in (cf. 2.2.3.2), we have formalized verb derivation within 50 derivational paradigms for the totality of the verbs (
[kks] "remove" → [myukkas] "remove mutually").
All the descriptions inside the derivational grammars are given in the form of graphs. These rules are invoked by the property "+ DRV =" that each derivative word has within its lexicon description.
To give an overview of all these morphological transformations (inflectional and derivational ones), we take as an example the verb
[mun] "to accompany". 
This example illustrates two processes:
The inflectional process. Inflectional grammar is looking for the paradigm named T2 16 (+ FLX = T2 16 (see Appendix G) in order to generate all forms. Among the 116 inflectional transformations which are described in the flexional paradigm "T2 16", here is one:
This NooJ paradigm, written in NooJ graphic editors, illustrates the imperfective form. The first part of this paradigm describes a change on the word (e.g. LW / -position the cursor (I) at the beginning of the form), while the second part describes features that the newly made word is given (e.g. /Inacc + 1 + m + s -word is added description that it is in imperfective form (Inacc), first person (1), masculine (m) and singular (s)). The meaning of the transformation is to insert the consonant [ ] at the end of the form and [tt] into the head of it. These operations, applied in succession, generate the form:
[tmun ] "I accompanied".
The derivation process. Derivational grammar is looking for the paradigm Forme1 s (+ DRV = Forme1 s). In this paradigm we have the following derivational transformations:
Like the inflectional transformation, the derivational one is written in NooJ graphic editors and illustrates the factitive derivation. The first part of this transformation describes a change on the word, while the second part describes features that the newly made word is given (e.g. /V + Dérivé + Factitive + Préf -word is added description that it is in derived form (+ Dérivé), in factitive type (+ Factitive) formed by the prefixation of the morpheme [s] (+ Préf )). The meaning of this transformation is to insert the consonant [s] at the beginning of the form. This operation generates the form:
[smun] "gather". Given that this derived form has a different inflection in the imperfective mood (imperfective = aorist), we have associated the correspondent paradigm in (:T8 10).
The deverbal noun derivation and its flexion. Moreover, this verb presents also nominal derivation. The derivational grammar is looking for the paradigm NAC Pf1 (+ DRV = NAC Pf1: PES:Ta cT1). The + DRV feature first invokes the derivation pattern named NAC Pf1 after which the newly derived word is inflected as the paradigm named PES:Ta cT1. For the first paradigm "NAC Pf1" we have the following derivational transformations:
This NooJ transformation consists in the insertion of the consonant [t] at the end of the form, and [ta] at the beginning. After the derivation, the newly derived noun (
[tamunt] "union") is marked as derived (+ Dérivé) noun (N) with the type: action noun (+ Nom Action). The new word ( ) is then inflected using the inflectional pattern name that follows the name of the derivational one (:PES:Ta cT1). Among the 8 inflectional transformations described in this inflectional paradigm, we can cite the following model which allows to obtain the plural form in constructed state:
The meaning of this transformation is to delete: (1) the last [t] and (2) the vowel after the first one, and then insert the variant
[in] at the end of the form. These operations, applied in succession, generate the form:
[tmunin].
Since Amazighe language is highly inflectional, the number of word forms in the compiled lexicons is much larger than the number of lemmas that are in the main lexicons. We present below an overview of the final lexicons: 
Evaluation of Amazighe Lexicons and Lexical Rules
The test of the lexical coverage of our Amazighe lexicons is evaluated on lexical analysis of our manually-constructed corpus. This corpus is a collection of school texts and contains 96 031 tokens. Automatic evaluation of our Amazighe transducer is a challenge due to the lack of standard annotated corpora.
The main objective from this analysis is to evaluate how many words in our texts can be recognized and annotated after applying our compiled lexicons. It consists of testing membership of each word of the text to our lexicons and then labeling them with the corresponding information. To better illustrate our analysis, we show in the following figure (cf. Figure 2 ) an example analysis of the noun [timunin] "unions, associations": • is the plural form of the action noun [tamunt] derived from the verb
[mun] "accompany" (cf. Figure 3 ) (For further guidance see the example cited in the previous section of the verb
• is the plural form of the feminine noun
[tamunt] "union, association",
[tamunt] derived from the masculine one
[amun] "community" (cf. Figure 3) . Lexical analysis of our corpora shows the results presented below: Table 9 . Result of our lexical analysis.
Results
Number of recognized forms
Number of unrecognized forms Lexical analysis of these corpora shows coverage of about 93% by our lexical and morphological resources.
However, despite the efforts on improving a complete lexicon, unknown words typically represent 7.42% of the words in our corpus that are not contained in our lexicons. Therefore, we propose a new perspective to handle the out-ofvocabulary words that are considered important, using rules and patterns. This approach presents an alternative to investing manual effort in improving the lexicon.
The Unknown Words Processing: Recognition Systems (RS)
Unknown words are one of the key factors which drastically impact the analysis quality. In order to increase the robustness of our analyzer, we have undertaken to propose a new method for handling such unavoidable lack of information. To this end, there have been two possibilities: the first way is to attempt to construct a complete lexicon, and the second way is to attempt to analyze the word by discovering its part of speech and feature information, and storing that information in the lexicon.
Given that the second approach is less expensive, in this paper we describe a morphological analysis method based on morphological and syntactic grammars. This method uses a model that cannot only consult the lexicons, but also estimates how likely it is that a word can be a noun or verb according to the information at hand.
The following sections will cover the various concepts used by our recognition systems (RS) to help in the processing of unknown words. First, the architecture system will be discussed. Second, the morphological RS are detailed.
Finally, an evaluation of our approach is described.
System Architecture
Our morphological analysis involves 4 steps (see Figure 4 ).
For convenience, we split the field of our morphology into three different areas: morphological generation, morphological reconstruction and morphological recognition. Morphological generation involves creating lexical entries based on the inflectional rules (cf. 4.5.1).
Morphological reconstruction produces the new word through derivational rules (cf. 4.5.2). These two morphological areas are applied directly, after the application of the NooJ segmentation system to the corpus (step 1), then we identify the component morphemes of the input words, matching them with the lexicons (step 2) and labeling (step 3) the known words with sufficient information to be useful for the tasks at hand. And finally, if the input word does not belong to our lexicons (step 4), we apply the morphological recognition systems which use knowledge about affixes and other features of the word in order to provide the possible annotation, without using any direct information about the words stem. The following section describes the methods employed by our recognition systems.
Morphological Recognition: Recognition Systems (RS)
No matter how big the applied lexicon is, there will always remain unknown words. Moreover, natural language is dynamic and it is impossible to compile huge dictionaries which will contain all the words that could appear in reallife texts: new words are constantly added to a language; other words get less frequent or are dropped out, while some of the existing ones get lost or change, etc. To remedy to this situation, we introduce a system analysis without lexicon in order to increase the robustness of our analyzer. This system will empirically investigate how well syntactic and morphological rules can analyze sentences containing unknown words.
Given that the unknown word can be a noun or a verb, we proposed a two-level mechanism. The first level is developed for the nouns (in simple, derived and compound forms) and the second one is developed for the verbs (in simple and derived forms). For these two levels, we are based on syntactic knowledge.
1) Noun Recognition System
Our goal was the design and implementation of a system for identification and distribution of possible tags that can serve as the analysis of the unknown Amazighe words from texts. To this end, we have developed a set of five morphological and syntactic grammars presented below:
• Syntactic grammar for simple nouns recognition: according to a set of rules that we have developed, this grammar is used to extract the morphological information for the unrecognized nouns. These rules are based, in the first step, on the morphemes which present the gender, number and state marks, and, in the second step, it is based on the previous word (e.g. a word directly following the predicative particle [d] is typically a noun in free state form).
• Syntactic grammar for derived nouns recognition: following the same method as simple nouns, we have developed a set of rules based on the previous word and on the derivation patterns (suffixes, prefixes and infixes).
• Syntactic grammar for compound nouns recognition: we have developed, in the first step, two syntactic grammars allowing recognizing a compound noun in the most frequent composition models (cf. 2.2.3.1.c).
Many compound nouns, which are formed on the moneme ( , , etc.) + Noun (cf. 2.2.3.1.c), present a challenge when they come attached (e.g.
[buhyyuf] "the famine"). Thus, as a second step, we have developed a morphological grammar to handle these words. To illustrate our proposition we show an example in Figure 5 (cf. Figure  5 ). In our graphical presentations, brackets refer to variables, dollar sign ($) is used for Figure 5 . Example of compound noun recognition. the variable names ($Var1), etc. These and the remaining symbols are explained in more detail in [42] .
This grammar decomposes the noun in morpheme [bu] + word ( L ). Given that any word following these morphemes is in constructed state, we combine this latter ( L ) with constructed state prefix and then check if the word belongs to the lexicons (required by the lexical constraint #$Var2=:N , the word must be a noun). If such a word exists, it imports all relevant morphological information from the lexicon (required by the lexical constraint $1L,N$1S$1F , the N correspond to Noun). Thus, if the lexicon contains the word [uzgg w a ] "red", the grammar will annotate the word [buzgg w a ] "measles" as follows (cf. Figure 6 ). The noun will be annotated as a noun (N), in compound form (Classe=Composé) in the Affixal model (TypeComposition = Affixale).
Then, an accurate annotation will be extracted:
[bu] will be annotated as morpheme in singular masculine form (MN + m + s), and the information of the noun corresponding to the form [uzgg w a ] will be extracted from the lexicon.
• Morphological grammar for kinship nouns (see Appendix E): this grammar recognizes kinship nouns which form one entity with affixal pronouns (e.g.
[babas] "his father"). To fully illustrate our proposition, we present below (cf. Figure 7) an example of kinship nouns recognition system. This morphological grammar recognizes the word forms like
[babak] "your father",
[immatn ] "our mother", etc. Each of these forms will be computed from the root formed by letter succession ( L ) stored in the variable Pref ($Pref) which needs to be listed as a kinship noun in our lexicon (required by the lexical constraint $Pref=:N + Parenté ). If such a word exists, we identify the second variable which correspond to affixal pronouns
[s] etc.) and then produce the annotations. We use the special tag INFO , associated to the affixal pronouns to be concatenated at the end of the annotation (e.g.
, N + Parenté + ).
2) Verb Recognition System
Following the same method of the recognition systems for nouns, we have developed two syntactic grammars presented below:
• Syntactic grammar for simple verbs recognition: we proposed a set of rules used to extract the morphological information associated to the unrecognized verb (the conjugation aspects, the gender (masculine or feminine), the number (singular, plural), and the person (first, second or third)). • Syntactic grammar for derived verbs recognition: we have developed a set of rules based on the derivation patterns (cf. 4.5.2) allowing testing on an input word whether it is a derived verb or not.
Experiments
The main goal of this evaluation is to prove the flexibility of our approach and to prove that it can satisfy the morphological analysis of the most unknown words remaining after the lexical analysis. The experiment reported here is very simple: it consists of parsing the technical corpus before and after integration of the recognition systems in the preprocessing components, and comparing the results obtained. To do this, we use the corpus of school texts cited at the lexicons evaluation (cf. 4.6). The results of full analysis can be seen in the following table (cf . Table 10 ). After the application of our resources, we have undertaken a manual analysis of the outputs to evaluate the performance of our rules. The evaluation results shown in Table ( • Spelling mistakes: The most common mistake is replacing the prefix of the constructed state such as the form [wad . il] "grapes" where the noun is written [wwad . il] according to its pronunciation.
• Foreign words (nouns, verbs, pronouns and function words): Amazighe has imported foreign words from Arabic ( [bzzaf] "a lot").
Conclusion
Morphological analysis caters to the needs of variety of applications like machine translation, information retrieval and spell-checking. Therefore, in this paper we have proposed a module of Amazighe morphological analyzer which can recognize lexical units from texts and also label them with sufficient information to be useful for the other NLP tasks. The finite-state approach has proven to be very successful in the consistent description of the Amazighe morphology, consisting of a network of lexicons and RS.
In the near future we plan to pursue a set of paths, such as: (1) implementing a module of named entity recognition using the NooJ syntactic module, (2) developing morphological grammars to correct the spelling mistakes with disambiguation problems, and (3) enlarge our corpus with the number of inputs of our lexicons.
