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Abstrakt
Tato práce zavádí omezenou variantu Turingových strojů, které se nemohou pohybovat
doleva, tedy se vracet na pásce. Ostatní vlastnosti Turingových strojů (například potenci-
álně nekonečná páska a schopnost přepisovat symboly na pásce) jsou zachovány. Zavedením
tohoto omezení limitujeme vyjadřovací sílu Turingových strojů do té míry, že Turingovy
stroje bez návratu na pásce jsou ekvivalentní s konečnými automaty a lze je na konečný
automat transformovat. Dále je představen a detailně popsán algoritmus, který realizuje
tuto transformaci.
Abstract
This work introduces a restricted variant of the Turing machine which cannot move left,
thus return on its tape. Other properties, such as the potentially infinite symbol tape or the
ability to rewrite symbols on the tape, remain unchanged. By introducing this restriction we
limit the expressive power of the Turing machine to the point, where a non-returning Turing
machine is equivalent to a finite automaton and can be transformed into one. A transfor-
mation algorithm is presented and described in detail.
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Kapitola 1
Úvod
Turingův stroj, který byl poprvé představen v roku 1936 A. M. Turingem v [8], je jed-
ním z ústředních modelů teoretické informatiky a teorie formálních jazyků. Turingův stroj
formalizuje to co chápeme pod pojmem systematické procedury a tím i odhaluje hranice
toho co je možné spočítat na jakémkoli počítači. V teorii formálních jazyků jsou Turingovy
stroje schopné přijímat třídu rekurzivně spočetných jazyků, co je činí nejsilnejším mode-
lem s ohledem na vyjadřovací sílu. Tato síla je však často nevyužita a sestavení Turingova
stroje, který by vykonával jakýkoli složitější výpočet, je náročné a náchylné na chyby.
Z těchto důvodů se výzkumnící často přikláněli ke konstrukci jednodušších modelů,
které pro svou jednoduchost obětovali část své vyjadřovací síly. Lineárně omezený automat
byl představen v [7] a vznikl omezením schopnosti Turingova stroje libovolně prodlužovat
svou pásku. Konečný automat byl představen v [4] a od Turingova stroje se liší tím, že je
schopen pouze čtení, na své pásce se pohybuje pouze doprava a není schopen si svou pásku
prodloužit. Oba tyto modely mají nižší vyjadřovací sílu, přičemž konečný automat je z nich
nejslabší. Překvapivě má však konečný automat nejširší rozsah využití.
Jedním z posledních trendů v moderní teorii formálních jazyků je snaha rozšiřovat
známé modely o jiné prvky z oblasti teorie formálních jazyků, ale i o prvky, které jsou in-
spirované koncepty z jiných oblastí informatiky. Cílem rozšiřování je zejména získání nových
vlastností a zvýšení vyjadřovací síly, při zachování jednoduchosti implementace a práce s tě-
mito modely. Mechanismy, které byli studovány zahrňují například řízení výpočtu pomocí
kontrolních jazyků [2].
Hlavním cílem této práce je zkoumání důsledků, které má izolované omezení pohybu
Turingova stroje na jeho vyjadřovací sílu. Kapitola 2 obsahuje přehled potřebných ma-
tematických konstrukcí a úvod do teorie formálních jazyků a automatů. V kapitole 3 je
představen Turingův stroj bez návratu na pásce, který je jádrem této práce. Tato kapitola
obsahuje formální definici Turingova stroje bez návratu na pásce a pojednává o omezeních,
které tento model má oproti běžným Turingovým strojům a o důsledcích těchto omezení.
Kapitola 4 staví na konceptech představených v kapitole 3 a popisuje jak je možné převést
Turingův stroj bez návratu na pásce na ekvivalentní konečný automat. Kapitola 5 popisuje
implementaci transformačního algoritmu, který byl představen v kapitole 4 a v kapitole 6
je poskytnut souhrn výledků práce a několik námětů pro další zkoumání.
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Kapitola 2
Automaty a jazyky
Tato kapitola je stručným úvodem do teorie formálních jazyků a teorie automatů. Část 2.1
obsahuje definice základních matematických konstrukcí, kterých je využíváno v této práci.
Část 2.2 obsahuje základní definice z oblasti teorie formálních jazyků a klasifikaci těchto
jazyků do tříd. Část 2.3 je úvodem do teorie automatů a obsahuje definice Turingova stroje
a konečného automatu. Obsah celé této kapitoly je podrobněji probírán v [3] a [5]. Tyto
publikace také sloužili jako základ pro tuto kapitolu.
2.1 Základní matematické konstrukce
2.1.1 Množiny
Množina je kolekcí prvků bez jakékoli struktury vyjma členství. Abychom vyjádřili, že x
je prvkem S píšeme x ∈ S. Pokud x není prvkem množiny S zapisujeme to jako x /∈ S.
Mohutnost, neboli kardinalita množiny, vyjadřuje to, kolik prvků množina obsahuje a zapi-
suje se |S|. Množinu je možné definovat několika způsoby. Pokud chceme definovat množinu
výčtem prvků, píšeme její prvky složených závorek a oddělujeme je čárkou. Například
S = {1, 2, 3}.
Výpustek je možné použít v prípadě, že je význam jasný. Množinu všech malých písmen an-
glické abecedy je možné zapsat jako {a, b, c, . . . , z}, zatímco množinu všech celých kladných
čísel zapisujeme jako {1, 2, 3, 4, . . . }. Pro zapsání specifičtejších množin používáme o něco
explicitnější způsob. Například
S = {i : i > 0, i je sudé}
je čteno jako
”
S je množina všech i takových, že i je větší než nula a je sudé“, co také
znamená, že i je celým čislem.
Základními operacemi nad množinami jsou sjednocení (∪), průnik (∩) a rozdíl (−),
které jsou definovány jako
S1 ∪ S2 = {x : x ∈ S1 a x ∈ S2},
S1 ∩ S2 = {x : x ∈ S1 nebo x ∈ S2},
S1 − S2 = {x : x ∈ S1 a x /∈ S2}.
Další základní operací je komplementace. Komplement množiny S, zapsáno jako S je
množina tvořena všemi prvky, které nejsou v S. Aby tato operace měla smysl, je nutné
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abychom vědeli jaké prvky tvoří tzv. univerzální množinu. Pokud známe prvky univerzální
množiny U , pak je komplement množiny S definován jako
S = {x : x ∈ U, x /∈ S}.
Množinu bez prvků nazýváme prázdnou množinou a zapisujeme ji jako ∅. Z definice
množiny je patrné, že
S ∪∅ = S −∅ = S,
S ∩∅ = ∅,
∅ = U,
S = S.
Množina S1 je podmnožinou S pokud každý prvek množiny S1 je také prvkem S. Tento
vztah zapisujeme jako
S1 ⊆ S.
Pokud S1 ⊆ S, ale S obsahuje prvek, který není v S1, nazýváme S1 vlastní podmnožinou
S. Tento vztah zapisujeme jako
S1 ⊂ S.
Pokud množiny S1 a S2 nemají ani jeden společný prvek, tedy S1 ∩S2 = ∅, nazýváme tyto
množiny disjunktní. Množinu nazýváme konečnou pokud obsahuje konečné množství prvků.
Jinak množinu nazýváme nekonečnou. Vetšina množin má velké množství podmnožin.
Množinu všech podmnožin množiny S označujeme 2S . Stojí za povšimnutí, že množina
2S je množina, která sama obsahuje množiny.
Mnohokrát se setkáme s množinami, kterých prvky jsou uspořádané sekvence prvků
jiných množin. Takové množiny nazýváme Kartézskými součiny jiných množin. Kartézský
součin n množin, který je množinou uspořádaných n-tic zapisujeme jako
S = S1 × S2 × · · · × Sn = {(x1, x2, . . . , xn) : xi ∈ Si}.
2.1.2 Relace a funkce
Nechť A a B jsou množiny. Relace R z množiny A do množiny B je definována jako
R ⊆ A ×B.
Množina A je definičním oborem relace R a množina B je oborem hodnot této relace. Pokud
je množina R konečná, mluvíme o tzv. konečné relaci z A do B. Pokud A = B pak relaci
R označujeme jako relaci nad množinou A. Prvky relace jsou, stejně jako v případě Kar-
tézského součinu, uspořádané n-tice. V případě relace dvou nebo jedné možiny jsou prvky
relace uspořádané dvojice. Takovouto relaci pak nazýváme binární relací. Pro jednoduchost
lze zápis (a, b) ∈ R zkrátit na a ∈ R(b), připdně aRb.
Nechť φ je relací z A do B. φ je funkcí pokud pro všechny a ∈ A platí, že
|{b : b ∈ B a (a, b) ∈ φ}| ≤ 1.
Skutečnost, že φ je funkcí a (a, b) ∈ φ, lze zapsat zkráceně jako a = φ(b).
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2.1.3 Grafy
Graf je dvojice G = (A,R), kde A je množina a R je relace na A. Prvky množiny A se
nazývají uzly a prvky relace R jsou hrany grafu. Grafy lze vyjádřit také obrázkem, kde
uzlu jsou reprezentovány kruhy a hrany jsou reprezentovány šipkami mezi těmito kruhy.
Na obrázku 2.1 je znázorněn graf G = ({a, b, c}, {(a, b), (b, c), (c, a), (c, c)}). Graf, kterého
hrany jsou uspořádané dvojice nazývame orientovaným. Graf, kterého hrany postrádají
směr a jsou reprezentovány množinami o dvou prvcích, je neorientovaný. Pro jednoduchost
budeme dál uvažovat v této práci pouze orientované grafy.
a
b
c
Obrázek 2.1: Graf
Nechť G = (A,R) je graf a (a, b) ∈ R je hranou tohoto grafu. Pak říkáme, že (a, b)
vychází z a a vchází do b. Také říkáme, že a je předchůdcem b a b je následníkem a. Vrcholy,
které jsou spojeny hranou jsou spolu v sousedství. Sousedství vrcholu a v grafu je tedy
definováno jako
N(a) = {b : (a, b) ∈ R nebo (b, a) ∈ R}.
Stupeň vrcholu a je definován jako velikost jeho sousedství. Dále rozlišujeme ještě vstupní
stupeň a výstupní stupeň, které dohromady definujeme jako
deg(a) = |{b : (a, b) ∈ R nebo (b, a) ∈ R}|,
deg+(a) = |{b : (b, a) ∈ R}|,
deg−(a) = |{b : (a, b) ∈ R}|.
Posloupnost vrcholů (a0, a1, . . . , an) pro n ≥ 1 je cestou délky n z a0 do an pokud platí,
že (ai−1, ai) ∈ R pro každé i = 1, . . . , n. Pokud navíc platí a0 = an je cesta cyklem.
2.2 Formální jazyky
Teorie formálních jazyků je oblast vědy na pomezí matematiky, teoretické informatiky a lin-
gvistiky, které cílem je přesně popsat intuitivní pojem
”
jazyk“ a studovat vlastnosti modelů,
které z tohoto popisu vyvstávají. Základem teorie formálních jazyků jsou matematické kon-
strukty popsané v části 2.1. Cílem této části je uvést čtenáře do teorie formálních jazyků,
do které z velké části patří i jádro této práce.
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2.2.1 Abecedy a řetězce
Abeceda je konečná, neprázdná množina prvků, které nazýváme symboly. Sekvence těchto
symbolů tvoří řetězec. Prádný řetězec je řetězec, který neobsahuje žádný symbol a značí se
ε.
Definice 2.2.1. Nechť Σ je abeceda. V tom případě
1. ε je řetězcem nad Σ.
2. pokud x je řetězcem nad Σ a y ∈ Σ, pak i xy je řetězcem nad Σ.
Řetězce nad abecedou Σ = {a, b, c} jsou například abc, ab, c nebo cba. Délka řetězce x
je rovna počtu symbolů v x a značí se |x|.
Definice 2.2.2. Nechť x je řetězcem nad abecedou Σ. V tom případě platí, že
1. pokud x = ε, pak |x| = 0.
2. pokud x = a1 . . . an pro n ≥ 1 a ai ∈ Σ pro všechny i = 1, . . . , n, pak |x| = n.
Základními operacemi nad řetězci jsou konkatenace, mocnina, reverzace, prefix, sufix
a podřetězec. Pro účely této práce je důležité definovat pouze konkatenaci, mocninu řetězce
a podřetězec.
Definice 2.2.3. Nechť x a y jsou řetězce nad abecedou Σ. Pak retězec xy je konkatenací
x a y. Konkatenaci lze také zapsat jako
x.y = xy
Dále pro každý řetězec x platí
xε = εx = x
Definice 2.2.4. Nechť x je řetězcem nad abecedou Σ. Mocnina řetězce x, zapsána xi, je
pro každé i ≥ 0 definována jako
x0 = ε
xi = xxi−1, pro každé i ≥ 1
Poznámka 2.2.1. Všimněme si, že pro každý řetězec x platí, že
xixj = xjxi = xi+j , kde i, j ≥ 0.
Definice 2.2.5. Nechť x a y jsou řetězce nad abecedou Σ. Pak x je podřetězec y pokud
existují dva řetězce z a z′ nad Σ takové, že zxz′ = y; zároveň pokud x /∈ ε, y, pak x je
vlastní podřetězec y. Pro libovolný řetězec y existuje množina všech podřetězců, zapsána
jako subword(y) a definována jako
subword(y) = {x : x je podřetězec y}.
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2.2.2 Jazyky
Definice 2.2.6. Nechť Σ je abecedou. Pak Σ∗ je množina všech řetězců nad Σ. Množina
všech neprázdných řetězců je Σ+, tedy Σ+ = Σ∗ − ε.
Definice 2.2.7. Nechť Σ je abecedou a L ⊆ Σ+. Pak L je jazykem nad Σ.
Poznámka 2.2.2. Z definice 2.2.7 také vyplývá, že ∅ a {ε} jsou jazyky nad kteroukoli
abecedou, avšak
∅ 6= {ε}
protože ∅ neobsahuje žádný element, zatímco {ε} obsahuje právě jeden element, konkrétně
ε.
Poznámka 2.2.3. Také stojí za povšimnutí, že pro každou abecedu Σ je Σ∗ jazykem nad
touto abecedou a jelikož Σ∗ obsahuje všechny řetězce nad Σ, je často tento jazyk označován
jako univerzální jazyk nad Σ.
Protože jazyky jsou ze své podstaty množiny, všechno co je známé o množinách, platí
také pro jazyky. Operace sjednocení, průniku a rozdílu nad jazyky jsou totožné s operacemi
nad množinami, viz. 2.1. Komplement jazyka je ve své podstatě také shodný s komple-
mentem množiny. Jediným rozdílem je, že univerzální množina je zde definována vždy jako
univerzální jazyk.
Definice 2.2.8. Nechť L je jazyk nad abecedou Σ. L je komplement L, definován jako
L = Σ∗ − L
V části 2.2.1 jsme zadefinovali několik operací and řetězci. Tyto operace lze rozšířit také
na jazyky. Opět zadefinujeme pouze konkatenaci a mocninu.
Definice 2.2.9. Nechť L1 a L2 jsou jazyky. Konkatenace těchto jazyků, L1L2 je definována
jako
L1L2 = {xy : x ∈ L1 a y ∈ L2}.
Poznámka 2.2.4. Z této definice také vyplývá, že pro každý jazyk L platí, že
L{ε} = {ε}L = L
L∅ = ∅L = ∅
Definice 2.2.10. Nechť L je jazykem. Mocnina jazyka L, zapsána jako Li, je pro každé
i ≥ 0 definována jako
L0 = {ε}
Li = LLi−1, pro každé i ≥ 1
Definice 2.2.11. Nechť L je jazyk. Iterace jazyka L, zapsána jako L∗ je definována jako
L∗ =
∞⋃
i=0
Li.
Definice 2.2.12. Nechť L je jazyk. Pozitivní iterace jazyka L, zapsána jako L+ je defino-
vána jako
L+ =
∞⋃
i=1
Li.
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Poznámka 2.2.5. Z předchozích dvou definicí vyplývá, že pro jakýkoli jazyk L platí
L+ = LL∗ = L∗L
L∗ = L+ ∪ {ε}.
2.2.3 Gramatiky a klasifikace jazyků
Tato část stručne popisuje koncept formální gramatiky jako modelu pro generovaní jazyků.
Konkrétně je zde zadefinována neomezená gramatika, bezkontextová gramatika a pravá line-
ární gramatika. Tyto modely jsou následně dány do souvisu s Chomského hierarchií jazyků,
která klasifikuje jazyky do tříd na základě modelů, které je jsou schopny generovat a při-
jímat. Z této klasifikace následně vyplyne koncept vyjadřovací síly, který je pro tuto práci
důležitý.
Definice 2.2.13. Neomezená gramatika G je čtveřice
G = (N,T, S, P ),
kde
• N je konečná abeceda neterminálů;
• T je konečná abeceda terminálů, pro kterou platí N ∩ T = ∅;
• S ∈ N je počáteční symbol;
• P je konečná množina pravidel tvaru u→ v, kde u ∈ (N ∪ T )+ a v ∈ (N ∪ T )∗.
Poznámka 2.2.6. Všimněme si, že množina P z definice 2.2.13 je relací z (N ∪ T )+ do
(N ∪ T )∗.
Jádrem gramatiky je množina pravidel. Pomocí těchto pravidel jsou systematickým
způsobem přepisovány řetězce na jiné řetězce. Řetězec, který je přepisován gramatikou se
nazývá větní forma. Větní forma obsahuje symboly abeced N a T . V případě neomezené
gramatiky je možné pomocí pravidel přepsat jakoukoli část větní formy. V případě jiných
gramatik býva tato schopnost přepisu různými způsoby omezena. Jazyky, které jsou gene-
rovány neomezenými gramatikami nazýváme rekurzivně spočetnými a zkráceně je značíme
RE (z anglického recursively enumerable).
Definice 2.2.14. Bezkontextová gramatika je čtveřice
G = (N,T, S, P ),
kde
• N je konečná abeceda neterminálů;
• T je konečná abeceda terminálů, pro kterou platí N ∩ T = ∅;
• S ∈ N je počáteční symbol;
• P je konečná množina pravidel tvaru A→ x, kde A ∈ N a x ∈ (N ∪ T )∗.
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Na první pohled jsou neomezené gramatiky a bezkontextové gramatiky velmi podobné.
Rozdílná je pouze množina pravidel, které přepisují symboly větní formy. V případě bez-
kontextové gramatiky jsou přepisovatelné pouze symboly z množiny N , tedy neterminály.
Tato změna výrazně omezuje množství a charakter jazyků, které jsme schopni generovat po-
mocí bezkontextových gramatik. Jazyky, které jsou generovány bezkontextovou gramatikou
nazýváme bezkontextovými a zkráceně je značíme CF (z anglického context-free).
Definice 2.2.15. Pravá linearní gramatika je čtveřice
G = (N,T, S, P ),
kde
• N je konečná abeceda neterminálů;
• T je konečná abeceda terminálů, pro kterou platí N ∩ T = ∅;
• S ∈ N je počáteční symbol;
• P je konečná množina pravidel tvaru
– A→ xB, kde A,B ∈ N a x ∈ T ;
– A→ x, kde A ∈ N a x ∈ T ;
– A→ ε, kde A ∈ N a ε je prázdný řetězec.
Pravá linearní gramatika je nejvíce omezenou variantou gramatik, které jsme uvedli.
Přepisovací pravidla mají striktně zadaný tvar a neterminály, které je možné přepisovat,
smí stát pouze na konci větní formy. Tyto gramatiky jsou schopny generovat nejmenší
množství jazyků a charakter těchto jazyků je velice jednoduchý. Jazyky generované pravými
lineárními gramatikami, nazýváme regulárními a zkráceně je značíme REG.
Po tom, co jsme zadefinovali gramatiky, můžeme jazyky klasifikovat do tříd na základě
vlastností gramatik, které dané jazyky generují. Tato klasifikace se nazývá Chomského kla-
sifikace, po jejím autorovi Noamu Chomském, který ji prezentoval v [1].
Věta 2.2.1. REG ⊂ CF ⊂ CS ⊂ RE (viz. [3] a [5])
Poznámka 2.2.7. CS značí třídu kontextových jazyků, které jsou generovány kontextovými
gramatikami. Pro více informací viz. [3] a [5].
Z věty 2.2.1 vyplývá, že jazyky generovány omezenými gramatikami jsou vlastními
podmnožinami jazyků, které jsou generovány méně omezenými gramatikami. Z toho také
vyplývá, že méně omezené gramatiky jsou schopné generovat větší množství jazyků než více
omezené gramatiky. Tento koncept síly je v teorii formálních jazyků a teorii automatů často
označován pojmem vyjadřovací síla.
REG
CF
CS
RE
Obrázek 2.2: Chomského hierarchie jazyků
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2.3 Automaty
Automat je abstraktní model digitálního počítače. Strukturu každého automatu lze popsat
pomocí tří základních částí a jejich vlastností. Vstupní soubor reprezentuje data, která jsou
daná automatu k zpracování. V této prácí budeme uvažovat vstupní soubor jako pásku roz-
dělenou na buňky, které obsahují každá jeden symbol vstupního řetězce. Mechanismus čtení
vstupního souboru se bude mezi jednotlivými variantami automatů měnit. Dočasná paměť
reprezentuje prostor, který automat využívá k uložení informací o probíhajícím výpočtu.
Stejně jako u vstupního souboru, budeme uvažovat, že dočasná paměť je páska rozdělená na
buňky, kde každá buňka pojme právě jeden symbol. Vlastnosti dočasné paměti budou hrát
klíčovou roli v této práci. Poslední částí je řídící jednotka, která slouží k ovládání průběhu
výpočtu. Řídící jednotka je popsána konečnou množinou vnitřních stavů a konečnou množi-
nou přechodových pravidel, které jsou také známy pod pojmem přechodová funkce. Řídící
jednotka nabýva vždy pouze jednoho stavu, který se mění skokově pomocí přechodových
pravidel.
Pojem konfigurace slouží k úplnému popisu stavu automatu a všech jeho součástí. Kon-
figurace je často definována jako řetězec. Přechod automatu z jedné konfigurace do jiné
se nazývá krok. Automat je deterministický v případě, že z každé konfigurace lze provést
pouze jeden krok. V případě, že z jedné konfigurace lze provést více různých kroků, je au-
tomat nedeterministický. Tedy, známe-li konfiguraci deterministického automatu, můžeme
přesně předvídat jeho chování. Toto tvrzení obecně neplatí pro nedeterministické automaty,
protože alespoň v jedné z jeho konfigurací má na výběr z několika možných kroků.
Automaty, kterých výstupem je jednoduché
”
ano“ nebo
”
ne“, nazýváme akceptory, pro-
tože vstupní řetězec buď přijmou nebo zamítnou. Jazyk, kterého řetězce automat přijímá,
pak nazýváme přijímaný jazyk. Automaty, které poskytují komplexnější výstup v podobě
řetězce, nazýváme převodníky. V této práci budeme uvažovat o automatech pouze jako
o akceptorech jazyků. V této části si přiblížíme dva automaty, konkrétně Turingův stroj
a konečný automat.
2.3.1 Turingovy stroje
Turingův stroj je automat, který se skladá z pásky, přepisovací hlavy a řídící jednotky.
Páska Turingova stroje je rozdělena na buňky, které pojmou každá právě jeden symbol. Na
počátku výpočtu je na pásce zapsán vstupní řetězec. Přepisovací hlava je schopna číst a pře-
pisovat symboly z pásky a hýbat se po pásce. V jednom výpočetním kroku je možné číst
a přepsat pouze symbol buňky, nad kterou se hlava nachází. Po přepsání symbolu aktualní
buňky, se smí hlava posunout o jednu buňku směrem doprava nebo doleva, anebo zůstat
nad aktuální buňkou. V případě, že hlava narazí při posunu doprava na konec pásky, je
páska prodloužena o jednu buňku a hlava se posune nad tuto nově vytvořenou buňku. Nově
vytvořené buňky obsahují tzv. prázdný symbol. Tímto způsobem je možné pásku nekonečně
prodlužovat. Tedy páska Turingova stroje je potenciálně nekonečná. Řídící jednotka je po-
psána konečnou množinou vnitřních stavů a konečnou množinou přechodových pravidel.
Turingovy stroje jsou schopny přijímat rekurzivně spočetné jazyky a z hlediska vyjadřovací
síly jsou nejsilnějším automatem.
Definice 2.3.1. Turingův stroj je sedmice
M = (Q,Γ,Σ,M, R, s, F ),
kde
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• Q je konečná množina stavů;
• Γ je pásková abeceda taková, že Γ ∩Q = ∅;
• Σ je vstupní abeceda taková, že Σ ⊆ Γ;
• M je prázdný symbol takový, že M je prvkem Γ− Σ;
• R je množina přechodových pravidel, tvaru qX ` pY t, kde
– q, p ∈ Q;
– X,Y ∈ Γ;
– t ∈ {←,→, ↓}.
• s ∈ Q je počáteční stav;
• F ⊆ Q je množina koncových stavů.
Poznámka 2.3.1. Formálně je množina R z definice 2.3.1 relací z Q×Γ do Q×Γ×{←,→, ↓},
která obsahuje podrelace Rstay, Rleft a Rright definované jako relace z Q×Γ do Q×Γ×{↓},
Q× Γ× {←} a Q× Γ× {→} v příslušném pořadí.
Neformálně lze pravidlo qX ` pY t číst jako
”
V stavu q čti z aktuální buňky symbol X,
přepiš symbol X na symbol Y , změň stav na p a posuň se směrem t.“
Definice 2.3.2. Nechť M = (Q,Γ,Σ,M, R, s, F ) je Turingův stroj. Konfigurace Turingova
stroje je řetězec
χ = xqUy
takový, že
• x ∈ Γ∗ je řetězec symbolů nalevo od aktuální pozice přepisovací hlavy;
• q ∈ Q je stav, ve kterém se nachází řídící jednotka;
• U ∈ Γ je řetězec reprezentující symbol na aktuální pozici přepisovací hlavy;
• y ∈ Γ∗ je řetězec symbolů napravo od aktualní pozice přepisovací hlavy.
Definice 2.3.3. Nechť M = (Q,Γ,Σ,M, R, s, F ) je Turingův stroj a χ1 a χ2 jsou konfigruce
M . M pak vykoná krok z χ1 do χ2 pomocí r, zapsáno jako
χ1 ` χ2 [r]
pokud platí alespoň jedna z následujících podmínek
1. χ1 = xpUy, χ2 = xqV y, r ∈ R, r = pU ` qV ↓.
2. χ1 = xpUy, χ2 = xV qy′, r ∈ R, r = pU ` qV →, kde y′ = y pokud y 6= ε a y′ =M
pokud y = ε.
3. χ1 = xXpUy, χ2 = xqXy′, r ∈ R, r = pU ` qV ←, kde y = V y′ pokud V 6=M nebo
y 6=M a y′ = ε pokud V = B a y = B.
11
Definice 2.3.4. Nechť M = (Q,Γ,Σ,M, R, s, F ) je Turingův stroj.
1. Nechť χ je konfigurace M . M vykonává nulovou posloupnost kroků z χ do χ pomocí
ε, zapsáno
χ `0 χ [ε]
2. Nechť existuje posloupnost konfigurací
χ0, . . . , χn
pro n ≥ 1 taková, že
χi−1 ` χi[ri],
kde ri ∈ R, i, . . . , n; tedy
χ0 ` χ1 [r1]
` χ2 [r2]
...
` χn [rn]
Pak M vykonává posloupnost kroků délky n z χ0 do χn pomocí r1, . . . , rn zapsáno
jako
χ0 `n χn [r1, . . . , rn]
Definice 2.3.5. Nechť M = (Q,Γ,Σ,M, R, s, F ) je Turingův stroj.
1. M přijímá ε pokud
s M`∗ ufv
v M pro f ∈ F , u, v ∈ Γ∗.
2. Nechť w ∈ Σ+. M přijímá w pokud
sw `∗ ufv
v M pro f ∈ F , u, v ∈ Γ∗.
Přijímaný jazyk Turingova stroje M je L(M), který je definován jako
L(M) = {w : w ∈ Σ∗ a M přijímá w}
Pro vizualizaci Turingových strojů se často využívají grafy, které nazýváme stavové di-
agramy. Stavy řídící jednotky jsou uzly grafu a přechodová pravidla jsou hranami grafu.
Počáteční stav je označen šipkou bez značení, koncové stavy jsou označeny dvojitým kru-
hem. Značení jednotlivých hran říká, který symbol je z pásky čten, který symbol je zapsán
na místo tohoto čteného symbolu a jaký pohyb přepisovací hlava nakonec vykoná. Na ob-
rázku 2.3 je stavový diagram jednoduchého Turingova stroje M = (Q,Γ,Σ,M, R, s, F ), kde
Q = {Q1, Q2, Q3}; Γ = {a, b, c,M}; Σ = {a, b, c}; R = {Q1a ` Q2 M→, Q2b ` Q3c ↓, Q3c `
Q3 M↓}; s = Q1; F = {Q3}. Přijímaným jazykem M je jazyk L(M) = {ab}Σ∗.
a /▲→ b / c↓
Q1 Q2 Q3 c /▲↓
Obrázek 2.3: Stavový diagram Turingova stroje
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2.3.2 Konečné automaty
Konečný automat je omezenou variantou Turingova stroje, která není schopna přepisu sym-
bolů na pásce a po pásce se pohybuje pouze doprava. Konečné automaty jsou schopny
přijímat pouze regulární jazyky, co představuje výrazný propad ve vyjadřovací síle oproti
Turingovým strojům. Konečné automaty jsou stejně jako Turingovy stroje tvořeny páskou,
čtecí hlavou a řídící jednotkou. Páska je rozdělena na buňky, kde každá buňka obsahuje
jeden symbol. Pásku však nelze prodlužovat a je omezena na délku vstupního řetězce, který
je na pásce zapsán před započetím výpočtu. Čtecí hlava je, jak název napovída, schopna
pouze čtení a po každém čtení neprázdného symbolu z pásky je čtecí hlava posunuta o jednu
buňku doprava. Řídící jednotka je popsána konečnou množinou stavů a přechodových pra-
videl, které se však výrazně liší od přechodových pravidel Turingova stroje.
Definice 2.3.6. Konečný automat je pětice
M = (Q,Σ, R, s, F ),
kde
• Q je konečná množina stavů;
• Σ je vstupní abeceda taková, že Σ ∩Q = ∅;
• R je konečná množina pravidel tvaru pa ` q, kde p, q ∈ Q a a ∈ Σ;
• s ∈ Q je počáteční stav;
• F ⊆ Q je množina koncových stavů.
Poznámka 2.3.2. Formálně je množina R z definice 2.3.6 relací z Q× Σ do Q.
Neformálně je pravidlo konečného automatu pa ` q čteno
”
V stavu p čti z aktuální
buňky symbol a a přejdi do stavu q.“
Definice 2.3.7. Nechť M = (Q,Σ, R, s, F ) je konečný automat. Konfigurace konečného
automatu M je řetězec
χ = qw
takový, že
• q ∈ Q je stav, ve kterém se nachazí řídící jednotka;
• w ∈ Σ∗ je řetězec reprezentující symboly napravo od aktuální pozice čtecí hlavy,
včetně symbolu pod čtecí hlavou.
Definice 2.3.8. Nechť M = (Q,Σ, R, s, F ) je konečný automat a χ1 a χ2 jsou konfigurace
M . M pak vykoná krok z χ1 do χ2 pomocí r, zapsáno jako
χ1 ` χ2 [r]
pokud platí, že χ1 = pa1a2 . . . an, kde p ∈ Q, a1a2 . . . an ∈ Σ∗, χ2 = qx, kde q ∈ Q, x ∈ Σ∗
a r = pa1 ` q, kde r ∈ R.
Definice 2.3.9. Nechť M = (Q,Σ, R, s, F ) je konečný automat.
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1. Nechť χ je konfigurace M . M vykonává nulovou posloupnost kroků z χ do χ pomocí
ε, zapsáno
χ `0 χ [ε]
2. Nechť existuje posloupnost konfigurací
χ0, . . . , χn
pro n ≥ 1 taková, že
χi−1 ` χi[ri],
kde ri ∈ R, i, . . . , n; tedy
χ0 ` χ1 [r1]
` χ2 [r2]
...
` χn [rn]
Pak M vykonává posloupnost kroků délky n z χ0 do χn pomocí r1, . . . , rn zapsáno
jako
χ0 `n χn [r1, . . . , rn]
Definice 2.3.10. Nechť M = (Q,Σ, R, s, F ) je konečný automat. Přijímaný jazyk koneč-
ného automatu M je L(M), který je definován jako
L(M) = {w : w ∈ Σ∗ a v M existuje sw `∗ f pro f ∈ F}.
Konečné automaty lze podobně jako Turingovy stroje vizualizovat pomocí grafů. Tako-
výto graf nazýváme stavový diagram konečného automatu. Uzly reprezentují stavy řidicí
jednotky konečného automatu, přičemž koncové stavy jsou zvýrazněny dvojitým kruhem.
Hrany reprezentují přechodová pravidla konečného automatu. Značení hran říká, který
symbol je při vykonání přechodu čten z pásky. Na obrázku 2.4 je stavový diagram ko-
nečného automatu M = (Q,Σ, R, s, F ), kde Q = {Q1, Q2, Q3}; Σ = {a, b}; R = {Q1a `
Q2, Q2b ` Q3, Q3a ` Q3, Q3b ` Q3}; s = Q1; F = {Q3}. Přijímaným jazykem M je jazyk
L(M) = {ab}Σ∗.
a b
Q1 Q2 Q3 a,b
Obrázek 2.4: Stavový diagram konečného automatu
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Kapitola 3
Turingovy stroje bez návratu na
pásce
Turingův stroj bez návratu na pásce je omezenou variantou klasického Turingova stroje,
který byl definován v předchozí kapitole. Omezení těchto Turingových strojů spočívá v tom,
že se na své pásce nejsou schopny pohybovat doleva, tedy se na pásce vrátit. Ostatní
vlastnosti Turingova stroje, jakými jsou například prodlužování pásky nebo zápis na pásku,
jsou zachovány. Cílem této kapitoly je formálně zadefinovat Turingův stroj bez návratu na
pásce a jeho vlastnosti. Na konci kapitoly je rozebráno omezení návratu na pásce a jeho
dopad na vyjadřovací sílu Turingova stroje. Pro stručnost budeme pro označení Turingova
stroje bez návratu na pásce používat zkratku NRTM (z anglického non-returning Turing
machine).
3.1 Formální definice
Definice 3.1.1. Turingův stroj bez návratu na pásce je sedmice
M = (Q,Γ,Σ,M, R, s, F ),
kde
• Q je konečná množina stavů;
• Γ je pásková abeceda taková, že Γ ∩Q = ∅;
• Σ je vstupní abeceda taková, že Σ ⊆ Γ;
• M je prázdný symbol takový, že M je prvkem Γ− Σ;
• R je množina přechodových pravidel, tvaru qX ` pY t, kde
– q, p ∈ Q;
– X,Y ∈ Γ;
– t ∈ {→, ↓}.
• s ∈ Q je počáteční stav;
• F ⊆ Q je množina koncových stavů.
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Poznámka 3.1.1. Formálně je množina R z definice 3.1.1 relací z Q×Γ do Q×Γ×{→, ↓},
která obsahuje podrelace Rstay, a Rmove definované jako relace z Q × Γ do Q × Γ × {↓}
a Q× Γ× {→} v příslušném pořadí.
Definice 3.1.2. Nechť M = (Q,Γ,Σ,M, R, s, F ) je NRTM a r = qX ` pY t ∈ R je pravidlo
M . Levá strana pravidla r, zapsána jako lhs(r), je qX. Pravá strana pravidla r, zapsána
jako rhs(r), je pY .
Definice 3.1.3. Nechť M = (Q,Γ,Σ,M, R, s, F ) je NRTM. Konfigurace M χ je totožná
s konfigurací běžného Turingova stroje, viz. 2.3.2.
Definice 3.1.4. Nechť M = (Q,Γ,Σ,M, R, s, F ) je NRTM a χ1 a χ2 jsou konfigruce M .
M pak vykoná krok z χ1 do χ2 pomocí r, zapsáno jako
χ1 ` χ2 [r]
pokud platí alespoň jedna z následujících podmínek
1. χ1 = xpUy, χ2 = xqV y, r ∈ R, r = pU ` qV ↓.
2. χ1 = xpUy, χ2 = xV qy′, r ∈ R, r = pU ` qV →, kde y′ = y pokud y 6= ε a y′ =M
pokud y = ε.
Poznámka 3.1.2. Definice 3.1.4 je téměř totožná s definicí kroku Turingova stroje (viz.
2.3.3), vynechána je pouze specifikace kroku doleva na pásce, který NRTM nevykonává.
Definice 3.1.5. Nechť M = (Q,Γ,Σ,M, R, s, F ) je NRTM. M vykonává nulovou posloup-
nost kroků a posloupnost kroků délky n stejným způsobem jako běžný Turingův stroj (viz.
2.3.4).
Definice 3.1.6. Nechť M = (Q,Γ,Σ,M, R, s, F ) je NRTM. M přijímá ε a řetězec w ∈ Σ+
stejným způsobem jako běžný Turingův stroj. Přijímaný jazyk NRTM M je L(M), který
je definován jako
L(M) = {w : w ∈ Σ∗ a M přijímá w}
NRTM lze vizualizovat stejným způsobem jako běžné Turingovy stroje. Rozdíl je pouze
v značení hran, které neobsahuje značení pro pohyb přepisovací hlavy směrem doleva.
3.2 Důsledky omezení
Navzdory podobnosti Turingových strojů a NRTM je jejich hlavní charakteristika, vyjadřo-
vací síla, značně odlišná. Jak už bylo zmíněno dříve, Turingovy stroje jsou z hlediska vyja-
dřovací silý na vrcholu Chomského hierarchie. Pokud je však omezíme na NRTM, spadne
jejich vyjadřovací síla na úroveň konečných automatů, tedy na úroveň regulárních jazyků.
Díky zachování všech ostatních vlastností Turingova stroje, je patrné, že důvodem pro pád
vyjadřovací síly je pouze omezení návratu na pásce. Jakou roli tedy hraje návrat na pásce
v Turingově stroji?
Omezením návratu na pásce je omezen přístup k buňkám pásky, které byli zpracovány
v předchozích krocích výpočtu. NRTM tedy nemá přístup ke své paměti, která je repre-
zentována buňkami nalevo od aktulání pozice přepisovací hlavy. NRTM tedy vlastně nemá
paměť, ve stejném smyslu jako konečný automat nemá paměť. NRTM má však oproti koneč-
ným automatům několik vlastností navíc. Je možné dokázat, že tyto vlastnosti nevyplývají
na vyjadřovací sílů? Pro tento účel byl navržen algortimus, který transformuje NRTM na
ekvivalentní konečný automat.
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Kapitola 4
Transformace Turingova stroje bez
návratu na pásce
V 3.2 byla diskutována ekvivalence NRTM s konečnými automaty. Tato kapitola představuje
formální algoritmus pro transformaci NRTM na ekvivalentní konečný automat. V části 4.1
jsou rozebírány koncepční myšlenky, na kterých je transformační algoritmus postaven, stejně
jako problémy, které bylo při sestavování transformačního algoritmu nutné vyřešit. V části
4.2 je krok po kroku rozebrán a popsán samotný transformační algoritmus.
4.1 Základní myšlenky
Tak jako každý automat je NRTM i konečný automat tvořen přepisovací, resp. čtecí hla-
vou, páskou a řídící jednotkou. V případě transformace NRTM na konečný automat, je
potřebné simulovat fungování částí NRTM v konečném automatu. Úvahy nad problémy,
které vznikají při pokusu simulovat fungování NRTM v konečném automatu, vedou k zá-
kladním myšlenkám transformačního procesu. Následuje popis vlastností NRTM, které je
potřebné v konečném automatu simulovat a problémy, které při této simulaci vznikají.
4.1.1 Prodlužování pásky
Prodlužování pásky je jednou ze základních vlastností, které jsou v NRTM ponechány
z Turingových strojů. V NRTM jsme schopni prodlužovat pásku neomezeně, avšak počet
symbolů, které se mohou objevit na pásce je konečné množství a nové buňky budou dokonce
vždy obsahovat pouze prázdný symbol. Počet stavů, ve kterých se může NRTM nacházet
je také konečný. Na základě těchto dvou skutečností byla zvolena možnost uchovat stav
řídící jednotky a informaci o symbolu aktuální buňky NRTM ve jménu stavu konečného
automatu. Uchovávat informaci o symbolech pásky nalevo od čtecí hlavy není nutné, pro-
tože k nim NRTM nemá přístup. Pokud v NRTM nastane prodloužení pásky, konečný
automat pouze přejde do stavu, který koresponduje ke kombinaci cílového stavu přechodu
a prázdného symbolu. Na obrázku 4.1 je toto řešení ilustrováno.
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a / ▲↓
Q1 Q2 ▲/▲→ 
aε 
S Q2▲Q1a ε
Obrázek 4.1: Řešení prodlužování pásky NRTM v konečném automatu
4.1.2 Přepisování symbolů
Přepisování symbolů v NRTM je řešeno rozdělením přechodu NRTM do dvou přechodů
konečného automatu. Prvním přechodem je simulováno čtení a přepsání symbolu aktuální
buňky pásky spolu se změnou stavu NRTM. Druhý přechod simuluje pohyb přepisovací
hlavy. Tento přechod je vykonán bez čtení symbolu pomocí tzv. ε-přechodu. Obrázek 4.2
ilustruje řešení přepisování.
a /▲→
Q1 Q2 Q3
b /▲↓
Q2bQ1a
ε a
S
ε 
Σ Q3▲Q2▲
b
Obrázek 4.2: Řešení přepisování symbolů na pásce NRTM v konečném automatu
4.1.3 Čtení automatem zapsaného symbolu
Situace, kdy NRTM čte symbol, který sám zapsal, nastává v případě, že NRTM přepíše
symbol aktuální buňky na pásce a hlava po vykonání přepisu nevykoná pohyb doprava.
V dalším kroku výpočtu přepisovací hlava nutně přečte symbol, který byl v minulém kroku
zapsán automatem a není součástí vstupního řetězce. Konečný automat nemá možnost
číst symbol, který není součástí vstupního řetězce. Zde je nutné si uvědomit, jaký vliv má
čtení automatem zapsaného symbolu, na výpočet NRTM. NRTM tímto čtením pouze změní
stav, ve kterém bude čten další symbol. Jestli bude čten znovu symbol zapsaný automatem,
nebo symbol vstupního řetězce není důležité, protože v případě čtení symbolu zapsaného
automatem, se situace opakuje a v případě čtení symbolu vstupního řetězce, je toto čtení
provedeno ve správném stavu a z pohledu mechanismu čtení v konečném automatu je
toto čtení také povolené. Řešením problému čtení automatem zapsaného symbolu je tedy
pouze změnit stav konečného automatu, bez jakéhokoli čtení. Tohoto je dosažno pomocí
ε-přechodu do požadovaného stavu. Toto řešení je ilustrováno na obrázku 4.3.
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a /  
Q1 Q2 Q3
 /▲→
Σ 
aε 
Q2bQ1aS
ε 
Q3▲
bb↓
Obrázek 4.3: Řešení čtení symbolu zapsaného NRTM v konečném automatu
4.1.4 Přijímaní vstupního řetězce
Způsob jakým je přijíman vstupní řetězec je v NRTM a konečných automatech odlišné.
NRTM přijímá vstupní řetězec, pokud se nachází v koncovém stavu a není možné vykonat
další přechod. Konečný automat přijímá vstupní řetězec, pokud se nachází v koncovém
stavu, není možné vykonat další přechod a jsou přečteny všechny znaky vstupního řetězce.
Řešením je zajistit v konečném automatu přečtení všech zbývajících znaků vstupního ře-
tězce v koncovém stavu a zaručení setrvání v tom daném koncovém stavu. Jednoduchý
případ aplikace tohoto řešení je ilustrován na obrázku 4.4. Složitější případ je ilustrován na
obrázku 4.5.
a /▲→
Q1 Q2 Q3
b /▲→
Q2bQ1a
ε a
S
ε 
Σ Q3▲Q2▲
b
Obrázek 4.4: Jednoduchý příklad přijímaní vstupního řetězce NRTM v konečném automatu
a /▲→
Q1 Q2 Q3
b /▲→
Q1a
ε a
S
ε 
Σ 
Q2b Q3▲
b
Q2▲
Q2b
Σ \ {b}
Obrázek 4.5: Složitý příklad přijímaní vstupního řetězce NRTM v konečném automatu
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4.2 Algoritmus
V 4.1 jsou představen koncept procesu transformace NRTM na konečný automat. Tato
část představuje algoritmus, který tuto transformaci realizuje. Algoritmus je rozebrán na
logické kroky, kterých význam je následně popsán slovně. Pro zápis byl zvolen pseudokód
využívající množinových konstrukcí, operace subword(s) (viz. 2.2.5) a konstrukcí lhs(r)
a rhs(r) (viz. 3.1.2).
Krok 1 Inicializace
Vstup: NRTM MT = (QT ,ΓT ,ΣT ,M, RT , sT , FT );
Výstup: Konečný automat MK = (QK ,ΣK , RK , sK , FK), pro který platí L(MK) =
L(MT );
QK := {sK}; ΣK := ΣT ; RK := {}; FK := {}; A := {}; B := {}; C := {}; D := {};
Krok 1 specifikuje vstup a výstup celého algoritmu a inicializuje jednotlivé části ko-
nečného automatu, který je výstupem algoritmu. Mimo součásti výstupního konečného
automatu využívá algoritmus pomocných množin A, B, C a D.
Krok 2 Vytvoření základních stavů
for all r ∈ RT do
QK := QK ∪ {lhs(r)} ∪ {rhs(r)};
end for
Krok 2 vytváří stavy výstupního konečného automatu z pravých a levých stran pravidel
NRTM. Tyto stavy slouží pro uchování informací o aktuálním stavu řídící jednotky NRTM
a symbolu v aktuální buňce NRTM.
Krok 3 Vytvoření stavů pro simulaci prodlužování pásky
for all r ∈ Rmove do
QK := QK ∪ {qa : q ∈ QT , q ∈ subword(rhs(r)), a =M};
end for
Krok 3 vytváří stavy, které korespondují ke kombinacím symbolu aktuální buňky NRTM
a stavu řídící jednotky NRTM v případě, že dojde k prodloužení pásky. Všechny informace
potřebné k vytvoření těchto stavů jsou obsaženy v pravé straně pravidla NRTM. Symbolem
aktuální buňky bude vždy prázdný symbol a situace, kdy je páska prodloužena může nastat
pouze po provedení přechodu s posunem přepisovací hlavy doprava.
Krok 4 Vytvoření pravidel pro přechod z počátečního stavu
RK := RK ∪ {pa→ q : p, q ∈ QK , p = sK , sT ∈ subword(q), a = ε};
Řídící jednotka NRTM může být na začátku výpočtu pouze v jednom stavu a to počá-
tečním. Avšak symbolem aktuální buňky na začátku výpočtu v NRTM může být libovolný
symbol páskové abecedy Γ. Aby byl zachován pouze jeden startující stav výstupního koneč-
ného automatu a přitom byl zachován i způsob uchovávání informací o NRTM v stavech
konečného automatu, byl vytvořen při inicializaci v kroku 1 originální počáteční stav vý-
stupního konečného automatu. V kroku 4 jsou vytvořeny pravidla pro ε-přechody z tohoto
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originálního počátečního stavu do stavů, které korespondují kombinacím počátečního stavu
NRTM a symbolu aktuální buňky na začátku výpočtu v NRTM.
Krok 5 Vytvoření ε-přechodů řešících problém nežádoucího čtení
for all r ∈ Rstay do
A := A ∪ {t : t ∈ RT , lhs(t) = rhs(r)};
end for
for all r ∈ A do
RK := RK ∪ {pa→ q : p, q ∈ QK , p = lhs(r), q = rhs(r), a = ε};
end for
V případě, že NRTM vykoná přechod bez posunu přepisovací hlavy, nastane nutně
v dalším kroku výpočtu čtení znaku, který byl zapsán NRTM. Čtení znaku, který není
součástí vstupního řetězce, není v konečném automatu možné. Situace, kdy nastává čtení
symbolu, který byl zapsán NRTM, je podrobněji rozebrána v části 4.1.3. V kroku 5 je
popsáno vytvoření pravidel pro ε-přechody, které čtení zapsaného symbolu simulují. V první
části kroku 5 je naplněna pomocná množina A pravidly NRTM, pomocí kterých by mohl
být vykonán přechod se čtením zapsaného symbolu. Na základě pravidel v množině A jsou
následně v druhé části kroku 5 vytvořeny výsledné pravidla pro ε-přechody.
Krok 6 Vytvoření pravidel simulujících čtení a přepis symbolu v NRTM
for all r ∈ RT −A do
if M ∈ subword(lhs(r)) then
RK := RK ∪ {pa→ q : p, q ∈ QK , p = lhs(r), q = rhs(r), a = ε};
else
RK := RK ∪ {pa → q : p, q ∈ QK , p = lhs(r), q = rhs(r), a ∈ ΣK , a ∈
subword(lhs(r))};
end if
end for
V kroku 6 jsou vytvořena pravidla pro přechody, která simulují čtení a přepis sym-
bolu v NRTM. Pro vytvoření těchto pravidel jsou využita všechna pravidla NRTM kromě
pravidel v pomocné množině A. Pravidla v pomocné množině A nejsou využita, protože
byla využita v kroku 5 a jejich využití v kroku 6, by vedlo k vytvoření pravidel konečného
automatu, která by korespondovala k čtení symbolu, který byl zapsán NRTM.
Pokud je součástí pravidla NRTM čtení prázdného symbolu, je toto čtení nahrazeno
v konečném automatu pravidlem pro ε-přechod, protože prázdný symbol, který nemůže být
součástí vstupního řetězce ani konečného automatu ani NRTM, nemůže být čten konečným
automatem. V opačném případě je pro pravidlo konečného automatu použit symbol, který
NRTM čte v pravidle, z kterého je pravidlo konečného automatu odvozeno.
Krok 7 Vytvoření pravidel simulujících pohyb přepisovací hlavy NRTM
for all r ∈ Rmove do
B := {qX ` pY t : qX ` pY t ∈ RT , q ∈ QT , q ∈ subword(lhs(r))};
for all t ∈ B do
RK := RK ∪ {pa→ q : p, q ∈ QK , p = rhs(r), q = lhs(t), a = ε};
end for
end for
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Mějme dvě pravidla NRTM, která mohou být použita po sobě. První pravidlo je pra-
vidlo, které pohybuje přepisovací hlavou NRTM. Druhé pravidlo čte symbol v stavu, do
kterého se řídící jednotka dostala pomocí prvního pravidla. Tedy tato dvě pravidla spojuje
právě tento stav. Na základě tohoto stavu jsou pro pravidlo r v kroku 7 separovány do
pomocné množiny B pravidla t, které mohou být použity po r. Následně jsou na základě
pravidel v množině B vytvořena pravidla konečného automatu, která simulují pohyb pře-
pisovací hlavy NRTM. Při pohybu hlavy NRTM není nic čteno, proto vytvořená pravidla
jsou pravidly pro ε-přechody. Přechody v konečném automatu, které jsou vykonány pomocí
pravidel, která byla vytvořena v krocích 6 a 7 tvoří dvojice, které simulují jeden přechod
v NRTM.
Krok 8 Určení koncových stavů
for all q ∈ FT do
FK := FK ∪ {p : p ∈ QK , q ∈ subword(p)};
end for
Koncové stavy vystupního konečného automatu jsou odvozeny z koncových stavů NRTM
tak, že jakýkoli stav konečného automatu, kterého název obsahuje název koncového stavu
NRTM je koncovým stavem výstupního konečného automatu. Krok 8 toto vykonává.
Krok 9 Vytvoření pravidel a stavů pro simulaci způsobu přijímaní NRTM
for all p ∈ FK do
C := {a : pa→ q ∈ RK};
if C = {} then
for all a ∈ ΣK do
RK := RK ∪ {pa→ p};
end for
else if C = {ε} then
continue;
else
D := D ∪ {p′};
for all a ∈ ΣK − C do
RK := RK ∪ {pa→ p′};
end for
for all a ∈ ΣK do
RK := RK ∪ {p′a→ p′};
end for
end if
end for
QK := QK ∪D; FK := FK ∪D;
V části 4.1.4 jsou popsány rozdíly mezi tím jak vstupní řetězce přijímá NRTM a jak
je přijímá konečný automat. Krok 9 vytváří pravidla a stavy výstupního konečného auto-
matu, které simulují způsob jakým NRTM přijímá vstupní řetězce. Pomocná množina C
je v kroku 9 naplněna všemi symboly, které jsou čteny při přechodu z koncového stavu p
konečného automatu.
V případě, že množina C je prázdná, znamená to, že neexistují pravidla pro přechod
z koncového stavu. V tomto případě je vytvořeno jedno pravidlo pro každý symbol vstupní
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abecedy ΣK . Pomocí těchto pravidel je možné vykonat přechod z koncového stavu p zpátky
do stavu p při čtení libovolného symbolu. Výsledkem je možnost přečíst zbývající část
vstupního řetězce v koncovém stavu konečného automatu a řetězec přijmout.
Pokud množina C obsahuje prázdný řetězec, znamená to jednu ze dvou situací. První
situací je, že stav p je přechodným stavem mezi simulací čtení a zápisu NRTM a simulací
pohybu přepisovací hlavy NRTM. Tedy je nutné, aby byla vykonána simulace pohybu hlavy
pomocí ε-přechodu. Druhou situací je, že ze stavu p je možné provést přechod, který simuluje
čtení symbolu zapsáného NRTM. V této situaci je také využito pravidla pro ε-přechod.
V obou situacích by přidání jakýchkoliv pravidel, která by umožňovala jiný přechod než
ε-přechod, potlačila význam daného ε-přechodu a vedla na přijímaní jiného jazyka.
To, že je množina C neprázdná znamená, že existují pravidla, pomocí kterých je vy-
konatelný přechod z koncového stavu p. V tomto případě je vytvořen nový koncový stav
p′ a pravidla pro každý symbol abecedy ΣK , který není v množině C. Pomocí těchto pra-
videl je možné vykonat přechod ze stavu p do stavu p′. Pro stav p′ jsou vytvořena další
pravidla pro každý symbol v abecedě ΣK , která ponechávají řídící jednotku konečného au-
tomatu ve stavu p′. Těmito pravidly je možné přečíst zbývající symboly vstupního řetězce
a simulovat tím přijímaní vstupního řetězce v NRTM.
4.2.1 Nedostatky transformačního algoritmu
Slabým místem představeného transformačního algoritmu je jeho závislost na velkém množ-
ství pravidel pro ε-přechody. Při transformaci složitých NRTM je vysoká pravděpodobnost
výskytu stavů, které jsou součástí několika pravidel pro přechod. V závislosti na charak-
teru přechodů, může nastat situace, kdy je nutné v konečném automatu simulovat několik
prvků, které byli popsány v 4.1. Výsledkem transformace takového NRTM může být ko-
nečný automat, který nepřijímá stejný jazyk jako výchozí NRTM. Na obrázku 4.6 je NRTM,
kterého transformace vede na konečný automat, který není ekvivalentní. Z obrázku je pa-
trné, že problémem je zde pravidlo Q2 M→ Q2b, které vede na posloupnost přechodů končící
v nekoncovém stavu Q3 M při všech vstupních řetězcích, které by byli bez tohoto pravidla
přijaty v stavu Q2 M.
a / b ↓Q1 Q2 Q3
b /▲→
Q4
c /▲→ d /▲→
Q1a
S
Q3▲
Q2▲
Q2b
Q1c Q4▲ Q4d
ε 
ε 
ε a
c ε 
ε 
d
Obrázek 4.6: Nekorektní transformace NRTM na konečný automat
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Kapitola 5
Implementace
Pro implementační část práce byla zvolena implementace transformačního algoritmu, který
byl představen v části 4.2. Jako implementační jazyk byl zvolen jazyk Python, verze 3.3.0.
Tento jazyk byl zvolen z důvodu vestavěné implementace matematických konstruktů a ope-
rací, které jsou využity v popisu transformačního algoritmu v části 4.2. Konkrétně se jedná
o množiny a n-tice a operace nad nimi.
Implementace transformačního algoritmu je koncipována jako aplikace příkazového řádku,
která přijímá na vstupu NRTM ze souboru formátu XML a výstupní konečný automat je
vyveden na standardní výstup, nebo do uživatelem specifikovaného souboru také ve formátu
XML. Na obrázcích 5.1 a 5.2 jsou příklady vstupního a výstupního souboru.
<?xml version=” 1 .0 ” encoding=”UTF−8” ?>
<nrtm>
<s t a t e s>
<s t a t e s t a r t=” yes ” f i n a l=”no” name=”q1”/>
<s t a t e s t a r t=”no” f i n a l=” yes ” name=”q2”/>
<s t a t e s t a r t=”no” f i n a l=”no” name=”q3”/>
</ s t a t e s>
<blank symbol=”$”/>
<r u l e s>
<r u l e from=”q1” read=”a” to=”q2” wr i t e=”$” move=” yes ”/>
<r u l e from=”q2” read=”b” to=”q3” wr i t e=”$” move=” yes ”/>
</ r u l e s>
</nrtm>
Obrázek 5.1: Vstupní soubor formátu XML obsahující popis NRTM
V příkladu výstupu na obrázku 5.2 je také vidět využití speciálních symbolů |epsilon|,
|other| a |any|. Symbol |epsilon| značí prázdný řetězec, neboli ε. Symbol |other| značí
jakýkoli symbol vstupní abecedy konečného automatu, pro který z daného stavu neexistuje
pravidlo pro přechod. Tedy pokud ze stavu p existuje pouze pravidlo pro přechod za čtení
symbolu a a vstupní abeceda konečného automatu je Σ = {a, b, c}, pak symbol |other|
značí symboly b a c. Symbol |any| značí jakýkoli symbol vstupní abecedy konečného au-
tomatu.
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<?xml version=” 1 .0 ” encoding=”UTF−8”?>
<f a>
<s t a t e s>
<s t a t e f i n a l=”no” name=” | s t a r t | ” s t a r t=” yes ”/>
<s t a t e f i n a l=”no” name=”q1a” s t a r t=”no”/>
<s t a t e f i n a l=” yes ” name=”q2$” s t a r t=”no”/>
<s t a t e f i n a l=” yes ” name=”q2b” s t a r t=”no”/>
<s t a t e f i n a l=” yes ” name=” q 2 b f i n ” s t a r t=”no”/>
<s t a t e f i n a l=”no” name=”q3$” s t a r t=”no”/>
</ s t a t e s>
<r u l e s>
<r u l e from=” | s t a r t | ” read=” | e p s i l o n | ” to=”q1a”/>
<r u l e from=”q1a” read=”a” to=”q2$”/>
<r u l e from=”q2$” read=” | e p s i l o n | ” to=”q2b”/>
<r u l e from=”q2b” read=”b” to=”q3$”/>
<r u l e from=”q2b” read=” | other | ” to=” q 2 b f i n ”/>
<r u l e from=” q 2 b f i n ” read=” | any | ” to=” q 2 b f i n ”/>
</ r u l e s>
</ fa>
Obrázek 5.2: Výstupní soubor formátu XML obsahující popis konečného automatu
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Kapitola 6
Závěr
Tato práce zavádí Turingovy stroje bez návratu na pásce a studuje jejich vlastnosti (viz.
Kapitola 3). Jádrem práce je porovnání jejich vyjadřovací síly s dobře známými forma-
lismy, konkrétně s konečnými automaty. Pro tento účel je rozvinuta myšlenka ekvivalence
vyjadřovací síly Turingových strojů bez návratu na pásce a konečných automatů. Prezento-
vány jsou základní koncepční myšlenky pro transformaci Turingova stroje bez návratu na
pásce na ekvivalentní konečný automat (viz. Kapitola 4). Na těchto myšlenkách je postaven
konkrétní algoritmus, který je popsán slovně a pseudokódem a následně implementován
v podobě jednoduché aplikace příkazového řádku. Diskutována jsou i slabá místa tohoto
algoritmu, jejichž existence za jistých podmínek může vést k transformaci Turingova stroje
bez návratu na pásce na konečný automat, který není ekvivalentní (viz. část 4.2.1).
6.1 Náměty pro zkoumání
Konkrétním pokračováním této práce je zlepšení představeného transformačního algoritmu
tak, aby případy popsané v části 4.2.1 nenastávaly. Jedním z možných řešení může být
omezení počtu pravidel pro ε-přechody, které jsou vytvořeny během transformace. Dále se
nabízí otázka významu dočasné paměti v Turingových strojích. Turingův stroj bez návratu
na pásce je omezen pouze v tom, jak přistupuje ke své dočasné paměti. Toto omezení však
vede k výraznému poklesu vyjadřovací síly. Jaký vliv by mělo mírnější omezení přístupu
k dočasné paměti Turingova stroje? Například povolení návratu na pásce nanejvýš do vzdá-
lenosti určené konstantou. Je možné vytvořit omezení přístupu k paměti Turingova stroje,
které by vedlo na ekvivalenci s jinými dobře známými modely z oblasti teorie formálních
jazyků? Například se zásobníkovými automaty, které přijímají třídu bezkontextových ja-
zyků. Je možné vytvořit formální mechanismus, jehož manipulací by bylo možné vhodně
manipulovat s vyjadřovací sílou Turingova stroje? Inspiraci pro takovýto mechanismus lze
nalézt v trendech moderní teorie formálních jazyků, např. v regulovaných automatech před-
stavených v [2] a [6].
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