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Abstract
Neural models often exploit superficial
(“weak”) features to achieve good perfor-
mance, rather than deriving the more general
(“strong”) features that we’d prefer a model
to use. Overcoming this tendency is a central
challenge in areas such as representation
learning and ML fairness. Recent work has
proposed using data augmentation–that is,
generating training examples on which these
weak features fail–as a means of encouraging
models to prefer the stronger features. We
design a series of toy learning problems to
investigate the conditions under which such
data augmentation is helpful. We show that
augmenting with training examples on which
the weak feature fails (“counterexamples”)
does succeed in preventing the model from
relying on the weak feature, but often does
not succeed in encouraging the model to
use the stronger feature in general. We
also find in many cases that the number of
counterexamples needed to reach a given error
rate is independent of the amount of training
data, and that this type of data augmentation
becomes less effective as the target strong
feature becomes harder to learn.
1 Introduction
Neural models often perform well on tasks by us-
ing superficial (“weak”) features, rather than the
more general (“strong”) features that we’d prefer
them to use. Recent studies expose this tendency
by highlighting how models fail when evaluated on
targeted challenge sets consisting of “counterexam-
ples” where the weak feature begets an incorrect re-
sponse. For example, in visual question answering,
models failed when tested on rare color descrip-
tions (“green bananas”) (Agrawal et al., 2018); in
coreference, models failed when tested on infre-
quent profession-gender pairings (“the nurse cared
for his patients”) (Rudinger et al., 2018); in nat-
ural language inference (NLI), models failed on
sentence pairs with high lexical overlap with differ-
ent meanings (“man bites dog”/“dog bites man”)
(McCoy et al., 2019).
One proposed solution has been to augment
training data to over-represent these tail events, of-
ten with automatic or semi-automatic methods for
generating such counterexamples at a large scale.
This technique has been discussed for POS tagging
(Elkahky et al., 2018), NLI (McCoy et al., 2019),
and as a means of reducing gender bias (Zhao et al.,
2018; Zmigrod et al., 2019), all with positive initial
results. However, it is difficult to know whether
this strategy is a feasible way of improving systems
in general, beyond the specific phenomena targeted
by the data augmentation. Understanding the con-
ditions under which adding such training examples
leads a model to switch from using weaker features
to stronger features is important for both practical
and theoretical work in NLP.
We design a set of toy learning problems to ex-
plore when (or whether) the above-described type
of data augmentation helps models learn stronger
features. We consider a simple neural classifier in
a typical NLP task setting where: 1) the labeled in-
put data exhibits weak features that correlate with
the label and 2) the model is trained end-to-end
and thus adopts whichever feature representation
performs best. Our research questions are:
• How many counterexamples must be seen in
training to prevent the model from adopting
a given weak feature? Do larger training sets
require more counterexamples or fewer?
• Does the relative difficulty of representing a
feature (strong or weak) impact when/whether
a model adopts it?
• How does the effectiveness of data augmen-
tation change in settings which contain many
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weak features but only a single strong feature?
Terminology: This work relates to a very large
body of work on learning, generalization, and ro-
bustness in neural networks. Our goal with the cur-
rent set of experiments is to establish a framework
within which we can begin to isolate the phenom-
ena of interest (data augmentation in NLP) and ob-
serve patterns empirically, without the confounds
that exist in the applied settings where the data aug-
mentation techniques in which we are interested
have been previously used. The results presented
are intended to probe the problem setting and help
focus on interesting questions, prior to beginning
to formalize the phenomena. As such, our choice
of terminology (“strong”, “weak”, “hard”, “coun-
terexample”) is meant to be informal. Much of the
existing relevant vocabulary carries connotations
which we do not specifically intend to invoke here,
at least not yet. E.g. the work is related to adver-
sarial examples and attacks, but we do not assume
any sort of iterative or model-aware component to
the way the counterexamples are generated. It is
related to “spurious correlations”, “heurisitics”,
and “counterfactual” examples, but we do not (yet)
make formal assumptions about the nature of the
underlying causal graph. We also view the prob-
lems discussed as related to work on perturbations
of the training distribution, to cross-domain gen-
eralization, and to non-iid training data; there are
likely many options for casting our problem into
these terms, and we have not yet determined the
best way for doing so. Again, our present goal is to
home in on the phenomena of interest and share our
initial informal findings, with the hope that doing
so will enable more formal insights to follow.
2 Experimental Setup
2.1 Intuition
Our study is motivated by two empirical findings
presented in McCoy et al. (2019). Specifically, Mc-
Coy et al. (2019) focused on models’ use of syntac-
tic heuristics in the context of the natural language
inference (NLI) task: given a pair of sentences–the
premise p and the hypothesis h–predict whether or
not p entails h. They showed that when 1% of the
300K sentence pairs seen in training exhibit lexical
overlap (i.e. every word in h appears in p) and
90% of lexical-overlap sentence pairs have the la-
bel ENTAILMENT, the model adopts the (incorrect)
heuristic that lexical overlap always corresponds
to ENTAILMENT. However, after augmenting the
training data with automatically generated training
examples so that 10% of the 300K training pairs
exhibit lexical overlap and 50% of lexical-overlap
sentence pairs have the label ENTAILMENT, the
same model did not adopt the heuristic and ap-
peared to learn features which generalized to an
out-of-domain test distribution.
From these results, it is hard to say which
changes to the training setup were most important
for the model’s improved generalizability. The
number of lexical-overlap examples seen in train-
ing? The probability of ENTAILMENT given that a
pair exhibits lexical overlap? Or some other pos-
itive artifact of the additional training examples?
Thus, we abstract away from the specifics of the
NLI task in order to consider a simplified setting
that captures the same intuition but allows us to
answer such questions more precisely.
2.2 Assumptions and Terminology
We consider a binary sequence classification task.
We assume there exists some feature which directly
determines the correct label, but which is non-
trivial to extract given the raw input. (In NLI, ide-
ally, such a feature is whether the semantic meaning
of h contains that of p). We refer to this feature as
the strong feature. Additionally, we assume the
input contains one or more weak features which
are easy for the model to extract from the input.
(This is analogous to lexical overlap between p and
h). In our set up, the correct label is 1 if and only
if the strong feature holds.1 However, the strong
and weak features frequently co-occur in training
and so a model which only represents the weak fea-
tures will be able to make correct predictions much
of the time. We can vary their co-occurence rate
by adding counterexamples to the training data in
which either the strong feature or the weak feature
is present, but not both. This setup is shown in
Figure 1.
2.3 Implementation
Task. We use a synthetic sentence classification
task with sequences of numbers as input and bi-
nary {0, 1} labels as output. We use a symbolic
vocabulary V consisting of the integers 0 . . . |V |.
In all experiments, we use sequences of length 5
and set |V | to be 50K. We do see some effects asso-
1See Appendix B.1 for results which assume varying levels
of label noise.
2
- -
-
-
-
-
-
- --
-
-
-
-
-
+
+
+
+
+
+ +
+
-
-
-
-
-
-
-
-
-
- --
-
-
-
-
-
+
+
+
+
+
+ +
+
-
-
-
-
+
+ ++
+
+
-
-
-
-
-
Initial Training Set After Data Augmentation
strong feature
weak 
feature
strong-only 
counter examples
weak-only 
counter-
examples
Figure 1: Schematic of experimental setup.
ciated with vocabulary size, but none that affect our
primary conclusions; see Appendix A.1 for details.
Model. We use a simple network comprising an
embedding layer, a 1-layer LSTM, and a 1-layer
MLP with a RELU activation. We found enough
interesting trends to analyze in the behavior of
this model, and thus leave experiments with more
complex model architectures for future work. Our
code, implemented in PyTorch, is released for re-
producibility.2 Appendix A discusses how our ex-
perimental results extend across changes in model
and task parameters. All models are trained until
convergence, using early-stopping.3
Strong and Weak Features. In all experiments,
we set the weak feature to be the presence of the
symbol 2 anywhere in the input. We consider
several different strong features, listed in Table 1.
These features are chosen with the intent of varying
how difficult the strong feature is to detect given the
raw sequential input. In all experiments, we design
train and test splits such that the symbols which are
used to instantiate the strong feature during train-
ing are never used to instantiate the strong feature
during testing. For example, for experiments using
adjacent duplicate, if the model sees the
string 1 4 3 3 15 at test time, we enforce that it
never saw any string with the duplicate 3 3 during
training. This is to ensure that we are measuring
whether the model learned the desired pattern, and
did not simply memorize bigrams.
To quantify the difficulty of representing each
strong feature, we train the model for the task of
predicting directly whether or not the feature holds
for each of our candidate feature, using a set of
200K training examples evenly split between cases
when the feature does and does not hold. For each
2http://bit.ly/counterexamples
3The results shown here used the test error for early-
stopping; we have re-run some of our experiments with early-
stopping on validation error, and it did not make a difference.
feature, Figure 2 shows the validation loss curve
(averaged over three runs), flat-lined at its min-
imum (i.e. its early stopping point). We see the
desired gradation in which some feature require sig-
nificantly more training to learn than others. As a
heuristic measure of “hardness”, we use the approx-
imate area under this flat-lined loss curve (AUC),
computed by taking the sum of the errors across all
epochs. Table 1 contains the result for each feature.
Note that the weak feature (whether the sequence
contains 2) is exactly as hard as contains 1.
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Figure 2: Learning curve for classifying whether the
features hold. Averaged over three re-runs and then flat-
lined after the average reaches its minimum. Train size
is 200K. The error for contains 1 and the weak fea-
ture (not shown) reaches 0 after the first epoch.
2.4 Error Metrics
Definition. We partition test error into four
regions of interest, defined below. We use a
finer-grained partition than standard true positive
rate and false positive rate because we are particu-
larly interested in measuring error rate in relation
to the presence or absence of the weak feature.
weak-only: P (pred = 1 | weak,¬strong)
strong-only: P (pred = 0 | ¬weak, strong)
both: P (pred = 0 | weak, strong)
neither: P (pred = 1 | ¬weak,¬strong)
For completeness, we define and compute both
error and neither error. However, in practice, since
our toy setting contains no spurious correlations
other than those due to the weak feature, we find
that these two error metrics are at or near zero for
all of our experiments (except for a small number
of edge cases discussed in §C). Thus, for all results
in Section 3, we only show plots of strong-only and
weak-only error, and leave plots of the others to
Appendix C.
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Feature Nickname Description Loss AUC Example
contains 1 1 occurs somewhere in the sequence 0.50 2 4 11 1 4
prefix duplicate Sequence begins with a duplicate 0.52 2 2 11 12 4
first-last duplicate First number equals last number 0.55 2 4 11 12 2
adjacent duplicate Adjacent duplicate is somewhere in the sequence 1.43 11 12 2 2 4
contains first First number is elsewhere in the sequence 1.54 2 11 2 12 4
Table 1: Features used to instantiate the strong feature in our experimental setup. Features are intended to differ in
how hard they are for an LSTM to detect given sequential input. We use the the AUC of the validation loss curve
as a heuristic measure of “hardness”, as described in Section 2.3.
Interpretation. Intuitively, high weak-only error
indicates that the model is associating the weak
feature with the positive label, whereas high strong-
only error indicates the model is either failing to
detect the strong feature altogether, or is detecting
it but failing to associate it with positive label. In
practice, we might prioritize these error rates dif-
ferently in different settings. For example, within
work on bias and fairness (Hall Maudslay et al.,
2019; Zmigrod et al., 2019), we are primarily tar-
geting weak-only error. That is, the primary goal
is to ensure that the model does not falsely asso-
ciate protected attributes with specific labels or
outcomes. In contrast, in discussions about improv-
ing the robustness of NLP more generally (Elkahky
et al., 2018; McCoy et al., 2019), we are presum-
ably targeting strong-only error. That is, we are
hoping that by lessening the effectiveness of shal-
low heuristics, we will encourage models to learn
deeper, more robust features in their place.
2.5 Data Augmentation
Definition. Adversarial data augmentation aims
to reduce the above-described errors by generating
new training examples which decouple the strong
and weak features. Parallel to the error categories,
we can consider two types of counterexamples:
weak-only counterexamples in which the weak
feature occurs without the strong feature and the
label is 0, and strong-only counterexamples in
which the strong feature occurs without the weak
feature and the label is 1.
Interpretation. Again, in terms of practical in-
terpretation, these two types of counterexamples
are meaningfully different. In particular, it is likely
often the case that weak-only counterexamples are
easy to obtain, whereas strong-only counterexam-
ples are more cumbersome to construct. For ex-
ample, considering again the case of NLI and the
lexical overlap heuristic from McCoy et al. (2019),
it is easy to artificially generate weak-only coun-
terexamples (p/h pairs with high lexical overlap
but which are not in an entailment relation) using a
set of well-designed syntactic templates. However,
generating good strong-only counterexamples (en-
tailed p/h pairs without lexical overlap) is likely to
require larger scale human effort (Williams et al.,
2018). This difference would likely be exacerbated
by realistic problems in which there are many weak
features which we may want to remove and/or it is
impossible to fully isolate the strong features from
all weak features. For example, it may not be pos-
sible to decouple the “meaning” of a sentence from
all lexical priors. We explore the case of multiple
weak features in Section 3.4.
2.6 Limitations
This study is intended to provide an initial frame-
work and intuition for thinking about the relation-
ships between data augmentation and model gen-
eralization. We simplify the problem significantly
in order to enable controlled and interpretable ex-
periments. As a result, the problems and models
studied are several steps removed from the what
NLP looks like in practice. In particular, we con-
sider a very small problem (binary classification of
sequences of length 5 in which only two variable
are not independent) and a very small model (a
simple LSTM). Although we provide many addi-
tional results in the Appendix to show consistency
across different model and task settings, we do
not claim that the presented results would hold
for more complex models and tasks–e.g. multi-
layer transformers performing language modeling.
Clearly many details of our setup–e.g. which fea-
tures are easier or harder to detect–would change
significantly if we were to change the model ar-
chitecture and/or training objective to reflect more
realistic settings. Exploring whether the overarch-
ing trends we observe still hold given such changes
would be exciting follow up work.
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We also make the assumption that the input to
the model contains a single “true” feature which,
once extracted, perfectly explains the output. For
many of the tasks currently studied in NLP, this
assumption arguably never holds, or rather, models
only ever get access to correlates of the strong fea-
ture. That is, they see text descriptions but never
the underlying referents. Thus, for a task like NLI,
it might be that the best our models can do is find
increasingly strong correlates of “meaning”, but
may not ever extract “meaning” itself. This is a
much larger philosophical debate on which we do
not take a stance here. We let it suffice that, in
practice, the presented results are applicable to any
task in which there exists some stronger (deeper)
feature(s) that we prefer the model to use and some
weaker (shallower) feature(s) which it may chose
to use instead, whether or not those strong features
are in fact a “true” feature that determines the label.
3 Results and Discussion
Our primary research questions, reframed in terms
of the above terminology, are the following. First,
how many counterexamples are needed in order to
reduce the model’s prediction error? In particular,
how is this number influenced by the hardness of
the strong features (§3.1), the type of counterexam-
ples added (i.e. strong-only vs. weak-only) (§3.2),
and the size of the training set (§3.3)? Second,
given a setting in which multiple weak features ex-
ist, does the model prefer to make decisions based
on multiple weak features, or rather to extract a
single strong feature (§3.4)? We report all results
in terms of strong-only error and weak-only error;
results for other error categories are given in Ap-
pendix C.
3.1 Effect of Strong Feature’s Hardness
We first consider prediction error as a function of
the number of counterexamples added and the hard-
ness of detecting the strong feature (with “hardness”
defined as in Section 2.3). To do this, we construct
an initial training set of 200K examples in which
there is perfect co-occurrence between the strong
and weak features, with the dataset split evenly be-
tween positive examples (e.g. has both strong and
weak features) and negative examples (with neither
feature). We then vary the number of counterexam-
ples added4 from 10 (≪ 0.1% of the training data)
4The results presented assume that the counterexamples
are added on top of the training data that is already there, and
to 100K (33% of the training data) and measure
the effect on strong-only and weak-only error. For
now, we assume that the counterexamples added
are evenly split between strong-only and weak-only
types.
Figure 3 shows the results. We see that the
number of counterexamples needed is substantially
influenced by the hardness of the strong feature.
For example, after only 10 counterexamples are
added to training, test error has dropped to near
zero when the strong feature is contains 1
(which is trivial for the model to detect) but remains
virtually unchanged for the contains first
and adjacent duplicate features. For the
harder features, we don’t reach zero error until a
third of the training data is composed of counterex-
amples.
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Figure 3: The harder the strong feature, the more coun-
terexamples the model requires to reduce a given error
rate. The legend shows models in order from hardest to
least hard, where “hardness” is determined by the AUC
of the loss curve for a classifier trained to detect the fea-
ture (§2.3). We run all experiments over five random
seeds. In all plots, the error band is the 95% confidence
interval with 1,000 bootstrap iterations.
3.2 Effect of Counterexample Type
We get a better understanding of the model’s be-
havior when looking separately at strong-only and
weak-only errors, considering each as a function of
the number and the type (e.g. strong-only vs. weak-
only) of counterexamples added (Figure 4). We see
thus models trained with larger numbers of counterexamples
have a slightly larger total training size. We also experimented
with adding counterexamples in place of existing training
examples so that the total training size remains fixed across
all runs. We do not see a meaningful difference in results.
Results from the constant-training-size experiments are given
in Appendix D.2. We also perform a control experiment to
verify that the additional number of training examples itself is
not impacting the results in Appendix D.1.
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that adding weak-only counterexamples leads to
improvements in weak-only error, but has minimal
effect on strong-only error. The interesting excep-
tion to this is when the strong feature is no harder
to represent than the weak feature. In our setting,
this happens when the strong feature is contains
1, but it is unclear if this pattern would hold for
other weak features. In this case, we see that both
strong-only and weak-only error fall to zero after
adding only a small number of weak-only coun-
terexamples.
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Figure 4: Adding weak-only counterexamples im-
proves weak-only error but does not affect strong-only
error. In contrast, adding strong-only counterexamples
may lead to improvements of both error types (see text
for discussion).
In contrast, we see some evidence that adding
strong-only counterexamples has impact on weak-
only error as well as on strong-only error. The im-
pact on weak-only error, however, is limited to the
settings in which the strong feature is sufficiently
easy to detect. That is, when the strong feature is
difficult to detect, adding strong-only counterex-
amples does lead the model to detect the strong
feature and correctly associate it with the positive
label, but does not necessarily lead the model to
abandon the use of the weak feature in predicting
a positive label. This behavior is interesting, since
any correct predictions made using the weak fea-
ture are by definition redundant with those made
using the strong feature, and thus continuing to
hold the weak feature can only hurt performance.
3.3 Effect of Training Data Size
In Section 3.1, we observed that, for most of our
features, the model did not reach near zero error un-
til 20% or more of its training data was composed
of counterexamples. This raises the question: is
error rate better modeled in terms of the absolute
number of counterexamples added, or rather the
fraction of the training data that those counterex-
amples make up? For example, does adding 5K
counterexamples produce the same effect regard-
less of whether those 5K make up 5% of a 100K
training set or 0.05% of a 10M training set? Our
intuition motivating this experiment is that larger
initial training sets might “dilute” the signal pro-
vided by the comparably small set of counterex-
amples, and thus larger training sets might require
substantially more counterexamples to achieve the
same level of error.
In Figure 5, we again show both weak-only and
strong-only error as a function of the number of
counterexamples added to training, but this time for
a range of models trained with different initial train-
ing set sizes. Here, for simplicity, we again assume
that the counterexamples added are evenly split
between the strong-only and weak-only types. Gen-
erally speaking, for most features, we see that our
intuition does not hold. That is, increasing the train-
ing size while holding the number of counterexam-
ples fixed does not substantially effect either error
metric, positively or negatively. That said, there
are several noteworthy exceptions to this trend. In
particular, we see that when the training set is very
large (10M) relative to the number of counterex-
amples (< 50K), the efficacy of those counterex-
amples does appear to decrease. We also again
see differences depending on the strong feature,
with the harder features (contains first and
adjacent duplicate) behaving more in line
with the “diluting” intuition described above than
the easier features (first-last duplicate
and prefix duplicate).
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Figure 5: Error rate vs. number of counterexamples
added for models trained with different initial training
set sizes (100K to 10M). Feature contains 1 is not
shown since it is always learned instantly. In general,
increasing the training size while holding the number
of counterexamples fixed does not significantly affect
the efficacy of those counterexamples, although there
are exceptions (see text for discussion).
3.4 Multiple Weak Features
In our experiments so far, we have assumed that
there is only one weak feature, which is an unreal-
istic approximation of natural language data. We
therefore relax this assumption and consider the
setting in which there are multiple weak features
which are correlated with the label. The question
is: does the option of minimizing loss by com-
bining multiple weak features lessen the model’s
willingness to extract strong features?
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Figure 6: Error rate vs. number of counterexamples
added for models trained in settings with different num-
bers of weak features, assuming that strong-only coun-
terexamples can guarantee the removal of at most one
weak feature at a time. Initial training size is 200K.
Gold line shows performance in an idealized setting in
which there are 3 weak feature but strong-only coun-
terexamples are “pure”, i.e. free from all weak features.
When more weak features are present, we see higher
strong-only error.
Our experimental setup is as follows. We as-
sume k weak features d1, . . . dk, each of which
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is correlated with the strong feature t, but which
are not correlated with each other beyond their
correlation with t. As in previous experiments,
P (di|t) and P (t|di) are determined by the number
of strong-only and weak-only counterexamples that
have been added, respectively. In the initial training
set, before any counterexamples have been added,
where P (t|di) is 1, and P (di|t) is close to 1/25.
We assume that weak-only counterexamples can be
generated in the same way as before, but that good
strong-only counterexamples cannot be generated
perfectly. For intuition, again consider the NLI set-
ting. It is easy for a person to generate a p/h pair
with the label CONTRADICTION, but doing so while
meeting the constraints that the sentences exhibit
lexical overlap (McCoy et al., 2019) but do not con-
tain any antonym pairs (Dasgupta et al., 2018) or
explicit negations (Gururangan et al., 2018) would
likely lead to unnatural and unhelpful training sen-
tences. Thus, we assume that we can only reliably
remove at most one6 weak feature at a time. Specif-
ically, we assume that, for a given weak feature
di, we can generate strong-onlyi counterexamples
which 1) definitely exhibit the strong feature, 2)
definitely do not exhibit di, and 3) exhibit every
other weak features dj with probability P (dj |t).
We again plot strong-only and weak-only error
as a function of the number of counterexamples
added, assuming we add counterexamples which
are evenly split between weak-only and strong-only
types and evenly split among the k weak features.
Note that, while our strong-only counterexamples
are not “pure” (i.e. they might contain weak fea-
tures other than the one specifically targeted), our
strong-only error is still computed on examples
that are free of all weak features. Our weak-only
error is computed over examples that contain no
strong feature and at least one weak features. The
results are shown in Figure 6 for k = {1, 2, 3}.7
For comparison, we also plot the performance of
a model trained in an idealized setting in which
“pure” strong-only counterexamples are added. We
see that, holding the number of counterexamples
5We independently sample each feature with probability
1/2 but then resample if the example does not contain any
weak features. This is done such that the reported number of
counterexamples is correct.
6We ran experiments in which it was possible to remove
more than one weak feature at a time (but still fewer than k)
and did not see interestingly different trends from the at-most-
one setting.
7Given our sequence length of 5, we were unable to gener-
ate results for larger values of k without interfering with our
ability to include the strong feature.
fixed, the more weak features there are, the higher
the strong-only error tends to be. We see also that,
in an idealized setting in which it is possible to
generate “pure” strong-only counterexamples, this
trend does not hold, and there is no difference be-
tween the single weak features and the multiple
weak features settings. In terms of weak-only error,
we see only small increases in error as the number
of weak features increases.
Taken together, our interpretation of these re-
sults is that access to both weak-only counterexam-
ples and to imperfect strong-only counterexamples
is sufficient for the model to unlearn undesirable
weak features–that is, the model does learn that
none of the di alone causes a positive label, and
thus is able to achieve effectively zero weak-only
error. However, as evidenced by the substantially
higher strong-only error, the model does not ap-
pear to learn to use the strong feature instead. Its
worth acknowledging that the model appears to
learn some information about the strong feature,
as we do see that strong-only error falls as we add
counterexamples, just more slowly for larger val-
ues of k. This trend might be taken as evidence
that the high strong-only error is not due to a failure
to detect the feature (as was the case in Figure 4
when only weak-only errors were added), but rather
a failure to consistently associate the strong feature
with the positive label.
4 Related Work
4.1 Adversarial Data Augmentation
A wave of recent work has adopted a strategy of
constructing evaluation sets composed of “adver-
sarial examples” (a.k.a. “challenge examples” or
“probing sets”) in order to analyze and expose weak-
nesses in the decision procedures learned by neu-
ral NLP models (Jia and Liang, 2017; Glockner
et al., 2018; Dasgupta et al., 2018; Gururangan
et al., 2018; Poliak et al., 2018b, and others). Our
work is motivated by the subsequent research that
has begun to ask whether adding such challenge
examples to a model’s training data could help to
improve robustness. This work has been referred
to by a number of names including “adversarial”,
“counterfactual”, and “targeted” data augmentation.
In particular, Liu et al. (2019) show that fine-tuning
on small challenge sets can sometimes (though
not always) help models perform better. Similar
approaches have been explored for handling noun-
verb ambiguity in syntactic parsing (Elkahky et al.,
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2018), improving NLI models’ handling of syntac-
tic (McCoy et al., 2019) and semantic (Poliak et al.,
2018a) phenomena, and mitigating gender biases
in a range of applications (Zmigrod et al., 2019;
Zhao et al., 2018, 2019; Hall Maudslay et al., 2019;
Lu et al., 2018).
4.2 Adversarial Robustness
Adversarial robustness concerns whether a model
produces the same output when the input has been
perturbed such that its underlying semantics are un-
changed. In computer vision, these perturbations
might be low-level noise added to the pixels. But
defining the set of valid perturbations is open prob-
lem in NLP, where small changes in surface-form
could dramatically change the underlying mean-
ing of an utterance (removing ‘not’, for example).
There has, however, been work on constructing per-
turbations by replacing words in an utterance with
their synonyms (Alzantot et al., 2018; Hsieh et al.,
2019; Jia et al., 2019) and generating new sentences
via paraphrases (Ribeiro et al., 2018; Iyyer et al.,
2018). In particular, Jia et al. (2019) derive bounds
on error within this well-defined set of perturba-
tions. In the context of evaluation of generated
perturbations, recent works have discussed the ex-
tent to which they induce models to make a wrong
prediction (Ribeiro et al., 2018; Iyyer et al., 2018;
Hsieh et al., 2019; Jia et al., 2019) or change their
output (Alzantot et al., 2018). Hsieh et al. (2019)
also analyze these perturbations’ effect on attention
weights.
Outside of NLP, Ilyas et al. (2019) make a dis-
tinction between useful features (that generalize
well) and those that are robustly-useful (that gen-
eralize well, even if an example is adversarially
perturbed). They are able to create a data set with
only robust features. And related to this work by
Ilyas et al. (2019), there’s been significant recent
interest in training models such that they’re robust
to adversarial examples and in building adversarial
datasets that foil such defenses. Highlighting just
two recent papers, Madry et al. (2017) describe
training that’s robust against adversaries with ac-
cess to a model’s gradients, while Athalye et al.
(2018) show that many defenses are “obfuscating”
their gradients in a way that can be exploited.
4.3 Encoding Structure in NLP Models
Another related body of work focuses on under-
standing what types of features are extracted by
neural language models, in particular looking for
evidence that SOTA models go beyond bag-of-
words representations and extract “deeper” features
about linguistic structure. Work in this vein has pro-
duced evidence that pretrained language models
encode knowledge of syntax, using a range of tech-
niques including supervised “diagnostic classifiers”
(Tenney et al., 2019; Conneau et al., 2018; Hewitt
and Manning, 2019), classification performance
on targeted stimuli (Linzen et al., 2016; Goldberg,
2019), attention maps/visualizations (Voita et al.,
2019; Serrano and Smith, 2019), and relational sim-
ilarity analyses (Chrupała and Alishahi, 2019). Our
work contributes to this literature by focusing on
a toy problem and asking under what conditions
we might expect deeper features to be extracted,
focusing in particular on the role that the training
distribution plays in encouraging models to learn
deeper structure. Related in spirit to our toy data
approach is recent work which attempts to quan-
tify how much data a model should need to learn
a given deeper feature (Geiger et al., 2019). Still
other related work explores ways for encouraging
models to learn structure which do not rely on data
augmentation, e.g. by encoding inductive biases
into model architectures (Bowman et al., 2015; An-
dreas et al., 2016) in order to make “deep” features
more readily extractable, or by designing training
objectives that incentivize the extraction of specific
features (Swayamdipta et al., 2017; Niehues and
Cho, 2017). Exploring the effects these modeling
changes on the results presented in this paper is an
exciting future direction.
4.4 Generalization of Neural Networks
Finally, this work relates to a still larger body of
work in which aims to understand feature repre-
sentation and generalization in neural networks in
general. Mangalam and Prabhu (2019) show that
neural networks learn “easy” examples (as defined
by their learnability by shallow ML models) before
they learn “hard” examples. Zhang et al. (2016)
and Arpit et al. (2017) show that neural networks
with good generalization performance can nonethe-
less easily memorize noise of the same size, sug-
gesting that, when structure does exist in the data,
models might have some inherent preference to
learn general features even though memorization
is an equally available option. Zhang et al. (2019)
train a variety of over-parameterized models on the
identity mapping and show that some fail entirely
while others learn a generalizable identify func-
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tion, suggesting that different architectures have
different tendencies for learning structure vs. mem-
orizing. Finally, there is ongoing theoretical work
which attempts to characterize the ability of over-
parameterized networks to generalize in terms of
complexity (Neyshabur et al., 2019) and implicit
regularization (Blanc et al., 2019).
5 Conclusion
We propose a framework for simulating the effects
of data augmentation in NLP and use it to explore
how training on counterexamples impacts model
generalization. Our results suggest that adding
counterexamples in order to encourage a model to
“unlearn” weak features is likely to have the im-
mediately desired effect (the model will perform
better on examples that look similar to the gener-
ated counterexamples), but the model is unlikely to
shift toward relying on stronger features in general.
Specifically, in our experiments, the models trained
on counterexamples still fail to correctly classify
examples which contain only the strong feature.
We see also that data augmentation may become
less effective as the underlying strong features be-
come more difficult to extract and as the number of
weak features in the data increases.
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A Effect of Hyperparameter Settings
We vary several model and task settings, and we
find that the models exhibit similar behavior as in
the default case. The default settings are summa-
rized in Table 2. We run all experiments over five
random seeds, arbitrarily set to 42, 43, 44, 45, 46.
In all plots the error band is the 95% confidence
interval with 1,000 bootstrap iterations. We do not
average over all the random seeds for experiments
with dataset size because of the higher computa-
tional cost.
We find that batch size (16, 32, 64) and dropout
(0.0, 0.01, 0.1, 0.5) within the MLP do not affect
model performance. We also find that embedding
and hidden sizes (50, 125, 250, 500) do not signif-
icantly impact results, except that performance is
worse for 500. This is likely because more training
data is needed for these higher capacity models.
We don’t include figures for these experiments for
the sake of conciseness. We present results below
in Section A.1 for different vocabulary sizes, and
we find that the results don’t change significantly,
though the model is unable to learn the strong fea-
ture for the smallest vocabulary size.
Hyperparameter Value
Model Settings
optimizer Adam
early stopping patience 5
batch size 64
number of LSTM layers 1
hidden dimensionality 250
embedding dimensionality 250
initial learning rate 0.001
dropout 0
Task Settings
vocabulary size 50K
training size 10K
sequence length 5
Table 2: Hyperparameter settings. We set hyper-
paramters as default values for our experiments above.
Separately, we investigate various values for batch size,
dropout, and embedding and vocab sizes and we find
that they do not significantly affect the results, with the
exception of models with high embedding and hidden
sizes. We find the same for vocabulary size (discussed
below in A.1).
A.1 Vocabulary Size
We re-run the main experiment – in which we vary
the number of adversarial counterexamples – at
different vocabulary sizes. The results are shown
in Figure 7. We observe similar results when the
vocabulary size is 5K as for the default of 50K.
The models learn the strong features to some ex-
tent as we increase the number of counterexam-
ples, and more counterexamples are needed for the
model to generalize well when the strong feature
is harder. However, we note that first-last
duplicate is harder than the other strong gea-
tures at this vocabulary size. We aren’t sure why
this is the case because we see relative hardness
similar to the default case in classification exper-
iments with vocabulary size of 5K (the model is
trained on identifying whether the strong feature
holds as in Figure 2). We also note that in the
same classification experiments with a vocabulary
size of 0.5K, the model was not able to learn any
of these strong features, which explains why the
model didn’t learn the strong features at any num-
ber of counterexamples.
B Complicating the Strong Feature
In a real-world setting, there often isn’t an under-
lying strong feature that exactly predicts the label.
We consider two variants of the experimental set-
up that weaken this assumption. Specifically, we
introduce label noise, and the case when the strong
feature is a union of multiple other features.
B.1 Random Label Noise
For some noise level , we independently flip each
label (0 becomes 1, and 1 becomes 0) with prob-
ability . The results are in Figure 8. The trends
are fairly resistant to noise. The model continues
to switch to learning the strong feature (though it
takes slightly more adversarial counterexamples
with more noise), and we continue to observe the
relationship between the features’ hardness and
prediction error as a function of the number of ad-
versarial counterexamples.
B.2 Multiple Strong Features
We relax the assumption that there’s a single feature
that exactly predicts the label, and we instead con-
sider k strong features t1, . . . tk that occur one-at-a-
time with equal probability in examples for which
the strong feature holds (i.e. examples for which
both the strong and weak features hold and strong-
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Figure 7: Vocabulary size. The model isn’t able to learn the strong features at a vocabulary size of 0.5K, but we
observe similar behavior at 5K and 50K.
only adversarial counterexamples). Intuitively, the
strong feature becomes t1 ∨ t2 ∨ . . . tn. Figure 9
shows the results. We find that the model, in most
cases, switches from relying on the weak feature
to learning to use the collection of strong features.
We observe that collections of harder features take
more adversarial counterexamples to achieve low
error than collections of easy features, which is
consistent with our previous results. Interestingly,
in two of the three cases, we find that a collection
of features might take more adversarial counterex-
amples to achieve low error than any one of the
features in the collection. However, in the third
case (the rightmost plot in Figure 9), the error of
contains first exceeds that of the combined
strong feature.
C Other Error Metrics
We include additional figures for our main results
– hardness (Figure 10), strong-only and weak-only
counterexamples (Figure 11), training size (Fig-
ure 12), multiple weak feature (Figure 13) – that
present the error for the other two regions of the test
data (where both or neither of the features hold).
With a single exception, we observe that adding
counterexamples doesn’t lead the model to gener-
alize worse on data that isn’t adversarial, which
means that data augmentation helps with overall
test error, in addition to test error on adversarial
examples. This is expected; if the model switches
from using the weak feature to using the strong
feature, its performance shouldn’t change on exam-
ples where both or neither feature holds. However,
we note that error on these examples increases (and
then decreases) for first-last duplicate
14
0.0
0.2
0.4
0.6
0.8
1.0
er
ro
r
weak-only error strong-only error neither error
prefix duplicate
both error
0.0
0.2
0.4
0.6
0.8
1.0
er
ro
r
first-last duplicate
0.0
0.2
0.4
0.6
0.8
1.0
er
ro
r
adjacent duplicate
5K 25K 50K 100K
# examples
0.0
0.2
0.4
0.6
0.8
1.0
er
ro
r
5K 25K 50K 100K
# examples
5K 25K 50K 100K
# examples
5K 25K 50K 100K
# examples
contains first
Noise ( )
0 0.001 0.01 0.05
Figure 8: Noise. We observe that adding noise does not affect the results, though more noise seems to make the
model less prone to learning the strong feature.
and contains first at a training size of 10M
(Figure 12).
D Controls for Training Size
D.1 Adding Non-adversarial Examples
When adding adversarial counterexamples, the to-
tal number of training examples also increases. We
control for this change by showing here that addi-
tional “default” (or non-adversarial) training exam-
ples do not help the model on either weak-only or
strong-only error. Figure 14 shows that the addi-
tion of these examples does not impact the results.
Therefore, it matters that added examples are coun-
terexamples; the model doesn’t improve simply
because there’s more data.
D.2 Fixed Training Size
We’ve shown above that more training data with-
out counterexamples is not sufficient to induce the
model to use the strong feature in classification;
see Figure 15. However, one might argue that in
the presence of some counterexamples, more train-
ing data is helpful, whether or not it’s adversarial.
This would make it hard to disentangle the role
of more training data with that of an increased
number of counterexamples. Here, we fix training
size as we add counterexamples (meaning there
are fewer non-adversarial examples) and we ob-
serve similar results as in our main experiments
above (Figure 3). Naturally, this is not the case
for extreme numbers of counterexamples: if we
remove all non-adversarial examples, the model is
negatively impacted. But these results – taken to-
gether with those above – indicate that the benefits
of adding counterexamples in general (§3.1) and
increasing the number of counterexamples (these
results) should not be attributed to the larger train-
ing size.
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Figure 9: Multiple strong features. We find similar trends as for a single strong feature. Collections of harder
features require more counterexamples to achieve low generalization error than collections of easier features. We
also find that collections of features might take more counterexamples to achieve low generalization than any
individual feature in the collection.
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Figure 10: Hardness. Other error cases (neither left
and both right) for Figure 3.
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Figure 11: Counterexamples of varying types. Other
error cases (neither left and both right) for Figure 4.
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Figure 12: Changing training size. Other error cases
(neither left and both right) for Figure 5.
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Figure 13: Multiple weak features. Other error cases
(neither left and both right) for Figure 6.
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Figure 14: When adding adversarial counterexamples,
the total number of training examples also increases.
We control for this change by showing here that ad-
ditional “default” training examples do not help the
model on either weak-only or strong-only error. This
is unsurprising given our previously shown results.
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Figure 15: Static training size; counterexamples re-
place training examples.
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