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ABSTRACT 
 
 
 
Training neural networks is a great significance of a difficult task in the field 
of supervised learning because; its performance depends on underlying training 
algorithm as well as the achievement of the training process. In this study, three 
training algorithms  namely Back-Propagation algorithm, Harmony Search 
Algorithm (HSA) and hybrid BP and HSA called BPHSA are employed for the 
supervised training of MLP feed  forward type of NNs  by giving special attention to 
hybrid BPHSA.  A suitable structure for data representation of NNs is implemented 
to BPHSA, HSA and BP. The proposed model is empirically tested and verified by 
using five benchmark classification problems namely Iris, Glass, Cancer, Wine and 
thyroid datasets on training NNs. The MSE, training time, classification accuracy of 
hybrid BPHSA are compared with the standard BP and meta-heuristic HSA. The 
experiments showed that proposed model (BPHSA) has better results in terms of 
convergence error and classification accuracy compared to BP and HSA and this 
makes the BPHSA look as promising algorithm for neural network training. 
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ABSTRAK 
 
 
 
Latihan rangkaian neural (RN) adalah satu tugas yang sukar dan penting di 
dalam bidang pembelajaran diselia. Prestasi NN bergantung kepada algoritma latihan 
serta pencapaian proses latihan. Satu algoritma baru telah dibangunkan di dalam 
penyelidikan ini  untuk memperbaiki penumpuan ralat di dalam algoritma 
pembelajaran Rambatan Balik (RB) dengan memperbaiki nilai pemberat neuron 
menggunakan algoritma Gelintaran Harmoni (GH). Algorithm hibrid ini dikenali 
sebagai RBGH.  Satu siri eksperimen dilaksana  untuk menguji, menentusahkan dan 
mengukur prestasi algoritma yang dibangunkan dengan algoritma piawai Rambatan 
Balik dan Gelintaran Harmoni. Ketiga-tiga algoritma ini digunakan untuk 
menyelesaikan masalah pengkelasan  di dalam pembelajaran terselia rangkaian 
neural multiaras suapan hadapan. Set data pengkelasan  yang di gunakan di dalam 
eksperimen ini terdiri daripada set data Iris, Glass, Cancer, Wain dan tiroid. Stuktur 
rangkaian neural yang bersesuaian dibangunkan  untuk setiap set data. Nilai min ralat 
kuasa dua (MSE), masa latihan, kejituan pengkelasan yang dihasilkan oleh alogritma 
hibrid RBGH dibandingkan dengan nilai MSE yang dihasilkan oleh algoritma piawai 
BP dan HSA. Hasil eksperimen menunjukkan nilai penumpuan ralat, kejituan 
pengkelasan yang dihasilkan oleh RBGH lebih baik berbanding RB dan GH. Hasil 
kajian ini menunjukkan  algoritma hibrid RBGH mampu meningkatkan prestasi 
latihan rangkaian neural. 
 
 
 
 
