A successive continuation method for locating connecting orbits in parametrized systems of autonomous ODEs was considered in 9]. In this paper we present an improved algorithm for locating and continuing connecting orbits, which includes a new algorithm for the continuation of invariant subspaces. The latter algorithm is of independent interest, and can be used in di erent contexts than the present one.
1 name a few. The corresponding numerical problem is that of nding solutions (u(t); ) of the system of autonomous ODEs u 0 (t) f(u(t); ) = 0; u( ); f( ; ) 2 R n ; 2 R n ;
(1) lim t! 1 u(t) = u 0 ; lim t!+1 u(t) = u 1 : (2) Most algorithms for the numerical analysis of connecting orbits reduce (1), (2) to a boundary value problem on a nite interval using linear or higher order approximations of stable and unstable manifolds near u 0 and u 1 ; respectively. See recent papers by Champneys, Kuznetsov, Sandstede 4] , by Doedel, Friedman, Kunin 9] and Moore 13] for the history of the question and the bibliography. Note that in the last work an alternative approach was used based on the arclength parametrization, instead of using time t as a parameter.
The algorithms in 4] use a version of Beyn's continuation algorithm based on projection boundary conditions ( 1] , 2]). They were implemented in a set of routines, HomCont, which are currently part of AUTO97 7] . HomCont has capabilities for detailed bifurcation analysis of homoclinic orbits and some bifurcations of heteroclinic orbits. It has limited capabilities for locating connecting orbits, namely, a simpli ed version of the algorithm in 9].
The algorithms in 9] have their primary focus on locating connecting orbits and use a modi cation of a continuation algorithm based on projection boundary conditions (Friedman, Doedel 11] ). They were implemented in an experimental code based on AUTO94 8] .
In order to have a well posed problem, it is necessary for the boundary conditions to be su ciently smooth with respect to parameters. Both in 4] and 9], the boundary conditions are de ned with respect to bases of stable or unstable eigenspaces of f u (u 0 ; ) and f u (u 1 ; ). The approach in 4] is to compute an orthonormal basis in the appropriate eigenspace, at each pseudo arclength continuation step, using a \black box" routine based on the real Schur factorization and then to adapt this basis to be smooth with respect to parameters, using a technique due to Beyn 2, App. C] which amounts to the solution of a linear system of the dimension of the eigenspace in question. The approach in 9] is to compute initially an orthonormal basis in the appropriate eigenspace via the real Schur factorization and then to continue the real Schur factorization equations (as a part of boundary conditions). At the same time precise convergence of the algorithm in 9] is not clear, and it is somewhat cumbersome to use. In some recent work, 6], Dieci and Eirola provide a general di erential equations framework for continuation of the block Schur factorization as well as other matrix factorizations. Reference 6] includes a comprehensive set of references for smooth matrix factorization for parameter dependent matrices.
In this paper we present an improved algorithm for locating and continuing connecting orbits, which includes a new algorithm for the continuation of invariant subspaces (CIS). This CIS algorithm is based on iterative re nement techniques originally due to Stewart 14] , and later revisited by Demmel 5] . We provide some new twists to these techniques: (i) we justify these iterative re nement techniques using the di erential equations which model continuation of block Schur forms, and (ii) we make use of these di erential equations to obtain an accurate approximation of the relevant invariant subspace.
In the end, the new algorithm is more e cient than the algorithms in 4] and 9] and is very robust. In particular, it provides several possible safeguards against fast variation of eigenvalues. It has been implemented in an experimental code based on AUTO97 which is essentially a modi cation of the HomCont part of AUTO97 to include the algorithm in 9] for locating and continuing connecting orbits and the CIS algorithm, while preserving the bifurcation analysis part of HomCont.
2 An improved algorithm for locating and continuing connecting orbits.
Assume, for simplicity of notation, that the xed points u 0 and u 1 are hyperbolic, and the eigenvalues of f u (u 0 ; ) and f u (u 1 ; ); respectively, satisfy Re 0;n ::: Re 0;n 0 +1 < 0 < 0;1 < Re 0;2 ::: Re 0;n 0 ; Re 1;1 ::: Re 1;n 1 < 0 < Re 1;n 1 +1 ::: Re 1;n : In this paper, we will assume that the matrices f u (u 0;1 ; ) are smooth functions of (for in an appropriate subset of R n .
The method extends to the case 0;1 = 0; as in 4]. It also extends to the cases of complex and multiple 0;1 by a simple modi cation of Step 0, eq. (11) below, of the algorithm (see 9, Section 4.3] for a computational example). The algorithm requires evaluation of various projections associated with the eigenspaces of f u (u 0 ; ) and f u (u 1 ; ): Initially these projections are constructed using the real Schur factorizations 12] f u (u 0 ; ) = Q 0 T 0 Q T 0 ; f u (u 1 ; ) = Q 1 T 1 Q T 1 : The rst factorization has been chosen so that the rst n 0 columns q 0;1 ; :::; q 0;n 0 of Q 0 form an orthonormal basis of the right invariant subspace S 0 of f u (u 0 ; ), corresponding to 0;1 ; :::; 0;n 0 , and the remaining n n 0 columns q 0;n 0 +1 ; :::; q 0;n of Q 0 form an orthonormal basis of the orthogonal complement S ? 0 . Similarly, the rst n 1 columns q 1;1 ; :::; q 1;n of Q 1 form an orthonormal basis of the right invariant subspace S 1 of f u (u 1 ; ), corresponding to 1;1 ; :::; 1;n 1 , and the remaining n n 1 columns q 1;n 1 +1 ; :::; q 1;n of Q 1 form an orthonormal basis of the orthogonal complement S ? 1 . In the algorithm below the matrices Q 0 ( ) and Q 1 ( ) are assumed to be computed at each continuation step by a \black box" routine, described in Section 3, which ensures their continuity.
The approximate nite interval problem is to nd a branch of solutions (u(t); ; u 0 ; u 1 ; T), u 2 C 1 ( 0; 1]; R n ), 2 R n , provided n = n (n 0 + n 1 ) + 2; n 0; u 0 ; u 1 2 R n ; T > 0;
is the length of the time interval, for some small 0 ; 1 > 0, of the time-scaled di erential equation u 0 (t) Tf(u(t); ) = 0; 0 < t < 1; (3) subject to left boundary conditions (u(0) u 0 ) q 0;n 0 +i (u 0 ; ) = 0; i = 1; :::; n n 0 ; (4) ju(0) u 0 j = 0 ;
(5) right boundary conditions (u(1) u 1 ) q 1;n 1 +i (u 1 ; ) = 0; i = 1; :::; = n n 1 : (6) ju(1) u 1 j = 1
3 stationary state conditions f(u 0 ; ) = 0; (8) f(u 1 ; ) = 0: (9) Remark 1 Initially, we perform time integration to obtain a, typically, crude orbit with initial point u(0) 2 S 0 but the terminal point u(1) = 2 S 1 ; in general. Hence i de ned by i = (u(1) u 1 ) q 1;n 1 +i (u 1 ; )= 1 ; i = 1; :::; n = n n 1 ; (10) are, in general, nonzero, and the initial connecting orbit on the branch of connecting orbits is found via a sequence of homotopies that locate successive zero intercepts of the j in (10) . In each homotopy step we compute a branch, i.e., a one-dimensional manifold, of solutions.
For this we must have n c n v = n 1; where n c is the number of constraints, and n v is the number of scalar variables. We keep u(1) free, while u (0) is allowed to vary on the surface of the sphere in S 0 of radius 0 : (i) according to equation (12) below at steps 0 through n 0 ; when is xed and c i in (12) play the role of the control parameters; and (ii) according to equation (5) at steps n 0 + 1 through n 0 + n ; when varies.
Let S 0;k ; k = 1; :::; n 0 ; be the right invariant subspace of f(u 0 ; 0 ) corresponding to the eigenvalues 0;1 ; :::; 0;k : Then the rst k columns q 0;1 ; :::; q 0;k of Q 0 form an orthonormal basis of S 0;k and the remaining n k: columns q 0;k+1 ; :::; q 0;n of Q 0 form an orthonormal basis of the orthogonal complement S ? 0;k : 1. Initialization.
Step 0 with n c = 2n n 1 + 1 constraints and n v = n n 1 + 2 scalar variables, and hence n c n v = n 1. In practice one typically continues until 1 stops decreasing, its value being not necessarily small.
Step k; k = 2; :::; n 0 (for n 0 > 1 ). Compute a branch of solutions to the system (3)- (5), (10), (7), (12) to locate a zero of, say, k 1 (while 1 ; :::; k 2 = 0; xed). Free scalar variables are 1 ; c 1 ; :::; c k ; k 1 ; :::; n n 1 . There are n di erential equations with n c = 2n n 1 + 2 constraints and n v = n n 1 + 3 scalar variables, and hence n c n v = n 1.
Locating a connecting orbit, varies.
Step k, k = n 0 + 1; :::;n 0 + n n n 1 + 1. Compute a branch of solutions to the system (3)- (5), (10), (7)- (9) to locate a zero of, say, k 1 (while 1 ; :::; k 2 = 0; xed).
Free scalar variables are 1 ; k 1 ; :::; n n 1 ; 1 ; :::; k n 0 2 R; u 0 ; u 1 2 R n . There are n di erential equations with n c = 4n n 0 n 1 + 2 constraints and n v = 3n n 0 n 1 + 3 scalar variables, and hence n c n v = n 1. 4. Increasing the accuracy of the connecting orbit.
Compute a branch of solutions to the system (3)- (9) in the direction of decreasing 1 until it is`small'. Free scalar variables are 1 ; T; 1 ; :::; n 1 2 R; u 0 ; u 1 2 R n . As before, n c = 4n n 0 n 1 + 2, n v = 3n n 0 n 1 + 3. 5. Continue the connecting orbit.
Compute a branch of solutions to the system (3)- (9) . Free variables are the (real) scalar T; and 1 ; : : : ; n ; and the vectors u 0 ; u 1 2 R n : As before, n c = 4n n 0 n 1 + 2, n v = 3n n 0 n 1 + 3. Alternatively, a phase condition
may be added if T is kept xed and 0 and 1 are allowed to vary. Here q(t) is a previously computed orbit on the branch.
Remark 2 In principle, our algorithm of continuation of invariant subspaces of f u (u 0 ; ) and f u (u 1 ; ) in Section 3 breaks down only if two eigenvalues, one associated with the subspace being continued and one not, approach the same point on the imaginary axis (one from the left and one from the right). In this case the algorithm should stop anyway since a bifurcation is being approached. Remark 3 If n = 1 in (1), then it is conceivable that one may be able to perform continuation with respect to itself, rather than reparametrizing the problem by arclength.
The basic issue is the following: \Suppose that initially we have the (real) block Schur factorization 
with Y 0 = 0, k = 1; 2; : : : :
Therefore, we need to solve a Sylvester equation in the inner loop of the iterative re nement. This can be e ectively done by using LAPACK routines. As shown in the convergence analysis for the iterations (26) and (27) by Stewart 14 T ii ; this means that the invariant subspaces belonging to the two parts of the spectrum are unstable and hard to compute. Thus will be small if we start with a good initial approximate invariant subspace and if the eigenvalues associated with that subspace are well separated from the remainder of the spectrum. Oversimplifying, both algorithms converge if (i) the spectra of T 11 (0) and T 22 (0) are far enough apart, and (ii) the perturbation E(s) of T(0) is small enough.
Remark 5 We point to some additional safeguards, which ensure proper performance of the algorithms (26) and (27). (30)
The previous discussion has been motivated by the standard linear algebra viewpoint, that is of \how to re ne the initial trivial estimate U = I". In particular, this gave us the initial conditions Y 0 = 0 for the iterations (26) and (27). However, from the point of view of continuation, this is usually not the best strategy, since it amounts to starting with the old solution as initial guess. We can do better by using the di erential equation formulation and taking an Euler approximation to the solution.
Recall that the matrix Y (s); solution of (24) (and H 22 ). In particular, this implies that the range of s{values guaranteeing invertibility of U 11 (s); and hence the representation (21), is una ected by the choice of H 11 and H 22 in (31), and hence there is little reason not to set H 11 and H 22 both equal to 0 when we represent U as in (21). 
Now, it is a simple veri cation that iterative solution of (35) by either of the two iterations (26) or (27), appropriately reformulated for the unknown Y; produces precisely the same sequence as the original iterations on the unknown Y had they been started with initial guess Y 0 in (33). As a consequence, the convergence results we quoted after (28) hold unchanged, except that we have a new value, call it~ : 
with an obvious improvement in the radius of convergence for both iterations (26) and (27). 4] . However, we believe that the approach we have adopted is preferable to the one we just outlined. For one thing, the latter is usually more expensive than our approach. Moreover, unlike the one we just outlined, our approach to continuation of invariant subspaces is more in tune with the original continuation problem: continuation of the subspaces in uences the continuation step, and using rst derivative information (as we did to obtain (33)) is bound to re ect genuine di culties of the original di erential equation (such as nearing a bifurcation) into the continuation algorithm. the advantages gained by use of the Euler guess is obtained by considering the typical convergence behavior of the four methods (i){(iv): on average, method (i) required 7 iterations for convergence, method (ii) needed 5, method (iii) needed slightly more than 4, and method (iv) required less than 3 iterations for convergence. In one exceptional case, methods (i) and (ii) required as many as 25 iterations. Finally, (i) and (ii) failed to converge in some cases (at the end of the continuation), because the continuation step was not small enough, whereas (iii) and (iv) never failed to converge. Labels 10, 11, 12, 14, and 15 mark local bifurcations (of the eigenvalues), while label 13 marks a global bifurcation (the detailed analysis of these bifurcations will be given elsewhere). For comparison, we repeated the computation of the above branch using HomCont (in AUTO97), see Fig. 3 . Note that HomCont could not continue the original branch beyond the global bifurcation point and instead switched the branches. We also note that by varying the continuation step size in our code we could select the desired branch at Label 13, while it was not possible to achieve this with HomCont. This con rms our theoretical insight that our numerical method is more in tune with the original continuation problem. 
