We revisit the so-called Cat-and-Mouse Markov chain, studied earlier by Litvak and Robert (2012) . This is a 2-dimensional Markov chain on the lattice Z 2 , where the first component is a simple random walk and the second component changes when the components meet. We obtain new results for two generalisations of the model. Firstly, we consider a general jump distribution of the second component (the mouse) and obtain its scaling limit. Secondly, we consider chains of three and more dimensions, where we again find a limiting law of the last component.
Introduction
We analyse the dynamics of a stochastic process with dependent coordinates, commonly referred to as the Cat-and-Mouse (CM) Markov chain (MC), and of its generalisations. Let S be a directed graph. Let {(C n , M n )} ∞ n=0 denote the CM MC on S 2 . Let {C n } ∞ n=0 , the location of the cat, be a MC on S with transition matrix P = (p(x, y)), x, y ∈ S). The second coordinate, the location of the mouse, {M n } ∞ n=0
has the following dynamics:
• If M n = C n , then, conditionally on M n , the random variable M n+1 has distribution (p(M n , y), y ∈ S) and is independent of C n+1 .
As follows from the name, the cat is trying to catch the mouse. The mouse is usually in hiding and not moving but, if the cat hits the same location of the graph, the mouse jumps. The cat does not notice where the mouse jumps to, so it proceeds independently.
CM MC is an example of models called Cat-and-Mouse games. CM games are common in game theory. We refer to Coppersmith et al. (1993) , where the authors showed that a CM game is at the core of many on-line algorithms and, in particular, may be used in settings considered by Manasse et al. (1990) and Borodin et al. (1992) .
Some special cases of CM games on the plane have been studied by Baeza-Yates et al. (1993) . Two examples of CM games have been discussed in Aldous and Fill (2002) in the context of reversible MCs.
We are particularly motivated by the paper of Litvak and Robert (2012) where the authors analyse scaling properties of the (non-Markovian) sequence {M n } ∞ n=0 for a specific transition matrix P when S is either Z, Z 2 or Z + . Further, they consider a general recurrent MC {C n } ∞ n=0 and provide recurrence properties of the MC {(C n , M n )} ∞ n=0 . In this paper we analyse the case S = Z. Henceforth, we will take the transition matrix P to satisfy p(x, x + 1) = p(x, x − 1) = 1/2. It was proven in Theorem 3 of Litvak and Robert (2012) that the convergence in distribution 1 4 √ n M [nt] , t ≥ 0 ⇒ {B 1 (L B2 (t)), t ≥ 0} , as n → ∞ holds, where B 1 (t) and B 2 (t) are independent standard Brownian motions on R and L B2 (t) is the local time process of B 2 (t) at 0.
This result looks natural, since the mouse, observed at the meeting times with the cat, is a simple random walk. The time intervals between meeting times are independent and identically distributed. They have the same distribution as the time needed for the cat (also a simple random walk) to get from 1 to 0, which has a regularly varying tail with parameter 1/2 (see, e.g., Spitzer (1964) ). Thus, the scaling for the location of the mouse is 4 √ n = (n 1/2 ) 1/2 . Local time L B2 (t) can be interpreted as the scaled duration of time the cat and the mouse spend together.
We provide two generalisations of the CM MC introduced above. The first generalisation relates to the jump distribution of the mouse. Given C n = M n , r.v. M n+1 − M n has a general distribution which has a finite first moment and belongs to the strict domain of attraction of a stable law with index α ∈ [1, 2] , with a normalising function
(note that distributions with a finite second moment belong to the domain of attraction of a normal distribution). We find a weak limit of {b
as n → ∞. This model is more challenging than the classical setting because, when the mouse jumps, the value of this jump and the time until the next jump may be dependent. Also, if the jump distribution of the mouse has infinite second moment we can not use classical results such as Theorem 5.1 from Kasahara (1984) .
In the second generalisation we add more components (we will refer to the objects whose dynamics these components describe as "agents") to the system, with keeping the chain "hierarchy". For instance, adding one extra agent (we refer to it as the dog), acting on the cat the same way as the cat acts on the mouse, slows down the cat and, therefore, also the mouse. We are interested in the effect of this on the scaling properties of the process. Recursive addition of further agents will slow down the mouse further. For the system with three agents we find a weak limit of {n
The system regenerates when all the agents are at the same point. Therefore, if we find the tail asymptotics of the time intervals between this events, we can split the process into i.i.d. cycles and use classical results (for example, Kasahara (1984) ).
For the systems with an arbitrary finite number of agents, we provide a relatively simple result on the weak convergence, for fixed t > 0. In this case, the path analysis becomes quite difficult and we have not yet found the asymptotics of the time intervals between regeneration points. Nevertheless, we transform the number of jumps for any agent and use induction and the result from Dobrushin (1955) .
There are many related models in applied probability where time evolution of the process may be represented as a multi-component Markov chain where one of the components has independent dynamics and forms a Markov chain itself (for example (2012)). Typically such dependence is modelled using Markov modulation.
There is a number of papers considering the large deviations problems for such models. Arndt (1980) when the first coordinate is large, and give a recurrence classification.
The paper is structured as follows. In Section 2 we define our models and formulate We approximate the dynamics of the mouse by considering only the values of the process at times when all agents are at the same point of the integer line and then use Theorem 5.1 from Kasahara (1984) to obtain the result. In the Section 5.3, we prove our result on scaling properties for the system with arbitrary finite number of agents.
We approximate the component X Throughout the paper we use the following conventions and notations. For two ultimately positive functions f (t) and g(t) we write f (t) ∼ g(t) if lim t→∞ f (t)/g(t) = 1. w.p. -with probability.
Models and results
In this section we recall the CM MC on the integers and introduce several of its generalisations.
"Standard" Cat-and-Mouse Markov chain on
and {γ (2) n } ∞ n=1 be two mutually independent sequences of independent copies of γ. We define the dynamics of CM MC (C n , M n ) n as follows: 
Clearly, it is piecewise constant and its trajectories
Litvak and Robert (2012) proved weak convergence
(see Appendix A for definitions), where B 1 (t) and B 2 (t) are independent standard
Brownian motions on R and L B2 (t) is the local time process of B 2 (t) at 0.
Cat-and-Mouse model with a general jump distribution of the mouse (C → M )
To obtain (1), it is important to know the limiting behaviour of meeting-time (2) refers to the number of agents). In the original model, the distance between the cat and the mouse right after a separation equals 2. If this distance is changed to a general r.v. with a finite mean, the order of tail distribution
> n} for large n will remain the same.
We continue to assume that the dynamics of the cat is described by a simple random
n , where γ, γ
is finite (2) and there exist a function b(c) > 0, c ≥ 0, and stable law A (2) with index α ∈ [1, 2] such that
Let T
(2) 0 = 0 and T
Given (2), we show the existence of a stable law D (2) with index 1/2 such that
In the proof of Theorem Theorem 1 we will show that A (2) and D (2) are independent.
Further, let
) (t))} t≥0 denote a stochastic process with independent increments such
Assume (2) and (3). Then
and
and we are essentially in the case as Litvak and Robert (2012). The only difference is that we let k go to infinity in T
k , getting the number of jumps up until time n, scaling and letting n go to infinity.
Dog-and-Cat-and-Mouse model (D
be mutually independent sequences of independent copies of γ. We can define the dynamics of
as follows:
We show the existence of a positive stable law D (3) with index 1/4 such that
Let {D (3) (t)} t≥0 be the operator Lévy motion generated by D (3) and
Theorem 2. There exists a positive constant c > 0 such that
where B(t) is a standard Brownian motion, independent of E (3) (t).
Linear hierarchical chains (X
In this Subsection we consider a generalisation of the CM MC to the case of N dimensions. Due to the complexity of sample paths for N > 3, we have not yet proved the analogue of (4) and (5). Thus, we prove the convergence for every fixed t > 0 instead of the weak convergence of the processes.
be mutually independent sequences of independent copies of γ. Assume
n ) is defined as follows:
Theorem 3. There exists a non-degenerate r.v. ζ N such that, for any fixed t > 0,
Trajectories of the "standard" Cat-and-Mouse model (C → M )
Here we revisit the "standard" CM model and highlight a number of properties that are of use in the analysis of the DCM model.
We assume that
Due to the Markov property, we have Thus, after each time t k the cat and the mouse jump with equal probabilities either to the same point or to two different points distant by 2. In the latter case, V t k+1 = 1, since the cat's jumps are 1 or −1. For the cat, let τ 
1 , w.p. The tail asymptotics for τ
are known: P{τ
e.g., Feller (1971) ). Since τ
has a distribution with a regularly varying tail, for any m = 2, 3, . . . we have P{τ
Trajectories in the Dog-and-Cat-and-Mouse model
In this Section we look at the structural properties of the DCM MC on Z. Let us describe the main idea of the analysis which may be of independent interest as, we believe, it may be applied to other multi-component MCs.
Let {T n } ∞ n=0 be the meeting-time instants, when all the agents meet at a certain point of Z, and
be the times between such events. Let M Tn , n = 0, 1, . . ., be the locations of the mouse (and, therefore, the common location of the agents) at the embedded epochs T n and
the corresponding jump sizes between the embedded epochs. Due to time homogeneity, random vectors {(Y k , J k )} are independent and identically distributed.
Let N (t) = max{n :
We show that the statement of Theorem 2 holds if we swap M n with a continuous-time process
The process M (t) is a so-called coupled continuous-time random walk (see BeckerKern et al. (2004)) and we use Theorem 5.1 from Kasahara (1984) to obtain its scaling properties.
Further notations in Dog-and-Cat-and-Mouse model
Then we can write
Note further that
if V n1 = 0 and
Thus, V n is MC. Let
We have T
k−1 : V n = (0, 0)). As before, {J
. We analyse the distribution of Y Then there exists c > 0 such that P{t 1 > n} ∼ c/n 1/4 , as n → ∞. Further, t = 1 iff
Proof. Let V 0 = (0, 0). It is apparent from equation (7) that
Since p 00 (k, l) = p 01 (k, l), r.v. V 1 has the same distribution given V 0 = (0, 1). (8) and (10) we know that |V (k+1)2 − V k2 | ∈ {0, 1}, given V k2 = 0, therefore V k2 arrives at 1, before hitting 0 and V t1 = (0, 1).
Let τ, τ 1 , τ 2 , . . . be independent copies of τ
1 . Then t 1 has the same distribution as > n} ∼ 8/πn, as n → ∞. Therefore we travel from (2, 2) to (0, 2) much faster than from (0, 2) to (0, 1) and, given V 1 = (2, 2), we again have
Finally, let V 1 = (2, 0) (Figure 1b) . From the equation (9) we have V 2
2 , 1) and V t1 = (0, 1), where P{t 1 > n} ∼ 8/πn, as n → ∞.
Thus,
Let V 0 = (0, 0). Let t 0 = 0 and, for k = 1, 2, . . .,
• R.v.'s {t n −t n−1 } ∞ n=1 are i.i.d and do not depend on the values of V tn .
• Let ν = inf{k : t k = 1}. Then ν has geometric distribution with parameter 1/4 and
and therefore there exists a positive stable law D (3) such that
(see, e.g., Borovkov and Borovkov (2008)).
Distribution of r.v. Y (3) 1
Let t n = n k=1 t k and let {Z k } ∞ k=0 be an auxiliary Markov chain which satisfies
It is easy to check that the transition matrix of our auxiliary Markov chain (state "0" is in the beginning, then "1" and then "−1") is 
be independent copies of τ 
1 ) m < ∞, for any m ≥ 2.
Proofs of the main results
In this section we give the proofs of our main results.
Proof of Theorem 1
Since M n = M n−1 + γ (2) n I[C n−1 = M n−1 ], the mouse makes a jump γ 
be independent copies of τ , the time is needed for the simple random walk to hit 0 if it starts from 1, independent of
and therefore 
(see, e.g., Borovkov and Borovkov (2008) ).
Let N (t) = max{n > 0 : T
n ≤ t}. Let S 0 = 0 and S n = n k=1 γ (2) k , for n ≥ 1. It is easy to see that Proposition 3. We have
First, let Eγ
The next result proves the first part of the theorem. (11) holds. Then
We show that relation (11) holds and r.v.'s A (2) and D (2) are independent, which means
From (3) we have
Since P{τ > n} ∼ c/n 1/2 , we have
Then we have
Using (13), for any m > 0
as n → ∞. Using the fact that if 
as n → ∞. Using (12) and (13), we have
Now, let Eγ (2) = µ = 0. Then the above arguments are applicable for
k − µ). Since µ < ∞, we have b(n) = o(n), as n → ∞, and therefore
Using previous results and the corollary of Theorem 3.2 from Meerschaert and Scheffler (2004), we get
Proof of Theorem 2
Random vectors {Y
From Propositions 1 and 2 from Section 4 we have
m < ∞, for m ≥ 2, and P{J
We show this result for M (nt). It is sufficient to prove that for any fixed T > 0
→ 0 as n → ∞.
In time interval (N (nt), nT ] there is no meeting times between all agents, however the mouse may have jumps. Nevertheless, the number of this jumps can be bounded by 2η, where r.v. η has geometric distribution with parameter 3/4. We have N (nT ) → ∞ a.s. and there exists an r.v. ζ such that n −1/4 N (nT ) ⇒ ζ, as n → ∞ (see, e.g., Feller (1971) ). Thus,
a.s.
→ 0.
Proof of Theorem 3
Random process X (1) is a simple random walk on Z and for j ∈ [2, N ] we have
Let us give a new representation for such process. Let X (1) (0) = X (2) (0) = . . . = X (N ) (0) = 0 and let r.v. T (j) (n) denote the time when X (j) makes n-th step. Let
Note that for the purposes of this proof we use notation of T (j) which differs from previous sections. Thus,
is a simple random walk on
are mutually independent and equal ±1 w.p. 1/2. and X (j+1) has the same distribution as τ .
Let {τ
be the times between the meetings of X (j) and X (j+1) in local time
i ) (where 0 k=1 = 0) be the time of k-th meeting of X (j) and X (j+1) . Due to the symmetry, {τ
and {ξ
are mutually independent. Since the jumps of X (j) occur right after the meeting with
, we have
we have
k for n ≥ 0 and j ≥ 1.
Let θ j (n) = max{l ≥ 0 :
≤ n} for n ≥ 0 and j ∈ [1, N ]. Then for n ≥ 1 and j ∈ [2, N ] we have
where
for n ≥ N − 1 and
Thus, for n ≥ N we have
(1971) we know that there exists a non-degenerate r.v. ζ such that
Using the next theorem we get the result. Then for independent ζ and τ we have 
defines a metric inducing J 1 .
On the space D[[0, ∞), R] the J 1 -topology is defined by the metric
and {X(t)} t≥0 be stochastic processes with trajectories from D[[0, ∞), R]. We say that weak convergence 
where c 1 > 0 and α ∈ (0, 1). Let S 0 = 0 and S k = ξ 1 + . . . ξ k , k ≥ 1. Let τ be a positive integer r.v. with distribution
where c 2 > 0 and β ∈ (0, 1). Let τ be independent of {ξ n } ∞ n=1 .
Theorem 4. Let g be a function such that g(n) → 0 and g(n)n α → ∞ as n → ∞ and let function G(z, n) ∈ (0, 1) satisfy
Given (14) - (15) are satisfied and
there exists a constant c > 0 such that 
Corollary. R.v. ξ + 1 has the same distribution as the time of the first return to the origin τ (1) . Then S k + k = k 1 (ξ i + 1) has the same distribution as the time of the k-th return to the origin τ (k) . By Feller (1971) we have
If additionally k 3 = o(n 2 ) as n → ∞ we have
where ζ has Lévy distribution with location 0 and scale 1.
Let g −1 (n) = o(n 1/6 ). Then for G(z, n) = P{ζ > n/z 2 } the conditions of Theorem 1 will be satisfied and we have
Theorem. Since ξ 1 is positive and has infinite mean and regularly varying tail (by condition (14) ), result of Tkachuk (1977) states that for any function g, such that g(n) → 0 as n → ∞ and g(n)n α ≥ 1 for the big enough n, relation 
holds. This result can also be found in Doney (1995) .
Further we will need a technical result which we prove in the lemma below.
Lemma 2. Let f (k, n) > 0, g(k, n) > 0 and f (k, n) ∼ g(k, n) as n → ∞ uniformly in k ∈ (A(n), B(n)). Then B(n) k=A(n) f (k, n)h(k, n) ∼ B(n) k=A(n) g(k, n)h(k, n) as n → ∞ for any h(k, n) > 0.
Proof. For every ε > 0 there exists N such that |f (k, n) − g(k, n)| < εg(k, n) holds for any n > N and k ∈ (A(n), B(n)). From that we have
Equation (19) gives us P{S k > n} ∼ kP{ξ 1 > n} uniformly in k ∈ [1, g(n)n α ]. So, the conditions of Lemma 2 are satisfied and we have
as n → ∞.
Since Eτ = ∞, there exists a sequence l n such that l n → ∞, l n = o(g(n)n α ) and
α ] k=ln kP{τ = k} as n → ∞. Condition (15) gives us P{τ = k} ∼ c 2 /k β+1 as k → ∞. We can again use Lemma 2 and get
as n → ∞. From that we have P{S τ > n, τ < g(n)n α } ∼ P{ξ > n} We show that P{S τ > n, g(n)n α ≤ τ ≤ (1/g(n))n α } = O(n −αβ ). By condition (15) we get P{S τ > n, g(n)n α ≤ τ ≤ (1/g(n))n α } = g(n)n α ≤k≤(1/g(n))n α P{S k > n}P{τ = k} ∼ c 2 g(n)n α ≤k≤(1/g(n))n α P{S k > n}k −β−1 .
From equation (18) we have P{S k > n} ∼ G(k, n) uniformly for k ∈ [g(n)n α , (1/g(n))n α ]. Thus, we get g(n)n α ≤k≤(1/g(n))n α P{S k > n}k −β−1 ∼ g(n)n α ≤k≤(1/g(n))n α G(k, n)k
From equation (16) G(tn α , n)) t β+1 dt ∼ c 3 n α as n → ∞, where the last equivalence goes from equation (17) and G(z, n) < 1.
Finally,
P{S τ > n} ∼ cn −αβ , as n → ∞, which ends the proof of the theorem.
Remark 2. Assume that (14) holds and τ has any distribution with Eτ < ∞. Then there exists a function g such that P{S τ > n, τ < g(n)n α } ∼ Eτ P{ξ > n} and P{S τ > n, τ ≥ g(n)n α } ≤ P{τ ≥ g(n)n α } = o(P{ξ > n}),
as n → ∞. Therefore, P{S τ > n} ∼ Eτ P{ξ > n}.
