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Abstract
Sensor networks are often part of a cyber-physical system. A large-scale sensor network often involves big data
collection and data fusion. The agent technology has drawn much attention in wireless sensor networks (WSNs) to
perform data fusion and energy balancing. Existing multi-agent itinerary algorithms are either time-consuming or too
complicated in practice. In this paper, we design a routing itinerary planning scheme for the multi-agent itinerary
problem by constructing the spanning tree of WSN nodes. First, we build a multi-agent-based distributed WSN
(DWSN) model and energy consumption model. Second, we present a novel routing itinerary algorithm named
DMAIP, which can group all the sensor nodes into multiple itineraries for agents. We also extend DMAIP and design
DMAIP-E, which can avoid long-distance transmission in DMAIP. Our evaluation results demonstrate that our
algorithms are better in terms of life cycle and energy consumption than the existing DWSN data collecting schemes.
Keywords: Distributed wireless sensor network, Mobile agent, Itinerary planning, Energy efficiency
1 Introduction
Wireless sensor networks have been widely used for data
collection [1–3] and situationmonitoring in various appli-
cations, including environment monitoring, automatic
target detection, and tracking in battlefields, forests, farm-
lands, and coal mines. To support these applications, we
can place sensors at critical locations. The raw data col-
lected by sensors can then be forwarded through a num-
ber of relay nodes to a remote base station, denoted as sink
node [4, 5]. In a WSN, sensor nodes with limited energy
are often randomly deployed in massive quantities, and
each node may act both as a data collector and a traffic
relay, as shown in existing research [4]. Sensor network as
a major component of IOT always produces big data [6, 7].
The new techniques make it possible to access more com-
putation power and use more energy; but the energy is
still limited, and how to “reduce” the big data is still an
important problem in WSN.
The agent-based technology has attracted growing
attention to improve energy efficiency, scalability, and
reliability of a WSN [8–12]. Agent is now playing a use-
ful role in IOT because it can execute data fusion tasks
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autonomously [13], as a result, agent can relieve the net-
work load and prolong lifetime [14] of WSNs. In an agent-
based WSN, the main technical challenges include data
fusion and energy efficiency, as well as energy and load
balancing [15]. For example, Lin et al. [16] leveraged the
agent-based technology to balance energy consumption
in data collection process of WSNs. Mobile agent-based
schemes can also reduce the amount of raw data to be
transmitted.
A critical agent-based WSN problem is how to design
the itinerary through the WSN for mobile agents (MAs)
to collect data. Existing approaches for generating agent
itineraries can be classified into two categories: (i) sin-
gle agent itinerary planning [17–20] and (ii) multi-agent
itinerary planning (MIP) [21–23]. For example, Xu et al.
[17] investigated static, dynamic, and predictive dynamic
schemes to solve the target tracking problem in WSNs.
However, the work considers only one target node in the
field, their algorithms are based on trilateration, and the
itinerary is for only one agent. In reality, using a single
agent is not practical because of large delay, unbalanced
load, and large accumulated size [21, 22]. Therefore, some
researchers try to find solutions for MIP. For example,
Chen et al. [21] proposed a source-grouping scheme and
an iterative MIP algorithm based on single agent itinerary
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planning in order to solve the problem of single agent
itinerary planning.
In this paper, we propose a novel multi-agent itinerary
planning strategy for WSNs. We also prove that finding
optimal balanced disjoint paths for mobile agents to tra-
verse the whole WSN is a NP-hard problem. We design
a depth-first-search (DFS)-based itinerary algorithm. We
construct the spanning tree over the WSN. Our theoret-
ical analysis shows that our designed algorithm is simple
and easy to realize in comparison with existing multi-
itinerary algorithms. We conduct performance evaluation
using QualNet [24] and our results indicate that our novel
multi-agent itinerary algorithm achieves better perfor-
mance than the existing cluster schemes which was always
used in cluster-based approaches [12, 25–27]. For exam-
ple, better energy balancing and longer life cycle can be
obtained in our methods.
The multi-agent itinerary planning (MIP) algorithms
proposed in this paper are designed for generic large-scale
sensor network. We now give a few scenarios to demon-
strate its potential practical use. A typical scenario to
apply our algorithms is to monitor an environment that is
large and dangerous for human being, such as the environ-
ment with possible radiation exposure. For example, radi-
ation leak from Tokyo Electric Power’s Fukushima Daiichi
nuclear power facility contaminated an area of 12.5 mi.
Large-scale sensor networks can also play an important
role in monitoring the areas that are endangered by pos-
sible debris flows. In those hostile environments, mobile
agents can be dispatched from aircrafts.
A mobile agent is a physical software which can migrate
from one sensor to another or from UAVs (or robots)
to sensors. To run the mobile agent, some middleware
need to be configured which provide the execution envi-
ronment for agents. Mobile agents can also be applied




Fig. 1Mobile agent-based image collection
the technology advances, hardware modules are getting
smaller. Such small hardware modules can be integrated
into sensor devices for specialized use as add-on compo-
nents. Imagery applications are a classical example. For
example, the Cyclops image capturing and inference mod-
ule can be integrated into popular WSN devices [28].
Mobile agent middleware such as Mobile-C [29] is also
available and can be conveniently deployed in sensors,
laptops, drones, and other equipments. In Fig. 1, mobile
agents carrying image processing codes are dispatched
to the target region in order to visit the image sensors
according to the arranged itinerary, collecting image data
from the corresponding zone of interest. Mobile agents
can perform fusion operation over the large volume of
imagery data at each sensor node in the target region.
Therefore, the mobile agents will be able to migrate,
carrying much less load. When the environment of inter-
est changes or the sensing task changes, new mobile
agents that carry different image processing algorithms
can be dispatched to these image sensors to execute new
tasks.
The rest of this paper is organized as follows: In
Section 2, we present the most related work. In Section 3,
we present two models of agent-based WSNs. In
Section 4, we propose the energy consumption model.
In Section 5, we present the problem. In Section 6, we
present the agent routing approach considering energy
balancing. In Section 7, we show performance evaluation
results. We conclude the paper in Section 8.
2 Related works
In this section, we review the most related work. For a
WSN, the problem of multi-agent itinerary planning has
attracted growing attention to enhance energy efficiency,
scalability, and reliability [21–23]. For example, Chen et al.
[21] proposed a source-grouping scheme and an itera-
tive algorithm for multi-agent-based itinerary planning.
They partition source nodes into several sets and use the
least number of agents while achieving the required cov-
erage of source nodes. However, their idea of selecting the
center of area with a high source node density is simi-
lar to that of clustering-based method, so a different set
of source nodes may cause great difference in numbers.
The unbalanced set numbers will lead to the unbalanced
task duration of agents and unbalanced energy consump-
tion. Then, Mpitziopoulos et al. [23] began to use a tree
structure to compute multi-agents’ itinerary. Based on
tree structure, they used a greedy-like method to assign
itineraries tomulti-agents and usedmobile agent’s cloning
capability to clone slave agent at the joint branches. But
with the increasing of branches and the increasing num-
ber of cloned agents, energy cost also increased largely.
Cai et al. [22] applied the genetic algorithm for multi-
ple mobile agents traversing a WSN. Nonetheless, their
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proposed scheme is very complicated and not easy to be
implemented.
Clustering is an important strategy to solve the data
fusion and collection problem in WSNs and has been
widely used. For example, in the conventional low-energy
adaptive clustering hierarchy (LEACH) [25] algorithm, the
high-energy cluster head positions are randomly rotated
so that the energy consumption of sensors can be bal-
anced. In addition, LEACH assumes a homogeneous dis-
tribution of sensor nodes in the given area, which may
not be realistic. We will compare our algorithm with
clustering-based algorithms [26, 27, 30]. It is worth not-
ing that existing research efforts on multi-agent routing
mainly focus on how to group source nodes to generate
itineraries other than how to compute balanced routes.
Our work fills this gap.
3 Mobile agent-based wireless sensor networks
In the area of distributed wireless sensor network
(DWSN) based on agent, there are commonly two
paradigms: (i) single agent-based WSN and (ii) multi-
agent-based WSN. In the following, we first present the
network models for both WSN with single agent and then
WSN with multiple agents.
3.1 Single agent-basedWSN
As shown in the Fig. 2, in a single agent-based WSN, the
mobile agent will first move from sink node along paths to
the cluster head of a target area and will then collect data.
After collecting data from one cluster, the mobile agent
will move to the next cluster head and collect data. It will
not return to sink node until it reaches the last cluster
head. In comparison with the traditional centralized data
collection manner (all-to-one), it really reduces network
energy consumption to a certain degree. Nonetheless, the







Fig. 2 Single mobile agent data collection model
3.2 Multi-agent-basedWSN
Based on the single agent model, we propose a multi-
agent-based data collection scheme. As shown in Fig. 3,
there are three components in our scheme: remote user,
sink node, sensor node. A remote user assigns tasks to a
sink node. All sensor nodes have an operating environ-
ment installed for the mobile agent. When the sink node
receives a task from a remote user, the sink node traverses
network topology to generate a spanning tree, then assigns
every path to a mobile agent. When a mobile agent moves
along its own path to a sensor node, it will perform the
data processing and carry the fused data to the next node.
All agents will perform tasks in parallel until they visit all
nodes of their paths. The sink node will manipulate data
from every path and send back the final results to the
remote user. Figure 4 shows the detailed workflow.
4 Energy consumptionmodel
We now present the energy consumption model used in
our scheme. In a WSN, sensor nodes will communicate
with each other through wireless communication. The
design of a network topology control algorithm has a great
impact on the energy consumption of a sensor node. To
the ordinary sensor node, the longer the data transmis-
sion distances among sensor nodes are, the more the loss
of radio signal is. Facing long-distance data transmissions,
we will adopt the method of multi-hop to transmit data in
order to save energy.
We adopt the energy consumption model in [31–33] as
the single sensor node energy model. The energy con-
sumption for sending data (ETx) consists of the energy
consumed by an amplifier circuit (ETx-amp) and by a trans-
mission circuit (ETx-elec), while the energy consumption
for receiving data is composed of the energy consumed
by a receiving circuit (ERx-elec). Based on this, we consider
the energy computation for the cluster-basedWSNmodel
and the multi-agent-based WSN model in the following.
We consider two modes for energy consumption when
sending data: free space transmissionmode andmulti-hop
Remote user
Sink node Mobile agentSensor node
Fig. 3Multi mobile agent data collection model










Fig. 4 Task flow model
attenuation mode. The mode that we choose depends on
the distance d between the sending node and the receiving
node. If d is larger than threshold d0, the multi-hop atten-
uation mode will be chosen. If d is smaller than d0, the
free space transmission mode will be used. Also, denote l
as the size of data packet.
The computational formula of the energy consumption
of sending node (ETx) is
ETx(l, d) = ETx-elec(l) + ETx-amp(l, d)
{
lEelec + lεfsd2, d < d0
lEelec + lεampd4, d ≥ d0
(1)
The computational formula of the energy consumption
of receiving node (ERx) is
ERx(l) = ERx-elec(l) = l ∗ Eelec (2)
In this model, the value of parameter Eelec is the energy
consumed by transmitting one bit data; it depends on the
methods of channel coding and signal propagation. The
typical values of parameters accepted by researchers are
Eelec = 50 nJ/bit (3)
εamp = 0.0013 pJ/bit/m4 (4)
εfs = 10 pJ/bit/m2 (5)
According to [18], given a communication node energy
consumption model, the energy consumption consists of
three parts: energy for controlling data exchange ECtr,
energy for receiving data ERx, energy for sending data ETx.
Because every node has the same energy consumption for
controlling data exchange, we will ignore it in comparison.




lr ∗ Eelec + lt ∗ Eelec + ltεfsd2, d < d0
lr ∗ Eelec + lt ∗ Eelec + ltεampd4, d ≥ d0
(6)
where lr is the size of received data packet, and lt is the
size of transmitted data packet.
Accordingly, we will use the energy formula introduced
above to compute the energy consumption of two models:
a cluster-based WSN model, a multi-agent-based WSN
model.
4.1 Energy consumption of cluster-basedWSN
In this kind of algorithm such as LEACH algorithm, wire-
less sensor networks have sink node, cluster head node,
and ordinary member node. Here, we assume that clus-
ter head node has ability of fusing data and the rate of
fusion is p. Ordinary member node sends raw data to
its cluster head. Cluster head receives data from every
cluster member from two parts: (1) ordinary cluster mem-
ber nodes and (2) cluster head nodes. Assume that every
cluster member node has a data packet whose size is l,
and that cluster member nodes send data to the cluster
head node, and that only sending data consumes energy.
From the energy model formula above, we have the energy
consumption of cluster member:
Emem =
{
l ∗ Eelec + lεfsd2, d < d0
l ∗ Eelec + lεampd4, d ≥ d0
(7)
Assume every cluster head has N cluster members. The
energy consumption of cluster head is divided into two
parts: one is for receiving data from cluster members and
the other is for sending gathered data to the sink node. So
the energy consumption for receiving data (EcluRev) will be
as follows.
EcluRev = N ∗ l ∗ Eelec (8)
Energy consumption for sending data (EcluTran) is:
EcluTran =
{
[ (N ∗ (1 − p) + 1)] ∗l ∗ (Eelec + εfsd2), d < d0
[ (N ∗ (1 − p) + 1)] ∗l ∗ (Eelec + εampd4), d ≥ d0
(9)
We can know that the total energy consumption of
cluster head is
Eclu = EcluTran + EcluRev (10)
4.2 Energy consumption of multi-agent-basedWSN
There are only sink node and ordinary sensor nodes in
wireless sensor networks. During the process of data col-
lection, a mobile agent will collect and fuse the data of
each node. Assume that the size of a mobile agent is lMA,
and the size of data packet collected from every sensor
node is l. Here, we also assume that cluster head node has
ability of fusing data and the rate of fusion is p. When the
mobile agent reaches the kth node, the size of the data in
total is
lk = lMA+[ 1 + (k − 1)(1 − p)] ∗l (11)
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lk ∗ Eelec + lkεfsd2, d < d0
lk ∗ Eelec + lkεampd4, d ≥ d0
(12)
The energy consumption for receiving data is
Er = lk−1 ∗ Eelec (13)
So the total energy consumption of the kth node is
E = Et + Er (14)
5 Problem definition
Mobile agents can improve data fusion, energy man-
agement, and topology management and have attracted
great attention in the WSN research. Generally speak-
ing, mobile agents can use raw data on remote sensor
nodes, balance the energy consumption of sensor nodes,
and improve the reliability by extending the network life
cycle.
Given a WSN, we utilize mobile agent techniques to
accomplish data collection and fusion with less energy
consumption and longer life cycle. A sink node (e.g.,
base station) is responsible for gathering data from sensor
nodes in theWSN. The objective of our research is to find
multiple disjoint paths (MDP) with balanced length which
cover all sensor nodes in the WSN. The disjoint paths will
be assigned to mobile agents.
Definition 1 (MDP problem). Given an undirected con-
nected graph G =< V , E, W >, where V is the set of
nodes and E is the set of edges, the number of nodes in V
is n,W = {w1, w2, ..., wm} is a set of weights correspond-
ing to every edge in E. The problem is to find k disjoint
paths in G to cover all n nodes in V, where every edge in
these paths can be found in E, and to make the longest
path (the one with the maximum sum of weights among
all the paths) minimized.
In the following, we will prove the MDP problem is NP-
hard. To prepare for the proof, we firstly give the formal
definition of the partition problem which is known as a
NP-hard problem.
Definition 2 (Partition problem). Given n positive inte-
gers a1, a2, , an. The problem is to make the integers be
partitioned into two subsets A and B such that the sum of






aj (1 ≤ i, j ≤ n).
Theorem 1. MDP problem is NP-hard.
Proof. We prove this theorem by constructing a
polynomial-time reduction from the partition problem to
MDP problem.
Firstly, we create a positive integerM andM is satisfied
with the following equation: M >
n∑
i=1




Secondly, For every ai, we construct a small undirected
weighed graph Gi with four vertexes as shown in Fig. 5.
Note that, if this small graph is divided into two parts,
then α and β must be in the same part; otherwise, there
will be one edge with weight M in the one part of the
graph.
Thirdly, the small graphs are connected and constructed
into a big graph G′, as shown in Fig. 6.
From Fig. 6, we can see that the connection between the
small graph of a1 and the small graph of a2 is specially
designed as zero weight edges. Obviously, α2 and γ2 must
be in two parts, so β1 will be together with α2 in the same
part or be together with γ2 in the same part. The rest can
be done in the same manner. As a result, G′ is divided
into two parts, and every part has a path including 2n ver-
texes whose length is the sum of some integers. The total
number of vertexes in G′ is 4n.
The partition problem has the solution if and only if the
graph G′ can be divided into two parts and every part has




(ai)upslope2. Here, the 4n is corresponding to
the n in the MDP problem; the 2n is corresponding to the
k of the MDP problem. So, we have successfully reduced
the partition problem to the example of MDP problem in
polynomial time. Theorem 1 holds.
MM
M M
Fig. 5 The construction of Gi
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Fig. 6 The construction of G′
Since it is NP-hard to find optimal number of disjoint
paths with balanced length, we focus on developing effi-
cient heuristic and polynomial time algorithms to make
agents work effectively in a WSN and produce near-
optimal itineraries.
6 Algorithms for multi-agent itinerary
We now present a novel DFS-based multi-agent itinerary
planning (DMAIP) algorithm in WSNs. Particularly, we
first present the DMAIP algorithm that reduces the com-
munication distance between sensor nodes in the agents’
migration path. Then, we present the enhanced DMAIP
algorithm, denoted as DMAIP-E. DMAIP-E changes the
process of traversing the network, considering the dis-
tance between the sink node and sensors when disjoint
paths are generated to balance the length of paths.
6.1 DMAIP algorithm
In DMAIP algorithm, we first build a network topology
graph based on WSN. We then generate a spanning tree
of the connected graph in the order of increasing weight
and finally traverse the spanning tree recursively to find
disjoint paths of all the subtrees.
Algorithm 1 introduces how we build the network
topologyG. We assume that the wireless sensor nodes can
locate themselves. They will send position coordinates to
the sink node. Accordingly, the sink node will collect posi-
tion data and compute distances between all the pairs of
nodes. If the distance is not larger than the radius, we leave
it as what it is. Otherwise, we will mark it inaccessible
explicitly by value −1.
Algorithm 2 generates a spanning tree of the connected
graph G. Basically, we traverse the connected graph or
weighted adjacent matrix M by DFS and generate a span-
ning tree including all nodes in the graph.
In Algorithm 3, we traverse the spanning tree recur-
sively to find disjoint paths of all the subtrees.
There is an example in Fig. 7 to illustrate the generation
of paths more clearly. We begin preorder traversal from
nodeA, where we get the first pathA−B−C−D−E. Then,
we go back to node F, getting the second path F −G −H .
Then, the third path is I − J . The forth path is K −M. The
last path is N − O. As a result, we obtain 5 disjoint paths:
Algorithm 1 Build a network topology graph G.
Input: Array c[ n] [ 2] and R
//c includes n nodes’ two-dimension coordinates. R is
the communication radius.
Output:Weighted adjacent matrixM =[ du,v]n∗n
//du,v is the distance between node u and v.
Algorithm description: Calculate distance between all




(c[u] [ 0]−c[ v] [ 0] )2 + (c[u] [ 1]−c[ v] [ 1] )2
(15)
If du,v ≤ R or u = sink or v = sink, then leave du,v
as what it is, else du,v = −1. If u = v, du,v = −1. It
is obvious that du,v = dv,u. At last, we get matrix M =
[ du,v]n∗n .
(1) A−B−C−D−E, (2) F −G−H , (3) I − J , (4) K −M,
(5) N − O.
At last, we get disjoint paths including all the sensor
nodes in network topology graph. We can send each path
to an agent to travel along.
6.2 DMAIP-E algorithm
If the sensor node is far away from the sink node, energy
consumption increases and this will reduce the lifetime of
the WSN. In DMAIP, it is possible to generate such paths
that are very long and the end nodes of which may be
far away from the sink node. In order to avoid these long
paths, we consider the distance between the sink node and
sensor nodes during DFS. Based on DMAIP, we propose
an algorithm called DMAIP-E that considers the distance
between the sink node and all sensor nodes, as shown in
Algorithm 4. We first build the network topology graph
according to Algorithm 1 of DMAIP to obtain the distance
matrix M = (du,v)n∗n. We then generate multiple paths
for agents.
In Algorithm 4, we traverse the weighted adjacent
matrix M by DFS since the algorithm will generate every
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Algorithm 2 Generate a spanning tree of the connected
graph G.
Input: Weighted adjacent matrixM =[ du,v]n∗n
Output: A connected spanning tree T
Algorithm description:
Define an array storing visited states of nodes as
S[ i] (1 ≤ i ≤ n). Initialize all values to zero except that
S[ sink]= 1.
(1) Choose u0 from all sensor nodes where du0,sink is
minimum, as the initial start node or source node.
(2) Visit node u0, preu = u0, u = u0.
(3) Set its visited state S[u]= 1.
(4) IF there is a node v where du,v is minimum,
where du,v = −1 and S[ v]= 0;
THEN GOTO (5)
ELSE
Track back to the last node preu to
find the next v of preu; GOTO (5).
IF there is no such node v THEN GOTO (7).
(5) Create an undirected edge from u to v,
preu = u, S[ preu]= 1 and u = v.
(6) GOTO (4).
(7) End.
// The order of visited nodes form a spanning tree. A
spanning tree is generated after all nodes visited.
Algorithm 3 Generate disjoint paths from Tree T.
Input: A connected spanning tree T
Output:Several disjoint paths P1 · · ·Pk .
Algorithm description:





Find the path along from rootNode to the left-most
node;
Store the path as one disjoint path;
Delete the left-most child and all nodes in the path;






path during this process. We begin with the nearest node
A to the sink node; find the next node B that meets
Formula 16.
















Fig. 7 An example for generation of disjoint path
We illustrate the process of choosing appropriate node
B in Fig. 8. Node B must be satisfied with Formula 16. So
nodes 1, 2, and 3 are being considered. Besides, we require
the nearest node to node A. Therefore, node 2 is the node
B. Assume node B as the next A and find the next node
B. Once there is no more node B to be found, it will form
a path from the first node A to the last node B. Then, go
Algorithm 4 Generate multiple disjoint paths when
traversing.
Input: Weighted adjacent matrixM = (du,v)n∗n
Output:A group of disjoint paths P1 · · ·Pk .
Algorithm description:
Define an array storing visited states of nodes as
S[ i] (1 ≤ i ≤ n).
Initialize S[ i] with 0 except that S[ sink]= 1.
step (1)WithinM, find the nearest node A0 to the sink
node.
A = A0
step (2) S[A]= 1, and then find the appropriate node
B.
step (3) A = B, S[A]= 1, and then find the next
appropriate node B.
step (4) Repeat step (3) until we cannot find the next
B. Store the path from the first A to the last B as a new
path.
step (5) IF there is at least one node A whose state
(S[A]) is 1, THEN go to step (2) ELSE end.






Fig. 8 A process of choosing appropriate node B
back to the sink node and repeat the process above. It will
stop when all nodes are included in all generated paths.
The sink node will dispatch an agent to the farthest node
of every disjoint path generated above.When an agent fin-
ished its task, it will return from the other end of its path
to the sink node, and the sink node will manipulate all data
from all paths before sending it back to the remote user.
In fact, we let the sink node dispatch agents to the outer-
most location of the path to decrease the distance that the
agent loaded with data migrates.
The time complexity of DMAIP algorithm isO(n3). The
time complexity of DMAIP-E algorithm is O(n2).
7 Performance evaluation
We implemented the DMAIP and DMAIP-E schemes in
the Qualnet environment [20] and compared them with
LEACH algorithm which is the basic of some existing
algorithms [26, 27, 30]. We evaluated the performance of
the proposed algorithms using the energy model stated in
Section 4. Finally, we presented the experimental results
of comparing DMAIP, DMAIP-E, and LEACH.
7.1 Simulation setup
We deployed sensor nodes randomly in an area of
200 m × 200 m. Each node was deployed at a fixed posi-
tion. Sink node is located at (100,100). Table 1 gives the
parameter settings.
We take the following assumptions: (i) a WSN is of large
scale and nodes are distributed randomly, (ii) the initial
energy batteries of all the sensor nodes are the same, (iii)
the data packet is of the same size, and (iv) all sensor nodes
stay in the fixed position.
In this paper, we focused on the data collection pro-
cess of sensor nodes in WSNs and proposed mobile
agent-based schemes to improve the performance of data
collection process. We evaluate the performance of our
proposed schemes in terms of energy efficiency and life
Table 1 Simulation experimental parameter settings
Parameter name Value
Number of nodes 50, 75, 100, 125, 150
Size of the area/m2 200×200
Location of the base station/m (100, 100)
Initial energy Einit/J 0.5
Energy consumption of transmitting amplifier
10
Efs/(pJ ∗ bit−1 ∗ m−2)
Energy consumption of transmitting amplifier
0.0013
Eamp/(pJ ∗ bit−1 ∗ m−4)
Energy consumption of transmitting and receiving
50
circuit Eelec/nJ ∗ bit−1
Initial size of mobile agent /byte 1024
Length of data packet/byte 2048
Data fusion rate p 0.9
Communication radius/m 40
cycle. In the following, we first compare three related
algorithms and then show their performance results.
The clustering mechanism and multi-path mechanism
are different representative algorithms for data collection
in a WSN. All LEACH-based algorithms use a cluster-
ing mechanism for data collection, while our proposed
DMAIP and DMAIP-E use multi-path mechanism. The
WSN consists of 100 sensor nodes. In our experiments,
the three algorithms run in the same environment. Ini-
tially, all sensor nodes are deployed as shown in Fig. 9.
Itineraries of LEACH algorithm: In LEACH algorithm,
we choose 13 sensor nodes as cluster heads from 100 ones.
Ordinary nodes can only communicate with cluster heads,
Fig. 9 Deployment of sensor nodes
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and only cluster heads can communicate with sink nodes.
Figure 10 illustrates the results for LEACH-based algo-
rithms. According to the LEACH strategy, ordinary nodes
will choose the nearest cluster head as theirs because
of the randomness of deployed sensor nodes and cluster
head nodes. Therefore, each cluster head node manages
unbalanced number of ordinary nodes within its domain.
For example, there are 2 cluster members in the 86th
cluster, while there are 11 cluster members in the 49th
cluster. A cluster headmay communicates withmany clus-
ter members and may have long communication distance
with the sink node. This phenomenon leads to a fast death
of some cluster heads due to the fast energy consump-
tion. With the increasing number of the sensor nodes in
large-scale WSNs, the distance between a cluster head,
its cluster member nodes, and sink node will be larger
and consume much more energy. Therefore, LEACH is
appropriate for relatively small WSNs.
Itineraries of DMAIP and DMAIP-E algorithms:
Figure 11 illustrates the results for DMAIP. It has 4 paths
and the last node along each path consumes the most
energy. For example, in Fig. 11, the 70th node, the last
node of a path, is far from the sink node and dies fast
because of the fast energy consumption. Figure 12 shows
the results for DMAIP-E algorithm. Recall that DMAIP-E
algorithm is the enhanced version of the DMAIP algo-
rithm and considers not only the distance between nodes
but also the distance between the last node of each path
and sink node. The sink node dispatches mobile agents to
the farthest end of each path, and the agent returns to the
other end of the path. This reduces the amount of energy
consumption to a certain degree and extends the life cycle
of the wireless sensor network.
Fig. 10 The branches generated by LEACH
Fig. 11 The branches generated by DMAIP
7.2 Simulation metrics and results
To evaluate the performance from our simulation results,
the following three performance metrics are considered:
life cycle, energy consumption, and impact of the number
of nodes. Table 2 gives the evaluation metrics.
Life cycle: From Fig. 13, we can see that with the
different number of nodes, the life cycle of DMAIP-E
is much longer than that of DMAIP, and the lifetime
of DMAIP is a little longer than that of LEACH algo-
rithm as the communication distance of DMAIP-E is the
smallest, while the distance of LEACH is mostly very
large.
Fig. 12 The branches generated by DMAIP-E
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Table 2 Performance metrics
Evaluation metrics Descriptions
Round The whole process from when the sink
node dispatch agents for every path for
data collection to when all agents return
to the sink node with their data.
Energy consumption
of network nodes
The total energy consumption by sensor
nodes when sink node completes one
round of data collection.
Number of remaining
nodes
The number of sensor nodes alive in the
network.
Life cycle The round number from the beginning
of the network to the death of the first
node.
The number of residual nodes: Figure 14 illustrates
results, which present the number of remaining nodes ver-
sus the number of rounds. As we can see from Fig. 14,
as the number of rounds increases, some sensor nodes
will die. The number of rounds for LEACH, DMAIP, and
DMAIP-E to have dead nodes are 250, 280, and 650,
respectively. DMAIP-E has the largest number of rounds,
i.e., the longest life cycle, more than twice the rounds
of the other two algorithms. The reason why nodes in
DMAIP die very early is that it is very far from the end
node of some paths to the sink node and therefore trans-
mitting data from the end node to the sink node will
consume energy heavily. In addition, all nodes for LEACH
die in about 600th round, while for DMAIP and DMAIP-
E, nodes will not be all dead until about 1500th round.
This is because DMAIP and DMAIP-E adopt a mobile
agent model, which could save and balance the energy
of sensor nodes. Also, DMAIP-E outperforms other
schemes.
Energy consumption: Energy consumption is another
important performance metric for WSNs. This experi-
ment was performed in a network with 100 nodes, and
Fig. 13 Life cycle with different number of nodes
Fig. 14 Changes of residual nodes’ number with rounds increasing
the results are shown in Fig. 15. As we can see from
the figure, for every round, the energy consumption of
DMAIP and DMAIP-E algorithm is almost the same
while the energy consumption of LEACH is not sta-
ble. This is because DMAIP and DMAIP-E collect data
according to preset paths while LEACH chooses clus-
ter heads randomly and changes it every few rounds.
Therefore, energy consumption of LEACH is different in
different round. The energy consumption of LEACH is
not stable because clusters are randomly formed with-
out periodic mode. In every round, DMAIP-E algorithm
consumes the least energy while LEACH uses the
most.
8 Conclusions
The itinerary planning problem is a key issue in dis-
tributedWSNs. In this paper, we presented a multi-agent-
based paradigm for data collecting in WSN. Because
the optimal multi-agent itinerary generation problem is
Fig. 15 Total energy of nodes in different round
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NP-hard, we proposed an approximate algorithm called
DMAIP-E based on the global topology graph. Our sim-
ulation results show that DMAIP-E is appropriate for
large-scale WSN and has better performance than exist-
ing clustering-based algorithms in terms of both life cycle
and energy consumption.
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