Our deteriorating civil infrastructure faces the critical challenge of long-term structural health monitoring for damage detection and localization. In contrast to existing research that often separates the designs of wireless sensor networks and structural engineering algorithms, this paper proposes a cyber-physical co-design approach to structural health monitoring based on wireless sensor networks. Our approach closely integrates (1) flexibility-based damage localization methods that allow a tradeoff between the number of sensors and the resolution of damage localization, and (2) an energy-efficient, multi-level computing architecture specifically designed to leverage the multi-resolution feature of the flexibility-based approach. The proposed approach has been implemented on the Intel Imote2 platform. Experiments on a physical beam and simulations of a truss structure demonstrate the system's efficacy in damage localization and energy efficiency.
INTRODUCTION
The deterioration of our civil infrastructure is a growing problem both in the US and around the world. For example, during their lifetimes, bridges suffer from environmental corrosion, persistent traffic and wind loading, extreme earthquake events, material aging, etc., which inevitably result in structural deficiencies. According to the American Society for Civil Engineers 2009 Report Card for America's Infrastructure, "more than 26%, or one in four, of the nation's bridges are either structurally deficient or functionally obsolete" [3] . Due to the expense of retrofitting a structure with a wired sensor infrastructure, most of these structures are not currently being continuously monitored.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Recent years have seen growing interest in SHM based on wireless sensor networks (WSNs) due to their low installation and maintenance expenses. WSNs permit a dense deployment of measurement points on an existing structure, facilitating accurate and fault-tolerant damage identification techniques without the need to install a fixed wired infrastructure [20] . Indeed, numerous SHM systems have been proposed in literature which leverage WSNs to collect raw sensor data [6, 7, 16, 26] . These systems are generally designed to support traditional centralized SHM methods, with special consideration to the limited bandwidth and energy supplies that are not present under a traditional system of wired sensors.
However, by treating SHMs as a simple data collection devices for supporting centralized SHM methods, the resulting systems inherently suffer from high energy consumption and prolonged detection latencies. For example, a state-ofart system deployed at the Golden Gate Bridge required 9 hours to collect a single round of data from 64 sensors, resulting in a system lifetime of 10 weeks when using four 6V lantern batteries as a power source [21] . This system's high latency and relatively short lifetime arose from the fact that the underlying SHM method was designed separately from the WSN system. Specifically, the SHM method required the WSN to reliably deliver the entire raw sensor dataset to the base station for centralized processing, inherently placing a high network burden on the WSN system.
What is needed is a fundamentally different cyber-physical approach which considers both the constraints of the underlying WSN system (the cyber components) and the SHM requirements (the physical components) in its numerical approach. This can be achieved by leveraging the increasingly powerful processing capability of wireless sensor "motes" to partially process locally-collected data, extracting (and subsequently exchanging) only the important features relevant for SHM. Several recent studies demonstrate the potential for distributed SHM approaches to significantly reduce energy cost through localized data processing [5, 15, 20, 29] .
In this paper, we present a hierarchical decentralized SHM system that implements a flexibility-based damage identification and localization method. In contrast to previous decentralized algorithms like DLAC [19] , flexibility-based methods explicitly correlate data across multiple sensors, allowing them to accurately identify and localize damage on a wider range of structures. Our hierarchical system organizes nodes into clusters using a novel multi-level search approach that incrementally activates sensors in the damaged regions, allowing much of the network to remain asleep. We take advantage of the Intel Imote2 [12] platform's computational power to perform in-network processing wherever possible; thus, nodes further save energy and bandwidth by only transmitting the intermediate results related to the flexibility calculation.
In this paper, we make the following contributions.
(1) We propose a cyber-physical architecture which efficiently maps flexibility-based damage identification and localization methods onto a distributed WSN. (2) We describe an implementation of this architecture on top of the TinyOS operating system [1] and ISHM services toolsuite [2] . (3) We evaluate this implementation on representative beam and simulated truss structures, demonstrating that our approach can successfully localize damage on both structures to the resolution of a single element. Latency and power consumption data collected during these experiments also demonstrate the energy efficiency of our approach.
The remainder of this paper is organized as follows. Section 2 describes related SHM systems in literature. In Section 3, we discuss the basic numerical methods used by our flexibility-based damage localization. Section 4 presents our mapping of these methods into an efficient distributed architecture. Section 5 describes our implementation of this distributed architecture on top of the Intel Imote2 platform. Section 6 provides an empirical evaluation of our system, demonstrating that it can efficiently localize damage to two representative structures. Finally, we conclude in Section 7.
RELATED WORK
A UC Berkeley project to monitor the Golden Gate Bridge [16] represents one of the first large-scale deployments of smart sensor networks for SHM purposes. Vibration data is collected and aggregated at a base station under a centralized network architecture, where frequency domain analysis is used to perform modal content extraction. However, it took nearly a full day to transmit sufficient data for such computations. Similarly, researchers at Clarkson University have implemented a wireless sensor system for modal identification of a full-scale bridge structure in New York [14] . Battery-powered wireless sensor nodes equipped with accelerometers and strain transducers are used, having a high wireless data transmission rate. The entire network is polled by a master computer that collects acceleration and strain data. Both modal identification and quantification of static responses are performed using a centralized network architecture. Wisden [26] provides services for reliable multi-hop transmission of raw sensor data, using run-length encoding to compress the data before transmission. These centralized approaches suffer from two fundamental limitations. First, data may only be collected from a limited number of nodes in a reasonable time frame, which would allow the system to only detect the most severe (and probably visually apparent) damages. Second, such systems are inadequate for timely detection of structural failures resulting from extreme events (e.g., earthquakes) due to the prolonged time needed for collecting and analyzing data.
BriMon [7] partially addresses the communication bottleneck by sampling data at 400 Hz and averaging this data over 40 Hz windows. The data resolution and network size (a maximum of 12 nodes per span) supported by BriMon may not be fine-grained enough for damage detection and localization on complex structures. A deployment in the Torre Aquila heritage building [6] uses lossless compression to deliver heterogeneous sensor data to sink node. The network burden of this deployment was eased by the specific kinds of data needed to monitor the building's health: only three acceleration sensors were required, while the environmental and deformation sensors produced only 1-10 readings every 10 minutes.
The above limitations motivate the need for a co-design approach which addresses both the SHM and WSN concerns in a holistic manner. An integral part of such a solution is the adoption of distributed SHM solutions [17, 24] . Researchers at the University of Illinois at Urbana-Champaign have experimentally validated a SHM system that employs a smart sensor network deployed on a scale three-dimensional truss model [20, 23] . Results demonstrate that the adopted SHM system is effective for damage identification and localization; however, significant communication is involved in performing data cross-correlation, which results in significant energy consumption.
Lynch et al. [25] implemented a low-cost and rapid-todeploy wireless structural monitoring system on a long-span cable-stayed bridge in Taiwan. The full-scale test was conducted by collecting ambient vibration data of the bridge and analyzing it in situ by two modal identification methodologies, the stochastic subspace identification method (SSI) and frequency domain decomposition method (FDD). Modal ID results led to the determination of a total of 10 modal frequencies and corresponding mode shapes within a frequency range of 0-7 Hz. Lynch et al. [28] also implemented an automated modal identification by optimizing output-only modal methods (FDD with peak-picking) for a distributed wireless sensor network. The distributed implementation, tested in a balcony of a theater, used a parallel data processing and reduced communication scheme to ensure scalability and power efficiency in the WSN. In their implementation, three network topologies are proposed to yield a two-node based data sharing chain. This implies the partial mode shape identified from each pair of nodes has to be recombined to recreate the complete mode shape necessary for damage detection. However, this strategy would potentially amplify the recombination error, if any one of the sensor nodes is unreliable.
In our own prior work, we designed and experimentally validated a distributed approach based on the Damage Location Assurance Criterion (DLAC) method [5, 15] . However, DLAC has several intrinsic limitations in its SHM capabilities. First, DLAC requires the user to pre-specify the damage patterns that it should try to identify and localize. Second, DLAC is not sensitive to small damages in a structure because it only monitors the structure's natural frequencies, and because it does not correlate readings across sensors. Finally, DLAC can only properly localize damage to asymmetric structures. These limitations occur because there is effectively no collaboration among sensors under DLAC: each sensor's readings are handled independently, and are only combined at the very end to compensate for node failures and sensor noise. Alleviating these limitations requires a fundamentally new architecture which leverages collaboration among sensors to enhance the damage identification and localization results.
DAMAGE LOCALIZATION APPROACH
In this section, we introduce the physical (structural engineering) aspects of our decentralized damage localization system. Our system is based on a family of damage localization techniques collectively known as flexibility based algorithms. The intuition behind these methods is that structures will flex slightly when a force is applied, as shown in Figure 2 . As a structure weakens, its stiffness decreases, and thus its flexibility changes. Changes in structural flexibility over a structure's lifetime can be used to identify and localize damage [22] . We have chosen this family of methods because they address the aforementioned limitations in DLAC. Moreover, as we discuss in Section 4, they enable us to develop a multi-level system architecture specifically optimized for this approach.
Figure 2: Structural deflection
We will provide here a brief background on two particular flexibility-based methods used within our decentralized system. While flexibility-based methods are well-known in structural engineering literature, the existing research generally deals with algorithmic issues (i.e., selecting the best numerical methods for damage identification and localization) rather than efficiently deploying these methods on a distributed architecture for WSNs. We will focus here on the details of these algorithms that are most relevant to our system design; more mathematical details can be found in [13, 27] .
Flexibility-based methods are executed in two stages. When the system is first turned on, a baseline structural modal identification is performed. The sensors simultaneously collect vibration data. Multiple sensors' data are correlated to identify the structure's modal parameters (natural frequencies and mode shapes). The modal parameters are then further processed to compute the structure's flexibility matrix.
Online, the data collection and processing phases above are repeated, and the base station produces a new flexibility matrix. By subtracting the new flexibility matrix from the stored one, the base station can determine if the structure is damaged (and if so, identify the damaged region).
We will now summarize the main components of flexibilitybased methods, as shown in Figure 1 . The structure's modal parameters are identified using Frequency Domain Decomposition (FDD), an existing structural engineering technique which can be decomposed into several stages. Traditionally, FDD is executed as follows. (1) All the nodes in a cluster simultaneously collect D vibration samples using their onboard accelerometers. The size of D depends on structural properties (like its complexity and material) as well as the modes we are interested in, and is typically hundreds or thousands of samples. (2-3) Each node independently performs an FFT and power spectrum analysis on the vibration data, transforming it into magnitudes in the frequency domain. (4) D magnitudes collected from each node are correlated to compute a Cross Spectral Density (CSD) matrix. (5) A Singular Value Decomposition (SVD) is performed on the CSD matrix at each of D discrete frequencies. The singular value in each singular value matrix is collected to form a vector, and the structure's P lowest natural frequencies are identified as the peaks in this vector. The mode shapes corresponding to the natural frequencies can be estimated from the first column of the corresponding left SVD matrix.
The FDD output is then input into a flexibility-based method. Our system uses two specific flexibility-based methods: the Angles-Between-String-and-Horizon flexibilitybased method (ASHFM) [13] and the Axial Strain flexibilitybased method (ASFM) [27] . We are particularly interested in these two methods because they can localize damage down to a resolution of a specific element on beam-like and trusslike structures, respectively. Most other flexibility-based methods localize damage only to less specific regions of the structure, while [4] achieves similar damage localization resolution at a much higher computational cost.
ASHFM measures the flexibility of a beam-like structure as the angle θ in Figure 2 . The FDD output data is used to calculate θ at each of the structure's modes, producing a flexibility matrix F . The difference ∆F = F b − F can be used to localize the changes in flexibility to locations along the beam, where F b is the flexibility matrix calculated during the baseline phase. Specifically, the maximum absolute values of the components in each column or diagonal of ∆F are extracted as damage indicators. When a location on the structure is damaged, it will appear as as "step and jump" in the plot of damage indicators, as shown in Figure 3 . In this example, the large jumps in the ASHF damage indicator surrounding the shaded points reflect damage in the ASFM achieves damage localization at a similar resolution to ASHFM, except on truss-like rather than beam-like structures. At a high level, ASFM localizes damage in much the same way as ASHFM. The main differences are that ASFM requires vibration data taken simultaneously in multiple directions, and that the two methods have different formulations for computing F .
DISTRIBUTED ARCHITECTURE
The numerical methods discussed above have been designed with centralized networks in mind, where sensors are used as simple data collection devices that can stream large data sets to a central server over a wired backbone. Under a WSN, this approach is inappropriate because of the nodes' limited network and energy resources. However, in order to design an efficient decentralized architecture, we can leverage a particularly powerful feature of these flexibilitybased methods. Specifically, they enable a tradeoff between energy consumption and localization resolution: the more nodes that are activated, the finer-grained the damage localization.
We leverage this feature to construct an energy-efficient, multi-level damage localization system which selectively activates additional sensors at each level in order to more precisely localize structural damage. In the common case that the structure is not damaged at all, only a minimal subset of nodes are enabled, considerably reducing the system's energy and bandwidth consumption. This approach naturally maps to a hierarchical, cluster-based distributed network architecture. In addition, to promote a more efficient mapping onto our distributed system, we leverage an existing peak picking technique to reduce the data flow among sensors participating in each cluster.
Multi-Level Damage Localization
Although adding more sensors can improve a flexibilitybased method's localization results, only a handful of sensors are needed to accurately identify damage. In the first stage of the multi-level search, this minimal number of sensors are enabled, forming a single cluster. Damage identification and localization is performed using this small subset of sensors. In the common case that no damage is identified, the search ends and all the nodes return to sleep.
In the event that damage is identified, the flexibility-based method will also output coarse-grained damage localization. For example, ASHFM will identify two adjacent sensors surrounding each damage location on the structure. In the next round of the multi-level search, the system activates additional sensors in the region of interest and repeats the entire procedure, including collecting new vibration data. This second round subsequently localizes the damage to a smaller region than the first round. The system may repeat this drill-down procedure to achieve even finer grained results until the desired resolution is reached.
The key feature of this approach is that it does not activate the entire sensor network at once. Instead, relatively few sensors are used to identified damage; and when damage is identified, only those sensors in the area of interest are incrementally added to the search. As a result, many nodes are able to remain asleep for part or all of the multi-level search. This approach will also scale to larger structures, since the cost of the search is no longer proportional to the size of the structure. As we discuss in Section 5.2, the reduced energy burden can also be distributed across the network by activating different subsets of the network at different times. 
Network Hierarchy
Once the nodes participating in this multi-level search are selected, they are each assigned one of three different roles: cluster member, cluster head, and base station. A node's role determines what data it handles as well as its level in the network hierarchy, as shown in Figure 4 . To allow the system to better scale to large structures, the nodes may be organized into multiple independent clusters. Each cluster operates as an independent unit, with the cluster head coordinating nodes within its cluster and ultimately transmitting the cluster's (relatively small) mode shape data to the base station for final processing.
Based on these roles, the system operates as follows. The cluster members collect raw vibration samples from their onboard accelerometers. They then carry out an FFT to transform the vibration response into frequency domain data, followed by a power spectrum analysis.
The cluster head nodes aggregate the extracted power spectrum data from the cluster members beneath them in the hierarchy. There, the CSD and SVD are carried out to extract the structure's mode shape vector.
The cluster heads then transmit the mode shapes to a single base station node, which calculates the structure's flexibility. The flexibility is then used to identify and localize any structural damage.
Enhanced FDD
Efficiently implementing this architecture for a flexibilitybased system is challenging because there are no obviously "best" places to introduce network communication: the CSD and SVD routines are necessarily computed on a single node with access to all the other cluster members' data, and the prior steps all have very large outputs (hundreds or thousands of points). In order to achieve truly energy-efficient behavior, we must optimize the FDD algorithm's data flow to promote an efficient mapping onto wireless sensor networks.
We leverage an optimization proposed in [25, 29] that adds a new peak picking stage to FDD. To illustrate how this optimization works, we note that most of the computations in the FDD routine do not contribute to the final results. As described in Section 3, the CSD step normally requires the cluster head to pool D data points from each of its cluster members. This data is processed into D CSD matrices, which the SVD routine further processes into D outputs and discards all but the P corresponding to the structure's natural frequencies (note that P D). A key observation about this procedure is that the ith CSD matrix is only constructed using the ith power spectrum data point from each cluster member. Moreover, only the P CSD matrices corresponding to the structural's natural frequencies contribute to the FDD stage's final output.
The peak picking routine allows each node to independently identify these P natural frequencies solely from local data. Hence, only those P relevant data points are passed onto the CSD stage, which in turn passes only the relevant P matrices onto the SVD stage. In this way, both the computational and communication cost of identifying modal parameters are reduced considerably. We emphasize that the data which the nodes withheld would not have contributed to the final flexibility computation. Hence, even though significantly fewer data are transmitted and processed, there is no loss in damage identification or localization performance.
IMPLEMENTATION
We have built a proof-of-concept implementation of our system on top of the Imote2 [12] sensor platform using the TinyOS operating system [1]. Our implementation utilizes the ISHM services toolsuite [2] developed by the Illinois Structural Health Monitoring Project (ISHMP), which provides subsystems for sensor data acquisition, reliable data transmission, and time synchronization based on the FTSP protocol [18] .
Hardware Platform
The Imote2 is an advanced wireless sensor node platform built around the low-power PXA271 XScale processor and 802.15.4-compliant radio hardware (Chipcon CC2420) with a built-in 2.4GHz antenna. While our proposed approach to SHM is not inherently tied to a particular platform, the Imote2 offers several salient improvements over previous generation WSN platforms that are particularly useful for our application.
First and foremost, the PXA271 CPU has 256 KB of embedded SRAM and can address 32 MB of on-board SDRAM, providing copious space for computations. In contrast, platforms such as the TelosB [11] and MICA [9, 10] family have access to only 4 -10 KB of RAM, which would not even be enough to store the entire raw sensor reading dataset. Accordingly, such platforms would either be restricted to purely streaming computations or would have to swap data in and out of onboard flash, a potentially expensive operation.
Second, the PXA271 CPU can be dynamically clocked from 13 -416 MHz, allowing us to increase the CPU speed when needed (e.g., while collecting high-resolution sensor data) and decrease its speed at other times to save energy. Third, the Imote2 is a modular stackable platform which can be expanded with extension boards to customize the system to a specific application. The ITS400 sensor board provides an add-on accelerometer which we have confirmed to be sufficiently accurate for our SHM application. Fourth, the Imote2 is equipped with 32 MB of flash memory, which allows us to deploy the entire application on all nodes in the network. We take advantage of this capability to dynamically reconfigure the network without having to re-flash the nodes with new software, as discussed below.
Software Platform
As described above, our system is implemented in the nesC programming language on top of the TinyOS 1.1 operating system. Our software package uses several major components from UIUC's ISHM toolsuite. Namely, we use ISHM's ReliableComm components to perform reliable (ARQ) communication among sensor motes and the Synchronization components to start data collection simultaneously across all the participating motes. Moreover, we used the included DistributedDataAcquireApp as the basis for our data collection routines.
As discussed in Section 4, we have implemented a multilevel search technique that first activates a minimal number of sensors to identify and localize damage at a coarse-grained resolution. If damage is identified, then additional nodes are activated in the affected region in order to achieve a more fine-grained localization. In our current implementation, we employ a two-stage search; i.e., a few nodes are activated in the first stage, and all the nodes between the affected nodes are activated in the second stage. For larger structures, more stages may be added based on the relative sampling, communication, and computation costs.
Since different roles carry different sensing, computation, and communication costs, we do not want fix the roles of cluster member and cluster head to a single configuration. Hence, the base station node dynamically assigns the roles at the beginning of each damage identification round. In the interest of balancing energy consumption across the network, the base station currently assigns nodes in the first stage in a simple round-robin fashion. (If damage is identified, i.e., a second stage is needed, then the only change to the roles are that additional cluster members are added in the region of interest.) Figure 5 illustrates the network configuration process. At the start of the procedure, the base station nodes disseminates a configuration packet to all other nodes in the network. This packet includes information about the cluster division and the assignment of roles within each cluster. Because the Imote2 platform is equipped with copious flash After cluster members complete their computations and deliver their data to the cluster heads, they are put into deep sleep mode to save energy. Similarly, after the cluster heads finish their mode shape computations and transmit the results to the base station, they are put into deep sleep mode. If the base station identifies damage, then additional damage localization stages will be triggered as described above. Otherwise, the entire network will remain asleep until the next scheduled damage identification round.
We use the ISHM toolsuite's SyncC component to timesynchronize the network at the start of each round. In addition to ensuring that the collected samples are time synchronized, we take advantage of the synchronization to hierarchically assign a TDMA transmission schedule. Thus, we save energy by reducing transmission failures due to packet collisions.
EVALUATION
To validate our system, we implemented and deployed our multi-level damage localization system on two representative structures. We will first briefly discuss our deployment of the ASHFM-based approach on a steel cantilever beam, the relatively simpler of the two structures. We will then describe a deployment of our system on a simulated steel truss structure, which presents a more challenging scenario for damage localization due to its structural complexity. Experimental results demonstrate that our system is able to accurately localize damage at the member-level to both structures. Moreover, latency and energy consumption data collected during the truss structure experiment illustrate the efficiency of our decentralized approach.
Cantilever Beam
Our first set of experiments were performed on a steel cantilever beam at Washington University's Structural Control and Earthquake Engineering Lab. The beam is 2.75 m long, 7.6 cm wide, and 0.6 cm thick and fixed to the ground to approximate a cantilever support.
For these experiments, we deployed eight Imote2 motes with sensorboards directly on the beam, as well as a gateway mote tethered to a base station PC via a USB interface board. The sensors were distributed along the beam as shown in Figure 6 . Because only these nine motes were available at the time of the experiment, we deployed them nonuniformly with increased sensor density around the area of damage. Off-line analysis showed that, had additional sensors been deployed to achieve a uniform distribution, they would have remained asleep as part of the multiresolution search procedure described in Section 4.1.
To obtain the structure's baseline modal parameters, we excited the beam along the weak axis of bending using an impact. All of the eight motes attached to the structure recorded vibration data using a sampling frequency of 280 Hz, a record length of 7168 points, and an FFT size of 2048 points. The motes calculated the structure's modal parameters (using the distributed algorithm discussed in Section 4) which were collected at the base station to compute the structure's flexibility. For the purposes of validation and offline analysis, we also collected the raw vibration data and intermediate results at the base station, although as noted above only the modal parameters are required to monitor the structure's health.
We then repeated the procedure, simulating damage by attaching a pair of thin, symmetric steel plates to element 4. For the first level of our multi-level search, six sensors were activated uniformly across the truss structure, as shown in Figure 6 (b). (Again, we note that even had more sensors been deployed on the structure, only these six would have been activated.) The base station collected the new modal parameters from the motes, producing the damage indicators shown in Figure 7 (a). These results indicate that the structure is damaged, with a coarse-grained location somewhere between sensors 2 and 5.
Accordingly, the base station automatically invoked a second stage of damage localization, activating two additional sensors in the region of damage as shown in Figure 6 (c). The finer-grained damage indicators shown in Figure 7 (b) indicate damage specifically in element 4, which is consistent with the position of the steel plates.
Truss
Our second set of experiments involve simulated sensor data from a 5.6 m steel truss structure [8] at the Smart Structure Technology Laboratory (SSTL) at the University of Illinois at Urbana-Champaign. In order to accommodate the truss's increased structural complexity, we increased the sampling frequency to 560 Hz, the record length to 18,432 data points, and the FFT size to 4096 points. Unfortunately, a deadlocking bug in the ITS400 sensorboard subsystem prevented us from collecting sufficient vibration data on the real truss to perform our experiments. Instead, we produced two sets of simulated data traces using a finite element model of the truss in MATLAB, with additional measurement noise added to simulate noisy sensor readings. The first set represents the truss in its intact case, providing a baseline flexibility measurement. The second set was generated with simulated damage to three members of the left side of the truss and four members to the right side of the truss.
For the truss experiments, we wished to evaluate our system's damage localization performance as well as its energy consumption. Thus, we made two augmentations to our nesC code for this set of experiments. First, we added a "fake" sensor driver which replayed sensor data traces from the motes' flash memory, allowing us to inject our simulated traces into live experiments. Second, we collected timestamping data at key points in our code in order to measure the latency and energy consumption of each major component of our system.
Damage Localization
To evaluate our system's damage localization performance, we performed three different experiments with nine Imote2 motes. In our first configuration, we injected simulated sensor data collected at uniform points along the truss's length. This configuration represents the "level 1" damage identification phase. The damage indicators computed during this experiment are plotted in Figure 8(a) . Based on the step-andjump surrounding bays 4 and 10 (shown as the two peaks in Figure 8(a) ), our system correctly identified damage on both halves of the truss.
In our second and third configurations, we used simulated sensor data collected at a greater density on the truss's left and right halves, respectively. This configuration represents the more fine-grained "level 2" damage localization phase. As shown in Figures 8(b) and 8(c), our system indeed correctly localized the three damaged members on the left side of the structure and the four damaged members on the right side.
Energy Consumption
During the experiments described above, we collected timestamp data from the motes in order to directly measure the latency of each major stage in the experiment. We also performed a separate set of experiments to measure the latency of time-synchronizing the motes and collecting 18,432 data samples (since the previous truss experiments used replayed data traces). Tables 1 and 2 present the average latencies for the cluster member and cluster head nodes, respectively. Offline, we measured the power draw of each stage using an oscilloscope, which we used to estimate the total energy consumption of each stage in the experiment. Second, our efficient architecture incurs relatively little overhead on the Imote2 hardware. On the cluster member nodes, as much as 79.4% of the latency and 78.9% of the energy consumption can be attributed to synchronizing the nodes and collecting data. Only 21.1% of the energy consumption represents reducible overhead. The cluster head nodes incur similarly low overheads, with only 20.4% of the latency and 19.1% of the energy consumption attributable to processing and data transmission.
Third, this low overhead leads to low total energy consumption in absolute terms. On average, the cluster member and cluster head nodes consume a total of 44.4 J and 46.7 J, respectively. A typical power supply of 3x 1.5V, 1250 mAh AAA batteries delivers a theoretical energy supply of 20,250 J. Thus, with proper duty cycling, we anticipate that each node could perform damage localization hundreds of times before depleting its energy supply.
CONCLUSION
Structural health monitoring of civil infrastructure represents an important application domain of cyber-physical systems. We propose a novel cyber-physical co-design approach to structural health monitoring based on wireless sensor networks. Our distributed structural health monitoring system integrates (1) flexibility-based structural engineering methods that can localize damages at different resolution and costs, and (2) an efficient, multi-level computing architecture that leverage on the multi-resolution feature of flexibility-based methods. A key feature of our approach is that it selectively activates nodes in the damaged region in order to achieve fine-grained localization damage localization while allowing many of the nodes to remain asleep. We have implemented our approach on the Intel Imote2 hardware platform and the TinyOS operating system. Experimental results show that our system is able to localize damage to the resolution of a single element on a representative physical beam and simulated truss structures, including multiple simultaneous damages on the latter. We also demonstrate the energy efficiency of this approach through latency and energy consumption measurements. Our results illustrate the promise of cyber-physical approach which consider both the architecture of the cyber (wireless sensor network) system and the characteristics of the physical (structural engineering) methods.
