Manually landing an unmanned aerial vehicle presents unique challenges since unmanned vehicle pilots require extensive training to become proficient in the landing task. Operators must therefore choose between a pilot controlling the vehicle from a ground station, or procurement of an automatic landing system. Although several autoland controllers exist for small or micro unmanned vehicles and for large unmanned vehicles, very few are available for medium sized unmanned aerial vehicles (about the size of a small general aviation aircraft). Additionally, medium sized unmanned aerial vehicles often have limited sensors and instrumentation yet must possess good performance in the presence of modeling uncertainties and external disturbances such as turbulence. This paper describes the synthesis and development of a discrete Quantitative Feedback Theory automatic landing controller for medium size unmanned aerial vehicles. Quantitative Feedback Theory is an attractive control methodology that provides good performance and robustness for a system with structured model uncertainties. It has been successfully applied to many aircraft problems, but not to automatic landing. Controllers for the localizer, glideslope tracker, and automatic flare are developed, as well as details of the inner-loop synthesis. Linear, non real-time six degree-of-freedom Monte Carlo simulation is used to compare the Quantitative Feedback Theory controller to a baseline Proportional-Integral controller in several still air and turbulent conditions. Results presented in the paper show that both controllers show good performance and robustness to model uncertainties in still air, but the Quantitative Feedback Theory controller routinely performs significantly better in all respects in turbulent air. It is therefore concluded to be a promising candidate for an autoland controller. 
Manually landing an unmanned aerial vehicle presents unique challenges since unmanned vehicle pilots require extensive training to become proficient in the landing task. Operators must therefore choose between a pilot controlling the vehicle from a ground station, or procurement of an automatic landing system. Although several autoland controllers exist for small or micro unmanned vehicles and for large unmanned vehicles, very few are available for medium sized unmanned aerial vehicles (about the size of a small general aviation aircraft). Additionally, medium sized unmanned aerial vehicles often have limited sensors and instrumentation yet must possess good performance in the presence of modeling uncertainties and external disturbances such as turbulence. This paper describes the synthesis and development of a discrete Quantitative Feedback Theory automatic landing controller for medium size unmanned aerial vehicles. Quantitative Feedback Theory is an attractive control methodology that provides good performance and robustness for a system with structured model uncertainties. It has been successfully applied to many aircraft problems, but not to automatic landing. Controllers for the localizer, glideslope tracker, and automatic flare are developed, as well as details of the inner-loop synthesis. Linear, non real-time six degree-of-freedom Monte Carlo simulation is used to compare the Quantitative Feedback Theory controller to a baseline Proportional-Integral controller in several still air and turbulent conditions. Results presented in the paper show that both controllers show good performance and robustness to model uncertainties in still air, but the Quantitative Feedback Theory controller routinely performs significantly better in all respects in turbulent air. It is therefore concluded to be a promising candidate for an autoland controller. T he landing phase of a flight presents unique challenges to designing a flight control system for the approach and touchdown of an aircraft. Atmospheric disturbances such as wind and turbulence require a controller to reject external disturbances introduced to the system. Due to preliminary modeling limitations, parameter uncertainties are present in a system, and the controller must be insensitive to these uncertainties. In addition to parameter insensitivity and disturbance rejection, an autoland controller must provide good performance to provide an accurate approach and smooth touchdown in order to prevent damage to the aircraft.
The autoland problem has been successfully approached by a variety of methods. References 1 and 2 used Proportional-Integral-Derivative (PID) controllers for the automatic landing of large transport aircraft. Fuzzy logic has been used to solve the autoland problem for a medium sized transport aircraft in Reference 3, and neural networks have been used for a large transport aircraft in Reference 4. Mixed H 2 /H ∞ control was applied to the automatic landing of an F-14 aircraft in Reference 5. All of the aforementioned techniques were applied to larger, manned vehicles. Reference 6 applies the linear-quadratic technique to the automatic landing of a small Unmanned Aerial Vehicle (UAV), and Reference 7 develops a fault tolerant automatic landing controller for the Heron UAV, which is a medium size UAV. Several autoland systems exist for small or micro UAVs 8,9 , and vehicle specific controllers exist for the automatic landing of large UAVs 10, 11, 12 . Very few systems are available for medium size UAVs. Sierra Nevada Corporation offers an automatic landing system for medium size UAVs, but this system is expensive and requires additional ground equipment.
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The goal of this research is to develop a controller that works with existing approach architecture and meets the following objectives:
• Provide good performance during approach and landing such that aircraft safely touches down without damage to the aircraft
• Offers robustness to model uncertainties and external disturbances such as wind and turbulence
• Gives repeatable results for a variety of possible aircraft configurations and environmental conditions
• Be adaptable to other vehicle platforms PI controllers have been used for many years in aircraft flight control systems to provide good performance and robustness without requiring excessive measured data. This type of controller works well for UAVs because many of these vehicles have limited instrumentation with slower processors, so less data will prevent the processor from being overloaded. QFT is a design technique which offers robust performance amidst structured model uncertainties. This technique can be applied to Multiple Input Single Output (MISO) systems and Multiple Input Multiple Output (MIMO) systems in both the time and frequency domains 14 .
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QFT has been successfully applied to a number of vehicles, both manned and unmanned. QFT was utilized for inner-loop stability control of various aircraft such as the F-15, F-16, and X-29. 16 A pitch attitude hold controller was developed for both a fighter jet and a business jet in Reference 17, and a lateral/directional flight control system was designed in Reference 18 for a large transport aircraft. Reference 19 documents the first flight test of a QFT longitudinal controller on a small UAV, and Reference 20 documents the design and flight test of a QFT pitch rate stability augmentation system for a small UAV.
Most of the research in QFT has focused on inner-loop flight control, but little research has focused on outer-loop control. The specific contribution of this research is to apply QFT to the approach and automatic landing problem for a medium size UAV. In this paper, control laws are developed for both approach and landing using the Proportional-Integral (PI) technique and the Quantitative Feedback Theory (QFT) technique through direct digital design, and presents a study on model uncertainties, turbulence, and winds which affect the system. The paper is organized as follows. Section II defines the approach and landing problem for this research. Section III describes the development of a non-parametric aircraft model using system identification and verifies the identified model. Section IV presents the digital controller synthesis and describes the development of the PI and QFT controllers for approach and landing. Simulation results are presented in Section V, and Section VI presents conclusions and recommendations.
II. Problem Definition
The purpose of this section is to describe the approach and landing problem posed for this research. As noted in Section I, the automatic landing consists of intercepting a lateral and vertical beam and tracking the guidance provided to a specified height above the runway, where a flare maneuver is performed. It is assumed that a guidance system is available to provide lateral and vertical guidance to the start of the flare. The control laws developed are independent of the type of approach system used; however, evaluating different approach types is beyond the scope of this paper. Figure 1 show the geometry used to determine deviations from the lateral and vertical beam, and Figure 2 shows the geometry of the flare maneuver. A Category (CAT) III Instrument Landing System (ILS) is assumed for this paper, although the techniques can easily be extended to any guidance system, which provides precision guidance data. Since ILS is assumed, the lateral beam will be referred to as the localizer, and the vertical beam will be referred to as the glideslope. The localizer consists of a transmitter stationed at the far end of the runway which sends out a signal that is approximately 5 deg wide (beamwidth) and is centered on the runway centerline. Typical interception occurs when the aircraft flies at a heading to intercept the localizer at a range of 6-10 nm from the runway threshold. The glideslope consists of a transmitter stationed approximately 1,000 ft from the approach end of the runway, which sends a beam that is elevated approximately 3 deg above the horizon and approximately 1.4 deg wide. The glideslope is intercepted by flying straight and level at a specified altitude until flying through the beam at a range of 4-5 nm from the runway threshold, at which time the beam is tracked down to the flare height.
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Another component in the automatic flare system is the airspeed command and hold, which controls the airspeed of the aircraft using the throttle. During the approach, the airspeed is maintained at the specified approach speed, and after passing through the flare height, the airspeed is reduced to just above the stall speed before touchdown. If airspeed is not properly maintained, the aircraft will have difficulty tracking the glideslope, and during the flare, the aircraft will either float down the runway or land with a higher velocity than normal, which could damage the aircraft.
To provide a smooth transition from the flare height to the runway, an exponential function is given as a reference trajectory, which has the form shown in the following equation.
In the above equation, h f lare is the height at which the flare maneuver is started, and τ is a time constant used to shape the trajectory. Following the method of Reference 1, the trajectory was shaped for a touchdown point 1,000 ft beyond the start of the flare, which leads to a τ = 1.99 sec, and h f lare = 17.47 ft. This is reasonable for an aircraft of this size because most general aviation aircraft start to flare between 10 ft and 30 ft above the ground.
It is desired for the aircraft to intercept the localizer and glideslope and track these beams to the runway centerline and to the flare height. After reaching the flare height, the vehicle should touch down with a small vertical velocity to prevent damage to the aircraft, and it is also desired to minimize the distance traveled down the runway to prevent running off the runway. Reference 21 states that damage occurs at a touchdown velocity of greater than 10 ft/sec and "hard" landings occur at a touchdown velocity of greater than 6 ft/sec. Additional considerations should be made to ensure that the pitch attitude angle is greater than the nominal pitch attitude angle when the aircraft is resting on the ground to prevent "wheel-barrowing" or landing on the nose gear first.
III. Non-Parametric Aircraft Model
The aircraft model used for development of the approach and flare control laws was determined using system identification of a real-time, high fidelity nonlinear six degree-of-freedom flight simulator. The aircraft simulated is a Rockwell Commander 700, a light twin-engine general aviation aircraft shown in Figure 3 . This aircraft model is implemented in the Engineering Flight Simulator of Texas A&M's Flight Simulation Laboratory. This vehicle is used because it is desired to implement and test the control laws in the simulator. Although this vehicle is much larger than a medium size UAV, it is assumed that the dynamics of this vehicle are similar to that of a medium size UAV. Since a high fidelity nonlinear model exists, Observer/Kalman filter Identification (OKID) 23 is used to determine a linear time-invariant (LTI) statespace representation of the C700. Time-invariance of the model is assumed since the parameters in the model do not change quickly for the relatively slow maneuvers presented in this paper. The state-space model has the form shown in Equation 2.
where x ∈ R n×1 is a state vector, A ∈ R n×n is a plant matrix, u ∈ R m×1 is an input vector, B ∈ R n×m is a control distribution matrix, y ∈ R p×1 is an output vector, and C ∈ R p×n and D ∈ R p×m are matrices that determine the elements of the output vector. It is assumed that the longitudinal motions and lateral/directional motions are uncoupled, which is validated by the small angle assumption. The dynamic models are expressed in the stability axes, which is shown in Figure 4 . The flight condition used for identification was the power approach configuration with flaps down, gear down, and the parameters shown in Table 1 .
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A. Lateral/Directional Model
The states of the lateral/directional model are sideslip angle (β), body axis roll rate (p), body axis yaw rate (r), and body axis roll attitude angle (φ). Aileron deflection (δ a ) and rudder deflection (δ r ) are the lateral/directional controls. A 3-2-1-1 aileron maneuver followed immediately by a 3-2-1-1 rudder maneuver was used to identify the lateral/directional model. The 3-2-1-1 maneuver involves a series of control inputs where the control is commanded to one side for three seconds, the opposite side for two seconds, and finally, 
The dynamic modes of this system were found to have the eigenvalues shown below.
As seen from the eigenvalues above, the aircraft exhibits standard modes, with an unstable spiral mode. This is not a great concern since many aircraft have an unstable spiral mode, and this instability is often stabilized using feedback.
To verify the identified model, identical control inputs were given to both the simulator and the model, and the states were recorded. To properly verify the model found from OKID, a different input should be used. As mentioned above, a 3-2-1-1 input was given for identification; for verification, doublet inputs were used. First an aileron doublet was given followed by a rudder doublet. Figure 5 shows plots of the model verification for the lateral/directional identified model. As seen in Figure 5 , the identified model compares well with the simulator for all states; thus, it can be concluded that the identified model is representative of the actual dynamics of the simulator.
A first order actuator model is assumed for the aileron and rudder with a time constant of τ = 0.1 sec. The mathematical model for the actuator is shown in Equation 5 , where δ is the control surface position, δ c is the commanded control surface position, and s is the Laplace transform variable.
B. Longitudinal Model
The longitudinal model was identified in the same manner as the lateral/directional model as described above. The states of the longitudinal state-space model are aircraft forward velocity (u), angle-of-attack (α), body axis pitch rate (q), and body axis pitch attitude angle (θ). Doublets were used to identify to longitudinal model with a throttle doublet followed by an elevator doublet. The state-space equation below shows the identified model found from OKID. 
The dynamic modes show that this system has a third oscillatory mode and two first order stable modes. Although not standard for aircraft, the third oscillatory mode does not present a problem for control law design. To verify the identified model, the same method was used as for the lateral/directional case. Since doublets were used to identify the model, 3-2-1-1 inputs were given for verification. A throttle 3-2-1-1 maneuver was given to the system followed by an elevator 3-2-1-1 maneuver. Figure 6 shows the verification of the identified longitudinal model. As seen from Figure 6 , the longitudinal model agrees well with the simulator. There is a discrepancy in airspeed between 10 sec < t < 20 sec; the frequency content matches well, but the amplitude does not match well. This difference between the model and simulator is not of great concern because the airspeed will be controlled by the throttle, and during the time period in which throttle is input to the system, the airspeed matches well for both frequency and amplitude.
As described in the previous subsection, a first order actuator model is assumed for the elevator and throttle dynamics. The elevator was assumed to have a 0.1 sec time constant, and the throttle was assumed to have a 0.33 sec time constant, since throttle dynamics are slower than control surface dynamics. An engine lag of 1 sec was also added to the system to increase the realism of the aircraft model.
C. Model Uncertainties
This section presents model uncertainties that are inherent in preliminary evaluation of an aircraft model. In general, a high fidelity nonlinear six degree-of-freedom model will not exist for a vehicle, and typically a parametric model is used to create a LTI state-space model. Stability and control derivatives are used to construct the state-space model according to the linearized equations of motion, using Taylor series expansions. The linearized equations of motion for both the lateral/directional and longitudinal axes are shown in Equation 8 and Equation 11, respectively.
As described previously in this section, it is assumed that the lateral/directional equations of motion and the longitudinal equations of motion are independent of each other.
The equations above can be rewritten in the state-space form of Equation 2, as shown in Equation 9.
By pre-multiplying both sides by the inverse of the 4x4 mass matrix on the left side of Equation 9, the result in Equation 10 is found.
The prime quantities in Equation 10 result from the collection of terms after pre-multiplying both sides by the inverse of the mass matrix. Each of these terms is associated with a stability derivative; for example, N β is a function of C n β , and Y δr is a function of C y δr . Because of limitations on preliminary modeling of aircraft, uncertainties exist for all of the stability and control derivatives used to create a state-space model. To obtain more accurate values for the derivatives, wind tunnel testing or flight testing is necessary. Table 2 outlines the importance of each stability derivative and the accuracy to which it can be predicted by preliminary modeling techniques. 25 The importance category in Table 2 represents the relative importance of each derivative, with 10 being most important and 1 least important. The accuracy category is the best accuracy that can be obtained by stability derivative prediction methods. Looking at Table 2 , it can be seen that control power derivatives are not included because data is not readily available for the uncertainty of these derivatives. Since the lateral/directional controller is based on roll angle, which is found from roll rate, the important control derivative for the autoland problem is C l δa . The uncertainty in C l δa was arbitrarily chosen to be 25%. Derivative Importance Accuracy
The linearized longitudinal equations of motion are shown in Equation 11.
Using the state-space from of Equation 2, the result in Equation 12 is found.
As with the lateral/directional state-space model, both sides are pre-multiplied by the inverse of the 4x4 mass matrix on the left side of Equation 12 to obtain the following.
After collecting terms following the pre-multiplying of both sides by the inverse of the mass matrix, the prime terms result, where each prime term is a function of a stability derivative; for example, M α is a function of C mα , and M δe is a function of C m δe . Due to the limitations in determining stability and control derivatives without wind tunnel or flight testing, there are uncertainties in each derivative. Table 3 shows the relative importance of each longitudinal derivative and the accuracy to which it can be estimated using preliminary methods.
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Ground effect primarily affects C Lα , and since the method for including ground effect is approximate, the uncertainty on C Lα is increased to ±25%. Because data does not exist for the control derivatives as mentioned above, the uncertainty values for the control derivatives are arbitrarily chosen. Since the throttle primarily controls airspeed, 25% uncertainty is added to C D δ T , and 25% uncertainty is added to C m δe because elevator is used to control pitch rate. 
IV. Digital Controller Synthesis
This section describes the digital PI controller and the digital QFT controller developed to control the aircraft during approach and landing. The control laws developed in this section will work with any guidance system as long as it provides precision approach data to the start of the flare. Both controllers will be designed using a Single Input Single Output (SISO) model, but simulated using a Multiple Input Multiple Output (MIMO) system. By using the full model in simulation, all of the system dynamics are included. Since each control can only command one output, the loops will be designed independently and refined as necessary to achieve the desired response. MATLAB/Simulink is used for control law synthesis and analysis. Both control law designs utilize direct digital design for a sampleddata system. A sampled-data system uses a discrete compensator to control a continuous plant. Since an aircraft is a continuous vehicle controlled by a digital computer, the sampled-data system design method is appropriate for this research. The first step is to determine a suitable sample frequency which will provide a good response, prevent aliasing, and be as small as possible, so as to not overload the processor. Since this controller will be implemented on a UAV with limited instrumentation, it is desired to have a slow sampling frequency because many of these vehicles have slower processors than larger vehicles. The sampling frequency is determined from the sampling theorem, which states that the frequency content of a signal can be recovered from its samples if the sampling frequency is at least twice the Nyquist frequency of the signal. The Nyquist frequency is the critical frequency at which aliasing starts to occur and is found from a plot of the plant eigenvalues. Figure 7 shows the lateral directional eigenvalues, which include a first order actuator with a 0.1 sec time constant. The lateral/directional eigenvalues are used because they lead to a higher Nyquist frequency than the longitudinal eigenvalues. By selecting the Nyquist frequency such that all eigenvalues of the system are contained within the primary strip, denoted by the dashed lines in the plot, aliasing can be prevented. From the figure, the Nyquist frequency was determined to be ω N = 2 rad/sec = 0.31 Hz. As described in the sampling theorem above, the sampling frequency should be twice the Nyquist frequency, which is ω s = 2ω N = 4 rad/sec = 0.62 Hz. This sampling frequency is very small for aircraft applications, and to recover amplitude content, the system must be sampled faster. To recover frequency and amplitude content and to ensure good performance of the controller, the sample frequency was chosen to be ω s = 10 Hz, which corresponds to a sample period of T = 0.1 sec. 27 This sampling frequency is small compared to other aircraft applications, but by designing a controller with a small sample frequency, the system will perform better if it is sampled faster.
Once the sample frequency is determined, the model is discretized using the z-transform, z = e sT , where s is the Laplace variable, and T is the sample period. Specifications for the control laws developed were determined from Reference 25 as well as the author's experience working with autopilots. Ramp inputs were given to avoid excessive control surface positions and rates, and control positions and rates were limited by the chosen gains to less than 10 deg and 15 deg/sec, respectively. The control laws should meet the requirements specified in MIL-F-9490D, which gives the controller requirements as well as specifying a gain margin of at least 6 dB and a phase margin of at least 45 deg 28 for all control loops. It is assumed that moderate turbulence will be the worst turbulence encountered, so the control laws are designed to be robust to moderate turbulence. To evaluate the robustness of each loop, a singular value plot will be used, with singular values plotted in solid blue lines and frequency boundaries plotted in dashed red lines. It is desired for the singular values plot to be above the low frequency boundary, but below the high frequency boundary. The low frequency specifications are defined as follows:
• Minimum singular value large
• Attenuation of low frequency disturbances by a factor of 0.25
• Slope at least -20 dB/decade
• Zero steady-state error
• Minimum crossover frequency of 0.1 rad/sec
• Maximum crossover frequency of 10 rad/sec
The high frequency specifications are defined to be:
• Maximum singular value small
• Linear model accurate to within 10% of actual plant for frequencies up to 2 rad/sec, where uncertainty grows without bound at 20 dB/decade thereafter:
where m(ω) is the multiplicative modeling discrepancy bound. After discretizing the system, z-plane root locus is used to design the PI controller. Control law design for the system is accomplished through sequential loop closures. Proportional-Integral control uses proportional gain to improve response time and integral gain to reduce steady-state error. The Figure 8 shows the general control law structure, and for sequential loop closures, the actuator and vehicle blocks are replaced by inner-loops. The switches shown before and after the controller represent the sampling of the signals. The sample is held constant using a zeroorder hold. Because the PI controller is a SISO controller and z-plane root locus is a SISO design tool, transfer functions were extracted for the various loops from the state-space models described in Section III.
Lateral/Directional Controller
Design of the lateral/directional approach control laws involves three sequential loop closures. The innermost loop is bank angle command and hold, followed by a heading hold and command loop, which is followed by a localizer tracker loop. Since the handling qualities of this aircraft are Level I for roll and Dutch roll modes, a roll damper and yaw damper are not of great consequence for this design, and are not included in this research. Using z-plane root locus and sequential loop closure, the bank angle command and hold loop was designed using a a proportional gain of K φ = 0.6, which leads to a gain margin of GM = 27.6 dB and a phase margin of P M = 67.4 deg. Using a proportional gain of K hdg = 1.1 the heading command and hold loop was designed with a gain margin of GM = 15.3 dB and a phase margin of P M = 68.2 deg. Plots of these inner-loops are not shown because the response of these loops will appear in the localizer tracker time history plots. The localizer tracker control law was developed by closing a loop around the heading command and hold loop. Due to the geometry of the localizer, as the aircraft gets closer to the runway, the course deviation becomes more sensitive. To account for this sensitivity, the localizer tracker gain is scheduled with slant range from the transmitter to prevent the controller from becoming unstable during the approach. The scheduled gain was selected to be K locsc = 0.0003 and the proportional gain is K locp = 1.0. Integral gain is not needed, except when crosswinds are present. To cancel the external disturbance, the integral gain is K loci = 0.002. The selected gains result in a gain margin of GM = 43.5 dB and a phase margin of P M = 20.9 deg. Although the phase margin is lower than the specifications, changing the gains results in poor performance, so the selected gains are used. The singular value plot shown in Figure 9 shows that the closed-loop system meets the high frequency specifications, but does not meet the low frequency specifications. Because the selected gains give good performance, the effect of not meeting the low frequency specifications will be analyzed further through simulations in Section V. The longitudinal controller consists of a pitch angle command and hold wrapped around a pitch damper inner-loop. The glideslope tracker and autoflare loops are wrapped around the pitch angle command and hold loop. The airspeed command and hold loop involves a single loop closure, which involves the aircraft engine dynamics and throttle as the control. The pitch damper was designed using a proportional gain of K q = 0.164, which results in a gain margin of GM = 28.4 dB and a phase margin of P M = inf deg. The pitch command and hold loop uses a proportional gain of K θ = 0.252 and a lead-lag filter with a lead constant of τ lead = 0.983 and a lag constant of τ lag = 0.0136. This controller leads to a gain margin of GM = 33.1 dB and a phase margin of P M = 69.6 deg. As with the geometry of the localizer tracker, as the aircraft approaches the transmitter, the deviation becomes more sensitive, so the glideslope tracker gain is scheduled with slant range as the aircraft approaches the runway to prevent the system from becoming unstable. The glideslope scheduled gain was determined to be K gssc = 0.003, the glideslope proportional gain was determined to be K gsp = 1.0, and the glideslope integral gain was determined to be K gsi = 0.01. These gains lead to a gain margin of GM = 24.9 dB and a phase margin of P M = 8.62 deg. The low phase margin is acceptable because the selected gains give good performance for the glideslope tracker. To evaluate the robustness of the control law developed, a singular values plot was constructed as shown in Figure 10 . This plot shows that the glideslope tracker satisfies the high frequency requirements, but not the low frequency requirements. The selected gains show good performance and will be used. The robustness will be analyzed further through simulations. The automatic flare control law wraps an additional loop around the pitch command and hold loop, which is transitioned to from the glideslope tracker at the flare height. After the transition, the trajectory described in Section II is followed to the runway. Gains were selected using z-plane root locus and were chosen to minimize touchdown velocity and range traveled during flare. The automatic flare controller uses proportional gain, which was chosen to be K f lare = 7.0, and a lead-lag filter with a lead constant of τ lead = 0.91 and a lag constant of τ lag = 0.0697. The resulting gain margin is GM = 18.7 dB and the resulting phase margin is P M = 69.7 deg. A singular value plot as shown in Figure 11 is used to analyze the robustness of the control law developed, which shows that the autoflare control law meets both the low and high frequency specifications. As with the glideslope and localizer tracker loops, the robustness of the autoflare loop will be analyzed further in Section V.
Longitudinal Controller
Airspeed command and hold is critical for the autoland system because it controls the speed of the aircraft during the approach and flare. If the airspeed becomes too low, the aircraft can stall and most likely lead to a crash due to the close proximity of the aircraft to the ground. If the airspeed is too great, the aircraft could have problems tracking the glideslope and upon reaching the flare maneuver, the aircraft will either land with a speed to great for landing or the aircraft will float down the runway and possibly run off the end of the runway. Airspeed control is obtained by regulating airspeed using throttle. For realistic throttle dynamics, a first order actuator with a 0.33 time constant was used instead of a 0.1 time constant, which is used for the control surfaces. An engine lag of one second was added to increase the realism of the model. Airspeed command and hold requires both rate and position feedback of the velocity, which is not a problem since most aircraft measuring devices measure acceleration and velocity. The proportional gain was chosen as K up = 0.025, the integral gain was selected to be K ui = 1.0, the airspeed feedback gain was chosen to be K u f b = 1.0, and the acceleration feedback gain was chosen to be Ku f b = 5.0. The selected gains lead to a gain margin of GM = 21.3 dB and a phase margin of P M = 59.6 deg. The gains were selected such that the throttle position remains between idle (0%) and full power (100%) and throttle rate is less than 10%/sec.
Based on the results of this section, a proportional-integral controller has been developed for approach and landing that provides good performance. The performance and robustness studies will be presented in Section V. The next section describes the design of the QFT controller.
B. Quantitative Feedback Theory Controller
Quantitative Feedback Theory is a robust control design technique that uses feedback to achieve responses that meet specified specifications despite structured plant uncertainty and plant disturbances. This technique has been applied to many classes of problems such as Single Input Single Output (SISO), Multiple Input Single Output (MISO) and Multiple Input Multiple Output (MIMO) for both continuous and discrete cases. For this research, a SISO system is assumed for control law design and sequential loop closures are utilized as with the proportional-integral controller. Consider the block diagram of Figure 12 . The objective of this design technique is to synthesize G(z) and F (z), such that the output, y satisfies the desired performance specifications for a reference input, r, for all plants in the set P . The QFT design procedure can be summarized by the following list: Using the list above as a guideline, each loop of the automatic flare system is designed using the QFT technique. When using sequential loop closure with QFT, most of the uncertainty lies in the inner-loops of the system, and after a suitable controller is designed, outer-loops are subject to the same amount if not less uncertainty. The design details of the outer-loops are not described in as much detail as the inner-loops because the procedure followed is similar for all loops. The QFT Toolbox is used for creating bounds and designing the control laws. The bank angle command and hold serves as the inner-loop for the lateral/directional controller. The set of plants that cover the range of structured parametric uncertainty were determined using the analysis on model uncertainties in Section III. The nominal plant is chosen as original model determined using OKID without any errors included. The plant templates were determined by plotting the frequency response of every possible combination of stability and control derivative uncertainties, and using the boundary of these responses. Six frequencies were used for the design, ω = [0.1, 0.5, 2, 5, 15, 30] rad/sec. The templates obtained using these different frequencies are shown in Figure 13 .
The tracking models were determined using a set of specifications based on a unit step response. The rise time should be between 3 sec ≤ t r ≤ 5 sec and the overshoot should be less than 20%. Using this criteria, the transfer functions for T R L and T R U were determined to be as shown in Equation 15 . To help with the design of the pre-filter, it is common to add a pole to the lower tracking model and a zero to the upper tracking model, which do not affect the time history responses, but increase the separation between the upper and lower models on a Bode magnitude plot as frequency increases. After adding the additional pole and zero, the resulting tracking models are shown in Equation 16 . Figure 14 shows the time response of the upper and lower tracking models as well as a Bode magnitude plot for the original models and the augmented models. The original models are shown as blue dashed lines and the augmented models are shown as red solid lines. As seen from the figure, the augmentation does not significantly affect the time response or the desired specifications, but it does cause the separation between the Bode magnitude plots to increase as frequency is increased. For this design, disturbance rejection will not be included because it was found that including disturbance rejection requirements results in large gains that exceed control position and rate limits, and adequate disturbance rejection is provided by meeting the tracking requirements. The stability margin is determined based on the desired gain margin and phase margin for all plants in the set P . For this problem a stability margin of SM = 1.2 was used, which leads to a gain margin of GM = 5.3 dB and a phase margin of P M = 49.3 deg using Equation 17 .
Using the QFT toolbox, the bounds and stability margins are plotted on a Nichols chart for each frequency value as shown in Figure 15 . Using these bounds, the nominal loop transfer function, L 0 should pass below and to the right of the oval bounds (stability bounds) and should be above the line bounds (tracking bounds) at that specific frequency. Figure 16 As seen in the figure, including the controller G(z) does not meet the specifications for ω = 0.1 rad/sec, but this specification is a tracking specification which will be addressed by the pre-filter. The design of the pre-filter involves shaping the loop transfer function Bode magnitude plot. Shown in Figure 17 shows the loop transfer function Bode magnitude plot with and without the pre-filter included. Equation 19 shows the pre-filter as designed for the bank angle command and hold loop. To validate the controller and pre-filter, the response to a step input is shown in Figure 18 as well as a Bode magnitude plot to show that G(z) and F (z) meet the specifications for all plants in P . As seen in the figure the responses do not all meet the specifications, but it is assumed that the controllers are adequate. The dashed magenta line shows the response of the nominal loop transfer function. Further evaluation of the control laws is described in Section V.
Using the closed-loop transfer functions from the bank angle command and hold loop, the heading command and hold loop was designed in a similar manner. A stability margin of SM = 1.2 and the tracking requirements were a rise time between 3 sec ≤ t r ≤ 5 sec and the overshoot should be less than 10%. Using these specifications the controller and pre-filter were designed as shown in Equation 20 . Because of the robustness designed into the bank angle command and hold loop, the heading command and hold loop required only a single gain for adequate performance and robustness.
The localizer tracker is designed using the closed-loop heading command and hold transfer functions using the procedure described above. Since the localizer control loop is a regulator loop (it is desired for the localizer deviation to approach zero) the reference input is zero, thus designing a prefilter is not necessary and tracking bounds are not included in the design. Equation 21 shows the designed controller for the localizer tracker loop. As with the PI controller, the QFT localizer controller is scheduled with range to prevent the system from going unstable as the aircraft approaches the runway. To analyze the QFT controller, a singular values plot is used as shown in Figure 19 . As seen from the figure, the localizer tracker does not meet the disturbance rejection requirement. The effect of not meeting this requirement will be analyzed further through simulations in Section V. The longitudinal controller is designed similar to the PI controller using the same procedure followed for the lateral/directional controller. A detailed description of the pitch angle command and hold loop is presented, followed by the design of the outer loops. Unlike the proportional-integral controller, the QFT design does not include a pitch damper because it was determined to be unnecessary for this design. The pitch angle command and hold loop will be used as the inner-loop for the glideslope tracker and the autoflare control loops. The airspeed command and hold loop will be designed independently of the pitch angle command and hold loop using the QFT technique.
Section III describes the model uncertainty present in the aircraft model, and Figure 20 shows the plant templates. The nominal plant is chosen as the aircraft model without errors included, that is, the original model determined using OKID. The tracking models used for the pitch angle command and hold loop are the same as the tracking models used for the bank angle command and hold loop with the rise time should be between 3 sec ≤ t r ≤ 5 sec and the overshoot should be less than 20%. These models, shown in Equation 22 are augmented in the same way as the bank angle command and hold tracking models to help with the desgin of the pre-filter. The stability margin was chosen to be SM = 1.2, which leads to a gain margin of GM = 5.3 dB and a phase margin of P M = 49.3 deg. (22b) Figure 21 shows the bounds for the pitch angle command and hold loop as well as the design of the controller shown in Equation 23 . Disturbance bounds are not included because using these bounds leads to a controller which drives the controls to excessive positions and rates that exceed the specifications for the system. Section V shows that the tracking bounds included in the design provide adequate robustness to disturbances for this problem. After designing the controller, the pre-filter was designed to be as shown in Equation 19 . Figure 22 shows the Bode magnitude plots for the tracking bounds with and without the pre-filter included. As seen in the figure, the pre-filter leads to a design which meets the specifications. To validate the designed controller and pre-filter, Figure 23 shows time history plots to a unit step input as well as Bode magnitude plots for the plants in P . The dashed magenta line shows the nominal response.
The figure shows that the specifications are met, and thus the controller should have adequate performance and robustness. Using the pitch command and hold loop as the inner-loop, the glideslope tracker is designed in a similar manner. Like the localizer tracker, the glideslope tracker is a regulator loop since it is desired for the glideslope deviation to approach zero. Tracking bounds and a pre-filter are not included in the design of the glideslope tracker since the reference input is zero, and the control laws are scheduled with range to prevent the instability in the system as the aircraft approaches the runway. The stability margin was chosen to be SM = 1.2, leading to the same gain and phase margin as the pitch attitude command and hold loop. Equation 25 shows the controller designed for the glideslope tracker. Figure 24 shows the singular values plot for the glideslope tracker. As seen in the figure, the controller developed for the glideslope tracker meets the requirements with the exception of the disturbance rejection requirement. The effect of the disturbance rejection will be further tested through simulation in Section V. The automatic flare loop uses the same inner-loop as the glideslope tracker. Due to the presence of ground effect and the uncertainty associated with ground effect, a stability margin of SM = 1.1 is used, which leads to a gain margin of GM = 5.6 dB and a phase margin of P M = 54.1 deg using Equation 17 . The tracking specifications for the autoflare loop were determined to be a rise time between 5 sec ≤ t r ≤ 7 sec, and an overshoot less than 10%. Using this criteria, the transfer functions for T R L and T R U were determined to be as shown in Equation 26 . Figure 25 shows the singular values plot for the automatic flare control loop. This figure shows that the autoflare control laws designed with QFT meets the specifications. Further analysis is conducted using simulations as for the glideslope and localizer control laws.
The airspeed command and hold loop is designed in a similar manner as the pitch command and hold loop. A stability margin of SM = 1.2 is used, and the tracking requirements are a rise time between 13 sec ≤ t r ≤ 20 sec, and an overshoot less than 10%. The transfer functions for T R L and T R U are shown in Equation 28 . Using the tracking bounds and stability bounds, the controller was designed as shown in Equation 29 . A pre-filter was not needed for the airspeed command and hold loop.
Using the designed controller, the closed-loop gain margin was found to be GM = 27.9 dB and the closedloop phase margin was found to be P M = 98.7 deg, both of which meet the specifications. Based on the results of this section, it can be concluded that the QFT controller will provide adequate performance and robustness comparable to the PI controller for the automatic landing problem. Further studies are presented in the next section through simulations.
V. Simulation Results
This section presents results from a non real-time simulation in which the objective is to show time history responses of the automatic landing system as well as to evaluate the performance and robustness of the control laws developed. Simulations and Monte Carlo simulations are presented for both the PI controller and the QFT controller. For this paper "good" performance is assumed to be meeting the specifications for the nominal plant, and "good" robustness is assumed to be meeting the specifications with model uncertainties or turbulence present.
The aircraft is initially placed outside of the maximum deviation of the localizer on a heading that provides a 45 deg intercept angle, 6 nm from the runway, and flying straight and level at an altitude below the glideslope. The initial airspeed is the approach airspeed of 90 knots (151.90 ft/sec) and is maintained throughout the approach until reaching the flare maneuver. After intercepting the glideslope at a range of 4 nm, it is tracked until the flare height. After reaching the flare height, the throttle is reduced and the flare maneuver is executed. A 6 nm localizer intercept and 4 nm glideslope intercept represents a worst case approach since this is the closest to the runway that a localizer and glideslope interception would take place. These simulations assume the winds are aligned with the runway, which is validated by the fact that airplanes typically land into the wind. Crosswind landings are a daunting task for a controller and are beyond the scope of this paper.
As the aircraft descends toward the ground, the trailing vortex development is disrupted by the ground, which tends to increase the upwash on the wing surface such that the lift coefficient, C L , is increased and the induced drag coefficient, C Di , is decreased. It is assumed that the decrease in drag is small, and thus the focus of the ground effect modeling will be centered on the increase in lift. This increase in lift can be viewed as an increase in the aircraft lift curve slope, C Lα , and a decrease in the zero-lift angle-of-attack, α 0 . From Reference 31, the change in α 0 can be approximated by Equation 30 .
In Equation 30 , t c is the thickness ratio of the aircraft, and h c is the aircraft height above the ground normalized by the mean aerodynamic chord. The increase in C Lα can be expressed as shown in Equation 31 .
In Equation 31, Λ c/2 is the mid-chord sweep angle and AR ef f is the effective aspect ratio, which can be approximated from Figure 26 . From Figure 26 , the horizontal axis is aircraft height above the ground normalized by the wingspan of the aircraft, and the vertical axis is the ratio between the aircraft aspect ratio and the effective aspect ratio of the aircraft when it is in ground effect. The curve in the figure can be approximated by Equation 32 .
(32) One focus of this paper is to analyze the robustness of the control laws to wind and turbulence. Turbulence is added to the system using the Dryden Wind Turbulence block of the MATLAB Aerospace blockset.
32 This model uses the Dryden spectral representation to add turbulence to the model by passing band-limited white noise through forming filters as defined in MIL-STD-1797A. 33 The turbulence is then added as an exogenous input to the aircraft. Moderate turbulence is used since it is assumed this will be the worst turbulence encountered. Monte Carlo simulations are also presented for model uncertainties as defined by Section III and turbulence as defined in Reference 28.
Lateral/Directional Control Laws
The lateral/directional simulations are presented for only the localizer. Since this is the outermost loop, the inner-loop response characteristics are displayed through the outer-loop. Figure 27 shows localizer time history plots for the nominal plant for both still air and turbulent air cases. As seen in the figure, the localizer intercepts and tracks to the runway with good performance for both the still and turbulent cases, while keeping the control position and control rates within the specifications. To test the robustness of the localizer tracker control laws, two Monte Carlo simulations are used. The first simulation tests the robustness of the controller to turbulence, and the second simulation tests the controller robustness to model uncertainties. To test the turbulence robustness of the localizer control laws, the nominal plant is simulated through a range of wind values starting at a 10 knot tailwind to a 25 knot headwind using a uniform distribution with 500 samples. A uniform distribution is used to cover the entire wind spectrum, and the 2σ cross distance from the runway centerline at touchdown should be less than 27 feet as defined in Reference 28. Figure 28 shows the cross distance at touchdown for each wind speed tested, and the dashed red lines show the cross distance required to meet the specifications of Reference 28. From the simulations, the average cross distance is -4.35 ft with a standard deviation of 10.83 ft, which meets the specifications. Based on this simulation, it is concluded that the localizer control laws are robust to turbulence.
The model uncertainty robustness is tested for still air and turbulent air using the model uncertainties described in Section III. For the PI controller in still air, the PI controller successfully landed within 27 feet of the runway centerline for 100% of the cases. The average cross distance was found to be 0.212 ft with a standard deviation of 0.03 ft. To test the model uncertainty of the control laws in turbulent air, moderate turbulence is used in the same manner as for the nominal plant described above. During turbulent air cases, the PI control laws landed within the specifications 14% of the time, with an average cross distance of 0.62 ft and a standard deviation of 120.6 ft. From these results, the localizer PI controller is robust to model uncertainties in still air but not robust when moderate turbulence is present.
Longitudinal Control Laws
Glideslope and autoflare control laws simulations are presented in this section, starting with the glideslope. To evaluate the glideslope tracker, the aircraft is initially flying level and intercepts the glideslope 4 nm from the runway. The plots in Figure 29 show the glideslope response for still air and turbulent air cases using the nominal plant. As seen in the plots, the glideslope tracker performs well for both the nominal case and the case with turbulence. To evaluate the robustness of the glideslope control law to turbulence, a Monte Carlo simulation was conducted with 500 simulations, and altitude error is plotted against wind speed as shown in Figure 30 . The altitude error plotted is the difference between the altitude at the runway threshold and the flare height. According to Reference 28, the glideslope control laws should maintain the aircraft within 12 feet of the glideslope centerline to a distance of 100 feet above the ground. Since the glideslope tracker is used to a distance of approximately 20 feet above the ground, the glideslope tracking requirement is decreased to a 2σ altitude error within 5 feet of glideslope centerline. The turbulence robustness simulation results for the glideslope tracker are shown in Figure 30 . As seen in the plot, the altitude error is less than one foot for all cases run, and the average altitude error was found to be 0.5 ft with a standard deviation of 0.73 ft. This result shows excellent robustness to turbulence for the glideslope tracker using the nominal plant.
The model uncertainty robustness simulations result in a 100% success rate with an average altitude error of -0.211 ft and a standard deviation of 0.138 ft in still air. When tested with turbulent air, the glideslope control law resulted in a successful approach 42% of the cases with an average altitude error of 8.3 ft and a standard deviation of 5.6 ft. Based on these simulations, the glideslope control law is robust to model uncertainties in still air but when turbulence is present, the controller is not robust to model uncertainties.
To simulate the autoflare control law, the aircraft tracks the glideslope to the flare height of h f lare = 17.47 ft, and then the flare maneuver is executed. At the flare height, the throttle is reduced to decrease the airspeed to a value just above the stall speed of the aircraft, which is 68 knots (114.77 ft/sec) in the landing configuration. Figure 31 shows time history responses of the autoflare nominal loop for still and turbulent cases. According to Reference 28, the distance the aircraft travels during the flare should be less than 1500 feet, and Reference 21 states that the vertical velocity at touchdown should be greater than -6 ft/sec for a smooth landing. A soft landing is considered to be a landing with a vertical speed between 0 ft/sec and -6 ft/sec, a hard landing is a landing with a vertical speed between -6 ft/sec and -10 ft/sec, and a damage landing is a landing with a vertical speed less than -10 ft/sec. To prevent from stalling before touchdown, the speed of the aircraft should be greater than the stall speed, which for the aircraft simulated is 68 knots (114.77 ft/sec). The pitch attitude angle of the aircraft should be greater than the resting pitch attitude angle of the aircraft when the vehicle is resting on the ground, which for the aircraft used is -2 deg. For this research, each of the specifications above should be met for 2σ. As seen in the plots of Figure 32 , the autoflare control law successfully lands the aircraft and meets all requirements.
The Monte Carlo simulation for turbulence, as shown in Figure 32 , show that the control laws provide a smooth touchdown in the presence of turbulence for all cases considered. The touchdown vertical velocity average was -0.33 ft/sec with a standard deviation of 0.13 ft/sec. The average speed of the aircraft was 139.0 ft/sec with a standard deviation of 1.01 ft/sec. The average range traveled during the flare was 526 ft with a standard deviation of 80.4 ft. The average pitch attitude angle at touchdown was 0.53 deg with a standard deviation of 0.35 deg. These simulations show good robustness to turbulence for the nominal plant.
Testing the model uncertainty of the autoflare control laws resulted in 100% successful landings with an average touchdown vertical speed of -0.73 ft/sec and a standard deviation of 0.26 ft/sec for the case with still air. The distance traveled during the flare range was found to have an average of 421 ft with a standard deviation of 57 ft. The average pitch attitude angle at touchdown has an average of 1.7 deg with a standard deviation of 0.21 deg, and the average speed of the aircraft is 140.9 ft/sec with a standard deviation of 0.95 ft/sec. When tested in turbulent air, 16% of the cases were soft landings, 16% were hard landings, and 67% were damage landings. The average vertical speed was -15 ft/sec with a standard deviation of 9.3 ft/sec. The average distance traveled during the flare was 109 ft with a standard deviation of 278 ft. The average pitch attitude angle was -5.4 deg with a standard deviation of 9.4 deg. The average speed of the aircraft at touchdown was 151.2 ft/sec with a standard deviation of 6.67 ft/sec. From the model uncertainty robustness simulations, the autoflare control law is robust to model uncertainties when in still air, but is not robust to model uncertainties when moderate turbulence is present.
The simulations presented in this section show that the control laws designed using the PI technique provide good performance and are robust to turbulence for the nominal plant, but only robust to model uncertainties when turbulence is not present. As turbulence increases, the robustness of the control laws to model uncertainties decreases significantly. The next section presents the simulation results for the quantitative feedback theory controller.
B. Quantitative Feedback Theory Simulation Results
The QFT controller is simulated in the same manner as the PI controller presented above. The same initial conditions and requirements are used for the QFT controller as the PI controller to compare the two methods equally. The next section presents the results from the lateral/directional control laws, followed by the longitudinal control laws.
Lateral/Directional Control Laws
As with the PI controller, the localizer control laws are the control laws shown in this section because the responses of the inner-loops are shown through the performance of the outer-loop. The nominal plant response is shown for still and turbulent cases in Figure 33 , which shows that the control laws successfully intercept and track the localizer without exceeding control positions or rates. The results from the turbulence Monte Carlo simulation for the localizer is shown in Figure 34 . Of the simulations conducted, 96.2% met the specifications for cross distance. The average cross distance was -1.33 ft with a standard deviation of 11.56 ft, which meets the specifications for localizer cross distance, indicating the localizer is robust to turbulence.
The model uncertainty showed a cross distance of less than 27 ft 100% of the cases for still air with an average cross distance of 2.6e-4 ft and a standard deviation of 1.6e-5. When testing in turbulent air, the simulations show a 70% rate of success for a cross distance less than 27 ft. The average cross distance was -15.4 ft and the standard deviation was 31.9 ft. Although these simulations for model uncertainties in turbulence do not meet the specifications, the results are a significant improvement over the PI controller.
Longitudinal Control Laws
The longitudinal control laws are presented first for the glideslope, followed by the automatic flare control laws. Figure 35 shows that the glideslope control laws provide good performance and meet the specifications for the nominal plant in still and turbulent cases. The model uncertainty simulations show 100% of cases in still air meet the 5 ft altitude error specification with an average error of 0.1 ft and a standard deviation of 0.3 ft. When tested in turbulent air, the glideslope controller results in a successful approach to within 5 ft altitude error 88% of the time. The average altitude error was 2.2 ft with a standard deviation of 2.1 ft, showing a significant improvement over the PI controller. From these simulations, the glideslope controller provides good performance for the nominal plant, and shows good robustness to turbulence for the nominal plant as well as insensitivity to model uncertainties for still air. As the turbulence increases, the robustness to model uncertainty decreases but still provides an acceptable level of robustness.
The automatic flare controller nominal plant simulations are shown in Figure 37 for still air and turbulent air. These plots show that the control laws for autoflare provide good performance and a smooth, safe touchdown for still and turbulent cases.
The turbulence Monte Carlo simulations in Figure 38 show that 99.6% of the landings were soft landings, 0.4% of the landings were hard landings, and 0% were damage landings. The average touchdown vertical velocity for the automatic flare was -0.52 ft/sec with a standard deviation of 0.91 ft/sec, and the average touchdown range was -669 ft with a standard deviation of 223 ft; thus, the automatic flare control laws are robust to turbulence for the nominal plant.
The model uncertainty simulations show that the autoflare control laws successfully meet the specifications 100% of the cases in still air. The average touchdown vertical velocity was -0.14 ft/sec with a standard deviation of 0.02 ft/sec. The average distance traveled during the flare was found to be 923 ft with a standard deviation of 150 ft. The mean pitch attitude angle at touchdown was found to be 0.6 deg with a standard deviation of 0.06 deg. When turbulence is included, the simulations show 97% were soft landings, 1% were The simulations for the QFT controller show that this design technique is as capable as the PI controller for an approach and landing controller with comparable performance, and the QFT controller shows better robustness to turbulence and model uncertainties. The next section presents a comparison of the two controllers developed for approach and landing.
C. Controller Comparison
This section presents a comparison between the PI and QFT controllers for robustness. Both controllers show good performance and the performance of the QFT controller is comparable to the PI controller. A summary of the controller simulation requirements are shown below. Each value shown represents the 2σ number for each specification.
• Localizer cross distance, d cross , less than 27 ft
• Glideslope altitude error, ALT error , less than 5 ft
• Autoflare vertical speed at touchdown, V S T D , greater than -6 ft/sec for soft landing and greater than -10 ft/sec for hard landing
• Autoflare flare distance traveled, d f lare , less than 1500 ft
• Autoflare aircraft speed at touchdown, V T D , greater than stall speed (114.77 ft/sec)
• Autoflare aircraft pitch attitude angle, θ T D , greater than -2 deg Tables 4 through 6 shows the statistics from the turbulence Monte Carlo simulations for the localizer, glideslope, and autoflare controllers, respectively. The previous tables show that the PI and QFT controllers both show good robustness to turbulence for the nominal plant. The numbers show that the PI and QFT controller offer comparable robustness to turbulence. Tables 7 through 9 show the model uncertainty simulation results for both controllers. From the model uncertainty tables, the PI and QFT controllers both provide good robustness to model uncertainties when in still air, but with turbulence, the robustness of the QFT controller is significantly better than the PI controller.
VI. Conclusions
This paper has developed control laws using the proportional-integral technique and the quantitative feedback theory technique for the approach and landing phase of flight for a light twin engine aircraft, the dynamics of which are representative of a medium size unmanned aerial vehicle. The aircraft model was determined using system identification and verified by comparing responses of the actual dynamics to the identified model. Using proportional-integral and quantitative feedback theory direct digital design, controllers were developed for the localizer and glideslope tracker, and automatic flare, as well as the innerloops associated with each of these. From the results of this paper, it is concluded:
For the localizer, glideslope, and automatic flare loops, both the proportional-integral and quantitative feedback theory controller provide good performance and meet the specifications for the nominal plant in still air and in turbulent air, meeting all specifications 100% of the time. Both controllers show similar performance and the results were not significantly different.
Both controllers show good robustness to turbulence for the nominal plant, meeting the specifications for wind speeds from a 10 knot tailwind to a 25 knot headwind 100% of the time for the proportional-integral controller and 99.6% of the time for the quantitative feedback theory controller. For turbulence robustness, the two controllers offer equivalent levels of robustness.
The proportional-integral and quantitative feedback theory controllers both show good robustness to model uncertainties in still air, meeting the specifications 100% of the time, but in turbulent air, the quantitative feedback theory controller provides significantly better robustness. For the localizer, the quantitative feedback theory controller meets the specifications 70% of the time versus 14% of the time for the proportional-integral controller. The glideslope quantitative feedback theory controller meets the specifications 88% of the time versus 42% of the time for the proportional-integral controller. The automatic flare quantitative feedback theory controller provides soft landings 97% of the time versus 16% of the time for the proportional-integral controller.
Based on the results of this paper, the quantitative feedback theory controller offers comparable performance as a proportional-integral controller. The two controllers offer comparable levels of turbulence robustness, but the quantitative feedback theory controller offers better robustness to model uncertainties, primarily when turbulence is present.
To extend this work, crosswinds will be examined to determine how well the control laws can handle the wind not aligned with the runway. Various approach types will also be evaluated, along with instrumentation required, to find suitable methods for which to guide the vehicle to the runway. Combining the proportionalintegral and quantitative feedback theory controllers should also be examined, using proportional-integral for the inner-loops and quantitative feedback theory for the outer-loops, or use quantitative feedback theory for the inner-loops and proportional-integral for the outer-loops.
