Servidor web de butxaca. Part II by Hornero de la Torre, María Gloria
TREBALL DE FI DE CARRERA
T´ITOL DEL TFC : Servidor Web de Butxaca. Part II
TITULACI ´O: Enginyeria Te`cnica de Telecomunicacio´, especialitat Telema`tica
AUTOR: Maria Gloria Hornero de la Torre
DIRECTOR: Lluı´s Casals Iban˜ez
DATA: 8 d’octubre de 2008
Tı´tol : Servidor Web de Butxaca. Part II
Autor: Maria Gloria Hornero de la Torre
Director: Lluı´s Casals Iban˜ez
Data: 8 d’octubre de 2008
Resum
Amb l’e`xit d’Internet, la famı´lia de protocols TCP/IP s’han convertit en protocols esta`ndards
per a les comunicacions a Internet, pero` per a molts usuaris, els protocols de transport
TCP/IP, no so´n suficient, ja que necessiten un protocol de transport nou que supleixi totes
les deficie`ncies que presenten la famı´lia de protocols TCP/IP, a me´s, cada cop els usuaris
demanen me´s dispositius amb connectivitat a Internet i amb dimensions molt reduı¨des.
Per tant, l’objectiu d’aquest projecte e´s implementar un nou protocol de transport a una
pila de protocols TCP/IP caracteritzada per haver estat implementada per funcionar en
microcontroladors de 8 i 16 Bits. Aquest protocol e´s SCTP, un nou protocol de transport,
nascut amb la idea principal de fusionar els avantatges dels protocols TCP i UDP, donant
com a resultat un protocol de transport robust i fiable.
Aquest treball s’estructura en dos grans blocs:
Un primer bloc on es tracten d’una forma teo`rica els temes que s’han considerat claus e
importants per entendre com s’ha dut a terme la implementacio´ del protocol SCTP. En
aquest bloc es fa una introduccio´ al mo´n dels microcontroladors, un breu estudi sobre les
piles de protocols TCP/IP per microcontroladors, un estudi me´s exhaustiu sobre la pila
de protocols TCP/IP uIP per dur a terme la implementacio´ del protocol SCTP i un estudi
sobre el protocol de transport SCTP.
En el segon i u´ltim bloc, s’explica com s’ha dut a terme la implementacio´ del protocol de
transport SCTP, a la pila de protocols TCP/IP escollida, aixı´ com s’ha portat el codi font al
microcontrolador PIC18F452. Tambe´ s’esmenten tant les eines hardware com software
que s’han utilitzar per dur a terme tot el projecte.
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Overview
Internet’s success has converted the TCP/IP protocols family into a standard protocols for
Internet comunications, but for most users, it is not enough with TCP/IP. Users requires
reduced dimensions devices with Internet connectivity and a new transport protocol that
fixes TCP/IP’s deficiencies. SCTP is this new transport protocol, developed with the
idea of merge the TCP and UDP advantages resulting in a robust and reliable transport
protocol.
This document is structured into two blocks:
In the first block, it is discussed in a theoretic form the most important themes for
understanding how the implementation of the SCTP transport protocol is done. In this
block an introduction to the microcontroller’s world is done, also a brief study of the
microcontroller’s TCP/IP stack, an exhaustive study about the TCP/IP stack selected for
the work and finally, a study about the SCTP transport protocol.
In the second and finally block, it is explained how is done the implementation of the SCTP
transport protocol into the TCP/IP stack selected for this work. Also there is a mention of
the hardware and software tools that have been used to perform the project.
‘‘Ningu´ no sap del que e´s capac¸ fins que ho intenta’’ Publio Sirio
Aquest treball el dedico a totes aquelles persones que mai no han deixat de creure en mi.
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1INTRODUCCI ´O
Amb l’e`xit d’Internet, la famı´lia de protocols TCP/IP s’han convertit en protocols esta`ndard
per a les comunicacions a Internet, pero` per a molts usuaris TCP/IP no e´s suficient, ja que
necessiten un protocol de transport nou que supleixi totes les deficie`ncies que presenta
la famı´lia de protocols TCP/IP, a me´s, cada cop els usuaris demanen me´s dispositius amb
connectivitat a Internet i amb dimensions molt reduı¨des. El protocol SCTP, e´s un protocol
de transport nou, nascut amb la idea principal de fusionar els avantatges dels protocols
TCP i UDP, donant com a resultat un protocol robust i fiable.
Tenir un servidor web en un dispositiu de petites dimensions juntament amb un protocol
de transport so`lid en quant a atacs malintencionats, e´s una proposta molt interessant
per a usuaris que per exemple, volen tindre emmagatzemada qualsevol tipus d’informacio´
privada referent al seu habitatge domo`tica, a me´s de poder accedir-hi des de qualsevol
lloc per consultar o canviar alguna dada.
Inicialment, l’objectiu principal d’aquest projecte era fer una pila de protocols TCP/IP per
a microcontroladors pero` despre´s de fer un estudi sobre les diferents piles de protocols
TCP/IP per a microcontroladors que existeixen avui dia al mercat, es va decidir concentrar
el treball en completar una de les piles de protocols TCP/IP. Per tant, l’objectiu final e´s
escollir una de les piles de protocols TCP/IP per a microcontroladors que es troben al
mercat i completar-la amb un protocol me´s de transport, el protocol de transport SCTP.
Despre´s de fer un breu estudi sobre les caracterı´stiques existents en piles TCP/IP per a
microcontroladors, es va decidir afegir el protocol de transport SCTP a la pila de protocols
TCP/IP uIP i provar el seu funcionament en un microcontrolador.
Una de les feines inicials del projecte ha estat, familiaritzar-se amb una serie de temes que
estaran presents durant tot el treball, aquesta feina queda plasmada als primers capı´tols
de la memo`ria. Al primer es fa una introduccio´ al mo´n dels microcontroladors aclarint una
se`rie de termes i caracterı´stiques sobre els microcontroladors que es trobaran durant tot el
treball. Al segon capı´tol es parla sobre les piles de protocols TCP/IP per a microcontrola-
dors de 8 a 16 bits. En aquest capı´tol s’expliquen les caracterı´stiques que fan especials a
aquest tipus de piles de protocols i un estudi sobre algunes piles de protocols TCP/IP que
es poden trobar avui dia al mercat. Al segu¨ent capı´tol, es parla me´s a`mpliament de les
caracterı´stiques de la pila de protocols TCP/IP escollida per a la realitzacio´ del projecte; la
pila uIP. Un cop queden aclarits els primers temes, es passa a abordar un tema clau en la
realitzacio´ del projecte, el protocol de transport SCTP. En aquest capı´tol s’esmenten entre
d’altres coses les seves caracterı´stiques me´s importants.
Despre´s d’haver-se familiaritzat amb els temes que estaran presents durant tot el treball,
s’explica com s’ha dut a terme la implementacio´ del protocol STCP a la pila uIP, i com
s’ha portat tot el codi font al microcontrolador escollit, per provar el funcionament de la
pila de protocols TCP/IP amb el nou protocol de transport SCTP. Finalment s’expliquen
les conclusions que s’han tret durant l’execucio´ d’aquest projecte.
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CAP´ITOL 1. INTRODUCCI ´O AL M ´ON DELS
MICROCONTROLADORS
1.1. Introduccio´
Per comenc¸ar aquest Treball Final de Carrera, es fara` una breu introduccio´ al mo´n dels mi-
crocontroladors, ja que un cop feta la implementacio´ del protocol SCTP a la pila uIP, aquest
sera` passat a un microcontrolador PIC18F452. S’ha de tindre clar quines caracterı´stiques
tenen els microcontoladors, ja que les seves caracterı´stiques, ajudaran a entendre millor
les virtuts que ofereixen les piles de protocols TCP/IP, implementades per funcionar en
aquest tipus de dispositius. Tambe´, aclarir quines caracterı´stiques te´ el microcontrolador
PIC18F452 per saber com s’ha d’implementar el codi.
1.2. Definicio´ de Microcontrolador
Els microcontroladors so´n computadores digitals integrades en un xip, compten amb: un
microprocessador o unitat de processament central (CPU), una memo`ria per emmagatze-
mar dades i ports d’entrada-sortida. A difere`ncia dels microprocessadors, com els que s’u-
tilitzen en ordinadors, els microcontroladors so´n unitats autosuficients i me´s econo`miques.
El seu funcionament esta` determinat pel programa emmagatzemat en la seva memo`ria.
Aquest pot estar implementat en diferents llenguatges de programacio´. A me´s, una carac-
terı´stica important, e´s que la majoria dels microcontroladors actuals poden reprogramar-
se.
Per les caracterı´stiques esmentades i la seva alta flexibilitat, els microcontroladors so´n
a`mpliament utilitzats com el cervell d’una gran varietat de sistemes embebits que contro-
len ma`quines i components de sistemes complexos, com aplicacions industrials d’auto-
matitzacio´ i robo`tica, domo`tica, equips me`dics i sistemes aeroespacials, entre d’altres.
1.3. Caracterı´stiques dels Microcontroladors
• Unitat de Processament Central (CPU): Tı´picament de 8 bits, pero` tambe´ es po-
den trobar de 4, 32 i 64 bits, amb arquitectura Hardware i memo`ria bus de dades,
separada de la memo`ria bus d’instruccions de programa.
• Memo`ria de Programa: ´Es una memo`ria ROM, EPROM, EPPROM o Flash que
emmagatzema el codi del programa que habitualment pot ser d’1 kilobyte o alguns
megabytes.
• Memo`ria de Dades: ´Es una memo`ria RAM que habitualment pot ser d’1, 2, 4, 8,
16, 32 kilobytes.
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• Generador de Rellotge: Usualment un cristall de quars que genera una senyal
oscil·lato`ria d’entre 1 a 40 MHz.
• Interfı´cie d’Entrada/Sortida: Ports paral·lels, UARTs, I2C, SPIs, CAN, USB.
• Conversors Analogics-Digitals: Per convertir un nivell de voltatge en un cert pin
a un valor digital manipulable pel programa del microcontrolador.
• Moduladors per Ample de Pols: Per generar ones quadrades de frequ¨e`ncia fixa
pero` amb ample de pols modificable.
1.4. PIC18F452
´Es un microcontrolador amb memo`ria flash, que proporciona un rendiment de 10 MIPS
a 10MHz i un rang d’operacio´ de 2V a 5.5V. Ofereix 32 KBytes de memo`ria flash auto-
programable, 1.5 KBytes de SRAM d’usuari i 256 bytes de EEPROM d’emmagatzematge
d’informacio´. Les seves caracterı´stiques inclouen un convertidor A/D de 10 bits amb fin 8
canals d’entrada, capacitat de programacio´ a baix voltatge, un ric grup de perife`rics amb
mo`duls tant analo`gics com digitals o oscil·lador amb opcions seleccionables. Altres ca-
racterı´stiques que inclou so´n: un perife`ric de comunicacions serie sı´ncrones configurable
tant en modes SPI o I2C de 2 cables, circuits programables de caigudes d’alimentacio´ i
detector de baix voltatge, dos PWMs de 10 bits, USART de 9 bits amb mode direccionable,
tres temporitzadors de 16 bits, un de 8 bits, circuit “watchdog” i multiplicador de 8x8 bits
per hardware en un cicle d’instruccio´.
1.4.1. Distribucio´ de la Memo`ria
La memo`ria del PIC18F452 consta de [9]:
• Flash Program Memory 32 KBytes.
• RAM de 1536 Bytes.
La memo`ria RAM es composa de sis bancs de memo`ria de 256 Bytes cadascun (ANNEX
G), aquesta caracterı´stica de la memo`ria RAM fa que es trobin una de les primeres limita-
cions alhora d’implementar el protocol SCTP, no es pot tindre me´s de 1536 Bytes dedicats
a variables, i que una variable no pot tindre una longitud superior a 256 Bytes ja que, per
tant, no podran ser emmagatzemades a la memo`ria RAM, ja que la variable desbordaria
el banc de memo`ria.
Per part de la memo`ria Flash, no es podra` tindre un programa que superi els 32 KBytes
ja que per tant es desbordaria la memo`ria.
PILES TCP/IP PER A MICROCONTROLADORS 5
CAP´ITOL 2. PILES TCP/IP PER A
MICROCONTROLADORS
2.1. Introduccio´
Un cop estudiat que e´s un microcontrolador, continuem amb un breu estudi comparatiu
sobre les diferents piles de protocols TCP/IP implementades amb l’objectiu de funcionar
a un microcontrolador. Gra`cies a aquestes piles de protocols TCP/IP, es pot aconse-
guir capacitat de comunicacio´, en sistemes on es troba un greu problema, la manca de
memo`ria, com e´s el cas dels microcontroladors. Com s’ha esmentat al capı´tol anterior,
la memo`ria RAM i ROM que es troben en aquests dispositius e´s molt limitada, de l’ordre
de desenes de kilobytes per la RAM, i de varies centenes de kilobytes a la ROM. Aques-
tes piles no so´n me´s que una variacio´ de la famı´lia de protocols TCP/IP. ´Es a dir, s’ha
hagut de modificar cada protocol, prescindint d’alguns mecanismes o simplificant d’altres
(pero` sempre respectant les pautes marcades pels RFCs) per tal d’estalviar lı´nies de codi
i guanyar simplicitat, d’aquesta forma aquestes piles de protocols podran funcionar per-
fectament en un microcontrolador. L’estudi que es troba a continuacio´, prete´n ser una
breu comparativa entre diferents piles de protocols TCP/IP implementades per funcionar
en microcontroladors.
2.2. Estudi comparatiu de piles TCP/IP per a microcon-
troladors
2.2.1. Pila ATMEL
• Companyia: Atmel.
• Protocols: Implementa els protocols:
– Xarxa: ARP, ICMP i IP.
– Transport: TCP i UP.
– Aplicacio´: FTP, HTTP i SMTP.
• Breu Descripcio´: No te´ implementada totes les caracterı´stiques de la pila TCP/IP,
com ara, el control de congestio´, el qual va ser tret per estalviar lı´nies de codi.
La eliminacio´ d’aquesta caracterı´stica comporta un efecte negatiu al protocol, fent
que nome´s funcioni correctament, quan es trobi connectat tan sols un segment
Ethernet. Cal recordar que la congestio´ e´s un problema generat a partir del nu´mero
de paquets que es troben a una xarxa i que un sistema de 8 bits e´s capac¸ de
provocar congestio´. Aquesta pila de protocols TCP/IP va ser implementada de tal
manera que cada capa de les que esta` composada, actua independentment una de
l’altra. [19]
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2.2.2. Pila MICROCHIP
• Companyia: Microchip.
• Protocols: Implementa els protocols:
– Xarxa: ARP, DHCP, ICMP i IP.
– Transport: TCP i UDP.
– Aplicacio´: FTP i HTTP.
• Breu Descripcio´: Esta` programada de forma modular per poder ser ampliada
fa`cilment amb protocols addicionals. Com en el cas de la pila d’Atmel, cada capa
actua independentment l’una de l’altra. Aquesta pila TCP/IP pot ser utilitzada en
qualsevol sistema operatiu, esta` dissenyada especialment per ser portable als mi-
crocontroladors de tipus “PIC18” de Microchip. [5]
2.2.3. Pila lwIP
• Companyia: De codi font lliure, desenvolupada per Adam Dunkels.
• Protocols: Implementa els protocols:
– Xarxa: ARP, DHCP, ICMP i IP.
– Transport: TCP i UDP.
• Breu Descripcio´: Es tracta d’una pila TCP/IP completa pero` simplificada, imple-
mentada de forma modular per poder ser ampliada fa`cilment amb protocols addici-
onals. Pot ser controlada amb o sense sistema operatiu subjacent, i pot ser utilit-
zada en diferents sistemes operatius. lwIP e´s molt utilitzada per alguns fabricants
com ara: Altera, Analog Devices o Xilinx. Encara que e´s una pila TCP/IP orientada
cap a microcontroladors de poca memo`ria, implementa fragmentacio´ de paquets, i
finestra lliscant. [2]
2.2.4. Projecte PICNIC
• Companyia: De codi font lliure.
• Protocols: Suporta els protocols:
– Xarxa: ARP, ICMP i IP.
– Transport: TCP.
– Aplicacio´: HTTP.
• Breu Descripcio´: La idea principal d’Aquests projecte e´s agafar un microcontro-
lador de la companyia Microchip i connectar-lo a un dispositiu de xarxa Ethernet,
llavors, a partir d’un petit codi, obtenir un servidor web de dimensions reduı¨des. [18]
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2.2.5. Projecte PROWEB
• Companyia: LPA (Logic Programming Associates Ltd).
• Breu Descripcio´: Es tracta d’un hardware per testejar i desenvolupar aplicacions
dina`miques per intranets e Internet. La meta fonamental d’aquest projecte, e´s l’es-
calabilitat i la integracio´ en sistemes embebits que treballen en temps real. Els
programes que treballin amb aquest hardware han de tindre un tamany entre 7 i 40
Kilobytes per poder funcionar correctament. [6]
2.2.6. Pila uIP
• Companyia: De codi font lliure, desenvolupada per Adam Dunkels.
• Protocols: Implementa els protocols:
– Xarxa: ARP, ICMP i IP.
– Transport: TCP i UDP.
– Aplicacio´: DNS, HTTP i Telnet.
• Breu Descripcio´: Nome´s admet una interfı´cie de xarxa, d’aquesta forma no fa
falta el mecanisme de control de congestio´, ja que nome´s utilitza un segment TCP
per connexio´. El codi ocupa uns pocs kilobytes, i consumeix uns centenars de
memo`ria RAM. Entre d’altres caracterı´stiques implementa fragmentacio´ de paquets,
checksum i una petita finestra de recepcio´ per a que no es saturi el bufer. La pila
TCP/IP uIP ha sigut escollida per a la implementacio´ del protocol SCTP degut a que
al estar implementada de forma modular, facilita la insercio´ de nou codi. Tambe´ per
la seva senzillesa a l’hora de ser programada, i sobretot que en ocupar molt poc
espai, es disposa de me´s marge a l’hora de inserir me´s codi, caracterı´stica que e´s
de gran ajut quan es tenen limitacions de memo`ria. Remarcar tambe´, que una altra
rao´ per la qual aquesta pila ha sigut escollida e´s el seu llenguatge de programacio´,
llenguatge C. [3]
2.3. Conclusions
Com s’ha esmentat anteriorment, aquestes piles de protocols TCP/IP so´n piles modifica-
des per tant de poder funcionar en sistemes on la memo`ria e´s molt limitada, com e´s el
cas dels microcontroladors. Com es pot observar a la Taula 2.1, aquestes modificacions
no afecten als protocols de transport, ja que totes implementen tant el TCP com l’UDP,
excepte, el projecte PICNIC que no contempla el protocol de transport UDP.
Respecte a protocols de xarxa, totes les piles compten amb els protocols de xarxa me´s
ba`sics, l’ARP que e´s el responsable de trobar l’adrec¸a hardware d’una determinada adrec¸a
IP, l’ICMP que notifica dels errors del protocol IP, i l’IP, que e´s el protocol utilitzat per la co-
municacio´ de dades en xarxes de paquets commutats. Nome´s ATMEL, PICNIC i uIP no
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implementen DHCP, un protocol de xarxa poc important en comparacio´ amb els altres es-
mentats, ja que aquest s’encarrega de que els dispositius obtinguin els seus para`metres
de configuracio´ automa`ticament. La manca d’aquest protocol es pot suplir donant manu-
alment els para`metres de configuracio´ als dispositius.
A me´s aquestes piles TCP/IP tambe´ implementen alguns dels protocols d’aplicacio´ me´s
populars: DNS, FTP, HTTP, SMTP i TELNET. El protocol DNS tradueix el nom d’un domini
en una adrec¸a IP, aquest protocol nome´s l’incorpora la pila de protocols TCP/IP uIP. Un
altre protocol d’aplicacio´ molt popular e´s el FTP, aquest s’encarrega de la transfere`ncia
d’arxius entre dispositius connectats a una xarxa TCP. Esta` implementat a la pila de pro-
tocols ATMEL i la MICROCHIP. L’HTTP, e´s el protocol de transfere`ncia d’hipertexte utilitzat
en totes les transaccions de pa`gines web. L’implementen totes les piles excepte la pila de
protocols TCP/IP lwIP.
El protocol utilitzat en l’intercanvi de missatges de correu electro`nic e´s el SMTP i esta`
implementat tant a la pila ATMEL com a la pila uIP. Per u´ltim, el protocol TELNET, serveix
per accedir mitjanc¸ant una xarxa a una altra ma`quina de forma remota, i esta` implementat
a la pila de protocols uIP.
Per tant, com es pot observar, les piles me´s completes en protocols de xarxa i transport
so´n: la pila de protocols TCP/IP Microchip i lwIP seguides per l ’Atmel i la uIP. Respecte a
protocols d’aplicacio´, amb difere`ncia la pila uIP e´s la millor, ja que e´s la que me´s protocols
de xarxa implementa. Amb tota la informacio´ recopilada, es pot treure com a conclusio´
que si el que es vol e´s tindre una pila de protocols TCP/IP o`ptima tant en termes de
protocols de xarxa i transport, com en protocols d’aplicacio´, la millor de totes e´s la pila de
protocols TCP/IP uIP.
PILES
Capes Protocols ATMEL MICROCHIP lwIP PICNIC uIP
Xarxa
ARP SI SI SI SI SI
DHCP NO SI SI NO NO
ICMP SI SI SI SI SI
IP SI SI SI SI SI
Transport TCP SI SI SI SI SIUDP SI SI SI NO SI
Aplicacio´
DNS NO NO NO NO SI
FTP SI SI NO NO NO
HTTP SI SI NO SI SI
SMTP SI NO NO NO SI
TELNET NO NO NO NO SI
Taula 2.1: Comparativa piles TCP/IP - Protocols
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CAP´ITOL 3. PILA TCP/IP UIP
3.1. Introduccio´
Despre´s d’Haver parlat sobre els microcontroladors, i les diferents piles de protocols
TCP/IP que es poden trobar al mercat, en aquest punt, es profunditza me´s a`mpliament en
el funcionament de la pila TCP/IP uIP, aixı´ com de les seves caracterı´stiques i les causes
que van portar a la creacio´ d’aquesta.
Tradicionalment les implementacions TCP/IP han necessitat molts recursos, tant en ter-
mes de tamany de codi, com d’u´s de memo`ria. Adam Dunkels, va optar per optimitzar
tots els para`metres possibles d’una pila de protocols TCP/IP [1], aconseguint una pila de
protocols o`ptima per a microcontroladors de 8 o 16 bits, ocupant unes poques desenes
de kilobytes de RAM i espai per uns 100 kilobytes de codi.
3.2. Caracterı´stiques
La pila de protocols TCP/IP uIP [3] implementa els protocols de xarxa ICMP, IP i ARP, els
protocols de transport TCP i UDP i els protocols d’aplicacio´ DNS, HTTP, SMTP i Telnet.
No fa falta cap mecanisme de control de congestio´ (aquest mecanisme limita el nu´mero
de connexions TCP simulta`nies), perque` nome´s utilitza un segment TCP per connexio´. El
codi ocupa uns pocs kilobytes, i consumeix uns centenars de bytes de memo`ria RAM. Per
exemple, el codi compilat en un microcontrolador Atmel AVR de 8 bits ocupa 5164 bytes.
Entre altres caracterı´stiques implementa una finestra petita de recepcio´ per tal de que no
hi hagi saturacions al bufer, checksum i fragmentacio´ de paquets. No implementa finestra
lliscant a causa de que uIP no disposa d’un bufer per emmagatzemar paquets, te´ un bufer
on es guarda nome´s un paquet, el paquet que acaba d’arribar, o el paquet que es vol
enviar. La finestra de recepcio´ e´s un mecanisme de control de fluxe de tipus software, e´s
a dir, el control de fluxe es porta a terme mitjanc¸ant l’intercanvi especı´fic d’informacio´, amb
la que el receptor indica a l’emissor quin e´s el seu estat de disponibilitat per rebre dades.
La finestra lliscant tambe´ e´s un mecanisme de control de fluxe de tipus software, pero` en
aquest cas, el que es fa e´s transmetre me´s d’un paquet alhora en comptes d’enviar-los
d’un en un com la finestra de recepcio´.
La pila de protocols TCP/IP uIP implementa:
• Checksum IP.
• Checksum TCP.
• Fragmentacio´ i reensamblament de paquets a nivell IP.
• Mu´ltiples connexions TCP.
• Opcions TCP.
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• Estimacio´ del RTT.
• Control de congestio´.
3.2.1. Control de la memo`ria i del bufer
Es necessita tindre un control eficient del bufer per obtenir un rendiment o`ptim de la pila,
degut a que aquest consumeix recursos de memo`ria, perque` e´s on s’emmagatzemen tots
els paquets que es reben i s’envien. Una de les formes per poder controlar la memo`ria i
el bufer, seria amb un mecanisme d’assignacio´, on la memo`ria i l’espai disponible al bufer
s’assignen dina`micament. No obstant, uIP no utilitza aquest tipus de control, si no que
encara ho simplifica me´s, utilitza un u´nic bufer tan per als paquets, entrants com sortints,
i una taula fixa on es guarden les caracterı´stiques de la connexio´.
Quan arriba un paquet de la xarxa, aquest passa al bufer global, i la pila TCP/IP uIP fa
les operacions convenients amb el paquet. Si el paquet conte´ dades, la pila s’encarre-
gara` de cridar a la aplicacio´ corresponent. Com les dades poden ser sobre-escrites per
un proper paquet de dades entrant, l’aplicacio´ ha d’actuar immediatament amb les dades,
o, copiar aquestes en un altre bufer alternatiu per me´s tard, poder ser processades. El
bufer mai sera` sobre-escrit per noves dades abans de que les anteriors dades hagin sigut
processades. Els paquets que arribin mentre l’aplicacio´ esta` processant seran emmagat-
zemats pels bufers del dispositiu de xarxa o be´ pels bufers del driver del dispositiu. Algun
d’aquests paquets que arriben poden ser fragments d’un paquet TCP/IP.
3.2.2. Reensamblament de paquets
Hi han ocasions on es pot trobar que la unitat ma`xima de transfere`ncia (MTU) d’una xar-
xa, e´s me´s petita que el tamany ma`xim de segment (MSS), aixo` vol dir, que la xarxa no
pot enviar el paquet, per tant, es fragmenta en diferents fragments que la xarxa e´s capac¸
d’absorbir. Amb el reensamblament el que es fa e´s unir tots els fragments per obtenir un
altre cop el paquet original. Aquesta caracterı´stica s’implementa utilitzant un bufer diferent
al bufer que emmagatzema els paquets que arriben i surten, el qual anomenarem bufer
de reensamblament. En aquest bufer, es guarden els fragments que posteriorment seran
reensamblats. Un cop es tinguin tots els fragments, aquests es reensamblen per obtenir
el paquet original. Per a saber quin e´s l’ordre correcte per reensamblar els fragments ar-
ribats, s’utilitza un ”bit map”, que so´n les indicacions per saber com s’han de reensamblar
tots els fragmentes correctament. Si durant la recepcio´ de fragments algun fragment no
arriba dins d’un cert temps marcat per la pila, tots els fragments que es troben al bufer de
reensamblament es descarten.
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3.2.3. Estimacio´ del RTT
Round-Trip delay Time o RTT, e´s el temps que triga un paquet enviat des de un emissor en
tornar a aquest mateix havent passat pel receptor. El protocol TCP contı´nuament estima
l’RTT de cada connexio´ activa per poder estimar el temporitzador de retransmissio´ idoni.
Aquesta estimacio´ esta` implementada a la pila TCP/IP uIP de la segu¨ent manera:
Cada cop que s’exhaureix un temporitzador, s’incrementa un comptador per a cada con-
nexio´ que tinguin dades pendents per recone`ixer, llavors, quan arriba un ACK, el valor
d’aquest comptador s’utilitza com a mostra del RTT. El RTT e´s una eina molt important a
l’hora de controlar el fluxe de paquets TCP.
3.2.4. Control de fluxe
L’objectiu del mecanisme de control de fluxe e´s poder tindre una comunicacio´ entre dife-
rents dispositius on la variacio´ de memo`ria d’aquests, o el que e´s el mateix, la utilitzacio´
dels seus bufers, no variı¨n bruscament.
El protocol TCP de la pila uIP gestiona el control de fluxe informant de quin e´s l’espai
disponible al bufer de recepcio´ de cada receptor. D’aquesta forma un emissor mai enviara`
me´s dades de les que el receptor pugui processar.
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CAP´ITOL 4. PROTOCOL DE TRANSPORT SCTP
4.1. Introduccio´
Un cop feta una introduccio´ al mo´n dels microcontroladors, i haver parlat sobre les piles
TCP/IP, es parla sobre el protocol SCTP, una de les parts claus d’aquest projecte, ja que
e´s el protocol de transport que es fara` servir per acabar de completar la pila uIP.
En aquest capı´tol es fa un estudi comparatiu sobre els diferents protocols de transport i
s’aborden diferents punts sobre les caracterı´stiques del protocol de transport SCTP.
4.2. Definicio´
Stream Control Transmission Protocol, e´s un nou protocol de comunicacio´ que opera a
la capa de transport. Va ser definit pel grup SIGTRAN de IETF a l’any 2000 (inicialment
pensat per a SS7 sobre IP). Les seves caracterı´stiques i les normes de funcionament
d’aquest protocol es troben descrites al RFC 4960. SCTP e´s similar als protocols de
transport tradicionals, UPD i TCP, pero` fusiona els avantatges d’ambdo´s i incorpora de
nous per formar un nou protocol me´s eficient i robust que els seus predecessors.
4.3. Estudi Comparatiu de Protocols de Transport
El constant desenvolupament de les telecomunicacions exigeix canvis i millores en les
prestacions dels serveis i aplicacions que els usuaris demanden. Per tant tambe´ es re-
quereixen noves solucions al mo´n d’Internet on, SCTP, e´s una alternativa als protocols
de transport TCP i UDP, sobretot per a usuaris que volen trobar una solucio´ global als
segu¨ents problemes:
• Algunes aplicacions necessiten fiabilitat a l’hora de transmetre dades.
• Troben una mole`stia l’orientament a connexio´ de TCP.
• TCP complica la tasca de proporcionar capacitat de transfere`ncia de dades a dis-
positius que implementen la caracterı´stica de multi-homing.
• TCP e´s relativament vulnerable als atacs de denegacio´ de servei, como ara, atacs
de SYN.
Com TCP, SCTP proporciona fiabilitat de transmissio´ de dades, assegurant que les dades
que s’han enviat, arriben correctament al receptor. Tambe´ comparteix amb TCP la carac-
terı´stica de ser un protocol de transport orientat a connexio´, e´s a dir, que reserva un canal
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per a enviar dades i fins que no tanca la connexio´ no l’allibera. Pero`, a difere`ncia de TCP,
SCTP proporciona un nu´mero de funcions que fan que l’enviament de dades sigui me´s
segur que amb TCP.
Des de el punt de vista de termes de transmissio´, amb UDP es transmeten paquets o
datagrames, amb TCP es transmeten segments, i amb SCTP es transmeten missatges.
Una altra difere`ncia amb els seus predecessors e´s que amb UDP no es crea cap connexio´
entre els dispositius, amb TCP es crea una connexio´ entre dos o me´s dispositius, i amb
SCTP es creen associacions nome´s entres dos dispositius. Me´s difere`ncies serien que per
exemple, el protocol UDP e´s conegut com no orientat a connexio´, orientat a la transaccio´
i tambe´ esta` dins dels protocols orientats als missatges. El protocol TCP e´s conegut com
orientat a connexio´ degut a que reserva un canal durant tota la comunicacio´ i el protocol
SCTP e´s orientat a la connexio´ pero` tambe´ e´s un protocol orientat al missatge, per tant,
el protocol SCTP te´ els avantatges que comporten ambdo´s caracterı´stiques.
4.4. Caracterı´stiques
El que difere`ncia el protocol de transport SCTP de la resta de protocols de transport, so´n
una serie de caracterı´stiques:
• Capacitat de Multi-homing.
• Capacitat de Multi-streaming.
• ´Es capac¸ de seleccionar i monitoritzar camins.
• Mecanismes de validacio´ i assentament com proteccio´ davant atacs per inundacio´.
• Protocol unicast.
• Transmissio´ full du´plex.
4.4.1. Multi-homing
Multi-homing e´s l’habilitat que posseeix un dispositiu per poder suportar mu´ltiples adreces
IP. SCTP aplica aquesta caracterı´stica per mantenir una connexio´ robusta entre dos dispo-
sitius, com cada dispositiu te´ una llistat d’adreces IP alternatives, tant destı´ com origen, en
casos de caigudes de camins es pot commutar a un altre de forma transparent a l’usuari i
no es perd la comunicacio´ entre els dos dispositius.
A me´s, el protocol SCTP implementa un mecanisme de “pregunta-resposta” per saber si
els camins alternatius continuen actius. Per a cada adrec¸a destı´ alternativa s’envia un
paquet (aquest paquet i d’altres s’especifiquen me´s endavant al punt 4.5.1). Si es rep
resposta vol dir que el camı´ alternatiu continua vigent, pero` si no es rep, vol dir que aquest
camı´ per algun motiu ja no existeix. Quan es do´na aquest cas, l’adrec¸a destı´ de la qual no
s’ha rep s’ha d’esborrar de la llista d’adreces, ja que si s’ha de canviar a una altra adrec¸a
IP que no sigui la principal no es canviı¨ a una on el camı´ estigui obsolet.
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4.4.2. Multi-streaming
Aquesta caracterı´stica permet que les dades que s’envien siguin dividides en diferents
streams o fluxes independents i paral·lels de dades, de forma que, les dades s’entreguen
independentment les unes de les altres. Per tant, la pe`rdua de paquets nome´s afecta als
fluxes individuals i no al conjunt de fluxes de dades, propietat que dona me´s robustesa al
protocol, perque`, encara que s’hagin perdut dades en un fluxe, podem seguir rebent-ne
de noves en els altres.
Cada stream posseeix un nu´mero que l’identifica en la codificacio´ del paquet que traves-
sa l’associacio´ i el diferencia dels altres. Cada paquet conte´ dos nu´meros diferents de
sequ¨e`ncia, el Transmission Sequence Number (TSN) i el nu´mero de sequ¨e`ncia d’stream.
El TSN e´s el nu´mero de sequ¨e`ncia de paquet on viatgen dades que queden identificades
pel nu´mero d’stream i pel nu´mero de sequ¨e`ncia d’aquestes dades dins de l’stream al qual
pertanyen. Aquests conceptes es tornen a revisar en la segu¨ent seccio´.
Figura 4.1: Multi-streaming
4.5. Format de paquet
El paquet SCTP consta d’una capc¸alera comuna seguida d’una pila de “blocs” o petits
paquets anomenats “chunks“. El nu´mero de chunks que podem trobar en un paquet
SCTP esta` limitat pel MTU i aquests poden contenir dades de control o dades u´tils, e´s a
dir, dades que un dispositiu vol enviar cap a un altre.
La capc¸alera comuna consta de:
• Nu´mero de port origen: Utilitzat pel receptor per identificar l’associacio´ a la que
pertany el paquet SCTP.
• Nu´mero de port destı´: ´Es el port on el paquet e´s destinat.
• Tag de verificacio´: Ambdo´s extrems assignen un valor d’identificacio´ de 32 bits
(verification tag), aquest camp e´s negociat al inici d’una associacio´.
• Cheksum: ´Es una eina utilitzada per verificar la integritat de cada paquet SCTP, el
qual, utilitza l’algoritme Adler-32.
Capc¸alera comuna d’un chunk:
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• Type: Identifica el tipus de chunk.
• Flags: La utilitzacio´ d’aquests bits esta` subjecta al tipus de chunk.
• Length: Determina la longitud total del chunk, incloent la seva capc¸alera.
Com es pot apreciar a la figura 4.2, un paquet pot contenir N chunks, essent aquests
desmultiplexats en arribar al receptor.
Figura 4.2: Paquet SCTP
4.5.1. Chunks
Els diferents chunks que es poden trobar al protocol SCTP so´n:
• DATA: En aquest chunk e´s on s’envien les dades que es volen transmetre.
• INIT: ´Es enviat per inicialitzar una associacio´ entre dos terminals.
• INIT ACK: Indica que s’ha rebut un INIT.
• SACK: Ens indica quins DATA chunks ha rebut el receptor.
• COOKIE ECHO: ´Es utilitzat exclusivament durant el proce´s de inicialitzacio´ de l’as-
sociacio´.
• COOKIE ACK: ´Es utilitzat per indicar que ha arribat un COOKIE ECHO.
• HEARTBEAT: ´Es enviat des de un terminal fins a un altre, amb l’objectiu de verificar
la connectivitat dels diferents camins alternatius que porten a un mateix dispositiu.
PROTOCOL DE TRANSPORT SCTP 17
• HEARTBEAT ACK: S’envia en resposta del HEARTBEAT.
• ABORT: ´Es una indicacio´ d’un terminal per forc¸ar la finalitzacio´ d’una associacio´.
• ERROR: ´Es enviat per un dels terminals per reportar un error.
• SHUTDOWN: ´Es enviat per terminar una associacio´.
• SHUTDOWN ACK: S’envia per indicar que s’ha rebut un SHUTDOWN.
• SHUTDOWN COMPLETE: Aquest chunk conclou el fi de l’associacio´.
Al punt B dels annexes es troben explicats me´s detalladament els chunks del protocol
SCTP.
4.6. Establiment d’una associacio´ SCTP
Com TCP, SCTP e´s un protocol orientat a connexio´, aixo` vol dir que requereix d’una inici-
alitzacio´ per poder tindre una comunicacio´ entre dos dispositius. En el context del protocol
SCTP, se li anomena “associacio´” a la connexio´ entre dos dispositius.
Una associacio´ sempre esta` representada per dos ”endpoints”, un endpoint en el context
del protocol SCTP, e´s un dispositiu que queda representant per una o me´s adreces IP i un
port.
SCTP, a difere`ncia de TCP, necessita quatre passos per establir una connexio´ entre dos
dispositius (associacio´).
Figura 4.3: Inici d’una Associacio´ SCTP
Quan un dispositiu vol comenc¸ar una associacio´, envia cap al dispositiu amb el que es vol
associar, un chunk anomenat INIT.
D’aquesta forma l’emissor informa del espai que te´ dedicat al bufer de recepcio´, el nom-
bre de streams d’entrada i de sortida que pot suportar i el nu´mero de sequ¨e`ncia inicial
18 Servidor Web de Butxaca. Part II
que utilitzara` a l’hora d’enviar dades u´tils (entenent per dades u´tils les dades que l’usuari
envia). En aquest pas, tambe´ pot informar opcionalment de les diferents adreces IP que
suporta el dispositiu, en el cas de ser un dispositiu multi-homing.
En resposta del INIT, s’envia un INIT-ACK, on l’extrem que l’envia informa dels mateixos
para`metres esmentats en el chunk INIT, incorporant, a me´s, una ”state-cookie” que no
e´s me´s que un mecanisme d’autenticacio´ utilitzat que assegura que terceres persones
no puguin accedir a la nostra associacio´. Aquesta state-cookie es genera de la segu¨ent
manera:
• Es registra el temps actual.
• S’emmagatzema informacio´ de l’associacio´ i, utilitzant aquesta informacio´, en com-
binacio´ de una clau secreta, es genera un missatge d’autenticacio´, utilitzant l’algo-
ritme criptogra`fic SHA1 o MD5. A aquest missatge d’autenticacio´ se li anomena
HMAC.
• Mitjanc¸ant la unio´ del HMAC amb la informacio´ de l’associacio´, generem l’state co-
okie.
Quan el dispositiu que comenc¸a l’associacio´ rep l’INIT-ACK, immediatament envia un
chunk COOKIE-ECHO, on s’inclou la cookie rebuda en l’INIT-ACK. El dispositiu que rep
la COOKIE-ECHO envia una COOKIE-ACK per informar a l’altre dispositiu de que la
COOKIE-ECHO ha arribat correctament. D’aquesta forma queda establerta l’associacio´
entre els dos dispositius i a partir d’aquest moment e´s quan es podra` comenc¸ar l’envia-
ment de dades u´tils.
4.7. Estats
Els diferents estats pels quals passa un dispositiu SCTP durant la inicialitzacio´, la comu-
nicacio´ i la finalitzacio´ so´n:
CLOSED COOKIE ECHOED SHUTDOWN PENDING SHUTDOWN RECEIVED
COOKIE WAIT ESTABLISHED SHUTDOWN SEND SHUTDOWN-ACK-SENT
Taula 4.1: Estats SCTP
• CLOSED: En aquest estat no existeix cap associacio´.
• COOKIE WAIT: Quan un dispositiu es troba en COOKIE WAIT espera un INIT ACK.
• COOKIE ECHOED: En aquest estat s’espera rebre una COOKIE ACK.
• ESTABLISHED: Quan s’arriba a aquest estat e´s que s’ha establert una associacio´.
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• SHUTDOWN PENDING: S’entra en aquest estat quan es rep un chunk SHUT-
DOWN i encara s’han d’enviar dades.
• SHUTDOWN SEND: S’entra en aquest estat quan s’ha enviat un chunk SHUT-
DOWN.
• SHUTDOWN RECEIVED: Quan s’esta` en aquest estat, s’espera rebre un chunk
SHUTDOWN ACK.
• SHUTDOWN-ACK-SENT: S’entra en aquest estat quan es rep un chunk SHUT-
DOWN ACK.
Figura 4.4: Diagrama d’estats SCTP
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4.8. Resum Caracterı´stiques del Protocol SCTP
Com mostra la taula 4.2 comparteix algunes caracterı´stiques amb el protocol TCP, com
ara, la transfere`ncia fiable de dades, control de congestio´ i multiplexacio´ d’informacio´ del
paquet, caracterı´stiques que el protocol UDP no suporta. A me´s incorpora d’altres que no
estan suportades per TCP i UPD, com suport de multi-homing, suport de multi-streaming i
missatges heartbeat per tindre un control eficient de les rutes alternatives que un dispositiu
pot tindre.
Caracterı´stiques de protocol SCTP TCP UDP
Transfere`ncia fiable de dades SI SI NO
Control de congestio´ SI SI NO
Multiplexacio´ d’informacio´ del paquet SI SI NO
Suport de multi-homing SI NO NO
Suport de multi-streaming SI NO NO
Missatge heartbeat SI NO NO
Taula 4.2: Resum Caracterı´stiques del Protocol SCTP
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CAP´ITOL 5. IMPLEMENTACI ´O DEL PROTOCOL
SCTP A LA PILA UIP
5.1. Introduccio´
Un cop feta una introduccio´ als termes relacionats amb l’objectiu final del treball, s’expli-
quen les consideracions que s’han tingut en compte a l’hora de dur a terme la implemen-
tacio´ del protocol de transport SCTP. En tot moment s’ha de tindre present que es te´ un
sistema molt limitat i que aixo` comporta, que s’hagi de tindre cura amb molts detalls per
a poder afrontar la realitzacio´ d’una aplicacio´ totalment compatible amb la memo`ria de la
qual es disposa.
Encara que la implementacio´ esta` destinada a funcionar al microcontrolador PIC18F452,
primerament es fa una primera implementacio´ per funcionar entre dos ordinadors. D’a-
questa manera es fa un primer testeig per comprovar que el protocol funciona a nivell
d’instruccions, e´s a dir, que realitza les operacions correctes en cada moment. Un cop es
tingui tesjat, el codi s’acabara` d’ajustar per funcionar al microcontrolador. A continuacio´
es detallen les consideracions que s’han tingut alhora d’implementar el protocol SCTP a
la pila uIP.
5.2. Comunicacio´ SCTP
Els requeriments de com s’ha de portar a terme la comunicacio´ amb el protocol SCTP,
estan especificats al RFC 4960 publicat pel Grup de Treball en Enginyeria d’Internet, IETF.
El protocol SCTP per a la pila uIP, esta` implementat amb tots els requeriments obliga-
toris marcats pel RFC 2960, els opcionals no s’han implementat per tal d’estalviar lı´nies
de codi. Tota la implementacio´ ha respectat en tot moment aquests requeriments per a
que l’aplicacio´ pugui comunicar-se amb d’altres dispositius que utilitzin un protocol SCTP
esta`ndard. El RFC 2960 ha quedat obsolet degut a que hi han hagut petites modificaci-
ons al protocol SCTP desde l’inici d’aquest projecte, quedant aquestes reflectides al RFC
4960 publicat a finals de 2007.
5.3. Bucle de Control
L’aplicacio´ global, e´s a dir, tant la pila de protocols TCP/IP amb el protocol SCTP i amb les
aplicacions servidor i client, funcionen de forma monotasca, e´s a dir, no pot executar me´s
d’un proce´s alhora. Per tant el que es fa repetidament e´s (ANNEXE C.1.):
• Comprovar si ha arribat un paquet.
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• Comprovar si s’ha esgotat algun temporitzador o tenim algun paquet pendent per
enviar.
Si ha arribat un paquet, el bucle de control crida a la funcio´ uip input. Aquesta funcio´
s’encarrega de processar el paquet arribat, si el paquet esta` malme`s o l’adrec¸a destı´ no
concorda amb la del dispositiu o alguna de les seves adreces alternatives, sera` descartat.
Si l’adrec¸a destı´ e´s correcta, depenent del tipus de paquet arribat, l’aplicacio´ enviara` un
altre en resposta (si es tracte´s d’un inici o finalitzacio´ d’associacio´) o passar-lo a la capa
d’aplicacio´.
Si s’ha esgotat algun temporitzador, l’aplicacio´ el reseteja i depenent del temporitzador
esgotat, es porten a terme unes accions o unes altres. Si es dona el cas de que l’aplicacio´
te´ un paquet pendent per enviar, aquest sera` enviat immediatament.
5.4. Control de la memo`ria i del bufer
Seguint el mateix model de programacio´ que el de la pila uIP, s’utilitza un u´nic bufer tant
per als paquets entrants com sortints, i una taula fixa on es guarden les caracterı´stiques
de cada associacio´ SCTP (Transmission Control Block).
De la mateixa forma que la pila uIP original, quan arriba un paquet de la xarxa, aquest
passa al bufer global, i es criden a les aplicacions de pila pertinents. Si el paquet conte´
dades, la pila s’encarregara` de cridar a l’aplicacio´ corresponent, si no, es duran a terme
les activitats oportunes. Com les dades poden ser sobre-escrites per un pro`xim paquet de
dades entrant, l’aplicacio´ ha d’actuar immediatament amb les dades, o, copiar aquestes
en un altre bufer alternatiu per me´s tard, poder ser processades. El bufer mai sera` sobre-
escrit per noves dades abans de que les anteriors dades hagin sigut processades. Els
paquets que arribin mentre l’aplicacio´ esta` processant seran emmagatzemats pels bufers
del dispositiu de xarxa o be´ pels bufers del driver del dispositiu.
5.5. Implementacions del Protocol SCTP
En aquest apartat s’explica me´s detalladament com s’ha dut a terme la implementacio´ del
protocol SCTP a la pila de protocols TCP/IP uIP, entrant en detall en les parts claus del
nou protocol de transport.
5.5.1. Enviant Paquets
El bucle de de control s’encarrega de mirar perio`dicament si hi ha algun paquet al bufer
de sortida per enviar, aixo` no e´s me´s que mirar la variable que emmagatzema el valor
de longitud de dades que es troben emmagatzemades en aquest bufer. Si e´s diferent
de cero, aixo` vol dir que hi han dades al bufer preparades per ser enviades. Abans de
passar el paquet al dispositiu que s’encarrega d’enviar-lo pel medi fı´sic, es passa per la
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funcio´ uip arp out (funcio´ definida pel codi font de la pila uIP), que el que fa e´s mirar si
la adrec¸a destı´ es troba a la taula d’adreces ARP. Si l’adrec¸a destı´ es troba a la taula
s’envia el paquet, si no e´s aixı´ el que es fa e´s enviar un paquet del tipus ARP REQUEST
per esbrinar a quina adrec¸a fı´sica s’ha d’enviar el paquet. Per tant, fins que no arribi un
paquet ARP REPLY per part de l’altre dispositiu no s’enviara` el paquet que originalment
es volia enviar.
Abans pero` d’enviar les dades, es guarden una copia d’aquestes a un bufer de retrans-
missions, aquest bufer e´s un vector d’estructures on l’estructura esta` definida pel TSN del
paquet on es troben les dades que anem a emmagatzemar, la longitud de les dades i les
dades.
 
1
2 struct r xbu f e r{
3
4 u8 t tsn [ 4 ] ;
5 u16 t l o n g i t u d ;
6 u8 t datos [LONGITUD DADES ] ;
7
8 } ;
 
5.5.2. Rebent Paquets
Com s’ha mencionat anteriorment, una de les tasques del bucle de control e´s mirar pe-
rio`dicament si ha arribat un paquet, quan la variable que emmagatzema la longitud de
dades que es troben al bufer de recepcio´ o entrada e´s diferent de cero, vol dir que noves
dades han arribat fins al nostre dispositiu.
Aquest paquet passa per diferents filtres abans de ser passat a la capa d’aplicacio´, un
primer filtre que mira si e´s un paquet de tipus ARP o del contrari e´s un paquet tipus IP.
Si e´s un paquet ARP, es crida a la funcio´ que s’encarrega de processar aquests tipus
de paquets. Aquesta funcio´ mira quin tipus de paquet ARP ha arribat per actuar en con-
sequ¨e`ncia. Si pel contrari es tracta d’un paquet IP, es crida a la funcio´ encarregada de
processar aquests tipus de paquets, aquesta funcio´ actua de la segu¨ent manera (ANNEXE
C.1.):
• Primer de tot el que es fa e´s averiguar de quin tipus de protocol es tracta per saber
com s’ha d’actuar davant aquestes dades.
• Si el protocol e´s desconegut es descarten les dades i l’aplicacio´ en general continua
les seves tasques rutina`ries, si es tracta del protocol SCTP, mirem que l’adrec¸a destı´
del paquet que ha arribat sigui la del nostre dispositiu.
• Si e´s aixı´ es continua amb el proce´s d’aquest paquet IP, si no e´s aixı´ es descarta.
Tambe´ es comprova que el checksum sigui correcte i que la “Verification Tag” sigui
correcte, d’aquesta forma o es continua amb el proce´s del paquet o es descarta.
• Un cop el paquet ha passat tots aquests filtres, el que es fa e´s averiguar quina
mena de paquet SCTP ens ha arribat per fer les operacions pertinents, aquestes
operacions serien:
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– Si es tracta de que e´s un paquet amb dades u´tils passar-les a l’aplicacio´.
– Respondre al paquet adequadament (ANNEXE C.4.).
Es fa un control especial del TSN de cada paquet, ja que gra`cies a aquest es pot saber
si s’ha perdut algun paquet durant la transmissio´. Hi han diferents variables destinades a
aquesta causa:
• DATABUF->tsn: Apunta al TSN del paquet de dades que s’acaba de rebre.
• sctp assr->tsn2: ´Es el valor de TSN que esperem rebre.
• sctp assr->utsn: Emmagatzema l’u´ltim TSN rebut en ordre
• sctp assr->tsn3: Emmagatzema el primer valor de TSN que no s’ha rebut en el
primer bloc de dades perdudes.
• sctp assr->tsn4: Emmagatzema el primer valor de TSN que no s’ha rebut al segon
bloc de dades perdudes.
• sctp assr->tsnn[n].tsn: Emmagatzema el valor del u´ltim TSN rebut als blocs de da-
des perdudes.
L’emmagatzematge d’aquests valors e´s molt important, ja que me´s endavant ens serviran
per crear un SACK.
 
1
2 / / Si el TSN actual es igual que el TSN que esperem rebre i no s ’ha perdut cap paquet,
guardem l ’ultim TSN rebut en ordre
3
4 i f ( sc tp assr−>tsn2 [0 ]==DATABUF−>t sn [ 0 ] && sctp assr−>tsn2 [1 ]==DATABUF−>t sn [ 1 ] &&
5 sc tp assr−>tsn2 [2 ]==DATABUF−>t sn [ 2 ] && sctp assr−>tsn2 [3 ]==DATABUF−>t sn [ 3 ] &&
6 sack==0)
7 {
8
9 for ( i =0; i <4; i ++)
10 {
11 sc tp assr−>utsn [ i ]=DATABUF−>t sn [ i ] ;
12
13
14 }
15
16
17 }
18
19
20 / / Si el TSN que rebem es mes petit que el que esperem rebre es han arribat dades perdudes
21
22 else i f ( ( sc tp assr−>tsn2 [0]>DATABUF−>t sn [ 0 ] ) | | ( sc tp assr−>tsn2 [1]>DATABUF−>t sn [ 1 ] &&
23 sc tp assr−>tsn2 [0 ]==DATABUF−>t sn [ 0 ] ) | | ( sc tp assr−>tsn2 [2]>DATABUF−>t sn [ 2 ] &&
24 sc tp assr−>tsn2 [1 ]==DATABUF−>t sn [ 1 ] && sctp assr−>tsn2 [0 ]==DATABUF−>t sn [ 0 ] ) | |
25 ( sc tp assr−>tsn2 [3]>DATABUF−>t sn [3]&& sctp assr−>tsn2 [2 ]==DATABUF−>t sn [ 2 ] &&
26 sc tp assr−>tsn2 [1 ]==DATABUF−>t sn [ 1 ] && sctp assr−>tsn2 [0 ]==DATABUF−>t sn [ 0 ] ) )
27 {
28
29 for ( i =0; i <4; i ++)
30 {
31 sc tp assr−>utsn [ i ]= sc tp assr−>tsn3 [ i ] ;
32 }
33
34
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35 sack =0;
36 t sn =0;
37 }
38
39 / / Si el TSN que esperem rebre es diferent al que ha arribat esq s ’han perdut dades
40
41 else i f ( ( sc tp assr−>tsn2 [ 0 ] ! =DATABUF−>t sn [ 0 ] ) | | ( sc tp assr−>tsn2 [ 1 ] ! =DATABUF−>t sn [ 1 ] )
| |
42 ( sc tp assr−>tsn2 [ 2 ] ! =DATABUF−>t sn [ 2 ] ) | | ( sc tp assr−>tsn2 [ 3 ] ! =DATABUF−>t sn [ 3 ] ) )
43 {
44
45 sack ++;
46
47 for ( i =0; i <4; i ++)
48 {
49 sc tp assr−>tsnn [ tsn ] . t sn [ i ] = DATABUF−>t sn [ i ] ;
50 }
51
52 t sn ++;
53
54 }
55
56 / /Depenent de quants cops hem perdut les dades, guardem uns valors o altres
57
58 i f ( sack==1)
59 {
60 for ( i =0; i <4; i ++)
61 {
62 sc tp assr−>tsn2 [ i ]=DATABUF−>t sn [ i ] ;
63
64 sc tp assr−>tsn3 [ i ]=DATABUF−>t sn [ i ] ;
65 }
66 }
67
68 i f ( sack>1)
69 {
70 for ( i =0; i <4; i ++)
71 {
72 sc tp assr−>tsn4 [ i ]=DATABUF−>t sn [ i ] ;
73 }
74
75 t sn ++;
76 }
 
5.5.3. Comenc¸ant Associacions
Quan es vol comenc¸ar una associacio´ es crida la funcio´ sctp connect, a aquesta funcio´
se li passen com a para`metres la adrec¸a IP amb la qual el dispositiu es vol connectar i el
port del dispositiu remot. Amb aquests dos para`metres, la funcio´ el que fara` e´s (ANNEXE
C.3.):
• Per una banda trobar un port lliure per poder establir comunicacio´ amb l’altre dispo-
sitiu.
• Al vector que guarda les taules de caracterı´stiques de les associacions, buscar una
posicio´ que no s’estigui utilitzant per poder guardar les dades de la nova associacio´.
• Per u´ltim preparar un paquet INIT que sera` enviat cap a l’altre dispositiu per tal de
comenc¸ar una associacio´.
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´Es precisament en la inicialitzacio´ d’una associacio´ on interve´ el mecanisme d’autenti-
cacio´. Per generar la cookie que s’utilitza durant l’autenticacio´, s’agafa informacio´ de
l’associacio´: l’adrec¸a IP origen, l’adrec¸a IP destı´, i els ports origen i destı´. Tota aquesta
informacio´ es combina i es genera la cookie amb la funcio´ hash SHA-1 implementada per
la companyia Microchip.
 
1
2 / / Iniciem la taula
3
4 S H A 1 I n i t i a l i z e (&Hash ) ;
5
6 / /Afegim les dades
7
8 SHA1AddData (&Hash,& uip hostaddr , 4 ) ;
9 SHA1AddData (&Hash,& sc tp assr−>r ipaddr , 4 ) ;
10 SHA1AddData (&Hash,& sc tp assr−>r po r t , 2 ) ;
11 SHA1AddData (&Hash,& sc tp assr−>l p o r t , 2 ) ;
12
13 / /Calculem la cookie
14
15 SHA1Calculate (&Hash , COOKI−>cookie ) ;
 
5.5.4. Tancant Associacions
Quan arriba de la capa d’aplicacio´ l’accio´ de tancar una associacio´, el dispositiu interessat
en comenc¸ar el tancament, es prepara per enviar un chunk SHUTDOWN cap a l’altre
dispositiu, d’aquesta forma s’informa de que es vol acabar la comunicacio´ amb l’altre
dispositiu.
Hi han diferents maneres de tancar l’associacio´ entre dos dispositius:
• Quan es te´ l’associacio´ innactiva.
• Quan l’usuari d’un dels dos dispositius voluntariament vol acabar la comunicacio´.
En el primer cas, quan es supera un valor determinat per la variable UIP TIME WAIT TIMEOUT,
s’envia un chunk SHUTDOWN cap a l’altre dispositiu, ja que superar aquest valor indica
que l’associacio´ esta` innactiva.
En el segon cas, e´s l’usuari que mitjanc¸ant la seva aplicacio´ indica que vol terminar la
comunicacio´. Quan l’aplicacio´ rep l’ordre de tancar, aquesta passa l’ordre al protocol
SCTP que s’encarregara` de preparar un chunk SHUTDOWN i enviar-lo.
5.5.5. Retransmissions
Cada cop que s’envien dades u´tils, aquestes juntament amb la seva longitud i el seu TSN
es guarden a un bufer anomenat bufer de retransmissio´. D’aquesta forma s’assegura
que si el paquet no ha arribat correctament, es te´ una copia de les dades per tornar-les
a enviar. Gra`cies al chunks SACK que el receptor envia al emissor, es pot saber si les
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dades han arribat correctament al seu destinatari, que com marca el RFC, el receptor
enviara` cada cop que rebi dos paquets.
Com s’ha esmentat en un dels apartats anteriors, e´s gra`cies als para`metres guardats quan
ens arriben dades que el receptor pot saber si ha perdut dades i si e´s aixı´ ho reflectira` al
chunk SACK.
 
1
2 SCTPBUF−>i d =SACK;
3 SCTPBUF−>f l a g s = 0x00 ;
4
5
6 for ( i =0; i <4; i ++)
7 {
8 SACKBUF−>t sn [ i ]= sc tp assr−>utsn [ i ] ;
9 }
10
11
12 SACKBUF−>a rwnd [ 0 ] =0;
13 SACKBUF−>a rwnd [ 1 ] =0;
14 SACKBUF−>a rwnd [ 2 ] =1;
15 SACKBUF−>a rwnd [ 3 ] =144;
16
17 SACKBUF−>blocks=sack ;
18
19 SACKBUF−>dup l i ca t e = 0;
20
21 / /Calculem els valors que despres el receptor del sack ut i l i tzara per calcular el principi
de la perdua de paquets
22
23 i f ( sack ==1)
24 {
25
26 / /Calculem el valor Fi Bloc Paquets Perduts per al Bloc 1
27
28 SACKBUF−>end [ 1 ] = sc tp assr−>tsnn [ 0 ] . t sn [3]− sc tp assr−>utsn [ 3 ] ;
29
30 / /Calculem el valor Fi Bloc Paquets Perduts per al Bloc 1
31
32 SACKBUF−>s t a r t [ 1 ] = sc tp assr−>tsnn [ 0 ] . t sn [3]− sc tp assr−>utsn [ 3 ] ;
33
34 SACKBUF−>s t a r t [ 0 ] = 0 ;
35 SACKBUF−>end [ 0 ] = 0 ;
36
37 }
38
39 i f ( sack>1){
40
41 SACKBUF−>s t a r t [ 1 ] = sc tp assr−>tsn3 [3]− sc tp assr−>utsn [ 3 ] ;
42 SACKBUF−>end [ 1 ] = sc tp assr−>tsn2 [3]− sc tp assr−>tsn3 [ 3 ] ;
43
44 SACKBUF−>end [ 1 ] = SACKBUF−>end [ 1 ] + 1;
45 SACKBUF−>s t a r t [ 0 ] = 0 ;
46 SACKBUF−>end [ 0 ] = 0 ;
47
48 / /Calculem els mateixos valors per als seguents blocs
49
50 u ip bu f [ UIP LLH LEN + 18 +36] = sc tp assr−>tsn2 [ 3 ] − sc tp assr−>utsn [ 3 ] ;
51 u ip bu f [ UIP LLH LEN + 20 +36] = sc tp assr−>tsnn [ tsn ] . [ 3 ] − sc tp assr−>utsn [ 3 ] ;
52
53 u ip bu f [ UIP LLH LEN + 17 +36] = 0;
54 u ip bu f [ UIP LLH LEN + 19 +36] = 0;
55 }
56
57 / /Calculem la longitud del chunk
58
59 SCTPBUF−>length = 0x10 + (4 ∗ SACKBUF−>blocks ) ;
60 sc t p len =SCTPH LEN+SCTPBUF−>length ;
61
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62 sack =0;
63 t sn =0;
 
Quan arriba un SACK informant de que hi ha hagut algun o alguns paquets que no han
arribat, immediatament es mira quants i quins paquets so´n els afectats, prenent com a
refere`ncia el seu TSN. Un cop es te´ o es tenen els paquets identificats pel seu TSN, es
busquen al bufer de retransmissio´ i es prepara un paquet amb les dades perdudes.
Els paquets que el receptor ha rebut correctament s’esborren del bufer de retransmissio´.
Gracies als valors marcats al chunk SACK es pot calcular quants paquets s’han perdut i
quins so´n per a cada bloc de paquets per quants de la segu¨ent manera:
UltimTSNOrdre+ IniciBlocPaquetsPerdutsn−1 = T SNPrimerPaquetBlocn
T snPrimerPaquetBlocn−UltimTSNOrdre−FiBlocPaquetsPerdutsn−1 = PaquetsPerdutsBlocn
Per tant, un cop es tenen aquests valors nome´s s’han de buscar els paquets perduts al
bufer de retransmissions i enviar-los.
 
1
2 n=0;
3
4 / /Mirem a partir d ’on es poden esborrar les dades del bufer de retransmissio
5
6 while ( (SACKBUF−>t sn [ 0 ] != sc tp assr−>r xbu f e ra [ j ] . t sn [ 0 ] | |
7 SACKBUF−>t sn [ 1 ] != sc tp assr−>r xbu f e ra [ j ] . t sn [ 1 ] | |
8 SACKBUF−>t sn [ 2 ] != sc tp assr−>r xbu f e ra [ j ] . t sn [ 2 ] | |
9 SACKBUF−>t sn [ 3 ] ! = sc tp assr−>r xbu f e ra [ j ] . t sn [ 3 ] ) )
10 {
11
12 j ++;
13
14 i f ( j ==5)
15 {
16 break ;
17 }
18 }
19
20 sc tp assr−>numerorx=sc tp assr−>numerorx−j ;
21
22 / /Esborrem les dades
23 for ( i = j ; i <5; i ++) ;
24 {
25 for ( n=0; n<4; n++)
26 {
27 sc tp assr−>r xbu f e ra [ i ] . t sn [ n ]= sc tp assr−>r xbu f e ra [ i +1 ] . t sn [ n ] ;
28 }
29
30 sc tp assr−>r xbu f e ra [ i ] . l o n g i t u d=sc tp assr−>r xbu f e ra [ i +1 ] . l o n g i t u d ;
31
32 memcpy(& sc tp assr−>r xbu f e ra [ i ] . datos , sc tp assr−>r xbu f e ra [ i +1 ] . datos , sc tp assr−>r xbu f e ra [
i +1 ] . l o n g i t u d ) ;
33
34 }
35
36
37
38
39 i f (SACKBUF−>blocks ==0)
40 {
41
42 goto drop ;
43
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44 }
45
46 else
47 {
48 / / Si s ’han de reenviar calculem el TSN que fa falta
49 w=0;
50 n=0;
51
52 for ( i =0; i<SACKBUF−>blocks ; i ++)
53 {
54
55 suma ( 3 ) ;
56
57
58 r es t a ( resu l tado , vec tor ) ;
59
60 for ( i =0; i <4; i ++)
61 {
62 sc tp assr−>t sn r x [ n ] . t sn [ i ]= resu l t ado [ i ] ;
63
64 }
65
66
67
68 r es t a ( resu l tado ,SACKBUF−>t sn ) ;
69
70 i f ( i >0)
71 {
72
73 r es t a ( resu l tado ,SACKBUF−>end ) ;
74
75 }
76
77
78 / /Mirem quants paquets de dades s ’han perdut
79
80
81 sc tp assr−>rx = resu l t ado [ 3 ] ;
82
83
84
85
86 SCTPBUF−>length =0;
87 c =0;
88 cont =0;
89
90
91 for ( c=0; c<sc tp assr−>rx ; c++)
92 {
93 j =0;
94
95 / /Busquem al bufer de retransmissions el paquet que no ha arribat
96
97 while ( ( ( sc tp assr−>t sn r x [ n ] . t sn [ 0 ] != sc tp assr−>r xbu f e ra [ j ] . t sn [ 0 ] ) | |
98 ( sc tp assr−>t sn r x [ n ] . t sn [ 1 ] != sc tp assr−>r xbu f e ra [ j ] . t sn [ 1 ] ) | |
99 ( sc tp assr−>t sn r x [ n ] . t sn [ 2 ] != sc tp assr−>r xbu f e ra [ j ] . t sn [ 2 ] ) | |
100 ( sc tp assr−>t sn r x [ n ] . t sn [ 3 ] != sc tp assr−>r xbu f e ra [ j ] . t sn [ 3 ] ) ) )
101 {
102 i f ( j ==5)
103 {
104 break ;
105 }
106 j ++;
107 }
108
109
110
111 / /Preparem el chunk data amb les dades
112
113 for ( z =0; z<4; z++)
114 {
115
116 u ip bu f [ UIP LLH LEN + 36 + z +w]= sc tp assr−>r xbu f e ra [ j ] . t sn [ z ] ;
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117
118 }
119
120 memcpy(& u ip bu f [ IPSCTP LEN + DATA LEN + UIP LLH LEN + w] ,& sc tp assr−>r xbu f e ra [ j ] . datos ,
sc tp assr−>r xbu f e ra [ j ] . l o n g i t u d ) ;
121
122 u ip bu f [ UIP LLH LEN + 32 + w] = DATA;
123
124 u ip bu f [ UIP LLH LEN + 33 + w] = 0x00 ;
125
126 u ip bu f [ UIP LLH LEN + 34 + w] = 0x10 + ( sc tp assr−>r xbu f e ra [ j ] . l o n g i t u d ) ;
127
128 u ip bu f [ UIP LLH LEN + 40 + w] = 2;
129
130 sc tp assr−>stream sn [ 1 ] + + ;
131
132 u ip bu f [ UIP LLH LEN + 42 + w] = sc tp assr−>stream sn [ 1 ] ;
133
134 for ( z=0; z<4; z++)
135 {
136 u ip bu f [ UIP LLH LEN + 44 + w + z ] = 0;
137 }
138
139 i f ( cont ==0)
140 {
141
142 sc t p len = IPSCTP LEN + SCTPH LEN + u ip bu f [ UIP LLH LEN + 34 + w ] ;
143
144 w = sctp assr−>r xbu f e ra [ j ] . l o n g i t u d + DATA LEN ;
145
146 }
147
148 else
149 {
150
151 sc t p len = sc t p len + u ip bu f [ UIP LLH LEN + 34 + w ] ;
152 w = w + sctp assr−>r xbu f e ra [ j ] . l o n g i t u d + DATA LEN ;
153
154 }
155
156 r es t a ( sc tp assr−>t sn r x [ n ] . tsn , vec tor ) ;
157
158 sc tp assr−>t sn r x [ n ] . t sn [ 0 ] = resu l t ado [ 0 ] ;
159 sc tp assr−>t sn r x [ n ] . t sn [ 1 ] = resu l t ado [ 1 ] ;
160 sc tp assr−>t sn r x [ n ] . t sn [ 2 ] = resu l t ado [ 2 ] ;
161 sc tp assr−>t sn r x [ n ] . t sn [ 3 ] = resu l t ado [ 3 ] ;
162
163
164
165 cont ++;
166 }
167
168 n++
169 }
170 }
 
5.5.6. Control de Fluxe i Control de Congestio´
El mecanisme de control de fluxe permet la comunicacio´ entre dos dispositius sense que
el bufer de cap dels dispositius sigui desbordat. Per tant, per cada associacio´ SCTP, tant
en els paquets de control, aixı´ com als paquets de dades u´tils, hi ha un camp del paquet
dedicat per enviar l’espai de bufer disponible, d’aquesta forma l’emissor no enviara` me´s
dades de les que el receptor pot emmagatzemar al seu bufer. Si l’emissor no pot enviar
me´s dades perque` te´ el bufer on guarda els paquets que ha enviat (per si s’ha de dur
a terme alguna retransmissio´) ple, e´s molt probable que sigui perque` s’han anat perdent
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paquets durant la connexio´ i el receptor no hagi enviat cap SACK, per tant, el que fara`
l’emissor e´s comenc¸ar a enviar els paquets que te´ en aquest bufer per tal de alliberar
memo`ria a una adrec¸a IP alternativa en el cas de que el dispositiu remot tingui me´s d’una
adrec¸a IP, si no, es tancara` la connexio´. D’aquesta forma es fa el control de congestio´,
solucionant el problema quan hi ha me´s tra`fic del que es pot cursar.
 
1
2 / / Si tenim el bufer ple
3
4 i f ( sc tp assr−>numerorx == BUFER RTX)
5 {
6
7 / / I el dispositiu remot te mes d ’una direccio IP
8
9 i f ( sc tp assr−>r d i r ecc iones >0)
10 {
11
12 / /Canviem la direccio IP desti
13
14 u ip ipaddr copy ( sc tp assr−>r ipaddr , sc tp assr−>r d i r e c c i o n s [ 0 ] . d i r ecc ) ;
15
16 w=0;
17 cont =0;
18 n=0;
19
20 / /Preparem les dades del bufer per enviar−les
21
22 for ( j =0; j<sc tp assr−>numerorx ; j ++)
23 {
24
25
26
27 for ( z=0; z<4; z++)
28 {
29
30 u ip bu f [ UIP LLH LEN + 36 + z +w]= sc tp assr−>r xbu f e ra [ j ] . t sn [ z ] ;
31
32 }
33
34 memcpy(& u ip bu f [ IPSCTP LEN + DATA LEN + UIP LLH LEN + w] ,& sc tp assr−>r xbu f e ra [ j ] . datos ,
sc tp assr−>r xbu f e ra [ j ] . l o n g i t u d ) ;
35
36 u ip bu f [ UIP LLH LEN + 32 + w] = DATA;
37
38
39 u ip bu f [ UIP LLH LEN + 33 + w] = 0x00 ;
40
41 u ip bu f [ UIP LLH LEN + 34 + w] = 0x10 + ( sc tp assr−>r xbu f e ra [ j ] . l o n g i t u d ) ;
42
43 u ip bu f [ UIP LLH LEN + 40 + w] = 2;
44
45
46 sc tp assr−>stream sn [ 1 ] + + ;
47
48 u ip bu f [ UIP LLH LEN + 42 + w] = sc tp assr−>stream sn [ 1 ] ;
49
50 for ( z=0; z<4; z++)
51 {
52 u ip bu f [ UIP LLH LEN + 44 + w + z ] = 0;
53 }
54
55 i f ( cont ==0)
56 {
57
58
59 sc t p len = IPSCTP LEN + SCTPH LEN + u ip bu f [ UIP LLH LEN + 34 + w ] ;
60
61 w = sctp assr−>r xbu f e ra [ j ] . l o n g i t u d + DATA LEN ;
62
63 }
64
32 Servidor Web de Butxaca. Part II
65 else
66 {
67
68 sc t p len = sc t p len + u ip bu f [ UIP LLH LEN + 34 + w ] ;
69 w = w + sctp assr−>r xbu f e ra [ j ] . l o n g i t u d + DATA LEN ;
70 }
71
72
73
74
75
76 cont ++;
77 }
78 goto sctp send ;
79
80
81 }
82
83 / / Si el dispositiu remot no te mes d ’una direccio IP es tanta l ’associacio
84
85 else
86 {
87
88 sc tp assr−>s t a t e =CLOSED;
89 sc tp assr−>rece ived =0;
90
91
92 for ( i =0; i <2; i ++)
93 {
94 sc tp assr−>stream sn [ i ] =0 ;
95 }
96
97 sc tp assr−>numerorx =0;
98 sc tp assr−>r d i r ecc iones =0;
99
100 goto drop ;
101 }
102 }
 
5.5.7. Multi-homing
Com s’ha explicat en un apartat anterior, multi-homing e´s la capacitat que te´ un dispositiu
per a suportar mu´ltiples adreces IP. Aquesta caracterı´stica s’implementa gracies a un vec-
tor d’estructures on es guarden les diferents adreces IP que pot tindre un dispositiu. Un
per a les adreces locals i un altre per a les adreces del dispositiu remot:
 
1
2 struct d i recc ions l d i r e c c i o n s [ 1 ] ;
3 struct d i recc ions r d i r e c c i o n s [ 1 ] ;
 
A l’estructura “direccions“ a part de l’adrec¸a IP, hi han dues variables que so´n utilitzades
en l’enviament de HEARTBEATS per saber si s’ha d’esborrar alguna adrec¸a IP.
 
1
2 struct d i recc ions {
3
4 u i p i p a d d r t d i r ecc ;
5 u8 t r e c i b i d o ;
6 u8 t enviado ;
7
8 } ;
 
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Com marca el RFC 2960, e´s en l’enviament dels chunks INIT i INIT ACK on s’inclou la
llista d’adreces IP que suporta el dispositiu. Un cop la comunicacio´ ha quedat establerta
entre els dos dispositius, si un d’ells ha informat a l’altre de que te´ me´s d’una adrec¸a IP,
el dispositiu que ha sigut informat envia cada cicle del bucle de control un HEARTBEAT
a cada adrec¸a IP secundaria per assegurar-se de que el camı´ cap a aquesta adrec¸a IP
segueix activa.
Quan el dispositiu amb mu´ltiples adreces IP li arriba un HEARTBEAT el que fa e´s enviar un
HEARTBEAT ACK en resposta, d’aquesta forma informa al altre dispositiu de que aquesta
adrec¸a IP segueix activa. Si durant 200 cicles el dispositiu que envia un HEARTBEAT
no rep cap resposta, l’adrec¸a IP a la que el HEARTBEAT va ser enviat s’esborra de la
llista. D’aquesta forma s’assegura que en cas de que l’adrec¸a principal caigui, l’adrec¸a
secunda`ria a la que es canviara` no es troba tambe´ en les mateixes condicions.
5.5.8. Multi-streaming
Com s’ha explicat en un apartat anterior, el multi-streaming e´s una caracterı´stica que
permet que les dades que s’envien siguin dividides en diferents streams o fluxes inde-
pendents i paral·lels de dades, de forma que, les dades s’entreguen independentment les
unes de les altres. El multi-streaming en el protocol SCTP s’implementa enviant les dades
de control per un stream diferent a les dades u´tils.
5.5.9. Adler-32
Adler-32 e´s l’algoritme utilitzat per al ca`lcul de checksum o suma de verificacio´, implemen-
tat per Mark Adler. El checksum e´s una forma molt simple per protegir la integritat de les
dades, verificant que aquestes no hagin sigut corrompudes. El codi que s’utilitza per fer
el ca`lcul no e´s propi, si no que ha estat implementat per una altra persona. L’algoritme fa
dues sumes de verificacio´ de 16 bits, A i B i concatenant el seu resultat. A e´s la suma de
tots els bits de dades me´s un i B, e´s la suma dels valors individuals de A. A s’inicialitza
com 1 i B com 0, les sumes es realitzen en modul 65521.
 
1
2 while ( len )
3 {
4 u16 t t l e n = len > 5550 ? 5550 : len ;
5 len −= t l e n ;
6 do
7 {
8 a += ∗data ++;
9 b += a ;
10 } while (−− t l e n ) ;
11
12 a = ( a & 0 x f f f f ) + ( a >> 16) ∗ (65536−MOD ADLER) ;
13 b = ( b & 0 x f f f f ) + ( b >> 16) ∗ (65536−MOD ADLER) ;
14
15 }
 
Cada cop que l’aplicacio´ ha de fer el ca`lcul de checksum segueix els mateixos passos,
per banda de l’emissor :
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1. Posar a cero el camp del checksum.
2. Calcular l’Adler-32 sobre el paquet SCTP sencer (a la funcio´ se li passen com a
para`metres el punter que apunta al comenc¸ament del paquet SCTP del qual volem
calcular el seu checksum i la longitud d’aquest paquet).
3. Posar el resultat del valor de l’algoritme al camp de checksum corresponent.
Si es tracta del receptor:
1. Guardar el valor del checksum.
2. Posar a cero el valor del camp checksum i calcula l’Adler-32 sobre el paquet SCTP
sencer.
3. Verificar que el resultat concorda amb el valor de checksum guardat anteriorment.
5.5.10. Transmission Control Block
En la implementacio´ del protocol SCTP, el Transmission Control Block, e´s una estructu-
ra on guardem les dades necessa`ries per mantenir l’associacio´ activa. Les dades que
emmagatzemem so´n (ANNEXE D.2.11.):
• Adrec¸a destı´.
• Port remot i port local.
• Numero de streams d’entrada i sortida.
• Estat en el que es troba l’associacio´.
• Els TSN necessaris per generar un SACK.
• Comptadors.
• Verification Tag remota i local.
• Nu´mero de sequ¨e`ncia de stream.
• Llista d’adreces locals i remotes.
• Cookie generada.
IMPLEMENTACI ´O DEL PROTOCOL SCTP A LA PILA uIP 35
5.6. Application Program Interface (API)
En aquest apartat s’explicara` la implementacio´ del protocol SCTP desde el punt de vista
de l’aplicacio´, es a dir, com es tractaran les dades desde un punt de vista me´s elevat que
la capa de transport, la capa d’aplicacio´.
Quan la pila de protocols uIP vol interactuar amb l’aplicacio´, utilitza la funcio´ UIP APPCALL().
Per saber quin tipus d’interectuacio´ amb l’aplicacio´ es vol fer, cada accio´ esta` definida com
una funcio´ macro de C.
 
1
2 #define uip newdata ( ) ( u i p f l a g s & UIP NEWDATA)
3
4 #define uip connected ( ) ( u i p f l a g s & UIP CONNECTED)
5
6 #define u i p p o l l ( ) ( u i p f l a g s & UIP POLL )
7
8 #define u ip c losed ( ) ( u i p f l a g s & UIP CLOSE)
 
Definim la funcio´ UIP APPCALL que farem servir per exemple en el cas de que es vulgui
intereactuar amb l’aplicacio´ servidor:
 
1
2 #define UIP APPCALL s e r v i d o r a p p c a l l
3
4 i n t s e r v i d o r a p p c a l l ( u16 t l o n g i )
5 {
6 u16 t l o n g i t u d ;
7
8 l o n g i t u d =0;
9
10 / / Si hi han noves dades per mostrar cridem a la funcio que s ’encarrega de mostrar les dades
11 i f ( uip newdata ( ) )
12 {
13 mostrardatos ( l o n g i ) ;
14
15 }
16
17 / / Si ens trobem connectats ho mostrem per pantalla
18 i f ( uip connected ( ) )
19 {
20 p r i n t f ( ” Ens trobem conectats\n ” ) ;
21 }
22
23 return l o n g i t u d ;
24 }
 
5.6.1. Associacio´
Quan l’aplicacio´ es cridada, la variable global sctp ass apunta a l’estructura sctp ass, per
a l’associacio´ corresponent a la crida. Els camps de l’estructura sctp ass so´n utilitzats per
distinguir diferents associacions i portar un control de cadascuna d’elles.
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5.6.2. Rebent Dades
Quan es reben dades, aquestes es copien a una variable auxiliar i es crida a l’aplicacio´
amb el flag UIP NEWDATA activat per a que l’aplicacio´ faci les operacions pertinents amb
elles.
5.6.3. Enviant Dades
Quan es vol enviar dades, es crida a l’aplicacio´ amb el flag UIP POLL activat i les dades
es copien a una variable auxiliar.
5.7. Limitacions Generades
Com s’ha explicat anteriorment, la memo`ria RAM del microcontrolador PIC18F452 es
composa de sis bancs de memo`ria de 256 Bytes cadascun (ANNEX G), aquesta ca-
racterı´stica de la memo`ria RAM fa que trobem una de les primeres limitacions, no es pot
tindre me´s de 1536 Bytes dedicats a variables, i que una variable no pot tindre una longi-
tud ma`xima de 256 Bytes ja que, per tant, no podran ser emmagatzemades a la memo`ria
RAM, ja que la variable desbordaria el banc de memo`ria. Per tant, les limitacions genera-
des so´n les segu¨ents:
• El bufer d’entrada i sortida pot tindre un tamany ma`xim de 256 Bytes.
• Una adrec¸a IP alternatives.
• Un ma`xim de 194 Bytes de dades u´tils en cada paquet de dades SCTP, sempre i
quan aquestes dades no es guardin al bufer de retransmissions.
• Un ma`xim de 135 Bytes de dades u´tils en cada paquet de dades SCTP, sempre i
quan es guardin com a ma`xim un paquet al bufer de retransmissions.
• Un ma`xim de 67 Bytes de dades u´tils en cada paquet de dades SCTP, sempre i
quan es guardi com a ma`xim dos paquets al bufer de retransmissio´.
5.7.1. Justificacions de les Limitacions
• Una variable no pot superar un tamany 256 bytes, perque` desbordaria el banc de
memo`ria. Per tant, el bufer d’entrada-sortida com e´s un vector, ha de tindre aquesta
mida.
• S’ha fixat en una les adreces IP alternatives que un dispositiu pot suportar.
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• Es te´ un bufer de 256 Bytes, una capc¸alera Ethernet de 14 Bytes, una capc¸alera IP
de 20 Bytes, una capc¸alera SCTP de 12 Bytes, i la capc¸alera del chunk DATA 12
Bytes. Per tant, si ho restem tot trobarem el valor ma`xim de dades u´tils.
256−14−20−12 = 194Bytes
• S’ha de vigilar que en cap cas s’han de superar 256 Bytes en total per no desbordar
el banc de memo`ria. El bufer de retransmissio´ es troba a la taula on es guarden les
caracterı´stiques de cada associacio´ SCTP. Aquesta taula, sense comptar el bufer
de retransmissio´ i les variables que depenen del tamany del bufer, te´ una mida de
103 Bytes, tenint en compte que al bufer de retransmissio´ tambe´ es guarda el TSN
(4 Bytes) i la longitud (2 Bytes) i que les variables que depenen del tamany del bufer
sumen en aquest cas 6 bytes.
256−103−8−4−6 = 135Bytes
• Les dades per realitzar el ca`lcul so´n les mateixes que en el punt anterior, pero` en
aquest cas es contempla que nome´s es guarden dos paquets al bufer de retrans-
missio´.
135/2 ≈ 67Bytes
5.8. Adaptacio´ del codi al microcontrolador
Primer de tot, per no tenir incompatibilitats amb la memo`ria RAM, algunes variables com
el bufer d’entrada i sortida, s’han definit manualment les seves posicions a la memo`ria ram
de la segu¨ent manera:
Primer es defineix la seccio´ on es guardaran aquestes dades al fitxer linkador:
 
1
2 SECTION NAME=gpr1 RAM=gpr1
 
Despre´s on es defineix la variable s’indica que es guardi en aquesta seccio´:
 
1
2 #pragma udata gpr1
3 u8 t u ip bu f [ UIP BUFSIZE ] ;
4 #pragma udata
 
Un cop es te´ el codi llest, es necessita una eina que tradueixi l’implementacio´ de la no-
va pila de protocols TCP/IP amb la implementacio´ del protocol SCTP, al llenguatge dels
microcontroladors. Aquesta eina e´s el MPLAB, que a partir de fitxers de codi font C on
es troba tota l’aplicacio´ sencera i un fitxer linkador on es troben les indicacions de com
s’ha de distribuir la memo`ria al microcontrolador, dona com a resultat un fitxer compatible
amb el microcontrolador. Aquest fitxer sera` el que despre´s es passara` al microcontrolador
mitjanc¸ant el programador MPLAB ICD2.
Com a base de projecte per la implementacio´ especı´fica al microcontrolador, s’ha aga-
fat l’aplicacio´ que venia de mostra amb la placa de probes PICDEM.NET que e´s la que
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Figura 5.1: Fluxe de compilacio´
s’utilitza per provar la nova implementacio´. Quan es parla en aquest cas de projecte, es
parla d’un conjunt de fitxers de diferents extensions que un cop compilats, com mostra el
diagrama, donara` com a resultat, tant l’arxiu de llenguatge compatible amb el microcon-
trolador (.hex) com un arxiu on es plasma com finalment tot el codi ma`quina s’ha distribuı¨t
en la memo`ria del microcontrolador (.map), i un altre arxiu que conte´ tota la informacio´
necessa`ria per fer una depuracio´ d’alt nivell (.cof).
Aquest projecte base porta la pila TCP/IP de Microchip, que sera` substituı¨da per la pila
uIP amb el protocol SCTP, a me´s, tambe´ porta totes les funcions necessa`ries per poder
treballar amb el LCD i el controlador Ethernet, aixı´ com el fitxer linkador (un mapeig de
com es distribueix la memo`ria al microcontrolador).
Una altra de les raons per les quals s’ha agafat l’aplicacio´ de mostra de la placa PIC-
DEM.NET e´s perque` tambe´ ja venen definits tots els ports del microcontrolador PIC18F452.
Aquest e´s un detall molt important ja que una mala interpretacio´ dels ports del microcon-
trolador faria que l’aplicacio´ no funcione´s de cap manera a la placa. Un cop es te´ tot
preparat i el codi compilat, el segu¨ent pas e´s passar el codi a la placa gra`cies a una eina
hardware anomenada ICD22.
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5.8.1. Recursos de memo`ria gastats
Com mostra el gra`fic d’utilitzacio´ de memo`ria del MPLAB a la figura 5.2, la pila uIP amb
la implentacio´ del protocol SCTP consumeix 1248 Bytes dels 1536 Bytes que ofereix el
microcontrolador de memo`ria RAM, o el que seria el mateix consumeix un 81.25% de
memo`ria RAM, quedant un marge de 288 Bytes per a futures ampliacions.
Per altra banda, el fitxer de sortida (ANNEXE J) que indica com s’ha emmagatzemat el
programa a la memo`ria, reflexa que dels 32 KBytes que ofereix el microcontrolador PIC
18F452, nome´s s’esta` utilitzant el 96%, per tant s’estan consumint 30.72 KBytes dels
32Kbytes globals, quedant un marge de 1.28 KBytes per a futures ampliacions.
Figura 5.2: Memo`ria RAM utilitzada
5.9. Caracterı´stiques finals del protocol SCTP
Aquestes so´n les caracterı´stiques finals del protocol SCTP
• Suport de multi-homing.
• Suport de multi-streaming.
• No suporta deteccio´ de duplicats.
• Suporta reenviament de dades.
• No suporta fragmentacio´ i reensamblament de paquets.
• Suport de manteniment de camins.
• No suporta Notificacions d’Error.
• No suporta IPv6.
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CAP´ITOL 6. EINES UTILITZADES
6.1. Introduccio´
Un cop finalitzada la implementacio´ del protocol SCTP a la pila de protocols TCP/IP uIP,
aquesta sera` incorporada al microcontrolador PIC18F452, que es troba inserit a una pla-
ca de probes anomenada PICDEM.NET. Per dur a terme la tasca d’implementacio´, es
necessiten dues eines fonamentals, una software i una altra hardware. L’eina software e´s
un programa que permet compilar el codi font donant com a resultat un arxiu compatible
amb el microcontrolador, l’eina hardware permet gravar l’arxiu resultat de la compilacio´ al
microcontrolador.
6.2. Placa PICDEM.NET
La placa de demostracions PICDEM.NET, ha estat escollida per a la realitzacio´ del pro-
jecte, degut a que e´s una eina molt u´til a l’hora d’estudiar les possibilitats de connectivitat
a Internet d’un sistema embebit.
PICDEM.NET utilitza el microcontrolador PIC18F452 de 40 pins i un programa que imple-
menta TCP/IP per a la connexio´ (aquest programa despre´s sera` reemplac¸at per la imple-
mentacio´ de la pila uIP amb el protocol SCTP). El software del PIC va ser desenvolupat
per Jeremy Bentham, basat en el seu llibre “TCP/IP Lean: Web serves from Embedded
Systems”.
La placa PICDEM.NET te´ una interfı´cie Ethernet i RS232, el dispositiu PICmicro actua
com a un servidor, tant en el cas de la implementacio´ original com de la nova. Tambe´ esta`
equipada amb un connector RJ11 de 6 lı´nies per connectar directament el MPLAB-ICD
de Microchip, permetent modificar o reprogramar el microcontrolador flash de la placa.
Tambe´ esta` disponible una a`rea de muntatge gene`ric per afegir circuits especials en ex-
perimentacio´.
6.3. MPLAB
MPLAB e´s un editor IDE (Entorn de Desenvolupament Integrat) gratuı¨t, destinat a pro-
ductes de la marca Microchip. Aquest editor e´s modular, permet seleccionar els diferents
microprocessadors suportats, a me´s de permetre la gravacio´ d’aquests circuits integrats
directament al programador.
´Es un programa que funciona en Windows, i com a tal, presenta les cla`ssiques barres
de programa, de menu´, d’eines d’estat, etc. L’ambient MPLAB posseeix editor de textes,
compilador i simulador.
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6.4. MPLAB ICD2
´Es un equip programador i depurador en circuit, per a microcontroladors PICmicro. El
MPLAB ICD2 suporta els microcontroladors Flash PIC18F i algun PIC16F i els controla-
dors de senyal digital dsPIC. Per suportar els nous dispositius que puguin apare`ixer, els
usuaris es poden descarregar gratuı¨tament el nou codi de software en el MPLAB ICD2.
El depurador suporta en temps real la visio´ de variables i registres i es poden obtenir “bre-
akpoints” en memo`ria de programa. El MPLAB ICD2 tambe´ pot ser utilitzat per programar
o reprogramar el microcontrolador de la placa.
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CAP´ITOL 7. PROBES
Com a aplicacio´ de proba s’ha creat una aplicacio´ servidor i una altra client, on el client es
connecta al servidor i aquest mostra les paraules que s’han teclejat al client.
En les probes amb ordinadors, l’aplicacio´ s’ha fet funcionar amb Sistema Operatiu Linux
on s’han creat sockets Raw (ANNEX D.6.) per tindre un canal de comunicacio´ entre els
dos ordinadors. Aquest tipus de sockets permeten rebre o enviar datagrames directament
definits pel usuari.
En les probes amb ordinador i microcontrolador, per part de l’ordinador, s’han utilitzat les
mateixes caracterı´stiques que les utilitzades a les probes amb els dos ordinadors, e´s a
dir, Sistema Operatiu Linux i sockets Raw. Per la part de microcontrolador, per tindre
el canal de comunicacio´ amb l’ordinador s’han utilitzat les funcionalitats del controlador
Ethernet(ANNEX D.7.) que porta la placa de probes PICDEM.NET
La implementacio´ del servidor per a la placa, variara` lleugerament de la versio´ per a
l’ordinador, ja que en un cas les dades es mostren per pantalla i en l’altre cas les dades
es mostren al LCD, per tant el tractament e´s diferent:
 
1
2 /∗ SERVIDORORDINADOR ∗/
3
4 void mostrardatos ( u16 t l o n g i t u d )
5 {
6 u8 t i ;
7
8 u8 t datos [LONGITUD DADES ] ;
9
10 p r i n t f ( ” Les dades per mostrar son :\n ” ) ;
11
12
13 memcpy(&datos ,& uip appdata , l o n g i t u d ) ;
14
15 for ( i =0; i<l o n g i t u d ; i ++)
16 {
17
18 i f ( i == long i t ud −1)
19 {
20 p r i n t f ( ”%c\n ” , datos [ i ] ) ;
21 }
22 else{
23 p r i n t f ( ”%c ” , datos [ i ] ) ;
24 }
25 }
26
27 }
 
 
1
2 /∗ SERVIDORPLACA ∗/
3
4 void mostrardatos ( u16 t l o n g i t u d )
5 {
6 i n t i ;
7 u8 t datos [LONGITUD DADES ] ;
8
9
10
11 memcpy(&datos ,& uip appdata , l o n g i t u d ) ;
12
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13 XLCDGoto(0 , 0) ;
14 XLCDPutROMString( ”DADES: ” ) ;
15 XLCDGoto(1 , 0 ) ;
16 XLCDPutROMString( datos ) ;
17 }
 
L’escenari de les probes entre els dos ordinadors e´s el segu¨ent: dos ordinadors amb dos
adreces IP units per un cable Ethernet. Per una banda tenim un servidor que esta` pendent
de rebre peticions i per l’altre un client que es connecta al servidor.
Figura 7.1: Escenari client-servidor amb ordinadors
El primer que es fa e´s provar la connectivitat entre els dos ordinadors mitjanc¸ant un ping.
Un cop provada la connectivitat entre els dos ordinadors es passa a provar de connectar
els dos ordinadors utilitzant la pila de protocols uIP amb el protocol de transport SCTP i el
primer intercanvi de paquets.
Figura 7.2: Captura de paquets amb TCPDUMP
Com les probes van ser satisfacto`ries degut a que el 4-way handshake s’ha realitzat cor-
rectament i les dades u´tils de client a servidor es van enviar correctament, es va passar a
provar com reaccionava el protocol envers a pe`rdues de paquets. Per tant, es va forc¸ar a
que es perdessin paquets en diferents moments de la transmissio´.
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Figura 7.3: Escenari client-servidor pe`rdues
Davant la pe`rdua d’un paquet la resposta era la correcta, aquesta resposta e´s que les da-
des acabessin arribant al dispositiu corresponent correctament. Tambe´ s’ha provat amb
e`xit tant la caracterı´stica multi-homing com multi-streaming. Per a cada adrec¸a IP alter-
nativa arribaven els paquets corresponents per al manteniment de rutes (HEARTBEATS) i
es canviava d’adrec¸a IP a una de les alternatives en el moment adequat. Aquest moment
e´s quan el bufer de retransmissions esta` ple, ja que es suposa que si el bufer de retrans-
missions esta` ple e´s perque` aquest camı´ ha caigut i ja no e´s va`lid, per tant, es canvia a
un camı´ alternatiu. Respecte al multi-streaming, s’han diferenciat dos streams, un per on
s’envien les dades u´tils i un altre per on s’envien les dades que s’han perdut.
No s’ha pogut arribar a provar la nova aplicacio´ al microcontrolador PIC18F452 degut a
problemes alhora d’utilitzar el controlador Ethernet que porta de se`rie la placa de probes
PICDEM.NET.
Encara que no s’ha pogut provar la funcionalitat de la nova implementacio´ a la placa, si que
s’ha pogut passar el codi correctament a aquesta i comprovar que al microcontrolador el
codi fa les rutines pertinents. Aixo` s’ha comprovat debugant el programa utilitzant el LCD
que porta la placa PICDEM.NET.
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CAP´ITOL 8. CONCLUSIONS
Per extreure unes conclusions del treball que s’ha desenvolupat seria convenient recordar
l’objectiu principal d’aquest i els passos que s’han seguit per portar-lo a terme. L’objectiu
principal era completar la pila de protocols TCP/IP uIP amb el protocol de transport SCTP,
i provar el seu funcionament al microcontrolador PIC18F452.
Per tant s’ha comenc¸at fent una introduccio´ al mo´n dels microcontroladors per tal de
comenc¸ar a familiaritzar-se amb conceptes que es trobaran durant tot el projecte. Tot
seguit s’ha fet un estudi sobre les piles de protocols TCP/IP per a microcontroladors,
d’aquesta forma tambe´ s’ha fet una immersio´ sobre aquest tema. Per acabar amb la fa-
miliaritzacio´ de temes i conceptes previs a la realitzacio´ pra`ctica del projecte, s’ha fet un
altre estudi sobre el protocol de transport SCTP.
Un cop acabada amb la introduccio´ de tots els temes i conceptes claus del projecte, s’ha
passat a la realitzacio´ d’aquest, fent una primera implementacio´ del protocol de transport
SCTP a la pila uIP i fent-la funcionar entre dos ordinadors per comprovar que el funciona-
ment era correcte tal i com s’esperava.
Despre´s s’ha fet una adaptacio´ del codi per tal de portar-lo al microcontrolador i fer les
u´ltimes probes. Aquestes no s’han pogut dur a terme degut a problemes alhora d’uti-
litzar el controlador Ethernet que porta la placa de probes PICDEM.NET on es troba el
microcontrolador PIC18F452.
Les conclusions generals que s’han tret durant la realitzacio´ del projecte han sigut les
segu¨ents:
• Degut al baix cost dels microcontroladors, la seva mida reduı¨da i l’opcio´ de poder
tindre connectivitat a Internet, so´n una solucio´ molt bona per a dispositius de tamany
reduı¨t que volen tindre connexio´ a Internet.
• Encara que les piles de protocols TCP/IP per a microcontroladors no tenen imple-
mentades totes les funcionalitats que una pila de protocols TCP/IP normal, propor-
cionen una comunicacio´ ba`sica entre dos dispositius.
• El protocol de transport SCTP e´s un protocol que ofereix una millor comunicacio´
entre dos dispositius que els actuals protocols de transport TCP i UDP.
• No es poden tindre totes les funcionalitats del protocol SCTP (implementat a la pila
de protocols TCP/IP) degut a la manca de memo`ria del microcontrolador PIC18F452.
Aixo´ comporta:
– Si es vol guardar dos paquets al bufer de retransmissions, no es pot enviar un
paquet amb me´s de 67 Bytes de dades u´tils.
– Encara que un dispositiu pugui suportar me´s d’una adrec¸a IP alternativa, nome´s
podra` utilitzar com adrec¸a IP alternativa una d’elles.
– Com no suporta la deteccio´ de paquets duplicats, si es dona aquest fenomen,
no s’utilitzara` cap mecanisme per evitar-ho per tant, no hi haura` una bona
transfere`ncia de dades.
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– Com no suporta fragmentacio´ de paquets, els paquets que es volen enviar no
poden excedir el MTU d’una xarxa.
– Com no suporta reensamblament de paquets, si arriba algun fragment d’un
paquet sera` descartat perque no el pot reensamblar el paquet sencer.
– Com no suporta IPv6, nome´s es podra` utilitzar IPv4.
• Sempre que s’ha de fer un programa per a un microcontrolador, s’han de tindre
en compte molts detalls. Com, per exemple, la memo`ria de la que es disposa i
l’estructuracio´ d’aquesta.
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AP `ENDIX A. GLOSSARI
ARP: Address Resolution Protocol, e´s un protocol de nivell de xarxa que permet trobar
l’adrec¸a MAC que correspon a una determinada adrec¸a IP.
BANC DE MEM `ORIA: ´Es una unitat lo`gica de memo`ria en una computadora on la seva
mida esta` determinada per la CPU.
CAN: Controller Area Network, e´s un protocol de comunicacions desenvolupat per la firma
Alemanya Robert Bosch.
CHECKSUM: ´Es una forma de control de redunda`ncia, a partir d’una suma de verificacio´,
es protegeixen la integritat de les dades.
DATAGRAMA: ´Es un fragment de paquet que e´s enviat amb la suficient informacio´ com
per a que la xarxa pugui simplement encaminar el fragment cap a l’equip receptor.
DHCP: Dynamic Configuration Protocol, e´s un protocol de nivell de xarxa que permet
assignar adreces IP a diferents dispositius.
EEPROM: Electrically-Erasable Programmable Read-Only Memory,
FTP: File Transfer Protocol, e´s un protocol de transfere`ncia d’arxius entre sistemes con-
nectats a una xarxa TCP basada en l’arquitectura client-servidor, de forma que des de
un equip client ens podem connectar a un servidor per descarregar arxius o enviar les
nostres pro`pies dades.
FULL D ´UPLEX: Caracterı´stica d’un sistema que e´s capac¸ de mantenir una comunicacio´
bidireccional, enviant i rebent missatges de forma simulta`nia.
HMAC: Hash Message Authentication Codes, e´s un tipus de missatge d’autenticacio´, cal-
culat utilitzant un algoritme criptogra`fic (en el cas de SCTP el MD5 o el SHA1) junt a una
clau secreta.
HTTP: HyperText Transfer Protocol, e´s el protocol utilitzat per descarregar pa`gines web.
I2C: ´Es un bus de comunicacions se`rie.
ICMP: Internet Control Message Protocol, e´s el subprotocol de control i notificacio´ d’error
del Protocol d’Internet IP.
IP: Internet Protocol, e´s un protocol no orientat a connexio´ utilitzat per a la comunicacio´
de dades en xarxes de paquets commutats.
MAC: Medium Access Control Addres, e´s un identificador de 48 bits que correspon de
forma u´nica a una tarja o interfı´cie de xarxa.
MIPS: ´Es l’acro`nim de “milions d’instruccions per segon”. ´Es una forma de mesurar la
potencia dels processadors.
MSS: Maximum Segment Size, e´s el tamany me´s gran de dades, especificat en bytes,
que un dispositiu de comunicacions pot manipular sense fragmentar.
MTU: Maximum Transfer Unit, expressa el tamany en bytes del datagrama me´s gran que
pot passar per una capa d’un protocol de comunicacions.
PROTOCOL: Conjunt de regles que especifiquen l’intercanvi de dades o ordres durant la
comunicacio´ entre dispositius que formen part d’una xarxa.
PWM: Modulacio´ per ample de pls (pulse-width modulation), e´s una te`cnica en la que es
modifica el cicle de treball d’una senyal perio`dica.
RAM: Randome Access Memory, es un tipus de memo`ria temporal que perd les seves
dades quan es queda sense energia.
ROM: Read-Only Memory, e´s un tipus de memo`ria no temporal, on les seves dades es
conserven intactes encara que es quedi sense energia.
SISTEMA EMBEBIT: ´Es un sistema informa`tic d’us especı´fic construı¨t dins d’un dispositiu
major.
SMTP: Simple Mail Transfer Protocol, protocol de xarxa basat en texte utilitzat per al inter-
canvi de missatges de correu electro`nic.
SPI: ´Es un esta`ndard de comunicacions, utilitzat principalment per la transfere`ncia d’infor-
macio´ entre circuits integrats en equips electro`nics.
TCP: Transmission Control Protocol, e´s un protocol de comunicacio´ orientat a connexio´ i
fiable a nivell de transport.
UART: Universal Asynchronous Recivert-Transmitter, Transmisor-Receptor Ası´ncron Uni-
versal, controla els ports i dispositius serie.
UDP: User Datagram Protocol, e´s un protocol de nivell de transport basat en el intercanvi
de datagrames.
UNICAST: Caracterı´stica que defineix que nome´s pot haver intercanvi d’informacio´ entre
un u´nic emissor i un u´nic receptor.
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B.1. INIT
Aquest chunk s’utilitza per inicialitzar una associacio´ SCTP entre dos endpoints:
Figura B.1: INIT
• Tipus: Indica el tipus de chunk.
• Flags: Aquests bits s’utilitzen depenent del chunk, al projecte no s’utilitzen flags
per simplificar me´s les tasques d’implementacio´, per tant sempre estaran marcats a
cero.
• Longitud: Aquest valor representa la longitud en bytes del chunk, en aquest valor
s’inclou el que seria la capc¸alera del chunk; tipus, flags, el camp de longitud.
• Initiation Tag: El receptor del INIT, guarda el valor d’aquest camp. Aquest valor es
posara` en cada paquet que el receptor del INIT transmeti durant aquesta associacio´.
Aquest valor esta` compre´s entre 1 i 4294967295.
• Finestra de Recepcio´: Aquest valor representa el nu´mero de bytes que hi han
lliures al bufer de recepcio´.
• Streams de Sortida: Defineix el nu´mero de streams de sortida que l’emissor del
INIT vol crear en aquesta associacio´.
• Streams d’Entrada: Defineix el nu´mero ma`xim de streams que l’emissor del INIT
permet crear en aquesta associacio´.
• Initial TSN: Defineix el primer nu´mero de sequ¨e`ncia que utilitzara` l’emissor del INIT
en l’enviament de dades.
B.1.1. Para`metres Opcionals
Aquest camp de mida variable s’utilitza per indicar diferents opcions que suporta el pro-
tocol SCTP, la que s’utilitza en el projecte, e´s la de adrec¸a IP. Si un dispositiu disposa de
me´s d’una adrec¸a s’utilitza per indicar-ho a l’altre dispositiu.
Figura B.2: Adrec¸a IP
• Tipus: Indica el tipus d’opcio´
• Longitud: Indica la longitud de l’opcio´
• Adrec¸a IP: adrec¸a IP del dispositiu
B.2. INIT ACK
Aquest chunk s’utilitza per informar que s’ha rebut un INIT.
Figura B.3: INIT-ACK
• Tipus: Indica el tipus de chunk.
• Flags: Aquests bits s’utilitzen depenent del chunk, com en el nostre projecte no
s’utilitzen flags, es marcaran a cero.
• Longitud: Aquest valor representa la longitud en bytes del chunk, en aquest valor
s’inclou el que seria la capc¸alera del chunk; tipus, flags, el camp de longitud.
• Initiation Tag: El receptor del INIT ACK, guarda el valor d’aquest camp. Aquest
valor es posara` en cada paquet que el receptor del INIT transmeti durant aquesta
associacio´. Aquest valor esta` compre´s entre 1 i 4294967295.
• Finestra de Recepcio´: Aquest valor representa el nu´mero de bytes que hi han
lliures al bufer de recepcio´.
• Streams de Sortida: Defineix el nu´mero de streams de sortida que l’emissor del
INIT ACK vol crear en aquesta associacio´.
• Streams d’Entrada: Defineix el nu´mero ma`xim de streams que l’emissor del INIT
ACK permet crear en aquesta associacio´.
• Initial TSN: Defineix el primer nu´mero de sequ¨e`ncia que utilitzara` l’emissor del INIT
en l’enviament de dades.
B.2.1. Para`metres Opcionals
Aquest camp de mida variable s’utilitza per indicar diferents opcions que suporta el pro-
tocol SCTP, la que s’utilitza en el projecte, e´s la de adrec¸a IP. Si un dispositiu disposa de
me´s d’una adrec¸a s’utilitza per indicar-ho a l’altre dispositiu.
Figura B.4: Adrec¸a IP
• Tipus: Indica el tipus d’opcio´
• Longitud: Indica la longitud de l’opcio´
• Adrec¸a IP: Adrec¸a IP del dispositiu
Tambe´ s’aprofita per enviar la state cookie, que encara que sigui un para`metre obligatori,
tambe´ s’envia en aquest camp.
• Tipus: Indica el tipus d’opcio´
Figura B.5: STATE COOKIE
• Longitud: Indica la longitud de l’opcio´
• State Cookie: Contingut de la state cookie
B.3. COOKIE ECHO
Aquest nome´s s’utilitza durant la inicialitzacio´ d’una associacio´. ´Es enviat pel endpoint
que comenc¸a l’associacio´ per acabar de completar l’associacio´.
Figura B.6: COOKIE-ECHO
• Tipus: Indica el tipus de chunk.
• Flags: Aquests bits s’utilitzen depenent del chunk, com en el nostre projecte no
utilitzem flags, sempre estaran marcats a cero.
• Longitud: Aquest valor representa la longitud en bytes del chunk, en aquest valor
s’inclou la capc¸alera comuna d’un chunk.
• State Cookie del Initi Ack: Com el seu propi nom indica, aquest camp conte´ la
state cookie rebuda al INIT ACK.
B.4. COOKIE ACK
S’utilitza nome´s durant la inicialitzacio´ d’una associacio´. Amb aquest chunk s’informa al
altre endpoint de que s’ha rebut un COOCHIE ECHO correctament.
Figura B.7: COOKIE-ACK
• Tipus: Indica el tipus de chunk.
• Flags: Aquests bits s’utilitzen depenent del chunk, com en el nostre projecte no
utilitzem flags, sempre estaran marcats a cero.
• Longitud: Aquest valor representa la longitud en bytes del chunk, en aquest valor
s’inclou la capc¸alera comuna d’un chunk.
B.5. DATA
´Es el chunk utilitzat per enviar les dades del usuari:
Figura B.8: DATA
• Tipus: Indica el tipus de chunk.
• Flags:
– U: S’utilitza per indicar que es tracta d’un chunk fora d’ordre.
– B: S’utilitza per indicar que e´s el primer fragment d’un chunk fragmentat.
– E: S’utilitza per indicar que e´s l’u´ltim fragment d’un chunk fragmentat.
• Longitud: Aquest valor representa la longitud en bytes del chunk, en aquest valor
s’inclou la capc¸alera comuna d’un chunk.
• TSN: Aquest valor representa el nu´mero de sequ¨e`ncia del chunk. Aquest valor esta`
compre´s entre 0 i 4294967295.
• Identificador de Stream: Identifica l’stream al que pertanyen les dades enviades
al chunk.
• Nu´mero de Sequ¨e`ncia de Stream: Aquest valor representa el nu´mero de sequ¨e`ncia
dins de l’stream. Esta` compre´s entre 0 i 65535.
• Payload Protocol Identifier: Aquest identificador no e´s utilitzat pel protocol SCTP,
pero` si per alguns dispositius de xarxa, per identificar el tipus de dades que s’estan
enviant. Aquest valor pot estar marcat com a 0, el que vol dir, que aquest camp no
s’utilitza.
• Dades del Usuari: Aquest camp conte´ les dades que l’usuari envia cap a l’altre
endpoint.
B.6. SACK
Aquest chunk s’envia per informar al altre endpoint de les dades que han arribat correcta-
ment, i tambe´ de les dades que falten aixı´ com dels duplicats.
Figura B.9: SACK
• Tipus: Indica el tipus de chunk.
• Flags: Aquests bits s’utilitzen depenent del chunk, com en el nostre projecte no
utilitzem flags, sempre estaran marcats a cero.
• Longitud: Aquest valor representa la longitud en bytes del chunk, en aquest valor
s’inclou la capc¸alera comuna d’un chunk.
• ´Ultim TSN en Ordre: Aquest camp conte´ el valor del u´ltim TSN rebut en ordre.
• Finestra de Recepcio´: Aquest valor representa el nu´mero de bytes que hi han
lliures al bufer de recepcio´ del endpoint emissor del SACK.
• Nu´mero de Blocs on es Perden Paquets: Aquest valor representa el nu´mero de
blocs entre TSNs rebuts en ordre on s’han perdut paquets.
• Nu´mero de Duplicats: En aquest camp conte´ el valor de Data chunks duplicats
que han arribat.
• Comenc¸ament de TSN Perduts: Indica el valor de TSN on comenc¸a el bloc on
s’han perdut dades.
• Fi de TSN Perduts: Indica el valor de TSN on acaba el bloc on s’han perdut dades.
• TSN Duplicat: Aquest camp conte´ el valor del TSN que ha arribat duplicat.
B.7. HEARTBEAT
Un endpoint enviara` aquest chunk cap a l’altre endpoint quan aquest tingui me´s d’una
adrec¸a IP. D’aquesta forma es testeja l’accessibilitat cap a l’altra adrec¸a IP.
Figura B.10: HEARTBEAT
• Tipus: Indica el tipus de chunk.
• Flags: Aquests bits s’utilitzen depenent del chunk, com en el nostre projecte no
utilitzem flags, sempre estaran marcats a cero.
• Longitud: Aquest valor representa la longitud en bytes del chunk, en aquest valor
s’inclou la capc¸alera comuna d’un chunk.
• Dades del Heartbeat: L’emissor d’aquest heartbeat incloura` algunes de les seves
dades. Aquestes dades so´n: l’hora a la que el heartbeat va ser generat i la adrec¸a
IP destı´.
B.8. HEARTBEAT ACK
Aquest chunk sera` enviat com a resposta del chunk Heartbeat
Figura B.11: HEARTBEAT-ACK
• Tipus: Indica el tipus de chunk.
• Flags: Aquests bits s’utilitzen depenent del chunk, com en el nostre projecte no
utilitzem flags, sempre estaran marcats a cero.
• Longitud: Aquest valor representa la longitud en bytes del chunk, en aquest valor
s’inclou la capc¸alera comuna d’un chunk.
• Dades del Heartbeat: L’emissor d’aquest heartbeat incloura` algunes de les seves
dades. Aquestes dades so´n: l’hora a la que el heartbeat va ser generat i l’adrec¸a IP
destı´.
B.9. OPERATIONAL ERROR
Un endpoint enviara` aquest chunk cap a l’altre endpoint per notificar d’un o me´s errors.
Figura B.12: OPERATIONAL-ERROR
B.10. SHUTDOWN
Aquest chunk s’utilitza per inicialitzar un tancament d’associacio´.
Figura B.13: SHUTDOWN
• Tipus: Indica el tipus de chunk.
• Flags: Aquests bits s’utilitzen depenent del chunk, com en el nostre projecte no
utilitzem flags, sempre estaran marcats a cero.
• Longitud: Aquest valor representa la longitud en bytes del chunk, en aquest valor
s’inclou la capc¸alera comuna d’un chunk.
• ´Ultim TSN en Ordre: Aquest camp conte´ el valor del u´ltim TSN rebut en ordre.
B.11. SHUTDOWN ACK
Aquest chunk s’utilitza per informar que ha arribat correctament un chunk Shutdown.
Figura B.14: SHUTDOWN-ACK
• Tipus: Indica el tipus de chunk.
• Flags: Aquests bits s’utilitzen depenent del chunk, com en el nostre projecte no
utilitzem flags, sempre estaran marcats a cero.
• Longitud: Aquest valor representa la longitud en bytes del chunk, en aquest valor
s’inclou la capc¸alera comuna d’un chunk.
B.12. SHUTDOWN COMPLETE
Aquest chunk s’utilitza per informar que ha arribat correctament un chunk Shutdown
Figura B.15: SHUTDOWN-COMPLETE
• Tipus: Indica el tipus de chunk.
• Flags: Aquests bits s’utilitzen depenent del chunk, com en el nostre projecte no
utilitzem flags, sempre estaran marcats a cero.
• Longitud: Aquest valor representa la longitud en bytes del chunk, en aquest valor
s’inclou la capc¸alera comuna d’un chunk.
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C.1. Bucle de Control
Figura C.1: Bucle de Control
C.2. Processat de Paquet
Figura C.2: Processat de Paquet
C.3. Comenc¸ant una Associacio´
Figura C.3: Comenc¸ant una associacio´
C.4. Enviant Dades
Figura C.4: Enviant Dades
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Degut a l’extensio´ de codi font utilitzat a l’hora de realitzar l’aplicacio´, nome´s s’ha inclo`s les
parts creades especialment per implementar el protocol SCTP i les parts me´s importants.
D.1. Definicions
D.1.1. Definicio´ dels tipus de variables utilitzats
FITXER: uip-conf.h
 
1
2 typedef unsigned char u8 t ;
3
4 typedef unsigned short u16 t ;
 
D.1.2. Protocol SCTP
FITXER: uip.h
 
1
2 #define PROTO SCTP 132
 
D.1.3. Nu´mero ma`xim d’adreces que pot tindre un dispositiu
FITXER: uip.h
 
1
2 #define SCTP MAX NUM ADDRESSES 2
 
D.1.4. Longitud capc¸alera SCTP
FITXER: uip.h
 
1
2 #define SCTPH LEN 12
 
D.1.5. Longitud capc¸alera SCTP amb IP
FITXER: uip.h
 
1
2 #define IPSCTP LEN (SCTPH LEN + UIP IPH LEN )
 
D.1.6. Chunks
FITXER: uip.h
 
1
2 #define DATA 0x00
3 #define INIT 0x01
4 #define INIT ACK 0x02
5 #define SHUTDOWN 0x07
6 #define SHUTDOWN ACK 0x08
7 #define COOKIE ECHO 0x0A
8 #define COOKIE ACK 0x0B
9 #define SHUTDOWN COMPLETE 0x0E
10 #define SACK 0x03
11 #define DATA LEN 0x10
12 #define HEARTBEAT 0x04
13 #define HEARTBEAT ACK 0x05
 
D.1.7. Nu´mero ma`xim d’associacions que pot suportar un dispositiu
FITXER: uip.h
 
1
2 #define SCTP ASS 1
 
D.1.8. Estats del protocol SCTP
FITXER: uip.h
 
1
2 #define CLOSED 0
3 #define COOKIE WAIT 1
4 #define COOKIE ECHOED 2
5 #define ESTABLISHED 3
6 #define SHUTDOWN PENDING 4
7 #define SHUTDOWN SENT 5
8 #define SHUTDOWN RECEIVED 6
9 #define SHUTDOWN ACK SENT 7
10 #define SCTPSHUTDOWN 17
 
D.1.9. Longitud ma`xima de dades
FITXER: uip.h
 
1
2 #define LONGITUD DADES 10
 
D.1.10. Nu´mero de ports que pot escoltar un dispositiu
FITXER: uip.h
 
1
2 #define SCTP LISTENPORTS 10
 
D.1.11. Bufer
FITXER: uip.c
 
1
2 / /Bufer on es guarda paquets SCTP
3 #define BUF ( ( struct s c t p i p h d r ∗)&u ip bu f [ UIP LLH LEN ] )
4 #define SCTPBUF ( ( struct s c t p i p h d r ∗)&u ip bu f [ UIP LLH LEN ] )
5
6 / /Bufer on es guarda un chunk DATA
7 #define DATABUF ( ( struct data ∗)&u ip bu f [ UIP LLH LEN ] )
8
9 / /Bufer on es guarda un chunk INIT o un INIT ACK
10 #define INITBUF ( ( struct i n i t ∗)&u ip bu f [ UIP LLH LEN ] )
11
12 / /Bufer on es guarda opcions del chunk INIT o INIT ACK
13 #define OPCIONES ( ( struct opciones ∗)&u ip bu f [ UIP LLH LEN + 75 ] )
14
15 / /Bufer on es guarda una cookie
16 #define COOKI ( ( struct cookie ∗)&u ip bu f [ UIP LLH LEN + 51 ] )
17
18 / /Bufer on es guarda un chunk SACK
19 #define SACKBUF ( ( struct sack ∗)&u ip bu f [ UIP LLH LEN ] )
20
21 / /Bufer on es guarda un COOKIEECHO
22 #define COOKIE ( ( struct sc tp cook ie echo ∗)&u ip bu f [ UIP LLH LEN ] )
 
D.1.12. Adrec¸a IP
FITXER: uip.h
 
1
2 typedef u16 t u i p i p 4 a d d r t [ 2 ] ;
3
4 typedef u i p i p 4 a d d r t u i p i p a d d r t ;
 
D.1.13. Definicions de funcions
FITXER: uip.h
 
1
2 #define s c t p p e r i o d i c ( ass ) do { sc tp ass = &sctp asss [ ass ] ; \
3 uip process (SCTP TIMER) ; } while ( 0 )
4
5 #define h e a r t b e a t p e r i o d i c ( ass ) do { sc tp ass = &sctp asss [ ass ] ; \
6 uip process (HEARTBEAT TIMER) ; } while ( 0 )
7
8 #define u ip se t hos t addr ( addr ) u ip ipaddr copy ( u ip hostaddr , ( addr ) )
9
10 #define sethos taddr ( addr ) u ip ipaddr copy ( l d i r e c c i o n s , ( addr ) )
11
12 #define u ip se t d raddr ( addr ) u ip ipaddr copy ( u ip draddr , ( addr ) )
13
14 #define uip setnetmask ( addr ) u ip ipaddr copy ( uip netmask , ( addr ) )
15
16 #define u ip ge t d raddr ( addr ) u ip ipaddr copy ( ( addr ) , u ip d raddr )
 
D.2. Estructures
D.2.1. Capc¸alera IP-SCTP
FITXER: uip.h
DEFINICI ´O: Capc¸alera IP-SCTP.
 
1
2 struct s c t p i p h d r{
3
4 / / Part IP
5 u8 t vh l ;
6 u8 t tos ;
7 u8 t len [ 2 ] ;
8 u8 t i p i d [ 2 ] ;
9 u8 t i p o f f s e t [ 2 ] ;
10 u8 t t t l ;
11 u8 t proto ;
12 u16 t ipchksum ;
13 u16 t s r c ipaddr [ 2 ] ;
14 u16 t des t ipaddr [ 2 ] ;
15
16 / / Part SCTP
17 u16 t l p o r t ;
18 u16 t r p o r t ;
19 u8 t v t [ 4 ] ;
20 u16 t checksum [ 2 ] ;
21 u8 t id ;
22 u8 t f l a g s ;
23 u16 t length ;
24 } ;
 
D.2.2. Opcions
FITXER: uip.h
DEFINICI ´O: Estructura que defineix la opcio´ “adrec¸a” del chunk INIT i INIT ACK.
 
1
2 struct opciones{
3
4 u16 t type ;
5 u16 t length ;
6 u16 t ip addr [ 2 ] ;
7 } ;
 
FITXER: uip.h
DEFINICI ´O: State Cookie del chunk INIT ACK.
 
1
2 struct cookie{
3
4 u16 t type ;
5 u16 t length ;
6 u8 t cookie [ 2 0 ] ;
7 } ;
 
D.2.3. Data Chunk
FITXER: uip.h
DEFINICI ´O: Chunk de dades.
 
1
2 struct data{
3
4 struct s c t p i p h d r sc tp ;
5 u8 t tsn [ 4 ] ;
6 u16 t s t ream id ;
7 u16 t st ream sn ;
8 u8 t P a y l o a d P r o t o c o l I d e n t i f i e r [ 4 ] ;
9
10 } ;
 
D.2.4. Bufer Retransmissio´
FITXER: uip.h
DEFINICI ´O: Estructura utilitzada per emmagatzemar les dades que s’envien.
 
1
2 struct r xbu f e r{
3
4 u8 t tsn [ 4 ] ;
5 u16 t l o n g i t u d ;
6 u8 t datos [LONGITUD DADES ] ;
7
8 } ;
 
D.2.5. Chunk INIT/INIT-ACK
FITXER: uip.h
DEFINICI ´O: Chunk INIT i INIT ACK sense opcions.
 
1
2 struct i n i t {
3
4 struct s c t p i p h d r sc tp ;
5
6 u8 t i n i t i a t e t a g [ 4 ] ;
7 u8 t a rwnd [ 4 ] ; / / finestra
8 u16 t outbound ; / /Streams sortida
9 u16 t inbound ; / /Streams entrada
10 u8 t i n i t i a l t s n [ 4 ] ;
11
12
13 } ;
 
D.2.6. Chunk SHUTDOWN
FITXER: uip.h
DEFINICI ´O: Chunk Shutdown.
 
1
2 struct sctp shutdown{
3 struct s c t p i p h d r sc tp ;
4 u8 t tsn [ 4 ] ;
5 } ;
 
D.2.7. Chunk COOKIE ECHO
FITXER: uip.h
DEFINICI ´O: Chunk Cookie Echo.
 
1
2 struct sc tp cook ie echo{
3 struct s c t p i p h d r sc tp ;
4 u8 t cookie [ 2 0 ] ;
5
6
7 } ;
 
D.2.8. Chunk SACK
FITXER: uip.h
DEFINICI ´O: Chunk Sack.
 
1
2 struct sack{
3
4 struct s c t p i p h d r sc tp ;
5
6 u8 t tsn [ 4 ] ;
7 u8 t a rwnd [ 4 ] ;
8 u16 t b locks ;
9 u16 t dup l i ca t e ;
10 u8 t s t a r t [ 2 ] ;
11 u8 t end [ 2 ] ;
12 } ;
13
14 struct sack2{
15
16 u8 t d u p l i c a t e t s n [ 4 ] ;
17 } ;
 
D.2.9. Adreces alternatives
FITXER: uip.h
DEFINICI ´O: Estructura preparada per emmagatzemar una adrec¸a IP alternativa i dos va-
riables que s’utilitzen per portar un control sobre aquesta mateixa adrec¸a.
 
1
2 struct d i recc ions {
3
4 u i p i p a d d r t d i r ecc ;
5 u8 t r e c i b i d o ;
6 u8 t enviado ;
7
8 } ;
 
D.2.10. Estructura TSNN
textbfFITXER: uip.h
DEFINICI ´O: Estructura auxiliar per emmagatzemar TSNs
 
1
2 struct tsnn{
3
4 u8 t tsn [ 4 ] ;
5
6 } ;
 
D.2.11. Transmission Control Block
FITXER: uip.h
DEFINICI ´O: Estructura on s’emmagatzema totes les dades necessa`ries per mantenir cor-
rectament una associacio´.
 
1
2 struct sc tp ass {
3
4 u i p i p a d d r t r i paddr ;
5 u16 t l p o r t ;
6 u16 t r p o r t ;
7 u16 t outst reams ;
8 u16 t inst reams ;
9 u8 t s t a t e ;
10 u8 t tsn [ 4 ] ;
11 u8 t tsn2 [ 4 ] ;
12 u8 t tsn3 [ 4 ] ;
13 u8 t tsn4 [ 4 ] ;
14 u8 t utsn [ 4 ] ;
15 u8 t t imer ;
16 u16 t len ;
17 u8 t v t l [ 4 ] ;
18 u8 t v t r [ 4 ] ;
19 u8 t rece ived ;
20 u16 t st ream sn [ 2 ] ;
21 u8 t id ;
22 u8 t i n i t i a t e t a g [ 4 ] ;
23 u8 t a rwnd [ 4 ] ;
24 struct r xbu f e r r xbu f e ra [ 2 ] ;
25 u8 t tsnn [ 4 ] ;
26 struct tsnn t sn rx [ 1 ] ;
27 u8 t rx ;
28 u8 t numerorx ;
29 u8 t l d i r e c c i o n e s ;
30 u8 t rd i r ecc iones ;
31 u8 t cookie [ 2 0 ] ;
32 u8 t i d l e ;
33 struct d i recc ions l d i r e c c i o n s [ l d i r e c c i o n e s ] ;
34 struct d i recc ions r d i r e c c i o n s [ rd i r ecc iones ] ;
35 } ;
 
D.3. Funcions
D.3.1. Verification Tag
FITXER: uip.c
DEFINICI ´O: ´Es la funcio´ utilitzada alhora de crear una Verification Tag.
PAR `AMETRES Se li passa com a para`metre llavor que creara` la sequ¨e`ncia de nu´meros
aleatoris.
 
1
2 void ver tag ( u8 t n )
3 {
4
5 u8 t i =0;
6
7 /∗ Generem una sequencia aleatoria ∗/
8 srand ( n ) ;
9
10 /∗ D’aquesta sequencia agafem 4 numeros a l ’atzar que estiguin
11 compresos entre 0 i 255 ∗/
12
13 for ( i =0; i <4; i ++)
14 {
15 numero [ i ] = ( rand ( ) % 255) ;
16
17 }
18
19 }
 
D.3.2. Adler 32
FITXER: uip.c
DEFINICI ´O ´Es la funcio´ que s’encarrega de calcular el checksum.
PAR `AMETRES Se li passa com a para`metres el punter que apunta a les dades a les que
se li vol calcular el cheksum i la longitud d’aquestes.
 
1
2 #define MOD ADLER 65521
3
4 void ad le r ( u8 t ∗data , u16 t len )
5 {
6
7 u16 t a = 1 , b = 0;
8 u8 t aux [ 2 ] ;
9
10
11 while ( len )
12 {
13 u16 t t l e n = len > 5550 ? 5550 : len ;
14 len −= t l e n ;
15 do
16 {
17 a += ∗data ++;
18 b += a ;
19 } while (−− t l e n ) ;
20
21 a = ( a & 0 x f f f f ) + ( a >> 16) ∗ (65536−MOD ADLER) ;
22 b = ( b & 0 x f f f f ) + ( b >> 16) ∗ (65536−MOD ADLER) ;
23
24 }
25
26 /∗ I t can be shown that a <= 0x1013a here, so a single subtract wi l l do. ∗/
27 i f ( a >= MOD ADLER)
28 a −= MOD ADLER;
29
30 /∗ I t can be shown that b can reach 0xfff87 here. ∗/
31 b = ( b & 0 x f f f f ) + ( b >> 16) ∗ (65536−MOD ADLER) ;
32
33 i f ( b >= MOD ADLER)
34 b −= MOD ADLER;
35
36 memcpy(&aux ,&b , 2 ) ;
37
38 checksum [ 0 ] = aux [ 0 ] ;
39 aux [ 0 ] = aux [ 1 ] ;
40 aux [ 1 ] = checksum [ 0 ] ;
41
42 memcpy(&b ,&aux , 2 ) ;
43 checksum [ 0 ] = b ;
44
45 memcpy(&aux ,&a , 2 ) ;
46
47 checksum [ 1 ] = aux [ 0 ] ;
48 aux [ 0 ] = aux [ 1 ] ;
49 aux [ 1 ] = checksum [ 1 ] ;
50
51 memcpy(&a ,&aux , 2 ) ;
52 checksum [ 1 ] = a ;
53
54
55 }
 
D.3.3. SHA-1
FITXER: uip.c
DEFINICI ´O Les funcions definides per Microchip per calcular el SHA-1.
 
1
2 unsigned long leftRotateDWORD ( unsigned long val , u8 t b i t s )
3 {
4 u8 t i , t ;
5 DWORD VAL toRotate ;
6 toRotate . Val = va l ;
7
8 for ( i = b i t s ; i >= 8u ; i −= 8)
9 {
10 t = toRotate . v [ 3 ] ;
11 toRotate . v [ 3 ] = toRotate . v [ 2 ] ;
12 toRotate . v [ 2 ] = toRotate . v [ 1 ] ;
13 toRotate . v [ 1 ] = toRotate . v [ 0 ] ;
14 toRotate . v [ 0 ] = t ;
15 }
16
17
18
19
20
21 return toRotate . Val ;
22 }
23
24
25 sta t i c void SHA1HashBlock( u8 t∗ data , unsigned long∗ h0 , unsigned long∗ h1 , unsigned long∗
h2 , unsigned long∗ h3 , unsigned long∗ h4 ) ;
26
27
28 void S H A 1 I n i t i a l i z e (HASH SUM∗ theSum )
29 {
30 theSum−>h0 = 0x67452301 ;
31 theSum−>h1 = 0xEFCDAB89 ;
32 theSum−>h2 = 0x98BADCFE ;
33 theSum−>h3 = 0x10325476 ;
34 theSum−>h4 = 0xC3D2E1F0 ;
35 theSum−>bytesSoFar = 0;
36 theSum−>hashType = HASH SHA1;
37 }
38
39
40 void SHA1AddData (HASH SUM∗ theSum , u8 t∗ data , u16 t len )
41 {
42 u8 t ∗b lockP t r ;
43
44 / / Seek to the f i r s t free byte
45 b lockP t r = theSum−>p a r t i a l B l o c k + ( theSum−>bytesSoFar & 0 x3f ) ;
46
47 / / Update the total number of bytes
48 theSum−>bytesSoFar += len ;
49
50 / / Copy data into the partial block
51 while ( len != 0)
52 {
53 ∗b lockP t r++ = ∗data ++;
54
55 / / I f the partial block is fu l l , hash the data and start over
56 i f ( b lockP t r == theSum−>p a r t i a l B l o c k + 64)
57 {
58 SHA1HashBlock( theSum−>p a r t i a l B l o c k , &theSum−>h0 , &theSum−>h1 ,
59 &theSum−>h2 , &theSum−>h3 , &theSum−>h4 ) ;
60 b lockP t r = theSum−>p a r t i a l B l o c k ;
61 }
62
63 len−−;
64 }
65
66 }
67
68
69
70 sta t i c void SHA1HashBlock( u8 t∗ data , unsigned long∗ h0 , unsigned long∗ h1 , unsigned long∗
h2 ,
71 unsigned long∗ h3 , unsigned long∗ h4 )
72 {
73 unsigned long a , b , c , d , e , f , k , temp ;
74 DWORD VAL ∗w = (DWORD VAL∗) l as t B lock ;
75 u8 t i , back3 , back8 , back14 ;
76
77 / / Set up a, b, c, d, e
78 a = ∗h0 ;
79 b = ∗h1 ;
80 c = ∗h2 ;
81 d = ∗h3 ;
82 e = ∗h4 ;
83
84 / / Set up the w[ ] vector
85 i f ( l as t B lock == data )
86 { / / I f they ’ re the same, just swap endian−ness
87 for ( i = 0; i < 16; i ++)
88 {
89 back3 = data [ 3 ] ;
90 data [ 3 ] = data [ 0 ] ;
91 data [ 0 ] = back3 ;
92 back3 = data [ 1 ] ;
93 data [ 1 ] = data [ 2 ] ;
94 data [ 2 ] = back3 ;
95 data += 4;
96 }
97 }
98 else
99 { / / Otherwise, copy values in swaping endian−ness as we go
100 for ( i = 0; i < 16; i ++)
101 {
102 w[ i ] . v [ 3 ] = ∗data ++;
103 w[ i ] . v [ 2 ] = ∗data ++;
104 w[ i ] . v [ 1 ] = ∗data ++;
105 w[ i ] . v [ 0 ] = ∗data ++;
106 }
107 }
108 back3 = 13;
109 back8 = 8;
110 back14 = 2;
111
112 / / Main mixer loop for 80 operations
113 for ( i = 0; i < 80; i ++)
114 {
115 i f ( i <= 19)
116 {
117 f = ( b & c ) | ( ( ˜ b ) & d ) ;
118 k = 0x5A827999 ;
119 }
120 else i f ( i >= 20 && i <= 39)
121 {
122 f = b ˆ c ˆ d ;
123 k = 0x6ED9EBA1 ;
124 }
125 else i f ( i >= 40 && i <= 59)
126 {
127 f = ( b & c ) | ( b & d ) | ( c & d ) ;
128 k = 0x8F1BBCDC;
129 }
130 else
131 {
132 f = b ˆ c ˆ d ;
133 k = 0xCA62C1D6 ;
134 }
135
136 / / Calculate the w[ ] value and store i t in the array for future use
137 i f ( i >= 16)
138 {
139
140 back3 += 1;
141 back8 += 1;
142 back14 += 1;
143 back3 &= 0 x0f ;
144 back8 &= 0 x0f ;
145 back14 &= 0 x0f ;
146 }
147
148 / / Calculate the new mixers
149 temp = leftRotateDWORD ( a , 5) + f + e + k + w[ i & 0 x0f ] . Val ;
150 e = d ;
151 d = c ;
152 c = leftRotateDWORD ( b , 30) ;
153 b = a ;
154 a = temp ;
155 }
156
157 / / Add the new hash to the sum
158 ∗h0 += a ;
159 ∗h1 += b ;
160 ∗h2 += c ;
161 ∗h3 += d ;
162 ∗h4 += e ;
163
164 }
165
166
167 void SHA1Calculate (HASH SUM∗ theSum , u8 t∗ r e s u l t )
168 {
169 unsigned long h0 , h1 , h2 , h3 , h4 ;
170 u8 t i , ∗par t P t r , ∗endPtr ;
171
172 / / In i t ia l ize the hash variables
173 h0 = theSum−>h0 ;
174 h1 = theSum−>h1 ;
175 h2 = theSum−>h2 ;
176 h3 = theSum−>h3 ;
177 h4 = theSum−>h4 ;
178
179 / / Find out how far along we are in the partial block and copy to last block
180 p a r t P t r = theSum−>p a r t i a l B l o c k ;
181 endPtr = p a r t P t r + ( theSum−>bytesSoFar & 0 x3f ) ;
182 for ( i = 0; p a r t P t r != endPtr ; i ++)
183 {
184 l as t B lock [ i ] = ∗p a r t P t r ++;
185 }
186
187 / / Add one more bi t and 7 zeros
188 l as t B lock [ i ++] = 0x80 ;
189
190 / / I f there ’s 8 or more bytes le f t to 64, then this is the last block
191 i f ( i > 56)
192 { / / I f there ’s not enough space, then zero f i l l this and add a new block
193 / / Zero pad the remainder
194 for ( ; i < 64; las t B lock [ i ++] = 0x00 ) ;
195
196 / / Calculate a hash on this block and add i t to the sum
197 SHA1HashBlock ( las t B lock , &h0 , &h1 , &h2 , &h3 , &h4 ) ;
198
199 / / create a new block for the size
200 i = 0;
201 }
202
203 / / Zero f i l l the rest of the block
204 for ( ; i < 56; las t B lock [ i ++] = 0x00 ) ;
205
206 / / F i l l in the size , in bits , in big−endian
207 l as t B lock [ 6 3 ] = theSum−>bytesSoFar << 3;
208 l as t B lock [ 6 2 ] = theSum−>bytesSoFar >> 5;
209 l as t B lock [ 6 1 ] = theSum−>bytesSoFar >> 13;
210 l as t B lock [ 6 0 ] = theSum−>bytesSoFar >> 21;
211 l as t B lock [ 5 9 ] = theSum−>bytesSoFar >> 29;
212 l as t B lock [ 5 8 ] = 0;
213 l as t B lock [ 5 7 ] = 0;
214 l as t B lock [ 5 6 ] = 0;
215
216 / / Calculate a hash on this f inal block and add i t to the sum
217 SHA1HashBlock ( las t B lock , &h0 , &h1 , &h2 , &h3 , &h4 ) ;
218
219 / / Format the result in big−endian format
220 ∗ r e s u l t ++ = h0 >> 24;
221 ∗ r e s u l t ++ = h0 >> 16;
222 ∗ r e s u l t ++ = h0 >> 8;
223 ∗ r e s u l t ++ = h0 ;
224 ∗ r e s u l t ++ = h1 >> 24;
225 ∗ r e s u l t ++ = h1 >> 16;
226 ∗ r e s u l t ++ = h1 >> 8;
227 ∗ r e s u l t ++ = h1 ;
228 ∗ r e s u l t ++ = h2 >> 24;
229 ∗ r e s u l t ++ = h2 >> 16;
230 ∗ r e s u l t ++ = h2 >> 8;
231 ∗ r e s u l t ++ = h2 ;
232 ∗ r e s u l t ++ = h3 >> 24;
233 ∗ r e s u l t ++ = h3 >> 16;
234 ∗ r e s u l t ++ = h3 >> 8;
235 ∗ r e s u l t ++ = h3 ;
236 ∗ r e s u l t ++ = h4 >> 24;
237 ∗ r e s u l t ++ = h4 >> 16;
238 ∗ r e s u l t ++ = h4 >> 8;
239 ∗ r e s u l t ++ = h4 ;
240 }
 
D.3.4. Suma
FITXER: uip.c
DEFINICI ´O Amb aquesta funcio´ es faran diferents tipus de sumes.
PAR `AMETRES Se li passa com a para`metre el tipus de suma que volem que faci.
 
1
2 void suma ( u8 t n )
3 {
4
5
6 i f ( n==0)
7 {
8 uip add32 ( sctp ass−>tsn , 1 ) ;
9
10 sctp ass−>t sn [ 0 ] = uip acc32 [ 0 ] ;
11 sctp ass−>t sn [ 1 ] = uip acc32 [ 1 ] ;
12 sctp ass−>t sn [ 2 ] = uip acc32 [ 2 ] ;
13 sctp ass−>t sn [ 3 ] = uip acc32 [ 3 ] ;
14 }
15
16 i f ( n==1)
17 {
18 uip add32 ( sctp ass−>tsn2 , 1 ) ;
19 sctp ass−>tsn2 [ 0 ] = uip acc32 [ 0 ] ;
20 sctp ass−>tsn2 [ 1 ] = uip acc32 [ 1 ] ;
21 sctp ass−>tsn2 [ 2 ] = uip acc32 [ 2 ] ;
22 sctp ass−>tsn2 [ 3 ] = uip acc32 [ 3 ] ;
23
24
25 }
26
27 i f ( n==3)
28 {
29 for ( i =0; i <4; i ++)
30 {
31 r esu l t ado [ i ] =0 ;
32 }
33
34 for ( i =2; i >0; i−−)
35 {
36
37 x = SACKBUF−>t sn [ i +1] + SACKBUF−>s t a r t [ i −1];
38
39 i f ( x==256)
40 {
41 r esu l t ado [ i +1]=0;
42 r esu l t ado [ i ] ++ ;
43
44 }
45
46 else
47 {
48
49 r esu l t ado [ i +1]=x ;
50
51 }
52
53 }
54
55
56 }
57
58
59 }
 
D.3.5. Resta
FITXER: uip.c
DEFINICI ´O Funcio´ que resta dos vectors de quatre posicions.
PAR `AMETRES Se li passa com a para`metres els vectors que es volen restar.
 
1
2 void r es t a ( u8 t vec tor [ 4 ] , u8 t vec tor1 [ 4 ] )
3 {
4 u8 t i ;
5
6
7 for ( i =4; i >0; i−−)
8 {
9 i f ( vec tor1 [ i−1]>vec tor [ i −1])
10 {
11
12
13 r esu l t ado [ i −1]= vec tor1 [ i−1]−vec tor [ i −1];
14
15 r esu l t ado [ i −1]=255− r esu l t ado [ i −1]+1;
16
17
18 vec tor1 [ i −2]++;
19 }
20
21 else
22 {
23
24 r esu l t ado [ i −1]= vec tor [ i −1]−vec tor1 [ i −1];
25 }
26
27 }
28
29 }
 
D.3.6. Inicialitzacio´ SCTP
FITXER: uip.c
DEFINICI ´O: Funcio´ que inicialitza les variables del protocol SCTP.
 
1
2 void s c t p i n i t ( void )
3 {
4
5 / /Resetejem els ports
6 for ( c =0; c < SCTP LISTENPORTS; ++c )
7 {
8
9 u i p l i s t e n p o r t s [ c ] =0 ;
10
11 }
12 / /Posem a totes les associacions en l ’estat TANCAT
13
14 for ( c =0; c<SCTP ASS ; ++c )
15 {
16
17 sc tp asss [ c ] . s t a t e =CLOSED;
18 sc tp asss [ c ] . rece ived =0;
19
20
21 for ( i =0; i <2; i ++)
22 {
23 sc tp asss [ c ] . st ream sn [ i ] =0 ;
24 }
25 sc tp asss [ c ] . numerorx=0;
26
27
28 for ( i =0; i <4; i ++)
29 {
30 sc tp asss [ c ] . v t l [ i ] =0 ;
31 sc tp asss [ c ] . v t r [ i ] =0 ;
32 }
33
34
35 }
36
37 / /Comencem pel port 1025
38 l a s t p o r t 1 = 1025;
39
40 ndi recc iones =0;
41
42 vec tor [ 0 ] = 0 ;
43 vec tor [ 1 ] = 0 ;
44 vec tor [ 2 ] = 0 ;
45 vec tor [ 3 ] = 1 ;
46
47
48
49 }
 
D.3.7. Comenc¸ant Associacio´
FITXER: uip.c
DEFINICI ´O: Funcio´ que inicialitza una associacio´ SCTP.
 
1
2 struct sc tp ass ∗
3 sc tp connect ( u i p i p a d d r t ∗ r ipaddr , u16 t r p o r t )
4 {
5
6 reg i s ter struct sc tp ass ∗ass , ∗aass ;
7
8 u8 t i ;
9
10 /∗ Busquem un port que no s ’ estigui u t i l i tzant ∗/
11 again :
12 ++ l a s t p o r t ;
13
14 i f ( l a s t p o r t >= 32000)
15 {
16 l a s t p o r t = 4096;
17 }
18
19
20 /∗ Ens assegurem de que el port no estigui en us i si esta en busquem un altre . ∗/
21 for ( c = 0; c < SCTP ASS ; ++c )
22 {
23 ass = &sctp asss [ c ] ;
24
25 i f ( ass−>s t a t e != CLOSED && ass−>l p o r t == htons ( l a s t p o r t ) && ass−>rece ived==1 )
26 {
27 goto again ;
28 }
29 }
30
31 ass = 0;
32
33
34 /∗ Ara busquem una associacio q no s ’ estigui u t i l i tzant∗/
35 for ( c = 0; c < SCTP ASS ; ++c )
36 {
37 aass = &sctp asss [ c ] ;
38
39 i f ( aass−>s t a t e == CLOSED && aass−>rece ived == 0)
40 {
41 ass = aass ;
42
43 break ;
44 }
45
46 }
47
48
49 i f ( ass == 0)
50 {
51 return 0;
52 }
53
54 /∗ Un cop hagim enviat l ’ INIT es passarem a l ’estat COOKIEWAIT∗/
55
56 ass−>s t a t e = COOKIE WAIT ;
57
58
59 /∗ Omplim els camps ∗/
60
61 ass−>i d = INIT ;
62
63 ass−>outst reams = 1;
64 ass−>inst reams = 1;
65 ass−>a rwnd [ 0 ] =0;
66 ass−>a rwnd [ 1 ] =0;
67 ass−>a rwnd [ 2 ] =1;
68 ass−>a rwnd [ 3 ] =144;
69 ass−>l p o r t = htons ( l a s t p o r t ) ;
70 ass−>r p o r t = r p o r t ;
71
72 ver tag :
73
74 n= l a s t p o r t ;
75 ver tag ( n ) ;
76
77 for ( i =0; i <4; i ++)
78 {
79 ass−>v t l [ i ] = numero [ i ] ;
80 }
81
82 i f ( numero [ 0 ] == 0 && numero [ 1 ] == 0 && numero [ 2 ] == 0 && numero [ 3 ] ==0)
83 {
84
85 goto ver tag ;
86 }
87
88 u ip ipaddr copy (&ass−>r ipaddr , r i paddr ) ;
89
90 i f ( nd i recc iones >0)
91 {
92
93 ass−>l d i r e c c i o n e s =ndi recc iones −1;
94
95 for ( i =1; i<ndi recc iones ; i ++)
96 {
97 u ip ipaddr copy (&ass−>l d i r e c c i o n s [ i ] . d i recc , l d i r e c c i o n s ) ;
98 }
99 }
100 return ass ;
101
102 }
 
D.3.8. Processat
FITXER: uip.c
DEFINICI ´O: Funcio´ principal del protocol que depenent del para`metre que se li passi rea-
litza una funcio´ o una altra.
PAR `AMETRES: Flags HEARTBEAT TIMER, SCTP TIMER o UIP DATA.
 
1
2 void uip process ( u8 t f l a g )
3 {
4
5 reg i s ter struct sc tp ass ∗sc t p ass r = sc tp ass ;
6
7 HASH SUM Hash ;
8
9
10 i f ( f l a g == HEARTBEAT TIMER)
11 {
12
13 / / Si estam al estat establert i el dispositiu remot te mes d ’una direccio IP
14
15 i f ( sc tp assr−>s t a t e == ESTABLISHED && sctp assr−>r d i r ecc iones !=0 )
16 {
17
18 / /Per a cada direccio IP
19 for ( i =0; i<sc tp assr−>r d i r ecc iones ; i ++)
20 {
21 / / Si hem arribat als 100 cicles
22
23 i f ( sc tp assr−>r d i r e c c i o n s [ i ] . enviado ==100)
24 {
25 / /Esborrem la direccio IP
26 for ( j = i ; j<sc tp assr−>r d i r ecc iones ; j ++)
27 {
28
29 u ip ipaddr copy ( sc tp assr−>r d i r e c c i o n s [ j ] . d i recc , sc tp assr−>r d i r e c c i o n s [ j +1 ] . d i r ecc ) ;
30
31 }
32
33 sc tp assr−>r d i r ecc iones = sc tp assr−>r d i r ecc iones − 1;
34 }
35
36 /∗ Enviem heartbeat ∗/
37 goto hear tbeat send ;
38
39 }
40 }
41
42 goto drop ;
43 }
44
45
46 i f ( f l a g == SCTP TIMER)
47 {
48
49 sc tp assr−>i d l e ++;
50
51 / / Si estem en aquests estats
52
53 i f ( sc tp assr−>s t a t e == COOKIE WAIT | | sc tp assr−>s t a t e == COOKIE ECHOED | | sc tp assr−>s t a t e
== SHUTDOWN ACK SENT | | sc tp assr−>s t a t e ==SHUTDOWN SENT)
54 {
55 ++( sc tp assr−>t imer ) ;
56
57 i f ( sc tp assr−>t imer == UIP TIME WAIT TIMEOUT )
58 {
59 sc tp assr−>s t a t e =CLOSED;
60 sc tp assr−>rece ived =0;
61
62 for ( i =0; i <2; i ++)
63 {
64 sc tp assr−>stream sn [ i ] =0 ;
65 }
66
67 sc tp assr−>numerorx=0;
68 sc tp assr−>r d i r ecc iones =0;
69 }
70 }
71
72 / / Si en aquest cas superem el valor es perque no arriben dades per tant tanquem
73
74 i f ( sc tp assr−>i d l e ==UIP TIME WAIT TIMEOUT )
75 {
76
77 sc tp assr−>s t a t e =CLOSED;
78 sc tp assr−>rece ived =0;
79
80 for ( i =0; i <2; i ++)
81 {
82 sc tp assr−>stream sn [ i ] =0 ;
83 }
84 sc tp assr−>numerorx =0;
85 sc tp assr−>r d i r ecc iones =0 ; ;
86 }
87
88
89 / / Si tenim un INIT preparat l ’enviem
90
91 i f ( sc tp assr−>i d == INIT )
92 {
93 goto i n i t s e n d ;
94 }
95
96
97 / / Si tenim una associacio establerta, preguntem a l ’aplicacio si hi han dades per enviar
98
99 i f ( sc tp assr−>s t a t e == ESTABLISHED)
100 {
101 u i p f l a g s =UIP POLL ;
102
103 l o n g i t u d=UIP APPCALL ( ) ;
104
105 i f ( l o n g i t u d ==0)
106 {
107 goto drop ;
108 }
109
110 goto data send ;
111
112 }
113
114 goto drop ;
115
116 }
117
118 i f ( f l a g == UIP DATA)
119 {
120
121 i f (BUF−>proto == PROTO SCTP)
122 {
123 goto s c t p i n p u t ;
124 }
125
126 s c t p i n p u t :
127
128 / /Mirem que el paquet sigui per a nosaltres
129
130 i f ( ! u ip ipaddr cmp (SCTPBUF−>dest ipaddr , u ip hos taddr ) )
131 {
132 for ( i =0; i<sc tp assr−>l d i r e c c i o n e s ; i ++)
133 {
134 i f ( ! u ip ipaddr cmp (SCTPBUF−>dest ipaddr , sc tp assr−>l d i r e c c i o n s [ i ] . d i r ecc ) )
135 {
136 goto drop ;
137 }
138 }
139 }
140
141 / /Mirem que el checksum sigui correcte
142 checksum1 [ 0 ] = SCTPBUF−>checksum [ 0 ] ;
143 checksum1 [ 1 ] = SCTPBUF−>checksum [ 1 ] ;
144
145 SCTPBUF−>checksum [ 0 ] = 0 ;
146 SCTPBUF−>checksum [ 1 ] = 0 ;
147
148
149
150 sc t p len = u i p l e n − UIP IPH LEN − UIP LLH LEN ;
151 ad le r (& u ip bu f [ UIP IPH LEN + UIP LLH LEN ] , sc t p len ) ;
152
153
154 i f ( checksum [ 0 ] != checksum1 [ 0 ] | | checksum [ 1 ] != checksum1 [ 1 ] )
155 {
156 goto drop ;
157 }
158
159 / /Busquem l ’associacio a la que fa referencia el paquet
160 for ( sc t p ass r = &sctp asss [ 0 ] ; sc t p ass r <= &sctp asss [ SCTP ASS − 1 ] ; ++sc t p ass r )
161 {
162 i f ( ( sc tp assr−>s t a t e != CLOSED) | | ( sc tp assr−>s t a t e ==CLOSED && sctp assr−>rece ived==1 &&
SCTPBUF−>r p o r t == sc tp assr−>l p o r t && SCTPBUF−>l p o r t == sc tp assr−>r p o r t && uip ipaddr cmp
(SCTPBUF−>src ipaddr , sc tp assr−>r i paddr ) ) )
163 {
164 sc tp ass = sc t p ass r ;
165 u i p f l a g s = 0;
166
167 goto found1 ;
168 }
169 }
170
171 for ( c = 0; c < SCTP ASS ; ++c )
172 {
173 i f ( sc tp asss [ c ] . s t a t e == CLOSED)
174 {
175 sc t p ass r = &sctp asss [ c ] ;
176 break ;
177 }
178 }
179
180 found1 :
181
182 sc tp ass = sc t p ass r ;
183 u i p f l a g s =0;
184
185 /∗ Ens asegurem de que la verif ication tag sigui correcta ∗/
186
187 i f ( (SCTPBUF−>v t [ 0 ] ! = sc tp assr−>v t l [ 0 ] | | SCTPBUF−>v t [ 1 ] ! = sc tp assr−>v t l [ 1 ] | | SCTPBUF−>v t
[ 2 ] ! = sc tp assr−>v t l [ 2 ] | | SCTPBUF−>v t [ 3 ] ! = sc tp assr−>v t l [ 3 ] ) && ( sc tp assr−>s t a t e !=CLOSED
) )
188 {
189 goto drop ;
190 }
191
192
193 /∗ Mirem quina mena de chunk ha arribat∗/
194 switch (SCTPBUF−>i d )
195 {
196
197 case HEARTBEAT :
198
199 /∗ Preparem Heartbeat Ack en resposta∗/
200
201 SCTPBUF−>i d =HEARTBEAT ACK;
202 SCTPBUF−>f l a g s =0x00 ;
203 SCTPBUF−>length =0x04 ;
204
205 for ( i =0; i<sc tp assr−>r d i r ecc iones ; i ++)
206 {
207
208 i f ( u ip ipaddr cmp (SCTPBUF−>src ipaddr , sc tp assr−>r d i r e c c i o n s [ i ] . d i r ecc ) )
209 {
210 /∗ Incrementem el comptador per veure quants hearbeats s ’han enviat∗/
211
212 sc tp assr−>r d i r e c c i o n s [ i ] . r e c i b i d o ++;
213
214 }
215
216 }
217 goto sctp send ;
218
219 case HEARTBEAT ACK:
220
221 i f ( u ip ipaddr cmp (SCTPBUF−>src ipaddr , sc tp assr−>r d i r e c c i o n s [ i ] . d i r ecc ) )
222 {
223 /∗ Posem a zero el comptador ∗/
224 sc tp assr−>r d i r e c c i o n s [ 0 ] . enviado =0;
225
226 }
227 goto drop ;
228
229
230 case INIT :
231
232 /∗ Guardem totes les dades necessaries ∗/
233
234 sc tp assr−>r p o r t = SCTPBUF−>l p o r t ;
235
236 for ( i =0; i <4; i ++)
237 {
238 sc tp assr−>v t r [ i ] = INITBUF−>i n i t i a t e t a g [ i ] ;
239 }
240
241 suma ( 1 ) ;
242
243 u ip ipaddr copy ( sc tp assr−>r ipaddr , SCTPBUF−>s rc ipaddr ) ;
244
245 sc tp assr−>rece ived =1;
246
247 i f ( INITBUF−>outbound < STREAMS OUT)
248 {
249 sc tp assr−>outst reams = INITBUF−>outbound ;
250 }
251
252 else
253 {
254 sc tp assr−>outst reams = STREAMS OUT;
255 }
256
257 i f ( INITBUF−>inbound < STREAMS IN)
258 {
259 sc tp assr−>inst reams = INITBUF−>inbound ;
260 }
261
262 else
263 {
264 sc tp assr−>inst reams = STREAMS IN;
265 }
266
267 i f (SCTPBUF−>length>0x14 )
268 {
269
270 sc tp assr−>r d i r ecc iones =SCTPBUF−>length −20;
271 sc tp assr−>r d i r ecc iones =sc tp assr−>r d i r ecc iones / 8 ;
272
273 for ( i =0; i<sc tp assr−>r d i r ecc iones ; i ++)
274 {
275
276 u ip ipaddr copy ( sc tp assr−>r d i r e c c i o n s [ i ] . d i recc , OPCIONES−>i p addr ) ;
277
278 x=x+8;
279
280 }
281
282 }
283
284 /∗ Preparem un paquet INIT ACK com a resposta ∗/
285
286
287 SCTPBUF−>i d = INIT ACK ;
288 SCTPBUF−>f l a g s = 0x00 ;
289 SCTPBUF−>length = 0x14 ;
290 ver tag :
291
292 /∗Generem verif ication tag ∗/
293
294 ver tag ( l p o r t ) ;
295
296 for ( i =0; i <4; i ++)
297 {
298 sc tp assr−>v t l [ i ] = numero [ i ] ;
299 }
300
301 /∗ Si tota la verif ication tag val 0, tornem a generar una altra∗/
302 i f ( numero [ 0 ] == 0 && numero [ 1 ] == 0 && numero [ 2 ] == 0 && numero [ 3 ] ==0)
303 {
304 goto ver tag ;
305 }
306
307 INITBUF−>a rwnd [ 0 ] =0;
308 INITBUF−>a rwnd [ 1 ] =0;
309 INITBUF−>a rwnd [ 2 ] =1;
310 INITBUF−>a rwnd [ 3 ] =144;
311 INITBUF−>outbound = STREAMS OUT;
312 INITBUF−>inbound = STREAMS IN;
313
314 for ( i =0; i <4; i ++)
315 {
316 INITBUF−>i n i t i a t e t a g [ i ]= sc tp assr−>v t l [ i ] ;
317 }
318
319 /∗ Generem cookie∗/
320
321 S H A 1 I n i t i a l i z e (&Hash ) ;
322
323 SHA1AddData (&Hash,& uip hostaddr , 4 ) ;
324 SHA1AddData (&Hash,& sc tp assr−>r po r t , 2 ) ;
325
326 SHA1Calculate (&Hash , COOKI−>cookie ) ;
327
328 for ( i =0; i <20; i ++)
329 {
330 sc tp assr−>cookie [ i ] = COOKI−>cookie [ i ] ;
331 }
332
333 COOKI−>type =7;
334 COOKI−>length =24;
335
336 /∗ Printf si tenim mes d ’una direccio IP adjuntem les opcions al INIT ACK∗/
337
338 i f ( nd i recc iones >1)
339 {
340 sc tp assr−>l d i r e c c i o n e s =ndi recc iones −1;
341
342 for ( i =0; i<sc tp assr−>l d i r e c c i o n e s [ i ] ; i ++)
343 {
344 u ip ipaddr copy ( sc tp assr−>l d i r e c c i o n s [ i ] . d i recc , l d i r e c c i o n s ) ;
345 }
346
347 i f ( sc tp assr−>l d i r e c c i o n e s ! =0 )
348 {
349 for ( i =0; i<sc tp assr−>l d i r e c c i o n e s [ i ] ; i ++)
350 {
351 OPCIONES−>type =5;
352 OPCIONES−>length =8;
353 u ip ipaddr copy (OPCIONES−>ip addr , sc tp assr−>l d i r e c c i o n s [ i ] . d i r ecc ) ;
354
355 x=x+8;
356 }
357
358 SCTPBUF−>length = ( ( sc tp assr−>l d i r e c c i o n e s ) ∗8)+SCTPBUF−>length ;
359
360 }
361 }
362
363 SCTPBUF−>length =SCTPBUF−>length + COOKI−>length ;
364
365 sc t p len =SCTPH LEN+SCTPBUF−>length ;
366
367 goto sctp send ;
368
369 /∗ Ens arriva un INIT ACK ∗/
370
371 case INIT ACK :
372
373 /∗ Guardem les dades necessaries∗/
374
375 i f ( INITBUF−>outbound < STREAMS OUT)
376 {
377 sc tp assr−>outst reams = INITBUF−>outbound ;
378 }
379 else{
380 sc tp assr−>outst reams = STREAMS OUT;
381 }
382 i f ( INITBUF−>inbound < STREAMS IN)
383 {
384 sc tp assr−>inst reams = INITBUF−>inbound ;
385 }
386 else{
387 sc tp assr−>inst reams = STREAMS IN ;
388 }
389
390
391 for ( i =0; i <4; i ++)
392 {
393 sc tp assr−>v t r [ i ] = INITBUF−>i n i t i a t e t a g [ i ] ;
394 }
395
396 i f (SCTPBUF−>length>0x14 )
397 {
398
399 sc tp assr−>r d i r ecc iones =SCTPBUF−>length −44;
400 sc tp assr−>r d i r ecc iones =sc tp assr−>r d i r ecc iones / 8 ;
401
402 for ( i =0; i<sc tp assr−>r d i r ecc iones ; i ++)
403 {
404 u ip ipaddr copy ( sc tp assr−>r d i r e c c i o n s [ i ] . d i recc , OPCIONES−>i p addr ) ;
405
406 x=x +8;
407 }
408
409 }
410
411
412 for ( i =0; i <20; i ++)
413 {
414 sc tp assr−>cookie [ i ]=COOKI−>cookie [ i ] ;
415 }
416
417 /∗ Preparem un paquet COOKIEECHO en resposta ∗/
418
419 SCTPBUF−>i d = COOKIE ECHO ;
420 SCTPBUF−>f l a g s = 0x00 ;
421 SCTPBUF−>length = 0x24 ;
422
423 for ( i =0; i <20; i ++)
424 {
425 COOKIE−>cookie [ i ]= sc tp assr−>cookie [ i ] ;
426 }
427
428 sc tp assr−>s t a t e =COOKIE ECHOED;
429 sc t p len =SCTPH LEN + SCTPBUF−>length ;
430
431 goto sctp send ;
432
433
434 case COOKIE ACK:
435
436 i f ( sc tp assr−>s t a t e ==ESTABLISHED)
437 {
438 goto drop ;
439
440 }
441
442 /∗ Canviem a l ’estat Established ∗/
443 sc tp assr−>s t a t e =ESTABLISHED;
444
445 u i p f l a g s =UIP CONNECTED;
446
447 / /Cridem a l ’aplicacio
448
449 UIP APPCALL ( ) ;
450
451 sc t p len =SCTPH LEN+SCTPBUF−>length ;
452
453 goto sctp send ;
454
455
456 case COOKIE ECHO :
457
458
459
460 i f ( sc tp assr−>s t a t e ==ESTABLISHED)
461 {
462 goto drop ;
463 }
464
465 /∗Mirem que la cookie sigui correcta ∗/
466
467 for ( i =0; i <20; i ++)
468 {
469 i f ( sc tp assr−>cookie [ i ] != COOKIE−>cookie [ i ] )
470 {
471 goto drop ;
472 }
473
474 }
475
476
477 /∗ Preparem un COOKIEACK en resposta ∗/
478
479 SCTPBUF−>i d = COOKIE ACK ;
480 SCTPBUF−>f l a g s = 0x00 ;
481 SCTPBUF−>length = 0x04 ;
482
483 /∗ Canviem a l ’estat Established ∗/
484 sc tp assr−>s t a t e = ESTABLISHED;
485
486 u i p f l a g s =UIP POLL ;
487
488 sc t p len =SCTPH LEN+SCTPBUF−>length ;
489
490 u i p f l a g s =UIP CONNECTED;
491
492
493 sc t p len =SCTPH LEN+SCTPBUF−>length ;
494
495 goto sctp send ;
496
497
498 case SHUTDOWN ACK:
499
500 /∗ Tanquem associacio ∗/
501
502 sc tp assr−>s t a t e = CLOSED;
503 sc tp assr−>rece ived =0;
504
505 for ( i =0; i <2; i ++)
506 {
507 sc tp assr−>stream sn [ i ] =0 ;
508 }
509 sctp asss−>numerorx =0;
510 u i p f l a g s =UIP CLOSE;
511
512
513 goto drop ;
514
515 case SHUTDOWN:
516
517 /∗ Preparem shutdown ack ∗/
518
519 SCTPBUF−>i d = SHUTDOWN ACK;
520 SCTPBUF−>f l a g s = 0x00 ;
521 SCTPBUF−>length = 0x04 ;
522
523 sc tp assr−>s t a t e =CLOSED;
524 sc tp assr−>rece ived =0;
525
526 for ( i =0; i <2; i ++)
527 {
528 sc tp assr−>stream sn [ i ] =0 ;
529 }
530
531 sc tp assr−>numerorx =0;
532 sc tp assr−>r d i r ecc iones =0;
533
534
535 goto sctp send ;
536
537
538 case SHUTDOWN COMPLETE:
539
540 sc tp assr−>s t a t e = CLOSED;
541 u i p f l a g s =UIP CLOSE ;
542 UIP APPCALL ( ) ;
543
544 goto drop ;
545
546
547 case DATA:
548
549 w=0;
550 c =0;
551
552
553 datas ++;
554
555
556 / / Si el TSN actual es igual que el TSN que esperem rebre i no s ’ha perdut cap paquet,
guardem l ’ultim TSN rebut en ordre
557
558 i f ( sc tp assr−>tsn2 [0 ]==DATABUF−>t sn [ 0 ] && sctp assr−>tsn2 [1 ]==DATABUF−>t sn [ 1 ] &&
559 sc tp assr−>tsn2 [2 ]==DATABUF−>t sn [ 2 ] && sctp assr−>tsn2 [3 ]==DATABUF−>t sn [ 3 ] &&
560 sack==0)
561 {
562
563 for ( i =0; i <4; i ++)
564 {
565 sc tp assr−>utsn [ i ]=DATABUF−>t sn [ i ] ;
566
567
568 }
569
570
571 }
572
573
574 / / Si el TSN que rebem es mes petit que el que esperem rebre es han arribat dades perdudes
575
576 else i f ( ( sc tp assr−>tsn2 [0]>DATABUF−>t sn [ 0 ] ) | | ( sc tp assr−>tsn2 [1]>DATABUF−>t sn [ 1 ] &&
577 sc tp assr−>tsn2 [0 ]==DATABUF−>t sn [ 0 ] ) | | ( sc tp assr−>tsn2 [2]>DATABUF−>t sn [ 2 ] &&
578 sc tp assr−>tsn2 [1 ]==DATABUF−>t sn [ 1 ] && sctp assr−>tsn2 [0 ]==DATABUF−>t sn [ 0 ] ) | |
579 ( sc tp assr−>tsn2 [3]>DATABUF−>t sn [3]&& sctp assr−>tsn2 [2 ]==DATABUF−>t sn [ 2 ] &&
580 sc tp assr−>tsn2 [1 ]==DATABUF−>t sn [ 1 ] && sctp assr−>tsn2 [0 ]==DATABUF−>t sn [ 0 ] ) )
581 {
582
583 for ( i =0; i <4; i ++)
584 {
585 sc tp assr−>utsn [ i ]= sc tp assr−>tsn3 [ i ] ;
586 }
587
588
589 sack =0;
590 t sn =0;
591 }
592
593 / / Si el TSN que esperem rebre es diferent al que ha arribat esq s ’han perdut dades
594
595 else i f ( ( sc tp assr−>tsn2 [ 0 ] ! =DATABUF−>t sn [ 0 ] ) | | ( sc tp assr−>tsn2 [ 1 ] ! =DATABUF−>t sn [ 1 ] )
| |
596 ( sc tp assr−>tsn2 [ 2 ] ! =DATABUF−>t sn [ 2 ] ) | | ( sc tp assr−>tsn2 [ 3 ] ! =DATABUF−>t sn [ 3 ] ) )
597 {
598
599 sack ++;
600
601 for ( i =0; i <4; i ++)
602 {
603 sc tp assr−>tsnn [ tsn ] . t sn [ i ] = DATABUF−>t sn [ i ] ;
604 }
605
606 t sn ++;
607
608 }
609
610 / /Depenent de quants cops hem perdut les dades, guardem uns valors o altres
611
612 i f ( sack==1)
613 {
614 for ( i =0; i <4; i ++)
615 {
616 sc tp assr−>tsn2 [ i ]=DATABUF−>t sn [ i ] ;
617
618 sc tp assr−>tsn3 [ i ]=DATABUF−>t sn [ i ] ;
619 }
620 }
621
622 i f ( sack>1)
623 {
624 for ( i =0; i <4; i ++)
625 {
626 sc tp assr−>tsn4 [ i ]=DATABUF−>t sn [ i ] ;
627 }
628
629 t sn ++;
630 }
631
632
633
634
635 suma ( 1 ) ;
636
637
638 l o n g i t u d=SCTPBUF−>length−DATA LEN;
639
640 / /Copiem les dades
641
642 memcpy(& uip appdata ,& u ip bu f [ IPSCTP LEN + DATA LEN + UIP LLH LEN ] , l o n g i t u d ) ;
643
644
645 masdatos :
646
647 / /Pasem les dades a l ’aplicacio
648
649 u i p f l a g s = UIP NEWDATA;
650 UIP APPCALL ( l o n g i t u d ) ;
651
652 / /Mirem si al paquet hi han mes DATA chunks
653
654 i f ( u i p l e n != ( UIP LLH LEN + UIP IPH LEN + SCTPH LEN + SCTPBUF−>length ) )
655 {
656
657
658
659 i f ( c==0)
660 {
661
662 w=( u ip bu f [ UIP LLH LEN + 34] + w) ;
663
664 }
665 else
666 {
667
668 w=( u ip bu f [ UIP LLH LEN + 34] + w) ;
669 }
670
671
672 / / Si tenim mes dades les passem a l ’aplicacio
673
674 i f ( ( u ip bu f [ UIP LLH LEN + 32 + w ] ) == DATA && ( u ip bu f [ UIP LLH LEN + 34 + w]>0) )
675 {
676
677 l o n g i t u d = ( u ip bu f [ UIP LLH LEN + 34 + w] − 0x10 ) ;
678
679 memcpy(& uip appdata ,& u ip bu f [ IPSCTP LEN + DATA LEN + UIP LLH LEN + w] , ( l o n g i t u d ) ) ;
680
681
682 c ++;
683 goto masdatos ;
684
685 }
686
687 }
688
689 / / Si ens han arribat dos paquets enviem SACK
690
691 i f ( datas==2)
692 {
693 datas =0;
694
695 goto sack send ;
696 }
697
698
699 goto drop ;
700
701
702 case SACK:
703
704
705
706 n=0;
707
708 / /Mirem a partir d ’on es poden esborrar les dades del bufer de retransmissio
709
710 while ( (SACKBUF−>t sn [ 0 ] != sc tp assr−>r xbu f e ra [ j ] . t sn [ 0 ] | |
711 SACKBUF−>t sn [ 1 ] != sc tp assr−>r xbu f e ra [ j ] . t sn [ 1 ] | |
712 SACKBUF−>t sn [ 2 ] != sc tp assr−>r xbu f e ra [ j ] . t sn [ 2 ] | |
713 SACKBUF−>t sn [ 3 ] ! = sc tp assr−>r xbu f e ra [ j ] . t sn [ 3 ] ) )
714 {
715
716 j ++;
717
718 i f ( j ==5)
719 {
720 break ;
721 }
722 }
723
724 sc tp assr−>numerorx=sc tp assr−>numerorx−j ;
725
726 / /Esborrem les dades
727 for ( i = j ; i <5; i ++) ;
728 {
729 for ( n=0; n<4; n++)
730 {
731 sc tp assr−>r xbu f e ra [ i ] . t sn [ n ]= sc tp assr−>r xbu f e ra [ i +1 ] . t sn [ n ] ;
732 }
733
734 sc tp assr−>r xbu f e ra [ i ] . l o n g i t u d=sc tp assr−>r xbu f e ra [ i +1 ] . l o n g i t u d ;
735
736 memcpy(& sc tp assr−>r xbu f e ra [ i ] . datos , sc tp assr−>r xbu f e ra [ i +1 ] . datos , sc tp assr−>r xbu f e ra [
i +1 ] . l o n g i t u d ) ;
737
738 }
739
740
741
742
743 i f (SACKBUF−>blocks ==0)
744 {
745
746 goto drop ;
747
748 }
749
750 else
751 {
752 / / Si s ’han de reenviar calculem el TSN que fa falta
753 w=0;
754 n=0;
755
756 for ( i =0; i<SACKBUF−>blocks ; i ++)
757 {
758
759 suma ( 3 ) ;
760
761
762 r es t a ( resu l tado , vec tor ) ;
763
764 for ( i =0; i <4; i ++)
765 {
766 sc tp assr−>t sn r x [ n ] . t sn [ i ]= resu l t ado [ i ] ;
767
768 }
769
770
771
772 r es t a ( resu l tado ,SACKBUF−>t sn ) ;
773
774 i f ( i >0)
775 {
776
777 r es t a ( resu l tado ,SABUF−>end ) ;
778
779 }
780
781
782 / /Mirem quants paquets de dades s ’han perdut
783
784
785 sc tp assr−>rx = resu l t ado [ 3 ] ;
786
787
788
789
790 SCTPBUF−>length =0;
791 c =0;
792 cont =0;
793
794
795 for ( c=0; c<sc tp assr−>rx ; c++)
796 {
797 j =0;
798
799 / /Busquem al bufer de retransmissions el paquet que no ha arribat
800
801 while ( ( ( sc tp assr−>t sn r x [ n ] . t sn [ 0 ] != sc tp assr−>r xbu f e ra [ j ] . t sn [ 0 ] ) | |
802 ( sc tp assr−>t sn r x [ n ] . t sn [ 1 ] != sc tp assr−>r xbu f e ra [ j ] . t sn [ 1 ] ) | |
803 ( sc tp assr−>t sn r x [ n ] . t sn [ 2 ] != sc tp assr−>r xbu f e ra [ j ] . t sn [ 2 ] ) | |
804 ( sc tp assr−>t sn r x [ n ] . t sn [ 3 ] != sc tp assr−>r xbu f e ra [ j ] . t sn [ 3 ] ) ) )
805 {
806 i f ( j ==5)
807 {
808 break ;
809 }
810 j ++;
811 }
812
813
814
815 / /Preparem el chunk data amb les dades
816
817 for ( z =0; z<4; z++)
818 {
819
820 u ip bu f [ UIP LLH LEN + 36 + z +w]= sc tp assr−>r xbu f e ra [ j ] . t sn [ z ] ;
821
822 }
823
824 memcpy(& u ip bu f [ IPSCTP LEN + DATA LEN + UIP LLH LEN + w] ,& sc tp assr−>r xbu f e ra [ j ] . datos ,
sc tp assr−>r xbu f e ra [ j ] . l o n g i t u d ) ;
825
826 u ip bu f [ UIP LLH LEN + 32 + w] = DATA;
827
828 u ip bu f [ UIP LLH LEN + 33 + w] = 0x00 ;
829
830 u ip bu f [ UIP LLH LEN + 34 + w] = 0x10 + ( sc tp assr−>r xbu f e ra [ j ] . l o n g i t u d ) ;
831
832 u ip bu f [ UIP LLH LEN + 40 + w] = 2;
833
834 sc tp assr−>stream sn [ 1 ] + + ;
835
836 u ip bu f [ UIP LLH LEN + 42 + w] = sc tp assr−>stream sn [ 1 ] ;
837
838 for ( z=0; z<4; z++)
839 {
840 u ip bu f [ UIP LLH LEN + 44 + w + z ] = 0;
841 }
842
843 i f ( cont ==0)
844 {
845
846 sc t p len = IPSCTP LEN + SCTPH LEN + u ip bu f [ UIP LLH LEN + 34 + w ] ;
847
848 w = sctp assr−>r xbu f e ra [ j ] . l o n g i t u d + DATA LEN ;
849
850 }
851
852 else
853 {
854
855 sc t p len = sc t p len + u ip bu f [ UIP LLH LEN + 34 + w ] ;
856 w = w + sctp assr−>r xbu f e ra [ j ] . l o n g i t u d + DATA LEN ;
857
858 }
859
860 r es t a ( sc tp assr−>t sn r x [ n ] . tsn , vec tor ) ;
861
862 sc tp assr−>t sn r x [ n ] . t sn [ 0 ] = resu l t ado [ 0 ] ;
863 sc tp assr−>t sn r x [ n ] . t sn [ 1 ] = resu l t ado [ 1 ] ;
864 sc tp assr−>t sn r x [ n ] . t sn [ 2 ] = resu l t ado [ 2 ] ;
865 sc tp assr−>t sn r x [ n ] . t sn [ 3 ] = resu l t ado [ 3 ] ;
866
867
868
869 cont ++;
870 }
871
872 n++
873 }
874 }
875
876
877 goto sctp send ;
878
879
880
881
882 defaul t :
883 goto drop ;
884
885
886 }
887
888
889
890 data send :
891
892 / / Si l ’ aplicacio vol tancar l ’associacio enviem shutdown
893
894 i f ( u i p f l a g s == UIP CLOSE)
895 {
896 goto shutdown send ;
897 }
898
899 / /Preparem paquet de dades
900
901 memcpy(& u ip bu f [ IPSCTP LEN + DATA LEN + UIP LLH LEN ] ,& uip appdata , l o n g i t u d ) ;
902
903 SCTPBUF−>i d = DATA;
904 SCTPBUF−>f l a g s = 0x00 ;
905 SCTPBUF−>length = 0x10 + ( l o n g i t u d ) ;
906
907 suma ( 0 ) ;
908
909 for ( i =0; i <4; i ++)
910 {
911 DATABUF−>t sn [ i ]= sc tp assr−>t sn [ i ] ;
912 }
913
914 DATABUF−>s t ream id =1;
915
916 sc tp assr−>stream sn [ 0 ] + + ;
917
918 DATABUF−>stream sn=sctp assr−>stream sn ;
919
920 for ( i =0; i <4; i ++)
921 {
922 DATABUF−>P a y l o a d P r o t o c o l I d e n t i f i e r [ i ] =0 ;
923 }
924
925
926 sc t p len = SCTPH LEN + SCTPBUF−>length ;
927
928 / /Guardem una copia de les dades al bufer de retransmissio
929
930 for ( i =0; i <4; i ++)
931 {
932 sc tp assr−>r xbu f e ra [ sc tp assr−>numerorx ] . t sn [ i ]= sc tp assr−>t sn [ i ] ;
933 }
934
935 memcpy(& sc tp assr−>r xbu f e ra [ sc tp assr−>numerorx ] . datos ,& uip appdata , l o n g i t u d ) ;
936
937 sc tp assr−>r xbu f e ra [ sc tp assr−>numerorx ] . l o n g i t u d= l o n g i t u d ;
938
939 sc tp assr−>numerorx++;
940
941 / / Si tenim el bufer ple
942
943 i f ( sc tp assr−>numerorx == BUFER RTX)
944 {
945
946 / / I el dispositiu remot te mes d ’una direccio IP
947
948 i f ( sc tp assr−>r d i r ecc iones >0)
949 {
950
951 / /Canviem la direccio IP desti
952
953 u ip ipaddr copy ( sc tp assr−>r ipaddr , sc tp assr−>r d i r e c c i o n s [ 0 ] . d i r ecc ) ;
954
955 w=0;
956 cont =0;
957 n=0;
958
959 / /Preparem les dades del bufer per enviar−les
960
961 for ( j =0; j<sc tp assr−>numerorx ; j ++)
962 {
963
964
965
966 for ( z=0; z<4; z++)
967 {
968
969 u ip bu f [ UIP LLH LEN + 36 + z +w]= sc tp assr−>r xbu f e ra [ j ] . t sn [ z ] ;
970
971 }
972
973 memcpy(& u ip bu f [ IPSCTP LEN + DATA LEN + UIP LLH LEN + w] ,& sc tp assr−>r xbu f e ra [ j ] . datos ,
sc tp assr−>r xbu f e ra [ j ] . l o n g i t u d ) ;
974
975 u ip bu f [ UIP LLH LEN + 32 + w] = DATA;
976
977
978 u ip bu f [ UIP LLH LEN + 33 + w] = 0x00 ;
979
980 u ip bu f [ UIP LLH LEN + 34 + w] = 0x10 + ( sc tp assr−>r xbu f e ra [ j ] . l o n g i t u d ) ;
981
982 u ip bu f [ UIP LLH LEN + 40 + w] = 2;
983
984
985 sc tp assr−>stream sn [ 1 ] + + ;
986
987 u ip bu f [ UIP LLH LEN + 42 + w] = sc tp assr−>stream sn [ 1 ] ;
988
989 for ( z=0; z<4; z++)
990 {
991 u ip bu f [ UIP LLH LEN + 44 + w + z ] = 0;
992 }
993
994 i f ( cont ==0)
995 {
996
997
998 sc t p len = IPSCTP LEN + SCTPH LEN + u ip bu f [ UIP LLH LEN + 34 + w ] ;
999
1000 w = sctp assr−>r xbu f e ra [ j ] . l o n g i t u d + DATA LEN ;
1001
1002 }
1003
1004 else
1005 {
1006
1007 sc t p len = sc t p len + u ip bu f [ UIP LLH LEN + 34 + w ] ;
1008 w = w + sctp assr−>r xbu f e ra [ j ] . l o n g i t u d + DATA LEN ;
1009 }
1010
1011
1012
1013
1014
1015 cont ++;
1016 }
1017 goto sctp send ;
1018
1019
1020 }
1021
1022 / / Si el dispositiu remot no te mes d ’una direccio IP es tanta l ’associacio
1023
1024 else
1025 {
1026
1027 sc tp assr−>s t a t e =CLOSED;
1028 sc tp assr−>rece ived =0;
1029
1030
1031 for ( i =0; i <2; i ++)
1032 {
1033 sc tp assr−>stream sn [ i ] =0 ;
1034 }
1035
1036 sc tp assr−>numerorx =0;
1037 sc tp assr−>r d i r ecc iones =0;
1038
1039 goto drop ;
1040 }
1041 }
1042
1043 goto sctp send ;
1044
1045
1046 i n i t s e n d :
1047
1048 / /Preparem INIT i l ’enviem
1049
1050 SCTPBUF−>i d =INIT ;
1051
1052 i n i t ++;
1053
1054 i f ( i n i t ==2)
1055 {
1056 sc tp assr−>i d =255;
1057 }
1058
1059 SCTPBUF−>f l a g s =0x00 ;
1060 SCTPBUF−>length = 0x14 ;
1061
1062 for ( i =0; i <4; i ++)
1063 {
1064 INITBUF−>i n i t i a t e t a g [ i ] = sc tp assr−>v t l [ i ] ;
1065 }
1066
1067
1068 INITBUF−>a rwnd [ 0 ] = sc tp assr−>a rwnd [ 0 ] ;
1069 INITBUF−>a rwnd [ 1 ] = sc tp assr−>a rwnd [ 1 ] ;
1070 INITBUF−>a rwnd [ 2 ] = sc tp assr−>a rwnd [ 2 ] ;
1071 INITBUF−>a rwnd [ 3 ] = sc tp assr−>a rwnd [ 3 ] ;
1072
1073 INITBUF−>outbound = sctp assr−>outst reams ;
1074 INITBUF−>inbound = sctp assr−>inst reams ;
1075
1076 i f ( sc tp assr−>l d i r e c c i o n e s ! =0 )
1077 {
1078 for ( i =0; i<l d i r e c c i o n s ; i ++)
1079 {
1080 OPCIONES−>type =5;
1081 OPCIONES−>length =8;
1082 u ip ipaddr copy (OPCIONES−>ip addr , sc tp assr−>l d i r e c c i o n s [ i ] . d i r ecc ) ;
1083
1084 x=x +8;
1085
1086
1087 }
1088
1089 SCTPBUF−>length = ( ( sc tp assr−>l d i r e c c i o n e s ) ∗8)+SCTPBUF−>length ;
1090
1091
1092 }
1093
1094 sc t p len =SCTPH LEN+SCTPBUF−>length ;
1095
1096 goto sctp send ;
1097
1098
1099 shutdown send :
1100
1101 / /Preparem Shutdown i l ’enviem
1102
1103 SCTPBUF−>i d = SHUTDOWN;
1104 SCTPBUF−>f l a g s = 0x00 ;
1105
1106 goto sctp send ;
1107
1108 hear tbeat send :
1109
1110 / /Preparem Heartbeat i l ’enviem
1111
1112 SCTPBUF−>i d =HEARTBEAT ;
1113 SCTPBUF−>f l a g s =0;
1114 SCTPBUF−>length =0x04 ;
1115
1116 u ip ipaddr copy (SCTPBUF−>dest ipaddr , sc tp assr−>r d i r e c c i o n s [ hear tbeat ] . d i r ecc ) ;
1117
1118 ++hear tbeat ;
1119
1120 i f ( sc tp assr−>r d i r ecc iones ==hear tbeat )
1121 {
1122 hear tbeat =0;
1123 }
1124
1125 goto heartbeat send1 ;
1126
1127 sack send :
1128
1129 / /Preparem Sack
1130
1131 SCTPBUF−>i d =SACK;
1132 SCTPBUF−>f l a g s = 0x00 ;
1133
1134 for ( i =0; i <4; i ++)
1135 {
1136 SACKBUF−>t sn [ i ]= sc tp assr−>utsn [ i ] ;
1137 }
1138
1139 SACKBUF−>a rwnd [ 0 ] =0;
1140 SACKBUF−>a rwnd [ 1 ] =0;
1141 SACKBUF−>a rwnd [ 2 ] =1;
1142 SACKBUF−>a rwnd [ 3 ] =144;
1143
1144 SACKBUF−>blocks=sack ;
1145
1146 SACKBUF−>dup l i ca t e = 0;
1147
1148 / /Calculem els valors que despres el receptor del sack ut i l i tzara per calcular el principi
de la perdua de paquets
1149
1150 i f ( sack ==1)
1151 {
1152
1153 / /Calculem el valor Fi Bloc Paquets Perduts per al Bloc 1
1154
1155 SACKBUF−>end [ 1 ] = sc tp assr−>tsnn [ 0 ] . t sn [3]− sc tp assr−>utsn [ 3 ] ;
1156
1157 / /Calculem el valor Fi Bloc Paquets Perduts per al Bloc 1
1158
1159 SACKBUF−>s t a r t [ 1 ] = sc tp assr−>tsnn [ 0 ] . t sn [3]− sc tp assr−>utsn [ 3 ] ;
1160
1161 SACKBUF−>s t a r t [ 0 ] = 0 ;
1162 SACKBUF−>end [ 0 ] = 0 ;
1163
1164 }
1165
1166 i f ( sack>1){
1167
1168 SACKBUF−>s t a r t [ 1 ] = sc tp assr−>tsn3 [3]− sc tp assr−>utsn [ 3 ] ;
1169 SACKBUF−>end [ 1 ] = sc tp assr−>tsn2 [3]− sc tp assr−>tsn3 [ 3 ] ;
1170
1171 SACKBUF−>end [ 1 ] = SACKBUF−>end [ 1 ] + 1;
1172 SACKBUF−>s t a r t [ 0 ] = 0 ;
1173 SACKBUF−>end [ 0 ] = 0 ;
1174
1175 / /Calculem els mateixos valors per als seguents blocs
1176
1177 u ip bu f [ UIP LLH LEN + 18 +36] = sc tp assr−>tsn2 [ 3 ] − sc tp assr−>utsn [ 3 ] ;
1178 u ip bu f [ UIP LLH LEN + 20 +36] = sc tp assr−>tsnn [ tsn ] . [ 3 ] − sc tp assr−>utsn [ 3 ] ;
1179
1180 u ip bu f [ UIP LLH LEN + 17 +36] = 0;
1181 u ip bu f [ UIP LLH LEN + 19 +36] = 0;
1182 }
1183
1184 / /Calculem la longitud del chunk
1185
1186 SCTPBUF−>length = 0x10 + (4 ∗ SACKBUF−>blocks ) ;
1187 sc t p len =SCTPH LEN+SCTPBUF−>length ;
1188
1189 sack =0;
1190 t sn =0;
1191
1192
1193 / /Acabem de preparar els paquets per ser enviats
1194
1195 sctp send :
1196
1197
1198 u ip ipaddr copy (SCTPBUF−>dest ipaddr , sc tp assr−>r i paddr ) ;
1199
1200
1201 heartbeat send1 :
1202
1203 u ip ipaddr copy (SCTPBUF−>src ipaddr , u ip hos taddr ) ;
1204
1205 SCTPBUF−>proto = PROTO SCTP;
1206
1207 SCTPBUF−>l p o r t = sc tp assr−>l p o r t ;
1208 SCTPBUF−>r p o r t = sc tp assr−>r p o r t ;
1209
1210 for ( i =0; i <4; i ++)
1211 {
1212 SCTPBUF−>v t [ i ]= sc tp assr−>v t r [ i ] ;
1213 }
1214
1215 SCTPBUF−> t t l = UIP TTL ;
1216
1217 u i p l e n = sc t p len + UIP IPH LEN ;
1218
1219 SCTPBUF−>len [ 0 ] = ( u i p l e n >> 8) ;
1220 SCTPBUF−>len [ 1 ] = ( u i p l e n & 0 x f f ) ;
1221
1222 ip send nolen :
1223
1224 BUF−>vh l = 0x45 ;
1225 BUF−>tos = 0;
1226 BUF−>i p o f f s e t [ 0 ] = BUF−>i p o f f s e t [ 1 ] = 0;
1227 ++ i p i d ;
1228 BUF−>i p i d [ 0 ] = i p i d >> 8;
1229 BUF−>i p i d [ 1 ] = i p i d & 0 x f f ;
1230
1231 BUF−>ipchksum = 0;
1232 BUF−>ipchksum = ˜ ( uip ipchksum ( ) ) ;
1233
1234 i f (BUF−>proto == PROTO SCTP)
1235 {
1236 SCTPBUF−>checksum [ 0 ] = 0 ;
1237 SCTPBUF−>checksum [ 1 ] = 0 ;
1238
1239 ad le r (& u ip bu f [ UIP IPH LEN + UIP LLH LEN ] , sc t p len ) ;
1240
1241 SCTPBUF−>checksum [ 0 ] = checksum [ 0 ] ;
1242 SCTPBUF−>checksum [ 1 ] = checksum [ 1 ] ;
1243 }
1244
1245 u i p f l a g s = 0;
1246 return ;
1247 drop :
1248 u i p l e n = 0;
1249 u i p f l a g s = 0;
1250 return ;
1251 }
1252 }
 
D.4. Bucle de control microcontrolador
FITXER: websrvr.c
DEFINICI ´O: Funcio´ void main i bucle de control.
 
1
2 void main ( void )
3 {
4
5
6 sta t i c TICK t = 0;
7 i n t i =0;
8 u i p i p a d d r t ipaddr ;
9
10 #define SCTPBUF ( ( struct s c t p i p h d r ∗)&u ip bu f [ UIP LLH LEN ] )
11
12 / /S’ in icia l i tzen els parametres de la placa
13 I n i t i a l i z e B o a r d ( ) ;
14
15 / / In icia l i tzacio timers
16 T i c k I n i t ( ) ;
17
18 / /Es preparara la memoria ROM
19 MPFSInit ( ) ;
20
21 / / In icia l i tzacio de variables utilitzades per la placa
22 I n i t AppCon f ig ( ) ;
23
24 / / In icia l i tzacio controlador Ethernet
25 MACInit ( ) ;
26
27 / / In icia l i tzacio variables protocol SCTP
28 s c t p i n i t ( ) ;
29
30 / / In icia l i tzacio adreces
31 u ip ipaddr ( ipaddr , 192 ,168 ,172 ,135) ;
32 u ip se t hos t addr ( ipaddr ) ;
33 u ip ipaddr ( ipaddr , 192 ,168 ,172 ,134) ;
34 u ip se t d raddr ( ipaddr ) ;
35 u ip ipaddr ( ipaddr , 255 ,255 ,0 ,0) ;
36 uip setnetmask ( ipaddr ) ;
37 u ip ipaddr ( ipaddr , 192 ,168 ,172 ,137) ;
38
39
40 while ( 1 )
41 {
42
43 / /Agafem el paquet del controlador i el passem al bufer d ’entrada sortida
44 MACGetArray ( u ip buf ,400) ;
45
46 / / Si es tenen dades IP es processen
47 i f (BUF−>type == htons ( UIP ETHTYPE IP ) ) {
48
49 u i p i n p u t ( ) ;
50
51 / / Si hi han dades per enviar s ’envien
52 i f ( u i p l e n > 0) {
53 u i p a r p o u t ( ) ;
54 MACPutArray ( u ip buf , u i p l e n ) ;
55 }
56
57 / / Si teniem dades ARP les processem
58 i f (BUF−>type == htons (UIP ETHTYPE ARP) ) {
59
60 u i p a r p a r p i n ( ) ;
61
62 / /S’envia un paqet ARP en resposta si cal
63 i f ( u i p l e n > 0) {
64 MACPutArray ( u ip buf , u i p l e n ) ;
65 }
66 }
67
68 / /Per a cada associacio es mira que no s ’hagi de tancar alguna i si queden dades per enviar
69 for ( i =0; i<SCTP ASS ; i ++)
70 {
71 s c t p p e r i o d i c ( i ) ;
72
73 / / Si queden dades s ’envien
74 i f ( u i p l e n > 0) {
75 u i p a r p o u t ( ) ;
76 MACPutArray ( u ip buf , u i p l e n ) ;
77 }
78
79
80 }
81 / /Es mira si s ’han d ’esborrar adreces MAC de la taula ARP
82
83 u i p a r p t i m e r ( ) ;
84 }
85
86 }
 
D.5. Bucle de control ordinador
FITXER: main.c
DEFINICI ´O: Funcio´ void main i bucle de control.
 
1
2 i n t main ( void )
3 {
4 u8 t i ;
5 u8 t len ;
6 u8 t x ;
7 u i p i p a d d r t ipaddr ;
8 struct t imer p e r i o d i c t i m e r , a rp t imer ;
9
10 / /S’ in icia l i tzen els timers
11 t i m e r s e t (& p e r i o d i c t i m e r , CLOCK SECOND / 2) ;
12 t i m e r s e t (& arp t imer , CLOCK SECOND ∗ 10) ;
13
14 / /S’ in ic ia l i tza el socket raw
15 t a p d e v i n i t ( ) ;
16 / /S’ in icia l i tzen les variables del protocol SCTP
17 s c t p i n i t ( ) ;
18
19 / /Es fixen les adreces del dispositiu
20 u ip ipaddr ( ipaddr , 192 ,168 ,172 ,136) ;
21 u ip se t hos t addr ( ipaddr ) ;
22 u ip ipaddr ( ipaddr , 192 ,168 ,172 ,137) ;
23 u ip se t d raddr ( ipaddr ) ;
24 u ip ipaddr ( ipaddr , 255 ,255 ,0 ,0) ;
25 uip setnetmask ( ipaddr ) ;
26
27 u ip ipaddr ( ipaddr , 192 ,168 ,172 ,18) ;
28 sethos taddr ( ipaddr ) ;
29 ndi recc iones =2;
30
31 while ( 1 ) {
32
33 / /Es mira si ha arribat algun paquet
34 u i p l e n = tapdev read ( ) ;
35
36 / / Si ha arribat
37 i f ( u i p l e n > 0)
38 {
39 / / Si es un paquet tipus IP
40 i f (BUF−>type == htons ( UIP ETHTYPE IP ) )
41 {
42
43 / /Es processa
44 u i p i n p u t ( ) ;
45
46 / / Si hi han dades per enviar s ’envien
47 i f ( u i p l e n > 0)
48 {
49 u i p a r p o u t ( ) ;
50 tapdev send ( ) ;
51 }
52 }
53 / / Si es un paquet tipus ARP
54 else i f (BUF−>type == htons (UIP ETHTYPE ARP) )
55 {
56
57 / /Es processa el paquet
58 u i p a r p a r p i n ( ) ;
59
60 / /S’envia un paquet ARP en resposta si cal
61 i f ( u i p l e n > 0)
62 {
63
64 tapdev send ( ) ;
65 }
66 }
67
68 }
69 / / Si ha expirat aquest timer
70 else i f ( t imer exp i red (& p e r i o d i c t i m e r ) )
71 {
72 / / El resetejem
73 t i m e r r e s e t (& p e r i o d i c t i m e r ) ;
74
75 / /Per a cada associacio es mira si s ’ha de tancar o queden dades per enviar
76 for ( i = 0; i < SCTP ASS ; i ++) {
77 s c t p p e r i o d i c ( i ) ;
78
79 / / Si queden dades per enviar s ’envien
80 i f ( u i p l e n > 0) {
81 u i p a r p o u t ( ) ;
82 tapdev send ( ) ;
83
84 }
85 / / Si l ’ altre dispositiu te mes d ’una direccio IP s ’envien els heartbeats pertinents
86 h e a r t b e a t p e r i o d i c ( i ) ;
87
88 }
89
90 / / Si ha expirat aquest timer
91 i f ( t imer exp i red (& arp t imer ) ) {
92 / /Es reseteja el timer
93 t i m e r r e s e t (& arp t imer ) ;
94 / /Es fan les operacions pertinents.
95 u i p a r p t i m e r ( ) ;
96 }
97 }
98
99
100
101 }
102 return 0;
103 }
 
D.6. Sockets Raw
FITXER: tapdev.c
DEFINICI ´O: Funcions per al socket raw.
D.6.1. Inicialitzacio´ del socket
 
1
2 void t a p d e v i n i t ( )
3 {
4
5 struct sockaddr in my addr ;
6 struct i f r e q i f r ;
7 i n t bd ;
8 i n t on =1;
9
10
11 fd = socket (PF PACKET, SOCK RAW, htons ( ETH P ALL ) ) ;
12
13
14 i f ( fd ==−1)
15 {
16 per ro r ( ” Socket : ” ) ;
17 e x i t ( EXIT FAILURE) ;
18 }
19
20 }
 
D.6.2. Llegint el Socket
 
1
2 unsigned i n t tapdev read ( void )
3 {
4 f d s e t f dse t ;
5 struct t imeva l tv , now ;
6 i n t r e t ;
78 t v . t v sec = 0;
9 t v . t v usec = 1000;
10
11
12 FD ZERO(& f dse t ) ;
13 FD SET( fd , &f dse t ) ;
14
15 r e t = se lec t ( fd + 1 , &fdset , NULL , NULL , &t v ) ;
16 i f ( r e t == 0) {
17
18 return 0;
19 }
20
21
22 r e t = recvfrom ( fd , u ip buf , UIP BUFSIZE , 0 ,NULL , NULL) ;
23
24
25 i f ( r e t == −1) {
26 per ro r ( ” tap dev : tapdev read : read ” ) ;
27 }
28
29 return r e t ;
30 }
 
D.6.3. Enviant dades pel socket
 
1
2 void tapdev send ( void )
3 {
4
5 i n t r e t ;
6
7 struct s o c k a d d r l l socket address ;
8
9 unsigned char dest mac [ 6 ] = {0x00 ,0 x04 ,0 xa3 ,0 x00 ,0 x00 ,0 x03} ;
10
11
12 socket address . s l l f a m i l y = PF PACKET;
13 socket address . s l l p r o t o c o l = htons ( ETH P ALL ) ;
14 socket address . s l l i f i n d e x = 2;
15 socket address . s l l h a t y p e = ARPHRD ETHER;
16 socket address . s l l p k t t y p e = PACKET OTHERHOST;
17 socket address . s l l h a l e n = ETH ALEN;
18 socket address . s l l a d d r [ 0 ] = dest mac [ 0 ] ;
19 socket address . s l l a d d r [ 1 ] = dest mac [ 1 ] ;
20 socket address . s l l a d d r [ 2 ] = dest mac [ 2 ] ;
21 socket address . s l l a d d r [ 3 ] = dest mac [ 3 ] ;
22 socket address . s l l a d d r [ 4 ] = dest mac [ 4 ] ;
23 socket address . s l l a d d r [ 5 ] = dest mac [ 5 ] ;
24 socket address . s l l a d d r [ 6 ] = dest mac [ 6 ] ;
25 socket address . s l l a d d r [ 7 ] = dest mac [ 7 ] ;
26
27
28 r e t = sendto ( fd , u ip buf , u ip len , 0 , ( struct sockaddr∗)&socket address , sizeof (
socket address ) ) ;
29
30
31 i f ( r e t == −1) {
32 per ro r ( ” tap dev : tapdev send : wr i t ev ” ) ;
33 e x i t ( 1 ) ;
34 }
35 }
 
D.7. Controlador Ethernet
FITXER: Mac.c
DEFINICI ´O: Funcions del controlador Ethernet de la placa PICDEM.NET.
 
1
2 #define NIC CTRL TRIS (TRISE)
3 #define NIC RESET IO (PORTE RE2)
4 #define NIC IOW IO (PORTE RE1)
5 #define NIC IOR IO (PORTE RE0)
6 #define NIC ADDR IO (PORTB)
7 #define NIC DATA IO (PORTD)
8
9 #define NIC DATAPORT (0 x10 )
10 #define NIC RESET (0 x1f )
11
12 /∗ Ethernet definitions . . ∗/
13 #define MINFRAME 60
14 #define MINFRAMEC 64
15 #define CRCLEN 4
16 #define MAXFRAME 1514
17 #define MAXFRAMEC 1518
18
19 /∗ 8390 Network Interface Controller (NIC) page0 register offsets ∗/
20 #define CMDR 0x00 /∗ command register for read & write ∗/
21 #define PSTART 0x01 /∗ page start register for write ∗/
22 #define PSTOP 0x02 /∗ page stop register for write ∗/
23 #define BNRY 0x03 /∗ boundary reg for rd and wr ∗/
24 #define TPSR 0x04 /∗ tx start page start reg for wr ∗/
25 #define TXSTAT TPSR
26 #define TBCR0 0x05 /∗ tx byte count 0 reg for wr ∗/
27 #define TBCR1 0x06 /∗ tx byte count 1 reg for wr ∗/
28 #define ISR 0x07 /∗ interrupt status reg for rd and wr ∗/
29 #define RSAR0 0x08 /∗ low byte of remote start addr ∗/
30 #define RSAR1 0x09 /∗ hi byte of remote start addr ∗/
31 #define RBCR0 0x0A /∗ remote byte count reg 0 for wr ∗/
32 #define RBCR1 0x0B /∗ remote byte count reg 1 for wr ∗/
33 #define RCR 0x0C /∗ rx configuration reg for wr ∗/
34 #define TCR 0x0D /∗ tx configuration reg for wr ∗/
35 #define DCR 0x0E /∗ data configuration reg for wr ∗/
36 #define IMR 0x0F /∗ interrupt mask reg for wr ∗/
37
38 /∗ NIC page 1 register offsets ∗/
39 #define PAR0 0x01 /∗ physical addr reg 0 for rd and wr ∗/
40 #define CURRP 0x07 /∗ current page reg for rd and wr ∗/
41 #define MAR0 0x08 /∗ multicast addr reg 0 for rd and WR ∗/
42
43 /∗ NIC page 3 register offsets ∗/
44 #define RTL9346CR 0x01 /∗ RTL 9346 command reg ∗/
45 #define RTL3 0x06 /∗ RTL config reg 3 ∗/
46
47
48 #define NIC PAGE SIZE (256)
49
50 /∗ NIC RAM definitions ∗/
51 #define RAMPAGES 0x20 /∗ Total number of 256−byte RAM pages ∗/
52 #define TXSTART 0x40 /∗ Tx bufer start page− NE2000 mode ∗/
53 #define TXPAGES (MAC TX BUFER COUNT ∗ (MAC TX BUFER SIZE / NIC PAGE SIZE) )
54 #define RXSTART (TXSTART+TXPAGES) /∗ Rx bufer start page ∗/
55 #define RXSTOP (TXSTART+RAMPAGES−1) /∗ Last Rx bufer page ∗/
56 #define DCRVAL 0x48 /∗ Value for data config reg ∗/
57 /∗ 8−bit DMA, big−endian, 1 DMA, Normal ∗/
58
59 #define RXPAGES (RXSTOP − RXSTART)
60
61
62 #define SET NIC READ ( ) (TRISD = 0 x f f )
63 #define SET NIC WRITE ( ) (TRISD = 0x00 )
64
65 #define WRITE NIC ADDR( a ) NIC ADDR IO = a ; \
66 TRISB = 0xe0
67
68 typedef struct IEEE HEADER
69 {
70 MAC ADDR DestMACAddr ;
71 MAC ADDR SourceMACAddr ;
72 WORD VAL Len ;
73 BYTE LSAPControl [ 3 ] ;
74 BYTE OUI [ 3 ] ;
75 WORD VAL Pro t oco l ;
76 } IEEE HEADER ;
77
78 #define ETHER IP (0 x00 )
79 #define ETHER ARP (0 x06 )
80
81
82 typedef struct DATA BUFER
83 {
84 BYTE Index ;
85 BOOL bFree ;
86 } DATA BUFER;
87
88
89
90 sta t i c DATA BUFER TxBufers [ (TXPAGES∗NIC PAGE SIZE) / MAC TX BUFER SIZE ] ;
91
92
93 #define MAX DATA BUFERS ( sizeof ( TxBufers ) / sizeof ( TxBufers [ 0 ] ) )
94
95 typedef struct ETHER HEADER
96 {
97 MAC ADDR DestMACAddr ;
98 MAC ADDR SourceMACAddr ;
99 WORD VAL Type ;
100 } ETHER HEADER;
101
102 typedef struct NE RCR
103 {
104 unsigned i n t PRX: 1 ;
105 unsigned i n t CRC: 1 ;
106 unsigned i n t FAE: 1 ;
107 unsigned i n t FO: 1 ;
108 unsigned i n t MPA: 1 ;
109 unsigned i n t PHY: 1 ;
110 unsigned i n t DIS : 1 ;
111 unsigned i n t DFR: 1 ;
112 } NE RCR;
113
114 typedef struct NE PREAMBLE
115 {
116 NE RCR Status ;
117 BYTE NextPacketPointer ;
118 WORD ReceivedBytes ;
119
120 MAC ADDR DestMACAddr ;
121 MAC ADDR SourceMACAddr ;
122 WORD VAL Type ;
123 } NE PREAMBLE;
124
125
126 BYTE NICReadPtr ; / / Next page that wi l l be used by NIC to load new packet.
127 BYTE NICCurrentRdPtr ; / / Page that is being read. . .
128 BYTE NICCurrentTxBufer ;
129
130 sta t i c void NICReset ( void ) ;
131 sta t i c void NICPut (BYTE reg , BYTE va l ) ;
132 sta t i c BYTE NICGet (BYTE reg ) ;
133 sta t i c void NICSetAddr (WORD addr ) ;
134 sta t i c void Delay (BYTE va l ) ;
135
136 void MACInit ( void )
137 {
138 BYTE i ;
139
140 / / On Ini t , a l l transmit bufers are free .
141 for ( i = 0; i < MAX DATA BUFERS; i ++ )
142 {
143 TxBufers [ i ] . Index = TXSTART + ( i ∗ (MAC TX BUFER SIZE / NIC PAGE SIZE) ) ;
144 TxBufers [ i ] . bFree = TRUE;
145 }
146 NICCurrentTxBufer = 0;
147
148 NICReset ( ) ;
149 DelayMs ( 2 ) ;
150 NICPut (NIC RESET , NICGet (NIC RESET) ) ;
151 / / mimimum Delay of 1.6 ms
152 DelayMs ( 2 ) ;
153
154 / / Continue only i f reset state is entered.
155 i f ( ( NICGet ( ISR ) & 0x80 ) != 0 )
156 {
157 / / Select Page 0
158 NICPut (CMDR, 0x21 ) ;
159 DelayMs ( 2 ) ;
160
161 / / In i t ia l ize Data Configuration Register
162 NICPut (DCR, DCRVAL) ;
163
164 / / Clear Remote Byte Count Registers
165 NICPut (RBCR0, 0) ;
166 NICPut (RBCR1, 0) ;
167
168 / / In i t ia l ize Receive Configuration Register
169 NICPut (RCR, 0x04 ) ;
170
171 / / Place NIC in LOOPBACK mode 1
172 NICPut (TCR, 0x02 ) ;
173
174 / / In i t ia l ize Transmit bufer queue
175 NICPut (TPSR, TxBufers [ NICCurrentTxBufer ] . Index ) ;
176
177 / / In i t ia l ize Receive Bufer Ring
178 NICPut (PSTART, RXSTART) ;
179 NICPut (PSTOP, RXSTOP) ;
180 NICPut (BNRY, (BYTE) (RXSTOP−1) ) ;
181
182 / / In i t ia l ize Interrupt Mask Register
183 / / Clear a l l status bits
184 NICPut ( ISR , 0 x f f ) ;
185 / / No interrupt enabled.
186 NICPut ( IMR, 0x00 ) ;
187
188 / / Select Page 1
189 NICPut (CMDR, 0x61 ) ;
190
191 / / In i t ia l ize Physical Address Registers
192 NICPut (PAR0, MY MAC BYTE1) ;
193 NICPut (PAR0+1 , MY MAC BYTE2) ;
194 NICPut (PAR0+2 , MY MAC BYTE3) ;
195 NICPut (PAR0+3 , MY MAC BYTE4) ;
196 NICPut (PAR0+4 , MY MAC BYTE5) ;
197 NICPut (PAR0+5 , MY MAC BYTE6) ;
198
199 / / In i t ia l ize Multicast registers
200 for ( i = 0; i < 8; i ++ )
201 NICPut (MAR0+ i , 0 x f f ) ;
202
203 / / In i t ia l ize CURRent pointer
204 NICPut (CURRP, RXSTART) ;
205
206 / / Remember current receive page
207 NICReadPtr = RXSTART;
208
209 / / Page 0, Abort Remote DMA and Activate the transmitter .
210 NICPut (CMDR, 0x22 ) ;
211
212 / / Set Normal Mode
213 NICPut (TCR, 0x00 ) ;
214
215 }
216
217 }
218
219
220
221 BOOL MACIsTxReady( void )
222 {
223 / / NICCurrentTxBufer always points to free bufer , i f there is any.
224 / / I f there is none, NICCurrentTxBufer wi l l be a in ’Use’ state .
225 / / return TxBufers[NICCurrentTxBufer ] .bFree;
226 / / Check to see i f previous transmission was successful or not.
227 return ! ( NICGet (CMDR) & 0x04 ) ;
228 }
229
230
231 void MACPut(BYTE va l )
232 {
233 NICPut (RBCR0, 1) ;
234 NICPut (RBCR1, 0) ;
235 NICPut (CMDR, 0x12 ) ;
236 NICPut (NIC DATAPORT, va l ) ;
237 }
238
239
240 void MACPutArray (BYTE ∗val , WORD len )
241 {
242 WORD VAL t ;
243
244 / /unsigned char ∗ptr ;
245
246 / / ptr=uip buf ;
247
248 t . Val = len + ( len & 1) ;
249
250 NICPut ( ISR , 0x40 ) ;
251 NICPut (RBCR0, t . v [ 0 ] ) ;
252 NICPut (RBCR1, t . v [ 1 ] ) ;
253 NICPut (CMDR, 0x12 ) ;
254
255 while ( len−− > 0 )
256 NICPut (NIC DATAPORT, ∗va l ++) ;
257
258 / / Make sure that DMA is complete.
259 len = 255;
260 while ( len && ( NICGet ( ISR ) & 0x40 ) == 0 )
261 len−−;
262
263 }
264
265
266 BYTE MACGet( void )
267 {
268 NICPut (RBCR0, 1) ;
269 NICPut (RBCR1, 0) ;
270 NICPut (CMDR, 0x0a ) ;
271 return NICGet (NIC DATAPORT ) ;
272 }
273
274
275 WORD MACGetArray(BYTE ∗val , WORD len )
276 {
277 WORD VAL t ;
278
279 t . Val = len ;
280
281 NICPut ( ISR , 0x40 ) ;
282 NICPut (RBCR0, t . v [ 0 ] ) ;
283 NICPut (RBCR1, t . v [ 1 ] ) ;
284 NICPut (CMDR, 0x0a ) ;
285
286 while ( len−− > 0 )
287 {
288 ∗va l ++ = NICGet (NIC DATAPORT ) ;
289 }
290
291 return t . Val ;
292 }
293
294 void MACReserveTxBufer(BUFER bufer )
295 {
296 TxBufers [ bufer ] . bFree = FALSE ;
297 }
298
299
300 void MACDiscardTx (BUFER bufer )
301 {
302 TxBufers [ bufer ] . bFree = TRUE;
303 NICCurrentTxBufer = bufer ;
304 }
305
306 void MACDiscardRx( void )
307 {
308 BYTE newBoundary ;
309
310 newBoundary = NICReadPtr − 1;
311 i f ( newBoundary < RXSTART )
312 newBoundary = RXSTOP − 1;
313 NICPut (CMDR, 0x20 ) ; / / Select PAGE 0
314 NICPut (BNRY, newBoundary ) ;
315 return ;
316 }
317
318
319 WORD MACGetFreeRxSize ( void )
320 {
321 BYTE NICWritePtr ;
322 BYTE temp ;
323 WORD VAL tempVal ;
324
325 NICPut (CMDR, 0x60 ) ;
326 NICWritePtr = NICGet (CURRP) ;
327 NICPut (CMDR, 0x20 ) ;
328
329 i f ( NICWritePtr < NICCurrentRdPtr )
330 temp = (RXSTOP − NICCurrentRdPtr ) + NICWritePtr ;
331 else
332 temp = NICWritePtr − NICCurrentRdPtr ;
333
334 temp = RXPAGES − temp ;
335 tempVal . v [ 1 ] = temp ;
336 tempVal . v [ 0 ] = 0;
337 return tempVal . Val ;
338 }
339
340
341 BOOL MACIsLinked ( void )
342 {
343 BYTE VAL temp ;
344
345 / / Select Page 3
346 NICPut (CMDR, 0xe0 ) ;
347
348 / / Read CONFIG0.
349 temp . Val = NICGet (0 x03 ) ;
350
351 / / Reset to page 0.
352 NICPut (CMDR, 0x20 ) ;
353
354 / / Bit 2 ”BNC” wi l l be ’0 ’ i f LINK is established .
355 return ( temp . b i t s . b2 == 0) ;
356 }
357
358 BOOL MACGetHeader (MAC ADDR ∗remote , BYTE∗ type )
359 {
360 NE PREAMBLE header ;
361 BYTE NICWritePtr ;
362 WORD VAL temp ;
363
364
365 ∗ type = MAC UNKNOWN;
366
367 / / Reset NIC i f overrun has occured.
368 i f ( NICGet ( ISR ) & 0x10 )
369 {
370 # i f 1
371 NICPut (CMDR, 0x21 ) ;
372 Delay (0 x f f ) ;
373 NICPut (RBCR0, 0) ;
374 NICPut (RBCR1, 0) ;
375 NICPut (TCR, 0x02 ) ;
376 NICPut (CMDR, 0x20 ) ;
377 MACDiscardRx ( ) ;
378 NICPut ( ISR , 0 x f f ) ;
379 NICPut (TCR, 0x00 ) ;
380 return FALSE ;
381 #else
382 MACInit ( ) ;
383 return FALSE ;
384 #endif
385 }
386
387 NICPut (CMDR, 0x60 ) ;
388 NICWritePtr = NICGet (CURRP) ;
389 NICPut (CMDR, 0x20 ) ;
390
391 i f ( NICWritePtr != NICReadPtr )
392 {
393 temp . v [ 1 ] = NICReadPtr ;
394 temp . v [ 0 ] = 0;
395 NICSetAddr ( temp . Val ) ;
396
397 MACGetArray ( (BYTE∗)&header , sizeof ( header ) ) ;
398
399 / / Validate packet length and status .
400 i f ( header . S ta tus .PRX && ( header . ReceivedBytes >= MINFRAMEC) && ( header .
ReceivedBytes <= MAXFRAMEC) )
401 {
402 header . Type . Val = swaps ( header . Type . Val ) ;
403
404 memcpy ( ( void∗) remote−>v , ( void∗) header . SourceMACAddr . v , sizeof (∗ remote ) ) ;
405
406 i f ( ( header . Type . v [ 1 ] == 0x08 ) && ( ( header . Type . v [ 0 ] == ETHER IP) | | ( header .
Type . v [ 0 ] == ETHER ARP) ) )
407 ∗ type = header . Type . v [ 0 ] ;
408
409 }
410
411 NICCurrentRdPtr = NICReadPtr ;
412 NICReadPtr = header . NextPacketPointer ;
413
414 return TRUE;
415 }
416 return FALSE;
417
418 }
419
420
421
422 void MACPutHeader (MAC ADDR ∗remote ,
423 BYTE type ,
424 WORD dataLen )
425 {
426 WORD VAL mytemp ;
427 BYTE etherType ;
428
429 NICPut ( ISR , 0x0a ) ;
430
431 mytemp . v [ 1 ] = TxBufers [ NICCurrentTxBufer ] . Index ;
432 mytemp . v [ 0 ] = 0;
433
434 NICSetAddr (mytemp . Val ) ;
435
436 MACPutArray ( (BYTE∗) remote , sizeof (∗ remote ) ) ;
437
438 MACPut(MY MAC BYTE1) ;
439 MACPut(MY MAC BYTE2) ;
440 MACPut(MY MAC BYTE3) ;
441 MACPut(MY MAC BYTE4) ;
442 MACPut(MY MAC BYTE5) ;
443 MACPut(MY MAC BYTE6) ;
444
445 i f ( type == MAC IP )
446 etherType = ETHER IP ;
447 else
448 etherType = ETHER ARP;
449
450 MACPut(0 x08 ) ;
451 MACPut( etherType ) ;
452
453 dataLen += (WORD) sizeof (ETHER HEADER) ;
454 i f ( dataLen < MINFRAME ) / / 64 ) / / NKR 4/23/02
455 dataLen = 64; / / MINFRAME;
456 mytemp . Val = dataLen ;
457
458 NICPut (TBCR0, mytemp . v [ 0 ] ) ;
459 NICPut (TBCR1, mytemp . v [ 1 ] ) ;
460
461 }
462
463 void MACFlush ( void )
464 {
465 BYTE i ;
466
467
468 NICPut (TPSR, u ip bu f ) ;
469 NICPut (CMDR, 0x24 ) ;
470
471 / / After every transmission, adjust transmit pointer to
472 / / next free transmit bufer.
473
474 }
475
476 sta t i c void NICReset ( void )
477 {
478 SET NIC READ ( ) ;
479 WRITE NIC ADDR( 0 ) ;
480 INTCON2 RBPU = 0;
481
482 NIC IOW IO = 1;
483 NIC IOR IO = 1;
484 NIC RESET IO = 1;
485 NIC CTRL TRIS = 0x00 ;
486
487 / / Reset pulse must be at least 800 ns.
488 Delay10us ( 1 ) ;
489
490 NIC RESET IO = 0;
491 }
492
493 sta t i c void NICPut (BYTE reg , BYTE va l )
494 {
495 WRITE NIC ADDR( reg ) ;
496 NIC DATA IO = va l ;
497 SET NIC WRITE ( ) ;
498 NIC IOW IO = 0;
499 NIC IOW IO = 1;
500 SET NIC READ ( ) ;
501 }
502
503 sta t i c BYTE NICGet (BYTE reg )
504 {
505 BYTE va l ;
506
507 SET NIC READ ( ) ;
508 WRITE NIC ADDR( reg ) ;
509 NIC IOR IO = 0;
510 va l = NIC DATA IO ;
511 NIC IOR IO = 1;
512 return va l ;
513 }
514
515
516 sta t i c void NICSetAddr (WORD addr )
517 {
518 WORD VAL t ;
519
520 t . Val = addr ;
521 NICPut ( ISR , 0x40 ) ;
522 NICPut (RSAR0, t . v [ 0 ] ) ;
523 NICPut (RSAR1, t . v [ 1 ] ) ;
524 }
525
526 sta t i c void Delay (BYTE va l )
527 {
528 WORD VAL t ;
529
530 t . v [ 1 ] = va l ;
531 t . v [ 0 ] = 0;
532
533 while ( t . Val−− > 0) ;
534 }
535
536 void MACSetRxBufer (WORD o f f s e t )
537 {
538 WORD VAL t ;
539
540 t . v [ 1 ] = NICCurrentRdPtr ;
541 t . v [ 0 ] = sizeof (NE PREAMBLE) ;
542
543 t . Val += o f f s e t ;
544
545 NICSetAddr ( t . Val ) ;
546 }
547
548 void MACSetTxBufer (BUFER bufer , WORD o f f s e t )
549 {
550 WORD VAL t ;
551
552 NICCurrentTxBufer = bufer ;
553 t . v [ 1 ] = TxBufers [ NICCurrentTxBufer ] . Index ;
554 t . v [ 0 ] = sizeof (ETHER HEADER) ;
555
556 t . Val += o f f s e t ;
557
558 NICSetAddr ( t . Val ) ;
559 }
560
561 WORD MACGetOffset ( void )
562 {
563 WORD VAL t ;
564
565 t . v [ 1 ] = NICGet (RSAR1) ;
566 t . v [ 0 ] = NICGet (RSAR0) ;
567
568 return t . Val ;
569 }
 
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AP `ENDIX E. PLACA PICDEM.NET
Figura E.1: Placa PICDEM.NET
1. MICROCONTROLADOR: PIC18F452
2. MEM `ORIA EPPROM: 24LC256 EPPROM
3. LCD
4. CONTROLADOR ETHERNET: Realtek RTL8019AS
5. LEDS
6. LEDS PROGRAMABLES
7. PULSADOR PROGRAMABLE
8. POTENCIOMETRES
9. PULSADOR RESET
10. CONECTOR RJ45
11. CONECTOR RJ11
12. CONECTOR RS232
13. CIRCUIT ADDICIONAL PER NOVES IMPLEMENTACIONS
14. CONECTOR DE CORRENT
15. IDENTIFICADOR ETHERNET
16. VERSI ´O DE LA PLACA
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AP `ENDIX F. ESQUEMES DE CONNEXI ´O
PICDEM.NET
Figura F.1: Esquema de connexio´ microcontrolador
Figura F.2: Esquema de connexio´ controlador Ethernet
Figura F.3: Esquema de connexio´ ports se`rie, EEPROM, conector de corrent
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AP `ENDIX G. DISTRIBUCI ´O MEM `ORIA
PIC18F452
Memo`ria de proposit general (GPR)
Registres de configuracio´ i operacio´ (SFR)
Bancs de memo`ria de 256 bytes
Registre de seleccio´ de banc (BSR)
Figura G.1: Mapa de memo`ria de dades
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AP `ENDIX H. CREACI ´O D’UN PROJECTE AL
MPLAB
Creacio´ d’un projecte:
Project –> Project Wizard...
Figura H.1: Creacio´ d’u projecte
Siguiente
Figura H.2: Finestra ”Project Wizard“
Seleccio´nar el microcontrolador:
Siguiente
Figura H.3: Seleccio´ del microcontrolador
Seleccionar el compilador:
Siguiente
Figura H.4: Seleccio´ del compilador
Donar nom al nou projecte:
Siguiente
Figura H.5: Donar nom al projecte
Afegir fitxers al projecte:
Siguiente
Figura H.6: Afegir fitxers
Finalitzar la creacio´ del projecte
Figura H.7: Finalitzar creacio´ del projecte
Figura H.8: Vista del nou projecte creat
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AP `ENDIX I. COMPILACI ´O I PROGRAMACI ´O DE
LA PLACA
I.1. Compilacio´ del Projecte
Un cop creat el projecte, per compilar nome´s s’ha de clickar a la icona que es mostra a
continuacio´:
Figura I.1: Icona de compilacio´
I.2. Programacio´ de la placa
Per programar la placa, s’ha de connectar el mplab ICD2 entre l’ordinador i la placa.
Figura I.2: Connexio´ del ICD2
Despre´s al MPLAB es selecciona el tipus de programador que es fara` servir.
Programmer –> Select Programmer
Figura I.3: Seleccio´ del programador
I es programa la placa.
Programmer –> Program
Figura I.4: Programacio´ de la placa
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AP `ENDIX J. LINKER MAP FILE
MPLINK 4.20, Linker
Linker Map File - Created Fri Sep 19 12:20:15 2008
Section Info
Section Type Address Location Size(Bytes)
--------- --------- --------- --------- ---------
_entry_scn code 0x000000 program 0x000006
highVector code 0x000008 program 0x000006
.cinit romdata 0x00002a program 0x00003e
.code_7uip.o code 0x000068 program 0x004580
.code_vfprintf.o code 0x0045e8 program 0x000c22
.code_websrvr.o code 0x00520a program 0x000932
.code_Mac.o code 0x005b3c program 0x0007fe
.romdata_7uip.o romdata 0x00633a program 0x000460
.stringtable romdata 0x00679a program 0x000287
.romdata_mpfs.o romdata 0x006a21 program 0x000000
.idata_mpfs.o_i romdata 0x006a21 program 0x000000
.romdata_servidor.o romdata 0x006a21 program 0x000000
.idata_servidor.o_i romdata 0x006a21 program 0x000000
.romdata_xlcd.o romdata 0x006a21 program 0x000000
.idata_xlcd.o_i romdata 0x006a21 program 0x000000
.idata_fxd1616u.o_i romdata 0x006a21 program 0x000000
.romdata_fxd1616u.o romdata 0x006a21 program 0x000000
.romdata__user_putc.o romdata 0x006a21 program 0x000000
.idata__user_putc.o_i romdata 0x006a21 program 0x000000
.romdata_StackTsk.o romdata 0x006a21 program 0x000000
.idata_Mac.o_i romdata 0x006a21 program 0x000000
STDLIB code 0x006a22 program 0x00025a
.code_delay.o code 0x006a22 program 0x000000
.code_xeeprom.o code 0x006c7c program 0x00025a
.code_mpfs.o code 0x006ed6 program 0x00023c
.romdata_websrvr.o romdata 0x007112 program 0x0001e5
.romdata_xeeprom.o romdata 0x0072f7 program 0x000000
.idata_xeeprom.o_i romdata 0x0072f7 program 0x000000
.idata_fxm3232.o_i romdata 0x0072f7 program 0x000000
.idata_Helpers.o_i romdata 0x0072f7 program 0x000000
.romdata_Mac.o romdata 0x0072f7 program 0x000000
.romdata_delay.o romdata 0x0072f7 program 0x000000
.idata_delay.o_i romdata 0x0072f7 program 0x000000
.romdata_fxm3232.o romdata 0x0072f7 program 0x000000
.romdata___init.o romdata 0x0072f7 program 0x000000
.idata___init.o_i romdata 0x0072f7 program 0x000000
.idata_putc.o_i romdata 0x0072f7 program 0x000000
.romdata_putc.o romdata 0x0072f7 program 0x000000
.code_c018i.o code 0x0072f8 program 0x000000
STRING code 0x0072f8 program 0x0001c0
.code_xlcd.o code 0x0074b8 program 0x000198
PROG code 0x007650 program 0x000174
.code_Helpers.o code 0x0077c4 program 0x0000c0
_cinit_scn code 0x007884 program 0x00009e
.code_printf.o code 0x007922 program 0x000098
.code_servidor.o code 0x0079ba program 0x00008c
.code_putc.o code 0x007a46 program 0x000084
.code_fxm3232.o code 0x007aca program 0x000070
.code_fxd3232u.o code 0x007b3a program 0x000048
.code_Tick.o code 0x007b82 program 0x00003e
.code_fxd1616u.o code 0x007bc0 program 0x00002c
.code_StackTsk.o code 0x007bec program 0x000026
CTYPE code 0x007c12 program 0x000024
D1KTCYXCODE code 0x007c36 program 0x000020
_startup_scn code 0x007c56 program 0x00001c
STDIO code 0x007c72 program 0x00001c
D10TCYXCODE code 0x007c8e program 0x000016
.romdata_vfprintf.o romdata 0x007ca4 program 0x000011
.romdata_fxd3232u.o romdata 0x007cb5 program 0x000000
.idata_fxd3232u.o_i romdata 0x007cb5 program 0x000000
.idata_vfprintf.o_i romdata 0x007cb5 program 0x000000
.idata_c018i.o_i romdata 0x007cb5 program 0x000000
.romdata_stdout.o romdata 0x007cb5 program 0x000000
.romdata_c018i.o romdata 0x007cb5 program 0x000000
.romdata_Helpers.o romdata 0x007cb5 program 0x000000
.romdata_printf.o romdata 0x007cb5 program 0x000000
.idata_printf.o_i romdata 0x007cb5 program 0x000000
.idata_StackTsk.o_i romdata 0x007cb5 program 0x000000
.romdata_Tick.o romdata 0x007cb5 program 0x000000
.code code 0x007cb6 program 0x00000e
.code_stdout.o code 0x007cb6 program 0x000000
.code__user_putc.o code 0x007cc4 program 0x000002
.code___init.o code 0x007cc6 program 0x000002
SEED_DATA_i romdata 0x007cc8 program 0x000002
.idata_websrvr.o_i romdata 0x007cca program 0x000016
.idata_stdout.o_i romdata 0x007ce0 program 0x000002
.idata_Tick.o_i romdata 0x007ce2 program 0x000004
.idata_7uip.o_i romdata 0x007ce6 program 0x000019
.config code 0x300000 program 0x000008
MATH_DATA udata 0x000000 data 0x000014
.tmpdata udata 0x000014 data 0x000014
DELAYDAT1 udata 0x000028 data 0x000001
.udata_Mac.o udata 0x000080 data 0x000024
.idata_websrvr.o idata 0x0000a4 data 0x000016
.udata_mpfs.o udata 0x0000ba data 0x000010
.udata_xlcd.o udata 0x0000ca data 0x000006
.udata_Helpers.o udata 0x0000d0 data 0x000006
.idata_Tick.o idata 0x0000d6 data 0x000004
SEED_DATA idata 0x0000da data 0x000002
.idata_stdout.o idata 0x0000dc data 0x000002
.udata_StackTsk.o udata 0x0000de data 0x000001
.idata__user_putc.o idata 0x0000df data 0x000000
.idata_xlcd.o idata 0x0000df data 0x000000
.udata__user_putc.o udata 0x0000df data 0x000000
.udata_delay.o udata 0x0000df data 0x000000
.idata_delay.o idata 0x0000df data 0x000000
.idata_servidor.o idata 0x0000df data 0x000000
.idata_mpfs.o idata 0x0000df data 0x000000
.idata_xeeprom.o idata 0x0000df data 0x000000
.idata_putc.o idata 0x0000df data 0x000000
.udata_fxd1616u.o udata 0x0000df data 0x000000
.idata_fxd1616u.o idata 0x0000df data 0x000000
.udata___init.o udata 0x0000df data 0x000000
.idata___init.o idata 0x0000df data 0x000000
.udata_printf.o udata 0x0000df data 0x000000
.idata_printf.o idata 0x0000df data 0x000000
.udata_stdout.o udata 0x0000df data 0x000000
.udata_vfprintf.o udata 0x0000df data 0x000000
.idata_vfprintf.o idata 0x0000df data 0x000000
.udata_fxd3232u.o udata 0x0000df data 0x000000
.idata_fxd3232u.o idata 0x0000df data 0x000000
.udata_fxm3232.o udata 0x0000df data 0x000000
.udata_putc.o udata 0x0000df data 0x000000
.idata_fxm3232.o idata 0x0000df data 0x000000
.idata_StackTsk.o idata 0x0000df data 0x000000
.udata_Tick.o udata 0x0000df data 0x000000
.idata_c018i.o idata 0x0000df data 0x000000
.idata_Helpers.o idata 0x0000df data 0x000000
.idata_Mac.o idata 0x0000df data 0x000000
gpr1 udata 0x000100 data 0x000001
.udata_7uip.o udata 0x000101 data 0x0000eb
.udata_xeeprom.o udata 0x0001ec data 0x000010
.udata_servidor.o udata 0x0001fc data 0x000004
gpr4 udata 0x000200 data 0x000089
.udata_websrvr.o udata 0x000289 data 0x000054
.idata_7uip.o idata 0x0002dd data 0x000019
.udata_c018i.o udata 0x0002f6 data 0x00000a
Mac.o:MACIsLinked actrec 0x000400 data 0x000001
Mac.o:MACGetHeader actrec 0x000400 data 0x000015
Mac.o:MACPutHeader actrec 0x000400 data 0x000003
Mac.o:MACFlush actrec 0x000400 data 0x000001
Mac.o:MACSetRxBuffer actrec 0x000400 data 0x000002
7uip.o:uip_process actrec 0x000400 data 0x000059
xeeprom.o:XEEIsBusy actrec 0x000400 data 0x000001
Mac.o:MACGetFreeRxSize actrec 0x000400 data 0x000004
Mac.o:MACSetTxBuffer actrec 0x000400 data 0x000002
7uip.o:sctp_connect actrec 0x000400 data 0x000001
mpfs.o:MPFSSeek actrec 0x000400 data 0x000002
websrvr.o:ProcessIO actrec 0x000400 data 0x000002
mpfs.o:MPFSOpen actrec 0x000400 data 0x000012
Mac.o:MACGetOffset actrec 0x000400 data 0x000002
websrvr.o:HTTPExecCmd actrec 0x000400 data 0x000002
websrvr.o:InitAppConfig actrec 0x000400 data 0x000005
Helpers.o:swapl actrec 0x000400 data 0x000007
websrvr.o:GetMenuChoice actrec 0x000400 data 0x000001
StackTsk.o:StackInit actrec 0x000400 data 0x000004
websrvr.o:ExecuteMenuChoice actrec 0x000400 data 0x00001a
xlcd.o:XLCDPutString actrec 0x000400 data 0x000001
mpfs.o:MPFSGet actrec 0x000402 data 0x000001
Mac.o:MACPutArray actrec 0x000403 data 0x000002
Mac.o:MACInit actrec 0x000404 data 0x000001
xeeprom.o:XEEReadArray actrec 0x000412 data 0x000001
xeeprom.o:XEEBeginRead actrec 0x000413 data 0x000001
Helpers.o:swaps actrec 0x000415 data 0x000003
Mac.o:NICSetAddr actrec 0x000415 data 0x000002
Mac.o:Delay actrec 0x000415 data 0x000002
Mac.o:MACGetArray actrec 0x000415 data 0x000002
Mac.o:MACDiscardRx actrec 0x000415 data 0x000001
Mac.o:NICGet actrec 0x000417 data 0x000001
websrvr.o:DisplayIPValue actrec 0x00041a data 0x000008
websrvr.o:SaveAppConfig actrec 0x00041a data 0x000003
websrvr.o:USARTPutROMString actrec 0x00041a data 0x000001
websrvr.o:USARTGetString actrec 0x00041a data 0x000002
websrvr.o:StringToIPAddress actrec 0x00041a data 0x000004
websrvr.o:USARTPutString actrec 0x00041a data 0x000001
xeeprom.o:XEESetAddr actrec 0x00041d data 0x000002
xlcd.o:XLCDPutROMString actrec 0x000422 data 0x000001
websrvr.o:SetConfig actrec 0x000423 data 0x000001
7uip.o:resta actrec 0x000459 data 0x000001
7uip.o:SHA1HashBlock actrec 0x000459 data 0x000026
7uip.o:adler actrec 0x000459 data 0x000008
7uip.o:vertag actrec 0x000459 data 0x000001
7uip.o:chksum actrec 0x000459 data 0x000006
servidor.o:mostrardatos actrec 0x000459 data 0x00000c
7uip.o:uip_ipchksum actrec 0x00045f data 0x000002
servidor.o:servidor_appcall actrec 0x000465 data 0x000002
7uip.o:SHA1AddData actrec 0x00047f data 0x000002
7uip.o:SHA1Calculate actrec 0x00047f data 0x000019
websrvr.o:main actrec 0x000498 data 0x00000c
7uip.o:leftRotateDWORD actrec 0x0004a4 data 0x000006
.stack udata 0x000500 data 0x000100
SFR_UNBANKED0 udata 0x000f80 data 0x000080
Program Memory Usage
Start End
--------- ---------
0x000000 0x000005
0x000008 0x00000d
0x00002a 0x006a20
0x006a22 0x0072f6
0x0072f8 0x007cb4
0x007cb6 0x007cfe
0x300000 0x300007
31974 out of 33048 program addresses used, program memory utilization
is 96%
