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Abstract
We study the existence of solutions for the nonlinear elliptic system
∆u + g(u) = f(x), where g ∈ C(RN\S,RN ) and S is a bounded set
of singularities. Using topological degree methods, we prove existence
results. We analyze in particular the case in which S = {0} and the
isolated singularity is of a repulsive nature, by approximating problems
and prove that if an appropriate Nirenberg type condition holds then
the problem has a solution.
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ical degree.
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1 Introduction
Let Ω ⊂ Rd an open, connected and bounded set, we study the following
Elliptic System: 
∆u+ g(u) = f(x) in Ω
u = C on ∂Ω∫
∂Ω
∂u
∂ν dS = 0
(1)
With C ∈ RN an unknown constant vector, f : Ω → RN continuous
such that f = 1|Ω|
∫
Ω f(x)dx = 0 and g : R
N\S → RN continuous, with S a
bounded set, representing the singularities.
This kind of singularities where studied for the ODE (d = 1) periodic
case in [13], [7] and in [8], where it is remarked that the difficulty relies in
the case f = 0.
Berestycki and Bre´zis in [5] and Ortega in [11] studied this nonlocal
conditions, that arise from certain problems in plasma physics. In particular,
it originates from a model describing the equilibrium of a plasma confined
in a toroidal cavity, called a Tokamak machine. A study of this problem can
be found in the appendix of [16].
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Note that when d = 1 and Ω = (a, b) an open interval, the system reads:
u′′ + g(u) = p(t), t ∈ (a, b)
In this framework, nonlocal conditions represent:
u = C on ∂Ω ⇒ u(a) = u(b);
∫
∂Ω
∂u
∂ν
dS = 0 ⇒ u′(a) = u′(b).
Hence, this nonlocal condition can be seen as a generalization of a
periodic-type condition. In this case, the authors, using topological de-
gree methods, proved in [3] that when the nonlinearity g : RN\{0} → RN
is continuous, repulsive at the origin and with some boundness condition
at infinity, if an appropriate Nirenberg type condition holds then either the
problem has a classical solution, or else there exists a family of solutions of
perturbated problems that converges uniformly and weakly in H1 to some
limit function u. Furthermore, under appropriate conditions it was shown
that u is in fact a classical solution. From now on we assume d > 1.
This work will attack two essentially different problems. In the next
section we will focus our attention on the hypothesis over g and not ask
anything on S. The idea is to use degree theory techniques on an appro-
priate open set in C(Ω,RN ). The hypothesis that we will work with is of a
geometric nature. We will ask the point 0 to be separated from the convex
hull of the image of g in a ball around points in the boundary of a certain
set D ⊂ RN\S :
(D1) For all v ∈ ∂D, 0 /∈ co(g(Br(v)))
Of course we will also need a degree condition:
(D2) deg(g,D, 0) 6= 0,
Condition (D1) was introduced by Ruiz and Ward in [12] and followed
in [2] by Amster and Clapp. It generalizes in a way the classical Nirenberg
type conditions [10].
In our problem an apriori bound for ‖∇u‖∞ ≤ K will be found down
in Section 2 (see (5) and a constant dΩ that measures the convexity of Ω
will also be involved in the hypothesis. This is a big difference from the
d = 1 case, where the domain is an interval and this kind of condition is not
asked. Condition (B) is a boundary condition at |u| → ∞. The main result
in Section 2 is:
Theorem 1.1 Let g ∈ C(RN\S,RN ) satisfying (B) condition and f ∈
C(Ω,RN ) such that f = 0. Let C be a compact neighborhood of S. Let
r > dΩK, if there exists a domain D ⊂ RN\(C + Br(0)) such that (D1)
and (D2) hold, then (1) has at least one solution u satisfying u ∈ D and
‖u− u‖∞ < r.
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In Section 3 we study the case when S = {0} (namely any point in RN by
translation). In this case, we will focus our attention on the way g behaves
near the singular point. In fact, we will only consider the case in which the
singularity is of a (strongly)repulsive type, that is :
(Rep) there exists c > 0 such that 〈g(u), u〉 < 0 for 0 < |u| < c,
(SSR) there exists a sequence rn ↘ 0 such that
sup
|u|=rn
〈
g(u),
u
|u|
〉
→ −∞ as n→∞.
The first one is the classic repulsiveness condition. We called the second
one the sequentially strongly repulsive condition.
In this case we will perturbate the problems, show results for the non-
singular case by topological degree techniques and study the limit problem.
First we introduce the approximated problems. Given n ∈ N :
∆u+ gn(u) = f(x) in Ω (2)
satisfying the same boundary conditions. Here gn is a continuous (non-
singular) perturbation of g. For instance, let us show an example of such
approximations:
gn(u) =

g(u) |u| ≥ εn
ρn(|u|)g
(
εn
u
|u|
)
0 < |u| < εn
0 u = 0,
(3)
where εm → 0, ρn : [0, εn]→ [0,+∞) is continuous and satisfies ρn(0) =
0, ρn(εn) = 1. Note that here gn → g uniformly when n→∞. When this is
the case, we shall call these approximations, admissible ones.
The conditions over g are of a similar kind as in section 2, but we will
strength them to overcome the repulsiveness condition. They are other kind
of generalization of the classical Nirenberg type conditions [10]. They have
been developed by one of the authors in [1] and have been studied also in [3]
for a system of singular periodic ordinary differential equations. The idea
is to weaken the limit condition by taking a finite covering of the sphere
and asking that over each set Uj of the covering, there is a direction wj such
that the product 〈g(sUj), wj〉 < 0 for s large enough, i.e. g(sUj) is separated
with a hyperplane from the origin by the Hahn Banach Theorem :
(P1) There exists a family F = {(Uj , wj)}j=1,...,J where {Uj}j=1,...,J is an
open cover of SN−1 and wj ∈ SN−1, such that for some Rj > 0 and
j = 1, . . . ,K:
〈g(ru), wj〉 < 0 ∀r > Rj ∀u ∈ Uj .
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We will also consider a different kind of degree condition for this case as
the repulsiveness condition (SSR) will assure us that the degree near the
origin will be (−1N ). The condition we will look for is:
(P2) There exists a R0 > 0 such that deg(g,BR, 0) 6= (−1)N for r ≥ R0.
We now state the main result of this section:
Theorem 1.2 Let Ω ⊂ Rd a bounded C2 domain. Let g : RN\{0} → RN
be continuous satisfying (B), (Rep), (SSR) and f ∈ C(Ω,RN ) with f = 0.
Suppose that (P1) and (P2) hold. Let {gn} be as in (3) and {un}n solutions
of (2). Then, there exists u a generalized solution of (1).
The concept o generalized solution will be explained in detail later on,
but in a few words it will mean that it satisfies a distributional problem
associated to the original one. Of course we will also show that if u is not 0
in Ω the generalized solution will indeed be a classical solution.
It is worth noticing that in this case we ask for more general conditions
that those asked in section 2. Here, the restrictive condition is placed in the
behavior singularity instead of in the condition over S.
Remark 1.3 We work with this boundary condition because of the inter-
esting generalization of the periodic boundary condition in ODEs, but all
the results proved in this work are also valid for Neumann boundary condi-
tions. The crucial fact involved here is the fact that the problem is resonant.
The Kernel of the Laplacian with the nonlocal boundary conditions (as well
as with the Neumann conditions) has finite dimension. Hence, Mawhin’s
Continuation Theory [9] can be applied.
2 The general case
We will first look for a priori bounds of solutions of problem (1). After
that, this bounds will allow us to use Continuation Theory to prove that the
problem can be deformed to a more simple problem. Degree theory is used
to prove existence of solution of this simpler problem.
Consider problem (1) with g satisfying the following boundness condi-
tion:
(B) lim sup|u|→∞ |g(u)| <∞.
Given C a compact neighborhood of S, there exists M = MC such that
|g(u)| ≤M u ∈ RN\C. (4)
Now, if u is a solution of the system, supposing that u(x) ∈ RN\C, ∀x
we have
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‖∇u‖∞ ≤ k‖∆u‖∞ = k‖f − g(u)‖∞ ≤ k(‖f‖∞ +M) = K (5)
Using the fact that ‖u− u‖∞ ≤ diamd(Ω)‖∇u‖∞, with the distance
d(x, y) = inf{long(γ) : γ a piecewise smooth curve in Ω conn. x and y},
we have, calling dΩ = diamd(Ω):
‖u‖∞ ≤ ‖u− u‖∞ + |u| ≤ dΩ‖∇u‖∞ + |u| ≤ dΩK + |u|.
Finally, taking a radius r > dΩK, we can assure that if u is a solution
of the problem, then ‖∇u‖∞ is bounded and ‖u − u‖∞ < r. We are in
condition to prove Theorem (1.1).
Proof of Theorem 1.1:
The proof relies in the Continuation Theory of Mawhin [9] applied to the
set U = {u ∈ C(Ω,RN ) : ‖u−u‖∞ < r, u ∈ D}. Setting λ ∈ (0, 1], we study
the problems 
∆u+ λg(u) = λf(x) in Ω
u = C on ∂Ω∫
∂Ω
∂u
∂ν dS = 0
(6)
It is easy to see that the exact same computations done before can be
applied to this problems. If u ∈ U is a solution of (6), ‖u − u‖∞ < r and
‖∇u‖∞ ≤ K. Suppose now that u ∈ ∂U . There are two cases:
i) ‖u− u‖∞ = r: This case is leads to a trivial contradiction.
ii) u ∈ ∂D. In this case, using hypothesis (D1), as the set g(u(Ω)) is com-
pact we know because of the Hahn-Banach Theorem of the existence of a
w ∈ SN−1 such that 〈g(v), w〉 > 0 for all v ∈ Im(u) ⊂⊂ Br(u), hence,
writing u = u− u+ u ∈ Br(u), as ‖u− u‖∞ < r we have that 〈g(u), w〉 > 0.
On the other hand, a simple computation directly from (1) shows that∫
Ω g(u(x))dx = 0, arriving at a contradiction.
Finally we have to check the degree condition, degLS(I − T0, U, 0) 6= 0,
where Tλu = u − (f − g(u)) + λL−1
(
(f − g(u))− (f − g(u))
)
, with L−1
such that if L−1ϕ = u with u the only solution of the problem:
∆u = ϕ in Ω
u = C on ∂Ω∫
∂Ω
∂u
∂ν dS = 0
u = 0
(7)
Here, ∆ is an operator from C(Ω,RN ) ∩ B.C., where B.C. is the set of
functions that satisfy the boundary conditions. Restricted to the subspace
where u = 0 this operator, named L is invertible.
Now, as f = 0, we have:
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Tλu = u+ g(u) + λL
−1
(
(f − g(u)) + g(u)
)
.
Hence, we can now prove the last statement:
degLS(I − T0, U, 0) = deg((I − T0)|U∩RN , U ∩ RN , 0) =
= deg(−g, U ∩ RN , 0) = deg(−g,D, 0) = (−1)N deg(g,D, 0) 6= 0.
The last equalities are due to the fact that if u ∈ U ∩ RN , then on one
hand u = u, and on the other, u ∈ D, so u ∈ D (and vice versa) and
condition (D2). 
Remark 2.1 In this framework, the continuous case, that is, the case where
g has no singularities can be just seen as a particular case of the above, when
S = ∅. Here, K = k‖f‖∞, r > dΩK and C is also the empty set, so the
hypothesis would be: ∃D, such that (D1) and (D2) hold, a result similar
of that showed in [2], that generalizes the more classical condition where
D = BR(0).
Remark 2.2 Condition (B) can be weakened and ask g to be sub-linear:
lim
|u|→∞
|g(u)|
|u| <∞.
The result is obtained, but the a-priori bounds (for example the computation
of K (5) are more technical.
Let us show an example that illustrates the possibility of getting multiple
solutions. We call from now on Bh = Bh(0) = {u ∈ RN : |u| < h}.
Example 2.3 Let A : RN → RN a continuous and bounded function,
‖A‖∞ ≤ a, b > 0 and Ω ⊂ Rd. Consider the case where g(u) = A(u)|u|(b−|u|) , so
that S = {0} ∪ ∂Bb. Let η > 0 and take the following compact set:
C = C1 ∪ C2 = Bη ∪ (Bb+η\Bb−η) .
Hence, RN\C = {η < |u| < b− η} ∪ {|u| > b+ η}.
The bound of the gradient, previously called K, in this case is:
‖∇u‖∞ ≤ K = k
(
‖f‖∞ + ‖A‖∞
η(b+ η)
)
Note that for this case, the radius would have to be
r ≥ dΩk
(
‖f‖∞ + a
η(b+ η)
)
6
Note that for instance, if such r also satisfies b > 2(r + η), it would be
possible the existence of two disjoints sets D1, D2 ⊂ RN\ (C +Br) such that:
D1 ⊂ Bb−η−r\Bη+r, D2 ⊂ RN\Bb+η+r
that would lead to two especially different solutions of the system, u1 and
u2 with u1 ∈ D1 and u2 ∈ D2 respectively.
For this to happen we would have to be able to find an r such that
Rk
(
‖f‖∞ + a
η(b+ η)
)
< r; r < b− η; r < b
2
− η
Condition (D1) also requires that η + 2r < b− η − 2r, the condition for
b is then:
b > 4r + 2η.
Let us show an explicit g that would allow to have two solutions.
Let g˜ : R+\{0, b} → R the following function
g˜(x) =
(x− x1)(x− x2)
x(x− b)
Suppose also that x1 ∈ (η + 2r, b − η − 2r) and x2 > b + η + 2r. The
following figure describes the situation:
0
η
η + r
η + 2r
x1
b− η − 2r
b− η
b
b+ η
b+ η + 2r
x2
D1 D2
C1 C2
Let now be g : RN\S → RN
g(u) = g˜(|u|)u = (|u| − x1)(|u| − x2)u|u|(|u| − b)
It is clear that for this g, all the conditions are satisfied for D1 and D2
independent of each other. Hence Theorem 1.1 says that there exist u1, u2
classical solutions of problem (1) and ui ∈ Di, for i = 1, 2, this means that
they are indeed different.
Remark 2.4 This example shows that it is crucial the distance between the
conected components of the set S. If they are close, it would be impossible
to find a suitable r to use Theorem 1.1.
Note that a similar analysis can be made if the set S is a disjoint union
of sets Si such that the distance between this sets is sufficiently large as
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for to have sets Di included in the complement of the union of compact
neighbourhoods, and solutions ui such that D
i
.
3 The case S = {0}
Let us define the concept of generalized solution previously mentioned. Let
un be weak solution for (2) such that un → u weakly in H1 and ‖∇un‖L2 ≤
c > 0, un ∈ H = H10 + RN and it satisfies∫
Ω
∆unϕ+
∫
Ω
gn(un)ϕ =
∫
Ω
fϕ ∀ϕ ∈ H
Because the first term on the left, and the term on the right have a limit,
we can define the following operator: A : H → RN as:
Aϕ = lim
n→∞
∫
Ω
gn(un)ϕ.
First, it is easy to prove that the functional A is continuous and bounded
in H, so A ∈ H−1:
Aϕ =
∫
Ω
fϕdx+
∑
j=1
∇uj∇ϕjdx
Note that we can see the functional A as a pair (f,∇u) ∈ H−1 such that
it operates:
A[ϕ] = (f,∇u)[ϕ].
We shall then define the following operator gˆ : H → H−1:
gˆ(u) := (f,∇u); gˆ(u)[φ] := (f,∇u)[ϕ] = A[φ]. (8)
Note that this definition makes in fact generalizes g. If u 6= 0 never,
then, taking ϕ ∈ H
gˆ(u)[ϕ] = A[ϕ] = lim
n→∞
∫
Ω
gn(un)ϕdx =
∫
Ω
g(u)ϕdx
So one has that ∆u + gˆ(u) = f , but on the other hand, as u was never
zero, then the problem is not singular and it satisfies ∆u + g(u) = f . So
this definition indeed generalizes in a distributional meaning the concept of
solution. This is what we call a generalized solution:
Definition 3.1 A function u ∈ H is said to be a generalized solution of (1)
if for some admissible choice of gn there exist sequences εn → 0 and {un}
solutions of (2). such that un → u weakly in H1 and u is a solution of the
problem
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∆u+ gˆ(u) = f
with gˆ as in (8), in a distribution sense.
The idea is to use the above mentioned perturbed problems, get solutions
of those via results for the continuous case (using that S = ∅), and obtain a
sequence un of solutions of these problems. Finally we will look for uniform
bounds for this approximated solutions to have some limit function u and
prove that it is indeed a generalized solution of (1).
Let us state a result for the nonsingular case
Theorem 3.2 Let Ω ⊂ Rd a bounded C2 domain, and let g ∈ C(RN ,RN )
such that (B) hold, and f ∈ C(Ω,RN ) with f = 0. Furthermore, if (P1)
and (D2) hold with D = {r˜ < |u| < R} an anellus in RN with r sufficiently
small and R sufficiently large, then problem (1) admits a classical solution
u.
Proof:
We will prove that condition (P1) imply (D2) in this context and directly
apply Theorem 1.1 in the case S = ∅.
Taking R0 = max{Rj : 1 ≤ j ≤ J} + r, with r as in the Theorem 1.1,
let us define D = BR0(0).
Now, if v ∈ ∂D, then v = R0w with w ∈ SN−1. As the {Uj} cover the
sphere, there exist j0 such that w ∈ Uj0 and, by (P1), as R0 ≥ Rj we know
that 〈g(v), 0〉 < 0. And the same happens in a neighborhood of radius r, by
construction of R0, so:
〈g(u), 0〉 < 0 ∀u ∈ Br(v)
Hence, 0 /∈ co (g(Br(v))) and condition (D1) is satisfied. 
We now focus our attention to problem (2) with the gn as in (3). The
following Lemma says that the solutions of the perturbated problems are
uniformly bounded not only from above, but also from below:
Lemma 3.3 Let g ∈ C(RN\{0},RN ) satisfying (4) (Rep) and (SSR) and
f : Ω → RN with f = 0. Let, for n = 1, 2, ..., gn be as in (3) and un
a solution of problem (2). There exists n0 ∈ N and a r˜ > 0 such that
r˜ < ‖un‖∞ ∀n ≥ n0. Moreover, r˜ does not depend on f .
Proof:
Because of condition (SSR), there exist n0 ∈ N such that〈
g(u),
u
|u|
〉
+ ‖f‖L∞ < 0 for |u| = rn0 . (9)
Let us call r˜ := rn0 and see that if ‖u‖L∞ = r˜, u is not a solution of (6):
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If this was the case, then fix x0 such that ‖u‖L∞ = |u(x0)| = r˜. Defining
the auxiliary function φ(x) := |u(x)|
2
2 let us see that we arrive to a contra-
diction.
If x0 ∈ Ω, then
∆φ(x0) = |∇u(x0)|2 + 〈u(x0),∆u(x0)〉 ≥ 〈u(x0), f(x0)− g(u(x0))〉 =
= λ
[
〈u(x0), f(x0)〉 − |u(x0)|〈g(u(x0)), u(x0)|u(x0)| 〉
]
≥
≥ r˜
[
−‖f‖∞ −
〈
g(u(x0)),
u(x0)
|u(x0)|
〉]
> 0,
a contradiction, because x0 would be a maximum of φ. For the previous
bound we used (9).
If x0 ∈ ∂Ω, we have that r˜ has to be equal to |C|.
∫
∂Ω
∂φ
∂ν
dS =
∫
∂Ω
〈
u,
∂u
∂ν
〉
dS =
∫
∂Ω
〈
C,
∂u
∂ν
〉
dS = 〈C,
∫
∂Ω
∂u
∂ν
dS〉 = 0.
(10)
Because of the continuity of φ, for some δ > 0, and arguing as before, we
have that ∆φ > 0 in B2δ(x0) ∩ Ω.
From the standard regularity theory, it follows that u ∈ C2(Ω)∩C1(Ω).
Moreover, we may consider a C2 domain Ω0 ⊂ Ω such that Bδ ∩ Ω ⊂ Ω0 ⊂
B2δ ∩Ω; then φ(x0) > φ(x) for every x ∈ Ω0, and then from Hopf’s Lemma
we obtain
∂φ
∂ν
(x0) > 0
As u ≡ C in the boundary, then |u(x)| = |C| = r˜ also in the boundary.
The same argument can be used for each element of ∂Ω. This contradicts
(10).
This same calculation can be made for every 0 < r ≤ r˜, hence the lemma
is proved.

We now would like to have uniform bounds from above also i.e ‖un‖∞ ≤
R for n big en0ugh. Recently, Arcoya et al. [4] and Boccardo-Orsina [6] used
a well known Stampacchia result (see [14, 15]) to obtain uniform bounds to
approximated problems of a different nature. Before so, let us show that the
un are bounded in the H
1 norm.
Lemma 3.4 There exist a sequence un ∈ H1(Ω) of solutions of the approx-
imated problems with the proper gn such that ‖un‖H1 ≤ C.
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Proof:
As ∆un+gn(un) = f(x) in Ω and un ≡ Cn on ∂Ω (note that each un takes a
different constant vector value Cn on the boundary. Multiplying by un−Cn
and integrating in Ω:∫
Ω
〈∆un + gn(un), un − Cn〉 dx =
∫
Ω
〈p, un − Cn〉 dx
Integrating by parts, the left hand side is equal to:
−
∫
Ω
|∇un|2 dx+
∫
∂Ω
〈
∂un
∂ν
, un − Cn
〉
dS +
∫
Ω
〈gn(un), un − Cn〉 dx
Using that un ≡ C on ∂Ω, then un − Cn = 0 on ∂Ω. Hence,
‖∇un‖2L2 =
∫
Ω
〈gn(un), un − Cn〉 dx−
∫
Ω
〈p, un − Cn〉 dx
Now, taking absolute value and using the Cauchy-Schwarz inequality, we
get
‖∇un‖2L2 ≤
∣∣∣∣∫
Ω
〈gn(un), un − Cn〉 dx
∣∣∣∣+ ‖p‖L2‖un − Cn‖L2
Let us study the first right side term, taking c as in (Rep):
∣∣∫
Ω〈gn(un), un − Cn〉 dx
∣∣ ≤ ∣∣∣∫{|un|<c}〈gn(un), un − Cn〉 dx∣∣∣
+
∣∣∣∫{|un|≥c}〈gn(un), un − Cn〉 dx∣∣∣
There is an n0 ∈ N such that 1n < c for every n ≥ no, and considering
that gn(un) = g(un) if |un| > c > 1n we have on one hand:
∣∣∣∣∣
∫
{|un|≥c}
〈gn(un), un − Cn〉 dx
∣∣∣∣∣ ≤ |Ω| sup|u|>c |g(u)|2‖un − Cn‖L2
and on the other hand, the remaining term can be written as:∫
{|un|<c}
〈gn(un), un〉 dx−
∫
{|un|<c}
〈gn(un), Cn〉 dx
From (Rep) the first term is non-positive, moreover, as
∫
Ω gn(un) dx = 0, we
deduce that
∫
{|un|<c} gn(un) dx = −
∫
{|un|≥c} gn(un) dx. Hence∫
{|un|<c}
〈gn(un), un − Cn〉 dx ≤
〈
Cn,
∫
{|u|≥c}
gn(un)
〉
dx
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So, we have, for this last term:∣∣∣∣∣
∫
{|un|<c}
〈gn(un), un − Cn〉 dx
∣∣∣∣∣ ≤ |Cn| |Ω| sup|u|>c |g(u)|
Gathering all together:
∣∣∣∣∫
Ω
〈gn(un), un − Cn〉 dx
∣∣∣∣ ≤ |Ω| sup|u|>c |g(u)|2‖un − Cn‖L2 + Cn| |Ω| sup|u|>c |g(u)|
Thus,
‖∇un‖2L2 ≤ C1‖un − Cn‖L2 + C2|Cn|
for some constants C1, C2. Using Poincare inequality, we finally have that
there exist some constant C big enough such that:
‖∇un‖L2 ≤ C|Cn|1/2
Note that we also have that ‖un − Cn‖2L2 ≤ C|Cn|. One important
consequence of the last bound is the following one:
‖un − Cn‖2H1 ≤ A+B|Cn| for some A,B > 0
If we now suppose that |Cn| is not bounded (|Cn| → +∞) we have that∥∥∥∥∥ un√|Cn| − Cn√|Cn|
∥∥∥∥∥
2
H1
≤ A|Cn| +B ∀n ≥ n0
Hence, it is bounded, so there exists u ∈ H1 and a subsequence nj such
that
unj√|Cnj | −
Cnj√|Cnj | → u weakly in H
1
We could also say that for almost all x we have
unj (x) ∼ u(x)
√
|Cnj |+ Cnj
In particular this says that |unj | → +∞. Note that we can write it as:
unj =
unj
|unj |
|unj |
As
unj
|unj | ∈ S
N−1, by hypothesis (P1), there exists Uk ⊂ SN−1 with
unj
|unj | ∈ Uk and a wk ∈ S
N−1 such that〈
g
(
unj
|unj|R
)
, wk
〉
< 0
for R big enough, so as |unj | → ∞, we have that for nj sufficiently large:
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〈g(unj ), wk〉 < 0
But we had that
∫
Ω g(unj )dx = 0. These two last statements lead to a
contradiction. Hence |Cnj | is bounded, and the result follows.

Lemma 3.5 There exists R > 0 such that ‖un‖∞ ≤ R for all n ∈ N.
Proof:
The adapted Stampacchia result, both for a system and for this type of
boundary conditions, says that for each perturbed problem, if un is a solution
in Lp, then it is bounded in L∞ by the following:
‖un‖∞ ≤ |Cn|+K‖f − gn(un)‖Lp |Ω| 1d−1pC
As we already seen that the Cn are uniformly bounded, and also the L
p
norm of f − gn. Hence, we have the desired uniform bound.

The previous result says that given a sequence εn → 0, we have solution
for every n ∈ N of problem (2) and that the solution un ∈ C(Ω,RN ) ∩ {r ≤
‖un‖L∞ ≤ R}. Regularity Theory tells us that if f is good enough, un will
be a classical solution of our approximated problem.
Proof of Theorem 1.2:
Taking εn → 0, Theorem 3.2 gives, for each n ∈ N, we consider a solution un
of (2). The lemmas above also garantee that for n ≥ n0, there exist r < R
r˜ ≤ ‖un‖L∞ ≤ R
Here is where condition (P2) is important. Because of the repulsiveness
condition, we have that deg(gn, Br˜, 0) = (−1)N . Taking D = {r˜ < |u| < R},
we can verify, because of the esicion propery of the topological degree that
deg(g,BR\Br˜, 0) = deg(g,BR, , 0)− deg(g,Br˜, 0) = deg(g,BR, , 0)− (−1)N
Here it is also used that if n is big enough, gn ≡ g outside Br˜.
One can also assure that there exists a subsequence of un (that we still
call un) and a function u ∈ H1 such that un → u weakly in H1. Let us see
that this u is in fact a generalized solution of problem (1).
If u 6= 0, by definition, as gn → g uniformly, u is a solution of the problem
∆u+ gˆ(u) = f Ω
in the sense of distributions, and as |Cn| are also uniformly bounded,
one can assure that u ∈ H = H10 +RN , and hence, a generalized solution of
(1).
If u = 0 then gˆ(0) acts as f and the equation holds.

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