Fusion edge plasmas can be far from thermal equilibrium and require the use of a non-linear collision operator for accurate numerical simulations.
Introduction
Coulomb collisions are an essential part of the physics needed to describe the plasmas that commonly occur in nuclear fusion experiments. This is especially true in the low-temperature, highly collisional edge region of tokamak plasmas. Most kinetic codes for the simulation of fusion plasma employ a linearized version of the Fokker-Planck collision operator. The linearization is based on the assumption that the plasma distribution functions can be represented by the sum of a Maxwellian distribution function and a small perturbation, i.e.
Examples of such linearized operators are the collision operators by Hirshman and Sigmar [1] , Boozer and Kuo-Petravic [2] , Wang et al. [3] , and Belli et al. [4] .
Linearization of the collision operator is well justified in the core of tokamak plasmas, where radial mixing and transport are small because the ion orbit width and turbulence scales are much smaller than the gradient scale lengths of the background density and temperatures. This parameter regime is often called the local regime. However, in the edge region of tokamak plasmas, especially in H-mode discharges with their narrow density and temperature pedestals, physics become non-local as the ion orbit width and the scales of turbulence become comparable to the background scale locity space for single-species, strongly magnetized plasma, which was implemented in the 5-dimensional, full-function gyrokinetic PIC code XGC1 [10] . The purpose of this paper is to extend the work by Yoon and Chang [9] to multiple particle species, and to apply it to the gyrokinetic particlein-cell (PIC) codes XGC1 and XGCa. This is necessary to capture the non-adiabatic behavior of electrons, especially in the plasma edge. Furthermore, considering that the concentrations of impurities are much higher in the edge region than in the core region, it is imperative to treat non-linear collisions among multiple particle species (i.e. more than two) accurately for more realistic simulations of the plasma edge. As in Ref. [9] , finite gyro-radius effects are not considered in the collision operator.
The remainder of this article is organized as follows. In Sec. 2, we derive the discretized multi-species Fokker-Planck-Landau operator and prove the important conservation laws for mass, momentum, and energy in the continuum and in discretized velocity space. We also explain the implementation of the new multi-species collision operator in the gyrokinetic hybrid total-δf PIC codes XGCa [11] and XGC1 [10] . The results of various verification studies to demonstrate the accuracy of this FPL operator are presented in Sec. 3. Since our implementation of the FPL operator is intended for the use in high-performance computing, we demonstrate the scalability of our approach with the code XGCa in Sec. 4. Our conclusions are presented in Sec. 5.
Multi-species Fokker-Planck-Landau operator and its implementation in particle-in-cell codes
Some of the material in this section is rather fundamental and wellknown. Some of the material has already been explained in Ref. [9] . This basic material is included here for the sake of completeness and for the general audience.
The Fokker-Planck-Landau collision operator
The Fokker-Planck collision operator in Landau form (FPL) for multiple particle species is given by
Here, the subscripts a and b are species indices, f a = f a (v) and f b are distribution functions, f ′ = f (v ′ ), ∇ = ∂/∂v, and ∇ ′ = ∂/∂v ′ , e a/b are the particle charges, m a,b are the particle masses, ln Λ ab is the Coulomb logarithm for collisions between species a and b, and ϵ 0 is the vacuum permittivity. The tensor U is defined as where the coefficients U xx are given in Ref. [9] . The gyro-averaged form of the FPL operator, Eq. (11), still conserves mass and energy. However, only the momentum in the direction parallel to the magnetic field is conserved. The perpendicular translational momentum is zero after gyroaveraging (without affecting the magnetic moment). To demonstrate the conservation laws, one again needs to analyze the contributions of the mutual collisions between species a and b,
The expression in Eq. (13) 
where
Discretization of the FPL collision operator
For numerical treatment, we discretize the gyro-phase averaged weak form of the FPL operator given in Eq. (11),
Since the FPL collision operator allows for the use of individual cut-off velocities for each species, we discretize velocity space into uniform rectan- ∂ ∂t
Since Eq. (16) must hold for arbitrary test functions ϕ a , the system of equations that need to be solved numerically is
To preserve Gauss's divergence theorem and, thus, the conservation laws in discretized velocity space, it is necessary to define the discrete divergence Consequently, there are no fluxes into and out of the velocity grid.
operator as
] ,
This makes sense insofar as fluxes at higher J are associated with larger phase space volumes and can be thought to have larger influence on the flux-balance of the volume element (I, J).
The flux on the staggered grid is given by
Values of f a , f b , and their gradients on the staggered grid are obtained by simple linear interpolation:
Discrete conservation laws
To prove that mass, momentum, and energy are conserved exactly in this discretization, i.e. that Eq. (13) holds in the discretized velocity space, it is useful to show first that Eq. (7) holds in the discretized velocity space.
By substituting Eq. (18) into the RHS of Eq. (16), one obtains
After reordering the sums using the fact that the flux is zero on the staggered grid outside of the velocity grid boundaries, and after sorting for the flux on the staggered grid, one finds
Equations (21) and (22) prove Eq. (7) in the discretized velocity space. The discretized version of Eq. (13) is then obtained by adding the corresponding term resulting from b-a collisions to Eq. (22) and substituting the discrete fluxes J ab and J ba by the definition in Eq. (19) :
where primed quantities depend on the lower case summation indices (i + 
Moreover, the discrete conservation laws in Eq. (23) retain the detailed conservation of the continuum FPL operator. In contrast, the RMJ operator developed by Taitano et al. [7] conserves mass, momentum, and energy only globally. In addition to accurate conservation of mass, energy and momentum, physical solutions require that the overall entropy that the entropy indeed increases, and the H-theorem is satisfied. However, the user has to pay attention to any odd behavior in their special problems.
Conservation of the thermal equilibrium
The equilibrium conservation scheme used in Ref. [9] for the singlespecies FPL operator can be applied to the multi-species formulation of the FPL operator as well. From Eq. (19) in Ref. [9] , we obtain solutions for the interpolation weights δ ⊥ and δ ∥ ,
One of the two solutions for each, δ ⊥ and δ ∥ , is always between 0 and 1 and is used as interpolation weight in the calculation of the distribution functions on the staggered grid. With these interpolation weights, Eq. (20) is generalized to
Note that the definition of the finite difference derivative does not change except for the definition of the distribution function on the staggered grid.
While the thermal velocity to be used in the calculation of δ ⊥ and δ ∥ is unique in single-species simulations, there is more freedom in simulations with multiple particle species. The temperature corresponding to the equilibrium Maxwellian in the multi-species case is T eq = (
, which is simply T eq = (T i + T e )/2 in case of singly charged ions and electrons. One could use the corresponding thermal velocity v t,eq in the calculation of the interpolation weights for all collision processes. However, thelike-particle collisions seek to drive the distribution functions to the thermal equilibrium of the respective species, and inter-species collisions drive the distribution function to the inter-species equilibrium. This is especially important if the collision frequency of one species is much greater than the collision frequencies of the other species. Therefore, we use v t = v t,s in likeparticle collisions and
collisions between species a and b.
As discussed in Ref. [9] , this equilibrium conservation scheme does not guarantee positivity of the distribution function. If a distribution function becomes negative on a specific grid point after a collision time step, it is corrected to be a negligibly small value, thereby allowing for error. This is usually a rare event provided that the noise level in the distribution functions is controlled by using enough marker particles and appropriate resolution in velocity space.
Implementation in particle-in-cell codes
In order to connect the grid based collision operator described in the previous sections to particle-in-cell codes, one needs to combine the solver for Eq. (17) with a time integrator and with a particle-mesh interpolation for obtaining the plasma distribution functions on the velocity grid.
We implemented our FPL operator in the codes XGC1 [10] and XGCa [11] . Both codes are global, gyrokinetic PIC codes for the simulation of tokamak fusion plasmas and are designed for extreme-scale high-performance computing. The XGC codes calculate the motion of marker particles in a 5-dimensional phase space (3-dimensional configuration space, 2-dimensional velocity space). The specialty of the XGC codes is that the configuration space includes the whole plasma volume from the magnetic axis to the inner reactor wall. While XGC1 is a gyrokinetic turbulence code, XGCa excludes turbulence by assuming that electric and magnetic fields are axisymmetric and, thus, describes only neoclassical physics.
We use the same backward Euler time discretization and Picard iteration as in Ref. [9] . The generalization of the implicit time integrator described therein is straightforward and leads to
where i is the time index, and k is the iteration index of the Picard iteration.
The distribution functions of all species need to be advanced together, and the new convergence criterion for the Picard iteration is that the relative errors of the total mass, energy, and parallel momentum are below a certain threshold (usually 10 −6 ). Due the exact conservation laws of the discretized FPL operator, the Picard iteration rapidly converges to a solution that conserves mass, parallel momentum, and energy. Convergence is, however, not guaranteed, e.g. if the initial guess is too far from the actual solution or the collision time step is too large. Therefore, the number of Picard iterations is usually limited to 20 in our simulations, and the collision operation is discarded with an error estimate where convergence is not reached within the target number of iterations. As a rule of thumb, we found that the Picard iteration converges well (within ∼ 5 iterations or less) if the time step of the collision operation is at or below the lowest electron collision time of the system τ e ≈ T
3/2
e,min /(5 · 10 −11 n min ) [14] , where T e,min is the minimum of the electron temperature in eV in the global simulation area, and n min is the density in m −3 at the corresponding location. Thus, the time stepthat needs to be used for the collision operator is effectively determined by the species with the highest collision frequency and is comparable to the time step that needs to be used for the ion particle motion (∼ 10 In some other applications there may be more lower energy electrons, whose collision time is much shorter than the implicit time step, and the use of improved explicit time integration methods such as Refs. [15] and [16] may be considered. Alternative methods for handling the disparate time scales of electron and ion collisions such as the ones discussed in Refs. [17, 18] have not been considered in this work.
In order to obtain the plasma distribution functions before solving the FPL operator, mesh-particle interpolation is necessary in configuration and velocity space. The properties of the mesh-particle interpolation have been discussed in Ref. [9] . It is important to note that mesh-particle interpolation introduces an additional source for errors in the conservation laws of the collision operator. The interpolation errors are studied in Sec. 3.2.
Verification
In the following, we present results of various verification studies performed with the code XGCa that demonstrate the functionality of the FPL collision operator discussed in this article.
Conservation of the thermal equilibrium
The most fundamental test of our implementation of the FPL operator in XGC1 and XGCa is the conservation of the thermal equilibrium. For this purpose, we ran XGCa with two particle species, Deuterium ions (m D = 3.34·10 −27 kg) and electrons (m e = 9.109·10 −31 kg), but without evaluating the left-hand side of the gyrokinetic equation, i.e. with deactivated particle motion. Thus, the time evolution of the plasma distribution functions is due to collisional processes alone, and each collision cell in configuration space is completely independent of each other.
In order to demonstrate the effect of the equilibrium conservation scheme described in section 2.5, we ran this conservation test once with dynamic (equilibrium-conserving) interpolation weights δ ∥ and δ ⊥ according to Eq. δ ⊥ , the RMS deviation of the ion distribution function grows within the first few ion collision times but is stable afterwards. It is reasonable to assume analogous transient behavior for the electron distribution function on the electron collision time scale, which is, however, not resolved in the diagnostic data.
Despite the similar time evolution, the difference between the simulations with activated (dynamic δ ∥/⊥ ) and deactivated (fixed δ ∥/⊥ ) equilibrium conservation scheme is drastic. While in case of the former, the RMS of the relative deviation from the equilibrium Maxwellian does not exceed 10 −4 , the deviation is between 3 and 4% in case of the latter.
Temperature isotropization and flow relaxation
In this section, we verify that our FPL collision operator leads to the decay of a perturbed plasma to the thermal equilibrium in a simple, butcomprehensive two-species relaxation test performed with XGCa with Deuterium ions and electrons. As in the equilibrium conservation test described in Sec. 3.1, the left-hand side of the gyrokinetic equation is not evaluated.
In contrast to the conservation test, however, we initialize ions and electrons with shifted bi-Maxwellians
where flows. In addition, the quality of mass, momentum, and energy conservation during the relaxation process can be studied. Figures 3 and 4 show the time evolution of the ion and electron temperatures and flows from a simulation without mesh particle interaction.
Temperatures and flows obtained from the simulation are compared to the analytical result based on the isotropization and energy transfer frequencies given in Ref. [19] , and the flow relaxation frequency based on the friction 22 force for large mass ratios given in Eq. (1.17) in Ref. [20] ,
The relaxation time scales observed in the simulation agree very well with the theoretical predictions. In case of the electron temperature isotropization and the flow relaxation, the theoretical relaxation rates -while having the correct order of magnitude -differ from the numerical results by a factor of approximately 2. These differences are due to the arbitrary assumption made in the calculation of the analytical result that the particle distribution functions are always accurately described by Eq. (28).
Since there are two contributions to the conservation errors in our implementation of the FPL collision operator, we ran two sets of relaxation tests.
In the first set of simulations, mesh-particle interpolation was deactivated so that the only error source is the implicit time integration. This error is limited by the convergence criterion applied to the Picard iteration in the cell in the simulations with activated mesh-particle interpolations. We used 2500, 5000, and 10000 particles per collision cell. The latter is a realistic value for production runs of XGC1 and XGCa. Figures 7 and 8 show the relative error of momentum and energy per collision time step compared to the convergence criterion of the implicit time stepper. As expected, the energy and momentum errors can be larger than the convergence criterion due to mesh-particle interaction. In case of the kinetic energy, the error per time step depends only weakly on the number of particles per collision cell.
In contrast, the momentum error during the fast processes of electron temperature isotropization and flow relaxation is larger than the convergence criterion by a factor of up to 30 when using only 2500 particles per collision cell. With 10000 particles per collision cell, the momentum error is only Verification studies of full XGCa simulations are beyond the scope of this article and will be published separately. We only want to remark that we found good agreement between the bootstrap currents calculated with XGCa and the neoclassical code NEO [21, 4] in the local regime, for which NEO is constructed, even in diverted geometry [11] .
Performance considerations
Since the collision operator discussed in this article is intended for use in high-performance computing (HPC) applications, scalability is an important requirement to make this operator viable on today's and on future HPC systems. We employ our version of the FPL (Eulerian) collision operator in the XGC particle-in-cell applications. For these applications, the particle-related work typically exhibits a greater degree of exploitable parallelism than the phase space mesh-related work, and scales better as a result. Defining the mesh size to be the number of vertices in the configuration space mesh, the complexity of the mesh-related work (field solver, collision operator) is close to linear in the mesh size, and, even without parallel overhead inefficiencies, will demonstrate degraded scalability when the number of computational threads is comparable to (or larger than) the number of mesh vertices. Note that for practical grid sizes in XGC1 or for practical grid sizes used in XGC1 and XGCa. For larger mesh sizes than the ones we tested, the scaling will be closer to N 2 .
cost. Operations that scale linearly in N such as the solver contribute significantly to the total cost. This is illustrated in Fig. 9 . The particle-related work is independent between particles and the number of particles is typically much larger than the size of the mesh, allowing many more threads to be used. When the cost of the particle-based work is significantly greater than that of the mesh-based work, these applications have demonstrated excellent scalability even beyond the thread count at which the mesh-based cost stops decreasing. (This scalability of the XGC applications is possible because of an effective and low cost particle load balancing scheme.)
However, the cost of the collision operator can be comparable to that of particle-related work in problems of interest, and it is critical that parallelism be exploited efficiently in its implementation. To establish this, we studied the performance characteristics of our collision operator with the gyrokinetic neoclassical particle-in-cell code XGCa.
Typical problem size
First, we discuss the typical problem size of simulations with XGC1 and XGCa. The meshes for the field solver in an XGC1 simulation need to resolve the gyroradius scale in the poloidal and minor radial direction. In the toroidal direction, at least 32 toroidal modes need to be resolved for accurate description of turbulence. These resolution requirements result in configuration space meshes with of the order of 10 6 vertices in typical XGC1
simulations. In XGCa, only axisymmetric perturbations of the plasma are considered, and the resolution requirements for the poloidal direction are less strict, which reduces the number of vertices in realistic cases by a factor of approximately 100 compared to XGC1.
Since the implementation of our collision operator in the full-f version of XGC1 required several hundred thousand particles per collision cell [9] , the field solver mesh could not be used for the collision operator directly.
Instead, a much coarser mesh had to be used for collisions. The hybrid totalδf method employed in XGC1 and XGCa reduces the required number of particles per collision cell significantly. In Sec. 3.2 we showed that 5000- 
Domain decomposition and load balancing
While the details of the parallelization techniques applied in the XGC codes are beyond the scope of this article and will be presented elsewhere, [ 22, 23] .
The vertices of the solver mesh in each segment are then distributed among the MPI processes assigned to that segment. The decomposition of the solver mesh is also identical in each segment. Each MPI process handles the distribution function data of the mesh vertices assigned to it as well as the data of the marker particles located in the patch of the mesh assigned to the process. Each MPI process evaluates the collision operator in its patch of the mesh and the motion of the particles therein, which facilitates data locality.
In case of XGCa, the plasma distribution functions are axisymmetric, which allows for another level of MPI parallelization of the collision operator. Due to the fact that the solver mesh and its decomposition is identical in each toroidal segment, each MPI process needs to evaluate the collision operator only on part of the mesh vertices of the patch assigned to the process. After each process assigned to the same patch finishes the evaluation of the collision operator on its part of the patch, results are gathered.
While each toroidal segment is assigned the same number of processes, the decomposition of the solver mesh on the poloidal cross sections is dynamic and needs to be optimized with the goal of a balanced workload on all processes. Assuming for the moment that the computing time needed for the collision operation is the same for each collision cell (i.e. mesh vertex), the performance of the collision operator is likely to be optimal if collision cells are distributed evenly among the MPI processes available to the application. However, although the collision operator can be expected to need a considerable fraction of the computing time for one simulation, the evaluation of particle motion (particle push) is often the dominant cost in realistic use cases. The performance of the particle push is optimal if the simulation domain is decomposed such that each MPI process is assigned the same amount of marker particles. Unfortunately, the density of marker particles in configuration space is not uniform most of the time.
Hence, a domain decomposition that provides optimal load balance for the collision operator will exhibit load imbalance in the particle push step and vice versa. Therefore, we had do develop a flexible dynamic domain decomposition algorithm to find the optimal balance between collision operator and particle push. This turned out to be challenging because the number of mesh vertices assigned to an MPI process is not always a reliable measure for the actual computing time needed to evaluate the collision operator. Depending on the local physical parameters like the collision frequency, the Picard iteration used for implicit time integration converges faster on some vertices than on others. In contrast, the load imbalance in the particle distribution is a reliable predictor of the load imbalance in the cost of particle-related work. Therefore, we measure both the actual time spent in the collision operator on each vertex and the actual total run time per time step and use this to determine how much particle imbalance can be accepted when optimizing the mesh decomposition in regular intervals.
Nested OpenMP parallelism
The XGC codes use mixed MPI and OpenMP parallelization. The
OpenMP threads available to each MPI process can be used to accelerate the evaluation of the collision operator on two levels. In the outer level, threads can evaluate the collision operator on several of the mesh vertices assigned to their host MPI process in parallel. In the inner level, threads can be used to accelerate the evaluation of the collision operator for each collision cell assigned to their host process while collision cells are processed sequentially. The inner level parallelization is somewhat less efficient than the outer in that, for the inner level, the whole collision operator is not parallelized. Only the most computationally expensive loops are threaded, leaving a small but measurable, "serial fraction". However, the outer level parallelization has the drawback of requiring significantly more memory for storing the coefficients U xx appearing in Eq. (12) Therefore, the ability to switch between the two OpenMP parallelization approaches described above benefits the portability and performance of the XGC codes. By using nested OpenMP parallelism, available OpenMP threads can be assigned flexibly to the inner and outer level parallelization to optimize the performance of the collision operator based on the specifics, e.g. available memory, of individual HPC systems, compute node counts,
and problem sizes. 
Parallelization efficiency
As mentioned in the introduction to this section, the parallel efficiency of approximately linear complexity mesh-based numerical methods necessarily deteriorates when the number of parallel threads becomes comparable to or larger than the number of mesh vertices. The FPL collision operator discussed here is no exception. Therefore, we investigated whether the scalability of XGCa code is affected by the collision operator. We conducted three scaling studies. In each of them, we ran XGCa for 100 time steps with the collision operator being evaluated every time step. markers or approximately 16000 markers per hardware thread would be realistic for this case. We ran the simulations with enhanced electron mass, m e = m i /100, and realistic electron mass, which increases the computing time spent on the particle motion by a factor of 4. The results of this particle scaling study are shown in Fig. 11 . When the number of marker particles is small, the total computing time is dominated by the collision operator and OpenMP threads per process nodes. The size of the configuration space mesh is fixed at 20694 vertices but the particle count was varied. There are two distinct performance regimes, the collision-dominated and the particle dominated regime. In most realistic cases, XGCa operates in the particle dominated regime.
adding more particles increases the total run time only slightly. With increasing particle count, a transition occurs between the collision-dominated performance regime and the particle-dominated regime, in which the total run time is determined by the computing time spent on the particle push.
The results of the particle scaling study suggest that XGCa benefits from the favorable scalability of the particle-in-cell technique when operated in the particle-dominated regime.
We also ran a strong scaling study on Edison using the same mesh as before. In order to relate the strong scaling test to the particle scaling test, we performed two series of simulations, one with m e = m i /100 and 10 8 marker particles, and the other with realistic electron mass and 2 · 10 8 particles. The latter is a realistic use case in which the cost for the particle push is dominant. We scaled the resources used on this problem from 16 compute nodes on Edison to 2048 nodes, which corresponds to 37% of the whole system. The results of the strong scaling study are shown in Fig.   12 . In case of the smaller problem with enhanced electron mass, the computing time spent on the collision operator and the particle push is similar.
Performance degradation sets in when the product of MPI processes and 41 × 41 grid points. We tested the weak scaling with enhanced (m e = m i /100) and realistic electron mass. In the latter case, the particle push was responsible for most of the total run time. Figure 13 summarizes the results. While there is only little performance degradation (∼ 10%) with realistic electron mass, the largest case case with 81936 mesh vertices and enhanced electron mass is 24% slower than the smallest case.
From the these tests, we conclude that realistic use cases of XGCa are well within the operating range in which the code's scaling is determined by performance studies using XGC1 are currently being carried out and will be published elsewhere.
Summary and Conclusions
We generalized the single-species Fokker-Planck-Landau collision operator developed by Yoon and Chang [9] to a multiple-species formulation.
Since accuracy is essential for a collision operator, we thoroughly investigated the conservation laws for mass, parallel momentum, and energy.
Specifically, we demonstrated that the Landau form of the Fokker-Planck operator has the favorable property that the discrete velocity space meshes do not have to be identical for all species because conservation laws apply independently for each velocity pair (v, v ′ ). Therefore, the only prerequi-site for the discrete velocity grids is that the grids cover those velocities at which the corresponding distribution function is not negligibly small.
Compared to the RMJ form of the Fokker-Planck operator, for which the use of different velocity grids requires special treatment [7] , this is an important simplification. The RMJ operator, on the other hand, is likely to show better scaling behavior when varying the size of the velocity grid due to the representation of the drag and diffusion coefficients with Rosenbluth potentials. However, due to the relatively small velocity space meshes used in XGC1 and XGCa simulations, the O(N 2 ) scaling of the calculation of the drag and diffusion coefficients may only impact the overall performance of the XGC codes, if much larger velocity grids (N ≳ 10000) need to be used (see Fig. 9 ).
Moreover, we proved that the continuum conservation laws of the FPL operator are exact in the discretized operator. Therefore, the Picard iteration used for the implicit time advance implemented in the XGC codes will always converge to a distribution function that conserves mass, momentum and energy to the desired accuracy without requiring additional complex numerical measures.
In various tests against neoclassical theory and other neoclassical codes, we verified our implementation of the FPL operator. We demonstrated that residual conservation errors can be controlled by adjusting the convergence criterion in the Picard iteration of the implicit time integrator and by the number of marker particles.
Our implementation of the FPL operator is intended for use in extremescale high-performance computing applications, where the mixing of PIC and mesh based code modules may limit scalability when the number of 42 parallel threads becomes comparable to the size of the mesh (the configuration space mesh in the present case). Therefore, we studied scalability for realistic problem sizes with the code XGCa. According to the results of our scaling studies, it is unlikely in realistic cases that the generally good scalability of the PIC part of the XGC codes is diminished significantly by the introduction of the mesh based collision operator. To achieve this good scalability, we needed to implement nested OpenMP parallelism as well as special load balancing algorithms that are able to balance the workload of PIC and mesh components of the XGC codes. 
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