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Introduccio´n
En este trabajo trataremos el buen planteamiento tanto local como global en el caso
perio´dico de la ecuacio´n
ut + uux + u
2ux + uxxx − uxx = 0, (1)
conocida como la ecuacio´n de Gardner-Burgers (G-B), o tambie´n como la mKdv-
Kdv-Burgers. La ecuacio´n G-B modela feno´menos que se presentan en teor´ıa de
fluidos [4] y en elasticidad [1]. Espec´ıficamente estudiaremos el problema de valor
inicial
{
ut + uux + u
2ux + uxxx = uxx, x ∈ T, t > 0
u(x, 0) = ϕ(x) ∈ Hs(T), (2)
donde T ∼= R/2piZ
Recientemente, en [5] estudiaron el problema de valor inicial{
ut + u
2ux + uxxx = uxx, x ∈ R, t > 0
u(x, 0) = ϕ(x) ∈ Hs(R), (3)
empleando te´cnicas del tipo Bourgain-Kenig-Ponce-Vega en espacios de Bourgain.
En dicho art´ıculo prueban la existencia de soluciones en Hs(R), para s > −1/4. Por
tal razo´n, basandonos en [5] emprendimos la labor de estudiar el buen planteamiento
de (2).
Este trabajo se ha dividido en cuatro cap´ıtulos de la siguiente manera: En el primer
cap´ıtulo recordamos algunos resultados los cuales sera´n de utilidad en el desarrollo
posterior del trabajo. En el segundo cap´ıtulo se estudia la buena colocacio´n tanto
local como global del problema (2) en los espacios de Sobolev Hs, para s >
1
2
en
el caso local y para s ≥ 1 en el caso global pero con dato inicial suficientemente
pequen˜o. Dato curioso, pues en el caso de la mKdV la ley de conservacio´n ayuda para
que sus soluciones persistan en todo tiempo sin importar el taman˜o del dato inicial.
El tercer cap´ıtulo, aborda la existencia de soluciones del problema (2) en espacios de
Bourgain utilizando las te´cnicas de Kenig-Ponce-Vega [3], siguiendo los argumentos
expuestos por Molinet y Ribaud en [8] y Junfeng Li en [5] para el caso no perio´dico,
1
2obteniendo buena colocacio´n local de (3) en Hs(R) para s > −1
4
. En nuestro caso
obtenemos un resultado semejante con la misma cota para el s. Por u´ltimo, el texto
presenta un Ape´ndice en el que se compilan los principales resultados utilizados en
el cap´ıtulo tres.
Notacio´n
Antes de abordar el problema de nuestro intere´s presentamos la notacio´n que usare-
mos, organizada dependiendo del escenario en el que estemos trabajando.
1. Notaremos con R al cuerpo de los nu´meros reales.
2. Notaremos con C al cuerpo de los nu´meros complejos.
3. Para x, y ∈ R, escribiremos x ∼ y para significar que existen constantes
C1, C2 > 0 tales que
C1|x| ≤ |y| ≤ C2|x|.
4. Para un espacio de Banach X y un intervalo I cerrado y acotado, notamos con
C(I,X) al espacio de las funciones continuas definidas en I con valores en X,
dotado de la norma
‖f‖∞,X = sup
t∈I
‖f(t)‖X .
5. Notaremos con T al toro unidimensional.
6. P = C∞(T) = {f : T −→ C; f es infinitamente diferenciable en T} y P ′ el
espacio de las distribuciones perio´dicas.
7. Para f ∈ P ′, Fx(f) = f̂ denota la transformada de Fourier de f con respecto
a la variable espacial x, es decir,
f̂(k) =
(
f ; eikx
)
, k ∈ Z,
donde ( ; ) es el pare´ntesis de dualidad. En particular, si f ∈ L1(T),
Fx(f)(k) = f̂(k) = 1
2pi
∫ 2pi
0
e−ikxf(x) dx.
8. Escribiremos ∑
k∈Z
ak =
∞∑
k=−∞
ak = l´ım
N→∞
∑
|k|≤N
ak.
9. Para s ∈ R:
3
4Hs(T) =
{
f ∈ P ′; (1 + k2) s2 f̂ ∈ `2(Z)
}
es el Espacio de Sobolev perio´di-
co de orden s, dotado con la norma
‖f‖2Hs(T) =
∑
k∈Z
(1 + k2)s
∣∣∣f̂(k)∣∣∣2 =∑
k∈Z
〈k〉2s
∣∣∣f̂(k)∣∣∣2
donde 〈·〉 = (1 + | · |2) 12 y `2(Z) =
{
(Cm)m∈Z ;
∑
m∈Z
|Cm|2 < +∞
}
.
H˙s(T) es el Espacio de Sobolev homoge´neo perio´dico de orden s, provisto
con la norma
‖f‖2
H˙s(T) =
∑
k∈Z
k2s
∣∣∣f̂(k)∣∣∣2 .
10. Si f ∈ P ′ entonces definimos el operador Λs por
Λsf = F−1x
((
1 + k2
) s
2 f̂(k)
)
, (4)
por lo tanto ‖f‖2s ∼ ‖Λsf‖20.
11. El espacio de Schwartz sera´ notado como es usual por
S(R) = {g : R −→ C; g ∈ C∞(R)} y
‖g‖α,β = sup
t∈R
{∣∣tαg(β)(t)∣∣ < +∞, para todo α, β ∈ N} .
y S ′(R) sera´ el espacio de las distribuciones temperadas S ′(R).
12. Para g ∈ S ′(R), Ft(g) = ĝ denota la transformada de Fourier de f con respecto
a la variable temporal t. En particular, si g ∈ L1(R),
Ft(g)(τ) = ĝ(τ) =
∫
R
e−itτg(t) dt.
13. Ana´logamente, para s ∈ R,
Hs(R) =
{
g ∈ S ′(R); (1 + |τ |2) s2 ĝ ∈ L2(R)
}
, es el Espacio de Sobolev de
orden s, dotado con la norma
‖g‖2Hs(R) =
∫
R
(
1 + |τ |2)s |ĝ(τ)|2 dτ
=
∫
R
〈τ〉2s |ĝ(τ)|2 dτ = ‖〈τ〉s ĝ‖2L2(R) .
H˙s(R) es el Espacio de Sobolev homoge´neo de orden s, provisto de la
norma
‖g‖2
H˙s(R) =
∫
R
|τ |2s |ĝ(τ)|2 dτ = ‖|τ |s ĝ‖2L2(R) .
5Observe que en estos espacios tenemos para λ > 0 que:
‖g(λt)‖Hs(R) ≤
(
λ−
1
2 + λs−
1
2
)
‖g(t)‖Hs(R)
‖g(λt)‖H˙s(R) ∼ λs−
1
2 ‖g(t)‖Hs(R) .
(5)
14. Denotamos por F(u)(k, τ) = û(k, τ) la Transformada de Fourier con respecto
a ambas variables (temporal t y espacial x).
15. Notaremos con U el grupo unitario en Hs(T), s ∈ R, generado por el operador
−∂3x, es decir
U(t) = e−t∂3x .
16. Sea X el espacio de todas las u tales que
i) u : T× R −→ C.
ii) u(x, ·) ∈ S(R) para cada x ∈ T.
iii) La aplicacio´n x 7−→ u(x, t) es de clase C∞ para cada t ∈ R.
iv) û(0, τ) = 0 para todo τ ∈ R.
17. Para s, b ∈ R, el completado de X con respecto a la norma
‖u‖2Hb,s =
∑
k∈Z
〈k〉2s
∫
R
〈τ〉2b |û(τ, k)|2 dτ. (6)
lo notaremos con Hb,s(T × R) y corresponde al Espacio de Sobolev espacio-
temporal.
18. Para s, b ∈ R, Xb,s denota el completado de X con respecto a la norma
‖u‖2Xb,s =
∑
k∈Z
〈k〉2s
∫
R
〈∣∣τ − k3∣∣+ k2〉2b |û(k, τ)|2 dτ
o equivalentemente,
‖u‖2Xb,s =
∑
k∈Z
〈k〉2s
∫
R
〈
iτ + k2
〉2b |F (U(−t)u) (k, τ)|2 dτ. (7)
19. Para T > 0 consideramos el espacio localizado Xb,sT
Xb,sT :=
{
u; existe w ∈ Xb,s tal que u(t) = w(t) para todo t ∈ [0, T ]} ,
dotado de la norma
‖u‖Xb,sT = infw∈Xb,s {‖w‖Xb,s ; w(t) = u(t) para t ∈ [0, T ]} . (8)
620. Denotamos porW el semigrupo asociado con la evolucio´n libre de (1), esto es,
para todo t ≥ 0
Fx (W(t)ϕ) (k) = e(−k2+ik3)tϕ̂(k), ϕ ∈ P ′,
o visto de otra manera,
W(t)ϕ = et(−∂3x+∂2x)ϕ = F−1x
(
eik
3te−k
2tϕ̂
)
= U(t)V(t)ϕ. (9)
donde
U(t)ϕ = e−t∂3xϕ = F−1x
(
eik
3tϕ̂
)
V(t)ϕ = et∂2xϕ = F−1x
(
e−k
2tϕ̂
)
.
Adema´s, extendemos W a toda la recta de la siguiente forma:
Fx(W(t)ϕ)(k) = e(−k2+ik3)|t|ϕ̂(k), ϕ ∈ P ′, t ∈ R
y a esta extensio´n la seguiremos notando con W .
21. A lo largo de este trabajo el operador A, esta dado por:
A = ∂2x − ∂3x. (10)
Cap´ıtulo 1
Preliminares
Proposicio´n 1.0.1.
l´ım
h→0
∥∥∥∥e(t+h)Aϕ− etAϕh − AetAϕ
∥∥∥∥
s−3
= 0
uniformemente con respecto a t ≥ 0
Demostracio´n. Ver [9] teorema 4.15 pa´gina 224-425.
Proposicio´n 1.0.2. E : [0,∞) −→ B(Hs(T)), donde
E(t)ϕ = etAϕ = F−1x
(
e(ik
3−k2)tϕ̂
)
, es un semigrupo de contraccio´n.
Proposicio´n 1.0.3 (Desigualdad de Gronwall). Sean k ∈  L1([a, b],R), k ≥ 0 y
f, g ∈ C([a, b],R) tales que
f(t) ≤ g(t) +
∫ t
a
k(τ)f(τ) dτ, a ≤ t ≤ b
Entonces
f(t) ≤ g(t) +
∫ t
a
k(τ) e
∫ t
τ k(r)drg(τ) dτ, a ≤ t ≤ b
En particular, si g(t) ≡ g es constante en [a, b], se tiene que
f(t) ≤ g e
∫ t
a k(τ)dτ , a ≤ t ≤ b
Proposicio´n 1.0.4 (Desigualdad de Young). Sean a, b > 0,  > 0 y 1 < p <∞,
entonces
ab ≤  ap + − 1p−1 bp′
donde 1
p
+ 1
p′ = 1.
Teorema 1.0.1 (Desigualdad de Hausdorff-Young para la convolucio´n).
Sean p, q, r ∈ [1,∞] tales que 1
p
+ 1
q
= 1 + 1
r
. Si f ∈ Lp(Rn) y g ∈ Lq(Rn) entonces
f ∗ g ∈ Lr(Rn) y
‖f ∗ g‖Lr ≤ ‖f‖Lp ‖g‖Lq
7
8En particular, si f ∈ Lp(Rn), con 1 ≤ p ≤ ∞, y g ∈ L1(Rn), entonces f ∗g ∈ Lp(Rn)
y
‖f ∗ g‖Lp ≤ ‖f‖Lp ‖g‖L1
Teorema 1.0.2. Sean f, u ∈ P de valor real, r > 3
2
y s ≥ 1. Entonces existe una
constante C = C(s) tal que
|〈u, f∂xu〉s| ≤ C
[‖∂xf‖r−1 ‖u‖2s + ‖∂xf‖s−1 ‖u‖r‖u‖s]
Lema 1. Supongamos que β > 0, γ > 0, β + γ > 1, que a ≥ 0, b ≥ 0 y g son no
negativos, que tγ−1g(t) es integrable localmente sobre 0 ≤ t < T y que
g(t) ≤ a+ b
∫ t
0
(t− τ)β−1τ γ−1g(τ) dτ
en (0, T ). Entonces
g(t) ≤ a Eβ,γ
(
(bΓ(β))
1
ν t
)
donde ν = β + γ − 1 > 0, Eβ,γ(s) =
∞∑
m=0
cms
mν con c0 = 1 y
cm+1
cm
= Γ(mν+γ)
Γ(mν+γ+β)
para
m ≥ 0.
Cap´ıtulo 2
Estudio cla´sico del Problema
En este cap´ıtulo trataremos el buen planteamiento tanto local como global del
problema (2) en los espacios de Sobolev Hs(T), para s >
1
2
.
2.1. Estimativa para la parte lineal
La ecuacio´n lineal {
ut + uxxx = uxx, x ∈ T, t > 0
u(x, 0) = ϕ(x) ∈ Hs(T)
Tiene como solucio´n a
u(t, x) = etAϕ = e(∂
2
x−∂3x)tϕ :=
∑
k∈Z
e(ik
3−k2)tϕ̂(k)eikx (2.1)
Lema 2. (Regularizacio´n). Sean ϕ ∈ Hs(T), λ ≥ 0 y t > 0. Entonces, existe una
constante kλ que depende de λ tal que
‖etAϕ‖s+λ ≤ kλ
(
1 +
1
t
λ
2
)
‖ϕ‖s,
Demostracio´n. Ver en [9] Teorema 4.17, pa´gina 225.
2.2. Ecuacio´n no lineal
Por comidad escriberemos el problema (2) en la forma{
ut = Au+ F (t),
u(x, 0) = ϕ(x) ∈ Hs(T), (2.2)
9
10
donde F (t) = −u2ux − uux y A es como en (10) Observe que dicha ecuacio´n es
equivalente a la ecuacio´n integral
u(t) = etAϕ+
∫ t
0
e(t−τ)A∂x
(
u2
2
+
u3
3
)
(τ)dτ. (2.3)
Ma´s precisamnete, tenemos:
Teorema 2.2.1. Si s > 1
2
, el problema (2) es equivalente a la ecuacio´n integral
(2.3) en el siguiente sentido: Si u ∈ C([0, T ], Hs) es la solucio´n de (2) entonces u es
solucio´n de (2.3) y rec´ıprocamente, si u ∈ C([0, T ], Hs) es solucio´n de la ecuacio´n
integral (2.3) entonces u es solucio´n de (2) donde la derivada en el tiempo es tomada
en la topolog´ıa de Hs−3, es decir,
l´ım
h→0
∥∥∥∥u(t+ h)− u(t)h + uux + u2ux + uxxx − uxx
∥∥∥∥
s−3
= 0
Demostracio´n. Ver [9] los Teoremas 4.19 y 4.20, pa´ginas 227 a 230.
Antes de abordar la demostracio´n del buen planteamiento local de (2) definiremos
cierto espacio y cierta aplicacio´n que sera´n de utilidad en el transcurso de la prueba.
Con esto en mente, definimos para T > 0, s > 1
2
y M > 0 el espacio:
Xs(T,M) = {u ∈ C[0, T ], Hs) | ‖u− etAϕ‖s ≤M} (2.4)
= B(etAϕ,M), (2.5)
dotado de la me´trica
d(f, g) = ‖f − g‖∞,s = sup
[0,T ]
‖f(t)− g(t)‖s
y la aplicacio´n:
Ψ(u)(t) = etAϕ+
∫ t
0
e(t−τ)A∂x
(
u2
2
+
u3
3
)
(τ)dτ, (2.6)
para 0 ≤ t ≤ T .
La prueba del buen planteamiento local la haremos en varias etapas. Por esta razo´n
comenzamos con:
Proposicio´n 2.2.1. Si u ∈ C([0, T ], Hs), s > 1
2
, entonces, Ψ(u) ∈ C([0, T ], Hs)
Demostracio´n. La prueba de este resultado es esta´ndar y es consecuencia de la
definicio´n de Ψ en (2.6), del Lema de regularizacio´n 2, del lema de Sobolev, del
Teorema de la convergencia dominada de Lebesgue y de la desigualdad triangular.
Proposicio´n 2.2.2. Existe T˜ > 0 tal que Ψ : Xs(T˜ ,M) −→ Xs(T˜ ,M) es una
contraccio´n.
11
Demostracio´n. Primero veamos que existe T1 > 0 tal que Ψ : Xs(T1)→ Xs(T1). Con
esto en mente, supongamos que u ∈ Xs(T ), entonces∥∥Ψ(u)(t)− etAϕ∥∥
s
=
∥∥∥∥−∫ t
0
e(t−τ)A∂x
(
u2
2
+
u3
3
)
(τ)dτ
∥∥∥∥
s
≤
∫ t
0
∥∥e(t−τ)A∂x(u2 + u3)(τ)∥∥s dτ. (2.7)
El integrando en la desigualdad (2.7) es estimado a partir del lema de regularizacio´n
(2) con λ = 1 y del Lema de Sobolev, pues s > 1
2
. En efecto,∥∥∥∥e(t−τ)A∂x(u22 + u33
)
(τ)
∥∥∥∥
s
≤ C
[
1 +
1√
2(t− τ)
]∥∥∥∥∂x(u22 + u33
)
(τ)
∥∥∥∥
s−1
≤ Cs
[
1 +
1√
2(t− τ)
] [‖u(τ)‖2s + ‖u(τ)‖3s] . (2.8)
Las desigualdades (2.8) y
∥∥u(τ)− eτAϕ∥∥
s
≤M transforman a (2.7) en:
∥∥Ψ(u)(t)− etAϕ∥∥
s
≤ Cs
[
(M + ‖ϕ‖s)2 + (M + ‖ϕ‖s)3
] ∫ t
0
[
1 +
1√
2(t− τ)
]
dτ
≤ Cs
[
(M + ‖ϕ‖s)2 + (M + ‖ϕ‖s)3
]
(T +
√
2T ). (2.9)
Ahora, eligiendo T1 > 0 tal que
Cs
[
(M + ‖ϕ‖s)2 + (M + ‖ϕ‖s)3
]
(T +
√
2T ) ≤M
tenemos que Ψ(Xs(T )) ⊆ Xs(T ), para cada T ≤ T1.
Veamos ahora que existe T2 tal que Ψ es una contraccio´n. Sean u, v ∈ Xs(T ),
debemos mostrar que
‖Ψ(u)−Ψ(v)‖s,∞ ≤ α‖u− v‖s,∞ 0 < α < 1
Con esto en mente, procedemos a estimar ‖Ψ(u) − Ψ(v)‖s. Para ello procedemos
de forma similar que en la primera parte de esta prueba y observando que apartir
de la desigualdad triangular, del lema de regularizacio´n (2) con λ = 1, del Lema
de Sobolev (pues s > 1
2
) y de las identidades algebraicas u2 − v2 = (u − v)(u + v),
u3 − v3 = (u− v)(u2 + uv + v2) tenemos para u, v ∈ Xs(T,M) que
‖Ψ(u)−Ψ(v)‖s
≤ Cs(M + ‖ϕ‖s) [1 + (M + ‖ϕ‖s)] ‖u− v‖∞,s
∫ t
0
[
1 +
1√
2(t− τ)
]
dτ
≤ Cs(M + ‖ϕ‖s) [1 + (M + ‖ϕ‖s)] (T +
√
2T )‖u− v‖∞,s
12
Eligiendo, T2 > 0, tal que[
Cs(M + ‖ϕ‖s) + Cs(M2 + ‖ϕ‖2s)
]
(T +
√
2T ) =
1
2
< 1 (2.10)
se tiene que Ψ es una contraccio´n. Por lo tanto, si T˜ = min{T1, T2} se tiene que:
Ψ : Xs(T ) −→ Xs(T ) es una contraccio´n para cada 0 < T ≤ T˜ .
Nota 1. Observe que la proposicio´n anterior implica via el teorema del punto fijo
de Banach, que existen T > 0 y u ∈ C([0, T ], Hs(T)) tal que
u(t) = Ψ(u)(t) = etAϕ−
∫ t
0
e(t−τ)A∂x
(
u2
2
+
u3
3
)
(τ)dτ.
Por lo tanto, el teorema 2.2.1 y la proposicio´n 2.2.2 implican que (2) tiene solucio´n
en Hs(T), para s > 1/2
Teorema 2.2.2. El problema (2)es localmente bien planteado en Hs(T) para s > 1
2
.
Demostracio´n. De acuerdo con la proposicio´n 2.2.2 vemos que solo falta demostrar
la unicidad y la dependencia continua del dato inicial. Comenzaremos abordando
el asunto de la unicidad. Con este fin, sean u, v ∈ C([0, T ], Hs) soluciones de (2)
con datos iniciales u(0) = ϕ y v(0) = ψ respectivamente. Aplicando, la norma de
Hs(T) a u(t)−v(t) y posteriormente usando la ecuacio´n integral(2.3), la desigualdad
triangular y el lema de regularizacio´n con λ = 1 y s >
1
2
se tiene que
‖u(t)− v(t)‖s ≤
∥∥etA(ϕ− ψ)∥∥
s
+
∫ t
0
∥∥∥∥e(t−τ)A∂x(u3 − v33 − u2 − v22
)
(τ)
∥∥∥∥
s
dτ
≤ ‖ϕ− ψ‖s +
∫ t
0
∥∥∥∥e(t−τ)A∂x(u3 − v33 − u2 − v22
)
(τ)
∥∥∥∥
s
dτ
≤ ‖ϕ− ψ‖s + Cs
∫ t
0
[
1 +
1√
2(t− τ)
]
‖u(τ)− v(τ)‖s dτ, (2.11)
donde Cs = Cs
(‖u‖∞,s + ‖v‖∞,s + ‖u‖2∞,s + ‖v‖2∞,s).
Eligiendo, T > 0 si es necesario de tal manera que 1 < 1√
2(t−τ) , (2.11) se transforma
en
‖u(t)− v(t)‖s ≤ ‖ϕ− ψ‖s + Cs
∫ t
0
1√
t− τ ‖u(τ)− v(τ)‖s dτ (2.12)
El lema 1 con g(t) = ‖u(t)− v(t)‖s, a = ‖ϕ− ψ‖s, b = Cs, β = 12 y γ = 1 junto con
(2.12) implican que
‖u(t)− v(t)‖s ≤ ‖ϕ− ψ‖s E
(
C2spit
)
13
donde E(x) =
∞∑
m=0
cm x
m
2 con c0 = 1 y
cm+1
cm
=
Γ(m2 +1)
Γ(m2 +1+
1
2)
. Por lo tanto,
‖u(t)− v(t)‖s ≤ ‖ϕ− ψ‖s E
((
Cs
√
pi
)2
t
)
≤ ‖ϕ− ψ‖s
∞∑
m=0
cm
(
piC2sT
)m
2 (2.13)
Observe que (2.13) implica la unicidad. La dependencia continua es consecuencia
de observar que T > 0 el tiempo de existencia de u garantizado por la proposicio´n
(2.2.2), es una funcio´n continua de ||φ||s, de desigualdad(2.12) y de observar que
u ∈ Xs(T,M).
Proposicio´n 2.2.3. Sea u ∈ C([0, T ], Hs), s > 1
2
que satisface (2) entonces
u ∈ C((0, T ],P).
Demostracio´n. Para λ ∈ (0, 1), la ecuacio´n integral (2.3) y el lema de regularizacio´n
(2) implican que
‖u(t)‖s+λ ≤ ||etAϕ||s+λ +
∫ t
0
‖e(t−τ)A∂x
(
u2
2
+
u3
3
)
(τ)‖s+λdτ
≤ Cλ
(
1 +
1
t
1+λ
2
)
‖ϕ‖s−1 + Cλ
∫ t
0
(
1 +
1
(t− τ) 1+λ2
)
||∂x(u2 + u3)(τ)||s−1dτ
≤ Cλ
(
1 +
1
t
1+λ
2
)
‖ϕ‖s + Cλ
∫ t
0
(
1 +
1
(t− τ) 1+λ2
)
||(u2 + u3)(τ)||sdτ
≤ Cλ
(
1 +
1
t
1+λ
2
)
‖ϕ‖s + Cλ
∫ t
0
(
1 +
1
(t− τ) 1+λ2
)
(||u||2s + ||u||3s)dτ
≤ Cλ
(
1 +
1
t
1+λ
2
)
‖ϕ‖s + Cλ(||u||2∞,s + ||u||3∞,s)
∫ t
0
(
1 +
1
(t− τ) 1+λ2
)
dτ
≤ Cλ
(
1 +
1

1+λ
2
)
‖ϕ‖s +Kλ(T + T 1−λ2 ),
donde 0 <  < t ≤ T y Kλ = Cλ(||u||2∞,s + ||u||3∞,s). Iteracio´n de este argumento
implica el resultado.
Teorema 2.2.3. El problema de valor inicial (2)es globalmente bien planteado en
H1(T), si ‖φ‖0 es suficientemente pequen˜a.
Demostracio´n. La prueba de este resultado la haremos en varias etapas, a saber:
• Estimativa para ‖u‖0.
Haciendo el producto interno en H0 = L2 de la ecuacio´n en (2) con u que
es real, la proposicio´n 2.2.3, integracio´n por partes y el hecho de ser ∂3x un
operador antisime´trico se tiene que
∂t
∫ 2pi
0
u2dx = −2
∫ 2pi
0
(u′(x))2dx,
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es decir;
‖u(t)‖20 ≤ ‖φ‖20. (2.14)
• Estimativa para ‖ux‖0
Derivamos la ecuacio´n en (2), la multiplicamos por ux e integramos para
obtener∫ 2pi
0
(uxuxt + uuxuxx + u
3
x + 2uu
3
x + u
2uxuxx)dx =
∫ 2pi
0
(ux)xxuxdx,
que es posible hacerlo gracias al lema 2.2.3. Esta identidad se transforma en
1
2
∂t‖ux‖20 +
∫ 2pi
0
(uuxuxx + u
3
x)dx+
∫ 2pi
0
2uu3xdx+
∫ 2pi
0
u2uxuxx︸ ︷︷ ︸
(1)
dx
= −‖uxx‖20. (2.15)
Observe que (1) en (2.15) se transforma via integracio´n por partes en∫ 2pi
0
u2uxuxx =
1
2
∫ 2pi
0
u2∂x(u
2
x)dx
= −1
2
∫ 2pi
0
(u2)xu
2
xdx
= −1
2
∫ 2pi
0
2uu3xdx
= −
∫ 2pi
0
uu3xdx.
Por lo tanto (2.15) se transforma en
1
2
∂t‖ux‖20 +
∫ 2pi
0
(uuxuxx + u
3
x)dx = −‖uxx‖20 −
∫ 2pi
0
uu3xdx. (2.16)
Integracio´n por partes en (2.16) implica que,
1
2
∂t‖ux‖20 = −‖uxx‖20 +
∫ 2pi
0
uuxuxxdx︸ ︷︷ ︸
(2)
−
∫ 2pi
0
uu3xdx︸ ︷︷ ︸
(3)
. (2.17)
Acotar (2) en (2.17), es consecuencia de las desigualdades de Cauchy-Schwartz,
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de Gagliardo-Niremberg, de Young y de (2.16). En efecto,∫ 2pi
0
uuxuxxdx ≤
∫ 2pi
0
|u||ux||uxx|dx
≤ ‖ux‖∞
(∫ 2pi
0
|uxx|2dx
) 1
2
(∫ 2pi
0
|u|2dx
) 1
2
≤ ‖ux‖∞‖uxx‖0‖u‖0
≤ ‖ux‖
1
2
0 ‖uxx‖
1
2
0 ‖uxx‖0‖u‖0
≤ ‖ux‖
1
2
0 ‖uxx‖
3
2
0 ‖ϕ‖0
≤ 1
44
‖ux‖20‖ϕ‖40 +
3
4

4
3‖uxx‖20, (2.18)
La acotacio´n de (3) en (2.17) se obtiene a partir de las desigualdades de
Cauchy-Schwartz, de Gagliardo-Niremberg, y de (2.16). En efecto,∫ 2pi
0
uu3xdx ≤
(∫ 2pi
0
|u|2
) 1
2
(∫ 2pi
0
|ux|6
) 1
2
≤ ‖ϕ‖0
(∫ 2pi
0
|ux|6
) 3
6
= ‖ϕ‖0‖ux‖3L6
≤ ‖ϕ‖0‖ϕ‖0‖uxx‖20 = ‖ϕ‖20‖uxx‖20. (2.19)
Las desigualdades (2.18) y (2.19) transforman (2.17) en
∂t‖ux‖20 ≤ −2‖uxx‖20 + 2
(
1
44
‖ux‖20‖ϕ‖40 +
3
4

4
3‖uxx‖20
)
+ 2‖ϕ‖20‖uxx‖20
≤ (3
2

4
3‖ϕ‖0 + 2‖ϕ‖20 − 2)‖uxx‖20 +
−4
4
‖ϕ‖40‖ux‖20.
Si elegimos ϕ tal que ‖ϕ‖0 sea suficientemente pequen˜a y  suficientemente
pequen˜o tenemos que 3
2

4
3‖ϕ‖0 + 2‖ϕ‖20 − 2 < 0 y por lo tanto,
∂t‖ux‖20 ≤ C‖ϕ‖40‖ux‖20.
Integrando esta desigualdad entre 0 y t y aplicando a este resultado la
desigualdad de Gronwall obtenemos
‖ux‖20 ≤ ‖ϕ′‖2eC‖ϕ‖
4
0t. (2.20)
Por lo tanto (2.16) y (2.20) implican el resultado.
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Corolario 2.2.1. El problema de valor inicial (2) es globalmente bien planteado en
Hs, s ≥ 1, siempre que ‖ϕ‖0 sea suficientemente pequen˜o.
Demostracio´n. Este resultado es consecuencia del Teorema 2.2.3, de la proposicio´n
2.2.3 y de la ecuacio´n integral (2.3). En efecto, si θ ∈ (0, 1) entonces,
‖u‖1+θ ≤ ‖etAϕ‖1+θ +
∫ t
0
∥∥∥∥e(t−τ)A∂x(u22 + u33
)
(τ)
∥∥∥∥
1+θ
dτ
≤ ‖ϕ‖1+θ + C
∫ t
0
(
1 +
1
(t− τ) 1+θ2
)∥∥∥∥∂x(u22 + u33
)
(τ)
∥∥∥∥
0
dτ
≤ ‖ϕ‖1+θ + C
∫ t
0
(
1 +
1
(t− τ) 1+θ2
)∥∥∥∥(u22 + u33
)
(τ)
∥∥∥∥
H1
dτ
≤ ‖ϕ‖1+θ + C
∫ t
0
(
1 +
1
(t− τ) 1+θ2
)(‖u‖2H1 + ‖u‖3H1) dτ
≤ ‖ϕ‖1+θ +K‖ϕ‖0
(
T + T
1−θ
2
)
.
Iterando este argumento se obtiene el resultado.
Cap´ıtulo 3
G-B v´ıa Espacios de Bourgain
3.1. Resultados Principales
Trabajaremos principalmente con la ecuacio´n integral (2.3) asociada a la ecuacio´n
diferencial (2). Con la ayuda del semigrupoW definido en (9) podemos reescribir la
ecuacio´n integral como
u(t) =W(t)ϕ−
∫ t
0
W(t− t′)∂x
((
u3
3
+
u2
2
)
(t′)
)
dt′, t ≥ 0 (3.1)
con el fin de aplicar la te´cnica de Bourgain-Kenig-Ponce-Vega, no trabajaremos
directamente con (3.1) sino con la siguiente ecuacio´n integral equivalente:
u(t) = ψ
[
W(t)ϕ− χR+(t)
∫ t
0
W(t− t′)∂x
(
ψ3T (t
′)u3(t′)
3
+
ψ2T (t
′)u2(t′)
2
)
dt′
]
,
(3.2)
donde t ∈ R y, en lo que sigue, ψ es una funcio´n en el tiempo que satisface
ψ ∈ C∞0 (R), supψ ⊂ [−1, 1], ψ ≡ 1 en
[
−1
2
,
1
2
]
y adema´s ψT (·) = ψ
( ·
T
)
. En primer lugar notemos que si u es solucio´n de (3.2)
entonces u es solucio´n de (3.1) sobre [0, T ] para T < 1.
El objeto de este cap´ıtulo es probar el siguiente resultado
Teorema 3.1.1. Sean ϕ ∈ Hs(T) y s > −1
4
. Existen T > 0 y u solucio´n de (3.1)
en
ZT = C ([0, T ], H
s(T)) ∩Xs,
1
2
T
Para abordar la prueba de este teorema necesitamos unos lemas y teoremas previos
los cuales se establecera´n a continuacio´n
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3.2. Estimativas Lineales
En esta parte estudiaremos tanto el operador ψW como el operador L definido por
L : f 7−→ χR+(t)ψ(t)
∫ t
0
W(t− t′)f(t′) dt′.
3.2.1. Estimativa lineal para el te´rmino libre
Proposicio´n 3.2.1. Sea s ∈ R. Existe C > 0 tal que
‖ψ(t)W(t)ϕ‖
X
1
2 ,s
≤ C‖ϕ‖s , (3.3)
para toda ϕ ∈ Hs(T).
Demostracio´n. De la definicio´n de ‖ · ‖
X
1
2 ,s
tenemos
‖ψ(t)W(t)ϕ‖2
X
1
2 ,s
=
∑
k∈Z
〈k〉2s
∫
R
〈
i
(
τ − k3)+ k2〉 |F (ψ(t)W(t)ϕ) (k, τ)|2 dτ
pero,
F(ψ(t)W(t)ϕ)(k, τ) = Ft (ψ(t)Fx (W(t)ϕ) (k)) (τ)
= Ft
(
ψ(t)e−k
2|t|eik
3tϕ̂(k)
)
(τ)
= ϕ̂(k)Ft
(
ψ(t)e−k
2|t|eik
3t
)
(τ)
por tanto
‖ψ(t)W(t)ϕ‖2
X
1
2 ,s
=
∑
k∈Z
〈k〉2s |ϕ̂(k)|2
∫
R
〈
i
(
τ − k3)+ k2〉 ∣∣∣Ft (ψ(t)e−k2|t|eik3t) (τ)∣∣∣2 dτ
=
∑
k∈Z
〈k〉2s |ϕ̂(k)|2
∫
R
〈
iτ + k2
〉 ∣∣∣Ft (ψ(t)e−k2|t|eik3t) (τ − k3)∣∣∣2 dτ
Como
Ft
(
ψ(t)e−k
2teik
3t
) (
τ + k3
)
=
∫
R
e−it(τ+k
3)ψ(t)e−k
2|t|eik
3t dt
= Ft
(
ψ(t)e−k
2t
)
(τ)
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y 〈iτ + k2〉 ≤ C (〈τ〉+ 〈k〉2), entonces
‖ψ(t)W(t)ϕ‖2
X
1
2 ,s
≤ C
∑
k∈Z
〈k〉2s|ϕ̂(k)|2
∫
R
(〈τ〉+ 〈k〉2) ∣∣∣Ft (ψ(t)e−k2|t|) (τ)∣∣∣2 dτ
≤ C
∑
k∈Z
〈k〉2s|ϕ̂(k)|2
∫
R
〈τ〉
∣∣∣Ft (ψ(t)e−k2|t|) (τ)∣∣∣2 dτ
+ C
∑
k∈Z
〈k〉2s|ϕ̂(k)|2
∫
R
〈k〉2
∣∣∣Ft (ψ(t)e−k2|t|) (τ)∣∣∣2 dτ
= C
∑
k∈Z
〈k〉2s|ϕ̂(k)|2
∥∥∥〈τ〉 12 Ft (ψ(t)e−k2|t|)∥∥∥2
L2τ (R)
+ C
∑
k∈Z
〈k〉2s+2|ϕ̂(k)|2
∥∥∥Ft (ψ(t)e−k2|t|)∥∥∥2
L2τ (R)
(3.4)
y dado que
∑
k∈Z
〈k〉2s|ϕ̂(k)|2 = ‖ϕ‖2s, tenemos que controlar la norma ‖ · ‖L2τ (R).
Con esto en mente, consideremos la funcio´n gk(t) = ψ(t)e
−k2|t|. Vamos a estimar
‖gk‖Hb(R) para b = 0 y b = 12 .
Sea 0 ≤ b ≤ 1. Supongamos en primer lugar que |k| ≥ 1. Tenemos que
‖gk‖Hb(R) =
∥∥∥〈τ〉bFt (ψ(t)e−k2|t|)∥∥∥
L2(R)
=
∥∥∥〈τ〉b [ψ̂ ∗ Ft (e−k2|t|)]∥∥∥
L2(R)
y como 〈τ〉b ≤ Cb
(〈τ − z〉b + |z|b) entonces
〈τ〉b
[∣∣∣ψ̂∣∣∣ ∗ ∣∣∣Ft (e−k2|t|)∣∣∣] (τ) = 〈τ〉b ∫
R
∣∣∣ψ̂(τ − z)∣∣∣ ∣∣∣Ft (e−k2|t|) (z)∣∣∣ dz
≤ Cb
[∫
R
〈τ − z〉b
∣∣∣ψ̂(τ − z)∣∣∣ ∣∣∣Ft (e−k2|t|) (z)∣∣∣∣ dz
+
∫
R
|z|b
∣∣∣ψ̂(τ − z)∣∣∣ ∣∣∣Ft (e−k2|t|) (z)∣∣∣ dz]
≤ Cb
[
〈τ〉
∣∣∣ψ̂∣∣∣ ∗ ∣∣∣Ft (e−k2|t|) (τ)∣∣∣+ ∣∣∣ψ̂∣∣∣ ∗ |τ |b ∣∣∣Ft (e−k2|t|) (τ)∣∣∣]
esta desigualdad y la de Young, implican que
‖gk‖Hb(R) ≤ Cb
[∥∥∥〈τ〉ψ̂ ∗ Ft (e−k2|t|)∥∥∥
L2(R)
+
∥∥∥ψ̂ ∗ |τ |bFt (e−k2|t|)∥∥∥
L2(R)
]
≤ Cb
[∥∥∥〈τ〉ψ̂∥∥∥
L1(R)
∥∥∥Ft (e−k2|t|)∥∥∥
L2(R)
+
∥∥∥ψ̂∥∥∥
L1(R)
∥∥∥|τ |bFt (e−k2|t|)∥∥∥
L2(R)
]
,
pero ∥∥∥Ft (e−k2|t|)∥∥∥
L2(R)
=
∥∥∥e−k2|t|∥∥∥
L2(R)
=
∥∥∥e−k2|t|∥∥∥
H0(R)∥∥∥|τ |bFt (e−k2|t|)∥∥∥
L2(R)
=
(∫
R
|τ |2b
∣∣∣Ft (e−k2|t|) (τ)∣∣∣2 dτ) 12 = ∥∥∥e−k2|t|∥∥∥
H˙b(R)
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y
∥∥∥〈τ〉ψ̂∥∥∥
L1(R)
,
∥∥∥ψ̂∥∥∥
L1(R)
< +∞ ya que ψ ∈ S(R) (pues ψ ∈ C∞0 (R)). Adema´s,
tomando λ = k2 > 0 en (3.37) tenemos que∥∥∥e−k2|t|∥∥∥
H0(R)
≤
[(
k2
)− 1
2 +
(
k2
)− 1
2
] ∥∥e−|t|∥∥
H0(R) ≤ 2|k|−1
∥∥e−|t|∥∥
L2(R)∥∥∥e−k2|t|∥∥∥
H˙b(R)
∼ (k2)b− 12 ∥∥e−|t|∥∥
H˙b(R) = |k|2b−1
∥∥e−|t|∥∥
H˙b(R)
y dado que |k|−1 < |k|2b−1 (pues −1 ≤ 2b− 1 ≤ 1 y |k| ≥ 1), entonces
‖gk‖Hb(R) ≤ Cb
[|k|−1 + |k|2b−1] ≤ C [|k|2b−1 + |k|2b−1] ≤ C|k|2b−1
esto es
‖gk‖Hb(R) ≤ C|k|2b−1, para |k| ≥ 1. (3.5)
Si k = 0 entonces g0(t) = ψ(t) y as´ı
‖g0‖Hb(R) = ‖ψ‖Hb(R) < +∞ (3.6)
ya que ψ ∈ S(R).
Afirmamos que |k|2b−1 < C〈k〉2b−1 para |k| ≥ 1. Para demostrarlo consideremos dos
casos para b:
Caso 0 ≤ b < 1
2
.
Como 2b − 1 < 0 y 〈k〉 ≤ C|k| si |k| ≥ 1 entonces |k|2b−1 ≤ C〈k〉2b−1 con lo cual
C|k|2b−1 ≤ C〈k〉2b−1.
Caso 1
2
≤ b ≤ 1.
Tenemos que 2b− 1 ≥ 0 y como |k|2b−1 ≤ 1 + |k|2b−1, entonces
C|k|2b−1 ≤ C (1 + |k|2b−1)
≤ C (1 + |k|2) 2b−12 ≤ C〈k〉2b−1.
Entonces de (3.5) se sigue que
‖gk‖Hb(R) ≤ C〈k〉2b−1, para todo 0 ≤ b ≤ 1 (3.7)
Tomando b = 0 y b = 1
2
, tenemos∥∥∥Ft (ψ(t)e−k2t)∥∥∥
L2(R)
= ‖gk‖H0(R) ≤ C〈k〉−1∥∥∥〈τ〉 12 Ft (ψ(t)e−k2t)∥∥∥
L2(R)
= ‖gk‖H 12 (R) ≤ C
luego de (3.4) se sigue que
‖ψ(t)W(t)ϕ‖2
Xs,
1
2
≤ C
∑
k∈Z
〈k〉2s |ϕ̂(k)|2C2 + C
∑
k∈ Z
〈k〉2s+2C2〈k〉−2
≤ C‖ϕ‖2Hs(T) + C‖ϕ‖2Hs(T) ≤ C‖ϕ‖2Hs( T)
y de aqu´ı
‖ψ(t)W(t)ϕ‖
Xs,
1
2
≤ C‖ϕ‖Hs(T), para toda ϕ ∈ Hs(T)
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3.2.2. Estimativa para el caso no homoge´neo
Proposicio´n 3.2.2. Sean w ∈ X y hk definida sobre R por:
hk(t) = ψ(t)
∫
R
eitτ − e−k2|t|
iτ + k2
ŵ(τ)dτ,
donde ŵ(τ) denota ŵ(k, τ). Entonces,∥∥∥〈iτ + k2〉 12Ft(hk)∥∥∥2
L2(R)
≤ C
[(∫
R
|ŵ(τ)|
〈iτ + k2〉 dτ
)2
+
(∫
R
|ŵ(τ)|2
〈iτ + k2〉 dτ
)]
, (3.8)
para todo k ∈ Z.
Demostracio´n. Reescribimos a hk de la siguiente manera:
hk(t) = ψ(t)
∫
R
eitτ − e−k2|t|
iτ + k2
ŵ(τ) dτ
= ψ(t)
∫
|τ |≤1
eitτ − e−k2|t|
iτ + k2
ŵ(τ) dτ + ψ(t)
∫
|τ |≥1
eitτ − e−k2|t|
iτ + k2
ŵ(τ) dτ
= ψ(t)
∫
|τ |≤1
eitτ − 1
iτ + k2
ŵ(τ) dτ︸ ︷︷ ︸
I
+ψ(t)
∫
|τ |≤1
1− e−k2|t|
iτ + k2
ŵ(τ) dτ︸ ︷︷ ︸
II
+ ψ(t)
∫
|τ |≥1
eitτ
iτ + k2
ŵ(τ) dτ︸ ︷︷ ︸
III
−ψ(t)
∫
|τ |≥1
e−k
2|t|
iτ + k2
ŵ(τ) dτ︸ ︷︷ ︸
IV
= I + II + III − IV
A continuacio´n estableceremos la contribucio´n de cada uno de estos cuatro te´rminos
a (3.8).
1. Contribucio´n de IV.
Tenemos que,∥∥∥〈iτ ′ + k2〉 12Ft(IV )∥∥∥2
L2
τ ′ (R)
=
∥∥∥∥〈iτ ′ + k2〉 12Ft (ψ(t)e−k2|t|)∫|τ |≥1 ŵ(τ)iτ + k2 dτ
∥∥∥∥
L2
τ ′ (R)
=
∫
R
〈iτ ′ + k2〉
∣∣∣Ft (ψ(t)e−k2|t|) (τ ′)∣∣∣2 ∣∣∣∣∫|τ |≥1 ŵ(τ)iτ + k2 dτ
∣∣∣∣2 dτ ′
=
∣∣∣∣∫|τ |≥1 ŵ(τ)iτ + k2 dτ
∣∣∣∣2 ∫
R
〈iτ ′ + k2〉
∣∣∣Ft (ψ(t)e−k2|t|) (τ ′)∣∣∣2 dτ ′.
Dado que 〈iτ + k2〉 ≤ C|iτ + k2| (pues |τ | ≥ 1, entonces,∣∣∣∣∫|τ |≥1 ŵ(τ)iτ + k2 dτ
∣∣∣∣ ≤ ∫|τ |≥1 |ŵ(τ)||iτ + k2| dτ ≤ C
∫
|τ |≥1
|ŵ(τ)|
〈iτ + k2〉 dτ
≤ C
∫
R
|ŵ(τ)|
〈iτ + k2〉 dτ.
22
Luego,∥∥∥〈iτ + k2〉 12 Ft(IV )∥∥∥2
L2τ (R)
≤
(
C
∫
R
|ŵ(τ)|
〈iτ + k2〉 dτ
)2 ∫
R
〈iτ ′ + k2〉
∣∣∣Ft (ψ(t)e−k2|t|) (τ ′)∣∣∣2 dτ ′
Ahora bien, haciendo un ana´lisis similar al hecho en la demostracio´n de la
Proposicio´n 3.2.1 tenemos que∫
R
〈iτ + k2〉
∣∣∣Ft (ψ(t)e−k2|t|) (τ)∣∣∣2 ≤ C
y por lo tanto∥∥∥〈iτ + k2〉 12Ft(IV )∥∥∥2
L2τ (R)
≤ C
(∫
R
|ŵ(τ)|
〈iτ + k2〉 dτ
)2
(3.9)
2. Contribucio´n de III.
Para ψ ∈ S(R) y w ∈ X tenemos que,
Ft(III)(τ ′) =
∫
R
e−itτ
′
(
ψ(t)
∫
|τ |≥1
eitτ
iτ + k2
ŵ(τ) dτ
)
dt
=
∫
R
∫
R
e−itτ
′
ψ(t)
eitτ
iτ + k2
ŵ(τ) χ|τ |≥1 dτ dt
=
∫
R
(∫
R
e−it(τ
′−τ)ψ(t) dt
)
ŵ(τ)
iτ + k2
χ|τ |≥1 dτ
=
∫
R
ψ̂(τ ′ − τ) ŵ(τ)
iτ + k2
χ|τ |≥1 dτ
=
(
ψ̂ ∗ ŵ
i(·) + k2 χ|·|≥1
)
(τ ′),
as´ı que,
Ft(III)(τ) =
(
ψ̂ ∗ ŵ
i(·) + k2 χ|·|≥1
)
(τ).
Por lo tanto,∥∥∥〈iτ + k2〉 12Ft(III)∥∥∥2
L2τ (R)
=
∫
R
〈iτ + k2〉
∣∣∣∣(ψ̂(τ ′) ∗τ ′ ŵ(τ ′)iτ ′ + k2 χ|τ ′|≥1
)
(τ)
∣∣∣∣2 dτ
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Ahora bien, como 〈iτ + k2〉 ≤ C [〈τ ′〉+ |i(τ − τ ′) + k2|] se sigue que:
〈iτ + k2〉 12
∣∣∣∣(ψ̂(τ ′) ∗τ ′ ŵ(τ ′)iτ ′ + k2 χ|τ ′|≥1
)
(τ)
∣∣∣∣
=
∣∣∣∣∫
R
〈iτ + k2〉 12 ψ̂(τ ′) ŵ(τ − τ
′)
i(τ − τ ′) + k2 χ|τ−τ ′|≥1 dτ
′
∣∣∣∣
≤
∫
R
〈iτ + k2〉 12
∣∣∣ψ̂(τ ′)∣∣∣ |ŵ(τ − τ ′)||i(τ − τ ′) + k2| χ|τ−τ ′|≥1 dτ ′
≤ C
[∫
R
〈τ ′〉 12
∣∣∣ψ̂(τ ′)∣∣∣ |ŵ(τ − τ ′)||i(τ − τ ′) + k2| χ|τ−τ ′|≥1 dτ ′
+
∫
R
∣∣∣ψ̂(τ ′)∣∣∣ ∣∣i(τ − τ ′) + k2∣∣ 12 |ŵ(τ − τ ′)||i(τ − τ ′) + k2| χ|τ−τ ′|≥1 dτ ′
]
≤ C
[(
〈·〉 12
∣∣∣ψ̂∣∣∣ ∗ |ŵ||i(·) + k2| χ|·|≥1
)
(τ)
+
(∣∣∣ψ̂∣∣∣ ∗ |ŵ|
|i(·) + k2| 12
χ|·|≥1
)
(τ)
]
.
Luego,
∥∥∥〈iτ + k2〉 12Ft(III)∥∥∥2
L2τ (R)
≤ C
[∫
R
∣∣∣∣(〈·〉 12 ∣∣∣ψ̂∣∣∣ ∗ |ŵ||i(·) + k2| χ|·|≥1
)
(τ)
∣∣∣∣2 dτ
+
∫
R
∣∣∣∣∣
(∣∣∣ψ̂∣∣∣ ∗ |ŵ|
|i(·) + k2| 12
χ|·|≥1
)
(τ)
∣∣∣∣∣
2
dτ

es decir,
∥∥∥〈iτ + k2〉 12Ft(III)∥∥∥2
L2τ (R)
≤ C
[∥∥∥∥〈·〉 12 ∣∣∣ψ̂∣∣∣ ∗ |ŵ||i(·) + k2| χ|·|≥1
∥∥∥∥2
L2τ (R)
+
∥∥∥∥∥∣∣∣ψ̂∣∣∣ ∗ |ŵ||i(·) + k2| 12 χ|·|≥1
∥∥∥∥∥
2
L2τ (R)
 .
La desigualdad de Young implica que:∥∥∥∥〈·〉 12 ∣∣∣ψ̂∣∣∣ ∗ |ŵ||i(·) + k2| χ|·|≥1
∥∥∥∥
L2τ
≤
∥∥∥〈τ〉 12 ψ̂∥∥∥
L1τ
∥∥∥∥ ŵ(τ)|iτ + k2| χ|τ |≥1
∥∥∥∥
L2τ∥∥∥∥∥∣∣∣ψ̂∣∣∣ ∗ |ŵ||i(·) + k2| 12 χ|·|≥1
∥∥∥∥∥
L2τ
≤
∥∥∥ψ̂∥∥∥
L1τ
∥∥∥∥∥ ŵ(τ)|iτ + k2| 12 χ|τ |≥1
∥∥∥∥∥
L2τ
.
Adema´s, dado que |τ | ≥ 1 entonces
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|iτ + k2| 12 ≤ |iτ + k2| y 〈iτ + k2〉 ≤ C |iτ + k2|, luego
∥∥∥〈iτ + k2〉 12Ft(III)∥∥∥2
L2τ (R)
≤ C
∥∥∥∥∥ ŵ(τ)〈iτ + k2〉 12
∥∥∥∥∥
2
L2τ (R)
(3.10)
3. Contribucio´n de II.
En primer lugar tenemos que
Ft(II) = Ft
(
ψ(t)
(
1− e−k2|t|
)∫
|τ |≤1
ŵ(τ)
iτ + k2
dτ
)
=
(∫
|τ |≤1
ŵ(τ)
iτ + k2
dτ
)
Ft
[
ψ(t)
(
1− e−k2|t|
)]
entonces∥∥∥〈iτ + k2〉 12 Ft(II)∥∥∥2
L2τ (R)
=
∣∣∣∣∫|τ |≤1 ŵ(τ)iτ + k2 dτ
∣∣∣∣2 ∥∥∥〈iτ + k2〉 12Ft [ψ(t)(1− e−k2|t|)]∥∥∥2
L2τ
pero usando la desigualdad de Cauchy-Schwarz tenemos∣∣∣∣∫|τ |≤1 ŵ(τ)iτ + k2 dτ
∣∣∣∣2 ≤
(∫
|τ |≤1
|ŵ(τ)|
〈iτ + k2〉 12
〈iτ + k2〉 12
|iτ + k2| dτ
)2
≤
(∫
|τ |≤1
|ŵ(τ)|2
〈iτ + k2〉 dτ
)(∫
|τ |≤1
〈iτ + k2〉
|iτ + k2|2 dτ
)
≤
(∫
R
|ŵ(τ)|2
〈iτ + k2〉 dτ
)(∫
|τ |≤1
〈iτ + k2〉
|iτ + k2|2 dτ
)
luego∥∥∥〈iτ + k2〉 12Ft(II)∥∥∥2
L2τ (R)
≤
∥∥∥〈iτ + k2〉 12Ft [ψ(t)(1− e−k2|t|)]∥∥∥2
L2τ
×
(∫
R
|ŵ(τ)|2
〈iτ + k2〉 dτ
)(∫
|τ |≤1
〈iτ + k2〉
|iτ + k2|2 dτ
)
(3.11)
Ahora bien, dado que estamos trabajando con k ∈ Z, consideremos dos casos:
k = 0 y |k| ≥ 1.
Si k = 0
ψ(t)
∫
|τ |≤1
1− e−02|t|
iτ + 02
ŵ(τ) dτ = 0
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con lo cual Ft(II) = 0 y de aqu´ı
∥∥∥〈iτ + 02〉 12Ft(II)∥∥∥2
L2τ
= 0.
Supongamos ahora que |k| ≥ 1. De una parte tenemos que∥∥∥〈iτ + k2〉 12Ft [ψ(t)(1− e−k2|t|)]∥∥∥2
L2τ
=
∥∥∥〈iτ + k2〉 12Ft (ψ(t))− 〈iτ + k2〉 12Ft (ψ(t)e−k2|t|)∥∥∥2
L2τ
≤ C
[∥∥∥〈iτ + k2〉 12 ψ̂∥∥∥2
L2τ
+
∥∥∥〈iτ + k2〉 12Ft (ψ(t)e−k2|t|)∥∥∥2
L2τ
]
y como 〈iτ + k2〉 ≤ C [|τ |+ 〈k2〉] y 〈iτ + k2〉 ≤ C [〈τ〉+ 〈k2〉] entonces∥∥∥〈iτ + k2〉 12 ψ̂∥∥∥
L2τ
≤ C
∥∥∥(|τ | 12 + 〈k2〉 12) ψ̂∥∥∥
L2τ
≤ C
[∥∥∥|τ | 12 ψ̂∥∥∥
L2τ
+ 〈k2〉 12
∥∥∥ψ̂∥∥∥
L2τ
]
≤ C〈k2〉 12
y∥∥∥〈iτ + k2〉 12Ft (ψ̂(t)e−k2|t|)∥∥∥
L2τ
≤ C
∥∥∥(〈τ〉 12 + 〈k2〉 12)Ft (ψ(t)e−k2|t|)∥∥∥
L2τ
≤ C
[∥∥∥〈τ〉 12Ft (ψ(t)e−k2|t|)∥∥∥
L2τ
+ 〈k2〉 12
∥∥∥Ft (ψ(t)e−k2|t|)∥∥∥
L2τ
]
.
Usando la estimativa (3.7) obtenida en la demostracio´n de la Proposicio´n
(3.2.1) (con b = 1
2
y b = 0 respectivamente) tenemos∥∥∥〈iτ + k2〉 12Ft (ψ̂(t)e−k2|t|)∥∥∥
L2τ
≤ C〈k2〉 12
con lo cual ∥∥∥〈iτ + k2〉 12Ft [ψ(t)(1− e−k2|t|)]∥∥∥2
L2τ
≤ C〈k2〉 ≤ C〈k〉2
Adicionalmente, para |k| ≥ 1 y |τ | ≤ 1 tenemos que 〈iτ + k
2〉
|iτ + k2|2 ≤ C
1
|k|2
entonces ∫
|τ |≤1
〈iτ + k2〉
|iτ + k2|2 dτ ≤ C
1
|k|2
∫
|τ |≤1
dτ ≤ C 1|k|2 (3.12)
Luego, (3.11) se transforma en∥∥∥〈iτ + k2〉 12Ft(II)∥∥∥2
L2τ (R)
≤ C 〈k〉
2
|k|2
(∫
R
|ŵ(τ)|2
〈iτ + k2〉 dτ
)
≤ C
∫
R
|ŵ(τ)|2
〈iτ + k2〉 dτ,
donde la u´ltima desigualdad es consecuencia de ser |k| ≥ 1 lo que implica que
〈k〉 ≤ C|k|.
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Por lo tanto, para todo k ∈ Z tenemos∥∥∥〈iτ + k2〉 12Ft(II)∥∥∥2
L2τ (R)
≤ C
∫
R
|ŵ(τ)|2
〈iτ + k2〉 dτ. (3.13)
4. Contribucio´n de I.
En primer lugar, como
I = ψ(t)
∫
|τ |≤1
(
eitτ − 1) ŵ(τ)
iτ + k2
dτ = ψ(t)
∫
|τ |≤1
∑
n≥1
(itτ)n
n!
ŵ(τ)
iτ + k2
dτ
=
∑
n≥1
ψ(t)
∫
|τ |≤1
tn(iτ)n
n!
ŵ(τ)
iτ + k2
dτ ≤
∑
n≥1
ψ(t)tn
n!
∫
|τ |≤1
(iτ)nŵ(τ)
iτ + k2
dτ
entonces,
Ft(I) =
∑
n≥1
Ft
(
ψ(t)tn
n!
∫
|τ |≤1
(iτ)nŵ(τ)
iτ + k2
dτ
)
=
∑
n≥1
(∫
|τ |≤1
(iτ)nŵ(τ)
iτ + k2
dτ
)
Ft
(
ψ(t)tn
n!
)
y de esta manera∥∥∥〈iτ + k2〉 12Ft(I)∥∥∥
L2τ (R)
=
∥∥∥∥∥∑
n≥1
(∫
|τ |≤1
(iτ)nŵ(τ)
iτ + k2
dτ
)
〈iτ + k2〉 12 Ft
(
ψ(t)tn
n!
)∥∥∥∥∥
L2τ
≤
∑
n≥1
(∫
|τ |≤1
|iτ |n |ŵ(τ)|
|iτ + k2| dτ
)∥∥∥∥〈iτ + k2〉 12Ft(ψ(t)tnn!
)∥∥∥∥
L2τ
≤
(∫
|τ |≤1
|ŵ(τ)|
|iτ + k2| dτ
)∑
n≥1
∥∥∥∥〈iτ + k2〉 12Ft(ψ(t)tnn!
)∥∥∥∥
L2τ
Dado que 〈iτ + k2〉 ≤ C [〈τ〉+ |k2|] entonces,∥∥∥∥〈iτ + k2〉 12Ft(ψ(t)tnn!
)∥∥∥∥
L2τ
≤ C
[∥∥∥∥〈τ〉 12Ft(ψ(t)tnn!
)∥∥∥∥
L2τ
+ |k|
∥∥∥∥Ft(ψ(t)tnn!
)∥∥∥∥
L2τ
]
≤ C
[∥∥∥∥ψ(t)tnn!
∥∥∥∥
H
1
2
t
+ |k|
∥∥∥∥ψ(t)tnn!
∥∥∥∥
L2t
]
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con lo cual,∥∥∥〈iτ + k2〉 12Ft(I)∥∥∥
L2τ (R)
≤ C
(∫
|τ |≤1
|ŵ(τ)|
|iτ + k2| dτ
)∑
n≥1
[∥∥∥∥ψ(t)tnn!
∥∥∥∥
H
1
2
t
+ |k|
∥∥∥∥ψ(t)tnn!
∥∥∥∥
L2t
]
.
(3.14)
Ahora bien, tenemos que∥∥∥∥ψ(t)tnn!
∥∥∥∥
L2t
≤
∥∥∥∥ψ(t)tnn!
∥∥∥∥
H
1
2
t
≤
∥∥∥∥ψ(t)tnn!
∥∥∥∥
H1t
≤ 1
n!
‖ψ(t)tn‖H1t
y adema´s, ‖ψ(t)tn‖H1t ≤ Cn. En efecto,
‖tnψ(t)‖H1 ≤ C [‖tnψ(t)‖H0 + ‖∂t (tnψ(t))‖H0 ]
pero,
‖tnψ(t)‖2H0 =
∫
R
|tn|2|ψ(t)|2 dt =
∫ 1
−1
t2n|ψ(t)|2 dt ≤
∫
R
|ψ(t)|2 = ‖ψ‖2H0
‖∂t (tnψ(t))‖H0 =
∥∥ntn−1ψ(t) + tnψ′(t)∥∥
H0
≤ n ∥∥tn−1ψ(t)∥∥
H0
+ ‖tnψ′(t)‖H0
≤ n‖ψ‖H0 + ‖ψ′‖H0
luego,
‖tnψ(t)‖H1 ≤ C [(n+ 1)‖ψ‖H0 + ‖ψ′‖H0 ] ≤ C(n+ 1) [‖ψ‖H0 + ‖ψ′‖H0 ]
≤ 2Cn [‖ψ‖H0 + ‖ψ′‖H0 ] ≤ Cn,
pues ψ ∈ S(R). Retomando la estimacio´n en (3.14) y usando la desigualdad
de Cauchy-Schwarz junto con (3.12), para |k| ≥ 1 tenemos que:
∥∥∥〈iτ + k2〉 12Ft(I)∥∥∥
L2τ (R)
≤ C
(∫
|τ |≤1
|ŵ(τ)|
|iτ + k2| dτ
)∑
n≥1
[
1
n!
Cn+ |k| 1
n!
Cn
]
≤ C
(∫
|τ |≤1
|ŵ(τ)|
|iτ + k2| dτ
)
(1 + |k|)
∑
n≥1
n
n!
≤ C(1 + |k|)
(∫
|τ |≤1
|ŵ(τ)|
|iτ + k2| dτ
)
≤ C〈k〉
(∫
|τ |≤1
|ŵ(τ)|
〈iτ + k2〉 12
〈iτ + k2〉 12
|iτ + k2| dτ
)
≤ C〈k〉
(∫
|τ |≤1
|ŵ(τ)|2
〈iτ + k2〉 dτ
) 1
2 (∫
|τ |≤1
〈iτ + k2〉
|iτ + k2|2 dτ
) 1
2
≤ C〈k〉
(∫
|τ |≤1
|ŵ(τ)|2
〈iτ + k2〉 dτ
) 1
2
C
1
|k|
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≤
(∫
R
|ŵ(τ)|2
〈iτ + k2〉 dτ
) 1
2
.
As´ı que, ∥∥∥〈iτ + k2〉 12Ft(I)∥∥∥2
L2τ (R)
≤ C
∫
R
|ŵ(τ)|2
〈iτ + k2〉 dτ. (3.15)
Por lo tanto, las estimativas (3.15), (3.13), (3.10) y (3.9) implican que:∥∥∥〈iτ + k2〉 12Ft(hk)∥∥∥2
L2( R)
=
∥∥∥〈iτ + k2〉 12Ft(I + II + III + IV )∥∥∥2
L2(R)
≤ C
[∥∥∥〈iτ + k2〉 12Ft(I)∥∥∥2
L2τ
+
∥∥∥〈iτ + k2〉 12Ft(II)∥∥∥2
L2τ
+
∥∥∥〈iτ + k2〉 12Ft(III)∥∥∥2
L2τ
+
∥∥∥〈iτ + k2〉 12Ft(IV )∥∥∥2
L2τ
]
≤ C
[
C
∫
R
|ŵ(τ)|2
〈iτ + k2〉 dτ + C
∫
R
|ŵ(τ)|2
〈iτ + k2〉 dτ
+ C
∫
R
|ŵ(τ)|2
〈iτ + k2〉 dτ + C
(∫
R
|ŵ(τ)|
〈iτ + k2〉 dτ
)2]
≤ C
[(∫
R
|ŵ(τ)|
〈iτ + k2〉 dτ
)2
+
∫
R
|ŵ(τ)|2
〈iτ + k2〉 dτ
]
Proposicio´n 3.2.3. Sea s ∈ R,
(a) Existe C > 0 tal que para toda v ∈ (R× T)∥∥∥∥χR+(t)ψ(t)∫ t
0
W(t− t′)v(t′) dt′
∥∥∥∥
X
1
2 ,s
≤ C
‖v‖
X−
1
2 ,s
+
(∑
k∈Z
〈k〉2s
(∫
R
|v̂(τ)|
〈iτ + k2〉 dτ
)2) 12 (3.16)
(b) Para cada 0 < δ < 1
2
existe Cδ > 0 tal que, para toda v ∈ X− 12+δ,s∥∥∥∥χR+(t)ψ(t)∫ t
0
W(t− t′)v(t′)dt′
∥∥∥∥
X
1
2 ,s
≤ Cδ‖v‖X− 12+δ,s (3.17)
Demostracio´n. Ver [2] pa´ginas 45-49.
Proposicio´n 3.2.4. Sean s ∈ R y δ > 0. Entonces para f ∈ X− 12+δ,s, la aplicacio´n
t ∈ R 7−→
∫ t
0
W(t− t′)f(t′) dt′ ∈ Hs+2δ(T) (3.18)
29
es continua. Ma´s au´n, si (fn) es una sucesio´n tal que fn −−−→
n→∞
0 en X−
1
2
+δ,s entonces∥∥∥∥∫ t
0
W(t− t′)fn(t′) dt′
∥∥∥∥
L∞(R+,Hs+2δ)
−−−→
n→∞
0 (3.19)
Demostracio´n. Ver [2] pa´ginas 50-53.
3.3. Estimativa Bilineal
Proposicio´n 3.3.1. Dado s ∈ (−1, 0], existen C, µ, δ > 0 tales que para todo par
de funciones u, v ∈ X 12 ,s con soporte compacto en [−T, T ]
‖∂x(uv)‖X− 12+δ,s ≤ C T
µ ‖u‖
X
1
2 ,s
‖v‖
X
1
2 ,s
(3.20)
Vamos a usar la siguiente versio´n, que es consecuencia de la Proposicio´n (3.3.1) junto
con la desigualdad
∀s ≥ sc, 〈k〉s ≤ 〈k〉s+c 〈k1〉s−s+c + 〈k〉s+c 〈k − k1〉s−s+c (3.21)
Proposicio´n 3.3.2. Dado s+c ∈ (−1, 0], existen C, µ, δ > 0 tales que
‖∂x(uv)‖X− 12+δ,s ≤ C T
µ
(
‖u‖
X
1
2 ,s
+
c
‖v‖
X
1
2 ,s
+ ‖u‖
X
1
2 ,s
‖v‖
X
1
2 ,s
+
c
)
, (3.22)
para todo s ≥ s+c y todo par de funciones u, v ∈ X
1
2
,s con soporte compacto en
[−T, T ].
Tendremos presente la siguiente relacio´n algebraica
ma´x (|σ|, |σ1|, |σ2|) ≥ |k| |k1| |k − k1| (3.23)
donde
σ = τ − k3, σ1 = τ1 − k31, σ2 = (τ − τ1)− (k − k1)3 (3.24)
Demostracio´n. (Proposicio´n 3.3.1) Esta prueba la realizaremos por dualidad. como
el dual del espacio Xb,s es X−b,−s, entonces
‖∂x(uv)‖X− 12+δ,s = sup‖w‖
X
1
2−δ,−s
=1
|(∂x(uv), w)|
‖u‖2b,s = ‖〈|τ − k3|+ k2〉b〈k〉sû‖2L2(R×Z)
=
∑
k∈Z
∫
R
〈|τ − k3|+ k2〉2b〈k〉2s|û(k, τ)|2dτ
=
∑
k∈Z
∫
R
(1 + (|τ − k3|+ k2)2)b(1 + k2)s|û(k, τ)|2dτ
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entonces tenemos que
‖u‖ 1
2
,s = ‖〈i(τ − k3) + k2〉
1
2 〈k〉sû‖L2(R×Z)
|(∂(uv), w)| =
∣∣∣∣∣∑
k∈Z
∫
R
∂̂(uv)(k, τ)ŵ(k, τ)dτ
∣∣∣∣∣
≤
∑
k∈Z
∫
R
|∂̂(uv)(k, τ)||ŵ(k, τ)dτ |
Como |∂̂(uv)(k, τ)| = |(ik)ûv(k, τ)| = |(ik)û ∗ v̂(k, τ)| entonces
|(∂(uv), w)| ≤ |k|
∑
k1
∫
R
|û(k1, τ1)||v̂(k − k1, τ − τ1)|dτ1
Haciendo
f̂(k, τ) = 〈i(τ − k3) + k2〉 12 〈k〉sû(k, τ)
ĝ(τ, k) = 〈i(τ − k3) + k2〉 12 〈k〉sv̂(k, τ)
ĥ(τ, k) = 〈i(τ − k3) + k2〉 12−δ〈k〉sŵ(k, τ)
y teniendo en cuenta las definiciones de σ, σ1 y σ2 de (3.24) se tiene :
|(∂(uv), w)| ≤
∑
k∈Z
∫
R
(∑
k1
∫
R
|û(k1, τ1)||v̂(k − k1, τ − τ1)|dτ1
)
|ŵ(k, τ)dτ |
=
∑
k,k1
∫
R×R
|k||û(k1, τ1)||v̂(k − k1, τ − τ1)||ŵ(k, τ)dτdτ1
=
∑
k,k1
∫
R×R
|k| |f̂(k1, τ1)|〈i(τ1 − k31) + k21〉
1
2 〈k1〉s
|ĝ(k − k1, τ − τ1)|
〈i(τ − τ1 − (k − k1)3 + (k − k1)2〉 12 〈k − k1〉s
|ĥ(k, τ)|
〈i(τ − k3) + k2〉 12−δ〈k〉−sdτdτ1
(3.25)
=
∑
k,k1
∫
R×R
|k| |f̂(k1, τ1)|〈iσ1 + k21〉
1
2 〈k1〉s
|ĝ(k − k1, τ − τ1)|
〈iσ2 + (k − k1)2〉 12 〈k − k1〉s
|ĥ(k, τ)|
〈iσ + k2〉 12−δ〈k〉−sdτdτ1
=
∑
k,k1
∫
R×R
|k|〈k〉s|ĥ(k, τ)|〈k〉−s|f̂(k1, τ1)|〈k − k1〉−s|ĝ(k − k1, τ − τ1)|
〈iσ + k2〉 12−δ〈iσ1 + k21〉
1
2 〈iσ2 + (k − k1)2〉 12
= I (3.26)
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Veamos que
I ≤ ‖f‖L2(T×R)‖g‖L2(T×R)‖h‖L2(T×R)
Dividamos Z2 × R2 en las siguientes regiones
A = {(τ, τ1, k, k1) ∈ R2 × Z2; |k1| ≥ 1, |k − k1| ≥ 1, |k| ≤ 2|k1|}
B = {(τ, τ1, k, k1) ∈ R2 × Z2; |k1| ≥ 1, |k − k1| ≥ 1, |k| ≥ 2|k1|}
D = {(τ, τ1, k, k1) ∈ R2 × Z2; k1 = 0 o |k − k1| ≤ 1}
y estimemos I en cada una de las anteriores regiones. Notemos que por simetr´ıa
podemos suponer que |σ1| ≥ |σ2| en A ∪B
1. Estimacio´n de I en A
Como (τ, τ1, k, k1) ∈ A, el teorema de Fubini implica que:
IA =
∑
k1
∫ 〈k1〉−s ∣∣∣f̂(τ1, k1)∣∣∣
〈iσ1 + k21〉
1
2
×
∑
k
∫ |k|〈k − k1〉−s |ĝ(τ − τ1, k − k1)| 〈k〉s ∣∣∣ĥ(τ, k)∣∣∣
〈iσ2 + (k − k1)2〉 12 〈iσ + k2〉 12−δ
dτ
 dτ1.
≤ ‖f‖L2tL2x
∥∥∥∥∥∥
(∑
k
∫ 〈k1〉−2s|k|2〈k − k1〉−2s〈k〉2s
〈iσ1 + k21〉〈iσ2 + (k − k1)2〉〈iσ + k2〉1−4δ
dτ
) 1
2
×
∑
k
∫ |ĝ(τ − τ1, k − k1)|2 ∣∣∣ĥ(τ, k)∣∣∣2
〈iσ + k2〉2δ dτ

1
2
∥∥∥∥∥∥∥∥
L2τ1`
2
k1
≤ ‖f‖L2tL2x
∥∥∥∥∥∑
k
∫ 〈k1〉−2s|k|2〈k − k1〉−2s〈k〉2s
〈iσ1 + k21〉〈iσ2 + (k − k1)2〉〈iσ + k2〉1−4δ
dτ
∥∥∥∥∥
1
2
L∞τ1`
∞
k1
×
∥∥∥∥∥∥∥
∑
k
∫ |ĝ(τ − τ1, k − k1)|2 ∣∣∣ĥ(τ, k)∣∣∣2
〈iσ + k2〉2δ dτ
∥∥∥∥∥∥∥
1
2
L1τ1`
1
k1
IA ≤ ‖f‖L2tL2x
(
sup
τ1,k1
〈k1〉−2s
〈iσ1 + k21〉
∑
k
∫ |k|2〈k − k1〉−2s〈k〉2s
〈iσ2 + (k − k1)2〉〈iσ + k2〉1−4δ dτ
) 1
2
×
∑
k
∫ ∣∣∣ĥ(τ, k)∣∣∣2
〈iσ + k2〉2δ
(∑
k1
∫
|ĝ(τ − τ1, k − k1)|2 dτ1
)
dτ

1
2
.
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Las desigualdades:∑
k1
∫
|ĝ(τ − τ1, k − k1)|2 dτ1 ≤
∑
k∈Z
∫
R
|ĝ(τ, k)|2 dτ = ‖ĝ‖2L2τ `2k = ‖g‖
2
L2tL
2
x
∑
k
∫ ∣∣∣ĥ(τ, k)∣∣∣2
〈iσ + k2〉2δ dτ ≤
∑
k∈Z
∫
R
∣∣∣ĥ(τ, k)∣∣∣2
〈σ〉2δ dτ =
∥∥∥∥∥ ĥ〈σ〉δ
∥∥∥∥∥
2
L2τ `
2
k
,
y el Lema 4, con θ = δ implican que:
IA ≤ C T µ ‖f‖L2tL2x ‖g‖L2tL2x ‖h‖L2tL2x
×
sup
τ1,k1
〈k1〉−2s
〈iσ1 + k21〉
∑ ∫
A(τ1,k1)
|k|2〈k〉2s〈k − k1〉−2s
〈iσ + k2〉1−4δ〈iσ2 + (k − k1)2〉 dτ

1
2
,
donde A(τ1, k1) = {(τ, k) ∈ R× Z; (τ, τ1, k, k1) ∈ A}. El Lema 3, con
s = −1 +  y δ = 
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conduce a:
IA ≤ C T µ ‖f‖L2tL2x ‖g‖L2tL2x ‖h‖L2tL2x (3.27)
2. Estimacio´n de I en B
De (3.26) se sigue que:
IB =
∑
k
∫ ∣∣∣ĥ(τ, k)∣∣∣
〈iσ + k2〉δ
×
∑
k1
∫ |k|〈k〉s〈k1〉−s〈k − k1〉−s ∣∣∣f̂(τ1, k1)∣∣∣ |ĝ(τ − τ1, k − k1)|
〈iσ1 + k21〉
1
2 〈iσ2 + (k − k1)2〉 12 〈iσ + k2〉 12−2δ
dτ1
 dτ.
Nuevamente, las desigualdad de Cauchy-Schwarz, la desigualdad de Ho¨lder, el
teorema de Fubini y la desigualdad:
∑
k
∫ ∣∣∣ĥ(τ, k)∣∣∣2
〈iσ + k2〉2δ dτ ≤
∑
k∈Z
∫
R
∣∣∣ĥ(τ, k)∣∣∣2
〈σ〉2δ dτ =
∥∥∥∥∥ ĥ〈σ〉δ
∥∥∥∥∥
2
L2τ `
2
k
implican que:
IB =
∥∥∥∥∥ ĥ〈σ〉δ
∥∥∥∥∥
L2τ `
2
k
×
∥∥∥∥∥∥
∑
k1
∫ |k|〈k〉s〈k1〉−s〈k − k1〉−s ∣∣∣f̂(τ1, k1)∣∣∣ |ĝ(τ − τ1, k − k1)|
〈iσ1 + k21〉
1
2 〈iσ2 + (k − k1)2〉 12 〈iσ + k2〉 12−2δ
dτ1
∥∥∥∥∥∥
L2τ `
2
k
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=
∥∥∥∥∥ ĥ〈σ〉δ
∥∥∥∥∥
L2τ `
2
k
∥∥∥∥∥∥
(∑
k1
∫ |k|2〈k〉2s〈k1〉−2s〈k − k1〉−2s
〈iσ1 + k21〉〈iσ2 + (k − k1)2〉〈iσ + k2〉1−4δ
dτ1
) 1
2
×
(∑
k1
∫ ∣∣∣f̂(τ1, k1)∣∣∣2 |ĝ(τ − τ1, k − k1)|2 dτ1)
1
2
∥∥∥∥∥∥
L2τ `
2
k
=
∥∥∥∥∥ ĥ〈σ〉δ
∥∥∥∥∥
L2τ `
2
k
∥∥∥∥∥∑
k1
∫ |k|2〈k〉2s〈k1〉−2s〈k − k1〉−2s
〈iσ1 + k21〉〈iσ2 + (k − k1)2〉〈iσ + k2〉1−4δ
dτ1
∥∥∥∥∥
L∞τ `∞k∥∥∥∥∥∑
k1
∫ ∣∣∣f̂(τ1, k1)∣∣∣2 |ĝ(τ − τ1, k − k1)|2 dτ1
∥∥∥∥∥
L1τ `
1
k
,
y razonando de manera ana´loga a como se hizo en la estimacio´n para I en A
obtenemos que:
IB ≤ C T µ ‖f‖L2tL2x ‖g‖L2tL2x ‖h‖L2tL2x
×
sup
τ,k
|k|2〈k〉2s
〈iσ + k2〉1−4δ
∑∫
B(τ,k)
〈k1〉−2s〈k − k1〉−2s
〈iσ1 + k21〉〈iσ2 + (k − k1)2〉
dτ1

1
2
(3.28)
donde B(τ, k) = {(τ1, k1) ∈ R× Z; (τ, τ1, k, k1) ∈ B}. Notemos que B(τ, k) es
el mismo conjunto definido en el Lema (3), luego con base en este lema y
tomando s = −1 +  y δ = 
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, tenemos que
IB ≤ C T µ ‖f‖L2tL2x ‖g‖L2tL2x ‖h‖L2tL2x (3.29)
3. Estimacio´n de I en D. Por simetr´ıa, supongamos que |k1| ≤ |k−k1|. Retoman-
do la demostracio´n en (3.28), para este caso tenemos que
ID ≤ C T µ ‖f‖L2tL2x ‖g‖L2tL2x ‖h‖L2tL2x
×
sup
τ,k
|k|2〈k〉2s
〈iσ + k2〉1−4δ
∑∫
D(τ,k)
〈k1〉−2s〈k − k1〉−2s
〈iσ1 + k21〉〈iσ2 + (k − k1)2〉
dτ1

1
2
donde D(τ, k) = {(τ1, k1) ∈ R× Z; (τ, τ1, k, k1) ∈ D}. De manera similar a
lo que ocurrio´ en las estimaciones anteriores, D(τ, k) corresponde al mismo
conjunto introducido en el Lema 3, entonces por este lema, con s = −1 +  y
δ = 
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, concluimos que
ID ≤ C T µ ‖f‖L2tL2x ‖g‖L2tL2x ‖h‖L2tL2x (3.30)
Por lo tanto, de (3.25), (3.27), (3.29) y (3.30) se sigue que
|∂x(uv), w| ≤ C T µ ‖f‖L2tL2x ‖g‖L2tL2x ‖h‖L2tL2x
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pero
‖f‖2L2tL2x =
∥∥∥f̂∥∥∥2
L2τ `
2
k
=
∑
k∈Z
∫
R
〈i(τ − k3) + k2〉〈k〉2s |û(τ, k)|2 dτ = ‖u‖2
X
1
2 ,s
‖g‖2L2tL2x = ‖ĝ‖
2
L2τ `
2
k
=
∑
k∈Z
∫
R
〈i(τ − k3) + k2〉〈k〉2s |v̂(τ, k)|2 dτ = ‖u‖2
X
1
2 ,s
‖h‖2L2tL2x =
∥∥∥ĥ∥∥∥2
L2τ `
2
k
=
∑
k∈Z
∫
R
〈i(τ − k3) + k2〉1−2δ〈k〉−2s |ŵ(τ, k)|2 dτ
= ‖w‖2
X
1
2−δ,−s
entonces
|∂x(uv), w| ≤ C T µ‖u‖X 12 ,s‖v‖X 12 ,s‖w‖X 12−δ,−s
y de esta manera
‖∂x(uv)‖X− 12+δ,s = sup‖w‖
X
1
2−δ,−s
=1
|∂x(uv), w| ≤ C T µ‖u‖X 12 ,s‖v‖X 12 ,s
Demostracio´n. Proposicio´n (3.3.2)
En primer lugar veamos que (3.21) es va´lida.
Como |k| ≤ |k − k1|+ |k1| y s− s+c > 0 entonces
〈k〉s−s+c ≤ C
[
〈k − k1〉s−s+c + 〈k1〉s−s+c
]
y as´ı
〈k〉s = 〈k〉s+c 〈k〉s−s+c ≤ C
[
〈k〉s+c 〈k1〉s−s+c + 〈k〉s+c 〈k − k1〉s−s+c
]
Ahora bien, para demostrar (3.3.2) vamos a retomar la demostracio´n de la Proposi-
cio´n (3.3.1) en (3.25) y usamos la desigualdad (3.21) para I, entonces
|(∂x(uv), w)| ≤ I ≤ C(I1 + I2)
donde, I es como en (3.26),
I1 =∑
k,k1∈Z
∫
R2
|k|〈k1〉−s+c 〈k − k1〉−s〈k〉s+c
∣∣∣f̂(τ1, k1)∣∣∣ |ĝ(τ − τ1, k − k1)| ∣∣∣ĥ(τ, k)∣∣∣
〈iσ1 + k21〉
1
2 〈iσ2 + (k − k1)2〉 12 〈iσ + k2〉 12−δ
dτ1 dτ
I2 =∑
k,k1∈Z
∫
R2
|k|〈k1〉−s〈k − k1〉−s+c 〈k〉s+c
∣∣∣f̂(τ1, k1)∣∣∣ |ĝ(τ − τ1, k − k1)| ∣∣∣ĥ(τ, k)∣∣∣
〈iσ1 + k21〉
1
2 〈iσ2 + (k − k1)2〉 12 〈iσ + k2〉 12−δ
dτ1 dτ
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Teniendo en cuenta que s+c < s < 0 entonces
〈k1〉−2s ≤ 〈k1〉−2s+c , 〈k − k1〉−2s ≤ 〈k − k1〉−2s+c
y as´ı podemos estimar I1 e I2 en los conjuntos A, B y D de manera ana´loga a como
se hizo en la demostracio´n de la Proposicio´n 3.3.1:
I1A ≤ C T µ ‖f‖L2tL2x ‖g‖L2tL2x ‖h‖L2tL2x
×
sup
τ1,k1
〈k1〉−2s+c
〈iσ1 + k21〉
∑ ∫
A(τ1,k1)
|k|2〈k〉2s+c 〈k − k1〉−2s
〈iσ + k2〉1−4δ〈iσ2 + (k − k1)2〉 dτ

1
2
≤ C T µ ‖f‖L2tL2x ‖g‖L2tL2x ‖h‖L2tL2x
×
sup
τ1,k1
〈k1〉−2s+c
〈iσ1 + k21〉
∑ ∫
A(τ1,k1)
|k|2〈k〉2s+c 〈k − k1〉−2s+c
〈iσ + k2〉1−4δ〈iσ2 + (k − k1)2〉 dτ

1
2
≤ C T µ‖u‖
X
1
2 ,s
+
c
‖v‖
X
1
2 ,s
‖w‖
X
1
2−δ,−s
I1B ≤ C T µ ‖f‖L2tL2x ‖g‖L2tL2x ‖h‖L2tL2x
×
sup
τ,k
|k|2〈k〉2s+c
〈iσ + k2〉1−4δ
∑∫
B(τ,k)
〈k1〉−2s+c 〈k − k1〉−2s
〈iσ1 + k21〉〈iσ2 + (k − k1)2〉
dτ1

1
2
≤ C T µ ‖f‖L2tL2x ‖g‖L2tL2x ‖h‖L2tL2x
×
sup
τ,k
|k|2〈k〉2s+c
〈iσ + k2〉1−4δ
∑∫
B(τ,k)
〈k1〉−2s+c 〈k − k1〉−2s+c
〈iσ1 + k21〉〈iσ2 + (k − k1)2〉
dτ1

1
2
≤ C T µ‖u‖
X
1
2 ,s
+
c
‖v‖
X
1
2 ,s
‖w‖
X
1
2−δ,−s
I1D ≤ C T µ ‖f‖L2tL2x ‖g‖L2tL2x ‖h‖L2tL2x
×
sup
τ,k
|k|2〈k〉2s+c
〈iσ + k2〉1−4δ
∑∫
D(τ,k)
〈k1〉−2s+c 〈k − k1〉−2s
〈iσ1 + k21〉〈iσ2 + (k − k1)2〉
dτ1

1
2
≤ C T µ ‖f‖L2tL2x ‖g‖L2tL2x ‖h‖L2tL2x
×
sup
τ,k
|k|2〈k〉2s+c
〈iσ + k2〉1−4δ
∑∫
D(τ,k)
〈k1〉−2s+c 〈k − k1〉−2s+c
〈iσ1 + k21〉〈iσ2 + (k − k1)2〉
dτ1

1
2
≤ C T µ‖u‖
X
1
2 ,s
+
c
‖v‖
X
1
2 ,s
‖w‖
X
1
2−δ,−s
36
I2A ≤ C T µ ‖f‖L2tL2x ‖g‖L2tL2x ‖h‖L2tL2x
×
sup
τ1,k1
〈k1〉−2s
〈iσ1 + k21〉
∑ ∫
A(τ1,k1)
|k|2〈k〉2s+c 〈k − k1〉−2s+c
〈iσ + k2〉1−4δ〈iσ2 + (k − k1)2〉 dτ

1
2
≤ C T µ ‖f‖L2tL2x ‖g‖L2tL2x ‖h‖L2tL2x
×
sup
τ1,k1
〈k1〉−2s+c
〈iσ1 + k21〉
∑ ∫
A(τ1,k1)
|k|2〈k〉2s+c 〈k − k1〉−2s+c
〈iσ + k2〉1−4δ〈iσ2 + (k − k1)2〉 dτ

1
2
≤ C T µ‖u‖
X
1
2 ,s
‖v‖
X
1
2 ,s
+
c
‖w‖
X
1
2−δ,−s
I2B ≤ C T µ ‖f‖L2tL2x ‖g‖L2tL2x ‖h‖L2tL2x
×
sup
τ,k
|k|2〈k〉2s+c
〈iσ + k2〉1−4δ
∑∫
B(τ,k)
〈k1〉−2s〈k − k1〉−2s+c
〈iσ1 + k21〉〈iσ2 + (k − k1)2〉
dτ1

1
2
≤ C T µ ‖f‖L2tL2x ‖g‖L2tL2x ‖h‖L2tL2x
×
sup
τ,k
|k|2〈k〉2s+c
〈iσ + k2〉1−4δ
∑∫
B(τ,k)
〈k1〉−2s+c 〈k − k1〉−2s+c
〈iσ1 + k21〉〈iσ2 + (k − k1)2〉
dτ1

1
2
≤ C T µ‖u‖
X
1
2 ,s
‖v‖
X
1
2 ,s
+
c
‖w‖
X
1
2−δ,−s
I2D ≤ C T µ ‖f‖L2tL2x ‖g‖L2tL2x ‖h‖L2tL2x
×
sup
τ,k
|k|2〈k〉2s+c
〈iσ + k2〉1−4δ
∑∫
D(τ,k)
〈k1〉−2s〈k − k1〉−2s+c
〈iσ1 + k21〉〈iσ2 + (k − k1)2〉
dτ1

1
2
≤ C T µ ‖f‖L2tL2x ‖g‖L2tL2x ‖h‖L2tL2x
×
sup
τ,k
|k|2〈k〉2s+c
〈iσ + k2〉1−4δ
∑∫
D(τ,k)
〈k1〉−2s+c 〈k − k1〉−2s+c
〈iσ1 + k21〉〈iσ2 + (k − k1)2〉
dτ1

1
2
≤ C T µ‖u‖
X
1
2 ,s
‖v‖
X
1
2 ,s
+
c
‖w‖
X
1
2−δ,−s
Por lo tanto,
I1 ≤ C T µ‖u‖
X
1
2 ,s
+
c
‖v‖
X
1
2 ,s
‖w‖
X
1
2−δ,−s
I2 ≤ C T µ‖u‖X 12 ,s‖v‖X 12 ,s+c ‖w‖X 12−δ,−s
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y de esta manera
|(∂x(uv), w)| ≤ C T µ
(
‖u‖
X
1
2 ,s
+
c
‖v‖
X
1
2 ,s
+ ‖u‖
X
1
2 ,s
‖v‖
X
1
2 ,s
+
c
)
‖w‖
X
1
2−δ,−s .
Luego,
‖∂x(uv)‖X− 12+δ,s = sup‖w‖
X
1
2−δ,−s
=1
|(∂x(uv), w)|
≤ C T µ
(
‖u‖
X
1
2 ,s
+
c
‖v‖
X
1
2 ,s
+ ‖u‖
X
1
2 ,s
‖v‖
X
1
2 ,s
+
c
)
3.4. Estimativa Trilineal
Proposicio´n 3.4.1. Dado s ∈ (−1
4
, 0], existen C, µ, δ > 0 tales que para toda tripla
de funciones u, v, w ∈ Xs, 12 con soporte compacto en [−T, T ]
‖∂x(uvw)‖X− 12+δ,s ≤ C T
µ ‖u‖
X
1
2 ,s
‖v‖
X
1
2 ,s
‖w‖
X
1
2 ,s
(3.31)
Demostracio´n. La prueba de este lema la realizaremos por dualidad y nos basaremos
en la siguiente relacio´n algebraica
max(|σ|, |σ1|, |σ2|, |σ3|) & |k − k1||k − k2||k − k3| (3.32)
= |k1 + k2||k1 + k3||k2 + k2|, (3.33)
donde
k = k1 + k2 + k3, τ = τ1 + τ2 + τ3 ki ∈ Z, τi ∈ R, i = 1, 2, 3
y
σ = τ − k3, σi = τi − k3i , i = 1, 2, 3.
Como el dual del espacio Xb,s es X−b,−s, entonces
‖∂x(uvw)‖X− 12+δ,s = sup‖h‖
X
1
2−δ,s
=1
|(∂x(uvw), h)|
(∂(uvw), h) =
∑
k∈Z
∫
R
∂̂(uvw)(k, τ)ĥ(k, τ)dτ
=
∑
k∈Z
∫
R
kûvw(k, τ)ĥ(k, τ)dτ
=
∑
k∈Z
∫
R
kû ∗ v̂ ∗ ŵ(k, τ)ĥ(k, τ)dτ
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Haciendo
f̂1(k, τ) = 〈i(τ − k3) + k2〉 12 〈k〉sû(k, τ)
f̂2(τ, k) = 〈i(τ − k3) + k2〉 12 〈k〉sv̂(k, τ)
f̂3(τ, k) = 〈i(τ − k3) + k2〉 12 〈k〉sŵ(k, τ)
f̂(k, τ) = 〈i(τ − k3) + k2〉 12−δ〈k〉−sĥ(k, τ)
tenemos
(∂(uvw), h) =
∑
k∈Z
∫
R
kf̂(k, τ)〈k〉s
〈i(τ − k3) + k2〉 12−δ û ∗ v̂ ∗ ŵ(k, τ)dτ (3.34)
Como:
û ∗ v̂ ∗ ŵ(k, τ) =
∑
k1,k2
∫
û(k1, τ1)v̂(k2, τ2)ŵ(k − k1 − k2), τ − τ1 − τ2)dτ1dτ2 (3.35)
sustituyendo (3.35) en (3.34), obtenemos
I = (∂(uvw), h) =
∑
k,k1,k2
∫
τ,τ1,τ2
kf̂(k, τ)〈k〉s
〈i(τ − k3) + k2〉 12−δ
∏
j〈kj〉−sf̂j(kj, τj)∏
j 〈i((σj, kj)2)〉
1
2︸ ︷︷ ︸
G(k,k1,k2,τ,τ1,τ2)
dτ dτ1 dτ2
=
∑
A
∫
G(k, k1, k2, τ, τ1, τ2)dτ dτ1 dτ2 +
∑
B
∫
G(k, k1, k2, τ, τ1, τ2)dτdτ1dτ2
+
∑
D
∫
G(k, k1, k2, τ, τ1, τ2)dτdτ1dτ2 +
∑
E
∫
G(k, k1, k2, τ, τ1, τ2)dτdτ1dτ2
donde:
A = {(k, k1, k2, τ, τ1, τ2) ∈ Z3 × R3, |k1| = max(|k1|, |k2|, |k3|) ≥ 1}
B = {(k, k1, k2, τ, τ1, τ2) ∈ Z3 × R3, |k2| = max(|k1|, |k2|, |k3|) ≥ 1}
D = {(k, k1, k2, τ, τ1, τ2) ∈ Z3 × R3, |k3| = max(|k1|, |k2|, |k3|) ≥ 1}
E = {(k, k1, k2, τ, τ1, τ2) ∈ Z3 × R3, max(|k1|, |k2|, |k3|) ≤ 1}
Las regiones A, B y D son sime´tricas por ello nosotros so´lo estimaremos a I en la
regio´n A y E
1. Estimativa de I sobre A
∑
k1∈A
∫
τ1∈A
|f̂1(k1, τ1)|g(k1, τ1)dτ1 ≤
‖f1‖L2(T×R)
∥∥∥∥∥ 〈k1〉−s〈iσ1 + k21〉1/2
∑∫ |k|〈k〉s|f̂(k, τ)|
〈iσ + k2〉1/2−δ m(kj, τj)dτdτ2
∥∥∥∥∥
l2k1
(A)L2τ1 (A)
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donde
g(k1, τ1) =
〈k1〉−s
〈iσ1 + k21〉1/2
∑
k,k2
∫ |k|〈k〉s|f̂(k)|
〈iσ + k2〉1/2−δ
∏
j=2,3〈kj〉−s|f̂(kj, τj)|∏
j=2,3〈iσj + k2j 〉1/2
dτdτ2
y
m(kj, τj) =
∏
j=2,3〈kj〉−s|f̂(kj, τj)|∏
j=2,3〈iσj + k2j 〉1/2
≤ ‖f1‖L2(T×R)
∑
k,k2
∫ ∥∥∥∥∥〈k1〉−s|k|〈k〉s|f̂(k, τ)|〈iσ + k2〉1/2−δ m(kj, τj)
∥∥∥∥∥
l2k1
(A)L2τ1 (A)
dτdτ2
≤ ‖f1‖L2(T×R)∑
k1,k2
∫ |f̂(k, τ)|
〈iσ + k2〉a
∥∥∥∥ |k|〈k〉s〈iσ + k2〉1/2−δ−a 〈k1〉−s〈iσ1 + k21〉1/2m(kj, τj)
∥∥∥∥
l2k1
(A)L2τ1 (A)
dτdτ2
≤ ‖f1‖L2(T×R)
∑
k2
∫ (∑
k
∫ |f̂(k, τ)|
〈iσ + k2〉aF (k, k2, τ, τ2)dτ
)1/2
dτ2
donde
F (k, k2, τ, τ2) =
|k|〈k〉2s
〈iσ + k2〉1−2δ−2a
∑
k1∈A
∫ 〈k1〉−2s
〈iσ + k2〉
∏
j=2,3〈kj〉−2s|f̂(kj, τj)|2∏
j=2,3〈iσj + k2j 〉
≤ ‖f1‖L2(T×R)
(∑
k
∫ |f̂(k, τ)|2
〈iσ + k2〉2a
)1/2∑
k2
∫ (∑
k
∫
F (k, k2, τ, τ2)
2dτ
)1/2
dτ2
= ‖f1‖L2(T×R)
∥∥∥∥∥ f̂(k, τ)〈iσ + k2〉a
∥∥∥∥∥
l2k(A)L
2
k(A)
×
∑
k2
∫ [∑
k
∫ ( |k|〈k〉2s
〈iσ + k2〉1−2δ−2a
∑
k
∫ 〈k1〉−2s
〈iσ1 + k1〉2m(kj, τj)
)
dτ
]1/2
dτ2
= ‖f1‖L2(T×R)
∥∥∥∥∥ f̂(k, τ)〈iσ + k2〉a
∥∥∥∥∥
l2k(A)L
2
k(A)
×
∑
k2
∫
(
〈k2〉−2s|f̂2(k2, τ2)|2
〈iσ2 + k22〉∑
k,k1
∫ |k|2〈k〉2s
〈iσ + k2〉1−2σ−2a
〈k1〉−2s
iσ1 + k21
〈k3〉−2s|f̂(k3, τ3)|2
〈iσ3 + k3〉 dτ1dτ)
1/2dτ2
≤ ‖f1‖L2(T×R)
∥∥∥∥∥ f̂2(k, τ)〈iσ + k2〉a
∥∥∥∥∥
l2k(A)L
2
k(A)
(∑
k2
∫
|f̂2(k2, τ2)| [G(k2, τ2)]2
)1/2
dτ2
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donde
G(k2, τ2) =[
〈k2〉−2s
〈iσ2 + k2〉
∑
k,k1
∫ |k|2〈k〉2s
〈iσ + k2〉1−2δ−2a
〈k1〉−2s|〈k3〉−2s
〈iσ1 + k1〉〈iσ3 + k3〉|f̂3(k3, τ3)|
2dτ1dτ
]1/2
≤ ‖f1‖L2(T×R)
∥∥∥∥∥ f̂2(k, τ)〈iσ + k2〉a
∥∥∥∥∥
l2k(A)L
2
τ (A)
‖f2‖L2(T×R)
(∑
k2
∫
[G(k2, τ2)]
2 dτ2
)1/2
≤ ‖f1‖L2(T×R)
∥∥∥∥∥ f̂2(k, τ)〈iσ + k2〉a
∥∥∥∥∥
l2k(A)L
2
τ (A)
‖f2‖L2(T×R) × (
∑
k2
∫ 〈k2〉−2s
〈iσ2 + k2〉∑
k,k1
∫ |k|〈k〉2s
〈iσ + k2〉1−2δ−2a
〈k1〉−2s〈k3〉−2s
〈iσ1 + k21〉〈iσ3 + k23〉
|f̂3(k3, τ3)|2dτ1dτdτ2)1/2
≤ ‖f1‖L2(T×R)
∥∥∥∥∥ f̂2(k, τ)〈iσ + k2〉a
∥∥∥∥∥
l2k(A)L
2
τ (A)
‖f2‖L2(T×R)×
( ∑
k,k1,k2
∫ |k|2〈k〉2s
〈iσ + k2〉1−2δ−2a
∏3
j=1〈kj〉−2s∏3
j=1〈iσj + k2j 〉
|f̂3(k3, τ3)|2dτdτ1dτ2
)1/2
≤ ‖f1‖L2(T×R)
∥∥∥∥∥ f̂2(k, τ)〈iσ + k2〉a
∥∥∥∥∥
l2k(A)L
2
τ (A)
‖f2‖L2(T×R)×
[∑
k,k2
∫ |k|2〈k〉2s
〈iσ + k2〉1−2δ−2a
〈k2〉−2s
〈iσ2 + k22〉
N(k, k1, k2, τ, τ1, τ2)dτdτ2
]1/2
donde
N(k, k1, k2, τ, τ1, τ2) =
∑
k1
∫ 〈k1〉−2s〈k3〉−2s
〈iσ1 + k21〉〈iσ3 + k23〉
|f̂3(k3, τ3)|2dτ1
=
∑
k1
∫ 〈k1〉−2s〈k3〉−2s
〈iσ1 + k21〉〈iσ3 + k23〉
|f̂3(k − k1 − k2, τ − τ1 − τ2)|2dτ1,
como
N(k, k1, k2, τ, τ1, τ2)
≤ sup
k1,τ1∈A
〈k−2s1 〉〈k−2s3 〉
〈iσ1 + k21〉〈iσ3 + k23〉
∑
k1
∫
|f̂3(k − k1 − k2, τ − τ1 − τ2)|2dτ1
y adema´s
41
∑
k1
∫
|f̂3(k − k1 − k2, τ − τ1 − τ2)|2dτ1 ≤
∑
k1
∫ ∞
−∞
|f̂3(k − k1 − k2, τ − τ1 − τ2)|2dτ1
haciendo −k1 = k˜1 y −τ1 = τ˜1 tenemos:
∑
k1
∫
|f̂3(k − k1 − k2, τ − τ1 − τ2)|2dτ1 ≤
∑
k1
∫ ∞
−∞
|f̂3(k˜1 + k − k2, τ˜1 + τ − τ2)|2dτ˜1
Ahora haciendo el cambio de variable
∗
k1= k˜1+k−k2 y ∗τ1= τ˜1+τ−τ2 tenemos
que:
∑
k1
∫
|f̂3(k − k1 − k2, τ − τ1 − τ2)|2dτ1 ≤
∑
∗
k1
∫ ∞
−∞
|f̂3(
∗
k1,
∗
τ1)|2d ∗τ1= ‖f̂3‖l2k1L2τ = ‖f3‖L2(T×R)
por lo tanto tenemos que:
N(k, k1, k2, τ, τ1, τ2) ≤ sup
k1,τ1∈A
〈k−2s1 〉〈k−2s3 〉
〈iσ1 + k21〉〈iσ3 + k23〉
‖f3‖L2(T×R)
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es decir que
I ≤ ‖f1‖L2(T×R)
∥∥∥∥∥ f̂2(k, τ)〈iσ + k2〉a
∥∥∥∥∥
l2k(A)L
2
τ (A)
‖f2‖L2(T×R)‖f3‖L2(T×R)×
[∑
k,k2
∫ |k|2〈k〉2s〈k2〉−2s
〈iσ + k2〉1−2δ−2a〈iσ2 + k22〉
]1/2
×
[
sup
k1,τ1∈A
〈k1〉−2s
〈iσ2 + k22〉
〈k3〉−2s〈k3〉−2s
〈iσ1 + k21〉〈iσ3 + k23〉
dτdτ2
]1/2
≤ sup
k1,τ1∈A
 〈k1〉−s
〈iσ1 + k21〉1/2
(∑
k,k2
∫ 〈k2〉−2s〈k3〉−2s|k|2〈k〉2s
〈iσ + k2〉1−2σ−2a∏j=2,3〈iσj + k2j 〉dτdτ2
)1/2×
‖f1‖L2(T×R)‖f2‖L2(T×R)‖f3‖L2(T×R)
∥∥∥∥∥ f̂2(k, τ)〈iσ + k2〉a
∥∥∥∥∥
l2k(A)L
2
τ (A)
por el lema (5) del ape´ndice se tiene:
I ≤ T µ‖f‖L2(T×R)‖f1‖L2(T×R)‖f2‖L2(T×R)‖f3‖L2(T×R)
2. Estimativa de I sobre E
Como max{|k1|, |k2|, |k3|} < 1, entonces |k1| = |k2| = |k3| = 0.
La siguiente proposicio´n es consecuencia directa de la proposicio´n (3.4.1) junto con
la desigualdad triangular, que implica
∀s ≥ s+c , 〈k〉s ≤ 〈k〉s
+
c 〈k1〉s−s+c + 〈k〉s+c 〈k2〉s−s+c + 〈k〉s+c 〈k − k1 − k2〉s−s+c (3.36)
Proposicio´n 3.4.2. Dado s+c ∈ (−14 , 0], existen C, µ, δ > 0 tales que para cada
s ≥ s+c y cada tripla de funciones u, v, w ∈ Xs,
1
2 con soporte compacto en [−T, T ]
‖∂x(uvw)‖X− 12+δ,s ≤
C [T µ ‖u‖
Xs,
1
2
‖v‖
X
1
2 ,s
+
c
‖w‖
X
1
2 ,s
+
c
+ ‖u‖
X
1
2 ,s
‖v‖
X
1
2 ,s
+
c
‖w‖
X
1
2 ,s
+
c
+ ‖u‖
X
1
2 ,s
+
c
‖v‖
X
1
2 ,s
+
c
‖w‖
X
1
2 ,s
]
3.5. Demostracio´n del Teorema 3.1.1
Sea ϕ ∈ Hs(T), con s > −1
4
. Probaremos la existencia de una solucio´n u para la
ecuacio´n integral (3.1) de la G-B en algu´n intervalo [0, T ] para T ≤ 1 suficientemente
pequen˜o.
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En primer lugar, es claro que si u es solucio´n de la ecuacio´n integral u = F (u),
donde
F (u) = ψ(t)
[
W(t)u0 − χR+(t)
∫ t
0
W(t− t′)∂x
(
ψ3T (t
′)u3(t′) + ψ2T (t
′)u2(t′)
)
dt′
]
(3.37)
entonces u es solucio´n de la ecuacio´n integral (3.1) en [0, T ].
As´ı pues, vamos a resolver (3.37) en el espacio
Z =
{
u ∈ Xs, 12 ; ‖u‖Z = ‖u‖
X
1
2 ,s
+
c
+ ν‖u‖
X
1
2 ,s
< +∞
}
(3.38)
donde s+c ∈ (−14 ,mı´n(0, s)) es fijo, y donde la constante ν esta´ definida para toda ϕ
no trivial por
ν =
‖ϕ‖
Hs
+
c
‖ϕ‖Hs
El objetivo es mostrar que F esta´ bien definida y que es una contraccio´n en B(0, R) ⊂
Z,donde B(0, R) es la bola cerrada de radio R, el cual elegiremos adecuadamente
mas adelante.
‖F (u)‖
X1/2,s
+
c
≤ ‖ψ(t)Wϕ‖X1/2,s+c
+
∥∥∥∥χR+(t) ∫ t
0
W(t− t′)∂x
(
ψ3T (t
′)u3(t′) + ψ2T (t
′)u2(t′)
)
dt′
∥∥∥∥
X
1
2 ,s
+
c
por la proposicio´n (3.2.1) tenemos que ‖ψ(t)W(t)ϕ‖
X1/2,s
+
c
≤ C‖ϕ‖
Hs
+
c
y por la
proposicio´n (3.2.3) parte b, con v = ∂x (ψ
3
T (t
′)u3(t′) + ψ2T (t
′)u2(t′)) se tiene que∥∥∥∥χR+(t) ∫ t
0
W(t− t′)∂x
(
ψ3T (t
′)u3(t′) + ψ2T (t
′)u2(t′)
)
dt′
∥∥∥∥
X
1
2 ,s
+
c
≤ Cδ‖∂x(ψ3Tu3 + ψ2Tu2)‖X−1/2+δ,s+c
De las proposiciones (3.3.1)y (3.4.1), existen C, µ > 0 tales que:
‖∂x(ψ3Tu3 + ψ2Tu2)‖X−1/2+δ,s+c
≤ C T µ (2‖ψTu‖
X
1
2 ,s
+
c
‖ψTu‖
X
1
2 ,s
+
c
+ ‖ψTu‖
X
1
2 ,s
+
c
‖ψTu‖
X
1
2 ,s
+
c
‖ψTu‖
X
1
2 ,s
+
c
)
≤ CT µ[‖ψTu‖2
X
1
2 ,s
+
c
+ ‖ψTu‖3
X
1
2 ,s
+
c
]
≤ CT µ[‖u‖2
X
1
2 ,s
+
c
+ ‖u‖3
X
1
2 ,s
+
c
]
Entonces
‖F (u)‖
X1/2,s
+
c
≤ C‖ϕ‖
Hs
+
c
+ CT µ[‖u‖2
X
1
2 ,s
+
c
+ ‖u‖3
X
1
2 ,s
+
c
] (3.39)
De igual manera por las proposiciones (3.2.1) y (3.2.3) parte b tenemos que
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‖F (u)‖X1/2,s ≤ C‖ϕ‖Hs + Cδ‖∂x(ψ3Tu3 + ψ2Tu2)‖X−1/2+δ,s
y por las proposiciones (3.3.1) y (3.4.1) que, existen C, µ > 0 tales que,
‖∂x(ψ3Tu3 + ψ2Tu2)‖X−1/2+δ,s ≤ C T µ (2‖ψTu‖X 12 ,s+c ‖ψTu‖X 12 ,s
+ 3(‖ψTu‖2
X
1
2 ,s
+
c
‖ψTu‖X 12 ,s)
≤ C T µ (‖u‖
X
1
2 ,s
+
c
‖u‖
X
1
2 ,s
+ ‖u‖2
X
1
2 ,s
+
c
‖u‖
X
1
2 ,s
).
Por lo tanto,
‖F (u)‖X1/2,s ≤ C‖ϕ‖Hs + CT µ[(‖u‖X 12 ,s+c ‖u‖X 12 ,s + ‖u‖
2
X
1
2 ,s
+
c
‖u‖
X
1
2 ,s
)]. (3.40)
As´ı que, (3.39) y (3.40) implican que,
‖F (u)‖Z = ‖F (u)‖X1/2,s + ν‖F (u)‖X1/2,s
≤ C(‖ϕ‖
Hs
+
c
+ ν‖ϕ‖Hs) + CT µ(‖u‖3Z + ‖u‖2Z) (3.41)
Por otra parte
F (u)− F (v) =
− χR+(t)
∫ t
0
W(t− t′)∂x
(
ψ3T (t
′)(u3 − v3)(t′) + ψ2T (t′)(u2 − v2)(t′)
)
dt′,
por la proposicio´n (3.2.3) parte b, existe Cδ tal que
‖F (u)− F (v)‖
X1/2,s
+
c
=
‖χR+(t)
∫ t
0
W(t− t′)∂x
(
ψ3T (t
′)(u3 − v3)(t′) + ψ2T (t′)(u2 − v2)(t′)
)
dt′‖X1/2,s
≤ Cδ‖∂x
(
ψ3T (u
3 − v3) + ψ2T (u2 − v2)
) ‖
X−1/2+δ,s
+
c
,
por las propiedades (3.3.1)y (3.4.1), existen C, µ > 0 tales que:
‖∂x
(
ψ3T (u
3 − v3) + ψ2T (u2 − v2)
) ‖
X−1/2+δ,s
+
c
≤
‖∂x
(
ψT (u− v)ψ2T (u2 + uv + v2)
) ‖
X−1/2+δ,s
+
c
+ ‖∂x (ψT (u− v)ψT (u+ v)) ‖X−1/2+δ,s+c
≤ CT µ[‖u− v‖
X1/2,s
+
c
(‖u‖2
X1/2,s
+
c
+ ‖u‖
X1/2,s
+
c
‖v‖
X1/2,s
+
c
+ ‖v‖2
X1/2,s
+
c
)
+ ‖u− v‖
X1/2,s
+
c
‖u+ v‖
X1/2,s
+
c
],
entonces
‖F (u)− F (v)‖
X1/2,s
+
c
≤ CT µ[‖u−v‖
X1/2,s
+
c
(‖u‖2
X1/2,s
+
c
+‖u‖
X1/2,s
+
c
‖v‖
X1/2,s
+
c
+‖v‖2
X1/2,s
+
c
)+‖u+v‖
X1/2,s
+
c
].
(3.42)
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De manera ana´loga
‖F (u)− F (v)‖X1/2,s
≤ CT µ‖u− v‖
X1/2,s
+
c
[‖u‖
X1/2,s
+
c
‖u‖X1/2,s + ‖u‖X1/2,s+c ‖v‖X1/2,s + ‖u‖X1/2,s‖v‖X1/2,s+c
+‖v‖
X1/2,s
+
c
‖v‖X1/2,s ]+CT µ‖u−v‖X1/2,s [‖u‖2X1/2,s+c +‖u‖X1/2,s+c ‖v‖X1/2,s+c +‖v‖
2
X1/2,s
+
c
]
+ CT µ(‖u− v‖
X1/2,s
+
c
‖u+ v‖X1/2,s + ‖u− v‖X1/2,s‖u+ v‖X1/2,s+c ). (3.43)
luego de (3.42) y (3.43), tenemos:
‖F (u)− F (v)‖Z = ‖F (u)− F (v)‖X1/2,S+c + ν‖F (u)− F (v)‖X1/2,s
≤ CT µ‖u− v‖Z‖u+ v‖Z + ‖u− v‖Z(‖u‖Z + ‖v‖Z)2
= CT µ‖u− v‖Z(‖u+ v‖Z + (‖u‖Z + ‖v‖Z)2). (3.44)
Sean u, v ∈ B(0, R) = {u ∈ Z; ‖u‖Z < R}, de la definicio´n de ν y (3.41) se tiene
‖F (u)‖Z < 2C‖ϕ‖Hs+c + CT µ(R2 +R3). (3.45)
Haciendo,
R = 4C‖ϕ‖
Hs
+
c
y T µ = 2θ(16C2‖ϕ‖
Hs
+
c
+ 64C3‖ϕ‖2
Hs
+
c
)−1, (3.46)
donde θ =
1 + 4c‖ϕ‖
Hs
+
c
2(1 + 8c‖ϕ‖
Hs
+
c
)
tenemos
‖F (u)‖Z < 2C‖ϕ‖Hs+c
+
C
16C2‖ϕ‖
Hs
+
c
+ 64C3‖ϕ‖2
Hs
+
c
(16C2‖ϕ‖2
Hs
+
c
+ 64C3‖ϕ‖2
Hs
+
c
)
= 3C‖ϕ‖
Hs
+
c
< R (3.47)
(3.44) implica que
‖F (u)− F (v)‖Z ≤ CT µ‖u− v‖Z(‖u+ v‖Z + (‖u‖Z + ‖v‖Z)2)
≤ CT µ‖u− v‖Z(‖u‖Z + ‖v‖Z + (‖u‖Z + ‖v‖Z)2)
≤ CT µ‖u− v‖Z(2R + 4R2)
<
1
2
‖u− v‖Z (3.48)
Luego la aplicacio´n F es estrictamente contractiva en B(0, 4C‖ϕ‖
Hs
+
c
), y por el
teorema del punto fijo existe u ∈ X 12 ,s tal que F (u) = u, es decir existe una solucio´n
de la ecuacio´n G−B en el intervalo [0, T ], con T = T (‖ϕ‖
Hs
+
c
) > 0
Ape´ndice
Lema 3. Para toda pareja fija (τ1, k1) con |k1| ≥ 1, definimos el siguiente
subconjunto de R× Z
A(τ1, k1) = {(τ, k) ∈ R× Z; |k| ≤ 2|k1|, |k − k1| ≥ 1, |σ2| ≤ |σ1|} .
Entonces, para todo  > 0, suficientemente pequen˜o, existe C > 0, que depende
u´nicamente de , tal que
I =
〈k1〉2−2
〈iσ1 + k21〉
∑ ∫
(τ,k)∈A
〈k − k1〉2−2|k|2〈k〉−2+2
〈iσ + k2〉1− 8 〈iσ2 + (k − k1)2〉
dτ ≤ C (3.49)
Demostracio´n. Ver [2], pa´ginas 60-62.
Lema 4. Sea f una funcio´n con soporte compacto (en el tiempo) en [−T, T ]. Para
cada 0 < θ < 1
2
existe µ = µ(θ) > 0 tal que∥∥∥∥∥F−1t,x
(
f̂(τ, k)
〈τ − k3〉θ
)∥∥∥∥∥
L2t (R)L2x(T)
≤ C T µ‖f‖L2t (R)L2x(T) (3.50)
Demostracio´n. ver [2], pa´ginas 63-64.
Lema 5. Para todo  > 0, existe C > 0 tal que ∀|k1| ≥ 1
I =
〈k1〉 12−2
〈iσ1 + k21〉
∑
k,k2
∫
A
〈k2〉 12−2〈k3〉 12−2|k|2〈k〉− 12+2
〈iσ + k2〉1−δ〈iσ + k22〉〈iσ3 + k23〉
dτ dτ2 ≤ C,
donde
A = A(k1, τ1) = {(k, k2, τ, τ2) ∈ Z2 × R2; |k1| ≥ max(|k2|, |k3|),
k = k1 + k2 + k3}, y 0 < δ  
Demostracio´n. La demostracio´n de este lema la realizaremos en varias etapas para
ello vamos a estimar a I en cuatro casos: |k1|  |k2|  |k3|, |k1|  |k2| ∼ |k3|,
|k1| ∼ |k2|  |k3| y |k1| ∼ |k1| ∼ |k3|.
Como k2 y k3 juegan el mismo papel, podemos asumir que
|k2| ≥ |k3|.
46
47
1. Si |k1|  |k2|  |k3|, tenemos k ∼ |k1|  |k2|  |k3|
• Si |σ| = max(|σ|, |σ|1, |σ|2, |σ|3), entonces por (3.33)
tenemos |σ| & 〈k1〉2|k2|, y adema´s |k1|
(1 + σ21 + k
2
1)
1/2
≤ 1.
I =
1
(iσ1 + σ21 + k
4
1)
1/2
∑
k,k2∈A
∫
A
〈k2〉1/2−2〈k3〉1/2−2|k|2
〈iσ + k2〉1−δ〈iσ + k22〉〈iσ3 + k23〉
dτ dτ2
.
∑
k,k2∈A
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ + k22〉〈iσ3 + k23〉
dτ dτ2. (3.51)
Si |k2| < 1, k2 = 0.
Si |k2| ≥ 1
〈iσ + k2〉1−δ ≥ 〈iσ + k2〉1−3δ〈σ2〉δ〈σ3〉δ
& (1 + k22)3(
1−3δ
2
)〈σ2〉δ〈σ3〉δ
= 〈k2〉3(1−3δ)〈σ2〉δ〈σ3〉δ
= 〈k2〉 32 (1−3δ)〈k2〉 32 (1−3δ)〈σ2〉δ〈σ3〉δ
& 〈k2〉 32 (1−3δ)〈k3〉 32 (1−3δ)〈σ2〉δ〈σ3〉δ (3.52)
(3.51), (3.52) y el hecho que k2 = 0 implican que
I .
∑
A∩|k2|≥1
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈k2〉 32 (1−3δ)〈k3〉 32 (1−3δ)〈σ2〉δ〈σ3〉δ〈iσ + k22〉〈iσ3 + k23〉
dτ dτ2
.
∑
A∩|k2|≥1
∫
A
dτ dτ2
〈k2〉1+2− 92 δ〈k3〉1+2− 92 δ〈σ2〉1+δ〈σ3〉1+δ
.
∑
k2
1
〈k2〉1+2− 92 δ
∑
k
1
〈k3〉1+2− 92 δ
∫
A
dτ2
〈σ2〉1+δ
∫
A
dτ
〈σ3〉1+δ < C, (3.53)
puesto que cada sumatoria como cada integral convergen, en efecto:
 ∑
k2
1
〈k2〉1+2− 92 δ
≤
∑
k2
1
(1 + |k2|)1+2− 92 δ
< C (3.54)
 ∑
k
1
〈k3〉1+2− 92 δ
≤
∑
k
1
(1 + |k3|)1+2− 92 δ
≤
∑
k
1
(1 + |k − k1 − k2|)1+2− 92 δ
≤
∑
j
1
(1 + |j|)1+2− 92 δ < C
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 ∫
A
dτ2
〈σ2〉1+δ ≤
∫ ∞
−∞
dτ2
(1 + |τ2 − k2|)1+δ
Haciendo el cambio de variable η = τ2 − k2, dη = −dτ2∫ ∞
−∞
dτ2
(1 + |τ2 − k2|)1+δ ≤
∫ −∞
∞
− dη
(1 + |η|)1+δ
≤
∫ ∞
−∞
dη
(1 + |η|)1+δ < C (3.55)
 ∫
A
dτ
〈σ3〉1+δ ≤
∫
A
dτ
(1 + |τ3 − k3|)1+δ
≤
∫
A
dτ
(1 + |τ − τ1 − τ2 − k − k1 − k2|)1+δ
≤
∫ ∞
−∞
dτ
(1 + |τ − τ1 − τ2 − k − k1 − k2|)1+δ ,
Haciendo el cambio de variable η = τ−τ1−τ2−k−k1−k2, dη = −dτ2∫ ∞
−∞
dτ
(1 + |τ − τ1 − τ2 − k − k1 − k2|)1+δ ≤
∫ −∞
∞
− dη
(1 + |η|)1+δ
≤
∫ ∞
−∞
dη
(1 + |η|)1+δ < C
(3.56)
De manera ana´loga se obtiene el acotamiento si |σ2| o |σ3| es el ma´ximo
de (|σ|, |σ1|, |σ2|, |σ3|).
• Si |σ1| = max(|σ|, |σ1|, |σ2|, |σ3|),
I .
∑
k,k2∈A
∫
A
〈k2〉 12−2〈k3〉 12−2|k|2
〈σ1〉〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2 (3.57)
〈iσ + k2〉1−δ = (1 + (iσ + k2)2) 1−δ2 = (1 + σ2 + k4) 1−δ2
≥ (1 + k4) 1−δ2 ≥ (1 + k4) 1−δ2 = 〈k〉2(1−δ) (3.58)
(3.58) implica
1
〈k〉2(1−δ) ≥
1
〈iσ + k2〉1−δ (3.59)
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(3.59), junto con la desigualdad |k|2 ≤ 〈k〉2 transforman a (3.57) en
I .
∑
k,k2∈A
∫
A
〈k2〉 12−2〈k3〉 12−2〈k〉2
〈σ1〉〈k〉2(1−δ)〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2
.
∑
k,k2∈A
∫
A
〈k2〉 12−2〈k3〉 12−2〈k〉2δ
〈σ1〉〈σ2〉〈σ3〉 dτ dτ2 (3.60)
〈σ1〉 = 〈σ1〉1−2δ〈σ1〉δ〈σ1〉δ
≥ 〈σ1〉1−2δ〈σ2〉δ〈σ3〉δ = (1 + σ21)
1−2δ
2 〈σ2〉δ〈σ3〉δ
= (1 + (τ1 − k31)2)
1−2δ
2 〈σ2〉δ〈σ3〉δ
≥ (1 + k61)
1−2δ
2 〈σ2〉δ〈σ3〉δ
≥ ((1 + k21)3)
1−2δ
2 〈σ2〉δ〈σ3〉δ ≥ 〈k1〉3(1−2δ)〈σ2〉δ〈σ3〉δ
& 〈k2〉3(1−2δ)−2δ〈k1〉2δ〈σ2〉δ〈σ3〉δ
& 〈k1〉2δ〈k2〉 32 (1−2δ)−δ〈k3〉 32 (1−2δ)−δ〈σ2〉δ〈σ3〉δ. (3.61)
Luego (3.61) y |k2| < 1 transforma a (3.60) en
I .
∑
A∩|k2|≥1
∫ 〈k2〉 12−2〈k3〉 12−2〈k〉2δ
〈k1〉2δ〈k2〉 32 (1−2δ)−δ〈k3〉 32 (1−2δ)−δ〈σ2〉δ〈σ3〉δ〈σ2〉〈σ3〉
dτ dτ2
.
∑
A∩|k2|≥1
∫ 〈k2〉−1+4δ−2〈k3〉−1+4δ−2
〈σ2〉1+δ〈σ3〉1+δ dτ dτ2
.
∑
k2
1
〈k2〉1+2−4δ
∑
k
1
〈k3〉1+2−4δ
∫
dτ
〈σ2〉1+δ
∫
1
〈σ3〉1+δ . C (3.62)
2. |k1|  |k2| ∼ |k3|
En este caso tenemos que
|k| ∼ |k1|  |k2| ∼ |k3| (3.63)
• Consideremos |σ| = max(|σ|, |σ1|, |σ2|, |σ3|),
|σ| & |k1 + k2||k1 + k3||k − k1| ∼ 〈k1〉2|k − k1| (3.64)
I . |k1|
2
〈iσ1 + k21〉
∑
k,k2∈A
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2, (3.65)
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〈iσ1 + k21〉 = (1 + σ21 + k41)1/2 ≥ (1 + |k1|4)1/2 ∼ 1 + |k1|2 > |k1|2 (3.66)
(3.66) transforma a (3.65) en
I .
∑
k,k2∈A
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2
I .
∑
k,k2∈A
|k−k1|<1
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2
+
∑
k,k2∈A
|k−k1|≥1
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2
(3.67)
Si |k − k1| < 1, k = k1
∑
k,k2∈A
|k−k1|<1
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2 .
∑
k2
∫
A
〈k2〉1−4
〈iσ + k2〉1−δ〈σ2〉〈σ3〉 dτ dτ2 .∑
k2
∫
A
〈k2〉1−4
〈iσ + k2〉1−3δ〈iσ + k2〉δ〈iσ + k2〉δ〈σ2〉〈σ3〉 dτ dτ2 .∑
k2
∫
A
〈k2〉1−4
〈k1〉2(1−3δ)〈σ2〉1+δ〈σ3〉1+δ dτ dτ2 .∑
k2
∫
A
〈k2〉1−4
〈k2〉2(1−3δ)〈σ2〉1+δ〈σ3〉1+δ dτ dτ2 .∑
k2
1
〈k2〉1+4−6δ
∫
A
dτ2
〈σ2〉1+δ
∫
A
dτ
〈σ3〉1+δ < C (3.68)
Si |k − k1| ≥ 1,
〈iσ + k2〉1−δ = 〈iσ + k2〉1−3δ〈iσ + k2〉δ〈iσ + k2〉δ
& 〈k〉2(1−3δ)|k − k1|1−3δ〈σ2〉δ〈σ3〉δ
= 〈k〉2(1−5δ)〈k1〉4δ|k − k1|1−3δ〈σ2〉δ〈σ3〉δ
& 〈k2〉 32 (1−5δ)〈k3〉 12 (1−5δ)〈k1〉4δ|k − k1|1−3δ〈σ2〉δ〈σ3〉δ
& 〈k2〉 32 (1−5δ)〈k3〉 12 (1−5δ)〈k1〉1+δ〈σ2〉δ〈σ3〉δ (3.69)
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∑
k,k2∈A
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2 .
∑
k,k2∈A
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈k2〉 32 (1−5δ)〈k3〉 12 (1−5δ)〈k1〉1+δ〈σ2〉δ〈σ3〉δ〈σ2〉〈σ3〉
dτ dτ2 .
∑
k,k2∈A
∫
A
dτ dτ2
〈k2〉1+2− 152 δ〈k3〉2− 152 δ〈k1〉1+δ〈σ2〉1+δ〈σ3〉1+δ
.
∑
k,k2∈A
∫
A
dτ dτ2
〈k2〉1+2− 152 δ〈k3〉1+2− 132 δ〈σ2〉1+δ〈σ3〉1+δ
.
∑
k2
1
〈k2〉1+2− 152 δ
∑
k
1
〈k3〉1+2− 132 δ
∫
A
dτ2
〈σ2〉1+δ
∫
A
dτ
〈σ3〉1+δ < C (3.70)
por (3.84), (3.68) y (3.70) se tiene que
I . C (3.71)
• |σ1| = max(|σ|, |σ1|, |σ2|, |σ3|)
|σ1| & |k1 + k2||k1 + k3||k − k1| ∼ 〈k1〉|k − k1| (3.72)
Se tiene
I .
∑
k,k2∈A
∫
A
〈k2〉1/2−2〈k3〉1/2−2|k|2
〈iσ1 + k21〉〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2
.
∑
k,k2∈A
∫
A
〈k2〉1/2−2〈k3〉1/2−2|k|2
〈iσ + k2〉1−δ〈iσ1 + k21〉〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2
.
∑
k,k2∈A
|k−k1|<1
∫
A
〈k2〉1/2−2〈k3〉1/2−2|k|2
〈iσ + k2〉1−δ〈iσ1 + k21〉〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2
+
∑
k,k2∈A
|k−k1|≥1
∫
A
〈k2〉1/2−2〈k3〉1/2−2|k|2
〈iσ + k2〉1−δ〈iσ1 + k21〉〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2.
(3.73)
Si |k − k1| < 1, k = k1 y adema´s
〈iσ1 + k21〉 = 〈iσ1 + k21〉1−3δ〈iσ1 + k21〉δ〈iσ1 + k21〉δ〈iσ1 + k21〉δ
& 〈iσ1 + k21〉1−3δ|k1|2δ〈σ2〉δ〈σ3〉δ (3.74)
〈iσ + k2〉(1−δ) = (1 + σ2 + k4) 12 (1−δ) ∼ (1 + |k|2)(1−δ) ≥ |k|2(1−δ) (3.75)
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(3.75) y (3.74) tenemos
∑
k,k2∈A
|k−k1|<1
∫
A
〈k2〉1/2−2〈k3〉1/2−2|k|2
〈iσ + k2〉1−δ〈iσ1 + k21〉〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2 .
∑
k2
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ1 + k21〉1−3δ〈σ2〉1+δ〈σ3〉1+δ
dτ dτ2 (3.76)
〈iσ1 + k21〉1−3δ = (1 + σ21 + k41)
1−3δ
2
& (1 + k41)
1
2
(1−3δ) ∼ (1 + k21)1−3δ = 〈k1〉2(1−3δ) (3.77)
(3.77) y (3.76) implica que
∑
k2
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ1 + k21〉1−3δ〈σ2〉1+δ〈σ3〉1+δ
dτ dτ2
∑
k2
∫
A
〈k2〉1−4
〈k1〉2(1−3δ)〈σ2〉1+δ〈σ3〉1+δ dτ dτ2 .∑
k2
∫
A
〈k2〉1−4
〈k2〉2(1−3δ)〈σ2〉1+δ〈σ3〉1+δ dτ dτ2 .∑
k2
1
〈k2〉1+4−6δ
∫
A
dτ2
〈σ2〉1+δ
∫
A
dτ
〈σ3〉1+δ < C (3.78)
Si |k − k1| ≥ 1
〈iσ1 + k21〉 = 〈iσ1 + k21〉1−3δ〈iσ1 + k21〉δ〈iσ1 + k21〉δ〈iσ1 + k21〉δ
& 〈k1〉2(1−3δ)|k − k1|1−3δ〈k1〉2δ〈σ2〉δ〈σ3〉δ
= 〈k1〉2(1−5δ)〈k1〉4δ|k − k1|1−3δ〈k1〉2δ〈σ2〉δ〈σ3〉δ
& 〈k1〉2(1−5δ)|k − k1|4δ|k − k1|1−3δ〈k1〉2δ〈σ2〉δ〈σ3〉δ
= 〈k1〉 32 (1−5δ)〈k1〉 12 (1−5δ)〈k1〉2δ|k − k1|1+δ〈σ2〉δ〈σ3〉δ (3.79)
〈iσ + k2〉 & |k|2(1−δ) (3.80)
(3.79) y (3.80) implican que
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∑
k,k2∈A
|k−k1|≥1
∫
A
〈k2〉1/2−2〈k3〉1/2−2|k|2
〈iσ + k2〉1−δ〈iσ1 + k21〉〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2 .
∑
k,k2∈A
|k−k1|≥1
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈k2〉 32 (1−5δ)〈k3〉 12 (1−5δ)|k − k1|1+δ〈σ2〉1+δ〈σ3〉1+δ
.
∑
k,k2∈A
|k−k1|≥1
∫
A
dτdτ2
〈k2〉1+2− 152 δ〈k3〉2− 52 δ|k − k1|1+δ〈σ2〉1+δ〈σ3〉1+δ
.
∑
k,k2∈A
|k−k1|≥1
∫
A
dτdτ2
〈k2〉1+2− 152 δ〈k3〉1+2− 32 δ〈σ2〉1+δ〈σ3〉1+δ
.
∑
k2
|k−k1|≥1
1
〈k2〉1+2− 152 δ
+
∑
k
|k−k1|≥1
1
〈k3〉1+2− 32 δ
∫
A
dτ2
〈σ2〉1+δ
∫
A
dτ
〈σ3〉1+δ < C
(3.81)
luego de (3.73), (3.78) y (3.81) tenemos que
I . C (3.82)
3. |k1| ∼ |k2|  |k3|
• Si |σ| = max(|σ|, |σ1|, |σ2|, |σ3|)
de (3.33) tenemos
|σ| & 〈k1〉〈k2〉|k1 + k2| (3.83)
I .
∑
k,k2∈A
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2
I .
∑
k,k2∈A
|k1+k2|<1
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2
+
∑
k,k2∈A
|k1+k2|≥1
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2
(3.84)
Si |k1 + k2| < 1, k2 = −k1
〈iσ + k2〉1−δ & 〈iσ + k2〉1−3δ〈σ2〉δ〈σ2〉δ
& 〈k1〉2(1−3δ)〈σ2〉δ〈σ2〉δ
& 〈k1〉 12 (1−3δ)〈k3〉 32 (1−3δ)〈σ2〉δ〈σ2〉δ, (3.85)
54
entonces ∑
k,k2∈A
|k1+k2|<1
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2 .
∑
k
∫
A
〈k1〉1/2−2〈k3〉1/2−2
〈k1〉 12 (1−3δ)〈k3〉 32 (1−3δ)〈σ2〉1+δ〈σ3〉1+δ
dτ dτ2 =
1
〈k1〉2− 32 δ
∑
k
∫
A
1
〈k3〉1+2− 92 δ〈σ2〉1+δ〈σ3〉1+δ
dτ dτ2 ≤
1
(1 + k21)
− 3
4
δ
∑
k
∫
A
1
〈k3〉1+2− 92 δ〈σ2〉1+δ〈σ3〉1+δ
dτ dτ2 ≤
M
∑
k
1
〈k3〉1+2− 92 δ
∫
A
dτ2
〈σ2〉1+δ
∫
A
dτ
〈σ3〉1+δ < C (3.86)
Si |k1 + k2| ≥ 1
〈iσ + k2〉1−δ = 〈iσ + k2〉1−3δ〈iσ + k2〉δ〈iσ + k2〉δ
& 〈k1〉1−3δ〈k2〉1−3δ|k1 + k2|1−3δ〈σ2〉δ〈σ3〉δ
& 〈k3〉1−3δ〈k2〉1−3δ−4δ〈k2〉4δ|k1 + k2|1−3δ〈σ2〉δ〈σ3〉δ
& 〈k3〉 32 (1−3δ)〈k2〉− 12 (1−3δ)〈k2〉1−7δ〈k2〉4δ|k1 + k2|1−3δ〈σ2〉δ〈σ3〉δ
& 〈k3〉 32 (1−3δ)〈k2〉− 12− 112 δ|k1 + k2|1+δ〈σ2〉δ〈σ3〉δ (3.87)
de (3.87) se tiene
∑
k,k2∈A
|k1+k2|≥1
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2 .
∑
k,k2∈A
|k1+k2|≥1
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈k3〉 32 (1−3δ)〈k2〉− 12− 112 δ|k1 + k2|1+δ〈σ2〉1+δ〈σ3〉1+δ
dτ dτ2 .
∑
k,k2∈A
|k1+k2|≥1
∫
A
dτ dτ2
〈k3〉1+2− 92 δ〈k2〉2− 112 δ|k1 + k2|1+δ〈σ2〉1+δ〈σ3〉1+δ
.
∑
k,k2∈A
|k1+k2|≥1
∫
A
dτ dτ2
〈k3〉1+2− 92 δ〈k2〉1+2− 92 δ〈σ2〉1+δ〈σ3〉1+δ
.
∑
k2
|k1+k2|≥1
1
〈k2〉1+2− 92 δ
∑
k
|k1+k2|≥1
1
〈k3〉1+2− 92 δ
∫
A
dτ2
〈σ2〉1+δ
∫
A
dτ
〈σ3〉1+δ < C (3.88)
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(3.84), (3.86) y (3.88), implican que
I . C (3.89)
• Si |σ1| = max(|σ|, |σ1|, |σ2|, |σ3|)
I .
∑
k,k2∈A
∫
A
〈k2〉1/2−2〈k3〉1/2−2|k|2
〈iσ1 + k21〉〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2
.
∑
k,k2∈A
∫
A
〈k2〉1/2−2〈k3〉1/2−2|k|2
〈iσ + k2〉1−δ〈iσ1 + k21〉〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2
.
∑
k,k2∈A
∫
A
〈k2〉1/2−2〈k3〉1/2−2|k|2
〈iσ + k2〉 14−〈iσ + k2〉 14 (3+4)〈iσ + k2〉−δ〈iσ1 + k21〉〈iσ2 + k22〉〈σ3〉
dτ dτ2
.
∑
k,k2∈A
∫
A
〈k2〉1/2−2〈k3〉1/2−2〈k〉2
〈iσ + k2〉 14−−δ〈k〉2( 14 (3+4))〈iσ1 + k21〉〈iσ2 + k22〉〈σ3〉
dτ dτ2
.
∑
k,k2∈A
∫
A
〈k2〉1/2−2〈k3〉1/2−2〈k〉2
〈iσ + k2〉 14−−δ〈k〉 32+2〈iσ1 + k21〉〈iσ2 + k22〉〈σ3〉
dτ dτ2
.
∑
k,k2∈A
∫
A
〈k2〉1/2−2〈k3〉1/2−2〈k1〉1/2−2
〈iσ + k2〉 14−−δ〈iσ1 + k21〉〈〈iσ2 + k22〉〈σ3〉
dτ dτ2 (3.90)
〈iσ2 + k22〉 = 〈iσ2 + k22〉3/4+〈iσ2 + k22〉1/4−
≥ 〈iσ2 + k22〉3/4+〈k2〉1/2−2 (3.91)
(3.91) y (3.90) implica
I .
∑
k,k2∈A
∫
A
〈k1〉1/2−2〈k3〉1/2−2
〈iσ + k2〉 14−−δ〈iσ1 + k21〉〈σ2〉3/4+〈σ3〉
dτ dτ2
.
∑
k,k2∈A
|k1+k2|<1
∫
A
〈k1〉1/2−2〈k3〉1/2−2
〈iσ + k2〉 14−−δ〈iσ1 + k21〉〈σ2〉3/4+〈σ3〉
dτ dτ2
+
∑
k,k2∈A
|k1+k2|≥1
∫
A
〈k1〉1/2−2〈k3〉1/2−2
〈iσ + k2〉 14−−δ〈iσ1 + k21〉〈σ2〉3/4+〈σ3〉
dτ dτ2
(3.92)
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Si |k1 + k2| < 1, k1 = −k, supongamos que |σ2| ≥ |σ1|∑
k,k2∈A
|k1+k2|<1
∫
A
〈k1〉1/2−2〈k3〉1/2−2
〈iσ + k2〉 14−−δ〈iσ1 + k21〉〈σ2〉3/4+〈σ3〉
dτ dτ2 .
∑
k
∫
A
〈k1〉1/2−2〈k3〉1/2−2
〈iσ + k2〉 14−−δ〈iσ1 + k21〉〈σ1〉3/4+〈σ3〉
dτ dτ2 .
∑
k
∫
A
〈k1〉1/2−2〈k3〉1/2−2
〈σ〉1−δ〈iσ1 + k21〉〈σ3〉
dτ dτ2 (3.93)
〈iσ1 + k21〉 = 〈iσ1 + k21〉1−3δ〈iσ1 + k21〉2δ〈iσ1 + k21〉δ
≥ 〈iσ1 + k21〉1−3δ〈σ〉2δ〈σ3〉δ
≥ 〈k1〉2(1−3δ)〈σ〉2δ〈σ3〉δ
& 〈k1〉1/2−3/2δ〈k3〉3/2(1−3δ)〈σ〉2δ〈σ3〉δ (3.94)
(3.94) y (3.93) implican
∑
k,k2∈A
|k1+k2|<1
∫
A
〈k1〉1/2−2〈k3〉1/2−2
〈iσ + k2〉 14−−δ〈iσ1 + k21〉〈σ2〉3/4+〈σ3〉
dτ dτ2 .
∑
k
∫
A
〈k1〉1/2−2〈k3〉1/2−2
〈σ〉1+δ〈k1〉1/2−3/2δ〈k3〉3/2−9/2δ〈σ3〉1+δ dτ dτ2
=
1
〈k1〉− 32 δ
∑
k
∫
A
dτ dτ2
〈k3〉1+2− 92 〈σ〉1+δ〈σ3〉1+δ
≤ C (3.95)
Si |k1 + k2| ≥ 1∑
k,k2∈A
|k1+k2|≥1
∫
A
〈k1〉1/2−2〈k3〉1/2−2
〈iσ + k2〉 14−−δ〈iσ1 + k21〉〈σ2〉3/4+〈σ3〉
dτ dτ2 .
∑
k,k2∈A
|k1+k2|≥1
∫
A
〈k1〉1/2−2〈k3〉1/2−2
〈σ〉 14−−δ〈σ2〉3/4+〈σ1〉〈σ3〉
dτ dτ2 .
∑
k,k2∈A
|k1+k2|≥1
∫
A
〈k1〉1/2−2〈k3〉1/2−2
〈σ〉1−δ〈σ1〉〈σ3〉 dτ dτ2 .
∑
k,k2∈A
|k1+k2|≥1
∫
A
〈k1〉1/2−2〈k3〉1/2−2
〈σ〉1+δ〈σ1〉1−3δ〈σ3〉1+δ dτ dτ2 (3.96)
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〈σ1〉1−3δ & 〈k1〉2(1−3δ)|k1 + k2|3/4−3δ
& 〈k1〉 12−2〈k3〉 32−6δ|k1 + k2|1+2−3δ (3.97)
(3.96) y (3.97) implican∑
k,k2∈A
|k1+k2|≥1
∫
A
〈k1〉1/2−2〈k3〉1/2−2
〈iσ + k2〉 14−−δ〈iσ1 + k21〉〈σ2〉3/4+〈σ3〉
dτ dτ2 .
∑
k,k2∈A
|k1+k2|≥1
∫
A
〈k1〉1/2−2〈k3〉1/2−2
〈σ〉1+δ〈k1〉 12−2〈k3〉 32−6δ|k1 + k2|1+2−3δ〈σ3〉1+δ
dτ dτ2 .
∑
k,k2∈A
|k1+k2|≥1
∫
A
dτ dτ2
〈k3〉1+2−6δ|k1 + k2|1+2−3δ〈σ〉1+δ〈σ3〉1+δ .
∑
k2
|k1+k2|≥1
1
|k1 + k2|1+2−3δ
∑
k
|k1+k2|≥1
1
〈k3〉1+2−6δ
∫
A
dτ dτ2
〈σ〉1+δ〈σ3〉1+δ (3.98)
4. |k1| ∼ |k1| ∼ |k3|
• Si |σ| = max(|σ|, |σ1|, |σ2|, |σ3|)
|σ| & |k − k1||k − k2||k − k3| (3.99)
a) Si |k1|  |k|
〈iσ + k2〉1−δ ≥ 〈σ〉1−3δ〈σ2〉δ〈σ3〉δ
≥ 〈k1〉1−3δ〈k2〉1−3δ〈k3〉1−3δ〈σ2〉δ〈σ3〉δ
≥ 〈k2〉 12− 32 δ〈k3〉 12− 32 δ〈k2〉1−3δ〈k3〉1−3δ〈σ2〉δ〈σ3〉δ
≥ 〈k2〉 32− 92 δ〈k3〉 32− 92 δ〈σ2〉δ〈σ3〉δ (3.100)
I .
∑
k,k2∈A
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2
.
∑
k,k2∈A
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈k2〉3/2− 92 δ〈k3〉3/2− 92 δ〈σ2〉1+δ〈σ3〉1+δ
dτ dτ2
=
∑
k,k2∈A
∫
A
dτ dτ2
〈k2〉1+2− 92 δ〈k3〉1+2− 92 δ〈σ2〉1+δ〈σ3〉1+δ
=
∑
k2
1
〈k2〉1+2− 92 δ
∑
k
1
〈k3〉1+2− 92 δ
∫
A
dτ2
〈σ2〉1+δ
∫
A
dτ
〈σ3〉1+δ ≤ C
(3.101)
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b) Si |k| v |k1|
|σ| & |k1 + k3||k1 + k2||k2 + k3| (3.102)
dado que k = k1 + k2 + k3, si los ki tienen el mismo signo se tiene
|σ| & 〈k1〉〈k2〉〈k3〉 (3.103)
(3.103) y (3.100) implican que
I .
∑
k,k2∈A
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2
.
∑
k,k2∈A
∫
A
dτ dτ2
〈k2〉1+2− 92 δ〈k3〉1+2− 92 δ〈σ2〉1+δ〈σ3〉1+δ
< C (3.104)
Supongamos que k1 tiene signo diferente con k2 y k3, entonces
tenemos
|σ| & |k1 + k2||k1 + k3|〈k1〉 (3.105)
I .
∑
k,k2∈A
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2
=
∑
k,k2∈A
|k1+k2|<1
|k1+k3|<1
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2
+
∑
k,k2∈A
|k1+k2|≥1
|k1+k3|<1
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2
+
∑
k,k2∈A
|k1+k2|<1
|k1+k3|≥1
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2
+
∑
k,k2∈A
|k1+k2|≥1
|k1+k3|≥1
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2 (3.106)
Analicemos por separado cada una de estas sumas,
〈iσ + k2〉1−δ ≥ 〈iσ + k2〉1−3δ〈iσ + k2〉δ〈iσ + k2〉1−δ
〈k〉2(1−3δ)〈σ2〉δ〈σ〉δ (3.107)
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por tanto
∑
k,k2∈A
|k1+k2|<1
|k1+k3|<1
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2 .
∑
k,k2∈A
|k1+k2|<1
|k1+k3|<1
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈k〉2(1−3δ)〈σ2〉1+δ〈σ〉1+δ dτ dτ2 =
∑
k
|k1+k2|<1
|k1+k3|<1
〈k〉1−4δ
〈k〉2(1−δ)
∫
A
dτ2
〈σ2〉1+δ
∫
A
dτ
〈σ3〉1+δ ≤ C (3.108)
∑
k,k2∈A
|k1+k2|≥1
|k1+k3|<1
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2 =
∑
k,k2∈A
|k1+k2|≥1
|k1+k3|<1
〈k2〉 12−2〈k1〉 12−2
〈k〉2(1−3δ)
∫
A
dτ2
〈σ2〉1+δ
∫
A
dτ
〈σ3〉1+δ .
.
∑
k2
|k1+k2|≥1
|k1+k3|<1
〈k2〉 12−2〈k1〉 12−2
〈k2〉 32 (1−3δ)〈k1〉 12 (1−3δ)
∫
A
dτ2
〈σ2〉1+δ
∫
A
dτ
〈σ3〉1+δ
. 1〈k1〉2−3δ
∑
k2
|k1+k2|.1
|k1+k3|<1
1
〈k2〉1+3− 92 δ
∫
A
dτ2
〈σ2〉1+δ
∫
A
dτ
〈σ3〉1+δ ≤ C (3.109)
∑
k,k2∈A
|k1+k2|<1
|k1+k3|≥1
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2 ≤
∑
k,k2∈A
|k1+k2|<1
|k1+k3|≥1
〈k1〉 12−2〈k〉 12−2
〈k〉2(1−3δ)
∫
A
dτ2
〈σ2〉1+δ
dτ
〈σ3〉1+δ .
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. 〈k1〉
1
2
−2
〈k1〉 12− 32 δ
∑
k
|k1+k2|<1
|k1+k3|≥1
〈k〉 12−2
〈k〉 32 (1−3δ)
∫
A
dτ2
〈σ2〉1+δ
∫
A
dτ
〈σ3〉1+δ
. 1〈k1〉2− 32 δ
∑
k
|k1+k2|<1
|k1+k3|≥1
1
〈k〉1+2− 92 δ
∫
A
dτ2
〈σ2〉1+δ
∫
A
dτ
〈σ3〉1+δ ≤ C (3.110)
|σ|1−δ & 〈σ〉1−3δ〈σ2〉δ〈σ3〉δ
& |k1 + k2|1−3δ|k1 + k3|1−3δ〈k1〉1−3δ〈σ2〉δ〈σ3〉δ
= |k1 + k2|1−3δ|k1 + k3|1−3δ〈k1〉1−3δ〈k1〉1−11δ〈k1〉4δ〈k1〉4δ〈σ2〉δ〈σ3〉δ
& 〈k2〉1−3δ〈k3〉1−3δ〈k1〉1−11δ〈k2〉4δ〈k3〉4δ〈σ2〉δ〈σ3〉δ
& 〈k2〉1+δ〈k3〉1+δ〈k1〉1−11δ〈σ2〉δ〈σ3〉δ (3.111)
∑
k,k2∈A
|k1+k2|≥1
|k1+k3|≥1
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈iσ + k2〉1−δ〈iσ2 + k22〉〈iσ3 + k23〉
dτ dτ2 .
∑
k,k2∈A
|k1+k2|≥1
|k1+k3|≥1
∫
A
〈k2〉1/2−2〈k3〉1/2−2
〈k2〉1+δ〈k3〉1+δ〈k1〉1−11δ〈σ2〉1+δ〈σ3〉1+δ dτ dτ2 .
.
∑
k,k2∈A
|k1+k2|≥1
|k1+k3|≥1
1
〈k2〉 12+2+δ〈k3〉 12+2+δ〈k2〉 12− 112 δ〈k3〉 12− 112 δ
∫
A
dτ dτ2
〈σ2〉1+δ〈σ3〉1+δ
.
∑
k,k2∈A
|k1+k2|≥1
|k1+k3|≥1
1
〈k2〉1+2− 92 δ〈k3〉1+2− 92 δ
∫
A
dτ2
〈σ2〉1+δ
∫
A
dτ
〈σ3〉1+δ ≤ C
(3.112)
• Si |σ1| = max(|σ|, |σ1|, |σ2|, |σ3|)
|σ1| & |k1 + k2||k1 + k3|〈k1〉 (3.113)
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I .
∑
k,k2∈A
∫
A
〈k〉2δ〈k2〉 12−2〈k3〉 12−2
〈iσ1 + k21〉〈σ2〉〈σ3〉
dτ dτ2 .
=
∑
k,k2∈A
|k1+k2|<1
|k1+k3|<1
∫
A
〈k〉2δ〈k2〉 12−2〈k3〉 12−2
〈iσ1 + k21〉〈σ2〉〈σ3〉
dτ dτ2
+
∑
k,k2∈A
|k1+k2|≥1
|k1+k3|<1
∫
A
〈k〉2δ〈k2〉 12−2〈k3〉 12−2
〈iσ1 + k21〉〈σ2〉〈σ3〉
dτ dτ2
+
∑
k,k2∈A
|k1+k2|<1
|k1+k3|≥1
∫
A
〈k〉2δ〈k2〉 12−2〈k3〉 12−2
〈iσ1 + k21〉〈σ2〉〈σ3〉
dτ dτ2
+
∑
k,k2∈A
|k1+k2|≥1
|k1+k3|≥1
∫
A
〈k〉2δ〈k2〉 12−2〈k3〉 12−2
〈iσ1 + k21〉〈σ2〉〈σ3〉
dτ dτ2
(3.114)
Analicemos cada una de estas sumas por separado
Si |k1 + k2| < 1y |k1 + k3| < 1, entones k1 = −k2 y k1 = −k3, adema´s
〈iσ1 + k21〉 = 〈iσ1 + k21〉1−3δ〈iσ1 + k21〉δ〈iσ1 + k21〉δ〈iσ1 + k21〉δ
= 〈iσ1 + k21〉1−3δ〈k1〉2δ〈iσ1 + k21〉δ〈iσ1 + k21〉δ (3.115)
entonces tenemos∑
k,k2∈A
|k1+k2|<1
|k1+k3|<1
∫
A
〈k〉2δ〈k2〉 12−2〈k3〉 12−2
〈iσ1 + k21〉〈σ2〉〈σ3〉
dτ dτ2 .
∑
k,k2∈A
|k1+k2|<1
|k1+k3|<1
∫
A
〈k2〉 12−2〈k3〉 12−2
〈iσ1 + k21〉1−3δ〈σ2〉1+δ〈σ3〉1+δ
dτ dτ2 .
∑
k,k2∈A
|k1+k2|<1
|k1+k3|<1
∫
A
〈k1〉 12−2〈k1〉 12−2
〈k1〉2(1−3δ)〈σ2〉1+δ〈σ3〉1+δ dτ dτ2 .
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.
∑
k
|k1+k2|<1
|k1+k3|<1
∫
A
dτ dτ2
〈k〉1+4−6δ〈σ2〉1+δ〈σ3〉1+δ
.
∑
k
|k1+k2|<1
|k1+k3|<1
1
〈k〉1+4−6δ
∫
A
dτ2
〈σ2〉1+δ
∫
A
dτ
〈σ3〉1+δ < C (3.116)
Si |k1 + k3 < 1, tenemos que k1 = −k3, por tanto k = k2, de esta manera
tenemos
∑
k,k2∈A
|k1+k2|≥1
|k1+k3|<1
∫
A
〈k〉2δ〈k2〉 12−2〈k3〉 12−2
〈iσ1 + k21〉〈σ2〉〈σ3〉
dτ dτ2 .
∑
k
|k1+k2|≥1
|k1+k3|<1
∫
A
〈k2〉 12−2〈k3〉 12−2
〈iσ1 + k21〉1−3δ〈σ2〉1+δ〈σ3〉1+δ
dτ dτ2 .
∑
k
|k1+k2|≥1
|k1+k3|<1
∫
A
dτ dτ2
〈k〉1+4−6δ〈σ2〉1+δ〈σ3〉1+δ .
∑
k
|k1+k2|≥1
|k1+k3|<1
1
〈k〉1+4−6δ
∫
A
dτ2
〈σ2〉1+δ
∫
A
dτ
〈σ3〉1+δ < C (3.117)
Si k1 + k2 < 1, K1 = −k2, k3 = k, entonces tenemos que
∑
k,k2∈A
|k1+k2|<1
|k1+k3|≥1
∫
A
〈k〉2δ〈k2〉 12−2〈k3〉 12−2
〈iσ1 + k21〉〈σ2〉〈σ3〉
dτ dτ2 .
∑
k,k2∈A
|k1+k2|<1
|k1+k3|≥1
∫
A
〈k2〉 12−2〈k3〉 12−2
〈k1〉2(1−3δ)〈σ2〉1+δ〈σ3〉1+δ dτ dτ2 .
∑
k
|k1+k2|<1
|k1+k3|≥1
∫
A
〈k1〉 12−2〈k〉 12−2
〈k1〉 32 (1−3δ)〈k1〉 12 (1−3δ)〈σ2〉1+δ〈σ3〉1+δ
dτ dτ2 .
(3.118)
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. 1〈k1〉2− 32 δ
∑
k
|k1+k2|<1
|k1+k3|≥1
∫
A
dτ dτ2
〈k〉1+2− 92 δ〈σ2〉1+δ〈σ3〉1+δ
.
. 1〈k1〉2− 32 δ
∑
k
|k1+k2|<1
|k1+k3|≥1
1
〈k〉1+2− 92 δ
∫
A
dτ2
〈σ2〉1+δ
∫
A
dτ
〈σ3〉1+δ < C (3.119)
Si |k1 + k2| ≥ 1 y |k1 + k3| ≥ 1,
〈iσ1 + k21〉1−3δ & |k1 + k2|1−3δ|k1 + k2|1−3δ〈k1〉1−3δ
& |k1 + k2|1−3δ|k1 + k2|1−3δ〈k1〉1−11δ〈k1〉1−4δ〈k1〉1−4δ
〈k1〉1−11δ〈k2〉1+δ〈k1〉1+δ (3.120)
∑
k,k2∈A
|k1+k2|≥1
|k1+k3|≥1
∫
A
〈k〉2δ〈k2〉 12−2〈k3〉 12−2
〈iσ1 + k21〉〈σ2〉〈σ3〉
dτ dτ2 .
∑
k,k2∈A
|k1+k2|≥1
|k1+k3|≥1
∫
A
〈k2〉 12−2〈k3〉 12−2
〈iσ1 + k21〉1−3δ〈σ2〉1+δ〈σ3〉1+δ
dτ dτ2 .
∑
k,k2∈A
|k1+k2|≥1
|k1+k3|≥1
∫
A
〈k2〉 12−2〈k3〉 12−2
〈k3〉1+δ〈k2〉1+δ〈k1〉1−11δ〈σ2〉1+δ〈σ3〉1+δ dτ dτ2 .
∑
k,k2∈A
|k1+k2|≥1
|k1+k3|≥1
∫
A
〈k2〉 12−2〈k3〉 12−2
〈k2〉1+δ〈k3〉1+δ〈k2〉 12 (1−11)δ〈k3〉 12 (1−11)δ〈σ2〉1+δ〈σ3〉1+δ
dτ dτ2 .
∑
k,k2∈A
|k1+k2|≥1
|k1+k3|≥1
∫
A
1
〈k2〉1+2− 92 δ〈k3〉1+2− 92 δ〈σ2〉1+δ〈σ3〉1+δ
dτ dτ2 .
∑
k2
|k1+k2|≥1
|k1+k3|≥1
1
〈k2〉1+2− 92 δ
∑
k
|k1+k2|≥1
|k1+k3|≥1
1
〈k3〉1+2− 92 δ
∫
A
dτ2
〈σ2〉1+δ
∫
A
dτ
〈σ3〉1+δ < C
(3.121)
Luego por lo obtenido en los items 1,2,3 y 4 tenemos el resultado.
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