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ABSTRACT
Star-forming regions in galaxies are surrounded by vast reservoirs of gas capable of both
emitting and absorbing Lyman-alpha (Lyα) radiation. Observations of Lyα emitters and spa-
tially extended Lyα haloes indeed provide insights into the formation and evolution of galax-
ies. However, due to the complexity of resonant scattering, only a few analytic solutions are
known in the literature. We discuss several idealized but physically motivated scenarios to ex-
tend the existing formalism to new analytic solutions, enabling quantitative predictions about
the transport and diffusion of Lyα photons. This includes a closed form solution for the radi-
ation field and derived quantities including the emergent flux, peak locations, energy density,
average internal spectrum, number of scatters, outward force multiplier, trapping time, and
characteristic radius. To verify our predictions, we employ a robust gridless Monte Carlo ra-
diative transfer (GMCRT) method, which is straightforward to incorporate into existing ray-
tracing codes but requires modifications to opacity-based calculations, including dynamical
core-skipping acceleration schemes. We primarily focus on power-law density and emissivity
profiles, however both the analytic and numerical methods can be generalized to other cases.
Such studies provide additional intuition and understanding regarding the connection between
the physical environments and observational signatures of galaxies throughout the Universe.
Key words: line: profiles – radiative transfer – methods: analytical – methods: numerical
1 INTRODUCTION
The Lyman-alpha (Lyα) line of neutral hydrogen is an important
probe of galaxy formation and evolution throughout cosmic history
(Partridge & Peebles 1967). However, due to the complex nature
of resonant scattering of Lyα photons in optically thick environ-
ments, the necessary radiative transfer modeling and interpretation
of observations are often challenging (Dijkstra 2014). Valuable in-
sights into the physical mechanisms regulating Lyα escape can be
obtained from back of the envelope calculations (Osterbrock 1962;
Adams 1972; Adams 1975; Hansen & Oh 2006). Furthermore, the
fundamental physical processes are well studied and a few ana-
lytic solutions exist in the literature for idealized cases (Harrington
1973; Neufeld 1990; Loeb & Rybicki 1999; Dijkstra et al. 2006;
Tasitsiomi 2006b; Higgins & Meiksin 2012; Ge & Wise 2017;
Smith et al. 2017, 2018; Seon & Kim 2020). The application of the
Fokker-Planck approximation within the radiative transfer equa-
tion has played a central role in this analytic progress due to the
simplification of local frequency diffusion in the wings of the line
profile compared to a full treatment of partial redistribution (Unno
1952; Hummer 1962; Rybicki & Dell’Antonio 1994). So far, full
solutions have been limited to homogeneous media in Cartesian or
spherical geometries. In this work, we generalize the solutions by
? E-mail: arsmith@mit.edu
† NHFP Einstein Fellow
considering the physically motivated case of power-law density and
emissivity profiles. We intend to be as thorough and general as pos-
sible while highlighting the most salient features of our results in
the final summary and discussion section of this work.
The development of Monte Carlo radiative transfer (MCRT)
codes with acceleration schemes has allowed for an accurate, uni-
versal approach to Lyα calculations (e.g. Auer 1968; Ahn et al.
2002; Zheng & Miralda-Escudé 2002). The most common im-
plementation is to perform ray-tracing assuming constant den-
sity within finite volume cells, especially when applied to ana-
lyze hydrodynamical simulations in post-processing (e.g. Tasit-
siomi 2006a; Laursen et al. 2009; Verhamme et al. 2012). However,
in this paper we employ a gridless Monte Carlo radiative transfer
(GMCRT) method for exact path integration rather than conform-
ing to a discretized representation of space. In the case of a power-
law profile, the gridless method makes our calculations more natu-
ral and accurate, which is desirable to ensure robustness despite the
additional expense of computing the associated special functions.
Furthermore, most Lyα MCRT codes employ a core-skipping tech-
nique to accelerate frequency diffusion into the wings of the Lyα
profile and a peeling-off technique to construct surface brightness
images, so we also provide the necessary modifications to retain
this in GMCRT.
This paper is organized as follows. In Section 2, we briefly
discuss the Lyα radiative transfer process and present the static par-
tial differential equation in arbitrary coordinates. This provides the
c© 2020 The Authors
ar
X
iv
:2
00
5.
09
69
2v
1 
 [a
str
o-
ph
.G
A]
  1
9 M
ay
 20
20
2 B. Lao & A. Smith
framework for the analytic calculations presented in the remain-
ing sections, which focus on specific geometries and situations.
In Section 3, we derive a complete solution of the transfer equa-
tion for the case of an optically-thick, static, isothermal slab with
an arbitrary density and emissivity profiles. In Section 4, follow-
ing the same process as the slab case, we derive analogous solu-
tions for optically-thick, static, isothermal spheres with homoge-
neous density but with power-law emissivity profiles. We cannot
provide a general expression for arbitrary density profiles in spher-
ical geometry because the eigenfunction expansion is coupled to
the spatial dependence of the absorption coefficient. The absence
of a universal variable transformation to eliminate geometrical ef-
fects leads to significant differences between slab and spherical ge-
ometry solutions. However, the results are qualitatively similar so
we present them together, illustrating the continuous transition be-
tween concentrated and extended emissivity-to-opacity configura-
tions. In Section 5, we generalize the spherical geometry solutions
to allow power-law profiles for both the emissivity and density. In
Section 6, we introduce our GMCRT method for gridless transport
and its application to power-law density profiles. This enables us to
numerically validate each of the new analytic results for resonant-
line radiative transfer within power-law profiles. Finally, in Sec-
tion 7, we provide a summary and perspective on the utility and
insights gained by pursuing the idealized models considered in this
work.
2 RESONANT-LINE RADIATION TRANSPORT
We now briefly introduce the problem setup and equations suitable
for any coordinate system. The specific intensity Iν(r, n, t) encodes
all information about the radiation field taking into account the fre-
quency ν, spatial position r, propagation direction unit vector n,
and time t. The general radiative transfer equation is given by:
1
c
∂Iν
∂t
+ n · ∇Iν = jν − kνIν +
"
kν′ Iν′Rν′ ,n′→ν,ndΩ′dν′ , (1)
where kν and jν denote the absorption and emission coefficients,
and the last term accounts for frequency redistribution due to par-
tially coherent scattering (Dijkstra 2014). The redistribution func-
tion R is the differential probability per unit initial photon frequency
ν′ and per unit initial directional solid angle Ω′ that the scattering
of such a photon traveling in direction n′ would place the scattered
photon at frequency ν and directional unit vector n. It is convenient
to convert to the dimensionless frequency
x ≡ ν − ν0
∆νD
, (2)
where ν0 denotes the frequency at line centre, ∆νD ≡ (vth/c)ν0 the
Doppler width of the profile, and vth ≡ (2kBT/mH)1/2 the thermal
velocity. The frequency dependence of the absorption coefficient
is given by the Voigt profile φVoigt. For convenience we define the
Hjerting-Voigt function H(a, x) =
√
pi∆νDφVoigt(ν) as the dimen-
sionless convolution of Lorentzian and Maxwellian distributions,
H(a, x) =
a
pi
∫ ∞
−∞
e−y
2
dy
a2 + (y − x)2 ≈
e
−x2 ‘core’
a√
pix2
‘wing’ . (3)
The ‘damping parameter’, a ≡ ∆νL/2∆νD, describes the relative
broadening compared to the natural line width ∆νL. In isothermal
gas, a is simply a parameter representing the temperature.
In general, it is only possible to solve equation (1) numerically,
so we apply further simplifications before attempting to find ana-
lytic solutions. We define angular moments of the radiation inten-
sity as Jx ≡ 14pi
∫
dΩIx and Hx ≡ 14pi
∫
dΩIxn. The angular-averaged
form of equation (1) is the zeroth order moment equation:
1
c
∂Jx
∂t
+ ∇ · Hx =
∫
jx
4pi
dΩ − kx Jx +
∫
kx′ Jx′Rx′→xdx′ , (4)
where Rx′→x ≡ (4pi)−2
!
dΩ′dΩRx′ ,n′→x,n. In optically-thick envi-
ronments we may apply Fick’s law as a closure relation to the mo-
ment equations:
Hx ≈ −∇Jx3kx . (5)
Likewise, we take advantage of the Fokker-Planck approxima-
tion to rewrite the redistribution integral (Rybicki & Dell’Antonio
1994):
−kx Jx +
∫
kx′ Jx′Rx′→xdx′ ≈ ∂
∂x
(
kx
2
∂Jx
∂x
)
. (6)
Thus, after incorporating equations (5) and (6) into (4) we have
1
c
∂Jx
∂t
=
∫
jx
4pi
dΩ + ∇ ·
(∇Jx
3kx
)
+
∂
∂x
(
kx
2
∂Jx
∂x
)
. (7)
In this paper we focus on steady-state solutions with ∂Jx/∂t ≈ 0.
Furthermore, we assume a static, isothermal environment, which
implies spatial-frequency independence for the absorption coeffi-
cient kx = k(r)H(x). We also break the constant luminosity source
into separable components, i.e.
#
jxdVdxdΩ = Lwith the spatial,
frequency, and angular dependence isolated as η(r), H(x)/
√
pi, and
1/(4pi), respectively (each normalized to unity):
1
k(r)
∇ ·
( ∇J
k(r)
)
+
3
2
H(x)
∂
∂x
(
H(x)
∂J
∂x
)
= −3L
4pi
η(r)
k(r)
H2(x)√
pi
. (8)
We then apply a change of variables with
dx˜ =
√
2
3
dx
τ0H(x)
such that x˜ ≈
√
2pi
27
x3
aτ0
, (9)
where τ0 denotes the optical depth at line centre. The transforma-
tion is based on the wing approximation from equation (3), and
maps onto the same domain x˜ ∈ (−∞,+∞). We similarly transform
from real space to normalized optical depth coordinates according
to
∇˜ ≡ τ0∇
k(r)
such that r˜ = min
∫ r
0
k(r′)
τ0
dr′ , (10)
which is well-defined if k(r) is continuous and the path integra-
tion yields the minimum optical depth over all paths. In this paper
we focus on slab and spherical geometries. In terms of the overall
width of the line, H2(x) is sharply peaked at x = 0, so we can re-
place it with a delta function. To preserve normalization, we note
that
∫
3τ0H2dx˜ =
∫ √
6H dx =
√
6pi, which allows a replacement
of 3τ0H2(x) ≈
√
6piδ(x˜). Finally, if we set J = J˜Lτ0
√
6/(4pi) then
the final equation describing our general setup is
∇˜2 J˜ + ∂
2 J˜
∂x˜2
= −η(r)
k(r)
δ(x˜) . (11)
We will now derive a general analytic solution for resonant-line ra-
diative transfer based on equation (11). Without loss of generality,
the physical domain can be infinite as long as the total optical depth
is still finite. Our solution extends the one presented by Harrington
(1973) and serves as a prototype for the analytic and numerical
methods in the remaining sections.
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This second order partial differential equation needs suitable
boundary conditions to get a unique and stable solution. Following
previous studies we require the solution to be finite throughout the
slab, zero as x → ±∞, and the surface intensity to be proportional
to the outward flux. For concreteness, if s represents the finite op-
tical depth surface and ∂˜s is the gradient in the normal direction of
the surface then the boundary conditions can be written as[
∂˜s J˜ + f τ0H(x˜)J˜
]
s
= 0 and lim
x˜→±∞ J˜ = 0 , (12)
where f is a positive constant of order unity (see Appendix A). The
domain of r˜ is compact so we employ an eigenfunction expansion
with separable space and frequency components:
J˜(r˜, x˜) =
∞∑
n=1
ϑn(r˜)ϕn(x˜) . (13)
The solutions of the homogeneous equation
∇˜2ϑn + λ2nϑn = 0 , (14)
form an orthonormal basis with eigenvalues λn, requiring that the
volume integrals satisfy the relation
∫
ϑnϑ
∗
m dV˜ = δnm. Upon sub-
stitution of equation (13) into equation (11), multiplying by ϑm, and
integrating over the volume V˜ we obtain
d2ϕn
dx˜2
− λ2nϕn = −
Qn
τ0
δ(x˜) , (15)
where the source term coefficients in our convention are
Qn =
∫
η(r)ϑn(r) dV = τ0
∫
η(r˜)
k(r˜)
ϑn(r˜) dV˜ . (16)
Away from x˜ = 0, the solution satisfying the boundary conditions
limx˜→±∞ J˜ = 0, and the jump condition ∆(dϕn/dx˜)x˜=0 = −Qn/τ0
derived from integrating equation (15) is
ϕn =
Qn
2τ0λn
e−λn |x˜| . (17)
Putting this all together we have a final solution of
J(r˜, x˜) =
L√6
8pi
∞∑
n=1
Qn
λn
e−λn |x˜|ϑn(r˜) . (18)
The radiation energy density can be derived as
u(r˜) =
4pi
c
∫
J dx =
L
c
Γ
(
1
3
) (
2aτ0√
pi
)1/3 ∞∑
n=1
Qn
λ4/3n
ϑn(r˜) . (19)
Furthermore, we define volume-weighted averages as
〈 f 〉 ≡
∫
f (r) dV∫
dV
=
∫
f (r˜) dV˜/k(r˜)∫
dV˜/k(r˜)
, (20)
and for convenience we define eigenfunction averages by Tn ≡
〈ϑn〉. Thus, a general expression for the average internal spectrum
is
〈J(x˜)〉 ≡ L
√
6
8pi
∞∑
n=1
QnTn
λn
e−λn |x˜| , (21)
and the average radiation energy density is
〈u〉 ≡ L
c
Γ
(
1
3
) (
2aτ0√
pi
)1/3 ∞∑
n=1
QnTn
λ4/3n
, (22)
which is related to the trapping time, defined by the expression
ttrap = L−1
∫
u(r˜) dV . We can also derive the outward force mul-
tiplier by approximating the flux as F ∝ ∇u:
MF ≡ L−1
"
k(r)F dx dV = − c
3L
∫
∇u(r) dV
= −Γ
(
4
3
) (
2aτ0√
pi
)1/3 ∞∑
n=1
Qn
λ4/3n
∫
∇ϑn(r) dV , (23)
related to the enhancement of momentum coupling compared to the
single scattering limit ofL/c. In addition, we define a characteristic
radius as the volume-weighted expectation value of position
rc ≡ 〈ru〉〈u〉 =
∑∞
n=1 QnRnλ
−4/3
n∑∞
n=1 QnTnλ
−4/3
n
, (24)
where for convenience we let Rn ≡ 〈rϑn〉. Finally, the average num-
ber of scatterings photons undergo from emission to escape is
Nscat ≈ 4pi3/2L−1
∫
J(r, 0)k(r) dV
= τ0
√
3pi
2
∞∑
n=1
Qn
λn
∫
ϑn(r˜) dV˜ . (25)
We must consider specific geometries to make further progress.
We first introduce a few special functions that will be employed
throughout this paper. The Lerch transcendent is defined as
Φ(z, s, a) =
∞∑
n=0
zn
(n + a)s
, (26)
which is sufficiently general for most of the solutions in this paper.
Further simplifications result in the polylogarithm function defined
as Lis(z) = Φ(z, s, 1) =
∑∞
n=1 z
n/ns, the Hurwitz zeta function de-
fined as ζ(s, a) = Φ(1, s, a) =
∑∞
n=0(n + a)
−s, and the Riemann zeta
function ζ(s) = Φ(1, s, 1) = Lis(1) = ζ(s, 1) =
∑∞
n=1 n
−s.
3 GENERAL SOLUTION FOR SLAB GEOMETRY
We now present a general solution for slab geometries. This is pos-
sible because any density profile in real space is isomorphic to
a homogeneous representation in normalized optical depth space.
Specifically, the transformation in equation (10) becomes:
z˜ =
∫ z
0
k(z′)
τ0
dz′ . (27)
At this point, we rewrite equation (11) for the specific case of a
static, isothermal, optically-thick slab, substituting to z˜:
∂2 J˜
∂z˜2
+
∂2 J˜
∂x˜2
= −η(z˜)
k(z˜)
δ(x˜) . (28)
For simplicity we also assume the functions η and k are symmetric
(even) about the central plane z˜ = 0 so z˜ ∈ (−1, 1). The solutions of
the homogeneous equation, ϑ′′n + λ
2
nϑn = 0, are of the form
ϑn = cos(λnz˜) where n = 1, 2, . . . , (29)
where the length of the eigenfunction is approximately unity,∫ 1
−1
cos2(λnz˜) dz˜ = 1 +
sin(2λn)
2λn
≈ 1 , (30)
and the boundary conditions require the eigenvalues to satisfy
λn tan(λn) = f τ0H(x˜) . (31)
MNRAS 000, 1–17 (2020)
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If the optical depth is large out to any frequency with appreciable
radiation, photons escape before they diffuse to frequencies where
the slab is optically thin, and we can use the approximation:
λn  f τ0H(x˜) . (32)
Thus, the eigenvalue to zeroth order is approximately
λn = pi(n − 1) + tan−1
(
f τ0H(x˜)
λn
)
≈ pi
(
n − 1
2
)
. (33)
Furthermore, the emission constants from equation (16) are
Qn = 2τ0
∫ 1
0
η(z˜)
k(z˜)
cos(λnz˜) dz˜
= 2
∫ ∞
0
η(z) cos
(
λn
∫ z
0
k(z′)
τ0
dz′
)
dz , (34)
averages from equation (20) are
Tn = Z−1
∫ Z
0
cos
(
λn
∫ z
0
k(z′)
τ0
dz′
)
dz , (35)
and the factor in characteristic radius from equation (24) is
Rn = Z−1
∫ Z
0
z cos
(
λn
∫ z
0
k(z′)
τ0
dz′
)
dz . (36)
The final solution from equation (18) is given by
J(z˜, x˜) =
L√6
8pi
∞∑
n=1
Qn
λn
cos(λnz˜) e−λn |x˜| . (37)
The spectral line profile at the boundary is particularly relevant
for observations. We use equation (31) to substitute cos(λn) =
λn sin(λn)/[ f τ0H(x˜)] ≈ λn(−1)n−1/[ f τ0H(x˜)], yielding
J(x˜) =
L√6
8pi
epi|x˜|/2
f τ0H(x˜)
∞∑
n=1
(−1)n−1Qne−npi|x˜| , (38)
with normalization
∫ +∞
−∞ J(x)dx =
3L
4pi2 f
∑∞
n=1(−1)n−1Qn/(n− 12 ). The
radiation energy density from equation (19) is
u(z˜) =
L
c
Γ
(
1
3
) (
2aτ0√
pi
)1/3 ∞∑
n=1
Qn
λ4/3n
cos(λnz˜) , (39)
with 2
∫ Z
0
d
dz cos
(
λn(z/Z)β+1
)
dz = 2[cos(λn) − 1] ≈ −2 the outward
force multiplier from equation (23) becomes
MF = 2Γ
(
4
3
) (
2aτ0√
pi
)1/3 ∞∑
n=1
Qn
λ4/3n
, (40)
and with
∫ 1
−1 cos(λnz˜) dz˜ = 2 sin(λn) ≈ 2(−1)n−1/λn the average
number of scatters before escape from equation (25) becomes
Nscat =
√
6pi τ0
∞∑
n=1
(−1)n−1Qn
λ2n
. (41)
The volume-averaged internal spectrum, radiation energy density,
and characteristic depth each depend on the specific density profile.
In the remaining subsections we consider specific cases for Qn, Tn,
and Rn, although we note that for a homogeneous slab z˜ = z/Z so
the coefficients simplify to Tn = (−1)n−1/λn and Rn = Z(Tn − λ−2n ).
The analytic solutions then also allow us to find precise peak po-
sitions for a given model. The procedure is to set ∂J/∂x = 0 and
numerically solve the resulting transcendental equations. Finally,
if we assume constant opacity, k(z) = k0, then the average trap-
ping time normalized to known factors (tlight = Z/c) is simply
ttrap/tlight = 2c〈u〉/L. To allow a more compact notation in this sec-
tion we introduce the function
Ψ±s (z) = pi
−sepiz/2 Φ
(
±epiz, s, 1
2
)
. (42)
3.1 Central point source
For a point source η(z) = δ(z) and Qn = 1. In this case the full
solution reduces after some mathematical manipulation to
J(z˜, x˜) =
L√6
8pi2
tanh−1
[
cos
(
piz˜
2
)
sech
(
pix˜
2
)]
. (43)
The spectral line profile at the boundary is found with the relation∑∞
n=1(−1)n−1 xn = x/(1 + x), valid for |x| < 1, which gives
J(x˜) =
L√6
16pi f τ0H(x˜)
sech
(
pix˜
2
)
. (44)
After transforming back to the original frequency notation, we ar-
rive at the final normalized version (Harrington 1973):
J(x)∫ +∞
−∞ J(x) dx
=
√
pi
6
x2
aτ0
sech

√
pi3
54
x3
aτ0
 . (45)
We have shown that the density profile k(z) does not affect the so-
lution at all when the emission follows a central point source. Also,
the peaks are located at xp = ±1.07 (aτ0)1/3, calculated from the
equation x¯ tanhx¯ = 2/3, where x¯ =
√
pi3/54x3/aτ0.
From equation (39) the radiation energy density is
u(z˜) =
L
c
Γ
(
1
3
) (
2aτ0√
pi
)1/3
Re
[
Ψ+4/3(iz˜)
]
, (46)
where Ψ is the special function defined in equation (42). We note
that the outward force multiplier in this case is MF ≈ 2.2 (aτ0)1/3
and the number of scatters is Nscat ≈ 1.6 τ0. Furthermore, in
a uniform density environment the trapping time is ttrap/tlight ≈
1.8 (aτ0)1/3 and the characteristic depth is zc ≈ 0.3 Z.
3.2 Uniform source
If the emissivity traces the absorption coefficient then k(z) =
2τ0η(z). Therefore, the constants from equation (34) are
Qn =
∫ 1
0
cos(λnz˜) dz˜ =
sin(λn)
λn
≈ (−1)
n−1
λn
. (47)
The general expression from equation (37) reduces to
J(z˜, x˜) =
L√6
8pi
Re
[
Ψ−2 (−|x˜| + iz˜)
]
. (48)
The line profile at the boundary from equation (38) becomes
J(x˜) =
L√6
4pi2 f τ0H(x˜)
tanh−1
(
e−pi|x˜|/2
)
. (49)
After transforming back to the original frequency notation, we ar-
rive at the final normalized version (Harrington 1973):
J(x)∫ +∞
−∞ J(x) dx
=
√
8
3pi
x2
aτ0
tanh−1
exp −
√
pi3
54
|x3|
aτ0
 . (50)
Therefore, when the emission follows the density, i.e. η(z) ∝ k(z),
the spectra is the same as a uniform source in a homogeneous slab.
Also, the peaks are located at xp = ±0.86 (aτ0)1/3, calculated from
4 coth−1(exp x¯) = 3x¯ cschx¯, with the same x¯ as before. The energy
density is
u(z˜) =
L
c
Γ
(
1
3
) (
2aτ0√
pi
)1/3
Re
[
Ψ−7/3 (iz˜)
]
. (51)
In this case the outward force multiplier is MF ≈ 0.61 (aτ0)1/3 and
the number of scatters is Nscat ≈ 1.2 τ0. Furthermore, in a uniform
density environment the trapping time is ttrap/tlight ≈ 1.3 (aτ0)1/3
and the characteristic depth is zc ≈ 0.4 Z.
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Figure 1. Peak frequency xpeak, number of scatterings Nscat, outward force
multiplier MF, light trapping time ttrap, and characteristic radius rc as a func-
tion of the emissivity-to-opacity parameter δ for both slab and spherical
geometries, illustrating the transition between central point (δ = 0) and uni-
form (δ = 1) sources. The solid curves are calculated with the full series
expansion, while the dashed curves reveal regions where the analytic so-
lutions are less reliable due to the approximations in the derivations. As δ
increases, the peak position shifts towards line centre and in the slab case
is well described by a slope of dxpeak/dδ ≈ −0.2 (see Figure 4). Similarly,
ttrap, Nscat, and MF decrease while rc becomes more extended (see Figure 5).
The blue (red) curve is for a uniform slab (sphere) while the green (yellow)
curve corresponds to a steeper profile of k ∝ r−1/2.
3.3 Power-law profiles
We now consider power-law profiles for both the emissivity and
absorption coefficient. This results in a single parameter repre-
senting the continuous transition from inward to outward opac-
ity relative to the sources. We give the (normalized) emissivity as
η(z) = (α + 1)|z/Z|α/(2Z) = η0|z|α and absorption coefficient as
0
0.2
0.4
0.6
0.8
1
x p
ea
k
/(
a
0)
1/
3
Sphere Point Source
Sphere Uniform Source
0
0.2
0.4
0.6
0.8
1
N
sc
at
/
0
Analytic Approx.
10.80.60.40.20
0
0.5
1
1.5
(t t
ra
p
/t
lig
ht
)/
(a
0)
1/
3
Slab Point Source
Slab Uniform Source
Figure 2. The evolution of the peak frequency xpeak, number of scatters
Nscat, and trapping time ttrap as a function of the power-law opacity ex-
ponent β. Results are shown for both slab and spherical geometries with
central point (δ = 0) and uniform (δ = 1) emissivities. The solid curves
are calculated with the full series expansion, while the dashed curves are
from the approximate analytic solutions. The solutions are accurate when
β is close to zero, but has clear deviations as β → −1. Intuitively, as the
profiles steepen xpeak shifts towards line centre and both Nscat and ttrap are
reduced. Due to the positive exponent of λn in Qn for the point source (see
equation 128), both Nscat and ttrap are expected to diverge at some point be-
low β . −1/2. We also note the the force multiplier MF and characteristic
radius rc do not depend strongly on β so for simplicity are not shown.
k(z) = k0|z|β for z ∈ [−Z,Z] with both zero elsewhere. We re-
quire {α, β} > −1 so that path integrals are finite, i.e. the cumu-
lative optical depths are τ0 =
∫ Z
0
k(z′)dz′ = k0Zβ+1/(β + 1) and
z˜ =
∫ z
0
k(z′) dz′/τ0 = (z/Z)|z/Z|β. Therefore, the unknown constant
from equation (34) is
Qn = δ
∫ 1
0
z˜δ−1 cos (λnz˜) dz˜ = 1F2
(
δ
2
;
1
2
,
δ
2
+ 1;−λ
2
n
4
)
, (52)
where δ ≡ (α+1)/(β+1) > 0 and 1F2 is a generalized hypergeomet-
ric function. In order to move forward, we use a Taylor expansion to
approximate the hypergeometric function, considering the special
value of λn ≈ pi(n − 1/2). The expression is as follows:
Qn ≈ C(δ)
λδn
+
δ(−1)n−1
λn
+ O
(
1
λ3n
)
, (53)
where C(δ) = cos(piδ/2)Γ(1 + δ). This approximation is good when
δ < 2, otherwise we require higher-order correction terms. The
error of the approximation is shown in Figure B1. After substitution
into equation (37) the final expression is
J(z˜, x˜) =
L√6
8
C(δ)Re
[
Ψ+δ+1(−|x˜| + iz˜)
]
+ δJuni(z˜, x˜) . (54)
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The spectral line profile at the boundary is
J(x˜) =
L√6C(δ)
8pi2 f τ0H(x˜)
Ψ−δ (−|x˜|) + δJuni(x˜) , (55)
where Juni(x˜) denotes the result from equation (49). The normaliza-
tion factor is given by the following expression:∫ +∞
−∞
J(x) dx =
3L
8pi f
(
2C(δ)Ψ−δ+1(0) + δ
)
. (56)
In this case the peak locations satisfy
2C(δ)
δ
(
Ψ−δ (y¯) −
3x¯
pi
Ψ−δ−1(y¯)
)
= 3x¯csch (x¯) − 4coth−1
(
ex¯
)
, (57)
with y¯ = −2x¯/pi, the solutions of which are shown in Figure 1,
demonstrating that the peak locations are within an order unity fac-
tor from (aτ0)1/3. The radiation energy density is
u(z˜) =
L
c
Γ
(
1
3
) (
2aτ0√
pi
)1/3
C(δ)Re
[
Ψ+δ+4/3 (iz˜)
]
+ δuuni(z˜) , (58)
the outward force multiplier is
MF ≈ −2Γ
(
4
3
) (
2aτ0√
pi
)1/3 (
C(δ)Ψ+δ+4/3(0) + piδΨ
−
7/3(0)
)
, (59)
and the average number of scattering events is
Nscat ≈ τ0
√
6pi
(
C(δ)Ψ−δ+2(0) + δΨ
+
3 (0)
)
. (60)
In this case Tn and Rn are similar to Qn but with δ replaced by
factors of κ = 2/(β+1). Although the approximations are only valid
for a limited range in β, for completeness we provide approximate
solutions. From equation (21) the average internal spectrum is
〈J(x˜)〉 =
√
6L
8pi
(
C(δ)C(κ/2)Ψ+δ+ κ2 +1 (−|x˜|) +
κC(δ)
2
Ψ−δ+2 (−|x˜|)
+ δC(κ/2)Ψ−2+κ/2 (−|x˜|) +
κδ
2
Ψ+3 (−|x˜|)
)
, (61)
and from equation (22) the average energy density is
〈u〉 =L
c
Γ
(
1
3
) (
2aτ0√
pi
)1/3 (
C(κ/2)δΨ−7
3 +κ/2
(0) +
κδ
2
Ψ+10
3
(0)
+ C(δ)C(κ/2)Ψ+
δ+ κ2 +
4
3
(0) +
κC(δ)
2
Ψ−
δ+ 73
(0)
)
. (62)
The approximation for the characteristic depth is only accurate
when β ≈ 0. The homogeneous solution from equation (24) is
rc
Z
=
(
C(δ)Ψ¯−
δ+ 73
+ δΨ¯+10
3
) / (
C(δ)Ψ−
δ+ 73
(0) + δΨ+10
3
(0)
)
, (63)
where for compactness of notation we let Ψ¯±s = Ψ
±
s (0) − Ψ∓s+1(0).
Figures 1 and 2 illustrate the dependence of these quantities on the
power-law parametrizations δ and β. To evaluate the accuracy of
these approximate analytic solutions we also show the exact results
based on numerical calculations of the full series solution.
We note that δ = 0 corresponds to a point source, δ = 1 to a
uniform source (α = β), and δ = 2 to a linear source (α = 2β + 1).
In these cases, C(0) = 1 (Ψ reduces to the hyperbolic secant),
C(1) = 0, and C(2) = −2, so the solutions are as expected. There-
fore, we have found a general solution representing a continuous
transition between central (δ = 0) and uniform (δ = 1) sources.
It is also worth mentioning that β = 0 corresponds to a power-
law emission profile coupled to a homogeneous environment, and
the solution in this case is given by setting δ = α + 1. Finally,
motivated by two-body emission processes, such as recombination
and collisional excitation emission, it is interesting to consider the
relation η ∝ k2, which corresponds to α = 2β or more explic-
itly δ = 2 − 1/(β + 1). We simply note that the range of solu-
tions is limited to being between the central and uniform cases,
as β ∈ (−1/2, 0) implies δ ∈ (0, 1).
4 SPHERICAL GEOMETRY: HOMOGENEOUS CASE
Previously, Dijkstra et al. (2006) generalized the uniform slab so-
lution to an equivalent uniform sphere solution. Similarly, now that
we have discussed slab geometry we proceed to investigate spher-
ically symmetric solutions. In this case the radiation field is repre-
sented as a function of radius and frequency, J = J(r, x), and as in
previous sections we transform to normalized optical depth coordi-
nates
r˜ =
∫ r
0
k(r′)
τ0
dr′ , (64)
with r˜ ∈ (0, 1). At this point we rewrite equation (11) for the spe-
cific case of a static, isothermal, optically-thick sphere
r−2
∂
∂r˜
(
r2
∂J˜
∂r˜
)
+
∂2 J˜
∂x˜2
= −η(r˜)
k(r˜)
δ(x˜) . (65)
This time the radial dependence of the absorption coefficient can-
not be transformed out. In other words, we cannot derive a solution
without first specifying k(r) to determine the inverse relation r(r˜).
We also require an additional boundary condition that the eigen-
functions remain finite in the limit as r → 0.
For simplicity, we first consider the solution for a sphere of
constant density, such that k(r) = k0, τ0 = k0R, and r˜ = r/R.
This condition is relaxed in Section 5 where we generalize to
power-law dependence for the absorption coefficient. The geomet-
ric weight factor r2 is related to the determinant of the Jacobian ma-
trix for the coordinate system. We are free to choose the constant
of proportionality, so for notational simplicity we let dV˜ → 2r˜2 dr˜
and reserve an extra factor of 2piR2 for the Nscat and MF vol-
ume integrals. Equation (65) reduces to the homogeneous equation,
ϑ′′n + 2ϑ
′
n/r˜ + λ
2
nϑn = 0, which has solutions of the form
ϑn =
sin(λnr˜)
r˜
where n = 1, 2, . . . , (66)
where the length of the eigenfunction is approximately unity,∫ 1
0
2r˜2
(
sin(λnr˜)
r˜
)2
dr˜ = 1 − sin(2λn)
2λn
≈ 1 , (67)
and the boundary conditions require the eigenvalues to satisfy
λn cot(λn) = 1 − f τ0H(x˜) ≈ − f τ0H(x˜) . (68)
Thus, the eigenvalue to zeroth order is approximately
λn = pin + tan−1
(
λn
1 − f τ0H(x˜)
)
≈ pin . (69)
Furthermore, the emission constants from equation (16) are
Qn = 2R
∫ 1
0
r˜η(r˜) sin(λnr˜) dr˜ , (70)
volume-weighted averages from equation (20) are
Tn = 3
∫ 1
0
r˜ sin(λnr˜) dr˜ ≈ −3 cos(λn)
λn
≈ 3(−1)
n−1
λn
, (71)
and the factor for the characteristic radius is
Rn = 3R
∫ 1
0
r˜2 sin(λnr˜) dr˜ ≈ R
[
Kn − 6(1 − (−1)
n)
λ3n
]
. (72)
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The final solution is given by
J(r˜, x˜) =
L√6
8pi
∞∑
n=1
Qn
λn
sin(λnr˜)
r˜
e−λn |x˜| . (73)
Using equation (68), i.e. sin(λn) ≈ (−1)n−1λn/ f τ0H(x˜), the spectral
line profile at the boundary is
J(x˜) =
L√6
8pi
1
f τ0H(x˜)
∞∑
n=1
(−1)n−1Qne−npi|x˜| , (74)
with normalization
∫ +∞
−∞ J(x)dx =
3L
4pi2 f
∑∞
n=1(−1)n−1Qn/n. From
equation (19), the radiation energy density is
u(r˜) =
L
c
Γ
(
1
3
) (
2aτ0√
pi
)1/3 ∞∑
n=1
Qn
λ4/3n
sin(λnr˜)
r˜
, (75)
from equation (21) the average internal spectrum is
〈J(x˜)〉 = 3L
√
6
8pi
∞∑
n=1
(−1)n−1 Qn
λ2n
e−λn |x˜| , (76)
from equation (22) the average radiation energy density is
〈u〉 = 3L
c
Γ
(
1
3
) (
2aτ0√
pi
)1/3 ∞∑
n=1
(−1)n−1 Qn
λ7/3n
, (77)
and from equations (24) and (72) the characteristic radius is
rc
R
= 1 − 2
∑∞
n=1 Qn (1 − (−1)n) λ−13/3n∑∞
n=1 Qn(−1)n−1λ−7/3n
. (78)
With 4piR2
∫
r˜2 ddr˜ [sin(λnr˜)/r˜]dr˜ ≈ −16piR2[1 − (−1)n]/λn, the force
multiplier from equation (23) becomes
MF = 8piR2Γ
(
4
3
) (
2aτ0√
pi
)1/3 ∞∑
n=1
(1 − (−1)n) Qn
λ7/3n
, (79)
and with 4piR2
∫
r˜ sin(λnr˜)dr˜ ≈ 4piR2(−1)n−1/λn the average num-
ber of scatterings before escapes from equation (25) is
Nscat =
√
24pi3/2 τ0R2
∞∑
n=1
(−1)n−1Qn
λ2n
. (80)
In the remaining subsections we consider specific cases for Qn. In
this case the average trapping time normalized to known factors
(tlight = R/c) is simply ttrap/tlight = 4picR2〈u〉/3L.
4.1 Central point source
For a point source we have η(r) = δ(r)/(4pir2) = δ(r˜)/(4pir˜2R3) and
Qn = λn/(2piR2). Therefore, the full solution reduces to
J(r˜, x˜) =
L√6
32pi2R2r˜
sin(pir˜)
cosh(pix˜) − cos(pir˜) , (81)
as shown in Figure 3. The spectral line profile at the boundary is
J(x˜) =
L√6
64piR2 f τ0H(x˜)
sech2
(
pix˜
2
)
. (82)
After transforming back to the original frequency notation, we ar-
rive at the final normalized version (Dijkstra et al. 2006):
J(x)∫ +∞
−∞ J(x) dx
=
√
pi3
24
x2
aτ0
sech2

√
pi3
54
x3
aτ0
 . (83)
Thus, for a point source in a homogeneous sphere the frequency
peak positions are located at xp = ±0.93099 (aτ0)1/3, calculated
from the equation x¯ tanh x¯ = 1/3, where x¯ =
√
pi3/54x3/aτ0.
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Figure 3. The internal radiation field J as a function of frequency x and
radius r for a central point source and a uniform source in a homogeneous
sphere (equations 81 and 90). The point source leads to a singularity at the
origin, even though the total energy is finite. The uniform source distributes
the emission throughout the volume so the intensity flattens off with much
more gradual changes. All results in this study are symmetric with respect
to frequency so we only plot the positive half (x > 0).
From equation (75) the radiation energy density is
u(r˜) =
L
cR2
Γ
(
1
3
)
(2aτ0)1/3
2pi3/2
r˜−1Im
[
Li1/3
(
eipir˜
)]
, (84)
where Lis(z) is the polylogarithm function defined as Lis(z) =∑∞
n=1 z
n/ns. From equation (76) the average internal spectrum is
〈J(x˜)〉 = 3
√
6L
16pi3R2
ln
(
1 + e−pi|x˜|
)
, (85)
from equation (77) the average radiation energy density is
〈u〉 = 3L(aτ0)
1/3
2pi5/2cR2
Γ
(
1
3
) ( 3√
2 − 1
)
ζ
(
4
3
)
, (86)
or an equivalent trapping time of ttrap/tlight ≈ 0.901 (aτ0)1/3. Like-
wise, the outward force multiplier is
MF
(aτ0)1/3
=
4
pi3/2
(
24/3 − 1
)
Γ
(
4
3
)
ζ
(
4
3
)
≈ 3.51 , (87)
and the number of scatters is Nscat/τ0 = ln(2)
√
6/pi ≈ 0.958. From
the expressions for Rn and Tn, we derive a characteristic radius of
rc
R
= 1 −
(
15
7
+ 21/3 + 22/3
)
7ζ(10/3)
2pi2ζ(4/3)
≈ 0.44 . (88)
4.2 Uniform source
If the emissivity traces the absorption coefficient then η(r) =
3/(4piR3). Therefore, the constants from equation (70) are
Qn =
3
2piR2
∫ 1
0
r˜ sin(λnr˜) dr˜ ≈ −3 cos(λn)2piR2λn ≈
3(−1)n−1
2piR2λn
. (89)
The general expression from equation (73) reduces to
J(r˜, x˜) =
3
√
6L
16pi4R2r˜
Im
[
Li2
(
−e−pi(|x˜|+ir˜)
)]
, (90)
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Figure 4. The emergent spectral line profile J(x) for different values of δ for
the homogeneous slab and sphere cases (equations 55 and 101). The curves
illustrate the continuous transition between a central point source (δ = 0)
and a uniform source (δ = 1). This is not a trivial interpolation between
solutions but is a nonlinear family of functions. As delta increases the peak
shifts towards line centre and the profile shape becomes more skewed.
which is shown in Figure 3. The line profile from equation (74) is
J(x˜) =
3
√
6L
16pi3R2 f τ0H(x˜)
ln
(
1
1 − e−pi|x˜|
)
. (91)
After transforming back to the original frequency notation, we ar-
rive at the final normalized version:
J(x)∫ +∞
−∞ J(x) dx
= −
√
6
pi
x2
aτ0
ln
(
1 − e−
√
2pi3
27
|x3 |
aτ0
)
. (92)
In this case the peaks are located at xp = ±0.6026 (aτ0)1/3, calcu-
lated from 3x¯ [1 − coth(x¯)] = 2ln[1 − exp(−2x¯)], with x¯ as before.
We derive the following spatial and spectral integrated quantities:
u(r˜) =
3L
cR2
Γ
(
1
3
)
(2aτ0)1/3
2pi7/2
r˜−1Im
[
Li7/3
(
−e−ipir˜
)]
, (93)
〈J(x˜)〉 = 9
√
6L
16pi5R2
Li3
(
e−pi|x˜|
)
, (94)
and
〈u〉 = 9L
cR2
Γ
(
1
3
)
(2aτ0)1/3
2pi9/2
ζ
(
10
3
)
, (95)
such that the trapping time is ttrap/tlight ≈ 0.423 (aτ0)1/3,
MF
(aτ0)1/3
=
(8 3
√
2 − 1)
pi7/2
Γ
(
1
3
)
ζ
(
10
3
)
≈ 0.51 , (96)
the number of scatters is Nscat/τ0 = 3
√
6ζ(3)/pi5/2 ≈ 0.505, and
rc
R
= 1 +
(
22/3 − 64
) ζ(16/3)
16pi2ζ(10/3)
≈ 0.65 . (97)
4.3 Power-law profiles
We now consider a power-law profile for the emissivity term. This
again results in a single parameter representing the continuous tran-
sition from inward to outward opacity. We give the (normalized)
emissivity as η(r) = η0rα, where η0 = (α + 3)/4piRα+3 with α ≥ −3.
Therefore, the constant from equation (70) is
Qn =
(α + 3)
2piR2
∫ 1
0
r˜α+1 sin(λnr˜) dr˜
=
λn
2piR2 1
F2
(
3δ
2
;
3
2
,
3δ
2
+ 1;−λ
2
n
4
)
. (98)
which mirrors the result from equation (52) in Section 3. In this
case δ = (α + 3)/3 with δ > 0, chosen to represent the transition
from a point source (δ = 0) to a uniform source (δ = 1). To make
further progress, we again use a Taylor expansion of λn at ∞ to
approximate the hypergeometric function noting that λn ≈ npi:
Qn ≈ λn2piR2
[
C(δ)
λ3δn
+
3δ(−1)n−1
λ2n
+ O
(
1
λ4n
)]
, (99)
where C(δ) = cos(3piδ/2)Γ(1 + 3δ)/(1 − 3δ). Although the approx-
imation will introduce some error, it still provides accurate expres-
sions describing the transition between point and uniform sources.
The behaviour of Qn and the relative error introduced by equa-
tion (99) is illustrated in Figure B2. After substitution into equa-
tion (73) the final expression becomes
J(r˜, x˜) =
L√6C(δ)
16pi3δ+2R2
r˜−1Im
[
Li3δ
(
e−piψ
)]
+ δJuni(r˜, x˜) , (100)
where ψ = |x˜| − ir˜ and we have neglected the higher order term in
the equation (99). The spectral line profile at the boundary is
J(x˜) =
−L√6C(δ)
16pi3δ+1R2 f τ0H(x˜)
Li3δ−1
(
−e−pi|x˜|
)
+ δJuni(x˜) , (101)
where Juni(x˜) is the result from equation (91) with normalization∫ +∞
−∞
J(x˜) dx =
3L
8 f R2
[
(1 − 21−3δ)C(δ)ζ(3δ)
pi3δ+2
+
δ
2pi2
]
. (102)
This solution is a generalization of the point source solution in
equation (82) mixed with the uniform source solution from equa-
tion (91). We now derive the peak positions from equation (101).
For simplicity we set x¯ =
√
2pi3/27x3/aτ0 with x > 0, such that the
peaks satisfy the following transcendental equation
C(δ)
[
3x¯Li3δ−2
(
−e−x¯
)
− 2Li3δ−1
(
−e−x¯
)]
=
3pi3δ−2δ
[
2 ln
(
1 − e−x¯
)
+
3x¯
ex¯ − 1
]
, (103)
the solutions of which are shown in Figure 1.
The spatial and spectral integrated quantities are: the radiation
energy density,
u(r˜) =
LC(δ)Γ( 13 ) (2aτ0)
1
3
2pi3δ+3/2cR2r˜
Im
[
Li3δ+ 13
(
eipir˜
)]
+ δuuni(r˜) , (104)
with uuni(z˜) from equation (91), the internal spectrum,
〈J(x˜)〉 = −3
√
6C(δ)L
16pi3δ+3R2
Li3δ+1
(
−e−pi|x˜|
)
+ δ〈Juni(x˜)〉 , (105)
with 〈Juni(x˜)〉 from equation (94), and finally
〈u〉 = 3LC(δ)Γ(
1
3 ) (aτ0)
1
3
2pi3δ+5/2cR2
ζ (3δ + 4/3)(
21/3 − 2−3δ)−1 + δ〈uuni〉 , (106)
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Figure 5. The internal energy density u(r) for different values of δ for the
homogeneous slab and sphere cases (equations 58 and 104). A higher value
of δ results in flatter radiation profiles around the geometric centre. The
spherical case contains a singularity at the origin for all δ > 0 due to the
presence of r in the denominator.
with 〈uuni〉 from equation (95). The characteristic radius is
rc
R
= 1 +
2
pi2
C(δ)Θ(3δ + 10/3) + 3pi3δ−2δΘ(16/3)
C(δ)Li3δ+4/3(−1) − 3pi3δ−2δζ(10/3) , (107)
where Θ(z) ≡ ζ(z) − Liz(−1). The outward force multiplier is
MF
(aτ0)1/3
=
4 3
√
2
pi3/2
Γ
(
4
3
) [
C(δ)
pi3δ
Θ
(
3δ +
4
3
)
+
3δ
pi2
Θ
(
10
3
)]
, (108)
and the number of scatters is
Nscat
τ0
=
√
6pi
((
1 − 8−δ
) C(δ)
pi3δ+1
ζ(3δ + 1) +
3δ
pi3
ζ(3)
)
. (109)
These quantities are also shown in Figures 1 and 2 to illustrate the
dependence on the power-law parameterization δ. The behaviour in
spherical geometry is qualitatively similar to the slab case, but with
slightly different structure.
We note that δ = 0 and δ = 1 again correspond to point
(α = −3) and uniform (α = 0) sources, respectively. In these cases,
C(0) = 1 (Li reduces to the hyperbolic secant) and C(1) = 0, so the
solutions are as expected. It is particularly interesting that the non-
integrable power-law profiles with δ = 0 exhibit the same physical
meaning as the Dirac-delta function and lead to the same solutions.
There are other special values for δ that also deserve our attention.
First is the case when δ = 1/3, or α = −2, for which the zeta func-
tion in the normalization factor of equation (102) is not convergent.
However, it is relatively straightforward to find that the emergent
line profile from equation (101) in this case can be reduced to the
following simple form, noting that limδ→1/3 C(δ) = pi/2:
J(x˜) =
L√6
32pi3R2 f τ0H(x˜)
[
pi2
1 + epi|x|
− 2 ln
(
1 − e−pi|x˜|
)]
, (110)
with a normalization of
∫ +∞
−∞ J(x˜) dx = L(1 + ln 8)/(16 fpi2R2). Fi-
nally, noticing that when δ = 2/3, or α = −1, the approximation in
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Figure 6. The volume-averaged internal spectral profile 〈J〉 for different
values of δ for the homogeneous slab and sphere cases. The shapes are
fairly similar due to the frequency diffusion process but the heights reflect
the longer trapping times for more concentrated sources.
equation (99) has no error, we find the emergent spectra in this case
simplifies to the following, noting that C(2/3) = 2:
J(x˜) =
L√6
4pi3R2 f τ0H(x˜)
coth−1
(
epi|x˜|
)
, (111)
with a normalization of
∫ +∞
−∞ J(x˜) dx = 3L/(16 fpi2R2).
5 SPHERICAL GEOMETRY: POWER-LAW CASE
Unlike the plane parallel slab case, in spherical geometry the so-
lutions are sensitive to changes in the density environment. This
means that it is hopeful to infer some information about the struc-
ture of galaxies from spatial and spectral observational data. In
the previous section we focused on homogeneous spheres, but we
now generalize the derivations to include power-law profiles with
k(r) = k0rβ. In this case we require β ∈ (−1, 0] so the total op-
tical depth at line centre is finite, i.e. τ0 = k0Rβ+1/(β + 1). As in
previous sections we transform to normalized optical depth coordi-
nates such that r˜ = (r/R)β+1. In this coordinate system the general
equation (11) within a power-law density profile reduces to
r˜−κ
∂
∂r˜
(
r˜κ
∂J˜
∂r˜
)
+
∂2 J˜
∂x˜2
= −η(r˜)
k(r˜)
δ(x˜) , (112)
where κ ≡ 2/(β + 1) > 2. In this case we let dV˜ → 2r˜κdr˜ and
again reserve an extra factor of 2piR2 for the Nscat and MF volume
integrals. Therefore, equation (112) reduces to the homogeneous
equation, ϑ′′n + κϑ
′
n/r˜ + λ
2
nϑn = 0, which has solutions of the form
ϑn = r˜1−γ
Jγ−1(λnr˜)
Jγ(λn)
where n = 1, 2, . . . , (113)
where γ ≡ (κ+1)/2 > 3/2 and Jγ denotes the Bessel function of the
first kind. We note that we have discarded Bessel functions of the
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second kind to avoid singularities at the origin. From the boundary
condition in equation (12) the eigenvalues are required to satisfy
λn Jγ(λn) = f τ0H(x˜)Jγ−1(λn) . (114)
Recalling the discussion related to equation (32), we are consider-
ing optically thick environments for which λn  f τ0H(x˜). There-
fore, the length of the eigenfunction is approximately unity,∫ 1
0
2r˜
(
Jγ−1(λnr˜)
Jγ(λn)
)2
dr˜ = 1 − 2(γ − 1)
f τ0H(x˜)
+
(
λn
f τ0H(x˜)
)2
. (115)
There are no accurate elementary approximations for the Bessel
function eigenvalues in equation (114) valid across the entire do-
main. However, we can capture the essential physics by appealing
to an asymptotic expansion for large values, specifically,
Jγ(λn) =
√
2
piλn
cos
(
λn − γpi2 −
pi
4
)
+ O
(
λ−3/2n
)
, (116)
which is valid when λn  |(γ − 1)2 − 1/4| = κ(κ − 2)/4. Therefore,
the equation for the eigenvalues reduces to
λn tan
(
λn − κpi4
)
≈ f τ0H(x˜) , (117)
such that the eigenvalues to zeroth order are approximately
λn ≈ pi
(
n − 1 + κ
4
)
+ tan−1
(
f τ0H(x˜)
λn
)
≈ pi
(
n − 1
2
+
κ
4
)
. (118)
As the first terms dominate the error in the asymptotic expansion,
this implies a constraint on the accuracy of our analytic solutions
to at best until β & −1/2, which is obtained by comparison with
numerical solutions. Continuing the calculations, we find the emis-
sion constants from equation (16) are
Qn = κR
∫ 1
0
r˜κ−1/2η(r˜)
Jγ−1(λnr˜)
Jγ(λn)
dr˜ , (119)
the averages related to equation (20) are
Tn =
2γ
λn
1F2
(
3
4 κ; γ,
3
4 κ + 1;−λ2n/4
)
0F1
(
γ + 1;−λ2n/4
) , (120)
and the averages related to the characteristic radius are
Rn =
3Rγ
2λn
1F2
(
κ; γ, 2γ;−λ2n/4
)
0F1
(
γ + 1,−λ2n/4
) . (121)
The final solution from equation (18) is given by
J(r˜, x˜) =
L√6
8pi
∞∑
n=1
Qn
λnr˜γ−1
Jγ−1(λnr˜)
Jγ(λn)
e−λn |x˜| . (122)
The spectral line profile at the boundary is
J(x˜) =
L√6
8pi f τ0H(x˜)
∞∑
n=1
Qne−λn |x˜| , (123)
which has a normalization of
∫ +∞
−∞ J(x) dx =
3L
4pi f
∑∞
n=1 Qn/λn. Using
equation (19), the radiation energy density is
u(r˜) =
L
c
Γ
(
1
3
) (
2aτ0√
pi
)1/3 ∞∑
n=1
Qn
λ4/3n r˜γ−1
Jγ−1(λnr˜)
Jγ(λn)
, (124)
while −4pi ∫ R
0
r2∇ϑn(r) dr ≈ 4piκR2
∫ 1
0
r˜κ−1ϑn(r˜) dr˜ gives
MF = 8piR2γΓ
(
4
3
) (
2aτ0√
pi
)1/3 ∞∑
n=1
Qn
λ7/3n
1F2
(
κ
2 ; γ,
κ
2 + 1;− λ
2
n
4
)
0F1
(
γ + 1,− λ2n4
) ,
(125)
and likewise with 2piR2
∫
ϑn(r˜) dV˜ = 4piR2/λn we have
Nscat = τ0
√
24pi3R2
∞∑
n=1
Qn
λ2n
. (126)
Following the same procedure as previous sections we can derive
approximate analytic solutions for each of these quantities for spe-
cific vases of Qn. However, the expressions are sufficiently complex
and in some cases have very limited accuracy, so we choose to fo-
cus on the emergent spectra as a working example. We provide the
results of numerical calculations of the exact series expressions in
Figures 1 and 2. To allow compact notation in this section we in-
troduce the function
Ξ±s (x˜) = pi
−se−pi|x˜|(κ+2)/4 Φ
(
±e−pi|x˜|, s, κ + 2
4
)
. (127)
5.1 Central point source
For a point source we have η(r) = δ(r)/4pir2, which can be trans-
formed to η(r˜) = δ(r˜)r˜1−3κ/2/(2piκR3), yielding
Qn =
limr˜→0
[
r˜1−γJγ−1(λnr˜)
]
2piR2 Jγ(λn)
=
(λn/2)γ−1
2piR2Γ(γ)Jγ(λn)
. (128)
If we assume that β & −1/2 so that κ . 4 then we can use the
asymptotic expansion to further simplify the normalization factor
to Jγ(λn) ≈
√
2/piλn sin(λn − piκ/4) ≈ (−1)n−1
√
2/piλn. This re-
striction still allows us to explore the main underlying physics of
different power-law slopes with concise mathematical expressions.
We discuss a strategy for obtaining solutions suitable for all κ in
Appendix C. The spectral line profile at the boundary is then
J(x˜) ≈ L
√
6
16pi3/2R2Γ(γ) f τ0H(x˜)
∞∑
n=1
(−1)n−1
(
λn
2
)γ−1/2
e−λn |x˜|
=
L√3
2γ+3pi3/2R2Γ(γ) f τ0H(x˜)
Ξ−−κ/2(x˜) , (129)
where the normalization is 3LΞ−1−κ/2(0)/[2γ−5/2pi3/2 f R2Γ(γ)]. Al-
though we can derive a peak position from equation (129) by setting
the derivative to zero, for accuracy we should instead use equa-
tion (C2). The result is shown in Figure 2 along with results for
other quantities for point and uniform sources within power-law
density profiles. Due to the singularity in the special functions when
β → −1, we restrict the range to well-behaved values while still il-
lustrating the deviation from equation (129).
5.2 Uniform source
If the emissivity traces the absorption coefficient then η(r) = η0rβ,
where η0 = (β + 3)/4piRβ+3, but τ0/k0 = Rβ+1/(1 + β) so
Qn =
2τ0η0
k0
∫ 1
0
r˜γ
Jγ−1 (λnr˜)
Jγ(λn)
dr˜ =
γ
piR2λn
. (130)
It is interesting that in this case there are no longer any Bessel func-
tions in the expression for the spectral quantities, which means the
following expressions are accurate for arbitrary β. The spectral pro-
file at the boundary is
J(x˜) =
L√6(κ + 1)
16pi2R2 f τ0H(x˜)
Ξ+1 (x˜) , (131)
with a normalization of 3γLψ′( κ+24 )/[4pi4 f R2], where ψ′(z) is the
derivative of the digamma function, which is the logarithmic
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derivative of the gamma function, i.e. ψ(z) = Γ′(z)/Γ(z). We note
that due to the simple form of Qn in this case it is possible to
also write simple expressions for other quantities. For example, the
number of scatters becomes Nscat = −τ0
√
6pi−5/2γψ′′( κ+24 ).
5.3 Power-law profile
We now consider a power-law profile for the emissivity as well. If
we choose η(r) = η0rα, where η0 = (α + 3)/4piRα+3 then
Qn =
γδ
piR2
∫ 1
0
r˜γ(2δ−1)
Jγ−1 (λnr˜)
Jγ (λn)
dr˜
=
γ
piR2
(
λn
2
)γ 1F2 (γδ; γ, γδ + 1;−λ2n/4)
Γ(γ + 1)λn Jγ(λn)
, (132)
where δ ≡ (α + 3)/(β + 3), consistent with the convention for a
central point source (δ = 0) and a uniform source (δ = 1). In this
case, instead of having a single parameter, both the emissivity α and
opacity β power-law slopes contribute to Qn through the relative
sourcing δ and geometric factor γ. Following the previous sections
we retain the first two dominant terms in the series expansion about
infinity for an approximate expression:
Qn ≈ γδ
piR2
(
1
λn
+ (−1)n−1C(γ, δ)λγ(1−2δ)−1/2n
)
, (133)
where C(γ, δ) =
√
pi2γ(2δ−1)−1/2Γ(γδ)/Γ(γ − γδ). The expression for
the spectral line profile at the boundary in this case is
J(x˜) =
L√6γδC(γ, δ)
8pi2R2 f τ0H(x˜)
Ξ−2γδ−κ/2 (x˜) + δJuni(x˜) , (134)
where Juni(x˜) is the result from equation (131) with normalization
3Lγδ[Ξ+2 (0) + C(γ, δ)Ξ−2+γδ−κ/2(0)]/[4pi2 f R2]. Due to the approxi-
mations made these results are only valid when κ is not too large,
otherwise the equations should be viewed as effective solutions. We
again note that α = −3 exactly corresponds to a point source and
α = β to the uniform case. Qualitatively, the peak of the spectral
line at the boundary shifts to the centre as β steepens and α flattens,
so the slope of the absorption coefficient has the opposite effect of
the emissivity slope. In realistic galaxy environments we expect hi-
erarchical density concentrations (β < 0) and extended emission
(α > −3). Collectively this means the Lyα line profile becomes in-
creasingly skewed and narrow as the peak is closer to the centre for
a given column density.
6 GRIDLESS MONTE CARLO METHOD
In the previous sections, we derived analytic solutions for a num-
ber of idealized models. We now describe the numerical method
we employed to validate our new solutions. To ensure the robust-
ness of the results we employ the MCRT method to solve equa-
tion (1) directly without the spatial and frequency diffusion approx-
imations leading to equation (11). Although we focus our discus-
sion on power-law density profiles in slab and spherical geometries,
the gridless MCRT method can easily be generalized to other ap-
plications. The main idea is to perform exact integration for the
optical depth rather than a discretized version based on an arbitrary
grid representation. This is particularly useful for idealized models
with analytic representations, where it is unnecessary to discretize
altogether. In our specific case, the multi-scale nature of power-law
profiles along with the special handling of singularities and sharp
⌧⌫ =
Z `
0
k⌫(r+ `
0n) d`0
Figure 7. Schematic diagram of the gridless MCRT method, which differs
from the standard scheme in that the ray tracing is performed with exact
integration as described in Section 6. An individual photon trajectory is
otherwise given by the processes of emission followed by iterating between
transport and scattering until escaping the computational domain.
gradients provides the main motivation for the more accurate GM-
CRT scheme.
The MCRT method solves the radiative transfer equation via
discrete sampling of individual photon histories to build statis-
tically converged radiation fields and observable properties. The
main procedures are illustrated in Figure 7. First, photon packets
are generated according to the emission source distribution. Then
the trajectory is determined by alternating between ray-tracing and
scattering until the photon escapes the computational domain. The
Monte Carlo philosophy employs random numbers to decide how
far photons move between subsequent scattering events and the
change in frequency and direction during each scattering event. Af-
ter simulating a large number for photon packets, our primary inter-
est is the emergent spectra or distributions of escaped frequencies,
as this directly corresponds to our theoretical predictions. The code
utilized in this paper is a modified version of the Cosmic Lyα Trans-
fer code (colt), and we refer the reader to Smith et al. (2015) for
further details about the numerical prescriptions employed therein.
6.1 General gridless transport
The propagation distance for any photon is determined by the tra-
versed optical depth, which in static gas can be defined as
τ = H(x)
∫ `
0
k(r + `′n) d`′ . (135)
The actual optical depth follows from an exponential distribution
accounted for in MCRT by drawing a random number ξ from a
uniform distibution in the domain (0, 1), i.e.
τscat = − ln ξ . (136)
The final step is to determine the path length traveled by the pho-
ton. For example, if we assume a homogeneous medium such that
k(r) = k0 then the integral is simple and ` = − ln ξ/k0H(x). The
central feature of GMCRT is to extend optical depth calculations to
inhomogeneous, anisotropic, or non-static media. In principle, the
exact integral can be evaluated during the ray-tracing procedure
and inverted if necessary to find the scattering distance. Although
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Figure 8. Behaviour of the hypergeometric function derived in equa-
tion (141) for gridless transport through power-law density profiles in spher-
ical geometry. The shape is characterized by a departure from unity when
β < 0. The transition occurs earlier for steeper slopes as the contribution to
the traversed optical depth is increasingly sensitive to the innermost radii.
in many circumstances the integral might be complex, we still have
numerical techniques to handle such cases.
6.2 Power-law in slab geometry
We now specialize to the case of an infinite parallel slab geome-
try. In this setup we assume the absorption coefficient depends on
the z-axis coordinate and frequency as k(r, x) = k0|z|βH(x), where
the domain is over z ∈ (−Z,Z) and β > −1 to ensure a finite opti-
cal depth across the central density singularity. We parametrize the
setup by the total optical depth at line centre:
τ0 =
∫ Z
0
k(z) dz =
k0
β + 1
Zβ+1 or k0 =
(β + 1)τ0
Zβ+1
. (137)
The traversed optical depth for an arbitrary ray depends on the start-
ing position, z0 ≡ r0 · zˆ, and angular cosine, µ ≡ n · zˆ, giving
− ln ξ
k0H(x)
=
∫ `
0
|z0 + µ`′|β d`′ . (138)
To simplify our discussion, we apply a reflective boundary condi-
tion at the centre of the slab, which means that some care must be
taken to restrict distances to ` ≤ −z0/µ if µ < 0. However, this en-
sures that z0 ≥ 0 and the integral can be inverted to give a distance
of
` =
1
µ
(zβ+10 − (β + 1)µ ln ξk0H(x)
) 1
β+1
− z0
 . (139)
6.3 Power-law in spherical geometry
In spherical geometry the absorption coefficient now depends on
the radial coordinate as k(r, x) = k0rβH(x), where the domain is
over r ∈ (0,R) and β > −1. Similar to the previous case, we
parametrize the setup by the total optical depth at line centre:
τ0 =
∫ R
0
k(r) dr =
k0
β + 1
Rβ+1 or k0 =
(β + 1)τ0
Rβ+1
. (140)
The traversed optical depth for an arbitrary ray again depends on
the starting position, r0, with the radial coordinate given by r0 ≡
‖r0‖ and the angular cosine by µ ≡ n · rˆ0. We then define the impact
parameter to the origin as r2min ≡ (1− µ2)r20 and change the variable
of integration to `′′ = `′ + µr0 to obtain
− ln ξ
k0H(x)
=
∫ `
0
‖r0 + `′n‖ β d`′
=
∫ `+µr0
µr0
(
`′′2 + r2min
)β/2
d`′′
= rβmin
[
(` + µr0) 2F1
(
1
2
,−β
2
;
3
2
;− (` + µr0)
2
r2min
)
−µr0 2F1
(
1
2
,−β
2
;
3
2
;− (µr0)
2
r2min
)]
. (141)
The properties of this hypergeometric function are shown in Fig-
ure 8. Equation (141) is a transcendental equation for ` that can-
not be solved analytically.1 To find the scattering location we im-
plement an iterative root finder based on Halley’s method, which
converges rapidly as the rate of convergence is cubic. Specifically,
given an initial guess for the distance, e.g. `0 = 0, the next estimate
is
`n+1 = `n − f (`n)f ′(`n)
[
1 − f (`n)
f ′(`n)
f ′′(`n)
2 f ′(`n)
]−1
. (142)
Here f (`) is the difference between right and left hand sides of
equation (141), such that the first and second derivatives are
f ′(`) =
(
r2min + (` + µr0)
2
)β/2
(143)
and
f ′′(`)
f ′(`)
=
β(` + µr0)
r2min + (` + µr0)
2
. (144)
The optical depth function is monotonic, so the root finder method
is quite robust and usually converges after a few iterations. How-
ever, as a protection against corner cases we also implemented a
brute force bisection method if convergence is not reached within
a reasonable number of iterations. Finally, we employ the GSL li-
brary when we need to evaluate the hypergeometric functions.
6.4 Acceleration schemes
In optically thick environments Lyα photons spend much of their
time undergoing core scatterings with negligible diffusion in phys-
ical and frequency space. Such scatterings can be avoided by pref-
erentially selecting atoms with perpendicular velocity components
greater than a critical frequency xcrit. Thus, for computational effi-
ciency we employ the dynamical core-skipping scheme with xcrit =
1
5 (aτ0)
1/3 following Smith et al. (2015). The modification required
for the GMCRT method is the interpretation of the product aτ0 as
being the minimum value from the photon to escape. For exam-
ple, with a power-law density profile in spherical geometry this is
aτ0 = ak0(Rβ+1 − rβ+10 )/(β + 1). Additionally, we note that the GM-
CRT ray-tracing with direct hypergeometric function evaluations
is more expensive than grid-based MCRT, but this is outweighed
by the gain in accuracy and robustness needed for this work. The
simulations presented here take advantage of parallel computing re-
sources, which results in highly efficient code because every photon
packet is independent.
1 We note that some special cases admit analytically invertible expres-
sions. For example, the right hand side of equation (141) reduces to ` for
the trivial case of β = 0, sinh−1
(
`+µr0
rmin
)
− sinh−1
(
µr0
rmin
)
for β = −1, and[
tan−1
(
`+µr0
rmin
)
− tan−1
(
µr0
rmin
)]
/rmin for β = −2.
MNRAS 000, 1–17 (2020)
Resonant-line radiative transfer within power-law density profiles 13
0 0.2 0.4 0.6 0.8 1
= cos( )
0
0.2
0.4
0.6
0.8
1
Su
rfa
ce
Br
ig
ht
ne
ss Slab
1.873
SB/SB0
0 0.2 0.4 0.6 0.8 1
Figure 9. The emergent surface brightness from a plane parallel slab as a
function of µ = cos θ, where θ is the observed angle with respect to the
normal direction. The curves are calculated from equation (149) using the
derived expressions for the mean intensity from equation (54). The normal-
ized shapes are essentially identical due to the assumed boundary condition,
and are well described by the dipole-like expression SB(µ)/SB(1) ≈ µ1.873.
6.5 Line-of-sight surface brightness images
The MCRT method naturally allows the construction of line-of-
sight surface brightness images using the next-event estimator
method (Yusef-Zadeh et al. 1984). For each scattering, we may
calculate the probability that the photon would have been scat-
tered towards the observer. The transmitted flux is attenuated by
the traversed optical depth to escape along that sightline, i.e. e−τesc .
The contributions from all scattering events over all photon packets
can be used to generate observed images and spectra. We there-
fore briefly discuss how this is done in the context of the GMCRT
scheme.
6.5.1 Slab geometry
In slab geometry a distant observer is uniquely defined by the an-
gular cosine µ. In this case the optical depth from equation (138) is
τesc(±z˜, µ) = τesc(∓z˜,−µ) = τ0H(x)
µ
(1 ∓ z˜) . (145)
Contributions from the opposite half of a mirrored slab setup can
be accounted for by averaging positive and negative directed sight-
lines, i.e. [eτesc(z˜,µ) + eτesc(z˜,−µ)]/2. Finally, the angle dependent flux
emanating from the surface is calculated as
I(µ) =
∫ +∞
−∞
∫ 1
−1
J(z˜, x)
τ0H(x)
e−τesc(z˜,µ) dz˜ dx , (146)
which cannot be evaluated analytically. However, using the expres-
sion for intensity given in equation (54), we can numerically cal-
culate the surface brightness for different values of δ. The result
is shown in Figure (9) and leads to the important insight that the
normalized profiles are universal. This result likely follows from
the assumed boundary conditions as the observed photons last in-
teracted within a few skin depths into the surface. Qualitatively, the
result resembles that of a dipole function with SB(µ)/SB(1) ≈ µ2.
6.5.2 Spherical geometry
In spherical geometry all observers are equivalent and the unique
aspect is the polar radius ρ. In this case we calculate the optical
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Figure 10. The emergent surface brightness from a homogeneous sphere
as a function of polar radius ρ. The overall magnitude of the intensity de-
creases with increasing δ, but the normalized profile follows a universal
shape due to the assumed boundary condition. Specifically, we find the ra-
dial dependence is well modelled by the simple function SB(ρ˜)/SB(0) ≈
(1 − ρ˜2)0.76.
depth in the zˆ direction:
τesc(ρ) = H(x)
∫ √R2−ρ2
z0
k
( √
ρ2 + z2
)
dz . (147)
Using the expression from equation (141), but substituting dis-
tances with µr0 = z0, r2min = ρ
2, and ` =
√
R2 − ρ2 − z0, results
in the following expression:
τesc = (β + 1)τ0H(x)
(
ρ
R
)β 
√
1 −
(
ρ
R
)2
2F1
(
1
2
,−β
2
;
3
2
; 1 − R
2
ρ2
)
− z0
R 2
F1
(
1
2
,−β
2
;
3
2
;− z
2
0
ρ2
)]
. (148)
In spherical geometry we can also derive an expression for the ra-
dial surface brightness. Assuming we know J(r, x) we have
I(ρ˜) =
∫ +∞
−∞
∫ Z˜
−Z˜
J(
√
ρ˜2 + z˜2, x)
τ0H(x)
e−τ0H(x)(Z˜−z˜) dz˜ dx , (149)
where ρ˜ denotes the integrated polar radial coordinate and Z˜ =√
1 − ρ˜2. Similar to the slab case, we employ the analytical ex-
pression for the mean intensity given in equation (100) to numeri-
cally calculate the surface brightness for different values of δ. The
result is shown in Figure (10), which again reveals a universal
normalized profile due to the assumed boundary conditions. For
utility we provide a simple power-law model fit for the shape as
SB(ρ˜)/SB(0) ≈ (1 − ρ˜2)3/4.
6.6 Numerical Verification
We now demonstrate the validity of our new analytic solutions by
comparing them to the results from numerical calculations. We fo-
cus on the emergent spectra as this is easily obtained from simula-
tions and directly corresponds to observational data. We employ the
GMCRT method as described above. For numerical efficiency we
simulate 105 photons within an optically-thick environment speci-
fied by aτ0 = 5000 at a temperature of T = 10 K. We also require
a relative error of less than 10−5 in the root finding procedure when
determining scattering distances.
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Figure 11. Numerical verification of the central point source and uniform
emission analytic solutions in slab geometry. The solid and dashed curves
are the analytic solutions from equations (44) and (50), respectively, while
the histograms are data from simulations. A key feature of this test is that the
emergent spectrum is independent of the specific density profile and only
depends on the relative distribution of emission to opacity. This is illus-
trated by adjusting the power-law slope for the spatial part of the absorption
coefficient as β = {0,−0.5,−0.9}. The agreement between simulations also
showcases the robustness of the GMCRT method. We emphasize that the
degeneracy of profiles is an inherent feature of slab geometry.
6.6.1 Slab geometry
In section 3.1 we found that in slab geometry only the relative dis-
tribution of emission to opacity affects the emergent line profile. We
now test this more explicitly by performing simulations with differ-
ent power-law profiles for the spatial part of absorption coefficient
k(z) ∝ zβ, with β = {0,−0.5,−0.9}. We confirm that in all cases the
calculated spectrum follows the analytic solution given by equa-
tion (44) when photons are injected as a central point source. We
also confirm the analytic expectation that uniform sources follow
the prediction given by equation (50) independent of density profile
in slab geometry. In this case we simply inject photons with random
positions according to the density distribution, i.e. with η(z) ∝ k(z).
This is done by inverting the cumulative distribution function such
that if ξ ∈ [0, 1] is a uniform random number then the initial emis-
sion follows from z = Zξ1/(α+1) with α = β for uniform source.
Again, the power-law profile serves as a convenient way to capture
the essential physics by representing centralized and extended en-
vironments with a single parameter δ. The results for a central point
source and uniform emission are shown in Figure 11.
6.6.2 Spherical geometry
In spherical geometry the emergent spectra depends on both the
emissivity and opacity profiles. Therefore, we provide the same
tests as the slab case but notice several differences and complica-
tions that deserve special attention. First, the central point source
solution from equation (129) is only valid for β & −1/2 but it
is interesting that in this range the profile does not change very
much. This is because each photon experiences the same line centre
optical depth from emission to escape independent of the density
profile. However, geometric curvature shifts the relative likelihood
of either continuing to be trapped or descending rapidly along the
opacity gradient. We also note that the approximation of the Bessel
function when β → −1 leads to an inaccurate solution, which re-
quires a correction procedure discussed in Appendix C that again
agrees with the robust GMCRT numerical results. On the other
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Figure 12. Numerical verification of the analytic solutions in spherical ge-
ometry within a power-law density profile k ∝ rβ. The solid and dashed
curves are from equations (129) and (131), respectively, while the his-
tograms are simulated data using the GMCRT method. In this case, there
is a geometrical advantage for photons escaping from steeper density pro-
files. The central point source solution based on the asymptotic approxima-
tion becomes inaccurate when β . −1/2, but this can be corrected as in
Appendix C. On the other hand, the solution for the special case of uniform
emission remains accurate even as β→ −1. Also if aτ0 is increased, the data
better match the predictions due to the approximation that λn  f τ0H(x).
In general, as the slope steepens the peak becomes more narrow and shifts
towards line centre, which is especially evident when comparing the factor
of ∼ 3 change from concentrated/flat to extended/steep environments.
hand, the analytic solution for the case of uniform emission from
equation (131) remains surprisingly accurate as β → −1. This is
because Qn can be calculated without approximations, which elim-
inates a primary source of error in the Bessel function expansion.
It is also interesting that in this case the effect of a steeper density
profile is more apparent as escape is facilitated by the geometric
advantage. Analogous to the slab case, the initial positions of pho-
ton packets are drawn from r = Rξ1/(α+3) with α = β for a uniform
profile. The comparison between analytic and numerical results for
both the central point source and uniform emission are shown in
Figure (12).
7 SUMMARY AND DISCUSSION
Observations of the Lyα line provide valuable information about
the formation and evolution of high-redshift galaxies. Although
numerical simulations are necessary to fully elucidate the intrica-
cies of radiative transfer processes, it is often beneficial to develop
physical intuition for interpreting both observational and theoret-
ical results. In particular, analytic solutions for resonant-line ra-
diation in optically thick media have been crucial for the devel-
opment of Lyα theory (Harrington 1973; Neufeld 1990; Dijkstra
et al. 2006). In this paper, we successfully extended the existing
formalism to obtain new analytic solutions for resonant-line trans-
port focusing on power-law density and emissivity profiles, which
are sufficiently general to provide additional context for idealized
Lyα modelling. Following previous works we employed the ap-
proximation that spatial transport and frequency redistribution are
local diffusion processes. However, we relaxed the requirement of
a uniform absorption coefficient to obtain a more general differ-
ential equation allowing further insights about resonance lines. In
particular, we qualitatively and quantitatively determined how ge-
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ometry, density, and emissivity influence the internal and emergent
radiation. The main results of our study are summarized as follows.
(1) In slab geometry, any density profile in real space is equivalent
to a homoegeneous representation in optical depth space, which
simplifies derivations. This has the side effect that solutions only
depend on the relative emissivity-to-opacity profile, i.e. as being
either concentrated or extended. This degeneracy means it is impos-
sible to distinguish between slab density models based on spectra
alone. However, by introducing power-law profiles for the emissiv-
ity η ∝ zα and opacity k ∝ zβ we found that a single parameter
δ ≡ (α + 1)/(β + 1) captures the features of a wide range of setups.
Our generalized solutions demonstrate a continuous transition be-
tween central point-like (δ = 0) and uniform (δ = 1) sources.
(2) In spherical geometry, the eigenfunction expansion is coupled
to the density profile, which complicates derivations. However, this
breaks the degeneracy found in the slab model so that line profiles
retain information about their host environments. In this case, it is
again insightful to explore the solution space with a power-law for-
malism. In addition to the analogous emissivity-to-opacity parame-
ter δ ≡ (α+3)/(β+3) there is a geometric factor γ ≡ (κ+1)/2 related
to the order of the Bessel eigenfunction with generating weight fac-
tor r2 ∝ r˜κ where κ ≡ 2/(β + 1). We first derived solutions for the
homogeneous case with β = 0 as a function of δ similar to the slab
case, but also presented generalized solutions for β < 0.
(3) Overall, the behaviour in both slab and spherical geometries
are qualitatively similar with properties consistent within a factor
of . 2. The exception is when β→ −1 the density becomes highly
concentrated and properties start to change rapidly in anticipation
of the geometric singularity. For a given optical depth τ0, increas-
ing δ robustly shifts the peak frequency xpeak towards line centre,
reduces the number of scatters Nscat, the force multiplier MF, and
the photon trapping time ttrap, and extends the characteristic radius
〈r〉. In all cases, our results reduce to previously known solutions
for homogeneous setups (β = 0) with special emissivities α.
(4) We derive several novel solutions that to our knowledge have
not appeared previously in the literature. In particular, we wish to
highlight the following: (i) simple expressions for the full radiation
field J(r, x), e.g. equations (43) and (81) for a point source in slab
and spherical geometries,2 (ii) the emergent spectrum for a uniform
source in spherical geometry in equation (92), and (iii) a general ex-
pression for the emergent spectrum in spherical gemoetry assuming
power-laws for both the emissivity and opacity in equation (134).
(5) We also calculated the surface brightness profiles based on the
analytic solutions for homogeneous slabs and spheres with different
values of δ. The distributions with incident viewing angle µ = cos θ
and polar radius ρ all follow the same regular shapes. Specifically,
these are approximately given by SB ∝ µ2 for slabs and SB ∝ (1 −
ρ/R)3/4 for spheres, independent of the emissivity power-law slope
α. We interpret this as being imposed by the assumed boundary
conditions which control the conditions at the surface.
Beyond this, we also developed a gridless MCRT method
to test the validity of the new analytic results. The Monte Carlo
method solves the radiative transfer equation by integrating along
rays and sampling from probability distributions for emission and
scattering. The novelty of GMCRT is that the ray tracing is per-
formed exactly using the underlying density field. It is therefore
2 We note that some of these solutions are completions of earlier works
(e.g. Harrington 1973; Neufeld 1990; Dijkstra et al. 2006) that were recently
independently derived by Seon & Kim (2020).
not necessary to discretize the computational domain as is typically
done for MCRT algorithms. The gridless scheme is highly robust
and accurate, even in the presence of the singularities that arise
with the power-law profiles studies herein. GMCRT is competitive
for production simulations and represents a powerful tool for tar-
geted studies of idealized environments. In our case, we were able
to successfully verify the theoretical predictions from the new ana-
lytic solutions, which is less straightforward than the homogeneous
setups. The principles of the GMCRT method are easily general-
ized to other applications and may thus have broader utility within
the radiative transfer community.
We emphasize that the power-law models explored in this
work are still too idealized for comparison with realistic galaxy
environments. However, the intuition about the nature of resonant-
line radiative transfer including the impact of emissivity and opac-
ity distributions provides valuable insights for interpreting theoreti-
cal and observational data. In this sense, we are optimistic that ana-
lytical and idealized studies will continue to develop even in an era
when state-of-the-art hydrodynamics simulations with resonant-
line modelling are increasingly available (e.g. Behrens et al. 2019;
Kakiichi & Gronke 2019; Kimm et al. 2019; Laursen et al. 2019;
Smith et al. 2019; Li et al. 2020; Michel-Dansac et al. 2020). The
methods in this paper are quite general and in the future we plan to
extend them further, e.g. to include non-static environments. Such
efforts are complementary to the ongoing development of Lyα the-
ory and our broader understanding of high-redshift galaxies.
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APPENDIX A: BOUNDARY CONDITIONS
Here we discuss the unknown factor f that appears in the bound-
ary conditions of equation (12). Following Rybicki & Lightman
(1979), we employ the two-stream approximation which describes
both free-streaming and diffusion in one-dimensional geometries to
reasonable accuracy. It is assumed that the entire radiation field can
be represented by rays traveling at two angles, µ = cos θ = ±1/√3,
and we denote the outward an inward intensities as I+ν ≡ Iν(µ =
+1/
√
3) and I−ν ≡ Iν(µ = −1/
√
3). Therefore, in terms of I+ and I−
the relevant angular moments of the specific intensity become
Jν ≡ 12
∫ 1
−1
Iν dµ =
1
2
(
I+ν + I
−
ν
)
(A1)
and
Hν ≡ 12
∫ 1
−1
µ2Iν dµ =
1
6
(
I+ν + I
−
ν
)
=
1
3
Jν . (A2)
Using Fick’s law from equation (5), under the diffusion approxima-
tion in slab and spherical geometries we have
Hν = − 13kν
∂Jν
∂r
= −1
3
∂Jν
∂τν
. (A3)
where τν represents the optical depth. After substitution we have
I+ν = Jν −
1√
3
∂Jν
∂τν
and I−ν = Jν +
1√
3
∂Jν
∂τν
. (A4)
If the medium extends over r ∈ [0,R] and there is no incident radi-
ation, then I−ν |r=R = 0, which gives the boundary condition[
∂Jν
∂τν
+
√
3Jν
]
r=R
= 0 . (A5)
Thus, in the two-stream approximation we have f =
√
3. Other
methods for obtaining boundary conditions result in equations of
the same form but with different values of f , e.g. the ‘asymptotic
diffusion limit’ (Habetler & Matkowsky 1975). In fact, they convey
the same physics and result in equivalent solutions. Therefore, in
this paper we propagate f throughout our derivations. In principle,
one might consider calibrating the value as a function of system
parameters (e.g. aτ0) by comparing to numerical solutions.
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Figure B1. The error from successive terms introduced by the approxima-
tion in equation (53) for the hypergeometric function in equation (52). In
the upper panel, the dashed line is the accurate value and the solid line is
the approximation. As shown in the plot, the first term contributes most of
the error. The approximation is highly accurate when δ is 0 (point source),
1 (uniform source), or 2 (linear source), but becomes quite poor for δ > 2.
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Figure B2. The error from successive terms introduced by the approxima-
tion in equation (99) for the hypergeometric function in equation (98). In
the upper panel, the dashed line is the accurate value and the solid line is
the approximation. As shown in the plot, the first term contributes most of
the error. The approximation is highly accurate when δ ∈ [0, 1], and is exact
when δ is 0 (point source), 2/3 (when η ∝ 1/r), or 1 (uniform source).
APPENDIX B: ERRORS FROM APPROXIMATIONS
Throughout this work we introduced a number of approximations
in the analytic derivations. These were discussed in detail in the text
where they were introduced. However, for clarity we now illustrate
the errors introduced by the approximations for a power-law emis-
sivity profile in slab and spherical geometries in Figures B1 and
B2, respectively.
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APPENDIX C: SOLUTIONS SUITABLE FOR ALL POWER
In Section 5.1 we provided an approximate form of the point source
solution in spherical geometry within a power-law density profile.
However, when β → −1 the centre-to-edge optical depth starts to
diverge and the asymptotic form of the Bessel function in equa-
tion (128) is no longer accurate. The error arises from the condition
λn  κ(κ−2)/4, which is is no longer satisfied when κ is large. The
full expression of the spectral line outside the sphere is
J(x˜) =
L√6
2γ+3pi2R2Γ(γ) f τ0H(x˜)
∞∑
n=1
e−λn |x˜|λγ−1n
Jγ(λn)
. (C1)
One way to improve the accuracy of the solution is to retain the first
few problematic terms and derive a closed form solution for the
remaining terms. Let us set the first m− 1 terms to the exact values,
and then use the approximations in equation (116) and (118) for
which λn is sufficiently large to provide reasonable accuracy. Thus,
the expression reduces to
J(x˜) =
L√6
2γ+3pi2R2Γ(γ) f τ0H(x˜)
m−1∑
n=1
e−λn |x˜|λγ−1n
Jγ(λn)
+
√
pi
2
(−1)m−1piκ/2
Φ
(
−e−pi|x˜|,− κ2 ,m − 12 + κ4
)
e(m−1/2+κ/4)pi|x˜|
 . (C2)
In this case we also need to find the first m−1 eigenvalues using the
exact condition that Jγ−1(λn) = 0 instead of the approximate eigen-
values in equation (118). A similar approach may be used for the
trapping time or other properties. In Figure C1 we provide numer-
ical verification that this correction procedure extends the range of
validity even with extreme power-law slopes approaching β = −1.
However, there is still a detailed problem with equation (C2) as
the solution does not converge at x˜ = 0. The severe oscillations
introduce a numerical singularity that produces errors in the nor-
malization. For this reason, we choose m to be high enough that
the remainder is small and then ignore the result in a small neigh-
borhood around zero. We then renormalize the profile for an accu-
rate analytic solution that matches the results from simulations, as
shown in Figure (C1).
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Figure C1. Numerical verification of the correction procedure for density
profiles with steep power-law slopes β . −1/2. The simulation setup is the
same as before but we choose β = {−0.6,−0.7,−0.8} to test the analytic
theory. The dashed lines are from equation (129), which is inaccurate in
these extreme cases. The solid curves are from the corrected solution from
equation (C2) with m = 104 to ensure accuracy. We note that we also have
removed an artificial singularity at x = 0 to reproduce the proper normal-
ization. As the plot demonstrates, the corrected solution fits the simulated
data calculated with the GMCRT method (shown as histograms).
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