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1. Einleitung
Die Philosophie der Nanoelektronik zielt auf nichts Geringeres als die Ablösung der
momentan gängigen Miniaturisierung von Bauelementen, vor allem von Transistoren,
durch die Entwicklung von völlig neuartigen Strukturen. Letztlich sollen diese soge-
nannten Nanostrukturen quantenmechanische Prinzipien zur Realisierung ihrer Funk-
tionen ausnutzen, anstatt diese wie bisher zu vermeiden. In den letzten Jahrzehnten
wurden hier große Fortschritte erzielt. Nanostrukturen werden dabei hauptsächlich über
ihre Fähigkeit, Elektronen zu transportieren, charakterisiert [1, 2]. Die Verwendung des
Begriffs Transportspektroskopie in diesem Zusammenhang weist auf die konzeptionel-
le Verwandtschaft mit der traditionellen Spektroskopie zum Beispiel von Atomen und
Molekülen hin.
Mit aktuellen Experimenten soll nun der nächste Schritt vollzogen werden: Die Über-
tragung des Prinzips der Pump-Probe-Spektroskopie, die eine Beobachtung von ultra-
schnellen Prozessen erlaubt, auf Nanostrukturen. Das Funktionsprinzip hat dabei seinen
Ursprung in der sogenannten Funkenfotographie. August Toepler hatte bereits in den
Jahren 1859-1864 erkannt, dass die Kombination von zwei Funken eine Visualisierung von
Schockwellendynamik erlaubt [3]. Der erste Funke erzeugt dabei die Schallwellen in einem
Gas (Pump), währende der zweite, verzögerte Funke durch den resultierenden Lichtpuls
das Fotographieren der entstandenen Schockwellen erlaubt (Probe). Dieses Grundprin-
zip ist bis heute erhalten geblieben. Der große Erfolg der Pump-Probe-Spektroskopie
war seitdem vor allem mit den Fortschritten bei der Erzeugung und Messung von ultra-
kurzen Lichtpulsen verbunden [4, 5]. So stellt beispielsweise für die Molekülphysik die
Realisierung der Pump-Probe-Technik auf einer Femtosekundenzeitskala einen Meilen-
stein dar und hat letztlich das Tor zur zeitaufgelösten Untersuchung von Moleküldy-
namik geöffnet [6, 7]. Die neusten Entwicklungen zielen sogar auf die Auflösung der
Elektronendynamik mit Hilfe von Attosekundenpulsen ab [4, 5].
Angewandt auf Nanostrukturen, erlaubt das Pump-Probe-Konzept, die Dynamik von
Elektronen in diesen Strukturen zu studieren. Dabei können, anhand von zeitaufgelösten
Größen, Informationen zu Transportprozessen in komplexen Umgebungen gewonnen wer-
den. Die Umgebung wird zum Beispiel durch Gitterschwingungen, fluktuierende Hinter-
grundladungen oder Kernspins gebildet. Die Wechselwirkung dieser Umgebung mit den
Elektronen führt zu einer – häufig unerwünschten – Beeinflussung der Transporteigen-
schaften. Diesen Einfluss gilt es daher zu verstehen und möglichst auch zu kontrollieren.
Die zeitaufgelösten Untersuchungen ermöglichen auch den Test von Transporttheori-
en und -konzepten, da sie im Allgemeinen höhere Anforderungen an Modelle stellen,
zum Beispiel im Bezug auf die Beschreibung der Wechselwirkung mit der Umgebung.
1
1. Einleitung
Schließlich bietet die Erforschung der Transportdynamik eine Perspektive auf neuartige
Experimente und Anwendungen. So wurde mit Hilfe eines Pump-Probe-Schemas be-
reits die kohärente Manipulation von Ladungs- und Spinzuständen in Quantendots rea-
lisiert [8–10]. Hierdurch lassen sich direkt Rückschlüsse auf den Einfluss der Umgebung
ziehen. In diesem Zusammenhang wird sogar von transienter Transportspektroskopie ge-
sprochen, da sich inelastische Relaxationsprozesse studieren lassen, die durch stationäre
Messungen nur indirekt beobachtbar sind [11,12]. Die Motivation für die Untersuchung
kohärenter Manipulation speist sich natürlich zu einem beträchtlichen Teil aus dem
Wunsch mit diesen Strukturen letztlich einen Quantencomputer zu realisieren [13].
Die Entwicklung der Nanoelektronik wurde vor 50 Jahren sehr treffend von Richard P.
Feynman vorweggenommen. In einem Vortrag1 mit dem Titel “There’s Plenty of Room
at the Bottom” stellte er fest, was die heutigen Nanostrukturen auszeichnet: “[...] We
can use, not just circuits, but some system involving the quantized energy levels, or the
interactions of quantized spins [...]”. Diese Beschreibung passt hervorragend zu den erst
30 Jahre später realisierten Quantendots.
Quantendots sind typischerweise künstlich in Halbleitern hergestellte Nanostrukturen
in denen eine endliche Anzahl von Elektronen gefangen ist. Die Größe der Quantendots
ist vergleichbar mit der deBroglie-Wellenlänge der Elektronen im Halbleitermaterial. Da-
her stehen den Elektronen nur diskrete Energiezustände zur Verfügung; ähnlich zu den
Orbitalen in Atomen. Aufgrund der kleinen Ausdehnung der Quantendots ergibt sich
noch eine weitere Analogie zu Atomen. Das Hinzufügen oder Entfernen eines Elektrons
zum oder vom Quantendot erfordert das Aufbringen einer zusätzlichen Energie, der so-
genannten Ladungsenergie, welche der Ionisierungsenergie von Atomen entspricht. Diese
beiden Analogien haben dazu geführt, dass Quantendots auch als “künstliche Atome”
bezeichnet werden [14]. Es ist zudem möglich, mehrere Quantendots zu koppeln und da-
mit auch “künstliche Moleküle” zu schaffen [15]. Die künstlichen Atome und Moleküle
lassen sich nicht nur durch Wechselwirkung mit Licht untersuchen, sondern erlauben
auch eine Charakterisierung mit Hilfe von Transportmessungen. Durch Anbringen von
Zuleitungen kann der Stromfluss durch den Quantendot gemessen werden, was wiederum
Rückschlüsse auf die Eigenschaften des Quantendots ermöglicht [2].
Aus theoretischer Sicht stellt die Beschreibung des Elektronentransports in Quanten-
dotsystemen im Zusammenhang mit Pump-Probe-Experimenten ein formidables Pro-
blem dar. Die Elektronen können, wie erwähnt, durch die Zuleitungen auf den Quanten-
dot gelangen und diesen wieder verlassen. Es handelt sich bei dem Quantendot demnach
um ein offenes Quantensystem, da der Elektronentransport unweigerlich einen Teilchen-
austausch mit der Umgebung mit sich bringt. Im Allgemeinen befindet sich der Quan-
tendot auch nicht im Gleichgewicht mit der Umgebung, da üblicherweise äußere Poten-
tialunterschiede auf das System einwirken. Insbesondere zeitabhängige Spannungen sind
für die Umsetzung eines Pump-Probe-Schemas unbedingt erforderlich, bringen allerdings
1Dieser Vortrag wurde am 29.12.1959 im Rahmen eines Treffens der American Physical Society gehal-
ten. Eine Abschrift findet sich unter: http://www.zyvex.com/nanotech/feynman.html
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die zusätzliche Herausforderung mit sich, dass der zeitabhängige Antrieb nicht-periodisch
ist. Schließlich muss für die Beschreibung von Ladungseffekten die Wechselwirkung der
Elektronen im Quantendot Berücksichtigung finden. Es gilt daher, die Nichtgleichge-
wichtsdynamik eines offenen, wechselwirkenden Quantensystems theoretisch zu erfassen.
Diese Problematik spielt nicht nur für den Transport durch Nanostrukturen eine wesent-
liche Rolle, sondern ist in vielen Bereichen der Physik anzutreffen. Im Zusammenhang
mit der Kernspinresonanz in Festkörpern [16,17] müssen beispielsweise Relaxationspro-
zesse berücksichtigt werden, die durch die Wechselwirkung eines Kernspins mit seiner
Umgebung entstehen [18].
Im Laufe der Zeit wurden verschiedene Methoden entwickelt, um Nichtgleichgewichts-
dynamik im Speziellen für den Elektronentransport zu beschreiben. Dabei hat sich
spätestens durch die Arbeit von Jauho et al. die Verwendung sogenannter Nichtgleich-
gewichts-Green-Funktionen als Standard etabliert [19]. Die Einteilchenbeschreibung mit
Green-Funktionen ist besonders geeignet, um kohärenten Elektronentransport durch sehr
kleine Strukturen zu beschreiben. Die Behandlung von Wechselwirkungseffekten ist da-
bei jedoch meist kompliziert und nicht einfach zu realisieren. Eine Vielteilchenbeschrei-
bung bietet hingegen einen natürlichen Rahmen für die Beschreibung dieser Effekte. Die
Projektionsoperator-Methode ermöglicht die Herleitung von Bewegungsgleichungen für
die reduzierte Vielteilchendichtematrix [20]. Diese verallgemeinerten Quantenmasterglei-
chungen erlauben somit die Berechnung der Nichtgleichgewichtsdynamik des Quanten-
dots. In allen Fällen stellt die Formulierung von Transportgleichungen nur den ersten
Schritt dar. Ebenso wichtig sind praktische Berechnungen mit den abgeleiteten Glei-
chungen. Insbesondere für zeitabhängige Fragestellungen ist die Auswahl an Verfahren
hierbei sehr begrenzt – verglichen mit denen zur Beschreibung des stationären Trans-
ports sogar verschwindend gering.
In der vorliegenden Arbeit werden daher zwei neue Berechnungsmethoden entwickelt
und untersucht, die eine effiziente numerische Behandlung von zeitaufgelöstem Elek-
tronentransport ermöglichen. Die vorzustellenden Methoden basieren dabei einerseits
auf dem Nichtgleichgewichts-Green-Funktionen-Formalismus in der Formulierung von
Jauho et. al. [19, 21] und andererseits auf verallgemeinerten Quantenmastergleichun-
gen [22–25]. In beiden Fällen werden unter Verwendung einer Hilfsmodenentwicklung
der Fermi-Funktion geschlossene Bewegungsgleichungen für den Zustand des Quanten-
dotsystems hergeleitet, die sich mit Standardintegrationsmethoden lösen lassen. Die Be-
rechnungsmethoden erlauben damit die Untersuchung von aktuellen Fragestellungen im
Zusammenhang mit Pump-Probe-Experimenten an Quantendotsystemen.
Die Hilfsmodenentwicklung ist nicht nur für die vorzustellenden Propagationsmetho-
den von zentraler Bedeutung, sondern wird beispielsweise auch bei der Berechnung von
Ladungsdichten bei endlichen Temperaturen eingesetzt [26, 27]. Im Rahmen dieser Ar-
beit wird eine besonders effiziente Entwicklung durch eine Partialbruchzerlegung her-
geleitet [28]. Diese Zerlegung weist gegenüber bisherigen Entwicklungen eine wesentlich
verbesserte Konvergenz auf [29–31].
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Aufbau der vorliegenden Arbeit
Die vorliegende Arbeit ist wie folgt gegliedert: Die anschließenden zwei Kapitel widmen
sich der Darstellung von Grundlagen zu Quantendotsystemen und der Theorie des Elek-
tronentransports. In den Abschnitten 2.1 und 2.2 werden hierzu der typische Aufbau und
die Eigenschaften von Quantendots erläutert. Wichtige Ergebnisse im Zusammenhang
mit zeitaufgelöstem Elektronentransport in diesen Systemen werden in Abschnitt 2.3
zusammengefasst. Im anschließenden Kapitel 3 wird zunächst mit dem Hamiltonian das
in dieser Arbeit verwendete Modell und dessen Parameter vorgestellt. Eine Einführung
grundlegender Konzepte der Theorie offener Quantensysteme, wie zum Beispiel der re-
duzierten Dichtematrix, gibt Abschnitt 3.2. Diese Konzepte werden dann in Abschnitt
3.3 auf den Elektronentransport im Rahmen des angegebenen Modells übertragen.
Den Hauptteil dieser Arbeit bilden die Kapitel 4 und 5. Hierin werden die beiden
Berechnungsmethoden entwickelt. In Kapitel 4 wird dabei eine Methode auf Basis der
Nichtgleichgewichts-Green-Funktionen vorgestellt und diskutiert. Die zweite Methode,
welche sich auf verallgemeinerten Quantenmastergleichungen gründet, wird in Kapitel
5 erläutert. In beiden Fällen werden neben den eigentlichen Methoden, die Grundla-
gen der jeweiligen Formalismen erklärt und die Anwendung der Berechnungsmethoden
an Beispielen demonstriert. Weiterhin werden in Abschnitt 5.3.3 beide Methoden für
den Fall nichtwechselwirkender Elektronen verglichen, was schließlich auf die sogenann-
te effektive Quantenmastergleichung führt. Am Ende des Kapitels 5 wird anhand einer
numerischen Simulation und einem vereinfachten, analytisch lösbaren Modell ein Pump-
Probe-Experiment zur kohärenten Kontrolle von Ladungszuständen in Doppelquanten-
dots ausführlich analysiert.
Eine Zusammenfassung der Ergebnisse sowie ein Ausblick werden abschließend in
Kapitel 6 gegeben.
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Vor allem der experimentelle Fortschritt bei der Herstellung und der Messung von Quan-
tendots sowie deren atomähnlichen Eigenschaften haben in den letzten zwei Jahrzehnten
zu einem großen wissenschaftlichen Interesse an diesen Systemen geführt. Ausführliche
Beschreibungen der Eigenschaften und wesentlichen Effekte im Zusammenhang mit Elek-
tronentransport in Quantendots geben mehrere Übersichtsartikel [1, 2, 12, 32].
Im Weiteren sollen zunächst die wichtigsten Eigenschaften von Quantendots, insbe-
sondere die Ladungs- und Energiequantisierung, sowie deren Auswirkung auf stationäre
Transportmessungen erläutert werden. Im anschließenden Abschnitt wird das einfachste
“künstliche Molekül”, der Doppelquantendot, eingeführt. Der Abschnitt 2.3 widmet sich
dem Transport in Systemen mit zeitabhängigem Antrieb, wobei der Schwerpunkt auf
den puls-induzierten Transport gelegt wird.
2.1. Aufbau und Eigenschaften
Quantendots lassen sich in vertikale und laterale Anordnungen unterteilen. Beispiele
für beide Anordnungstypen sind in Abbildung 2.1 und 2.2 dargestellt. In beiden Fällen
ist die Grundlage ein 2D-Elektronengas (2DEG), welches sich an der Grenzschicht von
zwei verschiedenen Halbleitermaterialien, zum Beispiel GaAs/AlGaAs, ausbildet. Mit
Hilfe eines Begrenzungspotentials wird eine weitere Reduzierung der Dimension auf 0D
erreicht [2]. Der Quantendot ist durch Tunnelbarrieren mit zwei Elektroden, der soge-
nannten Source- und der Drain-Elektrode, verbunden, welche die Zu- und Ableitung von
Elektronen erlauben. Eine oder mehrere Gate-Elektroden können zur Manipulation der
(a) (b)
Source
Drain
Quantendot
Gate
AlGaAs
InGaAs
AlGaAs
n-GaAs
n-GaAs
Abbildung 2.1.: Vertikaler Quantendot: a) Schematischer Aufbau und b)
Rasterelektronenmikroskop-Aufnahme (REM-Aufnahme) verschiedener säulenartiger Quan-
tendotstrukturen mit einem Durchmesser ≈ 0.5 µm (entnommen aus [33]).
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Source
Drain
Quanten-
dot
Gate
(a)
(b)
Abbildung 2.2.: Lateraler Quantendot: a) Schematischer Aufbau und b) REM-Aufnahme
eines lateralen Quantendots (modifiziert aus [36]).
Elektronenstruktur des Quantendots dienen. Die vertikale und die laterale Anordnung
unterscheiden sich in der Realisierung des Begrenzungspotentials und der Einflußnah-
memöglichkeiten auf die Eigenschaften des Quantendots. Bei den vertikalen Strukturen
wird die Reduzierung der Dimension dadurch erreicht, dass mit Hilfe von Ätzverfah-
ren säulenartige Strukturen hergestellt werden. Die Elektroden befinden sich oberhalb
und unterhalb der Säulen, so dass der Stromfluss entlang der vertikalen Achse erfolgt
(Abbildung 2.1). Eine der ersten Transportmessungen an vertikalen Quantendots wurde
von Reed et al. Ende der achtziger Jahre durchgeführt [34]. Bei lateralen Quantendots
wird die Begrenzung der Elektronen auf ein kleines Gebiet durch Aufbringen von me-
tallischen Kontakten auf die Heterostruktur erreicht (Abbildung 2.2). Durch Anlegen
einer Spannung an diese Gate-Elektroden kann eine Verarmung von Ladungsträgern im
2DEG in bestimmten Bereichen unterhalb der Kontakte erzielt werden. Auf diese Art
kann sowohl das Begrenzungspotential für die Elektronen als auch die Tunnelbarrieren
zwischen Quantendot und Zuleitungen manipuliert werden. Die Änderungen der Quan-
tendoteigenschaften können dabei insbesondere zeitabhängig sein.
Eine völlig andere Realisierung von Quantendots erfolgt im Rahmen der molekula-
ren Elektronik. Hierbei werden einzelne Moleküle zwischen zwei metallische Kontakte
gebracht und die Elektronen werden durch das Molekül transportiert. Eines der ersten
Experimente dieser Art wurde Ende der neunziger Jahre durchgeführt [35].
Ladungs- und Energiequantisierung
Die Größenordnung der Ladungsenergie lässt sich mit Hilfe der Kapazität C des Quan-
tenpunktes abschätzen. Eine zusätzliche Ladung e auf dem Quantendot erhöht dessen
elektrostatisches Potential um die Energie EC = e
2/C. Damit die Ladungsenergie rele-
vant wird, muss diese einerseits größer sein als die thermische Energie kBT , andererseits
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muss die Tunnelkopplung an die Elektroden hinreichend schwach sein. Hierdurch werden
starke (Quanten-)Fluktuationen der Anzahl der Elektronen auf dem Quantendot unter-
drückt. Diese Bedingung bedeutet quantitativ, dass der Tunnelwiderstand RT größer
als die von-Klitzing-Konstante h/e2 = 25.813 kΩ sein muss. Insgesamt ergeben sich die
beiden Bedingungen [2]
EC = e
2/C  kBT , (2.1a)
RT  h/e2 . (2.1b)
Nimmt man für die Form des Quantenpunktes eine 2D Scheibe mit Radius R an, so kann
die Kapazität durch C = 8εrε0R abgeschätzt werden. Hierbei ist ε0 die Permittivität des
Vakuums und εr die relativen Permittivität des umgebenden Materials. Für einen Quan-
tendot mit Radius R ≈ 100 nm ergibt sich mit εr = 13 in GaAs für die Ladungsenergie
EC ≈ 2 meV. Nach den Bedingungen (2.1) muss die Temperatur somit kleiner als 20 K
(1 K ∼= 0.086 meV) sein, damit die Ladungsquantisierung experimentell relevant wird.
Wie eingangs bereits erwähnt, zeichnen sich Quantendots durch quantisierte Ener-
gieniveaus aus. Um diese diskreten Niveaus experimentell beobachten zu können, muss
der Energieabstand ∆E der Niveaus ebenfalls größer sein als die thermische Energie.
Zur Abschätzung von ∆E wird der Quantendot als 2D Kasten mit der Ausdehnung L
angenommen. Der mittlere Energieabstand kann mit Hilfe der Zustandsdichte berechnet
werden [37]:
∆E =
1
π
~2π2
m∗L2
. (2.2)
Die effektive Masse m∗ ist in Halbleitern typischerweise viel kleiner als die Elektronen-
masse me, was einen großen Energieabstand begünstigt. Für einen Quantendot mit dem
Radius R ≈ 100 nm und m∗ = 0.067me in GaAs ergibt sich ∆E ≈ 0.12 meV. Quanten-
dots in Halbleitermaterialien sind demnach sehr gut geeignet, um die Auswirkungen von
Ladungs- und Energiequantisierung zu beobachten.
Coulomb-Blockade
Eine wichtige Konsequenz der Ladungsquantisierung ist die sogenannte Coulomb-Blocka-
de. Unter den im letzten Abschnitt genannten Bedingungen (2.1) kann die Anzahl N der
Elektronen in einem Quantendot durch einen Tunnelvorgang nur um ein Elektron erhöht
oder verringert werden. Ein Stromfluss durch den Dot kommt daher durch die Sequenz
N → N + 1→ N → . . . zustande. Dieser Prozess wird auch als single-electron tunneling
(SET) bezeichnet. Wie oben bereits ausgeführt, wird für das Laden des Quantendots mit
einer weiteren Ladung e eine Energie der Größenordnung e2/C benötigt. Diese Energie
kann mit Hilfe der Gate-Elektroden oder der Source-Drain-Spannung bereitgestellt wer-
den. Ist die zusätzliche Energie nicht vorhanden, wird der Stromfluss blockiert und man
spricht von einer Coulomb-Blockade [1].
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Abbildung 2.3.: Energieschema eines Quantendots für konstante Source-Drain-Spannung
VSD. Die chemischen Potentiale µL und µR des linken und rechten Reservoirs definieren das
Transportfenster (grau). Die besetzten, diskreten Zustände des Quantendots mit N Elektronen
(fette Linien) sind durch eine Energielücke EA = e2/C + ∆E von den Zuständen mit N + 1
Elektronen (dünne Linien) getrennt, wobei ∆E der mittlere Energieabstand ist. a) Coulomb-
Blockade, d.h. es befindet sich kein Zustand im Transportfenster; b) und c) durch Änderung der
Gate-Spannung können die Energien im Dot so verschoben werden, dass ein neuer Zustand im
Transportfenster liegt. Das Aufbringen eines Elektrons führt zu einer Änderung des höchsten
besetzten Zustands.
Wird die Source-Drain-Spannung konstant gehalten, so beobachtet man als Funk-
tion der Gate-Spannung eine Oszillation des elektrischen Leitwertes. Diese sogenann-
ten Coulomboszillationen entsprechen der Unterdrückung (Leitwertminimum) und dem
Einsetzen des SET (Leitwertmaximum). Alternativ dazu kann auch die Source-Drain-
Spannung bei konstanter Gate-Spannung variiert werden. In diesem Fall ergibt sich eine
nichtlineare Strom-Spannungs-Kennlinie, welche als Coulombstaircase bezeichnet wird.
Eine Stufe in der Kennlinie zeigt sich, wenn die Coulomb-Blockade aufgehoben und SET
erlaubt ist. Beide Effekte lassen sich im Rahmen der (erweiterten) “orthodoxen Theo-
rie” erklären [37–39]. Qualitativ werden die genannten Beobachtungen auch anhand der
in Abbildung 2.3 dargestellten Energieschemata plausibel. Die diskreten Zustände für
N Elektronen auf dem Quantendot sind durch die Additionsenergie EA = e
2/C + ∆E
von den Zuständen mit N + 1 Elektronen getrennt. Im Fall der Coulomboszillationen
werden mit Hilfe der Gate-Spannung die Energien im Quantendot solange verschoben,
bis der erste Zustand mit N + 1 Elektronen in das Transportfenster kommt, welches
durch die chemischen Potentiale µL und µR definiert wird. Ein Elektron kann nun aus
dem linken Reservoir in den Quantendot tunneln und den entsprechenden Zustand be-
setzen (Abbildung 2.3b). Danach kann es durch einen weiteren Tunnelprozess den Dot
in das rechte Reservoir wieder verlassen und der Zyklus kann erneut beginnen (Ab-
bildung 2.3c). Während sich bei den Coulomboszillationen meist nur ein Zustand im
Transportfenster befindet, wird für die Beobachtung der Coulombstaircase das Trans-
portfenster durch Erhöhung der Source-Drain-Spannung vergrößert. Der Strom wird
im Wesentlichen durch die Anzahl der Zustände im Transportfenster bestimmt. In der
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Abbildung 2.4.: Energieschema eines Quantendots für eine konstante Gate-Spannung: a)
Coulomb-Blockade, b) und c) durch Änderung der Source-Drain-Spannung wird die Anzahl
von Zuständen mit N + 1 Elektronen erhöht.
Strom-Spannungs-Kennlinie zeigen sich demnach zwei Arten von Stufen: Die eine Art
resultiert aus neuen Ladungszuständen (N → N + 1) im Transportfenster, die andere
entspricht einer Änderung der Anzahl diskreter Energieniveaus im Transportfenster für
ein festes N (Abbildung 2.4).
Aus beiden Kennlinien lassen sich Informationen über die Ladungszustände und die
Energieniveaus eines Quantendots gewinnen. Man spricht daher in diesem Zusammen-
hang auch von Transportspektroskopie [2].
Einschränkungen des sequentiellen Transports
In den bisherigen Ausführungen wurde der Elektronentransport im Rahmen des SET
beschrieben, das heißt der Stromfluss resultiert aus einer Sequenz von inkohärenten Elek-
tronentransfers vom und zum Quantendotsystem. Für hinreichend hohe Temperaturen
stellt dies eine gute Näherung dar. Allerdings wird in diesem vereinfachten Bild der
Einfluss der Tunnelkopplung auf die elektronische Struktur des Dots vernachlässigt. Die
Tunnelkopplung des Quantendots an die Reservoirs führt zu einer endlichen Breite Γ der
Energieniveaus im Dot, was einer endlichen Lebensdauer eines Elektrons im Quantendot
entspricht. Die Verbreiterung ist auf Tunnelprozesse höherer Ordnung zurückzuführen,
die virtuelle Zustände im Quantendot einschließen. Sofern die Breite klein gegenüber
den anderen Energieskalen und insbesondere der thermischen Energie kBT ist, können
die Tunnelprozesse höherer Ordnung vernachlässigt werden und die SET-Beschreibung
ist ausreichend. Für sehr niedrige Temperaturen oder bei einer starken Verbreiterung
müssen höhere Ordnungen der Tunnelprozesse berücksichtigt werden, um den Trans-
port durch den Quantendot zu beschreiben. Bestimmte Phänomene, wie der Kondo-
Effekt, lassen sich nur nicht-perturbativ beschreiben [40,41].
In der vorliegenden Arbeit soll hauptsächlich das perturbative Regime untersucht
werden, bei dem kohärente Tunnelprozesse und die Verbreiterung der Energieniveaus
relevant sind. Im experimentell erreichbaren Temperaturbereich von unter einem Kelvin
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spielen diese Effekte für den Elektronentransport eine wichtige Rolle.
Eine zweite, wesentliche Vereinfachung der SET-Beschreibung besteht in der Annah-
me, dass die Coulomb-Wechselwirkung im Dot mit Hilfe einer konstanten Kapazität be-
schrieben werden kann, die nur von der Geometrie des Systems abhängt. Außerdem wur-
de vorausgesetzt, dass die Wechselwirkung keinen Einfluss auf die Einteilchenzustände
hat. Eine bessere Beschreibung würde man durch eine selbstkonsistente Berechnung
von Begrenzungspotential und Ladungszuständen erhalten (siehe zum Beispiel [42]).
Tatsächlich müsste die Bestimmung aller Parameter und die Beschreibung des Elektro-
nentransports selbstkonsistent erfolgen. In der Praxis werden die Parameter jedoch meist
als gegeben vorausgesetzt [21], was im Folgenden auch angenommen werden soll.
2.2. Ladungs-Qubits in Doppelquantendots
Wie bereits in der Einleitung dieses Kapitels erwähnt wurde, können mehrere Quanten-
dots gekoppelt und somit “künstliche Moleküle” erzeugt werden. Das einfachste Molekül
besteht dabei aus zwei gekoppelten Quantendots und wird auch als Doppelquanten-
dot (DQD) bezeichnet. Neben der Möglichkeit neue Effekte zu untersuchen, die aus
der zusätzlichen Kopplung resultieren, bieten DQDs eine vielversprechende Realisie-
rungsmöglichkeit von Quantenbits (Qubits), auf die später noch genauer eingegangen
werden soll. Die Eigenschaften von DQDs wurden in einer Vielzahl von Arbeiten unter-
sucht, welche in den entsprechenden Übersichtsartikeln zusammengefasst werden [2,32].
DQDs werden meist in einer lateralen Anordnung realisiert, bei der beide Dots durch
eine Tunnelbarriere gekoppelt sind [43–46]. Die Herstellung erfolgt dabei analog zu den
bereits besprochenen Einzelquantendots (siehe Abschnitt 2.1). Die Überlegungen zu
Ladungs- und Energiequantisierung können teilweise auch auf die Mehrfachdots übertra-
gen werden. Demnach findet man in den einzelnen Quantendots diskrete Energieniveaus,
die durch die Tunnelbarriere gekoppelt sind. Analog zur molekularen Bindung werden
hierdurch bindende und anti-bindende Zustände ausgebildet, die zum Beispiel mit Hil-
fe von Photonen-unterstütztem Tunneln vermessen werden können [32]. Die jeweiligen
Energieniveaus können über die entsprechenden Gate-Spannungen verschoben werden.
Der Elektronentransport durch einen DQD lässt sich qualitativ anhand der in Abbildung
2.5 dargestellten Energieschemata verstehen. Befindet sich der DQD in einem Ladungs-
zustand (NL, NR), d.h. mit NL Elektronen in dem linken und NR Elektronen in dem
rechten Quantendot (Abbildung 2.5a), so kann zum Beispiel durch Ändern der Gate-
Spannung erreicht werden, dass ein Zustand mit einem zusätzlichen Elektron im linken
Dot besetzt werden kann (Abbildung 2.5b). Ein Elektron kann nun vom linken in den
rechten Dot tunneln (Abbildung 2.5c), wobei die Wahrscheinlichkeit hierfür am größten
ist, wenn die beiden Zustände (NL + 1, NR) und (NL, NR + 1) eine verschwindende Ener-
giedifferenz ε besitzen. Diese Resonanzbedingung äußert sich in einer Serie von Peaks
bei der Messung des Stromes als Funktion einer Gate-Spannung [43]. Die Transport-
spektroskopie erlaubt somit eine Charakterisierung der Elektronenstruktur des DQD.
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Abbildung 2.5.: Energieschemata für den Elektronentransport durch DQDs. Der Transport
erfolgt durch die Sequenz (NL, NR) → (NL + 1, NR) → (NL, NR + 1) → (NL, NR), was der
Bildfolge (a)→(b)→(c)→ (a) entspricht.
In der Umgebung einer Resonanz kann der DQD durch ein effektives Zwei-Niveau-
System beschrieben werden, welches aus den beiden Ladungszuständen |L〉 = (NL +
1, NR) und |R〉 = (NL, NR +1) gebildet wird. Die Zustände |L〉 und |R〉 bezeichnen Viel-
teilchenzustände mit einem zusätzlichen Elektron, welches im linken oder rechten Dot
lokalisiert ist. Das Zwei-Niveau-System ist durch die Energiedifferenz ε = EL − ER der
Ladungszustände und der Tunnelkopplung TC charakterisiert. In der Quanteninforma-
tik werden Zwei-Niveau-Systeme als Grundeinheit für Informationen verwendet und als
Qubits bezeichnet [47]. Da das Qubit im DQD durch Ladungszustände gebildet wird,
spricht man auch von Ladungs-Qubits.
2.3. Zeitaufgelöster Transport
Die in Abschnitt 2.1 diskutierte statische Transportspektroskopie liefert wichtige Infor-
mationen zur Elektronenstruktur der untersuchten Systeme. Viele Aspekte der statischen
Transporteigenschaften sind sehr gut untersucht und können theoretisch im Rahmen der
vorhandenen Formalismen erklärt werden.
Im Gegensatz dazu stellt die Untersuchung des Einflusses von zeitabhängigen, äußeren
Feldern und zeitabhängigen Spannungen auf die Transporteigenschaften von Quanten-
dotsystemen nach wie vor eine große Herausforderung für Experiment und Theorie dar.
Die Wechselwirkung der Elektronen mit den zeitabhängigen Feldern oder Spannungen
führt zu einer Vielzahl von interessanten Phänomenen und ermöglicht zudem eine weitere
Charakterisierung von Quantendots. Die Untersuchungen lassen sich nach der Form und
Dauer des Signals unterscheiden. Im Folgenden soll zunächst der Einfluss von monochro-
matischen Signalen diskutiert werden, was unter anderem auf das Photonen-unterstützte
Tunneln (engl. photon-assisted tunneling oder PAT) und sogenannte Elektronenpumpen
führt. Anschließend wird der Transport unter Einwirkung von zeitlich begrenzten Pul-
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sen besprochen. Diese ermöglichen die Durchführung von Pump-Probe-Messungen und
spielen für die kohärente Kontrolle von Elektronenzuständen eine wichtige Rolle.
2.3.1. Photonen-unterstütztes Tunneln
Das single-electron tunneling, welches in Abschnitt 2.1 beschrieben wurde, stellt einen
elastischen Tunnelprozess dar. Dabei kann der Stromfluss nur zustande kommen, wenn
sich ein oder mehrere Energieniveaus im Transportfenster befinden. Durch eine zusätzli-
che harmonische Modulation der Source-Drain- oder der Gate-Spannung können inelas-
tische Tunnelprozesse induziert werden. Hierbei tauschen die Elektronen Energiequanten
mit dem oszillierenden Feld aus, was schließlich zu einem Strom führt, obwohl sich ur-
sprünglich kein Energieniveau im Transportfenster befindet. Diese Form des inelastischen
Tunnelns wird auch als Photonen-unterstütztes Tunneln (PAT) bezeichnet. Die ersten
PAT-Experimente wurden bereits Anfang der sechziger Jahre mit Supraleiter-Isolator-
Supraleiter Strukturen durchgeführt [48]. Wenig später konnten Tien und Gordon die
Messungen mit Hilfe eines einfachen Modells theoretisch erklären [49]. Das Tien-Gordon-
Modell stellte sich auch in der Folge als sehr erfolgreich bei der qualitativen Beschrei-
bung von PAT in Nanostrukturen heraus. Jenseits dieses Modells wurden schließlich noch
weitere Methoden, wie beispielsweise eine Kombination von Streutheorie und Floquet-
Formalismus, zur Behandlung von PAT entwickelt. Eine Zusammenfassung dieser Er-
gebnisse geben die entsprechenden Übersichtsartikel [50, 51]. Auf die Möglichkeiten der
Beschreibung mit Nichtgleichgewichts-Green-Funktionen und Quantenmastergleichun-
gen wird in den Kapiteln 4 und 5 eingegangen.
Experimentell konnte PAT erst Mitte der neunziger Jahre für Elektronentransport
durch Quantendots nachgewiesen werden [52]. Während in den ersten Experimenten
die Quantendots aufgrund ihrer Größe ein nahezu kontinuierliches Spektrum aufwiesen,
wurden später auch Messungen an kleineren Quantendots durchgeführt, deren diskre-
te Energieniveaus aufgelöst werden konnten. Wie in Abschnitt 2.1 beschrieben, findet
man bei Variation der Gate-Spannung eine Serie von Peaks in der Strom-Spannungs-
Kennlinie. Jeder Peak entspricht dem elastischen Transport von Elektronen durch ein im
Transportfenster befindliches Energieniveau. Das PAT führt zur Ausbildung von Satelli-
tenpeaks, die auf inelastische Tunnelereignisse zurückzuführen sind, bei denen Photonen
der Energie ~ω absorbiert oder emittiert werden. Für niedrige Frequenzen, ~ω  ∆E, ist
im Wesentlichen nur ein Energieniveau am Transport beteiligt. Die Satellitenpeaks be-
finden sich relativ zum elastischen Peak bei Energien, die ganzzahligen Vielfachen von
~ω entsprechen. Bei hohen Frequenzen, ~ω  ∆E, können auch angeregte Zustände
zum Transport beitragen. Dementsprechend finden sich zusätzliche Satellitenpeaks. Die
Position der Peaks liefert in jedem Fall wichtige Informationen über die elektronische
Struktur der Quantendots [52].
Zwei wichtige Phänomene, die mit PAT im Zusammenhang stehen und im Folgenden
noch kurz besprochen werden sollen, sind die dynamische Lokalisierung (häufig auch als
coherent destruction of tunneling – CDT – bezeichnet) und die Elektronenpumpen.
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Dynamische Lokalisierung
Dynamische Lokalisierung oder CDT bezeichnet die (vollständige) Unterdrückung von
Tunnelprozessen in kohärent getriebenen Quantensystemen. Zum Beispiel beim Doppel-
muldenpotential führt CDT zu einer Lokalisierung der Wellenfunktion in einer der beiden
Mulden [53]. Eine theoretische Erklärung für die Unterdrückung gibt die Renormierung
der Tunnelkopplung bei hohen Frequenzen. Durch diese Renormierung kommt es für be-
stimmte Verhältnisse von Antriebsamplitude und Antriebsfrequenz zu einem Verschwin-
den der effektiven Tunnelkopplung [51,54]. Die damit erzielte dynamische Lokalisierung
ist demnach auch ein Beispiel für eine kohärente Manipulation von Quantensystemen,
da durch die Einstellung der Amplitude oder der Frequenz das Verhalten des Systems
verändert werden kann. CDT wurde zuerst bei der Untersuchung von nichtwechselwir-
kenden Elektronen in einem tight-binding-Gitter unter dem Einfluss eines zeitabhängigen
elektrischen Feldes gefunden [55]. Später wurde der Effekt auch für getriebenes Tunneln
in Doppelmuldenpotentialen [53] und für Zwei-Niveau-Systeme demonstriert [54]. Die
Beschreibung erfolgte hierbei mit Hilfe der Floquet-Theorie, die eine elegante Formulie-
rung für Systeme mit zeitlich periodischem Antrieb ermöglicht [56]. Das Renormierung-
sargument lässt sich auch auf größere tight-binding-Systeme anwenden und schließlich
wurde CDT auch für allgemeine Transportszenarien vorhergesagt [51,57–59].
Elektronenpumpen
Eine ebenso interessante Klasse von Systemen, für die PAT relevant ist, stellen soge-
nannte Elektronenpumpen dar. Bei diesen Systemen wird durch einen periodischen An-
trieb auch bei verschwindender Source-Drain-Spannung ein endlicher Elektronenstrom
erzeugt. Voraussetzung für das Pumpen ist entweder eine räumlich gebrochene Symme-
trie, zum Beispiel mit unterschiedlichen Kopplungsstärken an die Reservoirs, oder das
Fehlen der Zeitumkehrinvarianz des Antriebssignals [50,52]. Sowohl aus theoretischer als
auch aus experimenteller Sicht sind Elektronenpumpen ein interessanter Forschungsge-
genstand. Eine mögliche Anwendung besteht zum Beispiel im Zusammenhang mit dem
sogenannten metrologischen Dreieck, welches die Verknüpfung der elektrischen Grund-
größen Spannung, Strom und Frequenz wiedergibt [60]. Mit Hilfe der Elektronenpumpen
ließe sich die noch fehlende Verbindung von Strom und Frequenz realisieren und damit
ein (Quanten-)Stromstandard definieren1.
Experimentell wurde das Pumpen von Elektronen unter anderem mit Quantendots
realisiert [61, 62]. Neben diesen “herkömmlichen” Pumpen, bei denen Ladung durch
den Dot transferiert wird, gibt es auch Untersuchungen zu Spinpumpen, welche den
Transfer von Spins ohne gleichzeitigen Ladungstransport ermöglichen sollen [63]. Es
existiert auch eine Vielzahl an theoretischen Arbeiten zu Elektronenpumpen [50], welche
Charakteristika des Pumpens in verschiedenen Systemen untersuchen.
1Die anderen beiden Verknüpfungen sind der Quanten-Hall-Effekt und der Josephson-Effekt, welche
bereits zur Definition des Widerstands- und des Stromstandards geführt haben [60].
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2.3.2. Puls-induziertes Tunneln
Im Gegensatz zum periodischen Antrieb ist der Einfluss von endlichen Spannungspulsen
auf den Elektronentransport weniger gut untersucht. Das lässt sich unter anderem damit
erklären, dass zum Beispiel der Einsatz der Floquet-Methode und ähnlicher quasistati-
onärer Verfahren nicht mehr möglich ist, und stattdessen direkt in der Zeitdomäne gear-
beitet werden muss. Die dahingehend entwickelten Methoden basieren fast ausschließlich
entweder auf dem Nichtgleichgewichts-Green-Funktionen Formalismus [64,65], Quanten-
mastergleichungen für die Vielteilchdichtematrix [66–68] oder der Propagation von Wel-
lenfunktionen [69]. Eine ausführlichere Darstellung erfolgt in den Kapiteln 4 und 5 im
Zusammenhang mit den im Rahmen dieser Arbeit entwickelten Methoden.
Es ist naheliegend zunächst die Phänomene, welche bereits im Zusammenhang mit
PAT diskutiert wurden, daraufhin zu untersuchen, ob diese auch bei endlichen Span-
nungspulsen beobachtbar sind. Es konnte zum Beispiel CDT für Systeme nachgewie-
sen werden, auf die ein Spannungspuls mit einer gaußförmigen Einhüllenden und ei-
ner hohen Trägerfrequenz einwirkte [67, 70, 71]. Weiterhin wurde in mehreren theore-
tischen Arbeiten durch eine Optimierung der Pulsform eine vorgegebene Stromantwort
erzeugt [71–73]. Diese Form der gezielten Manipulation von Quantensystemen wird auch
als optimale Kontrolle bezeichnet. Elektronenpumpen können ebenfalls mit endlichen
Pulsen realisiert werden. Es wurde zum Beispiel vorgeschlagen, mit Laserpulsen Ströme
durch einzelne Moleküle in einer Transportanordnung zu erzeugen [74].
Neben diesen Anwendungen ermöglicht die Verwendung von Spannungspulsen auch
völlig neue Arten von Untersuchungen, die das erhöhte Interesse an einer theoretischen
Beschreibung begründen. In Anlehnung an Pump-Probe-Schemen bei atomaren oder mo-
lekularen Systemen können einzelne Pulse mit steilen Flanken zur “Anregung” (Pump)
und “Messung” (Probe) von Transport benutzt werden [11, 12]. Diese Technik wurde
unter anderem dazu verwendet, inelastische Relaxationsprozesse in Quantendots zu un-
tersuchen [11,12]. Eine weitere Motivation für die Verwendung von Pump-Probe-Pulsen
besteht in der Möglichkeit, eine kohärente Manipulation von Zuständen in Quantendots
zu erreichen. Hierdurch wäre eine Voraussetzung für die Realisierung von Quantencom-
putern mit Quantendots geschaffen. Ein diesbezügliches Experiment wird im folgenden
Abschnitt 2.3.3 ausführlich vorgestellt. Generell besteht die Idee darin, das Quanten-
dotsystem mit Hilfe des Spannungspulses zwischen dem Transportregime und dem Blo-
ckaderegime umzuschalten. Während der Blockade ist das System praktisch von den
Reservoirs isoliert und kann zum Beispiel durch zusätzliche, äußere Felder beeinflusst
werden [8–10]. Auf diese Weise konnten beispielsweise Einzelspins in einem Doppel-
quantendot kohärent rotiert werden [10].
2.3.3. Kohärente Manipulation von Ladungs-Qubits
In Abschnitt 2.2 wurde bereits dargelegt, dass Ladungszustände in Doppelquantendots
unter bestimmten Umständen als Ladungs-Qubits aufgefasst werden können. Die prak-
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Abbildung 2.6.: Pump-Probe-Schema für die kohärente Manipulation eines Ladungs-Qubits.
a) Initialisierung (VSD = VH), b) Manipulation (VSD = VL) und c) Messung (VSD = VH). d)
zeigt den entsprechenden Zeitverlauf von VSD(t).
tische Verwendbarkeit eines Systems als Qubit wird dabei durch mehrere Kriterien be-
stimmt, welche sich mit den folgenden Anforderungen zusammenfassen lassen [75]:
A) Initialisierung des Qubits in einen definierten (reinen) Zustand,
B) Anwendung einer Reihe von unitären Operationen (Quantengatter) und
C) Auslesen des Qubits.
In einem kürzlich durchgeführten Experiment konnten diese drei Schritte erfolgreich für
ein Ladungs-Qubit in einem DQD demonstriert werden [8].
Pump-Probe-Schema
Zur Realisierung der genannten Schritte wurde im Experiment ein Rechteckpuls verwen-
det, der die Source-Drain-Spannung VSD zwischen zwei Werten VH und VL umschaltet.
Da der DQD kapazitiv an die Elektroden gekoppelt ist, wird durch den Puls auch die
Energiedifferenz ε von ε0 (bei VSD = VH) auf ε1 (bei VSD = VL) geändert. Die Span-
nungen sind dabei so gewählt, dass während des Pulses (VSD = VL) ein Transport von
Elektronen durch den DQD aufgrund der Coulomb-Blockade unterdrückt wird. In die-
sem Fall kann der DQD und damit das Ladungs-Qubit näherungsweise als geschlossenes
System betrachtet werden, das durch unitäre Operationen kontrolliert werden kann. Vor
und nach dem Puls (VSD = VH) ist der Transport von Elektronen, wie in Abschnitt
2.2 beschrieben, möglich. Die Spannung VH wird zudem so gewählt, dass die beiden
Ladungszustände |L〉 und |R〉 im Transportfenster liegen.
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Abbildung 2.7.: Experimentell bestimmte Anzahl np der puls-induzierten Elektronen in
Abhängigkeit der Pulslänge tp und der Energiedifferenz ε0 beziehungsweise ε1 (entnom-
men aus [8]). a) Stationärer Strom ohne Puls; b) np als Funktion von tp und ε0 (ε1); c)
Pulslängenabhängigkeit von np für eine feste Energiedifferenz und d) Oszillationsfrequenz ∆
in Abhängigkeit der Gate-Spannung VC, welche die Interdotkopplung bestimmt.
Das beschriebene Schema erinnert an die üblichen Pump-Probe-Experimente mit Ato-
men oder Molekülen [4, 5, 76]. Die steigende Flanke des Pulses dient als Auslöser der
kohärenten Dynamik, während die fallende Flanke den Messprozess einleitet.
Insgesamt ergeben sich für die Sequenz von Initialisierung, Manipulation und Messung
die in Abbildung 2.6 gezeigten Situationen. Der stationäre Zustand, der sich für VSD =
VH vor dem Puls einstellt, dient als Ausgangszustand. Wie noch gezeigt werden soll,
entspricht dieser Zustand näherungsweise dem Ladungszustand |L〉. Während des Pulses
kann ein Elektron kohärent zwischen dem linken und rechten Dot tunneln. Nach dem
Puls kann das Elektron den DQD verlassen und trägt somit zum gemessenen Strom bei.
Experimentelle Ergebnisse
Zum besseren Verständnis der experimentellen Ergebnisse, die sich mit Hilfe des Pump-
Probe-Schemas erzielen lassen, sollen die wesentlichen Resultate des vorgestellten Expe-
riments kurz dargestellt werden. Eine ausführliche Diskussion und Interpretation erfolgt
in Abschnitt 5.5.
Im Experiment wurde die beschriebene Sequenz durch das Anschließen eines Pulsge-
nerators an die Drain-Elektrode realisiert. Der Puls wurde mit einer Rate von frep =
100 MHz wiederholt und dabei der mittlere Strom gemessen. Durch eine spezielle lock-in
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Technik kann hierbei der stationäre Strom, der in der Initialisierungs- und Messphase
asymptotisch fließt, abgezogen werden. Als Ergebnis dieser Prozedur wird direkt der
puls-induzierte Strom Jp gemessen. Aus Jp lässt sich schließlich die Anzahl np der puls-
induziert tunnelnden Elektronen ermitteln, np = Jp/efrep [8].
Die experimentell bestimmten Werte von np als Funktion der Pulslänge tp und der
Energiedifferenz ε0 (ε1) sind in Abbildung 2.7b dargestellt. Für feste Werte von ε0 (ε1)
lassen sich deutliche Oszillationen für die Funktion np(tp) erkennen. In Abbildung 2.7c
wird die Pulslängenabhängigkeit beispielhaft für ε1 = 0 gezeigt. Die Frequenz der mit
“α” bezeichneten Oszillation beträgt f ≈ 2.3 GHz. Offenbar sind die Oszillationen auch
gedämpft, wobei die Dämpfungsrate circa 1 GHz beträgt. Diese Rate ist kleiner als die
Kopplungsrate an die Reservoirs, welche aus dem stationären Strom bestimmt werden
kann. Diese Beobachtung deutet darauf hin, dass das Ladungs-Qubit in der Manipu-
lationsphase tatsächlich von den Reservoirs isoliert ist. Die Oszillationsfrequenzen und
die Dämpfungsraten können aus den experimentellen Daten als Funktion der Energie-
differenz, Temperatur und Interdotkopplungsstärke gewonnen werden. Diese Ergebnisse
erlauben damit auch eine umfassende Untersuchung der Dekohärenzprozesse, welche die
Einsetzbarkeit der DQDs als Qubits einschränken könnten [12].
In ihrer Arbeit argumentieren Hayashi et al., dass die Anzahl der puls-induziert tun-
nelnden Elektronen in etwa der Besetzung des Ladungszustands |R〉 am Ende des Pulses
entspricht [8]. Die Oszillationen in Abbildung 2.7b werden dem kohärenten Tunneln
zwischen den Zuständen |L〉 und |R〉 in der Manipulationsphase zugeschrieben und als
Rabi-Oszillationen bezeichnet. Tatsächlich ist das beobachtete Verhalten, insbesondere
die Abhängigkeit von der Energiedifferenz für eine feste Pulslänge, kompatibel mit dieser
Annahme, was explizit in Abschnitt 5.5 gezeigt wird.
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Das zuvor beschriebene Quantendotsystem kann als offenes Quantensystem aufgefasst
werden. Diese Bezeichnung bezieht sich auf die Tatsache, dass es sich um ein Quantensys-
tem handelt, welches in eine größere Apparatur eingebettet ist und mit dieser Elektronen
austauschen kann. Durch das Anlegen einer Source-Drain-Spannung entsteht zudem eine
Nichtgleichgewichtssituation: Aufgrund der unterschiedlichen chemischen Potentiale in
den Reservoirs und dem System werden die Elektronen durch den Quantendot “getrie-
ben”. Eine weitere Herausforderung stellt der zeitlich nicht-periodische Antrieb dar, der
für die Umsetzung eines Pump-Probe-Schemas unbedingt erforderlich ist.
Im Gegensatz zur Gleichgewichtsphysik ist die Physik des Nichtgleichgewichts weit
weniger gut verstanden, was sich in gewisser Weise auch am Namen ablesen lässt. Im
Gleichgewicht stehen verschiedene, allgemeingültige Konzepte wie die Linear-Response-
Theorie oder das Fluktuations-Dissipations-Theorem zur Verfügung. Für die Beschrei-
bung von Nichtgleichgewichtsdynamik bietet sich ein Zugang mit Konzepten der offenen
Quantensysteme an.
Im Folgenden wird zunächst das in dieser Arbeit verwendete Modell und die wich-
tigsten Parameter vorgestellt. Anschließend sollen in Abschnitt 3.2 die hier relevanten
Bezeichnungen der Theorie offener Quantensysteme, insbesondere die reduzierte Dich-
tematrix, eingeführt werden. Im letzten Abschnitt dieses Kapitels wird die theoretische
Beschreibung des Elektronentransports im Rahmen des zuvor eingeführten Modells dis-
kutiert.
3.1. Theoretische Beschreibung und Modell
Ausgehend von dem allgemeinen Aufbau eines Quantendotsystems, welches über Tun-
nelbarrieren an zwei Elektronenreservoirs gekoppelt ist (vgl. Abbildung 2.2), soll der
Gesamthamiltonian in drei Anteile aufgespalten werden [21],
H = HS +HR +HSR . (3.1)
Hierbei beschreibt HS das Quantendotsystem, HR beide Elektronenreservoirs und HSR
die Tunnelkopplung. Im Folgenden wird auf die jeweiligen Anteile detailliert eingegangen.
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Quantendotsystem
Wie bereits betont, muss die Beschreibung des Quantendotsystems die Quantisierung
der Ladung und der Energie umfassen. Der Systemhamiltonian
HS =
∑
n
εn(t)c
†
ncn +
∑
n6=m
Vnm(t)c
†
ncm +HI , (3.2)
besteht daher aus zwei Anteilen: Die ersten beiden Terme beschreiben die diskreten Ener-
gieniveaus εn und der letzte Term beinhaltet die Coulomb-Wechselwirkung der Elektro-
nen. Der Einteilchenoperator c†n (cn) erzeugt (vernichtet) ein Elektron im Einteilchenzu-
stand n. Der Index n bezeichnet dabei gegebenenfalls auch den Spinzustand. Beide Ope-
ratoren, c†n und cn, genügen den üblichen Antikommutatorrelationen für Fermionen. Die
Matrixelemente Vnm(t) erlauben zudem die Beschreibung einer (zeitabhängigen) Kopp-
lung von Einteilchenzuständen, zum Beispiel bei Mehrfachquantendots in einer lokalen
Basis. Die Zeitabhängigkeit von εn(t) und Vnm(t) resultiert aus einer zeitabhängigen
Gate- oder Source-Drain-Spannung.
Die Elektron-Elektron-Wechselwirkung soll durch folgenden Hamiltonian beschrieben
werden,
HI =
1
2
∑
m 6=n
Umn(t)c
†
mcm c
†
ncn , (3.3)
der eine Verallgemeinerung der üblichen elektrostatischen Energie im Rahmen der “or-
thodoxen Theorie” darstellt [37]. Die Wechselwirkungsstärke wird durch die Parameter
Umn gegeben. Für den Fall eines Quantendots mit einem einzigen Energieniveau, das
durch maximal zwei Elektronen mit entgegengesetztem Spin besetzt werden kann, redu-
ziert sich (3.3) auf ein Modell vom Anderson-Typ [39],
HI = Uc
†
↑c↑c
†
↓c↓ , (3.4)
wobei die Wechselwirkungsstärke nach Gl. (2.1a) durch U = EC = e
2/C gegeben ist. Der
Wechselwirkungshamiltonian (3.3) erlaubt außerdem die Beschreibung von Mehrfachdot-
systemen, für die neben der Intradotwechselwirkung auch eine Interdotwechselwirkung
wichtig sein kann.
Elektronenreservoirs
Ausgehend von der experimentellen Geometrie (vgl. Abbildung 2.2), bei der sich die
Kontakte vom Dot hin zu metallischen Elektroden schnell verbreitern und somit die
Ladungen weitestgehend abgeschirmt sind, sollen die Elektronen in den Zuleitungen als
nichtwechselwirkend angenommen werden [21]. Der Hamiltonian ist dann durch folgen-
den Ausdruck gegeben,
HR =
∑
α=L,R
∑
k
εαk(t)b
†
αkbαk . (3.5)
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Der Operator b†αk (bαk) erzeugt (vernichtet) ein Elektron im Einteilchenzustand |αk〉,
wobei α = L (linkes Reservoir) oder α = R (rechtes Reservoir) ist. Die zeitabhängigen
Energien sind durch εαk(t) = ε
0
αk+∆αk(t) gegeben und resultieren aus einer zeitabhängi-
gen Source-Drain-Spannung.
Tunnelkopplung
Die Tunnelkopplung von Quantendot und Reservoirs wird schließlich durch folgenden
Hamiltonian beschrieben,
HSR =
∑
α=L,R
[∑
n
∑
k
Tαk,n(t)b
†
αkcn + h.c.
]
, (3.6)
wobei die Matrixelemente Tαk,n(t) die zeitabhängigen Kopplungsstärken zwischen Zu-
stand n im System und Zustand αk im Reservoir angeben. Wie bereits erwähnt, sollen
die Größen Tαk,n als gegeben angenommen werden. Mikroskopisch lassen sich die Ma-
trixelemente mit Hilfe des Bardeen-Formalismus berechnen [77]. Hierbei ist eine wichti-
ge Annahme, dass die Matrixelemente Tαk,n im Wesentlichen durch den exponentiellen
Abfall der Wellenfunktionen für System und Reservoir im Bereich der Tunnelbarrieren
bestimmt sind. Der Überlapp der Wellenfunktionen ist demzufolge sehr klein, was die fol-
genden Antikommutatorrelationen zwischen Systemoperatoren und Reservoiroperatoren
motiviert, [
bαk, cn
]
+
= 0 ,
[
b†αk, c
†
n
]
+
= 0 , (3.7a)[
b†αk, cn
]
+
= 0 ,
[
bαk, c
†
n
]
+
= 0 . (3.7b)
Diese Relationen implizieren, dass die Zustände von System und Reservoir orthogonal
sind. Für die Beschreibung von Quantendots ist diese Näherung aufgrund der eingangs
diskutierten Bedingungen (2.1) durchaus brauchbar, da diese einen großen Tunnelwider-
stand RT voraussetzen. Der allgemeinere Fall von nicht-orthogonalen Zuständen wurde
zum Beispiel in den Referenzen [78–80] untersucht.
Bei der Beschreibung des Elektronentransports treten die Tunnelmatrixelemente Tαk,n
ausschließlich in Form der sogenannten Linienbreitenfunktion (oder Spektraldichte),
[Γα(ε, t1, t)]mn = 2π
∑
k
Tαk,n(t)T
∗
αk,m(t1)δ(ε− ε0αk) ≡ 2πDα(ε)Tα,n(ε, t)T ∗α,m(ε, t1) ,
(3.8)
auf (siehe zum Beispiel Kapitel 4.2). Hierbei ist Dα(ε) die Zustandsdichte von Reservoir
α. Sofern sich die Linienbreitenfunktion als Funktion der Reservoirenergie ε auf der
Energieskala des Quantendotsystems nur wenig ändert, kann sie in guter Näherung als
konstant betrachtet werden. Diese Näherung wird auch als Wide-Band-Limes bezeichnet
[21].
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3.2. Offene Quantensysteme
Die sogenannte Dichtematrix, oder auch statistischer Operator genannt, ermöglicht die
allgemeinste Beschreibung von beliebigen quantenmechanischen Systemen [81]. Die Dich-
tematrix beinhaltet die Beschreibung mittels eines Zustandsvektors (Wellenfunktion) als
Spezialfall und eignet sich zudem für die Behandlung von offenen Quantensystemen, also
Systemen, die Teil eines größeren, geschlossenen Systems sind. Im Weiteren soll “Dich-
tematrix” gleichbedeutend mit “Zustand des Systems” verwendet werden.
Betrachtet man zunächst ein geschlossenes System und bezeichnet dessen Zustand mit
% und den normierten Zustandsvektor mit |Ψ〉, so gilt per Definition
% = |Ψ〉 〈Ψ| . (3.9)
Ein solcher Zustand wird als reiner Zustand bezeichnet. Offenbar ist %2 = % % = %,
wobei die Normierung des Zustandsvektors, 〈Ψ|Ψ〉 = 1, benutzt wurde. Zustände, für
die Gl. (3.9) nicht gilt, heißen gemischte Zustände. Jede Dichtematrix muss dabei drei
Eigenschaften besitzen,
% = %†, % ≥ 0, Tr % = 1 . (3.10)
Diese drei Bedingungen besagen, dass Dichtematrizen immer selbstadjungiert, positiv1
und normiert sind. Allgemein lassen sich Dichtematrizen in einer Spektraldarstellung
schreiben,
% =
∑
i
pi |ϕi〉 〈ϕi| , (3.11)
wobei die Zustandsvektoren |ϕi〉 unter der Summe eine vollständige orthonormale Basis
bilden sollen. Aus der Positivität von % folgt, dass pi ≥ 0 gilt. Die Normierungsbedingung
führt schließlich auf
Tr % =
∑
i
pi = 1 . (3.12)
Die Gewichte pi in der Summe (3.11) können damit als Wahrscheinlichkeit interpretiert
werden, dass der reine Zustand |ϕi〉 〈ϕi| in einem Ensemble von Systemen enthalten
ist. Aus Gl. (3.11) lässt sich außerdem noch folgende Ungleichung für Dichtematrizen
ableiten,
Tr %2 ≤ Tr % = 1 . (3.13)
Das Gleichheitszeichen gilt dabei nur für reine Zustände der Form (3.9). Der Erwar-
tungswert einer Observablen O des betrachteten Systems kann mit Hilfe der folgenden
Beziehung berechnet werden,
〈O〉 = Tr {O%} , (3.14)
welche für einen reinen Zustand in die bekannte Form 〈O〉 = 〈Ψ|O |Ψ〉 übergeht. Die
Dynamik des Zustands % ist schließlich durch die Liouville-von Neumann-Gleichung [81],
i~
∂
∂t
% = [H, %]− , (3.15)
1Ein linearer Operator heißt positiv, wenn alle seine Eigenwerte reell und nicht negativ sind.
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gegeben, wobei H der Hamiltonian des Systems ist.
Besonders nützlich erweist sich die Verwendung der Dichtematrix bei offenen Quanten-
systemen. Betrachtet man ein Subsystem A, welches in ein größeres System B eingebettet
ist und mit diesem Energie oder Teilchen austauschen kann, so ist der Hamiltonian H
für das Gesamtsystem A + B gegeben als
H = HA +HB +HAB . (3.16)
Die ersten beiden Terme beschreiben die jeweiligen Systeme und der letzte Term die
Kopplung zwischen ihnen. Die Beschreibung des Zustands des Gesamtsystems kann wie
oben bereits angegeben mit Hilfe einer Gesamtdichtematrix %A+B erfolgen. Es gelten
insbesondere die Gleichungen (3.14) und (3.15). Häufig interessiert man sich jedoch nicht
für Observablen des Gesamtsystems, sondern nur für die des (kleineren) Subsystems. In
diesem Fall ist der Erwartungswert der Observablen OA nach Gl. (3.14) gegeben durch
〈OA〉 = Tr {OA%A+B} = Tr A {OATr B [%A+B]} ≡ Tr A {OA%A} , (3.17)
wobei im letzten Schritt die reduzierte Dichtematrix %A des Subsystems A definiert wur-
de. Diese ergibt sich durch “Ausspuren” aller Freiheitsgrade des (größeren) Systems B
aus der Gesamtdichtematrix. Beispiele für solche Freiheitsgrade sind Kernfreiheitsgrade
in molekularen Systemen, die Moden des quantisierten Lichtfeldes in quantenoptischen
Systemen oder die Zustände der Teilchenreservoirs beim Elektronentransport. Die Theo-
rie der offenen Quantensysteme beschäftigt sich mit der Berechnung der reduzierten
Dichtematrix und deren Eigenschaften, wobei Referenzen zum Zustand des Systems B
vermieden werden sollen. Die entsprechenden Bewegungsgleichungen für die reduzierte
Dichtematrix werden meist als (verallgemeinerte) Quantenmastergleichungen bezeich-
net und sollen im Kapitel 5 ausführlich behandelt werden. Bezeichnet OA einen Einteil-
chenoperator so können bis auf die Einteilchenzustände des Systems auch alle anderen
(Vielteilchen-)Systemzustände ausgespurt werden. In diesem Fall bezeichnet %A die re-
duzierte Einteilchendichtematrix. Diese ist im Allgemeinen jedoch nicht ausreichend, um
Erwartungswerte von Einteilchenobservablen zu berechnen, da in ihrer Bewegungsglei-
chung Kopplungen an reduzierte N -Teilchendichtematrizen auftreten können. Trotzdem
kann es vorteilhaft sein, eine Einteilchenbeschreibung des Subsystems zu verwenden.
Ein möglicher Zugang zu einer solchen Beschreibung wird in Kapitel 4 im Rahmen des
Nichtgleichgewichts-Green-Funktionen Formalismus diskutiert.
3.3. Transport in Quantensystemen
Die in Kapitel 2 betrachteten Quantendotsysteme lassen sich offenbar als eingebettetes
System auffassen. Sie sind Teil einer größeren Apparatur, die aus den Zuleitungen und
den Reservoirs gebildet wird und mit denen Elektronen ausgetauscht werden können.
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Der Gesamtzustand der Apparatur lässt sich nach den Ausführungen im vorigen Ab-
schnitt mit Hilfe einer Dichtematrix % beschreiben. Deren Zeitentwicklung ist durch die
Liouville-von Neumann-Gleichung (3.15) gegeben, wobei H jetzt der Gesamthamiltonian
(3.1) ist. Die Zeitevolution des Gesamtzustands ist bereits durch die Spezifikation des
Hamiltonians H festgelegt. Zur vollständigen Beschreibung der Dynamik wird jedoch
noch der Anfangszustand %(t0) zu einem bestimmten Zeitpunkt t0 benötigt. Die im vo-
rigen Kapitel vorgenommene Partitionierung in Quantendotsystem und Reservoirs legt
nahe, diese Aufteilung auch bei der Beschreibung des Elektronentransports aufrecht zu
erhalten. Dementsprechend soll angenommen werden, dass das Quantendotsystem und
die Reservoirs vor dem Zeitpunkt t0 nicht gekoppelt waren und sich der Zustand %(t0)
demnach als Produkt von Systemzustand σ und Reservoirzustand ρR schreiben lässt,
d.h.
%(t0) = σ(t0)⊗ ρR(t0) . (3.18)
Außerdem seien die Kontakte anfangs im thermodynamischen Gleichgewicht mit ihren
jeweiligen Teilchenreservoirs. Der Gleichgewichtszustand wird durch ein großkanonisches
Ensemble beschrieben, d.h.
ρR(t0) =
⊗
α=L,R
exp
[−βα (H0R,α − µαNα)] . (3.19)
Hierbei ist H0R,α der Reservoirhamiltonian (3.5) mit εαk(t) = ε
0
αk, also ohne Zeitab-
hängigkeit, und Nα =
∑
k b
†
αkbαk ist der Besetzungszahloperator von Reservoir α. Der
Gleichgewichtszustand wird weiterhin durch die chemischen Potentiale µα und die inver-
sen Temperaturen βα = 1/(kBTα) charakterisiert. Nach der Kopplung von Quantendot
und den Reservoirs bilden sich Korrelationen zwischen System und Reservoirs aus und
der Gesamtzustand kann nicht mehr faktorisiert werden. Für hinreichend lange Zeiten
nach der Kopplung stellt sich ein stationärer Zustand ein, aus dem zum Beispiel Größen
für die Transportspektroskopie berechnet werden können. Um transiente Effekte durch
die künstliche Kopplung zu vermeiden, wird der Anfangszeitpunkt t0 in die entfernte Ver-
gangenheit gelegt, d.h. es wird t0 → −∞ angenommen. Die eben beschriebene Strategie
wird auch als Caroli-Partitionsschema bezeichnet [82] und findet sowohl im Rahmen des
Nichtgleichgewichts-Green-Funktionen Formalismus als auch bei Dichtematrixmethoden
breite Verwendung [21].
Es sei noch darauf hingewiesen, dass die Partitionierung im Allgemeinen nicht eindeu-
tig ist, was unter Umständen zu unterschiedlichen Ergebnissen führen kann [21]. Eine
partitionsfreie Formulierung, bei der der Anfangszustand %(t0) als korreliert angenom-
men wird, bietet möglicherweise einen wohldefinierteren Zugang [83], der hier aber nicht
weiter verfolgt werden soll.
Reduzierte Dichtematrix und Elektronenstrom
Im Einklang mit den Überlegungen des vorigen Abschnitts soll die reduzierte Dichte-
matrix σ des Quantendotsystems durch Ausspuren der Reservoirfreiheitsgrade aus der
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Gesamtdichtematrix % der Apparatur definiert werden. Die Definition lautet dement-
sprechend
σ ≡ Tr R {%} , (3.20)
wobei die Spur (Vielteilchen)Zustände aller Reservoirs umfasst. Die Erwartungswerte
beliebiger Quantendotobservablen lassen sich nun mit Hilfe von Gl. (3.17) berechnen.
Für Einteilchenoperatoren O =
∑
m,nOmnc
†
mcn gilt insbesondere
〈O(t)〉 =
∑
m,n
OmnTr
{
cn%(t)c
†
m
}
=
∑
m,n
Omnσnm(t) , (3.21)
wobei
σnm(t) ≡ Tr
{
cn%(t)c
†
m
}
= Tr S
{
cnσ(t)c
†
m
}
(3.22)
als reduzierte Einteilchendichtematrix bezeichnet wird. Der zweite Ausdruck in der obi-
gen Formel enthält nur noch die reduzierte Dichtematrix σ und die Spur wird dement-
sprechend nur über Zustände des Quantendotsystems genommen. Ein Ziel der in Kapitel
4 und 5 beschriebenen Formalismen ist es daher, die reduzierte Einteilchendichtematrix
oder die reduzierte Dichtematrix zu berechnen.
Informationen über das Quantendotsystem lassen sich zum einen direkt aus Obser-
vablen des Systems ableiten, zum anderen können diese aber auch aus Messungen an
den Reservoirs gewonnen werden. Letztere sind zum Beispiel Messungen des Elektronen-
stroms. Der Elektronenstrom durch die Barriere α ist durch die Änderung der Besetzung
in Reservoir α gegeben. Unter Verwendung des entsprechenden Besetzungszahloperators,
Nα, ergibt sich für den Strom
Jα = −e
〈
dNα
dt
〉
= − ie
~
〈
[H,Nα]−
〉
. (3.23)
Die Wahl des Vorzeichens folgt dabei der Konvention, dass Jα den Strom vom Reservoir α
in das System bezeichnet. Der Vertauscher [H,Nα]− auf der rechten Seite der Gleichung
lässt sich mit dem Hamiltonian (3.1) auswerten, was zu folgendem Ausdruck führt
Jα =
ie
~
∑
k,n
(
Tαkn
〈
b†αkcn
〉
− T ∗αkn
〈
c†nbαk
〉)
. (3.24)
Die Erwartungswerte in der Summe enthalten sowohl System- als auch Reservoiropera-
toren zur Zeit t. Diese Ausdrücke können als Spezialfall gemischter Green-Funktionen
(siehe Abschnitt 4.1) oder als Matrixelemente der Dichtematrix % (siehe Abschnitt 5.3.2)
betrachtet werden. In jedem Fall ist ersichtlich, dass der zeitabhängige Strom im Allge-
meinen nicht allein aus dem Zustand des Quantendotsystems berechnet werden kann.
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4. Einteilchenbeschreibung mit
Green-Funktionen
Die Beschreibung von Elektronentransport mit Hilfe von Einteilchengrößen stellt eine der
grundlegenden Herangehensweisen an dieses Problem dar [84]. Die Nichtgleichgewichts-
Green-Funktionen haben hierbei eine zunehmend zentrale Rolle gespielt. In den letz-
ten Jahren war insbesondere die Verknüpfung von Dichtefunktionaltheorie und Nicht-
gleichgewichts-Green-Funktionen eine wesentliche Triebkraft hinter zahlreichen Studi-
en [21,85].
Im folgenden Kapitel soll zunächst der Nichtgleichgewichts-Green-Funktionen Forma-
lismus in der Formulierung von Jauho et al. eingeführt werden [19]. Diese Arbeit bildet
die Grundlage für viele der bisherigen Methoden zur Beschreibung von puls-induziertem
Tunneln, welche in Abschnitt 4.1.3 kurz zusammengefasst werden. Der Fokus des Ka-
pitels liegt jedoch auf der Erläuterung der im Rahmen dieser Arbeit entwickelten Me-
thode, die in Abschnitt 4.2 vorgestellt wird. Anhand von zwei Beispielen wird dann in
Abschnitt 4.3 die Anwendbarkeit dieser Methode demonstriert. Den Abschluss des Ka-
pitels bildet ein Ausblick auf die Behandlung von wechselwirkenden Systemen mit Hilfe
von Nichtgleichgewichts-Green-Funktionen und der Hilfsmodenentwicklung.
4.1. Nichtgleichgewichts-Green-Funktionen Formalismus
und zeitaufgelöster Strom
Die ersten Untersuchungen von Elektronentransport in Nichtgleichgewichtssituationen
unter Verwendung von Green-Funktionen wurden Anfang der siebziger Jahre durch-
geführt [82,86–88]. In den folgenden Jahren wurde insbesondere der stationäre Transport
für verschiedene Systeme eingehend betrachtet. Spätestens durch die Arbeit von Jau-
ho, Wingreen und Meir [19] ist der sogenannte Nichtgleichgewichts-Green-Funktionen
(NEGF) Formalismus zu einem Standardwerkzeug für die Beschreibung von Nichtgleich-
gewichtsdynamik im Zusammenhang mit Elektronentransport geworden. Der folgende
Überblick orientiert sich daher hauptsächlich an dieser Formulierung [19, 21]. In den
folgenden Ausführungen wird, soweit nicht anders angegeben, ~ = 1 gesetzt.
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4.1.1. Nichtgleichgewichts-Green-Funktionen
Die zentralen Größen im NEGF Formalismus sind die Green-Funktionen, welche Zwei-
Zeit-Korrelationsfunktionen darstellen. Es ist dabei vorteilhaft, fünf verschiedene Green-
Funktionen zu betrachten, wobei sich jede der Funktionen als Kombination der anderen
darstellen lässt. Die erste dieser Funktionen ist die kausale oder zeitgeordnete Green-
Funktion,
Gnm(t, t
′) = −i 〈T cn(t)c†m(t′)〉 , (4.1)
wobei T den Zeitordnungsoperator bezeichnet, der alle nachfolgenden Operatoren mit
wachsenden Zeitargumenten anordnet. Die Mittelung 〈. . .〉 in Gl. (4.1) bezieht sich wie
in Abschnitt 3.3 auf die (Gleichgewichts-)Dichtematrix, die den Zustand des Gesamt-
systems vor jeglicher zeitabhängiger Störung beschreibt. Die kausale Green-Funktion
dient vor allem der Entwicklung einer Störungsreihe bezüglich der Wechselwirkungen.
Diese Störungsreihe erlaubt dann die systematische Berechnung der weiteren Green-
Funktionen. So lässt sich die kausale Green-Funktion mit Hilfe der greater (“größer
als”) und lesser (“kleiner als”) Funktionen ausdrücken,
Gnm(t, t
′) = Θ(t− t′)G>nm(t, t′) + Θ(t′ − t)G<nm(t, t′) . (4.2)
Letztere sind dementsprechend definiert als
G<nm(t, t
′) = i
〈
c†m(t
′)cn(t)
〉
, (4.3a)
G>nm(t, t
′) = −i 〈cn(t)c†m(t′)〉 . (4.3b)
Von der Definition lässt sich zum Beispiel direkt ablesen, dass die in Abschnitt 3.3
definierte reduzierte Einteilchendichtematrix (3.22) mit Hilfe der lesser Green-Funktion
ausgedrückt werden kann,
σnm(t) ≡
〈
c†m(t)cn(t)
〉
= −iG<nm(t, t) . (4.4)
Die letzten beiden Green-Funktionen sind die sogenannten retardierten und avancierten
Funktionen,
Gr,anm(t, t
′) = ±Θ(±t∓ t′) [G>nm(t, t′)−G<nm(t, t′)] . (4.5)
Diese Relation ist allgemein für beliebige Zwei-Zeit-Funktionen gültig. Zur Vollständig-
keit soll noch die Definitionen von Gr und Ga angegeben werden,
Grnm(t, t
′) = −iΘ(t− t′)
〈[
cn(t), c
†
m(t
′)
]
+
〉
, (4.6a)
Ganm(t, t
′) = iΘ(t′ − t)
〈[
cn(t), c
†
m(t
′)
]
+
〉
. (4.6b)
Befindet sich das System im Gleichgewicht, so sind die Green-Funktionen zusätzlich
durch das Fluktuations-Dissipations-Theorem verknüpft. Betrachtet man beispielsweise
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die Green-Funktionen der Reservoirs ohne jede Kopplung, so findet man
g<αk(t, t
′) = i
〈
b†αk(t
′)bαk(t)
〉
= ifα(ε
0
αk) exp
[
−i
∫ t
t′
dt1εαk(t1)
]
, (4.7a)
gr,aαk(t, t
′) = ∓iΘ(±t∓ t′)
〈[
bαk(t), b
†
αk(t
′)
]
+
〉
= ∓iΘ(±t∓ t′) exp
[
−i
∫ t
t′
dt1εαk(t1)
]
. (4.7b)
Hierbei bezeichnet fα(ε) die Fermi-Funktion, fα(ε) = 1/(1 + exp[βα(ε − µα)]), die
den Gleichgewichtszustand der Reservoirs widerspiegelt. Besteht außerdem keine zeit-
abhängige Störung der Reservoirs, so ist εαk(t1) = ε
0
αk und die Green-Funktionen (4.7)
werden nur durch die Zeitdifferenz t− t′ bestimmt. Die Fouriertransformation von (4.7)
ergibt in diesem Fall
g<αk(ω) =
∫
dτg<αk(τ)e
iωτ = ifα(ε
0
αk)2πδ(ω − ε0αk) , (4.8a)
grαk(ω) =
∫
dτgrαk(τ)e
iωτ = −iπδ(ω − ε0αk) +
1
ω − ε0αk
. (4.8b)
Die endgültige Form des Fluktuations-Dissipations-Theorems für den betrachteten Fall
ist schließlich durch die Relation
g<αk(ω) = ifα(ε
0
αk)Aαk(ω) (4.9)
gegeben, wobei die Größe Aαk(ω) = −2Im grαk(ω) als Spektralfunktion bezeichnet wird.
Ein System im thermodynamischen Gleichgewicht lässt sich somit vollständig durch die
Spektralfunktion charakterisieren.
In Nichtgleichgewichtssituationen, also bei Vorhandensein einer äußeren, treibenden
Kraft, sind alle oben genannten Green-Funktionen wichtig. Zur Berechnung der Green-
Funktionen hat es sich als zweckmäßig erwiesen, nicht nur reelle Zeiten zuzulassen,
sondern die Zeitentwicklung entlang der sogenannten Schwinger-Keldysh-Kontur in der
komplexen Ebene zu betrachten [89,90] (siehe auch Abbildung 4.1). Anschließend müssen
natürlich die reellen Zeiten wiederhergestellt werden, was beispielsweise mit Hilfe der
Langreth-Regeln gelingt. Auf die Details dieser Prozedur soll hier nicht weiter eingegan-
gen werden, es sei stattdessen auf die entsprechende Literatur verwiesen [21,91,92].
Das Ergebnis des Formalismus soll mit zwei Integralgleichungen illustriert werden,
die bei wechselwirkungsfreien Systemen die Dynamik komplett beschreiben. Die erste
Gleichung erlaubt die Berechnung der retardierten Green-Funktion und lautet
Gr(t, t′) = gr(t, t′) +
∫
dt1
∫
dt2g
r(t, t1)Σ
r(t1, t2)G
r(t2, t
′) . (4.10)
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a)
b) t
t′
t0 t
t′
t0 − iβ
Abbildung 4.1.: Integrationswege in der komplexen Zeitebene (modifiziert nach [21]). a) Kon-
tur beginnt und endet bei t0. Für korrelierte Anfangsbedingungen wird der zusätzliche Beitrag
[t0, t0−iβ] (rot gestrichelt) benötigt. b) Keldysh-Kontur für unkorrelierte Anfangsbedingungen.
Die fett gedruckten Größen bezeichnen hierbei Matrizen bezüglich der Zustände im
System, zum Beispiel Gr(t, t′) ≡ Grnm(t, t′). Die freien Green-Funktionen des Systems,
gr(t, t′), beziehen sich nur auf den System-Hamiltonian und sind durch die Gleichung(
i
∂
∂t
−HS
)
gr(t, t′) = δ(t− t′) (4.11)
definiert. Die retardierten Selbstenergien Σr in Gl. (4.10) beschreiben den Einfluss aller
Wechselwirkungen auf die freie Systemdynamik. Die zeitliche Entwicklung der retar-
dierten Green-Funktion ist nach Gl. (4.10) durch eine freie Evolution ohne Kopplung
gegeben, welche durch gr beschrieben wird, sowie einer Evolution mit Gedächtnis, wel-
ches durch die Selbstenergien charakterisiert wird. Dies ist ein generischer Befund für
offene Systeme: Die Zeitentwicklung des reduzierten Systems ist gedächtnisbehaftet, wo-
bei das Gedächtnis durch die Wechselwirkung mit der Umgebung bestimmt ist. Für
wechselwirkungsfreie Elektronen, d.h. HI = 0, ist Σ
r ausschließlich durch die Summe
der Tunnelselbstenergien für jedes Reservoir gegeben, d.h. Σr(t1, t2) =
∑
α Σ
r
α(t1, t2).
Diese Selbstenergien beschreiben den Einfluss von Tunnelprozessen in/aus den Reser-
voirs auf das System. Analog zu den Green-Funktionen gibt es neben den retardierten
und avancierten Selbstenergien auch greater und lesser Selbstenergien. Die entsprechen-
den Tunnelselbstenergien werden mit Hilfe der freien Reservoir-Green-Funktionen (4.7)
definiert,
Σr,aαnm(t1, t2) =
∑
k
T ∗αkn(t1)g
r,a
αk(t1, t2)Tαkm(t2) , (4.12a)
Σ≷αnm(t1, t2) =
∑
k
T ∗αkn(t1)g
≷
αk(t1, t2)Tαkm(t2) . (4.12b)
Die Relation (4.5) erlaubt die Umrechnung der Selbstenergien untereinander.
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Die zweite Gleichung, auch als Keldyshgleichung bezeichnet, ist eine Integralgleichung
für die lesser Green-Funktion,
G<(t, t′) = I(t, t′) +
∫
dt1
∫
dt2G
r(t, t1)Σ
<(t1, t2)G
a(t2, t
′) , (4.13)
wobei
I(t, t′) =
∫
dt2
∫
dt4
[
δ(t− t2) +
∫
dt1G
r(t, t1)Σ
r(t1, t2)
]
g<(t2, t4)
×
[
δ(t− t4) +
∫
dt3Σ
a(t4, t3)G
a(t3, t
′)
]
(4.14)
ist. Der Term I(t, t′) stellt sicher, dass für t, t′ → −∞ die lesser Green-Funktion G<
des gekoppelten Systems in die Green-Funktion des ungekoppelten Systems g< über-
geht [93]. Der stationäre Zustand des gekoppelten Systems sollte andererseits nicht von
dem Anfangszustand abhängen. Sobald der stationäre Zustand erreicht ist, ergibt sich
I(t, t′) = 0 [93]. Für numerische Berechnungen ist also zu beachten, dass zunächst bis
zum Einstellen des stationären Zustands propagiert werden muss, bevor Pulse auf das
System einwirken können. Für die greater Green-Funktion gilt eine zu (4.13) analoge
Gleichung. Insgesamt ergibt sich also aus Gl. (4.13) mit I = 0
G≷(t, t′) =
∫
dt1
∫
dt2G
r(t, t1)Σ
≷(t1, t2)G
a(t2, t
′) . (4.15)
Die obige Gleichung zeigt, dass bei Kenntnis der retardierten und avancierten Green-
Funktionen die lesser und greater Funktionen berechnet werden können. Für wechsel-
wirkende Elektronen hängt die retardierte Green-Funktion jedoch auch selbst von der
Besetzung des Systems und damit von den lesser und greater Green-Funktionen ab.
Dieses Verhalten wird explizit in Abschnitt 4.4 gezeigt.
Aus der Keldyshgleichung (4.15) und mit Hilfe der retardierten Green-Funktion (4.11)
lässt sich folgende Bewegungsgleichung für die greater und lesser Green-Funktion her-
leiten,
i
∂
∂t
G≷(t, t′) = H(t)G≷(t, t′) +
∫
dt2Σ
r(t, t2)G
≷(t2, t
′) +
∫
dt2Σ
≷(t, t2)G
a(t2, t
′) .
(4.16)
Die retardierte Selbstenergie Σr bestimmt auch hier das Gedächtnis des Systems. Zusätz-
lich enthält die Bewegungsgleichung (4.16) noch einen inhomogenen Anteil. Wie im
nächsten Abschnitt gezeigt werden soll, kann dieser mit dem Elektronenstrom von den
Reservoirs in das System in Verbindung gebracht werden.
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4.1.2. Zeitaufgelöster Strom
Der Elektronenstrom durch die Barriere α wurde bereits in Abschnitt 3.3 hergeleitet.
Der Strom (3.24) ergab sich aus der Änderung der Besetzung in Reservoir α und war
durch folgenden Ausdruck bestimmt,
Jα = ie
∑
k,n
(
Tαkn
〈
b†αkcn
〉
− T ∗αkn
〈
c†nbαk
〉)
. (4.17)
Die Erwartungswerte in der Summe enthalten sowohl System- als auch Reservoiropera-
toren zur gleichen Zeit t. Diese Ausdrücke können als Spezialfall der gemischten Green-
Funktionen
G<nαk(t, t
′) ≡ i
〈
b†αk(t
′)cn(t)
〉
, (4.18a)
G<αkn(t, t
′) ≡ i
〈
c†n(t
′)bαk(t)
〉
, (4.18b)
betrachtet werden. In ihrer Arbeit konnten Jauho et al. mit Hilfe der analytischen Fort-
setzung und den Langreth-Regeln zeigen, dass sich die gemischten Green-Funktionen
wiederum unter ausschließlicher Verwendung von Green-Funktionen des Systems und
den (Tunnel-)Selbstenergien darstellen lassen [19]. Damit ist die Berechnung des Stro-
mes bei Kenntnis der Green-Funktionen des Systems im Prinzip direkt durchführbar. In
der Matrizenschreibweise ergibt sich für den Strom [19]
Jα(t) = 2eRe Tr

∞∫
−∞
dt1 [G
<(t, t1)Σ
a
α(t1, t) + G
r(t, t1)Σ
<
α (t1, t)]
 . (4.19)
Für die Berechnung des Stromes mit Hilfe von Gl. (4.19) ist offenbar die Kenntnis der
gesamten Vorgeschichte des Systems, in Gestalt der Green-Funktionen, notwendig.
4.1.3. Bisherige Berechnungsverfahren
Wie eingangs bereits erwähnt wurde, stellt die Formulierung des NEGF Zugangs von
Jauho et al. gewissermaßen einen Standard für die Beschreibung von Nichtgleichge-
wichtsdynamik dar [21]. Insbesondere die Tatsache, dass diese Formulierung die Be-
handlung von zeitabhängigen Phänomenen erlaubt, ließ sie schnell zum Ausgangspunkt
für verschiedene Methoden zur Berechnung des zeitaufgelösten Stromes werden. Die ge-
nannten Autoren haben dabei zunächst den Einfluss von rechteck- und sinusförmigen
Spannungspulsen im Wide-Band-Limes untersucht. Für den Transport von wechselwir-
kungsfreien Elektronen durch ein einzelnes Energieniveau konnte der Strom zudem wei-
testgehend analytisch angegeben werden [19].
Die Kombination von Floquet-Theorie und NEGF Formalismus ermöglichte später die
Untersuchung von sinusförmigen Spannungspulsen jenseits des Wide-Band-Limes [59,94–
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96]. Der Floquet-Formalismus erlaubt dabei eine effiziente Beschreibung von periodisch
getriebenen Systemen. Einige Anwendungen dieser Methode wurden bereits in Abschnitt
2.3 im Zusammenhang mit Photonen-unterstütztem Tunneln erwähnt.
Um die Behandlung von allgemeinen Spannungspulsen zu erreichen, muss die Dy-
namik jedoch im Zeit-Bereich betrachtet werden. Hierzu können entweder die Bewe-
gungsgleichungen für die Green-Funktionen, wie zum Beispiel Gl. (4.16), oder aber die
Integralgleichungen (4.10) und (4.15) direkt gelöst werden. Zu diesem Zweck wurde unter
anderem vorgeschlagen, die Zeitargumente der Green-Funktionen und der Selbstenergien
zu diskretisieren. Zeitkonvolutionen werden dadurch in Matrix-Matrix-Multiplikationen
umgewandelt [64,65,97]. Ein Nachteil dieser Methoden ist der relativ hohe Speicher- und
Berechnungsaufwand. In Ref. [64] wird beispielsweise die Skalierung des Berechnungs-
aufwandes mit N4T angegeben, wobei NT die Anzahl der Zeitschritte ist. Der Speicher-
aufwand dieser Methode skaliert mit N2T. Weiterhin können zwar im Prinzip beliebige
Selbstenergien und damit nach Gln. (4.12) beliebige Kopplungen an die Reservoirs be-
trachtet werden, allerdings müssen die Selbstenergien auch für alle Zeiten bekannt sein
und entsprechend numerisch berechnet werden.
Die Zeitdiskretisierungsmethode wurde trotz der genannten Einschränkungen erfolg-
reich auf Systeme mit nichtwechselwirkenden Elektronen und nichtperiodischem Antrieb
angewandt [64,65,97]. Kürzlich wurde zudem der sogenannte Kadanoff-Baym-Zugang zu
den NEGF in Verbindung mit einem Schema zur Zeitdiskretisierung verwendet, um den
Transport von wechselwirkenden Elektronen zu untersuchen [98]. Bei diesem Zugang
werden direkt Integro-Differentialgleichungen zur Bestimmung der Green-Funktionen
hergeleitet [21,91], was unter Umständen praktikabler als die Integralgleichungen (4.10)
und (4.13) in der Keldysh-Formulierung sein kann. Prinzipiell sind beide Zugänge jedoch
äquivalent [21].
Ein konzeptionell anderer Ansatz besteht darin, keine a priori Partition in System und
Reservoirs vorzunehmen (siehe auch Abschnitt 3.3). Dementsprechend wird die gesam-
te Wellenfunktion propagiert und anschließend auf die relevanten Zustände im System
projiziert [69,99]. Der Kadanoff-Baym-Zugang ermöglicht ebenfalls die Verwendung von
korrelierten Anfangszuständen und kann daher als partitionsfrei angesehen werden.
4.2. Strom-Matrizen und Hilfsmodenentwicklung
In diesem Abschnitt wird die im Rahmen dieser Arbeit entwickelte Propagationsme-
thode, welche auf dem NEGF Formalismus aufbaut, vorgestellt [100]. Hierzu werden
zunächst zwei Größen identifiziert, welche die Beschreibung der Nichtgleichgewichtsdy-
namik erlauben und nur von einem Zeitargument abhängen: die sogenannten Strom-
Matrizen und die reduzierte Dichtematrix. Für diese Größen sollen weiterhin gekoppel-
te Bewegungsgleichungen abgeleitet werden. Eine effiziente numerische Lösung dieser
Gleichungen kann schließlich unter Verwendung einer Hilfsmodenentwicklung erreicht
werden, wie sie in Anhang A diskutiert wird.
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4.2.1. Strom-Matrizen und reduzierte Dichtematrix
Der Ausdruck (4.19) für den zeitaufgelösten Strom Jα(t) lässt sich durch Einführen der
neuen Größe Πα(t) besonders kompakt schreiben,
Jα(t) = 2eRe Tr {Πα(t)} . (4.20)
Die Matrix Πα(t) soll im Weiteren als als Strom-Matrix bezeichnet werden und ist nach
Gl. (4.19) durch folgendes Zeitintegral definiert,
Πα(t) =
∞∫
−∞
dt1
[
G<(t, t1)Σ
a
α(t1, t) + G
r(t, t1)Σ
<
α (t1, t)
]
. (4.21)
Eine alternative Form für diese Definition kann mit Hilfe der Beziehung (4.5) zwischen
retardierten (avancierten) und greater sowie lesser Funktionen gefunden werden, wobei
die Strom-Matrizen Πα(t) nun durch den folgenden Ausdruck,
Πα(t) =
t∫
−∞
dt1
[
G>(t, t1)Σ
<
α (t1, t)−G<(t, t1)Σ>α (t1, t)
]
, (4.22)
gegeben sind. Der erste Term in Gl. (4.22) beschreibt Elektronen, die in das System
tunneln, während der zweite Term Elektronen beschreibt, die aus dem System herau-
stunneln. Die beiden Gln. (4.20) und (4.22) können als Ausgangspunkt für die Herleitung
von Kriterien für stromerhaltende Selbstenergien dienen [21]. Für die Herleitung einer
Propagationsmethode bieten die Strom-Matrizen Πα(t) den Vorteil, dass diese nur von
einem Zeitargument abhängen.
Um den Erwartungswert von Einteilchenoperatoren des Systems zu berechnen, kann
nach Abschnitt 3.3 die reduzierte Einteilchendichtematrix σ verwendet werden. Der
entsprechende Ausdruck ist durch Gl. (3.21) gegeben. Die reduzierte Dichtematrix kann
ihrerseits, wie bereits in Abschnitt 4.1.1 erwähnt, durch die lesser Green-Funktion mit
gleichen Zeitargumenten ausgedrückt werden (vgl. Gl. (4.4)). Unter Verwendung der
Bewegungsgleichungen (4.16) für die greater und lesser Green-Funktionen lässt sich somit
eine Bewegungsgleichung für σ ableiten. Das Ergebnis lautet
i
∂
∂t
σ(t) = [H(t),σ(t)]− + i
∑
α
[
Πα(t) + Π
†
α(t)
]
. (4.23)
Der Ausdruck in runden Klammern wurde mit Hilfe von Gl. (4.22) durch die Strom-
Matrizen ersetzt. Wie später noch gezeigt wird (siehe Kapitel 5), kann die Bewegungs-
gleichung (4.23) auch ausgehend von einer Zeitkonvolutions-Quantenmastergleichung für
die Vielteilchendichtematrix hergeleitet werden. Betrachtet man die Diagonalelemente
der beiden Seiten von Gl. (4.23), so wird deren Form sofort plausibel. Die Änderung der
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Besetzung eines Zustands, welche durch die linke Seite der Gleichung gegeben ist, wird
durch interne Übergänge und durch Ströme von oder nach außen verursacht.
Zusammenfassend lässt sich feststellen, dass mit Hilfe der reduzierten Einteilchendich-
tematrix und den Strommatrizen die Dynamik von Einteilchenobservablen des Systems
und die Ströme zwischen System und Reservoir beschrieben werden können. Gelänge es
für die Strom-Matrizen Πα eine Bewegungsgleichung anzugeben, dann könnten durch
simultane Propagation von σ und Πα alle notwendigen Größen berechnet werden. Im
Allgemeinen lässt sich eine solche Bewegungsgleichung nicht finden. Wie im Folgen-
den jedoch gezeigt wird, können die Strom-Matrizen auf eine geeignete Weise “zerlegt”
und für die einzelnen Terme der Zerlegung jeweils eine Bewegungsgleichung gefunden
werden. Es stellt sich heraus, dass diese Gleichungen auch Gedächtnisterme enthalten
können. Durch die Einführung einer weiteren, zeitabhängigen Matrix Ωαα′(t) werden
diese eliminiert und es ist eine geschlossene Beschreibung durch Größen mit nur einem
Zeitargument möglich.
4.2.2. Energieaufgelöste Strom-Matrizen
Die Tunnelselbstenergien (4.12) spielen bei der Zerlegung der Strom-Matrizen eine ent-
scheidende Rolle. Eine in diesem Hinblick nützliche Darstellung der Selbstenergien findet
man, indem die Summe über die Impulsquantenzahlen k durch ein Energieintegral er-
setzt wird. Für die greater und lesser Tunnelselbstenergien ergibt sich demnach
Σ>α (t1, t) = −i
∫
dε
2π
[1− fα(ε)] e−iε(t1−t)Γα(ε, t1, t) exp
i t∫
t1
dt2∆α(ε, t2)
 , (4.24a)
Σ<α (t1, t) = i
∫
dε
2π
fα(ε)e
−iε(t1−t)Γα(ε, t1, t) exp
i t∫
t1
dt2∆α(ε, t2)
 . (4.24b)
Hierbei bezeichnet fα(ε) die Fermi-Funktion, welche den Gleichgewichtszustand der Re-
servoirs vor Beginn jeglicher Kopplung widerspiegelt (siehe Abschnitt 3.3). Die Linien-
breitenfunktion Γαmn(ε, t1, t) wurde bereits in Gl. (3.8) definiert. Sie charakterisiert die
Tunnelkopplung zwischen den Reservoirs und dem Quantendotsystem.
Aufgrund der Fermi-Funktion unter dem Integral in Gln. (4.24) kann die Integration im
Allgemeinen nicht analytisch durchgeführt werden. Die Idee der folgenden Ausführun-
gen ist es daher, zunächst zu untersuchen, ob sich für die Integranden in Gln. (4.24)
Bewegungsgleichungen finden lassen.
Im ersten Schritt der Herleitung muss eine Faktorisierung der Impuls- und der Zeit-
abhängigkeit der Tunnelkopplungselemente angenommen werden, das heißt Tαk,n(t) =
Tαk,nuα,n(t). Dieser Ansatz begründet sich hauptsächlich durch praktische Gesichtspunk-
te, da hierdurch weitere Annahmen bezüglich der Zeitabhängigkeit von Tαk,n weitest-
gehend vermieden werden können. Zur weiteren Vereinfachung der Notation wird im
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Folgenden nur eine einzelne Zeitabhängigkeit für alle Zustände des Systems betrachtet:
uα,n(t) = uα(t). Die Linienbreitenfunktion (3.8) wird unter Verwendung dieser Annah-
men zu
Γα(ε, t1, t) = u
∗
α(t1)uα(t)Γα(ε) . (4.25)
Mit Hinblick auf die numerische Umsetzung der zu entwickelnden Gleichungen wird
weiterhin angenommen, dass die Kopplung von System und Reservoirs zum Zeitpunkt
t0 erfolgt, das heißt uα(t) ∝ Θ(t− t0).
Als nächstes sollen energieaufgelöste Selbstenergien definiert werden. Ausgehend von
Gl. (4.24) und unter Verwendung von Gl. (4.25) ergibt sich für die greater und lesser
Selbstenergien der Ausdruck
Σ≷α (t1, t) = uα(t)
∫
dεΣ≷α (ε; t1, t) , (4.26)
wobei die energieaufgelösten Selbstenergien durch
Σ>α (ε; t1, t) = −iu∗α(t1) [1− fα(ε)] e−iε(t1−t)Γα(ε) exp
i t∫
t1
dt2∆α(ε, t2)
 , (4.27a)
Σ<α (ε; t1, t) = iu
∗
α(t1)fα(ε)e
−iε(t1−t)Γα(ε) exp
i t∫
t1
dt2∆α(ε, t2)
 , (4.27b)
gegeben sind. Durch das Abseparieren des Faktors uα(t) in Gl. (4.26) kann später ver-
mieden werden, dass zusätzliche Annahmen bezüglich der Zeitabhängigkeit von uα(t) zu
treffen sind. Das Einsetzen von Gl. (4.26) in die Definition der Strom-Matrizen (4.22)
führt zur Definition von energieaufgelösten Strom-Matrizen Die Strom-Matrizen sind
entsprechend durch das Energieintegral
Πα(t) =
∫
dε uα(t)Πα(ε; t) (4.28)
und den energieaufgelösten Strom-Matrizen
Πα(ε; t) =
t∫
t0
dt2
[
G>(t, t2)Σ
<
α (ε; t2, t)−G<(t, t2)Σ>α (ε; t2, t)
]
(4.29)
gegeben. Es gilt offenbar Πα(ε; t0) = 0. Die Aufgabe besteht nun darin, für die ener-
gieaufgelösten Matrizen jeweils eine entsprechende Bewegungsgleichung zu finden. Im
Gegensatz zu den ursprünglichen Strom-Matrizen wird dies durch die Einführung der
energieaufgelösten Selbstenergien möglich. Mit Hilfe von (4.28) kann dann die Zeitent-
wicklung der Strom-Matrizen berechnet werden.
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Aus der Definition (4.27) der energieaufgelösten Selbstenergien ergibt sich folgende
Zeitableitung
∂
∂t
Σ≷α (ε; t1, t) = i
[
ε+ ∆α(ε, t)
]
Σ≷α (ε; t1, t) , (4.30)
wobei ausgenutzt wurde, dass die Zeitabhängigkeit bezüglich t nur in der Exponential-
funktion vorkommt. Betrachtet man nun die Bewegungsgleichung der energieaufgelösten
Strom-Matrizen (4.29), so ergibt sich mit Hilfe von Gl. (4.30),
i
∂
∂t
Πα(ε; t) = − i
2π
u∗α(t)
[
σ(t)− fα(ε)
]
Γα(ε) +
{
H(t)− [ε+ ∆α(ε, t)]
}
Πα(ε; t)
+
∑
α′
u∗α′(t)
∫
dε′Ωαα′(ε, ε
′; t) . (4.31)
Die Zeitableitung der greater und lesser Green-Funktionen wurde hierbei mit Hilfe von
Gl. (4.16) ausgewertet. Alle Terme, die ein Doppelintegral über die Zeit enthalten, wur-
den in der neuen energieaufgelösten Größe Ωαα′ zusammengefasst. Deren Form ist dem-
nach
Ωαα′(ε, ε
′; t) =
t∫
t0
dt2
t∫
t0
dt1Σ
r
α′(ε
′; t, t1)
[
G>(t1, t2)Σ
<
α (ε; t2, t)−G<(t1, t2)Σ>α (ε; t2, t)
]
−
t∫
t0
dt2
t2∫
t0
dt1
[
Σ<α′(ε
′; t, t1)G
a(t1, t2)Σ
>
α (ε; t2, t)−Σ>α′(ε′; t, t1)Ga(t1, t2)Σ<α (ε; t2, t)
]
.
(4.32)
Die retardierten und avancierten Größen in diesem Ausdruck können wiederum mit Hilfe
von Gl. (4.5) durch die lesser und greater Varianten ersetzt werden. Dadurch kann unter
Verwendung von Gl. (4.30) eine Bewegungsgleichung für Ωαα′ angegeben werden,
i
∂
∂t
Ωαα′(ε, ε
′; t) =
1
2π
{
uα′(t)Γα′(ε
′)Πα(ε; t) + Π
†
α′(ε
′; t)Γα(ε)u
∗
α(t)
}
+
{
[ε′ + ∆α′(ε
′, t)]− [ε+ ∆α(ε, t)]
}
Ωαα′(ε, ε
′; t) , (4.33)
wobei außerdem Ωαα′(ε, ε
′; t0) = 0 ist. Die Bewegungsgleichungen (4.23), (4.31) und
(4.33) erlauben eine geschlossene Beschreibung der Nichtgleichgewichtsdynamik des Sys-
tems. Ähnliche Gleichungen wurden kürzlich mit Hilfe einer Pfadintegralmethode her-
geleitet, die eine Hierarchie zur Bestimmung der Vielteilchendichtematrix liefert [68].
Das Lösen der Bewegungsgleichungen (4.23), (4.31) und (4.33) besitzt die gleiche Kom-
plexität wie die ursprüngliche Formulierung. Für eine numerische Umsetzung der Glei-
chungen ist insbesondere eine Methode zur effizienten Auswertung der Energieintegrale
erforderlich. Eine mögliche Strategie, die hier nicht weiter verfolgt werden soll, ist eine
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Auswertung durch Monte-Carlo Integration. Dabei werden die Energien ε gemäß einer
Zufallsverteilung P (ε) gezogen, die sich durch Normierung aus der Linienbreitenfunk-
tion errechnet. Die Energieintegration wird dann durch den Erwartungswert bezüglich
der zufälligen Energien approximiert. Im Weiteren soll mit der Hilfsmodenentwicklung
eine andere Methode zur Auswertung vorgeschlagen werden, die im nächsten Abschnitt
ausführlich erläutert wird.
4.2.3. Hilfsmodenentwicklung
Die Grundidee der Hilfsmodenentwicklung basiert auf der Ersetzung des Kontinuums
von Zuständen in den Reservoirs durch eine endliche Anzahl von (effektiven) Zuständen,
die als Hilfsmoden bezeichnet werden sollen. Die Selbstenergien (4.24) sind dann durch
endliche Summen über die Hilfsmoden gegeben und das im vorherigen Abschnitt entwi-
ckelte Schema führt zu einer endlichen Anzahl gekoppelter Bewegungsgleichungen, die
mit Standardverfahren propagiert werden können [100].
Ausgehend von der Definition der Tunnelselbstenergien (4.24) kann eine Hilfsmoden-
entwicklung durch die Darstellung der Fermi- und der Linienbreitenfunktion als Summe
von Termen, die nur eine einfache Polstelle enthalten, gefunden werden. Das Integral in
den Gln. (4.24) kann dann mit Hilfe einer Konturintegration ausgewertet werden und ist
durch die Summe der Residuen gegeben. Da die Linienbreitenfunktion stark von den De-
tails der System-Reservoir-Kopplung abhängt, muss die Möglichkeit einer Poldarstellung
im jeweiligen Fall überprüft werden. Die Poldarstellung der Fermi-Funktion,
fα(ε) = f(β(ε− µα)) ≈ 1
2
− 1
β
NF∑
p=1
(
1
ε−χ+αp
+
1
ε−χ−αp
)
, (4.34)
mit den einfachen Polen χ±αp = µα±xp/β und Imxp > 0 wird in Anhang A hergeleitet.
Eine häufig verwendete Darstellung der Fermi-Funktion ist zum Beispiel die Matsubara-
Entwicklung [101], die jedoch für eine endliche Anzahl an Termen NF nur sehr langsam
konvergiert. Eine besonders effiziente, im Rahmen dieser Arbeit entwickelte, Alternative
wird ebenfalls in Anhang A besprochen.
Wide-Band-Limes
Als erster Anwendungsfall soll der Wide-Band-Limes betrachtet werden, der in Abschnitt
3.1 beschrieben wurde. Die Linienbreitenfunktion (3.8) ist in diesem Fall unabhängig vom
Reservoirzustand, das heißt Γα(ε) = const. Das Einsetzen der Entwicklung der Fermi-
Funktion (4.34) in die Definition der greater und lesser Selbstenergien (4.24) erlaubt die
Auswertung der Integrale mittels Konturintegration (siehe Anhang A.2). Das Ergebnis
für die greater Selbstenergie unter der Bedingung t > t1 lautet
Σ>α (t1, t) = −i
1
2
Γα|uα(t)|2δ(t− t1) + uα(t)
∑
p
1
β
Γαu
∗
α(t1)e
i
R t
t1
dt2χ
+
αp(t2) , (4.35)
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wobei χ+αp(t) = χ
+
αp + ∆α(t) ist. In gleicher Weise ergibt sich für die lesser Selbstenergie
Σ<α (t1, t) = i
1
2
Γα|uα(t)|2δ(t− t1) + uα(t)
∑
p
1
β
Γαu
∗
α(t1)e
i
R t
t1
dt2χ
+
αp(t2) . (4.36)
Mit Hilfe der Entwicklung der Fermi-Funktion können die Selbstenergien durch eine
Summe von Termen mit einer Exponentialfunktion dargestellt werden. Außerdem ent-
halten die Selbstenergien noch einen Term, welcher proportional zu einer Deltafunktion
ist. Dies ist eine Besonderheit des Wide-Band-Limes. Da hier prinzipiell alle Frequenzen
gleichberechtigt zur Verfügung stehen, kann das Reservoir unmittelbar auf eine Störung
reagieren. Korrekturen auf Grund der thermischen Besetzung werden durch die Summe
über die Hilfsmoden vermittelt.
Das weitere Vorgehen erfolgt nun in Analogie zu den in Abschnitt 4.2.2 eingeführten
energieaufgelösten Größen. Zunächst werden Hilfs-Selbstenergien Σαp definiert, so dass
Σ≷α (t1, t) = ∓i
1
2
Γα|uα(t)|2δ(t− t1) + uα(t)
∑
p
Σαp(t1, t) , (4.37a)
Σαp(t1, t) =
1
β
Γαu
∗
α(t1)e
i
R t
t1
dt2χ
+
αp(t2) . (4.37b)
Einsetzen der ersten Gleichung in die Definition der Strom-Matrizen (4.22) ergibt für
diese den Ausdruck
Πα(t) =
1
4
|uα(t)|2 [1− 2σ(t)] Γα + uα(t)
∑
p
Παp(t) , (4.38)
wobei bereits folgende Hilfs-Strom-Matrizen verwendet wurden,
Παp(t) =
t∫
t0
dt2
[
G<(t, t2)Σαp(t2, t)−G>(t, t2)Σαp(t2, t)
]
. (4.39)
Die Wahl der Hilfs-Selbstenergien (4.37) erlaubt wiederum eine einfache Auswertung der
Zeitableitung von Παp, was zu folgender Bewegungsgleichung führt
i
∂
∂t
Παp(t) =
1
β
Γαu
∗
α(t) +
[
H(t)− i
2
Γ(t)− χ+αp(t)1
]
Παp(t) . (4.40)
Hierbei ist Γ(t) =
∑
α′ |uα′(t)|2Γα′ . Gleichung (4.40) weist eine ähnliche Struktur auf
wie die Bewegungsgleichung für die energieaufgelösten Strom-Matrizen (4.31). Der erste
Term in (4.40) stammt von der Ableitung der Integralgrenzen in Gl. (4.39). Während der
entsprechende Term in Gl. (4.31) zusätzlich noch die reduzierte Dichtematrix σ enthält,
tritt hier keine Kopplung mit dieser auf. Der zweite Term in Gl. (4.40) ergibt sich
aus der Zeitableitung des Integranden, das heißt einerseits aus den Green-Funktionen
39
4. Einteilchenbeschreibung mit Green-Funktionen
via (4.16) und andererseits aus den Hilfs-Selbstenergien (4.37). Im Gegensatz zu den
energieaufgelösten Strom-Matrizen ist die Verwendung einer weiteren Größe Ω nicht
nötig. An ihrer Stelle enthält Gl. (4.40) den effektiven Hamiltonian Heff(t) = H(t) −
iΓ(t)/2. Die Hilfsmode χ+αp ersetzt die Reservoirenergie ε.
Die Bewegungsgleichungen (4.23) und (4.40) erlauben zusammen mit Gl. (4.39) eine
geschlossene Beschreibung der Nichtgleichgewichtsdynamik im Wide-Band-Limes.
Strukturierte Spektraldichten
Trotz der hohen Relevanz des Wide-Band-Limes, ist dieser jedoch in gewisser Weise
nicht generisch, da alle Energien gleichberechtigt zur Verfügung stehen. Im Folgenden
wird daher noch ein anderer Ansatz für die Linienbreitenfunktion betrachtet [67]:
Γα(ε) =
NL∑
`=1
(
Γ+α`
ε− εα` − iWα` +
Γ−α`
ε− εα` + iWα`
)
, (4.41)
mit Wα` > 0 und Γ
±
α` = ∓ i2Γα`Wα`. Die Linienbreitenfunktion ist also als eine ge-
wichtete Summe von NL Lorentz-Funktionen gegeben. Vom praktischen Standpunkt aus
betrachtet, kann Gl. (4.41) als Parametrisierung einer beliebigen Linienbreitenfunktion
aufgefasst werden.
Wie im Fall des Wide-Band-Limes erlaubt das Einsetzen von Gl. (4.41) in die Defini-
tion der greater und lesser Selbstenergien (4.24) die Anwendung des Residuentheorems
(siehe Anhang A.2). Für Zeitargumente t > t1 ergibt sich danach
Σ>α (t1, t) = +u
∗
α(t1)uα(t)
(∑
`
Γ+α`f̄
P
α`e
−i(εα`+iWα`)(t1−t) +
∑
p
1
β
Γα(χ
+
αp)e
−iχ+αp(t1−t)
)
× exp
i
t∫
t1
dt2∆α(ε, t2)
 , (4.42a)
Σ<α (t1, t) = −u∗α(t1)uα(t)
(∑
`
Γ+α`f
P
α`e
−i(εα`+iWα`)(t1−t) −
∑
p
1
β
Γα(χ
+
αp)e
−iχ+αp(t1−t)
)
× exp
i
t∫
t1
dt2∆α(ε, t2)
 , (4.42b)
wobei die Abkürzungen fPα` = fα(εα` + iWα`) und f̄
P
α` = 1 − fα(εα` + iWα`) an die
Verwendung der Entwicklung (4.34) anstatt der exakten Fermi-Funktion erinnern soll.
Zur Vereinfachung der Notation werden die beiden Indizes p und ` zu einem einzelnen
Index x = {`, p} kombiniert, wobei ` = 1, . . . , NL und p = 1, . . . , NF ist. Die Koeffizienten
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und Exponenten in Gln. (4.42) lassen sich dementsprechend zusammenfassen,
Γ>,±αx =
{
±Γ±α`f̄Pα (εα` ± iWα`),±
1
β
Γα(χ
±
αp)
}
, (4.43a)
Γ<,±αx =
{
∓Γ±α`fPα (εα` ± iWα`),±
1
β
Γα(χ
±
αp)
}
, (4.43b)
χ±αx =
{
εα` ± iWα`, χ±αp
}
. (4.43c)
Insgesamt können die Selbstenergien (4.42) in sehr kompakter Form geschrieben werden,
Σ≷α (t1, t) = uα(t)
∑
x
Σ≷αx(t1, t) , (4.44a)
Σ≷αx(t1, t) = u
∗
α(t1)Γ
≷,+
αx e
i
R t
t1
dt2χ
+
αx(t2) , (4.44b)
wobei χ±αx(t) = χ
±
αx + ∆α(t) ist. Mit der zweiten Zeile wurden die Hilfs-Selbstenergien
Σ≷αx definiert. Der nächste Schritt besteht in der Einführung von Hilfs-Strom-Matrizen,
die sich unter Verwendung von Gl. (4.44) definieren lassen,
Παx(t) =
t∫
t0
dt2
[
G>(t, t2)Σ
<
αx(t2, t)−G<(t, t2)Σ>αx(t2, t)
]
. (4.45)
Die Bewegungsgleichung
i
∂
∂t
Παx(t) = u
∗
α(t)Γ
<,+
αx + u
∗
α(t)σ(t)
(
Γ>,+αx − Γ<,+αx
)
+
[
H(t)− χ+αx(t)
]
Παx(t) +
∑
α′x′
u∗α′(t)Ωαx,α′x′(t) (4.46)
ergibt sich wie zuvor aus den Ableitungen der Green-Funktionen und der Hilfs-Selbst-
energien. Die Anfangsbedingung folgt aus Gl. (4.45) und lautet Παx(t0) = 0. Im Ge-
gensatz zum Wide-Band-Limes treten hier wieder Zeitintegrale auf, die in der Größe
Ωαx,α′x′ zusammengefasst sind. Deren Definition ist analog zum energieaufgelösten Fall
(4.32). Die Bewegungsgleichung für Ωαx,α′x′ lautet
i
∂
∂t
Ωαx,α′x′(t) = iuα′(t)
(
Γ>,−α′x′ − Γ<,−α′x′
)
Παx(t) + iΠ
†
α′x′(t)
(
Γ>,+αx − Γ<,+αx
)
u∗α(t)
+
[
χ−α′x′(t)− χ+αx(t)
]
Ωαx,α′x′(t) . (4.47)
Die Anfangsbedingung ist Ωαx,α′x′(t0) = 0. Für jeden Reservoirindex {α, α′} müssen
(NL + NF) × (NL + NF) Ω-Matrizen propagiert werden. Verweisen jedoch beide Mo-
denindizes x und x′ auf Hilfsmoden p und p′, die aus der Entwicklung der Fermi-
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Funktion resultieren, so ergibt sich aus Gln. (4.43) und (4.47), dass die Zeitableitung
∂
∂t
Ωαp,α′p′(t) ∝ Ωαp,α′p′(t) ist. Auf Grund der Anfangsbedingung ist daher Ωαp,α′p′(t) ≡ 0
für alle Zeiten t ≥ t0. Diese Beobachtung ist konsistent mit Gl. (4.33), die auch keinen
Verweis auf die Fermi-Funktion enthält. Die Anzahl der zu propagierenden Matrizen ver-
ringert sich daher auf NL× (NL + 2NF) pro Reservoirindex. Da typischerweise NL  NF
ist, skaliert der Speicherbedarf der Propagationsmethode mit NL×NF und die Rechenzeit
mit NT ×NL ×NF, wobei NT die Anzahl der Zeitschritte ist.
Die Verwendung der Hilfsmodenentwicklung führt also zu einem Verfahren, das linear
mit der Anzahl der Hilfsmoden und der Anzahl der Zeitschritte skaliert. Diese Skalierung
ist wesentlich effizienter als bei der in Abschnitt 4.1.3 erwähnten Zeitdiskretisierungs-
methode.
4.3. Anwendungen
An dieser Stelle sollen zwei Beispiele diskutiert werden, die zum einen die Anwendbar-
keit der vorgestellten Methode verifizieren und zum anderen einen Ausblick auf neue
Fragestellungen liefern sollen, die sich mit der vorgestellten Methode behandeln lassen.
4.3.1. Transport durch ein fluktuierendes Energieniveau
Die besonderen Stärken der in Abschnitt 4.2.3 diskutierten Propagationsmethode liegen
in der Möglichkeit, auch zeitlich stark fluktuierende, und damit insbesondere stochasti-
sche, Antriebe zu beschreiben. Als erstes Beispiel soll daher das Resonant-Level-Modell
dienen, wobei die Resonanzenergie εr(t) zufällig fluktuiert. Der Hamiltonian lautet
HS = εr(t) c
†c , (4.48)
wobei c (c†) den Vernichtungsoperator (Erzeugungsoperator) für den Resonanzzustand
bezeichnet. Der stochastische Prozess εr(t) genügt einer Gaußschen Statistik und wird
durch die ersten beiden Momente
〈εr(t)〉 = 0 , (4.49a)
〈εr(t)εr(t′)〉 = C(t− t′) (4.49b)
charakterisiert. Im Speziellen soll εr(t) als Realisierung des Ornstein-Uhlenbeck-Prozes-
ses (OU-Prozesses) angenommen werden. Die Korrelationsfunktion ist in diesem Fall
[102]
C(t− t′) = η
2
2κ
exp[−κ(t− t′)] . (4.50)
Der gesamte OU-Prozess wird also durch zwei Parameter bestimmt: die Korrelationszeit
1/κ und die (Rausch-)Amplitude η [102]. Abbildung 4.2c zeigt eine Realisierung des
OU-Prozesses mit η2 = 2κΓ.
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Abbildung 4.2.: Energieschema für das Resonant-Level Modell. a) und d) Fermi- und Lini-
enbreitenfunktion; b) Spektraldichten nach Gl. (4.54) ohne Rauschen und für Rauschen mit
Parametern aus c) ; c) Realisierung des OU-Prozesses mit η = Γ, κ = Γ/2. Der grau unterlegte
Bereich kennzeichnet das Transportfenster.
Weiterhin soll zur Vereinfachung des Problems im Wide-Band-Limes gearbeitet wer-
den. Die Kopplung an die Reservoirs ist symmetrisch, das heißt ΓL = ΓR = Γ/2.
Stochastischer Mittelwert des Stromes
Bevor die numerische Simulation und deren Ergebnisse diskutiert werden, soll zunächst
mit Hilfe des NEGF Formalismus ein analytischer Ausdruck für den Strom hergeleitet
werden. Der stochastisch gemittelte Nettostrom, 〈Jnet(t)〉 = 〈JL(t)− JR(t)〉 /2, ergibt
sich mit Hilfe von Gl. (4.19) zu
〈Jnet(t)〉 = eRe

∞∫
−∞
dt1 〈Gr(t, t1)〉
[
Σ<L (t1, t)− Σ<R(t1, t)
] , (4.51)
wobei bereits die symmetrische Kopplung und die Wide-Band-Näherung verwendet wur-
den. Zur Auswertung von Gl. (4.51) wird das stochastische Mittel der Exponential-
funktion in Gr(t, t1) benötigt. Dieses kann durch eine Kumulantenentwicklung bestimmt
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werden,〈
exp
[
−i
∫ t
t1
dt′εr(t
′)
]〉
= exp
[
−1
2
∫ t
t1
dτ1
∫ t
t1
dτ2 〈εr(τ1)εr(τ2)〉
]
= exp
[
−1
2
∫
dω
2π
C(ω)
∣∣∣∣∫ t
t1
dτe−iωτ
∣∣∣∣2
]
= exp
{
−1
2
∫
dω
2π
C(ω)
ω2
4 sin2
[
ω(t− t1)
2
]}
. (4.52)
Bei der Herleitung wurden die Eigenschaften des stochastischen Prozesses (4.49) und
zusätzlich die Fouriertransformation C(ω) der Korrelationsfunktion C(τ1−τ2) verwendet.
Die gemittelte Green-Funktion 〈Gr(t, t1)〉 hängt jetzt nur noch von der Zeitdifferenz t−t1
ab, so dass sich für den stationären Strom ein Ausdruck vom Landauer-Typ ergibt [19],
〈Jnet(t)〉 = eΓ
2
∫
dε
2π
[fL(ε)− fR(ε)]A(ε) . (4.53)
Hierbei ist die Spektraldichte A(ε) durch das stochastische und zeitliche Mittel der
retardierten Green-Funktion gegeben, das heißt
A(ε) = −2 Im
∞∫
0
dτ 〈Gr(t, t− τ)〉 eiετ
=
∞∫
−∞
dτeiετ−Γ|τ |/2 exp
[
−1
2
∫
dω
2π
C(ω)
ω2
4 sin2
(
ω|τ |
2
)]
. (4.54)
Die Spektraldichte ist in Abbildung 4.2b für eine Kombination der Parameter η und κ,
sowie für den Fall ohne Rauschen dargestellt.
Numerische Ergebnisse
Für die numerische Simulation mit Hilfe der in Abschnitt 4.2.3 entwickelten Methode,
wurden die chemischen Potentiale auf µL = 2Γ, µR = Γ und die Temperatur beider
Reservoirs mit kBT = 0.1Γ festgelegt. Dies bedeutet insbesondere, dass die Kopplungs-
verbreiterung größer als die Breite der Fermi-Funktion (vgl. Abbildung 4.2) ist.
Aufgrund der stochastischen Natur des Antriebs kann zur Propagation nicht auf ein
Standardverfahren zur Integration von Differentialgleichungen zurückgegriffen werden.
Die Bewegungsgleichungen (4.23) und (4.40) wurden daher mit einem schwach konvergie-
renden Runge-Kutta-Verfahren zweiter Ordnung propagiert [103]. Für die Zeitschrittwei-
te wurde δt = 0.01/Γ gewählt. Bei der Parameterkombination κ = 0.25Γ und η = 5.0Γ
musste diese jedoch auf δt = 0.005/Γ reduziert werden, da die Propagationsmethode auf-
grund der starken Fluktuationen divergierte. Die Anzahl der Hilfsmoden war NF = 240.
44
4.3. Anwendungen
0 10 20 30 40 50 60
t  [ 1/Γ ]
0
0.2
0.4
0.6
0.8
1
〈 N
〉
ohne Rauschen
η = 0.5 Γ
η = 1.0 Γ
η = 3.0 Γ
a)
0 10 20 30 40 50 60
t  [ 1/Γ ]
0.01
0.02
0.03
0.04
〈 J
ne
t
〉  
 [
 e
 Γ
 ]
b)
Abbildung 4.3.: a) Zeitaufgelöste Besetzung 〈N〉 und b) Nettostrom 〈Jnet〉 für verschiedene
Werte der Amplitude η. Die stochastischen Mittelwerte wurden aus 20000 Realisierungen für
κ = 0.5Γ ermittelt. Die Pfeile markieren das zeitliche Mittel des Stromes für Zeiten t > 10/Γ.
Nach Tabelle A.1 in Anhang A ist die Abweichung der Hilfsmodenentwicklung von der
exakten Fermi-Funktion in dem Energiebereich {µα − 72Γ, µα + 72Γ} maximal von der
Größenordnung 10−10. Damit wird der hier relevante Energiebereich also ausreichend
abgedeckt.
Um das stochastische Mittel der Besetzung N(t) und des Nettostromes Jnet(t) =
[JL(t)− JR(t)] /2 zu berechnen wurden 20000 Realisierungen des stochastischen Pro-
zesses betrachtet. Abbildung 4.3 zeigt die stochastisch gemittelten Größen 〈N(t)〉 und
〈Jnet(t)〉 für κ = 0.5Γ und drei verschiedene Amplituden η = 0.5, 1.0, 3.0 Γ. Zu Beginn,
für Zeiten t = 0 . . . 10/Γ, beobachtet man eine transiente Antwort auf das plötzliche
Einschalten der Kopplung. Für lange Zeiten stellt sich schließlich ein stationärer Wert
für Strom und Besetzung ein. In allen Fällen mit stochastischem Antrieb ist der Strom
größer als ohne entsprechende Fluktuationen. Das Verhalten in Abhängigkeit von der
Amplitude η ist dabei nicht monoton.
Um diesen Sachverhalt genauer zu untersuchen, soll im Folgenden der stationäre Strom
betrachtet werden. Dieser wurde durch das Zeitmittel 〈Jnet〉 aus den Ergebnissen in
Abbildung 4.3 gewonnen, wobei das Zeitintervall für die Mittelung bei t = 10/Γ an-
fing. Abbildung 4.4 zeigt den erhaltenen stochastisch und zeitlich gemittelten Strom als
Funktion der Amplitude η und für verschiedene Werte der (inversen) Korrelationszeit
κ. Wie bereits festgestellt, zeigt der gemittelte Strom ein nicht-monotones Verhalten
mit einem ausgeprägten Maximum, dessen Position sich leicht mit wachsendem κ zu
größeren Werten von η verschiebt. Bei bestimmten Kombinationen von Amplitude und
Korrelationszeit wird der Transport durch das Energieniveau also verbessert. Dieser Ef-
fekt erinnert stark an das Phänomen der stochastischen Resonanz [104]. Das beobachtete
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Abbildung 4.4.: Zeitlich und stochastisch gemittelter Nettostrom als Funktion der Amplitu-
de und für verschiedene Werte der (inversen) Korrelationszeit κ. Die stochastischen Mittelwerte
wurden aus 20000 Realisierungen ermittelt. Die Fehlerbalken entsprechen dem 95% Konfiden-
zintervall für den geschätzten Mittelwert. Die durchgezogenen Linien zeigen das analytische
Ergebnis.
Verhalten kann mit Hilfe der Spektraldichte (4.54) verstanden werden. Durch den sto-
chastischen Antrieb kommt es zu einer zusätzlichen Verbreiterung des Energieniveaus
(vgl. auch Abbildung 4.2b). Der Strom ist, wie oben diskutiert, proportional zur Fläche
unter der Spektraldichte im Transportfenster {µL, µR}. Eine größere Amplitude η führt
zu einer Verbreiterung der Spektraldichte und damit zunächst zu einer größeren Fläche
im Transportfenster. Allerdings nimmt das Maximum von A(ε) im gleichen Maße ab,
wodurch die Fläche und damit der Strom schließlich kleiner wird. Diese Ergebnisse wer-
den durch das analytische Resultat für den Strom (4.53) und (4.54), welches ebenfalls
in Abbildung 4.4 dargestellt ist, untermauert.
4.3.2. Transienter Strom durch Doppelquantenpunkte
Als zweites Beispiel soll nun die transiente Antwort eines Doppelquantenpunktes auf
einen Spannungspuls untersucht werden. Das System besteht dabei aus zwei Quan-
tenpunkten, die in Reihe geschaltet wurden. Beide Quantenpunkte sind jeweils an ein
Elektronenreservoir gekoppelt. Dieser Aufbau entspricht den in Kapitel 2 vorgestellten,
lateralen Quantendotsystemen.
Der Doppelquantenpunkt wird mit Hilfe eines Zwei-Niveau-Systems modelliert, das
heißt in jedem Quantenpunkt steht ein lokalisierter Zustand zur Verfügung. Der Hamil-
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tonian für das System ist demnach
HS =
∑
d=l,r
εd(t) c
†
dcd + V c
†
l cr + h.c. , (4.55)
wobei “l” und “r” die lokalisierten Zustände der Quantenpunkte bezeichnen. Die Wir-
kung des Spannungspulses besteht in einer simultanen Änderung der Rerservoirenergien
∆L/R und der Quantenpunktenergien εl/r wie folgt: ∆L(t) = −∆R(t) = VSD(t)/2 und
εl(t) = −εr(t) = VSD(t)/4. Vor dem Puls sind die chemischen Potentiale der Reservoirs
µL und µR, sowie die Quantenpunktenergien εl,r gleich Null. Die Temperatur ist für beide
Reservoirs kBT = 0.1Γ. Da die beiden Quantenpunkte in Reihe geschaltet sind, enthält
die Linienbreitenfunktion nur ein von Null verschiedenes Matrixelement,
ΓL =
(
Γ(ε)/2 0
0 0
)
, ΓR =
(
0 0
0 Γ(ε)/2
)
.
Das Matrixelement Γ(ε) ist entweder konstant (Wide-Band-Limes) oder wird als Lorentz-
Funktion angenommen [105],
Γ(ε) = Γ
W 2
ε2 +W 2
. (4.56)
Letzteres ist mit dem Ansatz (4.41) kompatibel und wurde so gewählt, dass im Grenzfall
W → ∞ der Wide-Band-Limes enthalten ist. Für den Spannungspuls VSD(t) wird ein
Rechteckpuls angenommen, das heißt
VSD(t) =
Vmax
2
[
tanh
(
t
ts
)
− tanh
(
t− tp
ts
)]
, (4.57)
wobei tp die Pulslänge angibt. Die Flankenzeit ts ermöglicht es, die im Experiment be-
obachtete Abweichung von der exakten Rechteckform des Pulses zu berücksichtigen. In
den numerischen Berechnungen wurde ts = 1/Γ und Vmax = 3Γ gesetzt. Die in Abschnitt
4.2.3 erhaltenen Bewegungsgleichungen wurden mit einem Runge-Kutta-Verfahren vier-
ter Ordnung propagiert [106]. Die Schrittweite δt war dabei konstant und wurde zu
δt = 0.02/Γ gewählt. In allen Berechnungen war die Anzahl der Hilfsmoden NF = 120.
Zu Beginn der Simulation war der Doppelquantendot unbesetzt. Dieser Anfangszustand
wurde dann wie beschrieben bis zum Erreichen eines stationären Zustands propagiert.
Beim Einsetzen des Pulses befand sich der Doppelquantendot demnach im thermodyna-
mischen Gleichgewicht mit den beiden Reservoirs.
Abbildung 4.5 zeigt den numerisch ermittelten Strom JL als Funktion der Zeit t für ver-
schiedene Breiten W der Linienbreitenfunktion (4.56). Die Pulslänge ist in allen Fällen
tp = 20/Γ. Der Strom zeigt ein transientes Verhalten zu Beginn und zum Ende des Pul-
ses. In allen Fällen ist der Puls hinreichend lang, so dass der Strom zum Ende des Pul-
ses einen neuen stationären Wert, entsprechend der maximalen Spannung VSD = Vmax,
annehmen konnte. Es sei darauf hingewiesen, dass sich diese stationäre Situation im
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Abbildung 4.5.: Zeitaufgelöster Strom JL durch die linke Barriere für verschiedene W . Der
Spannungspuls ist durch Gl. (4.57) mit Vmax = 3Γ, ts = 1/Γ und tp = 20/Γ gegeben. Der
Wide-Band-Limes entspricht W →∞.
Allgemeinen von der Situation unterscheidet, bei der anfangs µL − µR = Vmax ist. Der
Unterschied ist in Abbildung 4.6 für die verwendeten, strukturierten Reservoirs illus-
triert. In letzterem Fall sind die Energiebänder der beiden Reservoirs unterschiedlich
gefüllt und das Maximum der Linienbreitenfunktion befindet sich stets bei E = 0 (Ab-
bildung 4.6a). In dem hier betrachteten Beispiel sind beide Reservoirs zur Hälfte gefüllt
und die Maxima der Linienbreitenfunktionen beider Reservoirs liegen entsprechend bei
E = ±Vmax/2 (Abbildung 4.6b). Der Unterschied zwischen beiden Situationen führt auch
auf unterschiedliche Werte für den stationären Strom. Dieses widersprüchliche Verhalten
resultiert letztlich aus dem in Abschnitt 3.3 beschriebenen Partitionierungsschema, was
das Bestehen einer Source-Drain-Spannung vor der Kopplung zum Doppelquantendot
zulässt.
Wie aus Abbildung 4.5 ersichtlich ist, verschwindet der stationäre Strom für W → 0.
Dies ist ein Artefakt der speziellen Form der Linienbreitenfunktion (4.56). Die transi-
enten Oszillationen am Anfang und am Ende des Pulses sind für alle Werte von W
qualitativ ähnlich. Bei kleinen W ist die Dämpfung der Oszillationen jedoch schwächer.
Im Experiment kann dieses transiente Verhalten zumeist nicht direkt beobachtet werden,
da es durch kapazitive Effekte oder die zeitliche Auflösung des Amperemeters verdeckt
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Abbildung 4.6.: Energieschema für W = Γ am Pulsmaximum VSD = Vmax = 3Γ. Die äußeren
Teile zeigen fα(ε)Γ(ε) mit α = L,R (blau). Die inneren Teile zeigen die Spektraldichten des
linken und rechten Niveaus. a) VSD = µL − µR und ∆L = ∆R = 0; b) VSD = ∆L − ∆R und
µL = µR = 0.
wird. Ein Ausweg besteht in der Verwendung des zeitlich gemittelten oder des kumu-
lierten Stromes als Funktion der Pulslänge [11, 107]. Der kumulierte Strom ermöglicht
die Berechnung der Anzahl der durch den Puls induzierten, tunnelnden Elektronen,
Np(tp) =
∞∫
−∞
dt [J(t)− J0] , (4.58)
wobei J0 der stationäre Strom ohne Puls und im hier betrachteten Fall J(t) = JL(t) ist.
In Abbildung 4.7 ist Np als Funktion der Pulslänge tp dargestellt. Es zeigt sich ein mo-
notoner Anstieg der Anzahl der tunnelnden Elektronen mit wachsender Pulslänge. Für
kurze Pulse wird, wie aus Abbildung 4.5 ersichtlich ist, Np durch den transienten Anteil
des Stromes bestimmt. Für hinreichend lange Pulse kommt der Hauptbeitrag hingegen
durch den neuen stationären Strom Jstat zustande. In diesem Fall erwartet man für die
Pulslängenabhängigkeit einen linearen Zusammenhang der Form Np ∝ tp, wobei die Stei-
gung durch Jstat gegeben ist. Dieses asymptotische Verhalten ist in Abbildung 4.7 durch
die durchgezogenen Linien für Zeiten t ≥ 15/Γ dargestellt, die aus einer linearen Regres-
sion für die numerischen Ergebnisse gewonnen wurden. Der Anstieg wurde dabei durch
eine unabhängige Berechnung von Jstat mit Hilfe des NEGF Formalismus bestimmt [21].
Aus der Regression ergibt sich der Schnittpunkt mit der Np-Achse als einzig freier Pa-
rameter. Dieser Schnittpunkt soll mit N?p bezeichnet werden und ist zur Illustration in
Abbildung 4.7 für den Wide-Band-Limes dargestellt. Ohne den transienten Beitrag zum
Strom wäre Np = Jstattp und damit N
?
p = 0. Die Größe N
?
p ermöglicht eine Quantifi-
zierung des Verhältnisses von transientem zu stationärem Strom. Aus Abbildung 4.8a
wird ersichtlich, dass der transiente Anteil für kleinere Werte von W zunimmt. Diese
Beobachtung deckt sich mit den Aussagen zum zeitaufgelösten Strom.
Mit Hilfe von N?p lässt sich auch die fiktive Pulslänge berechnen, welche die gleiche
Anzahl tunnelnder Elektronen liefern würde, falls das System instantan auf den Puls
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Abbildung 4.7.: Anzahl der puls-induzierten Elektronen Np als Funktion der Pulslänge tp.
Die Symbole zeigen die numerischen Ergebnisse für verschiedene Werte W . Die durchgezoge-
nen Linien zeigen die Regressionsgeraden in dem angegebenen Intervall. Die gestrichelte Linie
illustriert die Schnittpunkte N?p und t
?
p im Fall des Wide-Band-Limes.
reagieren könnte. Diese Pulslänge berechnet sich durch t?p = N
?
p/Jstat und ist in Abbil-
dung 4.8b dargestellt. Das spezielle Verhalten von N?p und t
?
p ist hierbei durch die Form
der Linienbreitenfunktion (4.56) gegeben.
Aus den bisherigen Überlegungen ist klar, dass für Pulse mit tp  t?p der transiente
Anteil vernachlässigbar wird.
4.4. Transport im Coulomb-Blockade-Regime
Die bisherigen Betrachtungen dieses Kapitels bezogen sich explizit auf nichtwechselwir-
kende Systeme. Hierdurch lassen sich zwar viele Erkenntnisse über das transiente Ver-
halten beim Elektronentransport gewinnen, es bleibt jedoch offen, inwieweit sich diese
Ergebnisse auf reale Quantendots, wie sie in Kapitel 2 beschrieben wurden, übertragen
lassen. Die Coulomb-Blockade spielte hierbei eine wichtige Rolle. Daher soll im Folgen-
den eine Möglichkeit aufgezeigt werden, wie sich der in Abschnitt 4.2 entwickelte Ansatz
auf Systeme mit Wechselwirkung erweitern lässt.
Als konkretes Beispiel dient ein Quantendot mit einem Energieniveau, welcher durch
das Anderson-Modell beschrieben wird [21]. Der Hamiltonian des Quantenpunktes ist
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Abbildung 4.8.: Ergebnis der linearen Regression an die numerisch bestimmten Werte von
Np(tp): a) Np- und b) tp-Schnittpunkt.
nach Gl. (3.2) und (3.4)
HS =
∑
s=↑,↓
εs(t)c
†
scs + Uc
†
↑c↑c
†
↓c↓
=
∑
s=↑,↓
εs(t)ns + Un↑n↓ . (4.59)
Der Index s bezeichnet den Spinzustand in dem Energieniveau. Die Operatoren c†s (cs)
erzeugen (vernichten) ein Elektron in dem jeweiligen Zustand. Weiterhin ist ns = c
†
scs
der Besetzungszahloperator von Spinzustand s. Der zweite Term in Gl. (4.59) beschreibt
die Elektron-Elektron-Wechselwirkung, wobei U deren Stärke angibt. Die Kopplung an
die Reservoirs ist durch den Tunnelhamiltonian (3.6) gegeben. Hierbei soll zur Ver-
einfachung noch angenommen werden, dass die Tunnelmatrixelemente nicht vom Spin-
Zustand abhängen. Das beschriebene Modell ist der einfachste Prototyp für einen Quan-
tendot bei dem sich die Coulomb-Blockade beobachten lässt.
4.4.1. Methode der Bewegungsgleichungen
Der Wechselwirkungsterm im Systemhamiltonian (4.59) macht eine neue Form der Be-
schreibung notwendig. Wie in Abschnitt 3.1 angedeutet, kann die Wechselwirkung bei
hinreichend niedrigen Temperaturen zu nicht-perturbativen Phänomenen wie dem Kon-
do-Effekt führen. Zur Untersuchung dieser Phänomene wurden verschiedene Methoden
jenseits einer standardmäßigen Störungsreihe entwickelt. Ein Beispiel für eine solche
Methode ist die slave-boson-Technik [108].
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Für hinreichend hohe Temperaturen (T  TK) kann hingegen, basierend auf der Me-
thode der Bewegungsgleichungen (engl. equation of motion technique), eine Störungsrei-
he angegeben werden [21,39,109]. Die Grundidee besteht dabei darin, mit Hilfe der Hei-
senberggleichungen für die Erzeuger- und Vernichteroperatoren eine Hierarchie von Be-
wegungsgleichungen für kausale Green-Funktionen zu generieren (siehe Anhang B). Auf-
grund der Wechselwirkung treten neben den in Abschnitt 4.1.1 definierten Einteilchen-
Green-Funktionen unter anderem auch Zweiteilchen-Green-Funktionen auf. Die Tunnel-
kopplung führt zu gemischten Ein- und Zweiteilchen-Green-Funktionen, also Funktio-
nen, die Korrelationen zwischen dem System und den Reservoirs beschreiben. Durch ei-
ne Hartree-Fock-Näherung der gemischten Funktionen kann die Hierarchie abgebrochen
werden. Die entsprechenden Green-Funktionen werden anschließend analytisch in die
komplexe Ebene fortgesetzt. Alle Integrationen werden wie in Abschnitt 4.1.1 bezüglich
der Keldysh-Kontur ausgewertet. Die lesser, sowie die retardierte und avancierte Green-
Funktion ergibt sich schließlich durch Anwendung der Langreth-Regeln [21].
Die Herleitung nach dem eben beschriebenen Rezept erfolgt ausführlich in Anhang B.
Das Ergebnis lässt sich mit den folgenden Gleichungen zusammenfassen,
G<s (t, t
′) =
∫
dt1
∫
dt2G
r
s(t, t1)Σ
<
s (t1, t2)G
a
s(t2, t
′) , (4.60a)
Grs(t, t
′) = ḡrs(t, t
′) +
∫
dt1
∫
dt2 ḡ
r
s(t, t1)Σ
r
s(t1, t2)G
r
s(t2, t
′) , (4.60b)
sowie der renormierten, “freien” Green-Funktion
ḡrs(t, t
′) = grs(t, t
′) + U 〈ns̄(t′)〉
∫
dt1 g
r
s(t, t1)g
U,r
s (t1, t
′) . (4.60c)
Für U = 0 sind diese Gleichungen identisch mit den in Abschnitt 4.1.1 angegebenen
Keldysh- und Dysongleichungen. Ist jedoch U 6= 0 werden die Gleichungen aufgrund
der renormierten Green-Funktion ḡrs offenbar nichtlinear. In diesem Fall ist die “freie”
Zeitentwicklung des Systems durch eine Kombination der folgenden Green-Funktionen
gegeben, [
i
∂
∂t
− εs(t)
]
grs(t, t
′) = δ(t− t′) , (4.61a)[
i
∂
∂t
− εs(t)− U
]
gU,rs (t, t
′) = δ(t− t′) . (4.61b)
Der entsprechende Term in Gl. (4.60c), welcher proportional zur Wechselwirkungsstärke
ist, bewirkt, dass für U > 0 die Besetzung des Quantendots durch zwei Elektronen
unterdrückt wird.
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Selbstkonsistente Bestimmung der stationären Green-Funktionen
Für zeitunabhängige Probleme können die Gleichungen für die lesser und die retardierte
Green-Funktion durch eine Fourier-Transformation gelöst werden [21]. Dabei ist jedoch
zu beachten, dass die Besetzung 〈ns̄〉 der Spinzustände ihrerseits durch die lesser Green-
Funktion gegeben ist. Aus Gl. (4.4) folgt der Zusammenhang zwischen der Besetzung
und der Fourier-Transformierten der lesser Green-Funktion,
〈ns̄〉 =
∫
dω
2πi
G<s̄ (ω) . (4.62a)
Die Fourier-Transformation der Gln. (4.60) führt auf folgende Ausdrücke
Grs(ω) =
ω − εs − U(1− 〈ns̄〉)
(ω − εs)(ω − εs − U)− Σrs(ω) [ω − εs − U(1− 〈ns̄〉)]
, (4.62b)
G<s (ω) = G
r
s(ω)Σ
<
s (ω)G
a
s(ω) . (4.62c)
Die Gleichungen (4.62) ermöglichen eine selbstkonsistente Bestimmung der Green-Funk-
tionen, der Besetzung sowie des stationären Stromes. In praktischen Rechnungen wird
hierzu zunächst eine Besetzung der Spinzustände vorgegeben. Hiermit kann nach Gl.
(4.62b) die retardierte Green-Funktion und schließlich mit Hilfe von Gl. (4.62c) die
lesser Green-Funktion berechnet werden. Letztere liefert nach Gl. (4.62a) einen neuen
Wert für die Besetzungen. Unterschreitet die Differenz des neuen und des alten Wertes
eine vorgegebene Schranke, wird der Zyklus abgebrochen, andernfalls beginnt ein neuer
Zyklus mit der Berechnung der retardierten Green-Funktion.
4.4.2. Hilfsmodenentwicklung im Wide-Band-Limes
Im Gegensatz zur Bestimmung der stationären Green-Funktionen, ist die Berechnung
der Dynamik des Quantendots nicht ohne Weiteres durchführbar. Im Folgenden soll
hierzu eine Methode entwickelt werden, die auf der in Abschnitt 4.2.3 vorgestellten
Hilfsmodenentwicklung aufbaut.
Im Wide-Band-Limes sind die retardierte und die avancierte Selbstenergie Σr,a lokal
in der Zeit und es gilt
Σr,as (t, t
′) = ∓ i
2
(Γs,L + Γs,R) δ(t− t′) ≡ Σr,as (t)δ(t− t′) , (4.63)
wobei die im letzten Schritt definierte Größe zur Vereinfachung der Notation dient. Nach
Gl. (4.21) sind die Strom-Matrizen unter Verwendung obiger Definition gegeben durch
Πs,α(t) = G
<
s (t, t)Σ
a
s,α(t) +
∞∫
−∞
dt1
[
Grs(t, t1)Σ
<
s,α(t1, t)
]
. (4.64)
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Der erste Term ist proportional zur Besetzung des Quantendots und beschreibt den
Strom in das Reservoir, während der zweite Term den Strom aus einem Reservoir in den
Quantendot angibt. Zur Vereinfachung der Darstellung soll im Folgenden die partielle
Strom-Matrix
Π̂s,α(t) =
∞∫
−∞
dt1
[
Grs(t, t1)Σ
<
s,α(t1, t)
]
(4.65)
benutzt werden. Bevor die Bewegungsgleichungen für diese Strom-Matrizen hergeleitet
werden, ist es hilfreich, zunächst die Zeitableitung der retardierten Green-Funktion zu
betrachten. Nach Gl. (4.60b) und unter Verwendung der Wide-Band-Selbstenergie (4.63)
erhält man für die Integraldarstellung von Grs(t, t
′) den folgenden Ausdruck,
Grs(t, t
′) = ḡrs(t, t
′) +
∫
dt1ḡ
r
s(t, t1)Σ
r
s(t1)G
r
s(t1, t
′) . (4.66)
Da hierin nur die freie Green-Funktion ḡrs(t, t1) von der Zeit t abhängt, wird zuerst deren
Zeitableitung berechnet. Das Ergebnis erhält man mit Hilfe von (4.61),[
i
∂
∂t
− εs(t)
]
ḡrs(t, t
′) = δ(t− t′) + U gU,rs (t, t′) 〈ns̄(t′)〉︸ ︷︷ ︸
≡f rs(t,t′)
, (4.67)
wobei für den letzten Term die Abkürzung f rs eingeführt wurde. Die Zeitableitung von
Grs lässt sich nun leicht berechnen,[
i
∂
∂t
− εs(t)
]
Grs(t, t
′) = δ(t− t′) + Σrs(t)Grs(t, t′)
+ U
{
f rs(t, t
′) +
∫
dt1f
r
s(t, t1)Σ
r
s(t1)G
r
s(t1, t
′)
}
︸ ︷︷ ︸
≡F rs (t,t′)
. (4.68)
Der letzte Term auf der rechten Seite dieser Gleichung kann auch als Selbstenergie auf-
gefasst werden. Es gilt offenbar
F rs (t, t
′) = f rs(t, t
′) +
∫
dt1f
r
s(t, t1)Σ
r
s(t1)G
r
s(t1, t
′)
=
∫
dt1f
r
s(t, t1)
[
iδ(t′ − t1) + Σrs(t1)
]
Grs(t1, t
′)
≡
∫
dt1Σ
U,r
s (t, t1)G
r
s(t1, t
′) . (4.69)
Diese Relation zeigt explizit die in Abschnitt 4.1.1 getroffene Aussage, dass die retar-
dierte Green-Funktion nur für wechselwirkungsfreie Systeme unabhängig von der lesser
Green-Funktion ist.
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Analog zur retardierten Green-Funktion kann mit Hilfe der Gln. (4.61) die Zeitablei-
tung von F rs (t, t
′) gefunden werden,[
i
∂
∂t
− εs(t)− U
]
F rs (t, t
′) = δ(t− t′) 〈ns̄(t′)〉+ 〈ns̄(t)〉Σrs(t)Grs(t, t′) . (4.70)
In dieser Gleichung treten keine weiteren Zeitintegrale auf. An dieser Stelle kann die
Hilfsmodenentwicklung der Strom-Matrizen analog zum Vorhegen in Abschnitt 4.2.3
durchgeführt werden. Die lesser Selbstenergie in Gl. (4.64) wird demnach durch die
Hilfsmodenentwicklung (4.37) ersetzt und die resultierenden Hilfs-Strom-Matrizen ent-
halten jeweils einen Term der Entwicklung. Es erweist sich als nützlich, noch eine weitere
Strom-Matrix Π̂Fs zu definieren, die anstelle der retardierten Green-Funktion die Funkti-
on F rs , welche in Gl. (4.69) definiert wurde, enthält. Insgesamt ergeben sich so die beiden
Hilfsmodenentwicklungen,
Π̂s(t) =
∫
dt1G
r
s(t, t1)Σ
<
s (t1, t) =
1
4
Γs +
∑
α,p
Π̂s,αp(t) , (4.71a)
Π̂Fs (t) =
∫
dt1F
r
s (t, t1)Σ
<
s (t1, t) =
1
4
〈ns̄(t)〉Γs +
∑
α,p
Π̂Fs,αp(t) . (4.71b)
Die Summen laufen dabei jeweils über alle Reservoirs und Hilfsmoden. Mit Hilfe der
bereits hergeleiteten Zeitableitungen (4.68) und (4.70), sowie der Zeitableitung der Hilfs-
Selbstenergie (4.37), ergeben sich die gekoppelten Bewegungsgleichungen für die beiden
Hilfs-Strom-Matrizen,
i∂tΠ̂s,αp(t) =
1
β
Γs,α +
[
εs(t) + Σ
r
s(t)− χ+α,p(t)
]
Π̂s,αp(t) + UΠ̂
F
s,αp(t) , (4.72a)
i∂tΠ̂
F
s,αp(t) = 〈ns̄(t)〉
1
β
Γs,α +
[
εs(t) + U − χ+α,p(t)
]
Π̂Fs,αp(t) + 〈ns̄(t)〉Σrs(t)Π̂s,αp(t) .
(4.72b)
Die Hilfsmoden χ+αp(t) = χ
+
αp + ∆α(t) wurden in Abschnitt 4.2.3 definiert.
Zur vollständigen Beschreibung wird noch die Zeitentwicklung der reduzierten Einteil-
chendichtmatrix benötigt, welche aus der lesser Green-Funktion berechnet werden kann.
Die entsprechende Gleichung ergibt sich aus deren Integraldarstellung (4.62c) sowie mit
Hilfe der Bewegungsgleichungen (4.68) und (4.70). Die resultierenden Ausdrücke sind
sehr lang. Außerdem zeigt sich, dass noch zwei weitere Hilfsgrößen eingeführt werden
müssen, um alle auftretenden Gedächtnisterme zu eliminieren. Die vollständige Herlei-
tung wird daher in Anhang B erläutert.
Insgesamt liefert die vorgeschlagene Prozedur einen Satz von gekoppelten Differential-
gleichungen (4.72) und (B.20), welche die Dynamik des Systems beschreiben. Mit Hilfe
der Strom-Matrizen kann zudem der zeitaufgelöste Strom berechnet werden.
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Abbildung 4.9.: Die Besetzung des Quantendots als Funktion der Zeit und der Wechselwir-
kungsstärke: a) Zeitaufgelöste Besetzung für verschiedene Wechselwirkungsstärken und b) Sta-
tionäre Besetzung N als Funktion der Wechselwirkungsstärke. Die (rote) durchgezogene Kurve
wurde mit Hilfe einer selbstkonsistenten Rechnung bestimmt. Die Symbole kennzeichnen die
Werte aus a) am Ende der Simulation.
4.4.3. Ladungsdynamik eines Quantendots
Als abschließendes Beispiel soll im Folgenden die Ladungsdynamik eines Quantendots
betrachtet werden. Der Quantendot wird durch den Hamiltonian (4.59) beschrieben,
wobei ε↑ = ε↓ = 0 gesetzt wurde. Zum Zeitpunkt t = 0 wurde der anfangs leere Dot
an die Reservoirs gekoppelt. Die Kopplungsstärken betrugen ΓL = ΓR = Γ/2 und waren
für beide Spinzustände gleich groß. Die chemischen Potentiale waren µL = −µR = 2Γ.
Für die Propagation der Bewegungsgleichungen wurde wie in Abschnitt 4.3.2 ein Runge-
Kutta-Verfahren vierter Ordnung verwendet [106]. Die Schrittweite δt war dabei konstant
und wurde zu δt = 0.02/Γ gewählt. In allen Berechnungen war die Anzahl der Hilfsmoden
NF = 120.
Abbildung 4.9a zeigt die zeitaufgelöste Besetzung N = n↑+n↓ für verschiedene Wech-
selwirkungsstärken. In allen Fällen ist zunächst das Aufladen des Quantendots nach
Einschalten der Kopplung zu beobachten, wobei der Zeitverlauf nur für U = 0 monoton
ist. Nach einer gewissen Zeit stellt sich eine stationäre Besetzung ein, die für zunehmende
Wechselwirkungsstärke abnimmt. In Abbildung 4.9b wird diese asymptotische, aus der
Propagation erhaltene Besetzung mit den Ergebnissen einer selbstkonsistenten Berech-
nung der stationären Green-Funktionen mit Hilfe der Gln. (4.62) verglichen. Für große
Werte von U nähert sich die Besetzung dem Wert 2/3, welcher auch von Berechnun-
gen mit (klassischen) Ratengleichungen vorhergesagt wird [110,111]. Diese Gleichungen
gelten dabei für den Fall, dass die Linienbreite Γ klein gegenüber der Source-Drain-
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Abbildung 4.10.: Der Nettostrom als Funktion der Zeit für verschiedende Wechselwirkungs-
stärken. Die (roten) Symbole bezeichnen den stationären Strom, der unabhängig durch eine
selbstkonsistente Rechnung ermittelt wurde.
Spannung ist, was im vorliegenden Beispiel näherungsweise erfüllt wird. Auffällig ist der
nicht-monotone Zeitverlauf von N für U 6= 0. Tatsächlich lassen sich Oszillationen be-
obachten, deren Frequenz mit zunehmender Wechselwirkungsstärke ebenfalls zunimmt.
Dieses Verhalten kann mit Ratengleichungen nicht erklärt werden, welche im Prinzip
nur monotones Aufladen zulassen [110]. Zur Feststellung der genauen Ursache der Os-
zillationen bedarf es an dieser Stelle noch weiterer Untersuchungen. Zur Vollständigkeit
ist in Abbildung 4.10 noch der zeitaufgelöste Nettostrom J(t) = (JL−JR)/2 dargestellt.
Auch hier kann die transiente Antwort auf die plötzliche Kopplung und das Einstellen
eines stationären Wertes beobachtet werden.
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5. Vielteilchenbeschreibung mit
Quantenmastergleichungen
Eine Vielteilchenbeschreibung bietet einen natürlichen Rahmen für die Beschreibung
von Wechselwirkungseffekten, wie der Coulomb-Blockade. In dieser Hinsicht stellt die
in Abschnitt 3.2 eingeführte reduzierte Dichtematrix eine ideale Ausgangsbasis für eine
Vielteilchenmethode dar. Das Formulieren einer geeigneten Bewegungsgleichung für die
reduzierte Dichtematrix, der sogenannten Quantenmastergleichung, wird im Rahmen der
Theorie der offenen Quantensysteme behandelt.
In diesem Kapitel soll zunächst die Beschreibung der Nichtgleichgewichtsdynamik ei-
nes offenen Quantensystems mit Hilfe von (verallgemeinerten) Quantenmastergleichun-
gen erläutert werden. Hierzu werden in Abschnitt 5.2 unter Verwendung der Projek-
tionsoperator-Methode zwei Quantenmastergleichungen hergeleitet. Im anschließenden
Abschnitt 5.3 wird dann eine Methode zur effizienten numerischen Berechnung dieser
Gleichungen entwickelt. Den Abschluss des Kapitels bildet die Diskussion von zwei An-
wendungen mit Doppelquantendots.
5.1. Vielteilchendichtematrix und reduzierte Dynamik
Die vollständige Information über den Zustand des gesamten Vielteilchensystems, also
des Systems und der Reservoirs, ist in der Vielteilchendichtematrix % enthalten. Dieser
Umstand wurde bereits in Abschnitt 3.2 dargestellt. Die Dynamik des Gesamtzustands
% ist durch die Liouville-von Neumann-Gleichung (3.15) gegeben, die an dieser Stelle
nochmals wiederholt werden soll, dabei wird im Folgenden ~ = 1 gesetzt. Es gilt
i
∂
∂t
% = [H, %]− , (5.1)
wobei H der Gesamthamiltonian (3.1) ist. Es stellt sich als zweckmäßig heraus, in der
Wechselwirkungsdarstellung bezüglich H0 = HS +HR zu arbeiten [20]. Die Transforma-
tion ins Wechselwirkungsbild erfolgt mit Hilfe des freien Propagators
U0(t, τ) = T exp
{
−i
∫ t
τ
dt′ [HS(t
′) +HR(t
′)]
}
≡ US(t, τ)UR(t, τ) . (5.2)
Der Zeitordnungsoperator T bezeichnet wie im Fall der Green-Funktionen eine chrono-
logische Zeitordnung der Operatoren rechts von T . Die unitäre Transformation mittels
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U0 lässt sich sehr kompakt mit dem Superoperator
1
U0(t, τ) • = U0(t, τ) • U †0(t, τ) (5.3)
schreiben. Die Liouville-von Neumann-Gleichung (5.1) im Wechselwirkungsbild lautet
i
∂
∂t
%(t) = [HSR(t), %(t)]− ≡ L(t)%(t) . (5.4)
Hierbei wird der Vertauscher mit dem Tunnelkopplungshamiltonian HSR(t), welcher in
Gl. (3.6) definiert wurde, durch den Superoperator L(t) im Wechselwirkungsbild bezeich-
net. Die Transformation eines Superoperators vom Schrödinger- ins Wechselwirkungsbild
erfolgt dabei mit dem freien Propagator (5.3), zum Beispiel ist
L(t) = U †0(t, t0)LtU0(t, t0) , (5.5)
wobei der Index t an die mögliche Zeitabhängigkeit des Tunnelkopplungshamiltonians
erinnern soll. Die formale Lösung von Gl. (5.4) lautet schließlich
%(t) = T exp
[
−i
∫ t
t0
dt′L(t′)
]
%(t0) ≡ U(t, t0)%(t0) , (5.6)
wobei %(t0) der Anfangszustand und U(t, t0) der Propagator des Gesamtsystems ist.
Den Überlegungen in Abschnitt 3.3 folgend, setzen wir für den Anfangszustand ein
Produkt aus einem beliebigen Systemzustand σ(t0) und dem Gleichgewichtszustand ρR
der Reservoirs an, das heißt
%(t0) = σ(t0)⊗ ρR . (5.7)
Der Zustand ρR ist hierbei durch den Ausdruck in Gl. (3.19) gegeben. Dieser Ansatz
impliziert, dass das System und die Reservoirs für Zeiten t ≤ t0 ungekoppelt waren und
die Zustände demzufolge vollständig unkorreliert sind.
Interessiert man sich nur für die Observablen des Systems, so ist nach Abschnitt 3.3
die Kenntnis der reduzierten Dichtematrix σ = Tr R {%(t)} ausreichend. Im Prinzip kann
deren Dynamik aus Gl. (5.4) erhalten werden,
i
∂
∂t
σ(t) = Tr R {L(t)%(t)} , (5.8)
wobei die rechte Seite der Gleichung noch die volle Dichtematrix % enthält. Die Suche
nach einer in sich geschlossenen Beschreibung der reduzierten Dynamik bildet eine der
Kernfragen des Forschungsgebiets der offenen (Quanten-)Systeme. Eine solche Beschrei-
bung kann in Form einer Differential- oder Integrodifferentialgleichung für die reduzierte
Dichtematrix erfolgen. Diese Bewegungsgleichungen werden häufig als (verallgemeiner-
te) Quantenmastergleichungen bezeichnet. Herleitungen und allgemeine Diskussionen
1Allgemein werden Superoperatoren im Folgenden mit kalligraphischen Großbuchstaben bezeichnet.
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dieser Gleichungen findet man in vielen Lehrbüchern [20, 112–114]. Die Darstellungen
konzentrieren sich hierbei üblicherweise auf quantenoptische Systeme [112, 114] oder
Energietransfer in molekularen Systemen [113]. Im nächsten Abschnitt soll mit Hilfe der
Projektionsoperator-Methode die Quantenmastergleichungen für die reduzierte Dichte-
matrix hergeleitet und im Zusammenhang mit dem Elektronentransport diskutiert wer-
den.
5.2. Projektionsoperator-Methode und
Vielteilchen-Quantenmastergleichungen
Eine Möglichkeit, eine exakte Bewegungsgleichung für die reduzierte Dichtematrix zu
erhalten, bietet die Projektionsoperator-Methode [22–25]. Zunächst definiert man einen
Superoperator P , der die Projektion auf den reduzierten Systemraum ermöglicht. Eine
zweckmäßige Definition lautet
P • = ρrefTr R { • } , (5.9)
wobei ρref ein zunächst beliebiger, zeitunabhängiger Referenzdichteoperator der Reser-
voirs sein soll. Die Wirkung von P auf % besteht darin, den (korrelierten) Zustand des
Gesamtsystems auf einen Produktzustand ohne jede Korrelation zu projizieren. Die In-
formation über die reduzierte Dynamik bleibt dabei jedoch erhalten und die reduzierte
Dichtematrix lässt sich aus dem Produktzustand P%(t) durch nochmaliges Spuren über
die Reservoirzustände ermitteln: σ(t) = Tr RP%(t), wobei Tr Rρref = 1 angenommen
wurde. Der zu P komplementäre Superoperator
Q = 1− P (5.10)
liefert demnach diejenigen Anteile der vollen Dichtematrix, welche die Dynamik der Re-
servoirs und der Korrelationen zwischen System und Reservoirs beschreiben. Betrachtet
man beispielsweise den komplementären Anteil des unkorrelierten Anfangszustands (5.7)
mit ρR = ρref , so ergibt sich Q%(t0) = 0, wie sich leicht mit Hilfe der Definitionen (5.9)
und (5.10) zeigen lässt. Die Korrelationen zwischen System und Reservoirs bilden sich
erst durch die Tunnelkopplung aus und werden für die Berechnung des Stromes eine
wichtige Rolle spielen.
Der Projektor P und sein Komplement Q erfüllen die folgenden Eigenschaften,
P +Q = 1 , (5.11a)
P2 = P , (5.11b)
Q2 = Q , (5.11c)
PQ = QP = 0 , (5.11d)
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die sich aus den Definitionen (5.9) und (5.10), sowie der Bedingung Tr Rρref = 1 ergeben.
Bis jetzt war der Referenzdichteoperator ρref bis auf die Normierung frei wählbar. Im
Weiteren soll zur Vereinfachung angenommen werden, dass Erwartungswerte von Aus-
drücken, die mit dem Referenzzustand gebildet werden und eine ungerade Anzahl von
Tunnelkopplungen enthalten, verschwinden. Dies bedeutet insbesondere, dass
PL(t1)L(t2) . . .L(t2n+1)P = 0 (n ∈ N) (5.12)
gilt. Der Gleichgewichtszustand (3.19) erfüllt diese Relation exakt.
Wendet man die Superoperatoren P und Q jeweils auf die Bewegungsgleichung (5.4)
an, so erhält man die folgenden gekoppelten Differentialgleichungen,
i
∂
∂t
P%(t) = PL(t)P%(t) + PL(t)Q%(t) , (5.13a)
i
∂
∂t
Q%(t) = QL(t)P%(t) +QL(t)Q%(t) . (5.13b)
Die beiden Gleichungen sind vollständig äquivalent zur ursprünglichen Bewegungsglei-
chung (5.4). Um eine genäherte Gleichung für den relevanten Teil der Dichtematrix P%(t)
zu erhalten, kann beispielsweise in Gl. (5.13b) der Term QL(t)Q = 0 gesetzt und diese
Gleichung nachQ%(t) aufgelöst werden. Das Einsetzen dieser Lösung in Gl. (5.13a) liefert
eine Bewegungsgleichung für P%(t), welche die Tunnelkopplung L in zweiter Ordnung
enthält. Die angegebene Prozedur lässt sich formal für beliebige Ordnungen durchführen,
was in den nächsten Abschnitten erläutert werden soll.
5.2.1. Zeitkonvolutions-Quantenmastergleichung
Die formale Lösung von Gl. (5.13b) lautet
Q%(t) = G(t, t0)Q%(t0)− i
t∫
t0
dt′G(t, t′)QL(t′)P%(t′) , (5.14)
wobei %(t0) den Anfangszustand (5.7) bezeichnet. Außerdem wurde noch der Propagator
G(t, t′) ≡ T exp
−i t∫
t′
dτQL(τ)
 (5.15)
verwendet. Der (Super-)Superzeitordnungsoperator T ordnet alle nachfolgenden Super-
operatoren von rechts nach links mit aufsteigenden Zeitargumenten an. Die Lösung
(5.14) kann nun in Gl. (5.13a) eingesetzt werden und liefert eine geschlossene Bewe-
gungsgleichung für den relevanten Teil der Dichtematrix P%(t). Die resultierende Glei-
chung wird auch als Nakajima-Zwanzig-Gleichung bezeichnet [22, 23]. Für die weiteren
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Betrachtungen ist es ausreichend, eine vereinfachte Form dieser Gleichung zu verwenden,
die sich durch den speziellen Anfangszustand (5.7) ergibt. Wie oben gezeigt wurde, ist
Q%(t0) = 0, so dass sich für die Nakajima-Zwanzig-Gleichung folgender Ausdruck ergibt
i
∂
∂t
P%(t) = −i
t∫
t0
dt′ PL(t)G(t, t′)QL(t′)P%(t′) ≡ −i
t∫
t0
dt′ K(t, t′)P%(t′) . (5.16)
Hierbei wurde zusätzlich Gl. (5.12) verwendet. Die Dynamik des relevanten Teils der
Dichtematrix im Wechselwirkungsbild ist nach Gl. (5.16) durch den Gedächtniskern
K(t, t′) = PL(t)G(t, t′)QL(t′)P bestimmt. Im Allgemeinen hängt der reduzierte Zu-
stand des Systems zu einem bestimmten Zeitpunkt von der gesamten Vorgeschichte des
Systems ab. Der Einfluss der Reservoirs wird durch eine Faltung der reduzierten Dichte-
matrix mit dem Gedächtniskern vermittelt, weshalb Gl. (5.16) auch als Zeitkonvolutions-
Quantenmastergleichung bezeichnet wird. Dieses Verhalten war bereits in Abschnitt 4.1.1
im Zusammenhang mit dem Nichtgleichgewichts-Green-Funktionen Formalismus aufge-
treten.
Die Nakajima-Zwanzig-Gleichung stellt zunächst ein formales Ergebnis dar, da für
praktische Berechnungen die Projektoren in K(t, t′) noch explizit ausgewertet werden
müssen. Ein systematisches Verfahren stellt die Entwicklung des Gedächtniskerns in der
Tunnelkopplung dar. Hierzu wird der Propagator (5.15) in eine Potenzreihe entwickelt.
Unter Verwendung von Gl. (5.12) ergibt sich die folgende Entwicklung [115,116]
K(t, τ) = PL(t)G(t, t′)QL(t′)P =
∞∑
n=1
(−1)n−1
t∫
t0
dτ K(2n)(t, τ) . (5.17)
Der Gedächtniskern der 2n-ten Ordnung K(2n) enthält damit nur Ausdrücke mit Pro-
dukten von 2n Superoperatoren L. Aufgrund des komplementären Projektors Q = 1−P
in dem Propagator (5.15) ergeben sich jedoch auch Terme, die zusätzlich noch Projekto-
ren P enthalten können. Die Gedächtniskerne der zweiten und vierten Ordnung lauten
beispielsweise
K(2)(t, τ) = PL(t)L(τ)P , (5.18a)
K(4)(t, τ) =
t∫
τ
dτ1
τ1∫
τ
dτ2PL(t)L(τ1)QL(τ2)L(τ)P
=
t∫
τ
dτ1
τ1∫
τ
dτ2PL(t)L(τ1)L(τ2)L(τ)P − PL(t)L(τ1)PL(τ2)L(τ)P . (5.18b)
Die Zeitargumente bleiben durch die Zeitordnung in Gl. (5.15) in jedem Term geordnet.
Die Ausdrücke (5.18) erinnern an eine Kumulantenentwicklung, wie sie in der Statistik
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üblich ist. Tatsächlich lassen sich sogenannte partielle Kumulanten definieren, welche die
auftretenden Terme zusammenfassen [115–117],
K(2n)(t, τ) =
t∫
τ
dτ1 . . .
τ2n−3∫
τ
dτ2n−2 〈L(t)L(τ1) . . .L(τ2n−2)L(τ)〉pc . (5.19)
Die partiellen Kumulanten 〈. . .〉pc können über eine Rekursionsvorschrift auch direkt
definiert werden [115,116].
Im Prinzip können die Ausdrücke (5.18) nun durch Einsetzen der Definition von L(t)
und explizites Auskommutieren berechnet werden. Die entsprechenden Ausdrücke für
n = 1, 2 sind in Anhang C.1. angegeben.
5.2.2. Zeitlokale Quantenmastergleichung
Neben der Nakajima-Zwanzig-Gleichung gibt es noch eine weitere exakte Bewegungs-
gleichung für den relevanten Teil der Dichtematrix [25], welche beispielsweise durch
die sogenannte zeitlokale Projektionsoperator-Methode (time-convolutionless projection
operator technique) gewonnen werden kann [20,116,117]. Hierbei wird die Abhängigkeit
der Zeitentwicklung von der Vorgeschichte des Zustands in Gl. (5.16) eliminiert und die
entstehende Gleichung wird lokal in der Zeit. Betrachtet man die Zeitentwicklung der
Gesamtdichtematrix zum Zeitpunkt t′ ≤ t, so kann letztere mit dem Gesamtpropagator
aus Gl. (5.6) natürlich auch rückwärts in der Zeit ermittelt werden. Es gilt offenbar
%(t′) = U †(t, t′) (P +Q) %(t) , (5.20)
wobei auf der rechten Seite noch der Einsoperator (5.11a) eingeschoben wurde. Dieser
Ausdruck kann nun in die formale Lösung (5.14) eingesetzt werden,
Q%(t) = −i
t∫
t0
dt′G(t, t′)QL(t′)PU †(t, t′) (P +Q) %(t) . (5.21)
Definiert man den folgenden Superoperator,
S(t) ≡ −i
t∫
t0
dt′G(t, t′)QL(t′)PU †(t, t′) , (5.22)
so kann Gl. (5.21) nach Q% aufgelöst werden:
[1− S(t)]Q%(t) = S(t)P%(t) . (5.23)
64
5.2. Projektionsoperator-Methode und Vielteilchen-Quantenmastergleichungen
Unter der Annahme, dass die Inverse des Ausdrucks in den eckigen Klammern auf der
linken Seite existiert [20], ergibt sich folgende zeitlokale Quantenmastergleichung,
i
∂
∂t
P%(t) = PL(t) [1− S(t)]−1 S(t)P%(t) ≡ −iD(t)P%(t) . (5.24)
Obwohl diese Gleichung im Gegensatz zur Nakajima-Zwanzig-Gleichung keinen Gedächt-
nisterm mehr enthält, ist ihre Berechnung nicht weniger kompliziert. Der (Dissipations-)
Superoperator D(t) wird hierzu ebenfalls in Potenzen der Tunnelkopplung entwickelt
[20]. Das Zusammenfassen der Terme mit gleicher Anzahl von Kopplungstermen wird
wiederum durch Kumulanten vereinfacht [20, 116, 117]. Die Entwicklung des Superope-
rators D(t) lautet [20,118]
D(t) =
∞∑
n=1
(−1)n−1D(2n)(t) , (5.25a)
wobei der Beitrag 2n-ter Ordnung durch
D(2n)(t) =
t∫
t0
dτ1
τ1∫
t0
dτ2 . . .
τ2n−2∫
t0
dτ2n−1 〈L(t)L(τ1) . . .L(τ2n−2)L(τ2n−1)〉oc (5.25b)
gegeben ist. Die Größen 〈. . .〉oc werden dabei als geordnete Kumulanten bezeichnet [20,
116,119,120]. Für die zweite und die vierte Ordnung ergibt sich [20]
D(2)(t) =
t∫
t0
dτ1 PL(t)L(τ1)P , (5.26a)
D(4)(t) =
t∫
t0
dτ1
τ1∫
t0
dτ2
τ2∫
t0
dτ PL(t)L(τ1)L(τ2)L(τ)P − PL(t)L(τ1)PL(τ2)L(τ)P
− PL(t)L(τ2)PL(τ1)L(τ)P − PL(t)L(τ)PL(τ1)L(τ2)P . (5.26b)
Offenbar stimmten die partiellen und die geordneten Kumulanten in der zweiten Ord-
nung überein; erst für höhere Ordnungen zeigen sich Unterschiede.
5.2.3. Quantenmastergleichungen zweiter Ordnung und Markov-
Limes
Die in den vorigen Abschnitten angegebenen Kumulantenentwicklungen erlauben prin-
zipiell die Formulierung von Quantenmastergleichungen beliebiger Ordnung. Praktische
Berechnungen sind jedoch aufgrund der Komplexität der höheren Ordnungen bis auf
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wenige Ausnahmen [20, 121] auf die zweite Ordnung beschränkt. Die Quantenmaster-
gleichungen zweiter Ordnung sind darüberhinaus besonders interessant, da sie den Aus-
gangspunkt für die häufig verwendete Markov-Näherung bilden, die am Ende dieses Ab-
schnitts besprochen werden soll. Aus den genannten Gründen sollen also zunächst die
Quantenmastergleichungen zweiter Ordnung und der Markov-Limes betrachtet werden,
bevor im nächsten Abschnitt höhere Ordnungen im Zusammenhang mit einer Hilfsmo-
denentwicklung diskutiert werden.
An dieser Stelle erweist es sich als zweckmäßig, zur Berechnung der Kommutatoren
L• = [HSR, • ]−, einige Abkürzungen für die Terme im Tunnelhamiltonian (3.6) ein-
zuführen. Es sei
B
(+)
αl = B
†
αl =
∑
k Tαklb
†
αk , B
(−)
αl = Bαl =
∑
k Tαkl
∗bαk ,
S
(+)
l = cl , S
(−)
l = c
†
l .
(5.27)
Die Bezeichnung + (−) kennzeichnet demnach das Hinzufügen (Entfernen) eines Elek-
trons zum (vom) Reservoir α. Der Tunnelhamiltonian (3.6) kann nun wie folgt geschrie-
ben werden,
HSR =
∑
α
∑
l
(
B†αlcl + c
†
lBαl
)
=
∑
α
∑
l
(
B
(+)
αl S
(+)
l + S
(−)
l B
(−)
αl
)
. (5.28)
Der Index α bezeichnet hierbei das linke (α = L) oder das rechte (α = R) Reservoir.
Aufgrund der obigen Definitionen kann die Bezeichnung (+/−) als zusätzlicher Index
aufgefasst werden, was die Notation weiter vereinfacht.
Quantenmastergleichungen zweiter Ordnung
Die Zeitkonvolutions-Quantenmastergleichung zweiter Ordnung ergibt sich aus der Na-
kajima-Zwanzig- Gleichung (5.16) und dem Gedächtniskern der zweiten Ordnung (5.18).
Letzterer kann durch Ersetzen des Superoperators Lmit dessen ursprünglicher Definition
als Vertauscher (siehe Gl. (5.4)) berechnet werden. Die Auswertung des entsprechenden
Doppelkommutators ergibt nach Gl. (C.3) den Ausdruck
K(2)(t, τ) • = ρR ⊗
∑
α
∑
m,l
{[
S(+)m (t), C
(+−)
αml (t, τ)S
(−)
l (τ) • − • S(−)l (τ)C(−+)αlm (τ, t)
]
−
+
[
S(−)m (t), C
(−+)
αml (t, τ)S
(+)
l (τ) • − • S(+)l (τ)C(+−)αlm (τ, t)
]
−
}
. (5.29)
Hierbei wurden die sogenannten Reservoirkorrelationsfunktionen [20]
C
(+−)
αml (t, τ) =
〈
B†αm(t)Bαl(τ)
〉
, (5.30a)
C
(−+)
αlm (t, τ) =
〈
Bαl(t)B
†
αm(τ)
〉
(5.30b)
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verwendet, welche den Einfluss der Tunnelkopplung an die Reservoirs auf die System-
dynamik beschreiben. Diese Funktionen sind äquivalent zu den Selbstenergien (4.24)
im Nichtgleichgewichts-Green-Funktionen Formalismus, wie in Abschnitt 5.3 genauer
erläutert wird.
Das Einsetzen des Ausdrucks (5.29) in die Nakajima-Zwanzig-Gleichung (5.16) und das
Ausspuren der Reservoirfreiheitsgrade auf beiden Seiten der Gleichung liefert eine Bewe-
gungsgleichung für die reduzierte Dichtematrix. Die Transformation ins Schrödinger-Bild
führt schließlich auf folgende Differentialgleichung [67]
i
∂
∂t
σ(t) = [HS, σ(t)]− − i
∑
α
∑
m
([
S(+)m ,Π
(2,+)
αm (t)
]
− +
[
S(−)m ,Π
(2,−)
αm (t)
]
−
)
. (5.31)
Der Gedächtnisterm wurde hierbei durch die beiden Kommutatoren mit den Hilfsdich-
teoperatoren
Π(2,+)αm (t) =
∑
l
t∫
t0
dτ
[
C
(+−)
αlm (t, τ)US(t, τ) c
†
lσ(τ)U
†
S(t, τ)
−C(−+)αml (τ, t)US(t, τ)σ(τ)c†l U †S(t, τ)
]
(5.32a)
Π(2,−)αm (t) =
∑
l
t∫
t0
dτ
[
C
(−+)
αlm (t, τ)US(t, τ) clσ(τ)U
†
S(t, τ)
−C(+−)αml (τ, t)US(t, τ)σ(τ)cl U †S(t, τ)
]
(5.32b)
ersetzt. Die Hilfsdichteoperatoren können, ähnlich wie die Strom-Matrizen in Abschnitt
4.2, im Allgemeinen nicht analytisch berechnet werden. Sie können allerdings in Ver-
bindung mit einer Hilfsmodenentwicklung der Reservoirkorrelationsfunktionen als Aus-
gangspunkt für ein Propagationsschema dienen [67]. Ein solches Schema soll im nächsten
Abschnitt auf Grundlage der effizienten Entwicklung (A.11) der Fermi-Funktion vorge-
schlagen werden.
Zur Vollständigkeit soll an dieser Stelle noch die zeitlokale Quantenmastergleichung
zweiter Ordnung angegeben werden. Diese lässt sich in Analogie zur eben erläuterten
Herleitung bestimmen. Da die partiellen und die geordneten Kumulanten in der zwei-
ten Ordnung übereinstimmen, kann das Ergebnis (5.29) auf den Dissipator übertragen
werden:
D(2)(t) • = ρR⊗
∑
α
∑
m,l
t∫
t0
dτ
{[
S(+)m (t), C
(+−)
αml (t, τ)S
(−)
l (τ) • − • S(−)l (τ)C(−+)αlm (τ, t)
]
−
+
[
S(−)m (t), C
(−+)
αml (t, τ)S
(+)
l (τ) • − • S(+)l (τ)C(+−)αlm (τ, t)
]
−
}
. (5.33)
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Das Einsetzen dieses Ausdrucks in die zeitlokale Bewegungsgleichung (5.24) und das
Ausspuren führt auf folgendes Ergebnis im Schrödinger-Bild [67]
i
∂
∂t
σ(t) = [HS, σ(t)]− − i
∑
α
∑
m,l
([
S(+)m ,Λ
(+)
αml(t)σ(t)− σ(t) Λ̃(+)αml(t)
]
−
+
[
S(−)m ,Λ
(−)
αml(t)σ(t)− σ(t) Λ̃(−)αml(t)
]
−
)
. (5.34)
Die zeitabhängigen Operatoren
Λ
(x)
αml(t) =
∑
y=+,−
t∫
t0
dt′C
(xy)
αml (t, t
′) U †S(t, t
′)S
(y)
l US(t, t
′) , (5.35a)
Λ̃
(x)
αml(t) =
∑
y=+,−
t∫
t0
dt′C
(xy)∗
αml (t, t
′) U †S(t, t
′)S
(y)
l US(t, t
′) , (5.35b)
vermitteln Übergänge zwischen verschiedenen Systemzuständen, die durch die Tunnel-
kopplung an die Reservoirs induziert werden. Die zeitlokale Quantenmastergleichung
ist für praktische Berechnungen oftmals besser geeignet, da die Operatoren (5.35) un-
abhängig vom Systemzustand bestimmt werden können [67,122].
Markov-Limes und Markov-Näherung
Ein wichtiger Spezialfall einer Quantenmastergleichung zweiter Ordnung ist die soge-
nannte Markovsche Quantenmastergleichung, die ebenfalls lokal in der Zeit ist. Mar-
kovsche Quantenmastergleichungen finden breite Anwendung bei der Beschreibung von
offenen Quantensystemen [20].
Im Folgenden soll zwischen dem Markov-Limes und der Markov-Näherung ausdrück-
lich unterschieden werden. Während Ersterer einen wohldefinierten Grenzfall bezeichnet,
ist die zweite Bezeichnung ein Sammelbegriff für eine Reihe von Näherungen, deren Güte
im jeweiligen Einzelfall untersucht werden muss [123].
Der Markov-Limes ist durch den Gedächtniskern der Form
K(t, t′) = 2R(t) δ(t− t′)⊗ ρR = 2U †S(t)R δ(t− t′)⊗ ρR (5.36)
gegeben. Aus Gl. (5.29) ist ersichtlich, dass der Gedächtniskern zweiter Ordnung K(2)
obige Bedingung (5.36) erfüllt, falls die Reservoirkorrelationsfunktionen C(−+) und C(+−)
nur von der Zeitdifferenz abhängen und jeweils proportional zu einer Deltafunktion sind
(siehe auch Gln. (5.38)). Darüber hinaus kann man zeigen, dass in diesem Fall alle
Gedächtniskerne und Dissipatoren höherer Ordnung identisch verschwinden [115, 124].
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Die Nakajima-Zwanzig-Gleichung (5.16) wird dabei lokal in der Zeit und die resultierende
Bewegungsgleichung für die reduzierte Dichtematrix im Schrödinger-Bild lautet
i
∂
∂t
σ(t) = [HS, σ(t)]− − iRσ(t) . (5.37)
Die explizite Form des Superoperators R kann direkt von der Quantenmastergleichung
(5.31) abgelesen werden. Setzt man in Gln. (5.32)
C
(+−)
αml (t, τ) ≡ Γ(+)αmlδ(t− τ) und C(−)αml(t, τ) ≡ Γ(−)αmlδ(t− τ) , (5.38)
so ergibt sich
R • = 1
2
∑
α
∑
m,l
([
S(+)m ,Γ
(+)
αml S
(−)
l • − • S(−)l Γ(−)αml
]
−
+
[
S(−)m ,Γ
(−)
αml S
(+)
l • − • S(+)l Γ(+)αml
]
−
)
. (5.39)
Sofern die Matrizen Γ(±) diagonalisiert werden können, wird die rechte Seite von Gl.
(5.36) mit dem Superoperator (5.39) in der diagonalisierten Form auch als Lindbladge-
nerator bezeichnet [20].
Neben dem Markov-Limes findet man in der Literatur auch die sogenannte Markov-
Näherung für Quantenmastergleichungen [20]. Der Ausgangspunkt ist hierbei die Bewe-
gungsgleichung zweiter Ordnung (5.31). Durch die Approximation σ(τ) ≈ U †S(t− τ)σ(t)
wird diese in die zeitlokale Form (5.34) überführt. Im nächsten Schritt wird die An-
fangszeit t0 → −∞ gesetzt und unter dem Integral t′ = t− τ substituiert. Da die Reser-
voirkorrelationsfunktionen C(−+) und C(+−) nur von der Zeitdifferenz abhängen sollen,
wird der gesamte Dissipator D zeitunabhängig und besitzt zudem eine zur Lindbladform
(5.39) sehr ähnliche Struktur. Der Dissipator (5.33) im Schrödinger-Bild lautet in der
Markov-Näherung
D • = ρR ⊗
∑
α
∑
m,l
([
S(+)m ,Λ
(+)
αml • − • Λ̃(+)αml
]
−
+
[
S(−)m ,Λ
(−)
αml • − • Λ̃(−)αml
]
−
)
,
(5.40)
wobei die Operatoren durch
Λ
(x)
αml =
∑
y=+,−
∞∫
0
dτC
(xy)
αml (τ) U
†
S(τ)S
(y)
l US(τ) , (5.41a)
Λ̃
(x)
αml =
∑
y=+,−
∞∫
0
dτC
(xy)∗
αml (τ) U
†
S(τ)S
(y)
l US(τ) (5.41b)
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gegeben sind. Der letzte Schritt der Markov-Näherung besteht darin, den Imaginärteils
der Operatoren Λ(x) und Λ̃(x) zu vernachlässigen [113,122].
Häufig wird der Dissipator (5.40) in der Eigenbasis des Systemhamiltonian dargestellt.
Hierdurch lassen sich die Propagatoren in Gln. (5.41) einfach auswerten und die Integra-
tion kann als unilaterale Fouriertransformation aufgefasst werden. Bezeichnen |A〉 und
|B〉 zwei Eigenzustände von HS, so dass HS |A,B〉 = EA,B |A,B〉 gilt, so ist beispielsweise
〈A|Λ(x)αml |B〉 =
∑
y=+,−
〈A|S(y)l |B〉
∞∫
0
dτ C
(xy)
αml (τ) e
i(EB−EA)τ . (5.42)
Der vordere Term gibt die Auswahlregel für den Übergang |B〉 → |A〉 an und der hinte-
re Term bestimmt die entsprechende Übergangsrate. Der Dissipator in der Energiebasis
wird üblicherweise als Redfield-Matrix bezeichnet [113]. Die zugehörige Quantenmaster-
gleichung heißt auch Wangsness-Bloch-Redfield-Gleichung [125–127]. Diese wurde zuerst
im Zusammenhang mit Relaxationsprozessen diskutiert, die für die Kernspinresonanz ei-
ne Rolle spielen.
5.3. Hilfsmodenentwicklung und Wide-Band-Limes
Wie bereits erwähnt wurde, sind die Quantenmastergleichungen (5.31) oder (5.34) im
Allgemeinen schwierig zu lösen. Im Laufe der Zeit wurden jedoch Verfahren entwickelt,
um numerische Berechnungen mit Hilfe der Quantenmastergleichungen zu ermöglichen.
Für einen zeitunabhängigen Hamiltonian kann zum Beispiel dessen Eigenbasis ver-
wendet werden, um eine Matrixrepresentation der Operatorgleichungen zu erhalten. Die
Wahl dieser Basis erleichtert dann die Berechnung der Propagatoren in Gln. (5.32)
oder (5.35) [113]. Diese Prozedur führt schließlich auf die Wangsness-Bloch-Redfield-
Gleichung, welche in eine Ratengleichung umgeformt werden kann [113,123]. Diese wur-
de zum Beispiel dazu verwendet, den Elektronentransport durch Einzelmoleküle zu be-
schreiben [128–130].
Für einen zeitabhängigen Hamiltonian muss zunächst wieder zwischen periodischem
und nicht-periodischem Antrieb unterschieden werden. Ersterer erlaubt die Benutzung
des Floquet-Formalismus [51,131,132]. Eine effiziente Methode, die vorgestellten Quan-
tenmastergleichungen zweiter Ordnung bei nicht-periodischem Antrieb numerisch zu
lösen, wurde ursprünglich von Meier und Tannor für Systeme entwickelt, die an bo-
sonische Reservoirs gekoppelt sind [122, 133]. Die Erweiterung dieser Methode auf fer-
mionische Reservoirs und damit auf die Beschreibung von Elektronentransport erfolgte
später durch Welack et al. [67]. Die Linienbreitenfunktion (3.8) wurde bei beiden Me-
thoden durch eine Summe von Lorentzfunktionen ausgedrückt (siehe Abschnitt 4.2.3),
wodurch zum einen eine Parametrisierung beliebiger Funktionen möglich ist und zum
anderen die Konvergenz der Hilfsmodenentwicklung beschleunigt wird. Der häufig ver-
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wendete Wide-Band-Limes (WBL) kann hierbei allerdings nur mit erhöhtem Aufwand
beschrieben werden.
Es ist daher wünschenswert, gezielt eine Propagationsmethode mit Hinblick auf den
WBL zu entwickeln. Im Folgenden soll eine Hilfsmodenentwicklung für Hilfsdichteope-
ratoren zweiter und vierter Ordnung vorgestellt werden, die auf der im Rahmen dieser
Arbeit gefundenen Entwicklung (A.11) der Fermi-Funktion beruht. Letztere ermöglicht
auch Berechnungen im Wide-Band-Limes.
Multiindexnotation
Zur Vereinfachung der Notation sollen die verschiedenen Indizes in (5.27) zu einem Mul-
tiindex a = (a0, a1, a2) zusammengefasst werden. Die erste Komponente ist a0 = +,−
und bezeichnet die “Art” (Erzeuger/Vernichter) des Operators. Die weiteren Kompo-
nenten sind a1 ≡ α (= L,R) und a2 ≡ l. Dreifachsummen der Form
∑
a0
∑
α
∑
l, wie
sie zum Beispiel in Gl. (5.31) auftreten, werden durch
∑
a abgekürzt. Die System- und
Reservoiroperatoren in (5.27) werden mit Sa und Ba bezeichnet. Der Tunnelhamiltonian
(3.6) lässt sich mit diesen Konventionen in sehr kompakter Form schreiben,
HSR =
∑
a
a0BaSa . (5.43)
Der Faktor a0 resultiert aus den Antikommutatorrelationen der System- und Reser-
voiroperatoren. Die Reservoirkorrelationsfunktionen (5.30) lassen sich ebenso kompakt
schreiben:
Cab(t, τ) = 〈Ba(t)Bb(τ)〉 . (5.44)
Darüber hinaus erweist sich die Definition der folgenden Korrelationssuperoperatoren,
C(2)ab (t, τ) • = Cab(t, τ)Sb(τ) • − • Sb(τ)Cba(τ, t) , (5.45a)
A(2)ab(t, τ) • = Cab(t, τ)Sb(τ) • + • Sb(τ)Cba(τ, t) , (5.45b)
als sehr nützlich.
Quantenmastergleichungen zweiter und vierter Ordnung
Unter Verwendung der Multiindexnotation und der Korrelationssuperoperatoren können
die Gedächtniskerne der zweiten und vierten Ordnung (5.18) wie folgt ausgedrückt wer-
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den,
K(2)(t, τ) • =ρR ⊗
∑
a,b
[Sa(t), Cab(t, τ)Sb(τ) • − • Sb(τ)Cba(τ, t)]−
=ρR ⊗
∑
a,b
[
Sa(t), C(2)ab (t, τ) •
]
−
, (5.46a)
K(4)(t, τ) • =ρR ⊗
∑
a,b,c,d
Sa(t), t∫
τ
dτ1
τ1∫
τ
dτ2
[
Sc(τ1), C(4)acdb(t, τ1, τ2, τ) •
]
+

−
(5.46b)
Der Vergleich von Gl. (5.29) und (5.46a) zeigt die Nützlichkeit der Multiindexnotation.
Der Superoperator C(4)acdb(t, τ1, τ2, τ) ist durch eine Kombination der beiden Korrelati-
onssuperoperatoren (5.45) gegeben:
C(4)acdb(t, τ1, τ2, τ) = A(2)cd (τ1, τ2)C(2)ab (t, τ)−A(2)ad(t, τ2)C(2)cb (τ1, τ) . (5.47)
Dieser Ausdruck wurde in Anhang C.1 als Gl. (C.8) hergeleitet.
Insgesamt führt das Einsetzen der Gedächtniskerne (5.46) in die Nakajima-Zwanzig-
Gleichung (5.16) und das Ausspuren der Reservoirfreiheitsgrade auf folgende Quanten-
mastergleichung für die reduzierte Dichtematrix im Schrödinger-Bild,
i
∂
∂t
σ(t) = [HS, σ(t)]− − i
∑
a
[
Sa,Π
(2)
a (t)− Π(4)a (t)
]
− . (5.48)
Die Hilfsdichteoperatoren der zweiten und vierten Ordnung lauten hierbei
Π(2)a (t) =
∑
b
t∫
t0
dτ US(t)C(2)ab (t, τ)σ(τ) , (5.49a)
Π(4)a (t) =
∑
b,c,d
t∫
t0
dτ
t∫
τ
dτ1
τ1∫
τ
dτ2 US(t)
[
Sc(τ1), C(4)acdb(t, τ1, τ2, τ)σ(τ)
]
+
. (5.49b)
Der Superoperator C(4) wurde bereits in Gl. (5.47) definiert. Die Definition der Hilfs-
dichteoperatoren bildet den Ausgangspunkt für ein Propagationsschema mit Hilfe einer
Hilfsmodenentwicklung, wie im nächsten Abschnitt erläutert werden soll.
5.3.1. Hilfsmodenentwicklung im Wide-Band-Limes
Die Reservoirkorrelationsfunktionen (5.44) können mit Hilfe der Reservoiroperatoren
(5.27) im Wechselwirkungsbild und der Gleichgewichtsdichtematrix (3.19) ausgewertet
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werden:
Cab(t, τ) = 〈Ba(t)Bb(τ)〉 =
〈
U †R(t, t0)BaUR(t, t0) U
†
R(τ, t0)BbUR(τ, t0)
〉
=
∫
dε
2π
Γa0α (ε, t, τ)f(a0β(ε−µα))ea0iε(t−τ)ea0i
R t
τ dt2∆α(ε,t2) . (5.50)
In dem letzten Ausdruck bezeichnet f die Fermi-Funktion, wobei f(−x) = 1− f(x) gilt,
und Γa0 ist die Linienbreitenfunktion (3.8). Durch die Multiindexnotation ergibt sich
noch folgende Konvention,
Γab = Γba = Γ
a0
α =
{
Γα für a0 = −
Γ†α für a0 = +
. (5.51)
Die inverse Temperatur β = 1/kBT und das chemische Potential µα charakterisieren
den Gleichgewichtszustand (3.19). Im Weiteren soll angenommen werden, dass die Li-
nienbreitenfunktion unabhängig von der Energie ist und die Tunnelkopplungselemente
Tαk,m(t) ≡ Tαk,mΘ(t − t0) sind. Die erste Annahme entspricht dem in Abschnitt 4.2.3
betrachteten Wide-Band-Limes; die zweite Annahme dient der Vereinfachung der No-
tation. In diesem Fall kann die Linienbreitenfunktion aus dem Integral gezogen werden
und die Reservoirkorrelationsfunktion lautet
Cab(t, τ) = Γ
a0
α
∫
dε
2π
f(a0β(ε−µα))ea0iε(t−τ)ea0i
R t
τ dt2∆α(t2) . (5.52)
Das verbleibende Integral entspricht dem in Anhang A.2 betrachteten Typ, welcher eine
Auswertung durch die Hilfsmodenentwicklung (A.18) der Fermi-Funktion erlaubt. Die
Hilfsmodenentwicklung der Reservoirkorrelationsfunktion führt dann mit Hilfe von Gl.
(A.20) zu folgenden Ausdrücken,
Cab(t, τ) =
1
2
Γabδ(t−τ)−
NF∑
p=1
Cabp(t, τ) , (5.53a)
Cabp(t, τ) =
s i
β
Γabe
iχap(t−τ)ea0i
R t
τ dt2∆α(t2) . (5.53b)
Cabp(t, t∓ 0) = ±i
β
Γab , (5.53c)
wobei s = sgn(t−τ) und die Hilfsmode χap = a0χsa0αp = a0µα + sa0xp/β und Imxp > 0
ist. Die Werte für xp sind Anhang A.2 aufgeführt. Die Entwicklung (5.53) soll nun im
nächsten Schritt auf die Hilfsdichteoperatoren angewandt werden.
Im vorigen Abschnitt wurden die Hilfsdichteoperatoren (5.49) durch die Korrelati-
onssuperoperatoren (5.45) ausgedrückt. Letztere waren wiederum durch die Reservoir-
korrelationsfunktionen gegeben. Das Einsetzen der Hilfsmodenentwicklung (5.53) in die
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Definitionen (5.45) führt auf folgende Ausdrücke,
C(2)ab (t, τ) • =
1
2
Γab [Sb(τ), • ]− δ(t− τ)−
∑
p
C(2)abp(t, τ) • , (5.54a)
A(2)ab(t, τ) • =
1
2
Γab [Sb(τ), • ]+ δ(t− τ)−
∑
p
A(2)abp(t, τ) • . (5.54b)
Die resultierenden Hilfs-Korrelationssuperoperatoren
C(2)abp(t, τ) • = C(2)abp(t, τ) [Sb(τ), • ]+ , (5.55a)
A(2)abp(t, τ) • = C(2)abp(t, τ) [Sb(τ), • ]− , (5.55b)
besitzen eine relativ einfache Struktur und sind im Wesentlichen durch die Hilfskor-
relationsfunktionen (5.53b) bestimmt. Die Zeitableitung von C(2)abp und A(2)abp entspricht
aufgrund der Exponentialfunktion einer Multiplikation mit der entsprechenden Hilfsmo-
de. Man findet zum Beispiel
∂
∂t
C(2)abp(t, τ) = iχap(t)C(2)abp(t, τ) , (5.56)
wobei χap(t) = χap + a0∆α(t) ist. Diese Eigenschaft ermöglicht das Aufstellen von ge-
schlossenen Bewegungsgleichungen für die Hilfsdichteoperatoren, wie im Folgenden ge-
zeigt werden soll.
Zweite Ordnung
Die Hilfsmodenentwicklung des Hilfsdichteoperators (5.49a) ergibt sich mit Hilfe der
Entwicklung (5.54) des Korrelationssuperoperators C(2). Der Hilfsdichteoperator Π(2)
enthält damit zwei Terme:
Π(2)a (t) =
1
4
∑
b
Γab [Sb, σ(t)]− −
∑
p
Π(2)ap (t) . (5.57)
Der erste Term resultiert aus der Integration über die Deltafunktion in Gl. (5.54).
Der zweite Term enthält eine Summe über die Hilfsmoden und die jeweiligen Hilfs-
Hilfsdichteoperatoren (Hilfs-HDOs) Π
(2)
ap . Für diese findet man die folgende Bewegungs-
gleichung,
i
∂
∂t
Π(2)ap (t) = −
∑
b
1
β
Γab [Sb, σ(t)]+ +
[
HS(t),Π
(2)
ap (t)
]
− − χapΠ(2)ap (t) . (5.58)
Die Anfangsbedingung Π
(2)
ap (t0) = 0 ergibt sich aus der Definition (5.49a).
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Vierte Ordnung
Für den Hilfsdichteoperator vierter Ordnung kann die Hilfsmodenentwicklung ebenfalls
durch Einsetzen der Korrelationssuperoperatoren (5.54) in die Definition des entspre-
chenden Hilfsdichteoperators (5.49b) beziehungsweise in die Definition (5.47) erhalten
werden. Aufgrund der geschachtelten Integrationen in Gl. (5.49b) muss hierbei noch
beachtet werden, dass manche Terme aufgrund der Deltafunktion in Gl. (5.54) ver-
schwinden. Die ausführliche Herleitung erfolgt in Anhang C.2. Es ergibt sich die folgende
Hilfsmodenentwicklung
Π(4)a (t) =
∑
p
Π(4)ap (t) , (5.59)
wobei Π
(4)
ap die Hilfs-HDOs vierter Ordnung bezeichnet. Diese genügen der Bewegungs-
gleichung
i
∂
∂t
Π(4)ap (t) = −i
∑
c
[
Sc,
1
4
∑
d
Γcd
[
Sd,Π
(2)
ap (t)
]
+
−
∑
q
Φ(4)acpq(t)
]
+
+
[
HS(t),Π
(4)
ap (t)
]
−
− χapΠ(4)ap (t) . (5.60)
Die Anfangsbedingung lautet Π
(4)
ap (t0) = 0. Die Bewegungsgleichung (5.60) enthält neben
dem Kommutator mit dem Systemhamiltonian und der Hilfsmode χap noch zwei weitere
Beiträge. Der Erste vermittelt eine Kopplung an die Hilfs-HDOs zweiter Ordnung Π
(2)
ap
und wird in Abschnitt 5.3.3 genauer untersucht. Der zweite Beitrag entsteht durch das
Auftreten der neuen Größe Φ
(4)
acpq, welche zwei Hilfsmodenindizes besitzt und dement-
sprechend zwei Anregungen in den Reservoirs beschreibt. Diese Größe deutet auf die
komplizierten korrelierten Tunnelprozesse von zwei Elektronen hin, die durch die vierte
Ordnung näherungsweise erfasst werden.
Die Zeitentwicklung von Φ(4) kann mit Hilfe der folgenden Bewegungsgleichung be-
stimmt werden,
i
∂
∂t
Φ(4)acpq(t) = i
∑
d
[
A(2)cdq(t, t+ 0)Π(2)ap (t)−A(2)adp(t, t+ 0)Π(2)cq (t)
]
+
[
HS(t),Φ
(4)
acpq(t)
]
−
−
(
χap + χcq
)
Φ(4)acpq(t) . (5.61)
Die Anfangsbedingung lautet Φ
(4)
acpq(t0) = 0. Außerdem kann unter Verwendung von Gl.
(5.55) und (5.61) gezeigt werden, dass die Spur über die Systemzustände
Tr S {Φacpq(t)} = 0 (5.62)
ist.
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Die Quantenmastergleichung (5.48) kann mit Hilfe der Hilfsmodenentwicklung für die
Hilfsdichteoperatoren (5.57) und (5.59) numerisch gelöst werden. Hierzu müssen neben
Gl. (5.48) noch die Bewegungsgleichungen (5.58), (5.60) und (5.61) für die Hilfs-HDOs
propagiert werden.
5.3.2. Hilfsdichteoperatoren und Elektronenstrom
Ein Ausdruck für den zeitaufgelösten Elektronenstrom wurde bereits in Abschnitt 3.3
durch Gl. (3.24) angegeben. Unter Verwendung der Abkürzungen (5.27) für die System-
und Reservoiroperatoren kann dieser Ausdruck wie folgt umgeformt werden:
Jα(t) = ie
∑
k,n
(
Tαkn
〈
b†αkcn
〉
− T ∗αkn
〈
c†nbαk
〉)
= 2e Re
{∑
l
Tr
[
iB†αlcl%(t)
]}
= 2e Re Tr S
{
Tr R
∑
l
[
iB
(+)
αl (t)S
(+)
l (t)%(t)
]}
. (5.63)
In den letzten beiden Zeilen sind alle Operatoren im Wechselwirkungsbild gegeben, was
durch die Invarianz der Spur gegenüber unitären Transformationen erreicht wurde. Der
Ausdruck in geschweiften Klammern lässt sich noch weiter umformen, indem vor der
Dichtematrix der Einsoperator 1 = P+Q eingeschoben wird. Da nach Gl. (5.9) Tr R • =
Tr RP • gilt, bleibt nur der komplementäre Teil der Dichtematrix erhalten:
∑
l
Tr R
[
iB
(+)
αl (t)S
(+)
l (t)%(t)
]
= Tr RP
[
i
∑
l
B
(+)
αl (t)S
(+)
l (t)Q%(t)
]
= Tr RP
H(+)SR,α(t) t∫
t0
dt′G(t, t′)QL(t′)P%(t′)
 (5.64)
Im letzten Schritt wurde die Abkürzung H
(+)
SR,α(t) =
∑
lB
(+)
αl (t)S
(+)
l (t) verwendet und die
formale Lösung (5.14) für Q%(t) eingesetzt. Der Vergleich mit der Nakajima-Zwanzig-
Gleichung (5.16) zeigt, dass der obige Ausdruck sehr ähnlich zum Gedächtniskern K(t, t′)
ist. In analoger Weise kann der Strom daher durch partielle Kumulanten ausgedrückt
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werden,
Jα(t) = 2e Re
Tr S
 ∞∑
n=1
(−1)n−1
t∫
t0
dτ
t∫
τ
dτ1 . . .
τ2n−3∫
τ
dτ2n−2
×
〈
H
(+)
SR,α(t)L(τ1) . . .L(τ2n−2)L(τ)
〉
pc
σ(τ)
 . (5.65)
Betrachtet man wiederum die zweite und vierte Ordnung in der Tunnelkopplung dieses
Ausdrucks, so findet man, dass der Strom schließlich durch die Hilfsdichteoperatoren
(5.32) und (5.49) gegeben ist. Der Strom bis zur vierten Ordnung lautet
J (4)α (t) = 2e Re
{∑
m
Tr S
[
cmΠ
(2,+)
αm (t)
]−∑
m
Tr S
[
cmΠ
(4,+)
αm (t)
]}
. (5.66)
Das Einsetzen der Hilfsmodenentwicklungen (5.57) und (5.59) für die Hilfsdichteopera-
toren führt auf
Tr S
[
cmΠ
(2,+)
αl (t)− cmΠ(4,+)αl (t)
]
=
∑
j
1
4
[σ̄mj(t)− σmj(t)] Γαjl
−
∑
p
Tr S
[
cmΠ
(2,+)
αlp (t) + cmΠ
(4,+)
αlp (t)
]
, (5.67)
wobei σmj(t) = Tr S
{
c†jcmσ(t)
}
die bereits bekannte, reduzierte Einteilchendichtematrix
und σ̄mj(t) = Tr S
{
cmc
†
jσ(t)
}
ist. Der zeitaufgelöste Strom kann somit bei Kenntnis der
reduzierten Dichtematrix und der Hilfs-HDOs berechnet werden.
5.3.3. Effektive Quantenmastergleichung
In den bisherigen Betrachtungen wurden nur Beiträge bis zur vierten Ordnung der Tun-
nelkopplung berücksichtigt. Es ist daher naheliegend, nach dem Einfluss der höheren
Ordnungen zu fragen. Zur Beantwortung dieser Frage müssen im Prinzip unendlich viele
Beträge aufsummiert werden. Dieses Problem wurde beispielsweise im Rahmen einer dia-
grammatischen Entwicklung [134] oder mit Hilfe einer Pfadintegralmethode [68] behan-
delt. Die Verknüpfung der in Abschnitt 5.2 vorgestellten Projektionsoperator-Methode
mit der diagrammatischen Summierung konnte kürzlich aufgezeigt werden [123].
Ein weiterer Ansatz für das Aufstellen von Quantenmastergleichungen höherer Ord-
nung, besteht in der konsequenten Verwendung von Vielteilchenzuständen. Für einen
zeitunabhängigen Systemhamiltonian kann zum Beispiel die Liouville-von Neumann-
Gleichung (5.1) in der Energiebasis dargestellt werden. Eine Störungsrechnung für die
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Reservoirkopplung ergibt dann eine Bewegungsgleichung für die Dichtematrix des Sys-
tems [135, 136]. Eine ähnliche Methode besteht in der Betrachtung der Bewegungs-
gleichung von Hubbard-Operatoren, die durch Vielteilchenzustände ausgedrückt werden
können [137].
Im Zusammenhang mit der Hilfsmodenentwicklung hat sich bereits angedeutet, dass
die höheren Ordnungen durch Größen mit mehreren Hilfsmoden beschrieben werden.
Im Folgenden soll zunächst gezeigt werden, dass für nichtwechselwirkende Systeme alle
Einteilchengrößen bei Kenntnis von Hilfs-Operatoren mit maximal einer Hilfsmode be-
stimmt werden können. Ausgehend von diesen Überlegungen werden dann durch einen
Analogieschluss die Bewegungsgleichungen für diese Hilfs-Operatoren in allen Ordnun-
gen angegeben. Die erhaltenen Gleichungen folgen auch aus einer Herleitung im Rahmen
einer Pfadintegralmethode [68]. Diese Ableitung wird kurz skizziert und es wird gezeigt,
wie die Hilfs-Operatoren mit einer Hilfsmode effektiv berechnet werden können.
Nichtwechselwirkende Elektronen
Für nichtwechselwirkende Elektronen wurde bereits in Kapitel 4 eine Bewegungsglei-
chung für die reduzierte Einteilchendichtematrix und eine Hilfsmodenentwicklung für
die Strom-Matrizen angegeben.
Ausgehend von dem Ausdruck (5.66) für den Strom bis zur vierten Ordnung, sollen
im Folgenden die Matrizen
P
(2n,±)
αp;ml (t) = Tr S
[
cmΠ
(2n,±)
αl;p (t)
]
(5.68)
mit n = 1, 2 betrachtet werden. Setzt man im Systemhamiltonian (3.2) den Wechselwir-
kungsterm HI ≡ 0 und führt außerdem die Abkürzung
hmj = εmδmj + Vmj (5.69)
ein, so findet man mit Hilfe der Bewegungsgleichung (5.58), dass
i
∂
∂t
P
(2,+)
αp;ml(t) = −
1
β
∑
j
[σ̄mj(t) + σmj(t)] Γαjl +
∑
j
hmjP
(2,+)
αp;jl (t)− χ+αpP (2,+)αp;ml(t) (5.70)
ist. Die Bewegungsgleichung für P (4,+) ergibt sich entsprechend aus Gl. (5.60),
i
∂
∂t
P
(4,+)
αp;ml(t) =− i
1
2
∑
α′j
Γα′mjP
(2,+)
αp;jl (t) +
∑
j
hmjP
(4,+)
αp;jl (t)− χ+αpP (4,+)αp;ml(t)
+ i
∑
α′q
Tr S
[
Φ
(4,+−)
αl α′m,pq(t)
]
. (5.71)
Der letzte Term verschwindet nach Gl. (5.62), weshalb die Zweimodengröße Φ(4) nicht
weiter betrachtet werden muss. Insgesamt kann der Strom (5.66) mit Gl. (5.67) durch
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die Hilfsmatrizen P(2,+) und P(4,+) ausgedrückt werden
J (4)α (t) = 2e Re
∑
m
{
1
4
∑
l
[σ̄ml(t)− σml(t)] Γαlm
−
∑
p
[
P (2,+)αp;mm(t) + P
(4,+)
αp;mm(t)
]}
. (5.72)
Vergleicht man diesen Ausdruck mit dem exakten Resultat (4.20) und (4.38), wonach
Jα(t) = 2eRe Tr
{
1
4
[1− 2σ(t)] Γα +
∑
p
Παp(t)
}
ist, so liegt es nahe, dass P(2,+) und P(4,+) nur die ersten beiden Terme der folgenden
Entwicklung für die Hilfs-Strom-Matrizen darstellen
P
(+)
αp;ml(t) =
∞∑
n=1
P
(2n,+)
αp;ml = − [Παp(t)]ml . (5.73)
Tatsächlich führt die Verallgemeinerung der Bewegungsgleichung (5.71) auf
i
∂
∂t
P
(2n,+)
αp;ml (t) = −i
1
2
∑
α′j
Γα′mjP
(2n−2,+)
αp;jl (t) +
∑
j
hmjP
(2n,+)
αp;jl (t)− χ+αpP (2n,+)αp;mi (t) (5.74)
mit n ≥ 2 zu der korrekten Bewegungsgleichung für P (+)αp;ml. Der Strom berechnet sich
demnach aus
Jα(t) = 2e Re
∑
m
{
1
4
∑
l
[σ̄ml(t)− σml(t)] Γαlm −
∑
p
P (+)αp;mm(t)
}
= 2e Re Tr S
{
1
4
[1− 2σ(t)] Γα −
∑
p
P(+)αp
}
. (5.75)
Dieser Ausdruck ist identisch zu dem Resultat in Abschnitt 4.2, Gln. (4.20) und (4.38).
Effektive Quantenmastergleichung
Aus den bisherigen Überlegungen ist ersichtlich, dass für wechselwirkende System mit
HI 6= 0 die Betrachtung der Matrizen (5.68) nicht ausreicht. Der Wechselwirkungsha-
miltonian führt, wie bei der Methode der Bewegungsgleichungen (siehe auch Anhang
B), zum Auftreten von N -Teilchengrößen, die miteinander gekoppelt sind. Allerdings ist
es möglich eine Verallgemeinerung der Quantenmastergleichungen zweiter und vierter
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Ordnung in Analogie zu Gl. (5.74) anzugeben. Hierbei hilft die folgende Beobachtung:
Die Bewegungsgleichung (5.71) wurde ursprünglich aus Gl. (5.60) hergeleitet. Die Ver-
allgemeinerung (5.74) führt daher auf den Ansatz für n ≥ 2:
i
∂
∂t
Π(2n)ap (t) =− i
1
4
∑
cd
Γcd
[
Sc,
[
Sd,Π
(2n−2)
ap (t)
]
+
]
+
+
[
HS(t),Π
(2n)
ap (t)
]
− − χapΠ(2n)ap (t) + i
∑
q
[
Sc,Φ
(2n)
acpq(t)
]
+
. (5.76)
Diese Form der Bewegungsgleichung führt offenbar direkt auf Gl. (5.74) und damit zur
korrekten Beschreibung für nichtwechselwirkende Elektronen. Gleichung (5.76) kann al-
ternativ auch direkt mit Hilfe einer Pfadintegralmethode hergeleitet werden. Zum Ab-
schluss dieses Abschnitts soll diese Herleitung kurz skizziert werden.
Die Pfadintegralmethode liefert eine Hierarchie von Bewegungsgleichungen für die
Hilfsdichteoperatoren [68]. Jede Ebene dieser Hierarchie beschreibt dabei Operatoren
mit einer bestimmten Anzahl von Anregungen, das heißt zusätzliche Elektronen oder
Löcher, in den Reservoirs. Im Zusammenhang mit der Hilfsmodenentwicklung wird eine
solche Anregung durch eine Hilfsmode charakterisiert. Die nullte Ebene der Hierarchie
entspricht der Bewegungsgleichung der reduzierten Dichtematrix und damit folgender
Verallgemeinerung der Quantenmastergleichung vierter Ordnung (5.48),
i
∂
∂t
σ(t) = [HS(t), σ(t)]− − i
∑
a
[Sa,Ψa(t)]− . (5.77)
In Analogie zur Entwicklung (5.73) lässt sich der neue Hilfsdichteoperator Ψa durch die
alten Operatoren Π
(2n)
a bestimmen,
Ψa(t) =
∞∑
n=1
Π(2n)a (t)
=
∑
b
1
4
Γab [Sb, σ(t)]− −
∑
p
Ψap(t) . (5.78)
Die letzte Zeile liefert eine Hilfsmodenentwicklung von Ψa, welche an den Ausdruck in
Gl. (5.57) erinnert. Der Strom ist schließlich durch den Ausdruck
Jα(t) = 2e Re
∑
m
Tr S
[
cmΨ
(+)
αm(t)
]
(5.79)
bestimmt. Die erste Ebene der Hierarchie wird durch die Bewegungsgleichung für Ψap
gegeben [68]. Die entsprechende Gleichung lautet
i
∂
∂t
Ψap(t) = −
∑
b
1
β
Γab [Sb, σ(t)]+ + [HS(t),Ψap(t)]− − χapΨap(t)
− i
∑
cd
1
4
Γcd
[
Sc, [Sd,Ψap(t)]+
]
+
+ i
∑
cq
[Sc,Ψacpq(t)]+ . (5.80)
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Dieselbe Gleichung kann auch mit Hilfe von (5.76) gewonnen werden. Diese Ebene der
Hierarchie enthält offenbar eine Kopplung an die nullte Ebene in Form des ersten Terms,
sowie eine Kopplung an die zweite Ebene in Form des letzten Terms. Der Operator
Ψacpq =
∑∞
n=2 Φ
(2n)
acpq umfasst hierbei alle Terme mit zwei Hilfsmoden. Die nächste Ebene
der Hierarchie entspräche der Bewegungsgleichung für Ψacpq. Ein Abbruch der Hierarchie
kann durch den Ansatz Ψacpq = 0 erreicht werden, wobei durch diese Wahl das Ergeb-
nis für nichtwechselwirkende Elektronen nicht beeinflusst wird (siehe Gl. (5.71)). Dieser
Ansatz stellt dabei die einfachste Möglichkeit zum Abbruch der Hierarchie dar. Insbe-
sondere bleibt hierdurch die Linearität der Bewegungsgleichungen erhalten. Die Differen-
tialgleichungen (5.77) und (5.80) bilden nun zusammen mit der Entwicklung (5.78) eine
geschlossene Beschreibung der Zeitevolution der reduzierten Dichtematrix. Dieser Satz
von Gleichungen soll im Folgenden als effektive Quantenmastergleichung(en) bezeichnet
werden. Wie bereits gezeigt wurde, ist diese effektive Beschreibung für nichtwechselwir-
kende Elektronen hinreichend (siehe Gl. (5.71)). Es zeigt sich, dass dies auch auf Systeme
mit sehr großer Wechselwirkungsstärke, das heißt solche mit Uml →∞, zutrifft [68]. Bei
diesen Systemen wird eine Besetzung durch mehr als zwei Elektronen unterdrückt, was
in einer geeigneten Basis HI = 0 impliziert und somit in den Bewegungsgleichungen
keine Zweiteilchengrößen auftreten lässt.
Die Übereinstimmung der Beschreibung durch die effektive Quantenmastergleichung
und den NEGF-Formalismus für nichtwechselwirkende Elektronen wird durch die konsis-
tente Berücksichtigung der Verbreiterung der Energieniveaus des Systems erreicht. Die
Verbreiterung resultiert dabei, wie gezeigt wurde, aus den Beiträgen aller Ordnungen
n ≥ 2 und ist demnach in der Quantenmastergleichung zweiter Ordnung nicht enthal-
ten. In einigen Arbeiten wurde die Verbreiterung daher auf Basis dieser Bewegungsglei-
chung phänomenologisch eingeführt [66, 138]. In den erwähnten Vielteilchenzugängen
[68,135,137] wird die Verbreiterung, ebenso wie bei der abgeleiteten effektiven Quanten-
mastergleichung, automatisch berücksichtigt. Letztere bietet für den Wide-Band-Limes
eine sehr effiziente Propagationsmethode, die insbesondere beliebige Zeitabhängigkeiten
des Systemhamiltonians zulässt. Die Möglichkeit, Standardverfahren zur Lösung der Be-
wegungsgleichungen einzusetzen, machen die vorgestellte Methode besonders attraktiv
für die Beschreibung von zeitaufgelöstem Elektronentransport.
5.4. Transport in Doppelquantendots
In diesem und im nächsten Abschnitt soll die Hilfsmodenentwicklung der verschiedenen
Quantenmastergleichungen (QME) zur Anwendung gebracht werden. Hierzu wird der
Transport durch einen Doppelquantendot (DQD) betrachtet. Dieses System stellt ge-
wissermaßen ein Paradigma für den Elektronentransport dar. Der Fokus der bisherigen
Arbeiten lag dabei hauptsächlich auf der Untersuchung von stationären Größen. Die Dis-
kussion von explizit zeitaufgelösten Beschreibungsverfahren und den Zusammenhängen
zwischen den verschiedenen Methoden wurde erst vor kurzem aufgenommen [67,123,135].
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Weiterhin ermöglichen neuartige Experimente, wie die in Abschnitt 2.3.3 vorgestellte
kohärente Kontrolle von Ladungszuständen, die gezielte Überprüfung der bisher entwi-
ckelten Theorien und Konzepte für den zeitaufgelösten Elektronentransport.
Im Folgenden sollen zunächst Berechnungen mit den verschiedenen QMEs angestellt
und die Ergebnisse anhand des stationären und transienten Stromes verglichen werden.
Doppelquantendot-Modell
Der Hamiltonian (3.2) des DQD unter Vernachlässigung des Spins lautet [135]
HS = εl(t) c
†
l cl + εr(t) c
†
rcr + TC(c
†
l cr + c
†
rcl) + Uc
†
l clc
†
rcr , (5.81)
wobei die lokalisierten Zustände im linken und rechten Dot als “l” und “r” bezeichnet
werden. Die ersten drei Terme beschreiben das effektive Zwei-Niveau-System, welches
bereits in Abschnitt 2.2 besprochen wurde. Der letzte Term entspricht dem Wechsel-
wirkungshamiltonian (3.3) und vermittelt die Elektron-Elektron-Wechselwirkung. Die
Wechselwirkungsstärke ist durch U > 0 bestimmt.
Wie schon in Abschnitt 4.3.2 angenommen wurde, sollen die beiden Quantendots in
Reihe geschaltet und jeweils an ein Elektronenreservoir gekoppelt werden [135]. Die
Linienbreitenfunktion enthält dementsprechend nur ein von Null verschiedenes Matrix-
element,
ΓL =
(
Γ/2 0
0 0
)
, ΓR =
(
0 0
0 Γ/2
)
.
Hierbei wurde zum einen der Wide-Band-Limes (WBL) und zum anderen eine symme-
trische Kopplung der Dots gewählt. Die Temperatur der Reservoirs betrug T = 0.1Γ/kB.
5.4.1. Transienter und stationärer Strom
Für den Vergleich der Quantenmastergleichungen wurde weiterhin der Spannungsabfall
über dem Doppelquantendot als symmetrisch angenommen: µL = −µR = VSD/2 und
εl = −εr = Γ/2. Die Interdotkopplung war TC = Γ. Die Eigenenergien lauten in diesem
Fall
E0 = 0,
E±1 =
1
2
(
εL + εR ±
√
∆2 + 4T 2C
)
, (5.82)
E2 = U ,
wobei ∆ = εL−εR ist. Die Energien entsprechen den Zuständen mit keinem (E0), einem
(E±1 ) oder zwei Elektronen (E2) im DQD. Die entsprechenden Eigenzustände können
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im Prinzip als Basiszustände für die Darstellung aller Operatoren dienen. Für Frage-
stellungen, bei denen beispielsweise die Kopplungen zwischen den lokalisierten Quan-
tendotzuständen zeitabhängig ist, erweist sich eine Basis aus lokalisierten Zuständen als
zweckmäßiger.
Die betrachteten Quantenmastergleichungen wurden daher in einer Vielteilchenzu-
standsbasis dargestellt, welche die folgenden Zustände umfasste: |0〉, |l〉 = c†l |0〉, |r〉 =
c†r |0〉 und |2〉 = c†rc†l |0〉. Alle Operatoren wurden demnach durch 4×4 Matrizen repräsen-
tiert. Die aus den Bewegungsgleichungen resultierenden Matrixgleichungen wurden mit
einem Runge-Kutta-Verfahren vierter Ordnung propagiert [106]. Die Schrittweite δt war
dabei konstant und wurde zu δt = 0.02/Γ gewählt. Soweit nicht anders angegeben, war
die Anzahl der Hilfsmoden in allen Berechnungen NF = 120. Zum Zeitpunkt t = 0
wurden der anfangs leere DQD und die Reservoirs abrupt gekoppelt.
Die numerischen Berechnungen erfolgten mit Hilfe der in Abschnitt 5.3 hergeleiteten
Bewegungsgleichungen. Dabei wurden die Quantenmastergleichungen zweiter Ordnung
(QME2) und vierter Ordnung (QME4) betrachtet. Erstere ist durch die Gln. (5.48),
(5.57) und (5.58) gegeben. Für die QME4 wurden zusätzlich die Gln. (5.59), (5.60) und
(5.61) benötigt, wobei im Einklang mit der Diskussion im vorigen Abschnitt Φ
(4)
ac,pq = 0
gesetzt wurde. Die Berechnung des Stromes erfolgte mit Hilfe von Gl. (5.66). Weiterhin
wurde die effektive Quantenmastergleichung (QMEe) verwendet, welche durch die Gl.
(5.77), (5.78) und (5.80) gegeben ist. Hierbei wurde Ψacpq = 0 gesetzt. Der Strom ergab
sich dann unter Verwendung von Gl. (5.79). Zum Vergleich wurden außerdem Berech-
nungen mit der NEGF-Methode aus Abschnitt 4.2.3 und der Markovschen Quantenmas-
tergleichung angestellt. Letztere ist durch den Dissipator (5.40) und die Hilfsoperatoren
(5.41) gegeben. Diese wurden, wie in Gl. (5.42), in der Energieeigenbasis dargestellt.
Stationärer Strom
Zunächst soll das Verhalten des stationären Zustands für die verschiedenen Quanten-
mastergleichungen untersucht werden. Der entsprechende Zustand ergibt sich aus der
zuvor beschriebenen Propagation bis zum Zeitpunkt t = 60/Γ.
Abbildung 5.1 zeigt den stationären Strom für verschiedene Werte der Wechselwir-
kungsstärke U . In den Graphen der linken Spalte werden die Ergebnisse der effektiven
QME und der Markov-QME verglichen. Für den Fall U = 0 ist außerdem das exakte
Ergebnis dargestellt, welches mit dem NEGF-Formalismus berechnet wurde [21]. Weiter-
hin sind die analytischen Ergebnisse für sehr große Source-Drain-Spannung durch Pfeile
gekennzeichnet [111, 139]. Die rechte Spalte stellt den Vergleich zwischen der effektiven
QME einerseits und den QMEs der zweiten und vierten Ordnung andererseits dar.
Der Strom als Funktion der Source-Drain-Spannung zeigt für die effektive und die
Markov-QME ein monotones Verhalten mit einer (U = 0, U = 16Γ) oder mehreren
(U = 4Γ) Stufen. Die Berechnungen mit der QME2 und QME4 ergeben jeweils ein
nichtmonotones Verhalten. Die Position der Stufen lässt sich anhand der Eigenenergien
des Hamiltonians (5.81) und den erlaubten Übergängen zwischen den Eigenzuständen
83
5. Vielteilchenbeschreibung mit Quantenmastergleichungen
V
SD
  [ Γ ]
0
0.05
0.1
0.15
0.2
J L
  [
 e
 Γ
 ]
NEGF
QMEe
Markov
0
0.05
0.1
0.15
0.2
J L
  [
 e
 Γ
 ]
0 5 10 15
V
SD
  [ Γ ]
0
0.05
0.1
0.15
0.2
J L
  [
 e
 Γ
 ]
U = 0
U = 4
U = 16
V
SD
  [ Γ ]
QMEe
QME2
QME4
0 5 10 15
V
SD
  [ Γ ]
U = 0
U = 4
U = 16
Abbildung 5.1.: Stationärer Strom JL als Funktion der Source-Drain-Spannung VSD. Linke
Spalte: Ergebnisse der effektiven (QMEe) und der Markov-QME. Für U = 0 wird auch das
Resultat einer NEGF Berechnung gezeigt. Rechte Spalte: Ergebnisse der effektiven QME, sowie
der QMEs zweiter (QME2) und vierter (QME4) Ordnung. Vertikale Linien kennzeichnen die
Übergangsenergien. Die Pfeile geben die analytischen Ergebnisse für VSD → ∞ wieder [111,
139].
84
5.4. Transport in Doppelquantendots
Tabelle 5.1.: Übergangsenergien für die er-
laubten Übergänge. Die Energien berechnen
sich nach Gl. (5.82) mit εl = −εr = Γ/2 und
TC = Γ.
EAB
0→ 1± 1− → 2 1+ → 2
U = 0 ±1.118 1.118 −1.118
U = 4 ±1.118 5.118 2.882
U = 16 ±1.118 17.118 14.882
U =∞ ±1.118 ∞ ∞
verstehen, siehe Gl. (5.82). Diese Übergänge sind nur zwischen Zuständen erlaubt, de-
ren Elektronenzahl sich um ein Elektron unterscheidet, das heißt nur die Übergänge
0 ↔ 1± und 1± ↔ 2 sind zugelassen. Die Stufen in Abbildung 5.1 treten genau dann
auf, wenn die Übergangsenergie EAB = EA − EB (A,B = 0, 1±, 2) durch die Source-
Drain-Spannung erreicht wird. Dabei ist zu beachten, dass dass Transportfenster durch
{µL, µR} = {VSD/2,−VSD/2} gegeben ist. Eine Stufe tritt also bei VSD/2 = ±EAB auf.
Die Energien EAB sind in Tabelle 5.1 für die betrachteten Parameter aufgeführt und
die jeweiligen Spannungen in der Abbildung durch vertikale Linien gekennzeichnet. Auf-
grund der Symmetrie durch die verwendeten Parameter ist εL + εR = 0 und es sind
maximal drei Übergangsenergien in Abbildung 5.1 zu sehen.
Die Ergebnisse der Markov-QME zeigen ebenfalls das Auftreten von Stufen bei den
entsprechenden Spannungen. Die Breite einer Flanke, also der Übergang von einer Stufe
zur nächsten, ist dabei vergleichbar mit der thermischen Energie kBT . Die Ergebnis-
se der effektiven QME zeigen hingegen stark verbreiterte Flanken. Diese Verbreiterung
resultiert aus der in Abschnitt 5.3.3 angesprochenen Verbreiterung der Energieniveaus
durch die (Rück-)Kopplung an die Reservoirs. Diese ist in der Beschreibung durch eine
QME zweiter Ordnung nicht enthalten, welche die Grundlage für die Markov-QME bil-
det. Im vorliegenden Fall überdeckt die Verbreiterung der Energieniveaus, welche von
der Größenordnung Γ/2 > kBT ist, die thermische Verbreiterung. Für eine hinreichend
große Source-Drain-Spannung liegen selbst die verbreiterten Zustände vollständig im
Transportfenster und die Ergebnisse beider Methoden werden identisch.
Die Resultate der QMEs zweiter und vierter Ordnung zeigen statt der Stufen aus-
geprägte Strukturen bei den jeweiligen Übergangsenergien. Abbildung 5.2 verdeutlicht
diese Beobachtung anhand der Abweichung der Ergebnisse für QME2 und QME4 von
denen der effektiven QME im Fall U = 4Γ. Der Unterschied zwischen der Markov-QME
und der QME2 besteht nach Abschnitt 5.2.3 zum einen in dem fehlenden Gedächtnis
der Markov-Näherung und zum anderen in dem Vernachlässigen des Imaginärteils der
Hilfsoperatoren Λ
(±)
α im Dissipationssuperoperator (5.40). Es ist bekannt, dass dieser
Imaginärteil zu einer Renormierung des Systemhamiltonians führen kann, was manch-
mal auch als Lamb-Shift bezeichnet wird [136,140,141]. Um den Zusammenhang zwischen
der Renormierung und den beobachteten Abweichungen der QME2-Berechnungen her-
auszustellen, wird in Abbildung 5.2 exemplarisch der Imaginärteil eines Matrixelements
85
5. Vielteilchenbeschreibung mit Quantenmastergleichungen
des Hilfsoperators Λ
(+)
L gezeigt. Dieses ist nach Gl. (5.42) durch die Funktion
C
(+−)
L (ω) =
∞∫
0
dtC
(+−)
Lll (t)e
−iωt , (5.83)
bestimmt. Das dargestellte Verhalten des Imaginärteils von C
(+−)
L (EAB) als Funktion der
Source-Drain-Spannung deutet darauf hin, dass dieser für die beobachteten Strukturen
in den QME2-Ergebnissen verantwortlich sein könnte. Ein ähnlicher Befund wurde im
Zusammenhang mit bosonischen Reservoirs bereits diskutiert [122].
Ladungsdynamik
Zum Abschluss dieses Abschnitts soll die transiente Ladungsdynamik nach dem abrupten
Koppeln von DQD und Reservoirs untersucht werden. Abbildung 5.3 zeigt die Ergebnisse
für die verschiedenen QMEs im Fall von nichtwechselwirkenden Elektronen und einer
Source-Drain-Spannung VSD = 3Γ. Die Beschränkung auf U = 0 erfolgte hauptsächlich
aus dem Grund, dass für die nichtwechselwirkenden Elektronen die in Abschnitt 4.2
entwickelte NEGF-Methode zur Verfügung steht, welche als exakt angesehen werden
kann.
Für alle betrachteten Methoden findet sich eine transiente Antwort auf das Einschal-
ten der Kopplung und schließlich das Einstellen eines stationären Zustands, der bereits
besprochen wurde. Der Vergleich des exakten NEGF Ergebnisses mit den QME Berech-
nungen zeigt, dass die effektive QME, wie in Abschnitt 5.3.3 erläutert wurde, die richtige
Dynamik liefert. Die Resultate der QMEs zweiter und vierter Ordnung weichen dagegen
teilweise sehr stark vom exakten Ergebnis ab. Zum Beispiel werden die anfänglichen Os-
zillationen weniger stark ausgedämpft. Diese Beobachtung kann als Folge der fehlenden
Verbreiterung der Energieniveaus im Zeit-Bild angesehen werden. Der entsprechende
Term in Gl. (5.80), der zu einem Dämpfungsverhalten führt, ist in Gl. (5.58) nicht vor-
handen. Die Abweichungen für lange Zeiten entsprechen den Aussagen zum stationären
Strom.
Größer werdende Source-Drain-Spannungen lassen das Verschwinden der Abweichun-
gen beobachten, wobei im Grenzfall VSD → ∞ das Ergebnis der Markov-QME erreicht
wird. Dieses Verhalten ist in Abbildung 5.4 dargestellt. Die Abweichungen der Markov-
Näherung von den anderen QMEs bei t → 0 resultiert aus dem Umstand, dass erstere
der Konstruktion nach kein Gedächtnis aufweist.
5.5. Kohärente Manipulation von Ladungszuständen
Zum Abschluss des Kapitels soll eines der neuartigen Experimente mit Spannungspul-
sen, die kohärente Manipulation von Ladungszuständen, untersucht werden. In Abschnitt
2.3.3 wurden die entsprechenden experimentellen Ergebnisse von Hayashi et al. bereits
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Abbildung 5.2.: Abweichung des stationären Stromes ∆JL als Funktion der Source-Drain-
Spannung VSD für eine endliche Wechselwirkungsstärke (U = 4Γ). Oben: Laplacetransformierte
der Reservoirkorrelationsfunktion C(+−)L nach Gl. (5.83). Unten: Abweichung der Ergebnisse für
QME2 und QME4 von denen der QMEe. Vertikale Linien kennzeichnen die Übergangsenergien.
Die Abweichungen für die Markov-QME sind grau unterlegt.
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Abbildung 5.3.: Besetzungen nl/r und Ströme JL/R als Funktion der Zeit t und für U = 0.
Zum Zeitpunkt t = 0 wird der anfangs leere DQD an die Reservoirs gekoppelt. Linke (rechte)
Spalte: Besetzung des linken (rechten) Dots und Strom durch die linke (rechte) Barriere. Die
Source-Drain-Spannung ist VSD = 3Γ.
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Abbildung 5.4.: Zeitaufgelöster Strom JL(t) durch die linke Barriere für U = 0 und verschie-
dene Source-Drain-Spannungen VSD = 8Γ, 16Γ und 32Γ. Zum Zeitpunkt t = 0 wird der anfangs
leere DQD an die Reservoirs gekoppelt.
vorgestellt [8]. An dieser Stelle erfolgt zunächst eine Beschreibung des Experiments mit
Hilfe einer Quantenmastergleichung. Die gewonnenen Ergebnisse werden dann im Rah-
men eines analytisch lösbaren Modells weitergehend analysiert und die Übertragbarkeit
auf die experimentelle Situation diskutiert.
Das hierfür verwendete Modell zur Beschreibung des Doppelquantendots basiert auf
dem Hamiltonian (5.81). Die Energien des linken und des rechten Zustands werden als
εl = VH/2 und εr = VH/2 − VR(t) gewählt. Die Energiedifferenz der Zustände wird,
wie im Experiment, durch die Gate-Spannung VR(t) bestimmt. Die Position des Schwer-
punktes, (εl +εr)/2 = VH/2, wurde willkürlich festgelegt. Hierbei ist jedoch zu beachten,
dass die genaue Position keine große Rolle spielt, solange die (verbreiterten) Zustände
vollständig im Transportfenster liegen. Aufgrund der großen Ladungsenergie soll weiter-
hin angenommen werden, dass der DQD maximal nur ein Elektron enthalten kann [12],
das heißt U →∞.
Die Kopplung an die Reservoirs erfolgt wie im vorigen Abschnitt. Die beiden Quan-
tendots sind in Reihe geschaltet und jeweils an ein Elektronenreservoir gekoppelt. Die
Kopplung wird im WBL durch die Matrixelemente ΓL und ΓR charakterisiert. Die Lini-
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Parameter Wert
Energieverschiebung ε1 − ε0 = 30µeV
Interdotkopplung TC = 4.5µeV
Ladungsenergie EC = 1.3 meV
Tunnelkopplung ΓL = ΓR = 30µeV
Source-Drain-Spannung VH = 650µeV
VL = 0µeV
Elektronentemperatur kBT = 10µeV
Tabelle 5.2.: Verwendete Parame-
terwerte für die numerische Berech-
nung gemäß Experiment [8].
enbreitenfunktion lautet dementsprechend
ΓL =
(
ΓL 0
0 0
)
, ΓR =
(
0 0
0 ΓR
)
.
Für den Spannungspuls VSD(t) wurde eine Rechteckform angenommen. Zum Zeitpunkt
t = 0 wird die Source-Drain-Spannung demnach instantan von VH auf VL und zum
Zeitpunkt t = tp von VL auf VH umgeschaltet. Wie in Abschnitt 2.3.3 beschrieben,
wird gleichzeitig die Energiedifferenz der Zustände von ε0 auf ε1 geändert. Die Werte
für die einzelnen Parameter wurden entsprechend den Angaben der Experimentatoren
gewählt [8] und sind in Tabelle 5.2 aufgeführt.
Zur numerischen Berechnung der Dynamik des Doppelquantendots wurde aufgrund
des Umstands, dass die Zustände immer vollständig im Transportfenster liegen, die zeit-
lokale Quantenmastergleichung (5.34) verwendet. Die darin auftretenden Hilfsoperatoren
(5.35) können analog zum Vorgehen in Abschnitt 5.3 durch eine Hilfsmodenentwicklung
ausgedrückt werden [67]. Eine Verbreiterung der beiden Energieniveaus wurde durch
die Verwendung von “bekleideten” (dressed) Linienbreitenfunktionen Γ̂αmn(ε, t, t
′) =
Γαmn(ε, t, t
′) exp [−Γα(t− t′)/2] anstelle des Ausdrucks (3.8) erzielt [66, 138, 142]. Zur
Darstellung der Dichtematrix und der Hilfsoperatoren wurden weiterhin die Zustände
|0〉, |L〉 = c†l |0〉 und |R〉 = c†r |0〉 verwendet. Die Propagation der Matrixgleichun-
gen erfolgte wie im vorigen Abschnitt mit einem Runge-Kutta-Verfahren vierter Ord-
nung [106], wobei der konstante Zeitschritt δt = 0.0002 /µeV (≈ 0.13 ns) war. Die
Anzahl der Hilfsmoden war NF = 80, wodurch nach Tabelle A.1 der Energiebereich
{µα−2400µeV, µα+2400µeV} abgedeckt wurde. Zur Initialisierung des DQD-Zustands
wurde der anfangs leere DQD mit Hilfe der Quantenmastergleichungen bis zum Erreichen
des stationären Zustands propagiert.
5.5.1. Numerische Ergebnisse
Abbildung 5.5a zeigt den Strom am Ende der Initialisierungsphase als Funktion des
Energieabstands ε0. Entsprechend den Überlegungen in Abschnitt 2.2 ist der Strom
maximal, wenn die Energien der beiden Ladungszustände übereinstimmen (ε0 = 0).
90
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Zusätzlich ist noch das analytische Ergebnis für sehr große Source-Drain-Spannungen
dargestellt [43,143].
Zur Berechnung der Anzahl der puls-induziert tunnelnden Elektronen wurde der nu-
merisch ermittelte Strom als Funktion der Zeit aufintegriert und von diesem Ergebnis der
Anteil, der durch den stationären Strom verursacht wird, abgezogen. Demnach wurde
das folgende Integral berechnet,
Np(tp) =
1
e
∞∫
−∞
dt [JL(t)− Jstat] + Jstat
e
tp , (5.84)
wobei Jstat der Strom am Ende der Initialisierungsphase ist. Der letzte Term in Gl.
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Abbildung 5.5.: Numerische Ergebnisse für Jstat und Np als Funktion der Energiedifferenz
ε0/1 und der Pulslänge tp. a) Stationärer Strom Jstat(ε0) vor Einsetzen des Pulses. Die Symbole
kennzeichnen die numerischen Werte, während die gestrichelte Linie das analytische Ergebnis
für VSD → ∞ dargestellt [43, 143]. b) Anzahl der puls-induziert tunnelnden Elektronen Np
nach Gl. (5.84). Die gestrichelten weißen Linien zeigen die erwartete Position der Maxima
tp(ε1) = tn = (2n+1)π/Ω mit n = 0, 1, . . .. c) Anzahl der puls-induziert tunnelnden Elektronen
Np als Funktion der Pulslänge für konstante Energiedifferenzen ε0 = 0 und ε1 = 0.
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(5.84) wurde hinzuaddiert, um den entsprechenden Anteil aus der Manipulationsphase
auszugleichen (siehe auch Abbildung 5.7 auf Seite 96). Hierdurch sind die Oszillationen
in Abbildung 5.5 besser erkennbar und werden nicht durch den linearen Term überdeckt.
In Abbildung 5.5b ist Np als Funktion der Pulslänge tp und der Energiedifferenz
ε1 dargestellt. Wie bei den experimentellen Ergebnissen in Abbildung 2.6b lassen sich
deutliche Oszillationen als Funktion der Pulslänge erkennen. Die Frequenz nimmt hierbei
mit wachsender Energiedifferenz ε1 zu. Dies wird in Abbildung 5.5c noch deutlicher
ersichtlich, wo die Funktion Np(tp) für ε0 = 0 und ε1 = 0 gezeigt ist. Für ε1 = 0
nimmt Np offenbar die größten Werte an. Weiterhin beobachtet man ein asymmetrisches
Verhalten von Np als Funktion von ε1 in der Nähe dieses Maximums.
Folgt man der Hypothese, dass Np die Besetzung des rechten Dots am Ende des
Pulses angibt und die Oszillationen im Wesentlichen Rabi-Oszillationen mit der Frequenz
Ω =
√
ε21 + 4T
2
C sind [8], so sollten die Maxima von Np bei den Pulslängen tp(ε1) =
tn = (2n + 1)π/Ω (mit n = 0, 1, . . .) liegen. Diese erwartete Position der Maxima ist
in Abbildung 5.5b durch die gestrichelten Linien gekennzeichnet. In der Umgebung von
ε1 = 0 stimmt die tatsächliche Position mit der erwarteten Position sehr gut überein. Für
größere ε1 ergibt sich jedoch eine Verschiebung der Maxima. Weiterhin sind die Werte
von Np für diese ε1 negativ, was natürlich der obigen Hypothese stark widerspricht.
In Abbildung 5.6 sind die Daten aus Abbildung 5.5c für die Anzahl der puls-induziert
tunnelnden Elektronen und die Besetzung des rechten Dots σRR dargestellt. Für ε1 = 0
weisen beide Größen einen nahezu identischen Zeitverlauf auf. Im Fall ε1 = 30µeV zeigen
sich jedoch deutliche Abweichungen zwischen σRR und Np.
Insgesamt sind die numerischen Ergebnisse (Abbildung 5.5) und die experimentellen
Ergebnisse (Abbildung 2.6) qualitativ sehr ähnlich. Insbesondere die obigen Aussagen
zum Verhalten von Np lassen sich ebenso für die experimentellen Daten treffen. Daher
soll eine genauere Untersuchung die wesentlichen Beobachtungen erklären. Diese um-
fassen das asymmetrische Verhalten von Np um ε1 = 0, die negativen Werte von Np
für großes ε1 und die scheinbare Verschiebung der Maxima bezüglich der erwarteten
Position. Hierzu werden für die jeweiligen Phasen des Experiments Markovsche Quan-
tenmastergleichungen angegeben und schließlich deren Lösung diskutiert.
5.5.2. Beschreibung im Markov-Limes
Unter den gegebenen Voraussetzungen lässt sich der Transport in der Initialisierungs-
und Messphase durch Markovsche Quantenmastergleichungen beschreiben. Die große
Source-Drain-Spannung erlaubt nur zwei Arten von Tunnelprozessen: das Tunneln eines
Elektrons vom linken Reservoir in den linken Dot und das Verlassen des DQDs durch
Tunneln vom rechten Dot in das rechte Reservoir [12, 139]. Die beiden Prozesse sollen
durch konstante Raten ΓL und ΓR charakterisiert werden. Bezeichnet man den Zustand
des DQDs ohne zusätzliches Elektron mit |0〉, so sind die erlaubten Prozesse durch
die Übergänge |0〉 → |L〉 und |R〉 → |0〉 gegeben. Zustände mit zwei Elektronen im
DQD werden aufgrund der Coulomb-Blockade nicht berücksichtigt. Eine Herleitung der
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0
0.2
0.4
0.6
0.8
0 1 2
Zeit, Pulslänge  [ns]
-0.2
0
0.2
0.4
B
es
et
zu
ng
, A
nz
ah
l P
ul
s-
in
du
zi
er
te
r 
E
le
kt
ro
ne
n
σ
RR
  (QME)
N
p
 (QME)
ManipulationInitialisierung Messung
ε1 = 0 µeV
ε1 = 30 µeV
Abbildung 5.6.: Numerische Ergebnisse für die Besetzung des rechten Quantendots σRR
und die Anzahl der puls-induziert tunnelnden Elektronen Np als Funktion der Zeit bzw.
der Pulslänge. Die gestrichelten, weißen Linien zeigen die erwartete Position der Maxima
tp(ε1) = tn = (2n+ 1)π/Ω (mit n = 0, 1, . . .).
resultierenden Markovschen Quantenmastergleichungen findet sich in Anhang D.1.
Initialisierung
Die Bewegungsgleichungen für die einzelnen Komponenten der reduzierten Dichtematrix
in der Initialisierungs- und Messphase lauten [139,143],
σ̇LL = −iTC (σLR − σRL) + ΓL (1− σLL − σRR) , (5.85a)
σ̇RR = −iTC (σRL − σLR)− ΓRσRR , (5.85b)
σ̇LR = −iTC (σLL − σRR) + iε0σLR − (ΓR/2)σLR , (5.85c)
σ̇RL = −iTC (σRR − σLL)− iε0σRL − (ΓR/2)σRL . (5.85d)
Für ΓL = ΓR = 0 ergeben sich die obigen Gleichungen aus der Liouville-von Neumann-
Gleichung mit dem Hamiltonian des DQDs, σ̇ = −i [HS, σ]−. Die Kopplung an die Re-
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servoirs bewirkt, wie bereits beschrieben, Übergänge zwischen den Zuständen |0〉, |L〉
und |R〉. Die ersten beiden Gleichungen beschreiben die zeitliche Änderung der Beset-
zung des linken und rechten Zustands. Die Besetzung des linken Quantendots wird durch
Tunneln aus dem linken Reservoir erhöht, während die Besetzung des rechten Quanten-
dots durch Tunneln in das rechte Reservoir verringert wird. Die beiden verbleibenden
Gleichungen beschreiben die Dynamik der sogenannten Kohärenzen. Das Tunneln in das
rechte Reservoir führt zu einer Dephasierung und dämpft die Kohärenzen.
Die stationäre Lösung der Markovschen Quantenmastergleichung (5.85) liefert im be-
trachteten Pump-Probe-Schema den Anfangszustand für die Manipulationsphase. Setzt
man in Gl. (5.85) die Zeitableitung σ̇AB = 0, so ergibt sich für die beiden Populationen,
σLL(0) = 1− 8T
2
C
12T 2C + Γ
2 + 4ε20
, (5.86a)
σRR(0) =
4T 2C
12T 2C + Γ
2 + 4ε20
, (5.86b)
und für die Kohärenz erhält man
σLR(0) = − 2iTC(Γ + 2iε0)
12T 2C + Γ
2 + 4ε20
. (5.86c)
Offensichtlich ergibt die Initialisierung im Allgemeinen keinen reinen Zustand für das
Ladungs-Qubit. Betrachtet man den Fall einer starken Kopplung an die Reservoirs im
Vergleich zur Interdotkopplung, TC  Γ, so findet man jedoch näherungsweise
σLL(0) = 1−O(T 2C) , (5.87a)
σRR(0) = O(T
2
C) , (5.87b)
σLR(0) = − 2iTC
ΓR − 2iε0 +O(T
2
C) . (5.87c)
Im angegebenen Grenzfall ergibt sich demnach eine nahezu perfekte Lokalisierung des
Elektrons im linken Quantendot. Allerdings sind gleichzeitig die endlichen Kohärenzen
nicht zu vermeiden und haben, wie später noch gezeigt wird, entscheidende Auswirkun-
gen auf die Ergebnisse.
Manipulation
Wie bereits in Abschnitt 2.3.3 erläutert, wird in der Manipulationsphase durch ein Um-
schalten der Source-Drain-Spannung eine effektive Entkopplung von den Reservoirs er-
reicht. Im Folgenden soll zunächst angenommen werden, dass die Dynamik des DQDs
wiederum durch eine Markovsche Quantenmastergleichung beschrieben werden kann.
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5.5. Kohärente Manipulation von Ladungszuständen
Die Raten ΓL und ΓR folgen dabei instantan dem Spannungspuls, so dass die Bewe-
gungsgleichungen der reduzierten Dichtematrix während des Pulses,
σ̇LL = −iTC (σLR − σRL)− γLσLL + ΓL (1− σLL − σRR) , (5.88a)
σ̇RR = −iTC (σRL − σLR)− γRσRR + ΓR (1− σLL − σRR) , (5.88b)
σ̇LR = −iTC (σLL − σRR) + iε1σLR − γσLR , (5.88c)
σ̇RL = −iTC (σRR − σLL)− iε1σRL − γσRL (5.88d)
lauten. Obige Gleichungen gelten für Zeiten 0 ≤ t ≤ tp. Die Raten γL und γR wurden ad
hoc eingeführt, um die Beschreibung von zusätzlichen Dekohärenzprozessen zu erlauben.
Die Gleichungen (5.88) können mit Hilfe einer Laplacetransformation gelöst werden
[144], siehe Anhang D. Unter der Annahme, dass ΓL = ΓR = Γ und γL = γR = γ ist,
findet man für die Gesamtbesetzung den folgenden Ausdruck,
s(t) ≡σLL(t) + σRR(t)
=e−(γ+2Γ)ts(0) +
2Γ
γ + 2Γ
[
1− e−(γ+2Γ)t] . (5.89a)
Für die Besetzungsdifferenz ergibt sich
w(t) ≡σLL(t)− σRR(t)
=
2TCε1
Ω2
e−γt [1− cos(Ωt)] 2ReσLR(0)
+
2TC
Ω
e−γt sin(Ωt)2ImσLR(0) +
ε21 + 4T
2
C cos(Ωt)
Ω2
e−γtw(0) . (5.89b)
Bevor im nächsten Abschnitt die Messphase erläutert wird, soll an dieser Stelle noch
eine Besonderheit der Dynamik des Ladungs-Qubits diskutiert werden. Setzt man γ = 0,
so ist die Dynamik des Qubits vollständig kohärent. Aus der Quantenoptik ist bekannt,
dass in diesem Fall die Besetzungswahrscheinlichkeiten σLL und σRR mit der sogenann-
ten Rabi-Frequenz Ω oszillieren. In der Quantenoptik ist der Anfangszustand üblicher-
weise der Grundzustand eines Atoms und die entsprechende Dichtematrix besitzt nur
einen Eintrag auf der Diagonalen. Im Gegensatz hierzu sind bei der beschriebenen In-
itialisierung des Ladungs-Qubits endliche Nebendiagonalelemente nicht zu vermeiden.
Aus Gl. (5.89b) ist ersichtlich, dass diese Einträge auch einen Einfluss auf die Dyna-
mik des Qubits haben. Eine wichtige Konsequenz dieses Einflusses ist zum Beispiel eine
Asymmetrie von w(t) als Funktion der Energiedifferenz ε1. Betrachtet man w(t) zu den
Zeitpunkten tn = (2n+ 1)π/Ω mit n = 0, 1, . . ., so findet man mit Hilfe von Gl. (5.89b),
w (tn) =
w(0)ε21 + 4TC[2ReσLR(0)]ε1 − w(0)4T 2C
Ω2
. (5.90)
Offenbar ist dieser Ausdruck nur für verschwindende Anfangskohärenzen, σLR(0) = 0,
symmetrisch bezüglich der Energiedifferenz ε1. Im Allgemeinen ist daher w (tn; ε1) 6=
w (tn;−ε1).
95
5. Vielteilchenbeschreibung mit Quantenmastergleichungen
JR(t)
t
0
tp0
Jstat JstatJR(tp) ≈ eΓR σRR(tp)
tp
VSD(t)
VH
VL
t
Abbildung 5.7.: Schematischer Verlauf des Stromes durch die rechte Barriere JR(t) im Ver-
lauf des Spannungspulses VSD(t).
Messung
Wie in Abschnitt 2.3.3 beschrieben wurde, ist die Messphase identisch zur Initialisie-
rungsphase. Daher kann die Dynamik wieder mit der Markovschen Quantenmasterglei-
chung (5.85) beschrieben werden, wobei jetzt Zeiten t > tp betrachtet werden.
Zur Berechnung der Anzahl der puls-induzierten Elektronen wird nach Gl. (5.84) der
Elektronenstrom während der Manipulations- und Messphase benötigt. Die entsprechen-
den Ausdrücke für den Strom durch die linke und rechte Barriere werden in Anhang D.1
hergeleitet. Hierbei soll in Übereinstimmung mit dem Experiment der Strom von Source
nach Drain positiv gezählt werden, das heißt der Strom in das rechte und aus dem linken
Reservoir werden mit positivem Vorzeichen gewertet.
In den jeweiligen Phasen ergibt sich somit für den Strom durch die rechte Barriere
JR(t) =

Jstat für t ≤ 0 ,
eγσRR(t)− eΓ (1− s(t)) für 0 < t ≤ tp ,
eΓσRR(t) für tp < t .
(5.91)
Der stationäre Strom ist durch Jstat = eΓσRR(0) gegeben. Das typische Verhalten von
JR(t) ist auch in Abbildung 5.7 für γ = 0 dargestellt. Kurz nach Einschalten des Pulses
kann unter Umständen noch ein Elektron in den DQD tunneln, aber während des Pulses
ist dieser praktisch von den Reservoirs isoliert (JR = 0). Der Wert des Stromes direkt
nach dem Ausschalten des Pulses ist nach Gl. (5.91) durch die Besetzung des rechten
Dots gegeben.
Mit diesen Ergebnissen kann nun die Anzahl der puls-induzierten Elektronen Np be-
rechnet werden. Diese ist nach Gl. (5.84) durch die akkumulierte Ladung gegeben, wobei
der Anteil, der durch den stationären Strom geliefert wird, abgezogen wurde. Für die
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Berechnung von zeitgemittelten Größen spielt es dabei keine Rolle, ob der Strom durch
die linke oder rechte Barriere verwendet wird. Im gegebenen Fall kann dies explizit mit
Hilfe der Markovschen Quantenmastergleichungen (5.85) und (5.88) und den jeweiligen
Ausdrücken für den Strom (D.4) und (D.8) gezeigt werden. Zur Bestimmung der Anzahl
der puls-induzierten Elektronen soll im Folgenden der Strom durch die rechte Barriere
verwendet werden, da sich die Herleitung hierdurch etwas vereinfacht. Aus den bisherigen
Überlegungen folgt,
Np(tp) =
1
e
∞∫
−∞
dt [JR(t)− Jstat] + Jstat
e
tp
=
tp∫
0
dt {γσRR(t)− Γ [1− s(t)]}︸ ︷︷ ︸
≡NManip.p
+
∞∫
tp
dt
[
ΓσRR(t; tp)− Jstat
e
]
︸ ︷︷ ︸
≡NMess.p
(5.92)
wobei im zweiten Schritt der Strom aus Gl. (5.91) in den jeweiligen Phasen eingesetzt
wurde. Das erste Integral in Gl. (5.92) beschreibt den Anteil der Manipulationsphase
an der Anzahl der puls-induzierten Elektronen. Dieser kann mit Hilfe der Ergebnisse
(5.89) explizit berechnet werden. Für γ = 0 und s(0) ≈ 1 ergibt sich mit Gl. (5.89a)
näherungsweise s(t) ≈ 1 und somit
NManip.p (tp) ≈ 0 . (5.93)
Der Anteil der Manipulationsphase kann mit Hilfe von Gln. (5.89) auch analytisch be-
rechnet werden, wobei der resultierende, etwas längliche Ausdruck hier nicht angegeben
werden soll. Das zweite Integral in Gl. (5.92) ist der Anteil der Messphase an Np. Ein
analytischer Ausdruck kann mit der Laplacetransformation σ̃RR(s) =
∫∞
0
dt e−stσRR(t)
gefunden werden, wie in Anhang D.2 gezeigt wird. Das Integral in Gl. (5.92) ergibt sich
aus dem Limes s→ 0 der Laplacetransformierten wie folgt,
NMess.p (tp) = lim
s→0
[
Γσ̃RR(s)− 1
s
Jstat
e
]
. (5.94)
Die Laplacetransformation der Gln. (5.85) und die Berechnung des Grenzwertes in Gl.
(5.94) sind in Anhang D.2 ausführlich dargestellt. Als Ergebnis erhält man für den Anteil
der Messphase an der Anzahl der puls-induzierten Elektronen den folgenden Ausdruck,
NMess.p (tp) = 2 [ReσLR(0)]
2 − 2 [ImσLR(0)]2 − 2σLL(0)σRR(0)− 2ReσLR(0)ReσLR(tp)
+ 2ImσLR(0)ImσLR(tp) + σRR(0)σLL(tp) + σLL(0)σRR(tp) . (5.95)
Offenbar hängt NMess.p in komplizierter Weise von allen Einträgen der Dichtematrix ab.
Für den Fall einer schwachen Interdotkopplung TC  Γ können die Näherungen (5.87)
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für den Anfangszustand σAB(0) verwendet werden, um den Ausdruck für N
Mess.
p zu ver-
einfachen. Das Einsetzen der Näherungen und Gl. (5.93) führen auf das Endergebnis
Np(tp) ≈ NMess.p (tp) ≈ σRR(tp)−
4TC
Γ2 + 4ε20
[
2ε0ReσLR(tp) + ΓIm σLR(tp)
]
. (5.96)
Damit gilt für große Energiedifferenzen ε0  Γ/2, dass die Anzahl der puls-induzierten
Elektronen tatsächlich die Besetzung des rechten Dots am Ende des Pulses entspricht,
da der zweite Term in Gl. (5.96) sehr klein wird. Verschwindet hingegen die Energiediffe-
renz in der Initialisierungs- und Messphase, ε0 ≈ 0, so ist der Beitrag des zweiten Terms
nicht mehr vernachlässigbar. Mit diesem Ergebnis lässt sich bereits die Diskrepanz zwi-
schen dem Verhalten der Besetzung σRR und Anzahl der puls-induzierten Elektronen Np
in Abbildung 5.6 qualitativ erklären. Die Größe Np ist nur bei einer nicht-resonanten
Initialisierung ein gutes Maß für die Besetzung des Doppelquantendots. Im Allgemeinen
ist die Bestimmung der zeitaufgelösten Besetzung bei alleiniger Kenntnis von Np nicht
möglich. Zusammen mit der in Gl. (5.90) gefundenen Asymmetrie der Besetzungsdiffe-
renz kann zudem das asymmetrische Verhalten Anzahl der puls-induzierten Elektronen
Np in Abbildung 5.6 in der Umgebung von ε1 = 0 gedeutet werden. Die konsisten-
te Behandlung der drei Phasen des Pump-Probe-Schemas mit Hilfe der Markovschen
Quantenmastergleichungen erlaubt somit eine einheitliche Beschreibung der Charakte-
ristika der gefundenen Resultate.
Vergleich der numerischen und analytischen Ergebnisse
Zum Abschluss der Untersuchungen sollen die analytischen Ergebnisse des letzten Ab-
schnitts noch mit den numerischen Daten verglichen werden. In Abbildung 5.8 sind
hierzu die numerischen Ergebnisse für die Anzahl der puls-induzierten Elektronen aus
Abbildung 5.6 und das analytische Resultat für Gl. (5.92) dargestellt.
Betrachtet man zunächst den Fall γ = 0 (gestrichelte Linien), so zeigen sich für beide
Energiedifferenzen ungedämpfte Oszillationen, wobei sowohl deren Frequenz als auch die
Position der Maxima mit den numerischen Werten gut übereinstimmt. Für ε1 = 30µeV
nimmt Np zudem negative Werte an. Eine nahezu perfekte Übereinstimmung mit den
numerischen Ergebnissen lässt sich durch die Berücksichtigung von Dekohärenz in der
Manipulationsphase erreichen. Hierzu wurde der entsprechende Parameter γ = 0.46µeV
gesetzt (durchgezogene Linien), was für beide Energiedifferenzen eine gute Beschreibung
der Pulslängenabhängigkeit liefert.
Insgesamt ist das vereinfachte Modell in der Lage die Effekte zu erfassen, welche für
die numerischen Resultate beobachtet wurden. Die Berücksichtigung der Dekohärenz in
der Manipulationsphase ist dabei unbedingt notwendig. Diese in den numerischen Rech-
nungen vorhandene Dekohärenz ergibt sich aus der endlichen Source-Drain-Spannung.
Für endliche Spannungen besteht für die Elektronen im Doppelquantendot immer die
Möglichkeit diesen zu verlassen, selbst wenn die Wahrscheinlichkeit hierfür aufgrund
einer sehr großen Source-Drain-Spannung klein ist [145].
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Im Experiment existieren neben dieser Dekohärenzquelle noch weitere Mechanismen,
die zu einem Dämpfungsverhalten führen können. Hierbei sind neben der Wechselwir-
kung der Elektronen im Doppelquantendot mit Phononen und fluktuierenden Hinter-
grundladungen, auch das korrelierte Tunneln von zwei Elektronen zu nennen [8]. Die
Bestimmung der Dämpfungsrate γ als Funktion der Energiedifferenz aus den experi-
mentellen Daten erlaubt Rückschlüsse auf die Natur der tatsächlichen Dekohärenzme-
chanismen [8,12].
Inwieweit die neue Interpretation der Anzahl puls-induziert tunnelnder Elektronen
durch Gl. (5.95) diesbezüglich weiterführende Einsichten erlaubt, bleibt zukünftigen Un-
tersuchungen vorbehalten.
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Abbildung 5.8.: Anzahl der puls-induziert tunnelnden Elektronen Np als Funktion der
Pulslänge. Gezeigt werden die numerischen Ergebnisse aus Abbildung 5.6 und das analyti-
sche Resultat (5.92) mit Gl. (5.95).
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In dieser Arbeit wurde der zeitaufgelöste Elektronentransport in Quantendotsystemen
untersucht. Den Hintergrund bildeten hierbei neuartige Experimente zu puls-induziertem
Transport, welche sich am Pump-Probe-Konzept, wie es zum Beispiel in der Molekülphy-
sik angewandt wird, orientieren. Die Beschreibung und Interpretation dieser Experimen-
te erfordern ihrerseits die Entwicklung neuer Methoden, welche im Rahmen der vorlie-
genden Arbeit verwirklicht wurden.
Hierzu wurden zwei unterschiedliche Formalismen vorgestellt: die Nichtgleichgewichts-
Green-Funktionen und die (verallgemeinerten) Quantenmastergleichungen. Für beide
Formalismen wurde eine Propagationsmethode zur numerischen Berechnung von zeitauf-
gelösten Erwartungswerten, wie der Besetzung und des Elektronenstromes, entwickelt.
Die Methoden basierten dabei jeweils auf einer Hilfsmodenentwicklung der Fermi-Funk-
tion. Hierbei konnte mit Hilfe einer Partialbruchzerlegung eine besonders effiziente Ent-
wicklung gefunden werden, welche gegenüber bisherigen Entwicklungen eine wesentlich
verbesserte Konvergenz aufweist.
Eine Standardbeschreibung von Elektronentransport in Nanostrukturen bietet der
Nichtgleichgewichts-Green-Funktionen-Formalismus (NEGF-Formalismus). Die Formu-
lierung von Jauho et al. ermöglicht zudem die Behandlung von Systemen mit zeitabhängi-
gem Antrieb. Ausgehend von dieser Formulierung wurde zunächst eine Bewegungsglei-
chung für die reduzierte Einteilchendichtematrix hergeleitet. Diese gestattet die Berech-
nung zeitaufgelöster Erwartungswerte von Einteilchenoperatoren. Die Lösung der Bewe-
gungsgleichung wurde jedoch erst durch die Einführung von Strom-Matrizen möglich,
welche die Tunnelprozesse zwischen Quantendotsystem und Reservoirs beschreiben und
die Berechnung des zeitaufgelösten Stromes erlauben. Die Behandlung der Strom-Matri-
zen als gleichberechtigte Größen neben der reduzierten Einteilchendichtematrix stellte
den ersten Schritt für die Entwicklung der Propagationsmethode dar. Im nächsten we-
sentlichen Schritt wurden die Strom-Matrizen unter Anwendung der Hilfsmodenentwick-
lung der Fermi-Funktion in Hilfs-Strom-Matrizen entwickelt. Die resultierenden Bewe-
gungsgleichungen wurden für zwei typische Fälle der Linienbreitenfunktion angegeben:
den Wide-Band-Limes (konstante Linienbreitenfunktion) und eine Summe aus Lorentz-
Funktionen. Es konnte im Besonderen gezeigt werden, dass die Verwendung der Hilfs-
modenentwicklung zu einem effizienten, numerischen Verfahren führt, das linear in der
Anzahl der Hilfsmoden und der Zeitschritte skaliert. Dieses gegenüber den existierenden
Methoden verbesserte Skalierungsverhalten, sowie die Möglichkeit, Standardverfahren
zur Lösung der Bewegungsgleichungen einzusetzen, machen die vorgestellte Methode
besonders attraktiv für die Beschreibung von zeitaufgelöstem Elektronentransport.
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Zur Demonstration der Propagationsmethode wurden zwei unterschiedliche Fragestel-
lungen betrachtet. Zum einen wurde das stochastisch getriebene Resonant-Level-Modell
untersucht. Hierbei konnte insbesondere eine Erhöhung des stationären Stromes auf-
grund des stochastischen Antriebs beobachtet werden. Zum anderen wurde der puls-
induzierte Transport durch einen Doppelquantendot betrachtet. Die transiente Stro-
mantwort konnte mit Hilfe der Anzahl der puls-induziert tunnelnden Elektronen als
Funktion der Pulslänge quantifiziert werden. Die beiden Fragestellungen zeigen nicht
nur die Möglichkeiten der entwickelten Methode, sondern verdeutlichen die interessan-
ten Perspektiven der Untersuchung der zeitaufgelösten Nichtgleichgewichtsdynamik von
Quantendotsystemen.
Zur Beschreibung der Ladungsdynamik eines Quantendots im Coulomb-Blockade-Re-
gime wurden unter Verwendung der Methode der Bewegungsgleichungen und der Hilfs-
modenentwicklung Bewegungsgleichungen für die reduzierte Dichtematrix und die ent-
sprechenden Hilfs-Größen abgeleitet. Diese Herleitung zeigt, dass das Konzept der Pro-
pagation von Hilfsgrößen auch für wechselwirkende Elektronen angewendet werden kann.
Hierdurch bietet sich die Möglichkeit, die Ladungsdynamik von realistischen Quanten-
dots und nicht-adiabatische Effekte bei Elektronenpumpen zu untersuchen.
Neben den NEGF hat sich die Verwendung von verallgemeinerten Quantenmasterglei-
chungen, wie die Bewegungsgleichungen für die reduzierte Dichtematrix genannt werden,
besonders für die Beschreibung von Wechselwirkungseffekten durchgesetzt. Mit Hilfe der
Projektionsoperator-Methode wurden exakte Bewegungsgleichungen für die reduzierte
Vielteilchendichtematrix abgeleitet und die üblicherweise verwendeten Quantenmaster-
gleichungen zweiter Ordnung angegeben. Ausgehend von einer Kumulantenentwicklung
konnte darüber hinaus die vierte Ordnung explizit berechnet werden. Im Wide-Band-
Limes wurde mit der Hilfsmodenentwicklung eine Propagationsmethode gefunden. Insge-
samt ermöglichen die erhaltenen Bewegungsgleichungen eine geschlossene Beschreibung
der Dynamik des Quantendotsystems. Dabei bietet die Vielteilchenbeschreibung einen
natürlichen Rahmen für die Untersuchung von Wechselwirkungseffekten, wie der Cou-
lomb-Blockade, im Zusammenhang mit Elektronentransport.
Der Einfluss höherer Ordnungen wurde zunächst anhand von nichtwechselwirkenden
Elektronen untersucht. Durch den Vergleich mit dem NEGF-Formalismus erwiesen sich
in diesem Fall Hilfs-Operatoren mit einer Hilfsmode als hinreichend für die Beschreibung
der Nichtgleichgewichtsdynamik. Diese Beobachtung konnte auf die Berücksichtigung
der Verbreiterung der Energieniveaus, welche durch die Tunnelkopplung an die Reser-
voirs verursacht wird, zurückgeführt werden. Zum Vergleich der betrachteten Quan-
tenmastergleichungen wurde anschließend der Transport durch einen Doppelquanten-
dot untersucht. Dabei zeigte sich, dass selbst bei einer starken Kopplung des Doppel-
quantendots an die Elektronenreservoirs die zweite oder vierte Ordnung für bestimm-
te Source-Drain-Spannungen eine gute Beschreibung liefern kann. Abschließend wurde
das eingangs erwähnte Pump-Probe-Experiment zur kohärenten Kontrolle von Ladungs-
zuständen in einem Doppelquantendot analysiert. Eine numerische Simulation mit Hilfe
einer Quantenmastergleichung lieferte wertvolle Einblicke in die Dynamik des Doppel-
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quantendots. Auf dieser Grundlage konnten die numerischen Ergebnisse mit Hilfe eines
vereinfachten, analytisch lösbaren Modells interpretiert werden. Dabei zeigte sich die be-
sondere Bedeutung der Präparation des Anfangszustands, welche in der ursprünglichen
Interpretation der experimentellen Resultate nicht berücksichtigt wurde.
Die entwickelten Propagationsmethoden bieten eine effiziente Möglichkeit, zeitauf-
gelösten Elektronentransport in Quantendotsystemen zu untersuchen. Über die betrach-
teten Beispiele hinaus, können Situationen mit mehreren gekoppelten Quantendots oder
unter Einbeziehung vieler Energieniveaus studiert werden. Im Zusammenhang mit den
Pump-Probe-Experimenten ist es jedoch wünschenswert, die Methoden derart zu er-
weitern, dass zusätzliche Dekohärenzquellen, wie Phononen oder fluktuierende Hinter-
grundladungen, berücksichtigt werden können. Eine solche Erweiterung ist beispielsweise
im Rahmen der Projektionsoperator-Methode möglich und äußert sich in den Quanten-
mastergleichungen durch zusätzliche Gedächtniskerne oder Dissipationsterme [71, 146].
Interessant wäre in diesem Zusammenhang auch die Untersuchung der konzeptionellen
Beschreibung eines Reservoirs. So könnte dessen Wirkung auf das System beispiels-
weise als rein stochastisch angenommen und die resultierende Dynamik studiert wer-
den. Diese Untersuchungen dienen dazu, die komplexen Umgebungen, die Nanostruk-
turen für die Elektronen bieten, besser zu verstehen. Damit soll letztlich der Schritt
vom Umgebungs-beeinflussten Transport hin zum Umgebungs-assistierten oder sogar
Umgebungs-kontrollierten Transport gelingen.
In diesem Hinblick sind auch sogenannte nanoelektromechanische Systeme von großem
Interesse. Hierbei werden elektronische und mechanische Freiheitsgrade innerhalb einer
Nanostruktur kombiniert. Die mechanischen Freiheitsgrade stellen somit eine denkbar
einfache “Umgebung” dar. Eine faszinierende Realisierung solcher Systeme ist durch
Elektronen- oder Quantenshuttles gegeben [147,148]. Diese Systeme bestehen typischer-
weise aus metallischen Körnern, die zwischen zwei Elektroden in einem elastischen, di-
elektrischen Puffermaterial sitzen und in diesem vibrieren können [148, 149]. Die Cou-
lomb-Blockade in Kombination mit dem dielektrischen Material führt zu einer starken
Rückkopplung der Ladungsdynamik auf die Schwingungen des metallischen Korns. Der
resultierende Shuttleeffekt besteht in dem Transfer von diskreten Ladungen durch die
mechanische Bewegung. Der Strom durch die Nanostruktur ist in diesem Fall propor-
tional zur Frequenz der mechanischen Schwingung [147]. Für die Beschreibung solcher
Quantenshuttles ist offenbar die Kenntnis der Dynamik beider Freiheitsgrade wichtig.
Die in dieser Arbeit entwickelten Propagationsmethoden erlauben die gleichberechtig-
te Berücksichtigung beider Subsysteme und somit die Untersuchung der kombinierten
Dynamik. Hierdurch eröffnen sich möglicherweise völlig neue Einblicke in die Physik
nanoelektromechanischer Systeme.
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A. Approximation der Fermi-Funktion
durch Hilfsmodenentwicklungen
Die in den Kapiteln 4.2 und 5.3 vorgestellten Propagationsmethoden basieren auf einer
Hilfsmodenentwicklung der Fermi-Funktion. Solche Entwicklungen sind für viele Be-
rechnungen der Elektronenstruktur oder des Elektronentransports interessant, da hier
häufig Integrale auftreten, welche die Fermi-Funktion enthalten. Diese Integrale sind im
Allgemeinen nicht analytisch lösbar. Daher wurden im Laufe der Jahre mehrere Nähe-
rungsverfahren zu deren Berechnung entwickelt [28–31,101,150–152].
Für die vorliegende Arbeit sind insbesondere Entwicklungen der Fermi-Funktion in-
teressant, welche auf eine Näherung durch eine Summe von einfachen Polstellen führen
[28–31,152]. Die zu lösenden Integrale können dann häufig durch Konturintegration und
Anwendung des Residuensatzes gelöst werden, wie in Abschnitt A.2 für die Selbstener-
gien und Korrelationsfunktionen gezeigt wird. Ein weiteres Beispiel ist die Berechnung
von Ladungsdichten bei endlichen Temperaturen [26,27].
A.1. Hilfsmodenentwicklungen der Fermi-Funktion
Zunächst soll also die Hilfsmodenentwicklung der Fermi-Funktion besprochen werden,
wobei im Rahmen dieser Arbeit eine besonders effiziente Entwicklung durch eine Parti-
albruchzerlegung gefunden wurde.
Für die folgenden Betrachtungen ist es hilfreich, die Fermi-Funktion f(ε) als Funktion
einer dimensionslosen Variablen x zu definieren,
f(x) =
1
1 + ex
mit x =
ε− µ
kBT
. (A.1)
Hierbei ist µ das chemische Potential, T bezeichnet die Temperatur, kB die Boltzmann-
Konstante und ε die Energie. Die Aufgabe besteht darin, eine Partialbruchzerlegung der
Form
f(x) =
1
2
−
∞∑
p=−∞
Ap
x− xp (A.2)
zu finden. Es müssen also die Entwicklungskoeffizienten Ap und die (komplexen) Pol-
stellen xp berechnet werden. In der Praxis wird die Summe in Gl. (A.2) durch eine
Summe mit einer endlichen Anzahl von N Termen ersetzt. Die Fermi-Funktion ist dann
näherungsweise durch die endliche Summe gegeben, f(x) ≈ fN(x).
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Abbildung A.1.: Polstellen (•) der Partialbruchzerlegung. Gezeigt werden die Werte ±2√zp
mit den Eigenwerten zp der Matrix (A.9) für verschiedene Ordnungen N . Zum Vergleich sind
auch die rein imaginären Polstellen (×) der Matsubara-Entwicklung (A.3) dargestellt.
Das wohl bekannteste Beispiel einer solchen Entwicklung der Fermi-Funktion ist die
Matsubara-Entwicklung [101]. Für diese sind die Polstellen xp = iπ(2p−1) rein imaginär
und die Entwicklungskoeffizienten sind Ap = 1. Insgesamt ergibt sich demnach
fN(x) =
1
2
−
N∑
p=1
[
1
x+ iπ(2p−1) +
1
x− iπ(2p−1)
]
. (A.3)
Für N → ∞ ist Gl. (A.3) exakt. Allerdings konvergiert die Matsubara-Entwicklung
nur sehr langsam gegen die exakte Fermi-Funktion. Betrachtet man die Abweichung der
genäherten von der exakten Funktion,
δfN(x) = f(x)− fN(x) , (A.4)
so findet man für die Matsubara-Entwicklung, dass δfN(x) ∝ 1/N gilt.
Partialbruchzerlegung
Im Folgenden soll eine spezielle Partialbruchzerlegung (PBZ) der Fermi-Funktion herge-
leitet werden, die ein besseres Konvergenzverhalten besitzt. Ausgangspunkt ist folgende
exakte Darstellung der Fermi-Funktion (A.1) mit Hilfe von hyperbolischen Funktio-
nen [152],
f(x) =
1
2
− 1
2
tanh(x/2) =
1
2
− sinh(x/2)
2 cosh(x/2)
. (A.5)
Im nächsten Schritt werden der hyperbolische Sinus im Zähler und der hyperbolische
Kosinus im Nenner jeweils in eine Potenzreihe entwickelt. Dabei ist zu beachten, dass
der Grad des Polynoms im Nenner größer als der Grad des Polynoms im Zähler zu
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wählen ist. Es ergibt sich folgende Näherung der Gl. (A.5),
f(x) ≈ fN(x) = 1
2
− 1
2
PN−1(x/2)
QN(x/2)
, (A.6)
mit den Polynomen
PN(x) =
N∑
m=0
x2m+1
(2m+1)!
und QN(x) =
N∑
m=0
x2m
(2m)!
. (A.7)
Diese Konstruktion erlaubt es, eine Partialbruchzerlegung der Form
PN−1(x/2)
QN(x/2)
=
N∑
p=1
(
Ap
x/2− xp/2 +
Bp
x/2 + xp/2
)
(A.8)
zu berechnen. Die Polstellen ±xp sind durch die Nullstellen xp/2 des Polynoms QN
gegeben. Diese treten immer paarweise auf, da QN nur geradzahlige Potenzen von x/2
enthält. Die Nullstellen lassen sich sehr effizient durch die Eigenwerte zp der folgenden
Matrix berechnen,
Zij = 2i(2i−1)δj,i+1 − 2N(2N−1)δiN . (A.9)
Die gesuchten Nullstellen xp/2 in Gl. (A.8) sind dann durch xp/2 =
√
zp gegeben. In
Abbildung A.1 sind die Polstellen ±xp= ± 2√zp für drei verschiedene Matrixgrößen
N×N der Matrix Zij dargestellt. Die Polstellen der Partialbruchzerlegung (A.8) sind,
im Gegensatz zu denen der Matsubara-Entwicklung, irregulär in der komplexen Ebene
verteilt.
Zur vollständigen Bestimmung der Partialbruchzerlegung (A.8) werden noch die Ent-
wicklungskoeffizienten Ap und Bp benötigt. Multipliziert man beide Seiten von Gl.
(A.8) mit (x/2 − xk/2), wobei xk eine der Polstellen sei, und nimmt anschließend den
Grenzübergang x→ xk, so verbleibt auf der rechten Seite nur der folgende Koeffizient
Ak = lim
x→2xk
(x/2−xk/2)PN−1(x/2)
QN(x/2)
= lim
η→0
η PN−1(xk/2+η)
QN(xk/2+η)
. (A.10)
Mit Hilfe der Definitionen (A.7) erhält man auf diese Weise Ak ≡ 1 und analog Bk ≡ 1.
Insgesamt ergibt sich also folgende Näherung der Fermi-Funktion,
fN(x) =
1
2
−
N∑
p=1
(
1
x+ 2
√
zp
+
1
x− 2√zp
)
, (A.11)
wobei die komplexen Zahlen zp durch die Eigenwerte der Matrix (A.9) bestimmt sind.
Strukturell sind Gl. (A.11) und die Matsubara-Entwicklung (A.3) einander sehr ähnlich.
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Abbildung A.2.: Genäherte Fermi-Funktion fN (x) für die Ordnungen N = 2, 8, 32, 128
(durchgezogene Linien). a) Matsubara-Entwicklung nach Gl. (A.3). b) Partialbruchzerlegung
nach Gl. (A.11). Die Kurven sind vertikal verschoben und nur für x < 0 dargestellt. Die exakte
Fermi-Funktion (A.1) ist mit gepunkteten Linien gekennzeichnet.
Im Gegensatz zu letzterer besitzt die PBZ jedoch auch komplexe Polstellen mit nicht-
verschwindendem Realteil, was die Konvergenzeigenschaften entscheidend verbessert.
In Abbildung A.2 sind beide Entwicklungen für verschiedene Ordnungen N dargestellt.
Während die in Abbildung A.2a gezeigte Matsubara-Entwicklung für alle Ordnungen Ab-
weichungen von der exakten Fermi-Funktion zeigt, verbessert sich die PBZ sehr schnell
mit wachsender Ordnung.
Das Konvergenzverhalten der PBZ lässt sich durch zwei Aussagen zusammenfassen
[28], die an dieser Stelle für negative Argumente x < 0 formuliert werden sollen. Analoge
Beziehungen können auch für positive Argumente x > 0 angegeben werden.
Erstens findet man im Limes für große N folgende Ausdrücke,
lim
N→∞
δfN(x=y4N) =
{
0 für x
4N
=y ≥ −1
1
2
(
1 + 4N
x
)
= 1
2
(
1 + 1
y
)
für x
4N
=y ≤ −1 (A.12)
Die asymptotische Funktion (A.12) ist in Abbildung A.3 dargestellt. Für wachsende
Ordnung N schmiegt sich die tatsächliche Abweichung der PBZ-Näherung immer besser
an die asymptotische Form an.
Zweitens kann in dem Bereich −4N ≤ x (−1 < y) die Konvergenzrate mit einem
weiteren asymptotischen Ausdruck abgeschätzt werden. Es gilt
δfN(x=y4N) ≈ exp [x/2] (x/2)
2N
(2N)!
= exp [y2N ]
(y2N)2N
(2N)!
. (A.13)
Aufgrund der Fakultät im Nenner fällt obiger Ausdruck schneller ab als eine Exponential-
funktion. Dieser Umstand erklärt das gegenüber der Matsubara-Entwicklung verbesserte
Konvergenzverhalten, welches sich bereits in Abbildung A.2 abgezeichnet hat.
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Abbildung A.3.: Abweichung δfN der genäherten Fermi-Funktion vom exakten Verhalten.
Die Abweichung δfN ist als Funktion des skalierten Arguments y = x/4N mit N = 2, 8, 32, 128
(durchgezogene Linien) dargestellt. Der asymptotische Ausdruck (A.12) ist mit gestrichelten
Linien, die Matsubara-Entwicklung δf128 mit gepunkteten Linien gekennzeichnet.
N
x y = x/4N 40 80 120 160 200 240
2N 1/2 8.7 10−9 1.2 10−15 1.9 10−22 3.2 10−29 5.6 10−36 9.9 10−43
3N 3/4 2.2 10−3 7.6 10−5 3.0 10−6 1.3 10−7 5.7 10−9 2.5 10−10
4N 1 4.5 10−2 3.2 10−2 2.6 10−2 2.3 10−2 2.0 10−2 1.9 10−2
Tabelle A.1.: Asymptotische Abweichung δfN der genäherten Fermi-Funktion vom exakten
Verhalten nach Gl. (A.13).
In Abbildung A.4 ist das Verhalten der asymptotischen Abweichung (A.13) als Funk-
tion der der Ordnung N für ausgewählte Argumente x dargestellt. Der Vergleich mit der
numerisch ermittelten Abweichung δfN zeigt eine gute Übereinstimmung und verdeut-
licht die schnelle Konvergenz für x > −N/4. Zur Abschätzung der Genauigkeit der PBZ
sind in Tabelle A.4 einige Werte für δfN nach Gl. (A.13) aufgeführt.
Exkurs: Entwicklung der Bose-Einstein-Funktion
Abschließend sei noch kurz darauf hingewiesen, dass sich die Idee der besprochenen
Partialbruchzerlegung ebenso auf die Bose-Einstein-Funktion b(x) = (1 − e−x)−1 − 1
anwenden lässt. In diesem Fall gilt
b(x) =
1
1− e−x − 1 = −
1
2
+
cosh(x/2)
2 sinh(x/2)
. (A.14)
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Abbildung A.4.: Abweichung δfN der genäherten Fermi-Funktion vom exakten Verhalten.
Die Abweichung δfN ist als Funktion der Ordnung N für drei Argumente x = −5, −25, −125
dargestellt. Weiterhin wird die Matsubara-Entwicklung mit gepunkteten Linien und die Parti-
albruchzerlegung mit durchgezogenen Linien gekennzeichnet. Für letztere wird auch das asym-
ptotische Verhalten nach Gl. (A.13) gezeigt.
Die Partialbruchzerlegung nach dem angegebenen Schema lautet
bN(x) = −1
2
+
1
x
+
N∑
p=1
(
1
x+ 2
√
zp
+
1
x− 2√zp
)
, (A.15)
wobei die komplexen Zahlen zp durch die Eigenwerte der Matrix
Zij = 2i(2i+1)δj,i+1 − 2N(2N+1)δiN (A.16)
gegeben sind. Die Überlegungen zur Konvergenz der Partialbruchzerlegung für die Fermi-
Funktion lassen sich analog auf die Zerlegung (A.15) übertragen.
A.2. Hilfsmodenentwicklungen für Selbstenergien und
Korrelationsfunktionen
Nachdem im vorigen Abschnitt zwei Hilfsmodenentwicklungen der Fermi-Funktion vor-
gestellt wurden, soll im Folgenden deren Anwendung auf Integrale der Form
I(t) =
∞∫
−∞
dε
2π
J(ε)f
(
ε− µ
kBT
)
eiεt (A.17)
betrachtet werden. Diese Integrale enthalten neben der Fermi-Funktion f noch eine wei-
tere Funktion J(ε). Die Selbstenergien Σ≷, welche mit den Gln. (4.24) definiert wurden,
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sowie die Reservoirkorrelationsfunktionen Cab in Gl. (5.50) enthalten Integrale der oben
angegebenen Form.
Zur Auswertung des Integrals (A.17) ist es zweckmäßig die Matsubara-Entwicklung
(A.3) und die Partialbruchzerlegung (A.11) in der folgenden einheitlichen Form zu schrei-
ben
fN
(
ε− µ
kBT
)
= fN(β(ε− µ)) = 1
2
− 1
β
N∑
p=1
(
1
ε−χ+p
+
1
ε−χ−p
)
, (A.18)
wobei die Polstellen χ±p = µ±xp/β und Imxp > 0 ist. Für die Matsubara-Entwicklung
gilt offenbar xp = iπ(2p−1), während für die Partialbruchzerlegung xp = 2√zp mit
Im
√
zp > 0 ist. Die einfachen Pole χ
+
p (χ
−
p ) liegen demnach alle in der oberen (unteren)
Halbebene.
Zunächst soll der Fall J(ε) ≡ 1 betrachtet werden, welcher dem Wide-Band-Limes ent-
spricht. Unter Verwendung der Hilfsmodenentwicklung (A.18) kann Gl. (A.17) wiefolgt
umgeformt werden,
I(t) ≈
∞∫
−∞
dε
2π
fN
(
ε− µ
kBT
)
eiεt
=
∞∫
−∞
dε
2π
[
1
2
− 1
β
N∑
p=1
(
1
ε− χ+p
+
1
ε− χ−p
)]
eiεt
=
∞∫
−∞
dε
2π
eiεt − 1
β
N∑
p=1
∮
C
dz
2π
(
1
z − χ+p
+
1
z − χ−p
)
eizt . (A.19)
Im letzten Schritt wurde die Integration über die reelle Achse durch ein Konturintegral
ersetzt. Das Lemma von Jordan erlaubt diese Ersetzung, da die Summe nur Terme mit
einfachen Polstellen enthält [153]. Die Kontur C verläuft dabei auf der reellen Achse von
−∞ bis +∞ und wird je nach Vorzeichen von t in der oberen (t > 0) oder unteren
(t < 0) Halbebene geschlossen. Anschließend kann das Konturintegral mit Hilfe des
Residuensatzes berechnet werden. Das Ergebnis lautet
I(t) =
1
2
δ(t)∓ i
β
N∑
p=1
exp
(
iχ±p t
)
, (A.20)
wobei das obere Vorzeichen für t > 0 und das untere Vorzeichen für t < 0 gilt.
Schließlich soll noch Fall untersucht werden, bei dem J(ε) durch eine Summe von
Lorentz-Funktionen gegeben ist. Diese Funktionen können jeweils als Summe zweier
Terme mit einfachen Polstellen geschrieben werden. Insgesamt sei
J(ε) ≡
NL∑
`=1
[
J+`
ε− (ε` + iW`) +
J−`
ε− (ε` − iW`)
]
, (A.21)
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wobei W` > 0 die Breite der `-ten Lorentz-Funktion angibt und J
±
` = ∓ i2J`W` eine
Gewichtung der einzelnen Funktionen erlaubt. Analog zum obigen Vorgehen kann das
Integral (A.17) mit Hilfe Hilfsmodenentwicklung (A.18) und dem Lemma von Jordan in
eine Konturintegration umgeschrieben werden,
I(t) ≈
∞∫
−∞
dε
2π
J(ε)fN
(
ε− µ
kBT
)
eiεt =
∮
C
dz
2π
J(z)fN
(
z − µ
kBT
)
eizt . (A.22)
Die Kontur verläuft wie oben angegeben und ist wieder vom Vorzeichen von t abhängig.
Im vorliegenden Fall ist noch zu beachten, dass J(z) selbst einfache Polstellen besitzt.
Die Anwendung des Residuensatzes liefert folgendes Ergebnis,
I(t) = ±i
NL∑
`=1
J±` fN
(
(ε` ± iW`)− µ
kBT
)
ei(ε`±iW`)t ∓ i
β
N∑
p=1
J(χ±p )e
iχ±p t . (A.23)
Das obere Vorzeichen gilt wieder für t > 0 und das untere Vorzeichen entsprechend für
t < 0. Der gefundene Ausdruck lässt sich zum Beispiel direkt auf die lesser Selbstenergie
aus Kapitel 4.2 anwenden.
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Bewegungsgleichungen
Die Methode der Bewegungsgleichungen (engl. equation of motion technique oder EOMT)
basiert auf der Beobachtung, dass die kausale Green-Funktion (siehe Gl. (4.1)) im Gleich-
gewicht und im Nicht-Gleichgewicht eine strukturell äquivalente Störungsreihe besit-
zen [21]. Durch analytische Fortsetzung und Anwendung der sogenannten Langreth-
Regeln können dann unter anderem die retardierte und die lesser Green-Funktion im
Nicht-Gleichgewicht berechnet werden. Im Folgenden soll die EOMT für das Beispiel ei-
nes Quantendots im Coulomb-Blockade-Regime demonstriert werden, welches in Kapitel
4.4 eingeführt wurde.
Ausgangspunkt ist die kausale Green-Funktion
Gs(t, t
′) ≡ −i 〈T cs(t)c†s(t′)〉 , (B.1)
wobei s wie in Kapitel 4.4 den Spinzustand eines einzelnen Energieniveaus bezeichnet.
Die Grundidee der EOMT besteht in der Erzeugung einer geschlossenen Bewegungsglei-
chung für Gs(t, t
′). Die Zeitableitung von (B.1) kann mit den Heisenberggleichungen der
entsprechenden Operatoren berechnet werden. Diese ergeben sich aus dem Vertauscher
mit dem Gesamthamiltonian (3.1), wobei der Systemanteil durch Gl. (4.59) gegeben ist.
Die relevanten Bewegungsgleichungen lauten
i∂tcs(t) = εs(t)cs(t) + Ucs(t)ns̄(t) +
∑
α,k
T ∗αkbαk(t) , (B.2a)
i∂tbαk(t) = εαk(t)bαk(t) + Tαkcs(t) , (B.2b)
i∂tns̄(t) =
∑
α,k
[
−Tαkb†αk(t)cs̄(t) + T ∗αkc†s̄(t)bαk(t)
]
. (B.2c)
Die Vernichter cs und bαk vernichten jeweils ein Elektron im Systemzustand s beziehungs-
weise im Reservoirzustand αk. Der Besetzungszahloperator ns̄ liefert die Besetzung des
Zustands s̄, wobei s̄ den zu s entgegengesetzten Zustand bezeichnet. Unter Verwendung
dieser Ausdrücke ergibt sich folgende Bewegungsgleichung für Gs(t, t
′),[
i
∂
∂t
− εs(t)
]
Gs(t, t
′) = δ(t− t′) + UG(2)s (t, t′) +
∑
α,k
T ∗αkGαk,s(t, t
′) . (B.3)
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Diese Gleichung enthält offenbar neue Green-Funktionen G(2) und Gαk,s, welche jeweils
durch die Elektron-Elektron-Wechselwirkung und die Tunnelkopplung an die Reservoirs
generiert wurden. Die entsprechenden Definitionen lauten
Gαk,s(t, t
′) ≡ −i 〈T bαk(t)c†s(t′)〉 , (B.4a)
G(2)s (t, t
′) ≡ −i 〈T cs(t)ns̄(t)c†s(t′)〉 . (B.4b)
Die Bewegungsgleichungen für diese Green-Funktionen lassen sich wiederum mit Gln.
(B.2) berechnen, [
i
∂
∂t
− εαk(t)
]
Gαk,s(t, t
′) = TαkGs(t, t
′) (B.5)
und[
i
∂
∂t
− εs(t)− U
]
G(2)s (t, t
′) = δ(t− t′) 〈ns̄(t)〉
∑
α,k
[
T ∗αkΓ
(2)
1;αk,s(t, t
′)
+TαkΓ
(2)
2;αk,s(t, t
′)− T ∗αkΓ(2)3;αk,s(t, t′)
]
. (B.6)
Letztere Gleichung enthält neue Green-Funktionen,
Γ
(2)
1;αk,s(t, t
′) ≡ −i 〈T bαk(t)ns̄(t)c†s(t′)〉 , (B.7a)
Γ
(2)
2;αk,s(t, t
′) ≡ −i
〈
T b†αk(t)cs(t)cs̄(t)c†s(t′)
〉
, (B.7b)
Γ
(2)
3;αk,s(t, t
′) ≡ −i
〈
T bαk(t)c†s̄(t)cs(t)c†s(t′)
〉
, (B.7c)
welche Korrelationen höherer Ordnung zwischen Quantendot und Reservoirs beschrei-
ben [21]. Im Prinzip können weitere Bewegungsgleichungen für die Funktionen (B.7)
berechnet und auf diese Weise immer mehr Green-Funktionen generiert werden. An
dieser Stelle soll jedoch die Hierarchie durch eine Näherung für die Funktionen (B.7) ab-
gebrochen werden. Diese Näherung ist einer Hartree-Fock-Näherung ähnlich und besteht
in den folgenden Ansätzen,
Γ
(2)
1;αk,s(t, t
′) ≈ 〈ns̄(t)〉Gαk,s(t, t′) , (B.8a)
sowie
Γ
(2)
2;αk,s(t, t
′) = Γ
(2)
3;αk,s(t, t
′) ≈ 0 . (B.8b)
Als Ergebnis der Hartree-Fock-Näherung (B.8) vereinfacht sich die Bewegungsgleichung
(B.6) von G(2) zu[
i
∂
∂t
− εs(t)− U
]
G(2)s (t, t
′) = 〈ns̄(t)〉
[
δ(t− t′) +
∑
α,k
T ∗αkGαk,s(t, t
′)
]
. (B.9)
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Kontur reelle Zeit
C =
∫
C AB C
< =
∫
t
[ArB< + A<Br]
Cr =
∫
t
ArBr
D =
∫
C ABC D
< =
∫
t
[ArBrC< + ArB<Ca + A<BaCa]
Dr = ArBrCr
Tabelle B.1.: Ausgewählte Langreth-Regeln für die analytische Fortsetzung von Zwei-Zeit-
Funktionen (entnommen aus [21]). Alle Größen haben zwei Zeitargumente. Die Integrationen
sind als Konvolutionen aufzufassen.
Damit bilden die Gln. (B.3), (B.5) und (B.9) ein geschlossenes System von Gleichungen,
welches nach der kausalen Green-Funktion Gs aufgelöst werden kann. Das Ergebnis wird
anschließend analytisch fortgesetzt und alle Integrationen werden entlang der Keldysh-
Kontur betrachtet. Diese Prozedur liefert schließlich den folgenden Ausdruck [154],
Gs(τ, τ
′) = ḡs(τ, τ
′) +
∫
dτ1
∫
dτ2 ḡs(τ, τ1)Σs(τ1, τ2)Gs(τ2, τ
′) , (B.10)
wobei
ḡs(τ, τ
′) = gs(τ, τ
′) + U 〈ns̄(τ ′)〉
∫
dτ1 gs(τ, τ1)g
U
s (τ1, τ
′) , (B.11)
Σs(τ1, τ2) =
∑
αk
T ∗αk gαk(τ1, τ2)Tαk (B.12)
sind. Die freien Propagatoren gs und g
U
s entsprechen den analytisch fortgesetzten Aus-
drücken in Gln. (4.61). Die Langreth-Regeln, welche auszugsweise in Tabelle B.1 auf-
geführt sind, liefern zuletzt die retardierte und die lesser Green-Funktionen (4.60) für
reelle Zeiten.
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In Kapitel 4.4 wurden bereits die Bewegungsgleichungen und die Hilfsmodenentwick-
lung für die Strom-Matrizen Π̂s und Π̂
F
s angegeben, siehe Gln. (4.72a) und (4.72b). Im
Folgenden soll noch die Bewegungsgleichung für die lesser Green-Funktion mit identi-
schen Zeitargumenten hergeleitet werden. Diese Funktion wird für die Berechnung der
Besetzung benötigt.
Die Integraldarstellung von G<s (t, t) ist nach Gl. (4.60a) wie folgt gegeben,
G<s (t, t) =
∫
dt1
∫
dt2G
r
s(t, t1)Σ
<
s (t1, t2)G
a
s(t2, t) . (B.13)
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Für die Besetzung gilt offenbar 〈ns̄(t)〉 = iG<s̄ (t, t). Die Zeitableitung der lesser Green-
Funktion erhält man unter Verwendung der Bewegungsgleichung (4.68) von Grs,
i∂tG
<
s (t, t) =
∫
dt2Σ
<
s (t+, t2)G
a(t2, t) + [εs(t) + Σ
r
s(t)]G
<
s (t, t) + UKs(t, t)
−
∫
dt1G
r
s(t, t1)Σ
<
s (t1, t+)− [εs(t) + Σas(t)]G<s (t, t) + UK†s(t, t) . (B.14)
Hierbei wurde die neue Funktion,
Ks(t, t) ≡
∫
dt1
∫
dt2F
r
s (t, t1)Σ
<
s (t1, t2)G
a
s(t2, t) , (B.15)
K†s(t, t) = −
∫
dt1
∫
dt2G
r
s(t, t1)Σ
<
s (t1, t2)F
a
s (t2, t) , (B.16)
verwendet, die an Stelle eines der Gr/a ein F r/a enthält. Die Funktion F rs (t, t
′) wurde
dabei bereits in Gl. (4.69) definiert. Deren Bewegungsgleichung (4.70) ermöglicht die
Berechnung der Zeitableitung für Ks,
i∂tKs(t, t) = 〈ns̄(t)〉
∫
dt2Σ
<
s (t, t2)G
a
s(t2, t) + [εs(t) + U ]Ks(t, t) + 〈ns̄(t)〉Σrs(t)G<s (t, t)
−
∫
dt1F
r
s (t, t1)Σ
<
s (t1, t)− [εs(t) + Σas(t)]Ks(t, t)− UF<s (t, t) . (B.17)
Der letzte Term ist hierbei eine Abkürzung des folgenden Ausdrucks,
F<s (t, t) ≡
∫
dt1
∫
dt2F
r
s (t, t1)Σ
<
s (t1, t2)F
a
s (t2, t) . (B.18)
Die letzte noch benötigte Bewegungsgleichung ergibt sich wieder mit Hilfe von Gl. (4.70).
Hierdurch erhält man für die Zeitableitung der Funktion F<s ,
i∂tF
<
s (t, t) = 〈ns̄(t)〉
∫
dt2Σ
<
s (t, t2)F
a
s (t2, t) + εs(t)F
<
s (t, t) + 〈ns̄(t)〉Σrs(t)Ks(t, t)
− 〈ns̄(t)〉
∫
dt1F
r
s (t, t1)Σ
<(t1, t+)− εs(t)F<s (t, t)− 〈ns̄(t)〉Σa(t)Ks(t, t) . (B.19)
Offenbar treten in diesem Ausdruck keine neuen Größen mehr auf. Die obigen Bewe-
gungsgleichungen werden durch die Strom-Matrizen Π̂s und Π̂
F
s vervollständigt, welche
durch die Gln. (4.71) definiert sind. Insgesamt ergeben sich mit diesen Definitionen die
folgenden drei Bewegungsgleichungen
i∂tG
<
s (t, t) = [Σ
r
s(t)− Σas(t)]G<s (t, t)− Π̂s(t)− Π̂†s(t) + UKs(t, t) + UK†s(t, t) , (B.20a)
i∂tKs(t, t) =− 〈ns̄(t)〉 Π̂†s(t) + [U − Σas(t)]Ks(t, t) + 〈ns̄(t)〉Σrs(t)G<s (t, t)
− Π̂Fs (t)− UF<s (t, t) , (B.20b)
i∂tF
<
s (t, t) =− 〈ns̄(t)〉
{[
Π̂F (t) + Π̂F †(t)
]
+
[
Σrs(t)K
†
s(t, t) + Σ
a
s(t)Ks(t, t)
]}
. (B.20c)
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Diese müssen simultan mit den Gln. (4.72a) und (4.72b) für die Hilfs-Strom-Matrizen
gelöst werden.
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C. Kumulantenentwicklung und
Korrelationssuperoperatoren
In der Wahrscheinlichkeitstheorie und Statistik werden mit dem Begriff Kumulanten be-
stimmte Kenngrößen von Wahrscheinlichkeitsverteilungen bezeichnet [118], die üblicher-
weise durch die Momente der Verteilung gegeben sind. Im Zusammenhang mit stochasti-
schen Differentialgleichungen erweist sich eine Entwicklung von stochastisch gemittelten
Größen in Kumulanten häufig als vorteilhaft [115,119,120]. Dabei treten typischerweise
die in Abschnitt 5.2 verwendeten partiellen oder geordneten Kumulanten auf, bei denen
die Zeitordnung erhalten bleibt. Es konnte weiterhin gezeigt werden, dass diese Kumu-
lanten auch bei verallgemeinerten Quantenmastergleichungen im Projektionsoperator-
Formalismus auftreten [116,117].
C.1. Partielle Kumulanten
Die partiellen und geordneten Kumulanten können über eine Rekursionsvorschrift defi-
niert werden [115,116]. Für die partiellen Kumulanten gilt
〈L(t) . . .L(τn) . . .L(τ)〉pc =
∑′
(−1)(g−1)PL(t) . . .PPL(τn) . . .PP . . .L(τ)P , (C.1)
wobei die Summe über alle möglichen Partitionierungen läuft und g die Anzahl der Par-
titionierungen pro Term angibt. Die Partitionen sind so zu wählen, dass die Zeitordnung
t ≥ . . . ≥ τn ≥ . . . ≥ τ beibehalten wird. Im Folgenden sei PL(t)P = 0. Der Superope-
rator L wurde bereits in Gl. (5.4) als Vertauscher mit dem Tunnelhamiltonian (5.43)
definiert.
Betrachtet man zunächst den partiellen Kumulanten mit zwei Superoperatoren, so
findet man, dass dieser identisch zu einem Zweipunktkorrelator ist:
〈L(t)L(τ)〉pc = PL(t)L(τ)P . (C.2)
Das Einsetzten der Definition L(t) • = [HSR(t), • ]− in Gl. (C.2) und das Auskommu-
tieren führt auf folgenden Ausdruck
PL(t)L(τ)P = ρR ⊗ [S(t), 〈B(t)B(τ)〉R S(τ) • − • S(τ) 〈B(τ)B(t)〉R]− . (C.3)
Die Indizes an den Operatoren wurden zur besseren Lesbarkeit unterdrückt, können aber
durch die Zeitargumente eindeutig zugeordnet werden.
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Der partielle Kumulant mit vier Superoperatoren lautet nach Gl. (C.1),
〈L(t)L(τ1)L(τ2)L(τ)〉pc = PL(t)L(τ1)L(τ2)L(τ)P−PL(t)L(τ1)PPL(τ2)L(τ)P . (C.4)
Um dieses Ausdruck auszuwerten gilt es also den Vierpunktkorrelator zu berechnen. Das
Einsetzen der entsprechenden Kommutatoren und das Bilden der partiellen Spur führt
nach längerer Rechnung auf folgenden Ausdruck,
PL(t)L(τ1)L(τ2)L(τ)P • = ρR ⊗
[
S(t), S(τ1)F • −F̃ • S(τ1)
]
−
, (C.5)
wobei
F • = 〈B(t)B(τ1)B(τ2)B(τ)〉R S(τ2)S(τ) •
− 〈B(τ)B(t)B(τ1)B(τ2)〉R S(τ2) • S(τ)
− 〈B(τ2)B(t)B(τ1)B(τ)〉R S(τ) • S(τ2)
+ 〈B(τ)B(τ2)B(t)B(τ1)〉R • S(τ)S(τ2) , (C.6a)
F̃ • = 〈B(τ1)B(t)B(τ2)B(τ)〉R S(τ2)S(τ) •
− 〈B(τ)B(τ1)B(t)B(τ2)〉R S(τ2) • S(τ)
− 〈B(τ2)B(τ1)B(t)B(τ)〉R S(τ) • S(τ2)
+ 〈B(τ)B(τ2)B(τ1)B(t)〉R • S(τ)S(τ2) (C.6b)
ist. Für Selbstadjungierte Reservoiroperatoren B, ergibt sich F̃ = F †. Diese Tatsache
ist zum Beispiel für bosonische Reservoirs von Interesse [121].
Da im vorliegenden Fall die Elektronen in den Reservoirs als nichtwechselwirkend
angenommen wurden, können die Vierpunktkorrelatoren in Gl. (C.6) mit Hilfe des Wick-
Theorems weiter ausgewertet werden. Es gilt [155]
〈B(t)B(τ1)B(τ2)B(τ)〉R = 〈B(t)B(τ1)〉R 〈B(τ2)B(τ)〉R − 〈B(t)B(τ2)〉R 〈B(τ1)B(τ)〉R
+ 〈B(t)B(τ)〉R 〈B(τ1)B(τ2)〉R . (C.7)
Die Vierpunktkorrelatoren konnten also auf die Reservoirkorrelationsfunktionen (5.44)
zurückgeführt werden. Verwendet man weiterhin die Korrelationssuperoperatoren (5.45),
so ergibt sich aus Gl. (C.5) und (C.7) der folgende Ausdruck,
PL(t)L(τ1)L(τ2)L(τ)P • = ρR ⊗
[
S(t), C(t, τ1) [S(τ2), C(τ2, τ) • ]−
]
−
+ ρR ⊗
[
S(t), [S(τ1), (A(τ1, τ2)C(t, τ)−A(t, τ2)C(τ1, τ)) • ]+
]
− . (C.8)
Der zweite Term in Gl. (C.4) kann ebenfalls durch Korrelationssuperoperatoren ausge-
drückt werden,
PL(t)L(τ1)PPL(τ2)L(τ)P • = ρR ⊗
[
S(t), C(t, τ1) [S(τ2), C(τ2, τ) • ]−
]
− . (C.9)
Insgesamt ergibt sich somit für den partiellen Kumulanten (C.4) der in Gln. (5.46b) und
(5.47) verwendete Ausdruck
〈L(t)L(τ1)L(τ2)L(τ)〉pc = ρR ⊗
[
S(t), [S(τ1), (A(τ1, τ2)C(t, τ)−A(t, τ2)C(τ1, τ)) • ]+
]
− .
(C.10)
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C.2. Hilfsmodenentwicklung für C(4)
Im Folgenden soll die Hilfsmodenentwicklung (5.59) für den Hilfsdichteoperator Π(4),
sowie die Bewegungsgleichungen (5.60) und (5.61) hergeleitet werden. Die Grundlage
hierfür sind die Entwicklungen der Korrelationssuperoperatoren C(2) und A(2), welche
durch Gln. (5.54) und (5.55) gegeben sind. Der Superoperator C(4) enthält zwei solche
Korrelationssuperoperatoren, die durch die entsprechende Entwicklung ersetzt werden
müssen. Zunächst werden diejenigen Ausdrücke ersetzt, die das Zeitargument t enthal-
ten. Nach Gl. (5.47) ergibt sich
C(4)acdb(t, τ1, τ2, τ) • = A(2)cd (τ1, τ2)
1
2
Γab [Sb(τ), • ]− δ(t− τ)
− 1
2
Γad
[
Sd(τ2), C(2)cb (τ1, τ) •
]
+
δ(t− τ2)
−
∑
p
C(4)acdbp(t, τ1, τ2, τ) • (C.11)
mit
C(4)acdbp(t, τ1, τ2, τ) = A(2)cd (τ1, τ2)C(2)abp(t, τ)−A(2)adp(t, τ2)C(2)cb (τ1, τ) . (C.12)
Dieses Ergebnis kann nun in Gl. (5.49), welche den Hilfsdichteoperator 4. Ordnung de-
finiert, eingesetzt werden. Hierdurch ergibt sich die Hilfsmodenentwicklung (5.59) und
der Hilfs-Hilfsdichteoperator Π
(4)
ap :
Π(4)a (t) =
∑
p
Π(4)ap (t) , (C.13a)
Π(4)ap (t) =−
∑
b,c,d
t∫
t0
dτ
t∫
τ
dτ1
τ1∫
τ
dτ2 US(t)
[
Sc(τ1), C(4)acdbp(t, τ1, τ2, τ)σ(τ)
]
+
. (C.13b)
Mit Hilfe von Gl. (C.13b) lässt sich bereits eine vorläufige Bewegungsgleichung für Π
(4)
ap
berechnen:
i
∂
∂t
Π(4)ap (t) = −i
∑
c
[
Sc,Φ
(4)
acp(t)
]
+
+
[
HS(t),Π
(4)
ap (t)
]
− − χapΠ(4)ap (t) . (C.14)
Das verbleibende Doppelintegral wird durch die Größe
Φ(4)acp(t) =
∑
b,d
t∫
t0
dτ
t∫
τ
dτ2US(t)C(4)acdbp(t, t, τ2, τ)σ(τ) (C.15)
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erfasst. Erneutes Einsetzen der Entwicklung der Korrelationssuperoperatoren (5.54) lie-
fert
C(4)acdbp(t, t, τ2, τ) • =
1
2
Γcd
[
Sd(t), C(2)abp(t, τ) •
]
+
δ(t− τ2)
−A(2)adp(t, τ2)
1
2
Γcb [Sb(τ), • ]− δ(t− τ)
−
∑
q
C(4)acdbpq(t, t, τ2, τ) • . (C.16)
Damit kann die Größe Φ
(4)
acp weiter entwickelt werden. Man findet
Φ(4)acp(t) =
1
4
∑
d
Γcd
[
Sd,Π
(2)
ap (t)
]
+
−
∑
q
Φ(4)acpq(t) (C.17)
und
Φ(4)acpq(t) =
∑
b,d
t∫
t0
dτ
t∫
τ
dτ2 US(t)C(4)acdbpq(t, t, τ2, τ)σ(τ) . (C.18)
Zusammen mit der Bewegungsgleichung (C.14) führt die Entwicklung (C.17) zu der
in Abschnitt 5.3 angegebenen Form (5.60). Weiterhin liefert die Zeitableitung von Gl.
(C.18) direkt die Bewegungsgleichung (5.61).
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D.1. Herleitung der Markovschen
Quantenmastergleichungen
Im Folgenden sollen die beiden Markovschen Quantenmastergleichungen (5.85) und
(5.88) aus Abschnitt 5.5 hergeleitet werden. Hierbei wird der Wide-Band-Limes (WBL)
und der Grenzfall einer sehr großen Source-Drain-Spannung vorausgesetzt. Alternative
Herleitungen findet man in den beiden Referenzen [139,143].
Initialisierungs- und Messphase
Für die Initialisierungs- und Messphase gilt fL(ε) ≡ 1 und fR(ε) ≡ 0. Die Reservoirkor-
relationsfunktionen im WBL sind durch Gl. (5.52) gegeben. Hieraus ergibt sich
C(+−)αmn (t, t
′) = Γ(+)αmnδ(t− t′) = ΓLδα,Lδm,nδm,l δ(t− t′) , (D.1a)
C(−+)αmn (t, t
′) = Γ(−)αmnδ(t− t′) = ΓRδα,Rδm,nδm,r δ(t− t′) (D.1b)
Die Reservoirkorrelationsfunktionen besitzen offenbar die Form (5.38). Die Quanten-
mastergleichung entspricht daher dem Markov-Limes (5.37) mit dem Dissipationsterm
(5.39). Insgesamt ergibt sich die Bewegungsgleichung
i
∂
∂t
σ(t) = [HS, σ(t)]− − i
1
2
[
ΓLcl c
†
l σ(t) + ΓLσ(t) cl c
†
l − 2ΓLc†l σ(t) cl
+ ΓRc
†
r cr σ(t) + ΓRσ(t) c
†
r cr − 2ΓRcr σ(t) c†r
]
. (D.2)
Die Markovsche Quantenmastergleichung (5.85) mit γ = 0 ergibt sich unter Verwendung
der drei Basiszustände |0〉, |L〉 = c†l |0〉 und |R〉 = c†r |0〉. Zustände mit zwei Elektronen im
DQD werden aufgrund der Coulomb-Blockade nicht berücksichtigt. Aus der Normierung
der reduzierten Dichtematrix, Tr Sσ = 1, folgt außerdem 1 = σ00 + σLL + σRR, wodurch
sich σ00 mit Hilfe von σLL und σRR ausdrücken lässt.
Schließlich soll noch der Elektronenstrom berechnet werden. Zunächst ergibt sich mit
Gln. (D.1) für den Hilfsdichteoperator (5.32) der folgende Ausdruck,
Π(2,+)αm (t) =
1
2
∑
n
[
Γ(+)αnm c
†
nσ(t) − Γ(−)αmn σ(t)c†n
]
=
1
2
[
ΓLδα,Lδm,l c
†
mσ(t) − ΓRδα,Rδm,r σ(t)c†m
]
. (D.3)
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Hiermit erhält man nach Gl. (5.66) für der Strom durch die Barriere α das Ergebnis,
Jα(t) = 2e Re
{∑
m
Tr S
[
cmΠ
(2,+)
αm (t)
]}
= e Re
{
ΓLTr S
[
clc
†
lσ(t)
]
δα,L − ΓRTr S
[
crσ(t)c
†
r
]
δα,R
}
. (D.4)
Der zeitaufgelöste Strom durch die rechte Barriere in den DQD ist demnach durch die
Besetzung des rechten Quantendots gegeben,
JR(t) = −e ΓRσRR(t) . (D.5)
Zur besseren Vergleichbarkeit mit dem Experiment wurde in Gl. (5.91) der angegebene
Ausdruck mit entgegengesetztem Vorzeichen verwendet.
Manipulationsphase
In der Manipulationsphase sind fL(ε) ≡ 1 und fR(ε) ≡ 1. Die Reservoirkorrelations-
funktionen können leicht berechnet werden,
C(+−)αmn (t, t
′) = ΓLδα,Lδm,nδm,lδ(t− t′) + ΓRδα,Rδm,nδm,rδ(t− t′) (D.6a)
C(−+)αmn (t, t
′) = 0 . (D.6b)
Diese Ausdrücke führen wieder auf eine Markovsche Quantenmastergleichung, die sich
aus Gl. (5.37) mit dem Dissipationsterm (5.39) ergibt,
i
∂
∂t
σ(t) = [HS, σ(t)]− − i
1
2
[
ΓLcl c
†
l σ(t) + ΓLσ(t) cl c
†
l − 2ΓLc†l σ(t) cl
+ ΓRcr c
†
r σ(t) + ΓRσ(t) cr c
†
r − 2ΓRc†r σ(t) cr
]
. (D.7)
Anschließend können die gleichen Basiszustände wie in der Initialisierungs- und Mess-
phase verwendet werden, um die Markovsche Quantenmastergleichung (5.88) zu erhal-
ten. Der Strom kann ebenfalls analog zu obigem Vorgehen berechnet werden. Der ent-
sprechende Ausdruck lautet
Jα(t) = e Re
{
ΓLTr S
[
clc
†
lσ(t)
]
δα,L + ΓRTr S
[
crc
†
rσ(t)
]
δα,R
}
. (D.8)
Die Spur kann unter Berücksichtigung der angegebenen Basiszustände berechnet werden.
Für den zeitaufgelöste Strom durch die rechte Barriere ergibt sich
JR(t) = e ΓRσ00(t) = e ΓR [1− σLL(t)− σRR(t)] . (D.9)
Dieses Ergebnis wurde in Gl. (5.91) wiederum mit entgegengesetztem Vorzeichen ver-
wendet.
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D.2. Lösung durch Laplace-Transformation
Die Laplace-Transformation einer Funktion f(t) ist durch die (einseitige) Integraltrans-
formation
f̃(s) =
∫ ∞
0
dt e−stf(t) (D.10)
definiert. Das Argument s der Laplace-Transformierten f̃ ist hierbei eine komplexe Zahl.
Die Eigenschaften, sowie die tabellierten Hin- und Rücktransformationen einiger elemen-
tarer Funktionen finden sich in entsprechenden Tabellenwerken [153].
Messphase
Für das Differentialgleichungssystem (5.85) lässt sich im Allgemeinen keine analytische
Lösung angeben. Für die Berechnung der Anzahl der puls-induzierten Elektronen (5.92)
hilft allerdings die Beobachtung, dass nur der aufintegrierte Strom benötigt wird. Dieser
kann, wie gleich gezeigt wird, mit Hilfe einer Laplace-Transformation berechnet wer-
den. Die Transformation (D.10) der Differentialgleichungen (5.85) führt zu folgendem
gewöhnlichen Gleichungssystem,

s+Γ Γ −iTC iTC
0 s+Γ iTC −iTC
−iTC iTC s−iε0+Γ2 0
iTC −iTC 0 s+iε0+Γ2


σ̃LL(s)
σ̃RR(s)
σ̃LR(s)
σ̃RL(s)
 =

σLL(tp)+
Γ
s
σRR(tp)
σLR(tp)
σRL(tp)
 . (D.11)
Dieses kann nach den Komponenten σ̃LL(s), σ̃RR(s), σ̃LR(s) und σ̃RL(s) aufgelöst werden.
An dieser Stelle ist jedoch nur die Komponente σ̃RR(s) von Interesse, weil diese zur
Berechnung der Anzahl der puls-induzierten Elektronen nach Gl. (5.94) benötigt wird.
Der stationäre Wert von σRR für t→∞ kann beispielsweise durch folgenden Grenzwert
berechnet werden,
lim
s→0
s σ̃RR(s) =
4T 2C
12T 2C + Γ
2 + 4ε20
= σRR(∞) . (D.12)
Dieser ist offenbar identisch mit dem für die Initialisierungsphase gefundenen Ausdruck
(5.86). Zur Berechnung der Anzahl der puls-induzierten Elektronen nach Gl. (5.92) wird
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ein weiterer Grenzwert benötigt,
lim
s→0
Γ [σ̃RR(s)− σRR(∞)/s] = 4T
2
C
12T 2C + Γ
2 + 4ε20
σLL(tp) +
4T 2C + Γ
2 + 4ε20
12T 2C + Γ
2 + 4ε20
σRR(tp)
− 4TCε0
12T 2C + Γ
2 + 4ε20
[σLR(tp) + σRL(tp)]
+
2iTCΓ
12T 2C + Γ
2 + 4ε20
[σLR(tp)− σRL(tp)]
− 16T
2
C (2T
2
C + Γ
2)
(12T 2C + Γ
2 + 4ε20)
2 , (D.13)
welcher den aufintegrierten Strom liefert. Der Vergleich mit den stationären Ausdrücken
(5.86) führt auf die in Gl. (5.95) angegebene Form.
Manipulationsphase
Zur Lösung der Differentialgleichungen (5.88) erweist es sich als zweckmäßig zunächst
die folgenden Kombinationen der Matrixelemente von σ zu betrachten,
s(t) ≡ σLL + σRR , (D.14a)
w(t) ≡ σLL − σRR , (D.14b)
u(t) ≡ σLR + σRL , (D.14c)
v(t) ≡ −i (σLR − σRL) . (D.14d)
Deren Zeitableitungen ergeben sich direkt mit Hilfe der Gln. (5.88). Unter der Annahme
ΓL = ΓR = Γ und γL = γR = γ ist die Gleichung für die Gesamtbesetzung s von den
anderen Gleichungen entkoppelt und lautet,
ṡ(t) = −(γ + 2Γ)s(t) + 2Γ . (D.15)
Es ist leicht verifizierbar, dass die Lösung dieser inhomogenen Differentialgleichung durch
den Ausdruck (5.89a) gegeben ist. Für die anderen Komponenten findet man das folgende
Differentialgleichungssystem, ẇ(t)u̇(t)
v̇(t)
 =
 −γ 0 2TC0 −γ −ε1
−2TC ε1 −γ
 w(t)u(t)
v(t)
 . (D.16)
Dieses System kann beispielsweise durch Laplace-Transformation gelöst werden. Die
Transformation (D.10) der obigen Gleichungen liefert ein gewöhnliches Gleichungssys-
tem,  s+γ 0 −2TC0 s+γ ε1
2TC −ε1 s+γ
 w̃(s)ũ(s)
ṽ(s)
 =
 w(0)u(0)
v(0)
 . (D.17)
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Die Lösung {w̃(s), ũ(s), ṽ(s)} lässt sich leicht finden,
w̃(s) =
2TC [ε1u0 + (s+ γ)v0] + [(s+ γ)
2 + ε21]w0
(s+ γ) [(s+ γ)2 + Ω2]
, (D.18)
ũ(s) =
ε1 [−(s+ γ)v0 + 2TCw0] +
[
(s+ γ)2 + 4T 2C
]
u0
(s+ γ) [(s+ γ)2 + Ω2]
, (D.19)
ṽ(s) =
(s+ γ)v0 + ε1u0 − 2TCw0
(s+ γ)2 + Ω2
, (D.20)
wobei die Abkürzungen w0=w(0), u0=u(0), v0=v(0) und Ω
2 = 4TC
2 + ε1
2 verwendet
wurden. Die Struktur der Ausdrücke (D.18) ermöglicht eine Rücktransformation in die
Zeitdomäne. Die entsprechenden Ausdrücke lauten
w(t) =
4T 2C cos(Ωt) + ε
2
1
Ω2
e−γtw0 +
2TCε1 (1− cos(Ωt))
Ω2
e−γtu0 +
2TC sin(Ωt)
Ω
e−γtv0 ,
(D.21)
u(t) =
2TCε1 (1− cos(Ωt))
Ω2
e−γtw0 +
4T 2C + ε
2
1 cos(Ωt)
Ω2
e−γtu0 − ε1 sin(Ωt)
Ω
e−γtv0 ,
(D.22)
v(t) =− 2TC sin(Ωt)
Ω
e−γtw0 +
ε1 sin(Ωt)
Ω
e−γtu0 + cos(Ωt)e
−γtv0 . (D.23)
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