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The Central Limit Theorem for Weighted Empirical 
Processes Indexed by Sets 
KENNETH S. ALEXANDER * 
University of Washington 
Communicuted by P. RPvPx 
Sufhcient conditions are found for the weak convergence of a weighted empirical 
process {(v,(CMP(C))) II~,~,.~,,~: CE%}. indexed by a class %T of sets and 
weighted by a function q of the size of each set. We find those functions q which 
allow weak convergence to a sample-continuous Gaussian process, and, given q, 
determine the fastest rate at which one may allow yn + 0. ( 1987 Academic Press. Inc. 
I. INTRODUCTION 
Let X, , X,,... be i.i.d. random variables with law P taking values in a 
space (S, AZ?‘), and let W c d be a class of sets. The nth empirical measure 
and empirical process are defined by 
P,, :=n- ’ i 6,-,, v,, := n”‘(P,, - P). 
I=1 
We may view v,, as a stochastic process indexed by %, or equivalently as a 
random element of the space I”(V) of all bounded real functions on V, 
endowed with the sup norm II.IIK. The canonical example is given by tak- 
ingV={(-co,x]:.xEEP}; v,, then becomes the nth normalized empirical 
distribution function, so we call this the d.jI case. Recently, considerable 
attention has been focused on more general V. For example, one might 
wish to construct a multivariate Kolmogorov-Smirnov-type statistic using 
the class of all half spaces, or ellipses, or rectangles, all of which have more 
symmetries than the class %’ corresponding to the d.f. case, which singles 
out the “lower left” direction. Beran and Millar (1985) investigates this 
possibility. Set-index processes also arise naturally in partition-based 
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regression [8] and projection pursuit [lo]. For further work on general %‘, 
see Alexander [l, 2,4,6], Dudley [ 131, Gine and Zinn [ 161, LeCam 
[20], Pollard [23], and Vapnik and Cervonenkis [26] for theory, and 
Alexander [3], Huber [lS], and Pollard [23] for some applications. 
In a number of contexts it is important to understand the behavior of v,, 
on small sets. For example, to establish a central limit theorem (CLT) or 
law of the iterated logarithm (LIL) for v, or a related process, it is often 
necessary to prove tightness of some sort for (v, 1. That is, one must show 
Iv,(C) - v,(D)1 is, with high probability, small uniformly over all pairs 
C, DE V for which P(CAD) is small, or, essentially equivalently, that 
Iv,,(C\D)l is small uniformly over all sets C\D for which P( C\D) is small. 
In a second example, Breiman et al. [S] needed to know the minimum size 
of sets which could be used as partition blocks in their partition-based non- 
parametric regression scheme, without having the behavior of r,, on these 
sets be too erratic to guarantee consistency of the procedure. 
One way to analyze and understand the behavior of v,, on small sets is to 
weight the process I’,, at each set C by a function of its size P(C), i.e., to 
consider processes of the form jv,,(C)/q(P(C)): C’E%). Here q is generally 
a non-negative function on [0, 11, increasing near 0 and decreasing near 1, 
with q(O)=q(l)=O, q>O on (0, 1). This weighting is analogous to 
weighting the tails of an empirical d.f. There is of course a vast literature on 
the latter subject, related for example to Anderson-Darling and weighted 
KolmogorovSmirnov statistics. In this paper we are interested in the weak 
convergence of v,/q 0 P to a Gaussian process. Such weak convergence tells 
us (see Theorem 4.2 below) that r,, is not too erratic on small sets, in the 
sense that v,~ will approach 0 in probability at least as fast as q does, as 
P(C) -+ 0 or 1. If % is a Vapnik-Cervonenkis (or “VC”) class (defined 
below), then by a theorem of Dudley [ 131, under some measurability con- 
ditions, v, converges weakly to a mean-0 Gaussian process, denoted G,, 
which is sample-continuous with respect to the metric 
d,(C, D) := P(CAD) 
on %?. G, is determined by the fact that it must have the same covariance 
structure as v,: 
EG,(C)G,(D)=P(CnD)-P(C)P(D). 
The weak limit, if any, of v,/q 0 P is therefore GJq 0 P. In Alexander [Z] 
it was shown that, for nondecreasing q, under some measurability 
assumptions, v,/q 0 P 3 Gp/q 0 P if and only if both 
q2(t)la(t) -+ a as t-+0 (1.1) 
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and 
where 
I 
1 e-&#fr)/I dt 
tcCO for all E > 0, 0 (1.2) 
E, := U{C&? P(C)< t} 
u(t) := P*(E,) v t 
with P* denoting outer measure, and where 
q(t):=inf{q(P(C)): P(C)>t, CEV] 
is the largest nondecreasing function for which 4 0 P = q 0 P on %?. This was 
proved by Cibisov [9] and O’Reilly [21] for the one-dimensional d.f. case. 
Unfortunately, except for trivial q, (1.1) requires that u(t) -+ 0 as t + 0; this 
is not satisfied for a number of choices of %’ and P of interest. For example, 
if %? is the class of all subintervals of the unit interval, then for any P on 
[0, 11, u(t) = 1. The difficulty that arises when u(t) k 0 is illustrated by the 
following example. 
EXAMPLE 1.1. Let V be the class of all subintervals of [0, l] and 
let P be uniform. Suppose q(t) + 0 as t -+ 0. Let C, be the interval 
[X, -E, X, + E]. Then P,(C,) > n-1 and P(C) = 28, so for E 6 1/4n, 
vn(C,MP(C,)) 2 1/2~1’2dp(w + 00 as E + 0. Thus v,,/qo P is unboun- 
ded, hence is not even an element of P(q). In particular, we cannot have 
v,/qoP-GJqoPin F(V). 
The problems thus arise from having too many small sets in %. To cir- 
cumvent this, we may consider “truncated” processes of the form 
v,(C) w,(C) :=- 
q(P(C)) 
hCl2Y”l~ CE+? 
for some sequence yn --t 0. The questions which then arise are these: 
(i) For which q does w, = G,/q 0 P for some choice of (y,)? 
(ii) Given such a q, how slowly must y, + 0 to ensure that the weak 
convergence occurs? 
In this paper we will answer these questions. We will also consider what 
happens when Xi, X2,... are not identically distributed. 
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II. WEAK CONVERGENCE OF THE TRUNCATED PROCESS 
The indexing class % of sets is of course not completely arbitrary; at 
minimum, G, must be sample-continuous on W. Further, we would like our 
results to be valid for all P, since, in applications, we may not know what 
P is. It turns out that a combinatorial condition on $7 characterizes (up to 
measurability considerations) those classes for which v,, * G, regardless of 
what P may be [ 13, 151. This condition is defined as follows. Given the 
class %? of subsets of a set S, and a finite subset E of S, we say % shutters E 
if every D c E is of the form En C for some C E +Z. % is called a Vapnik- 
cervonenkis (or VC) class if for some n 3 1, no n-element subset of S is 
shattered by %. Examples in W’ include any class of polyhedra in which the 
number of sides is bounded. Further, if 9 is a finite-dimensional vector 
space of functions on S, then 
is a VC class. Any subset of a VC class is a VC class, and 
{CAD: C, DE%?}, {C\D: C, De%?), and {CnD: C, DE%} are each VC 
classes if % is one. These and more facts about VC classes may be found in 
Dudley [13, 141. 
The capucity jiinction qf @? (for P) is delined by 
g(t) :=a(t)/t = (P*(E,)/t) v I. 
Heuristically, g may be thought of as the number of disjoint sets of size t  
which will lit in W, since P*(E,) is the total volume available and t  is the 
volume occupied by each set. In Alexander [2,5] it was shown that the 
behavior of v, and G, on small sets is intimately tied to the behavior of 
g(t) as t-+0. 
The class 97 is said to be partly fuf/ (for P and g) if for some /I, q > 0 and 
0~ L <$, for every sufficiently small t  >O these are k 3 qg(t)B sets 
C , ,..., Ck E ?Z with 
P(C;) = t and fYCin (U,+i cj)) d WC;), 
and if, for 
c?(t) := P*(U(CE%?: P(C)= t)), 
one has 
Z(t) 3 b a(t) for all t > 0 for some h>O. (2.1) 
This means that $9 contains a large number of nearly-disjoint sets of any 
WEIGHTED EMPIRICAL PROCESSES 317 
given small size. Note that the number k of sets is always O(g(t)) as t + 0. 
Clearly w  is partly full if V is full (as defined in Alexander [a]) and (2.1) 
holds. 
Remark 2.1. As in Remark 2.2 of Alexander [2], the results in this 
paper remain valid if g is replaced throughout (including in the definition 
of “partly full”) by a nonincreasing function g, 3 g with go(t) < t-’ and 
tg,,(t) increasing; such a g, is necessarily continuous. In particular, g may 
be replaced by the function 
s(t) := y g(s). 
In many natural examples (see, e.g., Examples 2.9 and 2.10 below) we have 
g(t) N cp( t) as t + 0 for some nonincreasing cp; this implies that g(t) N g( t). 
All of this justifies the following: we tacitly assume throughout that g(t) is 
continuous and nonincreasing. If it is not, one should replace g throughout 
with 2. 
As is usual in the study of empirical processes, because we are working 
in the possibly non-separable Banach space f”(%?), and because we take 
suprema over possibly uncountable classes V, we must concern ourselves 
with measurability. We assume first of all that the r.v.‘s Xi are canonically 
formed, that is, the space (Q, g, P) on which the X, are defined is the 
product of (Sz, d”, P”) and a copy ([0, 11, z, 1) of the unit interval 
with Lebesgue measure, where (SW, d”, P”) is a countable product of 
copies of (S, d, P) and Xi is the ith coordinate function. 
Second, we must say exactly what we mean by weak convergence. Let Z, 
and Z be I”(‘+?)-valued functions on (Q, g, P), with Z taking values a.s. in 
a separable subspace H of 1”(V). Following Dudley [ 111 and Hoffman- 
Jorgensen [ 171, we say Z, converges weakly to Z (Z, *Z) if 
j* dz,) dP + f cp(Z) dP f or all bounded continuous real functions cp on 
I”(‘#), where j* denotes the upper integral, S*fdP = inf{SgdP: gaf, g 
measurable}. For most of our applications, H will be the space of all boun- 
ded, uniformly d,-continuous functions on V. 
Finally, we need some technical measurability assumptions in order to 
apply certain inequalities. We say V is sufficiently measurable (for P) if 
Gf,:= {CEE P(C)<t} 
and 
%; := {c\D: C, DEW, P(C\D)< t} 
are each deviation-measurable (as defined in [ 11) for all t > 0. 
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Remark 2.2. By the reasoning in Alexander [6 J (see especially 
Corollary 2.7 there), in order to show that weak convergence holds on %‘, it 
suffices to show it holds on both { CE %‘: P(C) d $1 and {C’: CE V’, 
P(C) > t}, with, in the second case, q(P(C)) replaced with q(P(C”)). 
Therefore without loss of generality we could assume P(C) d 4 for all C E v’. 
Alternatively, we can allow P to take on all values in [IO, l] but need only 
consider those functions q which are 0 only at 0, not also at 1. We will take 
the latter course. 
Define 
Lx := log(max(.u, e)), 
Q:={~EC[O, l]:q>O,qr,q(t)/t\}, 
and 
Q’ := (qEQ: q(t)/t”2\ }. 
Our first clue about which functions q will allow weak convergence 
comes about as follows. By Proposition 3.3 of Alexander [6], in order that 
G,/q o P even be d, - sample-continuous, it is necessary that 
G,(C)Iq(P(C)) + 0 a.s. as P(C) -+ 0. (2.2 1 
By the proof of Theorem 1.2 of Alexander [S], if % is partly full, then 
defining 
$(t) := (2t(Lg(t)+ LLt-‘))‘!2, 
we have 
limsupsup{]G,(C)I/$(P(C)): CE~, P(C)<t}>O a.s. 
t-0 
Therefore to obtain (2.2) should require that 
4(t)/+(t) -+ cc as t +O. 
In fact we have the following. 
PROPOSITION 2.3. Let V be a partly full VC class, let q E Q’ and suppose 
GJq 0 P is d,-sample-continuous on W. Then 
q(t)/+(t)-+ 00 as t-+0. 
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Proofs of this and our other results are deferred to Section 4. 
Defining 
and using the notation 
to mean c, = o(b,), we can now state our main result. 
THEOREM 2.4. Let $9 be a sufficiently measurable VC class and q E Q. Let 
y,, > 0 with y,, + 0 and define the truncated processes w, as above. Zf 
dt)Mt) + co as t+O (2.3) 
inf q(t) 9 n - ‘j2, (2.4) I> l'" 
then w,, =S Gr/q 0 P, and the latter is d,-sample-continuous. 
Conversely if %? is partly full, q E Q’, and q’(t)/a(t) is bounded, then (2.3) 
and (2.4) are necessary conditions for w, to converge weakly to a dr-sample- 
continuous Gaussian process. 
If q E Q and Gr/q 0 P is d,-sample-continuous, then clearly, except for the 
trivial case where P is bounded away from 0 on V, we must have q boun- 
ded away from 0 on (E, l] for all E > 0. By considering a.s.-convergent ver- 
sions v,, -+ Gp, we therefore see that whenever the limit process even exists, 
there is some yn +O for which the weak convergence occurs. In fact, 
Y,~ 3 n-’ Ln will always suffice, by Corollary 2.5 below. Thus when the 
non-truncated process v,/qo P fails to converge weakly even though the 
limit process is well behaved, it is always because of bad behavior of 
v,/q 0 P on quite small sets. 
If q2(t)/a(t) -+ cc as t -+ 0, then weak convergence can occur even with 
~~-0 and ~(0 + )=0 (cf. (1.1) and (1.2)), so (2.4) is not a necessary 
condition without the assumption that q2(t)/a(t) is bounded. 
Let rz be the solution y of 
Y 1 -- 
L&) -ii’ 
Then n-’ d v,* d 2n-’ Ln, since 1 < Lg(y) d Ly-‘. These constants play an 
important role in several aspects of the asymptotic behavior of v,-see 
683/22/2-10 
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Theorems 4.4, 5.1, and 5.2 of Alexander [2]. If yn 2 EY,* for all n for some 
E>O and (2.3) holds, then for any sequence t,, + 0 with t,>,y,, 
q( t,) % (t,/Lg( t,))“’ > E(y,*/Lg(y,*))“2 3 En “* 
so (2.4) holds. Thus we obtain the following. 
COROLLARY 2.5. Let %? he a sufficiently measurable VC class and q E Q. 
?f- 
dtW(t) -+ 0-J as t-+0 
and 
then w, =- G Jq 0 P. 
When the capacity function g(t) is unknown, useful results can still be 
obtained by using its upper bound t- ’ throughout (see Remark 2.1). 
Theorem 2.4 then leads directly to the following. 
COROLLARY 2.6. Let V be a sufficiently measurable VC class and q E Q. 
If 
q(t)/(tLtt’)“‘-+ 00 as t -0 (2.5) 
and 
(2.6) 
then w, * G,/q 0 P. 
Conversely ifa( 1, qEQ’, and %? is partly full (for P andf(t) := tt’) 
then (2.5) and (2.6) are necessary for w, =- Gr/qo P. 
Remark 2.7. If q(t) = tB for some 0 < /3 < 4 then (2.6) becomes 
yn & n - Li2B. (2.7) 
If q(t)= t”*(Lt-‘)“*+x for some c( > 0, then (2.6) becomes 
yn$-nn-1(Ln)‘p2”(LLn))2. (2.8) 
An alternative to Corollary 2.6 is the following. The proof is in Section 4. 
COROLLARY 2.8. Let %Y be a sufficiently measurable VC class and q E Q. 
If 
q(t)/(tLt-‘)l’2+ cc as t-+0 (2.9) 
and either 
or 
then w, - G,/q o P. 
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n-l Ln= O(y,) (2.10) 
n-1’2 Ln = O(q(y,)), (2.11) 
For the following example, the calculation of the capacity function g and 
the verification that V is partly full may be found in Alexander [2]. 
EXAMPLE 2.9. Consider the d.f. case: let V = { [0, x]: XE [0, i]“} and 
let P be uniform. Then g(t) N cd(Lt-l)d-l as t --, 0 for some constant cd, 
and V is full. Let q E Q’. In dimension d = 1, where a(t) = t, (2.3) is 
equivalent to (1.2) and implies (Ll), so here y,, ~0 works. For d> 1, (2.3) 
says q(t)/(tLLt-‘)‘I’ + co, while if we write q(t) = cp(t)(tLLt-‘)‘I2 for some 
cp with cp( t) -+ cc as t + 0, then (2.4) becomes 
inf (t/LLt-‘)‘I2 cp(t) Lq$t) $ n-‘12. 
1 a Yn 
Thus for example if q(t) = t1’2(LLt -I)’ for some c1> 5, then weak con- 
vergence occurs if and only if y,>>n-1(LLn)2-2”(LLLn)-2. 
EXAMPLE 2.10. Let W be the class of all subrectangles of [O, l]“, and let 
P be uniform. Then g(t) = t - ’ and %? is clearly partly full. Suppose q E Q’ 
with q(t)/(tLt - ‘)‘I2 + co as t --+ 0. By Corollary 2.6, w, * G,/q 0 P if and 
only if (2.6) holds. In particular, by Remark 2.7, for q(t) = tS (0 <b < a) 
(2.7) is necessary and sufficient, while for q(t) = t I”( Lt ~ ‘)‘I* + ’ (a > 0), 
(2.8) is necessary and sufficient. 
Remark 2.11. In applications, where P may be unknown, one may not 
know which sets satisfy P(C) > y,, and which ones must be truncated out. It 
is therefore desirable to be able to deal with processes of the form 
V”(C) 
w:(c) := q(p,(c)) 1 CP”CC)>Y”l . 
If y, 9 y,*, then Theorem 5.1 of Alexander [2] tells us that 
sup{l~-l[:C~~,P(C)ar,/2~-0 inprobability. (2.12) 
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Using this we will show that the hypotheses in Theorem 2.4 also guarantee 
that wi * G,/q 0 P, provided yn $ yf ; see Remark 4.7 below. 
III. THE NON-IDENTICALLY DISTRIBUTED CASE 
Suppose that each random variable Xi has a possibly distinct law PciJ. 
Define 
- 
P,,, := n -’ 1 P(i,, 
i<fl 
v, := n”2(P, - P,,,,), 
of(C) := var(v,(C)) = n-l C P,,,(C)( 1 - P(,,(C)). 
i<n 
Here it makes sense for the weighting of v, at C to depend on o:(C), so we 
will consider processes of the form 
v,(C) 
w:(c) := q(aLJC)) 1[&32~,, . 
Note that in the i.i.d. case, a:(C) = P( C)( 1 - P(C)) - P(C) as P(C) -+ 0. 
Here any analog of the capacity function will be dependent upon n, so a 
result like Theorem 2.4 is impossible. Therefore it is Corollaries 2.6 and 2.8, 
which do not involve the capacity function, that we seek to extend to the 
non-i.i.d. case. 
Define the covariance 
P,(C, D) := covtv,tC), v,(D)) 
Let p be another covariance function on %? x %?, and let d, be the associated 
metric on %?: 
Finally, set 
d,W, D) := AC, C) - 2p(C, D) + ~(0 D). 
a2(C) := p(C, C). 
We say V is adequately measurable if (C E ??: a:(C) G t} is n-deviation- 
measurable (as defined in [ 11) for all t > 0 and n > 1. 
THEOREM 3.1. Let % be an adequately measurable VC class. Then v, con- 
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verges weakly to a Gaussian process G,, sample-continuous for the metric de 
and with covariance p, if and only if 
P"+P uniformly on Y? x V. 
Zf also q E Q and (2.5) and (2.6) hold, then wl* G,/q 0 oz. 
This leads to the following analog of Corollary 2.8. 
(3.1) 
COROLLARY 3.2. Let ‘S and q be as in Theorem 3.1 and suppose (3.1) 
holds. If 
q(t)/(tLt-‘)I’* + co as t+O 
and either 
n-‘Ln = O(y,) 
or 
n-“‘Ln = O(q(y,)) 
then wi =S GJq 0 oz. 
IV. PROOFS FOR THE 1.1.~. CASE 
The following is a version of a result of Hoffman-Jorgensen [ 171, adap- 
ted to our situation. The analogous result in separable Banach spaces 
(which l”(W), in general, is not) is well known. Under additional 
measurability assumptions, a related theorem was proved by Dudley [13]. 
THEOREM 4.1. Let {Z, } be a sequence of random elements of l”(U), 
with Z,(C) measurable jcor each C E V. Let d be a metric on %? for which 
WY 4 is totally bounded. (4.1) 
Then Z, converges weakly to a d-sample-continuous Gaussian process Z if 
and only if 
the finite-dimensional distributions of Z, converge IO those of Z (4.2) 
and 
lim lim sup P*[sup 
or-0 n t L&(C) - Z,(D)l :C,DE%?,d(C,D)<cr}>e]=O 
for all E >O. (4.3) 
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From this we obtain the following. 
THEOREM 4.2. Let 9? be a sufficiently measurable VC class and q E Q, 
and let y, + 0. Then w, =E- G,/q 0 P, and the latter is d,-sample-continuous, ij 
and only if 
limlim~u~~*C~up{Iv,(C)l/q(P(C)):C~~,~,dP(C)~~}>~]=o x-0 n 
for all E > 0. (4.4) 
Proof Suppose first that (4.4) holds. It then suffices to establish 
(4.1)-(4.3), for d= d,. But y, -+ 0 guarantees (4.2), and (4.1) follows from 
Lemma 7.13 of Dudley [ 131. 
Let us consider (4.3). For any 0 < 6 < ~‘2, 
sup{ Iw,(C)-w,(D)I: C, DEW, d,(C D)<J} 
Q2 s~P{I~*~~~l/g~~~~~~:c~~, Y,6P(C)eg 
+ SUP 
v,(C) v,(D) --- q(p(C~~ q(p(D~~ : C, D E g, P(C) > 42, 
P(D) > ~12, P( CAD) < 6 
1 
:= (I) + (II). (4.5) 
Now fix a. Since l/go P is bounded and uniformly d,-continuous on 
(Cc V: P(C) > a/2}, we can define 
i 
1 
R:=sup qo):C~V,P(C)>w./2 
h, :=sup 
1 1 
qo)-qo) : C, DE%, PtC)>a/2, 
P(D) > a/2, P( CAD) < 6 
and have hs + 0 as 6 + 0. Further, since 
we have 
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(WG2R llv”ll~pb+h6 llv”llw (4.6) 
But by Theorem 2.8 of Alexander [ 11, (Iv, /IV is bounded in probability and 
lim limsupP*[(Iv,(I,;>&]=O for all E > 0. 
6-O n 
Since (I) is handled by (4.4), this, with (4.5) and (4.6) establishes (4.3), 
and thereby the weak convergence of W, to G,/qo P. 
Conversely if W, 3 Gp/q 0 P and the latter is d,-sample-continuous, then 
(2.2) holds, from which it is clear that (4.4) must hold. 1 
The main result we will call upon to establish (4.4) is the following ver- 
sion of an inequality from Alexander [2]. First let us define z(t) := q(t)/t 
and set the convention that for monotone functionsSon [0, 11, 
f-‘(t) := 
i 
SUP{SE [O, ll:S(s)< t} if fr 
inf{sE [0, I]:f(s) d t} if f\. 
THEOREM 4.3. Let %? be a sufficiently measurable VC class, and let 
qEQ,n>,l, O<y<ct, andp,E>O. Define 
r := [(a-‘(p/n) A z-‘(2n”*/&)) v y] A a 
s := z-‘(2n”*/&). 
There exists a constant K = K(S) such that if 
q*(t)/tLg(t)a KE-* for all r v s < t < a, 
n”* q(t) 2 KE-’ L(na(t)) forall r v s<t<sr, 
n”*q(r)> Kc-‘, 
and 
(4.7) 
(4.8) 
(4.9) 
(4.10) 
n”* q(t) L(&q(t)/n”‘t) > KE-’ L(na(t)) forall tE[r,s)n [r,a] (4.11) 
then 
dp+36 I 
OL t-’ exp( -E2q2(t)/512t) dt 
0 
+ 68 exp( -&q(r) n”*/256). (4.12) 
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Before putting this theorem to work, let us get the following short proof 
out of the way. 
Proof of Proposition 2.3. Since %’ is partly full, {P(C): C E W} includes 
[0, S] for some 6 > 0. Therefore by Proposition 5.3 of Alexander [6] 
5 
1 
e-E42wdt< m  for all E > 0. 
0 t 
Using the fact that q(t)/t”2 is nonincreasing, it is easily shown that this 
implies 
q(t)/(fLLt--y + co as t +O. (4.13) 
Suppose the exist t, + 0 and M c: 00 such that 
dt,) d w?&(t,))“* for all n. (4.14) 
Then by (4.13), 
LLt,’ = o(Lg(t,)). (4.15) 
Further, we may assume n = O(Lt;‘). Since % is partly full, it then follows 
from the proof of the last statement in Theorem 1.2 of Alexander [S] that 
lim inf sup{ GP( C)/+( P( C)): C E V, P(C) = t,} > 0 a.s. 
n 
By (2.2), this implies 
4(tJlv4tn) + DJ as t + 0. 
But this contradicts (4.14) and (4.15). Therefore (4.14) cannot occur, i.e., 
dtYwgw2 --) co; with (4.13) this proves the proposition. 1 
In our remaining proofs we will make statements which, though we will 
not explicitly say so each time, should be interpreted as being valid for all 
sufficiently large n. 
LEMMA 4.4. Suppose q E Q, yn > 0 with y,, + 0, and 
inf u(t) g n-1’2. 
1 P Yn 
Letp>Oandr n := y,, v a-‘(p/n). Then 
n’/*q(r,) -+ 00. 
(4.16) 
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ProoJ By (4.16), there exist B,, + co such that ~(r,,)%>Bnn-1’2. If 
q2(r,)/a(r, + ) > flf then 
n q2(rJ 2~ q2(rnY4rn + ) >PEI. 
If on the other hand q2(r,)/a(r, + ) <fit, then 
(4.17) 
4(rJ n ~ 1’2/?n < q(r,) = - 
.WJ L ( 
4(rJ 
(rnLg(rJP2 1 
+$$ L (Bn (;;;;.‘;;,2) 
d drJ(l + LB,) 
so n1j2 q(r,) > /I,/( 1 + L/I?,). Together with (4.17) this proves the lemma. [ 
The next lemma relates (2.4) to (4.11). 
LEMMA 4.5. Suppose qE Q and y,>O with y, +O. Let E >O, p>O, 
rn := yn v a-‘(p/n), and s, := z-‘(2n”2/c). Suppose 
dt)M(t) + co as t-+0. (4.18) 
then 
inf q(t) $ n-li2 
12 Yn 
(4.19) 
4(t) inf n”2q(t) L n L(na(t)) + co. 
‘n s I < s, ( )i 
Conversely if 
cl(t) 
inf n112q(t) L n1/2t 
( )I 
Lg(t)+ co 
ynQl<s” 
then (4.19) holds. 
(4.20) 
(4.21) 
ProojI Suppose first that (4.19) holds. Since L(na(t)) G L(nt) + Lg(t), to 
establish (4.20) it sufIices to show that for every sequence (t,) with 
rn<tn<S,, 
n112q(t,) L(q(t,)/n’12t,) % L(nt,) (4.22) 
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and 
n”2dt”) J%id~,w’2L) b Lg(t,). (4.23) 
To prove (4.22) we merely observe that by (4.18) and Lemma 4.4, 
n1’2q(t,) % max((nt,)‘j2, 1) 3 L(nt,). 
To prove (4.23), we have from (4.19) that 
SO 
4(4l) 
kJgkJ)“2 L ( 
4(fJ 
(tn k(bz)) 
,,2) $, (L$?J)“2 
Therefore by (4.18 ), 
from which (4.23) is immediate. 
Conversely suppose (4.19) is false, i.e., there exist nk -+ co, s,~ > t, 2 ynar 
and 1 < A4 < cc for which 
dfk) L 
( 
dfk) 
Ldtk) 1 
<Mn-‘12 
(~kLg(tk)P2 ’ k 
Let us assume nk = k; the proof for the general case is virtually identical. 
Then 
4(&J 
wg(~nw2 L 
q(tn) 
wg(~n)P2 
(4.24) 
By (4.18) the left side of (4.24) approaches infinity, while the right side is 
bounded above by M q(t,)/n1’2t,; this shows q(t,)/n1’2t, + co, so t, = o(s,). 
Now for positive numbers x, y, 
XLX < y - x < 2ylLy ==s xL(xy) < XLX + xLy < 3y. 
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Applying this to (4.24) gives 
which shows (4.21) is false. 1 
Remark4.6. The proof of Lemma 4.5 shows that if (4.19) is false, then 
the sequence of values of n and t ( (nk) and (t,,), say) on which the left side 
of (4.21) stays bounded may be taken to satisfy tnk = o(s,,). 
Proof of Theorem 2.4. Suppose first that (2.3) and (2.4) hold. We need 
to verify (4.4), using Theorem 4.3. Fix p, E, and c(, all positive, and for each 
n > 1 let r,, and s, be the corresponding quantities r and s in (4.7), with 
Y=Y,. By (2.3), nq(nP1)B2n1’2/c, so ~-~(2n~‘*/~)~ppln>a-~(p/n); it 
follows that 
rn = Yn v a-‘tpln) and s,gn-‘. 
Now (4.8), for sufficiently small a, follows from (2.3). Let K be the con- 
stant in (4.9); if a is sufficiently small then for all s, < t 6 a, since n s, + co 
and z( t ) d 2n “*/E, 
Kc’ L(na(t)) < Kc-’ L(nt)+ K&c’ Lg(t) 
< (nt)“* + .sq*(t)/4t 
< nl’* q(t), 
i.e., (4.9) holds; (4.10) follows from Lemma 4.4 and (4.11) follows from 
Lemma 4.5. Therefore by (4.12), 
<p+36 I OL t-’ exp( -2LLtc’) dt 0 
+ 68 exp( - cq(r,,) n”*/256). 
Since p is arbitrary, (4.4) now follows using Lemma 4.4. 
To prove the converse, observe first that necessity of (2.3) follows from 
Proposition 2.3. Suppose then that (2.4) is false. We will show (4.4) then 
fails. There are two possibilities to be considered separately. 
Case 1. n”*q(y,) + co. By considering only a subsequence if necessary, 
we may assume 
n”*q(y,) < M< co for all n 2 1. (4.25) 
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Let R be such that 
q(t) < Ra(t)“* for all t > 0. 
Fix 0 <p < (M*/R’) A 4, and set u, := u - ‘(p/n). If u, > 0, then 
4(U”) = dun -)<Ra(u, -)<Rp1/2n~1’2$Mn-“2. Therefore, setting 
/?,, :=u, v y,,, we have by (4.25) 
n”*q(&) < A4 
To avoid complications that would 
with q(v,) < 2q(/?,). Then by (4.26), 
d’*q(v,) d 2M and 
By Proposition 2.3, q(t)/t”* + co as 
forall n>l. (4.26) 
result if a(P,) <p/n, we select 0, > fin 
a(v,) >p/n for all n > 1. (4.27) 
t + 0, so (4.27) implies v, = o(n-I). 
It follows that if P,(C) > 0 for some C’E %’ with P(C) = v,, then 
v,(C) n”*(n~’ -II,), 1 1 
imE2 dvn) / 2n1/*q(vn) ‘4M’ 
Since %? is partly full, we can find b > 0 such that G(t) > b u(t) for all t > 0; 
then we obtain 
~*[sup{lv,(c)l/q(P(c)): CEV, r,<P(C)<a} 3 1/4Ml 
>P*[P,(c)>o for some C E V, P(C) = v,] 
= 1 - (1 - ii(&))” 
3 1 _ e-““‘““’ 
>l-e-bp 
for each E > 0, which shows (4.4) is false, so we cannot have w, * GJq 0 P, 
with the latter d,-sample-continuous. 
Case 2. 
n’/* q(yn) + 03. (4.28) 
Fix E > 0 and let s, :=z-‘(2n”*/c). By Lemma 4.5 and Remark 4.6 there 
exist nk -+ co, M < co, and tne 2 yn,, with tnk = o(s,,), such that 
nY* 4(tn,) L 
( > 
q(tlJ 
ny’ t 
G M Lg(tn,). 
w 
(4.29) 
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Let us assume nk = k; this does not change the substance of our argument. 
Because V is partly full, there exist 0 < Iz < 4, 0 < /I < 1, 0 < q < a, and a class 
‘& t V for each n 2 1 such that qg(t,)8 < l%,,[ < qg(t,)O + 1 and, writing %?” 
as {Cl ,..., C,}, 
P( CJ = 1” and P(Cin(iiC,))<AP(C,) foralli. (4.30) 
We would like to show that 
P* 
[ 
supv”o,i +0 
g!l q(P(C)) Bf 1 as n-co, 
as this would contradict (4.4). 
Now fix n 2 1; (4.30) says the sets Cj are nearly disjoint; we wish to 
replace them with some that are truly disjoint. Therefore define 
so Ci = Gi u Di as a disjoint union, and the sets Dj are disjoint. Set 
~2~ := {D1,..., Dk} 
H := u D, 
i<k 
y := (32M)-@I”* q(t,Jt, + d’(H) 
and define events 
A := sup v,(C) > (M-l fiq(fn) 
V” I 
A’ := sup v,(D) > (4M)-’ /?q(tn) 
g” 1 
Bj := Cv,(G,) 2 -(8M)-’ Bq(t,)l 
U := [v,(H) < (32M)-’ flq(t,Jt,,] = [nP,(H) <yl. 
Define the r.v. t on A’ to be the least i> 1 such that v,(DJ > (4M)-‘/?q(r,). 
We would like to compare P(A) to P(A’). 
Observe that each Di c H while G, n H = 0. It follows that B, is 
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conditionally independent of A’ and r given nP,(H). Further, A’, Bi, and 
[r = i] imply A. Therefore 
P[AIA’, U,t=i] 
>P[B,IA’, U,z=i] 
= 1 P[B,InP,(H)= I] P[nP,(H)=ZIA’, U,z=i] 
(4.31) 
I<.” 
ynn P[B,InP,(H)=rJ. 
To evaluate this last probability, note that, given LIP,(H) = Z, nP,(G,) has a 
binomial distribution with parameters N = n - I and p = P( G,)/P(H’). Since 
the median of a binomial distribution is within one of the mean [25, 191, 
we have 
P[nP,(G,) > Np - 1 (nP,(H) = I] 2 4. (4.32) 
Also 
P(H) < IKz I t, < (w(t”)p + 1) t, < rj + t, < 4. (4.33) 
But for I < y, 
nP(Gi) - (n - 1) P(G,)/P(H’) = n”2v,(H) P(G,)/P(H“) 
< (16M)-’ /?n”’ q(tn) 
<(8M)-‘/?n”*q(t,)-l 
by (4.33) and (4.28), i.e., 
nP(G,)-(8M)-‘/h”*q(t,)<Np- 1. 
Combining this with (4.31) and (4.32) shows 
P(AIA’, U,z=i)a$ 
so that 
2P(A) 2 1 2P(A, U, z = i) 
i<k 
2 1 P(A’, U,z=i) 
i4k 
3 P( A’) - I=( UC). 
(4.34) 
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Now let us consider P(X). Because the Di are disjoint, we have 
P[V,(Di) G (4M)-’ bq(tn) I vtz(Dj) G (4W-’ Pq(‘n) for all j< i] 
d PCVn(Di) G (4M)-’ Bq(tn)l. 
Setting 
pn := ,mE$ pCv,(D) > (4M)-’ MCJl~ n 
it follows that 
P(K) > 1 - (1 -pJ’%g”’ > 1 - e--pn’Q=‘. (4.35) 
Since t, = o(s,), we have 
q(4Jn”*t, + 03, 
while P(Di) 2 (1 - 1) P(C,) = (1 - 1) t, for Di E g,,‘,, so that by Lemma 7.4 
of Alexander [2], 
pn > exp( - (2M))’ j?q(tJ n”* h(M-’ fiq(tJ/n”*( 1 - 1) t,)) 
>exp(-M-’ 8q(tn)n”* L(q(t,)/n”* t,)), 
where 
h(x):=(l+x-‘)log(l+x)-l-Lx as x-+00. 
Therefore by (4.29) 
PJKI ~rlg(t,)8exp(-PLg(t,))~?/e 
so that by (4.35), 
P(A’) 2 1 - eFV”. (4.36) 
Since q(t,Jtn + co, we have P( Vc) -+ 0 as n + cc; thus (4.34) and (4.36) 
show (4.4) is false, so that Theorem 4.2 completes the proof. a 
Proof of Corollary 2.8. Under (2.10), this result is immediate from 
Corollary 2.5, since r,* <2n-’ Ln. So let us assume (2.9) and (2.11) and 
prove (2.4). It s&ices to show that for every sequence (t,) with t,>y,,, 
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We may assume t, -+O. By considering two subsequences separately if 
necessary, we may assume either t, > n-* for all n or t, < K* for all n. 
If t,,>n-*, then by (2.11) and (2.9), 
for some E >O. If t,<n-*, then 
1 
>-eLn-+ co. 
4 
(2.4) now follows, so Theorem 2.4 can be applied. m 
Remark 4.7. Suppose y,%>yX and let wk be as in Remark 2.11, with 
q E Q. Define 
Then under (2.3), G’, =z- G,/q 0 P by Corollary 2.5. Further, 
+ v, 1CP~~)~Y.l2.P”(~,<Y”l 
q”p ‘6 
:= (I), + (II), + (III),. 
Since q E Q, (2.12) shows that 
li(s-1) I,,,.,,,,,,~~w-O inprobability 
while i?, =z- Gp/q 0 P ensures that 
II v, lCPC.,bYnlZl q”p I/ is bounded in probability, v? 
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so that (I), + 0 in probability. Again by (2.12), with probability 
approaching one, 
(III), < -!L 1 
II 
qop CY”P~PCJ~2Y”l 
II w 
and the latter is o,,( 1) by Theorem 4.2; it follows that (III), + 0 in 
probability. Further, 
and convergence of the latter to 0 follows readily from an application of 
Theorem 4.3, with the q there replaced by the constant function n”*y,/2. 
(This q does not satisfy q(0) = 0, of course, but that part of the condition 
q E Q is not actually a necessary hypothesis for Theorem 4.3.) Therefore 
11~; - G,,(Ju + 0 in probability, so W: * Gp/q 0 P. Thus for yn 9 rf, the first 
half of Theorem 2.4 is valid for wk. 1 
V. PROOFS IN THE NON-1.1.~. CASE 
In place of Theorem 4.3, for our non-i.i.d. results we will use the 
following, which comes from Alexander [4]. 
THEOREM 5.1. Let (if? be an adequately measurable VC class, and let 
q E Q, n > 1, 0 < y < tl, and E > 0. There exists a constant K = K(V) such that 
if; for all t E [y, a], either (i) 
q2(t)/tLt-’ 2 K&x2 (5.1) 
and 
n”*q(t) >, KLn (5.2) 
or (ii) 
and 
683,22/?-II 
q2(t)/t 2 K&-2 L(n/t) 
n”*q(t) L(&q(t)/n’/2t) 2 KE-’ L(n/t), 
(5.3) 
(5.4) 
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[Ip*[Iv,(C)l/q(~~(C))>&forsomeCE~wwithy~o~(C)dcc] 
< 18 exp( -uzl” q(y)/8) 
+321; t-l exp( - E2q2( t)/16t) dt. 
Proof of Theorem 3.1. To establish that v, + G, we use Theorem 4.1, 
with d = d, and 2, = v, ; (4.1) follows from Lemma 7.13 of Dudley [ 133 
and the fact that, by (3.1), 
d,(C, D) Q 2d,“(C, D) < 2P,,,(CdD) 
for all C, D E V; (4.2) also follows from (3.1). 
To prove (4.3), note that if d,(C, D) < ~1, then 
4(C\D) G 4(C\D) + fm\C) 
= E(v,(C\D) - v,(D\CH2 + 2EV,(C\D) v,(D\C) 
= E(v,(C) - v,(D))~ -2-l 1 PdC\D) P#\C) 
isn 
so that 
[FD*[sup{lv,(C)-v,(D)I:C,DE’Z,~~(C,D)<+E] 
f P*[sup{ Jv,(C\D)I: C, DE%?, a;(C\D)<2a} >&/2-j; 
(4.3), and therefore weak convergence of v, to G,, now follow from 
Theorem 2.8 of Alexander [ 11. 
To prove the necessity of (3.1), suppose v, =z= G,, with the latter d,- 
sample-continuous. This sample continuity implies that (%?, dp) is totally 
bounded [ 121. Therefore for each c1> 0 there is a finite class %(a) c %? such 
that for each CE % there is a set C” E V(a) with d,(C, C’) < 01. It is easily 
checked that for any sets C, D, E, F, 
IdC, D) - ,o(E, F)I < d,(C, E) + d,(D, F). (5.5) 
(This applies to any covariance function bounded above by $.) 
Suppose (3.1) is false; then there exist q > 0 and sequences (C,) and (D,) 
of sets in 9? for which 
l~n(Cm Dn) - AC,, DA > rl 
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for some subsequence of positive integers n, which we may assume is the 
full sequence. Fix a < ~14. Then pn + p on U(a) x %‘(a) by finite-dimensional 
convergence, so using (5.5), 
rl< lP”(C,, Da)- P”(C$ qgl 
+ IP,(G Q3 - p(Ct, D:)l 
+ IP(G R3 - P(C,, D,)l 
G d&n, C:) + dJD,, D:) +- 1/4 
+d,(G Cm) + d,(D;, D,) 
G d&n, C;) + &(D,,, DE) + 3~14. 
We thereby obtain sequences (E,), (F,) in V for which d,(E,, F,,) < tl but 
d,“(E,,,F,,)>q/8. (Take either E,=C,, F,,=c or E,,=D,,F,,=D;.) By 
Theorem 5.2.2 of Stout [24], there exists 6 = 6(r]) > 0 and E = E(V) > 0 such 
that d,,( E, F) > q/8 implies P[ Iv,(E) - v,(F)1 > E] 2 6. Therefore 
limsup P*[sup{Iv,(E)-v,(F)I: E, FE%?, d,(E, F)<a} >&I>6 
” 
for all a > 0, contradicting the appropriate version of (4.3). 
Now suppose (2.5) and (2.6) hold. By (3.1) we have 4°C: +qoa* 
uniformly, so finite-dimensional convergence of wi to G,/q 0 a2 follows from 
that of v, to G,. The reasoning in the proof of Theorem 4.2 then shows it is 
enough to establish that 
lim lim sup P*[sup{ Iv,(C)l/q(ai(C)): CE%?, y,<af(C) < a} >E] =0 
m-0 n 
(5.6) 
for all E > 0. 
For that we use Theorem 5.1. Fix E > 0. Consider first t 2 n -‘La If tl is 
sufficiently small, then (5.1) follows from (2.5); (2.5) also shows that 
n”2q(n-’ Ln)%-rP(n-‘(Ln)2)‘/2 =Ln 
which proves (5.2). Next, to handle t <n-l Ln, suppose y, < t, <n-’ Ln 
for all n (or just on a subsequence). Then by (2.5), 
q2(tn)/tn $ Lt;’ 2 fL(nt;‘), (5.7) 
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and z(n-’ Ln)~n”~, so n-l Ln <s, :=zp’(2n1”/e). Therefore by (2.5), 
(2.6), and the proof of (4.23) in Lemma 4.5, using g(t) = t-’ and a(t) s 1, 
n”2 4(4J L(q(tnYn”2 t,) % Lt;’ 2 fL(nt;‘). (5.8) 
Now (5.7) and (5.8) show that (for sufficiently large n, as always) (5.3) and 
(5.4) hold for all y, < t < n - ’ Ln. 
Thus Theorem 5.1 can be applied to bound the probability in (5.5), for 
sufficiently small c(, by 
18 exp( -m”2 q(y,)/8) + 32 j: t --’ exp( -Lt-‘) dr 
Lemma 4.4, with a(t) = 1, shows nli2 q(yn) -+ KJ, so this proves (5.6). 1 
The proof of Corollary 3.2 is completely analogous to that of Corollary 
2.8, so we omit it. 
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