In this study, we applied a modified Kobayashi-Warren-Carter (KWC) phase-field model to the neurite growth process. To confirm the applicability of this model, we observed axonal extension of PC-12D cells cultured with nerve growth factor (NGF). Based on our observations, we defined three stages of nerve cell axonal extension: neurite generation, neurite contraction, and axon extension. We further determined the parameters in the phase-field equations to express the three extension stages. Finally, our results show that the modified KWC phase-field model reasonably expresses the morphologies of nerve cells and predicts the three stages of nerve cell axonal extension. Although, we employed the binary alloy solidification model as a sample model in the present phase-field simulations, this work will be extensible to relatively more realistic models for nerve cell growth.
Introduction
Reconstructive surgery using direct sutures or autologous transplantation can repair damaged nerves or excise malignancies, among other applications. However, the direct suture method has many limitations, such as the length of the damaged nerve fiber (<5 mm), and autologous transplantation requires that the donor tissue is a morphological and physiological match for the recipient tissue. Regeneration therapy using an artificial scaffold has received attention as an attractive approach that overcomes these problems (Evans et al., 2002; Heath and Rutkowski, 1998; Yannas and Hill, 2004) . Tubular scaffolds are strong enough to support the lumen and are biodegradable and absorbable, which prevents damage to the surrounding tissue and regenerated nerve (Hagiwara et al., 2002; Kiyotani et al., 1996; Matsumoto et al., 2000; Toba et al., 2001) . Biodegradation and absorption must be timed to occur after nerve regeneration (Evans et al., 1999; Kitahara et al., 1998; Langone et al., 1995; Li and Shi, 2007) . Clinical applications require a drastic increase in the axonal extension speed of seeded nerve cells in the artificial nerve tube (currently 1-2 mm/day) (Nakamura et al., 2004) . Thus, a quantitative analytical scheme for prediction of the axonal extension process considering the effects of the extracellular environment is necessary for the design of a new effective artificial nerve cell scaffold.
Since in vivo observation of nerve regeneration is difficult, a predictive model of axonal extension in an arbitrary extracellular environment is important for developing a new technology for nerve regeneration. Ooyen et al. proposed a theory to elucidate the axonal extension mechanism by introducing tubulin as the axonal generation factor (Graham and van Ooyen, 2006; Hjorth et al., 2014; Kiddie et al., 2004; Ooyen, 2004; Van Ooyen et al., 2001 ). Hentschel and Fine developed the morphological change model considering the influx and efflux of Ca 2+ Fine, 1994, 1996) , and, further, axonal extension models using probability theory were demonstrated by several groups (Luczak, 2006; Mouchet and Yelnik, 2008; Niell, 2006) . However, to our knowledge, a comprehensive quantitative method capable of predicting the complicated morphological changes of nerve cells for particular intra-and extracellular environments has not been developed, largely because it is extremely difficult to accurately predict evolutionary processes such as the spontaneous extension, contraction, and branching of an axon.
The phase-field method has emerged as the most powerful quantitative tool for simulation of material microstructure evolution (Chen, 2002) because it can express complicated material microstructures without tracking interfaces. The phase-field method achieved the limelight by modeling dendrite growth during solidification (Karma and Rappel, 1998; Kobayashi, 1993; Ohno and Matsuura, 2009; Takaki, 2014; Warren and Boettinger, 1995) . Due to its versatility, the phase-field method is used not only for material microstructures but also for various other applications. Although the phase-field method is a promising quantitative tool for biological problems, its application has been limited to few studies such as the fusion of cellular aggregates (Yang et al., 2012) , vesicle membranes (Du et al., 2004) , multicellular systems (Nonomura, 2012) , and intra-and extracellular dynamics (Kockelkoren et al., 2003) .
In this study, as a preliminary approach to developing a phase-field neurite growth model, we applied the Gránásy phase-field model for spherulite growth (Gránásy et al., 2006; Gránásy et al., 2005; Gránásy et al., 2004; Gránásy et al., 2003; Takaki et al., 2007) to the neurite growth and axonal extension processes. The model is based on the Kobayashi-Warren-Carter (KWC) model (Kobayashi et al., 1998 Warren et al., 2000; Warren et al., 2003) , which express the rotation of crystal orientation by introducing a singular diffusion equation (Kobayashi and Giga, 1999) . Therefore, in this study, we refer to the Gránásy spherulite model as the modified KWC model. In addition, to test the applicability of the modified KWC phase-field model to express the neurite growth, we observed the axonal extension process of PC-12D cells in cultivation medium supplemented with nerve growth factor (NGF). 
Experimental
We performed growth experiments of PC-12D nerve cells to observe the axonal extension process. PC-12D cells were cultured at 37 °C under 5% CO 2 in Dulbecco's modified Eagle's medium (DMEM) containing 10% horse serum (HS) and 5% fetal bovine serum (FBS). The cell density was adjusted to 2.2 × 10 5 cells/mL. We disseminated the cell suspension on a dish and added 50 ng/mL NGF after confirming cell adhesion. After adding NGF, we observed the cells in situ in an incubator on the microscope stage (Fig. 1) . We characterized axonal extension and defined three stages of the extension process. During stage 1 (early period), a large number of neurites were observed (Fig. 1a) . However, at stage 2 (middle period), the neurite number decreased to 3-5 (Fig. 1b) . At stage 3 (steady-state period), only a single neurite extension (axon) remained (Fig. 1c) . This axonal extension process was governed by the intake of NGF and the supply of tubulin to the neurite and axon ( Van Ooyen et al., 2001) . The decrease in neurite number might be caused by saturation of the tubulin supply. The intake of NGF and supply of tubulin are time-dependent: they rapidly increase during stage 1 then decrease during stage 2 to limit the number of growing neurites, and only a very small amount of tubulin is supplied in stage 3 for growth of a single axon. We introduced this observation-based time dependence to model the number of neurites and axon growth. The axon extended against the neighboring nerve cell and connected with other dendrites extending from the neighbor cell. In addition, Sano observed the influence of the NGF density distribution (directed gradient) in the medium on the orientation of axonal extension and found that the axon extended uphill against the gradient (Sano and Iwanaga, 1994) .
Phase-field model
Based on our experimental observations, we characterized axonal extension into three stages under uniform NGF density in the culture dish (Fig. 1 ). This process of spontaneous extension, contraction, branching, and single selected axonal extension is reproduced by the modified KWC model. This model uses three variables: the phase-field , orientation , and concentration c.  takes a value of 1 in the cell (the cell body, the neurite, and the axon) and 0 in the medium (hereafter referred to as liquid); the liquid surrounds the cell and includes nutritional factors such as NGF, and  changes smoothly at the interface region. The neurite tip (growth cone) grows in direction of high NGF concentration, c NGF (Sano and Iwanaga, 1994 ). In the model, c, which is defined as c = 1 − c NGF , is used to express the cell growth with NGF uptake using the binary alloy solidification model with positive partition coefficient k. Following the Kim-Kim-Suzuki (KKS) model (Kim et al., 1999) , the relationship c =  c cell + (1 −  )c liq is used to ensure that the quantitative results are independent of the interface thickness, where c cell and c liq are the values of c in the cell and the liquid, respectively. In addition, the ratio between c cell and c liq is set constant by the partition coefficient k = c cell /c liq (Takaki et al., 2013) . In order to express an accidental change of growth direction of the neurite tip and branching of the neurite,  is introduced. In the initial condition,  is distributed randomly in the liquid, and the neurite tip grows in the  direction, which is oriented in the interface region by a singular diffusive equation (Gránásy et al., 2004; Takaki et al., 2007) . Although  has a periodicity of 2π,  is normalized to 0 ≤  ≤ 1 in the model.
The time evolution equations of , , and c were derived as previously described in a two-dimensional Cartesian coordinate system (x, y) with time t (Takaki et al., 2007; Takaki et al., 2013)  
where M  is the phase-field mobility that determines the extension rate,
2 is the double-well function, W is the energy barrier, s is the orientation difference coefficient,  is the angle between the interface normal and the x-axis in the counter-clockwise rotation direction, M  is the orientation mobility that determines the frequency of axonal branching in the growth cone, and D is the diffusion coefficient expressed by
where D cell and D liq are the diffusion coefficients in the cell and liquid, respectively. E in Eq. (1) is the driving force for cell growth and is defined by E = ST, where S is the entropy and T is the undercooling.
Here, we assume a liquidus line of T = gc liq + T m , where g is the liquidus slope and T m is the melting temperature of pure material with c = 0. In Eq.
(1), a() is the gradient coefficient and includes two-fold and high anisotropy to specify the thin neurite morphology (Eggleston et al., 2001) :
where  is the strength of anisotropy, i = 0 and 1, and  m is the first missing orientation (Eggleston et al., 2001; Takaki et al., 2006) after which the orientations disappear from the equilibrium shape due to high anisotropy. The missing orientations are removed by employing the second equation of Eq. (5). a , W, M  , and s are related to the interface thickness , the interface energy , and the interface mobility M as
where b is a constant that defines the interface region (Takaki, 2014) . Eqs. (1)- (3) are discretized by the central difference method in space and the forward difference method in time. The computations are carried out using a graphics processing unit (GPU) suitable to the phase-field (Shimokawabe et al., 2011; Takaki et al., 2013; Yamanaka et al., 2011) to accelerate the computations.
Numerical conditions
We executed numerical simulations using the modified KWC model derived in Chapter 3. We calculated the three stages of axonal extension and compared the neurite morphologies in the numerical and experimental results. Fig. 2 shows the 2D computational model and the initial conditions. The circular cell ( = 1) with radius 80x was placed at the center of the computational domain with size 1024x × 1024y filled with medium ( = 0), where x and y are the lattice sizes in the x and y directions, respectively, and x = y (Fig. 2a) . The orientation of each lattice point was set to a uniform random number between 0 and 1 (Fig. 2b) . The initial concentrations in the medium and cell were assumed to be 0.75 and 0.50, respectively (Fig. 2c) . All boundary conditions for , c, and  were set to zero Neumann condition. The simulations were performed in non-dimensional conditions with the following parameters: x = y = 1,  = 6x,  = 1, D cell = 10, D liq = 1, k = 0.5,  = 0.5, g = −1, T m = 1, S = 5, M =10, and M  = 0.5M  . In addition, the time increment t was set to the smaller of x 2 /(25M  a 2 ) and x 2 /(25D cell ). Because Eq. (2) is the singular diffusion equation, the time increment was selected to be smaller than a stable value in the explicit method. Fig. 3 shows the result of the axonal extension simulation using the developed model. The initial condition in Fig. 3a is the same as that for Fig. 2 . At the beginning of the simulation, multiple neurites are nucleated (Fig. 3b) . The neurite nucleation occurs spontaneously and is dependent on the anisotropy of the gradient coefficient, nucleation size, and diffusion field. Continuous neurite extensions with branching and changing growth direction are observed thereafter ( Fig. 3c and d) . As seen in the distribution,  orients from the value in the liquid to one in the cell at the interface region. When the orientation of  has not completed changed from the liquid to the solid value at the interface region, bending occurs, which can be distinguished by the color change in Fig. 3 . Branching is observed when multiple orientations are simultaneously taken around a growing tip. In the c distribution, we observe a high concentration region around the cell. Because c is defined by c = 1 − c NGF , this indicates an intake of NGF with growth, and c NGF decreases around the cell. Dendrites grow toward high c NGF regions. In addition, we observe that the concentration in the cell is almost constant due to the high intracellular diffusion coefficient. , and (d) 1 × 10 5 steps. Fig. 4 shows that the total number of grids with  = 1, which represents the change in volume of the cell body and neurite, increases almost linearly with time, a result of the isotropic growth of multiple neurites in the radial direction (Fig. 3 ) during stage 1 (Fig. 1a) . This number correlates to the level of NGF intake and the tubulin supply for neurite creation. However, the contraction of multiple neurites in stage 2, which is caused by saturation of the tubulin supply to promote neurite and axon extensions, cannot be expressed in the present simulations. Therefore, in the following sections, we modify the model to express stage 2 by constraining the increase rate of the number of grids with  = 1. Fig. 4 Change of the number of the grids with  = 1 using the non-constraint model.
Numerical simulations

Non-constraint Model: Stage 1
Constraint Model: Stage 2
First, we controlled the number of neurites to elucidate the contraction of existing neurites in the second stage. According to our experimental observations, the number of neurites should decrease to about 3-5. Therefore, we attempted to express a transition process by introducing a circular influence area with a zigzag perturbation (Fig. 5) . The region of the cell with  ≥ 0.5 (consistently hereafter) is indicated in blue, and the zigzag line is expressed by
, where r is the radius from the center of the nucleus, r max is the maximum distance from the center of the nucleus to a point with  = 0.5,  is the angle between the x-axis and a point, and  0 is an initial phase. When the total number of grids with  = 1, N, reaches 4,000, we set the value of E in Eq. (1) to 0 inside the influence area. The numerical results of neurite growth in stages 1 and 2 are shown in Fig. 6 , where  0 is set to 145°. We succeeded in constraining the previously very large number of neurites to only three. The phase-field equation (Eq. 1) includes the effects of curvature; therefore, setting E = 0 inside the influence area causes the neurites in the area to contract automatically. Fig. 7 shows the time-dependence of N, corresponding to Fig. 6 . N correlates to the intake of NGF and the tubulin supply for neurite creation. The rate of increase of N is lower than in the non-constraint model, as can be seen by comparing Figs. 4 and 7. Different numbers of neurites and morphologies are obtained by changing  0 (Fig. 5) , demonstrating the possibility of diverse extension directions and final configurations for three, four, and five neurites after 10 5 time steps (Fig. 8) . 
Constraint Model: Stage 3
We tried to elucidate the final stage of the selected single neurite (axon) extension. Here, Goslin (Goslin and Banker, 1989) reported that the polarity of nerve cells, which is related to neurite length, promotes the selection of one neurite (the longest) among many for continuous extension. Axon extension is achieved by saturation of the tubulin supply. Accordingly, stage 3 is set to start at N =10,000, at which time the value of E in Eq. (1) is set to 0 for all but the longest neurite. Fig. 9 shows the numerical results of the three stages of neurite growth and axonal extension. We succeeded in constraining the number of neurites to converge to the selective single neurite extension. Fig.  10 shows the time course of N, which becomes constant at stage 3 of the nerve cell evolution process, and confirms that only one axon extends as a result of the saturated tubulin supply. The result of transition from three, four, and five neurites to a single neurite is demonstrated in Fig. 11 .
Finally, we compared our numerical results with experimental observation (Fig. 12) . We concluded that the numerical results successfully predict neurite and axon growth processes similar to those observed experimentally, including growth of multiple neurites from the cell body (stage 1), the contraction and the growth of 3-5 neurites (stage 2), and the axonal extension (stage 3). 
Discussion
Neuronal polarization, wherein one neurite preferentially elongates from multiple neurites with nearly equal length and becomes the axon, is a critical part of neuronal network formation. The mechanism of neuronal polarization has not been completely elucidated despite many efforts (Arimura and Kaibuchi, 2007; Cáceres et al., 2012; Cheng and Poo, 2012; Funahashi et al., 2014) . Recently, Toriyama et al. observed that shootin-1 plays a crucial role in polarization (Toriyama et al., 2010; Toriyama et al., 2006) . Shootin-1 is generated at the soma and transferred to the growth cones of neurites, where it accumulates. Since shootin-1 in the growth cone also can diffuse back to the soma, the amount of shootin-1 in each growth cone changes depending neurite length. Thus, the amount of shootin-1 increases in the longest neurite and decreases in other neurites, allowing the long neurite to develop as the axon and causing retraction of the remaining neurites. This process was successfully modeled by Honda et al. (Honda and Ishii, 2014; Nonaka et al., 2011) . Furthermore, the intracellular signal was shown to cause spontaneous neuronal polarization even in the absence of extracellular factors. Nevertheless, the extracellular environment is important for axonal growth (Cheng and Poo, 2012) . Therefore, a numerical model for nerve cell growth, accounting for both intracellular factors and the extracellular environment, is needed.
In our model, we considered only an extracellular factor, NGF. In this case, because the expression of spontaneous axon selection is impossible, we artificially expressed the morphological transitions by employing a zigzag circular influence area at the transition point between stages 1 and 2 (Fig. 5) and setting E = 0 in Eq. (1) to express neurite retraction for both transitions from stages 1 to 2 and 2 to 3. The zigzag influence area was employed to retain 3-5 neurites at stage 2 and to avoid narrow spacing between neighboring neurites, as observed experimentally. This constraint is reasonable in our limited model without intracellular factors. Neurite retraction corresponds to the reduction of shootin-1 at the growth cones, which drives neurite elongation (Shimada et al., 2008) . The threshold values for the total number of grids with  = 1, N, were set artificially in the present simulations.
Even with these assumptions, we successfully recapitulated realistic nerve cell morphology and growth by employing the modified KWC phase-field model. Spontaneous neurite generation from the initial cell and branching and growth direction change for the axon and neurites are major advantages of this model. Elongation and retraction of axon neurites without interface tracking are also expressed by the phase-field method. The expression of such realistic nerve cell morphological changes represents significant progress in the computational study of neural development, as almost all other current models employ a simple line model without considering neurite thickness ( Van Ooyen, 2011) . Therefore, we believe that our model is a promising approach for considering many intra-and extracellular factors. In our future studies, we will consider shootin-1 and tubulin as intracellular factors and express spontaneous neurite polarization.
Conclusions
As a preliminary study to develop a phase-field neurite growth model, we applied the modified KWC phase-field model to the neurite growth and the axonal extension processes. We also performed PC-12D cell growth experiments to observe neurite growth morphologies and characterized neurite growth and axonal extension in three stages. The enormous number of neurites present in stage 1 decreases to only 3-5 in stage 2, and only a single neurite extension remains in stage 3. Based on these observations and assumptions about some material parameters and conditions and using the binary alloy solidification model, we presented models corresponding to the three stages: the non-constraint model for stage 1, the transition process model for stage 2, which was developed by introducing the influence area, and the single neurite (axon) extension model for stage 3, which was defined by the number of lattices with = 1 that corresponds to the tubulin supply amount. We conclude that the modified KWC model reproduces the morphological changes of axonal extension observed experimentally. In future work, we will develop a quantitative nerve cell model by modifying the present model and modeling the flow of materials inside the cell.
