Abstract-Networked systems present some key new challenges in the development of fault-diagnosis architectures. This paper proposes a novel distributed networked fault detection methodology for large-scale interconnected systems. The proposed formulation incorporates a synchronization methodology with a filtering approach in order to reduce the effect of measurement noise and time delays on the fault detection performance. The proposed approach allows the monitoring of multirate systems, where asynchronous and delayed measurements are available. This is achieved through the development of a virtual sensor scheme with a model-based resynchronization algorithm and a delay compensation strategy for distributed faultdiagnostic units. The monitoring architecture exploits an adaptive approximator with learning capabilities for handling uncertainties in the interconnection dynamics. A consensus-based estimator with time-varying weights is introduced, for improving fault detectability in the case of variables shared among more than one subsystem. Furthermore, time-varying threshold functions are designed to prevent false-positive alarms. Analytical fault detectability sufficient conditions are derived, and extensive simulation results are presented to illustrate the effectiveness of the distributed fault detection technique.
in surveys and books (see, for example, [1] , [2] ). As complexity and interconnectedness increase, there is a higher risk of faulty operation in one or more components/subsystems of the overall system. In the presence of such faulty scenarios, it is difficult to detect and isolate the fault, as well as to design methods for bringing the system back to normal operation. Faults in a low-level component may have a manageable impact on system operation; on the other hand, high-level faults can have significant consequences (for example, human safety, major economic effects, and environmental impact) if not detected and handled promptly. Therefore, there is a need to develop fault detection tools in the context of large-scale, distributed, and networked systems, which is the aim of this paper.
Recently there has been a growing interest toward distributed architectures for the monitoring of large-scale and/or networked systems (see [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] ). For instance, some recent works on monitoring and diagnosis of Cyber Physical Systems (CPSs) deal with the detection of attacks against process control systems [15] and cyberphysical attacks in power networks [16] [17] [18] [19] . In [20] and [21] distributed schemes to detect and isolate the attacks on networked control systems using observers are developed. In [21] , applications to power networks and robotic formations are presented. All these works about cyberattacks consider linear system models. Another research topic that has attracted significant interest recently is the design of fault detection methods for multiagent systems (see as example [22] [23] [24] ).
In this paper, the distributed fault-diagnosis approach presented in [4] and [5] for nonlinear systems is generalized to address issues emerging when considering networked diagnosis systems. In particular, when dealing with communication networks, one of the main issues is the presence of delays and packet dropouts that degrade performance and could be a source of instability, misdetection, and false alarms. Delays and packet losses in the communication networks are dealt with in this paper. While there is an extensive literature addressing this issue in the control framework (see, for example, [25] [26] [27] [28] [29] , and the references cited therein), much less literature is available in the case of fault diagnosis, especially for large-scale systems. In particular, only the decentralized fault-diagnosis problem is considered (see, for example, [30] [31] [32] [33] , in which fault detection and isolation schemes for networked systems are addressed). An exception is [34] and the references cited therein, dealing with discrete-event systems. Despite these results, the design of fault-diagnosis schemes specifically for distributed and largescale systems is still a challenging task, and the issues deriving from networked architectures are not taken into account. Some works consider the problem of monitoring networked control systems, where delays and packet dropouts are induced in the communication between controller, actuators and sensors [35] , [36] . Instead, here we consider distributed fault detection architectures. Moreover, dealing with a networked architecture, the possibility to have multirate systems and asynchronous measurements is considered. Also in this case, while the literature addressing this topic in the control field is increasing (see [37] and [38] as example), in the distributed fault diagnosis these issues still have not been addressed (see [39] for the centralized case).
In the following we provide the main aspects of the problem formulation, the research objectives and the proposed methodology.
A. Problem Formulation
In previous works, a distributed approach to fault diagnosis (FD) for large-scale systems has been developed, both in the continuous-time [4] and in the discrete-time [5] frameworks. In the following, a brief summary of this methodology is given for the readers' convenience and for the sake of completeness. Details can be found in [4] and [5] . The limitations of the existing monitoring architectures in networked scenarios in terms of detectability are illustrated, and some solutions are presented.
A nonlinear uncertain large-scale system, composed of N interconnected subsystems, is considered. Its monolithic model is described bẏ
x(t) = f (x(t), u(t)) + η (x(t), u(t)) + φ (x(t), u(t), t) (1)
where x ∈ R n x and u ∈ R n u are the state and the control input of the system, respectively, f : R x describes the effects on system dynamics due to any deviation from the nominal model, which take place for t ≥ T 0 , where T 0 denotes the unknown fault occurrence time (i.e., φ(x(t), u(t), t)= 0, for t < T 0 ). The following well-posedness assumption is needed.
Assumption 1: The state variables x and control variables u are uniformly bounded before and after the occurrence of a fault, that is, there exists a compact region R ⊂ R n x × R n u such that (x(t), u(t)) ∈ R, ∀ t ≥ 0.
The state variables are measured by n y sensors, whose outputs are described by the following equation:
where m ∈ R n y is a vector collecting the measurements of the components of the state vector x, w ∈ R n y denotes the vector of the measurement noise, and G is a full-rank n y × n x matrix having one single element equal to 1 for each row, representing the state component measured by each sensor. We assume that each state component is measured at least by one sensor, that is, n y ≥ n x . It is worth noting that-under suitable additional assumptions (see [6] and [40] )-the generalization to the input/output case could be carried out, but this is outside the scope of this paper.
Assumption 2: For each ith measurement m (i) , with i = 1, . . . , n y being the vector component index, the measurement uncertainty term w (i) is an unstructured and unknown function of time, but it is bounded by a known positive time-function As illustrated in [4] and [5] , a structural graph can be associated with system (1), and a formal (possibly overlapping) decomposition of the graph can be defined to identify N subsystems. More specifically, in case that more than one sensor is available to measure a given state variable x (i) , it might be useful to devise a decomposition with overlapping subsystems such that the variable x (i) is "shared" among these subsystems and each sensor measuring x (i) belongs to a different subsystem (see left side of Fig. 1 ). In this paper, we are not dealing with the problem of finding an optimal way of decomposing the system (see [41] ); hence, the decomposition is assumed to be known a priori. Moreover, we assume that the existing decomposition implies the allocation of the sensors: each nonshared variable is measured exactly by one sensor; shared variables are measured by a number of sensors equal to the number of sharing subsystems. Each sensor is allocated to one subsystem.
The Ith subsystem Σ I is modeled as
where x I ∈ R n x I and u I ∈ R n u I are the local state and control input vectors, and z I ∈ R q I is the vector of the interconnection variables, which are state variables of neighboring subsystems that influence the Ith subsystem. The function g I : R
represents the uncertain interconnection between subsystems, considering also the local effects of the modeling uncertainty function η, f I : R
I describes the local fault effects. In this paper, we consider both process and actuator faults.
Each sensor is associated with exactly one subsystem (see Fig. 1 ). The local sensor S 
where w (i) I denotes the noise affecting the ith sensor of the Ith subsystem. It is worth noting that in the local model output (4), there is a correspondence between sensors and state variables, while this may be not true in the global model (2), since more than one sensor may measure the same variable (see again Fig. 1 ). We assume that the control input is available without any error or delay.
Similarly to [5] , each subsystem of the above decomposition is monitored by a specific local fault diagnoser (LFD). Each LFD receives from its local sensors the noisy state measurements forming the vector m I = col(m J belonging to the interconnection vector z I ). Each LFD computes a local state estimatex I (t) based on the local Ith model, by communicating the interconnection variables (and possibly other information) to neighboring LFDs. The state estimator takes on a different structure depending on whether the specific ith component x (i) of the state is shared among more than one subsystem or not. In the former case, a deterministic consensus procedure is designed to take advantage of the availability of more than one sensor measuring the same variable [4] , [5] .
The LFD implements a model-based fault detection method: the local estimation error I (t) = m I (t) −x I (t) is compared, component-by-component, to a time-varying threshold¯ I (t), suitably computed in order to guarantee the absence of false alarms. Moreover, a filtering design [42] is introduced to reduce the conservativeness of the detection thresholds, which is here adapted in the current formulation under discrete time.
B. Objectives and Contributions
The existing approaches for distributed fault diagnosis of nonlinear uncertain large-scale systems that we have previously described are based on some underlying assumptions that may restrict their applicability, namely: 1) global synchronization: subsystems, sensors, and LFDs are assumed to share the same clock and sampling frequency; 2) perfect information exchange: it is assumed that information exchanged between LFDs and communicated from the system to the LFDs is without any error nor delay, and it is immediately available at any point of the diagnosis system.
In several realistic contexts, 1) and 2) may not hold, and as a consequence: i) some faults may become undetectable due to the fact that LFDs make detection decisions based on outdated information; ii) delays in information exchange may cause longer detection times; and iii) the lack of accurate and timely information may cause false alarms.
In this paper, the distributed fault-diagnosis methodology presented in [4] and [5] is extended to address the above- a) a multilayer distributed fault-diagnosis architecture is proposed consisting of three layers (the system layer, the sensor layer, and the diagnosis level; see Fig. 1 ); this facilitates the investigation of the relationships between the different elements that compose networked systems; b) a delay compensation strategy is devised to address delays and packet losses in the communication network between the LFDs (see [43] for some preliminary results) using timestamps and a buffer, called diagnosis buffer (see Fig. 2 ); c) a model-based resynchronization algorithm is embedded in the diagnosis procedure; this algorithm is based on virtual sensors implemented in the LFDs and on the use of a measurements buffer (see Fig. 2 ); d) the filtering-based design recently proposed in [9] and [42] is modified and integrated into the proposed distributed fault-diagnosis methodology thus enhancing fault detection robustness and facilitating less conservative conditions for fault-detectability.
In Fig. 2 , an example of a two LFDs architecture is presented to provide more insight into the structure of the proposed scheme. The paper is organized as follows. In Section II, the distributed fault detection architecture is described enhancing the presence of a physical system (which is being diagnosed for faults), of the sensors (which are made of a physical part interacting with the system to be diagnosed) and of a computational (cyber) part able to take process measurements and exchange information with other sensors of the network to synchronize with each other) and of the local diagnosers (which are computational-systems as well and able to make modelbased estimation and exchange information with each other). In Section IV, the distributed fault detection algorithm is presented also detailing the resynchronization scheme, the time-varying consensus mechanism, and the delay compensation strategy. In Section V sufficient conditions for fault detectability are presented that characterize the class of detectable faults, and in Section VI simulation results illustrating the effectiveness of the fault-diagnosis scheme are presented. Finally, Section VII reports some concluding remarks.
II. THREE-LAYER FAULT-DIAGNOSIS ARCHITECTURE
The proposed distributed fault-detection architecture is made of three layers: the system layer, the sensor layer, and the diagnosis layer. In Fig. 1 , this layout is shown in a pictorial way. These three layers are briefly described next.
The system layer refers to the large-scale system to be monitored. It is described by the continuous-time state (1) and the output (2) .
The sensor layer consists of the available sensors taking measurements m sI that are not necessarily equally spaced in time. As we do not assume that the measurements delivered by the sensors are synchronized with each other, each measurement is labeled with a timestamp (TS) [44] to indicate the time instant t The communication between the sensors and the LFDs is achieved through the first-level communication network (see Fig. 1 ). This network can introduce delays and packet losses, for instance because of collision between different sensors trying to communicate at the same time. Therefore, measurements communicated from the sensors to LFDs may be received at any time instant.
The diagnosis layer consists of the previously introduced LFDs providing a distributed fault-diagnosis procedure. The structure of each LFD is shown in Fig. 2 . As previously mentioned, each LFD receives the measurements from specific sensors with the aim to provide local fault-diagnosis decisions. The LFDs operate in a discrete-time synchronous time frame k ∈ Z which turns out to be more convenient for handling any communications delays, as will be seen in the next sections. For the sake of simplicity, the sampling time of the discrete time frame is assumed to be unitary and the reference time is common, that is, the origin of the discrete-time axis is the same as that of the continuous-time axis. Therefore, the operation of the LFDs is based on the local discrete-time models, which are the discrete-time version of local models (3)
where φ I describes the local discretized fault effects, occurring at some discrete-
. Each LFD exchanges information with neighboring LFDs by means of the second-level communication network (see right side of Figs. 1 and 2). As we will see in the following, the exchanged information consists in the resynchronized interconnection variables v J and a vector that we denote I I,J , collecting some variables needed for fault detection purposes in the case of shared variables (as will be explained in Section IV).
In summary, two different and not reliable communication networks are considered in this paper: the first-level communication network allows each LFD to communicate with its local sensors, and the second-level communication network allows the communication between different LFDs for detection purposes. Both these communication networks may be subject to delays and packet losses. Given the different nature of the networks (the first is local, while the second is connecting different subsystems, which may be geographically apart), in the next section we provide two different strategies to manage communication issues: a resynchronization method for the first-level communication network and a delay compensation strategy for the second-level communication network.
III. RESYNCHRONIZATION AT DIAGNOSIS LEVEL
Let us consider a state variable x 
sI . Since the LFDs run the distributed fault-diagnosis algorithm with respect to a discrete-time framework associated with an integer k [see (5)], an online resynchronization procedure has to be carried out at the diagnosis level. Moreover, the possible time-varying delays and packet losses introduced by the communication networks between the local sensors and the corresponding LFDs have to be addressed, since they may affect the fault-diagnosis decision. Note that the classical discrete-time FD architecture assumes that quantities sampled at exactly time k are used to compute quantities related to time k + 1. Unfortunately, the LFDs may receive measurements associated with time instants different from k, because of transmission delays and because of the arbitrary sampling time instants of the sensors. The availability of the timestamp t (i) sI enables each LFD to implement a set of local virtual sensors by which the resynchronization of the measurements received at the diagnosis level is implemented. We assume that sensors and diagnosers share the same clock at the local level. 1 Specifically, each LFD collects the most recent sensors measurements in a buffer and computes a projectionm
sI , by integrating the local nominal model on the time interval [t
Let us note that measurements may be related to and could be received also before time k − 1, without any assumption on the delay length, thus allowing the presence of measurements packets losses. Moreover, thanks to the use of the timestamps and the buffers, "out-of-sequence" packets can be managed. The same measurement could be used by the virtual sensor more than once to obtain more than one projections related to different discrete time instants. The projected measurementm can be rewritten as
Hence, the LFD implements a virtual sensor that generates an estimate of the measurement at discrete-time k given bŷ (6) whereĝ I characterizes an adaptive approximator designed to learn the unknown interconnection function g I [45] andm zI are the projections of the measured interconnection variables m zI . An example enhancing the resynchronization procedure for one LFD monitoring a subsystem with three state variables is illustrated in Fig. 3 .
Remark 2: It is worth noting that the discrete-time index k ∈ Z represents kind of a "virtual timestamp" (vTS) computed by the LFDs after the resynchronization task and communicated in the second-level communication network between LFDs. This will be exploited in Section IV.
Remark 3: Although in (6), for analysis purposes,ĝ I represents the output of a continuous-time adaptive approximator, for implementation reasons, a suitable discrete-time approximator will be used, designed as explained in Section IV-B.
The above-described projection and resynchronization procedure gives rise to an additional source of measurement uncertainty: the virtual measurement error, which is defined as
For the sake of analysis, it is worth noting that, due to synchronization and measurement noise, the virtual measurement error is given by
where
For notational convenience, we now collect the projected measurementsm
sI ) in a vector, which, in the following, we denote as y I (k), with k being its vTS:
Therefore, it is as if the virtual sensor implemented by the LFDs takes uncertain local measurements y I of the state x I , according to
where ξ I is the unknown virtual measurement error (7). Moreover, in place of the interconnection variables z, only the vector
is available for diagnosis, where ς I is composed by the components of ξ J affecting the relevant components of y J (as before, J refers to a neighboring subsystem). For simplicity, we assume here that the control signal u I is available to the diagnoser without any delays or other uncertainty. The virtual measuring errors ξ I and ς I are unstructured and unknown. For fault detection, it is not necessary to compute them, but, for each i = 1, . . . , n x I and h = 1, . . . , q I , it is possible to compute a bound for their components using (7)
is a positive function andw
I is the one defined in Assumption 2. Moreover:
remembering that the set R x I is the domain of the state, and
I (τ ) can be computed in an analogous way as in (31) (see Section IV-D). The boundς I is computed with the same procedure by the neighboring subsystems. In the next section, the fault-diagnosis procedure is presented.
IV. DISTRIBUTED FAULT DETECTION METHODOLOGY
For fault detection purposes, each LFD communicates with neighboring LFDs. It is assumed that the inter-LFD communication is carried over a packet-switched network, which we call the second-level communication network, possibly subject to packet delays and losses. In order to manage delays in this network, the data packets are timestamped, with the virtual timestamp, which contains the time instant the virtual measurements are referred to. In this layer, we assume to have perfect clock synchronization between the LFDs. In this way, all the devices of the monitoring architecture can share the same clock, that is, they know the reference time, and the use of timestamps can be valid.
Furthermore, we propose to provide each LFD with a buffer to collect the variables sent by neighbors. In the following, we denote with the superscript "b" the most recent value of a variable (or of a communicated function value) in the corresponding buffer of a given LFD; for example, v Each LFD computes a nonlinear adaptive estimatex I of the associated monitored subsystem state x I . The local estimator, called fault detection approximation estimator (FDAE), is based on the local discrete-time nominal model (5) . In this paper, differently from [5] , to dampen the effect of the virtual measurement error ξ I (k), each measured variable y
is filtered by H(z), where H(z) is a pth order, asymptotically stable filter with proper transfer function
Generally, each measured variable y (i) I (k) can be filtered by a different filter with the exception of shared variables where for each shared variable the same filters must be used. In this paper, without loss of generality, we consider H(z) to be the same for all the output variables, in order to simplify notation and presentation. The filter H(z) can be written as H(z) = zH p (z). The filters H(z) and H p (z) (with impulse responses h(k) and h p (k) respectively) are asymptotically stable and hence BIBO stable. Therefore, for bounded virtual measurement error ξ I (k), the filtered virtual measurement error 3 
is bounded as follows: I ], beingH(z) a filter with impulse responsē h(k) = |h(k)| and using (8) . Note that we denote with capital letters the filtered signals.
A. Fault Detection Estimation and Residual Generation
In this subsection we present a method for computing the local state estimatex I for fault detection purposes. In the case of a nonshared state component i, the local estimationx
whereĝ I is the output of an adaptive approximator designed in Section IV-B to learn the unknown interconnection function g I , ϑ I ∈Θ I denotes its adjustable parameters vector, and t b is the virtual timestamp of the most recent information received v b I in the buffer at time k.
In the case that a state variable x (s) of the global model (1) is shared among more than one LFD J ∈ O s (being O s the set of the subsystems sharing x (s) ), the estimation can be computed using a consensus approach (see [5] ). We denote with s J the local index of the global variable s, that is 4
For the Ith subsystem, the local estimationx
with initial conditionx 
where we obtain the filtered output Y I (k) by locally filtering the measurement output signal y I (k)
and the output estimates as
4 For example, consider the case shown in Fig. 1 : subsystems Σ 1 and Σ 2 share the state variable x (2) while subsystems Σ 2 and Σ 3 share the state variable x (4) . Thus,
The residual constitutes the basis of the fault detection scheme. It can be compared, component by component, to a suitable adaptive detection thresholdr I ∈ R n x I , thus generating a local fault decision attesting the status of the subsystem: healthy or faulty. A fault in the overall system is said to be detected when |r 
In the absence of any faults (i.e., φ I (
becomes
where δ(k) denotes the discrete-time unit-impulse sequence.
The filtered output estimation model for Y I , denoted by Y I , can be analyzed from the estimate provided by (12) as follows:
Therefore, the residual (13) is readily computable from (14) and (15) . The residual is analyzed in Section IV-D to obtain a suitable adaptive detection threshold. Now, we design the adaptive approximatorĝ I , needed to compute the state estimate (12) and hence (15) .
B. Adaptive Approximator
Reducing the uncertainty on the interconnection function enables improved detection thresholds which, in turn, results in better detection capabilities. In this subsection, we consider the design of a nonlinear adaptive approximator, exploiting the variables available in the local buffers in each LFD to manage communication delays (the details of the delay compensation strategy are given in Section IV-C). The structure of the linearin-the-parameters nonlinear multivariable approximator is not dealt with in this paper (nonlinear approximation schemes like neural networks, fuzzy logic networks, wavelet networks, spline functions, polynomials, etc. can be used).
As shown later on in this subsection, adaptation of the parametersθ I of the approximator is achieved through the design of a dynamic state estimator which, in the general case of shared variables, takes on the form (19) where 0 < λ < 1 is a design parameter. Let us introduce the estimation error 
thanks to the fact that only up-to-date information is used in the consensus mechanism by using the time-varying consensus matrix (see Section IV-C and E): in the case of delays, only the updated information is used.
Owing to these considerations, we compute the s I th state estimation error component, for the general form of (19), as follows:
, for each J ∈ O s ; Δg s,E (k) and ξ s,E are defined in an analogous way as Δf s,E (k). From this equation, the following learning law can be derived using Lyapunov stability methods (see [46] ) for every I ∈ 1, . . . , N:
where L I = ∂ĝ I /∂θ I is the gradient matrix of the online approximator with respect to its adjustable parameters and
being a projection operator restrictingθ I withinΘ I [47] , · F denotes the Frobenius norm, and ε I > 0, 0 < μ I < 2 are design constants that guarantee the stability of the learning law [47] .
C. Delay Compensation Strategy
Next, we analyze the properties of the fault detection estimator introduced in (Section IV-A), where the filtered measurements are used; in particular, we explain how the estimator manages delays and packet losses in the second-level communication network between diagnosers.
In order to compute (12) and (19), the generic Jth diagnoser communicates to the neighboring LFDs the current values of the termsx and v I . It is worth noting that this information exchange between diagnosers can be affected by time-varying delays and packet losses, and hence a compensation strategy has to be devised. 5 It is important to note that a resynchronization strategy like the one used in the firstlevel communication networks cannot be used in this case, since here we consider data exchanged between different LFDs, and each LFD, of course, does not know the model of neighboring subsystems.
As in [43] , thanks to the use of the virtual timestamps, the most recent measurements and information are considered. When a data packet arrives, its virtual timestamp v TS is compared to t b , which is the virtual timestamp of the information already in the buffer. If v TS > t b , then the novel data packet takes its place in the buffer and t b ← v TS . At time t c , with k < t c < k + 1, each LFD computes the estimates for the time instant k + 1 using information referred to time k. A variable in the buffer is up-to-date if t b = k. Should a delay or a packet loss occur in the second-level communication network, we proceed as follows.
• If some of the interconnection variables are not up-todate, that is t b < k, then the learning of the interconnection function g I (22) is temporarily paused. Anyway, not up-to-date interconnection variables are used to compute the local value of the interconnection function in the state estimators (12) and (19) , but this error is taken into account in the computation of the detection threshold, as will be seen in the following subsection.
• The summations in (12) and (19) are carried on only using up-to-date terms.
In order to allow the implementation of this second strategy, we adopt a time-varying weighting matrix W s , able to exclude from the summations in (12) and (19) the terms that are outdated (see Section IV-E).
D. Detection Threshold
In order to define an appropriate threshold for the detection of faults, we now analyze the dynamics of the output estimation 5 The delay compensation strategy is derived without any assumption on the delay length, thus eventually dealing with the problem of packet losses and "out-of-sequence" packets. We assume that the communication network between diagnosers is designed so to avoid pathological scenarios, such as, for example, a situation in which the communication delay is always larger than the sampling time.
error when the system is under healthy mode of behavior. Since, from (17) we have
we are able to compute the residual defined in (13) by using (18) and (23) 
The interconnection function error Δg I can be computed as the sum of four different terms
The first term takes into account the error due to the parameters' estimation. This error can be characterized by introducing an optimal weight vector [48] θ * I as follows: (27) withθ I , x I , z I , u I taking values in their respective domains, and by defining the parameter estimation error
The second term in (26) is the so-called minimum functional approximation error ν I , which describes the least possible approximation error that can be obtained at time k ifθ I were optimally chosen
Then, a term representing the error caused by the use of the uncertain measurements instead of the actual values of the state variables is defined
Finally, the estimation error due to the use of delayed measurements is taken into account by 
From (28) and using again the triangle inequality, we obtain
whereH p (z) is the transfer function with impulse responsē
withν I denoting a bound to the minimum functional approximation error, the function κ I being such that κ I (θ I ) ≥ θ I and R v I ⊂ R q I , where this last term represents a local domain of the interconnection variable and is communicated by the neighboring LFDs at k = 0. It is important to remark that R v I coincides with the domain R x J for subsystem J (Assumption 1). Thanks to the way the threshold is designed from (29) , it is straightforward that it guarantees the absence of false alarms, since the residual prior to the fault occurrence always satisfies
where the detection thresholdr
The threshold termχ in (31) takes into account the uncertainty due to the delays in the communication network between LFDs. This term is instrumental to ensure the absence of false alarms caused by these communication delays.
Remark 5: The termsξ I (k) andς I (k) are computed by the LFDs at each time step after the resynchronization task [see (8)] and are available to compute the fault detection threshold.
Remark 6: Admittedly, the bounds used in (30) and (31) give rise to conservative thresholds but have the advantage of guaranteeing the absence of false-positive alarms and of being easily computable requiring a small amount of data to be exchanged between the LFDs. In the presence of a priori knowledge on the process to be monitored, a tighter bound could be devised (for example, Lipschitz conditions on the local models could be easily exploited to devise tighter detection thresholds.
E. Time-Varying Consensus Mechanism
In this subsection, the consensus methodology concerning shared state variables is modified in order to address the conservativeness of the detection threshold (32) . More specifically, the consensus-weighting matrix W s takes on the following timevarying form:
where O b s is the time-varying set of subsystems sharing s at time k for which the Ith LFD has up-to-date information in the buffer. In intuitive terms, the time behavior (33) ensures that a larger weight is assigned to the subsystem characterized by the lowest threshold (hence, in rough terms, lowest uncertainty in its measurements and in the local model and with the smallest level of delays and packet losses).
It is important to remark that the consensus protocol uses only up-to-date information. This means that at each step each LFD uses only the information received from one LFD sharing the considered variable, and this choice can change at each step. It is possible that neighboring LFDs sharing the same variable x (s) use different information for their threshold, since the threshold termχ J (k) depends on the reliability of the communication links, in conjunction with the confidence that each LFD has in its own measurements and estimates. In this way, moreover, we can manage time delays and packet losses: in fact, if the FDAE does not receive some consensus terms from some neighboring LFDs, it simply considers and weights only the up-to-date values. It is worth noting that this approach can be used in any case, with or without delays, and in Section V we demonstrate that it improves detectability.
In the following simple results, the boundedness of the estimation error is addressed when the time-varying consensus matrix (33) is used. The error dynamics (21) , where the consensus matrix is updated according to (33) , is BIBO stable.
Proof: Since W s is a stochastic matrix, its norm is identically equal to 1. Therefore, since 0 < λ< 1, λW s (k) ≤ γ <1, with 0 < γ < 1. Let us define
For k → ∞, the unforced system converges to zero and the series converges to a bounded value (see results in [49] ). Moreover, using results in [50] for unforced systems, we can state that a system − 1) , . . . , W s (0)) < 1 and the hypothesis is satisfied. Finally, since all the uncertain terms are bounded, then the discrete-time system (21) is BIBO stable.
F. Local Fault Detection Algorithm
Now, all the elements needed to implement the proposed fault detection scheme are available. For the sake of clarity, the implementation of the local fault detection methodology is sketched in Algorithm 1. 
Information from neighbors is acquired Update consensus weights (33) Compute the thresholdr I (k) (32)
V. DETECTABILITY CONDITIONS
In this section, we address some sufficient conditions for detectability of faults by the proposed distributed networked fault detection scheme, thus considering the behavior of the fault detection algorithm in the case of a faulty system. We assume that at an unknown time k 0 a fault φ occurs. Let us consider the general case of a variable shared among more than one subsystem. The fault detectability analysis constitutes a theoretical result that characterizes quantitatively (and implicitly) the class of faults detectable by the proposed scheme. 
Proof: After fault occurrence, that is, for k > k 0 , (24) becomes
Using the triangle inequality, from (36) we can write
and by using a similar procedure as in the derivation of (32) and (37) becomes
For fault detection at time k = k d , the inequality |r
, so the final fault detectability condition is obtained
This can be rewritten in the summation form (35) of the theorem.
This theorem provides a sufficient condition for the implicit characterization of a class of faults that can be detected by the proposed fault detection scheme. Based on this result, in (35) it is easy to see that the lower the threshold is, the sooner the fault will be detected. Therefore the use of filtering along with the proposed time-varying consensus weighting matrix, able to choose the lowest threshold components in the case of shared variables, improves detectability. It is worth noting that this is true in general, also in the case without delays. Besides, let us note that the detectability condition represents the minimum cumulative magnitude of the fault that can be detected under a specific trajectory of the system. It is possible to study offline this condition for representative trajectories of the system.
Remark 7: The use of filtering is of crucial importance in order to derive tight detection thresholds that guarantee no false alarms. As it can be seen in the detectability condition given in (35) , the detection of the fault depends on the filtered fault function φ I . As a result, the selection of the filter plays a crucial role to the proposed scheme. A rigorous investigation of the filtering impact (according to the poles' location and filters' order) on the detection time under continuous time is presented in [42] .
VI. SIMULATION RESULTS
In this section, we present some simulation results in order to illustrate the effectiveness of the proposed methods.
A. Simulation System
We consider a five-tank system [51] , monitored by two LFDs (see Fig. 4 ). The two LFDs monitor three tanks each and share the third tank. The local nominal functions f 1 and f 2 describe the flows through the pipes linking tanks assigned to the same LFD, while the interconnection terms g 1 and g 2 are due to the flow between tanks 3 and 4 and between tanks 2 and 3, respectively. The monolithic system (see Fig. 4 ) is decomposed into two overlapping subsystems. By using the formalism presented in [5] 2 . All the pipes outflow coefficients are unitary. By using balance equations and Torricelli's rule, we obtain the state equations (for details about the dynamical equations of a multitank system see as example [46] ). The actual cross-sections used are affected by random uncertainties no larger than 7.5% and 10% of the nominal values, respectively for the tanks and for the pipes. The tank initial levels and the outflow coefficients are affected by uncertainties no larger than 15%. Furthermore the tank levels measurements 2 ) respectively. Therefore, the adaptive approximatorsĝ 1 andĝ 2 were realized with two 2-input, 1-output radial basis neural networks. The networks to learnĝ 1 andĝ 2 are implemented with nine basis functions. After suitable offline simulations, the parameter domains Θ I were chosen to be hyperspheres with radii equal to It is worth noting that the considered case includes a scenario in which also the input signals are subject to noise and sampling issues. The communication delays between diagnosers are random and time-varying: the effects of the delay are shown in Fig. 6 for the case of two sinusoidal signals as example. In the first plot, the received timestamp is illustrated, while the second figure shows the sinusoidal signals as they are received by the other diagnosers.
B. Simulation Scenarios and Results
We present three different simulation scenarios. In the first scenario, the considered fault function represents a leakage (a circular hole with cross section equal to 0.15 times the nominal tank section) in the third tank occurring at time k = 200 s. The simulation results are shown in Fig. 7 , where the detection residuals and the time-varying thresholds are represented. It is possible to see that both the first and the second local fault diagnosers are able to detect the fault occurring on the third tank.
In particular, the fault is detected at time k = 200.5 s by LFD 1 and at k = 201.2 s by the second diagnoser. We compared the obtained results to the case in which all the measurements are synchronized and no communication delays are present, which is an ideal case. The model and fault parameters are the same used in the case with multirate measurements and delayed communication. As it is possible to see in Table I , in this ideal scenario, the first local fault diagnoser can detect the fault at time k = 200.8 s, while the detection time of the second LFD is k = 201.0. In Table I , another performance index is reported, that is, the Maximum POst-detection Residual to Threshold (MPORT) ratio. The reason for computing the MPORT ratio is that it gives a quantitative indication on how much the thresholds could increase, for instance for coping with larger uncertainty sources, continuing to detect anyway the fault. It could be defined, in other words, as an indicator of the robustness of the threshold with respect to the uncertainties sources. If it is high, the threshold should be able to detect the fault even in presence of a larger uncertainty.
In this example, simulation results show that the introduction of the resynchronization scheme and of the delay compensation strategy allows to obtain fault detection even when the measurements are nonsynchronized and the communication network is not reliable. Moreover, the detection time is comparable to the ideal case without delays.
In the second scenario, we consider the same system and the same kind of fault, thus a leakage, but with varying hole radii. The radii are chosen in order to correspond to hole sections between 0.15 and 0.5 times the tank nominal section. The differences with previous scenario are: the sampling time has been lowered to 0.025 s in order to better appreciate the effect of the fault magnitude on the detection time; the fault time has been set equal to T f = 15.1 s and the fault time evolution is incipient instead of abrupt, with a time profile described by β(k − k 0 ) = 1 − b −(k−k 0 ) , with b = 250 (see [5] for a definition of fault time profile). It is possible to see in Fig. 8 , how the detection time and the MPORT ratios change depending on the different magnitude of the fault. This figure has been generated by averaging the results of 30 simulations run for each hole radius, with different random delays, packet losses, and model uncertainties. The two LFDs are not always able to both detect the fault, as for low values of the hole radius the fault is hidden by the uncertainties due to measurement asynchronicity, delays, and noise. In particular, the fault magnitude influences the is the effect of the virtual measurement error bound growing between one actual measurement of the pump inflows and the following one. As they are quite scarce, happening only every 10 and 15 s, this effect is noticeable. detectability, with the detection time decreasing for larger fault magnitudes. Instead, the MPORT ratio shows a clear and almost linear, in this example, dependence on the fault magnitude. The results obtained considering this scenario show thus the importance of the detectability analysis. The magnitude of the fault is related to the possibility to detect the fault and to the robustness of the detection.
Finally, in the third scenario, we consider the same five-tank system and parameters as in the first scenario, but a different fault, that is, an actuator fault. At time k = 150 s, a fault on pump number 2 occurs, causing a reduction of the 35% of the flow. We assume that the fault function has again an incipient time profile β(k − k 0 ) = 1 − b −(k−k 0 ) , with b = 100. Its development is thus quite smooth, and only tank 5 is affected by the fault. We can see the results in Fig. 9 for the component affected by the fault in LFD 2. For all the other components, the residuals are lower than the corresponding thresholds. Also in this scenario, the proposed fault detection architecture is able to detect the fault even in the worst conditions (delayed and asynchronous measurements). Due to the smoothness of the fault time profile, with respect to the leakage case, now the difference in the detection time between real and ideal conditions is larger. In the ideal case, we detect the fault at k = 186.8 s, 36 s after fault occurrence, with MPORT = 1.21, while in the real case we have detection at 191.7 s, 41 s after fault time, with MPORT = 1.16.
VII. CONCLUDING REMARKS
In this paper, a comprehensive architecture for the distributed fault diagnosis of large-scale nonlinear uncertain systems in a networked context has been presented. The proposed approach considers all the parts of the networked system: the physical environment, the sensor level, the local diagnosers layer, and the communication networks. The general distributed diagnosis approach presented in [5] is generalized in order to address some of the issues emerging when designing distributed networked monitoring architectures. More specifically, multirate variable sampling systems have been considered and a model-based resynchronization mechanism has been proposed to be implemented by each local fault-diagnosis unit. Moreover, a delay compensation strategy is derived to face the problem of delays and packet dropouts in the communication networks. Finally, a general class of filters has been embedded into the design of the residual and threshold signals in order to filter measurement noise and derive less conservative detection thresholds.
As a future work, we will investigate the multiple faults case and the sensors faults scenario (see for example [52] [53] [54] ).
