We study the development of singularities of classical solutions of quasilinear strictly hyperbolic systems in one space dimension. The systems are supposed to be in the diagonal form, but we do not impose restrictions on the size of the initial data and, in some cases, we can replace the genuine nonlinearity by weaker conditions.  2002 Elsevier Science (USA). All rights reserved.
Introduction
The formation of singularities of solutions for the first order quasilinear hyperbolic system
with U ∈ R N and A(U ) a C 2 , N × N matrix, was investigated by many authors in the case of small and (essentially) compactly supported initial data. Namely, U(0, x) ∈ C 2 0 (R x ) N with sufficiently small C 1 (or C 2 ) norm. We shall mention the fundamental papers of John [8] , Tai-ping Liu [26] and, more recently, the works of Li Ta-Tsien et al. [17, 18, [20] [21] [22] and Kong De-xing [12] , where this question has an almost complete answer and very precise results have been obtained introducing the concept of weak linear degeneracy (see [17, p. 51] and [21, p. 1266] ) and considering decay (or "slow" decay) initial data (see [12, 20, 22] ). Here we shall prove some results of formation of singularities for general initial data, i.e., we will not assume that the data are small or compactly supported, but we shall restrict our analysis to the class of first order N × N systems in diagonal form. More precisely, we consider N × N (N 3) hyperbolic systems of the type 
where λ 1 (U ), . . . , λ N (U ) are C 1 real functions such that
i.e., the system (1.2) is supposed to be strictly hyperbolic for all values of U = (u 1 , . . . , u N ). Let us recall that system (1.2) is genuinely nonlinear (in the sense of Lax [14] ) when ∂ u j λ j (U ) = 0 for 1 j N (1. 4) and, if condition (1.4) is satisfied, it is well known that any classical nontrivial solution with C 1 initial data of compact support develops singularities in the first derivatives in finite time (see [6, 7] ). But, assuming periodic data, to the author's knowledge the only result of formation of singularities for the solutions of system (1.2) was proved in [2, Theorem 1] for periodic data with sufficiently small C 1 norms. In this paper, we shall first prove a result of blow-up for periodic initial data (see Theorem 2.1) assuming, roughly speaking, that for i = j To conclude this introduction, let us recall that system (1.2) is weakly linearly degenerate in a neighborhood of U = 0 (see [17, p. 53 
(1.6)
In this situation, the global solvability for small initial data of compact support was established in Theorem 3 of [17] and can be proved noting that the supports of the components u 1 (t, ·), . . . , u N (t, ·) become disjoint for t exceeding a certain value t 0 > 0. Namely, if supp{U(0, x)} ⊂ (a, b) and δ > 0 is such that
it will be enough to take t 0 > 0 such that
for some T > t 0 and |U(t, x)| δ. Hence, by (1.6) and (1.8), U(t, x) exists globally in [0, ∞) × R x , because U(t, x) solves the linear system U t + A(0)U x = 0 for t t 0 . On the other hand, if the condition (1.6) is violated, then any (nontrivial) solution of (1.2) with data of compact support develops singularities in finite time. See Remark 2.1 below. Thus, for diagonal systems and small solutions, the condition of weak linear degeneracy is sharp.
Finally, let us note that the 2 × 2 counterpart of these results has been widely examined in [1, 3, [9] [10] [11] 13, 14, 16, 19, [23] [24] [25] 27] , assuming in some cases large data and rather weak nonlinearity conditions. Notation. In the following, given y = (y 1 , . . . , y N ) ∈ R N , we shall use the norm
(1.9)
The N infinitesimal compression ratios
where [4, 5] . Then, we introduce the characteristic curves of the solution; namely, for 1 j N we denote with C j (α) the solution of the problem
Clearly, we have
In order that the solution be regular for all positive t it is necessary that the different characteristic curves C j (α), for α ∈ R x , do not intersect for t > 0. More precisely, denoting with
the so-called j-infinitesimal compression ratio, it is well known that along every characteristic curve C j (α) we must have (∂x j /∂α)(t, α) > 0 for all t 0. See [15] for more details and properties; see also [3, 10, 24] . Since the infinitesimal compression ratio will played a central role in the proofs of our results, for the reader's convenience we derive now its explicit expression. and, from the relations of system (2.1), it follows that
Thus, from (2.5), (2.6) we conclude that
In the following, we will write d/d j t to denote the directional derivative along the forward characteristic curve C j (α), i.e., we define
Then, setting
we find
Having obtained the expressions of the infinitesimal compression ratios, we make now some simple remarks. These considerations will be used throughout the paper. In the following we will assume the initial data is bounded in the C 0 norm, i.e., V (x) C 0 < ∞, and that
Observe also that for every fixed t ∈ [0, T ) and for all
where TV
(b) Denoting with β i (t) the unique solution of
(c) Changing the variables of integration in (2.9), namely setting
where τ i (β) is the inverse function of t → β i (t), we find that
Thus, taking γ > 0 such that
we conclude that 
where Γ verifies
Hence, it is now clear that
More generally, even if system (2.1) is not genuinely nonlinear, in the case of compactly supported initial data we have the blow-up of some first order derivative as soon as for some j , 1 j N, and
In fact, if by contradiction U(t, x) is smooth for all t 0, then in (2.10) we have
where the β i (t), for i = j , verify (2.12). On the other hand, from (2.12) we have also
,
Finally, let us end this section with a blow-up result for nontrivial periodic solutions. 
Clearly, the solution U(t, x) is globally defined in [−e/(Γ ), ∞) × R x and verifies U(t, x) = U(t + t 0 , x). Besides, let us choose j , 1 j N , and α 0 ∈ R x such that
and then let us consider the j -infinitesimal compression ratio of the solution U(t, x) for t ∈ [−e/(Γ ), ∞) and α = α 0 . By (2.10), we have
where
Now, we have two possibilities. First, let us suppose that 
Blow-up for small data
Here we consider the initial value problem
where ε > 0 is a real parameter. In the following, U ε (t, x) will denote the corresponding local (unique) C 1 solution. Besides, we introduce the following functions:
Thus, for the 1-infinitesimal compression ratio, we can write
Hence, we have
where h 1 (t, α) = g 1 (t, α) + g 2 (t, α),
Now, we can prove the following:
Theorem 3.1. Suppose that V (x) C 1 < ∞ and that for some α 0 ∈ R
Then, provided ε > 0 is small enough, the (local) solution U ε (t, x) of problem (3.1) develops singularities in finite time. Moreover, the life-span T ε satisfies
for all ε > 0 sufficiently small.
Proof.
To begin with, by (2.11) we know that |U ε (t, x)| ε V (x) C 0 . Hence, assuming ε ∈ 0, ε 0 ] for a suitable ε 0 > 0, from (3.2)-(3.4), for all t 0 we have
where the constants δ > 0 and C, C 1 0 depend only on V (x) C 0 . Moreover, since
it easy to see that (recall (2.14), (2.15))
hence, we have |g 2 (t, α)| C 2 ε 2 t. Then, introducing the estimates above in (2.10 ), we find
From the last inequality, provided Hence, we find that
(with C > 0 a suitable constant) instead of (3.8). ✷ By the above arguments, we may prove the formation of singularities even when system (3.1) fails the condition (1.4) of genuine nonlinearity. For example, for ρ ∈ (0, 1], ε > 0 let us define the quantities
and then let us suppose that, for every fixed ρ ∈ (0, 1],
Then, we have: Theorem 3.3. Suppose that (3.14) holds, V (x) C 1 < ∞, and that
for some α 0 ∈ R x . Then, provided ε > 0 is small enough, the solution U ε (t, x) develops singularities in finite time.
Proof. If v 1 (α 0 ) = 0 there is nothing to prove, because we have exactly the same hypotheses of Theorem 3.1. So, we can suppose that
moreover, it is not restrictive to assume that V (x) C 0 1. Then, by (3.14), (3.15) for a suitable ρ ∈ (0, 1] we find
for all t 0 of the existence domain. Introducing the above estimates in (2.10 ) and assuming W ε,ρ > 0 for ε > 0 (if W ε,ρ = 0 for some ε > 0 the proof is trivial), we easily find
From (3.18) it is now clear that, taking ε > 0 sufficiently small, (∂x 1 /∂α)(t, α 0 ) becomes zero in finite time. In fact, by (3.14) we know that
Thus, U ε (t, x) develops a singularity and the life span T ε satisfies
This concludes the proof of Theorem 3.3. ✷
Application. The hypotheses of Theorem 3.3 are verified if we assume that v 1 (x)
is not monotone on R x , while for |U | small the eigenvalue λ 1 (U ) is given by 20) where p ∈ N \ {0}; the coefficients a i , b i,h and the smooth function µ(U ) are such that
Moreover, the life-span T ε satisfies the estimate T ε C/ε p .
Proof. In fact, if the conditions (3.20) and (3.21) are verified, it follows that
Thus, for any fixed ρ ∈ (0, 1], by (3.2), (3.13) and (3.22) we see that
provided ε > 0 is small enough. ✷
Blow-up for large data
In this section, assuming the eigenvalues λ 1 (U ), . . . , λ N (U ) satisfy special conditions, we shall prove some further blow-up results without restrictions on the size of the initial data. To begin with, let us suppose that: Assumption 1. There exist constants γ 0 and Γ , M > 0 such that
Then, we have the following: 
Proof. Let us recall that, defining β i (t) by
we have u i (t, x j (t, α)) = v i (β i (t)). Thus, thanks to (2.14), (2.15), we can write
Hence, taking into account that for i = j we have 6) where y + = max{y, 0} and y − = min{y, 0}. Now, since the initial data v 1 (x), . . . , v N (x) are not all monotone increasing functions, we may choose α 0 ∈ R and j , 1 j N , such that
Then, we have
Thus, using (4.2), it follows that (∂x j /∂α)(T , α) = 0 for some T > 0,
This concludes the proof of Theorem 4.1. ✷
To prove the next result of blow-up, we assume that the eigenvalues λ i (U ) have a special form: Assumption 2. The eigenvalues λ i (U ) are given by
where φ i (η) = 0 and
When Assumption 2 holds, for i = j we have
Hence, it is easy to see that for 1 j N (4.12) where G j,i (v, u) satisfies Proof. It is sufficient to observe that, thanks to the special form of the eigenvalues
because of (4.14). Thus, there exists δ = δ( V (x) C 0 ) > 0 such that 16) where
In fact, in this case we have In this case, we can prove the following: Then, using the periodicity and the genuine nonlinearity condition (4.19) of the eigenvalues λ j (U ), it follows that ∂ x u j (t, x) must blows-up in finite time. To this end, it is sufficient to use the same arguments of the proof of Theorem 2.1. ✷
