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Abstract
In this paper we obtain a new family of identities for random measures on the
unit ball of a separable Hilbert space which arise as the asymptotic analogues of the
Gibbs measures in the Sherrington-Kirkpatrick and p-spin models and which are known
to satisfy the Ghirlanda-Guerra identities. We give several applications of the new
identities to structural results for such measures.
Key words: Gibbs measure, spin glass models, stability, Poisson-Dirichlet distribution.
1 Introduction and main results.
The Gibbs measures in the Sherrington-Kirkpatrick type spin glass models are known to
satisfy two asymptotic stability properties - the Aizenman-Contucci stochastic stability [1]
and the Ghirlanda-Guerra identities [5]. These properties are typically proved by adding a
small perturbation term to the Hamiltonian of the model (see [19], [20]), but in some cases
can be proved in a strong sense without perturbation (see [3], [9]) using the validity of the
Parisi formula and its properties ([6], [17], [18]). In this paper, we will prove a new invariance
property for asymptotic Gibbs’ measures that satisfy the Ghirlanda-Guerra identities. Even
though the idea behind the main result, Theorem 1 below, was originally motivated by the
stability property proved in [11] which unified the Aizenman-Contucci stochastic stability
and the Ghirlanda-Guerra identities, the proof given here is based only on the Ghirlanda-
Guerra identities. As one application of the new invariance, we will show how one can reduce
the problem of ultrametricity to a formally weaker condition on the size of non-ultrametric
set. As another application, we will prove that one can always find infinite sequence of points
in the support of the measure such that all their overlaps take values in a given set of overlaps
of positive probability. This, for example, implies the positivity principle of Talagrand ([16],
∗Department of Mathematics, Texas A&M University, email: panchenk@math.tamu.edu. Partially sup-
ported by NSF grant.
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[20] or [7]) and the fact that the support of such measure is not totally bounded. For discrete
measure that satisfies the Ghirlanda-Guerra identities we will show that the Gram matrix of
the points in its support is weakly exchangeable and independent of the weights. Finally, we
will give a couple of examples of new identities for the Poisson-Dirichlet distribution PD(ζ).
Let us consider a random probability measure G on the unit ball of a separable Hilbert
space H . We will denote by (σl)l≥1 an i.i.d. sequence from this measure, by 〈·〉 the average
with respect to G⊗∞ and by E the expectation with respect to the randomness of G. Let
Rl,l′ = σ
l · σl′ be the scalar product, or overlap, of σl and σl′ . Random measure G is said to
satisfy the Ghirlanda-Guerra identities if for any n ≥ 2, any bounded measurable function
f of the overlaps (Rl,l′)l,l′≤n and any bounded measurable function ψ of one overlap we have
E〈fψ(R1,n+1)〉 = 1
n
E〈f〉E〈ψ(R1,2)〉+ 1
n
n∑
l=2
E〈fψ(R1,l)〉. (1.1)
Another way to express the Ghirlanda-Guerra identities is to say that, conditionally on
(Rl,l′)1≤l<l′≤n, the law of R1,n+1 is given by the mixture
1
n
µ+
1
n
n∑
l=2
δR1,l (1.2)
where µ is the law of R1,2 under the measure EG
⊗2. Given n ≥ 1, consider n bounded
measurable functions f1, . . . , fn : R
n(n−1)/2 × R→ R and define
F (σ, σ1, . . . , σn) = f1(R
n, σ · σ1) + . . .+ fn(Rn, σ · σn) (1.3)
where we denoted Rn = (Rl,l′)l<l′≤n. For 1 ≤ l ≤ n we define
Fl(σ, σ
1, . . . , σn) = F (σ, σ1, . . . , σn)− fl(Rn, σ · σl) +
∫
fl(R
n, x) dµ(x) (1.4)
and for l ≥ n+ 1 we define
Fl(σ, σ
1, . . . , σn) = F (σ, σ1, . . . , σn). (1.5)
This definition (1.5) for l ≥ n + 1 will not be used in the statement but will appear in the
proof of our main result.
Theorem 1. Suppose (1.1) holds and let Φ be a bounded measurable function of Rn. Then
E〈Φ〉 = E
〈Φexp∑nl=1 Fl(σl, σ1, . . . , σn)
〈expF (σ, σ1, . . . , σn)〉n
〉
, (1.6)
where the average 〈·〉 in the denominator is in σ only for fixed σ1, . . . , σn and the outside
average of the ratio is in σ1, . . . , σn.
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When n = 1, it is understood that Φ is a constant. Notice that one can easily recover the
original Ghirlanda-Guerra identities from (1.6) by taking f1 = tψ and f2 = . . . = fn = 0 and
computing the derivative at t = 0. One can generalize Theorem 1 by iteratively applying the
principle behind its proof to the new coordinates and we will describe this generalization in
Theorem 5 in Section 2. Classical form of the Ghirlanda-Guerra identities (1.1) has been used
successfully to prove several results about the structure of random measures that satisfy these
identities (see e.g. [12] and Chapter 12 in [20]) and we will use the information contained
in the new representation (1.6) to prove some new structural results about these measures.
The ultimate goal would be to show that such measures must be ultrametric, generalizing
the results in [8], [10] and [19] (inspired by [2]) and our next result makes a small step in
this direction. Measure G is said to be ultrametric if for any q,
G⊗3
({
(σ1, σ2, σ3) : R1,2 ≥ q, R1,3 ≥ q, R2,3 < q
})
= 0. (1.7)
Another way to express (1.7) is to say that for any two points σ1, σ2 sampled from G such
that R1,2 = σ
1 · σ2 ≥ q the sets
A(σ1, σ2) =
{
σ : σ · σ1 ≥ q, σ · σ2 < q},
A′(σ1, σ2) =
{
σ : σ · σ1 < q, σ · σ2 ≥ q} (1.8)
have measure zero. The first application of the identities of Theorem 1 is the following result
which says that if one can show that the measure of A(σ1, σ2) is not too big in some sense
then (1.7) holds with probability one.
Theorem 2. Suppose that (1.1) holds. If
E
〈 I(R1,2 ≥ q)
(1−G(A(σ1, σ2)))2
〉
<∞ (1.9)
then (1.7) holds with probability one.
If the measure G is ultrametric then G(A(σ1, σ2)) = 0 and the above integral is equal to
µ([q, 1]) = E〈I(R1,2 ≥ q)〉. Of course, in a given model it might be just as difficult to
prove (1.9) as to prove ultrametricity but formally this condition is weaker and Theorem 2
illustrates a new possible direction opened by Theorem 1. Let us now define
F¯ (σ, σ1, . . . , σn) = F (σ, σ1, . . . , σn)− 1
n
n∑
l=1
Fl(σ
l, σ1, . . . , σn). (1.10)
Another consequence of Theorem 1 is the following.
Theorem 3. Under (1.1), for any n ≥ 1, with probability one over the choice of measure G
and for G⊗n-almost all (σ1, . . . , σn), the measures of the sets {σ : F¯ (σ, σ1, . . . , σn) > 0} and
{σ : F¯ (σ, σ1, . . . , σn) < 0} are either both positive or both equal to zero at the same time. In
particular, the inequalities F¯ ≥ 0 and F¯ ≤ 0 hold on the sets of positive measure G.
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Let us give several examples of application of Theorem 3. First, let us apply it to the case
of n = 2 and the functions f1(R
2, x) = I(x ∈ C) and f2(R2, x) = −I(x ∈ C) for a given set
C. If we denote
C(σ1, σ2) =
{
σ : σ · σ1 ∈ C, σ · σ2 6∈ C},
C ′(σ1, σ2) =
{
σ : σ · σ1 6∈ C, σ · σ2 ∈ C} (1.11)
then (1.10) can be written in this case as F¯ (σ, σ1, σ2) = I(σ ∈ C(σ1, σ2))−I(σ ∈ C ′(σ1, σ2))
and Theorem 3 implies that the measures of the sets C(σ1, σ2) and C ′(σ1, σ2) are either both
positive or both equal to zero at the same time. In particular, the measures G(A(σ1, σ2)),
G(A′(σ1, σ2)) of the sets in (1.8) are either both positive or both equal to zero.
Another application of Theorem 3 is as follows. Let us take sets Bl for l ≤ n such that at
least one µ(Bl) > 0 and let us make the choice of functions fl(R
n, x) = I(x 6∈ Bl). Consider
any sample σ1, . . . , σn from the measure G such that Rl,l′ ∈ Bl ∩ Bl′ for all l 6= l′. Then
fl(R
n, Rl,l′) = 0 for all l 6= l′ and the condition F¯ ≤ 0 becomes
∑
l≤n
I(σ · σl 6∈ Bl) ≤ 1
n
∑
l≤n
µ((Bl)
c).
If at least one µ(Bl) > 0, the right hand side is strictly less than one and the condition is
satisfied only if all σ · σl ∈ Bl. Thus, we get the following.
Corollary 1. Suppose at least one µ(Bl) > 0. Under (1.1), for G
⊗n-almost all (σ1, . . . , σn),
if Rl,l′ ∈ Bl ∩Bl′ for all l 6= l′ then on a set of positive measure G, σ · σl ∈ Bl for all l ≤ n.
If B is a set with µ(B) > 0 then using Corollary 1 inductively on n we can find an infinite
sequence (σl) in the support of G such that all overlaps Rl,l′ ∈ B. It is known (Theorem 2 in
[8]) that if the measure G satisfies the Ghirlanda-Guerra identities and if q∗ is the supremum
of the support of the distribution of the overlap R1,2 under EG
⊗2 then with probability one
G is concentrated on the sphere of radius
√
q∗. On the other hand, if E〈I(R1,2 ≤ q)〉 > 0 for
some q < q∗ then taking B = [−1, q] we can find infinite sequence (σl) in the support of G
such that all overlaps Rl,l′ ≤ q. This means that if the distribution of R1,2 is not concentrated
on one point q∗ then the support of G on the sphere of radius
√
q∗ contains infinitely many
points at some positive distance from each other, which implies the following.
Corollary 2. Under (1.1), if µ({q∗}) < 1 then with probability one the support of G is not
totally bounded.
In a related result, it was proved in [3] that under the Aizenman-Contucci stochastic stability
the support of the measure is not finite dimensional. As another application, using Corollary
1 inductively as above with the choice of B = [−1,−ε] we can recover the positivity principle
of Talagrand (see [16],[20] or [7]) which states that under (1.1), we must have µ([−1, 0)) = 0.
Indeed, if µ([−1,−ε]) > 0 then we can find an infinite sequence (σl) in the support of G such
that all overlaps Rl,l′ ≤ −ε which is impossible since
0 ≤ ‖
∑
l≤n
σl‖2 =
∑
l,l′≤n
Rl,l′ ≤ n− n(n− 1)ε < 0 (1.12)
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for n large enough. This argument gives us an opportunity to emphasize the strength of
Corollary 1 and Theorem 1 by comparing it with the following very elementary proof of
positivity principle pointed out to the author by Michel Talagrand. Given a set B, let us
define the event
Bn = {Rl,l′ ∈ B for all l 6= l′ ≤ n}
and notice that
IBn+1 ≥ IBn −
∑
l≤n
IBnI(Rl,n+1 6∈ B). (1.13)
The Ghirlanda-Guerra identities (1.1) imply that
E〈IBnI(Rl,n+1 6∈ B)〉 =
µ(Bc)
n
E〈IBn〉
and using (1.13) we get E〈IBn+1〉 ≥ µ(B)E〈IBn〉 and, by induction, E〈IBn+1〉 ≥ µ(B)n. If
µ(B) > 0 then with positive probability over the randomness of G, n replicas σ1, . . . , σn
sampled from G belong to the set Bn with positive probability. Taking B = [−1,−ε] and
appealing to (1.12) shows that µ([−1,−ε]) must be zero, which proves that µ([−1, 0)). On
the other hand, in the same situation when µ(B) > 0, Corollary 1 gave us the same statement
with probability one over the randomness of the measure G and, moreover, guaranteed that
we can find a vector (σ1, . . . , σn) ∈ Bn with all coordinates in the support of G starting from
any σ1, which is a significantly stronger statement.
Our next application of Theorem 1 will be for discrete random measures on the Hilbert
space H that satisfy the Ghirlanda-Guerra identities. Suppose that G =
∑
l≥1 vlδξl for some
random weights (vl) and random elements (ξl) on the unit ball of H and assume that G
satisfies (1.1). We assume that the weights (vl) are arranged in non-increasing order and
denote by Q = (ξl · ξl′)l,l′≥1 the Gram matrix of scalar products of the points in the support
of G. The matrix Q is called weakly exchangeable if
(ξρ(l) · ξρ(l′)) d= (ξl · ξl′)l,l′≥1 (1.14)
for any permutation ρ of finitely may indices. We will prove the following.
Theorem 4. Under (1.1), the Gram matrix Q = (ξl · ξl′)l,l′≥1 is weakly exchangeable and
independent of the weights (vl).
Exchangeability of Q under (1.1) was proved before in Theorem 3 in [8] by way of invariance
properties of G under some random changes of density and here we will give a different proof
as an application of Theorem 1 (in the form of Theorem 7 below). Independence of (vl) and
Q under the assumption (1.1) is a new result motivated by Theorem 4.2 in [2] where it was
proved under a different assumptions of robust quasi-stationarity and ergodicity of G under
a family of random changes of density. The corresponding argument in [2] is very subtle and,
even though the proof of Theorem 4 will require some work, we hope that in the end it is
much more intuitive. Of course, Theorem 4 was also motivated by the fact that this property
holds in the ultrametric case of the Ruelle probability cascades [14] (see [4]).
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Finally, let us mention that (1.6) seems new even for the simplest measures satisfy-
ing (1.1) in which case it can be written as a family of identities for the Poisson-Dirichlet
distribution PD(ζ) and we will state a couple of such identities in Section 3.
Acknowledgement. The author would like to thank Michel Talagrand for a number of
helpful comments and, in particular, for pointing out an elementary proof of the positivity
principle and the fact that the functions fl in Theorem 1 can depend on R
n.
2 Invariance principles.
Before we prove Theorem 1, let us formulate a generalization which is obtained by iterating
the same idea in a certain sense. Consider integers r ≥ 1 and 1 ≤ n1 < n2 < . . . < nr and
for p ≤ r consider sets
Ip = {np−1 + 1, . . . , np}
where n0 = 0. The partition (Ip) represents r groups of coordinates from {1, . . . , n}. For
p ≤ r, let RIp = (Rl,l′)l<l′,l,l′∈Ip denote the array of overlaps of coordinates in Ip and for
l ∈ Ip let us consider functions fl(RIp, x) of RIp and x ∈ R. For simplicity of notations we
will sometimes keep the dependence of fl on R
Ip for l ∈ Ip implicit and simply write fl(x).
For p ≤ r, we define
F p(σ, σ1, . . . , σnp) = f1(σ · σ1) + . . .+ fnp(σ · σnp) (2.1)
and then define for l ∈ Ip,
F pl (σ, σ
1, . . . , σnp) = F p(σ, σ1, . . . , σnp)− fl(RIp, σ · σl) +
∫
fl(R
Ip, x) dµ(x), (2.2)
and for l 6∈ Ip,
F pl (σ, σ
1, . . . , σnp) = F p(σ, σ1, . . . , σnp). (2.3)
For p ≤ r, let us define
Zp = Zp(σ1, . . . , σnp) =
exp
∑
l∈Ip
F pl (σ
l, σ1, . . . , σnp)
〈expF p(σ, σ1, . . . , σnp)〉|Ip| (2.4)
where, as in Theorem 1, 〈·〉 is the average in σ only. The following holds.
Theorem 5. Suppose (1.1) holds and Φ is a bounded measurable function of RIr . Then
E〈Φ〉 = E〈Z1 . . . ZrΦ〉. (2.5)
Theorem 1 corresponds to the case of the one element partition (Ip), i.e. r = 1. It is essential
that the function Φ in (2.5) depends only on the coordinates in the last group Ir. Note also
that, using replicas, one can rewrite
Z1 . . . Zr =
exp
∑
p≤r
∑
l∈Ip
F pl (σ
l, σ1, . . . , σnp)
〈exp∑p≤r∑l∈Ip F p(ρl, σ1, . . . , σnp)〉 , (2.6)
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where the average 〈·〉 in the denominator is in the new coordinates (ρl).
Proof of Theorem 1. Without loss of generality, let us assume that Φ takes values in [0, 1]
and suppose that |fl| ≤ L for 1 ≤ l ≤ n for some large enough L. For t ≥ 0 let
ϕ(t) = E
〈Φexp∑nl=1 tFl(σl, σ1, . . . , σn)
〈exp tF (σ, σ1, . . . , σn)〉n
〉
. (2.7)
We will show that the Ghirlanda-Guerra identities (1.1) imply that this function is constant,
thus, proving the statement of the theorem, ϕ(0) = ϕ(1). If for k ≥ 1 we denote
Dn+k =
n+k−1∑
l=1
Fl(σ
l, σ1, . . . , σn)− (n+ k − 1)Fn+k(σn+k, σ1, . . . , σn)
then one can easily compute by induction that (recall (1.5) and that we average in σ only
in the denominator of (1.6))
ϕ(k)(t) = E
〈ΦDn+1 . . .Dn+k exp∑n+kl=1 tFl(σl, σ1, . . . , σn)
〈exp tF (σ, σ1, . . . , σn)〉n+k
〉
.
First, let us notice that ϕ(k)(0) = 0. Indeed, if we denote Φ′ = ΦD1 . . .Dn+k−1 then Φ
′ is the
function of the overlaps (Rl,l′)l,l′≤n+k−1 and
ϕ(k)(0) = E
〈
Φ′
(n+k−1∑
l=1
Fl(σ
l, σ1, . . . , σn)− (n + k − 1)Fn+k(σn+k, σ1, . . . , σn)
)〉
(2.8)
=
n∑
j=1
E
〈
Φ′
(n+k−1∑
l 6=j
fj(R
n, Rj,l) +
∫
fj(R
n, x) dµ(x)− (n+ k − 1)fj(Rn, Rj,n+k)
)〉
= 0
by the Ghirlanda-Guerra identities in the form of (1.2) applied to each term j. Now, since
|Fl| ≤ Ln and |Dn+k| ≤ 2L(n+ k − 1)n we get
|ϕ(k)(t)| ≤
( k∏
l=1
2L(n + l − 1)n
)
E
〈Φexp∑n+kl=1 tFl(σl, σ1, . . . , σn)
〈exp tF (σ, σ1, . . . , σn)〉n+k
〉
=
( k∏
l=1
2L(n + l − 1)n
)
E
〈Φexp∑nl=1 tFl(σl, σ1, . . . , σn)
〈exp tF (σ, σ1, . . . , σn)〉n
〉
=
k∏
l=1
(n+ l − 1) (2Ln)k ϕ(t).
Consider arbitrary T > 0. Again, using that |Fl| ≤ Ln it is obvious that ϕ(t) ≤ e2LTn2 for
0 ≤ t ≤ T and, therefore,
|ϕ(k)(t)| ≤ e2LTn2 (n+ k − 1)!
(n− 1)! (2Ln)
k.
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By (2.8) and Taylor’s expansion
|ϕ(t)− ϕ(0)| ≤ max
0≤s≤t
|ϕ(k)(s)|
k!
sk ≤ e2LTn2 (n+ k − 1)!
k! (n− 1)! (2Lnt)
k.
Letting k → ∞ we get that ϕ(t) = ϕ(0) for t < (2Ln)−1. Therefore, for any t0 < (2Ln)−1
we again have ϕ(k)(t0) = 0 for all k ≥ 1 and by Taylor’s expansion for t0 ≤ t ≤ T,
|ϕ(t)− ϕ(t0)| ≤ max
t0≤s≤t
|ϕ(k)(s)|
k!
(t− t0)k ≤ e2LTn2 (n+ k − 1)!
k! (n− 1)! (2Ln(t− t0))
k.
Letting k →∞ proves that ϕ(t) = ϕ(0) for 0 ≤ t < 2(2Ln)−1. We can continue in the same
fashion to prove this equality for all 0 ≤ t < T and note that T was arbitrary.
Proof of Theorem 5. The proof is by induction on r. Suppose that (2.5) is proved for
some r ≥ 1. In order to make the induction step, we will separate the coordinates in the
last group Ir into two sets coordinates that will play different roles. Given n > nr, let us
apply the induction hypothesis to the partition I1, . . . , Ir−1, I˜r where the last set is now
I˜r = Ir ∪ {nr + 1, . . . , n} = {nr−1 + 1, . . . , n} and the functions
fnr+1 = . . . = fn = 0. (2.9)
Let Z˜r denote (2.4) corresponding to the set I˜r, i.e.
Z˜r = Z˜r(σ1, . . . , σn) =
exp
∑
l∈I˜r
F rl (σ
l, σ1, . . . , σn)
〈expF r(σ, σ1, . . . , σn)〉|I˜r| . (2.10)
Because of (2.9),
F r(σ, σ1, . . . , σn) = f1(σ · σ1) + . . .+ fnr(σ · σnr) = F r(σ, σ1, . . . , σnr)
as in (2.1) for p = r, and for l > nr,
F rl (σ
l, σ1, . . . , σn) = F r(σl, σ1, . . . , σnr).
Therefore, the choice (2.9) allows us to rewrite (2.10) as
Z˜r = Zr(σ1, . . . , σnr)
n∏
l=nr+1
expF r(σl, σ1, . . . , σnr)
〈expF r(σ, σ1, . . . , σnr)〉 . (2.11)
This means that for fixed σ1, . . . , σnr the coordinates σl for l > nr are integrated with respect
to the product measure
dG′(σ) =
expF r(σ, σ1, . . . , σnr)
〈expF r(σ, σ1, . . . , σnr)〉 dG(σ). (2.12)
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If we denote by 〈·〉′ the average over the coordinates (σl)l>nr with respect to (G′)⊗∞ con-
ditionally on σ1, . . . , σnr and if we choose Φ to be the function of the overlaps only on the
coordinates (σl)nr<l≤n, then the induction hypothesis and (2.11) give
E〈Φ〉 = E〈Z1 . . . Zr〈Φ〉′〉. (2.13)
We can think of Z1 . . . Zr as the change of density and treat the functional of Φ on the right
hand side as the probability on the overlaps of the coordinates (σl)l>nr , which again satisfies
the Ghirlanda-Guerra identities. We can now apply Theorem 1 to (or repeat its proof for)
this functional to obtain the following. Let nr+1 > nr and Ir+1 = {nr + 1, . . . , nr+1}. For
l ∈ Ir+1 consider functions fl(x) = fl(RIr+1, x), define
F (σ, σnr+1, . . . , σnr+1) = fnr+1(σ · σnr+1) + . . .+ fnr+1(σ · σnr+1) (2.14)
and for l ∈ Ir+1 define
Fl(σ, σ
nr+1, . . . , σnr+1) = F (σ, σnr+1, . . . , σnr+1)− fl(σ · σl) +
∫
fl(x) dµ(x). (2.15)
Then, Theorem 1 (or its proof) applied to the right hand side of (2.13) implies
E〈Φ〉 = E
〈
Z1 . . . Zr
〈Φexp∑l∈Ir+1 Fl(σl, σnr+1, . . . , σnr+1)
(〈expF (σ, σnr+1, . . . , σnr+1)〉′ )|Ir+1|
〉′〉
, (2.16)
where 〈·〉′ is the average in σ only with respect to the measure G′. It remains to rewrite
(2.16) recalling the definition of the measure G′ in (2.12). Since
〈expF (σ, σnr+1, . . . , σnr+1)〉′ = 〈exp(F (σ, σ
nr+1, . . . , σnr+1) + F r(σ, σ1, . . . , σnr))〉
〈expF r(σ, σ1, . . . , σnr)〉
=
〈expF r+1(σ, σ1, . . . , σnr+1)〉
〈expF r(σ, σ1, . . . , σnr)〉 (2.17)
by (2.1) and (2.14), the average 〈·〉′ inside (2.16) over the coordinates (σl)l∈Ir+1 can be
rewritten as
〈Φexp∑l∈Ir+1(Fl(σl, σnr+1, . . . , σnr+1) + F r(σl, σ1, . . . , σnr))
〈expF r+1(σ, σ1, . . . , σnr+1)〉|Ir+1|
〉
=
〈Φexp∑l∈Ir+1 F r+1l (σl, σ1, . . . , σnr+1)
〈expF r+1(σ, σ1, . . . , σnr+1)〉|Ir+1|
〉
= 〈Zr+1Φ〉,
where we combined (2.15) and (2.2) in the numerator and where the average is taken only
over the coordinates (σl)l∈Ir+1. This completes the induction step and finishes the proof.
It is worth formulating the general principle expressed in equations (2.12) and (2.13) as a
separate result. Let (Ω,Pr) be the probability space on which the random measure G is
defined and let H be our Hilbert space. Let Pr(nr) be the measure on Ω × Hnr defined by
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the change of density Z1 . . . Zr, i.e. for any measurable sets A ⊆ Ω and A1, . . . , Anr ⊆ H,
probability Pr(nr)(A×A1 × . . .× Anr) is given by∫
A
∫
A1×...×Anr
(Z1 . . . Zr)(σ1, . . . , σnr) dG(σ1) . . . dG(σnr) dPr(ω). (2.18)
We can think of the random measure G′ in (2.12) as defined on (Ω × Hnr ,Pr(nr)) since it
depends on ω and σ1, . . . , σnr and (2.13) expresses the following.
Theorem 6. Under (1.1), the random measure G′ on (Ω × Hnr ,Pr(nr)) defined in (2.12)
has the same distribution as the measure G on (Ω,Pr) in the sense that i.i.d. samples from
these measures have the same joint overlap distributions.
Let us write down another generalization of Theorem 1 in a slightly different direction on
which our applications will be based. Consider a finite index set A. Given n ≥ 1 and con-
figurations σ1, . . . , σn, let (Bα)α∈A be a partition of the Hilbert space H such that for each
α ∈ A the indicator I(σ ∈ Bα) is a measurable function of Rn and (σ · σl)l≤n and let
Wα = Wα(σ
1, . . . , σn) = G(Bα). (2.19)
Let us define a map T by
W = (Wα)α∈A → T (W ) =
(〈IBα expF (σ, σ1, . . . , σn)〉
〈expF (σ, σ1, . . . , σn)〉
)
α∈A
. (2.20)
We have the following invariance result for the weights (Wα) of the random partition (Bα).
Theorem 7. Under (1.1), for any bounded measurable function ϕ : Rn(n−1)/2 × R|A| → R,
E〈ϕ(Rn,W )〉 = E
〈ϕ(Rn, T (W )) exp∑nl=1 Fl(σl, σ1, . . . , σn)
〈expF (σ, σ1, . . . , σn)〉n
〉
. (2.21)
Proof. For each α ∈ A let us take integer nα ≥ 0 and let m = n +
∑
α∈A nα. Let (Sα)α∈A
be any partition of {n + 1, . . . , m} such that |Sα| = nα. Consider a continuous function
Φ : Rn(n−1)/2 → R and let Φ′ = Φ(Rn)∏α∈A ϕα where
ϕα = I(σ
l ∈ Bα, ∀l ∈ Sα)
and let fl for l ≤ n be as in (1.3) and fn+1 = . . . = fm = 0. Let us now apply Theorem
1 with these choices of functions Φ′ and fl (and n = m). First of all, integrating out the
coordinates (σl)l>n, the left hand side of (1.6) can be written as
E〈Φ′〉 = E〈Φ(Rn)∏
α∈A
ϕα
〉
= E
〈
Φ(Rn)
∏
α∈A
W nαα (σ
1, . . . , σn)
〉
(2.22)
where Wα’s were defined in (2.19). Let us now compute the right hand side of (1.6). Since
fn+1 = . . . = fm = 0, the denominator will be
〈
expF (σ, σ1, . . . , σn)
〉m
and
m∑
l=1
Fl(σ
l, σ1, . . . , σm) =
n∑
l=1
Fl(σ
l, σ1, . . . , σn) +
m∑
l=n+1
F (σl, σ1, . . . , σn). (2.23)
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Since the denominator does not depend on (σl)l>n, integrating in the coordinate σ
l for l ∈ Sα
will produce a factor
〈IBα expF (σ, σ1, . . . , σn)〉 .
For each α ∈ A we have |Sα| = nα of such coordinates and, therefore, the right hand side of
(1.6) is equal to
E
〈Φ(Rn) exp∑nl=1 Fl(σl, σ1, . . . , σn)
〈expF (σ, σ1, . . . , σn)〉n
∏
α∈A
(〈IBα expF (σ, σ1, . . . , σn)〉
〈expF (σ, σ1, . . . , σn)〉
)nα〉
. (2.24)
Comparing with (2.22), recalling (2.20) and approximating a continuous function φ on [0, 1]|A|
by polynomials we get (2.21) first for products Φ(Rn)φ(W ), then for continuous functions
ϕ(Rn,W ) and then for arbitrary bounded measurable functions.
3 Applications.
Let us begin with the following special case of Theorem 7. Let us consider some sets Bl for
l ≤ n. Let A be the power set of {1, . . . , n} and for each α ⊆ {1, . . . , n} we define a set
Bα(σ
1, . . . , σn) = {σ : σ · σl 6∈ Bl ⇔ l ∈ α} (3.1)
which depends only on the overlaps. Given t = (t1, . . . , tn) ∈ Rn, let us now make the choice
of functions fl(R
n, x) = tlI(x 6∈ Bl). Since in this case, using notation tα =
∑
l∈α tl,
F (σ, σ1, . . . , σn) =
∑
l≤n
tlI(σ · σl 6∈ Bl) =
∑
α∈A
tαI(σ ∈ Bα) (3.2)
we get 〈
IBα expF (σ, σ
1, . . . , σn)
〉
= Wαe
tα (3.3)
and 〈
expF (σ, σ1, . . . , σn)
〉
=
∑
α∈A
Wαe
tα (3.4)
If we denote ∆t =
∑
α∈AWαe
tα the map T in (2.20) becomes
W = (Wα)α⊆{1,...,n} → Tt(W ) =
(Wαetα
∆t
)
α⊆{1,...,n}
. (3.5)
Given a measurable function φ : R2
n → R and an arbitrary subset
B ⊆
n∏
l<l′
Bl ∩Bl′ ⊆ Rn(n−1)/2, (3.6)
take the function ϕ in (2.21) to be ϕ = I(Rn ∈ B)φ(W ). Since for Rn ∈ B, the overlap
Rl,l′ ∈ Bl ∩ Bl′ and therefore fl(Rn, Rl,l′) = 0, we have
n∑
l=1
Fl(σ
l, σ1, . . . , σn) =
∑
l≤n
tl
∫
I(x 6∈ Bl) dµ =
∑
l≤n
tl µ((Bl)
c) =: γt. (3.7)
With these choices of parameters, Theorem 7 becomes:
11
Theorem 8. Under (1.1), for any bounded measurable function φ : R2
n → R,
E〈I(Rn ∈ B)φ(W )〉 = E
〈I(Rn ∈ B)φ(Tt(W ))eγt
∆nt
〉
. (3.8)
To show how this implies Theorem 2, let us consider the following special case with n = 2.
Consider q2 ≤ q1 ≤ q ≤ 1 and let Bl = [ql, 1] for l ≤ 2 and B = [q, 1]. The partition (Bα)
will now consist of four sets
A1(σ
1, σ2) = {σ : σ · σ1 ≥ q1, σ · σ2 < q2},
A2(σ
1, σ2) = {σ : σ · σ1 < q1, σ · σ2 ≥ q2},
A3(σ
1, σ2) = {σ : σ · σ1 ≥ q1, σ · σ2 ≥ q2},
A4(σ
1, σ2) = {σ : σ · σ1 < q1, σ · σ2 < q2}. (3.9)
Let Wj = Wj(σ
1, σ2) = G(Aj(σ
1, σ2)). With these notations,
∆t = W1e
t2 +W2e
t1 +W3 +W4e
t1+t2 , (3.10)
the map
Tt(W ) =
(W1et2
∆t
,
W2e
t1
∆t
,
W3
∆t
,
W4e
t1+t2
∆t
)
(3.11)
and γt in (3.7) is
γt = t1P(R1,2 < q1) + t2P(R1,2 < q2). (3.12)
Theorem 8 gives that for any bounded measurable function φ : R4 → R,
E〈I(R1,2 ≥ q)φ(W )〉 = E
〈I(R1,2 ≥ q)φ(Tt(W ))eγt
∆nt
〉
. (3.13)
This readily implies Theorem 2.
Proof of Theorem 2. Let s > 0. Let us use (3.13) with q1 = q2 = q, the choice of function
φ(W ) =
1
(W1e−s +W2e−s +W3 +W4)2
and the choice of t1 = s, t2 = −s. Then (3.13) becomes
E
〈 I(R1,2 ≥ q)
(W1e−s +W2e−s +W3 +W4)2
〉
= E
〈 I(R1,2 ≥ q)
(W1e−2s +W2 +W3 +W4)2
〉
.
Letting s→∞, by monotone convergence theorem we get
E
〈 I(R1,2 ≥ q)
(W3 +W4)2
〉
= E
〈 I(R1,2 ≥ q)
(W2 +W3 +W4)2
〉
.
and condition (1.9) means that this quantity is finite. In that case, almost surely over the
choice of random measure G and the choice of (σ1, σ2) from G⊗2, if σ1 · σ2 ≥ q then W2 =
12
G(A2(σ
1, σ2)) = 0 and by symmetry W1 = 0, which is another way to express (1.7).
Proof of Theorem 3. In the setting of Theorem 7, let us take a partition consisting of
three sets
B1 =
{
σ : F¯ (σ, σ1, . . . , σn) > 0
}
, B2 =
{
σ : F¯ (σ, σ1, . . . , σn) < 0
}
and B3 = (B1 ∪ B2)c. Let Wl = G(Bl) for l ≤ 3. Let us apply (2.21) to the function
ϕ(Rn,W ) = I(W1 = 0) and let us replace functions fl by sfl for s > 0. Since (T (W ))1 = 0
if and only if W1 = 0, we have ϕ(R
n, T (W )) = I(W1 = 0) and (2.21) becomes
E〈I(W1 = 0)〉 = E
〈 I(W1 = 0)
〈exp sF¯ (σ, σ1, . . . , σn)〉n
〉
. (3.14)
Whenever W1 = G(B1) = 0, we have
〈exp sF (σ, σ1, . . . , σn)〉 = 〈IB2 exp sF¯ (σ, σ1, . . . , σn)〉 +W3
and since F¯ < 0 on B2, letting s→∞ implies by monotone convergence theorem
E〈I(W1 = 0)〉 = E
〈I(W1 = 0)
W n3
〉
. (3.15)
This shows that whenever W1 = 0 we must have W3 = 1 and, therefore, W2 = 0. Similarly,
one can show that whenever W2 = 0 we must have W1 = 0 which means that either both
W1 and W2 are positive or equal to zero. Of course, this implies that the measures W1 +W3
of the set F¯ ≥ 0 and W2 +W3 of the set F¯ ≤ 0 are always positive.
Let us give a partial generalization of Theorem 3 in the setting of Theorem 5. Recall the
notations of Theorem 5 and define
F˜ ((ρl), (σl)) =
∑
p≤r
∑
l∈Ip
F p(ρl, σ1, . . . , σnp)−
∑
p≤r
∑
l∈Ip
F pl (σ
l, σ1, . . . , σnp). (3.16)
The following holds.
Theorem 9. Under (1.1), with probability one over the choice of measure G, for G⊗nr-almost
all (σ1, . . . , σnr) the inequality F˜ ≥ 0 holds on a set of (ρ1, . . . , ρnr) of positive measure G⊗nr .
Proof. Let us recall (2.6) and apply Theorem 5 to the function Φ = 1 and with functions fl
replaced by sfl,
1 = E
〈 1
〈exp sF˜ ((ρl), (σl))〉
〉
. (3.17)
If we consider the set
B =
{
(σ1, . . . , σnr) : G
({(ρ1, . . . , ρnr) : F˜ ((ρl), (σl)) ≥ 0}) = 0}
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then
1 ≥ E
〈 IB
〈exp sF˜ ((ρl), (σl))〉
〉
and, since on B the limit lims→∞〈exp sF˜ 〉 = 0, we must have E〈IB〉 = 0. This means that
for G⊗nr-almost all (σ1, . . . , σnr) the condition F˜ ≥ 0 is satisfied on the set of (ρ1, . . . , ρnr)
of positive measure G⊗nr .
Exchangeability and independence. We will now prove Theorem 4. First, recall several
properties of measures G satisfying the Ghirlanda-Guerra identities (1.1) that will be used
in the proof of Theorem 4. We already mentioned in the introduction that if q∗ is the
largest point in the support of the distribution of σ1 · σ2 under EG⊗2 then (1.1) implies that
G(‖σ‖2 = q∗) = 1 with probability one which in the case of discrete measure G =∑l≥1 vlδξl
means that all ‖ξl‖2 = q∗ and, in particular, R1,2 = σ1 · σ2 = q∗ if and only if σ1 = σ2. Also,
by a well known result of Talagrand (Section 1.2 in [16] or Proposition 15.2.4 in [20]) the
weights (vl) must have the Poisson-Dirichlet distribution PD(ζ) with ζ ∈ (0, 1). We recall
that, given ζ ∈ (0, 1), if (ul)l≥1 is the decreasing enumeration of a Poisson point process on
(0,∞) with intensity measure x−1−ζdx on (0,∞) and vl = ul/
∑
j uj then the distribution of
the sequence (vl) is called the Poisson-Dirichlet distribution PD(ζ) (see e.g. [13]). We will
be using the fact that
E〈I(σ1 · σ2 = 1)〉 = E
∑
l≥1
v2l = 1− ζ (3.18)
(see e.g. [14] or Section 13.1 in [20]). When we sample n replicas σ1, . . . , σn from G, some of
them could be equal so we can divide all indices {1, . . . , n} = C1 ∪ . . . ∪ Ck into k groups
C1, . . . , Ck such that σ
l = σl
′
if and only if l and l′ belong to the same element of the
partition. Let us for a moment fix one such partition and call it C. We will use the same
notation to define the event
C =
{∀l 6= l′ ≤ n, Rl,l′ = q∗ ⇐⇒ ∃j ≤ k such that l, l′ ∈ Cj}. (3.19)
Let J = (j1, . . . , jk) be a vector such that jl is the smallest index in Cl and let us define
R = (σjl · σjl′ )l,l′≤k and W = (G(σj1), . . . , G(σjk)). (3.20)
Let us define the conditional distribution of R and W on C by
PC(R ∈ A,W ∈ B) = E〈I(R ∈ A,W ∈ B)IC〉
E〈IC〉 . (3.21)
We will prove the following result from which Theorem 4 will easily follow.
Theorem 10. We have,
PC(R ∈ A,W ∈ B) = PC(R ∈ A)PC(W ∈ B). (3.22)
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The main idea of the proof is contained in the computation in Lemma 1 below which is based
on the invariance principle of Theorem 7. Let
Wk = {(w1, . . . , wk) :
∑
l≤k
wl < 1, w1, . . . , wk > 0}. (3.23)
Given a vector a = (a1, . . . , ak) ∈ Rk let us define Ta :Wk →Wk by
Ta(w) =
( w1ea1
∆a(w)
, . . . ,
wke
ak
∆a(w)
)
(3.24)
where
∆a(w) =
∑
l≤k
wle
al + 1−
∑
l≤k
wl. (3.25)
One can easily check that for a, b ∈ Rk we have Ta ◦ Tb = Ta+b and, therefore, T−1a = T−a.
Also, it is easy to check that
∆a(T−a(w)) = ∆−a(w)
−1. (3.26)
Let us denote by Bε(w) an open ball of radius ε centered at w. Then the following holds.
Lemma 1. For any a = (a1, . . . , ak) ∈ Rk and w ∈ Wk,
lim
ε→0+
PC(R ∈ A,W ∈ Bε(w))
PC(W ∈ Bε(w)) = limε→0+
PC(R ∈ A, Ta(W ) ∈ Bε(w))
PC(Ta(W ) ∈ Bε(w)) (3.27)
whenever either of the limits exists.
Proof. For simplicity of notation, let us assume that J = (j1, . . . , jk) = {1, . . . , k}. In (2.19)
- (2.21) let us take A = {1, . . . , k + 1}, Bl = {σl} for l ≤ k and Bk+1 = {σ1, . . . , σk}c,
fl(x) = alI(x = q
∗) for l ≤ k and fl = 0 for l > k. Then our notation Wl = G(Bl) = G(σl)
in (3.20) agrees with (2.19) for l ≤ k and we will forget about Wk+1 = G(Bk+1) and only
look at functions of W = (W1, . . . ,Wk). Let us take ϕ(R
n,W ) in (2.21) to be
ϕ(Rn,W ) = I(R ∈ A,W ∈ B)I(Rn ∈ C)
where as in (3.20), R = (σl · σl′)l,l′≤k is a k× k block in Rn. It is easy to check that with the
choices we made, on the event C the terms that appear on the right hand side of (2.21) will
become (recall (3.18))
n∑
l=1
Fl(σ
l, σ1, . . . , σn) = E〈I(R1,2 = q∗)〉
∑
l≤k
al = (1− ζ)
∑
l≤k
al,
〈expF (σ, σ1, . . . , σn)〉 =
∑
l≤k
Wle
al + 1−
∑
l≤k
Wl = ∆a(W )
and the first k coordinates of the map T (W ) in (2.20) are given by Ta(W ). Therefore, (2.21)
implies
E〈I(R ∈ A,W ∈ B)IC〉 = E〈I(R ∈ A, Ta(W ) ∈ B)ICZa(W )〉 (3.28)
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where
Za(W ) = ∆a(W )
−n exp(1− ζ)
∑
l≤k
al
and using this for B = Bε(w),
PC(R ∈ A,W ∈ Bε(w))
PC(W ∈ Bε(w)) =
E〈I(R ∈ A, Ta(W ) ∈ Bε(w))ICZa(W )〉
E〈I(Ta(W ) ∈ Bε(w))ICZa(W )〉 , (3.29)
assuming that the numerator is not zero. By (3.26) and the fact that T−1a = T−a we get that
if Ta(W ) ∈ Bε(w) then Za(W ) takes values in the set
{
∆n−a(w
′) exp(1− ζ)
∑
l≤k
al : w
′ ∈ Bε(w)
}
.
Therefore, as ε→ 0+, Za(W ) converges uniformly over suchW to ∆n−a(w) exp(1−ζ)
∑
l≤k al,
a constant, which will cancel out on the right hand side of (3.29) and yield (3.27).
Proof of Theorem 10. Since the weights (vl) have Poisson-Dirichlet distribution PD(ζ),
using well known representations of the Poisson point process with intensity measure x−1−ζdx
and the corresponding representation of (vl) (see, e.g. Proposition 8 in [13]), one can easily
check that the distribution of any finite subset of k weights is absolutely continuous with
respect to the Lebesgue measure on Rk. This implies that the distribution of W in (3.20)
under PC is also absolutely continuous with respect to the Lebesgue measure on R
k since,
on the event C, σjl are all different for l ≤ k. Let p(w) be the Lebesgue density of this
distribution and let pA(w) be the conditional expectation of I(R ∈ A) given W under PC .
Then, for any measurable set B on Rk,
PC(R ∈ A,W ∈ B) =
∫
B
pA(w)p(w)dw, PC(W ∈ B) =
∫
B
p(w)dw. (3.30)
To prove (3.22), it is enough to show that pA(w) is a constant a.e. on the set {w : p(w) > 0}.
By the Lebesgue differentiation theorem, for almost every w′ ∈ Rk one has (Corollary 1.6 in
[15])
lim
ε→0+
1
|Bε(w′)|
∫
Bε(w′)
|pA(w)p(w)− pA(w′)p(w′)|dw = 0 (3.31)
and
lim
ε→0+
1
|Bε(w′)|
∫
Bε(w′)
|p(w)− p(w′)|dw = 0. (3.32)
If pA(w) is not a constant a.e. on {p(w) > 0} then we can find two points w′, w′′ for which
both (3.31) and (3.32) hold and such that p(w′), p(w′′) > 0 and pA(w
′) 6= pA(w′′). We can
also assume that w′, w′′ ∈ Wk in (3.23) since PC(W 6∈ Wk) = 0. First of all, equations (3.30)
- (3.32) imply that the left hand side of (3.27)
lim
ε→0+
PC(R ∈ A,W ∈ Bε(w′))
PC(W ∈ Bε(w′)) = pA(w
′). (3.33)
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It is easy to check that if we take
al = log
w′l
w′′l
− log 1− w
′
1 − . . .− w′k
1− w′′1 − . . .− w′′k
for l ≤ k then Ta(w′′) = w′ for Ta defined in (3.24). Equations (3.27) and (3.33) imply that
lim
ε→0+
PC(R ∈ A,W ∈ T−aBε(w′))
PC(W ∈ T−aBε(w′)) = pA(w
′). (3.34)
To finish the proof, we will follow the argument of Corollary 1.7 in [15] and use the fact
that the sets T−a(Bε(w
′)) are of bounded eccentricity. Since all partial derivatives of Ta are
uniformly bounded in a small neighborhood of w′′ and all partial derivatives of T−1a = T−a
are uniformly bounded in a small neighborhood of w′, there exist constants c, C > 0 such
that Bcε(w
′′) ⊆ T−a(Bε(w′)) ⊆ BCε(w′′) for small ε > 0. Therefore,
1
|T−a(Bε(w′))|
∫
T−a(Bε(w′))
|p(w)− p(w′′)|dw ≤ 1|Bcε(w′′)|
∫
BCε(w′′)
|p(w)− p(w′′)|dw
=
Ck
ck|BCε(w′′)|
∫
BCε(w′′)
|p(w)− p(w′′)|dw
and using that (3.32) holds for w′′ implies
lim
ε→0+
1
|T−a(Bε(w′))|
∫
T−a(Bε(w′))
|p(w)− p(w′′)|dw = 0.
Similarly, using (3.31) for w′′ we get
lim
ε→0+
1
|T−a(Bε(w′))|
∫
T−a(Bε(w′))
|pA(w)p(w)− pA(w′′)p(w′′)|dw = 0.
These equations together with (3.30) for B = T−a(Bε(w
′)) imply that
lim
ε→0+
PC(R ∈ A,W ∈ T−aBε(w′))
PC(W ∈ T−aBε(w′)) = pA(w
′′)
and, recalling (3.34), we get pA(w
′) = pA(w
′′) - a contradiction.
Proof of Theorem 4. Let us fix m ≥ 1. Let pi = (pi1, . . . , pim) denote the vector of indices
corresponding to the m largest different weights among G(σ1), . . . , G(σn). This assumes that
the partition C defined before (3.19) has at least m elements, so let us denote by Cm all such
partitions. Recalling the vector J in (3.20), we can assume that if pi = I = (i1, . . . , im) then
i1, . . . , im ∈ {j1, . . . , jk} and let us denote this fact by writing I ⊂ J(C), where we made the
dependence of J = J(C) on C explicit. Let us now also make the dependence of R = RJ and
W = W J in (3.20) on J explicit and let RI = (σil · σil′ )l,l′≤m and W I = (G(σil))l≤m. Given
a subset B ⊆ Wm, we can rewrite the event {pi = I,W I ∈ B} in terms of W J by defining a
set BI ⊆ Wk such that
{W J ∈ BI} = {W I ∈ B,W I is the vector of largest m weights in W J}.
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Then we can write
E〈I(Rpi ∈ A,W pi ∈ B)〉 =
∑
C∈Cm
∑
I⊂J(C)
E〈I(RI ∈ A,W I ∈ B, pi = I)IC〉
=
∑
C∈Cm
∑
I⊂J(C)
E〈I(RI ∈ A,W J ∈ BI)IC〉
(by Theorem 10) =
∑
C∈Cm
∑
I⊂J(C)
PC(R
I ∈ A)E〈I(W J ∈ BI)IC〉. (3.35)
We will show in a second that PC(R
I ∈ A) depends on C and I only through m and if we
denote Dm = {σ1, . . . , σm - all different} and Rm = (σl · σl′)l,l′≤m then
PC(R
I ∈ A) = PDm(Rm ∈ A) :=
E〈I(Rm ∈ A)IDm〉
E〈IDm〉
. (3.36)
Then, using (3.36) in (3.35) we get
E〈I(Rpi ∈ A,W pi ∈ B)〉 = PDm(Rm ∈ A)E〈I(W pi ∈ B)〉.
When n gets large, with high probability the sample σ1, . . . , σn from G will contain points
ξ1, . . . , ξm corresponding to the largest weights v1, . . . , vm in G. Therefore,
P((ξl · ξl′)l,l′≤m ∈ A, (vl)l≤m ∈ B) = lim
n→∞
E〈I(Rpi ∈ A,W pi ∈ B)〉
= PDm(R
m ∈ A) lim
n→∞
E〈I(W pi ∈ B)〉
= PDm(R
m ∈ A)P((vl)l≤m ∈ B). (3.37)
This proves that (ξl · ξl′)l,l′≤m is independent of (vl)l≤m and its distribution is invariant
under permutations of coordinates since the distribution of Rm under PDm is obviously
invariant under permutations of coordinates. It remains to explain why (3.36) holds. Again,
for simplicity of notation, suppose that I = {1, . . . , m} and J(C) = {1, . . . , k}. Suppose first
that k < n and assume, without loss of generality, that n ∈ C1 - the element of the partition
such that 1 ∈ C1. Let us denote by C ′l = Cl ∩ {1, . . . , n− 1} and define the event
C ′ =
{∀l 6= l′ ≤ n− 1, Rl,l′ = q∗ ⇐⇒ ∃j ≤ k such that l, l′ ∈ C ′j}. (3.38)
Then, clearly, IC = IC′I(R1,n = q
∗) and (1.1) implies that
E〈I(RI ∈ A)IC〉 = E〈I(RI ∈ A)IC′I(R1,n = q∗)〉 = |C1| − 1− ζ
n− 1 E〈I(R
I ∈ A)IC′〉.
Similarly,
E〈IC〉 = |C1| − 1− ζ
n− 1 E〈IC′〉
and, therefore, PC(R
I ∈ A) = PC′(RI ∈ A). We can continue to remove coordinates outside
of J(C) one by one until k = n. Once we are left with different configurations σ1, . . . , σk we
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can remove in a similar fashion coordinates with indices m + 1, . . . , k to finish the proof of
(3.36), which competes the proof of Theorem 4.
Identities for the Poisson-Dirichlet distribution. Finally, let us write down a couple
of straightforward consequences of Theorems 1 and 5 for the Poisson-Dirichlet distribution
PD(ζ). Due to a result of Talagrand that we mentioned above (see e.g. Section 1.2 in [16] or
Theorem 15.2.1 in [20]), the simplest measure for which the Ghirlanda-Guerra identities hold
is the discrete measure concentrated on the orthonormal basis (ek) with weights vk = G({ek})
from the Poisson-Dirichlet distribution PD(ζ) for ζ ∈ (0, 1). First, let us write down what
Theorem 1 says for this measure. Since the overlap now takes only two values 0 and 1,
any function of n configurations depends only on their partition into equal configurations.
Therefore, we only need to write down what happens for any such particular partition. Given
r ≥ 1, let I1, . . . , Ir be a partition of {1, . . . , n} and let np = |Ip| for p ≤ r. Let Φ(Rn) be the
indicator of the set
{
(σ1, . . . , σn) : σj = σj
′ ⇔ j, j′ ∈ Ip for some p ≤ r
}
. (3.39)
Since the overlap takes only two values, the most general choice of functions fj that we can
make here is fj(x) = tjI(x = 1) for some tj ∈ R. Since there is one-to-one correspondence
between configurations in the set (3.39) and r different indices l1 6= . . . 6= lr ∈ N such that
σj = elp for j ∈ Ip, we can rewrite (1.6) in terms of (vl1 , . . . , vlr). Using (3.18) and letting
sp =
∑
j∈Ip
tj , one can easily check that (1.6) can be written as
E
∑
l1 6=...6=lr
vn1l1 . . . v
nr
lr
= E
∑
l1 6=...6=lr
e
∑
p≤r(np−ζ)sp
(
∑
p≤r vlpe
sp + 1−∑p≤r vlp)n v
n1
l1
. . . vnrlr . (3.40)
For example, when n = 2, r = 2 and I1 = {1}, I2 = {2}, t1 = −t2 = t, (3.40) becomes
E
∑
l 6=l′
vlvl′ = E
∑
l 6=l′
vlvl′
(vlet + vl′e−t + 1− vl − vl′)2 .
Notice that one can not take the formal limit t → ∞ on the right hand side for lack of
integrability. To give another example, if in the notations of Theorem 5 we take r = 2,
I1 = {1}, I2 = {2}, f1 = f2 = tI(x < 1) and Φ = 1 then (2.5) becomes
1 = E
∑
l 6=l′
vlvl′e
2ζt
(vl + et(1− vl)(vl + vl′ + et(1− vl − vl′)))
+ E
∑
l≥1
v2l e
2ζt
(vl + et(1− vl))(vl + e2t(1− vl)) .
Similarly to (3.40), one can also write down the general case of Theorem 5 for the Poisson-
Dirichlet distribution, but we will omit the details here.
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