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Chirped pulse amplification of ultrafast laser pulses has become an essential technology
in the fields of micromachining, tissue ablation, and microscopy. With specifically tailored
pulses of light we have been able to begin investigation into lab-on-a-chip technology, which
has the potential of revolutionizing the medical industry. Advances in microscopy have
allowed sub diffraction limited resolution to become a reality as well as lensless imaging of
single molecules. An intimate knowledge of ultrafast optical pulses, the ability to manipulate
an optical spectrum and generate an optical pulse of a specific temporal shape, allows us to
continue pushing these fields forward as well as open new ones. This thesis investigates the
spatio-temporal construction of pulses which are simultaneously spatio-temporally focused
(SSTF) and about their current and future applications. By laterally chirping a compressed
laser pulse we have confined the peak intensity to a shorter distance along the optical axis
than can be achieved by conventional methods. This also brings about interesting changes to
the structure of the pulse intensity such as pulse front tilt (PFT), an effect where the pulse
energy is delayed across the focal spot at the focal plane by longer durations than the pulse
itself. Though these pulses have found utility in microscopy and micromachining, in-situ
methods for characterizing them spatially and temporally are not yet wide spread. I present
here an in-situ characterization technique for both spatial and temporal diagnosis of SSTF
pulses. By performing a knife-edge scan and collecting the light in a spectrometer, the relative
spectral position as well as beam size can be deduced. Temporal characterization is done by
dispersion scan, where a second harmonic crystal through the beam focus. Combining the
unknown phase of the pulse with the known phase (a result of angular dispersion) allows the
unknown phase to be extracted from the second harmonic spectra.
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Ultrafast optical pulses are short-duration bursts of electromagnetic radiation no longer
than picoseconds (10−12 s) with the shortest pulses on the order of tens of attoseconds
(10−18 s) [1]. Pulses of these durations require large spectral bandwidths; 30 nm of band-
width centered at 800 nm yields a pulse duration of about 30 fs (10−15 s). In the case of
the titanium-doped sapphire (Ti:sapphire) oscillator these pulses are produced by means of
Kerr lens modelocking [2], a nonlinear effect where a laser beam focuses due to an intensity
dependent refractive index. The addition of this lensing effect to the cavity can be optimized
to make modelocked operation more efficient than continuous-wave (CW) operation. Mod-
elocked Ti:sapphire lasers are used in our lab for the purposes of micromachining [3], tissue
ablation [4], spectral broadening [5], and filamentation [6], among others. These applications
require sizable pulse energies (10 µJ to 4 mJ), so a chirped pulse amplified (CPA) system
is typically used. CPA systems employ temporal stretching and recompression of ultrafast
optical pulses, which avoids nonlinear effects from occurring in material as the pulse propa-
gates. Such systems also require measurement of the temporal characteristics of the pulses.
This is typically done by frequency resolved optical gating (FROG) [7] or spectral phase
interferometry for direct electric-field reconstruction (SPIDER) [8].
Manipulation of the spectrum of an ultrafast pulse changes its temporal shape since
the Fourier transform of the spectrum yields the temporal shape of the pulse [9]. This
means specific electric field envelopes may be designed in the temporal domain by spatially
separating frequency components (by a diffractive or dispersive element) and then using
masks or a spatial light modulator (SLM) to change the amplitude and/or phase of the
frequency components separately.
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Simultaneous spatio-temporal focusing (SSTF) is another technique that can be used to
manipulate the time domain of an ultrafast pulse. In SSTF the frequency components of a
pulse are laterally chirped then focused together so that the pulse shortens temporally as it
focuses spatially, axially confining the peak intensity of the pulse along the optical axis. The
alignment and characterization of SSTF pulses is the main topic of this thesis.
1.1 Applications for CPA laser systems
Since the first instance of lasing action was demonstrated in 1960 by Theodore Maiman
[10], lasers have proven their utility in scientific research. The field of laser technology
continues to advance 55 years later. From dye lasers in the 1970s [11] to the CPA systems of
the 1990s [12] sophisticated pulsed laser systems have found a breadth of usefulness across
many fields. Microscopists, observing both materials and biological tissue, have exploited
the nonlinear way high-intensity electric fields interact with matter [13, 14]. Harmonic
generation has been used to reconstruct an object in three dimensions [15] by exploiting a
third harmonic effect that occurs exclusively at an interface. It has also proven to be an
excellent noninvasive way to illuminate (and not destroy) living tissue [16]. The utility of
CPA laser pulses also extends to ablation of materials. They have been used by materials
scientists to synthesize nanowires [17] and as a means of thin film deposition [18]. They
have also been used to alter the properties of metal for example, changing an alloy from
hydrophilic to hydrophobic by machining a pattern on the material surface [19].
It was research in a microscopy technique that increased the signal to background ratio
by laterally chirping the spectrum of a Ti:sapphire pulse [20] that led our group to expand
the technique’s utility to micromachining [3]. Bestowed the title simultaneous spatial and
temporal focusing (SSTF), this technique of manipulating and exploiting ultrafast laser
pulses found a new use to improve upon existing technology.
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1.1.1 Nonlinear microscopy
Multiphoton microscopy has proven indispensable to the biological imaging community.
It is both noninvasive and nondestructive; furthermore, it increases signal to background
noise, yielding higher resolutions. These advantages come from the way that high-intensity
electric fields interact with matter in a nonlinear way. For example, a high-intensity pulse
of infrared light may be used to illuminate a sample while a signal in the visible range is
detected. Infrared photons are lower in energy than visible frequency photons and therefore,
less damaging. The second harmonic signal is only generated where the IR intensity is high
enough to force a nonlinear response, generally a small axial distance along which the laser
pulse is focused. The ability to filter the illuminating light out completely and look for just
the second harmonic allows a short focal depth to be observed while completely removing
extraneous light, improving resolution.
In 2006, Durst et.al. developed a new technique for multiphoton microscopy with the
goals of improving signal to background noise and the ability to scan axially through a sample
with no moving parts on the distal end [21]. In this early SSTF experiment, an ultrafast
pulse from a Ti:sapphire oscillator was spectrally chirped laterally with a diffraction grating.
This diffracted light was then collimated with a spherical lens and focused with an objective
onto a sample target. To axially scan the sample, the group velocity dispersion (GVD)
was changed by adjusting a prism pair. Despite this continuous change of phase, a nearly
transform-limited (TL) pulse was consistently measured. It was shown, however, that the
axial position of the TL pulse was a function of GVD near the focal plane (within the confocal
parameter). Our group’s dual interest in nonlinear microscopy and micromachining led to
expanding the utility of SSTF to micromachining.
1.1.2 Micromachining
Micromachining transparent materials has found uses from directly writing optical el-
ements like waveguides [22, 23] and diffraction gratings [24] to fabricating microchannels
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Figure 1.1: Images from Vitek et.al. [3] of backside ablation of glass. In (a) a conventionally
focused pulse is seen generating a super continuum though the glass. In (b) an SSTF pulse
is seen propagating through the glass without generating a super continuum and ablating
glass.
[3, 25]. There are many advantages to these techniques: machining from the backside of
a surface has the potential for making symmetric channels; there is no need for chemical
etching; and there is potential for speed with high repetition rate systems. The uses of these
devices has revolutionary potential in developing so called lab-on-a-chip, devices that can
take a sample, e.g., blood, and give a medical diagnosis [26–29].
The application of SSTF to micromachining has expanded the utility and scope of laser
ablation of transparent materials. Without SSTF, pulses were susceptible to nonlinearities
when propagating through material, limiting their application to front surface ablation or
focusing with high NA through the material to avoid nonlinearities. With SSTF backside
ablation or focusing in the bulk can be performed with low numerical aperture (NA) [3].
The tight axial intensity localization also allows for using a large (tens of micrometers) focal
spot with low NA to machine larger structures faster.
Machining with SSTF pulses has uncovered an interesting effect known as nonreciprocal
writing, or the “quill” effect [30]. This occurs because of pulse front tilt (PFT), a temporal
delay in pulse intensity arrival occurring spatially across the focal spot of an SSTF pulse.
Though it is known that PFT play an important role in nonreciprocal writing, the specific
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Figure 1.2: Image from Vitek et.al. [3] of micromachined channel in both x (SSTF) and y
directions. Scale bar 200µm.
mechanics are not yet known [31]. This effect is both interesting on its own and reveals a
possibility for using the PFT in other applications such as a quantum memory scheme as
proposed by Zhang et.al. [32].
1.2 The implementation of SSTF pulses
Using SSTF pulses is a clear way forward for applications already using ultrafast pulses
where high intensities should be avoided all axial positions aside from the focal plane. How-
ever, much like laser advances of the past, SSTF systems come with a new set of challenges
yet to be overcome. Characterizing spatial and temporal misalignments has been its own
field of research in the development of CPA laser systems and is critical to getting the most
utility our of ultrafast laser pulses. SSTF pulses, by virtue of the separation and recombi-
nation of the different wavelengths that make up an ultrafast pulse, must be characterized
in a way unique to the how they propagate. For this reason I have explored useful ways to
do the necessary characterizations.
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1.3 Overview
In the next chapter I will go into detail about what makes up an ultrafast optical pulse,
specifically discussing the stretching and recompression of pulses from the phase perspective.
I will describe nonlinear optics, explicitly second harmonic generation and how it is used to
measure the phase of a pulse. The third chapter goes into the details needed to understand
how an SSTF uniquely propagates and the experiments I performed to quantify the inter-
esting behaviors of an SSTF pulse. Chapter 4 explains the construction of a compressor
that may be used as a conventional compressor or tuned smoothly through a range for di-
rect adjustment of PFT in an SSTF pulse. Chapters 5 and 6 cover techniques I developed
for characterizing an SSTF pulse spatially and temporally, respectively. Chapter 7 covers a
future application that is presently being worked on where the axial intensity localization of




Ultrafast optical pulses are an excellent way to deliver a large energy flux (>1014 W/cm2)
to a small area (on the order of 100 µm2) within a short time (∼10 fs). Achieving such short
pulses is completely analogous to acoustic beating, where two frequencies that are nearly
equal interfere to create a wave packet. As more frequencies are added coherently the
wave packet becomes shorter. Similarly, a laser oscillator with a large bandwidth (many
frequencies) creates the shortest laser pulse since the electric field only exists over the short
time that all frequencies are in or nearly in phase with one another. Figure 2.1 shows
a plot of how much bandwidth is needed to achieve a specific pulse duration for different
central frequencies. Ti:sapphire laser systems have been the workhorse of the ultrafast optics
community for 30 years in large part due to their large bandwidth. I will now go into the
specifics of Ti:sapphire CPA systems, drawing on my personal experience with the one used
in our lab.
2.1 Ti:sapphire chirped pulse amplified systems
Ti:sapphire oscillators are used extensively in the field of ultrafast optics for their large
bandwidth [33] and high damage threshold [34]. The oscillators alone are able to produce
pulses from 30 fs down to 11 fs [35]. Solo oscillators can generate these pulses with repeti-
tion rates in the hundreds of megahertz and average power around 100 mW, yielding pulses
on the order of 1 nJ. Though pulses with energies as low as 5 nJ can be used to machine
waveguides and create interesting crystalline structures [36], if one is to completely remove
material by ablation energies in the tens of microjoules are needed. Considering this and
that interesting nonlinear effects occur at intensities around 1014W/cm2, it is clear that a
Ti:sapphire oscillator alone is not enough for many applications. This led to the development
of CPA laser systems [37]. This is the process of stretching, amplifying, and recompressing
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Figure 2.1: A plot of the bandwidth needed as a function of its transform-limited pulse
duration. Bandwidths with a shorter central wavelength require less bandwidth to generate
shorter pulses.
ultrafast laser pulses. Though complex, this process is necessary to avoid generating nonlin-
earities during amplification that could at best deform the beam profile and at worst destroy
the material the pulse propagates through. Though the repetition rate of these systems is
typically knocked down to 1 kHz to 10 kHz, the pulse energy can be a few mJ (such as our
system) or as high as hundreds of Joules in some high power systems [38].
A CPA system is used in our lab to achieve pulse energies of about 3 mJ. It consists
of a Ti:sapphire oscillator, stretcher, regenerative amplifier, multipass power amplifier, and
compressor. The system operates at a repetition rate of 1 kHz. A typical spectral bandwidth
from the oscillator is between 50 nm and 60 nm, centered around 800 nm. These pulses are
stretched to about 1 ps and then amplified from 1 nJ (assuming 150 mW output average
power and 150 MHz rep rate) to between 6 mJ to 8 mJ before compression. Due to gain
narrowing, the amplified spectral bandwidth will typically be between 30 nm and 35 nm,
leading to a longer pulse. After compression we are left with a pulse that is about 3 mJ to






Figure 2.2: A typical stretcher. For the case where each lens has the same focal length, a=b
and a >f. This images the light so that it travels a negative distance between the gratings,
forcing the shorter wavelengths to lag behind temporally.
Stretching is achieved by using a pair of gratings and lenses, such as in Figure 2.2; one
can also achieve this with one grating and one lens by folding this system with a mirror. The
goal of the stretcher is to temporally displace the spectrum (chirp) so the pulse duration is
stretched to picoseconds. Ideally, the temporal stretch will be a linear function of wavelength,
which makes it so the pulse may be recompressed as short as possible [39]; this will be
discussed more in depth later. A lens is used to image such that the shorter wavelengths
in the pulse travel a longer distance than longer wavelengths (opposite of what a diffraction
grating does on its own). This difference in distance traveled is what stretches the pulse
(temporally), making it safe to amplify and pass through material.
Gain narrowing is inevitable when amplifying laser pulses [40]. It is a result of intense
spectral components receiving more gain when being amplified than less intense spectral
components. This leads to a more intense laser pulse whose wings are shorter than the
original pulse, meaning an amplified pulse will never be quite as short as the seed pulse since
bandwidth is lost.
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Amplification is done in our lab with both a regenerative amplifier and a multipass
amplifier. Regenerative amplifiers often act as the first stage of amplification in high-power
lasers systems [41]. They amplify a stretched seed pulse from an oscillator by trapping the
seed in what is effectively another oscillator with the addition of an electronic gate and a
pulsed pump source. The electronic gate is made by including a Pockels cell and quarter-
wave plate. A quarter-wave plate turns linearly polarized light into circularly polarized light
using a birefringent material of a specific thickness. A Pockels cell works the same way, but
the birefringence is caused by a high electric field (kV); therefore, the Pockels cell may act
like another quarter-wave plate or have no effect on the polarization. When the Pockels cell
is off, the polarization going into the gate leaves parallel to the input; when the cell is on,
the polarization leaves perpendicular. A thin film polarizer or polarizing beam splitter is
then used to keep one polarization in the cavity and kick the other out.
Recompression is the final step in the generation of pulses from a CPA laser system.
It is typically done by dispersing the spectrum with a diffraction grating. In this case,
the long wavelengths have a longer path to travel, allowing for temporal alignment with
the short wavelengths, which trail in time. The spectrum then goes to another grating an
appropriate distance away to compress the pulse half way. It is then retroreflected back onto
the second grating where the spectrum is then recombined onto the first grating; it is then
fully compressed. I will refer to this type of compressor as a conventional compressor. Before
I go into more depth on each of these amplification steps on their own, I would like to discuss
the details of how an electromagnetic wave propagates and the importance of phase in its
propagation.
2.2 The wave equation
If we are to understand how an ultrafast laser pulse is going to interact with matter, we
must know its intensity profile in the time domain in addition to its more obvious attributes
like wavelength and pulse energy. This is a good time to begin considering laser pulses as
electromagnetic waves, the behavior of which is dictated by Maxwell’s equations which in SI
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units take the form,
∇ ·D = ρ, (2.1)
∇ ·B = 0, (2.2)






where E and H are the electric and magnetic fields and D and B are the electric and
magnetic flux densities. Lucky for us traditional optics types, we typically propagate through
materials that are not charged (ρ = 0), have no current (J = 0), and are non magnetic
(B = µ0H - Faraday rotators being one of the few exceptions to this rule). In order to deal
with nonlinear interactions with materials, we will say that D = ǫ0E + P, where P is the
polarization vector of local dipoles in the material set up by the strong laser E field. We
derive a wave equation from the preceding equations and substitutions by taking the curl of
2.3




Then using 2.4, the vector identity ∇×∇×A = −∇2A+∇(∇ ·A), and the definition
for the speed of light, c = 1/
√
µ0ǫ0, it can be shown









which is the electromagnetic wave equation.
2.2.1 The linear wave equation
Spectral phase is an important concept in ultrafast optics that can be understood from
the perspective of the linear wave equation. I will look at only one frequency component at
a time: n(ω) = n, or the refractive index is constant for the frequency. Note that it is realis-
tically a function of the input wavelength, and this dispersion will have direct consequences
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on the spectral phase. However, we can always treat each frequency independently. This
interpretation is still quite useful since we can combine frequency components later using
the Fourier relations between frequency and time. Assuming a plane wave we may drop the






The solution to this may be written, in terms of the propagation direction, z, frequency,
ω, and time, t. The plane wave solution is an intensity, A, times the spectral phase plus its
complex conjugate,
E(z, t) = A(z, t) expi(kz−ωt) +c.c. (2.8)
The exponential component of this equation tells us about the phase of the frequency ω,
i.e. given a location along z, the arrival time of a certain point on the sine wave. The wave
vector, k, may be written in terms of the refractive index and frequency: k = nω/c. From
this it is obvious that propagating through material will change the arrival time assuming, in
vacuum n = 1 and for a material n > 1. Now consider with some bandwidth of pulses ∆ω,
and a frequency-dependent refractive index, n(ω). It is clear that if a pulse which is in phase
across ∆ω propagates through n(ω) some distance, the spectral phase of each frequency will
begin to separate from one another leading to a stretching of the pulse in time. We break




the first derivative of the phase as a function of frequency. Group delay dispersion is the
second derivative of phase with respect to frequency, TGDD =
δ2φ
δω2
. Group delay most often
arises from diffraction gratings since they cause different frequencies to diffract at different
angles leading to a linear chirp in arrival time (though different orders also exist). Group
delay dispersion is most often associated with propagation through a material leading to
chromatic dispersion, a result of n(ω). The goal of pulse compression is to get TGD and
TGDD as close to zero as possible. In fact, the theoretically shortest pulse we may produce,





Figure 2.3: The real part of the electric field for an (a) unchirped and (b) positively chirped
pulse)
zero. Figure 2.3 is an example of what an unchirped and chirped pulse look like in the time
domain.
2.2.2 Taylor expansion of phase
I have brought up group delay and group delay dispersion in the last section and would
now like to segue into a more general idea of spectral phase. Phase can be thought of in
frequency space, as I have just discussed it, or in its Fourier pair, time space. Phase from
the perspective of the temporal regime may be thought of as a change in the arrival time of
the electromagnetic energy. More importantly, it changes the structure of the pulse in time
and, therefore frequency.
From Equation 2.8 it can be seen that for a set position, e.g., z = 0, the electric field is
only a function of time. This field with some arbitrary phase, φ(t), will then take the form
E(t) = A(t) expi(−ωt+φ(t)) +c.c.. The temporal amplitude and phase tell us all we need to






E(t) exp−iωt dt. (2.9)
This transform is important since it is convenient to add phase in spectral space but look
at the pulse structure in time space.
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We will now consider the spectral phase, φ(ω). If the spectral phase varies slowly, we


















Now we may discuss each term individually and how each affects the structure of the pulse.
The first term, φ(ω0)changes the phase of the entire wave packet equally and determines the
arrival time of the pulse. As was previously mentioned, φ(1)(ω0), is the group delay and
φ(2)(ω0) is the group delay dispersion. We will also concern ourselves with the third and
fourth derivatives since many of the systems I have and will be discussing are “fourth order
limited” in dispersion compensation [39]. That is, corrections up to the fourth-order phase
will be made in the stretcher-compressor pair.


















We may use this to define the instantaneous frequency, ω(t),




The first term, φ(0)(0), is the absolute phase of the pulse, the relation between the pulse
envelope with respect to the carrier oscillation. The first derivative, φ′(0) describes a shift
in the central frequency, ω0; it may also be thought of as the arrival time of the pulse and is
referred to as the group delay. φ′′(0) describes the linear chirp, the linear temporal spacing
of frequency, and is referred to as the group delay dispersion. All higher order terms are the
quadratic (φ(3)(0)), cubic, (φ(4)(0)), etc. chirp and called the third order dispersion, fourth
14
order dispersion, etc. It is our goal with CPA systems to add and then cancel out orders of
phase up to φ(4)(0) with our stretcher-compressor pair.
2.2.3 Dispersion in transparent material
A pulse that travels some distance L through a material whose refractive index varies





Rewriting in terms of the wavenumber, k(ω) = ω
c











is the group velocity. This is a convenient term as the length that a wave
























For ordinary glass, the laser pulse will experience normal dispersion, i.e. the red part














Empirical formulas for n(ω) exist for most common materials in the form of Sellmeier





2.3 Fresnel propagation and diffraction
The physics of wave propagation is well-understood today thanks to a multitude of natural
philosophers throughout human history. Augustin-Jean Fresnel is of particular importance
in the field of optics. He derived the equations used to describe how light waves behave at
an interface and invented a type of lens useful in lighthouses and theaters – the Fresnel lens.
This lens has a large aperture and short focal length, but instead of having a continuous
curved surface, the lens is divided into annular sections. Each section makes the appropriate
curvature, removing much of the volume of glass necessary needed for a continuous surface.
These accomplishments aside, his work on diffraction resulted in the near-field approximation
for diffraction being named after him. Near-field and far-field are ways of describing how
the wavefronts, i.e., phase peaks, of a wave are constructed close to or far from a source.
Fresnel diffraction makes approximations to describe diffraction from a point source in the
near-field. The dynamics within the Rayleigh length of a focusing Gaussian beam may be
described by Fresnel diffraction. For an arbitrary electric field, E(x, y, z), the diffraction
pattern from a slit at z = 0 along the optical axis is given by,










where λ is the wavelength and r =
√
(x− x′)2 + (y − y′)2 + z2. The Fresnel approximation
makes Equation 2.20 analytic in the near-field by assuming that z is large compared to
the distance the beam has expanded perpendicular to the optical axis – i.e., radially. We






















































((x− x′)2 − (y − y′)2)
]
dx′dy′, (2.25)
which may be rewritten as the convolution of the diffraction plane with the convolution















out of the integral, yielding

























the Fourier Transform of the complex field. This is an important result which means
that the near-field diffraction pattern is the Fourier transform of the field at the diffraction
source. This has led to research such as lensless imaging, or coherent diffraction imaging
[42, 43], where a diffraction pattern is recorded in such a way that allows for the source
of diffraction to be reconstructed mathematically. This technique is particularly useful for
imagining very small things (nano scale) with good resolution because the resolution of an
image is proportional to the wavelength used to image. X-rays are quite short, wavelengths
from 10 nm down to 0.01 nm, so even longer X-rays can image structures with length scales
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on the order of hundreds of nanometers to tens of nanometers.
2.4 An introduction to nonlinear optics
Now that we have defined a wave equation, we may begin to discuss the ideas of nonlinear
optics and phase. Nonlinear optics is the field of driving materials with electromagnetic waves
of such great intensity that the materials respond in a nonlinear way – i.e. the material
response is nonlinear to the strength of the laser pulse. We approach these problems as
any good physicist would, by Taylor expanding the electric field and taking all orders of
significance. Nonlinear effects come out of the polarization vector, P, so we will expand
that,
P = P(1) +PNL, (2.27)
where P(1) is the linear part of the polarization vector and PNL is the non linear part. The
latter as the driving force. Next, if we simplify the problem even more by claiming E is a
transverse infinite plane wave and combine the electric field and linear polarization vector
into D(1) = ǫ0E+P










2.4.1 Second harmonic generation
Second harmonic generation (SHG) was the first nonlinear phenomenon observed not
long after the invention of the first laser by Ted Maiman in 1960 [44]. In the first SHG
experiment [45] a pulsed ruby “optical maser” (the original name for a laser) was focused
into crystalline quartz. The beams were then separated with a quartz prism spectrometer
where a spectrograph plate was exposed. Aside from being the first instance of generated
second harmonic (SH) with a laser, this experiment is also well-known for having the relevant
SH data removed from the final publication because the copy editor mistook it as a speck of
dust [46].
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Figure 2.4: The ordinary, no, extraordinary, ne, and effective, nef , (nef = no for .8 µm)
refractive indices as a function of wavelength for BBO
SHG in crystals like beta barium borate (BBO) and potassium dihydrogen phosphate
(KDP) is achieved by phase-matching the fundamental wave to the second harmonic wave
– i.e., tuning the effective refractive index, nef , such that both waves travel through the
material at the same speed. It is convenient to express the phase-matching condition in
terms of the k vectors where k = 2πn/λ0. We may think of this as the vacuum wavelength,
λ0, being shortened in material by the refractive index, n. Considering an SH crystal of length
L, it can be shown that the intensity falls off from ∆k = 0, where ∆k = k(2ω) − 2k(ω) is



















Typically thin crystals are used for large bandwidth pulses, as only one wavelength can
be perfectly phase matched for a given alignment. The SHG crystals in our lab are typically
Type I, where two fundamental photons of parallel polarization generate one photon of SH
with polarization orthogonal to the fundamental. Phase matching is achieved by aligning
the fundamental along the ordinary optical axis and tuning the incident angle, θ, of the
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crystal to get a mixed refractive index that is equal to the refractive index seen by the
fundamental. These SH crystals are birefringent, which means they have an ordinary, no,
and extraordinary, ne, index that are orthogonal to each other. The light experiences the
index that is along its polarization axis. When the polarization lies between two indices, we
decompose the vector along each, defining nef as,











This is the special case for when the crystal is rotated around its ordinary axis. The
fundamental wave interacts only with no while the SH interacts with the tunable nef . This
allows us a range of λ0 for which ∆k = 0. Figure 2.4 shows refractive index plotted against
wavelength phase matched for 800nm in a BBO crystal.
I will also note that two pulses spatially and temporally aligned in an SH crystal will
generate an SH signal at their angular bisection as well as along their own k vector. This
is important for pulse measurement techniques such as FROG, which will be discussed in
detail later in section [47].
2.5 Interference
A useful tool within the optics community is interference, the combination of one or more
waves that result in a pattern of bright (constructive) or dark (destructive) regions of the
electromagnetic wave. Spectral interferometry, for example, may be used to self-reference an
ultrafast pulse in order to deduce unknown phase characteristics [48]. I would like to go into
a short derivation of interference as diffraction gratings work on this basic physical principle.
In general, for an arbitrary aperture with transmission function f(r) the diffracted field








where k is the wave vector, r is a vector from the aperture to the observation plane, and A








Figure 2.5: Layout of single aperture capable of causing diffraction.
Observing Figure 2.5, we may make some substitutions to Equation 2.31, the first being
r = Lẑ + x0x̂. We also note that L >> x0 so the addition of the constants L + x0 ≈ L.
The angle between r and Lẑ is very small, so the small angle approximation may be used
(sin(θ) ≈ θ, cos(θ) ≈ 1). The dot product becomes k · r = k · (Lẑ + x0x̂) ≈ kxθ where x is
any position along the x axis given by our chosen θ. We may now integrate over the angular





This is the simplified general case of diffraction on a single aperture. As a reality check
we will consider a plane wave of amplitude A incident on a free, radially symmetric aperture
such that f(θ) = 1. Computing the integral in 2.32 about an angle θ0 symmetric to the











Figure 2.6: The wave interpretation of self diffraction. The incoming light is collimated (flat
wavefronts), but is diffracted by the aperture causing the wavefronts to curve. Note that r
and k are parallel in this situation.
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which may also be written, 2θ0sinc(kxθ0). Taking the absolute value then gives us the
well-known solution for single slit diffraction, 4(θ0)
2sinc2(kxθ0).
A diffraction grating may be thought of as a system of N apertures a distance d apart.
Typically, the grating constant is given for a diffraction grating in grooves per millimeter,
the inverse of d in millimeters. This means we may construct the wave propagation of a
diffraction grating with the same method as a single slit.
2.6 The phase of a diffraction grating
The utility of a diffraction grating comes from an understanding of the phase that it
imparts on an ultrafast pulse and our ability to manipulate this phase to stretch and recom-
press a pulse. This phase comes from the fact that a diffraction grating separates different
wavelengths of light in a manner defined by the grating equation,
d(sin θi + sin θm) = mλ, (2.34)
where d is the distance between grooves on the grating, θi is the incident angle, θm is the
diffracted angle, m is the diffraction order, and λ the wavelength.












After substituting ω = 2πc/λ, we may write the group delay dispersion (GDD) and third


























The cos θm(λ) factor is why it is important to match both grove density and incident













Compressors have evolved as part of the technology involving CPA laser systems. The
reason for compressor technologies comes from pushing laser peak power higher due to the
change in the way we build lasers, from CW to Q-switched and mode-locked. Each step
brought the peak power up an order of magnitude, but at mode-locked lasers a wall was
hit; pulse durations could not be pushed down farther with a single oscillator. It was then
the CPA technique of stretching, amplifying, and compressing [49] was introduced to push
the peak power even higher while avoiding nonlinear effects at the cost of repetition rate,
how many pulses can be fit into one second. Solid state CPA systems out perform (in peak
power) dye and excimer lasers by 103 to 104 [50] which is great for modern laser physicists
as the dyes used are often harmful irritants and excimer lasers use fluorine or chlorine gas.
Lemoff, et.al., constructed the first stretcher-compressor pair capable of recompressing 20
fs pulses back to near their transform limit. This was done using an all-reflective stretcher,
eliminating chromatic aberrations that cause phase which can be difficult to compensate,
with the addition of a well-aligned reflective compressor and dispersion compensation for
the material within the amplification system.
The goal of a well-aligned compressor is to perfectly reverse the spectral phase added
by the stretcher. I will go into detail about spectral phase in the next chapter, for now
keep in mind that spectral phase may be thought of as the moment when a specific spectral
component will arrive at a place on the beam line as a function of time. A well-aligned
compressor consists of two diffraction gratings with parallel surfaces and parallel grooves.
Nonparallel gratings yield a beam with spatial chirp. This can be observed by blocking the
beam where the frequencies are separated causing a nonuniform dimming of the beam. This






Figure 2.7: An example of (a) a conventional compressor and (b) single-pass compressor. To
achieve the same amount of compression an SSTF compressor must have twice the separation
distance, L, as a conventional compressor
the diffraction equation,
d(sin θi + sin θm) = mλ, (2.39)
where d is the distance between grooves, m is the diffraction order, and λ is the wavelength.
The first diffraction gratings used in CPA systems, which are still prevalent today, are made
of grooved metal on a glass substrate. These are beginning to be replaced, however, by
transmission gratings made out of glass, which have had grooves carved into them. In
both cases thermal load and damage thresholds are a concern. Ti:sapphire CPA systems
require gratings with damage thresholds over 500 mJ/cm2 [51]. An additional concern for
transmission gratings is the possibility of nonlinear effects as the compressed pulse passes




which gives a parameter of whether or not nonlinear effects like self-phase modulation are a
concern.
An alternative method to conventional compression is used by our lab to achieve SSTF
pulses. This is referred to as a single-pass compressor, as it functions similarly to the
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aforementioned conventional compressor, but with a single bounce off each grating. The
stretched pulse is dispersed by the first grating, then each spectral components is made
parallel again by the second grating. These parallel spectral components are laterally chirped
spatially from one another, but are temporally aligned, such that when they are overlapped,
after being focused for example, the pulse is transform-limited at this overlap. Figure 2.7
compares a conventional and SSTF compressor.
2.6.2 Stretching
By design, a stretcher works nearly identically to a compressor except the short wave-
lengths have a longer path length. This is achieved by placing a telescope between two
gratings placed at a 90o angle to one another so that the effective distance traveled between
gratings is negative. Figure 2.8 is the diagram of the all-reflective stretcher designed by
Lemoff et.al. [39].
The amount of stretch needed is determined by the peak intensity. When amplifying it is
essential to prevent self-phase modulation (SPM), which causes spikes in intensity capable of
damaging optical gain media. SPM is a nonlinear optical effect temporal change in refractive
index that results from the Kerr effect. The Vulcan PettaWatt, for example uses a strech-
compression factor in excess of 103 [52] because of the high intensities involved.
When dealing with pulses on the order of 10 fs it is important to limit up to fourth
order phase [39]. The stretcher used in [39] is all-reflective and uses a cylindrical mirror
rather than spherical so that the mirror can be used off axis without introducing additional
divergence to the vertical dimension – i.e. astigmatism. This has the additional advantages
of being able to change vertical beam level in the system without incurring any aberrations
and using incident angle on the mirror as a way to tune the focal length. The stretcher is
double passed so as to reverse angular errors caused by spherical aberration.
Aberrations and material dispersion are of such concern because they can lead to disper-
sive mismatches in the stretcher-compressor pair that causes spatial chirp – i.e. a varying
spectrum across the spatial profile of the beam. In addition, material dispersion from the am-
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Figure 2.8: Figure of all-reflective stretcher from Lemoff et.al [39].
plifier can accumulate, leading to a total dispersion on the order of the initial pulse duration
(tens of fs).
2.7 Traditional temporal measurements
Measuring the temporal structure of ultrafast pulses can prove challenging. The time
scales in which the pulses exist eliminate the possibility of using an electronic switch (fs
compared to ns). This means if one is to use a gate to measure an ultrafast pulse that gate
must be the pulse itself. Autocorrelations were the original form of measuring the duration
of pulses and are performed by sending a pulse into an interferometer where a copy of it is
made. One arm of the interferometer is moved such that one pulse may be scanned through
the other with a time delay. The pulses are overlapped in a second harmonic crystal, typically
crossed though collinear arrangements exist. If crossed, three second harmonic signals are
produced, one for each pulse and one that is produced by the combination of the two. The
mixed signal is the one of interest. Scanning across the entire pulse length yields a second
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harmonic signal that is an autocorrelation of the pulse electric field, E(t), given by
ISH(t) =
∫
E(t)E(τ − t)dt. (2.40)
This technique was improved upon in 1993 by Kane and Trebino with FROG [47]. FROG
is performed the same way as an autocorrelation but with each step in time the entire
second harmonic spectrum is recorded. These spectra are stacked to form a plot of time
delay, frequency, and intensity. An algorithm is then used to extract the phase of the pulse,
information that is lost in an autocorrelation.
2.7.1 FROG
The first technique that proved successful for measuring the phase and pulse duration of
an ultrafast pulse was FROG [47]. FROG employs an interferometer where two pulses are
overlapped in a second harmonic crystal; the pulse uses its replica as a gate.
A typical setup for a FROG measurement can be seen in figure Figure 2.9. One arm of
the interferometer has a delay stage to scan one pulse through the other. These pulses are
crossed at an angle in a second harmonic generating crystal. The mixing signal is collected
by a spectrometer, and the delay stage is moved so that another spectrum may be collected.
This is done over the entire length of the pulse, resulting in many spectra stacked to make
a 3D plot. An algorithm is applied to this plot to calculate both the intensity and phase of
the pulse [47, 53].
Another advantage to using FROG is that different orders of phase manifest themselves
in distinct ways. Figure 2.10 and Figure 2.11 are FROG traces taken in our lab. The
first shows a pulse that is well-compressed. A trace that is symmetric about frequen-
cy and as short as possible along the time delay axis is indicative of optimal compres-
sion. A single self-referencing version of FROG given the name-for-the-sake-of-the-acronym
GRating-Eliminated No-nonsense Observation of Ultrafast Incident Laser Light E-fields
(GRENOUILLE) [54] may be used to observe a live update of a FROG trace. This is
particularly useful when aligning a compressor, as the different aspects of the alignment are
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Figure 2.9: A typical FROG arrangement.
related to different order of phase. Figure 2.11 is a good example of what third order phase in
time looks like on a FROG trace. It manifests itself as a parabola across the spectrum since
third order in time is second order in frequency because of the Fourier transform relation
between the two, E(ω) =
∫ +∞
−∞
E ′(t) exp(−iωt)dt. This phase may be removed by tuning the
incident angle into the compressor until the trace looks more like Figure 2.10.
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Figure 2.10: An example of a FROG trace for a well-compressed pulse, i.e., a fourth-order
phase-limited pulse. Yellow is peak intensity.
Figure 2.11: Another example of a FROG trace with a sizable amount of third order phase,
which is seen as a parabola across the spectrum. Yellow is peak intensity.
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CHAPTER 3
SIMULTANEOUS SPATIO-TEMPORAL FOCUSING AND ITS APPLICATIONS
SSTF is a geometric chirp applied to an ultrafast laser pulse such that as the pulse
focuses spatially its temporal duration decreases – reaching its TL at focus – and then
increases again after the focal plane. This technique was first demonstrated by Cornell’s
Michael Durst et.al. [21, 55] where it was applied to laser scanning multiphoton microscopy
to improve axial signal-to-background ratio. This localization along the optical axis is three-
fold, coming from the geometric focusing (added phase as a function of position along z, the
optical axis), a smaller, round focal spot (compared to an elliptical beam, which would focus
to an ellipse), and the full spectrum existing only at the focal plane (all frequencies in the
spectrum must interfere to make the shortest pulse). This research has led to our group’s
interest in axial power confinement and its applications to micromachining [3], tissue ablation
[4], and plasma generation [56]. The confinement of the pulse’s peak intensity in an SSTF
geometry minimizes the nonlinear response of materials to the laser pulse. Self-focusing, for
example, has been observed to be greatly reduced when using SSTF pulses [4].
The SSTF geometry also results in a pulse front tilt (PFT) at the focus, where one side
of the pulse arrives earlier than the other side. PFT has been used to improve the efficiency
of terahertz (THz) radiation generation by matching the group velocity of the driving pulse
with the phase velocity of the THz in LiNbO3 [57], though here the PFT is set by the material
in which the ultrafast pulse is propagating. Other schemes allow some control over the PFT
by manipulating the input beam radius, focal length, and compressor separation [58]. This
eliminates the need for expensive crystals to achieve an appropriate PFT. Controlling PFT
also has applications in traveling-wave X-ray laser pumping [59].
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Figure 3.1: Different configurations for SSTF geometry. (a) Single-pass grating compressor.
(b) Double-pass compressor with tilted retroreflector. (c) Single grating with telescope to
collimate and refocus. (d) Single grating imaging.
3.1 How SSTF Works
The SSTF geometry is best described as a lateral chirp of beamlets– i.e., Gaussian beams
of a single wavelength, propagating parallel to one another. The goal then is to focus these
beamlets such that they spatially and temporally overlap at the beam’s waist. Figure 3.1
shows four different optical setups used to achieve SSTF. Our lab employs the single pass
grating compressor, Figure 3.1(a), as it can replace a conventional double-pass compressor
and, with the addition of a retroreflector and translation rail, may be used as a conventional
compressor for comparison experiments. The tilted retroreflector scheme, Figure 3.1(b), is
limited in the amount of lateral chirp that may be achieved. A similar scheme where the
retroreflector is held in place but the second grating is tilted is used in traveling-wave pump-
ing of soft X-ray lasers [59]. Single grating schemes ((c) and (d)) were used for microscopy
by Zue et.al [55]. In that particular experimental setup the temporal focal plane was not the
spatial focal plane; the first lens is placed to set the frequencies parallel to one another (fo-
cusing the beam) then an objective lens temporally focused the beam, but also recollimated
the beamlets.
A framework for describing the propagation of spatially-chirped pulses was described by
our group in 2012 [60] where Gaussian beam dynamics are applied to beamlets propagating
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at an angle as a function of frequency. However, I will use a full Fresnel propagation method
to describe SSTF pulses. We define the electric field of an SSTF pulse in the frequency
domain so that we may propagate each frequency independently. We apply a linear chirp in
the x direction with respect to frequency at some chirp rate, α,













Here z is the optical axis, x and y make the plane transverse to the optical axis, ω0 is the
central frequency, ∆ω is the 1/e2 spectral half width, win is the 1/e
2 beam radius entering
the system, and φin(ω) is the spectral phase of the pulse entering the system.
In the spatial domain, a lens phase may be added, as per Goodman [9], to obtain an
angular sweep as a function of frequency and allow us to write the form of equation 3.1 that
is dependent on z. By propagating this in the spatial frequency domain and then Fourier
transforming back to the spatial domain, we can begin to quantify the interesting temporal
properties of SSTF pulses that arise from focusing a laterally chirped pulse.
Propagating this beam along the optical axis, z, as it is focused from some optical element
of focal length f is done by multiplying by the lens phase factor, exp[−ik0(x2 + y2)/2f ], in
the spatial domain. This yields the angular spectrum. For the following derivation I assume
the beam is only chirped along x and will ignore the y dimension as it behaves as a Gaussian
beam on axis. The electric field in terms of spatial frequency, fx, with the lens phase is then,




E(x, z = 0, ω) exp[−ik0x2/2f ] exp[−i2πfxx]dx, (3.2)
where, exp[−i2πfxx] is the kernel to Fourier transform into spatial frequency and E ′ is













, (see Chapter 2.3), and inverse FT back to compare the new
spatio-spectral field,


















Figure 3.2: Intensity localization achieved compared to a conventional beam (dashed line),
from increasing the beam area, the amount of local bandwidth, and the full calculation
including the geometric phase.
The temporal profile of an SSTF pulse is dynamic. The mechanism behind this and its
effect on intensity is three-fold, as seen in Figure 3.2. First, the beam size is larger than
it would be if it were not laterally chirped (solid black curve), similar to an elliptical beam
though the SSTF focus is still round as each beamlet retains a Gaussian intensity profile.
Second, the available bandwidth contributing to shortening the pulse increases en route to
the focus (a result of the spatial overlap), reaching its maximum at the spectral overlap,
then decreasing after the focus (blue curve). Lastly, within the confocal parameter there is a
geometric chirp of the phase as a function of wavelength and lateral distance away from the
optical axis (red curve). This results in a second order phase which can be derived from 3.1
by adding a lens phase after Fourier transforming. I will show this in the following section.
We may also talk about the spatial chirp beam aspect ratio, which is the ratio of the
beam size in the chirped dimension to the unchirped dimension. Thus, a non-spatially-





3.2 The phase of an SSTF pulse
It is useful to discuss the contribution of angular chirp to intensity localization. Each
frequency may be propagated as an individual beamlet – i.e. a Gaussian beam of a single
frequency. We can do this for some bandwidth, ∆ω, then FT to the time domain, which
allows us to see how the pulse behaves temporally. Let us first look at how plane waves of
different frequency propagating at an angle to one another behave. This may be written,
E(x, y, z, ω) = E0(ω exp
[







We may invoke the small angle approximation here and using the spatial chirp rate, α,
and some focal length, f , write tan θx = −α(ω−ω0)f ≈ sin θx. Taking the second derivative of






Observe that the phase is linear in z and only depends on the angular dispersion from the
spatial chirp rate, α, and focal length, f . Diffraction gratings are used to compress pulses
as they also have a linear dependence of φ′′(z).
I will now look at the specific case of propagating Gaussian beamlets at an angle to one
another in such a way that all beamlets overlap at the same position, z = 0, and have a









where f is the focal length, α is the spectral chirp rate, ω0 is the central frequency, c
is the speed of light, and x is the plane in which the spectrum is chirped. This uses the
small angle approximation, sin θ ≈ θ, which is true when θ << 1. We also have established
conventions where beamlets of ω>ω0 are displaced to positions x>0. If we Taylor-expand
Equation 3.6 each order’s contribution can be described as its own physical phenomenon.









Figure 3.3: A depiction of how linear group delay across a focal spot results in pulse front
tilt. Waves of different frequency, with a linear phase related to position along x, have a
temporal position, t, where their crests align (dashed line). This occurs across x (dashed
crosses), resulting in the tilted pulse.
a PFT forms as a result of angular chirp on a spectrally chirped pulse. It is written as the
first term in the Taylor expansion of Equation 3.6,
φ1(x, ω) = φ




Note here that, for some focusing conditions where x varies across a spot radius w0, the
PFT depends exclusively on α and f . Equation 3.7 shows that moving across x in the focal
plane changes the group delay along the focal spot. Figure 3.3 depicts waves of different
frequency with a linear group delay and how this results in a pulse front tilt. The temporal
position where the wave crests align result in constructive interference. The group delay
across the beam results in these crests aligning at different times across the focus, producing
a PFT.
Spatial chirp rate, α, is a difficult parameter to measure and focal length is optic specific.




, where win is the input 1/e
2 radius. Then, using our definition of β = α∆ω
win
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Not only is the pulse tilted in time, but the peak intensity plane is also tilted, at a
different angle, about the direction of propagation. This is called an intensity plane tilt
(IPT). It has been demonstrated by He et.al. that for particularly large β (β = 38) the IPT
is visible in a two-photon fluorescence excitation experiment [61]. Though IPT is a different
phenomenon from PFT their origins both lie in the phase that is intrinsic to SSTF pulses
caused by the angular chirp.
In Equation 3.8 we assume the spectrum to be at focus and well overlapped (able to be
made transform-limited) with no input chirp. Let us now see how the phase evolves as we
propagate along z. As per reference [60] taking the paraxial approximation the total phase
of an SSTF pulse may be written,
φ(x, y, z, ω)
n(ω)






− η(z) + k0
(x− z sin θx)2 + y2
2R(z)
, (3.9)
where the first two terms are from the plane wave case, Equation 3.4. The third ter-
m, η(z), is the Gouy phase which is a phase acquired by Gaussian beams where η(z) =
− arctan z
zR
. The last term comes from the evolving radius of curvature of a Gaussian beam









I will assume n(ω) = 1, i.e., vacuum, unless explicitly noted otherwise. Now we may
look at the first and second order of this phase by Taylor expanding Equation 3.9. The first



































Figure 3.4: The second order phase, φ2(x = 0, z), as a function of axial position normalized
to the Rayleigh length
This equation tells us how the second order phase changes as a function of z and describes
the observed IPT in [61]. It also suggests that for a non zero input phase, φ2in, we can
change where along z the total second order phase is zero. This leads to the first experiment
I conducted with SSTF pulses, which is explained in detail in the following section.
3.3 Plasma generation and input chirp
Equation 3.11 leads to an interesting phenomenon. The second order phase may be
manipulated in the compressor such that total φ2 = 0 at some axial position away from the
focus – i.e., z 6= 0. The separation distance between the gratings in a compressor determines
how much φ2in is added to the pulse, essentially moving the function seen in Figure 3.4 up
and down. The peak intensity, therefore, can be moved within the confocal parameter by
changing this separation. This was demonstrated by viewing the plasma breakdown of an
SSTF pulse, as seen in Figure 3.5.
Using the single pass compressor scheme 1.1 mJ pulses were focused with a parabolic
mirror, f=400 mm, generating a plasma in air. The total distance over which a visible
plasma could be moved axially, before the intensity was below the ionization-of-air threshold,
was about one Rayleigh length, zR . Figure 3.5 shows a false color image of the plasma
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Figure 3.5: Plasma breakdown in air with different amounts of chirp made by changing
separation between compressor gratings.
breakdown in air captured by a stationary microscope objective imaged onto a CCD camera.
The compressor was moved on the order of 10 mm, adding about 13x103 fs2 of phase before
the plasma was no longer visible.
The reason for the diminishing plasma with the addition of φ2in is explained by Figure 3.6.
Though the term φ2 = 0 and we assume φ3 = 0, the pulse duration is still limited to the local
bandwidth, ∆ω. Moving the compressor such that φ2 = 0 is farther from z = 0 (approaching
the upper limit at z = zr for example), there is less spectral overlap. This limits the total
bandwidth available, therefore lengthening the total pulse duration.
3.4 Reduction in self focusing
Self-focusing arises from the intensity-dependent refractive index. This is a nonlinear
optical effect (χ(3) process) that adds to the dispersive refractive index, n = n0 + n2I,
where n0 is the frequency dependent refractive index, n2 is the effective intensity-dependent
refractive index and I is the laser pulse intensity. One can see that if n2 > 0 and I ∝ e−r2/2w20
where r is transverse to the propagation direction, the effective refractive index will slow the
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Figure 3.6: Plots showing the pulse intensity along the optical axis (normalized to the
Rayleigh length). In this case there is no third order phase added and βBA = 4. The solid
red curve has no addition second order phase added, resulting in a transform limited pulse.
The blue large dashed curve has 2000 fs2 added phase. The green small dashed curve has
4000 fs2 added phase.
light down more in the center than in the wings, causing the beam to focus. This will occur
in air at a critical power, Pcr =
π(0.61)2λ20
8n0n2
[62], where n0 is the normal refractive index and n2
is the nonlinear refractive index.
I tested self-focusing in SSTF beams by viewing the plasma breakdown with a stationary
microscope objective imaged onto a CCD. The images taken were integrated over many
pulses, i.e., the exposure time of the camera was set to tens of milliseconds. In an SSTF
configuration the power was increased from 55 µJ to 1.4 mJ as the plasma was observed.
Next, the compressor was set to a conventional double-pass configuration. The conventionally
focused beam also made a plasma, which was observed in the same fashion. Figure 3.8 shows
lineouts from the plasma images and their relative position along the optical axis centered










Figure 3.7: Time-integrated images of plasma breakdown from a conventionally focused (left)
and SSTF (right) pulses at different pulse energies.
energies (<190 µJ) in the conventional focus. The SSTF focus was taken to intensities nearly
an order of magnitude larger than this, and no indication of self-focusing was observed.
This observed lack of self-focusing comes from the dynamic temporal characteristics of the
pulse. The peak intensity of the SSTF pulse is only reached at the focus; since self-focusing
must happen after propagation through material over some distance its effect is minimized
compared to a conventionally focused beam. The conventionally focused beam has the same
TL pulse duration through its Rayleigh length and, therefore, experiences more nonlinearity.
This self-focusing behavior was first predicted by Marburger in 1975 [63], including the tail
that develops (seen in Figure 3.7). Since the SSTF pulse is only TL at the focal plane, the
peak intensity is much lower through its Rayleigh length, which leads to a smaller n2I and
less self-focusing.
3.5 Harmonic generation with SSTF
Numerous nonlinear optical effects have been observed in our lab while using SSTF pulses.
First is the third harmonic generation that results from focusing onto a glass microscope
slide [64] as well as at an air plasma interface [65] at high intensities (>106W/cm2). One
interesting aspect of generating third harmonic in this fashion is that the harmonic light
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Figure 3.8: Line outs of plasma breakdown in air for (a) conventionally focused and (b)
SSTF pulses. Note the absence of self focusing even at high intensities for SSTF. These























Figure 3.9: Comparing the ideal sweep of angles that results in ∆k = 0 across 160 nm
bandwidth to a well matched linear angular sweep of an SSTF pulse.
comes out spatially-chirped.
Third harmonic generation may also be used to find the surface of a glass slide intended
for micromachining, as the third harmonic is maximized when the beam waist is at an
interface. This has proven useful in finding where to begin ablation. This is a result of an
ξ(3) effect that is enhanced at an interface.
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SSTF w/ideal angle sweep
Conventional focus
Figure 3.10: Theoretical second harmonic spectrum for 30nm bandwidth through 100µm of
BBO for (yellow) a conventionally focused pulse and (blue) an SSTF pulse with an ideal
angle sweep as in Figure 3.9.
In the same spirit, SHG may be done with SSTF pulses to obtain spatially-chirped har-
monic light. Additionally, the sweep of angles with which the SSTF light enters a second
harmonic crystal can be arranged, by selecting the appropriate focal length such that each
frequency enters the crystal near its critical phase-matching angle, as demonstrated in Fig-
ure 3.9, thus increasing the conversion efficiency for large bandwidth pulses.
Schemes for optimizing the phase-matching do exist already. Notably, in 1999, Rich-
man et.al. introduced an all-prism scheme to optimize the phase-matching across 85 nm of
bandwidth [66]. This scheme involved the careful alignment of 12 prisms made from four
different types of glass. This experiment was successful in achieving about 10% conversion in
a 4-mm-long Type I BBO across the 85 nm bandwidth. The natural bandwidth acceptance
for this crystal was only 0.5 nm.
I have investigated using SSTF beams to increase the bandwidth of SH generated in
these crystals in a way that requires no prisms at all. Though the phase-matching is not
exact, these SH pulses are generated in such a way that they are also spatially-chirped and
therefore, can be used in the same applications as infrared SSTF pulses.
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SSTF w/ideal angle sweep
Conventional focus
Figure 3.11: Theoretical second harmonic spectrum for 30 nm bandwidth through 300 µm
of BBO for (yellow) a conventionally focused pulse and (blue) an SSTF pulse with an ideal
angle sweep as in Figure 3.9.
For the SHG of conventionally focused femtosecond pulses, very thin (10 µm to 100
µm) second harmonic crystals are used to maximize the bandwidth of the generated SH, as
discussed in section 2.4.1. The advantage to an SSTF beam is different wavelengths may
enter the SH crystal at different angles. This allows for us to approximate phase-matching
over a large bandwidth. The angle sweep in wavelength is linear and the phase-matching
angle sweep is quadratic. Figure 3.9 shows how two different wavelengths can be optimized
(for frequencies where the SSTF angle is equal to the ideal angle) while also keeping ∆k
close to zero across the entire bandwidth. This results in better conversion efficiency across
the entire bandwidth of the pulse. The increased SH bandwidth may be seen in a theoretical
calculation comparing an SSTF pulse to a conventional one (Figure 3.10). The difference
is more pronounced for thicker crystals. Figure 3.11 shows the same effect for a crystal
0.3 mm thick (three times thicker than Figure 3.10). Though the peak intensity drops, the





Compressor technologies evolve alongside the lasers they compress. As lasers become
more powerful or enter new regions of the electromagnetic spectrum, compressor technology
must evolve to continue to be used as intended. With the continuance of SSTF experiments
in our lab, a natural course of compressor design followed. Two key factors, functionality
and affordability, are kept in mind when designing compressors. Since PFT has been shown
to contribute directly to structures made during micromachining, specifically a nonreciprocal
effect called the “quill” effect [3, 30, 67, 68], it was important for us to incorporate the ability
to continuously change the PFT. There are multiple ways to introduce PFT into a system,
some of which are shown in Figure 3.1. Though useful in some applications these systems
are limited in their ability to change PFT. A single-pass grating compressor has the beam
aspect ratio, βBA, practically set. The input spot size can be changed; however, there is a
lower limit to prevent a high thermal load on the gratings, and some experiments require
a set input beam size. Tilting the retroreflector in a conventional compressor will typically
impart small beam aspect ratios (βBA < 2). Imaging the grating with a single lens or pair of
lenses gives a wide variety of achievable βBA, but requires changing lenses (and, therefore,
the focal plane). The desire for continuous control over the PFT was the catalyst for the
variable compressor designed by Block et.al. [69]. I have implemented variations of this
design in our lab and at Kapteyn-Murnane Laboratories with the intention of performing
new experiments, such as testing the quill effect’s dependence on PFT.
4.1 Single grating adjustable pulse front compressor
The continuous control of PFT in our compressor comes from two dihedral mirrors mount-
ed on separate rails, allowing for continuous tuning of the beam aspect ratio while main-







Figure 4.1: A ray trace done in Mathematica of the variable PFT compressor built for
Kapteyn-Murnane Laboratories for the case when b1 = b2 using the wavelengths 1020 nm,
1040 nm, and 1060 nm (red, green, blue). DM1 and DM2 are the stacked dihedral mirrors,
PM is the pick-off mirror, G is the diffraction grating, and RM is the retroreflective roof
mirror that changes the beam height. The dashed line represents the exit beam.
φ1(x, ω) = −αω0cf x, shows the PFT may be controlled by changing the focal length, assuming
the spatial chirp conditions have remained unchanged. Alternatively, Equation 3.8 shows
β may be modified to change the PFT, φ1(x) = − xw0βτ0. This may be accomplished by
changing the chirp rate, α. Note that changing win or f will also change the Rayleigh length
– recall this is defined zR =
πw20
λ
and, for a Gaussian beam, focused spot size and input
spot size are related by, w0 =
λf
πwin
. For experiments where the focusing conditions can be
changed, this is a good way to change the PFT.
We can also consider PFT in terms of the numerical aperture in the spatially chirped
direction (NA) of a system, defined as NA = n sin θ, where n is the refractive index and θ is
the half angle of the maximum amount of light that can enter/exit the optical system. Using
the definition of sin θ from Equation 3.6 yields NA = α(ω−ω0)
f
. If we define θ as the half-angle
between the focal point and focusing optic of a marginal ray of the system we may rewrite










This term is useful when designing a micromachining set-up since the NA of any given
optic will be set. It also reveals the utility of this compressor. For a set compressor distance,
α is set; therefore the PFT is also set. Being able to slide the dihedral mirrors gives one
direct control over α from some maximum value, α = βwin
∆ω
(when the compressor is arranged
to be single pass), to α = 0 – i.e., a conventional compressor (two passes of equal length
between gratings).
A compressor based on the design in [69] was constructed for Kapteyn-Murnane Labo-
ratories for use with an amplified ytterbium fiber laser– the goal of this was the ability to
continuously vary the PFT. The total distance from the grating to the first dihedral, D1,
and back to the grating is defined as b1. The same distance for the second dihedral, D2, is
defined as b2. We may express the PFT in terms of b1 and b2 to show how it changes as they
are varied, defined in [69]






For b1 = b2 we have a conventional compressor, which has no PFT. For b1 6= b2 we have
some amount of PFT. The maximum amount of PFT may be limited to space on the optics
used in the compressor since the spectrum will be chirped further. The case of maximum
chirp for this system is shown in Figure 4.2. In this case, the maximum amount of chirp is
limited by how close the lower dihedral mirrors can be to the grating.
4.2 Spatial considerations
When designing an SSTF compressor it is important to consider what maximum chirp
is achievable considering the limited space of the gratings used. In Figure 4.2 (a) it can be










Figure 4.2: A ray trace done in Mathematica of the variable PFT compressor built for
Kapteyn-Murnane Laboratories for the case when chirp has been maximized using the wave-
lengths 1020 nm, 1040 nm, and 1060 nm. DM1 and DM2 are the stacked dihedral mirrors,
PM is the pick-off mirror, G is the diffraction grating, and RM is the retroreflective roof
mirror that changes the beam height. The dashed lines are the second pass through the
compressor and exit beam. (a) Example where the long pass is done first. (b) Example
where the short pass is done first, resulting in a spectrum that is reversed with respect to
(a).
case where the arm lengths are equal. This is the case when the longer pass through the
compressor is taken first; however, if the short pass is taken first (as in Figure 4.2 (b)), the
spectrum takes up less space on the grating. Also of note in this set-up is the fact that the
spectrum crosses over inside the compressor and comes out reversed. This can be understood
from Equation 4.3; as b2 > b1 the right hand side of Equation 4.3 must be negative.
Though single grating schemes can be cost saving and easier to align, if a bandwidth is







Figure 4.3: Example of a potential two grating design. In this case the dihedral mirror, DM,
and second grating, G2, can be moved to change the PFT. RM is a hight changing roof
mirror and PM is a pick-off mirror.
way to test the design of a compressor system to determine if two gratings will be required.
We considered this for our laboratory’s Ti:sapphire system. We will assume a pulse with
duration τ0 = 30 fs the spectral bandwidth is about 30 nm in wavelength or about 14 THz
in frequency if the central wavelength is 800 nm. Note that these are full width at half
maximum measurements; in order to not clip wavelengths about 2.6 times this range should
be considered, e.g., 800 nm ± 50 nm. This can be confirmed by multiplying a rectangular
function with a Gaussian or the spectrum itself. Fourier transforming this product should
result in little to no change in the temporal structure of the pulse. Assuming a grating
with d =1400 lines/mm and an incident angle of 34o, we can use the grating equation,
d(sin θi + sin θm) = mλ, to determine how far apart the wavelengths 760 nm and 820 nm
will be. This yields a diffracted angle of about 29.3o at 750 nm and 39.1o at 850 nm. Now,
using trigonometry, we can determine the distance between these wavelengths on the second
grating. I assume the gratings are 0.5 m apart, which yields a separation of about 12.5
cm. This will nearly fill a 13 cm LightSmyth transmission grating (the longest currently
produced) which means two gratings will be needed. Note that grating separation will vary
depending on how much second order phase (compression) must be added to the pulse in
order to undo the second order phase from stretching.
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CHAPTER 5
SPATIAL CHARACTERIZATION OF SSTF PULSES
When working with ultrafast laser pulses characterization is of utmost importance. Know-
ing the full intensity profile and phase in either the time or frequency domain allows us to
have a detailed plot of the intensity as a function of time. This chapter is dedicated to a
spatial characterization technique for SSTF pulses developed in our lab. In order to obtain a
TL pulse at focus with an SSTF pulse, one must first assure the beamlets are aligned on top
of one another at each beamlet’s waist. Only after assuring this is true should one measure
the full temporal profile. This is because the frequency components are chirped as a function
of space, and the frequency is the FT of the time domain. Therefore misalignments in space
can lead to misalignments in time – i.e. a non TL pulse.
5.1 Spectrally resolved knife-edge scan
The following is an excerpt from our paper “Spatial-spectral characterization of focused
spatially-chirped broadband laser beams” [70].
As the technology of ultrafast lasers matures, control over the spatio-spectral charac-
teristics (which affect the temporal characteristics) has received greater attention [71]. One
aspect of this relates to achieving maximum focused intensity by ensuring that the frequency
components of the compressed beam are collinear and focus at the same plane. For example,
misalignment of the parallelism of gratings or prisms in pulse compressors or using a lens
off center can lead to a variation of the direction of the frequency components, also known
as angular spatial chirp. When such an aberrated beam is brought to a focus, the spectral
components will not overlap, decreasing the peak intensity [72]. Another aspect of spatio-
temporal propagation is where this “misalignment” leads to interesting beam properties that
can be exploited. In the lighthouse effect [73], the transverse spatial chirp at the focus leads
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to wavefronts that successively point in different directions. In high-order harmonic genera-
tion, it has been shown that this sequence of angled wavefronts emits attosecond pulses that
separate in the far-field [74]. Simultaneous spatial and temporal focusing (SSTF) [20, 75] is
in the other limit, where the focused beam has pure angular spatial chirp. In our previous
work [3, 4, 76], we used a pair of parallel gratings arranged as a single-pass pulse compressor
to produce a beam with transverse spatial chirp. As the beam focuses spatially, the pulse
simultaneously “focuses” in the time domain as the frequency components begin to overlap.
This arrangement produces a beam intensity that is strongly localized along the optical axis.
The depth of focus can be orders of magnitude smaller than what would be obtained with
a conventional focus of the same spot size. SSTF has been used for numerous applications,
first in microscopy [20, 21, 75, 77], then in micro-machining [3, 76, 78] and ablation of ocular
tissue [4].
Several techniques have been used to measure the spatio-temporal field in a number of
configurations. For example, SEA TADPOLE (Spatial Encoded Arrangement for Temporal
Analysis by Dispersing a Pair of Light E-fields) [79], utilizes an optical fiber which is scanned
throughout the focal volume and interfered with a fully characterized, full-bandwidth refer-
ence pulse in a spectrometer. This technique has been used to measure the field in a number
of spatio-temporal configurations such as Bessel beams [80, 81] and pulse shaping with spa-
tial light modulators [82]. This technique has been used to measure pulse front tilt in SSTF
pulses [83]. Our technique is designed specifically to observe the spatio-spectral characteris-
tics of focusing SSTF pulses without the need for a reference pulse. Micro-machining where
the part is moved with a three axis stage, for example, can implement our technique trivially
by manipulating the knife-edge with the stage. Analysis of the data leads to results that can
be directly compared with a ray trace of the system.
To realize the full potential of SSTF and other types of controlled manipulation of spatial
chirp, or even to ensure that a conventional chirped pulse amplifier (CPA) system is well-
optimized, the spectral components of the beam must be well-aligned, and the optical systems
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must be free of aberration.
In this paper, we propose and demonstrate a method for characterizing the optical quality
of spatially-chirped beams. Conceptually, our approach is based on the idea that each
frequency component of a broadband coherent laser beam propagates independently as its
own beamlet [60]. The centerline of each of these beamlets follows the path that a ray of that
wavelength would travel. At the same time, the diameter of the beamlet evolves according
to diffraction. The action of optical components on the beam will be to simultaneously
redirect these beamlets and adjust their divergence. The temporal properties of the beam
can then be calculated by superposing all the frequency components and calculating the
Fourier transform to the time domain. While numerically propagating spatially-chirped
beams using Fresnel transforms [21] is more general, our approach offers more intuitive
insight into how the alignment and aberrations of a spatially-chirped beam affect the spatio-
temporal qualities of the pulse. Since beamlets of different frequency are incident on different
areas of an optic, common aberrations such as coma or spherical aberration will also affect
the spatio-temporal characteristics of the beam.
In the characterization approach presented here, we explicitly measure and track the
beamlets using a spectrally-resolved knife-edge scan. Knife edge scans have been used ex-
tensively to measure the spot size and M2 parameter of laser beams for several decades [84].
We measure the spectrum transmitted past the knife-edge as it is scanned across the beam,
with the result that we collect a classical knife-edge scan for each wavelength in parallel
. By performing this scan at different positions along the optical axis, we can extract the
angle of approach to the focus of each beamlet. This allows us to ensure that spatio-spectral
aberrations are minimized which is important in achieving a Fourier-transform-limited pulse
duration (limited only by the shape of the input spectrum) at the focal plane. To illustrate
the technique, we demonstrate two distortions, coma and beamlet defocus, that are typical









Figure 5.1: Single-pass compressor setup with beam expander (L1,L2), gratings (G1,G2),
focusing lens (L3), knife-edge (KE), integrating sphere (IS), and fiber spectrometer (FS).
5.1.1 Data collection and analysis
The laser used for these experiments was a CPA system consisting of a Ti:sapphire
oscillator and a 1 kHz repetition rate regenerative amplifier. In our early work [3, 76],
we added a single-pass compressor that followed the normal double-pass compressor. This
required the alignment and adjustment of two compressors. In our current system, the
conventional double-pass compressor is replaced by a single-pass grating compressor (G1,
G2) set-up to recompress the pulses (Figure 5.1). The grating separation must be twice the
distance of the single-pass system so the total distance traveled between gratings in a single
and double-pass system is equal. Since the output beam reflects from gratings only twice,
the compressor throughput is improved over a double-pass system, which has four reflections.
Folding the path with a pair of mirrors at 90 degrees mounted on a rail reduces the system
footprint and allows for easier adjustment of the effective grating separation. The spatial
width of the output spectrum is fixed in this system by the compressor, but the beam aspect
ratio (βBA (chirped/unchirped beam width) can be varied in the range 4-8 by adjusting a
beam expanding telescope in front of the compressor. The compressor can be converted
to a conventional double-pass by moving the fold mirrors on a rail to reduce the grating
separation and inserting a retro-reflecting periscope, keeping the total grating separation
(and therefore compression) the same. In the double-pass configuration we examine the
focal spot with a CCD camera while blocking the central portion of the spectrum in the
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Figure 5.2: Data from a spectrally resolved knife-edge scan 1.1 mm before focus. (a) Average
power collected past the knife-edge as it is scanned across the beam in the transverse (x)
direction. The wavelength (λ) is represented by the vertical axis and in the color scale of
the image. The dashed lines indicate wavelengths (797 nm and 803 nm) where lineouts are
shown in panels (b) and (c).
compressor. Overlapping these two spots ensured that the gratings are parallel. This test
is simpler than the full knife-edge scan described in this paper, but cannot be used for the
beam that is intentionally spatially-chirped.
The strongly chirped output of the compressor was focused spatially and temporally with
an off axis parabolic mirror (Edmund Optics #83-964, f=272mm). We use parabolic mirrors
to avoid spherical and chromatic aberration found in simple lenses. It is worth noting that
the focal spot size is determined by the numerical aperture (NA) of the beamlet, which is
substantially smaller than the overall NA of the parabola. This reduces the tolerance on
the quality of the parabola surface figure. To demonstrate the scanning method with higher
signal stability, we also performed tests with a smaller single-pass compressor using the beam
from the oscillator.
The knife-edge scanning system consists of a razor blade mounted on two translation
stages. The stage that moved in the direction transverse to the beam, along the spatial chirp
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(x), was controlled with a stepper motor driven by a micro controller and motor driver board
which made reliably uniform single steps of 10 µm and a total scan distance of about 2.5 cm.
As the blade was scanned across the beam, the spectrum was recorded by a fiber spectrometer
(Avantes model AvaSpec-ULS3648-2-USB2). To present a spatially-homogenized spectrum
to the fiber that will not depend on NA, the light was collected with a home-made Teflon
integrating sphere placed as close as possible to the knife-edge (about 1 cm). Although the
integrating sphere does not collect a small portion of the light scattered by the edge, the
scan is a relative measurement, and this scatter will not have an appreciable effect on the
results. Any wavelength-dependence to the diffraction will change the measured spectral
shape, not the retrieved spatial profile for the beamlets. The integrating sphere had a small
volume (approximately 2 cm3) to provide sufficient signal into the fiber while ensuring the
pulse energy did not damage the knife-edge. Alternatively, the light can be collected with
a lens or mirror and re-imaged with low NA to the multi-mode fiber of the spectrometer or
to the entrance slit of an imaging spectrometer with a 2D array. A complete scan consisted
of stepping the position in the x−direction, averaging several readings of the spectrum at
each position, then recording the x scan for several z positions. We found that reliable
curve fitting of the scans was sensitive to energy fluctuations of the laser. This was not
as important for scans performed with the oscillator beam, but for the CPA system, the
energy fluctuations were normalized by dividing the measured spectrum by the average of
the part of the spectrum that was the last to be blocked by the knife-edge. A more direct
approach to avoid the influence of shot-to-shot energy fluctuations could be to use a dual
channel energy meter to record the ratio of transmitted to incident energy. Figure 5.2 (a)
shows representative results from a scan at an axial position approximately two Rayleigh
lengths away (1.1 mm) from the focus. The data takes the form of an array with each
column showing the spectrum at a particular knife insertion position (xk). Each row is
the amount of power transmitted for a particular wavelength channel of the spectrometer.



































Figure 5.3: Measured beamlet directions near the focal plane. The wavelengths of the
beamlets are indicated on the right hand side of the frames. The two frames show (a)
well-aligned and (b) coma-aberrated cases. The inserts show magnifications of the boxed
areas.
spectrum in parallel. To further improve the signal to noise ratio, we averaged over twelve
pixels in wavelength for a bandwidth of about 4nm. To obtain the local beamlet size and
centroid, we fit the power P in an averaged row xk to an error function:











Here, x0 is the insertion distance at 1/2 the total power (the beam centerline), wloc is the
local beamlet 1/e2 radius, and P0 is the total power. Figure 5.2(b) and (c) show fits to two
wavelength bands, with vertical lines marking the x0 center line positions. To correct for a
small amount of translation stage backlash and to define the optical axis, the beam position
for the central wavelength was forced to follow a straight line along z.
Figure 5.3 shows x0(z) values for several different wavelengths as a function of position
along the optical axis for a well-aligned parabola (Figure 5.3(a)) and a parabola with tilt
misalignment (Figure 5.3(b)). The total bandwidth of this amplified pulse was about 30nm
full width at half maximum (FWHM) with a pulse duration of about 35 fs. This data (taken
with our amplifier system with βBA = 4, input spot size 12 mm (1/e
2 diameter)) directly
shows the array of beamlet angles relative to the optical axis, which is defined as above as
the path taken by the central frequency. Since the centerline of each wavelength beamlet
passes through the focusing system as a ray, any optical aberrations will be encoded in the
spatio-spectral dependence of the beam paths. Since we used a parabola we did not expect
and did not see noticeable spherical aberration. However, if the angle of the parabola was
misaligned, significant coma was observed (Figure 5.3(b)).
Tracking the beamlet spot size in the propagation direction allows for the beamlet waist
plane to be found, as shown in Figure 5.4. Since fitting for the beam size is sensitive to beam
energy fluctuations, this data was collected using a Ti:sapphire oscillator with an input spot
size of 2.9 mm (1/e2 diameter) and bandwidth of about 50 nm FWHM. The beam was
passed through two gratings of 1200 lines/mm, βBA ≈ 3. The output of this single-pass
compressor was then focused with a fused silica lens (f =70 mm). Figure 5.4(a) shows the














































Figure 5.4: (a) Gaussian beam fit to measured points for 793 nm (blue, dashed) and 805
nm (red, solid) (b) Positions where each wavelength crosses the optical axis (red, solid) and
beamwaist position along optical axis (green, dashed). The points are measured from fits
found from curves such as in panel (a), and the lines are quadratic fits to the points. The
solid and dashed black reference lines indicate the paraxial focal plane and the positions
where z = ±zR0.
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where zB is the beamlet waist position, M
2 beam quality parameter, and zR0 = πw
2
0/λ




2 as parameters. Calculating the value of zR0 that corresponds to the
fitted value of w0, we obtain M
2 = zR0/z
eff
R . This method gave a value of M
2 = 1.2 for both
wavelengths (793 nm and 805 nm). The smallest measured spot size was w0 ≈ 28 µm. The
z−position of the waist is plotted in Figure 5.4(b) for several wavelengths along with the
z−positions where the beamlets cross the optical axis. This shows that the beamlet crossing
and focusing planes are aligned to within 50% of the confocal parameter. The curvature of
the red line in Figure 5.4(b) indicates the presence of spherical aberration in the system.
5.1.2 Effects of beamlet defocus on SSTF beams
The technique presented above allows us to visualize the spatio-spectral dynamics of
SSTF beams. The ideal SSTF beam has a perfect overlap of all the beamlets and the
beamlet waist positions at the focal plane. Misalignment or aberrations in the optical system
is complicated by the fact that there is a correlation between the ray position in the optics and
the frequency. Common geometric aberrations such as defocus, spherical and coma become
chromatic aberrations because of this correlation between rays and frequency components.
Beamlet defocus occurs when there are different axial positions for the beamlet crossing and
focal planes. The latter can be adjusted with the separation of the beam expander lenses
(L1, L2) shown in Figure 5.1. First-order coma and spherical aberration (3rd and 4th order
radial phase distortion) affect the axial location of the intersections of the beamlets with
the optical axis. When these aberrations are sufficiently strong, the imperfect overlap of
the frequency components near the focus changes the spatio-temporal structure of the pulse.
If the frequency components of the beam are parallel and the beamlets are collimated, a
parabolic mirror is the optimum optical element. With careful optical design to correct
for aberrations, it should be possible to use refractive optics to focus SSTF pulses in an
in-line geometry [85]. One approach to describing the effect of aberrations was described in
a recent paper by Sun et.al. [86]. Starting with a field with transverse spatial chirp, the
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focusing phase was applied along with wavefront aberrations (e.g. in Zernike polynomial
form). The field was then Fresnel-propagated to z−positions near the focus and Fourier-
transformed to the temporal domain. However, one imperfection in SSTF focusing that
was not treated in Ref. [86] is where the waist position of the beamlets does not coincide
with the plane where the beamlets cross. The importance of this form of spatial-spectral
overlap at the focus is illustrated in Figure 5.5. For this calculation, using the methods
described in Ref. [60], we assume that there is no input position-independent spectral
chirp. At the spectral overlap plane (black arrow), the beam cross-section will be round,
and since there is no transverse spatial chirp this is the position of the best temporal focus.
At the plane where the beamlet waists are located, the beam cross-section will be elliptical,
with a strong degree of transverse spatial chirp. Figure 5.5(b) shows the effect on the axial
intensity localization. The dashed curves show the intensity profile of an individual beamlet
for cases where there is simultaneous spatial and temporal focusing (black) and with defocus
of the beamlets (red). The localization of the intensity can still be quite high, since the
temporal focusing is strong for these conditions. Distortion of the focus is most visible in the
lower-intensity regions, shown in the magnification of the axial lineout (Figure 5.5(c)). The
asymmetry appears because the beamlets come to a focus at larger values of z, as seen in
Figure 5.5(b). Figure 5.5 shows that the primary effect of the beamlet defocus is to decrease
the peak intensity. This intensity loss can be minimized by ensuring that the mismatch is
less than the Rayleigh range of the beamlets.
5.1.3 Summary
We have presented a technique for characterizing spatially-chirped beams by performing
a spectrally-resolved knife-edge scan across the beam at several axial positions. The infor-
mation collected yields spectrally-resolved beamlet direction, waist location and, by adding
fine scan data inside the confocal zone, spot size and quality. Such a scan could also be
performed with an optical fiber feeding directly into a spectrometer, or with a slit or pin-
hole in front of an integrating sphere. For the fiber collection method, the NA of fiber may
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Figure 5.5: (a) Schematic illustration of detuning of the wavelength crossing plane (black
arrow) from the beamlet waist plane (red arrow). (b) Axial profiles of the intensity (solid
lines) and the beamlet fluence (dashed lines). When the wavelength crossing and beamlet
waist planes are coincident, the intensity localization is maximized and the peak intensity
is reached (solid black). With beamlet defocus, the peak intensity is still located near the
temporal focus (solid red) but reduced by the lower beamlet fluence. (c) Magnification of
the detuned case shows the distortion of the axial intensity profile.
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not allow characterization of tight focusing conditions. That is, a fiber would see a clipped
spectrum for an SSTF beam focusing at a higher NA than the fiber can accept.
Optimization of the focusing of SSTF pulses is an important step to maximally localize
intensity. The spectrally resolved knife-edge technique with coarse scanning in the axial
direction can be used to ensure that input divergence and focusing optic alignment are
optimized. Performing the full scan allows the in-situ characterization of the focusing quality,
including misalignment and aberrations. For micro-machining or imaging applications, the
scan can make use of the mechanics that are available in the system. The ability to make
these measurements in situ should be also useful for the development and characterization
of inline transmissive optics for SSTF that would make multiple industrial and medical
applications of these pulses more practical.
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CHAPTER 6
TEMPORAL CHARACTERIZATION OF SSTF PULSES
In Chapter 2, I discussed the evolution of temporal characterization from autocorrelations
to FROG. Temporal characterization is necessary to understand the temporal dynamics of
an ultrafast laser pulse. Therefore, our group has extended pulse characterization to SSTF
pulses. Though SSTF pulses have been measured by interferometric methods, as I will go
into detail on, we have tested an in situ temporal measurement technique that does not
require an interferometer.
An extension of FROG, based on spectral interferometry, called Spatial Encoded Ar-
rangement for Temporal Analysis by Dispersing a Pair of Light E-fields (SEA TADPOLE),
introduced in 2006 by Bowlan et.al. [87], has been used to measure the pulse duration and
the PFT of SSTF pulses. SEA TADPOLE uses spectral interferometry to determine the
unknown phase of an ultrafast optical pulse. Two pulses are put individually into single-
mode optical fibers (one with well characterized phase, the other unknown), collimated onto
a diffraction grating, and then focused spatially, by a cylindrical lens onto a camera. The
resulting two dimensional trace has a horizontal spectral component and vertical spatial
component. The fringe curvature maps the spectral phase difference between the two pulses.
Coughlan et.al. [83] used this technique to directly measure PFT of SSTF pulses. In
this experiment a conventionally focused pulse was put into one fiber; the second fiber was
translated along the optical axis and transverse to the optical axis around the focus of an
SSTF pulse so different depths through the focus could be scanned across the entire laser
spot. Before being laterally chirped, the SSTF beam was sent through a grating SLM pulse
shaper so that a known phase could be put on the pulse and the accuracy of the technique
could be assessed. This method of phase measurement is certainly thorough, though it
comes with drawbacks; the main among them are the need for a reference pulse that is well
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compressed with a conventional compressor and a slow acquisition time.
Collinear autocorrelation is also an option for SSTF pulses. In this case, an interferom-
eter is placed in front of the grating compressor and both pulses are sent along the same
beam path. This method can be difficult to align as it requires both beams be collinear so
they propagate though the compressor in exactly the same way. Any misalignment between
the two results in a slightly different amount of phase for each pulse as they will have differ-
ent incident angles. Collinear autocorrelations also have a background that is unavoidable
without taking measures to explicitly eliminate it [88]. Furthermore, autocorrelations yield
only an approximate pulse duration and will not give a direct measure of the phase.
FROG may be performed using a similar setup to the collinear autocorrelation scheme.
A collinear scheme has the same background issues as the autocorrelation that similarly
requires a nontrivial solution [89]. Alternatively, a stacked scheme where pulses enter the
compressor, post interferometer, at different heights and are then focused with a single lens
into a second harmonic crystal is achievable, though difficult to align, both temporally and
spatially.
To avoid the problems that come with using an interferometer, I have tested a single
pulse technique for phase extraction that requires only a second harmonic crystal, a scan-
ning stage, an integrating sphere, and a spectrometer. This technique was inspired by a
technique introduced in 2004 in a paper by Lozovoy et.al [90] called multiphoton intrapulse
interference phase scan (MIIPS). Since then, MIIPS, more generally called a dispersion scan,
has been extended and improved upon. It has even found commercial success in being the
key technology to founding Dr. Marcos Dantus’ company, Biophotonic Solutions, Inc.
Similar to other characterization techniques previously discussed, such as FROG, disper-
sion scans have also been used to reconstruct the phase of an ultrafast pulse. This is done by
adding a well-known phase to an unknown ultrafast pulse then recording the spectrum of the
second harmonic generated for each amount of known phase added. This does not require an
interferometer, nor the alignment of two pulses in space and time that FROG does. Rather,
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a dispersion scan uses some variable source of phase. This may come from changing the
separation distance in a compressor, a spatial light modulator (SLM), or inserting a piece
of glass [91–93]. The spectrum is collected in a spectrometer as the amount of externally
applied phase is changed (in a well-known way) and another spectrum is collected. SSTF is
a candidate for this method since the second order phase of an SSTF pulse changes through
its Rayleigh length as a result of angular dispersion (see section 3.1).
Dispersion scans (d-scans) have been used to measure the phase on an ultrafast pulse
using only a single beam line [92]. This reduces the time spent on alignment that is required
for both FROG and SPIDER and eliminates the need for an interferometer. This makes it an
appealing technique for use with SSTF pulses since a system that requires an interferometer
would be difficult to use, especially at high βBA (βBA>5, win = 10 mm) as the optics involved
would have to be quite large. Also, the temporal profile of an SSTF pulse is dynamic along
the optical axis, making an autocorrelation more difficult to deduce. Therefore, an in-situ
single beamline measurement of phase is a natural choice for SSTF pulses. Furthermore, a
d-scan requires a known and changing reference phase in order to extract the unknown pulse
phase. An SSTF pulse has a second order phase change as a function of position along the
optical axis [60], so by scanning an SHG crystal inside the confocal parameter of the beam
and collecting the spectra the unknown pulse phase may be obtained. As will be seen below,
the shape of the dispersion scan image indicates the sign and nature of the residual phase
on the pulse. This allows alignment of the gratings even without quantitatively extracting
the spectral phase of the pulse.
6.1 Calculating and interpreting dispersion scans
The addition of a well-known reference phase, φSSTF (ω), and the unknown spectral phase
of pulse, φpulse(ω), may be observed in the SHG spectrum, allowing for the retrieval of
φpulse(ω). So long as a thin SHG crystal is used relative to the pulse duration (about 0.1
mm for 30 fs), we may write the SHG intensity as an integral over the spectral amplitude,








Figure 6.1: Dispersion scan experimental set-up. The second harmonic crystal is scanned
through the focus and all light is collected with an integrating sphere.
As long as there is good phase matching over the bandwidth of the pulse, the second
harmonic of an electric field in frequency is proportional to the FT of the product of two





which is the convolution in frequency space between E1 and E2. The second harmonic
spectrum of a single laser pulse is an auto convolution of the pulse’s electric field. Starting
with an electric field in the time domain, E1(t) = E0e
−t2/τ2−iω0t (where E0 is the electric
field amplitude, τ is the 1/e2 half width pulse duration, and ω0 is the central frequency of
the spectrum), for a Gaussian TL pulse with spectral center ω0, we may write the second
harmonic in time, E2(t), as,
E2(t) = (E0e
−t2/τ2−iω0t)2, (6.2)














Next, I will show that the second harmonic may be written as the auto convolution of
the fundamental field, E1. An auto convolution is, naturally, the convolution of a function
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with itself. A convolution is defined,















































Which is equal to 6.4, meaning our auto convolution of E1(ω) is indeed the second
harmonic.
We can use the method of stationary phase to Equation 6.10 to describe how the peak of
the SH spectrum in the d-scan is related to the unknown pulse phase. This approximation
relies on the quickly oscillating part of an integral going to zero and the portion where the
phases add constructively as the main non-zero contribution to the integral. Assuming an





f(ω′)f(ω − ω′)eig(ω′)eig(ω−ω′)dω′. (6.11)
Constructive phase occurs when all phase peaks align – i.e., where the derivative of the
addition of all phases equals zero,
d
dω′
(g(ω′) + g(ω − ω′)) = 0. (6.12)
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Equation 6.12 can be used to deduce the phase from a d-scan. Assuming a Gaussian




exp[−(ω′ − ω0)2τ 2/4] exp[−(ω − ω′ − ω0)2τ 2/4] exp[iφ(ω′) + iφSSTF (ω′)]
exp[iφ(ω − ω′) + iφSSTF (ω − ω′)]dω′.
(6.13)
The first two exponentials’ arguments are real and take care of the Gaussian shape. I




(φ(ω′) + φSSTF (ω
′) + φ(ω − ω′) + φSSTF (ω − ω′)) = 0. (6.14)
It is assumed that φ(ω′) may be Taylor expanded, since the quickly oscillating phase
forces the integral to zero away from ω0.
The fact that φSSTF (ω
′) is well-known is now exploited. Substituting in the Taylor
expansion, solving Equation 6.14 for φSSTF (ω) yields,











The auto convolution yields the second derivative of the pulse’s phase. For this reason,
the unknown constants of φ0(ω) and φ1(ω) are both set to zero. φ0 is not of importance when
determining temporal pulse width since it does not effect the pulse shape, only changing the
phase within the carrier envelope. φ1(ω) also does not change the shape of the pulse, only
dictates the arrival time of the pulse. Figure 6.2 shows simulated data with examples of
how each of the following orders of phase are revealed in the dispersion scans. The second
order phase, φ2, manifests itself as the position along the optical axis where the most SHG
intensity lies (compare Figure 6.2(a) and Figure 6.2(b)). This is totally analogous to the
plasma breakdown position changing as a function of compressor separation (mostly changing
φ2). The third order phase is seen as linear with respect to frequency. This can be seen
in Figure 6.2(c), which shows third order phase exclusively. Fourth order phase is seen as













Figure 6.2: Simulated auto convolutions in second harmonic with different amounts and
orders of pulse phase. (a) No added phase (b) φ2 = 3x10
3 fs2 (c) φ3 = 3x10
4 fs3
(d) φ4 = 10
6 fs4. The optical axis correlates linearly to φ2.
through zero, the sign of the fourth order phase can be determined, which is seen clearly in
Figure 6.5. This is not true of FROG, where the sign of even phase is lost. This is because
the replica pulses used to auto-correlate are indistinguishable from one another, so it cannot
be known when the scanned pulse switches from leading to lagging. This is why FROG
traces are symmetric in time.
The phase may be determined by finding the maximum intensity for each spectral com-
ponent. This yields a curve in spectrum as a function of z position, which is related to
phase by φ
′′
SSTF (ω(z)). The reason these curves emerge from the local SH maxima can be
understood from the perspective of group delay since the most second harmonic will be gen-
erated where the slope of the group delay is zero – i.e., local maxima and minima in group
delay. Recall that group delay is the first derivative of phase with respect to frequency and

















Figure 6.3: Simulated auto-convolutions of -5x105 fs3 (left) and +5x105 fs3 (right) demon-






Figure 6.4: Shifted third order phase with the addition of second order phase (ascending:
red, green blue). Parabola vertices are marked with boxes to show where peak SHG occurs
in an auto convolution as second order phase is adjusted.
order phase is a line, third order is a parabola, fourth order is cubic, etc. Figure 6.4 depicts
how a combination of second and third order phase look in group delay. Different amounts of
second order phase shift where the vertex lies for a set amount of third order. The position

















Figure 6.5: Simulated auto-convolutions of -106 fs4 (left) and +106 fs4 (right) demonstrating






Figure 6.6: Shifted fourth order phase with the addition of second order phase (assending
magnitude: red, green blue). Local maxima and minima are marked with boxes to show
where peak SHG occures in an auto convolution as second order phase is adjusted. Note
that negative slope result in a curve with no point where the derivaitve is zero (black).
harmonic. In a d-scan, the boxes in Figure 6.4, representing the parabola vertices, form a
data set that is fit in order to extract the third order phase (representing the intensity peaks
in Figure 6.2 (c)).
Fourth order dispersion reveals itself in the same fashion as third order. Fourth order
has, for pure fourth order, one position where its first derivative is zero, two when second
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harmonic with opposite sign is added, and none when second order with the same sign is
added. Therefore, in the auto convolution the position of zero second order phase is the
vertex and a parabola develops from the two local maxima/minima as different amounts of
second order are added, as depicted in Figure 6.6.
6.2 Simulated data analysis
This project involved extensive work with Mathematica to work out a phase retrieval
code. This code was tested with simulated data as an accuracy check. First, a method for
generating the auto convolution was conceived. This involved a full Fresnel propagation of the
beam using analytic solutions to a focusing SSTF beam. The electric field of each frequency
was propagated at an angle as a function of frequency (the angular dispersion of an SSTF
beam) through the confocal parameter, 2zR. Next, the fields were Fourier transformed to the
time domain where the field was squared to simulate second harmonic generation. Finally,
the SH is inverse Fourier transformed. These steps are repeated for each z step (along the
optical axis), and each spectrum is stacked so that a contour plot is generated as a function
of frequency, z position (corresponding to some amount of intrinsic φ2), and intensity. This
is the method by which the plots in Figure 6.7 were generated. The simulations in this figure
were generated to reflect the experimental parameters and are not as obvious to interpret as
those in Figure 6.2. They are, however, good data sets to test the phase extraction method.
Whereas the simulations in the last section where directly calculated by adding different
amounts of φ2 to Equation 6.11, the simulations in Figure 6.7 arise by Fresnel propagating
(see section 2.3) a group of frequencies that propagate at an angle to one another – i.e.,
propagating with angular dispersion. This means the phase will only vary linearly near the
spectral overlap. If this linear section of spectral change is short compared to the thickness
of the SH crystal being scanned, it is possible to lengthen this section, without changing the
temporal characteristics of the phase, by making the system input spot size smaller. This
makes the focal spot size larger which makes the Rayleigh length longer, but the overall










Figure 6.7: Simulations of how different orders of phase change the d-scan using a Fresnel
propagation method. zR is the Rayleigh length. These simulations were run with (a) no
added phase, (b) 103 fs2, (c) 104 fs3, (d) 106 fs4, (e) 103 fs2 and 104 fs3, and (f) 104 fs3 and
106 fs4.
I would like to point out here that the simulations in Figure 6.7 look different depending
on focusing conditions and the spatial chirp rate, α. With a larger spatial chirp rate, the
distance over which the second order phase is approximately linear is longer. Figure 6.8
compares the dispersion scan of two identical pulses with different amounts of spatial chirp,
and therefore, angular chirp (upon being focused). [? ] demonstrates how the second order
phase will change as the Rayleigh length is made longer and the total amount of phase change
is increased. The lengthened linear section of second order phase resulted in the increased
resolution seen in Figure 6.8 (b).
The phase extraction is also done in Mathematica. Three methods for finding the max-
imum intensity as a function of spectrum were tested, the final one being used on the









Figure 6.8: Simulated dispersion scans of pulse with 106 fs4 phase added. (a) Simulation of
spatial chirp divided by focal length, α/f = 0.86. (b) Simulation of spatial chirp divided by
focal length, α/f = 2.49.
z
φ2
Figure 6.9: Theorectical curves of φ2(z). For the blue curve zR = 1 and peak amplitude of
φ2(z)=1000 fs
2. For the gold curve zR = 3 and peak amplitude of φ2(z)=3000 fs
2.
sition” command. “Max” finds the largest value in a list of numbers and “Position” finds the
numerical position of an element within a list. This combined to find the maximum intensity
for each frequency in a list of z positions then give what position in z this maximum was.
This method will naturally give discrete positions in z, therefore, a method that used an
interpolating function was investigated. Interpolating is the method of constructing a new
data point within a list of existing data points, effectively filling in the blank between two
data points using those data points to make a good guess as to the the new data point’s
value. The final method tested used an algorithm that compared a simulated d-scan with
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a guessed phase to a data-set. This was the method used on the measured data-set and is
explained in detail in section 6.4.
The interpolation method was done by taking each frequency component’s intensity list
as a function of z and using the “ListInterpolation” function. By this method, the frequencies
are still discrete, but the z position is interpolated into a continuous function, allowing for
better resolution along the z axis and, therefore, phase. The maximum of each interpolated
function is found by taking the derivative and finding the root (Mathematica “FindRoot”).
This finds a continuous position along z, which corresponds to the local maximum (or mini-
mum) for each frequency. Since this method does find minima as well as maxima it is good
practice to manually cut the desired region of data. This makes it more likely to avoid false
data points and to observe how individual points change the overall phase that is found
(ideally the changes are very small).
In the past, MIIPS has been performed with a sinusoidally changing phase [90], g(ω) =
α cos(γω − δ) where γ and α are amplitudes and δ is a scanning parameter. This was a
convenient function to use because of the limited phase range available on the pulse shaper.
SSTF pulses have an intrinsic phase that results from the angular dispersion put on them
when focusing. This phase, φ
′′
SSTF (ω(z)), has been worked out theoretically in previous work
by our group [60]. For a spatially-chirped Gaussian beam it may be written,
φ
′′



































In this experiment the beam aspect ratio, βBA =
√
β2 + 1, was 4. Note that for large
beam aspect ratios this will not hold and position in x must be included, for example in He
et.al. [61] β = 40. The effect this has on the intensity was discussed in section 3.2.
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6.2.1 An example of phase extraction
Let us assume each order of the Taylor expanded pulse phase is negligible except for third
order. Keep in mind I have argued that in the auto convolution this will look like a straight
line. Let us also assume that φSSTF (ω) =
φ2(SSTF )
2!
















(ω−ω′−ω0)3) = 0. (6.18)
The derivative equals,
φ2(SSTF )(ω
′ − ω0)− φ2(SSTF )(ω − ω′ − ω0) +
φ3
2
(ω′ − ω0)2 +
φ3
2
(ω − ω′ − ω0)2, (6.19)
which simplifies to,
φ2(SSTF )(2ω
′ − ω) + φ3
2
(ω − 2ω0)(2ω′ − ω). (6.20)
Factoring (2ω′ − ω) and setting 6.20 to zero yields,
(2ω′ − ω)(φ2(SSTF ) +
φ3
2
(ω − 2ω0)) = 0, (6.21)
which implies,
φ2(SSTF ) = −
φ3
2
(ω − 2ω0). (6.22)
This shows that φ3 is the slope of the frequency as a function of the phase that is added
from the auto convolution.
6.3 A note about polarization
The polarization of the electric field is important, as I have discussed in section 2.4.1. It
is even more important for an SSTF pulse. In section 3.5 I calculate how phase-matching
for multiple frequencies can increase the SH bandwidth generated by SSTF pulses. This
requires that the polarization be parallel to the chirped axis and that the angular spread of
frequencies closely follows the ideal phase-matching angle for each frequency. In the case that
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the angular spread does not follow the idea phase-matching angle a narrower SH bandwidth
than is achievable with a conventionally focused pulse will be generated. This is important
to keep in mind when doing d-scans with SSTF pulses. For the sake of repeatability under
different focusing conditions, it is recommended that the polarization used for a d-scan is
perpendicular to the chirped axis. This makes the phase-matching angle constant across
the entire spectrum, so the same SH spectrum will be generated under different focusing
conditions.
6.4 Data collection and analysis
This experiment was done with our 1 kHz CPA Ti:Sapphire system. A single pass
compressor [58] was used to laterally chirp the beam. It was then focused with a f=304.8
mm parabolic mirror to a spot of about 11 µm, with zR ≈ 475 µm. In this experiment
βBA = 4. A 0.1 mm thick KDP crystal was scanned about 3 mm centered about the focus
with steps of 15 µm. The light was collected into an integrating sphere where it was analyzed
with a fiber spectrometer (Avantes model AvaSpec-ULS3648-2-USB2).
Each step in the z direction changes the amount of second order phase imparted by
the geometric focusing. Figure 6.13 shows the result of such scans. The optimal grating
separation for a TL pulse was found experimentally by an iterative process using SHG. A
0.1 mm thick KDP crystal was scanned through the focal region while monitoring the second
harmonic power. When the maximum intensity was found the grating separation was moved
1 mm, and then a new position and maximum intensity was found. This was repeated for
several compressor separations, and a peak SHG intensity was found corresponding to the
best-achievable pulse compression. This calibration also serves as a measure of how the
second order phase changes along the optical axis the functional form of which is shown in
Figure 3.4 and was also observed in the movement of plasma made by the laser pulses in
Figure 3.5. The calibrated φ2(z) was found to be approximately linear along 300 µm centered
at the focus (see Figure 6.10). The z positions where significant SH light was collected falls
within this range, so a linear mapping of φ2 to z was used. The amount of phase within this
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Figure 6.10: Calibration of φ2 along optical axis through SSTF focus. Red circles correspond
to position of peak SHG found at different compressor positions (converted to φ2). φ2 = 0
position was found by finding the peak SHG energy.
linear region ranged from about +3000 fs2 to -3000 fs2 with agreement from Equations 2.36
and 3.11.
The image is manipulated in Mathematica to retrieve the functional form of the phase.
The data takes the form of a surface plot. First, wavelength must be regrid to frequency
for the collected SH data and the collected fundamental data. The fundamental spectrum
was used to find the phase by transforming it into the time domain, then iterating the phase
around an initial guess and squaring the field before transforming back to frequency. On each
iteration this calculated SH spectrum is compared to the SH that was measured, converging
on the phase in the data-set.
The compressor was aligned beforehand using a conventional double pass arrangement. A
FROG scan was taken; the spectrum and spectral phase and temporal profile and temporal
phase may be seen in Figure 6.11. The FROG resulted in a full-width at half-maximum
pule width of 93.6 fs. The phase is dominated by fourth order, with about 3.41 fs4 of fourth
order phase. The compressor was then moved to a single-pass arrangement to perform the
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(a) (b)
Figure 6.11: (a) Spectrum and spectral phase measured before d-scans were taken. (b)
Reconstructed temporal intensity profile and temporal phase from FROG algorithm.
dispersion scan.
The results from this scan can be seen in Figure 6.12 (a) along with an algorithm best-fit
(b). The scan seen in Figure 6.13 (a) was taken after adjusting the incident angle about 10
mrad, resulting in the addition of about 2.36x106 fs3 of third order phase.
The best compressed pulse, seen in Figure 6.12, was found to have negligible second
and third order phase and the fourth order phase was found to be about 2.7x106 fs4. The
measurement taken of the pulse with an intentional 2.36x105 fs3 of third order added, seen
in Figure 6.13, had negligible second order phase, 2.30 x105 fs3 of third order phase, in good
agreement with the calculated added phase, and 2.7x106 fs4 of fourth order.
Scanning a second harmonic crystal through the focus of an SSTF pulse was used to
extract the phase of an unknown pulse. By collecting spectra along different positions along
the z axis, incurring different amounts of φ2 corresponding to different positions along z, an
algorithm was used to extract the phase by matching data sets. Such a scan does not require
an interferometer, which is advantageous when using SSTF pulses with large beam aspect
ratios.
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Figure 6.12: Array plot of (a) data from d-scan of well-compresed pulse (b) fit from running
fundamental spectrum through algorithm.
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Figure 6.13: Array plot of (a) data from d-scan with 2.36x106 fs3 of third order phase added




The level of control over energy deposition demonstrated by our work with SSTF pulses
has the potential for further work, especially in the area of microexplosions. Our group has
performed experiments where microexplosions occur at a Si-SiO2 interface. Inspiration for
this came from a recent Nature paper where interesting polymorphs of Si were formed with
CPA Ti:sapphire pulses [94]. Microexplosions have a wide range of utility from mimicking
conditions within the earth’s core [95] to fabricating transparent materials for 3D optical
memory [96, 97]. Typically these experiments consist of using single laser pulses with 104
W/cm2 energies to create a void in a material that is formed by focusing into the material
and generating a plasma in the bulk. As the plasma expands outward matter is moved
out of the center creating a void in the bulk and making a shell of higher density material.
These experiments have resulted in the separation of Al and O in Al2O3 and subsequent
crystallization of Al into previously unseen structures [95].
SSTF pulses also have the potential of increasing the coupling of laser energy into grating
structures which results in plasmon generation. Plasmons, defined as quanta of plasma
oscillation, can be generated by coupling laser light along the surface of a metal. Surface
plasmons have found utility in enhancing the photocurrent in organic photoelectric cells [98].
7.1 Laser explosions in transparent materials
Low power (5 nJ) examples of creating voids in transparent materials with femtosecond
laser pulses date back to at least 1996 [96]. Using 0.1 to 1.0 µJ pulses, Rapp et.al. successfully
created new tetragonal polymorphs of silicon [94] by tightly focusing onto a Si surface below
10 µm of SiO2. We hope to reproduce these results and then go on to use SSTF pulses in
these experiments. SSTF allows for higher energy pulses to be focused tighter through the
outer SiO2 layer while preventing nonlinearities which may deform the pulse and the SiO2
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from occurring. We hope that this will allow us to discover new Si crystal structures that
may occur from the pulse energies and focal volumes we can achieve with SSTF.
7.2 Energy coupling for plasmon generation
Plasmon generation is another application we have found for SSTF pulses. Plasmons are
defined as a quanta of plasma oscillation. They can be generated by coupling laser light
along the surface of a metal by means of a diffraction grating. Each wavelength will couple




+ n1 sin(θ1), (7.1)
where n1 and n2 are the incident and diffracted refractive indices, θ1 and θ2 are the incident
and diffracted angles, m is the diffraction order, d is the grating period, and λ is the wave-
length. Coupling the light to a plasmon requires θ2=90
o so, setting m = 1 and d such that
λ0 couples at normal incidence, we solve for a range of angles over which a large bandwidth,
∼ 90 nm, will all couple into the plasmon. The order m = 1 also means that the plasmon
will travel in one direction from the grating. This has been modeled in COMSOL with the





The results are shown in Figure 7.1. This suggests that it is possible to generate a higher
intensity plasmon in one direction.
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Figure 7.1: COMSOL generated image of a plasmon generated by an SSTF pulse.
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