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Abstract: This paper discusses a generalization for non-Hermitian matrices of the Jacobi eigenvalue process (1846). In 
each step in pairs of nondiagonal elements are annihilated in an almost diagonal matrix with distinct eigenvalues. We 
prove that the recursively constructed sequence of matrices converges to a diagonal matrix. As in the classical Jacobi 
method the convergence is quadratic and the process is adapted to parallel implementation on an array processor or a 
hypercube. 
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1. Introduction 
Some algorithms, considered unfavorable on a single processor sequential computer, may be 
excellent on a distributed computing system. In the Jacobi algorithm [8] the computational 
capacity can be increased by exploiting its inherent parallelism. 
Especially the Jacobi algorithms for the symmetric eigenvalue problem [3,8] and those for the 
singular-value problem [2,4] are particularly amenable to parallel implementation. 
This paper describes a natural, despite new Jacobi-like process for the diagonalization of a 
nonnormal diagonal dominant matrix A E C ’ Xn with distinct eigenvalues. This process is 
quadratically convergent. In the description of the algorithm we assume, without loss of 
generality, n to be even. In each iteration 
AW+i) = S,-‘_@S,) k>,O, (1-l) 
in pairs of symmetrically placed off-diagonal elements are annihilated in a parallel fashion. 
* This research is part of the VF-program “Parallelle Algoritmiek”, THD-WI-08185-25, which has been approved by 
the Netherlands Ministery of Education and Sciences. 
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Each S, is a direct sum of +n unimodular shears 7) k, i = Ln: 9.**, 2 
& = Pi7k 
qi,k + I(i, k) 
r; k 
?’ 
‘i k 
r 
+m(i, k) 
(1.2) 
I(i, k) m(i, k) 
In (1.2) the index pair (i, k) refers to the ith shear in the kth iteration. Annihilator T.,k (see 
(2.8)) acts as in the classical Jacobi method for a symmetric matrix. Evidently the annihilators 
are not unitary, for the matrices Ack’ are non-Hermitian. Consequently the monotonic decrease 
of the Frobenius norms of the nondiagonal parts of Ack’ cannot be guaranteed. In [13] the same 
lack of monotonicity has caused genuine difficulties in the proof of the quadratic convergence of 
the Eberlein algorithm [5,11] for the algebraic eigenproblem. 
An appropriate strategy for the pivots (I( i, k), m(i, k)) aims to annihilate each off-diagonal 
element exactly once in n - 1 successive steps. The caterpillar permutation [3] generates a pivot 
strategy that annihilates each off-diagonal element exactly once in a sweep of in (n - 1) shear 
transformations. These are performed. in n - 1 steps. The caterpillar permutation K can be read 
off from 
1 3+5-+... -+n-3-n-l 
2 c”4 + 6 + 
J 
. ..+n-2+-n 
For the pivots (I( i, k), m( i, k)) of q,k holds 
1 < f(i, k) < m(i, k) Gn, f(i, k)ql(j, k) forl<i<jG+n. 
If b(O) = (1 2 2 3 . . . , n)=, then 
/i+2, 2<i=2k<n-2, 
{l(i, k), m(i, k)} = { bifll,, b$r’}, i = l,..., +n. 
0 4 
(1.4) 
(1.5) 
The serial Jacobi algorithms can be parallelized in various ways; that parallel implementation 
works out fine as long as the construction of the 2 X 2-transformations needs only “local” 
information. The convergence results in our paper apply also to other parallel ordenings as long 
as (1.3) holds. 
The implementations of the Jacobi eigenvalue algorithm for Hermitian matrices on a systolic 
array [3] or on a hypercube [2] can be carried over to our method. It is important to remark that 
our procedure can be used as final stage in Sameh’s (slowly convergent) parallel normreducing 
eigenvalue algorithm [12,14] in order to obtain a quadratically convergent process. For the proof 
of the quadratic convergence of the cyclic generalized Jacobi-process the rule (1.3) is essential. 
In the description of the process we divide A (k) into a diagonal and a nondiagonal part, Dck’ 
and Eck’, respectively. 
E(k) = A(k) _ D(k), d(k) = 
i 
a!k.’ 
‘.I ’ 
i=j, 
‘./ 
0, i #j. 
(l-6) 
M. H. C. Paardekooper / Parallel Jacobi process 5 
Set 
(1.7) 
The separation of the eigenvalues X,, . . . , A, is denoted by 7): 
q= min]hi-Xi]. 
i#j 
An appropriate concept of diagonally dominancy for our purposes is given in the next 
definition. 
Definition 1.1. Matrix A E CnXn is diagonal/y dominant with respect to separation ?1 if )( E”’ )I F 
Gcq forsome cc+. 
In this article we assume that 
]I E(O) I] F =G i?V. (1 .g) 
Condition (1.8) implies [l] that each diagonal element a,,; is affiliated exactly with one 
eigenvalue, say X,, namely 
Ihj--ajjI <co. (1.9) 
Consequently ( a,,i - ajqj ( >, 77 - 2c, > 8co, i #j. Thus 
co < @,. (1 .lO) 
The main analytical result of this paper is the quadratic convergence property: 
if z. < &v/n, then ~,_i < (1.7 n + 0.6)~;/77 < 0.2~~. (1.11) 
In Section 2 we present the parallel annihilators together with their properties and effects 
during the first step. Section 3 describes the consequences of the annihilations in a complete 
sweep. In that section is the proof of (1.11). Section 4 discusses numerical examples and Section 
5 gives concluding remarks about parallelism and implementation. 
2. Parallel annihilators; the first step 
Without loss of generality we have assumed that 
(/(i, 0), m(i, 0)) = (2i- 1, 2i), i= l,..., in, 
as in the caterpillar strategy. Now we consider the annihilation in the first step, k = 0, with the 
annihilators 7j,o. For reasons of simplicity the second subscript being zero, referring to the first 
step will be omitted in the formulae of this section. 
The shear transformation T only affects the elements in the (2i - 1)th and the 2ith row and 
column. 
The Jacobi-parameters of T are pi, qi, ri, si: 
T. = Pi 4i 
I 
i i r, s, ’ 
pisi-qir,=l, i=l,..., *n. (2.1) 
6 M. I-I. C. Paardekooper / Parallel Jacobi process 
Let matrix A be partitioned as 
’ A 1.1 A 1,2 *a* A I?/2 
A 
A = f” 
A 2,2 *** A 2,n/2 
= (A;j)> 
,A * A/2,2 *a* J4,2,.,2, n/2,1 
A,,j is given by where each 2 x 2-submatrix 
Ai,j= 
i 
a2i-l,2j-l 
a 
2r,2j-1 
i, j= 1 IFI ,...,z - 
For the 2 x 2-blocks AI’; of A(‘) = S-‘AS, where S = diag Ti, we find 
A(‘? = T.-IA .T. ‘3, 1 ‘*J J’ 
Especially for the diagonal block Al:/: 
/ (1) 
‘2i-1,2i-1 
\ / 
stPi siri -4iPi - 4iri ’ u2i-l,2i-1 
(1) 
‘Zi-1,2i ‘i4i s’ -92 - 4isi ‘2r-1,2i 
= 
a8f2i-l -‘iPi - ri2 P2 Piri a2i,2r-1 
(1) 
a2i,2i , \ -‘i4i - risi Pi4i Pi’i , ‘2i,2i 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
In order to simplify the formulae we omit index i. Set T = q = (,” ,“) and 
a=ai=a 2i,2i-1) P = Pi = ‘2i-1,2i, y = ‘i = u2i-l,2i_l - u2i,2i (2.6) 
for some iE {l,...,+n}. 
The annihilation of both a and p requires the solution of a quadratic equation with 
discriminant v2 + 4ap. 
With (1.10) we get 12ap 1 G c2 G &S’ G & 1 v 1 2. Thus 
11 +4ap/v21 > $. 
For the same generic index i let 
(2.7) 
F:=F,:=(1+40~/v~)~‘~, Re(F)>O. 
Lowerbound (2.7) enables the formulation of the next theorem. 
Theorem 2.1. The shear 
\ 
4 
= 
S 
a 
, v(+F(l + F))“’ 
(2.8) 
annihilates both a and p. Such a shear T is called the annihilator related to the pivots in question. 
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Proof. With (2.5) we derive that ~$~~~~_i = 0 and a$:‘,,,,. = 0 if 
The condition ps - qr = 1 implies a/? = 2( F+ F2)-‘. With (Y = /I = (2/( F-k F2))l12 we get 
(2.8). 0 
In the sequel we need the estimates in the following theorem. 
Theorem 2.2. If E < &TJ, then the following inequalities hold for shear T. 
1 p 1 2 < 1 + (+I)2 < 1 + y(E/v)2; 
) I:+ F2 ) -l < + + $e2/q2; 
IIT11,2<1+2~/~<~; 
I:(F+F2))-1’2~1++~2/~2. 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
Proof. 
(2.9 I p I 2 = I$ + +(l+ 4aj.k/v2)-1’z I < 4 + i(l - 2r2/e2)-1’2 
< + + +(1 - 2(C/7j)2/(1 - 2C/4)2)-1’2, 
since B > 77 - 2~. If Ix 1 < &, then (1 - 2x2/(1 - 2~)~)~“~ G 1 + 2x2. Hence 
I p 1 2 < 1 + +?I2 < 1 + $+32. 
(2.10) I F+ F2 I -l = I(1 + 40/J/Y2)1’2 + 1 + 4a/l/zJ I -I 
< (1 - 2x2/(1 - 2x)2 + (1 - 2x2/(1 - 2x)2)1’2)-1, 
where as above x = r/q. Simple but tedious calculations affirm 
(1 - 2x2/(1 - 2x)2 + (1 - 2x2/(1 - 2x)2)“2)-1 5 + f ;x2, x < +). 
(2.11) Let x= Jp12+ (q12, y= (r(‘+ Is12, z=pF+qi.Then 
TT*= ; ; 
( ) 
and xy - I z ) 2 = 1 as follows from the unimodularity of annihilator T. So x + y = ((x - y)2 + 
4 ) z I 2 + 4)112 2 2 and 
IJT(l-j=+(~+y+((x+y)~-4)~‘~). 
With (2.8) we get 
x+~-2=2(~~++F-‘(-1)+2(~aIZ+ I/.#)/lv2(F+P)I 
i l(l-F)/FI+2r2/lv2(F+~2)1 
< (4 I up I +2c2)/) v’( F+ P) I < (2 + 5&@)C2/02 
(2.13) 
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as follows from (2.10). Hence 
11 T 11; = x + y < 2 + 2.05 e*/tI*. (2.14) 
From (2.13) and (2.14) it follows with easy calculations that 
I(T~~~~1+~~/8~1+~~(1-2~/~)-~/~~1+2~/~~~ fore<$q. 
(2.12) The derivation of (2.12) is similar to that of (2.10). •I 
An upperbound for the growth of the norm of the nondiagonal part after the first step is given 
in the next theorem. 
Theorem 2.3. If c -C &q, then 
C1 < (1+ 2E/77)E < $. (2.15) 
Proof. The 2 x 2-blocks in the partitioned A(‘) are 
A?? = T.-‘/J .T. !., r 1.3 J’ i, j=l,..., +n. 
Since u(l) (1) *r-1,2; = a2i,2i_1 = 0, i = 1,. .., in, with (2.11) we find 
c:= C iiAIfjli: G C I/T;‘//: II T, 112’11 Ai,j IIF 
i#j ‘fJ 
G ,~jIl~;ll~ll~ll~ll~~,~lI~~~~+~~/~~2~2~ q 
According to (1.9) u$) is affiliated with h, and 
IL7:“‘-Q <efo. (2.16) 
This affiliation is not changed by the annihilating transformation. This will be proved in the 
following theorem. 
Theorem 2.4. If c < &q, then the affiliation of the eigenvalues remains unchanged by the 
annihilating transformation 
A”’ = S-‘AS 
where S = diag T. with i given by (2.8). 
Proof. From (2.5) and (2.8) one gets 
I4?-.1,2i-1 - a*i-1,2;-1 I = PJo4 + w’ I 
dE*IBI-*(1+(1-26*/~Y(*)“2)-1~Y( 
< (e/e)‘(l + (1 -2(r/B)Zj1’*)-jVl < &VI, (2.17) 
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A change of affiliation can only be an exchange of annihilation between two elements at, say, 
the ith shear transformation. Assume u2i_-1,2i_-l and ugj_,,,,_, to be affiliated with X2;_i and 
hzi, respectively. Then as follows from (2.15) 1 u2i_-1,2i_-1 - X,,_1 1 G c, 1 LZ~?_,,,~_, - Xzi 1 < $6. 
By (2.17): 
I ‘E’-l,Zi-I - u2i-l,2i-1 I QkPI ddI~2,-1-~2iI+W (2.18) 
The change of affiliation implies 
)u$-,,2i_, - a2;_1,&-1/ 2 I A,;_1 -A,, I -Ye. (2.19) 
Consequently we get with (2.18) and (2.19) 
IX2i__1-h2iI-~~~~IX2i-*-X2jI+~?E. 
Thus t: > # I X2i_l - h2; I a $77. This contradicts (1.11). 0 
3. The effect of a complete sweep 
For the estimates of the norm ck of the nondiagonal part Eck) of A(“), k = O,.. . . , n - 1, we 
make use of the conclusion based on Theorem 2.3: if ~,J’v < &, then 
< /c+1 G (1 + 2~k/d%. (3.1) 
In the first theorem we prove that a sufficient small c,, guarantees such a slow growth of ek that 
c,Jn < & for k = 0, 1,. . . , n - 1. 
Theorem 3.1. If cO < &v/n, then 
c,<&q(n-k)-', k=O,..., n-l. (3 4 
Proof. Assume e,Jq Q &(q - k)-'. Then as follows from (3.1) 
ek+i/n < (I+ ~E,&I)E,& < &(n - k)-'(1 + $(n - k)-I). 
It is easy to verify that 
&z - k)-‘(1 +$(n-k)-*)<&(n-k-l)-'. 0 
Theorem 3.1 leads to the conclusion that the affiliation of the eigenvalues remains unchanged 
in the first sweep: if e,, < &n/n, then, compare (2.16), 
)a$)-h;(,<e,<&r], k=O ,..., n-l. 
The tardy growth of the sequence { ek } implied by the condition eO G &n/n comes forward in 
the next theorem. 
Theorem 3.2. If co < &v/n, then 
Sn 
(3.3) 
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Proof. According to Theorem 3.1, ek G &q since q, G &/n. So, as follows from Theorem 2.3, 
e k+l 6 (1 + 2ek/77)ek, k = 0,. . . , n - 2. Thus 
10n 5n 5n 
f k+l< ‘+ 5n_k ----&I ---co< 5n - k 5n-(k+l)eoo 
This proves the theorem. 0 
The transform ACk+‘) can be considered to be obtained from A(“) in two stages: 
1 
&k+1/2) = S;l/f(k) = H’k’A’k’ + B(k), 
/f(k+l) = A(k+1/2)& = /f(k+l/Z)H(k) + C(k), (3.4) 
where HCk) denotes the diagonal part of both S, and S;‘. 
Thus by (1.2) 
Let 
i 
btk.) (k) /(I. k),j = -~i,kam(i, k),jT bck? m(r, k).j = -r. a(k) 1.k l(r. k).jT i=l Ln ,.-.,2 3 (3.5) 
(k) 
‘J,Ki. k) 
(k+1/2) 
= ‘i,kaj,m(i, k)) ‘/!:?z(i, k) = %,ka((;(t~& j= l,..., n. (3.6) 
Then 
G(k) = @k)#k) + c(k) 
(3.7) 
A(k+l) = H(k)A(k)#k) + G(k) 
(3.8) 
According to (3.8) the updating ACk) + ACk+‘) analytically comes about by two actions: a 
multiplication by two diagonal elements of Sk followed by the addition of g,‘j”). The multipliers 
HCk) are rather tame as can be seen in the following theorem. 
Theorem 3.3. If e. < &v/n, then 
n-2 
,n, II fck) 11; =G E . 
Proof. With (2.9) and (3.2), we get 
n-2 n-2 n-2 
kv2 11 H(~)(\; G kv2(l +ci/q2) G kv2(l + &,(n - klb2) G kfi2(l + &km2> f % 
for& g k-2=&(&2-l) and exp(&(&r2-1)),<%. 0 
k=2 
The twofold action (3.8) for the construction of ACk+l) is starting point for the description of 
the history of the element a$;-‘), i #j, after its annihilation in some step. Let the element in the 
position (i, j) be annihilated in step N( i, j) - 1 = N - 1. Then 
a!“) = 0 
1.J , 
a!N+l) = g,ir), 
‘.J 
i #j, (3-9) 
and 
&k.+l) = h’k’h(.k!a!k> + gi(r), 
‘.I id J.J ‘,J 
N+lfk<n-2. (3.10) 
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SO 
/U~,~*)j 4 )I H (“)(l;/a(,;q +/g;,;q 
and consequently 
n-2 n-2 n-2 
ja,(,"l-')/ < C n )(H(")11,2jg,l~~) < E C igi(i i+j, (3.11) 
k_~ m=k+l k=N 
as follows from Theorem 3.1. 
Generally / g!,y-” 1, being 1 h~~-‘)a~,~-‘)h~~-‘) 1 is the largest of the sequence { ) gj,:.' I}, k = 
0 , . . . , n - 2. Hence a reasonable majorant of 1 a~,~-‘) 1 is given by 
n-2 
py)i <+$ I, C jd,;jl. (3.12) 
k=O 
k#N-1 
The notational problems in the analysis of the parallel cyclic Jacobi-process are reduced with the 
next definition. 
Definition 3.4. Let Vck) = (ui.5’) E C nx”. Then fCk) = (Cl,:.‘), k = 0,. . . , n - 2, is defined by 
;I,": = 
0, i=j or {i, j} E {{l(i, k), m(i, k)} I O,ci< $n}, 
u{,;j, (i, j) otherwise. 
(3.13) 
Our notation allows to reformulate (3.12) in matricial form: 
n-2 
p"-"I 4% c (&)(. 
k=O 
Thus 
n-2 
c n-l < $$ c Ip'II F. (3.14) 
k=O 
In the proof of quadratic convergence an essential role has been reserved for the following 
theorem. 
Theorem 3.5. Let G (k) be as defined in (3.7). If q, d &q/n, then 
II 6(k) II F<g(l+$(n-k)-*)c:/q, k=O ,..., n-2. (3.15) 
Proof. Remark that II C?(k) 11 r Q I( HCk) II 2 11 iCk) I( r + II e(k) II r. Firstly we estimate 1) C(k) 1) r. By 
(3.6) and (3.12) 
11 C^(k) 11 F G c :-‘: (( ;i”‘&;;, k)i’j*‘* + [jl’i’~cj:$;, k)12]“2] 
where CjnCICi) denotes summation for all j except j = i, /(i, k), m( i, k). 
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With (2.8) it follows that 
where 
ai,k=a$i k)I(i k)> 
(k) 
7 T 1 pi,k = ‘/(i, k),h(i, k) and Pi,k = 
Now 
IY;,k~-‘~(1-2Ck/4)-*/~$(l-~(n-~)-1)-1/~ 
<(l++(n-k)-1)/7) for n-k>2. 
Equations (2.12) and (3.2) imply I:( Ej.,k + c.fk) 1 -1’2 6 1 + !jei/n2 < 1.012. 
from (3.2) 
+n 
II e;(k) II ,<0.506(1++2-k)-‘) II,@+1’2)ll;+ ~(la,,J*+ 
i 
I 
i=2 
< $$(I + $(n - k)-‘) 11 s, 11&;/V 
With (2.11) we get 
II Ck) II F < g(l + $(n - k)-l)(l + f(n - k)-‘)r;,‘q. 
In a similar way one gets, now with (2.9) and (3.2): 
11 j(k) 11 F II H(k) 11 2 < g(l + +(n - k)-l)(l + &(n - k)-2)c;/v. 
Hence 
II GCk) II r<~(l++t-k)-‘)r:/?j. cl 
Hence, as follows 
(3.16) 
The quadratic convergence of the annihilation process is proved in the next theorem. 
Theorem 3.6. If co < &q/n, then 
e,_i < (1.7 n + 0.6)~;/77 < 0.2 co. (3.17) 
Proof. By (3.14) and (3.15) 
n-2 
E,_~ < +$ x $$ c (1 + ;(n - k)-l)&‘q. 
k=O 
Since ek+i < (1 + +(n - k)_‘)c,, k = 0,. . .) n - 2, 
k-l 
(3.18) 
ck< n(l++(~j)-~)~~, k=O ,..., n-l. 
j=O 
Consequently <,,_i G $t,@q, where 
n-2 k-l 
t, = c (1 + +(n - k)-‘)j-$l + +(n -j)-‘)‘, n >, 2. 
k=O 
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Now we prove that for n 2 3: t, G $n + &. It is easy to see that t, satisfies the recurrence 
relation 
t n+l = 1 + i(n + 1>-’ + (1 + +(n + l)_lj21,. 
It is easy to verify that the estimate 
9 
t,&+l+~ 
holds for all n >, 3. This implies that 
e,_r ,< $(:n + &)E;/v < (1.7 n + 0.6)@7). 
Since E,, < &v/n we find for n 2 4: 
E 
1 1.7 n + 0.6 
n-l G iiT n 
e,,<o.2 Co. 
This proves the quadratic convergence. 0 
4. Numerical examples 
Our numerical results illustrate the analysis in the previous section. The long sequence of 
worst case estimates brings about that despite their step-wise sharpness the final bound (3.17) 
underestimates the speed of convergence quite considerably. The uniform lowerbound ~(1 - 
26&j) G ek for all 1 al”) - a$‘1 especially leads to a pessimistic preview of the process. 
Example 4.1. Our first example shows typically the unnecessary strongness of the condition e0 
G &q/n. A, is the illconditioned Frank matrix of order n: 
I n n-l n-2 . . . 1 
n-l n-l n-2 . . . 1 
0 n-2 n-2 . . . 1 
A,= . . . 
0 0 0 . . . i 
\ 0 0 0 . . . I/ 
The numerical approximation results are very satisfactory accurate. The errors are in accordance 
with the accurary of the floating-point arithmetic and the well-known individual condition 
numbers. The algorithm failed for n a 16. (See Table 1.) 
Example 4.2. The second example shows the effect of the departure of normality [7] on the 
convergence of our method. The test matrices have the form [5,16] 
A=K(D+aH)K*, (4.1) 
where D = diag(1, 2, . . . , n), H is strictly uppertriangular with 1) H I] r = 1 and K is unitary. Both 
H and K are derived from random generations. Parameter 1y measures the illconditioning of the 
eigenproblem. Table 2 shows the number of sweeps to convergence as function of n and (Y. “div” 
denotes no convergence. 
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Table 1 
et for the Frank matrix A, 
k 
0 
2 
4 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
17 
19 
n=8 n =lO n=12 n=14 
n =0.5026.10-r 7) = 0.2864.10-’ n = 0.1840.10-’ n =0.1293.10-t 
0.218-10+2 0.333.lo+2 0.471 ‘lo+2 0.633.10+’ 
0.106.10+2 0.281.10+2 0.318.10+’ 0.702.10+2 
0.506.10+’ 0.186.10+2 0.147.10+2 0.482e10+2 
0.260.10+” 0.126.10+’ o.300~lo+1 0.253.10+2 
0.123.10-’ 0.426.10+’ 0.160.10+ 0.155.10+2 
0.153.10-s o.157.10+’ 0.165.10” 0.123.10+2 
0.583.10-‘5 0.192.10+’ o.680.10+” 0.124.10+2 
0.146.10-4 0.574.1o+O 0.134.10+2 
0.718.10-r5 0.250.10+” o.757.10+’ 
0.138.10+’ 0.512.10+’ 
0.268.10-r 0.500~10+’ 
0.698. 1O-4 0.203.10+’ 
0.100~10-‘s o.125.10+’ 
0.546.10-3 
0.126.10-I5 
Table 2 
The number of sweeps for matrix (4.1) as functions of a! and n 
n a = 0.1 (Y = 0.5 cy=l.O 01= 5.0 (u=lO 
6 4 4 4 5 7 
10 5 5 5 6 9 
16 6 6 6 8 9 
20 6 6 6 6 7 
30 6 6 7 8 9 
40 7 7 6 7 7 
50 7 6 7 7 div 
60 6 7 7 8 9 
Fig. 1. The spectrum of A = K (D + aH) K *. 
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Table 3 
The number of sweeps for A,, 
a Number of sweeps 
0.01 6 
0.1 6 
0.5 6 
1 6 
5 8 
10 10 
20 6(+5) 
40 9 (+5) 
80 18 (+5) 
As in Example 4.1 the process converges despite the large nondiagonal parts. Since A, has a 
real spectrum, &( H - H*) )I r = $& is the Frobenius distance of A, and the space of 
Hermitian matrices. 
Example 4.3. In (4.1) we choose n = 14 and dj = ejnij3, j = 1,. . . ,6, d,,, =3 + ejni13, j = 
1 , . . . ,6, A,, = 0, A,, = 3. (See Fig. 1.) 
The number of sweeps for different (Y is shown in Table 3. For (Y = 20, 40, 80 five parallel 
normreducing sweeps [12] preceded the 6,9 and 18 respective parallel annihilating sweeps. This 
example illustrates the much promising combination of parallel normreduction followed by 
parallel annihilation. 
5. Conclusions 
It is without saying that our proof of the quadratic convergence shares important features with 
the proof of the analogous problem for real symmetric matrices [9,10,15,17]. As in [13] the 
complexity of the proof results from the nonunitary transformations. They hinder the monotonic 
decrease of the norms of the nondiagonal parts Eck) of the successive matrices Ack). Our analysis 
shows that the quadratic convergence by norm reducing transformations [13] can be obtained by 
the much simpler parallel annihilators. The last method with its local information structure is 
especially in view of parallelism preferable to the normreduction with its global properties. 
The accent in our analysis on the asymptotic properties are at the cost of the global aspects of 
the process. Evidently our method converges for Hermitian and almost Hermitian matrices. 
The block Jacobian methods [2,4] as developed for the symmetric eigenproblem can be applied 
without alteration for our parallel annihilators. More experiments are useful. This applies also 
for the change over from the parallel normreducing stage to the final annihilating process. A 
threshold strategy could control this transition. Many examples demonstrated the successful 
combination of the (slow) parallel normreduction together with the speedy annihilators. 
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