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Abstract
In this paper we describe the prime ideals of some important classes of skew PBW extensions,
using the classical technique of extending and contracting ideals. Skew PBW extensions include
as particular examples Weyl algebras, enveloping algebras of finite-dimensional Lie algebras (and
its quantization), Artamonov quantum polynomials, diffusion algebras, Manin algebra of quantum
matrices, among many others.
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1 Introduction
In this paper we describe the prime ideals of some important classes of skew PBW extensions. For
this purpose we will consider the techniques that we found in [4], [6] and [7]. However, in several of
our results, some modifications to these techniques should be introduced. In this section we recall the
definition of skew PBW (Poincare´-Birkhoff-Witt) extensions defined firstly in [8], and we will review also
some elementary properties about the polynomial interpretation of this kind of non-commutative rings.
Weyl algebras, enveloping algebras of finite-dimensional Lie algebras (and its quantization), Artamonov
quantum polynomials, diffusion algebras, Manin algebra of quantum matrices, are particular examples of
skew PBW extensions (see [9]).
Definition 1.1. Let R and A be rings. We say that A is a skew PBW extension of R (also called a
σ − PBW extension of R) if the following conditions hold:
(i) R ⊆ A.
(ii) There exist finite elements x1, . . . , xn ∈ A such A is a left R-free module with basis
Mon(A) := {xα = xα11 · · ·xαnn | α = (α1, . . . , αn) ∈ Nn}.
In this case it says also that A is a left polynomial ring over R with respect to {x1, . . . , xn} and
Mon(A) is the set of standard monomials of A. Moreover, x01 · · ·x0n := 1 ∈Mon(A).
(iii) For every 1 ≤ i ≤ n and r ∈ R− {0} there exists ci,r ∈ R− {0} such that
xir − ci,rxi ∈ R. (1.1)
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(iv) For every 1 ≤ i, j ≤ n there exists ci,j ∈ R − {0} such that
xjxi − ci,jxixj ∈ R+Rx1 + · · ·+Rxn. (1.2)
Under these conditions we will write A := σ(R)〈x1, . . . , xn〉.
The following proposition justifies the notation and the alternative name given for the skew PBW
extensions.
Proposition 1.2. Let A be a skew PBW extension of R. Then, for every 1 ≤ i ≤ n, there exists an
injective ring endomorphism σi : R→ R and a σi-derivation δi : R→ R such that
xir = σi(r)xi + δi(r),
for each r ∈ R.
Proof. See [8], Proposition 3.
A particular case of skew PBW extension is when all derivations δi are zero. Another interesting case
is when all σi are bijective and the constants cij are invertible. We recall the following definition (cf. [8]).
Definition 1.3. Let A be a skew PBW extension.
(a) A is quasi-commutative if the conditions (iii) and (iv) in Definition 1.1 are replaced by
(iii’) For every 1 ≤ i ≤ n and r ∈ R− {0} there exists ci,r ∈ R− {0} such that
xir = ci,rxi. (1.3)
(iv’) For every 1 ≤ i, j ≤ n there exists ci,j ∈ R− {0} such that
xjxi = ci,jxixj . (1.4)
(b) A is bijective if σi is bijective for every 1 ≤ i ≤ n and ci,j is invertible for any 1 ≤ i < j ≤ n.
Some extra notation will be used in the paper.
Definition 1.4. Let A be a skew PBW extension of R with endomorphisms σi, 1 ≤ i ≤ n, as in
Proposition 1.2.
(i) For α = (α1, . . . , αn) ∈ Nn, σα := σα11 · · ·σαnn , |α| := α1 + · · ·+ αn. If β = (β1, . . . , βn) ∈ Nn, then
α+ β := (α1 + β1, . . . , αn + βn).
(ii) For X = xα ∈Mon(A), exp(X) := α and deg(X) := |α|.
(iii) If f = c1X1 + · · ·+ ctXt, with Xi ∈Mon(A) and ci ∈ R− {0}, then deg(f) := max{deg(Xi)}ti=1.
The skew PBW extensions can be characterized in a similar way as was done in [5] for PBW rings.
Theorem 1.5. Let A be a left polynomial ring over R w.r.t. {x1, . . . , xn}. A is a skew PBW extension
of R if and only if the following conditions hold:
(a) For every xα ∈ Mon(A) and every 0 6= r ∈ R there exist unique elements rα := σα(r) ∈ R − {0}
and pα,r ∈ A such that
xαr = rαx
α + pα,r, (1.5)
where pα,r = 0 or deg(pα,r) < |α| if pα,r 6= 0. Moreover, if r is left invertible, then rα is left
invertible.
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(b) For every xα, xβ ∈Mon(A) there exist unique elements cα,β ∈ R and pα,β ∈ A such that
xαxβ = cα,βx
α+β + pα,β , (1.6)
where cα,β is left invertible, pα,β = 0 or deg(pα,β) < |α+ β| if pα,β 6= 0.
Proof. See [8], Theorem 7.
We remember also the following facts from [8].
Remark 1.6. (i) We observe that if A is quasi-commutative, then pα,r = 0 and pα,β = 0 for every
0 6= r ∈ R and every α, β ∈ Nn.
(ii) If A is bijective, then cα,β is invertible for any α, β ∈ Nn.
(iii) In Mon(A) we define
xα  xβ ⇐⇒

xα = xβ
or
xα 6= xβ but |α| > |β|
or
xα 6= xβ , |α| = |β| but ∃ i with α1 = β1, . . . , αi−1 = βi−1, αi > βi.
It is clear that this is a total order onMon(A). If xα  xβ but xα 6= xβ , we write xα ≻ xβ . Each element
f ∈ A can be represented in a unique way as f = c1xα1 + · · ·+ ctxαt , with ci ∈ R− {0}, 1 ≤ i ≤ t, and
xα1 ≻ · · · ≻ xαt . We say that xα1 is the leader monomial of f and we write lm(f) := xα1 ; c1 is the
leader coefficient of f , lc(f) := c1, and c1x
α1 is the leader term of f denoted by lt(f) := c1x
α1 .
A natural and useful result that we will use later is the following property.
Proposition 1.7. Let A be a skew PBW extension of a ring R. If R is a domain, then A is a domain.
Proof. See [9].
The next theorem characterizes the quasi-commutative skew PBW extensions.
Theorem 1.8. Let A be a quasi-commutative skew PBW extension of a ring R. Then,
(i) A is isomorphic to an iterated skew polynomial ring of endomorphism type, i.e.,
A ∼= R[z1; θ1] · · · [zn; θn].
(ii) If A is bijective, then each endomorphism θi is bijective, 1 ≤ i ≤ n.
Proof. See [9].
Theorem 1.9. Let A be an arbitrary skew PBW extension of R. Then, A is a filtered ring with filtration
given by
Fm :=
{
R if m = 0
{f ∈ A | deg(f) ≤ m} if m ≥ 1 (1.7)
and the corresponding graded ring Gr(A) is a quasi-commutative skew PBW extension of R. Moreover,
if A is bijective, then Gr(A) is a quasi-commutative bijective skew PBW extension of R.
Proof. See [9].
Theorem 1.10 (Hilbert Basis Theorem). Let A be a bijective skew PBW extension of R. If R is a left
(right) Noetherian ring then A is also a left (right) Noetherian ring.
Proof. See [9].
3
2 Invariant ideals
Let A = σ(R)〈x1, . . . , xn〉 be a skew PBW extension of a ring R. By Proposition 1.2, we know that
xir − σi(r)xi = δi(r) for all r ∈ R, where σi is an injective endomorphism of R and δi is a σi-derivation
of R, 1 ≤ i ≤ n. This motivates the following general definition.
Definition 2.1. Let R be a ring and (Σ,∆) a system of endomorphisms and Σ-derivations of R, with
Σ := {σ1, . . . , σn} and ∆ := {δ1, . . . , δn}.
(i) If I is an ideal of R, I is called Σ-invariant if σi(I) ⊆ I, for every 1 ≤ i ≤ n. In a similar way are
defined the ∆-invariant ideals. If I is both Σ and ∆-invariant, we say that I is (Σ,∆)-invariant.
(ii) A proper Σ- invariant ideal I of R is Σ-prime if whenever a product of two Σ-invariant ideals is
contained in I, one of the ideals is contained in I. R is a Σ-prime ring if the ideal 0 is Σ-prime.
In a similar way are defined the ∆-prime and (Σ,∆)-prime ideals and rings.
(iii) The system Σ is commutative if σiσj = σjσi for every 1 ≤ i ≤ n. In a similar way is defined the
commutativity for ∆. The system (Σ,∆) is commutative if both Σ and ∆ are commutative.
The following proposition describe the behavior of these properties when we pass to a quotient ring.
Proposition 2.2. Let R be a ring, (Σ,∆) a system of endomorphisms and Σ-derivations of R, I a proper
ideal of R and R := R/I.
(i) If I is (Σ,∆)-invariant, then over R := R/I is induced a system (Σ,∆) of endomorphisms and Σ-
derivations defined by σi(r) := σi(r) and δi(r) := δi(r), 1 ≤ i ≤ n. If σi is bijective and σi(I) = I,
then σi is bijective.
(ii) Let I be Σ-invariant. If Σ is commutative, then Σ is commutative. Similar properties are valid for
∆ and (Σ,∆).
(iii) Let I be Σ-invariant. I is Σ-prime if and only if R is Σ-prime. Similar properties are valid for ∆
and (Σ,∆).
Proof. All statements follow directly from the definitions.
According to the properties of Σ and ∆, we need to introduce some special classes of skew PBW
extensions.
Definition 2.3. Let A be a skew PBW extension of a ring R with system of endomorphisms Σ :=
{σ1, . . . , σn} and Σ-derivations ∆ := {δ1, . . . , δn}.
(i) If σi = iR for every 1 ≤ i ≤ n, we say that A is a skew PBW extension of derivation type.
(ii) If δi = 0 for every 1 ≤ i ≤ n, we say that A is a skew PBW extension of endomorphism type. In
addition, if every σi is bijective, A is a skew PBW extension of automorphism type.
(iii) A is Σ-commutative if the system Σ is commutative. In a similar way are defined the ∆ and
(Σ,∆)-commutativity of A.
Related with the previous definition, we have the following two interesting results. The second one
extends Lemma 1.5. (c) in [7].
Proposition 2.4. Let A be a skew PBW extension of derivation type of a ring R. Then, for any
θ, γ, β ∈ Nn and c ∈ R, the following identities hold:
cγ,βcθ,γ+β = cθ,γcθ+γ,β, ccθ,γ = cθ,γc.
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In particular, the system of constants ci,j are central.
Proof. This is a direct consequence of Remark 1.6, part (ii).
Proposition 2.5. Let A be a skew PBW extension of a ring R. If for every 1 ≤ i ≤ n, δi is inner, then
A is a skew PBW extension of R of endomorphism type.
Proof. Let ai ∈ R such that δi = δai is inner, 1 ≤ i ≤ n. We will prove that A = σ(R)〈z1, . . . , zn〉, where
zi := xi − ai, the system of endomorphisms coincides with the original system Σ and every σi-derivation
is equal zero. We will check the conditions in Definition 1.1. It is clear that R ⊆ A. Let r ∈ R, then
zir = (xi − ai)r = xir− air = σi(r)xi + δai(r) = σi(r)xi + air− σi(r)ai − air = σi(r)(xi − ai) = σi(r)zi.
Thus, the systems of constants ci,r of σ(R)〈z1, . . . , zn〉 coincides with the original one, and the same is
true for the system of endomorphisms. Note that the system of Σ-derivations is trivial, i.e., each one is
equal zero. This means that σ(R)〈z1, . . . , zn〉 is of endomorphism type.
zjzi = (xj−aj)(xi−ai) = xjxi−xjai−ajxi+ajai = cijxixj+r0+r1x1+· · ·+rnxn−xjai−ajxi+ajai,
for some r0, r1, . . . , rn ∈ R. Replacing xi by zi+ ai for every 1 ≤ i ≤ n, we conclude that zjzi− cijzizj ∈
R+Rz1 + · · ·+Rzn.
Finally, note that Mon{z1, . . . , zn} := {zα = zα11 · · · zαnn |α = (α1, . . . , αn) ∈ Nn} is a left R-basis of
A. In fact, it is clear that Mon{z1, . . . , zn} generates A as left R-module. Let c1, . . . , ct ∈ R such that
c1z
α1 + · · ·+ ctzαt = 0 with zαi ∈Mon{z1, . . . , zn}, 1 ≤ i ≤ n. Then, using the deglex order in Remark
1.6, we conclude that c1x
α1 + · · ·+ ctxαt should be zero, whence c1 = · · · = ct = 0.
In the next proposition we study quotients of skew PBW extensions by (Σ,∆)-invariant ideals.
Proposition 2.6. Let A be a skew PBW extension of a ring R and I a (Σ,∆)-invariant ideal of R.
Then,
(i) IA is an ideal of A and IA∩R = I. IA is proper if and only if I is proper. Moreover, if for every
1 ≤ i ≤ n, σi is bijective and σi(I) = I, then IA = AI.
(ii) If I is proper and σi(I) = I for every 1 ≤ i ≤ n, then A/IA is a skew PBW extension of R/I.
Moreover, if A is of automorphism type, then A/IA is of automorphism type. If A is bijective,
then A/IA is bijective. In addition, if A is Σ-commutative, then A/IA is Σ-commutative. Similar
properties are true for the ∆ and (Σ,∆) commutativity.
(iii) Let A be of derivation type and I proper. Then, IA = AI and A/IA is a skew PBW extension of
derivation type of R/I.
(iv) Let R be left (right) Noetherian and σi bijective for every 1 ≤ i ≤ n. Then, σi(I) = I for every i
and IA = AI. If I is proper and A is bijective, then A/IA is a bijective skew PBW extension of
R/I.
Proof. (i) It is clear that IA is a right ideal, but since I is (Σ,∆)-invariant, then IA is also a left ideal
of A. It is obvious that IA ∩R = I. From this last equality we get also that IA is proper if and only if
I is proper. Using again that I is (Σ,∆)-invariant, we get that AI ⊆ IA. Assuming that σi is bijective
and σi(I) = I for every i, then IA ⊆ AI.
(ii) According to (i), we only have to show that A := A/IA is a skew PBW extension of R :=
R/I. For this we will verify the four conditions of Definition 1.1. It is clear that R ⊆ A. Moreover,
A is a left R-module with generating set Mon{x1, . . . , xn}. Next we show that Mon{x1, . . . , xn} is
independent. Consider the expression r1 X1 + · · ·+ rnXn = 0, where Xi ∈ Mon(A) for each i. We have
r1X1 + · · ·+ rnXn ∈ IA and hence
r1X1 + · · ·+ rnXn = r′1X1 + · · ·+ r′nXn, for some r′i ∈ I, i = 1, . . . , n.
Thus, (r1 − r′1)X1 + · · ·+ (rn − r′n)Xn = 0, so ri ∈ I, i.e., ri = 0 for i = 1, . . . , n.
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Let r 6= 0 with r ∈ R. Then r /∈ IA, and hence, r /∈ I, in particular, r 6= 0 and there exists
ci,r := σi(r) 6= 0 such that xir = ci,rxi + δi(r). Thus, xi r = ci,r xi + δi(r). Observe that ci,r 6= 0,
contrary ci,r = σi(r) ∈ IA ∩ R = I = σi(I), i.e, r ∈ I, a contradiction. This completes the proof of
condition (iii) in Definition 1.1.
In A we have xjxi−ci,jxixj ∈ R+
∑n
t=1Rxt, with ci,j ∈ R−{0}, so in A we get that xj xi−ci,j xi xj ∈
R +
∑n
t=1Rxt. Since I is proper and ci,j is left invertible for i < j and right invertible for i > j, then
ci,j 6= 0. This completes the proof of condition (iv) in Definition 1.1.
By Proposition 2.2, if σi is bijective, then σi is bijective. It is obvious that if every constant cij is
invertible, then cij is invertible..
The statements about the commutativity follow from Proposition 2.2.
(iii) This is direct consequence of (i) and (ii).
(iv) Considering the Noether condition and the ascending chain I ⊆ σ−1i (I) ⊆ σ−2i (I) ⊆ · · · we get
that σi(I) = I for every i. The rest follows from (i) and (ii).
3 Extensions of derivation type
Now we pass to describe the prime ideals of skew PBW extensions of derivation type. Two technical
propositions are needed first. The total order introduced in Remark 1.6 will be used in what follows.
Proposition 3.1. Let A be a skew PBW extension of a ring R such that σi is bijective for every
1 ≤ i ≤ n. Let J be a nonzero ideal of A. If f is a nonzero element of J of minimal leader monomial
xαt and σαt(r) = r for any r ∈ rannR(lc(f)), then rannA(f) = (rannR(lc(f)))A.
Proof. Consider 0 6= f = m1X1 + · · · +mtXt an element of J of minimal leader monomial Xt = xαt ,
with Xt ≻ Xt−1 ≻ · · · ≻ X1. By definition of the right annihilator, rannR(lc(f)) := {r ∈ R | mtr = 0}.
From Theorem 1.5 we have
fr = m1X1r + · · ·+mt(σαt(r)xαt + pαt,r),
where pαt,r = 0 or deg(pαt,r) < |αt| if pαt,r 6= 0. Note that if r ∈ rannR(lc(f)), then fr = 0. In fact, if the
contrary is assumed, since σαt(r) = r, we get lm(fr) ≺ Xt with fr ∈ J , but this is a contradiction since
Xt is minimal. Thus, frannR(lc(f)) = 0 and frannR(lc(f))A = 0. Therefore rannR(lc(f))A ⊆ rannA(f).
Next we will show that rannA(f) ⊆ rannR(lc(f))A. Let u = r1Y1+ · · ·+rkYk an element of rannA(f),
then
fu = (m1X1 + · · ·+mtXt)(r1Y1 + · · ·+ rkYk) = 0,
which implies that mtXtrkYk = 0, whence mtσ
αt(rk)XtYk = 0, that is, mtσ
αt(rk) = 0 which means
σαt(rk) ∈ rannR(mt). Let σαt(rk) := s. Then s ∈ rannR(lc(f)). Note that rk = σ−αt(s) = s; moreover
σαt(s) = s implies s = σ−αt(s) and hence rk ∈ rannR(lc(f)). This shows that rkYk ∈ rannR(lc(f))A ⊆
rannA(f), but since u ∈ rannA(f) then u − rkYk ∈ rannA(f). Continuing in this way we obtain that
rk−1Yk−1, rk−2Yk−2, . . . , r1Y1 ∈ rannR(lc(f))A, which guarantees that u ∈ rannR(lc(f))A. Thus, we have
proved that rannA(f) ⊆ rannR(lc(f))A.
Proposition 3.2. Let A be a skew PBW extension of derivation type of a ring R and let K be a non
zero ideal of A. Let K ′ be the ideal of R generated by all coefficients of all terms of all polynomials of K.
Then K ′ is a ∆-invariant ideal of R.
Proof. Let k ∈ K ′, then k is a finite sum of elements of the form rcr′, with r, r′ ∈ R and c is the coefficient
of one term of some polynomial of K. It is enough to prove that for every 1 ≤ i ≤ n, δi(rcr′) ∈ K ′. We
have δi(rcr
′) = rcδi(r
′) + rδi(c)r
′ + δi(r)cr
′. Note that rcδi(r
′), δi(r)cr
′ ∈ K ′, so only rest to prove that
δi(c) ∈ K ′. There exists p ∈ K such that p = cxα + p′, with p′ ∈ A and xα does not appear in p′. Note
that the coefficients of all terms of p′ are also in K ′. Observe that xip ∈ K and we have
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xip = xicx
α + xip
′ = cxix
α + δi(c)x
α + xip
′;
from the previous expression we conclude that the coefficient of xα in xip is δi(c) + cr + r
′, where r is
the coefficient of xα in xix
α and r′ is the coefficient of xα in xip
′. Since c ∈ K ′ we only have to prove
that r′ ∈ K ′. Let p′ = c1xβ1 + · · ·+ ctxβt , then c1, . . . , ct ∈ K ′ and xα /∈ {xβ1 , . . . , xβt}. We have
xip
′ = (c1xi + δi(c1))x
β1 + · · ·+ (ctxi + δi(ct))xβt = c1xixβ1 + δi(c1)xβ1 + · · ·+ ctxixβt + δi(ct)xβt ;
from the previous expression we get that r′ has the form r′ = c1r1 + · · ·+ ctrt, where rj is the coefficient
of xα in xix
βj , 1 ≤ j ≤ t. This proves that r′ ∈ K ′.
The following theorem gives a description of prime ideals of skew PBW extensions of derivation
type without assuming any conditions on the ring of coefficients. This result generalizes the description
of prime ideals of classical PBW extensions given in Proposition 6.2 of [4]. Compare also with [10],
Proposition 14.2.5 and Corollary 14.2.6.
Theorem 3.3. Let A be a skew PBW extension of derivation type of a ring R. Let I be a proper
∆-invariant ideal of R. I is a ∆-prime ideal of R if and only if IA is a prime ideal of A. In such case,
IA = AI and IA ∩R = I.
Proof. (i) By Proposition 2.6 we know that A/IA is a skew PBW extension of R/I of derivation type,
IA = AI and IA ∩ R = I. Then we may assume that I = 0. Note that if R is not ∆-prime, then A
is not prime. Indeed, there exist I, J 6= 0 ∆-invariant ideals of R such that IJ = 0, so IA, JA 6= 0 and
IAJA = IJA = 0, i.e., A is not prime.
Suppose that R is ∆-prime. We need to show that if J,K are nonzero ideals of A, then JK 6= 0.
Let K ′ as in Proposition 3.2, then K ′ 6= 0 and it is ∆-invariant. Now let j be a nonzero element of J of
minimal leader monomial. If jK = 0, then taking M = R and T = J in Proposition 3.1 we get
K ⊆ rannA(j) = rannR(lc(j))A.
Therefore lc(j)K ′ = 0 and hence lannR(K
′) 6= 0. We have lannR(K ′)K ′ = 0, and note that lannR(K ′) is
also ∆-invariant. In fact, let a ∈ lannR(K ′) and k′ ∈ K ′, then δi(a)k′ = δi(ak′)−aδi(k′) = δi(0)−aδi(k′) =
0 since δi(k
′) ∈ K ′. Thus, R is not ∆-prime, a contradiction. In this way jK 6= 0 and so JK 6= 0, which
concludes the proof.
4 Extensions of automorphism type
In this section we consider the characterization of prime ideals for extensions of automorphism type over
commutative Noetherian rings.
Proposition 4.1. Let A be a bijective skew PBW extension of a ring R. Suppose that given a, b ∈ R−{0}
there exists θ ∈ Nn such that either aRσθ(b) 6= 0 or aRδθ(b) 6= 0. Then, A is a prime ring.
Proof. Suppose that A is not a prime ring, then there exist nonzero ideals I, J of A such that IJ = 0.
We can assume that I := lannA(J) and J := rannA(I). Let u be a nonzero element of I with minimal
leader monomial xα and leader coefficient cu. We will prove first that σ
−α(cu) ∈ I, i.e., σ−α(cu)J =
0. Since rannA(I) ⊆ rannA(u), then it is enough to show that σ−α(cu)rannA(u) = 0. Suppose that
σ−α(cu)rannA(u) 6= 0, let v ∈ rannA(u) of minimal leader monomial xβ and leader coefficient cv such that
σ−α(cu)v 6= 0. Since uv = 0 and cα,β is invertible (see Theorem 1.5 and Remark 1.6), then cuσα(cv) = 0,
whence lm(ucv) ≺ xα. The minimality of xα implies that ucv = 0, and hence u(v− cvxβ) = 0. Moreover,
v − cvxβ ∈ rannA(u) and lm((v − cvxβ) ≺ xβ , so σ−α(cu)(v − cvxβ) = 0. However, cuσα(cv) = 0, so we
have σ−α(cu)cv = 0 and hence σ
−α(cu)v = 0, a contradiction.
Thus, I ∩ R 6= 0, and by symmetry, J ∩ R 6= 0. Let 0 6= a ∈ I ∩ R and 0 6= b ∈ J ∩ R, by the
hypothesis there exists θ ∈ Nn and r ∈ R such that arσθ(b) 6= 0 or arδθ(b) 6= 0. If θ = (0, . . . , 0), then
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arb 6= 0, and hence IJ 6= 0, a contradiction. If θ 6= (0, . . . , 0), then arxθb = ar(σθ(b)xθ + pθ,b), but note
that the independent term of pθ,b is δ
θ(b) (see Theorem 1.5, part (b)). Thus, arxθb 6= 0, i.e., IJ 6= 0, a
contradiction.
Corollary 4.2. If R is a prime ring and A is a bijective skew PBW extension of R, then A is prime
and rad(A) = 0.
Proof. Since R is prime and A is bijective, given a, b ∈ R − {0}, then aRσθ(b) 6= 0 for every θ ∈ Nn.
Thus, from the previous proposition, A is prime.
Lemma 4.3. Let A be a bijective Σ-commutative skew PBW extension of automorphism type of a left
(right) Noetherian ring R. Let I be a proper ideal of R Σ-invariant. I is a Σ-prime ideal of R if and
only if IA is a prime ideal of A. In such case, IA = AI and IA ∩R = I.
Proof. By Proposition 2.6, IA = AI is a proper ideal of A, I = IA ∩ R and A := A/IA is a bijective
skew PBW extension of R := R/I of automorphism type. In addition, observe that I es Σ-prime if and
only if R is Σ-prime (Proposition 2.2). Thus, we can assume that I = 0, and hence, we have to prove
that R is Σ-prime if and only if A is prime.
⇒): Suppose that R is Σ-prime, i.e., 0 is Σ-prime. According to Proposition 4.1, we have to show
that given a, b ∈ R − {0} there exists θ ∈ Nn such that aRσθ(b) 6= 0. Let L be the ideal generated by
the elements σθ(b), θ ∈ Nn; observe that L 6= 0, and since A is Σ-commutative, L is Σ-invariant. But R
is Noetherian and A is bijective, then σi(L) = L for every 1 ≤ i ≤ n (see Proposition 2.6). This implies
that AnnR(L) is Σ-invariant, but 0 is Σ-prime, therefore AnnR(L) = 0. Thus, aL 6= 0, so there exists
θ ∈ Nn such that aσθ(b) 6= 0.
⇐): Note that if R is not Σ-prime, then A is not prime. Indeed, there exist K, J 6= 0 Σ-invariant
ideals of R such that KJ = 0, so KA, JA 6= 0 and since J is Σ-invariant, then AJ = JA and hence
KAJA = KJA = 0, i.e., A is not prime.
Proposition 4.4. Any skew PBW extension A of a commutative ring R is Σ-commutative.
Proof. For i = j it is clear that σjσi = σiσj . Let i 6= j, say i < j, then for any r ∈ R we have lc(xjxir) =
σjσi(r)cij = cijσiσj(r), but since R is commutative and cij is invertible, then σjσi(r) = σiσj(r).
Theorem 4.5. Let A be a bijective skew PBW extension of automorphism type of a commutative Noethe-
rian ring R. Let I be a proper Σ-invariant ideal of R. I is a Σ-prime ideal of R if and only if IA is a
prime ideal of A. In such case, IA = AI and IA ∩R = I.
Proof. This follows from Lemma 4.3 and Propositions 2.6 and 4.4.
5 Extensions of mixed type
Our next task is to give a description of prime ideals of bijective skew PBW extensions of mixed type,
i.e., when both systems Σ and ∆ could be non trivial. We will assume that the ring R is commutative,
Noetherian and semiprime. The proof of the main theorem (Theorem 5.7) is an in Lemma 4.3, but
anyway we have to show first some preliminary technical propositions.
Definition 5.1. Let R be a commutative ring, I a proper ideal of R and R := R/I, we define
S(I) := {a ∈ R|a := a+ I is regular }.
By regular element we mean a non zero divisor. Note that S(0) is the set of regular elements of R.
Next we will describe the behavior of the properties introduced in Definition 2.1 when we pass to the
total ring of fractions.
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Proposition 5.2. Let R be a commutative ring with total ring of fractions Q(R) and let (Σ,∆) be a
system of automorphisms and Σ-derivations of R. Then,
(i) Over Q(R) is induced a system (Σ˜, ∆˜) of automorphisms and Σ˜-derivations defined by σ˜i(
a
s
) := σi(a)
σi(s)
and δ˜i(
a
s
) := − δi(s)
σi(s)
a
s
+ δi(a)
σi(s)
.
(ii) Q(R) is Σ˜-prime if and only if R is Σ-prime. The same is valid for ∆ and (Σ,∆).
Proof. (i) This part can be proved not only for commutative rings but also in the noncommutative case
(see [1]).
(ii) ⇒): Let I, J be Σ-invariant ideals of R such that IJ = 0, then IJS(0)−1 = IS(0)−1JS(0)−1 = 0,
but note that IS(0)−1, JS(0)−1 are Σ˜-invariant, so IS(0)−1 = 0 or JS(0)−1 = 0, i.e., I = 0 or J = 0.
⇐): K,L be two Σ˜-invariant ideals of Q(R) such that KL = 0, then K = IS(0)−1 and L = JS(0)−1,
with I := {a ∈ R|a1 ∈ K} and J := {b ∈ R| b1 ∈ L}. Note that IJ = 0, moreover, I, J are Σ-invariant. In
fact, if a ∈ I, then a1 ∈ K and hence σ˜i(a1 ) = σi(a)1 ∈ K, i.e., σi(a) ∈ I, for every 1 ≤ i ≤ n. Analogously
for L. Since R is Σ-prime, then I = 0 or J = 0, i.e., K = 0 or L = 0. The proofs for ∆ and (Σ,∆) are
analogous.
Next we will use the following special notation: Let m ≥ 0 be an integer, then σ(m) will denote the
product of m endomorphisms taken from Σ in any order, and probably with repetitions, i.e., σ(m) =
σi1 · · ·σim , with i1, . . . , im ∈ {1, . . . , n}. For m = 0 we will understand that this product is the identical
isomorphism of R.
Proposition 5.3. Let R be a commutative ring and (Σ,∆) a system of endomorphisms and Σ-derivations
of R. Let I be a Σ-invariant ideal of R. Set I0 := R, I1 := I, and for j ≥ 2,
Ij := {r ∈ I|δi1σ(m(1))δi2σ(m(2)) · · · δilσ(m(l))(r) ∈ I, for all l = 1, . . . , j − 1; i1, . . . , il ∈
{1, . . . , n}and m(1), . . . ,m(l) ≥ 0}.
Then,
(i) I0 ⊇ I1 ⊇ I2 ⊇ · · · .
(ii) δi(Ij) ⊆ Ij−1, for every 1 ≤ i ≤ n and any j ≥ 1.
(iii) Ij is a Σ-invariant ideal of R, for any j ≥ 0.
(iv) IIj ⊆ Ij+1, for any j ≥ 0.
Proof. (i) This is evident.
(ii) It is clear that for every i, δi(I1) ⊆ I0. Let j ≥ 2 and let r ∈ Ij , then
δi1σ(m(1))δi2σ(m(2)) · · · δilσ(m(l))(r) ∈ I, for all l = 1, . . . , j − 1.
From this obtain that δi1σ(m(1))δi2σ(m(2)) · · · δilσ(m(l))δiσ(0)(r) ∈ I for all l = 1, . . . , j−2. This means
that δi(r) ∈ Ij−1.
(iii) It is clear that I0, I1 are Σ-invariant ideals. Let j ≥ 2 and let r ∈ Ij , then for every σi we have
δi1σ(m(1))δi2σ(m(2)) · · · δilσ(m(l))(σi(r)) = δi1σ(m(1))δi2σ(m(2)) · · · δilσ(m(l) + 1)(r) ∈ I.
This means that σi(r) ∈ Ij , i.e., Ij is Σ-invariant. Let us prove that Ij is an ideal of R. By induction we
assume that Ij is an ideal. It is obvious that if a, a
′ ∈ Ij+1, then a + a′ ∈ Ij+1; let r ∈ R, then a ∈ Ij
and hence ra ∈ Ij , therefore δi1σ(m(1))δi2σ(m(2)) · · · δikσ(m(k))(ra) ∈ I for all k < j. Consider any
σ(m(j)), we have σ(m(j))(a) ∈ Ij+1, so σ(m(j))(a), δi(σ(m(j))(a)) ∈ Ij for every i. Therefore,
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δi(σ(m(j))(ra)) = δi(σ(m(j))(r)σ(m(j))(a)) =
σiσ(m(j))(r)δi(σ(m(j))(a)) + δi(σ(m(j))(r))σ(m(j))(a) ∈ Ij .
This implies that δi1σ(m(1))δi2σ(m(2)) · · · δijσ(m(j))(ra) ∈ I. This means that ra ∈ Ij+1. This proves
that Ij+1 is an ideal.
(iv) Of course II0 ⊆ I1. Let j ≥ 1, suppose that for IIj−1 ⊆ Ij , we have to prove that IIj ⊆ Ij+1.
Let a ∈ I and b ∈ Ij , then b ∈ Ij−1 and ab ∈ Ij . Therefore, δi1σ(m(1))δi2σ(m(2)) · · · δikσ(m(k))(ab) ∈ I
for i < j. For any σ(m(j)) and every δi we have, as above,
δi(σ(m(j))(ab)) = δi(σ(m(j))(a)σ(m(j))(b)) =
σiσ(m(j))(a)δi(σ(m(j))(b)) + δi(σ(m(j))(a))σ(m(j))(b) ∈ IIj−1 +RIj ⊆ Ij .
From this we conclude that δi1σ(m(1))δi2σ(m(2)) · · · δijσ(m(j))(ab) ∈ I, and this means that ab ∈ Ij+1.
This completes the proof.
Proposition 5.4. Let R be a commutative Noetherian ring and Σ a system of automorphisms of R.
Then, any Σ-prime ideal of R is semiprime.
Proof. Let I be a Σ-prime ideal of R. Since R is Noetherian,
√
I is finitely generated, so there exists
m ≥ 1 such that (√I)m ⊆ I. Since I is Σ-invariant and R is Noetherian, √I is Σ-invariant, whence√
I ⊆ I, i.e.,
√
I = I. This means that I is intersection of prime ideals, i.e., I is semiprime.
Proposition 5.5. Let R be a commutative Noetherian ring and (Σ,∆) a system of automorphisms and
Σ-derivations of R. Let rad(R) be the prime radical of R. If R is (Σ,∆)-prime, then
(i) rad(R) is Σ-prime.
(ii) S(0) = S(rad(R)).
(iii) Q(R) is Artinian.
Proof. (i) The set of Σ-invariant ideals I of R such that AnnR(I) 6= 0 is not empty since 0 satisfies these
conditions. Since R is assumed to be Noetherian, let I be maximal with these conditions. Let K,L
be Σ-invariant ideals of R such that I  K and I  L, then AnnR(K) = 0 = AnnR(L), and hence
AnnR(KL) = 0. This implies that KL * I. This proves that I is Σ-prime.
We will prove that I = rad(R). By Proposition 5.3, we have the descending chain of Σ-invariant
ideals I0 ⊇ I1 ⊇ · · · , and the ascending chain AnnR(I0) ⊆ AnnR(I1) ⊆ · · · . There exists m ≥ 1 such
that AnnR(Im) = AnnR(Im+1) (since I0 = R and I1 = I, see Proposition 5.3, m 6= 0). Note that
AnnR(Im) is Σ-invariant since σi(Im) = Im for every i (here we have used again that R is Noetherian,
Proposition 2.6). Let b ∈ AnnR(Im). For a ∈ Im+1 we have a ∈ Im, moreover, by Proposition 5.3, for
every i, δi(a) ∈ Im, so ab = 0 = δi(a)b, therefore 0 = δi(ab) = σi(a)δi(b). From this we obtain that
σi(Im+1)δi(b) = 0, i.e., Im+1δi(b) = 0. Thus, δi(b) ∈ AnnR(Im+1) = AnnR(Im). We have proved that
AnnR(Im) is (Σ,∆)-invariant.
Let H := AnnR(AnnR(Im)), we shall see that H is also (Σ,∆)-invariant. In fact, let x ∈ H , then
xAnnR(Im) = 0 and for every i we have σi(x)σi(AnnR(Im)) = 0 = σi(x)AnnR(Im), thus σi(x) ∈ H .
Now let y ∈ AnnR(Im), then xy = 0 and for every i we have δi(xy) = 0 = σi(x)δi(y) + δi(x)y, but
δi(y) ∈ AnnR(Im), so σi(x)δi(y) = 0. Thus, δi(x)y = 0, i.e., δi(x) ∈ H .
Since R is (Σ,∆)-prime and HAnnR(Im) = 0, then H = 0 or AnnR(Im) = 0. From Proposition 5.3,
AnnR(Im) ⊇ AnnR(I) 6= 0, whence H = 0. Since Im ⊆ H , then Im = 0. Again, from Proposition 5.3 we
obtain that Im ⊆ Im, so Im = 0, and hence I ⊆ rad(R). On the other hand, since I is Σ-prime, then
I is semiprime (Proposition 5.4), but rad(R) is the smallest semiprime ideal of R, whence I = rad(R).
Thus, rad(R) is Σ-prime.
(ii) The inclusion S(0) ⊆ S(rad(R)) is well known (see [10], Proposition 4.1.3). The other inclusion
is equivalent to prove that R is S(rad(R))-torsion free. Since Im = 0, it is enough to prove that every
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factor Ij/Ij+1 is S(rad(R))-torsion free. In fact, in general, if M is an R-module and N is an submodule
of M such that M/N and N are S-torsion free (with S an arbitrary system of R), then M is S-torsion
free. Thus, the assertion follows from
R = I0/Im, I0/I2/I1/I2 ∼= I0/I1, I0/I3/I2/I3 ∼= I0/I2, . . . , I0/Im/Im−1/Im ∼= I0/Im−1.
I0/I1 = R/rad(R), it is clearly S(rad(R))-torsion free. By induction, we assume that Ij−1/Ij is
S(rad(R))-torsion free. Let a ∈ Ij and r ∈ S(rad(R)) such that râ = 0̂ in Ij/Ij+1, i.e., ra ∈ Ij+1.
From Proposition 5.3 we get that for every i and any σ(m), σ(m)(a) ∈ Ij , σ(m)(ra) ∈ Ij+1 and
δi(σ(m)(ra)) ∈ Ij , then
δi(σ(m)(ra)) = δi(σ(m)(r)σ(m)(a)) = σi(σ(m)(r))δi(σ(m)(a)) + δi(σ(m)(r))σ(m)(a) ∈ Ij ,
whence, σi(σ(m)(r))δi(σ(m)(a)) ∈ Ij . For every k, σk(rad(R)) = rad(R), then we can prove that
σk(S(rad(R))) = S(rad(R)), so σi(σ(m)(r)) ∈ S(rad(R)); moreover, δi(σ(m)(a)) ∈ Ij−1, then by induc-
tion δi(σ(m)(a)) ∈ Ij . But this is valid for any i and any σ(m), then a ∈ Ij+1. This proves that Ij−1/Ij
is S(rad(R))-torsion free.
(iii) This follows from (ii) and Small’s Theorem (see [10], Corollary 4.1.4).
Corollary 5.6. Let R be a commutative Noetherian semiprime ring and (Σ,∆) a system of automor-
phisms and Σ-derivations of R. If R is (Σ,∆)-prime, then R is Σ-prime.
Proof. By Proposition 5.5, the total ring of fractions Q(R) of R is Artinian. Then, by Proposition 5.2,
we can assume that R is Artinian. Applying again Proposition 5.5, we get that 0 = rad(R) is Σ-prime,
i.e., R is Σ-prime.
Theorem 5.7. Let R be a commutative Noetherian semiprime ring and A a bijective skew PBW exten-
sion of R. Let I be a semiprime (Σ,∆)-invariant ideal of R. I is a (Σ,∆)-prime ideal of R if and only
if IA is a prime ideal of A. In such case, IA = AI and I = IA ∩R.
Proof. The proof is exactly as in Lemma 4.3, anyway we will repeat it. By Proposition 2.6, IA = AI is
a proper ideal of A, I = IA ∩R and A := A/IA is a bijective skew PBW extension of the commutative
Noetherian semiprime ring R := R/I. In addition, observe that I is (Σ,∆)-prime if and only if R is
(Σ,∆)-prime (see Propositions 2.2 and 2.6). Thus, we can assume that I = 0, and hence, we have to
prove that R is (Σ,∆)-prime if and only if A is prime.
⇒): From Corollary 5.6, we know that R is Σ-prime, i.e., 0 is Σ-prime. Let L be the ideal generated
by the elements σθ(b), θ ∈ Nn; observe that L 6= 0, and since A is Σ-commutative (Proposition 4.4), L is
Σ-invariant. But R is Noetherian and A is bijective, then σi(L) = L for every 1 ≤ i ≤ n (see Proposition
2.6). This implies that AnnR(L) is Σ-invariant, therefore AnnR(L) = 0. Thus, aL 6= 0, so there exists
θ ∈ Nn such that aσθ(b) 6= 0. From Proposition 4.1 we get that A is prime.
⇐): Note that if R is not (Σ,∆)-prime, then A is not prime. Indeed, there exist I, J 6= 0 (Σ,∆)-
invariant ideals of R such that IJ = 0, so IA, JA 6= 0 and IAJA = IJA = 0, i.e., A is not prime.
6 Examples
Some important examples of skew PBW extensions covered by Theorems 3.3, 4.5 or 5.7 are given in the
following table. The definition of each ring or algebra can be found in [9]. For each example we have
marked with X the theorem that can be applied.
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Ring 3.3 3.3.5 3.4.11
Habitual polynomial ring R[x1, . . . , xn] X
Ore extension of bijective type R[x1; σ1, δ1] · · · [xn; σn, δn],
R commutative Noetherian semiprime, δiδj = δjδi X
Weyl algebra An(K) X
Extended Weyl algebra Bn(K) X
Universal enveloping algebra of a Lie algebra G, U(G) X
Tensor product R ⊗K U(G) X
Crossed product R ∗ U(G) X
Algebra of q-differential operators Dq,h [x, y] X
Algebra of shift operators Sh X
Mixed algebra Dh X
Discrete linear systems K[t1, . . . , tn][x1, σ1] · · · [xn; σn] X
Linear partial shift operators K[t1, . . . , tn][E1, . . . , En] X
Linear partial shift operators K(t1 , . . . , tn)[E1, . . . , En] X
L. P. Differential operators K[t1, . . . , tn][∂1, . . . , ∂n] X
L. P. Differential operators K(t1 , . . . , tn)[∂1, . . . , ∂n] X
L. P. Difference operators K[t1, . . . , tn][∆1, . . . ,∆n] X
L. P. Difference operators K(t1 , . . . , tn)[∆1, . . . ,∆n] X
L. P. q-dilation operators K[t1, . . . , tn][H
(q)
1 , . . . , H
(q)
m ] X
L. P. q-dilation operators K(t1 , . . . , tn)[H
(q)
1 , . . . , H
(q)
m ] X
L. P. q-differential operators K[t1, . . . , tn][D
(q)
1
, . . . , D
(q)
m ] X
L. P. q-differential operators K(t1 , . . . , tn)[D
(q)
1 , . . . , D
(q)
m ] X
Diffusion algebras X
Additive analogue of the Weyl algebra An(q1, . . . , qn) X
Multiplicative analogue of the Weyl algebra On(λji) X
Quantum algebra U′(so(3, K)) X
3-dimensional skew polynomial algebras X
Dispin algebra U(osp(1, 2)), X
Woronowicz algebra Wν (sl(2, K)) X
Complex algebra Vq(sl3(C)) X
Algebra U X
Manin algebra Oq(M2(K)) X
Coordinate algebra of the quantum group SLq(2) X
q-Heisenberg algebra Hn(q) X
Quantum enveloping algebra of sl(2, K), Uq(sl(2, K)) X
Hayashi algebra Wq(J) X
Table 1: Prime ideals of skew PBW extensions.
Example 6.1. Theorem 4.5 gives a description of prime ideals for the ring of skew quantum polynomials
over commutative Noetherian rings. Skew quantum polynomials were defined in [9], and represent a
generalization of Artamonov’s quantum polynomials (see [2], [3]). They can be defined as a localization
of a quasi-commutative bijective skew PBW extension. We recall next its definition. Let R be a ring
with a fixed matrix of parameters q := [qij ] ∈Mn(R), n ≥ 2, such that qii = 1 = qijqji = qjiqij for every
1 ≤ i, j ≤ n, and suppose also that it is given a system σ1, . . . , σn of automorphisms of R. The ring of
skew quantum polynomials over R, denoted by Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn], is defined as follows:
(i) R ⊆ Rq,σ[x±11 , . . . , x±1r , xr+1, . . . , xn];
(ii) Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] is a free left R-module with basis
{xα11 · · ·xαnn |αi ∈ Z for 1 ≤ i ≤ r and αi ∈ N for r + 1 ≤ i ≤ n};
(iii) the variables x1, . . . , xn satisfy the defining relations
xix
−1
i = 1 = x
−1
i xi, 1 ≤ i ≤ r,
xjxi = qijxixj , xir = σi(r)xi, r ∈ R, 1 ≤ i, j ≤ n.
When all automorphisms are trivial, we write Rq[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn], and this ring is called the
ring of quantum polynomials over R. If R = K is a field, then Kq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] is the
algebra of skew quantum polynomials. For trivial automorphisms we get the algebra of quantum polyno-
mials simply denoted by Oq (see [2]). When r = 0, Rq,σ[x±11 , . . . , x±1r , xr+1, . . . , xn] = Rq,σ[x1, . . . , xn] is
the n-multiparametric skew quantum space over R, and when r = n, it coincides with Rq,σ[x
±1
1 , . . . , x
±1
n ],
i.e., with the n-multiparametric skew quantum torus over R.
Note that Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] can be viewed as a localization of the n-multiparametric
skew quantum space, which, in turn, is a a skew PBW extension. In fact, we have the quasi-commutative
bijective skew PBW extension
A := σ(R)〈x1, . . . , xn〉, withxir = σi(r)xi andxjxi = qijxixj , 1 ≤ i, j ≤ n;
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observe that A = Rq,σ[x1, . . . , xn]. If we set
S := {rxα | r ∈ R∗, xα ∈Mon{x1, . . . , xr}},
then S is a multiplicative subset of A and
S−1A ∼= Rq,σ[x±11 , . . . , x±1r , xr+1, . . . , xn] ∼= AS−1.
Thus, if R is a commutative Noetherian ring, then Theorem 4.5 gives a description of prime ideals for A.
With this, we get a description of prime ideals for Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] since it is well known
that there exists a bijective correspondence between the prime ideals of S−1A and the prime ideals of A
with empty intersection with S (recall that A is left (right) Noetherian, Theorem 1.10).
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