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1. INTRODUCTION 
Let us call a functional of the form 
a layered functional. The problem of minimizing J(u) with respect to u, 
subject to an initial condition u(0) = c, can be approached in the following 
fashion. Set 
I 
= h(u, u’) dt = k, 
0 
(2) 
where K is a parameter to be determined, and consider the more usual problem 
of minimizing the functional 
Au, 4 = ];g(u, u’, k) dt. (3) 
This determines a function u(t, k). The value of k is to be obtained from the 
consistency relation 
i 
= h(u(t, k), u’(t, k)) dt = k. 
0 
(4) 
Clearly, there are some serious analytical and computational obstacles in the 
path of an approach of this nature. 
* This work was supported by the National Science Foundation under Grant 
No. GP-8960 and the Atomic Energy Commission under Contract No. AT(ll-l)-113 
Proj. #19. 
1 
0 1969 by Academic Press, Inc. 
409/28/1-I 
Let us then examine an alternate approach using dynamic programming. 
In this fashion we are led to some initial-value problems for nonlinear partial 
differential equations. Conversely, we arc led to some representation theorems 
for certain classes of nonlinear partial differential equations. These representa- 
tion theorems can be used to obtain upper, and in some casts lower, bounds 
for the solutions; see [I]. In what follows we will present the purely formal 
aspects. 
2. DYNAMIC PROGRAMMING APPROACH 
Let us take the more general problem of minimizing 
h, 0) = 1’~ (u, u’, a + IT h(u, u’) dtj dt 
0 0 
(1) 
subject to u(0) = c, where a is a parameter in the range (- co, co). Introduce 
the function 
and write 
f(c, 4 T) = y;ln J(u, 4, (2) 
cp(c, a, T) = jTh(u, u’) dt, 
0 
(3) 
where u is the function, assumed to exist, which minimizes j((u, a). 
Then, proceeding in a familiar fashion, we write 
f(c, a, T) = m;ln [[ + j:j , (4) 
leading via the principle of optimality to 
f(c, a, T) = mjn[g(c, v, a + y)d +f(c + VA, a + h(c, v) d, T - d)] + o(d), 
(5) 
and thus, in the limit as d + 0, to the partial differential equation 
fT = mjnks(c, v, a + 9) + 6 + h(c, v>fd (6) 
Similarly, v satisfies the equation 
p?T = (‘k v) + ‘% + A(& v) va , (7) 
where v = a(~, f, , fa , fT) is determined by (6). The initial conditions are 
f(C, a, 0) = 0, p(c, a, 0) = 0. (8) 
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We can obtain more general boundary conditions by taking the functional 
(9) 
as a starting point. Then (8) is replaced by 
f(C> a, 0) = s(c), v(c, a, 0) = r(c). (10) 
3. QUADRATIC CASE 
We can obtain particular classes of quadratically nonlinear partial differ- 
ential equations in this way by choosing various quadratic functionals such as 
J&4, u) = 1; (u + u’ + 1; u dq dt + yu2 dt. 
0 
Furthermore, the functional 
J&J, a> = Jr p + g (u + f.4 + j’u dt)] dt 
0 
leads to an interesting type of nonlinear partial differential equation. 
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