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ALGEBRAIC MAPS CONSTANT ON ISOMORPHISM CLASSES
OF UNPOLARIZED ABELIAN VARIETIES ARE CONSTANT
E. RAINS, K. RUBIN, T. SCHOLL, S. SHARIF, AND A. SILVERBERG
Abstract. We show that if a rational map is constant on each isomorphism
class of unpolarized abelian varieties of a given dimension, then it is a constant
map. Our results are motivated by and shed light on a proposed construction
of a cryptographic protocol for multiparty non-interactive key exchange.
1. Introduction
If A1 and A2 are abelian varieties, we say A1 and A2 are weakly isomorphic,
written A1 ≈ A2, if A1 and A2 are isomorphic as unpolarized abelian varieties. Let
Ag denote the moduli space of principally polarized abelian varieties of dimension
g. One of our main results is the following.
Theorem 1.1. Suppose that g ∈ Z≥2, R is a domain, and f : Ag 99K X is a
rational map of R-schemes. Suppose f(A1, λ1) = f(A2, λ2) whenever A1 ≈ A2 and
(A1, λ1) and (A2, λ2) are in the domain of definition of f . Then f is a constant
function.
Note that Theorem 1.1 fails when g = 1; the j-invariant gives a nonconstant
morphism A1 → P1 such that j(E1) = j(E2) whenever E1 ≈ E2.
It suffices to prove Theorem 1.1 when R is an algebraically closed field, since a
scheme over an algebraically closed field k is also a scheme over every subring of k.
If R is a scheme, let
Wg(R) = {(A1, A2) ∈ (Ag ×Ag)(R)|A1 ≈ A2}.
We will deduce Theorem 1.1 from the following result.
Theorem 1.2. If g ∈ Z≥2, R is a domain, k is an algebraically closed field, and
R ⊆ k, then the set Wg(k) is Zariski dense in the R-scheme Ag ×Ag.
It is widely acknowledged that in order to obtain a moduli space of abelian
varieties, one must first fix a polarization. However, the mere fact that isomorphism
as unpolarized abelian varieties itself is not a well behaved equivalence relation does
not a priori exclude the possibility that some slightly coarser equivalence relation
could give rise to a moduli space. Theorem 1.2 implies that this cannot happen:
the only coarser equivalence relation that is also Zariski closed is the trivial relation
in which all elements are equivalent. (Since the Zariski closure of an equivalence
relation need not be an equivalence relation, Theorem 1.2 is somewhat stronger
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than this.) Our results can be viewed as making precise the discussion in [MFK94,
p. 97] about “pathologies” that arise when considering the relation ≈.
We will prove the following result in §3.
Theorem 1.3. Suppose that g ∈ Z≥2, R is a domain, and f : Ag1 99K X is a
rational map of R-schemes. Suppose f(A1, λ1) = f(A2, λ2) whenever A1 ≈ A2 and
(A1, λ1) and (A2, λ2) are in the domain of definition of f . Then f is a constant
function.
A motivation behind Theorem 1.3 is the proposal for a construction of a crypto-
graphic protocol in [BGK+]. In that protocol, n parties each construct a product
of elliptic curves over a finite field such that any pair of products is isomorphic.
Put another way, each party computes a point of Ag1 so that the chosen points
are weakly isomorphic to each other. However, the proposal for a protocol was in-
complete. The open question in [BGK+] was whether one can extract a numerical
invariant of the product of elliptic curves that respects weak isomorphism, that is,
a non-constant map f : Ag1 → X for a suitable space X such that f(A1) = f(A2)
whenever A1 ≈ A2. In this context, Theorem 1.3 shows that if f is algebraic, then
it is constant, and thus not useful cryptographically. It remains an open prob-
lem whether there is a useful non-algebraic invariant of (isomorphism classes of
non-polarized) products of elliptic curves.
Since Ag is only a coarse moduli space, one might wonder whether Theorem 1.1
still holds if Ag is replaced by the fine moduli space of abelian varieties with full
level n structure with n ≥ 3 and invertible in R. The following generalization of
Theorem 1.1 shows that the phenomenon persists even for the fine moduli space.
Corollary 1.4. Let g, n ∈ Z≥2, and let Ag,n be the moduli space of principally
polarized abelian varieties with full level n structure. Suppose that R is a domain
with n invertible in R, and f : Ag,n 99K X is a rational map of R-schemes. View
points of Ag,n as triples (A, λ, L), where A is an abelian variety with principal
polarization λ, and L is a symplectic basis for the n-torsion A[n] (where symplectic
means with respect to the Weil pairing induced by λ). Suppose f(A1, λ1, L1) =
f(A2, λ2, L2) whenever A1 ≈ A2 and (A1, λ1, L1) and (A2, λ2, L2) are in the domain
of definition of f . Then f is a constant function.
Suppose k is an algebraically closed field. If µ : A → A∨ is a polarization on
a g-dimensional abelian variety A over k of degree not divisible by char(k), then
there are unique positive integers d1 | · · · | dg such that
kerµ ∼= (Z/d1Z× · · · × Z/dgZ)2
and char(k) ∤ dg (see [Mum66, Theorem 1 et seq.]). LettingD = (d1, . . . , dg), we say
that the polarization µ has type D. A polarization type is a tuple D = (d1, . . . , dg)
where the di are positive integers such that d1 | · · · | dg. If D is a polarization type,
let Ag,D denote the moduli space of abelian varieties with a polarization of type
D. View points of Ag,D as pairs (A, µ), where A is an abelian variety and µ is a
polarization of type D.
The following result, which we prove in §5 below, is a generalization of The-
orem 1.1 with Ag replaced by the moduli space of abelian varieties with a fixed
polarization type.
Corollary 1.5. Suppose that g ∈ Z≥2, D = (d1, . . . , dg) is a polarization type,
R is a domain, dg is invertible in R, and f : Ag,D 99K X is a rational map of
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R-schemes. Suppose f(A1, µ1) = f(A2, µ2) whenever A1 ≈ A2 and (A1, µ1) and
(A2, µ2) are in the domain of definition of f . Then f is a constant function.
Corollary 1.6. Suppose that g ∈ Z≥2, R is a domain, and f : ∪DAg,D → X is a
morphism of R-schemes, where D runs over all polarization types (d1, . . . , dg) for
which dg is invertible in R. Suppose f(A1, λ1) = f(A2, λ2) whenever A1 ≈ A2.
Then f is a constant function.
We next discuss the proofs. If N is a positive integer, let Y0(N)/ Spec(Z[1/N ])
denote the modular curve parametrizing pairs (E,C), where E is an elliptic curve
and C ⊂ E is a cyclic subgroup of E of order N . If A is a positive definite,
symmetric, integer g × g matrix, define a map ψA : Y0(det(A)) → Ag as follows.
Suppose (E,C) ∈ Y0(det(A)). The matrix A induces a natural endomorphism λA
of Eg. Since A is symmetric and positive definite, we can view λA as a polarization
on Eg. Let B = Eg/((kerλA) ∩ Cg) and let π : Eg → B be the quotient map.
Then by [Mil86, Prop. 16.8] there is a unique principal polarization λ on B such
that π∗(λ) = λA. Define
(1.7) ψA : Y0(det(A))→ Ag by ψA(E,C) = (B, λ).
Let
XA = ψA(Y0(det(A))).
(For a different viewpoint on the maps ψA, see [Rai17, p. 19 et seq.].)
Definition 1.8. If ℓ is a prime number and g is a positive integer, letM(g, ℓ) denote
the set of positive definite symmetric g × g integer matrices whose determinant is
a power of ℓ.
Theorem 1.9. Suppose g ∈ Z≥2 and k is an algebraically closed field. Then there
are infinitely many prime numbers ℓ such that if A,A′ ∈ M(g, ℓ), then Wg(k) ∩
(XA ×XA′)(k) is Zariski dense in XA ×XA′ .
Theorem 1.10. Suppose ℓ is a prime number and g ∈ Z≥1. Then
⋃
A∈M(g,ℓ)XA
is Zariski dense in Ag.
Theorems 1.9 and 1.10 are proved in §2 and §4, respectively. Proposition 2.11 is
the only place where we require that g > 1.
Next we derive Theorem 1.2 from Theorems 1.9 and 1.10, we derive Theorem
1.1 from Theorem 1.2, we derive Corollary 1.4 from Theorem 1.1, and we derive
Corollary 1.6 from Corollary 1.5.
Proof of Theorem 1.2. Fix a prime number ℓ 6= char(k) that satisfies the conclusion
of Theorem 1.9. We have⋃
A,A′∈M(g,ℓ)
(Wg(k) ∩ (XA ×XA′)(k))
=Wg(k) ∩
 ⋃
A,A′∈M(g,ℓ)
(XA ×XA′)(k)
 ⊂ Wg(k).
By Theorem 1.9, the set
⋃
A,A′∈M(g,ℓ) (Wg(k) ∩ (XA ×XA′)(k)) is Zariski dense in⋃
A,A′∈M(g,ℓ)
(XA ×XA′) =
 ⋃
A∈M(g,ℓ)
XA
×
 ⋃
A′∈M(g,ℓ)
XA′
 ,
4 E. RAINS, K. RUBIN, T. SCHOLL, S. SHARIF, AND A. SILVERBERG
which by Theorem 1.10 is Zariski dense in Ag ×Ag.

Proof of Theorem 1.1. Let U be the domain of definition of f , so f : U → X is a
morphism. Consider the fiber product ∆f = U ×X U . The universal property of
∆f says that for any scheme W and morphisms h1 and h2 from W to U such that
f ◦h1 = f ◦h2, there is a unique morphism h :W → ∆f such that h1 and h2 factor
through h.
Let k be an algebraically closed field containing R. Applying the universal
property with W = Spec k shows that ∆f (k) consists of the pairs (A1, A2) ∈ U ×U
of abelian varieties over k such that f(A1) = f(A2). By the hypothesis on f , if
A1 ≈ A2 then f(A1) = f(A2). Hence (Wg ∩ (U × U))(k) ⊆ ∆f (k). Since ∆f is a
closed subscheme of U ×U , Theorem 1.2 implies that ∆f = U ×U , as desired. 
Proof of Corollary 1.4. Let π : Ag,n → Ag be the canonical map that “forgets” the
level n structure. The space Ag,n is Galois over Ag; let G denote the Galois group,
so that if R is an algebraically closed field, then G = Sp2g(Z/nZ). Letting X
G
denote the product of #G copies of X , indexed by G, then the group G acts on
XG by permuting the factors: for x ∈ XG and h, g ∈ G, if the gth coordinate of x
is xg, then the gth coordinate of h(x) is xh−1g. Let X
G/G denote the quotient of
XG by this action.
Let V denote the domain of definition of f , and let U = π(V ), which is an
open subset of Ag. Define a map fG : U → XG/G as follows. For u ∈ U , choose
v ∈ π−1(x). Then π−1(u) = {g(v)}g∈G ⊂ Ag,n. Let z = (f(g(v)))g∈G ∈ XG, and
let fG(u) be the image of z in X
G/G.
Since π(A,L) = A, we have fG(A1) = fG(A2) whenever A1 ≈ A2 with A1, A2 ∈
U . By Theorem 1.1, fG is constant. Since Ag,n is connected, it follows that f is
constant. 
Proof of Corollary 1.6. By Corollary 1.5, f is constant on each Ag,D. Fix two
polarization types D and D′. Our goal is to show that f(Ag,D) = f(Ag,D′). Choose
an elliptic curve E defined over R. Then Eg has polarizations µ and µ′ defined over
R of types D and D′, respectively, so (Eg, µ) ∈ Ag,D(R) and (Eg, µ′) ∈ Ag,D′(R).
Since Eg ≈ Eg, by our hypothesis we have f(Eg, µ) = f(Eg, µ′). Thus f(Ag,D) =
f(Ag,D′), as desired. 
Remark 1.11. Throughout this paper we assume that the base ring R is a domain.
All of the above theorems apply when the base ring is a geometrically reduced
scheme as well. To see this, note that when R is geometrically integral, we can use
the fact that the generic point is dense in R. For R geometrically reduced, instead
take the union of the generic points of the irreducible components.
2. Proof of Theorem 1.9
The plan is to find a suitable infinite set of pairs (x, y) ∈ Wg(k)∩(XA×XA′)(k).
We will explicitly construct these pairs by choosing x, y ∈ Ag(k) that are products
of isogenous CM elliptic curves. To ensure both that our products are weakly
isomorphic and that there are enough pairs, we first establish basic observations
about primes in CM fields.
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Lemma 2.1. Suppose ℓ is a prime number, g ∈ Z≥1, and K is an imaginary
quadratic field over which ℓ splits into principal prime ideals, namely ℓ = αα with
α ∈ OK . Then there are infinitely many rational prime numbers q such that
(1) q is inert in K,
(2) q ≡ −1 mod g, and
(3) α mod qOK ∈ (OK/qOK)× is a gth power.
Proof. Let L = K(ζg, α
1/g, α1/g). Let σ be any complex conjugation in Gal(L/Q).
Let q be any prime of L unramified in L/Q whose Frobenius Frob(q) ∈ Gal(L/Q)
is σ. The Chebotarev density theorem guarantees that there are infinitely many
such q. Let q be the rational prime below q. Since σ|K is complex conjugation, q
is inert in K, giving (1). Since σ|Q(ζg) is complex conjugation, q ≡ −1 (mod g),
giving (2). Since σ has order 2, we have OL/q ∼= OK/qOK ∼= Fq2 . In particular,
reducing α1/g modulo q gives a gth root of α in (OK/qOK)
×, giving (3). 
We now establish some properties of CM elliptic curves that we will use in
Proposition 2.11.
Definition 2.2. If K is an imaginary quadratic field and q is a prime number that
is inert in K, let
Gq = (OK/qOK)
×/(Z/qZ)×.
Lemma 2.3. Suppose E is an elliptic curve over an algebraically closed field k,
and End(E) ∼= OK for some imaginary quadratic field K. Let q be a prime number
that is inert in K and not equal to the characteristic of k. Then the set of subgroups
of E of order q is a torsor over Gq.
Proof. Since E[q] is a module over OK/qOK ∼= Fq2 of size q2, we have that E[q] ∼=
Fq2 as Fq2 -vector spaces. So F
×
q2/F
×
q
∼= Gq acts freely and transitively on the
one-dimensional Fq-subspaces of E[q]. 
Definition 2.4 ([Kan11, Sec. 2]). Suppose A is an abelian variety over a field.
If I is a regular left ideal of End(A) (i.e., a left ideal that contains an isogeny),
let H(I) = ∩ϕ∈I kerϕ. If H is a finite subgroup scheme of A, let I(H) = {ϕ ∈
End(A) : ϕ(H) = 0}. A finite subgroup scheme H of A is an ideal subgroup of A if
H = H(I) for some ideal I of End(A). A left ideal I of End(A) is a kernel ideal if
I = I(H) for some finite subgroup scheme H of A.
Lemma 2.5 ([Kan11, Prop. 23]). Suppose E is a CM elliptic curve. If H = H(I)
is an ideal subgroup of E, then #H = [End(E) : I].
Theorem 2.6 ([Kan11, Thm. 20b]). Suppose E is a CM elliptic curve over an
algebraically closed field and H is a finite subgroup scheme of E. Then H is an
ideal subgroup if and only if End(E) ⊆ End(E/H). Moreover, if H1 and H2 are
ideal subgroups of E, then E/H1 ≈ E/H2 if and only if I(H1) and I(H2) are
isomorphic as End(E)-modules.
Lemma 2.7. Suppose E is an elliptic curve over an algebraically closed field k,
and End(E) = OK for some imaginary quadratic field K. Suppose q is a product of
distinct prime numbers that are inert in K and not equal to char(k), and suppose
C is a subgroup of E of order q. Then End(E/C ) = Z+ qOK ⊂ OK = End(E). In
particular, every endomorphism of E/C is induced by an endomorphism of E that
takes C to C .
6 E. RAINS, K. RUBIN, T. SCHOLL, S. SHARIF, AND A. SILVERBERG
Proof. Let q =
∏n
i=1 qi be the prime factorization of q. Then C =
∑n
i=1 Ci where
each Ci is a subgroup of E of order qi. Let Ej = E/
∑j
i=1 Ci.
The isogeny π : E → E/C factors into a chain of isogenies
E = E0
π1−→ E1 π2−→ E2 π3−→ · · · πn−−→ En = E/C .
Let Oj be the order End(Ej) in K, and let fj be its conductor, i.e., fj = [OK : Oj ].
Since the isogeny πj has degree qj , either [Oj : Oj−1] = qj , or [Oj−1 : Oj ] = qj , or
Oj−1 = Oj [Koh96, Prop. 5]. Thus fj divides
∏j
i=1 qi. Since the qi are distinct,
qj+1 ∤ fj. Since qj is inert in K, OK has no prime ideal of norm qj . There is a
norm-preserving bijection between prime ideals of Oj that do not divide fj and
prime ideals of OK that do not divide fj [Cox13, Prop. 7.20]. Thus, Oj−1 has
no prime ideal of norm qj . By Lemma 2.5, it follows that kerπj is not an ideal
subgroup of Ej−1. Now by Theorem 2.6, we must have [Oj−1 : Oj ] = qj . Then
[OK : On] =
∏n
i=1 qi = q, as required. 
Lemma 2.8. Suppose E is an elliptic curve over an algebraically closed field k, and
End(E) ∼= OK for some imaginary quadratic field K with O×K = {±1}. Suppose q
is a prime not equal to char(k) and inert in K, and C is a subgroup of E of order q.
If α, β ∈ OK are prime to q, then E/α(C ) ≈ E/β(C ) if and only if α(C ) = β(C ).
Proof. Since α(C ) = (αβ)(β(C )), after replacing β(C ) with C and αβ with α it
suffices to prove the claim for β = 1.
If α(C ) = C , then E/α(C ) ≈ E/C , so it suffices to show the converse.
Let u˜ : E/α(C ) → E/C be an isomorphism. If D is a subgroup of E, let πD
denote the quotient map E → E/D. Then α induces an isogeny α˜ such that the
left-hand square of the following diagram commutes.
E
α
//
πC

α′
&&
E
∃u
//
πα(C)

E
πC

E/C
α˜
// E/α(C )
u˜
// E/C
The map u˜ ◦ α˜ is an endomorphism of E/C . By Lemma 2.7, u˜ ◦ α˜ is induced by
some α′ ∈ OK such that α′(C ) = C . That is, πC ◦ α′ = u˜ ◦ α˜ ◦ πC = u˜ ◦ πα(C ) ◦ α.
Since α and α′ are prime to q = #C , we have
C + ker(α′) = ker(πC ◦ α′) = ker(u˜ ◦ πα(C ) ◦ α) = ker(πα(C ) ◦ α) = C + ker(α),
and ker(α) = ker(α′). Thus α′ = uα for some u ∈ O×K = {±1}. So α(C ) =
±α′(C ) = ±C = C , as desired. 
Proposition 2.9. Suppose E is an elliptic curve over an algebraically closed field
k, and End(E) ∼= OK for some imaginary quadratic field K with O×K = {±1}.
Suppose q is a prime not equal to char(k) and inert in K, and C is a subgroup of E
of order q. Suppose α1, . . . , αg, β1, . . . , βg ∈ OK are prime to q, and let α =
∏g
i=1 αi
and β =
∏g
i=1 βi. Then
g∏
i=1
E/αi(C ) ≈
g∏
i=1
E/βi(C ) ⇔ α ≡ β in Gq.
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Proof. Let M be the diagonal matrix with diagonal entries α−11 , . . . , α
−1
g−1, α
−1
g α.
Note that M mod qOK ∈ SLg(OK/qOK). By [Bas64, Cor. 5.2], there exists
M ′ ∈ SLg(OK) such that M ≡ M ′ mod qOK . The matrix M ′ corresponds to
an automorphism of Eg that sends
∏g
i=1 αi(C ) to C
g−1 × α(C ). A similar con-
struction with β shows that
g∏
i=1
E/αi(C ) ≈
g∏
i=1
E/βi(C ) ⇔ (E/C )g−1 × E/α(C ) ≈ (E/C )g−1 × E/β(C ).
Note that α induces an isogeny α˜ : E/C → E/α(C ). Let O = Z + qOK . By
Lemma 2.7 we have O ∼= End(E/C ) ∼= End(E/α(C )) ∼= End(E/β(C )). Thus ker α˜
is an ideal subgroup by Theorem 2.6. The same holds for β in place of α.
For an isogeny ϕ with domain E/C , let Iϕ denote the kernel ideal of ker(ϕ), i.e.,
Iϕ = {f ∈ End(E/C ) : f(ker(ϕ)) = 0}. By [Kan11, Thm. 46],
(E/C )
g−1 × E/α(C ) ≈ (E/C )g−1 × E/β(C )
⇔
(
g−1⊕
i=1
O
)
⊕ Iα˜ ∼=
(
g−1⊕
i=1
O
)
⊕ Iβ˜ as O-modules.
By [Kan11, Thm. 48] (see also [Kan11, Rem. 49b]), the latter isomorphism is equiv-
alent to Iα˜ ∼= Iβ˜ . By Theorem 2.6,
Iα˜ ∼= Iβ˜ ⇔ E/α(C ) ≈ E/β(C ).
By Lemma 2.8,
E/α(C ) ≈ E/β(C ) ⇔ α(C ) = β(C ).
By Lemma 2.3, α(C ) = β(C ) if and only if α ≡ β in Gq. 
Recall the map ψA defined in (1.7).
Lemma 2.10. Suppose g ∈ Z≥1, and A is a g × g symmetric, positive definite
integer matrix whose determinant N is not divisible by the characteristic of our
base. Suppose (E,C) ∈ Y0(N), and let ψA(E,C) = (B, λ). Let d1, · · · , dg be
the elementary divisors of A, and for 1 ≤ i ≤ g let Ei = E/(N/di)C. Then
B ≈ E1 × · · · × Eg.
Proof. Let D be the diagonal matrix with d1, · · · , dg on the diagonal. Then D is
the Smith normal form of A, and there exist U, V ∈ GLg(Z) such that A = UDV .
If M ∈ GLg(Z), let λM denote the natural endomorphism of Eg induced by M .
Then λA = λUλDλV . Since
kerλD = E[d1]× E[d2]× · · · × E[dg]
we have (kerλD) ∩Cg =
∏g
i=1(
N
di
C). Since λV (C
g) = Cg, we now have
λV ((kerλA) ∩ Cg) = (kerλD) ∩Cg.
Thus,
B = Eg/((kerλA) ∩Cg) ≈ Eg/((kerλD) ∩ Cg) = E1 × · · · × Eg.

8 E. RAINS, K. RUBIN, T. SCHOLL, S. SHARIF, AND A. SILVERBERG
Proposition 2.11. Suppose g ∈ Z≥2 and k is an algebraically closed field contain-
ing the base ring. Then there are infinitely many rational primes ℓ 6= char(k) such
that if A,A′ ∈M(g, ℓ), det(A) = ℓn, and det(A′) = ℓm, then there exists an infinite
sequence xi ∈ Y0(ℓn)(k) such that
lim
i→∞
# {y ∈ Y0(ℓm)(k) : ψA(xi) ≈ ψA′(y)} =∞.
Proof. Let K be an imaginary quadratic field with O×K = {±1} and such that if
char(k) > 0 then char(k) splits in K. Let ℓ be any prime number not equal to
char(k) that splits into principal primes, ℓ = αα with α ∈ OK . There are infinitely
many such primes ℓ by the Chebotarev density theorem. Choose an infinite sequence
{qi} of rational primes as in Lemma 2.1. Since ℓ splits and the qi are inert in K,
we have qi 6= ℓ for all i. The condition on char(k) splitting ensures that there is an
elliptic curve E over k such that End(E) ∼= OK .
If C is a cyclic subgroup of E of order prime to ℓ, then α induces a chain of
isogenies
E/C → E/α(C )→ · · · → E/αn(C ).
Let αC ,n : E/C → E/αn(C ) be the composition of this chain. Then αC ,n is a
cyclic ℓn-isogeny, so the pair (E/C , αC ,n) defines a point in Y0(ℓ
n)(k).
For each i, fix a cyclic subgroup Ci of E of order qi. Define x1 to be (E/C1, αC1,n),
x2 to be (E/(C1 + C2), αC1+C2,n), and so on. The xi are distinct points, since the
curves all have different endomorphism rings by Lemma 2.7.
Let ℓn1 , . . . , ℓng be the elementary divisors of A and let ℓn
′
1 , . . . , ℓn
′
g be the ele-
mentary divisors of A′. By Lemma 2.10 we have
ψA(x1) ≈ E/αn1(C1)× · · · × E/αng (C1).
Let S denote a set of representatives β ∈ OK of the solutions to
αn1+···+ng ≡ βgαn′1+···+n′g in Gq1 .
Since α is a g-th power in (OK/q1OK)
×, and g divides the order q1+1 of the cyclic
group Gq1 , we have #S = g. For all β ∈ S, let yβ = (E/β(C1), αβ(C1),m). By
Lemma 2.10 we have
ψA′(yβ) = E/α
n′1(β(C1))× · · · × E/αn
′
g (β(C1)).
Thus ψA(x1) ≈ ψA′(yβ) by Proposition 2.9. By Lemma 2.8 the yβ are distinct.
This gives g points y ∈ Y0(ℓm)(k) with ψA(x1) ≈ ψA′(y).
For x2, we use a similar construction. By the Chinese remainder theorem, the
set of subgroups of E of order q1q2 is a torsor over Gq1 × Gq2 . Finding β ∈ OK
such that
ψA(x2) ≈ ψA′
(
E/β(C1 + C2), αβ(C1+C2),m
)
reduces to finding solutions β to
αn1+···+ng ≡ βgαn′1+···+n′g in Gq1 ×Gq2 .
There are precisely g2 solutions β. Continuing this construction for i = 3, 4, . . . , we
find that for each i there are gi points y ∈ Y0(ℓm)(k) such that ψA(xi) ≈ ψA′(y).
Since g > 1, the result follows. 
Proof of Theorem 1.9. Suppose ℓ is a prime as in Proposition 2.11, and A,A′ ∈
M(g, ℓ). Let S denote the Zariski closure ofWg(k)∩(XA×XA′)(k) in XA×XA′ . By
Proposition 2.11, the setWg(k)∩(XA×XA′)(k) has an infinite number of geometric
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points. Thus dimS ≥ 1. Suppose dimS = 1, so that S is a finite union of curves
∪Si and isolated points. The Si cannot all be horizontal components—that is, of
the form X × {z}—since this would contradict Proposition 2.11. Let S′ be S with
the horizontal components and isolated points removed. By Proposition 2.11, the
projection map πX : S
′ → X has unbounded degree. But πX on each irreducible
component of S′ is nonconstant, so πX |S′ has finite degree. This contradiction
shows that dimS ≥ 2, and the desired result follows. 
3. Proof of Theorem 1.3
Lemma 3.1. Suppose p and ℓ are distinct prime numbers. There are infinitely
many imaginary quadratic fields K such that p splits in K and ℓ is inert in K.
Proof. If q is an odd prime not dividing an integer d, then q splits (respectively,
is inert) in Q(
√
d) if d is a square (respectively, is a nonsquare) modulo q. Thus
if p and ℓ are both odd, the lemma is satisfied with K = Q(
√
d) for any negative
integer d such that both:
• d (mod p) is a square in (Z/pZ)×, and
• d (mod ℓ) is a nonsquare in (Z/ℓZ)×.
There are infinitely many such K, by the Chinese remainder theorem. If p = 2 the
argument is similar, but replacing (Z/pZ)× above with (Z/8Z)×. If ℓ = 2, replace
(Z/ℓZ)× with (Z/8Z)×. 
Suppose A is a g×g diagonal matrix whose diagonal entries are positive integers,
and let N = detA. Observe that the map ψA : Y0(N) → Ag factors through the
map Ag1 → Ag that sends a tuple of polarized elliptic curves (E1, . . . , Eg) to the
product E1 × · · · × Eg with the product polarization. Write
ψ
(1)
A : Y0(N)→ Ag1
for the associated morphism. Let d1, . . . , dg be the diagonal entries of A. If (E,C) ∈
Y0(N), then
ψ
(1)
A (E,C) = E1 × · · · × Eg
where Ei := E/
N
di
C. Let
X
(1)
A = ψ
(1)
A (Y0(N)).
If g is a positive integer and ℓ is a prime number, let Wℓ,g denote the set of all
g× g diagonal matrices with diagonal entries ℓn1 , . . . , ℓng for some positive integers
n1, . . . , ng.
Theorem 3.2. If g ∈ Z≥1 and ℓ is a prime number not equal to the characteristic
of the base ring, then
⋃
A∈Wℓ,g
X
(1)
A is Zariski dense in Ag1.
Proof. Let k be an algebraically closed field containing the base ring. If char(k) = 0,
let K be any imaginary quadratic field, and if char(k) > 0, let K be an imaginary
quadratic field in which char(k) splits and ℓ is inert. Such a K exists by Lemma
3.1. Let E0 be an elliptic curve over k with CM by OK . Fix a subgroup C0 of E0
of order ℓ. Let π0 denote the quotient map E0 → E0/C0 =: E1. Since End(E0) has
no ideal of norm ℓ, C0 is not an ideal subgroup of E0 by Lemma 2.5. Theorem 2.6
and [Koh96, Prop. 5] now imply that End(E1) = Z+ ℓOK .
For i ≥ 1, let Ci be any subgroup of Ei of order ℓ other than the kernel of
the dual isogeny π∨i−1, and let πi be the quotient map Ei → Ei/Ci =: Ei+1.
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In order to show that the Ei are non-isomorphic, we will show inductively that
End(Ei+1) = Z + ℓ
i+1OK . Since End(Ei) ⊂ End(Ei−1), Theorem 2.6 implies that
kerπ∨i−1 is an ideal subgroup. Since End(Ei) = Z + ℓ
iOK , the only ideal of index
ℓ in End(Ei) is ℓZ + ℓ
iOK . From Lemma 2.5 and the uniqueness of the ideal of
index ℓ, it follows that kerπ∨i−1 is the unique ideal subgroup of order ℓ, namely
H(ℓZ + ℓiOK). The subgroup Ci therefore cannot also be an ideal subgroup of
Ei. By Theorem 2.6, End(Ei+1) must be strictly smaller than End(Ei). The latter
observation together with [Koh96, Prop. 5] implies [End(Ei) : End(Ei+1)] = ℓ, and
hence End(Ei+1) = Z+ ℓ
i+1OK .
Let S = {Ei}∞i=0. Let (En1 , . . . , Eng ) ∈ Sg and let A be the diagonal matrix
with diagonal entries ℓn1 , . . . , ℓng . Choose any n > max{ni}, and let C = kerπ(n).
Then (E0, π
(n)) ∈ Y0(ℓn)(k) and
ψ
(1)
A (E0,C ) = En1 × · · · × Eng .
Thus, S ⊂ ⋃AX(1)A (k). Since S is an infinite set of non-isomorphic elliptic curves,
S is dense in A1. Therefore Sg is dense in Ag1. 
Theorem 3.3. Suppose g ∈ Z≥2 and k is an algebraically closed field. Then there
are infinitely many primes ℓ such that for all diagonal matrices A and A′ in M(g, ℓ),
W(1)g (k) ∩ (X(1)A ×X(1)A′ )(k) is Zariski dense in X(1)A ×X(1)A′ .
Proof. The proof is the same as the proof of Theorem 1.9, only replacing Ag with
Ag1, and ψA with ψ(1)A . 
Proof of Theorem 1.3. The proof of Theorem 1.3 is almost the same as that of
Theorem 1.1, replacing Ag with Ag1, and invoking Theorems 3.3 and Theorem 3.2
in place of Theorems 1.9 and 1.10, respectively. 
4. Proof of Theorem 1.10
To prove Theorem 1.10, we will show that for each non-zero Siegel modular
function f on Ag, there exists A ∈M(g, ℓ) such that the pullback modular function
ψ∗A(f) is non-zero. Proposition 4.5 and Lemma 4.2 will allow us to choose such a
matrix A.
Lemma 4.1. If g ∈ Z≥1 and N ∈ Z≥2, then SLg(Z[1/N ]) is dense in SLg(R).
Proof. Let G ∈ SLg(R). Factor G as a product of elementary matrices G =
En · · ·E2E1, where detEi = ±1. For each Ei, with at most one exception the
entries are 0 or ±1. Thus there exists a g× g matrix E′i with entries in Z[1/N ] and
detE′i = detEi that is arbitrarily close to Ei. Let G
′ = E′n · · ·E′1 ∈ SLg(Z[1/N ]).
Since matrix multiplication is continuous, G′ can be made arbitrarily close toG. 
Lemma 4.2. If g ∈ Z≥1 and N ∈ Z≥2, then the set
{rGGt : r ∈ R+ and G ∈ SLg(Z[1/N ])}
is dense in the set of g × g real, symmetric, positive definite matrices.
Proof. Let A be a g×g real, symmetric, positive definite matrix. Then there exists
an orthogonal matrix O such that D = OAOt is diagonal and has positive entries.
Let H = det(D)−1/2O
√
D so that A = det(D)HHt. Note that H ∈ SLg(R), so
by Lemma 4.1, there exists G ∈ SLg(Z[1/N ]) arbitrarily close to H , and therefore
det(D)GGt can be made arbitrarily close to A. 
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Definition 4.3. A g × g matrix Q is half-integral if 2Qij ∈ Z and Qii ∈ Z for all
1 ≤ i, j ≤ g, where Qij denotes the i, j entry of Q.
Lemma 4.4. Fix t ∈ R. Then there are finitely many g × g symmetric, positive
semi-definite, half-integral matrices Q such that Tr(Q) ≤ t.
Proof. Suppose Q is a symmetric, positive semi-definite, half-integral matrix with
Tr(Q) ≤ t. Let λ1, . . . , λg be the eigenvalues of Q. Since λi ≥ 0, we have∑
1≤i,j≤g
Q2ij = Tr(Q
2) =
g∑
i=1
λ2i ≤
(
g∑
i=1
λi
)2
= Tr(Q)2 ≤ t2.
This shows that Q, as a vector in Rg
2
, lies in the ball of radius t. Thus the number
of possible Q is bounded by the number of half-integral points in the ball of radius
t in Rg
2
, which is finite. 
Proposition 4.5. Suppose g ∈ Z≥1 and S is a nonempty set of g × g symmetric,
positive semi-definite, half-integral matrices. Then there exists an open cone of g×g,
positive definite, real, symmetric matrices A such that min
Q∈S
Tr(AQ) is achieved by
a unique Q ∈ S.
Proof. Let t0 = minQ∈S Tr(Q). Since {Q ∈ S : Tr(Q) ≤ t} is finite for all t ∈ R by
Lemma 4.4, there is a gap between t0 and the next smallest value t1 of Tr(Q) for
Q ∈ S. Let S0 = {Q ∈ S : Tr(Q) = t0}.
Let S be the set of real symmetric g × g matrices E such that
(1) Tr(EQi) 6= Tr(EQj) for all distinct Qi, Qj ∈ S0,
(2) E is positive definite, and
(3) Tr(EQ) < t1 − t0 for all Q ∈ S0.
To see that S is non-empty, observe that (1) describes the complement of a finite
union of hyperplanes, which is a dense set. Therefore there is a real symmetric
matrix E satisfying both (1) and (2). Scaling by a sufficiently small ε > 0, we can
guarantee (3) as well.
Let C = R+(I +S), where I is the g × g identity matrix. By definition, C is
a cone. The set C is open because S is defined as a finite intersection of open
subsets.
Suppose A ∈ C; that is, A = r(I + E) for some r ∈ R+ and E ∈ S. Let Q ∈ S.
Since E and Q are positive semi-definite, Tr(EQ) ≥ 0. Property (3) now implies
that Tr((I + E)Q) is minimized only when Q ∈ S0. Hence by (1) we have that
Tr((I + E)Q) is minimized for a unique Q ∈ S. Since E is positive definite, so is
I + E, and hence I + E satisfies the conclusion of the proposition. By linearity of
the trace, A also satisfies the conclusion of the proposition, and the desired result
follows. 
Let H denote the complex upper half plane and let Hg denote the degree g
Siegel upper half space. Recall that Sp2g(Z) (resp., Γ0(N)) acts on Hg (resp., H)
by fractional linear transformations, Y0(N) = H/Γ0(N), and Ag = Hg/ Sp2g(Z).
Lemma 4.6. Suppose that A is a g× g symmetric, positive definite integer matrix
and N = detA. Then the map
H→ Hg, τ 7→ τA
induces a morphism of C-schemes ψA,C : Y0(N) −→ Ag.
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Proof. Let
σ =
[
a b
c d
]
∈ Γ0(N) and M =
[
aIg bA
cA−1 dIg
]
where Ig denotes the g × g identity matrix. If τ ∈ H, a direct computation shows
that M ∈ Sp2g(Z) and σ(τ)A =M(τA). 
Recall the definition of ψA in (1.7).
Proposition 4.7. Suppose that g ∈ Z≥1, ℓ is a prime, A ∈ M(g, ℓ), and the base
scheme is C. Then ψA = ψA,C.
Proof. Let N = detA. Suppose (E,C) ∈ Y0(N). There exists τ ∈ H such that
E = C/(Z+ τZ) and C = 〈1/N〉. We first show that ψA,C(E,C) ≈ ψA(E,C).
Let Λ = Zg + τZg ⊂ Cg. Then Cg/Λ = Eg. Let
Λ˜A = Z
g + τAZg and ΛA = A
−1Zg + τZg.
By definition, ψA,C(E,C) ≈ Cg/Λ˜A. Since Λ ⊂ ΛA, there is a natural isogeny
ρ : Eg = Cg/Λ→ Cg/ΛA.
Multiplication by A : Cg → Cg induces an isomorphism
Cg/ΛA
∼−→ Cg/Λ˜A
and an isogeny
λA : C
g/Λ −→ Cg/Λ,
where λA is the natural isogeny E
g → Eg induced by the matrix A. Then
kerλA = A
−1Zg + τA−1Zg (mod Λ)
and
ker ρ = (kerλA) ∩ Cg.
Now
ψA(E,C) ≈ Eg/((kerλA) ∩ Cg) = Eg/(ker ρ) ∼= Cg/ΛA ∼= Cg/Λ˜A ≈ ψA,C(E,C).
Elements of Ag can be viewed as pairs (Cg/(Zg + ΩZg, E) where Ω ∈ Hg and
where E : Cg×Cg → R is the alternating Riemann form that satisfies E(u,Ωv) = utv
for all u, v ∈ Rg. See for example [Ros86].
The (non-principal) polarization λA on E
g = Cg/Λ corresponds to the alter-
nating Riemann form that satisfies EA(u, τv) = utAv for all u, v ∈ Rg. Since
EA(ΛA × ΛA) ⊆ Z, it follows that EA is an alternating Riemann form for Cg/ΛA
as well. Since the polarization EA descends from λA, and the polarization coming
from ψA is the unique polarization also descending from λA, we have
ψA(E,C) = (C
g/ΛA, EA).
We have ψA,C(E,C) = (C
g/Λ˜A, E˜) where E˜ denotes the alternating Riemann form
that satisfies E˜(u, τAv) = utv for all u, v ∈ Rg. If u, v ∈ Rg, then
E˜(u, τAv) = utv = EA(A−1u, τv) = EA(A−1u,A−1τAv).
Thus multiplication by A on Cg induces an isomorphism of polarized abelian vari-
eties
ψA(E,C) = (C
g/ΛA, EA) ∼−→ (Cg/Λ˜A, E˜) = ψA,C(E,C),
as desired. 
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Suppose g is a positive integer. Let Q denote the set of g × g symmetric,
half-integral, positive semidefinite matrices. If f is a Siegel modular form on Ag,
ℓ is a prime not equal to the characteristic of the base, and A ∈ M(g, ℓ), let
ψ∗A(f) = f ◦ ψA denote the pullback modular form on X0(det(A)). Note that the
cusp ∞ on X0(det(A)) is characterized by the fact that the universal elliptic curve
has type I1 reduction there.
Proposition 4.8. Suppose g ∈ Z≥1, ℓ is a prime number not equal to the charac-
teristic of the base ring R, and f an R-valued Siegel modular form on Ag. Then
there is a function c : Q → R such that for all A ∈ M(g, ℓ), the q-expansion of
ψ∗A(f) at ∞ is
(4.9)
∑
Q∈Q
c(Q)qTr(AQ).
Proof. We first prove the result over C. LetAg be a toroidal compactification ofAg.
Let A ∈M(g, ℓ) and let N = det(A). The rational map ψA extends to a morphism
X0(N) → Ag. Let τij (resp. τ) with 1 ≤ i ≤ j ≤ g be the standard coordinates
for Hg (resp. H), and let qij (resp. q) be e
2πiτij (resp. e2πiτ ). By Proposition 4.7,
ψ∗A(qij) = q
Aij . Setting qji = qij , the modular form f has an expansion of the form∑
Q∈Q
c(Q)
g∏
i,j=1
q
Qij
ij .
Thus at the cusp ∞ of X0(N), the q-expansion of ψ∗A(f) is∑
Q∈Q
c(Q)
g∏
i,j=1
qAijQij =
∑
Q∈Q
c(Q)q
∑g
i,j=1 AijQij =
∑
Q∈Q
c(Q)qTr(AQ).
Let A∗g be the minimal compactification of Ag. There is a contraction map Ag →
A∗g. Composing ϕA with this contraction, we obtain a morphism X0(N) → A∗g,
which we will also call ϕA. By [FC90, Theorem V.2.3], A∗g = Proj(⊕∞j=0Γ(Ag, ωj)),
where ωj is the sheaf of Siegel modular forms of weight j. Since the sheaf of weight
2 modular forms is ample, we have X0(N) = Proj(⊕∞j=0Γ(X0(N), ωj0)), where ωj0
is the sheaf of modular forms of weight j on X0(N). Therefore the morphism
ϕA : X0(N)→ A∗g is characterized by the pullback map
ϕ∗A :
∞⊕
j=0
Γ(Ag, ωj)→
∞⊕
j=0
Γ(X0(N), ω
j
0).
Both graded algebras are finitely generated over Z[1/ℓ], and furthermore ϕ∗A is
Galois equivariant. Hence ϕA descends to a morphism of schemes over Z[1/ℓ].
By functoriality of q-expansions, ϕ∗A over Z[1/ℓ] is given by formula (4.9). Now
base-extend to R. Let f be a Siegel modular form on Ag. By [FC90, Theorem
V.2.3], A∗g has only one zero-dimensional cusp, so f has a unique q-expansion, say∑
Q∈Q c(Q)
∏g
i,j=1 q
Qij
ij . Since ϕ
∗
A over R is obtained by base-extension from Z[1/ℓ],
formula (4.9) holds over R as well. 
Proof of Theorem 1.10. Let R denote the base ring. We claim that ∪XA is Zariski
dense in Ag. The claim is trivial when g = 1, so we assume g ≥ 2. It suffices
to show that for all non-zero Siegel modular functions f : Ag → R, there exists
A ∈ M(g, ℓ) such that the pullback ψ∗A(f) is non-zero. View f as a global section
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of the structure sheaf. Then by Proposition 4.8, there exist coefficients c(Q) ∈ R
for Q ∈ Q, such that for almost all A ∈ M(g, ℓ), ψ∗A(f) admits a q-expansion∑
Q∈Q c(Q)q
Tr(AQ).
Let S = {Q ∈ Q : c(Q) 6= 0}. By Proposition 4.5 applied to the set S, there
is an open cone C of g × g real, symmetric, positive definite matrices A such that
Tr(AQ) is minimized by a unique Q ∈ S.
By Lemma 4.2, there exists an element of C of the form rGGt with r ∈ R+ and
G ∈ SLg(Z[1/ℓ]). Since C is a cone, we may scale this element to obtain a matrix
A ∈M(g, ℓ) ∩ C.
Let n = min{Tr(AQ) : Q ∈ S}. By the definition of C, there is a unique Q0 ∈ S
such that Tr(AQ0) = n. Thus, the coefficient of q
n in the q-expansion of ψ∗A(f) is
c(Q0). Since Q0 ∈ S, we have c(Q0) 6= 0. Hence ψ∗A(f) 6= 0, as desired. 
5. Proof of Corollary 1.5
Suppose that g and n are positive integers. Let Ag,n denote the moduli space
for triples (A, λ, L), where A is a g-dimensional abelian variety, λ is a princi-
pal polarization on A, and L is a level n structure, i.e., L is a symplectic basis
(P1, . . . , Pg, Q1, . . . , Qg) for the n-torsion A[n].
Define an equivalence relation
n≈ on Ag,n by (A1, λ1, L1) n≈ (A2, λ2, L2) if and
only if A1 ≈ A2 and there is an isomorphism ϕ : A1 → A2 such that ϕ(L1) = L2.
If k is an algebraically closed field that contains the base ring R, define a set
Ug,n(k) ⊆ (Ag,n ×Ag,n)(k) by
Ug,n(k) = {(x1, x2) ∈ Ag,n(k)×Ag,n(k) | x1 n≈ x2}.
Proposition 5.1. If g ∈ Z≥2, R is a domain, n is an integer that is invertible
in R, and k is an algebraically closed field that contains R, then the set Ug,n(k) is
Zariski dense in the R-scheme Ag,n ×Ag,n.
Proof. Let π : Ag,n → Ag be the forgetful map (A, λ, L) 7→ (A, λ). Then π is finite-
to-one, and (π × π)(Ug,n(k)) =Wg(k). By Theorem 1.2, Wg(k) is Zariski dense in
Ag × Ag, so the dimension of the Zariski closure of Wg(k) is 2 dimAg. Therefore
the dimension of the Zariski closure of Ug,n(k) is also 2 dimAg = 2dimAg,n. Since
Ag,n is connected, so is Ag,n ×Ag,n, and the desired result follows. 
If D is a polarization type, define a set Wg,D(k) ⊆ (Ag,D ×Ag,D)(k) by
Wg,D(k) = {((B1, µ1), (B2, µ2)) ∈ Ag,D(k)×Ag,D(k) | B1 ≈ B2}.
Proposition 5.2. If g ∈ Z≥2, R is a domain, D = (d1, . . . , dg) is a polarization
type, dg is invertible in R, and k is an algebraically closed field that contains R,
then the set Wg,D(k) is Zariski dense in the R-scheme Ag,D ×Ag,D.
Proof. Let n = dg. Let πD : Ag,n → Ag,D be the morphism on moduli spaces
induced by the morphism of stacks f defined on the bottom of p. 492 of [dJ93].
Let ξ be a geometric generic point for the Zariski closure of (πD × πD)(Ug,n(k)) in
Ag,D × Ag,D. Let ξ′ be a geometric generic point for (πD × πD)−1(ξ), where ξ is
the Zariski closure of ξ. Then Ug,n(k) ⊆ (πD × πD)−1(ξ) = ξ′. By Proposition 5.1,
the Zariski closure of Ug,n(k) is Ag,n×Ag,n. It follows that ξ′ = Ag,n×Ag,n. Since
πD × πD is finite, we have
dim(ξ) = dim(ξ′) = dim(Ag,n ×Ag,n) = dim(Ag,D ×Ag,D).
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By [dJ93, Prop. 1.11], Ag,D is irreducible. It follows that Ag,D ×Ag,D = ξ, which
is the Zariski closure of (πD × πD)(Ug,n(k)). Thus, (πD × πD)(Ug,n(k)) is Zariski
dense in Ag,D ×Ag,D.
Suppose (A1, λ1, L1)
n≈ (A2, λ2, L2) in Ag,n. Let (Bi, µi) = πD(Ai, λi, Li). From
the definition of πD, we have B
∨
i = A
∨
i /Hi for some subgroup Hi ⊂ A∨i [n]. By
the definition of
n≈, there is a weak isomorphism A2 ∼−→ A1 whose dual sends
H1 isomorphically onto H2, and hence B
∨
1 ≈ B∨2 . It follows that B1 ≈ B2, and
therefore (πD × πD)(Ug,n(k)) ⊆ Wg,D(k). The desired result now follows. 
The proof of Corollary 1.5 is now the same as the proof of Theorem 1.1, replacing
the use of Theorem 1.2 with the use of Proposition 5.2.
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