Abstract The aims were (1) to determine the sensitivity and reproducibility to detect the hemodynamic responses and optical neuronal signals to brain stimulation by nearinfrared spectroscopy (NIRS) and evoked potentials by electroencephalography (EEG) and (2) to test the effect of novel filters on the signal-to-noise ratio. This was achieved by simultaneous NIRS and EEG measurements in 15 healthy adults during visual stimulation. Each subject was measured three times on three different days. The sensitivity of NIRS to detect hemodynamic responses was 55.2 % with novel filtering and 40 % without. The reproducibility in single subjects was low. For the EEG, the sensitivity was 86.4 % and the reproducibility 57.1 %. An optical neuronal signal was not detected, although novel filtering considerably reduced noise.
Introduction
Functional near-infrared spectroscopy (NIRS) measures non-invasively changes in oxyhemoglobin (D½O 2 Hb) and deoxyhemoglobin (D½HHb) concentrations caused by localized cortical activity of the brain. However, the reproducibility of the functional response was assessed rarely in literature (Kono et al. 2007; Plichta et al. 2006) . In vitro experiments on cellular level and invasive in vivo measurements (open skull) have shown that the activation of neurons is accompanied by changes in their optical properties, that is the optical neuronal signal, which can be detected by NIRS (Stepnoski et al. 1991; Rector et al. 2005 ). This fact is undebated. There is a controversy, whether these optical changes can be detected non-invasively in adult human subjects (Medvedev et al. 2008; Tse et al. 2010; Franceschini and Boas 2004; Steinbrink et al. 2000; Wolf et al. 2003; Steinbrink et al. 2005; Gratton and Fabiani 2010) . In non-invasive NIRS measurements, the light has to penetrate superficial tissue such as skin and skull before reaching the brain. For this reason, the net amplitude of the optical neuronal signal is strongly diluted. There is a consensus that the optical neuronal signal is very small compared to the physiological noise level (Wolf et al. 2008) . Consequently, since the detection of the optical neuronal signal depends on a sufficient signalto-noise ratio (SNR) and since the size of the signal cannot be changed, improvements in SNR must focus on a reduction in the physiological noise, that is, new approaches to filter the NIRS recordings. In this publication, a novel filter for reducing the physiological noise level is applied, and the results are discussed. The aim of this study was to determine (1) the sensitivity of NIRS to detect visually evoked hemodynamic responses, (2) the effect of applying a ''double-detector optode least square approach'' (DDOLS) (Saager and Berger 2005) to attenuate superficial physiological signal components, (3) the reproducibility of these hemodynamic responses in repeated recordings of each subject, (4) the efficiency of a novel approach ''parameter estimation of a model for almost periodic signals'' (PEMAPS) to remove the heartbeat in NIRS signals to reduce noise, (5) the sensitivity and reproducibility of optical neuronal signals in NIRS and (6) the sensitivity and reproducibility of evoked potentials in EEG.
Method

Subjects
Fifteen healthy adult subjects (10 male, 5 female, mean age ± SD 29.53 ± 7.89 years) participated in this study. Each subject was measured three times on three different days. Subjects with corrective lenses were asked to wear them during the experiment and were instructed to avoid movement. This study was performed in compliance with the Code of Ethics of the World Medical Association (Declaration of Helsinki) and was approved by the Ethical Committee of the County of Zurich. Written informed consent was obtained from all subjects before inclusion in the study.
Instrumentation
Near-infrared spectroscopy data were acquired using the multichannel continuous wave near-infrared imaging device MCPII ) with the sensor displayed in Fig. 1 . MCPII was configured to measure 11 source/detector combinations, each of 750, 800 and 875 nm resulting in 33 data channels. The term ''raw NIRS signal'' refers to a single data channel. The sampling rate was 100 Hz per data channel, that is, every 10 ms, 33 samples were acquired by time-multiplexing Haensse 2005) .
The sensor was placed on the head such that the electrode's position O 1 (according to the international 10/20 system Jaspers 1958) was located as shown in Fig. 2 .
To reduce light attenuation by hair, a stencil of the sensor with holes at all source/detector positions was placed at the appropriate position and fixated tightly with stripes of Velcro. Hair under the stencil's holes was tugged aside by cotton buds. Finally, the sensor was placed over the stencil and attached to the head by bandages.
Electroencephalography data were recorded with MitSar201 Ò using the WinEEG software. Ag/AgCl ring electrodes in conjunction with abrasive paste were used to improve skin conductivity.
Before and after recording, electrode impedances were assured to be below 15 kX. Electrodes were positioned according to Jaspers (1958) at O 2 , F 3 , ground at F Z and the reference at the earlobe. To minimize electrical interference between the electrodes and the NIRS sensor, MCPII's and MitSar201
Ò 's amplifiers were put on opposite sites of the subject, such that the paths of the electrode leads and the sensor's cable were in opposite directions.
The subject's visual cortex was stimulated by a TFT screen (250 cd/m 2 , full on/full off contrast ratio 400:1). A separate computer was attached to this screen and generated synchronizing signals for MCPII and MitSar Ò . During the experiment, subjects were lying on a table with an u-shaped headrest that permitted unobstructed view to the floor, where a TFT monitor was installed subtending a visual angle of 18.7°9 24.2°for visual stimulation. Stimulation was by black and white dartboard pattern reversals and a black screen during rest intervals programmed in Presentation Ò . Stimulation intervals and rest intervals were 20 s long. Before the start of an experiment, the frequency of the pattern reversal was adjusted to 1.5 or 2.5 times the heartbeat rate (HBR) to avoid physiological noise caused by the harmonics of the HBR. In addition, if the heart rate is close to the stimulation frequency, this can lead to frequency pulling and synchronization of the heart rate, which may lead to false-positive results in our experience. The frequency of the pattern reversal was varied randomly by ±0.5Hz. The experiment took 20 min inclusively 2-min baseline recording before the first stimulation interval and 1-min baseline after last stimulation interval. During the whole time, the room was kept dark and quiet.
Analysis of hemodynamic response of NIRS
A raw NIRS signal is a time series in which each element is proportional to the measured light intensity. A measurement consists of (1) raw NIRS signals, one for each source/ detector/wavelength combination, (2) signals that represent ambient light and (3) event markers. From the 3 raw NIRS signals of the 3 wavelengths from a specific source/detector combination, the sensor's source/detector geometry and the modified Beer-Lambert law (Kocsis et al. 2006; Haensse et al. 2005) , 2 new signals can be derived, that is, temporal concentration changes in oxyhemoglobin (D½O 2 Hb) and deoxyhemoglobin (D½HHb).
Our setup yielded 11 D½O 2 Hb or D½HHb signals. Absorption coefficients were taken from the UCL's website, 1 and the differential path length factor (DPF) was set to 8.24, 7.84 and 7.29 at 750, 800 and 875 nm (Zhao et al. 2002) .
A customized algorithm implemented in Matlab Ò evaluated the measurements. This algorithm incorporates deriving D½O 2 Hb and D½HHb and filtering by DDOLS. The principal idea behind DDOLS is to attenuate superficial and physiological signal components in NIRS data (Saager and Berger 2005) . This is achieved by removing changes in a reference channel with short interoptode distance which mostly detects superficial tissue from channels with longer interoptode distance, which are sensitive to deeper tissue. The shortest source/detector distance in this study was 20 mm. All channels were high-pass filtered (f c = 0.025Hz). Exceptional fluctuations in channels, due to movement artifacts, were identified for D½O 2 Hb and D½HHb signals separately by the following procedure: When a sample in the high-pass-filtered version of the signal (5 pole IIR Butterworth, cutoff frequency 0.5 Hz) exceeded 2 lmol/l, neighboring samples up to 1 s before and 3 s after this sample and the sample itself were excluded from further evaluation.
For each channel, the last 10 s before the stimulation and the period of 10-20 s after the beginning of the stimulation were statistically compared by a paired Wilcoxon test. A hemodynamic response was detected, if the values differed significantly with p \ 0.05.
EEG data analysis
Only the signal at electrode O Z was considered. This signal was filtered (bandpass with cutoff frequencies 0.32 and 70 Hz, then notch between 45 and 55 Hz) during recording. When a sample in the signal exceeded 200 lV, neighboring samples and the sample itself were excluded from the evaluation.
In the next step, the signal was detrended by bandpass filtering (5-pole IIR Butterworth).
For stimulation or sham events, the last 50 ms before and the interval from 125 to 175 ms after the stimulation event were compared by a paired Wilcoxon test. A visual activation was detected when the values from the stimulation events differed significantly, and the ones from sham events did not (p \ 0.05). Testing both types of events prevents the detection of false-positive activations caused by electromagnetic interference.
Filtering the heartbeat by PEMAPS
The heartbeat component in raw NIRS signals is a tremendous source of noise in the analysis of the optical neuronal signal, because changes in o due to the heartbeat are considerably larger than the expected size of the optical neuronal signal (Gratton and Corballis 1995) . The aim was to estimate the pure heartbeat component and to subtract it from the raw NIRS signal.
Since there are sharp peaks in the heartbeat, a simple low-pass filter will not work (Trajkovic et al. 2009 ); thus, we used the method for modeling and adaptive filtering of oscillatory components called Parameter Estimation of a Model for Almost Periodic Signals (PEMAPS) (Trajkovic et al. 2012) , which is summarized here.
The heartbeat component is not strictly periodic; it can be characterized as ''almost periodic.'' In an almost periodic signal, the period length and the signal shape drift over time (Trajkovic et al. 2009 ). Such a signal can be described by a ''Fourier series'' with time-variant fundamental frequency (related to the varying period length) and time-variant coefficients (related to the varying signal shape). In essence, PEMAPS iteratively estimates the coefficients and the phase of the time-variant Fourier series for each sample in the NIRS signal. Thereby, the energy of the residual signal, which is the NIRS signal minus the estimated heartbeat component from the previous iteration step, is minimized. An in-depth description of the PEM-APS is given in ''appendix'' (Fig. 3) .
Analysis of optical neuronal responses
The analysis consists of the following steps. 3. Bandpass filtering of o with cutoff frequencies \5 and 40 Hz. The low cutoff frequency was manually calculated for each subject to ensure that it was lower than the varying frequency of the pattern reversals in the visual stimulation (see section ''Protocol''). The higher cutoff frequency was chosen empirically to attenuate irrelevant frequencies. 4. Subtracting the mean value of each segment (stimulus and sham) in o. 5. Applying a moving variance window (1 s width) to identify segments which exceed the threshold of two times the variance of all segments. In each data channel, this procedure identified and rejected stimulation (sham) events with outliers caused by movement artifacts. 6. Computing two average segments for each data channel: one for all accepted segments during stimulation and one for all accepted segments during sham. These resulting segments cover a time interval from 10 ms before and 270 ms after stimulation, and sham, respectively.
The shape of optical neuronal responses is unknown. Thus, each sample in the 200-ms-long average segment was checked whether it significantly differs from 0 (t test, p \ 0.05). This was done for all source/detector/wavelength combinations and subjects.
Results
Hemodynamic response
In some measurements, there was no activation in the EEG signal, and we concluded that in these subjects, the stimulation was not successful. The following results are based on measurements, which showed an activation in the EEG. Using DDOLS, a significant hemodynamic response reflecting brain activation was found in 55.2 % of the measurements (16 HR in 29 recordings). Without DDOLS, it was lower, that is 36.8 % (14 HR in 38 recordings). In 40.0 % (based on 5 subjects), a significant hemodynamic response was found in three repeated measurements with DDOLS and in 12.5 % out of 8 subject without DDOLS. An activation was found at least twice with DDOLS in 30.0 % (based on 10 subjects) and in 26.7 % (based on 15 subjects) without DDOLS. At least one single occurrence of a significant hemodynamic response was found in 78.6 % out of 14 subjects with DDOLS and 60.0 % out of 15 subjects without DDOLS. Table 1 displays the findings for all measurement separately. Figure 4 shows an example of a significant hemodynamic response. An exemplary VEP signal is depicted in Fig. 5 . Assuming that stimulation was successful in all valid measurements yields a sensitivity of 86.4 %. Reproducibility was found in three repeated measurements in 57.1 % of all 14 subjects.
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In all 15 subjects, a VEP was detected twice. No subject showed a VEP only once or not at all in the repeated measurements.
Optical neuronal signal
The histograms in Fig. 6 show the number of significances (y-axis) normalized by the total number of data samples at each point in time (x-axis) after the stimulation. The data are shown for the analysis without (Fig. 6a, b ) and with PEMAPS ( Fig. 6c, d ) and for data reflecting real stimulations (Fig. 6a, c) and sham (Fig. 6b, d) . For a significance level of p \ 0.05, we would expect a proportion of 0.05 of the signals to be significant just by chance. Would the optical neuronal response behave like the VEP and feature a peak at 150 ms, the number of detected significances should increase at 150 ms for example. In case of a delay between the onset of a VEP and the optical neuronal response, the increase of significances would occur with this delay. However, no increase of significances occurred in the analysis. Without PEMAPS, many significances were found similarly for stimulation and rest. Thus, PEMAPS was able to reduce the number of false positives considerably. Comparing Fig. 6c, d shows that the pattern of significant samples is similar during stimulation and rest meaning that the optical neuronal signal was not detected. The magnitude of changes in the optical density of a data channel needed to be induced by an optical neuronal signal in order to be detected can be derived from Fig. 6 . The latter displays the noise level of the measurements with and without PEMAPS. PEMAPS particularly decreased the SEMs of the data channels with already small SEMs (\10 -7 ). Histograms as in Figs. 6 and 7 were plotted for each distance/wavelength combination separately to test whether any of the specific wavelengths or distances may be particularly sensitive to detect an optical neuronal signal. In general, these histograms showed a higher influence of the heartbeat on the short distance and long wavelength (20 mm, 875 nm). However, the histograms looked similar for stimulation and rest, and thus, none of the specific wavelengths or distances were sensitive enough to detect the optical neuronal signal.
Discussion
Hemodynamic response
In regard to DDOLS, the shortest interoptode distance was saturated (too much light) in several measurements, such that DDOLS could not be applied.
3 Our shortest interoptode distances of 20 mm was somewhat larger than the 1 mm to 13 mm used in Saager and Berger (2005) . Despite these limitations, DDOLS increased the sensitivity from 36.8 to 55.2 %. When longer source/detector distances are used for DDOLS ' reference channel as in our case, it is advisable to check the reference channels for activation and account for it in analysis. If activation is present, DDOLS should not be used, because it will remove also the activation signal from other channels 4 . The sensitivity could be increased further with an improved optode, which offers also shorter interoptode distances as suggested by Saager and Berger. Possible reasons for this may be imprecision in locating the position O 1 (Echallier et al. 1992) , repositioning inaccuracy for the sensor between measurements (*±5 mm), and the area covered by the light sensor. As outlined in Plichta et al. (2006) , location of significantly activated brain areas was only in 55 % identical within a subject over 2 NIRS measurements. This is confirmed by Machielsen et al. (2000) with MRI.
Visual evoked potential
A VEP was found in 86.4 % of 44 measurements. One dataset could not be processed due to instrumental artifacts.
Surprisingly, a VEP could not be detected more frequently as suggested by the literature (Benavente et al. 2005; Sarnthein et al. 2009 ). This may be due to the higher electrode/skin impedances accepted in our study in comparison with other studies (Ikeda et al. 1998; Török et al. 1992; Odom et al. 2004 ). This favors the pick up of electromagnetic interference and may obscure small VEPs. A further difference to literature is utilizing only a single channel as reference. Another reason may be that the stimulation was not successful. In our opinion, this is the most probable reason.
Optical neuronal signal
Despite low noise levels (Fig. 7b) , no optical neuronal signal was detected (Fig. 6) . The idea behind the histograms in Fig. 6c, d is to compare random significances to possible event-related significances. The random signals were generated by adding stimulation markers during the rest periods when no stimulation occurred. These random signals were analyzed in the same way as signals during stimulation, that is, they include the same instrumental and methodical artifacts. At significance level of p \ 0.05, it is expected that 5 % of the data points are significant just by chance. In Fig. 6a , b higher incidences of significant data points are shown. These higher numbers are the same for real (Fig. 6a) and sham (Fig. 6b ) stimulation clearly indicating that the higher incidence is due to methodological problems and that these incidences are false positive. This illustrates the importance of an effective suppression of the heartbeat component. Without such a filter, the data in the block-averaged segments are dominated by artifacts (Fig. 6a, b) . This also demonstrates the importance of proper controls to interpret the results correctly, because otherwise, if only Fig. 6a was observed, one may erroneously conclude that optical neuronal signals were present.
In Fig. 6c, d , the data after removing the heartbeat component by PEMAPS, the incidence of significances reaches a level closer to 5 %, which corresponds to the level expected to be significant by chance.
The peaks at about 50 ms after stimulation onset are again similar for real stimulation and sham and thus do not represent a specific stimulation response. They are probably due to an instrumental artifact.
As already stated, the figures demonstrate the need to compare stimulation and rest intervals to distinguish between real signals and artifacts. Figure 7 displays how noise, that is the SEM of optical densities, spreads over several magnitudes. Obviously, there are more and less noisy data channels that depend on the light intensity at the detector, that is, the more light, the higher the SNR, and the level of physiological noise. For shorter distances, the SNR is higher, since more light is detected. The percentile P 20 of the histogram in Fig. 7b is at SEM(o) = 4:8 Â 10
À7 . This means that in 20 % of the data channels, an optical neuronal signal with an amplitude of 1:96 Â SEMðoÞ % 9:41 Â 10 À5 % would have been detected with a probability of 95 %. Optical neuronal signals with light intensity changes of 0.05 %, as seen in the literature (Wolf et al. 2008) , would have been detected.
Conclusion
Applying DDOLS increases the sensitivity of NIRS to detect hemodynamic responses from 36.8 to 55.2 %. The reproducibility of the hemodynamic response in a single subject was low (40 %). EEG had a high sensitivity of 86.4 % and a reproducibility of 55.2 %. Raw data with low SEM are further enhanced by PEMAPS. Without PEMAPS, artifactual signals are obtained. We detected no optical neuronal signal despite 20 % of the signals having extremely low noise (4:8 Â 10 À5 %). The results underline the importance of a proper control to avoid falsepositive conclusions, that is, as significant events are detected during both stimulation and sham (or rest) periods, it is important to use proper sham periods as control.
with coefficients A 0;n 2 R; A 1;n ; . . .; A K;n 2 C, phase H n 2 ½0; 2p, finite number of frequencies K and
Equation (4) expresses the varying heart rate; (2) expresses the varying beat shape. Let the raw NIRS signal vector y ¼ ðy 1 ; . . .; y N Þ be a noisy, trended version of x ¼ ðx 1 ; . . .; x N Þ where N is the signal length. Specifically,
where Z ¼ ðZ 1 ; . . .; Z N Þ is discrete time white Gaussian noise, and A 0;À ¼ ðA 0;1 ; . . .; A 0;N Þ models changes slower than the heartbeat and thus is omitted in (1). We will use the vectors A k;À ¼ ðA k;1 ; . . .; A k;N Þ for k ¼ 0; . . .; K and decorate estimates with a hat (e.g.Ĉ is an estimate of C). Given y, the objective is to estimate the phases H , ðH 1 ; . . .; H N Þ; K and the coefficient vectors A 1;À ; . . .; A K;À such that
is minimal, wherex n is the reconstructed signal by applying the estimates in (1). The estimation algorithm consists of several building blocks (see Fig. 3 ). Initially, the ''A 0 estimator'' estimates the slow trend A 0;À by a one-time procedure similar to lowpass filtering and based on y only.
In the heartbeat component, most of the energy, apart from the noise, lies in the fundamental frequency coefficient A 1;À . Thus, a first rough estimate of the heartbeat component is a complex sinusoid with constant complex magnitude. The ''Initial A1 estimator'' block makes an estimateÃ 1 of this magnitude such that the sinusoid has approximately the same energy as y ÀÂ 0;À .
The ''Phase estimator'' calculates the final estimateĤ of H based on estimatesÂ 0;À andÃ 1 and (1) with K = 1 parameterized as
with constant vectorÂ 1 ¼ ReðÃ 1 Þ; ÀImðÃ 1 Þ À Á , state vector C n ¼ cosðH n Þ; sinðH n Þ ð Þ T and state transition
where rotðXÞ ¼ cosðXÞ ÀsinðXÞ sinðXÞ cosðXÞ is a rotation matrix, andX is an a priori estimate of X n in (4).X is derived using the formula in Trajkovic et al. (2009) , section ''Optical neuronal signal,'' paragraph 4 and assuming a typical heart rate depending on the subject, for example H = 80 bpm for adults. SinceX is fixed, despite the fact that the heart rate varies considerably depending on various factors, uncertainty, that is two-dimensional zeromean white Gaussian noise U n , is added to the rotated state in (7). This addition of noise defines (4). The estimateĈ n of C n is made aŝ C n ¼ arg max 
The function f in (8) (1) comprises (5), (6) and (7) and (2) is derived with the message passing algorithm described in Trajkovic et al. (2012) , section ''Method.'' Each estimateĤ n inĤ is made aŝ H n ¼ arctanĈ n ð2Þ C n ð1Þ ð9Þ withĈ n ðiÞ denoting the i-th entry of the vectorĈ n . The ''Coefficient estimator'' calculates the full set of coefficient estimatesÂ 1;À ; . . .;Â K;À . Each estimateÂ k;n of A k,n is calculated based on the estimatesÂ kÀ1;À ; . . .; A 0;À ;Ĥ and y aŝ A k;n ¼ arg max A k;n 2C gðA k;n jÂ kÀ1;À ; . . .;Â 0;À ;Ĥ; yÞ ð 10Þ for increasing k. The function g in (10) (i) comprises (1), (2) and the assumption of white Gaussian noise in (5) and (ii) is derived with the message passing algorithm described in Trajkovic (2010) , section ''The new coefficient estimator.'' The ''Regularization'' block is used to iteratively derive the number of harmonics K in (1) as described in Trajkovic et al. (2012) , at the end of section ''Method.''
The ''Eq. (1)'' block reconstructs the heartbeat component by applying the estimatesÂ 1;À ; . . .;Â K;À andĤ in (1).
