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Abstract
A rational approximation by a ratio of polynomial functions is a
flexible alternative to polynomial approximation. In particular, ra-
tional functions exhibit accurate estimations to nonsmooth and non-
Lipschitz functions, where polynomial approximations are not effi-
cient. We prove that the optimisation problems appearing in the
best uniform rational approximation are quasiconvex, and show how
to use this fact for calculating the best approximation in a fast and
efficient method. The paper presents a theoretical study of the aris-
ing optimisation problems and provides results of several numerical
experiments. In all our computations, the algorithms terminated at
optimal solutions. We apply our approximation as a preprocess step
to deep learning classifiers and demonstrate that the classification ac-
curacy is significantly improved compared to the classification of the
raw signals.
Key words: Rational approximation, Quasiconvex functions, Chebyshev
approximation, Data analysis, Classification, Deep learning
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1 Introduction
Approximation by rational functions in Chebyshev norm (uniform approx-
imation) attracts a considerable amount of research attention. One of the
reasons for this is a large number of potential real-life applications. Another
reason is the ability of rational functions to approximate abruptly changing
functions efficiently. Rational function approximation can be regarded as an
extension of well studied polynomial approximation [6, 27, 26, 19, 37] just to
name a few. In particular, polynomials are simple and easy to handle. At the
same time, polynomial approximations are not efficient when one needs to
approximate nonsmooth or non-Lipschitz functions: high order polynomials
are required, leading to severe oscillations and numerical instability.
One way to overcome this problem is to use piecewise polynomials or
polynomial splines [19, 18, 30, 34]. This approach is efficient when the lo-
cation of the knots (that is, the location of switching from one polynomial
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to the next one) is known. In this case, the optimisation problem is con-
vex and there exists a number of theoretical and numerical techniques to
deal with this problem. When the knots are free, the problem is much more
complex [19, 18, 14, 15, 35, 36, 8] and therefore the computational ability of
modern optimisation techniques to handle this problem is limited.
Rational approximation by a ratio of polynomials is a promising alterna-
tive to free knot spline approximation: the denominator polynomial allows
one to produce accurate approximations to nonsmooth and non-Lipschitz
functions. In particular, past studies shows that in the case of functions in
Lp (1 ≤ p <∞) the rational approximation and free-knot spline approxima-
tions are closely related, see [22, Chapter 8] and [12, Chapter 10].
Uniform approximation by rational functions was extensively studied in
the 50s-60s of the twentieth century [1, 28, 3, 13, 23]. This was mostly the pe-
riod of theoretical research and the attempts to extend the application of the
celebrated Remez method, originally developed for polynomial approxima-
tion [27, 26, 25], to rational approximation. The most recent developments in
this area [17] are dedicated to “nearly optimal” solutions, whose construction
is based on Chebyshev polynomials.
In this paper we propose a new approach by looking at the problem
from the point of view of optimisation. Namely, the optimisation problem
is quasiconvex. This class of functions includes all the functions whose sub-
level set is convex. In particular, any convex function is also quasiconvex.
There are a number of theoretical studies dedicated to quasiconvex optimisa-
tion [9, 29, 10, 5]. The development of efficient computational techniques is
not extensively studied. In this paper we propose a simple, but still efficient
computational method that converges to a global minimum of the objec-
tive function. Our algorithm uses the fact that the problem is quasiconvex
and therefore it explores the structure of the objective function rather than
assigning it to a class of general nonconvex functions.
The proposed approach has been tested on a number of functions, in-
cluding nonsmooth and non-Lipschitz. Then this method was tested in ap-
plication to deep learning. In particular, the raw data were substituted by
the parameters of carefully constructed approximation before training the
networks. This approach enhances the classification accuracy. A similar ap-
proach was proposed in [40, 41, 39], where the authors substitute the raw
data by the coefficients of piecewise polynomial based approximations and
then apply a number of machine learning methods to test the classification
improvement. The main drawback of these studies is the assumption that
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equidistant fixed knots approach is accurate and therefore convex models are
efficient, while in the current study we use rational functions that may be
considered as a suitable alternative to free knot approximation [22]. There-
fore, this study can be viewed as a step forward extension to [40, 41, 39].
This paper is organised as follows. Section 2 provides an overall descrip-
tion of the problem and motivation. In section 3 we provide a mathematical
formulation and extensive analysis of the problem as well as the results of
numerical experiments with regards to the optimality of the obtained results.
Then, in section 4 we develop an optimisation-based model to improve the
classification accuracy in signal classification, using a number of deep learning
models. The results are very promising and encouraging. Section 5 provides
the conclusions and identifies our further research directions.
2 Motivation
The goal of this paper is to develop a simple and efficient method for contin-
uous function approximation by rational functions in Chebyshev norm. The
choice of rational functions is based on a number of essential properties.
1. Rational functions are simple to work with and much more flexible
than classical and trigonometric polynomials when nonsmooth and non-
Lipschitz functions are subject to approximation.
2. Results from [22, 12] indicate that the approximation power of rational
functions is equivalent to free knot polynomial spline approximation
whose underlying optimisation problems are very complex and there
is no efficient computational tool for constructing optimal approxima-
tions [19, 4]. In particular, the problem of free knot approximation was
listed as one of the most important open problem in approximation [4].
3. There are many potential applications for this study in data analysis,
where raw data are approximated by suitable functions to enhance the
efficiency [40, 31].
A theoretical study of the optimisation problems appearing in this re-
search is presented in section 3. In particular, it is demonstrated that the
corresponding optimisation problem is quasiconvex. The class of quasiconvex
functions is rich, but there are a number of efficient tools and computational
approaches to deal with these problems. This is not the case for general
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nonconvex functions (for example, approximation by free knot splines) and
therefore this extra knowledge about the structure of the problem is very
beneficial and valuable.
This research has many potential applications. Some of them are quite
theoretical [31], aiming at evaluation non-analytic matrix functions, while
some others [40] are very applied, in particular, in the area of data analysis. It
was demonstrated in [40, 38] that the application of available machine learn-
ing methods to the parameters of carefully designed approximations rather
than raw signals significantly increase the classification accuracy. This obser-
vation motivated us to develop rational function-based models as a suitable
alternative to free knot splines. Section 4 studies this important practical
application in details.
3 Constructing rational approximation
3.1 Problem formulation
Let I be a closed segment on the real line and denote by f(t) ∈ C0 (I) a
function to be approximated. Let Πn be the space of polynomials of total
degree n and Rn,m be the set of all rational functions of degrees n and m,
i.e.,
Rn,m = {p/q | p ∈ Πn, q ∈ Πn}.
Functions from Rn,m are also known as rational function of type (n,m).
The uniform rational best approximation problem over I, also known as the
minimax rational approximation, is defined as
min
r∈Rn,m
max
x∈I
∣∣f(x)− r(x)∣∣ . (1)
Classically, the problem is addressed by the Remez algorithm, based on the
equioscillation characterization of the best approximation, see e.g., [24, Chap-
ter 13]. Recently, rational approximation and best rational approximation
have gained attention due to several improved algorithms and novel applica-
tions, see e.g., [32, 16]. We obtain a solution to the best rational approxima-
tion via optimisation techniques, as described next.
Our optimisation problem reads:
min
A,B
sup
t∈[c,d]
∣∣∣∣∣f(t)− ATG(t)BTH(t)
∣∣∣∣∣ , (2)
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subject to
BTH(t) > 0, t ∈ I, (3)
where A = (a0, a1, . . . , an)
T ∈ Rn+1,B = (b0, b1, . . . , bm)T ∈ Rm+1 are our de-
cision variables, and G(t) = (g0(t), . . . , gn(t))
T , H(t) = (h0(t), . . . , hm(t))
T ,
where gj(t), j = 1, . . . , n and hi(t), i = 1, . . . ,m are known functions. In the
rest of the paper we refer to gj(t) and hi(t) as basis functions. Therefore, we
construct the approximations in the form of the ratio of linear combinations
of basis functions. Note that the constraint set is an open convex set.
In the case when all the basis functions are monomials, the approxima-
tions are rational functions from Rn,m, and the problem is reduced to the
uniform best rational approximation (1). In this paper, we are not restricted
to rational functions: all the results are valid for any types of basis functions
when (3) is satisfied. For simplicity, we call these approximations rational
approximations even when the numerator and/or denominator are not poly-
nomials.
Definition 1 [5, 33, 7] Function f(t) is quasiconvex if and only if its sublevel
set
Sα = {x|f(x) ≤ α}
is convex for any α ∈ R.
This definition is equivalent to the following one.
Definition 2 A function f : D → R defined on a convex subset D of a real
vector space is called quasiconvex if and only if for any pair x and y from D
and λ ∈ [0, 1] one has
f(λx+ (1− λ)y) ≤ max{f(x), f(y)}.
Definition 3 Function f is quasiconcave if and only if −f is quasiconvex.
Definition 4 Functions that are quasiconvex and quasiconcave at the same
time are called quasiaffine (sometimes quasilinear).
Theorem 5 The objective function (2) is quasiconvex.
Proof. To complete the proof, we need the following two results, refer to [5]
for details.
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1. The supremum of a family of quasiconvex functions is quasiconvex.
2. The ratio of two linear functions is quasiaffine.
Note, first of all, that
v(A,B) =
ATG(t)
BTH(t)
is the ratio of two linear functions (with respect to the polynomial coeffi-
cients) and therefore it is quasiaffine [5]. Since
|w| = max{w,−w},
one can see that the objective function in (2) is the supremum of a family of
quasiaffine (and therefore quasiconvex) functions. This completes the proof.
Remark 6 Note that the sum of two quasiconvex functions is not always
quasiconvex. As a result, the least squares approximation approach leads to
a complex optimisation problem. Unlike polynomial and fixed knot spline
approximation, there is no closed form solution for least squares approxima-
tion in the case of approximation by a ratio of linear combinations of basis
functions, see e.g., [11].
In some cases, the degree of the denominator and/or numerator can be
reduced without loosing the accuracy, then one has∑n
j=0 ajt
j
i∑m
k=0 bkt
k
i
=
∑n−ν
j=0 ajt
j
i∑m−µ
k=0 bkt
k
i
,
where d = min{ν, µ} is termed the defect or the measure of degeneracy.
Then, one can formulate the following necessary and sufficient optimality
conditions [1].
Theorem 7 A rational function in Rn,m with defect d is the best polynomial
approximation of a function f ∈ C0(I) if and only if there exists a sequence
of at least n + m + 2 − d points of maximal deviation where the sign of the
deviation at these points alternates.
Since it is not easy to know the defect, the total number of alternating points
for the optimal solution may not be a reliable stopping criterion. Neverthe-
less, for d = 0 the number of alternating points is maximal and one can use
this condition as a sufficient condition for validating optimality.
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3.2 Algorithm
In our experiments, we discretise the approximation interval:
t1, . . . , tN ∈ I, N  max{m,n}.
Then the problem is
min z (4)
subject to
f(ti)− A
TG(ti)
BTH(ti)
≤ z, i = 1, . . . , N (5)
ATG(ti)
BTH(ti)
− f(ti) ≤ z, i = 1, . . . , N (6)
BTH(ti) > 0, i = 1, . . . , N (7)
Note that if (A,B) is an optimal solution, then α(A,B), α ∈ R is also
an optimal solution, since these two solutions represent the same fraction.
One way to avoid this ambiguity, is to fix one of the variables to 1 or −1
(the one that makes the denominator BTH(ti) positive). For computational
purposes, one can substitute (7) by BTH(ti) ≥ δ, where δ is a small positive
number.
When z is a variable, problem (4)-(7) is non-convex. If z is fixed and
the feasible set (5)-(7) has a feasible point, then the optimal solution is
bounded by z. This feasibility can be verified by solving the following linear
programming problem.
min θ (8)
subject to
(f(ti)− z)BTH(ti)−ATG(ti) ≤ θ, i = 1, . . . , N (9)
ATG(ti)− (f(ti) + z)BTH(ti) ≤ θ, i = 1, . . . , N (10)
BTH(ti) ≥ δ, i = 1, . . . , N (11)
If in the optimal solution of (8)-(11) θ ≤ 0, problem (4)-(7) is feasible other-
wise it is infeasible.
We use a bisection method for quasiconvex optimisation. This method is
simple and reliable and can be applied to any quasiconvex function (see [5],
section 4.2.5 for more information). Our bisection method relies on solving
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the feasibility problem, that is, finding if set (5)-(7) has a feasible point,
which can be done by solving a linear programming problem. The bisection
method is given next, in Algorithm 1.
Algorithm 1 Bisection algorithm for quasiconvex optimisation
Require: Parameters for the non-convex problem (4)-(7).
Absolute precision for maximal deviation ε
Ensure: Maximal deviation z (within ε precision)
Coefficients A,B of the optimal linear combinations of (2)
set l← 0
set u to be maximal deviation for a polynomial approximation
z ← (u+ l)/2
while u− l ≤ ε do
Check feasibility using problem (8)-(11) with z.
if feasible solution exists then
u← z
else
l← z
end if
update z ← (u+ l)/2
end while
A,B← solve problem (8)-(11) with z
return z,A,B
3.3 Numerical examples
We demonstrate a few numerical aspects of our algorithm using the following
examples. The code of this section is implemented in Matlab and is available
online1 for full reproducibility.
In the first example, we consider a nonsmooth (and non-Lipschitz) func-
tion with a sharp, abrupt change,
f(x) =
√
|x− 0.25|, x ∈ [−1, 1]. (12)
The discretisation is done using the set of Chebyshev nodes {cospi 2`−1
2n
}N`=1,
with N sufficiently large and a precision ε = 10−14 for the bisection of Algo-
1https://github.com/nirsharon/rational_approx
8
rithm 1 (more on this parameter in the sequel). For the rational approxima-
tion, we select the total degrees n = 4 and m = 4, which yields a (4,4) type
rational approximant. To illustrate the advantage of rational approximation
over polynomial approximation, we compare our minimax with the polyno-
mial minimax of total degree n+m = 8, calculated by the Remez algorithm,
see, e.g., [20]. The result is presented in Figure 1, where Figure 1a shows the
function f of (12) side by side with its minimax polynomial approximation
of degree 8 and the minimax rational approximation of type (4, 4).
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Figure 1: A comparison of best uniform approximations: rational versus
polynomial. The polynomial is computed using the Remez algorithm. The
rational minimax approximation is calculated via Algorithm 1.
As seen in Figure 1a, the rational function introduces a superior result
over the polynomial one. In Figure 1b we depict the error deviation of the
two methods. The equioscillation property with a uniform magnitude of the
error peaks (also for the polynomial minimax) are clearly seen.
In the second example, we study the role of the precision parameter of
the bisection, that is ε of Algorithm 1. This parameter determines the ac-
curacy of the maximal deviation in (2) that we obtain in our algorithm. A
large ε leads to a crude estimation of the maximal deviation, which in turn
causes the optimisation problem (8)-(11) to generate a suboptimal solution
to the uniform approximation problem (2). One possible validation for ac-
quiring the optimal solution is via the equioscillation property, as described
in Theorem 7, which will be demonstrate next.
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In this example, we use the same function of the previous one: f of (12)
but here the total degrees of our rational function are m = n = 3. This choice
leads to a defect free case (d = 0) which means we expect to see 8 = m+n+2
extreme, alternating values of the approximation error using the minimax.
In Figure 2 we provide two error curves, generated by two different ε values.
In the first case, we set a relatively high value of ε = 0.1, which results in the
error curve of Figure 2a, where the error is not uniform and there are only
7 extreme peaks. However, when we decrease ε, we derive a more accurate
optimisation problem. Specifically, with ε = 10−5 we attain the error curve
of Figure 2b, having 8 error peaks that come with similar magnitude and
alternating signs. This is a clear indication that the approximation is very
close to be the minimax rational approximation.
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Figure 2: The precision ε of Algorithm 1 and its influence on achieving the
best uniform rational approximation: with smaller ε, the error curves tends
to have more uniform error peaks with number of oscillations as described in
Theorem 7
4 Application to deep learning
4.1 Data description and classification settings
In this study, we use electroencephalogram (EEG) signals, which are recorded
brain waves, from a publicly available dataset, collected by the epileptic
center at the University of Bonn, Germany [2]. This dataset consists of five
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datasets A, B, C, D, and E. Each set contains 100 signal segments recorded
during 23.6 seconds with a sampling frequency of 173.61 Hz. Each signal has
4097 recordings. In this paper, we apply our approximation-based approach
to develop an automatic procedure to distinguish between the first two sets
(set A and B). Signal segments of sets A and B are collected from five healthy
volunteers with eyes open and closed, respectively.
In our experiments, 75% of each set is used as the corresponding training
sets, while the remaining 25% is the test sets. The reported classification
accuracies correspond to the test sets. We evaluate the test accuracy obtained
over raw data signals and compare them with the accuracy obtained over the
parameters of the approximations.
As a classifier, we use deep learning tools from Python package scikit-
learn (version 0.22.1) [21]. We use up to three hidden layers, but since the
classification results with one or two hidden layers are much better than the
results with three hidden layers, we only report the former.
4.2 Approximations
In our experiments, we use two models.
M1 Each data segment is approximated by the minimax rational function
of type (n,m), that is the solution of (2).
M2 Each segment is approximated by a function
A sin(ωt+ τ),
where A is the amplitude, constructed in the form of rational function.
As before, the degree of the numerator polynomial is n and the degree
of the denominator polynomial is m. Frequency ω and phase shift τ
are unknown.
Model M1 has been studied in Section 3 and its application is straightfor-
ward, while Model M2 requires more study. The corresponding optimisation
problem is as follows:
min
A,B
ω,τ
sup
t∈I
∣∣∣∣∣f(t)− ATG(t)BTH(t) sin(ωt+ τ)
∣∣∣∣∣ , (13)
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subject to
BTH(t) > 0, t ∈ I. (14)
This problem is not quasiconvex when ω and τ are unknowns, therefore we
use the approach from [40] to obtain ω and τ : we choose a finite set of possible
values for ω (natural numbers between 1 and 15) and τ (in our experiments
0, pi/4, pi/2, 3pi/4) and run a brute force search in the form of double loops
with fixed values for ω and τ . At each iteration of these loops, the problem
is back to be quasiconvex — the corresponding basis functions are obtained
by multiplying monomials and a sine-function with known ω and τ .
Unlike the studies of K-complexes [40, 41, 39], there is no specific pattern
to distinguish between these two classes. Figure 3 depicts the raw signal (the
oscillatory blue) from the first class (Class A) and its approximation (in red)
for Model M1 and Model M2. Similarly, Figure 4 presents the raw signal
(oscillatory blue) from the second class (Class B) and its approximation (in
red) for Model M1 and Model M2. It is clear from the pictures that Model M2
is more accurate due to the additional sine component.
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Figure 3: Signal from Class A and its approximation
4.3 Results
In our experiments, where possible, we use the default parameters from pack-
age scikit-learn (0.22.1) [21]. In particular, the activation function is ReLU
(unless specified otherwise). The default number of nodes within each hidden
layer is 100, but the best results are achieved with fewer nodes. The degree
12
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Figure 4: Signal from Class B and its approximation
of the numerator and denominator polynomials are n = 3 and m = 1. This
is where the highest classification results are achieved. For normalisation
purposes, we fixed the value for the zero degree coefficient in the denomi-
nator at 1. Therefore, the total number of output parameters (features) in
Model M1 is
(n+ 1) + (m+ 1)− 1 = 5.
These features include the total number of the parameters for both poly-
nomials minus 1 (since one of the coefficients is fixed at 1). In the case of
Model M2 there is an extra parameter that represents the frequency (ω).
Tables 1 and 2 represent the classification results for one and two hidden
layers, respectively. In the tables we introduce the results for different number
of nodes within each level. The last section of Table 1 represents two widely
used rules for choosing the number of nodes for one hidden layer:
2/3k and 2k + 1,
where k represents the size of the inputs (that is, the number of features) for
deep learning.
According to Tables 1 and 2, the classification accuracy can be signifi-
cantly improved by applying our rational approximation together with the
deep learning techniques. Specifically, in the case of a single hidden layer, the
accuracy was improved from 65% (raw data) to 85% using Model M2 with 8
nodes and up to 90% with Model M1 and 2 nodes. This accuracy can be fur-
ther improved to 95% when the activation function is identity (non-default).
These cases are highlighted in Table 1.
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Table 1: One hidden layer
Original (raw data) Model M1 Model 2
4097 features 5 features 6 features
Number of nodes Accuracy Nodes Accuracy Nodes Accuracy
100 (default) 55% 100 75% 100 75%
1 60% 1 40% 1 40%
2 35% 2 90% 2 60%
3 45% 3 60% 3 45%
4 65% 4 60% 4 65%
5 45% 5 35% 5 80%
6 45% 6 55% 6 70%
7 55% 7 70% 7 65%
8 55% 8 65% 8 85%
9 50% 9 70% 9 65%
10 55% 10 45% 10 45%
2731 (2/3 of inputs) 60% 3 60% 4 65%
8194 (2*inputs+1) 50% 11 75% 13 70%
In the case of two hidden layers, the accuracy was also improved from
65% (raw data) to 85% with Model M2 with 9 or 10 nodes and to 90% with
Model M1 having 8 or 2 nodes, see Table 2. The accuracy can be further
improved also in this case to 95% when the activation function is tanh (non-
default) and the number of nodes is 12 and 11.
Overall, Model M1 (which is a simpler model) performs better from both
points of view: classification accuracy and computational time. Similar ob-
servations are made in [40], where simpler models are achieving better clas-
sification accuracy than more complex models.
5 Conclusions and further research directions
In this paper, we propose a simple and efficient approach for approximat-
ing continuous functions by ratios of linear combinations of basis functions,
whose linear coefficients are the decision variables. Our approach exploits
the fact that the corresponding optimisation problems are quasiconvex. In
all our numerical experiments, the obtained solutions satisfy necessary and
sufficient optimality conditions.
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Table 2: Two hidden layers
Number of nodes Original (raw data) Model 1 Model 2
in each layer 4097 features 5 features 6 features
100, 100 65% 60% 45%
2, 1 60% 60% 60%
3, 2 30% 40% 60%
4, 3 60% 45% 75%
5, 1 60% 60% 80%
5, 4 45% 75% 50%
6, 5 70% 40% 80%
7, 6 50% 60% 40%
8, 2 60% 90% 40%
8, 7 50% 55% 50%
8, 8 60% 25% 80%
9, 8 45% 55% 80%
10 , 9 45% 75% 85%
10, 10 65% 80% 80%
11,11 55% 80% 75%
12, 11 45% 85% 60%
12, 12 50% 80% 50%
13, 12 75% 85% 55%
16, 15 45% 80% 40%
25, 25 50% 85% 55%
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We demonstrated that the proposed approach is suitable for approximat-
ing nonsmooth and non-Lipschitz functions and also very effective in appli-
cation to biomedical signal processing and for improving deep learning-based
classifiers.
In the future, we are planning to improve the computational efficiency
of the method by considering different basis functions and also by adopting
other newly developed optimisation techniques that are exceptionally effi-
cient for quasiconvex functions. Another exciting research direction is to
investigate possibilities for overcoming computational difficulties causing by
a non-zero defect.
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