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Abstract
A systematic way of generating similarity measures for ordinary sets is presented in the form of a rational expression
solely based on cardinalities of the sets involved. Twenty-eight measures are examined carefully and completely classi1ed
on the basis of their boundary behaviour and properties of re2exivity and monotonicity. Two types of re2exivity (re2exivity
and local re2exivity) and three types of monotonicity (involving, respectively, two, three and four sets) are considered.
In addition, 17 of these measures are shown to be T -transitive, with the t-norm T ranging from the drastic product Z
to the minimum operator M . The given class of rational cardinality-based measures covers some well-known similarity
measures. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
This paper reports on the initial results of a long-term project aiming at the development of a
systematic framework for the study of similarity measures for fuzzy sets. The present results are
restricted to ordinary, crisp sets but will be essential for the future development.
The term ‘similarity measure’, which most naturally arises in the more general context of compar-
ing quantitatively instances of a given mathematical structure (set, vector, matrix, tree, etc.), is often
used in a rather loose way. In fact, as stated in [17], similarity appears under such diAerent names as
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proximity, resemblance, communality, representativeness, and psychological distance, whereas most
of the de1nitions are directly inspired by the type and domain of application (biology, bioinfor-
matics, statistics, data mining, machine learning, psychology, etc.). In statistics, similarity measures
are usually introduced in connection with some notion of distance [4] whereas in taxonomy, data
mining and hierarchic clustering one more often refers to ultrametrics [1,6,11,13,18]. On comparing
the properties of these and other ad hoc similarity measures, one 1nds that neither re2exivity nor
symmetry are even generally accepted as a basic property of a similarity measure and that there is
at most a general understanding about the ordinal interpretation of it: the higher the values, the more
similar the objects.
Nonetheless, there have been eAorts in the past to de1ne and study similarity measures in a more
general theoretical framework. In particular, we can refer to the work of Lerman [7], who de1nes
similarity measures as a tool for comparing binary vectors, i.e., to account for the absence or presence
of characteristics, and to the even more formal approach of Tversky [14,16], who gave an axiomatic
foundation to the notion of similarity in psychology, without any reference to distances. For more
details on these and other approaches the reader is referred to [8]. In the present paper, we shall
construct, not bearing in mind any particular application, a class of symmetric rational similarity
measures based on the cardinality of sets.
On the other hand, in the framework of fuzzy sets, there exists the well-known concept of a
T -equivalence (T -indistinguishability operator) [3,15]. A T -equivalence E on a universe U is a
binary fuzzy relation on U that satis1es, for any (x; y; z) ∈ U 3:
(i) re2exivity: E(x; x) = 1;
(ii) symmetry: E(x; y) = E(y; x);
(iii) T -transitivity: T (E(x; y); E(y; z))6E(x; z):
In this de1nition, T is a t-norm, i.e. an increasing, commutative and associative binary operation
on [0; 1] with as neutral element 1 [10]. The four main t-norms are the minimum operator M , the
algebraic product P, the  Lukasiewicz t-norm W (de1ned by W (x; y) = max(x + y − 1; 0)) and the
drastic product Z (de1ned by Z(x; 1) = Z(1; x) = x and Z(x; y) = 0 elsewhere). They can be ordered
as follows: Z6W6P6M .
The minimum operator M is the only idempotent t-norm and M -equivalences are in one-to-one
correspondence with partition trees [19]. The t-norms P and W are prototypical examples of continu-
ous Archimedean t-norms and P- and W -equivalences are important in view of their correspondence
with pseudo-metrics on the underlying universe U [3]. The latter source also implies that there exists
a one-to-one correspondence between P- and W -equivalences: to any W -equivalence EW corresponds
a P-equivalence EP de1ned by
EP(x; y) = eEW (x;y)−1
and similarly, to any P-equivalence EP corresponds a W -equivalence EW de1ned by
EW (x; y) = 1 + logEP(x; y):
In some sense, it is therefore suLcient to study either one of them.
For certain applications it is appropriate to weaken the condition of re2exivity. A binary fuzzy
relation E on U that satis1es instead of the re2exivity condition (i) the weaker condition (i’)
E(x; x)¿E(x; y), will be called locally re6exive [2].
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In this paper, we restrict ourselves to crisp subsets of a 1nite universe X with cardinality #X =
n¿ 0. The term similarity measure is reserved for locally re2exive and symmetric binary fuzzy
relations on P(X ). Similarity measures will be generically denoted by the symbol S, whereas for
re2exive similarity measures we will use the symbol R. Re2exive T -transitive similarity measures
will be called T -equivalences (in accordance with the above terminology, with U =P(X )).
In case of a 1nite universe X with cardinality n, similarity measures serve as a tool for comparing
n-dimensional binary vectors (with components either 0 or 1). Let X = {x1; x2; : : : ; xn}, then with
each binary vector (a1; a2; : : : ; an) ∈ {0; 1}n we associate A ∈ P(X ) in the following way:
xj ∈ A ⇔ aj = 1:
It follows that #A equals the number of 1’s in the binary vector. Note that the universe X corresponds
to the vector with all components 1 and that the empty set ∅ corresponds to the vector with all
components 0. If A and B are the set representation of two binary vectors, and (ai; bi) is the couple
formed by the ith components of these vectors, then e.g., #(A ∩ B) is the number of couples (1; 1).
In the present study, we focus on the monotonicity behaviour we expect from a similarity measure
and allow for a weaker form of transitivity, such as P- or W -transitivity. Note that, since we will
propose a speci1c rational form, it makes no sense to limit the study to P- or W -transitivity.
2. A class of rational cardinality-based similarity measures
The invariance of a similarity measure under permutations of the underlying universe is clearly
valid for cardinality-based similarity measures. Accepting this invariance as a basic property, we
therefore propose the following class of rational similarity measures:
S(A; B) =
aA;B + b!A;B + cA;B + dA;B
a′A;B + b′!A;B + c′ A;B + d′A;B
; (1)
in which
A;B = min{#(A \ B); #(B \ A)};
!A;B = max{#(A \ B); #(B \ A)};
A;B = #(A ∩ B);
A;B = #(A ∪ B)c; (2)
with a; b; a′; b′; c; d; c′; d′ ∈ {0; 1} and with \ denoting set diAerence, i.e. A \ B = A ∩ Bc.
The re2exive similarity measures in this class are obtained by setting c′ = c and d′ = d. In that
case, if the evaluation of the r.h.s. of (1) leads to a 00 indeterminacy, we attribute to S the value 1
in order to be consistent with the re2exivity condition.
The complementary similarity measure Sc of a given similarity measure S is de1ned by Sc(A; B)=
S(Ac; Bc). A similarity measure S is called self-complementary if S = Sc. Since Ac ; Bc = A;B, !Ac ; Bc =
!A;B, Ac ; Bc = A;B and Ac ; Bc = A;B, the complement of any similarity measure of type (1) is obtained
by mutually exchanging the values of c and d, and of c′ and d′, whereas similarity measures with
c = d and c′ = d′ are self-complementary.
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Table 1
Re2exive similarity measures
a b a′ b′ c = c′ d = d′ Notation a b a′ b′ c = c′ d = d′ Notation
0 0 0 1 1 0 R1 0 1 1 1 1 1 R9
0 0 0 1 1 1 R2 1 0 0 1 0 0 R10
0 0 1 0 1 0 R3 1 0 0 1 1 0 R11
0 0 1 0 1 1 R4 1 0 0 1 1 1 R12
0 0 1 1 1 0 R5 1 0 1 1 0 0 R13
0 0 1 1 1 1 R6 1 0 1 1 1 0 R14
0 1 1 1 0 0 R7 1 0 1 1 1 1 R15
0 1 1 1 1 0 R8 1 1 1 1 1 1 R16
Table 2
Similarity measures
a b a′ b′ c c′ d d′ Notation
0 0 0 1 1 1 0 1 S17
0 0 1 1 1 1 0 1 S18
1 0 1 1 1 1 0 1 S19
In Table 1, 16 combinations of values of a; b; a′; b′; c; d giving rise to a re2exive similarity mea-
sure are listed. Ten of these measures are self-complementary (R2; R4; R6; R7; R9; R10; R12; R13; R15; R16),
whereas the six remaining ones correspond to the particular choice c=1 and d=0. The complemen-
tary similarity measures corresponding to the choice c=0 and d=1 are denoted Rc1; R
c
3; R
c
5; R
c
8; R
c
11; R
c
14,
respectively.
In Table 2, three more rational similarity measures S17; S18; S19 belonging to the class (1) are
listed. They correspond to the choice c′ =d′ =1 and c=1; d=0. The three complementary similarity
measures Sc17; S
c
18; S
c
19 are obtained by interchanging the values of c and d.
In Table 3, the explicit expressions of the introduced similarity measures are given in terms of
cardinalities. The symbol N means the symmetrical diAerence, i.e., ANB = (A \ B) ∪ (B \ A). Note
that the trivial similarity measure R16 exceeds in value every other measure. Similarly, we can de1ne
the ‘smallest’ re2exive similarity measure as follows:
R0(A; B) =
{
1 if A = B;
0 otherwise:
(3)
This measure is self-complementary. Although in strict sense not belonging to the introduced class
of rational similarity measures, R0 can be associated with the case whereby a= b= c= d= 0. Only
when A;B =!A;B =0, in other words when A=B, a 00 indeterminacy occurs in the r.h.s. of (1) which
by convention is resolved by attributing the value 1.
Some of the measures in Table 3 are well known in the literature: R5 has been used for almost a
century and is known as Jaccard’s coeLcient [5], R3 is the so-called overlap coeLcient, R6 is called
the simple matching coeLcient [12] and S18 is the normalized inner product measure also known as
the Russel–Rao coeLcient [8]. For an overview of these and other measures, see, e.g., [9].
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Table 3
Explicit expression of rational similarity measures
S Expression S Expression
R1
#(A ∩ B)
max{#A; #B} R12
min{#(A \ B)c; #(B \ A)c}
max{#(A \ B)c; #(B \ A)c}
R2
#(ANB)c
max{#(A \ B)c; #(B \ A)c} R13
min{#(A \ B); #(B \ A)}
#(ANB)
R3
#(A ∩ B)
min{#A; #B} R14
min{#A; #B}
#(A ∪ B)
R4
#(ANB)c
min{#(A \ B)c; #(B \ A)c} R15
min{#(A \ B)c; #(B \ A)c}
n
R5
#(A ∩ B)
#(A ∪ B) R16 1
R6
#(ANB)c
n
Rc1
#(A ∪ B)c
max{#Ac; #Bc}
R7
max{#(A \ B); #(B \ A)}
#(ANB)
Rc3
#(A ∪ B)c
min{#Ac; #Bc}
R8
max{#A; #B}
#(A ∪ B) R
c
5
#(A ∪ B)c
#(A ∩ B)c
R9
max{#(A \ B)c; #(B \ A)c}
n
Rc8
max{#Ac; #Bc}
#(A ∩ B)c
R10
min{#(A \ B); #(B \ A)}
max{#(A \ B); #(B \ A)} R
c
11
min{#Ac; #Bc}
max{#Ac; #Bc}
R11
min{#A; #B}
max{#A; #B} R
c
14
min{#Ac; #Bc}
#(A ∩ B)c
S17
#(A ∩ B)
max{#(A \ B)c; #(B \ A)c} S
c
17
#(A ∪ B)c
max{#(A \ B)c; #(B \ A)c}
S18
#(A ∩ B)
n
Sc18
#(A ∪ B)c
n
S19
min{#A; #B}
n
Sc19
min{#Ac; #Bc}
n
3. Boundary conditions
We investigate whether the similarity measures listed in Table 3 satisfy certain boundary con-
ditions. In particular, we consider the cases whereby one of the sets A; B is either ∅ or X , and
furthermore the case B = Ac. In this way, we formulate the following natural boundary conditions:
B1: S(∅; A) = #A
c
n
; (4)
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Table 4
Boundary conditions
S B1 B2 B3 S B1 B2 B3
R1 y y R12 y y
R2 y y y R13
R3 y R14 y
R4 y R15 y y
R5 y y R16
R6 y y y Rc1 y y
R7 Rc3 y
R8 Rc5 y y
R9 Rc8
R10 Rc11 y
R11 y Rc14 y
S17 y y Sc17 y y
S18 y y Sc18 y y
S19 y Sc19 y
B2: S(X; A) =
#A
n
; (5)
B3: S(A; Ac) = 0: (6)
Condition B1 induces the property that the less elements a set A contains, the more it resembles the
empty set, and in complementary sense, condition B2 expresses the property that the more elements
a set A contains, the more it resembles the universe X . Finally, condition B3 expresses that two
complementary sets have degree of similarity 0.
In Table 4 is indicated with the symbol y (denoting ‘yes’) which measures satisfy one or more
of the boundary conditions B1; B2; B3. Note that if S satis1es B1; Sc necessarily satis1es B2 and
vice versa, whereas if S satis1es B3; Sc also satis1es B3. Therefore, a self-complementary similarity
measure either satis1es both or none of the conditions B1; B2. From Table 4, we see that R2 and
R6 are the only measures satisfying the three boundary conditions.
4. Monotonicity
Since boundary conditions alone are insuLcient for a full characterization of the introduced rational
similarity measures, the next step is to properly describe the behaviour of these measures when
one proceeds from one boundary to another, and more in particular to investigate whether some
monotonicity properties are ful1lled.
We 1rst notice that all the re2exive and locally re2exive similarity measures of type (1) sat-
isfy the natural monotonicity conditions related to an inclusion chain of three sets A; B and C,
namely,
A⊆B⊆C ⇒ (S(A; B)¿S(A; C) ∧ S(B; C)¿S(A; C)):
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Table 5
Monotonicity of type C
S C measure C S C
R1 6 R9 ¿ Rc1 6
R2 6 R10 6 Rc3 ¿
R3 ¿ R11 6 Rc5 =
R4 ¿ R12 6 Rc8 ¿
R5 = R13 6 Rc11 6
R6 = R14 6 Rc14 6
R7 ¿ R15 6
R8 ¿ R16 =
S17 6 S18 = S19 6
Sc17 6 S
c
18 = S
c
19 6
Hence, these properties are useless for classi1cation purposes, and we have to look for more re1ned
monotonicity conditions.
To that aim, we 1rst introduce a monotonicity condition which involves only two sets:
C: S(A ∪ B; A ∩ B)  S(A; B) (7)
with  a relational operator belonging to {¿;=;6}. A similarity measure S satisfying for example
C6 has the property that S is nonincreasing when either all elements of A \ B move to B \ A, or
vice versa (for binary vectors, when all couples (0,1) turn into (1,0) or vice versa). It turns out that
all similarity measures in Table 3 satisfy condition C for at least one . The results are presented
in Table 5 with the convention that if property C is satis1ed for more than one  only the most
informative one is withheld (since, obviously, C= implies C¿ and C6).
We de1ne the complementary property Cc of property C through the following equivalence: S
satis1es Cc if and only if S
c satis1es C. Taking into account the symmetry of S, we obtain:
Sc(A ∪ B; A ∩ B)  Sc(A; B)⇔ S((A ∪ B)c; (A ∩ B)c)  S(Ac; Bc)
⇔ S(Ac ∩ Bc; Ac ∪ Bc)  S(Ac; Bc)
⇔ S(Ac ∪ Bc; Ac ∩ Bc)  S(Ac; Bc) :
Hence, property Cc can be written as
Cc: S(A
c ∪ Bc; Ac ∩ Bc)  S(Ac; Bc):
Since we can formally replace A and B herein by Ac and Bc, respectively, it follows that C and Cc
are equivalent, hence, C is self-complementary.
From Tables 4 and 5 it follows that C-monotonicity combined with boundary conditions of types
B1–B3 is insuLcient to completely characterize the considered similarity measures. To that aim we
proceed with the introduction of monotonicity criteria involving three sets.
We remark that on account of the imposed symmetry of the measures, for two arbitrary sets A
and B in general only the three subsets A ∩ B; (A ∪ B)c and ANB are relevant for putting forward
58 B. De Baets et al. / Journal of Computational and Applied Mathematics 132 (2001) 51–69
such monotonicity criteria. These criteria are associated with moving one or more elements from
one of these subsets to another one of the subsets, thereby keeping the third subset unchanged.
(1) Moving elements from ANB to A ∩ B or vice versa. Let as before  denote an ordering
operator belonging to {6;=;¿}, then we de1ne property M1;  as
M1; : C ⊆ANB⇒ S(A ∪ C; B ∪ C)  S(A; B): (8)
For example, an M1;¿-monotonic similarity measure S is nondecreasing when one or more elements
of ANB move to A∩B (couples (0,1) or (1,0) become (1,1)). Clearly, M1;= implies both M1;6 and
M1;¿. It also follows that if S is nondecreasing when one or more elements move from A ∩ B into
ANB if and only if S is M1;6-monotonic.
(2) Moving elements from ANB into (A∪B)c or vice versa. In analogy with the de1nition of the
complementary property of C, we de1ne M c1;  through the following equivalence: S satis1es M
c
1;  if
and only if Sc satis1es M1; . Property M c1;  can be formulated as
M c1; : C ⊆ANB⇒ S(A ∩ Cc; B ∩ Cc)  S(A; B): (9)
Indeed, since
Sc(A ∪ C; B ∪ C)  Sc(A; B)⇔ Sc((Ac ∩ Cc)c; (Bc ∩ Cc)c)  Sc(A; B)
⇔ S(Ac ∩ Cc; Bc ∩ Cc)  S(Ac; Bc);
property M c1;  can be written as
M c1; : C ⊆ANB⇒ S(Ac ∩ Cc; Bc ∩ Cc)  S(Ac; Bc):
As ANB = AcNBc we can formally replace A by Ac and B by Bc to obtain (9).
An M c1;¿-monotonic similarity measure S is nondecreasing when elements move from ANB to
(A ∪ B)c (couples (0,1) or (1,0) become (0,0)). Also, a similarity measure that is M c1;6-monotonic
is nondecreasing when elements move from (A∪ B)c to ANB. From these de1nitions it is clear that
a self-complementary similarity measure S that is M1; -monotonic, is also M c1; -monotonic with the
same .
(3) Moving elements from A ∩ B into (A ∪ B)c or vice versa. We de1ne property M2;  by
M2; : C ⊆A ∩ B⇒ S(A ∩ Cc; B ∩ Cc)  S(A; B): (10)
If S satis1es for example M2;¿ then S is nondecreasing when elements move from A∩B to (A∪B)c
(couples (1,1) become (0,0)), or equivalently, nonincreasing when elements move from (A ∪ B)c to
A ∩ B. One easily veri1es that the complementary property of M2;  can be written as
M c2; : C ⊆(A ∪ B)c ⇒ S(A ∪ C; B ∪ C)  S(A; B): (11)
It expresses the behaviour of a measure when elements move from (A∪ B)c to A∩ B, and therefore
we can put forward that
M c2;  ⇔ M2; ˜ (12)
with ˜ the converse ordering operator of .
A formal proof of (12) goes as follows. Assume that S is M2; ˜-monotonic. For any C ⊆(A ∪ B)c
it holds that C ⊆(A ∪ C) ∩ (B ∪ C), which implies that
S((A ∪ C) ∩ Cc; (B ∪ C) ∩ Cc) ˜ S(A ∪ C; B ∪ C):
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Table 6
Monotonicity of type M
S M1;  M c1;  M2;  S M1;  M
c
1;  M2; 
R1 ¿ ¿ 6 R12 =
R2 ¿ ¿ = R13 6 6 =
R3 ¿ ¿ 6 R14 ¿ 6 6
R4 ¿ ¿ = R15 ¿ ¿ =
R5 ¿ ¿ 6 R16 = = =
R6 ¿ ¿ = Rc1 ¿ ¿ ¿
R7 6 6 = Rc3 ¿ ¿ ¿
R8 ¿ 6 6 Rc5 ¿ ¿ ¿
R9 ¿ ¿ = Rc8 6 ¿ ¿
R10 = Rc11 ¿
R11 6 Rc14 6 ¿ ¿
S17 ¿ 6 6 Sc17 6 ¿ ¿
S18 ¿ = 6 Sc18 = ¿ ¿
S19 ¿ 6 6 Sc19 6 ¿ ¿
Since (A ∪ C) ∩ Cc = A and (B ∪ C) ∩ Cc = B, the latter can be written as
S(A ∪ C; B ∪ C)  S(A; B):
Hence, S satis1es M c2; . The proof of the converse implication runs similarly.
Consequently, if a similarity measure S is M2; -monotonic, Sc is M2; ˜-monotonic, and M2;= is the
only monotonicity property of the type M2;  a self-complementary similarity measure can have.
In Table 6 is shown which M -type monotonicity properties are satis1ed by the rational similarity
measures. As before, only the most informative relational operator  is withheld.
The M -type monotonicity properties are associated with moving elements from one of the subsets
A ∩ B; (A ∪ B)c and ANB to just one other of these subsets. A more global approach consists
in expressing the behaviour of a measure when elements move from any subset to one particular
subset, or vice versa from one particular subset to any other subset. To that aim we combine M -type
monotonicity properties into new, stronger monotonicity properties, called D-type properties.
(4) Moving elements to A ∩ B. In order to express the monotonicity behaviour of a similarity
measure when elements move to A ∩ B we combine M1;  and M c2;  into
D1;  ≡ M1;  ∧M c2; : (13)
We show that this property can be reformulated as
D1; : S(A ∪ C; B ∪ C)  S(A; B): (14)
Obviously, (14) implies both M1;  and M c2; . Conversely, assume that M1;  and M
c
2;  hold. Any set C
can be uniquely partitioned as C=C1∪C2∪C3 with C1⊆ANB; C2⊆(A∪B)c and C3⊆A∩B. Hence,
S(A∪C; B∪C)=S((A∪C1∪C3)∪C2; (B∪C1∪C3)∪C2) and since C2⊆((A∪C1∪C3)∪(B∪C1∪C3))c,
we apply (11) to obtain S(A∪C; B∪C)  S(A∪C1∪C3; B∪C1∪C3). Rewriting the latter expression
as S((A ∪ C3) ∪ C1; (B ∪ C3) ∪ C1) and making use of the fact that C1⊆(A ∪ C3)N(B ∪ C3), the
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application of (8) yields S(A∪C; B∪C)  S(A∪C3; B∪C3). Finally, since C3⊆A∩B, we have that
S(A ∪ C3; B ∪ C3) = S(A; B), hence (14) follows.
(5) Moving elements to (A ∪ B)c: The appropriate monotonicity property is
Dc1;  ≡ M c1;  ∧M2;  (15)
which is clearly the complementary property of D1;  and can be alternatively formulated as
Dc1; : S(A ∩ Cc; B ∩ Cc)  S(A; B): (16)
If, for example, S has property D1;¿ then S is nondecreasing with respect to #(A∩B), and if S has
property Dc1;¿ then S is nondecreasing with respect to #(A ∪ B)c. Moreover a self-complementary
similarity measure having property D1;  also has property Dc1;  with the same .
(6) Moving elements from ANB to (ANB)c. Monotonicity related to moving elements from ANB
to (ANB)c is expressed by
D2;  ≡ M1;  ∧M c1; ; (17)
or equivalently by
D2; : C ⊆ANB⇒ (S(A ∪ C; B ∪ C)  S(A; B) ∧ S(A ∩ Cc; B ∩ Cc)  S(A; B)): (18)
It is clear that D2;  is a self-complementary property. Also, de1nitions (13), (15) and (17) imply
that
(D1;  ∧ Dc1; ) ⇒ D2; : (19)
Property D2; , however, does not completely describe the behaviour of a measure in terms of #(ANB).
To make the description complete, we must take into account that elements can move from A \B to
B \A and vice versa without altering the cardinality of ANB. The behaviour of a similarity measure
with respect to such a move of elements is described by the property:
D3; : C ⊆ANB⇒ S(ANC; BNC)  S(A; B): (20)
If, for example, S is D3;¿-monotonic and C = C1 ∪ C2 with C1⊆A \ B and C2⊆B \ A, then S is
nondecreasing when all elements of C1 move to B\A and all elements of C2 move to A\B. But then
S is also nondecreasing if we thereafter move these elements to the subsets to which they originally
belonged, entailing that D3;= is the only meaningful property of the type D3;  a similarity measure
can possibly have, and in that case S is invariant under mutual exchange of elements between A \B
and B \ A. Making use of the set properties (ANB)c = AcNB = ANBc and AcNBc = ANB, one can
also easily show that D3;= is a self-complementary property. Furthermore, it should be remarked that
D3;= is a generalisation of C=, the latter property being associated with the extreme situation where
all elements of A \ B move to B \ A or vice versa. Hence, we have that
D3;= ⇒ C=: (21)
In Table 7, the D-type monotonicity properties of the rational similarity measures are given.
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Table 7
Monotonicity of type D
S D1;  Dc1;  D2;  D3;= S D1;  D
c
1;  D2;  D3;=
R1 ¿ ¿ R12
R2 ¿ ¿ ¿ R13 6 6 6
R3 ¿ ¿ R14 ¿ 6
R4 ¿ ¿ ¿ R15 ¿ ¿ ¿
R5 ¿ ¿ = R16 = = = =
R6 ¿ ¿ ¿ = Rc1 ¿ ¿
R7 6 6 6 Rc3 ¿ ¿
R8 ¿ 6 Rc5 ¿ ¿ =
R9 ¿ ¿ ¿ Rc8 6 ¿
R10 Rc11
R11 Rc14 6 ¿
S17 ¿ 6 Sc17 6 ¿
S18 ¿ 6 ¿ = Sc18 6 ¿ ¿ =
S19 ¿ 6 Sc19 6 ¿
By merging Tables 4, 5 and 7, we notice that C- and D-type monotonicity, together with the
boundary conditions B1–B3 and the condition of re2exivity, allow a complete characterization and
classi1cation of the rational similarity measures introduced in this paper. Re2exivity is indeed re-
quired to distinguish R14 from S19 since they share all other properties.
The next logical and 1nal step is the investigation of monotonicity properties involving four sets.
In particular, we de1ne
F :CND⊆ANB⇒ S(C;D)  S(A; B): (22)
Note that if symmetry of S is not assumed, it is implied by F. The following implication holds:
F ⇒ (D1;  ∧ Dc1;  ∧ D2;  ∧ D3;=): (23)
Indeed, let us assume that S is F-monotonic. Since (A ∪ C)N(B ∪ C) = (ANB) ∩ Cc⊆ANB, we
replace in (22) C by A∪C and D by B∪C, to obtain S(A∪C; B∪C)  S(A; B). Hence, from (14) we
have F ⇒ D1; . Similarly, since (A ∩ Cc)N(B ∩ Cc) = (ANB) ∩ Cc⊆ANB, the replacement in (22)
of C by A∩Cc and D by B∩Cc yields S(A∩Cc; B∩Cc)  S(A; B) and comparison with (16) proves
that F ⇒ Dc1; . From (19) it then immediately follows that F ⇒ D2; . Finally, we can replace in
(22) C by ANC and D by BNC, to 1nd with the help of (20) that F ⇒ D3;=, completing herewith
the proof of (23).
From the foregoing it is clear that F is a very strong monotonicity property. One easily veri1es that
a P(X )2 → [0; 1] mapping S is F¿-monotonic and invariant under permutations of the universe X , if
and only if there exists a decreasing sequence 1¿a0¿a1¿ · · ·¿an¿0 such that S is characterized
by
S(A; B) = ai ⇔ #(ANB) = i; (24)
which implies that S(A; B) only depends on the cardinality of ANB. If we impose re2exivity, then
a0 = 1 and if we impose M -transitivity, then only the following type of M -transitive similarity
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Fig. 1. Notations for the cardinalities associated with sets A; B; C.
relations remain (with a; b ∈ [0; 1] and a¿b):
S(A; B) =
{
a if A = B;
b otherwise:
(25)
Taking into account (23) we see by inspection of Tables 5 and 7 that R6 and R16 are the only
candidates for F¿-monotonic similarity measures, and that this indeed is the case follows from the
fact that they respectively satisfy (24) and (25).
5. Transitivity
We want to investigate which rational similarity measures are T -transitive and in particular, which
one of them are T -equivalences for some T ∈ {Z;W; P;M}. It is clear that M -transitivity implies
P-transitivity, that P-transitivity in turn implies W -transitivity, and that Z-transitivity is the weakest
possible.
In general, we have to investigate whether for any A; B; C ∈ P(X ) the inequality S(A; C)¿
T (S(A; B); S(B; C)) is identically satis1ed with the t-norm T as strong as possible. Since the in-
troduced similarity measures only depend upon cardinalities of sets, we will use throughout the
short notations for the respective cardinalities shown on the Venn-diagram of Fig. 1. Notice that
a1 + a2 + a3 + b1 + b2 + b3 + c + d = n.
Before proceeding with the investigation of each of the measures separately, we remark that if S
is T -transitive for some T ∈ {Z;W; P;M}, then also Sc is T -transitive for the same T . Furthermore,
measures satisfying boundary condition B3 cannot be P-transitive. Indeed, choosing A; B and C such
that C=Ac, it follows from B3 that S(A; C)=0, whereas in general S(B; C) and S(A; B) are nonzero,
so that inequality S(A; C)¿S(A; B)S(B; C) cannot be identically satis1ed. Finally, it is immediately
clear that the two extremal measures R0 and R16 are M -equivalences.
Measure R1. We impose a 1xed but otherwise arbitrary order upon the cardinalities of A; B and
C, namely,
#A6#B6#C; (26)
B. De Baets et al. / Journal of Computational and Applied Mathematics 132 (2001) 51–69 63
equivalent with the conditions:
a1 + b26a2 + b1; (27)
a2 + b36a3 + b2; (28)
a1 + b36a3 + b1; (29)
the last inequality being merely a consequence of the former two. With this ordering, the similarities
are given by
R1(A; B) =
b3 + c
a2 + b1 + b3 + c
; R1(B; C) =
b1 + c
a3 + b1 + b2 + c
; R1(A; C) =
b2 + c
a3 + b1 + b2 + c
:
Taking into account that R1 satis1es boundary condition B3, we immediately verify whether R1 is a
W -equivalence. Therefore, the following three inequalities must be satis1ed:
1 + R1(A; B)− R1(B; C)− R1(A; C)¿0; (30)
1− R1(A; B) + R1(B; C)− R1(A; C)¿0; (31)
1− R1(A; B)− R1(B; C) + R1(A; C)¿0: (32)
The 1rst inequality (30) turns out to be equivalent with
(2a3 + b1 + b2)(a2 + b1 + b3 + c)− (a2 + b1)(a3 + b1 + b2 + c)¿0:
The coeLcient of c on the l.h.s. is 2a3−a2+b2 and is positive on account of (28). The c-independent
contribution to the l.h.s. reduces to b3(a3 + b1 + b2) + a3(a2 + b1 + b3), and is also positive. Hence,
(30) is identically satis1ed. The second inequality is equivalent to
(a2 + b1)(a3 + b1 + b2 + c) + (b1 − b2)(a2 + b1 + b3 + c)¿0:
The coeLcient of c herein is a2 + 2b1 − b2 and is positive on account of (27), whereas for the
c-independent contribution we obtain consecutively
(a2 + b1)(a3 + 2b1) + b3(b1 − b2)¿ (a2 + b1)(a3 + 2b1) + b3(a1 − a2)
= a2(a3 + 2b1 − b3) + b1(a3 + 2b1) + b3a1
¿ a2(a1 + b1) + b1(a3 + 2b1) + b3a1¿0;
whereby the 1rst two inequalities are a consequence of (27) and (29), respectively. It follows that
also (31) is indeed satis1ed. Finally, (32) turns out to be equivalent with
(a2 + b1)(a3 + b1 + b2 + c) + (b2 − b1)(a2 + b1 + b3 + c)¿0:
The coeLcient of c is a2 + b2 and is positive, whereas for the remaining contribution to the l.h.s.
we obtain
a2(a3 + b2) + b2(a2 + b3) + b1(a3 + 2b2 − b3)¿a2(a3 + b2) + b2(a2 + b3) + b1(a2 + b2)¿0:
Hence, (32) is satis1ed, which completes the proof that R1 is a W -equivalence.
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Measure R2. We impose the same order as in (26) which also implies that:
#(A \ B)6#(B \ A); #(B \ C)6#(C \ B); #(A \ C)6#(C \ A): (33)
With this convention the similarities are:
R2(A; B) =
a3 + b3 + c + d
a2 + a3 + b1 + b3 + c + d
; R2(B; C) =
a1 + b1 + c + d
a1 + a3 + b1 + b2 + c + d
;
R2(A; C) =
a2 + b2 + c + d
a2 + a3 + b1 + b2 + c + d
:
Since R2 satis1es boundary condition B3, we 1rst investigate for W -transitivity. Making in agreement
with (27)–(29) the particular choice a3 = b3 = 0, a2 = b2 ¿ 0, a1 = b1 ¿ 0 and c = d = 0, we 1nd:
R2(A; B) = 0; R2(B; C) =
2a1
2a1 + a2
; R2(A; C) =
2a2
a1 + 2a2
;
and one of the conditions for W -transitivity, namely,
1 + R2(A; B)− R2(B; C)− R2(A; C)¿0;
turns out to be equivalent with the condition −3a1a2¿0, which obviously is violated as soon as
a1 ¿ 0 and a2 ¿ 0. Hence, R2 is not a W -equivalence.
However, R2 is a Z-equivalence. Indeed, R2(A; B) = 1 means that a2 = b1 = 0, hence, from (27)
it follows that a1 = b2 = 0, with the consequence that R2(A; C) = R2(B; C) = (c + d)=(a3 + c + d).
Similarly, R2(B; C) = 1 means that a3 = b2 = 0, inducing by means of (28) that also a2 = b3 = 0, so
that R2(A; B) = R2(A; C) = (c + d)=(b1 + c + d). Finally, R2(A; C) = 1 is equivalent with a3 = b1 = 0.
From (29) it follows that a1 = b3 = 0, from (27) that b26a2, and from (28) that a26b2. Hence,
a2 = b2 and R2(A; B) = R2(B; C) = (c + d)=(a2 + c + d).
Measures R3 and R4. With the same ordering as in (26) we have
R3(A; B) =
b3 + c
a1 + b2 + b3 + c
; R3(B; C) =
b1 + c
a2 + b1 + b3 + c
; R3(A; C) =
b2 + c
a1 + b2 + b3 + c
:
Suppose that R3(B; C) = 1, which is realised by choosing a2 = b3 = 0. Conditions (27)–(29) are
satis1ed by restricting the cardinalities further to a1 + b26b1. Then we obtain
R3(A; B) =
c
a1 + b2 + c
; R3(A; C) =
b2 + c
a1 + b2 + c
;
and since, in general, b2 is nonzero, R3(A; B) is not necessarily equal to R3(A; C). Therefore, R3 is
not Z-transitive. The proof that R4 is not Z-transitive proceeds in exactly the same manner.
Measure R5. Since neither a minimum nor a maximum operator occurs in the de1nition of R5,
there is no need to impose a particular ordering upon the cardinalities of A; B; C and only one generic
inequality has to be tested. The similarities are given by
R5(A; B) =
b3 + c
a1 + a2 + b1 + b2 + b3 + c
; R5(B; C) =
b1 + c
a2 + a3 + b1 + b2 + b3 + c
;
R5(A; C) =
b2 + c
a1 + a3 + b1 + b2 + b3 + c
:
If R5(A; B) = 1, then a1 =a2 =b1 =b2 = 0, and it immediately follows that R5(B; C) =R5(A; C), hence
R5 is at least a Z-equivalence.
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In order to check for W -transitivity we have used MATHEMATICA for expanding and simplifying the
expression 1+R5(A; B)−R5(B; C)−R5(A; C). Only positive terms remain in the simpli1ed expression
so that R5 is a W -equivalence. R5 is not a P-equivalence as it satis1es boundary condition B3.
Measure R6. No ordering of cardinalities must be imposed and the similarities read:
R6(A; B) =
a3 + b3 + c + d
n
; R6(B; C) =
a1 + b1 + c + d
n
; R6(A; C) =
a2 + b2 + c + d
n
:
Since
1 + R6(A; B)− R6(B; C)− R6(A; C) = 1n(n + a3 + b3 − a1 − b1 − a2 − b2 − c − d)
=
2(a3 + b3)
n
¿0;
R6 is a W -equivalence. It is not a P-equivalence as it satis1es boundary condition B3.
Measures R7, R8 and R9. We again impose the ordering (26) to obtain:
R7(A; B) =
a2 + b1
a1 + a2 + b1 + b2
; R7(B; C) =
a3 + b2
a2 + a3 + b2 + b3
;
R7(A; C) =
a3 + b1
a1 + a3 + b1 + b3
:
The choice a1 =b2 =0 implies that R7(A; B)=1. Furthermore, the conditions (27)–(29) are satis1ed.
Clearly, R7(A; C) = R7(B; C) in general and therefore R7 is not Z-transitive. The same arguments
can be used to prove that neither R8 nor R9 is Z-transitive.
Measures R10 and R12. With the ordering (26) the similarities are
R10(A; B) =
a1 + b2
a2 + b1
; R10(B; C) =
a2 + b3
a3 + b2
; R10(A; C) =
a1 + b3
a3 + b1
:
Choosing a1 =a2 =b2 =0; a3 =b3 ¿ 0 and b1 ¿ 0, gives R10(A; B)=0; R10(B; C)=1 and R10(A; C)=
a3=(a3 + b1), and since R10(A; C) = 0; R10 is not a Z-equivalence.
Similarly, we have
R12(A; B) =
n− a2 − b1
n− a1 − b2 ; R12(B; C) =
n− a3 − b2
n− a2 − b3 ; R12(A; C) =
n− a3 − b1
n− a1 − b3 ;
and the same choice of cardinalities as before immediately shows that R12 is not a Z-equivalence.
Measure R11. Imposing the usual ordering (26), we obtain
R11(A; B) =
#A
#B
; R11(B; C) =
#B
#C
; R11(A; C) =
#A
#C
:
Now, the P-transitivity of R11 follows from the fact that
R11(A; B)− R11(B; C)R11(A; C) = #A#B (#C)2 [(#C)
2 − (#B)2]¿0;
R11(B; C)− R11(A; C)R11(A; B) = 1#B #C [(#B)
2 − (#A)2]¿0;
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and
R11(A; C)− R11(A; B)R11(B; C) = 0:
Finally, it is clear that R11 is not M -transitive.
Measure R13. Still imposing the same ordering (26) we have
R13(A; B) =
a1 + b2
a1 + a2 + b1 + b2
; R13(B; C) =
a2 + b3
a2 + a3 + b2 + b3
;
R13(A; C) =
a1 + b3
a1 + a3 + b1 + b3
:
This measure is not a P-equivalence as can be seen by choosing a1 = b2 = 0, which implies that
R13(A; B) = 0, but also that none of the similarities R13(B; C) and R13(A; C) is necessarily zero.
Consequently, the inequality R13(A; B)¿R13(B; C)R13(A; C) is not satis1ed.
We now prove that R13 is W -transitive. As a 1rst step we verify whether the inequality
1 + R13(A; B)− R13(B; C)− R13(A; C)¿0 (34)
is satis1ed. The l.h.s. can be written in the form
− a2 + b1
a1 + a2 + b1 + b2
+
a3 + b2
a2 + a3 + b2 + b3
+
a3 + b1
a1 + a3 + b1 + b3
:
From (28) (resp. (29)) it follows that
a3 + b2
a2 + a3 + b2 + b3
¿
1
2
; resp:
a3 + b1
a1 + a3 + b1 + b3
¿
1
2
:
On the other hand,
a2 + b1
a1 + a2 + b1 + b2
61:
Combination of these inequalities shows that (34) is identically satis1ed. In exactly the same way
one proves that the inequalities 1−R13(A; B)+R13(B; C)−R13(A; C)¿0 and 1−R13(A; B)−R13(B; C)+
R13(A; C)¿0 are identically satis1ed and R13 is a W -equivalence.
Measure R14. Using the ordering (26) the similarities are
R14(A; B) =
a1 + b2 + b3 + c
a1 + a2 + b1 + b2 + b3 + c
; R14(B; C) =
a2 + b1 + b3 + c
a2 + a3 + b1 + b2 + b3 + c
;
R14(A; C) =
a1 + b2 + b3 + c
a1 + a3 + b1 + b2 + b3 + c
:
To check for P-transitivity we 1rst investigate whether the inequality R14(A; B)¿R14(B; C)R14(A; C),
or, equivalently, the inequality
(a2 + a3 + b1 + b2 + b3 + c)(a1 + a3 + b1 + b2 + b3 + c)
− (a2 + b1 + b3 + c)(a1 + a2 + b1 + b2 + b3 + c)¿0
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is identically ful1lled. Expansion of the l.h.s. consecutively leads to
(a3 + b2)(a1 + a3 + b1 + b2 + b3 + c) + (a3 − a2)(a2 + b1 + b3 + c)
¿(a3 + b2)(a1 + a3 + b1 + b2 + b3 + c) + (b3 − b2)(a2 + b1 + b3 + c)
=a3(a1 + a3 + b1 + b2 + b3 + c) + b3(a2 + b1 + b3 + c) + b2(a1 + a3 − a2 + b2)¿0;
whereby use has been made of (28), i.e., of a3− a2¿b3− b2 and a3− a2 + b2¿b3. Hence, the given
inequality is satis1ed.
Secondly, simpli1cation of the expression R14(A; C) − R14(A; B)R14(B; C) with MATHEMATICA
shows that it reduces to the sum of only positive terms, hence the expression is identically positive.
Finally, we have to investigate the inequality R14(B; C)¿R14(A; B)R14(A; C), or equivalently the
inequality
(a1 + a2 + b1 + b2 + b3 + c)(a1 + a3 + b1 + b2 + b3 + c)(a2 + b1 + b3 + c)
−(a1 + b2 + b3 + c)2(a2 + a3 + b1 + b2 + b3 + c)¿0:
Since it is assumed that #A6#B, or a1 + b2 + b3 + c6a2 + b1 + b3 + c, it is suLcient to prove that
(a1 + a2 + b1 + b2 + b3 + c)(a1 + a3 + b1 + b2 + b3 + c)
− (a1 + b2 + b3 + c)(a2 + a3 + b1 + b2 + b3 + c)¿0:
This is the case since by simpli1cation of the l.h.s. only positive terms remain. This completes the
proof that R14 is a P-equivalence. It is also clear that R14 is not an M -equivalence.
Measure R15. Assuming ordering (26) the similarities are
R15(A; B) =
a1 + a3 + b2 + b3 + c + d
n
; R15(B; C) =
a1 + a2 + b1 + b3 + c + d
n
;
R15(A; C) =
a1 + a2 + b2 + b3 + c + d
n
:
This similarity measure is not P-transitive, as can be seen by setting for example a3 = b3 = c = d=
0; a1 = b1 and a2 = b2, from which it follows that
R15(A; B) =
a1 + a2
n
; R15(B; C) =
2a1 + a2
n
; R15(A; C) =
a1 + 2a2
n
;
where n = 2(a1 + a2). One can easily verify that with this choice of cardinalities the inequality
R15(A; B)¿R15(B; C)R15(A; C) is not ful1lled.
We now check whether R15 is a W -equivalence. We have
1 + R15(A; B)− R15(B; C)− R15(A; C) = 1n(2a3 + b2 − a2)¿0;
whereby the last inequality is a consequence of (28),
1− R15(A; B) + R15(B; C)− R15(A; C) = 1n(a2 + 2b1 − b2)¿0;
whereby (27) has been used, and
1− R15(A; B)− R15(B; C) + R15(A; C) = 1n(a2 + b2)¿0:
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Table 8
T -transitive similarity measures
S Type of S Type of S Type of
transitivity transitivity transitivity
R1; Rc1 W R11; R
c
11 P R16 M
R2 Z R13 W S18; Sc18 W
R5; Rc5 W R14; R
c
14 P S19; S
c
19 M
R6 W R15 W
Measure S17. Assuming the ordering (26), we can for example choose b1 = b3 ¿ 0 and all other
cardinalities equal to zero, to obtain that S17(A; B)=1; S17(B; C)=1; S17(A; C)=0 which shows that
S17 is not Z-transitive.
Measure S18. Since S18 satis1es boundary condition B3, it cannot be P-transitive. This measure is,
however, W -transitive. Indeed, the similarities being given by
S18(A; B) =
b3 + c
n
; S18(B; C) =
b1 + c
n
; S18(A; C) =
b2 + c
n
;
it is readily veri1ed that the expression 1 + (b3 + c)=n− (b1 + c)=n− (b2 + c)=n is identically positive.
Measure S19. Let as usual #A6#B6#C, then S19(A; B)=S19(A; C)=(#A)=n and S19(B; C)=(#B)=n
and it is immediately veri1ed that R19 is M -transitive.
In Table 8, we list the 13 T -equivalences (with T ∈ {Z;W; P;M}) and the four T -transitive
similarity measures that have been detected in the class of rational similarity measures.
These similarity measures can be partially ordered by means of
SjSk ⇔ ∀A; B : Sj(A; B)  Sk(A; B):
If we restrict ourselves to the measures which are T -transitive, and replacing in Sj or Rj the character
S or R by the character appropriate for indicating the t-norm T , we obtain the Hasse-diagram in
Fig. 2.
This diagram contains a number of chains, like, e.g., W186W56W66W156M16. Of course, an
analogous Hasse-diagram exists whereby all measures are replaced by their complement (leaving the
self-complementary ones unaAected).
6. Conclusion
We have presented a family of 28 rational similarity measures for subsets of a 1nite universe,
based on cardinalities of the subsets only. Various aspects have been considered, such as bound-
ary conditions and monotonicity behaviour, leading to a full classi1cation. Among these similarity
measures, 13 can be considered as T -equivalences for one of the four main t-norms, and four other
locally re2exive measures are T -transitive. Jaccard’s coeLcient and the normalized inner product
measure appear to be W -equivalences, whereas the overlap coeLcient is even not Z-transitive.
There still remains the possibility to extend the present class of rational similarity measures in such
a way that other standard measures used in a variety of 1elds are included. Also, the T -transitive
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Fig. 2. Hasse diagram for T -transitive similarity measures.
measures discussed in the present paper are suitable candidates for fuzzi1cation. We shall report on
these extensions in the near future.
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