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In this work we develop a new alternative approach towards solutions of Quantum Trajectories, within the framework
of quantum fluid dynamics (QFD), using the Path Integral method. The state-of-the-art technique in the field is to solve
the non-linear, coupled partial differential equations (PDEs) simultaneously. We, however opt for a fundamentally
different route, by first developing a formal closed form expression for the Path Integral propagator as a functional of
the classical path. The method is exact and is applicable in many dimensions as well as multi-particle cases. This, then,
is used to compute the Quantum Potential, which, in turn, can generate Quantum Trajectories. For cases, where closed
form solution is not possible, the problem is boiled down to solving the classical path (linear time complexity) as a
boundary value problem. The work formally bridges the Path Integral approach with Quantum Fluid Dynamics. As a
model application to illustrate the method, we work out a toy model viz. the double-well potential, where the boundary
value problem for the classical path has been computed perturbatively. We, then, delve in seeking insight into one of
the long standing debates with regard to Quantum Tunneling.
I. INTRODUCTION
Quantum Fluid Dynamics (QFD)1–5, a tool for the study of
a quantum system as motion of the probability fluid is widely
employed in theoretical chemistry, condensed matter and ma-
terial sciences. The main advantage of this approach starts
with recasting of the Schrodinger’s equation into two cou-
pled differential equations involving real quantities, formally
known as the Madelung transformation2, and this becomes
particularly useful computationally over the usual formulation
in the study of dynamics of various molecular or quantum op-
tics systems.
The usual route for computation in QFD is in some or the
other way related to solving a set of coupled differential equa-
tions simultaneously6. In this study, we seek to develop a fun-
damentally different route to achieve the quantum trajectories
by invoking the Path Integral Method, which reduces the prob-
lem of solving for the quantum trajectories to solving the cor-
responding classical trajectory, i.e the Newton’s equation, as a
boundary value problem (BVP). We show that, the former can
be expressed in terms of a series, where each term can be com-
puted as a closed form functional of the latter independently
of each other just from the knowledge of the classical path,
xcl(t). Unlike a perturbation series it does not involve any
recursive method (where computation of each order amounts
to solving a new differential equation, that needs knowledge
of all the lower order solutions). Since the closed form func-
tional dependence of each term on xcl(t) is carried out explic-
itly, which can be directly provided as an input to the ma-
chine, this method is computationally superior than the Quan-
tum Trajectory Method (QTM)7 due to Wyatt et. al, which
sets the current standard.
Our derivation sets off from the Feynman theory of Path
Integrals.8,9.10 First we develop a general solution for the
propagator, in a method similar to Ursell decomposition of
a)Electronic mail: swapan.ghosh@cbs.ac.in
statistical mechanical partition function. We derive each term
in the series as a closed form functional of the classical path,
which then can be used to obtain the Quantum Trajectories.
The paper is structured as follows. We first discuss in short,
the results of Path Integrals and QFD, relevant for our work.
Then we present our derivation, firstly for 1-D single par-
ticle case, and then generalize it to higher dimensions and
many-body. Then we present a toy example of an 1-D dou-
ble well potential, solved analytically using the ideas we de-
velop, for illustration purpose of the method, where the clas-
sical boundary value problem can be obtained perturbatively
using Linsted-Poincare method. We show that the solution ob-
tained by our method exhibits tunneling even in the very first
order of perturbation of the classical path, when the quantum
part of the calculation is left exact.
II. THEORY
We first present an exact analytic series form for the propa-
gator (two-point correlator) for a quantum particle in a general
applied potential V (x). In Path Integral formalism, the corre-
lator gives the amplitude at a point x, after a time of flight t,
given that it has started from an initial point y. This propaga-
tor serves as a Green’s function to the Schrodinger Equation9,
which renders Path Integrals its formal equivalence with the
Schrodinger formulation. Equipped with this, we pose the so-
lution to quantum trajectories, in an integral equation frame-
work.
According to Path Integral approach, the dynamics of a
particle from one point to another, is contributed by all the
possible paths that connects them; their contributions being
weighted by exp iS[x(t)]h¯ , where S[x(t)] is the Action or Hamil-
ton’s principal function associated with the corresponding
path. The net propagator K(xb, t;xa,0) is obtained by sum-
ming the contributions of all paths. The integral
Ψ(xb, t) =
∫ ∞
−∞
K(xb, t;xa,0)Ψ0(xa)dxa (1)
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2gives the time evolution of the wave-function.
Then we exploit the Madelung transformation2, ψ(x, t) =
R(x, t)exp( iSm(x,t)h¯ ) , where R(x, t) > 0 is the amplitude and
Sm(x, t) is the phase in units of h¯. This had opened a possibility
of looking at the quantum systems as probability fluids, by
decoupling the Schrodinger equation into the following two
equations,11 for a particle of mass M in a potential V (x).
∇(ρv)+
∂ρ
∂ t
= 0 (2)
−∂S
∂ t
=
1
2
Mv2+V (x)+Q(x, t) (3)
for ρ(x, t) = R2(x, t) and v(x, t) = ∇ S(x, t)/M and where the
quantum potential, Q(x,t) is given by,
Q(x, t) =− h¯
2
2M
∇2R(x, t)
R(x, t)
(4)
In this work we look for footing of the QP (4), in the Feyn-
man Path Integrals, with the aim of developing formal func-
tional expression of the former in terms of the classical path
and the Cauchy data.
Consider the particle to move under the action of a conser-
vative force generated by potential V(x). We first treat the one
dimensional system and then extend it to higher dimensions.
Let’s denote the classical path of the system, from the initial
time xa, to a final point xb after a time of flight t, by xcl(t).
Being solution to a second order Boundary Value Problem, it
depends on xa and xb.
Now, a general path of the system, which we denote by x(t),
is a continuous function of t that is constrained by, x(0) = xa
and x(t) = xb. Any such general path can be broken down as
x(t) = xcl(t)+ y(t). (5)
Varying y(t) to span the space of continuous functions on [t0, t]
subjected to the boundary conditions, y(t0) = y(t) = 0 is tanta-
mount to spanning the space of allowed paths of Path Integral
formulation, over which we need to integrate in order to ob-
tain the propagator.
One way to compute the path integral is to first discretise
time into n moments.
t0 = 0; ti = iε; tn = t
Equation (5) then becomes,
x(ti) = x(t) = xcli + yi. (6)
at each of these moments. By definition y0 = yn = 0.
Now the propagator is,
K(xb, t;xa,0) =
∫
exp
( i
h¯
∫ t
0
L (x, x˙, t ′) dt ′
)
Dx (7)
which can be rewritten, in the discretised version as
lim
n→∞
n
∏
j=1
1
A j
∫ ∞
−∞
· · ·
∫ ∞
−∞
exp
( iε
h¯
n
∑
j=1
[ M
2ε2
(x j− x j−1)2−V (x j)
])
dx1 · · ·dxn (8)
where A js are normalization constant for the j-th integral (to
be chosen later), and the limit is understood to be taken as n→
∞ and ε → 0 simultaneously, with nε = t remaining constant.
The potential over the general path can be Taylor expanded
the around the classical position at each of this moments, as12
V (x j) =V (xclj + y j) =V (x
cl
j )+
∞
∑
m=1
ymj
m!
∂m
∂xm
V (x)|x=xclj (9)
Substituting (6),(9) into (8) we obtain,
lim
n→∞
n
∏
j=1
1
A j
∫ ∞
−∞
· · ·
∫ ∞
−∞
exp
( iε
h¯
n
∑
j=1
[ M
2ε2
(xclj − xclj−1)2+
M
2ε2
(xclj − xclj−1)(y j− y j−1)+
M
2ε2
(y j− y j−1)2
−V (xcl)−
∞
∑
m=1
(y j)m
m!
∂m
∂xm
V (x)|x=xcl
])
dy1 · · ·dyn
We can collect all the terms that are independent of y j’s out of the integral and they just add up to exp
[
iScl(x, t;x0,0)/h¯
]
,
3where, Scl(x, t;x0,0) is the Hamilton’s principal function for
the classical path or the classical action. In Feynman’s deriva-
tion of the Harmonic Oscillator case, the rest of the integrals
are Gaussian in y j and it can be shown with a change of vari-
able ( where the determinant of the Jacobian is unity), that the
linear terms in y j do not contribute. For the Harmonic Oscil-
lator, the rest of the integral is independent of xcl(t), since the
second derivative of V (x) is a constant and higher derivatives
vanish. After all y j’s are integrated out, it just leaves only a
time dependant factor.13
The primary difference as well as the complication in the
generalization, that forms the thesis of this work, stems form
the fact that the higher derivatives of the potential (m=3 and
higher) do not go to zero and are dependent on positional vari-
ables (xclj ) in general. These show up in the pre-factor, and
makes it dependent on position. The rest of the general inte-
gral, which denotes the pure quantum part, that we are dealing
with is
lim
n→∞
n
∏
j=1
1
A j
∫ ∞
−∞
· · ·
∫ ∞
−∞
exp
( iε
h¯
n
∑
j=1
[ M
2ε2
(y j− y j−1)2− ∂
2
∂x2
V (x)|x=xcl −
∞
∑
m=3
(y j)m
m!
∂m
∂xm
V (x)|x=xcl
])
dy1 · · ·dyn
The main sketch of our proof follows from the fact that the n
dimensional integral can be reduced to combination of simpler
integrals which can be carried out analytically. So first we
systematically expand the integral, substitute for the simpler
integrals, and then wind it up back. Convergence conditions
are not discussed. We do a series of rearrangements to the
integral and obtain the result as
lim
n→∞
n
∏
j=1
1
A j
∫ ∞
−∞
· · ·
∫ ∞
−∞
exp
iε
h¯
n
∑
j=1
[ M
2ε2
(y j− y j−1)2−
y2j
2!
∂ 2
∂x2
V (x)|x=xclj
]
×
n
∑
j=1
[ ∞
∑
k=1
1
k!
(
−iε
h¯
∞
∑
m=3
(y j)m
m!
∂m
∂xm
V (x)|x=xclj
)k]
dy1 · · ·dyn
and finally taking the sums out, we have
∞
∑
k=1
lim
n→∞
n
∏
j=1
1
A j
∫ ∞
−∞
· · ·
∫ ∞
−∞
exp
iε
h¯
n
∑
j=1
[ M
2ε2
(y j− y j−1)2−
y2j
2!
∂ 2
∂x2
V (x)|x=xclj
]
×
[ 1
k!
(
−iε
h¯
∞
∑
m=3
(y j)m
m!
∂m
∂xm
V (x)|x=xclj
)k]
dy1 · · ·dyn
We can further expand the summation over m using the multi-nomial theorem.
∞
∑
k=1
1
k!
(−iε
h¯
)k
lim
n→∞
n
∏
j=1
1
A j
∫ ∞
−∞
· · ·
∫ ∞
−∞
exp
iε
h¯
n
∑
j=1
[ M
2ε2
(y j− y j−1)2−
y2j
2!
∂ 2
∂x2
V (x)|x=xclj
]
×
n
∑
j=1
[
∑
∑Pm=k
k!
P1!P2! · · ·
∞
∏
m=3
( 1
m!
∂m
∂xm
V (x)|x=xclj
)Pm ∞
∏
m=3
(
ymj
)Pm]
dy1 · · ·dyn
Till now we have only rearranged the integral. The cur-
rent form portrays why rearranging in this way is beneficial.
Firstly, the individual integrals of the series are multivariate
Gaussian integrals, which converges for all n and can be com-
puted in closed form. Exploiting the fact that the different
orders of k can be computed separately, we first work out all
the steps for the linear order in k, and then elaborate how the
higher orders can be read off using the knowledge that we gain
in the way.
For the k= 1 case the integral looks like,
4lim
n→∞
n
∏
j=1
1
A j
∫ ∞
−∞
· · ·
∫ ∞
−∞
exp
iε
h¯
n
∑
j=1
[ M
2ε2
(y j− y j−1)2+
y2j
2!
∂ 2
∂x2
V (x)|x=xclj
]
×
n
∑
j=1
[−iε
h¯
(
∞
∑
m=3
ymj
m!
∂m
∂xm
V (x)|x=xclj
)]
dy1 · · ·dyn
For this case we can treat different orders of m separately.
Now since these are Gaussian integrals with polynomial pre-
factors, all of the individual integrals converges for all n and
we have the freedom regarding the order in which the variable
y js are integrated out. Which means for order k=1, these are
just copies of the same integral upto a pre-factor.
∞
∑
m=3
1
m!
lim
n→∞
n
∏
j=1
1
A j
−iε
h¯
n
∑
j=1
[ ∂m
∂xm
V (x)|x=xclj
]
×
∫ ∞
−∞
· · ·
∫ ∞
−∞
exp
iε
h¯
n
∑
j=1
[ M
2ε2
(y j− y j−1)2−
y2j
2!
∂ 2
∂x2
V (x)|x=xclj
]
ymj dy1 · · ·dyn
So, the basic integral that we are concerned with is of the form
∫ ∞
−∞
· · ·
∫ ∞
−∞
exp
iε
h¯
n
∑
j=1
[ M
2ε2
(y j− y j−1)2−
y2j
2!
∂ 2
∂x2
V (x)|x=xclj
]
ymj dy1 · · ·dyn (10)
for the linear order in k, and for a general k, the general integration we are to deal with,
∫ ∞
−∞
· · ·
∫ ∞
−∞
exp
iε
h¯
n
∑
j=1
[ M
2ε2
(y j− y j−1)2−
y2j
2!
∂ 2
∂x2
V (x)|x=xclj
]
ym11 y
m2
2 · · ·ymn−1n−1 dy1 · · ·dyn (11)
for various integers, m1,m2, · · · ,mn−1
We define the instantaneous angular frequency ω j as,
Mω2j =
∂ 2
∂x2
V (x)|x=xclj (12)
so that the, combination of even powers of (10) and (11)
can be expressed as various partial derivatives with respect to
various ω j of the integral,
∫ ∞
−∞
· · ·
∫ ∞
−∞
exp
iε
h¯
n
∑
j=1
[ M
2ε2
(y j− y j−1)2− M2 ω
2
j y
2
j
]
dy1 · · ·dyn
(13)
which on evaluation to,
( M
2piih¯ε
) n+1
2
(2piih¯
Mε
) n
2
( sin[ε∑n−1j=1 ω j]
ε∑n−1j=1 ω j
)− 12
(14)
This result follows from spectral theory of tri-digonal
matrices14, and is exact in the n→ ∞ limit. Various terms
of (10) and (11), are obtained by taking the derivatives, and
then the limit, which changes the sum into an integral.
Φ(t) = ε
n−1
∑
j=1
ω j =
∫ t
0
ω(t ′)dt ′ (15)
It can be shown that all these factors can be written as a
sum of the products of two function, one depending solely on
the integral of ω(t) denoted by F and a power of w j that has
to be summed over later with the rest of the Kernel. The odd
powers evaluates to zero.
Pk(t, t ′;m1,m2, · · · ,mk) =∑
n
ω−nj F
m1,m2,··· ,mk
n (t) (16)
Although formally this sum runs to infinity, only a very few
F are non-zero for each combinations of m1,m2, · · · ,mk. For
k = 1, only two terms survive, for all m.
5The positional dependence enters through the various par-
tial derivatives of the potential, and these factors quantify their
individual time dependence. Using the fact that limit of prod-
uct of two functions is equal to product of the individual lim-
its, given both of the limits exists individually, we can rewrite
the linear order as,
i
h¯
∞
∑
m=3
∫ t
0
P1(t, t ′;m)
m!
∂m
∂xm
V (x)|x=x(t ′)dt ′
=
i
h¯
∞
∑
m=3
∑
n
1
m!
Fmn (t)
∫ t
0
ω(t ′)−n
∂m
∂xm
V (x)|x=x(t ′)dt ′
=
i
h¯
∞
∑
m=3
1
m!
ν1(t;m)
This structure generalises to all other orders of K. Similarly we define, the ν’s for the higher order as
νk(t;m1,m2, · · · ,mk) =εk
n
∏
j=1
k
∏
j=1
∂m j
∂xm j
V (x)|x=x j
∫ ∞
−∞
exp
iε
h¯
n
∑
j=1
[ M
2ε2
(y j− y j−1)2+
y2j
2!
∂ 2
∂x2
V (x)|x=xclj
]
× ym1n−kym2n−k+1 · · ·ymkn−1Dy
(17)
=∑
n j
Fm1,m2,··· ,mkn (t)
k
∏
j=1
∫ t
0
ω(t ′)−n j
∂m j
∂xm j
V (x)|x=x(t ′)dt ′ (18)
Relabeling,
Bk(m1,m2, · · · ,mk) = 1m1!m1! · · ·mk! (19)
we can rewrite the general position dependent pre-factor of the Kernel as this series, where each term is a closed form
functional of the classical path.
∑
k
1
k!
( i
h¯
)k
Bkνk =
1
k!
( i
h¯
)k ∞
∑
m1=3
∞
∑
m2=3
· · ·
∞
∑
mk=3
Bk(m1,m2, · · · ,mk)νk(t;m1,m2, · · · ,mk) (20)
and hence the complete path integral is given by,
K(xb, t;xa,0) =
∞
∑
k=0
1
k!
( i
h¯
)k
Bkνk(xb, t;xa,0)exp
iScl(xb, t;xa,0)
h¯
(21)
The QP is obtained using equation (4). The time dependent
normalization being independent of x, gets cancelled. This
can be used to generate the fluid trajectories, equivalently by
using,3,7
d2x
dt2
=−∇(V +Q) (22)
This result is an exact generalisation of the Harmonic Oscil-
lator case and expresses the Path Integral (in one dimension)
in most general and closed form. The following section deals
with the multidimensional case.
III. MULTIDIMENSIONAL GENERALISATION
Most of the derivation goes through while further general-
ising it to higher dimensions. Only change is brought about
through the Taylor Expansion of the potential, which becomes
multidimensional.
The generalisation to multidimensional (as well as multi-
particle) case is done easiest in the generalised coordinates.
Consider a three dimensional space with, x= (x1,x2,x3). The
potential is still a scalar V (x). x(t) defines a path in this three
dimensional space. We can split such a general path similar to
(5)
x(t) = xcl(t)+y(t). (23)
This brings in changes in the Taylor expansion (9)
V (x j) =V (xclj +y j) =V (x
cl
j )+
∞
∑
m=1
ymj
m!
DmV (x)|x=xclj (24)
where,
6DmV (x) =
∂mV (x)
∂xα11 ∂x
α2
2 ∂x
α3
3
(25)
α1+α2+α3 = m (26)
Accordingly the integrals over each dy j in (10) is replaced
by the corresponding volume integral dy j. In essence the
higher dimensional case is like a foliation of space in the one
dimensional case, where each one dimensional line integral
foliates into a higher dimensional volume. For the multi-
particle case the one-dimensional case foliates into a 3n di-
mensional space. The rest of the calculation is exactly the
same. The rest of the derivation goes through exactly. The
y independent parts generate the exponentiation of classical
action, and the prefactor is written as a series, of various mo-
ments of k, only the partial derivatives are more diverse.
The formula (21) provides a general formal expression for
the path integral propagator in closed form, subjected to the
availability of the classical path in closed form. This bridges
the Path Integral formulation with QFD. In cases where the
trajectories cannot be obtained in closed form, we have argued
that the problem can be reduced to numerically computing the
classical path as a BVP. The algorithm we propose hence has
linear time complexity, which supersedes speeds of all its pre-
decessor.
IV. TOY SYSTEM: DOUBLE WELL POTENTIAL
As a simple model application, in this section we show the
calculations for double well potential potential. This system
has been well studied and can be found in many standard text-
book of Quantum Mechanics15 or Path Integral16. Despite its
simplicity, it is applied widely in condensed matter theory17,
in modelling double well potentials, like in isomerization, re-
actions with symmetric potential barriers18, and study of in-
version of ammonia and Nitrogen-Vacancy Defect Centers19.
Our interest in this model stems from the fact that we aim to
probe tunneling using a simple enough system.
As stated earlier, exact analytic computation of the propa-
gator in closed form depends on the availability of classical
path in closed form. The classical path can be solved for ex-
actly as an initial value problem,20, separately for the cases
where the particles are restricted to one of the wells (E < 0)
and where it can travel across the barrier (E > 0). Accordingly
the classical action can also be written as a function of E21.
But the corresponding boundary value problem is not unique
and not solvable in closed form. That restricts our venture of
obtaining the classical action in the perturbative regime, even
though the path integral computation as we have presented
here does not demand it. It might be noteworthy, unlike the
Schulman16 treatment, our analysis is not asymptotic and we
do not neglect any contribution from paths. The perturbation
arises solely due to the classical requirement and calculation
of the quantum mechanical propagator for each term is exact.
As we argue, the various powers of k in the series quantify
different type of correlations. So restricting to one order, tan-
tamounts to looking at a particular class of correlation over all
paths.
Consider the potential,
V (x) =
1
2
Max2+
1
4
MλKx4 (27)
where λ is a small and positive parameter, a < 0,K > 0.
We compute the classical path using the Poincare-Linsted
ansatz22 of perturbation theory, upto the first order.
xcl(t) = Acos(ωt+φ)− λKA
3
8ω20
(
cos(ωt+3φ)sin(ωt)2
)
(28)
ω = ω0+
3λA2
8ω0
(29)
The classical action of the system is obtained , by substi-
tuting the classical path, into the Lagrangian, integrating out
time, and neglecting the terms of higher orders in λ . The re-
sulting action is denoted by Scl(x f , t;xi,0) for the rest of the
discussion. The integration constants, A and φ , can be solved
for, using the boundary conditions x(0) = xi, x(t) = x f and
substituted in expression of the classical action. The inverse
solution is not unique, and we choose the solution in which
both A,φ are real and positive.
A=
√
x2f + x
2
i −2x f xi cos[tω0]csc[tω0] (30)
φ = arccos
 xi sin[tω0]√
x2f + x
2
i −2x f xi cos[tω0]
 (31)
The perturbative proagator till the first order of λ then is
given by,
K(x, t;x0,0)
= F(t)e
i
h¯ Scl
[
1− i
h¯
4
∑
m=3
1
m!
∫ t
0
∂m
∂xm
V (x)|x=xcl(t)νm(x, t)dt
]
= F(t)e
i
h¯ Scl
[
1− i6λMK
4!h¯
×
(F42 (x, t)
∫ t
0
1
ω(t ′)2
dt ′+F43 (x, t)
∫ t
0
1
ω(t ′)3
dt ′)
]
The Angular frequency is defined as,
ω(t) =
√
1
M
∂ 2V (x)
∂x2
|x=x(t) (32)
Substituting (27), neglecting higher order terms and using
the formula of double-angles, the angular frequency becomes,
ω(t) =
√
a+
3KλA2
2
+
3KλA2
2
cos[2(ω0+
3λA2
8ω0
)t+2φ ]
(33)
7(a) Probability density as a function of x,t
(b) Quantum potential as a function of x,t
FIG. 1: Plots for the Probability Density and Quantum Potential for the double-well with
M = 1,a=−2,λ = 10−4,K = 1, h¯= 1
The integrals involving ω(t) can be computed analytically by expressing them as elliptic integrals and using standard
forms,23,24
∫ t
0
ω(t ′) dt ′ =
EllipticE
[
1
2 t
(
3A2Kλ
8w0
+w0
)
,1.73205
√
A2Kλ
3A2Kλ+w20
]√
3A2Kλ +w20
3A2Kλ
8w0
+w0
(34)
∫ t
0
ω(t ′)−2 dt ′ =
arctan
[
w20 tan
[
1
2 t
(
3A2Kλ
8w0
+w0
)]
√
− 94A4K2λ 2+( 32A2Kλ+w20)2
]
(
3A2Kλ
8w0
+w0
)√
− 94A4K2λ 2+
( 3
2A
2Kλ +w20
)
2
(35)
∫ t
0
ω(t ′)−3 dt ′ =
2EllipticE
[
1
2 t
(
3A2Kλ
8w0
+w0
)
,1.73205
√
A2Kλ
3A2Kλ+w20
]
w20
√
3A2Kλ+w20
− A
2Kλ sin
[
t
(
3A2Kλ
8w0
+w0
)]
√
A2Kλ
(
3
2+
3
2 cos
[
t
(
3A2Kλ
8w0
+w0
)])
+w20
(
A2Kλw20+
w40
3
)
2
(
3A2Kλ
8w0
+w0
) (36)
The figure (1) reports the probability density and the Quan-
tum Potential as function of space and time, computed nu-
merically using equations (1), for the parameter values M =
1,a = −2,λ = 10−4,K = 1, h¯ = 1 and the initial Gaussian
wave packet,
Ψ0(xi) =
1√
2piα2
e
−(xi−l)2
2α2 (37)
where for the purpose of the plot we have chosen α = 0.4
and l = −3.126. The parameters of the initial wave function
is chosen such that the probability of finding the particle in
the left well is ∼ 1, as well as it is centered very close to the
barrier wall to show some interesting dynamics, even in its
initial time of flight.
As is expected from earlier studies, a part of the probability
density is clearly observed to cross the classically forbidden
barrier, which is situated at x= 0. The QP is shown to develop
a deep groove in the left well along with a smaller one in the
right one. It is the sum of QP and the applied potential V(x),
that governs the dynamics of the quantum fluid.
Bohm had interpreted the mechanism of tunneling by
proposing that the Quantum Potential creates channels, by
lowering the applied potential. If the QP is negative then the
8effective total potential is lower than the actual applied po-
tential. Then the whole dynamics can be seen as a blob of
fluid traversing through the lowered potential.3 On the other
hand according to Wyatt7 et al, it is the initial position depen-
dent acceleration, during initial period of flight, that causes
certain fluid elements to fly over the classical barrier. That
is, whether a particle will be tunneled or not, is encoded in
there initial position in the wave-packet which determines the
acceleration for initial moments. This in turn would dictate
whether the particle will finally gather enough thrush to cross
the barrier.
Our results indicate a reconciliation of the two seemingly
contradicting views. The fact that Bohm’s interpretation is
validated is obvious from the flat groove travelling towards
the right well in the Quantum Potential, as well as, the fact
that, initially the QP is steep, and thus its gradient is big. De-
pending on the initial position of the fluid element, the force
directs it to either the left or the right well. However, with
time the QP becomes flat and thus its gradient becomes zero.
Thus, it is only the initial time of flight that decides the fate of
the fluid element in crossing the barrier, and to a good approx-
imation the QP can be neglected for further dynamics, as was
conceived by Wyatt. Both the interpretations are thus found
to be completely consistent with each other.25.
In a double well potential the Probability amplitude is ex-
pected to oscillate between two wells, which is not evident in
our plots, and probably is rendered due to higher order cor-
rections. The higher order effects were not incorporated as
our main interest was in tunneling, which is well studied even
within first order. However, as is suggested by the formulation
the incorporation should be straight forward. We reserve this
material for further study and discourse.
V. DISCUSSION
QP is regarded as the origin of non-locality in QFD3,7. In-
voking Feynman’s idea of contribution from all possible paths
in governing the dynamics, and quantifying their overall ef-
fect in νm(x, t)s, the formulation presented in this paper, un-
ravels a new arena of possibilities in the understanding of the
processes quantum nonlocality and entanglement, which are
of utmost importance in the fields of Quantum Meteorology,
Quantum Optics and most importantly in developing Quan-
tum Computers. The various terms in the series in (21), quan-
tify different kind of correlations. This is best explained in an
analogy with Quantum Circuits.
Consider the space to be a discrete lattice. In the circuit
model of quantum computation a finite dimensional Hilbert
space (usually qubits ) lives at every lattice points, and the
time evolution is given by unitary gates connecting qubits of
an instant with qubits of the next. the number of qubits one
gate mixes by its action, is the number of legs that gate has.
And different number of gates gives generate different type
of correlations. Now consider a discrete version of (21). The
integrals are changed into sums, and various order of k gener-
ates correlations between various modes of m, which in turn
generates spatial and temporal correlations through the vari-
ous partial derivatives of the potential. Likewise the different
n-legged gates in a quantum circuit, the series allows one to
study separate orders of correlation for continuum systems in-
dividually.
It might be worthwhile to note, as we have not used any
extra assumptions than the original quantum theories and have
merely mathematically connected two preexisting seemingly
disconnected nodes, all the standard results and predictions
of both the theories, as well as those of the orthodox theory
are simply translated unchanged. However, Quantum Fluids
have found recent applications in the non-linear framework
of Gross-Pitaevski equations26, which governs the dynamics
of BEC, soliton-polariton semiconductor systems etc. There
are several straight-forward scopes of generalizing our work
to these domains, to generate analytical solutions. From a
mathematical perspective, this problem is interesting, as the
integral formulation corresponding to a non-linear PDE is not
well understood. This case opens up an opportunity to study
at least a special class of it.
VI. CONCLUDING REMARKS
To summarize, in this paper we have presented a general
derivation of the Quantum Potential of QFD from the prin-
ciples of Path Integrals, expressing it analytically as a func-
tional of the classical path and the initial wave-function of a
system. These analytical expressions are valid for any gen-
eral well-behaved potential, and can be fed into machines di-
rectly, to compute the QP and trajectories, completely bypass-
ing the task of solving the Schrodinger’s equation. For any
given initial wave-function the computation requires to solve
the boundary value problem for the classical path, which has
linear time complexity, thus making it faster than any preced-
ing algorithm.
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