We prove the minimax equality for the spectral radius ρ(AB) of the product of matrices A ∈ A and B ∈ B, where A and B are compact sets of non-negative matrices of dimensions N × M and M × N , respectively, satisfying the so-called hourglass alternative.
Introduction
In the article, we consider the question about conditions under which, for compact (closed and bounded) sets of matrices A and B, the minimax equality holds 
where ρ(·) is the spectral radius of a matrix. Clearly, equality (1) is not true, in general, see Example 4 below. However, some time ago in a private discussion Eugene Asarin conjectured that equality (1) still might be valid for certain classes of non-negative matrices. This conjecture, based on the analysis of properties of the matrix multiplication games [1] , was supported by numerous computer experiments indicating that equality (1) holds for the classes of matrices with the so-called 'independent row uncertainty' [2] (see the definition in Section 2). Unfortunately, attempts to formally prove the required equality, even for the simplest cases, did not lead to success for a long time.
The main cause of arising difficulties was the fact that most of the classical proofs of the minimax theorem for functions f (x, y) assume some kind of convexity or quasiconvexity
Hourglass alternative and H-sets of matrices
Following [10] , we recall necessary definitions and facts. For vectors x, y ∈ R N , we write x y or x > y, if all coordinates of the vector x are not less or strictly greater, respectively, than the corresponding coordinates of the vector y. As usual, a vector or a matrix is called non-negative (positive) if all its elements are non-negative (positive).
Denote by M(N, M ) the set of all real (N × M )-matrices. This set can be identified with space R N ×M and therefore, depending on the context, it can be interpreted as a topological, metric or normed space. A set of positive matrices A ⊂ M(N, M ) will be called H-set or hourglass set if for each pair (Ã, u), whereÃ is a matrix from the set A and u is a positive vector, the following assertions hold: H1: either Au Ã u for all A ∈ A or there exists a matrixĀ ∈ A such that Au Ã u andĀu =Ãu;
H2: either Au Ã u for all A ∈ A or there exists a matrixĀ ∈ A such that Au Ã u andĀu =Ãu.
These assertions have a simple geometrical interpretation. Given a matrixÃ ∈ A and a vector u > 0, imagine that the sets {x : x Ã u} and {x : x Ã u} form the lower and upper bulbs of an hourglass with the neck at the pointÃu. Let us treat the elements Au as grains of sand. Then according to assertions H1 and H2 either all the grains Au fill one of the bulbs (upper or lower), or there remains at least one grain in the other bulb (lower or upper, respectively). Such an interpretation gives reason to call assertions H1 and H2 the hourglass alternative. This alternative will play a key role in what follows. It was raised up and used by the author in [1] to analyze the minimax relations between the spectral radii of matrix products, and also in [10] to prove the finiteness conjecture for non-negative H-sets of matrices.
Failure of the inequality u v for vectors u and v does not imply, in general, the inverse inequality u v. From this it follows that assertions H1 and H2 are not valid for arbitrary sets of matrices A : non-fulfillment of the inequality Au Ã u for all A ∈ A does not mean that for some matrixĀ ∈ A the inverse inequalityĀu Ã u will be valid. And similarly, non-fulfillment of the inequality Au Ã u for all A ∈ A does not mean that for some matrixĀ ∈ A the inverse inequalityĀu Ã u will be valid. In what follows, we will need to make various kinds of limit transitions with the matrices from the sets under consideration as well as with the sets of matrices themselves. In this connection, it is natural to restrict our considerations to compact sets of matrices. By H(N, M ) we denote the set of all compact H-sets of positive (N × M )-matrices.
Present some examples of H-sets.
Example 1. A trivial example of H-sets are linearly ordered sets of positive matrices A = {A 1 , A 2 , . . . , A n }, i.e. the sets of matrices whose elements satisfy the inequalities 0 < A 1 < A 2 < · · · < A n . In this case, for each u > 0, the vectors A 1 u, A 2 u, . . . , A n u are strictly positive and linearly ordered, which yields the validity of assertions H1 and H2 for A . In particular, any set consisting of a single positive matrix is an H-set. 
wherein each of the rows a i = (a i1 , a i2 , . . . , a iM ) belongs to some set of M -rows
is compact if and only if each set of rows
To construct another examples of H-sets of matrices let us introduce the operations of Minkowski summation and multiplication for sets of matrices:
and also the operation of multiplication of a set of matrices by a scalar:
The operation of addition is admissible if and only if the matrices from the sets A and B are of the same size, while the operation of multiplication is admissible if and only if the sizes of the matrices from sets A and B are matched: dimension of the rows of the matrices from A is the same as dimension of the columns of the matrices from B. Problems with matching of sizes do not arise when one considers the sets consisting of square matrices of the same size.
Example 3. As shown in [10, Theorem 2], the totality of H-sets of matrices is algebraically closed under the operations of Minkowski summation and multiplication: From here it follows that for any integers n, d 1, the totality H(N, M ) contains all the polynomial sets of matrices
where
. . , n, and the scalar coefficients p i 1 ,i 2 ,...,i k are positive. One must only ensure that the products A i 1 A i 2 · · · A i k would be admissible and determine the sets of matrices of dimension N × M .
Closure of the set H(N, M )
Given some matrix norm · on the set M(N, M ), denote by K(N, M ) the totality of all compact subsets of M(N, M ). Then for any two sets of matrices A , B ∈ K(N, M ) the Hausdorff metric
equipped with the Hausdorff metric, also becomes a metric space. As is known, see, e.g., [11, Chapter E, Proposition 5], any mapping F (A ) acting from K(N, M ) into itself is continuous in the Hausdorff metric at some point A 0 if and only if it is both upper and lower semicontinuous. It is known also [12, Section 1.3] that the mappings
where A and B are compact sets, are both upper and lower semicontinuous. Therefore these mappings are continuous in the Hausdorff metric, and the same continuity properties has any polynomial mapping (2) .
Denote by H(N, M ) the closure of the set H(N, M ) in the Hausdorff metric. Since the Minkowski summation and multiplication of matrix sets are continuous in the Hausdorff metric then, as follows from Example 3, all the 'polynomial' sets of matrices with the arguments from H-sets of matrices (with matched dimensions) take values again in the Hset of matrices. However, the answer to the question when, for a specific A , the inclusion A ∈ H(N, M ) holds, requires further analysis. We restrict ourselves to the description of only one case where the answer to this question can be given explicitly [10, Lemma 4] : the values of any polynomial mapping (2) with the arguments from finite linearly ordered sets of non-negative matrices or from IRU-sets of non-negative matrices belong to the closure in the Hausdorff metric of the totality of positive H-sets of matrices.
Main results
In the theory of functions, one of the fundamental criteria of feasibility of the minimax equality is the following saddle point principle, see [13, Section 13.4 ].
Lemma 3.1. Let f (x, y) be a continuous function on the product of compact spaces X ×Y . Then min
The exact equality holds if and only if there exists a saddle point, i.e. a point (x 0 , y 0 ) satisfying the inequalities
for all x ∈ X, y ∈ Y , and then
This criterion explains the importance of the following saddle point theorem for the study of the question about minimax equality (1).
Theorem 3.2. Let A ∈ H(N, M ) and B ∈ H(M, N ). Then there exist matricesÃ
for all A ∈ co(A ) and B ∈ co(B), where co(·) denotes the convex hull of a set.
In a finite-dimensional space the convex hull of a compact set is a compact set. Now as the sets of matrices A and B can be treated as subsets of finite-dimensional spaces R N ×M and R M ×N , respectively, then the sets co(A ) and co(B) in Theorem 3.2 are compact. If A is an IRU-set of matrices constituted by a set of rows A 1 , A 2 , . . . , A N , then its convex hull co(A ) is the IRU-set constituted by the set of rows co(A 1 ), co(A 2 ), . . . , co(A N ). If A is an H-set of matrices then the structure of the set co(A ) is more complicated.
In Theorem 3.2 the saddle point (Ã,B) belongs to the set A × B, while the matrices A and B, for which the inequality (3) holds, belong to the wider sets: (A, B) ∈ co(A )×co(B). This makes possible deducing a variety of minimax theorems for the spectral radius ρ(AB) from Theorem 3.2. To prove this theorem, it suffices to note that, by Theorem 3.2 inequalities (3) will take place for all A ∈Ã and B ∈B, and then to apply Lemma 3.1.
Choosing in Theorem 3.2 different setsÃ andB, one may obtain a variety of minimax equalities. For example, putting aÃ = A andB = B, we get (1). PuttingÃ = co(A ) andB = co(B), we get another minimax equality:
It is worth noting that the minimax value of the spectral radius ρ(AB) in the last equality, and the value of the corresponding minimax in equality (1) coincide.
The next example demonstrates that Theorem 3.3 is not valid for general sets of matrices. The spectral radius ρ(AB) of the product of (rectangular) matrices A and B is not changed by permutation of these matrices and their transposition. This implies the following corollary. T corresponding to the eigenvalue ρ(A) (normalized, for example, by the equation
is uniquely determined and positive.
For ease of reference, we summarize some of the well-known statements of the theory of non-negative matrices, see, e.g., [ (i) for any sequence of indices n 1 < n 2 < . . . , any sequence of matrices A n i ∈ A n i , i = 1, 2, . . . , contains a subsequence converging to some element from A ∞ ;
(ii) for any matrix A ∞ ∈ A ∞ and any sequence of indices n 1 < n 2 < . . . , there exists a sequence of matrices A n i ∈ A n i , i = 1, 2, . . . , converging to A ∞ .
At last, we will need the following simplified version of Berge's Maximum Theorem, see [15, Ch. 6 Note that in the full version of the Maximum Theorem the set over which the maximum is taken in the definitions of M (x) and m(x) is allowed to vary with x.
We are now ready to prove Theorem 3.2.
Proof of Theorem 3.2. First, let A ∈ H(N, M ) and B ∈ H(M, N ). To construct the matricesÃ ∈ A andB ∈ B satisfying (3) we proceed as follows. Let us note that for each B ∈ B there exists a matrix A B ∈ A which minimizes (in A ∈ A ) the quantity ρ(AB). Such a matrix A B exists by virtue of compactness of the set A and continuity of the function ρ(AB) in A and B. Then, for each matrix B ∈ B, the relations
will be valid for all A ∈ A . Here, by Lemma 4.3 the function min A∈A ρ(AB) is continuous in B, and therefore there exists a matrixB ∈ B that maximizes its value on the set B. SetÃ = AB. In this case
where the first equality follows from the definition of the matrix A B , the second follows from the definition ofB, the third follows from the definition of AB, and the fourth follows from the definition ofÃ.
T be the positive eigenvector of the (N × N )-matrixÃB corresponding to the eigenvalue ρ(ÃB) which is uniquely defined up to a positive factor. By denoting w =Bv ∈ R M we obtain ρ(ÃB)v =Ãw. Let us show that in this case
for all A ∈ A . Indeed, otherwise by assertion H1 of the hourglass alternative there exists a matrixĀ ∈ A such that ρ(ÃB)v Ā w and ρ(ÃB)v =Āw which implies, by definition of the vector w, that ρ(ÃB)v ĀB v and ρ(ÃB)v =ĀBv. Then by Lemma 4.1 ρ(ĀB) < ρ(ÃB), and therefore min A∈A ρ(AB) < ρ(ÃB), which contradicts to (4). This contradiction completes the proof of inequality (5) .
Similarly, now we show that w Bv
for all B ∈ B. Again, assuming the contrary by assertion H2 of the hourglass alternative there exists a matrixB ∈ B such that w B v and w =Bv. This last inequality, together with (5) applied to the matrix AB, yields ρ(ÃB)v ABBv and ρ(ÃB)v = ABBv. Then by Lemma 4.1 ρ(ÃB) < ρ(ABB), and therefore max B∈B ρ(A B B) > ρ(ÃB), which again contradicts to (4) . This contradiction completes the proof of inequality (6) .
Inequality (5) implies, by definition of the vector w, that ρ(ÃB)v ABv
for all A ∈ A . Then this inequality holds also for all A ∈ co(A ), which by Lemma 4.1 yields ρ(ÃB) ρ(AB), A ∈ co(A ).
Similarly, left-multiplying the inequality (6) to the positive matrixÃ, and taking into account the equality ρ(ÃB)v =Ãw, we see that
Then this inequality holds also for all B ∈ co(B), which by Lemma 4.1 yields ρ(ÃB) ρ(ÃB), B ∈ co(B).
Inequalities (7) and (8) complete the proof of the theorem in the case when A ∈ H(N, M ) and B ∈ H(M, N ).
We proceed to the final stage of the proof. Let now A ∈ H(N, M ) and B ∈ H(M, N ). Then, for n = 1, 2, . . . , there exist sets of matrices A n ∈ H(N, M ) and B n ∈ H(M, N ) such that A n → A , B n → B.
Therefore, as already shown, in virtue of (7) and (8) , for each n, there exist matrices A n ∈ A n andB n ∈ B n such that ρ(Ã nBn ) ρ(AB n ), A ∈ co(A n ),
ρ(Ã nBn ) ρ(Ã n B), B ∈ co(B n ).
By (9), in view of the compactness of the sets A , B, A n and B n , each of the sequences of matrices {A n } and {B n } without loss of generality may be treated convergent:Ã n →Ã andB n →B, where due to assertion (i) of Lemma 4.2Ã ∈ A andB ∈ B, i.e.
A n →Ã ∈ A ,B n →B ∈ B.
Finally, let us take an arbitrary matrix A ∈ co(A ). Then, by definition of the convex hull of a set, the matrix A is a finite convex combination of matrices from A , i.e.
where r is some integer, λ i are non-negative numbers whose sum is 1, and A n ∈ co(A n ) satisfy the limit relation A n → A.
Now, substituting the matricesÃ n ,B n and A n in (10) we obtain ρ(Ã nBn ) ρ(A nBn ).
Taking the limit in (14) , due to (12) and (13) we obtain the inequality (7) valid, this time, in the case when A ∈ H(N, M ) and B ∈ H(M, N ). Similarly we can prove inequality (8) in the case when A ∈ H(N, M ) and B ∈ H(M, N ).
The proof of Theorem 3.2 is completed.
