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EXTENSION PROBLEM AND HARNACK’S INEQUALITY FOR SOME
FRACTIONAL OPERATORS
PABLO RAU´L STINGA AND JOSE´ LUIS TORREA
Abstract. The fractional Laplacian can be obtained as a Dirichlet-to-Neumann map via an ex-
tension problem to the upper half space. In this paper we prove the same type of characterization
for the fractional powers of second order partial differential operators in some class. We also get
a Poisson formula and a system of Cauchy-Riemann equations for the extension. The method is
applied to the fractional harmonic oscillator Hσ = (−∆+ |x|2)σ to deduce a Harnack’s inequality.
A pointwise formula for Hσf(x) and some maximum and comparison principles are derived.
1. Introduction
In the last years there has been a growing interest in the study of nonlinear problems involving
fractional powers of the Laplace operator (−∆)σ , 0 < σ < 1. The fractional Laplacian of a function
f : Rn → R is defined via Fourier transform as
(1.1) ̂(−∆)σf(ξ) = |ξ|2σ f̂(ξ),
and it can be expressed by the pointwise formula
(1.2) (−∆)σf(x) = cn,σ P.V.
∫
Rn
f(x)− f(z)
|x− z|n+2σ dz,
where cn,σ is a positive constant. Observe from (1.2) that the fractional Laplacian is a nonlocal
operator. This fact does not allow to apply local PDE techniques to treat nonlinear problems for
(−∆)σ. To overcome this difficulty, L. Caffarelli and L. Silvestre showed in [2] that any fractional
power of the Laplacian can be determined as an operator that maps a Dirichlet boundary condition
to a Neumann-type condition via an extension problem. To be more precise, consider the function
u = u(x, y) : Rn × [0,∞)→ R that solves the boundary value problem
u(x, 0) = f(x), x ∈ Rn,(1.3)
∆xu+
1− 2σ
y
uy + uyy = 0, x ∈ Rn, y > 0.(1.4)
Then, up to a multiplicative constant depending only on σ,
− lim
y→0+
y1−2σuy(x, y) = (−∆)σf(x).
This characterization of (−∆)σf via the local (degenerate) PDE (1.4) was used for the first time in
[1] to get regularity estimates for the obstacle problem for the fractional Laplacian.
To solve (1.3)-(1.4), Caffarelli and Silvestre noted that (1.4) can be though as the harmonic exten-
sion of f in 2− 2σ dimensions more (see [2]). From there, they established the fundamental solution
and, using a conjugate equation, a Poisson formula for u. Furthermore, taking advantage of the
general theory of degenerate elliptic equations developed by Fabes, Jerison, Kenig and Serapioni in
1982-83, they proved Harnack’s estimates for u (and thus for f).
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Let Ω be an open subset of Rn, n ≥ 1, and let dη be a positive measure defined on Ω. Consider a
linear second order partial differential operator L, that we assume to be nonnegative, densely defined,
and self-adjoint in L2(Ω, dη). The fractional powers Lσ, 0 < σ < 1, can be defined in a spectral way,
see Section 2.
The aim of this paper is to describe any fractional power Lσ as an operator that maps a Dirichlet
condition to a Neumann-type condition via an extension problem as in [2], developing also the cor-
responding properties (Poisson formula, fundamental solution, conjugate equation, Cauchy-Riemann
equations). With this characterization, the interior Harnack’s inequality for any fractional power of
one of the most basic Schro¨dinger operators, the harmonic oscillator H = −∆+ |x|2, is consequently
deduced. Besides, we find an explicit pointwise expression for the nonlocal operator Hσ that will
allow us to get some maximum and comparison principles.
Fractional operators appear in physics, when considering fractional kinetics and anomalous trans-
port [14].
The heat-diffusion semigroup
{
e−tL
}
t≥0 generated by L will play a crucial role in our work.
Our first main result is the following.
Theorem 1.1. Let f ∈ Dom(Lσ). A solution of the extension problem
u(x, 0) = f(x), on Ω;(1.5)
−Lxu+ 1− 2σ
y
uy + uyy = 0, in Ω× (0,∞);(1.6)
is given by
(1.7) u(x, y) =
1
Γ(σ)
∫ ∞
0
e−tL(Lσf)(x)e−
y2
4t
dt
t1−σ
,
and
(1.8) lim
y→0+
u(x, y)− u(x, 0)
y2σ
=
Γ(−σ)
4σΓ(σ)
Lσf(x) =
1
2σ
lim
y→0+
y1−2σuy(x, y).
Moreover, the following Poisson formula for u holds:
(1.9) u(x, y) =
y2σ
4σΓ(σ)
∫ ∞
0
e−tLf(x)e−
y2
4t
dt
t1+σ
=
1
Γ(σ)
∫ ∞
0
e−
y2
4r Lf(x)e−r
dr
r1−σ
.
All identities in Theorem 1.1 are understood in L2(Ω, dη). Note that a solution u to the degenerate
boundary value problem (1.5)-(1.6) is written explicitly in terms of the heat semigroup e−tL acting
on Lσf . From here, the Poisson formula (1.9) can be immediately obtained (see the proof in Section
2), where no fractional power of L is involved. When L = −∆, the extension result of [2] is recovered
(see Examples 2.14). More properties concerning the Poisson formula are contained in Theorem 2.1.
Moreover, (1.9) can be derived as in [2] (Remark 2.6): use the fundamental solution (that involves
the kernel of the heat semigroup generated by L) and an appropriate conjugate equation (2.10) to
infer the Poisson kernel (see (2.11)). The conjugate equation will be studied in detail by defining
Cauchy-Riemann equations (2.12) adapted to equation (1.6). See Section 2.
If L has discrete spectrum, i.e. Lφk = λkφk, λk ≥ 0, and {φk}k∈N0 is an orthonormal basis of
L2(Ω, dη), the definition of the fractional power Lσ is given in the natural way: if f ∈ L2(Ω, dη) has
the property that
∑
k λ
2σ
k |〈f, φk〉|2 =
∑
k λ
2σ
k
∣∣∫
Ω
fφk dη
∣∣2 <∞, then
(1.10) Lσf =
∑
k
λσk 〈f, φk〉φk, sum in L2(Ω).
In Section 3 it is shown that, under this assumption, (1.5)-(1.6) has a unique solution u (vanishing
as y → ∞) such that (1.8) holds in the L2(Ω)-sense. The proof is elementary using orthogonal
expansions: just write u(x, y) =
∑
k ck(y)φk(x) and observe that the coefficients ck satisfy a Bessel
equation. Hence, for the existence and uniqueness in this case, the general theory of degenerate PDE’s
mentioned above is not needed. This method also gives us local Neumann solutions (see Subsection
3.2).
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Let us now turn to the case of the fractional harmonic oscillator. We will be able to define Hσf for
all tempered distributions f . If f is a function that has also some local regularity then the extension
result is true in the classical sense (Theorem 4.2 and Remark 4.3). This last fact is an essential
ingredient for the second main result of this article: the interior Harnack’s inequality for Hσ.
Theorem 1.2. Let x0 ∈ Rn and R > 0. Then there exists a positive constant C depending only on
n, σ, x0 and R such that
sup
BR/2(x0)
f ≤ C inf
BR/2(x0)
f,
for all nonnegative functions f : Rn → R that are C2 in BR(x0) and such that Hσf(x) = 0 for all
x ∈ BR(x0).
The Harnack’s inequality is valid for 0 < σ < 1 and the proof given in Section 4 is based (as we
already remarked) on Theorem 4.2 and the Harnack’s inequality for degenerate Schro¨dinger operators
proved by C. E. Gutie´rrez in [4] (this idea is contained in [2] for the case of the fractional Laplacian).
The Harnack’s inequality for H (σ = 1) follows from general results (see [13]).
The final part of the paper is devoted to the study of the pointwise expression of the fractional
harmonic oscillator and some of its consequences. To that end we collect some previous facts about
the fractional Laplacian (−∆)σ. The natural way to arrive to (1.2) starting from (1.1) would be by
taking the inverse Fourier transform. However, this path can be avoided if we consider the classical
formula for Lσ that involves the heat-diffusion semigroup generated by L:
(1.11) Lσf(x) =
1
Γ(−σ)
∫ ∞
0
(
e−tLf(x)− f(x)) dt
t1+σ
.
Note that (1.11) is motivated by the identity λσ = 1Γ(−σ)
∫∞
0
(e−tλ−1) dtt1+σ , λ > 0. When L = −∆ and
f ∈ S in (1.11), the Fourier transform recovers (1.1). Furthermore, the formula allows us to obtain
(in a very simple way) expression (1.2) with the constant cn,σ computed explicitly and in particular
to see (Proposition 5.3) that if a function f is C2 around some x ∈ Rn then
lim
σ→1−
(−∆)σf(x) = −∆f(x).
In Section 5 we put L = H in (1.11) to get a pointwise formula for Hσf(x) (see Theorem 5.7) and,
from there, some maximum and comparison principles for Hσ.
Throughout this paper S is the Schwartz class of rapidly decreasing C∞(Rn) functions, the letter C
denotes a constant that may change in each occurrence and it will depend on the parameters involved
(whenever it is necessary we point out this dependence with subscripts) and Γ stands for the Gamma
function. We restrict our attention to 0 < σ < 1 and, in this range, Γ(−σ) := Γ(1−σ)−σ < 0.
2. The extension problem
We begin with the basics of the spectral analysis that will be used throughout this Section. The
complete details can be found in [8, Ch. 12 and 13]. Since L is a nonnegative, densely defined and
self-adjoint operator on L2(Ω, dη) = L2(Ω), there is a unique resolution E of the identity, supported
on the spectrum of L (which is a subset of [0,∞)), such that
L =
∫ ∞
0
λ dE(λ).
The identity above is a shorthand notation that means
〈Lf, g〉L2(Ω) =
∫ ∞
0
λ dEf,g(λ), f ∈ Dom(L), g ∈ L2(Ω),
where dEf,g(λ) is a regular Borel complex measure of bounded variation concentrated on the spectrum
of L, with d |Ef,g| (0,∞) ≤ ‖f‖L2(Ω) ‖g‖L2(Ω). If φ(λ) is a real measurable function defined on [0,∞),
then the operator φ(L) is given formally by
(2.1) φ(L) =
∫ ∞
0
φ(λ) dE(λ).
4 P. R. STINGA AND J. L. TORREA
That is, φ(L) is the operator with domain
Dom(φ(L)) =
{
f ∈ L2(Ω) :
∫ ∞
0
|φ(λ)|2 dEf,f (λ) <∞
}
,
defined by
(2.2) 〈φ(L)f, g〉L2(Ω) =
〈∫ ∞
0
φ(λ) dE(λ)f, g
〉
L2(Ω)
=
∫ ∞
0
φ(λ) dEf,g(λ).
These considerations allow us to define the following operators:
The heat-diffusion semigroup generated by L: with domain L2(Ω),
e−tL =
∫ ∞
0
e−tλ dE(λ), t ≥ 0.
We have the contraction property in L2(Ω):
∥∥e−tLf∥∥
L2(Ω)
≤ ‖f‖L2(Ω).
The fractional operators Lσ, for 0 < σ < 1: with domain Dom(Lσ) ⊂ Dom(L),
Lσ =
∫ ∞
0
λσ dE(λ) =
1
Γ(−σ)
∫ ∞
0
(
e−tL − Id) dt
t1+σ
.
The negative powers L−σ, for σ > 0:
(2.3) L−σ =
∫ ∞
0
λ−σ dE(λ) =
1
Γ(σ)
∫ ∞
0
e−tL
dt
t1−σ
.
Proof of Theorem 1.1.
1. First we prove that u(·, y) ∈ L2(Ω) and, for all g ∈ L2(Ω),
(2.4) 〈u(·, y), g(·)〉L2 =
1
Γ(σ)
∫ ∞
0
〈
e−tL(Lσf), g
〉
L2(Ω)
e−
y2
4t
dt
t1−σ
.
For each R > 0 we let
uR(x, y) =
1
Γ(σ)
∫ R
0
e−tL(Lσf)(x)e−
y2
4t
dt
t1−σ
.
Since f ∈ Dom(Lσ), e−tL(Lσf) ∈ L2(Ω). Moreover, e− y
2
4t /t1−σ is integrable near 0 as a function of t.
Then, using Bochner’s Theorem, (2.2), the fact that dEf,g(λ) is of bounded variation, and the change
of variables t = r/λ, we have
〈uR(·, y), g(·)〉L2(Ω) =
1
Γ(σ)
∫ R
0
〈
e−tLLσf, g
〉
L2(Ω)
e−
y2
4t
dt
t1−σ
=
1
Γ(σ)
∫ R
0
∫ ∞
0
e−tλλσ dEf,g(λ) e−
y2
4t
dt
t1−σ
=
1
Γ(σ)
∫ ∞
0
∫ R
0
e−tλ(tλ)σe−
y2
4t
dt
t
dEf,g(λ)
=
1
Γ(σ)
∫ ∞
0
∫ Rλ
0
e−rrσe−
y2
4r λ
dr
r
dEf,g(λ),
so that ∣∣∣〈uR(·, y), g(·)〉L2(Ω)∣∣∣ ≤ 1Γ(σ)
∫ ∞
0
∫ ∞
0
e−rrσ
dr
r
d |Ef,g| (λ) ≤ ‖f‖L2(Ω) ‖g‖L2(Ω) .
Therefore, for each fixed y > 0, uR(·, y) is in L2(Ω), and ‖uR(·, y)‖L2(Ω) ≤ ‖f‖L2(Ω).
The last calculation shows that limR1,R2→∞ 〈uR2(·, y)− uR1(·, y), g(·)〉L2(Ω) = 0. Then, for any
sequence
{
Rj
}
j∈N of positive numbers, with R
j ↗∞, the family {uRj (·, y)}j∈N is a Cauchy sequence
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of bounded linear operators on L2(Ω). Thus, uR(·, y) → u(·, y) weakly in L2(Ω), as R → ∞, and
u(·, y) ∈ L2(Ω). Moreover,
〈u(·, y), g(·)〉L2(Ω) = limR→∞ 〈uR(·, y), g(·)〉L2(Ω) = limR→∞
1
Γ(σ)
∫ ∞
0
∫ R
0
e−tλ(tλ)σe−
y2
4t
dt
t
dEf,g(λ)
=
1
Γ(σ)
∫ ∞
0
∫ ∞
0
e−tλ(tλ)σe−
y2
4t
dt
t
dEf,g(λ) =
1
Γ(σ)
∫ ∞
0
∫ ∞
0
e−tλλσ dEf,g(λ) e−
y2
4t
dt
t1−σ
=
1
Γ(σ)
∫ ∞
0
〈e−tL(Lσf), g〉L2(Ω)e−
y2
4t
dt
t1−σ
,
where the limit can be taken inside the integral because the double integral converges absolutely.
Hence, (2.4) follows.
2. Next we show that u(·, y) ∈ Dom(L), that is,
lim
s→0+
〈
e−sLu(·, y)− u(·, y)
s
, g(·)
〉
L2(Ω)
exists for all g ∈ L2(Ω).
As e−sL is self-adjoint, by (2.4) we have
〈
e−sLu(·, y), g(·)〉
L2(Ω)
=
〈
u(·, y), e−sLg(·)〉
L2(Ω)
=
1
Γ(σ)
∫ ∞
0
〈
e−tLLσf, e−sLg
〉
L2(Ω)
e−
y2
4t
dt
t1−σ
=
1
Γ(σ)
∫ ∞
0
〈
e−sLe−tLLσf, g
〉
L2(Ω)
e−
y2
4t
dt
t1−σ
.
Hence, (2.4), (2.2), Fubini’s Theorem and dominated convergence give〈
e−sLu(·, y)− u(·, y)
s
, g(·)
〉
L2(Ω)
=
1
Γ(σ)
∫ ∞
0
〈
e−sLe−tLLσf − e−tLLσf
s
, g
〉
L2(Ω)
e−
y2
4t
dt
t1−σ
=
1
Γ(σ)
∫ ∞
0
∫ ∞
0
e−sλe−tλλσ − e−tλλσ
s
dEf,g(λ) e
− y2
4t
dt
t1−σ
=
1
Γ(σ)
∫ ∞
0
∫ ∞
0
e−sλe−tλλσ − e−tλλσ
s
e−
y2
4t
dt
t1−σ
dEf,g(λ)
−→
s→0+
1
Γ(σ)
∫ ∞
0
∫ ∞
0
∂t(e
−tλ)λσe−
y2
4t
dt
t1−σ
dEf,g(λ)
=
1
Γ(σ)
∫ ∞
0
∫ ∞
0
∂t(e
−tλ)λσ dEf,g(λ) e−
y2
4t
dt
t1−σ
= − 1
Γ(σ)
∫ ∞
0
〈
Le−tLLσf, g
〉
L2(Ω)
e−
y2
4t
dt
t1−σ
3. We check the boundary condition (1.5): for g ∈ L2(Ω), by (2.4),
〈u(·, y), g(·)〉 = 1
Γ(σ)
∫ ∞
0
∫ ∞
0
e−tλ(tλ)σ dEf,g(λ) e−
y2
4t
dt
t1−σ
=
1
Γ(σ)
∫ ∞
0
∫ ∞
0
e−rrσe−
y2λ
4r
dr
r
dEf,g(λ) −→
y→0
〈f, g〉L2(Ω).
4. The function u is differentiable with respect to y and
(2.5) uy(x, y) =
1
Γ(σ)
∫ ∞
0
e−tL(Lσf)(x) ∂y(e−
y2
4t )
dt
t1−σ
=
−1
Γ(σ)
∫ ∞
0
e−tL(Lσf)(x)
ye−
y2
4t
2t
dt
t1−σ
.
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Indeed applying (2.4), dominated convergence and Bochner’s Theorem we get
lim
h→0
〈
u(·, y + h)− u(·)
h
, g(·)
〉
L2(Ω)
=
1
Γ(σ)
∫ ∞
0
〈
e−tL(Lσf), g
〉
L2(Ω)
∂y(e
− y2
4t )
dt
t1−σ
=
〈
1
Γ(σ)
∫ ∞
0
e−tL(Lσf)∂y(e−
y2
4t )
dt
t1−σ
, g
〉
L2(Ω)
.
5. The function u verifies the extension equation (1.6). Observe that the integral defining uy in
(2.5) is absolutely convergent as a Bochner integral, and it can be differentiated again with respect
to y. Hence,〈
1− 2σ
y
uy(·, y) + uyy(·, y), g(·)
〉
L2(Ω)
=
1
Γ(σ)
∫ ∞
0
〈
e−tLLσf, g
〉
L2(Ω)
(
σ − 1
t
+
y2
4t2
)
e−
y2
4t
dt
t1−σ
= − 1
Γ(σ)
∫ ∞
0
∂t
[∫ ∞
0
e−tλλσ dEf,g(λ)
]
e−
y2
4t
dt
t1−σ
=
1
Γ(σ)
∫ ∞
0
λ
∫ ∞
0
e−tλλσe−
y2
4t
dt
t1−σ
dEf,g(λ)
=
〈
L
∫ ∞
0
e−tL(Lσf)e−
y2
4t
dt
t1−σ
, g
〉
= 〈Lu(·, y), g(·)〉L2(Ω) .
6. Let us check (1.8). Note that, for all g ∈ L2(Ω), by (2.4) and the change of variables t = y2/(4r),〈
u(·, y)− u(·, 0)
y2σ
, g(·)
〉
L2(Ω)
=
1
4σΓ(σ)
∫ ∞
0
〈
e−
y2
4r LLσf, g
〉
L2(Ω)
(
e−r − 1
rσ
)
dr
r
,
therefore, since limt→0+
〈
e−tLLσf, g
〉
L2(Ω)
= 〈Lσf, g〉L2(Ω), by dominated convergence, we obtain the
first identity in (1.8). Using (2.5) and the same change of variables, the second equality of (1.8)
follows analogously.
7. Finally, we derive the Poisson formula (1.9). By (2.4), (2.2), Fubini’s Theorem and the change
of variables t = y2/(4rλ), we get
〈u(·, y), g(·)〉L2(Ω) =
1
Γ(σ)
∫ ∞
0
∫ ∞
0
e−tλ(tλ)σe−
y2
4t
dt
t
dEf,g(λ)
=
1
Γ(σ)
∫ ∞
0
∫ ∞
0
e−
y2
4r
(
y2
4r
)σ
e−rλ
dr
r
dEf,g(λ) =
y2σ
4σΓ(σ)
∫ ∞
0
〈
e−tLf, g
〉
L2(Ω)
e−
y2
4r
dr
r1+σ
=
〈
y2σ
4σΓ(σ)
∫ ∞
0
e−tLf e−
y2
4r
dr
r1+σ
, g
〉
L2(Ω)
.
The last equality is due to Bochner’s Theorem.
The second identity of (1.9) follows from the first one via the change of variables r = y2/(4t). 
In what follows, we assume that the heat-diffusion semigroup is given by integration against a
nonnegative heat kernel Kt(x, z), t > 0, x, z ∈ Ω, that is,
e−tLf(x) =
∫
Ω
Kt(x, z)f(z) dη(z).
Since e−tL is self-adjoint, Kt(x, z) = Kt(z, x). The second assumption we make is that the heat kernel
belongs to the domain of L, and ∂tKt(x, z) = LKt(x, z), the derivative with respect to t is understood
in the classical sense. This implies that
∂t
∫
Ω
Kt(x, z)f(z) dη(z) =
∫
Ω
∂tKt(x, z)f(z) dη(z), f ∈ L2(Ω).
Motivated by concrete examples, we add the hypotheses that given x, there exists a constant Cx and
ε > 0, such that ‖Kt(x, ·)‖L2(Ω) + ‖∂tKt(x, ·)‖L2(Ω) ≤ Cx(1 + tε)t−ε.
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Theorem 2.1 (Poisson formula). Denote by Pσy f(x) the function u(x, y) given in (1.9). Then:
(1) We have Pσy f(x) =
∫
Ω
P σy (x, z)f(z) dη(z), where the Poisson kernel
(2.6) P σy (x, z) :=
y2σ
4σΓ(σ)
∫ ∞
0
Kt(x, z)e
− y2
4t
dt
t1+σ
,
is, for each fixed z ∈ Ω, an L2(Ω)-function that verifies (1.6).
(2) supy≥0
∣∣Pσy f ∣∣ ≤ supt≥0 ∣∣e−tLf ∣∣, in Ω.
(3) If e−tL has the contraction property in Lp(Ω), then
∥∥Pσy f∥∥Lp(Ω) ≤ ‖f‖Lp(Ω), for all y ≥ 0.
(4) If limt→0+ e−tLf = f in Lp(Ω), then limy→0+ Pσy f = f in Lp(Ω).
Proof. The integral formula in (1) can be verified by using (1.9), Bochner’s and Fubini’s Theorems.
In order to see that the Poisson kernel satisfies (1.6), we begin by showing that it belongs to the
domain of L. By the assumptions established on the L2-norm of the heat kernel, P σy (·, z) ∈ L2(Ω),
for each z, and, by Bochner’s Theorem,
e−sLP σy (·, z) =
y2σ
4σΓ(σ)
∫ ∞
0
e−sLKt(x, z)e−
y2
4t
dt
t1+σ
, s ≥ 0.
With this, we have
(2.7)
e−sLP σy (·, z)− P σy (·, z)
s
=
y2σ
4σΓ(σ)
∫ ∞
0
e−sLKt(·, z)−Kt(·, z)
s
e−
y2
4r
dr
r1+σ
.
We use the Mean Value Theorem, the fact that Kt(·, z) ∈ Dom(L), and the contraction property of
e−sL, to get∥∥∥∥e−sLKt(·, z)−Kt(·, z)s
∥∥∥∥
L2(Ω)
=
∥∥Le−θLKt(·, z)∥∥L2(Ω) = ∥∥e−θLLKt(·, z)∥∥L2(Ω)
≤ ‖LKt(·, z)‖L2(Ω) = ‖∂tKt(·, z)‖L2(Ω) ≤ Cz(1 + tε)t−ε.
Hence, the Dominated Convergence Theorem (for Bochner integrals) can be applied in (2.7) to see
that the limit as s→ 0+ of both sides exists, and
−LxP σy (x, z) =
y2σ
4σΓ(σ)
∫ ∞
0
∂t (Kt(x, z)) e
− y2
4t
dt
t1+σ
.
Now we are in position to check that P σy (x, z) verifies (1.6). Note that, by dominated convergence,
the derivatives with respect to y of P σy (x, z) exist and can be computed by differentiation inside the
integral sign in (2.6). Then, using integration by parts,
1− 2σ
y
∂yP
σ
y (x, z) + ∂yyP
σ
y (x, z) =
y2σ
4σΓ(σ)
∫ ∞
0
Kt(x, z)e
− y2
4t
(
y2
4t2
− 1 + σ
t
)
dt
t1+σ
= − y
2σ
4σΓ(σ)
∫ ∞
0
∂t(Kt(x, z))e
− y2
4t
dt
t1+σ
= LxP
σ
y (x, z),
thus (1) is proved. (2) follows from the second identity of (1.9). The contraction property of the heat
semigroup gives (3):∥∥Pσy f∥∥Lp(Ω) ≤ 1Γ(σ)
∫ ∞
0
∥∥e− y24r Lf∥∥
Lp(Ω)
e−r
dr
r1−σ
≤ ‖f‖Lp(Ω) .
Finally, observe that∥∥Pσy f − f∥∥Lp(Ω) ≤ 1Γ(σ)
∫ ∞
0
∥∥e− y24t Lf − f∥∥
Lp(Ω)
e−r
dr
r1−σ
,
so (4) follows. 
Remark 2.2. Note in (1.9) that, when σ = 1/2, P1/2y f = e−t
√
Lf is the classical subordinated
Poisson semigroup of L acting on f (see [11, p. 47 and 49]).
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Proposition 2.3 (Fundamental solution of (1.6)). The function
(2.8) Ψσx(z, y) =
1
Γ(σ)
∫ ∞
0
Kt(x, z)e
− y2
4t
dt
t1−σ
,
satisfies equation (1.6), Ψσx(z, y) = Ψ
σ
z (x, y), and
(2.9) lim
y→0+
〈
1
2σ
y1−2σ∂yΨσx(·, y), f(·)
〉
L2(Ω)
=
Γ(−σ)
4σΓ(σ)
f(x).
Proof. As in the proof of Theorem 1.1, it can be checked that for each x,
lim
R→∞
〈
1
Γ(σ)
∫ R
0
Kt(x, ·)e−
y2
4t
dt
t1−σ
, g(·)
〉
L2(Ω)
= 〈Ψσx(·, y), g(·)〉L2(Ω)
=
1
Γ(σ)
∫ ∞
0
e−tLg(x)e−
y2
4t
dt
t1−σ
,
and that (2.8) satisfies (1.6). Differentiation with respect to y inside the integral in (2.8) can be
performed to get
y1−2σ
2σ
∂yΨ
σ
x(z, y) =
−1
4σσΓ(σ)
∫ ∞
0
Kt(x, z)e
− y2
4t
(
y2
4t
)1−σ
dt
t
=
−1
4σσΓ(σ)
∫ ∞
0
K y2
4r
(x, z)e−r
dr
rσ
.
With this we obtain (2.9):
y1−2σ
2σ
∫
Ω
∂yΨ
σ
x(z, y)f(z) dη(z) =
−1
4σσΓ(σ)
∫ ∞
0
e−
y2
4r f(x)e−r
dr
rσ
→ −Γ(1− σ)
4σσΓ(σ)
f(x) =
Γ(−σ)
4σΓ(σ)
f(x), y → 0+.

Remark 2.4. It can also be proved that
lim
y→0+
〈
Ψσx(·, y)−Ψσx(·, 0)
y2σ
, f(·)
〉
L2(Ω)
=
Γ(−σ)
4σΓ(σ)
f(x).
Proposition 2.5. Let v(x, y) = y1−2σuy(x, y), where u solves (1.6). Then v is a solution of the
following “conjugate equation”
(2.10) − Lv − 1− 2σ
y
vy + vyy = 0, in Ω× (0,∞).
Proof. The calculation is analogous to the one given in [2], with the obvious modifications, and we
omit it here. 
Remark 2.6. As in [2] the fundamental solution (2.8) and the “conjugate equation” (2.10) (which
coincides with the conjugate equation given in [2] when L = −∆) can help us to find the Poisson
kernel (2.6). Indeed, we want to write u(x, y) = Pσy f(x) =
∫
Ω
P σy (x, z)f(z) dη(z) where the Poisson
kernel P σy (x, z) must be a solution of (1.6) for all z and limy→0+ Pσy f(x) = f(x). The right choice
would be
(2.11) P σy (x, z) =
41−σΓ(1 − σ)
Γ(−(1− σ))2(1− σ) y
1−2(1−σ)∂yΨ1−σx (z, y) = C1−σy
1−2(1−σ)∂yΨ1−σx (z, y),
since it solves the “conjugate equation” (2.10) with 1− σ in the place of σ (thus it verifies (1.6)) and
by (2.9) and the choice of C1−σ,
lim
y→0+
C1−σ
∫
Ω
y1−2(1−σ)∂yΨ1−σx (z, y)f(z) dη(z) = f(x).
A simple calculation shows that (2.11) coincides with (2.6).
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In the following discussion we shall assume that the operator L can be factorized as L = D∗iDi,
where Di = ai(xi)∂xi + bi(xi), is a one dimensional (in the ith direction) partial differential operator,
and D∗i is the formal adjoint (with respect to dη) of Di. See examples at the end of this Section. In
this case we give a definition of n conjugate functions related to the Poisson formula for u.
Let Eσ = −L+ 1−2σy ∂y + ∂yy. Then the factorization
Eσ = −
n∑
i=1
D∗iDi + y
−(1−2σ)∂y(y1−2σ∂y),
suggests the following definition of Cauchy-Riemann equations for a system of functions u, v1, . . . , vn :
Ω× (0,∞)→ R such that Eσu = 0:
(2.12)

y1−2σ∂yu = D∗1v1 + · · ·+D∗nvn,
Diu = y
−(1−2σ)∂yvi, i = 1, . . . , n,
Dkvi = Divk, i, k = 1, . . . , n.
Proposition 2.7. Let u be a solution of Eσu = 0 in Ω× (0,∞). If v1, . . . , vn verify (2.12) then each
vi solves the ith conjugate equation
(2.13) Ei1−σvi = −Lvi + [D∗i , Di]vi −
1− 2σ
y
∂yvi + ∂yyvi = 0, i = 1, . . . , n,
where [D∗i , Di] = D
∗
iDi −DiD∗i .
Proof.
−Lvi + [D∗i , Di]vi = −
∑
k 6=i
D∗kDkvi −DiD∗i vi = −
∑
k 6=i
D∗kDivk −DiD∗i vi = −Di
(
n∑
k=1
D∗kvk
)
= −Di
(
y1−2σ∂yu
)
= −y1−2σ∂y(Diu) = −y1−2σ∂y(y−(1−2σ)∂yvi)
=
1− 2σ
y
∂yvi − ∂yyvi.

Remark 2.8. The ith conjugate equation (2.13) is not the same as the “conjugate equation” (2.10).
They will coincide only when [D∗i , Di] = 0. This is the case if L = −∆: the conjugate equation
established in [2] is equal to each ith conjugate equation (2.13).
Proposition 2.9. Fix z ∈ Ω and choose u(x, y) = P σy (x, z). Then a solution to (2.12) is given by
the n conjugate Poisson kernels defined by
(2.14) vi(x, y) := Q
σ,i
y (x, z) =
−2
4σΓ(σ)
Di
∫ ∞
0
Kt(x, z)e
− y2
4t
dt
tσ
, i = 1, . . . , n.
Proof. From (2.11) and the second equation of (2.12) we have C1−σDi∂yΨ1−σx (z, y) = ∂yQ
σ,i
y (x, z), so,
in view of (2.8), Qσ,iy (x, z) can be chosen as in (2.14). Clearly DkQ
σ,i
y (x, z) = DiQ
σ,k
y (x, z). Moreover,
the first equation of (2.12) also holds:
D∗1Q
σ,1
y (x, z) + · · ·+D∗nQσ,ny (x, z) =
−2
4σΓ(σ)
n∑
i=1
D∗iDi
∫ ∞
0
Kt(x, z)e
− y2
4t
dt
tσ
=
−2
4σΓ(σ)
∫ ∞
0
LKt(x, z)e
− y2
4t
dt
tσ
=
2
4σΓ(σ)
∫ ∞
0
∂tKt(x, z)e
− y2
4t
dt
tσ
=
−2
4σΓ(σ)
∫ ∞
0
Kt(x, z)e
− y2
4t
(
y2
4t
− σ
)
dt
t1+σ
= y1−2σ∂yP σy (x, z).
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
Corollary 2.10. The Poisson integral of f , u(x, y) = Pσy f(x), and the n conjugate Poisson integrals
of f defined by
(2.15) vi(x, y) ≡ Qσ,iy f(x) :=
∫
Ω
Qσ,iy (x, z)f(z) dη(z) =
−2
4σΓ(σ)
Di
∫ ∞
0
e−tLf(x)e−
y2
4t
dt
tσ
,
for i = 1, . . . , n, solve (2.12).
Remark 2.11. When σ = 1/2, Q1/2,iy f(x) is the ith conjugate function of f associated to L, see [11]
and [12]. A natural question arises: what is the limit of Qσ,iy f(x) as y → 0+? The answer is contained
in the next result.
Theorem 2.12. For each x ∈ Ω,
lim
y→0+
Qσ,iy f(x) =
−2Γ(1− σ)
4σΓ(σ)
DiL
−(1−σ)f(x).
Proof. From the expression of Qσ,iy f(x) in (2.15) and (2.3),
lim
y→0+
Qσ,iy f(x) =
−2Γ(1− σ)
4σΓ(σ)
Di
1
Γ(1 − σ)
∫ ∞
0
e−tLf(x)
dt
t1−(1−σ)
=
−2Γ(1− σ)
4σΓ(σ)
DiL
−(1−σ)f(x).

Remark 2.13. The conclusion of Theorem 2.12 can also be obtained from the following observation:
except for a multiplicative constant, the last formula of (2.15) is just the Di-derivative of the solution
of the extension problem (1.6) for L1−σ with boundary value L−(1−σ)f(x) (see (1.7)). For σ = 1/2,
Theorem 2.12 establishes the boundary convergence to the Riesz transforms DiL
−1/2 (which in case
L = −∆ are the classical Riesz transforms ∂xi(−∆)−1/2). See [11] and [12].
Examples 2.14. We present now some examples of operators L for which our results apply.
The Laplacian in Rn: Observe that, when f ∈ S,
(2.16) et∆f(x) =
∫
Rn
Wt(x − z)f(z) dz, Wt(x) = 1
(4pit)n/2
e−
|x|2
4t .
The Poisson formula given in [2] is recovered: use the change of variables |x−z|
2+y2
4t = r, in
(2.6), to see that the Poisson kernel in this case is
P σ,−∆y (x, z) =
y2σ
4σΓ(σ)
∫ ∞
0
e−
|x−z|2+y2
4t
(4pit)n/2
dt
t1+σ
=
Γ(n/2 + σ)
pin/2Γ(σ)
· y
2σ(
|x− z|2 + y2
)n+2σ
2
.
The function P
1/2,−∆
y (x, z) is the classical Poisson kernel for the harmonic extension of a
function to the upper half space. The Cauchy-Riemann equations read
(2.17)

y1−2σ∂yu = − (∂x1v1 + · · ·+ ∂xnvn) ,
∂xiu = y
−(1−2σ)∂yvi, i = 1, . . . , n,
∂xkvi = ∂xivk, i, k = 1, . . . , n.
The case σ = 1/2 is the classical Cauchy-Riemann system for the n conjugate harmonic
functions to u. In dimension one (2.17) reduces to{
y1−2σ∂yu = −∂xv,
∂xu = y
−(1−2σ)∂yv,
which already appeared in [7].
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Classical expansions: L can be each one of the operators arising in orthogonal expansions,
like the Ornstein-Uhlenbeck operator (Hermite polynomials and Gaussian measure dη(x) =
e−|x|
2
dx),
−∆+ 2x · ∇ =
∑
i
(−∂xi + 2xi) (∂xi) ;
the harmonic oscillator (Hermite functions and Lebesgue measure dη(x) = dx),
−∆+ |x|2 = 1
2
∑
i
[(−∂xi + xi) (∂xi + xi) + (∂xi + xi) (−∂xi + xi)] ;
the Laguerre operator (Laguerre polynomials and measure dη(x) =
∏
i x
αi
i e
−xi)∑
i
xi∂
2
xi,xi + (αi + 1− xi)∂xi =
∑
i
√
xi
(
∂xi +
(
αi + 1/2
xi
− 1
))√
xi ∂xi ;
Jacobi and ultraspherical on (−1, 1); etc.
We would like to point out that in these cases, due to the existence of smooth eigenfunctions,
the proof of Theorem 1.1 can be performed as an exercise of convergence of orthogonal systems,
and it makes it technically simpler.
Elliptic operators: Let L be a positive self-adjoint linear elliptic partial differential operator
on L2(Ω), with Dirichlet boundary conditions, and bounded measurable coefficients. Then the
heat kernel exists, and it verifies our assumptions stated before Theorem 2.1. Even more, its
heat kernel has Gaussian bounds [3, p. 89]. We can also consider Schro¨dinger operators with
nonnegative potentials in a large class [3, Section 4.5].
3. Existence and uniqueness results for the extension problem
In this section we derive the concrete solution of the extension problem in the case of discrete
spectrum. We also find solutions with null Neumann condition. This is done by using classical
Fourier’s method.
Let {φk}k∈N0 be an orthonormal basis of L2(Ω) such that Lφk = λkφk, λk ≥ 0. Recall the definition
of Lσ given in (1.10).
3.1. L2 theory. Let f ∈ L2(Ω) and look for solutions u to (1.5)-(1.6) of the form
(3.1) u(x, y) =
∑
k
ck(y)φk(x).
Then for each k ≥ 0 we have to solve the following ordinary differential equation:
−λkck + 1− 2σ
y
c′k + c
′′
k = 0, y > 0,
with initial condition ck(0) = 〈f, φk〉. According to [6, p. 106], this last equation has a general solution
of the form
(3.2) ck(y) = y
σZσ(±iλ1/2k y),
where Zσ is a linear combination of Bessel functions of order σ. To have uniqueness of the solu-
tion include the boundary condition limy→∞ u(x, y) = 0, weakly in L2(Ω), which translates to the
coefficients as
(3.3) lim
y→∞
ck(y) = 0.
From [6, p. 104], Zσ can be written as
Zσ(z) = A1Jσ(z) +A2H
(1)
σ (z) = B1Jσ(z) +B2H
(2)
σ (z)(3.4)
= C1Jσ(z) + C2J−σ(z) = D1H(1)σ (z) +D2H
(2)
σ (z),(3.5)
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where Jσ denotes the Bessel function of the first kind and H
(1)
σ and H
(2)
σ are the Hankel functions.
To fulfill condition (3.3) we need to review the asymptotic behavior of the Bessel functions. When
|arg z| ≤ pi − δ,
Jσ(z) =
(
2
piz
)1/2 [
cos
(
z − 2σpi + pi
4
)(
1 +O(|z|−2)
)
(3.6)
− sin
(
z − 2σpi + pi
4
)(
4σ2 − 1
8z
+ O(|z|−3)
)]
,
H(1)σ (z) =
(
2
piz
)1/2
ei(z−
2σpi+pi
4 )
(
1 +O(|z|−1)
)
,
H(2)σ (z) =
(
2
piz
)1/2
e−i(z−
2σpi+pi
4 )
(
1 +O(|z|−1)
)
.
Note that for purely imaginary z, Jσ(z)→∞ exponentially and H(1)σ (z)→ 0 or ∞ depending on the
sign of the imaginary part of z. Putting z = iλ
1/2
k y in (3.2) we see that the only possible choice as
solution is the first linear combination of (3.4) as soon as A1 = 0: ck(y) = A2,ky
σH
(1)
σ (iλ
1/2
k y). If Kσ
denotes the modified Bessel function of the third kind then H
(1)
σ (iz) = 2pi−1i−σ−1Kσ(z) and
ck(y) = A2,ky
σ 2i
−σ−1
pi
Kσ(λ
1/2
k y).
To determine A2,k use the initial condition. The asymptotic behavior of Kσ(z) as z → 0 reads
(3.7) Kσ(z) ≈ Γ(σ)2σ−1 1
zσ
.
So that, when y → 0, ck(y) ≈ A2,k2σpi−1i−σ−1Γ(σ)λ−σ/2k . Therefore
A2,k =
pii1+σ
2σΓ(σ)
λ
σ/2
k 〈f, φk〉.
Thus
(3.8) ck(y) = y
σ 2
1−σ
Γ(σ)
λ
σ/2
k 〈f, φk〉Kσ(λ1/2k y).
Since as |z| → ∞,
Kσ(z) ≈
( pi
2z
)1/2
e−z
(
1 +O(|z|−1)
)
,
the series in (3.1), with ck as in (3.8), converges in L
2(Ω) for each y ∈ (0,∞). Finally, (3.7) implies
that (1.5) is fulfilled in the L2(Ω) sense.
On the other hand, by using the properties of the derivatives of Kσ (see [6, p. 110]) and (3.7), as
y → 0 we have
1
2σ
y1−2σc′k(y) =
1
2σ
y1−2σ
21−σ
Γ(σ)
〈f, φk〉 d
d(λ
1/2
k y)
[
(λ
1/2
k y)
σKσ(λ
1/2
k y)
] d(λ1/2k y)
y
=
1
2σ
y1−2σ
21−σ
Γ(σ)
〈f, φk〉(−1)(λ1/2k y)σKσ−1(λ1/2k y)λ1/2k
=
2−σ
−σΓ(σ) 〈f, φk〉λ
σ/2
k λ
1/2
k y
1−σK1−σ(λ
1/2
k y)
≈ 2
−σ
−σΓ(σ) 〈f, φk〉λ
σ/2
k λ
1/2
k y
1−σΓ(1− σ)2−σ 1
(λ
1/2
k y)
1−σ
=
2−2σΓ(1− σ)
−σΓ(σ) λ
σ
k 〈f, φk〉 =
Γ(−σ)
4σΓ(σ)
λσk 〈f, φk〉.
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As a consequence,
1
2σ
lim
y→0+
y1−2σuy(x, y) =
Γ(−σ)
4σΓ(σ)
∑
k
λσk 〈f, φk〉φk(x) =
Γ(−σ)
4σΓ(σ)
Lσf(x),
the limit taken in the L2(Ω)-sense (see (1.10)).
3.2. Local Neumann solutions. Let us find a solution to (1.6) such that
(3.9)
1
2σ
lim
y→0+
y1−2σuy(x, y) = 0, for all x ∈ Ω.
Writing u(x, y) =
∑
k dk(y)φk(x), condition (3.9) implies that limy→0+ y
1−2σd′k(y) = 0. Therefore as
(see (3.2))
d′k(y) = (iλk)
1−σ d
d(iλ
1/2
k y)
[
(iλ
1/2
k y)
σZσ(iλ
1/2
k y)
]
= iλ
1/2
k y
σZσ−1(iλ
1/2
k y),
we require
y1−2σd′k(y) = iλ
1/2
k y
1−σZσ−1(iλ
1/2
k y)→ 0, y → 0.
When z → 0 (see [6]),
Jσ(z) ≈ z
σ
2σΓ(1 + σ)
, H(1)σ (z) ≈
2σΓ(σ)
ipi
1
zσ
, and H(2)σ (z) ≈ −
2σΓ(σ)
ipi
1
zσ
.
Then, as y → 0,
y1−σJσ−1(iλ
1/2
k y)→
(iλ
1/2
k )
σ−1
2σ−1Γ(σ)
,
y1−σH(1)σ−1(iλ
1/2
k y) = y
1−σi2σH(1)1−σ(iλ
1/2
k y)→
21−σΓ(1− σ)i2σ−1
pi
(iλ
1/2
k )
1−σ,
y1−σH(2)σ−1(iλ
1/2
k y) = y
1−σi−2σH(2)1−σ(iλ
1/2
k y)→ −
21−σΓ(1− σ)i−(2σ+1)
pi
(iλ
1/2
k )
1−σ,
but
y1−σJ1−σ(iλ
1/2
k y) ≈
(iλ
1/2
k )
1−σ
21−σΓ(2− σ) y
2−2σ → 0.
Consequently, choose the first linear combination in (3.5) with C1 = 0. Thus
dk(y) = C2,ky
σJ−σ(iλ
1/2
k y),
verifies limy→0 y1−2σd′k(y) = 0. So u formally reads
u(x, y) = yσ
∑
k
C2,kJ−σ(iλ
1/2
k y)φk(x).
In order to have a convergent series (at least for small y), let us determine C2,k. Taking into account
(3.6) it is enough to fix R > 0 and put C2,k = Ce
−λ1/2k R.
In this way we obtained a solution u to equation (1.6) in Ω × (0, R) that satisfies the required
property (3.9).
4. The Harnack’s inequality for Hσ
To prove the Harnack’s inequality in Theorem 1.2 we first study the problem (1.5)-(1.6) for the
harmonic oscillator L = H = −∆+ |x|2 posed in Rn with the Lebesgue measure dη = dx.
Fix 1 ≤ p <∞ and N > 0. Define the space
(4.1) LpN =
u : Rn → R : ‖u‖LpN =
(∫
Rn
|u(z)|p
(1 + |z|2)Np dz
)1/p
<∞
 .
Then LpN ⊂ S ′.
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The heat semigroup generated by H (see [12]) can be given as an integral operator
(4.2) e−tHf(x) =
∫
Rn
Gt(x, z)f(z) dz =
∫
Rn
e−[
1
2
|x−z|2 coth 2t+x·z tanh t]
(2pi sinh 2t)n/2
f(z) dz.
We collect some useful facts about e−tH in the next Proposition, whose proof is postponed to the end
of Section 5.
Proposition 4.1. For f ∈ LpN , the heat semigroup e−tHf(x) is well defined and
(4.3)
∣∣e−tHf(x)∣∣ ≤ C (1 + |x|ρ) ‖f‖LpN
tn/2
, x ∈ Rn, t > 0,
where ρ > 0 depends on p and N . Moreover, (∂t +H)e
−tHf(x) = 0 for all x ∈ Rn and t > 0 and for
i, j = 1, . . . , n,
(4.4)
∣∣∂xi(e−tHf)(x)∣∣ ≤ C (1 + |x|ρ) ‖f‖LpNt(n+1)/2 , ∣∣∂xixj(e−tHf)(x)∣∣ ≤ C (1 + |x|
ρ
) ‖f‖LpN
t(n+2)/2
.
If f is also a C2 function in some open subset O ⊂ Rn then limt→0 e−tHf(x) = f(x) for all x ∈ O.
In the particular case we are considering in this Section, Theorem 1.1 takes the following form, in
which the relevant observation is that all identities are classical.
Theorem 4.2. If f ∈ LpN is a C2 function in some open subset O ⊂ Rn then
(4.5) u(x, y) :=
y2σ
4σΓ(σ)
∫ ∞
0
e−tHf(x)e−
y2
4t
dt
t1+σ
,
is well defined for all x ∈ Rn, y > 0, and
−Hxu+ 1− 2σ
y
uy + uyy = 0, in R
n × (0,∞);
lim
y→0+
u(x, y) = f(x), for x ∈ O.
In addition, for all x ∈ O,
1
2σ
lim
y→0+
y1−2σuy(x, y) =
1
4σΓ(σ)
∫ ∞
0
(
e−tHf(x)− f(x)) dt
t1+σ
.(4.6)
Proof. Estimate (4.3) implies that the integral defining u is absolutely convergent and uy and uyy can
be computed by taking the derivatives inside the integral sign. Moreover, by using (4.4), we have
Hxu(x, y) =
y2σ
4σΓ(σ)
∫ ∞
0
He−tHf(x)e−
y2
4t
dt
t1+σ
,
in the classical sense. Hence, for each x ∈ Rn, u verifies the extension problem in the classical sense.
To check that (4.6) is classical, we begin by recalling that∫ ∞
0
e−
y2
4t
(
2σ − y
2
2t
)
dt
t1+σ
= 0.
Thus
1
2σ
y1−2σuy(x, y) =
1
2σ4σΓ(σ)
∫ ∞
0
e−tHf(x)e−
y2
4t
(
2σ − y
2
2t
)
dt
t1+σ
=
1
2σ4σΓ(σ)
∫ ∞
0
(
e−tHf(x)− f(x)) e− y24t (2σ − y2
2t
)
dt
t1+σ
.
As we shall see later (Remark 5.12) the integral in (4.6) is absolutely convergent for all x ∈ O and f
as in the hypotheses. Therefore (4.6) follows. 
Remark 4.3. In Section 5 we will see that for f ∈ LpN ∩ C2(O), Hσf is well defined and
Hσf(x) =
1
Γ(−σ)
∫ ∞
0
(
e−tHf(x)− f(x)) dt
t1+σ
, x ∈ O.
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Remark 4.4. Theorem 4.2 is valid if H is replaced by −∆ and the function f , with the same
smoothness in O, belongs to Lσ := L1n/2+σ. See the discussion on (−∆)σ given in Section 5.
Lemma 4.5 (Reflection extension). Fix R > 0 and x0 ∈ Rn. Let u be a solution of
−Hxu+ 1− 2σ
y
uy + uyy = 0, in R
n × (0, R),
with
(4.7) lim
y→0+
y1−2σuy(x, y) = 0, for every x such that |x− x0| < R.
Then the extension to Rn × (−R,R) defined by
(4.8) u˜(x, y) =
{
u(x, y), y ≥ 0;
u(x,−y), y < 0;
verifies the degenerate Schro¨dinger equation
(4.9) div(|y|1−2σ∇u˜)− |y|1−2σ |x|2 u˜ = 0,
in the weak sense in B :=
{
(x, y) ∈ Rn+1 : |x− x0|2 + y2 < R2
}
.
Proof. A nontrivial solution u can be found with the method of Subsection 3.2 since the eigenfunctions
of the harmonic oscillator H are the Hermite functions hα, α ∈ Nn0 , with corresponding eigenvalues
λα = 2 |α|+ n (see Section 5). Given ϕ ∈ C∞c (B) we want to prove that
I :=
∫
B
(
∇u˜ · ∇ϕ+ |x|2 u˜ϕ
)
|y|1−2σ dx dy = 0.
For δ > 0 we have
I =
∫
B∩{|y|≥δ}
div(|y|1−2σ ϕ∇u˜) dx dy +
∫
B∩{|y|<δ}
(
∇u˜ · ∇ϕ+ |x|2 u˜ϕ
)
|y|1−2σ dx dy
=
∫
B∩{|y|=δ}
ϕδ1−2σu˜y(x, δ) dx+
∫
B∩{|y|<δ}
(
∇u˜ · ∇ϕ+ |x|2 u˜ϕ
)
|y|1−2σ dx dy.
As δ → 0, the first term above goes to zero because of (4.7) and the second term goes to zero because(
|∇u˜|2 + |x|2 u˜
)
|y|1−2σ is a locally integrable function. 
Proof of Theorem 1.2. Let u be as in Theorem 4.2. Since f is a nonnegative function, from (4.2) and
(4.5) we see that u ≥ 0. Because of Remark 4.3, its reflection (4.8) satisfies Lemma 4.5. Note that
(4.9) is a degenerate Schro¨dinger equation with A2 weight w = |y|1−2σ and potential V = |y|1−2σ |x|2
such that V/w ∈ Lpw locally for p large enough. So we can apply the result of [4] to obtain the
Harnack’s inequality for u˜ and thus for f . 
5. Pointwise formula for Hσ and some of its consequences
The semigroup language adopted in Section 2, allows us to get the exact pointwise formula for the
fractional Laplacian (−∆)σ on Rn. The constants involved in the definition are computed exactly in
an easy way.
Lemma 5.1. For f ∈ S,
(5.1) (−∆)σf(x) = 1
Γ(−σ)
∫ ∞
0
(
et∆f(x)− f(x)) dt
t1+σ
=
4σΓ(n/2 + σ)
pin/2Γ(−σ) P.V.
∫
Rn
f(z)− f(x)
|x− z|n+2σ dz.
Proof. The first identity follows by Fourier transform. From the fact that et∆1(x) ≡ 1 we can write
(5.2)
∫ ∞
0
(
et∆f(x)− f(x)) dt
t1+σ
=
∫ ∞
0
∫
Rn
Wt(x− z)(f(z)− f(x)) dz dt
t1+σ
= I1 + I2,
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where
I1 :=
∫ ∞
0
∫
|x−z|>1
Wt(x− y)(f(z)− f(x)) dz dt
t1+σ
,
and Wt is the heat kernel for the Laplacian (2.16). Use the change of variables s =
|x−z|2
4t to see that
(5.3)
∫ ∞
0
1
(4pit)n/2
e−
|x−z|2
4t
dt
t1+σ
=
4σΓ(n/2 + σ)
pin/2
· 1|x− z|n+2σ .
So, since f is bounded, I1 converges absolutely. Passing to polar coordinates,
I2 =
∫ ∞
0
1
(4pit)n/2
∫ 1
0
e−
r2
4t rn−1
∫
|z′|=1
(f(x+ rz′)− f(x)) dS(z′) dr dt
t1+σ
.
By Taylor’s Theorem,
∫
|z′|=1(f(x+ rz
′)− f(x)) dS(z′) = Cnr2∆f(x) +O(r3), thus
|I2| ≤ Cn,∆f(x)
∫ 1
0
rn+1
∫ ∞
0
e−
r2
4t
tn/2+σ
dt
t
dr = Cn,∆f(x),σ
∫ 1
0
r1−2σ dr = Cn,∆f(x),σ,
and I2 converges. Therefore apply Fubini’s Theorem in (5.2) and (5.3) to get (5.1). 
Remark 5.2. Lemma 5.1 gives the exact value of the positive constant cn,σ in (1.2). Observe that
(5.4) cn,σ =
−4σΓ(n/2 + σ)
pin/2Γ(−σ) → 0, as σ → 0
+ or σ → 1−.
When f ∈ S it is clear (by Fourier transform) that limσ→1− (−∆)σf = −∆f . The next Proposition
shows that this is in fact valid for f ∈ C2. Note that if f ∈ S then, from (1.1), (−∆)σf /∈ S, but still
(−∆)σf ∈ C∞. It can be checked that for every β ∈ Nn0 the function (1 + |x|n+2σ)Dβ(−∆)σf(x) is
bounded. Therefore the set Lσ :=
{
u : Rn → R : ‖u‖Lσ =
∫
Rn
|u(z)|
1+|z|n+2σ dz <∞
}
(which is L1n/2+σ
in (4.1)), consists of all locally integrable tempered distributions u for which (−∆)σu can be defined.
If f ∈ Lσ is C2 in an open set O then it can be proved that (−∆)σf is a continuous function in O
and its values are given by the second integral in (5.1). For all the details see [9] and [10].
Proposition 5.3. Let f ∈ C2(B2(x)) ∩ L∞(Rn) for some x ∈ Rn. Then
lim
σ→1−
(−∆)σf(x) = −∆f(x).
Proof. Fix an arbitrary ε > 0. Since f ∈ C2(B2(x)) there exists δ = δε > 0 such that
(5.5)
∣∣D2f(w)−D2f(w′)∣∣ < ε, for all w,w′ ∈ B1(x) such that |w − w′| < δ.
Write (−∆)σf(x) = cn,σ(I + II) where I =
∫
|x−z|>δ
f(x)−f(z)
|x−z|n+2σ dz. We have |I| ≤ Cnσ−1δ−2σ ‖f‖L∞ ,
so that from (5.4), cn,σI → 0 as σ → 1−. Using polar coordinates, Taylor’s Theorem and recalling
that
∫
|z′|=1(z
′
1)
2 dS(z′) = (n/2+1)pi
n/2
Γ(n/2+2) ,
II =
∫ δ
0
r−1−2σ
∫
|z′|=1
(f(x)− f(x− rz′)) dS(z′) dr
=
∫ δ
0
r−1−2σ
∫
|z′|=1
R1f(x, rz
′) dS(z′) dr
=
∫ δ
0
r−1−2σ
[
−∆f(x)(n/2 + 1)pin/2r2
2Γ(n/2 + 2)
+
∫
|z′|=1
(
R1f(x, rz
′)− r
2
2
〈D2f(x)z′, z′〉
)
dS(z′)
]
dr
=
−∆f(x)(n/2 + 1)pin/2δ2−2σ
4Γ(n/2 + 2)(1− σ) +
∫ δ
0
r−1−2σ
∫
|z′|=1
(
R1f(x, rz
′)− r
2
2
〈D2f(x)z′, z′〉
)
dS(z′)dr
=: II1 + II2,
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where R1f(x, rz
′) is the Taylor’s remainder of first order. Then (5.4) entails
cn,σII1 =
−∆f(x)σ(n/2 + 1)Γ(n/2 + σ)δ2−2σ
41−σΓ(n/2 + 2)Γ(2− σ) → −∆f(x)
(n/2 + 1)Γ(n/2 + 1)
Γ(n/2 + 2)
= −∆f(x),
as σ → 1−. Finally, by (5.5),
∣∣∣R1f(x, rz′)− r22 〈D2f(x)z′, z′〉∣∣∣ ≤ Cnr2ε and |II2| ≤ Cnδ2−2σ(1−σ)−1ε.
Therefore limσ→1−1 |cn,σII2| ≤ Cnε. 
Remark 5.4. For f ∈ C2(B2(x)) ∩ Lσ the second identity in (5.1) is valid (the idea is to use the
continuity of D2f as in the proof of Proposition 5.3).
We shall now discuss the definition of the fractional harmonic oscillator Hσ and the pointwise
formula for Hσf(x). The eigenfunctions of H (see [12]) are the multi-dimensional Hermite functions
defined on Rn as hα(x) = Φα(x)e
−|x|2/2, α ∈ Nn0 , where Φα are the multi-dimensional Hermite
polynomials, and Hhα = (2 |α| + n)hα. Note that hα ∈ S. The set of Hermite functions forms an
orthonormal basis of L2(Rn). Let f ∈ S. The Hermite series expansion of f given by
(5.6)
∑
α
〈f, hα〉hα =
∞∑
k=0
∑
|α|=k
〈f, hα〉hα,
with 〈f, hα〉 =
∫
Rn
fhα dx (which converges to f in L
2), converges uniformly in Rn to f . This
uniform convergence is a consequence of the fact that ‖hα‖L∞(Rn) ≤ C for all α ∈ Nn0 and the
following estimate: for every m ∈ N,
(5.7) |〈f, hα〉| = |〈H
mf, hα〉|
(2 |α|+ n)m ≤
‖Hmf‖L2
(2 |α|+ n)m ,
since H is a symmetric operator. If f ∈ S then
(5.8) e−tHf(x) =
∑
α
e−t(2|α|+n)〈f, hα〉hα(x), t ≥ 0,
the series converging uniformly in Rn. By the given estimates on ‖hα‖L∞ and |〈f, hα〉| the series
defining the fractional Hermite operator
(5.9) Hσf =
∑
α
(2 |α|+ n)σ〈f, hα〉hα
converges uniformly in Rn.
Lemma 5.5. For f ∈ S,
Hσf(x) =
1
Γ(−σ)
∫ ∞
0
(
e−tHf(x)− f(x)) dt
t1+σ
.
Proof. Let cα = 〈f, hα〉. Because of the uniform convergence of the series of (5.6), (5.8) and (5.9) we
get ∫ ∞
0
(
e−tHf(x)− f(x)) dt
t1+σ
=
∫ ∞
0
(∑
α
e−t(2|α|+n)cαhα(x) −
∑
α
cαhα(x)
)
dt
t1+σ
=
∑
α
cαhα(x)
∫ ∞
0
[
e−t(2|α|+n) − 1
] dt
t1+σ
= Γ(−σ)
∑
α
(2 |α|+ n)σcαhα(x) = Γ(−σ)Hσf(x).

We have the following important Lemma whose technical proof is given at the end of this section.
Lemma 5.6. Hσ is a continuous operator on S.
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Lemma 5.6 together with the symmetry of Hσ on S (that can be easily verified via Hermite series
expansions) allow us to give a distributional definition of Hσ: for u ∈ S ′, define Hσu ∈ S ′ through
〈Hσu, f〉 := 〈u,Hσf〉.
Therefore Hσ is well defined for all functions u that are tempered distributions. In particular, u can
be taken from the space LpN of (4.1), 1 ≤ p <∞, N > 0.
Recall the expression of Gt given in (4.2) and the fact that (see [5])
(5.10) e−tH1(x) =
1
(cosh 2t)n/2
e−
tanh 2t
2
|x|2 ≤ 1.
Define the nonnegative functions
(5.11) Fσ(x, z) :=
1
−Γ(−σ)
∫ ∞
0
Gt(x, z)
dt
t1+σ
, Bσ(x) :=
1
Γ(−σ)
∫ ∞
0
(
e−tH1(x)− 1) dt
t1+σ
.
Theorem 5.7. Let f be a function in LpN that is C
2(O) for some open subset O ⊂ Rn. Then Hσf
is a continuous function in O and
Hσf(x) = Sσf(x) + f(x)Bσ(x), x ∈ O,
where
(5.12) Sσf(x) =
∫
Rn
Fσ(x, z)(f(x)− f(z)) dz.
In (5.12) we see that Hσ is a nonlocal operator. Before giving the proof of Theorem 5.7 we establish
some easy consequences.
Theorem 5.8 (Maximum principle for Hσ). Let f be a function in LpN that is C
2 in an open set
O ⊂ Rn. Assume that f ≥ 0 and f(x0) = 0 for some x0 ∈ O. Then Hσf(x0) ≤ 0. Moreover,
Hσf(x0) = 0 only when f ≡ 0.
Proof. By Theorem 5.7, since f, Fσ ≥ 0,
Hσf(x0) =
∫
Rn
(f(x0)− f(z))Fσ(x0, z) dz + f(x0)Bσ(x0) = −
∫
Rn
f(z)Fσ(x0, z) dz ≤ 0.
If f(z) > 0 in some set of positive measure, then the last inequality is strict. 
Corollary 5.9 (Comparison principle for Hσ). Let f, g ∈ LpN ∩ C2(O) be such that f ≥ g and
f(x0) = g(x0) at some x0 ∈ O. Then Hσf(x0) ≤ Hσg(x0). Moreover, Hσf(x0) = Hσg(x0) only
when f ≡ g.
We devote the rest of this paper to the proofs of Lemma 5.6, Theorem 5.7, Proposition 4.1, and to
complete the missing details at the end of Section 3.
Proof of Lemma 5.6. Define the first order partial differential operators
Ai :=
∂
∂xi
+ xi, A−i := − ∂
∂xi
+ xi, i = 1, . . . , n.
It is well known that
(5.13) Aihα(x) = (2αi)
1/2hα−ei(x), A−ihα(x) = (2αi + 2)
1/2hα+ei(x),
where ei is the ith coordinate vector in N
n
0 (see [12]). This implies that H
σf ∈ C∞ and for all k ∈ N,
(5.14) Ai1 · · ·AikHσf(x) =
∑
α
(2 |α|+ n)σ〈f, hα〉Ai1 · · ·Aikhα(x), il = ±1, l = 1, . . . , k,
the series converging uniformly on Rn. Since
Ai +A−i
2
= xi,
Ai −A−i
2
=
∂
∂xi
, i = 1, . . . , n,
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for each multi-index γ, β ∈ Nn0 we can write xγDβ = xγ11 · · ·xγnn ∂
|β|
∂x
β1
1
···∂xβnn
as a finite linear combina-
tion of operators Ai and A−i. Therefore, to check that xγDβHσf ∈ L∞, it is enough to verify that
for each k ∈ N, Ai1 · · ·AikHσf ∈ L∞ where {i1, . . . , ik} ⊂ {−1, 1}. The identities in (5.13) easily
imply the following commutation relations for Hermite functions and thus for f ∈ S:{
AiH
σf = (H + 2)σAif, 1 ≤ i ≤ n;
AiH
σf = (H − 2)σAif, −n ≤ i ≤ −1.
Here (H ± 2)σAif :=
∑
α(2 |α|+ n± 2)σ〈Aif, hα〉hα. Hence, in (5.14),
Ai1 · · ·AikHσf =
∑
α
(2 |α|+ n+ 2j)σ〈g, hα〉hα,
for some j ∈ Z and g := Ai1 · · ·Aikf ∈ S. For m ∈ N sufficiently large, as in (5.7), we have∣∣∣∣∣∑
α
(2 |α|+ n+ 2j)σ〈g, hα〉hα(x)
∣∣∣∣∣ ≤ ‖Hmg‖L2(Rn)∑
α
(2 |α|+ n+ 2j)σ
(2 |α|+ n)m = C ‖H
mg‖L2(Rn) .
Therefore xγDβHσf ∈ L∞. Moreover,∣∣xγDβHσf(x)∣∣ = ∣∣∣∑ ci,kAi1 · · ·AikHσf(x)∣∣∣ ≤ C∑ |(H + 2j)σAi1 · · ·Aikf(x)|
≤ C (seminorms in S of (Ai1 · · ·Aikf)) = C (seminorms in S of f) .

For the proof of Theorem 5.7 we need some estimates on Gt, Fσ and Bσ. First we derive some
equivalent formulas for these kernels. Consider the change of parameters due to S. Meda
(5.15) t = t(s) =
1
2
log
1 + s
1− s , t ∈ (0,∞), s ∈ (0, 1),
that produces
(5.16)
dt
t1+σ
= dµσ(s) :=
ds
(1− s2)
(
1
2 log
1+s
1−s
)1+σ , t ∈ (0,∞), s ∈ (0, 1).
Then the heat kernel in (4.2) can be written as
Gt(s)(x, z) =
(
1− s2
4pis
)n/2
e−
1
4 [s|x+z|2+ 1s |x−z|2], s ∈ (0, 1),
and, from (5.11) and (5.16),
Fσ(x, z) =
1
−Γ(−σ)
∫ 1
0
Gt(s)(x, z) dµσ(s), Bσ(x) =
1
Γ(−σ)
∫ 1
0
(
e−t(s)H1(x)− 1
)
dµσ(s).
Lemma 5.10. For all s ∈ (0, 1) and x, z ∈ Rn,
(5.17) Gt(s)(x, z) ≤ C
(
1− s
s
)n/2
e−
|x||x−z|
C e−
|x−z|2
Cs .
In particular,
(5.18) Gt(s)(x, z) ≤
C
|x− z|n (1 − s)
n/2e−
|x||x−z|
C e−
|x−z|2
C e−
|x−z|2
Cs .
Proof. The second estimate in the statement follows immediately from (5.17). Note that
Gt(s)(x, z) ≤ C
(
1− s
s
)n/2
e−
|x−z|2
8s e−
1
8 [s|x+z|2+ 1s |x−z|2] ≤ C
(
1− s
s
)n/2
e−
|x−z|2
8s e−
1
8
|x−z||x+z|.
We prove the second inequality above. Assume first that |x− z| ≤ |x+ z|. Then by minimizing the
function θ(s) := s8 |x+ z|2 + 18s |x− z|2 for s ∈ (0, 1) we get e−
1
8 [s|x+z|2+ 1s |x−z|2] ≤ e− 18 |x−z||x+z|. In
the case |x+ z| < |x− z| we have e− 18 [s|x+z|2+ 1s |x−z|2] ≤ e− 18s |x−z|2 = e− 18s |x−z||x−z| ≤ e− 18 |x−z||x+z|,
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for all s ∈ (0, 1). To obtain estimate (5.17) proceed as follows: if x · z > 0 then |x+ z| ≥ |x| which
gives e−
1
8
|x−z||x+z| ≤ e− 18 |x||x−z|; if x · z ≤ 0 then |x− z| ≥ |x| and in this situation
e−
|x−z|2
8s e−
1
8
|x−z||x+z| ≤ e− |x−z|
2
16s e−
|x||x−z|
16s ≤ e− |x−z|
2
16s e−
|x||x−z|
16 .

Observe in (5.16) that
(5.19) dµσ(s) ∼ ds
s1+σ
, s ∼ 0, dµσ(s) ∼ ds
(1− s)(− log(1− s))1+σ , s ∼ 1.
Lemma 5.11. For all x, z ∈ Rn,
(5.20) Fσ(x, z) ≤ C|x− z|n+2σ e
− |x||x−z|C e−
|x−z|2
C and Bσ(x) ≤ C
(
1 + |x|2σ
)
.
Moreover, Bσ ∈ C∞(Rn).
Proof. Estimate (5.18) gives
Fσ(x, z) ≤ C e
− |x||x−z|C
|x− z|n
∫ 1
0
(1− s)n/2e− |x−z|
2
Cs dµσ(s).
Then (5.19) implies∫ 1/2
0
(1− s)n/2e− |x−z|
2
Cs dµσ(s) ≤ C
∫ 1/2
0
e−
|x−z|2
Cs
ds
s1+σ
≤ C
{
1
|x−z|2σ , if |x− z| < 1;
e−
|x−z|2
C , if |x− z| ≥ 1;
and ∫ 1
1/2
(1− s)n/2e− |x−z|
2
Cs dµσ(s) ≤ e−
|x−z|2
C
∫ 1
1/2
ds
(1− s)(− log(1− s))1+σ = Ce
− |x−z|2
C ,
thus the first inequality in (5.20) follows.
Apply (5.15) in (5.10) to obtain
(5.21) e−t(s)H1(x) =
(
1− s2
1 + s2
)n/2
e
− s
1+s2
|x|2
.
Then, up to the factor 1−Γ(−σ) , we can write
Bσ(x) =
∫ 1
0
[(
1− s2
1 + s2
)n/2
− 1
]
e
− s
1+s2
|x|2
dµσ(s) +
∫ 1
0
(
e
− s
1+s2
|x|2 − 1
)
dµσ(s) = I + II.
To estimate I and II we use (5.19) and the Mean Value Theorem. That is,
|I| ≤ C
∫ 1/2
0
∣∣∣∣∣
(
1− s2
1 + s2
)n/2
− 1
∣∣∣∣∣ dssσ+1 +
∫ 1
1/2
dµσ(s) ≤ C
∫ 1/2
0
s2
ds
s1+σ
+ C = C.
For II we consider two cases. Assume first that |x|2 ≤ 2. Then
|II| ≤ C
∫ 1/2
0
∣∣∣e− s1+s2 |x|2 − 1∣∣∣ ds
s1+σ
+
∫ 1
1/2
dµσ(s) ≤ C
∫ 1/2
0
|x|2 s ds
s1+σ
+ C ≤ C.
In the case |x|2 > 2,
|II| ≤ |x|2
∫ 1
|x|2
0
s
ds
s1+σ
+
∫ 1
1
|x|2
dµσ(s) ≤ |x|2
∫ 1
|x|2
0
s−σ ds+
∫ 1
1
|x|2
ds
(1− s) (− log(1 − s))1+σ
= C |x|2σ + C
[
− log
(
1− 1|x|2
)]−σ
≤ C |x|2σ ,
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since − log(1− s) ∼ s as s→ 0. Therefore the second fact of (5.20) follows. Bσ is differentiable since
the gradient of the integrand in its definition is bounded by
2 |x| s
1 + s2
(
1− s2
1 + s2
)n/2
e
− s
1+s2
|x|2 ≤ C |x| s ∈ L1((0, 1); dµσ(s)),
thus we can differentiate inside the integral:
∇Bσ(x) = 2x
∫ 1
0
s
1 + s2
(
1− s2
1 + s2
)n/2
e
− s
1+s2
|x|2
dµσ(s).
For higher order derivatives we can proceed similarly. 
Proof of Theorem 5.7. Take first f ∈ S. Since e−tH1(x) is not a constant function we write∫ ∞
0
(
e−tHf(x) − f(x)) dt
t1+σ
=
∫ ∞
0
(∫
Rn
Gt(x, z)f(z) dz − f(x)
)
dt
t1+σ
=
∫ ∞
0
[∫
Rn
Gt(x, z)(f(z)− f(x)) dz + f(x)
(∫
Rn
Gt(x, z) dz − 1
)]
dt
t1+σ
=
∫ ∞
0
∫
Rn
Gt(x, z)(f(z)− f(x)) dz dt
t1+σ
+ f(x)
∫ ∞
0
(
e−tH1(x)− 1) dt
t1+σ
=
∫ 1
0
∫
Rn
Gt(s)(x, z)(f(z)− f(x)) dz dµσ(s) + f(x)Bσ(x).
Due to Lemma 5.5, the first integral above is well defined and converges absolutely. Write the integral
in the last line as Iδ + Iδc with Iδc =
∫ 1
0
∫
|x−z|>δ Gt(s)(x, z)(f(z) − f(x)) dz dµσ(s), for some δ > 0
(in this step δ is arbitrary, but we will fix it later). Estimate (5.20) implies that Iδc is absolutely
convergent and |Iδc | ≤ C ‖f‖L∞(Rn). Pass to polar coordinates in Iδ:
Iδ =
∫ 1
0
(
1− s2
4pis
)n/2 ∫
|x−z|<δ
e−
1
4 [s|x+z|2+ 1s |x−z|2](f(z)− f(x)) dz dµσ(s)
=
∫ 1
0
(
1− s2
4pis
)n/2 ∫ δ
0
rn−1e−
r2
4s
∫
|z′|=1
e−
s
4 |2x+rz′|2(f(x+ rz′)− f(x)) dS(z′)drdµσ(s).
To estimate ISn−1 :=
∫
|z′|=1 e
− s
4 |2x+rz′|2(f(x+ rz′)− f(x)) dS(z′) use the Taylor expansions of f and
ψs(w) := e
− s
4
|w|2 and cancel out terms:
ISn−1 =
∫
|z′|=1
(
e−
s
4
|2x|2 + R0ψs(x, rz′)
)
(∇f(x)(rz′) +R1f(x, rz′)) dS(z′)
=
∫
|z′|=1
[
e−
s
4
|2x|2R1f(x, rz′) +R0ψs(x, rz′)∇f(x)(rz′) +R0ψs(x, rz′)R1f(x, rz′)
]
dS(z′).
Since |R0ψs(x, rz′)| ≤ s1/2r and |R1f(x, rz′)| ≤
∥∥D2f∥∥
L∞(Bδ(x))
r2, we have |ISn−1 | ≤ Cr2. Thus
|Iδ| ≤
∫ 1
0
(
1− s2
4pis
)n/2 ∫ δ
0
rn−1e−
r2
4s |ISn−1 | dr dµσ(s)
≤ C
∫ δ
0
rn+1
∫ 1
0
1
sn/2
e−
r2
4s dµσ(s) dr ≤ C
∫ δ
0
rn+1
1
rn+2σ
dr = Cδ2−2σ.
Hence Iδ converges. The conclusion follows, for f ∈ S, by Fubini’s Theorem.
Now assume that f ∈ LpN , 1 ≤ p < ∞, N > 0, is a C2 function in O. Then Hσf is well defined
as a tempered distribution. Fix an arbitrary x ∈ O and take δ > 0 so that Bδ(x) ⊂ O. Observe
that the integral in (5.12) is well defined: just apply Taylor’s Theorem (as above) in Iδ and the L
p
N
condition together with (5.20) in Iδc . Let ε > 0. There exists a sequence fk ∈ C∞c (Rn) such that∥∥D2fk∥∥L∞(Bδ(x)) ≤ ∥∥D2f∥∥L∞(Bδ(x)) for all k, fk converges uniformly to f in Bδ(x) and fk → f in
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the norm of LpN , as k →∞ (use mollifiers and multiplication by a smooth cutoff function). Since Bσ
is a continuous function, fkBσ converges uniformly to fBσ on Bδ(x). Let 0 < ρ < δ/2 be such that
for all k∣∣∣∣∣
∫
Bρ(x)
Fσ(x, z)(fk(x)− fk(z)) dz
∣∣∣∣∣ < ε3 , and
∣∣∣∣∣
∫
Bρ(x)
Fσ(x, z)(f(x) − f(z)) dz
∣∣∣∣∣ < ε3 .
For k sufficiently large, by Ho¨lder’s inequality,∣∣∣∣∣
∫
Bcρ(x)
Fσ(x, z)(fk(x) − fk(z)) dz −
∫
Bcρ(x)
Fσ(x, z)(f(x) − f(z)) dy
∣∣∣∣∣ ≤
≤ |fk(x)− f(x)|
∫
Bcρ(x)
Fσ(x, z) dz +
∫
Bcρ(x)
Fσ(x, z) |fk(z)− f(z)| dz
≤ C
(
|fk(x) − f(x)|+ ‖fk − f‖LpN
)
<
ε
3
.
Thus
Sσfk(x)⇒
∫
Rn
Fσ(x, z)(f(x)− f(z)) dz
in Bδ(x). But H
σfk → Hσf in S ′. By uniqueness of the limits, Sσf(x) coincides with the integral in
(5.12). Moreover, Hσf is continuous in Bδ(x) because it is the uniform limit of continuous functions.

Proof of Proposition 4.1. By (5.15), (5.17) and Ho¨lder’s inequality,
∣∣∣e−t(s)Hf(x)∣∣∣ ≤ C ‖f‖LpN
sn/2
(∫
Rn
e−
p′|x−z|2
C (1 + |z|2)Np′ dz
)1/p′
≤ C
(1 + |x|ρ) ‖f‖LpN
sn/2
.
For (4.3) note that if 0 < s < 12 , then s < t(s) <
4
3s. The equality ∂te
−tHf(x) =
∫
Rn
∂tGt(x, z)f(z) dz
is valid if the last integral is absolutely convergent for all t in some interval. But ∂tGt(x, z)f(z) =
−HxGt(x, z)f(z), therefore we have to verify that
∫
Rn
HxGt(s)(x, z)f(z) dz converges absolutely for
all s in some interval. This last statement is true since
∣∣∇xGt(s)(x, z)∣∣ ≤ (1− s2s
)n/2
1
s1/2
e−c[s|x+z|
2+ 1s |x−z|2]
and ∣∣D2xGt(s)(x, z)∣∣ ≤ (1− s2s
)n/2
1
s
e−c[s|x+z|
2+ 1s |x−z|2],
which give estimates similar to (5.17) for ∇Gt(s) and D2Gt(s). Hence ∂te−tHf(x) = −Hxe−tHf(x)
and (4.4) follows. Observe that t(s)→ 0 if and only if s→ 0. For x ∈ O we have∣∣∣e−t(s)Hf(x) − f(x)∣∣∣ ≤ ∣∣∣∣∫
Rn
Gt(s)(x, z)(f(z)− f(x)) dz
∣∣∣∣+ |f(x)| ∣∣∣e−t(s)H1(x)− 1∣∣∣ .
The last term above tends to 0 as t(s) → 0 because of (5.21). Let δ > 0 be such that Bδ(x) ⊂ O.
Then, as f ∈ C1(Bδ(x)),∣∣∣∣∣
∫
Bδ(x)
Gt(s)(x, z)(f(z)− f(x)) dz
∣∣∣∣∣ ≤ C
∫
Bδ(x)
e−
|x−y|2
Cs
sn/2
|z − x| dz ≤ C
∫
Bδ(x)
e−
|x−y|2
Cs
|z − x|n−1 dz → 0,
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when s→ 0, by the Dominated Convergence Theorem. On the other hand,∣∣∣∣∣
∫
Bcδ(x)
Gt(s)(x, z)(f(z)− f(x)) dz
∣∣∣∣∣ ≤
(∫
Bcδ(x)
e−
p|x−z|2
2C
(
|f(z)|p
(1 + |z|2)Np +
|f(x)|p
(1 + |z|2)Np
)
dz
)1/p
× C
sn/2
(∫
Bcδ(x)
e−
p′|x−z|2
Cs e−
p′|x−z|2
2C (1 + |z|2)Np′ dz
)1/p′
=: I × II.
Clearly I <∞ and, by dominated convergence,
II ≤ C
(∫
Bcδ (x)
e−
p′|x−z|2
Cs
|x− z|np′
e−
p′|x−z|2
C (1 + |z|2)Np′ dz
)1/p′
→ 0, as s→ 0.

Remark 5.12. If f ∈ LpN ∩ C2(O) then, for each x ∈ O,∫ ∞
0
∣∣e−tHf(x) − f(x)∣∣ dt
t1+σ
=
∫ 1
0
∣∣∣e−t(s)Hf(x)− f(x)∣∣∣ dµσ(s) <∞.
Indeed, by (4.3), ∫ ∞
1
2
log 3
∣∣e−tHf(x) − f(x)∣∣ dt
t1+σ
≤ C(x)
∫ ∞
1
2
log 3
1
tn/2
dt
t1+σ
<∞,
and∫ 1
2
log 3
0
∣∣e−tHf(x)− f(x)∣∣ dt
t1+σ
=
∫ 1/2
0
∣∣∣e−t(s)Hf(x)− f(x)∣∣∣ dµσ(s)
≤ C
∫ 1/2
0
∣∣∣∣∫
Rn
Gt(s)(x, z)(f(z)− f(x))dz
∣∣∣∣ dss1+σ + C |f(x)|
∫ 1/2
0
[
1−
(
1− s2
1 + s2
)n/2
e
− s
1+s2
|x|
]
ds
s1+σ
.
Both integrals above are finite: the first one by the arguments in the proof of Theorem 5.7 (Taylor’s
Theorem) and the second one because of the Mean Value Theorem.
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