Temporal microarray gene expression profiles allow characterization of gene function through time dynamics of gene co-expression within the same genetic pathway.
Introduction
The thousands of genes of an organism or a cell must be expressed in a regulated manner to enable the organism or the cell to utilize the biological information contained within the genome. One of the most important dimensions of gene regulation is temporal control of gene expression within genetic pathways or biological processes, through which groups of genes are thought to be co-expressed coherently across different time periods. These processes are related to the function of the proteins encoded by these genes. In general, the timing of mRNA expression for a given gene correlates well with the function of the resultant protein (Bozdech et al., 2003; Bähler, 2005) .
The temporal control of gene expression extends over many time scales, such as development and maturation over the entire life span on the organismal level or cell cycles on the cellular level. For example, embryogenesis is an example of a time-sensitive biological process, whereby the embryo forms and develops. A fertilized egg of the fruit fly (Drosophila melanogaster ) undergoes cleavage, blastoderm, gastrulation, germ band elongation and retraction, head involution and dorsal closure, and differentiation over about 24 hours. The coordination in time and space of the expressions of maternal and zygotic genes guarantees normal embryogenesis (Lodish et al., 2000; Weigmann et al., 2003; Pollard and Earnshaw, 2004) . Another example is provided by the timing characteristics of the yeast cell cycle, which can be modeled as "a line of dominoes" or dependent pathway, whereby a gene will not start to express until certain other genes have already expressed (Pollard and Earnshaw, 2004) . Liu and Müller (2003) proposed a non-parametric time warping technique to construct modes of temporal structure for a sample of gene expression profiles, adapting a time synchronization approach (Liu and Müller, 2004 ). yet another approach and aligned temporal data sets under varying conditions, extracting shift and stretch parameters for each data set. In a very general approach, Arkin and Ross (1995) and Arkin et al. (1997) devised models with time shifts for chemical reaction pathways, and proposed to determine pairwise time shifts by maximizing correlation. A related global time shift model for functional data was considered by Silverman (1995) .
In this paper, we define and infer global time shift characteristics for genes that are based on observations of optimal pairwise curve alignments, which then are symmetrized through the minimization of a functional distance via a least squares step. We show that a conditional L 2 distance between two curves is minimized near the true underlying pairwise time shift. The resulting global time shifts for genes lead to the proposed time order characteristics. Further analysis such as gene grouping/clustering within the same genetic pathway can then be based on the estimated time order characteristics in a subsequent step. The proposed methodology may play an auxiliary role in determining a genetic pathway.
The organization of the paper is as follows: We introduce pairwise alignment in section 2, including asymptotic consistency results for identifying underlying time shifts based on minimizing L 2 distance. The connection to global time shifts is made in section 3, followed by simulations (section 4) and the analysis of the time ordering for Drosophila embryonic development (section 5) and yeast cell cycle (section 6). The paper ends with discussion and conclusions (section 7).
Theoretical results and proofs can be found in the appendix which is posted at the journal's website.
Pairwise Curve Alignment
Assume we observe a collection of K gene expression profiles with expression levels
where X i are the underlying expression profiles, which we view as realizations of a stochastic process, and e im are i.i.d. errors with zero mean and finite variance.
Furthermore, assume
where µ(t) is a non-random mean curve and Z i (·) are i.i.d. realizations of a stochastic process Z, s.t. E(Z(t)) = 0 and E(Z 2 (t)) < ∞. It is not necessary to specify the covariance function of Z. If, on the other hand it is known, some efficiency might be gained. The τ i are random time shifts and δ is a small constant, so that δZ i (·) might be viewed as a small random perturbation. For a pair of random curves X i (t) and X j (t), the relative time shift is s * ij = τ i − τ j , i, j = 1, . . . , K. Note that this pairwise time shift is symmetric in the sense that s * ij = −s * ji .
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We are interested in identifying the time shifts τ i which are associated with specific gene profiles X i , and also in the inherent ordering of the τ i , τ (1) < τ (2) < . . . < τ (K) . The time shift τ i are characteristics of individual genes associated with their expression trajectories. They reflect the inherent time order of the ensemble of genes and therefore have a clear biological interpretation.
Given a random trajectory X i (t), we align other trajectories X j (t) against X i (t)
on the interval T = [T 1 , T 2 ] for some constants T 1 < T 2 by minimizing a distance
) with regard to s. We aim at the minimizers
Similarly, we define s ji and d ji by exchanging i and j. We assume implicitly that
All functions are pre-normalized by the transformation
, aiming to de-emphasize differences in amplitude and to emphasize differences in horizontal shift. Other distances could also be used, such as correlation and rank correlation (Arkin and Ross, 1995; Arkin et al. 1997; Heckman and Zamar, 2000) .
Theorem 1. For two random functions X i and X j , let
Under conditions (A1) -(A4) (see appendix), for sufficiently small δ,
Theorem 1 shows that, under suitable assumptions, s ij asymptotically tracks the true value s * ij . The proof is in the appendix.
After pairwise alignment, we obtain two matrices: the minimum distance matrix D K×K and the relative time shift matrix S K×K , where D = {d ij } and S = {s ij }, i, j = 1, . . . , K. We note that the matrices S and D are generally asymmetric.
The elements of S consist of the pairwise relative time shifts s ij , which serve as responses in a global time shift model that is discussed in the next section.
Global Time Shift Model and Inference for Time Shifts
For each pair of random curves X i (t), X j (t), i, j = 1, . . . , K, the relative shift of X j with respect to X i is expected to be close to s *
We note that in general for the pairwise time shifts s ij (2.1), s ij = s ij , so that a reasonable algorithm needs to include a symmetrization step. Without loss of generality, let τ 1 = 0. For K gene expression 8 trajectories, the equations
correspond to a linear system
where s * is a K(K − 1) vector of stacked pairwise relative time shifts, A the corresponding design matrix corresponding to equations (3.1), and τ = (τ 2 , . . . , τ K ) the shift parameter vector, where x denotes the transpose of a (column or row) vector
Note that A is always of full rank by design.
Gene expression profiles X i are often not continuously observed but are rather observed over a discrete grid of measurement times t im , giving rise to discrete observations (t im , Y im ) per profile. Since the measurement times can be irregular, there seems no obvious way to obtain the distance between any two observed profiles without making distributional assumptions, which we prefer to avoid; compare Yao et al. (2005) for the implementation of Gaussian assumptions for irregularly observed functional data. Smooth trajectories for profiles X i can be obtained from the discrete measurements by applying a linear scatterplot smoother to the scat-
, when evaluated at point t. While various smoothing methods are available (Fan and Gijbels, 1996) , we use a class of kernel smoothers (Gasser and Müller, 1984) that are well suited for our purpose; further details about these smoothers are provided in the appendix.
Theorem 2. Using kernel smoothers (A-1, see appendix), for any two random functions X i and X j and their smoothed estimatesX i andX j , let
Under assumptions (A1) -(A6) (see appendix), it holds that
For the proof, we refer to the appendix. Theorem 2 says that the minimizerss ij asymptotically track the minimizing pairwise time shifts s ij and therefore according to Theorem 1 also the true shifts s * ij , up to an asymptotically small error. Together with equations (3.1) and (3.2) this suggests a least squares approach.
With relative time shiftss ij , model (3.2) becomes 
The proof is in the appendix. Relative time shift estimates are practically implemented based on the aligned smoothed trajectoriesX i ,X j viâ In the analysis of temporal gene expression profiles, one may be interested in finding clusters of genes, which can be defined as genes with similar time shifts.
Reaching high expression levels at about the same time might imply that such genes are related in function and may be involved in a common genetic pathway. Cluster analyses, based on various methods such as k-means, hierarchical or nonparametric density estimation based clustering (Fukunaga and Hostetler, 1975; Wong and Lane, 1983 ) may be performed in a second step, based on estimated time shiftsτ i .
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To compare the performance of distance and other similarity criteria, we conducted two small simulation studies.
Simulation 1: We generated a set of curves (K = 21) with known non-random time shifts τ i , τ i = 0.02(i − 1), i = 1, 2, . . . , 21, on the interval [−0.2, 1.2]:
where ξ 1i ∼ Lognormal(1, 0.3), ξ 2i ∼ Lognormal(0, 0.5), e im ∼ N (0, 0.04) and data were sampled on an equi-spaced measurement grid t im on [−0.2, 1.2], m = 1, . . . , 71. In this setup, the mean function is µ(t) = E(ξ 1 )sin(πt) + E(ξ 2 )sin(2πt),
, where E(ξ 1 ) = exp(
) and E(ξ 2 ) = exp( 
Both correlation and rank correlation measures (Heckman and Zamar, 2000) , as alternative distances led to larger MSPEs as compared to the proposed distances d (2.2). We also compared the least squares estimates computed with and without case weights. The introduction of case weights reduced MSPE for all criteria, especially for the proposed L 2 distance d. The upper panel of Table 1 provides the comparisons for various similarity measures with regard to MSPE. The right panel of Figure 1 shows estimated time order using weighted least squares based on distance d for one set o simulated curves. It is evident that the original time order is well recovered.
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Simulation 2: We also carried out a second simulation to investigate the behavior for less smooth trajectories Z than those considered in simulation 1, with Z constructed as moving averages of Gaussian white noise N (0, 1) with varying span sizes. The mean curve µ(t) and errors were defined as in simulation 1. We report the results for three different levels of smoothness of Z in the second panel of Table   1 . The results are quite similar as those of simulation 1. The distance d (2.2) again led to smaller MSPEs, as compared to correlation and rank correlation measures, and the introduction of case weights reduced MSPE for all criteria, especially for distance d, which emerged as the overall best distance for time alignment in both simulation studies and was used in the following applications. We conclude that our procedure is robust with regard to differing levels of smoothness of Z.
Time Ordering for Drosophila Embryonic Developmental Genes
Arbeitman and colleagues reported cDNA array gene expression patterns for nearly one-third of all 4028 Drosophila melanogaster genes during a complete time course of development (Arbeitman et al., 2002) , covering 66 sequential time periods beginning at fertilization and spanning the embryonic, larval, and pupal periods and the first 30 days of adulthood. In the first hours of embryonic development between fertilization and gastrulation (about 6-7 hours after fertilization), gene expression 14 is highly dynamic (Brody, 1996; Weigmann et al., 2003) . Two broad categories of transcripts are present at this time: those deposited into the egg during oogenesis (produced by maternal genes) and those that are expressed only after fertilization (produced by zygotic genes). To illustrate the proposed methodology, we timeordered 27 strict maternal genes (including swallow ) and 21 transiently expressed zygotic genes identified by Arbeitman et al. We also included the maternal anterior group genes, namely bioid, swallow and exuperantia (no data were available for staufen and exuperantia-like) (Brody, 1996) . The gene expression patterns of these 50 genes for the first 10.5 hours of the fly embryo stage are displayed in Figure 2 .
Here, it is natural to set the time shift of the first strict maternal gene as zero.
The obtained time orders for the Drosophila genes are given in Table 2 . The gene expression patterns are depicted in Figure 3 , ordered by their estimated time shifts.
The genes with complete peaks in the lower part of the figure are zygotic and the genes with "half" peaks in the upper half are maternal. We note that the time shift for zygotic genes starts at about 2 hours after fertilization, in accordance with the time when zygotic transcription initiates the switch from maternal to zygotic control of mitotic cycles (Foe et al., 1993 ).
We also demonstrate another application of the proposed methodology by including the anterior genes in the alignment. The anterior system is one of the four maternal systems for assuring proper polarity of the oocyte prior to fertilization.
Bicoid is the principal protein organizing anterior development in Drosophila. Di-rectional action of Exuperantia, Exuperantia-like, Swallow and staufen are required during the process, in which bicoid mRNA is transported along the microtubule network of the oocyte to its anterior pole (Brody, 1996) . The recovered early peakings of swallow and exuperantia prior to bicoid confirm the known pathway in terms of time order of expression.
The time order analysis also reveals that one gene (CG1624 or DPLD) previously identified as maternal, displays a relatively large lagged shift, which is a typical feature of zygotic genes. The pattern of this gene is very similar to that of zygotic genes and it likely has been mis-classified in previous analysis as a maternal gene.
Time ordering for Yeast Cell Cycle Genes
We illustrate the proposed methods for a set of time-course microarray expression profiles of 90 yeast genes (α factor synchronized), which have been identified as cell cycle regulating genes using traditional methods, such as Northern blot analysis (Spellman et al., 1998) . The expression level of each gene was measured during a period from 0 to 119 minutes with 7-minute intervals. The smoothed normalized gene expression profiles for these 90 genes are shown in Figure 4 . Although the cell cycle is a continuous process resulting from a sequence of biochemical events, it has traditionally been divided into four phases: G1, S, G2, and M. Of the 90 genes, 18 were previously known to be related to M/G1 phase regulation, 44 to G1 phase regulation, 8 to S phase regulation, 6 to S/G2 phase regulation, and 14 to G2/M phase regulation of the yeast cell cycle.
Without employing knowledge of phase assignment, when applying our algorithm to obtain time order characteristics for these genes, the phases were successfully recovered in the natural time order: G2/M → M/G1 → G1 → S → S/G2 → G2/M, as illustrated by the dot plot in Figure 5 . A complete list of time orders for the cell cycle genes is in Table 3 . Furthermore, we would expect that relatively small time shifts between two genes indicate that they are closely co-regulated.
The pair-wise time order characteristics are visualized in Figure 6 . One may discern four time clusters (darker squares) corresponding to G2/M, M/G1, G1, and S-S/G2 genes.
The gene expression profiles can be aligned in their time order as shown in Figure 7 . We note that no sharp cut-off occurs between genes in different phases, i.e., there is a continuum of timing of expression. Assignment of a "phase boundary" gene to a certain cycle phase therefore appears subjective (see also Cooper and Shedden, 2003) . Further studies on these "boundary" genes might reveal gene regulating mechanisms during phase transitions.
Besides contributing to the issue of "boundary genes", the time order analysis points to a few genes as likely having been misclassified into underlying cycle phases by previous methods. These include G1 phase genes YGL225W, YDR113C, and YJL173C, for which the time shifts fall within the cluster of S-S/G2 phase genes, and YDL102W, which according to its time shift belongs to the cluster of M/G1 genes. In addition, two M/G1 genes, namely, YER111C and YNR044W, fall into the cluster of G1 genes. Moreover, the time shifts of genes YDR150W
and YPR141C, previously classified as S/G2, are found to be considerably closer to those of G2/M and S genes, respectively. This demonstrates the utility of the Recognizing the importance of timing characteristics of gene expression, in this paper we developed methods to uncover the underlying time ordering. We define and estimate a global time shift for each gene that is rooted in pairwise curve alignments and is obtained in a symmetrization step through minimization of a functional distance via least squares. The proposed approach is easy to implement.
In practice, the interval of integration T = [T 1 , T 2 ] can be determined by searching over different ranges and choosing the range that leads to a "best global alignment", e.g., minimizing the sum of all pairwise distances (Spellman et al., 1998) . 
