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Abstract
We establish fundamental limits on estimation accuracy for the noisy 20 questions problem with measurement-dependent
noise and introduce optimal non-adaptive procedures that achieve these limits. The minimal achievable resolution is defined as the
absolute difference between the estimated and the true locations of a target over a unit cube, given a finite number of queries
constrained by the excess-resolution probability. Inspired by the relationship between the 20 questions problem and the channel
coding problem, we derive non-asymptotic bounds on the minimal achievable resolution to estimate the target location. Furthermore,
applying the Berry–Esseen theorem to our non-asymptotic bounds, we obtain a second-order asymptotic approximation to the
achievable resolution of optimal non-adaptive query procedures with a finite number of queries subject to the excess-resolution
probability constraint. We specialize our second-order results to measurement-dependent versions of several channel models
including the binary symmetric, the binary erasure and the binary Z- channels. The theory is extended to simultaneous searching
for multiple targets. As a complement, we establish a second-order asymptotic achievability bound for adaptive querying and use
this to bound the benefit of adaptive querying.
Index Terms
20 Questions, Resolution, Non-adaptive, Adaptive, Second-order asymptotics, Finite blocklength analysis, Multidimensional
target, Simultaneous searching of multiple targets, Sorted posterior matching, Probably approximately correct learning
I. INTRODUCTION
The noisy 20 questions problem (cf. [1]–[7]) arises when one aims to accurately estimate an arbitrarily distributed random
variable S by successively querying an oracle and using noisy responses to form an estimate Sˆ. A central goal in this problem
is to find optimal query strategies that yield a good estimate Sˆ of the unknown target S.
Depending on the framework adopted to design queries, the 20 questions problem is either adaptive or non-adaptive. In
adaptive query procedures, the design of a subsequent query depends on all previous queries and noisy responses to these
queries from the oracle. In non-adaptive query procedures, all the queries are designed independently in advance. For example,
the bisection policy [5, Section 4.1] is an adaptive query procedure and the dyadic policy [5, Section 4.2] is a non-adaptive
query procedure. Compared with adaptive query procedures, non-adaptive query procedures have the advantage of lower
computation cost, parallelizability and no need for feedback. Depending on whether or not the noisy channel used to corrupt
the noiseless responses depends on the queries, the noisy 20 questions problem is classified into two categories: querying with
measurement-independent noise (e.g., [5], [6]); and querying with measurement-dependent noise (e.g., [7], [8]). As argued in
[8], measurement-dependent noise can be a better model in many practical applications. For example, for target localization
with a sensor network, the noisy response to each query can depend on the size of the query region. Another example is in
human query systems where personal biases abut the state may affect the response.
In earlier works on the noisy 20 questions problem, e.g., [5], [9], [10], the queries were designed to minimize the entropy
of the posterior distribution of the target variable S. As pointed out in later works, e.g., [6]–[8], [11], [12], other accuracy
measures, such as the resolution and the quadratic loss are often better criteria, where the resolution is defined as the absolute
difference between S and its estimate Sˆ, |Sˆ − S|, and the quadratic loss is (Sˆ − S)2. In particular, in estimation problems, if
one aims to minimize the differential entropy of the posterior uncertainty of the target variable, then any two queries which can
reduce the entropy by the same amount are deemed equally important, even if one query achieves higher estimation accuracy.
For example, one query might ask about the most significant bit of the binary expansion of the target variable while the other
query might ask about a much less significant bit. These two queries induce equal reductions in the entropy of the posterior
distribution. By using the resolution or the quadratic loss, which are directly related with the estimation error, to drive the query
design, such ambiguity is avoided. Relations between resolution and entropy were quantified by the bounds in [12, Theorem 1].
A. Our Contributions
Motivated by the scenario of limited resources, computation and response time, we obtain new results on the non-asymptotic
tradeoff among the number of queries n, the achievable resolution δ and the excess-resolution probability ε of optimal adaptive
and non-adaptive query procedures for the following noisy 20 questions problem: estimation of the location of a target random
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2vector S = (S1, . . . , Sd) with arbitrary distribution on the unit cube of dimension d, i.e., [0, 1]d. For the case of adaptive query
procedures, we derive achievable second-order asymptotic bounds on the optimal resolution. We define the benefit of adaptivity,
called adaptivity gain, as the logarithm of the ratio between achievable resolutions of optimal non-adaptive and adaptive query
procedures. This benefit of adaptivity can be attributed to the more informative number of bits extracted by optimal adaptive
querying in the binary expansion of each dimension of the target variable. We numerically evaluate a lower bound on the
adaptivity gain for measurement-dependent versions of binary symmetric, binary erasure and binary Z- channels.
Our main focus of this paper is on non-adaptive query procedures. Our contributions for the case of non-adaptive querying
are as follows. Firstly, we derive non-asymptotic resolution bounds of optimal non-adaptive query procedures for arbitrary
number of queries n and any excess-resolution probability ε. To do so, similarly to [8], we exploit the connection between the
20 questions problem and the channel coding problem. This allows us to borrow ideas from finite blocklength analyses for
channel coding [13] (see also [14]). In particular, we adopt the change-of-measure technique of [15] in the achievability proof
to handle the case of measurement-dependent noise.
Secondly, applying the Berry-Esseen theorem, under mild conditions on the measurement-dependent noise, we obtain a
second-order asymptotic approximation to the achievable resolution of optimal non-adaptive query procedures with finite number
of queries. A key implication of our result states that searching over each dimension of a multidimensional target separately,
although asymptotically optimal, is not optimal for a finite number of queries. As a corollary, we establish a phase transition for
optimal non-adaptive query procedures. This implies that, if one is allowed to make an infinite number of optimal non-adaptive
queries, regardless of the excess-resolution probability, the asymptotic average number of bits (in the binary expansion of each
dimension of the target variable) extracted per query remains the same. Furthermore, we show how to extend our theory to
simultaneous searching for multiple targets [16] over the unit cube.
We specialize our second-order analyses to three measurement-dependent channel models: the binary symmetric, the binary
erasure and the binary Z- channels. Similarly to our proofs for measurement-dependent channels, the second-order asymptotic
approximation to the achievable resolution of optimal non-adaptive query procedures for measurement-independent channels is
obtained. To compare the performances of optimal non-adaptive query procedures for measurement-dependent and measurement-
independent channels, we contrast the minimal achievable resolution of both scenarios. In our definitions (Definitions 1 to 3) of
measurement-dependent channels, given a fixed channel noise parameter, the noise level is always smaller for a measurement-
dependent channel. Intuitively, the optimal non-adaptive query procedure for a measurement-dependent channel should have a
higher resolution compared to its measurement-independent counterpart. We verify this intuition for the asymmetric binary
erasure and binary Z channels. However, for the binary symmetric channel, we find that the achievable resolution of optimal
non-adaptive query procedures for the measurement-independent channel can in fact achieve a higher resolution when the
crossover probability is large, i.e., > 0.5. We provide plausible explanations for this counter-intuitive phenomenon.
B. Comparison to Previous Work
Here we compare the contributions of our paper to related work in the literature [8], [11]. First of all, our results hold for
arbitrary discrete channels, while the results in [8], [11] were only established for a measurement-dependent BSC. Furthermore,
we consider a multidimensional target while the the results in [8], [11] were only established for a one-dimensional target. In
the following, we compare our results, specialized to a single one-dimensional target, with the results in [8], [11].
In terms of our results on resolution of non-adaptive query schemes, the most closely related work is [8]. The authors in [8]
derived first-order asymptotic characterizations of the resolution decay rate when the excess-resolution probability vanishes for
a measurement-dependent BSC. Our results in Theorem 3 extends [8, Theorem 1] in several directions. First, Theorem 3 is a
second-order asymptotic result which provides an approximation to the performance of optimal query procedures employing a
finite number of queries, while [8, Theorem 1] only characterizes the asymptotic performance when the number of queries tends
to infinity. Second, our results hold for any measurement-dependent channel satisfying a mild condition while [8, Theorem 1]
only considers the measurement-dependent binary symmetric channel (cf. Definition 1). Furthermore, our results apply methods
recently developed for finite blocklength information theory. This results in the first non-asymptotic bounds (cf. Theorems 1 and
2) for non-adaptive query schemes for 20 questions search. These bounds extend the analysis of [8], in which the derived lower
bound on the decay rate of the excess-resolution probability is only tight in the asymptotic limit of large n (e.g., infinite number
of queries). Other works concerning non-adaptive query procedures [4]–[6] consider either different performance criteria or
different models and thus not comparable to our work.
For resolution limits of adaptive querying, the most closely related publications are [7], [8], [11]. The authors in [7] considered
the case where the noise is measurement-dependent Gaussian noise. However, the setting in [7] is different from ours. In [8], the
authors considered two adaptive query procedures using ideas due to Forney [17] and Yamamoto-Itoh [18]. The authors of [8]
derived a lower bound on the exponent of the excess-resolution probability for both procedures and showed that the performance
of the three-stage adaptive query procedure based on Yamamoto-Itoh [18] has better performance. Furthermore, in [8], an
asymptotic upper bound on the average number of queries is derived given a particular target resolution and excess-resolution
probability [8, Theorem 2]. In [11], the authors proposed a single-stage adaptive query procedure using sorted posterior matching
and derived a non-asymptotic upper bound on the average number of queries subject to a constraint on the excess-resolution
3probability with respect to a given resolution. In contrast, we present a single-stage adaptive query procedure using the ideas
in [19] on finite blocklength analysis for channel coding with feedback and we derive a non-asymptotic upper bound on the
excess-resolution probability with respect to a given resolution subject to a constraint on the average number of queries (cf.
Theorem 6).
It would be interesting to compare our non-asymptotic achievability bound in Theorem 6 to the results in [8, Theorem 2],
[11]. However, since the results are derived under different theoretical assumptions, an analytical comparison is challenging.
Note that Theorem 6 addresses the decay rate of the achievable resolution subject to constraints on the average number of
queries and an excess-resolution probability. In contrast, the results in [8], [11] address an upper bound on the average number
of queries subject to a given resolution and an excess-resolution probability constraint. It is difficult to transform our results to
an upper bound on the average number of queries or to transform their results to a lower bound on the decay rate of achievable
resolution. Instead, we compare the asymptotic resolution decay rate of our adaptive query algorithm and the algorithms in
[8, Theorem 2] and [11]. Asymptotically, the three-stage algorithm in [8, Theorem 2] and the single-stage posterior matching
algorithm in [11] achieve the same asymptotic resolution rate. Compared with our proposed adaptive query procedure, unless
the values of excess-resolution probability are small or the channel noise is high, the asymptotic performances of [8], [11] can
be worse than our proposed adaptive query procedure ((See the remarks associated with Theorem 5 for details)). Numerical
simulation results (Figure 14) are presented to compare the non-asymptotic performance of our proposed algorithm and the
sorted posterior matching algorithm in [11] for estimation of a uniformly distributed one-dimensional target variable.
II. PROBLEM FORMULATION
Notation
Random variables and their realizations are denoted by upper case variables (e.g., X) and lower case variables (e.g., x),
respectively. All sets are denoted in calligraphic font (e.g., X ). Let Xn := (X1, . . . , Xn) be a random vector of length n. We
use Φ−1(·) to denote the inverse of the cumulative distribution function (cdf) of the standard Gaussian. We use R, R+ and N
to denote the sets of real numbers, positive real numbers and integers respectively. Given any two integers (m,n) ∈ N2, we
use [m : n] to denote the set of integers {m,m+ 1, . . . , n} and use [m] to denote [1 : m]. Given any (m,n) ∈ N2, for any
m by n matrix a = {ai,j}i∈[m],j∈[n], the infinity norm is defined as ‖a‖∞ := maxi∈[m],j∈[n] |ai,j |. The set of all probability
distributions on a finite set X is denoted as P(X ) and the set of all conditional probability distributions from X to Y is denoted
as P(Y|X ). Furthermore, we use F(S) to denote the set of all probability density functions on a set S. All logarithms are
base e unless otherwise noted. Finally, we use 1() to denote the indicator function.
A. Noisy 20 Questions Problem On the Unit Cube
Consider an arbitrary integer d ∈ N. Let S = (S1, . . . , Sd) be a continuous random vector defined on the unit cube of
dimensional d (i.e., [0, 1]d) with arbitrary probability density function (pdf) fS. Note that any searching problem over a bounded
d-dimensional region is equivalent to a searching problem over the unit cube of dimension d with normalization in each
dimension.
In the estimation problem formulated under the framework of noisy 20 questions, a player aims to accurately estimate
the target random variable S by posing a sequence of queries An = (A1, . . . ,An) ⊆ [0, 1]nd to an oracle knowing S. After
receiving the queries, the oracle finds binary answers {Xi = 1(S ∈ Ai)}i∈[n] and passes these answers through a measurement-
dependent channel with transition matrix PA
n
Y n|Xn ∈ P(Yn|{0, 1}n) yielding noisy responses Y n = (Y1, . . . , Yn). Given the
noisy responses Y n, the player uses a decoding function g : Yn → [0, 1]d to obtain an estimate Sˆ = (Sˆ1, . . . , Sˆ) of the target
variable S = (S1, . . . , Sd). Throughout the paper, we assume that the alphabet Y for the noisy response is finite.
A query procedure for the noisy 20 questions problem consists of the Lebesgue measurable query sets An ⊆ [0, 1]nd and a
decoder g : Yn → [0, 1]d. In general, these procedures can be classified into two categories: non-adaptive and adaptive querying.
In a non-adaptive query procedure, the player needs to first determine the number of queries n and then design all the queries
An simultaneously. In contrast, in an adaptive query procedure, the design of queries is done sequentially and the number
of queries is a variable. In particular, when designing the i-th query, the player can use the previous queries and the noisy
responses from the oracle to these queries, i.e., {Aj , Yj}j∈[i−1], to formulate the next query Ai. Furthermore, the player needs
to choose a stopping criterion, which may be random, determining the number of queries to make.
We illustrate the difference between non-adaptive and adaptive query procedures in Figure 1. In subsequent sections, we
clarify the notion of the measurement-dependent channel with concrete examples and present specific definitions of non-adaptive
and adaptive query procedures.
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Fig. 1. Illustration of query procedures for the noisy 20 questions problem with measurement-dependent channel (MDC). In the non-adaptive case (a), a target
slate S is known to the oracle who responds to a block of queries A1, . . . ,An and provides binary responses X1, . . . , Xn, respectively. These responses
are corrupted by a measurement-dependent channel (MDC) that outputs symbols Y1, . . . , Yn, which are used by the decoder to produce estimate Sˆ. In the
adaptive case (b), the queries are posed sequentially and decoder needs to determine when to stop the query procedure.
B. The Measurement-Dependent Channel
In this subsection, we describe succinctly the measurement-dependent channel scenario [8], also known as a channel with
state [20, Chapter 7]. Given a sequence of queries An ⊆ [0, 1]nd, the channel from the oracle to the player is a memoryless
channel whose transition probabilities are functions of the queries. Specifically, for any (xn, yn) ∈ {0, 1}n × Yn,
PA
n
Y n|Xn(y
n|xn) =
∏
i∈[n]
PAiY |X(yi|xi), (1)
where PAiY |X denotes the transition probability of the channel which depends on the i-th query Ai. Given any query A ⊆ [0, 1]d,
define the volume |A| of A as its Lebesgue measure, i.e., |A| = ∫
t∈A dt. Throughout the paper, we consider only Lebesgue
measurable query sets and assume that the measurement-dependent channel PAY |X depends on the query A only through its
size. Thus, PAY |X is equivalent to a channel with state P
q
Y |X where the state q = |A| ∈ [0, 1].
For any q ∈ [0, 1], any ξ ∈ (0,min(q, 1− q)) and any subsets A, A+ and A− of [0, 1] with sizes |A| = q, |A+| = q + ξ
and |A−| = q − ξ, we assume the measurement-dependent channel is continuous in the sense that there exists a constant c(q)
depending on q only such that
max
{∥∥∥∥∥log P
A
Y |X
PA+Y |X
∥∥∥∥∥
∞
,
∥∥∥∥∥log P
A
Y |X
PA−Y |X
∥∥∥∥∥
∞
}
≤ c(q)ξ, (2)
where the infinity norm is defined as ‖a‖∞ := maxi∈[m],j∈[n] |ai,j | for any matrix a = {ai,j}i∈[m],j∈[n].
Some examples of measurement-dependent channels satisfying the continuous constraint in (2) are as follows.
Definition 1. Given any A ⊆ [0, 1], a channel PAY |X is said to be a measurement-dependent Binary Symmetric Channel (BSC)
with parameter ν ∈ [0, 1] if X = Y = {0, 1} and
PAY |X(y|x) = (ν|A|)1(y 6=x)(1− ν|A|)1(y=x), ∀ (x, y) ∈ {0, 1}2. (3)
This definition generalizes [8, Theorem 1], where the authors considered a measurement-dependent BSC with parameter
ν = 1. Note that the binary output bit of a measurement-dependent BSC with parameter ν is flipped with probability ν|A|.
Definition 2. Given any A ⊆ [0, 1], a measurement-dependent channel PAY |X is said to be a measurement-dependent Binary
Erasure Channel (BEC) with parameter τ ∈ [0, 1] if X = {0, 1}, Y = {0, 1, e} and
PAY |X(y|x) = (1− τ |A|)1(y=x)(τ |A|)1(y=e) (4)
Note that the binary output bit of a measurement-dependent BEC with parameter τ is erased with probability ν|A|.
Definition 3. Given any A ⊆ [0, 1], a measurement-dependent channel PAY |X is said to be a measurement-dependent Z-channel
with parameter ζ ∈ [0, 1] if X = {0, 1}, Y = {0, 1} and
PAY |X(y|x) = (1− ζ|A|)1(y=x=1)(ζ|A|)1(y=0,x=1)(0)1(y=1,x=0). (5)
5Note that the binary output bit of a measurement-dependent Z-channel is flipped with probability ζ|A| if the input is x = 1.
Each of these measurement-dependent channels will be considered in the sequel.
C. Non-Adaptive Query Procedures
A non-adaptive query procedure with resolution δ and excess-resolution constraint ε is defined as follows.
Definition 4. Given any (n, d) ∈ N2, δ ∈ R+ and ε ∈ [0, 1], an (n, d, δ, ε)-non-adaptive query procedure for the noisy 20
questions consists of
• n queries (A1, . . . ,An) where each Ai ⊆ [0, 1]d,
• and a decoder g : Yn → [0, 1]d
such that the excess-resolution probability satisfies
Pe(n, d, δ) := sup
fS∈F([0,1]d)
Pr{∃ i ∈ [d] : |Sˆi − Si| > δ} ≤ ε, (6)
where Sˆi is the estimate of i-th element of the d-dimensional target S using the decoder g, i.e., g(Y n) = (Sˆ1, . . . , Sˆd).
In Algorithm 1, we provide a non-adaptive query procedure which is used in our achievability proof. The procedure is
parametrized by two parameters M and p, where 1M is the target resolution and p is the design parameter. The definition of the
excess-resolution probability with respect to δ is inspired by rate-distortion theory [21], [22]. Our formulation generalizes that
of [8] where the authors constrained the target-dependent maximum excess-resolution probability for the case of d = 1, i.e., i.e.,
sups1∈[0,1] Pr{|Sˆ1 − s1| > δ}.
In practical applications, the number of queries are often limited to minimize total cost of queries and maintain low latency.
We are interested in the establishing a non-asymptotic fundamental limit to achievable resolution δ:
δ∗(n, d, ε) := inf
{
δ ∈ [0, 1] : ∃ an (n, d, δ, ε)−non−adaptive query procedure}. (7)
Note that δ∗(n, d, ε) denotes the minimal resolution one can achieve with probability at least 1− ε using a non-adaptive query
procedure with n queries. In other words, δ∗(n, d, ε) is the achievable resolution of optimal non-adaptive query procedures
tolerating an excess-resolution probability of ε ∈ [0, 1]. Dual to (7) is the sample complexity, determined by the minimal
number of queries required to achieve a resolution δ with probability at least 1− ε, i.e.,
n∗(d, δ, ε) := inf
{
n ∈ N : ∃ an (n, d, δ, ε)−non−adaptive−query−procedure}. (8)
One can easily verify that for any (δ, ε) ∈ R+ × [0, 1],
n∗(d, δ, ε) = inf{n : δ∗(n, d, ε) ≤ δ}. (9)
Thus, it suffices to derive the fundamental limit δ∗(n, d, ε).
D. Adaptive Query Procedures
An adaptive query procedure with resolution δ and excess-resolution constraint ε is defined as follows.
Definition 5. Given any (l, d, δ, ε) ∈ R+ ×N×R+ × [0, 1], an (l, d, δ, ε)-adaptive query procedure for the noisy 20 questions
problem consists of
• a sequence of adaptive queries where for each i ∈ N, the design of query Ai ⊆ [0, 1]d is based all previous queries
{Aj}j∈[i−1] and the noisy responses Y i−1 from the oracle
• a sequence of decoding functions gi : Yi → [0, 1]d for i ∈ N
• a random stopping time τ depending on noisy responses {Yi}i∈N such that under any pdf fS of the target random variable
S, the average number of queries satisfies
E[τ ] ≤ l, (10)
such that the excess-resolution probability satisfies
Pe,a(l, d, δ) := sup
fS∈F([0,1]d)
Pr{∃ i ∈ [d] : |Sˆi − Si| > δ} ≤ ε, (11)
where Sˆi is the estimate of i-th element of the target S using the decoder g at time τ , i.e., g(Y τ ) = (Sˆ1, . . . , Sˆd).
An adaptive query procedure is provided in Algorithm 3.
Similar to (7), given any (l, d, ε) ∈ R+ ×N× [0, 1), we can define the fundamental resolution limit for adaptive querying as
follows:
δ∗a(l, d, ε) := inf{δ ∈ R+ : ∃ an (l, d, δ, ε)−adaptive query procedure}, (12)
with analogous definition of mean sample complexity (cf. (9))
l∗(d, δ, ε) := inf{l ∈ R+ : ∃ an (l, d, δ, ε)−adaptive query procedure}. (13)
6Algorithm 1 Non-adaptive query procedure for searching for a multidimensional target over the unit cube
Input: The number of queries n ∈ N, the dimension d ∈ N and two parameters (M,p) ∈ N× (0, 1)
Output: An estimate (sˆ1, . . . , sˆd) ∈ [0, 1]d of a d-dimensional target variable (s1, . . . , sd) ∈ [0, 1]d
Partition the unit cube of dimension d (i.e., [0, 1]d) into Md equal-sized disjoint cubes {Si1,...,id}(i1,...,id)∈[M ]d .
Generate Md binary vectors {xn(i1, . . . , id)}(i1,...,id)∈[M ]d where each binary vector is generated i.i.d. from a Bernoulli
distribution with parameter p.
t← 1.
while t ≤ n do
Form the t-th query as
At :=
⋃
(i1,...,id)∈[M ]d:xt(i1,...,id)=1
Si1,...,id .
Obtain a noisy response yt from the oracle to the query At.
t← t+ 1.
end while
Generate estimates (sˆ1, . . . , sˆd) as
sˆi =
2wˆi − 1
2M
, i ∈ [d]
where wˆ = (wˆ1, . . . , wˆd) is obtained via the maximum mutual information density estimator, i.e,
wˆ = max
(˜i1,...,˜id)∈[M ]d
ıp(x
n(˜i1, . . . , i˜d); y
n).
III. MAIN RESULTS FOR NON-ADAPTIVE QUERY PROCEDURES
A. Non-Asymptotic Bounds
We first present an upper bound on the error probability of optimal non-adaptive query procedures. Given any (p, q) ∈ [0, 1]2,
let P p,qY be the marginal distribution on Y induced by the Bernoulli distribution PX = Bern(p) and the measurement-dependent
channel P qY |X . Furthermore, define the following information density
ıp,q(x; y) := log
P qY |X(y|x)
P p,qY (y)
, ∀ (x, y) ∈ X × Y. (14)
Correspondingly, for any (xn, yn) ∈ Xn × Yn, we define
ıp(x
n; yn) :=
∑
i∈[n]
ıp,p(xi; yi) (15)
as the mutual information density between xn and yn.
Theorem 1. Given any (n, d,M) ∈ N3, for any p ∈ [0, 1] and any η ∈ R+, the procedure in Algorithm 1 is an (n, d, 1M , ε)-
non-adaptive query procedure where
ε ≤ 4n exp(−2Mdη2) + exp(nηc(p))E[min{1,Md Pr{ıp(X¯n;Y n) ≥ ıp(Xn;Y n)|Xn, Y n}]}, (16)
where (Xn, X¯n, Y n) is distributed as PnX(X
n)PnX(X¯
n)(P pY |X)
n(Y n|Xn) with PX defined as the Bernoulli distribution with
parameter p (i.e., PX(1) = p).
The proof of Theorem 1 uses a modification of the random coding union bound [13] and is given in Appendix A.
Consider the measurement-independent channel where P qY |X = P
1
Y |X =: PY |X for all q ∈ [0, 1]. Similarly to the proof of
Theorem 1, we can show that for any p ∈ [0, 1], there exists an (n, d, 1M , ε)-non-adaptive query procedure such that
ε ≤ E[min{1,Md Pr{p(X¯n;Y n) ≥ p(Xn;Y n)|Xn, Y n}]}, (17)
where the tuple of random variables (Xn, X¯n, Y n) is distributed as PnX(X
n)PnX(X¯
n)PnY |X(Y
n|Xn), the information density
p(x
n; yn) is defined as
p(x
n; yn) := log
PnY |X(y
n|xn)
PnY (y
n)
, (18)
and PY is the marginal distribution induced by PX and PY |X . Comparing the measurement-independent case (17) with the
measurement-dependent case (16), the non-asymptotic upper bound (16) in Theorem 1 differs from (17) in two aspects: there
7are an additional additive term and an additional multiplicative term in (16). As is made clear in the proof of Theorem 1, the
additive term 4n exp(−2Mdη2) results from the atypicality of the measurement-dependent channel and the multiplicative term
exp(nηc(p)) appears due to the change-of-measure we use to replace the measurement-dependent channel PA
n
Y n|Xn with the
measurement-independent channel (P pY |X)
n.
We next provide a non-asymptotic converse bound to complement Theorem 1. For simplicity, for any query A ⊆ [0, 1]d and
any (x, y) ∈ X × Y , we use ıA(x, y) to denote ı|A|,|A|(x, y).
Theorem 2. Set (n, δ, ε) ∈ N × R+ × [0, 1]. Any (n, δ, ε)-non-adaptive query procedure satisfies the following. For any
β ∈ (0, 1−ε2 ) and any κ ∈ (0, 1− ε− 2dβ),
−d log δ ≤ −d log β − log κ+ sup
An⊆[0,1]nd
sup
{
t
∣∣∣Pr{ ∑
i∈[n]
ıAi(Xi;Yi) ≤ t
}
≤ ε+ 2dβ + κ
}
. (19)
The proof of Theorem 2 is given in Appendix B. The proof of Theorem 2 is decomposed into two steps: i) we use the result
in [8] which states that the excess-resolution probability of any non-adaptive query procedure can be lower bounded by the
error probability associated with channel coding over the measurement-dependent channel with uniform message distribution,
minus a certain term depending on β; and ii) we apply the non-asymptotic converse bound for channel coding [14, Proposition
4.4] by realizing that, given a sequence of queries, the measurement-dependent channel is simply a time varying channel with
deterministic states at each time point.
We remark that the non-asymptotic bounds in Theorems 1 and 2 hold for any number of queries and any measurement-
dependent channels satisfying (2). As we shall see in the next subsection, these non-asymptotic bounds lead to the second-order
asymptotic result in Theorem 3, which provides an approximation to the finite blocklength fundamental limit δ∗(n, d, ε). The
exact calculation of the upper bound in Theorem 2 is challenging. However, for n sufficiently large, as demonstrated in the
proof of Theorem 3, the supremum in (19) can be achieved by queries An where each query Ai has the same size.
B. Second-Order Asymptotic Approximation
In this subsection, we present the second-order asymptotic approximation to the achievable resolution δ∗(n, d, ε) of optimal
non-adaptive query procedures after n queries subject to a worst case excess-resolution probability of ε ∈ [0, 1).
Given measurement-dependent channels {P qY |X}q∈[0,1], the channel “capacity" is defined as
C := max
q∈[0,1]
E[ıq,q(X;Y )], (20)
where (X,Y ) ∼ Bern(q)× P qY |X .
Let the capacity-achieving set Pca be the set of optimizers achieving (20). Then, for any ε ∈ [0, 1), define the following
“dispersion” of the measurement-dependent channel
Vε :=
{
minq∈Pca Var[ıq,q(X;Y )] if ε < 0.5,
maxq∈Pca Var[ıq,q(X;Y )] if ε ≥ 0.5. (21)
The case of ε < 0.5 will be the focus of the sequel of this paper.
Theorem 3. Assume for any q ∈ Pca, the third absolute moment of ıq,q(X;Y ) is finite. For any ε ∈ (0, 1), the achievable
resolution δ∗(n, d, ε) of optimal non-adaptive query procedures satisfies
− log δ∗(n, d, ε) = 1
d
(
nC +
√
nVεΦ
−1(ε) +O(log n)
)
, (22)
where the remainder term satisfies − 12 log n+O(1) ≤ O(log n) ≤ log n+O(1).
The proof of Theorem 3 is provided in Appendix C. In the achievability proof, we make use of the non-adaptive query
procedure in Algorithm 1 and thus prove its second-order optimality.
We make the following remarks. Firstly, Theorem 3 implies a phase transition analogous to those found in group testing
in machine learning [23], [24], which we interpret in Figure 2. We remark that this phase transition is a direct result of the
second-order asymptotic analysis and does not follow from a first-order asymptotic analysis, e.g., that developed in [8, Theorem
1]. As a corollary of Theorem 3, for any ε ∈ (0, 1),
lim
n→∞−
1
n
log δ∗(n, d, ε) =
C
d
. (23)
which takes the form of a strong converse [25]–[27] to the channel coding theorem. The result in (23) indicates that tolerating
a smaller, or even vanishing excess-resolution probability, does not improve the asymptotic achievable resolution decay rate of
an optimal non-adaptive query procedure.
Secondly, Theorem 3 refines [8, Theorem 1] in several directions. First, Theorem 3 is a second-order asymptotic result
which provides an approximation for the finite blocklength performance while [8, Theorem 1] only characterizes the
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Fig. 2. Illustration of the phase transition of non-adaptive query procedures for the case of d = 2 when the noisy channel is a measurement-dependent BSC
with parameter ν = 0.2. On the one hand, when the resolution decay rate is strictly greater than the capacity C
d
, then as the number of the queries n→∞,
the excess-resolution probability tends to one. On the other hand, when the resolution decay rate is strictly less than the capacity C
d
, then the excess-resolution
probability vanishes as the number of the queries increases.
asymptotic resolution decay rate with vanishing worst-case excess-resolution probability for a one-dimensional target, i.e.,
limε→0 limn→∞(− log δ∗(n, 1, ε)). Second, our results hold for any measurement-dependent channel satisfying (2) while [8,
Theorem 1] only addresses the measurement-dependent BSC.
Thirdly, the dominant event which leads to an excess-resolution in noisy 20 questions estimation is the atypicality of the
information density ıp(Xn;Y n) (cf. (15)). To characterize the probability of this event, we make use of the Berry–Esseen
theorem and show that the mean C and the variance Vε of the information density ıq,q(X;Y ) play critical roles.
Fourthly, we remark that any number s ∈ [0, 1] has the binary expansion (b0.b1b2 . . .). We can thus interpret Theorem 3 as
follows: using an optimal non-adaptive query procedure, after n queries, with probability of at least 1− ε, one can extract the
first b− log2 δ∗(n, d, ε)c bits of the binary expansion of each dimension of the target variable S = (S1, . . . , Sd).
A final remark is that separate estimation over each dimension of a multi-dimensional target variable using the special d = 1
case in Algorithm 1 is not second-order optimal although it is optimal asymptotically. Explanations are provided as follows.
From the asymptotic result in (23), we observe that asymptotically, it is in fact optimal to allocate roughly nd queries to each
dimension using the special d = 1 case of Algorithm 1 when searching for a d-dimensional target variable. Such a decoupled
searching algorithm achieves the asymptotic optimal resolution decay rate for non-adaptive query procedures. However, from
a second-order asymptotic point of view, allocating equal number of queries to search over each dimension is not optimal.
Supposed that over each dimension i ∈ [d], we allocate nd queries to search for the value of Si and tolerate excess-resolution
probabilities εi, similarly to the achievability part of Theorem 3, we find that the achievable resolution δsep(n, d, ε) satisfies
− log δsep(n, d, ε) = max
(ε1,...,εd):
∑
i∈[d] εi≤ε
min
i∈[d]
{
nC
d
+
√
nVεi
d
Φ−1(εi)
}
+O(log n) (24)
=
nC
d
+
√
nV ε
d
d
Φ−1
( ε
d
)
+O(log n), (25)
where (25) follows since i) for any ε ∈ (0, 1) and any d ≥ 2, the minimization in (24) is achieved by some i ∈ [d] such
that εi < 0.5 because Φ−1(a) is decreasing in a ∈ [0, 1] and Φ−1(a) < 0 for any a < 0.5, and ii) for any ε ∈ [0, 1], the
maximization is achieved by a vector (ε1, . . . , εd) where εi = εd for all i ∈ [d].
Note that for any ε ≥ 0.5 and any d ≥ 2, the right hand side of (25) is no greater than nCd + O(log n) since Φ−1( εd ) ≤
Φ−1(0.5) = 0. However, the right hand side of (22) is greater than nCd +O(log n) since both Φ
−1(ε) and Vε are positive when
ε > 0.5. Furthermore, when ε < 0.5, we have
nC
d
+
√
nV ε
d
d
Φ−1
( ε
d
)
=
nC
d
+
√
nVε
d
Φ−1
( ε
d
)
(26)
<
nC
d
+
√
nVε
d
Φ−1 (ε) (27)
<
nC
d
+
√
nVε
d2
Φ−1(ε) (28)
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Fig. 3. Plot of C(ν, q), the mean of the mutual information density, of a measurement-dependent BSC for various values of ν and q ∈ [0, 1]. For a given
ν, the maximum value of C(ν, q) over q ∈ [0, 1] is the capacity of the measurement-dependent BSC with parameter ν and the values of q achieving this
maximum consists of the set of capacity-achieving parameters Pca. For ν = 0.2 and ν = 0.5, Pca is singleton and for ν = 1, Pca contains two elements.
=
1
d
(
nC +
√
nVεΦ
−1(ε)
)
(29)
where (26) follows since Vε (cf. (21)) takes the same value for any ε ∈ [0, 0.5), (27) follows since Φ−1(a) in non-decreasing
in a ∈ [0, 1] and ε > ε2 ≥ εd , (28) follows since d ≥ 2 and Φ−1(ε) < 0 for any ε < 0.5. Therefore, for any d ≥ 2, the result in
(25) is always smaller than the result in (22). This implies that separate searching over each dimension of a multidimensional
target variable is in fact not optimal. This is verified by a numerical simulation in Section V (Figure 12).
In the following, we specialize Theorem 3 to different measurement-dependent channels.
C. Case of Measurement-Dependent BSC
We first consider a measurement-dependent BSC. Given any ν ∈ (0, 1] and any q ∈ [0, 1], let β(ν, q) := q(1−νq)+(1−q)νq.
For any (x, y) ∈ {0, 1}2, the information density of a measurement-dependent BSC with parameter ν is
ıq,νq(x; y) = 1(x 6= y) log(νq) + 1(x = y) log(1− νq)− 1(y = 1) log(β(ν, q))
− 1(y = 0) log(1− β(ν, q)). (30)
The mean and variance of the information density are respectively
C(ν, q) := E[ıq,νq(X;Y )] = hb(β(ν, q))− hb(νq), (31)
V (ν, q) := Var[ıq,νq(X;Y )], (32)
where hb(p) = −p log(p)− (1− p) log(1− p) is the binary entropy function. The capacity of the measurement-dependent BSC
with parameter ν is thus
C(ν) = max
q∈[0,1]
C(ν, q), (33)
Depending on the value of ν ∈ (0, 1], the set of capacity-achieving parameters Pca may or may not be a singleton (cf.
Figure 3). In particular, for any ν ∈ (0, 1), the capacity-achieving parameter q∗ is unique. When ν = 1, there are two
capacity-achieving parameters q∗1 and q
∗
2 where q
∗
1 + q
∗
2 = 1. It can be verified easily that V (1, q
∗
1) = V (1, 1− q∗1). As a result,
for any capacity-achieving parameter q∗ of the measurement-dependent BSC with parameter ν ∈ (0, 1], the dispersion of the
channel is
V (ν) = V (ν, q∗). (34)
Corollary 1. Let ν ∈ (0, 1). If the channel from the oracle to the player is a measurement-dependent BSC with parameter ν,
then Theorem 3 holds with C = C(ν) and Vε = V (ν) for any ε ∈ (0, 1).
We make the following observations. Firstly, if we let ν = 1 and take n→∞, then for any ε ∈ (0, 1),
lim
n→∞
− log δ∗(n, d, ε)
n
=
maxq∈[0,1]
(
hb(β(1, q))− hb(q)
)
d
. (35)
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Fig. 4. The second-order asymptotic approximation to the average number of bits extracted per query using an optimal non-adaptive query procedure for both
measurement-dependent (− log2 δ∗(n, d, ε)/n) and measurement-independent (− log2 δ∗mi(n, d, ε)/n) versions of the BSC for different parameters ν. Here
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This is a strengthened version of [8, Theorem 1] with strong converse.
Secondly, when one considers the measurement-independent BSC with parameter ν ∈ (0, 1), then it can be shown that the
achievable resolution δ∗mi(n, d, ε) of optimal non-adaptive query procedures satisfies
−d log2 δ∗mi(n, d, ε) = n(1− hb(ν)) +
√
nν(1− ν) log2
1− ν
ν
Φ−1(ε) +O(log n). (36)
To compare the performances of optimal non-adaptive query procedures under measurement-dependent and measurement-
independent channels respectively, we plot in Figure 4 the second-order approximation to the per query average number of bits,
specifically, we compare − log2 δ
∗(n,2,ε)
n and
− log2 δ∗mi(n,2,ε)
n for ε = 0.001 and different values of ν and n.
When ν < 0.5, the optimal query procedure under a measurement-dependent channel achieves a higher resolution than
its counterpart in the measurement-independent case. The intuition is that the probability of receiving wrong answers in
the measurement-dependent channel is always smaller compared with the measurement-independent channel with the same
parameter. However, when ν > 0.5, we find that the relative performances can be reversed. The reasons for this phenomenon
are two fold: i) BSC is a symmetric channel, thus under the measurement-independent setting, having a BSC with crossover
probability ν > 0.5 is equivalent to having a BSC with parameter 1− ν < 0.5 since one can easily flip all bits; ii) under the
measurement-dependent setting, since the probability of receiving wrong answers depends on the size of the query, thus the
symmetric nature of BSC is lost.
D. Case of Measurement-Dependent BEC
We next consider a measurement-dependent BEC. Given any τ ∈ [0, 1] and any q ∈ (0, 1), for any (x, y) ∈ {0, 1}× {0, 1, e},
the information density for a measurement-dependent BEC with parameter τ is
ıq,qτ (x; y) = 1(y = x) log(1− qτ)− 1(y = 1) log(q(1− qτ))− 1(y = 0) log((1− q)(1− qτ)). (37)
The mean and variance of the information density are respectively
C(τ, q) := E[ıq,qτ (X;Y )] = (1− qτ)hb(q), (38)
V (τ, q) := Var[ıq,qτ (X;Y )] = (1− qτ)
(
hb(q) log(1− qτ) + q log q log(q(1− qτ))
+ (1− q) log(1− q) log((1− q)(1− qτ))
)
− (1− qτ)2hb(q)2. (39)
The capacity of the measurement-dependent BEC with parameter τ ∈ [0, 1] is given by
C(τ) = max
q∈[0,1]
C(τ, q) = max
q∈[0,0.5]
(1− qτ)hb(q), (40)
where the second equality follows since for any τ , C(τ, q) is decreasing in q ∈ [0.5, 1]. We plot C(τ, q) for different values of
τ in Figure 5. It can be verified that the capacity-achieving parameter for the measurement-dependent BEC is unique and we
denote it by q∗. Thus, the dispersion of the channel is V (τ, q∗).
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Fig. 5. Plot of C(τ, q) for the measurement-dependent BEC with parameter τ for q ∈ [0, 1]. For each given τ , the maximum value of C(τ, q) over q ∈ [0, 1] is
the capacity of the measurement-dependent BEC. Note that the capacity-achieving parameter q∗ for measurement-dependent BEC is unique for any τ ∈ (0, 1].
We obtain the following:
Corollary 2. Let τ ∈ [0, 1]. If the channel from the oracle to the player is a measurement-dependent BEC with parameter τ ,
then Theorem 3 holds with C = C(τ) and Vε = V (τ, q∗) for any ε ∈ [0, 1).
The remarks we made for Corollary 1 apply equally to Corollary 2, but additional properties are worthwhile to mention.
Firstly, if one considers a measurement-independent BEC with parameter τ ∈ [0, 1], then the achievable resolution δ∗mi(n, d, ε)
of optimal non-adaptive query procedures satisfies
−d log2 δ∗mi(n, d, ε) = n(1− τ) +
√
nτ(1− τ)Φ−1(ε) +O(log n). (41)
We can then compare the performances of optimal query procedures for measurement-dependent and measurement-independent
channels. Accordingly, in Figure 6, we plot the second-order approximation to both − log2 δ∗(n, d, ε)/n and − log2 δ∗mi(n, d, ε)/n
for d = 2, ε = 0.001 and various values of ν, where again we ignore the remainder O(log n). As can be observed in Figure
6, for the considered cases, optimal querying with a measurement-dependent channel achieves a higher resolution than its
counterpart with a measurement-independent channel. The intuition is that in the measurement-dependent channel, the probability
of erasure is usually smaller than the probability of erasure in a measurement-independent channel. In particular, when
τ = 1, the measurement-independent channel is degraded by noise and thus no useful information can be obtained from the
measurement-independent channel output. In contrast, in the measurement-dependent case, optimal non-adaptive querying can
still accurately extract a significant number of bits in the binary expansion of the target variable.
Secondly, if the channel is a noiseless (i.e., τ = 0), the achievable resolution of optimal non-adaptive query procedures
satisfies
−d log2 δ∗(n, d, ε) = n+O(log n). (42)
Note that, interestingly, for the noiseless 20 questions problem, the achievable resolution of optimal non-adaptive querying does
not depend on the target excess-resolution probability ε ∈ [0, 1) for any number of queries n. This is in contrast to the noisy
20 questions problem where a similar phenomenon occurs only when n → ∞, c.f. (23). The implication is that that in the
noiseless 20 questions problem, for any number of the queries n ∈ N, the achievable resolution of optimal non-adaptive query
procedures cannot be improved even if one tolerates a larger excess-resolution probability ε.
E. Case of Measurement-Dependent Z-Channel
We next consider a measurement-dependent Z-channel. Given any ζ ∈ (0, 1] and q ∈ (0, 1], for any (x, y) ∈ {0, 1}2, the
information density of a measurement-dependent Z-channel with parameter ζ is
ıq,ζq(x; y) = 1(y = x = 0) log
1
1− q + ζq2 + 1(y = 0, x = 1) log
ζq
1− q + ζq2 + 1(y = x = 1) log
1− ζq
q − ζq2 . (43)
The mean and the variance of the information density are respectively
C(ζ, q) := E[ıq,ζq(X;Y )] = hb(q(1− ζq))− qhb(ζq), (44)
V (ζ, q) := V[ıq,ζq(X;Y )].
12
n
0 100 200 300 400 500 600 700 800 900 1000
av
g.
n
o
.
b
it
s
ex
tr
ac
te
d
p
er
q
u
er
y
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
− log2 δ
∗(n, d, ε)/n, τ = 0.2
− log2 δ
∗(n, d, ε)/n, τ = 1
− log2 δ
∗
mi(n, d, ε)/n τ = 0.2
− log2 δ
∗
mi(n, d, ε)/n τ = 1
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Fig. 7. Plot of C(ζ, q), the mean of the information density, of the measurement-dependent binary Z-channel with parameter ζ for q ∈ [0, 1]. For any
ζ ∈ (0, 1], there exists a unique capacity-achieving value q∗ ∈ [0, 1].
The capacity of the measurement-dependent Z-channel with parameter ζ is
C(ζ) = max
q∈[0,1]
C(ζ, q). (45)
We plot C(ζ, q) for different values of ζ and q ∈ [0, 1] in Figure 7. It can be verified that the capacity achievable parameter for
the measurement-dependent Z-channel is unique and we denote the optimizer as q∗. Therefore, the dispersion of the Z-channel
is V (ζ, q∗). Our second-order asymptotic result in Theorem 3 specializes to the Z-channel as follows.
Corollary 3. Let ζ ∈ (0, 1]. If the channel from the oracle to the player is a measurement-dependent Z-channel with parameter
ζ, then Theorem 3 holds with C = C(ζ, q∗) and Vε = V (ζ, q∗) for any ε ∈ (0, 1).
When one considers a measurement-independent Z-channel with parameter ζ, it can be easily shown that the achievable
resolution δ∗mi(n, d, ε) of optimal non-adaptive query procedures satisfies
−d log δ∗mi(n, d, ε) = nCmi(ζ) +
√
nVmi(ζ)Φ
−1(ε) +O(log n), (46)
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where Cmi(ζ) and Vmi(ζ) are the capacity and dispersion of the Z-channel:
Cmi(ζ) = sup
q∈[0,1]
hb(q(1− ζ))− qhb(ζ), (47)
Vmi(ζ) = q
∗
mi(1− q∗mi)
(
log(1− q∗mi + ζq∗mi)
)2
+ ζq∗mi(1− ζq∗mi)
(
log
ζ
1− q∗mi + ζq∗mi
)2
+ (q∗mi − ζq∗mi)(1− q∗mi + ζq∗mi)
(
log
1− ζ
q − ζq∗mi
)
, (48)
with q∗mi ∈ [0, 1] being the unique optimizer of Cmi(ζ).
We compare the performances of optimal non-adaptive querying for the measurement-dependent and measurement-independent
Z-channels with different parameters. In Figure 8, the second-order approximation to both− log δ∗mi(n, d, ε)/n and− log δ∗mi(n, d, ε)/n
is plotted for d = 2, ε = 0.001 and different values of ζ . Once again, we find that the optimal non-adaptive query procedure for
the measurement-dependent channel achieves a higher resolution than its counterpart for the measurement-independent channel.
F. Generalization to Simultaneous Searching for Multiple Targets
In this subsection, we consider the case of a simultaneous 20 questions search for multiple targets [16]. Given finite
integers (k, d) ∈ N2, let (S1, . . . ,Sk) be a sequence of k target random vectors, where for each i ∈ [k], the random vector
Si = (Si,1, . . . , Si,d) is generated independently from an arbitrary pdf fS defined [0, 1]d. The task is to design a query procedure
to locate the k targets simultaneously with as few queries as possible.
Similarly to Definition 4, a non-adaptive query procedure is defined as follows.
Definition 6. Given any (n, k, d) ∈ N3, δ ∈ R+ and ε ∈ [0, 1], an (n, k, d, δ, ε)-non-adaptive query procedure for noisy 20
questions consists of
• n queries (A1, . . . ,An) where each Ai ⊆ [0, 1]d,
• and a decoder g : Yn → [0, 1]kd
such that the excess-resolution probability satisfies
Pe(n, k, d, δ) := sup
fS∈F([0,1]d)
Pr{∃ (i, j) ∈ [k]× [d] : |Sˆi,j − Si,j | > δ} ≤ ε, (49)
where Sˆi,j is the j-th coordinate of the estimate for the i-th target vector Si using the decoder g, i.e., g(Y n) = (Sˆ1, . . . , Sˆk).
The minimal achievable resolution is then defined as
δ∗(n, k, d, ε) := inf{δ : ∃ an (n, k, d, δ, ε)−non−adaptive query procedure}. (50)
The following definitions will be needed. For any (k,M) ∈ N2, let L(k,M) be the set of all length-k vectors whose elements
are ordered in increasing order and each element takes values in [M ], i.e.,
L(k,M) := {(i1, . . . , ik) ∈ [M ]k : ∀ (j, l) ∈ [k]2 s.t. j < l, ij < il}. (51)
14
Furthermore, given any (d,M) ∈ N2, define a function Γ : [M ]d → [Md] as follows: for any (i1, . . . , id) ∈ [M ]d,
Γ(i1, . . . , id) = 1 +
∑
j∈[d]
(ij − 1)Md−j . (52)
Note that the function Γ(·) is invertible. We denote Γ−1 : [Md]→ [M ]d the inverse function.
Given any (x1, . . . , xk, y) ∈ [0, 1]k × Y , define the joint distribution
P p,k
XkY
(x1, . . . , xk, y) :=
( ∏
j∈[k]
PX(xk)
)
P pY |Z(y|1{∃j ∈ [k] : xj = 1}), (53)
where P pY |Z denotes a measurement-dependent channel. Other distributions, such as P
p,k
Y (·) used below, are defined similarly
to (53). For any k ∈ N and J ⊆ [k], we use XJ to denote the collection of random variables Xj with j ∈ J , use Xn(J ) to
denote the collection of sequences Xn(j) with j ∈ J and use xJ and xn(J ) similarly. For any γ > 0, define the following
sets of sequences
Dn,kJ (γ) :=
{
(xn([k]), yn) ∈ {0, 1}kn × Yn : log
(P p,kY |X[k])
n(yn|xn([k]))
(P p,kY |XJ )
n(yn|xn(J )) > d|J | logM + γ
}
, J ⊆ [k], (54)
Dn,k(γ) :=
⋂
J⊆[k]
Dn,kJ (γ). (55)
Furthermore, given any t ∈ [k], for any J ⊆ [t], define the (conditional) mutual information density
ıp,tJ (x[t]; y) :=

log
Pp,t
Y |X[t]
(y|x[t])
Pp,t
Y |XJ
(y|xJ ) |J | < t
log
Pp,t
Y |X[t]
(y|x[t])
Pp,tY (y)
|J | = t
, (56)
and define the following moments of ıp,tJ (·):
CJ (p, t) := EPp,t
XtY
[ıp,tJ (X[t];Y )], (57)
VJ (p, t) := VarPp,t
XtY
[ıp,tJ (X[t];Y )], (58)
TJ (p, t) := EPp,t
XtY
[|ıp,tJ (X[t];Y )− CJ (p, t)|3]. (59)
Finally, let
(p∗, t∗) := arg max
p∈[0,1]
arg min
t∈[k]
C[t](p, t)
t
. (60)
Theorem 4. Assume that i) the optimizer (p∗, t∗) is unique and ii) the third absolute moment T[t∗](p∗, t∗) is finite. For any finite
numbers (k, d) ∈ N2 and any ε ∈ (0, 1), the achievable resolution δ∗(n, k, d, ε) of an optimal non-adaptive query procedure
satisfies
− log δ∗(n, k, d, ε) = nC[t∗](p
∗, t∗) +
√
nV[t∗](p∗, t∗)Φ−1(ε) +O(log n)
dt∗
. (61)
The proof of Theorem 4 is provided in Appendix D. Note that Theorem 4 refines [16] by i) addressing arbitrary finite
output-alphabet measurement-dependent noisy channels instead of BSC only, ii) providing a non-asymptotic (second-order
asymptotic) bound and iii) considering multidimensional targets instead of one-dimensional targets. Several other remarks are
in order.
Firstly, the proof of Theorem 4 uses the information spectrum method [28], [29]. In the achievability part, we analyze the
performance of the non-adaptive query procedure given in Algorithm 2, which is based on random coding and is similar to
Algorithm 1 except that the decoder is different.
Secondly, for any ε ∈ (0, 1),
lim
n→∞
− log δ∗(n, k, d, ε)
n
=
C[t∗](p
∗, t∗)
dt∗
. (62)
The result in (62) implies that a phase transition (strong converse) exists for non-adaptive querying for multiple multidimensional
targets, with the critical resolution decay rate given by C[t∗](p
∗,t∗)
dt∗ .
Thirdly, note that
C[t∗](p
∗, t∗) = max
p∈[0,1]
min
t∈[k]
C[t](p, t). (63)
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Algorithm 2 Non-adaptive query procedure for simultaneous searching for multiple targets
Input: The number of queries n ∈ N and three parameters (M,p, γ) ∈ N× (0, 1)× R+
Output: A vectors of estimates of the locations of k targets (s1, . . . , sk) where each si ∈ [0, 1]d
Partition the unit cube of dimension d into Md equal-sized disjoint cubes {Si1,...,id}(i1,...,id)∈[M ]d .
Generate Md binary vectors {xn(i1, . . . , id)}(i1,...,id)∈[M ]d where each binary vector is generated i.i.d. from a Bernoulli
distribution with parameter p.
l← 1.
while l ≤ n do
Form the l-th query as
Al :=
⋃
(i1,...,id)∈[M ]d:xl(i1,...,id)=1
Si1,...,id
Obtain a noisy response yl from the oracle to the query Al.
l← l + 1.
end while
t← k.
while t > 0 do
if ∃ a tuple (j1, . . . , jt) ∈ L(t,Md) such that (Xn(Γ−1(j1)), . . . , Xn(Γ−1(jt))) ∈ Dn,t(γ) then
Return the locations of k targets as being in subintervals SΓ−1(jl) with l ∈ [t].
t← 0
else
t← t− 1.
end if
end while
The minimization over t ∈ [k] in (63) follows from the fact that given a certain resolution, the number of cubes containing
targets might be fewer than the total number of targets. This is because in any query procedure, we need to do a partition of
the unit cube into equal-sized disjoint regions and quantize the targets (s1, . . . , sk). Two targets (si, sj) might be quantized
into the same cube if they are too close with respect to a given resolution. To ensure that our result holds for all possible cases,
a minimization over the number of quantized targets accounts for the worst case. Furthermore, to maximize the performance of
the non-adaptive query procedure, we choose the best possible codebook by maximizing over the parameter p ∈ [0, 1]. For a
measurement-dependent BSC when d = 1, it was demonstrated in [16] that the worst case is achieved when all k targets are
quantized into distinct regions, i.e., t∗ = k.
Fourthly, when the number of targets k is unknown but an upper bound K is known, our results in Theorem 4 still hold by
replacing k with the upper bound K. Furthermore, the query procedure to achieve the theoretical performance is similar to
Algorithm 2 except that k should be replaced with K.
IV. UPPER BOUND ON RESOLUTION OF ADAPTIVE QUERYING
In this section, we present a second-order asymptotic upper bound on the achievable resolution of adaptive query procedures
and use this bound to discuss the benefit of adaptivity. Our result provides an approximation to the minimal achievable resolution
of the adaptive query procedure in Algorithm 3 in Appendix E.
Recall the definition of the capacity C of measurement-dependent channels in (20).
Theorem 5. For any (l, d, ε) ∈ R+ × N× [0, 1),
− log δ∗a(l, d, ε) ≥
lC
d(1− ε) +O(log l). (64)
The proof of Theorem 5 is in Appendix E.
We make several remarks. Firstly, it is instructive to compare the performance of Algorithm 3 with existing results [8], [11]
for the case of d = 1. Asymptotically, we have that for any ε ∈ (0, 1), our adaptive query procedure achieves the asymptotic
resolution decay rate
lim inf
l→∞
− log δ∗a(l, 1, ε)
l
≥ C
1− ε . (65)
On the other hand, for a measurement-dependent BSC with any parameter ν ∈ [0, 1], the adaptive query procedures in [8], [11]
achieve the asymptotic resolution decay rate
lim inf
l→∞
− log δ∗a(l, 1, ε)
l
≥ C(0), (66)
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Fig. 9. Comparison of the asymptotic resolution decay rate of Algorithm 3 and the sorted PM algorithm in [11] for a measurement-dependent BSC with
parameter ν over a range of tolerable excess-resolution probability ε.
where C(·) is the channel capacity defined in (33). For small value of excess-resolution probability ε or large value of channel
parameter ν, it is usually true that the adaptive query procedures in [8], [11] achieve a larger resolution decay rate. However,
for large value of ε and small value of ν, Algorithm 3 can achieve a faster resolution decay rate. An example is provided in
Figure 9 to compare the asymptotic resolution decay rate of Algorithm 3 and the sorted posterior matching (PM) algorithm in
[11] for a measurement-dependent BSC with different parameters ν ∈ [0, 1]. Furthermore, we provide numerical simulations in
Figure 14 that compare the non-asymptotic simulated performance of Algorithm 3 and the sorted PM algorithm. Note that the
sorted PM algorithm was only analyzed for a measurement-dependent BSC in [11].
Secondly, a converse bound is necessary to establish the optimality of any adaptive query algorithm under a measurement-
dependent channel. However, a converse is elusive, since as pointed out in [8], under the measurement-dependent channel, each
noisy response Yi depends not only on the target vector S, but also the previous queries Ai−1 and noisy responses Y i−1. This
strong dependency makes it difficult to directly relate the current problem to channel coding with feedback [30]. Indeed, under
such a setting, the corresponding classical coding analogy is channel coding with feedback and with state where the state has
memory. New ideas and techniques are likely required to establish a converse proof for this setting.
Thirdly, by comparing Theorem 3 to Theorem 5, we can analyze the benefit of adaptivity for the noisy 20 questions problem
with measurement-dependent noise. For any (n, d, ε) ∈ N2 × [0, 1), define the benefit of adaptivity, called adaptivity gain, as
G(n, d, ε) := log δ∗(n, d, ε)− log δ∗a(n, d, ε). (67)
Using Theorems 3 and 5, we have
G(n, d, ε) ≥ 1
d
(
nCε
1− ε −
√
nVεΦ
−1(ε)
)
+O(log n) =: G(n, d, ε). (68)
Note that Φ−1(ε) < 0. To illustrate the adaptivity again, Figure 10, we plot G(n, d, ε) for d = 2, ε = 0.001 and three types of
measurement-dependent channels with various parameters. Note that adaptive query procedures gain over non-adaptive query
procedures since for the former, one can make different number of queries with respect to different realization of the target
variable.
Finally, using the techniques in [19] and the relationship between adaptive querying in 20 questions and channel coding
with feedback, we have that the achievable resolution δ∗a,mi(l, d, ε) of optimal adaptive query procedures for for measurement-
independent channels satisfies
− log δ∗a,mi(l, d, ε) =
lCmi
d(1− ε) +O(log l), (69)
where Cmi is the capacity of the measurement-independent channel. Using (64) and (69), the performances of adaptive
query procedures under measurement-dependent and measurement-independent channels can be compared, analogous to the
non-adaptive cases. See Appendix F for numerical results.
V. NUMERICAL ILLUSTRATIONS
We consider a measurement-dependent BSC with parameter ν = 0.4 and set the target excess-resolution probability to be
ε = 0.1 in call cases.
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Fig. 11. Minimal achievable resolution of non-adaptive query procedures for estimating a uniformly distributed target variable S = (S1, . . . , Sd) in the unit
cube of dimension d. The theoretical results correspond to the second-order asymptotic result in Theorem 3 and the simulate results correspond to the Monte
Carlo simulation of the non-adaptive query procedure in Algorithm 1. The error bar for simulated results denotes thirty standard deviations below and above
the mean.
A. Searching for a Multidimensional Target over the Unit Cube
In this subsection, we present numerical simulations to illustrate Theorem 3 on non-adaptive searching for a multidimensional
target. We consider the case where the target variable S = (S1, . . . , Sd) is uniformly distributed over the unit cube of dimension
d.
In Figure 11, the simulated achievable resolution for the non-adaptive query procedure in Algorithm 1 is plotted and compared
to the theoretical predictions in Theorem 3 for several values of the dimension d. Given d ∈ N, for each n ∈ {20, 30, . . . , 80},
the target resolution in the numerical simulation is chosen to be the reciprocal of M such that
logM =
1
d
(
nC(ν) +
√
nV (ν)Φ−1(ε)
)
. (70)
For each number of queries n ∈ {20, 30, . . . , 80}, the non-adaptive query procedure in Algorithm 1 is run independently 104
times and the achievable resolution is calculated. From Figure 11, we observe that our theoretical result in Theorem 3 provides
a good approximation to the non-asymptotic performance of the query procedure in Algorithm 1.
In Figure 12, for a 2-dimensional target variable S = (S1, S2), the simulated achievable resolutions is plotted for Algorithm 1
and a decoupled dimension-by-dimension search. Also shown are the theoretical predictions in Theorem 3 and (25) respectively.
The gap between theoretical and simulated results arises since we have not accounted for the third-order term, which scales as
O(log n). From Figure 12, it could be observed that separate searching over each dimension is strictly suboptimal.
B. Simultaneous Searching for Multiple Targets
We specialize to the case where k = 2, d = 1 and the target random variables (S1, S2) are both uniformly distributed over
[0, 1]. For this case, the minimal achievable resolution of the non-adaptive query procedure in Algorithm 2 is illustrated. Since
18
n
0 20 40 60 80 100 120 140
−
lo
g
2
δ
∗
(n
,
d
,
ε
)
2
4
6
8
10
12
14
16
Simulated
Theoretical
Simulated Separate
Theoretical Separate
Fig. 12. Minimal achievable resolution of non-adaptive query procedures of searching for a uniformly distributed target variable S = (S1, S2) over the unit
cube of dimension d = 2. The red line corresponds to the second-order asymptotic result in Theorem 3 and the red square denotes the Monte Carlo simulation
of the non-adaptive query procedure in Algorithm 1. The cyan dashed line and triangle correspond to the second-order asymptotic result in (25) and the Monte
Carlo simulation of Algorithm 1 for separate searching over each dimension of S respectively. The error bar for the simulated results denotes thirty standard
deviations above and below the mean.
n
35 40 45 50 55 60 65
−
lo
g
2
δ
∗
(n
,
k
,
d
,
ε
)
6
7
8
9
10
11
12
13
Simulated k = 2
Theoretical k = 2
Fig. 13. Minimal achievable resolution of non-adaptive query procedures for estimating k = 2 independent one-dimensional target variables (S1, S2) in the
unit interval. The theoretical results correspond to the second-order asymptotic result in Theorem 4 and the simulate results correspond to the Monte Carlo
simulation of the non-adaptive query procedure in Algorithm 2. The error bar for simulated results denotes thirty standard deviations below and above the mean.
we consider the measurement-dependent BSC, from [16], we know that t∗ = 2.
In Figure 13, the simulated achievable resolution is plotted for the non-adaptive query procedure in Algorithm 2 and compared
to the theoretical predictions in Theorem 4. For each n ∈ {40, 45, . . . , 60}, the target resolution is chosen to be the reciprocal
of M satisfying
logM =
nC[2](p
∗, 2) +
√
nV[2](p∗, 2)Φ−1(ε)− 12 log n
2
. (71)
For each n ∈ {40, 45, . . . , 60}, the non-adaptive procedure in Algorithm 2 is run independently 104 times and the achievable
resolution is calculated.
C. Comparisons of Adaptive Query Procedures
We consider the case of d = 1. In Figure 14, the simulated achievable resolution of the adaptive query procedure in Algorithm
3 is plotted and compared to the theoretical predictions in Theorem 5. Furthermore, we compare our results with the simulated
and asymptotic theoretical performance of the sorted PM algorithm in [11]. Each point of the simulated result is obtained as
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follows. We use ε = 0.1 as a designed parameter. Given each n ∈ {20, 30, . . . , 60}, the target resolution in the simulation was
selected as the reciprocal of M satisfying
logM =
nC(ν)
1− ε − log n. (72)
For each n ∈ {20, 30, . . . , 60}, the adaptive query procedure in Algorithm 3 is run independently 104 times and the average
stopping time ln is determined.
From Figure 14, we observe that our theoretical characterization in Theorem 5 provides a good approximation to the
performance of Algorithm 3. Compared with the sorted PM algorithm in [11], our adaptive query procedure in Algorithm 3 is
inferior in stop time if constrained to achieve the same resolution and thus the sorted PM algorithm has a better non-asymptotic
performance in such a setting. However, if one considers a measurement-dependent BSC with a small parameter ν (say
ν = 0.01), Algorithm 3 can actually achieve a better performance when the tolerable excess-resolution probability ε is relatively
large, as demonstrated in the first remark after Theorem 5. We do not include the small ν case in the numerical simulation
since the time complexity of running numerical examples for such a case is high. Furthermore, for the case of d = 1, note that
the time complexity of the sorted PM algorithm is O(M logM) [31, Table 2.1], which is larger than O(M) of Algorithm 3.
VI. CONCLUSION
We derived the minimal achievable resolution of non-adaptive query procedures for the noisy 20 questions problem where
the channel from the oracle to the player is a measurement-dependent discrete channel. Furthermore, we generalized our results
to derive bounds on the achievable resolution of adaptive query procedures and discussed the intrinsic resolution benefit due to
adaptivity.
There are several avenues for future research. Firstly, for adaptive query procedures, we derived achievability results on
searching for a single target over the unit interval. It would be fruitful to apply novel techniques to derive a matching converse
bound on the minimal achievable resolution of optimal adaptive query procedures. It would also be interesting to derive results
for cases of searching for a multidimensional target variable and simultaneous searching for multiple targets for adaptive query
procedures. Secondly, we considered discrete channel (finite output alphabet). It would be interesting to extend our results to
continuous channels such as a measurement-dependent additive white Gaussian noise channel [7]. Thirdly, in this paper, we
were interested in fundamental limits of optimal query procedures. One can propose low-complexity practical query procedures
and compare the performances of their proposed query procedures to our derived benchmarks. Finally, we considered stationary
targets in the paper. In future, one can extend our results to searching for a moving target with unknown speed [32].
APPENDIX
A. Proof of the Non-Asymptotic Achievability Bound (Theorem 1)
In this subsection, we analyze the performance of the non-adaptive query procedure in Algorithm 1 using ideas from channel
coding [33]. To begin with, we first briefly recall the query procedure in Algorithm 1.
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Fix any M ∈ N, we partition the unit cube of dimension d into Md equal-sized disjoint cubes {Si1,...,id}(i1,...,id)∈[M ]d . Let
x = {xn(i1, . . . , id)}(i1,...,id)∈[M ]d be a sequence of Md binary codewords. For each t ∈ [n], the t-th query is designed as
At :=
⋃
(i1,...,id)∈[M ]d:xt(i1,...,id)=1
Si1,...,id , (73)
where xt(i1, . . . , id) denotes the t-th element of the codeword xn(i1, . . . , id). By the above query design, our t-th query to the
oracle is whether the target s = (s1, . . . , sd) lies in the union of cubes with indices of the codewords whose t-th element are
one. Hence, for each t ∈ [n], the t-th element of each codeword can be understood as an indicator function for whether a
particular cube would be queried in i-th question, with one being positive and zero being negative.
For subsequent analysis, given any s ∈ [0, 1], define the following quantization function
q(s) := dsMe, (74)
Given any d-dimensional target variable s, we use w = (w1, . . . , wd) to denote the vector (q(s1), . . . , q(sd)), i.e., wi = q(si).
Given s, the noiseless answer of the oracle to the query At is
Zt = 1(s ∈ At) = 1
(
s ∈
⋃
(i1,...,id)∈[M ]d:xt(i1,...,id)=1
Si1,...,id
)
(75)
= 1(xt(w) = 1) = xt(w). (76)
Then the noisy response Yt is obtained by passing xt(q(s)) over the measurement-dependent channel.
Given noisy responses Y n = (Y1, . . . , Yn), the decoder produces estimates Sˆ = (Sˆ1, . . . , Sˆd) using the following two-step
decoding:
(i) the player first estimates w as Wˆ = (Wˆ1, . . . , Wˆd) using a maximal mutual information decoder, i.e.,
Wˆ = (Wˆ1, . . . , Wˆd) = max
(˜i1,...,˜id)∈[M ]d
ıp(x
n(˜i1, . . . , i˜d);Y
n); (77)
(ii) the player then produces estimates Sˆ = (Sˆ1, . . . , Sˆd) as follows:
Sˆj =
2Wˆj − 1
2M
(78)
for all j ∈ [d].
It is easy to verify that using the above query procedure, the estimate Sˆi is within 1M of the target si for all i ∈ [d] if our
estimate Wˆ = w. Thus the excess-resolution probability of the multidimensional estimation is upper bounded by the error
probability of channel coding with Md messages over a measurement-dependent codebook.
For subsequent analysis, we use W = (W1, . . . ,Wd) to denote the quantized vector of a target vector S = (S1, . . . , Sd) ∈
[0, 1]d, i.e., Wi = q(Si) for each i ∈ [d]. We use w to denote a particular realization. Note that each pdf fS ∈ F([0, 1]d) of
the target vector S induces a pmf PW ∈ P([M ]d). Using our query procedure, we have
sup
fS∈F([0,1]d)
Pr
{
∃ i ∈ [d], |Sˆi − S| > 1
M
}
≤ sup
fS∈F([0,1]d)
Pr{Wˆ 6= W} (79)
≤ sup
PW∈P([M ]d)
Pr{Wˆ 6= W} (80)
≤ sup
PW∈P([M ]d)
∑
w
PW(w) Pr{∃ w¯ ∈ [M ]d : w¯ 6= w, ıp(xn(w¯);Y n) ≥ ıp(xn(w);Y n)} (81)
=: sup
PW∈P([M ]d)
∑
w
PW(w)Pe(x, PW), (82)
where the probability in (81) is calculated with respect to the measurement-dependent channel
PA
n
Y n|Xn(y
n|xn(w)) =
∏
t∈[n]
PAtY |X(yt|xt(w)) (83)
=
∏
t∈[n]
P
qMt,d(x)
Y |X (yt|xt(w)), (84)
and in (84), we define
qMt,d(x) :=
1
Md
∑
w∈[M ]d
xt(w). (85)
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Note that Pe(x, PW) is essentially the error probability of transmitting a message W ∈ [M ]d with pmf PW over the
measurement-dependent channel PA
n
Y n|Xn . Thus, to further bound Pe(x, PW), we need to analyze the error probability of
a channel coding problem over a codebook dependent channel where the channel output Y n depends on all codewords
{xn(i1, . . . , id)}(i1,...,id)∈[M ]d . In contrast, in the classical channel coding problem, the channel output depends only on the
channel input with respect to the message. However, as we shall see, using the change-of-measure technique and the assumption
in (2), with negligible loss in error probability, we can replace the measurement-dependent channel with a memoryless channel
(P pY |X)
n.
For this purpose, we use random coding ideas [34]. Fix a Bernoulli distribution PX ∈ P({0, 1}) with parameter p, i.e.,
PX(1) = p. Let X := {Xn(i1, . . . , id)}(i1,...,id)∈[M ]d be Md independent binary sequences, each generated i.i.d. from PX .
Furthermore, for any (M,d, p, η) ∈ N2 × (0, 1)× R+, define the following typical set of binary codewords x:
T n(M,d, p, η) :=
{
x = {xn(i1, . . . , id)}(i1,...,id)∈[M ]d ∈ XMdn :
∣∣qMt,d(x)− p∣∣ ≤ η, ∀ t ∈ [n]}. (86)
For any x ∈ T n(M,d, p, η), recalling the query design in (73) and the condition in (2), we have
log
PA
n
Y n|Xn(y
n|xn)
(P pY |X)
n(yn|xn) =
∑
t∈[n]
log
P
qMt,d(x)
Y |X (yi|xi)
P pY |X(yi|xi)
≤ nηc(p). (87)
Note that given any w ∈ [M ]d, the joint distribution of (X, Y n) under the current query procedure is
Pmd,wXY n (x, y
n) =
( ∏
w¯∈[M ]d
PnX(x
n(w¯))
)( ∏
t∈[n]
P
qMt,d(x)
Y |X (yt|xt(w))
)
. (88)
and furthermore, we need the following alternative joint distribution of (X, Y n) to apply the change-of-measure idea
P p,wXY n(x, y
n) =
( ∏
w¯∈[M ]d
PnX(x
n(w¯))
)( ∏
t∈[n]
P pY |X(yt|xt(w))
)
. (89)
For any message distribution PW ∈ P([M ]d),
EX[Pe(X, PW)] ≤ Pr{X /∈ T n(M,d, p, η)}+ EX[Pe(X, PW)1(X ∈ T n(M,d, p, η))] (90)
≤ 4n exp(−2Mdη2) + EX[Pe(X, PW)1(X ∈ T n(M,d, p, η))], (91)
where (91) follows from [35, Lemma 22], which provides an upper bound on the probability of the atypicality of i.i.d. random
variables and implies that
Pr{X /∈ T n(M,d, p, η)} ≤ 4n exp(−2Mdη2). (92)
The second term in (91) can be further upper bounded as follows:
EX[Pe(X, PW)1(X ∈ T n(M,d, p, η))]
=
∑
w
PW(w)EPmd,w
XY n
[1(X ∈ T n(M,d, p, η))1(∃ w¯ ∈ [M ]d : w¯ 6= w, ıp(Xn(w¯);Y n) ≥ ıp(Xn(w);Y n))] (93)
≤ exp(nηc(p))
∑
w
PW(w) Pr
Pp,w
XY n
{∃ w¯ ∈ [M ]d : w¯ 6= w, ıp(Xn(w¯);Y n) ≥ ıp(Xn(w);Y n)} (94)
≤ exp(nηc(p))
∑
w
PW(w)
∑
w¯∈[M ]d:w¯ 6=w
Pr
Pp,w
XY n
{ıp(Xn(w¯);Y n) ≥ ıp(Xn(w);Y n)} (95)
= exp(nηc(p))EPXnY n [min{1,Md Pr
PnX
{ıp(X¯n;Y n) ≥ ıp(Xn;Y n)|Xn, Y n}]}, (96)
where (94) follows from (87) and the change of measure technique, (95) follows from the union bound, (96) follows by noting
that the codewords {Xn(i1, . . . , id)}(i1,...,id)∈[M ]d are independent under P altXY n , the total number of codewords is no greater
than Md and by applying ideas leading to the random coding union bound [13]. In (96), the joint distribution of (Xn, Y n) is
PXnY n(x
n, yn) =
∏
t∈[n]
PX(xt)P
p
Y |X(yt|xt). (97)
Combining (91) and (96), we conclude that there exists a sequence of binary codewords x such that Pe(x, PW) is upper
bounded by the desired quantity for all message distributions PW ∈ P([M ]d) and thus the proof of Theorem 1 is completed.
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Fig. 15. Figure illustration of (105) for S1. Let δ = 1600 and β =
1
6
. Thus, we partition the unit interval [0, 1] into M˜ = 100 sub-intervals each with length
1
100
. In the figure, we plot three consecutive sub-intervals with indices (k − 1, k, k + 1) for some k ∈ [2 : M˜ − 1]. Note that the k-th interval starts from
(k−1)δ
β
and end at kδ
β
and contains 1
β
small intervals, each of length δ. Suppose S1 lies in k-th sub-interval, then only if S1 is with δ = 1600 of the boundaries
in k-th sub-interval, denoted with shaded color, can we find Sˆ1 in adjacent sub-interval such that |Sˆ1 − S1| ≤ δ and Wˆ1 = qβ(Sˆ1) 6= qβ(S1) = W1.
B. Proof of the Non-Asymptotic Converse Bound (Theorem 2)
1) Converse Proof: Consider any sequence of non-adaptive queries An ⊆ ([0, 1]d)n and any decoding function g : Yn →
[0, 1]d such that the worst case excess-resolution probability with respect to a resolution δ is upper bounded by ε, i.e.,
sup
fS∈F([0,1]d)
Pr
{∃ i ∈ [d] : |Sˆi − Si| > δ} ≤ ε. (98)
As a result, for uniformly distributed target vector S = (S1, . . . , Sd), the excess-resolution probability with respect to δ is also
upper bounded by ε. In the rest of the proof, we consider a uniformly distributed d-dimensional target S.
Let β be any real number such that β ≤ 1−ε2 ≤ 0.5 and let M˜ := bβδ c. Define the following quantization function
qβ(s) := dsM˜e, ∀ s ∈ S. (99)
Given any queries An ∈ ([0, 1]d)n, the noiseless responses from the oracle are Xn = (X1, . . . , Xn) where for each t ∈ [n],
Xt = 1(S ∈ At) is a Bernoulli random variable with parameter being the volume of At, which this follows from the definition
of the measurement-dependent channel and the fact that the target variable S is uniformly distributed. The noisy responses
Y n is the output of passing Xn over the measurement-dependent channel PA
n
Y n|Xn . Finally, an estimate Sˆ = (Sˆ1, . . . , Sˆd) is
produced using the decoding function g.
For simplicity, let W := (W1, . . . ,Wd) = (qβ(S1), . . . , qβ(Sd)) and let Wˆ := (qβ(Sˆ1), . . . , qβ(Sˆd)). Similarly to [8], we
have that
Pr{Wˆ 6= W} = Pr{Wˆ 6= W, ∃ i ∈ [d] : |Sˆi − Si| > δ}+ Pr{Wˆ 6= W, ∀ i ∈ [d] : |Sˆi − Si| ≤ δ} (100)
≤ Pr{∃ i ∈ [d] : |Sˆi − Si| > δ}+ Pr{Wˆ 6= W, ∀ i ∈ [d] : |Sˆi − Si| ≤ δ} (101)
≤ ε+ Pr{Wˆ 6= W, ∀ i ∈ [d] : |Sˆi − Si| ≤ δ} (102)
≤ ε+ Pr{∃ i ∈ [d] : Wˆi 6= Wi and |Sˆi − Si| ≤ δ} (103)
≤ ε+
∑
i∈[d]
Pr{Wˆi 6= Wi and |Sˆi − Si| ≤ δ} (104)
≤ ε+ 2dδM˜ (105)
≤ ε+ 2dβ, (106)
where (102) follows from (98), (105) follows since i) only when Si is within δ to the boundaries (left and right) of the
sub-interval with indices Wi = qβ(Si) can the events Wˆi 6= Wi and |Sˆi − Si| ≤ δ occur simultaneously, ii) Si is uniformly
distributed over S and thus iii) the probability of the event {Wˆi 6= Wi, |Sˆi − Si| ≤ δ} is upper bounded by 2δM˜ , and (106)
follows from the definition of M˜ . To ease understanding of the critical step (105), we have provided a figure illustration in
Figure 15.
Using (106), we have that the excess-resolution probability of searching for a multidimensional target variable is lower
bounded by
ε ≥ Pr{Wˆ 6= W} − 2dβ. (107)
Similarly to the definition of Γ(·) in (52), we define the function Γ˜ : [M˜ ]d → [M˜d] as
Γ˜(i1, . . . , id) = 1 +
∑
j∈[d]
ijM˜
d−j . (108)
Using (107), we have
ε ≥ Pr{Γ˜(Wˆ) 6= Γ˜(W)}− 2dβ (109)
= Pr{Wˆ 6= W} − 2dβ (110)
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where (109) follows since Γ˜(·) is a one-to-one mapping from [M˜ ]d to [M˜d] and in (110), we define Wˆ = Γ(Wˆ) ∈ [Md] and
define W = Γ(W) ∈ [Md] similarly. Note that from the problem formulation, since S is uniformly distributed over [0, 1]d, we
have that W is uniformly distributed over [M˜ ]d and thus W is uniformly distributed over [Md].
Note that given queries An, the probability Pr{Wˆ 6= W} is the average error probability of channel coding with deterministic
states when the distribution of the channel inputs is PA
n
Xn and the message W is uniformly distributed over [M˜
d]. Therefore,
we can use converse bounds for channel coding to bound achievable resolution δ (via M˜ ).
Similar as [14, Proposition 4.4] which provides a finite blocklength converse bound for the channel coding problem, we have
that for any κ ∈ (0, 1− ε− 2dβ),
log M˜d ≤ inf
QY n∈P(Yn)
sup
{
t
∣∣∣Pr{ log PAnY n|Xn(Y n|Xn)
QY n(Y n)
≤ t
}
≤ ε+ 2dβ + κ
}
− log κ (111)
= sup
{
t
∣∣∣Pr{∑
i∈[n]
log
PAiY |X(Yi|Xi)
P
|Ai|,|Ai|
Y (Yi)
≤ t
}
≤ ε+ 2dβ + κ
}
− log κ, (112)
where (112) follows by choose QnY being the marginal distribution of Y
n induced distribution of PA
n
Xn and the measurement-
dependent channel PA
n
Y n|Xn . Note that (111) is slightly different from [14, Proposition 4.4]. In fact, we follow the proof of [14,
Proposition 4.4] with M replaced by M˜d and ε replaced by ε+ 2dβ till the left hand side of [14, Eq. (4.18)]. Then, we use
the definition of the so called ε-hypothesis testing divergence [14, Eq. (2.9)].
Since (112) holds for any sequence of queries An ∈ [0, 1]nd and any decoder g : Yn → [0, 1]d satisfying (98), recalling the
definition of M˜ and the definition of ıAi(·), we have
−d log δ ≤ −d log β − log κ+ sup
An∈[0,1]nd
sup
{
t ∈ R+
∣∣∣Pr{ ∑
i∈[n]
ıAi(Xi;Yi) ≤ t
}
≤ ε+ 2dβ + κ
}
. (113)
C. Proof of Second-Order Asymptotics (Theorem 3)
1) Achievability Proof: Invoking Theorem 1 with the capacity-achieving parameter q ∈ Pca, we have that for any η ∈ R+,
there exists a non-adaptive query procedure with n queries such that
Pne
(
1
M
)
≤ 4n exp(−2Mdη2) + exp(nηc(q))E[min{1,Md Pr{ıq(X¯n;Y n) ≥ ıq(Xn;Y n)}}]. (114)
We first bound the expectation term in (114) as follows:
E[min{1,Md Pr{ıq(X¯n;Y n) ≥ ıq(Xn;Y n)}}]
≤ Pr
{
Md exp(−ıq(Xn;Y n)) ≥ 1√
n
}
+
1√
n
(115)
= Pr
{
d logM − ıq(Xn;Y n) ≥ − log
√
n
}
+
1√
n
(116)
= Pr
{ ∑
i∈[n]
ıq,q(Xi;Yi) ≤ d logM + log(
√
n)
}
+
1√
n
, (117)
where (115) follows from i) the change of measure technique which states that
Pr{ıq(X¯n; yn) ≥ t} =
∑
x¯n
PnX(x¯
n)1(ıq(x¯
n; yn) ≥ t) ≤
∑
x¯n
P qX|Y (x¯
n|yn) exp(−t) = exp(−t), (118)
and ii) the result in [36, Eq. (37)] saying that E[min{1, J}] ≤ Pr{J > 1√
n
}+ 1√
n
for any n ∈ N.
Now choose M such that
d logM = nC +
√
nVεΦ
−1(ε)− 1
2
log n, (119)
and let
η =
√
d logM
2Md
= O
( √
n
exp(nC/2)
)
. (120)
Thus, we have
4n exp(−2Mdη2) = 4n
Md
= 4 exp
(
− nC −
√
nVεΦ
−1(ε) +
3
2
log n
)
= O(exp(−nC)), (121)
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and
exp(nηc(q)) = 1 + nηc(q) + o(nηc(q)) = 1 +O
(
n3/2
exp(nC/2)
)
. (122)
Finally, applying the Berry-Esseen theorem to (117), we have that for any q ∈ Pca and any ε ∈ [0, 1),
E[min{1,Md Pr{ıq(X¯n;Y n) ≥ ıq(Xn;Y n)}}] ≤ ε+O
(
1√
n
)
. (123)
Combining (114) and the results in (121) to (123), we have that for n sufficiently large,
−d log δ∗(n, d, ε) ≥ nC +
√
nV Φ−1(ε)− 1
2
log n. (124)
2) Converse Proof: We now proceed with the converse proof. Given any ε ∈ [0, 1), for any β ∈ (0, 1−ε2 ) and any
κ ∈ (0, 1− ε− 2dβ), from Theorem 2, we have
−d log δ∗(n, d, ε) ≤ −d log β − log κ+ sup
An∈[0,1]nd
sup
{
t
∣∣∣Pr{ ∑
i∈[n]
ıAi(Xi;Yi) ≤ t
}
≤ ε+ 2dβ + κ
}
. (125)
We first analyze the probability term in (125). Given any sequence of queries An, let
CAn :=
1
n
∑
i∈[n]
E[ıAi(Xi;Yi)], (126)
VAn :=
1
n
∑
i∈[n]
Var[ıAi(Xi;Yi)], (127)
TAn :=
1
n
∑
i∈[n]
E[|ıAi(Xi;Yi)− E[ıAi(Xi;Yi)]|3], (128)
Assume that there exists V− > 0 such that V− ≤ VAn . Applying the Berry-Esseen theorem [37], [38], we have that
sup
{
t
∣∣∣Pr{ ∑
i∈[n]
ıAi(Xi;Yi) ≤ t
}
≤ ε+ 2dβ + κ
}
≤ nCAn +
√
nVAnΦ−1
(
ε+ 2dβ + κ+
6TAn√
nV 3−
)
. (129)
Let β and κ be chosen so that
dβ = κ =
1√
n
. (130)
Using (125) and (129), we have
−d log δ∗(n, d, ε) ≤ log n+ sup
An∈[0,1]nd
(
nCAn +
√
nVAnΦ−1
(
ε+
2√
n
+
6TAn√
nV 3−
))
. (131)
For any sequence of queries An, we have
CAn ≤ sup
A⊆[0,1]d
E[ıA(X;Y )] = sup
p∈[0,1]
E[ıp(X;Y )] = C. (132)
Combining (131) and (132), when n is sufficiently large, for any ε ∈ [0, 1),
−d log δ∗(n, d, ε) ≤ log n+ sup
An:|Ai|=q∗, ∀i∈[n]
(
nCAn +
√
nVAnΦ−1
(
ε+
2√
n
+
6TAn√
nV 3−
))
(133)
= log n+ nC +
√
nVεΦ
−1
(
ε+
2√
n
+
6TAn√
nV 3−
)
(134)
= nC +
√
nVεΦ
−1(ε) + log n+O(1), (135)
where (133) follows since i) for any i ∈ [n], the maximum value of E[ıAi [Xi;Yi]] is achieved by any query Ai with size q∗
which achieves the capacity C and ii) when n is sufficiently large, nCAn = 1n
∑
i∈[n] E[ıAi [Xi;Yi]] is the dominant term in
the supremum, (134) follows from the definition of Vε in (21) and (135) follows from the Taylor’s expansion of Φ−1(·) (cf.
[14, Eq. (2.38)]) and the fact that TAn is finite for discrete random variables Xn and Y n.
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D. Proof of Theorem 4
1) Achievability Proof: Recall the definitions of the quantization function q(·) in (74). Similarly to Appendix A, we
the partition of the unit cube [0, 1]d into Md equal-sized disjoint cubes {Si1,...,id}(i1,...,id)∈[M ]d . Furthermore, let X =
{Xn(i1, . . . , id)}(i1,...,id)∈[M ]d be a sequence of Md binary random vectors where each vector is generated i.i.d. from a
Bernoulli distribution PX with parameter p ∈ [0, 1] to be specified. The design of each query is exactly the same as in (73).
Given k d-dimensional target vectors sk := (s1, . . . , sk) where for each i ∈ [k], si = (si,1, . . . , si,d), let wi,l = q(si,l) be the
quantized version for each i ∈ [k] and l ∈ [d] and let wi = (wi,1, . . . , wi,d) denote the collection of quantized locations of
each dimension of the target si.
It is possible that two targets can be quantized into the same partition, i.e., there exists a pair of distinct indices (i, j) ∈ [k]2
such that wi = wj . If such an event occurs, then the detected number of targets would be smaller than k. However, this should
be not considered as an error since all the targets can be located within desired resolution even under such scenarios. Recall the
definition of Γ(·) in (52). In subsequent analysis, we define the set of unique quantized locations as
Wp(sk) := {w ∈ [Md] : ∃ i ∈ [k] s.t. Γ(wi) = w}. (136)
and define the number of distinct quantized targets as
kp(s
k) := |Wp(sk)|. (137)
Furthermore, let w↑p(s
k) be the collection of elements in Wp(sk) in an increasing order and let w↑p(sk, i) be the i-th element.
For each l ∈ [n], the noiseless answer to the query Al (cf. (73)) is
Zl : = 1{∃ i ∈ [k] : si ∈ Al} = 1
{
∃ i ∈ [k] : si ∈
⋃
(i1,...,id)∈[M ]d:Xl(i1,...,id)=1
Si1,...,id
}
(138)
= 1{∃ i ∈ [k] : Xl(wi) = 1}. (139)
Then the noisy response Yi from the oracle to each query Ai is obtained by passing Zi over the measurement-dependent
channel PAiY |Z . For ease of analysis, in subsequent proof, we omit the step of the change-of-measure and assume that the
measurement-dependent channel is P pY |Z . The influence of this change-of-measure step is ignorant for relatively large number
of queries n ∈ N as demonstrated in Appendices A and C.
Recall the definitions of L(k,M) in (51), Γ(·) in (52) and Dn,k(γ) in (55) . Given noisy responses Y n = (Y1, . . . , Yn), if
there exists an unique tuple (i1, . . . , ik) ∈ L(k,Md) such that (Xn(Γ−1(i1)), . . . , Xn(Γ−1(ik)), Y n) ∈ Dn,k(γ), the decoder
produces estimates of quantized values (Wˆ1, . . . ,Wˆk) such that for each i ∈ [k], Wˆi = (Wˆi,1, . . . , Wˆi,d) = Γ−1(ik) and
then estimates the target vector Si as Sˆi where for each j ∈ [d], Sˆi,j = 2Wˆi,j−12M ; if more than one such tuple exists, then
randomly pick one; if no such tuple exists, then the process continues in finding whether a unique tuple (i1, . . . , it) exists for
all t ∈ [k − 1] (with descending t) until t = 0.
Note that given the above non-adaptive query procedure, an error (excess-resolution event for some target) is made if one of
the following three events occurs
• E1 : (Xn(Γ−1(w↑p(sk, 1))), . . . , Xn(Γ−1(w↑p(sk, kp(sk))), Y n) /∈ Dn,kp(s
k)(γ);
• E2: there exists an tuple (i1, . . . , ikp(sk)) ∈ L(kp(sk),Md) such that (i1, . . . , ikp(sk)) 6= w↑p(sk) and the following condition
satisfies (Xn(Γ−1(i1)), . . . , Xn(Γ−1(ikp(sk))), Y
n) ∈ Dn,kp(sk)(γ);
• E3 : for some t ∈ [kp(sk)+1 : k], there exists an tuple (j1, . . . , jt) ∈ L(t,Md) such that (Xn(Γ−1(j1)), . . . , Xn(Γ−1(jt)), Y n) ∈
Dn,t(γ).
We will analyze the error probability of the second and third events as follows. First, let us focus on the event E2. For ease
of analysis, for each j ∈ [kp(sk)], define
Ij(sk) :=
{
(i1, . . . , ikp(sk)) ∈ L(kp(sk),Md) : (i1, . . . , ikp(sk)) 6= w↑p(sk)
and
∣∣l ∈ [kp(sk)] : il 6= w↑p(sk, l)∣∣ = j}. (140)
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Similarly to [28], [29], using the information spectrum method, we have
Pr{E2} :=
∑
j∈[kp(sk)]
Pr
{∃(i1, . . . , ikp(sk)) ∈ Ij(sk) : (Xn(Γ−1(i1)), . . . , Xn(Γ−1(ikp(sk))), Y n) ∈ Dn,kp(sk)(γ)} (141)
≤
∑
j∈[kp(sk)]
∑
(i1,...,ikp(sk)
)∈Ij(sk)
Pr
{
(Xn(Γ−1(i1)), . . . , Xn(Γ−1(ikp(sk))), Y
n) ∈ Dn,kp(sk)(γ)} (142)
=
∑
j∈[kp(sk)]
∑
(i1,...,ikp(sk)
)∈Ij(sk)
∑
(xn(Γ−1(i1)),...,xn(Γ−1(ikp(sk))),y
n)∈Dn,kp(sk)(γ)
( ∏
t∈[kp(sk)]:it 6=w↑p(sk,t)
PnX(x
n(Γ−1(it)))
)
× (P p,k{Xt}
t∈[kp(sk)]:it=w↑p(sk,t)
Y )
n({xn(Γ−1(t))}t∈[kp(sk)]:it=w↑p(sk,t), yn) (143)
≤
∑
j∈[kp(sk)]
∑
(i1,...,ikp(sk)
)∈Ij(sk)
∑
(xn(Γ−1(i1)),...,xn(Γ−1(ikp(sk))),y
n)∈Dn,kp(sk)(γ)
( ∏
t∈[kp(sk)]
PnX(x
n(Γ−1(it)))
)
× (P p,k
Y |Xkp(sk))
n(yn|xn(Γ−1(i1)), . . . , xn(Γ−1(ikp(sk))))
exp(−γ)
Mdj
(144)
=
∑
j∈[kp(sk)]
∑
(i1,...,ikp(sk)
)∈Ij(sk)
exp(−γ)
Mdj
(145)
≤ |kp(sk)| exp(−γ), (146)
where (143) follows since the noisy response Y n is only dependent on binary vectors Xn(j) where j ∈ w↑p(sk), (144) follows
from the definition of Dn,k()˙ in (54), and (146) follows since the size of Ij(sk) is no greater than Mdj .
Similarly to steps leading to (146), we can show that
Pr{E3} ≤ (k − kp(sk)) exp(−γ). (147)
Therefore, for any sk = (s1, . . . , sk) and any M ∈ N, using the above non-adaptive query procedure, we have that
Pr
{
∃(i, j) ∈ [k]× [d] : |Sˆi,j − si,j | > 1
M
}
≤ k exp(−γ) + Pr{(Xn(Γ−1(w↑p(sk, 1))), . . . , Xn(Γ−1(w↑p(sk, kp(sk)))), Y n) /∈ Dn,kp(s
k)(γ)}. (148)
Our analysis then focuses on the second term in (148). Without loss of generality, we assume that kp(sk) = t for some t ∈ [k]
and let w↑p(s
k) = [1 : t]. Recall the definitions of the (conditional) mutual information density in (56) and its statistics in (57)
to (59). Then we have
Pr{(Xn(Γ−1(1)), . . . , Xn(Γ−1(t)), Y n) /∈ Dn,t(γ)}
≤
∑
J⊆[t]
Pr{(Xn(Γ−1(1)), . . . , Xn(Γ−1(t)), Y n) /∈ Dn,tJ (γ)} (149)
=
∑
J⊆[t]
Pr
{ ∑
i∈[n]
ıp,tJ (Xi(Γ
−1(1)), . . . , Xi(Γ−1(t));Yi) ≤ |J | logM + γ
}
. (150)
Now choose M and γ such that for some ε ∈ (0, 1),
γ =
1
2
log n (151)
t logM = nC[t](p, t) +
√
nV[t](p, t)Φ
−1(ε)− 1
2
log n. (152)
Using the Berry-Esseen theorem, we have that
Pr
{ ∑
i∈[n]
ıp,t[t] (Xi(Γ
−1(1)), . . . , Xi(Γ−1(t));Yi) ≤ t logM + γ
}
≤ ε+ 6T[t](p, t)
(
√
nV[t](p, t))3
. (153)
Furthermore, note that for any t ∈ [2 : k] and J ⊆ [t] such that |J | ≤ t− 1, from [16], we have
CJ (p, t)
|J | >
C[t](p, t)
t
. (154)
Thus, for any J ⊂ [t] satisfying |J | ≤ t − 1, Pr{∑i∈[n] ıp,tJ (Xi(Γ−1(1)), . . . , Xi(Γ−1(t));Yi) ≤ |J | logM + γ} vanishes
exponentially fast according to large deviations theorems [39]. Therefore, we have shown that when n is sufficient large, with
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the M chosen in (152) and when there are t distinct quantized target variables, the excess-resolution probability is no greater
than ε.
Noting that there can be at most k distinct quantized targets, under the assumption of Theorem 4, we conclude that our
non-adaptive query procedure can achieve excess-resolution probability ε with respect to a resolution δ where
− log δ ≥ max
p∈[0,1]
min
t∈[k]
nC[t](p, t) +
√
nV[t](p, t)Φ
−1(ε)− log n
t
(155)
=
nC[t∗](p
∗, t∗) +
√
nV[t∗](p∗, t∗)Φ−1(ε) +O(log n)
t∗
. (156)
Finally, the existence of a deterministic code results from the simple fact that E[X] ≤ a implies there exists x ≤ a for any
random variable X and real number a ∈ R.
2) Converse Proof: The converse proof of Theorem 4 follows similarly as the achievability proof by combining the ideas in
[16] and [29, Lemma 4] and thus we only emphasize the difference here.
Consider any non-adaptive query procedure with queries An and decoder g : Yn → [0, 1]dk such that the worst-case
excess-resolution probability with respect to δ ∈ R+ is upper bounded by ε ∈ (0, 1), i.e.,
sup
fS∈F([0,1]d)
Pr
{∃ (i, j) ∈ [k]× [d] : |Sˆi,j − Si,j | > δ} ≤ ε, (157)
where for each (i, j), Si,j is the j-th element of the i-th target variable Si and Sˆi,j is its estimate produced by the decoder.
In the rest of the proof, we will consider the case where each target variable is generated from a uniform distribution fUd
over the unit cube of dimension d, i.e., [0, 1]d. For any β ≤ ε2 ≤ 0.5, let M˜ := bβδ c. Recall the definition of the quantization
function qβ(·) in (99).
Given queries An ∈ [0, 1]dn, the noiseless responses Xn is a sequence of independent random variables where for each
t ∈ [n], Xt = 1(∃ i ∈ [k] : Si = (Si,1, . . . , Si,d) ∈ At) is a Bernoulli random variable with parameter 1− (1− (Vol(At)))k.
For simplicity, let for each (i, j) ∈ [k]× [d], let Wi,j := qβ(Si,j), Wˆi,j := qβ(Sˆi,j). Furthermore, for each i ∈ [k], we use Wi
to denote (Wi,1, . . . ,Wi,d) and use Wˆi similarly. Finally, we use W to denote (W1, . . . ,Wk) and use Wˆ similarly. We then
have that
Pr{Wˆ 6= W} = Pr{Wˆ 6= W and ∃ (i, j) ∈ [k]× [d] : |Sˆi,j − Si,j | > δ}
+ Pr{Wˆ 6= W and ∀ (i, j) ∈ [k]× [d] : |Sˆi,j − Si,j | ≤ δ} (158)
≤ Pr{∃ (i, j) ∈ [k]× [d] : |Sˆi,j − Si,j | > δ}+ Pr{Wˆ 6= W and ∀ (i, j) ∈ [k]× [d] : |Sˆi,j − Si,j | ≤ δ}
(159)
≤ ε+ Pr{Wˆ 6= W and ∀ (i, j) ∈ [k]× [d] : |Sˆi,j − Si,j | ≤ δ} (160)
≤ ε+
∑
i∈[k]
Pr{Wˆi 6= Wi and ∀ j ∈ [d] : |Sˆi,j − Si,j | ≤ δ} (161)
≤ ε+
∑
i∈[k]
2dδM˜ (162)
≤ ε+ 2kdβ, (163)
where (160) follows from (157), (162) follows similarly to (105), and (163) follows from the definition of M˜ .
Note that since for each i ∈ [k], Si = (Si,1, . . . , Si,d) is uniformly distributed over the unit cube of dimension d, each
quantized version Wi,j is uniformly distributed over the message set [M˜ ]. Furthermore, from the problem structure, we have
that W − Sk −Xn − Y n − Sˆk − Wˆ forms a Markov chain. In particular, Xn can be understood as a combination of the
inputs from all k targets, i.e., if we let Z := (Zn(1), . . . , Zn(k)) be a sequence of k i.i.d. random variables from a Bernoulli
distribution with parameter Vol(At), then Xn is the output of the OR result of Z, i.e.,
Xt = 1(∃ i ∈ [k] : Zt(i) = 1). (164)
Therefore, using (163), we have shown that the excess-resolution probability of simultaneous searching for k targets is lower
bounded by the error probability of decoding k messages over a OR type multiple access channel [32] and a small penalty
term, i.e.,
ε ≥ Pr{Wˆ 6= W} − 2kdβ. (165)
Similarly to [28, Lemma 4], we conclude that for any γ ∈ R+,
Pr{Wˆ 6= W} ≥ max
An
Pr{(Zn(1) . . . , Zn(k), Y n) /∈ Dn,k(−γ)} − k exp(−γ), (166)
where the maximization over queries An is implicitly included in the distribution of i.i.d. sequences Z = (Zn(1), . . . , Zn(k)).
The rest of the proof is omitted since it proceeds similarly to the achievability proof.
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E. Proof of Second-Order Achievable Asymptotics for Adaptive Querying (Theorem 5)
1) An Non-Asymptotic Achievability Bound: In this subsection, we present an adaptive query procedure (cf. Algorithm 3)
and analyze its non-asymptotic performance.
Let X∞ be a collection of Md random binary vectors {X∞(i1, . . . , id)}(i1,...,id)∈[M ]d , each with infinite length and let
x∞ denote a realization of X∞. Furthermore, let Y∞ be another random vector with infinite length where each element
takes values in Y and let y∞ be a realization of Y∞. For any w ∈ [0, 1]d and any n ∈ N, given any sequence of queries
An = (A1, . . . ,An) ∈ [0, 1]d, define the following joint distribution of (Xn, Y n)
PA
n,w
XnY n(x
n, yn) =
∏
t∈[n]
( ∏
(i1,...,id)∈[M ]d
Bernp(xt(i1, . . . , id))
)
PAtY |X(yt|xt(w)). (167)
We can define PA
n,w
X∞,Y∞ as a generalization of P
An,w
Xn,Y n with n replaced by ∞. Since the channel is memoryless, such a
generalization is reasonable.
Recall the definition of Γ(·) in (52) and its inverse Γ−1(·). Given any λ ∈ R+ and any m ∈ [Md], define the stopping time
τm(x
∞, y∞) := inf{n ∈ N : ıq(xn(Γ−1(m)); yn) ≥ λ}. (168)
Our non-asymptotic bound states as follows.
Theorem 6. Given any (d,M) ∈ R+×N, for any p ∈ [0, 1] and λ ∈ R+, there exists an (l, d, 1M , ε)-adaptive query procedure
such that
l ≤ E[τ1(X∞, Y∞)], (169)
ε ≤ (Md − 1) Pr{τ1(X∞, Y∞) ≥ τ2(X∞, Y∞)}, (170)
where the expectation and probability are calculated with respect to PA
∞,Γ−1(1)
X∞,Y∞ and An refers to the queries in Algorithm 3.
Algorithm 3 Adaptive query procedure
Input: Three parameters (M,p, λ) ∈ N× (0, 1)× R+
Output: An estimate (sˆ1, . . . , sˆd) ∈ [0, 1]d of a d-dimensional target variable (s1, . . . , sd) ∈ [0, 1]d
Partition the unit cube of dimension d (i.e., [0, 1]d) into Md equal-sized disjoint regions {Si1,...,id}(i1,...,id)∈[M ]d .
t← 1
while t > 0 do
Generate Md binary random variables {xt(i1, . . . , id)}(i1,...,id)∈[M ]d independently from a Bernoulli distribution with
parameter p.
Form the t-th query as
At :=
⋃
(i1,...,id)∈[M ]d:xt(i1,...,id)=1
Si1,...,id .
Obtain the noisy response yt from the oracle to the query At.
Calculate accumulated mutual information densities ıq(xt(i1, . . . , id); yt) for all (i1, . . . , id) ∈ [M ]d.
if max(i1,...,id)∈[M ]d ıq(x
t(i1, . . . , id); y
t) ≥ λ then
τ ← t.
t← 0.
else
t← t+ 1.
end if
end while
Generate estimates (sˆ1, . . . , sˆd) as
sˆi =
2wˆi − 1
2M
,
where wˆ = (wˆ1, . . . , wˆd) is obtained as follows:
wˆ = Γ−1(tˆ), tˆ = max{t ∈ [Md] : ıq(xτ (Γ−1(t)); yτ ) ≥ λ}.
Proof of Theorem 6. The proof of Theorem 6 is inspired by [19, Theorem 3] and is largely similar to the proof for non-adaptive
query procedures in Appendix A. Thus, we only emphasize the differences here.
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The adaptive query procedure we analyze is summarized in Algorithm 3 and briefly rephrased as follows. Let x =
{x∞(i1, . . . , id)}(i1,...,id)∈[M ]d be a sequence of Md binary codewords with infinite length. Then for any n ∈ N and any
(i1, . . . , id) ∈ [M ]d, let Xn(i1, . . . , id) be the first n elements of X∞(i1, . . . , id). Similarly to the proof of Theorem 1 in
Appendix A, we use the query At as in (73) and apply the quantization function q(·) in (74) to generated quantized targets
w = (w1, . . . , wd), i.e., wi = q(si) for each i ∈ [d] given any target variable s = (s1, . . . , sd) ∈ [0, 1]d. The noiseless response
to the query At is then Xt(w) and the noisy response yt is obtained by passing xt through the measurement-dependent channel
PAtY |X .
The decoding process is summarized as follows, which includes the design of the stopping time and decoding function.
Let λ ∈ R+ be a fixed threshold. Recall the definitions of Γ(·) in (52) and τm(x∞, y∞) in (168). For any (M,d) ∈ N2, the
stopping time is chosen as
τ∗(x∞, y∞) := min
m∈[Md]
τm(x
∞, y∞). (171)
The decoder outputs estimates Sˆ = (Sˆ1, . . . , Sˆd) via the following two-stage decoding
(i) the decoder first generates estimates Wˆ = (Wˆ1, . . . , Wˆ2) as follows:
Wˆ = Γ−1(tˆ), max{t ∈ [Md] : τj(x∞, y∞) = τ∗(x∞, y∞)}, (172)
(ii) the decoder produces estimates Sˆ = (Sˆ1, . . . , Sˆd) as
Sˆi =
2Wˆi − 1
2M
, i ∈ [d]. (173)
Using the adaptive query procedure in Algorithm 3, we have that the average stopping time satisfies
sup
fS∈F([0,1]d)
E[τ∗(x∞, Y∞)] = sup
fS∈F([0,1]d)
∫
s∈[0,1]d
fS(s)E[τ∗(x∞, Y∞)|S = s] (174)
= sup
PW∈P([M ]d)
∑
w∈[M ]d
PW(w)E[τ∗(x∞, Y∞)|W = w] (175)
≤ sup
PW∈P([M ]d)
∑
w∈[M ]d
PW(w)E[τΓ(w)(x∞, Y∞)|W = w], (176)
and the excess-resolution probability with respect to the resolution δ = 1M satisfies
sup
fS∈F([0,1]d)
Pr{∃ i ∈ [d], |Sˆi − Si| > δ}
≤ sup
PW∈P([M ]d)
Pr{Wˆ 6= W} (177)
≤ sup
PW∈P([M ]d)
∑
w∈[M ]d
PW(w) Pr{τΓ(w)(x∞, Y∞) ≥ τ∗(x∞, Y∞)}. (178)
In the following, we will show that there exists binary codewords x∞ such that the results in (176) and (178) are upper bounded
by the desired bounds in Theorem 1.
Let X∞ := {X∞(i1, . . . , id)}(i1,...,id)∈[M ]d be a sequence of Md binary codewords with infinite length where each codeword
is generated i.i.d. from the Bernoulli distribution PX with parameter p ∈ (0, 1). For any w ∈ [0, 1]d and any n ∈ N, using our
adaptive query procedure, the joint distribution of (Xn, Y n) is PA
n,w
Xn,Y n(x
n, yn) as defined in (167).
For any PW ∈ P([M ]d), we have
EX∞ [τ∗(X∞, Y∞)] =
∑
w∈[M ]d
PW(w)EPAn,w
X∞,Y∞
[τ∗(X∞, Y∞)] (179)
≤
∑
w∈[M ]d
PW(w)EPAn,w
X∞,Y∞
[τΓ(w)(X
∞, Y∞)] (180)
=
∑
w∈[M ]d
PW(w)E
P
An,Γ−1(1)
X∞,Y∞
[τ1(X
∞, Y∞)] (181)
= E
P
An,Γ−1(1)
X∞,Y∞
[τ1(X
∞, Y∞)], (182)
where (181) follows since for each w ∈ [M ]d, from the definition of τ·(·) in (168),
E
PA
n,w
X∞,Y∞
[τΓ(w)(X
∞, Y∞)] = E
P
An,ones(d)
X∞,Y∞
[τΓ(ones(d))(X
∞, Y∞)] = E
P
An,Γ−1(1)
X∞,Y∞
[τ1(X
∞, Y∞)], (183)
and we use ones(d) to denote the all one vector with length d.
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Similarly, we have
EX∞ [Pr[Wˆ 6= W]] ≤
∑
w∈[M ]d
PW(w) Pr
PA
n,w
X∞,Y∞
{τΓ(w)(X∞, Y∞) ≥ τ∗(X∞, Y∞)} (184)
=
∑
w∈[M ]d
PW(w) Pr
P
An,Γ−1(1)
X∞,Y∞
{τ1(X∞, Y∞) ≥ τ∗(X∞, Y∞)} (185)
= Pr
P
An,Γ−1(1)
X∞,Y∞
{τ1(X∞, Y∞) ≥ τ∗(X∞, Y∞)} (186)
≤ (Md − 1) Pr
P
An,Γ−1(1)
X∞,Y∞
{τ1(X∞, Y∞) ≥ τ2(X∞, Y∞)}, (187)
where (185) follows from the symmetry which implies that Pr{τΓ(w)(X∞, Y∞) ≥ τ∗(X∞, Y∞)} = Pr{τ1(X∞, Y∞) ≥
τ∗(X∞, Y∞)} for any w ∈ [M ]d and (187) follows from the union bound and the symmetry similar to (185).
The proof of Theorem 6 is completed by using the simple fact that E[X] ≤ a implies that there exists x ≤ a for any random
variable X and constant a ∈ R.
2) Proof of Achievable Second-Order Asymptotics: The proof of second-order asymptotics for adaptive querying proceeds
similarly as [19] and we only highlight the differences here. Let q∗ ∈ Pca be a capacity-achieving parameter for measurement-
dependent channels {P qY |X}q∈[0,1]. From Theorem 6, we have that there exists an (l, d, 1M , ε)-adaptive query procedure such
that
l ≤ E[τ1(X∞, Y∞)], (188)
ε ≤ (Md − 1) Pr{τ1(X∞, Y∞) ≥ τ2(X∞, Y∞)}. (189)
Unless otherwise stated, the expectation and probability are calculated with respect to slight generalization of the joint distribution
P
An,Γ−1(1)
XnY n in (167).
For subsequent analyses, let PX be the Bernoulli distribution with parameter q∗ and let P˜XY be the following joint distribution
P˜XY (x, y) :=
∑
x¯1,...,x¯M
d−1
PX(x)
( ∏
j∈[Md−1]
PX(x¯j)
)
P
x+
∑
j∈[Md−1] x¯j
Md
Y |X (y|x). (190)
Note that P˜XY is the marginal distribution of (Xi(Γ−1(1)), Yi) for each i ∈ [n] induced from PA
n,Γ−1(1)
XnYn under our query
procedure.
Furthermore, define the “mismatched” version of the capacity.
C1 := EP˜XY [ıq∗(X;Y )]. (191)
Finally, for each n ∈ N, let
Un := ıq∗(X
n;Y n) =
∑
i∈[n]
ıq∗,q∗(Xi;Yi). (192)
It can be easily verified that {Un − nC1}n∈N is a martingale and for each n ∈ N, E[Un − nC1] = 0. The optional stopping
theorem [40, Theorem 10.10] implies that
0 = E[Uτ1(X∞,Y∞) − C1τ1(X∞,Y∞)] (193)
≤ λ+ a0 − C1E[τ1(X∞,Y∞)]], (194)
where a0 is an upper bound on the information density U1. Thus,
E[τ1(X∞,Y∞)] ≤ λ+ a0
C1
. (195)
We then focus on upper bounding (189). From (195), we have that
Pr{τ1(X∞,Y∞) <∞} = 1, (196)
since otherwise the expectation value of τ1(X∞,Y∞) would be infinity.
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Recall the definition of the typical set T (·) in (86). For any η ∈ R+, we have
Pr{τ1(X∞, Y∞) ≥ τ2(X∞, Y∞)}
≤ Pr{τ2(X∞, Y∞) <∞} (197)
=
∑
t∈N
1(t <∞) Pr{τ2(X∞, Y∞) = t} (198)
=
∑
t∈N
1(t <∞)
{
Pr{τ2(X∞, Y∞) = t,Xt ∈ T t(M,d, q∗, η)}+ Pr{Xt /∈ T t(M,d, q∗, η)}
}
(199)
≤
∑
t∈N
1(t <∞)
{
exp(tηc(p)) Pr
P
q∗,Γ−1(1)
X∞,Y∞
{τ2(X∞, Y∞) = t}+ 4t exp(−2Mdη2)
}
, (200)
where (200) follows from (87) and the upper bound on the probability of atypicality similar to (91) and in (200), we use the
change-of-measure technique and the distribution P q
∗,Γ−1(1)
X∞,Y∞ is a generalization of P
p,w
XY n(·) in (89) to an infinite length.
Given any l′ ∈ R+, let (λ, η,M) ∈ R2+ × N be chosen so that
λ = l′C1 − a0, (201)
d logM = λ− log l′, (202)
η :=
√
d logM
2Md
= O
( √
l′
exp(l′C1/2)
)
. (203)
Then from (195), we have
E[τ1(X∞, Y∞)] ≤ l′. (204)
Furthermore, similarly to [19, Section D], we have
Pr{τ1(X∞, Y∞) ≥ τ2(X∞, Y∞)}
=
∑
t∈N
1(t <∞)
(
1 +O
(
l′
3
2 exp
(
− l
′C1
2
)))
Pr
P
q∗,Γ−1(1)
X∞,Y∞
{τ2(X∞, Y∞) = t} (205)
=
(
1 +O
(
l′
3
2 exp
(
− l
′C1
2
)))
lim
t→∞ Pr
P
q∗,Γ−1(1)
X∞,Y∞
{τ2(X∞, Y∞) < t} (206)
=
(
1 +O
(
l′
3
2 exp
(
− l
′C1
2
)))
lim
t→∞EP q∗,Γ−1(1)X∞,Y∞
[
exp(−Ut)1(τ1(X∞, Y∞) < t)
]
(207)
=
(
1 +O
(
l′
3
2 exp
(
− l
′C1
2
)))
E
P
q∗,Γ−1(1)
X∞,Y∞
[
exp(−Uτ1(X∞,Y∞))1(τ1(X∞, Y∞) <∞)
]
(208)
≤
(
1 +O
(
l′
3
2 exp
(
− l
′C1
2
)))
exp(−λ), (209)
where (207) follows from the change-of-measure technique, (209) follows from the definition of τ1(X∞, Y∞) in (168) and
(208) follows similarly as [19, Eq. (113) to Eq. (117)] and the details are as follows:
lim
t→∞EPmd,1X∞,Y∞
[
exp(−Ut)1(τ1(X∞, Y∞) < t)
]
= lim
t→∞EPmd,1X∞,Y∞
[
exp(−Ut)1(τt(X∞, Y∞) < t)
]
(210)
= lim
t→∞EPmd,1X∞,Y∞
[
exp(−Uτt(X∞,Y∞))1(τt(X∞, Y∞) < t)
]
(211)
= EPmd,1
X∞,Y∞
[
lim
t→∞ exp(−Uτt(X∞,Y∞))1(τt(X
∞, Y∞) < t)
]
(212)
= EPmd,1
X∞,Y∞
[
exp(−Uτ1(X∞,Y∞))1(τ1(X∞, Y∞) <∞)
]
(213)
where in (210), we define τt(X∞, Y∞) := min{τ1(X∞, Y∞), t}, (211) follows by applying the optional stopping theorem [40,
Theorem 10.10] to the martingale exp(−Ut) and the stopping time τt(X∞, Y∞).
Therefore, we have for l′ sufficient large,
(Md − 1) Pr
P 1
X∞,Y∞
{τ1(X∞, Y∞) ≥ τ2(X∞, Y∞)}
≤
(
1 +O
(
l′
3
2 exp
(
− l
′C1
2
)))
Md exp(−λ) (214)
=
(
1 +O
(
l′
3
2 exp
(
− l
′C1
2
)))
1
l′
, (215)
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where (215) follows from the choice of M in (202).
Recall the definition of the “capacity” C of measurement-dependent channels in (20). Using the definition of C1 in (191),
we have that
C1 = EP¯XY [ıq∗(X;Y )] (216)
= EPXY
[
P¯XY (X,Y )
PXY (X,Y )
ıq∗(X;Y )
]
(217)
≤ exp(ηc(p))EPXY [ıq∗(X;Y )] + 2 exp(−2Mdη2) (218)
= exp(ηc(p))C + 2 exp(−2Mdη2). (219)
where (218) follows from the change-of-measure technique and the result in (87). Given the choice of M and η, we have
C1 = C +O(l
′ exp(−l′)). (220)
Thus, till now, we have constructed an (l′, d, 1l′ ,
1
M )-adaptive query procedure for sufficiently large l
′. For any ε ∈ [0, 1),
consider the following query procedure: with probability l
′ε−1
l′−1 , we do not pose any query and with the remaining probability,
we use the above-constructed (l′, d, 1l′ ,
1
M )-adaptive query procedure. For l
′ sufficiently large, it is easy to verify that the
combined adaptive query procedure is an (l, d, ε, δ)-adaptive query procedure where
l =
(
1− εl
′ − 1
l′ − 1
)
l′ =
l′2(1− ε)
l′ − 1 = (1− ε)l
′ + (1− ε)(1− 1
l′ − 1) ≈ (1− ε)l
′, (221)
−d log δ = l′C1 − a0 − log l′ = l′C +O(log l′) = Cl
1− ε +O(log l). (222)
F. Comparison the Performances of Adaptive Querying for Measurement-Dependent and Measurement-Independent Channels
To compare the performances of optimal adaptive query procedures under measurement-dependent and measurement-
independent channels, we plot in Figure 16 the second-order asymptotic approximation to the number of bits (in the binary
expansion of the target random variable S) extracted after n queries, i.e., − log2 δ∗a(n, d, ε) and − log2 δ∗a,mi(n, d, ε) for
ε = 0.001 (the O(log n) term is ignored). Note that for measurement-dependent noise channel, we plot only a lower bound
to the second-order approximation of − log2 δ∗a(n, d, ε). The remarks for non-adaptive querying are still valid for adaptive
querying.
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