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ON COMPACTIFICATIONS OF BOUNDED C0-SEMIGROUPS
JOSEF KREULICH, UNIVERSITA¨T DUISBURG ESSEN
Abstract. In this study, we refine the compactification presented by Witz [31] for general
semigroups to the case of bounded C0-semigroups, herein involving adjoint theory for this class
of operators. This approach considerably reduces the operator space in which the compacti-
fication is performed. Additionally, this approach leads to a decomposition of X⊙ and to an
extension of ergodic results to dual semigroups.
1. Introduction
In this study on the compactifications of bounded C0-semigroups, we attempt to reduce the
spaces in their construction. Rather than L(X,X∗∗), used by [31], this study shows that the
compactification is part of a smaller space of operators, namely,
LT (X,X
⊙⊙) :=
{
U ∈ L(X,X⊙⊙) : U∗(X⊙) ⊂ X⊙, U⊙∗(X⊙⊙) ⊂ X⊙⊙
}
,
where the spaces X⊙ and X⊙⊙ come with the underlying C0-semigroup {T (t)}t≥0 . Further-
more, the compactification of [31] leads to a connected compactification of the dual semigroup
{T⊙(t)}t≥0 . We show that an algebra isomorphism maps the compactification of {T (t)}t≥0 on
the one of {T⊙(t)}t≥0 . Through the given approach, a decomposition of X
⊙ = X⊙a ⊕ X
⊙
0 is
found, as well as of dual-space-valued uniformly continuous functions, as [18] did in the scalar-
valued case using their algebra structure. In this scope, we apply methods similar to those
used in the proofs of [5] and [6]. Furthermore, to obtain these results, we combine the abstract
theory of right semitopological semigroups [22], and we compare the results of dual semigroups
with those of [14] and [20].
2. The ⊙-semigroup and the operator space LT (X,X
⊙⊙)
Throughout this study, S := {T (t)}t≥0 denotes a bounded C0-semigroup with the generator
A; we define
X⊙ :=
{
x∗ ∈ X∗ : lim
t→0
T ∗(t)x∗ = x∗
}
called X-sun
from [20, Theorem 1.3.1], and we find that X⊙ is a closed, w∗-dense, and T ∗(t)-invariant
subspace. The C0−semigroup on X
⊙ is denoted S⊙ := {T⊙(t)}t∈R+ . Moreover, X
⊙ = D(A∗).
For a given x, we define O(x) := {T (t)x}t≥0 ; if the element x = x
⊙ ∈ X⊙, we assume O(x⊙) =
{T⊙(t)x⊙}t≥0 . Let L(X,Y ) denote the Banach space of bounded linear operators from X to
Y. With this setting, we recall [14, Definition 14.3.1.] for bounded operators B ∈ L(X).
Definition 2.1. (1) Given a linear operator B ∈ L(X), we denote (B∗)0 as the restriction
of B∗ to X⊙, and we denote by B⊙ the restriction of B∗ with domain D(B⊙) :=
{x∗ ∈ X⊙ : B∗x∗ ∈ X⊙} .
(2) For an operator U ∈ L(X,X⊙⊙) with U∗(X⊙) ⊂ X⊙, we define U⊙∗ := (U⊙
|X⊙
)∗.
This leads in the ⊙ context to the following set of operators:
(1) LT (X,X
⊙⊙) :=
{
U ∈ L(X,X⊙⊙) : U∗(X⊙) ⊂ X⊙, U⊙∗(X⊙⊙) ⊂ X⊙⊙
}
.
The author wishes to thank Professor Ruess for his suggestions and advice.
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The goal of this section is to show that the previously defined operator space is a Banach
algebra, and the right and left translation has continuity properties in an operator topology
close to the w∗−operator topology, which is defined while X⊙⊙ is a subspace of a dual space.
Similar to [20, pp.31-32], let i : X⊙ → X∗ be the inclusion, and let
(2)
r : X∗∗ −→ X⊙∗
x∗∗ 7−→
{
x⊙ 7→< x∗∗, ix⊙ >
}
be the restriction. Further, let j : X → X∗∗ be the natural embedding. Following the arguments
in the second part of the proof of [20, Theorem 2.4.2, pp.31-32], we have the following:
Proposition 2.2. Let X be a Banach space, and let {T (t)}t≥0 be a C0−semigroup. Then,
(1) jX ⊂ X⊙∗
(2) rjBX
σ(X⊙∗ ,X⊙)
= BX⊙∗ .
Proof. For the first item, note that
< T⊙∗(t)jx, x⊙ > = < jx, T⊙(t)x⊙ >=< x, T⊙(t)x⊙ >
= < T (t)x, x⊙ >,
which describes the embedding.
For the second item, note that jBX
σ(X∗∗,X)
= BX∗∗ , and r(BX∗∗) = B⊙∗ by a consequence of
the Hahn-Banach theorem [8, Thm. 11 ,p. 63]; hence, rjBX
σ(X⊙∗ ,X⊙)
= BX⊙∗ . 
Next, we show that with the multiplication defined below, LT (X,X
⊙⊙) becomes a semigroup
of operators.
For a given U, V ∈ LT (X,X
⊙⊙), following [31], we define
U ◦ V : X −→ X⊙∗
x 7−→
{
x⊙ 7→< V x,U⊙x⊙ >
} .
Lemma 2.3. The given C0-semigroup {T (t)}t≥0 itself is contained in LT (X,X
⊙⊙), and T (t)T (s) =
T (t) ◦ T (s) for all t, s ∈ R+. Moreover, for a given U, V ∈ LT (X,X
⊙⊙), we have U ◦ V ∈
LT (X,X
⊙⊙).
Proof. By [20, Theorem 1.3.1], we have T ∗(t)X⊙ = T⊙(t)X⊙ ⊂ X⊙, and consequently,
T⊙∗(t)(X⊙⊙ ⊂ X⊙⊙. Let t, s ∈ R, and x ∈ X; then,
T (s) ◦ T (t)x =
{
x⊙ 7→< T (t)x, T⊙(s)x⊙ >
}
=
{
x⊙ 7→< T (t+ s)x, x⊙ >
}
= T (t+ s)x is viewed as a linear functional on X⊙.
It remains to be proven that for given U, V ∈ LT (X,X
⊙⊙), U ◦ V ∈ LT (X,X
⊙⊙). First, it has
to be verified that for all x ∈ X, (U ◦ V )x ∈ X⊙∗. Note that for x⊙ ∈ X⊙,
|< (U ◦ V )x, x⊙ >| = |< V x,U∗x⊙ >| ≤ ‖V x‖ ‖U∗‖
∥∥x⊙∥∥
= ‖V x‖ ‖U‖
∥∥x⊙∥∥,
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which verifies the first claim. Next, for t > 0, x ∈ X, (U ◦ V )x ∈ X⊙∗, we prove the continuity
in 0 for the semigroup {T⊙⊙(t)}t≥0 .
T⊙⊙(t)(U ◦ V )x− (U ◦ V )x = T⊙⊙(t)
{
x⊙ 7→< V x,U⊙x⊙ >
}
− (U ◦ V )x
=
{
x⊙ 7→< V x,U⊙T⊙(t)x⊙ > − < V x,U⊙x⊙ >
}
=
{
x⊙ 7→< U⊙∗V x, T⊙(t)x⊙ > − < U⊙∗V x, x⊙ >
}
=
{
x⊙ 7→< T⊙⊙(t)U⊙∗V x, x⊙ > − < U⊙∗V x, x⊙ >
}
.
Because V x ∈ X⊙⊙ and U⊙∗(X⊙⊙) ⊂ X⊙⊙, we find that
lim
t→0
sup∥∥x⊙∥∥≤1
|< T⊙⊙(t)U⊙∗V x− U⊙∗V x, x⊙ >| = 0,
and we obtain U ◦ V ∈ L(X,X⊙⊙). To prove (U ◦ V )∗|X⊙(X
⊙) ⊂ X⊙, we compute
T⊙(t)(U ◦ V )∗x⊙ = T⊙(t)
{
x 7→< x⊙, U ◦ V x >
}
=
{
x 7→< x⊙, U ◦ V T (t)x >
}
=
{
x 7→< T⊙(t)V ∗U∗x⊙, x >
}
.
Because U, V ∈ LT (X,X
⊙⊙), we have V ∗U∗x⊙ ∈ X⊙, which proves (U ◦ V )∗|X⊙(X
⊙) ⊂ X⊙.
Therefore, it remains to consider (U ◦ V )⊙∗(X⊙⊙). Note that
< (U ◦ V )x, x⊙ > = < V x,U⊙
|X⊙
x⊙ >
= < x, V ⊙
|X⊙
U⊙
|X⊙
x⊙ >;
applying Proposition 2.2, we have
< (U ◦ V )⊙∗x⊙⊙, x⊙ > = < x⊙⊙, (U ◦ V )⊙x⊙ >
= < x⊙⊙, V ⊙
|X⊙
U⊙
|X⊙
x⊙ > .
Consequently,
T⊙⊙(t)(U ◦ V )⊙∗x⊙⊙ = T⊙⊙(t)
{
x⊙ 7→< x⊙⊙, (U ◦ V )⊙x⊙ >
}
=
{
x⊙ 7→< x⊙⊙, (U ◦ V )⊙T⊙(t)x⊙ >
}
=
{
x⊙ 7→< x⊙⊙, V ∗|X⊙U
∗
|X⊙T
⊙(t)x⊙ >
}
=
{
x⊙ 7→< T⊙⊙(t)(U∗|X⊙)
∗(V ∗|X⊙)
∗x⊙⊙, x⊙ >
}
=
{
x⊙ 7→< T⊙⊙(t)U⊙∗V ⊙∗x⊙⊙, x⊙ >
}
.
Now, the invariance assumptions U⊙∗X⊙⊙ and V ⊙∗X⊙⊙ ⊂ X⊙⊙ serve for the proof. 
Next, we define some operator topologies.
Definition 2.4. Let X,Y be Banach spaces.
(1) w∗OT on L(X,Y ∗) is a net {Tλ}λ∈Λ ⊂ L(X,Y
∗) that is convergent to T ∈ L(X,Y ∗) if
lim
λ∈Λ
< Tλx, y >=< Tx, y > pointwise on x ∈ X, y ∈ Y.
(2) The topology κ⊙⊙ on LT (X,X
⊙⊙) is a net {Tλ}λ∈Λ ⊂ LT (X,X
⊙⊙) that is convergent
to T ∈ LT (X,X
⊙⊙) if
lim
λ∈Λ
< Tλx, x
⊙ >=< Tx, x⊙ > pointwise on x ∈ X, x∗ ∈ X⊙.
4 JOSEF KREULICH, UNIVERSITA¨T DUISBURG ESSEN
(3) The topology κ⊙ on L(X⊙) is a net {Tλ}λ∈Λ ⊂ L(X
⊙) that is convergent to T ∈ L(X⊙)
if
lim
λ∈Λ
< Tλx
⊙, x >=< Tx⊙, x > pointwise on x ∈ X, x⊙ ∈ X⊙.
Proposition 2.5. κ⊙⊙ and κ⊙ are Hausdorff and locally convex topologies on LT (X,X
⊙⊙)
and L(X⊙), respectively.
Proof. We start with κ⊙⊙. The convexity is straightforward. Hence, it remains to prove that
if for T ∈ LT (X,X
⊙⊙), < Tx, x⊙ >= 0 for all (x, x⊙) ∈ X × X⊙, then T = 0. Considering
Tx ∈ X⊙∗ as a linear functional, we have that Tx : X⊙ → C is the null functional for all x ∈ X.
Hence, Tx = 0 for all x ∈ X, which gives T = 0. To prove κ⊙ is Hausdorff, let T ∈ L(X⊙);
then, Tx⊙ can be viewed as an element of X∗ which vanishes on X, and we have the same
procedure as κ⊙⊙. 
With the above definition, we have the following.
Proposition 2.6. (1) (LT (X,X
⊙⊙), ◦) is a semigroup, and (LT (X,X
⊙⊙),+, ◦) is a Ba-
nach algebra [21, Definition 10.1, pp. 227-228] with respect to the canonical norm.
(2) Let V ∈ LT (X,X
⊙⊙) and U ∈ L(X); then,
R : (LT (X,X
⊙⊙), κ⊙⊙) −→ (LT (X,X
⊙⊙), κ⊙⊙)
W 7−→ V ◦W
and
L : (LT (X,X
⊙⊙), κ⊙⊙) −→ (LT (X,X
⊙⊙), κ⊙⊙)
W 7−→ W ◦ U
are continuous.
(3) If U, V ∈ LT (X,X
⊙⊙) and x ∈ X such that V x ∈ X, then (U ◦ V )x = U(V x).
Proof. The first item is obvious by Lemma 2.3. To prove the continuity claim, let {Wγ}γ∈Γ ⊂
LT (X,X
⊙⊙), κ⊙⊙ − limγ∈ΓWγ =W, x ∈ X and x
⊙ ∈ X⊙; then,
< V ◦Wγx, x
⊙ > = < Wγx, V
⊙x⊙ >
Because V ⊙x ∈ X⊙, we obtain the continuity. For L, we have
< Wγ ◦ Ux, x
⊙ > = < WγUx, x
⊙ >,
and Ux ∈ X serves for the proof. For the proof of the last item, let U, V ∈ LT (X,X
⊙⊙) and
x ∈ X such that V x ∈ X; then, for x⊙ ∈ X⊙, we have
< (U ◦ V )x, x⊙ > = < V x,U∗|X∗x
⊙ >=< UV x, x⊙ > .

3. Compactification
The goal of this section is to follow the construction provided by [31] and to show that the
compactification stays in the smaller operator space LT (X,X
⊙⊙). Therefore, we use the original
definition of ◦. For a given U, V ∈ L(X,X∗∗), similar to [31], we define
U ◦ V : X −→ X∗∗
x 7−→ {x∗ 7→< V x,U∗x∗ >}
.
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If jX∗ : X
∗ → X∗∗∗ denotes the natural embedding we have the mapping
(3)
η : L(X,X∗∗) −→ L(X∗)
U 7−→ {x∗ 7→ η(U)x∗ : x 7→< x,U∗x∗ >} = U∗jX∗x
∗
,
we find that
‖η(U)‖ = sup
x∈BX
sup
x∗∈BX∗
|< Ux, x∗ >| = ‖U‖.
Noting V ∗, U∗ ∈ L(X∗∗∗,X∗), for U, V ∈ L(X,X∗∗), and natural embedding jX∗ : X
∗ → X∗∗∗,
we can define V ∗U∗ as V ∗jX∗U
∗. Hence,
η(V )η(U)x∗ = η(V ) {x 7→< x,U∗x∗ >}(4)
= η(V ) {x 7→< x, jX∗U
∗x∗ >} = {x 7→< x, V ∗jX∗U
∗x∗ >}
= {x 7→< V x,U∗x∗ >} = {x 7→< (U ◦ V )x, x∗ >}
= {x 7→< x, (U ◦ V )∗jX∗x
∗ >} = η(U ◦ V )x∗,
which verifies an algebraic structure between the operator spaces and defined multiplications.
Endowing the operator spaces with the previously defined operator topologies, we find that
(5)
η : (L(X,X∗∗), w∗OT ) −→ (L(X∗), w∗OT )
U 7−→ {x∗ 7→ η(U)x∗ : x 7→< Ux, x∗ >}
is an isomorphism. For U ∈ L(X∗) and U∗ ∈ L(X∗∗), if j : X → X∗∗ denotes the natural
embedding, we claim η(U∗j) = U. Because
< x,Ux∗ >=< jx,Ux∗ >=< U∗(jx), x∗ >=< x, η(U∗j)x∗ >;
hence, η is surjective and together with (4) we obtain an algebra structure on L(X,X∗∗).
For the w∗OT − w∗OT continuity of η−1, let η(Uα)→ η(U), and
η(Uα)x
∗ = {x 7→< Uαx, x
∗ >} → {x 7→< Ux, x∗ >} .
This is exactly the definition of the w∗OT convergence in L(X,X∗∗).
Let {T (t)}t≥0 =: S ⊂ L(X) ⊂ L(X,X
∗∗) be uniformly bounded by a constant M , and let
A = η(S). Because η is an isometry, we have
A
w∗OT
⊂ Πx∈X∗ (M ‖x‖BX∗ , σ(X
∗,X)) .
Hence, we obtain a compact S0,
S0 := η
−1(A) ⊃ S.
For the left and right multiplication in (L(X,X∗∗), ◦)), we have the following:
Proposition 3.1. If U ∈ L(X) and V ∈ L(X,X∗∗), then
R : (L(X,X∗∗), w∗OT ) −→ (L(X,X∗∗), w∗OT )
W 7−→ V ◦W
and
L : (L(X,X∗∗), w∗OT ) −→ (L(X,X∗∗), w∗OT )
W 7−→ W ◦ U
are continuous.
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Proof. To prove the continuity claim, let {Wγ}γ∈Γ ⊂ L(X,X
∗∗), w∗OT − limγ∈ΓWγ = W,
x ∈ X, and x∗ ∈ X∗; then,
< V ◦Wγx, x
∗ > = < Wγx, V
∗x∗ > .
Because V ∗x∗ ∈ X∗, we obtain the continuity. For L, we have
< Wγ ◦ Ux, x
∗ > = < WγUx, x
∗ >,
and Ux ∈ X serves for the proof. 
Throughout this study, S0 denotes the previously constructed compactification of S. For this
set, through the conclusions of [31], we have the following.
Proposition 3.2 ([31]). (1) S is w∗OT dense in S0.
(2) S0 is a semigroup, that is, for U, V ∈ S0, we have U ◦ V ∈ S0.
(3) Let U ∈ S0 and t ≥ 0; then, T (t) ◦ U = U ◦ T (t).
Proof. The compactness is a consequence of the construction. For denseness, note that
η : A −→ S0
is a homeomorphism. Therefore, let T ∈ S0; then, there exists a net {Sλ}λ∈Λ ⊂ A such that
limλ∈Λ Sλ = η(T ). Choose Tλ = η
−1(Sλ). Next, we prove that S0 is a semigroup. Let U, V ∈ S0
and {Wγ}γ∈Γ, {Uλ}λ∈Λ ⊂ S with limλ∈Λ Uλ = U and limγ∈Γ Vγ = V. Then,
< V ◦ Ux, x∗ > = < Ux, V ∗x∗ >
= lim
λ∈Λ
< Uλx, V
∗x∗ >
= lim
λ∈Λ
< V Uλx, x
∗ >
= lim
λ∈Λ
lim
γ∈Γ
< VγUλx, x
∗ > .
Hence,
V ◦ U = lim
λ∈Λ
lim
γ∈Γ
VγUλ,
which proves V ◦U ∈ S0. The fact that T (t) commutes with S0 is a consequence of the denseness
and the continuity properties of RU , LV . 
We are ready to state our first main result that the compactification of a boundedC0−semigroup
embeds into LT (X,X
⊙⊙).
Theorem 3.3. S0 is w
∗OT compact in L(X,X∗∗), and for V ∈ S0,
(1) V ∗T ∗(t)x⊙ = T ∗(t)V ∗x⊙, for all x⊙ ∈ X⊙
(2) V ∗(X⊙) ⊂ X⊙, and
(3) V ⊙∗(X⊙⊙) ⊂ X⊙⊙; consequently, for all x ∈ X, we have V x ∈ X⊙⊙.
Summarizing, we find that S0 ⊂ LT (X,X
⊙⊙) and is κ⊙⊙ compact.
Proof. By Proposition 3.2 and T (t) ◦ V = V ◦ T (t), we find for x ∈ X, and x⊙ ∈ X⊙, that
V ∗x⊙ ∈ X∗ and therefore,
< (T (t) ◦ V )x, x⊙ >=< V x, T⊙(t)x⊙ > = < x, V ∗jX∗T
⊙(t)x⊙ >,
and
< (V ◦ T (t))x, x⊙ >=< T (t)x, V ∗jX∗x
⊙ > = < x, T ∗(t)V ∗jX∗x
⊙ > .
Thus,
lim
t→0
T ∗(t)V ∗jX∗x
⊙ = lim
t→0
V ∗jX∗T
⊙(t)x⊙ = V ∗jX∗x
⊙,
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which proves that V ∗jX∗(X
⊙) ⊂ X⊙. Consequently, X⊙ ⊂ D(V ⊙jX∗), the maximal domain,
and we have V ∗jX∗ ∈ L(X
⊙) with V ∗jX∗T
⊙(t) = T⊙(t)V ∗jX∗ , for all t ≥ 0. Let W := V
∗jX∗ ,
The property (3), W (X⊙⊙) ⊂ X⊙⊙ is a consequence of [20, Prop 2.4.1, Prop. 2.4.3.] applied
to {T⊙(t)}t≥0 , and W.
Because κ⊙⊙ is the restriction of w∗OT to LT (X,X
⊙⊙), we obtain the κ⊙⊙ compactness. 
Remark 3.4. As the operators in the compactification of η(S) are of the type V ∗jX∗ , the
operators in this compactification are not necessarily dual operators.
Because the underlying space is an algebra, we can also consider T := co(S) and U := ac(S).
The semigroup properties are straightforward; note that ((1−λ)+λ)((1−µ)+µ) = 1 for λ, µ ∈
[0, 1]. A similar computation proves it for the absolute convex hull, ac(S). For V ∈ {T ,U} , we
define the following.
Definition 3.5. Let T := co(S) and U := ac(S). Then,
T0 := η
−1(η(T )
w∗OT
),(6)
U0 := η
−1(η(U)
w∗OT
).(7)
As η is an algebra isomorphism, we conclude, and (M ‖x‖BX∗) is absolutely convex and
w∗−compact, we have
A
w∗OT
⊂ coA
w∗OT
⊂ acA
w∗OT
⊂ Πx∈X∗ (M ‖x‖BX∗ , σ(X
∗,X)) .
are compact, and in consequence.
Proposition 3.6. (1) S0 ⊂ T0 ⊂ U0.
(2) T is dense in T0, and T0 is convex and compact.
(3) U is dense in U0, and U0 is absolutely convex and compact.
As T0 and U0 are compactifications similar to the one constructed for S, we have the following.
Proposition 3.7 ([31]). Let V ∈ {T ,U} ; then,
(1) V0 is a semigroup; that is, for U, V ∈ V0, we have U ◦ V ∈ V0.
(2) Let U ∈ V0 and t ≥ 0; then, T (t) ◦ U = U ◦ T (t).
Proof. The proof is quite similar to that for S0 in Proposition 3.2. 
Theorem 3.8. Let V ∈ {T ,U} and V ∈ V0; then, V0 is w
∗OT compact in L(X,X∗∗); addi-
tionally,
(1) V ∗T ∗(t)x⊙ = T ∗(t)V ∗x⊙, for all x⊙ ∈ X⊙
(2) V ∗(X⊙) ⊂ X⊙, and
(3) V ⊙∗(X⊙⊙) ⊂ X⊙⊙. Consequently, for all x ∈ X, we have V x ∈ X⊙⊙.
Summarizing, we find that V0 ⊂ LT (X,X
⊙⊙) and is κ⊙⊙ compact.
Proof. The proof is quite similar to that of Theorem 3.3. 
4. The Influence of the Compactification on the Adjoint
The boundedness of {T (t)}t≥0 implies the boundedness of {T
⊙(t)}t≥0 ; hence, we can repeat
the compactification for the dual semigroup, but to keep the topologies connected, κ⊙ is an
adequate topology.
The purpose of this section is to obtain a connection between the compactifications of a semi-
group and its ⊙−semigroup. It is shown that we have a continuous algebra isomorphism
in the defined operator topologies, which leads to an adequate compactification for the sun-
dual-semigroup. Moreover, because the compactification of the dual semigroup is a set of
endomorphisms, we derive a splitting of X⊙.
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In the following, let S⊙ := {T⊙(t)}t∈R+ , T
⊙ := co(S⊙) and U⊙ := ac(S⊙). By Proposition
3.2, we learn that if V ∈ LT (X,X
⊙⊙), then V ∗(X⊙) ⊂ X⊙, and V ⊙∗(X⊙⊙) ⊂ X⊙⊙. Thus, we
obtain by a mapping to the algebra
LT (X
⊙) :=
{
T ∈ L(X⊙) : T ∗(X⊙⊙) ⊂ X⊙⊙
}
,
with
η⊙ : LT (X,X
⊙⊙) −→ LT (X
⊙)
V 7−→
{
x⊙ 7→ η⊙V : x 7→< x, V ∗|X⊙x
⊙ > (=< V x, x⊙ >)
}
endowing LT (X
⊙) with a κ⊙ topology, which is a net {Vγ}γ∈Γ that converges to V ∈ LT (X
⊙)
if
lim
γ∈Γ
< x, Vγx
⊙ >=< x, V x⊙ > pointwise for x ∈ X,x⊙ ∈ X⊙,
η⊙ is injective and continuous and η(V ◦U) = U⊙V ⊙. For U ∈ LT (X
⊙), V := U∗|X⊙⊙ ∈ L(X
⊙⊙),
and if j : X → X⊙⊙ denotes the natural embedding, we claim η⊙({x 7→ V (jx)}) = U. Because
< x,Ux⊙ >=< jx,Ux⊙ >=< V (jx), x⊙ >=< x, η⊙(V j)x⊙ >,
η⊙ is surjective. Consequently, from the previous observations, we derive our second main
result.
Theorem 4.1. (1)
η⊙ : (LT (X,X
⊙⊙), κ⊙⊙) −→ (LT (X
⊙), κ⊙)
V 7−→
{
x⊙ 7→ η⊙V : x 7→< x, V ∗|X⊙x
⊙ >
}
is continuous and an algebra isomorphism.
(2) η⊙(T (t)) = T⊙(t).
(3) Defining
S⊙0 := η
⊙(S0), T
⊙
0 := η
⊙(T0) and U
⊙
0 := η
⊙(U0),
we have
(a) S⊙ ⊂ S⊙0 ⊂ T
⊙
0 ⊂ U
⊙
0 ⊂ L(X
⊙),
(b) S⊙ is dense in S⊙0 , and S
⊙
0 is compact,
(c) T ⊙ is dense in T ⊙0 , and T
⊙
0 is convex and compact, and
(d) U⊙ is dense in U⊙0 , and U
⊙
0 is absolutely convex and compact,
where κ⊙ is the underlying topology.
5. Ideal Theory
The above construction opens up the possibility of applying the theory of compact right [left]
topological semigroups [22]. In this section, we show how this abstract theory applies to the
C0−semigroup.
Let S,S0 be as in the previous section. A right [left] ideal of S0 is a subset I of S0 such that
IS0 ⊂ I [S0I ⊂ I]. The semigroup S0 is a compact right topological semigroup, i.e., S0 is
compact, and for a given V ∈ S0, the translation
R : (S0, κ
⊙⊙) −→ (S0, κ
⊙⊙)
W 7−→ V ◦W
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is continuous. The semigroup S⊙0 is a compact left topological semigroup, i.e., S
⊙
0 is compact,
and for a given V ∈ S0, the mapping
L : (S⊙0 , κ
⊙) −→ (S⊙0 , κ
⊙)
W 7−→ WV
is continuous. This gives the following for the considered compactifications:
Lemma 5.1. Let V ∈ {S,T ,U}; then,
(1) V0 is a compact right semitopological semigroup.
(2) V⊙0 is a compact left semitopological semigroup.
(3) η⊙ is a semigroup isomorphism between V0 and V
⊙
0 .
Theorem 5.2 ([9]). Every compact right [left] topological semigroup has an idempotent.
Definition 5.3 ( [22, p. 12]). The set of idempotents in a semigroup S is denoted E(S). We
define relations ≤L and ≤R on E(S) by
e ≤L f if ef = e,
e ≤R f if fe = e.
If e and f commute, then we omit the indices L and R.
Definition 5.4. Let (A,≤) be a set with a transitive relation. Then, an element a is called
≤ −maximal [−minimal] in A if for every a′ ∈ A, a ≤ a′ implies a′ ≤ a [a′ ≤ a implies a ≤ a′].
Recalling [22, p. 14], we have the following.
Theorem 5.5. Every compact right topological semigroup contains ≤L-maximal and ≤R −minimal
idempotents.
Theorem 5.6 ([22, p. 21]). For an idempotent e in a compact right topological semigroup S,
the following statements are equivalent:
(1) e is ≤R −minimal in E(S).
(2) e is ≤L −minimal in E(S).
(3) eS is a minimal right ideal of S.
(4) eSe is a group, and e is an identity in eSe.
(5) Se is a minimal left ideal of S.
(6) SeS is the minimal ideal of S.
(7) S has a minimal ideal M(S), and e ∈M(S).
Next, we recall some definitions that entail certain compactness conditions on the orbit.
Definition 5.7. Let J ∈ {R,R+, [a,∞)} .
(1) A function f ∈ Cb(J,X) is called Eberlein weakly almost periodic (E.-wap) if
O(f) := {fτ := {J ∋ t 7→ f(t+ τ)} : τ ∈ J}
is weakly relatively compact in Cb(J,X). Let
W (J,X) := {f ∈ Cb(J,X) : f is Eberlein weakly almost periodic} ,
W0(J,X) :=
{
f ∈W (J,X) : ftn → 0 weakly for some {tn}n∈N ⊂ J
}
.
(2) A function f ∈ Cb(R,X) is called almost periodic if
O(f) := {fτ := {R ∋ t 7→ f(t+ τ)} : τ ∈ R}
is relatively compact in Cb(R,X). Let
AP (R,X) := {f ∈ Cb(R,X) : f is almost periodic} .
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To provide a sufficient condition on {T (t)}t∈R+ to identify the idempotent of Theorem 5.6, we
recall some results on Eberlein weakly almost periodicity.
Theorem 5.8 ([24],[25]). Let {T (t)}t∈R+ be a C0−semigroup. Then, {t 7→ T (t)x} is Eberlein
weakly almost periodic iff for all x ∈ X, {T (t)x : t ∈ R+} is relatively weakly compact. In
the above case, we have x = xap + x
E
0 , {t 7→ T (t)xap} is a restriction of an almost periodic
function, and there exists a sequence {ωn}n∈N ⊂ R
+ such that limn→∞ T (·+ ωn)x
E
0 = 0 weakly
in BUC(R+,X).
Next, we apply the compactification and results from the adjoint semigroup.
Theorem 5.9. Let {T (t)}t∈R+ be a bounded semigroup, and let P
⊙ denote a minimal idem-
potent in S⊙0 given by Theorem 5.6; then, X
⊙ decomposes into a direct sum of two closed and
translation-invariant subspaces R(P⊙) =: X⊙a and N(P
⊙) =: X⊙0 . Moreover, we have
(1) P⊙S⊙0 is a group on X
⊙
a .
(2) x⊙ ∈ X⊙a iff for every V ∈ S
⊙
0 , there exists an U ∈ S
⊙
0 with P
⊙UP⊙V x⊙ = x⊙.
(3) If x⊙ ∈ X⊙0 , then there exists a net {tγ}γ∈Γ such that σ(X
⊙,X)− limγ∈Γ T
⊙(tγ)x
⊙ = 0.
(4) Let x⊙ ∈ X⊙ such that {t 7→ T⊙(t)x⊙} is almost periodic; then, x⊙ ∈ X⊙a .
(5) Let x⊙ ∈ X⊙ and, for a net {tα}α∈A, σ(X
⊙,X⊙∗) − limα∈A T
⊙(tα)x
⊙ = 0; then,
x⊙ ∈ X0.
(6) Let x ∈ (X⊙a )⊥ := {x ∈ X :< x, x
⊙ >= 0 ∀x⊙ ∈ X⊙a } ; then, there is a net {tα}α∈A
such that
σ(X,X⊙)− lim
α∈A
T (tα)x = 0.
(7) Let x ∈ (X⊙0 )⊥ :=
{
x ∈ X :< x, x⊙ >= 0 ∀x⊙ ∈ X⊙0
}
; then, there is a net {tα}α∈A
such that
σ(X,X⊙)− lim
α∈A
T (tα)x = x.
(8) Let Y ⊂ X⊙ be a closed subspace and x⊙ ∈ Y. If O(x⊙)
σ(X⊙,X)
⊂ Y, then x⊙a , x
⊙
0 ∈ Y.
Consequently, Y = Ya ⊕ Y0, with Ya := Y ∩R(P
⊙) and Y0 := Y ∩N(P
⊙).
Proof. By Theorem 5.6, we find a minimal idempotent e =: P⊙ ∈ S⊙0 , as (P
⊙)2 = P⊙ and is
bounded, and it is a continuous projection, which serves for the decomposition. The translation
invariance entails T⊙(t)P⊙ = P⊙T⊙(t). The first claim is a direct consequence of Theorem 5.6
(4) and P⊙X⊙a = X
⊙
a .
To prove (2), note that P⊙S⊙0 P
⊙ is a group; hence, for a given V ∈ S⊙0 , we find an operatorW ∈
S⊙0 such that (P
⊙WP⊙)P⊙V P⊙ = P⊙. For x⊙ ∈ X⊙a , this leads to (P
⊙WP⊙)P⊙V P⊙x⊙ =
P⊙x. The choice of x⊙ leads to P⊙x⊙ = x⊙, and (P⊙)2 = P⊙ leads to U := P⊙WP⊙. For the
other direction, note that x = P⊙UP⊙V x ∈ X⊙a .
Let x⊙ ∈ N(P⊙); then, 0 = Px⊙ = limα∈A T (tα)x
⊙ for an appropriate net {tα}α∈A ⊂ R.
Let x⊙ ∈ X⊙ such that {t 7→ T⊙(t)x⊙} is almost periodic. Because of the decomposition, we
find x⊙ = x⊙a + x
⊙
0 , with x
⊙
a ∈ X
⊙
a and x0 ∈ X
⊙
0 . By the almost periodicity, we have that
{t 7→ P⊙T⊙(t)x} is almost periodic. Because the semigroup commutes with P⊙, we have
(8)
{
t 7→ P⊙T⊙(t)x⊙
}
=
{
t 7→ T⊙(t)P⊙x⊙
}
=
{
t 7→ T⊙(t)x⊙a
}
.
Therefore, {t 7→ T⊙(t)x⊙a } is almost periodic, which, according to [25], leads to a decomposition
of x⊙a = x
⊙
ap + x
1
0, with
{
t 7→ T (t)x⊙ap
}
being almost periodic and
{
t 7→ T (t)x10
}
in C0(R
+,X).
By the almost periodicity of {t 7→ T⊙(t)x⊙a } , x
1
0 = 0. In summary,
{
t 7→ T⊙(t)x⊙0
}
is almost
periodic, and the orbit becomes norm compact; hence,
∥∥T (t+ tγ)x⊙0 ∥∥ ≤ C ∥∥T (tγ)x⊙0 ∥∥, and 0
is a cluster point of O+(
{
t 7→ T⊙(t)x⊙0
}
), which yields x⊙0 = 0.
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Let x⊙ ∈ X⊙, x⊙ = x⊙a + x
⊙
0 and, for a net {tα}α∈A, T
⊙(tα)x
⊙ → 0 weakly; then,
T⊙(tα)x
⊙
a = T
⊙(tα)P
⊙x⊙ = P⊙T⊙(tα)x
⊙ → 0 weakly .
Let Q = κ⊙ − limα∈A T (tα); then, Qxa = 0. Using P
⊙S⊙0 as a group on Xa, we find xa = 0;
hence, x⊙ = x0.
Let {tα}α∈A be a net such that P
⊙ = limα∈A T (tα). Then, for x ∈ (X
⊙
0 )⊥, we have
0 = < x,P⊙x⊙ >= lim
α∈A
< x, T⊙(tα)x
⊙ >
= lim
α∈A
< T (tα)x, x
⊙ >, for all x⊙ ∈ X⊙,
which proves the σ(X,X⊙) convergence.
Let {tα}α∈A be a net such that P
⊙ = limα∈A T
⊙(tα). Then, for x ∈ (X
⊙
a )⊥, we have
0 = < x, (I − P⊙)x⊙ >= lim
α∈A
< x, (I − T⊙(tα))x
⊙ >
= lim
α∈A
< (I − T (tα))x, x
⊙ >, for all x⊙ ∈ X⊙,
which proves the σ(X,X⊙) convergence.
Because x⊙a = σ(X
⊙,X)− limα∈A T (tα)x
⊙ ∈ O(x⊙)
σ(X⊙ ,X)
⊂ Y, for some appropriate net, the
proof is completed. 
Remark 5.10. To obtain weak convergence in (6) and (7), the orbit {T (t)x}t≥0 has to be
weakly equicontinuous; compare with [20, Cor. 2.2.4, p. 26].
Remark 5.11. If Y ⊂ X⊙ is a closed subspace such that O(x⊙)
σ(X⊙ ,X)
⊂ Y for all x⊙ ∈ Y,
then S⊙0 |Y is a compact left topological semigroup. Clearly, if S
⊙
0 is commutative, then S
⊙
0 |Y is
commutative.
Corollary 5.12. If x⊙ ∈ X⊙ such that {t 7→ T⊙(t)x⊙} is Eberlein weakly almost periodic,
then the E.-wap splitting and the one from Theorem 5.9 coincide.
By the previous lemma, we conclude the following.
Corollary 5.13. If E =
{
P⊙ ∈ E(S⊙0 ) : ≤L -minimal
}
,
X⊙ap :=
{
x⊙ ∈ X⊙ :
{
t 7→ T⊙(t)x⊙
}
is almost periodic
}
⊂
⋂
P⊙∈E
R(P⊙),
{
x⊙ ∈ X⊙ : 0 ∈ {T⊙(t)x : t ≥ 0}
σ(X⊙ ,X⊙∗)
}
⊂
⋂
P⊙∈E
N(P⊙).
6. Topological and Algebraic Properties on Given Vectors
In this section, we show how even slight assumptions of weak compactness on the orbit lead
to the algebraic structure of the compactification. The main results provide a necessary and
sufficient condition on the C0−semigroup for two operators to commute on given vectors x and
x⊙, separately.
The previous work serves as a necessary refinement of the discussion of the following sets.
X⊙rev :=
{
x⊙ ∈ X⊙ : For all V ∈ S⊙0 there exists a U ∈ S
⊙
0 such that UV x
⊙ = x⊙
}
, and
X⊙fl :=
{
x⊙ ∈ X⊙ : there exists a net {sα}α∈A such that w
∗ − lim
α∈A
T⊙(tα)x
⊙ = 0
}
=
{
x⊙ ∈ X⊙ : there exists a V ∈ S⊙0 such that V x
⊙ = 0
}
.
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These sets are discussed in several contexts; we refer to [19], and especially regarding the theory
of topological dynamics, we refer to [28]. In general, Xrev need not be a vector space [2, p. 7
Exa. 2.8], but we want to provide an answer when X⊙rev = X
⊙
a and X
⊙
fl = X
⊙
0 .
Definition 6.1. A vector x⊙ ∈ X⊙rev is called κ
⊙ reversible, and a vector x⊙ ∈ X⊙fl is a
κ⊙−flight vector.
Proposition 6.2. (1) X⊙rev ∩X
⊙
fl = {0}.
(2) X⊙rev and X
⊙
fl are norm closed.
(3) If S⊙0 x
⊙ ⊂ X⊙a for all x
⊙ ∈ X⊙a , then X
⊙
a = X
⊙
rev.
Proof. Clearly, X⊙rev ∩ X
⊙
fl = {0} . Furthermore, X
⊙
rev is closed. Let {yk}k∈N ⊂ X
⊙
rev and
limk→∞ ‖yk − y‖ = 0 for some y ∈ X
⊙. Then, for V ∈ S⊙0 , there exists Un ⊂ S
⊙
0 such that
UnV yn = yn for all n ∈ N.
Let {tβ}β∈B ⊂ N be a subnet such that κ
⊙ − limβ∈B Uβ = U. Then, we have the following:
|< UV y − y, x >| = |< UV y − UβV y, x > + < UβV y − UβV yβ, x >|
+ < UβV yβ − yβ, x > + < yβ − y, x >
≤ |< UV y − UβV y, x >| + 2C ‖y − yβ‖,
which proves the claim. The proof for X⊙0 is quite analogous.
We have X⊙a ⊂ X
⊙
rev because for given L ∈ S
⊙
0 , we have P
⊙L ∈ S⊙0 , and we find P
⊙S, with
P⊙SP⊙L = P⊙ on X⊙a . Therefore, it remains to show that X
⊙
rev ⊂ X
⊙
a . Let x ∈ X
⊙
rev; then,
x = xa ⊕ x0, whereby the splitting is given with some minimal idempotent P
⊙. As x ∈ X⊙rev,
we find some U ∈ S⊙0 such that x = UP
⊙x = UP⊙xa. By the assumption S
⊙
0 y
⊙ ⊂ X⊙a for all
y⊙ ∈ X⊙a , we find x ∈ X
⊙
a . 
Lemma 6.3. (1) If P⊙∗(X) ⊂ X, then X⊙rev = X
⊙
a , X
⊙
fl = X
⊙
0 , and P
⊙V = V P⊙ for all
V ∈ S⊙0 , i.e., X
⊙
a , X
⊙
0 , are S
⊙
0 invariant. The minimal idempotent in the semigroup
S⊙0 is unique.
(2) If P⊙∗(X) ⊂ X, then P := P⊙∗|X = σ(X,X
⊙) − OT − limα∈A T (tα) for an appropriate
net {tα}α∈A.
Proof. First, we verify that V P⊙ = P⊙V for all V ∈ S⊙0 . If P (X) ⊂ X and V ∈ S
⊙
0 , then we
have for a net {tα}α∈A,
< x, V P⊙x⊙ > = lim
α∈A
< x, T (tα)P
⊙x⊙ >
= lim
α∈A
< x,P⊙T (tα)x
⊙ >=< Px, V x⊙ >=< x,P⊙V x⊙ > .
Let x ∈ X⊙rev; then, for P
⊙, there exists a V such that x = V P⊙x = P⊙V x ∈ Xa. Let
x ∈ X⊙fl ⊂ X
⊙ = X⊙a ⊕X
⊙
0 , i.e., x = xa + x0. Let {tα}α∈A be the associated net to the flight
vector x. Without loss of generality, limα∈A T (tα)x = U. Then, Uxa = −Ux0, and we find
V ∈ S⊙0 such that xa = PV Uxa = −PV Ux0 = −V UPx0 = 0. Hence, x = x0. 
Corollary 6.4. If S⊙0 is Abelian, then X
⊙
a = X
⊙
rev and X
⊙
0 = X
⊙
fl. Moreover, S
⊙
0 is a group
on X⊙a .
Next, we will provide a necessary and sufficient condition for S⊙0 to be Abelian. Therefore, we
provide the next proposition.
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Proposition 6.5. Let f : R+ → C E.-wap and {tλ}λ∈Λ, {sγ}γ∈Γ ⊂ R
+. Then, we may pass to
subnets {sγα}α∈A and
{
tλβ
}
β∈b
such that the iterated limits
ν = lim
α∈A
lim
β∈B
f(tλβ + sγα) and
µ = lim
β∈B
lim
α∈A
f(tλβ + sγα)
exist, and we have ν = µ.
Proof. Because f is Eberlein weakly almost periodic, {ftλ}λ∈Λ is relatively weakly compact
and
{
δsγ
}
γ∈Γ
is relatively w∗ compact, we may pass to convergent subnets. Using f(tλ+ sγ) =
δsγftλ , we find that the iterated limits exist and that they are equal. 
The next theorem shows how Eberlein weak almost periodicity can be used to verify an Abelian
structure for the compactification.
Theorem 6.6. Let V ∈ {S,T ,U} ; then
(1) Let x ∈ X and {T (t)}t∈R+ be a bounded C0−semigroup. Then,{
t 7→< T (t)x, x⊙ >
}
∈W (R+) for all x⊙ ∈ X⊙
if and only if (U ◦ V )x = (V ◦ U)x for all U, V ∈ V0.
(2) Let x⊙ ∈ X⊙ and {T (t)}t∈R+ be a bounded C0−semigroup. Then,{
t 7→< x, T⊙(t)x⊙ >
}
∈W (R+) for all x ∈ X
if and only if (UV x⊙ = (V U)x⊙ for all U, V ∈ V⊙0 .
Proof. For simplicity, we start with S0. Let{
t 7→< T (t)x, x⊙ >
}
∈W (R+) for all x⊙ ∈ X⊙,
and given U, V ∈ S0, let {tλ}λ∈Λ, {sγ}γ∈Γ ⊂ R
+ be the corresponding nets such that V =
limλ∈Λ T (tλ) and U = limγ∈Γ T (sγ). Then, for x
⊙ ∈ X⊙,
< (U ◦ V )x, x⊙ > = lim
λ∈Λ
< T (tλ)x,U
⊙x⊙ >
= lim
λ∈Λ
lim
γ∈Γ
< T (tλ + sγ)x, x
⊙ >
applying Prop. 6.5
= lim
γ∈Γ
lim
λ∈Λ
< T (tλ + sγ)x, x
⊙ >
= lim
γ∈Γ
< T (sγ)x, V
⊙x⊙ >
= < (V ◦ U)x, x⊙ > .
To obtain the backward implication, apply, for the given {tn}n∈N, {sm}m∈N ⊂ R
+, the com-
pactness S0. Hence, we find subnets such that V = limλ∈Λ T (tnλ) and U = limγ∈Γ T (smγ ). The
assumption U ◦ V = V ◦ U verifies the criterion of [12].
Now, let U, V ∈ U0. Then, we find nets {t
γ
i }i∈N,γ∈Γ ,
{
sλi
}
i∈N,λ∈Λ
⊂ R+ and {αγi }i∈N,γ∈Γ ,
{
βλi
}
i∈N,λ∈Λ
⊂
R, with
∑nγ
i=1 |α
γ
i | ≤ 1 and
∑mλ
i=1
∣∣βλi ∣∣ ≤ 1, such that
Uγ :=
nγ∑
i=1
αγi T (t
γ
i ) with lim
γ∈Γ
Uγ = U and Vλ =
mλ∑
i=1
βλi T (s
λ
i ), with lim
λ∈Λ
Vλ = V.
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Now, define g(t) :=< T (t)x, x⊙ >, which is assumed to be Eberlein weakly almost periodic,
and the bounded linear functional δt(g) := g(t); then, the duality reads as
< U ◦ V x, x⊙ > = lim
λ∈Λ
< Vλx,U
⊙x⊙ >
= lim
λ∈Λ
lim
γ∈Γ
nγ∑
i=1
mλ∑
j=1
αγi β
λ
j < T (t
γ
i + s
λ
j )x, x
⊙ >,
= lim
λ∈Λ
lim
γ∈Γ
nγ∑
i=1
mλ∑
j=1
αγi β
λ
j g(t
γ
i + s
λ
j ),
= lim
λ∈Λ
lim
γ∈Γ
<
nγ∑
i=1
αγi g(·+ t
γ
i ),
mλ∑
j=1
βλj δsλj
>(BUC(R+),BUC(R+)∗)
= lim
γ∈Γ
lim
λ∈Λ
<
nγ∑
i=1
αγi g(·+ t
γ
i ),
mλ∑
j=1
βλj δsλj
>(BUC(R+),BUC(R+)∗) .
As O(g) is weakly relatively compact in BUC(R+), its closed absolutely convex hull is weakly
compact. Further, because ‖δt‖ ≤ 1, the absolute convex combination is bounded. Hence, we
have separated the limits and obtain that the interchanged limits coincide. Doing the backward
computation, we obtain the claim. To prove it for the dual semigroup, apply η⊙. 
Corollary 6.7. If S0 is Abelian, then so are T0 and U0.
The previous strong result leads by an application of [12] to the following theorem. It serves
in obtaining an ergodic result for the dual semigroup from the original semigroup on X and
vice versa.
Theorem 6.8. Let {T (t)}t∈R+ be a bounded C0−semigroup and V ∈ {S,T ,U} ; then, the
following are equivalent:
(1) {t 7→< T (t)x, x⊙ >} ∈W (R+) for all x ∈ X,x⊙ ∈ X⊙.
(2) V0 is Abelian.
(3) {t 7→< x, T⊙(t)x⊙ >} ∈W (R+) for all x ∈ X,x⊙ ∈ X⊙.
(4) V⊙0 is Abelian.
Remark 6.9. The above result that P⊙ commutes with every operator will not necessarily lead
to Eberlein weak almost periodicity, as shown in Example 11.10 and Example 11.11.
Now, a few results from Jacobs-Deleeuw-Glicksberg are obtained by the above.
Theorem 6.10 ([19, pp. 103-106]). If {T (t)}t∈R+ is Eberlein weakly almost periodic, then S0
is an Abelian semigroup on X and an Abelian group on Xap. Consequently, we have in the
underlying case that S⊙0 is Abelian.
Next, we show how the semigroup and its sun-dual are connected if the semigroup is Eberlein
weakly almost periodic.
Theorem 6.11. If {T (t)}t∈R+ is Eberlein weakly almost periodic, then X = Xap ⊕ X0, with
a projection V : X −→ X satisfying V (X) = Xap. For the dual semigroup, we have
X⊙a = X
⊙
rev, X
⊙
0 = X
⊙
fl, with X
⊙ = X⊙rev ⊕ X
⊙
fl, with a projection P
⊙ : X⊙ −→ X⊙
satisfying P⊙(X⊙) = X⊙a . In this setting, we have P
⊙ = η⊙(V ), and the minimal idempotent
is unique.
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Proof. It suffices to verify that P⊙∗(X) ⊂ X. By Theorem 5.8, we find that X = Xap ⊕ X0.
Let V be the corresponding projection and V ⊙ := η(V ). Furthermore, let X⊙ = X⊙a ⊕ X
⊙
0 ,
and let P⊙ be the corresponding minimal idempotent. We define P := η−1(P⊙). Then,
< x, V ⊙V ⊙x⊙ > = < V x, V ⊙x⊙ >=< V ◦ V x, x⊙ >
= < V x, x⊙ >=< x, V ⊙x⊙ >,
and for P , we have
< (P ◦ P )x, x⊙ > = < Px,P⊙x⊙ >=< x,P⊙P⊙x⊙ >
= < x,P⊙x⊙ >=< Px, x⊙ > .
Hence, we have that P and V ⊙ are idempotents in S0 and S
⊙
0 .
By Theorem 5.6, we have that V is minimal using the fact that S0 is a (Abelian) group on
Xap = V X and P
⊙ is a minimal chosen idempotent. Moreover, using S0 as Abelian, we find
that V P is an idempotent with V (V P ) = V P ; hence, V P = V. Similarly, we obtain from
P⊙(P⊙V ⊙) = P⊙V ⊙; hence, P⊙ = P⊙V ⊙ because of its minimality. This result leads to
< x, η(V )x⊙ > = < x, η(V ◦ P )x⊙ >=< x,P⊙V ⊙x⊙ >
= < x,P⊙x⊙ >=< x, η(P )x⊙ > .
In the first line, V left minimal is used, and in the second, P⊙ left minimal is used.Because η
is injective, we have that V = P and S0(X) ⊂ X by the Eberlein weakly almost periodicity;
we conclude that P (X) = V (X) ⊂ X. 
7. The restriction semigroup
The main topic of this section is to show how close the space of almost periodic vectors are
to the reversible ones. It is shown that separability of the orbit is the key indicator that they
coincide. In short, the separability of the orbit of a vector x mainly serves to obtain an almost
periodicity property of the splitting. In consequence, the above lead to an extension of the
well-known result on the ergodic properties of a dual semigroup.
Every semigroup {T (t)}t≥0 is the restriction of the dual semigroup {T
⊙⊙(t)}t≥0 . In this
chapter, we want to show how the theory developed for dual semigroups applies to general
C0−semigroups, which are restrictions to norm closed subspaces Y ⊂ X
⊙.
Definition 7.1. A vector x⊙ ∈ X⊙ is an eigenvector with unimodular eigenvalue if for a map
λ : S⊙0 −→ C with |λ(T )| = 1, we have Tx
⊙ = λ(T )x⊙ for all T ∈ S⊙0 . We define
X⊙uds := span
{
x⊙ ∈ X⊙ : x⊙ is an eigenvector with unimodular eigenvalue
}
.
Proposition 7.2. Let S⊙0 be Abelian; then, X
⊙
uds ⊂ X
⊙
a .
Proof. For a given x⊙ ∈ X⊙uds, the minimal idempotent P
⊙, and all T ∈ S⊙0 , we have Tx
⊙ =
λ(T )x⊙. Hence,
λ(T )P⊙x⊙ = P⊙λ()x⊙ = P⊙Tx⊙ = TP⊙x⊙.
The splitting with respect to P⊙ gives x⊙0 = x
⊙ − x⊙a , and by the previous observation,
T⊙x0 = λ(T
⊙)x0. Because x0 is a flight vector, we find a net with
0 = lim
λ∈Λ
< x, T⊙(tλ)x
⊙
0 >= lim
λ∈Λ
λ(T⊙(tλ)) < x, x
⊙
a − x
⊙ > .
Because |λ(T⊙(tλ))| = 1, we conclude that x
⊙
a = x
⊙. 
In the Abelian case, we recall that, by [19, Thm. 4.1 p. 104], the minimal ideal is unique.
Moreover, we know from Theorem 5.6 that K := P⊙S⊙0 P
⊙ = P⊙S⊙0 |X⊙a is a group.
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Next, we discuss the weak-star topology on Y, that is, O(x)
w∗
⊂ Y for all x ∈ Y. Then, we
consider the mapping
r : S⊙0 −→ L(Y ),
S 7−→ S|Y .
Defining R⊙ = r(S⊙) and R⊙0 := r(S
⊙
0 ), we equip R
⊙
0 with the topology Z, that is, {Rλ}λ∈Λ
is convergent if < Rλy, x >→< Ry, x > for all y ∈ Y and x ∈ X.
Definition 7.3. Let τ be a locally convex topology on X⊙, with σ(X⊙,X) ⊂ τ ⊂ ‖·‖. We call
a net {Tα}α∈A τ −OT convergent if there exist a T ∈ L(Y ) with
τ − lim
α∈A
Tλy = Ty for all y ∈ Y.
Proposition 7.4. Let V ∈ L(Y ), t ∈ R. Then,
L : (L(Y ), τ −OT ) −→ (L(Y ), τ −OT )
W 7−→ WV
is continuous. Moreover, for t ∈ R+ and S(t) = r(T⊙(t)),
R : (L(Y ),Z) −→ (L(Y ),Z)
W 7−→ S(t)W
is continuous
Proof. Let {Wα}α∈A ⊂ L(Y ) τ −OT be convergent with the limit W. Then, due to V y ∈ Y,
τ lim
α∈A
WαV y =WV y for all y ∈ Y, x ∈ X,
which gives that R is continuous. Let t ∈ R+, as S(t) = r(T⊙(t)), and let {Wα}α∈A ⊂ L(Y ) Z
be convergent with the limit W. We have for y ∈ Y and x ∈ X that
< S(t)Wαy, x >=< T
⊙(t)Wαy, x >=< Wαy, T (t)x >→< Wy, T (t)x > for all y ∈ Y, x ∈ X.

Next, we verify some basic properties for the defined set R⊙0 .
Proposition 7.5. Let Y ⊂ X⊙ such that O(y)
w∗
⊂ Y for all y ∈ Y and P⊙ ∈ S⊙0 be a minimal
idempotent. Then,
(1) S(t) = r(T⊙(t)).
(2) (L(Y ),Z) is a Hausdorff locally convex space.
(3) r : (S⊙0 , κ
⊙) −→ (R⊙0 ,Z) is continuous.
(4) r(ST ) = r(S)r(T ) for all S, T ∈ S⊙0 .
(5) (R⊙0 ,Z) is a left topological semigroup.
(6) Q = r(P⊙) is a projection onto a Ya.
(7) r(P⊙S⊙0 P
⊙) is a compact topological group with the identity Q := r(P⊙). Moreover,
r(P⊙S⊙0 ) is a group on Ya.
(8) If the function {t 7→< T⊙(t)y, x >} ∈ W (R+) for all y ∈ Y and x ∈ X, then R⊙0 is
Abelian.
Proof. Let T ∈ L(Y ) and < Ty, x >= 0 for all y ∈ Y, x ∈ X. Since Ty ∈ X⊙ ⊂ X∗ may be
viewed as a linear functional, Ty : X −→ C . Hence, Ty = 0 for all y ∈ Y, which gives
T = 0.
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As the topology Z is weaker than κ⊙, the first claim is verified. Using Y ⊂ X⊙ such that
O(x)
w∗
⊂ Y for all y ∈ Y, we have Ty ∈ Y for all y ∈ Y, and T ∈ S⊙0 . Hence, TS|Y = T|Y S|Y .
That R⊙0 is a left semitopological semigroup is a consequence of Proposition 7.4.
Let y ∈ Ya ⊂ Xa, which gives y = P
⊙y = P⊙|Y y = Qy.
Let V ∈ r(P⊙S⊙0 P
⊙). Then, there is a T ∈ K := P⊙S⊙0 P
⊙, with V = r(T ). As K is a
group, we find S ∈ K, with TS = P⊙, and now apply (4) and (6). The additional claim is a
consequence of (6).
To verify the compactness, note that Z is weaker than κ⊙.
The last claim is a consequence of Theorem 6.6. 
After this preparation, the situation above can be generalized to a locally convex topology τ
defined on X⊙ such that for Y ⊂ X⊙, the following properties hold:
(1) σ(X⊙,X) ⊂ τ ⊂ ‖·‖.
(2) O(y)
τ
⊂ Y for all y ∈ Y .
(3) acτO(y) is τ compact for all y ∈ Y.
Note that by (1) and (3),
R⊙0 :=
{
U : Uy = τ − lim
λ∈Λ
T⊙(tλ)y, for all y ∈ Y, {tλ}λ∈Λ ⊂ R
+
}
.
Applying Tychnov’s Theorem, we have that
R⊙ ⊂ acR⊙ ⊂ Πy∈Y (ac
τO(y))
are relatively compact with respect to the operator topology τ −OT. We have
R⊙0 = R
⊙τ−OT
and define
W⊙0 := ac
τ−OT
{
S : S ∈ acR⊙0
}
;
we have that they are compact with respect to τ − OT. The τ compactness and (1) give that
τ −OT and Z are equal on R⊙0 and W
⊙
0 . Thus, Proposition 7.5 becomes true if Z is replaced
by the topology τ −OT. Consequently, the mappings
R : (R⊙0 , τ −OT ) −→ (R
⊙
0 , τ −OT )
W 7−→ S(t)W
and, for all y ∈ Y,
δy : (R
⊙
0 , τ −OT ) −→ (Y, τ)
S 7−→ Sy
are continuous.
Proposition 7.6. If
(1) σ(X⊙,X) ⊂ τ ⊂ ‖·‖
(2) O(y)
τ
⊂ Y for all y ∈ Y , and
(3) acτO(y) is τ compact for all y ∈ Y
hold, then W⊙0 is a compact left semitopological semigroup, and if R
⊙
0 is Abelian, then W
⊙
0 is
as well.
Proof. The compactness was proved in the previous remarks; hence, we may only consider the
topology Z on W⊙0 . Now, let U, V ∈ W
⊙
0 . Then, we find nets {t
γ
i }i∈N,γ∈Γ ,
{
sλi
}
i∈N,λ∈Λ
⊂ R+
and
{αγi }i∈N,γ∈Γ ,
{
βλi
}
i∈N,λ∈Λ
⊂ R,
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with
∑nγ
i=1 |α
γ
i | ≤ 1 and
∑mλ
i=1
∣∣βλi ∣∣ ≤ 1, such that
Uγ :=
nγ∑
i=1
αγi T
⊙(tγi ) with lim
γ∈Γ
Uγ = U and Vλ =
mλ∑
i=1
βλi T
⊙(sλi ), with lim
λ∈Λ
Vλ = V.
First, note that
(9) V U = lim
λ∈Λ
lim
γ∈Γ
nγ∑
i=1
mλ∑
j=1
αγi β
λ
j T
⊙(tγi + s
λ
j ),
with a right hand side in W⊙0 . Thus, the compactness completes the proof.
For the second claim, define g(t) :=< x, T⊙(t)x⊙ >, which is assumed to be Eberlein weakly
almost periodic, for x ∈ X and x⊙ ∈ Y, due to R⊙0 being Abelian. Further, let δt(g) := g(t) be
the bounded linear functional on BUC(R+,X).
Recalling (9), we have
UV = lim
γ∈Γ
lim
λ∈Λ
nγ∑
i=1
mλ∑
j=1
αγi β
λ
j T
⊙(tγi + s
λ
j ).
In consequence, we only have to verify that we can interchange the limits. The duality reads
as
x(V Ux⊙) = lim
λ∈Λ
< x, VλUx
⊙ >
= lim
λ∈Λ
lim
γ∈Γ
nγ∑
i=1
mλ∑
j=1
αγi β
λ
j < x, T
⊙(tγi + s
λ
j )x
⊙ >
= lim
λ∈Λ
lim
γ∈Γ
nγ∑
i=1
mλ∑
j=1
αγi β
λ
j g(t
γ
i + s
λ
j )
= lim
λ∈Λ
lim
γ∈Γ
<
nγ∑
i=1
αγi g(·+ t
γ
i ),
mλ∑
j=1
βλj δsλj
>(BUC(R+),BUC(R+)∗)
= lim
γ∈Γ
lim
λ∈Λ
<
nγ∑
i=1
αγi g(·+ t
γ
i ),
mλ∑
j=1
βλj δsλj
>(BUC(R+),BUC(R+)∗) .
As acO(g) is weakly relatively compact in BUC(R+), we may interchange the limits. 
Next, we recall the consequence of [17, Cor. 2 (a), p. 127], and we have the following.
Proposition 7.7. Let E ⊂ F ⊂ X∗ and τ be a locally convex topology on X∗, with σ(X∗,X) ⊂
τ ⊂ ‖·‖. If E cannot be separated from F by a τ−continuous functional, then E
τ
= F
τ
.
Proof. If E
τ
6= F
τ
, then there exist an x ∈ F
τ
\E
τ
and a τ−continuous functional φ such that
φ|Eτ = 0 and φ(x) = 1. By definition, we have for net {xλ}λ∈Λ ⊂ F the τ convergence xλ → x.
Moreover, we find a subnet that has no intersection with E
τ
. The continuity φ leads to an
element xλ0 , with φ(xλ0) > 1/2, which gives the contradiction. 
Lemma 7.8. Let R⊙0 be a restricted semigroup and P
⊙ be the minimal idempotent of S⊙0 ;
additionally, let
(1) σ(X⊙,X) ⊂ τ ⊂ ‖·‖,
(2) O(y)
τ
⊂ Y for all y ∈ Y ,
(3) acτO(y) be τ compact for all y ∈ Y , and
(4) {R+ ∋ t 7→< T⊙(t)y, x >} ∈W (R+) for all y ∈ Y, x ∈ X.
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Then, G := r(P⊙S⊙0 )|Ya, is a compact Abelian topological group. Further, let Γ be the character
group of G, γ ∈ Γ, and ρ denote the normalized Haar measure on G. Then,
Sγ :=
∫
G
γ(S)Sdρ(S)
exists in the sense of [21, Def 3.26, p. 74] in (L(Y ), τ −OT ), and Sγ ∈ W
⊙
0 . For given V ∈ R
⊙
0 ,
we have
SγV x =
∫
G
γ(S)SV xdρ(S)
in (L(Y ), τ −OT ).
Proof. We start with verifying the closedness of G as a subset of R⊙0 . Therefore, let {Tλ}λ∈Λ ⊂
R⊙0 such that for Q = r(P
⊙),
S = τ − lim
λ∈Λ
r(P⊙Tλ) = τ − lim
λ∈Λ
Qr(Tλ).
By the compactness of S⊙0 , we may assume that T = limλ∈Λ Tλ. By the above, for given x
⊙ ∈ Y
and x ∈ X, we have
Sx⊙ = τ − lim
λ∈Λ
Qr(Tλ)x
⊙
= τ − lim
λ∈Λ
r(Tλ)Qx
⊙
= r(T )Qx⊙
= Qr(T )x⊙,
which verifies the closedness. As G is Abelian from Proposition 7.5 (5), we find that G is
semitopological, and from abstract harmonic analysis [10], we recall that any compact semi-
topological group is a topological group. Hence, we find the normalized Haar measure ρ on G,
[21, Thm 5.14, p. 123].
To prove the existence of the integral, we apply Theorem [21, Thm. 3.27, pp. 74-75]. By
Proposition 7.5 (2), (a) of the cited Thm 3.27 is verified. By [21, Thm. 5.14 p. 123] (G, ρ)
is a Borel probability measure space. Because, G ⊂ L(Y ) and carries the topology τ − OT,
id : G −→ (L(Y ), τ −OT ) is continuous; therefore,
f : G −→ (L(Y ), τ −OT )
S 7−→ γ(S)S
as well. Moreover,
f(G) = {γ(S)S : S ∈ G} ⊂ W⊙0 ⊂ L(Y ),
with W⊙0 convex and τ compact. Consequently, the integral exists and is an element of W
⊙
0 .
For the additional proof, note that, for x⊙ ∈ Y,
δx⊙ : (L(Y ), τ −OT ) −→ (Y, τ)
S 7−→ Sx⊙
and, for V ∈ L(Y ),
L : (L(Y ), τ −OT ) −→ (L(Y ), τ −OT )
W 7−→ WV
are continuous linear operators, and the claims become a consequence of [21, p.85, Exercise
24].

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Now, we are ready to present the first main result of this section by showing that the space of
unimodular eigenvectors is almost Ya.
Theorem 7.9. Let Y ⊂ X⊙ be a norm closed subspace, R⊙0 be a restricted semigroup, and P
⊙
be the minimal idempotent of S⊙0 ; additionally, let
(1) τ be a locally convex topology on X⊙,
(2) σ(X⊙,X) ⊂ τ ⊂ ‖·‖,
(3) O(y)
τ
⊂ Y for all y ∈ Y ,
(4) acτO(y) be τ compact for all y ∈ Y , and
(5) {R+ ∋ t 7→< T⊙(t)y, x >} ∈W (R+) for all y ∈ Y, x ∈ X.
Then,
Ya
τ
⊂ X⊙uds ∩ Y
τ
.
Proof. Part 1: In this part, we prove that unimodular eigenvectors are found as an image of the
generalized Fourier transforms for a given γ ∈ Γ. By Lemma 7.8, for the minimal idempotent
P⊙ and Q = r(P⊙), we find that ρ is the normalized Haar measure on the Abelian compact
topological group G = r(P⊙S⊙0 ). Further, if Γ denotes the character group, for γ ∈ Γ, we can
define
Sγ :=
∫
G
γ(S)Sdρ(S) ∈ W⊙0 ⊂ L(Y ).
Consequently, for x⊙ ∈ Y , we have Sγx
⊙ ∈ Y, and because Sγ ∈ W
⊙
0 and W
⊙
0 is Abelian by
Proposition 7.6, we find that Sγ commutes with the operators in R
⊙
0 ⊂ W
⊙
0 . Using Lemma 7.8
for R ∈ G,x⊙ ∈ Y , we find that
RSγx
⊙ = SγRx
⊙ = δx⊙(S
⊙
γ R)
= δx⊙
(∫
G
γ(S)SRdρ(S)
)
=
∫
G
γ(S)SRx⊙dρ(S)
=
∫
G
γ(S)RSx⊙dρ(S)
= γ(R)
∫
G
γ(RS)RSx⊙dρ(S)
= γ(R)
∫
G
γ(S)Sx⊙dρ(S) apply [21, Thm 5.14 (1),(2), p. 123]
= γ(R)Sγx
⊙.
Similarly, using the fact that G is Abelian, we obtain
(10) RS⊙γ = γ(R)S
⊙
γ = S
⊙
γ R.
Because Q is the unit in G, we have γ(Q) = 1, and by the previous observation, P⊙Sγ = Sγ .
Hence, for T ∈ R⊙0 , we find QT ∈ G and
TS⊙γ = TQS
⊙
γ = γ(TQ)S
⊙
γ = γ(T )S
⊙
γ .
This means that SγY consists of eigenvectors with unimodular eigenvalues λ(T ) = γ(T ).
Part 2: Therefore, let Γ be the character group of G = r(P⊙S⊙0 )|Ya .
We prove that Ya cannot be separated from
M = span
{
Sγx
⊙ : y ∈ Y, γ ∈ Γ
}
with a τ−continuous functional φ and apply Proposition 7.7
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Because M ⊂ X⊙uds ⊂ X
⊙
a , we assume that there is a y ∈ Ya\M. By the assumption, we will
find a τ continuous φ such that for Q = r(P⊙), φ(Qy) = φ(y) 6= 0 and φ|M = 0. Using the fact
that Λ := {L(Y ) ∋ T 7→ φ(Tx)} is τ −OT continuous, we obtain
(11) 0 = φ(Sγz) =
∫
G
γ(S)φ(Sz)dρ(S)
for all γ ∈ Γ and z ∈ Y.
Because the characters form an orthonormal basis in L2(G, ρ), see [8, p. 944], we have
{G ∋ S 7→ φ(Sy)} = 0 a.e.
Using the fact that G carries the topology τ, we have for φ τ continuous and z ∈ Y that the
functions
g : (G, τ −OT ) −→ C
S 7−→ φ(Sz)
are continuous. Consequently,{G ∋ S 7→ φ(Sy)} is identically zero, and we find a contradiction
to φ(Qy) 6= 0, which completes the proof. 
As a direct consequence, we obtain the following for bounded sun-dual-semigroups.
Theorem 7.10. If S⊙0 is Abelian, then
X⊙uds
σ(X⊙,X)
= X⊙a
σ(X⊙ ,X)
.
The result of Frechet for asymptotically almost periodic functions becomes a direct conse-
quence.
Theorem 7.11. Let Z be a Banach space and O(x) for all x ∈ Z be relatively compact; then,
Zuds = Za.
Proof. Choose τ as the norm topology, Y := Z and X⊙ = Z⊙⊙. The additional proof becomes
straightforward. 
Now, we are ready to show how a spectral condition applies to obtain a zero mean.
Corollary 7.12. Let A be the generator of S and σp(A
⊙) ∩ iR = ∅. If {t 7→< x, T⊙(t)x⊙ >}
is Eberlein weakly almost periodic for all x ∈ X,x⊙ ∈ X⊙, then
(12) lim
T→∞
1
T
∫ T
0
|< x, T⊙(t)x⊙ >| dt = 0, for all x ∈ X, x⊙ ∈ X⊙.
Proof. Let (12) be not equal to zero for some pair (x, x⊙); then, by [19, Thm. 4.7, p. 108], we
find that {t 7→< T⊙(t)x⊙, x >} 6∈W0(R
+). Consequently, x⊙ is not a κ⊙−flight vector. By the
splitting obtained in Theorem 5.9, x⊙ = x⊙a ⊕ x
⊙
0 , the Abelian structure gives X
⊙
fl = X
⊙
0 and
therefore an x⊙a 6= 0. By Theorem 7.10, X
⊙
uds 6= {0} , which leads to a unimodular eigenvector
of {T⊙(t)}t∈R+ and therefore to an element of σp(A
⊙) ∩ iR. 
Remark 7.13. Deleeuw-Glicksberg needs {t 7→ T⊙(t)x⊙} Eberlein weakly almost periodicity
for all x ∈ X⊙. In Corollary 7.12 above, only {t 7→< y, T⊙(t)x⊙ >} needs Eberlein weakly
almost periodicity for all x⊙ ∈ X⊙, y ∈ X.
Due to the pointwise verification of the Abelian structure, we can give the following criterion
for a vector to be a member of X⊙uds, which is the second main result of this section.
Theorem 7.14. Let Y ⊂ X⊙ be a norm closed subspace, R⊙0 be a restricted semigroup, and
P⊙ be the minimal idempotent of S⊙0 ; additionally, let
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(1) τ be a locally convex topology on X⊙,
(2) σ(X⊙,X) ⊂ τ ⊂ ‖·‖,
(3) O(y)
τ
⊂ Y for all y ∈ Y ,
(4) acτO(y) be τ compact for all y ∈ Y , and
(5) {R+ ∋ t 7→< T⊙(t)y, x >} ∈W (R+) for all y ∈ Y, x ∈ X.
Then, the following for x⊙ ∈ Ya are equivalent:
(1) O(x⊙)
τ
is norm separable.
(2) x⊙ ∈ X⊙uds.
(3) O(x⊙) is relatively norm compact.
Proof. As R⊙0 is Abelian, G = r(P
⊙S⊙0 P
⊙) is a compact Abelian topological group [9]. The
splitting is a consequence of Thm 5.9 (8). From Corollary 7.8, we have
Sγx
⊙ =
∫
G
γ(S)Sx⊙dρ(S) ∈ Y.
By [7, Cor. 4 pp. 42-43], we have its a Bochner integral, which is an element of X∗. Moreover,
it coincides on X with the integral defined in the proof of theorem 7.10; hence, it becomes an
element of Y.
For R ∈ R⊙0 , we use that the left multiplication is continuous and find that
RSγy =
∫
G
γ(S)SRydρ(S) =
∫
G
γ(S)RSydρ(S) = γ(R)Sγy.
Defining
M = span {Sγy : y ∈ Y, γ ∈ Γ} ,
we have M ⊂ Ya .
For x⊙ ∈ X⊙a and q : X
⊙
a → X
⊙
a /M as the quotient map, if Z = span {qGx
⊙}, then by
assumption, (Z, ‖·‖) is separable. Consequently, (BZ∗ , w
∗) is separable (compact metrizable).
Choose {z∗n}n∈N dense in (BZ∗ , w
∗), and use the Hahn-Banach-Theorem to extend them norm-
preservingly to all of X⊙a /M.
By definition, Sγx
⊙ ∈M. Consequently, for the sequence of bounded linear functionals
Un : X
⊙ −→ C
u 7−→ < qu, z∗n >,
due to the Bochner integrability, we obtain,
0 =< qSγx
⊙, z∗n >=
∫
G
γ(S) < qSx⊙, z∗n > dρ(S)
for all γ ∈ Γ and n ∈ N. Using {γ}γ∈Γ as an orthonormal basis in L
2(G, ρ),
< qSx⊙, z∗n >= 0 a.e. for all n ∈ N.
Thus, for sets An ⊂ K, with ρ(An) = 0, we have
< qSx⊙, z∗n >= 0 for all S ∈ G\An, n ∈ N.
Let A =
⋃
n∈NAn; then, ρ(A) = 0 and
< qSx⊙, z∗n >= 0 for all S ∈ G\A,n ∈ N.
Using {z∗n}n∈N totally on Z, we find an S ∈ G with qSx
⊙ = 0. Consequently, Sx⊙ ∈ M.
Because of Part 1 of Theorem 7.10, the space M is translation invariant, and for x⊙ ∈ Xa, we
find, using G as a group on Xa, a T ∈ G such that TSx
⊙ = x⊙ and therefore x⊙ ∈M ⊂ X⊙uds.
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(2)⇒ (3): Let x⊙ ∈ X⊙uds Then, x
⊙ is the limit of linear combinations of unimodular vectors
{xni }i=1..mn,n∈N ⊂ X
⊙
a , i.e., satisfying Tx
n
i = λ
n
i (T )x
n
i . Consequently, O(x
n
i ) is norm compact
and therefore the orbit of the linear combination. This leaves, if the vectors {xn}n∈N have
relatively norm-compact orbits and xn → x, that O(x) is relatively norm compact. Note that
for some constant C > 0,
‖Txn − Tx‖ ≤ C ‖x− xn‖,
which concludes the proof 
As proposed, we show that the separability of the orbit indicates almost periodicity. Note
that if x⊙ ∈ X⊙uds, then the mapping {t 7→ T
⊙(t)x⊙} is almost periodic. Therefore, we give a
criterion when an element in X⊙a is in X
⊙
uds.
Theorem 7.15. If x⊙ ∈ X⊙a and S
⊙
0 is Abelian, then the following are equivalent.
(1) O(x⊙)
σ(X⊙ ,X)
is norm separable.
(2) x⊙ ∈ X⊙uds.
(3) O(x⊙) is relatively norm compact.
Corollary 7.16. If O(x⊙)
σ(X⊙ ,X)
is norm separable for all x⊙ ∈ X⊙a and S
⊙
0 is Abelian, then
X⊙a = X
⊙
uds.
Corollary 7.17. If X⊙ is norm separable and S⊙0 is Abelian, then
X⊙a = X
⊙
uds.
Proposition 7.18. Let {S(t)}t≥0 and x ∈ X; then,
(1) If O(x) is compact, then O(x) is norm separable and {S⊙⊙(t)x : t ≥ 0}
σ(X⊙⊙ ,X⊙)
⊂ X.
(2) If O(x) is weakly compact, then O(x)
σ(X⊙⊙,X∗)
is norm separable and
{S⊙⊙(t)x : t ≥ 0}
σ(X⊙⊙ ,X⊙)
⊂ X.
Proof. We only prove the second claim. Because {t 7→ S(t)x} is weakly continuous, O(x)
σ(X,X∗)
is weakly separable, hence the closed convex hull and therefore norm separability. As
< T⊙⊙(t)jx, x∗ > = < jx, T⊙(t)x⊙ >=< x, T⊙(t)x⊙ >
= < T (t)x, x⊙ >=< jT (t)x, x⊙ >,
jT (t)x = T⊙⊙(t)jx, and because X⊙ ⊂ X∗, the weak compactness gives
O(jx)
σ(X⊙⊙ ,X⊙)
= jO(x)
σ(X,X⊙)
⊂ jX.

Remark 7.19. If x⊙ = x⊙a ⊕ x
⊙
0 , the vector x
⊙
a is found as a translation of x
⊙; hence,
O(x⊙a )
σ(X⊙,X)
⊂ O(x⊙)
σ(X⊙,X)
.
Consequently, if O(x⊙)
σ(X⊙ ,X)
is separable, then O(x⊙a )
σ(X⊙,X)
is as well.
Remark 7.20. From Theorem 5.9 (8), we learn that to obtain ergodic results for a semi-
group, it makes sense to look for semigroups {S(t)}t≥0 such that {T (t)}t≥ ⊂ {S
⊙(t)}t≥0 . With
{T⊙⊙(t)}t≥0, such a semigroup always exists. In particular, for the case of Eberlein weak
almost periodicity using jX ⊂ X⊙⊙ and for x⊙ ∈ X⊙, we find
< T⊙⊙(t)jx, x∗ > = < jx, T⊙(t)x⊙ >=< x, T⊙(t)x⊙ >
= < T (t)x, x⊙ >=< jT (t)x, x⊙ > .
24 JOSEF KREULICH, UNIVERSITA¨T DUISBURG ESSEN
Consequently, jT (t)x = T⊙⊙(t)jx, and because X⊙ ⊂ X∗, the weak compactness gives
O(jx)
σ(X⊙⊙ ,X⊙)
= jO(x)
σ(X,X⊙)
⊂ jX.
Let P⊙ denote the minimal idempotent with the semigroup {T⊙⊙(t)}t≥0 ; we find that
jX = (jX ∩R(P⊙))⊕ (jX ∩N(P⊙)).
Hence, we may write X = Xa⊕X0. Theorem 5.9 (iv),(v) serves for Xap ⊂ Xa, and for x0 ∈ X0,
there exists a net such that T (tγ)x0 → 0 weakly. Hence, Theorem 5.8 becomes a consequence
of Theorem 5.9, Theorem 7.10, and the fact that T (t)xt≥0
σ(X,X∗)
is separable.
Example 7.21. Let px∗(f) := supt∈R+ |x
∗(f(t)| for x∗ ∈ M , with X ⊂ M ⊂ X∗∗, and
τ := {px∗(·) : x
∗ ∈M} . Then, σ(X∗,M) is Hausdorff, and τ induces the space
WAAPM (R
+,X∗) :=
{
f ∈ BUC(R+,X∗) : x∗(f) ∈ AAP (R+), for all x∗ ∈M
}
.
Because for f ∈ WAAPM (R
+,X∗), we have that < x, f(·) > is weakly almost periodic, the
semigroup, hence the R⊙0 , is Abelian. Additionally, if for f ∈ WAAPM (R
+,X∗), acτO(f) is
τ compact and the set O(f)
τ
is norm separable (i.e., O(f)
τ
= O(f)
w∗
), we obtain that the
reversible part of f is almost periodic whenever
(L1(R+,X), BUC(R+,X∗), translation semigroup)
is a sun-dual triple. That σ(BUC(rep,X∗), L1(R+,X)) ⊂ τ is a consequence of the uni-
form convergence and the denseness of the simple functions in L1(R,X) with relatively com-
pact support. Moreover, it opens a machinery to several subspaces and topologies coming with
BUC(R+,X∗), and the question regarding when it is a sun-dual with respect to the translation
semigroup becomes quite obvious.
8. Regularity of the general splitting
For Eberlein weakly almost periodic functions, a splitting with almost periodic functions is
obtained. The following question naturally arises: Which additional periodicity property in
the nonseparable case is given for {t 7→ T⊙(t)x⊙} if x ∈ X⊙a ? This will be answered next. For
given x ∈ X and x⊙ ∈ X⊙, we define
fx,x⊙ : R
+ −→ C
t 7−→ < T⊙(t)x⊙, x > .
Further, let {S(t)}t≥0 denote the translation semigroup. Then, for
S(t) : L1(R+) −→ L1(R+),
h 7−→ s 7→


0 : s < t,
h(s− t) : s ≥ t,
clearly, {S(t)}t≥0 is a C0−semigroup, i.e.,
S⊙(t) : BUC(R+) −→ BUC(R+),
f 7−→ ft.
Hence, we can define BUC(R+)rev and obtain the following”
Lemma 8.1. (1) If fx,x⊙ ∈ BUC(R
+)a for all x ∈ X, then x
⊙ ∈ X⊙rev.
(2) If x⊙ ∈ X⊙rev, then fx,x⊙ ∈ BUC(R
+)rev.
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Proof. To prove the first item, let fx,x⊙ ∈ BUC(R
+)a and V = limγ∈Γ T
⊙(tγ); we have to find a
W = limα∈A T
⊙(sα) such thatWV x
⊙ = x⊙.Without loss of generality, L = limγ∈Γ S
⊙(tγ), and
the assumption fx,x⊙ ∈ BUC(R
+)a for all x ∈ X leads to a net such that U = limα∈A S
⊙(sα)
and ULfx,x⊙ = fx,x⊙ for all x ∈ X. Let W = limα∈A T
⊙(sα) and h ∈ L
1(R+);, then∫
R+
fx,x⊙(t)h(t)dt = lim
α∈A
lim
γ∈Γ
∫
R+
S⊙(sα)S
⊙(tγ)fx,x⊙(t)h(t)dt
= lim
α∈A
lim
γ∈Γ
∫
R+
< T⊙(t)T⊙(sα)T
⊙(tγ)x
⊙, x > h(t)dt
=
∫
R+
< T⊙(t)WV x⊙, x > h(t)dt for all h ∈ L1(R+), x ∈ X.
The continuity gives fx,x⊙(t) =< T
⊙(t)x⊙, x >=< T⊙(t)WV x⊙, x > for all t ≥ 0 and x ∈ X.
Consequently, x⊙ =WV x⊙, which gives x⊙ ∈ X⊙rev.
To verify the second item, for given L = limα∈A S
⊙(tα), we have to find a U = limγ∈Γ S
⊙(sγ)
such that ULfx,x⊙ = fx,x⊙. Without loss of generality, V = limα∈A T
⊙(tα) and x
⊙ ∈ X⊙rev
lead to a net and an operator W = limγ∈Γ T
⊙(sγ), with WV x
⊙ = x⊙. We may assume that
U = limγ∈Γ S
⊙(sγ). With these settings, we have for h ∈ L
1(R+),
< ULfx,x⊙, h > = lim
α∈A
lim
γ∈Γ
∫
R+
S⊙(sγ)S
⊙(tα)fx,x⊙(t)h(t)dt
= lim
α∈A
lim
γ∈Γ
∫
R+
< T⊙(t)T⊙(sγ)T
⊙(tα)x
⊙, x > h(t)dt
=
∫
R+
< T⊙(t)x⊙, x > h(t)dt =< fx,x⊙, h > for all h ∈ L
1(R+), x ∈ X.
Hence, by continuity, ULfx,x⊙ = fx,x⊙. 
Definition 8.2. Let
APw∗(R,X
∗) := {f ∈ BUC(R,X∗) : {t 7→< x, f(t) >} ∈ AP (R) for all x ∈ X} .
With the above, we obtain in the general case the following regularity for xa.
Theorem 8.3. Let S⊙0 be Abelian; then, for all x
⊙ ∈ X⊙a , there exists a g ∈ APw∗(R,X
∗) such
that
T⊙(t)x⊙ = g|R+ .
Proof. If S⊙0 is Abelian and X
⊙
rev = X
⊙
a , then for given x ∈ X,x
⊙ ∈ X⊙, we have fx,x⊙ ∈
W (R+). Because AP (R)|R+ =W (R
+)rev =W (R
+)a = BUC(R
+)a∩W (R
+), the above theorem
becomes a consequence of Lemma 8.1 (2). 
9. Application I
In this section, we will show how the previous observation is embedded into known theory, espe-
cially in the splitting of the special pairing (X,Y ) = (L1(R,X), BUC(R,X∗), where {T (t)}t≥0
denotes the translation semigroup. Moreover, we show how the compactification of the convex
hull applies to obtain a mean.
Let X be a Banach space; for a ∈ R and J ∈ {R,R+, [a,∞)},
BUC(J,X) := {f : J→ X : f is bounded and uniformly continuous } ,
BUCp(J,X) := {f ∈ BUC(J,X) : f(J) is relatively compact } .
To verify that for the pairing (X,Y ), Y = X⊙, we need the following property. For the space
above, we have the following.
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Definition 9.1. A Banach space X has the approximation property (a.p.) if for every compact
K ⊂ X and ε > 0, there is a bounded finite-rank operator T : X → X such that ‖Tx− x‖ ≤ ε
for all x ∈ K.
The following theorem gives the sun-dual-pairing of (X,Y ).
Theorem 9.2 ([20, p. 135, Theorem 7.3.11]). If {T0(t)}t∈R is the translation semigroup on
L1(R), then for {T (t) := T0(t)⊗ I}t∈R, if X
∗ has the a.p., we have
L1(R,X)⊙ = BUC(R,X∗).
From [26, Prop. 2.1], we find that weakly almost periodic are uniformly continuous; hence, we
obtain a splitting for BUC(R,X).
Corollary 9.3. If X∗ has the a.p. and {T0(t)}t∈R is the translation semigroup on L
1(R), then
for S := {T (t) := T0(t)⊗ I}t∈R, dependent on the minimal idempotent P
⊙ ∈ S⊙0 , we find a
splitting
BUC(R,X∗) = BUC(R,X∗)a ⊕BUC(R,X
∗)0.
This splitting is nontrivial because
AP (R,X∗) ⊂ BUC(R,X∗)a, and W0(R,X
∗) ⊂ BUC(R,X∗)0.
Proof. Because BUC(R,X∗) is a sun dual, we obtain by Theorem 5.9 the splitting. Because
AP (R,X∗),W0(R,X) ⊂ BUC(R,X),
we obtain AP (R,X∗) ⊂ BUC(R,X∗)a and W0(R,X
∗) ⊂ BUC(R,X∗)0. 
We follow the definition of the minimal function from [18, p. 908], [29, p. 346]. Very often,
they coincide with recurrent [2] or reversible vectors [19, p. 105, Def. 4.3]. A very general
theorem of equality is provided by [11].
Definition 9.4. Let f ∈ BUC(R,X) and τ be a Hausdorff topology on X; then, f is called
τ−right minimal if, for every net {tλ}λ∈Λ, there exists a subnet
{
tλγ
}
γ∈Γ
and a net {sα}α∈A
such that the limits with respect to τ fulfill, for some g ∈ BUC(R,X),
lim
γ∈Γ
f(·+ tλγ ) = g
and
lim
α∈A
g(·+ sα) = f.
Corollary 9.5. Let X be a Banach space. If τ is the compact open topology on BUCp(R,X
∗),
then
σ(BUCp(R,X
∗), L1(R,X)) ⊂ τ.
If {T0(t)}t∈R+ is the translation semigroup on L
1(R,X), we have, for BUCp(R,X
∗) →֒ L1(R,X)⊙,
that
BUCp(R,X
∗) = BUCp(R,X)a ⊕BUCp(R,X)0.
Moreover,
(O(f)
τ
, τ) = (O(f)
τ
, σ(BUCp(R,X
∗), L1(R,X))).
Hence, the concept of τ−right minimal and the definition given for BUCp(R,X)rev coincide.
Proof. We simply have the embedding
i : BUCp(R,X
∗) −→ L1(R,X)⊙
f 7−→
{
g 7→
∫
R
< f, g > dµ
}
,
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which is ‖·‖ − ‖·‖ continuous and τ − σ(L1(R,X)⊙, L1(R,X)) continuous. Note that because
the vector-valued Arzela-Ascoli (O(f)
τ
, τ) is compact, we have
O(f)
σ(BUCp(R,X∗),L1(R,X))
= O(f)
τ
⊂ BUCp(R,X),
and Theorem 5.9 applies.

Theorem 9.6. Let X∗ have the a.p., and let {T (t)}t∈R be the translation semigroup; then,
BUC(R,X∗)a ⊂ {f : f is σ(X
∗,X) − right minimal } .
Proof. The definitions of κ⊙− minimal and σ(X∗,X)−right minimal coincide. By Theorem
5.9, we have BUC(R,X)a ⊂ BUC(R,X)rev. 
By [18], we obtain the following theorem, which becomes a corollary to Theorem 9.6 and
Theorem 5.9 in the case S ∈ {R,R+} .
Theorem 9.7. [18, Cor. 3.5] Let J ∈ {R,R+} and {T (t)}t≥0 be the corresponding translation
semigroup. Then,
(1) BUC(J)rev ∩BUC(J)fl = {0},
(2) BUC(J) = BUC(R)rev +BUC(J)fl, and
(3) BUC(J) = A⊕ I in the notion of [18].
Proof. From the relative compactness-open compactness, we obtain the first claim. The second
claim is a consequence of Proposition 6.2, BUC(R)a ⊂ BUC(R)rev, BUC(R)0 ⊂ BUC(R)fl and
BUC(R) = BUC(R)a⊕BUC(R)0. To prove the last item, note that P
⊙ is a minimal idempotent
in the sense of [18, pp. 911-912, Thm. 3.4]; hence, A = R(P⊙), and I = N(P⊙). 
10. Application II
Next, we show from the compactness of the convex semigroup T ⊙0 that N(A
⊙) is complemented
in X⊙.
An application of T ⊙0 is found in [15], where the theory of norming dual pairs is discussed.
Note that (X,X⊙, < ·, · >) is such a norming dual pair. We recall that
C⊙(r) :=
1
r
∫ r
0
T⊙(s)ds ∈ T ⊙0
and
(T⊙(t)− I)C⊙(r)x⊙ → 0 in ‖·‖.
Thus, [15, Lemma 4.5] leads to the following.
Corollary 10.1. Let {T (t}t≥0 be a C0−semigroup with generator A. Then, we have, for the
mean of the dual semigroup and an appropriate net {tλ}λ∈Λ,
σ(X⊙,X) − lim
λ∈Λ
C⊙(rλ)x
⊙ ∈ N(A⊙),
and κ⊙ − limλ∈Λ C
⊙(rλ) = Q
⊙ is a projection onto N(A⊙).
Proof. By [15, Lemma 4.5], we have Q⊙x⊙ ∈ N(A⊙). Let x⊙ ∈ N(A⊙); then, C(r)x⊙ ≡ x⊙ =
Q⊙x⊙. It remains to prove that Q⊙Q⊙ = Q⊙. If x⊙ ∈ X⊙ and Q⊙x⊙ = y⊙ ∈ N(A⊙), then
Q⊙Q⊙x⊙ = Q⊙y⊙ = y⊙ = Q⊙x⊙,
which concludes the proof. 
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11. Examples
In this section, we present some counterexamples. We start with an example of a σ(BUC(R), L1(R))−flight
vector, which fails to be a σ(BUC(R), BUC(R)∗)−flight vector. Throughout this section, let
f : R −→ R,
t 7−→ sin(ln( |t| + 1)).
This function is taken from [23]. We recall the following obvious result from functional analysis.
Proposition 11.1. Let {xλ}λ∈Λ ⊂ X and {x
∗
γ}γ∈Γ ⊂ X
∗, with σ(X,X∗) − limλ∈Λ xλ = x
and σ(X∗,X)− limγ∈Γ x
∗
γ = x
∗; then,
lim
γ∈Γ
lim
λ∈Λ
< x∗γ , xλ >= lim
λ∈Λ
lim
γ∈Γ
< x∗γ , xλ >=< x
∗, x > .
Next, we show the following:
Proposition 11.2.
0 6∈ {ft : t ∈ R}
σ(BUC(R),BUC(R)∗)
.
Proof. Assume that 0 ∈ {ft : t ∈ R}
σ(BUC(R),BUC(R)∗)
; then, there is a net {sγ}γ∈Γ ⊂ R such
that σ(BUC(R, ), BUC(R)∗)− limγ∈Γ fsγ = 0, and for all (tm)m∈N, limλ∈Λ δtmλ = x
∗, we have
lim
λ∈Λ
lim
γ∈Γ
f(sγ + tmλ) = lim
λ∈Λ
lim
γ∈Γ
< fsγ , δtmλ >= 0.
By Proposition 11.1, we have
lim
γ∈Γ
lim
λ∈Λ
f(sγ + tmλ) = 0.
However, for tm = exp(2mπ + π/2), i.e., tmλ = exp(2mλπ + π/2), we find that, for tmλ > sγ ,
lim
λ∈Λ
sin(ln(tmλ + sγ + 1)) = lim
λ∈Λ
sin
(
ln
(
exp(2mλπ + π/2)
(
1 +
sγ + 1
exp(2mλπ + π/2)
)))
= lim
λ∈Λ
sin
(
2mλπ + π/2 + ln
(
1 +
sγ + 1
exp(2mλπ + π/2)
))
= lim
λ∈Λ
sin
(
π/2 + ln
(
1 +
sγ + 1
exp(2mλπ + π/2)
))
= 1,
which is a contradiction. 
Corollary 11.3. (1) Let x∗ = limλ∈Λ δtmλ with tmλ = exp(2mλπ + π/2); then,
x∗
|{ft:t∈R}
σ(BUC(R),BUC(R)∗) ≡ 1.
Hence,
{ft : t ∈ R}
σ(BUC(R)∗∗ ,BUC(R)∗)
⊂ (x∗)−1({1}) 6∈ 0.
Moreover, let g(t) ≡ ν < 1; then,
ν =< x∗, g >< α ≤ < x∗, ft > for all t ∈ R
for some ν < α < 1.
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(2) Choosing τ ∈ sin−1 {ν} , ν ∈ [−1, 1], we obtain for tm = exp(2mπ + τ) that for the
subnet {mλ}λ∈Λ,
lim
λ∈Λ
δtmλ =: x
∗
ν ,
and
< x∗ν , fs >= ν.
Moreover, let g(t) ≡ 1; then,
1 =< x∗ν , g > > α ≥ < x
∗
ν , ft > for all t ∈ R
for some α < 1.
Thus,
(13) [−1, 1] ∩ {ft : t ∈ R}
σ(BUC(R)∗∗ ,BUC(R)∗)
= ∅,
and
(14) {ft : t ∈ R}
σ(BUC(R)∗∗ ,BUC(R)∗)
⊂
⋂
ν∈[−1,1]
x−1ν ({ν}).
By a similar construction, we obtain for similar translations and the pointwise topology that
T := {δt : t ∈ R} .
Remark 11.4. By choosing τ ∈ sin−1 {ν} , ν ∈ [−1, 1], we find that, for sn = exp(2knπ + τ)
and fsn,
{ft}t∈R ∪ [−1, 1] ⊂ {ft : t ∈ R}
T
.
Because f is even, it is sufficient to consider a net {sλ}λ∈Λ ⊂ R
+, sλ = exp(2kλπ + τλ). We
may assume that τλ → τ ∈ [0, 2π], and we obtain
(15) {ft}t∈R ∪ [−1, 1] ⊃ {ft : t ∈ R}
T
.
Proof. From the proof of Proposition 11.2, we learn that
lim
λ∈Λ
sin(ln(t+ sλ + 1)) = lim
λ∈Λ
sin
(
τλ + ln
(
1 +
t+ 1
exp(2kλπ + τλ)
))
,(16)
which concludes the proof. 
The same remark will hold for Tco, and we obtain the following.
Remark 11.5. By choosing τ ∈ sin−1 {ν} , ν ∈ [−1, 1], we find that, for sn = exp(2knπ + τ),
{ft}t∈R ∪ [−1, 1] ⊂ {ft : t ∈ R}
Tco
.
Because Tco is metric, for a given sequence sn = exp(2knπ + τn), we may assume that τn →
τ ∈ [0, 2π], and we obtain
{ft}t∈R ∪ [−1, 1] ⊃ {ft : t ∈ R}
Tco
.
From the above observation, it is clear that f is not Eberlein weakly almost periodic.
Corollary 11.6.
O(f)
Tco
6= S0f,
where S0 is the compactification of the bounded operators of translations {T (t)}t∈R coming from
[31].
Proof. We showed in Remark 11.5 that 0 ∈ O(f)
Tco
, but by Corollary 11.3, 0 is weak∗ separated
from the O(f) in BUC(R)∗∗; hence, 0 is not in the weak∗ closure of the orbit with respect to
S0.. 
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Because the pointwise topology is weaker than the weak topology T ⊂ σ(BUC(R), BUC(R,X)∗),
an application of Corollary 11.3 leads to the following corollary:
Corollary 11.7.
{ft : t ∈ R}
σ(BUC(R),BUC(R)∗)
= {ft : t ∈ R} .
Therefore, it remains for us to compute the weak* closure. The question is what is ω(f)
considered in the w* topology in BUC(R)∗∗? The previous study showed that the pointwise
topology will not provide a hint. The missing weak compactness may serve for elements in
BUC(R)∗∗ \BUC(R).
The pointwise solution is not an approach. Moreover, we have the following:
Remark 11.8. (
{ft : t ∈ R}
σ(BUC(R)∗∗ ,BUC(R)∗)
,T
)
is not Hausdorff.
Proof. Because {ft}t∈R is bounded, there is a subnet {sλ}λ∈Λ such that
g = σ(BUC(R)∗∗, BUC(R)∗)− lim
λ∈Λ
fsλ.
An application of 16 leads to a ν ∈ [−1, 1] such that
fsλ → ν
pointwise. However, in light (14) of Corollary 11.3, we have
ν 6∈ {ft : t ∈ R}
σ(BUC(R)∗∗ ,BUC(R)∗)
.
Hence, the topology T cannot separate the ν from the weak∗ closure of the orbit. Thus, in the
pointwise topology,
g − ν = 0,
but g and ν are separated in the w∗ topology. 
Remark 11.9. f is uniformly continuous, but by [23], the function fails to be Eberlein weakly
almost periodic. Therefore, in view of Theorem 6.8, with respect to the translation semi-
group, the pairing (L1(R), BUC(R)) forms a non-Abelian pairing, while (C0(R), L
1(R)) from
an Abelian one.
Example 11.10. Let tm := 16
m and sn := 16
n+1; by [27, Example 3.1], we have, for
E = {tn ± tm : m ≤ n} ,
that χE∪−E |N ∈W (N). Further, let
ϕ : R+ −→ R,
t 7−→


4(14 − s) : 0 ≤ s ≤
1
4 ,
0 : s > 14 ,
and for M ⊂ N,
gM : R −→ R,
t 7−→
∑
k∈M
ϕ( |t− k| )
if F := (E ∪ −E) ∩ N. We have [27, Remark 3.4] that g := gF ∈ W0(R
+) if lb is the binary
logarithm
f : R −→ R,
t 7−→ sin(
π
8
lb( |t| + 1)),
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and h(t) := g(t)f(t). Then,
h(sn + tm) = g(sn + tm)f(sn + tm) = f(sn + tm) ∀ m ≤ n,
and for some null sequences {βn}n∈N, {αn}n∈N, we have
f(sn + tm) = sin(
π
8
lb( |sn + tm| + 1))
= sin(
π
8
lb (16n+1(1 + αn))) = sin(
4nπ
8
+
π
2
+ βn).
Hence, for the subsequence n = 4k, limn→∞ f(s4n+tm) = 1, limm→∞ h(sn+t4m) = limm→∞ f(sn+
t4m) = 0; consequently, h 6∈ W (R
+), by [12, Double limit criterion], but for some {ωk}k∈N, we
have
gωn → 0 weakly in BUC(R
+).
Therefore, for all {tm}m∈N ⊂ R
+, the double limits of h(ωn + tm) are 0; hence,
hωn → 0 weakly in BUC(R
+)
again by Grothendieck’s double limit criterion [12]. Summarizing, we find a function for which
some translations converge weakly to 0. Therefore, h ∈ BUC(R+)0 by Theorem 5.9 but fails to
be Eberlein weakly almost periodic. Moreover, if E :=
{
P⊙ ∈ E(S⊙0 ) : ≤L -minimal
}
, then
h ∈
⋂
P⊙∈E
N(P⊙);
thus, the intersection of all N(P⊙) does not reduce to the Eberlein weakly almost periodic
functions.
Example 11.11. Let h1 = 0 and, for n ≥ 2, hn : R −→ [0, 1] equicontinuous, hn(2
2n+1) =
hn(2
2(n+1)) = 0, hn|[22n+1+1,22(n+1)−1] ≡ 1, and hn equal 0 otherwise. By definition, we have
supp{hn} ∩ supp {hm} = ∅ for n 6= m. With these functions, we define
g : R −→ l2(N),
t 7−→


hn(t)en : t ∈ [2
2n+1, 22(n+1)],
0 : otherwise.
If Y = span {gτ : τ ∈ R} , then Y ⊂ BUC(R, l
2(N)), and S⊙0 |Y = {T (t)}t∈R ∪ {0} , where
{T (t)}t∈R denotes the translation group. Then, S
⊙
0 |Y is Abelian, but {t 7→ T (t)g} fails to be
Eberlein weakly almost periodic. Note that for f ∈ Y, O(f)
σ(Y,L1(R,l2))
= S⊙0 f ⊂ Y.
Proof. To compute the w∗OT closure of {T (t)}t≥ restricted to Y, we have to consider for
h ∈ L1(R, l2(N)),
∣∣∫
R
< gt, h > dµ
∣∣ ≤
∫ R
−R
∞∑
n=2
hn(s+ t) |< en, h(s) >| ds+ ε
≤
∫ R
−R
|< en, h(s) >| ds+ ε,
when for large t, t + s ∈ t + [−R,R] ∩ [22n+1, 22(n+1)] 6= ∅; hence, we are in the situation of
Lebesgue’s dominated convergence theorem, and we obtain the limit of 0. For t → −∞, we
choose t < −R, and we find that the integral is equal to 0. Consequently, a finite linear combi-
nation of translations of g converges to zero. The proof for the uniform limit is straightforward.
To verify g not being Eberlein weakly almost periodic, apply [23, Theorem 2.1] with ωn = 2
2n
and (tm, x
∗
m) = (2
2m+1 + 1, em). 
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