In this paper, we examine the effectiveness of minimising the variance of the hedge ratio using different econometric models for the GCC currencies under money-market hedging and cross-currency hedging. Specifically, we determine whether different model specifications and estimation methods yield different hedge-effectiveness results. In other words, does the sophistication of the model improve the effectiveness of the hedge? Our results show that these econometric models fail either to add value or to improve the effectiveness of the hedge.
Literature Review
Firms that are involved in international-business transactions should always employ the best model to estimate the optimal hedge ratio. A perfect hedge in which the loss (profit) in the unhedged position is completely offset by the profit (loss) in the hedged position may not occur in real-life situations. (Note 1) Therefore, firms will have greater concern about minimising the variance of the rate of return in the hedged position to avoid the adverse effect of exchange-rate changes. The estimation of a minimum-variance hedge ratio depends on the econometric model employed to estimate it (Ghosh, 1993) . According to Wang et al. (2015) , given that numerous sophisticated estimation methods have been utilised aside from OLS estimation to estimate the hedge ratio, the best estimation method is still unclear. However, Lence (1995) , Lien et al. (2002) , and Moosa (2011) find that using a simple econometric model to estimate the hedge ratio can provide similar results to those obtained with sophisticated ones. Alexander and Barbosa (2007) find that neither a complex model (such as time-varying conditional covariance), nor the error-correction model (ECM) can outperform the simple OLS model. Copeland and Zhu (2006) and Alexander and Barbosa (2007) also argue that there is no value added when using a sophisticated model to estimate the hedge ratio compared with simple OLS. In fact, according to Moosa (2003a) , the success and failure of estimating hedging effectiveness depends on the correlation between the price of the unhedged position and the price of the hedged instrument, not on model specifications.
According to Ederington (1979) , the relationship between cash price and future price is represented by a regression model, and a slope coefficient represents the hedge ratio with the objective of minimising the risk of the portfolio (risk-minimising hedge ratio). From a theoretical point of view, this optimal hedge ratio with the objective of minimising the variance of the hedged portfolio is a form of an expected-utility maximisation framework (Johnson, 1960; Ederington, 1979; Myers & Thompson, 1989 , Lien & Tse, 2002 . This minimum-variance framework is widely used because it is simple to compute and easy to understand (Chen et al., 2003) .
The first problem is related to model specification. The conventional OLS model that uses levels or changes in the exchange rates (the unhedged asset such as a spot rate being a dependent variable and the hedged asset such as a forward or futures rate being the independent variable) has been widely used in the literature (Ederington, 1979; Junkus & Lee, 1985; Malliaris & Urrutia, 1991; Benet, 1992) . However, the problem arises in determining which of the specifications (price level or price change) is more appropriate than the other to estimate the hedge ratio. For example, Witt et al. (1987) support the price-level model, whereas Hill and Schneeweis (1981) and Wilson (1983) support the price-change (return) model. Ghosh (1993 Ghosh ( , 1995 Ghosh ( , 1996 argues that these methods are misspecified, as using a price-level hedge ratio ignores short-term dynamics, whereas using a price-changes (return) hedge ratio ignores long-term relationships. Ghosh added an error-correction term to improve the model, as the first-difference model ignores the long-term relationship implied by the error-correction term. In addition, he argues that the omission of a cointegration relationship between variables (spot and forward rates) represented by the error-correction term produces a smaller hedge ratio than the optimal ratio. Lien (1996) was the first to prove this mathematically by showing that when estimating the hedge ratio using a first-difference model, agents will be under-hedged.
The use of the ECM of Engle and Granger (1987) for estimating the optimal hedge ratio for corn, soybeans, and wheat is found in Myers and Thompson (1989) . Moreover, Chou et al. (1996) find that hedging under the ECM model outperforms the conventional model for Nikkei spot and futures indices. In the literature, OLS is criticised as being inappropriate to use in estimating the hedge ratio, due to the serial correlation and heteroskedasticity in the error term arising from the relationship between spot and forward rates (Hill & Schneeweis, 1981; Herbst et al., 1993; Kenourgios et al., 2008) .
The second problem that arises in the literature relates to the dynamics of the hedge ratio. It is associated with the view of whether the hedge ratio is constant or changing over time and the question of whether a conditional or unconditional probability distribution (moments) should be used to estimate it. (Note 2) For example, the static hedge ratio based on unconditional moments has been studied by Ederington, (1979) , Howard and D'Antonio (1984) , Benet (1992) , Ghosh (1993 Ghosh ( , 1995 Ghosh ( , 1996 , and Kolb and Okunev (1992, 1993) . Alternatively, a dynamic (changing) hedge ratio based on conditional moments such as the ARCH and GARCH family of models-in which it is assumed that covariance and variance of returns are time-varying-has been studied in Cecchetti et al. (1988) , Baillie and Myers (1991) , Kroner and Sultan (1993) , Sephton (1993) , Brooks and Chong (2001) , Hatemi-J and Roca (2006) , Park and Jei (2010), and Hatemi-J and El-Khatib (2012) . However, time-varying models also receive criticism, as they introduce too much noise that affects cost-effective hedges (Copeland & Zhu, 2006; Alexander & Barbosa, 2007) .
International Journal of Economics and Finance Vol. 8, No. 7; 2016 In this paper, we do not investigate this dynamic aspect of the hedge ratio; instead, the scope is limited to comparing different empirical-model specifications and estimation methods that minimise the variance of the hedge ratio, as in Moosa (2011), who shows that financial-econometrics models used to estimate the hedge ratio fail to add value in improving the effectiveness of the hedge. (Note 3) Therefore, he suggests that a naïve hedge ratio of 1 provides similar results to the sophisticated econometric models. The inferences that Moosa obtains suggest that the dominance of the naïve hedge ratio are consistent with those of Jong et al. (1995 ), Jong et al. (1997 , Grant and Eaker (1989) , Maharaj et al. (2008) , Alexander et al. (2013), and Wang et al. (2015) . (Note 4).
Methodology
Money-market hedging is based on the covered interest parity (CIP) condition, which suggests that the difference between the spot and the forward rate is related to the interest-rate differential between two countries. CIP implies that a high-interest currency sells at a forward discount, and a low-interest currency sells at a forward premium. In an efficient market in which transaction costs are absent, the interest-rate differential is equal to the forward spread as equilibrium is achieved in the money market (Shapiro, 2010) . CIP confirms that the return on unhedged local interest-rate investment and hedged foreign-currency investment will be equal. Therefore, the return differential becomes zero. When such a condition does not hold, an arbitrage opportunity arises by borrowing one currency and investing in the other.
Money-market hedging consists of borrowing in the domestic currency and lending in the foreign currency, or vice versa, to cover expected receivables and payables. This process creates an implicit forward rate ̅ (the price of a synthetic forward contract). Therefore, the forward contract can be replicated by money-market hedging, given that CIP holds (Khoury & Chan, 1988) . Given that the base currency is and the foreign currency is , we can use money-market hedging for payables and receivables as follows. Suppose that a firm has payables of in foreign currency y due at time + 1: 1) At time , the company borrows the present value of amount discounted at foreign interest rate * from a local bank in the domestic currency. This is /(1+ * ).
2) The domestic-currency amount is then converted into the foreign currency at (to obtain the present value of the foreign currency payable) that will be invested at * . The amount from this investment is used to cover the payables due at + 1.
3) At + 1, the domestic-currency loan becomes due, so the firm should repay the principal and interest (1+ )/(1+ * ).
4) Given that we pay (1+ )/(1+ * ) units of to obtain units of , hence, the implicit forward rate is
From the above operations, no matter what value +1 is, the firm realises in advance the domestic-currency value of payables because they will act on ̅ . Therefore, the firm knows in advance how much they will pay in the case of payables, and if ̅ < +1 , this means that the uncovered interest-rate parity ( ̅ = +1 ) has been violated and the hedge decision will be the best decision. However, if ̅ > +1 , no hedge will be the best decision. Finally, if ̅ = +1 , the decision on whether to hedge or not to hedge will yield the same result. When we compare the implicit forward rate with the forward rate, if ̅ < , this means that a money-market hedge is better than a forward hedge and CIP does not hold. However, if = ̅ , then CIP holds and there is no difference between hedging by forward contract and hedging by the money market. One should note that money-market hedging consists of many transactions and could be costly. Therefore, it should only be used if there is no forward contract.
In terms of receivables, we would have the same operations except that the decision would be the opposite. The firm knows in advance how much they will receive, and if ̅ < +1 , this means that the uncovered interest-rate parity ( ̅ = +1 ) has been violated and the no-hedge decision will be the best decision. However, if ̅ > +1 , hedging will be the best decision. Finally, if ̅ = +1 , the decision on whether to hedge or not to hedge will yield the same result. Al-Loughani and Moosa (2000) find that there is no difference between hedging by forward contract and hedging by money-market hedge when they examine whether the CIP holds or not indirectly. They find that the CIP does hold and these two hedging techniques are equivalent to each other, as both of them reduce the variability of the return.
Cross-currency hedging can be implemented by either taking a position on another foreign-currency derivative or another foreign-currency spot rate. When a derivative instrument such as a forward or an option is unavailable for a certain foreign currency , the firm can take the position of buying or selling a derivative for another foreign currency , which has an exchange rate against the domestic currency ( / ), that is correlated with the original exchange rate ( / ). For example, if company A has foreign exposure of currency y but there is no derivative instrument for currency , then this firm can take a position of buying or selling derivatives for the currency, based on the strong correlation between ( / ) and ( / ).
Another technique for cross-currency hedging instead of using currency derivative is when the firm takes a spot position on another foreign currency . For example, suppose that a firm has a short position on currency , it can hedge the position by taking a long position on a third currency (given that the foreign-currency exchange rate ( / ) and the third-currency exchange rate ( / ) are highly correlated), and vice versa. For example, if a firm has payables (short position) in currency , it can buy (long position) currency . Therefore, if currency appreciates, the third-currency exchange rate ( / ) will also rise, which means that the loss that would occur from currency is offset by the profit from currency . This technique relies on the spot market, not the forward market. Schwab and Lusztig (1978) argue that if the transacting partners aim to minimise the risk and their concern is a nominal return and cost, a mix of the two currencies for the two parties should be used; if the concern is the real return and cost based on the reference basket, a third currency should be used.
As stated above, we follow Moosa (2011) in estimating the optimal hedge ratio. We use nine different econometric models for comparison. After that, we measure the effectiveness of the hedge ratio by examining the effectiveness of the no-hedge decision against the hedge decision where we test the equality of variances for the returns under each position.
where 2 ( ) is the variance rate of the return under the no-hedge decision and 2 ( ) is the variance of the rate of return under the hedge decision. The test statistic is
which will be accompanied by the variance reduction
First-difference model using (OLS)
The conventional hedge ratio under OLS is estimated by
This OLS model is called 'conventional' as it uses historical data, and the 2 obtained from the regression represents the effectiveness of the hedge. We use the OLS because of its simplicity, and because it is widely used among researchers. The OLS model can also be estimated using level data instead of first differences as
First-difference model using Cochrance-Orcutt method with AR(1)
The Cochrance-Orcutt method overcomes the problem of serial correlation in the residuals-if it existed. This is because if we run a simple OLS estimation and there is serial correlation, our OLS will still provide the unbiased estimator but will not be the best linear unbiased efficient estimator (BLUE) (Brooks, 2014) . In addition, the www.ccsenet.org/ijef
International Journal of Economics and Finance Vol. 8, No. 7; 2016 confidence interval and hypothesis testing become misleading, as they will depend on incorrect standard errors estimated from the OLS. This method consists of two iterative steps, which are (i) estimating first-order correlation ; and (ii) estimating the generalised least squares (GLS) equation using ̂ (Studenmund, 2011; Hill et al., 2011) . Suppose that there is an equation similar to Equation (5). First, we run a regression of lagged errors with AR(1)
Then, the estimated τ from Equation (7) is multiplied by Equation (5) and used in a lagged version of the equation as
Subtracting Equation (8) from Equation (5) we get
or it can be written in this form:
The use of an autoregressive model means that the dependent variable is related to its lag value. Coffey et al. (2000) use the Cochrance-Orcutt method in estimating the hedge ratio for some grains that are used to feed livestock.
Maximum-likelihood method with an MA (1)
A moving-average process combines both the average of the current period's random error and the previous period's random error (Gujarati, 2003) . It is used whenever serial correlation exists. The error process is
This model suggests that error term follows a first-order moving average, and this process is short-lived with no memory of previous levels.
First-difference model using instrumental variables (IV) with an AR (1)
Instrumental variable (IV) is also used to estimate the hedge ratio. Given that the OLS is based on the assumption that the independent variable and the error term are uncorrelated, this means that the independent variable is exogenous. However, if the covariance between the independent variable and the error term is not equal to zero, the independent variable becomes endogenous. According to Wooldridge (2009), there are three causes for endogeneity (i) omitted variables; (ii) error in the variables; and (iii) measurement error in the independent variable. As a result, OLS becomes unreliable, because the coefficient is biased and inconsistent. To solve this problem, IV is proposed. For example, if we have omitted a variable from the regression model, this omitted variable will definitely affect the error term, and if at the same time this omitted variable is correlated with ∆ , −1 , OLS will be biased and inconsistent. Under IV, we add a new variable that is uncorrelated with the error term but is correlated with ∆ , −1 . In this case the IV becomes consistent. The use of IV to estimate the hedge ratio of the returns of securities listed in the NYSE and the ASE was used by Scholes and Williams (1977) .
First-difference model using a nonlinear quadratic specification
We also estimate the hedge ratio using a nonlinear regression first-difference model as
where we have a linear parameter and a squared term of the independent variable , 2 . Such a model was proposed by Chow et al. (2000) in their study on the AUD, GBP, CAD, DEM, FRF, and JPY to capture the nonlinear relationship between spot and forward exchange rates.
First-difference model using a linear error-correction model (ECM)
Suppose that there is linear combination in the cointegration regression as in Equation (6) , = + ℎ , + that is , and , to be cointegrated ~(0) (Engle and Granger 1987). In other words, the residuals are stationary and the two series do not diverge too far from each other. (Note 5) This suggests that Equation (8) is misspecified, because there is a long-run or equilibrium relationship between the two variables. Therefore, it would be better to respecify the model using an ECM to take into account short-term dynamics as in
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International Journal of Economics and Finance Vol. 8, No. 7; 2016 where γ i defines the short-term relationship between ∆ , and ∆ , − ; −1 is an error-correction term which is the lagged value of the empirical residual of a regression of , on , (which represents the long-term relationship or the cointegrating regression); , which is the coefficient on the error-correction term, is a measure of the speed of adjustment to deviations from the long-run equilibrium condition. For a valid ECM, must be significantly negative. If −1 is positive, this means that , −1 is above the equilibrium; it is too high, and it should fall in the next period so that the equilibrium error is corrected. Lien and Luo (1993) use an ECM as in Equation (13) in estimating the hedge ratio for a number of foreign currencies and stock-index futures. In addition, Alexander (1999) uses as ECM as in Equation (13) to estimate the optimal hedge ratio for equity-index tracking and hedging of international-equity portfolios. The ECM was also used by Hatemi-J and Roca (2010) in their study on the US and UK equity markets.
First-difference model using a nonlinear error-correction model (NECM)
We have NECM with A(L) and B(L) which represent lag polynomials.
This model-proposed by Escribano (1978) to model economic variables that have statistical properties differing from classical linear time series properties-was used empirically by Hendry and Eriscon (1991) to analyse the demand for money in the United Kingdom over the period 1878 to 1970. Chow et al. (2000) also used such a model to capture the nonlinear relationship between the spot and forward rates for a number of currencies.
First-difference model using an autoregressive distributed lag ARDL (1,1)
Autoregressive distributed lag (ARDL) uses a lagged value of both the dependent variable and the independent variable. According to Hill et al. (2011) , the ARDL has an advantage in that it eliminates serial correlation in the errors. The hedge ratio is estimated using the following model:
where the hedge ratio is represented by the long-run coefficient 0 . The number of lagged m and n of the model is based on selection criteria such as the Akaike Information Criterion (AIC) and Schwarz Criterion (SC).
Again, the ARDL in Equation (15) is used here, but the hedge ratio is differently calculated using an impact coefficient as
This hedge ratio can also be called a long-run hedge ratio.
Data and Empirical Results
We use a sample of end-of-the-month data for the spot exchange rate and the one-month forward rate of the Kuwaiti dinar (KWD), Saudi riyal (SAR), Emirati dirham (AED), Bahraini dinar (BHD) and Qatari riyal (QAR) as base currencies against the US dollar (USD), British pound (GBP), Swiss franc (CHF), and Japanese yen (JPY). The data are obtained from Thomson Reuters' DataStream and the International Monetary Fund's International Financial Statistics CD-ROM for the period 1:2000 to 11:2011. We assign to the base currency, to the exposure currency and for a third currency that is a cross-currency. We assume a domestic firm in the GCC with payables of 100 in the foreign currency (exposure currency y). Table 2 summarises the sample data period for each currency, depending on availability (Note 6). For the money-market hedging, the correlation between ∆ ( / ) and ∆ ̅ ( ) ⁄ determines the effectiveness of money-market hedging, whereas the correlation between the exposure-currency exchange rate ∆ ( / ) and the third-currency exchange rate ∆ ( / ) determines the effectiveness of cross-currency hedging. Tables 8 to 12) show that different econometric models under cross-currency hedging produce a hedge ratio that is almost the same in each model, but neither close to unity nor significant in several currency combinations. Comparing the hedge ratio with money-market hedging, we notice that currency combinations under cross-currency hedging do not reduce the variance significantly (no perfect hedge). This is attributed either to no relationship or a weak relationship between the exposure-currency exchange rate ∆ ( / ) and the third-currency exchange rate ∆ ( / ).
On the other hand, the perfect hedge for all currency combinations achieved under money-market hedging is attributed to the strong relationship between the spot rate and the implicit forward rate. The results suggest that money-market hedging is preferred to cross-currency hedging. In addition, they suggest that the sophistication of the econometric models used to estimate the hedge ratio does not yield any difference compared with the simple OLS model. The results are approximately the same. The rest of the Tables and Figures are included at the end of this paper.
Conclusion
In this paper, we examined the effectiveness of different econometric models in minimising the variance of the hedge ratio for the GCC currencies under money-market hedging and cross-currency hedging. The aim of this examination was to determine whether different model specifications and estimation methods yield different effectiveness results. In other words, does the sophistication of the model improve the effectiveness of the hedge? Our results showed that these econometric models fail either to add value or to improve the effectiveness of the hedge. This implies that there is no need for a sophisticated econometric model to estimate the hedge ratio, because what matters is correlation. 
Notes
Note 1. In principle, it is possible to obtain a perfect hedge if the prices of two positions are perfectly correlated and the optimal hedge ratio (in this case a hedge ratio of 1) is used. In practice firms are not entirely risk averse, in which case they do not use a hedge ratio of 1, which means that the hedge is not perfect.
Note 2. Given that the hedge ratio equals ℎ =
, time-variant or invariant is related to ( , ) and ( ).
Note 3. We do not compare a static hedge ratio with a dynamic hedge ratio; instead, we examine different techniques for estimating the hedge ratio that range from conventional models to sophisticated ones.
Note 4. Brooks et al. (2006) argue that a naïve hedge ratio of 1 becomes optimal only if we have perfect correlation between spot and futures, and that it is constant over time.
Note 5. If there is a unit root and both series can be cointegrated.
Note 6. We encountered several limitations related to data availability. This problem is normal for researchers working with data for developing countries. For example, Oman is excluded from this study because of inaccurate exchange-rate data and the unavailability of interest rates. In addition, the sample period for each country in this study is not exactly the same because of a lack of interest-rate data for most of the countries at the time of collecting the data.
Note 7. According to Malliaris and Urrutia (1991), the 2 obtained from the first-difference model can be used for the effectiveness of the hedge, because the 2 will be equal to the hedge ratio; whereas, Lindahl (1991) shows that the Mean Absolute Difference (MAD) can be used for the effectiveness of the hedge for risk-minimising the portfolio. Moreover, Graff et al. (1997) show that the Root Mean Square Percentage Error (RMSPE) can be used for the effectiveness of the hedge. In this paper, we use 2 , VR, and VD for the effectiveness of the hedge.
Note 8. The naïve model assumes that the hedge ratio is always a negative one. This means taking an amount equal in value to the spot position, but in the opposite position to the financial derivative or asset (long AUD 1 and short AUD 1, or vice versa). 
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