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Abstract
We obtain asymptotic accuracy of the poissonisation in the infinite occu-
pancy scheme. All results are obtained for integer-valued random variables
having a regularly varying distribution.
Keywords: infinite urn/cell scheme, asymptotic upper bounds, regular variation.
1 Introduction
We consider a model with n balls and infinitely many cells (”urns”) numbered
1, 2, . . .. Ball j = 1, 2, . . . , n is randomly thrown to cell Xj , P(Xj = i) = pi >
0,
∑∞
i=1 pi = 1, independently of everything else. Denote by Ji(n) =
∑n
j=1 I(Xj = i)
the total number of balls in cell i. Let
R∗n,k =
∞∑
i=1
I(Ji(n) ≥ k) (1)
be the number of cells containing at least k ≥ 1 balls, Rn,k = R∗n,k − R∗n,k+1 the
number of cells with exactly k balls, and assume p1 ≥ p2 ≥ . . ..
Karlin (1967) has obtained pioneering results in the study of this model. We
recall here a number of his results. It seems that he was the first who introduced the
”poissonisation” procedure in this content. Namely, instead of fixed-size sampling
he considered samples of random size P (n). Where {P (t), t ≥ 0} is a Poisson
process with intensity one that does not depend on the procedure of assigning cells
to balls. According to the well-known splitting property of Poisson flows, random
processes {Ji(P (t)) def= Pi(t), t ≥ 0} are Poisson with intensities pi, i = 1, 2, . . . ,
and mutually independent for different i. From (1),
R∗P (t),k =
∞∑
i=1
I(Pi(t) ≥ k) and RP (t),k =
∞∑
i=1
I(Pi(t) = k).
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Let α(x) = max{j : pj ≥ 1/x} and assume the function α(x) to be regularly
varying at infinity,
α(x) = xθL(x) with θ ∈ [0, 1], (2)
where L(x) is a function slowly varying at infinity. Clearly, L(t) → 0 as t → ∞, if
θ = 1. Lemma 4 of Karlin showed that function
L∗(t)
def
=
∫ ∞
0
e−1/y
y
L(ty)dy → 0 as t→∞
is slow varying, too. Let, for k ≥ 1,
Y ∗n,k = R
∗
n,k − ER∗n,k, Yn,k = Rn,k − ERn,k,
B∗n,k = VarR
∗
P (n),k, Bn,k = VarRP (n),k
and let Rn
def
= R∗n,1 =
∑
k≥1Rn,k be the number of non-empty cells. Karlin has
established a number of asymptotic properties of random variables Rn as n → ∞,
including the Strong Law of Large Numbers (SLLN) and the asymptotic normal-
ity in the range θ ∈ (0, 1], and also the asymptotic normality of random vector
(Rn,1, ..., Rn,k), k ≥ 1 when θ ∈ (0, 1). The proof of normality was based on the
following convergences: as n→∞
ERn − ERP (n) → 0 (3)
and under condition (2), for any fixed c0 > 0, θ ∈ (0, 1] and c1
sup
|c|≤c0
|ER[n+c√n] − ERn|√
B∗n,1
→ 0, (4)
R[n+c1
√
n] −Rn√
B∗n,1
p−→ 0. (5)
Dutko (1989) has proved the asymptotic normality of Rn under a weaker as-
sumption. Namely, he replaced regular condition (2) by the following:
B∗n,1 →∞ as n→∞. (6)
For the regularly varying tails, condition (2) holds for any θ ∈ (0, 1] and may also
hold for θ = 0 in a particular case. Dutko did not assume condition (2) in his proofs
of (4) and (5).
Gnedin, Hansen and Pitman (2007) have studied sufficient conditions for (6),
found rate of convergence in (3) and provided an overview on the topic.
Hwang and Janson (2008) have proved local limit theorems for a finite and
infinite number of cells.
Barbour and Gnedin (2009) have proved asymptotic normality of random vector
(Rn,1, . . . , Rn,k) for k ≥ 1 under the condition Bn,i → ∞ as n → ∞, for any
i = 1, . . . , k. Note that it is sufficient to have Bn,k → ∞ or ERP (n),k → ∞ (see
Lemma 5). They have obtained (in their Lemma 2.1) an upper bound for the total
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variation distance between vectors (Rn,1, . . . , Rn,k) and (RP (n),1, . . . , RP (n),k), and
also showed that the covariance matrices converge if and only if condition (2) holds.
Barbour (2009) has proved theorems on approximation of the number of cells
with k balls by translated Poisson distribution in the total variation distance.
Chebunin and Kovalevskii (2016) have proved the Functional Central Limit The-
orem for random vector (R∗n,1, ..., R
∗
n,k), θ ∈ (0, 1), k ≥ 1. Their proof is based on
the convergence
sup
0≤t≤1
|RP (nt) −R[nt]|√
B∗n,1
p−→ 0 as n→∞.
Zakrevskaya and Kovalevskii (2001) have proposed an implicit estimator of pa-
rameter θ based on Rn for one-parametric family and proved its consistency.
Chebunin (2014) has proposed explicit estimators of the parameter based on Rn
for a broader class of distributions and proved their consistency.
In this paper, we analyse accuracy of a.s. approximation of R∗n,k by R
∗
P (n),k when
n grows, for any fixed k ≥ 1.
Theorem 1. Under condition (2), for any k ≥ 1 and θ ∈ [0, 1],
bn(R
∗
n,k − R∗P (n),k) a.s.−−−→
n→∞
0, and bn(Rn,k − RP (n),k) a.s.−−−→
n→∞
0.
Here
bn =


(nL∗(n) ln lnn)−
1
2 , θ = 1, k = 1;
(nL(n) ln lnn)−
1
2 , θ = 1, k ≥ 2;
o(min{n 12−θ(ln lnnL(n))−1, (lnn)−1}), θ < 1, k ≥ 1.
(7)
Note that for θ = 1, sequence bn is what we could expect to appear in the Law
of the Iterated Logarithm (LIL) for Rn,k. For θ ∈ [1/2, 1), sequence bn is better then
the normalizing constant in CLT. For θ < 1/2, coefficients bn = o((lnn)
−1) do not
depend on θ. As a corollary, we obtain asymptotic upper bounds for the absolute
values of Y ∗n,k.
Corollary 1. Assume (2) to hold. If
ERP (n),k0
lnn
→ ∞ as n → ∞, for some k0 ≥ 1,
then, for any k ≤ k0,
P
(
lim sup
n→∞
|Y ∗n,k|√
2B∗n,k lnn
≤ 1
)
= 1, P
(
lim sup
n→∞
|Yn,k|√
2Bn,k lnn
≤ 1
)
= 1.
Note that for θ ∈ (0, 1] the assumptions of the corollary 1 are held for all k0 ≥ 1
(this follows from the asymptotics of B∗n,k, see Lemma 1).
Remark 1. As it follows from Lemma 1 in Gnedin, Hansen, Pitman (2007), ERn−
ERP (n) → 0, ERn,k−ERP (n),k → 0 as n→∞. Then ER∗n,k−ER∗P (n),k → 0 too, since
R∗n,k = Rn−Rn,1− ...−Rn,k−1. To establish the LIL for non-random scheme of size
n = 1, 2, . . . , it suffices to prove the LIL for the poissonized scheme, with normalising
of order o((lnn)−1). We could not manage to prove the latter. However, we obtain
a weaker result (corollary 1) which may be viewed as an analogue of the LIL for
arrays of random variables (see Sung (1996) and Hoffmann, Miao, Li, Xu (2016)
for further comments and background).
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The rest of the paper is organized as follows. In Section 2-3 we formulate all the
auxiliary results and prove Theorem 1 and Corollary 1. Appendix contains proofs
of auxiliary results.
2 Proof of Theorem 1
Recall basic properties of Poisson process.
Proposition 1. Let vt be a positive function such that vt/
√
t ln ln t→∞ as t→∞.
Then as t→∞
sup
wt≥vt
P (t+ wt)− P (t)
wt
→ 1 a.s.
Clearly,
P (t+ wt)− P (t)
wt
− 1 = P (t+ wt)− t− wt
wt
− P (t)− t
wt
,
wt√
(t+ wt) ln ln(t + wt)
≥ min
(
wt√
2t ln ln(2t)
,
wt√
2wt ln ln(2wt)
)
−−−→
t→∞
∞.
So by the LIL for P (t) we have
sup
wt≥vt
P (t)− t
wt
a.s.−−−→
t→∞
0, and sup
wt≥vt
P (t+ wt)− t− wt
wt
a.s.−−−→
t→∞
0.
We also need the following auxiliary results from Karlin (1967, Theorem 1, for-
mulas (23), (26) and (37)). As t→∞,
ERP (t) ∼ VarRP (t) ∼ ERP (t),1 ∼ VarRP (t),1 ∼ tL∗(t) if θ = 1,
ERP (t) ∼ Γ(1− θ)α(t), VarRP (t) ∼ Γ(1− θ)(2θ − 1)α(t) if θ ∈ (0, 1),
ERP (t) ∼ α(t), VarRP (t) ∼ α(2t)− α(t) if θ = 0,
ERP (t),k ∼ θΓ(k − θ)
k!
α(t), VarRP (t),k ∼ θ
k!
[
Γ(k − θ)− Γ(2k − θ)
22k−θk!
]
α(t)
if either θ ∈ (0, 1), k ≥ 1 or θ = 1, k ≥ 2.
The proofs of the following lemmas may be found in Appendix.
Lemma 1. For k ≥ 2 and as t→∞
E(R∗P (t),k) ∼

 θ
∞∑
i=k
Γ(i−θ)
i!
α(t), if θ ∈ (0, 1];
α(t), if θ = 0,
If θ ∈ (0, 1], then also
Var(R∗P (t),k) ∼
(
2θΓ(2− θ)− Γ(k − θ)
(k − 1)! − θ
k−1∑
s=0
k−1∑
m=0
I{s+m ≥ 2}Γ(s+m− θ)
2s+m−θs!m!
)
α(t).
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Lemma 2. Let tn = o(n) as n → ∞. Then, for any k ≥ 1 and θ ∈ [0, 1], there
exists n0 such that, for n ≥ n0,
|ER∗P (n+tn),k − ER∗P (n),k| ≤
2|tn|
n
ER∗P (n),k.
Let for k ≥ 1
Z∗n,k = R
∗
P (n),k − ER∗P (n),k, Zn,k = RP (n),k − ERP (n),k.
For any sequence tn = o(n) as n → ∞, we may introduce a positive sequence
an = an(k, θ, tn) satisfying the following constraints:
an =


o
(
min{(|tn|L∗(n))−
1
2 ,1}
lnn
)
, if θ = 1, k = 1;
o
(
min{(|tn|nθ−1L(n))−
1
2 ,1}
lnn
)
, if either θ ∈ [0, 1) or k ≥ 2.
Lemma 3. For any k ≥ 1, and θ ∈ [0, 1],
an(Z
∗
n+tn,k − Z∗n,k)
a.s.−−−→
n→∞
0, and an(Zn+tn,k − Zn,k) a.s.−−−→
n→∞
0.
Proof. Let for n2 ≥ n1 ≥ 0:
R∗P (n2),k − R∗P (n1),k =
∞∑
i=1
I(Pi(n2)) ≥ k, Pi(n1) < k) def=
∞∑
i=1
Ii, and P(Ii) = Pi.
Since ∞∑
i=1
Ii ≤ P (n2)− P (n1) a.s., (8)
and the variance of an indicator random variable is not bigger than its expectation,
we have
Var
( ∞∑
i=1
Ii
)
≤
∞∑
i=1
Pi ≤ E(P (n2)− P (n1)) = n2 − n1. (9)
For any fixed n1, n2 and C > 0, we have
E exp
{
C
∞∑
i=1
(Ii −Pi)
}
≤ E exp {C(P (n2)− P (n1))} = exp{(n2 − n1)(eC − 1)} <∞. (10)
Since C > 0, (8) and (10) imply uniform integrability of sequence{
exp
(
C
N∑
i=1
(Ii −Pi)
)}∞
N=1
.
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By inequalities ex ≤ 1 + x + x2
2
e|x| for all x ∈ R and |Ii −Pi| ≤ 1 a.s., we have,
for any γn > 0,
Eeγnan(Ii−Pi) ≤ 1 + (γnan)
2
2
eγnanE(Ii −Pi)2 ≤ exp
{
(γnan)
2
2
eγnanPi
}
.
Since {Ii}∞i=1 are mutually independent, we have, for any N ≥ 1,
E exp
{
γnan
N∑
i=1
(Ii −Pi)
}
=
N∏
i=1
E exp {γnan(Ii −Pi)}
≤ exp
{
(γnan)
2
2
eγnan
N∑
i=1
Pi
}
. (11)
Since (9), by the Chebyshev inequality, we have
∑∞
i=N(Ii − Pi) → 0 in prob-
ability as N → ∞, for any fixed n1, n2. Since eCx is a continuous function,
exp
{
C
∑N
i=1(Ii −Pi)
}
− exp {C∑∞i=1(Ii −Pi)} → 0 in probability as N → ∞.
Letting N →∞ in (11), we get
E exp
{
γnan
∞∑
i=1
(Ii −Pi)
}
≤ exp
{
(γnan)
2eγnan
2
(ER∗P (n2),k − ER∗P (n1),k)
}
.
From Lemma 2, Lemma 1 and the definition of an, we have, as n→∞,
a2n|ER∗P (n+tn),k − ER∗P (n),k| = o((lnn)−2).
Let γn = 3 lnn/η, then
P(an
∣∣Z∗n+tn,k − Z∗n,k∣∣ ≥ η) = P(an(Z∗n+tn,k − Z∗n,k) ≥ η) + P(an(Z∗n,k − Z∗n+tn,k) ≥ η)
≤ 2 exp
{
(γnan)
2eγnan
2
|ER∗P (n+tn),k − ER∗P (n),k| − tη
}
= 2 exp {o(1)− 3 lnn} ≤ 2
n2
.
By the Markov inequality, for any pair ε > 0, η > 0, there is integer n0 such that,
for n ≥ n0,
P( sup
n≥n0
an
∣∣Z∗n+tn,k − Z∗n,k∣∣ ≥ η) ≤
∞∑
n=n0
P(an
∣∣Z∗n+tn,k − Z∗n,k∣∣ ≥ η) ≤
∞∑
n=n0
2
n2
≤ ε.
The second assertion of the lemma follows directly.
Let
t′n =


√
n ln lnn(L∗(n))−1/4, if θ = 1, k = 1;√
n ln lnn(L(n))−1/4, if θ = 1, k ≥ 2;√
n ln lnn, if θ < 1.
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Introduce the satisfies by following constraints sequence a′n = an(k, θ, t
′
n):
a′n =


o((n ln lnn)−
1
4 (L∗(n))−
3
8 (lnn)−1), if θ = 1, k = 1;
o((n ln lnn)−
1
4 (L(n))−
3
8 (lnn)−1), if θ = 1, k ≥ 2;
o(min{n 1−2θ4 (L(n) ln lnn)− 12 , 1}(lnn)−1), if θ < 1.
(12)
Proof of Theorem 1.
Clearly, the sequence bn in (7) satisfies conditions (12). By Proposition 1 and the
LIL for P (t), we have
P (n)− n
P (n+ t′n)− P (n)
a.s.−−−→
n→∞
0, and
P (n)− n
P (n− t′n)− P (n)
a.s.−−−→
n→∞
0.
By monotonicity of P (t), for any ε ∈ (0, 1), there exists an integer n0 such that
P(∀n ≥ n0 ∃δn : |δn| ≤ 1, P (n+ δnt′n) = n) def= P(A(n0)) ≥ 1− ε/2. (13)
By Lemma 1 and Lemma 2, and using direct calculations, we may conclude that
bn(ER
∗
P (n±t′n),k − ER∗P (n),k)→ 0 as n→∞. (14)
Since R∗n,k = R
∗
P (n+δnt′n),k
a.s., if P (n + δnt
′
n) = n. Then given the event A(n0)
occurs, we have, for any n ≥ n0 with probability one
|R∗n,k − R∗P (n),k| ≤ sup
|δ|≤1
|R∗P (n+δt′n),k −R∗P (n),k|
= max(R∗P (n+t′n),k − R∗P (n),k, R∗P (n),k − R∗P (n−t′n),k),
due to monotonicity P (t) in t and R∗n,k in n.
So, by (13), (14) and Lemma 3, for any pair ε > 0, η > 0, there exists an integer
n0 such that for n ≥ n0
P
(
sup
n≥n0
bn|R∗n,k − R∗P (n),k| ≥ η
)
≤ P
(
sup
n≥n0
bn|R∗n,k − R∗P (n),k| ≥ η, A(n0)
)
+
ε
2
≤ P
(
sup
n≥n0
bn|Z∗n−t′n,k − Z∗n,k| ≥
η
2
)
+ P
(
sup
n≥n0
bn|Z∗n+t′n,k − Z∗n,k| ≥
η
2
)
+
ε
2
≤ ε.
The second assertion of the Theorem 1 follows directly.
Theorem 1 is proved.
3 Proof of Corollary 1
For any n ≥ 1, let random variables {ξn,i}i≥1 be mutually independent with Eξn,i = 0
for i ≥ 1. Let Sn,N =
N∑
i=1
ξn,i, s
2
n,N =
N∑
i=1
Eξ2n,i for N ≥ 1, and Sn = Sn,∞, s2n =
s2n,∞ > 0. Analogously to Lemma 1 in Sung (1996) we prove the following lemma
for any dependence between strings. The proofs of the following lemmas may be
found in Appendix.
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Lemma 4. Let cn be a sequence of positive constants such that cn → 0 as n→∞.
Let |ξn,i| ≤ cnsn/
√
lnn a.s. for all n, i ≥ 1. Let the sequence {eCSn,N}∞N=1 be
uniformly integrable for any fixed n ≥ 1 and C > 0, and s2n <∞. Then
P
(
lim sup
n→∞
Sn√
2s2n lnn
≤ 1
)
= 1.
Lemma 5. Let dn be a sequence of positive constants such that, d[cn]/dn > ε(c) >
0 for any c > 0, n ≥ n0. Then the conditions min
1≤k≤k0
(B∗n,k, Bn,k)/dn → ∞ and
ERP (n),k0/dn →∞ as n→∞, are equivalent.
Proof of Corollary 1.
By Theorem 1, it is enough to prove similar assertions for Z∗n,k and Zn,k (with
normalization o((lnn)−1)). We use Lemma 4. Let, for k ∈ {1, ..., k0},
ξ∗n,i = ±(I(Ji(P (n)) ≥ k)− P(Ji(P (n)) ≥ k)),
ξn,i = ±(I(Ji(P (n)) = k)− P(Ji(P (n)) = k)).
Then, for n, i ≥ 1,
(s∗n)
2 = B∗n,k, s
2
n = Bn,k, and |ξ∗n,i| ≤ 1, |ξn,i| ≤ 1.
As RP (n),k ≤ R∗P (n),k ≤ P (n) a.s., and the variance of an indicator random variable
is not bigger than its expectation, we have
(s∗n)
2 ≤ ER∗P (n),k ≤ EP (n) = n.
Similarly, we get s2n ≤ n. For any fixed n and C > 0, we have
EeCS
∗
n,N ≤ EeC(P (n)+n) = exp{n(eC + C − 1)} <∞.
Then sequence {eCS∗n,N}∞N=1 is uniformly integrable. The same holds for the sequence
{eCSn,N}∞N=1.
Let
c∗n =
(
lnn
B∗n,k
)1/4
and cn =
(
lnn
Bn,k
)1/4
,
then, by Lemma 5,
|ξ∗n,i| ≤
c∗ns
∗
n√
lnn
and |ξn,i| ≤ cnsn√
lnn
a.s.
Then the required result follows from Lemma 4.
Corollary 1 is proved.
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Appendix
Proof of Lemma 1.
Since R∗P (t),k = RP (t)−
k−1∑
i=1
RP (t),i where the sum is finite and the asymptotics for
each term is known, the asymptotics for ER∗P (t),k follows from formula (23) in Karlin
(1967) if θ > 0. Let us analyse the asymptotic behaviour of ER∗P (t),k as t → ∞,
when θ = 0. Note that, for i ≥ 1, t > 0,
ERP (t),i =
∞∑
j=1
(tpj)
i
i!
e−tpj =
1
i!
∫ ∞
0
ti
xi
e−t/xdα(x)
=
1
i!
∫ ∞
0
(
iti
xi+1
− t
i+1
xi+2
)
e−t/xα(x)dx =
1
i!
∫ ∞
0
(
i
yi+1
− 1
yi+2
)
e−1/yα(ty)dy.
So
ERP (t),i
α(t)
−−−→
t→∞
0 if θ = 0. Since ERP (t) ∼ α(t) as t→∞, we obtain the required
result. The variance of R∗P (t),k for θ ∈ (0, 1] may be found by
Var(R∗P (t),k) =
∞∑
i=1
P(Ji(P (t)) ≥ k)(1− P(Ji(P (t)) ≥ k))
=
∞∑
i=1
P(P (tpi) < k)(1−P(P (tpi) < k)) =
∞∑
i=1
k−1∑
s=0
(tpi)
s
s!
e−tpi
(
1−
k−1∑
m=0
(tpi)
m
m!
e−tpi
)
=
∫ ∞
0
k−1∑
s=0
tsx−s
s!
e−t/x
(
1−
k−1∑
m=0
tmx−m
m!
e−t/x
)
dα(x).
We use integration by parts and decomposition into two integrals:
Var(R∗P (t),k) =
∫ ∞
0
k−1∑
s=0
ts
s!
(sx−s−1 − tx−s−2)e−t/xα(x)dx
−
∫ ∞
0
k−1∑
s=0
k−1∑
m=0
ts+m
s!m!
((s+m)x−s−m−1 − 2tx−s−m−2)e−2t/xα(x)dx.
Let substitute y = x/t in the first integral, and y = x/(2t) in the second integral:
Var(R∗P (t),k) =
k−1∑
s=0
1
s!
∫ ∞
0
(sy−s−1 − y−s−2)e−1/yα(ty)dy
−
k−1∑
s=0
k−1∑
m=0
2−s−m
s!m!
∫ ∞
0
((s+m)y−s−m−1 − y−s−m−2)e−1/yα(2ty)dy
= − 1
(k − 1)!
∫ ∞
0
y−k−1e−1/yα(ty)dy +
∫ ∞
0
y−3e−1/yα(2ty)dy
9
−
k−1∑
s=0
k−1∑
m=0
I{s+m ≥ 2}
2s+ms!m!
∫ ∞
0
(
(s+m)y−s−m−1 − y−s−m−2) e−1/yα(2ty)dy.
Since α(x) = xθL(x), for any integer r ≥ 0 and as t→∞,∫ ∞
0
y−r−2e−1/yα(ty)dy ∼ α(t)
∫ ∞
0
yθ−r−2e−1/ydy = α(t)Γ(r + 1− θ).
Note that, for any integer r ≥ 2,∫ ∞
0
(ryθ−r−1 − yθ−r−2)e−1/ydy = θΓ(r − θ).
Lemma 1 is proved.
Proof of Lemma 2.
|ER∗P (n+tn),k − ER∗P (n),k| = ER∗P (n),k
∣∣∣∣∣
ER∗P (n+tn),k
ER∗P (n),k
− 1
∣∣∣∣∣ .
By Lemma 1 and Karamata representation for slowly varying functions (Theorem
1.3.1, in Bingham, Goldie, Teugels (1989)), we have that, for θ ∈ [0, 1], and n→∞
ER∗P (n+tn),k
ER∗P (n),k
∼
(
1 +
tn
n
)θ
eo(ln(1+
tn
n )) =
(
1 +
tn
n
)θ+o(1)
= 1 +
tn
n
(θ + o(1)).
Lemma 2 is proved.
Proof of Lemma 4.
Let ln =
√
2s2n lnn for n ≥ 1. Then, by Borel-Cantelli lemma, it suffices to show
that, for any ε > 0,
∞∑
n=1
P(Sn/ln > 1 + ε) <∞.
From inequalities ex ≤ 1 + x + x2
2
e|x| for all x ∈ R and |ξn,i|/ln ≤ cn/(
√
2 lnn)
a.s., we have, for t > 0,
Eetξn,i/ln ≤ 1 + t
2
2l2n
etcn/(
√
2 lnn)
Eξ2n,i ≤ exp
{
t2
2l2n
etcn/(
√
2 lnn)
Eξ2n,i
}
.
Since {ξn,ii}∞i=1 are mutually independent, we have, for any N ≥ 1,
EetSn,N /bn =
N∏
i=1
Eetξn,i/bn ≤ exp
{
t2s2n,N
2b2n
etcn/(
√
2 lnn)
}
. (15)
Let t = 2(1 + ε) lnn and C = t/bn for any fixed n ≥ 1. Since, we apply the
s2n <∞ then, by the Chebyshev inequality, we have, for any ε > 0,
P(|Sn,N − Sn| > ε) ≤
∞∑
i=N+1
Eξ2n,N/ε
2 → 0,
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that is, Sn,N−Sn → 0 in probability as N →∞. It follows from the condition of the
lemma that sequence {eCSn,N}∞N=1 is uniformly integrable and eCSn,N −eCSn p−−−→
N→∞
0
(as eCx is a continuous function). Letting N →∞ in (15), we get
lim
N→∞
E exp{CSn,N} = E exp{CSn} ≤ lim
N→∞
exp
{
C2s2n,N
2
e
√
2(1+ε)cn
}
= exp
{
C2s2n
2
e
√
2(1+ε)cn
}
= exp
{
t2
4 lnn
e
√
2(1+ε)cn
}
.
Since cn → 0 as n→∞, for any ε > 0, there exists n0 ≥ 1 such that
(1 + ε)2(2− e
√
2(1+ε)cn) > 1 + ε
as n ≥ n0. Then, by the Markov inequality, as n ≥ n0,
P(Sn/bn > 1 + ε) ≤ e−t(1+ε)E exp{CSn} ≤ exp
{
−t(1 + ε) + t
2
4 lnn
e
√
2(1+ε)cn
}
= exp{−(1 + ε)2(2− e
√
2(1+ε)cn) lnn} ≤ 1/n1+ε.
Lemma 4 is proved.
Proof of Lemma 5.
Note that
B∗n,k =
∞∑
i=1
P(P (npi) < k)(1− P(P (npi) < k))
≥
∞∑
i=1
P(P (npi) = 0)P(P (npi) = k) =
∞∑
i=1
(npi)
k
k!
e−2npi =
1
2k
ERP (2n),k.
From Barbour and Gnedin (2009, formulas (4.1), (4.2), (4.4)), there exist positive
constants ck and Ck0,k such that ERP (n),k > Bn,k > ckERP (n),k and, for all k < k0, the
inequality ERP (n),k ≥ Ck0,kERP (2n),k0 holds. From Proposition 3.2 in Ben-Hamou,
Boucheron, and Ohannessian (2017), we have B∗n,k0 ≤ k0 · ERP (n),k0 . Then
ERP (n),k0 > Bn,k0 ≥ min
1≤k≤k0
(B∗n,k, Bn,k) ≥ min
1≤k≤k0
(
1
2k
ERP (2n),k, ckERP (n),k)
≥ min
1≤k≤k0
(
Ck0,k
2k
ERP (4n),k0 , ckCk0,kERP (2n),k0).
Since d[cn]/dn ≥ ε(c) for n ≥ n0,
ERP ([cn]),k0
dn
=
ERP ([cn]),k0
d[cn]
· d[cn]
dn
−−−→
n→∞
∞ ⇔ ERP (n),k0
dn
−−−→
n→∞
∞.
Lemma 5 is proved.
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