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Abstract 
 
Cockle farmed in Malaysia are from Anadara genes and Arcidae family which known as blood cockle. Normally, it was found in the 
farmed around mangrove estuary areas in the muddy and sandy shores. This study aims to predict the production of cockle to ensure sure 
the cockle supplies are synchronised with the demand. Then, based on the demand, the prediction result could be used to make decision 
either to import or export the cockle. The data were taken from the Department of Fisheries Malaysia (DFM) and it has cyclic pattern 
data. There are two methods used in this study which are Holt-Linear method and Auto regressive moving average (ARMA). In deter-
mining the best fitted model between the two methods, the mean square error (MSE) values will be compared and the lowest value of 
MSE will assign as the best model. Result shows that ARMA(1,1) is the best model compared to Holt-Linear. Therefore, ARMA(1,1) 
model will be used to forecast the production of cockle in Malaysia. 
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1. Introduction 
The cockles farmed in Malaysia and Thailand are bivalves from 
genes Anadara, family Arcidae. The blood cockle or the scientific 
name Anadara granosa are not original cockles but as arc cockles 
[1]. Cockles have a medium sized clam-liked shell round with 
radiating ridges. The characteristics of the shell equivalve are 
thick, solid, ovate, strongly inflated and slightly longer than high 
[2]. The range of yearly capture production that reported by 
FAO’s Yearbook of Fishery Statistics in 1999 for China, Taiwan 
and Korea Republic are around 1415mt in 1995 to 6503mt in 1999. 
Meanwhile, the ranges of yearly aquaculture production for China, 
Korea Republic, Thailand and Malaysia in 1999 are around 
252233mt in 1995 to 315811mt.  
In 1973, Malaysia exported seed for culture in Satun Province 
which is a part of Southern Thailand. The state of Perak started 
culture for A.granosa. It has been developed to be the most im-
portant and organise agriculture to Malaysia. A.granosa are natu-
rally distributed from Kedah to Johor but the seed also been found 
in shelters coastal areas in Pahang [3]. The suitable ammonia level 
for the cockle to bred should be less than 0.25 part per million. 
Adequate food supply and stoking density will help in cockle 
growth. In a population, the mean wet weight of A.granosa in a 
sample was negatively correlated with density [4]. In future, the 
cockle culture will be endangered by human activities since the 
breeding grounds of the cockle are treated by pollution. The dis-
posals of cockle shell also increased due to cockle trade that con-
tinuously growing. The cockle trade also produces a generation of 
abundant waste shell. There are quite considerable studies were 
carried out to study the time series in the world [5, 6, 7, 8, 9]. 
The main purpose of this study is to predict the production of 
cockle so that the Department of Fisheries Malaysia (DFM) can 
come out with a plan to increase the production of cockle if the 
cockle supply is less than current demand or to export the cockle if 
the stocks of cockle are more than current demand. Here, the pre-
diction of cockle production could be used to solve the cockle 
problem.  
ARMA are the combination of autoregressive and moving average. 
The general ARMA model was described in the 1951 thesis 
of Peter Whittle, hypothesis testing in time series analysis, and it 
was popularized in the 1970 by Box and Jenkins [10, 11]. The 
difference between ARMA and ARIMA (autoregressive integrated 
moving average) is the ARMA model used when the data are 
found as stationary. When the data are not stationary, the differ-
encing is needed to do before ARIMA model can be used. 
The comparison of models aims to find which model is better in 
predicting the production of cockles. There are two forecasting 
methods will be used in this study which are auto regressive mov-
ing average (ARMA) model and Holt-Linear method. The best 
fitted model with lowest MSE will be used to predict the future 
production of cockle for 2014 onward. The output of the model is 
generated by using Minitab and Microsoft Excel. 
2. Material and Method 
The data are collected from Department of Fisheries Malaysia 
(DFM). There are 108 samples of data based on monthly produc-
tion of cockle from 2005 until 2013 with no missing data.  
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2.1. ARMA model 
Firstly, the aim of this study is to determine the stationary of the 
data. A property of stationary of the data is, it is not depending on 
the time when the series are observed. In general, a stationary time 
series will have no predictable pattern in the long term. The sta-
tionary data will be determined by referring to the ACF plot. If the 
data are slowly lies down, it can be said that the data are stationary 
[10]. Secondly is plotting a Box-Cox plot to check whether the 
data have constant variance. A constant variance means that the 
value of λ is equal to 1. If the value of λ does not include the value 
of 1, then the variance is not stable and an appropriated transfor-
mation to dependent variable should be applied.  
The third step is to estimate appropriate values for p and q where p 
represents the autoregressive model and q refer to moving average 
model. ARMA are the combination of autoregressive and moving 
average. If autocorrelation function (ACF) shows sinusoidal decay 
and partial autocorrelation function become zero after lag p, it is 
pure AR process. If ACF become zero after lag q, PACF has si-
nusoidal decay and it will has MA process. If both have sinusoidal 
and become zero after lag p and q respectively it become ARMA 
[10].  
The fourth step is diagnostic checking to look whether the model 
used is fitted to data. Inadequacies of the model are checked by 
considering the autocorrelations of the residual series to obtain the 
fitted model. ACF plot of residuals will be apply for diagnostic 
checking. If the entire plots are lies below the 5% of significant 
level, the model that has been used is valid. 
The fifth step aim to calculate the prediction values from 2003 to 
2013 and to calculate the MSE value by using the formula as 
shown in (1). Then, the prediction value for 2014 onward by using 
the same formula. 
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where 
i  
is coefficient parameters,
i is coefficient parameters, c 
is constant,  is expectation of tX , t is white noise error term 
and 
t i − is white noise error terms [11]. 
Accuracy of the models was determined by mean square error 
(MSE) as in (2). Forecasting error measurements were based on 
the difference between the model and the observed values [11].  
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where SSE is sum square of error,  yi  is actual value, ˆ
iy  is predict-
ed value from model and n is the number of data. 
2.2.    Holt-Linear method 
Holt-Linear is extended from simple exponential smoothing meth-
od. Holt-Winters method is used because the data series contains 
both trend and seasonal variation. Besides that, this method is 
effective in forecasting trend time series pattern. The smoothing 
parameter selected will give a different forecast. In this study, the 
fitted value is calculated, then it will be used with the actual value 
to obtain the MSE value. The formula used for this method are in 
(3). 
 
 
ŷ t+h|t =ℓt + hbt 
ℓt = αyt + (1−α) (ℓ t-1+bt-1) 
bt =β∗ (ℓt−ℓ t-1) + (1−β∗) bt-1                                        (3) 
 
where ℓt  is the level at period t, bt  is trend at period t, α is level 
smoothing coefficient, β is trend smoothing coefficient, yt is actual 
value at period t and ŷ t+h|t  is forecast value of a period ahead [12]. 
3. Results and Discussion 
3.1. ARMA model 
Figure 1 shows the monthly production of cockle from January 
2005 to December 2013. A cyclic trend exist when the data exhibit 
rises and falls that are not fixed period. The highest production of 
cockle is in October each year. Refer to the Figure 2, since the 
value of λ is 0.0 which indicates that the variance is not stable, ln 
will be used to transform the data. 
 
              
Fig. 1: Time series plot of cockle production in Malaysia 
 
 
Fig. 2: Box cox plot for production 
 
After the transformation of data completed, the ACF plot need to 
plot again to ensure whether the data are stationary. The ACF plot 
in Figure 3 shows that the plot is lies down exponentially fast, 
which confirmed that the series is stationary. Since the data is 
stationary, therefore the differencing process should not apply. 
Meanwhile, the PACF plot in Figure 4 shows that there is spike at 
lag one, so it will be AR(1). To ensure the best fitted model for 
Box-Jenkins method, trial and error methods are apply. 
 
 
Fig. 3: ACF plot for ln_production of cockle 
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Fig. 4: PACF plot for ln_production of cockle 
 
In selecting the appropriated model, all the models need to fit a 
condition with original p-value must lowest than 0.05 and for p-
value (Ljung-box) must be exceed 0.05. Table 1 shows the value 
of MSE, p-value (original) and p-value for Ljung-Box of both 
models. There are total 15 models that have been used in this trial 
and error model but only one model that follow all the conditions 
and have lowest value of MSE. The model that appropriate for this 
study is ARMA (1,1). 
 
Table 1: Box-Jenkins model using Trial and Error  
Model MSE p-value p-value (Ljung-Box) 
AR(1,0) 0.02176 0.000 0.002 0.005 0.031 0.052 
AR(1,1) 0.01954 0.000 0.071 0.144 0.194 0.222 
3.2. Holt-Linear method 
Holt-Linear is extended from simple exponential smoothing meth-
od and quite effective in forecasting trend. In this study, the 
smoothing parameter values which are α and β will be obtained 
from solver in Microsoft Excel. For this reasearch, the optimal 
value for α and β are 0.67 and 0.49 respectively. Lowest MSE will 
indicated that the predicted value is close to the actual value. The 
model is shown as in (4). 
 
ŷ t+h|t =ℓt + hbt 
ℓt = 0.67yt + 0.33 (ℓ t-1+bt-1) 
bt = 0.49 (ℓt−ℓ t-1) + 0.51 bt-1                                  (4) 
 
Based on Table 2, it shows that the MSE value for both models 
that have huge difference. The better model with the lowest value 
of MSE will be used to predict the production of cockle in Malay-
sia for 2014 onward. Table 2 clearly present that ARMA have the 
lowest value of MSE and therefore ARMA (1,1) will be adopt for 
the predictive modelling of cockle. 
 
Table 2: MSE value of ARIMA and Holt-Linear Model 
Time Series Model MSE 
ARMA model 0.01954 
Holt-Linear model 93.85221 
 
Table 3 shows the forecasting of production of cockle from 
January 2014 to December 2015 by using ARMA (1,1) model. 
Here, the production of cockle for two years period are decreasing 
and it has more than 3000 tan of cockle per month along the two 
years period. 
 
Table 3: Forecasting of production of cockle from January 2014 
to December 2015 
January 2014 3152.90 
February 2014 3151.48 
March 2014 3150.06 
April 2014 3148.63 
Mei 2014 3147.21 
June 2014 3145.79 
July 2014 3144.37 
August 2014 3142.95 
September 2014 3141.53 
October 2014 3140.11 
November 2014 3138.69 
December 2014 3137.28 
January 2015 3135.86 
February 2015 3134.45 
March 2015 3133.03 
April 2015 3131.62 
Mei 2015 3130.20 
June 2015 3128.79 
July 2015 3127.38 
August 2015 3125.97 
September 2015 3124.56 
October 2015 3123.15 
November 2015 3121.74 
December 2015 3120.33 
4. Conclusion  
Based on the data production of cockle, ARMA(1,1) model are the 
preferable model because it suitable for forecasting any patterns of 
cockle if compared to the Holt-Linear model. However, the fore-
cast values less accurate since the data only be based on the previ-
ous data and future study should consider more accurate and the 
latest dataset. ARMA(1,1) model become the better model by 
comparing the value of MSE which are 0.01954 for ARMA(1,1) 
and 93.85221 for Holt-Linear. Therefore, the prediction on pro-
duction of cockle in Malaysia by using ARMA(1,1) is closer to 
the actual value. The purpose of predicting the production of cock-
le is to help certain authorities such as Department of Fisheries 
Malaysia (DFM) to handle the crisis of less stock of cockle nowa-
days where the certain actions are needed to increase the stock of 
cockle to meet the local and international demand. 
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