Abstract-This paper presents investigations into the role of computer-vision technology in developing safer automobiles. We consider vision systems, which cannot only look out of the vehicle to detect and track roads and avoid hitting obstacles or pedestrians but simultaneously look inside the vehicle to monitor the attentiveness of the driver and even predict her intentions. In this paper, a systems-oriented framework for developing computervision technology for safer automobiles is presented. We will consider three main components of the system: environment, vehicle, and driver. We will discuss various issues and ideas for developing models for these main components as well as activities associated with the complex task of safe driving. This paper includes a discussion of novel sensory systems and algorithms for capturing not only the dynamic surround information of the vehicle but also the state, intent, and activity patterns of drivers.
I. INTRODUCTION AND RESEARCH MOTIVATION
A UTOMOBILES were at the core of transforming lives of individuals and nations during the 20th century. The century started with production of a few hundred automobiles per year and ended with over 50 million units produced for global consumption annually. Unfortunately, along with the growth of the automobile usage, the numbers of accidents leading to fatalities and serious injuries have seen dramatic increases. Traffic-related accidents are recognized as a serious and growing problem with global dimensions. A recent study by World Health Organization mentions that annually, over 1.2 million fatalities and over 20 million serious injuries occur worldwide [1] . Enhancement of traffic safety is pursued as a high-priority item not only by various government agencies such as National Transportation Safety Administration [2] but also by most major automobile manufactures. University-based researchers are also contributing to this important mission.
In order to develop effective counter measures for enhancing safe and smooth operation of an automobile in traffic, it is helpful to examine the full context in which driving occurs. There are three main components of the overall driving system: 1) Environment: including roadway infrastructure and dynamic climatic situations; 2) Vehicle: including ever-increasing telematic devices and infotainment gadgetry; 3) Driver: an essential part of the human-vehicle system, which needs to be maneuvered safely in the environment.
The complex dynamics of various events and interaction of various entities in the above tripartite "EVD" system components affect the overall safety of a vehicle as well as the condition of the traffic flow. For instance, properly designed roads, traffic signs, and traffic regulations and policies have all been recognized as important factors in making traffic safer on the U.S. Interstate Highways. Improved design of vehicles and safety systems, such as seat belts, brakes, and airbags are key factors in reducing injuries.
The vehicle-based safety systems are typically viewed as one of the two kinds. The first one is termed as "Passive." The purpose here is to minimize the severity of injuries sustained in case of accidents. Examples of these are seat belts, airbags, collapsible steering columns, and shatter-resistant windshields. The second kind is "Active," which is supposed to prevent vehicular accidents. Good examples of these are antilocking brakes. Obviously, it is more desirable to prevent an accident rather than reduce the severity of injuries. However, active-safety systems pose a lot more difficult and challenging problems. One of the key requirements in the design of an active-safety system is the ability to accurately, reliably, and very quickly identify the conditions which would lead to an accident and to force corrective actions so that the accident can be prevented.
An active-safety system has three parts as shown in Fig. 1 . The front end of an active-safety system is a sensing subsystem, which needs to provide an accurate description of the dynamic state of the EVD system. The second important subsystem is an analysis subsystem which needs to analyze the EVD dynamic state using a model-based approach to compute some sort of a measure of safety underlying that particular EVD state. If this measure falls under a predefined threshold of margin of safety, then the analysis module needs to direct the activesafety control unit to initiate a corrective course of action so that the vehicle can always operate within the margins of an accident-free safety zone. There are some very challenging problems involved in each of the above three subsystems of an active-safety system. Primarily these challenges can be stated in the following. 1) What are the critical states of the EVD system, which need continuous monitoring? 2) How do we sense these states without violating all of the constraints associated with "real-world" driving? 3) What are the models, measures, and metrics that define margins of safety? 4) What are the appropriate corrective actions, which should be initiated to bring the vehicle back in the safe operating EVD zone?
Satisfactory resolution of these challenging problems will require sustained efforts of multidisciplinary research teams over a long period of time. It is encouraging to note that a number of research teams, comprising of academic, industry, and government agencies have initiated serious efforts in this area. In this paper, we present an overview of a selected research studies conducted in our research laboratory, where novel concepts and systems based upon computer-vision technology are developed for enhancement of vehicle safety. It includes a brief overview of related literature in Section II and a description of the basic Looking-in Looking-out (LiLo) vision framework in Section III. A presentation of a number of systems for capturing useful visual contextual information from inside as well as outside the vehicle and for holistic analysis of such information are given in Section IV. Summary and concluding remarks are presented in Section V. A short description of the vehicle testbeds used in this research is described in the Appendix.
II. RELATED INVESTIGATIONS

A. Computer Vision for Active Safety
Recognition of computer vision as a critical technology for intelligent vehicles can be traced to the earlier efforts dealing with autonomous mobile robots and autonomous driving [3] - [5] . Such efforts helped to demonstrate the power of camera-based systems to support real-time control of vehicles. In [6] and [7] , Bertozzi et al. give a comprehensive survey of the use of computer vision in intelligent vehicles. Approaches for lane, pedestrian, and obstacle detection are described and analyzed.
A new trend started emerging in the late 1990s, where research in computer vision focused on enhancement of the safety of automobiles [8] , [9] . Already, camera-based modules with safety-oriented features such as "back-up" (or reverse) viewing, lane-departure warning, and blind-spot detection are offered in commercial vehicles. It was realized that in addition to monitoring the surroundings, the monitoring of the driver state is also important for improving safety. For example, a system for drowsy-driver detection, predominantly for nighttime, driving is presented in [10] .
B. Driver Behavior and Active Safety
Active-safety systems need to accurately predict conditions which would lead to accidents unless proper corrective actions are undertaken. Human factors researchers have, over a long period of time, examined the influence of driver behavior on safety [11] . Driver distraction is considered to be a factor in over 25% of accidents [2] . Many of these studies have relied upon extensive laboratory and simulator-based trials. A noteworthy recent study called "100-Car Naturalistic Study" [12] recognized the need for observing driver behavior, vehicle state, and environment conditions. This study was conducted over a oneyear period and involved over 240 drivers and 100 instrumented vehicles. Preliminary analysis of the extensive data captured during the study indicates driver behavior to be a contributing factor in crashes and near crashes. In addition to the human factor research, contributions by perceptual psychologists are essential in developing models for driver's attentive state. There is a large body of literature based upon both theoretical as well as experimental research in these areas. Interested readers can find useful pointers in some of the recent papers published in the literature [13] - [16] .
III. LILO FRAMEWORK
Driving an automobile on an urban street or a crowded highway is a demanding task. Drivers are inherently limited in their ability to maintain accurate awareness of the driving context, especially when the situation is complex, the weather conditions adverse, or their task load too high. Hence, it is important to develop a system that improves the efficiency and effectiveness of drivers' attention allocation. It is important to provide drivers with a rich and highly informative driving environment. The goal of such system is to increase safety at the same level of workload or decrease workload for the same level of safety. Much effort is needed to assure that drivers do not lower the driving workload at the expense of safety. Such undesirable consequences of especially active-safety systems are generally the result of the assignment of an excessive level of capability and trust in the system by the driver [17] , [18] . If the driver places too much confidence on the system, then the driver may not be ready to respond in an efficient and effective manner when the system encounters a situation that reaches beyond its design specifications. Instead, we propose to keep the driver in the loop and directly communicate the confidence that the system has in the support and guidance it offers the driver. This approach bypasses the difficult issue in automation, namely dynamic allocation of function or who is responsible and when.
Dynamic context capture for such a Human-Centered Intelligent Driving-Support System requires analysis and fusion of multimodal sensory information at multiple levels of abstraction. The sensor system should be capable of maintaining dynamic representations of the external world surrounding the vehicle, the state of the vehicle itself, and of the driver. To develop a robust dynamic context-capture system, computer vision, and machine-learning techniques play an important role. In this paper, we have pursed development and evaluation of an active multimodal sensory approach for "dynamic context capture and situational awareness" using cameras, radars, audio, and other sensors for establishing representations of the state of the environment, the vehicle, and the driver with accurate dynamic uncertainty characterization.
The overall objective of our studies is to seek answers to the following important questions.
1) What sets of sensors are robust enough under a wide variety of environmental conditions? 2) What contexts can support a sufficiently complete representation of the environment, the vehicle state, and the driver state? 3) What is the best computational framework to extract contexts from sensor networks that is compatible with human perception? 4) What are the best models of the environment, the vehicle state, the driver state, and the knowledge that drivers may have of the driving ecology? 5) How to classify and explain driver behavior according to the tasks that the driver is engaged in, the tasks that the driver is intending, and the safety margin of the driver to perform the task?
Resolution of these questions requires expertise from multiple disciplines. Teams from engineering and computer sciences need to examine multimodal-signal processing, pattern recognition, and decision and control theories. Cognitive scientists need to consider human-machine interfaces, whereas psychologists need to study models for perception, attention, and multitasking.
For dynamic context capture, vehicle-based state-of-the-art integrated sensor suites are pursued. We propose a hierarchical framework, as shown in Fig. 1 , for context processing capable of dynamically allocating computational and sensor resources depending on the demands imposed by the complexity of environment and the vigilance level and cognitive load of the driver. These can be captured with relatively few resources and used to modulate the level of detail and integration in processing the vast amount of data from the multimodal-sensor network. Vision is one of the primary sensing modality, as driving is considered to be a visually guided activity. For dynamic capture of visual context, three basic types of viewing perspectives for the cameras can be considered: 1) Looking in the vehicle: to capture the important visual context associated with the driver, occupant, and their activities and physical-and mental-state monitoring; 2) Looking out of the vehicle: to capture the visual context of the vehicle, including that of the surrounding road conditions and traffic; 3) Simultaneous Looking-in and Looking-out of the vehicle:
to correlate the visual contextual information of vehicle interior and vehicle exterior. This approach would allow for systematic investigations of driver's behavior and intent. The objective is to derive useful feedback mechanisms for managing driver distraction.
In the remainder of this paper, we present an overview of a selected computer-vision-based systems, which provide the essential driver-assistance systems. The basic objective is the development of novel vision systems and appropriate algorithms for enhancement of safety. Such a development is pursued within the context of a wide range of application possibilities, including those for occupant safety, pedestrian safety, driver assistance, driver workload and "attention" monitoring, lane keeping, and dynamic panoramic-surround capture.
IV. VISION SYSTEMS FOR ENHANCED SAFETY: ILLUSTRATIONS
A. Looking-In the Vehicle: Occupant Position and Posture
Analysis of the state of driver and passengers is important for capturing their physical and mental state, behavior, activities, and intentions. The interior context plays an important part in many intelligent vehicle systems, in particular, for enhancing safety. For example, the monitoring of driver's face and eyes can give information about the focus of attention, fatigue, drowsiness, and other attributes of the driver. The position and motion of hands and feet provide information about the steering and braking actions and intentions. In case of other occupants, the position of the body is important for making decisions about deployment of airbags. The following sections describe our research in analyzing the visual context of the interior of the vehicle.
1) Driver-View Generation Using Head-Pose Estimation:
The direction in which the driver is looking is important for knowing the focus of attention of the driver, as well as the parts of the scene that are likely to be missed by the driver. This knowledge is important for generating appropriate warnings for dangerous events taking place outside the driver's attention. In [19] , we describe an application to generate instantaneous driver's view by estimating the driver's head pose. A single omnidirectional camera mounted inside the vehicle is used to observe the driver's face as well as the vehicle surroundings, with capability to generate virtual views in any given direction, as shown in Fig. 2(a) . The virtual view of the head is used to extract the driver's face and then estimate the viewing direction from the face image. Based on the viewing direction, another virtual view in the direction that the driver is looking is generated. The algorithm consists of the following stages as shown in Fig. 2(b) . 1) Head detection by extracting edge map of the face image and fitting an ellipse using randomized Hough transform. For robust detection and accurate localization, a Kalman filter is used to track the head and predict its location in the subsequent frame. 2) Face-orientation estimation by comparing the extracted face with principal component analysis (PCA) templates generated from training samples with head in various orientations. The head orientation is selected based on maximum likelihood and tracked using a Kalman filter. 3) Driver's view generation using virtual-perspective view based on driver's face orientation that gives the approximate viewing direction of the driver. Details of the approach are provided in [19] . With a 2.8-GHz Xeon processor (2.8 GHz) running the head-detection step, the processing speed is about 15 ft/s for 1024 × 768 images from a Firewire camera. Most of the computational time is spent on ellipse fitting. For the current implementation, the faceorientation estimation is implemented offline on MATLAB. A C++ implementation of hidden Markov model (HMM) should run quite fast and not reduce the processing speed significantly.
2) Occupant-Posture Analysis for Safe Airbag Deployment: In this section, we briefly discuss our research [20] on the development of a highly reliable and real-time vision system for sensing passenger occupancy and body posture in vehicles, ensuring safe airbag deployment, and helping to prevent injuries. The design of the "smart airbag" system can be divided into four parts, as shown in Fig. 3(a) : 1) real-time scene sensing; 2) feature selection and analysis; 3) body size, posture, and movement analysis; and 4) decision logic for various levels of airbag deployment.
To determine whether a person is in the right position for airbag deployment, the area between the back of the seat and the dashboard can be divided into sections, as shown in Fig. 3(b) . By analyzing these regions, we can categorically examine the human body under various positions that an occupant can take in the passenger seat, including sitting in a normal position, leaning forward, reaching down, seated with the seat advanced, reclined, slouched, knees on the dashboard, or the edge of the seat.
The following options were considered for scene sensing: 1) emitted long-wave infra-red (LWIR) imaging; 2) stereobased depth imaging; and 3) multicamera-based voxel reconstruction. For feature selection and analysis, we consider simple region occupancy features as well as detailed human-bodymodel-pose estimation. Using stereo or multicamera systems with high-level human-body modeling would also provide information useful for other applications with minimal extra effort.
The algorithm for determining the occupant position is based on the head-detection algorithm developed by Eleftheriadis and Jacquin [21] . The original algorithm performs image preprocessing, computes edge map based on image gradients, performs ellipse detection on the edge image, and tracks the ellipse shape to give the orientation and size of the head in real time.
We have modified the algorithm in order to obtain improved results using stereo as well as LWIR sensors. In case of stereo, the available depth information allows for a larger degree of lighting changes than allowed by the reflectance model. Pixels with disparity values corresponding to the background and falling outside the car are eliminated. This improvement helps to remove extraneous background and foreground data. After detecting the ellipse corresponding to the head, its size is crosschecked with the depth information provided by stereo. In case of thermal images, the pixel intensity values are mapped to probability of membership to human class based on temperature using a Gaussian probability distribution. The average skin probability is also checked after ellipse detection in order to eliminate false detections. Fig. 4(a) and (b) shows examples of head detection using stereo as well as LWIR cameras. On a standard Pentium 4 PC computing platform, the IR and stereobased approaches achieve frame rates of 3 and 6 frames per second, respectively. The majority of computational time in IR-based approach is spent in template matching, whereas in the case of stereo, the stereo disparity map computation as well as the head detection takes most of the computational time. Specialized hardware is likely to yield improvements in processing speed.
We have also investigated the use of voxel data obtained using multiple cameras by the shape-from-silhouette technique (SFS) to extract occupant-posture information. SFS is a technique that uses the silhouette images to reconstruct the visual hull of the object. The visual hull is the closest reproduction of an object's actual volume using an arbitrary number of silhouette images of the object [22] . The application of full or even partial body go beyond occupant-posture estimation for the purpose of "smart airbag" deployment and could be useful for driver-fatigue analysis, driver attentiveness, and human-machine interfaces inside the car. Fig. 4(c) shows the reconstruction of the upper body using multiple cameras. Detailed results are described in [20] . The voxel-based approach gives the frame rate of 0.23 frames per second corresponding However, for the current implementation, the head detection is performed in MATLAB and takes the majority of the computational time. A C++ implementation should give significant improvement in processing time.
B. Looking-Out of the Vehicle: Dynamic Panoramic Surround (DPS)
A complete driver-support system should be aware of all of the surroundings of the vehicle. The main components of the vehicle surround are lanes, vehicles, other obstacles, and pedestrians. Detection of lanes and road boundaries provides the lateral position of the vehicle on the road, which is important for predicting lane departures. An extensive survey of lane-detection techniques and their characteristics is described in [23] . Stationary objects such as poles and guard-rails, as well as independently moving objects such as other vehicles, pose danger to the host vehicle. Motion [24] and binocular stereo [25] , [26] are often employed for detecting these objects. Pedestrians are the most vulnerable road users. Unlike the vehicles, which are large rigid objects moving fast along welldefined trajectories, the pedestrians are slow moving small thin objects having articulated motion and more complex trajectories. Surveys of pedestrian detection research are presented in [27] , [36] .
Many of the current driver-assistance systems deal with lanes, front objects, side objects, or back objects in isolation. Such systems are useful for specialized tasks such as lane keeping, adaptive cruise control, blind-spot monitoring, and reversecollision avoidance. However, a complete driver-support system should be aware of all of the surroundings of the vehicle in a holistic manner. Also, it is not sufficient just to detect the objects but also estimate the danger posed by them. In [28] , we have introduced the concept of DPS map that shows the nearby surroundings of the vehicle, as in Fig. 5 . We have demonstrated successful generation of DPS in experimental runs on an instrumented vehicle testbed using monocular as well as binocular omni-camera systems. In the following sections, we briefly describe our research on the analysis of the vehicle surroundings.
1) Lane Detection and Tracking:
In [23] , we have proposed a Video-based Lane-Estimation and Tracking (VioLET) system for driver assistance under a wide variety of environmental conditions such as changes in lighting, shadows, and road textures. The system block diagram is shown in Fig. 6 . A constant curvature model is used for the road for good accuracy up to 30-40 m corresponding to look-ahead time of around 1 s. Steerable filters are used for robust detection and localization of multiple types of lane markings such as solid and dashed lines as well as the circular-reflector markers called "Botts-Dots," which are especially found on California highways. The potential candidates for lane markings are detected, and postprocessing is performed to cluster true candidates and reject the false ones. The lane position is tracked using Kalman filter assuming linear vehicle dynamics and vehicle controllerarea-network (CAN) bus in order to improve robustness and accuracy of localization.
The performance of the system was thoroughly evaluated using a number of 65-km-long test drives on highways in Southern California. The camera for lane detection was mounted to look in front of the vehicle. The "ground truth" was generated using another camera directed downwards at the road on the side of the vehicle. The lane positions detected from the front camera were compared with the "ground truth" positions. Detailed quantitative results are described in [23] . Fig. 7 shows examples of lane detection at four typical locations in various environmental conditions. The system typically operated at around 15 frames per second on a 3-GHz Pentium PC. Additional performance gains could be made by adjusting the region of interest in the video or adjusting the resolution. In such cases, accuracy versus computational cost evaluations would need to be considered.
2) Omnidirectional Vision for Surround Capture: Omnidirectional or omni cameras which give a 360
• panoramic field of view of can be useful for visualizing and analyzing the nearby surroundings of the vehicle and detecting objects such as vehicles, pedestrians, and stationary obstacles. Omni cameras or other wide-field-of-view cameras could be particularly useful for increasing pedestrian safety, since a wide field of view could enable timely detection of a pedestrian on a collision course before it is too late to prevent a collision. Due to the comparatively lower resolution of omni cameras, proper configuration is very important for obtaining good coverage, sensitivity, and foreground-background discrimination. Table I describes the advantages and disadvantages of various configurations that could be used for mounting omni cameras on the vehicle. Here, we briefly describe the detection of vehicles and pedestrians using three of the above configurations. Fig. 8 shows the generation of 360
• surround map using a monocular omni camera mounted on top of the vehicle. The road motion is modeled using a planar-motion model whose parameters are initially obtained using the approximate knowledge about the camera calibration and speed. Using the composition of the motion model and the omni-camera model, a warping transform is generated to compensate road motion between two consecutive frames. To account for the inaccuracy in prior knowledge of ego-motion, the parameters are iteratively updated using the spatial and temporal gradients of the motioncompensated images using Bayesian estimation. The updated model is used to compensate the motion of the road plane between the two frames, leaving features independent motion, or height above the road, uncompensated. These features are aggregated into objects and tracked over frames. Details of the approach are described in [29] . On standard hardware consisting of 2.6-GHz Pentium IV, the algorithm achieves a frame rate of approximately 4 frames per second for 320 × 240 images and 15 frames per second for 160 × 120 images. The majority of computational time is spent on estimation of motion parameters from spatio-temporal image gradients. Use of specialized hardware should improve performance. Fig. 9 shows the detection of pedestrians and other objects in front of the vehicle using a stereo pair of omni-directional cameras. Video sequences are obtained from a pair of omni cameras mounted on two sides of the vehicle. Camera calibration is performed offline to determine the relationship between the vehicle and pixel coordinates. Using the calibration information, the images are transformed to obtain virtualperspective views looking forward toward the road. This transformation, called rectification, simplifies the stereo geometry, making it easier to match corresponding features between the two images. Area-based correlation is then used to perform stereo matching between features. The result is a disparity map showing the displacement of features from one image to another. Based on the disparity map, the features are grouped into objects, and the distance to the objects is computed. Details of this algorithm are described in [28] and [30] . On standard 2.66-GHz Pentium-IV hardware, the processing achieves a rate of 15 frames per second, which should enable the operation to be performed in real time.
C. Looking in and Looking out of the Vehicle: Driver Intent Analysis
This section gives applications that combine the use of sensors that are looking-in as well as looking-out in order to predict driver's intended actions. Predicting the driver's intent can provide a useful tool in developing driver-assistance systems that work in harmony with the driver. System-response feedback can be better tailored to the driver's immediate situation and attentive state. We will discuss two examples of predicting driver intent and discuss how they can be used to enhance vehicle safety. These two examples are a system for predicting the driver's intent to change lanes and a predictive brakeassistance system.
1) Lane-Change-Intent Analysis:
In our first example, we will explore how sensors looking in and looking out of the vehicle can be used to predict the driver's intent to change lanes. In many previous approaches, only sensors detecting the vehicles positioning on the road and internal-vehicle sensors monitoring speed and steering were used to predict lane trajectory [31] , [32] . However, lane trajectory can be different than actual intent to change lanes. This is evident in situations where the driver is drifting toward the lane boundary on a curve. In this type of situation, the driver might be purposefully changing lanes, or the driver might be unaware of the road curvature and accidentally depart the lane. Only information about the driver inside the vehicle carries the potential to disambiguate these types of situations. As we will show, overall classifier accuracy can be improved when we fuse information from visual sensors viewing both the inside and outside of the vehicle. 11 . Example of detection of lane-change intent. The top bar shows the estimated probability of lane change using all the three sources, whereas the bottom bar shows the probability using only lane tracking and CAN bus data. The lane change is detected earlier when head-motion information is used.
The system is composed of four key components, as shown in Fig. 10 . These components are 1) lane-position-tracking system that determines the lateral position of the vehicle in the lane at any given time; 2) driver head-motion-estimation module that uses facial features detected from a camera in order to estimate the approximate motion of driver's head; 3) vehicle-parameter-collection system that gives parameters such as vehicle speed, yaw rate, and acceleration; 4) lane-change-intent classifier based on sparse Bayesian learning that combines the features from the above components in order to determine the probability of lane change at any given time. A more detailed description of the system is given in [33] . Fig. 11 shows an example of lane-change-intent detection. The top bar shows the estimated probability of lane change using lane tracking, vehicle dynamics from the CAN bus, as well as head motion. The bottom bar is derived without using head motion. It is observed that the use of head motion gives an advantage of 0.5 s in detecting lane-change intent, which is critical for preventing accidents. This is shown in Fig. 12 , in which receiver-operator-characteristic (ROC) curves compare classifier performance for a classifier predicting 2.5 s into the future without head information and a classifier predicting 3.0 s into the future [33] .
2) Predictive-Brake-Assistance System: In our second example of how driver-assistance systems can be improved by examining data from both inside and outside the vehicle, we will look at a predictive-brake-assistance system. One of the most important advantages of systems that predict driver behavior and intent is the potential to improve the user-experience. Working cooperatively with and adapting to the driver, rather than letting the driver adapt to the system, can increase the user's acceptance of the system.
As an example of this, we created a predictive-brakingassistance system that predicts both the need for braking as well as the driver's intent to perform the braking action. The system, after having detected a need to brake, has the potential to warn or otherwise intervene in the situation, if the driver appears to be unaware of the severity of the situation. This is performed by decomposing the probability that the system should warn or alert the driver or otherwise intervene in the situation into the probability describing the need for braking, given the surround situation and the probability of describing the intent of the driver to perform the braking action. This is expressed mathematically, as follows, using Bayes rule and assuming conditional independence:
In this equation, C represents the situation criticality or the need for the system to intervene, B i represents the intent for the driver to brake, B o represents the need for braking according to the vehicle's environment, and k is a scale factor based on the prior P (C) and marginal joint probability P (B i , B o ) . Graphically, this can also be shown as a Bayesian network, as in Fig. 13. P (B i |C) is computed using the signals listed in the driver-behavior block of the diagram, while P (B o |C) is computed using the signals listed in the vehicle-environment block of the diagram. Sparse Bayesian learning was used to estimate the probability density functions based on the observations. The complete description of this system is given in [35] .
Driver behavior is trained and predicted using a camera viewing the driver's foot and pedal movements and a camera for the driver's head movements. The need for braking based on the situation is trained and predicted from information gathered from outside the vehicle, including CAN bus data and LASER-RADAR information (distance and relative speed of the lead vehicle). Using sparse Bayesian learning to train the probabilities on the right-hand side in (1), we can construct a compact classifier with the desirable properties of good generalization and robustness to over fitting. The performance of the driver-braking-intent classifier is shown in Fig. 14 . Images depicting the system performance are shown in Fig. 15 . The driver-intent classification for both brake assistance and lanechange intent run with minimal computational load because of the sparseness enforced by the learning algorithm. The actual operating time is more dependent on the speed at which the lane tracking and other cue extraction systems run.
V. CONCLUDING REMARKS
In the development of a real-time, robust dynamic contextcapture system for an automobile, computer vision and machine-learning techniques play important roles. In this paper, we presented a motivation and experimental support for developing vision systems for looking in and looking out of a vehicle. An "active," multimodal sensory approach for "dynamic context capture and situational awareness" using cameras, radars, audio, etc., allows for the establishment of representations of the state of the environment, the vehicle, and the driver with accurate dynamic uncertainty characterization. At the individual component level, novel techniques for interpreting the driver's surroundings, driver behavior, and the driver's intended actions were demonstrated. These comprise the necessary components for a holistic safety system centered on looking in and out of the car. Not only does each component of this system represent a significant contribution, but also, the combination of these systems and how they are integrated provides advancement in automobile safety. Looking at the fully integrated system can give expected performance and safety margins for a complete driver-assistance system: not just individual components. It is believed that successful integration of such powerful sensory suites in a human-centric decision logic framework will have a significant impact on the safety of new generations of automobiles and telematics devices used for incar communication, information access, business transactions, and entertainment.
APPENDIX LABORATORY FOR INTELLIGENT, SAFE AUTOMOBILES (LISA) TESTBEDS
To provide adaptable experimental testbeds for evaluating the performance of various sensing modalities and their combination, two test environments based upon a Volkswagen Passat vehicle [Laboratory for Intelligent, Safe Automobiles-P (LISA-P)] and a Nissan Infinity Q-45 vehicle (LISA-Q) were outfitted with a computer and a multitude of cameras and acquisition systems. Of principal importance in the hardware specification and software architecture was the ability to capture Fig. 15 . Images depicting the performance of the predictive brake-assistance system. The probabilities of the driver's intent to brake, the situational need for braking, and the need for system intervention are shown as bars expanding from left to right proportionaly to the predicted probability.
and process data from all the sensor subsystems simultaneously and to provide facilities for algorithm development and offline testing. A short description of these testbeds is provided below with references to relevant papers for details.
A. LISA-P: Occupant-and Driver-Posture Analysis and Pedestrian Detection
The LISA-P testbed shown in Fig. 17(a) [20] is designed for collecting and processing large amounts of synchronized data from a number of different sensors for monitoring the driver's state and surroundings. The sensory modules used in this testbed include the following. 1) A stereo system which provides 2-1/2-D stereo disparity maps is used for estimating the distance of the occupant. 2) A miniature 2-D thermal long-wavelength infrared sensor is mounted on the dashboard to observe the face of the occupant. This device provides video response in the LWIR spectrum (7-14 um). 3) An array of four color CCD cameras provides images used for obtaining 3-D voxel reconstruction through SFS. 4) A pair of omnidirectional cameras in front of the vehicle gives panoramic images used for detection of pedestrians and nearby vehicles. 5) A pair of SICK LASER scanners on two sides of the car can be used for detecting nearby objects and determining accurate distance to them.
The placement of the sensors is shown in Fig. 16(a) . These sensors are supported by a synchronized video-streamcapturing hardware, high-volume high-throughput storage, and a powerful computing platform. The computing platform allows for a good deal of processing to be done in real time as well as store data for offline processing. A detailed description of the testbed is provided in [20] . 
B. LISA-Q: Vehicle Surround, Lane Tracking, and Driver-Support System
The LISA-Q intelligent test bed shown in Fig. 17 [34] is designed to obtain complete coverage of the vehicle surroundings, the vehicle interior, the state of the vehicle for extended periods of time from a variety of modular sensing systems, and processing of the data in order to be fed back to the human occupant. Sensor systems include rectilinear cameras, wide field-of-view camera systems, GPS and navigation systems, and the data from internal-automobile vehicle-state sensors. The system contains an array of computers that serve for data collection as well as real-time processing of information. The hardware capabilities of the LISA-Q intelligent vehicle include 1) eight NTSC hardware video compressors for simultaneous capture; 2) CAN interface for acquiring steering angle, pedals, yaw rate, and other vehicle information; 3) built-in five-beam forward-looking LASER-RADAR range finder; 4) wide area augmentation system (WAAS)-enabled GPS; 5) integration into car audio and after-market video displays for feedback and alerts. Fig. 17(c) shows the outputs from various cameras and other sensors in the vehicle interior as well as the surroundings.
