We look for differential equations of the form which are orthogonal with respect to an inner product of Sobolev type.
which are orthogonal with respect to an inner product of Sobolev type.
We use a method involving computeralgebra packages like Maple and Mathematica and we will give some preliminary results.
Introduction
In this paper we consider the polynomials P α,β,M,N n (x) ∞ n=0 (see [7] (see [6] ) which are orthogonal with respect to the Sobolev inner product (see [7] ) for all α > −1. These polynomials form a special case of the above mentioned Sobolev Laguerre polynomials, since L α,M,0 n (x) = L α,M n (x). For more details the reader is referred to [2] and section 2 of this paper for more results concerning the coefficients of this differential equation.
The differential equation found in [2] was computed by hand, without the help of computers. This is nearly impossible for these other cases. We need computers to handle the very huge expressions we have to deal with.
The method we used to find the results listed in this paper is explained in [4] . We refer to this report for more details.
The infinite order Laguerre differential equation
In [2] the following theorem was proved without the use of computers :
where
are continuous functions on the real line and
are independent of n.
Moreover, the functions {a
Later we discovered that the coefficients
have the following interesting property.
of the differential equation given by (1) and (2) 
For nonnegative integer values of α we have :
Note that this theorem implies for nonnegative integer values of α :
The proof of this theorem can be found in [4] .
Some preliminary results for the Sobolev Laguerre polynomials
In this section we look for a differential equation of the form
for the polynomials
where the coefficients A 0 , A 1 and A 2 are defined by
For details concerning these generalized Laguerre polynomials and their definition the reader is referred to [6] and [3] .
are given by (2) . Although the general form is still an open problem so far, we know that the differential equation given by (3) is not unique as in the case of the differential equation (1) . This is explained by the following theorem :
satisfy the following infinite order differential equation :
The proof is very easy and is based on the observation that
By using these formulas and the definition (4) of the coefficients A 0 , A 1 and A 2 the result follows immediately.
Again the reader is referred to the report [4] for more details.
In the special cases α = 0, α = 1 and α = 2 differential equations of the form (3) are found explicitly. In these three special cases of integer values of the parameter α we find a linear differential equation of formal order 4α + 10. By formal order we mean that for special cases (M = 0 or N = 0) the true order might be lower. We will not give all results here, but we again refer to [4] for all details.
As an example we give the result in the case that α = 0. In that case we have found the following linear differential equation of formal order 10 :
The results obtained in these three special cases give rise to the following conjecture.
Conjecture. If α is a nonnegative integer, the polynomials
satisfy a differential equation of formal order 4α + 10 which is of the form
where the coefficients
are polynomials independent of n which satisfy
The generalized Jacobi polynomials
In this section we will deal with the problem of finding a differential equation for the generalized Jacobi polynomials
Since the well-known second order differential equation for the classical Jacobi polynomials P
is given by
it is clear that we look for a differential equation of the form
Here we used the same definition as in [7] , but in a slightly different notation. In this case the differential equation will be unique in its general form if it exists. We introduce the notation a i (α, β, x), i = 1, 2, 3 , . . . ,
Since the polynomials
satisfy the symmetry relation
we have
The general form is still an open problem, but the symmetric case β = α and N = M turns out to be much less difficult. If β = α and N = M we can choose c i (x) = 0 for all i = 0, 1, 2, . . ..
In fact we have shown that there exists a differential equation of the form
and
This differential equation turns out not to be unique. We write
If we substitute (6) and (7) in the differential equation (5) then we finally find three equations for the coefficients {a i (x)} ∞ i=0 which are equivalent to the following two :
We introduce the notation
are uniquely determined. The explicit form of these coefficients is given in the two theorems below. 
Now we come to our main result :
satisfy the differential equation given by :
where the coefficients {c i (x)} In the same way we find ∞
