This paper introduces quality of services multicast routing by using intelligent algorithm. Its main objective is to construct a multicast tree that optimizes a multi objective function with respect to performance-related constraints (Short path, delay, packet loss). The proposed algorithm can be divided into two steps: firstly, the multicast tree selection algorithm is based on shortest path; secondly, to find routes with two or more QoS parameters.
Introduction
Multicast services have been used by a variety of continuous many applications. With the development of network technology with high performance such as Multicasting Network, the study of design theory and methodology based on QoS multicast routing protocol has been an important subject in network study. Therefore, the multicasting plays a significant role in the networks. QoS multicast routing relies on state parameters specifying resource availability at network nodes or links, and uses them to find paths with enough free resources. The problem of QoS multicast routing with multiple constrains is an NP complete, some heuristics is being used to solve this problem.
Network Model
The network in Figure1 is modeled as a set of nodes that are usually represented as a weighted digraph G = (V, E), where V denotes the set of nodes and E denotes the set of communication links connecting the nodes. |V| and |E| denote the number of nodes and links in the network, respectively. Without loss of generality, only digraphs are considered in which there exists at most one link between a pair of ordered nodes [8] . Associated with each link are parameters that describe the current status of the link.
Let s∈V be source node of a multicast tree, and M{V-{s}} be a set of end nodes of the multicast tree.
Stationary and Transient Links
Transient Links: links between nodes that move fast, exists only for a short time.
Stationary: links between nodes that move slowly, assuming continuous connection.
QOS State Matrix
A node i has a precise information about it's neighbors: delay (i,j). bandwidth (i,j). cost (i,j). (transient link cost much more) Path P = i -> j -> … -> k -> l. Delay (P) = delay(i,j)+…+delay(k,l). Bandwidth(P)= min{bandwidth(i,j),…,bandwidth(k,l)}.
Cost (P) = cost(i,j) +…+ cost(k,l).
The Routing Problem
QoS-based multicast routing problem mainly deals with some elements: Network G=(V,E), multicast source s∈V, the set of end nodes M{V-{s}}, delay(·)∈R, delay-jitter(·)∈ R+, cost (·) ∈R, bandwidth (·)∈R, and packet-loss (·)∈R+. This routing problem is to find the T (s, M) which satisfies some QoS constraints: 1)Delay constraint: delay (p (s,t))≤D 2)Bandwidth constraint: bandwidth (p (s,t))≥B 3)Delay jitter constraint: delay-jitter (p (s,t))≤J 4)Packet loss constraint: packet-loss (p (s,t))≤L Meanwhile, the cost (T (s, M) should be minimum. Where D is delay constraint, B is bandwidth constraint, J is delay jitter constraint and L is packet loss constraint. In the above QoS constraints, the bandwidth is concave metric, the delay and delay jitter are additive metrics, and the packet loss is multiplicative metric.
The routing problem can be summarized as follows. Delay Constrained Routing Problem To find a feasible path P from S to t such that delay(P) ≤ D, when there are multiple such paths, select the one with least delay.
Bandwidth Constrained Routing To find a feasible path P from S to t such that bandwidth (P) ≥ B, when there are multiple such paths, select the one with least cost.
Finally, to collectively utilize the state information at the intermediate nodes to guide the routing messages along the best paths to the destination, so that the probability of finding feasible low-cost path is maximized.
A source node issues a number of tickets based on the available state information. Each routing message contains at least one ticket. A probe can be split by intermediate node if it contains more than one ticket. The total number of messages is bounded by the number of tickets issued by the source node. An Intermediate node decides whether an incoming probe should be split and to which of its neighbors to forward the message.
The Proposed Method
The algorithm is given in a general form, and relies on the sub-algorithms. This algorithm realizes the routing with two parts. First, shortest path in minimum cost for the constrained delay time. Second, shortest path in minimum delay time for the constrained cost. The outline of this algorithm is explained in following.
The main algorithm starting from a tree with only s Higher-layer receiver i first Select the most appropriate path P from T A setup message is sent to i along P, carrying the data structure RECEIVER Prior to executing the main loop, the sub-algorithm Pre-Process performs some preliminary processing such as deleting edges with insufficient QOS.
Simulation Result
The simulations run with a constant number of 25% edge nodes (as opposed to the 20% we usually used). The number of candidate destination nodes varied from 1% up to the whole set of edge nodes (25%). The candidate set of source nodes was always the whole set of edge nodes. Only the links from those destination nodes were assigned a bandwidth capacity of 1000Mb.
The success ratio for different node delays and tree sizes for simulations with delay QoS requirements are presented in Figure 6 .2. As the same simulation parameters are used for the flat as well as hierarchical routings, the success ratio has similar behavior in both cases. The path delay of Flooding messages increases with the node delay. Therefore, for a given tree size, the number of messages rejected by the QoS forwarding condition increases and, hence, the success ratio decreases with an increase in the node delay. Since the average path length of Flooding messages is higher for fewer on-tree routers, this effect is more prominent for 30-node trees than in the other case (Figure 1 ). The success ratio for different delay requirements is presented in Figure 6 .3. As in Figure 6 .2, the performance of hierarchical and flat routing protocols is similar. For a given tree size, the number of Flooding messages rejected by the QoS forwarding conditions decreases and, hence, success ratio increases with an increase in the delay requirement. The average path length of Flooding messages decrease with an increase in tree size. Therefore, for a given node delay, the path delay and the number of messages rejected by the QoS forwarding conditions decreases and, hence, the success ratio increases with an increase in tree size (Figure 2 ). 
Summary
QoS multicast routing is the foreland research project in networks and information technology. While interests of many people have got better results in single, this chapter study QoS multicast routing model and optimization algorithm based on delay and cost constraints and gives the heuristic genetic algorithm of minimum-costs QoS multicast tree and cost-delay constraint. The feature that makes it distinct from previous formulations is that the QoS parameters of the l.
