Abstract. There is biological evidence that human actions are composed out of action primitives, like words and sentences being composed out of phonemes. Similarly to language processing, one possibility to model and recognize complex actions is to use grammars with action primitives as the alphabet. A major challenge here is that the action primitives need to be recovered first from the noisy input signal before further processing with the action grammar can be done. In this paper we combine a Hidden Markov Model-based approach with a simplified version of a condensation algorithm which allows to recover the action primitives in an observed action. In our approach, the primitives may have different lengths, no clear "divider" between the primitives is necessary. The primitive detection is done online, no storing of past data is required. We verify our approach on a large database. Recognition rates are slightly lower than the rate when recognizing the singular action primitives.
Introduction
There is biological evidence that actions and activities are composed out of action primitives similarly to phonemes being concatenated into words [21, 7, 20] .
In this sense, one can define a hierarchy of action primitives at the coarsest level, and then actions and activities as the higher abstract levels where actions are composed out of the action primitives while activities are, in turn, a composition of the set of actions [2, 17] 1 . If the action primivies are used as an alphabet one can use action grammars [12, 23] to model actions and activities. It is an open problem how to define and detect these action primitives and how to define these grammars. It is reasonable to assume that these things can only be defined in context of the specific application at hand.
If an observed complex action is given and a grammar should be used for parsing and recognition, then the first necessary step is to recover the letters in this observed action, i.e., the action primitives. Once the observed (continuous) sequence has been translated into a discrete set of symbols (letters), parsing based on the grammar description can be done.
In other words, if we have given an alphabet of action primitives P and if we define any action O to be a composition O = a 1 a 2 a 3 . . . a T of these action primitives, then our goal is to recover these primitives and their precise order. The same problem is also found in speech recognition where the goal is to find the right sequences of phonemes (see Sec. 2). Once we have recovered the sequence of action primitives in the observed sequence, we can identify the action through parsing. (In speech recognition, the sequence of detected phonemes is used to identity the corresponding word.)
The recovery of the action primitives is a non-trivial problem. Unlike phonemes (see also discussion in Sec. 2), action primitives can have a "long" durations and the variance of their execution speed may vary greatly. Also, action primitives can be heavily smeared out which complicates the distinction between them.
In this paper we deal with the recovery of the sequence of the action primitives out of an action, when a set (or alphabet) of action primitives is given.
In order to take into account possible noise and imperfect data, we base our approach on Hidden Markov Models (HMMs) [9, 18] and represent our action primitives with HMMs.
Thus, given a set of action primitives P where each action primitive is represented by an HMM and given an observed sequence O of these action primitives where 1. the order of the action primitives and 2. the duration of each single action primitive and the position of their boundaries are unknown, we would like to identify the most likely sequence of action primitives in the observation sequence O. According to the biological findings, the representation for action recognition is closely related to the representation for action synthesis (i.e. the motor representation of the action) [21, 7, 20] . This motivates us to focus our considerations in this paper to actions represented in joint space. Thus, our actions are given as sequences of joint settings. A further justification for this approach is that this action representation can then be used, in future work, to bias 3D body trackers as it operates directly on the 3D parameters that are to be estimated by the 3D tracker. However, our focus on joint data is clearly without limiting generality and our technique can be applied also to other types of action representations as long as the features live in a metric space. In our on-going research we have applied the same techniques of this paper also to action recognition based on silhouettes [15] . This paper is structured as follows: In Sec. 2 will will give an overview of related work. In Sec. 3 we will discuss our approach for the HMM-based recognition of the action primitives. In Sec. 4 we present our extensive experimental results. The paper is concluded then in Sec. 5 with final comments.
Related Work
The recovery of phonemes in speech recognition is a closely related to our problem and thus the techniques applied there wore worthwhile to be investigated. In speech recognition, acoustic data gets sampled and quantized, followed by using Linear Predictive Coding (LPC) to compute a cepstral feature set. Alternatively to LPC, a Perceptual Linear Predictive (PLP) analysis [8] is often applied. In a later step, time slices are analyzed. Gaussians are often used here to compute the likelihoods of the observations of being a particular phoneme [10] . An alternative way to the Gaussians is to analyze time slices with an Artificial Neural Network [3] . Timeslices seem to work well on phonemes as the phonemes have usually a very short duration. In our case, however, the action primitives have usually a much longer duration and one would have to deal with a combinatorial problem when considering longer time slices.
In the following we will shortly review the most recent publications that consider the action recognition problem based on action primitives.
As mentioned above, the human visual system seems to relate the visual input to a sequence of motor primitives when viewing other agents performing an action [21, 7, 20] . These findings have gained considerable attention from the robotics community [22, 6] . In imitation learning the goal is to develop a robot system that is able to relate perceived actions to its own motor control in order to learn and to later recognize and perform the demonstrated actions.
In [14, 13] , Jenkins et al. suggest applying a spatio-temporal non-linear dimension reduction technique on manually segmented human motion capture data. Similar segments are clustered into primitive units which are generalized into parameterized primitives by interpolating between them. In the same manner, they define action units ("behavior units") which can be generalized into actions. In [11] the problem of defining motor primitives is approached from the motor side. They define a set of nonlinear differential equations that form a control policy (CP) and quantify how well different trajectories can be fitted with these CPs. The parameters of a CP for a primitive movement are learned in a training phase. These parameters are also used to compute similarities between movements. In [5, 1, 4] a HMM based approach is used to learn characteristic features of repetitively demonstrated movements. They suggest to use the HMM to synthesize joint trajectories of a robot. For each joint, one HMM is used. In [5] an additional HMM is used to model end-effector movement. In these approaches, the HMM structure is heavily constrained to assure convergence to a model that can be used for synthesizing joint trajectories.
In [16] , Lu et al. also approach the problem from a system theoretic point of view. Their goal is to segment and represent repetitive movements. For this, they model the joint data over time with a second order auto-regressive (AR) model and the segmentation problem is approached by detection significant changes of the dynamical parameters. Then, for each motion segment and for each joint, they model the motion with a damped harmonic model. In order to compare actions, a metric based on the dynamic model parameters is defined. An approach of using meaningful instants in time is proposed by Reng et al. [19] where key poses are found based on the curvature and covariance of the normalized trajectories.
Representing and Recognizing Action Primitives Using HMMs
In order to approach the action recognition problem, we model each of the action primitives P = {a 1 , a 2 , . . . , a N } with a continuous mixture-HMM. A Hidden Markov Model (HMM) probabilistic version of a finite state machine. It is generally defined as a triplet λ = (A, B, π) , where A gives the transition likelihoods between states, B the observation likelihoods, conditioned on the present state of the HMM, and the starting state π (see the classics [9, 18] for a further introduction). In case of the continuous mixture HMM, the observation likelihoods are given as Gaussian mixtures with M ≥ 1 mixtures.
Our HMMs are trained on demonstrations of different individuals and the Gaussian mixtures are able to capture the variability between them. The training results into a set of HMMs {λ i |i = 1 . . . N}, one for each action primitive.
Once each action primitive is represented with an HMM, the primitives can generally simply be recognized with the classical recognition technique for HMMs, a maximum likelihood or a maximum a-posteriori classifier: Given an observation sequence O t of an action primitive, and a set of HMMs λ i , the maximum likelihood (ML) max
identifies the most likely primitive. An alternative to the ML technique is the maximum a-posteriori (MAP) estimate that allows to take into account the likelihood of observing each action primitive:
where P (λ i ) is the likelihood that the action, represented by the HMM λ i appears.
Recognition with HMMs
In general, the likelihood of an observation for some HMM λ i can be computed as
Here, one needs to marginalizes over all possible state sequences S = {S 0 , . . . , S T } the HMM λ i can pass through.
To apply this technique to our problem directly is difficult in our case: In Eq. 3-5 we evaluate at the end of the observation O and select the HMM which explains this observation best. In our case, however, we are not able to identify when one primitive ends and where a new one starts. Thus, the problem is that we do not know when to evaluate, i.e. at what time steps t we should stop and do the maximum-likelihood estimation to find the most likely action primitive that was just now being observed.
Instead of keeping the HMMs distinct, our suggestion is to insert the "action identifier" i of the HMM λ i as a random variable into Eq. (5) and to rewrite it as
In other words, we would like to estimate at each time step the likelihood of action i and the state S from the previously seen observations, or, respectively, the probability of λ i being a model of the observed action:
The difference in the interpretation becomes more clear when we write Eq. (7) in a recursive fashion:
This is the classical Bayesian propagation over time. It computes at each time step t the likelihood of observing the action i t while having observed O 0:t . If we ignore the action identifier i t , then Eq. (8) explains the usual efficient implementation of the forward algorithm [9] . Using the random variable i t , Eq. (8) defines a pdf across the set of states (where the state vector S t is the concatenation of state vectors of each individual HMM) and the set of possible actions. The effect of introducing the action i might not be obvious: using i, we do not any more estimate the likelihood of an observation, given a HMM λ i . Instead, we compute at each time step the probability mass function (pmf) P (S t , i t |O 0:t ) of each state and each identity, given the observations. By marginalizing over the states, we can compute the pmf P (i t |O 0:t ) for the action at each time step. The likelihood P (i t |O 0:t ) converges to the most likely action primitive as time progresses and more data becomes available (see Fig. 1 ).From Fig. 1 it is apparent that the pmf P (i t |O 0:t ) will remain constant after convergence as one action primitive will have the likelihood 1 and all other primitive likelihoods have vanished. To properly evaluate the entire observation sequence, we apply a voting scheme that counts the votes after each convergence and then restarts the HMMs. The states are initialized with the present observation likelihoods and then propagated with shows an example for a typical behavior of the pmf P (it|O0:t) as time t progresses. The input data consisted of two action primitives: first, action primitive "2", marked with "+", then, action primitive "3", marked with "o". One can see that until ≈ sample 52 the system converges to action "2", after sample 70, the system converges to primitive 3. The length of the first sequence is 51 samples, the length of sequence 2 is 71 samples.
the transition matrix as usual. Fig. 2 shows the repeated convergence and the restarting of the HMMs. In the example shown in Fig. 2 we have used two concatenated action primitives, denoted by the green curve with the "+" and by the blue curve with the "o", respectively. The first action primitive was in the interval between 0 and 51, while the second action primitive was from sample 52 to the end. One can see that the precise time step when primitive 1 ended and when primitive 2 started cannot be identified. But this does not pose a problem for our recovery of the primitives as for us the order matters but not their precise duration. In Fig. 1 a typical situation can be seen where the observed data did not give enough evidence for a fast recognition of the true action.
Experiments
For our experiments, we have used our MoPrim [19] database of human one-arm movements. The data was captured using a FastTrack Motion capture device with 4 electromagnetic sensors. The sensors are attached to the torso, shoulder, elbow and hand (see Fig. 3 ). Each sensor delivers a 6D vector, containing 3D position and 3D orientation thus giving a 24D sample vector at each timestep (4 sensors with each 6D). The MoPrim database consists of 6 individuals, showing 9 different actions, with 20 repetitions each. The actions in the database are simple actions such as point forward, point up, "come here", "stop!". Each sequence consists of ≈ 60-70 samples and each one starts with 5 samples of the arm in a resting position, i.e., it is simply hanging down.
Instead of using the sensor positions directly, we transform the raw 24D sensor data into joint angles: one elbow angle, one shoulder angle between elbow, shoulder and torso and a 3D orientation of the normal of this shoulder-elbowtorso-triangle. The orientation of the normal is given with respect to the normal of this triangle when the arm is in resting position. All angles are given in radians. No further processing of the MoPrim data was done. 1. In the first test, we tested for invariance with respect to the performing human. We have trained nine HMM for nine action. Each of the HMMs was trained on 6 individuals and all the 20 repetitions of the actions. The recognition testing was then carried out on the remaining individual (leaveone-out-strategy). The HMMs we use were mixture HMMs with 10 states and 5 mixtures per state (these numbers are chosen arbitrarily, and they gave good results). 2. Here, we tested for invariance with respect to the variations within the repetitions. We have trained nine HMMs for nine actions. Each HMM was trained on all individuals but only on 19 repetitions. The test set consisted of the 20th repetition of the actions.
3. As a base line reference, we have tested how good the HMMs are able to recognize the actions primitives by testing action primitive sequences of length 1. Here, the HMMs were trained as explained under 2 above. This test reflects the recognition performance of the classical maximum-likelihood approach. 4. We have repeated the above three experiments after having added Gaussian noise with zero mean and a standard deviation of σ = 0, σ = 0.3 and σ = 1 to the training and testing data. As all angles are given in radians, thus, this noise is considerable.
To achieve a good statistic we have for each test generated 10.000 test actions of random length ≤ 100. Also, we have systematically left out each individual (action) once and trained on the remaining ones. The results below are averaged across all leave-one-out tests. In each test action, the action primitives were chosen randomly, identically and independently. Clearly, in reality there is a strong statistical dependency between action primitives so that our recognition results can be seen as a lower bound and results are likely to increase considerably when exploiting the temporal correlation by using an action grammar (e.g. another HMM).
The results are summarized in Table 1 . One can see that the recognition rates of the individual action primitives is close to the general base-line of the HMMs. The recognition rates degrade with increasing noise which was to be expected, however, the degradation effect is the same for all three experiments (identities, repetition, baseline). All actions in the action database start and end in a resting pose. To assure that the resting pose does not effect the recognition results, we have repeated the above experiments on the action primitives where the rest poses were omitted. However, the recognition results did not change notably.
Conclusions
In this work we have presented an approach to recover the motion primitives from an action where the motion primitives are represented with a Hidden Markov Model. The approach we have taken is to consider the joint distribution of the state and the action at the same time instead of using the classical maximum likelihood approach. The experiments show that the approach is able to successfully recover the action primitives in the action with a large likelihood. It is worth pointing out that in our experiments the pairwise appearance of action primitives was statistically independent. Thus, for the recovery of the action primitives no temporal constraints between the action primitives were used or exploited. Temporal constraints between the action primitives are later introduced at a higher level though action grammars.
In future work we will use a further HMM to learn sequences of action primitives from training examples to learn such an action grammar.
