Abstract-Cloud computing provides reliable, affordable, and flexible resources for many applications and users with constrained computing resources and capabilities. The cloud computing concept is becoming an appealing paradigm for many industries including the gaming industry, leading to the introduction of cloud gaming architectures. Despite its advantages, cloud gaming suffers from unguaranteed end-to-end delay as well as server side's computational complexity. In this paper, a novel algorithm for reducing the computational complexity and hence speeding up the video encoding speed is proposed. Specifically, by performing minimum modifications in the game engine and the video codec, some information from the game engine is fed into the video encoder to bypass the motion estimation (ME) process. Our results show that the proposed method achieves up to 39% speedup in the ME process, leading to a 24% acceleration in the total encoding process.
I. INTRODUCTION
V IDEO gaming has become popular entertainment in U.S. society. Based on the recent industry facts, reported by the Entertainment Software Association, 59% of Americans play video games [1] . The market revenue from the gaming industry is expected to reach U.S. $111 billion by 2015 [2] . Such a market will continue to thrive in the years ahead. This is mainly due to new opportunities brought by the emerging cloud computing infrastructure. The ubiquity of data centers allows for a scalable environment where service providers can deploy games faster and reach more customers. Furthermore, cloud computing allows for offloading traditional as well as complex computational tasks, such as high definition rendering, to the server side of a cloud system. These capabilities turn the idea of cloud gaming into a reality, which is also referred to as the paradigm of gaming as a service (GaaS) [3] .
The cloud gaming structure can be categorized in three groups as addressed in [3] . The first category is known as remote rendering GaaS (RR-GaaS). In this architecture, all of the computational operations including gaming logic, video rendering and capturing, video encoding, and finally, video streaming are performed at the server side. At the other end, a thin client receives only a compressed video bitstream and simply decodes and displays it. Intuitively, since in this scenario, the computation is taking place at the server side, an important challenge would be the power consumption of the server, which has computational complexity as its main contributing factor. Another important challenge affecting users' experience is the end-to-end delay. In the second category, the rendering operation is performed at the client side. This scheme is called local rendering GaaS. In such a structure, since the terminal is responsible for performing the rendering operation such as video encoding, video streaming and video decoding are eliminated from the cloud gaming system. But, the client has to be capable of performing the real-time rendering of game scenes. In addition to the computational capability of client devices, their power consumption is also a considerable challenge due to the portability and hence battery dependence of many client devices. In the third category, a cognitive resource allocation GaaS scheme is considered as the architecture of cloud gaming. In this structure, some of the computational operations may be performed at the server side or the client side based on the network, client, and server conditions. In other words, this architecture enables the cloud gaming system to select optimal component combinations according to system situation.
Among the aforementioned categories, the RR-GaaS is the most mature model. Furthermore, RR-GaaS is commercially utilized by some of the leading cloud gaming companies, such as Sony (Gaikai), former OnLive whose patents are now acquired by Sony, and G-cluster. For this reason, our gaming architecture in this paper is based on RR-GaaS.
An RR-GaaS-based cloud gaming system offers many advantages to both game players and developers [4] , but also raises new challenges, especially in terms of computational complexity. This is because the tasks of running the game logic, updating and rendering the scenes, and encoding and streaming the resultant video are all carried out in cloud servers. Considering that the cloud will service many and possibly a massive number of players, any slight reduction of execution time per player at the server side would really matter for the cloud gaming service provider. Hence, speeding up the server-side processes has two direct advantages: 1) lower delay and 2) less power consumption. If the processing speed increases, then the end-to-end delay of cloud gaming system will be reduced. Also since there is a direct relation between execution time and clock frequency, if the encoding time is reduced by a certain percentage, the number of CPU clock cycles would be reduced proportionally. Furthermore, there is a direct relation between power consumption and clock cycles used [5] . Hence, by reducing the number of clock cycles for video encoding, our approach leads to lower power consumption as well. Considering the large number of game instances running simultaneously on a cloud gaming system, a slight acceleration in processing speed would bring considerable benefit for cloud gaming service providers and ultimately less expensive service to end users.
In [6] , the computational steps of a cloud gaming system are decomposed into four processes: 1) packetization; 2) format conversion; 3) video encoding; and 4) memory copy. Among these four processes, video encoding contributes up to 52% of the processing time. This motivated us to investigate the feasibility of accelerating the cloud gaming operations at the server side in [7] . The aim of the mechanism in [7] is to accelerate the power-intensive process of video encoding, using available game objects' information from the game engine. At the video encoder side, the motion estimation (ME) process is the most time-consuming and power-intensive step. Ironically, at the game engine side, the information about the motion of the objects within the scene is available during the rendering operation. Hence, the game engine's object information could be utilized in order to bypass the time-consuming ME procedure. Considering that ME's contribution in recent video coding standards [i.e., H.264/AVC and High Efficiency Video Coding (HEVC)] is more than 50%, this modification should lead to a fair amount of encoding acceleration at the server side. This was confirmed by our preliminary results in [7] , which showed that the proposed mechanism achieves an average of 14.32% and 8.86% acceleration in ME and total encoding time, respectively.
A. Contributions and Comparison With Our Previous Work
In this paper, we have refined and extended our work in [7] in various forms. The contributions of this paper can be summarized as follows.
1) Generic Method: The proposed method has several properties that make it generic and applicable to various game engines and video encoders. First of all, it needs minor modification at the game engine and the video encoder sides. Second, no specific game engine or video encoder is assumed in the general design of the proposed method. In other words, the needed information from the game engine can be extracted from any existing game engine. The same thing is true for the video encoder. Although we have used H.264/AVC in our design for the proof of concept, the method is encoder independent and can be applied to any video encoder such as the emerging HEVC standard. 2) Simple and Fast Interface: The interface receives some information from the game engine and modifies them to be readable by the video encoder. In our design, the interface performs few operations such as coordinate conversion, object scaling, and object movement computation. Furthermore, there is no need to save a large amount of information at the interface or perform drastic computations to perform these operations. 3) Smart Speedup Scheme: The proposed method combines three different approaches to provide a smart speedup mechanism. First, the proposed method not only uses the information from the game engine side (such as object location), but also uses the information from inside the video encoder, such as the predicted motion vector (PMV), to make a smarter decision in skipping the ME process in order to speed up the whole encoding operation. Second, the proposed method differentiates between macroblocks (MBs) located in the foreground and the background, due to similarity of the motion for the MBs located in the background area. Third, instead of considering a binary decision mechanism of fully performing conventional ME or fully skipping it, three different levels of ME processes are defined by adopting a total of four thresholds. All of the above are rather significant and lead to having a method with an rate-distortion (R-D) performance very close to the conventional encoder, while achieving up to a 24% speedup in the total encoding time. 4) Comprehensive Evaluation: The visual quality of the proposed method is evaluated by performing not only objective tests but also subjective evaluations. The outcome of the subjective analysis is promising and supports the objective evaluations. Both confirm that the proposed method outperforms [7] and achieves an R-D performance very close to the conventional encoder. We have evaluated the performance of the proposed method for a practical game engine and video encoder, where we gained up to a 24% speedup for the whole encoding process and 39% for ME operation. This shows that the proposed method in this paper accelerates the encoding process by a factor of 2 in comparison with the previous method in [7] .
The rest of this paper is organized as follows. Section II provides a review of the existing work in cloud gaming and, especially, the ones that worked on accelerating the cloud gaming process. Our observations as well as the proposed method for speeding up the cloud gaming process are described in Section III. To examine the performance of the proposed method, evaluations are presented in Section IV. Finally Section V concludes this paper.
II. RELATED WORK
As we explained before, in RR-GaaS architecture, power consumption and computational complexity are challenging issues for cloud servers, mainly due to intensive graphic rendering and video encoding tasks. In this section, we first explore some of the existing works on reducing the complexity of video encoders. Then, we briefly describe the works on reducing or maintaining the computational complexity of cloud gaming systems. By the introduction of the H.264/AVC standard, real-time video compression as well as power consumption of video encoders and decoders became the most challenging issues for researchers. While some studies (see [8] - [12] ) have focused on reducing the computational complexity of the H.264/AVC and the emerging HEVC standards, others, such as [13] - [15] , have tried to maintain or control the power consumption of video codecs. In order to reduce the computational complexity of video encoders, researchers have focused on two encoding steps known as ME and mode decision, due to their considerable contribution to the total computational complexity. Among the methods working on the ME process, some have tried to reduce the number of search candidates of ME process [8] , some others, such as [9] and [10] , have proposed fast ME approaches, while others have worked on the mode decision procedure and have mostly focused on skipping mode decision in certain conditions, as described in [12] .
To control the computational complexity and hence maintain the power consumption of the H.264/AVC encoder, a two-stage complexity controller is proposed in [13] . Kannangara et al. [14] have managed the complexity of an H.264/AVC encoding system for real-time applications by selectively dropping some frames based on encoding time consumption. In [15] , the encoding parameters are adjusted to adapt the computational complexity of a video encoder with the available resources.
Although the above methods can be used to reduce the computational complexity of video encoding, and hence the whole cloud gaming server, these are generic video encoding methods and do not consider specific characteristic of cloud gaming system. In other words, they have no information about the potential of using the side information that may come with the compressed bitstream in games. Our proposed method specifically targets video streams encoded from game scenes, and not only should lead to better performance for cloud gaming, but is also complementary to the above methods.
The computational complexity of cloud gaming has also been taken into attention by several studies (see [16] - [21] ). In [16] , the video encoding process is sped up, using the run-time graphic rendering context. To do so, the video encoder selects a set of key frames and uses a 3-D imagewarping algorithm to interpolate other noncritical frames. In [17] and [18] , the ME process is bypassed using the depth map, extracted from the game engine. The depth information is also used in [19] to accelerate the mode selection step of the H.264/AVC encoder. Unlike the above methods [17] - [19] , our proposed method provides an abstract-level solution for accelerating the cloud gaming process. In our scheme, neither a special game type (i.e., 2-D or 3-D) nor a specific rendering technology (e.g., OpenGL) is assumed. This makes our method more generic and applicable for any type of game engine and video encoder. Taher et al. [20] proposed tuning the encoding parameters based on the available complexity to meet the complexity constraint of a cloud gaming system. Hemmati et al. [21] have used their object prioritization method [22] , [23] to reduce the processing power of the encoder by removing less important objects from the scene. These methods [20] - [23] are complementary to our proposed method in this paper. In [24] , a layered coding scheme is presented, which takes advantage of the graphic processing capability of a mobile client in order to reduce the bit rate of game streaming.
In [25] , a warping-based ME method is proposed, with the main objective of improving the video compression quality. To do so, they have used the additional information available from the rendering process to improve the video compression quality. The objective of our work is to reduce the encoding complexity by speeding up the encoding process, while their objective is to improve compression quality, hence the objectives are different and our work cannot be compared with theirs.
In this paper, we extend [7] and propose a method, which uses the side information of the game engine and decides to skip or perform the ME process based on some conditions. The proposed method has several advantages over [7] . Semsarzadeh et al. [7] sped up only the encoding process of the MB inside the objects and we did not consider the background area, while the proposed method in this paper detects if an MB is located in the foreground or background and performed different operations based on the location of the MB. Furthermore, Semsarzadeh et al. [7] decided only to skip the ME of an MB if it was within an object area, regardless of other information that is available at the encoder side, such as PMV. In this paper, for the MBs inside an object (foreground MBs), we compare the object movement with the PMV and decide whether to skip the ME process, perform a restricted ME operation, or perform a normal ME operation. In addition to foreground MB, the proposed method in this paper tries to accelerate the ME process of the background MBs. For an MB located in the background area, a background motion vector will be used for comparison with the PMV. Here, again three types of ME processes may be performed based on the difference between the background motion vector and the PMV.
III. PROPOSED FRAMEWORK
In this section, we present our method for accelerating the cloud gaming process, by providing some side information to the video encoder. Building on [7] , we first review, in Section III-A, the conventional cloud gaming system and the basic acceleration scheme. In Section III-B, we provide some observations about the ways of improving the speed as well as the accuracy of our previous method. Finally, in Section III-C, we present the proposed acceleration scheme and discuss its steps in detail.
A. Overall Design
The block diagram of a conventional cloud gaming system is shown in Fig. 1 . As shown in Fig. 1 , the gaming operation [7] .
is performed at both client side and server side. The client side is responsible for collecting the user interactions, as well as decoding the received video bitstream from the server side. At the server side, the game engine runs the game logic, renders the game scene, and sends the scene frame by frame to the video encoder. The video encoder treats these frames as video frames and performs compression to produce video, which is then streamed to the player. As shown in Fig. 1 , all of the computationally complex tasks including rendering, video encoding, and streaming are performed at the server side. Considering the large number of parallel games running on the server side, the power consumption of the servers imposes a significant challenge on the ability and cost of the game provider to support a very large number of players.
In current cloud gaming systems, the video encoder does the compression process without having any knowledge about the game objects or the game engine characteristics. In other words, the video encoder performs blind compression on received frames. But, in such a system, some side information is available that can facilitate the encoding operations. This side information, such as the number of objects and their location in a scene and whether an area that is located in the background or not, would help the video encoder to skip some of the complex encoding operations.
Considering the aforementioned observation, Semsarzadeh et al. [7] proposed a system that uses some side information to speed up the encoding process of video frames. The core idea of the proposed system is the introduction of an interface between the game engine and the video encoder, as shown in Fig. 2 . This interface collects some information from the game engine and reshapes them to be understandable by the video encoder. Having this information, the video encoder will be able to skip or simplify some encoding operations, especially the ME process, for some blocks in the frame, leading to faster encoding.
The interface has to be adoptable for vast combinations of game engines and video encoders. To have such a practical interface, some generic information produced by almost all of the common game engines has to be extracted from the game engine. In addition, slight modifications have to be performed at both game engine and video encoder sides. In the following sections, we review the operations that have to be performed on the game engine, the interface, and the video encoder, to make the acceleration operation possible. 1) Game Engine: As shown in Fig. 2 , we have considered the location and orientation of an object, referred as object info, as the main information that is extracted from the game engine and passes through the interface. In addition, the game engine has to generate some other data, named game info and game engine info, described as follows: 1) game info: the number of objects within the game, size (e.g., width and length) of each object, and the size of the game frame; 2) game engine info: the game engine's coordinate system. The pseudocode that generates the needed information from the game engine is shown in List 1. As shown in this list, the game engine info and the game info are generated only one time per game. But the object info has to be reported for every scene of the frame. In other words, during the rendering of each scene of the game, the object information including the object location and its orientation will be reported.
As can be observed from List 1, a few modifications have to be made in the game engine. These modifications are kept as generic as possible in order to make the proposed method applicable to any desired game engine.
2) Interface: The interface receives the produces information by the game engine and reshapes them to make them appropriate for the video encoder. In addition to game engine side information, the interface also receives some video encoder info for this purpose. The video encoder info defines the setup of the video encoder including video frame size, video frame coordinate system, and frames per second.
The interface uses some of the above information in an initial phase and configures the interface to be able to convert the game engine information side to video encoder side appropriately. After the configuration phase, the game engine starts sending the object info to the interface. After receiving the scene-based object information, the interface makes the object info appropriate for the video encoder and sends them to the video encoder. A pseudocode that shows the operations of the interface is shown in List 2.
As shown in this list, the interface takes some information including object info, scene center of game engine, number of coded frames per second, game engine coordinate system info, game frame size, and video encoder frame size. One of the tasks of the interface is converting various information from the scene-based format to the frame-based format in order to make it compatible with the structure of a video encoder. In addition, the produced information by the game engine has to be converted to the Cartesian system. Another task of the interface is deriving a scale factor to be used in converting the size and location of objects from game engine system to video encoder system.
As shown in List 2, for each object, a scene to frame conversion is performed first, and then the object location in the Cartesian system is produced. Using the scale factor, the object information is adjusted for the video encoding system. The next step is deriving the motion of the object by considering its movement in two consecutive frames.
Since the end-to-end delay has to meet the real-time criteria, the interface has to impose only minimal latency. As we discussed here, only a few operations have to be performed in the interface module, and hence the amount of added latency is negligible. 
3) Video Encoder Side:
In order to take advantage of the generated object motion, during the interface operations described above, some modifications have to be made at the encoder side to accelerate the encoding process.
The pseudocode for these modifications is shown in List 3, which will be explained later in Section III-C.
As expressed before, ME is the target of our proposed method. Since in the H.264/AVC standard, an MB is divided into several blocks or partitions, the ME is performed for all of the possible partitions inside the MB.
For any partition, the ME process is started from an initial point and an area in the reference frame is searched in order to find the most similar area to the current partition. In the H.264/AVC standard, this initial point is found by calculating the PMV. The PMV is generated based on the motion vector values of the above, left, and above-right partitions of the current partition [26] . Further details for the video encoder are provided in the following section.
Semsarzadeh et al. [7] mostly focused on the feasibility of using object's info during the encoding phase for acceleration. In this paper, we consider new methods, which take advantage of this side information at the encoder side. The main goal of the proposed methods is to accelerate the encoding process while minimizing the negative effect of replacing the motion vectors with object movements. In this regard, we provide further analysis and observations in the following section, which are then used to refine the mechanism of accelerating the encoding process shown in Section III-C.
B. Analysis and Observations
In the initial version of our accelerator, as presented in [7] , we assumed that the motion vector of any block located inside an object is identical with the object movement, derived from the game engine. This assumption is not always true. In the case of many MBs, some blocks move or rotate differently from the movement of the whole object. For example, if we have an MB containing the eyes of an avatar, the movement of the blocks that are covering the eyes may be different from the movement of the face. In such cases, using the object's movement as the motion of all blocks will result in nonoptimal final motion vectors (MVs). As a consequence, the cost of inter modes will be increased and the intra modes will win in the mode decision steps, which leads to bitrate increase, reported in [7] .
The above shortcoming stems from explicitly assigning the object movement as the final motion vector of the MBs located inside the object border. Instead, we can consider this movement only as a potential final MV of a block.
In other words, we can examine the accuracy of this motion by comparing it with the PMV. In the case of having an object movement close to the PMV, we can deduce that the probability of having a final MV identical to object motions is high. Then, the ME process can be skipped or simplified. Vice versa, if the object's motion is far from the PMV, we can conclude that the movement of the current block is different from the movement of the whole object. Then, a more intensive ME process is needed. The object's information provided by the game engine could also be used for detecting the MBs located in the background area and their corresponding movement. As discussed in [7] , the game engine provides object information for all of the objects within the current frame. Assuming that no data are provided for the background, we can detect background MBs as the MBs that do not fall inside the border of any object. Since the motion of background is almost homogenous for all of the MBs located inside the background area, we can detect the motion of the background and assign it to all of the MBs located in the background area.
C. Proposed Method
Considering the above observations, we propose a new method for using the object info at the encoder side. Our goal is to speed up the encoding process, while the bitrate increase or quality degradation is kept to a minimum.
In this new method, the modifications are made at the video encoder side. The pseudocode of the proposed algorithm and a high-level flowchart of it are shown in List 3 and Fig. 3 . The main operation of the proposed algorithm is composed of two separate paths for foreground and background MBs. In the following sections, we will explain each path in detail.
1) Foreground MBs:
For each MB, we first examine if it is located inside the border of any object within the current frame of the game. If so, the object movement (Obj_MV), reported by the game engine, would be compared with PMV. If the Obj_MV resides in a radius of Thr1 from the PMV, it confirms that the derived movement is a good estimation of the MV and the ME process would be skipped. If the Obj_MV is not within the Thr1 radius of PMV but its distance from PMV is less than Thr2, then the derived movement is almost fine but needs some refinement; hence, instead of performing a full ME, we perform the ME process within a restricted search area. If none of the above cases are met, the accuracy of the derived object's motion is low, and hence a normal ME would be performed.
2) Background MBs: In the case when the MB is not located inside any object border, we conclude that we are processing a background MB. We have made the worst case assumption that the game engine does not provide any information about the background and its movement. If, for a specific game, this assumption is not true and the engine actually reports the background information, then naturally our proposed method makes use of that. Otherwise, since no information is provided for a background MB by the game engine, first we have to make sure if the background MB in the current frame also resides in the background area of the previous frame or if it was behind another object in the previous frame. This examination is necessary, since the MV of the latter case would be different from the MV of an MB that has been located in the background in two consecutive frames. If the MB was not a background MB in the previous frame, a normal ME process will be performed. Otherwise, a tentative MV, named BK_MV, would be extracted for the current MB located in the background. BK_MV is updated by considering the final MV of all the MBs in the current frame, which are located at the background. For early MBs in the frame, where no BK_MV is available, the normal ME process will be performed. After extracting the BK_MV, we go through similar steps as we did for MBs located in the foreground. As shown in Fig. 3 , if the BK_MV is located inside an area with a distance of Thr3 from PMV, the ME process will be skipped. If BK_MV is not residing in that area but is still located in an area with a distance of Thr4, the ME process will be performed within a restricted search area. If none of the above conditions are met, a normal ME process will be performed.
The above process for foreground and background MBs is repeated for all of the available modes of the current MB, and hence based on the value of PMV, the ME process may be skipped for some modes but performed for other modes.
The value of the said threshold parameters depends on the ME algorithm and the definition of PMV in the specific video coding standard. These threshold values can be adjusted in an initial step for any specific encoder. The values of these threshold parameters for the H.264/AVC standard are addressed in Section IV, where we explore the experimental results of the proposed method.
IV. EXPERIMENTAL RESULTS
In this section, we perform several evaluations to examine the performance of the proposed method. In our tests, Fig. 5 . Total encoding time speedup comparison between the proposed method and that given in [7] for TruckToy, DeathBallToy, and AquariumToy games.
we report the amount of acceleration obtained by our proposed method. In addition, we explore the negative effects of our method including bitrate increase and quality loss. Furthermore, we compare the performance of our proposed method with [7] in terms of encoding speedup, objective, and subjective quality.
A. Objective Measurements
For objective evaluations, we have prepared two setups, one for the conventional method and based on the architecture shown in Fig. 1 and another for the proposed method and based on the block diagram of Fig. 2 . For both scenarios, we have used the Torque2D [27] as our game engine and three games including TruckToy, DeathBallToy, and AquariumToy.
In each game, we have chosen an object, as shown in Fig. 4 , and sent its information to the video encoder. In addition to one object, the background is also taken into account for speedup, but no additional information is provided by the game engine for the background. In order to capture the game scenes and deliver them to the video encoder, FRAPS software [28] is used, which is set to capture the game scenes at 30 frames/s. For video encoding, the reference software of H.264/AVC standard [29] is used. Inside this encoder, we have defined the threshold values of 10, 20, 2, and 10 for Thr1, Thr2, Thr3, and Thr4, respectively. In order to determine the above threshold values, we have performed several simulations on a set of video sequences outside our evaluation pool. This simulation set contains videos with different contents that are coded at different bitrates. For any other desired video codec, an initial simulation has to be performed to adjust the threshold parameters. These threshold parameters would be kept unchanged afterward.
In order to evaluate the performance of the proposed system, the captured video scenes are coded with four quantization parameter (QP) values. The encoder setting and adopted QP values are shown in Table I . The total encoding speedup of the proposed method in comparison with the conventional scheme is shown in Fig. 5 . As we can observed in Fig. 5 , the total encoding time using the proposed method is accelerated by up to 24% over various QP settings of Table I . Fig. 5 also shows the results of our previous method [7] . As we can observe, the proposed method outperforms [7] by at least a factor of 2.
The acceleration of ME for the proposed method and that given in [7] are shown in Fig. 6 . As shown in Fig. 6 , ME's speed is increased by up to 39% in the proposed method and outperforms [7] by a factor of 2, as well.
The R-D performance of the proposed method and its comparison with [7] and the conventional encoder for TruckToy and DeathBallToy games are shown in Fig. 7 . Unlike [7] , the proposed method achieves an R-D performance very close to the conventional method. This is the result of involving PMV in our decision making step. By doing so, the MBs, whose final motion vector is different from the object's movement, would be detected. This leads to less miss-prediction and in consequence less quality degradation. Hence, the proposed method achieves up to a 39% speedup in the ME process while imposing a negligible quality loss.
B. Subjective Quality Measurement
In addition to the objective tests provided above, we have also performed subjective quality tests by following Fig. 6 . ME time speedup comparison between the proposed method and that given in [7] for TruckToy, DeathBallToy, and AquariumToy games. ITU-R's double stimulus continuous quality scale method [30] . For the subjective tests, the same scenario as for the objective tests is followed. In the following sections, we discuss the demographic of the users, the methodology of the test, and evaluation outcomes, respectively.
1) User Study:
We asked 15 users to participate in our study. The case study consisted of university students and employees. The users had no expertise in video processing and video assessments. In order to evaluate the gaming experience of users, we asked them several questions regarding their skill and experience in gaming. The demographic of the users is shown in Table II . As shown in Table II , 83% of users had a gaming experience of fair or above; 67% of users play games more than five times a month. Most of the users have the experience to play on the PC platform, while the tablet and cell phone are the next popular platforms. The most popular genre in this case study is sports, while action and adventure genres are the next popular genres.
2) Methodology:
We asked the users to score nine different sets of video sequences. The nine sets come from three different games (AquariumToy, DeathBallToy, and TruckToy) each coded with three different bitrates, as shown in Table III . Each set contains three video sequences, coded with traditional, proposed in this paper, and proposed in [7] . In order to have more realistic results, we have coded 60-s-long videos (1800 frames) for each of the video bitstreams. The user must rate the videos as Excellent, Good, Fair, Poor, and Bad. The user has to score the videos in each set, independent from other sets, since the videos in each set are coded with different bitrates.
The video sequences were displayed at their original resolution to avoid any distortions due to scaling operation. The viewing distance was set to four times the screen height as recommended in [30] .
3) Subjective Test Results: The mean opinion score (MOS), as the subjective metric, for conventional, proposed encoder, and the encoder of [7] is shown in Table IV . The MOS for each combination of settings and method is the average MOS of all the participants. As shown in Table IV , the MOS of the proposed method is better than [7] in all the cases. As shown in the last column of Table IV, the MOS of the proposed method is only 17.55% far from the conventional encoder, on average, while this metric for [7] is 30.32%, which is 1.7 times more than the proposed method. Since we have used different bitrates for the subjective test, in comparison with the objective ones, we have also reported the bitrate and PSNR results of each test condition. As shown in Table IV , the bitrate variation of the proposed method and that given in [7] are negligible. Whereas the average quality of the proposed method degrades by 0.16 dB in comparison with the conventional method, the average quality degradation of [7] is 0.86 dB. The PSNR and MOS results confirm the better quality and performance of the proposed method.
It is worth mentioning that the proposed method works the same as the conventional method in the case of illumination changes. As we know, the ME process is in charge of finding the best motion vector for any block, calculating the residual between the current and the reference block, and coding it by the entropy coder. In the case of illumination change, the amount of residual and hence the rate would be different from the normal case. Since our method modifies only the ME process, its behavior due to illumination variation is similar to the conventional ME approach.
V. DISCUSSION
In this section, we discuss two issues of our proposed method: 1) its effect on energy saving and 2) its usage beyond cloud gaming applications.
A. About Energy Savings
As described in this paper, the main goal of our work is to speed up the video encoding part of cloud gaming, in order to contribute toward reducing the overall delay experienced by the user. But, as a byproduct of this, our approach can also save energy in the cloud, although it is not its main goal. Nevertheless, here we examine the power-saving effect in some detail.
We have reported the speedup of the proposed algorithm over the conventional method in terms of execution time. Since there is a direct relationship between execution time and clock frequency, if the encoding time accelerates by α%, we can assume that the number of CPU clock cycles and in consequence the system's frequency is reduced by α%. Considering this fact, let us derive the amount of power saving up on a specific acceleration amount.
The power consumption is given by the following equation as expressed in [31] :
where V, f Clk , and C EFF are the supply voltage, clock frequency, and effective switched capacitance of the circuits. It has been observed that f Clk is approximately linearly proportional to V [5] . Therefore, we have power as a cubic function of clock frequency as
Let us define P1 and P2 as the power consumption for the conventional encoder and the proposed method, respectively. As reported in Section IV, the proposed method accelerates the encoding process by 24% on average, which means 24% fewer clock cycles for the whole encoding process and hence 24% lower clock frequency. Since power is a cubic function of clock frequency as shown in (2), then P2 would be around 0.44 P1. In other words, P2 = 0.44 × P1. Hence, the proposed method reduces the power consumption by 54%, on average.
B. Usage Beyond Cloud Gaming
The main prerequisite for our method to work is that the interface in Fig. 2 must know which objects have moved to which positions. In cloud gaming, this information is provided by the game engine, as also shown in Fig. 2 . However, any application other than cloud gaming that can provide such information can also benefit from our method and increase its video encoding speed. One example is screen sharing [32] , [33] or remote desktop applications, where the screen of a desktop or mobile device is captured, encoded, and streamed, in a live manner, so that one or more remote users can view and interact with it as if they were locally sitting at the screen. In such an application, the graphical subsystem of the operating system knows which windows are moving to which positions on the screen, and which parts of the objects need to be redrawn and which parts have not changed. For the ones that have not changed and are moving, our method can be applied to speed up video encoding. Another example is video-based telepresence or tele-immersive systems [34] where the motion of rigid objects (including body parts of humans) can potentially be measured with markers, computer vision, magnetic sensors, or other types of multimodal instruments. Such an application can then inform our system's interface which object has moved to which position, enabling our method to speed up the video encoding in such systems.
VI. CONCLUSION
A new video encoding acceleration scheme for cloud gaming applications is presented in this paper. The acceleration comes from reusing the side information of game objects inside the game engine. This side information is fed into the video encoder to skip the ME process in certain situations. In addition, the MBs located in the background are determined and their ME process is accelerated if some criteria are met, leading to higher quality. The proposed method increases the total encoding and ME speed by up to 24% and 39%, respectively. The proposed method can be implemented inside any game engine and video encoder with minor modifications due to its high-level design.
While the method can currently support any type of game including 3-D games, supporting 3-D games using the specific characteristics of such games and embedding the method in the GamingAnywhere [6] platform are potential future works of the proposed system.
