In this paper, I prove the fiberwise convexity of the regularized Hill's lunar problem below the critical energy level. This allows us to see Hill's lunar problem of any energy level below the critical value as the Legendre transformation of geodesic problem on S 2 with a family of Finsler metric.
problem can be interpreted as a geodesic flow on the 2-sphere endowed with its standard metric by interchanging the roles of position and momentum. We will discuss this relation in section 2.1. If one replaces the standard metric by a Finsler metric, then this idea can be applied to other problems which admit two body collisions. To get a Finsler metric one needs fiberwise convexity. One recent result using this is given in [4] . They prove that the rotating Kepler problem is fiberwise convex and so can be regarded as the Legendre transformation of the 2-sphere endowed with a Finsler metric. As in the rotating Kepler problem, one can ask whether Hill's lunar problem has also this property. The main theorem of this paper is the following. Theorem 1.1. The bounded components of the regularized Hill's lunar problem are fiberwise convex for the energy level below the critical value.
To understand the meaning of fiberwise convexity below the critical value, we need to see the Hamiltonian of Hill's lunar problem.
Here q is the position variable and p is the momentum variable. This Hamiltonian has one critical value. We can introduce the effective potential to see this easily.
We define the effective potential U (q 1 , q 2 ) := − 1 √ Since the other term is of degree 2, the critical points of H HLP correspond to the critical points of U . It means that π(Crit(H HLP )) = Crit(U ) where π is the projection to the q-coordinate. Also they have the same critical value. We are interested in the energy level below this critical value in order to prove the Theorem 1.1 Thus we will assume −c < −c 0 ⇐⇒ c > c 0 = Namely Σ c is a connected component of K −1 c (0) and π(Σ c ) is bounded. By the symplectomorphism (q, p) → (p, −q), we can think of p as a position variable and of q as a momentum variable. In this situation p can be regarded as a value in C and so Σ c ⊂ T * C. We can regard T * C as a subset of T * S 2 by the one point compactification of C. Then we can think of Σ c as a subset of T * S 2 using the stereographic projection. In this situation Theorem 1.1 can be rephrased as follows.
(F1) The closure Σ c of Σ c in T * S 2 is a submanifold of T * S 2 .
(F2) For any fixed p ∈ S 2 , Σ c ∩ T * p S 2 bounds a convex region which contains the origin in the cotangent plane T * p S 2 .
By proving the above statements we can show that the regularized Hill's lunar problem is Legendre dual to a geodesic problem in S 2 with Finsler metric. With this definition of fiberwise convexity, we have one obvious Corollary of Theorem 1.1.
Corollary 1.2.
The bounded component of the regularized Hill's lunar problem has a contact structure for the energy level below the critical value.
It is clear that the fiberwise convexity implies the starshapeness with respect to the origin for all T * p S 2 because every convex region is starshaped. Now the restriction of the Liouville 1-form on T * s 2 to Σ c gives a contact structure.
We will prove Theorem 1.1. in section 4 and 5. As one can see in section 5, by the complexity of computation, it seems hard to take further computations about the corresponding geodesic problem in spite of our knowledge of existence of corresponding Finsler metric. But it does not imply that it is meaningless at all. The Conley-Zehnder indices of the closed charateristics of the Hamiltonian flow including collision orbits coincide with the Morse indices of the corresponding geodesics. Therefore we know that all closed characteristics of the regularized Hill's lunar problem have nonnegative Conley-Zehnder indices. Of course, it is well-known that the Conley-Zehnder indices of closed characteristics of the unregularized Hill's lunar problem are nonnegative. Indeed, the Hamiltonian of the unregularized Hill's lunar problem is a magnetic Hamiltonian and the Conley-Zehnder indices are nonnegative for any magnetic Hamiltonian. However this result is new for collision orbits. Moreover thanks to result in [1] using systolic inequality, we can ensure the existence of a closed characteristic whose action is less then k V ol(Σ c ) where k is a universal constant and V ol(Σ c ) is the contact volume of Σ c . Precisely, they proved the following Theorem which extends the result of Gromov and Croke to fiberwise convex hypersurfaces.
Theorem 1.3. ( [1] )
There exists a constant k > 0 such that every fiberwise convex hypersurface Σ ⊂ T * S 2 bounding a volume V carries a closed characteristic whose action is less than k √ V
The volume V in here is the Holmes-Thompson volume that is the symplectic volume with the canonical symplectic form in the cotangent bundle. This coincides with the contact volume of Σ c with the canonical contact form α := λ| Σc where λ is the Liouville one form of T * S 2 by Stokes' Theorem. Moreover it is known that the constant k is less than √ 3π10 8 and this constant is independent of Σ. In this paper, they explained the beautiful relationship between contact and systolic geometry. One interesting question is what we can get from systolic geometry to our practical Hamiltonian problems which have contact structures. In particular, one can ask how the systolic capacity changes under the perturbation of the Hamiltonian. Because Hill's lunar problem is a limit case of the restricted three body problem. Hopefully if one can answer this question, then one might get insight for the restricted three body problem using this information and method in the proof.
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Prerequisite
It is based on Moser regularization in [10] to understand why the fiberwise convexity is helpful to research Hill's lunar problem in Hamiltonian dynamics. Moser regularization tells us the planar Kepler problem can be compactified to the geodesic problem on standard 2-sphere. This argument can be improved for the case of fiberwise convex hypersurface which corresponds to the geodesic problem of 2-sphere with Finsler metric. On the other hand, we need to know how Hill's lunar problem can be derived from the restricted three body problem. Since Hill's lunar problem is a limit of the restricted three body problem, they might have relationship each other. For example, Meyer and Schmidt shows that any non-degenerate periodic solution of Hill's lunar problem whose period is not a multiple of 2π can be lifted to the three body problem in [9] . This can be proven by looking carefully the relation between Hill's lunar problem and the three body problem. Thus understanding the relation between Hill's lunar problem and the restricted three body problem will be helpful to get some ideas for the restricted three body problem from the result of Hill's lunar problem. Therefore, we will see Moser regularization on Kepler problem and restricted three body problem in this section.
Kepler problem and Moser regularization
The differential equation of the Kepler problem is given by
Therefore the potential function U : (R 2 ) * → R is U (q) = − 1 |q| and this induces the Hamiltonian of Kepler problem by computing the energy.
However this is not so practical to analyze by geometric method because this has the singularity at q = 0. One of preferred way to remove this singularity is Moser regularization. For constant c ∈ R, we define
Then we can easily see that K c has no singularity and has the same zero level sets with H c , that is, H −1 c (0) = K −1 c (0). However these two Hamiltonian dynamics on this level set arising from H c and K c are not equivalent. We introduce new time parameter s = dt |q| for K c to make these equivalent problems.
We briefly explain Moser's paper [10] which shows that this regularized Kepler problem is equivalent to the geodesic problem on standard 2-sphere. We consider the energy level c = (0). Other energy levels can be proved analogously by simple rescaling.
Note that (p, q) → (q, −p) is symplectic and in our case this seems like interchanging the role of p and q. We can see that
round the Hamiltonian for free particle via the stereographic coordinate. The flow of the Hamiltonian for free particle is the geodesic flow in general. Therefore the Hamiltonian flow of Kepler problem corresponds to the geodesic problem on S 2 with the standard metric. Above argument can be extended to the fiberwise convex case. In Kepler problem case, amazingly, the trajectory of q for fixed position p ∈ S 2 is exactly unit circle in the cotangent space T * p S 2 with standard round metric. Thus, if another problem has unit circle trajectory of q for any fixed p ∈ S 2 with another metric, then that problem will correspond to the problem of geodesic on S 2 with that metric. Moreover, if a problem has trajectory of q which encircles the convex region containing the origin for any p ∈ S 2 then this will be the geodesic problem on S 2 with Finsler metric by defining the position of q in T * p S 2 to be the unit length. Therefore we set up (F1) and (F2) to determine whether Hill's lunar problem can be seen in T * S 2 after regularization and changing the role of q and p and whether the q trajectories are always bound convex regions which contain the origin.
The restricted three body problem, The rotating Kepler problem and
Hill's lunar problem
We can derive the time-independent Hamiltonian of restricted three body problem by introducing the rotating coordinate. It is important to understand how one can derive Hill's lunar problem from restricted three body problem not only to decide which problem can be effective with Hill's setup but also to get intuitions to know closed characteristics of restricted three body problem from Hill's lunar problem. First we explain the restricted three body problem briefly. We denote the masses M 1 , M 2 of two primaries
and assume that two primaries have the following motion.
We are interested in the motion of massless particle S(t) ∈ R 2 − {P 1 (t), P 2 (t)} and we can easily derive the Hamiltonian.
We put index i to emphasize that this Hamiltonian is taken in the inertial system. Note that H i is time-dependent. Now we consider the rotating system to make this Hamiltonian become time-independent.
We can find the following Theorem in many books, for example see [7] .
Theorem 2.1. Let H be the Hamiltonian in a rotating system which rotate by Ψ t . Then H = H i • φ t K − K where K = q 1 p 2 − q 2 p 1 and φ t K are Hamiltonian diffeomorphisms generated by K. In particular H r is autonomous.
We have the following time-independent Hamiltonian for the restricted three body problem using the rotating system.
Equivalently we can get the following Hamiltonian by translation in q-coordinates.
Many important study of global properties of the restricted three body problem has been the study of this Hamiltonian using symplectic geometry. Recently there was a remarkable result [2] which tells us the existence of disk-like global surfaces of section in the restricted three body problem for µ ∈ (µ 0 (c), 1) where −c is the energy below the first Lagrange value. This result based on [6] which uses a pseudoholomorphic curve theory for hypersurface in R 4 . In [6] , they prove that the strictly convexity of hypersurface implies the dynamically convexity and the dynamically convexity implies the existence of global surfaces of section. Thus, in [2] , they observe the pair of (µ, c) where K −1 µ,c (0) the energy hypersurface of the regularized Hamiltonian bound the strictly convex region. The precise statement is the following. For the Hamiltonian for the restricted three body problem
We introduce the Levi-Civita coordinates (u, v) to H 2 using 2:1 mapping q = 2v 2 , p = u v . For regularization, we define
, there exists µ 0 = µ 0 ∈ [0, 1) such that for all µ 0 < µ < 1 there exists a disk-like global surface of section for the hypersurface K −1 µ,c (0) with its Reeb vector field.
One can ask the same question for the limit problem of the restricted three body problem. In [3] , they give the answer for the rotating Kepler problem. The rotating Kepler problem is dynamically convex after Levi-Civita regularization and so this will have the global surfaces of section for hypersurfaces of energy below the critical value of the Jacobi energy. Because they also proved the fail of strict convexity in [3] . The proof is entirely different with the proof in [2] . Observing all the periodic orbits of the rotating Kepler problem proved this. On the other hand, we do not know yet Hill's lunar problem in the aspect of existence of global surfaces of section. The motivation of this paper comes from this question of whether Hill's lunar problem have simliar behavior with the rotating Kepler problem. We will see the answer for this question in the aspect of fiberwise convexity.
We can get the Hamiltonian of the rotating Kepler problem from the above H by letting µ → 0.
It was shown in [4] that this Hamiltonian is fiberwise convex and therefore there exists the corresponding geodesic problem on 2-sphere with Finsler metric. Moreover in this paper, they compute the curvature for some cases and see the existence of negative flag curvature that help to find the position of hyperbolic orbits in the phase space. This paper provides the intuition for our paper.
Finally we want to explain briefly the derivation of Hill's lunar problem. For a simple derivation, we will borrow the proof from [8] . This is important to know which situation can be described suitably by Hill's lunar problem.
then the Hamilton's equation is given bẏ
We introduce x 1 , x 2 by the following substitution
This implies the blowing-up near the point A 2 when µ goes to 0.
By letting µ → 0, we getẍ
This corresponds to the Hamiltonian H(x, y) =
2 which we will study in this paper.
3 Interpretation of Theorem1.1.
The Hamiltonian of Hill's lunar problem is the following formula.
where p is the momentum variable and q is the position variable. We already know that H has unique critical value −c 0 := − 2 . We want to show the fiberwise convexity for all −c < −c 0 . For the regularization, we define the Hamiltonian K c for the regularization of this problem.
0) has no singularity. First we have to observe the topology of
We introduce polar coordinates q 1 = r cos θ, q 2 = r sin θ, then
2 cos 2 θr 3 + 1 = br. We can see the structure of the set {(
2 , the polar equation 
, we get dr b db < 0. This implies the bounded component is getting smaller as b increases. This proves the Lemma.
From the above Lemma, now we know that π(K −1 c (0)) consists of one bounded component and two unbounded components for c > c 0 and the bounded component of π(K −1 c (0)) is enclosed by σ c . We will focus on the case where q is in this bounded component and so denote the bounded component of
As in Moser regularization, we regard p as a position variable and q as a momentum variable by using the symplectomorphism (q, p) → (p, −q). Then we see these Σ c in T * C by regarding p ∈ C position variable. We prove that for any p ∈ C there exist (p, q) ∈ Σ c and such q forms a closed curve in T * p C in the following Lemma. Lemma 3.2. For any c > c 0 , the projection pr : Σ c → C is surjective where pr(p, q) = p. Moreover the fiber pr −1 (p) at p is a closed curve which encloses the origin for any p ∈ C.
Proof We can give the following easy geometric interpretation.
is a linear function for any fixed p and so its graph is a plane. When q goes to the origin, f (q) > g p,c (q). For fixed q 2 , we also get f (q) > g p,c (q) when q 1 → ±∞. On the other hand,
Thus g p,c > f along the lines q 1 = 3
for any p, c. Thus the intersection consists of two unbounded components lying in q 1 > 3 −1 3 and q 1 < −3 −1 3 , respectively, and one bounded component lying in −3
3 . Since the plane does not pass the critical points, that component is a one dimensional submanifold and the topology is same for any p, c. Thus we know this bounded component is a closed curve by thinking the case where c is sufficiently large. Also we know this closed curve encloses the origin because f > g p,c near the origin for any p, c. This proves the Lemma.
From the above Lemma, we can think pr : Σ c → C is a fiber subbundle of T * C with circle fiber. By one point compactification, we can think C ⊂ S 2 and also Σ c ⊂ T * C ⊂ T * S 2 using stereographic projection as in Moser regularization. In this procedure, if every fiber in the cotangent plane bounds convex region which contains the origin, then we can think Σ c as a unit cotangent bundle of some Finsler metric and this can be interpreted the geodesic problem on S 2 with Finsler metric. To make this precise, we set the two statements (F1), (F2) which is equivalent to the Theorem 1.1. For (F1), we have to show that the closure Σ c is a submanifold of T * S 2 . The problem for being a submanifold can occur only at the north pole. That is, we have to check whether it has unique limit in T * S 2 when |p| goes to the north pole. This can be easily verified by observing the fiber when |p| → ∞. Let us use the notations in Lemma 3.2. Since q lies on the bounded set, g p,c (q) goes to infinity when |p| → ∞ for any c. To be f (q) = g p,c (q) with q lying on bounded region, q → 0 if |p| → ∞. Therefore the equation f (q) = g p,c (q) converges to the equation
which is the equation of Kepler problem and so the limit at the north pole in any direction will correspond with unit circle of standard metric. Therefore the closure Σ c in T * S 2 is a subbundle over S 2 and this proves (F1).
For (F2), we investigate the region which q can lie on. We will call this region by Hill's region and will denote by R. By above Lemmas, we get
where X b means the bounded component of X. It is illustrated as a bounded region of Figure  1 .
Since the coordinate change is linear on cotangent space and linear map preserves the convexity, showing that Σ c in T * S 2 is a fiberwise convex submanifold can be formulated as follows. We can regard Σ c as a fiber bundle over C for a fixed energy level c > c 0 . For p ∈ C, the fiber F c,p = {q ∈ R 2 |(p, q) ∈ Σ c } of this bundle is a closed curve. Then we want to show that this fiber bounds the convex region which contains the origin. The fact that this encloses the origin is already proved in Lemma 3.2.
In summary, If we define K c,p : R 2 → R by K c,p (q) := K c (q, p), then we want to prove that the bounded component of K −1 c,p (0) bounds convex domain for all fixed p ∈ R 2 and all c > c 0 . Since K c (q, p) and H c (q, p) have the same energy hypersurface, this is equivalent to prove that the bounded component of H −1 c,p (0) bounds convex domain for all p ∈ R 2 and all c > c 0 where H c,p (q) = H c (q, p). This is exactly Theorem 1.1. Since the convexity of curve can be expressed by the aspect of differential geometry, we can state (F2) numerically by the following Theorem.
Therefore we can reduce our problem into an inequality problem with some constraints. Moreover we do not need to care about fiber bundle structure. Namely, it suffices to show that the inequality (( H c,p (q)) ⊥ ) t HessH c,p (q)( H c,p (q)) ⊥ > 0 for all possible (q, p) instead of seeing the bounded component of H −1 c,p (0) for fixed p. We will devote to prove this theorem in the remaining part of this paper.
Preparation and Strategy of Proof of Theorem 3.3.
Nevertheless we do not need to prove p = 0 case separately, because this case will be covered by the general case, we will prove this case first to introduce notations and to help understanding.
For p = 0, we can compute the gradient and Hessian for H c,0
HessH c,0 (q) = 1
For the notational convenience, we define v(q) and H(q) as the following.
where
. Therefore we have to show the following 'warm-up lemma' to prove the case p = 0.
c,0 (0) and for all c > c 0 .
This implies |q| < 0.54. In fact, |q| is less than the smaller positive zero of x 3 − 3 4 3 2 x + 1 = 0. Therefore it suffices to prove v(q) t H(q)v(q) is positive for all |q| < 0.54 We get the following inequality Therefore v(q) t H(q)v(q) > 0 sufficiently for all |q| < 0.55 (see Figure 2 ) and this proves the "Warming-up" Lemma.
Now we consider the case of p = 0
We calculate the following gradient and Hessian.
Therefore we can rewrite Theorem 3.3. with this notations.
In Theorem 4.2, it is hard to see that numerical relation of p, q and c. In particular, it is hard to describe the range of q for a fixed p and for some c > c 0 . However, the corresponding p to a fixed q ∈ R form a disk with center (−q 2 , q 1 ). We can see this by the following.
Thus for a fixed q,
We introduce new variables w(q), s by translating to make the remaining parameter when we fix q form a disk with center on the origin. If we set s := p + Jq, then
That is
c,−Jq+s (0) for some c > c 0
With this substitution, we define
where w(q) = 
Therefore it is suffices to prove Theorem 4.3. for the proof of our main Theorem. We divide Theorem 4.3. into the following three Steps. See Figure 3 .
Step1 : (w(q) + s) t H(q)(w(q) + s) > 0 for all q ∈ R ∩ B 0.54 (0) and |s| 2 ≤ 3q Obviously these three steps imply Theorem 4.3. Step1 can be proved somehow directly by using simple estimations. However, it is hard to use strict inequality for Step2 and Step3 by the behavior of (w(q) + s) t H(q)(w(q) + s) near the critical point. That is, (w(q) + s) t H(q)(w(q) + s) goes to zero as q goes to a critical point. Therefore we will use the following Propositions and Lemmas to prove Step2 and Step3.
At first, we can interpret Theorem 4.3. as a minimum value problem with a constraint. Namely, it suffices to prove that min
We can concentrate only on the first quadrant of R by symmetric argument. We define
3 , q 1 > 0, q 2 > 0} the first quadrant of R. Moreover we can reduce the domain of s that is considered for minimum to be one variable by proving the following Proposition. (0) the domain for minimum problem.
Lemma 4.5. For all q ∈ R + \B 0.54 (0), F q : D q → R has no local minimum in int(D q ).
Lemma 4.5 can be easily showed by observing the Hessian of F q . If we prove Lemma 4.5, then we only need to see F q on the boundary of D q . We define F q | ∂Dq : S 1 → R by restricting 
If we prove Proposition 4.4, to prove
Step2 and Step3, it is enough to show that
where θ is the angle of q in polar coordinate. Thus we define f q (α) := F q | Dq (θ + α) = (w(q) + s q,θ+α ) t H(q)(w(q) + s q,θ+α ) a function of α for a fixed q. It suffices to prove that min 0≤α≤ π 2 f q (α) > 0 for all q ∈ R + \B 0.54 (0). In general, it is hard to know where the minimum attains for this problem. Thus we need the following geometric observations to give another sufficient condition which can allow us to forget α. , then we know tangent line at any point in this interval will be below the graph of f q . Let l q be the tangent line at
Now we summarize the above argument to get the following lower bound for min α∈[0,
We know that it is enough to prove l q ( π 4 ± 1) > 0 to prove min α∈[0,
] f q (α) > 0 for some q. We will prove l q ( does not exist. Thus we want to enlarge near this critical point. In fact, while we prove Step2, we introduce such a coordinate change. We will see this coordinate change as a composition of two coordinate change and we will prove its well-definedness in Section 5. We summarize only the result in here.
Φ : (0.54, 3 ) where (q 1 , q 2 ) = (r cos θ, r sin θ)
As we can see in Figure 4 , the critical point (3 −1 3 , 0) corresponds to the one side of rectangle and also this side keeps the information of direction to the critical point like "blow-up" procedure. We will move into this chart, that is, we define d(r, k, α) := G(Φ(r,k),α)
. Then it is sufficient to prove that d(r, k, α) > 0 in (r, k, α) ∈ (0.64, 3
In the proof in section 5, we will use estimation which remove the third or fourth order term of (3 −1 3 − r) for the computational convenience. After that we will prove the following. 
By showing the above three Claims, we will get G(q, α) > 0 on R + \B 0.64 . This implies Step3 by Proposition 4.4.
Until now, we introduce the numerical form of fiberwise convexity and the strategy of its proof. We will give the details that consist of mainly computations in Section 5.
Proof of Theorem 4.3.
We introduced the notations to state and modified the main Theorem in Section 4. We recall that the Hamiltonian for Hill's lunar problem
The fiberwise convexity below the Lagrangian point means the following.
The bounded component of the curve H −1 c,p (0) bounds the strictly convex region for any fixed c > c 0 := 2 and p ∈ R. To get the numerical statement we decided the region where the bounded component of the curve H −1 c,p (0) can be. We denote this region by R :
3 }. This region R is called Hill's region. Also we defined v(q) to be perpendicular vector to the gradient of H c,0 and H(q) to be the Hessian of H c,0 . With these notations we could get the following notations.
Then convexity corresponds to (v(q) + p) t H(v(q) + p) > 0. We also defined that w(q) := v(q) − Jq, s := p + Jq and so v(q) + p = w(q) + s for the computational convenience. We want to show Theorem 4.3:
(w(q) + s) t H(q)(w(q) + s) > 0 for all q ∈ R and |s| 2 ≤ 3q
We divided this into three steps by the position of q which is described in below
Step1: q ∈ R ∩ B 0.54 (0)
Step2: q ∈ R ∩ (B 0.64 (0)\B 0.54 (0))
Step3: q ∈ R\B 0.64 (0)
First we prove Step1. This can be done by making estimations for w(q) t H(q)w(q), |H(q)w(q)| and negative eigenvalue of H(q), respectively.
Step1 : (w(q) + s) t H(q)(w(q) + s) > 0 for all q ∈ R ∩ B 0.54 (0) and |s| 2 ≤ 3q 2 1 + 2 |q| − 2c 0 Proof of Step1 We will omit q of w(q) and H(q) for notational convenience. We introduce the polar coordinate q 1 = r cos θ, q 2 = r sin θ. Then 
Here we use r 3 < 0.54 3 < This has its maximum at one of these cases: cos 2 θ = 0, 1 or
by the same reason as before. As before it is easy to see that 1) > 2), 3). We get this estimation.
Finally, we will investigate the third term which is related with the eigenvalue of H. The
has the following form. Then it has one positive and one negative eigenvalue, say λ + , λ − respectively. Then
If we summarize all these result then we can get an estimation for (w + s) t H(w + s). This is positive for r ∈ (0, 0.54) sufficiently (see Figure 5 ). Therefore we proves Step1
Now we have to prove the remaining part of Hill's region. By symmetric argument, we only need to concentrate on the first quadrant. It is shown in Figure 6 . Therefore we will assume that q 1 , q 2 > 0, equivalently 0 < θ < π 2 in the polar coordinate, in the rest of this paper. We parametrize the boundary of the Hill's region by the polar coordinate. Since 0 ≤ |s| 2 = 3q Proof As we mentioned before, we will show Lemma 4.7, 4.8, 4.9. Recall the function F q : D q → R defined by F q (s) = (w(q) + s) t H(q)(w(q) + s) for fixed q where D q = B For all q ∈ R + \B 0.54 (0), F q has no local minimum in int(D q ). Therefore F q takes its minumum on the boundary ∂D q .
Proof For fixed q ∈ R + \B 0.54 (0), F q is a quadratic function in terms of s. Thus we get HessF q (s) = H(q) and we already know H(q) has one positive eigenvalue and one negative eigenvalue for any q ∈ R + \B 0.54 (0). This implies that there is no local minimum and local maximum in the interior of the range. This proves the Lemma. 
For the convenience of computation, we will consider the translation of α by θ where (q 1 , q 2 ) = (r cos θ, r sin θ). Recall that we defined f q : S 1 → R by f q (α) := F q | Dq (θ + α) = (w + s q,θ+α ) t H(w + s q,θ+α ). Proposition 5.1 can be written in the following form.
To achieve this, we need the following Lemma.
Lemma 5.3. (=Lemma 4.6)
For all q ∈ R + \B 0.54 (0), there exists unique local minimum and maximum of f q :
This follows from the fact r ∈ (0.54, 3
−1
3 ) and 2c − 2c 0 ≤ 3(0.54
We define cos 2 θ =: y and g(r, y) := (
3 )(6y + 3 r 3 − 3) < 0. We can easily check three terms are all negative, and therefore it is enough to show that g(r, 1) > 0, that is, (
This is clear from a simple calculation. Now we know 2 A 2 1 + A 2 2 < B 2 1 + B 2 2 from Claim1, 2. We need the following Lemma to get the information about the local minimum. The following lemma can be proved also by algebraic way. But I borrow the geometric proof from Urs Frauenfelder. 2 ) such that t 0 sin(2α + φ) + sin α = 0 does not have 2 solutions. Then we define the function on the cylinder for this t 0
Then the critical points of T satisfy
Since 0 ≤ 2t < 1 these two equations are not compatible with the equation t sin(2α+φ)+sin α = 0. Thus 0 is the regular value for T . Then we get T −1 (0) is a smooth manifold with boundary. Because it has different number of points in S 1 × {0} and S 1 × {t 0 } by the assumption of t 0 . There must be appearance or disappearance of curve, so-called, 'birth and death' of curve. Let (α 1 , t 1 ) be one of these points. Then T (α 1 , t 1 ) = 0 and ∂ α T (α 1 , t 1 ) = 0, that is,
By adding these two equations, we get 1 = t 2 1 + 3t 2 1 cos 2 (2α 1 + φ) ≤ 4t 2 1 < 1 and this gives a contradiction. Thus we have proved Lemma 5.4.
Let us continue the proof of Lemma 5.3. By Lemma 5.4 and Claim1, 2, we get ∂ ∂α [(w + s θ+α ) t H(w + s θ+α )] = 0 has exactly 2 solutions on α ∈ [0, 2π) and this implies (w + s θ+α ) t H(w + s θ+α ) = w t Hw + 2 √ 2c − 2c 0 w t Hu θ+α + (2c − 2c 0 )u t θ+α Hu θ+α has unique local maximum and minimum respectively on α ∈ [0, 2π). This proves Lemma 5.3. Now we need the following Lemma to reduce the range where minimum attained. The following Lemma will finish the proof of Proposition 5.1.
Lemma 5.5. (=Lemma 4.7)
The unique minimum of f q is attained in [0,
Proof Now we know f q has only one local minimum for fixed q and so this will be the global minimum. We calculate the first derivative of f q at α = 0,
by Claim 2 and 6 cos 2 θ + 3 r 3 − 3 > 3 sin θ cos θ.
Next,
Therefore there exists the unique local minimum on α ∈ (0, π 2 ] and this is the global minimum by the fact that this has only one local minimum. This proves the Lemma 5.5. Now we can prove Proposition 5.1 by summing up the Lemmas. We know that F q has its minimum on the boundary of D q for any fixed q ∈ R + \B 0.54 (0) by Lemma 5.2. Moreover we know f q has only one local minimum and so it is global minimum and this minimum is attained in [0, ] (w(q) + s q,θ+α ) t H(q)(w(q) + s q,θ+α ) for all q ∈ R + \B 0.54 (0). This proves the Proposition 5.1. Now we will prove the Lemma 4.8. Recall that f q (α) := (w + s θ+α ) t H(w + s θ+α ) for fixed q ∈ R + \B 0.54 (0). We will prove the convexity of f q for α ∈ [0, Proof We calculate the second derivative on α ∈ [0,
We claim that this is nonnegative on α ∈ [0,
We already know that ( In sum,
. Namely, the function f q (α) is convex with respect to α on[0, 
) be tangent line of f q at α = π 4 then this tangent line will be below the function. In particular, one of the end points of this line will be less than or equal to the minimum value of the function.(see Figure 7) That is, min |s|≤3q 2 From now on, we need the following coordinate and variables. We introduce new coordinate x := r, y := cos 2 θ which is well-defined coordinate on first quadrant of (q 1 , q 2 )-coordinate. The range of x, y which corresponds to R + \B 0.54 (0) is R := {(x, y) ∈ R 2 |0.54 < x < 3 −1 3 ,
3x 2 < y < 1}. We will define change of variables in terms of x, y in the following Lemma. 
Then φ is a surjective coordinate change.
Then the Jacobian of this map is given by
Thus we know that the Jacobian is nonsingular for every (x, k) ∈ (0.54, 3 This coordinate change φ : R := (0.54, 3
− 1 3 ) × (0, 1) → R can not be extended to the boundary. As you can see in Figure 8 , the critical point of R corresponds to the one side of R . This coordinate change will play an important role in the proof of Step3.
We need to express l q (
Then we get
Now we can prove the Proposition 4.9.
Proposition 5.8. (=Proposition 4.9) For any q ∈ R + \B 0.54 (0),
where q 1 = r cos θ, q 2 = r sin θ and c = Proof First we note that we can express w t Hw in terms of r, c using the equation 3r 2 cos 2 θ + 2 r − 2c = 0.
We have to see that w t Hw + 2 . Note that 2c = 3q
Then the inequality that we want to show can be written as following inequality 15
Since 15 x 2 ) and
Our inequality is equivalent to the following 15 · 3 2 3 x ) then we can see this as a degree 2 polynomial in variable t. g(t) := (− 13
We calculate its discriminant as a polynomial of t. 3 ) and this discriminant is negative if x ≥ 0.56 sufficiently(see Figure 9 , 10). Therefore we prove that g(t) > 0 for x ∈ [0.56, 3 Note that 0
x and the following result.
x ) = 2(− 13 We know the minimum value attains at t = 3 + x 2 ) > 0 on x ∈ (0.54, 0.56] (see Figure 12) Since we can check this is true, we proved g(t) > 0 for all t ∈ [0, 3 + x 4 + 12 x 2 )
This is the sufficient condition for the inequality.
Therefore we prove the inequality and so Proposition 5.8.
Recall that
We will use same notions as before, then
Note that
decreases as k increases and
and decreases for k > with respect to k when we fix the other variable x.
The strategy of this last part can be described as follows. Therefore we can get Step2 by summing up the above results.
Step2 : (w(q)+s) t H(q)(w(q)+s) > 0 for all q ∈ R∩(B 0.64 \B 0.54 (0)) and |s| 2 ≤ 3q 2 1 + 2 |q| −2c 0 .
Proof of Step2
By Proposition 5.1, we only need to show that f q (α) > 0 for all q ∈ R ∩ (B 0.64 \B 0.54 (0)) and α ∈ [0, ∂x (x, k) (see Figure 18 ). In addition, we can know Therefore we have proven Step1, 2, 3 and these are complete partitions of Theorem 4.3. As we mentioned before, Theorem 4.3 implies the main Theorem, which tells us the fiberwise convexity of Hill's lunar problem.
