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ABSTRACT
There are many types of adaptive methods that have been developed with different
algorithm schemes and definitions for solving Partial Differential Equations (PDE). Adaptive
methods have been developed in mesh-based methods, and in recent years, they have been
extended by using meshfree methods, such as the Radial Basis Function (RBF) collocation
method and the Method of Fundamental Solutions (MFS).
The purpose of this dissertation is to introduce an adaptive algorithm with a residual
type of error estimator which has not been found in the literature for the adaptive MFS.
Some modifications have been made in developing the algorithm schemes depending on the
governing equations, the domains, and the boundary conditions.
The MFS is used as the main meshfree method to solve the Laplace equation in this
dissertation, and we propose adaptive algorithms in different versions based on the residual
type of an error estimator in 2D and 3D domains. Popular techniques for handling parameters
and different approaches are considered in each example to obtain satisfactory results.
Dirichlet boundary conditions are carefully chosen to validate the efficiency of the adaptive
method.
The RBF collocation method and the Method of Approximate Particular Solutions
(MAPS) are used for solving the Poisson equation. Due to the type of the PDE, different
strategies for constructing the adaptive method had to be followed, and proper error estima-
tors are considered for this part. This results in having a new point of view when observing
the numerical results.
Methodologies of meshfree methods that are employed in this dissertation are introduced,
and numerical examples are presented with various boundary conditions to show how the
adaptive method performs. We can observe the benefit of using the adaptive method and the
improved error estimators provide better results in the experiments.
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NOTATION AND GLOSSARY
General Usage and Terminology
The notation used in this text represents fairly standard mathematical and computational
usage. In many cases these fields tend to use different preferred notation to indicate the same
concept, and these have been reconciled to the extent possible, given the interdisciplinary
nature of the material. In particular, the notation for partial derivatives varies extensively,
and the notation used is chosen for stylistic convenience based on the application. While it
would be convenient to utilize a standard nomenclature for this important symbol, the many
alternatives currently in the published literature will continue to be utilized.
The blackboard fonts are used to denote standard sets of numbers: R for the field of
real numbers, C for the complex field, Z for the integers, and Q for the rationals. The
capital letters, A,B, · · · are used to denote matrices, including capital Greek letters, e.g., Λ
for a diagonal matrix. Functions which are denoted in boldface type typically represent
vector-valued functions, and real-valued functions usually are set in lower-case Roman or
Greek letters. Calligraphic letters, e.g., V, are used to denote spaces such as V denoting a
vector space, or F denoting a general function space. Lower case letters such as i, j,k, l,m,n
and sometimes p and d are used to denote indices.
Vectors are typeset in square brackets, e.g., [·], and matrices are typeset in parentheses,
e.g., (·). In general, the norms are typeset using double pairs of lines, e.g., || · ||, and the
absolute value of numbers is denoted using a single pair of lines, e.g., | · |. Single pairs of
lines around matrices indicates the determinant of the matrix.
xi
1Chapter 1
INTRODUCTION TO MESHLESS METHODS
The main traditional methods for solving Partial Differential Equations (PDEs) have been
acknowledged as the Finite Difference Method (FDM), the Finite Element Method (FEM),
and the Spectral Method, which can be classified as domain methods. These methods have
been used for solving PDEs and many real-world issues from the 1950s through the 1970s,
and meshless methods came into the numerical analysis field in the 1980s due to the fact
that the domain methods require the mesh generations, and it became relatively inefficient
when engaging in higher order problems in modeling the data discretization [30].
Meshless methods have been developed in many different formulations and implementa-
tions, such as the diffuse element method, the element-free Galerkin method, the generalized
FEM, the meshless local Petrov-Galerkin method, and the Moving Least Squares (MLS)
method [30]. In this chapter, we introduce the meshless methods that are used for the
numerical experiments. In Chapter 3 and 5, the Method of Fundamental Solutions (MFS)
are used to approximate the solutions, and the Radial Basis Function (RBF) collocation
method and the Method of Approximate Particular Solutions (MAPS) are used for the
comparison purposes in Chapter 4.
1.1 RBF Collocation Method
The concept of RBFs was proposed by Micchelli and Powell [57, 61]. Computing with the
radial basis functions focuses on the recovery of unknown functions from known data, such
as reconstructing on the desired domain, and the data is reconstructed by using the distance
between the given data set. RBF collocation methods have been developed by employing
various techniques and combining them with other methods.
There has been much research done using the RBF approximations including the useful
techniques for solving problems that arise in the surface reconstruction, fluid dynamics,
computer graphics, and economics [12]. It is not guaranteed that the function is always
available to seek solutions in problems, and it is natural that the researchers are motivated
to look for good approximations to the exact solutions. The RBF approximation can be
understood as the interpolation between scattered data and only depends on the data which
are scattered in the domain. The domain is a bounded space where you wish to interpolate
2the given data and follows the dimension and values of the data [9]. The RBF collocation
method has been an effective method to recover the unknown function values in general and
for ill-posed and inverse problems [12].
Advanced work dealing with the RBF approximation has been accomplished in [9, 51,
62, 80]. In [9, 77], some mathematical reasons are provided for the RBF approximation
by providing some important theoretical background, definitions, and theorems. Also, the
discussion of the convergence, the stability, and the limitations which the data must be
scattered in the domain in the interpolation problems by using the RBF approximation can
be found in [9, 77]. The RBF approximations allow the method itself to be extended to the
problems solved with Kansa’s method, the MFS, and the Method of Particular Solutions
(MPS).
Since a large set of data might be handled in problems by using any of these methods, a
computational tool plays an important role in this field, and MATLAB is one of the tools that
has been used by many researchers. Fasshauer and Chen et al. focused on using MATLAB
implementations by using the RBF approximations in [30]. To make this method more
available for engineers, Chen, Hon, and Schaback [12] have published a book for exploring
the usage of the RBF approximation problems extended by other meshless methods.
We briefly introduce how to formulate the numerical approximations and the types of
RBFs. We listed several fundamental notations as follows:
• Rd: d-dimensional Euclidean space
• r := ‖x−y‖: the distance between two points ∀x,y ∈ Rd
• φ(r): an invariant function whose value at any point x ∈ Rd depends only on the
distance from the fixed point y that maps Rd → R
• y ∈ Rd: the center of the RBF φ
• ‖ · ‖: the Euclidean norm of Rd
• c > 0: the shape parameter of an RBF.
Some types of the RBFs are introduced in Table 1.1, and an example of the reconstruction
of a given data set x = {x1 · · ·xn} in Rd will be followed with the formulation of the
approximations. The source points, known as trial centers, need to be picked out of the same
space. Let f (x) be the known values at the data set x, and y = {y1 · · ·ym} be the source
points that are used to build the distance matrix. The formulation of the approximation can
3be written as
f (xi) :=
m
∑
j=1
α jφ(‖xi− y j‖), ∀i = 1, · · · ,n, (1.1)
where φ is an RBF, and α j are coefficients to be determined so that they can be used to
reconstruct the unknown values. Then, we have an n×m linear system to solve and obtain
the unknown coefficients in the following form:
Aα = F, (1.2)
where
A =
[
φ(‖xi− y j‖)
]
n×m
α = [α1, · · · ,αm]T ,
F = [ f (x1), · · · , f (xn)]T .
RBF Formulas
Linear r
Cubic r3
Gaussian e−cr2
Multiquadrics (MQ)
√
r2+ c2
Inverse Multiquadrics (IMQ) 1/
√
r2+ c2
Thin Plate Spline (TPS) rm ln(r),m = 2,4,6, · · ·
Table 1.1: List of RBFs
1.2 Method of Fundamental Solutions (MFS)
The MFS is a traditional boundary method that uses RBFs as its basis functions. Many
reviews of the MFS and numerical experiments have been completed in the past [29, 34]. In
many papers, the analysis of Dirichlet problems has been discussed in [8, 20, 21, 44, 47, 48,
70, 71]. The idea of the formulation of the MFS method was first proposed by Kupradze and
Aleksidze [45], and the method can be used to solve PDEs where its fundamental solution is
known for the differential operators.
Let us consider a boundary value problem governed by the equations of the form:
Lu = 0 in Ω, (1.3)
where L is an elliptic differential operator, and Ω is a bounded domain in R2 or R3. A
fundamental solution of (1.3), φ(x,ξ ) is a function satisfying
Lφ(x,ξ ) = δ (x−ξ ), x,ξ ∈ Rn, (1.4)
4where n = 2 or n = 3, δ (x−ξ ) is the Dirac Delta function, and ξ is the singularity of the
fundamental solution. The fundamental solutions of some elliptic operators, such as the
Laplace operator (∆), the Helmholtz operator (∆+ k2), the modified Helmholtz operator
(∆− k2), and the biharmonic operator (∆2) are given in Table 1.2.
L φ , x,ξ ∈ R2 φ , x,ξ ∈ R3
∆
1
2pi
ln‖x−ξ‖ − 1
4pi‖x−ξ‖
∆+ k2
i
4
H20 (k‖x−ξ‖) −
e−ik‖x−ξ‖
4pi‖x−ξ‖
∆− k2 − 1
2pi
K0 (k‖x−ξ‖) − e
−k‖x−ξ‖
4pi‖x−ξ‖
∆2
1
8pi
‖x−ξ‖2 ln‖x−ξ‖ 1
8pi
‖x−ξ‖
Table 1.2: Fundamental Solutions
In Table 1.2, i =
√−1, ‖x−ξ‖ is the Euclidean norm in Rn, H20 is the Hankel function
of the second kind of order zero, and K0 is the modified Bessel function of the second kind
of order zero. Then, the numerical solution, u˜, by using the MFS is a linear combination of
the fundamental solutions, and it can be written as
u˜(x) =
N
∑
j=1
α jφ(x,ξ j), (1.5)
where α j are unknown coefficients to be determined by solving a linear system, and the
source points ξ j are chosen outside of the domain to avoid the logarithmic singularity [50].
In this dissertation, we consider a boundary value problem governed by the Laplace
equation with the Dirichlet boundary condition of the forms:
∆u = 0 in Ω, (1.6)
u = f on ∂Ω, (1.7)
where Ω is a bounded domain in R2 or R3. The fundamental solution φ(x,ξ ) is used as a
basis function in formulating the numerical solutions. Let x = {x1 · · ·xn} be the boundary
points and ξ = {ξ1 · · ·ξm} be the singularities outside of the domain. The fundamental
solution of the Laplace operator is given as
φ(x,ξ ) = ln‖x−ξ‖, x,ξ ∈ R2
φ(x,ξ ) =
1
‖x−ξ‖ , x,ξ ∈ R
3,
(1.8)
5where ‖x−ξ‖ is the Euclidean norm in R2 or R3. Hence the linear system can be written as
[φ ]n×m [α]m×1 = [ f ]n×1 . (1.9)
Bogomolny [8] has shown the polynomial convergence proof, and the errors between
harmonic polynomials and the solutions are discussed, and it was found that the maximum
error between the solution and the numerical solutions obtained by using the MFS is bounded
by the defined conditions. Consider a simply connected and bounded domain Ω, and its
boundary is sufficiently smooth Γ ∈Cq,r. There exists a numerical solution such that
max
x∈Γ
|u−uN | ≤ E(N,q,r,Ω,ε), ∀ε > 0, (1.10)
where uN is an expansion of the fundamental solutions and 1.
Analysis of stability and error estimates on a mixed boundary condition problem which
consists of the Dirichlet and the Robin boundary condition has been done by Li [49]. Error
analysis using the MFS that is constructed by the Trefftz method with the fundamental
solution has been noted in their study. Assume that u ∈Hp(S)(p > 32) where Hp(S) are
Sobolev spaces. Then,
‖u−uN‖1,Ω = O
(
1
N p−t
)
, (1.11)
where uN is an expansion of the fundamental solution with respect to the singularities, and
t = 12 +max{1, µ2 } (µ ∈ [1,2]) [49].
Neumann problems on a bounded simply connected domain have been devoted by Li et
al. [50]. If u ∈Hp(S)/P0(S) in a quotient space where P0(S) is a constant space. Then,
‖u−uN‖k,Ω = O
(
1
N p−k
)
‖u‖p,Ω, (1.12)
and the error is in the quotient space Hk(S)/P0(S), ∀k = 0,1 [50].
The algorithm for the MFS follows the Trefftz method by using the fundamental solution
and its scheme for finding the approximated solutions [49]. Another consideration to discuss
the stability of the MFS is a condition number. A condition number of the matrix when
solving a linear system is a good measurement for the stability, and the matrix can be
obtained from an
Ax = b, (1.13)
where A ∈ Rm×n, x ∈ Rn, and b ∈ Rm. Assume that A has a rank n, m≥ n, and the singular
decomposition of A is given by A =UΣV T where U ∈ Rm×m, V ∈ Rn×n, and Σ ∈ Rm×n is
diagonal. The non-zero elements in Σ are given by σ1 ≥ ·· ·σn > 0. The condition number,
K, is defined by
K =
σ1
σn
, (1.14)
6where σ1 is the maximum singular value and σn is the minimal singular value receptively.
The MFS is known for providing highly accurate results, but ill-conditioned matrices occur
when using the MFS. The accuracy of the numerical solutions is not affected when the
analytic solution is harmonic on the entire domain, but for the non-harmonic case, we can no
longer rely on the traditional condition number to measure the stability of the approximations
[27]. For these reasons, a different kind of condition number has been considered which is
called the effective condition number. Chan and Foulser introduced and studied the effective
condition number in [72], and the relation between its accuracy and the effective condition
number has been considered in [27]. The effective condition number, Keff is denoted by
Keff =
‖b‖
σn‖x‖ . (1.15)
1.3 Method of Approximate Particular Solutions (MAPS)
The MFS has been a traditional meshless method for solving homogeneous equations since
it provides highly accurate results with known fundamental solutions for a differential
operator. The researchers’ interests have extended the problems to inhomogeneous or time-
dependent type differential equations by using the Method of Particular Solutions (MPS)
[11, 34, 35, 55, 63]. The MPS is motivated by the MFS since the numerical scheme can
be described as similar to the MFS while a particular solution of the equation can be the
role of the fundamental solution by imposing the boundary conditions. There is difficulty in
choosing a particular solution since it is not unique in the problem [1, 11, 16, 33, 58, 74], but
various reports on developing techniques for approximating a particular solution by using
the RBF, trigonometry functions, and polynomials are covered in [1, 11, 15, 16, 19, 34, 63].
The purpose of using the MPS is to convert the inhomogeneous problem to homogeneous
problems so that the numerical scheme of the MFS is more available in those cases [11].
Atkinson [1] derived a particular solution of the Poisson equation in a nearly closed form.
Chen et al. [15] derived analytic particular solutions for Poisson equations and provided
their algorithm with symbolic computation in two dimensions for the equation by using the
polynomial approximations to demonstrate that their method is accurate and efficient.
The Method of Approximate Particular Solutions (MAPS) was originally proposed by
Chen et al. [11]. In their paper, they have reviewed the MFS and the MPS and discussed the
difference, availabilities, implications, and numerical experiments between the two methods.
It has also been noted that their new approach, the MAPS, does not require finding the
homogeneous solution to obtain the numerical solution to the problem. More derivations on
particular solutions of various types of PDEs besides the Helmholtz type equations can be
7found in [14, 18].
Let us consider a differential equation:
Lu = f in Ω,
Bu = g on ∂Ω,
(1.16)
where L is a differential operator,B is a boundary operator, and f and g are known functions.
First, we approximate f by a linear combination of φ where φ is an RBF such that
f ≈ f˜ =
N
∑
j=1
α jφ j(r), (1.17)
where r is the Euclidean distance between the set of interpolation points, and the coefficients
α j will be determined by solving a linear system. Then, the numerical solution is a linear
combination of a particular solution such as
u≈ u˜ =
N
∑
j=1
α jΨ j(r), (1.18)
where
LΨ j(r) = φ j(r). (1.19)
Finally, we can impose the equation and the boundary condition into an N×M system such
as [
LΨ(= φ)
BΨ
]
[α] =
[
f
g
]
, (1.20)
and we make sure that the dimension of the trial space is M ≤ N to have a unique numerical
solution.
1.4 Outline
In this dissertation, we introduce and use our adaptive algorithm that is motivated by the
general idea of adaptive methods for solving PDEs. The numerical scheme is followed by
using the traditional meshless methods, such as RBF collocation, the MFS, and the MAPS.
In Chapter 2, we introduce the adaptive algorithm and the meshless methods that were
used in previous work. The literature review is covered with the contributions by using the
MFS and the RBF collocation method including the objectives and the implementations in
their adaptive methods.
In Chapter 3, we consider a boundary value problem by using the MFS in a two-
dimensional setting. A residual type of adaptive algorithm that is focused on refining the
collocation points on the boundary of the domain is described. We designed the error
8estimator with our definition of error bounds that has an important task in the whole
process of solving the given PDE. A popular and efficient technique, “LOOCV,” [31, 64]
for handling a parameter, in this case, the distance between the collocation points and the
source points has been employed in the numerical scheme. Different approaches for placing
the collocation points and the source points are adopted from [13, 46]. We covered some
numerical experiments with different boundary conditions and also differed the type of
domains to observe how the adaptive method behaves on the given boundary of the domain.
In Chapter 4, we extended the adaptive method to problems that specifically require a
domain decomposition due to the type of the PDE. The types of error estimators vary in this
case, and this chapter is focused on a comparison between two different strategies that were
used in our adaptive algorithm, which are denoted by “Strategy 1” and “Strategy 2,” thus,
the marking strategies are presented by steps. The definition of the error estimators are also
covered based on the meshless methods, RBF collocation method, and the MAPS, that were
used in the solving process in this chapter.
Chapter 5 is the last chapter of our numerical experiments. We considered the governing
equation and the Dirichlet boundary condition that is extended in a three-dimensional setting
as in Chapter 3. Due to the different dimensional setting, the collocation points lie on the
surface of the domain. The adaptive algorithm in this chapter is much different from that
in Chapter 3 to mark the area for the refinements, and it is actually more analogous to
the strategies in Chapter 4 because of the data structure in the numerical scheme. Some
numerical examples on a sphere and a bumpy sphere domain are provided, and the boundary
condition with a jump that was used in Chapter 3 is again considered in a similar setting.
Lastly, we discuss the conclusions and the future work based on our numerical ex-
periments that are covered in Chapter 3, Chapter 4, and Chapter 5. Finally, the possible
extension of each problem and the possible improvement of the adaptive algorithm will be
discussed in Chapter 6.
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ADAPTIVE METHODS
2.1 Adaptive Algorithm
The goal of an adaptive algorithm is to construct an optimal distribution of collocation points
so we can achieve the desired accuracy by using the least number of points as possible.
Based on the type of equations and the boundary conditions, a proper error estimator is
required to be customized. The fundamental task of an adaptive algorithm is to detect the
area where we need more known data sets and to avoid collecting unnecessary data in such
an area that does not require many points. Many types of adaptive methods for solving
PDEs have been developed in mesh-based methods, such as the finite volume method, the
finite element method, etc. In recent years, adaptive methods have been extended by using
meshfree methods, such as the RBF collocation method and the Method of Fundamental
Solutions (MFS) [29, 38, 66].
2.2 Adaptive Methods by using the MFS
In the last several decades, the MFS has been developed with many applications and
extensions of problems including some adaptive methods to seek the best approximations.
Fairweather and Karageorghis [29] have done the overview on the development of the MFS
and more references can be found in their paper describing the techniques for choosing
the optimal collocation points and the singularities with considering Dirichlet problems for
the Laplace equation. Their numerical examples are focused on moving singularities by
minimizing the functional that is done by a non-linear least squares algorithm and employing
the MFS in elliptic boundary value problems.
Later in Kargeorghis’s article [40], a simple and practical algorithm was proposed for
choosing the pseudo-boundary where the singularities lie for certain boundary value prob-
lems. The algorithm itself focused on finding the optimal distance between the collocation
points and the singularities that minimize the maximum error of the numerical solution and
the analytic solution, in addition, the scheme for improving the cost for evaluations when
finding the best distance in numerical experiments is discussed in the paper.
Since it has already been shown that the accuracy obtained by using the MFS is affected
by the set of collocation points and the source points, another form of an adaptive method was
10
proposed by Schaback [66]. He suggested an adaptive method for finding approximations
that are sufficiently good compared to a non-adaptive type of solving by the MFS which can
lead to solving a large size of a linear system. He pointed out the adaptivity of taking some
test points as collocation points and the possibility of removing collocation points from
the set so the algorithm satisfies the purpose of using an adaptive method. The proposed
adaptive algorithm, called the “Greedy adaptive technique,” picks the useful columns of the
approximation matrix, and those columns are being chosen when they best approximate
the right-hand side of the linear system, in other words, it focuses on finding the “good”
source points. Furthermore, a demonstration of the importance for choosing the placement
of source points, numerical examples, MATLAB implementations, error analysis, and more
references that considered other types of adaptive techniques by using the MFS can be found
in [29, 42, 43, 56, 66].
In this dissertation, we are motivated to use the residual error to guide the adaptive
scheme iteration. We take advantage of the known results in [13, 46] by following their
approaches in choosing the distance and the distribution of the collocation points and the
source points. Our adaptive method will update and refine both source points and collocation
points at the same time.
2.3 Adaptive Methods by using the RBF collocation method
Solving a large RBF collocation matrix commonly happens when using RBF collocation
methods. Significant contributions seeking the efficient way to produce the numerical
solutions can be found in much literature in the last a couple of decades. Schaback and
Wenland [67] provided solving a large RBF system based on the greedy algorithm that
follows the procedures to pick out the small subset from the interpolation and the “best” n
term approximations.
Ling and Schaback [53] considered different aspects for using RBF collocation methods,
such as the importance of the type of the RBFs and the choice of the shape parameter while
the MFS depends on the placement of the source points for the accuracy, so their goals focus
on improving the first version of the Greedy technique to find the RBF centers adaptively
that was presented in their previous work [52]. The new version of their Greedy technique
became a more stable algorithm for choosing the shape parameter that can be defined by
the user rather than following the typical procedure to find the optimal shape parameter. A
primal residual type error estimator is introduced as an improved version of the adaptive
technique to choose the best trial space for the approximation. More details on the iteration
scheme by using the submatrices and their intentions of improvements of the algorithm in
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some different aspects are covered in their paper [53].
Another suggestion on an error estimator is considered in Ling and Trummer’s work [54].
Their new error estimator detects the area where it needs refinement by adding collocation
points adaptively. It is based on a multiquadratic integral formulation to approximate which
was considered in Hon’s paper [38]. Ling and Trummer [54] referred to Hon’s formulation
[38] and demonstrated the efficiency of their proposed adaptive technique with boundary
layer problems so that their error estimator is more suitable for boundary value problems.
Also, Hon, Schaback, and Zhou [39] presented their work for solving a large RBF collocation
matrix based on the Greedy algorithm plus a scaling technique for the shape parameter and
have shown the linear convergence in their numerical examples.
Typical adaptive methods by using the RBF collocation method are introduced in
[24, 26]. Driscoll et al. [26] proposed a new adaptive algorithm for solving the boundary
value problems for the Poisson equation in one-dimensional and two-dimensional settings
by using the RBF collocation method. Also, they applied their adaptive algorithm by
using Kansa’s method for the RBF interpolation problems. The algorithm begins with the
uniformly distributed points and uses the residual as an error estimator to refine on a box
structure. Davydov et al. [24] compared the accuracy between the adaptive method and
the mesh-based adaptive Finite Element Method (FEM) for solving the Poisson equation
with the Dirichlet boundary condition. The numerical results were comparable, but the
results that were obtained by using the adaptive method with the RBF interpolation were
mostly better than the adaptive FEM. Their algorithm starts with random points, and the
error estimator detects on the edges between the collocation points for the refinement.
Recently adaptive node methods that require a domain decomposition, and some early
contributions by Behrens et al. can be found in the literature in [5, 6]. Gomez et al [10, 36]
proposed techniques for a local node refinement by constructing cell by cell data structure.
Their work combines Behrens’s work [5, 6] and is based on Kansa’s unsymmetric collocation
approach for their one-dimensional initial boundary problem and two-dimensional Poisson
problem. The goal of their paper is to construct the adding strategy where it requires more
refinement by using a local error estimator by using the RBF interpolation. Also, Thin Plate
Spline (TPS)-RBF was mainly considered in their work due to the simplicity of the type
of not using the shape parameter. Some other work that handles time-dependent PDEs can
be found in [78, 79], a dynamic adaptive scheme that is applied to the Burger equation was
presented, in addition, in [65], the adaptive RBF method is used for a time-dependent PDE
that is based on the simple uniform distribution in a one-dimensional setting.
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2.4 Adaptive Procedure
The adaptive FEM is a fundamental numerical method for solving PDEs, and studies have
been devoted to this method for a couple of decades [2, 3, 4, 7, 22, 28, 32, 68, 75]. The
motivation of the adaptive methods is to use the minimum number of degree of freedom
for the desired accuracy. To imply the motivation, the general procedure of the adaptive
methods in the previous work follows:
• Error estimation
• Local refinement or relocating a mesh.
To obtain the optimal results along the prescribed tolerance, adjustments in the adaptive
scheme have to be made. The main consideration of the adaptive methods is the error
estimation which relates to the cost of the computation of the numerical solutions and the
efficiency of the user defined error bounds [76]. We implement this general procedure into
our numerical experiments in Chapters 3, 4, and 5.
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Chapter 3
ADAPTIVE METHOD BY USING THE MFS IN 2D
The implementation of the Method of Fundamental Solutions (MFS) requires the numerical
discretization on the boundary of a domain with collocation points. They require the
distribution of data to obtain approximations, and it has the benefit of an easy even refinement
[8, 17, 37, 41, 45, 60, 73]. In this chapter, we consider adopting an adaptive method for
locating the source points and the collocation points to approximate the solutions so we can
add points where they are needed and remove them where so many points on the boundary of
the domain are not required. We describe the scheme for our adaptive method in Section 3.1.
The choice for the optimal distance between the collocation points, and the source points
is discussed in Section 3.2. In Section 3.3, we introduce the domains that we considered
for our numerical experiments, different approaches for locating the collocation points, and
the source points are also presented. Some different versions of the adaptive algorithm are
introduced in Section 3.4, and the numerical experiments are provided in Section 3.5. We
consider the governing equation with the Dirichlet boundary condition that is introduced in
Chapter 1.
∆u = 0 in Ω, (3.1)
u = f on ∂Ω, (3.2)
where Ω⊂ R2.
3.1 A Residual-Type Adaptive Algorithm for 2D
In this section, we introduce a residual-type adaptive algorithm. The goal of using this
algorithm is to construct the distribution of collocation points so we can achieve the goal
of accuracy by using the least number of collocation points as possible. It will detect the
area where we need more boundary points and give enough boundary points in the area that
does not require so many points. For these reasons, we expect to see the equi-distribution of
errors on the boundary. We will observe the equi-distribution of errors in some numerical
results that we provided in this chapter.
Mainly, this algorithm iterates the following steps:
Solve ⇒ Mark ⇒ Refine ⇒ Solve.
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We shall use the representations in Figure 3.1 with a circular domain for simplicity.
First, we choose n boundary points on the given domain, that is, x = {x1,x2, · · · ,xn}. We
calculate the first numerical solution, u˜1, we set up a set of mid-points that are placed
between boundary points which we shall label as mx = {mx1,mx2, · · · ,mxn}. Since the
problems are considered on domains with a closed boundary, mx1 and mxn neighbor each
other.
Now we define the residual-type error estimator:
ηi = |u(mxi)− u˜(mxi)| , (3.3)
which is calculated at each mid-point that was set up previously. Accordingly, we define
error bounds that will mark point-wise whether the points will be added or removed.
Definition 3.1.1 (ε1 and ε2). Let ε1 and ε2 be error bounds where 0 < ε2 < ε1. We add the
corresponding mid-point, mxi, to the boundary points set if ηi > ε1. We remove the point, xi,
which lies in between the neighboring mid-points, mxi and mxi+1, if ηi < ε2 and ηi+1 < ε2.
After the refinement, the boundary points, the mid-points, and the source points will be
updated correspondingly. We solve with the new set of boundary points to obtain u˜2, and
then repeat the procedure until the desired accuracy is reached.
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Figure 3.1: General Adaptive Procedure
3.2 The Choice of Parameter d
Since the distance between the boundary points and the source points, d, is an important
part that affects the accuracy, it is necessary to find the best distance efficiently. Instead of
computing with a variety of values of d or by trial and error, we extend the usage of the
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LOOCV algorithm for finding the best shape parameter in RBF approximations proposed
by Rippa [31, 64]. In RBF approximation problems, the choice of the shape parameter has
an important role in the accuracy, and we used d as a parameter in LOOCV so we can find
the optimal distance to obtain the numerical solutions. The algorithm of LOOCV defines
an error estimator with a fixed variable, and it finds the optimal value for the variable that
minimizes the error estimator. More details and MATLAB implementations can be found in
[31].
3.3 The Initial Distribution of Collocation points and Source points
We tested on three different domains in Figure 3.2 for our numerical experiments. The
circular domain, Ω1, is the simplest shape while we choose to test on irregular domains,
such as an amoeba-like domain, Ω2, and a gear-shaped domain, Ω3. The last two have
cornered regions in which we expect to see relatively bigger errors in approximations. Both
Ω2 and Ω3 have corners with a high gradient, and the center of Ω2 is weighted while the
center of Ω3 is symmetric with respect to the origin. Initially, 10 boundary points are used in
Ω1, and 100 points are used for Ω2 and Ω3. The initial points are all equally distributed on
the boundary of Ω1, and the same number of source points is used at every iteration to check
the accuracy. However, for the irregular domains, some different approaches for selecting
the initial boundary points and the source points are considered for Ω2 and Ω3. Chen et al.
[13, 46] presented different choices of collocation and source points for their MFS problems.
Descriptions of the approaches are given as follows:
• Approach 1: Equal angles for the boundary points and source points on a circle
• Approach 2: Equal angles for the boundary points and source points on a dilated
boundary
• Approach 3: Equal angles for the boundary points and source points at a fixed distance
from the boundary
• Approach 4: Equal segments for the boundary points and source points at a fixed
distance from the boundary.
Their results by using Approach 1 [13, 46] have shown lower accuracies compared to the
other approaches, so we only refer to Approach 2, 3, or 4 for Ω2 and Ω3. All the boundary
points with respect to origin in polar coordinates for each domain can be written as
x = r(θ)cos(σ(θ)), y = r(θ)sin(σ(θ)), θ ∈ [0,2pi), (3.4)
16
where r(θ) is a fixed number for the circular domain and is a function of θ for the irregular
domains, Ω2 and Ω3. The following is the expressions of r(θ) and σ(θ) for each domain.
Ω1(Circle) : r(θ) = r∗, r∗ ∈ R,
σ(θ) = θ , 0≤ θ < 2pi,
Ω2(Amoeba-like) : r(θ) = esinθ sin2 2θ + ecosθ cos2 2θ ,
σ(θ) = θ , 0≤ θ < 2pi,
Ω3(Gear-shaped) : r(θ) = 2+
1
2
sinkθ ,
σ(θ) = θ +
1
2
sinkθ , 0≤ θ < 2pi,
(3.5)
where k is the number of gear teeth.
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Figure 3.2: Ω1 (Circle), Ω2 (Amoeba-like), and Ω3 (Gear-shaped, k = 7)
3.4 Adaptive Algorithms
In this section, we introduce the algorithms that we used for numerical examples based on
the residual error estimator in three different versions. Algorithm Version 1 strictly follows
the absolute error estimator that we defined in Section 3.1; we simply follow this process by
assigning the error bounds. Algorithm Version 2 and Algorithm Version 3 are motivated
by the finite element residual error analysis [69] (see Section 14.5) and modified from
Algorithm Version 1. Version 2 and Version 3 are considered to improve the distribution of
the maximum relative errors since higher maximum relative errors appear in some regions
on the boundary in our numerical examples. The value e1 in Version 2 is properly handled by
the user to obtain better results than using Version 1. Version 3 does not require handling any
parameters and only depends on the average length of the neighboring points, mx. For the
error bound for removing, ε2, we choose to use a fixed value since our numerical experiments
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are more focused on the adding procedure. However, it can be modified into e2 ·RMSE with
a properly chosen e2 which is similar to Version 2 or Version 3, and comparable results have
been observed when using ε2 and e2 ·RMSE.
Algorithm Version 1 (V1)
Step 1. Choose an initial distribution x = {x1,x2, · · · ,xn} on ∂Ω.
Step 2. Compute the corresponding solution u˜ with x.
Step 3. Set up the points in between for the error estimator, i.e.,
mx = {mx1,mx2, · · · ,mxn}.
Step 4. Add mxi to x if η(mxi)> ε1,
and remove xi from x if η(mxi)< ε2 and η(mxi+1)< ε2,
where mxi and mxi+1 are neighboring points near xi.
Step 5. Update x (xnew) and mx (mxnew) correspondingly.
Step 6. Compute the corresponding solution u˜ with xnew.
Step 7. Check the accuracy, then stop if the desired accuracy is obtained,
return to Step 3, otherwise.
Algorithm Version 2 (V2)
Step 1. Choose an initial distribution x = {x1,x2, · · · ,xn} on ∂Ω.
Step 2. Compute the corresponding solution u˜ with x.
Step 3. Set up the points in between for the error estimator, i.e.,
mx = {mx1,mx2, · · · ,mxn}, and calculate “RMSE” with fixed test points.
while RMSE > tol
Step 4. Add mxi to x if η(mxi)> e1 ·RMSE,
and remove xi from x if η(mxi)< ε2 and η(mxi+1)< ε2,
where mxi and mxi+1 are neighboring points near xi.
Step 5. Update x (xnew) and mx (mxnew) correspondingly.
Step 6. Compute the corresponding solution u˜ with xnew.
if RMSE ≤ tol
break
end
3.5 Numerical Experiments
In this section, we consider Problem (3.1)-(3.2) on several simply connected domains in R2.
The experiments are more focused on how the adaptive method behaves on the boundary
of the domain, so we use the Dirichlet boundary condition for the problems. Suppose that
u(x,y) and u˜(x,y) are the exact solution and its MFS approximation, respectively. The error
between u and u˜ will be measured by the maximum relative error, Erel, which are calculated
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Algorithm Version 3 (V3)
Step 1. Choose an initial distribution x = {x1,x2, · · · ,xn} on ∂Ω.
Step 2. Compute the corresponding solution u˜ with x.
Step 3. Set up the points in between for the error estimator, i.e.,
mx = {mx1,mx2, · · · ,mxn}, and calculate “RMSE” with fixed test points.
while RMSE > tol
Calculate: the average arc length at mxi neighboring mxi−1 and mxi+1 (hi),
where mxi and mxi+1 are neighboring points near xi,
the curve length of the boundary (C), and the RMSE-Nt where Nt={x,mx}.
Step 4. Add mxi to x if
√
hi ·η(mxi)>
√
|C|
length of Nt ·RMSE-Nt,
and remove xi from x if η(mxi)< ε2 and η(mxi+1)< ε2.
Step 5. Update x (xnew) and mx (mxnew) correspondingly.
Step 6. Compute the corresponding solution u˜ with xnew.
if RMSE ≤ tol
break
end
on the entire boundary at each test point (mx). The Root Mean Squared Error (RMSE)
or the relative RMSE (R-RMSE) is considered for algorithms Version 2 and Version 3.
Version 2 and 3 are mainly used to improve the results by using Version 1, so the tolerance
and the parameters may differ for each version. Also, each figure presents the behavior
of the adaptive method and the comparison between the adaptive method and the uniform
distribution.
Erel =
‖u− u˜‖∞,∂Ω
‖u‖∞,∂Ω
,
RMSE =
√√√√ 1
M
M
∑
k=1
(u(txk)− u˜(txk))2,
R-RMSE =
RMSE
‖u‖∞,∂Ω
,
(3.6)
where M is the number of test points. Test points {txk, k = 1,2, · · · ,M} are uniformly
distributed on ∂Ω. The number of test points forΩ1 is chosen by M = 300 and M = 1601 for
the irregular domains Ω2 and Ω3. For each example, we used different boundary conditions
for (3.2) with three different domains that are introduced in Figure 3.2. In Example 3.5.1, the
boundary condition is not harmonic inside of the domain, but the function itself is smooth
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on the boundary. In Example 3.5.2, we customized a discontinuous function to test the
non-smooth boundary condition and change the slope of the linear function between the
discontinuities. For each boundary condition and domain, the results are presented in four
figures. The following is the layout and the description of each figure that is given for the
corresponding experiment.
• Plot of the boundary points that are used at the last step by using the adaptive method:
 
 
• Plots of the numerical solutions (Un) and the exact solutions (Ue) on ∂Ω:
 
 
• Plot of the Erel(mx) on ∂Ω (
√
h ·Erel(mx) for Version 3):
 
 
• Plots of Erel(tx) for each by using the adaptive method and the uniform distribution.
RMSE replaced Erel when using Algorithm Version 2 and Version 3:
 
 
Example 3.5.1. [Non-Harmonic Boundary Condition (BC)]
In this example, we tested a non-harmonic function for the boundary condition in (3.2), but
it is smooth on the boundary, therefore, this example can validate the efficiency of using
the adaptive method. The boundary condition is given below, and we solved on all of the
domains, Ω1, Ω2, and Ω3.
u = x2y3 on ∂Ω (3.7)
As we can see in Figure 3.3(a), the adaptive method does not indicate the area that requires
more points on the boundary due to the smooth boundary condition, therefore, the accuracies
in Figure 3.3(d) of both using the adaptive method and the uniform distribution are the same.
20
Version 1 We tried the same boundary condition on irregular domains, Ω2 and Ω3, and
they both have some regions with a high gradient, and we expected to see points to be
dense in those areas. For Ω2 in Figure 3.4(a), we can see that more points are added in a
narrowly curved area, and at the last step of the approximation in Figure 3.4(d), the accuracy
from using the adaptive method is better. Also, the Erel decreases rapidly after the third
iteration. For the gear-shaped domain, Ω3, the results show the difference between the
adaptive method and the uniform distribution. The maximum relative error improves for
both methods in Figure 3.7(d), but at each step, the results from using the adaptive method
are better. Also, the Erel curve in Figure 3.7(c) shows the equi-distribution on the entire
boundary due to the smooth boundary condition.
Version 2 and Version 3 However, the Erel curve on the boundary of Ω2 has several
high values on some corners (see Figure 3.4(c)), so we applied Algorithm Version 2 and
Algorithm Version 3 to see how the distribution changes on the boundary. Version 2 provided
the equi-distribution pattern in Figure 3.5(c), and it actually decreased the highest Erel value.
Version 3 in Figure 3.6(c) shows that the highest Erel value is even smaller than Version 2.
In Figure 3.5(d) and 3.6(d), both Version 2 and Version 3 show a better improvement of
RMSE compared to the uniform distribution.
ForΩ3, Figure 3.7 already shows the satisfactory results overall, especially the Erel curve
in Figure 3.9(c), which improved the highest Erel value while it shows similar results when
Version 1 and Version 2 are applied. Both Figures 3.8 (Version 2) and 3.9 (Version 3) are
not much different from Figure 3.7 that uses Version 1.
Overall, Version 2 and Version 3 are more reliable than Version 1 to improve the Erel
curve on the boundary. We can see some further improvement mostly in the experiments
that use Algorithm Version 2 and Version 3 in the following non-smooth boundary condition
examples.
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Figure 3.3: Ω1, V1, Non-harmonic BC, ε1 = 10−5, and ε2 = 10−9
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Figure 3.4: Ω2, V1, Non-harmonic BC, Approach 4, ε1 = 10−4, and ε2 = 10−9
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Figure 3.5: Ω2, V2, Non-harmonic BC, Approach 4, e1 = 0.4, tol=2 ·10−4, and ε2 = 10−9
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Figure 3.6: Ω2, V3, Non-harmonic BC, Approach 4, tol=10−4, and ε2 = 10−9
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Figure 3.7: Ω3, V1, Non-harmonic BC, Approach 3, ε1 = 10−2, and ε2 = 10−6
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Figure 3.8: Ω3, V2, Non-harmonic BC, Approach 3, e1 = 1.1, tol=5 ·10−3, and ε2 = 10−6
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Figure 3.9: Ω3, V3, Non-harmonic BC, Approach 3, tol=2 ·10−3, and ε2 = 10−6
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Example 3.5.2. [Non-Smooth Boundary Condition (BC)]
We consider a non-smooth function on the boundary so that we can test how the adaptive
method performs with the boundary condition that is close to the Heaviside step function on
the boundary. We also use the various horizontal distance, h, between the two sides of the
jump of the Heaviside step function and modified this jump into a linear function so that
the function actually has no jump in the boundary condition, but a sharp change in function
values. The boundary condition near θ = 0 and pi can be understood almost close to a
discontinuity as h becomes smaller. The boundary condition for this example is expressed as
u =

1 if 0≤ θ < pi,
−2
h
(θ −pi)+1 if pi ≤ θ < pi+h,
−1 if pi+h≤ θ < 2pi−h,
2
h
(θ −2pi)+1 if 2pi−h≤ θ ≤ 2pi,
on ∂Ω, (3.8)
where θ is the angle in polar coordinates of the collation points, and the boundary values
have a stiff change based on the h value near θ = 0 and θ = pi . This is tested on the boundary
of Ω1, Ω2, and Ω3, and by the expression of u, the slope of the linear function gets steeper
as h decreases. Therefore, we differed the values of as h = 0.7, h = 0.1, and h = 0.01.
Example 3.5.2.1. [Non-Smooth BC on Ω1]
The results obtained by using all adaptive algorithm versions and different h values are
presented in Figures 3.10-3.18.
Version 1 First, we tested on Ω1 and h = 0.7 in Figure 3.10, we can observe that the
adaptive method is indicating the non-smooth area in Figure 3.10(a) that requires more
points for a better approximation. The accuracy at each step from using the adaptive method
is higher than the uniform distribution in Figure 3.10(d). We also try smaller values for h
on the same domain, and the results are presented in Figure 3.13-3.18. It shows the same
pattern of the distribution of points at the final step in both Figures 3.13(a) and 3.16(a), the
accuracy in both Figures 3.13(d) and 3.16(d) is becoming lower due to the value of h, but
the convergence of the Erel shows that the adaptive method performs better than the uniform
distribution.
Version 2 and Version 3 Some relatively high Erel values near θ = 0 and pi with h = 0.7
can be found in Figure 3.10(c) when using Version 1. Figure 3.11(c) for Version 2 did not
improve Version 1, but Version 3 in 3.12(c) shows significant improvement by reducing the
highest Erel value among all versions.
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Figure 3.14(c) shows that Version 2 gives the similar Erel as Version 1 in 3.13(c) with
h = 0.1. Version 3 improved both Version 1 and Version 2, as you can see in Figure 3.15(c).
In addition, all versions show the accuracies in Erel and RMSE are better than the uniform
distribution.
Figure 3.16(c) with h = 0.01 shows high spikes near θ = 0 and pi , and it clearly shows
that the Erel curves for both Version 2 and Version 3 improved the high spikes that were
seen in Version 1, and the Erel curve by using Version 3 in Figure 3.18(c) shows the best
performance among all versions. All versions showed better performance than the uniform
distribution regarding the Erel and RMSE.
Overall, Version 2 and Version 3 improve the Erel curve in general, and the accuracies
by using all versions provide better approximations than the uniform distribution.
Example 3.5.2.2. [Non-Smooth BC on Ω2]
The results given in Figure 3.19-3.27 are obtained from using the amoeba-like domain, Ω2.
Also, it was tested with the same h values as in the previous example.
Version 1 The adaptive method added more points near the non-smooth area and the
region that has a high gradient. The adaptive method by using Version 1 performs better than
the uniform distribution by looking at the accuracies with all h values in Figures 3.19(d),
3.22(d), and 3.25(d). The highest value on the Erel curves gets larger as the h values decrease
in Figures 3.19(c), 3.22(c), and 3.25(c)
Version 2 and Version 3 The Erel curve in all Figures 3.19(c) (V1), 3.20(c) (V2), and
3.21(c) (V3) which for all versions with h = 0.7 shows a similar pattern, but Version 1 has
the smallest Erel among all versions. Version 2 and Version 3 did not improve the Erel curve
as in the previous example with Ω1. However, they still provide satisfactory results that are
comparable to Version 1 regarding the convergence of accuracy.
When h= 0.1 (Figures 3.22-3.24), Version 1 and Version 3 show a similar pattern on the
Erel curve in Figures 3.22(c) and 3.24(c), but Version 2 did not approach the same pattern of
the Erel curve. All versions show a better performance compared to the uniform distribution.
The Erel curve with h= 0.01 by using all versions show similar results in Figures 3.25(c),
3.26(c), and 3.27(c). Version 2 and Version 3 improved the highest Erel value in Version 1,
and all versions still provide the satisfactory accuracies in Erel and RMSE.
On this domain, Version 2 and Version 3 did not improve Version 1 much with satisfac-
tion. However, the results from both Version 2 and Version 3 were consistently better or
comparable in convergence of RMSE, and the patterns of the Erel curve were not different
from Version 1.
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Example 3.5.2.3. [Non-Smooth BC on Ω3]
Lastly, we test on the gear-shaped domain, Ω3, and the results are given in Figure 3.28-3.36
with h = 0.7, h = 0.1, and h = 0.01.
Version 1 The pattern of the boundary points at the last step from all of the figures shows
that the adaptive method adds points in the region where it has a high gradient. The relative
error curve has a big jump near the discontinuities, but we can observe the equi-distribution
of the curve in Figures 3.28(c) and 3.34(c) except when h = 0.1. Also, the adaptive method
performs by providing higher accuracies than the uniform distribution in all h values.
Version 2 and Version 3 The ideal equi-distribution appears on the Erel curve in Figure
3.28(c) (V1) and 3.29(c) (V2) with h = 0.7, in addition, Version 2 reduced the highest Erel
value in Version 1. Version 3 in Figure 3.30(c) also provided a similar result as in Version 2,
and all versions show the convergence in Erel and RMSE in Figures 3.28(d), 3.29(d) and
3.30(d).
A high spike on the Erel curve in Figure 3.31(c) with h = 0.1 has also been improved
by using both Version 2 and Version 3, while all versions show the same pattern of the
distribution on the boundary. We can also see that Erel and RMSE improve towards the last
step in all Figures 3.31(d), 3.32(d), and 3.33(d).
For h = 0.01, the Erel curve in Figure 3.34(c) is already ideal, but Version 2 (Figure
3.35(c)) and Version 3 (Figure 3.36(c)) did not reduce the highest Erel value in Version 1.
However, all versions performed better than the uniform distribution regarding the accuracies
in Erel and RMSE.
In this non-smooth boundary condition example, we observed the efficiency of using the
adaptive method by the comparison with the uniform distribution in accuracies by using the
same number of collocation points. By observing the Erel curves among all Versions 1, 2,
and 3, Version 2 and Version 3 mostly can improve the Erel curve by reducing the highest
Erel value in Version 1. In addition, some of the results show significant improvement in
reducing the high peaks by using Version 2 and Version 3 even with the stiff change existing
in the boundary condition.
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Figure 3.10: Ω1, V1, Nonsmooth BC, h = 0.7, ε1 = 10−2, and ε2 = 10−6
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Figure 3.11: Ω1, V2, Nonsmooth BC, h = 0.7, e1 = 0.1, tol=5 ·10−3, and ε2 = 10−6
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Figure 3.12: Ω1, V3, Nonsmooth BC, h = 0.7, tol=10−3, and ε2 = 10−6
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Figure 3.13: Ω1, V1, Nonsmooth BC, h = 0.1, ε1 = 10−2, and ε2 = 10−6
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Figure 3.14: Ω1, V2, Nonsmooth BC, h = 0.1, e1 = 0.8, tol=2 ·10−2, and ε2 = 10−6
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Figure 3.15: Ω1, V3, Nonsmooth BC, h = 0.1, tol=1.5 ·10−2, and ε2 = 10−6
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Figure 3.16: Ω1, V1, Nonsmooth BC, h = 0.01, ε1 = 10−2, and ε2 = 10−6
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Figure 3.17: Ω1, V2, Nonsmooth BC, h = 0.01, e1 = 1.1, tol=10−1, and ε2 = 10−6
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Figure 3.18: Ω1, V3, Nonsmooth BC, h = 0.01, tol=5 ·10−2, and ε2 = 10−6
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Figure 3.19: Ω2, V1, Nonsmooth BC, h = 0.7, Approach 4, ε1 = 10−2, and ε2 = 10−6
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Figure 3.20: Ω2, V2, Nonsmooth BC, h = 0.7, Approach 4, e1 = 0.6, tol=2 · 10−3, and
ε2 = 10−6
-2 -1 0 1 2 3
-1.5
-1
-0.5
0
0.5
1
1.5
2
(a) Distribution at the final step
-2
2
-1
4
0
1
0 2
2
0
-2
-2
Ue
Un
Boundary Points
(b) Exact/Numerical Solutions
0
2
0.005
4
0.01
0 2
0.015
0
-2
-2
(c) Erel(mx) curve
100 150 200 250 300
N
10-2
10-1
R
M
SE
Adaptive Method
Uniform Distribution
(d) Convergence
Figure 3.21: Ω2, V3, Nonsmooth BC, h = 0.7, Approach 4, tol=2 ·10−3, and ε2 = 10−6
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Figure 3.22: Ω2, V1, Nonsmooth BC, h = 0.1, Approach 4, ε1 = 10−2, and ε2 = 10−6
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Figure 3.23: Ω2, V2, Nonsmooth BC, h = 0.1, Approach 4, e1 = 0.9, tol=2 · 10−2, and
ε2 = 10−6
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Figure 3.24: Ω2, V3, Nonsmooth BC, h = 0.1, Approach 4, tol=2 ·10−2, and ε2 = 10−6
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Figure 3.25: Ω2, V1, Nonsmooth BC, h = 0.01, Approach 4, ε1 = 10−2, and ε2 = 10−6
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Figure 3.26: Ω2, V2, Nonsmooth BC, h = 0.01, Approach 4, e1 = 1, tol=4 · 10−2, and
ε2 = 10−6
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Figure 3.27: Ω2, V3, Nonsmooth BC, h = 0.01, Approach 4, tol=4 ·10−2, and ε2 = 10−6
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Figure 3.28: Ω3, V1, Nonsmooth BC, h = 0.7, Approach 3, ε1 = 10−2, and ε2 = 10−6
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Figure 3.29: Ω3, V2, Nonsmooth BC, h = 0.7, Approach 3, e1 = 1, tol=5 · 10−4, and
ε2 = 10−6
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Figure 3.30: Ω3, V3, Nonsmooth BC, h = 0.7, Approach 3, tol=2 ·10−4, and ε2 = 10−6
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Figure 3.31: Ω3, V1, Nonsmooth BC, h = 0.1, Approach 3, ε1 = 10−2, and ε2 = 10−6
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Figure 3.32: Ω3, V2, Nonsmooth BC, h = 0.1, Approach 3, e1 = 1.1, tol=10−3, and
ε2 = 10−6
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Figure 3.33: Ω3, V3, Nonsmooth BC, h = 0.1, Approach 3, tol=5 ·10−4, and ε2 = 10−6
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Figure 3.34: Ω3, V1, Nonsmooth BC, h = 0.01, Approach 3, ε1 = 10−2, and ε2 = 10−6
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Figure 3.35: Ω3, V2, Nonsmooth BC, h = 0.01, Approach 3, e1 = 0.4, tol=4 · 10−3, and
ε2 = 10−6
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Figure 3.36: Ω3, V3, Nonsmooth BC, h = 0.01, Approach 3, tol=4 ·10−3, and ε2 = 10−6
42
Chapter 4
ADAPTIVE METHOD BY USING THE MAPS AND RBF IN 2D
In this chapter, we consider the Radial Basis Function (RBF) collocation method by using
the Thin Plate Spline (TPS), and it requires a different type of discretization between data
since the data exist both inside and on the boundary of the domain. We use the RBF
approximation and the Method of Approximate Particular Solutions (MAPS) for comparison
purposes. In Section 4.1, we introduce the construction of the particular solution of the
governing equation by using the standard polynomial basis functions. Different types
of marking strategies and error estimators are introduced in Sections 4.2 and 4.3. The
strategies and the error estimators can be properly chosen depending on the type of problems.
Numerical examples are presented in Section 4.4 to compare between the two marking
strategies, the RBF collocation method and the MAPS. We consider the Poisson equation in
a two-dimensional space. The governing equation and the boundary conditions are given as
−∆u = f in Ω, (4.1)
u = g on ∂Ω, (4.2)
where Ω= [0,1]× [0,1].
4.1 Method of Approximate Particular Solutions (MAPS)
We use the MAPS to approximate the right-hand side of Equations (4.1) and (4.2) by using
the polynomial basis function. There is a difficulty in choosing the shape parameter when
using some of the RBFs [16, 58, 59, 81]. Chebyshev polynomials are also available due to
the high accuracy [11, 14, 74], but the calculation may be tedious, and it has a limitation
in availability for differential operators. Approximations by using the standard polynomial
basis functions do not require fictitious collocation points outside of the domain. This
method can be easily extended for more general types of PDEs, and there is no need to use
the shape parameter [23]. Therefore, we approximate the solution by a linear combination
of a particular solution of the polynomial basis function.
Let φ be the polynomial basis function and Φ be a particular solution of φ correspond-
ingly, i.e.,
−∆Φ= φ . (4.3)
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So we can approximate f and g in Equations (4.1)-(4.2) in the following form:
−∆u˜ =−
Ni
∑
j=1
α j∆Φ=
Ni
∑
j=1
α jφ j ≈ f ,
u˜ =
Nb
∑
j=1
α jΦ j,
(4.4)
where Ni is the number of the interior points in Ω\∂Ω, and Nb is the number of boundary
points on ∂Ω. The formation of the polynomial particular solution and the proof are
presented in [23] with the following Theorem 4.1.1.
Theorem 4.1.1. Let {xi− jy j} be the standard polynomial basis functions of order s where
0 ≤ i ≤ s and 0 ≤ j ≤ i. Assume that the particular solution, up, satisfies the following
second order linear partial differential equation.
a1
∂ 2up
∂x2
+a2
∂ 2up
∂x∂y
+a3
∂ 2up
∂y2
+a4
∂up
∂x
+a5
∂up
∂y
+a6up = xmyn
⇒ (L+a6I)up = xmyn
(4.5)
Then, up can be written as
up =
1
a6
N
∑
k=0
(−1
a6
)k
Lk(xmyn), (4.6)
where N = m+n, a6 6= 0, and the differential operator is expressed as in
L= a1
∂ 2
∂x2
+a2
∂ 2
∂x∂y
+a3
∂ 2
∂y2
+a4
∂
∂x
+a5
∂
∂y
. (4.7)
This formula cannot be used directly for the Poisson problem since the coefficient a6 = 0
in Equation 4.1. We can rewrite the expression of (4.1) so that we have a nonzero a6. In [23],
they manipulate the expression of the governing equation so they can have the differential
operator, L′, with constant coefficients on the left-hand side such as
Lu = f
⇒ L′u+u+Lu = L′u+u+ f
⇒ (L′+1)u = L′u−Lu+u+ f
=
(
L′−L+1)u+ f .
(4.8)
However, the operator of (4.1) already consists of constant coefficients, so there is no need to
employ L′, so we find the particular solution of the following expression for the governing
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equation such as
Lu = f
⇒ Lu+u = f +u
⇒ (L+1)u = f +u.
(4.9)
So a6 is 1. We shall use the second order polynomial basis functions for simplicity to give an
example to find the particular solution by using Theorem 4.1.1, and the particular solutions
for each polynomial basis function are
up =
(
1 x y x2+2 xy y2+2
)
, (4.10)
where (L+1)ui jp = xi− jy j. Also, to construct the linear system to solve and obtain approxi-
mations, we follow the steps below.
u˜ =
s
∑
i=0
i
∑
j=0
ai jui jp (x,y)
(L+1) u˜ =
s
∑
i=0
i
∑
j=0
ai jxi− jy j
s
∑
i=0
i
∑
j=0
ai j (L+1)ui jp (x,y) =
s
∑
i=0
i
∑
j=0
ai jui jp (x,y)+ f (x,y)
s
∑
i=0
i
∑
j=0
ai jxi− jy j =
s
∑
i=0
i
∑
j=0
ai jui jp (x,y)+ f (x,y)
(4.11)
So finally, the linear system is given by
s
∑
i=0
i
∑
j=0
xi− jk1 y
i
k1−ui jp (xk1,yk1)
s
∑
i=0
i
∑
j=0
ui jp (xk2,yk2)
[ai j]=
[
f (xk1,yk1)
g(xk2,yk2)
]
, (4.12)
where (xk1,yk1) are the interior points and (xk2,yk2) are the boundary points on the domain.
4.2 Marking Strategies
In this section, we introduce two different strategies for marking points where we add the
points on the domain. Strategy 1 would be the most natural idea that can be considered for
marking where the refinement is required. Since we generate the initial interior point in
a uniform distribution, it creates square cells along the interior points in the domain. We
test each cell with the error estimator so the cell can be refined by updating interior points.
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After the update, a total of five points are added so the cell is divided into four smaller
squares. This is the simplest way to add points, however, when considering removing points,
it may destroy the structure, and each cell must have four points on the corner. The steps of
using Strategy 1 are presented in Figure 4.1, and more details of the process are given in the
following description.
Strategy 1
• Step 1: Generate the uniformly distributed interior points in the domain.
• Step 2: Generate the test point by taking the average of the four corners of each sell,
and test with the error estimator at each test point.
• Step 3: If a test point is marked by the error estimator, then we update the interior
points in the cell with the four points that are up, down, left, and right to the test point
including the test point itself.
• Step 4: Interior points have been updated and will be used for the next approximation.
Due to the difficulty of removing points in the domain with Strategy 1, we employ
another way presented by Gomez et al. [10, 36] for marking the cell that needs to be refined.
We first start with the uniformly distributed points with assigned children for each interior
point: up-right, up-left, down-right, and down-left with respect to each point. These children
are included in the data structure so they will also be updated along the interior points.
Strategy 2 does not require us to generate test points for the error indication, and we use
the RBF local approximation for the error indication on each cell. Then, we refine the cell
into four cells which resemble the original cell so the newly updated interior points have the
four children as well. Because of this data structure, it is simple to remove the node and
its children when it is indicated, and it maintains the structure of the four children and the
interior point itself. The steps of using Strategy 2 are presented in Figure 4.2, and more
details of the process are given in the following description.
Strategy 2
• Step 1: Generate the interior points uniformly in the domain.
• Step 2: Generate the children for each interior point and update the children in the
data structure.
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Figure 4.1: Steps for Strategy 1
• Step 3: After the local approximation, find the cell with the error estimator and refine
it into four smaller cells.
• Step 4: Remove the interior point and its children when it is indicated.
• Step 5: Interior points have been updated and will be used for the next approximation.
4.3 Error Estimators
Strategy 1 with the MAPS Note that we use middle points to detect the cell where it
needs to be refined when using Strategy 1, and the approximation already satisfies on the
boundary in (4.2) so the error estimator focuses on checking the inside of the domain, so the
error estimator can be expressed as if we are minimizing Equation (4.1):
Error estimator 1 : η1(mxi) = |∆u˜(mxi)+ f (mxi)| , ∀i = 1, · · · ,m, (4.13)
where {mxi}mi=1 are test points in Step 2 of Strategy 1. This type of error estimator has been
used in [26] for solving the Poisson equation.
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Figure 4.2: Steps for Strategy 2
Strategy 1 and 2 with the RBF approximation Since we detect the cell with an interior
point where it needs more accuracy when using Strategy 2, we need to construct the
interpolation around each point, that is, the neighboring nodes around each interior point.
The formulation for the interpolant is given as
u˜(x) =
n
∑
j=1
α jφ(r), (4.14)
where u˜ is approximated globally by using a RBF φ(r), and α j are unknown coefficients
to be determined. The following error estimator has been used in [10, 36] for solving the
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Poisson equation by using the RBF collocation method. The error estimator for Strategy 2
is given as
Error estimator 2 : η2(xi) = |u˜(xi)− Iu˜(xi)| , ∀i = 1, · · · ,n, (4.15)
where {u˜(xi)}ni=1 are the global RBF interpolation by using all interior points, and {Iu˜(xi)}ni=1
is the local interpolant around each interior point on the whole domain. Each Iu˜ can be
calculated by choosing k-nearest neighboring nodes with the same RBF.
Strategy 2 with the MAPS The local interpolant can be calculated as the mean value of
the local approximation by using the particular solution when using the MAPS which is
analogous to Error estimator 2, and this error estimator can be expressed as
Error estimator 3 : η3(xi) = |u˜(xi)− Imu˜(xi)| , ∀i = 1, · · · ,n, (4.16)
where {Imu˜(xi)}ni=1 is the mean value of the local approximation at each center xi by using
the MAPS.
Based on these estimators, we choose the proper error bounds for adding and removing
points in Definition 4.3.1. Note that Strategy 2 includes the removal procedure in the
algorithm.
Definition 4.3.1. Let ε1 and ε2 be the error bounds where 0 < ε2 < ε1. We add points where
η > ε1 and remove points where η < ε2.
Algorithm Strategy 1
Step 1. Choose an initial distribution x = {x1,x2, · · · ,xn} on a square domain,
where n = N2.
Step 2. Compute the corresponding solution u˜ with x.
Step 3. Set up points in the middle of adjacent four xi, i.e.,
mx = {mx1,mx2, · · · ,mxm}, where m = (N−1)2.
Step 4. Add mx j and its up, down, right, and left nodes that lie on the cell where xi
existed to x if η(mxi)> ε1.
Step 5. Update x (xnew) and mx (mxnew) correspondingly.
Step 6. Compute the corresponding solution u˜ with xnew.
Step 7. Check the accuracy, then stop if the desired accuracy is obtained,
return to Step 3, otherwise.
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Algorithm Strategy 2
Step 1. Choose an initial distribution x = {x1,x2, · · · ,xn} on a square domain,
where n = N2, and create four children for each xi that are up-left/right,
and down-left/right.
Step 2. Compute the corresponding solution u˜ with x.
Step 3. Approximate with k-nearest nodes ∀xi, i.e., {Iu˜}ni=1
Step 4. Update x (xnew) and its children if η > ε1,
and remove xi and its children if η < ε2 correspondingly.
Step 5. Update x (xnew) and their children.
Step 6. Compute the corresponding solution u˜ with xnew.
Step 7. Check the accuracy, then stop if the desired accuracy is obtained,
return to Step 3, otherwise.
4.4 Numerical Experiments
In this section, we provide several examples to compare the different marking strategies,
i.e, Strategy 1 and Strategy 2 or the RBF approximation and the MAPS. We consider the
problem given in Equation (4.1) and some boundary conditions in which the numerical
solutions may have sharp variations. The examples are applied on a square domain which
Ω= [0,1]2. The maximum error (Eabs) and the Root Mean Squared Error (RMSE) are used
for measuring the accuracies.
Eabs =
∣∣u(xtk)− u˜(xtk)∣∣ , ∀k = 1, · · · ,M,
RMSE =
√√√√ 1
M
M
∑
k=1
(uk− u˜k)2,
(4.17)
where test points
{
xtk, k = 1,2, · · · ,M
}
are uniformly distributed inΩ\∂Ω, and M is chosen
as 784. We tested with the two algorithms so the initial distributions of points on the domain
are slightly different for each algorithm as in Figure 4.3. When using both strategies Strategy
1 and Strategy 2, the boundary points may be updated in case a part of the added points exist
on the boundary.
Example 4.4.1. [Comparison of Strategy 1 and Strategy 2 by using the MAPS]
In this example, we use the MAPS with a polynomial order of 15 to compare the two
strategies since the results are more stable and satisfactory when the order is 15 or higher
[23]. Also, this example focused on the comparison of Strategy 1 and Strategy 2, so we
do not let the order of the polynomial basis functions be the issue here. The number of
initial points meets the condition that it must be greater than or equal to the number of the
polynomial basis functions to avoid the under-determined system.
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Figure 4.3: Initial Distribution of Collocation Points
Consider the problem and the boundary condition in (4.1) and (4.2) with a given analytic
solution:
u = e−50x+ e−50y in Ω. (4.18)
The analytic solution has a stiff change near the origin on the domain, so we expect to
see more dense points near the origin. The distribution at the final step in Figure 4.4 shows
that each algorithm performs differently. Strategy 1 is almost close to a uniform distribution,
and Strategy 2 tends to add more points on the corner, in the meantime, Strategy 1 provides
more stable results than Strategy 2.
Although Strategy 2 in Figure 4.4(b) shows a reasonable distribution of the interior
points at the final step, the RMSE is not consistently good compared to Strategy 1 towards
the final step. Therefore, we proceed with Strategy 1 for this example, and the results are
given in Figure 4.5.
The distribution of points at the final step in Figure 4.5(a) shows that it is almost close to
the uniform distribution except for some regions in the middle of the domain. This result
reflects in RMSE in Figure 4.5(d) as well. The accuracy of using the adaptive method is
about the same as the uniform distribution. In Figure 4.5(c), we test with a fixed number
of test points in the domain except on the boundary since the numerical solution already
satisfies the boundary condition. As you can see in Figure 4.5(c), the absolute errors at each
test point are oscillating over the region, and this reminds us of the pattern of equi-distributed
errors. We also notice that the number of total points has reached almost to 2000 within the
first two steps because of the adding algorithm in the adaptive method that adds five points
for each cell into the data set. Thus, in the next example, we compare the results by using
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Figure 4.4: Example 4.4.1, MAPS, Distributions at the final step and RMSEs
the RBF collocation method.
Example 4.4.2. [Comparison of Strategy 1 and Strategy 2 by using the RBF approximation]
Here we consider (4.1) and (4.2) again by using the RBF approximation with the same
analytic solution as in Example 4.4.1. Examples 4.4.1-4.4.2 are done for comparison
purposes by using the MAPS and the RBF collocation method since Example 4.4.1 did
not improve much compared to the uniform distribution because of the behavior of the
polynomial basis functions, that is, it is unstable when using polynomials of a higher order.
The commonly used RBFs are listed in Table 1.1. Gaussian, MQ, and IMQ require of
handling the shape parameter “c” when constructing the interpolations. Gomez et al. in
[36], chose error bound ε1 = e ·max(η) where e ∈ (0,1) is defined by the user and used
the TPS-RBF in their numerical experiments since it can avoid using the shape parameter.
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Figure 4.5: Example 4.4.1, MAPS, Polynomial order of 15, ε1 = 10−2, Strategy 1, η1
Therefore, we choose to use the TPS-RBF with m = 4 in consideration of their satisfactory
results on their experiments [36].
We first need to compare Strategy 1 and Strategy 2 to acknowledge the efficiency of
those two strategies. In Figure 4.6(a) Strategy 1 tends to have the same distribution as in
Figure 4.6(b), but it clearly shows that Strategy 2 collects more points during the same
number of steps. We can also verify the efficiency of using Strategy 2 in Figure 4.6(c); both
methods improve the RMSE during the same number of steps. The RMSE by using Strategy
2 decreased from the count 3 to the count 4, and it even continues to converge until the last
step. The difference between Strategy 1 and Strategy 2 is certainly seen in Figure 4.6(c),
so we decide to use Strategy 2 for the remaining parts of the numerical experiments and
continue to use this algorithm to compare between the adaptive method and the uniform
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distribution.
The final distribution of the points in Figure 4.7(a) seems reasonable since the analytic
solution has a stiff change in function values near x = 0 and y = 0. The absolute errors
at each test point are plotted in Figure 4.7(c), and the errors near x = 0 and y = 0 are
relatively low on the entire domain due to the adaptive method added necessary points near
the area that had to be refined for the better approximations. The convergence in RMSE in
Figure 4.7(d) shows that the adaptive method rapidly decreases the RMSE while the uniform
distribution slowly converges to the final step. The distributions of each step are presented
in Figure 4.8 which shows how the dense area is generated. Overall, the adaptive method
provided a better approximation at the final step and a definite improvement compared to
Example 4.4.1 by using the MAPS.
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Figure 4.6: Example 4.4.2, TPS-RBF, Distributions at the final step and RMSEs
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Figure 4.7: Example 4.4.2, TPS-RBF, ε1 = 0.3 ·max(η2), Strategy 2, η2
Example 4.4.3. [Strategy 2 by using the RBF approximation]
In this example, we consider a different analytic solution that oscillates inside of the domain
to observe how the adaptive method behaves with such a function. The MAPS contains the
instability issue since it uses polynomial basis functions which we have shown in Example
4.4.1. In Example 4.4.2, we observed that Strategy 2 was a better approach to adopt our
adaptive method, and the results from using the TPS-RBF was satisfactory in comparison
to the MAPS as well. Therefore, we use the same RBF collocation method with the TPS
by using Strategy 2. Furthermore, since we use Strategy 2, we can now consider removing
points if the error estimator satisfies the error bound in Definition 4.3.1.
The analytic solution for this example is given as
u = sin(apix)sin(bpiy) in Ω, (4.19)
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where a = 2 and b = 2. The function oscillates in the entire domain depending on the
parameters a and b. Thus, we can expect that the pattern of the added points will be dense in
a certain area where the function values vary with a higher gradient. The number of initial
points is 16 on the boundary and 16 in the interior of the domain, that is, 32 in total which is
very sparse since we no longer need to consider the requirement that had to be met when
using the polynomial basis functions.
The final distribution in Figure 4.9(a) reflects that the adaptive methods added more
points where the function oscillates due to the parameters in the analytic solution. The dense
area in Figure 4.9(a) is divided into four quarters, and they match Figure 4.9(b) in which the
exact solution has high gradients in the same region. The plot of the absolute error in Figure
4.9(c) shows that the errors in the four quarters are equi-distributed and are relatively lower
than the errors near the boundary. Figure 4.9(d) shows that the maximum error by using
the adaptive method converges towards the final step. We also tested with a closely similar
number of collocation points that are uniformly distributed at each step since the uniform
distribution creates a perfect square number, and the adaptive method does not necessarily
end up with a perfect square number of distribution. The final step in uniform distribution
could not reach the same accuracy as the adaptive method as you can see in Figure 4.9(d).
To sum up, the RBF collocation method with the TPS by using Strategy 2 was satisfactory
because we could observe the behavior of the adaptive method with the given analytic
solution, and the maximum error of the last step by using the adaptive method was better
even though a fewer number of collocation points were used for the approximation.
As we see in the results from the examples above, the RBF collocation method performs
better than using the MAPS. The benefit of using the adaptive method has been shown well
in Examples 4.4.2 and 4.4.3, and also the behavior of the adaptive method was seen along
the algorithms with Strategy 1 and Strategy 2.
To discuss the overall observation between the RBF collocation method and the MAPS,
the adaptive MAPS was performed globally which led to the expensive cost of the compu-
tation. We can consider employing the localized MAPS to improve the cost and possibly
the results as well. We could also observe that the adaptive method performs differently
depending on the marking strategy. Especially, the RBF collocation method by using the
TPS as its basis function provided a significantly better performance in Example 4.4.2
with Strategy 2. Even though Strategy 1 decreases the RMSE at each step, Strategy 2
converged rapidly and ended up with a better accuracy. After the observation from Example
4.4.2, it was reasonable to continue with the TPS-RBF collocation method with Strategy
2 for Example 4.4.3 since the MAPS did not improve much with results from using the
uniform distribution in Example 4.4.1. In Example 4.4.3, the adaptive method provided the
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same accuracy as the uniform distribution, but the approximation by the adaptive method
improved at the last step. Also, we could see how the final distribution of the collocation
points implied the variations in function values of the analytic solution.
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Figure 4.8: Example 4.4.2, Distributions of collocation points for each step
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Chapter 5
ADAPTIVE METHOD BY USING THE MFS IN 3D
In this chapter, we extend the problem from Chapter 3 to three-dimensional domains. We
designed an adaptive algorithm that is different from the two-dimensional case since the
collocation points exist on a surface, but it is based on the residual type error estimator as in
Chapter 3. We describe our adaptive scheme that is specifically designed for this chapter in
Section 5.1. The initial distribution of collocation points and test points are discussed in
Section 5.2, and some numerical examples are presented in Section 5.3.
We considered boundary value problems by using the MFS in Chapter 3. In this chapter,
we extend the same type of problems as in Chapter 3 in a three-dimensional space. We
consider the Laplace equation with the Dirichlet boundary condition which is given by
∆u = 0 in Ω, (5.1)
u = f on ∂Ω, (5.2)
where Ω⊂ R3. The fundamental solution of the Laplace operator in 3D is known as
φ(x,ξ ) =
1
‖x−ξ‖ , (5.3)
where ‖x−ξ‖ is the Euclidean norm in R3.
5.1 Scheme for Adaptive MFS in 3D
In this section, we consider the adaptive method from Chapter 3 by applying it to a three-
dimensional problem. Since the collocation points are distributed on a surface, it resembles
the scheme by using the MAPS or the RBF collocation methods in Chapter 4 which require
discretization inside of the domain. Based on the numerical results from Chapter 4, we
adopted Strategy 2 for the MFS 3D problems so the data structure in (5.4) reflects the interior
nodes for Strategy 2 that were used in Chapter 4. For the numerical experiments in this
chapter, we used the residual type error estimator, which is the same as the problem in
Chapter 3. The idea of the adaptive method is
Solve ⇒ Mark ⇒ Refine ⇒ Solve,
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as given in Section 3.1. Because of the data structure in the 3D problems, each boundary
point has its children, and we test with an error estimator within the children where the
boundary points are placed in the center of the children. Let {xi}ni=1 be the collocation
points of the surface where x ∈ R3. We also define the children for each xi, ∀i = 1 · · ·n, that
exist on top-left, top-right, bottom-left, and bottom-right of each collocation point. The data
structure can be shown as below:
Matrix of Data =

x1 x
(1)
1 x
(2)
1 x
(3)
1 x
(4)
1
x2 x
(1)
2 x
(2)
2 x
(3)
2 x
(4)
2
...
...
...
...
...
xn x
(1)
n x
(2)
n x
(3)
n x
(4)
n
 , (5.4)
where {x(1)i ,x(2)i ,x(3)i ,x(4)i }ni=1 are the four children for each xi. We create another set of
data to test with the error estimator. We take the middle points in between the collocation
point and its children. The formation of test points is described in Step 2 of Figure 5.1. The
matrix for those test points is expressed as
Matrix of Test Points =

x1 mx
(1)
1 mx
(2)
1 mx
(3)
1 mx
(4)
1
x2 mx
(1)
2 mx
(2)
2 mx
(3)
2 mx
(4)
2
...
...
...
...
...
xn mx
(1)
n mx
(2)
n mx
(3)
n mx
(4)
n
 . (5.5)
The test points are candidates for the collocation points in the adding procedure, so they
must satisfy the parametric equation of the 3D domain. Thus, the test points are obtained by
taking the average of the azimuthal angle and the polar angle with respect to each child.
The error estimator for our governing equation is defined as the maximum error of all
errors obtained from each row of the matrix in (5.5) and followed as
ηi = max

|u˜(mx(1)i )−u(mx(1)i )|,
|u˜(mx(2)i )−u(mx(2)i )|,
|u˜(mx(3)i )−u(mx(3)i )|,
|u˜(mx(4)i )−u(mx(4)i )|
 , ∀i = 1, · · · ,n, (5.6)
and the error bounds are defined by the following definition.
Definition 5.1.1. Let ε1 and ε2 be the error bounds where 0 < ε2 < ε1. We add points where
η > ε1 and remove points where η < ε2.
In Figure 5.1, we describe the process of using the adaptive method with a simple version
of distribution on the surface. The following is a brief description of each step in Figure 5.1.
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• Step 1: Generate points on the surface.
• Step 2: Test in between the collocation points and their children.
• Step 3: Add the test points when indicated and update with the new children of the
added points.
• Step 4: Remove the collocation point when indicated by its surrounding test points.
• Step 5: Test again with the updated collocation points.
In Step 3, we considered taking the maximum absolute error as defined in (5.6) since we
test four corners around the collocation points, and we refine the cell when the maximum
error is greater than the error bound ε1. Additionally, we delete the existing collocation
point and its children when the error estimator finds that all surrounding test points are less
than ε2 in Step 4. Algorithms Version 1 and Version 2 for this chapter are given below. The
only difference between the two is that Version 2 iteratively calculates the RMSE and uses
it as an error bound while Version 1 uses a fixed error bound for each iteration. Version 2
primarily is used when Version 1 does not improve on the numerical results much compared
to the uniform distribution, and the comparison between the two versions are also provided
in some numerical examples. We choose to use a fixed value of ε2 for the removal procedure
as in Chapter 3, but it can be modified into e2 ·RMSE which is similar to the error bound,
e1 ·RMSE, in Version 2.
Algorithm Version 1 (MFS 3D)
Step 1. Choose an initial distribution x = {x1,x2, · · · ,xn} on the surface of the domain,
and create four children for each xi that are up-left/right, and down-left/right.
Step 2. Compute the corresponding solution u˜ with x.
Step 3. Create the test points mx(k)i , ∀k = 1, · · · ,4, ∀i = 1, · · · ,n.
Step 4. Update x (xnew) and its children if η > ε1,
and remove xi and its children if η < ε2 correspondingly.
Step 5. Compute the corresponding solution u˜ with xnew.
Step 6. Check the accuracy, then stop if the desired accuracy is obtained,
return to Step 3, otherwise.
5.2 The Initial Distribution of Collocation points
We considered generating the initial points based on a unit square element on the surface to
avoid a dense area on the poles. Two different ways to generate equi-distributed points on the
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Algorithm Version 2 (MFS 3D)
Step 1. Choose an initial distribution x = {x1,x2, · · · ,xn} on the surface of the domain,
and create four children for each xi that are up-left/right, and down-left/right.
Step 2. Compute the corresponding solution u˜ with x.
while RMSE > tol
Step 3. Create the test points mx(k)i , ∀k = 1, · · · ,4, ∀i = · · ·n.
Step 4. Update x (xnew) and its children if η > e1 ·RMSE,
and remove xi and its children if η < ε2 correspondingly.
Step 5. Compute the corresponding solution u˜ with xnew.
if RMSE ≤ tol
break
end
surface of a sphere are presented by Deserno [25]. One way to find the random placement
can be found iteratively with the equally distributed z-coordinates and the azimuthal angles
that are initially set in the algorithm. This distribution is considered to be an equi-distribution
on average. The other way to find the uniform placement is that each point is in the center of
a unit square element so that the neighboring points have an equal distance in two orthogonal
directions. The algorithms for those methods of locating collocation points on a sphere can
be found in [25], and the examples of points that are obtained from the two algorithms can
be found in Figure 5.3.
Two types of domains are considered in our numerical examples which are given in
Figure 5.2. The shape parameters for a bumpy sphere are adjusted depending on the types
of numerical examples. The expressions of the collocation points for each domain are given
in (5.7) and (5.8). The two angular coordinates are defined as θ ∈ [0,2pi) and φ ∈ [0,pi],
which are the azimuthal angle and the polar angle, respectively. The Cartesian coordinate
system with given radius ρ for a sphere is xy
z
= ρ
 sinφ cosθsinφ sinθ
cosφ
 , (5.7)
and for a bumpy sphere is  xy
z
= ρ(θ ,φ)
 sinφ cosθsinφ sinθ
cosφ
 , (5.8)
where ρ(θ ,φ) is the distance from the origin to (x,y,z) depending on θ and φ . The
expression for ρ(θ ,φ) is given as
ρ(θ ,φ) = 1+
1
5
sin(aθ)sin(bφ), (5.9)
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Collocation Points
Children
Collocation Points
Children
Test Points
Step 1 Step 2
Collocation Points
Children
Collocation Points
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Remove
Step 3 Step 4
Collocation Points
Children
Test Points
Step 5
Figure 5.1: Steps for 3D Problems
where a and b are parameters that can be chosen in positive integers, and it is followed by a
different shape of bumpy spheres.
5.3 Numerical Experiments
In this section, we consider problem (5.1)-(5.2) on several domains in R3. Suppose that
u(x,y,z) and u˜(x,y,z) are the exact solution and its MFS approximation, respectively. The
error between u and u˜ will be measured by the maximum relative error, Erel, which is
calculated on the entire boundary at each test point. The relative RMSE (R-RMSE) is
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(a) Ω1 (Sphere) (b) Ω2 (Bumpy Sphere with a = 3 and b = 2)
(c) Ω3 (Bumpy Sphere with a = 8 and b = 4)
Figure 5.2: Domains: Ω1, Ω2, and Ω3
considered for Version 2. The expressions for Erel, RMSE, and the R-RMSE are given as
Erel =
‖u− u˜‖∞,∂Ω
‖u‖∞,∂Ω
,
RMSE =
√√√√ 1
M
M
∑
k=1
(u(txk)− u˜(txk))2,
R-RMSE =
RMSE
‖u‖∞,∂Ω
,
(5.10)
where test points,
{
xtk, k = 1,2, · · · ,M
}
, are uniformly or randomly distributed on the
surface, and M is chosen by 1001. We used two different types of test points on the surface.
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For a non-smooth boundary condition problem in Example 5.3.2, we wanted to make sure
that there are a plenty of test points in the non-smooth area so the uniform distribution was
more proper than the randomly generated test points. For a harmonic boundary condition
in Example 5.3.1, we tested with randomly distributed test points. These two types of
distributions of test points for a sphere domain for simplicity is given in Figure 5.3.
Source points are selected on a sphere which is outside of the domain. “LOOCV”
[31, 64] is employed to find the optimal distance between the collocation points and the
source points as mentioned in Chapter 3.
(a) Uniform Distribution (b) Random Distribution
Figure 5.3: Distribution of Test Points
First, we considered a harmonic boundary condition on the surface of Ω1 and Ω3 in
Example 5.3.1. Because we expect relatively highly accurate results in this example, Ω3 is
chosen for the bumpy sphere which is bumpier than Ω2 due to the higher shape parameter
values. Then, a non-smooth boundary condition is tested on Ω1 and Ω2 in Example 5.3.2,
and the results are provided in Figures 5.4-5.11. We plotted the initial distribution of
the boundary points and the distribution at the last step of the boundary points for both
the uniform distribution and the adaptive method. Also, a two-dimensional graph of the
distribution of points in terms of θ ∈ [0,2pi) and φ ∈ [0,pi] is given in the figures. The
following is the layout and the description of each figure that is given in the results by using
Version 1.
• Distribution of the initial points in terms of θ and φ before applying the adaptive
method:
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 
 
 
 
• Distribution of the initial points before applying the adaptive method in 3D:
 
 
 
 
• Distribution of the initial points in terms of θ and φ at the last step after applying the
adaptive method:
 
 
 
 
• Distribution of the boundary points at the last step after applying the adaptive method
in 3D:
 
 
 
 
• Distribution of points at the last step in terms of θ and φ by using the uniform
distribution:
 
 
 
 
• Distribution of the boundary points by using the uniform distribution in 3D:
 
 
 
 
• Erel for each step in both by using the adaptive method and the uniform distribution:
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 
 
 
 
• Condition number for each step in both by using the adaptive method and the uniform
distribution:
 
 
 
 
Example 5.3.1. We tested with a harmonic boundary condition on the domains Ω1 and Ω3
to validate the efficiency of the adaptive method. The boundary condition for this example
is given as
u = e−
√
a2+b2pix sin(apiy)sin(bpiz) on ∂Ω, (5.11)
where a = 3 and b = 3. These parameters are chosen to imply the variation in function
values and the oscillations with respect to x, y, and z values.
Example 5.3.1.1 (Harmonic BC on Ω1). The results in Figures 5.4 show that the adaptive
method provides slightly better accuracy than the uniform distribution after two iterations
because the adaptive method adds points differently while the uniform distribution generates
the same number of boundary points based on the unit element area on the surface. Also, the
condition number from using the adaptive method is smaller than the uniform distribution at
each step.
However, the adaptive method with Version 1 goes through with two iterations in total
and had already reached a large number of collocation points at the last step. Thus, we
applied Version 2 to see how it performs compared to the uniform distribution and Version
1. As you can see in the distribution of points and the angles in Figure 5.5(a) and 5.5(b),
the final look is much different from Version 1 in Figure 5.4. Version 1 almost creates the
equi-distributed pattern, but Version 2 clearly shows a more dense area in the distribution.
Better performance can also be seen in the plot of R-RMSEs in Figure 5.5(c). The R-RMSEs
obtained from using the adaptive method in Version 2 are better than the uniform distribution.
In Figure 5.5(d), the maximum relative errors are also compared between the two versions.
Both versions reached almost the same accuracy at the last step, but Version 2 provided
slightly better result with a fewer number of collocation points. It has also been observed
that it requires a long calculation between the second and the third steps when using Version
1. Version 2 tends to take more steps than Version 1 to add points, but ended up with a fewer
number of boundary points.
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Example 5.3.1.2 (Harmonic BC on Ω3). We now consider the same problem and the
boundary condition on a bumpy sphere domain Ω3. As in Figure5.6, the distribution from
using the adaptive method and the uniform distribution are not much different. However, the
schemes for creating the collocation points are very different, and that is why the results of
RMSEs are different in Figure 5.6. At the same time, it also shows that the adaptive method
does not improve the numerical results much. This shows almost the same pattern as the
Ω1 case in Figure 5.4; it only iterates two steps and has already reached a large number of
collocation points so we stop the iteration since it does not improve the previous step. The
condition number in Figure 5.6 is better at the second step when using the adaptive method.
Version 2 has been applied to improve the results that were shown in Figure 5.6. We
again observed the similar pattern of distributions of angles and points (see Figure 5.7(a) and
5.7(b)) as in Figure 5.5(a) and 5.5(b). The adaptive method Version 2 tends to add points
differently than Version 1. Also, better accuracy can be observed in the sub-figures in Figure
5.7. The R-RMSE by using Version 2 converges much better than the uniform distribution
in Figure 5.7(c). Version 1 is compared to Version 2 with the maximum relative errors for
each step. Version 1 again tends to add more points from the second to the third step as in
the previous example, but we see that Version 2 has reached a better accuracy with a fewer
number of points during eight iterations.
Example 5.3.2. As we see in the results in Example 5.3.1, we are motivated to consider
a problem such that it verifies the benefits of using the adaptive method. Therefore, we
modified a non-smooth type of problem that is similar to Example 3.5.2 in Chapter 3. We
force the boundary condition to be non-smooth on a certain area by mimicking the boundary
condition in (3.8) in Chapter 3. The expression of the boundary condition on this example
can be written as
u =

1, 0≤ φ ≤ pi
2
−h,
−1
h
(
φ − pi
2
)
,
pi
2
−h≤ φ ≤ pi
2
+h on ∂Ω,
−1, pi
2
+h≤ φ ≤ pi,
(5.12)
where 2h represents the difference in φ between the two boundary conditions that are −1
and 1. The function has a stiff change near φ =
pi
2
. Ω1 and Ω2 are considered as domains
on this example, and we tested with two different h values which are 0.2 and 0.05.
Example 5.3.2.1 (Non-Smooth BC on Ω1). First, we consider the boundary condition in
Examples 5.3.2 for the domain Ω1 with h= 0.2 and h= 0.05. Figure 5.8 shows some results
with h = 0.2, and we can see that the newly added points around φ =
pi
2
are different from
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the uniform distribution. The maximum relative error at each step by the adaptive method
has improved at every step, and the uniform distribution has an unstable jump towards the
last step. Also, the condition numbers of both methods tend to increase as the number of
points increases, but the condition number by the adaptive method is a little better at the last
step.
A smaller h value is applied, that is, h = 0.05 in Figure 5.9. The angles and points
distributions clearly show that the adaptive method has added necessary points near the
jump in the boundary condition. As the h value gets smaller, i.e., when h = 0.05, the
distribution of boundary points at the final step from using the adaptive method shows that it
has thickened around φ =
pi
2
. More points have been added in the same area compared to
h = 0.2. After the two iterations, the adaptive method gives a better maximum relative error
than the uniform distribution. The maximum relative error obtained by using the adaptive
method is satisfactory while the uniform distribution has an unstable jump towards the
last step of the iteration. The condition number is also better than the uniform distribution
when using the adaptive method since the condition number of the adaptive method did not
increase even after a larger number of points are added at the final step.
Example 5.3.2.2 (Non-Smooth BC on Ω2). Now, we switch the domain to a bumpy sphere
Ω2 in which the parameter is customized for this example. The results with h = 0.2 are
given in Figure 5.10. The pattern of thick surroundings near φ =
pi
2
can be seen in the (θ ,φ)
graph of the adaptive method which differs from the uniform distribution. The maximum
relative error also improves in the first and the second iteration. The condition numbers for
both distributions are also comparable, but the condition number at the last step by using the
adaptive method is smaller than the uniform distribution.
When h = 0.05 is considered in the problem (see Figure 5.11), the points in the sur-
roundings near φ =
pi
2
have been added intensely as you can see in the (θ ,φ) graph for the
adaptive method in Figure 5.11. The maximum relative error improves after the second
iteration, and it reaches a better accuracy than the uniform distribution at the final step.
Also, the condition numbers are comparable for both the adaptive method and the uniform
distribution.
Since the adaptive MFS 3D algorithm updates the collocation points by quadrupling,
the issue arises because of the cost for the computation, and it reaches a large number of
collocation points after two or three steps. Version 2 is mainly considered to improve this
issue, and the adaptive method with Version 2 added collocation points differently which
took more iterations but a fewer number of points at each step. The comparison with the
uniform distribution was satisfactory as well, however, Version 2 did not improve the results
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by using Version 1 in the non-smooth boundary condition problems.
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Figure 5.4: Example 5.3.1, Version 1, Ω1, ε1 = 10−4, and ε2 = 10−7
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Figure 5.5: Example 5.3.1, Version 2, Ω1, e1 = 1, ε2 = 10−7, and tol=2 ·10−2
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Figure 5.6: Example 5.3.1, Version 1, Ω3, ε1 = 5 ·10−1, and ε2 = 10−3
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Figure 5.7: Example 5.3.1, Version 2, Ω3, e1 = 1.5, ε2 = 10−3, and tol=2 ·10−6
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Figure 5.8: Example 5.3.2, Version 1, Ω1, h = 0.2, ε1 = 5 ·10−2, and ε2 = 10−3
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Figure 5.9: Example 5.3.2, Version 1, Ω1, h = 0.05, ε1 = 3 ·10−1, and ε2 = 10−3
77
0 1 2 3 4 5 6
 in [0,2 )
0
1
2
3
 
in
 [0
,]
Initial Points
-1
1
-0.5
0
1
0.5
0
1
0
-1
-1
0 1 2 3 4 5 6
 in [0,2 )
0
1
2
3
 
in
 [0
,]
Adaptive Method
-1
1
-0.5
0
1
0.5
0
1
0
-1
-1
0 1 2 3 4 5 6
 in [0,2 )
0
1
2
3
 
in
 [0
,]
Uniform Distribution
-1
1
-0.5
0
1
0.5
0
1
0
-1
-1
200 400 600 800
N
0.2
0.3
0.4
0.5
0.6
Er
el
Adaptive Method
Uniform Distribution
200 400 600 800
N
105
106
107
Co
nd
itio
n 
Nu
m
be
r
Adaptive Method
Uniform Distribution
Figure 5.10: Example 5.3.2, Version 1, Ω2, h = 0.2, ε1 = 5 ·10−2, and ε2 = 10−4
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Figure 5.11: Example 5.3.2, Version 1, Ω2, h = 0.05, ε1 = 3 ·10−1, and ε2 = 10−3
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Chapter 6
CONCLUSIONS AND FUTURE WORK
6.1 Conclusions
We considered an adaptive method to approximate the solutions of PDEs which allowed the
use of a non-uniform distribution of points and a fewer number of degrees of freedom than
the uniform distribution. An adaptive method requires defining a proper error estimator and
analytic construction in data structure depending on the types of PDEs and the domains that
are considered in the problems.
The primary intention of the adaptive method that we employed in this dissertation is that
we seek the regions of the domain that need to be refined to obtain better approximations and
the observation of the behaviors of the adaptive method. Based on this idea, we considered
the MFS, the MAPS, and the RBF collocation methods to solve the problems governed by
the Laplace equation in 2D and 3D, and the Poisson equation.
The numerical examples for the MFS 2D in Chapter 3 allowed us to vary the types of
error estimators since the data structure was in the simplest form among all types of the
problems that are considered in this dissertation. We started with the first version of the error
estimator (Version 1) and have extended to the other two versions (Version 2 and Version 3)
with different type of error bounds. Most of the results from this chapter have shown that
the adaptive method performed better than the uniform distribution with a fewer number of
collocation points. Especially, we could observe how the adaptive method performs on the
irregular domains or the non-smooth boundary conditions. Some singular values have been
spotted in the irregular domain problems, and we were able to improve the singular values
by adopting different versions of the error estimator.
It was relatively easier to handle the data structure in the MFS 2D problem with the
Dirichlet boundary condition since the collocation points neighbor on the boundary of a
closed form of a domain and only have two neighbors at each collocation point. However,
in Chapter 4, we had a different aspect that had to be considered since we tested the interior
of the domain for numerical examples. This implies the necessity of changes in the adaptive
algorithm scheme that we first considered and the definition of the error estimators. Two
different strategies (Strategy 1 and Strategy 2) were considered for the adaptive algorithm,
and some numerical experiments were done to compare the two strategies, with the RBF
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collocation method, and the MAPS by using the standard polynomial basis functions. The
experiment using the MAPS left some unstable result issues due to the behavior of the
polynomial basis functions while the RBF collocation method performs better overall and
provided the reasonable results that we expected to see.
The last numerical experiment in this dissertation is the 3D problem using the MFS
governed by the Laplace operator with the Dirichlet boundary conditions. The adaptive
schemes and the set-up for the numerical examples in this chapter are comprehensive among
all the numerical experiments in this dissertation. Since three-dimensional domains are
considered here, the data structure is analogous to the MAPS and the RBF collocation
method problems (Chapter 4). The considerations for boundary conditions of the governing
equation have been approached similarly as in the adaptive MFS 2D (Chapter 3). Most of
the results showed that the adaptive method performed better than the uniform distribution,
however, it resulted in a calculation with a large number of collocation points because the
data grows quadruply by the adaptive algorithm. Therefore, in the non-harmonic boundary
condition problems, the adaptive method did not efficiently improve after two iterations,
so we are motivated to use a different version (Version 2) of the error estimator that was
used in the MFS 2D problem in Chapter 3. The adaptive algorithm Version 2 has satisfied
the needs for improving the singular values in some numerical results by using Version 1
in the MFS 2D problems. It successfully performed again in the non-harmonic boundary
condition problem in Chapter 5. We have observed that Version 2 took more iterations
than Version 1, but it could reach a better accuracy with fewer collocation points in total.
Also, the numerical examples with the non-smooth boundary condition have shown that the
adaptive method Version 1 performed efficiently near the non-smooth area of the domain
and provided better results for the uniform distribution for both h = 0.2 and h = 0.05.
6.2 Future work
In consideration of the applications and extensions for solving problems by using the
adaptive meshless methods, many future research topics have been created.
There are more elliptic types of PDEs that we can solve by using the MFS for both 2D
and 3D problems by applying the adaptive method. We have already tested with different
definitions of the error estimator, and this implies that there is the possibility of finding
other types of the error estimator, so we can extend the application of the adaptive method.
We only used the Dirichlet boundary condition for the MFS 2D and 3D problems in this
dissertation. The mixed boundary condition and the Neumann boundary condition problems
with the adaptive method can be further researched. Different approaches are also possible
81
by reducing the number of source points and comparing our adaptive method with the
Greedy adaptive technique by using the MFS [66].
We can also consider extending the choices for the basis functions to solve problems
in Chapter 4. To make the MAPS more applicable on a regular or an irregular domain in
higher dimensions, we can develop a scheme for the localized approximation. It is more
suitable for solving a problem with large data because the algorithm rapidly increases the
collocation points.
Different types of PDEs are available for the MFS 3D problem, and we can extend
the domains to be more irregular so we can observe how the adaptive method behaves
for these domains. Adaptive methods can also be considered in the surface reconstruction
problems, such as reconstructing the “Stanford Bunny” [13] surface by applying our adaptive
algorithm.
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