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Abstract 
A wealth of data is generated daily by social media websites that is an essential 
component of the Big Data Revolution. In many cases, the data is anonymized before 
being disseminated for research and analysis. This anonymization process distorts 
the data so that some essential characteristics are lost which may not be captured by 
methods that are not robust against such transformations.  In this paper we propose 
novel algorithms, for two-dimensional data, for a recently discovered statistical 
data analysis measure, the Ray Shooting Depth (RSD) that provides an affine-
invariant ranking of data points. In addition, we prove some complexity results and 
illustrate some of the desirable properties of RSD via comparisons with other 
similar notions. We develop an open-source data visualization tool based on RSD, 
and show its applications in distribution estimation, outlier detection, and 2D 
tolerance-region construction. 
Keywords:  outlier detection, affine-invariant, data visualization, business analytics 
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Introduction
Online social media and networking sites like YouTube, Facebook, Twitter, and others collect terabytes
of data on social interactions among humans (Kambatla et al., 2014). This wealth of data is of great
value to these sites but at times it is of even greater importance to others. Potential beneficiaries may
include government security agencies, commercial organizations that provide social products, social
network analysts and researchers etc. These users may have varied motives and objectives but they all
need the data available with social networks. While social networking sites are willing to share this data,
they usually don’t want to part with the rules and regulations of privacy as outlined in their terms and
conditions of usage. This requires them to apply privacy preserving techniques to user data before its
dissemination (Agrawal and Srikant, 2000). For example, they could perform affine transformations
like translation, rotation, and scaling to their data (Bhaduri et al., 2011). It leaves the consumers of this
data with the challenging task of making sense of this transformed data. It is noted that routine data
mining operations, at times, may present rather absurd results when applied to such data.
Recently researchers have started studying methods that work effectively on such anonymized data
(Rousseeuw and Leroy, 2005; Hubert et al., 2016). This paper is an effort in this direction. We propose
using a recently introduced method, Ray Shooting Depth, of ranking points in an affine space in this
regard (Mustafa et al., 2011). Wedevelop first practical algorithms for implementingRay ShootingDepth
(RSD) along with some theoretical performance guarantees. We also implement an Ṟ package that is
readily available and can be used to perform tasks outlined in this paper. We show effectiveness of this
tool (and the underlying algorithms) for the purpose of outlier detection and data visualization as well.
We also study its effectiveness in estimating underlying distribution of sample data.
Given a set S = {p1, . . . , pn} of n points in general position in R2 (the data) letG = (V,E) denote the
complete geometric graph whose vertices are the points of S and edges, the line segments pipj , i < j.
For a point q ∈ R2, the ray-shooting depth of r is defined as
dρ(q) = min
u:‖u‖=1
(r(q, u)), (1)
where r(q, u) is the number of segments in E that meet {q + tu, t ≥ 0}, the ray through q in direction u.
A (ray-shooting) median is a point µρ ∈ R2 of maximal ray-shooting depth. It need not be unique nor
an element of S. See Figure 1(i) for an illustration.
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Figure 1: (i). Ray Shooting Depth of a point with respect to five other points. RSD is 2
- the minimum number of line segments intersected by a ray starting at the given point.
(ii). Line arrangement of four lines. There are six nodes, eight edges, and four regions -
including the one outer region.
In the present paper we focus on the two dimensional version of RSD. We give a simple algorithm to
compute RSD dρ(q) a query point q in time Θ(n logn). We show that a median µρ ∈ R2 can be found in
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O(n4). We implement our algorithms as an open-source tool and discuss how it can be used to detect
outliers, visualize underlying distribution of a given sample, and compute its tolerance-regions. In the
endwe discuss results of some experiments that showhowwell RSD estimates themedian of distribution
from a given sample even in presence of considerable noise and distortion.
In the section that follows we review related work in this field. Next, we discuss the new algorithms
for RSD, and prove claims on their run-time complexities. We follow algorithms with description of
rsplot: a data visualization tool. In the end we report results of our experiments and conclude with a
mention of some future directions.
Literature Review
In this sectionwe briefly survey threemain streams of researchwork implicitly or explicitly provide basis
for current work: (1) Outlier Detection, (2) Data Visualization, and (3) Statistical Depth.
Outlier (or anomaly) detection is usually one of the first steps performed inmany kinds of datamining
tasks. Sometimes the extracted points are discarded, resulting in a relatively more homogeneous distri-
bution of data points. On the other hand, there are instances where focusing on these outliers may lead
to key insights in business led analytics (Ranjan, 2009; Lipnick, 1991). Simply discarding or ignoring
outliers as one of the data preprocessing steps in business analytics may result in missed opportuni-
ties. One of the most common business applications of outlier analysis is financial fraud detection. Both
supervised and unsupervised methods come into play when detecting anomalous transactions. These
anomalies, in the case of credit cards, might consist of absolute values of the transactions or the loca-
tion where these transactions took place with respect to the user profile. Usually, we err on the side of
caution which results in frequent false positives but any false negatives are usually very expensive. Sim-
ilar issues arise in insurance claims fraud which might also require the use of graph theoretic methods
where we might look for nodes with uncharacteristically high degree or connections (corresponding to
high activity.)
In the stock market, early detection of atypical trends in the market can help pinpoint irregularities
such as fraudulent insider trading or malfunctioning automated stock trading (e.g. 2010 Flash Crash)
which can lead to significant market losses. Many businesses also track the surfing behavior of their
online customers. These discrete sequences of events may be analyzed for anomalies to aid in intrusion
detection or Denial of Service (DoS) attacks. Failing to properly deal with outliers in any of the above
scenarios ends up being extremely costly for the businesses involved. There has been a sustained interest
in developing new methods and criterion for outlier detection both in the traditional empirical sciences
and statistics domains (Febrero et al., 2008;Hubert et al., 2015;Ordonez et al., 2011) and in the emerging
data science and data analytics field (Gupta et al., 2014; Perozzi et al., 2014).
Non-parametric methods of outlier detection assume no underlying statistical distribution on the
given point set. Known data mining technique usually depend on distance-based methods, which can
handle large datasets (Knox and Ng, 1998; Breunig et al., 2000). However, if the input data is skewed
or improperly scaled it may lead to absurd results (Aloupis, 2006).
Visualizing data is one of the most common tasks that a data scientist performs during the initial
exploratory data analysis (EDA) phase to get a feel for the type of information one is dealingwith. It helps
uncover non-intuitive characteristics and can aid in confirming hunches pending further exploration.
Visualization methods for data have had a long history of study (Hoaglin et al., 1983; McGill et al., 1978;
Rousseeuw et al., 1999; Esty et al., 2003; Becketti and Gould, 1987). Scatter plot is a basic form of
visualization that is used to display twodimensional data. Box plots and bag plots build on the samebasic
framework and provide more information (such as media, outliers, inliers, etc.) about the underlying
data set (Rousseeuw et al., 1999).
Computational methods that we propose in this paper also lend themselves to an intuitive variation
of bag plot. It provides a depth perspective to sample observations along with an adjustable partitioning
of the data points into ranges of interest.
Tukey first introduced the measure of data depth and proved the robustness and other interesting
properties (Tukey, 1975). Later on Liu, and Oja defined other measures of depths based on count and
area of triangles. Measure of RSD appears in (Gromov, 2010) where they show that there always exists
a point of depth at least n2/9 in the plane and that it is best possible.
Data depth measures have been used for outlier detection, data visualization, and classification pur-
poses (Rousseeuw et al., 1999; Hubert et al., 2015, 2016). Depth measures including RSD are affine-
independent i.e. depth value of a point is robust to changes due to translation, rotation, and scaling
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transformations. This provides data depth measures an edge over other distance based measures. Un-
fortunately there is no efficient implementations of data depth functions and work effectively on very
small data-sets i.e. with less than 500 data points (Maxime et al., 2012).
Proposed Algorithms
Before we outline our algorithms we would like to define a couple of necessary notions.
Point-Line Duality
Given a set P of points in the plane, dual P ∗ is a set of lines that preserves incidence and above/below
relation. One trivial map, that satisfies above properties, is given by: p(a, b) → p∗(y = ax + b) i.e.
x-component becomes slope of dual line and y becomes its intercept.
Line Arrangement
For a set L of lines, arrangementA(L) is a geometric graph with pairwise intersection points of lines
in L as nodes and line segments between nodes that lie on a line in L as edges. It is well-known that
A(L) of n lines can be constructed inO(n2). See Figure 1(ii) for an illustration. Furthermore, onceA(L)
has constructed for dual L of some pointset P , radial order of points in P around a query point can
be computed in linear time (Chazelle et al., 1985). Arrangement A(L) of n lines partitions the plane in
O(n2) regions; all points in a region have same above/below relation with respect to the lines in L.
For algorithms, and discussion below, we slightly abuse notation as: (a, b) to mean a line, and [a, b]
to mean a line segment through points a, b and [a, b) to mean a ray starting at a and passing through b.
Computing RSD dρ(q) of One Point
To compute dρ(q) we start by radially ordering points in sample set P around q in O(n logn). Assume
now that p1 through pn are thus ordered. It may be helpful to picture points in P as lying on a circle
around q.
Algorithm 1 RSD of q with respect to |P | = n
Normalize pi so that they lie on unit circle around q
2: Radially sort pi around q
arcj ← number of points as we walk from pj to −pj .
4: ρ1 ←
∑n
k=1(n− arck − k − 1)
for r = 2→ n do
6: ρr ← ρr−1 − n+ 2× arcj−1 + 1
end for
8: ρ← minnj=1 ρj
return ρ
Consider the ray starting at q andbisecting line segment [p1, p2], and compute the number of segments
intersecting this ray. Its easy to see that a line segment [pi, pj ] intersects the ray if and only if pi, pj lie on
opposite sides of the line defined by ray, and that pj lies on the arc of [pi,−pi] that meets the ray; here
−pi is antipodal point of pi on unit circle around q. So in this fashion, we can compute the depth of first
ray in linear time and depth of every subsequent ray can be computed with constant amount of extra
time. See Algorithm 1 for details.
Computing RSD dρ(Q) of n Points
Given two pointsets Q and P , we want to compute RSD of each point qi ∈ Q with respect to the sample
P . Note that time cost of Algorithm 1 is dominated by sorting done in the first step to order points in
P around q. To take advantage of this observation, we choose to transform our problem to dual space
as defined above. In dual space we build a line arrangement of dual lines P ∗ of pointset P , and insert
line q∗i into this arrangement to find relative order of points in P around q inO(n) time for each point qi
(Chazelle et al., 1985). See Algorithm 2.
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Algorithm 2 RSD of |Q| = m with respect to |P | = n
Build A(P ), the arrangement of p∗i for pi ∈ P
2: for all qi ∈ Q do
Li ← {`i,j : slope of (qi, pj)}
4: sort Li by inserting q∗i in A(P ). W.L.O.G. `i,1 ≤ `i,2 . . . ≤ `i,n be in anti-clockwise order on unit
circle with qi as center. Also pi,j ∈ P be alias of a point with which makes slope `i,j with qi.
end for
6: for all qi ∈ Q do
arci,j ← number of points as we walk from pi,j to −pi,j .
8: ρi,1 ←
∑n
k=1(n− arci,k − k − 1)
for r = 2→ n do
10: ρi,r ← ρi,r − n+ 2× arci,j−1 + 1
end for
12: ρi ← minnj=1 ρi,j
end for
14: return ρ
Computing a Median Point
Given a set P of n points in plane, we want to find RSD median i.e. µρ ∈ R2. The algorithm we outline
here will compute RSD of all points in plane to locate an arbitrary median point z.
We divide the plane into a set of regions defined by the arrangement A(EP ), of
(
n
2
)
lines induced on
points in P as defined above. It is observed that all points within a region have same RSD value, and
also there is a relation between RSD values of points in neighboring regions. We define N(fi) as set of
all neighbor regions of a region(or face) fi. Fix f0 to be the unbounded face of this arrangement which
is rather a union of all unbounded faces.Description of f0 is readily available by taking the convex hull
of P . Algorithm proceeds by computing RSD of an arbitrary point in f0. RSD of a point in a neighboring
face can be computed in constant time. A point with maximum RSD value is returned. See Algorithm
3.
Algorithm 3 RS Median of a set |P | = n
build A(EP ), the arrangement of (pi, pj) ∈ P × P
2: Let F = set of all faces in A(EP ).
for all fi ∈ F do
4: label(fi)←∞
end for
6: count← 0
label(fi)← count
8: L← {fi}
S ← L
10: repeat
R← S ← ∅
12: count← count+ 1
for all `i ∈ L do
14: Remove `i from L
for all fj ∈ N(`i), s.t.label(fj) =∞ do
16: label(fj)← count
S ← S ∪ {fj}
18: end for
end for
20: L← S
until L = ∅
22: return R as set of RS-Median points.
Bottleneck of Running time in this algorithm is the construction of arrangement. Since there are
(
n
2
)
lines, an arrangement can be constructed in O(n4) time.
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Also we would like to state that the algorithm to compute RSD of a single point is optimal. A lower
bound of Ω(n logn) can easily be deduced by reducing set-equlity problem to RSD problem. We omit
the proof due to space constraints.
RSplot: A Bivariate Data Visualization Tool
Given the remarkable accuracy of RSD to rank points in the plane, as observed in experiments section
below, it is natural to consider it for the purpose of bivariate data representation and outlier identifi-
cation. We present RSplot, an R package for this purpose. Main components of RSplot include: (1).
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
−3 −2 −1 0 1 2 3
−
3
−
2
−
1
0
1
2
3
x
y
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l ll
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
ll
l
l
l
l
l
l
l
l
l
l l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l l
l
l
l
l
l
l
l l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l l
l
l
l
l
l
l
l
ll
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
0 1 2 3 4 5 6
0
1
2
3
4
5
6
x
y
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
x
y
Figure 2: Five rings of RS depth for sets of 500 points at random, respectively, fromnorm
bivariate, exponential bivariate and uniform bivariate distributions.
Median, a point of maximum RSD, (2).Median bag, convex hull of set of all medians, (3). Half bag, a
convex polygon that contains 50% points in the sample, and (4). Fence, a polygon that identifies outliers
in data.
We implement RSplot, in R, the standard statistical computing language so that it is readily available
to use and extend on all recognized platforms. As we also provide its source in C++, it can easily be ported
to other environments as well. R package for current implementation is available at the following public
repository: https://github.com/anony00/rsd. The data along with the scripts to generate graphs are
available this anonymous paper repository for reproducibility purposes.
In Figure 3 belowwe draw rsplot of plasma readings of 60 patients. Compared to othermethods this
plot gives quite interesting insights. For example rsplot of diabolic blood pressure andHDL cholesterol
reading shows that higher blood pressure levels are quite common among patients with normal choles-
terols. Similarly the plot on the right shows that Triglyceride and HDL cholesterol are very “sparse”
in the population. Furthermore, both cases rsplot clearly identifies all potential outliers. Anonymous
patients data was obtained from https://www.cdc.gov/nchs/nhis/index.htm.
RSplot exposes a number of interfaces in the main RSdepth package. Brief description of each inter-
face follows.
rsrings: Contours of RSD
Given a two dimensional matrix of a bivariate sample data P ⊆ R2, rsrings creates a plot of data,
identifies a point in P as the deepest point, and divides P into a set of five convex contours or rings of
gradually increasing sizes. Each ring contains 20% more points than the next smaller ring, and smaller
rings signify a deeper set of points with high RSD. Interface provides a way to change the number of
rings to be generated; fraction of points in each ring changes accordingly.
We observe that for contours to provide any meaningful information, number of rings should be
less than n50 where n is the number of observations in the sample. rsrings gives a visual description of
centrality ranking of points and is perfect for a study of bivariate Spacings (Li et al., 2008). In Figure 2,
we use it on three sets of 500 points each drawn respectively from uniform, normal, and exponential
distributions at random. In all of the cases rings drawn provide a near optimal estimate of underlying
distribution.
rstruerings: “True” Contours of RSD
rstruerings generates contours based on RSD such that all points x ∈ R2 within a contour fall in
the same range of RSD - recall that in rsrings this is only guaranteed for the points that lie in the given
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Figure 3: rsplot for plasma readings of 60 patients. Effective outlier identification is done
along with locating the median of the sample.
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Figure 4: Five rings of RS depth for sets of 50 points at random, respectively, fromnormal
bivariate, exponential bivariate and uniform bivariate distributions.
sample P . See Figure 4 for comparison. This more fine-grained ranking of points makes more sense for
some particular types of samples: for example given a sample P , such that all points in P are in convex
positions, there is essentially a single contour based on rsrings because all points in P have same rank
according to centrality. But if we use rstruerings, we can still getO(n2)meaningful rings. So, although
rsrings give a more appropriate picture of the underlying distribution, it is sometimes more relevant to
visualize the “true” contours based on RSD of all points in the plane (not just the points from sample P )
for it portrays a different geometric structure.
It is a strictly harder computational problem and compared to O(n2) algorithm for constructing
rsrings, there is an easy Ω(n4) lower bound on time complexity of constructing rstruerings.
rstinterval: ATolerance-RegionofRSDWith rstintervalwe approximate a two dimensional
extension of a 90% tolerance interval. Tolerance-region or interval captures a certain fraction ormore of
a distribution with a given confidence level (Krishnamoorthy and Mathew, 2009). Tolerance intervals
find varied application in quality control, environment monitoring, and aviation risk patterns (Cheng
et al., 2000; Krishnamoorthy and Mathew, 2009). Default tolerance threshold can be adjusted as per
requirement in the software.
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Figure 5: 90% tolerance regions are constructed using rstinterval on 1000 points. On the
left, points are sample fromuniformdistributionwhile normal distribution is used on the
right.
Experiments
To evaluate the effectiveness of our algorithms and their implementation we ran experiments on syn-
thetic and real world data. For our experiments we choose bivariate data points randomly from a set
different distributions. This set includes a mixture of uniform, centrally concentrated, and heavy-tailed
distributions to give a better idea of performance of various median estimators. We also choose a set of
contaminated distributions, as described in the table below to measure effect of outliers on these esti-
mations.
Sample Distribution Noise
1. N (µ = 0, σ = 1) -
2. Uniform U(a = 0, b = 1) -
3. Cauchy C(x0 = 0, γ = 1) -
4. Fdist.(0, 10, 100) -
5. t− student(0, 2) -
6. N (µ = 0, σ = 1) 5%
7. N (µ = 0, σ = 1) 10%
8. N (µ = 0, σ = 1) 30%
9. Cauchy C(x0 = 0, γ = 1) 5%
10. Cauchy C(x0 = 0, γ = 1) 10%
11. Cauchy C(x0 = 0, γ = 1) 30%
Table 1: Datasets used for experiments. Distributions are used with their standard notations along with
the parameters used. Five pure and six contaminated datasets were used.
We choose a set of 2500 points in the plane from each of these distributions as the “true” set of points.
Then we choose a sample of 1000 points uniformly from the range of data set as our candidate median
points. For each candidate point in the sample we calculate RSD, Tukey, Liu, and Oja Depths ((Maxime
et al., 2012)). Each experiment was replicated 500 times, and results were averaged out to minimize
errors in approximation.
We assume that all these median estimators try to approximate the “center” of random distributions
of sample data. Furthermore we expect a robust estimator to behave well even in case when mean has
been dragged in some arbitrary direction due to a “certain amount of erroneous data”.
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Measure of Performance
For our simulated data, we quantify accuracy, biasness and robustness of five median estimator, de-
scribed above, according to two standard measure of bivariate point estimators. Root Mean Squared
Error (RMSE), is a precision quantifier and for our simulations, is defined as numerical function of
estimated and true value as below:
RMSE(θˆ, θ) =
√
MSE(θˆ, θ) =
√√√√ 1
n
n∑
i=1
E((θˆi − θ)2) (2)
where θˆi takes the value of median estimators, and θ is actual mean of the distribution to be tested.
Our second estimator for the accuracy is squared bias of estimators, which is a relation betweenMSE
and variance as below: (
Bias(θˆ, θ)
)2
= MSE(θˆ, θ)− V ar(θˆ) (3)
Both of these measures give an account of the accuracy of a particular estimator: smaller value of 2
and 3 is an indicator of a better estimator. We will also use as test of robustness by applying them to
heavy-tailed and contaminated distributions.
Results
Results of our experiments follow in Table 2. Ray Shooting depth behaves well against all pure distribu-
tions beating Tukey and Simplicial estimators in both error value and bias in many cases and remaining
close by in rest of them. Bias value of RSD in case of 10% (and 30% as well) contamination of Normal
by displaced mean Normal was higher than other estimators.
Tukey median is extremely low error for all pure distributions except perhaps Uniform distribution,
for which, all estimators that are based on random process for selecting a median, are expected to show
some error. For contaminated distributions, performance of Tukey median was bit worse, specially in
casewhenCauchy distribution is contaminatedwith 30%noise, estimates by Tukeymedian are observed
to be significantly worse. Simplicial median started poorly with extremely high bias2 (170+) for Normal
distribution, didn’t do much well for F distribution either. Performance on contaminated data sets was,
comparatively better. But error and bias in most cases is almost unacceptable. Oja Depth behave very
well in most of the cases on both bias value and error term. At a couple of occasion in contaminated
distributions, Oja Depth was beaten by a nicer valued Liu/Simplicial Depth.
The performance of Ray Shooting depth on contaminated datasets shows that empirically RSD is
more robust. See Table 2 for in-depth analysis.
Conclusion
In this paper we gave first practically implementable algorithms for RSD. We implemented our algo-
rithms as an open-source tool and discussed its applications to detect outliers, visualize underlying dis-
tribution of a given sample, and compute its tolerance-regions. our experiments show that RSD esti-
mates the median of distribution very well from a given sample even in presence of considerable noise
and distortion.
For future work, need for efficient and easy to implement median algorithms for such data depth
measures can’t be overemphasized as current implementation of all these medians fall short against any
sufficiently large data. Yet using RSD measure on a sample from unknown distribution to approximate
is shown to be promising estimator for bivariate data sets.
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Sample Measure RSD Tukey Liu Oja
N (0, 1) RMSE 0.01212 0.01213 12.542 0.01206
Bias2 0.00031 0.00030 170.80 0.00030
U(0, 1) RMSE 0.51137 0.51038 6.24185 0.51108
Bias2 0.59150 0.28396 51.17260 0.28071
C(0, 1) RMSE 0.03497 0.03547 0.68259 0.03832
Bias2 0.00287 0.00221 0.63617 0.00426
F -dist. (0, 10, 100)
RMSE 0.03517 0.03474 17.264 0.03625
Bias2 0.002 0.00263 398.846 0.00268
t-student (0, 2)
RMSE 0.03314 0.03389 0.66620 0.03307
Bias2 0.00228 0.00193 0.67679 0.00220
N (0, 1) + 5% noise RMSE 0.04925 0.04919 47.217 0.04909
Bias2 0.00480 0.00555 3569.0 0.00465
N (0, 1) + 10% noise RMSE 1.30199 1.32381 0.68704 1.3495
Bias2 6.6741 1.7770 0.68264 1.90427
N (0, 1) + 30% noise RMSE 1.2144 0.8427 42.408 0.98836
Bias2 2.6980 0.74255 3133.43 1.01717
C(0, 1) + 5% noise RMSE 0.06544 0.06153 0.67546 0.06178
Bias2 0.00959 0.00699 0.67158 0.00815
C(0, 1) + 10% noise RMSE 0.13426 0.13440 0.67908 0.12152
Bias2 0.03491 0.02599 0.62325 0.02810
C(0, 1) + 30% noise RMSE 2.93678 3.6032 0.68649 1.5975
Bias2 3.4831 13.0535 0.6657 2.7039
Table 2: This table summarizes the relative error rates of different techniques for estimatingmedian of a
given sample. Error rate of RSD is much better than Liu and Oja in almost all cases. RSD Compares well
against Tukey, specially in presence of noise, while running-time wise being much faster than known
Tukey implementation.
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