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Abstract. We prove a regularity result in weighted Sobolev (or Babuska{Kondratiev)
spaces for the eigenfunctions of a single-nucleus Schrodinger operator. More precisely,
let Kma (R3N ) be the weighted Sobolev space obtained by blowing up the set of singular
points of the potential V (x) =
P
1jN
bj
jxj j +
P
1i<jN
cij
jxi xj j , x 2 R3N , bj ; cij 2 R.
If u 2 L2(R3N ) satises (  + V )u = u in distribution sense, then u 2 Kma for all
m 2 Z+ and all a  0. Our result extends to the case when bj and cij are suitable
bounded functions on the blown-up space. In the single-electron, multi-nuclei case, we
obtain the same result for all a < 3=2.
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1. Introduction
We prove a regularity result for the eigenfunctions of a multi-electron Schrodinger
operator H :=  +V . More precisely, we assume that the interaction potential is of the
form
(1) V (x) =
X
1jN
bj
jxjj +
X
1i<jN
cij
jxi   xjj ;
Ammann's manuscripts are available from http://www.berndammann.de/publications. Car-
valho's manuscripts are available from http://www.math.ist.utl.pt/ ccarv. Nistor was partially sup-
ported by the NSF Grants DMS-0713743, OCI-0749202, and DMS-1016556. Manuscripts available from
http://www.math.psu.edu/nistor/.
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where x = (x1; x2; : : : ; xN) 2 R3N , xj 2 R3. This potential can be used to model the case
of a single, heavy nucleus, in which case the constants bj are negative, arising from the
attractive force between the nucleus and the j-th electron, whereas the constants cij are
positive, arising from the repelling forces between electrons. Our results, however, will
not make use of sign assumptions on the coecients bj, cij. In particular, we the case of
several light nuclei is also contained in our result. We also study the case of one electron
and several xed nuclei, which is important for Density Functional Theory, Hartree, and
Hartee-Fock equations. In that case, our regularity results are optimal.
Let u 2 L2(R3N) be an eigenfunction ofH :=  +V =  P3Ni=1 @2@x2i +V , the Schrodinger
operator associated to this potential, that is, a non-trivial solution of
(2) Hu :=  u+ V u = u
in the sense of distributions, where  2 R. Our main goal is to study the regularity of u.
One can replace the Laplacian  with other uniformly elliptic operators on Rn. Typically
the negativity of the bj implies that innitely many eigenfunctions of H exist, see for
instance the discussion in [?, XIII.3]. In physics, an eigenfunction of H is interpreted
as a bound electron, as its evolution under the time-dependent Schrodinger equation is
e itu(x) and thus the associated probablity distribution ju(x)j2 does not depend on t.
The potential V is singular on the set S :=
S
jfxj = 0g [
S
i<jfxi = xjg. Basic elliptic
regularity [?, ?] then shows that u 2 Hsloc(R3N r S) for all s 2 R, which is however not
strong enough for the purpose of approximating the eigenvalues and eigenvectors of H.
Moreover, it is known classically that u is not in Hs(R3N) for all s 2 R [?, ?]. See also
[?, ?, ?, ?, ?, ?, ?, ?, ?] and references therein for more results on the regularity of the
eigenfunctions of Schrodinger operators.
We are thus lead to consider the following \weighted Sobolev spaces," or \Babuska-
Kondratiev spaces,"
(3) Kma (Rn) := fu : Rn ! C j rjj aS @u 2 L2(Rn); jj  mg;
where the weight rS(x) is the smoothed distance from x to S, a 2 R, m 2 N. The main
result of our paper (Theorem 4.3) is that
(4) u 2 Kma (R3N)
for a  0 and for arbitrary m 2 N. For a single electron, we prove the same result for
a < 3=2 and conjecture that this holds true in general.
The proof of our main result uses a suitable compactication S of R3NrS to a manifold
with corners, which turns out to have a Lie structure at innity. Then we use the regularity
result for Lie manifolds proved in [?]. The weighted Sobolev spaces Kma (R3N) then identify
with some geometrically dened Sobolev spaces (also with weight).
To obtain the space S, we successively blow up the submanifolds of smallest dimension
of the singular set S in R3N . The resulting compact space is a manifold with corners
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S whose interior is naturally dieomorphic to RN n S. Roughly speaking, the blow-up-
compactication procedure amounts to dene generalized polar coordinates close to the
singular set in which the analysis simplies considerably. Each singular stratum of the
singular set S gives rise to a boundary hyperface at innity in the blown-up manifold with
corners S, and the distance functions to the strata turn into boundary dening functions.
We show that, additionally, the compactication S carries a Lie structure at innityW ,
a geometric structure developed in [?, ?], which extendends work by Melrose, Schrohe,
Schulze, Vasy and their collaborators, which in turn build on earlier results by Cordes [?],
Parenti [?], and others. More precisely, W is a Lie subalgebra of vector elds on S with
suitable properties (all vector elds are tangent to the boundary, VS is a nitely generated
projective C1(S)-module, there are no restrictions on VS in the interior of S). There is
a natural algebra DiW(S) of dierential operators on S, dened as the set of dierential
operators generated by W and C1(S).
Our analytical results will be obtained by studying the properties of the dierential
operators in DiW(S) and then by relating our Hamiltonian to DiW(S). Some of the
relevant results in this setting were obtained in [?]. More precisely, let  :=
Q
1ik xHi ,
where B = fH1; : : : ; Hkg is the set of (boundary) hyperfaces of S at innity, that is, the
hyperfaces that are obtained by blowing up the singular set and xHi is a dening function
of the hyperface Hi. An important step in our article is to show 
2H 2 DiW(S), where
H =  + V is as in (2) (see Theorem 4.2).
Let Hm(S) be the Sobolev spaces associated to a metric g on R3N rS compatible with
the Lie manifold structure on S, namely
(5) Hm(S) := fu 2 L2(R3N) jDu 2 L2(R3N r S; d volg); 8 D 2 DimW(S)g:
For any vector
!
a = (aH)H2B 2 Rk, where again k := #B is the number of hyperfaces
of S at innity, we dene Hm!
a
(R3N) := Hm(S), with  :=
Q
H2B x
aH
H . In particular,
Hm!
0
(R3N) = Hm(S). This allows us to use the regularity result of [?] to conclude that
u 2 Hm!
a
(RN) for all m, whenever u 2 H0!
a
(RN). Since H0!
a
(R3N) = L2(R3N) for suitable
!
a = (aH), this already leads to a regularity result on the eigenfunctions u of H, which
is however not optimal in the range of a, as we show for the case of a single electron
(but multiple nuclei). Future work will therefore be needed to make our results fully
applicable to numerical methods. One will probably have to consider also regularity in
anisotropically weighted Sobolev spaces as in [?].
We now briey review the contents of this paper. In Section 2, we describe the dier-
ential structure of the blow-up of a manifold with corners by a family of submanifolds
satisfying suitable transversality conditions. In particular, we dene the notion of iterated
blow-up in this setting. In Section 3, we review the main denitions of manifolds with a
Lie structure at innity and of lifting vector elds to the blown-up manifold. The main
goal is to show that the iterated blow-up of a Lie manifold inherits such a structure (see
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Theorem 3.13). We give explicit descriptions of the relevant Lie algebras of vector elds,
study the geometric dierential operators on blown-up spaces and describe the associ-
ated Sobolev spaces. Finally, in Section 4, we consider the Schrodinger operator with
interaction potential 1 and apply the results of the previous sections to obtain our main
regularity result, Theorem 4.3, whose main conclusion is Equation (4) stated earlier. The
range of the index a in Equation (4) is not optimal. New ideas are needed to improve
the range of a. We show how this can be done for the case of a single electron, but
multi-nuclei, in which case we do obtain the optimal range a < 3=2.
In fact, for the case of a single electron and several nuclei, our result is more general,
allowing for the potentials that arise in applications to the Hartree-Fock equations and
the Density Functional Theory. As such, they can be directly used in applications to
obtain numerical methods with optimal rates of convergence in R3. For several electrons,
even after obtaining an optimal range for the constant a, our results will probably need
to be extended before being used for numerical methods. The reason is that the resulting
Riemannian spaces have exponential volume growth. This problem can be xed by con-
sidering anisotropically weighted Sobolev spaces, as in [?]. The results for anisotropically
weighted Sobolev spaces however are usually a consequence of the results for the usual
weighted Sobolev spaces. For several electrons, one faces additional diculties related to
the high dimension of the corresponding space (curse of dimensionality).
1.1. Acknowledgements. We thank Eugenie Hunsicker and Jorge Sofo for useful discus-
sions. B. Ammann and V. Nistor thank Werner Ballmann and the Max-Planck-Institut
for Mathematics in Bonn, Germany, for its hospitality.
2. Differential structure of blow-ups
2.1. Overview. The main goal of this section is to dene a natural procedure to desingu-
larize a manifold with corners M along nitely many submanifolds X1; X2; : : : ; Xk of M .
This construction is often useful in studying singular spaces such as polyhedral domains
[?, ?, ?, ?] and operators with singular potentials.
If X is a submanifold ofM , then our desingularization procedure yields a new manifold,
called the blow-up of M along X, denoted by [M : X]. Roughly speaking, [M : X] is
obtained by removing X from M and gluing back the unit sphere bundle of the normal
bundle of X in M . If M is a manifold without boundary, then [M : X] is a manifold
whose boundary is the total space of that sphere bundle. More details will be given below.
We will also obtain a natural blow-down map  : [M : X] ! M which is the identity on
M nX.
Then we want to desingularize along a second submanifold X 0 of M , typically we will
have X  X 0  M . In this situation, the inclusion X 0 ,! M lifts to an embedding
[X 0 : X] ,! [M : X]. Then we blow-up [M : X] along [X 0 : X], obtaining a manifold with
corners.
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Note that blowing-up along a further submanifold will be a blow-up of a manifold with
corners along a submanifold. We thus have to carry out the blow-up construction for
manifolds with corners along submanifolds (in the sense given below).
An iteration will then yield the desired blown-up manifold. Since we are interested
in applying our results to the Schrodinger equation, we have to allow that submanifolds
intersect each other. These intersection will be blown up rst before the submanifold
themselves are blown up. The precise meaning of this is given in Subsection 2.5
In what follows, by a smooth manifold we shall understand a manifold that does not
have a boundary. In addition, a submanifold is always required to be a closed subset.
2.2. Blow-up in smooth manifolds. It is convenient to rst understand some simple
model cases. If M = Rn+k and X = Rn  f0g, then we dene
(6) [Rn+k : Rn  f0g] := Rn  Sk 1  [0;1);
with blow-down map
(7)  : Rn  Sk 1  [0;1)! Rn+k; (y; z; r) 7! (y; zr):
If x 2 RnSk 1(0;1), then we identify x with (x), in the sense that RnSk 1(0;1)
is interpreted as polar coordinates for Rn+k n Rn. In the following we use the symbol t
for the disjoint union. We obtain (as sets)
[Rn+k : Rn  f0g] = (Rn+k n Rn  f0g) t Rn  Sk 1:
Remark 2.1. An alternative way to dene [Rn+k : Rn  f0g] is as follows. For any v 2
Rn+knRnf0g dene the (n+1)-dimensional half-space Ev := fx+tv j x 2 Rnf0g; t  0g
and G :=

Ev j v 2 Rn+k n Rn  f0g
	 = Sk 1. Then
[Rn+k : Rn  f0g] := f(x;E) jE 2 G; x 2 Eg
and (x;E) := x. The equation x 2 E denes a submanifold with boundary of Rn+kG,
and its boundary is f(x;E) jE 2 G; x 2 Rn  f0gg = Rn  Sk 1.
If V is an open subset of Rn+k and X = (Rnf0g)\ V , then we dene the blow-up of
V along X as
[V : X] :=  1(V ) = V nX t  1(X)
for the above map  : [Rn+k : Rnf0g]! Rn+k, and the new blow-down map is just the
restriction of  to [V : X].
Lemma 2.2. Let  : V1 ! V2 be a dieomorphism between two open subsets of Rn+k,
mapping X1 := V1 \ Rn  f0g onto X2 := V2 \ Rn  f0g. Then  uniquely lifts to a
dieomorphism
 : [V1 : X1]! [V2 : X2]
covering  in the sense that    =   .
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Proof. For x 2 V1 n X1  [V1 : X1] we set (x) := (x). Elements in  1(X1) will
be written as (x; v) with x = (x; v) 2 X1  Rn and v 2 Sk 1  Rk. Note that
dx 2 End(Rn+k) maps Rn  f0g to itself, and thus has block-form
A B
0 D

:
We then dene (x; v) := ((x); DvkDvk ; 0) 2 Rn  Sk 1  [0;1). The smoothness of
 : [V1 : X1] ! [V2 : X2] can be checked in polar coordinates. Alternatively using the
above remark, one can express this map as (x;Ex) = ((x); E(x)) for x 2 V1 n X1
and (x;E) := ((x); dx(E)) if x 2 X1. In this alternative expression the smoothness
of  is an immediate consequence of the denition of derivative as a limit of dierence
quotients. 
Now let M be an arbitrary smooth manifold (without boundary) of dimension n + k
and X a (closed) submanifold of M of dimension n. We choose an atlas A := f igi2I of
M consisting of charts  i : Ui ! Vi such that Xi := X \Ui =   1i
 
Vi\ (Rnf0g)

. Note
that we do not exclude the case X \ Ui = ;. Then the previous lemma tells us that the
transition functions
ij :=  i    1j : Vij :=  j(Ui \ Uj)! Vji :=  i(Ui \ Uj)
can be lifted to maps
ij : [Vij : Xij]! [Vji : Xji];
where Xij :=  j(Ui \ Uj \X).
Gluing the manifolds with boundary [Vi : Xi], i 2 I with respect to the maps ij,
i; j 2 I we obtain a manifold with boundary denoted by [M : X] and gluing together the
blow-down maps yields a map  : [M : X] ! M . The boundary of [M : X] is  1(X).
The restriction of  to the interior [M : X] n  1(X) is a dieomorphism onto M n X
which will be used to identify these sets.
Recall that the normal bundle of X in M is the bundle NMX ! X, whose ber
over p 2 X is the quotient NMp X := TpM=TpX. Fixing a Riemannian metric g on M ,
the normal bundle is isomorphic to T?X = fv 2 TpM j p 2 X; v ? TpXg. We shall
need also the normal sphere bundle SMX of X in M , that is, the sphere bundle over X
whose ber SMp X over p 2 X consists of all unit length vectors in NMp X with respect
the metric on NMX. The choice of g will not aect our construction. The restriction of
j 1(X) :  1(X)! X is a ber bundle over X with bers Sk 1, which is isomorphic to
the normal sphere bundle.
Let us summarize what we know about the blow-up [M : X] thus obtained. As sets
we have [M : X] = M n X t SMX. The set SMX is the boundary of [M : X], and the
exact way how this boundary is attached to M n X is expressed by the lifted transition
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functions ij. More importantly, we have seen that the construction of the blow-up is a
local problem, a fact that will turn out to be useful below when we discuss the blow-up
of manifolds with corners.
2.3. Blow-up in manifolds with corners. Now let M be an m-dimensional manifold
with corners. Recall that by a hyperface of M we shall mean a boundary face of codi-
mension 1. The intersection of s hyperfaces H1 \ : : : \Hs, if non-empty, is then a union
of boundary faces of codimension s of M . We shall follow the denitions and conventions
from [?]. In particular, we shall always assume that each hyperface is embedded and has
a dening function. We also say that points x in the interior of H1\ : : :\Hs are points of
boundary depth s, in other word the boundary faces of codimension k contain all points
of boundary depth  k. Points in the interior of M are points of boundary depth 0 in
M . In the case s = 0 the intersection H1 \ : : : \Hs denotes M .
Denition 2.3. A closed subset X M is called a submanifold with corners of codimen-
sion k if any point x 2 X of boundary depth s 2 N[f0g in M has an open neighborhood
U in M and smooth functions y1; : : : ; yk : U ! R such that the following hold:
(i) X \ U = fx 2 U j y1(x) = y2(x) =    = yk(x) = 0g
(ii) Let H1; : : : ; Hs be the boundary faces containing x (which is equivalent to saying
that x is in the interior of X \H1 \ : : :\Hs). Let x1; : : : ; xs be boundary denining
functions of H1; : : : ; Hs. Then dy1; : : : ; dyk; dx1; : : : ; dxs are linearly independent at
x.
A simple example of a submanifold with corners X of a manifold with corners M is
X := [0;1)m k  f0g M := [0;1)m k  Rk:
Here the codimension is k, and as yi we can choose the standard coordinate functions of
Rk, and as xi the coordinate functions of [0;1)m k.
On the other hand this simple example already provides models for all kind of local
boundary behavior of a submanifold with corners X of a manifold with corners M with
codimension k, and m = dimM . More precisely, a subset X of a manifold with corners
M is a submanifold with corners in the above sense if, and only if, any x 2 X has an open
neighborhood U and a dieomorphism  : U ! V to an open subset V of [0;1)m kRk
with (X \ U) = ([0;1)m k  f0g) \ V .
As before, all submanifolds with corners shall be closed subsets of M , contrary to the
standard denition of a smooth submanifold of a smooth manifold. The denition of a
submanifold with corners gives right away:
(i) Interior submanifold : the interior of X is a closed submanifold of codimension k of
the interior of M , in the usual sense.
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(ii) Constant codimension: If F is the interior of a boundary face ofM of codimension s,
then F \X is an (m  k   s)-dimensional submanifold of F , that is, F \X is also
a submanifold (in the usual sense) of codimension k in F .
(iii) Weak Transversality : If F is as above and x 2 F \X, then Tx(F \X) = TxF \TxX
Let NMX denote the normal bundle of X inM . Now, if F is the interior of a boundary
face, then the inclusion F ,!M induces a vector bundle isomorphism
NF (X \ F ) = NMXjX\F :
Similarly, we obtain for the interior F of any boundary face an isomorphism for normal
sphere bundles
SF (X \ F ) = SMXjX\F :
Now we will explain how to blow-up a manifold M with corners along a submanifold
X with corners. For simplicity of presentation let k  1. As before, we have as sets
[M : X] = M nX t SMX, but here M nX will, in general, have boundary components,
each boundary face F of M will give rise to one (or several) boundary faces for [M : X].
The total space of SMX yields new boundary hyperfaces.
To construct the manifold structure on [M : X] one can proceed as in the smooth
setting. Let  : [Rn+k : Rn  f0g] be the blow-down map. Then the blow-up of
Rn s  [0;1)s  f0g  Rn s  [0;1)s  Rk
is just the restriction of [Rn+k : Rnf0g]! Rn+k to  1(Rn s [0;1)sRk). Similarly,
Lemma 2.2 still holds if Vi are open subsets of Rn s  [0;1)s  Rk, and gluing together
charts with the lifted transition functions ij yields a manifold with corners [M : X] in a
completely analogous way as in the previous section. In this way, we have dened [M : X]
if M is a manifold with corners, and if X is a submanifold of corners of M .
For the convenience of the reader, we now describe an alternative way to dene [M : X].
Let B = fH1; : : : ; Hkg be the set of (boundary) hyperfaces ofM . We rst realizeM as the
set fx 2 fM jxH  0; 8H 2 Bg, for fM an enlargement of M to a smooth manifold, such
that X = eX \M , for a smooth submanifold eX of fM . Here fxHg is the set of boundary
dening functions of M , extended smoothly to fM . Let  : [fM : eX] ! fM be the blow-
down map. Then we can dene [M : X] :=  1(M) = fx 2 [fM : eX]; xH((x))  0g,
and, slightly abusing notation, we will write again xH for xH  . The denition of a
submanifold with corners ensures that [M : X] is still a manifold with corners. Note
that smooth functions on M (respectively [M : X]) are given by restriction of smooth
functions on fM (respectively [fM : eX]).
It also is helpful to describe the set of boundary hyperfaces of [M : X]. Some of
them arise from boundary hypersurfaces of M and some of them are new. Let H be a
connected boundary hyperface of M . All connected components of H n (X \H) give rise
to a connected hyperface of [M : X]. The other connected hyperfaces of [M : X] arise
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from connected components of X. Each connected component of X yields a boundary
hyperface for [M : X], which is dieomorphic to the normal sphere bundle of X restricted
to that component. The boundary hyperfaces of X then induce codimension 2 boundary
faces for [M : X] each of which is the common boundary of a hyperface arising from M
and a hyperface arising from X.
One can describe similarly the codimension 2 boundary faces of [M : X]. Some of them
are as described in the paragraph above; in those cases, they arise from boundary hyper-
faces of X. The other boundary faces of codimension 2 arise from boundary faces of M
of codimension 2. More precisely, let F be the interior of such a face, then any connected
component of F n X is a connected component of a boundary face of codimension 2 of
[M : X].
As for boundary dening functions, let g be a true Riemannian metric on M , that
is a smooth metric on M , dened and smooth up to the boundary. We shall denote by
rX : M ! [0;1) a continuous function on M , smooth outside X that close to X is equal
to the distance function to X with respect to g and r 1X (0) = X. A function with these
properties will be called a smoothed distance function to X. If X and all H n (X \ H)
are connected, the boundary dening functions of [M : X] are given by the functions xH ,
H 2 B and rX (identied with their lifts to the blow-up). This statement generalizes in
an obvious way to the non-connected case.
2.4. Blow-up in submanifolds. For our iterated blow-up construction we have to con-
sider the following situation.
Proposition 2.4. Let Y be a submanifold with corners of M and X  Y be a submanifold
with corners of Y . Then there is a unique embedding [Y : X]! [M : X] as a submanifold
with corners such that
[Y : X] ! [M : X]
# Y # M
Y ! M
commutes. The range of the embedding [Y : X] ! [M : X] is the closure of Y r X in
[M : X].
Proof. The statement of the proposition is essentially a local statement. Let us nd good
local models rst. We assume n = dimX, n + ` = dimY and n + k = dimM . As
described above X is locally dieomorphic to an open subset of [0;1)n. The denition
of submanifolds with corners implies that X does not meet boundary faces of Y or M
of codimension > n. Thus any point x 2 X has an open neighborhood in M where the
iterated submanifold structure X  Y M is locally dieomorphic to
[0;1)n  f0g  [0;1)n  R`  f0g  [0;1)n  Rk:
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A more precise version of this is the following obvious lemma. Here A B stands for an
open inclusion map (so B is an open subset of A).
Lemma 2.5. Let Y be a submanifold with corners of M and X  Y be a submanifold
with corners of Y . Then any x 2 X has an open neighborhood U in M such that there is
a dieomorphism  : U ! V to an open subset V of [0;1)n  Rk for which the diagram
X  U \X = V \ [0;1)n  f0g
,! ,! ,!
Y  U \ Y = V \ [0;1)n  R`  f0g
,! ,! ,!
M  U = V \ [0;1)n  Rk
commutes.
It is easy to see that Proposition 2.4 holds for the local model as the embedding
S` 1  f0g ,! Sk 1 induces an embedding
[U \ Y : U \X] = V \ [0;1)n  S` 1  [0;1) f0g
,! [U : U \X] = V \ [0;1)n  Sk 1  [0;1):
The local embeddings thus obtained then can be glued together using Lemma 2.2 to
get a global map [Y : X] ! [M : X]. The other statements of the proposition are then
obvious. 
Remark 2.6. Proposition 2.4 and the proof directly generalize to the following more
general situation, however not needed in our application. Assume that X and Y are two
submanifold with corners of M such that X \ Y is again a submanifold with corners and
Tp(X \ Y ) = TpX \ TpY for all p 2 X \ Y . Then Y ,!M lifts uniquely to an embedding
[Y : X \ Y ] ,! [M : X].
2.5. Iterated blow-up. We now want to blow up a nite family of submanifolds.
Denition 2.7. A nite set of connected submanifolds with corners X = fX1; : : : ; Xkg,
Xi 6= ;, of M is said to be a weakly transversal family of submanifolds if, for any indices
i1; : : : ; it 2 f1; 2; : : : ; kg, one has the following properties:
 Any connected component of Ttj=1Xij is in X , that is, the family X is closed
under intersections.
 For any x 2 Ttj=1Xij one has Ttj=1 TxXij = Tx Ttj=1Xij.
Examples:
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(i) M = R6 = R3  R3, X1 := R3  f0g, X2 := f0g  R3, X3 the diagonal of R3  R3,
X4 := f0g. Then X := fX1; X2; X3; X4g is a weakly transversal family.
(ii) Using the same notations as in (i), X0 := fM;X1; X2; X3; X4g, X1 := fM;X1; X2; X4g
and X2 := fM;X1g are also weakly transversal families.
(iii) More generally, let M be a vector space and X = fXig a nite family of ane
subspaces closed under intersections. Then X is a weakly transversal family.
If X = fXig is a weakly transversal family of submanifolds and the submanifolds Xi
are also disjoint, then we dene [M : X ] by successively blowing up the manifolds Xi.
The iteratively blown-up space [M : X ] := [: : : [[M : X1] : X2] : : : : : Xk] is independent of
the order of the submanifolds Xi, as the blow-up structure given by Lemma 2.2 is local.
Let us consider now a general weakly transversal family X , and let us dene the new
family Y := fYg consisting of the minimal submanifolds of X (i. e. submanifolds that
do not contain any other proper submanifolds in X ). By the assumption that the family
X is closed under intersections, the family Y consists of disjoint submanifolds of M . Let
M 0 := [M : Y ] be the manifold with corners obtained by blowing up the submanifolds
Y. Assuming that Y 6= X , we set Yj := fY 2 Y jY  Xjg, for Xj 2 X n Y , and dene
X 0j := [Xj : Yj]. By Proposition 2.4 X 0j is the closure of Xj r [Y in M 0. Let also dX be
the minimum of the dimensions of the minimal submanifolds of X (i. e. the minimum of
the dimensions of the submanifolds in Y). We then have the following theorem.
Theorem 2.8. Assume Y 6= X . Then, using the notation of the above paragraph, the
family X 0 := fX 0jg is a weakly transversal family of submanifolds of M 0. Moreover, the
minimum dimension dX 0 of the family X 0 is greater that the minimum dimension dX of
the family X .
Proof. By Proposition 2.4, the sets X 0j are submanifolds with corners of M
0. Let j1 <
j2 < : : : < jt and let Z
0 := X 0j1 \ X 0j2 \ : : : \ X 0jt . We rst want to show that Z 0 2 X 0.
Assume that Z 0 \ (M rSY) is not empty. Then Z := Xj1 \ Xj1 \ : : : \ Xj1 2 X and
hence Z = Xi, for some i, by the assumption that X is a weakly transversal family. We
only need to show that Z 0 = X 0i.
We have that Xi\ (Mr
S
Y)  Xjs \ (Mr
S
Y), so X
0
i  X 0js , and hence X 0i  Z 0 :=T
X 0js . We need now to prove the opposite inclusion. Let x 2 Z 0. If (x) 62 Y for any
, then x = (x) 2 Z = Xi and hence x 2 X 0i. Let us assume then that y := (x) 2 Y
for some . By denition, this means that x 2 TyM=TyY (and is a vector of length one,
but this makes no dierence). Our assumption is that x 2 TyXjs=TyY, for all s. But our
assumption on weak transversality then implies x 2 TyXi=TyY, which means x 2 X 0i, as
desired.
It remains to prove that TX 0i =
T
TX 0js , where X
0
i = Z
0 = X 0j1 \ X 0j2 \ : : : \ X 0jt , as
above. The inclusion TX 0i 
T
TX 0js is obvious. Let us prove the opposite inclusion. Let
then  2 TTxX 0js , x 2 M 0 = [M : Y ]. If (x) 62 Y, for any , then  2 TX 0i, by the
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assumption that X is a weakly transversal family. Let us assume then that y := (x) 2 Y.
Since our statement is local, we may assume that Y = Rn s  [0;1)s  f0g and that
M = Rn s [0;1)sRk. Then the tangent spaces TyXjs identify with subspaces of Rn+k.
Let us identify [M : Y] with the set of vectors in M at distance  1 to Y. We then
use this map to identify all tangent spaces to subspaces of Rn+k. With this identication,
TxX
0
j identies with TyXj. Therefore, if  2
T
TxX
0
js , then  2
T
TyXjs = TyXi = TxX
0
i.
For each manifoldX 0j, we have dimX
0
j = dimXj > dimY, for some , so dX 0 > dX . 
We are ready now to introduce the blow-up of a weakly transversal family of submani-
folds of a manifold with corners M .
Denition 2.9. Let X = fXjg be a non-empty weakly transversal family of submanifolds
with corners of the manifold with corners M . Let Y = fYg  X be the non-empty
subfamily of minimal submanifolds of X . Let us dene M 0 := [M : Y ], which makes
sense since Y consists of disjoint manifolds. If X = Y , then we dene [M : X ] = M 0. If
X 6= Y , let dX be the minimum dimension of the manifolds in Y and we dene [M : X ] by
induction on dim(X ) dX as follows. Let X 0 := fX 0jg, whereX 0j is the closure ofXjr([Y)
in M 0, provided that the later is not empty (thus X 0 is in bijection with X r Y). Then
dim(M 0) dX 0 < dim(M) dX , and X 0 is a transversal family of submanifolds with corners
of M 0, so [M 0 : X 0] is dened. Finally, we dene
[M : X ] := [M 0 : X 0] = [[M : Y ] : X 0]:
Another equivalent denition of [M : X ] is the following. Assume X = fXi j i =
1; 2; : : : ; kg. Then we say that X is admissibly ordered if, for any ` 2 f1; 2 : : : ; kg, the
family X` = fXi j i = 1; 2; : : : ; `g is a weakly transversal family as well, or equivalently, if it
is closed under intersections. After possibly replacing the index set and reordering the Xi,
any X is admissibly ordered. Let us denote Y := fX1; : : : ; Xrg for r := #Y , with Y the
family of minimal submanifolds in X as before, and Xr+1 corresponds to a submanifold
X 0r+1 in the family Y 0 of minimal submanifolds in X 0. This gives the following iterative
description of the blow-up:
[M : X ] = [[: : : [M : X1] : X2] : : : : : Xr] : X 0r+1] : : : : : X 000k ]
where 000 stands for an appropriate number of 0-signs.
For ` 2 f1; 2 : : : ; kg, let us then denote
M (`) := [[: : : [M : X1] : X2] : : : : : Xr] : X
0
r+1] : : : : : X
000
` ] Y
(`) := X 000` M (` 1)
where again 000 stands for an appropriate number of 0-signs. Then M = M (0), M (`) =
[M (` 1) : Y (`)] and M (k) = [M : X ].
Denition 2.10. The sequences Y (1); Y (2); : : : ; Y (k) and M (0);M (1); : : : ;M (k) are called
the canonical sequences associated to M and the admissibly ordered family X .
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Let ` : M
(`) = [M (` 1) : Y (`)]!M (` 1) for ` 2 f1; 2; : : : ; kg be the corresponding blow-
down maps. Then we dene the blow-down map  : [M : X ]!M as the composition
(8)  := 1  2  : : :  k : M (k) = [M : X ]!M = M (0):
3. Lie structure at infinity
Manifolds with a Lie structure at innity were introduced in [?]. In this section, we
consider the blow-up of a Lie manifold by a submanifold with corners and show that the
blown-up space also has a Lie manifold structure. By the results of the previous section,
we can then blow up with respect to a weakly transversal family of submanifolds with
corners. We also investigate the eect of the blow-ups on the metric and Laplace operators
(and dierential operators in general).
As usual, for a manifold with corners M with boundary hyperfaces B = fH1; : : : ; Hkg,
we dene
(9) VM := fV 2  (TM) jV jH is tangent to H ; 8H 2 Bg :
That is, VM denotes the Lie algebra of vector elds on M that are tangent to all faces
of M . It is the Lie algebra of the group of dieomorphisms of M .
3.1. Lifts of vector elds. Let M be a manifold with corners. As in the smooth case,
we identify the set  (TM) of smooth vector elds on M with the set of derivations of
C1(M), that is, the set of linear maps V : C1(M) ! C1(M) satisfying V (fg) =
fV (g) + V (f)g. With this identication, the Lie subalgebra VM   (TM) identies
with the set of derivations V that satisfy V (xHC
1(M))  xHC1(M), for all boundary
dening functions xH [?].
Let M and P be manifolds with corners and  : P ! M a smooth, surjective, map.
Regarding vector elds as derivations, it is then clear what one should mean by \lifting
vector elds from M to P ," namely that the following diagram commutes
(10)
C1(P ) W   ! C1(P )

x?? x??
C1(M) V   ! C1(M)
where f = f . We then say that two vector elds V on M and W on P are -related,
or that V lifts to W along , if V (f)   = W (f  ), for any f 2 C1(M). Considering
the dierential  : TpP ! T(p)M , we have that V and W are -related if, and only if,
Wp = V(p); for all p 2 P .
Note that, for a vector eld W on P , W does not dene in general a vector eld on
M . If W is -related to a vector eld V on M , then Wp only depends on (p), i.e.
Wp = Wq for all p; q 2 P with (p) = (q). We denote the set of all vector elds
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W related to some smooth vector eld V on M by  (TP ). For any W 2  (TP ), the
push-forward W is well dened as a vector eld on M . By denition, we have a map
(11)  :  (TP )!  (TM); (W )x := Wp; (p) = x:
Since, by denition, W is the lift of W , we have that  (TP ) coincides with the class
of lifts along . If  is a dieomorphism, then  (TP ) =  (TP ) and any vector eld on
M can be lifted uniquely to P . Note that  (TP ) is always a Lie subalgebra of  (TP ),
since ([W1;W2]p) = [W1; W2]x, if (p) = x.
If  is a submersion, then any vector eld on M lifts to P along , and the lift is
unique mod ker, that is, after xing a Riemannian structure on P , there is an unique
horizontal lift W such that Wp 2 (ker)?, p 2 P .
3.2. Lifts and products. Let P , M and  as above. We assume in this subsection that
any vector eld V 2  (TM) has at most one lift WV 2  (TP ). We now take product
with a further manifold N with corners. Then T (M  N) = TM  TN . Accordingly, a
vector eld eV 2  (T (M  N)) is then naturally the sum of its M - and N -components:eV (x; y) = eVM(x; y) + eVN(x; y), x 2M , y 2 N .
The following lemma answers when such a vector eld lifts with respect to   id :
P N !M N .
Lemma 3.1. Under the above assumptions (including uniqueness of the lift), any vector
eld eV 2  (T (M N)) has a lift fW 2  (T (P N)) if, and only if, for any y 2 N , the
vector eld eVM( : ; y) 2  (TM) lifts to a vector eld Wy on P . In this case, the lift isfW (x; y) = Wy(x) + eVN(x; y), in particular, the lift fW is uniquely determined.
Proof. The only non-trivial statement in the lemma is to prove that the vector eld fW
dened byfW (x; y) = Wy(x)+ eVN(x; y) is smooth, provided that the right hand side exists.
The uniqueness of the lift implies that the map  (TP ) !  (TM) is an isomor-
phism of vector spaces, and thus its inverse, being a linear map, is a smooth map
 (TM) !  (TP ), where we always assume the C1-Frechet topology in these spaces.
The composition map Y !  (TM) !  (TP ), y 7! VM( : ; y) 7! Wy is thus smooth as
well. We have proven the smoothness of fW . 
3.3. Lifting vector elds to blow-ups. Let M be a manifold with corners, X a sub-
manifold with corners. We are interested in studying lifts of Lie algebras of vector elds
on M , tangent to all faces, along the blow-down map  : [M : X]!M .
Remark 3.2. Most of our results are valid for dimX = dimM , i.e. in the case that X is
a union of connected components ofM . For example lifting a vector eld would just mean
restricting it to [M : X] = M nX. However, as this case is irrelevant for our application
it will be omitted. For simplicity of presentation, however, we shall restrict to the case
dimX < dimM , in what follows.
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We adopt from now on the convention that any submanifold (with corners) is of smaller
dimension than its ambient manifold (with corners). The map  is then surjective and it
yields a dieomorphism [M : X]r 1(X)!M rX. The problem of lifting vector elds
thus is an extension problem, so the lift is unique if it exists. The uniqueness implies that
lifts exist on M if and only if they exist on each open subset of M , i.e. the lifting problem
is a local problem. Recall that VM was dened in Equation (9).
In this subsection we will show.
Proposition 3.3. Let M be a manifold with corners, X a submanifold with corners, and
V 2 VM . If V is tangent to X, then there exists a vector eld W 2 V[M :X] that lifts V .
The proposition should be seen as an innitesimal version of Lemma 2.2. Let us denote
by Dieo(M=X) the group of dieomorphisms of M mapping X onto itself. Then let
Dieo(M) := Dieo(M=;). In the case thatM is an open subset of [0;1)nRk, and X =
M\ [0;1)nf0g, Lemma 2.2 states that a Lie group homomorphism  : Dieo(M=X)!
Dieo([M : X]) exists such that () coincides with  on M n X. It thus implies a Lie
algebra homomorphism  between the corresponding Lie algebras. The Lie algebra of
Dieo(M=X) consists of those vector elds in VM whose restriction to X is tangent to X.
The Lie algebra of Dieo([M : X]) is V[M :X]. The image of  is  (T [M : X]). As
lifting vector elds is a local property, these considerations already provide a proof of
Proposition 3.3, assuming facts from the theory of innite-dimensional Lie groups and
algebras.
In order to be self-contained we will also include a direct proof. As before we will study
a simple model situation rst.
Lemma 3.4. Let M = [0;1)n  Rk and X = [0;1)n  f0g  M , and thus [M : X] =
[0;1)n  Sk 1  [0;1). Let V 2 VM be a vector eld that is tangent to [0;1)n  f0g,
that is we assume that V is a vector eld on M tangent to the boundary of M and to
the submanifold X. Then there exists a lift of V in V[M :X], that is, there is a vector eld
W 2 V[M :X] with W = V that is tangent to all boundary hyperfaces of [M : X].
Proof. At rst, we assume n = 0. Denoting f(x) = f(x), a dierential operator D 2
Di(Rk n f0g) is homogeneous of degree h if (Df) = hDf for all  2 (0;1). Radially
constant vector elds on Rknf0g thus dene rst order homogeneous dierential operators
homogeneous of degree  1.
For z = (z1; :::; zk) 2 Rk n 0 and (r; !) 2 [0;1) Sk 1, z = (r; !) = r!, we can write
in polar coordinates, for r 6= 0,
(12) @zj =
@zj
@r
@r + Tj(r) = !j@r +
1
r
Tj(1)
where Tj(r) is a vector eld on S
k 1, depending smoothly on r 2 (0;1). Note that since
both @zj and @r are homogeneous of degree  1, the component Tj is again of degree  1,
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and this means Tj(r) =
1
r
Tj(1) for all r 2 (0;1). A vector eld V on Rk vanishes at 0 if,
and only if, it can be written as V =
P
aij(z)zi@zj , z 2 Rk. Since aij lifts to aij = aij 
and since, writing z = r!,
(13) zi@zj = r!i!j@r + !iTj(1)
clearly extends to r = 0, we have that V lifts to [Rk : 0] and it is tangent to Sk 1 at r = 0.
The statement for n = 0 follows. The case for general n then follows from Lemma 3.1. 
As the existence of a lift is a local property, Lemma 3.4 also holds if M is an open
subset of [0;1)n  Rk with X = M \ [0;1)n  f0g. If M is a manifold with corners
and if X is submanifold with corners of it, then we obtain that a vector eld on M can
be lifted in any coordinate neighborhood, if it is tangent to X. As the lifts are unique
we obtain Proposition 3.3 by gluing together the local lifts. Note that we obtain from
Equation (13) that lifts of vector elds tangent to X are in fact tangent to the bers of
 1(X) = SMX ! X.
Remark 3.5. It also follows from (12) that a vector eld V 2  (TM) for which V jX is
not tangential to X does not lift to a vector eld in V[M :X].
Let M be a manifold with corners, X  M a submanifold with corners. We choose a
true Riemannian metric g on M (i. e. smooth up to the boundary). In contrast to the
V-metric, introduced later, this is a metric in the usual sense, i.e. a smooth section of
T M 
 T M which is pointwise symmetric and positive denite. Recall that we denoted
by rX : M ! [0;1) a smoothed distance function to X, that is, a continuous function on
M , smooth outside X that close to X is equal to the distance function to X with respect
to g and r 1X (0) = X.
Corollary 3.6. Let M be a manifold with corners, X a submanifold with corners, and
rX : M ! [0;1) be a smoothed distance function to X. Let V 2 VM . Then there exists
a vector eld W 2 V[M :X] such that W = rXV on M rX  [M : X].
Proof. Again, it is sucient to check the lifting property locally. We assume that U is
open in M and that y1; : : : ; yk are functions dening X as in Denition 2.3 (i). We can
assume that r2X =
P
i y
2
i . We then can write
(14) rXV =
X
i
yi
rX
yiV:
Proposition 3.3 says that the vector elds yiV lift to  (T [M : X]) as vector elds tangent
to the faces. The functions yi
rX
, dened a priori on U n(U\X), extend to smooth functions
on  1(U). Thus rXV has a lift locally on U , and by uniqueness of the local lifts, these
lifts match together to a global lift. 
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If X is connected, then frXg[ fxH jH 2 Bg is a set of boundary dening functions for
[M : X], where each xH is the dening function for the hyperface H of M . Furthermore
W 2 V[M :X] if, and only if, W (xHf) = xH ef and W (rXf) = rX ef (where we are actually
considering lifts of xH and rX to [M : X]). For non-connected X, the distance to X has
to be replaced by the distance functions to the connected components in the obvious way,
and the same result remains true.
The set of vector elds in V which are tangent to X forms a sub-Lie algebra of V which
is also a C1(M)-submodule. This is the Lie-algebra of Dieo(M=X). Inside this sub-Lie
algebra, the vector elds vanishing on X form again a sub-Lie algebra, which is again a
C1(M)-submodule. This is the Lie algebra to the group Dieo(M ;X) the Lie group of
dieomorphisms of M that x X pointwise.
The following lemma, whose proof follows right away from (13) and Lemma 3.1, char-
acterizes the lifts of such vector elds.
Lemma 3.7. Let V 2 VM with lift W 2 V[M :X]. Then V jX  0 is equivalent to
(15) (W (p)) = 0 8p 2  1(X):
The lemma says the following. Let W be a lift of a vector eld V . Then V vanishes on
X if and only if W jSMX is a vector eld on  1X = SMX  @[M : X] which is tangent
to the bers of SMX ! X. With (14) we see that lifts of vector elds rXV from M nX
to [M : X] are also tangent to these bers.
3.4. Lie manifolds. Let us recall the denition of a Lie manifold and of its Lie algebroid
[?, ?]. Let M be a compact manifold with corners. We say that a Lie subalgebra V  VM
is a structural Lie algebra of vector elds if it is a nitely generated, projective C1(M)-
module. The Serre-Swan theorem then yields that there exists a vector bundle A satisfying
V =  (A). Moreover, there is an anchor map  : A ! TM which induces the inclusion
map  :  (A)!  (TM) and it turns out that A is a Lie algebroid, since  is a Lie algebra
homomorphism and [V; fW ] = f [V;W ] + ((V )f)W .
Denition 3.8. A Lie manifold M0 is given by a pair (M;V) where M is a compact
manifold with corners with M0 = int(M), and V is structural Lie algebra of vector elds
such that jM0 : AjM0 ! TM0 is an isomorphism. A V-metric is a smooth section of
A 
 A which is pointwise symmetric and positive denite.
A V-metric denes a Riemannian metric on the interior M0 of M . If V is xed, then
any two such metrics are bi-Lipschitz equivalent. The geometric properties of Riemannian
Lie manifolds were studied in [?]. It is known that any such M0 is necessarily complete
and has positive injectivity radius by the results of Crainic and Fernandes [?].
To avoid a misunderstanding, we emphasize that the metric g introduced in Subsec-
tion 3.3, and used to dene smoothed distance functions, is not a V-metric. The metric
g extends to the boundary as a smooth section of T M 
 T M , whereas a V-metric does
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not. One can also use the terminology that g is a true metric on TM , whereas V-metrics
are usually called metrics on A.
To each Lie manifold we can associate an algebra of V-dierential operators DiV(M),
the enveloping algebra of V , generated by V and C1(M). If E;F are vector bundles over
M , then we dene DiV(M ;E;F ) := eFMN(DiV(M))eE; where eE; eF are projections
onto E;F M  CN .
It is shown in [?] that all geometric dierential operators associated to a compatible
metric on a Lie manifold are V-dierential, including the classical Dirac operator and other
generalized Dirac operators. In particular, the de Rham dierential denes an operator
d :  (
Vq A)!  (Vq+1A) and d 2 Di1V(M ;Vq A;Vq+1A), and its formal adjoint d is
an operator in Di1V(M ;
Vq+1A;Vq A). By composition we know for the Hodge-Laplace
operator
(16)  := (d+ d)2 = dd + dd 2 Di2V(M ;
VqA);
is thus V-dierential. It is moreover elliptic in that algebra, in the sense that its principal
symbol, a function dened on A, is invertible, see [?].
We shall need the following regularity result from [?, Theorem 5.1].
Theorem 3.9. Let m 2 Z+, s 2 Z. Let P 2 DimV (M) be elliptic and u 2 Hr(M) be
such that Pu 2 Hs(M). Then u 2 Hs+m(M). The same result holds for systems.
3.5. b-tangent bundle and partial b-structure on [M : X]. Important examples
of Lie manifolds are Melrose's b-manifolds. Let N be a manifold with corners. The b-
tangent bundle is a Lie algebroid T bN with an anchor map  : T bN ! TN such that 
induces a C1(M)-module isomorphism, and  (T bN) = VN . Recall that VN was dened
in Equation (9). The Lie algebroid T bN is hereby determined up to isomorphisms of
Lie-algebroids.
Now we assume that, following [?], the boundary hyperfaces fH1; : : : ; Hkg of N are
divided into two sets T = fH1; : : : ; Hrg (the so-called true boundary faces) and F =
fHr+1; : : : ; Hkg, (the so-called boundary faces at innity). The cases r = 0 and r = k are
not excluded, i. e. one of these sets might be empty. Then one carries out the b-construc-
tion only at the boundary faces at innity. In other words, one denes T bFN as a vector
bundle with anchor map inducing an isomorphism between  (T bFN) and the set VFN of
vector elds, tangent to the boundaries at innity. As above T bFN is hereby determined
up to isomorphism of Lie-algebroids.
This bundle plays an important role on N = [M : X] where X is a submanifold with
corners of the manifold with corners M . The boundary hyperfaces of [M : X] arising
from boundary hyperfaces of M are considered as true boundary, whereas the boundary
faces obtained from the blow-up around X, are considered as boundary at innity. In
this situation T bFN will be denoted as T bX [M : X].
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3.6. Blow-up of Lie manifolds. Let M carry a Lie manifold structure, and X be a
submanifold with corners of M . We want to dene a Lie structure on [M : X].
We begin by choosing a true metric g on TM , that is, g is smooth up to the boundary.
Let U(X) be an -neighborhood of X in M with respect to g. Later on we will need
that the distance function to X with respect to g is a smooth function on U(X) r X
for suciently small  > 0. Unfortunately, such an  > 0 does not exists for arbitrary
metrics g on M . On the other hand, such an  > 0 exists if a certain compatibility
condition between M , X and g holds, and for given M and X a compatible g exists.
More precisely, the compatibility condition is that there is an  > 0 such that for any
V 2 TxM , x 2 X, V ? TxX, the curve V : t 7! expx(tV ) is dened for jtj <  and the
boundary depth is constant along such curves. For example metrics g whose restriction
to a tubular neighborhood of X are product metrics of gjX with a metric on a transversal
section, satisfy this compatibility condition. However, we cannot assume without loss of
generality that for given M and X there is a metric g providing such a product structure.
(For example, consider the case that the normal bundle of X in M is non-trivial. Then
there is no product metric on a neighborhood of X, whereas a compatible metric exists.)
Now let rX denote the smoothed distance function to X with respect to a true metric
g that satises the compatibility condition of the previous paragraph. The function rX
thus coincides with the distance function to X on U(X), for some  > 0, and is smooth
and positive on M nX.
Any x 2 X has an open neighborhood U in M and a submersion y = (y1; : : : ; yk) :
U ! Rk with X \ U = y 1(0) and rX = jyj =
pP
i y
2
i .
Lemma 3.10. Let (M;V) be a Lie manifold, X  M be a submanifold with corners.
Then
V0 :=
X
fiVi j fi 2 C1(M); fijX  0; Vi 2 V
	
is a C1(M)-submodule and a Lie subalgebra of V. The lift
W0 := fW 2  (T [M : X]) j (W ) 2 V0g
is isomorphic to V0 as a C1(M)-module and as a Lie algebra. LetW be the C1([M : X])-
submodule of V[M :X] generated by W0, i. e.
W := X
i
fiWi j fi 2 C1([M : X]); Wi 2 W0
	
:
Then, for any vector eld W 2 W, its restriction W jSMX is tangent to the bers of SMX
and W is closed under the Lie bracket.
Proof. The vector space V0 is a Lie subalgebra of V[M :X] as
[f1V1; f2V2] = f1f2[V1; V2] + f1V1(f2)V2   f2V2(f1)V1:
Incidentally, the same equation shows that W is closed under the Lie bracket.
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By Propositon 3.3, any vector eld in V0 can be lifted uniquely and smoothly to the
blow-up. The map  :  (T [M : X])!  (TM) is obviously an isomorphism of C1(M)-
modules and of Lie algebras. Then W0 is a Lie algebra of vector elds in V[M :X], and so
is W . Lemma 3.7 says that W jSMX is tangent to the bers for all W 2 W . 
Lemma 3.11. Let (M;V) be a Lie manifold, X M be a submanifold with corners. Let
rX be a smoothed distance function to X. Then
W1 := fW 2  (T [M : X]) j 9V 2 V with W jMnX = rXV jMnXg
is isomorphic to V as a C1(M)-module. Furthermore the natural multiplication map
 : C1([M : X])
C1(M) W1 !W  V[M :X]
is an isomorphism of C1([M : X])-modules, and hence W is a projective C1([M : X])-
module.
Remark 3.12. The previous two lemmata imply that there are surjective linear maps
C1([M : X])
C1(M)Wi !W for i = 0; 1. As stated above, the resulting map for i = 1 is
an isomorphism. However, one can show that the resulting map is not injective for i = 0.
Often W 2 W  V[M :X] will be identied in notation with W jMnX and with W 2 VM
if it exists. (Recall that VM was dened in Equation (9).)
Proof of Lemma 3.11. Let us denote P := [M : X], to simplify notation. The map V !
W1, which associates to a vector eld V 2 V a lift of rXV , is obviously an isomorphism
of C1(M)-modules.
Now, we will show W1  W . This means that for V 2 V we will show that rXV lifts
to a vector eld in W . With a partition of unity argument we see that without loss of
generality we can assume that the support of V is contained in an open set U , such that
a function y : U ! Rk as above exists. We choose  2 C1(M) with support in U and
such that   1 on the support of V . We then write
rXV =
X
i
yi
rX
yiV:
Since yiV 2 V0 and yi=rX 2 C1(P ), the assertion follows.
In order to show that W1 generates W , we take a function f 2 C1(M), vanishing
on X, and V 2 V . We have to show that fV is in the C1(P )-module spanned by W1.
Similarly to above, we can assume that the support of f is in an open set U , such that
y exists on U . We then can write f =
P
hiyi with hi 2 C1(M) and support in U . We
write
fV =
X hiyi
rX
rXV:
The vector eld rXV lifts to a vector eld in W1. Since yirX 2 C1(P ), the claim that W1
generates W follows.
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Finally, to prove that the multiplication map  : C1(P ) 
C1(M) W1 ! W is an
isomorphism of C1(P )-modules, it is enough to show  is injective (since we have just
proved that it is surjective). Using the isomorphism from above W1 = rXV ' V as
C1(M)-modules. Hence by the projectivity of V as a C1(M){module, we can choose an
embedding  : W1 ! C1(M)N with retraction C1(M)N ! W1, where both  and r are
morphisms of C1(M)-modules and r   = id, the identity. The embedding  corresponds
to an embedding j : A ! RN of vector bundles. By denition, AjMrX = TM jMrX . We
can therefore identify the restrictions of the vector elds inW to sections of AjMrX , which
then yields an embedding 0 : W ,!  (M rX;RN) = C1(M rX)N . Let us denote by
res the restriction from P to M nX. We thus obtain the diagram
(17)
C1(P )
C1(M) W1    ! W
id

??y ??y0
C1(P )
C1(M) C1(M)N res   ! C1(M rX)N
=
??y ??y=
C1(P )N res   ! C1(M rX)N
This diagram is commutative by the denition of i0.
We have that (id
r)(id
) = id, and hence id
 is injective. Moreover, all the other
vertical maps and the restriction maps are injective. It follows from the commutativity
of the diagram that  is injective as well. 
In the following we write rXV forW1, and forW which is the C1(P )-module generated
by it, with P := [M : X], we also write C1(P )rXV . We obtain
Theorem 3.13. Let (M;V) be a Lie manifold, X  M be a submanifold with corners,
and rX be a smoothed distance function to X. Denote by P := [M : X] the blow-up of
M along X. Then the C1(P )-module W := C1(P )rXV denes a Lie manifold structure
on P .
Proof. ClearlyW consists of vector elds. The previous lemma shows thatW is a projec-
tive W module. Proposition 3.3 shows that W  VP , that is, that W consists of vector
elds tangent to all faces of P (Equation (9)). Lemma 3.10 shows thatW is a Lie algebra
(for the Lie bracket). Moreover, if V is any vector eld on the interior P and U is an
open set whose closure does not intersect the boundary of P , then there exits V0 2 V such
that V0 = r
 1
X V on U . Then rXV0 2 W restricts to V on U . This shows that there are no
restrictions on the vector elds in W in the interior of P . This completes the proof. 
3.7. Direct construction of the blown-up Lie-algebroid. We keep the notation of
the previous subsection, especially of Theorem 3.13. Since W is projective, there is a Lie
algebroid B over [M : X] such that W is isomorphic to  (B) as C1([M : X])-modules
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and Lie algebras. We now provide a direct construction of B. Recall that T bX [M : X]
was dened at the end of subsection 3.5 as the b-tangent bundle to [M : X] with respect
to the boundary faces at innity (that is, the ones obtained from the blow-up of X).
We start with a preparatory lemma.
Lemma 3.14. Let X be a submanifold of M , and rX be a smoothed distance function
to X. Then the map T (M nX)! T (M nX), V 7! r 1X V extends to a bundle isomorphism
 : T bX [M : X]! TM:
The proof is straightforward. Note that  is not the map  : T bX [M : X] ! TM ,
but we have  = rX.
As a vector bundle we then simply dene
B := A = f(V; x) 2 A [M : X] jV 2 A(x)g:
The anchor map A : A ! TM pulls back to a map  : A ! TM , and we dene
the anchor B of B to be the composition
B = A
A ! TM  1 ! T bX [M : X]  ! T [M : X]
In order to turn B into a Lie algebroid, one has to specify a compatible Lie bracket on
sections of B. The Lie bracket [:; :]A on  (A) will not be compatible with the previous
structures. However the Lie bracket [:; :]B given by
[V;W ]B := rX [V;W ]A + (@V rX)W   (@W rX)V;
for all V;W 2  (A) 

,!  (B) can be extended in the obvious way to  (B), and this bracket
is compatible in the following sense:
(a) [f1W1; f2W2]B = f1f2[W1;W2]B + f1(@B(W1)f2)W2   f2(@B(W2)f1)W1
(b) The map  (B)!  (T [M : X]) induced by B is a Lie-algebra homomorphism.
One checks that  (B) =W .
3.8. Geometric dierential operators on blown-up manifolds. We now study the
relation between the Laplace operator on M and the one on [M : X].
Proposition 3.15. Let (M;V) be a manifold with a Lie structure at innity, V =  (A),
for some vector bundle A ! M . Assume that M carries both a V-metric g on A, and
a true metric g on TM which is compatible with a submanifold X of M in the sense
of subsection 3.6. Let rX denote a smoothed distance function to X with respect to the
metric g. Then
gradg r
2
X 2 W
or more exactly the vector eld gradg r
2
X 2  (A) has a unique lift in W. Furthermore
k gradg rXk2 2 C1([M : X]).
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Proof. We write r2X 2 C1(M) locally as
P
i y
2
i . As g is a metric on A, it is berwise
non-degenerate so it also denes a metric gb on A. This dual metric gb is locally given
by
P
i ei 
 ei where ei is a local g-orthonormal frame, and is a section of A 
 A. Let
 : A ! TM be the anchor map of A. The dual map of , i. e. berwise composition
with , yields a smooth map  : T M ! A, T pM 3  7!    2 A. The contraction
T M ! A of this map with gb will be denoted as T M 3 ! # 2 Ap. The g-gradient
of a smooth function is by denition gradg f := (df)
# 2  (A). Thus we have
grad r2X = (dr
2
X)
# = 2
X
i
yi(dyi)
#:
Obviously the last equation only holds locally. From the remarks above one sees that
(dyi)
# = gradg yi is a local section of A, and thus using Lemma 3.10 it we see that
yi gradg yi lifts to W . This implies that gradg r2X locally lifts to W , and thus globally.
The proof of the second statement is a bit subtle. The rst subtle point is that
k gradg rXk2 is not well-dened as a function on M , but only as a function on [M : X].
The second subtle point is that the Gauss lemma does not provide k gradg rXk2 = 1 close
to X as rX is a smoothed distance with respect to the metric g, whereas the gradient is
taken with respect to g.
However the Gauss lemma (applied for the metric g) does provide that drX is a well-
dened smooth function [M : X] ! T M commuting with the maps to M . Thus  
drX 
  drX is a smooth function [M : X]! A
A. The contraction with gb  then
yields k gradg rXk2 = kdrXk2 2 C1([M : X]). 
Let us now examine the eect of blow-up on Sobolev spaces. Recall that the Sobolev
space W k;p(M;V) associated to a Lie manifold (M;V) with a V-metric g on its Lie alge-
broid A is dened in [?]
(18) W k;p(M;V) := fu : M ! C j V1 : : : Vju 2 Lp(M;d volg) 8V1; : : : ; Vj 2 V ; j  k g
Lemma 3.16. Using the notation of the Lemmma 3.10, we have
W k;p([M : X];W) = fu : M ! C j rjXV1 : : : Vju 2 Lp(M;d volg) 8V1; : : : ; Vj 2 V ; j  k g
Proof. We have that M and [M : X] coincide outside a set of measure zero, hence we
can replace integrable functions on [M : X] by functions on M integrable over M n X.
The result for k = 1 follows from Lemma 3.11; for k > 1, use induction on k together
with the fact that VirX   rXVi = Vi(rX) 2 C1([M : X]) is a bounded function, so that
(rXVi)(rXVj)u = r
2
XViVju+ Vi(rX)rXVju 2 Lp(M nX). 
Let us record also the eect of the blow-up on metrics and dierential operators.
Lemma 3.17. We continue to use the notation of Lemmas 3.10 and 3.11, in particular,
rX is a smoothed distance function to X. Let A!M be the Lie algebroid associated to V,
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so that V '  (A). Let us choose a metric g on A. Let B be the Lie algebroid associated
to ([M : X];W). Then the restriction of r 2X g to M r X extends to a smooth metric h
on B. Let g and h be the associated Laplace operators. Then the operator
u 7! D(u) := r
n+2
2
X g(r
 n 2
2
X u) hu:
is given by multiplication with a smooth function on [M : X], that is D 2 Di0W([M : X]).
Proof. For any metric g on an n-dimensional manifold one denes the conformal Laplacian
Lg as
Lg :=  g + n  2
4(n  1)scalg
where scalg denotes the scalar curvature of g. On M r X the metrics g and h are
conformally equivalent, h = r 2X g. The conformal Laplacians of g and h are then related
by the formula
Lgu = rX
 n+2
2 Lh(rX
n 2
2 u):
This formula follows e.g. from [?, 1.J,Theorem 1.159], or see [?]. Since scalg 2 C1(M)
and scalh 2 C1([M : X]), by [?], we obtain
(19) u 7!  hu+ rX n+22 g(rX n 22 u) 2 Di0W([M : X]):

Lemma 3.18. Using the notation of Lemma 3.17, we have
r2Xg  h 2 Di1W([M : X]):
In particular, r2Xg is elliptic in Di
2
W([M : X]).
Proof. Applying the formula (uv) = vu+ uv + 2g(gradg u; gradg v) we obtain
rX
n+2
2 g(rX
 n 2
2 u) = r2Xgu+ rX
n+2
2 (grX
 n 2
2 )u  2n  2
2
rx(grad rX)(u)
= r2Xgu+ rX
n+2
2 (grX
 n 2
2 )u  n  2
2
(grad r2X)(u)
The formula r = r 1r + (  1)r 2k grad rk2 applied for r = rX yields
rX
2 grX = rXgrX + (  1)k gradg rXk2g:
We apply this for  =  (n  2)=2 and  = 2 and obtain
rX
n+2
2 grX
 n 2
2 =  n  2
4
gr
2
X +
n2   4
4
k gradg rXk2g:
From the Gauss lemma applied to g it follows that r2X 2 C1(M). In Proposition 3.15 we
have shown that k gradg rXk2g 2 C1([M : X]), thus
rX
n+2
2 grX
 n 2
2 2 C1([M : X]):
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Using then gradg r
2
X 2 W , also proven in Proposition 3.15, the lemma follows. 
We shall need the following result as well.
Lemma 3.19. Using the notation of Lemma 3.17, let X  Y M be submanifolds with
corners. Let dg (respectively, dh) be a smoothed distance function to Y in the metric g
(respectively, in the metric h = r 2X g). Then the quotient r
 1
X dg=dh, dened on M r (Y [
@M), extends to a smooth function on [M : X].
Proof. This is a local statement, so it can be proved using local coordinates. See [?] for a
similar result. 
3.9. Iterated Blow-ups of Lie-manifolds. We now iterate the above constructions to
blow up a weakly transversal family of submanifolds.
Let us x for the remainder of this section the following notation: (M;V) is a xed
Lie manifold and X is a xed weakly transverse family of submanifolds with corners.
As discussed at the end of Section 2, we can assume that X = (Xi j i = 1; 2; : : : ; k) is
admissibly ordered. We denote by P = [M : X ] the blow-up of M with respect to X and
by  : P !M the blow-down map. Again let Y (1); Y (2); : : : ; Y (k) andM (0);M (1); : : : ;M (k)
be the canonical sequences associated to M and the admissibly ordered family X , see
Section 2, Denition 2.10. Let r` : M
(` 1) ! [0;1) be a smoothed distance function to
Y (`), 1  `  k in a true metric on M (` 1) (in particular smooth up to the boundary).
Then we denote
(20)  := r1r2 : : : rk;
where the product is rst dened away from the singularity, and then it is extended to
be zero on the singular set. Let us notice that rj is a dening function for the face
corresponding to Y (j) in the blow-up manifold M .
We also denote by rX (x) the distance from x to
SX := Ski=1Xi, again in a true metric.
Let us note for further use the following simple fact.
Lemma 3.20. Using the notation just introduced, we have that the quotient rX=, dened
rst on M r (
SX ), extends to a continuous, nowhere zero function on P . In particular,
there exists a constant C > 0 such that
C 1  rX  C:
Proof. This follows by induction from Lemma 3.19, as in [?]. 
We now show that we can blow up Lie manifolds with respect to a transversal family to
obtain again a Lie manifold. Recall that the blow-down map  : P !M was introduced in
Equation (8) as the composition  := 12 : : :k : P = M (k) = [M : X ]!M = M (0):
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Proposition 3.21. Using the above notation, we have that
W0 := fW 2  (TP ); (W jMrSX ) 2 (VjMrSX )g
is isomorphic to V as a C1(M)-module. Let
W := ffW; W 2 W0; f 2 C1(P )g:
Then W is a Lie algebra isomorphic to C1(P )
C1(M) V as a C1(P )-module and hence
W is a nitely generated, projective module over C1(P ), and (P;W) is a Lie manifold,
which is isomorphic to the Lie manifold obtained by iteratively blowing up the Lie manifold
(M;V) along the submanifolds Y (`), 1  `  k.
Proof. Again, this follows by induction from Lemmas 3.19, 3.20, and Theorem 3.13. 
The Lie manifold (P;W) = ([M : X ];W) is called the blow-up of the Lie manifold
(M;V) along the weakly transversal family X .
Proposition 3.22. Using the notation of the Proposition 3.21, let A ! M be the Lie
algebroid associated to V, so that V '  (A). Let us choose a metric g on A. Let B be
the Lie algebroid associated to (P;W). Then the restriction of  2g to M r (SX [ @M)
extends to a smooth metric h on B. Let g and h be the associated Laplace operators.
Then
2g  h 2 Di1W(P ):
In particular, 2g is elliptic in Di
2
W(P ).
Proof. This proposition follows from Lemma 3.18 by induction. 
We complete this section with a description of the Sobolev space of the blow up.
Proposition 3.23. Using the notation of Lemma 3.20 and of Proposition 3.21, we have
W k;p(P;W) := fu : M ! C; jV1 : : : Vju 2 Lp(M;d volg); 8V1; : : : ; Vj 2 V ; j  k g :
Proof. This follows from Lemmas 3.16 and 3.20. 
4. Regularity of eigenfunctions
We now provide the main application of the theory developed in the previous sections
4.1. Regularity of multi-electron eigenfunctions. Let us consider R3N with the stan-
dard Euclidean metric. We radially compactify R3N as follows. Using the dieomorphism
 : R3N ! B1(0), x 7! 2 arctan jxjjxj x we view R3N as the open standard ball R3N . The com-
pacticationM = R3N is then a manifold with boundary together with a dieomorphisms
from M to the closed standard ball, extending . The compactication M carries a Lie
structure at innity Vsc which consists of all vector elds that are zero at the boundary
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and whose normal component to the boundary vanishes to second order at the bound-
ary. One thus obtains the scattering calculus Lie manifold (M;Vsc) [?, ?, ?, ?, ?]. Let
r1 be the a dening function of the boundary of M = R3N , for example, we can take
r1(x) = (1 + jxj2) 1=2. We extend x1 := r1 locally to coordinates x1; x2; : : : ; xN , dened
on a neighborhood of a boundary point. In particular x2; : : : ; xN are coordinates of the
boundary. In these coordinates Vsc is generated by r21@r1 ; r1@xj , j = 2; : : : ; N . Thus
Vsc = r1VM , with VM dened in Equation (9). We can then choose the metric on Vsc so
that the induced metric on M0, the interior of M , is the usual Euclidean metric on R3N .
Motivated by the specic form of the potential V introduced in Equation (1), let us
now introduce the following family of submanifolds of M = R3N . Let Xj be the closure in
M of the set fx = (x1; : : : ; xN); xj = 0 2 R3g. Let us dene similarly Xij to be the closure
in M of the set fx = (x1; : : : ; xN); xi = xj 2 R3g. Let S be the family of consisting of
all manifolds Xj; Xij for which the parameter functions bj and cij are non-zero, together
with their intersections. The family S will be called the multi-electron family of singular
manifolds.
Proposition 4.1. The multi-electron family of singular manifolds S is a weakly transver-
sal family.
Proof. Let Y = fYjg be the family of all nite intersections of the sets Xj. We need to
prove that Tx(
T
Yjk) =
T
TxYjk . At a point x 2 R3N this is obvious, since each Yj is (the
closure of) a linear subspace close to x. For x on the boundary of M , we notice that Y
has a product structure in a tubular neighborhood of the boundary of M . 
Let (S;W) := ([M : S];W) be the blow-up of the Lie manifold (M = R3N ;Vsc), given
by Proposition 3.21, and  be the function introduced in (20). Note that the denition
of S and W depend on which of the bj and cij are allowed to be non-zero. Let V be the
of potential considered in the Introduction in (1):
V (x) =
X
1jN
bj
jxjj +
X
1i<jN
cij
jxi   xjj ;
where x = (x1; x2; : : : ; xN) 2 R3N , xj 2 R3. We allow bj; cij 2 C1(S), which is important
for some applications to the Hartree{Fock and Density Functional Theory. We endow S
with the volume form dened by a compatible metric and we then dene Lp(S) accordingly.
Theorem 4.2. The blow-up (S;W) of the scattering manifold (M = R3N ;Vsc) has the
following properties:
(i) V 2 r1C1(S).
(ii) 2( + V ) 2 DiW(S) and is elliptic in that algebra.
28 B. AMMANN, C. CARVALHO, AND V. NISTOR
(iii) Let xH be a dening function of the face H and aH 2 R, for each hyperface H
of S. Denote  =
Q
H x
aH
H and assume that u 2 Lp(S) satises ( + V )u = u,
1 < p <1, for some  2 R. Then u 2 Wm;p(S;W) for all m 2 Z+.
Proof. (i) Let r1 be the dening function of the boundary of M = R3N and X be any of
the manifolds Xj or Xij dening S. We shall denote by rX the distance to X in a true
metric on M and by dX to distance to X in a compatible metric with the Lie manifold
structure. For example, if X \ R3N = Xj \ R3N = fxj = 0 2 R3g, then dX(x) = kxjk.
We can assume for simplicity that the compatible metric is the Euclidean metric. Let us
begin by observing that  := r1dX=rX extends to a smooth function on [M : X], and
hence it is a smooth function also on S = [M : S], because C1([M : X])  C1([M : S]).
Moreover,  is nowhere zero, so  1 2 C1(S) also. Since V is a sum of terms of the form
d 1X , it is enough to show that =dX 2 r1C1(S). But  =  rX for some smooth function
 2 C1(S) and hence
=dX =  rX=dX =  
 1r1 2 r1C1(S):
(ii) follows from Propositions 3.22 and 4.1 using also (i) just proved.
(iii) is a direct consequence of the regularity result in [?], Theorem 3.9, because 2( +
V   ) is elliptic, by (ii). The proof is now complete. 
Note that it follows from Proposition 3.23 and the denition of Vsc that
(21) W k;p(S;W) := fu : R3N ! C; jj+3N=2@u 2 Lp(R3N); jj  k g :
We are now ready to prove our main result, as stated in Equation (4).
Theorem 4.3. Assume u 2 L2(R3N) is an eigenfunction of H :=  + V , then
u 2 Kma (R3N) = a 3N=2Wm;2(S;W)
for all m 2 Z+ and for all a  0.
Proof. We have that L2(R3N) =  3N=2L2(S) since the metric on S is gS =  2gR3N . The
function  is a product of dening functions of faces at innity, so  3N=2 = , for some
 as in Theorem 4.2 (iii). The result then follows from Theorem 4.2 (iii). 
4.2. Regularity in the case of one electron and several heavy nuclei. Let us now
consider S = fP1; P2; : : : Pmg 2 R3, letM be the scattering calculus Lie manifold obtained
by radially compactifying R3, as in the previous subsection. So N = 1 in this section,
but we allow several xed nuclei. Let us blow it up with respect to the set S, obtaining
a manifold with boundary S. Let W be the structural Lie algebra of vector elds on S
obtained blowing up the scattering calculus on M .
Let V0; kj : S! R be smooth functions, j = 1; 2; 3. Let rS : S! R be a smooth function
that is equal to 0 on the faces corresponding to S and equal to 1 in a neighborhood of
innity. We assume that drS 6= 0 on the faces corresponding to the set of singular points
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S. We can assume, for instance, that rS(x) = the distance from x to S if x 2 R3 r S is
close to S. We have rS =  in the notation of the previous subsection.
In this subsection we shall consider eigenfunctions of the operator
(22) Hm =  
3X
j=0
(@j   kj)(@j + kj) + V0=rS;
which is the magnetic version of Schrodinger operator (2).
Theorem 4.4. Let u 2 L2(R3) be such that Hmu = u, in distribution sense. Then
(i) r2Se
jxjHme jxj 2 DiW(S),  2 R, is elliptic.
(ii) u 2 r 3=2S Hm(S) = Km0 (R3) for all m.
(iii) If   >  > 0, then u 2 r 3=2S e jxjHm(S) for all m.
Proof. The rst part, (i), is a direct calculation, completely similar to Theorem 4.2.
We have L2(R3) = r 3=2S H0(S). Then (ii) is an immediate consequence of the regularity
theorem of [?].
We have that v = ejxju 2 L2(R3) = r 3=2S H0(S) by [?], since   >  > 0. It is also an
eigenfunction of H1 := e
jxjHme jxj. The result of (iv) then follows from the ellipticity of
r2SH1, by (i), and by the regularity theorem of [?], Theorem 3.9. 
To get an improved regularity in the index a, we shall need the following result of
independent interest. Let us replace R3 by RN in the following result, while keeping the
rest of the notation unchanged. In particular, S  RN is a nite subset and rS(x) 2 [0; 1]
is the distance from x to S for x close to S and is equal to 1 in a neighborhood of innity.
The weighted Sobolev space Kma (RN) is then dened as before by
Kma (RN) = fu : RN ! Cj rjj aS @u 2 L2(RN); jj  mg:
Theorem 4.5. Let jaj < (N   2)=2, then
   : Km+1a+1 (RN)! Km 1a 1 (RN)
is an isomorphism for  > 0 large enough.
Proof. We begin by recalling the classical Hardy's inequality, valid for u 2 H1(RN):
(23) c2N
Z
RN
juj2
jxj2dx 
Z
RN
jruj2dx;
with cN = (N  2)=2 (see for example [?] and the references therein). A partition of unity
argument then implies that for any  > 0 there exists  =  > 0 such that
(24) (1  )c2N
Z
RN
jr 1S uj2dx 
Z
RN
 jruj2 + juj2dx:
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We can assume that jrrSj  1. Let us assume u 2 C1c (R3 r S), which is a dense
subset of Kma (RN) for all m and a, by [?]. Let jaj < (N   2)=2. We shall denote
(u; v) =
R
RN uv dx, as usual. Let us regard r
a and r a as multiplication operators. Let us
now multiply Equation (24) with 1   and use r(raSu) = ara 1S urrS + raSru to obtain 
(  r aS raS)u; u

= (u; u) + (rraSu;rr aS u)
= (u; u) + (raSru; r aS ru) + a(r 1S (rrS)u;ru)
 a(ru; r 1S (rrS)u)  a2(r 1S (rrS)u; r 1S (rrS)u)
 (u; u) + (ru;ru)  a2(r 1S u; r 1S u)
 ((1  )2c2N   a2)(r 1S u; r 1S u) + (ru;ru)
 kuk2K11 :
For  > 0 small enough ((1  )2c2N     a2). This means that the continuous map
Pa; :=   r aS raS : K11(RN)! K 1 1(RN)
satises
kPa;ukK 1 1kukK11  (Pa;u; u)  kuk
2
K11 ;
and hence kPa;ukK 1 1(RN )  kukK11(RN ), for  > 0 large and some  > 0. It follows that
Pa; is injective with closed range for all jaj < (N 2)=2. Since the adjoint of Pa; is P a;,
it follows that Pa; is also surjective, and hence an isomorphism by the Open Mapping
Theorem. The regularity result of [?] (Theorem 3.9) shows that Pa; :=    r aS raS :
Km+11 (RN) ! Km 1 1 (RN) is also an isomorphism for all m. The result follows from the
fact that rbS : Kmc (RN)! Kmc+b(RN) is an isomorphism for all b, c, and m [?]. 
We are ready to prove the main result of this subsection.
Theorem 4.6. Let u 2 L2(R3) be such that Hmu = u, in distribution sense. Then
u 2 Kma (R3) = ra 3=2S Hm(S) for all m 2 Z+ and all a < 3=2.
Proof. Let us rst notice that the operator Q := Hm+ is a bounded operator Kma (R3)!
Km 1a 1 (R3) for all a and m. Assume that u 2 L2(R3) satises  Hmu = u. Then we know
that u 2 Km0 (R3) for all m by Theorem 4.4. Hence
f := (  C)u = Qu+ (  C)u 2 Km 1 1 (R3):
For large C we can invert    C, and thus we obtain u = (   C) 1f 2 Km+11 (R3) =
( C) 1Km 1 1 (R3), by Theorem 4.5. But then f = Qu+( C)u 2 Km0 (R3)  Km 1 1+a(R3)
for any a < 1=2. We can then iterate this argument to obtain u = ( C) 1f 2 Km+11+a (R3)
for any a < 1=2 and any m, as claimed. 
See [?, ?] for an approach to the singularities of one electron Hamiltonians using the
theory of singular functions for problems with conical singularities.
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5. Further work
The range of a is far from optimal in Theorem 4.3. In fact, the singularity is most likely
not worse that e crX , where X is a subspace of codimension 3, which would improve the
results of Theorem 4.3 along the lines of Theorem 4.6.
Other possible extensions are to the following cases:
(1) The relativistic case. In this case, the Laplace operator is then replaced by the
Dirac operator. For optimal results, the weight a will have to be replaced with a
family of weights, one for each manifold that is blown up, and the optimal values
of a will probably depend on the dimension of the manifold being blown up.
(2) The case of magnetic elds. We expect this case to be similar to the usual case.
See [?, ?, ?].
(3) The case of anisotropic Sobolev spaces. uch anisotropic Sobolev spaces would
yield additional smoothness for eigenfunctions along the singularity. This would
be similar to the case of polyhedral domains discussed in [?].
(4) Exponential decay of the eigenfunctions for the many body problem. This is
neeeded for approximation results using cut-os. See [?, ?, ?, ?, ?] and the refer-
ences therein.
In addition to the above extensions, one would have to look into the issues that arise
in the numerical approximation of solutions of partial dierential equations in spaces of
high dimension (the so called \curse of dimensionality"). Let us mention in this regard
the papers [?, ?] and the references therein, where the issue of approximation in high
dimension is discussed.
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