If G is a locally compact group, then for each derivation
Introduction

Let A be a Banach algebra, E an A-bimodule. A linear mapping D : A → E is called a derivation, if D(a b) = a D(b) + D(a) b for all a, b ∈ A
.1]). For x ∈ E, we define the inner derivation ad x : A → E by ad x (a) = x a − a x (as in [GRW] ; ad x = −δ x in the notation of [D, (1.8 
.2)]).
If G is a locally compact group, we consider the group algebra A = L 1 (G) and E = M (G), with convolution (note that by Wendel's theorem [D, Th. 3.3.40] , M (G) is isomorphic to the multiplier algebra of L 1 (G) and also to the left multiplier algebra). The derivation problem asks whether all derivations are inner in this case ( [D, Question 5.6.B, p. 746] ). The question goes back to J. H. Williamson around 1965 (personal communication by H. G. Dales) . The corresponding problem when A = E is a von Neumann algebra was settled affirmatively by Sakai [Sa] , using earlier work of Kadison (see [D, p. 761] for further references). The derivation problem for the group algebra is linked to the name of B. E. Johnson, who pursued it over the years as a pertinent example in his theory of cohomology in Banach algebras. He developed various techniques and gave affirmative answers in a number of important special cases.
As an immediate consequence of the factorization theorem, the image of a derivation from L 1 (G) to M (G) is always contained in L 1 (G). In [JS] (with A. Sinclair), it was shown that derivations on L 1 (G) are automatically continuous. In [JR] (with J. R. Ringrose), the case of discrete groups G was settled affirmatively. In [J1, Prop. 4 .1], this was extended to SIN-groups and amenable groups (serving also as a starting point to the theory of amenable Banach algebras). In addition, some cases of semi-simple groups were considered in [J1] and this was completed in [J2] , covering all connected locally compact groups.
A number of further results on the derivation problem were obtained in [GRW] (some of them will be discussed in later sections).
These problems were brought to my attention by A. Lau.
The main result
We use a setting similar to [J2, Def. 3.1] . Ω shall be a locally compact space, G a discrete group acting on Ω by homeomorphisms, denoted as a left action (or a left G-module), i.e., we have a continuous mapping (x, ω) → x • ω from G × Ω to Ω such that x • (y • ω) = (xy) • ω, e • ω = ω for x, y ∈ G, ω ∈ Ω. Then C 0 (Ω), the space of continuous (real-or complex-valued) functions on Ω vanishing at infinity becomes a right Banach G-module by (h•x)(ω) = h(x•ω) for h ∈ C 0 (Ω) , x ∈ G , ω ∈ Ω. The space M (Ω) of finite Radon measures on the Borel sets B of Ω will be identified with the dual space C 0 (Ω) in the usual way and it becomes a left Banach G-module by x • μ, h = μ , h • x for μ ∈ M (Ω), h ∈ C 0 (Ω), x ∈ G (in particular, x • δ ω = δ x•ω when μ = δ ω is a point measure with ω ∈ Ω ; see also [D, §3.3] and [J2, Prop. 3 
.2]).
A mapping Φ : G → M (Ω) (or more generally, Φ : G → X, where X is a left Banach G-module) is called a crossed homomorphism if Φ(xy) = Φ(x)+x•Φ(y) for all x, y ∈ G ( [J2, Def. 3.3] ; in the terminology of [D, Def. 5.6.35] , this is a G-derivation, if we consider the trivial right action of G on M (Ω) ). Now, Φ is called bounded if Φ = sup x∈G Φ(x) < ∞. For μ ∈ M (Ω), the special example Φ μ (x) = μ − x • μ is called a principal crossed homomorphism (this follows [GRW] ; the sign is taken opposite to [J2] ). Theorem 1.1. Let Ω be a locally compact space, G a discrete group with a left action of G on Ω by homeomorphisms. Then any bounded crossed homomorphism Φ from G to M (Ω) is principal. There exists μ ∈ M (Ω) with μ ≤ 2 Φ such that Φ = Φ μ .
Corollary 1.2. Let G denote a locally compact group. Then any derivation D : L 1 (G) → M (G) is inner.
Using [D, Th. 5.6.34 (ii) ], one obtains the same conclusion for all derivations D : M (G) → M (G).
Proof. As mentioned in the introduction, we have D(L 1 (G)) ⊆ L 1 (G) and then D is bounded by a result of Johnson and Sinclair (see also [D, Th. 5.2.28] ). Then by further results of Johnson, D defines a bounded crossed homomorphism Φ from G to M (G) with respect to the action x • ω = x ω x −1 of G on G ( [D, Th. 5.6 .39]) and (applying our Theorem 1.1) Φ = Φ μ implies D = ad μ .
Corollary 1.3. Let G denote a locally compact group, H a closed subgroup. Then any bounded derivation D : M (H) → M (G) is inner.
Remark 1.6. If G is a locally compact group with a continuous action on Ω (i.e., the mapping G × Ω → Ω is jointly continuous; by the theorem of Ellis, this results from separate continuity), then Theorem 1.1 implies that bounded crossed homomorphisms from G to M (Ω) are automatically continuous for the w*-topology on M (Ω), i.e., for σ(M (Ω), C 0 (Ω)) (since in this case the right action of G on C 0 (Ω) is continuous for the norm topology). This is a counterpart to [D, Th. 5.6.34(ii) ] which implies that bounded derivations from M (G) to a dual module E are automatically continuous for the strong operator topology on M (G) and the w*-topology on E . See also the end of Remark 5.6.
Decomposition of M (Ω)
Let Ω be a left G-module as in Theorem 1.1. For μ, λ ∈ M (Ω), singularity is denoted by μ ⊥ λ, absolute continuity by μ λ, equivalence by μ ∼ λ (⇔ μ λ and λ μ). The measure λ is called G-invariant if x • λ = λ for all x ∈ G. It is easy to see that the G-invariant elements form a normclosed sublattice M (Ω) inv in M (Ω) (which may be trivial). We introduce the following notation:
Sometimes, we will also write M (Ω) inf,G and M (Ω) fin,G to indicate dependence on G. In the terminology of ordered vector spaces (see e.g., [Sch, §V.1.2] ), M (Ω) fin is the band generated by M (Ω) inv , and M (Ω) inf is the orthogonal band to M (Ω) fin (and also to M (Ω) inv ). For spaces of measures, bands are also called L-subspaces. Since the action of G respects order and the absolute value, it follows that M (Ω) inf and M (Ω) fin are G-invariant. Furthermore,
and the norm is additive with respect to this decomposition. This gives contractive, G-invariant projections to the two parts of the sum. It follows that it will be enough to prove Theorem 1.1 separately for crossed homomorphisms with values in one of the two components.
The proof of Theorem 1.1 will be organized as follows: In Section 3, we recall some classical results. Sections 4-6 are devoted to M (Ω) inf ("infinite type"). First ( § §4, 5), we consider measures that are absolutely continuous with respect to some (finite) quasi-invariant measure. We will work with the extension of the action of G to the Stone-Čech compactification βG and in Section 5, we describe an approximation procedure which will produce the measure μ representing the crossed homomorphism (see Proposition 5.1). Then in Section 6 the general case for M (Ω) inf is treated (Proposition 6.2). Finally, Section 7 covers the case M (Ω) fin ("finite type", see Proposition 7.1). Here the behaviour of crossed homomorphisms is different and we will use weak compactness and the fixed point theorem of Section 3. As explained above, Propositions 6.2 and 7.1 will give a complete proof of Theorem 1.1. Remark 2.1. A similar decomposition technique has been applied in [Lo, proof of the proposition]. The distinction between finite and infinite types is related to corresponding notions for von Neumann algebras (see e.g., [T, §V.7] ) and the states on these algebras ( [KS] ). Some proofs for Sakai's theorem (e.g., [JR] ) also treat these cases separately.
In [GRW, § §5, 6] , another sort of distinction was considered: for Ω = G a locally compact group with the action x • y = x y x −1 (see the proof of Corollary 1.2), they write N for the closure of the elements of G belonging to relatively compact conjugacy classes. Then Cond. 6.2 of [GRW] (which is satisfied e.g. for IN-groups or connected groups), implies that GRW, Th. 6 .8]), they showed that bounded crossed homomorphisms with values in M (G \ N ) are principal. But, as Example 2.2 below demonstrates, M (G) inf is in general strictly larger and in Sections 4 -6 we will extend the method of [GRW] to M (Ω) inf .
Example 2.2. Put Ω = T 2 , where T = R/Z denotes the one-dimensional torus group, H = SL(2, Z) with the action induced by the standard left action of H on R 2 . This is related to the example G = SL(2, Z) T 2 discussed in [GRW] , since for G (in the notation of Remark 2.1 above, putting I = ( 1 0 0 1 ) ), we have N = {±I} T 2 (this is the maximal compact normal subgroup of G) and then M (Ω) ⊆ M (N ) was a typical case left open in [GRW] .
One can show (using disintegration and then unique ergodicity of irrational rotations on T) that the extreme points of the set of H-invariant probability measures on Ω can be described as follows:
. Then the extreme points are just the normalized Haar measures of the compact groups K n (n = 0, 1, . . . , ∞) and M (Ω) inv is the norm-closed subspace generated by them. It follows that μ ∈ M (Ω) fin if and only if μ = u + ν, where u ∈ L 1 (T 2 ) (i.e., u is absolutely continuous with respect to Haar measure) and ν is an atomic measure concentrated on (Q/Z) 2 = n∈N K n . Now, μ ∈ M (Ω) inf if and only if μ ⊥ L 1 (T 2 ) and μ gives zero weight to all points of (Q/Z) 2 .
Example 2.3. Put Ω = T which is now identified with the unit circle
Here, although Ω is compact, there are no nonzero G-invariant measures (we consider first the orthogonal matrices in G; uniqueness of Haar measure makes the standard Lebesgue measure of T the only candidate, but this is not invariant under matrices α 0 0 
We write 1 for the constant function of value one.
Some classical results
For completeness, we collect here some results (and fix notation) for Banach spaces of measures and describe a fixed point theorem that will be used in the following sections.
All the elements of M (Ω) are countably additive set functions on B (the Borel sets of Ω). For a nonnegative λ ∈ M (Ω) (we write λ ≥ 0), L 1 (Ω, λ) is considered as a subset of M (Ω) in the usual way (see e.g., [D, App. A] ). 
Be aware that weak topologies are always meant in the functional analytic sense ( [DS, Def. A.3.15] ). This is different from probabilistic terminology (where "weak convergence of measures" usually refers to σ(M (Ω), C b (Ω)) and "vague convergence" to σ(M (Ω), C 0 (Ω)), i.e., to the w*-topology). Recall that weak topologies are hereditary for subspaces (an easy consequence of the HahnBanach theorem; see e.g. [Sch, IV.4 [DS, Th. IV.9 .2] this characterizes, also, weakly relatively compact subsets in M (Ω). Furthermore, by standard topological results ( [D, Prop. A.1.7] ), if K is as above, the weak closure K of such a set is w*-compact as well, i.e., for σ(M (Ω), C 0 (Ω)).
Proof [DS, p. 387 ] (Dieudonné's version). Observe that if λ({ω}) = 0 for all ω, then (since λ is finite) uniform λ-continuity implies that K is bounded.
In addition, we will consider finitely additive measures. Let ba (Ω, B, λ) denote the space of finitely additive (real-or complex-valued) measures μ on B such that for A ∈ B, λ(A) = 0 implies μ(A) = 0. These spaces investigated in [DS, III.7] , are Banach lattices; in particular, the expressions |μ|, μ ≥ 0, μ 1 ⊥ μ 2 are meaningful for finitely additive measures as well. (Using abstract representation theorems for Boolean algebras, we see that all this could be reduced to countably additive measures on certain "big" compact spaces, but for our purpose, the classical viewpoint appears to be more suitable; some authors use the term "charge" to distinguish from countably additive measures; see [BB] ).
For an indicator function c A (A ∈ B), the duality is given by
Proof [DS, Th. IV.8.16 ]. The result goes essentially back to Hildebrandt, Fichtenholz and Kantorovitch. In addition, it follows that the canonical embedding of L 1 (Ω, λ) into its bidual is given by the usual correspondence between classes of integrable functions and measures.
Result 3.3 (Yosida-Hewitt decomposition). We have
where
of the purely finitely additive measures in ba(Ω, B, λ). More explicitly, every μ ∈ ba(Ω, B, λ) has a unique decomposition
Proof. [DS, Th. III.7 .8].
Defining
that is a left inverse to the canonical embedding.
Result 3.4. For ν ∈ ba(Ω, B, λ), we have ν ⊥ λ ("ν is purely finitely additive") if and only if for every ε > 0 there exists A ∈ B such that λ(A) < ε and ν is concentrated on A (this means that ν(B) = 0 for all B ∈ B with B ⊆ Ω \ A; for ν ≥ 0, this is equivalent to ν(A) = ν(Ω)).
Proof. For the sake of completeness, we sketch the argument. It is rather obvious that the condition above implies singularity of ν and λ. For the converse, recall the formula for the infimum of two real measures (see e.g., [Se, Prop. 17.2.4] 
We can assume that ν is real and then (using the Jordan decomposition [DS, III.1.8] ) that ν ≥ 0. If λ ∧ ν = 0 and ε > 0 is given, it follows (with C = Ω) that there exist sets A n ∈ B such that λ (A n 
Bn and c Bn defines a w*-continuous functional on ba(Ω, B, λ), we conclude that μ(B n ) ≥ c for all n. Since for n → ∞ absolute continuity implies that
Proof. This is a special case of [T, Prop. III.5 .8] (which is formulated for general von Neumann algebras); see also [A, Th. III.5] . If C consists of nonnegative elements, the result follows easily from Lemma 3.5. In the general case, a direct argument can be given as follows. Put C = {μ 1 , μ 2 , . . . } (we may assume that C is infinite). By Result 3.4, there exists A n ∈ B with λ(A n ) < 1 2 n such that μ n is concentrated on A n . As before, put B n = m≥n A m . Then, if μ is any cluster point of the sequence (μ n ), it easily follows that μ is concentrated on B n for all n. By Result 3.4, we obtain that μ ∈ L 1 (Ω, λ) ⊥ .
Remark 3.7. We have chosen the term "countably closed" to distinguish from the classical notion "sequentially closed". Corollary 3.6 applies also to nets that are concentrated on a countable subset of L 1 (Ω, λ) ⊥ , whereas the sequential closure usually restricts to convergent sequences.
It is not hard to see that
, unless the support supp λ has an isolated point. This demonstrates again that the w*-topology on L 1 (Ω, λ) is highly nonmetrizable.
Result 3.8 (Fixed point theorem). Let X be a normed space, K a nonempty weakly compact convex subset. Assume that a group G acts by affine transformations
Proof. This follows from [La, Th. p. 123 ] "on the property (F 2 )", where the result is formulated for general locally convex spaces. For completeness, we include a direct proof, similar to that of Day's fixed point theorem (compare [Gr, p. 50 
]). It is enough to show the result for linear transformations A(x)
(otherwise, we pass toX = X ×C,K = K ×{1} and the usual linear extensions
. Then v 0 ∈ K, since otherwise, the separation theorem for convex sets would give some v ∈ X and α ∈ R such that Re v , w ≤ α for all w ∈ K and Re v 0 , v > α which contradicts the definition of v 0 . Then invariance of m easily implies that
Remark 3.9. This is related to Ryll-Nardzewski's fixed point theorem ( [Gr, Th. A.2.2, p. 98] ; in fact, the proof of the existence of an invariant mean on WAP(G) uses this result). Ryll-Nardzewski's fixed point theorem does not need our uniform boundedness assumption on the transformations, but it requires that the action of G be distal. Of course, as soon as one knows that a fixed point exists, one can use a translation so that the origin becomes a fixed point. Then uniform boundedness of the group of transformations {A(x)} implies that the action has to be distal. But the assumptions above make it possible to show the existence of a fixed point without having to verify distality in advance (which appears to be a rather difficult task for the action that we consider in §7).
More generally, the proof given above works if X is any (Hausdorff) locally convex space, K is a compact convex subset of X and a group G acts on K by continuous affine transformations A(x) such that the functions T v (v) (defined as above) are weakly almost periodic for all v ∈ K , v ∈ X . Proof. Assume that μ λ for some λ ∈ M (Ω) inv . In addition, we may suppose that λ ≥ 0. Given ε > 0, there exists δ > 0 such that A ∈ B, λ(A) < δ implies |μ(A)| < ε . Since λ(A) < δ implies (see also the beginning of §4)
Thus, by the Dunford-Pettis criterion (Result 3.1), {x • μ : x ∈ G} is weakly relatively compact. For the converse, recall that |x•μ| = x•|μ|; thus (using the existence of a "control measure" for weakly compact subsets of M (Ω) -see [DS, Th. IV.9 .2]; and again Result 3.1) we may assume that μ ≥ 0 and (using the decomposition of §2 and the part already proved) that μ ∈ M (Ω) inf . Let K be the (norm-or weakly-) closed convex hull of {x • μ : x ∈ G}. This is convex, G-invariant and, by classical results, it is weakly compact. Thus, by the fixed point theorem (Result 3.8), there exists λ ∈ M (Ω) inv with λ ∈ K. If λ = 0, then since {ν ∈ M (Ω) : ν ⊥ λ} is norm closed, it would follow that x • μ is not singular to λ for some x ∈ G. But this entails that μ is not singular to λ, contradicting μ ∈ M (Ω) inf . Thus λ = 0. But by elementary arguments, ν(Ω) = μ(Ω) for all ν ∈ K and this gives μ = 0.
Quasi-invariant measures
, X is a Banach space and the transformations v → x • v are linear and bounded for each x ∈ G), then its dual X becomes a right G-module (as in [D, (2.6 .4), p. 240]). By an easy computation, it follows that the right G-action on
) is given by the same formula as that on C 0 (Ω) (see the beginning of §1). In a similar way, the space of bounded Borel measurable functions on Ω can be embedded into M (Ω) (see [D, Prop. 4.2.30] ) and on this subspace the formula for the dual action of G is the same (this was used in the proof of Corollary 3.10).
Recall that βG (the Stone-Čech compactification of the discrete group G) can be made into a right topological semigroup (extending the multiplication of G; see [HS, Ch. 4] ). This extension will be denoted by the same letter, Φ.
Proof. (a) can be proved as in [D, Th. 2.6 .15] (see also [HS, Th. 4.8] ). In fact, as an alternative definition, the product on βG can be obtained by restriction of the first Arens product on l 1 (G) . Similarly for (b), crossed homomorphisms on semigroups can be defined by the same functional equation as in the group case.
Proof. It is easy to see that f ≥ 0 implies p•f ≥ 0; consequently, it will be enough to verify the property of p for a single
for h ∈ L ∞ with 0 ≤ h ≤ 1 and by elementary measure theory, the set of these products h f generates a norm dense subspace of L 1 (Ω, λ) ). We take the constant function f = 1.
We argue by contradiction and assume that P λ (p • 1) = 0 for all p ∈ βG (P λ denoting the projection to L 1 (Ω, λ) defined after Result 3.3). Put c = inf p∈βG P λ (p • 1) . The first step is to show that the infimum is actually attained at some point p 0 ∈ βG (in particular, our assumption then implies that c > 0 ).
Choose a sequence (p n ) n≥1 in βG such that P λ (p n • 1) tends to c. Let p 0 = lim p ni ∈ βG be a cluster point, obtained as limit of a net refining the sequence. By Lemma 4.1(a), we have p 0 • 1 = w*-lim p ni • 1. Then let w ∈ L 1 (Ω, λ) be a w*-cluster point of the bounded net P λ (p ni • 1) . By Corollary 3.6, p 0 • 1 − w (being the w*-limit of a further refinement of the net
Lower semicontinuity of the norm implies w ≤ c, from which we get P λ (p 0 • 1) = c.
Put g = P λ (p 0 • 1). We claim that {x • g : x ∈ G} should be relatively weakly compact (then by Corollary 3.10, this will imply g ∈ M (Ω) fin , resulting in a contradiction to λ ∈ M (Ω) inf and c > 0 ).
The claim will again be proved by contradiction. An equivalent condition to weak relative compactness of the set {x • g : x ∈ G} is that the w*-closure of this set in the bidual L 1 (Ω, λ) is contained in L 1 (Ω, λ). Thus we assume that this set has a w*-cluster point w ∈ L 1 (Ω, λ) with w / ∈ L 1 (Ω, λ).
Let q ∈ βG be a cluster point of the sequence (x n ) and put w = q • g. Then Lemma 3.5 implies w − P λ (w ) ≥ c 0 (put μ n = x n • g, considered as a countably additive measure on Ω; then by Lemma 4.1(a), w is a w*-cluster point of (μ n ) ). By Result 3.3, we have w = P λ (w ) + w − P λ (w ) and this gives
and the second part of this sum belongs to L 1 (Ω, λ) ⊥ . As before, it follows that P λ q • (p 0 • 1) = P λ (q • g) = P λ (w ) and this would imply (making use of the semigroup structure of βG )
contradicting the definition of c. This proves our claim and, as explained above, completes the proof of Lemma 4.2.
Remark 4.3. (a) There are numerous examples of transformation groups that admit a quasi-invariant probability measure but no finite invariant measure (see also §6). An easy example is Ω = R with G = R d (i.e., R with discrete topology) acting by x • y = x + y. Then any measure λ that is equivalent to standard Lebesgue measure will be quasi-invariant. βR d maps continuously to the compactification [−∞, ∞] of R. It is not hard to see that any p ∈ βR d lying above ±∞ has the property that p • L 1 (Ω, λ) ⊆ L 1 (Ω, λ) ⊥ (intuitively speaking: functions are "shifted out to infinity").
In Example 2.3, the standard Lebesgue measure λ is quasi-invariant (but not invariant) for the action of G. Put H = α 0 0
Note But without quasi-invariance, one cannot guarantee that for p ∈ βG and f ∈ L 1 (Ω, λ) the element p•f belongs to the subspace L 1 (Ω, λ) of M (Ω) . Working with general elements of M (Ω) (rather than ba(Ω, B, λ)) would make the argument considerably more abstract. In the examples of (a), it is possible to choose p ∈ βG so that p • M (Ω) ⊆ M (Ω) ⊥ , but it is not clear if this can be done in general (for the infinite part of the action; see also Remark 5.6).
(c) If G is a locally compact group and G d denotes the group with discrete topology, then βG d maps continuously to βG. If the action of G on X is uniformly bounded and continuous (i.e., x → x • v is continuous for each v ∈ X ), then it is easy to see that p • v depends for v ∈ X only on the image of p ∈ βG d in βG. Thus p • v is well defined for p ∈ βG. This applies in particular to the action of G on L 1 (Ω, λ) when we have a continuous action of G on Ω as in Remark 1.6. Thus, in the two examples above, we might have said as well that
The technical problem is that in general βG cannot be made into a semigroup in a reasonable way (see [HS, Th. 21 .47]); furthermore, p • v cannot be defined in the same way for v ∈ X , i.e., one cannot speak of an "action" of βG on X . Therefore we are restricted to the discrete case.
The approximation procedure
We will generalize now the approach developed by G. Willis in Section 6 of [GRW] for bounded crossed homomorphisms with values in M (G \ N ) (see Remark 2.1); similar ideas were used in [J2] and earlier in [J1, p. 51ff] . The main result is Proposition 5.1 which extends Theorem 6.8 of [GRW] . Technically, the main difference is to replace convergence to the "ideal point ∞" as defined in [GRW, p. 380] , by consideration instead of the extended crossed homomorphism (Lemma 4.1(b)) at some point p ∈ βG satisfying the property of Lemma 4.2.
Proposition 5.1. Assume that λ ∈ M (Ω) inf is a quasi-invariant probability measure and that
Let P λ denote the projection L 1 (Ω, λ) → L 1 (Ω, λ) defined after Result 3.3. The proof will be given at the end of the section after several lemmas. The structure follows closely that of [GRW, §6] . The basic strategy is to study Φ at those points x where Φ(x) comes close to Φ . Throughout this section, we fix p ∈ βG given by Lemma 4.2 and we make the convention that in expressions of the type lim x→p F (x), where F is some function, x shall always be restricted to elements of G (e.g., in Proposition 5.1 and Lemma 5.2, we do not claim that Φ = Φ(p) ). Proof. Consider ε > 0 and take some x 0 ∈ G with
Thus,
The defining equation for crossed homomorphisms implies that for all y ∈ G we have Φ(
Observe that by Lemma 4.1(a) and (2),
Consequently, there exists a neighbourhood U of p such that
This implies that for y ∈ U ∩ G, we have
Decomposition of the integral defining the L 1 -norm into the domains B and Ω \ B gives (6), (7),(4)
Combined with (5), this yields Φ(y) > Φ − 8ε for all y ∈ U ∩ G.
Lemma 5.3. Take B ∈ B and ε > 0.
(a) Assume that x, z ∈ G satisfy the conditions
Proof (compare [GRW, L. 6.5] ). For (a), assume that |Φ(z)| , c B ≤ Φ 2 − 2ε. Then, by the conditions of (a),
and furthermore |Φ(x)|, c Ω\B < ε. 
Then there exists a neighbourhood U of p such that
Proof. By Lemma 5.2 and Lemma 4.1 (a), the conditions of Lemma 5.3 are satisfied when z ∈ G is sufficiently close to p.
Lemma 5.5 (compare [GRW, L. 6.6 
]). Assume that B ∈ B satisfies the condition
Proof. Fix ε > 0 and take 
Note that this implies p • |Φ(x
Fix some z ∈ U 1 ∩ G. Then (repeating the argument with z, B 1 instead of x 0 , B ) there exists B 2 ∈ B with B 2 ⊇ B 1 , satisfying
Finally, we get a neighbourhood U 2 of p, contained in U 1 and such that
Note that in combination with (8), this implies
The set of all c B1 , with B 1 as above, generates (by Result 3.4) a w*-dense subspace of L ∞ (B) (i.e., for σ( L ∞ , L 1 )). Thus, we conclude that (14), we get (15) to Φ 2 , we see that this implies Φ 2 = 0; thus Φ = Φ 1 .
Note that p just depends on λ and not on the particular crossed homomorphism Φ. Put W = {h ∈ L ∞ (Ω, λ) : p • 1 , |h| = 0}. The condition defining W is equivalent to w*-lim x→p |h| • x = 0 (in the definition of W , one can replace the constant function 1 by any function f ∈ L 1 (Ω, λ) such that f (ω) > 0 λ-a.e.; see the beginning of the proof of Lemma 4.2). It is not hard to see that W is a (proper) norm-closed, w*-dense subspace of L ∞ (Ω, λ) and an ideal. It follows from the arguments in the proof of Proposition 5.1 that u = σ(L 1 , W ) -lim x→p Φ(x) and for pointwise products, one has even u h = 1 -lim x→p Φ(x)h for all h ∈ W ; in particular, convergence of Φ(x) holds in λ-measure as well ( [DS, Def. III.2.6] 
cannot take place in general for the weak topology (i.e., σ(L 1 , L ∞ ) ; in particular, weak convergence is impossible if u is nonnegative and nonzero). Intuitively: half of the mass of Φ(x) drifts to infinity, the "location of infinity" being determined by W .
In the first example of Remark 4.3(a), W contains all compactly supported functions in L ∞ (R, λ). If W contains all the functions of compact support, one can say that Φ(x) converges to u in the sense of w*-convergence of measures (i.e., for σ(M (Ω), C 0 (Ω)) ). But even this need not be true in general. Consider Example 2.2. Let Ω 0 be a (countable) SL(2, Z)-orbit in T 2 consisting of irrational points and choose an (atomic) probability measure λ on Ω 0 giving nonzero weight to each of its points. Clearly, λ is quasi-invariant and, by our discussion in Example 2.2, it belongs to M (Ω) inf . Similarly as above, it follows from compactness of Ω that w*-convergence of Φ(x) to u is impossible whenever u ∈ L 1 (Ω, λ) is nonnegative and nonzero (there is a canonical w*-continuous projection of L ∞ (Ω, λ) to M (Ω), given by the dual of the em-
In the setting of [GRW, §6] (see our Remark 2.1), Condition 6.2 of [GRW] makes it possible always to choose p so that W contains the functions of compact support. One even gets a slightly stronger conclusion. Explicitly, if p is some cluster point of the filter base W defined as in [GRW, after L. 6 .3], then their Condition 6.2 implies (considering now the
It follows from Theorem 6.8 of [GRW] that for each bounded crossed homomorphism Φ :
for any relatively compact Borel set B, similarly under the generalized version of their Condition 6.2, described after L. 6.3 of [GRW] . This does not need a quasi-invariant measure controlling the range of Φ.
In the presence of a quasi-invariant probability measure λ, one can also give a characterization of infiniteness of λ in the style of Condition 6.2 of [GRW] : λ ∈ M (Ω) inf if and only if there exists an ideal K of compact subsets of Ω such that sup K∈K λ(K) = 1 and for each K ∈ K and each ε > 0 there exists x ∈ G satisfying λ(x • K) < ε (it is clear that this excludes the existence of an invariant measure that is absolutely continuous with respect to λ ; for the converse, take p ∈ βG as in Lemma 4.2, K = {K : p • 1, c K = 0} ) . In examples, such a family K can often be obtained more directly, and then one can define a filter base W as in [GRW, after L. 6 .3] so that any cluster point p of W satisfies the property of Lemma 4.2. In Example 2.2, when λ is concentrated on a (countable) SL(2, Z)-orbit Ω 0 in T 2 consisting of irrational points, one can take for K the finite subsets of Ω 0 (the condition in [GRW, after L. 6.3] amounts to the case where K consists of all compact subsets of Ω and μ(x • K) < ε is achievable for each probability measure μ ∈ M (Ω) ).
In Example 2.3 (where Ω is again compact), when choosing p as described in Remark 4.3(a), lying above ∞, the space W contains all continuous functions h on Ω with h ±1 0 = 0 (but no other continuous functions). Here one can take for K the compact subsets of Ω that do not contain ±1 0 . If G is a locally compact group with a continuous action on Ω, λ is a quasiinvariant probability measure on Ω, Φ is a bounded crossed homomorphism such that Φ(x) λ for all x, then one can show (using Theorem 1.1) that Φ is continuous for the norm-topology on M (Ω) (compare Remark 1.6). If in addition, G is σ-compact, the converse holds as well; i.e., there exists a quasiinvariant probability measure as above (compare the proof of Proposition 6.2).
The infinite case
In this section, Theorem 1.1 is proved for bounded crossed homomorphisms with values in M (Ω) inf (Proposition 6.2). The proof reduces the problem to the case where a quasi-invariant "control measure" exists (Proposition 5.1). A major step is separated in the following lemma.
Proof. By Corollary 3.10, {x • ρ : x ∈ G} is not weakly relatively compact. By Eberlein's theorem (see [Sch, Th. 11 .1]), there exists a sequence (x n ) in G such that {x n • ρ : n ∈ N} is not weakly relatively compact. Let H 0 be the subgroup of G generated by (x n ). Then ρ / ∈ M (Ω) fin,H0 ; thus P H0 (ρ) = 0. Observe that for H 0 ⊆ H 1 , one has P H0 = P H0 • P H1 = P H1 • P H0 . Hence, by an easy argument, we can choose a countable subgroup H 0 so that
Assume that P H0 ρ = ρ. Then (since P H0 ρ ∈ M (Ω) inf,G ) there exists a countable subgroup H 1 of G with P H1 (ρ − P H0 ρ) = 0 and we may assume that H 1 ⊇ H 0 . Then P H1 ρ = P H0 ρ+P H1 (ρ−P H0 ρ) and P H1 (ρ−P H0 ρ) ρ−P H0 ρ ⊥ P H0 ρ. This would give P H1 ρ > P H0 ρ resulting in a contradiction. It follows that ρ = P H0 ρ ∈ M (Ω) inf,H0 .
Proof. (a) First, we assume that G = {x n : n = 1, 2, . . . } is countable. Put
Then we have λ ∈ M (Ω) inf and it is a quasi-invariant probability measure such that Φ(x) λ for all x ∈ G. Now Proposition 6.2 follows in this case from Lemma 4.2 and Proposition 5.1.
(b) In the general case, we consider a countable subgroup H 0 of G satisfying Φ = sup x∈H0 Φ(x) . By Lemma 6.1, there exists a countable subgroup
is a crossed homomorphism satisfying Φ 1 = Φ . By (a), there exists λ 1 ∈ M (Ω) inf,H1 and μ ∈ L 1 (Ω, λ 1 ) such that λ 1 is an H 1 -quasi-invariant probability measure, μ = Φ 2 and
Fix an arbitrary y ∈ G. Then by Lemma 6.1, there exists a countable subgroup H 2 of G such that y ∈ H 2 , Φ(y) ∈ M (Ω) inf,H2 and we may assume H 2 ⊇ H 1 . Put Φ 2 (x) = P H2 (Φ(x)). As above, there exists an H 2 -quasiinvariant probability measure λ 2 ∈ M (Ω) inf,H2 and μ 2 ∈ L 1 (Ω, λ 2 ) such that
We claim that μ 2 = μ; then Φ(y) = Φ 2 (y) = μ − y • μ and since this applies to an arbitrary y ∈ G, this will prove Proposition 6.2.
We can assume that λ 1 λ 2 (by the uniqueness statement in Remark 5.6, μ 2 does not depend on λ 2 ). Using Lebesgue decomposition, let λ ⊥ 1 ∈ M (Ω) inf,H2 be a probability measure such that
x ∈ H 1 and from Remark 5.6, it follows that ν 2 = μ. Then μ = μ 2 = Φ 2 implies ν 2 , ν 2 = 0, thus μ 2 = μ, proving our claim. As explained above, this completes the proof of Proposition 6.2.
Remark 6.3. It follows from the proof that there exists always a countable subgroup H 1 of G such that the restriction of Φ to H 1 determines μ uniquely.
The finite case
In this section, Theorem 1.1 is proved for bounded crossed homomorphisms with values in M (Ω) fin (Proposition 7.1). Here we employ the approach (that already appears in [J1, §3] ) using the relation between crossed homomorphisms and affine actions of G, and then apply fixed point theorems. The proof of weak relative compactness of the range of Φ uses estimates with similar decomposition methods, as in the proof of Lemma 5.5. 
Proof. (a) First, we want to show weak relative compactness of Φ(G). We assume that Φ(G) is not weakly relatively compact. As in the proof of Lemma 6.1, we may assume that G is countable. Since Φ(G) ⊆ M (Ω) fin , it follows that there exists a G-invariant probability measure
Then c 0 > 0. Choose w ∈ K such that, putting
we have
Approximating w by a net from K, gives some p ∈ βG such that
(as in §5, y is restricted to elements of G in this limit). By absolute continuity, there exist δ n (n = 1, 2, . . . ) satisfying
By (17) and Result 3.4, there exist A n ∈ B such that
Since w ≥ 0, it follows that w a , w s ≥ 0; hence w , c An ≥ c. By approximation (19), there exist y n ∈ G such that
Again by absolute continuity, there exist δ n satisfying
Again by (17) and Result 3.4, there exist A n ∈ B such that
Again by approximation (19), there exist y n ∈ G such that
Put z n = y n y n and B n = A n ∪ y n A n . Then by (20), (21), (23), (24), we have (23), (24) c
Next,we use It is easy to see that A(x) Φ(y) = Φ(xy); thus Φ(G) is invariant under the action. Let K 1 be the closed convex hull of Φ(G). Then K 1 is also invariant under the action of G and by (a) it is weakly compact. Therefore we can apply the fixed point theorem (Result 3.8). Let μ ∈ K 1 be a fixed point. Obviously, A(x) μ = μ is equivalent to Φ(x) = μ − x • μ which finishes the proof of the Proposition 7.1 (and also that of Theorem 1.1).
Remark 7.2. (a) Comparing the Propositions 6.2 and 7.1, one can see a difference in the norm estimates for μ. In the case of C * -algebras, some work has been done on the norm of inner derivations (see e.g., [AS] ). Clearly, Φ ν = 0 for ν ∈ M (Ω) inv , thus Φ μ depends only on the coset of μ in M (Ω)/M (Ω) inv (which will be denoted again by μ ), i.e., Φ μ ≤ 2 μ M (Ω)/M (Ω)inv holds in general and for μ ∈ M (Ω) inf , we get equality by Proposition 6.2. We want to give an example showing that there are compact groups G for which inf { Φ μ : μ ∈ M (G) fin , μ M (G)/Z(M (G)) = 1} = 1 (for the action x • ω = x ω x −1 used in Corollary 1.2; in this case M (G) inv coincides with the centre Z M (G) of the algebra M (G) ); i.e., the norm estimate in Proposition 7.1 cannot be improved in general. Since Φ μ = ad μ , this applies also to the corresponding derivations of L 1 (G).
First, we claim that it is sufficient to construct finite groups H n and μ n ∈ M (H n ) for which μ n M (Hn)/Z(M (Hn)) = 1 and Φ μn → 1 for n → ∞.
Then one can take G = 0 and 1 ("Bernoulli shift") and put u(ω) = (−1) ω0 for ω = (ω n ) ∈ Ω. Then an easy computation gives that in L 1 (Ω, λ) we have u − n • u 1 = 1 for all n ∈ Z \ {0}. Thus Φ u = u 1 = 1. Ergodicity of the shift implies that the mean of x → x • u is given by u dλ = 0 (constant function). Furthermore, if μ 0 ∈ M inv (Ω), its λ-continuous component must be a multiple of λ. Since u − c 1 > 1 for all c ∈ C \ {0}, it follows that μ > 1 for all μ ∈ M (Ω) such that Φ μ = Φ u and μ = u.
It appears very likely that such examples do not exist in the original group case (i.e., Ω = G with the action x • ω = x ω x −1 ) used in Corollary 1.2.
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