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Abstract—The proportional-integral-derivative (PID) controller 
is widely used in various industrial applications such as process 
control, motor drives, magnetic and optical memory, automotive, 
flight control and instrumentation. PID tuning refers to the 
generation of PID parameters (Kp, Ki, Kd) to obtain the optimum 
fitness value for any system. The determination of the PID 
parameters is essential for any system that relies on it to function 
in a stable mode. This paper proposes a method in designing a 
predictive PID controller system using particle swarm 
optimization (PSO) algorithm for direct current (DC) motor 
application. Extensive numerical simulations have been done using 
the Mathwork’s Matlab simulation environment. In order to gain 
full benefits from the PSO algorithm, the PSO parameters such as 
inertia weight, iteration number, acceleration constant and 
particle number need to be carefully adjusted and determined. 
Therefore, the first investigation of this study is to present a 
comparative analysis between two important PSO parameters; 
inertia weight and number of iteration, to assist the predictive PID 
controller design. Simulation results show that inertia weight of 0.9 
and iteration number 100 provide a good fitness achievement with 
low overshoot and fast rise and settling time. Next, a comparison 
between the performance of the DC motor with PID-PSO, with PID 
of gain 1, and without PID were also discussed. From the analysis, 
it can be concluded that by tuning the PID parameters using PSO 
method, the best gain in performance may be found. Finally, when 
comparing between the PID-PSO and its counterpart, the PI-PSO, 
the PID-PSO controller gives better performance in terms of 
robustness, low overshoot (0.005%), low minimum rise time 
(0.2806 seconds) and low settling time (0.4326 seconds). 
 
Keywords—proportional-integral-derivative (PID) controller, 
particle swarm optimization (PSO) algorithm, optimization, 
predictive PID 
I. INTRODUCTION 
HE proportional-integral-derivative (PID) controller is one 
of the earlier control strategies used to control the speed 
and position in various control applications. PID controllers are 
known for their simplicity and high performance in different 
operating conditions, thus making them a popular choice in 
industrial applications. PID controllers are often used in 
industrial control systems such as process control, motor drives, 
magnetic and optical memory, automotive control, flight control 
and instrumentation for its reliability in tuning the control 
parameters to optimum control values. Additionally, the PID 
controller is known for its simple structure, simple design, low 
maintenance, stable steady-state error and ease of use.  
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However, regardless of its widespread usage, one of its major  
There are several methods for tuning the PID controllers to 
obtain optimum values for the PID parameters. The 
conventional methods are Ziegler-Nichols method, Ziegler-
Nichols reaction curve method, Cohen Coon reaction curve 
method and Tyreus-Luyben. The Ziegler-Nichols method 
although most of the time gives satisfactory tuning parameters, 
it sometimes tends to create a high overshoot [2]. To increase 
the capability of conventional PID parameter tuning techniques, 
intelligent approaches using heuristic algorithms have been 
recommended by researchers in the field. Algorithms such as 
genetic algorithms (GA), differential evolutionary (DE) 
algorithm, ant colony optimization (ACO), biogeography based 
optimization (BBO) and the particle swarm optimization (PSO) 
are among the popular algorithms used to acquire the PID tuning 
parameters [3]. 
Previous studies have adopted PSO for tuning PID controllers 
for various reasons; from conventional control applications to 
modern design applications. Some of the latest design 
applications include utilizing PSO tuned PID for controlling the 
camera position in unmanned aerial vehicle (UAV) [4], 
controlling a twin rotor multi-input multi-output (MIMO) [5], 
controlling a DC-DC boost converter in a photovoltaic (PV) 
system [6], controlling the speed control of a hybrid electric 
vehicle [7], controlling a nonlinear double-pendulum overhead 
crane [8], etc. It can be seen that although PID is prevalent in 
control systems for decades, with the help of soft computing 
techniques such as the PSO, it could successfully improve the 
performance of the conventional controller [9]. 
 In this paper, a predictive PID controller parameter tuning 
method using the PSO algorithm is proposed and applied to a 
DC motor system. The main advantage of using PSO algorithm 
is its ability in generating an auto tuning method to find the best 
PID parameters, 𝐾𝑝, 𝐾𝑖, and 𝐾𝑑, without complex mathematical 
descriptions. A detailed study is presented where PSO algorithm 
is implemented using various inertia weights from 0.4 to 0.9 
with the iteration number of 60. The iteration number from 30 
to 100 with inertia weights of 0.9 has also been studied and 
evaluated. A comparative study in controlling the DC motor 
system is carried out between PID tuned with PSO, PID with a 
gain of 1 and a DC motor system with the absence of a PID 
controller. Finally, a comparative study for the performance of 
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PID-PSO and proportional-and-integral-PSO (PI-PSO) is also 
evaluated.  
The remaining parts of the paper is organized as follows. 
Section 2 presents the system architecture consisting of an 
overview of the PID controller and PSO algorithm. A PSO 
based PID controller design is presented in Section 3. Section 4 
discusses the simulation results and section 5 concludes the 
findings of the study. 
II. SYSTEM ARCHITECTURE 
A. Overview of the PID Controller 
PID controller has been widely used in many control 
applications due to its simplicity, ease of use and good 
performance. The PID controller tuning algorithm combines 
three separate parameters; the proportional (Kp), integral (Ki) 
and derivative (Kd) values with a control loop feedback 
mechanism. The proportional, Kp, value determines the reaction 
to the current error, the integral, Ki, value determines the 
reaction based on the sum of recent errors, and the derivative, 
Kd, value determines the reaction based on the rate at which the 
error has been changing [10]. Fig. 1 illustrates the core 
architecture of a PID controller. 
 




As depicted in Fig. 1, the error voltage, e(t), is the 
difference between reference voltage, r(t), and the real output 
voltage, y(t). Error voltage enters PID controller and a control 
variable, u(t), comes out of the controller. A PID controller 
attempts to minimize the error between a real output voltage, 
y(t), and its reference voltage, r(t), through feedback controller 
by adjusting the control inputs. The control variable, u(t), is 
proportional to the error, the sum of all the previous errors, and 
the change rate of the error at the instant [12]. According to [13], 
the PID controller parameters carry the following 
characteristics: 
1) The proportional (Kp) – provides an overall control action 
proportional to the error signal through the all pass gain 
factor. 
2) The integral (Ki) – reduces steady state errors through 
low frequency compensation by an integrator. 
3) The derivative (Kd) – improves transient response 
through high frequency compensation by a differentiator. 
 
For optimum performance, Kp, Ki and Kd are mutually 
dependent in tuning. By tuning the three parameters in the PID 
controller algorithm, the controller can provide a control action 
designed for a system’s specific process requirements. The PID 
controller is described in equation (1) as: 
𝑢(𝑡) = 𝑘𝑝𝑒(𝑡) + 𝑘𝑖 ∫ 𝑒(𝑡)𝑑𝑡 + 𝑘𝑑
𝑑𝑒(𝑡)
𝑑𝑡
     (1) 
Where e(t) = r(t) – y(t) is the error representing the 
difference between the reference voltage and the real output 
voltage. 
For a simple feedback control system with a PID controller, 
the transfer function of the PID controller is described by 
equation (2): 
𝐺(𝑠) = 𝐾𝑝 +
𝐾𝑖
𝑠
+ 𝑠𝐾𝑑               (2) 
In this paper, an optimum tuning method for the parameters 
Kp, Ki and Kd has been determined using optimization 
techniques utilizing PSO algorithm by minimizing relevant 
performance measurements. The system performance of a PID 
controller can be measured using the performance index shown 
by [13]. By using this technique, the parameters of a PID 
controller can be adjusted to meet the required specifications to 
meet the optimum design requirement of the system. The 
performance of the PID controller can be evaluated using four 
basic parameters including rise time, overshoot, setting time and 
steady state error. The definitions of these parameters are as the 
following [12]:  
1) Rise time (tr): The time taken to rise beyond 90% of the 
reference for the first time. 
2) Overshoot/undershoot (δ%): The difference between 
the peak value and the steady state value. 
3) Settling time (ts): The time taken for the output voltage 
to reach the specified accuracy. 
4) Steady-state error (ess): The difference between the 
steady-state output and the reference voltage. 
 
The study of a conventional PID controller has been done 
in 2009 by Xiaodong et al. [14]. According to their findings, the 
first derivative represents the change of speed of the error while 
the second derivative represents the acceleration of the error. By 
restraining the acceleration of the error from getting bigger, a 
second derivative is added to get a faster system response, a 
lower overshoot and an increment in system stability. This in 
turn, gives the controller a better control of the parameters. 
Nevertheless, increasing the parameters to higher order 
derivatives could lead to other problems, such as increased time, 
increased complexity in parameters setting and amplified noise 
interference [10]. 
B. Particle Swarm Optimization (PSO) 
PSO is a robust stochastic optimization technique based on 
the movement and cooperation of swarms. PSO is an 
evolutionary algorithm stimulated by the social behavior of 
birds in a flock. The PSO algorithm was first introduced in 1995 
by Kennedy and Eberhart, and was further expanded in 1997 
[12]. 
The main theory behind PSO algorithm is similar to how 
birds are able to prey for food in a limited area. While a flock of 
birds are searching for food from one place to another, there is 
always one bird that can scent the food source better than the 
rest. While observing the food source, the birds transmit useful 
information to each other, and because of this, the birds will 
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eventually flock to the place where food can be found. By taking 
every bird as a particle, this evolutionary algorithm is named 
particle swarm optimization.  Each particle keeps track of its 
own parameters, with the most important parameter being its 
current position (in an n dimensional vector). Another parameter 
of importance is the particle’s current velocity which keeps 
track of the current speed and direction of travel by the particles. 
Each particle has a current best solution fitness value which is 
obtained by evaluating the error function of the particle’s 
current position. This value is referred to as personal best, ‘pbest’. 
Another best solution of fitness value found by any particle in 
the community is called global best, ‘gbest’. Each particle tries to 
alter its position using the information such as the current 
positions, the current velocities, the distance between the 
current position and ‘pbest’, the distance between the current 
position and the ‘gbest’ [13]. In each iteration, every particle 
updates its own velocity (speed) and position by tracking the 
local optimum and the global optimum. The position vector of 
a particle with respect to the origin of the search space 
represents a trail solution of the search problem. In the 
beginning, a population of particles is initialized with random 
positions marked by the vectors xi and random velocities vi [2]. 
The equations are presented for the ith dimension of the position,  
𝑥𝑖,𝑚
(𝑡+1)
, velocity of the ith particle, 𝑣𝑖,𝑚
(𝑡+1)






+ 𝑐1 × 𝑟𝑎𝑛𝑑() × (𝑝𝑏𝑒𝑠𝑡𝑖,𝑚 − 𝑥𝑖,𝑚
(𝑡) ) + 𝑐2 ×
𝑟𝑎𝑛𝑑() × (𝑔𝑏𝑒𝑠𝑡𝑚 − 𝑥𝑖,𝑚
(𝑡)








        (4) 
 
𝑤 = 𝑤𝑚𝑎𝑥 −
(𝑤𝑚𝑎𝑥−𝑤𝑚𝑖𝑛)×𝑖𝑡𝑒𝑟
𝑖𝑡𝑒𝑟𝑚𝑎𝑥
        (5) 
 
Parameters c1 and c2 are two positive constants. The 
function rand() is a random function between 0 and 1, while m 
represents the iteration number. Equation (3) is used to calculate 
the particle’s new velocity from its own best experience 
(position) and the group’s best experience according to its 
previous velocity and the distances of its current position. The 
particle will then update its new position according to equation 
(4). Equation (5) determines the inertia weight to balance 
between the global search and local search capability by 
weighing the contribution of the previous velocity. When the 
inertia weight decreases from 0.9 to 0.4, the search will be 
narrowed down from a large area to a small area. The inertia 
weight is limited from 0.9 to 0.4 according to linear decrement 
which forces the search to start with a bigger area and locate the 
position with the most optimal solution. The speed of the 
particle will slow down as w is decreasing [15]. The 
performance of each particle is calculated according to a pre-
defined fitness function. 
Some of the advantages of the PSO algorithm are: 
1) Less complexity in terms of the number of parameters 
to accommodate. 
2) Efficient memory capability where every particle 
remembers its own previous best value as well as the 
neighborhood best. 
3) Fast convergence since only the best particle can 
transmit information to other particles. 
III. METHODS 
In this paper, a PID controller using the PSO algorithm is 
developed to improve the performance of a DC motor system. 
The proposed method is referred to as the PSO-PID controller 
for the rest of the paper. The PSO algorithm is mainly utilized 
to determine three optimal PID controller parameters 𝐾𝑝, 𝐾𝑖, and 
𝐾𝑑 to obtain excellent step response output for the control 
system. Fig. 2 shows the flow diagram for the methods adopted 
in this study. The PSO algorithm is developed and integrated 
with the PID controller and DC motor. Next, the effects of the 
inertia weights and iteration number is analysed before 
comparing the performance of a DC motor with PID-PSO, DC 
motor with PID with a gain of 1, and DC motor without any PID 


















Fig. 2. Research methods flow diagram 
  
Yes No 
Analyse for inertia weight and iteration number in 
PSO (Phase III)  
PSO algorithm development (Phase I) 
Compare between PID-PSO, PID and no PID 
(Phase III)  
 
Integration between PSO algorithm, PID and DC 
motor transfer function in MATLAB (Phase II) 
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A. PID-PSO controller 
PSO algorithm is known for its fast and stable convergence 
rate, compared to its counterpart such as GA and ACO. It is a 
promising tool for parameter tuning in control systems such as 
the PID controllers.  
The process flow for the implementation of the PID-PSO is 
shown in Fig. 3, while Fig. 4 illustrates the design of the PID-
PSO controller. The process of designing a good PID controller 
relies on finding the optimum tuning parameters for the PID 
controller. At the early stage of the simulation, the PSO 
parameters are initialized; for example, the number of particles 
are assigned such that, n=54, c1=c2=2, w=0.9, and with number 
of iteration=100. With this, a group of artificial birds is 
initialized with arbitrary positions, x𝑖, and velocities, v𝑖. At the 
early searching stage, each bird in the swarm is scattered 
randomly throughout the 𝐷 dimensional search space. During 
the optimization search, each particle remembers its best 
position attained so far, pbest, and also obtains the global best 
position information achieved by any particle in the population, 
gbest. After the Kp, Ki and Kd parameters are obtained and fed into 
the PID controller, it will then update the gain for the DC motor. 
The feedback from the DC motor will then be used to calculate 





































Fig. 4. Design of the PID-PSO controller 
B. Fitness Function 
The overall performance for the convergence speed, 
efficiency and PSO optimization algorithm accuracy depends on 
the fitness function to control the searching of the optimal 
parameters. For this study, the fitness function is measured 
according to equation (6). 
𝐹 = 𝑚𝑖𝑛 [(𝑎) + 𝑚𝑖𝑛(𝑐) + 𝑚𝑖𝑛(𝑏) + 𝑚𝑖𝑛(𝑑)]  (6) 
where a = rise time, b = settling time, c = overshoot, d = 
undershoot. 
IV. RESULTS AND DISCUSSION 
In this paper, a PID controller utilizing the PSO algorithm is 
developed to improve the performance of a DC motor system. 
The analysis is divided into four parts; analysis on the effect of 
the inertia weight, analysis on the effect of the number of 
iteration, a comparison between a DC motor with PID-PSO, DC 
motor with PID of gain 1, and DC motor without PID controller, 
and lastly the comparison between PID-PSO and PI-PSO. 
A. Analysis 1: Analysis of inertia weight 
The 2nd order transfer function of a DC motor is considered. 
A PSO based PID controller for tuning the PID parameters is 
proposed with the design shown in Fig. 4. The parameters of the 




Initialization of PSO parameters 
Calculate starting position and velocity  




Next iteration (t = t + 1) 
Calculate particle position and velocity 
Update pbest and gbest for all particles 
Update PID gain for DC motor  










Kp Kd Ki 
TABLE I  
PARAMETERS FOR ANALYSIS OF INERTIA WEIGHT 
Parameter Value 
Number of particles, n 54 
Number of iteration, i 60 
c1 2 
c2 2 
Inertia weight, w 0.4 – 0.9 
Initial velocity, v 0 
 
PID transfer function 
𝐺𝑃𝐼𝐷 =
𝐾𝑑𝑠
2 + 𝐾𝑝𝑠 + 𝐾𝑖
𝑆
 
DC motor transfer function 
𝐺𝑚𝑑𝑐 =
1
𝑠2 + 2𝑠 + 3
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The final optimized PID parameters with various w values are 
presented in Fig. 5. The graph shows the three best values 
among a series of multiple trials. These values are individually 
evaluated using the process model in Fig. 3. Fig. 6 shows the 
performance of the PID controller when the inertia weight is 
varied from 0.9 to 0.4 with number of iteration 60. 
 
 
Fig. 5. Optimized PID parameter analysis on inertia weight 
 
 
Fig. 6. Process performance with various inertia weights 
From Fig. 6, for w=0.9, it is observed that even though the 
total iteration taken by the best three values is considerably 
large, it provides better performance compared to other values 
considered in this study. From Fig. 5, the PID gain for w=0.9 is 
not stable and it is due to the low iteration number used for this 
analysis (i=60). Thus, in the next analysis, the iteration number 
is increased to 100 with w=0.9. 
B. Analysis 2: Analysis on number of iteration 
The parameters used for the second analysis is tabulated in 
Table II. The final optimized PID parameters with various 
number of iteration are shown in Fig. 7. This graph presents 
three best values among a series of multiple trials. These values 
are individually evaluated using the process model in Fig. 3. Fig. 
8 shows the performance of the PID controller when the number 
of iteration is varied from 30 to 100 with inertia weight of 0.9. 
 
Fig. 7. Optimized PID parameter on analysis number of iteration 
From Fig. 7, for w=0.9 and number of iteration 100, it is 
observed that the PID gain value is more stable compared to 
other iteration numbers. The average performance of the fitness 
function is also much lower as shown in Fig. 8. 
 
Fig. 8. Process performances with various number of iteration 
From the second analysis it is shown that in order to get a 
stable PID gain with a good fitness function performance, the 
optimized parameters for the PSO are n=54, c1=c2=2, w=0.9 and 
i=100. 
TABLE II 
PARAMETERS FOR ANALYSIS OF NUMBER OF ITERATION 
Parameter Value 
Number of particles, n 54 
Number of iteration, i 30-100 
c1 2 
c2 2 
Inertia weight, w 0.9 
Initial velocity, v 0 
 
PID transfer function 
𝐺𝑃𝐼𝐷 =
𝐾𝑑𝑠
2 + 𝐾𝑝𝑠 + 𝐾𝑖
𝑆
 
DC motor transfer function 
𝐺𝑚𝑑𝑐 =
1
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C. Analysis 3: Comparison of DC motor with PID-PSO, PID 
with gain 1 and without PID 
The fitness function performance of the DC motor system 
with PID-PSO, with PID with gain of 1, and without PID is 
shown in Fig. 9. The figure shows that there is a slight difference 
in rise time between PID-PSO and PID without PSO but the 
overshoot is obviously reduced from 6.53 to 0.153 with the 
implementation of PSO. Table III summarizes the output for 




Fig. 9. Performance of fitness function 
D. Analysis 4: Comparison between PID-PSO and PI-PSO 
In order to emphasize the advantage of the proposed PID-
PSO controller, the analysis has been done to the transfer 
function of the DC motor implemented by Kanojiya et al. in 
2012 [16],  𝐺1(𝑠) =
0.015
0.01𝑠2+0.14𝑠+0.40015
, to the PI-PSO 
controller, PI-ZN and PI-MZN. The performance of the rise 
time, settling time and overshoot output is shown in Fig. 10. It 
can be seen that there is a slight difference for all parameter 
performances between PI-PSO and PID-PSO but by using 
Ziegler-Nichols method, the overshoot is obviously high 
compared to the PSO method. Table IV summarizes the outputs 
for PI-ZN, PI-MZN, PI-PSO and PID-PSO. 
 
Fig. 10. Comparison performance for PI-ZN, PI-MZN, PI-PSO and PID-PSO 
 
CONCLUSION 
This paper proposes a predictive PID controller for a DC 
motor using PSO algorithm for optimizing the PID parameters. 
Extensive simulations have been done to study the effect of 
inertia weights and number of iterations for the PSO parameters. 
From the conducted simulations, it is found that the optimized 
value for the PSO parameters are w=0.9 and number of 
iteration=100 with number of particles 54. A comparison 
between the performance of the DC motor with PID-PSO, with 
PID of gain 1, and without PID were also discussed. From the 
analysis, it can be concluded that by tuning the PID parameters 
using the PSO method, the best gain in performance may be 
found. Finally, when comparing between the PID-PSO and its 
counterpart, the PI-PSO, the PID-PSO controller gives better 
performance in terms of robustness, low overshoot, low 
minimum rise time and low settling time.   
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