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ON THE GELFAND PROPERTY
FOR COMPLEX SYMMETRIC PAIRS
ROBERTO RUBIO
Abstract. We first prove, for pairs consisting of a simply connected complex
reductive group together with a connected subgroup, the equivalence between
two different notions of Gelfand pairs. This partially answers a question posed
by Gross, and allows us to use a criterion due to Aizenbud and Gourevitch, and
based on Gelfand-Kazhdan’s theorem, to study the Gelfand property for com-
plex symmetric pairs. This criterion relies on the regularity of the pair and
its descendants. We introduce the concept of a pleasant pair, as a means
to prove regularity, and study, by recalling the classification theorem, the
pleasantness of all complex symmetric pairs. On the other hand, we prove
a method to compute all the descendants of a complex symmetric pair by us-
ing the extended Satake diagram, which we apply to all pairs. Finally, as an
application, we prove that eight out of the twelve exceptional complex sym-
metric pairs, together with the infinite family (Spin4q+2, Spin4q+1), satisfy the
Gelfand property, and state, in terms of the regularity of certain symmetric
pairs, a sufficient condition for a conjecture by van Dijk and a reduction of a
conjecture by Aizenbud and Gourevitch.
1. Introduction
Given an irreducible representation V of a group G and a subgroup H ⊆ G, one
very often asks how the representation V decomposes, or branches, into irreducible
representations of H . If, under suitable hypothesis, the trivial representation of H
appears at most once, then (G,H) is called a Gelfand pair. The applications of
Gelfand pairs range from harmonic analysis [Die75, §6] to number theory [Gro91].
In this work we focus on a general definition of a Gelfand pair (Definition 2.3),
where G and H are reductive algebraic groups, and certain not necessarily finite-
dimensional or unitary representations (the class of Casselman-Wallach represen-
tations) are considered. Other weaker definitions combine the representation with
its contragredient (which we will refer to as Gelfand pairs à la Gross, Definition
2.4) or deal with unitary representations (which we will call unitary Gelfand pairs,
Definition 2.5).
From the work of Harish-Chandra, characters for infinite-dimensional represen-
tations are defined as linear functionals on rapidly decreasing, or Schwartz, func-
tions (see, for instance, [Wal88, Ch. 8]). The theory of distributions plays an
important role for Gelfand pairs too. By using relative characters, distributional
criteria were proved for the weaker versions of the Gelfand property, as pioneered
by Gelfand and Kazhdan in [GK75], leading to a criterion for Gelfand pairs à la
Gross in [Gro91] for non-archimedean fields, whereas for unitary representations in
archimedean fields, it is due to Thomas [Tho84]. The most general version of this
criterion for archimedean fields has been recently stated by Sun and Zhu [SZ11].
A natural candidate for Gelfand pairs are symmetric pairs (G,H), where H ⊆ G
is the subgroup of fixed points of an involution θ : G → G. Actually, it was
conjectured by van Dijk that all complex symmetric pairs are unitary Gelfand
pairs [vD08, Conj. 2]. In this direction, Aizenbud and Gourevitch used algebro-
geometric techniques to provide a generalization of Harish-Chandra descent and
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turn Gelfand-Kazhdan’s theorem into a more easily computable criterion [AG09]
for symmetric pairs that are moreover stable1 (closed H ×H-orbits in G are pre-
served by the anti-involution g 7→ θ(g)−1). Namely: if a stable pair (G,H) and its
descendants (centralizers of certain semisimple elements) are regular (H-invariant
distributions supported on the nilpotent cone are also invariant under the action of
admissible elements), then, provided the existence of a certain anti-involution, it is
a Gelfand pair. As an application, this criterion, together with a case-by-case proof
of the equivalence between Gelfand pairs and Gelfand pairs à la Gross, was used
to prove that, for any local field F , the pairs (GLn+k(F ),GLn(F ) ×GLk(F )) and
(GLn(E),GLn(F )), for E a quadratic extension of F , are Gelfand pairs. Further-
more, the same was done in [AG10] to prove that the complex pairs (GLn,On) and
(On+m,On×Om) are Gelfand pairs (it had already been proved that (SOn, SOn−1)
is a unitary Gelfand pair [AvD06] and a Gelfand pair [AGS09]). It was conjectured
by Aizenbud and Gourevitch [AG09, Conj. 4] that all symmetric pairs are regular,
which would in particular imply van Dijk’s conjecture, as all complex symmetric
pairs are stable. Further evidence for these conjectures are the Gelfand property of
the complex pair (GL2n, Sp2n) in [Say08], and regularity of nice symmetric pairs in
[Aiz13]. However, there have not been any other further progress, and results on
exceptional symmetric pairs are scarce: the niceness, and hence regularity, of six
of them was deduced in [Aiz13], and even in the real case, only the rank-one real
symmetric pairs (F−204 , Spin(1, 8)) and (F
4
4 , Spin(4, 5)) were shown to be unitary
Gelfand pairs [vD86].
The present work offers group-theoretic techniques to advance on these conjec-
tures by proving an equivalence of two notions of a Gelfand pair, defining the notion
of a pleasant pair and using it to prove the regularity of many symmetric pairs,
and introducing and applying a method to compute descendants via the extended
Satake diagram. As an application, eight exceptional pairs and an infinite Spin fam-
ily are proved to be Gelfand pairs, and the conjectures are reduced to a statement
about the regularity of certain pairs.
First, we prove an equivalence of the notions of Gelfand pair and Gelfand pair à
la Gross for certain pairs of connected complex groups.
Theorem 2.10. Let (G,H) be a pair of complex connected reductive groups with
H ⊆ G and G simply connected. The pair (G,H) is a Gelfand pair if and only if it
is a Gelfand pair à la Gross.
This answers a question posed by Gross [Gro91, §4] for the groups relevant for our
work. It moreover suggests that we can systematically use Aizenbud-Gourevitch
criterion to prove the Gelfand property of complex symmetric pairs (G,H). Namely,
if a stable (Definition 3.7) symmetric pair (G,H) and all its descendants (Definition
3.6) are regular (Definition 3.5), then (G,H) is a Gelfand pair. In order to use it,
two important observations are made:
• the fixed-point subgroup by θ of a simply connected group is connected and
any complex symmetric pair is stable, so the criterion applies to (G,H) with
G simply-connected (Proposition 3.9).
• the Gelfand property for (G,H) withG simply-connected implies the Gelfand
property for the quotients of G (Lemma 3.13).
Secondly, we formally introduce and study the notion of a pleasant pair as a way
to prove regularity. Set Aθ = {g ∈ G | θ(g) ∈ gZ(G)}, with Z(G) the centre of G.
Definition 4.1. We say that a pair (G,H, θ) is pleasant when
AdAθ ⊆ AdH,
1or good, in the notation of [AG09].
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or, equivalently written in terms of the involution θ, when,
(AdG)θ ⊆ AdGθ.
By the definition of regularity, a pleasant pair is immediately regular. We then
study the pleasantness of all complex symmetric pairs by means of the classification
theorem. Our results are summed up in Tables 2, 3 and 4, where it can be seen
that the concept of pleasant pair is especially helpful for exceptional pairs and
certain Spin pairs. For convenience we use the notation of the Lie types even for
the classical cases (this notation can be read from Table 6), and use abbreviations
like BD for orthogonal and Spin groups (Lie types B and D).
Thirdly, we consider the extended Satake diagram and use it to describe the
descendants of symmetric pairs.
Theorem 5.9. The Satake diagrams of descendants (Gx, Hx, θ|Gx) for x ∈ P are
(possibly disconnected) Satake diagrams obtained by erasing at least one white
node (and its incident edges) from the extended Satake diagram of (G,H, θ) in
such a way that nodes connected by a bar are both kept or erased.
All descendants are actually computed in Tables 6 and 7.
Finally, we combine all these results to deduce the Gelfand property for eight
exceptional symmetric pairs, as well as for the infinite family (Spin4q+2, Spin4q+1).
Theorem 6.1. The symmetric pairs (G2, A1+A1), (F4, B4), (F4, C3+A1), (E6, F4),
(E6, C4), (E6, F4), (E6, A5 +A1), (E7, A7) and (E8, D8), together with the infinite
family (Spin4q+2, Spin4q+1), are Gelfand pairs.
Moreover, we give, in terms of the regularity of some pairs, a sufficient condition
for van Dijk’s conjecture, and a reduction of Aizenbud-Gourevitch conjecture.
Proposition 6.3. All complex symmetric pairs are regular (Aizenbud-Gourevitch
conjecture) and Gelfand pairs (implying van Dijk’s conjecture) if the families of
pairs (Dr, Ar−1+C), (C2r , Cr+Cr), the families (BDn, BDr+BDs) for n 6= 4q+2
and |r − s| ≥ 2, and the pair (E7, E6 + C) are regular.
We note here that the pairs (Dr, Ar−1 + C) and (C2r , Cr + Cr) (corresponding to
the classical pairs (SO2r,GLr) and (Sp4r, Sp2r×Sp2r)) were already well known to
be challenging cases for the Gelfand property. Our work highlights the importance
of looking also at Spin pairs and not just orthogonal ones, and reduces the proof
of the Gelfand property for exceptional complex symmetric pairs to the proof of
regularity of just one exceptional pair and some low-rank classical ones (Proposition
6.2).
A complete answer to van Dijk’s and Aizenbud-Gourevitch conjectures requires
finer methods to prove the regularity of these pairs and is work in progress with
Carmeli [CR]. Future work will also include the study of other fields (both the
equivalence of Gelfand pair notions and the computation of descendants).
The paper is structured as follows. In Section 2, the different notions of Gelfand
pairs are introduced and the equivalence between two of them is proved. In Sec-
tion 3, the Aizenbud-Gourevitch criterion, together with the necessary notions of
descendants and regularitiy, are recalled, and we make and prove the necessary
considerations in order to apply it to our case. Section 4 starts with the introduc-
tion of the notion of pleasantness, together with criteria to prove it. We then recall
the classification of complex symmetric pairs by means of Satake diagrams (Section
4.3) and use it to study the pleasantness of all pairs (Sections 4.4, 4.5 and 4.7).
This includes recalling concrete realizations of Spin (Section 4.5) and exceptional
(Section 4.6) groups. The results, together with a list of nice pairs, are summed up
in Section 4.8. In Section 5 we review the structure of centralizers of semisimple
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elements and prove a result about the computation of descendants of symmetric
pairs, which is applied to all pairs (Tables 6 and 7), with special attention to excep-
tional and Spin pairs (Section 5.3). Finally, Section 6 contains the applications of
our previous results to prove the Gelfand property for exceptional and Spin pairs,
together with a sufficient condition for van Dijk’s conjecture and a reduction of
Aizenbud-Gourevitch conjecture.
Acknowledgments: I would like to express my gratitude to Avraham Aizenbud
and Dmitry Gourevitch for introducing me to this subject through many insightful
discussions. Thanks also to Shachar Carmeli, Demetris Deriziotis, Gerrit van Dijk,
James Humphreys and Itay Glazer for pointing out references or helpful discus-
sions, and to Siddhartha Sahi and Eitan Sayag for their interest in this project.
Additionally, D. Gourevitch and S. Carmeli read a first version of this manuscript,
for which I am also grateful.
This work has been possible thanks to the ERC StG grant 637912, ISF grant
687/13, a grant from the Minerva foundation, and the MSCA project 750885 GEN-
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2. The notion of a Gelfand pair and a theorem of equivalence
This section recalls several notions of a Gelfand pair and establishes an equiva-
lence between two of them. This equivalence is crucial to our work and answers, in
the complex case, a question posed by Gross [Gro91, §4].
2.1. Various Gelfand properties. We work over the complex numbers, although
the definitions of this section are valid for an archimedean field and are easily
adapted to the non-archimedean case.
Let G be a reductive algebraic group and H ⊆ G a subgroup. We consider the
class of irreducible Casselman-Wallach representations (see [SZ11] and [AGS08]).
Definition 2.1. An irreducible representation E of G is said to be irreducible
Casselman-Wallach when it is
• Fréchet, that is, E is a Fréchet vector space and the action of G is continous.
• smooth, that is, for each v ∈ E, the map g 7→ pi(g)(v) is smooth.
• of moderate growth in the sense of [Cas89] (for every seminorm ρ on E
there exist a positive integer N and seminorm ν such that ||pi(g)(v)||ρ ≤
||g||N ||v||ν for v ∈ E and g ∈ G, with ||g|| coming from a suitable embedding
of G).
• admissible, that is, the multiplicity on E of any irreducible representation
of a maximal compact subgroup K ⊂ G is finite.
Remark 2.2. In general, one should also ask for Z(gC)-finiteness (a finite codi-
mensional ideal of Z(gC) ⊂ U(gC), with U(gC) the universal envelopping algebra,
annihilates E). This property is automatically satisfied for irreducible representa-
tions.
We then have the following definition.
Definition 2.3. We say that (G,H) is a Gelfand pair if any irreducible Casselman-
Wallach representation (pi,E) of G is multiplicity free for the trivial representation
of H . Namely,
dimHomH(E,C) ≤ 1.
An a priori stronger Gelfand property was introduced by Gross, without being
“able to establish the equality in the general case”, and because it was “the one
that arises most naturally”. It is indeed this property the one that admits the
Aizenbud-Gourevitch criterion we shall introduce in Section 3. Let E′ ⊆ E∗ denote
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the contragredient representation, which consists of the linear forms fixed by some
open subgroup of G.
Definition 2.4. We say that (G,H) is a Gelfand pair à la Gross if any irreducible
Casselman-Wallach representation (pi,E) of G satisfies
dimHomH(E,C) · dimHomH(E′,C) ≤ 1.
There is yet another commonly used Gelfand property in the literature ([Tho84],
[vD86]), which will not be used directly in this work, but it is important to under-
stand the state of the art.
Definition 2.5. We say that (G,H) is a unitary Gelfand pair if any irreducible
unitarizable admissible representation on a Hilbert space (pi,E) satisfies
dimHomH(E
∞,C) ≤ 1.
Any Gelfand pair is a Gelfand pair à la Gross, and any Gelfand pair à la Gross
is a unitary Gelfand pair.
Remark 2.6. The notion in Definition 2.5 was referred to as a generalized Gelfand
pair (generalized in the sense that H need not be compact) but we find unitary
Gelfand pair more descriptive nowadays. In [AGS08], Definition 2.3 was labelled
as GP1, whereas Definition 2.4 was labelled as GP2 and Definition 2.5 as GP3.
2.2. A theorem about the equivalence of two notions. In this section we
prove that Definitions 2.3 and 2.4 are equivalent over an algebraically closed field
whenH is reductive. In the notation of Remark 2.6, we prove that GP1 is equivalent
to GP2. For this we need to recall the notion and a theorem about admissible
morphisms.
Definition 2.7 ([AG09], Def. 6.0.1). Let pi be an action of a reductive group G
on a smooth affine variety X . We say that an algebraic automorphism σ of X is
G-admissible if it
• normalizes pi(G), that is, σpi(G)σ−1 ⊆ pi(G).
• squares to an element of the action, that is, σ2 ∈ pi(G).
• preserves closed G-orbits O ⊂ X , that is, σ(O) = O.
Theorem 2.8 ([AG09], Thm. 8.2.1). Let G be a reductive group, and let σ be an
Ad(G)-admissible antiautomorphism of G. Let θ be the automorphism of G defined
by θ(g) := σ(g−1). Let (pi,E) be an irreducible Casselman-Wallach representation
of G. Then E′ ≃ Eθ, where Eθ is E twisted by θ.
Consequently, if H ⊂ G is a reductive subgroup, and we have an Ad(G)-
admissible antiautomorphism σ of G such that σ(H) = H , then
dimHomH(E,C) · dimHomH(E′,C) = (dimHomH(E,C))2,
and the equivalence between Definitions 2.3 and 2.4 follows.
Example 2.9. For (SLn, SOn) or (SLp+q, S(GLp × GLq)), the transposition map
gives the equivalence between the notions of Gelfand pair and Gelfand pair à la
Gross. The corresponding automorphism θ is the inverse-transpose map.
The following theorem establishes the equivalence between the notions of Gelfand
pair and Gelfand pair à la Gross for complex reductive groups.
Theorem 2.10. Let (G,H) be a pair of complex connected reductive groups with
H ⊆ G and G simply connected. The pair (G,H) is a Gelfand pair if and only if it
is a Gelfand pair à la Gross. In other words, GP1 is equivalent to GP2.
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Proof. Let T ′ be a maximal torus of H . Take any maximal torus T ⊂ G containing
T ′, consider a Chevalley basis {Xα} ⊂ g (that is, such that α([Xα, X−α]) = 2) with
respect to Tss := T ∩Gss, where ‘ss’ denotes the semisimple part, and let σ be the
antiautomorphism defined by σ(t) = t for t ∈ T and
(1) dσ(Xα) = −X−α.
Such an antiautomorphisms exists as G is simply connected.
We first check that σ is Ad(G)-admissible for the action Ad of G on itself by
conjugation. We see that σ normalizes the conjugation Adg by g ∈ G. Indeed, for
x ∈ G,
(σAdg σ
−1)(x) = σ(gσ(x)g−1) = Adσ(g−1)(x).
We have that σ is an involution, so σ2 = Id ∈ Ad(G). On the other hand, the
orbits are the conjugacy classes, and the closed orbits are the semisimple orbits.
The action of σ does preserve the orbits, as σ is the identity on T .
Secondly, we see that σ(H) = H . As H is connected, it suffices to check, for h
the Lie algebra of H , that dσ(h) = h. Consider a Chevalley basis {Yβ} ⊂ h with
respect to T ′ss := T
′ ∩Hss. Trivially, σ(T ′) = T ′, so it suffices to show that dσ(Yβ)
belongs to h. The main issue here is that a root vector Yβ is not necessarily one of
the Xα. This is only the case for regular subalgebras, but not in special subalgebras
(see, e.g., [Dyn00]).
We express Yβ in terms of the torus and the root vectors of g,
Yβ = Z +
∑
i
λiXαi ,
with Z ∈ t. By [U, Yβ ] = β(U)Yβ for U ∈ T ′ss, we have that Z = 0 and αi(U) = β(U)
for U ∈ T ′ss. In other words, Yβ is a linear combination of the Xα such that the
restriction of α to T ′ss is β.
We prove now that dσ(Yβ) = Y−β , and hence Yβ ∈ h, as H is reductive (β is a
root if and only if −β is a root). From
dσ(Yβ) = dσ(
∑
i
λiXαi) = −
∑
i
λiX−αi ,
we have, for U ∈ T ′ss,
[U, dσ(Yβ)] = [U,−
∑
i
λiX−αi ] = −
∑
i
λiαi(U)X−αi = β(U)
∑
i
λiX−αi
= −β(U)dσ(Yβ),
so dσ(Yβ) = Y−β ∈ h and consequently σ(H) = H and, by Theorem 2.8 we have
the equivalence. 
Remark 2.11. Both the inverse-transpose map and g 7→ θ(g−1) in the proof of The-
orem 2.10 are instances of Chevalley involutions (involutions inverting the elements
of a maximal torus, see, e.g., [AV16, §2]) composed with the inversion. Chevalley
involutions are not uniquely defined, and the choice of a maximal torus containing
a maximal torus of H and the condition (1) were crucial for the proof.
As it is out of the scope of this paper, we leave for future work the proof of this
equivalence for other fields. This would require a good understanding of the Satake-
Tits classification and an analogue of the Chevalley involution for non-algebraically
closed fields (as in [Ada14] for the real case).
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3. The Aizenbud-Gourevitch criterion for symmetric pairs
Once we have settled the equivalence between the general definition of a Gelfand
pair and the one given by Gross, we recall in the first two sections a criterion that
will allow us to prove the Gelfand property for symmetric pairs. In Section 3.3 we
make some further considerations regarding products of pairs.
3.1. Distributional criterion. We denote the space of Schwartz distributions by
S∗(M) for M is a smooth complex algebraic variety. This is the space of linear
functionals on Schwartz functions S(M) or rapidly decreasing (together with all
its derivatives) functions. Again, more general setups include Nash manifolds and
non-archimedean fields. However, in this work we will only refer to M being a
group G, the vector space p or its regular elements Rp. Moreover, we will not deal
directly with distributions (see [AG09] for more details).
A distributional criterion to prove the Gelfand property for unitary representa-
tions (see Remark 2.6) was given by Thomas [Tho84, Thm. E] and used by van Dijk
[vD86, Crit. 1.2]. This was combined with Gelfand and Kazhdan’s work [GK75] to
give a more general criterion.
Theorem 3.1 ([AGS08], Thm. 2.3.2). Let (G,H) be a pair of a reductive group
G and a subgroup H ⊆ G. Let τ be an involutive antiautomorphism of G such that
τ(H) = H. Suppose that
S∗(G)H×H ⊆ S∗(G)τ .
Then, (G,H) is a Gelfand pair in the sense of Gross.
From now on we will be interested in symmetric pairs.
Definition 3.2. A pair of groups (G,H) is called symmetric if there exists an
automorphism θ : G→ G such that H = Gθ.
Every symmetric pair comes with the antiautomorphism
σ : g 7→ θ(g−1).
When talking about a symmetric pair (G,H), the maps θ and σ will denote the
involution and antiinvolution just described. We will sometimes denote the pair by
(G,H, θ).
If the hypotheses of Theorem 3.1 are satisfied for a symmetric pair with the
antiautomorphism σ, the pair is called a GK pair.
Definition 3.3 ([AG09], Def. 7.1.8). A symmetric pair (G,H, θ) is called a GK-
pair if all H ×H-invariant Schwartz distributions on G are moreover σ-invariant.
Thus, a GK-pair is a Gelfand pair Ãă la Gross. The notion of a GK-pair admits
the application of a generalization of the Harish-Chandra descent which shall result
in Theorem 3.8.
3.2. Regularity, descendants, and the criterion. We first recall some defini-
tions from Section 7 of [AG09].
Definition 3.4. Let (G,H, θ) be a symmetric pair. An element g ∈ G is called
admissible if
• the map Ad(g) commutes with θ, that is, g−1θ(g) ∈ Z(G).
• the restriction Ad(g)|p is H-admissible in the sense of Definition 2.7.
Let Rp denote the complement of the nilpotent cone of p.
Definition 3.5. A symmetric pair (G,H, θ) is called regular when for any admis-
sible g ∈ G such that S∗(Rp))H ⊆ S∗(Rp))Ad g we have
(2) S∗(p)H ⊆ S∗(p)Ad g.
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Define the closed subvariety
P = {gθ(g)−1 | g ∈ G},
which contains the set of admissible elements.
Definition 3.6. A descendant of a symmetric pair (G,H, θ) is a symmetric pair
(Gx, Hx, θ|Gx)
for some semisimple x ∈ P , where Gx and Hx denote the centralizer of x.
From the fact that x ∈ P , the map θ restricts to an automorphism of Gx.
Definition 3.7. A symmetric pair (G,H, θ) is called stable if, for any closed (H ×
H)-orbit O ⊂ G, we have σ(O) = O.
Harish-Chandra descent (see, e.g., [AV92]) describes the behaviour of invariant
distributions around a semisimple element s by means of an invariant distribution
on the centralizer of s in a neighbourhood of the identity. A generalization of this
principle was applied to the distributional criterion, Theorem 3.1, to provide a
way to prove the Gelfand property [AG09, Thm. 7.4.5], which we rename after its
authors.
Theorem 3.8 (Aizenbud-Gourevitch criterion). Let (G,H, θ) be a stable symmetric
pair such that all its descendants (including itself) are regular. Then (G,H, θ) is a
GK-pair.
Combining this theorem with our development in Section 2.2, we can prove the
following.
Proposition 3.9. Let (G,H) be a complex symmetric pair with G simply connected.
If all its descendants (including itself) are regular, then (G,H) is a Gelfand pair.
Proof. First, we note that all complex symmetric pairs satisfy the stability condi-
tion, so by Theorem 2.10, the pair (G,H) is a Gelfand pair á la Gross. Since G is
simply connected, the subgroup of fixed points Gθ is connected (this is a fact that
goes back to Borel [Bor61, Thm. 3.4, fn. 4]). Hence, we can apply Theorem 2.10
to deduce that (G,H) is a Gelfand pair. 
This criterion, together with a case by case proof of the equivalence of no-
tions, was first used in [AG09] to prove that, for any local field F , the pairs
(GLn+k(F ),GLn(F ) ×GLk(F )) and (GLn(E),GLn(F )), for E a quadratic exten-
sion of F , are Gelfand pairs. Then, the same was done in [AG10] to prove that the
complex pairs (GLn,On) and (On+m,On ×Om) are Gelfand pairs.
In this work we shall introduce and study pleasantness as an extra criterion to
prove regularity, describe the descendants in full generality, and apply these to prove
the Gelfand property for many exceptional pairs. We shall see first that studying
pairs (G,H) with G simply connected is not a restrictive hypothesis, but instead
puts us in the most general situation (Lemma 3.13).
3.3. Coverings, quotients and products of pairs. We have defined the Gelfand
property and regularity for reductive groups. We make here some considerations
which will allow us to deduce information from the study of simple, and often simply
connected, groups.
Lemma 3.10. Let (G,H), (K,L) be Gelfand pairs and F a normal finite subgroup
of G:
• the product (G×K,H × L) is a Gelfand pair.
• the quotient (G/F,HF/F ) is a Gelfand pair.
ON THE GELFAND PROPERTY FOR COMPLEX SYMMETRIC PAIRS 9
Proof. An irreducible Casselman-Wallach representation V of G×K is isomorphic
to the completed tensor product V1⊗ˆV2 where V1, V2 are irreducible Casselman-
Wallach representations of, respectively, G and K. We then have
HomH×L(V,C) ∼= HomH(V1,C)⊗ˆHomL(V2,C).
For the second part, an irreducible Casselman-Wallach representation V of G/F
can be regarded as an irreducible Casselman-Wallach (here we are using that F is
finite) representation VG of G, where F acts trivially. Then,
HomHF/F (V,C) ∼= HomH(VG,C).

Note that if (G,H) is a symmetric pair and F a normal finite subgroup, the
quotient (G/F,HF/F ) is not necessarily a symmetric pair. Instead, we have the
following definition.
Definition 3.11. A quotient symmetric pair of (G,H, θ) by a θ-invariant finite
normal subgroup F ⊂ Z(G) is the symmetric pair (G′, H ′, θ′) where G′ = G/F ,
the involution θ′ is the one induced on G′ by the Lie algebra involution dθ : g→ g
and H ′ is the fixed-point subgroup (G′)θ
′
.
Note that it is possible to lift dθ to G′ because it already lifts to G and we know
θ(F ) = F . The fixed-point subgroup H ′ has the same Lie algebra as H , since the
two pairs have the same underlying tuple (g, h, dθ). Moreover, as θ(hF ) = θ(h)F =
hF , we have that
HF/F ⊂ H ′.
Example 3.12. Consider the symmetric pair (G,H) = (SO(2n), S(O(n)×O(n)), θ),
where θ is conjugation by
(
1 0
0 −1
)
. Set
F = Z(SO(2n)) = {1, (−1 00 −1 )}.
Consider the group PSO(2n) = SO(2n)/Z(SO(2n)). We have that PSO(2n)θ is
HZ
Z
⋉ [
(
0 −1
1 0
)
].
We are interested in the following lemma.
Lemma 3.13. With the notation of Definition 3.11, if (G,H, θ) is a Gelfand pair,
then (G′, H ′, θ′) is a Gelfand pair.
Proof. It follows from the inclusion HF/F ⊂ H ′ and
dimHomH′ (V,C) ≤ dimHomHF/F (V,C) = dimHomH(VG,C).

In general, a reductive group G can be written as
G = Z(G)o ×F Gss
for some finite group F , where Z(G)o is the identity component of the centre of
G, and the semisimple part Gss itself is the quotient of a product of simple groups
{Gi} by some finite group. An involution on G gives involutions on Z(G)o and on
each simple factor Gi (these involutions are compatible in some sense given by the
quotients by finite groups). A sufficient condition for (G,H, θ) to be a Gelfand pair
is that the symmetric pairs for Z(G)o and each simple factor Gi are Gelfand pairs.
We will therefore aim to prove that symmetric pairs for simply connected simple
groups satisfy the Gelfand property. Note that for inner symmetric pairs, the
involution on Z(G)o is trivial.
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Example 3.14. If we want to consider the pair (GLp+q,GLp × GLq) from this
viewpoint, we would consider first the pair (SLp+q, S(GLp × GLq)), which will be
proved to be a Gelfand pair. Since GLp+q = SLp+q ×Zp+q C∗ and the pair is inner,
the well-known Gelfand property for (GLp+q,GLp × GLq) would follow from the
observation above and Lemma 3.13.
4. Pleasant pairs and regularity
We introduce and study the notion of pleasant pair as a group-theoretic way of
proving the regularity of a symmetric pair.
4.1. Definition of a pleasant pair. Condition 2 for regularity (Definition 3.5) is
trivially satisfied when Ad g ∈ AdH for all admissible g. Since the admissibility
condition (Defintion 2.7) is fairly complicated, we define the set
Aθ := {g ∈ G | θ(g) ∈ gZ(G)} = {g ∈ G | σ(g)g ∈ Z(G)},
which contains all admissible elements and is easily described.
Definition 4.1. We say that a pair (G,H, θ) is pleasant when
AdAθ ⊆ AdH,
or, equivalently written in terms of the involution θ, when,
(AdG)θ ⊆ AdGθ.
An immediate consequences of this definition is the following.
Lemma 4.2. Pleasant pairs are regular.
Example 4.3. For G a simple group, the symmetric pair (G × G,∆G), where
∆G denotes the diagonal, is always regular. Indeed, the involution is given by
θ(x, y) = (y, x), so the elements in Aθ are just (x, xz) with z in the centre, and
Ad(x, xz) = Ad(x, x) ∈ Ad∆G. As an additional trivial remark, note that the
trivial pair (G,G) is also regular.
Example 4.4. Consider the pair (SL2,C
∗), given by the involution θ = AdI1,1 ,
where
I1,1 =
(
1 0
0 −1
)
.
The subgroup C∗ corresponds to the diagonal matrices
(
a 0
0 a−1
)
. We have Z(SL2) =
〈− id〉 ∼= Z2 and
J =
(
0 −1
1 0
) ∈ Aθ,
as θ(J) = −J . But Ad J 6∈ AdH, as J 6∈ Z(SL2)C∗, so the pair is not pleasant.
Note that the condition of pleasantness can equivalently be stated as Aθ ⊆ HZ(G).
Remark 4.5. It is possible to know, using techniques as in [Car15], which elements
inside Aθ are actually admissible. However, when looking at all possible pairs, any
element in Aθ will be admissible for θ or for some other involution θ′. Thus, when
dealing with all possible cases, using Aθ instead of admissible elements makes no
difference.
4.2. Criteria for pleasantness. This section contains the criteria that will be
used in Sections 4.4 and 4.7 to give a complete classification of pleasant pairs. We
refer to these two sections for examples of their use.
The first one is the most obvious one.
Lemma 4.6. Any symmetric pair (G,H, θ) with Z(G) = {1} is pleasant.
This lemma is actually a particular case of the following criterion.
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Proposition 4.7. Let (G,H, θ) be a symmetric pair. If θ(λ) = λ for λ ∈ Z(G)
(which is always the case for inner involutions) and |Z(G)| is odd, then the pair is
pleasant.
Proof. Take an element g ∈ Aθ \H . We have that
θ(g) = λg
for λ ∈ Z(G) \ {1}. By applying θ we get
g = λ2g,
which is not possible as |Z(G)| is odd. Hence Aθ = H , and the pair is pleasant. 
A similar argument gives a criterion when θ does not fix the centre element-wise.
Proposition 4.8. Let (G,H, θ) be a symmetric pair
a) If |Z(G)| is odd and θ(λ) = λ−1 for any λ ∈ Z(G), the pair is pleasant.
b) If there exists g ∈ G such that θ(g) = µg for µ ∈ Z(G)\{1} with θ(µ) = µ−1
and µ has no square root in Z(G), then the pair is not pleasant.
Proof. For part a), given g ∈ Aθ \ H such that θ(g) = λg, consider an element√
λ ∈ Z(G) squaring to λ. The element h = √λg satisfies
θ(h) = θ(
√
λg) = (
√
λ)−1λg =
√
λg = h,
that is, belongs to H and Ad(g) = Ad(h), as they differ by a central element.
For part b), the element g from the statement belongs to Aθ \ H . If we had
Ad(g) = Ad(h) for h ∈ H , we would have g = νh for ν ∈ Z(G), and also
µνh = µg = θ(g) = θ(νh) = ν−1h,
This would mean ν2 = µ−1, that is, µ−1, and also µ, must have a square root in
Z(G). Hence, if µ has not such a square root, the pair is not pleasant. 
We give another criterion for inner involutions, motivated by an example.
Example 4.9. Consider the pair (SLp+q, S(GLp + GLq)). We write elements as
block matrices with the subdivision (p, q) for rows and columns. The involution θ is
given by Ad(Ip,q) for
Ip,q =
(
Ip 0
0 −Iq
)
, θ :
(
A B
C D
)
7→
(
A −B
−C D
)
.
The matrices in Aθ should satisfy θ(g) = λg for λ a (p+ q)-th root of unity.
If A 6= 0 or D 6= 0 then λ must be 1 and g ∈ H. Otherwise, λ = −1 and g would
have the form (
0 B
C 0
)
.
When p 6= q, this matrix does not belong to SLp+q), as it is not invertible, so λ = −1
is not possible and, hence, the pair is pleasant.
Proposition 4.10. Let (G,H, θ) be a symmetric pair, such that G ⊆ GL(V ) with
Z(G) ⊆ C · Id, and θ is an inner involution given by Ad(k) for some k ∈ GL(V ) of
order two. Let V+ and V− be the ±1-eigenspaces of k on V .
a) If dimV+ 6= dimV−, the pair is pleasant.
b) If dimV+ = dimV− and there is g ∈ G interchanging V+ and V−, the pair
is not pleasant.
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Proof. Consider g ∈ Aθ \H , there is λ ∈ Z(G) \ {1} such that θ(g) = λg, that is,
kg = λgk.
By applying this identity to v ∈ V+ and w ∈ V− we get
kgv = λgv, kgw = −λgw
As the only eigenvalues of k are ±1, we have that λ must be − Id ∈ GL(V ) and g
must interchange V+ and V−.
For part a), if dimV+ 6= dimV−, the element g is not invertible as either
dim gV+ ≤ dimV− < dimV+, or dim gV− ≤ dim V+ < dimV−.
For part b), when dim V+ = dimV−, assume there is g ∈ G interchanging V+
and V−. It follows that g ∈ Aθ. If we had Ad(g) = Ad(h) for some h ∈ H , we
would have g = νh with ν ∈ Z(G), so h would interchange V+ and V−. This is a
contradiction, as h ∈ H satisfies kh = hk, so it preserves, arguing as above, the
subspaces V+ and V−. 
Clearly, if a symmetric pair is pleasant, any of its quotient symmetric pairs (in
the sense of Definition 3.11) is pleasant. After recalling the classification of complex
symmetric pairs, we will try to prove pleasantness for simply connected pairs, apart
from the case of SO and Spin, where it is preferable to deal first with SO.
4.3. Classification of complex symmetric pairs. Complex symmetric pairs for
simple G are classified by means of Satake diagrams. Take a maximal torus T ⊂ G
containing a maximal θ-split torus A, that is, θ(x) = x−1 for x ∈ A. By [Vus74, §1],
assuming that θ is not the identity, we have that A is not trivial and T is θ-stable.
Consider the root system ∆ := ∆(G, T ). Let
∆0 := {α ∈ ∆ | α|A = 1} = {α ∈ ∆ | dα|a = 0}
be the roots that are trivial when restricted to A or, equivalently, a. They corre-
spond to the fixed points for the action of θ on ∆ given by α 7→ α−1 ◦ θ.
Definition 4.11. A θ-basis is a basis of simple roots coming from an ordering such
that
for α /∈ ∆0, α > 0⇒ α−1 ◦ θ > 0.
We choose one of such orderings (they always exist, as it can be shown by taking
a lexicographic ordering) and consider the corresponding θ-basis Π. By [Sat60, §1
and App.] or [Bum13, Prop. 32.9], this choice implies that θ acts as an order 2
permutation on Π \ (Π ∩∆0), and the Satake diagram is constructed as follows:
• consider the Dynkin diagram with respect to Π.
• colour black the nodes corresponding to α ∈ Π whose restriction to A is
trivial, whereas the rest of simple roots remain white.
• connect two simple roots permuted by θ with a grey bar (another alternative
is a double-headed arrow).
In Table 4.3 we show the Satake diagrams of complex symmetric pairs for G
simple, following [Ara62], together with the corresponding symmetric pair for G
simply connected2. Some degenerate indices may appear as in (A1, D1), which
refers to (A1,C).
2For (E8,D8), the fixed subgroup is not SO(16) but a different quotient of Spin(16) by {±1}
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(A2n, Bn), (A2n−1, Dn)
(SL2n+1, SO2n+1), (SL2n,SO2n)
(A2n−1, Cn)
(SL2n, Sp2n)
(Ar+s+1, Ar +As + C), r 6= s
(SLr+s+2, S(GLr+1 ×GLs+1))
(A2r+1, Ar +Ar + C)
(SL2r+2, S(GLr+1 ×GLr+1))
(Cn, An−1 + C)
(Sp2n, GLn)
(Cr+s, Cr + Cs), r 6= s
(Sp2(r+s), Sp2r × Sp2s)
(C2r , Cr + Cr)
(Sp4r , Sp2r × Sp2r)
(Br+s, Br +Ds)
(Spin2(r+s)+1, Spin2r+1 × Spin2s) r 6= s− 1, s r = s− 1, s
(Dr+s,Dr +Ds),
(Spin2(r+s),Spin2r × Spin2s),
·
(Dr+s+1, Br +Bs),
(Spin2(r+s+1), Spin2r+1 × Spin2s+1)
r 6= s− 1, s r = s− 1 r = s
(Dr , Ar−1 + C),
(Spin2r ,GLr) r even r odd
(G2, A1 + A1)
(G2, SL1 ×Z2 SL1)
(F4, B4)
(F4, Spin9)
(F4, C3 + A1)
(F4,Sp6 ×Z2 SL2)
(E6, C4)
(E6,Sp8/Z2)
(E6, A5 + A1)
(E6, SL6 ×Z2 SL2)
(E6, F4)
(E6, F4)
(E6, D5 + C)
(E6,Spin10 ×Z4 GL1)
(E7, A7)
(E7,SL8/Z2)
(E7,D6 + A1)
(E7,Spin12 ×Z2 SL2)
(E7, E6 + C)
(E7, E6 ×Z3 GL1)
(E8,D8)
(E8,Spin16/{±1})
(E8, E7 +A1)
(E8, E7 ×Z2 SL2)
Table 1. Satake diagrams
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Remark 4.12. There are two cases that help understand the construction of Satake
diagrams and will be used later. For G a simple group, the Satake diagram of the
trivial pair (G,G) is the Dynkin diagram of G with all the nodes coloured in black,
whereas the Satake diagram of (G × G,∆G) consists of two copies of the Dynkin
diagram of G, with all nodes white, with the corresponding nodes connected by a
bar. For example, for G = SLn or of type An we would have the following diagrams.
(SLn,SLn)
(SLn × SLn,∆SLn)
Conversely, the Satake diagram, together with the Lie algebras a and t, de-
termines the complex symmetric pair at the level of Lie algebras. For G simply
connected, it is possible to recover the involution, and hence H , from the sub-
groups A and T , together with the Satake diagram. However, it is not possible to
easily read H from the Satake diagram.
When G is not simply connected, one has to be especially careful, as Lie algebra
pairs related by an outer automorphism could yield symmetric pairs that are not
isomorphic and may have indeed very different properties. This is the case of
when it gives the pairs (SO8,GL4) and (SO8, S(O6×O2)), whose different behaviour
will be exhibited in Section 4.4. However, since our main focus is on simply con-
nected pairs, we leave further study of this issue for future work.
Remark 4.13. Recall that complex symmetric pairs (G,H, θ) are the complexifica-
tion of Riemannian symmetric pairs, where (Gr , Hr, θr) where Gr is a real form of
G, the group Hr is a maximal compact subgroup of Gr and θr is the corresponding
involution.
From now on, we will use Lie types to refer to symmetric pairs. For instance,
(SL2,C
∗) is denoted by (A1,C) when it is clear that the group is SL2. We will
mostly, apart from the orthogonal and Spin groups, refer to G simply connected
when dealing with pairs.
4.4. Linear, symplectic and orthogonal pleasant pairs. For the sake of sim-
plicity, we first study symmetric pairs (G,H) where G is SL, Sp or SO.
We fix some notation. Let Ip denote the identity matrix of rank p,
Ip,q =
(
Ip 0
0 −Iq
)
, J =
(
0 −Ip
Ip 0
)
.
Proposition 4.14. The symmetric pairs (SL2n+1, SO2n) and (SL2n, Sp2n) are
pleasant, whereas the pair (SL2n, SO2n) is not pleasant. The pair (SLp+q, S(GLp +
GLq)) is pleasant if and only if p 6= q.
Proof. We look at all the cases:
• (A2n, Bn) for n ≥ 1. We have Z(SL2n+1) = {λ Id | λ2n+1 = 1}, so |Z(SL2n+1)|
is odd, and θ(g) = (gT )−1, which sends λ Id ∈ Z(SL2n+1) to λ−1 Id. By Proposition
4.7a), the pair is pleasant.
• (A2n−1, Dn) for n ≥ 1. In this case we have that |Z(SL2n)| is even. Take a
primitive 4n-th root of unity α and consider, with a block partition (2n− 1, 1), the
element
g =
(
α−1 0
0 −α−1
)
∈ SL2n.
We have θ(g) = (α2 Id)g,, so g ∈ Aθ, as α2 Id ∈ Z(G). Since α2 Id has no square
root in Z(G), by Proposition 4.8b), the pair is not pleasant.
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• (A2n−1, Cn). The involution in SL2n is given by θ(g) = AdJ ((gT )−1). Consider
g ∈ SL2n such that θ(g) = gz, with z ∈ Z(SL2n). We can take µ ∈ GL2n with
µ2 = z, so that gµ ∈ GL2n satisfies θ(gµ) = gµ. But since the fixed points of the
involution θ are also Sp2n, we have that gµ ∈ Sp2n and Ad g = Ad gµ ∈ AdH .
• (Ar+s+1, Ar+As+C). This is actually the pair of Example 4.9. By Proposition
4.10, this pair is pleasant if and only if r 6= s. For r = s, consider, with n = r + 1,
the (n, n)-block matrix g =
(
0 (−1)n
1 0
)

Remark 4.15. For each subgroup F ⊆ Z(SLn), there are symmetric pairs associated
to SLn/F of any of the types discussed above. We check whether some of them may
become pleasant when passing to the quotient. For (A2n−1, Dn) and (A2n−1, Cn),
the centre of SL2n/F is cyclic, the argument from the proof of Proposition 4.14 still
applies if |Z(SL2n/F )| is even, whereas Proposition 4.7a) applies if |Z(SL2n/F )| is
odd. For (A2r+1, Ar + Ar + C), the same applies as long as − Id ∈ SL2r+2, so if
|Z(SL2r/F )| is even, the pair is not pleasant, and if |Z(SL2r/F )| is odd, the pair is
pleasant
Proposition 4.16. The symmetric pair (Sp2(r+s), Sp2r × Sp2s) is pleasant if and
only if r 6= s, whereas (Sp2n,GLn) is not pleasant.
Proof. As before, we look at the possible cases:
• (Cn, An−1 + C). The involution is θ = AdIn,n . By Proposition 4.10b) with
g =
(
0 1
−1 0
)
, the pair is not pleasant.
• (Cr+s, Cr+Cs). The involution is θ = Ad( Ir,s 0
0 Ir,s
) . By Proposition 4.10, this
pair is pleasant if and only if r 6= s. When r = s, one can consider
g =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 .

Proposition 4.17. The symmetric pairs (SOp+q, S(Op × Oq)) are pleasant if and
only if p 6= q, whereas (SO2r,GLr) for r ≥ 4 is not pleasant.
Proof. Just as before,
• (Br+s, Br +Ds), (Dr+s, Dr +Ds), (Dr+s+1, Br +Bs), that is, the pairs of the
form (SOp+q, S(Op×Oq)). By Proposition 4.10, they are pleasant if and only if p 6=
q. When p = q, consider the element the determinant-one element g =
(
0 i2p
i2p 0
)
.
• (Dr, Ar−1 + C). By Proposition 4.10b) with g =
(
0 i2p
i2p 0
)
, the pair is not
pleasant.

4.5. Spin pleasant pairs. Although the Spin group can be seen as a group of
matrices via the spinor representation, it will be simpler to prove or disprove pleas-
antness using Proposition 4.17 about SO and the covering map Spin→ SO.
As usual, we realize the Spin group inside the Clifford algebra of a non-degenerate
quadratic vector space (V,Q),
Cl(V,Q) =
⊗•V
gen(v ⊗ v −Q(v) · 1) .
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The Spin group corresponds to
Spin(V,Q) = {v1 . . . v2l | Q(vi) = ±1},
where juxtaposition denotes the Clifford product.
Since we are working over an algebraically closed field, all quadratic forms over
the same vector space are equivalent, so we talk simply about Spinn.
The centre of the Spin group depends on the parity of n. For n = 2m+ 1 odd,
(3) Z(Spin2m+1) = {±1} ∼= Z2,
For n = 2m even, we have
Z(Spin2m) = {±1,±ω},
where ω is the product of a chosen orthonormal basis {e1, . . . , e2m} of V ,
ω = e1 . . . e2m ∈ Spin2m,
which is well defined up to sign.
As eiej + ejei = δij, we have that ω
2 = 1 for m even and ω2 = −1 for m odd, so
Z(Spin4m)
∼= Z2 × Z2, Z(Spin4m+2) ∼= Z4.(4)
We check that the involution θ corresponding to the Lie algebra pair
(sor+s, sor ⊕ sos)
is given by the action of Ir,s by
v1 . . . v2l 7→ (Ir,sv1) . . . (Ir,sv2l).
Let pi : Spinn → SOn be the 2 : 1-covering map given by
pi : g 7→ (x 7→ gxg−1).
We have pi(v1 . . . v2l) = Rv1 ◦ . . .◦Rv2l , where Rv denotes the reflection with respect
to v. Since
Ir,s ◦Rv ◦ Ir,s = RIr,sv,
we have, with AdIr,s denoting the conjugation by Ir,s on SO or so, that
Spinr+s Spinr+s
SOr+s SOr+s
sor+s sor+s
θ
pi pi
AdIr,s
exp
AdIr,s
exp
commutes, that is, θ covers the involution on SOr+s and hence sor+s.
The next step in order to apply the criteria of Section 4.2 is to know how the
involution acts on the centre. Recall that the element −1 is represented in Spin,
for some v such that Q(v) = ±1, by
−1 = (−v) · (v/Q(v)).
Hence, we have
θ(−1) = θ((−v) · (v/Q(v))) = (−Ir,sv) · (Ir,sv/Q(v)) = −1,
as Ir,s is an isometry. When n = r+ s is even, by choosing {e1, . . . , er+s} the same
basis in which Ir,s is expressed, we have
(5) θ(ω) = θ(e1 . . . er+s) = (−1)se1 . . . er+s = (−1)sω.
Proposition 4.18. A symmetric pair associated with Spinr+s is pleasant if and
only if it is (Spinr+s, Spinr × Spins) with r + s = 4q + 2 and r 6= s odd numbers.
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Proof. To start with, the pair of type (Dr, Ar−1 + C) is not pleasant for Spin, as
neither is for SO. We shall only look at the pairs (Spinr+s, Spinr × Spins).
For n = r+s, with r, s > 0, take v, w such that Q(v) = ±1, Ir,sv = v, Q(w) = ±1
and Ir,sw = −w. Consider g = vw ∈ Spinn. We have
(6) θ(g) = θ(vw) = v(−w) = −g.
By (3), (4) and Proposition 4.8b), the pair is not pleasant when n is odd or n = 4q.
For n = r+ s even of the form 4q+2, we have ω2 = −1. Consider g as in (6), if
we had g = νh for ν ∈ Z(Spinn) = 〈ω〉 ∼= Z4, we would have
−νh = −g = θ(g) = θ(ν)h,
that is, θ(ν) = −ν. For s even, this is not possible, as θ(ω) = ω by (5). Whereas
for s odd, we have θ(ω) = −ω, so ωg satisfies θ(ωg) = ωg.
We continue with n = r + s = 4q + 2 with s odd, which is the only possible
pleasant case. We could also have
(7) θ(g) = ±ωg.
By applying the projection pi to SOr+s we get pi(θ(g)) = pi(ωg), that is,
θ′(pi(g)) = −pi(g),
where θ′ denotes the involution for SOr+s. Recall, from the proof of Proposition
4.17, that this is only possible when r = s, and in this case we know that the pair
associated to Spin is not pleasant, as the pair associated to SO is not pleasant.
For r 6= s odd numbers, and r + s = 4q + 2, we have that (7) is not possible, so
(Spinr+s, Spinr × Spins)) is pleasant. 
4.6. Exceptional Lie groups. In this section we present the exceptional Lie
groups following [Yok09], and focusing especially on E6 and E7.
Let O be the division algebra of octonions, which we see as the Cayley-Dickson
process applied to the quaternions H, that is, O = H⊕Hl with l2 = −1. Consider
the conjugation x 7→ x of O fixing only the real numbers. Let OC denote the
complexification of the octonions. The automorphism group of OC is
G2 = Aut(OC) = {α ∈ IsoC(OC) | α(xy) = α(x)α(y)}.
Define a conjugation on OC as the C-linear extension of the conjugation on O,
x+ iy 7→ x+ iy = x+ iy.
Let J be the 27-dimensional complex subspace of 3× 3 matrices over OC given by
J =



ξ1 x3 x2x3 ξ2 x1
x2 x1 ξ3

 | ξi ∈ C, xi ∈ OC

 ,
with the commutative group operation
X ◦ Y = 1
2
(XY + Y X).
This is actually the complexification of the hermitian 3 × 3 matrices over O, and
is usually referred to as the complex exceptional Jordan algebra. The group of
automorphisms of J is
F4 = Aut(J) = {α ∈ IsoC(J) | α(X ◦ Y ) = α(X) ◦ α(Y )}.
The algebra J has a determinant operator
det : J→ OC,
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whose polarization is denoted by (·, ·, ·) : J3 → C. The group of determinant-
preserving automorphisms is
E6 = {α ∈ IsoC(J) | det(αX) = detX for all X ∈ J}.
It satisfies Z(E6) = 〈ω Id〉 ∼= Z3 where ω is a third root of unity. Its Lie algebra is
e6 = {α ∈ EndC(J) | (αX,X,X) = 0}.
Consider the complex Freudenthal vector space
B = J⊕ J⊕ C⊕ C,
whose automorphisms we denote by (27, 27, 1, 1) complex block matrices,
(8)


A B k l
C D p q
r s a b
u v c d


.
In order to define E7, we endow J with some extra structure. For X,Y ∈ J, let
(X,Y ) = tr(X ◦ Y ) be a bilinear form on J, and define the Freudenthal product by
X × Y = 1
2
(2X ◦ Y − tr(X)Y − tr(Y )X + (tr(X)tr(Y )− (X,Y ) Id)).
Any X ∈ J defines X˜ ∈ HomC(J) by left multiplication, X˜(Y ) = X ◦ Y , for Y ∈ J.
The element defined by
X ∨ Y = [X˜, Y˜ ] + (X ◦ Y − 1
3
(X,Y ) Id)˜
belongs to e6, so we get an operation ∨ : J× J→ e6.
For two elements P = (X,Y, ξ, η), Q = (Z,W, ζ, ω) in B, define a linear mapping
P ×Q : B→ B by
(9) P ×Q := Φ(φ,A,B, ν) :=


φ− 13ν 2B× 0 A
2A× −tφ+ 13ν B 0
0 (A, ·) ν 0
(B, ·) 0 0 −ν


,
where φ = − 12 (X ∨W + Z ∨ Y ), A = − 14 (2Y ×W − ξZ − ζX), B = 14 (2X × Z −
ηW − ωY ) and ν = 18 ((X,W ) + (Z, Y )− 3(ξω + ζη)).
Definition 4.19. The exceptional Lie group E7 is given by
E7 = {α ∈ IsoC(B) | α(P ×Q)α−1 = αP × αQ for all P,Q ∈ B}
and satisfies Z(E7) = {± Id} ∼= Z2.
The group E8 is defined in terms of its Lie algebra, whose underlying 248-
dimensional vector space is
e8 = e7 ⊕B⊕B⊕ C⊕ C⊕ C,
and whose bracket is given as in [Yok09, Sec. 5]. We then have
E8 = {α ∈ IsoC(e8) | α([X,Y ]) = [α(X), α(Y )] for all X,Y ∈ e8}.
A very important property is that the groups G2, F4 and E8 have trivial centre.
The definitions above will allow us to describe, when necessary, the involutions
of the corresponding exceptional symmetric pairs and determine their pleasantness.
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4.7. Exceptional pleasant pairs. The following theorem sums up the study of
pleasantness for exceptional complex symmetric pairs.
Theorem 4.20. All the exceptional symmetric pairs (G,H) for G simply-connected
are pleasant apart from (E7, E6 + C) and (E7, A7).
Proof. We first apply Lemma 4.6 for the centreless groupsG2, F4 and E8. Secondly,
recall that E6 has centre Z3. Thus, for any symmetric pair (E6, H) the involution
θ can either fix or invert the centre. By Propositions 4.7 and 4.8a), any pair with
G = E6 is pleasant.
Finally, for E7 we have that the centre is Z2 and we have to look case by case.
Just as before, a good reference for the involutions is [Yok09].
• (E7, D6 +A1). Define first the linear involution σ : J→ J
σ :

ξ1 x3 x¯2x¯3 ξ2 x1
x2 x¯1 ξ3

 7→

 ξ1 −x3 −x¯2−x¯3 ξ2 x1
−x2 x¯1 ξ3

 .
Denote the ±1-eigenspaces of σ on J by R and S, respectively, which are 11 and
16-dimensional. Extend this involution to σ : B→ B by
σ(X,Y, ξ, η) = (σX, σY, ξ, η),
and consider the involution θ : E7 → E7 given by
θ(α) = σασ.
By using the block-matrix partition (8), θ acts by
θ :


A B k l
C D p q
r s a b
u v c d


7→


σAσ σBσ σk σl
σCσ σDσ σp σq
rσ sσ a b
uσ vσ c d


We need to look at g ∈ E7 such that θ(g) = −g. For θ(g) = −g to be possible we
need A,B,C,D interchanging R and S, together with k, l, p, q given by the inner
product by an element of S, as well as r, s, u, v annihilating R, and a = b = c =
d = 0. We can then check that
g(S ⊕ S ⊕ {0} ⊕ {0}) ⊆ R⊕R ⊕ C⊕ C,
but this means that g cannot be invertible as
dim(S ⊕ S ⊕ {0} ⊕ {0}) > dim(R ⊕R⊕ C⊕ C).
Hence, there are no g ∈ E7 such that θ(g) = −g and the pair is pleasant.
• (E7, E6 + C). Define a linear involution ι : B→ B by
ι(X,Y, ξ, η) = (−iX, iY,−iξ, iη),
and consider the involution θ : E7 → E7 given by
θ(α) = ιαι−1.
The involution θ acts by ± Id on all the blocks of the partition (8). We describe θ
by saying the sign on each block.
θ ≡


+ − + −
− + − +
+ − + −
− + − +


.
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We show now that the element
g =


0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0


belongs to Aθ ⊂ E7 and Ad g /∈ AdH . Indeed, for P = (X,Y, ξ, η) and Q =
(Z,W, ζ, ω) we have
gP = (−Y,X,−η, ξ), gQ = (−W,Z,−ω, ζ).
By using (9) and the properties X × Y = Y ×X and Y ∨ X = t(X ∨ Y ) for X ,
Y ∈ J (see [Yok09, Lem. 3.4.3]), we have
αP × αQ = Φ(−tφ,−B,−A,−ν),
which satisfies α(P × Q) = (αP × αQ)α. Finally, we cannot have Ad g = Adh
for some h ∈ H , as this would imply h = gz for z ∈ Z(E7), which is not true as
±g /∈ H .
• (E7, A7). Denote by τ the conjugation on a complexification: in C is the usual
conjugation, whereas in OC, we have τ(α + iβ) = α − iβ for α, β ∈ O. Denote by
γ the involution of OC given, using O = HC +HCl, by
γ(x+ yl) = x− yl,
where x, y ∈ HC. Define a linear involution τγ : B → B by (X,Y, ξ, η) 7→
(τγX, τγY, τξ, τη) and consider the involution θ : E7 → E7 given by
θ(α) = τγαγτ.
The involution τγ : OC → OC is given, for a+ bi, c+ di ∈ HC, by
τγ : (a+ bi) + (c+ di)l 7→ (a− bi)− (c− di)l.
Its ±1-eigenspaces are, respectively,
R := H+ iHe4, S := iH+He4.
Note that τa = −aτ for a ∈ C implies a ∈ iR. On the other hand, for p ∈ J, the
condition τγp = −pτγ acting on C implies p ∈ S. Moreover, τγA = Aτγ if and
only if A interchanges R and S. By these arguments we get that for g to satisfy
θ(g) = −g, it is a necessary condition that, with the notation of (8), A,B,C,D
interchange R and S, together with k, l, p, q ∈ S, r, s, u, v are given by inner product
with an element of S, and a, b, c, d ∈ iR. Alternatively, to have θ(g) = g we must
have that A,B,C,D send R to R and S to S, together with k, l, p, q ∈ R, r, s, u, v
are given by inner product with an element of R, and a, b, c, d ∈ R.
We see now that the element
g =


0 i 0 0
i 0 0 0
0 0 0 i
0 0 i 0


belongs to Aθ ⊂ E7 and Ad g /∈ AdH . Indeed, for P = (X,Y, ξ, η) and Q =
(Z,W, ζ, ω) we have
αP = (iY, iX, iη, iξ), αQ = (iW, iZ, iω, iζ).
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By using (9) and the properties X × Y = Y ×X and Y ∨ X = t(X ∨ Y ) for X ,
Y ∈ J , we have
αP × αQ = Φ(−tφ,B,A,−ν),
which satisfies α ◦ (P ×Q) = (αP × αQ) ◦ α. Finally, we cannot have Ad g = Adh
for some h ∈ H , as this would imply h = gz for z ∈ Z(E7), which is not possible
as ±g /∈ H . 
4.8. Nice symmetric pairs and summary of results. We combine the notion
of a pleasant symmetric pair with the notion of a nice symmetric pair. When the
Aizenbud-Gourevitch criterion was introduced, the main tool to prove regularity
was speciality [AG09, Def. 7.3.4], which was in turn proved by looking at the so-
called negative distinguished defect (see [Aiz13][Sec. 5] for more details). Being
of negative distinguished defect is equivalent to being a nice symmetric pair as
studied by Sekiguchi (although so named in [LS99]). Niceness depends only on the
symmetric Lie algebra pair and Sekiguchi classified all such pairs.
Lemma 4.21 ([Sek85]). The following simple symmetric pairs are nice:
(A2n, Bn), (A2n−1, Dn), (A2r+1, Ar +Ar + C), (Cn, An−1 + C),
(B2r, Br +Dr), (D2r, Dr +Dr), (D2r+1, Dr +Dr+1), (D2r, Br +Br),
(D2r+1, Br +Br+1), (G2, A1 +A1), (F4, C3 +A1), (E6, C4),
(E6, A5 +A1), (E7, A7), (E8, D8).
Lemma 4.22 ([Aiz13], Cor. 5.2.7). Nice symmetric pairs are regular.
By combining these two lemmas with the results in Sections 4.4 and 4.5 and
Theorem 4.20, we have Tables 2, 3 and 4. In the column “pleasant”, ✗ means that
only the adjoint form is pleasant, ✓ that the simply connected group is pleasant,
and if a group appears, it is the group such that all its quotients, including itself,
are pleasant. The notation SL/Z2max means killing the even part of the centre.
pleasant nice
(A2n, Bn) ✓ ✓
(A2n−1, Dn) SL/Z2max ✓
(A2n−1, Cn) ✓ ✗
(Ar+s+1, Ar +As + C)
r 6= s ✓ ✗
r = s SL/Z2max ✓
(Cn, An−1 + C) ✗ ✓
(Cr+s, Cr + Cs)
r 6= s ✓ ✗
r = s ✗ ✗
Table 2. Pleasant and nice linear and symplectic pairs.
Note that this does not mean that (C2r , Cr+Cr), (Dr, Ar−1), (Spinm+n, Spinm×
Spinm)) with |m− n| 6= 0, 1, 2 (apart from m+ n = 4q + 2 with m 6= n odd), and
(E7, E6 + C) are not regular. It says, though, that other techniques are needed to
show their regularity.
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pleasant nice
(Br+s, Br +Ds)
r 6= s SO ✗
r = s ✗ ✓
D4q
(Dr+s, Dr +Ds)
(Dr+s+1, Br +Bs)
r 6= s− 1, s SO ✗
r = s− 1 SO ✓
r = s ✗ ✓
D4q+2
(Dr+s, Dr +Ds)
r 6= s− 1, s SO ✗
r = s− 1 SO ✓
r = s ✗ ✓
D4q+2
(Dr+s+1, Br +Bs)
r 6= s− 1, s ✓ ✗
r = s− 1 ✓ ✓
r = s ✗ ✓
Dodd
(Dr+s, Dr +Ds)
(Dr+s+1, Br +Bs)
r 6= s− 1, s SO ✗
r = s− 1 SO ✓
r = s ✗ ✓
(Dr, Ar−1 + C) ✗ ✗
Table 3. Pleasant and nice orthogonal and Spin pairs.
pleasant nice
(G2, A1 +A1) ✓ ✓
(F4, B4) ✓ ✗
(F4, C3 +A1) ✓ ✓
(E6, C4) ✓ ✓
(E6, A5 +A1) ✓ ✓
(E6, F4) ✓ ✗
(E6, D5 + C) ✓ ✗
(E7, A7) ✗ ✓
(E7, D6 +A1) ✓ ✗
(E7, E6 + C) ✗ ✗
(E8, D8) ✓ ✓
(E8, E7 +A1) ✓ ✗
Table 4. Pleasant and nice exceptional pairs.
5. Descendants of complex symmetric pairs
Descendants of symmetric pairs are centralizers (in the sense of Definition 3.6)
of semisimple elements
x ∈ P := {gθ(g)−1 | g ∈ G}.
The aim of this section is to describe (Gx, Hx, θ|Gx) by means of the Satake diagram
of (G,H, θ). We start by recalling some facts about centralizers of semisimple
elements.
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5.1. Centralizers of semisimple elements and extended Dynkin diagrams.
The results of this section are valid for algebraically closed fields, but again we use
C. The following proposition follows from [SS70, Ch. II] (see also [Hum95, Ch. 2]).
Proposition 5.1. Let x be a semisimple element of a connected semisimple group
G. Take any maximal torus T containing x and consider the root system ∆(G, T )
with root groups Uα. Then, the centralizer Gx is the subgroup generated by T , those
root groups Uα for which α(x) = 1, and the elements nw ∈ N(T ) from a choice
of Weyl group representatives commuting with x. The centralizer Gx is therefore
reductive but not necessarily connected. If G is simply connected, the centralizer
Gx is moreover connected.
Consequently, as Gx and G share a maximal torus T , we have an inclusion
∆x := ∆(Gx, T ) ⊆ ∆,
where ∆ denotes ∆(G, T ). It is not always possible to choose a set of simple roots
Πx ⊂ ∆x extending to a set of simple roots for ∆, but the following result holds.
Proposition 5.2. Let x be a semisimple element of G. There exists an ordering
of ∆ with corresponding set of simple roots Π ⊂ ∆ and lowest root γ, such that
Πx := ∆x ∩ (Π ∪ {γ})
is a set of simple roots for ∆x.
Proof. The proof of this result follows from [GL83, §14.1] (see also [Dyn00, §5] and
[BDS49]), but we comment on some key points.
First, a basis of simple roots Πx for ∆x must satisfy, for α, β ∈ Πx, that α− β 6∈
Πx. Note that Π ∪ {γ} satisfies this property and is maximal with this property.
The actual way of embedding Πx into some Π ∪ {γ} follows from [Bou68, Ch.
VI, Ex. §4-4d)]. Evaluation on x defines a map from the root lattice Z∆ to C∗
with kernel the lattice Z∆x. This lattice can be described by using some v ∈ Q∆
by
Z∆x = {α ∈ Z∆ | 〈v, α〉 ∈ Z}.
The element v can be chosen in such a way that 〈v, αi〉 ≥ 0 for αi ∈ Π. By acting
with the affine Weyl group of T (and hence choosing a different set of simple roots),
we can also have 〈v, γ〉 ≤ 1, and the result follows. For more details, see the proof
of Theorem 5.9. 
The Dynkin diagram of Gx can then be regarded inside the extended Dynkin
diagram of G, which is obtained by adding to the Dynkin diagram of G an extra
node for the root γ (and connecting it to the other nodes following the usual rules
of angle they form, and length ratio). We show the extended Dynkin diagrams for
simple groups in Table 5, where the white node corresponds to the lowest root γ.
Note that the previous proposition is giving the Dynkin diagram and hence the
Lie type of the semisimple part of the centralizer. The abelian part has rank equal
to rkG− rkGssx . At the level of groups, one has a finite quotient of a product of a
semisimple and an abelian group.
Example 5.3. The Lie type of the centralizer of a semisimple element in the Lie
group SO2n is
SO2r + SLs1+1 + . . .SLsl+1 + SO2t + C
u,
with r +
∑l
i=1 si + t+ u = n.
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A1 An Bn Cn Dn
G2 F4 E6 E7 E8
Table 5. Extended Dynkin diagrams for simple groups.
5.2. Computation of descendants. We introduced the Satake diagram in Sec-
tion 4.3 by means of a maximal θ-split torus A. We want to use it now to extract
information about the descendants. We first recall two results.
Lemma 5.4 ([Ric82], §7.5). Let A be a fixed maximal θ-split torus. An element
x ∈ P = {gθ(g)−1 | g ∈ G} is semisimple if and only if H0 · x meets A.
Lemma 5.5 ([Vus74], Cor. 5). The group H0 acts transitively on maximal θ-split
tori.
We consider the extended Satake diagram.
Definition 5.6. The extended Satake diagram of (G,H, θ) is the diagram resulting
from colouring and adding arrows to the extended Dynkin diagram of G following
the rules of the Satake diagram of (G,H, θ).
Lemma 5.7. The extra node of the extended Dynkin diagram of a (non-trivial)
symmetric pair remains white and there are no bars on the extra node.
Proof. The fact that the node is white follows from the fact that all roots contribute
to the lowest root and the roots are independent. Moreover, the involution sends
the lowest root to itself, as it is unique. 
Remark 5.8. If we consider the possibilities of Remark 4.12, we have that when the
involution of the Satake diagram is trivial (all nodes are black), the extra node is
also black. On the other hand, in the case of (G × G,∆G) for G a simple group,
there are two extra nodes, which are connected by a bar.
The following result is fundamental to this work.
Theorem 5.9. The Satake diagrams of descendants (Gx, Hx, θ|Gx) for x ∈ P are
exactly the (possibly disconnected) Satake diagrams obtained by erasing at least one
white node (and its incident edges) from the extended Satake diagram of (G,H, θ)
in such a way that nodes connected by a bar are both kept or erased.
Proof. Let x ∈ P be semisimple. As a consequence of Lemmas 5.4 and 5.5, we
can find a maximal θ-split torus A such that x ∈ A. Choose a maximal θ-stable
torus T containing A. We want to choose a θ-basis (Definition 4.11) satisfying the
condition of Proposition 5.2, whose proof we shall use.
Choose a θ-invariant basis B = {b1, . . . , br} of the lattice Z∆x, and complete it
with a θ-invariant set {cr+1, . . . , cn} to a θ-invariant basis of Z∆. Note that this is
possible since
bi(x) = 1⇔ θ(bi)(x) = bi(θ(x)) = bi(x−1) = 1.
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Define an element v ∈ Q∆ by
〈v, bj〉 = 1, 〈v, cj〉 = 〈v, θ(cj)〉 = λj ,
for {λj} ⊂ Q, linearly independent over Z. The element v is θ-invariant by defini-
tion, and we have
Z∆x = {α ∈ Z∆ | 〈v, α〉 ∈ Z}.
As θ is an automorphism that preserves the length of the roots, we have
〈θα, θβ〉 = 〈α, β〉.
We use now the affine Weyl group
Wa(∆) := W (∆)⋉ Tr(∆
∨),
whereW (∆) is the usual Weyl group, and Tr(∆∨) is the group generated by trans-
lations by coroots α∨ = 2 α〈α,α〉 for any α ∈ ∆. The action of Wa(∆) is transitive
on Weyl alcoves (connected components of the complement of the hyperplanes
{v | 〈v, α〉 = k} for α ∈ ∆, k ∈ Z). More concretely, for any v ∈ Q∆, there is a
unique t ∈ Tr(∆∨) such that v+ t satisfies 〈v+ t, α〉 ≤ 1 for any α ∈ ∆ (this is the
closure of the union of the alcoves whose closure contains zero).
The addition of a coroot to v, and hence of an element in Tr(∆∨) does not
change the condition 〈v, α〉 ∈ Z for any α ∈ ∆. There exists a unique element
t ∈ Tr(∆∨) such that 〈v + t, α〉 ≤ 1 for any α ∈ ∆. We prove that this element
is θ-invariant. Indeed, as θ permutes the roots and v is θ-invariant, we have that
〈v + θ(t), α〉 ≤ 1 for any α ∈ ∆, so we must have t = θ(t). The element v′ = v + t
is hence θ-invariant and satisfies
Z∆x = {α ∈ Z∆ | 〈v′, α〉 ∈ Z}.
As v′ lies in some Weyl chamber, it determines an order and a set of simple
roots. The positive roots are those α such that
〈v′, α〉 > 0.
This ordering determines a θ-basis, as v′ is θ-invariant:
〈v′, θα〉 = 〈θv′, θα〉 = 〈θ, α〉.
Consider the Satake diagram with respect to this choice of θ-basis. We have
that 〈v′, α〉 ≥ 0 for each simple root α and 〈v′, α∗〉 ≤ 1 for the lowest root α∗ with
respect to this ordering. Consequently, the simple roots α such that 〈v′, α〉 = 0
and possibly the lowest root α∗, only if 〈v′, α∗〉 = 1, become a set of simple roots
for Gx. This implies that the Dynkin diagram of the centralizer of x is given by a
subdiagram of the Dynkin diagram, that is, a diagram obtained by erasing nodes.
Since x is in A, we have that αi(x) = 1 for those αi corresponding to black nodes,
and hence we cannot erase any of the black nodes.
Moreover, if the white node for a simple root α is erased, α(x) 6= 1, and as
θ(α)(x) = α(θ(x)) = α(x)−1 6= 1,
the node θ(α), in case it is different and hence connected by an arrow, is also erased.
We show next that the colouring and the bars stay the same after erasing some
white nodes. The involution on Gx is the restriction of the involution on G, and
the groups G and Gx share the same maximal torus, but the semisimple part of Gx
is possibly smaller, so, in principle, white nodes could potentially become black or
connected by a bar. We show that this is not the case.
Consider first the case in which we erase some nodes from the Dynkin diagram
(without extending it). The roots {αi}r1 corresponding to the nodes of the diagram
give a finite-covering map
(10) (α1, . . . , αr) : T → (C∗)r.
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By considering the roots corresponding to the white nodes and choosing only one
in case they are connected with a bar (say, by reordering if necessary, {αi}s1, where
s is the rank of A), we get a finite-covering map
(11) (α1, . . . , αs) : A→ (C∗)s.
When looking at a connected component of the Dynkin diagram of the semisimple
part of Gx, we have a corresponding torus T ′ ⊂ T , and A′ = T ′ ∩ A. The roots
corresponding to A′ are a subset {αi}s′1 ⊂ {αi}s1, where s′ is the rank of A′. A
white node would turn black when its corresponding root vanished on A′, but this
would mean that the kernel of this root is not finite, which contradicts (11) being a
finite-covering map. Thus, a white node cannot turn black. Analogously, no white
node can become connected to any other root, as this would imply that (11) is not
a finite-covering map.
For the general case, any choice of all but one white node of the extended Dynkin
diagram gives such covering maps, like (11), for the maximal θ-split torus A of G,
so no white root can become black or connected to other root when erasing the first
node. When more roots are erased, we are in the situation of the previous case.
Finally, we show that all Satake diagrams where white nodes have been erased
from the extended Satake diagrams are actually realizable as the semisimple part
of some Gx for x semisimple in A. We will do this by actually describing an
element x ∈ A. Denote the lowest root by ω, where every simple roots appears
with multiplicity at least −1. The structure of Gx, that is, the roots β such that
β(x) = 1, depends only on the values of αi(x). By the surjectivity of the maps (10)
and (11), we will always find an element x ∈ T for any choice of values for {αi(x)}.
We set this values to be 1 both for the roots of the black nodes and the white nodes
that we preserve, and z for the white nodes we erase. We then have ω(x) = z−m
for some m > 0 (the case m = 0 means that Gx = G). If we are erasing the node
corresponding to the lowest root, we can take z to be an m + 1-primitive root of
unity. If we are keeping the white node corresponding to the lowest root, we take z
to be an m-primitive root of unity. The fact that z is an m or m+1-primitive root
assures that the roots we stay are a simple set of roots. Moreover, when m = 1
(which is possible in types A, B, C, D, E6 and E7), keeping the only node with
value z means Gx = G, that is, keeping everything.

Note that the diagram obtained by erasing a white node makes sense as a union
of Satake diagrams. In this process, we can find diagrams of the type (G,G),
(G×G,∆G), which are always regular by Remark 4.3.
Example 5.10. The pairs (D6, A5 + C) and (D4, A3 + C) are descendants of the
pair (E7, D6 + C):
, .
The pairs (E7, E6 + C) and (D8, D6 +D2) are descendants (E8, E7 +A1):
, .
We can also deduce that some pairs cannot be descendants of other pairs. For
instance, the pair (C2r, Cr+Cr) cannot be descendant of any exceptional symmetric
pair. Since it has a double link, it could only appear as a descendant in the pairs
with G = G2, F4. However, the colouring does not match, so it is not a possible
descendant.
Theorem 5.9 combined with the classification of symmetric pairs gives the com-
putation of all the descendants.
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Theorem 5.11. The list of descendants for simple complex symmetric pairs is
given by Tables 6 and 7.
As for the notation, we use a bracket { or } when one out of several options must
be chosen. These options may include ∅ meaning “no pair”, as it will be the case
when referring to a connected subdiagram formed only by white nodes, which can
all be erased. For the sake of simplicity, in the classical cases we use the following
notation:
• ∑(A,BD) for a sum of pairs of type (A2t, Bt) or (A2t−1, Dt), which can
be possibly zero3.
• ∑(A,C) for a sum of pairs of type (A2t−1, Ct) or (A1, A1).
• ∑(A+A,A) for a sum or pairs of type (At+At, At), which can be possibly
zero.
It is easily deduced by the erasing process what the constraints on the number of
factors and their rank are. We sometimes use two names for the same Lie type, as
B1 or C1, since it helps to interpret how it sits inside.
Remark 5.12. Note that this recovers, over the complex numbers, the computation
of descendants in [AG10] for types (A,BD), and (BD,BD+BD), and it gives extra
information, as it says exactly how many factors of each Lie type may actually
appear. To our knowledge, there were no previous computations of exceptional
descendants.
5.3. Some exceptional and Spin descendants. The result that we need for our
applications in the next section is the following.
Proposition 5.13. The following are the only exceptional symmetric pairs where
some neither pleasant nor nice pairs appear as descendants.
• Pairs of type (D4, B3) and (D5, D4 + C) are descendants of (E6, D5 + C).
• Pairs of type (D4, A3+C), (D4, D3+D1), (D5, B3+B1) and (D6, A5+C)
are descendants or parts of descendants of (E7, D6 +A1).
• Pairs of type (E7, E6 + C) are descendants of (E7, E6 + C).
• Pairs of type (E7, E6+C), (D7, B5+B1) and (D8, D6+D2) are descendants
of (E8, E7 +A1).
Proof. This is a combination of the classification of pleasant and nice pairs in Tables
2, 3 and 4, with the computation of descendants in Tables 6 and 7. Most of them
can be already seen in Example 5.10. 
Lemma 5.14. The only descendants of the pair (Spin4q+2, Spin4q+1) are itself and
(Spin4q, Spin4q).
Proof. As in Table 6, this reads easily from its extended Dynkin diagram.

3The notation BD has nothing to do with the notation of the non-reduced root system BC.
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symmetric pair extended Satake diagram descendants
(A2n, Bn), (A2n−1, Dn)
∑
(A,BD)
(A2n−1, Cn)
∑
(A,C)
(Ar+s+1, Ar + As + C)
(A2t+1, At + At + C)
∅
}
+
∑
(A+A,A)+
{
(Am+2u+1, Am+u + Au + C)
(Am−1, Am−1)
with m = |r − s| and t, u ≥ 0.
(Cn, An−1 + C)
(Ct, At−1 + C)
∅
}
+
∑
(A,BD) +
{
(Cu, Au−1 + C)
∅
(Cr+s, Cr + Cs), r 6= s
(C2t, Ct+Ct)+
∑
(A,C)+(Cm+2u, Cm+u+Cu)
with m = |r − s|
(Br+s, Br +Ds)
(D2t,Dt +Dt)
(D2t+2, Bt +Bt)
∅

+∑(A,BD)+
{
(Bm+u, Bm+u
2
+Du
2
)
(Bm+u, Dm+u−1
2
+Bu+1
2
)
with m = max(r − s, s− r − 1), for u even or odd, respectively.
(Dr+s, Dr +Ds),
(Dr+s+1, Br + Bs),
r 6= s− 1
(D2t,Dt +Dt)
(D2t+2, Bt +Bt)
∅

+∑(A,BD)+
{
(Dm+u, Dm+u
2
+Du
2
)
(Dm+u, Bm+u−1
2
+ Bu−1
2
)
with m = |r − s|, for u even or odd, respectively.
(Dr+s, Dr +Ds),
(Dr+s+1, Br + Bs),
r = s− 1
(D2t,Dt +Dt)
(D2t+2, Bt +Bt)
∅

+∑(A,BD)+
{
(D2u−1, Du +Du−1)
(D2u, Bu +Bu−1)
(Dr , Ar−1 + C) (Dt, At−1 + C)
(A1, A1)
}
+
∑
(A,C) +
{
(Du, Au−1 + C)
(A1, A1)
with t even, and u of the same parity as r.
Table 6. Descendants of classical complex symmetric pairs
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symmetric pair extended Satake diagram descendants (maximal before semicolon)
(G2, A1 + A1) (A2, B1), (A1,C) + (A1,C); (A1,C)
(F4, B4)
(C3, A2 + C) + (A1,C), (A2, B1) + (A2, B1),
(A3, D2) + (A1,C), (B4, B2 +D2);
(A2, B1) + (A1,C), (B3,D2 + B1), 3(A1,C),
(B2, B1 + C) + (A1,C), and their summands
(F4, C3 + A1) (B4, B1 +D3); (B3, B3)
(E6, C4)
(A5, D3) + (A1,C), 3(A2, B1), (D5, B2 + B2);
(A4, B2)
2(A2, B1)
}
+ (A1,C),
(A3,D2)
(A2, B1)
}
+ 2(A1,C),
4(A1,C), and their summands
(E6, A5+A1)
(D5, D2 + D3), (A1 + A1, A1) + (A3, D2), (A2 +
A2, A2) + (A2, B1), (A5, A2 + A2 + C) + (A1,C);
(A1 + A1, A1) + (A2, B1), (A3, A1 + A1 + C) +
(A1,C), (D4, B2 +B1), (A1 +A1, A1) + 2(A1,C),
(A2 + A2, A2) + (A1,C), and their summands
(E6, F4) (D5, B4); (D4,D4)
(E6, D5 +C)
(D5, D4+C), (A5, A4+A1+C)+(A1,C); (D4, B3),
(A3, A3) + (A1,C), (A5, A4 + A1 + C), (B3, B3)
(E7, A7)
(D6, D3 + D3) + (A1,C), (A5,D3) + (A2, B1),
2(A3,D2) + (A1,C), (E6, C4); 3(A2, B1),
(D5, B2 + B2), (A5, D3)
(A3, D2) + (A2, B1), 2(A2, B1)
}
+ (A1,C),
(D4, B2 + B2) + 2(A1,C), (A4, B2) + (A2, B1),
(A3, D2)+3(A1,C), (A2, B1)+3(A1,C), 5(A1,C),
and their summands.
(E7, D6 +A1)
(D6, A5 + C) + (A1,C), (A5, C3) + (A2, B1),
(A3, D2) + (A3, C2) + (A1, A1), (D6, D4 +D2) +
(A1, A1); (A5, C3) + (A1,C), 3(A1, A1),
(D5, B3 +B1), (D4,D3 +D1),
(A3, C2) +
{
(A3,D2), (A2, B1),
2(A1,C),(A1,C),∅
}+(A1, A1),
(E7, E6 + C)
(D6, D5 + D1) + (A1,C), (E6, F4); (D5, B4) +
{(A1,C),∅}, (D4,D4) + {2(A1,C), (A1,C),∅},
(D6, D5 +D1)
(E8, D8)
(D8, D4 + D4), (A7,D4) + (A1,C), (A8, B4),
(A5, B3)+(A2, B1)+(A1,C), 2(A4, B2), (D5, B2+
B2) + (A3, D2), (E6, C4) + (A2, B1), (E7, A7) +
(A1,C); (E6, C4) + (A1,C),
(D5, B2 + B2)
(D4,D2 +D2)
}
+
{
(A3,D2), (A2, B1),
2(A1,C), (A1,C), ∅
(A4, B2) + (A3,D2), (A4, B2) + (A2, B1) +
(A1,C), 2(A3,D2) + (A1,C), 3(A2, B1) + (A1,C),
2(A2, B1)+2(A1,C), (A2, B1)+4(A1,C), 5(A1,C),
and their summands
(E8, E7 +A1)
(D8, D6 +D2), (D5, B4) + (A3, D2),
(E6, F4) + (A2, B1), (E7, E6 + C) + (A1,C),
(D7, B5 + B1), (D6, D5 +D1) +
{
(A1,C),∅
}
;
(D5, B4)
(D4,D4)
}
+
{
(A3, D2), (A2, B1),
2(A1,C), (A1,C), ∅
Table 7. Descendants of exceptional complex symmetric pairs
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6. Exceptional and Spin Gelfand pairs, and reduction of conjectures
We conclude by combining the results of Sections 4 and 5 and proving the Gelfand
property for eight out of the twelve exceptional complex symmetric pairs.
Theorem 6.1. The symmetric pairs (G2, A1+A1), (F4, B4), (F4, C3+A1), (E6, C4),
(E6, A5+A1), (E7, A7) and (E8, D8), together with the family (Spin4q+2, Spin4q+1),
are Gelfand pairs.
Proof. From Proposition 5.13, all exceptional symmetric pairs but (E6, F4) and
(E6, D5 + C), (E7, E6 + C), (E7, D6 +A1) and (E8, E7 +A1) are regular and have
pleasant and/or nice (hence regular) descendants. The same holds for the pair
(Spin4q+2, Spin4q+1) because of Lemma 5.14. By Proposition 3.9 we have that they
are Gelfand pairs. 
Moreover, we can reduce the proof of the Gelfand property for the remaining four
exceptional symmetric pairs to a statement about the regularity of one exceptional
and eight classical pairs. Combining Proposition 5.13 with Proposition 3.9 and
Lemma 3.13 gives the following.
Proposition 6.2. All exceptional complex symmetric pairs are Gelfand pairs if
(D4, B3), (D4, A3+C), (D4, D3+D1), (D5, D4+C), (D6, A5+C), (D7, B5+B1),
(E7, E6 + C) and (D8, D6 +D2) are regular.
Finally, we give a sufficient condition for van Dijk’s conjecture and reduce Aizenbud-
Gourevitch conjecture to the regularity of one exceptional pair and some classical
families. Combining Tables 2, 3, 4, 6 and 7 with Proposition 3.9, Lemma 3.13,
Theorem 6.1 and Proposition 6.2 gives the following.
Proposition 6.3. All complex symmetric pairs are regular (Aizenbud-Gourevitch
conjecture) and Gelfand pairs (implying van Dijk’s conjecture) if the families of
pairs (Dr, Ar−1+C), (C2r, Cr+Cr), the families (BDn, BDr+BDs) for n 6= 4q+2
and |r − s| ≥ 2, and the pair (E7, E6 + C) are regular.
The regularity of the pairs in Proposition 6.2 and eventually the families in
Proposition 6.3 is joint work in progress [CR] by means of distributional methods.
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