Let A be a finitely generated commutative algebra over a field K with a presentation A = K X 1 , . . . , X n | R , where R is a set of monomial relations in the generators X 1 , . . . , X n . Necessary and sufficient conditions are found for A to be an integrally closed domain provided that the presentation involves at most two relations. The class group of such algebras A is calculated. Examples are given to indicate problems with an extension of these results to the case of more defining relations.
Introduction
Integrally closed Noetherian domains are of fundamental importance in several areas of mathematics. In the literature one can find several concrete constructions of such rings that are algebras over a field K and that have a presentation in which the relations are of monomial type. Such algebras are abelian semigroup algebras K[S] of a finitely generated abelian and cancellative monoid S (that is, S is a submonoid of a finitely generated abelian group G). It is well known (see for example [7] ) that an abelian semigroup algebra K[S] of a monoid S is Noetherian if and only if S is finitely generated. In this case K[S] also is finitely presented. Furthermore, K[S] is a domain if and only if S is a submonoid of a torsion free abelian group. Anderson, Gilmer and Chouinard [1, 2, 4, 7] proved that an abelian Noetherian semigroup algebra K[S] is an integrally closed domain (one also says, a maximal order) if and only if the abelian monoid S is a maximal order in its torsion free group of fractions G = SS −1 . So, integral closedness of K[S] is a homogeneous property, i.e., a condition on the monoid S. This was one of the main motivating reasons for these investigations. Furthermore, it was shown that cl(K[S]), the class group of K[S], is naturally isomorphic with cl(S), the class group of S. As an application one obtained much easier calculations for the class group of several classical examples of Noetherian integrally closed domains. All this shows the relevance of describing finitely generated monoids S that are a maximal order in a torsion free abelian group of fractions.
Recall [1, 2, 4, 7] that a finitely generated cancellative abelian monoid S is a maximal order in its group of fractions if and only if S ∼ = U (S) × S 1 , where U (S) is the group of invertible elements of S and S 1 is a submonoid of a free abelian group F so that S 1 = S 1 S −1 1 ∩ F + , with F + a positive cone of F .
Despite this nice and useful structural characterization, the following remains a challenging problem for a finitely generated submonoid S of a finitely generated torsion free abelian group: determine necessary and sufficient conditions on the defining relations for S to be a maximal order. In this paper we precisely do this in case S is defined by one or two relations (Theorem 2.2 and Theorem 3.2). So, in contrast to the structural description mentioned before, our contribution is a computational approach (based on presentations) to obtain a description of maximal orders defined via monomial relations. The advantage is that it also allows us to compute the class group cl(S) of such monoids S and thus of their algebras K[S]. This group is the basic tool in the study of arithmetics of maximal orders ( [5] ). We conclude with some comments and examples on monoids defined by more than two relations. These indicate that the results cannot be extended.
It is worth mentioning that starting from abelian maximal orders K[S] one can build non-abelian prime Noetherian semigroup algebras K[T ] (with S a submonoid of T ) that are maximal orders in their classical ring of quotients.
Constructing new classes of examples of this type is another motivation for the authors to investigate the problem under consideration. For more details on non-abelian orders we refer the reader to [8, 9] .
Finitely presented maximal orders with one relation
For completeness' sake we begin with recalling some definitions and terminology. We refer the reader to [4, 7] for more details. For a subset X of a monoid S we denote by X the submonoid generated by X. If, furthermore, S is a group then by gr(X) we denote the subgroup generated by X.
An abelian cancellative monoid S is said to be a maximal order if its group of fractions G = SS −1 is torsion free and S is completely integrally closed. The latter means that, if s, g ∈ G are such that s g ⊆ S then g ∈ S. In case S is finitely generated, S is completely integrally closed if and only if S is integrally closed, that is, if g n ∈ S, with g ∈ G and some positive integer n, then g ∈ S.
In order to give some other characterizations, recall that for subsets A, B of G one puts (A : B) = {g ∈ G | gB ⊆ A}. A fractional ideal I of S is a subset I of G so that SIS ⊆ I and cI, Id ⊆ S for some c, d ∈ S. If, furthermore, I ⊆ S then I is called an integral fractional ideal. A fractional ideal I is said to be divisorial if I = I * , where I * = (S : (S : I)). The divisorial product I * J of two divisorial ideals I and J is defined as (IJ) * . Assume G is torsion free. It turns out that S is a maximal order in G if and only if S = (I : I) for every (integral) fractional ideal I of S. In this case, the set of divisorial ideals D(S) is an abelian group for the product * . If, furthermore, S is finitely generated, then D(S) is a free abelian group with basis the (finite) set of minimal prime ideals of S. In this case, the class group cl(S) is defined as D(S)/P (S), where P (S) is the subgroup consisting of the principal fractional ideals of S.
Another characterization is via minimal prime ideals Q of an abelian cancellative monoid S. By S Q we denote the localization of S (within its group of fractions G) with respect to the multiplicatively closed set S \ Q. It is well known that if S = s 1 , . . . , s n , so S is finitely generated, then it is a maximal order if and only if G is torsion free, S = Q S Q , where the intersection runs over all minimal prime ideals of S, and each S Q is a discrete valuation semigroup. Furthermore, if S Q is a discrete valuation semigroup then S Q = U (S Q ) s i for some 1 ≤ i ≤ n.
Our main aim is to describe when a finitely generated abelian monoid which is defined by at most two relations is a maximal order. A first important obstacle to overcome is to determine when such monoids are cancellative, i.e., when they are contained in a group. Because of the comments given in the introduction, and since we are mainly interested in such monoids that are maximal orders, we only need to deal with monoids S so that U (S) = {1}. In this context we mention that, in [3] and [6] , an algorithm of Contejean and Devie is used to determine whether a finitely generated monoid given by a presentation is cancellative.
We will use the following notation. By FaM n we denote a free abelian monoid of rank n. If FaM n = u 1 , . . . , u n and w = u a 1 1 · · · u an n ∈ FaM n , then put supp(w) = {u i | a i = 0}, the support of w. Now, suppose S has a presentation
where w i , v i are words in the free abelian monoid FaM n = u 1 , . . . , u n . Clearly, if S is cancellative, then we may assume it has a presentation with
for all i. Proposition 2.1 Let S be an abelian monoid defined by the presentation
k+1 · · · u an n for some positive integers a k+1 , . . . , a n and some k < n. Let FaM n(n−k) =
j,2 · · · x an j,n−k ,
k+1 · · · v an n as its only defining relation.
k+1 · · · v an n and thus V = v 1 , . . . , v n is a natural homomorphic image of S.
Since all a i = 0, it is easy to see that every relation in V (with disjoint supports with respect to the v i 's) must involve all generators v i . Moreover, since v 1 , v k+1 are the only generators involving x 1,1 , it follows that in such a relation v 1 , v k+1 are on opposite sides of the equality. And also v k+2 , . . . , v n must be on the side opposite to v 1 (look at the appearance of x 1,2 , x 1,3 , . . . , x 1,n−k in order to see this). Similarly, by looking at the appearance of x 21 , x 31 , . . . , x k1 , we get that v 2 , . . . , v k must be on the side opposite to v k+1 . It follows that every relation in V , possibly after cancellation, must be of the form
for some positive integers c j . Again, using the fact that x i,j 's are independent and comparing the exponent of x i,j on both sides of (1), we get that a k+j c i = c k+j for 1 ≤ i ≤ k and j = 1, 2, . . . , n−k. This implies that c 1 = c 2 = · · · = c k .
k+1 · · · v an n ) c 1 . So it is a consequence of the relation defining S with every u j replaced by v j . It follows that V ∼ = S.
We now describe the defining relation of a one-relator finitely generated monoid S that is a maximal order (with U (S) = {1}). We also give a representation of such S as a positive cone of a subgroup of a free abelian group (see the introduction). In order to do this, it is convenient to introduce the following notation. For a word w = u a 1 1 · · · u an n in a free abelian monoid FaM n = u 1 , . . . , u n we put Hsupp(w) = {u j | a j > 1}.
Theorem 2.2 Let S be the abelian monoid defined by the presentation
with nonempty words
k+1 · · · u an n , where k < n, and each a i is a nonnegative integer. Then the semigroup S is a maximal order (or equivalently, the semigroup algebra K[S] is an integrally closed domain) if and only if Hsupp(u a 1 1 · · · u a k k ) = ∅ or Hsupp(u a k+1 k+1 · · · u an n ) = ∅.
Proof. Let FaM n = u 1 , . . . , u n , a free abelian monoid of rank n. We write v j for the image of u j ∈ FaM n in S. Then S = S ′ × FaM r , where the generators v j such that a j = 0 form a free basis of FaM r and S ′ is generated by the remaining v j 's. Hence S ′ is a maximal order if and only if S is a maximal order. Therefore we may assume that a j > 0 for every j.
First assume that S is a maximal order. Let a j = max{a i | 1 ≤ i ≤ n}.
Because of symmetry, we may assume that j = k + 1 and we need to prove that a i = 1 for 1 ≤ i ≤ k. Now,
Since S is a maximal order, it follows that (v 1 v −1 k+1 )v 2 · · · v k ∈ S and thus v 1 v 2 · · · v k ∈ v k+1 S. Therefore, in the defining relation we need that a 1 = a 2 = · · · = a k = 1, as desired.
Conversely, assume that a 1 = · · · = a k = 1. Hence, we may identify S with the submonoid V of FaM k(n−k) described in Proposition 2.1. Therefore, it is sufficient to check (again, see the introduction
for some integers c i . Looking at the exponent of x 11 in (2) we get that c k+1 ≥ 0. Similarly, the exponents of the remaining x 1j show that c i ≥ 0 for all i = k+1, . . . , n. Suppose that c i < 0 for some i. Let c = max{|c i | | c i < 0}. Clearly, c i + c ≥ 0 for i = 2, . . . , k. Moreover, looking at the exponent of x j,m in (2) we get that c k+m + c j a k+m ≥ 0 for every j = 1, . . . , k and every m = 1, . . . , n − k.
Hence c k+m − ca k+m ≥ 0. This and the relation v
To conclude this section we describe the class group of finitely generated onerelator abelian maximal orders. For simplicity we assume that all generators are involved in the defining relation. Because cl(FaM m ) is trivial, this assumption is not restrictive. We will use the same notation for the generators u i of the free monoid FaM n and for their images in S, if unambiguous.
k+1 · · · u an n be an abelian maximal order and let P yz denote the minimal prime ideal of S that is generated by the set {u y , u z }, where y ∈ {1, . . . , k}, z ∈ {k + 1, . . . , n}. Then Su z = P 1z * · · · * P kz , for every z ∈ {k + 1, . . . , n} and Su y = P a k+1 yk+1 * · · · * P an yn , for every y ∈ {1, . . . , k}.
Proof. It is clear that the minimal primes of S are as described as in the statement of the lemma. First, assume z ∈ {k +1, . . . , n}. Because P 1z , . . . , P kz are k different minimal primes, it follows that P 1z * · · · * P kz = P 1z ∩ · · · ∩ P kz . As the intersection consists of elements that are either products of generators with u z involved or the full product u 1 · · · u k = u a k+1 k+1 · · · u az z · · · u an n , it follows that P 1z ∩ · · · ∩ P kz = (u 1 , u z ) ∩ · · · ∩ (u k , u z ) = Su z .
Second, assume that y ∈ {1, . . . , k}. Note that P a k+1 yk+1 * · · · * P an yn = (P a k+1 yk+1 · · · P an yn ) * = (S : (S : (P a k+1 yk+1 · · · P an yn ))).
Because of u a k+1 k+1 · · · u an n = u 1 · · · u y · · · u k ∈ P a k+1 yk+1 · · · P an yn , it easily is verified that P a k+1 yk+1 · · · P an yn ⊆ Su y , and hence (S : (S : (P a k+1 yk+1 · · · P an yn ))) ⊆ Su y .
On the other hand, since u a k+1 +···+an y ∈ P a k+1 yk+1 · · · P an yn , it follows that (S : (P a k+1 yk+1 · · · P an yn )) ⊆ Su −l y , for some positive integer l. We claim that one may take l = 1. We show this by contradiction. So suppose there exists an element g ∈ (S : (P a k+1 yk+1 · · · P an yn )) ⊆ Su −l y , such that g / ∈ Su −1 y . Hence g = su −l ′ y , with s / ∈ Su y and l ′ ≥ 2. Because u a k+1 k+1 · · · u an n = u 1 · · · u y · · · u k ∈ P a k+1 yk+1 · · · P an yn , we get that su −l ′ y u 1 · · · u y · · · u k = su −l ′ +1 y t ∈ S, where t = u 1 · · · u y−1 u y+1 · · · u k . Consequently, st ∈ Su l ′ −1 y . Since s / ∈ Su y , the defining relation implies that st / ∈ Su y and hence l ′ −1 = 0, a contradiction. This proves the claim. Therefore we obtain that (S : (P a k+1 yk+1 · · · P an yn )) ⊆ Su −1 y and hence Su y ⊆ (S : (S : (P a k+1 yk+1 · · · P an yn ))), which completes the proof.
Note that from the lemma it follows that, if k = 1, the minimal primes of S are principal. In particular, in this case, it follows that cl(S) = {1}. We now describe the class group of S in general. Let w = u i 1 · · · u i k ∈ S. Then Sw = Su i 1 * · · · * Su i k in the group D(S). Every S u j in D(S) is a (unique) product of certain minimal primes P j , which leads to a unique presentation of Sw as a product of generators of the free group D(S). Therefore, every relation in cl(S) is a consequence of the relations obtained from the presentation of each Su j as a product of some P l . This will be used in the following proof and also in the proof of Theorem 3.4.
k+1 · · · u an n be an abelian maximal order (with all a i > 0). Then
where d = gcd(a k+1 , . . . , a n ), k(n − k) is the number of minimal primes in S and n − 1 is the torsion-free rank of SS −1 . In particular, if d = 1, then the class group of S is torsion free.
Proof. Clearly, because of the comment before the theorem, the result is true for k = 1. So assume now that k ≥ 2. Recall that cl(S) ∼ = D(S)/P (S) and that D(S) is the free abelian group with the basis consisting of the minimal primes of S. As there are k(n − k) minimal primes P yz in S (with 1 ≤ y ≤ k, k + 1 ≤ z ≤ n), we get that D(S) ∼ = Z k(n−k) . On the other hand, P (S) = gr(Su y , Su z | y ∈ {1, . . . , k}, z ∈ {k + 1, . . . , n}). Hence, by Lemma 2.3,
In the proof we will abuse notation by simply writing P a l yl * as P a l yl . For z ∈ {k + 1, . . . , n} and y ∈ {1, . . . , k}, put
where α l is such that α l d = a l . So, cl(S) = gr(P yz | y ∈ {1, . . . , k}, z ∈ {k + 1, . . . , n}) /gr(Q z , Q d y | 1 ≤ y ≤ k, k + 1 ≤ z ≤ n).
For k + 1 ≤ z ≤ n, we have in cl(S)
and thus, in particular,
Hence, because of (3), cl(S) is generated by P yz with y ∈ {2, . . . , k} and z ∈ {k + 1, . . . , n}. Using (4), one then easily verifies that
Hence, it easily is seen that
Consider the subgroup H y = gr(Q y ) of the free abelian group F y = gr(P yz | z ∈ {k + 1, . . . , n}) with basis {P yz | z ∈ {k + 1, . . . , n}}. We claim that F y /H y is a torsion free group, and hence that cl(S) is torsion free, provided that d = 1. In order to prove this, we need to show that F y /H y does not contain elements of order p, for any prime p.
Suppose the quotient group has an element n z=k+1 P yz γz of prime order p, with P yz denoting the image of P yz in F y /H y . In particular we have that n z=k+1 P γz yz / ∈ gr(Q y ). Then
for some m ∈ Z. But this implies that, for every z ∈ {k + 1, . . . , n}:
Since p is prime, either p | m or p | α z for every z. The latter is impossible as gcd(α k+1 , . . . , α n ) = 1. Thus p | m. But then it follows that n z=k+1 P γz yz ∈ gr(Q y ), a contradiction. So indeed, F y /H y is torsion free. Clearly we then have that F y /H y is free abelian of rank n − k − 1. Finally, it easily follows from the defining relation that Q y yields an element of order d in F y /gr(Q d y ). Again, since F y /H y is torsion free, we get that
Clearly, (n − k − 1)(k − 1) = k(n − k) − (n − 1) and therefore the proof is finished.
Finitely presented maximal orders with two relations
In this section we obtain a characterization of finitely presented monoids that are maximal orders and that are defined by two relations. The class group of such monoids S, and therefore of the corresponding algebras K[S], is also determined. We start with some consequences of cancellativity.
Lemma 3.1 Let S = u 1 , . . . , u n be a finitely presented abelian monoid defined by two independent relations
where all w i are nonempty words. If S is cancellative, then supp(
Proof. To prove the first part of the statement, assume supp(w 1 )∩supp(w 2 ) = ∅. Hence w 1 = xy and w 2 = xz (as words) for some words x, y, z with supp(x) = ∅ and supp(y) ∩ supp(z) = ∅. Moreover y or z is nonempty. Since S is cancellative, it follows that y = z in S. Hence, both words y and z are nonempty, since otherwise we get that the unit group U (S) is nontrivial which is not possible because all w i are nonempty. Hence neither of w 1 , w 2 is a subword of y or of z. Thus, y = z in S implies that w 3 is a subword of y and w 4 is a subword of z (or the symmetric case). Let k be the maximal positive integer so that y = w k 3 and z = w k 4 z ′ (as words) for some y ′ and z ′ . Then, in S, we get that y ′ = z ′ and either y ′ or z ′ is not rewritable in S. Whence y ′ and z ′ are equal words. Since supp(y) ∩ supp(z) = ∅, we get that y = w k 3 and z = w k 4 (as words). The relation w 1 = w 2 thus looks like: xw k 3 = xw k 4 . So, it is a consequence of the second relation. This yields that the relations are dependent, a contradiction. Hence supp(w 1 ) ∩ supp(w 2 ) = ∅. As a similar argument applies also to the relation w 3 = w 4 , this finishes the proof of the first part of the statement. As a consequence, we can write the defining relations as follows
and D 4 are submonoids of S that are generated by disjoint subsets of the generating set {u 1 , . . . , u n } of S.
We now prove the second part of the statement. Suppose supp(x 1 )∩supp(x 3 ) = ∅. So, write
with
We will prove that supp(z 2 ) ∩ supp(z 4 ) = ∅. Assume, the contrary, that is, suppose that
is a proper subword of z 4 and z ′ 2 is a proper subword of z 2 ). Clearly,
The relations (5) and (7) imply the following equality in S
Because of (6) we obtain the following equality in S:
Note that w and w ′ are different words. Indeed, suppose the contrary. Then, since supp(x 1 ) ∩ supp(x 3 ) = ∅ and supp(z ′ 2 ) ∩ supp(z ′ 4 ) = ∅, we obtain that supp(w) = supp(w ′ ) = ∅. So, x 1 = x 3 (= x) and z 2 = z 4 (= z) and the defining relations are x 1 = z 2 and x 3 = z 4 . So, they are identical, a contradiction. It follows that indeed the words w, w ′ are different.
Similarly, if z 4 is a subword of z ′ 2 then z ′ 4 is empty and hence z 2 is not a subword of z ′ 4 . Therefore, we have that either z 2 is not a subword of z ′ 4 or z 4 is not a subword of z ′ 2 . By symmetry, we may assume the former.
is not a subword of w then w cannot be rewritten in S and so (as w and w ′ are different words) w = w ′ in S, a contradiction. Consequently,
Then v 3 , d 3 are empty and x 3 is a subword of x 1 . Thus, x 3 is empty and
are not subwords of w ′ . Therefore (and again because w and w ′ are different words but they are equal as elements of S), y 4 z 4 d 4 is a subword of w ′ . Then y 4 , d 4 are empty and z 4 is a subword of z ′ 2 . We thus get that z ′ 4 is empty,
The latter can be rewritten as
are not subwords of one of the words x 0 y 1 d 1 , v 2 z 0 d 2 (the former could only have w 3 = x 3 as a subword and the latter only w 4 = z 4 , but this would contradict the maximality of k). Therefore, this word cannot be rewritten in S and hence x 0 . Therefore the relations are dependent, again a contradiction.
Interchanging the left and right hand side of the second equation in (5) , it also follows that if supp(y 1 )∩supp(
The result therefore follows.
We note that, in the above lemma, if one of the words w i is empty, say w 1 , then the elements in the support of w 2 are invertible in S. Therefore, as S is a maximal order if and only if S/ U (S) is a maximal order, this case is reduced to one-relator monoids.
Theorem 3.2 Let S = u 1 , . . . , u n be a finitely presented abelian monoid with independent defining relations w 1 = w 2 and w 3 = w 4 and, for all i, |supp(w i )| ≥ 1. Then the semigroup S is a maximal order (or equivalently, the semigroup algebra K[S] is an integrally closed domain) if and only if the following conditions hold:
then one of the following properties holds (we may assume for simplicity that i = 1 and j = 3):
Proof. Note that S = S 1 × S 2 , where S 2 is the free abelian monoid generated by
and
Since S 2 is a maximal order, it follows that S is a maximal order if and only if S 1 is a maximal order, i.e. we may assume that {u 1 , . . . , u n } = 4 i=1 supp(w i ).
To prove the necessity of the conditions, suppose S is a cancellative maximal order. The first property follows from Lemma 3.1. We prove the second property by contradiction. So, assume that Hsupp(w 1 ) = ∅ and Hsupp(w 2 ) = ∅.
Note that there are two types of minimal primes in S. First, there are
where u i and u j each belong to the support of different sides of one of the defining relations and do not belong to the supports of the words in the other relation. To prove that Q is a prime ideal we may assume, by symmetry, that u i , u j ∈ supp(w 1 ) ∪ supp(w 2 ). Clearly, S/Q is then generated by the natural images of the elements u q , q = i, j, subject to the unique relation
, it is easily seen that (S/Q) \ {0} is a multiplicatively closed set, as desired. Second, there are minimal primes of the form
where u i belongs to the support of a word in each of the two relations, u j and u k belong to the support of a word in a defining relation but on a different side than u i , and furthermore u j and u k are involved in different relations. In particular, j = k by Lemma 3.1.
Choose u i ∈ Hsupp(w 1 ), u j ∈ Hsupp(w 2 ). We consider two cases.
Case 1: u i or u j belongs to supp(w 3 ) ∪ supp(w 4 ). Without loss of generality we may assume that u i ∈ supp(w 3 ) and supp(w 4 ) ∩ ( 3 i=1 supp(w i )) = ∅ (by Lemma 3.1). Take Q = (u i , u j , u k ), u k ∈ supp(w 4 ). Then Q is a minimal prime ideal of S and S Q = u i , u j , u k U (S Q ). Clearly, S Q /S Q u i is generated by units and the natural images of u j and u k . The defining relations of S take the following form in S Q /S Q u i :
for some α ≥ 2, and v, w units. Hence the monoid S Q /S Q u i modulo its units is generated by u j subject to the unique relation u α j = 0. Therefore (S Q /S Q u i ) \ {0} is not a group and thus S Q = u i U (S Q ). Similarly, S Q /S Q u j is generated by its units and the natural images of u j and u k . The defining relations of S take the following form in S Q /S Q u j :
for some β ≥ 2, v, x units and w ∈ S. Hence, the monoid S Q /S Q u j modulo its units is generated by {u 1 , . . . , u n } \ {u j , u k } subject to the unique relation
So also (S Q /S Q u j )\{0} is not a group and therefore S Q = U (S Q ) u j . Because S is a maximal order and thus S Q is a valuation semigroup, it follows that S Q = u k U (S Q ) and u k S Q is the unique prime ideal of S Q . We get that u i ∈ u k S Q . So S Q /u k S Q , modulo its units, is generated by u j subject to the unique relation 0 = u α j , for some α ≥ 2. So, (S Q /S Q u k ) \ {0} also is not a group, again a contradiction.
Consider the localization S Q = u i , u j U (S Q ). Because u i ∈ Hsupp(w 1 ) and u j ∈ Hsupp(w 2 ), by the same reasoning as above, we get S Q = u j U (S Q ), S Q = u i U (S Q ). Hence S Q = U (S Q ) u q , for every generator u q of S, in contradiction with the fact that S is a maximal order. This finishes the proof of the second property, and thus, similarly, also of the third property.
To prove property four, it is sufficient to deal with defining relations w 1 = w 2 and w 3 = w 4 , so that supp(w 1 ) ∩ supp(w 3 ) = ∅. Suppose furthermore that supp(w 2 ) ∩ supp(w 3 ) = ∅. Note that Lemma 3.1 implies that supp(w 4 )∩( 3 i=1 supp(w i )) = ∅. We need to show that Hsupp(w 4 ) = ∅. We prove this by contradiction, so suppose Hsupp(w 4 ) = ∅. Renumbering the generators, if necessary, we may write w 4 = u a l l · · · u an n , for some l ≤ n, and, without loss of generality, one can assume that a n > 1. Consider the minimal prime Q = (u i , u j , u n ) of S, with u i ∈ supp(w 1 ) ∩ supp(w 3 ) and u j ∈ supp(w 2 ) ∩ supp(w 3 ). So, the defining relations are of the form,
Furthermore (by a reasoning as above and since a n > 1)
So, since S is a maximal order, we must have S Q = U (S Q ) u n . However S Q /S Q u n modulo its units is generated by u i subject to the unique relation
To finish the proof of the necessity, we need now to consider the case where supp(w 2 ) ∩ supp(w 3 ) = supp(w 2 ) ∩ supp(w 4 ) = supp(w 1 ) ∩ supp(w 4 ) = ∅.
We show that Hsupp(w 2 ) = ∅ or Hsupp(w 4 ) = ∅. Assume the contrary, i.e., Hsupp(w 2 ) = ∅, Hsupp(w 4 ) = ∅ and Hsupp(w 1 ) = Hsupp(w 3 ) = ∅. Without loss of generality, we may assume u n ∈ Hsupp(w 4 ), so a n > 1. Consider the minimal prime Q = (u i , u k , u n ) of S, where u i ∈ supp(w 1 ) ∩ supp(w 3 ) and u k ∈ Hsupp(w 2 ) (and thus a k > 1). The defining relations are thus of the form
With arguments as before we also see that u k / ∈ U (S Q ) u n and u n / ∈ U (S Q ) u k . Hence S Q is not of the form U (S Q ) u q , for any generator u q , a contradiction.
We now prove the sufficiency of the conditions. So, suppose that conditions (1),(2),(3) and (4) hold.
Because the direct product of maximal orders again is a maximal order, it follows from Theorem 2.2 that S is a maximal order. Hence, for the rest of the proof, we may assume that condition (4) is not void.
We claim that if S is embedded in a group then the group SS −1 is torsion free (actually a free abelian group of rank n−2). Indeed, because of the assumptions there exists u i and ǫ ∈ {1, 2} so that u i ∈ supp(w ǫ ) and Hsupp(w ǫ ) = ∅. Renumbering the generators, if necessary, we may assume that i = 1. Then the relation w 1 = w 2 implies that
If the second property of (4) holds then supp(w 4 ) ∩ ( 3 i=1 supp(w i )) = ∅ and Hsupp(w 4 ) = ∅. So, in particular, u 1 ∈ supp(w 4 ) and for u k ∈ supp(w 4 ) we have that u k ∈ supp(w) ∪ supp(v) ∪ sup(w 3 ) and
with w 4 = uu k and supp(w 4 ) = supp(u) ∪ {u k }. Hence we obtain that SS −1 = gr({u 2 , . . . , u n } \ {u k }) and this is a free abelian group of rank n − 2, as claimed. If, on the other hand, the first property of (4) holds then, without loss of generality, we may assume that supp(w 1 ) ∩ supp(w 3 ) = ∅, Hsupp(w 2 ) = ∅ and u 1 ∈ supp(w 2 ). So,
. It follows that SS −1 = gr({u 2 , . . . , u n } \ {u k }), a free abelian group of rank n − 2. Finally, if Hsupp(w 3 ) = ∅ then Hsupp(w 4 ) = ∅. In this case write w 4 = u l v ′′ for some v ′′ with u l ∈ supp(v ′′ ) and supp(w 4 ) = {u k } ∪ supp(v ′′ ). It follows that SS −1 = gr({u 2 , . . . , u n } \ {u l }), again a free abelian group of rank n − 2, as desired.
So now we show that S is cancellative. By symmetry we can assume that Hsupp(w 4 ) = ∅. Then write
. , x p , y 1 , . . . , y q ∈ {u 1 , . . . , u n }, and supp(w 4 ) does not intersect nontrivially the support of any other word in the defining relations.
Let F be the free abelian monoid with basis supp(w 1 )∪{y 1 , . . . , y q }∪supp(w 3 )∪ {x 1 , . . . , x p−1 }. Then let T = F/ρ, where ρ is the congruence defined by the relation w 1 = w 2 . Since Hsupp(w 1 ) = ∅ or Hsupp(w 2 ) = ∅, we know from Theorem 2.2 that T is a cancellative maximal order. In particular, T T −1 is a torsion free group. Consider the semigroup morphism For simplicity we denote π(t) as t, for t ∈ T × u . We note that π | T , the restriction of π to T , is injective. Indeed, suppose s, t ∈ T are such that π(s) = π(t). Then
has a natural N-gradation, with respect to the degree in u. Clearly, s − t and w 3 have degree zero. Let α h be the highest degree term of α with respect to this gradation. Then, 0 = α h zu.
Since T × u is contained in a torsion free group, we know that K[T × u ] is a domain. So we get that α h = 0 and thus α = 0. Hence s = t and therefore indeed π | T is injective. So we will identify the element π(t) with t, for t ∈ T .
Next we note that u is a cancellable element in M. Indeed, let x, y ∈ M and suppose u x = u y. This means that Hence α 0 = 0, as K[T ] is a domain, and thus
Using again that K[T × u ] is a domain, we get from (8) that
Hence x = y ∈ M, as desired.
In the above we thus have shown that u is cancellable in M. Hence x p is cancellable in S. The argument of the proof holds for all elements x 1 , . . . , x p . So, all elements x 1 , . . . , x p are cancellable in S. By a similar argument, if Hsupp(w 2 ) = ∅, this also holds for all elements y i ∈ supp(w 2 ) \ supp(w 3 ).
On the other hand, if Hsupp(w 2 ) = ∅ and thus Hsupp(w 1 ) = ∅, then similarly one shows that u i is cancellable in S, for every u i ∈ supp(w 1 ) \ supp(w 3 ). Clearly, S is contained in its localization S C , with respect to the multiplicatively closed set of the cancellable elements. In view of the form of the defining relations of S, this implies that S C is a group. So S, is a cancellative monoid.
Finally, it remains to show that S is a maximal order in SS −1 . So assume that S satisfies conditions (1),(2),(3) and one of the properties in (4). Namely,
Furthermore, after renumbering if necessary, we may assume that
supp(w i )) = ∅ and Hsupp(w 1 ) = Hsupp(w 4 ) = ∅.
Hence we can write the defining relations of S as follows:
k 5 are the empty words).
As said before, it is easily seen that the minimal prime ideals of S are either of the form
where u i and u j each belong to the support of different sides of one of the defining relations and do not belong to the supports of the words in the other relation, or of the form
where u i belongs to the support of a word in each of the two relations, u j and u k belong to the support of a word in a defining relation but on a different side than u i , and furthermore u j and u k are involved in different relations. Because of the defining relations in S, it is easy to see that S Q = U (S Q ) u x for some x and this is a discrete valuation semigroup. Hence, to show that S is a maximal order, it is sufficient to show that S = Q S Q , where Q runs through all minimal prime ideals of S. In order to prove this, let s ∈ Q S Q and write for some e j ∈ Z. Note that, since the group SS −1 is free generated by {u 2 , . . . , u n−1 }, we can assume that e 1 = e n = 0. We introduce the following three sets (and agree that max(∅) = 0):
Note that max(A), max(B), max(B ∪ C) ≥ 0. We put j l = e l − a l max(A) for every l ∈ {1, . . . , k 1 }. To prove that s ∈ S it is sufficient to show that the following properties hold: 
So, applying the first of the defining relations, we get
Since − max(C) + max(B ∪ C) ≥ 0 and j l + max(B ∪ C) ≥ 0 for 1 ≤ l ≤ k 1 , it follows that s ∈ S, as desired. Indeed, if j l ≥ 0, then this is clear as
We now prove conditions (n1), (n2) and (n3). for some s ′ , s ′′ , s ′′′ ∈ U (S Q ). Since SS −1 is a free group with basis
it follows that e w + a w (e m + a m e z ) ≥ 0. Hence e w ≥ a w (−e m + a m (−e z )), for every z ∈ {k 5 + 1, . . . , n}, and thus e w ≥ a w (−j m ), for every m ∈ {1, . . . , k 1 }. In particular, if z = n then we get e w ≥ −a w e m . If additionally m = 1 then we get e w ≥ 0. Therefore, by the first part of the proof of (n2) it follows that e w ≥ a w max(B ∪ C), as desired. This ends the proof of the fact that S is a maximal order.
We finally describe the class groups of finitely presented abelian maximal orders on two relations. We use the same notation as in the proof of Theorem 3.2. Namely, if (supp(w 1 )∪supp(w 2 ))∩(supp(w 3 )∪supp(w 4 )) = ∅ then S ∼ = S 1 ×S 2 , with S 1 = supp(w 1 ) ∪ supp(w 2 ) | w 1 = w 2 and S 2 = supp(w 3 ) ∪ supp(w 4 ) | w 3 = w 4 . Clearly, in this case cl(S) ∼ = cl(S 1 ) × cl(S 2 ), and the result follows from Theorem 2.4. Furthermore, if S satisfies one of the properties in condition (4) in Theorem 3.2, we can write S = u 1 , . . . , u n with relations
In the next lemma, we describe the principal ideals as divisorial products of minimal prime ideals. 
Proof. Note that it follows from the proof of Theorem 3.2 that the minimal primes of S are as described in the statement of the lemma. We only will prove statements four and six. To prove the former, let w ∈ {1, . . . , k 1 }. Then,
Because u a k+1
it easily is verified that
and hence (S : (S : (u w , u k 1 +1 ) a k 1 +1 · · · (u w , u k 2 ) a k 2 (u w , u k 3 +1 ) a k 3 +1 · · · (u w , u k 4 ) a k 4 )) ⊆ Su w .
On the other hand,
for some positive integer l. We claim that one may take l = 1. We show this by contradiction. So suppose there exists an element
we get that
where t = u 1 · · · u w−1 u w+1 · · · u k 1 u k 2 +1 · · · u k 3 . Consequently, st ∈ Su l ′ −1 w . Since s / ∈ Su w , the defining relations imply that st / ∈ Su w and hence l ′ − 1 = 0, a contradiction. This proves the claim. Therefore we obtain that
So we have shown that
Let v ∈ {k 1 +1, . . . , k 2 , k 3 +1, . . . k 4 }. Because P w,v,k 5 +1 , . . . , P w,v,n are different minimal primes, P w,v,k 5 +1 * · · · * P w,v,n = P w,v,k 5 +1 ∩ · · · ∩ P w,v,n .
As the intersection consists of elements that are either products of generators with u w or u v involved or the full product u k 5 +1 · · · u n = u a 1 1 · · · u aw w · · · u a k 1
From (9) and (10) one obtains statement four of the lemma.
To prove the sixth statement of the lemma, let w ∈ {k 5 +1, . . . , n}. One readily verifies that
For v ∈ {1, . . . , k 1 }, one also obtains that
Furthermore, for v ′ ∈ {k 1 + 1, . . . , k 2 }, one can easily prove that
From (11), (12) and (13) we get
So statement six also has been proved.
In what follows we denote the set of minimal prime ideals of S by Spec 0 (S).
< n be an abelian maximal order. Then
. . , a k 2 , a k 3 +1 , . . . , a k 4 ) and
. . , a k 5 ). In particular, if d 1 = d 2 = 1, then the class group of S is torsion free.
Proof. It is shown in the proof of Theorem 3.2 that SS −1 ∼ = Fa n−2 , the free abelian group of rank n − 2. Because U (S) = {1}, we get that the torsion free rank of P (S) equals the torsion-free rank of SS −1 . Since the torsion free rank of cl(S) is the difference of the torsion-free rank of D(S) and the torsion free rank of P (S), to establish the description of the torsion free part of cl(S), we only need to show that there are (k 3 − k 2 )(k 4 − k 3 ) + (k 5 − k 4 )(n − k 5 ) + k 1 (k 4 − k 3 + k 2 − k 1 )(n − k 5 ) + (k 3 − k 2 )(k 2 − k 1 )(n − k 5 ) elements in Spec 0 (S). But this easily follows from the description of the minimal primes given in the proof of Indeed, factoring out the group P (S) in the presentation of cl(S) is equivalent with making elements listed in statements (1)-(6) in Lemma 3.3 trivial. Namely, making the elements in first three statements of this lemma trivial yields the fact that we can limit the generators as formulated (by the rewriting). On the other hand, factoring out Su w , for w ∈ {2, . . . , k 1 } ∪ {k 2 + 1, . . . , k 3 } ∪ {k 5 + 2, . . . , n}, is equivalent with making the elements of the remaining statements (4), (5) and (6) trivial.
Using again Lemma 3.3, we get that cl(S) can be described as Also
with β l,m d 2 = a l a m , for l ∈ {1, . . . , k 1 }, m ∈ {k 1 + 1, . . . , k 2 } ∪ {k 3 + 1, . . . , k 4 }, γ m d 2 = b m , for m ∈ {k 1 + 1, . . . , k 2 }, γ l d 2 = a l , for l ∈ {k 4 + 1, . . . , k 5 } and with d 2 = gcd(a 1 d 1 , . . . , a k 1 d 1 , b k 1 +1 , . . . , b k 2 , a k 4 +1 , . . . , a k 5 ) = gcd(a 1 {a k 1 +1 , ..., a k 2 , a k 3 +1 , ..., a k 4 }, . . . , a k 1 {a k 1 +1 , ..., a k 2 , a k 3 +1 , ..., a k 4 }, b k 1 +1 , . . . , b k 2 , a k 4 +1 , . . . , a k 5 ).
Consider the subgroup
of the free abelian group
We claim that F/H is a torsion free group, and hence that cl(S) is torsion free, provided that d 1 = d 2 = 1. In order to prove this, we need to show that F/H does not contain elements of order p, for any prime p. Let F p = Z p ⊗ Z F , a Z p -vector space. Since we use the multiplicative notation for groups, we note that the scalars of basis elements are written as exponents.
The natural image of f ∈ F in F p is denoted by f . Clearly, the set consisting of the elements P y,z and P t,v,x forms a basis of F p . Let H p = Z p ⊗ Z H, a subspace of F p . The natural image of z ∈ Z in Z p we denote by z.
It is sufficient to prove that if f ∈ F with f p = h ∈ H then f p = (h ′ ) p for some h ′ ∈ H. Indeed, since F is torsion free, we then get that f = h ′ ∈ H. To prove the former, it is sufficient to show that the set
. . , k 1 }, w ′ ∈ {k 2 + 1, . . . , k 3 }, w ′′ ∈ {k 5 + 2, . . . , n}} is Z p -linearly independent. Indeed, let f ∈ F be so that f p ∈ H. Write f p = w,w ′ ,w ′′ Q xw w S
Because of the Z p -linear independence, we thus get that all x w = x w ′ = x w ′′ = 0. Hence x w = py w , x w ′ = py w ′ and x w ′′ = py w ′′ for some y w , y w ′ , y w ′′ ∈ Z. Consequently, f p = (h ′ ) p with
as desired.
In order to prove that {Q w , S w ′ , R w ′′ | w ∈ {2, . . . , k 1 }, w ′ ∈ {k 2 + 1, . . . , k 3 }, w ′′ ∈ {k 5 + 2, . . . , n}} is Z p -linearly independent, assume δ w , δ w ′ , δ w ′′ ∈ Z p are such that f = w,w ′ ,w ′′ Q δw w S δ w ′ w ′ R δ w ′′ w ′′ = 1. We need to show that all δ w , δ w ′ , δ w ′′ are zero. Let w ∈ {2, . . . , k 1 }. For x ∈ {k 1 + 1, . . . , k 2 }, the Z pexponent of P w,x,k 5 +1 in f is α x δ w . Hence, we get that α x δ w = 0. Similarly, for y ∈ {k 3 + 1, . . . , k 4 }, the exponent of P w,y,k 5 +1 is α y δ w . Hence α y δ w = 0. Since p is prime, it follows that, for every w ∈ {2, . . . , k 1 }, either δ w = 0 or p | gcd(α k 1 +1 , . . . , α k 2 , α k 3 +1 , . . . , α k 4 ).
Because gcd(α k 1 +1 , . . . , α k 2 , α k 3 +1 , . . . , α k 4 ) = 1, we get that δ w = 0, as desired. Now let w ′ ∈ {k 2 + 1, . . . , k 3 } and x ∈ {k 1 + 1, . . . , k 2 }, y ∈ {k 3 + 1, . . . , k 4 }. The exponent of P w ′ ,x,k 5 +1 , respectively P w ′ ,y , in f is α x δ w ′ , respectively α y δ w ′ . Because gcd(α k 1 +1 , . . . , α k 2 , α k 3 +1 , . . . , α k 4 ) = 1, it follows that δ w ′ = 0, again as desired.
So now δ w = δ w ′ = 0 and w ′′ R δ w ′′ w ′′ = 1. We have to prove that δ w ′′ = 0. Therefore, let x ∈ {k 2 + 1, . . . , k 3 }. The exponent of P x,y,w ′′ is γ y δ w ′′ , for every y ∈ {k 1 + 1, . . . , k 2 }. On the other hand, for x ∈ {1, . . . , k 1 }, the exponent of P x,y,w ′′ is (β x,y + γ y )δ w ′′ , for every y ∈ {k 1 + 1, . . . , k 2 }. Hence the former case implies that γ y δ w ′′ = 0, for every y ∈ {k 1 + 1, . . . , k 2 } and thus the latter case implies that β x,y δ w ′′ = 0, for every x ∈ {1, . . . , k 1 }. On the other hand, if x ∈ {1, . . . , k 1 } and z ∈ {k 3 + 1, . . . , k 4 }, the exponent of P x,z,w ′′ is β x,z δ w ′′ and thus β x,z δ w ′′ = 0. Finally, if z ∈ {k 4 + 1, . . . , k 5 }, the exponent of P z,w ′′ is γ z δ w ′′ and thus γ z δ w ′′ = 0. Because gcd ( β i,j , γ l | i ∈ {1, . . . , k 1 }, j ∈ {k 1 + 1, . . . , k 2 , k 3 + 1, . . . , k 4 }, l ∈ {k 1 + 1, . . . , k 2 , k 4 + 1, . . . , k 5 }) = 1,
we thus obtain that δ w ′′ = 0. This ends the proof of the fact that all δ w , δ w ′ , δ w ′′ are zero, and hence F/H is torsion free, if d 1 = d 2 = 1.
We now consider the general case, that is d 1 and d 2 are not necessarily equal to 1. From the above it follows that the natural image of {Q w , S w ′ , R w ′′ | w ∈ {2, . . . , k 1 }, w ′ ∈ {k 2 + 1, . . . , k 3 }, w ′′ ∈ {k 5 + 2, . . . , n}} in F p is linearly independent for every prime p. Hence this set is Z-independent in the free abelian group F . We now show that in cl(S) gr(Q d 1 w , S d 1 w ′ , R d 2 w ′′ | w ∈ {2, . . . , k 1 }, w ′ ∈ {k 2 +1, . . . , k 3 }, w ′′ ∈ {k 5 +2, . . . , n})
with gr(Q w ) ∼ = Z d 1 , gr(S w ′ ) ∼ = Z d 1 and gr(R w ′′ ) ∼ = Z d 2 . For this it is sufficient to show, in F , that
w ′ ∈ {k 2 + 1, . . . , k 3 }, w ′′ ∈ {k 5 + 2, . . . , n}), with 0 ≤ δ w , δ w ′ < d 1 and 0 ≤ δ w ′′ < d 2 , implies δ w = δ w ′ = δ w ′′ = 0.
To prove the latter, note that, since {Q w , S w ′ , R w ′′ | w ∈ {2, . . . , k 1 }, w ′ ∈ {k 2 + 1, . . . , k 3 }, w ′′ ∈ {k 5 + 2, . . . , n}} is a Z-linear independent set in F , from (14) we get that, for each w, Q δw w ∈ gr(Q d 1 w ). This clearly implies that δ w = 0. Similarly we get that δ w ′ = δ w ′′ = 0. The finishes the proof of the theorem.
Comments and examples
In this final section we remark that Lemma 3.1 cannot be extended in a natural way to semigroups that are defined by more than two relations. In order to verify that the monoid is a maximal order, one of the properties to check first is whether the monoid is cancellative. In the case of monoids that are presented by at most two relations, we were able to show that at least one word in the defining relations does not overlap with any other word. Then, using also the maximal order condition, we obtained full control on the type of relations needed. Of course, there are many examples of cancellative semigroups defined by more than two relations, where the above mentioned property is not satisfied. It is unclear to the authors when such semigroups will be maximal orders. We illustrate this with the following two examples, each defined via three relations, and every word in the defining relations overlaps with at least one other word. However the first one is a maximal order while the second one is not. Since these examples do not contribute to any new results, the proofs will be omitted. is cancellative, but not a maximal order.
