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The Clausius-Mossotti formula for dilute random
media of perfectly conducting inclusions
Y. ALMOG ∗,
Abstract
We consider a large number of randomly dispersed spherical, identical, per-
fectly conducting inclusions (of infinite conductivity) in a bounded domain. The
host medium’s conductivity is finite and can be inhomogeneous. In the dilute
limit, with some boundedness assumption on a large number (proportional to
the global volume fraction raised to the power of −1/2) of marginal probability
densities, we prove convergence in H1 norm of the expectation of the solution
of the steady state heat equation, to the solution of an effective medium prob-
lem, where the conductivity is given by the Clausius-Mossotti formula. Error
estimates are provided as well.
1 Introduction
Consider a N spherical perfectly conducting inclusions of radius ǫ immersed in a
different medium of non-uniform conductivity a. Prescribing the temperature (or the
electric potential) on the boundary, the temperature field inside can be described as
the unique solution of the problem

div(a∇φ) = 0 in Ω \
N⋃
n=1
B(ηn, ǫ) ,
φ = f on ∂Ω ,
φ = Cn in B(ηn, ǫ) , 1 ≤ n ≤ N ,∫
∂B(ηn,ǫ)
a
∂φ
∂ν
ds = 0 .
(1.1a)
(1.1b)
(1.1c)
(1.1d)
In the above, Ω ⊂ R3 is bounded and smooth (say C2,α for some positive α ≥ 1/2),
a ∈ C1,α(Ω¯,R+), and hence,
0 < λ ≤ a(x) ≤ Λ ∀x ∈ Ω¯ , (1.2)
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{ηi}
N
i=1 denote the spherical inclusion centers, and f ∈ C
2,α(∂Ω).
The particles’ centers are assumed to be randomly distributed according to the
joint probability density function fN(η1, . . . , ηN), which is assumed to be invariant to
permutations of the centers as all particles are identical. Moreover, we assume that
the inclusions cannot overlap, i.e.,
∃1 ≤ i < j ≤ N : |ηi − ηj | < 2ǫ⇒ fN(η1, . . . , ηN) = 0 , (1.3)
and that no inclusion can cross the boundary, i.e.,
∃1 ≤ i ≤ N : d(ηi, ∂Ω) < ǫ⇒ fN(η1, . . . , ηN) = 0 . (1.4)
We focus our attention on the small particle limit in a dilute (or dispersive [6] )
medium, i.e., we first let ǫ→ 0 but keep the volume fraction β¯ fixed, where
β¯ =
4π
3
Nǫ3
|Ω|
, (1.5)
and then let β¯ → 0. Note that N must tend to infinity as ǫ→ 0 when β¯ is fixed. As
in [1] we assume
ǫ
C
< β¯ ≤
C
ln4 ǫ−1
. (1.6)
Let
fk(η1, . . . , ηk) =
∫
ΩN−k
fN(η1, . . . , ηk, ηk+1, . . . , ηN) dηk+1 · · · dηN ,
denote the k′th order marginal probability density. We assume here that for some
C0 > 0
‖fk‖L∞(Ωk) ≤ C
k
0 ∀1 ≤ k ≤ β¯
−1/2 , (1.7)
where C0 is independent of N and ǫ. We denote the expectation of any function
F (x, ·) ∈ L1(ΩN ), where x ∈ Ω, by
Ef
(
F (x, ·)
)
=
∫
ΩN
F (x, η1, . . . , ηN)fN(η1, . . . , ηN) dη1 · · · dηN . (1.8)
Define, next, the local volume fraction for all x ∈ Ω
β(x) = N
∫
B(x,ǫ)∩Ωǫ
f1(η) dη , (1.9)
where
Ωǫ = {x ∈ Ω | d(x, ∂Ω) > ǫ} . (1.10)
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Note that β(x) is the the probability that x ∈
N⋃
n=1
B(ηn, ǫ). It follows from (1.7) that
‖β(·)‖∞ ≤ Cβ¯ . (1.11)
Where ‖ · ‖p denotes the L
p(Ω) norm (p =∞ above). When Lp norms are evaluated
over domains different than Ω, we shall include them explicitly in the notation.
Under the above assumptions we prove the following theorem
Theorem 1. Let φ(·, η1, . . . , ηN) ∈ H
1(Ω) denote the unique weak solution of (1.1),
and suppose that (1.7) is satisfied. Let φe denote the solution of the effective medium
problem {
∇ · (ae∇φe) = 0 in Ω
φe = f on ∂Ω ,
(1.12)
where
ae(x) = a(x)(1 + 3β(x)) . (1.13)
Then, in the regime of (1.6), we have
‖Ef(φ)− φe‖1,2 ≤ C(Ω, σ)β¯
5/4 , (1.14)
where ‖ · ‖1,p denotes the W
1,p(Ω) norm.
Throughout the sequel, we always refer to solutions in a weak sense, including
places in the text where we do not state that explicitly.
In [1, 2] results similar Theorem 1 have been obtained, for the case where the
conductivity of the inclusion is a fixed and strictly positive. Within the theory of
stochastic homogenization, a similar situation has been treated in [10] for a discrete
operator, whereas in [4] the continuous case has been addressed, including the vector
case (thereby establishing a Clausius-Mossotti formula for the elastic constants of
random composite media). Despite the greater generality of the results in [4] from
some aspects (it also applies to dilute random perturbation of random media) , the
technique in [1, 2] as well as in the present contribution does not assume stationarity
and ergodicity of the probability density. These are fundamental assumptions in
the theory of homogenization [5, 11], and are certainly assumed in [4]. Moreover,
the results in [1, 2] can be easily generalized to higher dimensions and to arbitrary
inclusion shape (and even random shapes). We skip these generalization here for the
sake of simplicity, but manifest the greater generality of our technique by allowing for
an inhomogeneous conductivity. We note that one can extend the present analysis
to the case where the conductivity is anisotropic (or when a is replaced by a positive
3× 3 symmetric matrix A ∈ C1,α(Ω) whose eigenvalues satisfy (1.2)), as the Green’s
function estimate in Appendix A apply to this case as well. The vector case is deferred
to a later stage.
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The main progress offered by the present contribution is that it addresses the
case of perfect conductors (of infinite conductivity). This requirement of uniform
ellipticity, is a standard assumption within the theory of homogenization, and is
certainly assumed in [4]. Whereas for finite conductivity, one can present the effect of
inclusions by a discontinuous conductivity function, in the case of perfect conductors
it is impossible. Instead, we use here variational techniques to estimate the error
generated by approximating the contribution of each inclusion via the assumption that
it is given in a homogeneous temperature gradient field. These variational estimates
require further assumptions in the form of (1.7) beyond those made in [1]. Certainly,
one cannot obtain from them the Lp (for 1 < p < 2) estimates derived in [2]. We note
that the homogenization of a dilute periodic array of perfect conductors for the time
dependent heat equation has been treated in [9]. In [3] the time dependent problem
is addressed for a random medium, assuming that |ηi − ηj| ≥ Cβ¯
1/3 for all t > 0.
The rest of this contribution is arranged as follows. In the next section we review
a few basic preliminaries. In sections 3 and 4 we respectively derive (as in [1]) a few
necessary inequalities for the solution of (1.1) with N = 1 and N = 2. In § 5 we
derive an estimate of Ef (φ) using the single single inclusion solution of § 3. Finally,
in § 6 we complete the proof of Theorem 1.
http://www.zemereshet.co.il/song.asp?id=3704
2 Preliminaries
2.1 A variational principle
Set Bn = B(ηn, ǫ), and C = (C1, . . . , CN) ∈ R
N .
Lemma 2.1. Let
IN(w) =
∫
Ω\
N⋃
n=1
Bn
a|∇w|2 dx, (2.1)
defined on
XN(f, {gn}
N
n=1) =
⋃
C∈RN
HN(C, f, {gn}
N
n=1) , (2.2a)
where
HN(C, f, {gn}
N
n=1) = {w ∈ H
1(Ω) |w|∂Ω = f , w|∂Bn = gn+Cn; 1 ≤ n ≤ N} , (2.2b)
and f and {gn}
N
n=1 are in C
2,α. There exists a unique minimizer for IN in XN .
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Furthermore, the minimizer must be the unique solution of

div(a∇v) = 0 in Ω \
N⋃
n=1
Bn ,
v = f on ∂Ω ,
v = Cn + gn in Bn , 1 ≤ n ≤ N ,∫
∂Bn
a
∂v
∂ν
ds = 0 .
(2.3a)
(2.3b)
(2.3c)
(2.3d)
We skip here the rather standard proof of this lemma.
2.2 An integral representation
Let φ¯ denote the unique solution of{
Lφ¯ = 0 in Ω
φ¯ = f on ∂Ω ,
(2.4)
where L
def
= − div a∇. Let G : Ω × Ω → R+ denote the Green’s function associated
with the Dirichlet realization of L in Ω. Then, we have by Green’s formula, for all
x ∈ Ω \
N⋃
n=1
Bn,
φ(x, η1, . . . , ηN) =
∫
∂Ω∪
N⋃
n=1
∂Boutn
a(ξ)
[
G(x, ξ)
∂φ
∂ν
(ξ, η1, . . . , ηN)
− φ(ξ, η1, . . . , ηN)
∂G
∂ν
(x, ξ)
]
dsξ .
Since G(x, ·)|∂Ω = 0, and
φ¯ = −
∫
∂Ω
aφ
∂G
∂ν
dsξ ,
we obtain that
φ(x, η1, . . . , ηN) = φ¯(x) +
N∑
n=1
∫
∂Boutn
[
G(x, ξ)a(ξ)
∂φ
∂ν
(ξ, η1, . . . , ηN)−
φ(ξ, η1, . . . , ηN)a(ξ)
∂G
∂ν
(x, ξ)
]
dsξ .
Using (1.1c) and the fact that LG = 0 in Bn for all 1 ≤ n ≤ N then yields
φ(x, η1, . . . , ηN) = φ¯(x) +
N∑
n=1
∫
∂Boutn
G(x, ξ)a(ξ)
∂φ
∂ν
(ξ, η1, . . . , ηN) dsξ , (2.5)
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for all x ∈ Ω \
N⋃
n=1
Bn.
2.3 N-particle capacity
Let
CK(η1, . . . , ηK) = inf
u∈W(η1,...,ηK)
‖∇u‖22 , (2.6)
where
W(η1, . . . , ηK) =
{
u ∈ H10 (Ω) | u
∣∣
K⋃
k=1
Bk
≡ 1
}
.
We begin with the following useful bound
Lemma 2.2. Let CK(η1, . . . , ηK) be defined by (2.6). Then
CK(η1, . . . , ηK) ≤
K∑
k=1
C1(ηk) . (2.7)
See [8, Proposition 4.1.3] for the proof.
We can now establish the following bound for CK
Lemma 2.3. Let
δk = min
(
1,
d(ηk, ∂Ω)
ǫ
− 1
)
(2.8)
and CK(η1, . . . , ηK) be given by (2.6). Then, there exists C > 0, such that
CK(η1, . . . , ηK) ≤ Cǫ
K∑
k=1
(1 + ln(1/δk)) . (2.9)
Proof. In view of (2.7) suffices it to show that
C1(η) ≤ Cǫ ln(1/δ) , (2.10)
where δ = d(η, ∂Ω)/ǫ−1 To this end let x ∈ Ω. Let further lx denote the straight ray
emanating from η and passing through x. Let sx denote the closest (to x) intersection
point of lx with ∂Ω. Set then
u˜(x) = χ(|x− η|/ǫ)
{
1 x ∈ B(η, ǫ)
1− |x−η−ǫ|
|sx−η−ǫ|
x ∈ Ω \B(η, ǫ) ,
The cutoff function χ ∈ C1(R+; [0, 1]) satisfies
χ(x) =
{
1 x ≤ 1
0 x ≥ 2
|χ′| ≤ C . (2.11)
6
It can be easily verified that
‖∇u˜‖22 ≤ Cǫ ln(1/δ) ,
from which (2.10), and then (2.9) easily follow.
3 Single inclusion
We next define the one-particle problem. Let B = B(η, ǫ) and
Ωǫ = {x ∈ Ω | d(x, ∂Ω) > ǫ} . (3.1)
For every η ∈ Ωǫ, let ψ1(·, η) : Ω→ R and C1 ∈ R denote the unique solution of

Lψ1(·, η) = 0 in Ω \B
ψ1(·, η) = f on ∂Ω
ψ1 = C1 in B ,∫
∂B
a∂ψ1
∂ν
ds = 0 .
(3.2)
Set
φ1(·, η) := ψ1(·, η)− φ¯ . (3.3)
For all η ∈ Ωǫ, define φ0(·, η) : Ω→ R as
φ0(x, η) =
{
−(x− η) · ∇φ¯(η) ǫ
3
|x−η|3
+ Ca
ǫ3
r
x ∈ Ω \B(η, ǫ)
−(x− η) · ∇φ¯(η) + Caǫ
2 x ∈ B(η, ǫ)
. (3.4)
Where Ca is so chosen that∫
∂B(η,ǫ)
a(ξ)
∂φ0
∂ν
(ξ, η) dsξ = 0 . (3.5)
It can be easily verified that
Ca(η) =
2
ǫ
∫
B(η,ǫ)
∇a(ξ) · ∇φ¯(η) dξ∫
∂B(η,ǫ)
a(ξ) dsξ
.
As a ∈ C1,α we then obtain that
Ca =
2
3
∇φ¯(η) · ∇a(η)
a(η)
+O(ǫα) . (3.6)
We can now state the following
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Lemma 3.1. Let φ1 be given by (3.3). Define for each η ∈ Ωǫ, u1(·, η) : Ω→ R by
v1(x, η) = φ1(x, η)− φ0(x, η) . (3.7)
Then,
‖∇v1(·, η)‖2 ≤ C(Ω)
(
ǫ5/2 +
ǫ3
d(η, ∂Ω)3/2
)
. (3.8)
Proof. By (3.2), (3.3), and (3.7) we have that (v1, C1) is the solution of

Lv1(·, η) = 0 in Ω \B
v1(·, η) = −φ0(·, η) on ∂Ω
v1 = C1 − φ¯2(·, η) in B ,∫
∂B
a∂v1
∂ν
ds = 0 ,
(3.9)
where
φ¯2(x, η) = φ¯(x)− φ¯(η)− (x− η) · ∇φ¯(η) . (3.10)
It can be easily verified that v1 is the minimizer in X1(−φ0,−φ¯2) of (2.1).
Suppose first that d(η, ∂Ω) ≥ 2ǫ. Set then
w(x) = ζ(t)φ0(s, η)(1− χ(|x− η|/ǫ)) + χ(|x− η|/ǫ)φ¯2(x) ,
in which t = d(x, ∂Ω) and s is the projection of x on ∂Ω, which is well-defined for
all t < δ0 (where δ0 is a property of the smooth boundary). The cutoff function
ζ ∈ C1(R+; [0, 1]) is supported on [0, δ], for some 0 < δ < δ0, and satisfies |ζ
′| ≤ C/δ,
and χ is given by (2.11). We then have
‖∇w‖L2(Ω\B) ≤ ‖∇(ζφ0(P ·, η))‖2 + ‖ζφ0(P ·, η)∇χ‖2 + ‖χ∇φ¯2‖2 + ‖φ¯2∇χ‖2 , (3.11)
in which P : Ω \ Ωδ0 → ∂Ω is the projection on the boundary (P (x) = s), where Ωδ0
is given by (1.10).
For the first term on the right-hand-side of (3.11) we have
‖∇(ζφ0)‖
2
2 ≤
C
δ
‖φ0(·, η)‖
2
L2(∂Ω) + Cδ‖∇sφ0(·, η)‖
2
L2(∂Ω) , (3.12)
where ∇s denotes the tangential derivative on ∂Ω. By (3.4) and the smoothness of
∂Ω we have
‖φ0(·, η)‖
2
L2(∂Ω) ≤ Cǫ
6
∫
∂Ω
dsξ
|ξ − η|4
≤
Cǫ6
∫
R2
dξ
[|ξ|2 + d(η, ∂Ω)2]2
≤ C
ǫ6
d(η, ∂Ω)2
. (3.13)
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In a similar manner we obtain that
‖∇sφ0(·, η)‖
2
L2(∂Ω) ≤ C
ǫ6
d(η, ∂Ω)4
,
which together with (3.13) and (3.12) yields
‖∇(ζφ0)‖
2
2 ≤
C
δ
ǫ6
d(η, ∂Ω)2
+ Cδ
ǫ6
d(η, ∂Ω)4
.
Upon choosing
δ = min
(
d(η, ∂Ω), δ0
)
,
we obtain
‖∇(ζφ0)‖2 ≤ C
ǫ3
d(η, ∂Ω)3/2
. (3.14)
For the second term on the right-hand-side of (3.11) we have
‖ζφo(P ·, η)∇χ‖2 ≤ ‖φ0‖L∞(∂Ω)‖∇χ‖2 ≤ C
ǫ7/2
d(η, ∂Ω)2
. (3.15)
For the last two terms on the right-hand-side of (3.11) we easily obtain, using the
fact that φ¯ ∈ C2,α((¯Ω),
‖χ∇φ¯2‖2 + ‖φ¯2∇χ‖2 ≤ C(ǫ
3/2‖∇φ¯2‖∞ + ǫ
1/2‖φ¯2‖∞) ≤ Cǫ
5/2 .
Combining the above with (3.15), (3.14), yields
‖∇w‖L2(Ω\B) ≤ C(Ω, σ)
(
ǫ5/2 +
ǫ3
d(η, ∂Ω)3/2
)
.
By (3.9) we have that
‖∇v1‖L2(B) = ‖∇φ¯2‖L2(B) ≤ Cε
5/2 . (3.16)
Hence, since w ∈ X1(−φ0,−φ¯2) we have that
‖∇v1‖2 ≤ CI1(W ) + Cǫ
5/2 ≤ C(Ω)
(
ǫ5/2 +
ǫ3
d(η, ∂Ω)3/2
)
. (3.17)
Consider next the case d(η, ∂Ω) ≤ 2ǫ. Here we set
w0(x, η) = −φ0(x, η) +
[φ¯2(σ, η)− φ0(σ, η)]− [φ¯2(τ, η)− φ0(τ, η)]
|τ ∗ − τ |
|τ ∗ − x| , (3.18)
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where σ = P (η), τ ∈ ∂B is given by
τ = η + ǫ
x− η
|x− η|
,
and τ ∗ ∈ ∂Ω is chosen so that
τ ∗ − η
|τ ∗ − η|
=
x− η
|x− η|
.
If Ω is convex, then τ ∗ is uniquely defined. Otherwise we choose τ ∗ as the closest
point to η on ∂Ω in the above direction. We then choose
v(x, η) = −ζ(t)φ0(s, η)(1− χ(|x− η|/ǫ)) + χ(|x− η|/ǫ)w0(x) ,
where ζ and χ are as above. Note that since φ¯2(σ, η) − φ0(σ, η) is independent of x
we have v ∈ X1(−φ0,−φ¯2). Clearly,
‖∇v‖L2(Ω\B) ≤ ‖∇(ζφ0(P ·, η))‖L2(Ω\B)+
‖ζφ0(P ·, η)∇χ‖2 + ‖χ∇w0‖L2(Ω\B) + ‖w0∇χ‖2 . (3.19)
For the third term we have
‖χ∇w0‖L2(Ω\B) ≤ ‖χ∇φ0‖L2(Ω\B) +
∥∥∥χφ¯2(σ, η)− φ¯2(τ, η)
|τ ∗ − τ |
∥∥∥
L2(Ω\B)
+
∥∥∥χφ0(σ, η)− φ0(τ, η)
|τ ∗ − τ |
∥∥∥
L2(Ω\B)
Estimating the boundary by its tangent plane at s we obtain
∥∥∥χφ¯2(σ)− φ¯2(τ)
|τ ∗ − τ |
∥∥∥2
L2(Ω\B)
≤ Cǫ2
∥∥∥χ |σ − τ |
|τ ∗ − τ |
∥∥∥2
L2(Ω\B)
≤ Cǫ2
∫ π/4
0
∫ hǫ(φ)
ǫ
[ǫ2 + (d+ ǫ)2 − 2ǫ(d+ ǫ) cosφ]ρ2 sinφ cos2 φ
[(ǫ+ d)− ǫ cosφ]2
dρ dφ ≤ Cǫ5 ,
where hǫ(φ) = (d+ ǫ)min(sec φ, 2). Similarly, we obtain that∥∥∥χφ0(σ, η)− φ0(τ, η)
|τ ∗ − τ |
∥∥∥
L2(Ω/B)
≤ Cǫ3/2 .
Hence,
‖χ∇w0‖L2(Ω\B) ≤ Cǫ
3/2 . (3.20)
In a similar manner we obtain that
‖w0∇χ‖2 ≤ Cǫ
3/2
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Substituting the above, together with (3.14), (3.15), and (3.20) into (3.19) then yields
‖∇v‖L2(Ω\B) ≤ Cǫ
3/2 ,
which together with (3.16) and (3.17) yields (3.8).
An immediate corollary follows
Corollary 3.1. There exists C(Ω, f, λ,Λ) > 0 such that
‖∇φ1(·, η)‖2 ≤ Cǫ
3/2 . (3.21)
We continue by the following simple result
Lemma 3.2. There exists C(Ω, f) > 0 such that
‖φ1(·, η)‖∞ ≤ Cǫ . (3.22)
Proof. By (3.2) we have that


Lφ1(·, η) = 0 in Ω \B
φ1(·, η) = 0 on ∂Ω
φ1 = C1 − φ¯ in B ,∫
∂B
a∂φ1
∂ν
ds = 0 .
(3.23)
It can be easily verified that φ1 is the minimizer of (2.1) in X1(0,−φ¯) For fixed C ∈ R
denote by wC the minimizer of (2.1) in H1(C, 0,−φ¯). Clearly,
I1(wC) ≥ λ inf
w∈H1(R3\B)
(w−wC)|∂B=0
‖∇w‖2L2(R3\B) .
Let C¯ = (φ¯)∂B, where (·)U denotes the average on U . Since
inf
w∈H1(R3\B)
(w−wC)|∂B=0
‖∇w‖2L2(R3\B) ≥ 4π|C − C¯|
2ǫ ,
and since φ1 = wC1 , we obtain from (3.21) that
4πλ|C1 − C¯|
2ǫ ≤ ‖∇φ1(·, η)‖
2
2 ≤ Cǫ
3 .
Hence,
‖C1 − φ¯‖L∞(∂B) ≤ ‖C¯ − φ¯‖L∞(∂B) + |C1 − C¯| ≤ Cǫ .
The lemma now follows from the maximum principle, both inside and outside B.
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We next derive a local L2 estimate for ∇φ1.
Lemma 3.3. Let φ1 be given by (3.3). Then, for all (z, η) ∈ Ω× Ωǫ,
‖∇φ1(·, η)‖
L2
(
B(z,ǫ)∩Ω
) ≤ C(Ω, f, λ,Λ) ǫ9/2
|z − η|3
, (3.24)
Proof. We first take the gradient of (2.5) with N = 1 to obtain
∇φ1(x, η) =
∫
∂B
∇xG(x, ξ)a(ξ)
∂ψ1
∂ν
(ξ, η) dsξ =
∫
∂B
∇xGa
(∂φ¯
∂ν
+
∂φ1
∂ν
)
dsξ (3.25)
for all x ∈ Ω \B. Consider first the case where |x− η| > 3ǫ. By (2.4) we have∫
∂B
a(ξ)∇xG(x, ξ)
∂φ¯
∂ν
(ξ) dsξ =
∫
B
∇x∇ξG(x, ξ) · a(ξ)∇φ¯(ξ) dξ .
In appendix A we show that
‖D2G‖(x, ξ) ≤
C(Ω)
|x− ξ|3
, (3.26)
where D2G denotes the Hessian matrix of G. Consequently, by (2.4),
∣∣∣ ∫
∂B
∇xG(x, ξ)a
∂φ¯
∂ν
dsξ
∣∣∣ = ∣∣∣ ∫
∂B
[∇xG(x, ξ)−∇xG(x, η)]a
∂φ¯
∂ν
dsξ
∣∣∣
≤ C
ǫ3
|x− η|3
. (3.27)
Furthermore, in view of (3.2), (3.3), and (2.4), we have that∫
∂B
∇xG(x, ξ)
∂φ1
∂ν
dsξ =
∫
∂B
[∇xG(x, ξ)−∇xG(x, η)]a
∂φ1
∂ν
dsξ .
Let χ be given by (2.11) and set χǫ = χ(|x− η|/ǫ). Suppose first that d(η, ∂Ω) ≥ 2ǫ.
Integration by parts then yields
∫
∂B
∇xG(x, ξ)a
∂φ1
∂ν
dsξ =
∫
Ω\B
χǫD
2
xξG · a∇φ1 dξ
+
∫
Ω\B
[∇xG(x, ξ)−∇xG(x, η)]∇χǫ · a∇φ1 dξ .
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Consequently, by (3.26) and (3.21) we obtain that∣∣∣ ∫
∂B
∇xG(x, ξ)a
∂φ1
∂ν
dsξ
∣∣∣ ≤ ‖D2G(x, ·)‖L∞(B(η,2ǫ))‖∇φ1(·, η)‖L1(Ω∩B(η,2ǫ)\B(η,ǫ)
≤ C
ǫ3
|x− η|3
. (3.28)
Next, consider the case |x− η| ≥ 3ǫ, and d(η, ∂Ω) < 2ǫ. Here we write,∫
∂B
∇xG(x, ξ)a
∂φ1
∂ν
dsξ =
∫
Ω\B
χǫD
2
xξG · a∇φ1 dξ +
∫
Ω\B
∇xG(x, ξ)∇χǫ · a∇φ1 dξ .
The first integral on the right-hand-side can be estimated in precisely the same manner
as in (3.28) to obtain that∣∣∣ ∫
Ω\B
χǫD
2
xξG · a∇φ1 dξ
∣∣∣ ≤ C ǫ3
|x− η|3
.
To estimate the second integral we first observe that since ∇xG(x, ·) ≡ 0 on ∂Ω, and
hence
‖∇xG(x, ·) ∩ Ω‖L∞(B(η,2ǫ)∩Ω ≤ 4ǫ‖D
2G(x, ·)‖L∞(B(η,2ǫ)∩Ω . (3.29)
Hence, as in (3.27) we have∣∣∣ ∫
Ω\B
∇xG(x, ξ)∇χǫ · a∇φ1 dξ
∣∣∣ ≤
C‖D2G(x, ·)‖L∞(B(η,2ǫ))‖∇φ1(·, η)‖L1(Ω∩B(η,2ǫ)\B(η,ǫ) ≤ C
ǫ3
|x− η|3
.
The above, in conjunction with (3.27) and (3.28), leads to
|∇φ1(x, η)| ≤ C
ǫ3
|x− η|3
, (3.30)
from which (3.24) easily follows for the case |z − η| ≥ 4ǫ. When |z − η| ≤ 4ǫ it
immediately follows from (3.21).
4 Two inclusions
We now proceed to consider a two-particle problem. Let ψ2(·, η1, η2) : Ω→ R denote,
for every (η1, η2) ∈ Ωǫ × Ωǫ, the unique (weak) solution of

Lψ2(x, η1, η2)) = 0 x ∈ Ω \ (B1 ∪B2)
ψ2(x, η1, η2) = f x ∈ ∂Ω ,
ψ2 = Ci in Bi i = 1, 2 . ,∫
∂Bi
a∂ψ2
∂ν
ds = 0 i = 1, 2 ,
(4.1)
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where Bi = B(ηi, ǫ). We then set
v2(·, η1, η2) = ψ2(·, η1, η2)− φ¯− φ1(·, η1)− φ1(·, η2) . (4.2)
For convenience of notation we set
‖ · ‖2,o = ‖ · ‖
L2(Ω\
2⋃
n=1
Bi)
.
We begin with the following global estimate
Lemma 4.1. Let δi be given by (2.8) and v2 be defined by (4.2). Then
‖∇v2(·, η1, η2)‖2 ≤ C
ǫ9/2
|η2 − η1|3
[1 + (| ln δ1|+ | ln δ2|)1B(η1,4ǫ)(η2)]
1/2 . (4.3)
Proof. It can be easily verified that


Lv2(·, η1, η2)) = 0 in Ω ,
v2(·, η1, η2) = 0 on ∂Ω ,
v2 = Ci − φ1(·, η3−i) in Bi i = 1, 2 ,∫
∂Bi
a
∂v2
∂ν
ds = 0 i = 1, 2 .
(4.4a)
(4.4b)
(4.4c)
(4.4d)
We note further that v2 is the minimizer in of I2 in X2(0,−{φ1(·, η3−i)}
2
i=1), respec-
tively given by (2.1) and (2.2).
Consider first the case where |η2 − η1| > 4ǫ and δ1 = δ2 = 1. Let χ
i
ǫ(x) =
χ(|x− ηi|/ǫ) (i = 1, 2), where χ is defined by (2.11). Then, set
w = −χ1
(
φ1(·, η2)− φ1(η1, η2)
)
− χ2
(
φ1(·, η1)− φ1(η2, η1)
)
. (4.5)
Clearly, w ∈ X2(0,−{φ1(·, η3−i)}
2
i=1). Consequently,
‖a1/2∇v2‖2,o ≤ ‖a
1/2∇w‖2,o ≤ C
2∑
i=1
‖χi∇φ1(·, η3−i))‖2,o
+
∥∥(φ1(·, η3−i)− φ1(ηi, η3−i))∇χi∥∥2,o . (4.6)
By (3.24) we have that
‖χi∇φ1(·, η3−i))‖2 ≤ C
ǫ9/2
|η2 − η1|3
.
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Furthermore, by (3.30) we have that
Σ2i=1
∥∥(φ1(·, η3−i)− φ1(ηi, η3−i))∇χi∥∥2 ≤
Cǫ3/2
(
(‖∇φ1(·, η2)‖L∞(B(η1,2ǫ)) + ‖∇φ1(·, η1)‖L∞(B(η2 ,2ǫ))
)
≤ C
ǫ9/2
|η2 − η1|3
.
Hence, by (4.6) we obtain that
‖∇v2(·, η1, η2)‖2,o ≤ C
ǫ9/2
|η2 − η1|3
. (4.7)
Next we consider the case |η2 − η1| < 4ǫ and δ1 = δ2 = 1. Let
Um =
(
B(η1, mǫ) ∪ B(η2, mǫ)
)
∩ Ω (4.8)
and define the cutoff function ζ2 ∈ C
∞
0 (Ω, [0, 1])
ζ2(x) =
{
1 x ∈ U1
0 x ∈ Ω \ U2 .
|∇ζ | ≤
C
ǫ
. (4.9)
Then we set
w = −ζ2[(φ¯+ φ1(·, η1) + φ1(·, η2))− φ¯(η1)] . (4.10)
It can be easily verified from (3.23) that w ∈ X2(0,−{φ1(·, η3−i)}
2
i=1). Conse-
quently,
‖∇v2‖2,o ≤ C
(
‖ζ2∇φ¯‖2 + ‖(φ¯− φ¯(η1))∇ζ‖2 + ‖∇φ1(·, η1)‖2 + ‖∇φ1(·, η2)‖2+
‖[φ1(·, η1)− (φ˜1(·, η1))B(η¯,4ǫ)]∇ζ‖2 + ‖[φ1(·, η2)− (φ˜1(·, η2))B(η¯,4ǫ)]∇ζ‖2
)
.
Since φ¯ ∈ C2,α(Ω¯) we have
‖ζ∇φ¯‖2 + ‖(φ¯− φ¯(η1))∇ζ‖2 ≤ Cǫ
3/2 .
By (3.21) we have that
‖∇φ1(·, η1)‖2 + ‖∇φ1(·, η2)‖2 ≤ Cǫ
3/2 .
Finally, by (3.22), we obtain that
‖φ1(·, η1)∇ζ‖2 + ‖φ1(·, η2)∇ζ‖2 ≤ Cǫ
3/2 .
Hence
‖∇v2(·, η1, η2)‖2,o ≤ Cǫ
3/2 . (4.11)
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Consider next the case min(δ1, δ2) < 1 and |η2 − η1| ≥ 4ǫ. Let zi ∈ B(η3−i, 2ǫ)
satisfy
|φ1(zi, ηi)| = min
x∈B(η3−i,2ǫ)
|φ1(x, ηi)| ,
and Ki = φ1(zi, ηi) for i = 1, 2. Then, we set
w = −χ1(φ1(·, η2)−K2)− χ2(φ1(·, η1)−K1) .
Since φ1(·, η) ∈ H
1
0 (Ω) we have w ∈ X2(0,−{φ1(·, η3−i)}
2
i=1). As in (4.6) we then
obtain that
‖∇v2(·, η1, η2)‖2,o ≤ C
2∑
i=1
[
‖χ3−i∇φ1(·, ηi))‖2+
∥∥(φ1(·, ηi)−Ki)∇χ3−i∥∥2] ≤ C ǫ9/2|η2 − η1|3 . (4.12)
Finally, we consider the case min(δ1, δ2) < 1 and |η2 − η1| < 4ǫ. Let C2(η1, η2) be
given by (2.6) and let κ2(·, η1, η2) ∈ W(η1, η2) denote its associated minimizer. Let
ζ2 ∈ C
∞(Ω, [0, 1]) satisfy
ζ2(x, η1, η2) =
{
1 x ∈ U1
0 x ∈ Ω \ U2
|∇ζ2| ≤
C
ǫ
(4.13)
Set then
w = −ζ2κ2(φ¯+ φ1(·, η1) + φ1(·, η2)− K˜2) ,
where
K˜2 = (φ¯)U2 ,
(recall that (·)U denotes the average over U). It can be easily verified that w ∈
X2(0,−{φ1(·, η3−i)}
2
i=1). Furthermore, by (3.21), (3.22), and (2.9) we have
‖∇w‖2 ≤ ‖φ¯+ φ1(·, η1) + φ1(·, η2)− K˜2‖L∞(U2)(‖∇κ2‖2 + ‖∇ζ2‖2) + ‖∇φ¯‖L2(U2∩Ω)
+ ‖∇φ1(·, η1)‖L2(U2) + ‖∇φ1(·, η2)‖L2(U2) ≤ Cǫ
3/2[1 + | ln δ1|+ | ln δ2|]
1/2 .
By the above, (4.7), (4.11), and (4.12) we have, thus, established that
‖∇v2(·, η1, η2)‖2,o ≤ C
ǫ9/2
|η2 − η1|3
[
1 + (| ln δ1|+ | ln δ2|)1B(η1,4ǫ)(η2)
]1/2
.
To complete the proof, we use (4.4c) and (3.24) to obtain that
‖∇v2(·, η1, η2)‖L2(U1) ≤ C
ǫ9/2
|η2 − η1|3
.
The lemma is proved.
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We next establish the following L∞ estimate, analogously to (3.22),
Lemma 4.2. There exists C(Ω, f, λ,Λ) > 0 such that
‖v2(·, η1, η2)‖∞ ≤ C
ǫ4
|η1 − η2|3
[1 + (| ln δ1|+ | ln δ2|)1B(η1,4ǫ)(η2)]
1/2 . (4.14)
Proof. Recall that that v2 is the minimizer of I2(w) given by (2.1) over all w ∈
X2(0,−{φ1(·, η3−i)}
2
i=1) given by (2.2). For fixed K = (K1, K2) ∈ R
2 denote by wK
the minimizer of I2(w) in H2(K1, K2, 0,−{φ1(·, η3−i)}
2
i=1)), given by (2.2b). Let, for
i = 1, 2,
w˜i
K
=


wK in Ω \ U1
K3−i − φ1(·, ηi) in B3−i
0 x ∈ R3 \ Ω .
Clearly, w˜i
K
∈ H1(R3 \Bi) and hence
I2(wK) + ‖a
1/2∇φ1(·, ηi)‖
2
L2(B3−i)
= ‖a1/2∇w˜i
K
‖2L2(R3\Bi) ≥ λ infw∈Vi
‖∇w‖2L2(R3\Bi) ,
(4.15)
where
Vi(K) = {w ∈ H
1(R3 \Bi) | (w − wK)|Bi = 0 } .
Next, we set C¯i = (φ1(·, η3−i))∂Bi . By (3.24) and (4.15) we have that
I2(wK) ≥ 4πλ|Ki − C¯i|
2ǫ− C
ǫ9
|η1 − η2|6
.
Let C = (C1, C2). Since v2 = wC, we obtain from (4.3) that
4πλ max
i∈{1,2}
|Ci − C¯i|
2ǫ− C
ǫ9
|η1 − η2|6
≤ ‖a1/2∇v2(·, η1, η2)‖
2
2,o ≤
C
ǫ9
|η1 − η2|6
[1 + (| ln δ1|+ | ln δ2|)1B(η1,4ǫ)(η2)] .
When |η1 − η2| > 3ǫ we have by (3.30), for i=1,2,
‖C¯i − φ1(·, η3−i)‖L∞(∂Bi) ≤ C
ǫ4
|η1 − η2|3
,
whereas for |η1 − η2| ≤ 3ǫ we have by (3.22) that
‖C¯i − φ1(·, η3−i)‖L∞(∂Bi) ≤ Cǫ .
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Consequently,
‖Ci − φ1(·, η3−i)‖L∞(∂Bi) ≤ ‖C¯i − φ1(·, η3−i)‖L∞(∂Bi) + |Ci − C¯i| ≤
C
ǫ4
|η1 − η2|3
[
1 + (| ln δ1|+ | ln δ2|)1B(η1,4ǫ)(η2)
]1/2
.
The lemma now follows from the maximum principle.
Finally, we establish a local L2 estimate, as in (3.24) for ∇v2.
Lemma 4.3. Let v2 be given by (4.2). Then, for all z ∈ Ω and (η1, η2) ∈ Ωǫ × Ωǫ
such that |η1 − η2| ≥ 2ǫ we have
‖∇v2(·, η1, η2)‖L2(B(z,ǫ)∩Ω) ≤ C(Ω, f, λ,Λ)
ǫ15/2
|η1 − η2|3
×[ 1
|z − η1|3
+
1
|z − η2|3
][
1 + (| ln δ1|+ | ln δ2|)1B(η1,4ǫ)(η2)
]1/2
. (4.16)
Proof. Since by (2.5) for N = 2 we have
ψ2(x, η1, η2) = φ¯(x) +
2∑
n=1
∫
∂Bn
G(x, ξ)a(ξ)
∂ψ2
∂ν
(ξ, η1, η2) dsξ ,
it can be easily verified from (4.2), (3.3), and (3.25) that for any x ∈ Ω \ U1
∇v2(x, η1, η2) =
2∑
n=1
∫
∂Bn
∇xG(x, ξ)a(ξ)
[∂v2
∂ν
(ξ, η1, η2)−
∂φ1
∂ν
(ξ, η3−n)] dsξ .
Consider first the case d(x, U2) > ǫ. When d(U1, ∂Ω) > ǫ we observe, in view of (4.4),
that for n = 1, 2∫
∂Bn
∇xG(x, ξ)a(ξ)
∂v2
∂ν
(ξ, η1, η2) dsξ =∫
∂Bn
[∇xG(x, ξ)−∇xG(x, η)]a(ξ)
∂v2
∂ν
(ξ, η1, η2) dsξ .
Integration by parts then yields∫
∂U1
[∇xG(x, ξ)−∇xG(x, η)]a(ξ)
∂v2
∂ν
(ξ, η1, η2)dsξ =∫
Ω\U1
{
ζ2D
2
xξG+ [∇xG(x, ξ)−∇xG(x, η)]∇ζ2
}
· a∇v2 dξ ,
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where ζ2 is given by (4.13). By (3.26) and (4.3) we have that∫
Ω\U1
|ζ2D
2
xξG · a∇v2| dξ ≤ C
ǫ3/2
d(x, U1)3
‖∇v2‖2,o ≤
Cǫ6
|η1 − η2|3
[ 1
|x− η1|3
+
1
|x− η2|3
][
1 + (| ln δ1|+ | ln δ2|)1B(η1,4ǫ)(η2)
]1/2
, (4.17)
Similarly,∫
Ω\U1
∣∣∇xG(x, ξ)−∇xG(x, η)∣∣ |∇ζ2|a|∇v2| dξ ≤ ǫ‖D2xξG‖L∞(U2)Cǫ ‖∇v2‖L1(U2\U1)
≤
Cǫ6
|η1 − η2|3
[ 1
|x− η1|3
+
1
|x− η2|3
][
1 + (| ln δ1|+ | ln δ2|)1B(η1,4ǫ)(η2)
]1/2
. (4.18)
When d(U1, ∂Ω) ≤ ǫ we have∫
∂U1
∇xG(x, ξ)a(ξ)
∂v2
∂ν
(ξ, η1, η2)dsξ =∫
Ω\U1
{
ζ2D
2
xξG+∇xG(x, ξ)∇ζ2
}
· a∇v2 dξ . (4.19)
For the second term in the curly braces we have, in view of (3.29), that∫
Ω\U1
∇xG(x, ξ)∇ζ2 · a∇v2 dξ ≤
C
d(x, U1)3
‖∇v2‖L1(Ω∩U2\U1 ≤
Cǫ6
|η1 − η2|3
[ 1
|x− η1|3
+
1
|x− η2|3
]
|
[
1 + (| ln δ1|+ | ln δ2|)1B(η1,4ǫ)(η2)
]1/2
.
As (4.17) still holds when d(U1, ∂Ω) ≤ ǫ, we may use the above, together with (4.17)
and (4.19) to obtain
∣∣∣ ∫
∂U1
∇xG(x, ξ)a(ξ)
∂v2
∂ν
(ξ, η1, η2)dsξ| ≤
Cǫ6
|η1 − η2|3
[ 1
|x− η1|3
+
1
|x− η2|3
][
1 + (| ln δ1|+ | ln δ2|)1B(η1,4ǫ)(η2)
]1/2
.
In conjunction with (4.17) and (4.18) the above inequality yields for all U1 ⊂ Ω∣∣∣ ∫
∂U1
∇xG(x, ξ)a(ξ)
∂v2
∂ν
(ξ, η1, η2) dsξ
∣∣∣ ≤
Cǫ6
|η1 − η2|3
[ 1
|x− η1|3
+
1
|x− η2|3
]
|[1 + (| ln δ1|+ | ln δ2|)1B(η1,4ǫ)(η2)]
1/2 . (4.20)
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Finally, for n = 1, 2, we have whenever ηn ∈ Ωǫ
−
∫
∂Bn
[∇xG(x, ξ)−∇xG(x, η)]a(ξ)
∂φ1
∂ν
(ξ, η3−n) dsξ =
∫
Bn
D2xξG · a∇φ1(ξ, η3−n) dξ .
By (3.26) and (3.24) we then obtain for n = 1, 2 and d(x, U2) > ǫ∫
Bn
|D2xξG · a∇φ1(ξ, η3−n)| dξ ≤ C
ǫ6
|η1 − η2|3|x− ηn|3
.
Combining the above with (4.20) yields
|∇v2(x, η1, η2)| ≤
Cǫ6
|η1 − η2|3
[ 1
|x− η1|3
+
1
|x− η2|3
]
|[1+(| ln δ1|+| ln δ2|)1B(η1,4ǫ)(η2)]
1/2 ,
(4.21)
from which (4.16) readily follows for d(x, U2) > ǫ. If d(x, U2) ≤ ǫ the lemma follows
immediately from (4.3).
5 Error estimates
φ(x, η1, . . . , ηN) = φ¯(x) +
N∑
i=1
[
φ1(x, ηi) +
1
2
N∑
j=1
j 6=i
v2(x, ηi, ηj)
]
+ u , (5.1)
in which φ1 is defined by (3.3) and v2 by (4.2). By (1.1), (3.23), and (4.4) (u, {Cn}
N
n=1)
is the solution of

Lu = 0 in Ω \
N⋃
n=1
Bn ,
u = 0 on ∂Ω ,
u = Cn −
1
2
N∑
k=1
k 6=n
N∑
m=1
m6=k,n
v2(·, ηk, ηm) in Bn , 1 ≤ n ≤ N ,
∫
∂Bn
a
∂u
∂ν
ds = 0 .
(5.2a)
(5.2b)
(5.2c)
(5.2d)
Clearly, the restriction of u to Ω \
N⋃
n=1
Bn is the minimizer of (2.1) in
YN
def
= XN
(
0,
{
Cn −
1
2
N∑
k=1
k 6=n
N∑
m=1
m6=k,n
v2(·, ηk, ηm)|∂Bn
}N
n=1
)
.
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For convenience, we define, as in § 4 the norm
‖ · ‖2,o = ‖ · ‖
L2
(
Ω\
N⋃
n=1
Bn
) .
We now set
{1, . . . , N} =
M⋃
k=1
Jk
where the Jk’s are selected so that
max
m∈Jk
min
l∈Jk
|ηm − ηl| ≤ 4ǫ ,
and
min
(m,n)∈Jk×Jj
|ηm − ηn| > 4ǫ k 6= j .
It can be easily verified that the above selection exists and is unique. For convenience
of notation we also set for 1 ≤ j ≤M
J cj = {1, . . . , N} \ Jj
In a similar manner to (4.8) we then define
Unj =
( ⋃
m∈Jj
B(ηm, nǫ)
)
∩ Ω . (5.3)
Thus,
U0j = {ηm}m∈Jj .
We can now begin our attempt to construct a test function u˜ ∈ YN in the form
u˜ =


∑M
j=1 uj in Ω \
N⋃
n=1
Bn
u+ Cn in Bn ∀1 ≤ n ≤ N ,
(5.4)
where uj is supported on U
2
j .
We further set
Kn =
⋃
j: |Jj |=n
Jj ,
and then,
Im =
⋃
n≥m
Kn .
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Let u˜ be given by (5.4). For u˜ ∈ YN we have ‖a
1/2∇u‖2,o ≤ ‖a
1/2∇u˜‖2,o. We shall
construct uj so that
uj = u+ Ck in Bk ∀k ∈ Jj , (5.5)
and hence ‖a1/2∇u‖2 ≤ ‖a
1/2∇u˜‖2. Consequently,
Ef
(
‖∇u‖22
)
≤ CEf
(
‖∇u˜‖22
)
.
Note further that by the mutually disjoint support of the ujs we have
Ef
(
‖∇u‖22
)
≤ C
M∑
j=1
Ef
(
‖∇uj‖
2
2
)
.
The estimate of Ef
(
‖∇uj‖
2
2
)
is split in the following into three different cases:
j ∈ K1, j ∈ K2, and j ∈ I3. We begin with the first of them where Jj = {mj} for
some 1 ≤ mj ≤ N . Set then
uj =
1
2
χ(| · −ηmj |/ǫ)
∑
(k,m)∈[J cj ]
2
k 6=m
[v2(·, ηk, ηm)− C
j
km] , (5.6)
where χ is given by (2.11) and
Cjkm = v2(z, ηi, ηk) wherein |v2(z, ηi, ηk)| = min
x∈U2j
|v2(x, ηi, ηk)| . (5.7)
Note that the above definition guarantees that uj ∈ H
1
0 (Ω), even in cases where
U2j ∩ ∂Ω 6= ∅. Furthermore, for 1 ≤ n ≤ N
(u− uj)|Bn =
{
Cmj n = mj
0 otherwise
. (5.8)
We now prove
Lemma 5.1. There exists C(Ω, f, λ,Λ) > 0 such that
Ef
( ∑
j:mj∈K1
‖∇uj‖
2
2
)
≤ Cβ¯3 . (5.9)
Proof. Since d(B(ηmj , ǫ), B(ηm, 2ǫ)∪B(ηk, 2ǫ)) > ǫ, we may use (4.21) to obtain that
‖v2(·, ηk, ηm)−C
j
km‖L∞(B(ηmj ,2ǫ) ≤ C
ǫ7
|ηk − ηm|3
[ 1
|ηmj − ηk|
3
+
1
|ηmj − ηm|
3
]
(1+dkm)
1/2 ,
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where dkm is given, for k 6= m, by
dkm = (| ln δk|+ | ln δm|)1B(ηk ,4ǫ)(ηm) .
By the above and (4.16) we then obtain that
‖∇uj‖2 ≤ Cu˜1(mj) , (5.10a)
where
u˜1(mj)
def
=
∑
(k,m)∈[J cj ]
2
k 6=m
ǫ15/2
|ηm − ηk|3
(1 + dkm)
1/2
|ηmj − ηk|
3
(5.10b)
We now write, in view of (5.10)
Ef
( ∑
j:mj∈K1
‖∇uj‖
2
2
)
≤ CEf
( ∑
j:mj∈K1
|u˜1(mj)|
2
)
≤ CEf
( N∑
i=1
|u˜1(i)|
2
)
= CNEf
(
|u˜1(1)|
2
)
.
As (cf. [1, Eq. 3.7-3.15])
NEf
(
|u˜1(1)|
2
)
≤ C
[
β¯3
∫
Ω3
ǫ6(1 + d23)
|η2 − η3|6|η1 − η2|6
f3(η1, η2, η3) dη1dη2dη3
+ β¯4
∫
Ω4
[ 1
|η2 − η1|6
+
1
|η3 − η1|6
]ǫ3(1 + d23)1/2(1 + d24)1/2
|η2 − η4|3|η2 − η3|3
f4(η1, . . . , η4) dη1 · · · dη4+
β¯5
∫
Ω5
(1 + d23)
1/2(1 + d45)
1/2
|η2 − η3|3|η4 − η5|3|η1 − η2|3|η1 − η4|3
f5(η1, . . . , η5) dη1 · · · dη5
]
, (5.11)
we obtain (5.9) by (1.6) and (1.7).
Next consider the case where
|Jj| = 2 ,
where we set Jj = {mj1, mj2}. Let further ζj ∈ C
1(Ω, [0, 1]) denote the cutoff function
satisfying
ζj(x) =
{
1 x ∈ U1j
0 x ∈ Ω \ U2j ,
|∇ζj| ≤
C
ǫ
. (5.12)
Then, set
uj = −ζj
[∑
i∈J cj
[φ1(·, ηi)− C
j
i ] +
1
2
∑
(k,m)∈[J cj ]
2
k 6=m
[v2(·, ηk, ηm)− C
j
km]
]
(5.13)
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where Cji is given by
Cji = φ1(z, ηi) wherein |φ1(z, ηi)| = min
x∈U2j
|φ1(x, ηi)| ,
and Cjkm by (5.7). Note that by the above definition uj ∈ H
1
0 (Ω), and furthermore
for 1 ≤ n ≤ N ,
(uj − u)|Bn =
{
−
(
φ− ψ2(·, ηmj1 , ηmj2)
)∣∣
Bn
+ C˜n = Cn n ∈ Jj
0 otherwise
. (5.14)
We now prove
Lemma 5.2. There exists C(Ω, f) > 0 such that
Ef
( ∑
j:|Jj|=2
‖∇uj‖
2
2
)
≤ Cβ¯3 . (5.15)
Proof. We use (3.30) to obtain that
‖φ1(·, ηi)− C
j
i ‖L∞(U2j ) ≤ Cǫ
4
[ 1
|ηmj1 − ηi|
3
+
1
|ηmj2 − ηi|
3
]
i ∈ J cj .
Hence, using the above and (3.30) once again,
‖∇(ζj[φ1(·, ηi)− C
j
i ])‖L2(U2j ) ≤
Cǫ9/2
[ 1
|ηmj1 − ηi|
3
+
1
|ηmj2 − ηi|
3
]
i ∈ J cj . (5.16)
Furthermore, by (4.14), we have that
‖v2(·, ηmji, ηk)− C
j
km‖L∞(U2j ) ≤ C
ǫ4
|ηk − ηmji |
3
(1 + dkm)
1/2 i = 1, 2 k ∈ J cj ,
and hence, by the above and (4.16)
‖∇(ζj[v2(·, ηmji, ηk)− C
j
kmji
])‖L2(U2j ) ≤
Cǫ9/2
|ηmji − ηk|
3
(1 + dkm)
1/2
i = 1, 2 , k ∈ J cj . (5.17)
Finally, by (4.21) we have for all (m, k) ∈ [{1, . . . , N} \ {mj1, mj2}]
2
‖∇(ζj[v2(·, ηm, ηk)−C
j
km])‖L2(U2j ) ≤
Cǫ15/2
|ηm − ηk|3
[ 1
d(ηm,U0j )
3
+
1
d(ηk,U0j )
3
]
(1+ dkm)
1/2 .
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Then, by the above, (5.17),(5.16), (5.13) and (5.10) we obtain that for some positive
C(Ω, f,Λ, λ)
‖∇uj‖2 ≤ Cu˜2(Jj) (5.18a)
in which
u˜2(Jj) = u˜1(mj1) + u˜1(mj1) + ǫ
9/2
∑
i∈J cj
1
d(ηi,U0j )
3
, (5.18b)
wherein u˜1(n) is given by (5.10b).
We now write
Ef
( ∑
j:|Jj|=2
‖∇uj‖
2
2
)
≤ CEf
( ∑
mj1,mj2∈K2
|u˜2(mj1, mj2)|
2
)
≤ CN(N − 1)Ef
(
|u˜2(1, 2)|
2
∣∣∣ |η2 − η1| ≤ 4ǫ) .
Consequently, with the aid of (5.11) and (5.9) we obtain
Ef
( ∑
j:|Jj|=2
‖∇uj‖
2
2
)
≤ Cβ¯3
∫
Ω×B(η1,4ǫ)×Ω
1
|η3 − η1|6
f3(η1, η2, η3) dη1dη2dη3+
Cβ¯3N
∫
Ω×B(η1,4ǫ)×Ω2
1
|η3 − η1|3
1
|η4 − η1|3
f4(η1, η2, η3) dη1 · · · dη4 + Cβ¯
3 ,
which easily yields (5.15) in view of (1.6) and (1.7) .
Finally, we consider the case |Jj| = K(j) ≥ 3, and let
Jj = {mj1, . . . , mjK} .
In this case we set
uj = −ζjκj
{
φ¯− (φ¯)U2j +
N∑
i=1
[
φ1(·, ηi)− C
j
i +
1
2
N∑
k=1
k 6=i
v2(·, ηi, ηk)− C
j
ik
]}
, (5.19)
where κj is the minimizer of (2.6), i.e.,
‖∇κj‖
2
2 = CK(ηmj1 , . . . , ηmjK ) .
By the maximum principle ‖κj‖∞ = 1. Note that by the definition of κj it then
follows that uj ∈ H
1
0 (Ω). Furthermore, for all 1 ≤ n ≤ N ,
(uj − u)|∂Bn =
{
−φ|∂Bn + C˜n = Cn n ∈ Jj
0 otherwise
. (5.20)
We now prove
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Lemma 5.3. There exists C(Ω, f, λ,Λ) > 0 such that
Ef
( ∑
j:|Jj|≥3
‖∇uj‖
2
2
)
≤ Cβ¯5/2 . (5.21)
Proof. Step 1: Estimate ‖∇uj‖2.
By (2.9) and the fact that ‖∇φ¯‖∞ ≤ C we have,
‖(φ¯− (φ¯)U2j )∇(κjζj)‖2 ≤ ClKǫ
3/2
[ K∑
k=1
(1 + | ln δmjk |)
]1/2
,
where
lK = min(K, 1/ǫ) . (5.22)
Hence, ∥∥∇(κjζj(φ¯− (φ¯)U2j ))∥∥2 ≤ ClKǫ3/2
[ K∑
k=1
(1 + | ln δmjk |)
]1/2
. (5.23)
We note that, had we managed to eliminate lK from (5.23) and the estimates below, we
could have replace (1.7) by the much weaker assumptions on the marginal probability
densities made in [1] (that the first five marginal probability densities are bounded).
We now turn to estimate the H1 norm of the first sum on the right-hand-side of
(5.19). By (3.22), for all i ∈ Jj we have,
‖[φ1(·, ηi)− (φ1(·, ηi))U2j ]∇(ζjκj)‖2 ≤ Cǫ
3/2
[ K∑
k=1
(1 + | ln δmjk |)
]1/2
.
Using the above and (3.24) then yields for all i ∈ Jj
‖∇(φ1(·, ηi)ζjκj)‖2 ≤ Cǫ
3/2
[ K∑
k=1
(1 + | ln δmjk |)
]1/2
. (5.24)
For i 6∈ Jj we have by (3.30) that
‖φ1(·, ηi)− (φ1(·, ηi))U2j ‖L∞(U2j ) ≤ C
lKǫ
4
d(ηi,U2j )
3
and that
‖∇φ1(·, ηi)‖L2(U2j ) ≤ C
K1/2ǫ9/2
d(ηi,U2j )
3
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Hence
‖∇(κjζj[φ1(·, ηi)− (φ1(·, ηi))U2j ])‖2 ≤ C
lKǫ
9/2
d(ηi,U2j )
3
[ K∑
k=1
(1 + | ln δmjk |)
]1/2
,
which combined with (5.24) then yields for all 1 ≤ i ≤ N
‖∇(κjζj[φ1(·, ηi)− (φ1(·, ηi))U2j ])‖2 ≤ C
lkǫ
9/2
[d(ηi,U2j ) + ǫ]
3
[ K∑
k=1
(1+ | ln δmjk |)
]1/2
. (5.25)
We now turn to the estimate of the second sum on the right-hand-side of (5.19)
we have, when (i, k) ∈ Jj × Jj, by (4.14) and (4.3),
‖∇(κjζj[v2(·, ηi, ηk)− (v2(·, ηi, ηk))U2j ])‖2 ≤
C
ǫ9/2
|ηi − ηk|3
[1 + dik]
1/2
[ K∑
n=1
(1 + | ln δmjn |)
]1/2
. (5.26)
When either i 6∈ Jj or k 6∈ Jj (or both) we have, by (4.14) and (4.16) (or (4.21)),
that
‖∇(κjζj[v2(·, ηi, ηk)− (v2(·, ηi, ηk))U2j ])‖2 ≤ C
ǫ15/2lK
|ηi − ηk|3
[1 + dik]
1/2
×
[ 1
[d(ηi,U2j ) + ǫ]
3
+
1
[d(ηk,U2j ) + ǫ]
3
][ K∑
n=1
(1 + | ln δmjn |)
]1/2
. (5.27)
Combining the above with (5.26) reveals that (5.27) is valid for all 1 ≤ i, k ≤ N such
that i 6= k. The estimate of ‖∇uj‖2 is then derived from (5.23), (5.25), (5.27), and
the fact that by (5.19) we have
‖∇uj‖
2
2 ≤ 3
(∥∥∇(κjζj(φ¯− (φ¯)U2j ))∥∥22 +
∥∥∥ N∑
i=1
∇(κjζj[φ1(·, ηi)− (φ1(·, ηi))U2j ])
∥∥∥2
2
+
∥∥∥ N∑
i,k=1
i 6=N
∇(κjζj[v2(·, ηi, ηk)− (v2(·, ηi, ηk))U2j ])
∥∥∥2
2
)
(5.28)
Step 2: Prove that
Ef
( ∑
j: |Jj |≥3
∥∥∥∇(ζjκj [φ¯− (φ¯)U2j ]
)∥∥∥2
2
)
≤ Cβ¯5/2 . (5.29)
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Let
Sn =
n∏
k=1
k⋃
j=1
B(ηj , 4ǫ) ∩ Ω .
To prove (5.29) we need an estimate for the expectation of the right-hand-side of
(5.23). We thus write
Ef
( ∑
j:|Jj|≥3
l2K
K(j)∑
k=1
(1 + | ln δmjk |
)
=
N∑
k=1
Ef
(
l2K(k)[1 + | ln δk|]1k∈I3
)
= NEf
(
l2K(1)[1 + | ln δ1|]11∈I3
)
=
NEf
(
l2K(1)[1 + | ln δ1|]11∈I3\IMβ
)
+NEf
(
l2K(1)[1 + | ln δ1|]11∈IMβ
)
,
where Mβ = [β
−1/4], i.e., the integer part of β−1/4. We now use the definition of lK
in (5.22) to obtain, with the aid of (1.7)
NEf
(
l2K(1)[1 + | ln δ1|]11∈I3\IMβ
)
≤
N3β−1/2
∫
Ω×S2
(1 + | ln δ1|)f3(η1, η2, η3) dη1dη2dη3 ≤ CNβ¯
3/2 . (5.30)
Furthermore, as
NEf
(
l2K(1)[1 + | ln δ1|]11∈IMβ
)
≤
C N !
(N −Mβ − 1)!ǫ2
∫
Ω×SMβ
(1 + | ln δ1|)fMβ+1(η1, . . . , ηMβ+1) dη1 · · · dηMβ+1
we obtain from (1.7) that
NEf
(
l2K(1)[1 + | ln δ1|]11∈IMβ
)
≤ C
Mβ !
ǫ2
(C1β)
Mβ ≤
C
ǫ2
(C1β
3/4)Mβ , (5.31)
where C1 < C0/e and C0 is the same as in (1.7). We may now conclude (5.29) from
the above, (1.6), and (5.30).
Step 3: Prove that
Ef
( ∑
j: |Jj |≥3
∥∥∥ N∑
i=1
∇(κjζj[φ1(·, ηi)− C
j
i ])
∥∥∥2
2
)
≤ Cβ¯11/4 . (5.32)
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We first observe that
Ef
( ∑
j: |Jj|≥3
∥∥∥ N∑
i=1
∇(κjζj[φ1(·, ηi)− C
j
i ])
∥∥∥2
2
)
= 2NEf
( ∑
j: |Jj |≥3
∥∥∥∇(κjζj[φ1(·, ηN)− CjN ])∥∥∥2
2
)
+
2N(N − 1)Ef
( ∑
j: |Jj|≥3
〈
∇(κjζj[φ1(·, ηN)− C
j
N ]),∇(κjζj[φ1(·, ηN−1)− C
j
N−1])
〉)
(5.33)
By (5.25) we then have
NEf
( ∑
j: |Jj |≥3
∥∥∥∇(κjζj[φ1(·, ηN)− CjN ])∥∥∥2
2
)
≤ Cβ¯2ǫ3Ef
(
[1 + | ln δ1|]11∈I3
l2K(1)
[d(ηN ,U21 ) + ǫ]
6
)
, (5.34)
where lK is given by (5.22) and U
2
1 is given by (5.3) (with j = 1). We now write
Ef
(
[1 + | ln δ1|]11∈I3
l2K
[d(ηN ,U21 ) + ǫ]
6
)
= Ef
(
[1 + | ln δ1|]11∈I3\IMβ
l2K
[d(ηN ,U21 ) + ǫ]
6
)
+ Ef
(
[1 + | ln δ1|]11∈IMβ
l2K
[d(ηN ,U21 ) + ǫ]
6
)
For the first term on the right-hand-side we have
Ef
(
[1 + | ln δ1|]11∈I3\IMβ
l2K
[d(ηN ,U21 ) + ǫ]
6
)
≤
C
β1/2
N2
[ ∫
Ω×S2×B(η1,5β−1/4ǫ)
[1 + | ln δ1|]
ǫ6
f4(η1, η2, η3, η4) dη1 · · · dη4+∫
Ω×S2×Ω\B(η1,5β−1/4ǫ)
[1 + | ln δ1|]
[|η4 − η1| − β−1/4ǫ]6
f4(η1, η2, η3, η4) dη1 · · · dη4
]
≤ C
β¯3/4
ǫ3
.
(5.35)
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Note that Diam(U21 ) ≤ 4β
−1/4ǫ whenever 1 ∈ I3 \ IMβ . Furthermore,
Ef
(
[1 + | ln δ1|]11∈IMβ
l2K
[d(ηN ,U21 ) + ǫ]
6
)
≤
C
ǫ6
Ef
(
[1 + | ln δ1|]11∈IMβ l
2
K
)
,
and hence by (5.31) we obtain that
Ef
(
[1 + | ln δ1|]11∈IMβ
l2K
[d(ηN ,U21 ) + ǫ]
6
)
≤
C
ǫ8
(C1β
3/4)Mβ . (5.36)
Combining the above with (5.35) and (5.34) yields, in view of (1.6), for sufficiently
small β¯
NEf
( ∑
j: |Jj |≥3
∥∥∥∇(κjζj [φ1(·, ηN)− CjN ])∥∥∥2
2
)
≤ Cβ¯11/4 . (5.37)
To estimate the second term on the right-hand-side of (5.33) we first note that by
(5.25)
〈
∇(κjζj[φ1(·, ηN)− C
j
N ]),∇(κjζj[φ1(·, ηN−1)− C
j
N−1])
〉
≤
Cl2Kǫ
9
[d(ηN ,U2j ) + ǫ]
3[d(ηN−1,U2j ) + ǫ]
3
[ K∑
m=1
(1 + | ln δmjk |)
]
.
Hence,
N2Ef
(〈
∇(κjζj[φ1(·, ηN)− C
j
N ]),∇(κjζj[φ1(·, ηN−1)− C
j
N−1])
〉)
≤
Cβ¯3Ef
(
[1 + | ln δ1|]11∈I3
lK
[d(ηN ,U21 ) + ǫ]
3
lK
[d(ηN−1,U21 ) + ǫ]
3
)
Then we write, as before,
Ef
(
[1 + | ln δ1|]11∈I3
lK
[d(ηN ,U21 ) + ǫ]
3
lK
[d(ηN−1,U21 ) + ǫ]
3
)
=
Ef
(
[1 + | ln δ1|]11∈I3\IMβ
lK
[d(ηN ,U21 ) + ǫ]
3
lK
[d(ηN−1,U21 ) + ǫ]
3
)
+
Ef
(
[1 + | ln δ1|]11∈IMβ
lK
[d(ηN ,U21 ) + ǫ]
3
lK
[d(ηN−1,U21 ) + ǫ]
3
)
. (5.38)
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For the first term on the right-hand-side we have, by (1.6) and (1.7),
Ef
(
[1 + | ln δ1|]11∈I3\IMβ
lK
[d(ηN ,U21 ) + ǫ]
3
lK
[d(ηN−1,U21 ) + ǫ]
3
)
≤
C
β1/2
N2
[ ∫
Ω×S2×[B(η1,5β−1/4ǫ)]2
[1 + | ln δ1|]
ǫ6
f5(η1, . . . , η5) dη1 · · · dη5+∫
Ω×S2×[Ω\B(η1,5β−1/4ǫ)]2
[1 + | ln δ1|]
[|η4 − η1| − β−1/4ǫ]3[|η5 − η1| − β−1/4ǫ]3
f5(η1, . . . , η5) dη1 · · · dη5+
2
∫
Ω×S2×B(η1,5β−1/4ǫ)×Ω\B(η1,5β−1/4ǫ)
[1 + | ln δ1|]
[|η4 − η1| − β−1/4ǫ]3ǫ3
f5(η1, . . . , η5) dη1 · · · dη5
]
≤ C . (5.39)
The second term on the right-hand-side of (5.38) can be bounded as in (5.36)
Ef
(
[1 + | ln δ1|]11∈IMβ
lK
[d(ηN ,U21 ) + ǫ]
3
lK
[d(ηN−1,U21 ) + ǫ]
3
)
≤
C
ǫ8
(C1β
3/4)Mβ .
Combining the above with (5.39), (5.38), (5.37), and (5.33) yields (5.32).
Step 4: Prove that
Ef
( ∑
j: |Jj |≥3
∥∥∥ N∑
i,k=1
i 6=k
∇(κjζj [v2(·, ηi, ηk)− (v2(·, ηi, ηk))U2j ])
∥∥∥2
2
)
≤ Cβ¯15/4 . (5.40)
We begin by writing (cf. [1, Eq. (3.6)-(3.9)])
Ef
( ∑
j: |Jj|≥3
∥∥∥ N∑
i,k=1
i 6=k
∇(κjζj[v2(·, ηi, ηk)− C
j
ik])
∥∥∥2
2
)
≤
2N2Ef
( ∑
j: |Jj|≥3
‖∇(κjζj[v2(·, ηN , ηN−1)− C
j
N,N−1)‖
2
2
)
+
4N3
∣∣∣Ef( ∑
j: |Jj|≥3
〈∇(κjζj[v2(·, ηN , ηN−1)−C
j
N,N−1]),∇(κjζj[v2(·, ηN , ηN−2)−C
j
N,N−2]〉
)∣∣∣+
N4
∣∣∣Ef( ∑
j: |Jj |≥3
〈∇(κjζj[v2(·, ηN , ηN−1)−C
j
N,N−1]),∇(κjζj[v2(·, ηN , ηN−2)−C
j
N−2,N−3]〉
)∣∣∣
(5.41)
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By (5.27) we then obtain that
2N2Ef
( ∑
j: |Jj |≥3
‖∇(κjζj[v2(·, ηN , ηN−1)− C
j
N,N−1])‖
2
2
)
≤
Cβ¯3ǫ6Ef
(
[1 + | ln δ1|]11∈I3
[ 1
[d(η4,U21 ) + ǫ]
6
+
1
[d(η5,U21 ) + ǫ]
6
] 1 + d45
|η4 − η5|6
)
. (5.42)
For convenience we have replaced in the above the indices N and N − 1 by 4 and
5 (the statement remains accurate as all inclusions are identical). We shall apply a
similar change of indices in the sequel without referring to that explicitly. We now
write as above, using the symmetry of fN ,
Ef
(
[1 + | ln δ1|]11∈I3
[ 1
[d(η4,U21 ) + ǫ]
6
+
1
[d(η5,U21 ) + ǫ]
6
] 1 + d45
|η4 − η5|6
)
≤
2Ef
(
[1 + | ln δ1|]11∈I3\IMβ
1
[d(η4,U21 ) + ǫ]
6
1 + d45
|η4 − η5|6
)
+
Ef
(
[1 + | ln δ1|]11∈IMβ
1
[d(η4,U21 ) + ǫ]
6
1 + d45
|η4 − η5|6
)
.
For the first term we have
Ef
(
[1 + | ln δ1|]11∈I3\IMβ l
2
K
1
[d(η4,U21 ) + ǫ]
6
1 + d45
|η4 − η5|6
)
≤
C
β¯1/2
N2
[ ∫
Ω×S2×B(η1,5β−1/4ǫ)∩Ω×Ω
[1 + | ln δ1|]
ǫ6
1 + d45
|η4 − η5|6
f5(η1, . . . , η5) dη1 · · · dη5+∫
Ω×S2×Ω\B(η1,5β−1/4ǫ)×Ω
[1 + | ln δ1|]
1
[|η4 − η1| − β−1/4ǫ]6
1 + d45
|η4 − η5|6
f5 dη1 · · · dη5
≤ C
β¯3/4| ln ǫ|
ǫ6
. (5.43)
For the second term we have, as in (5.31),
Ef
(
[1 + | ln δ1|]11∈IMβ
1
[d(η4,U21 ) + ǫ]
6
1 + d45
|η4 − η5|6
)
≤
C
ǫ12
Ef
(
[1 + | ln δ1|]11∈IMβ (1 + d45)
)
≤
C
ǫ7| ln ǫ|
(C1β
3/4)Mβ−1 .
Combining the above with (5.43) yields, in view of (1.6), for sufficiently small β,
Ef
(
[1 + | ln δ1|]11∈I3
1
[d(η4,U21 ) + ǫ]
6
1 + d45
|η4 − η5|6
)
≤ C
β¯3/4
ǫ6
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Hence, by (5.42) we have
2N2Ef
( ∑
j: |Jj|≥3
‖∇(κjζj[v2(·, ηN , ηN−1)− C
j
N,N−1]‖
2
2
)
≤ Cβ¯15/4 . (5.44)
For the second term on the right-hand-side of (5.41) we have
N3
∣∣∣Ef( ∑
j: |Jj |≥3
〈∇(κjζj[v2(·, ηN , ηN−1)−C
j
N,N−1]),∇(κjζj[v2(·, ηN , ηN−2)−C
j
N,N−2]〉
)∣∣∣ ≤
Cβ¯4ǫ3Ef
(
l2K [1 + | ln δ1|]11∈I3
1
[d(η4,U21 ) + ǫ]
6
1 + d45 + d46
|η4 − η5|3|η4 − η6|3
)
(5.45)
Following precisely the same steps as in the derivation of (5.44) leads to
N3
∣∣∣Ef( ∑
j: |Jj |≥3
〈∇(κjζj[v2(·, ηN , ηN−1)−C
j
N,N−1]),∇(κjζj[v2(·, ηN , ηN−2)−C
j
N,N−2]〉
)∣∣∣
≤ Cβ¯19/4 ln2 ǫ ≤ Cβ¯17/4 . (5.46)
Finally, in a similar manner, we obtain that
N4
∣∣∣Ef( ∑
j: |Jj |≥3
〈∇(κjζj[v2(·, ηN , ηN−1)−C
j
N,N−1]),∇(κjζj[v2(·, ηN , ηN−2)−C
j
N−2,N−3]〉
)∣∣∣
≤ C(β¯13/2 ln4 ǫ+ β¯5 ln2 ǫ) ≤ Cβ¯9/2 . (5.47)
Combining the above with (5.46) and (5.42) yields (5.40).
The lemma now follows from (5.28), (5.40), (5.32), and (5.29).
We may now combine (5.9), (5.15), and (5.21) into the following statement
Proposition 5.1. Under the assumptions of Theorem 1 there exists C(Ω) > 0 such
that
Ef
(
‖∇u‖22
)
≤ Cβ¯5/2 . (5.48)
We can now establish
Proposition 5.2. Let φ denote the (weak) solution of (1.1). Then, under the as-
sumptions (1.6) and (1.9) we have that
‖Ef (φ)− φ¯−NEf (φ1)‖1,2 ≤ Cβ¯
5/2 . (5.49)
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Proof. Let
V2(x, η1, . . . , ηN) =
N∑
i=1
N∑
j=1
j 6=i
v2(x, ηi, ηj) .
Clearly,
‖∇Ef (V2)‖
2
2 = ‖N(N − 1)Ef
(
∇v2
)
‖22 .
With the aid of (4.16) we then obtain for any z ∈ Ω
‖∇Ef(V2)‖
2
L2(B(z,ǫ)∩Ω ≤ CN
4
Ef
(
‖∇v2‖L2(B(z,ǫ)∩Ω
)2
≤ Cβ4ǫ3 ln4 ǫ .
From which we readily obtain that
‖∇Ef(V2)‖2 ≤ Cβ
2 ln2 ǫ . (5.50)
By (5.48) we have
‖∇Ef (u)‖
2
2 ≤ Ef (‖∇u‖
2
2) ≤ Cβ¯
5/2 .
The proposition now follows from the above, (5.50), (5.1), and Poincare inequality.
6 Effective medium
To prove Theorem 1 we need to show that the estimate of Ef (φ) provided by (5.49) is a
good approximation for the solution of the steady-state heat equation in a continuous
medium whose conductivity is a function of both the conductivity a(x) and the volume
fraction β(x). Consider then the following problem{
−∇ · (ae(x)∇φe) = 0 in Ω
φ = f on ∂Ω ,
(6.1a)
where
ae(x) = a(x)[1 + γ(x)] , (6.1b)
in which
‖γ‖∞ ≤ Cβ¯ , (6.1c)
and
ae >
1
2
, (6.1d)
for all x in Ω.
For the solution of (6.1) we prove the following estimate
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Lemma 6.1. Let φe denote the unique solution of (6.1). Then
‖φe − φ¯+ L
−1
(
∇ · (aγ∇φ¯)
)
‖1,2 ≤ Cβ¯
2 . (6.2)
In the above L−1 denotes the inverse of L in H10 (Ω), i.e., for any F ∈ H
−1(Ω),
w = L−1F is the unique (weak) solution of{
Lw = F in Ω
w = 0 on ∂Ω
.
Proof. The proof is almost identical with the proof of [1, Lemma 6.1]. Set
ue = φe − φ¯+ L
−1
(
∇ · (aγ∇φ¯)
)
.
Then, {
−∇ · (ae∇ue) = −∇ ·
{
γa∇L−1
(
∇ · (γa∇φ¯)
)}
inΩ
ue = 0 on ∂Ω .
Consequently, as ae > λ/2 for sufficiently small β¯ we have that [1]
‖∇ue‖2 ≤ C
∥∥γa∇L−1(∇ · (aγ∇φ¯))∥∥
2
≤ C‖γ‖2∞‖∇φ¯‖2 .
From (6.1c) we then get (6.2).
We next show that N〈φ1〉 can approximately be obtained by applying L
−1 to
∇ · (aγ∇φ¯) for an appropriate choice of γ.
Lemma 6.2. Let φ1 be given by (3.3). Then,∥∥∥NEf (φ1) + 3L−1(∇ · (aβ∇φ¯))∥∥∥
1,2
≤ Cǫ1/2| ln ǫ|1/2β¯ . (6.3)
Proof. By (2.5), (3.3), and (3.7) we have that
φ1(x, η) =
∫
∂B(η,ǫ)
G(x, ξ)a(ξ)
[∂φ¯
∂ν
(ξ) +
∂φ0
∂ν
(ξ, η) +
∂v1
∂ν
(ξ, η)
]
dsξ .
It can be easily verified from (2.4) that for every x ∈ Ω,
W 10 (x) =
∫
∂B(η,ǫ)
G(x, ξ)a(ξ)
∂φ¯
∂ν
(ξ) dsξ =
∫
B(η,ǫ)
∇ξG(x, ξ) · a(ξ)∇φ¯(ξ) dξ .
For the expectation we then obtain
Ef (W
1
0 ) =
∫
Ωǫ
∫
B(η,ǫ)
a(ξ)∇ξG(x, ξ) · ∇φ¯(ξ) dξ f1(η) dη .
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Interchanging the order of integration then yields, by (1.9),
NEf (W
1
0 ) =
∫
Ω
∇ξG(x, ξ) · a(ξ)∇φ¯(ξ)
∫
B(ξ,ǫ)
Nf1(η) dη dξ = −L
−1(βa∇φ¯) , (6.4)
where use has been made of the fact that f1 ≡ 0 in R
3 \ Ωǫ.
Next we compute the expectation of
W 20 (x) =
∫
∂B(η,ǫ)
G(x, ξ)a(ξ)
∂φ0
∂ν
(ξ) dsξ =
∫
∂B(η,ǫ)
G(x, ξ)a(ξ)[2∇φ¯(η) · ν − ǫCa] dsξ ,
where we have used the definition of φ0 in (3.4). Integration by parts then yields
W 20 = W˜1 + W˜2 , (6.5a)
where
W˜1(x) =
∫
B(η,ǫ)
G(x, ξ)[2∇a(ξ) · ∇φ¯(η)− 3a(ξ)Ca − Ca∇a(ξ) · (ξ − η)] dξ , (6.5b)
and
W˜2(x) =
∫
B(η,ǫ)
a(ξ)∇ξG(x, ξ) · [2∇φ¯(η)− Ca(ξ − η)] dξ . (6.5c)
Let
g˜ = 2∇a(ξ) · ∇φ¯(η)− 3a(ξ)Ca − Ca∇a(ξ) · (ξ − η) .
Clearly,
Ef (W˜1) =
∫
Ωǫ
∫
B(η,ǫ)
G(x, ξ) · g˜(ξ, η) dξ f1(η) dη .
Interchanging the order of integration then yields, as above,
NEf (W˜1) = L
−1
(
N
∫
B(·,ǫ)
g˜(·, η)f1(η) dη
)
. (6.6)
By (3.6) we have that
sup
(ξ,η)∈Ω×B(ξ,ǫ)
|g˜| ≤ Cǫα .
Consequently, we obtain that
‖NEf (W˜1)‖1,2 ≤ Cβǫ
α . (6.7)
We now estimate
Ef (W˜2) =
∫
Ωǫ
∫
B(η,ǫ)
a(ξ)∇ξG(x, ξ) · [2∇φ¯(η)− Ca(ξ − η)] dξ f1(η) dη ,
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from which we easily obtain that
Ef (W˜2) =
∫
Ωǫ
a(ξ)∇ξG(x, ξ) ·
∫
B(ξ,ǫ)
[2∇φ¯(η)− Ca(ξ − η)]f1(η) dη dξ .
As
sup
(ξ,η)∈Ω×B(ξ,ǫ)
∣∣2(∇φ¯(η)−∇φ¯(ξ))− Ca(ξ − η)∣∣ ≤ Cǫ ,
we obtain that ∥∥∥NEf (W˜2)− 2L−1(βa∇φ¯)∥∥∥
1,2
≤ Cβǫ .
Let W0 = W
1
0 +W
2
0 . Combining the above with (6.4), (6.5), and (6.7) yields∥∥∥NEf (W0)− 3L−1(βa∇φ¯)∥∥∥
1,2
≤ Cβǫα . (6.8)
It remains necessary, to bound the expectation of
W1 =
∫
∂B(η,ǫ)
a(ξ)G(x, ξ)
∂v1
∂ν
(ξ, η) dsξ ,
since, obviously, φ1 = W0 +W1. Let χ be given by (2.11) and set χǫ = χ(|ξ − η|/ǫ).
Integration by parts yields
W1 = W2 +W3 , (6.9)
where
W2 =
∫
Ω\B(η,ǫ)
a(ξ)χǫ∇ξG(x, ξ) · ∇v1(ξ, η) dξ ,
and
W3 =
∫
Ω\B(η,ǫ)
G(x, ξ)∇(aχǫ) · ∇v1(ξ, η) dξ .
It can now be easily verified, by interchanging the order of integration, that
Ef (W2) =
∫
Ω
a(ξ)∇ξG(x, ξ)·
∫
Ω\B(ξ,ǫ)
χǫ(|ξ−η|)∇v1(ξ, η) f1(η) dη dξ = −∆
−1(divF2) ,
where
F2(ξ) = a(ξ)
∫
Ωǫ\B(ξ,ǫ)
χǫ(|ξ − η|)∇v1(ξ, η) f1(η) dη .
It thus follows that
‖N∇Ef (W2)‖2 ≤ ‖NF2‖2 . (6.10)
As, by .(1.7)
|F2|
2 ≤ Cǫ3
∫
Ωǫ\B(ξ,ǫ)
|∇v1(ξ, η)|
2 dη ,
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we obtain, interchanging once again the order of integration
‖F2‖
2
2 ≤ Cǫ
3
∫
Ωǫ
∫
Ω\B(η,ǫ)
|∇v1(ξ, η)|
2 dξ dη .
With the aid of (3.8) we then obtain that
‖F2‖
2
2 ≤ Cǫ
3
∫
Ωǫ
(
ǫ5 +
ǫ6
d(η, ∂Ω)3
)
dη ≤ Cǫ7
Hence, by (6.10),
‖N∇Ef (W2)‖2 ≤ Cβ¯ǫ
1/2 . (6.11)
Interchanging the order of integration once again yields
Ef (W3) = ∆
−1(F3) ,
where
F3(ξ) = a(ξ)
∫
Ωǫ\B(ξ,ǫ)
∇χǫ(|ξ − η|) · ∇v1(ξ, η) f1(η) dη . (6.12)
As
‖∇Ef(W3)‖
2
2 ≤ ‖Ef(W3)‖∞‖F3‖1 , (6.13)
we seek an estimate for both ‖Ef (W3)‖∞ and ‖F3‖1. To estimate the former we write
Ef (W3) = w3,1 + w3,2 ,
where
w3,1 =
∫
Ω2ǫ
∫
Ω\B(η,ǫ)
G(x, ξ)∇(aχǫ) · ∇v1(ξ, η) dξf1(η) dη ,
and
w3,2 =
∫
Ωǫ\Ω2ǫ
∫
Ω\B(η,ǫ)
G(x, ξ)∇(aχǫ) · ∇v1(ξ, η) dsξf1(η) dη .
Since whenever d(η, ∂Ω) ≥ 2ǫ we have, by (3.9),∫
Ω\B(η,ǫ)
∇(aχǫ) · ∇v1(ξ, η) dξ =
∫
∂B(η,ǫ)
a(ξ)
∂v1
∂ν
(ξ, η) dsξ = 0 ,
we may write
w3,1 =
∫
Ω2ǫ
∫
Aǫ(η)
[G(x, ξ)−G(x, η)]∇(aχǫ) · ∇v1(ξ, η) dξf1(η) dη ,
where Aǫ(η) = (B(η, 2ǫ) \B(η, ǫ)) ∩ Ω. By (A.2), for every ξ ∈ Aǫ(η), we have
|G(x, ξ)−G(x, η)| ≤ Cmin
( 1
|x− ξ|
,
ǫ
|x− ξ|2
)
.
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Hence, ∫
Aǫ(η)
|G(x, ξ)−G(x, η)|2 dξ ≤ C
ǫ5/2
|x− η|2
.
As a result, we obtain with the aid of (3.8) that
|w3,1(x)| ≤
C
ǫ
∫
Ω2ǫ
[ ∫
Aǫ(η)
|G(x, ξ)−G(x, η)|2dξ
]1/2
‖∇v1(·, η)‖L2(Ω\B(η,ǫ)) dη
≤ Cǫ3/2
∫
Ω2ǫ
1
|x− η|2
(
ǫ5/2 +
ǫ3
d(η, ∂Ω)3/2
)
dη .
It can be easily verified that
sup
x∈Ω
∫
Ω2ǫ
1
|x− η|2
1
d(η, ∂Ω)3/2
dη ≤ C| ln ǫ|ǫ−1/2 .
Consequently,
‖w3,1‖∞ ≤ Cǫ
4| ln ǫ| . (6.14)
Next we estimate w3,2. Here we use the fact that G(x, ξ) = 0 for all ξ ∈ ∂Ω to
obtain, by (A.2), that
G(x, ξ) ≤ Cmin
( 1
|x− ξ|
,
d(ξ, ∂Ω)
|x− ξ|2
)
.
Then,
|w3,2(x)| ≤
C
ǫ
∫
Ω2ǫ
[ ∫
Aǫ(η)
|G(x, ξ)|2dξ
]1/2
‖∇v1(·, η)‖L2(Ω\B(η,ǫ)) dη ≤
Cǫ3/2
∫
Ωǫ\Ω2ǫ
1
|x− η|2
(
ǫ5/2 +
ǫ3
d(η, ∂Ω)3/2
)
dη .
From which we easily obtain that ‖w3,1‖∞ ≤ C| ln ǫ|ǫ
4 , and hence,
‖Ef (W3)‖2 ≤ Cǫ
4| ln ǫ| . (6.15)
We now use (6.12) to obtain that
|F3(ξ)| ≤
C
ǫ
∫
Aǫ(ξ)
|∇v1(ξ, η)|f1(η) dη .
Integrating with respect to ξ yields, after we interchange the order of integration,
with the aid of (3.8),
‖F3‖1 ≤ Cǫ
3 .
Combining the above with (6.15) and (6.13) yields
‖N∇Ef (W3)‖2 ≤ Cβ¯ǫ
1/2| ln ǫ|1/2 ,
which together with (6.11), (6.9) and (6.4) completes the proof of (6.3).
39
A Green’s function properties
Let G denote the (positive) Green’s function associated with the Dirichlet realization
in Ω of A = divA∇, where A ∈ C1,α(Ω,M3×3) satisfies
λ|ξ|2 ≤ ξ · Aξ ≤ Λ|ξ|2 ∀(x, ξ) ∈ Ω× R3
. We now prove
Lemma A.1. There exists C(Ω) > 0 such that
G(x, ξ) ≤
C
|x− ξ|
∀(x, ξ) ∈ Ω2 . (A.1)
Proof. Let x0 ∈ Ω and R > 0 be such Ω ⋐ B(x0, R). Let further
A˜ =
{
A x ∈ Ω
1 x ∈ B(x0, R) \ Ω .
Let G˜ denote the Green’s function associated with the Dirichlet realization inB(x0, R)
of A˜ = div A˜∇. Since G(x, y) < G˜(x, y) for all (x, y) ∈ ∂Ω × Ω, we obtain by the
maximum principle we that G(x, y) < G˜(x, y) for all (x, y) ∈ Ω× Ω.
Let G∆ denote the Green’s function associated with the Dirichlet realization of
−∆ in B(x0, R). By [7, Theorem 7.1] we have that
G˜(x, y) ≤ CG∆ ,
from which (A.1) readily follows.
We can now state
Lemma A.2. For every multi-index β, with |β| ≤ 2,there exists C(Ω, β) > 0 such
that
|DβG(x, ξ)| ≤
C
|x− ξ||α|
∀(x, ξ) ∈ Ω2 . (A.2)
Proof. We skip the proof, as it is almost identical with the proof of [1, Lemma A.2].
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