We consider estimation and con dence regions for the parameters and based on the observations X 1 ; Y 1 ; : : : ; X n ; Y n in the errors-in-variables model X i = Z i + e i and Y i = + Z i +f i for normal errors e i and f i of which the covariance matrix is known up to a constant. We study the asymptotic performance of the estimators de ned as the maximum likelihood estimator under the assumption that Z 1 ; : : : ; Z n is a random sample from a completely unknown distribution. These estimators are shown to be asymptotically e cient in the semi-parametric sense if this assumption is valid. These estimators are shown to be asymptotically normal even in the case that Z 1 ; Z 2 ; : : : are arbitrary constants satisfying a moment condition. Similarly we study the con dence regions obtained from the likelihood ratio statistic for the mixture model and show that these are asymptotically consistent both in the mixture case and in the case that Z 1 ; Z 2 ; : : : are arbitrary constants.
Introduction and Main Result
Suppose we observe independent random vectors X 1 ; Y 1 ; : : : ; X n ; Y n satisfying the model X i = Z i + e i Y i = + Z i +f i :
Here Z 1 ; Z 2 ; : : : are unobservable, independent random variables with unknown distributions 1 ; 2 ; : : : independent from the unobservable, independent zero-mean bivariate normal variables e i ; f i h a ving covariance matrix 2 0 for a known nonsingular matrix 0 and unknown parameter 2 . By a linear transformation it can be ensured that 0 is the identity matrix. For simplicity w e assume this throughout the paper.
This formulation of this errors-in-variables model covers two v ersions. In the functional model the sequence Z 1 ; Z 2 ; : : : are unknown constants z 1 ; z 2 ; : : : referred to as incidental parameters ; this corresponds to the submodel obtained by assuming the distributions j to be degenerate. In the structural model the sequence Z 1 ; Z 2 ; : : : is assumed to be a random sample from a xed unknown distribution ; then the observations X i ; Y i are a sample from the mixture density p ; x; y = Z 1 x , z 1 y , , z dz: Here = ; , = ; and is the standard normal density. Since in practice it is hard to decide which of these models is more relevant, it is useful to treat the two models at the same time. The terminology`incidental' and`structural' is due to Neyman and Scott 1948 . In this paper we are interested in obtaining point estimators and con dence regions for the regression parameter = ; , considering the remaining parameters ; 1 ; 2 ; : : : a s n uisance parameters. As point estimators we propose the rst coordinate of the pair ; that maximizes the function the set of all probability distributions on R. In the structural version of the model this estimator is the maximum likelihood estimator, but in the functional version it is not. We shall show that the estimator is well-behaved in both versions of the model, provided the average n ,1 P n i=1 j does not diverge to in nity. In fact we prove the following theorem. THEOREM 1.1. Assume that the sequence of distributions n = n ,1 P n i=1 j converges weakly to a distribution 0 and satis es R jzj 7+ d n z = O 1 for some 0 .
Then the sequence p n n , 0 converges under 0 ; 0 ; 1 ; 2 ; : : : in distribution to a normal distribution with mean zero and covariance matrixĨ ,1 0 ; 0 forĨ ; given by 3.1-3.2.
To obtain con dence regions for we propose to invert the likelihood ratio test for the mixture model. Thus we de ne L n 0 = 2 log sup ; Q n i=1 p ; X i ; Y i sup Q n i=1 p 0 ; X i ; Y i and take as con dence region the set of parameters such that L n does not exceed the upper -quantile of the chi-squared distribution with two degrees of freedom.
We can similarly obtain con dence sets for the slope parameter alone. De ne the statistics K n 0 = 2 log sup ; Q n i=1 p ; X i ; Y i sup ; Q n i=1 p ; 0 ; X i ; Y i :
As a con dence set for take the set of all 0 such that K n 0 does not exceed the upper -quantile of the chi-squared distribution with one degree of freedom.
The following theorem implies that the asymptotic con dence level of these sets is 1 , , under both versions of the model. It is reasonable to expect that some stability condition on the sequence 1 ; 2 ; : : : is necessary to obtain results of this type. The condition that the 7 + -th absolute moments of the averages remain bounded is fairly weak, but probably more restrictive than necessary. The assumption in Theorem 1.1 that the sequence n converges to a limit is not necessary, but made for convenience. Inspection of our proofs shows that, given bounded 7 + -th moments, the theorem is valid along every subsequence for which the averages converge.
Estimation and setting con dence regions appears to be particularly di cult in the incidental version of the model, since one has to deal with an increasing number of nuisance parameters. In an important sense our estimator of is preferable over the usual estimator the maximum likelihood estimator in the incidental version of the model. In Section 6 we show that its asymptotic variance is strictly smaller than the asymptotic variance of the usual estimator, unless the empirical distribution of z 1 ; z 2 ; : : : approaches a normal distribution, in which case the procedures are equivalent. The gain in e ciency depends on the limit of this empirical distribution and is shown to range between 0 and 20 for reasonable`designs'. In the mixture version of the model our estimator is asymptotically e cient in the semiparametric sense cf. Begun, Huang, Hall and Wellner 1983 or Bickel, Ritov, Klaassen and Wellner 1993. Estimators with a limiting behaviour as our estimator are generally also thought to be asymptotically e cient in an appropriate sense in the incidental version of the model. However, an appropriate de nition of asymptotic e ciency in incidental models is not easy. See e.g. the discussions in Van der Vaart 1988, Section 5.4.2, and Pfanzagl 1993. Also see Gleser and Hwang 1987 , whose results show that uniform nite sample con dence intervals of nite expected length are possible in the incidental model only by restricting the range of the parameter. Pfanzagl 1993 , who gives counterexamples to show the di culties, concludes with the advice to scholars interested in applications" page 1675 to use estimator sequences which are asymptotically e cient among all S-regular estimator sequences i.e. e cient in the mixture model , but make sure that these estimator sequences are asymptotically linear with a remainder term converging stochastically in the incidental model to zero .. ". Theorem 1.1 and its proof shows that the latter is true for the maximum likelihood estimator for the mixture model.
The situation as regards testing hypotheses about and setting con dence intervals is similar. The likelihood ratio tests proposed in this paper have a Pitman e ciency strictly bigger than one relative to the usual procedures unless the empirical distribution of z 1 ; z 2 ; : : : approaches a normal distribution, in which case the relative e ciency is one. The same improvement in asymptotic e ciency could be gained by using a Wald type test based on our estimator, but it is a general phenomenon that likelihood ratio based tests and con dence sets have better nite sample properties, presumably because they do not impose a-priori symmetry.
Models with incidental parameters were considered by Neyman and Scott 1948, who drew attention to the fact that the maximum likelihood estimators for the structural parameter ; of the model, obtained by maximizing the likelihood over all parameters ; ; z 1 ; : : : ; z n , can be asymptotically inconsistent. In the present model the estimator for obtained in this manner is consistent, but the estimator for 2 converges to 2 =2. The resulting estimator for appears to be the accepted procedure in the literature. See e.g. Kendall and Stuart 1979, Chapter 29 or Fuller 1987 , Chapter 1, and also Section 7 of this paper. Kiefer and Wolfowitz 1956 showed that usually in particular in our model the maximum likelihood estimator ;^ ;^ i n a structural or mixture model is consistent for the product of Euclidean and weak topology.
They give an open-ended discussion of the practical relevance of the two types of models. In Section 2 we extend their consistency result to our general version of the model: it is shown that the distance between the maximizer ;^ ; of 1.1 and ; ; n converges to zero. Thus in the case of incidental parameters our estimator can be viewed as an estimator of the empirical distribution n ,1 P n i=1 z i of the incidental parameters. We prove asymptotic consistency under the weak condition that the sequence n ,1 P n i=1 jz i j 2+ remains bounded for some 0.
There is a large literature on the errors-in-variables model and its variations. Good starting points are Chapter 29 of Kendall and Stuart 1979 or Chapter 1 of Fuller 1987. Gleser 1981 gives a detailed derivation of the asymptotic properties of the standard estimators in multivariate version of the model. Anderson 1984 gives a long list of references and connections with other problems. We review the most relevant results in Section 6 of this paper, where we compare our procedures with the standard procedures. These standard procedures are ine cient from an asymptotic point of view. E cient estimators for in the mixture model were rst constructed by Bickel and Ritov 1987. They constructed a one-step estimator with the e cient score function estimated by using a kernel estimator. An extension of their result to models with incidental parameters is contained in Van der Vaart 1988a , 1988b . Since the maximum likelihood estimator does not require appropriate tuning of smoothing parameters, it seems preferable over these one-step estimators. In the case of a mixture model Van der Vaart 1995 proved the asymptotic normality o f the maximum likelihood estimators under a strong moment condition. Theorem 1.1 improves the moment condition, but, more importantly, extends his result to the incidental version of the model. Theorem 1.2 appears to have no precursors and the likelihood ratio procedure appears new, in particular for incidental models.
A di erent v ersion of the errors-in-variables model is obtained by assuming that the covariance matrix of the errors is completely unknown, but the mixing distribution or the limit of the sequence n ,1 P j is not Gaussian. Then the parameters are still identi able Reiers l 1950, but our results have no bearing on the asymptotic behaviour of their maximum likelihood estimators. The technical reason is that the estimators for and are no longer orthogonal, so that it is necessary to consider ; jointly. H o w ever our approach can, at present, not handle , because the ecient score equation 3.4 in Section 3 for appears to fail and we h a v e not been able to show that it is su ciently small.
A negative aspect of the estimator and con dence intervals considered in this paper is a stronger dependence on the Gaussian error structure. While the standard procedure for estimation can be motivated by a least squares criterion and therefore yields asymptotically normal estimators under just moment conditions, our procedures use the fact that the variables X i + Y i , are su cient for i , which is true for Gaussian errors, but not in general. It may be remarked that in the literature the Gaussian assumption is often made and rarely contested. Furthermore, Gaussianity is essential for the standard exact procedure to set con dence intervals cf. Sec-tion 6. In practice one will have t o w eigh the gain in e ciency which depends on 0 against one's belief in the normality of the errors. See Spiegelman 1979 for a further discussion of the non-Gaussian case.
Another disadvantage of our proposal is the computational complexity, in particular to compute the maximum likelihood estimator for the mixing distribution. However this problem has been investigated by a n umber of authors. Lindsay 1983b has shown that for every xed ; the likelihood is maximized with respect to by a discrete distribution n ; h a ving at most n support points. Several algorithms to compute these suppport points and the corresponding weights are reviewed in Lesperance and Kalb eisch 1992. Since computing the maximum likelihood estimator for the mixing distribution in our problem is equivalent to computing the maximum likelihood estimator in a normal deconvolution problem, the convex minorant algorithm considered by Groeneboom 1991 and Jongbloed 1995 can be used as well. The maximum likelihood estimator ;^ can be calculated by maximizing the pro le likelihood ; 7 ! lik , ; ; n ; or, preferably, b y building an updating procedure for initial estimators for ; i n to the iteration steps for computing the mixing distribution.
The paper is organized as follows. In Section 2 we derive the consistency of our estimator. Section 3 contains a discussion of least favorable submodels and an outline of the proofs of Theorems 1.1 and 1.2. The proofs of Theorems 1.1 and 1.2 are given in Sections 4 and 5. In Section 6 we conpute the relative e ciencies of our procedures and the standard procedures. In particular we derive the asymptotic power of the likelihood ratio test on which our con dence sets are based. Section 7 is an appendix and contains a numb e r o f t e c hnical lemmas.
Consistency
Kiefer and Wolfowitz 1956, Section 4 show that the maximum likelihood estimator ;^ in the mixture version of the errors-in-variables with free covariance matrix is consistent for the product of the Euclidean topology and the weak topology provided 0 is not normal. Their proof can also be applied to the mixture model with known up to a constant. At rst one might expect that the resulting estimator, which is de ned as the maximum likelihood estimator for the mixture model, will behave erratically in the functional version of the model. This is not true: in the functional version of the model the estimator may be considered an estimator for the empirical measure n ,1 P n i=1 z i of the incidental parameters. Proof. It is clear from the form of the likelihood that n ;^ n ; n is also the point of maximum if the parameter space for is enlarged to all subprobability measures on R. The latter set is compact and metrizable for the vague topology and the vague topology restricted to the set of probability measures is identical to the weak topology.
Thus it su ces to show that d n ; n P ! 0 in this setting.
We adapt the proofs of Wald 1949 and Kiefer and Wolfowitz 1956, sketching only the main steps. Assume without loss of generality that the sequence n converges weakly to a limit 0 ; otherwise argue along subsequences. Compactify the parameter set for to Given an open neighbourhood V of 0 ; 0 , its complement, which is compact, can be covered with nitely many neighbourhoods U 1 ; : : : ; U k attached to some i ; i in this manner. If n ; n is not in V , then it is in one of these neighbourhoods. It su ces to show that for every neighbourhood U the probability that it contains n ; n tends to zero as n ! 1 . By the de nition of n ; n this probability i s n ,1 P n i=1 EjA ni j =1 and n ,1 P n i=1 EjA ni jfjA ni j " n g ! 0 for every " 0, which are implied by the moment condition on n , the averages A n satisfy the weak law o f large numbers:
A n , E A n ! 0 in probability. Since E A n is asymptotically negative by 2.1 it follows that the probability in the preceding display converges to zero. A nal result on consistency that is useful in the proof of Theorem 1.2 concerns the consistency of the mean of our estimator for n . This is also of independent interest. THEOREM 2.3. Assume that the sequence of distributions n = n ,1 P n i=1 j satis es R jzj 2+ d n z = O 1 for some 0 . Then the di erences between R z d n;00 z, R z d n;0 z, R z d n z and R z d z converge to zero in probability under the model 0 ; 0 ; 1 ; 2 ; : : : .
Proof.
We give the proof for, the other cases being similar. Inspection of the likelihood shows that our estimator maximizes F or xed these are well de ned for t su ciently close to zero. Remember that is discrete. Inserting these submodels in the likelihood and di erentiating with respect to t at t = 0 w e obtain the equations
Here P n is the empirical measure of T 1 ; : : : ; T n . It follows thatz = n ,1 P n i=1 T i . The result follows by inserting the de ning equations for X i and Y i and applying the law of large numbers.
Least Favorable Submodels
The proofs of both Theorem 1. Thus the e cient score function yields an estimation equation for that is unbiased in the nuisance parameter: using the methods of this paper the equation P~ ; X i ; Y i = 0 can be shown to give an asymptotically normal estimator for , for any c hoice of , e v en random choices. Choosing a random sequence n that converges to 0 we obtain an e cient estimator for . A s w e shall now show Theorem 1.1 corresponds to choosing the maximum likelihood estimator for . Denote the empirical measure of the observations by P n and write taking expectations in the operator notion; thus P n fX;Y = n , 1 The technical details of the program outlined in the preceding paragraphs are not trivial because of the presence of estimators for the nuisance parameters and 0 . In both proofs the expansions contain random terms of the form P n` j;~ for deterministic functions`x; yj ; and estimators ;~ depending on all the data.
The following propositions are used to control these expressions.
The propositions are stated for independent random elements X 1 ; : : : ; X n in an arbitrary measurable space X ; A and arbitrary collections F of measurable functions f: X 7 ! R . The function F is a measurable envelope function of the class F: jfj F for every f 2 F . The L r P-bracketing number N , "; F; L r P is de ned as the minimal number of pairs of functions l;u such that Pu , l r " r and every f 2 F is contained in some bracket: l f u for some pair l;u . PROPOSITION 3.1. Let X 1 ; : : : ; X n be independent random elements with distributions P 1 ; : : : ; P n . F or P n = n ,1 P n i=1 P i suppose Then the sequence sup f2F n ,1 P n i=1 fX i , P i f converges in outer probability t o zero.
Proof. By the moment assumptions on the envelope function F the sequence P n , P n f n converges to zero in probability for every sequence of measurable functions f n with jf n j F . I f l n f u n , then P n , P n f P n , P n u n + P n u n , l n . For every xed n choose a minimal number of brackets l n;i ; u n;i of size " in L 1 P n that cover F. By assumptions the number of brackets is uniformly bounded in n. T h us sup f P n , P n f sup i P n , P n u n;i + ";
where the number of terms in the supremum on the right is uniformly bounded in n. The bracketing functions u n can be chosen to satisfy ju n j F . Conclude that the right side of the display converges in probability t o " . This being true for every " 0, and a similar argument applied with the lower bracketing functions, yields the proposition.
PROPOSITION 3.2. Let X 1 ; : : : ; X n be independent random elements with distributions P 1 ; : : : ; P n . F or P n = n ,1 P n i=1 P i and an arbitrary probability measure P Their derivatives with respect to z can be bounded similarly by a m ultiple of 1+jzj 5 . I t now follows by Lemma 7.4 that F satis es also the third condition of Proposition 3.2.
Thus the process G n converges in distribution in the space`1U; R 2 to a tight Gaussian process, that can be identi ed with a P 0; 0 -brownian bridge process. The sample paths of the limit process are uniformly continuous with respect to the semimetric with square This follows by standard arguments, where for the second line we note that the inner product of the e cient score function with the ordinary score function for equals the e cient information matrix by the projection property of an e cient score function.
Proof of Theorem 1.2
We shall derive the limit distribution of the sequence L n 0 . The arguments for the sequence K n 0 are similar and easier.
Assume without loss of generality that the sequence n converges weakly to a limit 0 ; otherwise argue along subsequences. It su ces to show that both the left and the right side of 3.5 converge in distribution to a chi-squared distribution with two degrees of freedom. We show this by expanding the left side in a two-term Taylor expansion in, 0 around 0 and, similarly, the right side around. In the expansion of the right side the linear term vanishes in view of the e cient score equation 3.4 and it su ces to consider the quadratic term. In the expansion of the left side both the linear term and the quadratic term contribute to the limit distribution. We shall only give the details for this side, the details for the right side being simpler.
The expansion of the left side of 3. The right side is bounded in n for e.g. = V = 1, whence F satis es the rst condition of Proposition 3.1. By Lemma 7.1 the class F has envelope function , 1 + j x j + j y j 4 , so that F satis es the second condition as well. 
E ciency
In this section we discuss the asymptotic e ciency of our estimator and test statistics and compare our proposals to the standard procedures. We are particularly interested in e ciency under the incidental version of model, but throughout the section we assume the more general model parametrized by ; ; ; 1 ; 2 ; : : : a s g i v en in the introduction. For simplicity w e shall concentrate on the slope parameter alone. Our estimator for the intercept gives no improvement o v er the usual procedures. We conjecture that similar results are valid for our estimator for . H o w ever the results of this paper do not even show that our estimator for converges at p n-rate. This remains to be investigated.
Estimating the slope
The standard procedure for estimating the slope parameter , which w e shall denote by^ LS , can be described in at least three di erent w a ys. First it is the -component We wish to compare the asymptotic variance of^ LS to the asymptotic variance of our estimator, which is given by the 2,2-element of the inverse of the matrix I ; ; 0 given in 3.2. Alternatively I ,1 ; ; 0 2;2 is the inverse of the second moment o f the e cient in uence function for given in 3.6, with = 0 , computed relatively to the mixture model with 0 .
A n umber of qualitative comparisons are possible without calculations. First, since^ LS is the maximum likelihood estimator in the mixture model restricted by the a-priori knowledge that is Gaussian, it follows that the asymptotic variance of LS is not larger than that of our estimator^ for 0 a normal distribution. Second, that the variances are actually equal in this case follows from the fact that the least favourable model in Section 3 is a location-scale model. Thus for 0 Gaussian, the least favourable submodel remains within the Gaussian family. Since our estimator is e cient in the least favourable model, its asymptotic variance is least possible for 0 Gaussian, hence equals the asymptotic variance of^ LS . This was already noted by Bickel and Ritov 1987. Third, the asymptotic variance of our proposal is never larger than the asymptotic variance of the usual estimator. The distributional result 6.1 can be extended to the assertion that the sequence p n^ LS , , h= p n has the same normal limit distribution in the mixture model under every sequence of parameters + g= p n; + h= p n; + = p n; n such that for some function k Z p nd The following theorem asserts strict improvement of our estimator whenever 0 is not normal. Since it is regular in the sense of H ajek, the convolution theorem would show that its asymptotic in uence function coincides almost surely with the e cient in uence function for given in 3.6, relative to the mixture model. The null hypothesis is rejected for large values of r n 0 . Under the null hypothesis the statistic r n 0 possesses the same distribution as the sample correlation of n vectors from a bivariate standard normal distribution. Thus the procedure can be exact in the sense that the critical value of the test can be chosen such that the level is exactly equal to a given nominal value . A disadvantage of the test is that it is really testing the hypothesis that the correlation between V and W is zero and this is equivalent to the hypothesis H 0 The relative e ciency in the sense of Pitman of two sequences of tests with an asymptotic power of the form as given can be de ned as the squared quotient of the slopes of the tests. Hence the situation for testing is exactly the same as the situation for estimating : in view of Theorem 6.1 the best based on K n 0 is strictly more e cient than Creasy's test or the likelihood ratio test, unless 0 is Gaussian. for every r 1 and V 1= and measure P on R 2 and 0 , and a constant C depending only on 0 , U, , V , r, the compacta, and k 0 ; k 1 ; k 2 ; k 3 ; k 4 . 
