This paper presents a tensor alignment (TA) based domain adaptation (DA) method for hyperspectral image (HSI) classification. To be specific, HSIs in both domains are first segmented into superpixels, and tensors of both domains are constructed to include neighboring samples from a single superpixel. Then the subspace alignment (SA) between the two domains is achieved through alignment matrices, and the original tensors are projected as core tensors with lower dimensions into the invariant tensor subspace by applying projection matrices. To preserve the geometric information of original tensors, we employ a manifold regularization term for core tensors into the optimization process. The alignment matrices, projection matrices, and core tensors are solved in the framework of Tucker decomposition with an alternating optimization strategy. In addition, a postprocessing strategy is defined via pure samples extraction for each superpixel to further improve classification performance. Experimental results on four real HSIs demonstrate that the proposed method can achieve better performance compared with the state-of-theart subspace learning methods when a limited amount of source labeled samples are available. Index Terms-Domain adaptation (DA), hyperspectral image (HSI) classification, superpixel segmentation, tensor alignment (TA). He currently holds a visiting Ph.D. position with RSLab. His research interests include remote sensing image classification and domain adaptation (DA).
I. INTRODUCTION
I N THE past decades, extensive research efforts have been spent on hyperspectral remote sensing since hyperspectral data contain detailed spectral information measured in contiguous bands of the electromagnetic spectrum [1] - [3] . Due to the discriminative spectral information of such data, they have been used for a wide variety of applications, including agricultural monitoring [4] , mineral exploration [5] , and so on. One fundamental challenge in these applications is how to generate accurate land-cover maps. Although supervised learning for hyperspectral image (HSI) classification has been extensively developed in the literature (including random forest [6] , support vector machine (SVM) [7] , Laplacian SVM (LapSVM) [8] - [10] , decision trees [11] , and support tensor machine (STM) [12] ), sufficient labeled training samples should be available to obtain satisfactory classification results. This would require extensive and expensive field data collection campaigns. Furthermore, with the advance of newly developed spaceborne hyperspectral sensors, large numbers of HSIs are easily collected and it is not feasible to timely label samples of the HSIs as reference for training. Therefore, only limited labeled samples are available in most real applications of hyperspectral classification. According to the statistical theory in supervised learning, the data to be classified are expected to follow the same probability distribution function (PDF) of training data. However, since the physical conditions (i.e., illumination, atmosphere, sensor parameters, and so on) can hardly be the same when collecting data, PDFs of training and testing data tend to be different (but related) [13] . Then how to apply the labeled samples of original HSI to the related HSI is challenging in such cases. These problems can be addressed by adapting models trained on a limited number of source samples (source domain) to new but related target samples (target domain). Generally, the source and target domains refer to two different HSIs, which represent either different scenes or the same scene acquired at different times. The rational of the adaptation is that these two HSIs are assumed to be related to each other. The source and target samples usually refer to the pixels of HSIs. The problem should be further studied for the development of hyperspectral applications.
According to the machine learning and pattern recognition literature, the problem of adapting model trained on a source domain to a target domain is referred to as transfer learning or domain adaptation (DA) [13] . The main idea of transfer learning is to adopt the knowledge learned in one task to a related but different task. An excellent review of transfer learning can be found in [14] and [15] . In general, transfer learning is divided into four categories based on the properties of domains and tasks, i.e., DA, multi-task learning, unsupervised transfer learning, and self-taught learning. In fact, DA has a greater impact on practical applications. When applied to classification problems, DA aims to generate accurate classification results of target samples by utilizing the knowledge learned on the labeled source samples. According to [3] , DA techniques for remote sensing applications can be roughly categorized as selection of invariant features, adaptation of data distributions, adaptation of classifier, and adaptation of classifier by active learning (AL) .
In our case of HSI classification, we focus on the second category, i.e., adaptation of data distributions, in which data distributions of both domains are made as similar as possible to keep the classifier unchanged. Despite the fact that several DA methods have been proposed for HSI classification, they treat HSIs as several single samples, which renders them incapable of reflecting and preserving important spatial consistency of neighboring samples. In this paper, to exploit the spatial information in a natural and efficient way, tensorial processing is utilized, which treats HSIs as 3-D tensors. Tensor arithmetic is a generalization of matrix and vector arithmetic and is particularly well suited to represent multilinear relationships that neither vector nor matrix algebra can capture naturally [16] , [17] . The power of tensorial processing for improving classification performance without DA has been proven in [18] - [22] . Similarly, when we apply tensorial processing to HSI in DA, multilinear relationships between neighboring samples in both HSIs are well captured and preserved, while conventional DA methods using vectorization deal with single samples. Tensor-based DA methods for the visual application have demonstrated the efficacy and efficiency on the task of cross-domain visual recognition [17] , [23] , whereas there are few published works on DA by using tensorial processing of HSIs.
To be specific, we propose a tensor alignment (TA) method for DA, which can be divided into two steps. First, the original HSI data cubes in both domains are divided into small superpixels and each central sample is represented as a 3-D tensor consisting of samples in the same superpixel. In this way, each tensor is expected to include more samples from the same class. Since tensors are acted as basic elements in the TA method, we believe that the high purity of tensors brings better adaptation performance. Second, taking into account the computational cost, we randomly select the part of target tensors in the progress of TA to achieve tensor subspace alignment (SA). Specifically, three alignment matrices {A (1) , A (2) , A (3) } are introduced to align the tensor representations from both domains, and the invariant tensor subspace shared by these aligned tensors is obtained by using three projection matrices {U (1) , U (2) , U (3) } with original geometry preserved. The solution of both alignment and projection matrices is obtained by applying the Tucker decomposition [24] with orthogonal regularization on all these matrices, and original tensors are represented by core tensors in the invariant subspace. Fig. 1 illustrates the manifold regularized TA method with a 1-Nearest Neighbor (1NN) geometry preserved.
In addition to the TA method, after generating a classification map, a postprocessing strategy based on pure samples extraction of each superpixel is employed to improve performances. The pure samples in superpixels have similar spectral features and likely belong to the same class. Therefore, if most pure samples in a superpixel are classified as i th class, it is probable that the remaining pure samples belong to the same class. Since samples in one superpixel may belong to two or even more classes and there are always classification errors in DA, the ratio of pure samples predicting as the same class might be reduced if we extract more pure samples. Therefore, we extract the pure samples by fixing the ratio as 0.8. Fig. 1 . Illustration of the manifold regularized TA method. There are five tensor objects for each class in the source domain and only three tensor objects for each class in the target domain. The SA is achieved by employing three alignment matrices {A (1) , A (2) , A (3) }, while the aligned tensor subspace is obtained utilizing three projection matrices {U (1) , U (2) , U (3) } with original geometry preserved. Each arrow represents the 1NN relationship between tensors. (Best view in colors.) Specifically, final pure samples are extracted by first projecting samples in each superpixel to the principal component axis and then including more samples in the middle range of the axis till the ratio reaches 0.8. In this way, the consistency of classification results on pure samples is enforced. To sum up, the main contributions of our work lie in the following two aspects:
1) We propose a manifold regularized TA for DA and develop the corresponding efficient iterative algorithm to find the solutions. Moreover, we analyze the convergence properties of the proposed algorithm and its computational complexity as well. 2) We introduce a pure samples extraction strategy as postprocessing to further improve the classification performance. Comprehensive experiments on four publicly available benchmark HSIs have been conducted to demonstrate the effectiveness of the proposed algorithm.
The rest of the paper is organized as follows. Related works on adaptation of data distributions, tensorial processing of HSI, and multilinear algebra are illustrated in Section II. The proposed methodology of TA is presented in Section III, while the pure samples extraction strategy for classification improvement is outlined in Section IV. Section V describes the experimental data sets and setup. Results and discussions are presented in Section VI. Section VII summarizes the contributions of our research.
II. RELATED WORK
This section briefly describes important studies related to the adaptation of data distributions, tensorial processing of hyperspectral data, and basic concepts in multilinear algebra.
A. Adaptation of Data Distributions
Several methods for the adaptation of data distributions focus on subspace learning, where projected data from both domains are well aligned. Then, the same classifier (or regressor) is expected to be suitable for both domains. In [25] , the data alignment is achieved through principal component analysis (PCA) or kernel PCA (KPCA). In [26] , a PCAbased SA algorithm is proposed, where the source subspace is aligned as close as possible to the target subspace using a matrix transformation. In [17] , features from convolutional neural network are treated as tensors and their invariant subspace is obtained through the Tucker decomposition. Nielsen [27] aligns domains with canonical correlation analysis (CCA) and then perform change detection. The approach is extended to a kernelized and semisupervised version proposed in [28] , where change detection with different sensors is carried out. In [29] , the supervised multi-view CCA ensemble is presented to address heterogeneous DA problems. In [30] , DA is achieved by cross-domain collaborative learning (CDCL), which is addressed via cluster CCA (C-CCA) and random walker (RW) algorithms.
A few studies assume that data from both domains lie on the Grassmann manifold, where data alignment is conducted. In [31] , the sampling geodesic flow (SGF) method is introduced and finite intermediate subspaces are sampled along the geodesic path connecting the source subspace and the target subspace. Geodesic flow kernel (GFK) method in [32] models infinite subspaces in the way of incremental changes between both domains. Along this line, GFK SVM in [33] shows the performance of GFK in nonlinear feature transfer tasks. A GFK-based hierarchical subspace learning strategy for DA is proposed in [34] , and an iterative coclustering technique applied to the subspace obtained by GFK is proposed in [35] .
Other studies hold the view that the subspace of both domains can be low-rank reconstructed or clustered. The reconstruction matrix is enforced to be low-rank, and a sparse matrix is used to represent noise and outliers. In [36] , a robust DA low-rank reconstruction (RDALRR) method is proposed, where a transformed intermediate representation of the samples in the source domain is linearly reconstructed by the target samples. In [37] , the low-rank transfer subspace learning (LTSL) method is proposed, where transformations are applied for both domains to resolve disadvantages of RDALRR. In [20] , a low-rank and sparse representation (LRSR) method is presented by additionally enforcing the reconstruction matrix to be sparse. To obtain better results of reconstruction matrix, structured DA (SDA) in [38] utilizes block-diagonal matrix to guide iteratively the computation. Different from the above methods, latent sparse domain transfer (LSDT) in [39] is inspired by subspace clustering, while the low-rank reconstruction and instance weighting label propagation algorithm in [40] attempts to find new representations for the samples in different classes from the source domain by multiple linear transformations.
Other methods focus on feature extraction strategy by minimizing predefined distance measures, e.g., maximum mean discrepancy (MMD) or Bregman divergence. In [41] , transfer component analysis (TCA) tries to learn some transfer components across domains in a Reproducing Kernel Hilbert Space (RKHS) using MMD. It is then applied to remote sensing images in [42] . TCA is further improved by joint DA (JDA), where both the marginal distributions and conditional distributions are adapted in a dimensionality reduction procedure [43] . Furthermore, transfer joint matching (TJM) aims to reduce the domain difference by jointly matching the features and reweighting the instances across domains [44] . Recently, joint geometrical and statistical alignment (JGSA) is presented by reducing the MMD and forcing both projection matrices to be close [45] . Sun et al. [46] and [47] transfer category models trained on landscape views to aerial views for high-resolution remote sensing images by reducing MMD. Different from the above category for feature extraction, several studies employ manifold learning to preserve the original geometry. In [48] , both domains are matched through manifold alignment while preserving label (dis)similarities and the geometric structures of the single manifolds. The algorithm is extended to a kernelized version in [49] . Spatial information of HSI data is taken into account for manifold alignment in [50] . In [51] , both local and global geometric characteristics of both domains are preserved, and bridging pairs are extracted for alignment. In addition to manifold learning, the manifold regularized DA (MRDA) method integrates spatial information and the overall mean coincidence method to improve prediction accuracy [52] . Beyond classical subspace learning, manifold assumption, and feature extraction methods, several other approaches are proposed in the literature, such as class centroid alignment [53] , histogram matching [54] , and graph matching [55] .
B. Tensorial Processing of Hyperspectral Data
A few published works of tensor-based methods have been applied to HSI processing to fully exploit both spatial and spectral information. The texture features of HSI at different scales, frequencies, and orientations are successfully extracted by the 3-D discrete wavelet transform (3-D-DWT) [56] . The gray level cooccurrence is extended to its 3-D version in [57] to improve classification performance. Tensor discriminative locality alignment (TDLA) algorithm optimizes the discriminative local information for feature extraction [58] , while local tensor discriminant analysis (LTDA) technique is employed in [18] for spectral-spatial feature extraction. The high-order structure of HSI along all dimensions is fully exploited by superpixel tensor sparse coding to better understand the data in [21] . Moreover, several conventional 2-D methods are extended to the 3-D for HSI processing, such as the 3-D extension of empirical mode decomposition in [59] , [60] . The modified tensor locality preserving projection (MTLPP) algorithm is presented for HSI dimensionality reduction and classification in [61] . The coupled sparse tensor factorization (CSTF)-based approach is proposed for fusing hyperspectral and multispectral images in [62] , and a novel sparse representation based on tensor product is proposed to model the nonlocal patch tensors extracted from HSIs in [63] .
C. Notations and Basics of Multilinear Algebra
A tensor is a multi-dimensional array that generalizes matrix representation. Vectors and matrices are first-and second-order tensors, respectively. In this paper, we use lower case letters (e.g., x), boldface lowercase letters (e.g., x), and boldface capital letters (e.g., X) to denote scalars, vectors, and matrices, respectively. Tensors of order 3 or higher will be denoted by boldface Euler script calligraphic letters (e.g., X ). The operations of Kronecker product, Frobenius norm, vectorization, and product are denoted by ⊗, || · || F , vec(·), and , respectively. The Tr(·) denotes the trace of a matrix. For simplicity, I 1 × · · · × I k−1 × I k+1 × · · · I M is denoted as I {M\k} , I 1 × · · · × I M is denoted as I {M} , M l=1 I l and M l =k I l are denoted as I {M} and I {M\k} , respectively. An Mth order tensor is denoted by X ∈ R I {M} . The corresponding k-mode matricization of the tensor X , denoted by X (k) , unfolds the tensor X with respect to mode k. The operation between tensor X and a matrix V (k) ∈ R J k ×I k is the k-mode product denoted by X × (k) V (k) , which is a tensor of size I 1 × · · · × I k−1 × J k × I k+1 × · · · I M . Briefly, the notion for the product of the tensor with a set of projection matrices {V (k) } M k=1 excluding the l-mode as
Tucker decomposition is one of the most well-known decomposition models for tensor analysis. It decomposes a M mode tensor X into a core tensor G multiplied by a set projection matrices {U (k) } M k=1 with the objective fuction defined as follows:
. By applying the l-mode unfolding, (2) can alternatively be written as
where G (l) denotes the l-mode unfolding of G, and U (−l) denotes k =l ⊗U (k) . The vectorization of (3) can be formulated as
Note that regularizations of G and U are ignored in above equations.
III. PROPOSED TENSOR ALIGNMENT APPROACH

A. Problem Definition
Let us assume that we have n s tensor samples
Similarly, tensors in the target domain are denoted as {X j t } n t j =1 . In this paper, we consider only homogeneous DA problems, thus we assume that X j t ∈ R I {M} . In the context of DA, we follow the idea to achieve tensor representation alignment between two domains by using alignment matrices A = {A} M l=1 and to obtain the invariant tensor subspace by using projection matrices U = {U l } M l=1 , where A l ∈ R I l ×I l and U l ∈ R J l ×I l . Intuitively, we propose to conduct invariant tensor subspace learning on the tensor samples in both domains with manifold regularization. Fig. 1 shows that the invariant tensor subspace is obtained by using three alignment matrices {A (1) , A (2) , A (3) } and three projection matrices {U (1) , U (2) , U (3) }. By performing Tucker decomposition simultaneously, the tensor samples in both domains are represented by the corresponding core
with smaller dimensions in the invariant subspace. The geometrical information should be preserved as much as possible via forcing manifold regularization during subspace learning. In the following, we will introduce the approach adopted to perform invariant tensor subspace learning and the prior work related to construct and select HSI tensors.
B. Method Formulation
By assuming that tensor samples and weight matrices for both domains are available, the optimization problem is defined as
λ is a nonnegative parameter for tuning the importance of manifold regularization, w S i j and w T i j are the weights between the i th and j th tensor in W S and W T , respectively. When λ is small, the objective function depends mainly on the minimization of the reconstruction errors for all tensor objects. When it is large, the objective function depends mainly on the preservation of tensor geometry information.
C. Optimization
The problem in (5) can be solved by alternatively updating U and the cores G S and G T until the objective function converges.
1) Updating G S and G T : When A is fixed and [[X i S ; A]] is denoted as P i S , by applying the k-mode unfolding and according to (3), we obtain the following problem
where D is introduced for simplicity to denote the source (S) and target (T ) domains,
Given U, by applying vectorization shown in (4), the problem is formulated as
where
When vec(P D(k) ) and vec(G D(k) ) are considered as the columns in matrices, the matrix form of the above equation can be written as
Formally, we transform the problem above into the following optimization formulation
For simplicity and better illustration, P ∈ R n x ×n D , Z ∈ R n x ×n g , G ∈ R n g ×n D , and L ∈ R n D ×n D . Let V T be the singular value decomposition (SVD) of Z and denote V T G as Y. Note that no information of G is lost in the transformation because V is invertible. Then we have
where Y ∈ R n g ×n D , ∈ R n x ×n g , T = I n x ×n x , and V T V = I n g ×n g . Based on the properties of trace and F-norm, we reformulate it as
where M = T P ∈ R n x ×n D . We denote the i th row of matrices M and Y as M i,: and Y i,: , respectively. Then the problem above can be rewritten as
When only considering Y i,: , we have min Y i,:
where Q = λL + 2 ii I n D ×n D ∈ R n D ×n D is a positive definite matrix. This is an unconstrained quadratic programming optimization of Y i,: and can be easily solved by setting the derivation to zero. The optimal Y * can be obtained by updating all rows and optimal G * is given as VY * . When both G v
are updated, the G D can be obtained by applying tensorization.
2) Updating U: When A and the cores (G S and G T ) are fixed, we first write the problem of (5) as
where P ∈ R I {M} ×(n S +n T ) and G ∈ R J {M} ×(n S +n T ) denote the concatenation of sample tensors P D and core tensors G D in each domain, respectively. Similar to most tensor decomposition algorithms, the solution for U (l) 
is obtained by updating one with others fixed. By using the k-mode unfolding, the problem is derived as the following constrained objective function:
and U M+1 is identity matrix because there is no sense to achieve adaptation on the dimensions. The problem in (15) can be effectively solved by utilizing SVD of P (k) U (−k) G T . Please refer to the Appendix for the proof. For an efficient computation, G(U (−k) ) T is solved in the implementation as follows:
3) Updating A: When the cores (G S and G T ) and U are fixed, the problem in (5) is formulated as
where (14), the problem is solved by updating one with other fixed. By using the k-mode unfolding, the problem is written as
It is easy to show that the optimal A (k) * is given by
Note that the computation of X S(k) A (−k)T is similar to (16) .
Since the objective function in (5) is nonconvex on alignment matrices A and projection matrices U, we initialize projection matrices U by solving a conventional Tucker decomposition problem and alignment matrices A as identity matrices to obtain a stationary solution. Once the source core tensors G S and projection matrices U are obtained, all the target tensors X a T are projected as G a T using U, and a linear SVM is trained using G S . Then the classification result of target HSI can be obtained by classifying G a T .
D. Relation to Existing Methods
The PCA-based SA method in [26] achieves DA by using a matrix transformation to align the source subspace to the target subspace. Given the source vector subspace U S and the target vector subspace U T computed by PCA, the subspace discrepancy is reduced by using linear matrix A, where A = min A ||U S A−U T || 2 F . Obviously, there are two main differences between the SA and the proposed method. First, the SA aligns the vector subspace, whereas the proposed method considers tensor subspace. Second, the alignment matrices and the tensor subspace in this paper are learned jointly in a unified framework, whereas the SA method learns vector subspace and transformation matrix separately.
Following the work of SA, Gao and Gu [64] proposed a tensorized principal component alignment (TPCAM) method, which seeks a domain-invariant tensor feature space by learning multilinear mapping functions that align the source tensor subspace and the target tensor subspace on different dimensions. Indeed, the TPCAM method is the tensorized version of SA and it learns the tensor subspace and the multilinear mapping separately, which is significantly different from the proposed approach.
E. Convergence and Computational Complexity Analysis
Formally, the objective function of the optimization in problem (5) is denoted as (G S , G T , U, A). In (13), we update G S and G T with U fixed, i.e., we solve
Similarly, given the closed form solution of optimal U * and A * ,
. Therefore, the (G S , G T , U, A) decreases monotonically and iteratively, assuring the convergence of the proposed algorithm. As shown in Section VI, the proposed algorithm achieves convergence in less than 15 iterations.
The computational complexity mainly contains three parts: unconstrained optimization problem in (9), orthogonal constrained problems in (15) and (18) . The number of iterations for updating G D is denoted as N. For simplicity, the vectorization dimensionality of original and core tensors is denoted as D o = M k=1 I k and D c = M k=1 J k , respectively. First, the complexity of (9) consists of both SVD of Z in (10) and matrix inverse of P in (13) . The corresponding complexities are O(D o D 2 c ) and O[D c (n 2 S log(n S ) + n 2 T log(n T ))], respectively. Second, given the SVD of P (k) 
F. Tensors Construction and Selection
DA is achieved by TA, where HSI tensors are regarded as basic elements. Therefore, HSI tensors are expected to be as pure as possible. An ideal tensor should consist of samples belonging to the same class. However, spatial square patches centered at the training (or testing) samples can contain samples from different classes when extracted at the edge between different classes. To obtain pure tensors, superpixel segmentation [65] is performed on the first three principal components of the HSI. Fig. 2(a) shows an illustrative example of the segmentation result of Pavia University image, and Fig. 2(b1) illustrates a local 7 × 7 patch with samples segmented into two different superpixels. Generally, the rectangle area of 5 × 5 surrounding the central sample [red sample in Fig. 2(b) ] can be extracted as the 5 × 5 tensor of the central sample. However, when the central sample is near the border of two superpixels, the tensor may include the samples from different superpixels [see Fig. 2(b2) ]. To maximize the purity of the tensor, we apply a strategy to construct the tensor using the samples from the same superpixel [see Fig. 2(b3) ]. Specifically, the samples from the same superpixel near the central sample are selected to construct the tensor. Then they are arranged according to their distances from the central sample and their raw spatial relationship are kept to the greatest extent simultaneously. For example, the samples (blue samples in red rectangle) in the 5 × 5 neighboring area of the central sample in Fig. 2(b3) are kept, whereas other samples used for tensor construction (blue samples in green rectangles) are arranged to form the 5 × 5 neighboring area. This strategy can preserve the spectral-spatial structure of the HSI cube and takes into account the dissimilarity of various neighborhoods, particularly at the edges of different superpixels.
By using the strategy above, the labeled source tensor X S and unlabeled target tensors X a T can be obtained. Given the computation cost of tensorial processing, several target tensors are randomly selected as X T for alignment. For example, assuming the window size of the tensor is 5 × 5, the Pavia university data set consists of 35139 unlabeled samples and thus the tensor of all samples has the size of 5×5×102 × 35 139. It is clear that using all the unlabeled tensors to achieve alignment is impractical. Consequently, 100 tensors per class from the target domain are randomly selected for adaptation as X T . To further reduce computation cost, spectral dimensionality reduction for X S and X T is conducted via MPCA. Then, two weight matrices for both X S and X T are computed to enforce manifold regularization. Specifically, we compute the source weight matrix W S in a supervised manner with labels of the source tensors, i.e., w S i j = 1 if the i th and j th tensors belong to the same class, otherwise w S i j = 0. Differently from the computation of W S , target weight matrix W T is computed by searching the ten nearest neighboring samples via spectral angle measure (SAM) of {X j t } n t j =1 , where X j t denotes the mean of X j t along the spatial axis. Therefore, w T i j = 1 if X i t belong to the ten-nearestneighbor of X j t , otherwise w T i j = 0. For simplicity, the window size of tensors, the spectral dimensionality after MPCA, and the spectral dimensionality of TA are denoted as W s, d 1 , and d 2 , respectively. Thus, tensor dimensions for MPCA and TA are W s × W s × d 1 and 1×1×d 2 , respectively. The details of the proposed method are summarized in Algorithm 1.
IV. PURE SAMPLES BASED CLASSIFICATION IMPROVEMENT
Once the projection matrices {U (1) , U (2) , U (3) } are computed, source and target tensors are represented as core tensors G S and G T , respectively. The predicted map of the target HSI can be easily obtained by a supervised classifier. It is notable that only part of target tensors is well exploited for DA, and superpixel segmentation contributes only to tensor construction in the whole progress. In order to further exploit all target tensors and superpixel segmentation, in this section, a strategy based on pure samples extraction is introduced to improve classification performance.
We first introduce the PCA-based method used for extracting the pure samples. As suggested in [66] , for each superpixel, we perform PCA and choose the first three principal components as the projection axis. Then, we project all samples onto these three principal components. For each projection axis, we normalize the projection values to [0, 1]. Since samples belonging to the same class in each superpixel have similar spectral signatures, these samples are likely to be projected to middle range of [0, 1], instead of extreme values 0 and 1. Given a threshold T (i.e., 0.9), if the normalized projection of sample p i is larger than T , we assign a weight of p i to the sample. Otherwise, if it is smaller than 1 − T , the weight is set as 1 − p i . Further, 0 is assigned to those pixels which meet p i ∈ (1 − T, T ). In this way, each pixel is represented by three weights for three components. Finally, the sum of all weights for each sample is regarded as its purity index. The samples with purity index equal to 0 are extracted as pure samples. Illustrative examples of pure samples extraction are shown in Fig. 3 , where T is set as 0.7. After the extraction of pure samples in target HSI, we can apply the strategies for performance improvement.
The pure samples in each superpixel are expected to belong to the same class. However, there are always some samples predicted with a different class label in the testing stage. Therefore, if most of the pure samples in one superpixel are predicted as belonging to i th class, it is reasonable to expect that the residual pure samples belong to the i th class too. Indeed, this idea is similar to the spatial filtering which also exploits spatial consistency. Since samples in one superpixel may belong to two or even more classes and there are always classification errors in DA, the ratio of pure samples predicted Algorithm 2 Pure Samples Based Classification Improvement Input:
Classification result of target HSI. Superpixel segmentation of target HSI.
Output:
Improved Classification result of target HSI.
1: Repeat: 2: Select samples belonging to one superpixel.
3:
Project them onto the first three principal components. 4: Set T as 0.7 and extract the pure samples P. 5: While ratio(P) > 0.8: 6:
Increase T by 0.01 and extract P. 7: Until T reaches 0.9 8: If ratio(P) ≥ 0.8: 9:
Improve the classification results of these samples. 10: Until all superpixels are selected.
as belonging to the same class might be reduced if we extract more pure samples. Therefore, we extract the pure samples by fixing the ratio of pure samples predicted with the same class label as 0.8. If 80% pure samples are predicted to belong to the i th class, then the remaining 20% pure samples are changed into the i th class. To find the optimal pure samples P * , a greedy algorithm is applied to extract more pure samples so that the ratio is no more than 0.8
where ratio(·) means the ratio of the samples predicted as belonging to the same class. Intuitively, the number of optimal pure samples N P * should be as large as possible (to include more samples for the purpose of improving classification). However, it should not be too large, otherwise, samples belonging to different classes are included. Generally, the value of T should be in the range between 0.7 and 0.9. To extract more pure samples, we iteratively increase T (from 0.7 to 0.9) to include more samples and ensure that 80% pure samples are classified as the same class simultaneously. When the ratio of pure samples predicted as the same class reaches 80% or T reaches 0.9, we assume that an appropriate number of pure samples are extracted. Note that the ratio threshold is set as 80% empirically. Then predicted results of remaining 20% pure samples are changed into the predicted class label of the 80% pure samples. If the ratio of initial pure samples is smaller than 80%, it is reasonable to deduce that the classification labels of the samples in the superpixel are not accurate enough to conduct performance improvement. We denote the strategy as TA_P for short and its implementation is illustrated in Algorithm 2. Although the strategy is simple, experimental results in Section V reveal that remarkable margins are gained by TA_P over the proposed TA method.
V. DATA DESCRIPTION AND EXPERIMENTAL SETUP
A. Data Set Description
The first data set consists in two HSIs acquired by the Reflective Optics Spectrographic Image System (ROSIS) sensor over the University of Pavia and Pavia City Center are considered (see Fig. 4 ). The second data set is the GRSS2013 HSI consisting of 144 spectral bands. The data were acquired by the National Science Foundation (NSF)-funded Center for Airborne Laser Mapping (NCALM) over the University of Houston campus and the neighboring urban area. Originally, the data sets have a size of 1905 × 349 pixels and their ground truth includes 15 land cover types. Similar to the previous case, we consider two disjoint subimages with 750 × 349 pixels [ Fig. 5(a) ] and 1155 × 349 pixels [ Fig. 5(b) ], respectively. For ease of reference, we name the two cases as left/right and right/left. These subimages share eight classes in the ground truth: healthy grass, stressed grass, trees, soil, residential, commercial, road, and parking lot 1. The classes are listed in Table I with the corresponding number of samples.
B. Experimental Setup
To investigate the classification performance of the proposed methods, SVM with a linear kernel is employed as the supervised classifier. In detail, it is trained on the labeled source samples and tested on the unlabeled target samples.
Although classifier like SVM with Gaussian kernel performs better in the classification task, the optimal parameters of such classifier tuned by source samples usually perform worse than expected for target samples under the context of DA. On the other hand, a simple linear kernel is not biased by parameter tuning and can capture original relationships between samples from different domains. Free parameter C for linear SVM is tuned in the range (0.001-1000) by fivefold cross validation.
Several unsupervised DA approaches for visual and remote sensing applications are employed as baseline methods: III   CLASSIFICATION RESULTS FOR THE GRSS2013 DATA SET WITH DIFFERENT NUMBERS OF LABELED SOURCE SAMPLES. THE FIRST THREE BEST  RESULTS OF MEAN OAS FOR EACH COLUMN ARE REPORTED IN ITALIC BOLD, UNDERLINED BOLD, AND BOLD, RESPECTIVELY   5 ) SA: SA directly adopts a linear projection to match the differences between the source and target subspaces. Our approach is closely related to this method. 6) TCA: TCA carries out adaptation by learning some transfer components across domains in an RKHS using MMD. 7) TPCAM: TPCAM extends the SA method into multilinear version and adopts linear projections to match the differences between the source tensor subspace and the target tensor subspace on different dimensions. The parameters of GFK, SA, TCA, and TPCAM are tuned as in [32] , [26] , [41] , and [64] , respectively. The dimension of the final features in PCA is set the same as SA. The main parameters of the TA method are the window size, the tensor dimensionality after MPCA, the core tensor dimensionality after TA, and the manifold regularization term λ. They are fixed as 5 × 5 pixels, 5×5×20, 1 × 1 × 10, and 1e-3 in all experiments, respectively. Note that spectral dimensionality setting as 20 and spatial dimensionality unchanged in MPCA guarantee that 99% energy is preserved and spatial information is also well kept, respectively.
Given the computation cost of TA, we explore the adaptation ability of TA and TA_P with limited samples by randomly selecting tensors in both domains in each trial. To be specific, different numbers of tensors ([5 10 15 20 25 30 35 40] for Pavia data set and [3 4 5 6 7 8 9 10] for GRSS2013 data set) per class from the source domain, and 100 tensors per class from the target domain are randomly selected for adaptation. After obtaining the projection matrices, SVM classifier with the linear kernel is trained on selected source tensors and tested on all unlabeled target tensors. Regarding the SRC and TGT methods, central samples in selected source tensors and the same number of samples per class randomly selected from the target domain are employed for training, respectively. In the setting of other DA baseline methods, source tensors are vectorized as source samples and all target samples are used for adaptation. In the training stage, only the central samples are used as labeled. Take the case of 10 per class of source tensors as an example, then 250 (5 × 5 × 10) source samples per class are available for adaptation in DA baselines, and only 10 per class of central source samples are used for training the classifier. For each setting with the same number of labeled source samples, 100 trials of the classification have been performed to ensure the stability of the results. The classification results are evaluated using overall accuracy (OA), Kappa statistic, and F-measure (harmonic mean of user's and producer's accuracies). All our experiments have been conducted by using Matlab R2017b in a desktop PC equipped with an Intel Core i7 CPU (at 2.9 GHz) and 16 GB of RAM.
VI. RESULTS AND DISCUSSIONS
A. Classification Performances
Tables II and III illustrate the OAs, Kappa statistics, and the corresponding standard errors obtained by the proposed methods and the baseline methods for the Pavia and GRSS2013 data sets, respectively. In total, there are four cases: univ/center, center/univ, left/right, and right/left. 1) Pavia Data Set: Since more samples are used for adaptation and classifier training when increasing the number of labeled source samples from 5 to 40, the mean OAs and Kappa statistics of all methods roughly increase as expected. The increasing trend of mean OAs confirms that 100 trials are enough for achieving stable results. Moreover, standard errors of both OAs and Kappa statistics for small numbers of labeled samples appear to be higher. The mean OAs of TA and TA_P in univ/center case with various numbers of labeled samples are in the range of 73.0%-83.0% and 74.0%-85.3%, respectively. However, the performance in center/univ case becomes worse for the proposed methods, with mean OA in the range of 52.5%-59.0% and 52.6%-59.2%, respectively. Similar trend can be found for other baseline methods. These results are not a surprise: the knowledge in Pavia University data can be easily transferred to Pavia Center data, whereas it is not the same reversely. The mean OAs achieved by TGT for two cases are in the range of 81.7%-90.3% and 61.5%-80.0%, respectively. Roughly, the performance of TA_P in both cases is better than other baseline methods, except TGT. More specifically, TGT yields 5.0%-7.7% and 8.5%-20.8% higher mean OAs than the TA_P for two cases, depending on the number of labeled samples. Compared with TA, mean OA achieved by TA_P is on average ∼2.0% and ∼0.1% higher for the univ/center and center/univ case, respectively. Although the improvement for univ/center case is not so remarkable, this result confirms that introducing spatial consistency improves classification accuracy when the accuracy obtained by TA is not so small.
The accuracies achieved by SRC are about 3.8%-14.5% and 4.8%-16.8% lower than TA and TA_P methods for the univ/center case. However, when numbers of labeled samples per class are no less than 15, the differences between SRC and the proposed methods become lower for the center/univ case, i.e., 0.1%-2.2% and 0.1%-2.4% for TA and TA_P, respectively. Further, SRC even outperforms TA and TA_P methods with numbers of labeled samples smaller than 15. One can see that the improvement of the proposed methods is relevant to the number of labeled samples. The reason is that as expected, the adaptation ability of TA can be enhanced with more samples. One can further notice that four methods (PCA, GFK, SA, and TPCAM) perform better with more labeled samples for both cases. When comparing them with SRC, they roughly outperform SRC for two cases with enough labeled samples, whereas they perform worse with a small number of labeled samples. These observations suggest that the adaptation abilities of PCA, GFK, SA, and TPCAM are severely affected by a small number of source samples. Among these four methods, TPCAM achieves the best classification accuracies, with mean OA in the range of 71.8%-81.8% and 52.5%-59.0% for the two cases, respectively. However, the two proposed methods always deliver higher classification accuracies than the TPCAM method, validating the effectiveness of learning alignment matrices and tensor subspace in a unified framework. As compared with TCA, the proposed TA_P method achieve higher mean OAs (i.e., 6.4%-9.7% and 0.6%-7.1% for the two cases). Since TCA seeks a new space where domain distances are globally minimized, poor performances are achieved by TCA with a small number of source samples, whereas the accuracies of TCA are better than other DA methods when increasing the number of labeled samples (see last column in Table II for the center/univ case). It can be concluded that DA methods based on global alignment are affected by the availability of source samples.
2) GRSS2013 Data Set: Similar to the results of the Pavia data set, the mean OAs and Kappa statistics of all methods increase as expected by increasing the number of labeled source samples, which further proves experimental stability. The mean OAs of TA and TA_P methods for left/right case with various numbers of labeled samples are in the range of 54.2%-59.8% and 54.3%-60.0%, respectively. However, both methods perform better in left/right case, with mean OAs in the range of of 74.2%-82.9% and 74.2%-83.0%. By comparing classification performances of all methods, it is clear that GRSS2013 right data is easily transferred to left data. In fact, the difficulty of DA in left/right case lies in the shadow samples of the right data set [see shadows in Fig. 5(b) ]. The TA_P method in both cases outperforms most baseline DA methods, while TGT achieves the best accuracy for both cases. Compared with TA, mean OAs achieved by TA_P are averagely ∼0.1% and ∼0.1% higher for the left/right and right/left cases, respectively.
The accuracies achieved by SRC are ∼0.4% and ∼0.5% smaller than those of TA and TA_P methods for the left/right case, respectively. Further, the differences become higher for the right/left case, i.e., 0.2%-3.3% and 0.2%-3.4% for TA and TA_P, respectively. Both TA and TA_P methods deliver higher classification accuracies than PCA, GFK, SA, and TPCAM methods. Specifically, the accuracies achieved by TPCAM are ∼0.1% and ∼2.2% smaller than those of the TA method for the two cases, respectively. It is further observed that TCA performs differently for the two cases, i.e., better than SRC for the left/right case, while worse for the right/left case. Since MMD is a statistical distance measure of different domains, it is reasonable that TCA performs unstably with different cases under the setting of limited source samples. The unstable performances of TCA are also analyzed in Section VI-B in terms of individual class accuracies.
B. Classification Maps and Individual Class Accuracies
To illustrate the effectiveness of the proposed TA and TA_P methods, Fig. 8 provides a comparison of mean classification maps over 100 trials obtained by the SRC and the proposed methods referring to the univ/center case with 40 labeled samples per class. In order to better display the classification results, the average accuracy of each sample in the target image is computed and then transformed to the transparency. For example, when the average accuracy over 100 trials is 1, its transparency is set as 0. On the other hand, the transparency is set as 1 if the sample is never correctly classified. When blue color is applied as a background in Fig. 8 , deeper of blueness for one sample means being classified less accurately. Compared with SRC [ Fig. 8(a) ], local classification improvement of TA is easily observed [ Fig. 8(b) ]. The asphalt samples in the top-left (see the red rectangular box) and bitumen samples in the right-middle (see the square box) of Pavia center data are better classified by TA than SRC. Similarly, when comparing TA with TA_P [ Fig. 8(c) ], one can see that classification improvement of asphalt and shadows classes are achieved by TA_P [see red ellipses in Fig. 8(b) and (c)]. Fig. 6 reports individual class accuracies for the Pavia data set, assessed by the mean F-measure (main curve) and its standard error (shaded area for each curve) over 100 trials. The results of seven classes (asphalt, meadows, trees, baresoil, bricks, bitumen, and shadows) are shown in Fig. 6 (a)-(g), respectively. The top-row (a1)-(g1) corresponds to the univ/center case, while down-row (a2)-(g2) corresponds to the center/univ case. The following observations can be easily done.
1) All methods perform more stably (smaller standard errors) with more labeled source samples in both cases. Roughly, most classes are classified more accurately with more labeled source samples, except bitumen and shadows in univ/center case [see Fig. 6 (g1) and (f1)]. The bitumen in both cases and trees in center/univ case have lowest accuracies than other classes, while meadows class in both cases has the best accuracy.
2) The TGT method yields best results than other approaches for asphalt, meadows, trees, bitumen, and shadows classes, whereas fails in detecting bricks class for univ/center case [see Fig. 6(e1) ].
3) The GFK method performs the worst for most classes in both cases and has largest standard errors for shadows class in univ/center case. The PCA and SA methods behave similarly over all classes, whereas SRC performs worse for bitumen and shadows classes in univ/center case with more labeled samples. 4) Compared with TA, the TPCAM method achieves similar accuracies for asphalt and bitumen classes in univ/center case. However, the TA achieves significantly higher accuracies for baresoil class in univ/center case and bricks class in both cases. 5) The TA and TA_P methods outperform other DA baselines on trees, baresoil, bricks, and bitumen classes and show comparable results on other classes, yielding a better overall classification accuracy. In addition, one can easily notice that a marginal yet obvious improvement by TA_P than TA on several classes, such as bricks and bitumen. Referring to the GRSS2013 data set, Fig. 7 illustrates individual class accuracies, where top-row [ Fig. 7 (a1)-(h1)] and down-row [ Fig. 7 (a2)-(h2)] represent left/right and right/left cases, respectively. The results of eight classes (healthy grass, stressed grass, tress, soil, residential, commerical, road, and parking lot1) are shown in Fig. 7(a)-(h) , respectively. Similarly, conclusions related to the two proposed methods can be drawn. The accuracies of healthy grass, tress, and residential achieved by TA and TA_P are higher than most DA baselines, whereas the TPCAM method achieves similar accuracies on these classes. TCA outperforms most methods on commerical class for left/right case. Considering that commerical is in the shadow area of right data set, it is concluded that MMD measure is more suitable for large domain divergence.
C. Convergence
We have proved that the TA method is convergent under the iteratively updating rules of projection matrices and core tensors. Here, we investigate and demonstrate the speed of the convergence based on experimental results. Fig. 9 shows the mean reducing rate of the objective function of TA on the four test cases over 100 trials (shaded areas represent standard errors). One can see that the objective function value decreases by increasing the number of iterations. Moreover, we can observe that the TA converges very fast, usually taking less than 15 iterations. The reducing rate reaches 10e-5 and 10e-4 for the Pavia and the GRSS2013 data sets over all the 100 trials at the 15th iteration, respectively. For our MATLAB implementation, 15 iterations take ∼3.3 s for univ/center cases when 40 labeled samples per class are used.
D. Parameter Sensitivity Analysis
Herein we perform experiments to discuss the effects of parameters of the TA methods in the four cases. For simple and valid quantitative analysis, we only employ mean OAs to evaluate different parameter configurations. In detail, window size W s, spectral dimensionality of MPCA d 1 , spectral dimensionality of TA d 2 , and manifold regularization λ are discussed to achieve a better understanding of the proposed method. First, d 1 is set to 20 to discuss the other parameters. Assuming that the window size is W s ×W s pixels, then tensor dimensions for MPCA and TA are W s×W s×20 and 1×1×d 2 , respectively. Note that the number of labeled samples are fixed to 40 per class for Pavia data set and 10 per class for the GRSS2013 data set, and ten trials are conducted for each subexperiment. Fig. 10 illustrates the mean OAs with respect to different parameter configurations for the four cases. Each column indicates results using different window sizes for each case. One can observe that the trends of the mean OAs for all test cases under different window sizes are nearly the same, i.e., a large value of λ and a low value of d 2 can both yield worse accuracy. The observation points out two conclusions: 1) large values of λ force strong geometry preservation, hindering the learning of projection matrices and 2) if d 2 is smaller than 5 for all cases, no enough spectral information is preserved for training the classifier. However, when d 2 is larger than 10, there is no improvement in classification results. To sum up, W s = 5, λ = 0.001, and d 2 ∈ [10, 20] can be optimal parameter values for all cases. Second, we analyze the effect of d 1 with optimal W s, λ, and d 2 . Note that d 1 ranges between 20 and 80. Fig. 11 illustrates the mean OAs with respect to different configurations of d 1 for the four cases. It is clear that the mean OA shows little differences with various values of d 1 . Thus, in our experiments, the value of d 2 is set to 20.
VII. CONCLUSION
This paper has addressed the issue of DA in the classification of HSI under the assumption of a small number of labeled samples. The main contributions of this paper are the proposed TA based DA algorithm and the strategy based on pure samples extraction for performance improvement. The proposed TA naturally treats each sample in HSI as a 3-D tensor, exploiting the multilinear relationship between spatial and spectral dimensions. The shift between 3-D tensors from different domains is reduced by introducing a common set of alignment matrices in the Tucker decomposition. The TA method mainly contains three steps, i.e., tensors construction, dimension reduction, and TA. First, HSIs in both domains are segmented into superpixels and each tensor is constructed by including samples from the same superpixel. In this way, the tensors are expected to contain samples belonging to the same class. Then, in order to reduce the computational cost, MPCA is employed for spectral dimension reduction. In the stage of TA, to preserve the geometry of original tensors, two Laplacian matrices from both domains are first computed. The problem of TA is formulated as jointly Tucker decomposition of tensors from both domains with manifold regularization on core tensors and orthogonal regularization on both projection and alignment matrices. The solution is found by the proposed efficient iterative algorithm and the convergence is analyzed. Once the projection matrices are computed, source and target tensors are represented as core tensors. The predicted map of the target HSI can be easily obtained by a supervised classifier.
To further exploit the spatial consistency of HSI, a strategy for pure samples extraction for performance improvement is then proposed. The pure samples in each superpixel have similar spectral features and likely belong to the same class. Given that samples in one superpixel may belong to two or even more classes, pure samples may include samples belonging to different classes if we increase the number of pure samples extraction. To extract an appropriate number of pure samples, we fix the ratio of pure samples (predicted as the same class) as a constant value. We consider that it is reasonable to assume 80% pure samples in one superpixel. Although the strategy is simple, it turns out to be effective in performance improvement.
The experiments are conducted on four real HSIs, i.e., Pavia University and City Center, GRSS left and right images. To explore the adaptation capacity of TA, different numbers of source samples are randomly selected as labeled. Given the computational cost of TA, 100 tensors per class from the target domain are selected for alignment. The TA method yields better results on univ/center, center/univ, and right/left data sets than the other considered DA methods, whereas TCA outperforms TA on left/right data set. It is found that TCA performs better than all subspace learning method on the Commercial class in the left/right data set. Since the MMD-based TCA method can directly reduce the domain divergence, the Commercial class obtained under different conditions in the left/right data set (nonshadow and shadow area in the two images) is better adapted by TCA than by other considered DA methods. To summarize, the proposed TA method can achieve better performance compared with the state-of-the-art subspace learning methods when a limited amount of source labeled samples are available.
As future development, the proposed TA method can be easily extended to manifold regularization orthogonal Tucker decomposition for tensor data dimension reduction. Its typical applications include multichannel electroencephalographies, multiview images, and videos processing.
APPENDIX A PROOF OF SOLVING (15)
Theorem 1: Let DV T be the SVD of AB T , where A ∈ R m×n and B ∈ R p×n . Then X = I m×p V T is an orthogonal matric minimizing A − XB 2 F , where I m× p is a matrix with diagonal elements all are 1 while others are 0.
Proof: To derive the method, we first expand A − XB 2
So, picking X to maximize tr(X T AB T ) will minimize A − XB 2 F . Let DV T be the SVD of AB T . Then we have tr(X T AB T ) = tr(X T DV T ) = tr(V T X T D).
Write Z = V T X T , notice Z is orthogonal (being the product of orthogonal matrices). The goal is restated: maximize tr(ZD) through our choice of X. Since D is diagonal, then tr(ZD) = i Z ii D ii . The D ii are nonnegative and Z is orthogonal for any choice of X. The maximum is achieved by choosing X such that all of Z ii = 1 which implies Z = I m× p . So, an optimal X is I m×p V T . Lorenzo Bruzzone (S'95-M'98-SM'03-F'10) received the Laurea (M.S.) degree (summa cum laude) in electronic engineering and the Ph.D. degree in telecommunications from the University of Genoa, Italy, in 1993 and 1998, respectively.
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