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ON THE MILNOR FIBRATION FOR f(z)g¯(z)
MUTSUO OKA
Abstract. We consider a mixed function of type H(z, z¯) = f(z)g¯(z)
where f and g are convenient holomorphic functions which have isolated
critical points at the origin and we assume that the intersection f = g =
0 is a complete intersection variety with an isolated singularity at the
origin and H satisfies the multiplicity condition. We will show that H
has a tubular Milnor fibration at the origin. We also prove that H has
a spherical Milnor fibration, assuming Newton non-degeneracy of the
intersection variety f = g = 0 and Newton multiplicity condition. We
give examples which does not satisfy the Newton multiplicity condition
and which have or do not have Milnor fibration.
1. Introduction
Let f(z, z¯) be a mixed function with f = g + i h where g, h are real
valued analytic functions of n complex variables z1, . . . , zn or of 2n real
variables {xj , yj | j = 1, . . . , n}. Here z = (z1, . . . , zn) ∈ Cn and zj = xj +
i yj (j = 1, . . . , n) with xj , yj ∈ R. The mixed hypersurface {f = 0} can
be understood as the real analytic variety in R2n defined by {g = h = 0}.
g, h are real valued real analytic functions of variables x = (x1, . . . , xn)
and y = (y1, . . . , yn) but they can be considered as mixed functions by the
substitution xj = (zj + z¯j)/2, yj = − i(zj − z¯j)/2. For a mixed function
k(z, z¯), we use the following notations as in [21].
dk = (dxk, dyk) ∈ R2n where
dxk =
(
∂k
∂x1
, . . . ,
∂k
∂xn
)
, dyk =
(
∂k
∂y1
, . . . ,
∂k
∂yn
)
z = x+ iy ∈ Cn and (x,y) ∈ R2n are identified. The holomorphic gradient
and the anti-holomorphic gradient of k are defined by
∂k :=
(
∂k
∂z1
, . . . ,
∂k
∂zn
)
, ∂¯k :=
(
∂k
∂z¯1
, . . . ,
∂k
∂z¯n
)
.
Note that if k is real-valued, we have the equality ∂k = ∂¯k, and real
gradient vector dk ∈ R2n corresponds to the complex gradient vector 2∂k ∈
Cn under the canonical correspondence
R2n ∋ (x,y) ⇐⇒ z = x+ iy ∈ Cn.
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Proposition 1 (Proposition 1 [17], Lemma 2 [21]). Let f(z, z¯) be a mixed
function and put f = g + ih as before. The next conditions are equivalent.
(1) a ∈ Cn is a critical point of the mapping f : Cn → C.
(2) dg(a), dh(a) are linearly dependent in R2n over R.
(3) ∂¯g(a, a¯), ∂¯h(a, a¯) are linearly dependent in Cn over R.
(4) There exists a complex number α with |α| = 1 such that ∂f(a, a¯) =
α ∂¯f(a, a¯).
Under the above equivalent conditions, we say that a is a critical point or
a mixed singular point of the mixed function f . For brevity, we say simply
a singular point in the sense of a mixed singular point.
Lemma 2 (Lemma 2, [21], cf [7]). Consider a mixed hypersurface Vη =
f−1(η) and take p ∈ Vη. Assume that p is a non-singular point of Vη and
let k(z, z¯) be a real valued mixed function on Cn. The following conditions
are equivalent.
(1) The restriction k|Vη has a critical point at p ∈ Vη.
(2) There exists a complex number α such that
∂¯k(p) = α∂f(p, p¯) + α¯∂¯f(p, p¯).
(3) There exist real numbers c, d such that
∂¯k(p) = c∂¯g(p, p¯) + d∂¯h(p, p¯).
2. Fibration problem for function f g¯
2.1. Non-degenerate mixed functions. Let f(z, z¯) be a mixed function
of n-variables z = (z1, . . . , zn). Recall that f can be expanded in a conver-
gent power series of mixed monomials zν z¯µ. In [18], we have generalized the
concept of Newton boundary Γ(f) and defined strong non-degeneracy for a
mixed function. Recall that f is strongly non-degenerate if for any face ∆ of
Γ(f), the face function f∆, restricted on C
∗n is surjective onto C and has no
critical points. A convenient strongly non-degenerate function has a Milnor
fibration ([18]).
2.2. Setting of our problem. In this paper, we consider a mixed func-
tion H which take the form H(z, z¯) = f(z)g¯(z) where f, g are holomor-
phic functions. Here we mean g¯(z) := g(z). We consider hypersurfaces
V (f) := f−1(0), V (g) := g−1(0), V (H) := H−1(0) and the intersection vari-
ety V (f, g) = V (f) ∩ V (g). Note that H is not strongly non-degenerate for
n ≥ 3 by the following reason. Suppose H is non-degenerate. Any points
of the intersection V (f) ∩ V (g) are singular points of V (H), while a conve-
nient strongly non-degenerate mixed function has an isolated singularity at
the origin by Corollary 20 of [18]. This is an obvious contradiction. Thus
the mixed function H(z, z¯) is far from a non-degenerate mixed function for
n ≥ 3. However H(z, z¯) is a very special type of mixed function, as it is
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defined by two holomorphic functions f, g. The mixed hypersurface V (H)
is simply union of two complex analytic hypersurfaces V (f) and V (g) as a
set but V (g) is conjugate oriented by g¯. We consider the existence of Milnor
fibration for such a mixed function. Pichon and Seade have studied such
functions, especially for the case n = 2 ( [25, 26, 27]). There are also works
by Fernandez de Bobadilla and Menegon Neto [9], Parameswaran and Tibar
[23], Araujo dos Santos, Ribeiro and Tibar [5], Araujo dos Santos, Ribeiro
and Tibar [6], and Joita and Tibar [12]. Note that the link of H is the
union of two smooth links defined by f and g respectively which intersect
transversely along real codimension 2 smooth variety. However the link of
g is oriented by g¯.
2.3. Basic assumption.
2.3.1. Isolatedness. Unless otherwise stated, we assume that
(I1) f and g are holomorphic functions such that V (f), V (g) have isolated
singularity at the origin.
(I2) The intersection variety V (f, g) := {f = g = 0} is a complete inter-
section variety with an isolated singularity at the origin.
We fix a positive number r0 > 0 so that V (f), V (g), V (f, g) are only singular
at the origin in the ball B2nr0 and for any sphere S
2n−1
r of radius r with
0 < r ≤ r0 intersects transversely with these varieties.
2.3.2. Multiplicity condition. There is another important condition for H =
f g¯ to be fibered. We say that H satisfies the multiplicity-condition if there
exists a good resolution π : X → Cn of the holomorphic function h = fg
such that
(i) π : X\π−1(0)→ Cn\{0} is biholomorphic and the divisor defined by
π∗(fg) = 0 has only normal crossing singularities and the respective
strict transforms V˜ (f), V˜ (g) of V (f) and V (g) are smooth.
(ii) Put π−1(0) = ∪sj=1Dj where D1, . . . ,Ds are smooth compact divi-
sors in X. Denote the respective multiplicities of π∗f and π∗g along
Dj by mj and nj. Then mj 6= nj for j = 1, . . . , s.
The multiplicity condition has been considered in the paper Fernandez de
Bobadilla and Menegon Neto [9] for the case of plane curves. Note that π
does not resolve completely the singularities of V (h) but it resolves singu-
larities of V (f) and V (g).
2.4. Key Lemma. We consider the following key property for the existence
of the tubular Milnor fibration.
(SN) (Isolatedness of the critical values) There exists a positive number r1
such that 0 is the unique critical value of H restricted on B2nr1 .
The following lemma shows that (SN) condition follows from the multi-
plicity condition.
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Lemma 3 (Isolatedness of critical values). Under the assumption (I1), (I2)
and the multiplicity-condition, there exist positive numbers r1, r1 ≤ r0 and
δ ≪ r1 such that the nearby fiber Vη := H−1(η) has no mixed singularity in
the ball B2nr1 for any non-zero η with |η| ≤ δ.
Proof. We denote π−1(0) byD. Recall thatD = D1∪· · ·∪Ds. For simplicity,
we put Ds+1 = V˜ (f) and Ds+2 = V˜ (g). In this notation, we put ms+1 =
1,ms+2 = 0 and ns+1 = 0, ns+2 = 1. Take an arbitrary point p ∈ D and
assume that p ∈ ⋂j∈J Dj \ ⋃j /∈J Dj where J ⊂ {1, . . . , s + 2}. By the
assumption (1), |J | ≤ n. Then there is a local holomorphic chart Up with
coordinates (u1, . . . , un) and an injective map τ : J → {1, . . . , n} so that
uτ(j) = 0 defines Dj in Up and by the multiplicity assumption (i) and (ii),
we can write
π∗f = kf
∏
j∈J
u
mj
τ(j), π
∗g = kg
∏
j∈J
u
nj
τ(j).(1)
where kf , kg are units on Up. We choose Up small enough so that Up ∩⋃
j /∈J Dj = ∅. Consider the pull-back H˜ := π∗H. By the assumption, we
can write H˜ in Up as
H˜ = kf k¯g
∏
j∈J
u
mj
τ(j)u¯
nj
τ(j).
Note that J ∩ {1, . . . , s} 6= ∅ as p ∈ D. Now we compute the holomorphic
and anti-holomorphic gradient vectors of H˜ in Up. Put
∂H˜ = (H˜1, . . . , H˜n), ∂¯H˜ = (H˜
′
1, . . . , H˜
′
n)
where
H˜j =
∂H˜
∂uj
and H˜ ′j =
∂H˜
∂u¯j
.
Then by (1), we can write
H˜τ(j) =
∂H˜
∂uτ(j)
= u
mj−1
τ(j) u¯
nj
τ(j)
(
mj + uτ(j)
∂kf
∂uτ(j)
k¯g
) ∏
k∈J,k 6=j
umkτ(k)u¯
nk
τ(k)
H˜ ′τ(j) =
∂H˜
∂u¯τ(j)
= u
mj
τ(j)u¯
nj−1
τ(j)
(
nj + u¯τ(j)
∂k¯g
∂u¯τ(j)
kf
) ∏
k∈J,k 6=j
umkτ(k)u¯
nk
τ(k)
Take one j ∈ J ∩ {1, . . . , s}. As mj 6= nj , we can see that
|H˜τ(j)| ≈ |uτ(j)|mj+nj−1mj
∏
k∈J,k 6=j
|uτ(k)|mk+nk ,
|H˜ ′τ(j)| ≈ |uτ(j)|mj+nj−1nj
∏
k∈J,k 6=j
|uτ(k)|mk+nk .
Therefore |H˜τ(j)/H˜ ′τ(j)| ≈ mj/nj 6= 1 as mj 6= nj by the multiplicity condi-
tion. Thus we can take a smaller neigborhood U ′p if necessary and we may
assume that |Hτ(j)| 6= |H ′τ(j)| for any u ∈ U ′p \D ∪Ds+1 ∪Ds+2. Therefore
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by Proposition 1, H˜ : U ′p \ D ∪ Ds+1 ∪ Ds+2 → C∗ has no critical point.
We do this operation for any p ∈ D. As D is compact, we find finite points
p1, . . . , pµ such that ∪µi=1U ′pi ⊃ D. Put W = ∪µi=1U ′pi . W is an open set
containing D so that H˜ :W \ (D∪Ds+1∪Ds+2)→ C∗ has no critical point.
Put W ′ = π(W ). As D = π−1(0), W ′ is an open neighborhood of the origin
in Cn. As π : W \ (D ∪ Ds+1 ∪ Ds+2) → W ′ \ H−1(0) is biholomorphic,
this implies H : W ′ \H−1(0) → C∗ has no critical point. This proves the
assertion. 
Remark 4. The multiplicity condition is a sufficient condition for the mixed
smoothness of the nearby fibers but it is not always a necessary condition.
There is a paper by Parameswaran and Tibar ([23]) where they gives a
condition to characterize the isolatedness of the critical values. This condi-
tion for the isolatedness of the critical values is described by a condition of
Disc(f, g), which is not easy to be checked.
2.5. Thom’s af -regularity and Hamm-Leˆ type Lemma. The following
follows from Lemma 3 and Corollary 4.1, [24].
Lemma 5. Assume that f, g satisfy isolatedness assumption (I1) and (I2)
and the multiplicity condition. Then H satisfies af -regularity.
We give a brief proof of this assertion later (§3.2.1). It is well-known that
af condition implies the transversality of the nearby fibers (Proposition 11,
[21]). The following lemma corresponds to Lemma (2.1.4), [11]. Let r1 ≤ r0
be a small enough positive number as in Lemma 3.
Lemma 6. Assume that H satisfies (I1), (I2) and the isolatedness of the
critical values (SN). Then for any r2, r2 ≤ r1 fixed, there exists a positive
number δ > 0 which depends on r2 such that for any r, r2 ≤ r ≤ r1 and
η 6= 0, |η| ≤ δ, the sphere Sr and the nearby fiber V (η) := H−1(η) intersect
transversely.
By Lemma 6 and Ehresman’s fibration theorem [34], we have the follow-
ing tubular Milnor fibration theorem, which corresponds to Theorem 29,
Theorem 52 ([18]) and Theorem 9, Theorem 17 ([21]).
Main Theorem 7. Let H = f g¯ as above and assume that H satisfies the
basic assumption (I1),(I2) and the multiplicity assumption. Let r1 be as in
Lemma 6. Take a sufficiently small δ, 0 < δ ≪ r1 and put
E(r1, δ)
∗ :=
{
z ∈ B2nr1 | 0 6= |H(z)| ≤ δ
}
and D∗δ := {η ∈ C | 0 6= |η| ≤ δ}. Then H : E(r1, δ)∗ → D∗δ is a locally
trivial fibration and its topological equivalence class does not depend on the
choice of r1 and δ.
Corollary 8. Assume that H satisfies the isolatedness condition (I1),(I2)
and the multiplicity condition. Then H has a tubular Milnor fibration.
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2.6. Spherical Milnor fibration. We now consider the spherical Milnor
mapping ϕ : S2n−1r \ K → S1 defined by ϕ(z) := H(z)/|H(z)| where K =
V (H) ∩ S2n−1r . We need a stronger assumption than the basic assumption.
We assume in this subsection that
(n1) f(z) and g(z) are convenient non-degenerate holomorphic functions
in the neighborhood of the origin with respect to the Newton bound-
aries.
(n2) V (f, g) = {z ∈ Cn | f(z) = g(z) = 0} is a non-degenerate complete
intersection variety in the sense of Newton boundary [16].
We call (n1) and (n2) the Newton non-degeneracy condition. The hyper-
surfaces V (f) and V (g) have isolated singularities at the origin by the
convenience and non-degeneracy assumption (n1). The intersection variety
V (f, g) has also an isolated singularity at the origin and the intersections
of V (f), V (g) are transverse outside of the origin by (n2). See Lemma (2.2)
[16].
2.7. Newton multiplicity condition. We further consider the following
condition. We say that H satisfies the Newton multiplicity condition if for
any strictly positive weight vector P , weighted degrees of f and g under P
are not equal, i.e. d(P ; f) 6= d(P ; g).
The Newton multiplicity condition can be checked by the Newton bound-
aries Γ(f) and Γ(g) as follows.
Proposition 9. Assume that f, g have convenient Newton boundaries. Then
H satisfies Newton multiplicity condition if and only if Γ(f) ∩ Γ(g) = ∅.
Proof. Assume that Γ(f)∩ Γ(g) = ∅. Then by the convenience assumption,
this implies either
(a) Γ(f) is strictly above Γ(g) or
(b) Γ(g) is strictly above Γ(f).
In the case of (a) for example, Γ−(f) includes Γ(g) in its interior. Here
Γ−(f) is the cone of Γ(f) and the origin 0:
Γ−(f) := {tν | ν ∈ Γ(f), 0 ≤ t ≤ 1}.
Obviously by the convenience assumption, (a) implies d(P ; f) > d(P ; g) for
any weight vector P (respectively (b) implies d(P ; f) < d(P ; g)).
Suppose Γ(f) ∩ Γ(g) 6= ∅. Then we can find a hyperplane L : a1x1 +
· · ·+ anxn = d (ai ≥ 0, ∀i, d > 0) which is tangent to Γ(f) and Γ(g) in the
following sense. Namely L ∩ Γ(f) 6= ∅, L ∩ Γ(g) 6= ∅ and L+ ⊃ Γ(f) and
L+ ⊃ Γ(g) where L+ := {x ∈ Rn | a1x1+ · · ·+ anxn ≥ d}. Then considering
the weight vector P = (a1, . . . , an), we have d(P ; f) = d(P ; g) = d. 
Taking an admissible toric modification πˆ : X → Cn for the dual Newton
diagram Γ∗(fg), as a good resolution, it is clear that
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Proposition 10. Assume that the Newton non-degeneracy condition (n1),
(n2) and Newton multiplicity condition. Then (I1),(I2) and the multiplicity
condition are satisfied
Lemma 11. We assume (n1),(n2) and Newton multiplicity condition. There
exists a positive number r3 so that ϕ : S
2n−1
r \K → S1 has no critical points
for any r, 0 < r ≤ r3.
Proof. By Lemma 30 in [18], z ∈ S2n−1r \ K is a critical point of ϕ if and
only if two vectors v2(z) and z are linearly dependent over R where v2(z) =
i
(
∂ logH(z, z¯)− ∂¯ logH(z, z¯)). Assume that the assertion does not hold.
Using the Curve Selection Lemma ([15, 10]), we can find an analytic path
(z(t), λ(t)) ∈ Cn × R for t ∈ [0, 1] such that for t 6= 0, H(z(t), z¯(t)) 6= 0 and
λ(t) 6= 0, z(0) = 0 and the following equality is satisfied.
i
(
∂ logH(z(t), z¯(t)) − ∂¯ logH(z(t), z¯(t))) = λ(t)z(t).
Using H = f g¯, this reduces to
i
(
∂f(z(t))
f¯(z(t))
− ∂g(z(t))
g¯(z(t))
)
= λ(t)z(t), or equivalently
i
(
fj(z(t))
f¯(z(t))
− gj(z(t))
g¯(z(t))
)
= λ(t)zj(t), j = 1, . . . , n(2)
where fj, gj are partial derivatives. Putmf = ord f(z(t)) andmg = ord g(z(t)).
Consider the expansion of z(t) and λ(t):
zj(t) = bjt
pj + (higher terms),
λ(t) = λ0t
a + (higher terms), a ∈ Z, λ0 ∈ R∗.
Put I = {j|zj(t) 6≡ 0}, P = (pj)j∈I ∈ NI+ and put
ℓ = min{d(P ; f I)−mf , d(P ; gI )−mg)}.
To apply the non-degeneracy condition, we may assume P is a weight vector
of z putting pj sufficiently large for j /∈ I (see [16]). Then we have the
estimation:
ord
{
i
fj(z(t))
f¯(z(t))
− igj(z(t))
g¯(z(t))
}
≥ ℓ− pj,
where ordλ(t)zj(t) = a + pj . If ℓ − pj > a + pj for some j, we get a
contradiction λ0bj = 0. Thus we must have ℓ− pj ≤ a+ pj for any j.Thus
we have
a ≥ ℓ− 2pmin
where pmin := min{pj|j ∈ I}. Put
εf :=
{
1, ℓ = d(P ; f)−mf
0, ℓ < d(P ; f)−mf ,
εg :=
{
1, ℓ = d(P ; g) −mg
0, ℓ < d(P ; g) −mg.
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Case 1. Assume that a > ℓ− 2pmin. Then a+ pj > ℓ− pj for any j ∈ I.
(a) Assume that εfεg = 0. Then by (2), we get a contradiction to the
non-degeneracy assumption ∂fP (b) = 0 or ∂gP (b) = 0.
(b) Assume εfεg = 1. Then we get a linear relation on ∂fP (b) and ∂gP (b).
(b-1) Assume ℓ < 0. Then mf > d(P ; f), mg > d(P ; g) which implies
fP (b) = gP (b) = 0 and thus b ∈ V (fP , gP ). Thus (2) gives a contradiction
to the non-degeneracy of V (f, g).
(b-2) If ℓ = 0, this implies mf = d(P ; f) and mg = d(P ; g). That is,
fP (b) 6= 0, gP (b) 6= 0 and we have equality:
fP,j(b)
f¯P (b)
− gP,j(b)
g¯P (b)
= 0.
Multiplying pj b¯j and adding for j ∈ I, using Euler equality we get the
equality
d(P ; f)− d(P ; g) = 0
which is a contradiction to the Newton multiplicity-condition of H.
Case 2. Assume that a = ℓ − 2pmin. Put J = {j ∈ I|pj = pmin}. Put
βf , βg be the leading coefficients of f(z(t)) and g(z(t)) respectively. Then
by (2), we get
i
(
εf
f¯P,j(b)
βf
− εg g¯P,j(b)
βg
)
=
{
λ0bj , j ∈ J
0, j /∈ J.(3)
Now we consider the differential of ℜ(i log f(z(t))g¯(z(t))). Put Pb = (p1b1, . . . , pnbn).
ℜ
(
− d
dt
i log f(z(t))g¯(z(t)))
)
= ℜ
−∑
j
i
(
1
βf
fP,j(b)εf bjpj +
1
βg
gP,j(b)εgbjpj
) tℓ−1 + (higher terms)
= ℜ
(
(Pb, iεf
fP (b)
βf
) + (Pb, iεg
gP (b)
βg
)
)
tℓ−1 + (higher terms)
= ℜ
(
Pb, iεf
fP (b)
βf
− iεg gP (b)
βg
)
tℓ−1 + (higher terms)
=
∑
j∈J
pminλ0|bj |2tℓ−1 + (higher terms).
This implies ord
(− ddt i log f(z(t))g¯(z(t)))) = ℓ − 1. On the other hand, we
have also (
− d
dt
i log f(z(t))g¯(z(t)))
)
= −i(mf +mg)t−1 + (higher terms).
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Comparing two equalities, we see that ℓ = 0 and taking the real part of the
last equality, we get a contradiction
∑
j∈J pminλ0|bj |2 = 0. 
Combining with Lemma 6, we get the following.
Corollary 12 (Spherical Milnor fibration). Assuming (n1), (n2) and New-
ton multiplicity condition, ϕ : S2n−1r \K → S1 gives a local trivial fibration
for any r ≤ min{r3, r2} where r2 is a positive number in Lemma 6. Here
K = H−1(0) ∩ S2n−1r .
Pichon and Seade has proved the existence of spherical Milnor fibration
assuming the isolatedness of the critical value of H (Theorem 1 [26]). Araujo
dos Santos and M. Tibar in [2] and Araujo dos Santos, Ribeiro and Tibar
in [6] studied spherical fibration problem in more general setting.
Remark 13. Assume (n1), (n2) and Newton multiplicity condition. Two
Milnor fibrations are actually equivalent. For the proof, we use two gra-
dient vector fields v1(z) and v2(z) of ℜ logH(z) and ℑ logH(z). Con-
struct a vector field X (z) on B2nr ∩ {z | |H(z)| ≥ δ} as in §5.3, [18] so
that ℜ(X (z),v2(z)) = 0, ℜ(X (z),v1(z)) > 0, ℜ(X (z), z) > 0. A diffeo-
morphism ψ : ∂E(r, δ)∗ → S2n−1r \ N(K) which gives an equivalence of
two fibrations is constructed by the integration of this vector field. Here
∂E(r, δ)∗ := {z ∈ B2nr | |H(z)| = δ} and N(K) := {z ∈ S2n−1r | |H(z)| < δ}.
Such a vector field is called a Milnor vector field in [5, 6].
3. Topology of the Milnor fiber
3.1. Fundamental group of the Milnor fiber. Let H = f g¯ and h = fg.
We assume that H satisfies assumption (I1), (I2). Let Fh and FH be the
Milnor fibers of h and H respectively. FH is connected (see [22]). As {H =
0} = {h = 0} as a set, π1(B2nr \{H = 0}) is abelian for n ≥ 3 by [14], thus it
is isomorphic to Z2. We have two different Milnor fibrations with the same
ambient space:
h,H : E(r1, δ)
∗ → D∗δ .
Using the homotopy exact sequence of the Milnor fibrations, we conclude
Proposition 14. Assume that n ≥ 3. The fundamental groups π1(Fh) and
π1(FH) are isomorphic to the cyclic group Z.
3.2. Complex subspace of the tangent space of the Milnor fiber. In
general, the tangent space of a mixed hypersurface does not have a complex
structure. However in our case, we have the following assertion. We assume
that r > 0 is sufficiently small so that f and g has no critical points in
B2nr \ {0}.
Proposition 15. Let H = f g¯ be as in Theorem 7 and consider a Milnor
fiber Vη := H
−1(η) ∩ B2nr in the tubular Milnor fibration. For any point
p ∈ Vη, TpVη contains a complex subspace of dimension n− 2.
10 M. OKA
Proof. Put a = f(p) and b = g(p). Then we have η = ab¯. Consider two
hypersurfaces V (f, a) := f−1(a) and V (g, b) := g−1(b) and their complex
tangent spaces
TpV (f, a), TpV (g, b).
They are complex subspaces of dimension n−1 of the ambient space Cn and
they are complex perpendicular to the gradient vectors ∂f(p) and ∂g(p).
We assert TpV (f, a) ∩ TpV (g, b) ⊂ TpVη. In fact take an arbitrary tangent
vector v ∈ TpV (f, a)∩TpV (g, b) and take a smooth curve z(t) with z(0) = p
and dz/dt(0) = v. Then
dH
dt
|t=0 =
n∑
j=1
∂f
∂zj
(p)
dzj
dt
(0)g¯(p) +
n∑
j=1
f(p)
∂g
∂zj
dzj
dt
(0)
= g¯(p)(v, ∂f (p)) + f(p)(v, ∂g(p)) = 0.
This proves TpVη ⊃ TpV (f, a) ∩ TpV (g, b). In the special case that ∂f(p)
and ∂g(p) are linearly dependent at p, TpV (f, a) = TpV (g, b) and the entire
space TpVη has a complex structure.
In the general case when ∂f(p) and ∂g(p) are linearly independent at
p, an alternative argument can be given as follows. Intersection variety
V (f, g; a, b) := f−1(a) ∩ g−1(b) is non-singular at p and V (f, g; a, b) ⊂ Vη is
a smooth complex subvariety of dimension (n− 2). Thus the tangent space
TpV (f, g; a, b) is a (n− 2)-dimensional complex subspace of TpVη. 
3.2.1. Proof of Lemma 5. Now we are ready to prove Lemma 5. Assume
that H = f g¯ satisfies isolatedness condition (I1),(I2) and the multiplicity
condition. Take r0 as before. The hypersurface V (H)∩B2nr0 has a canonical
stratification by 4 complex analytic strata:
V (f)′ = V (f)\V (f, g), V (g)′ = V (g)\V (f, g), V (f, g)′ = V (f, g)\{0}, {0}.
Consider a sequence of points pν, ν = 1, 2, . . . such that pν → p0 ∈ V (H) \
{0}. We have to show that the limit (if it exists) of the tangent space
TpνV (H,H(pν)) contains the tangent space of the stratum which p0 belongs
to. Note that H has no critical point on V (f)′ ∪ V (g)′. Thus the af -
regularity is obvious if p0 ∈ V (f)′∪V (g)′. Assume that p0 ∈ V (f, g)′. Then
in the neighborhood of p0, f and g have independent gradient vectors by
the assumption (I2). As the tangent space TpνV (H,H(pν)) contains the
intersection TpνV (f, f(pν)) ∩ TpνV (g, g(pν)) by Proposition 15, the limit of
TpνV (H,H(pν)) includes TpV (f, g)
′. 
3.3. Jacobian curve. We consider the critical locus of the mapping (f, g) :
Cn → C2:
J(f, g) := {z ∈ Cn | ∂f(z), ∂g(z) are linearly dependent}
to study the topology of Vη = H
−1(η) ∩ B2nr . We call J(f, g) the Jacobian
curve of (f, g) or simply the Jacobian curve of h. We assume that
(⋆): J is a one-dimensional curve at the origin.
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In the case that g is a linear form, J is usually called a polar curve.
Applying a suitable Morse function ψ : Vη → R+ given by a square of the
distance from a generic point near the origin, we get the following assertion.
Corollary 16. Under the assumption (⋆), the Milnor fiber Vη of H has a
homotopy type of at most n-dimensional CW-complex.
Proof. Consider a Morse function ψ and assume that p ∈ Vη is a critical
point. Assume first that ∂f(p) and ∂g(p) are linearly independent at p.
Then V (f, g; a, b) ⊂ Vη is a smooth complex subvariey of dimension n − 2.
Therefore the index of of the restriction of ψ|V (f, g; a, b) is at most n − 2
by Milnor type argument ([15], Lemma (2.4.1) [16]). Thus the index of ψ
on Vη is at most n− 2 + 2 = n. Consider now the case that Vη ∩ J contains
some critical point of ψ. By the assumption on J , we may assume that
J ∩Vη is a finite set, taking a sufficiently small η. Then we modify ψ a little
if necessary so that ψ has no critical point on J ∩ Vη. Then the assertion
follows from the above discussion. 
3.4. Relation of the critical curves of H and the Jacobian curve.
Let H = f g¯ as before and let C(H) be the closure of the critical locus of
H : Cn → C outside of V (H).
Lemma 17 (Lemma 2.4,[24]). We have the canonical inclusion C(H) ⊂
J(f, g).
Proof. Assume that z ∈ C(H) \ V (H). By Proposition 1, there exists a
complex number α with |α| = 1 so that ∂H(z) = α∂¯H(z). This implies
∂f(z)g(z) = αf(z)∂g(z)
which is equivalent to ∂f(z) = ∂g(z)β with β = α¯f(z)/g(z). Thus z ∈
J(f, g). 
C(H) is a real analytic variety and the inclusion C(H) ⊂ J(f, g) is gener-
ically strict. We will see later some examples.
3.5. Resolution of H−1(0). In this section, we assumeH satisfies (n1),(n2)
and the Newton multiplicity condition. Consider the Newton boundary Γ(h)
of h(z) = f(z)g(z) which is the same as that of H(z, z¯) = f(z)g¯(z). Take a
regular subdivision Σ∗ of the dual Newton diagram Γ∗(h) and consider the
associated toric modification πˆ : X → Cn. See [16] for the definition. Put
V (f) := f−1(0), V (g) := g−1(0), V (h) := h−1(0) and V (f, g) := V (f) ∩
V (g). We use the same notations as in §5, Chapter 3, [16]. Note that
πˆ : X → Cn gives a good resolution of f, g and h = fg.
Theorem 18. Let V˜ (f), V˜ (g) and V˜ (H) be the strict transforms of V (f), V (g)
and V (H) = V (h) respectively. Then V˜ (f), V˜ (g) are non-singular and inter-
sect transversely so that V˜ (H) is the union V˜ (f)∪ V˜ (g) and V˜ (f)∩ V˜ (g) =
V˜ (f, g).
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3.5.1. Holomorphic product case. Let h(z) = f(z)g(z) and let Σ∗ be as
above. Put V+ be the set of vertices P of Σ∗ which are strictly positive. We
may assume that vertices which are not strictly positive are the standard
basis {E1, . . . , En}. (Recall that vertices are the primitive generator of 1-
dimensional cone of Σ∗ ([16].) SI be the set of the weight vectors P in QI
such that dim ∆(P ;h) = |I| − 1. The Milnor fiber is not simply connected
but the zeta function ζh(t) of the Milnor fibration of h = fg can be computed
in the exact same way as (5.3.3), [16] using A’Campo formula [1]. This
also gives a formula for the zeta function of the monodromy of the Milnor
fibration.
Theorem 19.
ζh(t) =
∏
P∈V+
(1− td(P ;h))−χ(E′(P ))(4)
where
E′(P ) =
Eˆ(P ) \
V˜ (h) ∪ ⋃
Q∈V+,Q 6=P
Eˆ(Q)
 ∩ πˆ−1(0)
For the calculation of χ(E′(P )), we can use the toric stratification as in
Theorem (5.3).
ζh(t) =
∏
I
ζI(t), ζI(t) =
∏
P∈SI
(1− td(P ;hI))−χ(E′(P ))(5)
where χ(E′(P )) = χ(E′(P ;hI)) and it can be computed combinatorially us-
ing Newton boundary when V˜ (hI) has no singularities in Eˆ(P ), that is if
V˜ (f I) ∩ V˜ (gI) ∩ Eˆ(P ) = ∅.
Here Eˆ(P ) is the exceptional divisor corresponding to the weight vector P
as in [16]. d(P ;h) is the minimal value of the linear function associated with
P on the Newton boundary. If E(P ) := Eˆ(P ) ∩ V˜ (h) has a singularity i.e.,
if there are components of V (f) and V (g) which are intersecting on Eˆ(P ),
χ(E′(P )) can not computed combinatorially. We can use additive formula
of the Euler characteristic using the decomposition
E(P ) = E(P ; f) ∪ E(P ; g), E(P ; f) ∩ E(P ; g) = E(P ; f, g).
The last one can be computed using Minkowski’s mix-volume ([16]).
3.5.2. Mixed product f g¯ case. For mixed product case H = f g¯, we need the
Newton-multiplicity condition for H. Then the zeta function ζH(t) of the
Milnor fibration of H = f g¯ is given as
Theorem 20.
ζH(t) =
∏
P∈V+
(1− tpdeg(P ;H))−χ(E′(P ))(6)
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where pdeg(P ;H) is the polar degree, i.e. pdeg (P,H) = d(P ; f) − d(P ; g).
For the calculation of χ(E′(P )), we can use the toric stratification as in
Theorem (5.3).
ζH(t) =
∏
I
ζI(t), ζI(t) =
∏
P∈SI
(1− tpdeg(P ;HI))−χ(E′(P ))(7)
where χ(E′(P )) = χ(E′(P ;HI)) and it can be computed using Newton
boundary if V˜ (hI) has no singularities in Eˆ(P ).
The caculation of the Euler number χ(E′(P )) is the same as that of
Theorem 11, [19].
Example 21. Let f(z) = z21 + z
2
2 + z
2
3 and g(z) = z1+ z2+ z3. As a regular
fun Σ∗, we can simply take {E1, E2, E3, P} with P = (1, 1, 1). E1, E2, E3
are standard basis of Z3 ⊂ Q3. The corresponding toric modification is
nothing but the ordinary blowing-up at the origin. Eˆ(P ) is the projective
space P2. Consider the chart Cone(P,E2,E3) with coordinates (u1, u2, u3).
As (z1, z2, z3) = (u1, u1u2, u1u3), E(P ; f) = V˜ (f)∩Eˆ(P ) is the conic defined
by 1 + u22 + u
2
3 = 0 and Eˆ(P ; g¯) is a line defined by 1 + u¯2 + u¯3 = 0. The
pull-back of the functions are
π∗f(u) = u21(1 + u
2
2 + u
2
3),
π∗g¯(u) = u¯1(1 + u¯2 + u¯3).
E(P ; f)∗ ∩E(P ; g¯)∗ = {(0, u2,−1− u2)|1+u22+(−1− u2)2 = 0} (2 points).
E(P ; f) is a conic and E(P ; g¯) is a projective line (equal to 1+u2+u3 = 0).
Thus χ(E(P ;H)) = 2 + 2− 2 = 2 and
χ(E′(P ;H)) = χ(P2)− χ(E(P ; f) ∪ E(P ; g¯)) = 3− 2 = 1.
Thus by Theorem 20, ζH(t) = (1− t)−1. We know that
ζH(t) =
P1(t)P3(t)
P0(t)P2(t)
where Pi(t) is the i-th characteristic polynomial and P0(t) = 1 − t, P1(t) =
1 − t by Proposition 9. As H is a mixed homogeneous polynomial of polar
degree 1, the monodromy is trivial. H defines a projective curve C which is
defined by fg = 0 and the spherical Milnor fiber is diffeomorphic to P2 − C
([20]). Thus P2(t) = (1 − t) and P3(t) = 1. That is, H1(F ) = Z and
H2(F ) = Z where F is the Milnor fiber.
4. Plane curves
In this section, we consider plane curves. We assume (n1),(n2) and the
Newton multiplicity condition in this chapter. Assume that Cf : f(x, y) = 0
and Cg : g(x, y) = 0 are plane curves defined by holomorphic functions
f, g which have convenient non-degenerate Newton boundaries. We note
that h = fg is also Newton non-degenerate, as Cf and Cg do not intersect
outside of the origin. This follows from the non-degeneracy assumption (n2)
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of f = g = 0. The Newton non-degeneracy of f = g = 0 is equivalent to
the following. For any weight vector P such that ∆(P ; f) and ∆(P ; g) are
simultaneously edges of Γ(f) and Γ(g), the face functions fP and gP do
not have any common non-nomomial factor in C[x, y]. Let {P1, . . . , Pr} be
the weight vectors corresponding to 1-faces of Γ(f) and let {Q1, . . . , Qs} be
those corresponding to 1-faces of Γ(g). Let us consider a toric modification
associated with a regular fan with weight vectors {E1, R1, . . . , Ra, E2} with
E1 = (1, 0), E2 = (0, 1) which is a subdivision of the union {P1, . . . , Pr} ∪
{Q1, . . . , Qs} and let πˆ : X → C2 be the corresponding toric modification.
4.1. A’Campo’s formula. First applying the formula by A’Campo to the
resolution πˆ : X → C2, the zeta functions ζf (τ), ζg(τ) and ζh(τ) of f, g and
h respectively are given as follows.
ζf (τ) = (1− τax)(1− τay)
a∏
j=1
(1− τd(Rj ;f))ℓj
ζg(τ) = (1− τ bx)(1− τ by)
a∏
j=1
(1− τd(Rj ;g))mj
ζh(τ) = (1− τax+bx)(1− τay+by)
a∏
j=1
(1− τd(Rj ;f)+d(Rj ;g))ℓj+mj
where ℓj (resp. mj)) is the number of irreducible factors of fRj (x, y) (resp.
of gRj (x, y)) and ax, ay (resp. bx, by) are the length of x-axis and y-axis cut
by Γ(f) (resp. of Γ(g)). Note that ℓj = 0 or mj = 0 if dim ∆(Rj; f) = 0 or
dim ∆(Rj ; g) = 0 respectively. Geometrically, ℓj and mj are the number of
irreducible components of the strict transforms of Cf and Cg which intersect
the exceptional divisor Eˆ(Rj). Here we use the same notation as in [16].
Note that d(Pj ; f)ℓj (resp. d(Qk; g)mk) is equal to 2Vol Cone(∆(Pj; f),0)
(resp. 2Vol Cone(∆(Qk; g),0)). The Milnor numbers of f and g are given
by − deg ζf (τ) + 1 and − deg ζg(τ) + 1 respectively and they are equal to
the Newton numbers of Γ−(f) and Γ−(g) respectively ([13]).
Now we consider the mixed function H(z, z¯) := f(z)g¯(z). Consider a toric
chart Cone(Rj,Rj+1) with coordinate chart (u, v) where u = 0 (respectively
v = 0) defines the exceptional divisor Eˆ(Rj) (resp. Eˆ(Rj+1)) in the notation
of §4, Chapter 3, [16]. The pull back of f, g,H takes the form
πˆ∗f = ud(Rj ;f)f ′(u, v), f ′(0, v) 6= 0
πˆ∗g = ud(Rj ;g)g′(u, v), g′(0, v) 6= 0
π∗H(u, v, u¯, v¯) = ud(Rj ;f)u¯d(Rj ;g)H ′(u, v, u¯, v¯)
where H ′(u, v, u¯, v¯) = f ′(u, v)g′(u¯, v¯). Note that H ′ is non-zero on Eˆ(Rj) \
V (f, g). Thus if d(Rj ; f) 6= d(Rj ; g), π∗h is locally topologically equivalent
to the rotation around the axis Eˆ(Rj) by the monomial u
d(Rj ;f)−d(Rj ;g). See
Lemma 12, [19]. Using the same argument as in [16], we get
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Theorem 22 (Lemma 4.2 [26], Theorem 5.4 [9]). Assume that f, g are
non-degenerate holomorphic functions as above and assume that they satisfy
Newton multiplicity condition. Then H(z, z¯) has a Milnor fibration and the
zeta function ζH(τ) is given as
ζH(τ) = (1− τax−bx)(1− τay−by)
a∏
j=1
(
1− τd(Rj ;f)−d(Rj ;g)
)ℓj+mj
.
assuming Γ−(f) ⊃ Γ(g). If Γ−(f) ⊂ Γ(g), the formula is changed as
ζH(t) = (1− τ bx−ax)(1 − τ by−ay)
a∏
j=1
(
1− τd(Rj ;g)−d(Rj ;f)
)ℓj+mj
.
Remark 23. Pichon and Seade have done interesting works for H = f g¯ with
n = 2 which is not necessarily non-degenerate from Seifert graph point of
view in [25]. The formula of the zeta function is also obtained by Fernandez
de Bobadilla and Menegon Neto from the boundary of the Milnor fibre point
of view.
5. Non-existence of Milnor fibration
Let f(z, z¯) be a given mixed function with f(0) = 0. Here we consider
again in general dimension n. For the existence of tubular Milnor fibration in
the ball B2nr and the independence of the isomorphism class of the fibration
by the choice of r, we use the following d-regularity in [8] or ρ-regularity
condition ([3, 4, 5]).
For any fixed r′, 0 < r′ ≤ r, there exists a positive number δ such that for
any η 6= 0, |η| ≤ δ the fiber f−1(η) is non-singular in B2nr and intersects
transversely with the sphere S2n−1γ for any γ, r
′ ≤ γ ≤ r.
5.1. Non-constant critical curve. Consider a real curve σ : [0, 1] → Cn
with σ(0) = 0 such that any point σ(t), 0 ≤ t ≤ 1 is a critical point of f .
We say that σ is a non-constant critical curve for f if σ([0, 1]) 6⊂ f−1(0).
Namely the value of f is not constantly zero along σ. An obvious observation
is:
Proposition 24. Assume that f has a non-constant critical curve. Then f
has no tubular Milnor fibration.
5.2. Is Newton multiplicity condition necessary? We give several ex-
amples where the Newton multiplicity condition is not satisfied and we check
if there exists a critical curve or not. We use (x, y) as the coordinates of
C2.
Example 25. Consider the case f = x3 + y2, g = x2 + y2 and H = (x3 +
y2)(x¯2+ y¯2). We see that f, g does not satisfy Newton multiplicity condition
as d(P ; f) = d(P ;Q) = 2 for P = (1, 1). Note that the Jacobian curve
J(f, g) has three components J1 : x = 0, J2 : y = 0 and J3 : 3x − 2 = 0.
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J2 and J3 are not critical curves. J1 is a critical curve. In fact putting
ω(t) = (0, t), 0 ≤ t ≤ 1, we have
∂H(ω(t)) = g(ω(t))∂f (ω(t)) = (0, 2t2 t¯),
∂¯H(ω(t)) = f(ω(t))∂g(ω(t)) = (0, 2t2 t¯).
Example 26. Let f(x, y) = x3 − y2, g(x, y) = x2 − y3. Then H does
not satisfy the Newton multiplicity condition as d(P ; f) = d(P ; g) = 2 for
P = (1, 1). The Jacobian curve is given by xy(−9xy + 4) = 0 and it has
two local components at the origin. We can see easily none of them include
a critical curve for H. Thus H has a tubular Milnor fibration.
Example 27. Let f(x, y) = x(y2 + x3) + y4 and g(x, y) = y(x2 + y3) + x4.
Then H does not satisfy the Newton multiplicity condition. Compare with
previous Example 26. The Jacobian ideal is defined by J(x, y) = −3y2x2 +
4y5+4x5−8x4y−8y4x and it has two irreducible factors at the origin. One
of the branch is parametrized as
x(t) = t2, y(t) =
2
3
√
3t3 − 4
3
t4 + (higher terms)
As limt→0(fx(x(t), y(t))/gx(x(t), y(t)))(g(x(t), y(t))/f(x(t), y(t)) = 8/7 6= 1,
we see this branch does not contain any non-zero critical point of H. As f
and g are symmetric in x, y, the other branch does not have any critical
point and H has a Milnor fibration.
6. Existence problem of non-constant critical curves
In this chapter, we consider the existence or non-existence of critical
curves for the plane curve case n = 2. For the simplicity, we use (x, y) as
the coordinates of C2 in this chapter. Though we consider the case n = 2,
the argument works for general dimension with a slight modification.
6.1. Branches of plane curves. Let k(x, y) be a germ of holomorphic
functions and we consider the Newton boundary Γ(k). Let ∆1, . . . ,∆ℓ be
the edges of Γ(k) and let Pi = (pi, qi) be the corresponding weight vector for
∆i, i = 1, . . . , ℓ. Consider the face function k∆i(x, y). It has a factorization
as
k∆i(x, y) = cix
aiybi
νi∏
j=1
(ypi − αpiijxqi)µj , ci 6= 0.
For each j, there is a branch (or branches) Cij which is parametrized as
Cij : x(t) = t
pirij , y(t) = αijt
qirij + (higher terms), ∃rij ∈ N.
This follows from an admissible toric modification (see[16]). We say the
germ Cij is rooted at the factor (y
pi − αpiijxqi)µj on the face ∆i. Every
branch of k(x, y) = 0 is rooted at some ∆i and some 1 ≤ j ≤ νi as above
except possibly the coordinate axis x = 0 or y = 0 will be a branch if x|k or
y|k respectively.
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6.2. Branches of Jacobian curves. Now we consider again holomorphic
function h = fg and the mixed function H = f g¯ as before. Consider the
Jacobian curve J = J(f, g) which is defined by J(x, y) = 0 where
J(x, y) =
∂f
∂x
(x, y)
∂g
∂y
(x, y) − ∂f
∂y
(x, y)
∂g
∂x
(x, y).
Consider a face ∆i of Γ(J) with weight vector Pi = (pi, qi). We say ∆i
is a face of the first type if JPi(x, y) = J(fPi , gPi)(x, y). In this case, we
have d(Pi;J) = d(Pi; f) + d(Pi; g) − (pi + qi). Otherwise, we say ∆i a
hidden face. In this latter case, we have J(fPi , gPi) = 0 and d(Pi;J) >
d(Pi; f) + d(Pi; g) − (pi + qi).
Consider a face ∆i of the first kind as above and the factorization of the
form
JPi(x, y) = cix
aiybi
νi∏
j=1
(ypi − αpiijxqi)µj .
Consider a branch γ which is rooted at the factor (ypi − αpiijxqi)µj . It has a
parametrization for some integer rij > 0 as follows.
γ :
{
x(t) = tpirij
y(t) = αijt
qirij + (higher terms)
, t ∈ Dε = {η ∈ C | |η| ≤ ε}.
In the case µj > 1, it is possible that there exist several irreducible germs
with such expression. (In an admissible toric modification πˆ : X → C2,
the strict transform γ˜ of γ intersects with the exceptional divisor Eˆ(Pi) cor-
responding to Pi (see [16]). We say that γ is non-tangential to V (f, g) if
fPi(t
pi , αijt
qi) 6= 0 and gPi(tpi , αijtqi) 6= 0. This is equivalent to γ˜ ∩ (V˜ (f)∪
V˜ (g))∩ Eˆ(Pi) = ∅ where V˜ (f), V˜ (g) are strict transforms of V (f) and V (g)
respectively. In particular, γ 6⊂ V (f) ∪ V (g).
Theorem 28. Assume that γ is a non-tangential branch of the Jacobian
curve J which comes from a face of Γ(J) of first type as above. Then
γ contains a non-constant critical curve of H at the origin if and only if
d(P ; f) = d(P ; g).
Proof. Assume that γ(t) = (x(t), y(t)) is a critical point of H for a suffi-
ciently small t. Then there exists a complex number λ(t) with |λ(t)| = 1
such that
∂f(x(t), y(t))g(x(t), y(t)) = λ(t)∂g(x(t), y(t))f(x(t), y(t)).(8)
As γ(t) is a branch of the Jacobian curve, we have the equality
fxgy − fygx = 0, on γ(t)(9)
and taking the first lowest term, fPxgPy − fPygPx = 0 also holds on γ(t).
Note that fx/gx = fy/gy along γ and
fx((x(t), y(t))
gx((x(t), y(t))
=
fP,x(1, α)
gP,x(1, α)
(1, α)td(P ;f)−d(P ;g) + (higher terms).
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Here we assume fP,x(1, α), gP,x(1, α) 6= 0. (If gP,x(1, α) = 0 for example, it
implies fP,x(1, α) = 0 and fP,y(1, α), gP,y(1, α) 6= 0 by the equation (9) and
non-tangential assumption and by the Euler equality. In that case, we use
fy/gy instead of fx/gx.) Put δ := fP,x(1, α)/gP,x(1, α). Then we have
f(x(t), y(t))
g(x(t), y(t))
=
fP (1, α)
gP (1, α)
td(P ;f)−d(P ;g) + (higher terms)
and using Euler equality the coefficient of the first term can be written as
fP (1, α)
gP (1, α)
=
(fP,x(1, α) + αfP,y(1, α))/d(P ; f)
(gP,x(1, α) + αgP,y(1, α))/d(P ; g)
=
δ(gP,x(1, α) + αgP,y(1, α))/d(P ; f)
(gP,x(1, α) + αgP,y(1, α))/d(P ; g)
= δ
d(P ; g)
d(P ; f)
.
Thus we can write
λ(t) =
fx(x(t), y(t))
gx(x(t), y(t))
/
f(x(t), y(t))
g(x(t), y(t))
=
δ¯
δ
d(P ; f)
d(P ; g)
+ (higher terms in t)
If d(P ; f) 6= d(P ; g), for sufficiently small t, we see that |λ(t)| 6= 1 and
there does not exist a critical point of H by Proposition 1. Suppose that
d(P ; f) = d(P ; g). We see that |λ(t)| ≡ 1 modulo (t).
If |λ(t)| = 1 constantly, the whole γ(t), t ∈ Dε is a critical curve of H.
This happens when f and g are weighted homogeneous polynomials of the
same degree under the same weight P .
Assume that λ(t) = a0 + akt
k + (higher terms), ak 6= 0, |a0| = 1. By
the next Lemma 29, there exists a positive number ε′ such that for any
r ≤ ε′ fixed and |t| = r, there exists 2k solutions t = reiθj , j = 1, . . . , 2k
of |λ(t)| = 1. They are parametrized real analytically in r ∈ [0, ε′] and give
non-constant critical curves for H. 
Lemma 29. Let ρ(t) be a holomorphic function on the disk Dε := {ζ ∈
C | |ζ| ≤ ε} such that ρ(0) = a0, |a0| = 1 and ρ(t) 6≡ a0. Let k = ordt (ρ(t)−
a0). Then there exists a positive number ε
′ ≤ ε such that for any 0 < r ≤ ε′,
there are 2k angles 0 ≤ θ1, . . . , θ2k < 2π such that |ρ(reiθj | = 1 for j =
1, . . . , 2k.
Proof. Consider the Taylor expansion
ρ(t) = a0 + akt
k + (higher terms), ak 6= 0.
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Then there exists ε′ ≤ ε such that
|ak||tk|1
2
≤ |ρ(t)− a0| ≤ |ak||tk|3
2
,
d arg (ρ(reiθ)− a0)
dθ
> 0, ∀|t| ≤ ε′, ∀θ ∈ [0, 2π].
Thus the behavior of the loop θ 7→ ρ(reiθ) − a0 is topologically k times
rotation along the sphere of radius |ak|rk centered at a0. Thus it intersects
2k times with the unit sphere S1 = {ζ||ζ| = 1}. 
Example 30. Let f(x, y) = x5+x2y2+y6 and g(x, y) = x6+x2y2+y5. Then
H does not satisfy the Newton-multiplicity condition as d(P ; f) = d(P ; g) =
4 for P = (1, 1). The Jacobian ideal is defined by
J :=− xyj2(x, y),
j2(x, y) = −10x5 − 25x3y3 − 10y5 + 12x6 + 36x4y4 + 12y6.
There exist three germs of Jacobian curves: {x = 0}, {y = 0} and C = {j2 =
0}. It is easy to see that the first two coordinate axes are not critical curves.
C consists of 5 smooth components. They are rooted to the face ∆ with face
function xy(−10x5 − 10y5) and ∆ is a hidden face as fP = gP = x2y2 and
J(fP , gP ) = 0. They have the Taylor expansions
C1 : y = −x+ 49
50
x2 + (higher terms)
C2a : y = ax+ (−1
2
+
13
50
a− 13
50
a2 +
1
2
a3)x2 + (higher terms)
where a4 − a3 + a2 − a+ 1 = 0.
We claim each complex branch contains a critical curve for H.
Proof. If C1 or C2a is a critical curve, it must satisfy |∂f∂x/ ∂g∂x | = |f/g|. Let
us see the assertion on C1.
|∂f
∂x
/
∂g
∂x
| = |1 + 49
25
x+ (higher terms)|
|f/g| = |1 + 2x+ (higher terms)|.
Thus
|∂f
∂x
/
∂g
∂x
|/|f/g| = |1 + 1
2
x− (higher terms)|.
Consider the equation
|1 + 1
2
x− (higher terms)| = 1
on the circle x = reiθ. By Lemma 29, for fixed r ≤ ε small enough, this has
two solutions θi(r), i = 1, 2, 0 ≤ θi(r) < 2π for sufficiently small ǫ. Then
zi(r) := re
iθi(r), i = 1, 2 satisfy zi(0) = 0 and r 7→ zi(r) give non-constant
critical curves for H. For C2a, we omit the proof as the argument is the
same. 
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Example 31. Let f(x, y), g(x, y) be homogeneous polynomials of same de-
gree d. Then J(x, y) is a homogeneous polynomial of degree 2d − 2. Take
any branch germ γ of J(x, y) = 0 which is non-tangential to V (f, g). Then
γ contains a critical curve for H. As an example, take f(x, y) = x2 + xy +
y2, g(x, y) = x2 − xy + y2. Then Jacobian curve is defined by y2 − x2. This
gives two branches y = ±x which are non-tangential and they are critical
curves. In this case, C(H) = J(f, g).
We finish this paper by the following Lemma which follows from Lemma
29.
Lemma 32. Let f, g be a holomorphic function pair without any common
divisor, H = f g¯ and let J = J(f, g) be the Jacobian curve. Take a local
branch germ γ of J at the origin defined by a Taylor expansion z(t), t ∈ Dǫ
which is not included in V (H). γ contains a non-constant critical curve for
H if and only if
lim
t→0
∣∣∣∣∣
∂f
∂zj
(z(t))g(z(t))
∂g
∂zj
(z(t))f(z(t))
∣∣∣∣∣ = 1.
Here j is chosen so that ∂g∂zj (z(t)) 6= 0.
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