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A new class of graph polynomials is defined. Tight bounds on the coefficients of 
the polynomials are given, and the exact polynomials for several classes of 
graphs are derived. The relationship of these polynomials to chromatic poly- 
nomials and graph coloring is discussed. 
1. DEFINITION OF ~-POLYNOMIALS 
Let G be a (p, q)-graph, that is, a graph with p vertices and q edges. 
We define the o-polynomial of G as follows. 
(i) If G = K, for any n, then a(G) = 1. 
(ii) For G # K, , let G = CL i CR be the standard decomposition of G 
used in determining chromatic polynomials (see [5]), where GL has p - 1 
vertices, and G, has p vertices and q + 1 edges. Suppose that a(G,) is a 
polynomial of degree m, and (s(G~) is a polynomial of degree n. Then o(G) 
is a polynomial of degree max(n, m + l), defined by 
u(G) = u(GJ . u”-“-~ + u(GR) if n>m+l, 
a(G) = u(G,) + u(GR) . CP-~+~ if n<m+l. 
There are, in general, several ways to decompose a graph G. Thus, it is not 
immediately evident that a(G) is well defined. However, we show in Section 5 
that o(G) is well defined, essentially because these same decompositions of G 
all produce the chromatic polynomial, and that is well defined. 
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From the definition of a(G) one observes that if a(G) = cb, a,&, then 
ai > 0, i = 1, 2,. . ., n; and a, = 1. It is also not difficult to show that 
a,-, = j V(G) j . 
THEOREM 1. Let G be a (p, q)-graph with o(G) = Cr=, ai&. Then 
an-1 = (3 - 4. 
Proof. By induction. Suppose that q = (3 - 1. Then G = G, q GR , 
where GL = K,_, and GR = K, . Hence by the definition, a(G) = 1 + CT, 
and the theorem holds for this case. 
Now suppose that the theorem holds for q = qO , and let G be a (p, q,, - l)- 
graph. Then G = CL i G, , where GL is a graph onp - 1 vertices, and GR is 
a (p, %)-graph. Thus u(GJ = Ci=, bic# and u(GR) = Ci=, ciui, where by the 
induction hypothesis c,-r = (D - qO . Now if u(G) = Cy=, a,&, then by the 
definition of u(G), a,-, = b, + c,-~ = 1 + (2”) - q,, = (2”) - (q,, - 1). 
proving the theorem. 1 
2. PERMISSIBLE U-POLYNOMIALS AND THEIR GENERATING GRAPHS 
We are interested in determining which polynomials in u actually are u(G) 
for some graph G. In this section we show that the number of such 
polynomials is relatively small, and give a procedure for determining them. 
We begin by establishing a powerful Reduction Theorem. 
LEMMA 1. If G = G, i G, , then G 0 {u} = (G, 0 (0)) i (G, 6J (v)). 
Proof. Each decomposition of G induces a corresponding decomposition 
of G @ {v], using the same vertex pair. 0 
LEMMA 2. rf G = GL i GR and G = H 0 {v), then GL = HL @ {v} and 
G, = HR @{v}, where HL t HR = H. 
Proof. Since v is adjacent to each vertex in H, v is not involved in the 
decomposition. 1 
THEOREM 2: REDUCTION THEOREM. Forarzygraph G,u(G @{v)) = u(G). 
Proof. By the lemmas, there exist decompositions of G and G g(v) 
that are identical in form. Iterating the decomposition of G 0 (v> produces 
a terminal graph K,,, = K, 0 {v} corresponding to each terminal graph K, 
in the decomposition of G. But u(K~) = 1 for any ~1. 1 
The Reduction Theorem can obviously be used as the basis for an 
expansion procedure. That is, given a (p, q)-graph G, we can construct a 
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(p+l,q+p)-graphG’=GOO x v such that o(G’) = a(G). On that basis 
we establish the following result. 
THEOREM 3. The number of o-polynomials with second coejicient q is at 
most the number of distinct unlabeled (2q, q)-graphs. 
Proof. It is well known that the number of (p, q)-graphs is bounded 
by a fixed constant independent of p and that this bound is attained for 
p > 2q. Let G be a graph on 2q vertices and observe that the second coefficient 
of o(G) is q if and only if G is a (2q, q)-graph. Take p > 2q. By the Reduction 
Theorem, there exists a (p, (g) - q)-graph G’ such that o(G) = a(G). 
Moreover, the expansion procedure guarantees that a distinct graph G’ is 
generated for each such G. But this includes all possible (p, (3 - q)-graphs. 
Hence all distinct o-polynomials with second coefficient q are determinable 
from the (Zq, (“i) - q)-graphs. 1 
To actually determine the a-polynomials described in the theorem it is 
generally not necessary to generate all of the (2q, (“i) - q)-graphs. Observe 
that if such a graph has a vertex of degree 2q - 1, the Reduction Theorem 
may be applied, and a smaller graph may be used for the determination of 
that o-polynomial. Thus we need use only the irreducible graphs on at most 
2q vertices, with q missing edges, to determine all o-polynomials described 
in the theorem. We observe, moreover, that the complement of each such 
graph is a graph with q edges and no isolated vertices. Thus the following 
procedure suggests itself. 
(i) Generate all graphs on at most 2q vertices having exactly q edges 
and no isolated vertices. 
(ii) For each such graph G, the complement determines a a-polynomial 
with second coefficient q. 
FIG. 1. u(G,) = u(G,) = 1 + 30 + on. 
For q > 2 the above procedure will yield distinct graphs having the 
same u-polynomial. The simplest such example is shown in Fig. 1, where 
both graphs have o-polynomial 1 + 30 $ ~2. 
58zb/zq’z-2 
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Suppose that G has o-polynomial o(G). If one can determine a trans- 
formation that maps G into another graph G’ such that a(G’) = a(G), 
then such transformations can be used to reduce the amount of work needed 
to determine all possible o-polynomials. We now develop two such trans- 
formation theorems. 
(As is the custom in graph decomposition, we use diagrams of G, GL , 
and GR directly to represent the decomposition.) 
THEOREM 4. Let H be a given graph with distinct vertices u and v, and let 
and 
Then a(G,) = o(G,). 
Proof. G, and G, have the same decomposition: 
COROLLARY. Let D, be the totally disconnectedgraph onp vertices. Then D, 
and all trees on p + I vertices have the same cr-polynomial. 
Proof. By the theorem, all trees on p + 1 vertices have the same CJ- 
polynomial. One of these trees is the star on p + 1 vertices, which by the 
Reduction Theorem has the same a-polynomial as D, . 1 
We observe that Theorem 4 also accounts for the situation shown in 
Fig. 1. By the theorem, o(G,) = a(G,‘), where Gz’ is the star on four vertices. 
But by the Reduction Theorem, u(G,‘) = o(G,). 
THEOREM 5. Let H be a graph with vertices u, v, w, and x, not necessarily 
all distinct, and edges (u, v) and (w, x). Let 
G, = and G, = x - 
Then a(G,) = o(G,). 
Proof. There are three cases. 
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Case I. v = x. Then 
Hence o(G,) = a(G,). 
Case II. The vertices u, u, W, and x are distinct, but in the same component 
ofH.Thereexistsapathv = u,, , a1 ,..., v, = W. Apply Case I to the successive 
quadruples (a, vo, uo, d, (v,, vl, vl, vJ,.-, (u,-~, v, , v, , 4. 
Case 111. The edges (u, v) and (w, X) lie in different components of H. 
By iterating the decomposition, we can show that G, and G, both have the 
following decomposition: 
Hence o(G,) = a(G.J. 1 
Use of these transformations will not only eliminate some graphs having 
identical u-polynomials, but will also often allow reduction to a simpler 
graph. The corollary to Theorem 4 is the simplest general case of this. 
3. SPECIFIC o-POLYNOMIALS 
Despite the limitations on the number of cr-polynomials established in 
Theorem 3, the determination of which specific polynomials in u are 
u-polynomials remains largely an open question, solvable only by direct 
enumeration. In this section we present the known results for linear and 
142 ROBERT R. KORFHAGE 
quadratic polynomials, and a general bound on the coefficients. Recall that 
o(G) = 1 if and only if G is a complete graph. 
We introduce the notation Kn ai v to denote the graph formed by 
adjoining the vertex v to K, by n - i edges. 
THEOREM 6. a(G) = q + o if and only if G = K, 0, v for some n. 
Proof. By induction. Suppose that a(G) = q + a, and let G, & GR 
be a decomposition of G. If q = 1, then G, = K% and G, = K,,, for some 
integer n. Thus G = K, @I v. Now assume that the theorem holds for 
q = q,, , and suppose that o(G) = qO t 1 + u. Then g(G,) = q’ and g(G,) = 
qo + 1 - q’ t 0. But by the definition of a-polynomials, q’ = 1. Hence 
CL = K, for some integer YE, and thus GR = K, @,, v. Therefore, G = 
K, @,,+1 v, and the induction is complete. 
Now suppose that G is a graph on n t 1 vertices with K, as a subgraph. 
Then G = K, @$ v for some integer i. If i = 0, then G = K,+l and the 
theorem does not apply. If i # 0, then there is a decomposition G = G, i- GR , 
with G, = K, and GE = K, @i-1 v. If i = 1, then CR = K,,+I , and hence 
a(G) = 1 + U. Suppose that for i = i,, , U(G) = i, + u. Then for i = iO + 1, 
GR = K, &, U. Thus u(G,) = i,, + cr’, and hence a(G) = 1 + iO + 0, 
completing the induction. i 
For quadratic polynomials only necessary conditions are known. 
THEOREM 7. If the polynomial a + ba + ~9 is a o-polynomial, then either 
(i) b=2anda=l,or 
(ii) b > 3 and b - 2 < a < (b(b - 3)/2) + 2. 
The proof of this theorem involves a series of six lemmas. 
LEMMA 3. The polynomial a + CJ + o2 is not a cr-polynomial for any a. 
ProoJ Suppose that G is a (p, q)-graph with o-polynomial a + CJ + u2. 
Since the coefficient of u is 1, q = (2”) - 1. But the only (p, (2”) - l)-graph 
is K,-, a1 v, whose u-polynomial is 1 + 0. Therefore, the described graph G 
does not exist. 1 
LEMMA 4. The polynomial a +- 20 + u2 is a o-polynomial if and only if 
a = 1. 
Proof. Suppose that a + 20 + a2 is the a-polynomial for a (p, q)-graph G, 
and let G = G, q G, . Then G, is a (p, q + 1)-graph. Since the coefficient 
of u is 2, q = (3 - 2, and thus GR = K,-, @)I v. Hence cr(GR) = 1 f G. 
Thus by the dkfinition of a-polynomials, CY(GJ = a + CJ. Hence by 
Theorem 6, GL = K9--3 0, v. 
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Since G has (2”) - 2 edges and CL has (“;I) - a edges, a + p - 3 edges 
have been deleted in forming GL . But the maximum possible number of 
deleted edges is p - 2. Hence a < 1. Since by definition a > 1, it follows 
that a = 1 is the only possible value. 
We observe that if G = C, , the 4-cycle, then u(G) = 1 + 2a + 9. 
For b 3 3, there are three possible decompositions of a $ ba + 9: 
Case I. a + bo + u2 = (a + u) t (b - 1 + u). 
Case II. a + ba $ u2 = (a’ + CT) i (a - a’ + (b - 1) 0 + Q”). 
Case III. a + bo + u2 = 1 i (a + (b - 1) u + u2). 
LEMMA 5. In Case I, a $ bu + u2 is a u-polynomial ifand only ifa = b - 2 
ora=b - 1. 
Proof. Let G be a (p, q)-graph with o-polynomial a + bu + u2 having 
Case I decomposition. Then G = GL -i- GR , where GL = K,-, @,-2-, v1 
and G, = I&, OPMr, v2 . Since GR is formed from G by adding an edge, 
G is either K,-, @9--b--1 v2 or (K,-, @r v3) @&, v2 . In the former case, 
the added edge joins v2 to Kg-, ; hence GL = K,-, . But this is not so. 
In the latter case, the added edge joins two vertices in K,-, @{us). Hence 
GL is either K,-, @P-a-1 v2, if v2 is adjacent to both ends of the added edge, 
or K,-, @Lb v2, if v2 is adjacent to at most one end of the added edge. 
Thus a = b - 1 or a = b - 2. 
This analysis provides the construction to establish that both values of a 
yield o-polynomials: 
(i) Construct KDe2 a1 v3 , and determine the edge (v3 , X) necessary 
to form GR . 
(ii) If a = b - 1, adjoin vertex v4 adjacent to both va and X; if 
a = b - 2, adjoin vertex v2 adjacent to at most one of the vertices uQ and x. 
(In either situation, v2 is of degree b.) 
LEMMA 6. In Case II, 1 < a’ < min(b - 2,p - 2). 
Proof. Consider the partial decomposition tree in Fig. 2, and compute 
bounds on the number of deleted edges. From 8, 0 < (“I) - a’ - (“i”); 
a’ <p - 2. From @, (2”) -b - (“;‘) + a’ <p - 2; a’ <b - 1. Now 
suppose that a’ = b - 1. Then 
/ E(G)1 = (‘I) - b, and I E(GJ = (’ ; ‘) - b + 1. 
Thus the number of edges deleted to form GL is 
I E(G)1 - I E(G,)l =P - 2. 




FIG, 2. Case II partial decomposition. 
1-b-a 
(w-v) W-4 P-,X) 
A B c 
FIG. 3. Possible forms for G, Case III. 
Hence G has one of the forms shown in Fig. 3, where w  is the vertex eliminated 
in forming GL . 
Forms A and B yield GL = K,-, , which is not the case. Form C produces 
a deletion of at most p - 3 edges, which is also not the case. Thus a’ = b - 1 
does not correspond to any u-polynomial, and hence, in Case II, 1 < a’ < 
min(b - 2, p - 2). 1 
COROLLARY. In Case II, a + 30 + ~2 is a o-polynomial if and only if 
a =2. 
Proof. By the lemma, 1 ,( a’ < min(l, p - 2). Thus a’ = I for p 3 3, 
and a’ is undefined for p < 3. Then 
a + 3a + a2 = (a’ + IS) + (a - a’ + 20 -i- u2), 
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and by Lemma 4, a - a’ = 1. Therefore a = 2. The graph G in Fig. 4 is the 
smallest such that a(G) = 2 + 30 f u2. 1 





FIG. 5. Case III auxiliary graph. 
LEMMA 7. Let G be the graph of Fig. 5, where each vertex in K,-, is 
adjacent to at least one of the vertices v and w. Then 
u(G) = (k - 2)(b - 2) + (b + k - 4) o + u2. 
Sketch of proof. The proof is based on a decomposition of G involving 
the vertex v and an induction on k. i 
LEMMA 8. In Case III, a > b - 2. 
Sketch of proof. If G is a (p, q)-graph, then in Case III, GL is K,-, . 
We then consider what G may be. One possibility is G = K,-, gi v. But 
then G, does not have the quadratic u-polynomial of Case III. The other 
possibility is that G is of the form shown in Fig. 6. Then GR is of the form 
shown in Fig. 5 and Lemma 7 applies. We note then that if b > 3 (as is the 
case in Theorem 7) (k - 2)(b - 2) > (b + k - 4) - 2. 1 
FXG. 6. Case III graph. 
Proof of Theorem 7. By induction. We observe that the theorem holds for 
b = 2,3. We observe also that it holds for all b in Case I decomposition. 
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Assume that the theorem holds for b = b, , and let G be a graph such that 
o(G) = a + (b, + 1) u + ~9. Then G = GL i GR , where GR has a-polynomial 
a, + b,a + ~9, and by the induction hypothesis 
6, - 2 < aR < bo(bo2U 3, f 2. 
Case I. There is nothing to prove. 
Case II. The graph GL has a-polynomial a, + u, and a = a, + aR . 
Thus 
b, + aL - 2 < a < bo(bo2- 3, + 2 + aL . 
ByLemma6,l <a,dmin(b,-l,p--2)dbo--l.Thus 
b, - 1 < a < bo(bo2- 3, + 2 + b, - 1, 
or 
(b, - 1) - 2 < a < (b, + l>((bo + 1) - 3) + 2 
2 
Case III. By Lemma 8, (b, + 1) - 2 < a. In any case 
u < bo@o - 3) + 2 < 
2 \ 
@o + W; + 1) - 3) + 2. 
It is known that the conditions in Theorem 7 are not sufficient to 
guarantee having a cr-polynomial for b > 5. For example, direct enumeration 
reveals that 7 + 50 + 02, 10 + 60 + 9, and 11 + 60 + a2 are not 
a-polynomials, even though their coefficients satisfy the conditions of the 
theorem. We conjecture that the upper bound can be lowered to 
+(bz - 5b + 12) for b 3 4. 
Of more general interest is the following upper bound on the coefficients 
of any o-polynomial. In the statement and proof we assume that the D- 
polynomials have been multiplied by appropriate powers of u so that a 
polynomial whose second coefficient is b is of degree b. 
THEOREM 8. Let CQ, = Cizo ci& be a (mod$ed) a-polynomial with second 
coeficient b. Then for each i = 0, l,..., b, ci < (i). 
Proof. By induction. The theorem holds for b = 0, 1, 2, and 3 by direct 
calculation. Assume that it holds for b = b, , and G be a graph on p vertices 
such that o(G) = u~,+~ . Decompose G, G = GL & GR . Then ‘s(G~) is a 
polynomial crbD , for which the theorem holds by the induction hypothesis. 
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For some integer c, the graph GL has (p;‘) - c edges. But (p;‘) - c >, 
(2”) - b, + 1 - (p - 2), or c < b, . Hence by the induction hypothesis, 
the theorem holds for GL . Then examining the sum of the modified poly- 
nomials cr(GL) and o(GR), we see that the coefficient of ~~o+i-~ is dominated by 
(i ” l) + (?) = (b” ; ‘). 
We establish in the next section that this bound is attained. 
4. U-POLYNOMIALS FOR SPECIFIC CLASSES OF GRAPHS 
Before presenting these results, we make a general comment on procedure. 
Most of these results are derived by induction, specifically an induction 
on a decreasing number of edges. Suppose that G is a graph on p vertices, 
and that v is a vertex whose degree is less than p - 1. Further suppose that z, 
is used in the decomposition G = G, j- G, . If deg(v) = p - 2, then in G, , 
deg(v) = p - 1, and the Reduction Theorem applies. This frequently 
provides sufficient leverage to establish the result when deg(v) = p - 1. 
Then for the induction, if deg(v) = k, then in GR , deg(v) = k + 1, and 
the induction proceeds easily. Because the derivations follow this general 
pattern, several of the more tedious derivations are omitted. 
THEOREM 9. Let G be the (2p - 2)-regular graph on 2p vertices. Then 
Proof. By induction. By direct calculation the theorem holds for p = 1 
and 2. Assume that it holds for p = p. , and let G be the 2p,-regular graph 
on 2(p, + 1) vertices. Then G = G, i GR , where both G, and G, are 
reducible to the (2p, - 2)-regular graph on 2p, vertices. Hence c(GJ = 
u(GR) = C;=, (2) ai, and by the addition given in the definition of 
a-polynomials, 
THEOREM 10. Let F(p, q) be a forest of p trees, having a total of q edges. 
If q = 0, i.e., F(p, q) = D, , then 
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where 9’(p, CT) = CrlO1 S(p, i) ui is the second Stirling polynomial of degree 
p - 1. If q > 1, then 
o(F(p, 4)) = ;r; (” ; ‘) Y(q + iY 4 
Proof. The value of cr(D,) can be established by direct calculation, 
or by relating a@,) to the chromatic polynomial of D, , as we do in the 
next section. 
For a general forest, u(F(p, q)) is established by induction. If p = 1, 
the graph is a tree T on q + 1 vertices. By the corollary to Theorem 4, 
o(T) = u(DJ = Y(q, u). Suppose that the theorem has been proven for 
forests of p < pO trees, and consider a forest F(p, + 1, q). Then 
.F(P, + 1, q) = F(P, , q) i F(P,, q + 1). Hence 
uWp0 -t 1,q)) 
= z1 (po F ‘) 9(q + i, ff) + ‘F1 (p” i ‘) Y(q + 1 + i, u) 
i=O 
= zol (‘O F ‘) Y(q + i, u) + u * z1 cpo F ‘) F(q + 1 + i, u) 
= z1 (p”) J% + i, 4. I 
THEOREM 11. Let G be the graph on n $ 2 vertices with n -j- 1 vertices of 
degree n, and one vertex of degree 2. If n > I, then u(G) = n - 1 + YZU + u2. 
Pvoof. The proof is a straightforward induction and is omitted. 1 
The proof of the next theorem utilizes a technique of “bootstrapping” 
two classes of graphs against each other. 
THEOREM 12. Let G,,, = K, U D, and Gz3, = K, U Kz . Then 
a(G,,) = n2 + (2n + I) u + u2, 
and 
u(G2,,J = n(n - 1) + 2nu + u2. 
ProoJ: By induction. The theorem holds for n = 1 and 2 by direct 
calculation. Now suppose that the formula for u(G,,,) holds for n = no , 
and decompose Cl.,,., : 
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Thus 
u(G1,,J = (no + Q) i (q&b - 1) + 2fioo + 0’) 
= 7z02 + (2n, + 1) (5 f 3. 
Hence the formula for u(GI.J holds for IZ = no . 
Now assume that the formula for o(G& holds for II = ~1~ , and consider 
G 2,n,+l . BY Theorem 4, ~G+,+I) = 4G,,+A where 
Decompose Gi,,u+l : 
By the Reduction Theorem 
Thus 
&2,n,+d = (no + 0) i- (no2 + (24, + 1) u + G”) 
= n,(n, + 1) $ 2(n,, + 1) u + a2. 
Hence the formula for a(Gz,,) holds for n = n, + 1, and the induction is 
complete. 1 
We next determine o(& u K,). The proof illustrates the general technique 
discussed at the beginning of this section, being a double induction, The 
first induction is set in a separate lemma. 
FIG. 7. The graph Gn.?r.Q. 
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LEMMA 9. Let G,,,,, be the graph of Fig, I, n 2 p. Then 
o(G,:,.,) = (n - c/l dG,-I,,-,,o) i dGn,wo>. 
Proof. Decompose G,,,,, , and apply the Reduction Theorem to GL . 
The proof is a straightforward induction, and is omitted. 1 
THEOREM 13. Let n(,-,) be a falling factorial in n. Then 
Proof. By induction on p. Observe that Kn U K, = Gn,$,,, . For p = 1, 
Assume that the theorem holds for p = p,, _ Then by the lemma, 
= 12 f$ (40) (n - l)(n,,-lj ~9 + (5 $J ( y) n(,O-l) C+ 
i=O i=O 
= x1 (“0 ; ‘) n(p”+*-i)ai, 
completing the induction. 
The same technique may be used to prove the following theorem, whose 
proof is omitted. 
THEOREM 14. o(l”=, u 0,) = Cy=, (F) u(K,-~ u OJ. 
It is clear that these results may be generalized to a graph consisting 
of an arbitrary finite number of complete graphs and an arbitrary finite 
forest. Indeed, using Theorem 4, we can allow the complete graphs to be 
“hairy,” with arbitrary tree-like portions attached. Such generalizations 
yield results at the expense of some rather tedious work, but probably yield 
little insight into the general characteristics of o-polynomials since they 
do not get away from the rather constrained context of complete graphs and 
forests. 
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5. CHROMATIC POLYNOMIALS 
Since the graph decomposition used to generate u-polynomials is the 
same as that used to generate chromatic polynomials, it is intuitively plausible 
that there be a close relationship between the two polynomial types. Indeed, 
let G be a graph on y vertices. The decomposition expresses the chromatic 
polynomial of G, P(G, u), in terms of the chromatic polynomials of complete 
graphs, P(G, A) = zyC1 ciPi , where Pi = P(K, , A), i = l,..., p. This expansion 
of P(G, A) in terms of the Pi is unique, and independent of the particular 
decomposition used. The uniqueness of u(G) follows immediately from 
this uniqueness of the above expansion of P(G, A). In fact, the coefficients 
of Q(G) are the nonzero coefficients in this expansion of P(G, h). That is, 
if i, is the least integer such that ci, # 0, then 
P(G, A) = Pi, -f ciPilPiO 
i=i, 
= Pip(G), 
where cj’ = cipiO . The multiplications introduced in the definition of o(G) 
align the o-polynomials of GL and G, to correspond to the fact that the 
largest complete graph in the decomposition of G, has exactly one less 
vertex than the largest complete graph in the decomposition of CR . 
We observe the following theorems. 
THEOREM 15. x(G) = k if and only fP(G, A) = P,o(G). 
Proof. Observe that CF(G)~,,, > 0 for any positive i since all of the 
coefficients are strictly positive. Then observe that k is the least positive 
integer such that P,u(G)!~=~, = P(G, k) is positive. 1 
COROLLARY. If a(G) is of degree m, then x(G) = p - m, and conversely. 
THEOREM 16. Let Z be a polynomial in CT. If Pi2 is the chromatic poly- 
nomial of some graph, then so also is PJ for all j > i. 
Proof. This follows immediately from the Reduction Theorem. a 
Our final result establishes the value of o(D,). It is well known that 
P(D, , h) = hp. The decomposition of D, thus expresses hp in terms of the Pi , 
which are falling factorials. Hence CT(D,) = Y(p, CT). 
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6. CONCLUSIONS 
Because of their relationship to chromatic polynomials, the o-polynomials 
presented in this paper afford a new approach to graph coloring problems. 
This approach was hinted at by Birkhoff and Lewis [I] in their use of reduced 
chromatic polynomials, but the concept was never followed up. 
Read [5] suggests a number of open problems for chromatic polynomials. 
Each of these has its analog for o-polynomials, which may shed some light 
on the corresponding problem for chromatic polynomials. 
“What makes a polynomial a o-polynomial?” For chromatic polynomials 
little is known except some basic properties of the coefficients and a bound 
[5, Theorems 7, 8, 9, 10, 121. For o-polynomials, analogous properties hold, 
and we have the bound given in Theorem 8. However, we have in addition 
Theorem 3 and the procedure that it implies for determining all 
u-polynomials. 
“How are the coefficients of a o-polynomial distributed?” The same type 
of unimodal distribution that has been observed for chromatic polynomials 
is observable for o-polynomials. While this has not been investigated, it is 
believed that results analogous to those of Chvatal [2], Meredith [4], and 
Hoggar [3] are attainable for a-polynomials. 
“What is a necessary and sufficient condition for two graphs to have the 
same o-polynomial?” We observe that two graphs have the same chromatic 
polynomial if and only if (1) they have the same number of vertices, and (2) 
they have the same o-polynomial. To date, only the transformations of 
Theorems 2, 4, and 5 bear on this question; and it is known that there 
exist graphs having the same o-polynomial, but not related by these 
specific transformations. It appears that the transformations in question are 
but the simplest examples of an infinite family of transformations that 
can be rather simply characterized, although proof of this is not yet com- 
plete. Nevertheless, experimental evidence indicates that this problem may 
never be completely solved, at least in terms of transformations, since 
apparently increasingly complex transformations will be needed to explain 
large graphs of low chromatic number, having the same u-polynomial. 
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