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Abstract—Model predictive control (MPC) is of increasing
interest in applications for constrained control of multivariable
systems. However, one of the major obstacles to its broader use
is the computation time and effort required to solve a possibly
non-convex optimal control problem (OCP) online. This paper
introduces a sensitivity-based warmstarting strategy for systems
with nonlinear dynamics and polyhedral constraints with the
goal of reducing the computational footprint of MPC controllers.
It predicts changes in the solution of the parameterized OCP
as the parameter varies, by calculating the semiderivative of
the solution. We apply the theory of variational inequalities
over polyhedral convex sets, thus avoiding restrictive conditions
regarding the activity status of the constraints. A numerical study
featuring MPC applied to unmanned aerial vehicles illustrates
the proposed approach.
I. INTRODUCTION
In Model Predictive Control (MPC) [1], [2] control actions
are computed by solving constrained optimal control problems
(OCPs) in real-time. MPC can systematically handle nonlin-
earities and constraints, but it requires solving (possibly ap-
proximately) a potentially non-convex OCP at each sampling
instance. This motivates research into advanced numerical
methods to enable MPC implementation.
At each sampling instance model predictive controllers
measure or estimate the system state and then solve a discrete-
time OCP, using the estimated state as an initial condition in
the OCP, to determine the MPC-generated control action. As a
result, the OCP is parameterized by the initial state. Often the
states of the system at subsequent sampling instances are close
so that, if the OCP satisfies appropriate regularity conditions,
the solutions of the OCPs will be close as well. If we can
determine an estimate of the change of the optimal solution,
we can use this information to predict the optimal solution at
the next time step and then start an optimization procedure
from that prediction resulting in reduced computation time.
The practice of exploiting sensitivity estimates to initialize an
optimization algorithm is often referred to as sensitivity based
warmstarting and is closely related to continuation/homotopy
or solution tracking methods.
Many early sensitivity methods, e.g., CGMRES [3], are
based on continuation methods for smooth nonlinear equations
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and cannot directly handle inequality constraints. In [4] Zavala
and Biegler proposed an advanced step strategy which exploits
the following result established in [5]: if the strong sec-
ond order sufficient conditions (SSOSC), linear independence
constraint qualification (LICQ) and strict complementarity
slackness (SCS) condition hold, then the solution mapping is
continuously differentiable in a vicinity of the solution. The
derivative of the solution mapping, evaluated at the solution
obtained at the previous sampling instance, can be used as a
predictor for the optimal solution at the next sampling instance.
However, the SCS condition is difficult to satisfy at all time
instants. E.g., it cannot hold when an inequality constraint
changes its activity status; typically, in such cases, the solution
mapping is not differentiable with respect to the parameter.
A similar method, IPA-SQP [6] computes a derivative based
predictor using neighboring extremals and combines it with
an sequential quadratic programming (SQP) based corrector.
It handles constraint (de)activation using an active set strategy
and requires that the SSOSC and LICQ hold.
In [7] Zavala and Anitescu developed a path-following
strategy in the framework of parameterized generalized equa-
tions (GEs) using an augmented Lagrangian corrector-only
approach. They assumed the SOSSC and LICQ but relaxed
the SCS assumption, allowing the active set to vary. Similar
approaches were proposed in [8] using a sequential convex
programming based corrector, and in [9], where a predictor
and corrector are derived using tools from nonsmooth anal-
ysis. A more elaborate analysis of a path-following method
for tracking solution trajectories of parameterized variational
inequalities is presented in [10].
If one replaces the LICQ with the weaker Mangasarian-
Fromovitz constraint qualification (MFCQ) [11] but requires
a strengthened form of the SSOSC, i.e., that the SSOSC holds
for all Lagrange multipliers, then the optimal solution can be
shown to be directionally differentiable [12]. This is exploited
in a paper by Ja¨schke, Yang and Biegler [13] to enhance
the advanced step warmstart by relaxing the SCS assumption
used in [4]. However, this method requires solving additional
linear and quadratic programming problems to handle the non-
uniqueness of the Lagrange multipliers. A survey on sensitivity
and solution tracking methods can be found in [14].
To the best of our knowledge, all existing sensitivity based
methods require a constraint qualification of some sort, e.g.,
[4], [6]–[8] require the LICQ and [13] requires the MFCQ.
Constraint qualifications are difficult verify, both a-priori and
a-posteriori, because they require a very accurate estimate of
the solution. Moreover, the absence of a constraint qualifica-
tion can lead to numerical difficulties for most optimization
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2algorithms; in extreme cases this can lead to failure of the
optimization routine and the associated MPC controller.
In this paper, we present a novel warmstarting strategy
based on a sensitivity analysis of the OCP’s parameter to
solution mapping; our predictor is based on the Bouligand or
B-derivative [15], also known as the semiderivative; it reduces
to the standard derivative when the SSOSC, LICQ, and SC all
hold. This approach requires no constraint qualification, only
a numerically verifiable second order sufficient condition. In
exchange, we restrict ourselves to the case where the dynamics
are nonlinear but the state and control inequality constraints
are convex polyhedra.
A. Some useful mappings
This paper makes extensive use of several kinds of set
valued mappings. A set-valued mapping F acting between
Rk and Rl is denoted as F : Rk →→ Rl, to distinguish it
from a function f : Rk → Rl, while its inverse is defined
as y 7→ F−1(y) = {x | y ∈ F(x)}. Given a closed convex set
C ⊆ Rn, the tangent cone to C at a point x ∈ C is the set of all
v such that 1εk (x
k−x)→ v for some xk → x, xk ∈ C, εk↘0
the normal cone mapping of C is defined as
NC(v) =
{
{y | yT (w − v) ≤ 0 ∀w ∈ C} if v ∈ C,
∅ otherwise,
The polar of a closed, convex cone K is
K◦ = {y | 〈y, x〉 ≤ 0,∀x ∈ K}, (1)
and then the tangent cone TC(v) = N◦C(v). The euclidean
projection onto the set C is denoted by ΠC(·) and set
addition/subtraction is defined as
K1 ±K2 = {z | z = z1 ± z2, z1 ∈ K1, z2 ∈ K2}. (2)
For any x ∈ C and v ∈ NC(x) the critical cone to C at x for
v is defined as
KC(x, v) = {y | y ∈ TC(x), yT v = 0}. (3)
Now suppose C is polyhedral; then, by definition, there exists
a matrix Γ and a vector b of appropriate dimensions such that
C = {x | Γx ≤ b}. (4)
To obtain a computationally tractable expression for inclusions
of the type y ∈ KC(x, v), define the active constraint set,
A(x) = {i ∈ [1, l] | Γix = bi}, (5)
where l is the number of rows in Γ. Then the critical cone can
be expressed as
KC(x, v) = {y | Γiy ≤ 0, i ∈ A(x), yT v = 0}, (6)
see e.g., [16, Theorem 2E.3]. This can be further simplified
by noting that a constraint can be deactivated if it is locally
redundant with respect to the other constraints. Given an active
constraint i define the polyhedral set
Ci = {y | Γjy ≤ bj , j ∈ [1, l] \ i} (7)
as the set that satisfies all other constraints. Due to the
constraint yT v = 0 in (6) if v + NCi(x) 3 0, the constraint
i is redundant, meaning that the critical cone will remain
unchanged if one were to ignore the constraint Γiy ≤ 0. By
defining the set of redundant constraints
A¯(x, v) = {i ∈ A(x) | v +NCi(x) 3 0}, (8)
the critical cone (6) can be rewritten as
KC(x, v) = {y | Γiy ≤ 0, i ∈ A¯(x, v), yT v = 0
Γiy = 0, i ∈ A(x) \ A¯(x, v)}, (9)
where all the non-redundant constraints are now treated as
equalities. In practice, the set A¯(x, v) can be obtained by
checking if v = ΠCi(v) for each i ∈ A(x).
II. PROBLEM FORMULATION
We consider the following discrete-time OCP:
min
x,u
J(x, u) = ϕ(xN ) +
N−1∑
i=0
`(xi, ui) (10a)
subject to
xi+1 = f(xi, ui), i = 0, . . . , N − 1, x0 = p, (10b)
xi ∈ Xi, i = 1, . . . , N, (10c)
ui ∈ Ui, i = 0, . . . , N − 1, (10d)
where N is a natural number denoting the discrete-time
horizon, xi ∈ Rn, ui ∈ Rm, x = (x1, . . . , xN ) and
u = (u0, . . . , uN−1) are the discrete-time state and control
sequences, and the initial state is regarded as a parameter
p ∈ Rn. The functions ` : Rn × Rm → R, ϕ : Rn → R,
and f : Rn × Rm → Rn are assumed twice continuously
differentiable everywhere for simplicity. The families of closed
and convex sets Xi ⊆ Rn and Ui ⊆ Rm describe state and
control constraints that may vary in time. Throughout the paper
we assume that each of the sets Xi, i = 1, . . . , N , and Ui,
i = 0, . . . , N−1, is a polyhedral set; that is, it can be described
by linear inequality constraints of the form
Xi = {x | Eix ≤ ci}, Ui = {u | Miu ≤ di} (11)
for some matrices Ei, Mi and vectors ci, di of compatible
dimensions. We also assume that for a fixed reference value
p¯ of the parameter problem (10) has a solution (x¯, u¯).
Remark 1. In this paper we consider only the initial state as
a parameter. The sensitivity analysis presented can be easily
extended to OCPs in which the functions in the cost and state
equations also depend on additional parameters e.g., a target
state or a previewed time-varying input.
III. OPTIMALITY AND SENSITIVITY
Problem (10) is a special case of the following parameter-
ized optimization problem
min
v
J(v) (12a)
subject to g(p, v) = 0, v ∈ V, (12b)
3where v = (u0, x1, u1 . . . , uN−1, xN ) ∈ Rj , j = N(m+n),
J : Rj → R is defined as in (10), the function g : Rn+j → Rd,
d = nN , is given by
g(p, v) =

x1 − f(p, u0)
x2 − f(x1, u1)
...
xN − f(xN−1, uN−1)
 , (13)
and where V = U0 × X1 × U1 × . . . × UN−1 × XN . The
associated Lagrangian has the form
L(p, v, q) = J(v) + qT g(p, v), (14)
where q ∈ RNn is the vector of the Lagrange multipliers
associated with the equality constraints in (12); in the context
of optimal control it is usually called the vector of costates.
Let v¯ = (u¯0, x¯1, u¯1, . . . , u¯N−1, x¯N ) be a local minimizer of
(12) for a reference value p¯ of the parameter. It is known, see
e.g., [17, Theorem 6.14] and [18, Theorem 5.1.1], that under
the constraint qualification condition
the matrix ∇vg(p¯, v¯) ∈ RNn×N(m+n) is surjective (15)
the first-order necessary conditions for optimality are
∇vL(p, v, q) +NV (v) 3 0, (16)
g(p, v) = 0. (17)
Noting that ∇qL = g, defining z = (v, q), E = V × Rd,
and letting F (p, z) = ∇zL(p, v, q), we arrive at the following
parameterized variational inequality (VI):
F (p, z) +NE(z) 3 0. (18)
It is easy to show that (15) holds for problem (10). In-
deed, denoting B0 = ∇u0f(p¯, u¯0), Ai = ∇xif(x¯i, u¯i), and
Bi = ∇uif(x¯i, u¯i), i = 1, . . . , N − 1, the surjectivity of
the matrix ∇vg(p¯, v¯) becomes the condition that for every
ξ = (ξ0, . . . , ξN−1) ∈ RNn the system
x1 −B0u0 = ξ0,
xi+1 −Aixi −Biui = ξi, i = 1, . . . , N − 1,
has a solution. This condition clearly holds: simply
choose an arbitrary sequence (u0, . . . , uN−1) and determine
(x1, . . . , xN ) recursively.
Translated to the notation of the optimal control problem
(10), the first-order necessary optimality conditions are repre-
sented by the following system involving the state equation,
a difference variational inequality determined by a backward
recursion, a variational inequality for the final state, and a
variational inequality for the control:
xi+1 = f(xi, ui), i = 0, 1, . . . , N − 1, x0 = p,
0 ∈ qi−1 +∇xH(xi, ui, qi) +NXi(xi),
i = 1, . . . , N − 1,
0 ∈ qN−1 +∇ϕ(xN ) +NXi(xN ),
0 ∈ ∇uH(xi, ui, qi) +NUi(ui),
i = 0, . . . , N − 1,
(19)
where H is the Hamiltonian defined as
H(x, u, q) = `(x, u)− qTf(x, u).
In the sequel, we will use the short description (18) of the
optimality system (19). The solution mapping of (18) is
p 7→ S(p) = {z | F (p, z) +NE(z) 3 0}. (20)
There is a well-developed theory for the properties of S(p),
most of which is collected in [16, Chapter 2]. We will use the
following definitions:
Definition 1. (Strong regularity) A set-valued mapping F :
Rk →→ Rl is said to be strongly regular at x¯ for y¯ if y¯ ∈ F(x¯)
and the inverse F−1 has a Lipschitz localization around y¯ for
y¯; that is, there exist neighborhoods U of x¯ and V of y¯ such
that the truncated inverse mapping V 3 y¯ 7→ F−1(y) ∩ U is
a function which is Lipschitz continuous around y¯.
Definition 2. (Semidifferentiability) A function ψ : Rk → Rl
is said to be semidifferentiable at p¯ if there exists a positively
homogeneous function Dψ(p¯) : Rk → Rl with the property
that for every ε > 0 there exists δ > 0 such that for every
∆p ∈ Rk with ‖∆p‖ ≤ δ one has
‖ψ(p¯+ ∆p)− ψ(p¯)−Dψ(p¯)(∆p)‖ ≤ ε‖∆p‖.
When Dψ(p¯) happens to be linear, then it becomes the usual
(Fre´chet) derivative of ψ at p¯. A semidifferentiable function
is, in particular, directionally differentiable with the derivative
in the direction of h satisfying ψ′(p¯;h) = Dψ(p¯)(h). The
opposite implication holds if the function ψ is Lipschitz
continuous. For more about semidifferentiable functions, in-
cluding examples, see e.g. [16, Section 2D].
The critical cone for (18) at (p, z) ∈ gphS is
K(p, z) := KE(z, F (p, z)) = {w ∈ TE(z) | wTF (p, z) = 0},
see Section I-A for more information on critical cones. Ac-
cordingly, the subspace defined as
K+(p, z) = K(p, z)−K(p, z) (21)
is the smallest subspace that includes the critical cone, while
the subspace
K−(p, z) = K(p, z) ∩ [−K(p, z)] (22)
is the largest subspace that is included in K(p, z).
Using these concepts, we state the following theorem,
which is a compilation of [16, Theorems 2E.6, 2E.8], and
characterizes the strong regularity and the semidifferentiability
properties of the solution mapping of (18):
Theorem 1. Let Λ = ∇zF (p¯, z¯) and let K = KE(z¯, F (p¯, z¯))
be the corresponding critical cone. Then suppose that the
mapping Λ + NK is strongly regular at 0 for 0, this being
equivalent to the condition that the linear variational inequal-
ity
Λz +NK(z) 3 r (23)
has a unique solution s¯(r) for each r ∈ Rj+d. Then the
solution mapping S of (18) with values S(p) for p = p¯+ ∆p
has a Lipschitz localization s at p¯ for z¯ which is semidiffer-
entiable and its semiderivative Ds(p¯)(∆p) is the solution of
the following variational inequality:
Λz +NK(z) +∇pF (p¯, z¯)∆p 3 0. (24)
4Furthermore, in terms of the critical subspaces K+ =
K+(p¯, z¯) and K− = K−(p¯, z¯), defined in (21) and (22),
a sufficient condition for strong regularity of Λ + NK or,
equivalently, single-valuedness of (Λ +NK)−1, is as follows:
w ∈ K+, Λw ⊥ K−, 〈w,Λw〉 ≤ 0 =⇒ w = 0. (25)
Thus, in order to determine the change of the solution for
a given variation ∆p of the parameter, one could compute the
corresponding semiderivative, which in turn reduced to finding
the critical cone K and solving a linear VI.
Let ∆p be a change of the parameter (the initial state). From
Theorem 1 it follows that the semiderivative
Ds(p¯)(∆p) =
[
∆vT ∆qT
]T
(26)
is a solution of the linear VI[
R GT
G 0
] [
∆v
∆q
]
+NW (∆v,∆q) 3
[
r1
r2
]
(27)
where R = ∇2vL(z¯, p¯), G = ∇vg(v¯, p¯), W = KV × Rn,
where the critical cone KV is
KV = {v ∈ TV (v¯) | ∇vL(p¯, z¯)T v = 0}, (28)
and
r =
[
r1
r2
]
=
[−∇vpL(p¯, z¯)
−∇pg(p¯, v¯)
]
∆p. (29)
In order to apply Theorem 1, we need to adapt the sufficient
condition for strong regularity (25) to our case. Denote
T =
[
R GT
G 0
]
and let W+ = W −W and W− = W ∩ [−W ] be the critical
subspaces associated with the cone W . Then condition (25)
becomes
w ∈W+, Tw ⊥W−, 〈w, Tw〉 ≤ 0 =⇒ w = 0. (30)
One should note that condition (30) is a special case of
the more elaborate critical face condition obtained in [19],
which characterizes the strong regularity of solution mappings
associated with variational inequalities over polyhedral convex
sets. Obtaining a sharp, numerically tractable, form of the
critical face condition for state and control constrained discrete
time optimal control problems is beyond the scope of the
present paper and is left for future research. However, it is
possible to derive a verifiable sufficient condition, observe that
(30) holds provided that the matrix T is positive definite on
W+. This in turn holds if the matrix R is positive definite on
the null-space of G; that is
vTRv > 0 for all v 6= 0 such that Gv = 0. (31)
This condition is a standard second order condition in opti-
mization [11] and is always satisfied, for example, when the
cost function is strongly convex and the system is linear.
The following statement summarizes the procedure for
computing the semiderivatives of the solution mapping.
Theorem 2. Let z¯ = (v¯, q¯) satisfy z¯ ∈ S(p¯), let ∆p be a
variation of the parameter and assume the condition (31)
holds at (p¯, z¯). Then the solution mapping p 7→ S(p) has
a Lipschitz localization s(p) at p¯ for z¯ = (v¯, q¯) which is
semidifferentiable at p¯ and the corresponding semiderivative
Ds(p¯)(∆p) = (∆z,∆q), or, equivalently, the directional
derivative s′(p¯; ∆p), is the unique solution of the linear VI
(27).
In Theorem 2 we assume that (30) is satisfied at the refer-
ence solution. This condition can be enforced by appropriately
regularizing the cost function [20]. Moreover, it’s possible to
monitor if (31), which implies (30), holds by checking if
ZTRZ  0, (32)
where the columns of Z form a basis for the nullspace
of G and (·)  0 denotes positive definiteness. This is
straightforward to check numerically by, e.g., forming Z using
a QR decomposition of GT and attempting to compute a
Cholesky factorization of ZTRZ, see [11, Section 16.1] for
more details.
IV. A PREDICTOR-CORRECTOR ALGORITHM
Theorem 2 shows that the semiderivatives of the solution
mapping can be computed by solving a linear VI. Note that
(27) are the first-order necessary conditions (i.e., the optimality
system) for the following quadratic program (QP),
min
∆v
1
2
∆vTR∆v − rT1 ∆v, (33a)
subject to G∆v = r2, (33b)
∆v ∈ KV , (33c)
where R, G, KV , r1 and r2 are defined in (27), (28) and
(29). The critical cone constraint (33c) can be simplified by
recalling that KV can be expressed in terms of the index set
of the active constraints, see Section I-A. In addition, recall
that we can express the set V as V = {v | Mv ≤ h} (see
(11)) where
M =

M0
E0
. . .
EN
 and h =

d0
c1
...
cN
 . (34)
The QP can thus be rewritten as
min
∆v
1
2
∆vTR∆v + (P∆p)T∆v, (35a)
subject to G∆v +Q∆p = 0, (35b)
Mi∆v ≤ 0, i ∈ A¯, (35c)
Mi∆v = 0, i ∈ A(v¯) \ A¯, (35d)
∇vL(p¯, z¯)T∆v = 0, (35e)
where A(v¯) and A¯ = A¯(v¯, F (p¯, z¯)) are defined in Section I-A,
P = ∇pvL(p¯, z¯), Q = ∇pg(p¯, v¯) and z¯ = (v¯, q¯) ∈ S(p¯). The
solution of (27) can be obtained by solving (35) and extracting
the primal solution and the multipliers associated with (35b).
This QP may be difficult to solve in practice since it is not
necessarily convex. This can be addressed by modifying the
Hessian as follows:
R← R+ ρGTG, (36)
5where ρ ∈ (0,∞). If (31) is satisfied then the modified R will
be positive semidefinite provided ρ is chosen large enough
[21, Proposition 4.8]. This modification of the Hessian changes
the Lagrange multipliers associated with the co-state, but the
original multipliers can be recovered as ∆q ← ∆q∗ − ρQ∆p
where ∆q∗ are obtained by solving (35) with R← R+ρGTG,
and extracting the multipliers associated with (35b), see e.g.,
[21, Section 4.2].
For the corrector we use the Josephy-Newton (JN) method.
Given a fixed parameter value p, a VI of the form (18), and an
initial guess z0, the JN method constructs an iterative sequence
by repeatedly solving the following linearized VI
∇zF (p, zk)(zk+1 − zk) +NE(zk+1) 3 0, (37)
for zk+1. It is well known that strong regularity of the VI
implies local quadratic convergence of the JN method [22].
Denoting δv = vk+1− vk, and δq = qk+1− qk, (37) becomes
∇2vL(p, vk, qk)δv +∇vL(p, vk, qk)+
∇vg(p, vk)T δq +NV (vk + δv) 3 0, (38a)
∇vg(p, vk)δv + g(p, vk) = 0. (38b)
Note that this is the optimality system of the following QP:
min
δv
1
2
δvT∇2vL(p, vk, qk)δv +∇vL(p, vk, qk)T δv, (39a)
subject to ∇vg(p, vk)δv + g(p, vk) = 0, (39b)
Mδv ≤ h−Mvk. (39c)
When the Josephy-Newton iteration (37) is determined by
solving the corresponding quadratic problem (39), this method
is called Sequential Quadratic Programming (SQP). We can
now summarize the predictor-corrector algorithm as Algo-
rithm 1. At each sampling instance the system state is mea-
sured, and the sensitivity based predictor is used to estimate the
updated iterate corresponding to the parameter change based
on the solution of the OCP at the previous sampling instance.
This estimate is then passed to an JN based corrector loop
which stops when the norm of the residual
pi(p, z) = ||z −ΠE [z − F (p, z)]||, (40)
is within the specified tolerance. The control input is then
extracted from the solution and applied to the system.
Note that both the predictor and corrector steps are realized
by solving QPs. The predictor QP usually has significantly
fewer constraints than the corrector QP, see Section I-A, which
can lead to reduced computation times. In addition, an initial
feasible guess for the predictor QP is available, which can be
helpful for both primal active-set and primal-barrier interior
point methods.
Algorithm 1 Sensitivity based Predictor-Corrector MPC
Input: ε, pk, pk−1, vk−1, qk−1, κ
Output: zk = (vk, qk)
1: Measure pk
2: ∆pk = pk − pk−1
3: z ← (qk−1, vk−1)
4: Solve (35) with (v¯, q¯, p¯) = (vk−1, qk−1, pk−1) to obtain
∆z = (∆v,∆q)
5: z ← z + ∆z
6: while ||pi(pk, v, q)|| > ε do
7: Solve (38) with (zk, pk) = (z, pk) to obtain (δv, δq)
8: z ← z + δz
9: end while
10: zk ← z
11: Extract u0 from zk and apply it to the plant
V. NUMERICAL SIMULATIONS
To illustrate the theoretical results, we consider the fol-
lowing model of rotational and translational dynamics of an
Unmanned Aerial Vehicle (UAV){
p˙ = v, mv˙ = T R(θ)e3 −mge3,
θ˙ = R(θ)ω, Jω˙ = −ω × (Jω) + τ, (41)
where the state vector is given by the position p ∈ R3, velocity
v ∈ R3, attitude θ ∈ (−pi, pi]3, and angular velocity ω ∈ R3
of the UAV, whereas the input vector is composed of the total
thrust T ∈ R+ and torques τ ∈ R3 generated by the propellers.
The mass and inertia matrix of the UAV are m = 2 kg and
J = diag ([0.82 0.82 1.62])10−2 kgm2, respectively, e3 =
[0 0 1]T , and
R(θ) =
1 sin(θ3) tan(θ2) cos(θ3) sin(θ2)0 cos(θ3) − sin(θ3)
0 sin(θ3)/ cos(θ2) sin(θ3)/ cos(θ2)
 (42)
is the attitude kinematic matrix. The system dynamics are
discretized using the forward Euler approximation with Ts =
0.075 s. The MPC is designed using the quadratic cost
function,
J(x, u) =
1
2
xTNPxN +
N−1∑
i=0
1
2
xTi Qxi +
1
2
uTi Rui,
where Q = diag ([5 5 5 10 10 10 0.1 0.1 0.1 1 1 1]),
R = diag ([0.1 0.01 0.01 0.01]), and P was computed
from these values using the LQR terminal cost for the system
linearized about the origin. The system is subject to the input
constraint T ∈ [18, 22] and the state constraints |vj | ≤ 0.4,
|θj | ≤ 0.02, |ωj | ≤ 0.2, where j ∈ {1, 2, 3} refers to each
component of the vector.
Figure 1 displays the closed-loop response obtained using
the MPC, which successfully enforces all the constraints.
Figure 2 compares the computational cost obtained1 with and
without the prediction step presented in this paper. The natural
residual was subject to the tolerance value pi(p, z) ≤ 10−5.
The comparison in Figure 2 can be divided into three
segments. In the first segment [0, 11.5], the predictor+corrector
1DELL Latitude 7390 2-in-1, Intel Core i7-8650U, 2.11 GHz, 16 GB
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Fig. 1. The closed-loop response of the UAV. All state and input constraints
are respected.
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Fig. 2. A comparison between nonlinear MPC implemented using SQP, i.e.,
using corrector iterations only, and using the proposed predictor-corrector
scheme.
strategy systematically achieves a lower computational time
with respect to the case without the predictor. This is attributed
to the fact that i) the predictor is successful at reducing the
number of corrector iterations by one, and ii) the computa-
tional cost associated to the predictor QP (35) is an order of
magnitude smaller than the computational cost of the corrector
QP (39). In the second segment [11.5, 16.5], the predictor step
is unable to reduce the total number of corrector iterations. In
this case, the predictor+corrector is slightly slower with respect
to the case without the predictor, although the relatively small
computational cost of the predictor step means that the overall
loss is negligible with respect to what is gained when the
predictor step is successful. In the third segment, [16.5, 40],
the prediction step is once again able to reduce the number
of corrector iterations by one. In this particular example, this
leads to an interesting behavior where the solution estimate is
updated in “open loop” by performing a sequence of prediction
steps. Once the accumulated error causes the residual to
go above the desired threshold, the corrector activates and
performs a single iteration to reset the solution.
Overall, these numerical simulations show that the proposed
predictor has the potential to significantly reduce the compu-
tational cost at most time instances and without incurring in
significant drawbacks in the other instances. This in turn can
translate to reduced power consumption and e.g., extended
flight range for the UAV.
VI. CONCLUSIONS
In this paper we propose a new sensitivity-based warm-
starting strategy for model predictive control of systems with
nonlinear dynamics and linear state and control inequality
constraints. The strategy involves a predictor which utilizes
the semiderivative of the solution of the optimality system.
The method exploits the polyhedrality of the constraint set
and requires fewer assumptions than comparable methods in
the literature. Specifically, it doesn’t require a difficult to verify
constraint qualification. Numerical simulations demonstrate
the potential of the strategy. Future work includes moving
from polyhedral to more general constraints, relaxing the con-
ditions for strong regularity, and developing tailored quadratic
programming solvers for the predictor.
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