Developing fast and robust methods for identifying multiple FIR channels driven by an unknown common source is important for wireless communications. In this letter, we present a new method that exploits a minimum noise subspace (MNS). The MNS is computed from a set of channel output pairs which form a "tree". The "tree" exploits with minimum redundancy the diversity among all channels. The MNS method is much more eflcient in computation and only slightly less robust to channel noise than the subspace method by Moulines et al.
Introduction
Blind identification of multiple-channels FIR system driven by a common source has recently received much attention due to its potential applications in wireless communications. In contrast to the traditional costfunction based adaptive approaches and the more recent higher order statistics (HOS) based methods, the second order statistics (SOS) based methods appear to be a "hot" topic in this community, e.g., see [2] . Apparently, this trend started from the work by Tong et al [3] . Among many SOS based methods known so far, the subspace (SS) method by Moulines et al [l] is an outstanding one. The SS method applies the MUSIC concept to a relation between the channel impulse responses and the noise subspace associated with a covariance matrix of the system output. In this paper, we present a new variation of the SS method. Instead of exploiting the full noise subspace, this new method exploits a minimum noise subspace (MNS).
The MNS method represents a solid extension of an observation made by Moulines et al [I] that the full noise subspace of the system output covariance matrix is generally not necessary to asymptotically yield the unique (up to a constant) estimate of channel responses. We will show that the minimum dimension of the noise subspace required for unique system identification is M-1 where M is the number of FIR channels, and each of the required M-1 noise vectors can be computed from one of M-1 covariance matrices corresponding to properly chosen M-1 (distinct) pairs of channel outputs. Any M-1 pairs of channel outputs that span a "tree" pattem ( Figure 1 ) are a proper choice. The MNS method is much more efficient in computation than the S S method. Simulations have shown that the MNS method is only slightly less robust to channel noise than the SS method.
Channel model and the S S method
We consider M parallel FIR channels driven by a common source. The output vector of the ith channel can be written as
yi(n) denotes the output sequence of the ith channel; s(n) the input sequence; wi(n) the noise sequence on the ith channel: and &(k) the impulse response of the ith channel. L denotes the maximum order of the M channels: and N the window length on each channel output. Then we write y(n) = Hs(n) + w(n) generalized Sylvester matrix [6] which has the full column rank N+L under the assumptions: All) the M channels do not share a common zero; and A2:)N'2Z,+l. The blind identification problem here is to find H from the sequence 
The MNS method
In the h4NS method, we first select M-1 distinct pairs from the M channel outputs (yi(n), i=l, ...,M). The M-1 pairs must span a "tree" which connects all M channel outputs. The channel outputs are the: "nodes" of the tree as 
Performance of the MNS method
In our simulation, we used a system of four (M=4) parallel FIR channels. The first channel is given by the GSM test channel [7] 
