Preface
Depending on one's background, the word pressure brings about different definitions. Mechanics, energetics, or continuum mechanics all lead to equally natural expressions for the pressure. For systems in thermal equilibrium, the choice of definition is immaterial and measuring or calculating the pressure using the different expressions gives identical results. In contrast, active systems are out of equilibrium and a priory it is not obvious that the intuition gained from equilibrium systems can be applied to them. Indeed, in recent years it has become clear that much of the equilibrium intuition cannot be exported to even the simplest classes of active systems (Marchetti et al., 2013; Cates and Tailleur, 2015; Bechinger et al., 2016) . In particular, the forces exerted by active systems exhibit features which are very different from those of equilibrium systems (Mallory et al., 2014; Takatori et al., 2014; Yang et al., 2014; Fily et al., 2014; Solon et al., 2015a; Solon et al., 2015b; Winkler et al., 2015; Smallenburg and Löwen, 2015; Yan and Brady, 2015a; Yan and Brady, 2015b; Ginot et al., 2015; Nikolai et al., 2016; Speck and Jack, 2016; Joyeux and Bertin, 2016; Falasco et al., 2016; Fily et al., 2017; Rodenburg et al., 2017; Sandford et al., 2017; Razin et al., 2017a; Razin et al., 2017b; Ginot et al., 2018; Sandford and Grosberg, 2018; Baek et al., 2018; Rohwer et al., 2018) .
As we discuss here, this has many implications for systems ranging from shaken granular gases (Junot et al., 2017) to the motion of cells (Poujade et al., 2007) . For example, in equilibrium systems, in order to change the force exerted by the system on its container one has to change the bulk properties of the system. This is a direct consequence of the existence of an equation of state which relates the pressure to bulk quantities of the system. In contrast, for many active system the forces exerted by the system on the container walls do not obey an equation of state (Solon et al., 2015a) . This implies that forces exerted by a system on its container can be changed without changing its bulk properties but instead by, e.g., controlling the surface of the container.
The purpose of these lecture notes is to give a pedagogical introduction to recent developments in understanding how and when forces behave differently in active systems. Complementary details and more exhaustive treatments can be found in the corresponding publications (Solon et al., 2015a; Nikolai et al., 2016; Fily et al., 2017; Baek et al., 2018) . The lectures start in Section 1 with a short overview of different definitions of pressure and the conditions under which they are equivalent. This allows us to identify a class of systems -commonly referred to as dry active matterwhere the simple equilibrium intuition might break. Following this we turn to discuss simple models of dry active systems in Section 2 and show that there is, in general, no equation of state for the forces they exert on their container. To better understand the physical origin of the lack of equation of state, we then focus in Section 3 on an exactly 1 A short recap of different expressions for pressure
We now present three commonly used definitions of pressure, showing that they are equivalent in equilibrium. For simplicity, the discussion will be carried out in one dimension for a system confined between two walls, specified by bounding potentials at its two ends (see Fig. 1 .1). Following this, we will argue why things might be different for active systems.
An energetic definition
In thermodynamics, the pressure is directly related to the change in energy of a system under a change in its length, L, through
with S the entropy of the system (implying here no exchange of heat with the environment), and N the number of particles in the system. Of course, other choices of state functions are possible. For example, using the Helmholtz free energy, F , gives
with T the temperature at which the system is held fixed as its length varies. Note that since the energy is extensive, i.e. E is proportional to L, this definition directly implies that the details of the interactions of the particles with the confining walls, which in one dimension scales as L 0 , do not change the pressure. This insensitivity to the details of the wall potential implies that the pressure is a statefunction that depends only on bulk quantities. Whether the interaction of the particles with the wall is hard core or particles bind strongly to the wall, the pressure remains unchanged.
A mechanical definition
The second definition of pressure is simply the force per unit area on the walls confining the system. Given a steady-state density of particles at position x, ρ(x) = N i=1 δ(x − x i ), with x i the position of particle i = 1 . . . N , the pressure can be written as
System
Homogeneous bulk Fig. 1 .1 Illustration of a one-dimensional system of length L, confined by two potentials at its two ends. The potentials model the presence of a confining vessel.
where V (x−L) is the potential of the confining wall which, say, starts at position L (see Fig. 1 .1), the angular brackets denote an average over the steady-state distribution, and x * is a point deep in the system. By "deep" we mean that the steady-state distribution at x * is independent on the details of the bounding potential 1 . In contrast to the energetic definition, the existence of an equation of state (EOS) for the pressure P M , namely an independence on the shape of the confining wall, is not at all obvious -there is no reason for the integral in (1.2) to be independent of V a priory. However, for equilibrium systems, this is easy to verify by proving the equality P M = P E . The thermodynamic definition, P E , is given by
3)
and
Here the sum is over micro-states, β is the inverse temperature, and H contains all the other interactions in the system. Using the definition of P E , as given in Eq. (1.3), we have
(1.6) where the angular brackets denote a thermal average. Note that the proof only requires that the system is in equilibrium through the Boltzmann distribution. As stated above, however, there is no a priori obvious reason why P M should in general be independent of V .
Momentum-flux-based definition
A third definition arises in continuum mechanics. We consider a momentum conserving system with local dynamics and write down the conservation equation for the momentum
Here Jp(x) is the momentum current which is in general a noisy fluctuating quantity. For a non-interacting ideal gas, for example, the momentum flux is given by Jp = i mv i v i δ(x − x i ), with v i the velocity of particle i and m the particle mass. One then identifies the pressure with the steady-state flux of momentum in the bulk of the system when the fluid is static
Here we introduced the stress, σ (in higher dimensions, this generalizes to the trace of the stress tensor divided by the number of dimensions,
The equivalence with the mechanical definition is rather intuitive for momentum conserving systems. It can be seen by explicitly including a wall potential in the equations for the momentum flux 9) with ρ(x) the density of particles at point x as defined above. In the steady state this becomes
which states that the change in momentum flux is caused by the force exerted on the particles by the potential V . Integrating over space we obtain
where x * is again a point deep in the bulk of the system. Note that this result implies that any momentum conserving system with local dynamics (whether in equilibrium or not) and whose bulk properties are indeed independent of the bounding potential admits an equation of state 2 . Namely, the force exerted on the wall (or the momentum flux as defined above) is independent of the shape of the potential.
Discussion
To summarize the above discussion, we make the following points and observations:
• The independence of the mechanical pressure on the shape of the potential is guaranteed for both equilibrium systems and systems which conserve momentum and have local dynamics.
• Depending on the system, either one of these might be at play. For example, osmotic pressure allows for an extra mechanism of loss of momentum by a flow of the solvent through the membrane which is not captured by Eq. (1.9). In this case, P M is guaranteed to be given by an equation of state only when the system is in equilibrium. Conversely, in a non-equilibrium system which conserves momentum (both in the bulk and at the boundaries), the mechanical pressure exerted on a container will obey an equation of state.
• In active systems which continuously absorb and dissipate energy, the thermodynamics definition of pressure is clearly useless.
In active matter, many experimentally relevant situations involve systems which do not conserve momentum and are out of equilibrium. These can be, for example, active particles moving in 2D next to a surface. Such systems are typically referred to as dry active systems (as opposed to wet ones) (Marchetti et al., 2013) . The above discussion suggests that in these systems the existence of an equation of state is not obvious. Note that the same holds for wet systems confined by porous walls. Whether or not (and when) the intuition built in equilibrium on the statistical properties of forces extend to such active cases is one of the focus issues that these lectures address. While the discussion will be carried out for a particularly simple class of active systems, the broad results and conclusions, as should be evident, are expected to hold generally. For pedagogical purpose, we focus on deriving results for non-interacting particles. Generalizations to cases with interactions will be commented on and can be found in the literature (Takatori et al., 2014; Yang et al., 2014; Solon et al., 2015a; Falasco et al., 2016; Rodenburg et al., 2017; Solon et al., 2015b; Fily et al., 2017) . The mechanical pressure of non-interacting self-propelled particles
Active Brownian Particles -a simple model for active systems
In what follows we study a model of non-interacting Active Brownian Particles (ABPs) (All our results directly extend to run-and-tumble particles (RTPs)). We first introduce and discuss the active dynamics far away from the walls, before discussing their impact on the dynamics of ABPs.
In the overdamped regime, the equations of motion for a single ABP describing the evolution of its position, r i , and its orientation, θ i , arė
Here v quantifies the activity, signalling that an energy source is constantly used in order to propel the particle. u(θ i ) = (cos(θ i ), sin(θ i )) is a director, D t and D r are the translational and rotational diffusion coefficients, respectively, and η i , ξ i are random Gaussian noises of zero mean and correlations η k i (t)η j (t ) = δ ij δ k δ(t−t ) and ξ i (t)ξ j (t ) = δ ij δ(t − t ). It is obvious that this system does not conserve momentum and is therefore a dry active system.
The outcome of these dynamics is that an active Brownian particle roughly follows a straight trajectory over a persistence length r = v Dr before reorienting itself (as depicted in Fig. 2.1) . Therefore, on large length scales and long times, an ABP has a diffusive dynamics. The diffusion constant can be obtained through a simple dimensional analysis. It is given by
with d being the spatial dimension of the system. Note that since each particle has a director attached, looking at a movie showing an ABP moving around is different from looking at its reversed version; running the movie backwards will not change its arrow's direction. This means that the ABP model breaks time reversal symmetry in a trivial manner, which shows that this model is out Fig. 2 .1 A cartoon trajectory of an active Brownian particle. The particle is self-propelled at constant speed v; it undergoes translational and rotational diffusion. The particle reorients itself after a persistence length r = v/Dr.
of equilibrium
1 . With the basic model defined we now turn to discuss it in the presence of a wall and in particular calculate the pressure P M .
Pressure of ABPs
To calculate P M , we consider a system of N particles, i = 1, ..., N that follow the equations of motion (Solon et al., 2015a) 
Here on top of the dynamics of Eq. (2.1), we introduce a confining wall, modelled by a potential V . In what follows, we take the potential to be uniform along theŷ direction ( Fig. 2 .2), with periodic boundary conditions. The dynamics of the angles θ i now accounts for torques acting on the particles due to the wall through the term Γ(r i , θ i ). Evidently, Γ vanishes in the bulk and, with the exception of circular particles, is non-zero in the vicinity of the wall 2 . Finally, the noise terms are taken identical to the case without a wall -white with unit variances. We stress again that this model does not conserve momentum and is not in thermal equilibrium (for v = 0). This is the class of models where interesting behaviors might be expected.
To calculate P M , we first write the Fokker-Planck equation corresponding to Eq. (2.3)
.2 An active Brownian particle next to a wall. The particle is confined along thex direction whereas periodic boundary condition are used alongŷ. The wall is modelled by a potential V (x) that leads to a confining force, and may lead to torques acting on the particle.
Since the particles are non-interacting, P(r, θ) can be identified as the average density of particles in position r with angle θ. Integrating Eq. (2.4) over θ and utilizing the translational symmetry along theŷ direction, we obtain
Here J x (r) is the density current along thex direction, m n (r) =ˆdθ cos(nθ)P(r, θ) , (2.6) and we denote ρ(r) = m 0 (r). In steady-state, the geometry of the system implies that J x (r) = 0, which sets
Integrating this expression from a point deep in the bulk of the system 3 (which we set to be x = 0) to infinity gives
where ρ 0 is the density of particles in the bulk of the system. To proceed, we solve for m 1 . Multiplying Eq. (2.4) by cos(θ) and integrating over the orientation angle θ, we find that in steady-state
where we used cos
Using this in Eq. (2.8) and noting that in the bulk the system is isotropic so that m n | x=0 = 0, gives (Solon et al., 2015a )
The above result has several implications which we now discuss in detail:
Equilibrium limit In equilibrium, taking v = 0, the mechanical pressure is given by the ideal-gas result, as expected
where we set the Boltzmann constant to unity and use the fluctuation-dissipation
Torque-free particles In cases where the walls do not apply any torque on the active particles, Γ = 0, the mechanical pressure P M is independent of the wall potential V (x). In this case the pressure is given by
The first term is the ideal gas contribution, while the second is given by ρ 0 D eff /µ. This second term is what one might guess from dimensional analysis; historically, it was first proposed using continuum mechanics arguments and a virial formula (Yang et al., 2014; Takatori et al., 2014; Falasco et al., 2016) .
The impact of torques and the lack of an EOS In the presence of torques, Γ(r, θ) = 0 depends explicitly on the functional form of the wall potential. Furthermore, P(r, θ) depends on it implicitly as well. This, in general, renders the integral part of the pressure wall-dependent. Therefore, for such systems the pressure P M does not admit an equation of state -in order to compute P M , one must specify V (x) and not solely consider the bulk properties of the active system.
Point-like elliptical particles For elliptical particles of axes of length a and b confined by harmonic walls
2 , in the limit of small ellipses, the torque is given by (Solon et al., 2015a) Γ = λκ sin(2θ) (2.13) 
Neglecting translational diffusion (D t = 0) one can show that to an excellent approximation (see Solon et al. 2015a for details) the pressure is given by
This dependence is shown in Fig. 2.3 . Importantly, the magnitude of the pressure as the strength of the harmonic potential λ changes decreases from ρ 0 v 2 /(2µD r ) to zero, highlighting the potentially major role played by wall torques.
An intuitive illustration of why torques affect the value of P M is given in Fig.  2 .4. The active contribution to the pressure arises from the particles transferring their active forces onto the wall. If torques align the particles to move along the wall, the force acting on it is reduced (compared to, say, torque-free particles). Conversely, if torques make particles face the wall, the forces acting on the wall are enhanced.
Pairwise forces Following a more elaborate derivation for a torque-free model of ABPs interacting via pairwise interactions of the form U ij = U (r i − r j ), one finds that an EOS exists in this case. The pressure P M can then be expressed in terms of bulk correlators (see Solon et al. 2015a; Solon et al. 2015b; Fily et al. 2017 for details) which coincides with that derived using a virial/continuum mechanics route (Takatori et al., 2014; Yang et al., 2014; Falasco et al., 2016) .
Aligning and quorum-sensing interactions For models ignoring the torques exerted by the walls but which include either aligning interactions or quorum-sensing interactions (in which the single-particle velocity varies with the local density in its Fig. 2 .4 Impact of wall torques on the active contribution to the mechanical pressure. Top: A torque aligning the particle's orientation with the tangent to the wall diminishes its contribution to the pressure. Bottom: A torque aligning the particle's orientation with the normal to the wall increases the mechanical pressure.
vicinity, v = v[ρ(r)]), one finds that there is no EOS. Here again, P M depends explicitly on the form of V (r).
Obstacles with asymmetric stiffness When P M does not obey an equation of state, changing the potential of the walls alters the forces acting on it. It is important to note that, in the large size limit, changing the wall potential has no effect on the bulk properties of the system. This result has recently been observed experimentally in systems of vibrated, self-propelled grains (Junot et al., 2017) . This effect can have striking consequences. Consider a system of homogeneous active particles in the middle of which a mobile partition is inserted (see Fig. 2 .5). One side of the partition has a stiffer potential than the other side. The lack of an EOS implies that the partition will move until the densities on both sides are such that the values of the mechanical pressure P M , corresponding to different potentials on each side, are equal (see Fig. 2 .6). The new position of the partition can be obtained using the construction illustrated in Fig. 2 .7 and lead to unequal densities on both sides of the partition. In fact, this setup is a natural test for the existence of an EOS.
In the discussion above, we found that in dry active systems, that are out of equilibrium by construction and do not conserve momentum, the pressure P M may or may not have an EOS. It is interesting to understand what are the conditions needed to ensure the existence of an EOS for P M and conversely when do these conditions Fig. 2 .5 A mobile partition that is stiffer on one side divides the system into two compartments, each initially with equal density. Since the pressure depends on the wall's stiffness through Eq. (2.14), each side of the partition will experience a different force from the active particles. As a result, the mobile partition moves until the forces on both sides balance. break. This will be the focus of much of the discussion that follows. We will show that when an equation of state exists, it results from a new conservation law which holds in the steady-state.
It is obvious from (2.10) that the mechanical pressure depends crucially on the form of the steady-state density in the presence of a potential. To study whether the simple fact that this steady-state is not given by a Boltzmann law suffices to explain the lack of EOS, we look at a simple one-dimensional active system, whose steadystate distribution can be computed exactly. Much of the conclusions from this simple example carry over to more complicated settings.
Pressure vs density for both compartments in Fig. 2 .5. As evident from Eq. (2.10), the pressure is a linear function the density ρ and a monotonically decreasing function of the stiffness λ. Therefore, balancing the forces on both sides of the partition, as illustrated in Fig.  2 .5, amounts to finding the piston location, x, that satisfies xρ1 + (1 − x)ρ2 = ρ initial with ρ1 and ρ2 the densities of equal pressure, assuming a homogeneous initial state. This explains the behavior shown in Fig. 2 .6. Run-and-Tumble particles in 1D: non-local steady-state and equation of state
Consider a one-dimensional system of non-interacting run-and-tumble particles, originally inspired by the motion of E. Coli bacteria (Berg, 1993; Schnitzer, 1993; Tailleur and Cates, 2008) . In the absence of an external potential particles move with velocity v or −v, changing between the two with rate α/2. With this, and accounting for the action of an external potential V (x), the equations for the average density of right P + and left P − moving particles are given by
Here µ is a mobility and we ignore the translational diffusion (D t = 0) of the particles. While this implies that the particles cannot cross a potential which exerts a force larger than v/µ, this feature does not change the main points that we report below. Assuming that the system is confined at its boundaries so that there is no current flowing in the system, the equation for the steady-state distribution ρ(
whose solution is given by
with ρ(0) the density at x = 0, and
It is also interesting to look at the polarization of the active particles ∆(x) = P + (x) − P − (x). This can be checked to obey the differential equation
whose consequences we discuss below. Fig. 3 .1 An asymmetric barrier placed in an active system. Due to the asymmetry of the barrier, the steady-state distribution of active particles shows density differences between the two sides of the barrier. This is a result of the non-local nature of the distribution, as evident from Eq. (3.4). Imposing periodic boundary conditions will generate a steady-state current in the system.
The above results imply the following:
-the density is then a local function of the potential V (x) and behaves as an effective Boltzmann distribution, with an effective inverse temperature β eff = αµ v 2 .
• At second order in V , the density remains a local function of the potential, but is not of the Boltzmann form and depends explicitly on derivatives of the potential.
• At third order and higher, the density profile is not a local function of the potential V (x). Namely, the density at point x can depend, in general, on the shape of the potential everywhere in the system. Indeed, at cubic order in the potential, we have a contribution of the form´x 0 dx (∂ x V ) 3 . This has many striking consequences. For example, when an asymmetric, say sawtooth potential, is placed in the middle of the system, it is easy to check using the results above that the sawtooth potential leads to different densities on both of its sides, with the density difference depending on the exact shape of the asymmetric potential. This is illustrated in Fig. 3 .1 and can be thought of as a simple model for the bacterial ratchet experiment described in Galajda et al. 2007 1 Furthermore, the same setup with periodic boundary conditions instead of walls leads to a non-uniform density profile with a current flowing in the system.
• The expression for ∆ (Eq. (3.5)) implies, along with the expression for the density, that particles are polarized inside the potential. This occurs even to leading order in V , when the system is effectively in equilibrium.
• Using the expression for the density (or methods similar to those of Sec. 2) it is easy to verify that, for the model defined above, P M has an equation of state. This is not in contradiction with the non-locality mentioned above: outside the wall region, ∂ x V = 0 and the steady-state is uniform. Furthermore, the existence of an equation of state for P M is in line with the results of the previous section, as there is no analog of torques in the model. Torques can be incorporated through a position dependent flipping rate α(x), which indeed leads to a lack of equation of state for P M . It is important to stress that the equation of state arises in the presence of polar order inside the potential V (x). In other words, there is no relation between the existence of polar order inside the potential and the lack of an equation of state.
The above discussion again highlights that even when the system has features that are manifestly non-equilibrium, an equation of state for P M can or cannot exist. Along with the results of Sec. 2, this suggests that active systems generically have no equation of state, but as we saw, and rather surprisingly, in some cases they do. In what follows, we will see that in systems that possess an EOS, there is a hidden "conserved" quantity in steady-state. While the discussion can be carried out directly for overdamped systems, it is more transparent for an underdamped model of ABPs that we introduce below. Momentum and active impulse
We now return to address the question of when and why an equation of state emerges in some cases while in others it does not. As we saw in Sec. 1, the existence of bulk momentum conservation in the system and the existence of an equation of state are linked. To this end, in the following section we consider a model of underdamped ABPs and study its momentum flux. Note that the following discussion is done in two dimensions. In the underdamped model, particle i, located at r i , evolves according to (Fily et al., 2017) 
whereγ is the inverse mobility of the active particles, f i their propulsive forces, and V the potential exerted by the confining walls. η i 's are Gaussian white noises satisfying η α i (t) = 0 and η α i (t)η β j (t ) = δ ij δ αβ δ(t − t ), where the angular brackets denote an average over noise histories. u(θ i ) is a director along the orientation, θ i , of particle i which evolves according to the overdamped dynamicṡ
Here Γ i (r i , θ i ) is the torque (again we silently absorb the rotational mobility in the torque) exerted on the particle by the wall, and ζ i is a Gaussian white noise with ζ i (t) = 0 and ζ i (t)ζ j (t ) = δ ij δ(t − t ). Note that when f i = 0, the dynamics satisfy a fluctuation-dissipation relation and the system is in equilibrium. Clearly, there is no momentum conservation in this model. Nonetheless, as suggested above, it is useful to consider the momentum density field of the model. To this end, we consider both the density,ρ(r), and momentum density fields,p(r), defined throughρ
and whose averages with respect to noise realizations and initial conditions are denoted by ρ(r) = ρ(r) and p(r) = p(r) .
To proceed, we consider the dynamics of the density and momentum fields. The density field obeys
Here and in what follows, the subscript r i indicates that the gradient acts on the coordinates of the particle i. In the absence of a subscript, it acts on r. The dynamics of the momentum density field can be obtain by differentiating Eq. (4.3) and using the equations of motion Eq. (4.1), which leads to
where γ ≡γ/m. In the second line we define the tensor J through
with v i v i implying a tensor product. The Gaussian white noise is given by 2D tρ Λ ≡ i 2D t η i δ(r−r i ) and can be verified to obey Λ α (r, t)Λ β (r , t ) = δ αβ δ(r−r )δ(t− t ). The different terms in Eq. As before, we study a system with confining walls parallel to theŷ direction and with periodic boundary conditions along that direction. In addition, for simplicity, we take the system length along theŷ direction to be equal to one. Since this confining potential does not allow for currents in the system 1 , the expectation value of the momentum fields is zero in steady-state, p(r) = 0. Integrating Eq. (4.5) along the y coordinate and averaging over the steady-state distribution (denoted by angular brackets), we obtain
where we defined ρ(x) =´1 0 dyρ(x, y). This expression has a simple interpretation: The momentum flux through the system, encoded in J xx , is modulated in space by both the force exerted by the wall and the active forces.
From the expression above we can easily obtain an expression for the mechanical pressure exerted on the wall. Integrating over x, we find
where we set x = 0 to be a point deep in the bulk of the system. The equation implies that the total decrease in the momentum flux J xx from its bulk value J xx (0) to zero is the result of the total force exerted by the wall and the total active force exerted in the x > 0 region. That is, the pressure is given by the overall momentum flux entering the region x > 0 and the total active force exerted in this region.
At a first glance, it seems that the last term of Eq. (4.8) suggests that there is no EOS for this model. However, in Sec. 2.2 we saw that this model, in its underdamped version, does have an equation of state in the absence of wall torques. As the underdamped limit can be taken at this point as well, this system must have an EOS when Γ(r, θ) = 0. Thus, in this case, the second term of Eq. (4.8) must be expressible as a local bulk quantity.
To re-express this term, we note that
where we used the Itō rule for differentiation. In steady-state, this gives
(4.10) The active force is decomposed into two terms -one which depends explicitly on the torques exerted by the wall and another, divergence like term, which does not depend explicitly on the torque. The pressure then takes the form (Fily et al., 2017) 
where x = 0, as above, is a point deep in the bulk of the system. The second term written above correlates the velocity in thex direction, v x i , with thex projection of the director, u x i . This term is in general non-zero even in a uniform isotropic bulk. Importantly, the first two terms depend only on bulk properties of the system, while the third term depends on the distribution of particles inside the wall and the form of the torque. Evidently, this last term is the one responsible for the general lack of equation of state for P M . In its absence (Γ = 0), P M clearly has an equation of state.
To understand this further it is useful to rewrite Eq. (4.7) in the form
(4.12) The right hand side of this equation is a divergence of a local quantity -a "conserving" piece, where the quotations indicate that the conservation holds only in steady-state. J xx (x) accounts for the flow of momentum by the particles and the second term will be discussed shortly. Note that these fluxes are balanced by both the forces exerted by the potential and by a term related to the active forces and torques.
To further illustrate these results, we turn to numerical simulations. We consider the two-dimensional system described above where the system is confined by halfharmonic potentials on the right V R and left V L starting at x w and −x w respectively,
13) where Θ(x) denotes a Heaviside function. We treat the particles as point-like ellipses experiencing a torque of the form
where κ = µ r (a 2 − b 2 ) is a measure of the anisotropy of the particles and µ r is a rotational mobility (Solon et al., 2015a) . The three contributions to the pressure P M defined in Eq. (4.11) are shown in the left panel of Fig. 4 .1 for walls with λ R = λ L = λ. The figure shows that only the torque-dependent contributions depend on the wall stiffness λ. The corresponding wall-dependent sources and sinks ∆f act (x) = − i fi Dr Γ i sin θ i δ(x − x i ) are shown in the right panel of Fig. 4 .1 for three stiffness values. Clearly, the pressure varies due to the physics in the vicinity of the walls. The torques applied by the walls induce net momentum sources or sinks, which cause the breakdown of the EOS.
From the expression in Eq. (4.11), we see that a "momentum-conserving"-like term emerges. As the active particles keep pumping momentum into the system, it is not clear what is the origin of such a term. In particular, in analogy with J xx describing the flow of momentum, it is natural to ask what are the quantities whose flow is described by the second term of Eq. (4.11).
To answer this question, we consider the torque-free version of the model above, where an equation of state for P M exists. All the statements to follow generalize to cases in which the dynamics of the active force f i u i is decoupled from other degrees of freedom (Fily et al., 2017) . As noted above, the contribution of the activity to the pressure stems from the momentum transfer to the particles through the active forces. Hence, it is natural to look at an active impulse 
where the over-bar denotes an average with respect to histories of the system in the time interval [t, +∞) for a fixed value of θ i (t). Physically, the active impulse measures how much momentum the active particle will receive, on average, from its active force in the future. In (4.15), the active impulse simply depends on the initial angle θ i (t) because the dynamics of the active force f u i is independent of all other degrees of freedom, and is randomized by the rotational noise after a time 1/D r . Note that, by construction, the active impulse obeys
Turning from the single-particle description to a many-body description, we define an active impulse field, ∆p a (x) = i ∆p a i δ(r − r i ) . Using Eq. (4.16) in steadystate, this field satisfies
where the divergence ∇ is contracted with the velocities v i . Note that the first term on the right hand side of this equation, due to the decay of ∆p a , is balanced with the second term, due to the influx of ∆p a . Re-expressing the active impulse using Eq. r . Particles deep in the right side of the system thus do not receive any net momentum from their active forces. The total momentum the active particles exchange with the substrate in the right side of the system is therefore given by the active impulse they bring with them as they cross the boundary at x = 0. See Eq. (4.20). We stress here that G(r) is non-zero due to the correlation between the velocities of the particles and their active forces. Right: The force exerted by the wall is thus balanced by the sum of the incoming fluxes of momentum and active impulse, which leads to an EOS for the pressure in the absence of torques (4.21).
(4.15), we find
The above relation shows that despite the fact that active forces inject momentum into the system, in steady-state, their average contribution takes the form of a divergence of a local quantity. This results from the fact that since θ i diffuses through rotational diffusion, in any volume, the mean local active force decays to zero. This is true even inside the wall itself. The only way for the mean local active force to sustain its non-zero value is by incoming fluxes of particles entering the volume, each carrying its own active force (see Fig. 4 .2). As v i and u i are correlated, such fluxes are non-vanishing. The total flux can be quantified by the active-impulse flux tensor
Inserting the definition of the flux of active impulse tensor G into Eq. (4.12), setting Γ = 0, we find 20) and so the pressure takes the form
With this result, we make the following comments:
• Looking at the following relation
we see that the steady-state average of G can be associated with the "swim pressure", introduced by Takatory and Brady (Takatori et al., 2014) and by Yang, Manning and Marchetti (Yang et al., 2014) . Given the lack of explicit solvent in our description, we prefer the term "active pressure" for this contribution. This validates the virial-based approaches in this context (Winkler et al., 2015; Falasco et al., 2016) .
The above discussion shows that the swim-pressure is the flux of active impulse. Note, however, that it should now be clear that this expression does not, in general, provide the expression for P M , when Γ(r, θ) = 0 for example.
• Recall that all of the discussion above is done in steady-state. Averaging over Eq.
(4.5) in the steady-state and using the results presented above gives 24) or alternatively
We therefore find that in steady-state and outside the wall, in which p = 0, ( p + ∆p a ) is conserved. This is the hidden "conserved" quantity which is responsible for the appearance of an equation of state for P M . Note that this "conservation" is not guaranteed for other cases -outside of steady-state and even for curved walls which allow for p = 0.
• Generalizing this treatment to include interactions does not modify the important points of the discussion above. We refer the reader to Fily et al. 2017 for details.
Finally, note that even in cases in which an EOS exists (Γ = 0), the "conservation" of ( p + ∆p a ) rests on the fact that the expectation value of the momentum field vanishes -p = 0. But, as seen in Sec. 3, the one-dimensional configuration illustrated in Fig. 3 .1 generates currents in the system, with p = 0. It is rather generic for currents to exist in an active system and it is thus natural to ask how currents modify the picture described above.
5
Objects immersed in an active bath: Currents and forces Another situation in which the statistics of active forces play an important is when passive objects are immersed in an active bath (Kikuchi et al., 2009; Maitra et al., 2014; Reichhardt and Reichhardt, 2013; Yan and Brady, 2015a; Shin et al., 2015; Vandebroek and Vanderzande, 2015; Harder et al., 2014; Li et al., 2015; Smallenburg and Löwen, 2015; Bechinger et al., 2016; Nikolai et al., 2016; Junot et al., 2017; Razin et al., 2017b; Baek et al., 2018) . As hinted by the final discussion of the previous section, this can be particularly interesting when currents are present in a system, a case on which we now focus. All the results presented in this section have been derived in (Nikolai et al., 2016; Baek et al., 2018) . As argued above, currents naturally arise when a non-symmetric potential -a passive objectis placed inside an active fluid. If the interaction between the active particles and an object lead to a particle current resulting from a non-zero net force, Newton's third law implies that the active particles will in turn exert a force back on the object. This is illustrated in Fig. 5.1 where, as an example, a semi-circular object is placed in a two-dimensional fluid of active particles. Due to the persistence of the active particles, we expect them to accumulate on the concave side (inside the semi-circle), and to glide along the convex side. This in turn generates a current in the system whose direction is opposite to the force exerted on the semi-circle. As we now show, this intuitive connection between currents and forces can be shown to manifest itself for a class of systems, including ABPs, through a simple relation between the current surrounding an object and the force acting on it
Here F (tot) =´dr ρ(r)∇V (r) is the total active force on the object, µ is the mobility of the active particles, J =´dr J(r) is the total current flowing through the system, and J(r) is the active particle current density.
To derive this relation we use the overdamped model of non-interacting ABPs from Sec. 2.2 in two dimensions in the absence of torques. Note that the following treatment can be generalized to models with pairwise interaction. In the absence of torques the Fokker-Planck equation for this model takes the form
Integrating over θ, we obtain Fig. 5 .1 An asymmetric object, here a semi-circle, is placed in an active medium. As discussed above, such an object induces a current in the system, which, in turn, exerts a force back on the object. This force is opposite in direction to the total current, as active particles are trapped on the concave side of the semi-circle and glide off its convex side.
where similarly to before, we define the moments m α,n as m x,n (r) =ˆdθ cos(nθ)P(r, θ) m y,n (r) =ˆdθ sin(nθ)P(r, θ) , (5.4) and ρ(r) = m x,0 . Integrating the current over a surface s within the system containing the object, we find
Note that the first term on the right-hand-side in Eq. (5.5) is the total force F (tot)
acting on particles located inside s (not to be confused with the force exerted by the particles on the object) times the mobility µ. To further simplify, we multiply Eq. (5.2) by cos θ and integrate over θ, to find Evidently, both m x,1 and m y,1 can be written as the divergence of a local quantity. Using Stokes' theorem, with the surface s large enough so that its boundaries are far from the object in the homogeneous bulk we find Several comments are in place:
• The derivation can be generalized to models with pairwise interactions between active particles, yielding the same result (Nikolai et al., 2016) .
• One can show that to leading order in the far-field limit, the density is given by ρ(r) = ρ bulk + µ 2πD eff r · f r 2 + O(r −2 ) (5.9) with the force exerted on the particles, f , given by f (r) = −ˆd 2 r ρ∇V = −F (tot) (5.10)
The density profile induces a diffusive current J whose expression reads (5.11) This has the functional form of a dipolar field. Again we see that the density profile is a non-local function of the potential.
• If the object is mobile, the force exerted by the active particles will make it move. This was observed experimentally, with a passive wedge emersed in a B. subtilis suspension .
• The discussion above shows that asymmetric objects induce currents, and one could thus wonder about the impact of structured walls. There are two different cases to consider here. * Walls with "up-down" symmetry: Simulations of the (non-local) density and currents are shown in Fig. 5 .2 for a wall of periodicity L p that is up-down symmetric. In such cases, one can show that the average pressure in thex direction is given by obeys an EOS. As before, theŷ direction was taken as the periodic direction and x = 0 is a point in the bulk. This result holds for non-interacting and pairwise interacting models. As one may expect, the pressure is not uniform along the wall and depends on the shape of the wall potential (see Fig. 5.3 ). * Walls with no "up-down" symmetry: If the up-down symmetry is broken, as illustrated in Fig. 5 .4, the discussions above suggest that a current will be generated along the walls. This phenomenon is indeed observed numerically in Fig. 5 .4. These currents, via the discussion above, are associated with shearing forces acting on the walls. Indeed, if the wall was allowed to move, it would do so. This can be thought of as a toy model for the observed rotations of a ratchet wheel in a bacterial bath (Di Leonardo et al., 2010; Sokolov et al., 2010) . Note that these results imply that even though P x , as defined in Eq. (5.12), still obeys an EOS, the force in theŷ direction does not. Thus, there is no EOS describing the stresses in this system.
