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Abstract
We study the conditions when a cocommutative Hopf algebra of prime characteristic has a
polynomial identity (as an algebra). In the case of characteristic 0, this question reduces to
smash products of group algebras and universal enveloping algebras, so the answer is known. In
characteristic p, however, there are connected Hopf algebras other than restricted envelopes. We find
necessary and sufficient conditions of being PI for some extensive classes of such algebras as well as
their smash products with group algebras.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction and notation
Let k be a field of any characteristic (although we will be primarily interested in the
case chark= p > 0). All vector spaces, algebras, coalgebras, tensor products, etc., will be
assumed over k, unless stated otherwise.
The subject of this paper is the study of necessary and sufficient conditions when a co-
commutative Hopf algebra is PI (as an algebra). As particular cases of this problem, we
can mention the results of Passman on group algebras [12], of Latyšev [9] and Bahturin [1]
on universal enveloping algebras and of Petrogradsky [13] and Passman [11] on restricted
enveloping algebras. We will quote for future reference the answer for the group algebras
and for the universal enveloping algebras of characteristic 0.
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78 M. Kochetov / Journal of Algebra 262 (2003) 77–98Theorem 1.1. Let G be a group, k a field. Then the group algebra kG is PI iff there exist
normal subgroups G0 ⊂G1 ⊂G such that G/G1 is finite, G1/G0 is abelian, and G0 is
a finite p-group if chark= p > 0 and trivial if chark= 0.
Theorem 1.2. Let L be a Lie algebra over k, chark = 0. Then the universal enveloping
algebra U(L) is PI iff L is abelian.
Recall that a Hopf algebra H is called pointed if every simple subcoalgebra of H is one-
dimensional. Any one-dimensional subcoalgebra is of the form kg, where g is a group-like
element, i.e. g = 0 and ∆g = g ⊗ g. Given any Hopf algebra H , the set G(H) of all
group-like elements is a group under multiplication. A pointed Hopf algebra H is said to
be connected if G(H)= {1}. For any Hopf algebra H , the unit element 1 lies in a unique
maximal connected sub-Hopf-algebra, which we will call the connected component of 1.
The following decomposition theorem for cocommutative pointed Hopf algebras is due
to Cartier, Gabriel, et al. and can be found in [10, 5.6], or [4, 2.1.4].
Theorem. Let H be a pointed cocommutative Hopf algebra over k. Let G=G(H) be the
group of group-like elements of H and H0 the connected component of 1. Then G acts on
H0 by conjugation and H is isomorphic to the smash product H0 # kG via h # g→ hg.
Since the condition of pointedness is automatically satisfied if k is algebraically closed,
this theorem essentially reduces cocommutative Hopf algebras to the smash products of
a connected cocommutative Hopf algebra and a group algebra, where the group acts by
Hopf algebra automorphisms. We will look at the connected component in Section 3 of
the present paper and then return to the smash product in Section 4. Following Cartier (see
[3]), we will use the term hyperalgebra for any connected cocommutative bialgebra. The
existence of the antipode is automatic for such bialgebras (see [4, 2.2.8]), so they are in
fact Hopf algebras.
It is well known (see [10, 5.6]) that in characteristic 0 any hyperalgebra H0 is
isomorphic to the universal enveloping algebra U(L) of the Lie algebra L= P(H0) of its
primitive elements, i.e. the elements x ∈H0 that satisfy the equation ∆x = x ⊗ 1+ 1⊗ x .
So the question of polynomial identities of a cocommutative Hopf algebra of
characteristic 0 reduces to the study of the smash product of a universal enveloping algebra
U(L) and a group algebra kG, where G acts on L by automorphisms. The explicit answer
when such a smash product is PI was given in [7] (and it also follows from the general
results on skew group rings in [5]).
Theorem 1.3. Let L be a Lie algebra over k, chark= 0. Let G be a group acting on L by
automorphisms. Then the smash product U(L) # kG is PI iff
(1) L is abelian,
(2) there exists a normal subgroup G1 ⊂G such that G/G1 is finite and G1 is abelian,
(3) G1 acts trivially on L.
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enveloping algebra u(L) of the p-Lie algebra L = P(H0), but is not necessarily equal
to it. The answer in the case H0 = u(L) (i.e. H0 of coheight 0, according to the definition
to follow) was given by Bahturin and Petrogradsky in [2]. In the present paper we will
look at the case which is, in a sense, opposite to that one, namely when H0 is reduced
(see Definition 1.2 below). It turns out that such hyperalgebras are in a way similar to
universal enveloping algebras of characteristic 0 (although the technique of the proof is
quite different).
We will now quote some definitions and results from [4, 2.2.6, 2.2.7, 2.2.9]. Let H be a
hyperalgebra over a perfect field k of characteristic p. Then H ∗ is a commutative algebra
and so we can define a p-linear ring homomorphism F :H ∗ → H ∗: f → f p , which
is called the Frobenius homomorphism. Then there exists a 1/p-linear homomorphism
V :H →H , called Verschiebung, such that F is the transpose of V :
〈
f,V (h)
〉= p√〈F(f ),h〉, ∀h ∈H, f ∈H ∗.
Definition 1.1. We will say that H is of coheight r , r ∈ Z+ = {0,1, . . .}, if V r+1(H+)= 0
and V r(H+) = 0. If no such r exists, H is said to be of infinite coheight.
Let L= P(H) and Lr = L ∩ V r(H), then we have L= L0 ⊃ L1 ⊃ · · · and each Lr is
in fact a p-Lie subalgebra.
Definition 1.2. If the chain L = L0 ⊃ L1 ⊃ · · · stabilizes, i.e. we have Lr0 = Lr0+1 = · · ·
for some r0, then H is called stable. If in fact L0 = L1 = · · ·, then H is called reduced.
In particular, all hyperalgebras that are of finite type (i.e. dimP(H) <∞), of finite
coheight, or reduced, satisfy the stability condition.
Remark 1.1. It can be seen from [4] that H is reduced iff V :H → H is surjective iff
F :H ∗ →H ∗ is injective, which is equivalent to saying that H ∗ has no nilpotent elements.
The following structure theorem is due to Cartier, Demazure, Gabriel, and Dieudonné.
But first we introduce some notation.
Let I be a set, we will consider multi-indices, i.e. maps α : I →{0,1, . . .} such that
suppα = {i ∈ I | α(i) = 0}
is finite, in other words, α ∈ Z(I )+ , the direct sum of |I | copies of Z+. For any such α we
set
|α| =
∑
α(i).i∈suppα
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α
β
)
=
∏
i∈suppα
(
α(i)
β(i)
)
if β(i) α(i), for all i ∈ I , and 0 otherwise. We also denote by εi the multi-index whose
only nonzero component is εi(i)= 1.
Theorem 1.4. Let H be a hyperalgebra over a perfect field k of characteristic p. Let
L = P(H) and Lr = L ∩ V r(H), r = 0,1, . . . , where V is the Verschiebung operator.
Assume H is stable, i.e. L= L0 ⊃ L1 ⊃ · · · ⊃ Lr0 = Lr0+1 = · · · , for some r0. Choose a
chain of sets I = I0 ⊃ I1 ⊃ · · · ⊃ Ir0 = Ir0+1 = · · · and a family {xi0 | i ∈ I } of elements of
L such that xi0, i ∈ Ir , form a basis of Lr , for any r . Then there exists a basis {z(α)} of H ,
indexed by α ∈ Z(I )+ with α(i) < pr+1 for i ∈ Ir \ Ir+1, such that
(1) z(εi) = xi0, for any i ∈ I , and z(0) = 1,
(2) ∆z(α) =∑β+γ=α z(β)⊗ z(γ ), for any α.
Moreover, for any such basis of H (sometimes referred to as a basis of “divided powers”),
we have
z(α)z(β) =
(
α + β
α
)
z(α+β)
(
mod span
{
z(γ )
∣∣ |γ |< |α| + |β|}).
Remark 1.2. Note that the components α(i) with i ∈ Ir0 = Ir0+1 = · · · are not restricted.
It can be verified that
Hred = V r0(H)= span
{
z(α)
∣∣ suppα ⊂ Ir0}
is the largest reduced subbialgebra of H .
Remark 1.3. It can be seen that V (z(α))= z(α/p) if each component of α is divisible by p,
and 0 otherwise.
Remark 1.4. In characteristic 0, we have H = U(L). So if we choose any ordered basis
{xi0 | i ∈ I } of L and set
z(α) =
∏
i∈suppα
1
α(i)!x
α(i)
i0 ,
then {z(α) | α ∈ Z(I )+ } will be a basis for H satisfying the conditions of Theorem 1.4 (hence
the term “divided powers”).
As a consequence, one can also obtain a PBW-type basis for H .
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if i ∈ Ir \ Ir+1 and fix a linear order on the set of such pairs (i, k). Then the ordered
monomials of the form ∏(i,k) xnik(ik), 0 nik < p, form a basis of H .
In particular, it follows that H is a free module over Hred, of finite rank if
dimP(H) <∞.
2. Power series
In this section we will show, following [4, 1.2] (where the author uses the term “lin-
early compact” instead of our “pro-finite”), how the dual topological Hopf algebra H ∗ for
a Hopf algebra H can be constructed. If H is a reduced hyperalgebra, then H ∗ turns out to
be an algebra of power series (in possibly infinitely many variables), so we will introduce
the notation and prove some preliminary facts on power series algebras that we will need
in Section 3.
By a topological vector space we will mean a vector space endowed with a Hausdorff
topology, with a fundamental system of neighborhoods of 0 consisting of subspaces, such
that the addition of vectors is continuous. By a topological algebra we will mean an algebra
endowed with a Hausdorff topology, with a fundamental system of neighborhoods of 0
consisting of ideals, such that the addition and multiplication are continuous. We will also
assume that our algebras have unit elements, which are preserved by algebra maps.
Let V be a vector space, then the dual vector space V ∗ can be given a topology
σ(V ∗,V ), i.e. the topology with a fundamental system of neighborhoods of 0 of the form
Uv1,...,vm = {f ∈ V ∗ | 〈f, vk〉 = 0, for all k = 1, . . . ,m}, where v1, . . . , vm ∈ V , m ∈N. We
immediately observe that all the sets Uv1,...,vm are subspaces of finite codimension, and V ∗
is complete, thus V ∗ is a pro-finite vector space, i.e. an inverse limit of finite-dimensional
vector spaces (each with discrete topology). Conversely, every pro-finite vector space has
the form V ∗ for some V .
If W is another vector space, it is easy to see that V ∗ ⊗ W∗ with a tensor product
topology, i.e. the topology defined by a fundamental system of neighborhoods of 0 of
the form U1 ⊗W∗ + V ∗ ⊗ U2, where U1 ⊂ V ∗, U2 ⊂W∗ are neighborhoods of 0, can
be imbedded as a dense topological subspace into (V ⊗W)∗. Therefore, (V ⊗W)∗ is a
completion of V ∗ ⊗W∗, so we will denote it by V ∗ ⊗̂W∗, the completed tensor product
of V ∗ and W∗.
If φ :V ∗ → V ′ ∗ and ψ :W∗ → W ′ ∗ are continuous linear maps, we will denote by
φ ⊗̂ψ :V ∗ ⊗̂W∗ →: V ′ ∗ ⊗̂W ′ ∗ the extension of φ ⊗ψ .
Now if H is a Hopf algebra, then the transposed maps of the comultiplication and counit
of H turn H ∗ into a topological algebra. Moreover, the multiplication and unit of H induce
the continuous algebra maps D :H ∗ →H ∗ ⊗̂H ∗ and ε :H ∗ → k such that the following
two diagrams are commutative:
H ∗
D
D
H ∗ ⊗̂H ∗
D ⊗̂ id
H ∗ ⊗̂H ∗ id ⊗̂D H ∗ ⊗̂H ∗ ⊗̂H ∗
(1)
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Dn :H ∗ → (H ∗)⊗̂n; and
H ∗ ⊗̂H ∗
id ⊗̂ε
H ∗
D D
id
H ∗ ⊗̂H ∗
ε ⊗̂ id
H ∗
. (2)
The antipode of H , in its turn, induces a continuous anti-algebra map S : H ∗ → H ∗
such that the following diagram commutes:
H ∗ ⊗̂H ∗
m◦(id⊗̂S)
H ∗
D D
ε
H ∗ ⊗̂H ∗
m◦(S ⊗̂ id)
H ∗
(3)
where m :H ∗ ⊗̂H ∗ →H ∗ is the multiplication map.
We can summarize the above diagrams by saying that H ∗ is a “topological Hopf
algebra” (but of course it is not a Hopf algebra in the usual sense).
Remark 2.1. In [4, 1.2] it is shown that the category of cocommutative coalgebras is dual
to the category of commutative pro-finite algebras (so called “Cartier duality”) so that the
notion of a cocommutative Hopf algebra is equivalent to the notion of a group object in
the former category or a cogroup object in the latter one. By this reason, cocommutative
Hopf algebras are sometimes called formal groups, and a cocommutative Hopf algebra H
is referred to as a covariant algebra whereas H ∗ is referred to as a contravariant algebra
of the formal group.
If H is a reduced hyperalgebra, then by Theorem 1.4 we can choose a basis of “divided
powers” {z(α) | α ∈ Z(I )+ } in H . Defining ti ∈H ∗ by 〈ti , z(α)〉 = 1 if α = εi and 0 otherwise,
and setting tα =∏i∈suppα tα(i)i , we see that
〈
tα, z(β)
〉= {1, if α = β,0, if α = β.
It now follows that H ∗, with topology σ(H ∗,H), is isomorphic to the algebra of formal
power series k❏ti | i ∈ I❑ (which we will often abbreviate as k❏t❑), with topology of the
direct product of copies of k (considered discrete) and ε sending each power series to its
constant term. If this isomorphism is fixed, then H ∗ ⊗̂H ∗ is naturally isomorphic to the
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etc.) and (1)–(3) take the form of the following diagrams:
k❏t❑
D
D
k❏u,v❑
Du
k❏u,v❑ Dv
k❏u,v,w❑
(4)
where Du sends the series
∑
α,β λα,βu
αvβ to
∑
β D(
∑
α λα,βu
α)wβ , etc.,
k❏u,v❑
εv
k❏t❑
D D
id
k❏u,v❑
εu
k❏t❑
(5)
where εu sends
∑
α,β λα,βu
αvβ to
∑
β λ0,β t
β
, etc., and
k❏u,v❑
Sv
k❏t❑
D D
ε
k❏u,v❑
Su
k❏t❑
(6)
where Su sends
∑
α,β λα,βu
αvβ to
∑
β S(
∑
α λα,β t
α)tβ , etc.
Remark 2.2. If we set Fi(u,v)=D(ti ) ∈ k❏u,v❑, then F = (Fi)i∈I will be what is called
a formal group law (see [6, 9.6]), so reduced hyperalgebras are precisely those that arise
from formal group laws.
In what follows, it will be necessary to extend the ring of scalars. Let A be a com-
mutative complete topological algebra (for our purposes we will only need a topology
induced by a norm—see below). Obviously, H ∗ = k❏ti | i ∈ I❑, with topology of the direct
product of copies of k, is a subspace of A❏ti | i ∈ I❑, with topology of the direct product of
copies of A (hence complete). The A-submodule generated by k❏t❑ is dense in A❏t❑ and
isomorphic toA⊗k❏t❑, so in fact A❏t❑∼=A⊗̂H ∗, the completion ofA⊗k❏t❑. Thus we can
uniquely extend D, ε, and S to continuous A-algebra maps A❏t❑→ A❏u,v❑, A❏t❑→ A,
and A❏t❑→A❏t❑, respectively, and (4)–(6) continue to hold for the extended maps, which
we will denote from now on by the same letters D, ε, and S .
Lemma 2.1. Let φ,ψ :A❏t❑→ A be continuous A-module maps. Then there is a unique
continuous A-module map (φ,ψ) :A❏u,v❑ → A that sends uαvβ to φ(tα)ψ(tβ).
Moreover, if φ,ψ are algebra maps, then so is (φ,ψ).
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∑
α,β
bα,βu
αvβ →
∑
α
ψ
(∑
β
bα,β t
β
)
tα
with φ is clearly a continuous A-module map satisfying the desired property of (φ,ψ).
The uniqueness is obvious.
As to the last assertion, it suffices to check it on the elements of the form uαvβ , which
is a routine. ✷
From now to the end of this section, we will assume the indexing set I finite or
countable, and A will be a fixed commutative k-algebra with the norm ν :A→ Z+ ∪ {∞}
satisfying
ν(a) = ∞ iff a = 0,
ν(λ) = 0 for any 0 = λ ∈ k,
ν(ab) = ν(a)+ ν(b) for any a, b ∈A,
ν(a + b)  min(ν(a), ν(b)) for any a, b ∈A.
Note in particular that k ⊂ A is discrete and A has no zero divisors. We will further
assume that ν is nontrivial (i.e. there exists a ∈ A with ν(a) other than 0 and ∞, which
also implies that A is infinite), and A is complete with respect to ν. The latter is equivalent
to saying that
“a series
∞∑
n=0
an converges in A iff lim
n→∞ν(an)=∞.” (7)
Remark 2.3. If I is finite or countable, the topology of k❏ti | i ∈ I❑ can also be induced
by a norm as follows. Let us fix some total order on I so that I can be identified with N or
with its subset {1, . . . ,N}. For any α ∈ Z(I )+ , define
‖α‖ =
∑
i∈suppα
iα(i).
Then for a power series f , we set ν(f ) to be the lowest ‖α‖ for tα occurring in f . It
can be immediately verified that the topology induced by ν coincides with the topology of
k❏ti | i ∈ I❑ defined earlier, in particular, ν is complete.
Lemma 2.2. The set Algc(A❏ti | i ∈ I❑,A) of all continuous A-algebra maps is in one-
to-one correspondence with the set of all families (ai)i∈I of elements of A, satisfying
ν(ai) > 0, for any i ∈ I , and, if I is infinite, lim ν(ai)=∞.
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If φ ∈ Algc(A❏ti | i ∈ I❑,A), set ai = φ(ti ). Clearly, φ is uniquely determined by
the family (ai)i∈I , and we must have ν(ai) > 0, since limn→∞ tni = 0 in A❏t❑, and
limi→∞ ν(ai)=∞ (in the case I is infinite), since limi→∞ ti = 0 in A❏t❑.
On the other hand, let (ai)i∈I be a family satisfying the conditions of the lemma. If
I = {1, . . . ,N}, we set for convenience ai = 0, for all i > N , so we can assume I =N.
Fix a power series f =∑α bαtα ∈A❏t❑. For any n 0, let us define
cn =
∑
‖α‖=n
bα
∏
i∈suppα
a
α(i)
i .
Note that the sum above is finite and ν(cn) d(n), where
d(n)= min‖α‖=n
∑
i∈suppα
ν(ai)α(i).
We will show that limn→∞ d(n)=∞. Let m ∈ N be fixed. Since limi→∞ ν(ai)=∞,
there is M ∈ N such that ν(ai) m as soon as i > M/m. Suppose n > M and ‖α‖ = n.
Then either there is j ∈ suppα such that j > n/m, whence
∑
i∈suppα
ν(ai)α(i) ν(aj )m
by the choice of M , or else
n= ‖α‖ n
m
∑
i∈suppα
α(i);
whence
∑
i∈suppα
ν(ai)α(i)
∑
i∈suppα
α(i)m.
In either case we obtained
∑
i∈suppα ν(ai)α(i)  m, so d(n)  m, which proves our
assertion.
Now by (7), we see that the series ∑∞n=0 cn is convergent in A and we define φ(f ) to
be the sum of this series.
It is a standard computation with (absolutely) convergent series to show that φ thus
defined is an algebra map. Finally, the set U of all the series f =∑α bαtα ∈A❏t❑ such that
ν(bα) d(n), for all α with ‖α‖< n , is an open set in A❏t❑, and we have ν(φ(f )) d(n),
for any f ∈U , which proves that φ is continuous. ✷
Lemma 2.3. Algc(A❏t❑,A) separates elements of A❏t❑.
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f =
∞∑
n=0
fn, where fn =
∑
‖α‖=n
bαt
α
is the nth homogeneous component with respect to deg(tα)= ‖α‖. Notice that all fn are
in fact polynomials.
Let n0 be the minimal n with fn = 0. Since ν is nontrivial, we can find 0 = e ∈A with
ν(e) > 0. Since A is infinite and has no zero divisors, we conclude that there is a family
(ci)i∈I in A such that fn0(c) = 0. Let us set ai = emici , i ∈ I , where m will be chosen
later.
According to Lemma 2.2, we can construct φ ∈ Algc(A❏t❑,A) with φ(ti ) = ai , i ∈ I .
Then we have
φ(f )= fn0(a)+
∞∑
n=n0+1
fn(a).
By definition of fn, we have fn(a) = emnfn(c). Therefore, ν(fn0 (a)) = ν(fn0(c)) +
mn0ν(e) and ν(fn(a))  mnν(e)  mν(e)+mn0ν(e), for n > n0. If we choose m such
that mν(e) > ν(fn0(c)) (which is possible since ν(e) > 0 and ν(fn0 (c)) <∞), we will get
φ(f ) = 0. ✷
3. Connected Hopf algebras
Our main goal in this section will be the proof of the following result, which is the direct
generalization of Theorem 1.2 to arbitrary characteristic.
Theorem 3.1. Let H be a hyperalgebra over a perfect field k. If chark = p > 0, assume
also that H is reduced. Then H is a PI algebra iff H is commutative.1
As we have just seen in Section 2, the dual algebra H ∗ of H is isomorphic to the
algebra k❏ti |i ∈ I❑ of formal power series, where I is some indexing set. Moreover, if A
is a commutative complete topological algebra, the multiplication, unit and antipode of H
induce continuous algebra maps D :A❏t❑→A❏u,v❑, ε :A❏t❑→A, and S :A❏t❑→A❏t❑.
The maps D, ε, and S will further allow us to define a group structure on the set of
all continuous A-algebra maps Algc(A❏t❑,A). The idea of the proof will be to show that
the group algebra of this group satisfies a polynomial identity, and therefore Theorem 1.1
claims that the group has a very specific form, which will further imply, by use of Zarisky
topology, that the group must in fact be abelian. Then by suitably specifying the algebra A,
we will show that D is symmetric, which will mean that H is commutative.
1 This result was obtained in collaboration with Yu. Bahturin.
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topology, that we shall prove nonetheless, for the sake of completeness and because our
situation is not quite classical: we use power series, possibly in infinitely many variables,
instead of polynomials.
First we make Homc(A❏t❑,A), the set of all continuous A-module maps, an A-algebra
by virtue of the convolution product: for any φ,ψ ∈Homc(A❏t❑,A), we set
φ ∗ψ = (φ,ψ) ◦D, (8)
where (φ,ψ) :A❏u,v❑→A is defined in Lemma 2.1.
Lemma 3.2. The product on Homc(A❏t❑,A) thus defined is A-bilinear, associative and
has the unit element ε.
Proof. Obviously, ∗ is A-bilinear, associativity and unit axiom follow directly from (4)
and (5). ✷
If φ,ψ are algebra maps, then φ ∗ψ is also an algebra map (as a composition of such).
Moreover, from (6) it follows, that the algebra map φ ◦ S is the inverse of φ. Therefore,
the set Algc(A❏t❑,A))⊂ Homc(A❏t❑,A) of all continuous algebra maps becomes a group
under ∗.
In what follows until the beginning of the proof of the main theorem, we will assume
the indexing set I finite or countable, and the topology of A will be induced by a norm
ν :A→ Z+ ∪ {∞}, so our lemmas from Section 2 apply.
Let us now define a Zarisky topology on X = Algc(A❏t❑,A). The closed sets will be all
the sets of the form
F(T )= {φ ∈X | φ(T )= 0}, where T ⊂A❏t❑ is any subset.
Since F({0}) = X, F({1}) = ∅, ⋂F(Tγ ) = F(⋃Tγ ) and F(T1) ∪ F(T2) = F(T1T2)
(the latter uses that A has no zero divisors), we see that we have indeed a topology on X.
Lemma 3.3. Every point of X forms a closed subset.
Proof. Let φ ∈ X, define ai = φ(ti), i ∈ I , as in Lemma 2.2. Then {φ} = F({ai − ti |
i ∈ I }) and therefore {φ} is closed. ✷
Lemma 3.4. X is connected.
Proof. We will prove a stronger property, namely that X is an irreducible topological
space, i.e. for any closed subsets F1,F2 ⊂X, X = F1 ∪ F2 implies X = F1 or X = F2.
Assume that X is reducible, then there exist proper closed subsets F1,F2 ⊂ X with
F1 ∪ F2 = X. Since F1,F2 are closed, we can write F1 = F(T1), F2 = F(T2), for some
T1, T2 ⊂ A❏t❑. Since F1,F2 are proper, we can find 0 = f1 ∈ T1 and 0 = f2 ∈ T2. Then
clearly f1f2 = 0 and it is annihilated by F1 ∪F2 =X, which contradicts Lemma 2.3. ✷
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j ∈ I ′❑ (I and I ′ are finite or countable). Then any continuous A-algebra map Φ :R→ R′
induces Φ̂ :X′ →X: φ→ φ ◦Φ .
Lemma 3.5. For any continuous A-algebra map Φ :R → R′, the corresponding map
Φ̂ :X′ →X is continuous.
Proof. For any closed subset F(T ) ∈X we have Φ̂−1(F (T ))= F(Φ(T )), which is closed
in X′. ✷
According to Lemma 2.2, we can identify the set X × X′, where X = Algc(A❏ti |
i ∈ I ❑,A), X′ = Algc(A❏vj | j ∈ I ′❑,A) with the set Algc(A❏ti , vj | i ∈ I, j ∈ I ′❑,A).
We will always assume that X ×X′ is endowed with the Zarisky topology coming from
this identification (and not the topology of direct product).
Lemma 3.6. For any fixed φ ∈X and φ′ ∈X′, the imbeddings X→X×X′: ψ → (ψ,φ′)
and X′ → X × X′: ψ ′ → (φ,ψ ′) are continuous. The “diagonal” imbedding δ :X →
X×X: ψ → (ψ,ψ) is continuous.
Proof. By Lemma 3.5, it suffices to notice that each of the imbeddings is induced by a
suitable continuous A-algebra map. The imbedding X → X × X′: ψ → (ψ,φ′) clearly
corresponds to Φ ′ :A❏t,v❑→A❏t❑, where
Φ ′
(∑
α,β
bα,β t
αvβ
)
=
∑
α
φ′
(∑
β
bα,βv
β
)
tα
is a continuous A-algebra map (since so is φ′). The imbedding X′ → X × X′: ψ ′ →
(φ,ψ ′) is similar.
As to δ :X→X×X: ψ → (ψ,ψ), it is induced by the map A❏t,v❑→A❏t❑ given by
∑
α,β
bα,βt
αvβ →
∑
γ
( ∑
α+β=γ
bα,β
)
tγ ,
which is a continuous A-algebra map, since the inner sum on the right-hand side is finite,
for any γ . ✷
Recall that if we have the maps D and S satisfying (4)–(6), we can turn Algc(A❏t❑,A)
to a group, which we will denote by G. Let us now check that the group structure on G is
compatible with the Zarisky topology.
Lemma 3.7. The maps µ :G × G → G: (φ,ψ) → φ ∗ ψ , ι :G→ G: φ → φ−1, and
[ , ] :G×G→G: (φ,ψ)→ φψφ−1ψ−1 are continuous.
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we can write:
[ , ] = µ ◦ (µ×µ) ◦ (id× id× ι× ι) ◦ (id× τ × id) ◦ (δ× δ),
where τ is the flip, and all these maps are continuous by Lemmas 3.5 and 3.6. ✷
We can now put all our topological facts together and prove the following result.
Proposition 3.8. Let H be a reduced hyperalgebra over k such that dimP(H) is fi-
nite or countable. Let A be a commutative k-algebra with a nontrivial norm ν, com-
plete with respect to ν. If the A-subalgebra spanned by the group Algc(A ⊗̂H ∗,A) in
Homc(A ⊗̂H ∗,A) satisfies a nontrivial polynomial identity, then the group
Algc(A ⊗̂H ∗,A) is abelian.
Proof. Denote G = Algc(A ⊗̂H ∗,A). According to a classical lemma due to Artin (see
[8, 8.4]), distinct elements of G will be Q-linearly independent, where Q is the field of
quotients of A (recall that A has no zero divisors). It follows that the group algebra QG is
PI, so we can apply Theorem 1.1, which asserts that there exist normal subgroupsG0 ⊂G1
in G such that G0 andG/G1 are finite andG1/G0 is abelian (where in fact G0 is a p-group
if chark= p and G0 is trivial if chark= 0).
Now from Lemmas 3.7 and 3.6 it follows that the maps
G→G: φ→[φ,ψ0] and ψ →[φ0,ψ] (9)
are continuous, for any fixed φ0,ψ0 ∈G. Since [G1,G1] ⊂G0 andG0 is closed (according
to Lemma 3.3), we conclude that [G1,G1] ⊂G0, where G1 is the closure of G1.
Notice that G1 is a subgroup, because of the fact G1 ∗G1 ⊂G1 ⊂G1 and the continuity
of the maps φ→ φ ∗ψ0 and ψ → φ0 ∗ψ , for any fixed φ0,ψ0 ∈G (Lemmas 3.7 and 3.6
again). Clearly, G1 ⊃G1 is of finite index in G, so G is a disjoint union of finite number
of G1-cosets, which are all closed. Now Lemma 3.4 implies that G1 =G.
Thus we have proved that [G,G] ⊂G0. Now from the continuity of the maps (9) and
Lemmas 3.4 and 3.3 it follows that [G,G] is trivial. ✷
Now we are ready to prove the main result.
Proof of Theorem 3.1. We need to show that if H is PI, then H is commutative (the
converse being trivial). We start by choosing a basis of “divided powers” in H as in
Theorem 1.4 (with r0 = 0):
H = span{z(γ ) ∣∣ γ ∈ Z(I )+ },
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satisfies a nontrivial multilinear identity of degree n over k:
∑
π∈Sn
λπXπ(1) · · ·Xπ(n) = 0, for all X1, . . . ,Xn ∈H. (10)
Let A be a commutative complete topological k-algebra. On A ⊗̂H ∗ ∼= A❏ti | i ∈ I❑,
we have defined a map D :A❏t❑→ A❏u,v❑. Taking into account (4), we can iterate D to
obtain a well-defined map Dn :A❏t❑→A❏t1, . . . , tn❑. We are going to show that A ⊗̂H ∗
satisfies a “coidentity” of the form:
∑
π∈Sn
λππDnf = 0, for all f ∈A❏t❑, (11)
where a permutation π ∈ Sn acts on A❏t1, . . . , tn❑ by sending tk to tπ(k), k = 1, . . . , n.
Since H ∗ spans a dense A-submodule in A ⊗̂ H ∗ and the left-hand side of (11) is a
continuous A-module map, it suffices to check (11) only for f ∈ H ∗ = k❏t❑. But then
Dnf ∈ (H ∗)⊗̂n = (H⊗n)∗ = k❏t1, . . . , tn❑. Let us denote
Dnf =
∑
α1,...,αn
µα1,...,αn t
α1
1 · · · tαnn .
In order to prove that the left-hand side of (11) is 0, we must show that it vanishes on
every h1 ⊗ · · · ⊗ hn ∈H⊗n. Indeed,
〈 ∑
π∈Sn
λππDnf,h1 ⊗ · · · ⊗ hn
〉
=
∑
π∈Sn
λπ
〈 ∑
α1,...,αn
µα1,...,αn t
α
π−1(1)
1 . . . t
α
π−1(n)
n , h1 ⊗ · · · ⊗ hn
〉
=
∑
π∈Sn
λπ
∑
α1,...,αn
µα1,...,αn
〈
t
α
π−1(1)
1 , h1
〉
. . .
〈
t
α
π−1(n)
n , hn
〉
=
∑
π∈Sn
λπ
〈 ∑
α1,...,αn
µα1,...,αn t
α1
1 . . . t
αn
n , hπ(1)⊗ · · · ⊗ hπ(n)
〉
=
〈
Dnf,
∑
π∈Sn
λπhπ(1) . . .hπ(n)
〉
= 0,
since H satisfies (10).
Recall that the set Homc(A ⊗̂ H ∗,A) of all continuous A-module maps is an algebra
under convolution product. Let us show that (11) implies that Homc(A ⊗̂H ∗,A) satisfies
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then
Dnf =
∑
α1,...,αn
aα1,...,αn t
α1
1 · · · tαnn ∈A❏t1, . . . , tn❑,
and we can compute according to (8):( ∑
π∈Sn
λπφπ(1) ∗ · · · ∗ φπ(n)
)
f =
∑
π∈Sn
λπ
∑
α1,...,αn
aα1,...,αnφπ(1)
(
tα1
) · · ·φπ(n)(tαn)
=
∑
π∈Sn
λπ
∑
α1,...,αn
aα1,...,αnφ1
(
t
α
π−1(1)
) · · ·φn(tαπ−1(n))
=
∑
π∈Sn
λπ (φ1, . . . , φn)(πDnf )
= (φ1, . . . , φn)
(∑
π∈Sn
λππDnf
)
= 0,
where (φ1, . . . , φn) denotes the element of Homc(A❏t1, . . . , tn❑,A) as defined (for n= 2)
in Lemma 2.1.
Now we will reduce the proof that H is commutative to the case when dimP(H) is
finite or countable so that we can apply Proposition 3.8.
Recall that H = span{z(γ ) | γ ∈ Z(I )+ }. It suffices to show that z(α)z(β) = z(β)z(α), for
any α,β ∈ Z(I )+ . Let us fix α,β and define I0 = suppα ∪ suppβ . Then I0 is finite, so
H0 = span{z(γ ) | suppγ ⊂ I0} is a subcoalgebra of countable dimension. Now, for any
α0, β0 such that suppα0, suppβ0 ⊂ I0, we have
z(α0)z(β0) =
∑
λα0,β0γ z
γ , (12)
where the sum is finite.
In general, for z(γ ) occurring in the sum above, suppγ does not have to lie in I0. Let
us define I1 =⋃ suppγ , where the union is over all multi-indices γ occurring in (12) for
various α0, β0 with suppα0, suppβ0 ⊂ I0. Then I1 is clearly finite or countable.
We can continue by induction and define the chain of subsets I0 ⊂ I1 ⊂ I2 ⊂ · · ·
such that HnHn ⊂Hn+1, where Hn = span{z(γ ) | suppγ ⊂ In} is a subcoalgebra, for any
integer n.
Now, setting Iω =⋃n In and
Hω =
⋃
n
Hn = span
{
z(γ )
∣∣ suppγ ⊂ Iω},
we see that Hω is a subbialgebra. Moreover, z(γ ) above form a basis of “divided powers”
for Hω, therefore Hω is reduced. Finally, P(Hω) has the cardinality of Iω , which is finite
or countable.
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established our result for the finite or countable case. But z(α), z(β) ∈Hω, so they commute.
Since α,β were arbitrary multi-indices, we conclude that H is commutative.
So without loss of generality we may assume dimP(H) finite or countable. Then from
Proposition 3.8 it follows that the groupG= Algc(A⊗̂H ∗,A) is abelian, for any k-algebra
A with a nontrivial norm ν, complete with respect to ν. Let us set A= k❏u,v❑, with ν being
as in Remark 2.3.
Finally, let us choose “a pair of independent generic points” φ,ψ ∈ G, defined by
φ(ti ) = ui and ψ(ti) = vi , for all i ∈ I . We know that φ and ψ must commute. But for
any element f ∈H ∗, with Df =∑α,β λα,βuαvβ , we have:
(φ ∗ψ)(f ) =
∑
α,β
λα,βφ(t
α)ψ
(
tβ
)=∑
α,β
λα,βu
αvβ,
(ψ ∗ φ)(f ) =
∑
α,β
λα,βψ(t
α)φ
(
tβ
)=∑
α,β
λβ,αu
αvβ.
This proves that Df is symmetric, for any f ∈H ∗, which in its turn implies that H is
commutative. ✷
Corollary 3.9. Let H be a hyperalgebra of finite type (i.e. dimP(H) <∞) over a perfect
field k. Then H is a PI algebra iff the maximal reduced subbialgebra of H is commutative.
Proof. As we have seen in the introduction, H contains a (unique) maximal reduced
subbialgebra Hred. Moreover, H will be a (free) finitely generated module over Hred. This
proves the sufficiency of our condition. The necessity follows from Theorem 3.1. ✷
4. Smash products
As we have seen in Section 3, Theorem 1.2 can be carried over from universal envelopes
of characteristic 0 to reduced hyperalgebras of characteristic p. It is natural to expect that
the same can be done with Theorem 1.3.
Conjecture 4.1. Let H be a hyperalgebra over a perfect field k. If chark> 0, assume also
that H is reduced. Let G be a group acting on H by bialgebra automorphisms. Then the
smash product H # kG is PI iff
(1) H is commutative,
(2) there exist normal subgroups G0 ⊂ G1 ⊂ G such that G/G1 is finite, G1/G0 is
abelian, and G0 is a finite p-group if chark= p > 0 and trivial if chark= 0,
(3) G1 acts trivially on H .
It is easy to see that these conditions are sufficient. The necessity of the first two
conditions follows from Theorems 1.1 and 3.1. Presently, I cannot prove the necessity
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it should be true.
Recall that any pointed Hopf algebra H has a fundamental coradical filtration H =⋃∞
m=0 Hm so that we can define the associated graded Hopf algebra H gr (see [10, 5.2]).
Note also that any bialgebra automorphism of H preserves the coradical filtration and
therefore induces an automorphism of H gr.
Theorem 4.1. Let a group G act by bialgebra automorphisms on a reduced hyperalge-
bra H over a perfect field k, chark= p. If H # kG is PI, then there exists a subgroup of
finite index in G that acts trivially on H gr.
Proof. Let us fix a basis of “divided powers” {z(α) | α ∈ Z(I )+ } in H . Then clearly Hm =
span{z(α) | |α|  m}. Denote grz(α) = z(α) + H|α|−1 ∈ H gr, then {grz(α) | α ∈ Z(I )+ } is
a basis of H gr and Theorem 1.4 implies that
gr z(α) · gr z(β) =
(
α+ β
α
)
gr z(α+β).
Note that since all Hm are G-invariant, we can extend the filtration to H #kG by setting
(H # kG)m =Hm # kG. Then we obtain H gr # kG∼= (H # kG)gr, and the latter is PI since
so is H # kG. The theorem now follows from Theorem 4.2 applied to H gr # kG. ✷
Theorem 4.2. Let H be a reduced hyperalgebra over k, chark = p, with multiplication
given by
z(α) · z(β) =
(
α+ β
α
)
z(α+β), (13)
where {z(α) | α ∈ Z(I )+ } is a basis of “divided powers.” Let G be a group acting on H
by bialgebra automorphisms. Then the smash product H # kG is PI iff the conditions of
Conjecture 4.1 are satisfied.
Proof. From the remarks following the conjecture, it suffices to prove that if H #kG is PI,
then there exists a subgroup G1 ⊂G of finite index that acts trivially on H .
Recall from Section 2 that H ∗ ∼= k❏ti | i ∈ I❑ as a topological algebra. Moreover,
dualizing (13) we see that the map D :H ∗ →H ∗ ⊗̂H ∗ is given by
Dti = ti ⊗̂ 1+ 1 ⊗̂ ti . (14)
Remark 4.1. If we identify H ∗ ⊗̂H ∗ with k❏u,v❑, then (14) reads Dti = ui + vi , i ∈ I ,
i.e. H is the covariant hyperalgebra of the formal group kI .
Using the dual algebra H ∗, we now want to describe bialgebra endomorphisms of H .
Lemma 4.3. Let H be as in Theorem 4.2 and set
Q= span
{
t
pk
i
∣∣ i ∈ I, k ∈ Z+}⊂H ∗,
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bialgebra endomorphisms of H is in one-to-one correspondence with the families of power
series {qi | i ∈ I } in Q such that any given monomial occurs only in a finite number of qi .
Moreover, Φ∗(Q)⊂Q, for any Φ ∈ EndH .
Proof. Let Φ ∈ EndH , then Φ∗ is a continuous endomorphism of H ∗ commuting with D.
Set qi = Φ∗(ti ), i ∈ I . Then Φ∗ (and therefore Φ) is uniquely defined by the family
{qi | i ∈ I }, that has the property that any fixed monomial occurs only in a finite number
of qi (by continuity of Φ∗—compare [6, 9.6]). Moreover, (14) implies
Dqi = qi ⊗̂ 1+ 1 ⊗̂ qi. (15)
Let us determine which power series f ∈ H ∗ satisfy the above equation, i.e. Df =
f ⊗̂ 1+ 1 ⊗̂ f . If f =∑α µαtα , then we can compute:
Df =
∑
α
µα
(
t ⊗̂ 1+ 1 ⊗̂ t)α = f ⊗̂ 1+ 1 ⊗̂ f =∑
α
µα
(
tα ⊗̂ 1+ 1 ⊗̂ tα).
Therefore, if µα = 0, then the binomial coefficients
(
α
β
)
must be 0, for all β = 0 or α, which
is only possible if α = pkεi , for some k ∈ Z+ and i ∈ I , as one can see from the following
well-known lemma.
Lemma. Let 0  k  n be integers, p a prime. If n = n0 + pn1 + · · · + pNnN and
k = k0 + pk1 + · · · + pNkN with 0 kl, nl < p, l = 1, . . . ,N , then(
n
k
)
=
(
n0
k0
)
,
(
n1
k1
)
. . .
(
nN
kN
)
(mod p),
where by convention,
(
nl
kl
)= 0 if kl > nl .
Thus we have proved that any f ∈H ∗ with Df = f ⊗̂ 1+ 1 ⊗̂ f must have the form:
f =
∑
i∈I
∑
k∈Z+
µi,kt
pk
i ,
i.e. f ∈Q. Hence qi =Φ∗(ti ) ∈Q, for all i ∈ I . It immediately follows that Φ∗(Q)⊂Q.
Conversely, given a family of power series {qi | i ∈ I } satisfying the conditions of
the lemma, we can construct a continuous endomorphism Ψ of the algebra H ∗ with
Ψ (ti)= qi , i ∈ I . Moreover, since qi satisfy (15), Ψ will commute with D. Finally, using
continuity of Ψ , we can find an endomorphism Φ of H with Φ∗ = Ψ , which will preserve
the bialgebra structure. ✷
Now we return to the proof of Theorem 4.2. Let us look more closely at the algebra
structure of H . Set xi,k = z(pkεi), i ∈ I , k ∈ Z+, then
H ∼= k[xi,k | i ∈ I, k ∈ Z+]
/(
x
p = 0),i,k
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indeed xpi,k = 0 and secondly, that every multi-index α can be uniquely written in the form
α = α0 + pα1 + · · · + pNαN with αk(i) < p, for all i ∈ I , k = 0, . . . ,N , and then
z(α) =
∏
i∈suppα
N∏
k=0
1
αk(i)!(xi,k)
αk(i).
In other words, H ∼= u(L), the restricted enveloping algebra of
L= span{xi,k | i ∈ I, k ∈ Z+}
with zero bracket and zero p-operator. We want to use certain results of [2] on smash
products of the form u(L) #kG, but unfortunately, those results require that G preserve L,
which does not have to be the case here. We are going to modify the given action · of G
on H in the following way. Using the fact that H is isomorphic to a truncated polynomial
algebra: H ∼= k[xi,k]/(xpi,k = 0), we can define a grading on H (which is not the same
grading that we had earlier from the coradical filtration). Let prm denote the projection on
the mth homogeneous component. Then, for g ∈G, l ∈L, we set
g ∗ l = pr1(g ·L).
Obviously, g ∗L⊂ L, for any g ∈G.
Lemma 4.4. L is a G-module under ∗.
Proof. We want to prove that g ∗ (g′ ∗ l)= (gg′) ∗ l, for any l ∈L, g,g′ ∈G. Let Q⊂H ∗
be as in Lemma 4.3 and lg :H → H denote the bialgebra automorphism sending h to
g · h. By Lemma 4.3, l∗g(Q) ⊂ Q, hence lg(Q⊥) ⊂ Q⊥, i.e. g ·Q⊥ ⊂ Q⊥. Notice Q⊥
is the set of all h ∈ H with pr1(h) = 0, so we have pr1(g · h) = 0 if pr1(h) = 0. Hence
pr1(g · h)= pr1(g · pr1(h)), for any h ∈H , so we can compute:
g ∗ (g′ ∗ l)= pr1
(
g · pr1(g′ · l)
)= pr1(g · (g′ · l))= pr1((gg′) · l)= (gg′) ∗ l. ✷
As usual, we can extend ∗ to the action of G on H = u(L) by algebra automorphisms.
Now we are going to show that ∗ satisfies some kind of identity. The following general
observation is due to Yu. Bahturin (compare [2, Lemma 4.2]).
Proposition 4.5. Let H be a Hopf algebra over k, A a left H -module algebra via
H ⊗ A→ A: h ⊗ a → h · a. If the smash product R = A # H is PI, then the action ·
satisfies a nontrivial “weak identity” of the form∑
π∈Sn
λπ(h1 ·Xπ(1)) · · · (hn ·Xπ(n))= 0,
for all h1, . . . , hn ∈H , X1, . . . ,Xn ∈A.
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∑
π∈Sn
λπY0Xπ(1)Y1 · · ·Yn−1Xπ(n)Yn ≡ 0, (16)
for some n ∈N and λπ ∈ k (see [2, Lemma 4.1]).
Now let us fix X1, . . . ,Xn ∈ A and h1, . . . , hn ∈H . Consider the coproduct ∆h1 ∈H .
We can write: ∆h1 = u1 ⊗ v1 + · · · + um ⊗ vm, for some m ∈ N and ui, vi ∈ H , i =
1, . . . ,m. For each i , we substitute in (16) Y0 = ui , Y1 = SviY ′1, where Y ′1 is an auxiliary
variable, thus obtaining:
∑
π∈Sn
λπ (uiXπ(1)Svi )Y
′
1Xπ(2)Y2 · · ·Yn−1Xπ(n)Yn ≡ 0. (17)
Then summation over i = 1, . . . ,m gives:
∑
π∈Sn
λπ (h1 ·Xπ(1))Y ′1Xπ(2)Y2 · · ·Yn−1Xπ(n)Yn ≡ 0, (18)
where we took into account that
∑
i uiXπ(1)Svi = h1 · Xπ(1) by definition of the smash
product.
Then we can write: ∆h2 = u1′ ⊗ v′1 + · · · + u′m′ ⊗ v′m′ and proceed the same way by
substituting Y ′1 = u′i and Y2 = Sv′iY ′2, etc. At the end we will obtain the desired identity. ✷
Returning to the proof of Theorem 4.2, we apply the above proposition to the smash
product H # kG:
∑
π∈Sn
λπ(g1 ·Xπ(1)) · · · (gn ·Xπ(n))= 0, (19)
for all g1, . . . , gn ∈G, X1, . . . ,Xn ∈H .
Without loss of generality, (19) is proper, i.e. it trivializes upon substitution of 1 for one
of the variablesX1, . . . ,Xn (if this is not the case, we obtain a nontrivial identity of smaller
degree). We want to show that in our situation, ∗ satisfies the same “weak identity” as ·,
i.e.
∑
π∈Sn
λπ (g1 ∗Xπ(1)) · · · (gn ∗Xπ(n))= 0, (20)
for all g1, . . . , gn ∈G, X1, . . . ,Xn ∈H .
Since the identity is multilinear in X1, . . . ,Xn and proper, it suffices to prove (20)
only when X1, . . . ,Xn are monomials in xi,k . If g ∈ G and X = u1 . . .us , where each
of u1, . . . , us is one of the xi,k , then
M. Kochetov / Journal of Algebra 262 (2003) 77–98 97g ∗X = (g ∗ u1) · · · (g ∗ us)= pr1(g · u1) · · ·pr1(g · us)= prs
(
(g · u1) · · · (g · us)
)
= prs(g ·X),
where we used the fact that g ·H+ ⊂H+ and so g ·u1, . . . , g ·us have zero constant terms.
Now we can rewrite one term on the left-hand side of (20) as follows:
(g1 ∗Xπ(1)) · · · (gn ∗Xπ(n)) = prsπ(1)(g1 ·Xπ(1)) · · ·prsπ(n)(gn ·Xπ(n))
= prm
(
(g1 ·Xπ(1)) · · · (gn ·Xπ(n))
)
,
where s1 = degX1, . . . , sn = degXn, m= s1 + · · · + sn.
Finally,
∑
π∈Sn
λπ(g1 ∗Xπ(1)) · · · (gn ∗Xπ(n))= prm
( ∑
π∈Sn
λπ(g1 ·Xπ(1)) · · · (gn ·Xπ(n))
)
= 0.
Let us now quote a slightly extended version of Theorem 6.1 in [2] (the proof does not
need to be changed).
Theorem. Let a group G act by automorphisms on H = u(L), the restricted envelope
of some p-Lie algebra L. Assume that L is G-invariant and the action ∗ of G on H
satisfies a “weak identity” (20) of degree n. Then there exists a subgroup G1 ⊂ G such
that [G :G1]< n and dim(g − 1) ∗L n34n, for any g ∈G1.
Applying this result to our case, we can find a subgroup G1 ⊂ G of finite index such
that dim(g− 1) ∗L<∞, for any g ∈G1. Now we want to go back to our original action ·
of G on H = u(L). Fix g ∈ G1 and set W = (g − 1) ∗ L, so W is a finite-dimensional
subspace of L. Denote lg :H → H the bialgebra automorphism sending h to g · h, then
W = (pr1 ◦ lg − id)L= (pr1 ◦ lg − id)pr1H , so W = Im(pr1 ◦ lg ◦ pr1 − pr1). Therefore,
W⊥ = Ker(pr∗1 ◦ l∗g ◦ pr∗1 − pr∗1). (21)
Since pr1 is the projection of H on L with kernel Q⊥, where Q is as in Lemma 4.3, then
pr∗1 is the projection of H ∗ on Q, hence (21) implies that(
pr∗1 ◦ l∗g − id
)(
Q∩W⊥)= 0. (22)
Now recall that W is a finite-dimensional subspace of H , so W⊥ ⊂ H ∗ is defined by
a finite number of linear equations each of which involves only finite number of coefficients
of the series. Hence there exists N ∈ N such that, for any k > N and i ∈ I , we have
t
pk
i ∈W⊥ , so by (22),
pr∗1
(
l∗g t
pk
i
)
= tpki .
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k
i ∈Q, thus the above equation gives l∗gtp
k
i = tp
k
i .
Finally, if
l∗g ti =
∑
j∈I
∑
l∈Z+
µj,l t
pl
j , then t
pk
i = l∗gtp
k
i =
∑
j∈I
∑
l∈Z+
µ
pk
j,l t
pk+l
j .
Therefore, all µj,l = 0 except µi,0 = 1, which means that l∗g ti = ti . Since i ∈ I was
arbitrary, we see that l∗g = id, hence lg = id, i.e. g acts trivially on H . Since g was an
arbitrary element of G1, the proof of Theorem 4.2 is complete. ✷
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