Abstract-This paper presents a mixed recovery scheme for robust distributed speech recognition (DSR) implemented over a packet channel which suffers packet losses. The scheme combines media-specific forward error correction (FEC) and error concealment (EC). Media-specific FEC is applied at the client side, where FEC bits representing strongly quantized versions of the speech vectors are introduced. At the server side, the information provided by those FEC bits is used by the EC algorithm to improve the recognition performance. We investigate the adaptation of two different EC techniques, namely minimum mean square error (MMSE) estimation, which operates at the decoding stage, and weighted Viterbi recognition (WVR), where EC is applied at the recognition stage, in order to be used along with FEC. The experimental results show that a significant increase in recognition accuracy can be obtained with very little bandwidth increase, which may be null in practice, and a limited increase in latency, which in any case is not so critical for an application such as DSR.
I. INTRODUCTION
T HE last few years have witnessed an increasing use of IP networks. This has led to considerable interest in the integration of voice services, such as speech transmission and speech recognition, into those networks. Nowadays, speech services such as Voice over IP (VoIP) offer an alternative to traditional speech transmission systems; moreover, an important effort is being devoted to offer reliable speech recognition over IP.
A very attractive approach to speech recognition over IP networks is the distributed speech recognition (DSR) solution. This is based on a client-server architecture, as are many other services. On the client side, a front-end analyzes, quantizes, and packetizes speech data and sends it through the network. On the server side, a remote server, called the back-end, receives the speech data and performs speech recognition. Thus, only those parameters which are relevant to the recognition process are transmitted, which significantly reduces the data rate. In order to achieve this, a common front-end must be established. Thus, several DSR standards [1] - [4] have been developed by the ETSI STQ Aurora working group. Since they were initially conceived for circuit-switched networks, the IETF Audio Video Transport workgroup, along with Motorola, has developed several recommendations [5] , [6] which define the real time protocol (RTP) [7] payload formats for DSR. These formats are based on the payload formats of the ETSI standards.
When transmitting real-time data over a packet switched network, one of the most common problems encountered is that of packet loss. Packet losses are caused by the inability of IP networks to offer a reliable, high-quality packet delivery service. Furthermore, packet losses usually occur in bursts, in which multiple consecutive packets are lost. Although lost packets are not critical in most applications, since the receiving end can request their retransmission, in real-time applications such as speech recognition this would introduce a considerable delay, degrading the naturalness of the human-machine interaction.
Packet losses can have a serious effect on recognition performance, and so recovery techniques are needed. Sender-driven and receiver-based repair are two complementary paradigms embodying such techniques. While receiver-based repair or error concealment (EC) tries to minimize the effect of lost packets without assistance from the sender, sender-driven techniques assume such participation. Novel receiver-based techniques have recently been proposed to mitigate the effect of packet losses on the performance of DSR systems. These techniques exploit the redundant information present in the speech signal to achieve a better recognition performance than the standard reconstruction method based on replacing the lost vectors by copies of the nearest received ones. Reconstruction based on data-source modelling [10] and the maximum a posteriori (MAP) estimation method [11] are examples of this. Other techniques, such as Weighted Viterbi Recognition (WVR) [12] , [13] , treat the losses directly inside the recognizer instead of offering estimates of lost vectors. This latter technique seems to offer the best performance in the presence of long bursts [11] .
However, receiver-based concealment is usually limited in the sense that it implicitly relies on the assumption that the signal segment to be recovered is in steady state. Nevertheless, sender-driven and receiver-based repair are complementary techniques, and applications should use both methods to achieve the best performance. An example of this can be found in references [11] , [14] , where interleaving and estimation are jointly applied. However, other sender-based techniques, such as forward error correction (FEC), have not been widely applied to speech recognition over IP networks.
In this paper, we explore the application of FEC codes in order to improve speech recognition robustness against packet losses. We specially focus on media-specific ones where a replica, a strongly quantized version of the current feature vector, is repeated in another packet. Part of the success of these replicas results from their treatment at the back end. For this reason, we also introduce a combined strategy whereby the EC algorithm is specifically designed to exploit the information contained in the codes, even when this information is minimal. As a result, two EC algorithms are adapted to the use of replicas: HMM-based MMSE estimation and Weighted Viterbi Recognition. These algorithms provide a significant improvement in the performance of a DSR system under adverse channel conditions with very few overhead bits and a very limited delay.
The rest of this paper is organized as follows: first, the experimental framework is described; then, the advantages of using media-specific FECs on IP networks are introduced. In Section IV, we present the proposed media-specific FEC and comment on the results of directly using replicas with no additional post-processing. Sections V and VI are devoted to the detailed description of the two enhancing techniques proposed and to presenting the experimental results. In Section VII, we discuss the payload format for the ETSI DSR standard and indicate several possibilities for the introduction of the proposed FEC overhead bits. Finally, the conclusions of this work are summarised in Section VIII.
II. EXPERIMENTAL FRAMEWORK
The experimental setup is based on the framework proposed by the ETSI STQ-Aurora working group [8] . The Aurora DSR front-end [1] segments the speech signal into overlapped frames of 25 ms every 10 ms and provides a 14-dimension feature vector containing 13 MFCCs (including the 0th order one) plus log-Energy. These features are grouped into pairs and quantized by means of seven Split Vector Quantizers (SVQ). All codebooks have a 64-centre size (6 bits), except the one for MFCC-0 and log-Energy, which has 256 centers (8 bits).
The recognizer is the one provided by Aurora [8] and uses eleven 16-state continuous HMM word models, (plus silence and pause, which have three and one states, respectively), with three Gaussians per state (except silence, with six Gaussians per state). The training and testing data are extracted from the Aurora-2 database (connected digits). Training is performed with 8440 clean sentences and testing is carried out over set (4004 clean sentences distributed into four subsets).
IP packets are generated according to the recommendations of the RTP payload format for DSR [5] , where at least two frames (one frame pair) per packet are transmitted in order to avoid too high a network overhead due to headers. Although more frame pairs per packet could be transmitted, this is not recommended since longer consecutive frame losses occur when a The channel burstiness exhibited by IP communications is modelled by a 2-state Markov model [9] , also known as a Gilbert-Elliot model. Fig. 1 depicts this model, where is the probability of the next packet being lost, provided the previous one has arrived; and is the probability of the next packet not being lost, given that the previous one was lost. These parameters can be set in accordance with an average burst length and a loss ratio . The reconstruction methods presented in this paper are tested under the channel conditions listed in Table I . As shown in the next section, long loss bursts (even at a small loss ratio) are the main cause of performance degradation. However, at the same loss rate, fewer and fewer bursts appear when increases, as the fact of longer bursts implies a greater number of losses. In order to prove the adequacy of the proposed techniques under adverse conditions with long bursts, some conditions may show unrealistically high amounts of packet loss. The purpose of this is to provide a significant number of long burst losses.
The frame numbering included in the RTP header allows us to rearrange the packets received and to detect the frame losses. Repetition of the nearest received feature vector [1] is used as the basic mitigation technique for a packet loss burst. This technique can be summarized as follows: once a burst, containing frames, is detected, the first frames are replaced by the last frame received before the burst and the last ones by the first one received after the burst. The results obtained by this mitigation technique will be taken as our baseline.
III. ADVANTAGES OF MEDIA-SPECIFIC FEC
ON BURSTY CHANNELS FEC techniques rely on the addition of repair data from which the contents of lost packets can be recovered. This repair data must be kept to a reasonable size in order to avoid running into the same problem as retransmission, that is, imposing too much overhead to the network and worsening the channel. Two classes of repair data may be added to a stream, namely media-specific and media-independent FECs.
In media-independent FEC schemes, the repair data added to the stream are independent of the contents of that stream. As a consequence, the repair is an exact replacement of a lost packet. Each code takes a codeword of data packets and generates additional recovery packets, and thus a block of packets are transmitted over the network. This imposes a minimum number of packets (belonging to the same block) which need to be received in order to reconstruct the information contained in a block. Well known media-independent FEC schemes include parity coding [17] and Reed-Solomon (R-S) codes [18] . Because of their excellent error correction properties, R-S codes have been applied to speech recognition over packet networks [16] , [19] , in particular due to their resilience against bursty losses.
Media-specific FEC schemes use knowledge of the stream to improve the repair process [20] . The idea underlying these techniques is the replication of each feature vector in multiple packets, so that if a packet is lost, another packet containing the same vector will be able to cover the loss. Obviously, the replicas are coded with a secondary encoding which requires fewer bits. Unlike media-independent FEC, these schemes do not impose a minimum number of packets (belonging to the same block) which need to be received in order to reconstruct the information sent in a block. When a packet arrives, the additional information within it can be directly used to recover a lost frame.
Let us now analyze the effect of packet losses on speech recognition performance and how media-specific FEC can be useful to increase robustness against such losses. At the same loss rate, bursty losses are usually more damaging in data transmission than isolated losses. This is specially true in automatic speech recognition, in which the local stationarity of speech has an important effect on the performance of the different mitigation algorithms. Fig. 2 depicts the word accuracy for several average burst lengths (1, 2, 4, 8, and 16 packets) at the same loss ratio (10%, 30%, and 50%). The repetition of the nearest received vector has been used as the mitigation technique (baseline). As can be seen, longer average burst lengths reduce recognition accuracy considerably more than do shorter ones for a given overall percentage of loss. Thus, when each packet contains replicas of other relatively distant packets, these can be used not only to recover some lost frames, but also to break bursts of losses into shorter bursts. Since short bursts are better reconstructed, the recognition performance can be improved. However, media-specific FEC does not obtain a repair which is an exact replacement for a lost packet. Therefore, an important part of the success of this scheme will depend on the EC algorithm which manages these degraded replicas at the decoder. Moreover, some frames would be irremediably lost (when a packet and its replicas are lost) and this too must be managed by the EC algorithm.
IV. REPAIRING LOSS PACKETS THROUGH VQ REPLICAS
Let us suppose that, along with the feature vectors corresponding to the current frame pair, we also include in the packet replicas of the feature vectors corresponding to the frames located time units before and after the current frame pair. Each packet would then be composed of four frames. This scheme, depicted in Fig. 3 , is the same as the one proposed in our previous work [21] . In the figure, the replicas in each packet are marked with the symbol . Frames in white (not marked) are not included in the packet. Time is measured in frames, while the numbering assigned to packets indicates the order in which the packets are sent. This figure also shows a burst of losses from to . The lost frames are indicated in light grey and their associated replicas marked with a weak .
Obviously, sending all this redundancy increases the bandwidth requirements and, therefore, the loss rate. The end goal of the FEC technique is to achieve recovery from losses while maintaining the final bit-rate within reasonable limits. In order to do so, media-specific FEC uses a secondary encoding which only requires a few bits. In our case, each replica, containing the 14 features (13 MFCCs plus log-Energy) is vector quantized (VQ) using a codebook with codewords ( bits). Under this scheme, each packet should include the following information: 1) 88 bits corresponding to the SVQ-quantized features of the current frame pair; 2) bits corresponding to the VQ-replicas. The VQ codebook is obtained by applying the k-means algorithm over the 8440 utterances of the training database and using the following weighted distance measure [22] : (1) where represents the 14-dimension feature vector, is the average of MFCCs(1-12) variances, and and are the variances of and , respectively.
As can be seen in the example shown in Fig. 3 , while some frames (frames 2, 4, 5, and 7, marked with bold ) are recovered, other frames (frames 1, 3, 6, and 8; marked with weak ) are definitively lost when using this scheme. For these frames, we use the following basic mitigation algorithm: for each lost frame at time of a loss burst of length , the last feature vector received (original or replica) is repeated forwards. Analogously, for the second half of the burst the first received vector is repeated backwards.
The results obtained by means of this strategy are depicted in Fig. 4 . Different VQ codebooks with 4, 16, and 256 centroids (experiments VQ-4, VQ-16, and VQ-256, respectively) with were tested. We observe that the proposed technique provides better results than the Aurora mitigation algorithm for . However, when coarsely quantized replicas are used (VQ-4), this scheme achieves worse results than does AU-RORA. Even for VQ-16, a slight decrease in performance is found for channel condition 1. The results obtained with are shown in Fig. 5 . In this case, although VQ-4 replicas are not useful until conditions 4 and 5 (with long bursts), an overall improvement in performance is observed. Increasing to ten frames results in an increase in the delay. Human-machine interaction becomes uncomfortable if the total delay is more than 500 ms [16] . However, with , the delay is only 100 ms. Finally, only as a reference, the highest expected results, that is, when no quantization is applied ( , ), are also shown in these figures.
Although the replicas can be directly used at the back end to improve recognition performance, when they are strongly quantized the contrary effect, that is, a reduction in performance is obtained, as shown above. Part of the success of media-specific FECs will depend on the mitigation algorithm which manages the degraded replicas at the decoder. This issue is discussed in the following sections.
V. MMSE ESTIMATION WITH VQ REPLICAS
In previous papers [23] , [24] , we showed that minimum mean square error (MMSE) estimation is a powerful technique to mitigate the errors introduced by a wireless channel. In [23] , [24] it is assumed that all vectors are received at the back end, although affected by channel distortion. In wireless channels, transmission errors can be observed at the receiver as bit errors. On the contrary, packets are completely lost in IP networks. Therefore, the problem in applying MMSE techniques to the case of a lossy packet channel is that no information is received from the channel during a packet loss burst. However, this scenario changes with the introduction of VQ replicas, since they provide information about some lost frames. Now, the degradation of the feature vectors received during a bursty packet loss is of a completely different nature. In wireless channels it is due to bit errors, but when VQ replicas are used, distortion is caused by the strong quantization process applied. This approximation is also extensible to those feature vectors that are definitively lost. These can also be considered as received, but extremely distorted by a degenerated quantization with zero bits.
A. MMSE Formulation for Bursty Distortions
MMSE estimation is performed on a feature pair basis, since this is the encoding unit used in the Aurora standard. After SVQ quantization, each feature pair is represented by a subvector ( in this paper). An MMSE estimation of a transmitted feature pair , received as , can be obtained as [25] (2) By means of the Bayes rule, the a posteriori probabilities can be derived as
where is the a priori probability of the codeword (or SVQ centroid)
, and is the observation probability of the received but distorted vector given that was transmitted.
The a priori knowledge about the speech source can be enhanced by modelling each feature pair generation along time by an ergodic continuous Hidden Markov Model (HMM), where each state represents an SVQ centroid . The HMM model is described by means of the observation probabilities and the transition probabilities
For the sake of simplicity in the notation, we will express as .
Let us now consider a distortion with a bursty characteristic affecting frames, where is the vector sequence at the receiver and where and are the last and first correctly received vectors before and after the burst, respectively. Thus, we can now estimate the feature vector at time as (5) where , the conditional probabilities, can be computed as (6) where and are the forward and backward conditional probabilities, respectively, defined as (7) (8) These conditional probabilities can be computed from the transition probabilities and observation probabilities of the HMM model through the following forward and backward recursions (9) (10) where is a normalization factor applied at each step in the recursion (further details can be found in [23] ). The following initial conditions are applied to and :
(11) where is the a priori probability of . In our previous work [23] we named this technique as forward-backward MMSE (FBMMSE) estimation in order to remark the use of past and future frames by introducing the forward and backward probabilities and a decoding delay. Further details of this technique, along with an analysis of the complexity of the HMM-based MMSE estimation, can be found in [24] .
B. Obtaining the HMM Model Probabilities for Lossy Channels
In order to apply the FBMMSE estimation for lossy channels, the transition probabilities of the HMM model are determined from the training database as in [23] . Regarding the observation probabilities , we will consider that all feature pairs during a burst have been received. The observation probabilities will be determined depending on the type of feature vector considered (received, replica or definitively lost). • Assuming that the vector at time or has been correctly received, the corresponding observation probabilities must be set as (12) When a burst starts at the beginning or ends at the end of an utterance, then or , respectively, will not be correctly received. They will be lost or a VQ replica and we will be in one of the two following cases.
• In the case where a VQ replica is available at time , it is divided into feature pairs that are again SVQ quantized, obtaining , as Fig. 6 illustrates. Note that SVQ quantization does not involve any reduction in recognition performance [23] , [26] . It is observed that an original SVQ centroid (representing only one feature pair) can correspond to several VQ centroids (representing a complete vector) depending on the other features different from those of the feature pair being considered. At the same time, each VQ centroid corresponds to one recovered SVQ centroid, although the contrary may not be true (especially when a large VQ codebook is used). In other words, a recovered SVQ centroid can correspond to several VQ centroids, which can also correspond to several original SVQ centroids. Therefore, given an original SVQ centroid we can observe several recovered SVQ centroids after the double quantization process. It is then possible to determine the observation probabilities from the training database as frequencies of appearance, as follows: (13) If represents an empty cell (no training vector is quantized in that cell), an insufficient training threshold is assigned to . This scheme implicitly involves the use of a discrete HMM in the FBMMSE estimation. It would also be possible to model these observation probabilities by probability density functions (the HMM model would be continuous and the second SVQ process would be unnecessary), by which a suitable parametric form would be selected for the corresponding pdf's. However, for the sake of simplicity, the discrete version has been selected.
• Finally, when neither an SVQ vector nor a VQ replica is available at time , a degenerated VQ quantization with 0 bits is assumed. Thus, all the original SVQ centroids correspond to only one VQ centroid, the overall mean feature vector, and the observation probabilities are assigned as if
is not an empty cell if is an empty cell (14) where is a very small real number. In this case the forward-backward algorithm mainly progresses guided by the transition probabilities as if the observation probabilities were not used. Table II shows the word accuracies obtained with the proposed mitigation techniques for several codebook sizes and . Since the ETSI-DSR standard mitigation is a rather low baseline, results obtained using more advanced mitigation methods, such as data-source modelling [10] and MAP estimation [11] , are also shown in Table II for comparison. The best results correspond, as expected, to the FBMMSE (FB) technique, which obtains excellent results even with codebook sizes as low as 4 and 16 (2 and 4 bits, respectively).
It can be argued that comparing FEC and non-FEC schemes is fundamentally unfair, since in FEC schemes the bandwidth is always greater. However, it must be noted that FEC codes as small as 2 or 4 bits can be introduced without any bandwidth increase in the DSR payload format for IP channels, as is discussed in Section VII. Larger FEC codes would indeed require a bandwidth increase, but this will be still a very limited one, while a significant improvement in performance is achieved.
The differences between direct VQ application (VQ) and FB-MMSE tend to diminish as the codebook size is increased. This fact is more noticeable for very bad channel conditions, under which VQ may even outperform FBMMSE; this is the consequence of having very long gaps (without replicas) in the middle of the bursts. In these cases, FBMMSE is only guided by the transition probabilities , while the raw VQ technique becomes the Aurora mitigation algorithm. Under these conditions, vector repetition is better than FBMMSE with no channel information.
VI. WEIGHTED VITERBI RECOGNITION WITH VQ REPLICAS
The previous technique shows how, with very short FEC codes, recognition robustness can be improved with the help of a model of the speech source. This model allows us to obtain better estimations for the lost vectors than the naive replacement by VQ replicas. An alternative approach to palliate the effect of lost frames consists of treating those losses at the recognition stage. When losses are treated at the recognition stage, the speech source model present within the recognizer can be exploited. Weighted Viterbi Recognition (WVR) [27] is based on a modification of the Viterbi Algorithm (VA) whereby the confidence in the decoded feature can be taken into account. The inclusion in the recognizer of reliability values which represent our confidence in a decoded feature is particularly attractive since it would then be possible to inform the recognizer that we have some information about lost frames (the VQ replicas), but that our confidence in them is lower, as they have been degraded by a strong quantization process.
The basic idea of WVR is to incorporate a time-varying reliability in the VA, obtaining the following state metrics update equation [28] : (15) where is the maximum likelihood of observing the feature vector in state at time instant . Note that, unlike in the previous section, and correspond to the transition and the observation probabilities of the recognition model, respectively. Such weighting has the advantage of becoming a simple multiplication in the logarithmic domain often used for scaling purposes. When a feature vector is reliable, is set to 1 and (15) becomes the original state metrics of the VA update equation. On the other hand, when a feature vector is unreliable, is set to 0. In such a case, the output probability becomes 1 for every state and the feature vector has no influence on the selection of the best path.
A. WVR Applied to Lossy Packet Channels
In lossy packet channels, feature vectors can be considered as reliable or unreliable depending on whether they have been received or lost. Thus, state metrics are continuously updated by virtue of the state transition probability matrix and, unlike the simple concatenation of the vectors received, the timing information of the observation sequence is conserved. However, when bursts are short, reconstruction based on the nearest vector received achieves better results, due to the high short-term correlation of the speech signal. Fig. 7 shows the results obtained by the standard mitigation technique (AURORA) and by WVR with binary confidence, under the conditions described in Section II. As can be seen, WVR with binary confidence gives better results than AURORA mitigation, except for condition 2, when bursts are short (and the loss ratio is high enough for differences to be apparent), where AURORA performs better.
Some authors [12] , [13] have reported that this scheme can be refined by using time-varying continuous reliability ( ) along with a reconstruction technique for lost vectors. In these papers, the Aurora mitigation technique is applied and a reliability value is independently assigned to each repeated feature. In order to do so, the hypothesis of a diagonal covariance matrix is assumed, and the overall weighted probability can be computed as (16) where is the number of mixture components, is the mixture weight and represents a univariate Gaussian distribution function for the feature with mean and variance . An important hurdle to be overcome in WVR with continuous reliability is, indeed, how to determine the reliability function. It is clear that it is beneficial to decrease the weighting factor as the feature is consecutively repeated, since the speech signal may have evolved to another sound and the repetition of the received features is no longer valid. However, the problem is how to measure this variation. An empirically good estimate of the reliability function is based on the normalized autocorrelation of each feature, , and is defined as [12] (17)
where and are, respectively, the time instants of the last and first vectors received before and after the burst, and
However, the normalized autocorrelation function cannot give coherent reliability values when VQ replicas are used. This is why in the present paper the normalized autocorrelation function has been generalized to the normalized cross-covariance between the original lost feature, , and its estimate, , defined as (20) where is the feature variance and is the cross-covariance between and , defined as (21) where and . When a reconstruction method is defined and temporal independence is assumed, the normalized cross-covariance can be pre-estimated using the training database. As an example, if the estimation method for a feature, , is the repetition of the feature at another time instant, that is, , it can be derived that the normalized cross-covariance is a function of the delay , obtained as (22) When the overall variations of a feature are small in comparison with its mean value, the autocorrelation function normally gives high reliability values (this is particularly true for the Log-energy coefficient). This dependency on the mean of the feature can be avoided by the normalized covariance, as shown in (22) . Fig. 7 also shows the performance obtained by WVR with normalized covariance. It outperforms AURORA in every condition and significantly improves the results obtained by WVR with binary confidence.
B. Reliability of VQ Replicas
Once some lost vectors are recovered through VQ replicas from FEC codes, vectors that are definitively lost are replaced by the nearest vector received (either an SVQ vector or a VQ replica). With this recovery scheme, the reconstructed burst is composed of VQ replicas and repetitions of VQ replicas and SVQ vectors. The reliabilities for all those features can be obtained as particular cases of (20) , as follows:
• When SVQ features are repeated, their reliabilities are obtained as in (22): (23) • Otherwise, the recovered feature is a repetition of the VQ replica at time instant or the replica itself , that is Fig. 8 . Example of the reliability evolution of MFCC (1) with time when VQ replicas (R) are used within a burst (starting at S and ending at E ). (24) therefore, (25) where represents vector quantization. Thus, finally, the estimate of the reliability function can be defined as when when (26) Since the cross-covariance decays relatively quickly, only the normalized cross-covariances for a few values must be precalculated and stored, while the remaining ones can be assumed to be zero.
As a result of this scheme, a reliability evolution similar to that of the example depicted in Fig. 8 would be obtained. As can be seen, reliability decreases as the last received vector is further away. Prior to the appearance of a VQ replica, repetitions of it are used and reliability recovers, reaching a maximum at the replica itself. Depending on the quantization, this peak will be more or less close to one.
Finally, it is possible that replacing a lost vector by a copy of the nearest SVQ would be better than using a copy of a VQ replica or even the VQ replica itself. This is particularly true when replicas are strongly quantized and are used close to the beginning or the end of a burst. At these points, given the high short-term correlation of the speech signal, the repetition of the features received could be more reliable than their replacement by a replica. Since an estimate of the reliability for each one is available, the most reliable recovery method can be selected for each lost feature. Thus
• if the substitution of a lost feature with the nearest SVQ feature received gives a higher reliability value than does the repetition of a VQ replica or substitution with the replica itself, SVQ repetition will be applied; • otherwise, the repetition of the nearest VQ replica (or the replica itself, if available) will be used. As a result of this recovery scheme, the reliability is maximized: (27) Table III shows the word accuracy obtained by this technique for different codebook sizes and channel conditions in comparison with the WVR scheme with normalized covariance but without using replicas. As can be seen, even with the very poor information offered by a replica encoded with only 2 bits (four centroids), significant improvement is achieved (around 2.5% of WAcc for condition 5). Better results can be obtained with only a 4 bit (16 centroids) codebook, where word accuracy can be improved from 73.84% to 80.06% in condition 5. Fig. 7 also shows the performance obtained by this codebook in comparison with the other techniques described above. Finally, as is to be expected, better results are obtained by increasing the codebook size.
VII. PAYLOAD FORMAT AND IMPLEMENTATION
It has been shown that even with very few FEC bits, the proposed techniques are very effective in mitigating the effect of packet losses in a DSR architecture. In this section, we propose several alternatives for the introduction of the required FEC bits into the DSR payload. According to the recommendations of [5] , regarding the payload format for the DSR standard, packets are aligned into words of 8 bits as shown in Fig. 9 . This alignment is required by the IP routers in order to facilitate an easy access to headers. As a result, a padding of 4 bits is required at the end of the DSR payload. Initially, these bits are free. This suggests several ways by which the FEC information required to apply the proposed mitigation methods can be included:
• these four free bits can be used to introduce two VQ replicas quantized with a 4-center codebook (2 bits/replica). In this case, the replicas are coarsely quantized and, as we can see in Tables II and III , it would be necessary to apply the enhanced error mitigation techniques introduced in this work in order to improve the Aurora results; • assuming that the 16 bit checksum of the User Datagram Protocol (UDP) [29] , along with the codes usually applied at the physical layer and the coherency test performed at the back end, is sufficient to ensure data integrity, the system performance would be meaningfully improved if we could reuse the 4 bits devoted to the CRC code of the payload to introduce more FEC bits. In this case the replicas would be quantized with a 16-centre codebook (4 bits/replica) and better results could be obtained; • finally, any other increase in the FEC code size would require us to include a new 8-bit word in the packet. Using the bits devoted to padding and CRC, two VQ replicas of 8 bits (256 centres) could be applied. In this case, a meaningful increase in performance could be achieved.
VIII. CONCLUSION
In this work, we explore the application of FEC codes in order to improve speech recognition robustness against packet losses. As a sender-driven repair technique, the participation of the sender is required. Although receiver-based concealment improves robustness without assistance from the sender, senderdriven and receiver-based repair are complementary techniques and applications should use both methods to achieve the best performance.
We have focused on media-specific FEC codes. The most important factor which degrades recognition accuracy seems to be burst length. In fact, if only very short bursts appear, a 50% loss ratio could be reached with no reduction in recognition accuracy. For this reason, we have developed a media-specific FEC scheme seeking to split the bursts into shorter ones. In this scheme, feature vectors corresponding to previous and subsequent frames (called replicas) are vector quantized and sent in the current packet.
As a result of this scheme, recognition performance can be significantly improved. However, when replicas are strongly quantized in order to minimize the additional bit-rate required, the redundant information sent in each packet is highly degraded. Under these conditions, FEC codes may even prejudice the recognition process if no additional post-processing is applied. Part of the success of the proposed FEC strategy depends on the mitigation algorithm which deals with the degraded replicas at the decoder. In this paper we have introduced and modified two techniques to be used along with VQ replicas, namely HMM-based MMSE estimation and Weighted Viterbi Recognition, that succeed in exploiting the information contained in the codes even when this information is minimal.
In HMM-based MMSE estimation with VQ replicas, a speech source model is used to enhance the information contained in the replicas. In this work we have extended the formulation previously proposed for wireless channels [24] in order to include any type of bursty distortion. While in wireless channels distortion is due to bit errors, when VQ replicas are used, distortion is caused by the strong quantization process. As a result, this technique improves the estimates for lost vectors.
In the case of weighted Viterbi recognition, a reliability function based on the normalized cross covariance is proposed as a confidence estimate. This reliability function can offer a confidence estimate for a recovered lost feature given the reconstruction method, including those based on VQ replicas. Thus, the recognizer can be informed that we have some information about lost frames, the VQ replicas, but that our confidence in them is lower, as they have been degraded by a strong quantization process.
Both methods can significantly improve recognition accuracy, even when coarsely quantized replicas are used. For example, it is possible to use the four free bits available at the end of the DSR payload (padding bits) to transmit two VQ replicas of two bits. At this point, no additional bandwidth is required. In the worst channel condition, recognition performance can be improved from 59.63% to 66.45% or 76.36% using HMMbased MMSE estimation or Weighted Viterbi Recognition, both with VQ replicas, respectively. More impressive results would be obtained if the CRC bits along with the padding bits could be reused to transmit two VQ replicas of four bits. Without any additional bandwidth, recognition performance can reach 72.12% or 80.06% word accuracy using HMM-based MMSE estimation or WVR, both with VQ replicas, respectively. As has been shown, WVR obtains better results than does HMM-based MMSE estimation, but WVR is limited to speech recognition tasks while HMM-based MMSE estimation could be directly extended to speech transmission. Also, in WVR it is assumed that the speech recognition engine is based on a VA algorithm.
