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From organism to population: the role of life-history theory 
R. M. SIBLY 
Department of Pure and Applied Zoology, 
University of Reading, Whiteknights, P.O. Box 228, Reading RG6 2AJ, UK 
The role of life-history theory in population and evolutionary analyses is outlined. In both 
cases general life histories can be analysed, but simpler life histories need fewer parameters for 
their description. The simplest case, of semelparous (breed-once-then-die) organisms, needs 
only three parameters: somatic growth rate, mortality rate and fecundity. This case is analysed 
in detail. If fecundity is fixed, population growth rate can be calculated direct from mortality 
rate and somatic growth rate, and isoclines on which population growth rate is constant can be 
drawn in a "state space" with axes for mortality rate and somatic growth rate. In this space 
density-dependence is likely to result in a population trajectory from low density, when 
mortality rate is low and somatic growth rate is high and the population increases (positive 
population growth rate) to high density, after which the process reverses to return to low 
density. Possible effects of pollution on this system are discussed. The state-space approach 
allows direct population analysis of the twin effects of pollution and density on population 
growth rate. 
Evolutionary analysis uses related methods to identify likely evolutionary outcomes when an 
organism's genetic options are subject to trade-offs. The trade-off considered here is between 
somatic growth rate and mortality rate. Such a trade-off could arise because of an energy 
allocation trade-off if resources spent on personal defence (reducing mortality rate) are not 
available for somatic growth rate. The evolutionary implications of pollution acting on such a 
trade-off are outlined. 
Introduction 
Pollution is just one of many environmental factors affecting organisms, and although 
toxicology gives us a good understanding of effects on individuals, it is hard to get an overview 
of pollution's effects on populations, let alone on communities. Here I use simple life-history 
models to sharpen our understanding of the linkage between individuals and populations. The 
first half of this article considers effects on population dynamics and the second half considers 
possible evolutionary changes. 
Since pollution affects the resources available to organisms and may affect the way they are 
used within the organism, early population analyses considered the links between physiological 
requirements and ecological distribution and abundance (Liebig 1840; Shelford 1911), 
effectively mapping out an n-dimensional ecological niche (Hutchinson 1957). A fruitful line 
of attack on the problem derives from the concept of "scope for growth" (SfG), defined as the 
difference between energy intake and total metabolic losses (Warren & Davis 1967; Widdows 
& Donkin 1992; Willows in this volume). When SfG is zero or negative there can be no growth 
and reproduction so that although conditions may not be immediately lethal they will limit 
distribution. On the other hand if growth and reproduction can occur then scope for growth is 
positive and should correlate positively with abundance. 
These analyses do not, however, consider the energy implications of personal defence. 
Clearly, mortality rate can in principle be reduced by detoxification processes, but these may 
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have consequences for the energy budget. Some implications for population processes have 
been considered by Calow & Sibly (1990) who point out that the success of SfG as an indicator 
of population abundance depends critically on the relationship between maintenance 
expenditure and survivorship. They note, however, that their analysis does not take into 
account population effects that occur through interactions between individuals (competition, 
predation, food availability). Here I fill this gap to some extent by including density effects. In 
the classical theory of population dynamics, knowledge of population density and its effects is 
the key to understanding population processes (e.g. Begon & Mortimer 1986), so if we want to 
know about the population effects of pollution we need to understand how pollution affects 
these density relationships. To this end the first half of this article lays out a framework within 
which to consider the twin effects of density and pollution on population processes. 
Density-dependent population processes occur over a time-scale of generations, but over a 
longer time-scale evolutionary changes become important. While episodic pollution may have 
no long-term evolutionary effects, chronic pollution may, and even if important new mutations 
do not arise in particular polluted environments there may nevertheless be selection for some 
alleles rather than others within the existing gene pool, as probably occurred in the case of 
industrial melanism (e.g. Futuyama 1986). The second half of this article is therefore devoted 
to analysing likely evolutionary effects on populations in polluted environments. While density 
can be ignored on this longer time-scale, the mathematical framework for the evolutionary 
analysis turns out to be directly analogous to that deployed in population analysis. The 
analogies between the two types of analysis arise because the life history is the focal point of 
each, and in consequence life-history theory has a pivotal role in linking the levels between 
effects on organisms and effects on populations. 
The origins of evolutionary life-history theory lie in Fisher's (1930) book, and its modern 
development owes much to the work of MacArthur (e.g. 1962) and his students (e.g. Schaffer 
1974). It has now achieved a degree of maturity (see e.g. Roff 1992; Sibly & Antonovics 1992; 
Stearns 1992). A central concept is the "trade-off, limiting what an organism can do; an 
example referred to above is the trade-off between defence and growth and reproduction. The 
evolutionary implications of this trade-off have been considered in the context of stress 
resistance by Sibly & Calow (1989) and Hoffmann & Parsons (1991). 
Population analysis 
A central challenge in ecotoxicology is that laboratory experiments on toxic effects on 
organisms are usefully accomplished in a time-scale of hours or days, but the population 
effects in the field can only be discovered in a time-scale of generations. Although it is often 
clear from physiological measures such as instantaneous rates of feeding, respiration, or SfG, 
that the laboratory effects must have implications for populations, it is often not easy to 
discover exactly what those effects are. The difficulties arise because pollution is just one of a 
number of physico-chemical factors affecting populations (others are temperature, salinity and 
so on) and there are also biotic factors to be considered, such as the availability of food, and the 
distributions of predators and competitors. Many of these biotic factors act through population 
density so that population density has a key role in population processes (Sinclair 1989). I am 
therefore going to focus here on life-history methods for exploring the joint effect of two 
factors, pollution and density, on population dynamics, but it should be remembered that they 
are just single examples of physico-chemical and biotic factors respectively. I shall begin by 
considering how pollution and population density affect organisms, in particular how they affect 
growth, reproduction and mortality; later I show how life-history theory allows calculation of 
population growth rates from a knowledge of individual growth, reproduction and mortality 
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Figure 1. Overview of population analysis. Life history characteristics are shown in the middle row. The 
way mortality is affected by density is illustrated in Fig. 3. The joint effects of growth and mortality on 
population growth are shown in Fig. 5. 
rates (Fig. 1). The methods developed then allow direct analysis of how pollution and density 
jointly affect population growth. Of course studies of the effects of pollutants on population 
growth rate (sometimes called intrinsic rate of natural increase) have been carried out before 
(Marshall 1978; Daniels & Allan 1981; Allan & Daniels 1982; Gentile et al. 1982; Van 
Leeuwen et al. 1985 and 1987; Coniglio & Baudo 1989, and see Caswell 1989, p. 139) but 
these have not taken account of the effects of population density. 
The effects of pollution on somatic growth rate have been thoroughly studied, for example 
by measuring SfG in Mytilus (Widdows & Donkin 1992; Willows, this volume), Gammarus 
(Maltby et al. 1990) and fish (Crossland 1988). The effects of pollution on mortality are the 
core of toxicological research. 
Population density may in general affect growth and reproduction because the more animals 
there are competing for a fixed supply of food or breeding sites, the fewer are able to succeed. 
For example, in fish it is generally considered that high density leads to competition and lack 
of food, which causes slow growth (Sinclair 1989). 
Effects of population density on mortality rate are central to population ecology and have 
been well reviewed by Sinclair (1989). Unfortunately less has been achieved in aquatic than in 
terrestrial ecosystems, and Sinclair wrote variously that "Aquatic species are difficult subjects 
for the detection of density dependence . . .", "Causes of density-dependent mortality in fish 
stocks are so little known that they have not been included . . ." and ". . . our knowledge of 
regulation in marine and aquatic life cycles is also minimal". There is however a notable 
exception to this, mentioned by Sinclair, in the 25-year study of sea-trout by Elliott (1993a, 
1994). By electric fishing at fixed times of the year, population density was established at 
various points in the life history, as shown in Figure 2. Using "key-factor analysis", k-values 
were calculated from the formula: ki = loge Ri-1/Ri; the k-values are measures of mortality. 
Indeed the instantaneous per capita mortality rate in each life-history phase is obtained from ki 
simply by dividing by the time period τi over which the mortality operates. If the time periods 
are all unity, then ki is the same as mortality rate. If they vary, as here, then mortality rate 
(designated μi) is given by 
(1) 
which relates r, the population growth rate (sometimes called intrinsic rate of natural increase) 
to fecundity, age and survivorship, defined in Figure 4. There are two points to make about this 
equation. In the first place it is a very complicated equation because r is not given as a direct 
explicit function of the other variables, but only as an implicit function. There is no doubt this 
awkwardness has held back the scientific development of population ecology. Secondly, 
although it applies to the general animal life cycle, it does not cover the several possibilities of 
vegetative reproduction variously deployed by plants; however, the method can be extended to 
cover these cases (Caswell 1989). 
The general life history depicted in Figure 4 has three times as many parameters as there are 
breeding events, and this number of parameters may in itself be an obstacle to progress. A 
significant saving is achieved if the adult phase is regular, with a fixed number of offspring 
produced at constant intervals between breeding events, and constant adult mortality rate. Then 
only five parameters are needed: fecundity, development period, interval between breeding, 
juvenile and adult mortality rates (Calow & Sibly 1990). However, in the simplest case the 
organism only breeds once and only three parameters are needed: development period, fecundity 
(2) 
Mortality rates over the various phases of the sea-trout life history are plotted against 
population density in Figure 3. In the first two phases (Fig. 3a and 3b) there is a clear positive 
relationship, but there is no relationship in the later phases of the life history. The effect of a 
positive relationship, as shown in Figure 3a and 3b, is to stabilise the population because 
higher mortality occurs at higher population density, and this reduces population density when 
it is high. Conversely, at low population density, mortality rate is relatively low and this allows 
the population to increase. 
In ways like these, pollution and density will affect the growth, reproduction and mortality 
rates of individual organisms. How do these characteristics of individuals affect the population 
growth rate? The dependence is shown by the basic equation of life-history theory, the 
Euler-Lotka equation: 
Figure 2. The life history of the sea-trout at a stream in northwest England. Population density at each age 
was measured by electric fishing and was designated S, R1; R2,.. . as shown. k1, . . . k5 represent loss-rates 
from the population at different life-stages and seasons of the year. (Based on Elliott 1993a). 
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Figure 3. Mortality rates in relation to population density for sea-trout (adapted from Elliott 1993a). 
Densities S, R1 . . . R4 are defined in Fig. 2. I have calculated μi from equation (1), using values for the 
time-periods (τi) given in Fig. 2, but it is more accurate to use year-specific τi values, as given in Elliott 
1993b. 
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Figure 4. A general animal life history showing the parameters used in the Euler-Lotka equation (eqn 
(2)). It is sometimes convenient to replace survivorship by a measure of mortality rate (see the text). 
and juvenile mortality rate. The Euler-Lotka equation then reduces to: 
and if we here define somatic growth rate as 1/(development period), equation (3) can be 
rearranged as: 
If fecundity is fixed, equation (4) is a linear equation relating mortality, somatic and population 
growth rates. It can be used to connect mortality rates and somatic growth rates that result in 
the same population growth rate: the resulting line is an "isocline" on which population growth 
rate is constant, as in Figure 5a. 
Now we have the (graphical) means with which to analyse the joint effects of pollution and 
density. Let us start with density. For a population to persist in its environment it must increase 
when at low density and decline when at high density, and over the generations the population 
will therefore trace out a trajectory of which a possible example is shown in Figure 5b. An 
example from Nisbet et al.'s (1989) mathematical model of Daphnia is shown in Figure 5c, 
constructed as follows. Nisbet et al. assumed that ingestion rate was the result of dividing the 
food supply by the number of animals in the population; thus if the food supply was constant, 
high population density resulted in low ingestion rates, and low density resulted in high 
ingestion rates. During the juvenile phase, higher ingestion rates were assumed to result in 
higher somatic growth rates, according to their equation (22). Low ingestion rates were 
assumed to result in increased mortality rates (their eqn 25). Taking out ingestion rate between 
their equations (22) and (25) we are left with the relationship between mortality rate and 
somatic growth rate depicted in Figure 5c. Note especially that low population density resulted 
in high ingestion rates, with the consequence that somatic growth rate was high and mortality 
rate was low (right-hand end of curve). 
To calculate population growth rate in a simple worked example I now assume the animals 
die after producing five offspring at first reproduction (for a review of brood size in relation to 
food availability see McCauley et al. 1990), thus the population growth isoclines of Figure 5a 
apply. Calculating population growth rate for the right-hand end of the curve in Figure 5c, as 
drawn in Figure 5d, shows that the population increases (i.e. r is +ve). Conversely, high 
population density results in population decline (i.e. r is -ve) at the left-hand end of the curve, 
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Figure 5. (a) Isoclines of population growth rate. Each line connects mortality and growth rates that result 
in a particular population growth rate, r. Fecundity is here taken to be 5. (b), Possible trajectories over 
many generations. At high densities the population declines (-ve r), at low densities it increases (+ve r). 
(c), Population trajectory calculated from the Daphnia model of Nisbet et al. 1989. Population growth 
rates can be calculated by superimposing (a) and (c) as shown in (d). Note that the population trajectory 
tends towards stability where it crosses the r = 0 isocline. 
Figure 6. (a), Pollution may affect the population trajectory of Fig. 5b via mortality (vertical arrow) or 
decreased production (horizontal arrow): if the trajectory no longer crosses the r = 0 isocline the 
population becomes extinct, (b), Ecological compensation may prevent extinction via routes indicated by 
arrows (i) and (ii), discussed in the text. 
and this occurs because high population density results in low ingestion rates, which results in 
low somatic growth rate and high mortality rate. 
Figure 5 has shown how density may affect population growth rate. What happens when the 
population is affected by pollution? Mortality-effects push the population trajectory vertically 
upwards (vertical arrow in Fig. 6a). If the trajectory no longer crosses the r = 0 isocline then r 
is always negative, so the population goes extinct. On the other hand a decrease in somatic 
growth rate (horizontal arrow in Fig. 6a) pushes the population trajectory horizontally to the 
left, and again in the case shown in Figure 6a the result is extinction. 
Of course populations affected by pollution do not inevitably go extinct and it would be 
interesting to know in terms of Figure 6 the mechanism by which extinction is avoided. The net 
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result must be that although the population trajectory is displaced, it still reaches the r = 0 
isocline. What mechanisms might bring this about? 
One possibility is that as a result of mortality stress, population densities become lower than 
they were before, leaving more food per head among the survivors so that somatic growth rates 
increase, shifting the entire population trajectory horizontally to the right (Fig. 6b, arrow i). 
Similarly, production stress (e.g. a reduction in SfG) may reduce population density. Whether 
or how ecological compensation might then occur is unclear, but perhaps the increased 
availability of food among survivors might return somatic growth rates close to their former 
values (arrow ii in Fig. 6b). 
Although the analysis has been presented particularly with chronic pollution and non-
seasonal organisms in mind, it could be developed more generally. Thus short-term pollution 
may have its effect primarily through mortality or primarily through reduced production, or it 
may affect both (Fig. 6a), and recovery of the afflicted population may be facilitated by 
density-dependent effects as in Figure 6b. Density reduces in many temperate species 
overwinter, so they start the productive season at low density (bottom right in Fig. 5); as the 
season progresses, densities increase and the populations move towards top left (Fig. 5). 
In this section we began by seeing how pollution and density affect life-history characters 
such as growth, reproduction and mortality rates, and then we used life-history theory to 
calculate the population consequences (Fig. 1). This method of analysis allowed us to 
investigate directly the twin effects of pollution and density on population growth rate, as 
shown in Figure 6. 
Evolutionary analysis 
In the section above I have outlined a method of population analysis that allows us to link the 
levels of individuals and populations. An analogous method allows consideration of the 
evolutionary effects of stress, of which pollution is one example. The analogy occurs because 
at the heart of the evolutionary analysis there is a population growth rate, but this time the 
population is not the population of organisms, but the population of a certain type of allele. 
Evolutionary analysis considers whether alleles of a certain type spread or decline, and a 
measure of their spread or decline is the growth rate of the population of those alleles. This per 
copy growth rate of an allele will be referred to as its (Darwinian) fitness (Sibly & Calow 
1986; Sibly & Antonovics 1992). In this sense the fitness of an allele is the direct analogue of 
the growth rate of a population. 
Life-history theory can again be useful, this time in linking fitness to the characteristics of 
individual copies of the allele. These characteristics depend on the characteristics of the 
organisms that carry them. It is usual to consider that new copies are created at the moment 
when syngamy (fertilisation, conception) occurs, (thus the period between meiosis and syngamy 
is ignored, and only gametes achieving syngamy are counted). The subsequent life history of the 
allele depends on its carrier. Ages of allele reproduction and survivorship are obtained directly 
from the carrier's characteristics. From Mendel's laws, the number of copies made at the time of 
reproduction will be half the number of offspring (on average) produced by the carrier. In this 
way the life-history characteristics of a particular type of allele can be calculated from the life-
history properties of its carriers (for further details see Sibly & Curnow 1993). 
Different types of allele may of course differ in their life-history effects. Some may increase 
somatic growth rates, others may reduce mortality rates. Plotting out the possible 
characteristics of different types of allele, as in Figure 7a, we arrive at a set of "genetic 
options" for the study species, and the boundary of this set represents the "trade-off curve" 
mentioned in the Introduction, which shows the trade-off to which the species is subject. Thus 
Figure 7. (a), A set of genetic options (shaded) and a trade-off curve. (b), Fitness isoclines. Note that the 
zero-fitness isocline goes through the origin. (c), Superimposing (a) and (b) allows identification of the 
evolutionary outcome as the allele achieving highest fitness. In (c) and (d) evolutionary outcomes 
(optimal strategies) are represented by the asterisk. (d), Illustrates the effects of long-term mortality and 
production stresses on evolutionary outcomes. The straight lines are zero-fitness isoclines. 
in Figure 7a some alleles, at top right, produce a fast somatic growth rate, but at a cost of a 
high mortality rate, whereas others, at bottom right, produce a lower mortality rate but at a cost 
of decreased somatic growth rate. In this way mortality rate and somatic growth rate may be 
involved in a trade-off. Of course genes only achieve such effects via physiology, and it is 
worth noting that the trade-off could stem from energy allocation, because resources spent on 
personal defence (reducing mortality rate, for example to the starred (asterisk) level in Fig. 7a) 
are not available for somatic growth rate. 
Such a trade-off could come about in many ways (shells, spines, vigilance, etc.) but here we 
are especially concerned with defences against toxins. Possible methods of defence include 
relatively impermeable exterior membranes, more frequent moults (and consequent removal of 
toxicant in shed skin), a more comprehensive immune system, and detoxification enzymes, of 
which many examples are given elsewhere in this volume. Although it is clear that such 
defences generally have energy costs (Sibly & Calow 1989; Hoffman & Parsons 1991), these 
could be small, for example in the case of inducible enzyme responses. Even here, however, 
there must be a cost, as amino acids are required at every stage of the genetic response and all 
genetic mechanisms involve overheads (molecular checking, DNA turnover, and disposal of 
waste). There is strong circumstantial evidence that defence is relatively costly and sometimes 
has a genetic basis. From an extensive review Hoffman & Parsons (1991) conclude that 
increased resistance to specific chemical stresses such as herbicides, pesticides and heavy 
metals is often associated with lower fitness in optimal conditions and, in plants, it is generally 
the case that tolerant strains, while more successful in polluted sites, are outcompeted in 
unpolluted sites (Baker 1987). One suggestion is that the tolerant strains grow more slowly 
than susceptible strains in unpolluted sites because they allocate energy to defence which 
otherwise, as in the susceptible strains, could be used for somatic growth (Ernst 1976). 
The evolutionary implications of such trade-offs are a major theme of life-history theory 
(Roff 1992; Sibly & Antonovics 1992; Stearns 1992). Briefly, the fitness of each type of allele 
can be calculated as described above and so, on a plot of mortality versus somatic growth rates, 
lines can be drawn connecting alleles which have the same fitness (Fig. 7b). These "fitness 
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isoclines" are exact analogues of the population growth isoclines plotted in Figure 5, and both 
types of isocline are given by essentially the same equation (eqn (4)). Figure 7b shows that 
alleles conferring low mortality and high somatic growth rate are favoured (and will spread) 
because their Darwinian fitnesses are relatively high, whereas those producing high mortality 
and low somatic growth rate are selected against. Superimposing Figures 7a and 7b allows 
ready identification of the likely outcome of the evolutionary process, as the allele achieving 
highest fitness (Fig. 7c). Since evolution acts on a much longer time-scale than population 
ecology, density effects are ignored here and it is simply assumed that, if an allele persists in a 
population, in the long run its rate of increase is 0 (Sibly & Calow 1987). It turns out that the 
zero-fitness isocline passes through the origin of mortality rate/somatic growth rate space 
(Fig. 7). 
The evolutionary implications of stress acting on such a trade-off have been considered by 
Sibly & Calow (1989). Suppose for simplicity that stress affects the position but not the shape 
of the trade-off curve. Mortality stress shifts the trade-off curve vertically upwards whereas a 
stress reducing somatic growth rate shifts the trade-off curve horizontally to the left (Fig. 7d). 
Inspection of the evolutionary outcomes shows that less is spent on defence in both mortality-
and production-stressed populations. 
At first sight this may appear paradoxical, and it should be emphasised that it only applies if 
the shape of the trade-off curve remains unchanged when its position is shifted. If certain 
changes in shape are allowed, predictions can be reversed. 
Because of the rigorous links between trade-off shapes and evolutionary outcomes it is to be 
hoped that evolutionary analyses may in the future play a useful part in understanding the 
genetic components of stress responses, where these are found to exist. 
Discussion 
Both the population and the evolutionary analyses outlined here represent the state of a 
population in a "state space" with axes representing mortality rate and somatic growth rate, 
and both analyses considered possible effects of pollutants on the population's state, the 
obvious simple possibilities being vertical and horizontal shifts increasing mortality or 
decreasing growth. While few detailed data are available, an indication of the possible 
effects of pollution on mortality rate and somatic growth rate can be obtained by considering 
how pollution affects an individual's "health status" and physiological condition (Lloyd 
1972; Depledge et al, 1993). As pollution increases, organisms are progressively unable to 
maintain homeostasis ("stressed"), unable to compensate ("diseased") and eventually suffer 
irreversible non-compensation and death. Since efforts to maintain homeostasis and 
compensate for environmental insult are energetically expensive, somatic growth is 
impaired, but at the same time the loss of health and onset of "disease" have mortality 
implications. According to this view, then, increasing pollution leads to a simultaneous loss 
of production and increase in mortality, so that the population's state moves diagonally 
towards top left in Figures 6 and 7d. 
Although the analysis has been presented for a semelparous life history in terms of three 
parameters (juvenile mortality rate, somatic growth rate and fecundity) it could be developed 
for the general life history of Figure 4 if density and pollution only affect juveniles. It is then 
necessary to replace fecundity in equation (4) by reproductive value at maturity, as can be 
shown from the Euler-Lotka equation (2). The effect of this on the population growth isoclines 
of Figure 5 is to lower the slope of the higher r isoclines. If adults as well as juveniles are 
affected by pollution and density then a multidimensional approach is inevitable (see Caswell 
1989 and Brown et al. 1993 for examples). 
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