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Sommaire
On présente dans ce mémoire la mesure de la statistique de photons des
fluctuations électromagnétiques micro-ondes d’une jonction tunnel placée à ultra-
basse température. En particulier, on déduit cettedite statistique enmesurant les
cumulants des fluctuations de courant générées par une jonction tunnel polarisée
en courant continu et photoexcitée par un signal haute fréquence. On utilise un
amplificateur paramétrique Josephson en tant que premier maillon de la chaîne
d’amplification en raison de son bruit près de la limite quantique. On développe
aussi un modèle pour tenir compte de sa saturation, celle-ci étant apparente
à des puissances de signal incident très faibles. C’est, à ma connaissance, la
première fois qu’un tel amplificateur est utilisé pour étudier la physique au sein
du bruit émis par un conducteur mésoscopique.
Les résultats mettent en évidence l’apparition d’un excès dans le quatrième
cumulant lorsque la photoexcitation s’effectue au double de la fréquence de
mesure. Un développement mathématique simple nous permet d’associer cet
excès à la statistique de photons, sous la forme d’une augmentation – à nombre
de photons fixe – de la variance du nombre moyen de photons contenus dans le
signal. C’est en fait une signature de l’émission de paires de photons corrélés
par la jonction tunnel photoexcitée.
Ces résultats font le pont entre ceux obtenus précédemment par notre groupe
de recherche quant aux cumulants d’ordre supérieur du bruit et ceux associés aux
parallèles entre l’optique quantique et les fluctuations de courant des dispositifs
mésoscopiques. [Gasse et al. PRL 111, 136601 (2013) ; Forgues et al. Scientific
Reports 3, 2869 (2013) ; Forgues et al. PRL 113, 043602 (2014)] Ils dressent
un portait intéressant du bruit photoexcité en termes normalement associés à
l’optique quantique.
iii
Remerciements
D’abord, j’aimerais remercier le professeur Bertrand Reulet pour toutes les op-
portunités qu’il m’a offertes. Mes stages au sein son groupe de recherche ont été des
expériences uniques et formatrices, et ma maîtrise fut simplement emballante. Bertrand
est un de ces chercheurs qui prend le temps de prendre le temps pour ses élèves et qui
sait gérer son niveau de supervision pour bien encadrer un projet sans que l’élève ne se
sente accessoire. Je suis privilégié de travailler sous sa direction.
Je remercie aussi Stéphane Virally qui m’a épaulé dans les mesures et l’analyse, en
plus de me donner ses commentaires sur le présent mémoire. Je dois de plus souligner
le travail important que Christian Lupien effectue au sein de notre laboratoire ; sans
lui, on ne saurait pas pourquoi rien ne marche du premier coup et je serais encore en
train d’ajuster le paramp ! Je remercie aussi mes compatriotes de bureau, Jean-Charles
Forgues, Édouard Pinsolle et Marc Leclair, pour le support, l’aide et les discussions.
Merci aussi à tous les autres membres de notre grand groupe 1, c’est grâce à l’ensemble
d’entre vous s’il y a une ambiance amicale et motivante au laboratoire. Salutations
particulières à mon amie Fatou, qui m’a appris à cuisiner la sauce guinard burhonk
comme une vrai mère sénégalaise ! Ba beneen yoon sama xarit ! Je veux aussi remercier
mes amis – du Bac et d’ailleurs – pour les bons moments qui permettent de mettre
le stress de l’école de côté. Merci aussi à mes parents, qui m’ont transmis le goût de
comprendre les choses, m’ont toujours supporté et m’ont motivé dans mes études.
Finalement, un énorme merci à mon amoureuse, Audrey-Ann, qui réussit à endurer
un physicien distrait avec une bulle à l’épreuve des balles depuis près de dix ans. Ce
mémoire t’est dédié, tu l’as mérité, je t’aime !
1. Sam Bateau, Sam Houle, Karl, Gasse, Keyan, Anthoni, Jonathan, Fatou, Kevin et un
million de stagiaires.
iv
Table des matières
Sommaire iii
1 Introduction 1
1.1 Bruit, méso, optique. . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Problématique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Aspects théoriques 5
2.1 Le bruit de grenaille . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1 Densité spectrale de bruit . . . . . . . . . . . . . . . . . . . 6
2.1.2 Jonction tunnel polarisée en tension continue . . . . . . . . 7
2.1.3 Jonction tunnel photoexcitée . . . . . . . . . . . . . . . . . . 9
2.2 Cumulants versus moments . . . . . . . . . . . . . . . . . . . . . . 11
2.2.1 Moments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2 Cumulants . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.3 Relations entre moments et cumulants . . . . . . . . . . . 14
2.3 Amplification et limites . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.1 Amplification préservant la phase . . . . . . . . . . . . . . 15
2.3.2 Amplification sensible à la phase . . . . . . . . . . . . . . . 23
2.3.3 Chaîne d’amplification . . . . . . . . . . . . . . . . . . . . . 25
2.4 Mesure primordiale . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.1 Opérateurs d’échelle . . . . . . . . . . . . . . . . . . . . . . 30
2.5 Statistiques du signal et de photons . . . . . . . . . . . . . . . . . 33
2.5.1 Mesure de quadrature . . . . . . . . . . . . . . . . . . . . . 33
2.5.2 Moments de Xˆ . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.5.3 Cumulants de Xˆ . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.5.4 Statistique de photons . . . . . . . . . . . . . . . . . . . . . 38
3 Aspects expérimentaux 40
3.1 Schémas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
v
Remerciements vi
3.1.1 Schéma conceptuel . . . . . . . . . . . . . . . . . . . . . . . 40
3.1.2 Schéma expérimental . . . . . . . . . . . . . . . . . . . . . . 42
3.2 Description des appareils . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2.1 Coupleur directionnel . . . . . . . . . . . . . . . . . . . . . . 44
3.2.2 Circulateur . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.3 Mélangeur IQ . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2.4 Carte d’acquisition . . . . . . . . . . . . . . . . . . . . . . . 47
3.2.5 Analyseur vectoriel . . . . . . . . . . . . . . . . . . . . . . . 47
3.2.6 Amplificateur paramétrique Josephson . . . . . . . . . . . 48
3.3 Amplificateur paramétrique Josephson . . . . . . . . . . . . . . . . 50
3.3.1 Dispositif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.3.2 Ajustement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.3.3 Limites du paramp . . . . . . . . . . . . . . . . . . . . . . . 54
3.3.4 Modèle de saturation . . . . . . . . . . . . . . . . . . . . . . 57
3.3.5 Impact sur les cumulants mesurés . . . . . . . . . . . . . . 58
3.3.6 Ajustements et désaturation . . . . . . . . . . . . . . . . . . 59
3.4 Protocole expérimental . . . . . . . . . . . . . . . . . . . . . . . . . 61
4 Résultats et analyse 63
4.1 Calibration de la saturation . . . . . . . . . . . . . . . . . . . . . . 63
4.1.1 Calibration via les données sans photoexcitation . . . . . . 63
4.1.2 Extrapolation aux données avec photoexcitation à 11.4 GHz 68
4.2 Cumulants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.2.1 Cumulants mesurés . . . . . . . . . . . . . . . . . . . . . . . 68
4.2.2 Cumulants intrinsèques . . . . . . . . . . . . . . . . . . . . 69
4.3 Statistique de photons . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3.1 Variance du nombre de photons . . . . . . . . . . . . . . . . 75
4.3.2 Facteur de Fano . . . . . . . . . . . . . . . . . . . . . . . . . 78
5 Conclusion 81
A Scripts 83
A.1 Scripts utilisés pour l’acquisition des données . . . . . . . . . . . . 83
A.1.1 batch_C4_C2.py . . . . . . . . . . . . . . . . . . . . . . . . . 83
A.1.2 Paramp_45_deg.py . . . . . . . . . . . . . . . . . . . . . . . 85
A.1.3 maxfit.py . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
A.1.4 Code provenant de jos.py . . . . . . . . . . . . . . . . . . . . 90
A.2 Scripts utilisés pour l’analyse . . . . . . . . . . . . . . . . . . . . . 91
A.2.1 Paramp_Saturation_Model_FINAL.py . . . . . . . . . . . . 91
Remerciements vii
A.2.2 nlfits.py . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
B Fiche technique du paramp 95
C Article : Discrete photon statistics from continuous microwave
measurements 97
Bibliographie 103
Liste des figures
2.1 Bruit de grenaille d’une jonction tunnel, selon (2.12). . . . . . . . 8
2.2 Schéma conceptuel de l’amplification préservant la phase. . . . . 17
2.3 Modèle d’amplification naïf. . . . . . . . . . . . . . . . . . . . . . . 19
2.4 Modèle d’amplification avec mode additionnel à l’entrée. . . . . . 22
2.5 Prémices d’un amplificateur sensible à la phase. . . . . . . . . . . 24
2.6 Amplificateur sensible à la phase. . . . . . . . . . . . . . . . . . . . 25
2.7 Modélisation d’un amplificateur réel. . . . . . . . . . . . . . . . . . 25
2.8 (a) Représentation schématique d’une chaîne d’amplification et (b)
amplificateur unique équivalent. . . . . . . . . . . . . . . . . . . . 26
2.9 Représentation imagée de l’amplification en chaîne. . . . . . . . . 28
2.10 Schéma conceptuel de la mesure . . . . . . . . . . . . . . . . . . . 29
3.1 Schéma conceptuel du montage. . . . . . . . . . . . . . . . . . . . . 41
3.2 Montage expérimental utilisé en pratique pour l’acquisition des
données. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3 Schéma d’un coupleur directionnel. . . . . . . . . . . . . . . . . . 44
3.4 Schéma d’un circulateur. . . . . . . . . . . . . . . . . . . . . . . . . 45
3.5 Schéma d’un mélangeur IQ. . . . . . . . . . . . . . . . . . . . . . . 46
3.6 Schéma de l’analyseur vectoriel. . . . . . . . . . . . . . . . . . . . . 48
3.7 Schéma d’un amplificateur paramétrique Josephson. . . . . . . . 49
3.8 Photographie d’un paramp similaire à celui utilisé. . . . . . . . . 50
3.9 Phase en réflexion du paramp dans le cas sans pompe. . . . . . . 51
3.10 Exemple d’ajustement du paramp. . . . . . . . . . . . . . . . . . . 53
3.11 Observation de la saturation dans le spectre en sortie du paramp. 54
3.12 Profils de gain du paramp pour différentes puissances de pompe. 55
3.13 Exemple de l’effet de la saturation sur des mesures de bruit de
grenaille. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.14 Schéma conceptuel du modèle de saturation. . . . . . . . . . . . . 57
viii
Remerciements ix
4.1 Régression du modèle de saturation sur des données de bruit de
grenaille. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.2 Régression du modèle de saturation, en 3D. . . . . . . . . . . . . . 65
4.3 C4m en fonction de C2m : photoexcitation à fac = 11 .4GHz et
modèle de saturation. . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.4 C4m en fonction de C2m pour toutes les configurations expérimen-
tales étudiées. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.5 Cumulants intrinsèques : C4 en fonction de C2. . . . . . . . . . . . 70
4.6 C4 en fonction de C2 et VDC, en 3D. . . . . . . . . . . . . . . . . . . 71
4.7 C2 et C4 en fonction de VDC pour différents Pac. . . . . . . . . . . . 72
4.8 Liens entre le C4 maximal, C2 ainsi que les paramètres VDC et Pac. 73
4.9 Compression d’état au sein du bruit de grenaille. . . . . . . . . . . 75
4.10 Variance en fonction du nombre de photons dans le signal. . . . . 76
4.11 Facteur de Fano en fonction du nombre de photons. . . . . . . . . 78
4.12 Facteur de Fano en fonction du nombre de photons, en 3D. . . . . 79
Chapitre 1
Introduction
1.1 Bruit, méso, optique.
En physique, le bruit est traditionnellement considéré comme une nuisance.
L’expérimentateur tente fréquemment de s’émanciper de celui-ci en utilisant
des techniques de mesure le minimisant, ou en développant des appareils plus
performants. Ces efforts sont tout à fait justifiés, puisque les fluctuations pol-
luent les mesures avec une contribution difficile à séparer du signal d’intérêt.
L’information contenue dans une mesure est ainsi atténuée par la présence de
bruit, jusqu’à être complètement noyée si celui-ci est trop grand.
Il n’est donc pas étonnant que le bruit soit souvent considéré comme un
problème, un artefact, un obstacle aux découvertes. L’aversion du bruit est telle
que, dans le domaine de la physique, le dictionnaire d’Antidote le définit comme
une « Perturbation indésirable qui se superpose au signal utile porteur d’infor-
mation. ». Cette connotation péjorative est si forte qu’elle s’étend même en dehors
de la Science, le même dictionnaire définissant le bruit de manière générale
comme une « Information indésirable, redondante ou non pertinente. ».[1] Or,
aussi indésirable semble-t-il, et peu importe les efforts déployés ou les moyens
investis en recherche et développement pour le combattre, le bruit ne peut être
que minimisé ; il ne peut pas être éliminé.
1
2L’ubiquité du bruit n’est en réalité qu’une conséquence de son caractère
fondamental. Il est en effet intimement lié aux mécanismes microscopiques de
tout système. C’est donc dire qu’il en est une propriété intrinsèque. Ce lien
peut être mis à profit dans les systèmes mésoscopiques, où les mécanismes de
transports microscopiques émergent de la limite classique et où le caractère
quantique de l’électron s’affirme.
Les mesures de bruit des systèmes mésoscopiques sont donc une source
supplémentaire d’information sur ceux-ci. Elles permettent de sonder les subti-
lités du transport électronique en leur sein, de discriminer leurs mécanismes
intrinsèques [2] et même parfois de les utiliser dans des applications nouvelles
et insoupçonnées – un exemple étant le thermomètre primaire basé sur la jonc-
tion tunnel.[3, 4] Que ce soit pour les points de contact quantiques, l’effet Hall
fractionnaire, les jonctions tunnel ou la myriade d’autres dispositifs nanosco-
piques du domaine, les mesures de bruit sont aujourd’hui étroitement liées à la
physique mésoscopique.[5, 6]
Quant à elle, la physique mésoscopique est un domaine qui est actuellement
en plein essor. Cela est en partie dû à l’émergence de dispositifs mésoscopiques
liés à l’information quantique. Ces dernières années, la recherche a en effet été
très active du côté des qubits supraconducteurs et semi-conducteurs, produisant
une pléthore de conceptions et de propositions de qubits basés sur la physique
des solides.[7, 8, 9] La situation est similaire du côté des amplificateurs servant
à mesurer cesdits qubits, soit des amplificateurs limités quantiquement comme
l’amplificateur paramétrique Josephson.[10, 11, 12]
Plusieurs de ces expériences d’information quantique sont équivalentes à
celles effectuées en optique quantique ; c’en sont des versions adaptées au monde
de la physique mésoscopique et à ses échelles d’énergie. De toute manière, le prin-
cipe reste semblable peu importe l’implémentation : créer un atome artificiel –
que ce soit un transmon, un ion piégé, etc. – et le contrôler à l’aide de signaux cohé-
rents – des signaux micro-ondes à la phase définie ou des lasers par exemple. Ces
expériences ont donc entrainé la multiplication des mises en évidence de phéno-
mènes typiquement associés à l’optique au sein de systèmes mésoscopiques.[13]
Certains de ces exemples sont des parallèles intéressants avec l’optique, comme
3l’élaboration d’un interféromètre de Mach-Zehnder électronique[14], alors que
d’autres permettent l’utilisation du langage de l’optique quantique pour discuter
et analyser des systèmes mécaniques.[15]
Le bruit électronique étant étroitement associé aux dispositifs mésoscopi-
ques, il y a lieu de s’interroger sur son lien avec ces interprétations en termes
d’optique quantique. Or, il se trouve que le groupe de recherche dans lequel je
fais ma maîtrise, celui du professeur Bertrand Reulet, a justement un intérêt
particulier pour cette question. En outre, des résultats récents ont montré que
le bruit des conducteurs mésoscopiques peut manifester des propriétés typique-
ment associées à l’optique quantique.[16, 17, 18] Il est donc d’un intérêt certain
d’approfondir ce sujet ; que ce soit par simple curiosité sur le fonctionnement
de la nature, ou dans le but de mieux comprendre les liens entre le bruit et la
physique mésoscopique au sein des dispositifs qui s’imposent de plus en plus
comme la base de la prochaine révolution informatique.
1.2 Problématique
Les travaux de recherche présentés dans ce mémoire s’inscrivent dans la
suite des résultats sur le bruit électronique du groupe du professeur Bertrand
Reulet, qui sont mentionnés à la section 1.1.
Notre groupe a en effet récemment démontré la compression d’état 1 du bruit
de grenaille d’une jonction tunnel soumise à une excitation en courant continu
et à une photoexcitation 2.[16] Dans ce cas, l’amplitude d’une des quadratures du
bruit se retrouve sous le seuil correspondant aux fluctuations du vide alors que
l’autre est augmentée de manière à ce que, globalement, la physique quantique
soit respectée. Ce type d’état est habituellement associé à des paires de photons
intriqués. De plus, d’autres résultats ont montré une augmentation des corré-
lations d’ordre supérieur du bruit de grenaille photoexcité entre deux bandes
de fréquences disjointes [18]. Ces corrélations, qui n’apparaissent que dans les
1. Communément dénommé par le terme anglais squeezing.
2. Excitation en courant alternatif haute fréquence.
4configurations où la compression d’état est possible, ont aussi été fortement
associées à des paires de photons[17]. Ces résultats indiquent clairement que le
bruit peut renfermer la signature de la présence de paires de photons au cœur
d’un signal, pavant la voie à l’analyse en termes de statistique de photons du
bruit photoexcité.
On cherche donc ici à obtenir la statistique de photons des fluctuations élec-
tromagnétiques émises par un conducteur mésoscopique cohérent. En particulier,
on s’intéresse au bruit photoassisté d’une jonction tunnel et on veut déduire
cesdites statistiques de photons à l’aides de corrélations au sein d’une seule
bande de fréquence. Plus précisément, on s’efforce à faire le lien entre les résul-
tats de compression d’état de [16], ceux sur le quatrième cumulant de [17] et la
détection de paires de photons de [18]. On mesure le bruit d’une jonction tunnel
photoexcitée dans des conditions semblables à [16] et on utilise des corrélations
au sein d’une même bande de fréquence, plutôt que les deux de [17], pour faire
émerger la statistique de photons du signal, une quantité effleurée dans [18].
Comme il n’existe pas de détecteur de photons aux fréquences micro-ondes, on
doit utiliser des détecteurs sensibles au champs électromagnétique et traduire
les fluctuations du potentiel électrique en statistique de photons. On utilise aussi
un amplificateur paramétrique Josephson, un amplificateur dont la conception
est limitée quantiquement, pour minimiser le bruit ajouté par l’amplification et
ainsi permettre l’acquisition de données probantes dans un intervalle de temps
raisonnable.
Chapitre 2
Aspects théoriques
2.1 Le bruit de grenaille
Le bruit de grenaille est le résultat direct de la discrétisation de la charge.
C’est une conséquence naturelle du transport par quanta. On peut d’ailleurs
l’observer dans la vie de tous les jours en prenant une photographie avec un
appareil numérique dans le noir. On voit alors sur l’image des pixels colorés
d’apparence aléatoire. Ces artefacts sont en fait l’expression du bruit de grenaille
sur le détecteur DTC 1 de l’appareil et liés à la détection de lumière par quanta,
c’est-à-dire aux photons.[19]
Le bruit de grenaille apparaît sous une forme ou une autre dans tous les
dispositifs mésoscopiques et il est très utile lors de mesures de transport [20]
et en thermométrie [3], entre autres. Dans le cas d’une jonction tunnel, une
jonction métal–isolant–métal, il est dû au fait que les électrons traversent la
barrière isolante par effet tunnel un à un, par incréments de charge e.
1. Dispositif à transfert de charge, plus connus sous l’anglais charge coupled device ou CCD.
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62.1.1 Densité spectrale de bruit
Pour traiter du bruit électronique, on utilise la densité spectrale de bruit
S(ω). C’est en fait la transformée de Fourier de la moyenne de la corrélation du
courant −i(t) avec lui-même à un temps ultérieur, soit
S(f) = F [⟨∫ −i (T)−i (t + T)dT⟩] . (2.1)
où l’opérateur ⟨ · ⟩ dénote la moyenne d’ensemble. On utilise −i pour représenter
le courant afin d’éviter la confusion avec l’unité imaginaire. Si on filtre le courant
avec une bande passante ∆f centrée en f , la forme du courant est
−i(t) = ∫{∆f} −i(f)ei2]ft + −i(−f)e−i2]ft df , (2.2)
ce qui permet de tenir compte des fréquences positives et négatives qui sont indis-
tinguables expérimentalement. On utilise ce résultat pour calculer la variance
du courant qui sera mesurée en moyenne, soit
⟨∆−i 2⟩ = ⟨−i (t)2⟩ − ⟨−i (t)⟩2 , (2.3)
où l’opérateur · représente la moyenne temporelle. Comme on ne considère que
les fluctuations du courant, le second terme de la partie de droite sera nul. On a
donc
⟨∆−i 2⟩ = (2.4)
2∫ ⟨∫{∆f}∫{∆f ′}−i (f)−i (f ′) ei2](f+f ′)t + −i (f)−i (−f ′) ei2](f−f ′)t df ′ df⟩ dt ,
et finalement
⟨∆−i 2⟩ = 2∫{∆f} ⟨−i (f)−i (−f)⟩ df , (2.5)
où on a utilisé le fait que la moyenne d’un terme oscillant est nulle, ainsi que
la forme δ (f − f ′) = ∫ ei2](f−f ′)t dt du delta de Dirac. On remarque aussi, en
7utilisant les propriétés de la transformée de Fourier, que
−i (f)−i (−f) = F [∫ −i (t)−i (t + T)dt] (2.6)
et donc (2.1) implique
S(f) = ⟨−i (f)−i (−f)⟩ . (2.7)
Dans le cas d’une bande de fréquence au sein de laquelle S(f) varie de manière
négligeable, les équations (2.1), (2.5) et (2.7) impliquent que le lien entre la
mesure du courant et la densité spectrale de bruit est
⟨∆−i 2⟩ = 2S(f)∆f. (2.8)
Il est donc relativement aisé de passer des mesures effectuées en laboratoire à
la densité spectrale de bruit qui y est associée.
2.1.2 Jonction tunnel polarisée en tension continue
La densité spectrale de bruit en courant d’une jonction tunnel polarisée en
tension continue V , mesurée à la fréquence f est [21]
SII(V,f , Te) = G ∑
[=±1
(eV + [hf)coth (eV + [hf2kBTe ) , (2.9)
avec h la constante de Plank, kB celle de Boltzmann, Te la température élec-
tronique et G la conductance de la jonction. À l’équilibre, donc à V = 0, on
retrouve bien SII(V = 0 ,f , Te) = 2Ghf coth ( hf2kBTe), le résultat du théorème
fluctuation–dissipation [22]. D’autre part, dans la limite f → 0 on retrouve
le bruit de grenaille à fréquence nulle SII(V,f = 0 , Te) = 2GeV coth ( eV2kBTe),
qui donne bien le bruit de Schottky SClass.II (I) = 2e |I| dans la limite classique
eV ≫ kBTe et le bruit de Johnson, ou bruit thermique, STherm.II (Te) = 4kBTeG
dans la limite inverse.[23, 24]
On préfère cependant travailler avec la température de bruit, une quantité
en Kelvin reliant le bruit mesuré à la température du bruit thermique de même
amplitude. La température de bruit a aussi l’avantage d’être indépendante de la
8résistance de la jonction. Le bruit thermique à fréquence nulle d’une résistance
de conductance G, à la température TN étant donné par
STherm.II (TN) = 4kBTNG , (2.10)
on utilise l’équivalence
S2(V,f , Te) ≡ TN (2.11)
pour définir la forme de S2 régissant le bruit de grenaille en Kelvin :
S2(V,f , Te) = ∑
[=±1
eV + [hf
4kB
coth (eV + [hf2kBTe ) . (2.12)
La figure 2.1 présente cette équation et certaines de ses propriétés intéressantes.
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Figure 2.1 – Bruit de grenaille d’une jonction tunnel, selon (2.12).
La courbe bleue représente l’équation (2.12) avec f = 6GHz et Te = 20mK. La
limite eV ≫ hf , kBTe est en rouge pointillé. Le bruit du vide à 6GHz est en
vert pointillé, il correspond aussi à la limite V, Te → 0 pour une f donnée.
9On y remarque deux régimes principaux, soit un plateau central et des zones
linéaires de part et d’autre de celui-ci.
Le plateau autour de V ≈ 0 est présent si hf ≫ eV, kBTe. Il correspond
au bruit du vide à la fréquence de mesure, soit hf/2kB en unités de Kelvin. Le
régime linéaire est quant à lui atteint dans le cas où l’équivalent en énergie de
la tension est plus grand que celui de la fréquence, si Te est suffisamment faible.
Il correspond au bruit de grenaille à fréquence nulle ou négligeable. La largeur
de la transition entre les deux régimes dépend de la température électronique.
Ainsi, plus Te est grand, plus la transition s’opère sur une large plage de tension.
Le passage d’un régime à l’autre s’effectue autour du point où hf = eV .
2.1.3 Jonction tunnel photoexcitée
Lorsqu’une jonction est excitée à la fois en tension alternative haute fré-
quence et en tension continue, si son excitation est de la forme V(t) = V +
Vac cos(2]f0t), on dit qu’elle est photoexcitée. Le bruit photoassisté qu’elle émet
est alors altéré comparativement au cas d’excitation continue.
En effet, si on considère l’intégrand de l’équation (2.1) pour le cas d’un dispo-
sitif sans photoexcitation, on constate que la situation est la même peu importe
le temps t. C’est le cas stationnaire, où les conditions sont inchangées sous
translation dans le temps, chaque instant étant simplement une réalisation
supplémentaire de la même situation. Or, si on ajoute maintenant une photoex-
citation à la fréquence f0, une référence de phase est ajoutée au signal et le
régime stationnaire ne tient plus. L’excitation est – en général – différente d’un
temps à un autre et une périodicité de période 1/f0 apparaît ainsi dans le signal
de bruit. Cette périodicité affecte le corrélateur au sein du signal, et nous pousse
à utiliser un outil plus puissant pour caractériser le bruit.
On utilise donc la susceptibilité de bruit, un corrélateur mettant en évidence
les corrélations entre les composantes de Fourier du signal séparées par pf0,
avec p entier. Elle est définie [25]
X(p) = ⟨−i(f)−i(pf0 − f)⟩ , (2.13)
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et est non nulle seulement pour des valeurs de pentières. C’est une généralisation
de la densité spectrale de bruit de l’équation (2.7). Dans le cas d’une jonction
tunnel, elle vaut [26]
X(p) = ∞∑
n=−∞
Jn(z) Jn+p(z){g[eV + h(f + nf0)] + (−1)pg[eV − h(f + nf0)]} ,
(2.14)
avec
z =
eVac
hf0
et g(x) = x4kB coth ( x2kBTe) , (2.15)
où Vac est l’amplitude de la photoexcitation, f0 est sa fréquence et les Jn sont
les fonctions de Bessel de première espèce. On l’exprime ici en Kelvin par souci
de cohérence avec la densité spectrale de bruit traitée ci-haut. Le cas p = 0
correspond à la densité spectrale de bruit soumise à la photoexcitation, qu’on
note Spa2 ≡ X(0), soit
Spa2 (V,f , Te , Vac ,f0) = ∞∑
n=−∞
J2n (eVachf0 ) S2 (V,f + nf0 , Te) . (2.16)
On remarque d’ailleurs qu’en posant Vac = 0, la seule fonction de Bessel non-
nulle est celle à n = 0, valant 1, et on obtient bien Spa2 (V,f , Te , Vac = 0 ,f0) =
S2 (V,f , Te).
La susceptibilité de bruit nous permet aussi de calculer d’autres corrélateurs.
En particulier, si f0 = 2f et que p = 1, (2.13) devient
X(1) = ⟨−i 2(f)⟩ ̸= 0 ssi Vac ̸= 0 , (2.17)
l’inégalité découlant des fonctions de Bessel de l’équation (2.14). Ce résultat
est particulièrement intéressant, puisqu’il participe aux corrélateurs d’ordre
supérieur du signal et à la compression d’état.[17, 27]
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2.2 Cumulants versus moments
Un outil important lorsqu’on traite de distributions statistiques est l’utilisa-
tion des moments. Les moments servent à décrire la forme d’une distribution
statistique de manière concise tout en préservant le plus d’information perti-
nente sur celle-ci. Ils sont largement utilisés en physique et en mathématique
depuis une centaine d’années. [28] [29, p. 62]
Dans le cas des mesures de bruit, on s’intéresse typiquement aux fluctuations
d’un signal qui est nul en moyenne. Lorsque le signal possède une composante
continue, il est courant de simplement le filtrer pour ne garder que la partie
oscillante de celui-ci. On s’intéresse donc typiquement aux moments centrés des
distributions, la moyenne étant nulle.
Il se trouve cependant que l’utilisation des moments d’ordre supérieur à
deux est malcommode dans le cas d’un signal ayant plus d’une source de bruit ;
celles-ci sont alors difficiles à séparer. L’analyse en termes de cumulants est
un outil permettant simplement de résoudre ce problème. Comme leur nom
l’indique, les cumulants sont additifs – ils se cumulent – dans le cas de signaux
indépendants, et ce, pour tous les ordres.[30]
2.2.1 Moments
D’abord, définissons l’espérance mathématique d’une variable aléatoire X ,
pouvant prendre comme valeur x selon la densité de probabilité f(x), soit [31,
p. 23]
⟨X ⟩ = ∫ ∞−∞ xf(x)dx. (2.18)
La fonction génératrice des moments est alors [31, p. 72]
MX(t) = ⟨ etX ⟩ , (2.19)
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avec t ∈ R, un paramètre artificiel dont l’utilité sera évidente plus loin. On
peut ensuite associer la fonction génératrice à une série de Maclaurin pour faire
apparaître les moments comme ses coefficients :
MX(t) = ⟨∑
n
tnX n
n! ⟩ (2.20)
MX(t) =∑
n
tn
n! ⟨X n⟩ (2.21)
MX(t) ≡∑
n
tn
n! mn (2.22)
où ⟨X n⟩ = mn est le nième moment de la distribution. On peut ainsi générer
n’importe quel moment à partir de la fonction génératrice des moments 2 en
dérivant cette dernière le nombre de fois correspondant à l’ordre du moment
voulu et en évaluant le résultat pour t = 0 :
⟨X n⟩ = dndtnMX(t)RRRRRRRRRt=0 . (2.23)
Lorsqu’on s’intéresse à une distribution jointe de deux variables indépendantes,
disons X et Y , la fonction génératrice de la distribution combinée s’exprime en
fonction des distributions disjointes,
MX+Y(t) = ⟨ et(X+Y)⟩ (2.24)
MX+Y(t) = ⟨ etX ⟩ ⟨ etY ⟩ (2.25)
MX+Y(t) = MX(t) ·MY(t) , (2.26)
qu’on peut écrire
MX+Y(t) =∑
n ,l
tn+l
n!l! ⟨X n⟩ ⟨Y l⟩ . (2.27)
2. Sans grande surprise.
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On remarque aisément que les moments de X et Y seront mélangés ; les termes
croisés d’ordres différents annoncent leur séparation laborieuse. Par exemple,
⟨(X + Y)4⟩ = ⟨X4⟩ + ⟨Y 4⟩ + 6 ⟨X 2⟩ ⟨Y 2⟩ + 4 (⟨X ⟩ ⟨Y 3⟩ + ⟨X3⟩ ⟨Y ⟩) , (2.28)
où les termes croisés peuvent rapidement s’avérer problématiques.
2.2.2 Cumulants
Les cumulants sont semblables aux moments, mais ils tirent avantage des
propriétés des logarithmes pour faciliter le traitement dans le cas des distri-
butions de plusieurs variables indépendantes.[30] La fonction génératrice des
cumulants est [31, p. 77]
KX(t) = lnMX(t) (2.29)
KX(t) = ln ⟨ etX ⟩ . (2.30)
À la manière des moments, on définit les cumulants eux-mêmes comme les
coefficients du développement en série de puissance de KX(t), soit
KX(t) ≡∑
n
tn
n! κn . (2.31)
On défini ⟨⟨X n⟩⟩ = κn pour travailler avec une notation analogue à celle des
moments, on obtient alors
KX(t) ≡∑
n
tn
n! ⟨⟨X n⟩⟩ . (2.32)
On accède alors aux cumulants en dérivant le nombre de fois voulu et en évaluant
à t = 0 ;
⟨⟨X n⟩⟩ = dndtnKX(t)RRRRRRRRRt=0 . (2.33)
La propriété la plus intéressante des cumulants est cependant mise en valeur
dans le cas des distributions de plusieurs variables indépendantes. Avec les
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mêmes X et Y traités ci-haut pour les moments, la fonction génératrice des
cumulants est
KX+Y(t) = ln ⟨ et(X+Y)⟩ (2.34)
KX+Y(t) = ln (⟨ etX ⟩ ⟨ etY ⟩) (2.35)
KX+Y(t) = ln ⟨ etX ⟩ + ln ⟨ etY ⟩ (2.36)
KX+Y(t) = KX(t)+ KY(t). (2.37)
Il est alors évident que, pour tous les moments n,
⟨⟨(X + Y)n⟩⟩ = ⟨⟨X n⟩⟩ + ⟨⟨Y n⟩⟩ , (2.38)
ce qui permet de séparer facilement la contribution de variables indépendantes,
contrairement à l’équation (2.28).
2.2.3 Relations entre moments et cumulants
Des équations (2.23) et (2.33), on peut établir des équations reliant les mo-
ments et les cumulants, soient
⟨X j⟩ = d jdt j
⎡⎢⎢⎢⎢⎣exp∑n tnn! ⟨⟨X n⟩⟩⎤⎥⎥⎥⎥⎦t=0 et ⟨⟨X j⟩⟩ = d jdt j ⎡⎢⎢⎢⎢⎣ln∑n tnn! ⟨X n⟩⎤⎥⎥⎥⎥⎦t=0 .
(2.39)
Chacune de ces équations permet d’exprimer n’importe quel cumulant en termes
demoments, et vice-versa. On évitera de lister ici les relations générales obtenues,
car elles sont complexes et inesthétiques.
Si on s’intéresse aux moments et cumulants centrés, ces relations se simpli-
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fient grandement :
⟨⟨X j⟩⟩ = ⟨X j⟩ , j ∈ {1 , 2 ,3} (2.40)⟨⟨X4⟩⟩ = ⟨X4⟩ − 3 ⟨X 2⟩2 (2.41)⟨⟨X 5⟩⟩ = ⟨X 5⟩ − 10 ⟨X3⟩ ⟨X 2⟩ (2.42)⟨⟨X 6⟩⟩ = ⟨X 6⟩ − 15 ⟨X4⟩ ⟨X 2⟩ − 10 ⟨X3⟩2 + 30 ⟨X 2⟩3 . (2.43)
Dans le cas des mesures de bruit, on s’intéresse à des signaux oscillants – dont
la moyenne est nulle – et ces expressions seront donc très utiles.
2.3 Amplification et limites
L’amplification est intimement liée aux mesures électroniques. Elle est sou-
vent incontournable afin d’observer des signaux intéressants. Il importe donc de
bien en comprendre les origines et effets. Le bruit inhérent à l’amplification est
tout aussi important, la qualité de la mesure en dépendant directement. Cela
est d’autant plus vrai lorsqu’on étudie le bruit lui-même. Dans cette section, on
établira les limites physiques à l’amplification d’un point de vue du bruit ajouté.
On étudiera l’amplification préservant la phase, qui amplifie également les deux
quadratures d’un signal, ainsi que l’amplification sensible à la phase, qui n’ampli-
fie qu’une seule quadrature du signal. On décrira aussi la chaîne d’amplification,
un outil important pour avoir une mesure de qualité. Ces résultats motiveront
l’élaboration de la ligne de mesure.
2.3.1 Amplification préservant la phase
On peut penser naïvement que le meilleur amplificateur possible ne serait
qu’une loupe à électrons, changeant l’échelle du signal sans le déformer ou le mo-
difier. Cependant, il se trouve qu’un tel dispositif est physiquement irréalisable.
En effet, bien qu’il soit envisageable classiquement, dans le régime quantique,
des subtilités émergent et empêchent l’amplification parfaite.
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Démarche informelle
Tout signal peut être décomposé sans perte de généralité en deux quadratures
[32, p. 486]. Dans le cas de l’amplification, il y a trois signaux : le signal d’entrée,
le signal de sortie et un mode supplémentaire – le vide – dont le rôle sera
déterminé plus tard. On définit les quadratures de l’entrée xˆ et pˆ, celles de la
sortie Xˆ et Pˆ et celles du vide xˆv et pˆv.
Ces quadratures sont mathématiquement équivalentes à la position et la
quantité de mouvement typiquement utilisées en mécanique quantique. Elles
ont donc les mêmes propriétés. Entre autres, pour la sortie
[Xˆ , Pˆ] = i (2.44)
qui indique l’existence d’une relation d’incertitude entre elles :
∆ Xˆ∆Pˆ ≥ 12 . (2.45)
Il est ainsi impossible de mesurer simultanément Xˆ et Pˆ. Or, amplifier un
signal revient à mesurer celui-ci pour ensuite lui ajouter des copies de lui-même.
Comme on ne peut pas mesurer les deux quadratures à la fois, on peut tenter
d’être judicieux et séparer le signal d’entrée en deux branches pour ne mesurer
qu’une seule quadrature par branche. Cette situation est montrée à la figure 2.2.
Pour séparer le signal, il faut utiliser un séparateur, qui est un objet à deux
entrées et deux sorties. Une des entrées sera bien sûr notre signal, mais on sera
forcé de considérer une seconde entrée, qui sera au minimum le vide. Ce mode du
vide sera associé aux opérateurs xˆv et pˆv que l’on peut considérer respectivement
parallèles à xˆ et pˆ. Les mesures de Xˆ et Pˆ ainsi faites seront donc polluées par
les modes du vide et l’amplification ne sera pas parfaite.
Du côté des mesures de bruit, le bruit du vide sera ajouté au bruit du
signal. De manière plus générale, les cumulants en sortie seront la somme de
ceux du signal d’intérêt et de ceux du vide, les deux entrées étant des signaux
indépendants. La section 2.2.2 explique cela plus en détail.
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Figure 2.2 – Schéma conceptuel de l’amplification préservant la phase.
Un signal est scindé en deux branches par un séparateur de faisceau, chacune
associée à la mesure d’une quadrature. L’utilisation du séparateur de faisceau
vient polluer les branches avec les quadratures d’un mode du vide. Cette entrée
supplémentaire est inhérente à la séparation du signal. Ce concept est donc
validemême si les deux amplificateurs utilisés sont parfaits pour leur quadrature
respective, voir la section 2.3.2.
Il est ainsi impossible d’amplifier complètement et parfaitement un signal,
une contribution du vide s’y ajoutant invariablement. Il semble intuitif que cet
ajout soit de 1/2, soit les fluctuations du vide, mais on ne peut pas conclure
immédiatement. En effet, la situation simplifiée présentée ici ne permet pas
d’être quantitatif quant à l’effet de cet ajout ; on ne connaît pas formellement la
forme des quadratures de sortie. On présente donc dans ce qui suit un traitement
mathématique plus poussé afin de bien comprendre cette contribution et ses
limites.
Démarche mathématique formelle
Pour comprendre ces limites, on reprendra la démarchemathématique de [33,
34]. D’abord, soulignons que les quadratures d’un signal peuvent s’exprimer en
fonction d’opérateurs de création et d’annihilation du champ électromagnétique
– aussi appelés opérateurs d’échelle. Les quadratures de l’entrée peuvent donc
s’écrire
xˆ = 1√
2
(aˆ† + aˆ) et pˆ = i√
2
(aˆ† − aˆ) , (2.46)
18
celles du vide
xˆv =
1√
2
(δˆ† + δˆ) et pˆv = i√
2
(δˆ† − δˆ) (2.47)
et celles de la sortie
Xˆ = 1√
2
(bˆ† + bˆ) et Pˆ = i√
2
(bˆ† − bˆ) . (2.48)
On a ici introduit aˆ, bˆ, δˆ et les conjugés hermitiques associées à des opérateurs
d’échelle de leur signal respectif. La démarche présentée se concentre sur les
opérateurs de création et d’annihilation. Les quadratures s’en déduisent ensuite
facilement en utilisant les équations (2.46), (2.47) et (2.48).
Soient donc les opérateurs de création et d’annihilation d’un mode boso-
nique du champ électromagnétique, aˆ et aˆ†, tels qu’ils respectent la relation de
commutation suivante :
[aˆ , aˆ†] = 1 . (2.49)
Imaginons qu’on ait un amplificateur prenant ce mode en entrée et fournissant
en sortie un mode bosonique associé aux opérateurs bˆ et bˆ† comme montré à la
figure 2.3. On a alors
[bˆ , bˆ†] = 1 . (2.50)
Comme on s’intéresse à l’amplification, on peut supposer que les opérateurs de
création et d’annihilation en entrée et en sortie seraient reliés par
bˆ ?=
√
G aˆ et bˆ† ?=
√
G aˆ† , (2.51)
avec G, le gain de l’amplificateur. Or, si on calcule le commutateur entre les
opérateurs de sortie avec ces définitions, on obtient
[bˆ , bˆ†] = G , (2.52)
ce qui est en contradiction directe avec (2.50). Ce n’est donc pas une approche
valable, car la sortie d’un tel amplificateur n’a plus de sens physiquement.
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Figure 2.3 – Modèle d’amplification naïf.
Plutôt que d’essayer toutes les relations possibles entre l’entrée et la sortie,
ajoutons simplement un terme général aux équations (2.51) et déterminons les
conditions que celui-ci doit respecter pour préserver les règles de commutations.
Soient donc
bˆ =
√
G aˆ+ Fˆ et bˆ† =
√
G aˆ† + Fˆ † , (2.53)
avec Fˆ , l’opérateur général à contraindre. On le considère aléatoire et indépen-
dant de aˆ. Les opérateurs de sortie doivent respecter l’équation (2.50). Donc,
[bˆ , bˆ†] = [√G aˆ+ Fˆ ,√G aˆ† + Fˆ †] (2.54)
et via un peu d’algèbre, [bˆ , bˆ†] = G [aˆ , aˆ†] + [Fˆ , Fˆ †] . (2.55)
D’après les équations 2.49 et 2.50, ce résultat se ramène à
1 = G + [Fˆ , Fˆ †] (2.56)
et donc [Fˆ , Fˆ †] = 1 − G . (2.57)
Il reste à trouver d’autres conditions sur Fˆ , histoire de cerner la forme minimale
que l’on peut ajouter tout en ayant un mode bosonique en sortie. Comme on veut
amplifier en ajoutant le moins de bruit possible, on s’intéressera aux fluctuations.
On caractérise les fluctuations d’un opérateur quelconque Oˆ par la norme de sa
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variance symétrisée
RRRRR∆OˆRRRRR2 = 12 ⟨{Oˆ , Oˆ†}⟩ − RRRRR⟨Oˆ⟩RRRRR2 , (2.58)
qu’on peut voir comme une version symétrisée du cas scalaire ∆x2 = ⟨x2⟩− ⟨x⟩2.
Trivialement, on a donc les relations
|∆aˆ|2 = 12 ⟨{aˆ , aˆ†}⟩ − |⟨aˆ⟩|2 (2.59)
et RRRRRR∆bˆRRRRRR2 = 12 ⟨{bˆ , bˆ†}⟩ − RRRRRR⟨bˆ⟩RRRRRR2 . (2.60)
Via (2.60) et (2.53), on calcule
RRRRRR∆bˆRRRRRR2 = 12 ⟨Gaˆaˆ† +√G aˆFˆ † +√G Fˆ aˆ† + Fˆ Fˆ †
+Gaˆ†aˆ+
√
G aˆ†Fˆ +
√
G Fˆ †aˆ+ Fˆ †Fˆ ⟩ − RRRRRRR⟨√G aˆ+ Fˆ ⟩RRRRRRR2 (2.61)
et donc RRRRRR∆bˆRRRRRR2 = 12 ⟨{Fˆ , Fˆ †}⟩ + 12G ⟨{aˆ , aˆ†}⟩ − G (|⟨aˆ⟩|2 + RRRRRR⟨Fˆ ⟩RRRRRR2) , (2.62)
où ⟨Fˆ ⟩ = 0 puisqu’il est aléatoire. Demême, on remarque que RRRRRR∆Fˆ RRRRRR2 = 12 ⟨{Fˆ , Fˆ †}⟩.
En utilisant ce résultat, ainsi que (2.59), on obtient
RRRRRR∆bˆRRRRRR2 = G |∆aˆ|2 + RRRRRR∆Fˆ RRRRRR2 . (2.63)
Il reste cependant à trouver la borne inférieure sur RRRRRR∆Fˆ RRRRRR2, afin de minimiser
le bruit ajouté par l’amplificateur. On aura besoin du principe d’incertitude
d’Heinsenberg, généralisé à des opérateurs hermitiques Aˆ et Bˆ [35] :
∆ Aˆ∆Bˆ ≥ 12
RRRRR⟨[ Aˆ , Bˆ]⟩RRRRR . (2.64)
Or, comme Fˆ n’est pas hermitique, on l’écrit en fonction d’opérateurs hermitiques
21
Fˆ 1 et Fˆ 2 [34],
Fˆ = Fˆ 1 + iFˆ 2 , (2.65)
si bien que RRRRRR∆Fˆ RRRRRR2 = ∆Fˆ 21 + ∆Fˆ 22 (2.66)
et [Fˆ , Fˆ †] = −2i [Fˆ 1 , Fˆ 2] . (2.67)
Les deux termes de droite sont des nombres réels mis au carré. On sait que pour
tout nombre réel x et y :
(x − y)2 ≥ 0 ⇒ x2 + y2 ≥ 2xy. (2.68)
Donc, via (2.68),
∆Fˆ 21 + ∆Fˆ
2
2 ≥ 2∆Fˆ 1∆Fˆ 2 . (2.69)
En utilisant le résultat (2.64), on trouve
∆Fˆ 22 + ∆Fˆ
2
2 ≥ RRRRRR⟨[Fˆ 1 , Fˆ 2]⟩RRRRRR , (2.70)
et via (2.66) et (2.67)
RRRRRR∆Fˆ RRRRRR2 ≥ 12 RRRRRR⟨[Fˆ , Fˆ †]⟩RRRRRR . (2.71)
Ainsi, en combinant les équations (2.57), (2.63) et (2.71) on obtient simplement
RRRRRR∆bˆRRRRRR2 ≥ G |∆aˆ|2 + |1 − G|2 . (2.72)
On peut maintenant poser la forme minimale de Fˆ saturant l’inégalité (2.72) et
respectant (2.57). Soient
Fˆ =
√
G − 1 δˆ† et Fˆ † = √G − 1 δˆ , (2.73)
avec δˆ et δˆ† tels que [δˆ , δˆ†] = 1 et RRRRRR∆δˆRRRRRR2 = 12 , les opérateurs de création et
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d’annihilation d’un mode bosonique du vide. L’équation (2.53) devient alors
bˆ =
√
G aˆ+
√
G − 1 δˆ† , (2.74)
ce qui correspond au schéma d’amplification de la figure 2.4. On vérifie aussi
aisément que (2.74) sature l’inégalité (2.72), justifiant le choix de δˆ.
aˆ
aˆ†
bˆ
bˆ†δˆ
†
δˆ
√
G
√
G − 1
Figure 2.4 – Modèle d’amplification avec mode additionnel à l’entrée.
En utilisant les équations (2.46), (2.47) et (2.48), on peut aisément obtenir
les quadratures
Xˆ =
√
G xˆ +
√
G − 1 xˆv et Pˆ =
√
G pˆ−√G − 1 pˆv (2.75)
ainsi que leurs fluctuations
RRRRR∆ Xˆ RRRRR2 = G (|∆ xˆ|2 + |1 − G|2 ) et RRRRR∆PˆRRRRR2 = G (|∆ pˆ|2 + |1 − G|2 ) .
(2.76)
Cas limites de G
D’abord, dans le cas G = 0 on trouve Xˆ = xˆv et Pˆ = pˆv. Tout le signal est
détruit et on ne mesure que le vide. Sans surprise, les fluctuations sont alorsRRRRR∆ Xˆ RRRRR2 = RRRRR∆PˆRRRRR2 = 1/2. C’est en fait une simple mesure du vide, sans information
sur le signal.
Ensuite, si G = 1 on a Xˆ = xˆ et Pˆ = pˆ ainsi que les fluctuations qui sont
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trivialement RRRRR∆ Xˆ RRRRR2 = |∆ xˆ|2 et RRRRR∆PˆRRRRR2 = |∆ pˆ|2. Le signal est inchangé, il n’est
donc pas nécessairement mesuré et le vide n’intervient pas. C’est simplement le
cas de la propagation du signal dans un câble sans perte.
Finalement, dans la limite G≫ 1, on obtient les quadratures
Xˆ =
√
G (xˆ + xˆv) et Pˆ = √G (pˆ+ pˆv) (2.77)
avec comme fluctuationsRRRRR∆ Xˆ RRRRR2 = G (|∆ xˆ|2 + 1/2) et RRRRR∆PˆRRRRR2 = G (|∆ pˆ|2 + 1/2) . (2.78)
Les fluctuations du vide sont donc ajoutées à celles du signal d’intérêt, comme
prédit à la démarche informelle. C’est le prix à payer pour l’amplification, mais
cela permet la mesure de signaux qui auraient autrement été inaccessibles
expérimentalement.
Interprétation
Un amplificateur doit donc ajouter, au strict minimum, la contribution d’un
mode du vide à son entrée pour amplifier les deux quadratures d’un signal dans
le respect de la physique quantique tout en préservant autant d’information que
possible. Dans la limite G≫ 1, c’est au moins 1/2 – la variance du vide – qui est
ajoutée.
2.3.2 Amplification sensible à la phase
Que se passe-t-il, cependant, si on ne s’intéresse pas à l’entièreté du signal ?
Imaginons par exemple qu’on ne s’intéresse qu’à une quadrature – ou phase – du
signal ; que toutes les phases soient équivalentes ou que l’on fasse une détection
synchrone avec une excitation. On peut dans ce cas imaginer l’utilisation d’un
amplificateur qui n’amplifierait qu’une phase, peu importe l’effet sur l’autre.
Soit un tel amplificateur, prenant en entrée les quadratures xˆ et pˆ et fournis-
sant en sortie Xˆ et Pˆ, comme montré à la figure 2.5. Les quadratures, en entrée
comme en sortie, doivent aussi respecter la relation de commutation standard
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Xˆ
Pˆ
?
xˆ
pˆ
Figure 2.5 – Prémices d’un amplificateur sensible à la phase.
Les gains des quadratures restent à déterminer.
pour des variables conjuguées, soit
[xˆ , pˆ] = [Xˆ , Pˆ] = i. (2.79)
Considérons que la quadrature d’intérêt est xˆ. On pose alors que la forme de Xˆ
sera
Xˆ =
√
G xˆ. (2.80)
On a donc, via (2.79), [Xˆ , Pˆ] =√G [xˆ , Pˆ] , (2.81)
et si on définit
Pˆ = 1√
G
pˆ , (2.82)
on obtient
[Xˆ , Pˆ] = √G√
G
[xˆ , pˆ] = i. (2.83)
Un amplificateur qui amplifie une quadrature du signal et atténue l’autre, tel
que
Xˆ =
√
G xˆ et Pˆ = 1√
G
pˆ , (2.84)
respecte donc la physique quantique, peut importe la grandeur de G.
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√
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√
G
xˆ
pˆ
Xˆ
Pˆ
Figure 2.6 – Amplificateur sensible à la phase.
Les gains sont déterminés pour les deux quadratures d’entrée.
2.3.3 Chaîne d’amplification
Étudier le bruit électronique implique souvent la mesure de signaux très
faibles. Or, ces mesures sont impossibles sans amplification et on court le risque
d’ajouter trop de bruit et de noyer les signaux d’intérêts. Rechercher l’amplifica-
teur parfait — très sensible, avec un gain énorme, n’ajoutant pas de bruit — est
cependant inutile puisqu’on peut obtenir des résultats semblables en utilisant
une chaîne d’amplification, telle que celle montrée à la figure 2.8(a) [36]. L’idée
est d’amplifier en plusieurs étapes successives, en choisissant les amplificateurs
de manière à minimiser le rapport signal sur bruit de la chaîne.
Ts
Tn
Pn ,outG
Figure 2.7 – Modélisation d’un amplificateur réel.
On veut mesurer la température de bruit Ts d’un signal faible en l’amplifiant.
On a accès à la puissance de bruit Pn ,out en sortie de l’amplificateur. On modélise
un amplificateur réel comme un amplificateur idéal, de gain G, prenant en entrée
une source de bruit Tn en plus du signal Ts à amplifier ; voir la figure 2.7. Ce
signal ajouté est le bruit équivalent à l’entrée de l’amplificateur. Ainsi, on a en
sortie
Pn ,out = GkB (Ts + Tn)B, (2.85)
où kB est la constante de Boltzmann et B la bande passante de l’amplificateur.
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En mettant bout à bout deux de ces amplificateurs pour créer une petite
chaîne d’amplification, on a
Pn ,out = G2kB [G1 (Ts + Tn1)+ Tn2] B, (2.86)
où les indices correspondent aux étapes d’amplification. Pour trois amplificateurs,
on trouve plutôt
Pn ,out = G3kB {G2 [G1 (Ts + Tn1)+ Tn2] + Tn3} B (2.87)
et en généralisant à k amplificateurs :
Pn ,out = kBB {GkGk−1 . . . G1 (Ts + Tn1)+ GkGk−1 . . . G2Tn2 + · · · + GkTnk} ,
(2.88)
ou encore
Pn ,out = kBB
⎧⎪⎪⎪⎨⎪⎪⎪⎩
k∏
m=1
GmTs +
k∑
i=1
k∏
j=i
G jTni
⎫⎪⎪⎪⎬⎪⎪⎪⎭ . (2.89)
On peut maintenant considérer le système total comme un seul amplificateur
équivalent de gain Gsys =∏i Gi et de température de bruit équivalente Tsys. On
associe donc l’équation (2.89) et la figure 2.8(a) à la situation de la figure 2.8(b).
G1 G2Ts
Tn1 Tn2
Gk
Tnk
b b b Pn ,out
(a)
Ts
Tsys
Pn ,sysGsys
(b)
Figure 2.8 – (a) Représentation schématique d’une chaîne d’amplification et (b)
amplificateur unique équivalent.
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La relation entrée-sortie de cet amplificateur équivalent est donc
Pn ,sys = GsyskB (Ts + Tsys) B. (2.90)
En égalant les équations (2.89) et (2.90) on peut isoler Tsys,
Tsys =
Pn ,out
kBBGsys
− Ts (2.91)
=
k∑
i=1
k∏
j=i
k∏
m=1
G j
Gm
Tni , (2.92)
ce qui équivaut à
Tsys = Tn1 +
k∑
i=2
i−1∏
j=1
Tni
G j
, (2.93)
ou encore
Tsys = Tn1 +
Tn2
G1
+
Tn3
G1G2
+ · · · + TnkG1G2 . . . Gk−1 . (2.94)
On remarque donc que si Tni ≫ Tn(i+1)/Gi ∀ i, le premier terme domine et :
Tsys ≈ Tn1 . (2.95)
Autrement dit, si le bruit en sortie d’une étape d’amplification est beaucoup
plus grand que le bruit en entrée de l’étape suivante, le bruit de la première
étape domine le bruit du système. Cette situation est montrée visuellement à la
figure 2.9 pour un sinus. Au bas de cette figure, les signaux verts et mauves sont
ramenés à la même échelle pour comparaison. On voit bien en les superposant
que le bruit effectivement ajouté par le deuxième amplificateur est négligeable.
Il est donc primordial d’utiliser un amplificateur avec un gain suffisamment
grand et opérant le plus près possible de la limite quantique pour la première
étape d’amplification. On peut ainsi allier la très faible température de bruit de
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G1 G2
Figure 2.9 – Représentation imagée de l’amplification en chaîne.
Avec des gains suffisants, le ratio signal sur bruit sature dès le premier maillon
de la chaîne d’amplification. Les signaux verts et mauves remis à l’échelle le
montrent clairement. Les courbes affichées sont le résultat de simulations avec
G1 = G2 = 2.
cet amplificateur au gain intéressant des amplificateurs micro-ondes standards.
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2.4 Mesure primordiale
Dans les montages expérimentaux qui sont typiquement utilisés pour l’étude
du bruit, le signal n’est pas détecté directement où il est émis, principalement
pour des raisons pratiques. Le signal doit donc souvent traverser une panoplie
de composantes micro-ondes 3 avant d’être détecté et amplifié, autant de sources
de pertes potentielles.
Pour cerner ce phénomène, on se concentre ici sur la mesure avant l’amplifi-
cation, la mesure primordiale. C’est l’information qui nous intéresse vraiment
et dont l’analyse des données sert principalement à extraire des résultats de
mesure. En particulier, on modélise cette mesure pour étudier l’effet qu’auront
les pertes, entre la source du signal d’intérêt et le début de la détection, sur le
signal accessible expérimentalement. L’effet combiné des pertes et de la détection
sera ensuite aisément obtenu en combinant les différents phénomènes en jeux.
Le schéma suivant (figure 2.10) représente visuellement le modèle de mesure
décrit ci-bas qui sera utilisé pour le développement mathématique à venir.
Source
sˆ
vˆ Vide
Signal
Aˆ = ηsˆ + ξvˆ
Pertes
Mesure
Xˆθ =
eiθ Aˆ†+e−iθ Aˆ√
2
Figure 2.10 – Schéma conceptuel de la mesure
On considère un opérateur d’échelle sˆ opérant sur la source du signal que
l’on veut mesurer. Or, il est pratiquement impossible de mesurer directement sˆ,
les pertes dans le système expérimental engendrant une perte d’information. De
3. Câbles, coupleurs, circulateurs, filtres, etc.
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plus, les amplificateurs micro-ondes dont nous disposons mesurent des variables
continues et sont donc sensibles au vide ; on ne peut pas y échapper.
On peut modéliser cette perte par un séparateur de faisceau ne laissant
passer qu’une proportion η du signal et en reflétant le reste hors du détecteur.
Cependant, un séparateur de faisceau étant un objet à deux entrées et deux
sorties, il faut considérer qu’un autre mode – associé à vˆ – contribue au signal en
sortie avec une proportion ξ. Comme on traite ici de simple dissipation, et non
de la contribution d’un autre signal, on considérera que ce mode n’est que le vide.
Cet ajout d’un mode externe au signal mesuré découle directement de la perte
d’information et, pour des raisons semblables à celles de la section 2.3.1, il est
inévitable pour conserver le caractère bosonique du mode mesuré. L’opérateur
d’intérêt pour modéliser la mesure est donc Aˆ tel que
Aˆ = η sˆ + ξvˆ , (2.96)
avec bien sûr la relation suivante entre η et ξ, représentant respectivement la
proportion du signal d’entrée provenant de la source et celle du vide :
|η|2 + |ξ|2 = 1 . (2.97)
2.4.1 Opérateurs d’échelle
Opérateur sˆ
Analysons maintenant les propriétés de l’opérateur sˆ. Comme tout opérateur
bosonique, sˆ respectera la relation de commutation fondamentale [37, p. 134]
[sˆ , sˆ†] = 1ˆ. (2.98)
Cette propriété est d’ailleurs en parfait accord avec les équations (2.44), (2.45)
et (2.46). De plus, [37, p. 137]
sˆ† sˆ = Nˆ , (2.99)
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où Nˆ est l’opérateur du nombre de photons de la source. Ces deux résultats
impliquent automatiquement
sˆsˆ† = Nˆ + 1ˆ. (2.100)
L’effet de sˆ sur |n⟩, un état quelconque écrit dans la base de Fock associée à sˆ,
est donc [37, p. 137]
sˆ |n⟩ = √n |n− 1⟩ (2.101)
avec
sˆ† |n⟩ = √n+ 1 |n+ 1⟩ . (2.102)
Remarquons que pour des raisons de clarté, on utilise Nˆ pour représenter
le nombre de photons de la source, nˆv pour celui associé à vˆ et nˆ pour celui du
signal mesuré.
Opérateur vˆ
Le principe est semblable pour vˆ appliqué à |n⟩v, un vecteur d’état quelconque
du mode du vide ajouté à la source par la dissipation. Il a donc comme propriétés
[vˆ , vˆ†] = 1ˆ , (2.103)
vˆ†vˆ = nˆv , (2.104)
vˆvˆ† = nˆv + 1ˆ (2.105)
en plus de
vˆ |n⟩v = √n |n− 1⟩v , (2.106)
et
vˆ† |n⟩v = √n+ 1 |n+ 1⟩v (2.107)
où nˆv est utilisé pour le nombre de photons du mode inhérent à dissipation
à fin de clarté. Or dans notre cas particulier, le mode ajouté est le vide. On
appliquera donc vˆ à |0⟩v plutôt qu’à |n⟩v lorsqu’on voudra faire des prévisions
expérimentales.
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Opérateur Aˆ
Considérons maintenant Aˆ, l’opérateur d’échelle associé au signal effective-
ment mesuré. Comme sˆ et vˆ ne s’appliquent pas sur le même mode, on explicitera
l’espace sur lequel chaque terme de l’équation (2.96) agit :
Aˆ = η (sˆs ⊗ 1ˆv) + ξ (1ˆs ⊗ vˆv) , (2.108)
l’indice s indiquant le support sur l’espace d’HilbertHs de la source et l’indice v
sur celuiHv du mode du vide. Pour sa part, Aˆ agit surHA = Hs ⊗Hv. Selon le
même principe, le vecteur d’état quelconque – dans la base de Fock – sur lequel
Aˆ agit est
|n ,m⟩ = |n⟩s ⊗ |m⟩v . (2.109)
Définissons aussi nˆ, l’opérateur du nombre de photons provenant de la source,
mesuré dans le signal. Autrement dit, c’est la proportion des photons de la source
qui se rendent jusqu’au détecteur :
nˆ = |η|2 Nˆ . (2.110)
On peut maintenant définir l’action de Aˆ en utilisant les résultats précédents,
soit
Aˆ |n ,m⟩ = η√n |n− 1 , m⟩ + ξ√m |n ,m− 1⟩ (2.111)
Aˆ† |n ,m⟩ = η∗√n+ 1 |n+ 1 , m⟩ + ξ∗√m+ 1 |n ,m+ 1⟩ . (2.112)
De même, on peut calculer
Aˆ† Aˆ = |η|2 sˆ† sˆ + |ξ|2 vˆ†vˆ+ η∗ξ sˆ†vˆ+ ξ∗ηvˆ† sˆ (2.113)
= |η|2 Nˆ + |ξ|2 nˆv + η∗ξ sˆ†vˆ+ ξ∗ηvˆ† sˆ (2.114)
= nˆ+ [|ξ|2 nˆv + η∗ξ sˆ†vˆ+ ξ∗ηvˆ† sˆ] (2.115)
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et
Aˆ Aˆ† = |η|2 sˆsˆ† + |ξ|2 vˆvˆ† + ξη∗vˆsˆ† + ηξ∗ sˆvˆ† (2.116)
= |η|2 (Nˆ + 1ˆ) + |ξ|2 (nˆv + 1ˆ) + η∗ξ sˆ†vˆ+ ξ∗ηvˆ† sˆ (2.117)
= nˆ+ 1ˆ + [|ξ|2 nˆv + η∗ξ sˆ†vˆ+ ξ∗ηvˆ† sˆ] . (2.118)
où on a utilisé |η|2 + |ξ|2 = 1 et le fait que sˆ et vˆ commutent, puisque qu’ils
correspondent à des degrés de liberté indépendants. Remarquons que les trois
derniers termes de ces équations sont identiques, si bien que
Aˆ Aˆ† = Aˆ† Aˆ + 1ˆ , (2.119)[ Aˆ , Aˆ†] = Aˆ Aˆ† − Aˆ† Aˆ (2.120)
et finalement [ Aˆ , Aˆ†] = 1ˆ . (2.121)
L’opérateur Aˆ semble donc être tout indiqué en tant qu’opérateur d’échelle du
signal de sortie, soit celui du signal de la source affecté par les pertes.
2.5 Statistiques du signal et de photons
On présente ici un traitement mathématique original, développé par Sté-
phane Virally et moi-même, permettant de relier la statistique des fluctuations
de potentiel électrique au sein d’un conducteur mésoscopique à sa statistique de
photons. Le traitement ainsi qu’une application de celui-ci à différents types de
signaux font l’objet d’un article en rédaction [38], disponible dans son intégralité
à l’annexe C.
2.5.1 Mesure de quadrature
Connaître Aˆ et Aˆ† n’est cependant pas suffisant en soi pour bien modéliser la
mesure. En effet, les détecteurs utilisés en électroniquemicro-onde sont sensibles
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aux opérateurs symétrisés. En particulier, lorsqu’on fait une mesure, on observe
les quadratures d’un signal ainsi définies :
Xˆθ =
1√
2
( eiθ Aˆ† + e−iθ Aˆ) (2.122)
et
Yˆθ =
i√
2
( eiθ Aˆ† − e−iθ Aˆ) , (2.123)
où θ est l’angle entre la phase du détecteur et celle du mode mesuré. Si la
fréquence de détection n’est pas en phase avec le signal mesuré – ou bien s’ils
sont à des fréquences différentes – cet angle est aléatoire de fois en fois et
on peut considérer qu’on fait une moyenne sur celui-ci. Ces opérateurs étant
interchangeables par modification de θ, on peut se concentrer uniquement sur
Xˆθ.
2.5.2 Moments de Xˆ
Pour faire le lien entre la statistique des fluctuations électroniques et la
statistique de photons, on s’intéresse auxmoments centrés du signal. On utilisera
la notation suivante pour représenter le kième moment de Xˆθ, afin de simplifier
l’écriture :
⟨Xˆ k⟩ ≡ ⟨ 12] ∫ 2]0 Xˆ kθ dθ⟩ . (2.124)
La moyenne sur l’angle viendra annuler les termes qui ne sont pas équilibrés
en nombre de Aˆ et Aˆ†, puisque ∫ 2]0 e±iθ dθ = 0. De façon générale, on définit la
moyenne quantique d’un opérateur Oˆ comme
⟨Oˆ⟩ = Tr {ρˆOˆ} avec ρˆ =∑
n ,m
αn ,m |n⟩⟨m| , (2.125)
où ρˆ est une matrice densité générale et αn ,m est un nombre complexe tel que∑n ,m αm,n = 1. Dans notre situation, on effectue la trace partielle sur la base
des états de Fock de la source, considérant que l’état du mode ajouté par les
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pertes n’est que le vide, |0⟩v. Ainsi,
⟨Oˆ⟩ = Trs {ρˆOˆ} avec ρˆ =∑
n ,m
αn ,m |n ,0⟩⟨m,0| . (2.126)
Ces définissions nous permettent donc de calculer les différents moments de
Xˆθ.
Moments impairs
D’abord, on remarque tout de suite que les moments impairs seront tous
nuls ; chacun de leurs termes contiendra un terme oscillant qui sera annulé par
la moyenne introduite à l’équation (2.124) :
⟨Xˆ 2k+1⟩ = 0 ∀ k ∈ N. (2.127)
Seuls les moments pairs seront donc non-nuls.
Deuxième moment ⟨Xˆ2⟩
Pour le deuxième moment, on obtient
⟨Xˆ 2⟩ = 12 ⟨ 12] ∫ 2]0 ( ei2θ Aˆ†2 + e−i2θ Aˆ2 + Aˆ† Aˆ + Aˆ Aˆ†) dθ⟩ (2.128)
=
1
2 (⟨ Aˆ† Aˆ⟩ + ⟨ Aˆ Aˆ†⟩) , (2.129)
et via les équations (2.115) et (2.118) :⟨Xˆ 2⟩ = 12 [2 ⟨nˆ⟩ + ⟨1ˆ⟩ + 2 (|ξ|2 ⟨nˆv⟩ + η∗ξ ⟨sˆ†vˆ⟩ + ξ∗η ⟨vˆ† sˆ⟩)] . (2.130)
Les trois derniers termes de cette équation sont nuls. Il est évident que ⟨nˆv⟩ = 0
car le nombre moyen de photons du vide est nul. Pour le terme suivant, explici-
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tons :
⟨sˆ†vˆ⟩ = Tr {ρˆsˆ†vˆ} (2.131)
= ∑
n ,m,k
αn ,m⟨k ,0|m,0⟩ ⟨n ,0| sˆ†vˆ |k ,0⟩ (2.132)
=∑
n ,m
αn ,m
√
n− 1 × 0 × ⟨n− 1 ,0|m,−1⟩ , (2.133)
et comme prédit :⟨sˆ†vˆ⟩ = 0 . (2.134)
La même démarche est valable pour le dernier terme :
⟨vˆ† sˆ⟩ = 0 . (2.135)
Donc, puisque ⟨nˆ⟩ = ⟨n⟩, on a finalement
⟨Xˆ 2⟩ = ⟨n⟩ + 12 . (2.136)
On voit ainsi que le second moment du signal est associé au nombre moyen de
photons mesurés.
Quatrième moment ⟨Xˆ4⟩
Calculons maintenant le quatrième moment
⟨Xˆ4⟩ = 14 ⟨ 12] ∫ 2]0 ( eiθ Aˆ† + e−iθ Aˆ)4 dθ⟩ . (2.137)
On s’épargnera le calcul détaillé qui est plus inesthétique que compliqué. Une
fois la moyenne sur θ appliquée, il reste
⟨Xˆ4⟩ = 14 ⟨ Aˆ†2 Aˆ2 + ( Aˆ† Aˆ)2 + Aˆ† Aˆ2 Aˆ† + Aˆ Aˆ†2 Aˆ + ( Aˆ Aˆ†)2 + Aˆ2 Aˆ†2⟩ , (2.138)
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et via la relation de commutation (2.121) on obtient
⟨Xˆ4⟩ = 14 ⟨6 ( Aˆ† Aˆ)2 + 6 Aˆ† Aˆ + 3⟩ (2.139)
=
3
2 ⟨( Aˆ† Aˆ)2 + Aˆ† Aˆ + 12⟩ . (2.140)
On connaît donc le quatrième moment
⟨Xˆ4⟩ = 32 (⟨n2⟩ + ⟨n⟩ + 12) . (2.141)
Interprétation
Il est donc possible d’associer les mesures des moments de Xˆ à celles de nˆ, le
nombre de photons du signal de la source qui se rendent jusqu’au détecteur. C’est
donc dire que même si la mesure n’est pas idéale, on peut obtenir la statistique
photonique à partir du signal mesuré. Cependant, plus les pertes seront grandes
(plus η → 0 ), plus elles seront délétères et le signal sera difficile à discerner
du 1/2 contribué par le vide. Les pertes ne sont ainsi pas dramatiques, mais il
importe de les minimiser autant que possible.
2.5.3 Cumulants de Xˆ
Tel que montré à la section 2.2.2, il est plus pratique de travailler avec
les cumulants qu’avec les moments. On cherche donc à calculer les cumulants
associés aux moments obtenus ci-haut. Par souci de clarté, on définit le kième
cumulant de Xˆ ainsi :
⟨⟨Xˆ k⟩⟩ ≡ Ck . (2.142)
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Deuxième cumulant C2
Par construction, le deuxième cumulant est identique au deuxième moment
et on a simplement, par l’équation (2.136),
C2 = ⟨n⟩ + 12 . (2.143)
Quatrième cumulant C4
Pour le quatrième cumulant, le calcul est légèrement plus compliqué. D’abord,
C4 est donné par l’équation (2.41), qu’on écrit ici
C4 = ⟨Xˆ4⟩ − 3 ⟨Xˆ 2⟩2 . (2.144)
Ensuite, via les équations (2.136) et (2.141),
C4 =
3
2 (⟨n2⟩ + ⟨n⟩ + 12) − 3(⟨n⟩ + 12)2 (2.145)
=
3
2 (⟨n2⟩ + ⟨n⟩ + 12 − 2 ⟨n⟩2 − 2 ⟨n⟩ − 12) (2.146)
=
3
2 (⟨n2⟩ − ⟨n⟩2 − [⟨n⟩2 + ⟨n⟩]) . (2.147)
Or soit ⟨δn2⟩ = ⟨n2⟩ − ⟨n⟩2, la variance du nombre de photons :
C4 =
3
2 [⟨δn2⟩ − ⟨n⟩(⟨n⟩ + 1)] . (2.148)
2.5.4 Statistique de photons
Les résultats (2.143) et (2.148) permettent d’associer la statistique de tension
– les moments et cumulants de Xˆ – à la statistique de photons – ⟨n⟩ et ⟨δn2⟩.
Cet aspect est intéressant à étudier puisque qu’il permet de faire un lien entre
l’électronique micro-onde et l’optique. En effet, l’instrumentalisation micro-onde
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typique n’est pas directement sensible aux photons alors que c’est la mesure
naturelle en optique.
De l’équation (2.143), on obtient facilement
⟨n⟩ = C2 − 12 , (2.149)
qui relie le nombre moyen de photons au second cumulant. Via l’équation (2.148)
on travaille un peu plus pour obtenir
⟨δn2⟩ = 23C4 + ⟨n⟩(⟨n⟩ + 1) , (2.150)
et en substituant (2.149) on a
⟨δn2⟩ = 23C4 + C22 − 14 . (2.151)
On définit aussi le facteur de Fano,
F =
⟨δn2⟩⟨n⟩ , (2.152)
qui permettra d’analyser plus simplement la statistique de photons.
Par exemple, F = 1 pour un état cohérent alors que F = ⟨n⟩+ 1 pour un état
thermique et F = 2 pour un signal de paires émises de manière poissonnienne.
[38, Annexe C]
Chapitre 3
Aspects expérimentaux
On veut donc mesurer les second et quatrième cumulants du bruit émis par
une jonction tunnel polarisée en tension continue et excitée en tension alterna-
tive dans le régime hf ≫ kBTe. Le schéma conceptuel permettant cette mesure
est montré à la figure 3.1 et décrit à la section 3.1.1. Le schéma expérimental
qui est utilisé en pratique est pour sa part montré à la figure 3.2 et décrit à
la section 3.1.2. Le fonctionnement du coupleur, du circulateur, du mélangeur
IQ, de la carte d’acquisition, de l’analyseur de réseau et de l’amplificateur para-
métrique Josephson est traité plus en détail à la section 3.2. La description de
l’amplificateur paramétrique utilisé, son ajustement, ses limitations et le modèle
développé pour tenir compte de sa saturation sont quant à eux approfondies à la
section 3.3. Finalement, le protocole expérimental utilisé pour l’acquisition des
données est expliqué à la section 3.4.
3.1 Schémas
3.1.1 Schéma conceptuel
Une source de photons émet un signal vers un amplificateur paramétrique
Josephson (aussi appelé paramp), à travers un filtre et un circulateur. Le signal
est réfléchi et amplifié par cet amplificateur pour être dirigé par une série
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de circulateurs vers une chaîne d’amplification micro-onde standard. Celle-ci
l’amène à la température de la pièce, où il est converti vers le bas en fréquence et
séparé en quadratures par un mélangeur IQ. Ces dernières sont ensuite filtrées,
amplifiées, puismesurées à l’aide d’une carte d’acquisition ultrarapide. Le logiciel
personnalisé de la carte d’acquisition bâtit en temps réel les histogrammes de
ces mesures, et calcule leurs cumulants à la volée.
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4 - 8 GHz Jonction
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RF
LO
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Q
VDC
Pompe Pac
fp
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Paramp
400 M e´chantillon/s
Carte d’acquisition
1.2 - 22.5 MHz
ϕ
Source de photons
Polari-
Photoex-
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Me´langeur
CoupleurFiltre
Circulateur
Amplificateur
sation
Figure 3.1 – Schéma conceptuel du montage.
Les flèches indiquent, en pourpre, le parcours du signal de photoexcitation, en
bleu, celui du signal de pompe et de référence RF du mélangeur, en doré, celui
du bruit émis par la jonction et, en rouge, celui de ce dernier après amplification
dans le paramp.
La source de photons est en fait une simple jonction tunnel, polarisée en
tension continue et alternative. La polarisation en tension continue est fournie
par une source de tension imposant une différence de potentiel VDC aux bornes de
la jonction. La polaristaion en tension alternative – aussi appelé photoexcitation
– est quant à elle fourni par une source de tension sinusoïdale haute fréquence
qui permet l’ajustement de la puissance Pac et de la fréquence fac de l’excitation.
La photoexcitation est dirigée vers la jonction par un coupleur directionnel. Un té
de polarisation, permet d’empêcher la polarisation en tension continue d’affecter
le reste du montage ou la photoexcitation d’interférer avec la source de tension
continue.
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La source d’alimentation du paramp et du mélangeur – un sinus de fréquence
fp = 6GHz – est fournie par une autre source de tension haute fréquence,
séparée en deux branches par un séparateur. Une des branches est dirigée sur
le paramp par un coupleur directionnel, à travers un filtre et un circulateur.
L’autre branche sert d’oscillateur local LO au mélangeur. Un modulateur de
phase permet d’ajuster la phase ϕ relative entre la pompe et le LO.
3.1.2 Schéma expérimental
Bien que le schéma de la figure 3.1 représente l’essence de la mesure, des
considérations expérimentales forcent l’utilisation d’un montage légèrement
plus complexe. La figure 3.2 présente celui utilisé pour l’acquisition des données
qui sont présentées au chapitre 4. Il y a deux modifications principales compara-
tivement au montage conceptuel, soit le filtrage des entrées et l’ajout d’appareils
permettant d’ajuster le paramp.
Du côté des appareils, notons que les sources micro-ondes utilisées pour la
photoexcitation et le signal de pompe du paramp sont des Agilent PSG E8257D,
que le filtre passe-bande 4 − 7.8GHz est un K&L Microwave 13ED20-5900
U3800-O O, que le té de polarisation est un Anritsu K250 et que l’amplificateur
cryogénique à 4K est un Low Noise Factory LNF-LNC4_8C. Les autres appareils
importants sont détaillés à la section 3.2.
Filtrage
Des fils résistifs et des filtres passe-bas à 1 .9MHz sont ajoutés à la ligne
d’excitation en courant continu de la jonction tunnel pour éviter que le bruit en
sortie de la source ou le bruit thermique dans les câbles ne viennent l’affecter.
Pour les mêmes raisons, un filtre est utilisé en sortie de la source de tension
permettant l’ajustement de la fréquence de résonance du paramp.
Aussi, les lignes hautes fréquences utilisées pour la pompe du paramp et
la photoexcitation sont atténuées entre les étages du cryostat 1. L’idée est de
1. Les étages du cryostat n’hébergeant pas de composantes ne sont pas montrés sur le schéma
pour des raisons de simplicité ; les lignes hautes fréquences y sont tout de même filtrées.
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Figure 3.2 – Montage expérimental utilisé en pratique pour l’acquisition des
données.
s’assurer que le bruit thermique d’un étage chaud soit suffisamment atténué
pour qu’il soit plus petit que le bruit thermique de l’étage froid suivant. Il faut
donc augmenter la puissance de sortie des sources de tension haute fréquence,
mais le bruit est minimisé.
Pour éviter de rendre le signal trop faible, la ligne de mesure passant de
7mK à 4K n’est pas atténuée. Le câble utilisé est cependant formé d’un alliage
supraconducteur de niobium et de titane, empêchant les électrons de participer
à la conduction thermique tout en transmettant le signal sans perte.[39] Ce type
de câble n’est pas utilisé pour les lignes d’excitation pour des raisons de coût et
pour éviter que ces signaux d’amplitudes élevées ne les fassent transiter vers
l’état normal.
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Ajustement du paramp
L’ajustement du paramp est détaillé à la section 3.3.2. Pour ajuster le flux
dans la boucle du paramp, et donc sa fréquence de résonance, on ajoute une
source de courant polarisant son inductance d’ajustement de flux.
Afin de mesurer la transmission et le déphasage du paramp sur la bande
de fréquence d’intérêt, on insère un analyseur de réseau au montage. Celui-ci
permet de mesurer directement l’effet des ajustements des paramètres de la
pompe et de l’inductance de flux sur le gain et la bande passante du paramp.
Sa sortie est combinée à la pompe du paramp en utilisant un combinateur de
signal. On utilise un coupleur pour sonder le signal à l’entrée du mélangeur en
le perturbant au minimum et le diriger vers l’entrée de l’analyseur.
On ajoute aussi un atténuateur variable à la ligne de la pompe du paramp
dans le but d’ajuster séparément la puissance incidente sur le mélangeur le et
paramp.
3.2 Description des appareils
3.2.1 Coupleur directionnel
Un coupleur directionnel est une composante électroniquemicro-onde passive
permettant de coupler des signaux. Un exemple est montré à la figure 3.3. C’est
une composante similaire à une lame partiellement réfléchissante en optique.
Ceux utilisés à la figure 3.1 sont des Krytar 102040016K.
B A
C
κ
Figure 3.3 – Schéma d’un coupleur directionnel.
45
Trois ports sont disponibles à l’utilisateur. Le port C est couplé au port B
avec un facteur de couplage κ ; B et A sont donc couplés d’un facteur 1 − κ. Le
carré noir sur le schéma représente un port terminé à 50Ω et couplé au port A
de la même manière que C l’est à B. Cependant, ce port est rarement accessible
à l’utilisateur. La constante de couplage κ est typiquement très faible.
Concrètement, on peut donc utiliser un coupleur pour sonder, via le port
C, un signal transmis dans la direction B→ A en affectant très peu le signal.
On peut aussi l’utiliser pour obtenir au port B une combinaison des signaux
aux ports A et C, sans trop atténuer celui provenant de A. Notons que lorsque
κ = −3dB, ou 50%, le coupleur agit comme séparateur de signal ou combinateur.
Dans le cas des coupleurs utilisés aux schémas de la section 3.1, κ = −16 dB
ce qui correspond à une transmission B↔ C d’environ 2 .5%. Ainsi, la transmis-
sion A↔ B est peu affectée, étant d’environ −0 .11 dB, ou 97.5%.
3.2.2 Circulateur
Le circulateur est une composante électronique micro-onde passive à trois
ports. Il permet de transmettre sélectivement le signal incident à un de ses
ports vers le suivant, de manière cyclique. Ceux utilisés à la figure 3.1 sont des
QuinStar CTH0408KC. La figure 3.4 en présente le schéma typique.
AB
C
Figure 3.4 – Schéma d’un circulateur.
Le circulateur a donc des coefficients de transmission près de 1 dans les
cas A→ B, B→ C et C→ A, et près de 0 dans le sens inverse. Un matériau
magnétique est utilisé pour briser la symétrie de transmission du courant. Un
circulateur ayant un port terminé à 50Ω est souvent appelé un isolateur et
permet la transmission des ondes dans une seule direction.
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Un circulateur permet ainsi de prendre le paramp – une composante à un
seul port fonctionnant en réflexion – et d’y créer des ports d’entrée et de sortie
effectifs. Les circulateurs utilisés aux schémas de la section 3.1 ont un couplage
d’environ −20dB en sens inverse. Seulement 1% du signal passe donc en inverse
alors que 99% est transmis dans le sens attendu.
3.2.3 Mélangeur IQ
Le mélangeur IQ est une composante électronique micro-onde agissant
comme un multiplicateur de signaux. Celui utilisé à la figure 3.1 est un Mi-
teq IRM0408LC2Q. La figure 3.5 en présente un schéma conceptuel typique.
LO
RF
I
Q
Figure 3.5 – Schéma d’un mélangeur IQ.
RF, pour radiofréquence, est le port associé au signal incident et LO à l’oscil-
lateur local. Le signal émanant du port I est proportionnel au signal incident
sur le port RF, multiplié par le LO. Celui du port Q est similaire, mais le LO est
déphasé de ]/2 avant la multiplication.
Le signal incident en RF, centré autour de la fréquence f = ω/2] , peut être
décomposé en quadratures pour prendre la forme RF(t) = I(t)sinωt+Q(t)cosωt.
En multipliant ce signal par le sinus de référence LO(t) = 2A cosω0t, on crée
des bandes latérales à ω+ = ω + ω0 et ω− = ω − ω0, soit
RF(t) ·LO(t) = A(I(t)(sinω−t + sinω+t)+ Q(t)(cosω−t + cosω+t)). (3.1)
On élimine les termes à ω+ avec un filtre passe-bas et on sélectionne la fréquence
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du LO tel que ω = ω0 → ω− = 0, si bien qu’on obtient finalement
RF(t) ·LO(t)RRRRRRRP.B. ,ω=ω0 = AQ(t) , (3.2)
qui est le signal à la sortie du port Q. La démarche est la même pour l’autre
quadrature à la différence d’un déphasage de ]/2 ajouté au LO pour obtenir
AI(t) en sortie au port I.
Le mélangeur permet donc facilement d’obtenir des signaux proportionnels
aux deux quadratures du signal d’entrée.
3.2.4 Carte d’acquisition
Pour effectuer les mesures, on utilise une carte d’acquisition ultrarapide à
deux ports Ultraview AD14-400. Sa fréquence d’échantillonnage est de 400 mil-
lions d’échantillons par seconde et la résolution de ses convertisseurs analogique–
numérique est de 14 bits.
Un logiciel personnalisé permet de dresser un histogramme avec une série
d’échantillons et d’en calculer les cinq premiers cumulants à la volée. Les filtres
et les amplificateurs qui sont disposés avant l’entrée de la carte au schéma de
la figure 3.2 sont choisis pour ne pas saturer la carte lors des mesures. Pour
ce faire, on polarise la jonction avec les paramètres générant le plus grand
second cumulant et on vérifie qu’aucun compte n’atteigne la limite de la carte.
Si le signal est trop faible ou trop fort, on ajuste l’amplification en conséquence.
On tente d’utiliser au maximum la plage de la carte et d’ainsi profiter de sa
résolution.
3.2.5 Analyseur vectoriel
L’analyseur vectoriel, ou analyseur de réseau, est un appareil permettant de
mesurer expérimentalement la matrice de diffusion 2 d’une composante micro-
onde, c’est-à-dire la phase et l’amplitude relative de toutes les composantes
2. Traduction libre de l’anglais scattering matrix.
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fréquentielles du signal de retour. On utilise un FieldFox N9916A ou un PNA-X
N5244A d’Agilent Technologies 3 pour l’ajustement du paramp. Sa représentation
schématique est disponible à la figure 3.6.
A B
Figure 3.6 – Schéma de l’analyseur vectoriel.
Il comporte deux ports qui peuvent servir aussi bien d’entrée que de sortie.
Lors de la mesure, un des ports balaye un éventail de fréquences avec un signal
sinusoïdal. L’information sur la transmission et le déphasage de ce signal est
alors mesurée à chacune des fréquences pour les deux ports, la transmission vers
lui-même correspondant à la réflexion. Certains modèles d’analyseur vectoriel
comportent des ports supplémentaires, permettant par exemple de caractériser
complètement un coupleur.
Dans le montage de la figure 3.2, on utilise un seul port comme sortie.
L’analyseur vectoriel nous permet alors d’obtenir la transmission et le déphasage
du paramp en fonction de la fréquence. C’est un outil indispensable à l’ajustement
du paramp, comme expliqué à la section 3.3.
3.2.6 Amplificateur paramétrique Josephson
Pour minimiser l’ajout de bruit sur les données par la chaîne d’amplification,
un amplificateur paramétrique Josephson – ci-après paramp – est utilisé à la
première étape d’amplification. Ce choix découle directement des résultats des
sections 2.3.1, 2.3.2 et 2.3.3.
Le paramp est, conceptuellement, un résonateur LC supraconducteur non
linéaire, la non-linéarité étant causée par l’utilisation d’un SQUID 4 dans sa
partie inductive.[40, 41] Cette non-linéarité permet le mélange de fréquences
au sein du résonateur. Le schéma d’un paramp est montré à la figure 3.7.
3. Compagnie maintenant nommée Keysight Technologies.
4. De l’anglais Superconducting Quantum Interference Device.
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b bb
Figure 3.7 – Schéma d’un amplificateur paramétrique Josephson.
L’inductance à proximité du SQUID permet d’ajuster le flux en son sein et de
contrôler la fréquence de résonance de la cavité.
En variant un paramètre dans le temps, il est alors possible de transférer
de l’énergie entre différents modes au sein de la cavité électromagnétique ;
c’est l’amplification paramétrique.[42] Typiquement, un signal sinusoïdal fort à
l’entrée du paramp ou sur la boucle de flux fait office de pompe, le signal médiant
l’amplification. L’amplification paramétrique est un phénomène sans pertes ; de
l’énergie est simplement transférée d’un signal fort, la pompe, vers des signaux
faibles, le signal. L’amplification peut s’effectuer de manière sensible à la phase
ou non, la référence de phase étant le cas échéant celle de la pompe. Le paramp
est de plus supraconducteur, ce qui minimise les pertes en son sein. La conception
de l’amplificateur paramétrique Josephson lui permet donc d’amplifier près de
la limite quantique.
Le paramp est ainsi un choix naturel comme première étape de la chaîne
d’amplification, puisqu’il ajoute un minimum de bruit et peut amplifier de ma-
nière sensible à la phase tout aussi bien qu’en la préservant. Plus de détails sur le
paramp utilisé, son ajustement et son utilisation expérimentale sont disponibles
à la section 3.3.
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3.3 Amplificateur paramétrique Josephson
3.3.1 Dispositif
Le paramp utilisé dans le cadre de ce mémoire a été fourni par le groupe
de recherche du professeur Irfan Siddiqi à l’University of California, Berkeley.
Son numéro de série est ISQC 8. Il utilise une pompe en courant, soit un sinus
sur le même port qu’emprunte le signal à amplifier. Il peut opérer entre 4 .0 et
7.2GHz, sa bande passante varie entre 5 et 20MHz et son gain peut atteindre
20dB.
Figure 3.8 – Photographie d’un paramp similaire à celui utilisé.
Image tirée de [36]. L’écran en aluminium entourant le dispositif a été retiré
pour en montrer l’intérieur. Le paramp en tant que tel est nanofabriqué sur le
petit morceau de silicium noir. On voit un coupleur hybride 180◦ à son entrée ;
il sert à utiliser le paramp en mode flottant. Sous le circuit imprimé, on peut
distinguer la bobine servant à ajuster la polarisation de flux du paramp.
Il s’agit du même type d’amplificateur que ceux utilisés dans la thèse de
doctorat [36] et dans les publications [42] et [43] du groupe de Prof. Siddiqi. La
fiche technique du dispositif utilisé est fournie à l’annexe B et une photographie
représentative de celui-ci est présentée à la figure 3.8. Son schéma électrique
typique est montré à la figure 3.7.
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3.3.2 Ajustement
Bien qu’il soit conceptuellement simple d’utilisation, le paramp s’avère assez
difficile à ajuster. Il faut en effet seulement trouver une puissance de pompe
Pp et une polarisation de bobine de flux Iφ adaptées à la fréquence à laquelle
on veut effectuer les mesures, avec le gain et la bande passante voulus. Il se
trouve cependant que l’éventail des paramètres adaptés à une fréquence de
mesure, un gain et une bande passante est très restreint. On voit à la figure 3.9
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Figure 3.9 – Phase en réflexion du paramp dans le cas sans pompe.
La phase en réflexion du paramp est mesurée pour différentes valeurs du courant
de polarisation du flux et pour un éventail de fréquences entre 4 et 8 GHz. La
résonance correspond au changement rapide de phase, soit la partie jaune de la
courbe.
la phase réfléchie par le paramp lorsque la pompe est désactivée, pour un cycle
de polarisation dans la bobine de flux et une panoplie de fréquences entre 4 et
8GHz. Ces mesures ont été effectuées à l’analyseur vectoriel selon le montage de
la figure 3.2 avec une grande atténuation sur la ligne de la pompe du paramp. La
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fréquence de résonance correspond au changement rapide de phase, qui fait un
tour complet sur une petite plage de fréquence ou de courant de polarisation de
flux. La résonance correspond donc grossièrement à la zone en jaune. Il y est clair
que la résonance se déplace en fréquence en fonction du courant de polarisation
de flux. La difficulté de tomber par tâtonnement sur le bon Iφ pour la fréquence
voulue est aussi évidente, la zone jaune étant généralement très étroite. En plus,
le SQUID peut capturer une quantité de flux variable en refroidissant, ce qui
translate l’abscisse de cette figure aléatoirement à chaque cycle thermique.
L’ajustement par tâtonnement est ainsi extrêmement fastidieux. On dé-
crit donc ici une méthode permettant un tel ajustement en quelques minutes
seulement.
Méthode d’ajustement du paramp
D’abord, on ajuste Iφ sans alimenter le paramp avec la pompe. Pour cela,
on ajuste l’atténuateur variable à la plus grande atténuation possible ; il faut
que la pompe soit en pratique nulle. On peut aussi simplement débrancher le
câble en direction du paramp et le terminer à 50Ω si l’atténuation ne suffit pas.
Dans cette situation, le paramp n’agit que comme un résonateur ajustable en
fréquence via Iφ. On utilise alors l’analyseur vectoriel pour mesurer la phase
réfléchie sur toute la bande de fréquence utilisable du paramp, soit 4 à 8GHz. Il
peut être nécessaire d’ajuster le retard de propagation 5 de manière à obtenir une
phase constante en dehors de la résonance. Il suffit alors de varier Iφ de manière
graduelle et d’observer la résonance se déplacer vers la fréquence voulue.
Ensuite, il faut augmenter la puissance de la pompe graduellement en regar-
dant la transmission avec l’analyseur réseau. On peut augmenter la puissance
par grands incréments et ajuster avec de plus petits incréments lorsqu’on note un
effet sur le spectre. Si on ne voit pas d’effet à une puissance jugée forte, on peut
regarder de nouveau la phase et ajuster la résonance en variant Iφ. Il importe
ici de simplement observer un léger pic d’amplification à la fréquence visée.
Finalement, on ajuste la fenêtre fréquentielle de l’analyseur vectoriel pour
correspondre à quelques fois la bande passante voulue. Il faut aussi ajuster de
5. Traduction libre de l’anglais electrical delay.
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Figure 3.10 – Exemple d’ajustement du paramp.
La résonance est ajustée à 6GHz avec la boucle de flux et la puissance de la
pompe est choisie pour obtenir un gain près de 11 dB. (a) Phase en réflexion du
paramp et (b) gain du paramp en fonction de la fréquence. Une référence sans
pompe est soustraite des données avec pompe pour obtenir la contribution du
paramp seul.
nouveau le délai de propagation pour obtenir une mesure de phase intéressante,
mais à ce point il peut être suffisant de ne regarder que la transmission. On
ajuste alors Iφ de manière à trouver le meilleur gain possible, sans considérer
la bande passante. Si la bande passante est trop faible ou le gain trop grand,
on diminue légèrement la pompe et on recommence jusqu’à ce que le gain et la
bande passante soient satisfaisants ; vice-versa si la bande passante est trop
grande ou le gain trop faible.
La figure 3.10 montre le résultat final de la phase réfléchie et de la trans-
mission pour un paramp ajusté à environ 11 .5dB de gain et 80MHz de bande
passante.
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3.3.3 Limites du paramp
Malgré ses avantages indéniables, le paramp comporte quelques limites.
Lors des mesures de C2 avec celui-ci, il est rapidement apparu qu’il saturait
pour de très faibles signaux. En effet, le modèle typique des paramps Josephson
est valide dans le régime de pompe forte, c’est-à-dire que seule la pompe a une
amplitude suffisante pour transférer de l’énergie au signal. Or, en réalité un
phénomène de rétroaction, où le signal amplifié transfère à son tour de l’énergie
à la pompe, peut avoir lieu et causer une perte de signal.[44]
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Figure 3.11 – Observation de la saturation dans le spectre en sortie du paramp.
Spectres fréquentiels en sortie du paramp pour différentes puissances de pompe
et différentes tensions de polarisations sur une jonction tunnel. On mesure les
spectres avec un analyseur de signal (EXA). Le signal est préalablement ramené
autour de 0 Hz par mixage de fréquence et filtrage. Plus la polarisation de la
jonction est grande, plus celle-ci émet de bruit. La puissance de la pompe est
celle posée par un générateur de signal et n’a de sens que relativement.
Cet effet, et donc la saturation, sera évidemment d’autant plus important que
le signal est grand. On peut confirmer cela en mesurant le bruit d’une jonction
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tunnel à l’aide d’un paramp 6. De tels résultats sont montrés à la figure 3.11. Sur
cette figure, on remarque que le signal éloigné de la fréquence de la pompe semble
augmenter de manière assez uniforme avec la tension de polarisation sur la
jonction. Cependant, avec une puissance de pompe suffisante, cette augmentation
n’est visiblement pas uniforme sur tout le spectre ; elle est moindre près de la
fréquence de la pompe. Comme on intègre le signal sur toute la bande passante
lors de la mesure, on sous-estime le résultat ; il y a saturation.
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Figure 3.12 – Profils de gain du paramp pour différentes puissances de pompe.
FWHM est l’acronyme de l’anglais Full Width at Half Maximum et correspond
à la largueur à mi-hauteur, ou bande passante, du gain. Plus la puissance de la
pompe est grande, plus le gain est grand et la bande passante faible. Les données
sont acquises à l’aide d’un analyseur de spectre PNAX (voir la section 3.2 pour
plus de détails.)
Il est donc évident que l’effet de saturation est plus prononcé pour une grande
puissance de pompe. L’utilisation d’un gain moindre – nécessitant une pompe
plus faible – est donc une manière de minimiser cet effet. Un moindre gain a
aussi l’avantage d’augmenter la largeur spectrale du paramp, comme montré
6. On ne montre ici que les résultats pertinents à l’élaboration du modèle de saturation.
Pour les détails expérimentaux et le montages utilisé pour la mesure, voir le chapitre 4.
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à la figure 3.12. Il faut cependant garder en tête que le gain doit être suffisant
pour que l’utilisation d’un paramp en tant que première étape de la chaîne
d’amplification reste un avantage (voir la section 2.3.3).
Ainsi, l’utilisation d’un gain plus faible ne permet pas de se débarrasser
complètement de la saturation ; il faudra en tenir compte lors de l’analyse des
données. Les mesures de cumulants s’effectuant par moyennage de la bande
passante, les spectres saturés donneront lieu à une sous-estimation du signal.
C’est ce qu’on voit à la figure 3.13, où les tendances linéaires attendues à grande
polarisation – les ailettes – se voient tirées vers le bas.
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Figure 3.13 – Exemple de l’effet de la saturation sur des mesures de bruit de
grenaille.
Une régression sans saturation montre la forme attendue pour le C2 du bruit de
grenaille, voir l’équation (2.12). Pour sa part, une régression effectuée d’après le
modèle de saturation développé dans cette section – équations (3.18) et (3.19)
– colle bien aux données. Seule la plage de données représentée par les points
verts est utilisée pour la régression sans saturation. La saturation cause la
sous-estimation de C2 dans les ailettes à grande polarisation.
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3.3.4 Modèle de saturation
Nous avons donc développé un modèle simple pour tenir compte de la satu-
ration. La figure 3.14 le représente visuellement. Une quadrature s du signal
émis par la jonction tunnel se propage jusqu’au paramp pour y être amplifiée
et déformée par la saturation. On sépare la saturation et l’amplification en se
concentrant sur s′, le signal équivalent à l’entrée du paramp. En d’autres termes,
on n’inclut pas ici l’effet de l’amplification elle-même ; elle sera considérée comme
une étape ultérieure, suivant la saturation.
Tunnel
Junction
Paramp
s
∝ s+ αs
3
Figure 3.14 – Schéma conceptuel du modèle de saturation.
Un signal s incident sur le paramp est réfléchi, amplifié et saturé pour résulter
en un signal proportionnel à s + αs3 en sortie du paramp.
Le modèle est donc simplement
s → s′ = s + αs3 , (3.3)
où
|α| ≪ 1 et α < 0 . (3.4)
On ajoute un seul terme non linéaire par souci de simplicité. La puissance
cubique est sélectionnée, car c’est la première qui peut conserver le caractère
impair de la courbe de gain avec un α ∈ R, une puissance au carré menant à une
augmentation de C2 dans ces conditions. De plus, un signal positif est équivalent
à un signal négatif pour un SQUID, contrairement aux amplificateurs standards
basés sur les semi-conducteurs – voir la caractéristique de courant de la diode
par exemple.
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3.3.5 Impact sur les cumulants mesurés
On peut alors calculer les cumulants de s′. On néglige les termes d’ordre
supérieur à 1 en α, choix justifié par (3.4). On considère aussi que le signal
d’entrée est quasi gaussien, c’est-à-dire que
⟨⟨s4⟩⟩≪ ⟨s2⟩2 et ⟨⟨s6⟩⟩≪ ⟨s2⟩3 . (3.5)
Le premier moment est nul, puisqu’il ne dépend que des moments impairs
du signal, voir (2.127) :
⟨s′⟩ = ⟨s⟩ + α ⟨s3⟩ (3.6)
⟨s′⟩ = 0 . (3.7)
Pour le deuxième cumulant, on a
⟨⟨s′2⟩⟩ = ⟨s2⟩ + 2α ⟨s4⟩+O(α2). (3.8)
Les équations (2.41) et (2.127) impliquent
⟨s4⟩ = ⟨⟨s4⟩⟩ + 3 ⟨⟨s2⟩⟩2 (3.9)
et, via (3.5), on trouve
⟨⟨s′2⟩⟩ = ⟨s2⟩ + 6α ⟨⟨s2⟩⟩2 . (3.10)
On procède de même pour le quatrième cumulant,
⟨⟨s′4⟩⟩ = ⟨s′4⟩ − 3 ⟨s′2⟩2 , (3.11)
où ⟨s′4⟩ = ⟨s4⟩ + 4α ⟨s6⟩+O(α2) (3.12)
et ⟨s′2⟩2 = ⟨s2⟩2 + 4α ⟨s4⟩ ⟨s2⟩+O(α2). (3.13)
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Donc, ⟨⟨s′4⟩⟩ = ⟨⟨s4⟩⟩ + 4α (⟨s6⟩ − 3 ⟨s4⟩ ⟨s2⟩) . (3.14)
Ici, les équations (2.41), (2.43) et (2.127) impliquent
⟨s6⟩ = ⟨⟨s6⟩⟩ + 15 ⟨⟨s4⟩⟩ ⟨⟨s2⟩⟩ + 15 ⟨⟨s2⟩⟩3 (3.15)
et, de concert avec (3.9),
⟨⟨s′4⟩⟩ = ⟨⟨s4⟩⟩ + 4α (⟨⟨s6⟩⟩ + 15 ⟨⟨s4⟩⟩ ⟨⟨s2⟩⟩ + 6 ⟨⟨s2⟩⟩3) . (3.16)
Les équations (3.5) et (3.16) permettent finalement d’obtenir
⟨⟨s′4⟩⟩ = ⟨⟨s4⟩⟩ + 24α ⟨⟨s2⟩⟩3 . (3.17)
3.3.6 Ajustements et désaturation
Lors des mesures de bruit, le signal à l’entrée du paramp – celui participant
à la saturation – sera une combinaison du signal mesuré et d’une contribution de
son bruit d’entrée. Même si, en théorie, le paramp peut amplifier une quadrature
sans ajouter de bruit (voir la section 2.3.2) des imperfections dans la fabrication
et le contrôle de celui-ci en engendreront tout de même. Au moins une partie de
ce bruit semble participer à la saturation, probablement de concert avec du bruit
ajouté par les pertes comme décrit à la section 2.5.2 ou d’autres imperfections
expérimentales. Il faut aussi tenir compte du bruit ne participant pas à la satura-
tion, celui en sortie du paramp ou ajouté par le reste de la chaîne d’amplification
et les composantes. Cette contribution est indépendante du signal, les cumulants
associés s’ajoutent donc simplement à ceux du signal saturé.
Le modèle de saturation s’adapte facilement à cette situation. Soit TA, le
bruit participant à la saturation et TA2, celui n’y participant pas. On note le
nième cumulant mesuré Cnm = ⟨⟨s′n⟩⟩ et le nième cumulant intrinsèque Cn = ⟨⟨sn⟩⟩,
60
par souci de clarté. Le modèle est alors
C2m = G ((C2 + TA)+ 6α (C2 + TA)2 + TA2) (3.18)
et
C4m = G2 (C4 + 24α (C2 + TA)3) , (3.19)
où G est le gain total de la chaîne d’amplification. On considère que TA2 ne
contribue pas au quatrième cumulant, puisque le bruit des amplificateurs micro-
ondes standard est quasi gaussien.
Il est alors possible d’obtenir les cumulants intrinsèques – l’information
d’intérêt, tel que décrit à la section 2.5.3 – simplement en les isolant :
C2 =
1 −√1 + 24α (C2m/G − TA2)
−12α − TA (3.20)
et
C4 =
C4m
G2
− 24α (C2 + TA)3 . (3.21)
Il est dès lors possible de calibrer la saturation à l’aide d’un signal dont la
forme est connue, pour trouver les valeurs de G , α , TA et TA2 par régression
des équations (3.18) et (3.19) sur les données. On peut ensuite désaturer les
résultats d’une autre mesure à l’aide des équations (3.20) et (3.21) et obtenir les
cumulants intrinsèques du signal d’intérêt.
Comme on s’intéresse au bruit émis par une jonction tunnel, on utilisera
typiquement son bruit de grenaille lorsque polarisée en courant continu pour la
calibration. La forme attendue pour le C2 de ce bruit est celle de l’équation (2.12),
et son C4 devrait être nul.
Il est donc possible – malgré les pertes, le bruit généré par le montage et
la saturation du paramp – d’accéder aux cumulants intrinsèques du bruit émis
par un échantillon. Comme décrit à la section 2.5.4, on peut ensuite utiliser ces
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résultats pour déterminer la statistique de photons du signal.
3.4 Protocole expérimental
Le montage présenté à la section 3.1 permet de mesurer les cumulants du
bruit d’une jonction tunnel dans différentes conditions. Ceux-ci ont donc été
mesurés pour une panoplie de configurations de polarisation en tension continue
VDC, de puissances de photoexcitation Pac et de fréquences d’excitation fac.
On mesure le signal de sortie autour de 6GHz en alimentant le paramp,
ainsi que le mélangeur, avec une pompe de fréquence fp = 6GHz. Le paramp est
configuré pour avoir un gain d’environ 10 dB et une bande passante d’environ
80MHz. La polarisation VDC en courant continu est, lui, balayé entre± 55 .92 𝜇V
pour un total de 151 valeurs espacées linéairement. Les puissances d’excitations
Pac utilisées, en sortie du générateur de signal, varient de −30dBm à 10dBm
par incréments de 0 .5dBm. Une référence d’excitation quasi nulle à −135dBm
est aussi utilisée. Pour chacune de ces puissances, deux fréquences d’excitations
sinusoïdales fac ont été étudiées, soient 11 .4GHz et 12GHz.
Pour toutes les configurations de ces paramètres, un histogramme – construit
à partir de 256 millions de mesures du signal – est acquis avec la carte d’acqui-
sition. Les cinq premiers cumulants de cet histogramme sont aussi calculés à la
volée et enregistrés séparément.
Toutes les combinaisons de tension de polarisation, de puissance d’excitation
et de fréquence d’excitation sont utilisées, et huit acquisitions indépendantes sont
faites afin de pouvoir moyenner les résultats et minimiser les effets potentiels
de dérives temporelles. Le temps d’acquisition total de cette série de données est
approximativement de huit jours.
Les scripts utilisés pour l’acquisition des données présentées au chapitre 4
sont listés à la section A.1.
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Note sur l’ajustement de la phase du mélangeur
Notons que la phase de l’oscillateur local du mélangeur est ajustée pour être
à environ 45◦ de la quadrature amplifiée par le paramp. Cette configuration
n’est pas optimale, 0◦ l’est, mais elle est choisie pour permettre différents types
d’analyse. Les mesures sont aussi effectuées sur les deux canaux de la carte
d’acquisition, correspondant aux deux quadratures du signal en sortie du mé-
langeur. Au final, seules les mesures d’un des canaux ont été sélectionnées pour
analyse, celles présentant le moins de saturation.
Chapitre 4
Résultats et analyse
4.1 Calibration de la saturation
4.1.1 Calibration via les données sans photoexcitation
Pour calibrer la saturation du paramp et obtenir des valeurs de référence
pour G , α , TA et TA2, on considère les données acquises avec le protocole de la
section 3.4, dans le cas où la photoexcitation est nulle. Dans ce cas, la forme
attendue de C2 est simplement celle de l’équation (2.12). Un seul degré de liberté
– celui de la température électronique Te au sein de la jonction tunnel – est ainsi
ajouté à la régression.
On ne garde donc que les données associées à la puissance de photoexcitation
de−135dBm. Ces données sont indiscernables de celles pour une photoexcitation
de −35dBm, modulo les fluctuations expérimentales. La puissance utilisée est
donc bien en deça de celle nécessaire pour assurer que la photoexcitation soit à
toutes fins pratiques nulle sur la jonction tunnel.
La figure 4.1 présente les données étudiées ainsi que le résultat de la régres-
sion de l’équation (3.18) y ayant été appliquée, avec C2 donné par l’équation (2.12).
Ce lissage est effectué à la fois sur C2m et C4m, c’est-à-dire que les paramètres
optimisés sont ceux optimaux pour les deux courbes simultanément, tenant
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compte de l’échelle de chacune. La figure 4.2 le montre de manière plus visuelle.
L’algorithme utilisé est disponible à la section A.2.2.
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Figure 4.1 – Régression du modèle de saturation sur des données de bruit de
grenaille.
Second et quatrième cumulants du bruit d’une jonction tunnel, mesurés pour
différentes polarisations en tension continue. Les points représentent les données
brutes et les lignes la régression des équations (3.18) et (3.19) effectuée sur les
deux courbes à la fois.
Les paramètres optimisés par la régression sont
α = −2 .12 ± 0 .01 10−3/K ,
G = 2 .782 ± 0 .007 10−3 V2/K ,
TA = 621 .0 ± 0 .8 mK ,
TA2 = 87 ± 2 mK et
Te = 25 .5 ± 0 .3 mK .
(4.1)
Les erreurs données sur les paramètres correspondent à celles estimées par la
méthode des moindres carrés, l’algorithme de lissage utilisé. La courbe obtenue
est convaincante, se superposant très fidèlement aux données. La température
électronique Te de la jonction se trouve dans la plage attendue pour des mesures
de bruit de grenaille d’une jonction placée dans un cryostat dont la température
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Figure 4.2 – Régression du modèle de saturation, en 3D.
Les points bleus et la courbe rouge représentent les mêmes résultats qu’à la
figure 4.1. La surface transparente bleu pâle correspond aux données avec
photoexcitation à 12 GHz pour la même plage de C2m que la régression. La
représentation en 3D permet de mettre en évidence qu’il s’agit d’une seule
régression sur C2 et C4 en même temps, et de contextualiser la part des données
utilisée pour celle-ci.
de base est 7mK. Celle-ci varie normalement entre 15 et 30mK lors des mesures
effectuées avec ce même cryostat. Une attention particulière est apportée au
filtrage du signal et à la thermalisation des câbles à chaque étage du cryostat
pour minimiser Te.
Le paramètre de saturation α n’affecte C2m que d’un peu moins de 2%, alors
qu’il est responsable de la totalité de C4m. On remarque que α≪ 1 et qu’il est
négatif, ce qui est nécessaire pour assurer la validité du modèle de saturation,
voir l’équation (3.4).
La TA obtenue correspond à 2 .157 ±0 .003 photons à 6GHz, ce qui est assez
grand considérant que le paramp peut en théorie amplifier sans pertes. Des
imperfections dans la conception, la fabrication et les conditions expérimentales
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de celui-ci peuvent causer ce bruit ajouté. D’abord, aucun dispositif réel ne peut
atteindre le degré d’uniformité et de perfection envisagé lors de sa conception ;
les aléas inhérents à la nanofabrication peuvent faire légèrement dévier un dis-
positif de sa modélisation physique et engendrer des pertes. Les approximations
faites lors de l’élaboration du dispositif peuvent aussi s’avérer inadéquates. L’éla-
boration et la fabrication d’amplificateurs opérant à la limite quantique, dont
les amplificateurs paramétriques, est d’ailleurs un sous-domaine très actif en
information quantique.[11, 12, 45, 46, 47] De plus, des pertes et sources de bruit
au sein du montage expérimental peuvent participer au bruit total à l’entrée
du paramp. Le fonctionnement particulier, en réflexion, de l’amplificateur peut
aussi faire en sorte que le signal de sortie revienne y interagir s’il subit des
réflexions. Cela est tout aussi valide pour les étapes successives d’amplification
et les composantes en aval du paramp. Il se peut aussi que certains mécanismes
saturants ne soient pas réellement du bruit d’entrée, bien que modélisés comme
tels.
Le résultat de TA2 semble assez faible. On s’attendrait à ce que la tempéra-
ture de bruit du second amplificateur de la chaîne soit d’environ 3K. Bien sûr,
celui-ci est diminué par le gain du paramp, comme montré à la section 2.3.3.
Cependant, il faudrait que le paramp ait un gain entre 15 et 16 dB pour que cette
étape contribue 80mK de température de bruit. Il est plutôt d’environ 10 dBm. Il
est possible qu’une partie du bruit d’entrée de cet amplificateur participe, d’une
manière ou d’une autre, à la saturation du paramp. Comme discuté ci-haut, il
se peut aussi que certains des mécanismes responsables de la saturation du
paramp n’apparaissent pas réellement en tant que bruit d’entrée de celui-ci – par
exemple, le bruit de sortie. Ainsi, une partie du TA2 réel peut être interprétée
en tant que TA dans le modèle ; TA2 est de fait sous-estimée.
Dans la limite α → 0, le bruit total de la chaîne d’amplification devient
TA + TA2 = 708 ± 3mK ou 3.40 ± 0 .01 photons à 6GHz, ce qui est tout à
fait crédible pour la composition de cette chaîne, avec le paramp permettant de
diminuer le bruit efficace de la chaîne sous celui de l’amplificateur cryogénique.
Le bruit ajouté à la mesure par la saturation est donc crédible, mais il se peut
que le modèle ne cerne pas complètement les subtilités du mécanisme réel de la
saturation du paramp.
67
Il est important de souligner que, bien qu’on ne puisse pas expliquer en
détail les causes responsables de certains résultats de la régression, l’approche
reste valide. Elle permet tout de même d’annuler les effets de la saturation. En
effet, si celle-ci est indépendante de C4 – si elle ne dépend que de la puissance
de bruit à l’entrée du paramp – n’importe quel modèle mathématique fidèle
aux données sans photoexcitation permet de retrouver le bon C4, en autant que
l’hypothèse des amplificateurs de bruit gausien tienne. Pour sa part, C2 est si peu
affecté par la saturation que la différence serait minime. Somme toute, le modèle
s’ajuste bien aux données et permet, via une hypothèse simple, l’extraction des
cumulants intrinsèques de la jonction tunnel.
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Figure 4.3 – C4m en fonction de C2m : photoexcitation à fac = 11 .4GHz et
modèle de saturation.
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4.1.2 Extrapolation aux données avec photoexcitation à
11.4 GHz
Avec les paramètres du modèle établis, on peut utiliser l’équation (3.19) pour
déterminer le C4m attendu dans toutes les conditions, sans se restreindre au
cas sans photoexcitation. La figure 4.3 présente C4m en fonction de C2m pour
toutes les mesures prises avec une photoexcitation de fac = 11 .4GHz, ainsi que
la prédiction du modèle. À cette fréquence, on ne pourrait pas observer l’effet de
paires de photons, peu importe s’il y en a réellement ; au moins un des photons
d’une éventuelle paire se retrouverait hors de la bande de détection. En d’autres
termes, il n’existe pas deux fréquences comprises dans la bande de détection
(∼ 80MHz autour de 6GHz) dont la somme vaille 11 .4GHz.
Ladite figure montre que les données correspondent très bien au modèle, et
ce, pour toutes les puissances de photoexcitation. Notons aussi que le modèle
s’extrapole bien au-delà du domaine de C2m sur lequel il a été calibré, tout en
étant en accord avec les mesures. Aucun paramètre expérimental accessible
lors de ces mesures ne permet d’obtenir de résultat sortant de cette tendance ;
varier la polarisation en tension continue, ou bien la photoexcitation, ne fait que
déplacer les résultats sur la courbe du modèle. Le modèle permet donc de bien
déterminer le C4m engendré par la saturation du paramp, indépendamment de
la photoexcitation.
4.2 Cumulants
4.2.1 Cumulants mesurés
Pour analyser les cumulants dans toutes les configurations étudiées, on
ajoute à la figure 4.3 les données prises avec photoexcitation à fac = 12 .0GHz.
Le résultat est montré à la figure 4.4.
Il apparaît évident que les données à 12 .0GHz ne sont pas bornées par la
prévision du modèle, contrairement à ce qui a été montré ci-haut. Les données
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à VDC = 0 V où à Pac = −135dBm sont effectivement restreintes à cette ten-
dance, mais les combinaisons de valeurs non nulles de ces paramètres peuvent
engendrer une augmentation de C2m, de C4m ou des deux.
À C2m donné, cette augmentation de C4m n’est ni plus ni moins qu’un accrois-
sement de la corrélation du signal dans la bande de détection. Clairement, un phé-
nomène créant des corrélations complexes est donc en jeu quand fac = 12 .0GHz,
sans être observé dans le cas où fac = 11 .4GHz.
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Figure 4.4 – C4m en fonction de C2m pour toutes les configurations expérimen-
tales étudiées.
Les points orange correspondent à une photoexcitation de 12.0 GHz à Pac donnée
pour tous les VDC ; les pourpres à une VDC constante pour toutes les Pac. Dans le
cas des faibles Pac ou de VDC = 0, les points bleus sont indiscernables des verts.
4.2.2 Cumulants intrinsèques
On peut retrouver les cumulants intrinsèques en utilisant les équations (3.20)
et (3.21). Ces résultats sont montrés à la figure 4.5. On y voit clairement l’appa-
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rition d’un C4 intrinsèque non nul dans le cas fac = 12 .0GHz. Il est cependant
nul pour 11 .4GHz, comme attendu pour un signal gaussien ou un rayonnement
thermique.
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Figure 4.5 – Cumulants intrinsèques : C4 en fonction de C2.
Les cumulants intrinsèques pour fac = 11 .4GHz et 12 .0GHz, tirés des données
de la figure 4.4 à l’aide des équations (3.20) et (3.21). Les cumulants sont expri-
més en termes de nombre de photons en utilisant l’équivalence d’énergie entre
la température T et le nombre n de photons à la fréquence f , soit nhf = kBT .
Ici, h est la constante de Plank et kB celle de Boltzmann.
Par gaussien, on entend ici un signal électromagnétique ayant une amplitude
de distribution gaussienne, pas nécessairement un état gaussien. Un tel état –
par exemple un état cohérent déplacé dans l’espace des phases [32, 48] – peut
en effet engendrer un signal électromagnétique non gaussien. Par exemple, un
sinus est le signal associé à un état cohérent, mais l’histogramme d’amplitude
d’un sinus n’est pas gaussien. Cela s’explique par le même phénomène qui rend
les cumulants impairs nuls à la section 2.5.2. La phase θ aléatoire à chaque
mesure peut être assimilée à une rotation aléatoire de l’état dans l’espace des
phases ; en moyennant sur θ, on fait effectivement la moyenne sur le cercle que
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l’état parcourt en (Xˆ , Pˆ), projetée sur Xˆ . Ainsi, si un état gaussien n’est pas
centré dans l’espace des phases, le signal engendré ne sera pas gaussien.
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Figure 4.6 – C4 en fonction de C2 et VDC, en 3D.
En vert, les données à fac = 11 .4GHz ; en bleu, celles à 12 .0GHz.
La seule différence entre les deux séries de données étant la valeur de fac,
celle-ci doit être la cause de ce phénomène. Or fac = 2fp correspond à une
situation pour laquelle la compression d’état est permise, pourvu que VDC et Pac
soient non nulles.[16] En plus, la compression d’état est fortement associée à
la présence de paires de photons corrélés, et des résultats antérieurs obtenus
par notre groupe de recherche mettent en évidence la présence de paires dans
le bruit de grenaille photoassisté.[18] Cependant, cette dernière publication
mettait les paires en évidence en corrélant deux bandes de fréquences ω1 et
ω2, reliées à la fréquence de photoexcitation par la conservation de l’énergie
fac = ω1 + ω2. Dans notre cas, une seule bande fréquentielle est utilisée et les
corrélations sont faites en son sein même plutôt qu’entre des bandes disjointes.
L’apparition d’un C4 non nul, à C2 donné, est donc un symptôme de la création
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de corrélations supplémentaires dans la bande de fréquence mesurée, et n’a lieu
que dans un régime reconnu pour être associé à la présence de paires de photons.
La présence de photons appariés et cohérents, au sein de la bande de fréquence
mesurée, n’aurait pas d’incidence sur le nombre de photons détectés, c’est-à-
dire C2 ou encore la puissance du signal. Cependant, l’ordre supplémentaire
dans le signal augmenterait clairement les corrélations au sein de celui-ci. Pour
un C2 fixé, ce sont alors les cumulants d’ordre supérieur qui contiennent cette
signature. Les résultats obtenus sont donc une indication forte de l’émission de
paires par la jonction tunnel dans le régime fac = 2fp. Pour conserver l’énergie,
les paires doivent aussi être symétriques par rapport à la fréquence de mesure ;
elles ont comme fréquences fp ± ∆ω.
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Figure 4.7 – C2 et C4 en fonction de VDC pour différents Pac.
(a) C2 en fonction de VDC pour différentes valeurs de Pac. (b) Idem pour C4. Les
lignes pointillées représentent : (a) la régression de l’équation (2.16) avec Vac
comme seul paramètre libre ; (b) le C4 théorique pour les valeurs de Vac obtenues
à la figure (a), soit 32 (X(1))2 avec X(1) donné par l’équation (2.17).
La figure 4.7 montre les résultats des mesures de C2 et C4 en fonction de
VDC pour différentes valeurs de Pac. À la figure 4.7(a), on remarque clairement
que l’effet de la puissance de photoexcitation est d’augmenter la plage de VDC sur
laquelle la transition entre les régimes constant et linéaire du bruit de grenaille
s’opère. Chacune de ces courbes correspond aux résultats de [27] dans le cas
f0 = 2f sans référence de phase fixe entre la source de photoexcitation et celle
fournissant la fréquence d’observation. En fixant cette différence de phase, on
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observe d’ailleurs cet effet, comme présenté à la figure 4.9. À la figure 4.7(b),
on obtient des résultats très semblables à [17] en ce qui à trait à C4. La forme
est en effet la même, avec un minimum autour de VDC = 0 et des plateaux qui
s’installent à eVDC ≫ hf . Les lignes pointillées représentent, à la figure 4.7(a),
des régressions selon la forme du bruit photoassisté, l’équation (2.16), avec
comme seul paramètre libre Vac, l’amplitude de l’excitation haute fréquence.
Les autres paramètres sont fixés aux valeurs obtenues lors de la calibration.
Dans le cas de la figure 4.7(b), les lignes pointillées représentent C4(VDC , Vac) =
3
2 (X(1)(VDC , Vac))2, soient les valeurs de C4 attendues d’après les Vac tirés de la
régression sur C2. La forme de X(1) est donnée par l’équation (2.17) et le facteur
3/2 apparaît en considérant l’effet de la bande passante sur les différents ordres
de corrélateurs. Les résultats collent bien aux prévisions théoriques à petit VDC
ou petite Pac.
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Figure 4.8 – Liens entre le C4 maximal, C2 ainsi que les paramètres VDC et Pac.
(a) C4 en fonction de VDC pour différentes valeurs de C2. (b) Pac pour laquelle C4
est maximal, en fonction de VDC. Les résultats à petit VDC n’ont pas de maximum
clair, comme vu en (a) et à la figure 4.6 ; les résultats de ∼ 10dBm sont donc des
artefacts.
La figure 4.8(a) présente des valeurs de C4 en fonction de VDC pour différents
C2 fixes. On y remarque que le maximum de C4 se déplace vers les VDC plus
grands lorsque C2 augmente. À bas C2, le maximum de C4 est au VDC corres-
pondant à la transition entre le régime constant et linéaire du bruit de grenaille,
soit légèrement au-dessous de 25𝜇V comme on le voit à la figure 4.1. À VDC fixe,
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un plus grand C2 correspond à une plus grande Pac ; ainsi, plus VDC croît, plus
la puissance à laquelle C4 est maximal est grande. Cette tendance est claire à la
figure 4.8(b).
Cet effet est intéressant, étant donné qu’une plus grande photoexcitation
correspond à un élargissement de la plage de VDC sur laquelle la transition
de régime du bruit de grenaille s’effectue, comme on le voit à la figure 4.7(a).
Il semble que la zone de C4 ̸= 0, ainsi que sa valeur maximale, augmente
avec cette même plage. On ne peut cependant pas conclure sur le rôle que joue
cette coïncidence sur le plan du mécanisme de génération de paires sans plus
d’information. Notons aussi que 6GHz correspond, considérant l’équivalence
d’énergie, à ∼ 24 .8𝜇V ≈ 25𝜇V. Il se pourrait donc qu’il y ait un phémonène de
stimulation de l’émission des paires, reliant la polarisation VDC et l’énergie de
la photoexcitation. Il serait intéressant d’explorer ces mécanismes potentiels,
par exemple, en adaptant la théorie de [49] à l’émission de photons plutôt que
l’excitation d’électrons et de paires électron–trou.
Pour faire un lien encore plus fort avec les résultats de compression d’état de
[27], on peut fixer la référence de phase entre les deux sources haute fréquence du
montage de la figure 3.2 et ainsi observer la compression d’état des quadratures
du bruit. Des résultats obtenus dans ces conditions sont présentés à la figure 4.9,
ces résultats sont tirés d’une série de données séparée de celle utilisé pour l’étude
des cumulants intrinsèques et de la statistique de photons. On y voit clairement
la compression d’état près de VDC ≈ ± 25𝜇V. Dans les reste des résultats
présentés dans ce mémoire, on ne voit pas la compression d’état puisque les
sources du montage ne sont pas vérouillées en phase. On moyenne ainsi les
quadratures lors des mesures, à la manière de la courbe verte de la figure 4.9.
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Figure 4.9 – Compression d’état au sein du bruit de grenaille.
On observe, autour de VDC ≈ ± 25𝜇V, qu’une des quadratures du bruit atteint
des valeurs sous la limite d’un demi-photon associée au vide, alors que l’autre
quadrature est augmentée pour qu’en moyenne le bruit soit bel et bien au-dessus
de la limite quantique. Ces résultats sont analogues à ceux de [16].
4.3 Statistique de photons
4.3.1 Variance du nombre de photons
Armé des résultats de C2 et C4, présentés aux figures 4.5 et 4.6, on peut re-
trouver la statistique de photons du signal à l’aide des équations (2.149) et (2.151).
Cette approche donne une perspective différente sur les résultats et permet une
analyse intéressante en lien avec les paires de photons. Les résultats pour la
variance du nombre de photons ⟨δn2⟩ en fonction du nombre de photons ⟨n⟩ sont
montrés à la figure 4.10.
On y voit que les données à fac = 11 .4GHz suivent la tendance attendue
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Figure 4.10 – Variance en fonction du nombre de photons dans le signal.
Données de photoexcitation à fac = 11 .4GHz en vert et fac = 12 .0GHz en bleu.
La courbe de tirets rouges est la tendance attendue pour un signal gaussien,
soit ⟨n⟩(⟨n⟩ + 1).
pour un signal gaussien, c’est-à-dire ⟨δn2⟩ = ⟨n⟩(⟨n⟩ + 1), voir l’équation 2.150
avec C4 = 0. Cela est normal considérant que le C4 associé à ces données était
nul à la figure 4.5. Pour ce qui est des données à fac = 12 .0GHz, leurs valeurs
non nulles de C4 causent une augmentation de la variance du nombre de photons
comparativement au cas précédent. Cet effet est attendu, à cause de la forme de
l’équation (2.151), soit ⟨δn2⟩ = 23C4 + C22 − 14 . L’augmentation de ⟨δn2⟩ entre les
deux séries de données est donc due à leur différence en C4.
Ces résultats, surtout à petit ⟨n⟩, se portent bien à une analyse en termes
de statistique quasi poissonnienne. Effectivement, à probabilité de détection
suffisamment basse, toute distribution de détection de photons tend vers une
poisonnienne. Imaginons un signal contenant très peu de photons arrivant
individuellement au détecteur, avec une probabilité négligeable que deux photons
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arrivent ensemble. Dans ce cas, la statistique du signal pour un intervalle donné
sera
⟨δn2⟩ = ⟨n⟩ , (4.2)
où n représente le nombre de photons solitaires. Maintenant, imaginons qu’on
ait un signal similaire, mais composé uniquement de paires de photons. On
utilise n2 pour dénommer le nombre de paires détectées et, comme une paire est
constituée de deux photons, on a
n = 2n2 . (4.3)
Outre ce détail, la situation est strictement la même que précédemment, mais
avec des paires de photons plutôt que des photons solitaires. La statistique de
photons est ainsi
⟨δn22⟩ = ⟨n2⟩ , (4.4)
et, via (4.3), ⟨δn2⟩ = 2 ⟨n⟩ . (4.5)
On constate donc que dans le régime où le signal est quasi poissonnien, la pente
de la variance correspond au nombre de photons qui sont détectés en même
temps ; elle est de 1 pour des photons seuls, de 2 pour des paires et de m pour des
paquets de m photons. Si le signal est une combinaison de paires et de photons
seuls, on s’attendrait à avoir une pente entre 1 et 2.
Dans le cas des résultats de la figure 4.10, il semble que l’augmentation de
C4 – associée au régime permettant l’observation de paires – ait comme effet
d’augmenter la pente initiale de ⟨δn2⟩, renforçant encore une fois l’hypothèse
selon laquelle la corrélation supplémentaire est liée à l’émission de paires de
photons.
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4.3.2 Facteur de Fano
Pour bien mettre en évidence la pente de ⟨δn2⟩ à bas ⟨n⟩, on utilise le facteur
de Fano F, défini à l’équation (2.152) comme ⟨δn2⟩/⟨n⟩. Celui-ci coïncide en
fait avec la dérivée de la variance dans le cas où elle est linéaire, ou très près
de ⟨n⟩ = 0. Dans la limite où ⟨n⟩ → 0, on s’attend donc à un facteur de Fano
de 1 pour un signal formé de photons solitaires, de 2 pour un signal formé
uniquement de photons pairés, ou d’un nombre compris entre les deux dans le
cas d’un mélange.
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Figure 4.11 – Facteur de Fano en fonction du nombre de photons.
En vert : les données avec fac = 11 .4GHz ; en bleu : celles avec fac = 12 .0GHz.
La droite rouge pointillée est de la forme ⟨n⟩+1, soit le F attendu pour un signal
gaussien, ⟨δn2⟩ = ⟨n⟩(⟨n⟩ + 1). Les données ont tendance à diverger près de⟨n⟩ = 0 ; c’est un artefact de l’incertitude sur les ⟨n⟩ ≈ 0.
Il faut cependant porter une attention particulière à la division par ⟨n⟩ lors
du calcul, puisque c’est une quantité expérimentale très près de 0. Ainsi, l’erreur
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sur ce nombre a un très grand effet sur le résultat, pouvant le faire diverger vers
±∞. Pour éviter ces artéfacts masquant la véritable tendance des résultats, on
restreint les données pour que ⟨n⟩ ≥ 0 .01 ; c’est-à-dire que tout ⟨n⟩ sous ce seuil
est considéré valoir 0.01 photon.
Ces résultats sont montrés à la figure 4.11. On y voit F en fonction de ⟨n⟩
pour les mêmes données qu’à la figure 4.10. L’utilisation du facteur de Fano
rend la signature des paires plus visible sur cette figure-ci. À ⟨n⟩→ 0, on voit
effectivement que F ≈ 1 .5. Il semble donc y avoir une quantité non négligeable
de paires dans le signal émis par la jonction. Les mêmes résultats sont présentés
en trois dimensions à la figure 4.12.
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Figure 4.12 – Facteur de Fano en fonction du nombre de photons, en 3D.
Ce résultat, combiné avec ceux discutés ci-haut par rapport à la variance
du nombre de photons, sont des indices forts de l’émission de paires de photons
corrélés par la jonction tunnel photoexcitée et polarisée en courant continu. De
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plus, ces signatures ne sont visibles que dans les conditions où des résultats
antérieurs – sur la compression d’état et la corrélation du bruit dans des bandes
de fréquences disjointes – prédisent la présence de paires de photons.[16, 18]
Chapitre 5
Conclusion
En résumé, ce mémoire présente la mesure de la statistique de photons des
fluctuations électromagnétiques émises par une jonction tunnel polarisée en
courant continu et photoexcitée à haute fréquence. Cette statistique est déduite
de mesures des cumulants des fluctuations de courant générées par la jonction,
un traitement mathématique nous permettant de faire le lien entre ces deux
quantités.
On y présente également un modèle permettant de tenir compte de la satu-
ration de l’amplificateur paramétrique Josephson utilisé dans le montage. Ce
modèle permet de compenser les mesures affectées par cet effet et de retrouver les
cumulants intrinsèques du signal de bruit. À ma connaissance, c’est la première
fois que l’on utilise un tel amplificateur pour l’étude du bruit d’un conducteur
mésoscopique.
Les résultats ainsi obtenus mettent en évidence l’émission, par la jonction
tunnel, de paires de photons corrélés. En particulier, les paires sont observées
lorsque la fréquence de photoexcitation est le double de celle d’acquisition, une
configuration dans laquelle la compression d’état est permise.
Ces travaux de recherche s’inscrivent dans la suite des résultats récents sur
le bruit électronique obtenus par notre groupe. En effet, les paires n’apparaissent
que dans les configurations permettant aussi la compression d’état, phénomène
mis en évidence au sein du bruit dans [16]. De plus, notre analyse se base
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sur le quatrième cumulant, mais en utilisant une seule bande de fréquence,
ce qui est impossible dans les conditions de [17]. Finalement, nos conditions
expérimentales permettent de pousser l’interprétation en termes de statistique
de photons plus loin que les résultats introduits à [18].
C’est donc dire que les résultats présentés démontrent, en utilisant les
cumulants du signal électromagnétique ainsi que la statistique de photons, la
présence de paires de photons corrélées au sein du bruit émis par la jonction
tunnel. Bien que toute l’information sur cesdites paires soit présente dans le
quatrième cumulant, l’utilisation de la statistique de photons s’avère un outil
pratique pour analyser les phénomènes en jeu et présenter les données de
manière probante.
Il serait intéressant d’appliquer les concepts développés ici à l’étude de la
statistique de photons intrinsèque du bruit de grenaille d’une jonction tunnel
non photoexcitée [50], ou de les transposer à d’autres dispositifs mésoscopiques,
comme la jonction Josephson [51] ou les nanofils. Il est aussi possible de pousser
encore plus loin l’interprétation en termes d’optique quantique en mettant à
profit la présence de paires dans le bruit pour effectuer des expériences typiques
de ce domaine – comme la violation des inégalités de Bell abordée dans [52].
Annexe A
Scripts
A.1 Scripts utilisés pour l’acquisition des don-
nées
A.1.1 batch_C4_C2.py
Ce script d’acquisition utilise la librairie pyHegel pour contrôler les appareils
de mesures. Cette librairie est développée dans notre groupe de recherche,
principalement par Christian Lupien. Le code source de pyHegel est ouvert,
licensié sous GNU GENERAL PUBLIC LICENSE version 3, et se trouve en
ligne à l’adresse https://github.com/lupien/pyHegel.
1 #!/usr/bin/python
2 # -*- coding: utf-8 -*-
3
4 # Batch 20141112
5
6 # Last batch crashed because python crashed. I’ve added close_after = True to
7 # the sweep kwargs in hope it might fix the problem.
8
9 # Starting the batch around 14h30 Thursday November 13th.
10
11 TEST_MODE = False
12
13 import os,sys
14 sys.path.append(’C:/data/Projets/Paramps/ControlScripts’)
15 import Paramp_45_deg
16 Paramp_45_deg.set, Paramp_45_deg.get, Paramp_45_deg.sweep = set, get, sweep
17 Adjust45deg = Paramp_45_deg.Adjust45deg
18 from numpy import array, append
19
20 os.system(\
21 ’start /D \Codes\CarteAcquisition\Release cmd /K Ctrl_Carte_Acquistion.exe’)
83
84
22 sleep(5)
23
24 load(’yo4 yo8 att1 psg1 psg2 delay1 dmm7 acq1’)
25 acq1.set_clock_source(None, ’Internal’)
26 make_dir(’C:/data/Projets/Paramps/%D/batch’ if not TEST_MODE \
27 else ’C:/data/Projets/Paramps/%D/batch_TEST’)
28
29 # AC_POWER
30 ac_start = -30
31 ac_stop = 10
32 ac_step = (ac_stop-ac_start)*2+1 if not TEST_MODE else 4
33 ac_values = append([-135], linspace(ac_start, ac_stop, ac_step))
34
35 # DC_BIAS
36 dc_start = -0.15
37 dc_stop = -1*dc_start
38 dc_step = 151 if not TEST_MODE else 4
39 dc_values = linspace(dc_start, dc_stop, dc_step)
40
41 # FREQUENCIES & PUMP
42 pump_freq = 6e9 # GHz
43 pump_power = 24 # dBm
44 att_level = 35 # Pump Att
45
46 vac_freqs = [12e9, 11.4e9] # GHz
47
48 # DEVICES
49 acq=acq1
50 acq_channels = [1, 2]
51 vac = psg1
52 pump = psg2
53 nb_acq = 8 if not TEST_MODE else 2
54
55 outDevice=[(acq.readval, dict(bin=’.npz’)), # Will compressed histogram data
56 (acq.hist_cs, dict(graph=[1, 3])),
57 (dmm7, dict(graph=[]))]
58
59 extras = [yo4, yo8, pump, att1, delay1]
60
61 # PRE-MEASUREMENTS SET-UP
62 set(dmm7.aperture, 0.1)
63 set(yo8, dc_values[0]) # Should be -0.3 V
64 set(att1, att_level) # 35 dB
65
66 set(pump.rf_en, False) # Pump OFF
67 set(pump.freq_cw, pump_freq) # 6 GHz
68 set(pump.ampl, pump_power) # 24 dBm
69
70 set(vac.rf_en, False) # Vac OFF
71 set(vac.mod_am_en, False) # AM modulation OFF
72 set(vac.mod_en, False) # Modulation OFF
73 set(vac.freq_cw, vac_freqs[0]) # 12 GHz
74 set(vac.ampl, ac_values[0]) # Should be -135 dBm
75
76 set(pump.rf_en, True) # Pump ON
77 set(vac.rf_en, True) # Vac ON
78
79
80 # Adjusting the delay
81 acq.set_auto_and_corr(256)
82 if not TEST_MODE:
83 tau,taustd = Adjust45deg(delay1,acq,0,166.66,updown= True)
84
85
85
86 # MEASUREMENT
87
88 filenameFormatString = ’JunctionNoise_AC_{start}_{stop}_{step}_DC_{dc}_’\
89 ’freq{freq}GHz_Chan{chan}_%i.txt’
90
91 for i in range(nb_acq):
92 for freq in vac_freqs:
93 set(vac.freq_cw, freq)
94 for chan in acq_channels:
95 acq.set_histogram(256,chan_nb=chan)
96 for dc in dc_values:
97 set(yo8,dc)
98 set(vac.ampl, ac_values[0])
99 if not TEST_MODE : sleep(5)
100
101 formats = dict(start = ac_start,
102 stop = ac_stop,
103 step = ac_step,
104 dc = dc,
105 freq = freq/1e9,
106 chan = chan
107 )
108
109 sweep(vac.ampl,
110 start=ac_values,
111 out = outDevice,
112 updown = False,
113 extra_conf = extras,
114 close_after = True,
115 filename = filenameFormatString.format(**formats)
116 )
117
118
119 set(vac.rf_en,False)
120 set(pump.rf_en, False)
121 set(vac.mod_am_en,False)
122 set(vac.mod_en,False)
123 set(yo8,0)
A.1.2 Paramp_45_deg.py
1 #!/usr/bin/python
2 # -*- coding: utf-8 -*-
3
4 import sys
5 #sys.path.append(get(sweep.path)+’/’+’../Mypython’)
6 sys.path.append(’C:/data/Projets/Paramps/Mypython’)
7 from maxfit import fit
8 from jos import sortNParray, funcFix, sciRound
9 from scipy import pi, arange, mean, std
10 from numpy import array, loadtxt, sin
11
12 from matplotlib.pyplot import figure
13
14
15 # Scipt to adjust the paramp to 45deg.
16
17 #
18 # 1 - Do a sweep of the delay line for 360deg or more in auto_corr & corr mode.
86
19 # This should yield 3 curves, <x^2>, <y^2> and <xy>.
20 # 2 - Fit sinuses on those curves.
21 # 3 - Right delay should be when <x^2>-<y^2> = 0 and/or <xy> is at an extremum.
22 # <xy> > 0 => \ ; <xy> < 0 => /
23 #
24
25 def discretize(var, quanta):
26 return ((var/quanta)-(var/quanta)%1)*quanta
27
28 def sinusoid(x,p):
29 A,b,phi,f = p
30 return A * sin(2*2*pi*f*(x*1e-12)-phi) + b
31
32 sinusoid_fixFreq = funcFix(sinusoid,[6e9],[3])
33
34 def get_corr_curves(delay, acq, start = 0, stop = 166.5, step = 0.5,
35 filename = ’Paramp_45deg_adj_%i.txt’, updown = True,
36 beforewait = 0.1, **kwargs):
37 # So far it’s implemented take points every .5 ps, saturating the delay
38 # line resolution.
39
40 # Ensure the acq card is in auto_and_corr mode
41 if not (get(acq.corr_mode) and get(acq.autocorr_mode) \
42 and get(acq.op_mode)==’Corr’):
43 raise AssertionError(\
44 ’Acquisition card should be in "auto_and_corr" mode’)
45
46 # First check that start and stop are multiples of .5 ps
47 start = discretize(start, 0.5)
48 stop = discretize(stop, 0.5)
49 if step % 0.5:
50 raise AssertionError(\
51 ’Specified step is smaller than device discretization of 0.5 ps.’)
52 pts = arange(start,stop,step)
53
54 # Do the actual sweep
55 set(sweep.beforewait,beforewait)
56 sweep(delay, pts, out = acq.readval, filename = filename,
57 updown = updown, **kwargs)
58
59 # load the data!
60 data = mean(array([sortNParray(loadtxt(f).T) for f in sweep._lastnames]),
61 axis=0)
62
63 return data
64
65
66
67
68 def fitOneSinusoid(x,y,freq, verbose = False):
69 p0 = [(y.max()-y.min())/2., (y.max()+y.min())/2., 0, freq]
70 f = fit(x,y,p0,sinusoid, verbose = verbose)
71 f.leastsq()
72 if f.para[0] < 0:
73 f.para[0]*=-1
74 f.para[2] = (f.para[2] + pi) % (2*pi)
75 return f
76
77 def fitSinusoids(data,freq, **kwargs):
78 x = data[0]
79 ys = data[1:4]
80 ret = array([fitOneSinusoid(x,y,freq, **kwargs) for y in ys])
81 return ret
82
87
83
84 def tauOneSinusoid(fit,angle):
85 A,b,phi,f = fit.para
86 return ((angle + phi)/(4*pi*f))%(1./(4*f))
87
88 def tauSinusoids(fs,angles = [pi/2,0,0]):
89 ret = array([tauOneSinusoid(f,a) for f,a in zip(fs,angles)])
90 print "\nFound value tau = {tau} ps from fits.".format(\
91 tau=sciRound(*(array([mean(ret),std(ret)])*1e12),fmt=’latex’))
92 return ret
93
94 def plotAll(data,fits,freq=6e9):
95 x = data[0]
96 ys = data[1:4]
97 clrd = [’b.’,’g.’,’r.’]
98 clrl = [’b-’,’g-’,’r-’]
99 labels = [r’$\langle xy \rangle$’,
100 r’$\langle xx \rangle$’,
101 r’$\langle yy \rangle$’]
102 #fits = fitSinusoids(data,freq)
103 fig=figure()
104 ax=fig.add_subplot(111)
105 for y,format1,format2,fit,l in zip(ys,clrd,clrl,fits,labels):
106 A,b,phi,f = fit.para
107 ax.plot(x,(y-b)/A,format1,label=l)
108 ax.plot(x,(fit(x)-b)/A,format2)
109 ax.legend(frameon=True, title=’Chan1: x\nChan2: y’)
110 #return fits
111
112 def Adjust45deg(delay, acq, start=0, stop=166.5, step=0.5, freq=6e9,
113 close_after=True, *args, **kwargs):
114 data = get_corr_curves(delay, acq, start, stop, step,
115 close_after = close_after *args, **kwargs)
116 fits = fitSinusoids(data,freq)
117 plotAll(data,fits,freq)
118 taus = tauSinusoids(fits)
119 tau = mean(taus)
120 taustd = std(taus)
121 set(delay,tau*1e12)
122 print ’Set {d} to {t} ps.’.format(d=get(delay.header),t=get(delay))
123 return tau,taustd
124
A.1.3 maxfit.py
Écrit en collaboration avec Maxime Hardy
1 #!/usr/bin/python
2 # -*- coding: utf-8 -*-
3
4 # from pylab import * # Might be required by the loading script
5 from numpy import array,linspace,sqrt,diag
6 from scipy.optimize import leastsq
7 import scipy.odr as odr
8
9
10 class fit:
11 ’’’
12 La classe ’fit’ crée un objet contenant deux méthodes de fit, soient
88
13 fit.leastsq et fit.odr qui renvoient toutes deux le résultat dans
14 fit.para avec comme erreurs fit.err. Si l’option verbose est activée
15 (activée par défaut), le fit imprime à l’écran des valeurs importantes
16 (dont la matrice de corrélation et chi^2).
17
18 Elle s’utilise comme suit :
19 def Fonction(x,P):
20 return La_fonction_de_la_variable_x_et_du_tableau_de_paramètres_p
21
22 a = fit(ValeursDeX, ValeursDeY, ParamètresInitiaux, Fonction,
23 xerr=ErreursEnX, yerr=ErreursEnY)
24 a.leastsq() OU a.odr()
25
26 Aussi, appeler l’objet de ’fit’ correspond à appeler la fonction avec
27 les paramètres stockés dans fit.para (paramètres initiaux au paramètres
28 de fit)
29 a(x) est absolument équivalent à Fonction(x,a.para)
30
31 Aussi, on peut aller chercher directement les paramètres du fit en
32 considérant l’objet comme un tableau:
33 a[i] est absolument équivalen.let à a.para[i]
34
35 Les classes ’lsqfit’ et ’odrfit’ sont absolument identiques à la classe
36 ’fit’ (elles héritent de toutes ses méthodes et variables), sauf qu’elle
37 performent la régression au moment de l’initialisation. Ainsi :
38 def Fonction(x,P):
39 return La_fonction_de_la_variable_x_et_du_tableau_de_paramètres_p
40
41 a = odrfit(ValeursDeX, ValeursDeY, ParamètresInitiaux, Fonction,
42 xerr=ErreursEnX, yerr=ErreursEnY)
43 ’’’
44 def __init__(self, x, y, p0, f, fullo=1, xerr=None,
45 yerr=None, verbose=True, npts=1000):
46 # Tableau des abscisses
47
48 self.x = array(x)
49 if xerr is None:
50 self.xerr = [1.]*len(self.x)
51 else:
52 self.xerr = array(xerr)
53
54 # Tableau des ordonnées
55 self.y = y
56 if yerr is None:
57 self.yerr = [1.]*len(self.y)
58 else:
59 self.yerr = yerr
60 self.para = p0 # Paramètres initiaux
61 self.f = f # Fonction pour la régression
62 self.fullo = fullo # ’Full output’ de leastsq
63 self.verbose = verbose # Imprime des résultats importants à l’écran
64 self.xFit = linspace(min(self.x),max(self.x),npts)
65
66
67
68 # Appeler l’objet comme une fonction revient à évaluer la fonction avec les
69 # paramètres stockés dans self.para
70 # (soit les paramètres du fit si celui-ci à déjà été fait)
71 def __call__(self,x=None):
72 if x is None:
73 x = self.xFit
74 return self.f(x,self.para)
75
76 def __getitem__(self,i):
89
77 return self.para[i]
78
79 def __len__(self):
80 return len(self.para)
81
82 def _residuals(self,p):
83 return (self.y-self.f(self.x,p))/self.yerr
84
85 def diff(self):
86 return self.y - self.f(self.x,self.para)
87
88 def leastsq(self):
89 self.lsq = leastsq(self._residuals,self.para,full_output=self.fullo)
90 if self.lsq[1] is None:
91 if self.verbose: print ’\n --- FIT DID NOT CONVERGE ---\n’
92 self.err = None
93 self.chi2r = None
94 return False
95 else:
96 # Paramètres :
97 self.para = self.lsq[0]
98 self.cv = self.lsq[1]
99 # Nombre d’itérations :
100 self.it = self.lsq[2][’nfev’]
101 self.computevalues()
102 self.err = self.sdcv*sqrt(self.chi2r)
103 # self.donnee = []
104 # for i in range(len(self.para)):
105 # self.donnee.append(d.donnee(self.para[i],self.err[i]))
106 if self.verbose:
107 print self
108 return True
109
110 def fct(self,p,x):
111 return self.f(x,p)
112
113 def odr(self, **kwargs):
114 self.model = odr.Model(self.fct)
115 self.mydata = odr.Data(self.x,y=self.y,we=self.yerr,wd=self.xerr)
116 self.myodr = odr.ODR(self.mydata,self.model,self.para)
117 self.myoutput = self.myodr.run()
118 self.cv = self.myoutput.cov_beta
119 self.para = self.myoutput.beta
120 self.computevalues()
121 self.err = self.myoutput.sd_beta
122 # self.donnee = []
123 # for i in range(len(self.para)):
124 # self.donnee.append(d.donnee(self.para[i],self.err[i]))
125 # if kwargs.has_key(’verbose’):
126 # if kwargs[’verbose’]:
127 # print self
128 # else:
129 # return
130 if self.myodr.output.stopreason[0] in [’Iteration limit reached’]:
131 if self.verbose: print ’\n --- FIT DID NOT CONVERGE ---\n’
132 return False
133 elif self.verbose:
134 print self
135 return True
136
137 def computevalues(self):
138 self.sdcv = sqrt(diag(self.cv))
139 # Matrice de corrélation
140 self.corrM = self.cv/self.sdcv/self.sdcv[:,None]
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141 self.chi2 = sum(((self.y-self.f(self.x,self.para))/self.yerr)**2.)
142 # Chi^2 réduit
143 self.chi2r = self.chi2/(len(self.y)-len(self.para))
144
145
146 def __str__(self):
147 return ’\n--- FIT ON FUNCTION {} ---\n\nFit parameters are {}\n’\
148 ’Fit errors are {}\nFit covariance\n{}\nFit correlation matrix’\
149 ’\n{}\nReduced chi2 is {}\n\n’.format(self.f.__name__,self.para,
150 self.err,self.cv,
151 self.corrM,self.chi2r)
152
153
154 class lsqfit(fit):
155 def __init__(self,x,y,p0,f,fullo=1,xerr=None,yerr=None,verbose=True):
156 fit.__init__(self,x,y,p0,f,fullo=fullo,xerr=xerr,
157 yerr=yerr,verbose=verbose)
158 self.leastsq()
159
160 class odrfit(fit):
161 def __init__(self,x,y,p0,f,fullo=1,xerr=None,yerr=None,verbose=True):
162 fit.__init__(self,x,y,p0,f,fullo=fullo,xerr=xerr,
163 yerr=yerr,verbose=verbose)
164 self.odr()
A.1.4 Code provenant de jos.py
Des librairies sont chargées au début du code : from pylab import *
sortNParray
172 def sortNParray(array,column=0,isT=True):
173 if isT:
174 tmp=array.T
175 return tmp[tmp[:,column].argsort()].T
176 else:
177 return array[array[:,column].argsort()]
funcFix
225 class funcFix:
226 def __init__(self,f,fixParas=None,fixIdx=None):
227 assert size(fixParas) == size(fixIdx), "List size mismatch!"
228 self.fixParas=fixParas
229 self.fixIdx=fixIdx
230 self.f=f
231 self.__name__=self.f.func_name+’ with params #’+str(fixIdx)+\
232 ’ fixed to :\n’+str(fixParas)
233 def __call__(self,x,p):
234 para=list(p)
235 if type(self.fixParas) != type(None):
236 for j,i in zip(self.fixIdx,self.fixParas):
237 para.insert(j,i)
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238 else: pass
239 return self.f(x,para)
sciRound
202 def sciRound(a,b,fmt=’LaTeX’):
203 pwr=int(floor(log10(b)))
204 a=round(a,-pwr)
205 b=round(b,-pwr)
206 if pwr<0:
207 s=(’%(nb)’+’.%(err)if’%{’err’:-1*pwr})%{’nb’:a}
208 e=(’%(nb)’+’.%(err)if’%{’err’:-1*pwr})%{’nb’:b}
209 else:
210 s=(’%(nb)’+’%(err)ii’%{’err’:pwr})%{’nb’:a}
211 e=(’%(nb)’+’%(err)ii’%{’err’:pwr})%{’nb’:b}
212 if fmt.lower() == ’latex’:
213 return s+’ \\pm ’+e
214 elif fmt.lower() == ’text’:
215 return s+u’ \u00b1 ’+e
216 else:
217 raise NameError(’Unknown format "’+fmt+’"’)
A.2 Scripts utilisés pour l’analyse
A.2.1 Paramp_Saturation_Model_FINAL.py
1 #!/usr/bin/python
2 # -*- coding: UTF-8 -*-
3
4
5 """
6 The Paramp Saturation model is the following:
7
8 A signal $s$ is incident on the paramp. While reflected and amplified by
9 it, a non-linear, 3rd order, term is added because of the saturation (stiff
10 pump doesn’t hold anymore); i.e. the signal becomes
11 $s^\\prime = s+\\alpha s^3$.
12
13 By definition, $S_{ie} = \\langle s^{\\prime i}\\rangle$, $C_{2e} = S_{2e}$
14 and $C_{4e} = S_{4e}-3S_{2e}^2$.
15
16 We want to calculate the expected measured C2e and C4e, taking into account
17 the saturation model, and to be able to deduce the "intrinsic" C2 and C4
18 from it; "desaturating" the data.
19
20 The model is implemented with a S2 function valid only for non-photoexcited
21 shot-noise, but the deduced transformations to desaturate de data should be
22 general. This holds on the hypothesis that the saturation depends on the
23 amplitude of the incident noise and not on its source. Thus, calibrating
24 the amplification/saturation model on the data with no photoexcitation
25 should allow the desaturation of any data taken with the same setup.
26
27
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28 Initial work on that model was done in late 2014/ early 2015 with support
29 from Stéphane Virally. The current cleaned up version was started writing
30 on May 22nd 2015.
31
32 Jean Olivier Simoneau
33 """
34
35
36 from pylab import tanh, sqrt
37
38 def coth(x):
39 return 1/tanh(x)
40
41 # Shot noise vs Bias voltage on a tunnel junction, measured at frequency "freq".
42 def S2(V,Te,freq):
43 from scipy import constants as c
44 h,e,k = c.h,c.e,c.k
45 a = (h*freq-e*V)/(2*k)
46 b = (h*freq+e*V)/(2*k)
47 return (a*coth(a/Te)+b*coth(b/Te))/2.
48
49 # Experimental C2. Different from S2 because of the saturation model.
50 def C2e(x,p):
51 a,G,Ta,Te,Ta2 = p
52 s2 = S2(x,Te,6e9)
53 return G*(s2+Ta+6*a*(s2+Ta)**2 + Ta2)
54
55 # Experimental C4. Different from 0 because of the saturation model.
56 def C4e(x,p):
57 a,G,Ta,Te,Ta2 = p
58 s2 = S2(x,Te,6e9)
59 return 24*a*G**2*(s2+Ta)**3
60
61
62 # Desaturating C2e using the model and calibration.
63 def C2_des(C2e,p):
64 a,G,Ta,Te,Ta2 = p
65 return (G+12*a*G*Ta-sqrt(G*(G+24*a*(C2e-G*Ta2))))/(-12*a*G)
66
67 # Desaturating (rescaling) C4e using the model and calibration.
68 def C4_des(C4e,p):
69 a,G,Ta,Te,Ta2 = p
70 return C4e/G**2
71
A.2.2 nlfits.py
1 #!/bin/python
2 # -*- coding: utf-8 -*-
3
4 # from pylab import * # Might be required by the loading script
5 from numpy import array, sqrt, diag, concatenate, mean, size
6 from scipy.optimize import leastsq
7
8
9
10
11
12 class nlfit:
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13 ’’’
14 Description to come
15 ’’’
16 def __init__(self, xs, ys, p0, fs, pmasks = None, fullo=1,
17 xerrs=None, yerrs = None, verbose = True):
18
19 if not isinstance(xs,list):
20 xs, ys, fs = [xs], [ys], [fs]
21
22 # Abscisse
23 self.xs = array(xs)
24 # xerrors not implemented yet (would require odr)
25 if xerrs is None:
26 self.xerrs = [[1.]*len(x) for x in self.xs]
27 else:
28 self.xerrs = array(xerrs)
29
30 # Ordonnée
31 self.ys = array(ys)
32 if yerrs is None:
33 self.yerrs = [[1.]*len(y) for y in self.ys]
34 else:
35 self.yerrs = array(yerrs)
36
37 if pmasks is None:
38 pmasks = [[1]*len(p0)]*len(xs)
39
40 if any(len(i) != len(xs) \
41 for i in [ys, fs, pmasks, self.xerrs, self.yerrs]):
42 raise(AssertionError,"List size don’t match")
43
44 self._p0 = p0
45 self.para = p0
46 self.fs = fs
47 self.pmasks = pmasks
48 self.scales = [mean(abs(y)) for y in ys]
49 self.fullo = fullo
50 self.verbose = verbose
51
52 def __call__(self, *args):
53 if len(args) == 1:
54 return self.__custom_call__(0,*args)
55 else:
56 return self.__custom_call__(*args)
57
58 def __custom_call__(self, fct_num, x):
59 return self.fs[fct_num](x,self._mask(self.para,self.pmasks[fct_num]))
60
61 def __getitem__(self,i):
62 return self.para[i]
63
64 def __len__(self):
65 return len(self.para)
66
67 def _mask(self, data, mask):
68 return [i for i,j in zip(data,mask) if j]
69
70 def _ps(self,p):
71 return [self._mask(p,mask) for mask in self.pmasks]
72
73 def _residuals(self, y, f, x, p, yerr, scale):
74 return (y - f(x,p))/yerr/scale
75
76 def _residuals_global(self, p):
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77 errs = [self._residuals(y,f,x,mp,yerr,scale) \
78 for y,f,x,mp,yerr,scale in zip(self.ys, self.fs, self.xs,
79 self._ps(p), self.yerrs, self.scales)]
80 return concatenate(errs)
81
82 def leastsq(self, **kwargs):
83 self.lsq = leastsq(self._residuals_global,
84 self.para, full_output=self.fullo, **kwargs)
85 if self.lsq[1] is None:
86 if self.verbose: print ’\n --- FIT DID NOT CONVERGE ---\n’
87 self.errs = None
88 self.err = None
89 self.chi2rs = None
90 return False
91 else:
92 self.para = self.lsq[0]
93 self.cv = self.lsq[1]
94 self.it = self.lsq[2][’nfev’]
95 self.computevalues()
96 self.errs = array([self.sdcv*sqrt(chi2r) for chi2r in self.chi2rs])
97 self.err = self.errs[0]
98
99 if self.verbose:
100 print self
101 return True
102
103
104 def computevalues(self):
105 self.sdcv = sqrt(diag(self.cv))
106 # Matrice de corrélation
107 self.corrM = self.cv/self.sdcv/self.sdcv[:,None]
108 self.chi2s = [sum(self._residuals(y,f,x,mp,yerr,scale)**2) \
109 for y,f,x,mp,yerr,scale in zip(self.ys, self.fs, self.xs,
110 self._ps(self.para),
111 self.yerrs, self.scales)]
112 # Chi^2 réduit
113 self.chi2rs = [chi2/(len(y)-len(self.para)) \
114 for chi2,y in zip(self.chi2s, self.ys)]
115
116
117 def __str__(self):
118 s = ’\n--- FIT ON FUNCTION{} {} ---’+\
119 ’\n\nFit parameters are\n{}\nFit errors are\n{}\n’+\
120 ’\nFit covariance\n{}’+\
121 ’\nFit correlation matrix\n{}\nReduced chi2s are {}\n\n’
122 fmt = [’S’ if len(self.xs)>1 else ’’,’, ’.join([f.__name__ \
123 for f in self.fs]),
124 self.para, self.errs, self.cv, self.corrM, self.chi2rs]
125 tmp = fmt[1].rfind(’, ’)
126 if not tmp == -1:
127 fmt[1] = fmt[1][:tmp] + ’ and ’ + fmt[1][tmp+2:]
128 return s.format(*fmt)
129
130
131
132
133
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Annexe B
Fiche technique du paramp
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Article : Discrete photon
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microwave measurements
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Discrete photon statistics from continuous microwave measurements
Ste´phane Virally,1, ∗ Jean Olivier Simoneau,1 Christian Lupien,1 and Bertrand Reulet1
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Photocount statistics are an important tool for the characterization of electromagnetic fields,
especially for fields with an irrelevant phase. In the microwave domain, continuous rather than
discrete measurements are the norm. Using a novel approach, we recover discrete photon statistics
from the cumulants of a continuous distribution of field quadrature measurements. The use of
cumulants allows the separation between the signal of interest and experimental noise. Using a
parametric amplifier as the first stage of the amplification chain, we extract useful data from up
to the sixth cumulant of the continuous distribution of a coherent field, hence recovering up to the
third moment of the discrete statistics associated with a signal with much less than one average
photon.
Introduction. Photon statistics measurements provide
a wealth of information on the state of the electromag-
netic field. For instance, Glauber’s theory of optical co-
herence [1] is solely based on correlations between mul-
tiple photon measurements. As the discrete nature of
the interaction between light and matter is essentially a
quantum feature, statistical distributions can also char-
acterize the classicality of photonic states. For instance,
single photon states [2, 3] exhibit sub-Poisson photo-
count distributions that are not predicted by classical
theories [4]. These states are not just of theoretical in-
terest, as they feature prominently in proposals for the
development of quantum computation [5] and quantum
communication networks [6].
With the advent of circuit QED [7], there is currently
a great interest in quantum states of the electomagnetic
field in the microwave domain. From early on, predic-
tions have been made on the specific type of photon
statistics that can be expected in mesoscopic conduc-
tors [8–10]. Recently, purely quantum photonic states
have been demonstated in the microwave domain, us-
ing superconducting devices [11, 12]. Entanglement has
also been demonstrated in the GHz range using nor-
mal conductors [13, 14]. The detection of single pho-
tons in the microwave domain remains a challenge, but
schemes have been proposed for the extraction of pho-
tocounts from continuous measurements with linear de-
tectors [15]. Experiments have already been performed
to specifically extract discrete statistics from continuous
measurements [16–18], although they focused on the cal-
culation of centered moments of the continuous distribu-
tions, rather than the cumulants, as is the case herein.
In this Letter, we derive simple formulas linking the
cumulants [19] of the continuous variable (CV) distribu-
tion of field quadrature measurements to the centered
moments of the photocount statistics. The latter fully
characterize the state of the electromagnetic field when
its phase is either not well defined or irrelevant. The
additive nature of cumulants is especially important in
the quantum regime, when we reconstruct photon statis-
tics for signals with much less than one photon per mea-
surement on average and noise contributions cannot be
discarded. We also use a quantum-limited parametric
amplifier as the initial stage of the amplification chain,
in order to lower the noise background to a few photons
per measurement. With both techniques, we can charac-
terize quantum sources with much less than one average
photon in just a few seconds, without the need for exces-
sive averaging.
This Letter is organized as follows. We first derive
formulas linking the cumulants of the CV distribution to
the discrete moments of the photocount distribution. We
then discuss semi-classical limits and show how quantum
states can be characterized from their statistics. Finally,
in the experimental section, we recover the first three mo-
ments of the photocount distribution associated with a
weak coherent state (featuring much less than one pho-
ton on average per measurement) by measuring the first
six cumulants of the CV distribution.
Theory. We measure quadratures of a bosonic input
field by mixing the signal with a local oscillator (hetero-
dyne interferometric measurement). If the input field is
associated with the ladder operator aˆ, observables are of
the form
Xˆaˆ,θ =
eiθ aˆ† + e−iθ aˆ√
2
, (1)
with θ the phase between the input field and the local
oscillator.
We focus on the case of a measurement where the phase
difference θ is effectively averaged during the full time τ
of statistics accumulation. This is the case when the
phase varies randomly during the detection, but also in
the narrow-band limit, when the pulsations ω0 of the
local oscillator and ω of the measured signal differ by δω,
with δω τ 1. As the phase θ is averaged, expectations
of all odd centered moments of the measured signal are
zero, while expectations of the 2kth centered moments
are 〈
X2kaˆ,θ
〉
θ
=
(
1
2
)k〈∑
c.s.
aˆk aˆ†k
〉
, (2)
2with “c.s.” standing for completely symmetric (i.e., the
sum is taken on all possible permutations of the non-
commuting operators). Here, 〈•〉 represents averaging
over the quantum ensemble, while 〈•〉θ represents aver-
aging over both the quantum ensemble and the phase
θ. To simplify notations, we drop the θ indices in the
calculations below.
The completely symmetric sum of Eq. 2 can be ex-
plicitely evaluated and yields [20]
∑
c.s.
aˆk aˆ†k =
k∑
i=0
(
1
2
)k−i
(2k)!
(i!)2(k − i)! aˆ
†i aˆi
=
k∑
i=0
(
1
2
)k−i
(2k)!
(i!)2(k − i)!
i−1∏
j=0
(nˆ− j) ,
(3)
with nˆ = aˆ† aˆ the usual number operator. We have ex-
plicitely linked the even moments
〈
X2kaˆ
〉
of the measured
CV distribution to the moments
〈
n`
〉
of the discrete pho-
tocount distribution.
As explicited before, we actually want to work with
the cumulants Ck =
〈
Xkaˆ
〉
of the CV distribution rather
than its moments. Cumulants characterize the distribu-
tion in the exact same way as its moments, but they also
have the advantage of being additive for independant dis-
tributions. This is crucial when unavoidable noise con-
tributions, including vacuum fluctuations and the weak
thermal contributions of the amplification process, are
taken into account. With the use of cumulants, these
independant contributions can be measured separately
and removed from the final measurement, leaving only
the signal, however weak.
Simple algebra leads from Eq. 3 to the first three mo-
ments of the photocount distribution in the form
〈n〉 = C2 − 1
2
; (4)〈
δn2
〉
=
2
3
C4 + C
2
2 −
1
4
; (5)〈
δn3
〉
=
2
5
C6 + 4C4 C2 + 2C
3
2 −
1
2
C2, (6)
where
〈
δn`
〉
=
〈
(n− 〈n〉)`
〉
is the `th centered moment
of the photocount distribution.
Cumulants can also be obtained through the use of
the second cumulant-generating function [19], which is
the natural logarithm of the characteristic function, or
Γ(λ) = ln
[〈exp(iλXaˆ,θ)〉θ] , (7)
as
Ck = (−i)k d
k Γ
d λk
(0). (8)
The second cumulant-generating function can be com-
puted for some usual states [21]. For a thermal state,
Γ(λ) = −(〈n〉+ 1/2)λ2/2. This is the second cumulant-
generating function of a gaussian distribution, leading to
C2 = 〈n〉 + 1/2 and Ck = 0, ∀k ≥ 3. In other words,
there is an equivalence between gaussian distribution of
quadratures and thermal (chaotic) statistics. When the
fourth-order cumulant is not zero, the statistics is not
chaotic. This is in contradiction with a claim made in
ref. [18] for the noise emitted by a tunnel junction. Such
noise is known to be caused by Poissonian charge tun-
neling statistics [22] and thus features a non-vanishing
fourth-order current cumulant (C4 ∝ e3B3 I¯ where e is
the unit charge, B the bandwidth and I¯ the average cur-
rent). For this reason, the associated photocount statis-
tics is not chaotic. However, the ratio C4/C
2
2 ∝ eB/I¯
of the current statistics is typically small (10−4 to 10−3
in [18]). It can then be difficult to discern between chaotic
and non-chaotic statistics, especially in the presence of
detection noise.
For a coherent state, Γ(λ) = −λ2/4+ln[I0(i√2 |α|λ)],
where I0 is the modified Bessel function of the first kind.
This leads to C2 = |α|2 + 1/2, C4 = −3 |α|4 /2 and C6 =
10 |α|6. Using Eqs. 4, 5, 6 we get, as expected, 〈n〉 =〈
δn2
〉
=
〈
δn3
〉
= |α|2.
Semi-classical narrow-band model. We wish to extract
useful limits for semi-classical narrow-band signals. We
first model the amplitude of a fully classical narrow-band
signal as
s(t) = a(t) cos(ωt) + b(t) sin(ωt), (9)
where a and b are real functions of time with slow varia-
tions (in the sense that the time scale of their variations
is much smaller than 1/ω). We consider a measurement
process that cannot resolve the fast oscillations at ω. The
intensity of a such a signal is then defined by
i(t) =
1
2
[
a2(t) + b2(t)
]
. (10)
A semi-classical prolongation of the model requires
adding an ersatz for the vacuum, in the form
svac(t) = ξa(t) cos(ωt) + ξb(t) sin(ωt), (11)
where ξa and ξb are two independant gaussian random
processes with null average and 1/2 variance.
By identifying Xaˆ,ωt with s(t) + svac(t), and applying
Eqs. 4, 5, 6 we get (after averaging ωt over many cycles)
〈n〉 = 〈i〉 ; (12)〈
δn2
〉
= 〈i〉+ 〈δi2〉 , (13)〈
δn3
〉
= 〈i〉+ 3 〈δi2〉+ 〈δi3〉 , (14)
where
〈
δik
〉
is the kth centered moment of the intensity
distribution.
3Eqs. 13, 14 provide interesting limits for classical sig-
nals. There exists inequalities verified by continuous dis-
tributions. For instance
〈
δi2
〉 ≥ 0 implies〈
δn2
〉 ≥ 〈n〉 . (15)
Thus, we recover the fact that classical signals cannot
obey sub-poissonian statistics [23]. When the intensity is
constant, all moments
〈
δik
〉
vanish and we recognize the
Poisson statistics of coherent signals. Super-poissonian
statistics exists as soon as i(t) is not constant. This is
the case, for instance, when the intensity is modulated,
as shown in the experimental section.
Additional inequalities stem from Stieltjes moments
theorem [24]. For instance,
〈
δi3
〉 ≥ −3 〈i〉 〈δi2〉 leads
to 〈
δn3
〉 ≥ 〈n〉+ 3 (〈δn2〉− 〈n〉) (1− 〈n〉) . (16)
In particular, if 〈n〉 ≤ 1, 〈δn3〉 ≥ 〈n〉.
In addition to the “hard” inequalities of Eqs. 15, 16,
we can derive relations in the vanishing signal limit. For
a classical signal, a reduction in intensity is equivalent
to the addition of an attenuator in the line. It is pos-
sible to write 〈i〉 = η 〈I〉 and 〈δik〉 = ηk 〈δIk〉 with a
fixed intensity I and a varying attenuation factor η. Ac-
cordingly, the vanishing signal limit 〈i〉 → 0 is equiv-
alent to the limit η → 0. Thus, Eqs. 12, 13, 14 yield〈
δn2
〉
,
〈
δn3
〉 ∼ 〈n〉 as 〈n〉 → 0. Hence, the Fano fac-
tor [25] F = 〈δn2〉 / 〈n〉 of a narrow-band classical signal
verifies
F → 1 as 〈n〉 → 0. (17)
In fact, the Fano factor is a great tool for characteriz-
ing distributions in the low 〈n〉 limit. It should always be
close to 1 for classical states and only deviate reasonably
from this value for non-classical states such as Fock states
or squeezed vacua. Although Fano factors of a few hun-
dreds have been reported in previous experiments [16],
they only reflect the fact that moments were used, rather
than cumulants, thus mixing signal and noise. They do
not reflect the underlying statistics of coherent states.
Fig. 1 identifies classical and non-classical regions in
the
(〈n〉 , 〈δn2〉) plane. For a given photon average, co-
herent states feature the lowest variance of all classical
states. As shown above, there also exists an upper limit
for narrow-band classial signals as the photon average
vanishes, with a Fano factor approaching unity. There
are thus two distinct non-classical zones in the plane.
Quantum states below the
〈
δn2
〉
= 〈n〉 line (i.e. states
with sub-Poisson statistics) are well-known and include
Fock states (on the x-axis). On the other side, squeezed
vacuum states exhibit super-poissonian statistics even as
〈n〉 → 0 (with a limit 〈δn2〉 ∼ 2 〈n〉 that reflects the
production of photon pairs in these states). Although
the two non-classical regions seem segregated, it is pos-
sible in some cases to move a state from one to the other
using a symplectic operation, such as a displacement.
For instance, when a squeezed vacuum is displaced in
the quadrature plane in the direction of squeezing, it
can cross the classical region and end up as an ampli-
tude squeezed state in the sub-Poisson region [26, 27].
Indeed, under application of the Glauber displacement
operator [23] Dˆ
(
r eiθ
)
, the average photon number and
variance of the photocount distribution become
〈n〉 → 〈n〉+
√
2 r 〈Xaˆ,θ〉+ r2 (18)
and〈
δn2
〉→ 〈δn2〉+2 r2 〈δXˆ2aˆ,θ〉+2√2 r cov(nˆ, Xˆaˆ,θ), (19)
where the covariance between two operators is defined as
cov(pˆ, qˆ) =
1
2
(〈pˆ qˆ〉+ 〈qˆ pˆ〉)− 〈pˆ〉 〈qˆ〉 . (20)
The migration from one non-classical region to the
other is due to the presence of the covariance term that
reflects correlations between nˆ and Xˆaˆ,θ.
FIG. 1 (color online). States of a narrow-band semi-classical
electromagnetic field are restricted in the (〈n〉 , 〈δn2〉) plane.
They can only exist in the shaded region. The lower limit
(thick blue line) represents coherent states and poissonian
statistics. The shaded region is not bounded by a “hard”
upper curve as classical states are only constrained in the
limit 〈n〉 → 0. Squeezed vacua (solid red line) can exist in
the non-classical upper part. They can cross from the upper
to the lower non-classical parts when appropriately displaced
(green arrow).
Experiment. We tested the results of Eqs. 5, 6 on a
weak coherent state. The full experimental setup is repre-
sented in Fig. 2. The ideal signal is well approximated by
a phase and amplitude-controlled sine wave at 6.01 GHz
generated by an analog signal generator. It is attenuated
down to much less than a photon per measurement bin
before going through a Josephson parametric amplifier
(paramp) [28] placed in a dilution refrigerator and ther-
malized at 7 mK. The parametric amplifier is pumped in
4voltage by a second signal from an analog signal gener-
ator at 6.00 GHz. The measured gain is close to 15 dB.
The parametric amplifier is protected from the noise of
the rest of the amplification chain by two cryogenic circu-
lators. The amplification chain continues with secondary
cryogenic low noise amplifier thermalized at 3 K, and
additional amplifiers at room temperature. The para-
metric amplifier pump is also used as a local oscillator
for an in-phase/quadrature mixer. The phase of the lo-
cal oscillator is controlled by a phase shifter. The signal
at 6.01 GHz is thus downconverted to 10 MHz, band-
pass filtered and acquired by a fast acquisition card with
14-bit resolution and a 400 MSa/s sampling rate.
300 K
3 K
7 mK
Pump
6.00 GHz
Signal
6.01 GHz
ϕ
-45 dB
-40 dB
4-7.8 GHz
Paramp
50 Ω
-30 dB
I
RF
LO
9-11 MHz
Acq.
FIG. 2 (color online). Experimental setup (details in text).
Cumulants are extracted from raw power data using
a model with a single free parameter (number of noise
photons in the cavity of the parametric amplifier). The
value of this parameter is obtained by replacing the sig-
nal source by a DC-biased tunnel junction (not shown)
placed in the dilution refrigerator. The characteristic
noise curve is fitted to extract the background noise,
about one average photon in the 50-MHz bandwidth cav-
ity of the parametric amplifier (−125 dBm). Experi-
mental data is obtained by sweeping the signal source
power in order to get from 10−3 signal photon on average
(−155 dBm) to 10 signal photons on average (−115 dBm)
in the cavity. Data above one average signal photon was
discarded due to the very nonlinear response of the para-
metric amplifier.
The first six cumulants of the CV distribution are
computed in real time, allowing the extraction of the
first three moments of the photocount distribution. Re-
sults are presented in Fig. 3. Each point of the graph
is computed from close to 800 million samples and is
acquired and processed in about 2 s. Experimental re-
sults agree remarkably well with expected values for a
coherent state, for which the Poisson distribution verifies〈
δn3
〉
=
〈
δn2
〉
= 〈n〉. The small deviation at higher 〈n〉
can be ascribed to the strong nonlinearity of the paramet-
ric amplifier. Essential features in the graph, including
the unit Fano factor, are robust with respect to variations
in the value of the free parameter.
FIG. 3 (color online). Measured variance and skewness of
photon statistics for a coherent state. All centered moments
of the Poisson distribution verify
〈
δnk
〉
= 〈n〉.
Fig. 4 illustrates the positive contribution of intensity
fluctuations in the variance of the measured signal. This
set of data was obtained by slowly modulating the coher-
ent state of Fig. 3 with various schemes. The modulation
rate was slightly less than 100 kHz, at a rate incommen-
surable with the frequency of the coherent state and that
of the pump/local oscillator. The various modulation
schemes correspond to different variances of the intensity
distribution. All variances are of the form
〈
δi2
〉
= α 〈i〉2,
with α = 1/3 for triangular modulation, α = 1/2 for si-
nusoidal modulation, and α = 1 for square modulation.
The unit Fano factors predicted by Eq. 17 are clearly
visible in Fig. 4 (which can be compared to Fig. 1).
Conclusion. Discrete photon statistics can be recov-
ered from the cumulants of the continuous distribution
of field quadratures. Cumulants allow the signal to be
completely separated from the noise, leading to measure-
ments of signals with much less than one average pho-
ton. We performed a proof of principle experiment with
coherent states and modulated signals featuring super-
poissonian statistics. Thanks to the segregation between
signal and noise, and the use of a parametric amplifier,
we recovered the first three moments of the photocount
statistics. This type of experiment can differentiate be-
tween classical and non-classical states of the microwave
radiation in mesoscopic conductors. In particular, the
sub-poissonian statistics of single photon sources would
be recognized. In the case of squeezed vacua, the genera-
tion of pairs of photons would yield a non-classical Fano
factor of 2 in the limit of vanishing 〈n〉.
5FIG. 4 (color online). Variance of photon statistics for dif-
ferent modulations schemes. Although all distributions are
super-poissonian, in the small signal limit all variances move
towards 〈n〉, as expected for classical states.
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