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Introduction
The main purpose of my thesis is to examine some electrodynamic properties
of binary pulsars, trying to understand the peculiar physical processes that
can happen in their magnetospheres; the ultimate aim is to discuss if such
systems can be the source of the observed flux of cosmic rays between the
knee (5 × 1015 eV) and the ankle (3 × 1018 eV), since the mechanisms of
acceleration for the cosmic rays in this range of energies are still unknown.
Attention around binary pulsars has arisen after the recent discovery (De-
cember 2003) of the first double neutron star system in which both the stars
are visible as pulsars (PSR J0737-3039); the inspection of the physical fea-
tures of this binary pulsar has led to some intriguing possibilities up to now
unexplored.
In the first chapter of this thesis I will review what is already known
about the main properties of this binary system. I will describe in particular
the possibility to go further in the verification of the predictions of general
relativity with the so-called post-Keplerian parameters; I will discuss the
possibility of studying the optical properties of the magnetospheres, since the
inclination angle of the orbit is nearly 90◦ and some orbital phases show an
eclipse of the light from one pulsar due to absorption by the magnetosphere
of the companion; I will rapidly summarize how the discovery of that binary
pulsar can enlarge our knowledge about the origin and evolution of double
neutron star systems; lastly, I will examine the increase in the estimate of
the Galactic double neutron star merger rate due to the discovery of PSR
J0737-3039.
In Chapter 2 I will then summarize the current knowledge about the
magnetosphere of a single pulsar. After describing the Gold-Pacini model for
the energy loss of the oblique rotator (in which the magnetic and rotational
axes are not parallel), I will discuss the Goldreich-Julian model for the aligned
axisymmetric rotator in the force-free approximation in which the inertial
and gravitational forces are neglected with respect to the electromagnetic
ones and the Lorentz force per unit volume is assumed to be zero outside the
pulsar; after showing the main unsolved problems about this model, I will
try to examine the origin of the leptons (positrons and electrons) which are
expected to fill the pulsar magnetosphere and to continuously stream away
from the star through the light cylinder (where co-rotation with the pulsar
would mean traveling at the speed of light).
Since even the magnetosphere of a single isolated pulsar is not well un-
derstood, my approach in considering some hitherto unexplored properties of
the joint magnetosphere of a binary pulsar will mainly be qualitative, trying
to understand through order-of-magnitude estimates the physical processes
involved.
First of all I will describe in Chapter 3 the possibility that, for binary
pulsars in which the orbital separation is less than the sum of the light
cylinder radii of each star, the region at the center of the system could show a
time-dependent distortion of the two co-rotating magnetospheres which could
give origin to an induced electric field. I will then examine the possibility
that such a field is quenched by a local production of pairs caused by the
electric field itself. After showing that the electric field can not be switched-
off by the pairs, I will discuss the possible observational consequences of the
production of such a large number of leptons, which will be accelerated by
the electric field along the magnetic field lines toward the pulsars and will
then radiate their energy via curvature radiation; unfortunately, the small
energy flux emitted, together with the rarity of double neutron star systems,
will not likely allow us to detect the radiation emitted.
Lastly, in Chapter 4 I will discuss the original idea that the strong induced
electric fields could be responsible for the acceleration of cosmic rays whose
energy lies between the knee and the ankle of the cosmic ray spectrum. In this
case the unsolved problem is the origin for those ions, and I will examine three
possibilities, comparing their respective predictions with the flux and power-
law of the observed spectrum: they could come from the mass loss induced by
the tidal heating caused by the strong gravitational fields of the two orbiting
stars, or maybe they could fill the Goldreich-Julian magnetosphere as well
as positrons and electrons, or they could even be extracted from the pulsar
atmosphere which is continuously replenished by the evaporation of nuclei
from the stellar surface, since the star is being heated by the flux of high
energy leptons discussed above.
The last hypothesis seems to be well confirmed by the observational con-
straints, even if we are not able to fully explain how to free the acceler-
ated cosmic rays from the binary system and inject them in the interstellar
medium; anyway, our qualitative approach could pave the way for further
and more quantitative work on the electrodynamics of binary pulsars, in or-
der to explain the details of the acceleration and escape of ions from such
fascinating systems.
Chapter 1
The double-pulsar system PSR
J0737-3039
The high-precision timing of radio pulsars is a wonderful tool for astrophysical
research; moreover, the possibility to study binary pulsar systems is even
more exciting, since the orbital interaction between the two neutron stars
provides an excellent laboratory to probe the general relativistic corrections
to Newton’s theory and the features of the magnetospheric plasma around
compact objects.
Unfortunately, double neutron star (DNS) binaries are rare, and only six
such systems (plus two DNS candidates) are known so far, as reported in
Table 1.1 [1].
In this chapter I will focus on the discovery [2] [3] of the double pulsar
system PSR J0737-3039 (Section 1.1), the first known compact system in
which both the stars are visible as pulsars; I will describe its main properties
and the implications of its discovery for the possibility to use this system
as a laboratory for relativistic gravity (Section 1.2) and plasma physics in
pulsar magnetospheres (Section 1.3); moreover, J0737-3039 has enhanced our
understanding of the possible origins and evolutionary paths of DNS systems
(Section 1.4) and it has increased the estimate for the Galactic DNS merger
rate and consequently the predicted detection rate for the gravitational wave
detectors such as LIGO and VIRGO (Section 1.5).
1.1 Discovery and basic properties
The discovery of DNS systems has been a prime objective of pulsar surveys
since the first binary system with two neutron stars (PSR B1913+16) was
discovered about 30 years ago by Hulse and Taylor [4].
The 23-ms pulsar J0737-3039A (henceforth simply called A) was recently
identified as part of a high-latitude multibeam survey of the southern sky
using the 64-m Parkes radio telescope; the survey covered that part of the
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Table 1.1: The orbital parameters of various eccentric binary systems, in
which m1 and m2 are the masses of the stars. P , f(m) and a1 sin i are the
spin period, mass function and projected semimajor axis of the most visible
star m1; Pb and P˙b are the orbital period of the system and its variation with
time; ω˙ is the relativistic precession of orbital periastron; e is the orbital
eccentricity; τGW is the remaining time before coalescence via gravitational
radiation. Note that the main difference between DNS systems and neutron
star-white dwarf systems is the different value of the total mass.
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sky with a Galactic latitude |b| ≤ 60◦ and a Galactic longitude between
220◦ and 260◦. The original detection (April 2003) showed a large change
in the apparent pulsar period during the 4-min observation time, suggesting
that the pulsar was a member of a tight binary system. It was found to
be in a 2.4-hour eccentric (e ≈ 0.09) orbit with another compact object
that the observed orbital parameters (in particular the periastron advance
ω˙) suggested was another neutron star.
Anyway, no other pulsed signal was detected in the 4.5-min discovery
observation of PSR J0737-3039A. However, analysis of the data acquired
subsequently for detailed studies of the system has revealed the occasional
presence of pulsations with a period of 2.8 s. This new pulsar, henceforth
called PSR J0737-3039B (or simply B), was identified as the companion,
since it shows Doppler variations in the pulse period related to A’s ones and
it has the same dispersion measure.
Let us keep in mind that the dispersion measure (Appendix A) is the free
electron density ne integrated along the line of sight:
DM ≡
∫ d
0
ne(l) dl ≈ 〈ne〉 d , (1.1)
where d is the distance between the emitter (the pulsar in the binary system)
and the receiver on Earth and 〈ne〉 is the mean number density of electrons
along the line of sight. It can be linked to the arrival time delay ∆ta of
different frequency components of the pulse through the relation (valid if
ω1 ≈ ω2)
∆ta
∆ω
= − 4pie
2
me c ω3
DM , (1.2)
which lets us derive the distance of the emitter if 〈ne〉 is known (the disper-
sion measure for sources at known distances gives 〈ne〉 ≈ 0.03 cm−3 for the
interstellar medium in the Solar neighborhood) or if a model for ne along the
line of sight is available [5].
The fact that the two discovered pulsars are on the same line of sight
and that they have the same dispersion measure (so their distance from the
Earth is the same) leads us to deduce that B is A’s companion.
The main features of the observations of B are shown in Figure 1.1, which
illustrates the strength of the 2.8-s pulsed emission in three frequency bands
as a function of orbital phase and pulse phase over the full orbit. Most notable
is the variation in the received flux density of B: this pulsar is clearly visible
for two brief periods of about 10 min in duration each and centered on B’s
orbital longitudes 210◦ and 280◦ (the orbital longitude is calculated from the
orbital ascending node). Within these bursts, the strength is such that most
pulses are detected individually. In addition to the orbital phases where it
is always detected, the pulsar often shows weak emission elsewhere, notably
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between orbital phases 0◦ and 20◦. The pattern of the visibility is essentially
stable from orbit to orbit and from band to band over the full frequency range
of 680 to 3030 MHz. The absence of pulsar B in the discovery observation of
A was caused by the fact that this observation was made when A’s longitude
was 146◦ (so B’s longitude was about 326◦), and there is little emission from
B.
There are significant changes in the shape of the pulses of B with orbital
phase (Figure 1.1). The data at 1390 MHz show that it varies from a narrow
intense main pulse with a weak precursor in the burst around longitude 210◦
to a roughly equal double-component profile with a somewhat greater sepa-
ration near longitude 280◦. It becomes essentially a single pulse at around
longitude 0◦. There is also an indication of frequency evolution of pulse shape
within the bursts. The double nature of the profiles becomes more evident
at the higher frequency of 3030 MHz and less so at 680 MHz, where the
components seem to have nearly merged.
In Table 1.2 I have reported the main observed and derived parameters
of pulsars A and B. The position and main orbital parameters have been
determined from the high-precision timing enabled by the strong, narrow
pulses of A and by its large flux density. For B the only fitted parameters
were the pulsar rotational period P , its first derivative P˙ and the projected
semimajor axis xB ≡ aB(sin i)/c, where aB is the semimajor axis of pulsar
B, i is the orbital inclination (angle between the line of sight and the orbital
angular momentum of the binary system) and c is the speed of light in
vacuum.
1.2 A unique test-bed for relativistic gravity
Binary pulsar systems can give the possibility to verify the predictions of
general relativity outside the Solar system. Some binaries are in fact so tight
that general relativistic effects are not negligible: for a typical pulsar mass
M∗ = 1.4M, where M ≈ 2 × 1033 g is the Solar mass, the Schwarzschild
radius, defined as
Rsch ≡ 2GM∗
c2
, (1.3)
is about 0.4R∗, where R∗ ≈ 10 km is the pulsar radius, and the spacetime
around the pulsar is therefore strongly curved.
The clocklike properties of pulsars moving in the strong gravitational
fields of their neutron-star companions have allowed unique tests of general
relativity and provided evidence for gravitational radiation.
General relativity and other theories of gravity can be tested when a num-
ber of relativistic corrections, the so-called post-Keplerian (hereafter PK) pa-
rameters [6], to the classical Keplerian description can be measured; they can
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Figure 1.1: The intensity of radiation of B as a function of B’s orbital longi-
tude relative to the ascending node of the orbit. Each panel shows a grey plot
of the intensity over a phase range of 10% of B’s rotational period, centered
on the pulsed emission. (A), (B), and (C) present observations at 680 MHz,
1390 MHz, and 3030 MHz respectively, showing the similarity of the inten-
sity variation over the wide frequency range and the changing pulse shape
with orbital longitude. Longitude in this diagram is strictly the sum of the
longitude of periastron and the true anomaly. The vertical line at longitude
270◦ represents the longitude of inferior conjunction of B, when the two stars
are at their closest on the sky and B is next to the Earth.
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Table 1.2: Observed (top) and derived (bottom) parameters of PSRs J0737-
3039A and B. Standard (1σ) errors are given in parentheses after the values
and are in units of the least significant digit(s). MJD means Modified Julian
Day, which isMJD = JD−2400000.5, where the Julian Day JD is the number
of days since 1 January 4713 BC at midday. The distance is estimated from
the dispersion measure using a model for the interstellar free electron distrib-
ution [5]; the surface magnetic field is calculated using the Gold-Pacini model
(Section 2.1) for pulsar spin-down, which yields B = 3.2× 1019(PP˙ )1/2G, if
P is in seconds and P˙ is dimensionless; the spin-down luminosity is com-
puted using the Gold-Pacini model (Section 2.1); the total mass is derived
from ω˙; from the knowledge of the masses and the mass functions is possible
to deduce the orbital inclination i. Dash entries indicate assumed values as
measured for A; blank entries indicate not measured.
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be calculated from a first-order approximation in (v/c)2 (here vorb/c ≈ 10−3,
where vorb is the typical velocity of the stars along their orbit) of the exact
solutions. In this formalism, for point masses with negligible spin contri-
butions (thus neglecting the so called gravitomagnetic effects [7]), the PK
parameters in each theory should only be functions of the a priori unknown
neutron star masses mA and mB and the classical Keplerian parameters (the
eccentricity e, the orbital period Pb, the longitude of periastron from the
ascending node ω, the epoch of periastron T0 and xA ≡ aA sin i/c, which is
proportional to the projected semimajor axis of A’s orbit). With the two
masses as the only free parameters, the measurement of three or more PK
parameters over-constrains the system and thereby provides a test ground for
theories of gravity. In a theory that describes the binary system correctly,
the PK parameters define lines in a mass-mass diagram that all intersect in
a single point.
So far five PK have been measured in DNS systems (in the following for-
mulae P ≡ GM/c3 ≈ 4.925490947µs, the massesmA andmB are expressed
in units of Solar masses and Mtot ≡ mB +mB is in Solar masses):
• the relativistic periastron advance
ω˙ = 3
(
Pb
2pi
)−5/3
(PMtot)2/3(1− e2)−1 (1.4)
• the orbital decay due to gravitational wave damping
P˙b = −192pi
5
(
Pb
2pi
)−5/3(
1 +
73
24
e2 +
37
96
e4
)
(1−e2)−7/2P 5/3 mAmBM−1/3tot
(1.5)
• the gravitational redshift and time dilation parameter for the light com-
ing from pulsar A (Appendix B)
γ = e
(
Pb
2pi
)1/3
P
2/3
 M
−4/3
tot mB(mA + 2mB) (1.6)
• the Shapiro delay [10] [11], caused by the passage of A’s pulses through
the gravitational potential of the companion; this effect is enhanced if
the orbit is seen nearly edge-on, that is when i, the angle between the
line of sight and the orbital angular momentum, is nearly 90◦. If the
true anomaly of pulsar A is φ, the Shapiro delay is (Appendix B)
∆τS = −2mB P ln
(
1− sin i sin(ω + φ)
1 + e cosφ
)
. (1.7)
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It is usually expressed through two PK parameters, r ≡ mB P (range)
and s ≡ sin i (shape), which can be easily written as functions of the
keplerian parameters:
r = mB P s = xA
(
Pb
2pi
)−2/3
P
−1/3
 M
2/3
tot m
−1
B . (1.8)
Such tests have been possible before the discovery of J0737-3039 in only
two DNS systems, PSR B1913+16 [8] and PSR B1534+12 [9].
For PSR B1913+16, the relativistic periastron advance ω˙, the orbital
decay due to gravitational wave damping P˙b (Pb is the binary pulsar orbital
period) and the gravitational redshift and time dilation parameter γ have
been measured, providing a total of three PK parameters.
For PSR B1534+12, the Shapiro delay is also visible, because the orbit
is seen nearly edge-on, resulting in two further PK parameters, s and r.
However, the observed value of P˙b requires corrections for kinematic effects
involving the unknown relative acceleration between the Solar system refer-
ence frame and the binary pulsar reference frame [12], so that PSR B1534+12
provides four PK parameters usable for precise tests; anyway, let us note that,
while the other PK parameters are strong field effects, P˙b is a purely radia-
tive effect, and so B1534+12 does not involve any test about the radiative
predictions of general relativity.
Extending and improving the timing resolution for A, A’s ω˙ and γ have
been measured; the Shapiro delay in the pulse arrival times of A due to the
gravitational field of B (Figure 1.2) has been detected. This provides four
measured PK parameters, resulting in a mA −mB plot (Figure 1.3) through
which we can test the predictions of general relativity. While in principle
an equivalent set of equations can be written for B’s orbit, in practice the
longer spin period and the sporadic emission of B mean that these effects
will probably be impossible to measure for pulsar B.
However, the detection of B as a pulsar opens up opportunities to go
beyond what has been possible to do with previously known DNS binary
systems, in which only one of the two neutron stars was visible as a pulsar.
• First, we can exclude all regions in themA−mB plane that are forbidden
by the individual mass functions of A and B because of the requirement
sin i ≤ 1.
Let us keep in mind that A’s mass function is defined as (here the
masses are not in units of Solar masses):
fA ≡ (mB sin i)
3
(mA +mB)2
=
(
2pi
Pb
)2
(c xA)
3
G
, (1.9)
where xA can be measured from the Doppler variations of the pulse
period; the second equality comes from the third Kepler’s law.
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Figure 1.2: The effect of the Shapiro delay caused by the gravitational poten-
tial of B seen in the timing residuals of A. (Top) Timing residuals obtained
by subtracting the model defined in Table 1.2 from the observed times of
arrival. (Bottom) As the top panel displays, but with the Shapiro delay pa-
rameters r and s set to zero; let us notice that the maximum is reached when
A’s orbital longitude is about 90◦ (that is, A is at superior conjunction).
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Figure 1.3: The observational constraints on the masses mA and mB. The
colored regions are those that are excluded by the Keplerian mass functions
of the two pulsars. Further constraints are shown as pairs of lines (taking
into account the experimental uncertainties) enclosing permitted regions as
predicted by general relativity: (a) the measurement of the advance of pe-
riastron ω˙, giving the total mass mA + mB = (2.588 ± 0.003)M (dashed
line); it has here been supposed that the observed ω˙ is entirely due to gen-
eral relativity, thus excluding classical contributions from tidal deformation
or rotation-induced quadrupole moment in the companion, which might be
present if the companion were not a neutron star; (b) the measurement of
R ≡ mA/mB = xB/xA = 1.069 ± 0.006 (solid line); (c) the measurement of
the gravitational redshift and time dilation parameter γ (dot-dash line); (d)
the measurement of the Shapiro parameter r giving mB = (1.2 ± 0.3)M
(dot-dot-dot-dash line); and (e) the Shapiro parameter s (dotted line). Inset
is an enlarged view of the small square that encompasses the intersection of
the three tightest constraints, with the scales increased by a factor of 16. The
permitted regions are those between the pairs of parallel lines, and we see
that an area exists which is compatible with all the constraints, delineated
by the solid green region.
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• Secondly, with a measurement of the projected semimajor axes of the
orbits of both A and B, we obtain a precise measurement of the mass
ratio
R(mA,mB) ≡ mA
mB
=
xB
xA
(1.10)
providing a further constraint in the mA −mB plot.
With four PK parameters already available for tests, this additional con-
straints make this system the most over-determined DNS binary to date and
a truly unique laboratory for relativistic gravity. The position of the al-
lowed region in Figure 1.3 determines the two masses (mA = 1.34M and
mB = 1.25M) and the inclination of the orbit to the line of sight (thanks to
the knowledge of the mass functions and of the individual masses). It turns
out that the system is observed nearly edge-on, with an inclination angle i
of about 87◦ (Table 1.2).
Moreover, with a significant measurement of P˙b an additional radiative
PK parameter will become available. This may provide a new constraint
if kinematic effects are negligible or can be isolated by proper motion and
distance measurements (in order to compute the relative acceleration between
the binary system and the Earth). In fact, in PSR B1913+16, uncertainty in
the orbital period derivative due to the acceleration in the Galactic potential
limited the precision of this test of the predictions of general relativity [12]
[24]. By comparison, PSR J0737-3039 is relatively close to the Sun and the
uncertainty in the Galactic acceleration will be much smaller, allowing a more
precise test.
Because of the curvature of space-time near massive objects and the grav-
itomagnetic coupling between the spins and the orbital angular momentum,
the spin axes of both pulsars will precess about the total (orbital + spins)
angular momentum vector, changing the orientation of the pulsars as seen
from Earth [13]. With the measured system parameters (Table 1.2), general
relativity predicts periods of such geodetic precession of only 75 years for
A and 71 years for B [14]. Hence, the relative orientation of the pulsars’
spin axes within the system geometry is expected to change on short time
scales; so we can expect that, if such a precession does not make the beam
geometrically undetectable, additional PK parameters can be measured that
are too small to be detected in other binary pulsars.
In contrast to previous tests of general relativity, it may soon be necessary
to use higher order terms than (v/c)2 to describe the system accurately, the
first time this has been necessary for binary pulsar systems. The future high
precision of the measurement of ω˙ may demand this first for comparison of
the observed value of this parameter with theories of gravity [15]. Deviations
from the value predicted by general relativity may be caused by contributions
from spin-orbit coupling [14], which is about an order of magnitude larger
than that for PSR B1913+16. This potentially will allow us to measure the
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moment of inertia of a neutron star for the first time [15], thus deriving some
constraints on the pulsar equation of state and on the behavior of matter at
extreme pressures and densities.
1.3 A laboratory for plasma physics in pulsar
magnetospheres
Since A’s spin period is much less than B’s one, A’s magnetosphere is not
so large as B’s one; let us suppose in fact that the typical spherical magne-
tospheric radius Rmagn is
Rmagn ≈ rlc ≡ c P/(2pi) (1.11)
where rlc is the so called light cylinder radius, that is the cylindrical radius
where the speed of an object which is co-rotating with the pulsar would be
the speed of light. So rlcA ≈ 1200 km ≈ 0.004 lt-s (where lt-s is the distance
light travels in one second), while rlcB ≈ 135000 km ≈ 0.45 lt-s.
The fact (Figure 1.3) that the orbital inclination is very large and that
the distance between the stars is quite small (≈ 900000 km ≈ 3 lt-s) causes
the line of sight of each pulsar at conjunction to pass next to (≈ 45000 km ≈
0.15 lt-s) the other star: so the pulsed radiation from A passes through B’s
magnetosphere, while the viceversa does not happen because of A’s small
magnetosphere.
This fact leads to two main observational consequences:
• when A’s line of sight passes through B’s magnetosphere at superior
conjunction (when the two star are approximately on the line of sight
and B is near the Earth) a short eclipse of A is observed (Figure 1.5);
• it is also possible to detect an orbital modulation of the flux density
and the pulse shape of B, probably because of the influence of J0737-
3039A’s energy flux on B’s magnetosphere (Figure 1.1).
These effects will allow us to probe some magneto-ionic properties of a
pulsar magnetosphere. The determination of changes in the radio trans-
mission properties, including the dispersion and Faraday rotation measures,
will potentially allow the plasma density and magnetic field structure to be
probed. Additionally, the ≈ 70-year period geodetic precession of the spin
will cause the line of sight to sample different trajectories through the mag-
netosphere of B.
I will firstly examine the observational properties and possible theoretical
explanations of A’s eclipse.
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Figure 1.4: The physical configuration of the binary system, at conjunction,
as on 19 August 2003 (MJD 52870), showing the relative sizes of the two
orbits and B’s magnetosphere. At conjunction, the two neutron stars are
separated by ≈ 2.8 lt-s or about 800000 km. (Top) View from above the
orbital plane with the Earth to the right. The shaded segments indicate
orbital phases where B is detected strongly (see Figure 1.1). The apsidal line
is the major axis of the orbits, and the line of nodes is the intersection of
the orbital plane and the plane normal to the line of sight passing through
the center of mass of the system. (Bottom) View from the side, showing the
passage of the line of sight from A to the Earth through the magnetosphere
of B. The approximate position of the point of pressure balance between the
relativistic wind from A and the magnetic field of B is indicated.
16 The double-pulsar system PSR J0737-3039
Figure 1.5: Pulsed flux density of A versus time (with respect to superior con-
junction) and orbital phase for the three eclipses in the 820 MHz observation
at Green Bank Telescope (top three panels) and all three eclipses summed
(bottom panel). In the individual eclipse light curves, every 12 pulses have
been averaged for an effective time resolution of 0.27 s. Every 100 pulses
have been averaged to create the lower composite light curve for an effective
time resolution of 2.3 s. Pulsed flux densities have been normalized such that
the pre-eclipse average flux density is unity.
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Close inspection of the flux density of the pulses from A reveals that
for the majority of the orbit the pulsed flux density of A is constant within
measurement uncertainties, exhibiting no orbital phase-dependent variations;
however, close to superior conjunction (when the line of sight passes only 0.15
lt-s from B) a short occultation occurs in A’s pulsed signal. Figure 1.5 shows
the light curves of A for all three eclipses included in the 820 MHz observation
at the 100-m Green Bank Telescope in December 2003 and January 2004. In
the bottom panel, it is also shown a composite light curve, averaged over all
three eclipses and over 100 A pulses, for an effective time resolution of 2.3 s.
[37] calculated an eclipse duration (defined by the FWHM of the light
curve) of 27 s, which was used to place a limit of 18,600 km or 0.05 lt-s (about
10% of the light-cylinder radius of B) on the lateral extent of the eclipsing
region (the relative transverse velocity is about 660 km s−1, see Table 1.2). It
was also found that eclipse ingress takes roughly 4 times longer than egress
and that the rise and fall of the flux density during eclipse is not monotonic.
In fact, up until orbital phases approaching 90◦, the light curves of A show
amplitude peaks consistent with pre-eclipse levels.
Figure 1.6 shows an expanded view of Figure 1.5 covering a smaller range
of orbital phases centered on the eclipse. On this plot, it is also indicated
the measured Solar system barycentric arrival times of the pulses of the 2.8-
s pulsar B. This demonstrates clearly that the pulsed flux density of A is
modulated in synchronism with 0.5PB (PB is the spin period of pulsar B). In
all three eclipses, we see negative dips in pulsed flux density occurring first
at a time about 0.5PB out of phase with the B pulses and later also at a time
in phase with the B pulses. In order to determine more sensitively how the
flux density of A depends on the rotational phase of B, [37] shifted the light
curves of the second and third eclipses by up to ±0.5PB so that the phases of
the B pulses were identical to those of the first eclipse. They then summed
the light curves of all three eclipses to create the bottom panel of Figure 1.6.
They then divided each 2.8-s window of B’s rotational phase into four
equal regions and calculated an average light curve for each region, as shown
in Figure 1.7. The light curves for each of the B pulse phase windows vary
smoothly. Eclipse durations range from 20 to 34 s for the four B phase
windows, calculated to be the FWHM of the eclipse. Ingress occurs first at
B phase 0.5 and then at 0.0. The similarity of the eclipse between these
two phases lets us think that B is an orthogonal rotator, with rotation axis
parallel to the orbital angular momentum, because of the torques exerted by
A’s relativistic wind (see below), and magnetic axis on the orbital plane, so
that B’s magnetic axis intersects the line of sight from A to B every B’s half
period; in particular, during B phases 0.5 and 0.0 the magnetic axis of B is
thought to be aligned with the line of sight to A. The eclipse occurs later and
more gradually for the other two phase windows centered on phases 0.25 and
0.75, when the magnetic axis of B is at right angles to the line of sight from A.
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Figure 1.6: As in Figure 1.5, the top three panels show the light curves for
the three individual eclipses but covering here a narrower range of orbital
phases. The vertical dashed lines indicate the measured arrival times of the
pulses of B. The bottom panel shows the light curve averaged over all three
eclipses of A, with the second and third eclipses shifted by less than ±PB/2
so that B pulses arrive at the same phase as during the first eclipse.
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The orbital phases of egress are similar for all B pulse phases. For light curves
at B phases centered on 0.0 and 0.5, the eclipses are essentially symmetric,
with a minimum beginning at orbital phases near 89◦.4 and ending at orbital
phases near 90◦.6. The light curves for B phases centered on 0.25 and 0.75
are less symmetric, with the flux density minimum occurring briefly, around
orbital phases 90◦.2-90◦.5. Only at around orbital phase 90◦.5 is the flux
density of all phases of B consistent with being zero.
I will now try to discuss some possible theoretical explanations for the
observed properties of the eclipse.
The observed eclipse phenomenology can be understood in the context
of a model invoking synchrotron absorption of the radio emission from A in
a magnetosheath surrounding B’s rotating magnetosphere [38] [30] (Figure
1.8). Much of the rotational energy of the faster spinning A pulsar is emitted
in the form of a relativistic magnetized wind composed primarily of electron-
positron pairs. The rotational energy loss rate of A (Table 1.2) is 3600 times
greater than that of the slower B pulsar. Since the dynamic pressure of A’s
wind is balanced against B’s magnetic pressure only at a point well inside the
light cylinder of B, A’s wind confines B’s magnetosphere on the side facing A,
with a long magnetospheric tail extending behind B. The collision of A’s wind
with the magnetosphere of B leads to the formation of a bow shock consisting
of hot magnetized plasma. This plasma will surround the cometary-shaped
magnetosphere of B, creating a magnetosheath; it will not reach all the way
to the polar caps of B but it is confined at the magnetopause, where the
plasma pressure equals the magnetic pressure.
The energy density due to the spin-down luminosity (assumed isotropic)
emitted by A and the energy density of the magnetic field of B are in bal-
ance at a distance ≈ 0.2 lt-s from B, about 40% of the light cylinder radius
of B, assuming that its magnetic field can be calculated with the use of the
standard dipole formula. Within this distance, the energy field of B will
dominate (and A will be eclipsed), whereas A’s wind will dominate outside.
Even though this picture is roughly consistent with the lateral extent of the
observed eclipse of A, it is likely that the strong departure of B’s magne-
tosphere from an ideal case makes such calculations uncertain. In fact, the
deep penetration of A’s wind into B’s light cylinder could exert a propeller
torque on B which could dominate its spin-down [30] [38]; in this case the
estimate for the magnetic field based on the Gold-Pacini model (Section 2.1)
fails and the implied magnetic field strength of B is a factor of 3 lower than
the dipole estimate (in which it was supposed that the origin of the torque
on the pulsar was purely magnetic). Therefore, the predicted lateral extent
of the eclipse becomes smaller (approximately by a factor of 2) and similar
to the observed value.
With the above theoretical picture it is thus possible to estimate the
extent of the eclipsing region. Moreover, the fact that the eclipse properties
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Figure 1.7: Averaged A’s light curves for four regions of B pulse phase, with a
smooth curve drawn through the individual flux density measurements. The
four regions are centered on pulse phases 0.0, 0.25, 0.50, and 0.75 with, for
example, the curve for 0.0 covering the 0.25 of pulse phase centered on B’s
radio pulse. Figure 1.8 shows the geometry of the system at this B pulse
phase. The vertical bar indicates the typical ±1σ measurement error in each
flux density.
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Figure 1.8: Cartoon (not to scale) showing the interaction between the rela-
tivistic wind of A and the magnetosphere of B when the radio beam of B is
pointing toward the Earth (pulse phase 0.0).
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vary considerably with B phase can be attributed to the different features
of the eclipsing medium in different moments of B’s rotation; in fact, the
rotation of B inside the magnetosheath is expected to modulate the shape of
the sheath and of the occulting region.
The pulses from A are first absorbed at the two B pulse phases (0.0 and
0.5) at which the magnetic axis of B is aligned with the line of sight to A.
This can be attributed to the higher density of absorbing plasma in B’s polar
cusps (Figure 1.8). Note that the pulses at B pulse phase 0.50 (when the
radio-bright pole is pointed toward A) are absorbed before those at B pulse
phase 0.0. When the line of sight to A is at a right angle to B’s magnetic
axis, the pulses of A travel through regions of higher plasma density later
in the orbit and start fading closer to superior conjunction, where the opac-
ity of the magnetosheath tail could also become predominant. As shown in
Figure 1.7, the ingress phase and eclipse duration for these two B phases
(0.25 and 0.75) differ, with absorption happening later at phase 0.75. This
may be due to the rotationally induced asymmetry predicted by [38]: if B
is rotating prograde to the orbital velocity, this asymmetry can also explain
the asymmetry between eclipse ingress and egress in these B phases.
We have so far discussed the main properties of A’s eclipse by B’s mag-
netosphere. Anyway, the same model described above can also account for
the orbital variations of the flux density from B.
Since the point of pressure balance (between the dynamic pressure of A’s
wind and B’s magnetic pressure) is deep within the magnetosphere of B,
the actual penetration of the wind from A into B’s magnetosphere will be a
function of the orientation of the rotation and/or magnetic axes of B relative
to the direction of the wind and hence will depend on the precessional and
orbital phases of B. This is the most likely explanation for the large flux
density and pulse-shape changes of B, which are seen to vary with orbital
phase (Figure 1.1). We note that these changes are essentially the same
between 680 and 3030 MHz.
It seems most likely that such a broadband modulation arises from the im-
pact of energy, in the form of particles, gamma rays, or 44-Hz (that is A’s spin
frequency) electromagnetic radiation, from the millisecond pulsar A upon the
magnetosphere of B. This is confirmed by the strong indication of significant
unpulsed radio emission from the system: the time-averaged pulsed flux den-
sity of the pulsars is about 1.8 mJy (1 Jy = 10−23 erg s−1 cm−2Hz−1) at 1390
MHz (Table 1.2), compared with a total (pulsed and unpulsed) flux density
at this frequency of 7 mJy [3]. The 5-mJy unpulsed emission probably arises
in the impact region described above.
It is also remarkable, with much (more than 90%) of the magnetosphere
of B blown away by the wind of A, that B still works as a pulsar. This
suggests that the radio emission is probably generated close to the neutron
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star, providing a direct constraint on the emission height, which is up to now
an unanswered question.
1.4 Implications for the origin and evolution of
DNS systems
The existence of DNS binaries can be understood in a binary evolution sce-
nario that starts with two main-sequence stars with masses ≥ 6M. The
initially more massive star rapidly runs out of its nuclear energy supply, it
evolves first and eventually explodes in a supernova to form a neutron star.
Under favorable conditions, this neutron star remains bound to its compan-
ion and spins down as a normal pulsar for the next 106 to 107 years (Section
2.1).
At some later time, the remaining (secondary) star comes to the end of
its main-sequence lifetime and begins a red giant phase. Depending on the
orbital parameters of the system, the strong gravitational field of the neutron
star attracts matter from the red giant, forming an accretion disk and making
the system visible as an X-ray binary. This can happen where the radius of
the Roche lobe of the red giant companion is smaller than the red giant
radius. The accretion of matter transfers orbital angular momentum to the
neutron star, spinning it up to short periods and dramatically reducing its
magnetic field [16], a process known as recycling. A limiting spin period is
reached because of the equilibrium between the torque exerted on the neutron
star by the infalling matter and the magnetic torque of the field lines, frozen
both in the neutron star and in the accretion disk [17] [27]. The equilibrium
spin period Peq is
Peq =
8
7
2pi
ΩK(ral)
(1.12)
where ΩK(ral) is the keplerian angular velocity of the thin disk calculated
where the cylindrical radius is equal to the so called Alfvén radius, the dis-
tance where the local viscous and electromagnetic torques acting on a ring
in the disk are in balance.
A crucial phase in the evolution of close DNS binaries like J0737-3039 is
the dramatic reduction in orbital separation that occurs when the outer layers
of the secondary star are expelled from the system, resulting in a very com-
pact system consisting of a helium star and a neutron star [18]. A sufficiently
massive helium star will ultimately undergo a supernova explosion, forming a
young second neutron star and giving the system a significant center-of-mass
velocity (which leads to vertical scale heights, for the DNS spatial distribu-
tion in the Galaxy, much larger than that of their initial progenitors). If the
stars remain bound after this explosion, the resulting system is a pair of neu-
tron stars in an eccentric orbit with very different magnetic field strengths
24 The double-pulsar system PSR J0737-3039
and hence spin-down properties (the spin-down can be connected to the mag-
netic field through the Gold-Pacini spin-down model in Section 2.1), as in
fact observed here.
With masses of mA = 1.34M and mB = 1.25M for PSR J0737-3039,
A is typical of other neutron stars with measured masses, whereas B has
a significantly smaller mass than any other. Anyway, this is not a direct
consequence of the accretion process: accretion onto A at the Eddington
rate is only expected to be of order 6 × 10−4M [29]. It is more likely
that this mass difference indicates a broader neutron star mass range than
previously thought.
The time since the second supernova explosion (after which both pulsars
experienced no other physical processes than normal spin-down) can be esti-
mated by comparing the measurements of P and P˙ for A and B, which can
be used to compute their characteristic ages (Appendix C):
τc ≡ P
2P˙
. (1.13)
If characteristic ages are good indicators of pulsars’ true ages τb (that is, the
time elapsed from the second supernova explosion), we expect τcA = τcB, but
the observed values are τcA ≈ 4τcB. This discrepancy can be reconciled by
questioning one or more of the assumptions inherent in the use of charac-
teristic ages as estimates of true ages (Appendix C): a negligible birth spin
period and a non-decaying magnetic dipole braking torque. At the very least,
the post-accretion spin period of A cannot have been negligible because of
the details of the accretion process discussed above. Simple models assuming
constant magnetic dipole spin-down predict a post-accretion spin period for
A in the range of 10 to 18 ms, enough to explain the observed discrepancy
in the characteristic ages (see Appendix C).
The determination in [3] of the true age since birth τb = 100 ± 50Myr
lets us discuss the evolution of the orbital parameters of the binary system
since the second explosion. We should note that the relatively small orbital
eccentricity suggests that this system may have already undergone a substan-
tial change of the orbital elements due to gravitational decay (which tends
to circularize the orbit to reach the lowest possible energy state). Assuming
that the evolutions of orbital separation and eccentricity are entirely driven
by gravitational radiation emission [25], the orbital initially had a period of
3.3 h and an eccentricity of 0.119. Hence this system would already have
experienced a ≈ 25% decay of the orbital period and circularization, which
would be the largest variation of these parameters in the sample of the known
DNS binary systems.
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1.5 Binary coalescence and the Galactic DNS
merger rate
The merger of close binary systems containing two neutron stars should pro-
duce a burst of gravitational waves, as predicted by the theory of general
relativity. A reliable estimate of the DNS merger rate in the Galaxy is cru-
cial in order to predict whether current gravity wave detectors (which will
more likely detect extraordinary events than periodic events) will be success-
ful in detecting such bursts; moreover, some of the calculations of Chapter 3
and 4 will be based on this estimate.
Previous estimates of the Galactic merger rate were rather low [19] [20]
[21] [22] [23] because we knew of only a few DNS binaries with merger times
less than the age of the Universe. In fact, of the five DNS systems known
before the discovery of J0737-3039, only three have orbits tight enough that
the two neutron stars will merge within a Hubble time (see Table 1.1). Two
of them (PSR B1913+16 and PSR B1534+12) are located in the Galactic
field, while the third (PSR B2127+11C) is found on the outskirts of a glob-
ular cluster. The contribution of globular cluster systems to the Galactic
merger rate is estimated by [35] to be negligible. Also, some studies [22]
demonstrated that the estimate of the total Galactic merger rate <tot relied,
before the discovery of J0737-3039, mostly on PSR B1913+16 (Figure 1.9).
So, in the following discussion we will compare the observed properties of
PSR B1913+16 and PSR J0737-3039.
A class k of binary pulsars in the Galaxy is identified by some properties of
the most visible star: a fixed observable lifetime τ ≡ τb+τGW [20] (defined as
the sum of the time since birth τb and the remaining time before coalescence
τGW ), a fixed luminosity L (the product of the flux at a given frequency and
the squared distance between the binary system and the Earth) and fixed
pulse properties (pulse period P and pulse intrinsic width). An accurate
estimate of τb will be given in Appendix C, while τGW ≡ Pb/P˙b is the typical
timescale of coalescence:
τGW ≈ 107 yr
(
Pb
hr
)8/3(
1 +
73
24
e2 +
37
96
e4
)−1
(1− e2)7/2(mAmB)−1M1/3tot ,
(1.14)
where all the masses are expressed in units of Solar masses.
Other authors [21] have suggested that other timescales could be used
instead of τGW as estimates of the remaining observable lifetime of binary
pulsars: the time to reach the so called death line (Figure C.1), after which
the pulsar should cease to emit pulsed radiation; the time after which the
magnetic dipole loss-rate (pulsar luminosity being proportional to this) drops
below the detection threshold; the time when the pulsar orbit is so tight
(orbital periods of a few hours) that the Doppler shift of the pulse due to
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the rapidly changing acceleration of the pulsar leads to a significant signal-
to-noise reduction. Anyway, we will choose τGW as a rough estimate of the
remaining lifetime.
The merger rate <k for that class of binary pulsars is calculated [22] as
<k ≡ Sk(Lk) fk
τk
, (1.15)
where τk is the binary pulsar lifetime, fk the so called beaming factor and
Sk(Lk) the scaling factor.
As regards the pulsar lifetime, PSR J0737-3039 and its companion star
will merge due to the emission of gravitational waves in τGW ≈ 85 Myr, a
timescale that is a factor of 3.5 shorter than that for PSR B1913+16 (Table
1.1). So even the total lifetime is shorter for PSR J0737-3039 than for PSR
B1913+16 (τ1913/τ0737 ≈ (365Myr)/(185Myr) ≈ 2, where the subscripts refer
to the pulsars), and this would imply a doubling of the ratio <0737/<1913.
The beaming factor fk takes into account the beamed geometry of the
emission, since a pulsar could be undetectable simply because its beam does
not intersect our line of sight: it is defined, if ρk is the half-opening angle
in the latitude direction and αk is the magnetic inclination angle (relative to
the spin axis), as
fk ≡
(
2
4pi
∫ 2pi
0
dφ
∫ αk+ρk
αk−ρk
sin θdθ
)−1
, (1.16)
where the factor 2 takes into account the presence of two magnetic poles,
and therefore two pulsar beams; fk ≈ 6 for every class of pulsars.
Sk(Lk) is defined roughly as the inverse of the fraction of the Galactic
volume (weighted by the radio-pulsar spatial distribution in the Galaxy)
within which pulsars of class k could be detected by any of the pulsar surveys
completed so far. More precisely, let us define F∗(r, z, L), which describes,
for all the Galactic pulsars, no matter what their class is, the axisymmetric
distribution of pulsars as a function of r and z (cylindrical coordinates in the
Galaxy) and the luminosity L; through F∗ we can define the scaling factor
for a given class k:
Sk(Lk) ≡
∫
VMW
F∗(r, z, Lk) r dr dz∫
Vdet(k)
F∗(r, z, Lk) r dr dz
=
Ntot,k(Lk)
Nobs,k(Lk)
, (1.17)
where VMW is the total Galactic volume in which double pulsar systems
could exist (it is larger than the Galactic disk, since double pulsars can be
born with high center-of-mass velocity and can therefore reach large distances
from the Galactic plane) and Vdet(k) is the maximum volume within which
each observed class k could be detected by the pulsar surveys so far (and
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it depends on the properties of the class k, above all on the luminosity Lk).
Ntot,k(Lk) and Nobs,k(Lk) are the numbers of pulsars respectively existing and
detected in the Galaxy with a fixed luminosity Lk.
Furthermore, if we suppose that the pulsar space distribution is uniform,
the ratio S0737(L0737)/S1913(L1913) does not depend on the spatial details of
the pulsar distribution function F∗ and varies only with luminosity [34] (let
us suppose that the dependence on pulsar spin period is negligible):
1. At high luminosities, pulsars can be detected essentially anywhere in
the Galaxy, so S(L) = 1;
2. At intermediate luminosities, detection is volume-limited in a disklike
population, so S(L) ∝ L−1;
3. At sufficiently low luminosities, the limiting distance from the Sun is
smaller than the disk height and detection is volume-limited in a ho-
mogeneous population, so S(L) ∝ L−3/2.
By matching the segments at the luminosity boundaries L1 = 30mJy kpc2
and L2 = 3000mJy kpc2, we obtain:
S(L) =
 L
1/2
1 L2L
−3/2 Lmin < L < L1
L2L
−1 L1 < L < L2
1 L2 < L
, (1.18)
where Lmin = 0.3mJy kpc2 (Appendix D).
Note that, because of selection effects, if the actual luminosity function
of Galactic pulsars is ϕ(L) ∝ L−2 (see Appendix D), the luminosity function
of observed pulsars is ϕ(L)/S(L) ∝ L−1 and it is different from ϕ(L), since
bright pulsars are more easily detectable.
In the range of luminosities we are dealing with (see below),
Sk(Lk) ∝ L−1k . (1.19)
Now let us consider that the estimated distance of PSR J0737-3039 (500-
600 pc, based on the observed dispersion measure and a model for the distri-
bution of ionized gas in the interstellar medium [5]) is an order of magnitude
less than that of PSR B1913+16. Thus the luminosity around 400 MHz
L0737 ≈ 30mJy kpc2 of PSR J0737-3039 is much lower than that of PSR
B1913+16 (≈ 200mJy kpc2) and the ratio of the scaling factors is, for a
planar homogeneous distribution of pulsars in the Galaxy,
S0737(L0737)/S1913(L1913) ∝ L1913/L0737 ≈ 6 . (1.20)
Hence we obtain <0737
<1913 ≈ 12 . (1.21)
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Including the moderate contribution of the longer-lived PSR B1534+12 sys-
tem to the total rate, we obtain an increase factor for the total merger rate
(<0737 + <1913 + <1534)/(<1913 + <1534) of about an order of magnitude.
A better estimate of this increase factor and its uncertainty can be ob-
tained using a bayesian statistical approach and accounting for the full lu-
minosity function of pulsars in the Galaxy [22], as I will describe in detail
in Appendix D. In this approach a different definition of the scaling factor
is given, in which also an integration with respect to the luminosity is per-
formed (and so the effect of the faint end of the pulsar luminosity function,
previously identified as the main source of uncertainty in rate estimates [21],
is implicitly included in this analysis):
Sk ≡
∫
VMW
F∗(r, z, L) r dr dz dL∫
Vdet(k)
F∗(r, z, L) r dr dz dL
=
Ntot,k
Nobs,k
; (1.22)
that is, the luminosity of the pulsar class k is not fixed, but instead the scaling
factor is estimated for a distribution of radio luminosities; so, Ntot,k andNobs,k
are the numbers of class-k pulsars respectively existing and detected in the
Galaxy without fixing their luminosity.
From the bayesian analysis, for a given class k of binary pulsars in the
Galaxy (now identified by the same lifetime, pulse period and pulse width),
the probability density function P (<k) (Figure 1.9) for the corresponding
merger rate <k is obtained from the relation
P (<k) =
(
τk
Sk fk
)2
<k e−(τk/Sk fk)<k , (1.23)
which is peaked when
<peakk =
Sk fk
τk
. (1.24)
Once the probability distributions of the rate contributions of the ob-
served pulsars of each class k are calculated, we can obtain the distribution
function of the total coalescence rate <tot, which is plotted in Figure 1.9. The
total Galactic inspiral rate is found to be [33]:
<tot = 83.0+209.1−66.1 Myr−1 (1.25)
at a 95% confidence level for the parameters of model 6 in [22], about 6
times larger than the estimates before the discovery of J0737-3039 (moreover,
simulations show that the peak of the merger rate increase factor resulting
from the discovery of the J0737-3039 system lies in the range 6-7 and is
largely independent from the adopted pulsar population model).
Figure 1.9 also shows ranges of values for the rate <tot at various confi-
dence levels (CLs). The lower <a and upper <b limits to these ranges are
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calculated using P (<a) = P (<b) and∫ <b
<a
P (<tot)d<tot = CL . (1.26)
Figure 1.9 also shows the detection rate for the ground-based gravitational
wave detector LIGO. It is in fact possible to estimate the expected detection
rates for LIGO (initial and advanced) using the derived probability distrib-
ution of the Galactic rate for different physical models of pulsar properties.
To calculate the detection rate, we need to extrapolate the Galactic rate to
the volume detectable by LIGO.
The implicit assumptions in such types of extrapolations are that:
• the DNS inspiral rate is proportional to the formation rate of massive
stars (since neutron stars are the evolution of massive stars) and the
fraction of massive stars in binaries which evolve into close DNS systems
is on average the same as in the Milky Way;
• the properties (mass function, binary fraction, etc.) of the primordial
binary population in galaxies (within distances of interest for LIGO)
are not grossly different from those of the Galactic population;
• the star formation history out to these distances has been roughly uni-
form.
Phinney [35] extrapolated the Galactic inspiral rate based on estimates of
the B-band luminosity density of the universe Lobs,B ≈ 1.9×108hL,BMpc−3
(h ≈ 0.65 is the Hubble constant in units of 100 km s−1Mpc−1; he used that
value for h because the effective maximum detection distances for LIGO I
and II have been calculated for h = 0.65) and the B-band luminosity of the
Milky Way LMW,B ≈ 2 × 1010L,B. Obviously, L,B is the Solar luminosity
in the B-band.
The choice to use the ratio between the B-band luminosity density of the
universe and the B-band luminosity of our Galaxy as the scaling factor [21]
is based on the assumptions that
• since the B-band luminosity arises mainly from 1-3M stars in the disk
of spiral galaxies, formed in the past 5 Gyr, we should assume that the
rate of formation of 1-3M stars is proportional to that of the stars
which make neutron stars;
• the B-band luminosity density is constant in the nearby universe.
He also included an upward correction for any reprocessed B-band lumi-
nosity that is absorbed by dust and re-emitted in the infrared, and a down-
ward 20% correction for the contribution of E and S0 galaxies to the B-band
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luminosity, since these galaxies stopped forming stars billions of years ago
and are not likely to produce many inspiral events at present.
Based on the above estimates and corrections, we derive the scaling factor
n0 for the extragalactic extrapolation of the Galactic rate, that is the ratio of
the B-band luminosity density in the local Universe to the B-band luminosity
of the Milky Way or, in other words, the number density of galaxies similar
to the Milky Way present in the nearby Universe:
n0 = (1.5÷ 2.3)× 10−2 hMpc−3 . (1.27)
The detection rate <det is calculated using the following relation:
<det = n0<totVdet , (1.28)
where Vdet is the detection volume defined as a sphere with a radius equal to
the maximum detection distance for the initial (20 Mpc) and advanced (350
Mpc) LIGO .
The detection rates for the initial and advanced LIGO are found to be
<det,ini = (34.8+87.6−27.7)× 10−3 yr−1 and <det,adv = 186.8+470.5−148.7 yr−1.
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Figure 1.9: Probability density function that represents our expectation that
the actual DNS binary merger rate in the Galaxy (bottom axis) and the pre-
dicted initial LIGO detection rate (top axis) take on particular values, given
the observations. The curves shown are calculated assuming one reference
model parameters (model 6 in [22]). The solid line shows the total probabil-
ity density (dominated by J0737-3039), along with those obtained for each of
the three binary systems (dashed lines). Inset: Total probability density, and
corresponding 68%, 95%, and 99% confidence limits, shown in a linear scale.
The units on the y axis should be multiplied by 10−6 so that the integration
of the probability distribution yields 1.
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Chapter 2
Electrodynamics of single pulsars
In this chapter I will describe the main known results about the electrody-
namics of pulsars, trying to emphasize the importance of electromagnetic
phenomena for these highly magnetized neutron stars. In particular I will
focus on the description of the area around a pulsar (the so called magne-
tosphere), which is thought to be an electron-positron plasma with a typical
electromagnetic configuration.
In Section 2.1 I will describe the Gold-Pacini model for pulsars, which
correctly predicts the order of magnitude of the rotational energy losses for a
single pulsar whose rotational axis is not parallel to the magnetic one; then
(Section 2.2) I will discuss the Goldreich-Julian model for the magnetosphere
of an aligned axisymmetric rotator in the force-free approximation in which
the inertial and gravitational forces are neglected with respect to the electro-
magnetic ones; in Section 2.3 I will try to understand the origin of the leptons
(positrons and electrons) which are expected to fill the pulsar magnetosphere
and to continuously stream away from the star.
I would like to point out that in this chapter I will use R, θ and φ as
spherical coordinates and r, z and φ as cylindrical coordinates; the center of
the pulsar is the origin of the coordinates.
2.1 The Gold-Pacini model
In this section I will summarize the mechanism, proposed by Gold and Pacini
[39], which explains how a pulsar can lose its rotational energy. They sup-
posed that pulsars are rapidly spinning (0.03 s < P < 10 s) and highly mag-
netized (1012 − 1015 G) neutron stars (with mass M∗ = 1.4M and radius
R∗ ≈ 10 km), born after a supernova explosion.
The basic idea for the energy losses is that pulsars can have a magnetic
dipole moment ~µ which is not aligned with the rotational axis, but the angle
between them is α; the misalignment can have its origin in the fact that the
pulsar still preserves both the angular momentum and the frozen-in magnetic
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flux of the progenitor star, whose rotational and magnetic axes could not have
been aligned.
Therefore, if the pulsar is spinning with an angular frequency Ω∗, a non
co-rotating observer will see a non-constant magnetic field, and therefore the
pulsar will emit electromagnetic radiation. ε˙∗, the average energy lost per
unit time by the star (if the pulsar is thought to be a simple magnetic dipole
in vacuum) is [40] [41]:
ε˙∗ = − 2
3c3
(~¨µ)2 . (2.1)
Let us suppose that the pulsar has a dipolar magnetic field ~B, so that
~B =
3nˆ(~µ · nˆ)− ~µ
R3
(2.2)
at a distance R from the center of the pulsar along a direction nˆ. The
intensity µ of the magnetic moment can be easily connected to the intensity
of the magnetic field at the North magnetic pole B∗:
B∗ =
2µ
R3∗
(2.3)
where R∗ is the pulsar radius.
Performing the computation yields:
ε˙∗ = − 2
3c3
sin2 αµ2Ω4∗ = −
1
6
sin2 αcB2∗R
2
∗
(
Ω∗R∗
c
)4
. (2.4)
Let us notice that the above equation and [41] predict that the radiation
should be emitted at the frequency Ω∗/2pi; nevertheless, pulsars are observed
in the radio frequencies of the electromagnetic spectrum. A possible expla-
nation is that electrons around the pulsar will convert the high-amplitude
and low-frequency power emitted by the star into low-amplitude and high-
frequency radiation emitted by the accelerated electrons. In this case, any-
way, the hypothesis that the pulsar is a simple magnetic dipole in vacuum is
no longer valid. In Section 2.2 we will see that a pulsar can not be surrounded
by a vacuum.
The source of the energy lost is the rotational kinetic energy of the star
IΩ2∗/2, where I is the moment of inertia of the pulsar. [26] shows that the
magnetic dipole model can also be used, for example in the Crab pulsar, to
give a quantitative account of the energetics of the star; from the observed
values of Ω∗ and Ω˙∗ and a reasonable assumption on I ≈ 1.4 × 1045 g cm2,
we have
ε˙∗ = IΩ∗Ω˙∗ ≈ 6.4× 1038erg s−1 , (2.5)
where this estimate does not depend on the detailed energy loss mechanism,
but only on the assumption that the pulsar is a rotating neutron star with
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rotation as the energy source. It is therefore remarkable that ε˙∗ is comparable
with the observed (kinetic + radiation) energy requirements of the Crab
nebula, which are approximately 5 × 1038erg s−1; that means that most of
the energy lost by the pulsar feeds the nebula, while the radiation that we
receive on Earth from the pulsar is only a small fraction of the power lost.
If we suppose that the source of energy losses is the rotational kinetic
energy, the angular speed Ω∗ (and even the angular momentum IΩ∗) should
decay with time:
Ω˙∗ = −B
2
∗R
6
∗Ω
3
∗ sin
2 α
6Ic3
. (2.6)
This equation lets us, if the spin period P and its derivative P˙ are ob-
served, to obtain an estimate of the magnetic field strength B∗, which has
been used in Table 1.2 and all through the first chapter as the magnetic field
of the discovered pulsars (P is in seconds):
B∗ =
(
6Ic3
(2pi)2 sin2 αR6∗
)1/2
(PP˙ )1/2 ≈ 3.2× 1019(PP˙ )1/2G (2.7)
where a particular choice of I ≈ 5×1044 g cm2, R∗ ≈ 10 km and sinα ≈ 1 has
been done. Even if B∗ is usually used as an estimate of the global magnetic
field at the pulsar surface, we should keep in mind that it is actually only
the dipolar component of the magnetic field; in fact, since the energy lost via
the radiation emitted through the different multipoles scales as (Ω∗R∗/c)2l+2
(if l labels the different multipoles and l = 1 for the simple dipole) and since
Ω∗R∗/c 1, the energy losses will be dominated by the dipole term and the
observed Ω˙∗ will be sensitive only to the dipolar field of the surface.
Anyway, the typical derived values for the surface dipolar magnetic fields
are comparable with the theoretical estimates for the collapse of a progenitor
star whose radius was 105R∗ and whose total magnetic field was 100 G;
moreover, other approaches to investigate the global magnetic field at the
pulsar surface (via cyclotron emission lines [17] from binary X-ray pulsars)
seem to confirm that the total field has the same order-of-magnitude value
as the dipolar field.
Moreover, Equation 2.6 lets us find the age of a pulsar, if we suppose that
the magnetic field does not decay with time (Appendix C) or if the typical
decay time is much longer than the age of the pulsar (950 yr for the Crab);
the typical decay time (via diffusion) for the magnetic field is roughly
τd ≈ σL
2
c2
, (2.8)
where L is a characteristic length and σ is the conductivity. Dimensionally, an
electrical conductivity can be formed from me, c and e (I am thus supposing
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that the origin of the conductivity lies in the diffusive motion of electrons
through the ionic crystal) by
σ ≈ mec
3
e2
≈ 1023s−1 . (2.9)
Using this value of σ (the actual value depends on detailed electron-matter
interactions and may differ wildly from the previous estimate) and letting
L ≈ R∗ (R∗ is the pulsar radius) we estimate that for a typical (homogeneous)
neutron star τd ≈ 107yr, which is greatly larger than the age of the Crab.
Anyway, this order-of-magnitude calculation also explains why most of the
DNS systems are not binary pulsars: the surface magnetic field of one of the
two stars has probably decayed and the star emission caused by the magnetic
torque braking is now undetectable. Another possible interpretation of the
pulsar turnoff will be given in Subsection 2.3.4.
2.2 Pulsar magnetospheres and the Goldreich-
Julian model
A fundamental step in the knowledge of pulsar magnetospheres happened in
1969, when Goldreich and Julian [42] tried to describe the surroundings of a
single pulsar for the case of the aligned rotator (α = 0 or α = pi; they actually
chose α = 0); some of their conclusions are not correct, as I will emphasize at
the end of this section, but their model is nevertheless important, for example
because it can be correctly applied to the magnetospheres of black holes.
2.2.1 Can pulsars be surrounded by a vacuum?
The reason to speak about electrodynamics of pulsars, instead of hydrody-
namics or magnetohydrodynamics, is that the electromagnetic forces around
a pulsar are largely greater than any other force.
In order to show this point, it is firstly necessary to show that in the
strong magnetic fields of pulsars (see Section 2.1 for the typical parameters
of a pulsar, and let us suppose all through Section 2.2 that we are dealing
with an aligned rotator with a dipolar magnetic field continuous at the stellar
surface) the charged particles move along the magnetic field lines, whereas
their motion orthogonally to the field lines is negligible. For non-relativistic
electrons in thermal equilibrium with the star surface at a temperature T∗ ≈
106K, the Larmor radius near the pulsar rL∗ is, if p⊥ is the projection of the
momentum orthogonally to the magnetic field line:
rL∗ ≡ p⊥c
eB∗
≈ 3× 10−11 T 1/2∗6 B−1∗12 cm R∗ , (2.10)
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where T∗6 ≡ T∗/106K and B∗12 ≡ B∗/1012G. So, even if I neglect the radi-
ation losses via synchrotron emission, the charges are strongly linked to the
magnetic field lines and tend to follow those lines as they were live wires.
Anyway, even assuming that the charge does not lose its energy (so its
average kinetic energy remains comparable with kBT∗, where kB is the Boltz-
mann constant), the inequality rL  R is not longer true if the charge
streams away from the pulsar, reaching a region where the magnetic field is
less than B∗ (a dipolar magnetic field decreases with the spherical radius R
roughly as B ≈ B∗(R∗/R)3). Supposing that rL varies with R simply be-
cause the magnetic field decreases for increasing R, the requirement rL  R
is equivalent to
R Rmax ≡
√
eB∗R3∗
p⊥c
. (2.11)
Therefore, with increasing R the charges can jump from one magnetic field
line to another; moreover, with increasing R I will show in Subsection 2.2.3
that the charges are going to increase their energy, so Rmax calculated above
can be considered as an upper limit.
I will now show that pulsars must be surrounded by electric charges in a
particular electromagnetic configuration; let us suppose, ab absurdo, that a
pulsar is surrounded by a vacuum.
Since the pulsar is assumed to be a perfect conductor (both in the degen-
erate interior and the nondegenerate atmosphere), its electrons move until
the Lorentz force acting on them is zero; the steady state is reached when
the electrons are moving with the same angular speed as the pulsar:
~E +
~Ω∗ ∧ ~R
c
∧ ~B = 0 , (2.12)
where the electromagnetic fields are calculated in the laboratory reference
frame, where the pulsar is rotating with angular velocity ~Ω∗ = Ω∗zˆ along the
z axis. This relation holds for the electromagnetic fields inside the pulsar;
anyway, since the component of the electric field tangential to the pulsar
surface is continuous [40], the electric field will be non-zero even outside the
star; if no charges are present outside the pulsar, the corresponding electric
potential V can be easily computed so that the boundary conditions at the
stellar surface are verified:
V (R, θ) = −B∗Ω∗R
5
∗
3cR3
(
3 cos2 θ − 1
2
)
. (2.13)
From the fact that the normal component of the resulting electric field
is discontinuous at the pulsar surface, we can compute the surface charge
distribution:
σ = −B∗Ω∗R∗
4pic
cos2 θ ; (2.14)
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if we compute the Lorentz invariant ~E · ~B we have:
~E · ~B = −Ω∗R∗
c
(
R∗
R
)7
B2∗ cos
3 θ ; (2.15)
so an electric field along the magnetic field lines (and keep in mind that
charges can only move along the magnetic field lines, so an electric field
orthogonal to the magnetic field would give no motion) is present outside the
star. If there are no charged particles outside the star (as we have assumed),
the fact that ~E· ~B 6= 0 would not in itself cause any difficulty. However, within
the surface charge layer calculated in Equation 2.14 the value of ~E · ~B must
change continuously from zero to its exterior value. This field could therefore
act on the surface charge distribution with an electric force much greater than
the gravitational force: for electrons, if we consider the projection along ~B
of both the gravitational force and the electric force −e( ~E · ~B)/| ~B|, we have
for an electron on the pulsar surface that their ratio is
−e( ~E · ~B)
GM∗me( ~B · Rˆ)/R2∗
≈ 6× 1011B∗12R3∗6P−1M−11.4 cos2 θ (2.16)
where P is the spin period of the star in seconds, R∗6 ≡ R∗/106cm andM1.4
is the mass of the star in units of 1.4M.
Therefore the electric forces on electrons or protons (the previous ratio
for protons is only mp/me ≈ 1836 times smaller than for electrons) can not
be balanced by the gravitational forces (that is why, by the way, people
speak of magnetospheres of pulsars and not of atmospheres); so a pulsar
surrounded by a vacuum would have its surface stripped off by electric fields
until a steady state is reached. Anyway, while electrons can be taken out
from the star by those huge electric fields, it seems to be unlikely that such
fields could be so strong to extract iron ions from the molecular chains of the
pulsar surface [43] (see Section 2.3); the current hypothesis is that [43] the
pulsar magnetosphere is filled with electrons and positrons, whose origin I
will describe in Section 2.3.
These leptons can provide enough charge and current density to give a
steady state in which no more charges need to be extracted from the pulsar
surface; since gravitational and inertial forces are negligible (we are thus
making the approximation that every charge is massless), the requirement
for the steady state is that the Lorentz force per unit volume vanishes in the
pair plasma outside the star (force-free approximation), so that charges can
not be extracted (or created via pair production, see Section 2.3) any longer:
ρ ~E +
~j
c
∧ ~B = 0 (2.17)
where ρ and ~j are the charge and current density of the pair plasma, and
the electric and magnetic fields outside the pulsar now take into account
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the contribution of both the pulsar and the charges around it, whereas the
internal pulsar fields are supposed to be unchanged. This assumption leads
to the so called degeneracy condition for the electromagnetic fields outside
the pulsar (inside the pulsar the following equation is certainly true):
~E · ~B = 0 , (2.18)
so that the electric field is orthogonal to the magnetic lines and steady state
is feasible.
The Goldreich-Julian approach solves Equation 2.17 both in the near
and wind zones (Subsection 2.2.3) together with the Maxwell equations for
a steady state axisymmetric situation, with the correct boundary conditions
on the pulsar surface, considering that the pulsar is a perfect conductor with
a purely dipolar magnetic field.
2.2.2 Charge separation versus quasi-neutral plasma
In this subsection I would like to discuss the features of the pair plasma which
is expected to surround pulsars.
In subsection 2.2.3 I will show that the magnetosphere near the pulsar is
characterized by a charge density ρ co-rotating with the pulsar:
ρ = −Ω∗Bz
2pic
1
[1− (Ω∗r/c)2] , (2.19)
which corresponds to a minimum number density equal to
nmin =
ρ
−e ≈ 7× 10
10Bz12P
−1 1
[1− (Ω∗r/c)2] cm
−3 (2.20)
(Bz12 ≡ Bz/1012G), more than 10 orders of magnitude larger than the typical
density of the interstellar medium.
Anyway, this is only the minimum value of the number density necessary
to justify the charge density written above; in principle, adding an equal num-
ber of positive and negative charges per unit volume N+ = N−, even greatly
larger than nmin, the number density increases while che charge density is
unaffected. An obvious question arises: the pair plasma is charge-separated
(N+ = N− = 0) or it is a quasi-neutral plasma (N+ = N−  nmin)?
The answer to this question is of fundamental importance; in fact, in
the following subsection I will show that the current density in the near
magnetosphere is
~j = ρΩ∗reˆφ . (2.21)
If the magnetospheric plasma is charge-separated, we know that the ve-
locity of the charges can be deduced from the current and charge densities
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through ~v = ~j/ρ, and therefore we have ~v = Ω∗reˆφ, and this is greater than
the speed of light if r > c/Ω∗, so that in this regime no co-rotating charges
can exist beyond the so called light cylinder radius rlc ≡ c/Ω∗.
Anyway, this is not the case for a quasi-neutral plasma: let us suppose
for instance that the plasma is completely neutral (nmin = 0 and N+ =
N−); since I have neglected all the forces on the charges apart from the
electromagnetic forces, the velocity of the positive charges will be opposite
to the velocity of the negative charges V+ = −V−. So the total charge density
is zero, but the total current density is 2eN+V+ 6= 0; in this case ~j/ρ can not
be interpreted as a velocity with a physical meaning, and no problems arise
at the light cylinder radius.
The most suitable regime for a pulsar is the first one, in which the plasma
is charge-separated. In fact, having shown that the electromagnetic forces
are much more important than the gravitational and inertial forces, I have
completely neglected the latter ones, thinking that in the real solution (when
the approximation of massless charges is no longer valid) a small electric field
would balance them. Anyway, this will be true for the charges of one sign but
false for the charges of the opposite sign, since the charges of the two signs
will behave in the same way for the gravitational forces, but in the opposite
way for the electric ones. So, some charges will not be in equilibrium; to
reach a steady state solution the pressure forces could be invoked, but in
order to balance a small electric force similar to the gravitational force the
thermal velocities required for the plasma outside the star would be:
v2th =
GM∗
R∗
, (2.22)
which corresponds, for the typical parameters of a neutron star, to a temper-
ature T ≈ 109K. It is quite unlikely that leptons can have this temperature
outside a neutron star, for two main reasons:
• they would immediately radiate away their energy via synchrotron
emission (which is very important in the strong magnetic fields of pul-
sars);
• they could suffer from inverse Compton losses since the typical surface
temperatures of pulsars (T∗ ≈ 106K) are less than 109 K.
It seems therefore that for pulsars we should marry the charge-separated
plasma regime. As I will show, this assumption will lead to some problems for
the solution we will find; on the other hand, black holes have weaker magnetic
fields and no surface temperature (since they have no physical surface), so
the quasi-neutral plasma regime, which is unaffected by the problems we will
discuss, is a feasible choice.
2.2 Pulsar magnetospheres and the Goldreich-Julian model 41
2.2.3 The near zone and the wind zone
Goldreich and Julian [42] assumed the charge-separation regime and derived
a solution for the magnetosphere outside a pulsar which is the remnant of a
supernova.
They assumed that the supernova outburst gave rise to an expanding
shell which has swept up all the interstellar material out to a distance D.
In a general description of the particles and fields surrounding the star, they
distinguished three separate zones. The near zone is contained within the
light cylinder (rlc = c/Ω∗) and is bounded in the z-direction by planes at
z = ±c/Ω∗. The wind zone encloses the near zone and merges into the
boundary zone at the spherical radius R ≈ D/10.
In this subsection I will focus on the near and wind zones.
In both these zones Goldreich and Julian assume that the magnetic energy
density greatly exceeds the particle kinetic energy density. For this reason
it is reasonable to suppose that the charges are massless and that they slide
along their magnetic field lines which rotate rigidly with the star’s angular
velocity. It is interesting to note that this is not in contradiction with the
statement (Subsection 2.2.2) that no co-rotating charges can exist outside
the light cylinder; in fact we will show that in the wind zone the magnetic
field acquires a strong toroidal component, so that charges can move along
magnetic field lines without being obliged to co-rotate.
In addition, the magnetic field lines are very nearly electric equipotentials
in these zones, and we can therefore assume that the degeneracy condition
in Equation 2.18 is valid. This would not be true if inertial and gravitational
forces were not ignored. When these are included, it is possible to find that
the differences in electrostatic potential energy along magnetic field lines
will be of the same order as the total non-electrostatic contributions to the
energies (gravitational plus kinetic) of the particles. In the near and wind
zones these potential differences are many orders of magnitude smaller than
those across field lines, and we will ignore them.
So, in the near and wind zones Goldreich and Julian solved the Maxwell
equations for an axisymmetric steady-state electromagnetic configuration,
together with the force-free requirement
ρ ~E +
~j
c
∧ ~B = 0 ; (2.23)
they also connected the solution outside the pulsar with the electromagnetic
fields inside the star, whose internal magnetic field is purely dipolar and
whose internal electric field satisfies
~E +
~Ω∗ ∧ ~R
c
∧ ~B = 0 . (2.24)
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I will now briefly summarize (see [17] for a detailed discussion) how to
write the electric field, charge density and current density in the near and
wind zones as functions of the magnetic field outside the star, which is in-
fluenced by both the currents in the pulsar interior and the magnetospheric
currents.
• Electric field: with the assumption of azimuthal symmetry, we will
have Eφ =const if r and z are fixed; moreover, let us integrate the
Maxwell equation
∇∧ ~E = −1
c
∂ ~B
∂t
(2.25)
on a circle with radius r0 lying in a plane z = z0; using Stokes’ theorem
and the steady state hypothesis we have
Eφ = 0 . (2.26)
If ~E · eˆφ = 0 and ~E · ~B = 0 from the force-free requirement (Equation
2.18), we can write, apart from the unknown function ω(r, z):
~E = −ωr
c
eˆφ ∧ ~B . (2.27)
I will now show that ω = Ω∗; let us consider the Faraday-Neumann-
Lenz equation in the laboratory frame, where the electromagnetic fields
are calculated, for a path which is at rest in the co-rotating reference
frame [41]: ∮
path
( ~E +
~v
c
∧ ~B) · d~l = −1
c
dΦB
dt
(2.28)
where ~v = ~Ω∗∧ ~R is the velocity of each point of the path and ΦB=const
(because of the azimuthal symmetry) is the magnetic flux in a surface
whose contour is the considered path; the variation with time of the flux
takes into account both the variation of ~B with time and the motion
of the path. Therefore, since we could choose any co-rotating path:
~E = −Ω∗r
c
eˆφ ∧ ~B , (2.29)
which is the same relation valid for the interior of the pulsar (where
the magnetic field is entirely due to the star), and therefore the electric
field immediately satisfies the boundary condition.
• Current density: let us use Equation 2.23 together with the previous
expression for the electric field and we obtain
(~j − ρΩ∗reˆφ) ∧ ~B = 0 ; (2.30)
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it is now easy to write the current density as
~j = ρΩ∗reˆφ + ρcκ ~B (2.31)
where κ(r, z) is a function of the position. Let us notice that the current
density is the sum of two contributions: the first term is a co-rotating
current, while the second term represents field-aligned currents (it is
the contribution of the charges that are streaming away from the star
along the magnetic field lines, as I will show later in this subsection).
• Charge density: from the divergence of Equation 2.23, the Maxwell
equation ∇ · ~E = 4piρ and the previous expression for the current
density, we obtain
ρ = −Ω∗Bz
2pic
1[
1− Ω∗r
c
(
Ω∗r
c
+ κBφ
)] . (2.32)
I will now discuss the main features of the near zone and the wind zone
(Figure 2.1).
The poloidal magnetic field structure is depicted in Figure 2.1, where I
have shown the sign of the space charge, the extent of the co-rotating magne-
tosphere and the field lines along which positrons and electrons escape from
the system.
The particles which are sliding along the closed magnetic field lines co-rotate
(on average) and comprise what we shall refer to as the co-rotating magne-
tosphere. Clearly, this region must be within the light cylinder.
In the co-rotating magnetosphere it is possible to show that κ = 0, so
that the charge and current density can be written as in Subsection 2.2.2.
In fact, even though individual particles may possess poloidal components
of the velocity, by symmetry if at some point there is a charge with veloc-
ity ~v = ~j/ρ = Ω∗reˆφ + cκ ~B (in the hypothesis of charge-separation), there
must also be an identical charge with velocity ~v = ~j/ρ = Ω∗reˆφ − cκ ~B; in
fact, the particles moving along the equipotential magnetic field lines in the
co-rotating magnetosphere feel no gradient in the electric potential and their
motion is therefore symmetric. Together, the two charges produce the same
net current as would two charges in strict co-rotation (that is, with κ = 0).
Charged particles must stream out along the open magnetic field lines (they
close in the boundary zone) which pass through the light cylinder and reach
the wind zone (Figure 2.1). It is clear from Equation 2.31 that κ 6= 0 for any
particle beyond the light cylinder, otherwise its speed would exceed the speed
of light. In this case, the charge and current density are given by Equation
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Figure 2.1: Schematic diagram showing the co-rotating magnetosphere and
the wind zone. I have shown the sign of the space charge (on the two opposite
sides of the dashed line), the extent of the co-rotating magnetosphere and
the field lines along which positrons and electrons escape (charges of opposite
signs stream along magnetic lines on opposite sides of the critical line). The
pulsar is rotating with angular velocity ~Ω∗ = Ω∗zˆ.
2.2 Pulsar magnetospheres and the Goldreich-Julian model 45
2.32 and Equation 2.31 respectively and the charge-separation requirement
that ∣∣∣∣∣~jρ
∣∣∣∣∣ < c (2.33)
is a constraint on the function κ(r, z). Let us keep in mind, in fact, that
we have assumed charge-separation in all the magnetosphere; anyway, while
near the star this hypothesis is suggested by the fact that no steady state is
possible if charges of both signs are present next to the surface, in the wind
zone, where no co-rotating charges can exist, the charge density is given by
the streaming charges, and therefore at a given point in space all the charges
must have the same sign and velocity since they have all been accelerated
along the same field line (we neglect the small initial thermal velocities), as
in Figure 2.1.
Moreover, there cannot be a vacuum beyond the light cylinder because
that would require a surface charge layer on the cylinder, which is just a
mathematical surface and therefore can not have any surface charge or cur-
rent.
In the model with α = 0, the electric potential on the stellar surface is
higher at the equator and decreases toward the poles. The feet of the criti-
cal magnetic field lines (see Figure 2.1) are at the same electric potential as
the interstellar medium. Thus electrons stream out along the higher-latitude
lines (electron lines, where the electric potential is less than the potential of
the interstellar medium), whereas positrons escape along the lower-latitude
open lines (positron lines).The positron and electron lines would be reversed
if the magnetic axis and the rotation axis were antiparallel rather than par-
allel, as we have assumed here. The position of the field line which separates
the electron and positron lines is determined by the condition that the star
suffers no net charge loss, so the steady-state situation is preserved.
The co-rotating magnetosphere is bounded by a field line (in Figure 2.1
the polar angle of this line at the pulsar surface is θ0) whose foot is at
sin θ0 ≈ (R∗/rlc)1/2. The electric potential difference between this line and
the North pole is
∆Vopen =
1
2
(
Ω∗R∗
c
)2
R∗B∗ (2.34)
for R∗/rlc  1. The most energetic escaping particles with charge Ze should
(if we neglect radiation damping) reach energies of about ∆Vopen/2, or
εmax ≈ 3× 1012ZR
3
∗6B∗12
P 2
eV (2.35)
by the time they reach the boundary of the supernova cavity.
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We have assumed that the current distribution in the star would, by itself,
produce a rotationally symmetric external dipole magnetic field. In the near
zone the poloidal field is largely determined by the currents in the star; then,
while approaching the light cylinder, the contribution of the magnetospheric
currents to the poloidal magnetic field becomes increasingly important, since
the toroidal current due to the rotation of the space charge in the co-rotating
magnetosphere is of order (Ω∗r/c)2cB/r and creates a field which competes
with the pulsar field B when r ≈ rlc; lastly, in the wind zone the currents
due to the co-rotating and escaping charges are the principal source of the
magnetic field.
There is a toroidal component of the magnetic field (the field lines are
bent backward, see Figure 2.2, since the currents along the electron lines
prevail over the currents along the positron lines) whose source in both zones
is the poloidal current distribution of the escaping particles. The toroidal
field is the minor component in the near zone and the major component in
the wind zone.
From Ampere’s law applied to a circular loop with radius rlc in a plane
at height z, we see that
Bφ(rlc, z) =
2J(rlc, z)
c rlc
(2.36)
where J(r, z) is the current (given by the charges which are streaming along
the magnetic field lines) which flows in a circular surface of radius r in a
plane at height z (it is interesting to notice that, since the currents flow
along the magnetic field lines, J is constant on every circle whose contour
lies on the same magnetic surface). Therefore in the northern hemisphere
(z > 0) the toroidal field is negative. Its value is zero at both z → +∞
(the electron currents here are negligible) and z = 0 (the positron currents
perfectly balance the electron currents), and it has a single minimum at the
point where the critical field line pierces the light cylinder (all the streaming
electrons and no streaming positrons contribute to the current).
A rigorous lower bound may be set for the absolute value of the toroidal
component of the magnetic field beyond the light cylinder. This bound is
imposed by the requirement that |~v| < c for the escaping charges. We apply
this constraint by rewriting Equation 2.31 in the form (charge-separation is
assumed)
−Bφ
| ~Bp|
=
1
|~vp|(Ω∗r − vφ) (2.37)
where ~Bp and ~vp are the poloidal component of the magnetic field and of the
charge velocity, respectively. For Ω∗r ≥ c, this equation together with the
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condition |~v| < c implies that
−Bφ
| ~Bp|
≥
[(
Ω∗r
c
)2
− 1
]1/2
. (2.38)
We shall find shortly that |~vp| → c for Ω∗r  c, so that Equation 2.37 implies
−Bφ
| ~Bp|
→ Ω∗r
c
. (2.39)
Thus the toroidal component of the field becomes dominant beyond the light
cylinder. The lower bound on the toroidal field is in effect a lower bound
on the rate of escape of charges from the star, since we have seen that the
toroidal field is connected to the currents flowing from the star to infinity.
Furthermore, as we will see below in this subsection, this lower limit sets a
lower bound to the magnetic torque on the star, since the toroidal field is
necessary to extract rotational energy and angular momentum from the star.
As long as the particles move along the magnetic field lines, as I have sup-
posed to happen in the near and wind zones, those lines cannot close beyond
the light cylinder in the wind zone; in fact, if ab absurdo there were a point
where Bφ = 0, there vφ = Ω∗r would exceed the speed of light (see Equation
2.37).
Because the field lines are open (they will close in the boundary zone),
we assume that the poloidal field is asymptotically radial for Ω∗r  c, and
we may write
Bp ≡ ~Bp · Rˆ = Ψ(θ)
R2
(2.40)
where R is the spherical radius and the function Ψ depends only on θ. Equa-
tion 2.37 implies that asymptotically
Bφ = −Ω∗R|~vp| sin θBp ; (2.41)
moreover, Equation 2.36 together with the above equation yields that |~vp| de-
pends only on θ, since J(r, z) = J(θ) in the asymptotic regime (J is constant
on each magnetic surface, and asymptotically each surface can be labeled
with a different value of θ). From Equations 2.29 and 2.41 it follows that the
electric field in the asymptotic wind zone has only a θ-component and that
Eθ =
|~vp|
c
Bφ . (2.42)
This relation, together with the equation
∇∧ ~B =
~j
c ρ
(∇ · ~E) , (2.43)
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which results from the Maxwell equations and the charge-separation assump-
tion, yields [
1−
( |~vp|
c
)2]1/2
=
δ
sin2 θΨ(θ)
(2.44)
where δ is an integration constant. The requirement that Bφ = 0 at θ = 0
(see the explanation to Equation 2.36) implies that sin θΨ(θ)→ 0 as θ → 0.
Using this fact in the equation above, we deduce that δ = 0 and that |~vp| = c,
that is to say the poloidal speed of the escaping charges approaches the speed
of light in the asymptotic wind zone.
The solution in the asymptotic wind zone lets us evaluate the angular-
momentum flux, which may be written in terms of the Maxwell stress tensor.
A priori both the streaming electric charges and the electromagnetic field
can take angular momentum away from the star.
Anyway, let us examine the torque acting on the streaming particles: the
pulsar gravitational force can not exert any torque (moreover, gravitational
and inertial forces have been neglected here) and the same is true for the elec-
tromagnetic forces, since the Lorentz force per unit volume is zero (Equation
2.23); so, no torques can change the angular momentum of the streaming
charges and they preserve the angular momentum they had when they left
the pulsar surface. So if δM∗ is the mass lost by the pulsar because of the
relativistic streaming charges, the variation of the pulsar angular momentum
due to the streaming charges is simply caused by the variation of its moment
of inertia, and the relative variation is therefore δM∗/M∗  1.
As concerns the angular momentum lost via the electromagnetic fields, if
Mik is the Maxwell tensor the flux along Rˆ of the z-component of the angular
momentum is rMRφ, where r is the cylindrical radius; let us notice that the
electric fields do not contribute at all (since Eφ = 0) while the contribution
of the magnetic fields is nonzero since Bφ is the dominant component in
the asymptotic wind zone. Integrating over a spherical surface of radius R
centered on the star, we obtain the magnitude of the torque T exerted on
the star itself:
T =
∫ 2pi
0
dφ
∫ pi
0
R2 sin θdθrMRφ =
Ω∗
c
∫ pi/2
0
sin3 θ[Ψ(θ)]2dθ . (2.45)
In a similar manner, the energy outflow from the star may he calculated by
integrating the radial component of the Poynting vector over the spherical
shell. It is easily verified that the rate of energy loss is ε˙∗ = Ω∗T since the
angular momentum and the energy are both derived from the braking of the
star’s rotation.
In the asymptotic wind zone the emergent magnetic flux in the northern
hemisphere (z > 0) is approximately equal to the flux leaving the northern
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polar cap of the star for θ ≤ θ0. Thus,
I1 ≡
∫ pi/2
0
sin θΨ(θ)dθ ≈ 1
2
(
Ω∗R∗
c
)
R2∗B∗ . (2.46)
On the basis of this approximation we may write
T =
1
8
(
Ω∗R∗
c
)3
R3∗B
2
∗I2 , (2.47)
where
I2 =
2
I21
∫ pi/2
0
sin3 θ[Ψ(θ)]2dθ . (2.48)
For reasonable choices of Ψ(θ), I2 is of order unity. The torque slows the
star’s rotation, and therefore for a star whose moment of inertia is I we have
Ω˙∗ = −1
8
B2∗R
6
∗Ω
3
∗
Ic3
, (2.49)
which is similar to the Equation 2.6 for the Gold-Pacini model, even though
different assumptions have been made in the two cases for the angle between
the magnetic and rotational axes (and the Gold-Pacini model predicts no
energy losses for an aligned rotator, as we have supposed for our pulsar
here); that is to say, the order of magnitude fo the predictions of the energy
and angular momentum losses is roughly independent from the model.
As for the Gold-Pacini model, it is possible to invert the previous equation
to obtain an estimate of the magnetic field of an aligned rotator:
B∗ =
(
8Ic3
(2pi)2R6∗
)1/2
(PP˙ )1/2 . (2.50)
Let us just mention that a numerical solution for the Goldreich-Julian mag-
netosphere in the near and wind zone (that is, wherever Equation 2.23 is
true) has been obtained by Contopoulos, Kazanas and Fendt [44] and later
improved by Gruzinov [45]; they found that all the electromagnetic fields can
be expressed through a single scalar function f (the so called Euler potential)
and they numerically solved an equation for f , the so called pulsar equation
[17].
f has many physical interpretations: it is constant along each magnetic
field line, it is proportional to the electric potential (and therefore each mag-
netic field line is equipotential) and it is proportional to the magnetic flux
through any surface whose contour lies on the magnetic surface labeled by f
itself.
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Contopoulos, Kazanas and Fendt solved the pulsar equation both for
r < rlc and r > rlc and found that J should not be fixed a priori, but it is
the suitable function to let the solution for f be continuous, together with its
radial first derivative ∂f/∂r, at the light cylinder r = rlc; these requirements
are necessary, otherwise I would have stationary charge and current densities
on the light cylinder, and this is impossible since the light cylinder is not a
true physical surface.
They found, using the numerical solution obtained, the rate of slowing
down for the pulsar angular velocity:
Ω˙∗ = −1± 0.1
4
B2∗R
6
∗Ω
3
∗
Ic3
, (2.51)
a factor of 2 greater than the rough estimate made by Goldreich and Julian.
2.2.4 The boundary zone
The outflowing streams of electrons and positrons remain separated and
linked to their magnetic field lines until they reach the boundary zone (Figure
2.2).
In the boundary zone Goldreich and Julian assume that the magnetic
energy density is likely to be equal to the particle kinetic-energy density.
Since the inertial forces are no longer negligible, the degeneracy condition in
Equation 2.18 is not longer valid, so the magnetic field lines are not longer
equipotential and charges can now experience electrostatic acceleration along
magnetic field lines; if radiative losses are neglected, they can achieve energies
as high as εmax in Equation 2.35; that is, the potential drop between the lines
which depart from the stellar surface at polar angles θ = 0 and θ = θ0 can
not be used for particle acceleration until the charges are in the boundary
zone. So, the rotational energy (and angular momentum, too) lost by the
star is transported out by the electromagnetic field (through the Poynting
vector or the Maxwell stress tensor, respectively) and is then transmitted to
the electromagnetically driven wind in the boundary zone.
Since the charges are accelerated, the Larmor radii of the most energetic
relativistic particles in the boundary region are of the same size as the cavity
radius (if radiation damping is ignored), so the charges are not longer tightly
linked to their magnetic field lines and they can move across the poloidal field
lines: the charge-separation regime that held in the near and wind zones is
destroyed.
The electric field must vanish outside the supernova cavity (R > D) since
the interstellar gas is a good conductor (so the tangential component of the
electric field must vanish inside the shell). For the same reason, the mag-
netic field lines which emerge from the star into the boundary zone cannot
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Figure 2.2: Schematic diagram showing the boundary zone in the supernova
cavity; see the schematic trajectories of escaping positrons and electrons, the
poloidal surface current on the supernova shell and the magnetic poloidal
and toroidal configuration.
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penetrate the interstellar gas and must close within the supernova cavity
(Figure 2.2); so the radial magnetic field inside the shell is nearly zero and it
is therefore continuous with the weak interstellar field outside the supernova
cavity.
There must exist space charge and current distributions in the interstellar
gas as well as surface charge and current layers on the cavity surface. The
currents and charges within the thermal gas outside the shell must just cancel
the net currents and charges due to any relativistic particle which escapes
from the supernova cavity. Surface currents and charges on the cavity shell
are also needed to maintain ~E = ~B = 0 in the interstellar gas (here we are
neglecting the weak interstellar magnetic field).
The distribution of charges and currents in the interstellar gas acts as a
source for the electric and magnetic fields in the boundary zone. Near the
outer edge of the cavity this source is of comparable importance to that pro-
vided by the relativistic particles. In the interior of the cavity the magnitude
of the component of the electromagnetic field due to the sources in the in-
terstellar gas varies as R/D. Thus, the effect of the interstellar medium is
negligible in the wind zone (R < D/10).
Because the magnetic field in the boundary zone is determined in part by
the currents in the interstellar gas, any irregularity in the supernova shell or
in the interstellar gas distribution will feed back and produce irregularities
in the magnetic field within the cavity. The crossed electric and magnetic
fields in the wind and boundary zones convect all charged particles toward
the cavity boundary (through the convective velocity ~vE ≡ ~E ∧ ~B/B2, and
keep in mind that in the boundary zone the magnetic field is mainly toroidal)
and thus prevent any interstellar charges from being accelerated toward the
central star. Because the tangential electric field approaches zero as R→ D,
the convective velocity ~vE = Eθ/BφRˆ falls to zero at the cavity boundary.
The loss of relativistic particles from the cavity must then be governed at
least in part by scattering off magnetic irregularities.
2.2.5 Open problems in the Goldreich-Julian model
Even if many authors think that the Goldreich-Julian model is a good qual-
itative description of the magnetosphere of a single pulsar, the model itself
shows some faults that have not been fully solved yet.
It is worth noticing that the Goldreich-Julian solution for the electric
field, current density and charge density in the near and wind zones (and
the numerical solution by Contopoulos, Kazanas and Fendt, too) does not
depend on the assumed charge-separation for the magnetospheric plasma
around a pulsar; that is, the solution is valid both for the charge-separation
regime and the quasi-neutral plasma regime. Anyway, I will explain here
that the choice of charge-separation as the only possible regime for pulsars,
2.2 Pulsar magnetospheres and the Goldreich-Julian model 53
as explained in Subsection 2.2.2, opens two main unanswered questions.
First of all, let us rewrite Equation 2.32 in this way, using Equation 2.31:
ρ =
Ω∗r
c2
jφ − Ω∗Bz
2pic
(2.52)
and let us apply it inside the light cylinder where Bz = 0; we have
|~v| ≥ |vφ| =
∣∣∣∣jφρ
∣∣∣∣ = c2Ω∗r , (2.53)
and therefore inside the light cylinder the speed of the charges (since we know
that, if the plasma is charge-separated, ~j/ρ corresponds to the real velocity
of the plasma) could exceed the speed of light.
Secondly, let us look at Equation 2.32; the co-rotating charge changes its
sign where Bz = 0; assuming that the pulsar magnetic field is approximately
dipolar and that the contribution of the co-rotating charge and current den-
sity is negligible near the pulsar surface, we have Bz = 0 where cos2 θ = 1/3,
as shown in Figure 2.1 with a dashed line.
So, all the open magnetic field lines, that is both the electron lines and
the positron lines, have their foot where only negative co-rotating charges
can exist, and it is still unclear, in a charge-separated plasma regime, where
the positive streaming charges come from. It has been suggested [42] that the
positive charges are protons and not positrons and that they are extracted
from the pulsar surface through electric fields; anyway, this can not be true
because ions in the neutron star surface are tightly bound and can not be
easily extracted (Subsection 2.3.1), and moreover the extracting electric fields
would eventually make the co-rotating negative charges next to the star fall
on the pulsar surface, and our solution would not be stationary as I have
supposed.
Moreover, while near the electron lines the negative co-rotating charges
would tend to repel the escaping negative charges on the electron lines and to
let them stream away, near the positron lines the positive streaming charges
would be attracted by the co-rotating charges near the surface, and to let
positrons stream away an electric field along the magnetic field lines would
be required, thus breaking our hypothesis that in the near and wind zone the
magnetic field lines are equipotential.
A possible solution could be the existence of vacuum gaps with no co-
rotating charges, and therefore in such gaps there could be an electric field
component along the magnetic lines. Holloway [46] has proposed that the
gaps could be next to the area where the co-rotating charge density changes
its sign; the electric field inside this gap repels the negative co-rotating
charges towards the magnetic poles, so that the positron lines can receive
a supply of positive charges from the equatorial belt or from pair produc-
tion in the gap itself; this same electric field could accelerate the positive
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charges along the open magnetic field lines against the attractive force of the
near negatively-charged co-rotating magnetosphere. Anyway, the geometry
of such gaps is still a subject of debate.
Another radical solution could be that the aligned rotator does not behave
as a real pulsar, and only if α 6= 0 and α 6= pi the neutron star would have
the observed features of a pulsar.
2.3 Pair production in pulsar magnetospheres
In this Section I will focus on the mechanism proposed by Ruderman and
Sutherland [43] to explain the origin of the charges in the pulsar magne-
tosphere. Their model assumes that the pulsar is an aligned rotator with
α = pi, so that the co-rotating magnetosphere is positively charged near the
poles and negatively charged in the equatorial belt; the positron lines are
next to the North and South poles and the electron lines have their feet at
lower latitudes. This model does not attempt to solve the problem that some
open magnetic lines have their feet where the co-rotating charges have the
opposite sign of the streaming charges, but it tries to explain the origin of
the co-rotating charges required to guarantee the force-free condition in the
magnetospheric plasma.
Ruderman and Sutherland suggested that the huge magnetic fields char-
acteristic of pulsars cause the nuclei (largely iron, even if the chemical com-
position of the pulsar surface is still unclear) of the stellar surface to form a
tightly bound condensed state. Theory and observations both support the
view that the surface of an isolated pulsar is not hot enough to sustain an
outflow of positive ions to balance the outflow of electrons as charge leaves
the magnetosphere through the light cylinder along the open magnetic field
lines.
Adopting the conventional assumption that electrons do not return to
the neutron star by coming back along the open positron lines, I will show
that a polar magnetospheric gap is formed that spans the open field lines
from the stellar surface up to an altitude of about 104 cm and that in the
gap the degeneracy condition expressed by Equation 2.18 fails. The gap
continually breaks down (sparking) by forming electron-positron pairs. The
gap positrons move out along the positron field lines creating additional pairs,
and electrons flow to the stellar surface; in any case, this does seem to be a
reasonable mechanism to produce the magnetospheric charges that guarantee
the steady state in the force-free approximation.
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2.3.1 Binding of positive ions in pulsar surfaces
A spinning magnetized neutron star generates huge potential differences be-
tween different parts of its surface (see Equation 2.34). Near the neutron star
charged particles can flow only along magnetic field lines: since these lines
do not cross, charges can not experience these potential differences near the
star, but only in the boundary zone of the Goldreich-Julian model.
Anyway, in some cases part of this potential drop could be developed
across a gap near the stellar surface, so that a strong electric field arises
along the magnetic field lines in the gap. Such a situation begins at a pulsar
surface out of which ions cannot be pulled as a consequence of the huge
surface magnetic field of a pulsar.
If we neglected the electromagnetic forces, we could say that ions can not
escape from the pulsar surface because their thermal energy (kBT∗, where
T∗ ≈ 106 K is the temperature of the pulsar surface) is less than their gravi-
tational binding energy; anyway, the large electric fields studied in the previ-
ous section are supposed to greatly overcome the strength of the gravitational
force, and it would therefore seem that ions can be extracted from the pulsar
surface as soon as ~E · Bˆ departs slightly from zero.
Anyway, this is not the case since calculations [47] [51] show that the
structure of matter in the surface layers of neutron stars with B∗ & 1012 G
is largely determined by the magnetic field: long molecular chains (with axis
parallel to ~B) are formed with the ions (composed of nuclei and some tightly
bound core electrons) distributed in a one-dimensional lattice along the chain
and with an outer sheath of quasi-free electrons shared by many different
ions. These chains strongly attach to each other laterally, mainly because
of strong Coulomb interactions because of the imperfect screening of the
ion cores by the approximately uniformly distributed sheath electrons. The
result is an anisotropic very dense, very strongly bound form of condensed
matter. Although just after formation a hot neutron star may have an outer
layer of helium which has cooled too rapidly to fuse [50], whatever helium can
be lifted from the stellar surface by pulsar electric fields will have disappeared
for pulsars older than a thousand years or so.
One expects the matter in the outer stellar layers to be mainly 56Fe formed
during the supernova event: molecular chains composed of iron in a field
B∗ ≈ 2.2 × 1012 G (this will be the typical value for B∗ throughout this
subsection) have a cohesive energy (defined as the difference between the
binding energy of atoms bound in molecular chains and the binding energy
of free atoms) of εb ≈ 10 keV and a lattice spacing l ≈ 2× 10−9 cm. Because
of the high binding energy per ion, in the absence of discharges such as those
discussed in Subsection 2.3.3, the ions are not expected to be stripped from
the surface and to contribute significantly to the streaming currents for the
following reasons:
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• The electric field required to pull ions out from the chains is of order
E0 ≈ εb/Zcel, where eZc ≈ 18e is the ion (nucleus + core electrons)
charge and l is the interior chain lattice spacing: for typical parameters
E0 ≈ 3 × 1011V cm−1. Even in the absence of any screening magne-
tosphere, the maximum surface electric field is only
Emax =
Ω∗R∗
c
B∗ ≈ 1011P−1V cm−1 (2.54)
where P is the spin period in seconds. For most pulsars Emax . E0;
however, with a screening magnetosphere the surface electric fields are
much reduced, and in the limit of a co-rotating magnetosphere the
surface electric field along the magnetic field lines vanishes and field
emission of ions is impossible.
• At a temperature T , an estimate of the maximum ion particle flux =
which can be emitted from the pulsar surface (ignoring space charge
limitations, that is to say supposing that the pulsar is surrounded by
a vacuum) is
=(T ) = ρmc
m
(
kBT
mc2
)1/2
exp(−εb/kBT ) (2.55)
where m = Amp ≈ 10−22 g is the iron ion mass (A is the mass number
and mp the proton mass), εb is the surface binding energy and ρm ≈
6× 103 g cm−3 [47] is the density of matter in the surface layers if B∗ ≈
2.2×1012 G. For this flux to supply the magnetospheric charged-particle
loss along open field lines (ρGJc, where ρGJ here is the Goldreich-Julian
value of the positive co-rotating charge density in Equation 2.32 near
the North pole if α = pi) the temperature must exceed Tc where
Z˜e=(Tc) = ρGJc = Ω∗B∗
2pi
(2.56)
where Z˜ ≈ 5 is the effective charge of each evaporating iron ion, since at
the critical temperature Tc ions will be eventually emitted in relatively
low states of ionization because of the exceedingly tight binding of
all atomic (core electrons + sheath electrons) electrons in superstrong
magnetic fields. Then the previous equation gives Tc ≈ 5 × 106 K for
P = 1 s and B∗ ≈ 2.2 × 1012 G. To sustain such a temperature, an
energy flux of ≈ 4 × 1022 erg cm−2 s−1 must be supplied to the stellar
surface to support its X-ray emission with temperature Tc.
If the entire surface of the neutron star were at or above the temper-
ature Tc (as the high thermal conductivity of such matter seems to
suggest), the X-ray flux of 5 × 1035 erg s−1 would be easily detected,
whereas such pulsar X-ray sources are not observed.
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Moreover, no reliable sources exist for the energy flux required above.
Ohmic heating from a current could increase the pulsar surface temper-
ature: we know from the Goldreich-Julian model that a current should
flow beneath the pulsar surface in order to close the electric circuit
made by a positron line, an electron line and a line connecting these
two lines at infinity (that is, in the boundary zone, where charges can
move between different magnetic field lines). In the charge-separation
regime, the order of magnitude of this current density should be ρGJc,
where ρGJ is the Goldreich-Julian charge density computed at the polar
cap. Anyway, such a current is much too small to keep the cap at a
temperature large enough to overcome ionic binding. Interior frictional
heating from differential rotation between a neutron star crust and a
superfluid interior is similarly greatly insufficient.
Thus, both observational and theoretical arguments strongly suggest
that pulsars are generally not hot enough to boil off ions (unless there
is some special intense heat source just at the polar caps, where ions
should be boiled off).
• As I will discuss below, a gap can be created next to the pulsar sur-
face at the polar cap and extremely energetic particles of one charge
may be accelerated in the gap and strike the surface. Even a very
close collision of a relativistic particle with an ion nucleus will not be
sufficient to dislodge it: the maximum energy transferred in a close
collision (corresponding to the electron or positron just skimming the
nuclear surface of radius RN = 1.2A1/3 fm) is for iron nuclei equal
to ≈ (Ze2/RN)2/(mc2) ≈ 1 keV, where Z is the nucleus charge: this
energy transfer is independent from the energy of the (relativistic) elec-
tron/positron and is less than the molecular binding energy εb.
We have therefore seen that it is very difficult to pull ions out from the
stellar surface. Electrons, on the other hand, can be extracted from the stellar
surface much more readily than positive ions, since the binding energy of the
outer electrons is estimated [47] to be more than an order of magnitude less
than εb for the positive ions.
In the model discussed below, we shall adopt the extreme assumption
that the neutron star surface provides no positive ions at all but does not
limit the outward flow of electrons in response to an appropriately directed,
but arbitrarily small, electric field.
2.3.2 The polar gap
We shall deduce consequences for the near magnetosphere from two circum-
stances:
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• We accept the conventional wisdom that electrons, which flow out
through the light cylinder along the magnetic field lines, do not easily
flow back through the light cylinder into the co-rotating magnetosphere
along the positron field lines.
• The neutron star surface is a copious supplier of electrons, but not of
positive ions.
If the magnetospheric plasma is not initially completely charge-separated,
it can supply the star with both an inflow of negative charge to replace
the electrons which leave it and an outflow of positive charges streaming
through the light cylinder. But this cannot continue indefinitely. Ultimately,
in response to the outflow of positive charge through the light cylinder and the
inability of the surface to replenish it, the positively charged magnetosphere
at the surface of the star begins to pull away from the surface and produces
a growing gap near the polar caps.
Let us note that with an aligned rotator with α = 0 and negative co-
rotating charges near the magnetic poles the creation of such a gap is not
so obvious; we expect that the outflow of positive charges would cause the
potential drop initially localized in the boundary zone to entirely develop
near the feet of positron lines; anyway, if α = 0 this could result simply in an
inflow of the local co-rotating electrons towards the pulsar surface, and no
vacuum gap would be created. Instead, with an aligned rotator with α = pi
the same potential drop near the pulsar surface would pull away the positive
co-rotating magnetosphere and create a gap.
Wherever the near magnetosphere charge density is nonzero, ~E · ~B = 0. A
component of ~E anchored on surface-bound net positive charge gives ~E· ~B 6= 0
only in gaps where the magnetospheric charge density vanishes.
In order to describe the geometry of such a gap, let us suppose that the
radius of the polar cap where the feet of positron lines lie (bounded by the
feet of the critical field lines defined in Subsection 2.2.3) is comparable with
the total radius rpol of the cap where open field lines depart; that is
rpol =
(
Ω∗R∗
c
)1/2
R∗ . (2.57)
When the thickness of the gap is h  rpol, the relationship between h and
the potential drop along a field line traversing the gap is
∆V = 2piρGJh
2 =
Ω∗B∗
c
h2 (2.58)
where ρGJ is the positive co-rotating charge density which was in the gap
region before the gap was formed. In this limit of very small h, ~E · ~B above
the gap is therefore just what it was without the gap, that is to say zero.
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The geometrical structure of the gap is given schematically in Figure 2.3: in
addition to the gap ab′ = de′ = h, a gap also forms along the critical field
line, since even here the positron magnetic field lines tend to extract the
co-rotating positive charges linked to the electron lines. This separation is
again cc′ ≈ h, except near the corner b′; in this part of the gap ~E and ~B are
orthogonal so that ~E · ~B = 0.
Outside of the region cbadef the near magnetosphere and the star co-
rotate like a rigid structure with angular frequency Ω∗. Within the isolated
magnetosphere polar-column region c′b′e′f ′ there is a variable Ω′ < Ω∗, par-
allel to Ω∗ and constant along, but varying between, field lines. In fact, it is
worth emphasizing [43] that the usual demonstration of co-rotation for the
magnetosphere of a rotating magnetized star fails in this case, and in general,
if ~E · ~B does not vanish everywhere along magnetic field lines connecting the
star and its magnetosphere.
As h increases and approaches rpol, the previous equation for∆V begins to
fail. The plasma within the polar column retreats further from the boundary
cbadef and ultimately disappears, so that the entire column above the polar
cap within rpol can be considered empty. An analytic solution [43] is possible
for R∗  rpol and a uniform magnetic field normal to the stellar surface:
~E · ~B falls off exponentially along all field lines in the gap like exp(−z/rpol);
its maximum values are achieved along the central field line, and it falls to
zero along the boundary critical field lines (in order to preserve the continuity
of the tangential component of the electric field across any surface). It is
possible [43] to show that the maximum possible potential drop along any
magnetic field line within a polar gap is the same as ∆Vopen in Equation 2.34:
∆Vmax =
1
2
(
Ω∗R∗
c
)2
R∗B∗ . (2.59)
It is worth noticing that while the potential drop expressed by Equation 2.58
is (for h rpol) smaller than the maximum potential drop that a charge could
experience in the Goldreich-Julian boundary zone, the fact that the order of
magnitude for ∆Vmax and ∆Vopen/2 is the same means that if the gap height
continuously grows, the entire potential drop available in the boundary zone
would develop along a field line traversing the gap.
As we will see in Subsection 2.3.4, Equation 2.59 will have a direct appli-
cation to the predictions of pulsar turnoff when sufficiently long periods are
reached.
2.3.3 Gap height and vacuum breakdown
While the gap thickness h grows at a speed near c, the potential differ-
ence across the gap grows like h2, so that ultimately the gap will be dis-
charged by an avalanche of electron-positron pairs; this mechanism of pair
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Figure 2.3: Magnetosphere of a rotating neutron star (angular velocity Ω∗)
with an antiparallel dipole field and a polar gap above the surface in the
polar region ad. There is zero charge in the magnetosphere between the solid
and dashed lines. The magnetosphere outside the region cbadef co-rotates
with the star; the magnetosphere within the cone c′b′e′f ′ rotates with angular
velocity Ω′ < Ω∗ constant along magnetic field lines (see [43] [49]). Significant
departures of ~E · ~B from zero occur only within the polar gap ab′e′d.
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cascade is supposed to give all the charges necessary for the steady-state of
the Goldreich-Julian magnetosphere.
In the ~E · Bˆ electric field within the gap, the Goldreich-Julian charges are
accelerated along magnetic field lines to extreme relativistic energies com-
parable to e∆V in Equation 2.58. The charges moving along the curved
magnetic field lines emit curvature radiation, the photons of which have a
characteristic energy εc:
εc = ~ωc = 0.43γ3e~c/ρc (2.60)
where ρc is the radius of curvature of the field line along which the lepton
of energy γemec2 = e∆V moves. These photons are emitted within an an-
gle γ−1e about the direction of the velocity of the relativistic charge particle
that radiated them. For Goldreich-Julian leptons which have been acceler-
ated to energies as high as e∆V , these curvature radiation photons could
be sufficiently energetic that they may themselves produce additional elec-
tron/positron pairs on neighboring magnetic field lines, thus giving origin to
a vacuum discharge.
The mean free path l of a photon of energy ~ω > 2mec2 (that is, above
the threshold for pair production) moving through a region with magnetic
field B has been calculated by Erber [48]: let us define
χ ≡ ~ω
2mec2
B⊥
Bq
(2.61)
where Bq ≡ m2ec3/e~ ≈ 4.4×1013 G and B⊥ ≡ B sin θ (θ is the angle between
the direction of propagation for the photon and the magnetic field); thus the
mean free path can be written, in the approximation χ 1 valid here:
l =
4.4
(e2/~c)
~
mec
Bq
B⊥
exp
(
4
3χ
)
, (2.62)
and it is possible to notice that the mean free path is infinite and no pair
production takes place if B⊥ = 0.
In a complete discharge of the gap, the charged particles produce curva-
ture radiation that goes on to produce further pairs that are accelerated and
produce more pair-producing curvature radiation, until a pair avalanche is
formed (Figure 2.4). Such a discharge will grow exponentially in time when
the relevant photon mean free path l becomes comparable to the gap thick-
ness h. We shall consider a quasi-steady discharge in which l ≈ h/2: the
precise value of l is actually not too important, since the useful condition we
derive specifies χ and small changes in χ correspond to exponentially large
changes in l.
Curvature radiation photons are initially made almost tangent to the
magnetic field so that locally sin θ = B⊥/B ≈ 1/γe  1. To reach a B⊥
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Figure 2.4: Breakdown of the polar gap. The solid lines are polar field lines
with radius of curvature ρc. A photon of energy above the pair-production
threshold produces an electron-positron pair at 1. The electric field of the
gap accelerates the electrons toward the stellar surface and the positrons out
of the gap. Above the gap ~E · ~B = 0, further acceleration ceases and positrons
lose energy via curvature radiation; the curvature gamma-ray emitted could
produce additional pairs and contribute to guarantee the steady-state in the
Goldreich-Julian magnetosphere. On the other hand, the electron moves
along a curved field line and radiates an energetic photon at 2 which goes
on to produce a pair at 3 once it has a sufficient component of its momen-
tum perpendicular to the magnetic field. This cascade of pair production –
acceleration of electrons and positrons along curved field lines – curvature
radiation – pair production results in a spark breakdown of the gap.
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sufficient for a significant probability for pair production, they must travel
a distance directly proportional to the field line curvature ρc. After going a
distance h, the magnetic field will slightly depart from the radial direction it
approximately has on the polar cap, where its intensity was B∗, and we will
have
B⊥ ≈ hB∗/ρc , (2.63)
so the photon enters a region where the magnetic field B⊥ is strong enough
that pair production is possible, as long as the photon travels an additional
distance l inside this region.
From Equation 2.62, with the typical parameters for a pulsar and the
assumption that the choice of l is unimportant, we choose χ ≈ 1/15:
0.43
~c
ρc
(
eΩ∗B∗h2
mec3
)3
1
2mec2
h
ρc
B∗
Bq
≈ 1
15
, (2.64)
so that
h ≈ 6.0× 103 ρ2/7c 6 P 3/7B−4/7∗12 cm (2.65)
where B∗12 ≡ B∗/1012 G, P is the pulsar period in seconds and ρc 6 ≡ ρc/106
cm. I have assumed that the typical radius of curvature of the magnetic field
lines very near the pulsar surface is 106 cm. This would not be the case if
the field were strictly dipolar, but it seems more reasonable to assume, at
least for the computation of the radius of curvature, that the field has many
higher multipole components which will contribute strongly near the surface
and will affect the estimate of ρc; in any case h is only weakly dependent on
the choice of ρc.
Let us now compute if the energy achieved in such a gap is above the
energy threshold for pair production: the potential drop inside the gap can
be calculated from Equation 2.58:
∆V =
Ω∗B∗h2
c
≈ 2.3× 1012B−1/7∗12 P−1/7ρ4/7c 6 V (2.66)
so that electrons and positrons in the gap may be accelerated to relativistic
energies with γe ≈ 4.5× 106. The curvature photons emitted have therefore
a typical energy equal to:
εc ≈ 7.3× 108B−3/7∗12 P−3/7ρ5/7c 6 eV , (2.67)
which is greater than the pair production threshold.
It remains to be shown that the curvature radiation from the particles
produced and accelerated in the gap can lead to a quasi-steady discharge of
the gap once h grows to the value determined by Equation 2.65: it is not
guaranteed that an interesting number of photons is produced per charged
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particle as it traverses the gap. The rate of energy loss through curvature
radiation by a relativistic electron or positron of energy γemec2 is
ε˙e = −2
3
e2
c3
γ4e
c4
ρ2c
. (2.68)
Thus, in traveling a distance of order h the number of photons of the charac-
teristic energy written in Equation 2.60 radiated by the electron or positron
is (supposing that the spectrum is highly peaked at ω = ωc):
Nph =
2
0.43 3
e2
~c
h
ρc
γe ≈ 300P 2/7B−5/7∗12 ρ−1/7c 6 (2.69)
for the parameters of a typical pulsar. This number of photons per particle
would seem to be adequate for maintaining a discharge in a quasi-steady
state.
I will now examine the possibility that the creation of a gap could extract
ions from the stellar surface, thus making the existence of the gap itself be
useless.
First of all, let us consider the electric field in the gap: its value can be
easily calculated, supposing that it vanishes at the top z = h:
E = 2
Ω∗B∗
c
(h− z) (2.70)
and it is easy to notice that at the bottom of the gap (z = 0) the electric
field is of order
E ≈ 7.5× 108B3/7∗12P−4/7ρ2/7c 6 V cm−1 (2.71)
at breakdown (when the avalanche has not locally quenched the electric field
yet), entirely negligible with respect to that needed to pull ions from the
surface (see Subsection 2.3.1, where B∗ = 2.2× 1012).
Secondly, we should remark that the flow of energetic electrons back onto
the polar cap will heat it. The breakdown electron energy flux (that is, when
the potential drop in the gap has its maximum value) is
ρGJ c∆V ≈ 7.7× 1021B6/7∗12P−8/7ρ4/7c 6 erg cm−2 s−1 (2.72)
where ρGJ is the co-rotating charge density near the polar cap; this is the
maximum charge density that can be accelerated in the gap, since it is of
the same order of magnitude as the charge density required to completely
quench the gap electric field (≈ E/h). If we make the extreme assumption
that inward heat conduction away from the surface is negligible, the energy
flux carried by the electrons must be balanced by a black-body energy flux
(σSBT 4, where σSB is the Stefan-Boltzmann constant and T is the unknown
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equilibrium temperature); even with these favorable assumptions, the calcu-
lated flux is about a factor of 3 less than that needed to heat the surface to
sustain a temperature ≥ Tc such that the ion flux could replenish the positive
charges streaming away along the open magnetic field lines (see Subsection
2.3.1, where B∗ = 2.2× 1012).
But, even if it were sufficient, the e−− e+ discharge would be a necessary
prerequisite for maintaining the surface temperature. Therefore in either cir-
cumstance the gap must grow to a size sufficient for the electron-positron
discharge to be maintained.
Let us add a point about the space and time structure of the pair cascades
in the gap.
When a discharge begins at some point on the polar cap, the ~E · Bˆ that
has built up across the gap rapidly falls down in the position where the dis-
charge has developed, since the created pairs tend to quench the surrounding
electric field. This would be expected to inhibit the formation of another
simultaneous discharge within a lateral distance h. Thus the gap discharges
through a group of localized sparks.
When part of a polar gap begins to break down into a spark, the initial
electrons and positrons feel the full potential (breakdown potential, since it
is the electric potential when the first pair is going to be created). Apart
from occasional fluctuations during the development of the discharge (due to
fluctuations in the pair plasma density) this potential does not drop greatly
until the electron and positron density reaches that of Equation 2.32 (cal-
culated near the polar cap, that is ρGJ = Ω∗B∗/2pic) as it is created and
pulled apart in the gap electric field. Only then does the net charge density
in the gap approach that necessary to bring ~E · Bˆ back to near zero. The
time τ0 needed for the conversion of a photon to a pair in the gap is ≈ h/c.
To reach the density ρGJ written above, 1015 cm−2 pairs must be created.
Although the precise cross-sectional area of a spark is unknown, the growth
and fluctuation time scales should be (30÷ 40)τ0 ≈ 10µs.
2.3.4 Pulsar turnoff
As the pulsar period lengthens, the gap thickness h grows in order to main-
tain spark discharges. But for sufficiently large h (comparable to rpol), the
potential drop across the gap ∆V no longer continues to increase significantly
with h. Instead, the limit of Equation 2.59 is approached. When this limit, as
P increases, falls below the potential drop necessary for forming any spark,
current from the polar cap is terminated and the spinning neutron star is
no longer a pulsar; in fact, it is currently thought that the pair production
mechanism is essential for the creation of the pulsed radiation we receive
from pulsars.
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When the gap thickness h approaches and exceeds rpol, as it ultimately
must when the pulsar period P continually increases, the gap electric field
begins to drop exponentially with height z: E ≈ exp(−z/rpol) (Subsection
2.3.2). Then even as h → ∞, and supposing that pair production is still
feasible, the pair-produced discharge leptons produce curvature radiation to
continue the discharge development only within rpol of the pulsar’s surface.
Thus in a discharge the largest effective distance a lepton-produced gamma-
ray propagates before it should make a pair is ≈ rpol when it is moving
through a perpendicular magnetic field
B⊥ ≈ (rpol/ρc)B (2.73)
where ρc is the radius of curvature of the magnetic line along which the lepton
was accelerated and rpol is the radius of the total polar cap, even if I should
consider just the radius of the positive polar cap. This equation is the analog
of equation 2.63 for gaps with h→∞.
The maximum energy of such a lepton is given by e∆Vmax, where ∆Vmax
is in Equation 2.59. As in the previous subsection, the maximum lepton
energy results in the characteristic curvature radiation whose energy is given
in Equation 2.60. For pair creation to continue, we can suppose
χ ≡ ~ωc
2mec2
B⊥
Bq
& 1
15
. (2.74)
From these equations we can deduce the maximum period Pcrit above
which a gap discharge cannot exponentiate (and therefore the star would not
be visible as a pulsar any longer):
Pcrit ≈ 1.4B8/13∗12 R21/13∗6 ρ−4/13c 6 (15χ)−2/3 s (2.75)
This equation is not of immediate use in analyzing observed pulsars with-
out some independent way of determining the magnetic field strength. The
canonical way to determine B∗ has been described in Equation 2.50. Equa-
tions 2.50 and 2.75 together with the inequality P ≤ Pcrit and the choice
ρc 6 = 1 = 15χ imply that observable pulsars should lie to the left of the line
shown in Figure 2.5 as
PP˙ ∝ (P/P˙ )−13/5 . (2.76)
For the parameters chosen, all pulsars but one do indeed lie to the left, al-
though the slope of -13/5 seems to be somewhat too steep for the data. This
slope is of course changed if the braking index n in −Ω˙∗ ∝ Ωn∗ is changed.
Since there are other contributions to the braking torque acting on the neu-
tron star, in addition to the effect of the magnetic field in the asymptotic
wind zone (which takes energy and angular momentum away from the star,
as seen in Subsection 2.2.3), the measurable braking index n is not known
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Figure 2.5: Relation between PP˙ and the pulsar characteristic age ≈ P/P˙
(see Appendix C for details). For PP˙ , P is measured in seconds and P˙
in nanoseconds per day; P/P˙ is measured in years. The solid line is the
theoretical pulsar turnoff boundary given by Equation 2.76; the dashed line
assumes the pulsar breaking index (see Appendix C) n = 2.5 rather than
n = 3.
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theoretically, and if we choose n = 2.5 we obtain a better boundary for the
observed points of Figure 2.5 than with n = 3, although the absence of a the-
oretical model introduces in this case an arbitrary proportionality constant
into Equation 2.76.
Chapter 3
Electrodynamic properties of
binary pulsars
In this chapter I will describe my original approach to the study of some
physical processes that are likely to happen in the joint magnetosphere of a
binary pulsar.
As I have discussed in Chapter 1, pulsar surveys have recently discovered
a double neutron star system in which both the stars emit pulsed radia-
tion (PSR J0737-3039); the discovery of the first binary pulsar has arisen a
great interest in the possibility that such a system could provide us with a
deeper insight into the knowledge of pulsar magnetospheres, since the pulsed
radiation from one pulsar passes through the magnetosphere of the com-
panion during some orbital phases. Therefore, the data provided by PSR
J0737-3039 could contribute to clarify the Goldreich-Julian model for pul-
sar magnetospheres, maybe giving some clues about its unsolved problems
(described in Chapter 2).
Anyway, in this chapter I will not try to go further in the description of
the electromagnetic configuration around a single pulsar; instead, I will start
from the evidence that binary pulsars do exist and that they will coalesce
because of the emission of gravitational radiation and I will try to predict
some physical processes that could happen when the separation between the
two pulsars gets much smaller than the observed one. In this description I will
use just a qualitative approach, since the fact that even the magnetosphere of
a single pulsar is not fully understood dissuades us from aiming at a detailed
analysis of the joint magnetosphere of binary pulsars.
This order-of-magnitude approach will be based on the results obtained
in Chapter 2 for the Goldreich-Julian model of the magnetosphere of a single
pulsar, in the sense that we will often consider that the joint magnetosphere,
in a zero-order approximation, can be just seen as the superposition of two
Goldreich-Julian isolated magnetospheres (even for non-aligned pulsars, I
will consider that their magnetosphere is more or less a Goldreich-Julian
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magnetosphere around the rotating magnetic axis); we will then try to eval-
uate some first-order corrections to this simplified picture, investigating the
physical processes peculiar of a binary pulsar.
In Section 3.1 I will outline the possibility that the gravitational coales-
cence will ultimately lead the co-rotating magnetospheres of the two pulsars
to penetrate each other; I will then evaluate the different timescales involved
during the inspiral. When the stars are so close that their magnetospheres
penetrate each other, the time-dependent distortion of the magnetospheres
could produce an induced electric field along the magnetic field lines, as I will
describe in Section 3.2. Anyway, such a field could be quenched by electron-
positron pairs (see Section 3.3) produced by the electric field itself, with the
same mechanism as described in Subsection 2.3.3. After showing that the
electric field can not be completely switched-off by the pairs, in Section 3.4
I will discuss the possible observational consequences of the production of
such a large number of leptons, which will be accelerated by the electric field
along magnetic field lines and will then radiate their energy via curvature
radiation.
Let us note that throughout Chapter 3 and Chapter 4 I will consider a
binary system with two pulsars orbiting around each other in a circular orbit
(e = 0); I will suppose that the pulsars have the same mass M∗ = 1.4M,
the same radius R∗ = 106 cm, the same magnetic field at the North magnetic
pole B∗ = 1013 G, the same surface temperature T∗ = 106 K, the same spin
period P = 1 s (with this choice, the spin-induced quadrupole moment of the
star is negligible). It is possible to notice that in the double pulsar described
in Chapter 1 only one star has magnetic field strength and spin period similar
to what I have chosen here, since the other pulsar is supposed to have been
recycled and all the recycled pulsars have short periods and small magnetic
fields. Anyway, our choice is the most convenient one in order to simplify
the problem and in order to obtain non-negligible results for the strength of
the electromagnetic phenomena in the joint magnetosphere. Moreover, it is
possible to suppose that such an ideal binary pulsar could exist if the two
progenitor stars had more or less the same mass, so that they have evolved
with the same timescales and no significant mass transfer has occurred.
3.1 Dynamical timescales in the gravitational
coalescence
With the chosen parameters for each of the pulsars in the binary system of
our toy model, the light cylinder radius is
rlc =
cP
2pi
≈ 4.8× 109 P cm , (3.1)
where P is in seconds.
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On the other hand, it is possible to notice from Table 1.2 that the distance
between the two pulsars in the binary system PSR J0737-3039 is ≈ 9× 1010
cm, more than an order of magnitude larger than the light cylinder radius
calculated in the equation above; that is, if the stars of our toy model were
at the current distance between PSR J0737-3039A and PSR J0737-3039B,
the two co-rotating magnetospheres would be well separated.
It could seem to be strange that no double neutron star system has been
discovered (see Table 1.1) with smaller separations between the two stars (and
therefore, via the third Kepler’s law, with shorter orbital periods). Anyway,
this depends on the fact that the shorter the orbital period is the higher
acceleration the stars suffer on their orbit; therefore the pulses get smeared
via Doppler effect and become undetectable [22] [21]. Moreover, in Equation
3.3 it is possible to see that the typical timescale for gravitational coalescence
gets shorter if the orbital period decreases, and therefore the smaller the
separation is the smaller the number of binary pulsars with that separation
will be.
Anyway, the gravitational decay will ultimately cause the two stars to
reach smaller separations, and we will focus on those (so far unobserved)
binary pulsar systems with orbital separation 2a (so, a is the distance between
each pulsar and the point in the middle between the stars) less than the rlc
calculated above. We will take amax = 108 cm as the largest possible value
for a, and we will see that all the physical processes we would like to describe
happen within a ≤ amax.
Let us rewrite the typical timescale for the gravitational coalescence as
a function of a: we have, if εG = −GmAmB/4a is the total energy of the
binary system, that the gravitational energy loss is
−dεG
dt
=
G4
5c5
(mAmB)
2(mA +mB)
a5
, (3.2)
and the typical timescale for gravitational coalescence is:
τGW (a) ≡ a
∣∣∣∣ dtda
∣∣∣∣ = 5c58G3 a4mAmB(mA +mB) . (3.3)
This timescale is 4 times larger than the time elapsing from the moment
when the half-distance is a to the moment when the two stars will merge
[26].
Let us apply the previous calculation to the binary system of our toy
model with mA = mB =M∗:
−dεG
dt
=
2G4
5c5
M5∗
a5
≈ 5.5× 1045M51.4a−58 erg s−1 (3.4)
and
τGW (a) =
5a4
R3schc
≈ 2.4× 105M−31.4a48 s , (3.5)
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where Rsch ≡ 2GM∗/c2 is the Schwarzschild radius of each pulsar, M1.4 ≡
M∗/1.4M and a8 ≡ a/108cm.
Let us compare now this gravitational timescale with the timescales for
the variation of the spin period of the stars; the angular frequency of the
spinning pulsar can vary firstly because of the magnetic braking torque, as
described in Chapter 2 for both the Gold-Pacini and Goldreich-Julian models,
and secondly because the binary system is so compact that tidal forces can
make the stars synchronize with the orbital motion.
• The typical timescale for the variation of the spin period due to the
magnetic braking torque is
τmag ≡ P
P˙
=
8c3
(2pi)2
IP 2
B2∗R6∗
≈ 1.9× 106M1.4B−2∗13R−4∗6 P 2 yr (3.6)
where I have assumed the results of the Goldreich-Julian model; more-
over, R∗6 ≡ R∗/106 cm, B∗13 ≡ B∗/1013G and I is the moment of
inertia of a neutron star (I have assumed a homogeneous star, that is
I = 2M∗R2∗/5). It is easy to notice that this timescale is much larger
than the timescale for the gravitational inspiral, and therefore it is pos-
sible to suppose that during the coalescence the spin angular velocity
does not vary at all because of the magnetic braking torque.
• I will now discuss [52] if the two stars get tidally locked during their
gravitational inspiral, and therefore if tidal forces can convert orbital
angular momentum to neutron star spin angular momentum, thus mod-
ifying Ω∗ during the gravitational coalescence.
I will consider two orbiting neutron stars with masses mA and mB and
radii RA and RB and I will focus on the tidal forces on A exerted by B; I
will show that, if mA & 1.2M and mB = 1.4M, the shortest possible
tidal synchronization time exceeds the gravitational decay time, so that
the neutron star A cannot be tidally locked prior to tidal disruption,
regardless of its internal viscosity; in particular, this will be true for
the neutron stars in our toy model, in which mA = mB = 1.4M.
This conclusion is obvious if we think that tidal forces increase linearly
with the stellar radius, and for a compact neutron star such forces are
expected to be small.
For purposes of comparison, we first recall Kopal’s [54] estimate of the
tidal distance dt, that is the distance d = 2a between the stars when
the lightest star (A in our case) first overflows its Roche lobe and tidal
disruption happens:
dt ≈ 2.4RA
(
mA +mB
mA
)1/3
. (3.7)
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To discover if there is adequate time during the gravitational inspiral to
tidally torque the neutron star to corotation before it reaches the tidal
distance, we should compare two time scales: the tidal synchronization
time, τsync ≡ IAΩ(d)/N(d) (where IA is A’s moment of inertia, Ω(d) ∝
d−3/2 is the orbital angular velocity and N(d) is the tidal torque on A)
and the orbital decay time due to gravity waves τGW .
Our intent now is to to establish a firm lower limit to the tidal syn-
chronization time and to show that for the pulsars in our toy model
this lower limit is always larger than the gravitational decay timescale.
Pulsar B raises a tide of height ht on the neutron star A:
ht(d) ≈ RAmB
mA
(
RA
d
)3
. (3.8)
The mass in each tidal bulge is δmA . mB(RA/d)3/4 [55]. When the
tidal bulge is misaligned from the orbital separation vector by an angle
α, the tidal torque on the neutron star is (if RA  d)
N(d) . Gm
2
BR
5
A
2d6
sin 2α . (3.9)
So, α = pi/4 yields the maximum tidal torque, Nmax(d) . Gm2BR5A/2d6.
Since the ratio τsync/τGW scales like d1/2 (see Equation 3.5), there ex-
ists a separation, dsync, outside of which τsync/τGW & 1, and hence
there is not enough time to tidally lock the neutron star. An accu-
rate determination of the upper limit for dsync is found by integrating
the maximum torque Nmax(d) on the neutron star as it spirals in from
infinity and finding where the neutron star spin frequency could first
equal the orbital frequency. This yields
dsync .
Gm2Am
2
B
400c2(mA +mB)3
(
RA
GmA/c2
)6
; (3.10)
The requirement that dsync ≥ dt (that is, tidal synchronization happens
before the tidal disruption) constrains the radius RA of the smaller mass
object to be
RA
GmA/c2
& 4
(
mB
mA
)4/15(
1 +
mA
mB
)2/3
. (3.11)
For neutron stars obeying the Bethe-Johnson V equation of state [26],
this requiresmA . 1.2M ifmB = 1.4M. Heavier neutron stars (such
as the neutron stars of our toy model) can never be tidally locked prior
to reaching dt, irrespective of the neutron star viscosity (Figure 3.1).
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Figure 3.1: Different critical orbital separations for an inspiraling neutron
star with mass mA and radius RA obeying the Bethe-Johnson V equation
of state. The mass and radius of its neutron star companion are mB and
RB respectively. The thick solid line is the tidal disruption distance from
Equation 3.7. The distance outside of which it is impossible to tidally lock
the neutron star (dsync from Equation 3.10) is given by the dotted curve. The
dot-dashed curve shows the orbital separation where the two neutron stars
would come into contact. Note that the neutron stars always reach the tidal
distance dt before coming into contact.
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We have therefore seen that neither the magnetic braking torque nor
the tidal torque can significantly modify the spin angular frequency of the
stars during the inspiral, as long as d ≥ dt, when the stars are expected to
suffer a disruptive mass loss. Since we are not interested in investigating the
last stages of coalescence, when our model would probably fail, our suitable
value for the minimum half-distance between the stars will be amin & dt/2 ≈
1.5× 106R∗6 cm and a conservative choice will be amin = 2× 106 cm.
This choice allows us to neglect the relativistic corrections to the orbital
motion: let us evaluate first of all the ratio between the Schwarzshild radius
and a:
Rsch
a
=
2GM∗
c2a
≈ 0.2M1.4amin
a
 1 ; (3.12)
moreover, if we compute the orbital angular velocity through the third Ke-
pler’s law
Ω(a) =
√
G(mA +mB)
(2a)3
=
√
GM∗
2a3/2
≈ 6.8M1/21.4 a−3/28 s−1 , (3.13)
it is easy to show that even when the separation between the star is as small
as 2amin, the orbital speed is less than the speed of light:
Ω(a)a
c
≈ 0.2M1/21.4
(amin
a
)1/2
 1 . (3.14)
So we will adopt a non-relativistic approach for our problem.
3.2 Induced electric fields and quenching mech-
anisms
In this section I would like to study the possibility that, in a region near
the middle point between the two stars, the two co-rotating magnetospheres
can be distorted and therefore give origin to induced electric fields. I will
try to estimate the order of magnitude of these fields supposing firstly that
no charges are present in the surroundings; then I will evaluate the possi-
ble quenching effects of the Goldreich-Julian magnetospheric charges and of
electron-positron pairs which can be created in the distortion region (see Sec-
tion 3.3).
Let us consider therefore two orbiting pulsars; each star has the properties
described at the beginning of this chapter and we will focus on a particular
range of values for the half-distance a between the pulsars, as specified in
Section 3.1:
2× 106 cm ≤ a ≤ 108 cm . (3.15)
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We have seen in the previous section that if a ≥ 2×106 cm the relativistic ef-
fects are negligible. The relative difference for the magnetic field (calculated
in the middle point between the stars) between the value in the center-of-
mass reference frame (where the stars are orbiting with angular frequency
Ω(a)) and in the rest frame of each pulsar (where, strictly speaking, the
Goldreich-Julian electromagnetic fields have been calculated) is, with an
order-of-magnitude estimate based on the Lorentz transformations for the
electromagnetic fields, ≈ (Ω(a)a/c)2: in fact, Ω(a)a/c is more or less the
speed of one reference frame calculated in the other frame in units of the
speed of light and Ω(a)a/c is also the ratio between the strongest electric
field existing in the pulsar rest frame near the mid-point between the stars
(we will see that the strongest electric field in this frame will be the induced
electric field calculated below, which will be Ω(a)/Ω∗  1 times larger than
the Goldreich-Julian electric field) and the dipolar magnetic field in that
frame and in that point. So, since Ω(a)a/c  1, the magnetic field in both
the reference frames will be the dipolar field B(a).
Moreover, if a ≤ 108 cm each star is well inside the light cylinder of its
companion. For this reason, the electromagnetic field in the region between
the stars is more or less the superposition of the electromagnetic fields of two
co-rotating Goldreich-Julian magnetospheres; therefore the total magnetic
field can be approximated with the superposition of two simple dipolar fields,
since in the co-rotating magnetosphere the main sources for the magnetic field
are the currents in the stellar interior.
Moreover, let us consider the ratio between the orbital angular frequency
Ω(a) and the spin angular frequency Ω∗ = 2pi/P :
Ω(a)
Ω∗
=
√
GM∗P
4pi
a−3/2 ≈ 1.1M1/21.4 P a−3/28 (3.16)
and we see that Ω(a) > Ω∗ if a ≤ 108 cm, so we could say that, for nearly all
the interesting range in a, the spin frequency of the star is really negligible
compared to the orbital angular frequency.
As a consequence, we can make the simplifying assumption that, when-
ever both the orbital motion and the spin rotation are involved in the order-
of-magnitude estimates, we will neglect the latter and consider that the pulsar
magnetospheres do not spin (I am here supposing that the Goldreich-Julian
magnetosphere for a non-aligned rotator is the same as for the aligned rota-
tor and spins together with the magnetic axis of the star). However, we will
not forget that the fact that Ω∗ 6= 0 is basically important for the description
of the Goldreich-Julian magnetosphere in Chapter 2, which I will use in this
section to discuss the charge and current density in the joint magnetosphere
of the two stars.
I will now describe the origin of the induced electric fields which are expected
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to exist in the region between the stars and which represent the first-order
correction to the simple electromagnetic configuration of two superimposed
Goldreich-Julian magnetospheres.
Let us suppose, as the previous inequality suggests, that the magne-
tospheres of the two stars do not spin; anyway, since the pulsars are or-
biting around each other, the two magnetospheres are expected to distort
each other near the middle point between the stars on typical timescales of
order Ω(a)−1. Let us notice that, if the stars were tidally locked aligned
rotators with magnetic axes parallel to the orbital angular momentum, no
time-dependent distortion would happen; anyway, since our pulsars are not
tidally locked (see Section 3.1), this process of distortion is likely to be largely
independent from the precise misalignment between the rotational and mag-
netic axes of the stars and from the angle between the rotational axes and
the orbital angular momentum.
The details of the magnetospheric distortion can not be easily described,
since a full comprehension of the magnetic reconnection mechanisms [17] [53]
in a Goldreich-Julian magnetosphere would probably be necessary to fully
account for the physical processes involved.
Anyway, it is possible to get the order of magnitude of the induced electric
field if we neglect for the moment any possible quenching effect: that is, I will
suppose that the two Goldreich-Julian magnetospheres are replaced by the
simple magnetic configuration produced in vacuum by two magnetic moments
at a distance 2a. In such a simplified picture, the origin of the electric field
induced by the distortion of the two Goldreich-Julian magnetospheres lies in
the fact that, in a fixed point in the rest frame of each pulsar, an induced
electric field is expected to arise in vacuum since the total magnetic field is
not stationary because of the orbital motion of the companion.
We expect that, at a given moment, the greatest intensity for the electric
field induced in vacuum will be reached in the region which is near the half-
point between the stars, since here the magnetic fields of the two pulsars
have more or less the same magnitude and the variation of the total magnetic
configuration with time is therefore larger than in any other point in the rest
frame of a pulsar; in fact, the magnetic field of each pulsar can be written,
apart from geometrical factors, as
B(R) = B∗
(
R∗
R
)3
, (3.17)
where R is the distance from the center of the pulsar. Therefore, if R ≈ a
the two stars contribute in the same way to the total magnetic field and to
its time variations, whereas if the fixed point is chosen near one pulsar the
local magnetic field will be dominated by that star’s magnetic field (which
is stationary in the rest frame of that pulsar, if Ω∗ = 0) and will experience
little time variation.
78 Electrodynamic properties of binary pulsars
This corresponds, in the real picture described above, where the elec-
tric fields are induced by the time-dependent distortion of the two magne-
tospheres, to the fact that in the region in the middle of the system the
magnetic fields of the two stars are comparable and therefore a distortion is
likely to happen; on the other hand, while approaching one pulsar, the mag-
netic energy density of that pulsar gets larger and larger than the magnetic
energy density of the companion, and therefore its magnetosphere is hardly
distorted by the magnetic field of the companion.
An order-of-magnitude estimate for the induced electric field in vacuum
at the middle point of the system can be obtained from the Maxwell equation
∇∧ ~E = −1
c
∂ ~B
∂t
; (3.18)
if we consider that a typical length scale for the induced electric field is a
(I will justify this choice below) and a typical timescale for the variations of
the magnetic configuration is Ω(a)−1 (the spin angular velocities of the two
stars have been neglected), we have
Eind(a) =
Ω(a)a
c
B(a) ≈ 6.8× 107M1/21.4R3∗6B∗13 a−7/28 V cm−1 (3.19)
where I have for the moment neglected any possible quenching effect.
Moreover, we have previously discussed in a qualitative way the fact that
near the two pulsars the expected induced electric fields are negligible, since
the ratio of the magnetic pressures of the two stars gets much different from
1 and the distortion is very small. This fact allows us to describe a possible
choice for the extent, along the line connecting the two stars, of the re-
gion where these electromagnetic phenomena are expected to be significant.
We will arbitrarily suppose that where the ratio of the magnetic pressures
is higher than 5 or lower than 1/5 no electric fields will be induced: this
corresponds to an extent, along the line connecting the stars (geometrical
corrections here are unimportant, since I have chosen the magnetic field of
each star to have spherical symmetry), equal to
∆a = 2
6
√
5− 1
6
√
5 + 1
a ≈ 0.3a . (3.20)
Along the two possible directions orthogonal to the line connecting the two
stars, the extent of the region where electromagnetic induction occurs is sup-
posed to be ≈ a, since the magnetic pressure does not vary so much if we
move along these directions. Inside the space volume so defined the electro-
magnetic induction is likely to arise hitherto unexplored physical processes.
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The induced electric field computed in Equation 3.19 is expected, in the
region described above, to have the same order of magnitude both along a
local magnetic field line and orthogonally to that magnetic line.
In the following three subsections I will focus on the former component,
since the fact that ~E · ~B 6= 0 means that charges can be accelerated along
the magnetic field lines, whereas in the Goldreich-Julian model the force-
free requirement in the near and wind zone forbade any acceleration along
~B; moreover, I will show in Section 3.3 that the parallel component has
significant dynamical consequences on the charged particles, whereas the
orthogonal component will only give rise to a drift velocity.
That is why I will now focus on the parallel component: in Subsection
3.2.1 I will describe a numerical calculation showing that, for two magnetic
moments in vacuum, a non-zero induced potential drop is expected to arise
along the magnetic field lines reaching the midpoint between the pulsars,
and I will confirm that the order-of-magnitude of the corresponding induced
electric field is similar to the estimate in Equation 3.19; in Subsection 3.2.2
I will show that the calculated potential drop is more or less the same even
if we take into account the possible quenching effects by the magnetospheric
Goldreich-Julian charges or by a local (local is referred to the area where the
electric field is induced) production of electron-positron pairs; in Subsection
3.2.3 I will discuss that pair production could make the above potential drop
develop on a typical length scale l ≤ a and I will show that a reasonable
choice for l is the typical extent h of the region where pair cascades are
created.
3.2.1 Numerical estimates of the potential drop in vac-
uum
In this subsection I will describe the details of a numerical calculation showing
that, for a system of two magnetic moments in vacuum, a potential drop can
be induced on the magnetic field lines passing near the middle point between
the stars; the order of magnitude of the corresponding electric field along the
magnetic field lines will be the same as in Equation 3.19.
I will therefore focus on the binary system of two pulsars with the prop-
erties described at the beginning of this chapter, orbiting around each other
in vacuum with angular speed Ω(a). I will suppose that the two pulsars do
not spin at all and that they have simple dipolar fields with the magnetic
axes arbitrarily inclined with respect to the orbital angular momentum.
We have emphasized, at the beginning of this section, that the total
magnetic field is more or less the same in pulsar A’s rest frame and in the
center-of-mass reference frame; moreover, we will see in the next subsection
that the same will approximately happen for the potential drop. So, we
can choose without loss of generality to compute the calculations in the rest
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frame of pulsar A.
Actually, our purpose here is not to estimate directly the potential drop
along the magnetic field line in Figure 3.2, but to evaluate the variation with
time of the magnetic flux in a surface whose contour is abcdfa, where abc is
a field line for the total magnetic field and cdfa is a path fixed on the pulsar
surface along a magnetic meridian (since near pulsar A the contribution of
B’s magnetic field is negligible, we can assume that the position of the points
a and c on pulsar A does not vary significantly during the orbital motion
of the binary system and we can therefore choose c, d, f , and a on the
same time-independent magnetic meridian). Anyway, because of the orbital
motion point b will not be stationary in A’s rest frame, since the magnetic
configuration is continuously changing.
So we are considering a path which is moving in the rest frame of pulsar
A, and therefore the correct form for the Faraday-Neumann-Lenz law is:∮
path
( ~E +
~v
c
∧ ~B) · d~l = −1
c
dΦB
dt
(3.21)
where ~v is the path velocity and ΦB the magnetic flux across the surface
whose contour is the closed path in the left hand side. We will see in the
next subsection that the only contribution from the left hand side is the
integral of ~E along abc, that is the induced potential drop we are interested
in; we should therefore evaluate here the right hand side, in A’s rest frame.
In order to compute the variation with time t of the magnetic flux of
two dipolar fields in a surface whose contour is abcdfa, we should first of all
calculate the magnetic field line abc when t = 0 and t = δt Ω(a)−1.
In A’s rest frame, I have chosen non-rotating axes: the origin of the
coordinate frame is in the center of pulsar A, the x axis is along the line
connecting the stars when t = 0 from A to B, the z axis is in the same
direction as the orbital angular momentum and the y axis is orthogonal to
the other axes. With this choice, and the choice for the reference frame,
pulsar A is always in the origin of the coordinate system, while pulsar B
varies its x and y during the orbital motion.
I have then chosen for each star the polar angles θA and θB between their
magnetic moments and the angular momentum and the azimuthal angles
φA and φB between the projections of the magnetic moments on the orbital
plane and the x axis. I have also chosen θm and φm, the polar and azimuthal
angles for point a on the pulsar surface; point a is obviously chosen in such
a way that the corresponding magnetic field line passes near the mid-point
between the stars when t = 0. I have computed the y and z coordinates of
the different points of the magnetic field line abc as functions of x solving the
system of differential equations{
dy(x)
dx
= By(x,y(x),z(x),t)
Bx(x,y(x),z(x),t)
dz(x)
dx
= Bz(x,y(x),z(x),t)
Bx(x,y(x),z(x),t)
. (3.22)
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Figure 3.2: Cartoon of the magnetic configuration of the two co-rotating
magnetospheres, showing the magnetic field line abc passing near the middle
point between the two stars, where electric induction is significant. Near
each star the magnetic field lines are purely dipolar, since the contribution of
the other star is negligible and the currents in the star interior prevail over
the magnetospheric Goldreich-Julian currents. Pulsar B is in this picture
an aligned rotator (the arrow shows the direction of the magnetic moment),
while pulsar A is a misaligned rotator (in the figure the rotational axes are
supposed to be vertical and parallel to the orbital angular momentum). The
path abcdefa has been used for the theoretical proof in Subsection 3.2.2; abc
and def are magnetic field lines for the total magnetic field, while cd and fa
are fixed on the pulsar surface. For the numerical estimates in Subsection
3.2.1 I have used the path abcdfa, made of the magnetic field line abc and
closed on the pulsar surface alon a magnetic meridian.
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with the initial condition specified by θm and φm written above. In this
equation Bx, By and Bz are the three component of the total magnetic field
and the system of equations has been solved both for t = 0 and t = δt.
Obviously, if xmax corresponds to the point (near point b) where the magnetic
field line tends to bend backward toward pulsar A, the solution can not exist
for x > xmax; so we should use xmax, y(xmax) and z(xmax) as the initial
condition for the remaining part (from b to c) of the magnetic field line; the
ending point for this part of the magnetic field line will be given when it hits
the surface of pulsar A. I have checked that this point c lies on the same
magnetic meridian as point a for both the two times considered (as it would
be if B’s magnetic field were totally negligible near A’s surface), and I have
found that it is true with a good approximation; anyway, this approximation,
together with the non-perfect linking between the upper and lower parts of
the magnetic field line (that is, ab and bc), could be the main source for the
uncertainties in the final result described below.
The numerical code has been tested in a simple case, choosing B’s mag-
netic moment much less than A’s one; in this case we expect to find the field
line of a single dipolar field, and in fact the difference between the field line
calculated with our code and with the standard equation for a dipolar field
is absolutely negligible with respect to the half-distance between the stars.
I have then evaluated the magnetic flux across each of the two surfaces
defined by the contours described above for t = 0 and t = δt. I have decided
to choose a fixed point C in space and create the conic surface formed by
all the segments connecting this point to the path abcdfa considered. The
best choice for C is to select its coordinates so that it belongs to the plane
where the magnetic meridian connecting a and c lies; this is the best option
to adopt since we expect that near pulsar A the magnetic field line and
the flux is dominated by A’s magnetic field (as if B were absent), and with
this choice A’s magnetic flux in the part of the surface near A is negligible;
so the incidental numerical errors described above would not be amplified
by the local large magnetic field of pulsar A. Anyway, I have also verified
that changing C’s coordinates the computed derivative of the magnetic flux
varies at most by a factor of 2 (since ∇ · ~B = 0, it should not vary at all if
no numerical errors were present).
I have then chosen to move along the path in the same direction as the
local total magnetic field in abc (so, from a to f and then a again, if we
consider the magnetic configuration in Figure 3.2); knowing the vector which
is tangent to the path in a given point and the segment connecting that
point with C it is possible to determine in each point (except for C) along
this segment the vector orthogonal to the surface whose intensity is the local
infinitesimal area. An integration yields then the magnetic flux across the
surface.
I have first of all tested my routine on some simple examples. Let us
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consider two magnetic dipole moments with θA = θB = 0 or θA = 0 and
θB = pi: since the magnetic moment is an axial vector, the total magnetic
configuration in these two cases will be symmetric with respect to the orbital
plane, so the expected flux is zero throughout the orbital motion. I have in
effect verified that the magnetic flux numerically calculated in these cases
is much less than the result obtained for a more generic choice of the polar
angles. Moreover, a flux equal to zero is expected when t = 0 and φA and
φB are equal to 0 or pi; in fact in this case the computed field line lies in
the plane including the magnetic moments, and the magnetic flux should be
zero, and in fact I have verified that it is negligible. Again, these results
should be precisely 0 if numerical errors were totally absent.
We have then applied the routine to a generic choice for the polar and
azimuthal angles (see Figure 3.3) and three different values for the half-
distance a: amin, amax and a = 107 cm. We have computed the relative
fluxes Φ0 for t = 0 and Φδt for t = δt and then we have calculated the
approximated derivative using
dΦB
dt
≈ Φδt − Φ0
δt
; (3.23)
the result we have obtained, for the chosen half-distances, is, apart from a
sign, less than a factor of 4 different from the order of magnitude estimate for
the induced potential drop (we will in fact see, in the next subsection, that
the variation of magnetic flux with time is equal to the induced potential
drop along abc):
∆V (a) =
Ω(a)a2
c
B(a) ≈ 6.8× 1015M1/21.4R3∗6B∗13 a−5/28 V (3.24)
where I have considered that a rough estimate for the magnetic flux is a2B(a)
and the typical timescale of the problem is Ω(a)−1, since the spin angular ve-
locities of the two stars have been neglected. The chosen order-of-magnitude
estimate for the magnetic flux is based on the fact that a2 is more or less
the area of the surfaces considered. Moreover, the magnetic field relevant for
the magnetic flux is the field computed at the mid-point between the stars;
this corresponds to the fact that, while near pulsar A the magnetic field is
dominated by A and A’s magnetic flux is zero across that part of the surface
next to the star since its contour is approximately one of A’s field lines, near
the half-distance between the stars both the pulsars determine the magnetic
field line and the magnetic flux, and therefore the suitable magnetic field
intensity in order to calculate the overall flux is B(a).
Using the previous estimate for ∆V , which comes both from an order-of-
magnitude calculation and a numerical computation, if the induced electric
field responsible for that potential drop has a length scale equal to a (Sec-
tion 3.2), its magnitude will be ∆V/a, which immediately yields the result
expressed in Equation 3.19.
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Figure 3.3: Plot of the path used to calculate the magnetic flux with a = 107
cm and t = 0. I have arbitrarily chosen θA = 0.2, φA = pi, θB = 1.1, φB = 2.4;
all the values are in radians and the choice for φA corresponds to the fact that
we can arbitrarily choose t = 0 as the moment when the magnetic axis of
pulsar A lies in the plane orthogonal to the orbital plane which includes the
line connecting the two stars. Then I have selected θm = 0.15 and φm = 0.0
so that the corresponding magnetic field line passes as near as possible the
mid-point between the stars. The path is made of a magnetic field line and
it is closed with a magnetic meridian on the pulsar surface (on the left in the
figure).
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3.2.2 A theoretical proof of a non-quenched potential
drop
In Equations 3.19 and 3.24 I have respectively computed the order of mag-
nitude of the parallel induced electric field in the middle point between the
stars and of the potential drop along a magnetic field line passing near that
point; in both cases, I have supposed that the pulsars are surrounded by a
vacuum, so that the induced potential drop is not quenched at all.
However, the joint magnetosphere of the binary pulsar is filled with the
Goldreich-Julian charge density, which could in principle screen the induced
electric fields. Anyway, it is easy to see that the Goldreich-Julian charge
density is too small to produce significant quenching effects: in fact the order
of magnitude for the required screening charge density can be computed from
the Maxwell equation
∇ · ~E = 4piρ (3.25)
and, since the typical length scale for the induced electric field Eind is a, the
screening charge density ρs is expected to be ρs ≈ Eind/(4pia), which is larger
than the local Goldreich-Julian charge density (let us keep in mind that local
is referred to the region where electric induction is significant):
ρs(a)
ρGJ(a)
≈ Ω(a)
Ω∗
 1 , (3.26)
where I have used Equation 2.32 to write ρGJ = Ω∗B(a)/(2pic) (in our range
for a the middle point between the stars is well inside the light cylinder) and
Equation 3.16 to obtain the last inequality.
Even if the Goldreich-Julian magnetospheric charges do not seem to be
able to quench the induced electric field, we could think that a local produc-
tion of pairs could screen that field: as I will show in Section 3.3, the induced
electric field itself could accelerate the Goldreich-Julian charges, which could
in turn produce pairs via curvature radiation, which could quench the in-
duced electric field.
Anyway, I will now show that no quenching mechanism can completely
switch the electric field off. This conclusion is absolutely reasonable, since
we expect that if a local production of pairs could completely screen the
electric field, no more pairs would be produced and the electric field would
grow again; so, in the steady-state, as I will describe in the next subsection,
the electric field is always switched on and it is always producing pairs which
unsuccessfully try to quench it.
I will now give a theoretical proof for the existence of a non-quenched
electric field along the magnetic field lines: moreover, I will at the same
time try to estimate the potential drop induced on the magnetic field line
described above and I will find that, even taking into account the possibility
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of quenching effects, the order of magnitude is the same as in Equation 3.24,
so that the potential drop is not quenched at all.
In the proof I will focus on the electromagnetic fields in the rest frame
of pulsar A: in this reference frame, ~E will be the total electric field, which
includes both the contribution of the induced electric field ~Eind, of the screen-
ing electric field ~Es and of the Goldreich-Julian electric fields of the two stars
~EA,GJ and ~EB,GJ . The induced and screening electric fields are supposed to
be along the local magnetic field line and our purpose is to prove that their
sum is non-zero.
On the other hand, in A’s rest frame the total magnetic field ~B is approx-
imately the superposition of the dipolar magnetic fields ~BA,GJ and ~BB,GJ of
the two pulsars; in fact, the magnetic field ~Bind, which is expected to arise be-
cause of the birth of ~Eind, will be of order (Ω(a)a/c)Eind = (Ω(a)a/c)2B(a),
where I have used the Maxwell equation
∇∧ ~B = 1
c
∂ ~E
∂t
(3.27)
since the source for the magnetic field ~Bind is the time-varying electric field
~Eind; ~Bind is therefore negligible, since we have seen in Section 3.1 that
Ω(a)a/c 1. Moreover, also the magnetic field ~Bs produced by the magne-
tospheric currents which try to quench the induced electric field is negligible:
in fact, even assuming that the charge density is ρs, so that the electric field
can be quenched, the corresponding current density ρsc (I am here supposing
that the quenching charges are highly relativistic) can just give a magnetic
field equal to ≈ (Ω(a)a/c)B(a) and therefore negligible with respect to the
dipolar term B(a); here I have used the Maxwell equation
∇∧ ~B = 4pi
c
~j , (3.28)
since the magnetospheric quenching currents are the source for the magnetic
field ~Bs.
Let us discuss now the proof that the induced electric field ~Eind can not
be completely switched off by the screening electric field ~Es: we will show
that using the integral form for the Maxwell equation
∇∧ ~E = −1
c
∂ ~B
∂t
(3.29)
in the rest frame of pulsar A it is possible to get an order of magnitude
estimate for the potential drop along the closed path in Figure 3.2, even
taking into account the possibility of quenching effects.
The path abcdefa in this figure is made of two field lines for the total
magnetic field whose feet are anchored on the surface of pulsar A; since near
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pulsar A the contribution of B’s magnetic field is negligible, we can assume
that the position of the points a, c, d and f on pulsar A does not vary
significantly during the orbital motion of the binary system (they simply
spin together with pulsar A); I will also assume that the inner magnetic
field line def is dominated by ~BA,GJ , whereas the outer magnetic line abc is
determined by the magnetic fields of both the pulsars, and therefore point b
is not stationary in A’s rest frame because of the orbital motion.
Therefore the correct form for the Faraday-Neumann-Lenz law is∮
path
( ~E +
~v
c
∧ ~B) · d~l = −1
c
dΦB
dt
(3.30)
where ~v is the path velocity, which includes here both the orbital contribution
and the fact that pulsar A is spinning around its rotational axis.
On the surface of pulsar A, the magnetic field is just ~BA,GJ , equal to the
dipolar field of the star, and the electric field is just ~EA,GJ = −(~Ω∗ ∧ ~R/c) ∧
~BA,GJ , where |~R| = R∗ (the electromagnetic fields are required to satisfy the
boundary conditions on the pulsar surface, see Section 2.2); since from f to
a and from c to d the velocity of the path in A’s rest frame is ~Ω∗ ∧ ~R, the
total contribution of the left hand side for that part of the path which lies
on the pulsar surface is zero.
Moreover, ~BA,GJ and ~EA,GJ are the only electromagnetic fields on the
inner magnetic field line def , since the contribution of B’s fields is here
negligible; since in the Goldreich-Julian model the degeneracy condition
~EA,GJ · ~BA,GJ = 0 is assumed, I have no contribution from the first term
in the left hand side on the path def ; lastly, since both abc and def are mag-
netic field lines, the second term in the left hand side does not contribute at
all along them.
So, the only contribution from the left hand side is the integral of ~E
along abc. The right hand side represents the time variation of the magnetic
flux inside a surface whose contour is the described path, and its order of
magnitude is independent from any induced or quenching contribution and
it is equal to (see the previous subsection) ≈ (Ω(a)a/c)aB(a), where I have
supposed Ω(a) Ω∗ and I have used the fact that ~Bind and ~Bs are negligible
with respect to the total dipolar field B(a).
So we could say that during all the gravitational inspiral the induced
potential drop on a magnetic field line which passes near the middle point
between the stars (abc, in our proof) is independent from any quenching
effect and equal to
∆V (a) =
Ω(a)a2
c
B(a) , (3.31)
as I have computed for two magnetic moments in vacuum.
We have so far computed the potential drop along a magnetic field line
in the rest frame of pulsar A; in order to calculate it in the reference frame
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of the center of mass of the binary system we can keep in mind that the path
abc, where this potential drop develops, is a magnetic field line, so, for the
magnetic configuration chosen in Figure 3.2, we have d~l = |d~l| ~B/| ~B|, and
since ~E · ~B (Lorentz invariant) is the same in both the reference frames and
| ~B| (see the beginning of this section) is more or less the same in the two
frames since Ω(a)a/c  1, the potential drop (and so the induced electric
field) will be approximately the same in the two reference frames.
I have therefore shown that the potential drop in Equation 3.24 can not
be quenched by any local production of pairs; the only effect that these pairs
could give is to make the entire potential drop develop on a length scale
l ≤ a, as I will describe in the next subsection.
3.2.3 Length scales for pair production and quenching
In the previous subsection I have proved that no quenching mechanism can
significantly reduce the potential drop along the magnetic field line abc in
Figure 3.2. Anyway, we expect that if the electric field itself gives origin to a
local production of pairs, those pairs can quench the electric field outside a
length l along the local magnetic field lines, so that the entire potential drop
will develop across this length l. In this subsection I will rapidly describe
the origin of such pairs (see Section 3.3 for quantitative details), the suitable
choice for l and its relation with the typical thickness h of the region where
pair cascades are produced.
In my qualitative description I will discuss first of all what happens when
a > ap, where ap is the maximum value of the half-distance required to have
a local exponential production of pairs (Section 3.3).
When the induced electric field appears near the middle point between the
stars with a > ap, only the Goldreich-Julian charges are present in the space
volume where the electric field is significant. According to the geometric
configuration of the two pulsars (that is, the angles between the magnetic
and rotational axes and between the rotational axes and the orbital angular
momentum), this space volume could be filled with Goldreich-Julian charges
of a single sign or of both signs; in any case, the electric field will accelerate
those charges along the magnetic field lines (I am focusing here just on the
electric field parallel to the magnetic field lines), and the process would tend
to empty the region near the middle point between the stars.
No quenching effects are expected from the Goldreich-Julian charges, as
I have discussed in the previous subsection (even if charges of both sign are
present in the space volume where the electric induction is significant). Any-
way, if the induced electric field is strong enough, the accelerated charges
(moving along magnetic field lines toward the pulsars) could be energetic
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enough to create electron-positron pairs near the polar caps of the pulsars;
here in fact the magnetic field intensity is greater and the radius of curvature
of the magnetic field lines is smaller, so curvature radiation is more impor-
tant (Subsection 2.3.3) and pair production is likely to happen; nevertheless,
this non-local production of pairs will not quench the induced electric field,
since both the secondary positrons and electrons will move with the same
speed (≈ c) and in the same direction (the direction of the curvature photon
that created them) toward the pulsar surface, and therefore will give no con-
tribution to the net charge density and no quenching effects for the induced
electric field.
So, for a > ap the electric field has the same length scale a as in the
simplified picture with two magnetic moments in vacuum, and its typical
intensity is expressed by equation 3.19.
While the distance between the stars decreases below ap, pair cascades can
arise inside the space volume where the induced electric field is significant.
We will use the word gap to identify the region, whose height along the
magnetic field lines is h, where pair cascades are produced. Let us no-
tice, anyway, that the origin of pair production here is different than in
the Ruderman-Sutherland model described in Section 2.3: in their model a
vacuum gap was necessary to have an electric field along the magnetic field
lines ( ~E · ~B 6= 0) and therefore to accelerate charges and to produce pairs,
whereas here the electric field is created by the time-dependent distortion of
the two co-rotating magnetospheres without any needs for a vacuum gap.
Whereas when a > ap the electrons and positrons produced in the non-
local pair cascades move with the same speed in the same direction, here the
electric field in the gap tends to make positrons and electrons escape towards
either the top or the bottom of the gap respectively (or viceversa, according
to the sign of the induced electric field); so, the line of flight of the two charges
is the same (along the local magnetic field lines), but they move in opposite
directions. In general, if the number of electrons which escape from the top of
the gap is different from the number of positrons which escape from the top
of the gap (and the situation is specular for the bottom of the gap, since an
equal number of electrons and positrons is produced in the gap), we expect,
supposing that both the charges escape with the same speed ≈ c, that above
and below the gap two opposite charge densities (≈ en˙g/(a∆a c), where n˙g is
the number of pairs produced per unit time in the gap) will arise, due to the
charges produced in the gap which are now streaming towards the pulsars.
These streaming charges can be responsible, if their charge density is large
enough, for the quenching of the electric field: to screen the induced field,
whose typical length scale is a, they should cover a distance a in less than
Ω(a)−1; since this charges are nearly moving at the speed of light (Section
3.3), this requirement is Ω(a)a/c < 1, which is surely true in our model
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(Section 3.1). This is the only significant effect the relativistic streaming
charges can have on the electromagnetic configuration: in fact, an equal
number of positrons and electrons hits per unit time the pulsar surface (I
have supposed that the pair escape is charge-antisymmetric above and below
the gap) and since the pulsar is a perfect electric conductor these charges
immediately spread throughout the star, so the charge surface density does
not change and the pulsar does not gain a net charge; moreover, if n˙g ≈
q nGJ(a)a∆a c (nGJ(a) = ρGJ(a)/e is the number density of the Goldreich-
Julian charges), that is I am supposing that a number density q nGJ(a) of
leptons is produced in the gap in a time interval h/c, the current of the
relativistic streaming charges can give rise to an additional magnetic field
with intensity Bp equal to
Bp(a) = 4piqρGJ(a)a ≈ qΩ∗a
c
B(a) B(a) (3.32)
and therefore negligible if q ≈ 1, as we will suppose in the following sections
to obtain conservative estimates (q > 1 in general, and q  1 could in
principle be true).
We have therefore seen that a local production of pairs can screen the
induced electric field along its typical length scale in vacuum a. Anyway,
in the previous subsection we have emphasized that the potential drop ∆V
along a magnetic field line passing near the middle-point between the stars
can not be quenched at all even by a local creation of electron-positron pairs;
so, the only effect that pairs can give is to make the entire potential drop
develop on a length scale l ≤ a. Outside this region the electric field has been
completely screened and it is therefore zero, inside this region the electric field
would be:
Eind(a) =
Ω(a)a
c
a
l
B(a) , (3.33)
so that the potential drop along the field line is again ∆V in Equation 3.24.
I will now discuss the suitable ranges for l, the length scale where the
electric field is significant. When a > ap, that is a local production of pairs
can not happen, we have seen above in this subsection that the electric
field can not be quenched, so its length scale is l = a and its intensity is
expressed by Equation 3.19. On the other hand, when pair cascades can be
created in the local gap it is obvious that l ≤ a, since the screening length
of the quenching charges can not be larger than the length scale of the non-
quenched induced electric field; moreover, l ≥ h, since in the gap where the
pairs are produced a non-zero electric field is necessary to give rise to the
quenching pair avalanche; lastly, it is reasonable to suppose that wherever
the electric field is significant pair cascades can develop, so h ≥ l. So we will
choose to identify l with h, that is to say that the region where the electric
field is non-zero is just the gap where the screening charges are produced.
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Obviously, as well as in the Ruderman-Sutherland model, pairs are produced
also immediately outside the gap, but in this case they will not experience
the induced electric field and will not take part in the exponential cascade;
both positrons and electrons will move in the same direction with more or
less the same speed and will give no screening contribution. With the choice
l = h, the intensity of the electric field in the gap is therefore
Eind(a) =
Ω(a)a
c
a
h
B(a) . (3.34)
Let us now compare this last result with the properties of the gap in
the Ruderman-Sutherland model: in their model the electric field in the gap
increases with increasing h, since it is produced by the emptying of the local
Goldreich-Julian magnetosphere and the larger h is, the greater the number
of pulled-aside charges is and the stronger the electric field is; on the other
hand, in our model the electric field increases with decreasing h, since the
potential drop on the magnetic field line must be ∆V in Equation 3.24 and
the larger the scale height of the electric field l ≈ h is the weaker the electric
field will be.
The development of the pair cascade here is the same as in the Ruderman-
Sutherland model (Figure 2.4): the produced electrons will mainly escape
towards the top of the gap, while the produced positrons will mainly escape
towards the bottom of the gap (or viceversa, according to the sign of the
induced electric field), since I am assuming that the motion of each pair is
dominated by the local electric field and it is not influenced much by the
initial (that is, when the pair has just been created) direction of motion,
which is the direction of motion of the curvature photon that has created the
pair. Such pairs will completely quench the electric field outside a typical
length l ≈ h; moreover, in the point where the pair avalanche has developed
the electric field is expected to be slightly screened even inside the gap.
Anyway, it is correct to say that the mean electric field in the gap has
more or less the intensity expressed in Equation 3.34, for two reasons. First of
all, pair production will tend to quench the electric field in the gap only in the
point where the spark has developed, forbidding the birth of a similar spark
within a distance ≈ h (as in the Ruderman-Sutherland model); so the gap
discharges through a group of localized sparks, and the mean potential drop
in the gap is not much different from Equation 3.24. Secondly, the charge
density necessary to completely switch the electric field off is ≈ Eind/h, and
it is unlikely that such a large charge density will be produced in the pair
cascade, since the more pairs are produced the weaker the potential drop
becomes near that spark, and therefore pair production gets inefficient.
Anyway, in the following sections we will take into account the possibility
that the mean potential drop inside the gap is slightly quenched: therefore
along the magnetic field lines which pass in the gap area (a region near the
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middle point between the stars whose extent along the line connecting the
stars is ∆a, along the local magnetic field lines is h and along the direction
orthogonal to both the previous ones is a) the mean potential drop is
∆V (a) = α
Ω(a)a2
c
B(a) (3.35)
where α is the quenching coefficient; the mean electric field parallel to the
field lines is therefore
Eind(a) = α
Ω(a)a
c
a
h
B(a) . (3.36)
3.3 Dynamical consequences and pair produc-
tion gaps
In this section I will focus on the dynamical consequences of the induced
electric field due to the time-dependent distortion of the two co-rotating
magnetospheres near the middle point between the stars. I will here describe
the possible motions for electrons and positrons in the gap area described in
the previous subsection; in Section 3.4 I will then discuss the motion of the
pairs outside the gap region, analyzing the possible observational effects that
such a large number of charges could give.
Let us summarize what I have discussed in the previous section about
the induced electric fields: the distortion of the two magnetospheres is ex-
pected to give origin to an induced electric field, with a component parallel
to the local magnetic field lines and a component orthogonal to the magnetic
field lines, mainly along a direction orthogonal to the line connecting the two
stars, since the distortion between the magnetospheres is expected to happen
mostly in a plane orthogonal to the line linking the pulsars.
I will examine first of all the effects of the orthogonal component, whose
intensity is expected to be (Section 3.2):
Eind(a) =
Ω(a)a
c
B(a) ; (3.37)
in order to discuss its dynamical consequences, let us suppose to study the
motion of electrons and positrons with v|| = 0, where v|| is the component of
their velocity along the magnetic field lines.
In the co-rotating magnetosphere of an axisymmetric isolated pulsar the
Goldreich-Julian charges experience no acceleration along the magnetic field
lines; therefore their mean kinetic energy, in a reference frame which is co-
rotating with the pulsar, will be ≈ kBT∗, where kB is the Boltzmann constant
and T∗ is the surface temperature of the neutron star. Since we have supposed
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here that v|| = 0, the typical order of magnitude for the velocity associated
to the motion of an electron around its guiding center will be:
|~v⊥|
c
=
√
kBT∗
mec2
≈ 1.3× 10−2T 1/2∗6 (3.38)
where T∗6 ≡ T∗/106 K, so the motion is non-relativistic.
Let us examine now what happens when the orthogonal induced electric
field written above arises in the gap region: the charges will go on moving
around magnetic field lines but their guiding center will move with a drift
velocity
~vE
c
=
~Eind ∧ ~B
B2
, (3.39)
whose order of magnitude in our case will be
|~vE(a)|
c
=
Ω(a)a
c
≈ 0.2M1/21.4
(amin
a
)1/2
, (3.40)
and therefore both the motion around the guiding center (unaffected by the
presence of the orthogonal induced electric field) and the motion of the guid-
ing center are non-relativistic.
I will now show that for a non-relativistic motion orthogonally to a mag-
netic field line the cyclotron photons emitted are not energetic enough to give
rise to a pair cascade: in fact, if the Lorentz factor of the emitting leptons is
≈ 1, the characteristic energy of the emitted photon is
~
eB(a)
mec
≈ 1.4× 104B∗13R3∗6
(amin
a
)3
eV (3.41)
where eB(a)/mec is the cyclotron frequency, which is the typical frequency
emitted by a non-relativistic charge; it is therefore straightforward to see
that the emitted photons can not produce pairs, since their energy is below
the threshold 2mec2 ≈ 1.0× 106 eV for pair production.
Since pair production is impossible, and the Goldreich-Julian charges are
tightly linked to the magnetic field line they are moving around and can not
move in order to screen the electric field, the orthogonal component of the
induced electric field is not quenched at all; for this reason it is correct to
consider that its intensity is the same as written in Equation 3.37 and that
its typical length scale along the local magnetic field lines is a.
I will now focus on the parallel component of the induced electric field: I
have shown in the previous section that for a > ap, that is when pair pro-
duction is not possible near the middle point between the stars, the typical
length scale for the induced electric field is a and its intensity is the same
as for the orthogonal component (Equation 3.37); instead, when a < ap the
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length scale for this electric field is the same as the typical thickness h of the
region where pair production occurs and its intensity is
Eind(a) = α
Ω(a)a
c
a
h
B(a) , (3.42)
where α ≤ 1 takes into account the quenching effects of the localized sparks
in the gap.
I will now describe quantitatively the requirements for the existence of
a local gap where pair production could occur; in particular, in Subsection
3.3.1 I will evaluate the possibility that pair cascades could be created by
the curvature photons emitted by a lepton which is freely accelerated by
the induced electric field to a Lorentz factor γe,free (that is, I will neglect
any radiation damping on the accelerated lepton up to the moment when the
curvature photon is emitted); in Subsection 3.3.2 I will discuss the possibility
that pairs are created when the curvature radiation losses for the primary
lepton are so important that its Lorentz factor is determined by the balance
between the power gained thanks to the electric field and the power lost
because of the radiation emission (in this case, the Lorentz factor will be
γe,curv). We will discover that just in this latter case the gap can exist in a
region near the mid-point between the stars.
In both cases, I will consider that the primary lepton is moving along
the magnetic field lines; this approximation is well justified since we have
just seen that the typical speed for the motion in the plane orthogonal to a
magnetic field line is ≈√kBT∗/me  c, and therefore the Larmor radius of
the lepton will be
rL(a) ≡ p⊥c
eB(a)
≈ 2.2× 10−6 T 1/2∗6 B−1∗13R−3∗6 a38 cm , (3.43)
and this is much smaller than ∆a, which is (both with or without a gap) the
minimum length scale of the acceleration region orthogonally to the magnetic
field lines.
Moreover, I will show that the motion along the field lines is always highly
relativistic, and therefore the fact that the lepton is simultaneously moving
about the magnetic field line is totally negligible with respect to the motion
along a magnetic field line; for this reason in the next two subsections I will
consider |~v⊥| = 0 and I will neglect any transverse motion.
Lastly, I will consider the induced electric field to be stationary in the
gap, since the typical dynamical timescales for the charges accelerated in
the gap are of order h/c ≤ a/c (see below, item 4), and these timescales
are much shorter than Ω(a)−1, the typical timescale for the growth of the
induced electric field.
I will now itemize the requirements necessary for pair production to hap-
pen; I will suppose that the primary leptons emit photons via curvature
3.3 Dynamical consequences and pair production gaps 95
radiation and then these photons can scatter against the magnetic field to
create a cascade of electron-positron pairs, as discussed in Subsection 2.3.3
for the Ruderman-Sutherland model. If the Lorentz factor of the primary
electrons (or positrons) is γe, we should have:
1. The characteristic energy εc of the photon emitted via curvature radi-
ation must be higher than the pair production threshold:
εc = 0.43γ
3
e~c/ρc ≥ 2mec2 , (3.44)
where ρc is the radius of curvature of the magnetic field line along which
the primary electron is moving.
2. At least one curvature photon should be produced in the gap. The
rate of energy loss via curvature radiation by a relativistic electron or
positron of energy γemec2 is
−ε˙e = 2
3
e2
c3
γ4e
c4
ρ2c
. (3.45)
Thus, in traveling a distance of order h the number of photons of
the characteristic energy εc written above radiated by the electron or
positron must be more than 1:
Nph =
−ε˙eh
εcc
=
2
0.43 3
e2
~c
h
ρc
γe ≥ 1 . (3.46)
3. The photon path in the magnetic field should be longer than the mean
free path for pair production. Summarizing the results obtained by
Erber [48], we should say that the mean number of pairs produced by a
single photon with energy ~ω which travels a distance d in a magnetic
field with a component B⊥ orthogonal to the motion of the photon is:
np = 1− exp(−d/l(χ)) , (3.47)
where we have defined l(χ) to be the mean free path; Erber has evalu-
ated it defining
χ ≡ ~ω
2mec2
B⊥
Bq
(3.48)
where Bq ≡ m2ec3/e~ ≈ 4.4 × 1013 G and B⊥ ≡ B sin θ (θ is the angle
between the direction of propagation of the photon and the magnetic
field); thus the mean free path can be written as
l(χ) =
2
e2/~c
~
mec
Bq
B⊥
1
λ(χ)
(3.49)
96 Electrodynamic properties of binary pulsars
where the dimensionless function λ(χ) can be well approximated by
λ(χ) =
0.16
χ
K21/3
(
2
3χ
)
; (3.50)
a further simplification is possible if χ 1 or χ 1:
λ(χ) =
{
0.46 exp(−4/(3χ)) χ 1
0.60χ−1/3 χ 1 . (3.51)
We should now apply these results to our case, in which ~ω = εc;
as I have described in Subsection 2.3.3, curvature radiation photons
are initially made almost tangent to the magnetic field so that locally
sin θ = B⊥/B ≈ 1/γe  1 (this is a consequence of the beaming effect
of the relativistic primary lepton). After traveling a distance h, the
angle between the magnetic field line and the direction of the photon
will be ≈ h/ρc, so that:
B⊥ ≈ hB(a)/ρc , (3.52)
and the photon enters a region where the magnetic field B⊥ is strong
enough that pair production is possible, as long as the photon travels
an additional distance d ≥ l(χ) inside this region. If we choose d ≈ h/2,
the previous results yield:
h
2
≥ 2
e2/~c
~
mec
Bq
B⊥
1
λ
(
εc
2mec2
B⊥
Bq
) . (3.53)
4. The maximum thickness for the gap is a, which is the maximum length
scale for the parallel induced electric field; in fact a non-zero electric
field must exist throughout the gap, otherwise the charge acceleration
which is the origin for the creation of pair cascades could not happen;
therefore h ≤ a.
5. In the next two subsections I will use a non-quantum approach for the
curvature radiation mechanisms; this approach is valid provided that
εc ≤ γemec2 , (3.54)
otherwise quantum effects should be taken into account. Anyway, this
requirement would be important if we were interested in analyzing in
detail the energy gains and losses of the primary leptons; instead, we
will suppose that each time the primary lepton produces a curvature
photon, the electric field immediately accelerates the primary lepton
to an energy equal to γemec2, so that the lepton does not remember
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the abrupt energy loss suffered during the emission of the curvature
photon and it is ready to emit another photon. Anyway, if we would
like to increase the accuracy of the calculations in this thesis we should
undoubtedly use a quantum approach for the radiation mechanisms, as
described in [57] [56] [58].
6. In Subsection 3.3.1 I will evaluate the possibility that pair cascades
could be created when the primary leptons have a Lorentz factor γe,free,
so I am supposing that γe,free < γe,curv, otherwise the lepton could not
reach those Lorentz factors because of the radiation damping; instead,
in Subsection 3.3.2 I will have to set γe,curv < γe,free, otherwise the
electric field could not accelerate the leptons to energies as high as
γe,curvmec
2.
3.3.1 Pair production if γe = γe,free
In this subsection I will suppose that the parallel induced electric field is able
to accelerate positrons and electrons to energies as high as possible; so the
energy they could achieve is
γe,free(a)mec
2 = α e
Ω(a)a2
c
B(a) ≈ α 6.8× 1015M1/21.4B∗13R3∗6 a−5/28 eV .
(3.55)
where I have labeled with γe,free the Lorentz factor of the leptons if the only
physical process acting on them is the acceleration by the induced electric
fields and all the radiation losses are neglected. We have
γe,free(a) ≈ α 1.3× 1010M1/21.4B∗13R3∗6 a−5/28 . (3.56)
Moreover, we should also choose a particular value for the radius of curva-
ture of the magnetic field lines. If x is the coordinate on the line connecting
the two stars and z the coordinate orthogonal to the orbital plane, and if
x = 0 in the center of the pulsar A, the equation of A’s magnetic field line
which crosses the orbital plane in x = a is, supposing that the pulsar mag-
netic field is a simple dipolar field and that pulsar A is an aligned rotator
whose spin is parallel to the orbital angular momentum,
z(x) =
√
a2/3x4/3 − x2 . (3.57)
From the equation of the field line it is easy to compute the radius of curvature
of the line itself, which is
ρc(x) ≡ [1 + (z
′(x))2]3/2
|z′′(x)| =
4
3
a2/3x1/3
(1− 3
4
(x
a
)2/3)3/2
1− 1
2
(x
a
)2/3
. (3.58)
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We will therefore choose for ρc the value of the radius of curvature in the point
x = a, where the magnetic field line reaches the gap region, thus obtaining
ρc = a/3. It is possible to see that our choice is based on the dipolar magnetic
field of a single pulsar and does not take into account that in the gap region
both A’s and B’s magnetic fields have the same strength; anyway, our choice
is reasonable for a rough order-of-magnitude estimate.
Furthermore, we will choose the analytic approximation with the modified
Bessel function in order to satisfy the third requirement written above. In
Figures 3.4 and 3.5 I have reported the lines which define the requirements
expressed above, for α = 1 and α = 1/10 respectively; I have chosen for each
pulsar the typical parameters described at the beginning of this chapter, that
is B∗ = 1013 G, R∗ = 106 cm and M∗ = 1.4M. It is possible to see that
for our model no pair production is possible if we suppose that charges are
freely accelerated by the induced electric field; for this reason in the next
subsection I will focus on the possibility that the power given by the electric
field to the charges is balanced by the power lost via curvature radiation.
3.3.2 Pair production if γe = γe,curv
In this subsection we will focus on the possibility that the pair cascades
develop when the power given by the induced electric field to the leptons is
in balance with the radiation losses via curvature emission.
If radiation losses are so important, the upper limit for the attainable
energy is not given by Equation 3.55, but by the balance between the power
supplied by the induced electric field Eind and the power lost via curvature
radiation:
eEindvcurv =
2e2
3c3
γ4e,curv
v4curv
ρ2c
. (3.59)
where vcurv and γe,curv are the speed and Lorentz factor of the leptons when
the balance just discussed is satisfied; vcurv and γe,curv are actually the same
even for ions with effective charge Z = 1, since the previous equality does
not depend on the mass of the particle involved but only on its charge.
Supposing that the motion of the charges is highly relativistic (I will show
below that this is true) and that the gap thickness is h, the Lorentz factor is
equal to:
γe,curv =
(
α
3
2
B∗R3∗
e c
Ω(a)ρ2c(a)
h a
)1/4
, (3.60)
where ρc(a) ≈ a/3 is the curvature radius in the middle point between the
stars (where the acceleration process is likely to happen) when the half-
distance between the pulsars is a. The result can be rewritten, for the typical
parameters of the system, as
γe,curv ≈ α1/4 3.0× 108M1/81.4B1/4∗13R3/4∗6 a−1/88 h−1/44 , (3.61)
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Figure 3.4: h, the gap thickness, versus a, the half-distance between the stars,
with α = 1 and γe = γe,free. The different lines stand for the requirements
expressed at the beginning of this section and the arrows show, for each line,
the region where the corresponding requirement is satisfied. The relation
between the colors and the corresponding requirement number (see the enu-
meration at the beginning of this section) is: DARK BLUE-1, PURPLE-2,
GREEN-3, RED-4, SKY BLUE-5, GREY-6. It is easy to see that no region
simultaneously satisfies all the requirements.
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Figure 3.5: h, the gap thickness, versus a, the half-distance between the
stars, with α = 1/10 and γe = γe,free. The different lines stand for the
requirements expressed at the beginning of this section and the arrows show,
for each line, the region where the corresponding requirement is satisfied.
The relation between the colors and the corresponding requirement number
(see the enumeration at the beginning of this section) is: DARK BLUE-1,
PURPLE-2, GREEN-3, RED-4, SKY BLUE-5, GREY-6. It is easy to see
that no region simultaneously satisfies all the requirements.
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where h4 ≡ h/104cm.
In Figures 3.6 and 3.7 I have reported the lines which define the require-
ments expressed at the beginning of this section, for α = 1 and the typical
pulsar properties B∗ = 1013 G, R∗ = 106 cm and M∗ = 1.4M. It is pos-
sible to see that, supposing that the power given by the electric field to the
charges is balanced by the power lost via curvature radiation, the shaded
area satisfies all the requirements and therefore shows the possible range for
h at a given a. The same for Figures 3.8 and 3.9, with the only difference
that here α = 1/10.
We will choose, according to what I have discussed in Subsection 3.2.3,
α = 1. With this choice it is possible to evaluate ap, the maximum half-
distance between the stars required to guarantee the possibility that pair
cascades can happen: we have from Figure 3.7
ap ≈ 6.0× 107cm (3.62)
and it is therefore true what we have said at the beginning of this chapter,
that is the fact that most of the interesting physical processes happen within
a < amax = 10
8 cm.
From Figure 3.7, where α = 1 is assumed, it is possible to obtain an
estimate of the minimum thickness of the gap as a function of a for amin ≤
a ≤ ap. I will consider a linear fit for the minimum gap height h(a) (now and
in the next section and in the next chapter h(a) will be the linear fit for the
minimum value of the gap thickness as a function of a), taking care that the
fit is a good approximation of the minimum gap height for a & amin = 2×106
cm and neglecting the fact that for a . ap the fit is an underestimate of the
minimum gap thickness. We numerically obtain
h(a) ≈ 3.3× 102
(
a
ap
)1.2
cm . (3.63)
In all the calculations in the next section and in the next chapter I will use
this rough estimate h(a) as a tentative value for the gap height. The choice
to use h(a), which is approximately the minimum value for the gap thickness
(at least for a & amin), is determined by the fact that this value corresponds
to the maximum value for the induced electric field inside the gap and we
therefore hope that it will give us the best chance that the binary pulsar
system in our toy model will give rise to significant physical consequences.
One last point about the choice of h(a): the minimum thickness of the
gap (and therefore h(a)) obviously depends on the parameters chosen for the
two pulsars (M∗ = 1.4M, R∗ = 106 cm, B∗ = 1013 G), but the depen-
dence can not be easily estimated since it is included even in the modified
Bessel function; so in all the calculations involving h(a) we will neglect any
dependence from the typical pulsar properties.
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Figure 3.6: h, the gap thickness, versus a, the half-distance between the stars,
with α = 1 and γe = γe,curv. The different lines stand for the requirements
expressed at the beginning of this section and the arrows show, for each line,
the region where the corresponding requirement is satisfied. The relation
between the colors and the corresponding requirement number (see the enu-
meration at the beginning of this section) is: DARK BLUE-1, PURPLE-2,
GREEN-3, RED-4, SKY BLUE-5, GREY-6. The shaded grey region simul-
taneously satisfies all the requirements, if we neglect the requirement that
our approach should take into account quantum corrections for the radiation
formulae (SKY BLUE line).
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Figure 3.7: Zoom on the allowed shaded region for α = 1 and γe = γe,curv,
if we neglect the requirement that our approach should take into account
quantum corrections for the radiation formulae (SKY BLUE line).
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Figure 3.8: h, the gap thickness, versus a, the half-distance between the
stars, with α = 1/10 and γe = γe,curv. The different lines stand for the
requirements expressed at the beginning of this section and the arrows show,
for each line, the region where the corresponding requirement is satisfied.
The relation between the colors and the corresponding requirement number
(see the enumeration at the beginning of this section) is: DARK BLUE-
1, PURPLE-2, GREEN-3, RED-4, SKY BLUE-5, GREY-6. The shaded
grey region simultaneously satisfies all the requirements, if we neglect the
requirement that our approach should take into account quantum corrections
for the radiation formulae (SKY BLUE line).
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Figure 3.9: Zoom on the allowed shaded region for α = 1/10 and γe = γe,curv,
if we neglect the requirement that our approach should take into account
quantum corrections for the radiation formulae (SKY BLUE line).
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Let us compute, with the estimated linear fit h(a), the electric field inside
the gap:
Eind(a) ≈ 7.5× 1013
(
a
ap
)−3.7
V cm−1 . (3.64)
It is also possible to calculate the Lorentz factor γe,curv inside the gap: we
have
γe,curv(a) ≈ 7.5× 108
(
a
ap
)−0.4
; (3.65)
so the typical energy of the curvature photon emitted is
εc(a) ≈ 1.8× 108
(
a
ap
)−2.2
MeV . (3.66)
Let us now compute the number of photons emitted by a single primary
lepton moving in the gap:
Nph(a) =
2
0.43 3
e2
~c
h(a)
ρc
γe,curv ≈ 1.4× 102
(
a
ap
)−0.2
, (3.67)
which seems to be large enough that pair cascades can happen.
3.4 Curvature emission by the accelerated lep-
tons
In this section I will focus on the possible observational consequences of the
great amount of leptons produced and accelerated in the gap. In particular
I will study the curvature radiation that those charges are expected to emit
when they escape from the gap toward the pulsars along the magnetic field
lines on which they have been accelerated. I will first of all try to estimate
if the high-energy flux emitted by all the binary pulsars in the Universe can
represent a significant contribution to the extragalactic gamma ray back-
ground (EGRB); I will then evaluate if single binary pulsar sources could be
detected. Unfortunately, the small flux emitted, together with the rarity of
double neutron star systems, will not likely allow us to detect observationally
the emission of binary pulsars.
We have seen that in the gap the curvature radiation strongly limits the
chance for the leptons to be accelerated to Lorentz factors higher than
γe,curv(a) =
(
3
2
B∗R3∗
e c
Ω(a)ρ2c(a)
h(a)a
)1/4
(3.68)
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which results from the balance between the power supplied by the induced
electric field in the gap and the energy lost per unit time because of the
curvature radiation.
I have chosen α = 1, so I am neglecting any quenching mechanism in the
gap; h(a) is the linear fit for the minimum thickness of the gap, as specified
in the previous section. h(a) is, for a . ap, an underestimate of the minimum
thickness of the gap, that is to say an overestimate of the maximum induced
electric field in the gap. Anyway, it is easy to imagine (and we will check
it below) that the smaller the half-distances are (a & amin) the greater the
luminosity will be (see Figure 3.15) and the larger the maximum photon
energy will be. So the main contribution to the radiation processes will
come from the tightest binary pulsars, and we know that for a & amin h(a)
represents a good approximation of the minimum height of the gap.
I will also suppose that, even if the secondary electron-positron pairs are
produced with energy equal to approximately half of the energy of the cur-
vature photon emitted by their primary electron (or positron), the secondary
charges immediately reach the balance between the strong electric force and
the radiation recoil: so γe,curv is the Lorentz factor of all the leptons that go
out of the gap. This justifies the fact, mentioned above, that the smaller the
half-distance is the larger the maximum photon energy will be: in fact we
expect that for a given half-distance the maximum energy photon is emitted
when the Lorentz factor of the lepton is still γe,curv, and so the corresponding
photon energy decreases with increasing a (see Equation 3.66).
Furthermore, I will make the hypothesis that during the motion toward
the pulsars the charges follow the magnetic field lines on which they have
been accelerated, since their Larmor radius is very small. This is true in
the gap and just outside the gap, as I have shown in the previous section,
and it will be true even when the charge is approaching the star, since no
momentum increase is likely to happen for p⊥ and the Larmor radius is
inversely proportional to the intensity of the magnetic field, which is greater
near the pulsars.
I will then make two simplifying assumptions: I will suppose that the
electrons and positrons which escape from the gap and move toward the
pulsars experience no other radiation process than curvature emission, and I
will neglect therefore the Inverse Compton losses caused by the photons of the
pulsar; moreover, I will suppose that all the photons emitted can escape from
the binary system and are therefore potentially detectable, thus neglecting
the possibility that such photons can create electron-positron pairs outside
the gap or undergo a process of photon splitting.
With these assumptions the Lorentz factor of the lepton, as a function of
x (the coordinate along the line connecting the two stars, supposing x = 0 at
the center of pulsar A), is, focusing for the moment on those charges which
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have been accelerated on A’s closed field lines,
γe(x) =
(
1
γ3e,curv
+
∫ a
x
2
e2
mec2
√
1 + (z′(x))2
ρ2c(x)
dx
)−1/3
, (3.69)
where I have supposed that the motion is always highly relativistic (v ≈ c);
z(x) and ρc(x) are respectively the equation of A’s dipolar magnetic field
line which crosses the orbital plane in x = a and the radius of curvature
along that field line (supposing that even near the stellar surface the radius
of curvature is determined by the dipolar component of the magnetic field).
In the previous equation a is supposed to be fixed and R∗
√
R∗/a ≤ x ≤ a.
It is also possible to express γe as a function of t, the time since the
escaping from the gap; the solution of the equation of motion x(t) can be
easily calculated supposing that the lepton is always highly relativistic; in
fact x(t) is the solution of the differential equation
dx(t)
dt
= − c√
1 + (z′(x))2
(3.70)
with the initial condition x(0) = a. With the solution of the equation of
motion it is possible to compute both ρc(x(t)), γe(x(t)) and the typical energy
of the curvature photons emitted:
εph(t) = 0.43 ~c
γ3e (t)
ρc(t)
. (3.71)
Since the power lost by a relativistic electron via curvature radiation is
−dεe(t)
dt
=
2e2
3c3
γ4e (t)c
4
ρ2c(t)
, (3.72)
the number of photons emitted per unit time by one electron (or positron)
is simply obtained by dividing the energy lost per unit time by the typical
energy of a photon emitted via curvature radiation; Equation 3.71 lets us
change variable from t to εph (the photon energy), so the number of photons
emitted per unit photon energy is
dNph(ε
∗
ph)
dε∗ph
=
∑
ti : εph(ti)=ε
∗
ph
(
−dεe(t)
dt
1
εph(t)
∣∣∣∣ dtdεph(t)
∣∣∣∣)
t=ti
. (3.73)
It is interesting to note that the absolute value in the above equation is
necessary since the energy of the photon is not a monotonic function of
time (Figure 3.10); so we should take into account that, in some cases, two
different moments ti in the trajectory of the electron toward the pulsar can
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give a contribution to the flux of photons for the same photon energy ε∗ph.
Let us suppose, in writing simply dNph(εph)/dεph, that all these contributions
have been summed for each fixed a.
Moreover, in both this chapter and the next chapter we will be dealing
with physical quantities f depending on a certain variable u (u will be the
half-distance a or the photon energy in this chapter, the half-distance or the
cosmic ray energy in the next chapter) calculated per unit u, and we will
indicate the result as df(u)/du; with this expression we will always mean the
absolute value of the derivative of f with respect to u.
In order to take into account the contribution of all the leptons produced
in the gap let us suppose that the gap creates a number density of q nGJ(a)
leptons in a time interval equal to h/c (nGJ(a) is the Goldreich-Julian value
for the number density assuming the charge-separation regime); so the num-
ber of leptons which can escape from the gap per unit time is, including both
the leptons moving toward pulsar A and pulsar B, 2 q nGJ(a) a∆a c (a, ∆a
and h are the typical extents, along three orthogonal directions, of the gap
region; q is the unknown number of pairs produced by each Goldreich-Julian
primary lepton), and the number of photons produced per unit energy and
unit time by all these leptons is therefore
d2Nph(εph)
dεphdt
= 2 q nGJ(a) a∆a c
dNph(εph)
dεph
. (3.74)
I will now compare the energy spectrum emitted by all the binary pulsars
in the Universe with the observed spectrum of the extragalactic gamma ray
background (Figure 3.10 shows that the curvature photons are very energetic,
their energy is in the gamma region of the electromagnetic spectrum).
I have so far computed the number of photons emitted per unit energy
and time by a single binary system in which the distance between the stars
is 2a. We should now calculate the contribution of all the binary pulsars in
the Milky Way, considering that they are in different stages of coalescence.
It is therefore necessary to multiply the previous equation by the number
of Galactic binary pulsars per unit a and then to integrate with respect
to the half-distance a. The number of binary system per unit a can be
easily calculated supposing that the rate of coalescence for binary pulsars is
<tot ≈ 80Myr−1 (see Appendix D and Section 1.5, this is actually the rate
of coalescence for DNS systems, but it is dominated by PSR J0737-3039 and
it can therefore be considered as the rate of coalescence for binary pulsar
systems) and that the separation between the stars varies because of the
emission of gravitational waves: so (see Section 3.1)
dnbin
da
= <tot
∣∣∣∣ dtda
∣∣∣∣ = 5<totc a3R3sch , (3.75)
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Figure 3.10: Energy of the emitted curvature photon as a function of time for
an electron moving towards pulsar A when the distance between the stars is
a = 107 cm. Notice that the energy is not monotonic with time; this means
that for some fixed photon energies two different moments in the trajectory
of the electron toward the pulsar can give a contribution to the flux for that
given energy.
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where Rsch is the Schwarzschild radius of one pulsar. The number of photons
emitted per unit energy and unit time by the Milky Way binary systems is
therefore: (
d2Nph(εph)
dεphdt
)
em
=
∫ ap
amin
dnbin
da
d2Nph(εph)
dεphdt
da , (3.76)
where amin = 2 × 106 cm is the minimum half-distance we are interested in
(for a < amin tidal forces are very strong and our approach is probably no
longer valid) and ap = 6.0 × 107cm, the upper limit on a for the existence
of the gap; it is in fact reasonable to suppose that the number of photons
received is much lower when the gap is switched off (a > ap), simply because
there are many fewer emitters.
In order to compare the estimated received flux with the extragalactic
gamma ray background, the last step is to add the contribution of all the
galaxies, supposing that their rate of coalescence for binary pulsar systems
is the same as in the Milky Way. In Section 1.5 I have described the details
for the extrapolation of the Galactic merger rate to extragalactic distances
and I have concluded that the scaling factor for the number of galaxies per
unit volume similar to the Milky Way is
n0 = (1.5÷ 2.3)× 10−2 hMpc−3 . (3.77)
where the Hubble constant is H0 = 100h km s−1Mpc−1.
In order to get the total flux of photons received per unit time and unit
energy we should now compute the total number of galaxies in the Universe;
as the most recent data seem to suggest, we will assume a Robertson-Walker
metric for a flat Universe with Ωr0 = 0, Ωm0 = 0.3, Ωk0 = 0 and ΩΛ0 = 0.7,
where the subscript 0 means that they are present-day values:
ds2 = c2dt2 −R2(t)(dχ2 + χ2(dϑ2 + sin2 ϑdϕ2)) (3.78)
where χ can be easily connected to the redshift z = R0/R(t)−1: if we define
E(z) = (Ωr0(1 + z)
4 + Ωm0(1 + z)
3 + Ωk0(1 + z)
2 + ΩΛ0)
1/2 , (3.79)
the relationship between χ and z is:
χ =
c
H0R0
∫ z
0
dz′
E(z′)
. (3.80)
In order to compute the number of photons received per unit time and
unit energy from a single galaxy whose redshift is z, knowing already the
number of photons emitted per unit time and unit energy by that galaxy in
its rest frame, it would be necessary to multiply the computed flux by 1 + z
since the energy unit changes because of the cosmological redshift, but we
should also divide by 1 + z to take into account that the time interval also
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varies. So, the only fact we should take care of is that the energy received is
redshifted, so that if we are focusing on the received flux at a certain energy
εph, the emitted flux should be computed at the energy (1 + z)εph.
Moreover, we must also multiply by the total number of galaxies: if we
suppose that the number of galaxies remains constant in a given comoving
volume, the number density of galaxies per unit proper (physical) volume
varies as n0(1+z)3; anyway, we can also integrate using the comoving volume
dVcom = R
3
0χ
2dχdϕ sinϑdϑ (3.81)
and the fact that n0 is the comoving density of galaxies similar to the Milky
Way.
So we can finally evaluate the number of photons received on Earth per
unit energy, per unit time, per unit area and per unit solid angle as a sum of
the contributions of all the binary pulsar systems (in different stages of their
life) of all the galaxies. Supposing for sake of simplicity that the emission of
each binary system is isotropic, the integral to compute is:
I(εph) ≡
(
d4Nph(εph)
dεphdSdtdΩ
)
rec
=
∫ zmax
0
(
d2Nph((1 + z)εph)
dεphdt
)
em
c
4piH0
n0
E(z)
dz .
(3.82)
where Equation 3.80 has been used to integrate with respect to z instead of
χ.
In the numerical calculations I have chosen zmax = 3; even supposing
that the oldest galaxies (and therefore the first binary stars) have more or
less the same age as the Universe (the age for a matter-dominated Universe
is tH = 2/(3H0)), the first binary pulsar systems can not contribute to the
observed flux until their orbital separation is smaller than 2ap; the time
elapsing from the birth of the progenitors of the first binary pulsars to the
moment when the gap switches on for the first time is dominated by the
typical coalescence time after the recycling phase (the evolution of the most
massive progenitor is quite rapid, as well as the recycling phase; moreover,
the last stages of the inspiral are very quick), which is the sum of τb and τGW
defined in Section 1.5; we could choose this time to be ≈ tH/10 ≈ 1Gyr;
since in a matter-dominated Universe the relation between the redshift of a
photon and the time elapsed from the Big Bang to the moment when that
photon was emitted is
t(z) =
tH
(1 + z)3/2
, (3.83)
the first binary systems reached ap at redshift z ≈ 3.
In Figure 3.11 I have plotted (with q = 1) the energy spectrum per unit
time, area and solid angle which is expected to be received on Earth because
of the contribution of all the binary systems in the Universe. The range
for the received energy is obviously different from the range for the emitted
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energy, because of cosmological redshift: in particular the minimum energy
in the received spectrum (about 1 MeV) is (1 + zmax) times smaller than
the minimum emitted energy (about 5 MeV), while the maximum energy
in the received and emitted spectra is the same. Let us notice that the
spectrum becomes steeper at εph ≈ 108 MeV. This energy corresponds to
the maximum energy of a curvature photon emitted when the half-distance
between the stars is ap, see Equation 3.66 (this photon is emitted when the
radiating electron has just escaped from the gap); the fact that the spectrum
gets steeper for higher energies is therefore connected to the fact that for
εph < 10
8 MeV each half-distance a between amin and ap contributes to the
spectrum, whereas for εph > 108 MeV less and less half-distances can give a
significant contribution, since just for the smallest a the maximum photon
energy is so high.
To compare the estimated result with the observed extragalactic gamma
ray background, it is useful to plot the so called rescaled spectrum, that is
Equation 3.82 multiplied by ε2ph. It is plotted with q = 1 in Figure 3.12, while
the observed rescaled spectrum is in Figure 3.13; to compare the rescaled flux
in the predicted spectrum with the detected one it is necessary to choose
a value for q: supposing roughly that q, that is the number of secondary
pairs produced in the gap by a single primary Goldreich-Julian lepton, is
independent from a (this is certainly not the case, but our purpose is just
to make an order-of-magnitude estimate), in the range of energies where the
two figures can be compared the estimated and observed flux are of the same
order of magnitude if q lies in the range
q ≈ 1013÷15 (3.84)
and it is probably hard to account for such a large number of pairs according
to the pair production mechanisms of the gap; in fact, let us compute the
number density required to completely switch the electric field off even inside
the gap: it can be calculated as
ncrit(a) =
Eind(a)
e h(a)
≈ 2.8× 1025
(
a
amin
)−4.9
cm−3 (3.85)
and its ratio with 2 qnGJ , the number density of leptons in the gap, is
ncrit(a)
2 qnGJ(a)
≈ 1.6× 10
14
q
(
a
amin
)−1.9
(3.86)
so the value of q required here gives a local number density which is compa-
rable or even larger than the number density necessary to completely quench
the induced electric field even inside the gap; anyway, when this quenching
number density is approached, it would be extremely difficult to let the pair
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Figure 3.11: Estimated number of photons received per unit time, energy,
area and solid angle as a function of energy (with q = 1). Notice that the
spectrum gets steeper for εph ≈ 108 MeV, as a consequence of the fact that
not all the half-distances between amin and ap can give a contribution at
higher energies.
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Figure 3.12: Rescaled spectrum for the estimated number of photons re-
ceived per unit time, energy, area and solid angle as a function of energy.
The rescaled spectrum is obtained from the estimated flux multiplying it by
ε2ph. Here the change in the power law around 108 MeV is more evident.
Comparison with the observed spectrum in Figure 3.13 yields, if we would
like that binary pulsars give a significant contribution to the extragalactic
gamma ray background, q ≈ 1013÷15.
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Figure 3.13: The EGRB spectrum obtained by [59] (red symbols) and
the spectrum obtained by [60] (blue symbols). The dashed blue line
shows the fit made by [60] for the flux received: I(εph) = 2.743 ×
10−3ε−2.1ph cm
−2s−1sr−1MeV−1, where εph is in MeV.
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cascade develop, and it is therefore impossible that such a large number of
pairs could be produced.
Therefore we should conclude that q  1013, and the binary pulsar sys-
tems give no significant contribution to the extragalactic gamma ray back-
ground.
I will now discuss the possibility to detect the flux emitted by a single binary
pulsar system, as a function of the half-distance a.
I will first of all give a better estimate of the typical timescale for the grav-
itational coalescence (see Section 3.1): I will compute the typical timescale
when the half-distance between the stars is a as the time elapsing from the
moment when the half-distance is a + a/b to the moment when the half-
distance is a − a/b; we will choose arbitrarily b ≈ 4, but every reasonable
choice will not change our order-of-magnitude estimates. So
τGW (a) ≡
∫ 5/4a
3/4a
5a3
R3schc
da ≈ 2.0× 10−2M−31.4
(
a
amin
)4
s . (3.87)
As a consequence, the number of Galactic binary pulsar systems whose orbital
separation is about 2a is, from Equation 3.75, equal to
nbin(a) =
∫ 5/4a
3/4a
5
<tot
c
a3
R3sch
da = <totτGW (a) ≈ 5.1× 10−14M−31.4
(
a
amin
)4
.
(3.88)
It is thus possible to compute the number Ngal of galaxies required to find
one binary pulsar with half-distance ≈ a:
Ngal(a) =
1
nbin(a)
≈ 2.0× 1013M31.4
(
a
amin
)−4
. (3.89)
Anyway, Ngal is the number of galaxies required to have now one binary
pulsar with half-distance a. Since the typical gravitational timescales are
much less than one year, we could expect that in one year many different
(≈ 1yr/τGW (a)) binary systems with orbital separation 2a will appear in the
number of galaxies Ngal(a) estimated above; it is thus possible to compute, as
a function of a, the minimum distance dmin(a) from the Earth to one of these
binary systems: we have, if n0 is, as calculated above, the number density of
galaxies similar to the Milky Way,
dmin(a) =
(
3
4pi
1
nbin(a)n0
τGW (a)
1yr
)1/3
=
(
3
4pi
1
1yr<tot
1
n0
)1/3
≈ 65.4Mpc .
(3.90)
Such a distance corresponds to a redshift z ≈ H0dmin(a)/c ≈ 0.02h and any
cosmological correction (such as the cosmological redshift for the emitted
photons) is therefore negligible.
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It is now possible to compute the minimum number of photons that such
a source (the binary pulsar whose distance from Earth is dmin(a)) should
emit per unit time in order to let us detect at least one photon in a time
interval equal to τGW (a) (the time during which that source is switched on
at a half-distance a) on a detector with area equal to A = 104cm2:(
dNph
dt
)
min
(a) =
1
τGW (a)
4pid2min(a)
A
≈ 2.5× 1051M31.4
(
a
amin
)−4
s−1 ,
(3.91)
which is plotted in Figure 3.14.
I should now compare this flux with the number of photons emitted per
unit time by a binary pulsar with half-distance a. We have observed before
that the minimum energy emitted by the binary pulsar system during the
gravitational coalescence is about 5 MeV, and the same will be the energy
received if the redshift of the source is z  1. So, each photon is energetic
enough to be detectable; we should now see if the emitted flux is comparable
with the minimum flux estimated above, since if this does not happen the
binary pulsar will be undetectable even if its photons are highly energetic.
From the number of photons per unit energy and unit time emitted when
the half-distance is a (Equation 3.74) we should now integrate with respect to
the energy between the minimum εph,min(a) and the maximum εph,max(a) en-
ergy of the photons emitted when the orbital separation is 2a, thus obtaining
the emitted number of photons per unit time as a function of a:
dNph
dt
(a) =
∫ εph,max(a)
εph,min(a)
d2Nph(εph)
dεphdt
dεph , (3.92)
which has been plotted in Figure 3.15. It is possible to notice again that the
emitted flux and the minimum flux computed above are comparable only if
the number of pairs produced in the gap by each Goldreich-Julian lepton is
q(a) ≈ 5× 1011
(
a
amin
)−1.1
, (3.93)
which is, as discussed above, probably too large to be accounted for by the
pair production mechanisms inside the gap. In fact, using Equation 3.86 and
this estimate for q we have
ncrit(a)
2 q(a)nGJ(a)
≈ 3.2× 102
(
a
amin
)−0.8
, (3.94)
and such a large value for q will not probably be obtained since the electric
field would probably be completely quenched, in the point where the pair
cascade has developed, before creating such a large number of pairs.
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Figure 3.14: The minimum number of photons emitted per unit time required
for a source whose distance from the Earth is dmin in order to detect at least
one photon in a time interval equal to τGW (a) (the time during which that
source is switched on at a half-distance a) on a detector with area equal to
A = 104cm2. The range for the half-distance is between amin and ap, when
the gap is expected to create pair cascades.
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Figure 3.15: The emitted number of photons per unit time as a function of
the half-distance between the stars; comparison with the previous figure gives
an estimate of the required value for q so that the two fluxes are comparable.
The range for the half-distance is between amin and ap, when the gap is
expected to create pair cascades. It is possible to notice that the number of
emitted photons per unit time is higher at smaller orbital separations, thus
confirming what I have said at the beginning of this section.
Chapter 4
Binary pulsars and cosmic rays
In this chapter I will try to discuss if the Galactic binary pulsar systems can
be the acceleration setting for the cosmic rays whose energy lies between the
knee (εknee = 5 × 1015 eV) and the ankle (εankle = 3 × 1018 eV), since the
mechanisms of acceleration for the cosmic rays in this range of energies are
still unclear. I will choose a toy model in which the binary pulsars have the
typical parameters described at the beginning of Chapter 3, that is R∗ = 106
cm, B∗ = 1013 G, P = 1 s, M∗ = 1.4M and T∗ = 106 K (that is the surface
temperature of the neutron star).
From the discussion in Chapter 2, it is easy to see that in the Goldreich-
Julian model cosmic rays can be accelerated only along the open magnetic
field lines, since the field lines in the co-rotating magnetosphere are supposed
to be equipotential; acceleration on the open magnetic field lines can happen
in the boundary zone of the Goldreich-Julian model (Section 2.2.4)or in a po-
lar gap in the inner pulsar magnetosphere (Section 2.3.2). In both cases, we
have seen that the maximum potential drop available for acceleration of ions
in the magnetosphere of an isolated aligned rotator is of order (see Equations
2.34 and 2.59)
∆Vmax =
(
Ω∗R∗
c
)2
R∗B∗ ≈ 1.3× 1014B∗13R
3
∗6
P 2
V . (4.1)
The most energetic escaping particles with effective charge Ze should (ne-
glecting radiation damping) reach energies of about
εmax ≈ 1.3× 1014ZR
3
∗6B∗13
P 2
eV , (4.2)
which, even for fully ionized iron ions (Z = 26), is less than the energy of
the knee.
So we have seen that the Goldreich-Julian model, for the parameters we
have chosen for our pulsars, can not explain the acceleration of cosmic rays to
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energies as high as εknee. The ultimate reason is, as we have suggested, that
the magnetic field lines in the co-rotating magnetosphere for an isolated pul-
sar are equipotential and therefore useless for the acceleration of ions. This
situation is totally different for the binary pulsar model we have discussed
in the previous chapter, where the two co-rotating magnetospheres can be
distorted and therefore give origin to an induced electric field along the mag-
netic field lines in the co-rotating magnetosphere itself; if h(a) is the linear
fit to the minimum gap thickness, the electric field in the accelerating gap
has been estimated in Subsection 3.3.2 to be (with the quenching coefficient
α defined in Subsection 3.2.3 equal to 1)
Eind(a) =
Ω(a)a
c
a
h(a)
B(a) ≈ 7.5× 1013
(
a
ap
)−3.7
V cm−1 , (4.3)
where ap ≈ 6 × 107 cm is the maximum half-distance for pair cascades to
develop; the corresponding potential drop along the magnetic field lines is
independent of h and equal to
∆V (a) = Eind(a)h(a) ≈ 6.8× 1015M1/21.4R3∗6B∗13a−5/28 V (4.4)
where a8 ≡ a/108 cm, and since we are interested in a ≤ amax = 108 cm, this
potential drop is large enough to accelerate charges above the knee.
In Section 4.1 I will discuss the origin and acceleration of cosmic rays in
a binary pulsar system, explaining three different models for the physical
processes that can supply the cosmic rays to be accelerated in the gap; I will
also compare the relative predictions of these models with the flux and power
law of the observed spectrum of cosmic rays. In Section 4.2 I will describe the
magnetic configuration near the top and bottom of the gap, emphasizing the
role of magnetic reconnection; I will then evaluate the possibility that cosmic
rays could get unhooked from the magnetic field line along which they have
been accelerated and escape from the binary system, thus really contributing
to the observed cosmic ray spectrum.
4.1 Origin and acceleration of cosmic rays
In this section I will try to estimate if the acceleration processes that arise
from the existence of the induced electric fields in binary pulsars can provide
a possible explanation for the observed cosmic ray spectrum between the
knee and the ankle.
In this range of energies the acceleration mechanisms are still unclear,
even if the models postulating a Galactic origin (as our binary pulsars will
be) have recently obtained strong support by the observation of cosmic ray
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anisotropies from the direction of the Galactic center and the Cygnus region
[61] [62]; such anisotropy disappears above the ankle, thus suggesting that
the cosmic rays with energies & εankle have an extragalactic origin and other
sources are therefore involved. According to Hillas argument, too, cosmic
rays with energies above the ankle are expected to come from outside the
Galaxy (whose typical magnetic field is BMW ≈ 1µG), since their Larmor
radius
rL ≡ εankle
ZeBMW
≈ 3.2 1
Z
1µG
BMW
kpc (4.5)
is comparable with the typical scale height of the Galactic halo, and therefore
those ions can not be confined inside the Galaxy by the Galactic magnetic
field and will escape, giving no contribution to the observed flux. Let us
notice that the above estimate is more or less the same for protons (Z = 1)
and iron ions emitted in low states of ionization (so that their effective charge
is Z ≈ 2, as we will see it is the case for iron ions from binary pulsars).
Any acceleration mechanism should anyway take into account the neces-
sity to explain the detected cosmic ray flux and the power law for the cosmic
ray spectrum. As Figure 4.1 shows, the cosmic ray energy spectrum above
109 eV can be described by a series of power laws, with the flux falling about 3
orders of magnitude for each decade increase in energy (the dotted green line
shows a power law with spectral index equal to −3). In the decade centered
at εknee = 5×1015 eV (the knee) the spectrum steepens from ε−2.7 (below the
knee) to ε−3 (above the knee). The spectrum steepens further to ε−3.3 above
εdip = 5× 1017 eV (the dip) and then flattens to ε−2.7 at εankle = 3× 1018 eV
(the ankle).
The chemical composition of cosmic rays between the knee and the ankle
is still unclear. Anyway, since the matter in the pulsar surface is mainly 56Fe
formed during the supernova event, our predicted cosmic rays between the
knee and the ankle will mainly be iron ions: as I have discussed in Section
2.3.1, iron ions are expected to be extracted from the pulsar surface in low
states of ionization, since the strong magnetic fields (B∗ = 1013 G here) cause
the nuclei to be surrounded by tightly bound core electrons. The induced
electric fields present in the acceleration region will mainly accelerate the ions
(nucleus + core electrons) without ionizing them, so the most suitable value
to choose for the effective charge Z in case of iron ions from binary pulsars is
not Z = 26 (that is, the atomic number) but Z ≈ Z˜ = 2 (see Section 2.3.1)
[68].
I will now compute the predicted spectrum of cosmic rays from the Galactic
population of binary pulsars, in order to compare it with the observed one.
As well as for the leptons (Section 3.3), the projection of the motion of
cosmic rays in a plane orthogonal to the magnetic field lines is expected to
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Figure 4.1: Compilation of measurements (red points) of the differential
energy spectrum of cosmic rays, that is to say the number of cosmic rays
received on Earth per unit energy, time, area and solid angle. The dotted
green line shows a ε−3 power law for comparison. Approximate integral fluxes
per steradian (including all the energies higher than the energies pointed by
the arrows) are also shown.
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be non-relativistic, with a typical speed around their guiding center equal to
|~v⊥|
c
=
√
kBT∗
Ampc2
≈ 4.0× 10−5A−1/2Fe T 1/2∗6 (4.6)
where A is the ion mass number (so, the cosmic ray mass is m = Amp,
where mp is the proton mass) and AFe ≡ A/56. The additional contribution
given by the orthogonal component of the induced electric field will be a non-
relativistic drift velocity, the same as calculated in Section 3.3; I will describe
the possible consequences of this drift velocity for the escape of cosmic rays
in Section 4.2. Since we will see below that the dynamical consequences of
the parallel induced electric field are much more significant, I will neglect
the transverse motion and I will suppose that the charged ions follow the
magnetic field lines: in fact their Larmor radius will be
rL(a) ≡ p⊥c
ZeB(a)
≈ 3.5× 10−4A
1/2
Fe
ZFe
T
1/2
∗6 B
−1
∗13R
−3
∗6 a
3
8 cm (4.7)
(ZFe ≡ Z/2), and this is much smaller than ∆a, which is (both with or with-
out a gap) the minimum distance of the acceleration region orthogonally to
the magnetic field lines.
Let us focus now on the parallel induced electric field: if it were able to
accelerate cosmic rays to energies as high as possible (that is, I am neglect-
ing any radiation damping), the energy they could achieve would be, for
cosmic rays with electric charge equal to Ze and mass m = Amp,
γZA,free(a)mc
2 = Ze
Ω(a)a2
c
B(a) ≈ 1.4× 1016ZFeM1/21.4B∗13R3∗6 a−5/28 eV ;
(4.8)
therefore the Lorentz factor that can be reached by the accelerated cosmic
rays with Z and A is, if no radiation loss is taken into account,
γZA,free(a) ≈ 2.6× 105ZFe
AFe
M
1/2
1.4B∗13R
3
∗6 a
−5/2
8 . (4.9)
Anyway, as well as for the leptons, we should take into account that cur-
vature radiation in the gap region prevents the cosmic rays to be accelerated
to Lorentz factors higher than:
γZA,curv =
(
3
2
B∗R3∗
Ze c
Ω(a)ρ2c(a)
h a
)1/4
, (4.10)
where ρc(a) ≈ a/3 is the curvature radius in the middle point between the
stars (where the acceleration process is likely to happen) when the half-
distance between the pulsars is a and h is the gap thickness. The result
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can be rewritten, for the typical parameters of the system and the choice
h = h(a) (that is the linear fit for the minimum gap thickness described in
Subsection 3.3.2), as
γZA,curv(a) ≈ 6.3× 108 Z−1/4Fe
(
a
ap
)−0.4
. (4.11)
Since radiation curvature in the gap (and when the gap is not present,
too) works against the free acceleration of cosmic rays, it is important, in
order to know the energy to which the nuclei can be accelerated, to compute
the range in a where the radiation losses are negligible and where they are
significant: anyway, it is better not to use the linear fit h(a) for the minimum
gap thickness, but the correct numerical estimate given in Figure 3.7, since
we do not know a priori where the balance between γZA,curv and γZA,free will
be reached; it could even happen when the half-distance is more than ap, and
in this case the parallel induced electric field is
Eind(a) =
Ω(a)a
c
B(a) (4.12)
and the Lorentz factor for the balance between electric power and radiation
losses is not written as is Equation 4.10 but as
γZA,curv(a) =
(
3
2
B∗R3∗
Ze c
Ω(a)ρ2c(a)
a2
)1/4
. (4.13)
So, using the correct estimate for γZA,curv, we will compute aZA where
γZA,curv = γZA,free (4.14)
and, since the latter decreases more rapidly with increasing a, we will say
that for a > aZA the cosmic rays are freely accelerated and the Lorentz factor
is the free one, whereas for a < aZA curvature radiation is important and
the maximum Lorentz factor is γZA,curv. So, the previous equality yields, for
protons
aprot ≈ 1.2× 107cm , (4.15)
which is in the region where the gap is switched on and where the linear fit
h(a) is a good approximation of the minimum gap thickness (Figure 3.7). So
we can use the analytic form for h(a) adopted in Subsection 3.3.2 to obtain
how aZA depends on the effective charge Ze and mass Amp:
aZA ≈ 2.4× 106Z
0.6
Fe
A0.5Fe
cm , (4.16)
and it is evident that the dependence is very weak and that, even for iron ions
with Z = 2, the half-distance below which free acceleration is not possible
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any longer is larger than amin and included in the range where h(a) is a good
analytic approximation for the minimum gap thickness. The corresponding
energy is
εZA,max ≈ 1.2× 1020A
1.2
Fe
Z0.5Fe
eV (4.17)
where I have omitted the dependence from the typical pulsar parameters since
they are present, in a complicated way, even in the estimate of the minimum
gap thickness and therefore in aZA. Moreover, the subscript max is referred
to the fact that this is the maximum energy of cosmic rays we would like to
account for, in the three models described below; as I will explain in the next
subsection, in fact, we will succeed in predicting the observed power law for
the cosmic ray spectrum just when free acceleration is considered, whereas
in the high-energy regime when curvature radiation dominates the predicted
spectrum is too steep with respect to the observed one (and the Galactic
contribution is in fact supposed to be overcome by extragalactic sources).
Anyway, it is interesting to notice that εZA,max is, for iron ions with Z = 2,
more than the value observed for the ankle, and therefore we could say, if we
will be able to predict the correct flux and power law for the cosmic rays from
binary pulsars (see the next subsection), that our approach can explain the
observed spectrum of cosmic rays for energies up to the ankle, if we neglect
for the moment any radiation loss acting outside the acceleration region on
the escaping cosmic rays.
So, let us summarize the acceleration process for the cosmic rays and its
dependence on a, the half-distance between the stars: where the gap is not
switched on, that is ap < a < amax, nuclei are freely accelerated, on a typical
length scale equal to a, by the induced electric field written in Equation 4.12
up to the energy written in Equation 4.8; when aZA < a < ap acceleration
takes place only inside the gap, whose thickness is h, but the acceleration
is still without curvature energy losses, so Equation 4.8 is still valid, even
if the electric field is now dependent on the gap height h. Lastly, when
amin < a < aZA, curvature radiation strongly limits the free acceleration of
cosmic rays; anyway, we will not be interested in this range of half-distances,
since the accelerated cosmic rays will probably not be confined by the Galac-
tic magnetic field and will not contribute to the observed spectrum.
In the next subsection I will describe three different possible origins for
the cosmic rays that are accelerated between the two pulsars, comparing for
each model the predicted power law and flux with the observed ones. For
all the models, we will not at the moment focus on the details of the es-
caping mechanisms, which I will describe in Section 4.2; I will suppose that,
immediately after having being accelerated, a fraction ξ of the accelerated
ions is able to promptly escape from the binary system, without any radia-
tion loss via curvature radiation or other emission mechanisms outside the
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acceleration region.
4.1.1 Three models for the origin of cosmic rays
I will now consider three possible mechanisms that could explain the pres-
ence of nuclei near the mid-point between the stars: they could come from
the mass loss induced by the tidal heating caused by the strong gravitational
fields of the two orbiting stars, or maybe they could fill the Goldreich-Julian
magnetosphere as well as positrons and electrons, or they could even be ex-
tracted from the pulsar atmosphere which is continuously replenished by the
evaporation of nuclei from the stellar surface, since the star is being heated
by the flux of high energy leptons discussed in Section 3.4.
I will first of all evaluate if the tidal coupling between the stars can be
so strong that tidal heating can unbind the outer envelope of the stars well
before they reach the tidal distance dt defined in Equation 3.7 (where the
pulsars are going to undergo a disruptive mass loss, see Section 3.1).
[52] (and [64] too, but I will focus on the argument by [52]) suggests that
in the presence of a viscosity of magnitude βρAν (where ρA is the mean mass
density of the neutron star A, ν = cRA is the maximum kinematic viscosity
for a neutron star with radius RA and β ≤ 1 is the ratio between the correct
kinematic viscosity and its maximum value cRA), the repeated raising of
tides (see Section 3.1) heats the neutron star A and dissipates orbital energy
at a rate (if d = 2a is the orbital separation):
−ε˙G,tid ≈ βρAν
(
ht(d)Ω(d)
RA
)2
R3A , (4.18)
where ht(d) = RAmB/mA(RA/d)3 is the typical height of the tides, Ω(d) is
the orbital angular velocity and RA is the radius of pulsar A. More accurately,
−ε˙G,tid ≈ 4Gcβm
2
B(mA +mB)R
7
A
mAd9
. (4.19)
Most of the tidal luminosity acts to heat the neutron star core and then
escapes as neutrinos, but a small fraction  will be deposited in the outer
layers, where the large radiative pressure stimulated by the tidal heating
could possibly drive a wind which will unbind the crust of the neutron star
even before the tidal distance. Let us divide the right hand side of the
previous equation by d˙ (the variation of the orbital separation is mostly due
to gravitational wave emission) and integrate with respect to the distance
d between the stars, thus obtaining (if we multiply by ) the total energy
used for unbinding the outer envelope; if we then divide by −GmA/R∗ (the
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energy required to unbind a unit mass) we find the total mass lost from the
beginning of the inspiral to the moment when the distance is d:
∆mA . 10−3βmA
(
dt
d
)5(
RA
GmA/c2
)3(
mB
mA +mB
)(
mA
mA +mB
)2/3
.
(4.20)
Let us apply this equation to our model, in which the stars have equal
massesM∗ and equal radii and the distance between the stars is 2a: actually,
we are not interested in the total mass lost since the beginning of the inspiral,
but in the mass lost per unit half-distance a. It is obtained from the previous
equation by taking the absolute value of the derivative with respect to a. So
we have the mass that can be potentially unbound per unit half-distance to
be
d∆M∗
da
≈ 3.9× 1015R8∗6M−21.4a−68 g cm−1 (4.21)
where we have supposed  = β = 1 (this is the most favorable case, and we
will see that even in this case the predicted flux in this model is negligible
with respect to the observed one).
A subtle point to notice is that this mass is lost per unit a supposing that
for each fixed half-distance there is plenty of time to unbind the outer portion
of the star; so, I am implicitly supposing that the typical timescale for the
gravitational inspiral, as computed in Equation 3.5, is for each a longer than
the tidal heating timescale for the stellar crust, that is the time needed by
the energy deposition rate calculated above to drive the unbinding wind.
Our argument here will consider two extreme values for the tidal heating
timescale of the crust: a lower limit is given by saying that the heat deposited
in the outer layers immediately unbinds them; an upper limit is the heating
time for the whole star, that is I am here supposing that tidal heating involves
not just the surface but the whole star, which should be heated up to the
temperature required to drive the unbinding wind in the outer layers. I will
now focus on the latter possibility and I will discuss the former one at the
end of the description of this first model.
The heating time for the whole star can be easily computed from the ratio
between the thermal content of the neutron star, approximated as homoge-
neous, Uth ≈ 3.9× 1051M1/31.4R2∗6T 211erg [26] (T11 ≡ T/1011 K, where T is the
interior temperature of the pulsar) and the tidal luminosity in Equation 4.19
with β = 1, that is
τheat(a) ≡ Uth−ε˙G,tid ≈ 8.2× 10
−3R−5∗6M
−5/3
1.4 T
2
11
(
a
amin
)9
s . (4.22)
On the other hand, the typical gravitational timescale can be rewritten as
τGW (a) ≈ 3.8× 10−2M−31.4
(
a
amin
)4
s , (4.23)
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so just in the last stages of coalescence the two timescales are comparable and
tidal heating is efficient; for most of the time during the inspiral, the heating
timescale is much larger than the gravitational timescale, and therefore not all
the mass that can be potentially unbound is actually unbound; in particular,
this will be true for most of the range in a we are considering here, since we
are interested in a ≥ aZA > amin.
To compute the true mass lost per unit a by a single star, we should there-
fore multiply Equation 4.21 by the ratio between the gravitational timescale
and the heating timescale, and then, if we would like to compute the number
of nuclei extracted from both the stars per unit a, we should divide by Amp
and multiply by 2 (to take into account the contribution of both the stars),
so we obtain
dNinj(a)
da
=
2
Amp
d∆M∗
da
τGW
τheat
≈ 1.2× 1030A−1FeT−211 R13∗6M−10/31.4 a−118 cm−1 ,
(4.24)
where the subscript inj is referred to the fact that those ions can be poten-
tially injected into the interstellar medium.
Let us notice anyway that so far we have computed the number of ions
that can be provided by the heating mass loss; anyway, not all these nuclei
are expected to be accelerated and then to be injected from the binary system
into the interstellar medium contributing to the observed flux of cosmic rays.
So, let us define two efficiency coefficients: η will be the fraction of extracted
nuclei which get hooked to the magnetic field lines which are experiencing
the electric induction and therefore can undergo the acceleration process; ξ
will be the fraction of accelerated cosmic rays which are able to escape from
the binary system (I will describe in detail the escape process in Section 4.2).
Moreover, let us add that so far we have not used any information about
the acceleration process, that is we have not specified yet if the nuclei are
freely accelerated or if curvature radiation strongly limits their Lorentz factor;
now, in order to change the variable of differentiation from a to εZA, that
is the energy of the cosmic rays, I will decide to focus on the range of half-
distances aZA < a < amax, so that the energy of cosmic rays as a function of
a is the free one reported in Equation 4.8.
So the number of nuclei injected from the star into the interstellar medium
per unit energy as a function of the energy εZA is:
dNinj(εZA)
dεZA
= η ξ
dNinj(a)
da
∣∣∣∣ dadεZA(a)
∣∣∣∣ (4.25)
and, with the typical parameters used so far, we have
dNinj(εZA)
dεZA
≈ η ξ 1.7× 1029 R∗6
(ZFeAFe)T 211M
16/3
1.4B
4
∗13
(
εZA
ZFeεknee
)3
1
GeV
.
(4.26)
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It is interesting to emphasize that, in order to compare the predicted spec-
trum with the observed one, we have used εknee as the reference value; it
is also straightforward to see that, if we look at Equation 4.8, this energy
is lower than the minimum energy attainable by iron ions if the range in
half-distances requires a < amax = 108 cm. Anyway, it is now time to say
that the requirements about amax (see Section 3.1 and Equation 3.16) are
still satisfied for a & amax provided that we choose longer pulsar periods. So,
it does not seem to be a problem that the range in a we have chosen does not
include the possibility to accelerate charges to energies comparable to εknee,
since the choice of amax has largely been arbitrary. The maximum energy
of the accelerated cosmic rays is obviously given by Equation 4.17 and it is
above the ankle.
In order to compare this spectrum, which is the injection spectrum for a
single binary pulsar, with the observed spectrum, we should consider the rate
<tot = 80 × 10−6yr−1 of coalescence of binary pulsars described in Section
1.5 (it is actually the rate of coalescence of binary neutron stars, but it is
dominated by the double pulsar system J0737-3039, and so it can be used as
an estimate of the rate of inspiraling binary pulsars) and the mean escape
time of cosmic rays from the Milky Way. According to the leaky box model
this escape time is estimated to be [63]:
τesc(εZA) ≈ 2.5× 105
(
εZA
ZFeεknee
)−0.3
yr , (4.27)
It is thus possible to compute the predicted flux of received cosmic rays
per solid angle, energy, area and time as a function of energy:
dN(εZA)
dεZAdSdΩdt
=
dNinj(εZA)
dεZA
<tot c τesc(εZA)
4piVMW
(4.28)
where VMW ≈ 1068 cm3 is the confining Galactic volume (inclusive not only
of the Galactic disk, but also of the Galactic halo, since both in the disk and
halo the Galactic magnetic field BMW can confine the accelerated cosmic
rays); I will consider this volume to be a cylinder whose radius is 15 kpc and
whose half-thickness is 3 kpc.
With the above values for the DNS merger rate, the Galactic volume and
the escape time we then compute the predicted differential flux of cosmic
rays as a function of energy from all the Galactic binary pulsars:
dN(εZA)
dεZAdSdΩdt
≈ η ξ 6.7×10−25 R∗6
ZFeAFeT 211M
16/3
1.4B
4
∗13
(
εZA
ZFeεknee
)2.7
1
GeVm2s sr
(4.29)
It is easy to notice that with this model the predicted spectrum largely
disagrees with the observed one: in our model the number of cosmic rays
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that should be received on Earth increases with increasing energy, while
the observed spectrum decreases proportionally to ≈ ε−3ZA between the knee
and the ankle; the reason for this failure probably lies in the fact that the
mass extraction via tidal heating is mainly concentrated in the last stages
of coalescence, so when a & aZA both the energy of the accelerated cosmic
rays is higher and at the same time the number of cosmic rays extracted and
accelerated is larger (and that is why the computed spectrum has a positive
spectral index).
Moreover, let us notice that the predicted flux is (adopting η = ξ = 1, the
most favorable choice) less than the observed one around the knee but more
than the observed one around the ankle, thus confirming the incorrectness
of the model, since such a large flux of cosmic rays with energy . εankle has
not been detected; obviously, if the efficiencies were very low (η ξ ≈ 10−6 for
iron ions), that high-energy part of the predicted spectrum would be equally
undetectable. In any case, the model can not explain the features of the
observed spectrum.
I will now discuss the predicted spectrum assuming that the tidal heating
timescale for the outer layers of the neutron star is much less than the gravi-
tational timescale τGW , so that all the mass that can be potentially unbound
when the half distance is a is actually unbound. So, in this case we will have
a number of nuclei extracted per unit a equal to
dNinj(a)
da
=
2
Amp
d∆M∗
da
≈ 8.3× 1037A−1FeR8∗6M−21.4a−68 cm−1 , (4.30)
which gives a number of ions injected per unit energy in the interstellar
medium equal to
dNinj(εZA)
dεZA
≈ η ξ 8.5× 1037 R
2
∗6
(ZFeAFe)M31.4B
2
∗13
(
εZA
ZFeεknee
)
1
GeV
(4.31)
and a predicted number of cosmic rays received on Earth per unit energy,
time, area and solid angle equal to
dN(εZA)
dεZAdSdΩdt
≈ η ξ 3.3× 10−16 R
2
∗6
ZFeAFeM31.4B
2
∗13
(
εZA
ZFeεknee
)0.7
1
GeVm2s sr
(4.32)
Again, it is easy to notice that the spectrum has a positive spectral index
instead of the observed negative one; in this case, anyway, the predicted flux
between the knee and the ankle is larger than the previous one, and therefore
smaller values for the efficiencies (η ξ ≈ 10−9 for iron ions) would be required
to make this wrong predicted spectrum undetectable between the knee and
the ankle; so, we have seen that, even assuming that the heating timescale
for the pulsar surface is negligible with respect to the gravitational timescale,
our model is not able to predict the observed spectrum.
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Lastly, let us add that tidal heating would more likely extract neutral
chunks of matter from the pulsar surface than single charged nuclei, and those
neutral chunks can not obviously be accelerated by the induced electric field
and can not contribute to the observed flux of cosmic rays. We have implicitly
made this assumption at the beginning of this subsection, when we have
estimated the total mass lost during the gravitational inspiral dividing the
total energy produced by tidal heating by the gravitational potential energy
of a unit mass: that is, we have said that the unbinding wind works only
against the gravitational attraction, neglecting any inter-molecular or inter-
atomic force that instead we should win in order to extract single charged
nuclei.
In the next two models I will discuss the possibility to get single ions
out of the pulsar surface and to accelerate them near the mid-point between
the stars; the resulting spectrum will be in much better agreement with the
observational results.
Let us now examine another possible origin for the accelerated cosmic rays:
we will imagine that the magnetosphere of a single pulsar is filled not only
with electrons, but even with iron nuclei, with the same charge density
ρGJ = Ω∗B(R)/(2pic) as the Goldreich-Julian electrons (R is the distance
from the center of the pulsar). I am therefore saying that around a single
pulsar the positive charges are not positrons but ions.
This possibility was described for the first time by the pioneer work on
pulsar magnetospheres by Goldreich and Julian [42], who assumed, as well as
[67], that the positive charges in the pulsar magnetosphere were protons and
not positrons; even if Ruderman and Sutherland (see Section 2.3) have later
shown that iron nuclei are unlikely to be extracted from the pulsar surface
because of the strong inter-atomic forces in the great magnetic field typical
of a pulsar, some authors ([63] [66]) have again proposed that the pulsar
magnetosphere could be filled with iron nuclei.
I will now try to discuss, from the results obtained in Section 2.3, if this
possibility is feasible: since the structure of matter in magnetic field as strong
as B∗ = 1013 G (as we have assumed in Chapter 3 and 4) is still unclear, I
will take, as the reference value for the typical parameters described below,
some sort of extrapolation of the values known for B∗ ≤ 5× 1012 G [47] [51].
I will therefore assume that the cohesive energy is εb ≈ 20 keV, the lattice
spacing l ≈ 10−10 cm, the ion charge in the surface layers eZc = 15e, the
density of matter in the surface layers ρm ≈ 6× 104 g cm−3 and the effective
charge of each evaporating ion Z = Z˜ ≈ 2.
It is now easy to see that the electric field required to pull ions out of
the surface (E0 = εb/(Zcel) ≈ 1013Vcm−1) is still much stronger than both
the maximum electric field Emax (see Subsection 2.3.1) and the electric field
at the bottom of the surface gap in Equation 2.71 (computed for B∗ = 1013
134 Binary pulsars and cosmic rays
G). Moreover, in this case the energy flux that should impinge on the pulsar
surface in order to keep the star heated at a temperature high enough that
ions can evaporate and fill the Goldreich-Julian magnetosphere is of order
≈ 3.6×1023 erg cm−2 s−1, corresponding to a local surface temperature equal
to Tc ≈ 8.9×106 K; in Equation 2.72 I have computed the breakdown energy
flux that can impinge on the pulsar surface because of the pair cascades in
the polar gap, and it is easy to notice that even for B∗ = 1013 G it is a
factor of 6 smaller than the required one to allow ions to evaporate from the
surface.
So, with the parameters chosen above it does not seem to be possible
that iron ions can significantly evaporate from the pulsar surface and fill the
Goldreich-Julian magnetosphere; anyway, our estimates strongly depend on
the choice of εb (see the exponential factor in Equation 2.55), and recent
calculations [65] have shown that it could be much smaller than the value
adopted here. So, the idea that ions are present in the pulsar magnetosphere
should be taken into account.
In this case it is reasonable to suppose that the number of nuclei accel-
erated per unit time is equal to the Goldreich-Julian number of cosmic rays
present in the acceleration region (which has a height h if a < ap or simply a
if a > ap, while the lateral extents are a and ∆a) divided by the typical ac-
celeration timescale (that is, the height of the acceleration region divided by
the speed of light). In this case there is no need for the efficiency coefficient
η, since we know the exact number of charges accelerated per unit time; if ξ
is the fraction of accelerated cosmic rays which are able to escape from the
binary system, the number of cosmic rays escaping per unit time from one
binary system is equal to ξ 2n′GJ(a)a∆ac, where n′GJ(a) = ρGJ(a)/(Ze) is the
Goldreich-Julian number density of cosmic rays (supposing that the ions are
entirely responsible for the charge density ρGJ) and the factor of 2 takes into
account the contribution of both the stars.
It is now possible to compute the number of cosmic rays injected in the
interstellar medium per unit εZA:
dNinj(εZA)
dεZA
= ξ 2n′GJ(a) a∆a c
∣∣∣∣ dtda
∣∣∣∣ ∣∣∣∣ dadεZA
∣∣∣∣ (4.33)
where the variation of a with time is supposed to be entirely due to gravita-
tional wave emission (see Section 3.1) and in the range of half-distances we
are considering the relationship between a and εZA is expressed by Equation
4.8. A straightforward substitution yields:
dNinj(εZA)
dεZA
≈ ξ 3.9× 1030 1
Z2Fe
R
33/5
∗6 B
11/5
∗13
M
12/5
1.4P
(
εZA
ZFeεknee
)−2.2
1
GeV
(4.34)
This new injection spectrum leads to a drastic change in the power law of
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the predicted flux, calculated as we have done in the previous model:
dN
dεZAdSdΩdt
≈ ξ 1.5× 10−23 1
Z2Fe
R
33/5
∗6 B
11/5
∗13
M
12/5
1.4P
(
εZA
ZFeεknee
)−2.5
1
GeVm2s sr
(4.35)
In this case the power law is much more similar to the observed value, but
the predicted flux is much less than the observed one in all the energy range
we are interested in (9 orders of magnitude smaller for iron ions near the
knee assuming ξ = 1), and so probably even this model should be discarded.
Let us add an observation about the energy range where the above cal-
culations are valid: while the maximum energy is still εZA,max, the minimum
energy in this case should be determined by the fact that ions can fill the
Goldreich-Julian magnetosphere only if enough energy impinges on the pul-
sar surface, allowing ions to evaporate. For this reason, it is necessary that
efficient pair cascades can occur in the polar gap; if we suppose that in the
first stages of gravitational coalescence the two pulsars are very slowly spin-
ning (let us suppose that they have lost much of their rotational angular
momentum via magnetic braking torque) and pair cascades can not happen,
the minimum energy to which the cosmic rays will be accelerated will cor-
respond to the half-distance where the tidal forces have spun the pulsars
up so that their spin period is less than Pcrit defined in Subsection 2.3.4.
Anyway, the calculation of the critical half-distance seems to be quite diffi-
cult, since it requires a detailed knowledge of the tidal coupling and of the
initial conditions of the system, that is the pulsar spin periods at large or-
bital separations; since this model is not expected to be a reliable one for the
origin of cosmic rays from binary pulsars, we will not deal with that problem.
The last model we will describe succeeds in predicting a power law simi-
lar to the observed one; moreover, the predicted flux is comparable with the
detected one with a reasonable choice for the efficiency coefficient ξ.
The argument here is that ions can evaporate from the pulsar surface
thanks to the great amount of heat deposited per unit time in the outer
layers by the leptons produced and accelerated in the gap (near the middle
point between the stars) which then move towards the pulsars losing their
energy via curvature radiation, as described in Section 3.4, and lastly hit
and heat the pulsar surface. So, while in the model described above the
impinging energy comes from the leptons created in a polar gap just above
the pulsar surface, here the gap is near the mid-point between the stars and
it is created by the induced electric field, and this model for the origin of ions
seems therefore to be better linked to the features described in the previous
chapter for the joint magnetosphere of a binary pulsar.
Before calculating the flux of energy that impinges on the pulsar surface
because of those leptons, let us notice that, since in this case ions can evapo-
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rate just when the gap is switched on, the allowed range for the half-distances
contributing to the spectrum is ap > a > aZA. This corresponds to the max-
imum energy written in Equation 4.17, while the minimum energy can be
computed from Equation 4.8 with a = ap ≈ 6.0× 107 cm. So we have
εZA,min = Ze
Ω(ap)a
2
p
c
B(ap) ≈ 4.8× 1016ZFe eV , (4.36)
which is about one order of magnitude higher than εknee. So, this model,
with the parameters for the pulsars chosen at the beginning of Chapter 3
and α = 1 as the quenching coefficient, is not able to explain the cosmic ray
flux for energies smaller than εZA,min, although it can successfully explain
the observed flux at energies as high as εankle (and even above, for iron ions).
Let us compute now the energy flux that can impinge on the pulsar sur-
face: as usual, we will suppose that the number of pairs accelerated per
unit time in the gap is q nGJ(a) a∆a c (nGJ(a) = ρGJ(a)/e), so the number
of electrons (or positrons) hitting the surface of pulsar A per unit time is
q nGJ(a) a c∆a/2, where the factor of 2 in the denominator takes into ac-
count that only half of the magnetic lines in the acceleration region will close
on pulsar A; we will show that for a reasonable choice of q this flux is large
enough to allow ions to evaporate. Each lepton carries an energy equal to
γemec
2, where γe is the Lorentz factor of the leptons when they are hitting
the pulsar surface. In order to analytically evaluate γe, let us show that in
Equation 3.69, calculated with x = R∗
√
R∗/a (that is when the lepton is on
the pulsar surface), the first term in the right hand side is negligible with
respect to the second one, even if we assume that the gap has its maximum
possible thickness h = a (and therefore γe,curv is as small as possible). With
this choice
1
γ3e,curv
≈ 2.1× 10−23
(
a
ap
)9/8
, (4.37)
while the second term in the right hand side can be evaluated with a nu-
merical integration yielding, if z(x) is the equation for the magnetic field
line passing in the middle point between the stars and ρc(x) is the radius of
curvature along this field line (both of them depend on a and x),∫ a
R∗
√
R∗
a
2
e2
mec2
√
1 + (z′(x))2
ρ2c(x)
dx ≈ 6.4× 10−20
(
a
ap
)−0.9
, (4.38)
so it is right to say that the choice for the gap thickness is absolutely irrelevant
for our calculations here. Let us notice that we have considered, during the
lepton propagation toward the star, that the only possible energy loss is
given by curvature radiation, but Inverse Compton can also slow the leptons
down; so, a possible improvement for our calculations will be to take into
account the Inverse Compton losses, both caused by the surface photons
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with energy equal to kBT∗ and by the high energy thermal photons emitted
in the area heated by the impinging leptons; anyway, I will see below that in
the latter case the uncertain determination of εb does not allow us to predict
a precise value for the surface temperature Tc for the heated area, and Inverse
Compton losses are therefore difficult to be precisely determined.
The energy carried by the moving leptons is deposited in the outer layers
of pulsar A on a typical area equal to
S =
pi
2pi
R2∗
(
R∗
a−∆a/2 −
R∗
a
)
, (4.39)
where the factor 2pi in the denominator is due to the fact that the lateral
extent of the gap region (orthogonally both to the line connecting the stars
and to the local magnetic field lines in the gap) is a, which is a fraction 1/2pi
of the entire circumference 2pia; moreover, a−∆a/2 and a correspond respec-
tively to the nearest and farthest closed magnetic field lines (with respect to
pulsar A, where the accelerated leptons will fall) which are experiencing elec-
tric induction. We have also used, in calculating S in this way, that R∗  a,
and that is approximately true for the range of half-distances we are dealing
with (ap > a > aZA).
It is now time to compute the flux of energy carried by the leptons accel-
erated in the gap which is impinging on the area S defined above:
Flep(a) = q
nGJ(a) a c∆a/2
S
γemec
2 ≈ q γe 2.8× 1016P−1B∗13 erg s−1cm−2
(4.40)
and using what we have noticed before, that is
γe ≈
(∫ a
R∗
√
R∗
a
2
e2
mec2
√
1 + (z′(x))2
ρ2c(x)
dx
)−1/3
, (4.41)
we obtain the predicted flux of energy on the pulsar surface:
Flep(a) ≈ q 7.0× 1022
(
a
ap
)0.3
erg s−1cm−2 , (4.42)
whose dependence on a is very weak, so the flux heating the pulsar surface
is almost constant with a.
I will now show that the energy deposited by the impinging leptons is
dissipated in the same region with area S described above; in other words, I
will see that the thermal conductivity in the star interior is not so high that
thermal conduction can dissipate the local excess of energy more efficiently
than thermal radiation via the Stefan-Boltzmann law.
The deposited energy will heat the pulsar surface in the area S described
above, and will allow ions in that region to evaporate from the pulsar surface
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into the pulsar atmosphere. I will now compute the temperature required
to have an outflow of ions equal to (ρatm/m)c, where m = Amp is the ion
mass and ρatm is the mean density of the pulsar atmosphere, which has been
computed by [69] [68] to be of order ρatm ≈ 10 g cm−3 (even if this estimate
is quite uncertain). We will later choose this same ion flux to calculate the
number of cosmic rays injected per unit time along the magnetic field lines
along which acceleration can occur.
So, using the same equations as in Subsection 2.3.1, the temperature Tc
required to provide such an ion outflow will solve the equality
=(Tc) = ρatm
m
c , (4.43)
where =(T ) is the number of ions per unit time and area that can escape
from the pulsar surface if the temperature is T (see Subsection 2.3.1). I
have noticed that the solution strongly depends on the choices for ρatm, εb
(the cohesive energy of the surface lattice) and ρm (the density of matter
in the surface layers); with the choices ρatm ≈ 10 g cm−3, εb = 20 keV and
ρm ≈ 6 × 104 g cm−3, the required temperature is, for iron ions (A = 56),
equal to Tc ≈ 1.8× 108 K. This temperature will be the temperature of the
area S defined above in order to allow ions to evaporate; it corresponds to a
radiative energy flux via the Stefan-Boltzmann law equal to:
Frad ≈ 6.6× 1028 erg s−1cm−2 . (4.44)
It is now possible to show that this radiative energy flux is higher than the
conductive energy flux from the heated surface S towards the surrounding
regions. In particular, [71] shows that in the strong magnetic fields of neutron
stars the maximum value for the thermal conductivity is reached along the
local magnetic field lines; so, from the pulsar surface the excess of energy
should flow towards the star interior with a thermal conductivity equal to
κ0 =
pi2k2BTne
3m∗eνcoll
(4.45)
where ne and T are the electron number density and the temperature of
the region where conduction is likely to occur (that is, in the outer crust of
the neutron star, which is the region just below the stellar surface; here the
temperature is more or less the same as on the surface, while the mass density
is much larger), m∗e is the effective electron mass in the ion lattice and νcoll
is the effective electron collisional frequency, which includes the contribution
of ions, phonons and impurities. κ0 has been plotted in Figure 4.2 for the
typical parameters of a neutron star crust. We will choose a tentative value
κ0 ≈ 1020 (c.g.s units).
It is now possible to compute the approximate value for the energy flux
transported from the heated area S towards the star interior via conduction:
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Figure 4.2: The conductivity κ0 along the magnetic field lines, as a function
of the mass density and temperature in the outer crust of a neutron star.
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let us choose L, the length scale for conduction, to be the thickness of the
ring on the pulsar surface where the lepton energy flux is deposited, so
L ≈ R∗
(√
R∗
a−∆a/2 −
√
R∗
a
)
; (4.46)
the conductive energy flux is therefore
Fcond(a) = κ0
Tc
L
≈ 1.7× 1024 κ0
1020c.g.s.
(
a
ap
)1/2
erg s−1cm−2 , (4.47)
where Tc ( T∗) is the temperature required in the heated area to sustain
the outflow of evaporating ions described above.
It is easy to notice that inward heat conduction is therefore negligible
with respect to the radiative energy losses computed above, so in a steady-
state situation the energy flux Frad radiated away from the surface must be
equal to the impinging energy flux Flep carried by the leptons accelerated
in the gap. It is easy to see that the value of q required to match the two
fluxes is almost independent from a (in Equation 4.42 we have seen that the
dependence is very weak, while the model assumed in order to calculate the
flux in Equation 4.44 does not depend on the half-distance in the binary
system but only on the features of the surface and atmosphere of a single
pulsar), and the number of pairs that each Goldreich-Julian lepton should
produce in the gap is of order
q ≈ 9× 105 , (4.48)
which is (see my discussion in Section 3.4) not too large to be accounted for
by the pair production mechanisms inside the gap. Obviously, our calculation
can be improved when a more accurate knowledge of the properties of pulsar
surfaces and atmospheres will be available, thus allowing to evaluate the
effects of Inverse Compton on the moving leptons.
Let us notice that an important difference between the gap mechanisms
here and in the second model described above is that here each Goldreich-
Julian charge in the gap can give rise to many pairs without significantly
quenching the gap electric field (see Section 3.4); on the other hand, in the
previous model the maximum charge density that can be produced in the
gap is just the Goldreich-Julian value (see Subsection 2.3.3). This difference
in the number of energetic leptons hitting the surface per unit time, together
with the different impinging energy, gives a different flux of evaporating ions
and a different predicted flux for cosmic rays.
In order to compute the predicted cosmic ray spectrum, I will now discuss
the fate of the evaporating ions: we have so far supposed that an iron ion
flux equal to (ρatm/m)c can be provided by the region of the pulsar surface
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(whose area is S) heated by the accelerated leptons (the other parts of pulsar
atmosphere are supposed to remain unperturbed, the charged ions there are
strongly linked to their magnetic field lines and can not move toward the
heated region). The number of ions emitted per unit time by the heated area
of the pulsar surface will then be (ρatm/m)S c. It is reasonable to imagine that
all these ions, emitted along the magnetic field lines passing through the gap
region, will follow these magnetic field lines towards the acceleration region:
in fact I have supposed, in calculating the required surface temperature Tc,
that those ions are emitted with speed next to the speed of light, which is
surely larger than the escape velocity from the pulsar (
√
2GM∗/R∗  c is
equivalent to R∗/Rsch  1). That is to say, the emitted ions are able to
escape from the star gravitational field and reach the gap region.
Anyway, let us notice that on the pulsar surface two regions, both with
area S, will be at each moment heated by an infalling flux of leptons: one
will be mainly heated by positrons and the other mainly by electrons. Ions
moving toward the gap will travel in opposite direction with respect to the
leptons, so only iron nuclei emitted in the region where electrons fall will
have the possibility to enter the gap and be accelerated by the gap electric
field. For those ions, the efficiency coefficient is η = 1, while ions coming
from the positron region will be repelled by the gap electric field even before
entering the gap, and their efficiency will be η ≈ 0. We will neglect the latter
ones and we will set η = 1. Anyway, if we would like to take into account the
possibility that some of the cosmic rays extracted from the electron region
are lost before being accelerated, we should include in our calculations also
the efficiency η ≤ 1.
We can then conclude, considering that the only part of the pulsar at-
mosphere contributing to the flux of cosmic rays is the electron region de-
scribed above, that the number of cosmic rays injected in the interstellar
medium per unit εZA, taking into account a factor of 2 for the contribution
of both pulsars, is:
dNinj(εZA)
dεZA
= ξ 2
ρatm
Amp
S c
∣∣∣∣ dtda
∣∣∣∣ ∣∣∣∣ dadεZA
∣∣∣∣ (4.49)
with the same assumptions as in the second model described above (the vari-
ation of a with time is supposed to be entirely due to gravitational wave
emission and in the range of half-distances we are considering here the rela-
tionship between a and εZA is expressed by Equation 4.8). A straightforward
substitution yields:
dNinj(εZA)
dεZA
≈ ξ 2.5× 1039 1
ZFeAFe
ρatm
10 g cm−3
(
εZA
ZFeεFe,min
)−2.2
1
GeV
(4.50)
where εFe,min is the minimum energy in this model for iron nuclei (corre-
sponding to a = ap).
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The predicted flux, calculated as we have done in the previous model, is
therefore:
dN
dεZAdSdΩdt
≈ ξ 7.6×10−15 1
ZFeAFe
ρatm
10 g cm−3
(
εZA
ZFeεFe,min
)−2.5
1
GeVm2s sr
(4.51)
In this case the power law is similar to the observed value (the efficiency ξ
could maybe weakly depend on εZA) and the predicted flux is comparable
with the observed one in all the energy range we are interested in (between
εZA,min = 4.8×1016ZFeeV and εZA,max = 1.2×1020A1.2FeZ−0.5Fe eV), if we choose
the efficiency for the escape to be ξ ≈ 10−3, which is quite a reasonable value.
Obviously, all the cosmic rays that do not escape from the system will follow
their magnetic field lines and fall again on pulsar A in the same region where
positrons hit the surface; this flux is necessary to keep the star approximately
neutral (ξ  1) but does not provide additional evaporating nuclei able to
be accelerated and to escape, since the cosmic rays evaporating from the
positron regions are repelled by the gap electric field even before entering the
gap.
Let us add one last point: I have calculated that for energies higher
than εZA,max curvature emission is expected to be important even for ions;
assuming that in this case the dependence of the energy on the half-distance
is expressed in Equation 4.11 (for a < aZA I know that h(a) is a good
approximation for the minimum gap thickness) we have that the predicted
spectrum is a power law with spectral index equal to −8.5, which is much
steeper than the observed one; so, binary pulsars can be the accelerating
source only for cosmic rays with energies less than εZA,max.
4.2 Escape of cosmic rays
In this section I will qualitatively describe the magnetic configuration outside
the gap region and the possible mechanisms for the escape of cosmic rays.
I will assume the third model described in the previous subsection for the
origin and acceleration of cosmic rays in binary pulsars.
I will now show that when the cosmic rays come out of the acceleration
gap their energy per unit volume is larger than the local magnetic energy
per unit volume, so the magnetic field lines can be considered frozen in the
moving plasma and will be pulled away by the escaping cosmic rays; so,
the escaping ions provide both a particular magnetic configuration, since the
magnetic field lines are frozen in the plasma and will follow its motion, and a
particular current distribution, which must be self-consistent with the mag-
netic configuration. Currents provided by the escaping plasma will be both
poloidal and toroidal, so that they will produce a magnetic field both toroidal
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and poloidal (respectively), and the poloidal magnetic field will add to the
dipolar fields of the two stars and will open some magnetic field lines, as the
self-consistent picture of escaping cosmic rays (and therefore escaping frozen
magnetic field lines) requires. The same happens in the Goldreich-Julian
magnetosphere: the charges escaping along the magnetic field lines near the
polar caps create a toroidal current which is directly responsible for the fact
that those magnetic field lines are open and can therefore follow the escaping
charges flowing towards the boundary zone.
In order to compute the energy density given by the escaping cosmic rays
it is necessary to calculate the mass density near the acceleration region,
which is related to the atmospheric mass density extracted from the pulsar
in this way:
ρacc(a) = ρatm
S
a∆a/2
(4.52)
simply because the number of nuclei per unit time extracted from an area
equal to S (see Equation 4.39) in the pulsar atmosphere is now spread over
a surface with area a∆a/2 (equal to the extent of the acceleration region or-
thogonally to the closed magnetic field lines of pulsar A). So, using Equation
4.9 and remembering that in the range of a we are considering curvature radi-
ation in the acceleration gap is negligible, the energy density of the escaping
cosmic rays is ECR = ξγZA,free(a)ρacc(a)c2, that is
ECR ≈ 3.0× 1027 ξ
10−3
ZFe
AFe
ρatm
10 g cm−3
M
1/2
1.4B∗13R
6
∗6
(
a
amin
)−11/2
erg cm−3
(4.53)
where I have taken into account that just a fraction ξ of the accelerated
cosmic rays can escape from the binary pulsar system (ξ has been determined
in the previous subsection supposing that binary pulsars are really the source
for cosmic rays between the knee and the ankle). Obviously, also the pairs
produced in the gap could give a contribution to the mass density and the
energy density; anyway, choosing q ≈ 106 as determined in the previous
subsection, their contribution to both the mass and energy density is found
to be negligible even assuming ξ = 1 for such pairs (which is certainly not
true).
On the other hand, the energy density associated with the local dipolar
magnetic field B(a) is equal to
EB =
B(a)2
8pi
≈ 4.0× 1022B2∗13R6∗6
(
a
amin
)−6
erg cm−3 (4.54)
which is, for all the half-distances larger than amin, less than the local energy
density due to the accelerated cosmic rays.
So, we can conclude that, since the energy density of the accelerated
cosmic rays is larger than the local magnetic energy density, the nuclei can
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escape from the binary system with the magnetic field lines frozen in the
plasma. In the steady-state situation we imagine that the escaping cosmic
rays can create toroidal currents so that the poloidal magnetic field of the
binary pulsar system is distorted as shown in Figure 4.3. This figure is a
sketch of the poloidal magnetic configuration in the plane orthogonal to the
orbital plane including the line connecting the stars; the escaping plasma is
thought to flow, together with its frozen magnetic field, towards b or c and
to move around the bc axis, thus providing the required toroidal currents.
I have labeled with A and B the two pulsars (with the magnetic moments
drawn as arrows), point a represents the acceleration gap (along the last
closed magnetic field lines), where the magnetic field is supposed to be simply
the superposition of two dipolar fields and accelerating charges move along
the local magnetic field lines. Outside the gap, towards point b and c, the
currents of the escaping charges become more and more important for the
determination of the magnetic field configuration. Obviously, according to
the sign of the induced electric field along the magnetic field lines in the gap,
nuclei are expected to stream either towards b or towards c; anyway, the
toroidal currents they will create are supposed to modify the magnetic field
configuration both above and below point a.
All the regions labeled with R show magnetic fields with opposite direc-
tions, so magnetic reconnection here can happen: even if magnetic reconnec-
tion can even happen in a single point, we will suppose that the region where
reconnection phenomena are important has a typical length scale along the
open magnetic field lines chosen arbitrarily to be about L = a/10, where a
is the half-distance between the stars (the lateral extents of the reconnec-
tion region along the other two directions are a and ∆a, as well as for the
acceleration region).
Let us now qualitatively evaluate if this magnetic reconnection can really
happen between the stars, focusing on a particular magnetic field line of pul-
sar A: P will be the instantaneous point where that magnetic field line crosses
the orbital plane. When this line is in the plane sketched in Figure 4.3 but
on the left with respect to pulsar A, its shape is mainly determined by pulsar
A. Anyway, because of the orbital motion, this line will ultimately enter the
acceleration region, where it tends to be compressed by the magnetosphere
of pulsar B. Its fate will depend on the initial distance between the center of
pulsar A and the point where this line initially (that is, when B’s contribution
was negligible) crossed the orbital plane: it can become an open field line,
where accelerated cosmic rays will stream towards the interstellar medium,
or be the last closed field line, where an accelerating gap will develop, or be
so close to pulsar A that its shape will be hardly modified. In the first case,
the assumed configuration for the open magnetic field lines (Figure 4.3) will
cause reconnection to happen, as long as the typical reconnection velocity
(vrec ≈ 0.1 ÷ 0.01val, where val is the Alfvén speed [17] [70]) is greater than
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A B
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b
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R
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R
Figure 4.3: Poloidal magnetic configuration for the distorted fields of the two
pulsars in the plane orthogonal to the orbital plane and including the two
stars (the distortion is more or less the same throughout the acceleration
region, whereas the other parts of the co-rotating magnetosphere of each
pulsar are simple dipolar fields). The arrows on the stars show the direction
of the magnetic moments. a labels the acceleration region, b and c the two
possible direction for the escaping charges, R the regions where magnetic
reconnection is supposed to happen; here I have also shown the direction of
the currents due to magnetic reconnection.
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the typical velocity vP which point P has in a reference frame co-rotating
with pulsar A when P belongs to the plane sketched in Figure 4.3 and it is
between the two stars.
In order to compute the order of magnitude for vP , I have numerically
calculated, for two non-spinning aligned rotators with magnetic moments
orthogonal to the orbital plane, the polar angle between the magnetic axis of
pulsar A and the point where the magnetic field line passing near the mid-
point between the stars crosses A’s surface, as a function of the half-distance
a between the stars. I have then evaluated the distance d(a) between the
center of pulsar A and the point P for that same magnetic field line where P
is in the plane sketched in Figure 4.3 but on the left with respect to pulsar
A. I have then estimated vP as
vP (a) = [d(a)− a]Ω(a)
pi
. (4.55)
This speed can more or less be considered the speed of approach between the
two parts, with opposite magnetic field directions, of the open magnetic field
lines when the orbital motion makes them to move one towards the other
and to reconnect. I have numerically estimated the order of magnitude for
this velocity to be
vP (a) ≈ 1.5× 108
(
a
ap
)−0.5
cm s−1 (4.56)
Magnetic reconnection can not happen if this calculated speed is larger
than the typical velocity for reconnection, that is
vrec(a) = 0.1÷ 0.01val(a) = 0.1÷ 0.01
√
B2(a)
4piξρacc(a)
(4.57)
where I have taken into account that in the reconnection region, which is out-
side the acceleration region, only the escaping charges (which are a fraction
ξ = 10−3 of the accelerated ions) can contribute to the local mass density. It
is easily seen that, for all the half-distances a < ap, the Alfvén speed com-
puted with the above formula is always larger than the speed of light, so we
should take val ≈ c; it is thus straightforward to see that it is approximately
true (at least if we choose vrec = 0.1val) that vrec > vP and reconnection can
happen.
In Figure 4.3 I have also shown the direction of the reconnection currents;
let us now compute the magnetic fields that those currents can produce. If
L is a typical length scale for reconnection, and the typical reconnection
velocity is vrec, a reasonable choice for the local anomalous conductivity is
σ = vrec/L, and the typical order of magnitude for the reconnection current
density will be
jrec = σ
vrec
c
B(a) , (4.58)
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and the corresponding magnetic field intensity is, using Maxwell equations,
Brec =
4piL
c
jrec =
(vrec
c
)2
B(a) . (4.59)
In Figure 4.3 I have sketched only the distorted magnetic field configura-
tion of the two stars and I have neglected any contribution from the magnetic
reconnection currents; anyway, Brec is expected to have a random direction in
the reconnection regions, so that cosmic rays escaping through those regions
together with their frozen magnetic field (inherited by the pulsars) can ex-
perience also a transverse magnetic field whose intensity is more or less Brec.
The escaping cosmic rays should therefore radiate via synchrotron emission:
let us find the range of half-distances where the cooling time via synchrotron
radiation is larger than the traveling time through the reconnection region:
the inequality to be satisfied is
γZA,freeAmpc
2
2σT cγ2ZA,freeB
2
rec/(8pi)
 L
c
(4.60)
where σT = 8pi/3(Z2e2/Ampc2)2 is the Thomson cross section for cosmic
rays with charge Ze and mass Amp and L ≈ a/10 is the typical extent of the
reconnection region along the distorted poloidal magnetic field lines. Using
Equation 4.9 and vrec ≈ 0.1c, we obtain a lower limit for the half-distances
where the escaping cosmic rays do not lose much energy via synchrotron
emission:
a asy ≈ 3.9× 106 Z
2/3
Fe
A
8/15
Fe
v
8/15
0.1c M
1/15
1.4B
2/5
∗13R
6/5
∗6 cm (4.61)
where v0.1c ≡ vrec/0.1c; the corresponding energy is equal to
εsy ≈ 4.5× 1019A
4/3
Fe
Z
5/3
Fe
v
−4/3
0.1c M
1/3
1.4 eV (4.62)
which therefore represents the maximum energy for which the third model
described in the previous subsection is valid in predicting the detected flux on
Earth (cosmic rays are not expected to suffer other significant energy losses
after they have escaped from the reconnection regions towards point b or c).
Let us notice that, even if we choose vrec ≈ c (that is, Brec ≈ B(a)), the
corresponding energy cutoff is εsy = 2 × 1018 eV, and the hope that binary
pulsars can give origin to the observed flux of cosmic rays with energies as
high as εankle is still very strong.
Let us now discuss one last point: we have seen that, after acceleration,
cosmic rays enter the reconnection region, where they can lose energy via
synchrotron emission, and then they escape from the system along the mag-
netic field lines they contribute to open, as I have described before. Anyway,
148 Binary pulsars and cosmic rays
there is still one point missing in our model: we have not shown yet how
cosmic rays can move away from the closed magnetic field lines where they
have been accelerated towards the reconnection region. The suitable solu-
tion is to invoke the drift velocity due to the component of the electric field
orthogonal to both the magnetic field lines in the acceleration region and the
line connecting the two stars:
~vE = c
~Eind ∧ ~B
B2
; (4.63)
let us keep in mind that in our model the orthogonal component of the electric
field has the intensity expressed in Equation 3.37 and its typical length scale
along the magnetic field lines is not limited to the gap but it is as large as the
half-distance a; so the order of magnitude of the distance that the guiding
center can travel in a time equal to a/c because of that drift velocity is
∆L =
Ω(a)a2
c
≈ 3.2× 105M1/21.4
(
a
amin
)1/2
cm ; (4.64)
since this distance is traveled more or less along the direction of the line
connecting the stars, we should compare it with the extent of the acceleration
region along that line, that is ∆a = 0.3a; their ratio is
∆L
∆a
≈ 0.5M1/21.4
(
a
amin
)−1/2
. (4.65)
Supposing that an equal number of cosmic rays is accelerated per unit
time along each of the closed magnetic field lines in the acceleration region
(and assuming that acceleration along each of these lines has the same fea-
tures), the cosmic rays able to escape should be a fraction of those ones which
are moving along those magnetic lines whose distance from the last closed
magnetic field line (let us focus our attention on pulsar A, for example) is
less than ∆L; it is therefore encouraging that the ratio above is larger than
the ratio between the number of escaping ions and of accelerated ions, that
is ξ. In other words, the drift velocity computed above is large enough to
account for the efficiency required for the comparison between the predicted
flux and the observed flux of cosmic rays.
From Figure 4.3 it is easy to see that for both the two possible directions
(along the same line) of the drift electric field described above, the cosmic
rays accelerated along the closed lines of one pulsar (either A or B) have the
drift velocity in the right direction to escape from the system (the fact that
only one pulsar mainly contributes to the escaping cosmic rays at any given
time should be taken into account if we would like to theoretically estimate
ξ); the parallel induced electric field then determines if those cosmic rays will
escape towards b or c.
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4.3 Conclusions
In this thesis I have discussed some electrodynamic properties that could
be important for binary pulsar systems, emphasizing in particular that the
induced electric field caused by the time-dependent distortion of the two co-
rotating magnetospheres could be responsible for the acceleration of cosmic
rays with energies as high as εankle.
I have in fact shown that a model in which iron ions, after evaporating
from the stellar surface because of the heating effect of the leptons created
and accelerated by the induced electric field, are then freely accelerated by
that same electric field is able to predict (see Equation 4.51) both the power
law and the flux of the observed spectrum of cosmic rays. We have also
emphasized that the component of the induced field orthogonal to the mag-
netic field lines and the line connecting the stars could be responsible for a
drift velocity (see Equation 4.65) which could unhook the cosmic rays from
the closed magnetic field lines where acceleration occurs and let them escape
towards the interstellar medium.
Anyway, further developments will let us add more details to our model:
in particular, significant changes could come if we would take into account
the importance of quantum effects in the radiation processes; moreover, a
more detailed knowledge of pulsar surfaces and atmospheres will allow us to
have a better determination of the parameters used in our model.
Above all, the magnetic configuration in the area between the stars should
be better justified (in Figure 4.3 we have just made an ansatz about that)
in order to clarify the dynamical and radiation processes acting during the
escape of cosmic rays from the binary pulsar into the interstellar medium.
This thesis is just the first step in the knowledge of the unexplored fea-
tures of the joint magnetospheres of binary pulsars; the promising results we
have obtained can therefore pave the way for further developments in such a
fascinating field.
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Appendix A
Dispersion measure
Distances to pulsars are inferred from their dispersion measures, DM , defined
as
DM ≡
∫ d
0
ne(l) dl ≈ 〈ne〉 d , (A.1)
where d is the pulsar distance, ne the electron number density (〈ne〉 is its
mean value along the line of sight) and l the path length along the line
of sight. The dispersion measure is usually quoted in pc cm−3. The name
dispersion measure arises because electromagnetic waves are dispersed by the
conducting interstellar medium and their group and phase velocity depend
on the frequency. A broadband pulse arrives later at lower frequencies than
at higher frequencies.
Quantitatively, we recall that if an electromagnetic wave of frequency ω
is propagating in a tenuous plasma of free electrons with charge −e, their
equation of motion is given by
me~¨x = −e ~E = −e ~E0eiωt . (A.2)
Thus it is possible to compute the dipole moment −e~x of a single electron
and the polarization of the medium:
~P = ne(−e)~x = − nee
2
meω2
~E . (A.3)
From ~P = (εr − 1) ~E/4pi it is possible to calculate the dielectric constant εr:
εr = 1−
ω2p
ω2
, (A.4)
where ωp = 4pinee2/me is the plasma frequency.
Now for the propagation of an electromagnetic wave of wave number k
and frequency ω, the phase velocity is both ω/k and c/
√
εr. So it is easy to
get the dispersion relation
ω2 = ω2p + k
2c2 (A.5)
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and the group velocity
vg ≡ dω(k)
dk
= c
(
1− ω
2
p
ω2
)1/2
≈ c
(
1− ω
2
p
2ω2
)
, (A.6)
if ω  ωp.
The time of flight for a pulse centered at frequency ω and traveling a
distance d is
ta(ω) =
∫ d
0
dl
vg
≈ d
c
+
2pie2
mecω2
DM , (A.7)
where I have used the definition of DM . The measured quantity is ∆ta, the
arrival time delay of different frequency components of the pulse, and the
relation (valid if ω1 ≈ ω2)
∆ta
∆ω
= − 4pie
2
me c ω3
DM (A.8)
gives the DM .
Appendix B
PK parameters
In Chapter 1 I have introduced five different PK parameters: the relativistic
periastron advance ω˙, the orbital decay due to gravitational wave damping P˙b,
the gravitational redshift and time dilation parameter γ and the parameters
s and r connected to the Shapiro delay.
The interpretation of the first two parameters is physically clear and their
expression as a function of the masses and the keplerian parameters can be
found for example in [26].
In this appendix I will describe the physical processes which give origin
to γ and the Shapiro delay. Let us keep in mind that the mass of the most
visible pulsar is mA (and the semimajor axis of its orbit is aA) and the mass
of its companion is mB; Pb, e and i are respectively the period, eccentricity
and inclination of the orbital motion (Figure B.1).
B.1 The gravitational redshift and time dila-
tion parameter γ
The ratio between any received and emitted time interval (such as the time
elapsing between two pulses) can be written
(δt)rec
(δt)em
=
(δt)rec
(δt)stat
(δt)stat
(δt)em
(B.1)
where (δt)stat denotes the time interval for an observer at the instantaneous
position of the pulsar who is stationary with respect to the center of mass of
the binary pulsar system; that is, the first term in the right hand side of the
previous equation is only due to the gravitational redshift, while the second
term is caused by the Doppler redshift along the orbit. Let us assume for the
moment that the receiver (on Earth) is also static with respect to the center
of mass of the binary system.
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Figure B.1: The orbit of the binary pulsar. The point O lies at the center of
mass of the binary system; P lies at pulsar periastron, whose longitude is ω.
The line of nodes, that is the x axis, passes through O along the intersection
of the orbital plane with the plane perpendicular to the line of sight. φ is
the true anomaly, i the inclination of the orbit. nˆ points from the Earth to
the emitter.
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Then if r is the distance between the two pulsars the gravitational redshift
formula yields:
(δt)rec
(δt)stat
=
(
1− GmB
rc2
)−1
, (B.2)
where I have neglected some terms in the gravitational potential which do
not vary along the orbit (and for this reason, as I will explain later, are
undetectable).
On the other hand, the Doppler formula gives, if ~vA is the orbital velocity
of pulsar A,
(δt)stat
(δt)em
=
(
1− v
2
A
c2
)−1/2(
1 +
~vA · nˆ
c
)
, (B.3)
where nˆ is a unit vector pointing from the Earth to the emitter.
Thus Equation B.2 becomes, neglecting higher orders than (vA/c)2 and
Rsch/r (Rsch is the Schwarzschild radius),
(δt)rec
(δt)em
= 1 +
~vA · nˆ
c
+
1
2
v2A
c2
+
GmB
rc2
. (B.4)
From the equation of the orbit and Kepler’s laws is possible to express the
first-order Doppler term in the equation above as a function of the Keplerian
parameters and the parameters in Figure B.1:
~vA · nˆ = K[cos(ω + φ) + e cosω] , (B.5)
K ≡ 2piaA sin i
Pb(1− e2)1/2 . (B.6)
So far the analysis is exactly the same as for a single-line spectroscopic binary,
with the important difference that (δt)em, not being from a spectral line, is
not known. Thus any constant term on the right-hand side of Equation B.4
is not measurable: it is simply absorbed in (δt)em. In particular, a uniform
velocity between the Solar system center of mass and the pulsar system center
of mass is not measurable, as well as the constant gravitational potential of
the emitting pulsar A. Anyway, the Earth’s orbital motion leads to a Doppler
effect that must be subtracted out using the known velocity of the Earth in
the Solar system.
Because of the high precision of pulsar timing, the transverse Doppler
shift and gravitational redshift terms in Equation B.4 can also be measured.
We find
1
2
v2A +
GmB
r
= β cosφ+ const , (B.7)
β ≡ Gm
2
B(mA + 2mB)e
(mA +mB)2aA(1− e2) . (B.8)
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However, we now notice that the time dependence in the previous equation is
exactly the same as that of the first-order termK cosω cosφ. For pure elliptic
motion, β is therefore unmeasurable. Fortunately, we are saved by general
relativity. The orbit is not exactly an ellipse, since there is a periastron
secular advance ω˙. Thus if we let ω → ω0 + ω˙t in Equation B.5, there are
now four independent time-varying trigonometric combinations of φ and ω˙t.
Thus on a timescale of years one can separate K, ω0, ω˙ and β.
The quantity γ is related to β by
γ ≡ βPb(1− e
2)
2pic2
. (B.9)
B.2 The Shapiro delay
The Shapiro delay [10] [11] is a delay in the arrival time of the pulses caused
by the passage of A’s pulses through the gravitational potential of the com-
panion B.
[11] performs the complete calculation for the Shapiro delay: let us sup-
pose that the companion B is the center of a Schwarzschild metric with radial
coordinate R and that τ is the proper time on Earth; in particular, let us
define RA and RE as the radial coordinates of the emitting pulsar and of
the Earth, respectively, and R0 the radial coordinate of the point where light
passes as near as possible the companion B.
Since in the study of the binary systems we expect RE  RA ≈ R0, the
leading terms in the time of flight of pulses are, supposing that light travels
from the pulsar A to the Earth,
τS = τcl + τGR , (B.10)
where τcl is the classical contribution and we will neglect it since it does not
vary along the orbit:
τcl ≡ 1
c
[(R2E −R20)1/2 + (R2A −R20)1/2] , (B.11)
while τGR is the general relativistic correction:
τGR ≡ 2GmB
c3
[
ln
(
RE + (R
2
E −R20)1/2
R0
)
+ ln
(
RA + (R
2
A −R20)1/2
R0
)]
.
(B.12)
Moreover, supposing that light travels in a straight line (without this hy-
pothesis, the corrections to the final result would be of negligible importance),
we have RA = r = a(1−e2)(1+e cosφ)−1, where a the semimajor axis of the
orbit of relative motion, and R0 = r
√
1− sin2(φ+ ω) sin2 i (Figure B.1).
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Therefore
∆τS =
2GmB
c3
ln
(
2RE
r(1− sin i sin(φ+ ω))
)
, (B.13)
which is, apart from an irrelevant constant which does not vary along the
orbit, the result used in Section 1.2.
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Appendix C
Age of binary pulsars
In this appendix I will summarize the most recent methods to calculate the
age since birth τb for a binary pulsar after the explosion of the less massive
(secondary) star; when this explosion happens, accretion-driven spin-up of
the primary star ends and the two neutron stars evolve as spinning-down
pulsars.
For age estimates, past work has relied exclusively on the characteristic
spin-down timescale τc ≡ P/2P˙ , based on the Gold-Pacini magnetic braking
torque (Section 2.1), but that is an accurate chronological age only if the
present-day spin period P is much greater than the pulsar’s period P0 at
birth (that is to say, at the end of the accretion phase for recycled pulsars),
and for dipolar radiation braking with a constant magnetic field (which is
surely not the case, see Section 2.1). Since P0 may not be small compared to
P , we will see below that the characteristic spin-down timescale is generally
an overestimate of the time since spin-up; consequently, birth and merger
rates (in steady state and for lifetimes shorter than the age of the Universe,
these two rates coincide) for DNS systems based on τc may be underestimates.
It is therefore necessary to compute in the best possible way a neutron
star’s rotational history since the cessation of spin-up, in order to get a reli-
able estimate of its true age.
The equilibrium spin period of a magnetized neutron star accreting mass
and angular momentum from an evolving companion star may be approx-
imated by the Kepler orbital period at the Alfvén radius ral [17] [27] [28],
apart from the so called fastness parameter ωs ≈ 7/8. Let us assume that the
magnetic moment of the neutron star is µ and its mass is M∗; the accretion
rate can be written as M˙ = 4picR∗m˙/κ, where R∗ is the neutron star radius,
κ the opacity of the accreting material, and the dimensionless parameter m˙ is
the mass accretion rate in units of the Eddington rate (spherical accretion is
assumed, but the result for ral is roughly independent from this assumption,
which acts only on the coefficient ξ we will use below and does not influence
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the other physical parameters). So the Alfvén radius is
ral = ξ
(
µ4
2GM∗M˙2
)1/7
= ξ
(
µ4κ2
2GM∗(4picR∗)2m˙2
)1/7
(C.1)
where ξ ≈ 0.5 is a numerical factor that encapsulates uncertainties in the
Alfvén radius. The equilibrium spin period is then Peq = 2pir
3/2
al /ωs(GM∗)
1/2,
where ωs is the fastness parameter. Defining ζ ≡ ξ/ω2/3s , we have
Peq ≈ 0.95 ζ3/2µ6/730 m˙−3/7κ3/70.4R−3/7∗6 M−5/71.4 s , (C.2)
where µ has been expressed in units of 1030Gcm3, κ in units of 0.4 cm2 g−1
(the Thomson opacity for ionized hydrogen), R∗ in units of 106 cm andM∗ in
units of 1.4M. When accretion ceases, the spun-up neutron star is assumed
to radiate away rotational kinetic energy through dipolar electromagnetic
radiation (Section 2.1). In this model, PP˙ = 8pi2ηµ2/(3Ic3), where I is the
stellar moment of inertia and η ≤ 1 is a geometrical factor that depends on
the misalignment of the star’s spin and magnetic axes; with these assump-
tions on the variation of the magnetic field strength with age (supposing, on
the other hand, that m˙ in constant in time), it is easy to compute the spin-up
line relationship between P and P˙ for the endpoint of spin-up by accretion
P˙ = αP 4/3 , (C.3)
α ≈ 1.10× 10−15 η ζ−7/2m˙ κ−10.4R∗6M5/31.4I−145 s−4/3 , (C.4)
where P is in seconds and I = 1045I45 g cm2.
While the scaling P˙ = αP 4/3 is well-founded for neutron stars with pre-
dominantly dipolar magnetic fields, there are numerous sources of uncertainty
in the coefficient α: the parameters ξ, ωs and η are not well known, and sub-
Eddington accretion, m˙ ≤ 1, is likely (for instance, if inflow onto the neutron
star is not spherical but restricted to the polar caps). Also, the preferred
spin-up scenario for DNS systems, accretion from the helium core of a com-
panion stripped of its hydrogen envelope, suggests an opacity κ0.4 = 0.5.
If the evolutionary timescale of the donor star is short, the accretion phase
may not last long enough to spin the neutron star up to equilibrium. For an
accretion rate M˙ and the Alfvén radius ral, the time to reach the equilibrium
angular velocity ωsΩK(ral) thanks to the spinning torque M˙r2alΩK(ral) is
teq ≈ ωsI/(M˙r2al); if mass accretion following Roche lobe overflow lasts a
time (that is the lifetime of the companion) tacc = 106 tacc,6yr ≤ teq, the spin
period at the end of the accretion phase is P ≈ Peqteq/tacc ≥ Peq, which
implies the relationship
P˙P 810 ≈ 3.60× 10−20 η ξ−7/2m˙−6t−7acc,6κ60.4R−6∗6M−31.4I645 , (C.5)
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Figure C.1: Portion of the P − P˙ diagram; pulsars are shown as dots, with
encircled dots denoting binary systems; the two open circles represent the
eclipsing binaries. The sizes of the circles scale as logPb; heavy circles de-
note companion masses greater than 0.45M (that is, likely CO rather than
He white dwarf companions) and ellipses represent DNS binaries. For PSRs
B1534+12, B1913+16, and B2127+11C (M15C), evolutionary tracks for ro-
tational spin-down assuming dipolar magnetic braking are shown: tick marks
delimit time intervals of 20 Myr; smaller ticks indicate the portion of each
track for which Pb < 4 hr. The tracks end at the expected coalescence time
for each system, having begun on the equilibrium spin-up line (Equation
C.3), shown as a solid line within a gray region; the latter indicates the ex-
tent to which the position of this line may vary if assumed quantities (such
as the mass accretion rate) take on somewhat different values. Note that no
binary system lies beyond this line. The spin-up line for tacc < teq, Equation
C.5, assumes tacc,6 = 1. The Hubble limit is the locus of points for which
τc = 20 Gyr, and the death line is the pair-creation limit signifying turnoff
of radio emission. The bimodality of the distribution of binary systems (the
B1913 family versus the J0621 family) is probably due to different accretion
and spin-up processes: respectively, disk accretion and wind accretion.
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where I have used P = 10P10ms. This equation is extremely sensitive to all
of the parameters and represents a family of P˙ ∝ P−8 spin-up lines in the
P − P˙ diagram (Figure C.1).
After discussing the post-accretion period P0, we now describe how to com-
pute the spin-down age τb. The time to spin down from birth period P0
to present-day period P , with constant braking index n (if the spin-down
relation is P˙ = P˙0(P/P0)2−n), is
τb = τc(n)
[
1−
(
P0
P
)n−1]
(C.6)
where the characteristic age τc(n) ≡ P/[(n − 1)P˙ ] (which coincides, for the
case n = 3 of a spin-down via magnetic torque, with the definition of Section
1.4) approaches the true age only in the limit P0  P . In the P−P˙ diagram,
intersection of the spin-down trajectory P˙ = P˙0(P/P0)2−n with an assumed
spin-up line provides a recycled pulsar’s initial period, which, through the
above equation, yields the time elapsed since the end of spin-up.
This technique is therefore the best one to estimate the ages of the known
DNS systems; should accretion in a given system have halted before the equi-
librium spin period was reached, or if the accretion rate was sub-Eddington,
such an estimate becomes a strong upper bound on the true age. For n = 3,
spin-down trajectories for some known DNS systems are shown in Figure C.1.
Now I would like to discuss the most suitable choice of the index n, compar-
ing the spin-down ages predicted by Equation C.6 with the known age of the
Crab pulsar PSR 0531+21, whose age is about 950 yr (the explosion of its
supernova was observed in 1054 AD by Chinese astronomers).
For the Gold-Pacini model (Section 2.1) the relation between the angular
frequency Ω∗ and its derivative Ω˙∗ is
Ω˙∗ = −B
2
∗R
6
∗Ω
3
∗ sin
2 α
6Ic3
(C.7)
where B∗ is the pulsar magnetic field at the magnetic pole, R∗ and I are
respectively the pulsar radius and moment of inertia and α is the angle
between the magnetic axis and the rotation axis.
Since n is also defined by Ω˙∗ ∝ −Ωn∗ , supposing that the magnetic field
does not decay with time the braking index is n = 3 for the Gold-Pacini
model. Thus Equation C.6 yields:
τb =
P
2P˙
[
1−
(
P0
P
)2]
≈ P
2P˙
, (C.8)
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where the last approximation is justified by the fact that for an isolated
pulsar we expect P0  P . Note that this estimate does not depend on the
detailed properties on the underlying neutron star, but only on the general
behavior of the spin-down due to magnetic dipole radiation.
Anyway, the predicted value for the Crab pulsar, τc(3) ≈ 1243 yr, is a
bit larger than the known age of 950 yr. The agreement can be improved by
allowing for other mechanisms of energy loss, such as gravitational radiation,
so that the spin down will happen more rapidly and the resulting age will be
shorter.
If the neutron star has a time-varying quadrupole moment, it can radiate
gravitational waves. Let us suppose that the star can be approximated with
an homogeneous ellipsoid (the departure from the spherical symmetry can
be given by interior anisotropic magnetic fields of 1015 G, corresponding to
internal magnetic fields of 105 G prior to collapse) whose moments of inertia
are:
I1 =
1
5
M∗(b2 + c2) , I2 =
1
5
M∗(a2 + c2) , I3 =
1
5
M∗(a2 + b2) . (C.9)
Furthermore, let us make the hypothesis that the star is rotating around the
third axis and let us define
 =
a− b
(a+ b)/2
 1 , (C.10)
so the power emitted via gravitational radiation is
ε˙∗GW = −32
5
G
c5
I23 
2Ω6∗ . (C.11)
So for the gravitational radiation the braking index is n = 5 and the
predicted spin down age, if the gravitational radiation were the only source
of energy loss, is τc(5) ≈ 600 yr, which is less than the age of the Crab. This
implies that gravitational radiation cannot alone be responsible for the Crab
spin-down. However, a combination of gravitational and magnetic dipole
radiation can be found which gives both the correct age and the observed
pulsar deceleration (thus inferring some information about the ellipticity 
and the power emitted via electromagnetic radiation, which should account
for the energetics of the Crab Nebula).
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Appendix D
Probability distribution for the
Galactic DNS merger rate
Kim, Kalogera and Lorimer [22] present an analysis method that allows to
estimate the Galactic DNS coalescence rate using the observational properties
of pulsars in the current observed sample and the modeling of pulsar survey
selection effects; this approach also assigns a statistical significance to these
estimates and calculates the allowed ranges of values at various confidence
levels.
The basic method is one of forward analysis. That is, the authors do
not attempt to invert the observations to obtain the total number of DNS
binaries in the Galaxy. Instead, using Monte Carlo methods, they populate
a model galaxy with DNS binaries (that match the properties of a fixed class
k of binary pulsars as regards the spin period and the pulse intrinsic width)
with pre-set properties in terms of their spatial distribution and radio pulsar
luminosity function.
Their model pulsar populations are characterized by a galactocentric radius
r, a vertical distance z from the galactic plane, and a radio luminosity L. As-
suming that the distribution of each of these parameters is independent, the
combined probability density function (PDF) of the model pulsar population
can be written as
F∗(r, z, L) = ψr(r)ψz(z)ϕ(L) , (D.1)
where ψr(r), ψz(z) and ϕ(L) are the individual PDFs of r, z and L, re-
spectively. In all models considered, azimuthal symmetry about the galactic
center is assumed.
For the radial and the vertical PDFs [31], they consider Gaussian and
exponential forms with different values of the radial r0 and the vertical z0
scale. In the reference model (number 6 in [22]), they assume a Gaussian PDF
for the radial component and an exponential PDF for the vertical component
with r0 = 4.0 kpc and z0 = 1.5 kpc.
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Let us notice that z0 is influenced by the characteristic semimajor axis
and eccentricity of the orbit after the explosion of the secondary star: binaries
with tight or significantly eccentric orbits tend to acquire large center-of-mass
velocities; such tight and eccentric orbits, however, will typically have short
merger timescales; consequently, systems with large initial velocities, which
could drive the population to high vertical scale heights, typically have short
timescales, which counteracts their expansion in the Galaxy.
Anyway, the combined spatial PDF is given by
ψr(r)ψz(z) ∝ exp
(
− r
2
2r20
− |z|
z0
)
. (D.2)
For the luminosity PDF [32] [36], they adopt a power-law function of the
form
ϕ(L) = (p− 1)Lp−1minL−p , (D.3)
where L ≥ Lmin and p ≥ 1. The cut-off luminosity, Lmin, and the exponent
p are the model parameters, and in the reference model they have chosen
p = 2 and Lmin = 0.3mJy kpc2 (luminosities are defined to be at the ob-
serving frequency of 400 MHz); [22] shows that the predicted Galactic rate is
nearly insensitive to r0 and z0 and quite sensitive to variations in p and Lmin.
For a given physical model and a fixed class k, they produce synthetic popu-
lations of different total numbers of objects Ntot. For each chosen Ntot, they
then produce a very large number of Monte Carlo realizations of such pulsar
populations and determine the number of objects Nobs that are observable by
all large-scale pulsar surveys carried out to date adopting a detailed model-
ing of the detection thresholds of these surveys. They compute the effective
signal-to-noise ratio each Monte-Carlo pulsar would have in each survey and
compare this with the corresponding detection threshold: for example, they
take into account that some pulsars are too faint to be detected even by
the most sensitive surveys so far, or that some binary orbital periods are so
short that the pulses are smeared due to orbital acceleration and therefore
these binary pulsars are undetectable. Only those pulsars that are nominally
above the threshold count as being detectable.
Performing this analysis for many different Monte Carlo realizations of
the physical model allows to examine the distribution of Nobs for a given
class k and Ntot. The resulting distribution closely follows Poisson statistics,
and they determine the best-fit value of the mean of the Poisson distribution
λ = 〈Nobs〉 for each population model, each class k and each value of Ntot.
They find that λ is linearly correlated with Ntot (λ = αNtot, where α is a
constant that depends on the properties of the chosen physical model and of
the given class k).
The main step in deriving a rate probability distribution for each of the
observed systems is to first derive the probability distribution of the total
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number of pulsars like the observed ones in the Galaxy. They obtain the
latter by applying Bayes’ theorem:
P (H|DX) = P (H|X)P (D|HX)
P (D|X) , (D.4)
where P (H|DX) is the probability of a model hypothesis H (λ in this case)
given data D (the real observed sample, in this case) and model priors X
(the population model and class k, in this case), P (D|HX) is the likelihood
of the data given a model hypothesis and priors, P (H|X) is the probability
of a model hypothesis in the absence of any data information and P (D|X)
is the model priors probability, which acts as a normalization constant.
With these identifications, P (D|HX) is the likelihood of the real observed
sample and is obtained by the best-fitting Poisson distribution for a single
observed binary system of class k (in fact for each class k only one binary
system has been observed):
P (D|HX) = P (1;λ(Ntot), X) = λ(Ntot)e−λ(Ntot) . (D.5)
In the absence of any data information D, the total pulsar number Ntot, and
hence λ, is expected to be independent from the population distributions and
class properties represented by X. Therefore, the probability of λ given a
set of assumptions X for the model Galactic population is expected to be
flat; the same will happen for the probability of the data D if no information
about λ is available.
Therefore, changing variable from λ to Ntot, the normalized PDF is:
P (Ntot) = α
2Ntote
−αNtot . (D.6)
For a given total number of class k pulsars in the Galaxy (so far I have
omitted the index k), we can calculate their rate <k using estimates of the
associated pulsar beaming correction factor fk and lifetime τk: first of all let
us notice that, in this statistical approach, Equation 1.22 means, if both Sk
and Ntot,k are seen as random variables, that the PDF for Ntot,k can be seen
as a PDF for the rate <k = Skfk/τk, since in our case Nobs,k = 1 is fixed:
P (<k) =
(
αkτk
fk
)2
<k e−(αkτk/fk)<k . (D.7)
However, in Section 1.5 both the scaling factor Sk and Ntot,k were not random
variables; in the statistical approach used here the scaling factor Sk used in
Section 1.5 can be interpreted as the mean value of a random variable. Here
it is equivalent to consider Ntot,k as a random variable and Nobs,k as a fixed
number or viceversa; it is therefore straightforward to identify Sk as used in
Section 1.5 with 1/αk = Ntot,k/〈Nobs,k〉. Finally
P (<k) =
(
τk
Sk fk
)2
<k e−(τk/Sk fk)<k , (D.8)
168 Probability distribution for the Galactic DNS merger rate
as reported in Section 1.5.
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