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One of themain results in a recent paper [P.H.A. Ngoc, On exponential stability of nonlinear
differential systems with time-varying delay, Applied Mathematics Letters 25 (2012)
1208–1213] is extended to amore general nonlinear differential systemwith time-varying
delays. A restrictive condition for global exponential stability in the above paper is also
removed.
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1. Introduction
Time delays are often encountered in practical systems [1,2]. In many cases, time delay is a source of instability [3].
Therefore, stability criteria for time-delay systems have been attracting the attention of many researchers in recent years,
see, e.g. [4–23] and references therein.
Throughout this paper, we denote ⟨m⟩ = {1, 2, . . . ,m} for given positive integerm. For integers l, q ≥ 1,Rl andRl×q are
real-valued l-dimensional vectors and l×q-dimensional matrices, respectively. For two l×q-dimensional matrices A = [aij]
and B = [bij], wewrite A ≺ B (A ≻ B) iff aij < bij (aij > bij). Denote |A| = [|aij|], and denote byRl×q+ the set of all nonnegative
matrices. Similar notations are adopted for vectors. The norm of the vector x ∈ Rn is defined to be ∥x∥ = maxi=1,2,...,n{|xi|}.
In a recent paper [11], the author studied the exponential stability of the following nonlinear differential system with
time-varying delays:
x˙(t) = A(t)x(t)+ F

t; x(t), x(t − h1(t)), . . . , x(t − hm(t)),
 0
−h(t)
B(s)x(t + s)ds

, (1)
where t ≥ 0, and
(i) hk(·), h(·) : R+ = [0,∞) → R+, k ∈ ⟨m⟩, are continuous functions satisfying 0 < hk(t) ≤ τk and 0 < h(t) ≤ τ0 for
some positive constants τk and τ0.
(ii) A(·) : R+ → Rn×n and B(·) : [−τ0, 0] → Rn×n are continuous matrix functions.
(iii) F : R+×
(m+2) times  
Rn × · · · × Rn→ Rn is a continuous function such that F(t; 0, . . . , 0) = 0 for t ≥ 0, F(t; u0, u1, . . . , um+1) is
(locally) Lipschitz continuous with respect to u0, u1, . . . , um+1 on each compact subset of R+×
(m+2) times  
Rn × · · · × Rn.
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(iv) There exist constant matrices A = [aij] ∈ Rn×n and Ak = [a(k)ij ] ∈ Rn×n+ for k = 0, 1, . . . ,m+ 1, such that
aii(t) ≤ aii, ∀ t ≥ 0, i ∈ ⟨n⟩;
|aij(t)| ≤ aij, ∀ t ≥ 0, i ≠ j, i, j ∈ ⟨n⟩, (2)
and
|F(t; u0, u1, . . . , um+1)| ≤
m+1
k=0
Ak|uk|, ∀ t ≥ 0, u0, u1, . . . , um+1 ∈ Rn. (3)
Let C([−τ , 0],Rn) be the Banach space of all continuous functions on [−τ , 0]with values inRn normed by themaximum
norm ∥φ∥τ = maxθ∈[−τ ,0] ∥φ(θ)∥, where τ = max0≤k≤m{τk}. It is obvious that (i)–(iii) guarantee the existence a unique
local solution x(t;φ) of system (1) satisfying the initial condition x(θ) = φ(θ) for t ∈ [−τ , 0].
By Definitions 2.1 and 2.2 in [11], system (1) is said to be locally exponentially stable if there exist positive numbers r, K , β
such that for each φ ∈ Cr = {φ ∈ C([−τ , 0],Rn) : ∥φ∥τ ≤ r}, the solution x(·;φ) of system (1) exists on [−τ ,∞) and
satisfies ∥x(t;φ)∥ ≤ Ke−βt for t ≥ 0. If there exist positive numbers K , β such that for each φ ∈ C([−τ , 0],Rn), the
solution x(·;φ) of system (1) exists on [−τ ,∞) and satisfies ∥x(t;φ)∥ ≤ Ke−βt∥φ∥τ for t ≥ 0, we say system (1) is globally
exponentially stable.
Based on assumptions (i)–(iv), the following exponential stability criterion for system (1) is established in [11].
Theorem 1. System (1) is locally exponentially stable if there exists a vector ξ = [ξ1, ξ2, . . . , ξn]T ≻ 0 such that
A+
m
k=0
Ak + Am+1
 0
−τ
|B(s)|ds

ξ ≺ 0. (4)
In addition, if the function F is positive homogeneous of degree one with respect to u0, u1, . . . , um+1, that is,
F(t;αu0, . . . , αum+1) = αF(t; u0, . . . , um+1) for any α ≥ 0, t ≥ 0 and u0, u1, . . . , um+1 ∈ Rn, then system (1) is globally
exponentially stable.
Following Theorem 1.2 in [11], we see that condition (4) is equivalent to each of the following statements:
(a) µ(A) < 0, whereA = A+mk=0 Ak + Am+1  0−τ |B(s)|ds, and µ(·) is the spectral abscissa of a given matrix;
(b) A is invertible andA−1 ≤ 0, i.e., each entry ofA−1 is nonnegative;
(c) For given η ∈ Rn and η ≻ 0, there exists ξ ∈ Rn+ such thatAξ + η = 0;
(d) For any x ∈ Rn+/{0}, the row vector xTA has at least one negative entry.
In this paper,we first show that the positive homogeneousness of degree one for the function F in Theorem1 is redundant.
That is, Theorem 1 can be restated as follows.
Theorem 2. Assume that (i)–(iv) are satisfied. System (1) is globally exponentially stable if there exists a vector ξ = [ξ1,
ξ2, . . . , ξn]T ≻ 0 such that (4) holds.
We also consider the following more general differential system of the form
x˙(t) = A(t)f (x(t))+ G

t; x(t), x(t − h1(t)), . . . , x(t − hm(t)),
 0
−h(t)
B(s)f (x(t + s))ds

, (5)
where t ≥ 0, A(t), B(t), hk(t) (k ∈ ⟨m⟩) and h(t) are defined as in (i)–(iii), and
(v) f (x) = [xγ11 , . . . , xγnn ]T , where 0 < γi = odd/odd ≤ 1, i ∈ ⟨n⟩, are given constants;
(vi) G : R+×
(m+2) times  
Rn × · · · × Rn→ Rn is a continuous function such that G(t; 0, . . . , 0) = 0 for t ≥ 0. Moreover, there exist
constant matrices A = [aij] ∈ Rn×n, Ak = [a(k)ij ] ∈ Rn×n+ for k = 0, 1, . . . ,m+ 1, such that (2) holds and
|G(t; u0, u1, . . . , um+1)| ≤
m
k=0
Ak|f (uk)| + Am+1|um+1|, ∀t ≥ 0. (6)
Unlike condition (iii), condition (vi) usually do not guarantee that the local solution of system (5) is unique. In the sequel,
we only focus on the exponential convergence of solutions of system (5). The following exponential convergence result for
system (5) is established.
Theorem 3. Assume that (i), (ii), (v) and (vi) hold. If there exists a vector ξ = [ξ1, ξ2, . . . , ξn]T ≻ 0 such that (4) holds, then,
for any given φ ∈ C([−τ , 0],Rn), there exist positive constants K and β such that the solution x(t;φ) of system (5) satisfies
∥x(t;φ)∥ ≤ Ke−βt for t ≥ 0.
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Remark 1. Theorem 3 presents a sufficient condition such that all solutions of system (5) exponentially converge to zero.
In the following proof of Theorem 3, we see that the choice of K and β depend on the given value ∥φ∥τ .
The main contribution of this paper is two-fold. First, by using an analytic technique different from that in [11], we
show that the positive homogeneousness of degree one for the function F can be removed for Eq. (1). Second, Theorem 2 is
extended to a more general nonlinear differential system of form (5) which contains Eq. (1) as a particular case. A numerical
example is given to illustrate the effectiveness and sharpness of our results.
2. Proofs of the main results
We now present the proofs of Theorems 2 and 3.
Proof of Theorem 2. For any φ ∈ C([−τ , 0],Rn), consider the solution x(t;φ) of system (1) defined on [0, T ) with T > 0.
Let x(t) = e−λty(t) for t ∈ [0, T ) and λ > 0. We will show that for any constant δ > 1,
|yi(t)| < δξid1 ∥φτ∥, t ∈ [0, T ), i ∈ ⟨n⟩, (7)
where d1 = mini∈n{ξ1, ξ2, . . . , ξn}, and yi(t) is the ith entry of y(t).
First, by the definitions of ∥φ∥τ and d1, we have that
|yi(0)| = |xi(0)| ≤ ∥φ∥τ < δξid1 ∥φ∥τ , i ∈ ⟨n⟩.
By continuity, there exists t ′ > 0 such that
|yi(t)| < δξid1 ∥φ∥τ , t ∈ [0, t
′], i ∈ ⟨n⟩.
We now show that (7) holds for any δ > 1. Otherwise, there exists t∗: T > t∗ > t ′ and at least one index p ∈ ⟨n⟩ such that
|yp(t∗)| = δξpd1 ∥φ∥τ , |yi(t)| <
δξi
d1
∥φ∥τ , 0 ≤ t < t∗, i ∈ ⟨n⟩, (8)
which implies D−|yp(t∗)| ≥ 0, where D−(·) denotes the left-derivative.
On the other hand, by (1)–(3), a straightforward computation yields that
D−|yp(t)| = y˙p(t) sign yp(t)
= eλt [x˙p(t)+ λxp(t)] sign yp(t)
≤ λ|yp(t)| +
n
j=1
apj|yj(t)| +
n
j=1
a(0)pj |yj(t)| +
m
k=1
n
j=1
a(k)pj e
λτ |yj(t − hk(t))|
+ eλτ
 0
−τ
[a(m+1)p1 , . . . , a(m+1)pn ]|B(s) ∥ y(t + s)|ds, t ∈ [0, T ). (9)
By applying (8) to (9), we get
D−|yp(t∗)| ≤ δd1 ∥φτ∥

λξp +
n
j=1

apj + a(0)pj +
m
k=1
a(k)pj e
λτ

ξj
+ eλτ
 0
−τ
[a(m+1)p1 , . . . , a(m+1)pn ]|B(s)|ξds

. (10)
By (4), we can choose a sufficiently small λ > 0 such that
λξp +
n
j=1

apj + a(0)pj +
m
k=1
a(k)pj e
λτ

ξj + eλτ
 0
−τ
[a(m+1)p1 , . . . , a(m+1)pn ]|B(s)|ξds < 0.
This together with (10) yield D−|yp(t∗)| < 0, which is a contradiction. Therefore, we have that (7) holds for any constant
δ > 1. By letting δ → 1 in (7), we have that ∥y(t)∥ ≤ d2d1 ∥φ∥τ for t ∈ [0, T ), where d2 = maxi∈n{ξ1, ξ2, . . . , ξn}. That is,
∥x(t)∥ ≤ d2d1 e−λt∥φ∥τ for t ∈ [0, T ). Based on the same argument in the proof of Theorem 1 in [11], we can further show
that T = +∞. The proof of Theorem 2 is complete. 
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Proof of Theorem 3. For any given φ ∈ C([−τ , 0],Rn), consider the solution x(t;φ) of system (1) defined on [0, T ) with
T > 0. SetM = 1+∥φ∥τ . Let xi(t) = e−
λ
γi
tyi(t) for t ∈ [0, T ) and i ∈ ⟨n⟩, where xi(t) is the ith entry of the solution x(t;φ).
We now show that
|yi(t)| <

Mξi
d1
1/γi
, t ∈ [0, T ), i ∈ ⟨n⟩, (11)
where d1 is defined as in the proof of Theorem 2. In fact, noting that 0 < γi ≤ 1 and ξi ≥ d1 > 0 for i ∈ ⟨n⟩, we first have
that
|yi(0)| = |xi(0)| ≤ r <

Mξi
d1
1/γi
, i ∈ ⟨n⟩.
We now say that (11) holds. Otherwise, there exists t∗: 0 < t∗ < T and at least one index p ∈ ⟨n⟩ such that
|yp(t∗)| =

Mξp
d1
1/γp
, |yi(t)| <

Mξi
d1
1/γi
, 0 ≤ t < t∗, i ∈ ⟨n⟩. (12)
Similar to the computation in (9), we have that
D−|yp(t)| = e
λ
γp t

x˙p(t)+ λ
γp
xp(t)

sign yp(t)
≤ λ
γp
|yp(t)| + e(
1
γp −1)λt

n
j=1
[apj + a(0)pj ]|yj(t)|γj + eλτ
m
k=1
n
j=1
a(k)pj |yj(t − hk(t))|γj
+ eλτ
 0
−τ
[a(m+1)p1 , . . . , a(m+1)pn ]|B(s) ∥ f (y(t + s))|ds

, t ∈ [0, T ). (13)
By (4), we can choose a sufficiently small λ > 0 such that
λ
γp

Mξp
d1
1/γp
+ M
d1

n
j=1

apj + a(0)pj + eλτ
m
k=1
a(k)pj

ξj
+ eλτ
 0
−τ
[a(m+1)p1 , . . . , a(m+1)pn ]|B(s)|ξds < 0

. (14)
From (6), (14), (12) and (13), we have
D−|yp(t∗)| ≤ λ
γp

Mξp
d1
1/γp
+ M
d1
e(
1
γp −1)λt∗

n
j=1

apj + a(0)pj + eλτ
m
k=1
a(k)pj

ξj
+ eλτ
 0
−τ
[a(m+1)p1 , . . . , a(m+1)pn ]|B(s)|ξds

≤ λ
γp

Mξp
d1
1/γp
+ M
d1

n
j=1

apj + a(0)pj + eλτ
m
k=1
a(k)pj

ξj
+ eλτ
 0
−τ
[a(m+1)p1 , . . . , a(m+1)pn ]|B(s)|ξds

< 0. (15)
This is a contradiction. Similar to the above analysis, we have that (11) holds for t ≥ 0. Thus,
|xi(t)| <

Mξi
d1
1/γi
e−
λ
γi
t ≤

Md2
d1
1/γi
e−
λ
γi
t
, t ∈ [0,∞), i ∈ ⟨n⟩. (16)
It implies that ∥x(t)∥ ≤ Ke−βt for t ≥ 0, where K =

Md2
d1
1/γmin
and β = λ/γmax with γmin = mini∈⟨n⟩ γi and
γmax = maxi∈⟨n⟩ γi. The proof of Theorem 3 is complete. 
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Remark 2. By comparing the proof of Theorems 2 and 3 with that of Theorem 1 in [11], we show that the main difference
lies in that we here introduce two variable transformations yi(t) = eλtxi(t) and yi(t) = e
λ
γi
txi(t) for i ∈ ⟨n⟩ such that yi(t)
satisfies (7) and (11), respectively. Consequently, the restrictive condition that F is positive homogeneous of degree onewith
respect to u0, u1, . . . , um+1 is not required in the proof.
3. A numerical example
Consider the following nonlinear differential equation with constant delay
x˙(t) = (−2+ sin t)xγ (t)+

a2 sin2 tx2γ (t)+ b2 cos2 t x
2γ (t − τ)
1+ x2(t) + c
 0
−τ
esxγ (t + s)ds, (17)
where t ≥ 0, a, b, c ≥ 0, τ > 0 and 0 < γ ≤ 1 are constants.
When γ = 1,
|F(t, u0, u1, u2)| =


a2 sin2 tu20 + b2 cos2 t
u21
1+ u20
+ cu2

≤ a|u0| + b|u1| + c|u2|.
By Theorem 2, we see that Eq. (17) is globally exponentially stable if
− 1+ a+ b+ c(1− e−τ ) < 0. (18)
When 0 < γ < 1,
|G(t, u0, u1, u2)| =

a2 sin2 tu2γ0 + b2 cos2 t
u2γ1
1+ u20
+ cu2
≤ a|u0|γ + b|u1|γ + c|u2|.
By Theorem 3, we have that all solutions of Eq. (17) exponentially converge to zero if (18) holds.
Remark 3. When γ = 1, the function F in the above example is not positive homogeneous of degree one with respect to
u0, u1, u2. However, Eq. (17) is exponentially stable if (18) holds.When 0 < γ < 1, we see that the exponential convergence
of each solution of Eq. (17) can also be guaranteed by (18).
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