Back-propagation neural network decision units are adopted at each tree node to offer the flexibility needed to cope with varying propagation environments for all schemes considered, except for specifc MQAM types, which are discriminated via equalization algorithms. Extensive simulations are conducted in various multipath environments, and show overall classification performances to be strongly affected by the amount of multipath distortion and noise in the transmission channels.
I. INTRODUCTION
Classification of signal modulation types has received increasing attention over the last two decades as it can be used in identifying, monitoring and/or detecting transmissions, etc ... A significant body of work already exists in the area and these approaches can be divided in two main general families; decision-theoretical and statistical pattern recognition approaches [ 11. Decision theoretical approaches require a statistical description of the signals considered and usually involve the definition of likelihood ratio tests. As a result, they usually are extremely complex and approximations or a-priori signal information needed to obtain tractable solutions. Pattern recognition approaches describe discriminating or classbased information with selected sets of features, where the selection is usually empirically. As a result, this type of approach may be more tractable, as the designer has control over what features to select, and numerous schemes have been proposed over the years. Secondorder statistic parameters have been selected in modulation type classification schemes before but those 0-7 803-7 147 -WO 1/$10.000200 1 IEEE are limited, as they are unable to discriminate between M-QAM or M-PSK modulation types when the number of states M is greater or equal to 4. In such cases, higherorder statistic parameters, such as cumulants, higherorder moments, and cyclostationary concepts need to be considered, and a significant body of work also exists in this specific area [l] . Most of the research in this area deals with either a small number of symbol states M, relatively clean channel characteristics, requires large amounts of data, considers distortions in additive white or colored noise only, while few deal with effects due to pulse shaping filters or nonlinear transmission environments. Our study investigates the selection of discriminating features and proposes a hierarchical digital modulation type classification procedure which is applied under various SNR levels, realistic fading and "realworld" type multipath propagation channel conditions. The modulation types considered are [2, 4, 8] -PSK, [2, 4, and [l6, 64, 256 ]-QAM. Our work can be viewed as an extension of those proposed by Marchand [2] , and Swami and Sadler [3], as it considers multipath propagation channel environments. 'The proposed implementation requires the user to have access to labeled data to train the overall hierarchical classification scheme. However, no explicit knowledge of the SNR level is required to discriminate unlabeled data, provided its SNR level lies within that of the training data range.
SIGNAL EQUALIZATION
In real world situations the transmission channel is a critical factor that may cause unrecoverable distortions on the signal, especially in higher order digital modulations, such as in 256-QAM, where the effect of a propagation channel may corrupt the signal constellation even at high SNR levels. To compensate for this distortion, modem receivers routinely use signal equalization, in an attempt to undo the effects of the propagation channel [4] . The Constant Modulus Algorithm -Fractionally Spaced Equalizer (CMA-FSE) is one of the commonly used blind equalization algorithms designed to force the equalizer weights to keep a constant envelope. Even though it was originally designed for problems where the signals of interests have a constant envelope property, it has been shown to be successful in amplitude-modulation phase types, when the number of states is low. However, its performance degrades significantly as the number of states increases and/or the SNR level decreases. Barbarossa et. al. recently proposed an iterative non-blind equalization scheme called the Alphabet Matched Algorithm (AMA) to discriminate between MQAM modulation types [5] . The AMA method uses a-priori knowledge of the constellation centers for M-QAM signals, and its implementation consists of a bank of FIR equalizers where each one is matched to a specific constellation type. The cost function associated to each filter bank evaluates a distance measure between potential known constellations of interest and the unknown modulation type. The filter that leads to the smallest cost function points to the correct constellation type. The AMA requires good initialization conditions, and the CMA scheme is used in our implementation for such a purpose.
MOMENTS AND CUMULANTS
Our proposed classification scheme follows a pattern recognition approach, where the discriminating features are a combination of power-normalized moments and cumulants. Selecting such feature types is not new, as Spooner [6] , Marchand [2] , and Swami and Sadler 131 among others have taken advantage of them before for classification purposes. Such features have shown good performances for signals in additive noise environments.
Moments Defniiion
Selecting second or higher-order moments has proved to be successful to discriminate communication signals, and numerous schemes have taken advantage of their properties [l] . The (p+q)Ih order moment of the complex-valued stationary random process s(n) is defined as:
where p and q represent the number of the nonconjugated terms and number of the conjugated terms, respectively. Expressions for moments of order 2 to 8 may be easily derived when dealing with zero-mean discrete baseband signals, and further details may be found in [ 1, 7] .
Cumulant Definition
The symbolism for the nth order cumulant is similar to that of the nlh order moment. More specifically the (p+q)'h order cumulant for a complex stationary signal s(n) is defined as: [7] . We only considered baseband signals, as we assume carrier frequencies were correctly estimated and heterodyned down. The sampling frequency was chosen so that all signals were sampled with 4 samples/symbol and the digital information (message) was generated randomly for every trial, to ensure results are independent of the message transmitted. Two different cases are examined in this table; noise-free and additive white Gaussian noise with SNR level equal to OdB. The resulting estimated values shown in parentheses in Table 1 correspond to the OdB case. Results show some of the moments and cumulants can separate the various modulation types considered, while others have little or no use. Note that the power normalization operation was applied with respect to the noisy signal power so that no explicit knowledge of the signal SNR level is needed. As a result, results show that the power normalized cumulant and moment discrimination capabilities degrade significantly when the SNR level decreases.
Feature Selection
A hierarchical tree-like discrimination structure was adopted in our study, where the higher-order statistic selected features represent the decision units at each tree node, allowing the user to narrow down to one of the final modulation types of interest. The following five features were selected to discriminate the digital modulation types of interest:
The features robustness to additive white Gaussian noise and multipath channel environments was investigated by considering all modulation types in SNR levels between 0 and 20dB and passed through 9 different types of real-world transmission channels [Channels #I-#9,8]. Results show significant distortions in the estimated features may be observed [7] . As a result, while it is theoretically possible to discriminate between the various digital modulation types considered by applying simple decision thresholds to the selected higher-order statistic parameters at each tree node, such an approach is no longer feasible when dealing with multipath and/or noisy environments.
IV. HIERARCHICAL CLASSIFIER
As mentioned above, the proposed classification scheme has to be flexible to SNR level and propagation channel distortions. With the exception of the M-QAM modulations, higher-order statistics have the power to separate different modulations, provided one introduces some type of "agile" classification scheme. At this point, neural networks seemed a logical approach to the problem because they offer flexibility and performance proportional to the quality of the training data set available [7]. In addition, neural networks can be a very fast solution to the problem, once they are trained. Therefore, we selected tree node decision units based on basic back-propagation neural networks (NN) trained to handle varying SNR levels and propagation environments, where inputs to each NN were the cumulants and/or moment selected earlier.
However, simulations showed the classification of M-QAM modulation type to still be a problem, as no suitable higher-order statistics could be found to serve as classification features for the varying environments considered. In this case, a combination of equalization techniques, which cascades the FSE-CMA equalization and the AMA method, was implemented to identify specific M-QAM types.
The resulting overall hierarchical classification scheme is shown in Figure 1 . The overall classification scheme consists o f five higher-order statistics-based classification blocks that are described next, and one equalization-based block. The first five blocks contain basic back-propagation neural network decision units trained to discriminate between all constant modulus (M-PSK and M-FSK) signal types considered and generic MQAM modulation types. The specific identification of the MQAM type is accomplished via a combination of FSE-CMA and AMA equalization methods, where the FSE-CMA scheme is essential for proper initialization of the AMA algorithm [5].
Neural Network Blocks
Conceptually, the proposed classification scheme includes two different approaches. The neural network decision units and the equalization classifier set-up. Blocks #I to #5 shown in Figure 1 are basic backpropagation neural networks, where the number of layers, the activation functions and the number of epochs vary from block to block. Each network is trained with a specific single feature training sequence, with the exception of Block #2 trained with two features, and network characteristics were derived empirically by trial and error. We note that a higher number of layers and epochs were required for features more severely distorted from noise or propagation channel effects than others did.
Training data was generated according to the following set-up. For every trial, a new random message and noise was created to ensure the independence of all results and a 15,000 data sample sequence selected to estimate the selected cumulants and moments. Next, each sequence was passed through one out of nine different propagation channel types obtained from real-world measurements [Channels #1-#9,8]. These channels were selected to represent a wide variety of propagation situations and include from single to more than 4-path models that correspond to rural, small town or urban propagation conditions. Next, the resulting signal sequences were corrupted with additive white Gaussian noise with SNR levels between 0 to 20dB. Finally, 100 trials per SNR level were generated to take into account the measurement variance and enhance the network's performance. Finally, selected features were estimated for each noisy signal. As a result, each dataset was associated with five different feature parameters and each feature (or combination of) fed into the appropriate network for training.
FSE-CMA and AMA Classifier Block Set
The purpose of the last block (Block #6) consists of two parts and is applied to differentiate within the M-QAM family. These modulation types are those most susceptible to noise and fading due to the proximity of the associated constellation's centroids, especially for higher order constellations. The incoming M-QAM signal was first equalized using the FSE-CMA algorithm that is used to initialize the non-blind AMA equalizer. The AMA implementation consists of three AMA equalizer banks in parallel; each matched to one of the three QAM types considered in our study.
V. RESULTS
The proposed hierarchical classifier was tested in SNR levels between 0 to 20dB and three types of propagation channels representing rural (Channel . The main quantities of interest were the overall classifier performance and the performance of the neural-network (")-only portion of the classification set-up, which only considers the generic QAM family but does not subdivide into the three QAM schemes considered here. Figure 2 shows these two quantities obtained for rural, small town and urban propagation models [7] . Results show that classification performances degrade as the complexity of the environment increases for a given SNR level. However, the classifier stills performs relatively well in the most complicated environment, i.e., the urban channel model. These results show the NN-only portion of the classifier performs very well down to 1 IdB for all cases.
Tables 3 presents the specific MQAWnon-MQAM discrimination performances obtained in the 2 to 20dB SNR range, which are almost perfect down to 8dB.
Results presented in Figure 2 also show that Block #6 (designed to separate between the various M-QAM schemes) has a consistently lower performance than the rest of the classifier, and Table 2 further illustrates these difficulties. This degradation reveals the difficulties of M-QAM separation, especially at low SNR levels, and shows that the equalization algorithms cannot completely undo non-linear channel effects and mitigate the noise effects.
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CONCLUSIONS
This study considered the classification of various M-PSK, M-FSK, and M-QAM modulation types under unfavorable propagation conditions and additive white Gaussian noise distortions. We considered a hierarchical classification scheme with neural network decision nodes to separate all modulation types considered except specific M-QAM modulation types, where the discrimination was implemented by a combination of two equalization schemes.
We investigated classification performances for the overall classification scheme in various types of propagation channels (rural, small town and urban) and SNR levels. Results show the classifier performs relatively well for all modulation types considered, but breaks down fast as the SNR level goes down for M-QAM modulation types. This degradation is due to the unability of the equalization set-up to handle both multipath and SNR degradations. Classification performances are directly related to how well trained the network is, and better training may be obtained by including a wider range of propagation models and SNR ranges. 
