Abstract-In order to solve the problem of on-line modeling of AUV's Maneuvering Motion, considering that the sample space expends in the parametric identification, a learning algorithm for least squares support vector machines (LS-SVM) based on sliding window is deduced. The method improves the identification results of SVM and has the merits such as computing fast and cost less storage space. Firstly, based on the theory of sliding window, a data region which is sliding with time is built to restrain matrix dimension expending in the parametric identification. Then, the parameters of a certain AUV are identified on-line based on the free running model test. And the veracity of the parameters identified is validated by using the system simulation. The results demonstrate that the method which can identify the parameters effectively is feasible and effective.
INTRODUCTION  Maneuverability is one of the most important hydrodynamic performances of AUV, which has a close relationship with navigation safety [1] . An accurate modeling of AUV maneuvering motion has great significance to the maneuverability prediction. And accurately determining the hydrodynamic derivatives is vital. In recent years, a novel method of artificial intelligence algorithm, Support Vector Machines (SVM), is widely used in the area of system identification. Zou and his research group identified the hydrodynamic derivatives and maneuvering indices in the mathematical models of maneuvering motion by using SVM [2] [3] [4] . Luo [5] has made a lot of efforts on modeling of ship maneuvering by using SVM. Xu [6] , from Shanghai Jiao Tong  Supported by"the Fundamental Research Funds for the Central University" (HEUCF1321005)( HEUCF1321006) University, used on-line SVM to identify the hydrodynamic parameters of AUV. The literature [7] studied on the on-line modeling of ship maneuvering motion by using incremental least squares support vector machines (LS-SVM). Although incremental LS-SVM can be used as an on-line algorithm, it has two disadvantages. One is that it considers all the samples and hasn't oblivion mechanism which makes the algorithm cost much computing time and storage space. The other one is the complexity of calculation. With the number of training samples increasing, the complexity of calculation is too great to complete the on-line training. LS-SVM based on sliding window is proposed to solve the problem. It fully utilizes the historical training results so that the calculating complexity is decreased and the calculating efficiency is improved. An AUV's hydrodynamic coefficients are on-line identified by using sliding window LS-SVM. The simulation results demonstrate that the method is feasible and effective. Compared with incremental LS-SVM, sliding window LS-SVM has faster computing speed and costs less storage space. It is more suitable to the on-line parametric identification of AUV's maneuvering motion.
II. LS-SVM J.A.K. Suykens [8] proposed least squares support vector machine(LS-SVM) method based on standard SVM, which used the sum of error's squares as loss function. It changes inequality constraints into equality constraints and the optimization problem into a linear equation, which improves the computing speed, the practicality of standard SVM and reduces the computation storage space effectively.
The sample set is described as 
Substituting the first and second formulas into the forth, subject to third, gives:
With regard to sliding window LS-SVM, the sample number for identification is invariant. Along with the time updating, a new sample is added to the sample set and an old sample is reduced every time. Consequently, the sample set can be described as a function of time step t , i.e. 
Then Eq.(6) can be represented as follows:
, we obtain from the result of LS-SVM:
, solving Eq. (8), we obtain
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From Eq. (9) and Eq. (10), it is not difficult to find out that the essential question is solving () Ut . The kernel function matrix is × ll square matrix at the time step t . It gives 
A
 exist simultaneously, then it can be decomposed as follows [9] : Summarizing the above deducing process, the algorithm for sliding window LS-SVM can be described as follows:
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Step 1: Set the initial sliding window size and parameters for system identification and t must be higher than 2.
Step 2: Calculate
Step 3: Collect new sample data and calculate () Ut by using Eq.(16).
Step 4: Calculate () bt , () t  and   , y x t .
Step 5: Calculate 1 () Wt  by using Eq.(17).
Step 6: 1 tt , goto (3) .
IV. MATHEMATICAL MODEL OF AUV MANEUVERING

MOTION
This paper on-line identified the hydrodynamic derivations of Abkowitz model by using sliding window LS-SVM.
Generally, we should consider all the six degrees of freedom motion of AUV [10] . However, at the weak maneuvering condition, the motion of AUV can be decomposed into two motions in the horizontal plane and in the vertical plane. Only the motion in the horizontal plane will be discussed in this paper. The horizontal motion equation can be described as [1] , [11] :
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m is the mass of AUV, 
According to the principle of parameter identifiability, inertial coefficients can be obtained by theoretical calculation or captive model tests rather than by system identification. Therefore, there are total ten hydrodynamic coefficients to be identified.
V. ON-LINE PARAMETRIC IDENTIFICATION
Horizontal 10 o /10 o zigzag test is designed to identify the Abkowitz model. The sample period is 0.5s and the sampling number is 900. Linear Kernel function is adopted. The rule factor is set as 500 and the length of sliding window is 150. Then hydrodynamic derivatives are identified varying with window sliding. The variable derivatives are shown in Fig.1 . Fig.1 , it is easy to find that the derivatives are close to a fixed value gradually. The identification result is shown in TableⅠ. This paper demonstrates the veracity of the identified hydrodynamic coefficients by using system simulation. The results of the simulation are compared with the experimental results as shown in Fig.2 and Fig.3 . With regarding to the on-line identification, we should increase the algorithm's computing speed and reduce the storage space. To demonstrate the superiority of sliding window LS-SVM in these aspects, different numbers of samples are trained by using sliding window LS-SVM and incremental LS-SVM. The use results of runtime (the total time that cost by training all the samples) and storage space (only calculate the storage space of main variables) are shown in Table Ⅲ . From the analysis we know, compared to incremental LS-SVM, the calculation accuracy of sliding window LS-SVM is close to incremental LS-SVM. But it costs less computing time and storage space.
VII. SUMMARY
SVM is widely used to identify the parameters of system. But there exist some problems in on-line identification. Sliding window LS-SVM is deduced and applied for on-line modeling of AUV maneuvering. Then sliding window LS-SVM is adopted to identify the Abkowitz model by using free-running test data and the veracity of the parameters identified is validated by using the system simulation. The simulation results demonstrate that the method can identify the parameters effectively. Compared to incremental LS-SVM, Sliding window LS-SVM costs less computing time and storage space. Not only does this method supply an effective method to model AUV's maneuvering motion, but also provide a good technique for the motion simulation and the Maneuverability prediction.
