In this paper we consider a stochastic frontier model in which the distribution of technical inefficiency is truncated normal. In standard notation, technical inefficiency u is distributed as , . This distribution is affected by some environmental variables z that may or may not affect the level of the frontier but that do affect the shortfall of output from the frontier. We will distinguish the pre-truncation mean ( ) and variance ( ) from the post-truncation mean * and variance * var(u). Existing models parameterize the pre-truncation mean and/or variance in terms of the environmental variables and some parameters. Changes in the environmental variables cause changes in the pre-truncation mean and/or variance, and imply changes in both the post-truncation mean and variance. The expressions for the changes in the post-truncation mean and variance are quite complicated. In this paper, we suggest parameterizing the post-truncation mean and variance instead. This leads to simple expressions for the effects of changes in the environmental variables on the mean and variance of u, and it allows the environmental variables to affect the mean of u only, or the variance of u only, or both.
Introduction
In this paper we consider the stochastic frontier model
where is log output, is a vector of inputs or functions of inputs, is random noise distributed as 0, , and 0 represents technical inefficiency. Here i indexes firms and n is the number of firms.
We assume that the distribution of is truncated normal. In standard notation, is distributed as , . When and are constant (do not depend on i), this is the truncated normal model of Stevenson (1980) . In subsequent models in the literature, and/or depend on some "environmental variables" that may not affect the level of the frontier but that do affect the size of technical inefficiency (the shortfall of output from the frontier). For example, in the RSCFG model of Reifschneider and Stevenson (1991) , Caudill and Ford (1993) and Caudill, Ford and Gropper (1995) , 0 and is a function of and some parameters. In the KGMHLBC model of Kumbhakar, Ghosh and McGuckin (1991) , Huang and Liu (1994) , and Battese and Coelli (1995) , is constant (does not depend on i) and is a function of and parameters. In the model of Wang (2002) , both and depend on and parameters. Finally, in the model of Alvarez et al. (2006) , there is a "scaling function" , such that • , and
We now make an important distinction. We will call and the pre-truncation mean and variance. That is, they are the mean and variance of the random variable that is truncated to get . They are not the same as the post-truncation mean and variance, * , and * , = var( ), which are quantities of more direct interest. (If is regarded as random, then * , and * , should be regarded as | and var( | ), respectively.)
The relationship between the pre-truncation and post-truncation parameters is somewhat complicated. Specifically, letting / , (2A) * , (2B) * , = var( ) = 1 .
Here is the normal hazard function defined by / 1 , where is the standard normal p.d.f. and is the standard normal c.d.f. See, e.g., Greene (2012, p. 836) .
One implication of this is that the derivatives of * , and * , with respect to will be complicated, even when the pre-truncation mean and variance are uncomplicated functions of .
For example, see Wang (2002) , equations (9) and (10), for the case that ′ and exp . The only exception is for models with the scaling property, since then / does not change when changes, and so the derivatives are simpler.
A more fundamental implication of these expressions is that, if a change in affects either or (or both), it will affect both the mean and the variance of . That is, in all of the models listed above, it is impossible for to affect * , but not * , , or vice-versa. To date, virtually all of the stochastic frontier literature has been concerned with the effects of on rather than on var( ). (An exception is Bera and Sharma (1999) .) However, the variance of may also be relevant. The enormous literature on production risk, building on the influential work of Just and Pope (e.g., Just (1975) , Just and Pope (1979) , Just and Pope (2003) ), has emphasized the importance of risk (i.e. variance) in influencing decisions about choice of technology and choice of inputs given technology. Thus it may be important to be able to investigate the separate effects of environmental variables on the mean and variance of technical inefficiency.
In this paper, we propose a model that allows this to be done. The basic idea is simple:
construct parametric models for * , and * , rather than for and . This involves some theoretical and computational issues to be discussed below.
The plan of the paper is as follows. Section 2 describes some issues of model specification.
Section 3 discusses computational issues. Section 4 gives an empirical example, and Section 5 describes the results of a small simulation. Finally, Section 6 contains our concluding remarks.
Model Specification
To specify an estimable model, we need to specify * , and * , (or * , ) as functions of and some parameters. In generic notation, we need to specify functions and such that * ,
, and * , , for some parameters .
These functions are subject to some restrictions. It is obvious that we must have * , 0 and * , 0. Less obviously, it must also be the case that (3) * , * , .
That is, if u is the truncation from the left at zero of a normal random variable, it must be the case that > var(u); or, equivalently, the mean of u must be bigger than the standard deviation.
See, for example, Horrace (2012), Lemma 1, or Bera and Sharma (1999), equation (16), or Barrow and Cohen (1954), equation (3) . This restriction can be enforced through the choice of functional form or by restrictions on .
We will now suggest and discuss two different specifications (parameterizations).
Specification 1:
This specification is attractive because it satisfies the non-negativity constraints and because the which reduces to the expression for * , in (6) when . So in this case the same "scaling function" exp( ′ ) applies to both the mean and variance of the truncated normal distribution of , and the scale but not the shape of the distribution changes when changes.
Construction of the Likelihood
We wish to construct a (log) likelihood function of the form
where is the density of ′ . Note that depends on i because it depends on (because affects the distribution of ) as well as on and (the parameters that determine the distribution of in terms of ).
The numerical problem that we face is that the density is most naturally written in terms of the pre-truncation mean and variance, and . Specifically, is as given by Stevenson (1980) , equation (5), p. 59, if we substitute for his and for his (in his equation (5) and in his expressions for " " and " " in the following line) and if we change the sign of . 1 If we define = / (which replaces his " ") and (which replaces his " "), this leads to the expression (9) 1 1 .
1 The sign change for is needed because he has a cost function with error whereas we have . Changing the sign changes u to -u. It also changes v to -v, but this does not matter when v is normal with mean zero, hence symmetric.
As noted previously, the model of Wang corresponds to a particular parameterization of and . Our model corresponds to using the values of and that are implied by values of * , and * , , which in turn are implied by our chosen parameterization.
The formation of the likelihood (8) for our model as a function of (as well as , and ) therefore involves the following logical steps. First, for a given value of , calculate * , and * , .
This will depend on the parameterization (e.g. Specification 1) chosen. Second, for these values of * , and * , , calculate the corresponding values of and that satisfy equations (2A) and (2B).
Third, use these values of and in equation (9) to calculate and insert that value in equation (8).
The only difficult step is the second step, calculating the values of and that correspond to given values of * , and * , . This amounts to inverting the functions given in (2A) and (2B). To pursue this solution, define / (as above), and define the function H(h):
is a monotonically decreasing function that has a limit of one as → ∞ and a limit of 0.5 as → ∞. (The fact that H is less than one is obvious from the definition. The fact that it is greater than 0.5 is due to the constraint (3).) Therefore it has an inverse, and we can calculate (9)) and into equation (9) to evaluate the likelihood.
Empirical Example
We apply the models given above to the Philippine rice data used in the empirical examples of Coelli et al. (2005) , chapters 8 and 9. These are annual data on 43 farmers over eight years, for a total of 344 observations. Coelli et al. estimate a variety of stochastic frontier models, ignoring the panel nature of the observations, which we will also do. The output variable is tons of freshly threshed rice, and the input variables are planted area in hectares (area), labor (labor), and fertilizer used in kilograms (fert). These variables are scaled to have unit means so the first-order coefficients of the translog function can be interpreted as elasticities of output with respect to inputs, evaluated at the sample means. Data on the age of the household head (age), education of the household head (edyrs), household size (hhsize), number of adults in the household (nadult), and the percentage of planted area classified as bantog (upland) fields (banrat) are used as farm characteristics ( that affect the distribution of technical inefficiency. See Coelli et al., Appendix 2, for a detailed description of the data.
We specify a translog production function with a time trend, of the form (12) ln ln ln ln ½ ln ln ln ln ln
In all of the models we estimate, we assume that is 0, ). Different models will make different assumptions about the distribution of . Note that we use a single subscript "i" because we are ignoring the panel nature of the data. For example, since we have 43 farmers, i = 46 actually means the second year's observation on farmer number three.
The first model we estimate is the basic stochastic frontier model in which is distributed as 0, . Our results agree with the results of previous analyses of these data, e.g. Coelli et al., p. 250, so we will not display them here. The likelihood value achieved was -74.410.
The second model we consider is the model of Stevenson (1980) , in which is distributed as , , so that the pre-truncation mean of is not necessarily zero. Because and are constant (do not vary over i) this model is a special case of both the pre-truncation parameterization of Wang (2002) We now turn to models in which the distribution of depends on the farm characteristics listed above. The parameter estimates for these models are given in Table 2 .
The first model we estimated was the RSCFG Model in which The standard errors for this model, and for the next two models we will discuss, were calculated using the outer product of the gradient (OPG) version of the information matrix. Our attempts to calculate standard errors from the Hessian were not numerically stable, in the sense that small changes in starting values or details of the maximization led to small changes in the parameter estimates and in the likelihood values, but to substantial changes in the Hessian and the resulting standard errors. This did not occur with the OPG estimates. would be the same as the t-statistic for , as given in Table 2 .
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The basic stochastic frontier model is a special case of this model (though the Stevenson model is not). We achieve a likelihood value of -65.89 for the RSCFG model (as opposed to -74.41 for the basic stochastic frontier model) and so the basic stochastic frontier model is rejected by a likelihood ratio test (chi-squared test with 5 degrees of freedom, statistic = 17.04).
The second model we consider is the model of Wang (2002) in which the pre-truncation mean ( ) and variance ( ) are parameterized as follows:
Once again the parameter estimates are given in Table 2 and the APE's are given in Table 3 .
We can see in Table 2 that almost none of the individual 's or 's is individually significant. The only individual coefficient that is significant at the 5% level is the coefficient of edyrs in the variance equation. However, the coefficients are jointly very significant. We achieve a likelihood value of -52.08, which is significantly larger than for the other models considered up to now. For example, this model reduces to the basic stochastic frontier model if we impose the 11 restrictions that 0, and this hypothesis is decisively rejected by the likelihood ratio test (statistic = 44.65). Similarly, the model becomes the Stevenson model if we impose the 10 restrictions that 0, and this is also rejected by the likelihood ratio test (statistic = 38.46).
Finally, it becomes the RSCFG model is we impose the 6 restrictions that 0, and this hypothesis is rejected by the likelihood ratio test (statistic = 27.61).
The individual coefficients in the Wang model are hard to interpret because they indicate the effects of the z's on the pre-truncation mean and variance, and a change in either the pre-truncation mean or the pre-truncation variance will affect both the post-truncation mean and the post-truncation variance. The average partial effects in Table 3 are therefore easier to interpret because they give the effects of the z's on the post-truncation mean and the standard deviation of u, 4 and these are the natural objects of interest.
The average partial effects of the z's on the mean of u are of the same sign as in the RSCFG model except for edyrs. We no longer have the surprising result that education raises average inefficiency. The magnitudes of some of the partial effects are noticeably different, however. For the average partial effects of the z's on the standard deviation of inefficiency, once again the sign is the same as in the RSCFG model except for edyrs, but the magnitudes of the partial effects are sometimes quite different.
Now we turn to the model of this paper, in which the post-truncation mean ( * , ) and standard deviation ( * , ) are parameterized. In Section 2 above we considered two different specifications. In Specification 1, we have * , = exp( ′ ) and * , = exp( ′ ).
Unfortunately we were unable to estimate this model satisfactorily on this data set. We could estimate certain simplified versions of the model but not the full model. There was a lot of 4 The partial effects of the on * and * are given by Wang (2002) , pp. 244-245. To calculate the partial effect on the standard deviation * we note that * 2 * * and therefore * * * .
numerical instability and the algorithm would not converge. This is presumably because we need to impose the restriction that * , * , for all i, which is equivalent to ′ > ′ for all i. This is a very large set of restrictions, and the restricted parameter set is not compact. We therefore gave up on this parameterization.
We were able to estimate Specification 2 successfully. In this specification we have * , = exp( ′ ) and * , = * , + exp( ′ ) = exp( ′ ) + exp( ′ ) . Therefore the 's determine the effect of the z's on the standard deviation of u, and also part of the effect of the z's on the mean of u. The 's determine the effect of the z's on the difference between the mean and the standard deviation of u.
The parameter estimates are given in Table 2 Our model does not nest Wang's model, or vice-versa. Our likelihood value of -58.56 is noticeably smaller than the likelihood value of -52.08 for the Wang model, so that our model clearly does not fit the data as well as the Wang model. However, because these are not nested models, we cannot say that this difference in likelihood values is statistically significant.
Simulations
In this section we report the results of a small simulation study. The point of the study is to see whether statistically reliable estimates can be achieved in either or both of our two specifications, in a very simple model.
The model we consider is of the form
where all symbols are scalars. 6 The are iid standard normal and the are iid 0, , where we consider = 0.3, 0.5 and 1.0. We consider three sample sizes, n = 200, 400 and 800. In all of our experiments we choose = 0 (but it is estimated, so the true value of is inconsequential).
We consider both specifications described in Section 2. The DGP is exactly the same in both cases but the model estimated is different. We use 200 replications in our experiments, which is enough to answer the question posed above. We report the bias and RMSE of the estimates of each of the parameters. Table 4 reports the results for Specification 1. The top panel shows the bias of the estimates. These numbers are not very encouraging. We generally estimate , and reasonably well, but for the other parameters the bias is often large. Bias is often not too serious when is small and/or n is large, but for empirically relevant parameter values like = 1 (which corresponds to = 1) and n = 200 the bias is generally substantial.
The bottom panel in Table 4 reports the RMSE of the estimates. The conclusions are broadly similar to those for bias. The results are generally reasonably good when is small and/or n is large, but not otherwise.
Having reported these results, we must admit that we do not entirely trust them. There was a lot of numerical instability in the calculation of the estimates. Slightly different starting values or values of the tuning parameters in the maximization algorithm led to unreasonably large differences in the results. Also there were lots of outliers, and these drove many of the strange results reported in Table 4 . The propensity of Specification 1 to generate occasional outliers in the results is empirically relevant, and so we chose not to trim such outliers. Our main conclusion from the simulations is that Specification 1, while attractive in principle, is unlikely to be empirically useful. Table 4 . For this specification, is more important than n in determining the performance of the MLE, and we still have the problem that the results are not good when is large.
Concluding Remarks
In this paper we have considered stochastic frontier models in which the distribution of technical inefficiency is truncated normal. That is, in standard notation we have u distributed as , . We call and the pre-truncation mean and variance. These can be distinguished from the actual ("post-truncation") mean and variance, * and * var(u). Previous models in the literature, notably Wang (2002) , let and depend on environmental variables (z) and parameters ( ). In this paper, we choose instead to parameterize the post-truncation mean and variance, * and * .
The main advantage of Wang's model is that it is easier to estimate. The likelihood is most naturally written in terms of the pre-truncation mean and variance. This simplifies programming and makes it more likely that the calculations will be numerically stable.
The advantage of our model is that the parameters are easier to interpret. The post-truncation mean and variance of u are the items of economic interest. In our model it is much easier than in Wang's model to separate the effect of an environmental variable on the mean of u from its effect on the variance of u, and either or both of these may be of interest. Also, because the interpretation of the parameters is clearer, it may be clearer what is and what is not a reasonable parameterization.
One of the main motivations of Wang's model is that it allowed a non-monotonic effect of environmental variables on the mean of u. Our model can also allow that, if we choose a non-monotonic function in our parameterization. 
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