Abstract: In this paper it is studied the classical problem of target tracking by a new approach consisting in the treatment of the classical nonlinear measurement process in a form amenable for polynomial filtering without the need of the measure map linearization, as required by other standard sub-optimal algorithms. The main idea is to transfer the nonlinearity of the measure map into a modification of the noise sequence distribution in a nongaussian white sequence. This is indeed the property required for Kalman filtering which, although non more optimal, remains to be the optimal linear filtering algorithm. Conditions for polynomial filtering are also satisfied, allowing to face the nongaussian nature of the modified noise sequence. Simulations show high performances of the proposed algorithm.
INTRODUCTION
Passive localization and target tracking is a common problem of nonlinear filtering. The general aim is to estimate the time-varying state of a moving object basing on the noisy nonlinear measurements. The problem is classically solved through the extended Kalman filter (EKF) algorithm (Balakrishnan [1984] , Bar-Shalom et al. [2001] ) which is based on the first-order linearization of the nonlinear system. In part as a result of its relative simplicity, the EKF has become the standard tool of choice for a majority of tracking algorithms. However, the linearization may introduce large errors in the state estimate, leading to sub-optimal performance and sometimes divergence of the filter (Wan and van der Merwe [2000] , Castellanos et al. [2004] ).
A first attempt to reduce the linearization error is suggested in Song and Speyer [1985] , where a modified gain extended Kalman filter (MGEKF) is proposed. The main drawback of this modification of the standard EKF is the basic assumption that the nonlinear system is modifiable 1 . Unfortunately, this is not the case of the target tracking system. In Guo et al. [2003] a modified covariance EKF (MVEKF) algorithm is developed. In the belief that the state filtering is closer to the true value than the state prediction, it is suggested to re-linearize the non linear measurement equation at the filtered state and then use the recomputed Jacobian matrix to calculate the modified Kalman gain matrix. Simulation results show that this method is capable to reduce the linearization errors as 1 A time-varying function h k : R n → R m is modifiable if there exists a matrix G k (·) ∈ R m×n such that for any x, x ∈ R n , we have
well as done by the MGEKF, but without the limitation of modifiable condition.
An alternative strategy to improve the EKF performance is given by the iterated extended Kalman filter (IEKF) (Bar-Shalom et al. [2001] ) which adds a repeated correction procedure to the standard algorithm of the EKF. These repetitions are terminated when a certain termination condition is met. Theoretically, the IEKF is superior to the EKF and also to the MVEKF. Really, this is not true since in order to have convergence the state estimate has to be close enough to the true value. This assumption does not always hold because the initial estimate error may be very large and the measurement error cannot be ideally low. Moreover, the termination condition is crucial for the filtering behaviour, but a proper choice is not really easy.
The IEKF represents an attempt to improve the EKF precision by maintaining the basic approach and iterative procedure. On the contrary, the unscented Kalman filter (UKF), introduced in Julier and Uhlmann [1997] and Julier and Uhlmann [2000] , copes with the nonlinear filtering problem basing on a completely different approach. The key idea is to approximate the probability distribution instead of the nonlinear system equations. This intuition leads to a filtering algorithm able to overcome the EKF in a wide range of applications (Julier and Uhlmann [2004] , van der Merwe et al. [2004] ) with comparable computational complexity. In the application of target tracking, however, the standard UKF also shows weakness in robustness and tracking accuracy because of the large initial error and weak observability of the system. Therefore, in Zhan and Wan [2007] an iterated version of the UKF (IUKF) is proposed. This extension is similar to that given by the IEKF for the EKF, but the introduced algorithm has better convergence properties and a consistent termination criterion. The introduction of an iterated procedure allows the IUKF to improve the estimate accuracy returned by the standard UKF. Obviously, this is paid in terms of computational complexity which grows linearly with the state dimension.
For simple applications the additive computational load given by extra iterative procedures such as that of the IUKF does not represent a problem. On the contrary, for real application, it may be considered a significant limitation. Indeed, the simplicity of the EKF is often preferred to the higher accuracy of more complex methods. In this paper a modification of the EKF is suggested, without introducing any iterative procedure. The main idea is to use the range and angle measurements as timevarying parameters of the output matrix and of a virtual output vector. Thanks to this simple manipulation no linearization needs to be introduced on the treatment of the measurements. On the other hand the measurement noise is made nongaussian. A special filtering scheme could be so adopted instead of classical Kalman filtering. The obtained algorithm is able to overcome the EKF in high noise conditions without any extra computational procedure.
The paper is organized as follows. In section 2 the tracking problem is formalized. Section 3 introduces the new approach. Results are provided in section 4. Finally, conclusions are summarized in section 5.
PROBLEM FORMULATION
In this paper, the following kinematic model for a planar moving object is considered, where the state is given by position, velocity and acceleration in the two dimensional plane, namely
T . It will be assumed the acceleration derivative forced by a Gaussian term (Jerk). Then the continuous dynamics may be represented by the vector-matrix equation of the forṁ x(t) = A c x(t) + BJ (t) with
, where I and and 0 denote the 2 × 2 identity matrix and the null block matrix, respectively, and 1/(2πτ ) denotes the bandwidth of the stochastic unavailable acceleration process. J (t) is a bidimensional Gaussian white noise with covariance σ S I. The corresponding discrete system can be derived assuming that J (t) is constant in the time interval [k∆, (k + 1) ∆] and denoted by J (k), where ∆ is the sample time:
The initial condition x(0) is assumed to be a zero mean Gaussian vector.
As usual, the measurements process, at each time instant k, is given by the noisy values of the radius ρ m (k) and the angle position θ m (k) of the target, respectively:
where n ρ (k) and n θ (k) denote the measurement errors which are assumed to be independent zero mean white sequences with σ 2 ρ and σ 2 θ variances, respectively. Since the measurement process is nonlinear, the state estimation requires a nonlinear system algorithm, that as well known, is, in general, an infinite dimensional problem. Therefore only suboptimal algorithms can be used for engineering applications, for example the EKF, the UKF and others. Here, a new method for filtering is adopted which is based on a suitable transformation of the measurements in order to obtain a linear output model. This will be performed at the expense of losing the Gaussianity of the measurement noise and the time-invariant property of the output matrix. Finally a polynomial filter for linear nongaussian model could be applied to improve the performance of Kalman filtering.
THE NEW FILTER

The Virtual Measurement Map
Taking account that
and definition (1), it readily follows that
where (2), it follows:
where
Equations (4) and (5) realize in a linear form the nonlinear output measurements (1) and (2) in a nongaussian setting. Now, let the virtual output be the sequence
so that the following output measurement map hold true:
where For the sequel, it will be useful to recognize that the matrix (8) can be factorized as C(θ, n) = R(θ − n)S, where
Because of the nongaussianity of noises, the performances of the filter could be not full satisfying for specifically applications. Significant improvements could be derived by using specific algorithms which take into account the shape of the distribution. Next section will be devoted to the definition of the polynomial filter which will take into account higher statistical moments of the noise sequences.
Polynomial Extension
As mentioned, the measurement map given by equation (7) is nongaussian. In order to face this problem a polynomial filtering approach (Carravetta et al. [1997] ) can be used.
In particular, such a nonlinear estimate can be obtained through a filtering process computed on a system whose output vector carries the Kronecker powers of the original output vector up to a certain order. Therefore, the extended virtual output vector is defined as
. . .
where ν is the order of the filter, q = 2 + 2 2 + . . . + 2 ν is the extended output vector dimension and nρ is defined as the i-th statistical moment of the distribution of the noise sequence {n ρ (k)}, i.e.
For the extended virtual output vector, defined in (10), the following output equation hold
where:
• X (k) is the extended state vector, defined as it follows
N = 6 + 6 2 + . . . + 6 ν being the extended state dimension. The corresponding state equation has the form
where U(k) is a deterministic term and F(k) is a zeromean multiplicative state noise white sequence (for details see Carravetta et al. [1997] ); • C(θ m (k)) is the output matrix whose expression is provided in the appendix section; • {N (k)} is a zero-mean white noise sequence whose expression is derived the appendix section.
The system modelled by (13) and (12) satisfies the requirements for applying the Kalman filtering. Therefore a ν-order polynomial estimate of the extended state vector can be obtained.
SIMULATION RESULTS
In this section the performances of the new filter VOKF (Virtual Output Kalman Filter) is presented for a tracking problem. Moreover a comparison with the classical EKF solution is shown. It is assumed that the observer is located at the axis origin, and the target moves for 100 s at a nearly constant velocity in the 2-D plane, with initial state:
The output noise covariance matrix is supposed to be
with σ ρ = 0.35 rad and σ θ = je − 3 rad, j = 1, 2, · · · , 30, and the initial state for the filter is calculated from the first measurements.
The evaluation metric of interest is the standard relative position error (RP E i (k)) which is defined for each sample measurement noise realization i at time k as
l (k) being the estimated state vector. RP E will denote the average value of RP E i (k) with respect time and the subset of samples corresponding to stable behaviour of the two filters, over a total number of 500 samples. A run is considered to be convergent only if the RP E i (k) < 15% at the end of simulation time.
For sake of simplicity, in order to test the performances of the proposed algorithm, just the linear version with respect to the virtual measurements has been adopted. Of course, the behaviour of the algorithm by increasing the polynomial order will be better and better because of the optimal property of the filter (the class of polynomial filters trivially contains linear filters).
In Table 1 it is presented the RPE for a subset of the different σ θ values for VOKF and EKF algorithms. It appears clear that the VOKF has superior performances for higher values of angle noise variance in terms of estimation precision. Moreover, the new algorithm results to be convergent for each of the trial simulations meanwhile the number of convergent simulations for EKF significantly decreases for higher output noise variance, as shown in last line of the table. Finally, in Fig. 2 and Fig. 3 the estimation results for a typical trajectory in Cartesian Coordinate System (CCS) are graphically represented.
CONCLUSIONS
In this paper it is proposed a new filtering procedure for planar tracking which utilizes an innovative idea regarding the post-processing of the measurement data in order to transform the nonlinear measurement map in a linear one at expensive of the loss of the original Gaussianity of the measurement noises. This approach is capable to avoid any approximation error due to linearization of the output map as in the EKF. Moreover, it becomes natural the use of the polynomial Kalman filters designed for linear nongaussian systems which could significantly improve the performance of the standard Kalman filter by taking into account moments of higher order of the transformed noises. The first numerical results seems to fully confirm the effectiveness of this proposal.
APPENDIX
The extended output function (12) can be derived basing on the output function (7) through the suitable manipulation described in this appendix.
The following properties coming from the Kronecker algebra will be useful for the sequel:
• for any matrices A, B, C, and D, it is: 
, the · denoting the standard matrix product;
• let a, b ∈ R 2 , for any integer h it is:
For a detailed proof see Carravetta et al. [1997] .
At first, note that the rotation matrix introduced in (9) satisfies the following properties for any α, β ∈ R:
Moreover, for any integer number h and a zero-mean Gaussian variable η with covariance σ 2 , the matrix R h σ is defined as R h σ = E R(η) [h] .
Exploiting the matrix factorization in (9) and the properties in (14) and (15), (7) can be rewritten as
The polynomial filtering approach is based on the definition of an extended output vector composed by the Kronecker power of the system output up to a certain order. Therefore, in order to build this vector we derive the Kronecker power of the virtual output given by the manipulation computed in (16). In the following notation will be simplified by omitting the argument k.
