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Abstract
We present two approaches to system identification, i.e. the identification of
partial differential equations (PDEs) from measurement data. The first is a
regression-based Variational System Identification procedure that is advanta-
geous in not requiring repeated forward model solves and has good scalability
to large number of differential operators. However it has strict data type re-
quirements needing the ability to directly represent the operators through the
available data. The second is a Bayesian inference framework highly valuable
for providing uncertainty quantification, and flexible for accommodating sparse
and noisy data that may also be indirect quantities of interest. However, it also
requires repeated forward solutions of the PDE models which is expensive and
hinders scalability. We provide illustrations of results on a model problem for
pattern formation dynamics, and discuss merits of the presented methods.
Keywords: computational mechanics, materials physics, pattern formation,
Bayesian inference, inverse problem
Pattern formation is a widely observed phenomenon in diverse fields includ-
ing materials physics, developmental biology and ecology among many others.
The physics underlying the patterns is specific to the mechanisms, and is en-
coded by partial differential equations (PDEs). Models of phase separation
[1, 2] are widely employed in materials physics. Following Alan Turing’s semi-
nal work on reaction-diffusion systems [3], a robust literature has developed on
the application of nonlinear versions of this class of PDEs to model pattern for-
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mation in developmental biology [4, 5, 6, 7, 8, 9, 10, 11, 12]. Reaction-diffusion
equations also appear in ecology, where they are more commonly referred to
as activator-inhibitor systems, and are found to underlie large scale patterning
[13, 14].
All these pattern forming systems fall into the class of nonlinear, parabolic
PDEs. They can be written as systems of first-order dynamics driven by a num-
ber of time-independent terms of algebraic and differential form. The spatio-
temporal, differentio-algebraic operators act on either a composition (normal-
ized concentration) or an order parameter. It also is common for the algebraic
and differential terms to be coupled across multiple species. Identification of
participating PDE operators from spatio-temporal observations can thus un-
cover the underlying physical mechanisms, and lead to improved understanding,
prediction, and manipulation of these systems.
Concomitant with the increasing availability of experimental data and ad-
vances in experimental techniques and diagnostics, there has been significant
development in techniques for system identification. Early work in parameter
identification within a given system of PDEs can be traced to nonlinear re-
gression approaches [15, 16, 17, 18] and Bayesian inference [19, 20]. Without
knowing the PDEs, the complete underlying governing equations could be ex-
tracted from data by combining symbolic regression and genetic programming
to infer algebraic expressions along with their coefficients [21, 22]. Recently,
sparse regression techniques for system identification have been developed to
determine the operators in PDEs from a comprehensive library of candidates
[23, 24, 25, 26, 27, 28]. Bayesian methods for system identification have also
been proposed [29, 30] but mostly used for algebraic or ordinary differential
equations and not yet deployed to PDE systems. In a different approach to
solving the inverse problems, deep neural networks are trained to directly rep-
resent the solution variable [31, 32]. Using the neural network representations,
the parameters within the given PDEs can be inferred through the approach
of physics-informed neural network with strong forms of the target one- and
two-dimensional PDEs embedded in the loss functions [33].
One may broadly categorize the various approaches for system identification
to those that access different data type (full field versus sparse quantities of
interest (QoIs)), and whether employing a deterministic or probabilistic frame-
work (regression versus Bayesian) (see Figure 1). In this paper, we focus on two
methods that we have recently developed, falling in the top-left and bottom-right
quadrants: (1) a stepwise regression approach coupled with Variational System
Identification (VSI) based on the weak form that is highly effective in handling
large quantities of composition field measurements [28]; and (2) a Bayesian in-
ference framework that offers quantified uncertainty, and is therefore well-suited
for sparse and noisy data and flexible for different types of QoIs. The key objec-
tive and novelty of this paper is then to provide a perspective and comparison
on the contrasting advantages and limitations of these two approaches for per-
forming system identification. We illustrate key highlights of these techniques
and compare their results through a model problem example below.
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Figure 1: Broad categorization of system identification approaches, with our paper focusing
on two methods falling in the top-left and bottom-right quadrants.
Model Problem. For demonstration, consider the following model form in [0, T ]×
Ω:
∂C1
∂t
= D11∇2C1 +D12∇2C2 +R10 +R11C1 +R12C2 +R13C21C2 (1)
∂C2
∂t
= D21∇2C1 +D22∇2C2 +R20 +R21C1 +R22C2 +R23C21C2 (2)
with ∇C1 · n = 0, ∇C2 · n = 0 on Γ = ∂Ω (3)
and C1(0,x) = C10(x), C2(0,x) = C20(x). (4)
Here, C1(t,x) and C2(t,x) are the compositions, with diffusivities D11, . . . , D22
and reaction rates R10, . . . , R23 assumed constant in space and time. This model
represents the coupled diffusion-reaction equations for two species following
Schnakenberg kinetics [34]. For an activator-inhibitor species pair having auto-
inhibition with cross-activation of a short range species, and auto-activation
with cross-inhibition of a long range species these equations form so-called Tur-
ing patterns [3]. For simplicity, we pose the above initial and boundary value
problem to be one-dimensional in space for x ∈ (−40, 40). A relatively fine
uniform grid of 401 points is used to numerically discretize x; we note that data
corresponding to too coarse of a resolution may lead to incorrect VSI results,
and refer readers to [28] for a discussion on the data discretization fidelity. The
initial conditions for all simulations are set to C10(x) = 0.5 and C20(x) = 0.5,
and the value at each grid point is further corrupted with an independent per-
turbation drawn uniformly from [−0.01, 0.01] in order to represent measurement
error and experimental variability. Three sets of different diffusivities are con-
sidered to illustrate scenarios inducing different particle sizes (see Figure 2 for
examples of the composition fields under these three different parameter sets at
time snapshot t = 15, which is long enough for the precipitates to have formed).
The true prefactors of the PDE operators are summarized in Table 1. Our
goal for the system identification problem is to estimate these PDE
operator prefactors from available measurement data.
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Figure 2: (a) C1 fields over a zoomed-in range of x at time snapshot t = 15 generated using
the three parameter cases. We see that the different diffusivity values in the three cases
indeed lead to particles (the “crests”) of different sizes. (b) Top: an example field C where
the dashed lines are the average of local maxima Cmax and average of local minima Cmin.
Bottom: a histogram of the particle sizes corresponding to the top figure, whose sample mean
µ and standard deviation σ are chosen by us to be two of our QoIs in this problem. Together
{µ, σ, Cmax, Cmin} are our QoIs.
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Case D11 D12 D21 D22 R10 R11 R12 R13 R20 R21 R22 R23
1 0.10 0 0 4.0 0.1 −1 0 1 0.9 0 0 −1
2 0.03 0 0 1.2 0.1 −1 0 1 0.9 0 0 −1
3 0.01 0 0 0.4 0.1 −1 0 1 0.9 0 0 −1
Table 1: True PDE operator prefactors for the three different cases.
VSI and Stepwise Regression Using Composition Field Data. When composi-
tion field data are available, the PDEs themselves can be represented directly.
This can be achieved by constructing the operators either in strong form, such
as with finite differencing in the Sparse Identification of Nonlinear Dynamics
(SINDY) approach [23], or in weak form built upon basis functions in the VSI
framework [28]. The weak form transfers derivatives to the weighting func-
tion, thus requiring less smoothness of the actual solution fields C1 and C2 that
are constructed from data and allowing the robust construction of higher-order
derivatives. Another advantage of using the weak form is that Neumann bound-
ary conditions are explicitly included as surface integrals, making their identifi-
cation feasible. We briefly present VSI in conjunction with stepwise regression
below, while referring readers to [28] for further details and discussions.
For infinite-dimensional problems with Dirichlet boundary conditions on Γc,
the weak form corresponding to the strong form in Equation (1) or (2) is, ∀w ∈
V = {w| w = 0 on Γc}, find C such that∫
Ω
w
∂C
∂t
dv = ω · χ (5)
where Ω is the domain, χ is the vector containing all possible independent
operators in weak form:
χ =
[
−
∫
Ω
∇w · ∇C1dv,−
∫
Ω
∇w · ∇C2dv,
∫
Ω
wdv,
∫
Ω
wC1dv,
∫
Ω
wC2dv,
∫
Ω
wC21C2dv
]
(6)
and ω is the vector of operator prefactors. Using this notation, ω = [D11, . . . , R13]
for Equation (1) and ω = [D21, . . . , R23] for Equation (2). Upon integration by
parts, application of appropriate boundary conditions, and accounting for the
arbitrariness of w, the finite-dimensionality leads to a vector system of resid-
ual equations: R = y − χω, where y is the time derivative term and may be
represented via a backward difference approximation
yi =
∫
Ω
N i
nb∑
a=1
Can − Can−1
∆t
Nadv (7)
with N i denoting the basis function corresponding to degree of freedom (DOF)
i, and ∆t = tn − tn−1 the time step. While other time-marching schemes
are certainly also possible, we use backward differencing here for its simplicity,
stability, and as a representative choice for illustration purposes when the focus
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of our problem is not on time-marching specifically. The other operators in χ
are constructed similarly and grouped together into the matrix χ. Minimizing
the residual norm towards ||R|| = 0 then yields the linear regression problem
y = χω. (8)
The construction of this linear system is quite inexpensive, equivalent to the
finite element assembly process where the computational cost is a very small
fraction of the overall solution process (even when considering a large set of
candidate operators). Furthermore, this system only needs to be constructed
once in the entire VSI procedure, and the subsequent regression steps do not
ever need them to be reconstructed; this is because y and χ are constructed
from data which are given and fixed. Solving Equation (8) via standard regres-
sion, especially with noisy data, will lead to a non-sparse ω. Such a result will
not sharply delineate the relevant bases for parsimonious identification of the
governing system. Sparse regression (compressive sensing) techniques such as
L1-based regularization are useful to promote sparse solutions of retained op-
erators, but we found their performance for system identification to be highly
sensitive to the selection of regularization parameters. We therefore use back-
ward model selection by stepwise regression coupled with a statistical F -test,
thus taking an approach to iteratively and gradually remove inactive operators
instead of attempting to find a solution in one shot. Starting from a dictionary
containing all relevant operators (such as in Equation (1) and (2)) and while
the residual remains small, we eliminate the inactive operators iteratively until
the model become underfit as indicated by a drastic increase of residual norm.
Extensive algorithmic details are available in [28].
With clean (noiseless) composition field data, VSI can pinpoint the com-
plete governing equations of our model problem using data from as few as two
time instants. Figure 3 shows the inferred operator prefactors for Equations (1)
and (2) on the left, which is achieved when the residual norm increases dra-
matically upon further elimination of operators as shown in the Figure 4. All
prefactors are correctly identified with high accuracy with reference to Table 1.
Investigations of the effects from varying fidelity and data noise are further
discussed in [28]. The main advantages of this approach are: (a) repeated for-
ward PDE solves are not necessary (in contrast to non-adjoint inverse problem
methods) and it is therefore computationally very fast, and (b) its efficiency
can accommodate a large dictionary of candidate PDE operators, such as illus-
trated in [28] with more than 30 operators. However, this approach requires the
availability of composition field data (full or partial [35]) at instants separated
by sufficiently small time steps, ∆t.
Bayesian Inference Using QoIs. When only sparse and noisy data are available,
the quantification of uncertainty in the prefactor estimates becomes highly im-
portant. Bayesian statistics [36, 37] provides a mathematically rigorous frame-
work for solving the system identification problem while capturing uncertainty,
and is particularly flexible in accommodating different QoIs simultaneously, that
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Figure 3: Inferred operator prefactors at final iteration of the stepwise regression using com-
position field data generated from the three parameter sets. The identified coefficients of
active operators on the y-axis are scaled by the true values of the first parameter set (for
better visual presentation). Labels for the corresponding operators, χ1, . . . , χ6, are shown on
the x-axis and their definitions can be found previously in Equation (6). All final VSI results
achieve machine zero error here.
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Figure 4: Residual norm at each iteration using composition field data generated from the
three parameter sets. The algorithm for identifying governing equations of C1 (shown by solid
curves) and C2 (shown by dashed curves), respectively, converged at iterations number 3 or
4, beyond which the residual increases dramatically if any more operators are eliminated.
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may also be arbitrary functionals of the solution fields. LetD := {hm(C1, C2)}Mm=1
denote the set of available QoI measurement data. Bayes’ theorem states
p(ω|D) ∝ p(D|ω)p(ω), (9)
where p(ω|D) is the posterior probability density function (PDF), p(D|ω) is the
likelihood function, and p(ω) is the prior. For example, in this work we choose
priors for the prefactors to be log-normal and normal distributions, and model
the likelihood to exhibit an additive Gaussian data noise: D = G(ω) +  where
G(ω) is the forward model (i.e., PDE solve) and  ∼ N (0,Σ) is a zero-mean in-
dependent (Σ diagonal) Gaussian random variable depicting measurement noise.
The likelihood PDF can then be evaluated via p(D|ω) = p(D − G(ω)) where
p is the PDF of the multivariate Gaussian , hence each likelihood evaluation
entails a forward PDE solve and together make up the most expensive portion
of a Bayesian inference procedure. Solving the Bayesian inference problem then
entails characterizing the posterior—that is, the distribution of the prefactors
conditioned on the available data—from evaluations of the prior and likelihood
PDFs.
While different Bayesian inference algorithm exist, the primary method is
Markov chain Monte Carlo (MCMC) [38] that involves constructing a Markov
chain exploring the parameter space in proportion to the true posterior measure.
Variants of MCMC, especially when equipped with effective proposal mecha-
nisms, are particularly powerful as they only require evaluations of p(ω|D) up
to a normalization constant, which enables us to use only the prior and likeli-
hood without needing to estimate the constant of proportionality on the right-
hand-side of Equation (9), an otherwise extremely difficult task. In this work,
we demonstrate the Bayesian framework using the delayed rejection adaptive
Metropolis (DRAM) algorithm [39], which is a simple yet effective method that
offers secondary proposal distributions and adapts proposal covariance based
on chain history to better match the true target distribution. A brief summary
of DRAM steps is provided below (please see [39] for full details), where we
see that each of these MCMC iterations requires a new likelihood evaluation in
Step 2 (and possibly also Step 4 if 1st-stage encountered a rejection) and thus
a forward PDE model solve, and this requirement for repeated PDE solves can
become computationally intensive or even prohibitive for some problems.
1. From current chain location ωt, propose ωt+1 from 1st-stage proposal
distribution;
2. Evaluate α1 =
p(D|ωt+1)p(ωt+1)
p(D|ωt)p(ωt) ;
3. Draw u1 ∼ U(0, 1), accept ωt+1 if u1 < α1 and go to Step 5, else reject;
4. (Delayed Rejection) If rejected in Step 3, re-propose ωt+1 from 2nd-
stage proposal (usually smaller in scale compared to 1st-stage proposal)
and evaluate α2 and u2 to decide acceptance/rejection (detailed formulas
in [39]);
5. (Adaptive Metropolis) At regular intervals (e.g., every 10 iterations) up-
date proposal distributions using the sample covariance computed from
the Markov chain history.
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In practice, surrogate models (e.g., polynomial chaos expansions, Gaussian pro-
cesses, neural networks) are often employed to accelerate the Bayesian inference.
Our Bayesian example targets the same system in Equations (1) and (2).
We generate synthetic data D by first solving the PDEs using the true prefac-
tors from Table 1 to obtain C1 and C2 at two time snapshots (t = 7.5 and 15),
then for each field we calculate four QoIs {µ, σ, Cmax, Cmin}, which are respec-
tively the mean and standard deviation of particle size distribution, and the
composition field average local maxima and minima (see Figure 2 right panel).
Hence D contains
(
4 QoIsspecies·snapshot
)
× (2 species)× (2 snapshots) = 16 scalars.
Leveraging and illustrating the Bayesian prior as a mechanism to introduce
physical constraints and domain expert knowledge, we set D12 and D21 to zero
from prior knowledge and endow normal prior distributions for the remaining
10-dimensional ω prefactor vector, except furthermore targeting logD12 and
logD21 to ensure positivity of diffusion coefficients.
Figure 5 presents for Case 2 (Cases 1 and 3 yielded similar results and are
omitted for brevity) the posterior PDF contours and selected chains traces that
visually appear to be well-mixed. The posterior contours are plotted using a ker-
nel density estimator, and the diagonal panels represent marginal distributions
while off-diagonals are the pairwise joint distributions illustrating first-order
correlation effects. Overall, strong correlations and non-Gaussian structures
are present. The summarizing statistics (mean ± 1-standard-deviation) for the
posterior marginals are presented in Table 2 , all agreeing well with the true
values for Case 2 although residual uncertainty remains. For system identifica-
tion, sparse solutions may be sought by employing sparsity-inducing priors (e.g.,
Laplace priors), coupled with eliminating prefactors that concentrate around
zero with a sufficiently small uncertainty based on a thresholding policy analo-
gous to that in the stepwise regression procedure. As an example, from Table
2, we may choose to eliminate prefactors based on criteria satisfying (a) the
marginal posterior standard deviation falls below 10% of the largest marginal
posterior mean magnitude (i.e., achieving a relative precision requirement), and
(b) the interval of mean ± 1-standard-deviation covers zero (i.e., supporting
operator to be inactive). This would lead to the elimination of R12 in this case,
while R21 and R22 (which are also zero in the true solution) cannot be elimi-
nated yet since the available (sparse and noisy) data are not enough in reducing
the uncertainty sufficiently to arrive at a conclusion. We note that the criteria
above only serve as an example, and better thresholding strategies should be
explored. The main advantages of this approach are: (a) the ability to quantify
uncertainty in prefactor estimates, thus making it valuable for sparse and noisy
data, and (b) its flexibility in accommodating various types of indirect QoIs
that do not explicitly participate in the governing PDE. The drawback of this
approach is its high computational cost, and weaker scalability compared to the
regression VSI method introduced previously.
Summarizing Remarks. In this paper we presented a perspective and compari-
son on the contrasting advantages and limitations of two approaches of system
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Figure 5: Lower left: marginal and pairwise joint posterior distributions of the ω for Case 2.
Upper right: select chain traces of MCMC.
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logD11 log(0.028)± 0.26 logD22 log(1.13)± 0.22
R10 0.0050± 0.16 R20 0.99± 0.75
R11 −0.87± 0.31 R21 −0.015± 0.88
R12 0.051± 0.078 R22 −0.080± 0.51
R13 0.99± 0.34 R23 −1.18± 0.74
Table 2: Bayesian inference marginal posterior mean ± 1-standard-deviation for the PDE
operator prefactors. We emphasize that these are summarizing statistics for the Bayesian
posterior that reflect the remaining uncertainty conditioned on the particular available data,
and should not be compared to the true parameter values and then interpreted as an accuracy
assessment.
identification from a broader categorization of methods in Figure 1, with illus-
tration on a model problem for pattern formation dynamics. The first approach
is a regression-based VSI procedure, which has the advantage of not requiring
repeated forward PDE solutions and scales well to handle large numbers of can-
didate PDE operators. However this approach requires specific types of data
where the PDE operators themselves can be directly represented through these
data. More recently, we also have extended the VSI approach to uncorrelated,
sparse and multi-source data for pattern forming physics [35]. However, as may
be expected, data at high spatial and temporal resolution deliver more accurate
identification outcomes. The second approach uses Bayesian statistics, and has
advantages in its ability to provide uncertainty quantification. It also offers
significant flexibility in accommodating sparse and noisy data that may also be
different types of indirect QoIs. However, this approach requires repeated for-
ward solutions of the PDE models, which is computationally expensive and may
quickly become impractical when the number of PDE terms (i.e., dimension of
the identification problem) becomes high. It is thus best used in conjunction
with surrogate models and other dimension reduction techniques.
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