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We develop a theory of inter-valley Coulomb scattering in semiconducting carbon-nanotube quan-
tum dots, taking into account the effects of curvature and chirality. Starting from the effective-mass
description of single-particle states, we study the two-electron system by fully including Coulomb
interaction, spin-orbit coupling, and short-range disorder. We find that the energy level splittings
associated with inter-valley scattering are nearly independent of the chiral angle and, while smaller
than those due to spin-orbit interaction, large enough to be measurable.
PACS numbers: 73.63.Fg, 73.63.Kv, 73.23.Hk, 73.20.Qt
I. INTRODUCTION
Carbon nanotubes1,2 (CNTs) have emerged in the last
two decades as ideal realizations of one-dimensional (1D)
quantum systems. Indeed, for electronic excitations close
enough to the charge neutrality point, the longitudinal
degrees of freedom are effectively decoupled from the
transverse ones.3–5 Advances in employing as-grown sus-
pended CNTs as Coulomb-blockade devices6 allowed for
dramatically reducing the disorder in the samples and
the dielectric screening due to the environment. This
breakthrough led to the recent observation of fascinating
many-body states, such as the Wigner molecule7,8—the
finite-size analog of the Wigner crystal—and the Mott-
Hubbard insulator,9 as well as to the measurement of sig-
nificant spin-orbit coupling.10–14 The latter is enhanced
with respect to graphene because of the curved topology
of the CNT surface.15–20 An important feature of CNTs is
the absence of hyperfine interaction since C nuclei have
zero spin.21 This has fueled the pursuit of spin qubits
in CNT quantum dots (QDs).11,22–32 Interestingly, spin-
orbit interaction in CNTs may be useful for spintronics
and quantum-information purposes. In fact, one could
manipulate spins by means of either electric fields acting
on the orbital degrees of freedom13,25,33 or by exploiting
bends,34 or even encode information in the valley index.30
A remarkable property that distinguishes CNTs from
other 1D devices is the occurrence of two spinorial de-
grees of freedom, one being the real electron spin σ = ±1,
the other one being the isospin τ = ±1 associated with
the valley population in reciprocal space. The latter is
well defined close to the two non-equivalent points K and
K′ at the border of the Brillouin zone, where the apices of
graphene’s Dirac cones touch. The isospin is commonly
assumed to be a good quantum number, which is true for
electrons scattered by potentials that are slowly varying
in space with respect to the graphene lattice constant a
(with a = 2.46 A˚).35–37 However, if the momentum trans-
ferred during scattering is ∼ 1/a, it may make electrons
to swap valleys, as the distance between the two valleys
in momentum space is ∼ |K−K′| = 4π/(3a). The ob-
ject of this Article is the theory of inter-valley scattering.
We are mainly interested in the role of inter-valley scat-
tering in Coulomb blockade experiments, hence we focus
on gate-defined QDs embedded in semiconducting CNTs
in the few-electron regime.
So far, the vaste majority of analytical or semi-
analytical theories based on the envelope function in
the effective mass approximation36 has regarded inter-
valley scattering as being either negligible or small with
respect to other sources of scattering.38–44 This should
not come as a surprise, since inter-valley scattering is
inherently not included in the envelope function the-
ory, with the envelope being built as a superposition of
Bloch states whose wave vectors lie close to the bottom
of one valley. A few theories have considered the scat-
tering induced by short-range disorder, such as atomic
scale defects.25,45 A channel of inter-valley scattering of
special interest here is the one induced by the short-
range part of Coulomb interaction, also known as back-
ward (BW) scattering.38,46–48 Indeed, BW Coulomb in-
teraction exchanges the isospins of two electrons, since
these degrees of freedom are ultimately related to the
orbital component of the wave function: electrons with
different isospins have different crystal momenta, and
hence different microscopic Bloch states. With respect to
the long-range part of Coulomb interaction, conserving
valley quantum numbers [known as intra-valley, or for-
ward (FW) scattering], the BW scattering term is much
weaker.39–42 Note that both FW and BW terms conserve
the total crystal momentum in the scattering event.
On the experimental side, growing evidence shows
that inter-valley scattering is significant and measur-
able. Low-temperature transport data rely on Coulomb
blockade spectroscopy, based on the precise control of
the electron number in CNT QDs down to the single
electron.49,50 One connects source and drain electrodes
to a CNT and operates on a capacitatively coupled elec-
trostatic gate, allowing to rigidly shift the QD energy
spectrum with respect to Fermi energies of the leads. If
the QD chemical potential falls outside the transport en-
ergy window controlled by the source-drain bias, no cur-
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2rent flows and the electron number N in the dot is fixed.
Otherwise, electrons may tunnel from the source to the
drain trough the QD while its population fluctuates be-
tween N and N+1. By recording the differential conduc-
tance as a function of the source-drain bias and gate volt-
age one measures the evolution of ground- and excited-
state chemical potentials vs the external magnetic field,
linking the slopes of the curves to (iso)spin quantum
numbers.6–8,10,11,13,14,23,24,32,51,52 This spectroscopy al-
lowed to clearly resolve the anticrossings between en-
ergy levels of opposite valleys, that were attributed to
short-range disorder.10,13 Besides, the recent observa-
tion of a two-electron Wigner molecule in a CNT QD
pointed out the significant role of BW scattering in the
fine structure of the low-lying excited states, inducing en-
ergy splittings comparable to those associated with spin-
orbit interaction.8
Moreover, the quantitative determination of BW in-
teraction is important for studies of Pauli spin and val-
ley blockade in coupled QDs,11,22,23,25–32 aiming to real-
ize spin-to-charge conversion useful for applications. If
(nL, nR) are the electronic populations of the left and
right QD, respectively, the resonant tunneling sequence
is the cycle (0, 1) → (1, 1) → (0, 2) → (0, 1), where the
left (right) dot is the one close to the source (drain)
electrode. A given intermediate state (0, 2) is Pauli-
excluded from transport if its total (iso)spin is incom-
patible with the projection σ (τ) carried by the tunnel-
ing electron.8,11,53,54 When the two electrons come close
to each other in the right dot BW scattering becomes
relevant, mixing the eigenstates of (iso)spin and hence
relaxing the Pauli blockade.
Whereas optical properties of CNTs are beyond the
scope ot this work, we mention that BW interaction
crucially dictates the fine structure of excitons, control-
ling the sequence of bright and dark excitons as well as
their energy splittings.38,55–66 Computational approaches
based on the full numerical solution of the Bethe-Salpeter
equation were applied to the smaller CNTs55,67 together
with simpler but more transparent theories for larger
tubes, such as semi-empirical models57,68 as well as treat-
ments within the effective-mass approximation38 or the
tight-binding method.56,63,69 Few experimental data are
available since dark excitons are optically inactive and
hence difficult to observe.58–62,64–66
The main goal of this Article is the analysis of the
impact of BW scattering on carbon-nanotube quantum
dots. We model the gate-defined QD as a 1D harmonic
trap, using sublattice envelope functions in the effective
mass approximation. The exact diagonalization70 of the
long-range part of Coulomb interaction for two electrons
fully takes into account spin-orbit (SO) coupling, BW
scattering, and disorder—in the form of a generic distri-
bution of defects. In our detailed investigation we con-
sider the dependence of BW interaction on the micro-
scopic CNT structure (i.e., on the chiral angle α in ad-
dition to the radius R), going beyond the previous treat-
ment of BW interaction as a contact force.38–41,43 We
include BW scattering and defects at the level of first-
order perturbation theory. Specifically, we present ana-
lytical expressions for the energies and the spin-isospin
part of the two-electron wave function. Such expressions
depend only on two parameters, related respectively to
the orbital component of the wave function, which can be
evaluated through exact diagonalization,8,39,41,43,70 and
the distribution of disorder. We estimate that energy
splittings due to BW scattering may be about one order
of magnitude smaller than those induced by SO interac-
tion but large enough to be measurable in experiments.
The short-range BW interaction is sensitive to the rel-
ative position of two electrons in the QD, which is con-
trolled in turn by the competing effects of the long-range
part of Coulomb interaction and confinement poten-
tial. Whereas Coulomb repulsion tends to push electrons
aside, the QD confinement potential squeezes them to-
wards the QD center. When Coulomb energy overcomes
the sum of kinetic and confinement energy, electrons lo-
calize in space a` la Wigner, arranging themselves in a
geometrical configuration [a Wigner molecule (WM)] to
minimize the electrostatic energy. Signatures of Wigner
crystallization were predicted theoretically39–41,43,71–73
and observed experimentally.7,8 Note that, as a conse-
quence of localization, exchange interactions are sup-
pressed, hence states with the same charge density and
different (iso)spin projections become degenerate.
The fact that the energy cost needed to flip the
(iso)spin is tiny makes the WM regime detrimental for
device operations based on Pauli blockade. Therefore, in
this Article we also consider the opposite, weakly inter-
acting regime where confinement energy overcomes the
Coulomb energy. This may be achieved if:41 (i) the QD
is sufficiently small (ii) R is large (iii) the effective dielec-
tric screening due to the presence of leads and gates is
significant. Our results show that the impact of the BW
contact interaction increases going from the WM to the
weakly interacting regime, consistently with the shrink-
ing of the correlation hole.
This Article is organized as follows. In Sec. II we work
out the coordinates of the atoms of a generic CNT in a
frame oriented along the tube axis, which we later use
to evaluate the BW scattering potential. After intro-
ducing the many-body Hamiltonian (Sec. III), Sec. IV
provides an exhaustive discussion of BW scattering. In
Section V we recall from Refs. 39 and 41 the results on the
two-electron system in the absence of SO coupling, BW
scattering, and disorder. We include BW scattering and
SO interaction in Sec. VI, and then compare our predic-
tions with the available experimental results (Sec. VII).
The final step is to include short-range disorder in the
theory (Sec. VIII). After the Conclusion (Sec. IX), in
the Appendixes we present the details of the derivation
of atomic coordinates (App. A), the properties of the
single-particle basis set (App. B), the BW term of the
Hamiltonian (App. C), and the form of the Hamiltonian
in the disordered case (App. D).
3II. ATOMIC COORDINATES OF CARBON
NANOTUBES
In this section we determine the cylindrical coordinates
of the carbon atoms of the CNT orienting the vertical
coordinate along the tube axis y. This task, which is
not trivial for a generic CNT, is needed to subsequently
include the effects of curvature and chirality into the BW
term of the Hamiltonian (cf. Sec. IV).
In graphene, the atomic coordinates for sublattices A
and B, respectively RA and RB, may be written as
RA(n1, n2) = a
[(
n1 − 1
2
n2
)
−→x ′ +
(√
3
2
n2 +
1√
3
)
−→y ′
]
,
RB(n1, n2) = a
[(
n1 − 1
2
n2
)
−→x ′ +
√
3
2
n2
−→y ′
]
, (1)
where n1 and n2 are integers, a = 2.46 A˚ is the lat-
tice parameter of graphene, and the unit vectors −→x ′ and−→y ′ are shown in Fig. 1. The two atoms A and B spec-
ified by the same couple of integers (n1, n2) belong to
the same graphene unit cell. Folowing the well known
procedure1,2 of wrapping the graphene sheet to form the
CNT, we define the chiral vector of the CNT, connecting
now equivalent sites of the tube, as L ≡ naa+nbb, where
a = a−→x ′, b = a
(
−1
2
−→x ′ +
√
3
2
−→y ′
)
form a basis for the graphene lattice; the length of the
chiral vector is L = a
√
n2a + n
2
b − nanb. The chiral angle
α is the angle between L and the unit vector −→x ′; because
of the hexagonal symmetry, it can be always chosen to
lie in the interval [0, π/6]. It is determined by
cos(α) =
L · −→x ′
L
=
na − nb/2√
n2a + n
2
b − nanb
,
sin(α) =
√
3nb
2
√
n2a + n
2
b − nanb
. (2)
We now rotate the reference frame by the chiral angle α,
with the rotated unit vectors −→x and −→y given by(−→x−→y
)
=
(
cos(α) sin(α)
− sin(α) cos(α)
)(−→x ′−→y ′
)
(3)
(see Fig. 1). The arrangement of carbon atoms shows a
new periodicity along the direction of −→y , perpendicular
to the chiral vector L. The new period is the length T of
the translation vector T, equal to
T =
√
3a
√
n2a + n
2
b − nanb
|GCD{(na − 2nb), (2na − nb)}| , (4)
where GCD{n,m} is the greatest common divisor be-
tween n and m. Vectors L and T define the CNT unit
FIG. 1. (Color online) Schematic representation of the
graphene lattice and two useful reference frames. Here α is
the CNT chiral angle. The y axis is parallel to the nanotube
axis, whereas the x axis is parallel to the chiral vector.
cell, which contains NA+B carbon atoms,
NA+B =
4(n2a + n
2
b − nanb)
|GCD{(na − 2nb), (2na − nb)}| . (5)
One has −→x = L/L and −→y = T/T .
The CNT is a cylinder of radius
R =
L
2π
=
a
2π
√
n2a + n
2
b − nanb, (6)
and axis parallel to T. It is natural to use cylindri-
cal coordinates, r = (ρ, θ, y), where ρ ∈ [0,∞) is the
distance from the nanotube axis, θ ∈ [0, 2π) is the az-
imuthal angle, and y ∈ (−∞,+∞) is the axial coordi-
nate. A vector lying in the original 2D graphene plane,
r = x−→x + y−→y , is now described by coordinates ρ = R,
θ = (x/R) mod (2π), and y. The origin of the reference
frame is chosen such that atom RB(0, 0) in Eq. (1) has
coordinates (ρ, θ, y) = (R, 0, 0). The cylindrical coordi-
nates obtained from (1) are given by
θA(n1, n2) = π
[
na (2n1−n2)− nb (n1−2n2−1)
n2a + n
2
b − nanb
mod 2
]
,
yA(n1, n2) = a
√
3
2
na
(
n2 +
2
3
)− nb (n1 + 13)√
n2a + n
2
b − nanb
,
θB(n1, n2) = π
[
na (2n1 − n2)− nb (n1 − 2n2)
n2a + n
2
b − nanb
mod 2
]
,
yB(n1, n2) = a
√
3
2
nan2 − nbn1√
n2a + n
2
b − nanb
. (7)
The set of equations (7) maps the atomic positions of
the original graphene plane into the locations of atoms
on the CNT surface by letting n1 and n2 vary in Z. A
drawback is that there is an infinite number of atoms that
are mapped into the same position on the CNT surface,
4i.e., those atoms with the same values of y and (x/R)
mod (2π). Since we will need to avoid multiple countings
of atoms, it is more convenient to express atomic posi-
tions as a function of the two indexes (n, j), unrelated
to the original graphene geometry, defined as follows: n
fixes the axial coordinate and j labels atoms lying on the
same cross section of the CNT, given by n. The resulting
expressions are
yB(n) =
√
3a
2
√
ν2a + ν
2
b − νaνb
n,
θB(n, j) =
{
[nθB(1)] mod
(
2π
fab
)}
+ j
2π
fab
,
yA(n) = yB(n) + ∆yAB,
θA(n, j) =
{
[nθB(1) + ∆θAB] mod
(
2π
fab
)}
+ j
2π
fab
,
(8)
with n ∈ Z for a tube of indefinite length, j ∈
{0, 1, . . . , fab − 1}, fab = GCD{na, nb}, with na = fabνa
and nb = fabνb so that integers νa and νb are coprime (if
nb = 0 then fab = na, νa = 1, and νb = 0), θB(1) is an
angular offset depending on na and nb, whose expression
is given in App. A [Eq. (A9)], and
∆yAB =
√
3a
2
√
ν2a + ν
2
b − νaνb
1
3
(
2νa − νb
)
,
∆θAB =
νbπ
fab(ν2a + ν
2
b − νaνb)
. (9)
Equations (8), (9), and (A9) allow to uniquely determine
the cylindrical coordinates of the atoms a nanotube of
arbitrary chirality. Appendix A provides the details of
the derivation of Eqs. (8) and (9) starting from Eq. (7).
III. MANY-BODY HAMILTONIAN
The many-body Hamiltonian, Hˆ = HˆSP + Vˆ , is the
sum of two terms. The first one, HˆSP, is the single-
particle Hamiltonian (B17) of a quantum dot embedded
in a semiconducting CNT, which includes kinetic energy,
confinement potential, and spin-orbit coupling (see Ap-
pendix B for full details). The second one, Vˆ , is the
Coulomb interaction potential.
We consider a gate-defined QD, whose confinement po-
tential is a soft harmonic trap of electrostatic origin:49,74
VQD(y) =
1
2
m∗ω20y
2, (10)
withm∗ being the effective mass and ω0 the characteristic
harmonic oscillator frequency. The QD size in real space
is given by the characteristic length ℓQD =
√
~/(m∗ω0).
The Hamiltonian HˆSP is written on the basis of the
single-particle eigenstates as:
HˆSP =
∑
n
∑
τ
∑
σ
εnτσ cˆ
†
nτσ cˆnτσ, (11)
where cˆnτσ destroys a fermion occupying the nth
harmonic-oscillator excited state with spin σ, isospin τ ,
and energy εnτσ given by Eq. (B23).
The Coulomb potential Vˆ , which scatters different
states {n, τ, σ}, is made of two terms,39,41
Vˆ = VˆFW + VˆBW, (12)
respectively for forward
VˆFW =
1
2
∑
abcd
∑
ττ ′
∑
σσ′
V
(FW)
a,b;c,dcˆ
†
aτσ cˆ
†
bτ ′σ′ cˆcτ ′σ′ cˆdτσ (13)
and backward scattering
VˆBW =
1
2
∑
abcd
∑
τ
∑
σσ′
V
(BW)
a,b;c,d(τ)cˆ
†
aτσ cˆ
†
b−τσ′ cˆcτσ′ cˆd−τσ.
(14)
Note that the FW term scatters different orbital states
while conserving the individual isospins of the interacting
electrons, whereas the BW term also exchanges the (op-
posite) isospins of the interacting electrons. There is no
BW term for electrons with like isospins. The quantities
V
(FW)
a,b;c,d and V
(BW)
a,b;c,d(τ), appearing respectively in Eqs. (13)
and (14), are the two-body matrix elements of Coulomb
interaction. We refer the reader to Ref. 41 for a detailed
discussion of the FW term and focus on the BW term in
the following.
IV. BACKWARD SCATTERING
This section is devoted to the analysis of the BW scat-
tering term. The starting point is our previous treatment
of the BW potential as a contact force, as reported in
Ref. 41. Here we extend our theory to include the effect
of the CNT curvature.
A. Backward scattering for the curved tube
geometry
We recall from Ref. 41 [Eq. (B5)] the generic expres-
sion of the two-body BW scattering matrix element that
appears in the operator (14),
V
(BW)
a,b;c,d(τ)=
L2y
4N2c
ℓ−2QD
∑
p,p′
eiτφpp′
∑
R
p
∑
R′
p′
eiτ(M
′−M)·(Rp−R
′
p′)
× U (∣∣Rp −R′p′ ∣∣)F ∗a (yp)F ∗b (y′p′)Fc(y′p′)Fd(yp), (15)
where p, p′ ∈ {A,B} are the sublattice indexes, φAA =
φBB = 0, φAB = −φBA = 2α + 2pi3 , M and M ′ are the
wave vectors of the conduction-band minima in the two
valleys, Rp is the position of an atom of the p sublat-
tice, U is the interaction potential, Nc is the number of
sublattice sites, Ly is the CNT length, and Fn is the en-
velope function of the nth harmonic-oscillator state (see
5also Appendix B). With respect to Eq. (B5) of Ref. 41
here we have used cylindrical coordinates and included a
minus sign into phases φAB. Equation (15) is derived
exploiting the localization of the 2pz orbitals close to
the atomic nuclei, whereas the envelope function Fn(y)
varies on the longer length scale ℓQD, hence we assume
|φ2pz (r−Rp)|2 ≈ δ(r−Rp)VCNT. Since this approxima-
tion washes out all effects related to the atomic orbitals,
as an improvement we replace in Eq. (15) the Coulomb
potential with the Ohno potential,38,48,75
U(r− r′) = U0
[
1 + ǫ2 |r− r′|2 U20 /e4
]−1/2
, (16)
which at short distances tends to the Hubbard-like value
of the Coulomb repulsion between two electrons sitting
on the 2pz orbital, U0 ≈ 15 eV, whereas at long distances
evolves into the screened Coulomb potential with static
dielectric constant ǫ.
By making explicit the dependence of the atomic po-
sitions on the indexes (n, j) as illustrated in Sec. II, we
write the interaction potential in cylindrical coordinates
in the following symbolic form:
U
[∣∣Rp(n, j)−R′p′(n′, j′)∣∣]
≡ U
{
[yp(n)− yp′(n′)]2 , sin2
[
θp(n, j)− θp′(n′, j′)
2
]}
.
(17)
After a lengthy calculation that is detailed in Appendix
C, the matrix element (15) is transformed into
V
(BW)
a,b;c,d(τ) =
√
3a2
16πR
ℓ−2QD
∫ +∞
−∞
dy
∑
n∈Z
{
2fτ (n)F
∗
a [y + yB(n)]F
∗
b (y)Fc(y)Fd[y + yB(n)]
+ gτ (n)F
∗
a [y + yA(n)]F
∗
b (y)Fc(y)Fd[y + yA(n)]
+ g−τ (n)F
∗
a (y)F
∗
b [y + yA(n)]Fc[y + yA(n)]Fd(y)
}
,
(18)
where we have introduced two characteristic functions,
fτ (n) ≡ eiτ∆Mk·yB(n)
fab−1∑
j=0
eiτ∆Mκ·θB(n,j)UB(n, j),
gτ (n) ≡ eiτφABeiτ∆Mk·yA(n)
fab−1∑
j=0
eiτ∆Mκ·θA(n,j)UA(n, j),
(19)
with
(∆Mk,∆Mκ) ≡ (M ′k −Mk,M ′κ −Mκ), (20)
and
Up(n, j) ≡ U
{
[yp(n)]
2
, sin2
[
θp(n, j)
2
]}
(21)
for p ∈ {A, B}.
The characteristic functions fτ (n) and gτ (n) determine
the length scale and strength of BW interaction. In or-
der to understand their physical meaning, we inspect the
expression (18) of the matrix element for BW scattering.
The function fτ (n) [gτ (n)] is weighted by the envelope
functions of the interacting electrons, evaluated in posi-
tions along the CNT axis which are separated by yB(n)
[yA(n)]. Recalling the expressions (8) of the axial coor-
dinates, we see that two coordinates differing by yB(n)
belong to the same sublattice, while two coordinates dif-
fering by yA(n) belong to different sublattices. Therefore,
the functions fτ (n) and gτ (n) measure the strength, re-
spectively, of the intra- and inter-sublattice contributions
to BW scattering. Moreover, since the distance between
y and y + yB(A)(n) is linear with |n| and BW interac-
tion is short-ranged, we expect fτ (n) and gτ (n) to vanish
rapidly with increasing |n|, as further discussed in subsec-
tion IVC. To gain a deeper insight into the properties of
fτ (n) and gτ (n), it is convenient to work out the form of
the BW scattering operator in first quantization, which
is done in the following subsection.
B. BW scattering potential in first quantization
In this subsection we explicitly state the form of the
BW scattering operator in the coordinate space repre-
sentation.
Let us introduce the isospinor ϕτ (t), which depends
on the coordinate t = ±1 and is eigenstate of the isospin
operator τˆ , with τˆ(t)ϕτ (t) = τϕτ (t). The electron has
three coordinates: position along the axis y, spin s, and
isospin t, indicated as a whole by z ≡ (y, s, t). The wave
function Ψnστ (z) is factorized as
Ψnστ (z) =
[
ℓ
−1/2
QD Fn(y)
]
⊗ χσ(s)⊗ ϕτ (t), (22)
with the normalizations
ℓ−1QD
∫
dy F ∗n(y)Fn′(y) = δnn′ ,∑
s
χ∗σ(s)χσ′(s) = δσσ′ ,
∑
t
ϕ∗τ (t)ϕτ ′(t) = δττ ′. (23)
As a straightforward generalization, the N -electron wave
function, Ψ(z1, z2, . . . , zN ), depends on the set of orbital,
(y1, y2, . . . , yN ), spin, (s1, s2, . . . , sN ), and isospin coor-
dinates, (t1, t2, . . . , tN ).
We look for the explicit expression of the BW scat-
tering potential acting on z coordinates. It is easy to
check that this must be a two-body potential of the form
VˆBW(y, t; y
′, t′), acting on the orbital and isospin coor-
dinates but not on spins. This is obtained by rewriting
the second-quantized expression (14) with the help of the
6isospinor formalism. In fact, the field annihilation oper-
ator is
Ψˆ(z) ≡
∑
n
∑
σ
∑
τ
Ψˆnστ (z), (24)
with
Ψˆnστ (z) ≡ Ψnστ (z)cˆnστ . (25)
The BW term of the Hamiltonian is written in terms of
the operator VˆBW(z; z
′) ≡ VˆBW(y, t; y′, t′) as
VˆBW =
1
2
∫
dz
∫
dz′Ψˆ†(z)Ψˆ†(z′)VˆBW(z; z
′)Ψˆ(z′)Ψˆ(z),
(26)
where
∫
dz ≡ ∫ dy∑s∑t and we mix operator sym-
bols of first- and second-quantization. After substituting
the expansion (24) into (26), the result must be equal to
(14). By further imposing the symmetry of the BW po-
tential under coordinate permutation, VˆBW(y, t; y
′, t′) =
VˆBW(y
′, t′; y, t), we obtain
VˆBW(y, t; y
′, t′) = WBW(y, y
′)τˆ+(t)τˆ−(t′)
+WBW(y
′, y)τˆ−(t)τˆ+(t′), (27)
where WBW(y, y
′) is an operator acting on the orbital
coordinates only, given by
WBW(y, y
′) =
∑
n∈Z
{
[f+1(n) + f−1(−n)] δ[y′ − y + yB(n)]
+ g+1(n)δ[y
′ − y + yA(n)] + g−1(n)δ[y′ − y − yA(n)]
}
×
√
3a2
16πR
, (28)
and we have introduced the ladder operators of isospin:
τˆ+(t)ϕ−1(t) = ϕ+1(t), τˆ
+(t)ϕ+1(t) = 0,
τˆ−(t)ϕ−1(t) = 0, τˆ
−(t)ϕ+1(t) = ϕ−1(t).
(29)
These operators induce transitions between different
conduction-band valleys as an effect of Coulomb interac-
tion, exchanging the crystal momentum of electrons. We
will see a similar effect with short-range disorder, which
acts as a crystal momentum scatterer randomly placed
in the CNT.
C. Properties of functions f and g
In this subsection we discuss the properties of the
characteristic functions fτ (n) and gτ (n), especially rel-
evant as their real parts determine the fine structure
of two-electron energy levels (cf. Sec. V). We consider
ℜ[f+1] = ℜ[f−1] ≡ ℜ[f ] and ℜ[g+1] = ℜ[g−1] ≡ ℜ[g] for
a few representative tube geometries. Throughout the
section we fix the dielectric constant as ǫ = 3.5.
Equation (19) shows that f (g) depends on the ar-
rangement of the atoms in the B (A) sublattice. For semi-
conducting nanotubes, an examplar case is the zigzag
configuration, with either α = 0 (nb = 0) or α = π/3
(na = nb). In this case f as a function of the ax-
ial coordinate y (n) is even with respect to the origin
(Figs. 2 and 3), whereas the function g does not have
a definite symmetry, as shown in Figs. 4 and 5. In-
deed, the A sublattice is asymmetric with respect to
y = 0: for example, if nb = 0, then for any na we have
T =
√
3a and ∆yAB = a/
√
3 = T/3, so the A axial coor-
dinates most close to 0 are respectively yA(0) = T/3 and
yA(−1) = −T/6. The zigzag configuration also maxi-
mizes the number of atoms on each allowed cross section
and, conversely, minimizes the density of allowed y co-
ordinates along the tube axis. On the other hand, for
generic chiral tubes there are more allowed axial coordi-
nates with fewer atoms contributing to the circumferen-
tial cross section. Since in those cases even the arrange-
ment of B atoms is not symmetric around y = 0, neither
f nor g exhibit a well-defined symmetry.
Figure 2(a) shows ℜ[f ] for the achiral (α = 0) zigzag
tube (na, nb) = (92, 0) (black bullets) and chiral tube
(na, nb) = (91, 1) (red curve) obtained by applying a
small twist (−1, 1) to the zigzag one. The tube radius
R is approximately the same (≈ 3.6 nm) in both cases
but the variation of the atom arrangement along the axis
causes an appreciable variation of the profile of f(n). In
addition to the dominant maximum in the origin, ℜ[f ] of
the chiral tube exhibits many oscillations on the length
scale of a/100, whereas the profile of the zigzag tube is
smoother because only a few axial coordinates are al-
lowed. Nevertheless, for such a large radius, the oscilla-
tions of ℜ[f ] of the chiral tube are reminescent of those
of the zigzag tube as the positions of the highest maxima
overlap. For a smaller radius, the symmetry-breaking ef-
fect of a (−1, 1) twist of the zigzag tube is larger, as seen
in Fig. 2(b) for the tube (na, nb) = (20, 0). Apart from
the central peak, the profiles of the chiral and zigzag
tubes now deviate more significantly than in Fig. 2(a).
Note that ℜ[f ] with α = 0 depends very weakly on the
radius R (i.e., na).
Results for α = π/3 zigzag tubes with na = nb are
shown in Fig. 3 (black bullets) for different radii (R ≈ 1.8
and 0.4 nm respectively in panels a and b), together with
data for tubes obtained by applying a (1,−1) twist (red
curves). Although the CNTs with α = 0 and α = π/3
are equivalent, the functions plotted in Fig. 3 differ from
those for α = 0 because the arrangement of the atoms is
shifted with respect to y = 0 in the two cases. This shows
that f depends strongly on the chiral angle. On the other
hand, the comparison between chiral and achiral tubes
exhibits the same features as in Fig. 2.
In Figs. 4 and 5 we plot ℜ[g] for the eight nanotubes
considered before. The g function, which provides the
scattering between sublattices A and B, gives generically
a weaker contribution to the BW Hamiltonian than the f
function, which induces scattering within the same sub-
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FIG. 2. (Color online) ℜ[f ] vs axial coordinate y, for CNTs
with chiral angle close to α = 0. (a) Tubes with a large
radius: zigzag CNT with (na, nb) = (92, 0) and R = 3.602
nm (black bullets) and chiral tube with (na, nb) = (91, 1) and
R = 3.543 nm (red curve). (b) Tubes with a smaller radius:
zigzag CNT with (na, nb) = (20, 0) and R = 0.783 nm (black
bullets) and chiral tube with (na, nb) = (19, 1) and R = 0.725
nm (red curve). Lines are guides to the eye. The parameters
are ǫ = 3.5 and U0 = 15 eV.
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FIG. 3. (Color online) ℜ[f ] vs axial coordinate y, for CNTs
with chiral angle close to α = π/3. (a) Tubes with a large
radius: zigzag CNT with (na, nb) = (46, 46) and R = 1.801
nm (black bullets) and chiral tube with (na, nb) = (47, 45)
and R = 1.802 nm (red curve). (b) Tubes with a smaller
radius: zigzag CNT with (na, nb) = (10, 10) and R = 0.392
nm (black bullets) and chiral tube with (na, nb) = (11, 9) and
R = 0.397 nm (red curve). Lines are guides to the eye. The
parameters are ǫ = 3.5 and U0 = 15 eV.
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FIG. 4. (Color online) ℜ[g] vs axial coordinate y, for CNTs
with chiral angle close to α = 0. The tubes are the same as
those studied in Fig. 2.
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FIG. 5. (Color online) ℜ[g] vs axial coordinate y, for CNTs
with chiral angle close to α = π/3. The tubes are the same
as those studied in Fig. 3.
lattice. This may be seen by the difference between the
maximum values of ℜ[f ] (Figs. 2 and 3) and ℜ[g] (Figs. 4
and 5). Inspection of figures Figs. 4 and 5 also reveals
that the g function for α = 0 or α = π/3 depends very
weakly on R and that small distortions with respect to
the zigzag configuration are sufficient to change signif-
icantly the profiles of g(n), similarly to the features of
function f .
The plots of f and g provide an insight into the features
of BW scattering. Both f(n) and g(n) are significantly
different from zero only close to n = 0, which confirms the
short-range nature of BW interaction.38 From Eq. (28) it
is clear that the dominant contribution comes from values
of f(n) close to n = 0, with f(0) being of the order of the
8Hubbard parameter U0. Function g(n) has a nearly-zero
average on a length scale of few nanometers (see Figs. 4
and 5), over which the QD envelope functions are not ex-
pected to vary appreciably, therefore its contribution is
much smaller than that of f . Therefore, a first approx-
imation is f(n) ≈ U0δn0 and g(n) ≈ 0, which, applied
to (28), gives the approximated form of BW potential
appearing in Eq. (27):
Vˆ
(0)
BW(y, t; y
′, t′) ≈ U0
√
3a2
8πR
δ(y − y′)
× [τˆ+(t)τˆ−(t′) + τˆ−(t)τˆ+(t′)] . (30)
This form reproduces the results of Refs. 38, 39, and 41,
showing that the BW scattering is expected to act signifi-
cantly only on those many-body states in which electrons
have a non-zero probability of being in contact. We study
in detail the two-electron system in the next section.
V. TWO ELECTRONS IN A
CARBON-NANOTUBE QUANTUM DOT
In this section we recall from our previous studies8,39,41
the main features of the two-electron system in the ab-
sence of BW scattering. The effect of the BW interaction
potential will be analyzed in the next section.
The envelope-function Hamiltonian of two interacting
electrons in a CNT QD is
Hˆ(z1, z2) = K
(
∂2y1 , ∂
2
y2
)
+ VQD (y1, y2) + VFW (|y1 − y2|)
+ VˆBW (y1, t1; y2, t2) + HˆSO (s1, t1; s2, t2) ,
(31)
where we have put the hat symbol only on the operators
acting on spins and isospins. Here K is the kinetic en-
ergy, VQD is the QD confinement potential, VFW is the
FW scattering interaction (acting on orbital coordinates
only), VˆBW is the BW scattering interaction, and HˆSO is
the SO interaction,
HˆSO (s1, s2; t1, t2) = ν∆SO
γ
R
[σˆ(s1)τˆ (t1) + σˆ(s2)τˆ (t2)] .
(32)
We set
Hˆ ≡ H0 + Hˆ ′,
H0 ≡ K + VQD + VFW,
Hˆ ′ ≡ VˆBW + HˆSO, (33)
assuming that Hˆ ′ can be treated as a small pertur-
bation of H0, as confirmed a posteriori by numerical
evidence.39,41 The eigenvalue equation for H0 is
H0Ψk,j(z1, z2) = E0(k)Ψk,j(z1, z2), (34)
where the wave function may be factorized as
Ψk,j(z1, z2) = ℓ
−1
QDψk(y1, y2)⊗ ξj(s1, t1; s2, t2), (35)
with ψk(y1, y2) being the orbital component and
ξj(s1, t1; s2, t2) the spin-valley component of the wave
function. They are normalized as
ℓ−2QD
∫
dy1
∫
dy2 ψ
∗
k(y1, y2)ψk′ (y1, y2) = δkk′ ,∑
s1,s2
∑
t1,t2
ξ∗j (s1, t1; s2, t2)ξj′ (s1, t1; s2, t2)
= δjj′ . (36)
The factorization (35) is always possible for two elec-
trons, hence both orbital and spin-valley wave functions
have a definite symmetry under coordinate permutation
while the total product Ψk,j(z1, z2) is antisymmetric. It
follows that the orbital and spin-valley parts are one even
and the other one odd under particle exchange. Since H0
does not act on spin and isospin coordinates, the energy
E0(k) depends only on the orbital component and is pos-
sibly degenerate with respect to different spin-valley pro-
jections. The complete set of spin-valley functions for two
electrons consists of six antisymmetric and ten symmet-
ric components.8,39 For example, the six antisymmetric
spin-valley functions are obtained by multiplying either a
spin singlet times an isospin triplet or a spin triplet times
an isospin singlet (see also Tables I and II). Therefore (in
the absence of orbital degeneracy) E0(k) is either six-
fold or ten-fold degenerate when ψk is respectively even
or odd under coordinate exchange.8,39,41
We next discuss the features of the spectrum E0(k) in
the case of harmonic confinement,
VQD(y1, y2) =
1
2
m∗ω20
(
y21 + y
2
2
)
. (37)
Since the QD potential is quadratic and the interaction
potential VFW depends on |y1 − y2| only, the canonical
transformation to (normalized) center-of-mass (CM) and
relative-motion (RM) coordinates
yCM =
y1 + y2√
2
, yRM =
y1 − y2√
2
(38)
allows to separate the Hamiltonian H0 into the sum of
two terms,
H0 ≡ HCM +HRM,
HCM ≡ − ~
2
2m∗
∂2
∂y2CM
+
1
2
m∗ω20y
2
CM,
HRM ≡ − ~
2
2m∗
∂2
∂y2RM
+
1
2
m∗ω20y
2
RM + VFW
(√
2 |yRM|
)
,
(39)
which depend separately on the coordinates yCM and
yRM. We may factorize the orbital wave function
ψ(y1, y2)→ ψ(yCM, yRM) as
ψnCM,m(yCM, yRM) ≡ FnCM(yCM)ψm(yRM), (40)
9where the CM wave function is determined by HCM and
is an eigenstate of the harmonic oscillator,
Fn(y) = un(ℓ
−1
QDy),
un(Y ) = (π2
nn!)
−1/2
e−Y
2/2Hn(Y ), (41)
with eigenvalue
E (nCM) =
(
nCM +
1
2
)
~ω0, (42)
for n ∈ {0, 1, 2, . . .} (Hn(Y ) is the Hermite polynomial of
order n). The problem associated with the RM wave
function ψm depends on the interaction and must be
solved numerically. Since the CM wave function is sym-
metric under the interchange of y1 and y2, the symmetry
of the total orbital wave function is the same as that of
the RM wave function.
Figure 6 shows the low-energy spectrum E0(k) associ-
ated to the Hamiltonian H0 appearing in (39), obtained
from exact diagonalization,8,39,41,43,70 as a function of
the confinement strength ~ω0. The dielectric constant
ǫ = 3.5 and the CNT radius R = 1 nm are typical
values for Coulomb blockade experiments. The quan-
tity on the vertical axis is the excitation energy, i.e.,
E0(k) − E0(k = 0), in units of ~ω0. This is ruled by
the competition between the energy scales respectively
associated to the confinement potential, ~ω0, and FW
Coulomb interaction. When ~ω0 is small the system is in
the strongly-interacting Wigner molecule regime8,39,41,43
whereas when ~ω0 is large Coulomb interaction is negli-
gible and the non-interacting (NI) picture holds. Below
we consider in some detail the two limit regimes.
A. Non-interacting regime
The NI regime is naturally described in the
independent-particle framework. Orbital states are ob-
tained as symmetrized or antisymmetrized products of
single-particle orbitals Fn(y) [Eq. (41)]. The quantum
numbers n1 and n2 of the two orbitals occupied identify
the excited states whose wave functions are
ψ{n1,n1} = Fn1(y1)Fn1(y2), (43)
if n1 = n2, and
ψ±{n1,n2} =
1√
2
[Fn1(y1)Fn2(y2)± Fn2(y1)Fn1 (y2)] (44)
if n1 6= n2, with excitation energies given by
E∗(n1, n2) = (n1 + n2) ~ω0. (45)
This picture, of course, may be recovered by alternatively
using CM and RM coordinates. Expressions (43) and
(44) show that states with n1 6= n2 produce two orthogo-
nal orbital wave functions ψ±{n1,n2}, respectively symmet-
ric (+) and antisymmetric (−) under particle exchange,
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FIG. 6. (Color online) Excitation energies of two electrons,
in units of ~ω0, vs ~ω0 (NI labels the limit ~ω0 → ∞). Red
(blue) levels point to states even (odd) under spatial reflec-
tion, {y1 → −y1, y2 → −y2}, whereas labels S (A) point to
the (anti)symmetry of the wave function orbital component
under particle exchange, {y1 → y2, y2 → y1}. The data are
obtained from exact diagonalization, with ǫ = 3.5 and R = 1
nm.
whereas if n1 = n2 only the symmetric function is allowed
(cf. Fig. 6). Therefore, a couple (n1, n2) with n1 6= n2
specifies a set of sixteen states, obtained by summing the
ten-fold degenerate A states with the six-fold degenerate
S states, while if n1 = n2 there are only six S states.
Since energies depend on (n1+n2), we see that, e.g., the
sets (n1, n2) = (2, 0) and (n1, n2) = (1, 1) are degenerate,
with total degeneracy twenty-two. Note that states be-
longing to a same shell have all the same orbital parity,
equal to (−1)n1+n2 , as seen in the NI column of Fig. 6.
B. Wigner molecule
The limit opposite to the NI regime is that of strong
Coulomb repulsion. The low-energy states are then un-
derstood in terms of a Wigner molecule made of elec-
trons localized in space, arranged in the geometrical con-
figuration that minimizes the Coulomb repulsion in the
presence of the confinement potential.8,39,41,43 The com-
petition between Coulomb potential and quantum con-
finement tunes the classical equilibrium positions of the
two electrons, ±Λ, where
Λ =
(
e2
4ǫω20m
∗
)1/3
(46)
is located at the maximum of the particle density along
the axis. Indeed, the density weight is concentrated
in Gaussians centered at ±Λ, whose finite widths orig-
inate from the quantum fluctuations of the two electrons
around their equilibrium positions. For a well-formed
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WM the Gaussian width is smaller than Λ, so the over-
lap between the localized electrons is small. In this limit,
one may safely expand the dominant long-range part of
Coulomb interaction, which goes like ≈ 1/ (ǫ |y1 − y2|),
around the equilibrium positions up to quadratic order.41
The approximated wave function is
ψ±{nCM,nBR} = FnCM(yCM)
31/8√
2N±nBR
×
{
FnBR [3
1/4(yRM −
√
2Λ)]± FnBR [31/4(−yRM −
√
2Λ)]
}
,
(47)
where the integer quantum number nBR counts the har-
monic oscillation quanta of the antiphase normal mode
known as breathing mode (BR). The BR characteristic
frequency is
√
3ω0 and the total WM excitation energies
are
E∗(nCM, nBR) =
(
nCM + nBR
√
3
)
~ω0, (48)
as it may be checked in the ~ω0 = 5 meV column of Fig. 6.
Symmetric (+) and antisymmetric (−) WM states with
the same quantum numbers (nCM, nBR) are sixteen-fold
degenerate, since the overlap between localized electrons
is negligible. This overlap enters Eq. (47) through the
normalization constant N±nBR , which in turn depends on
nBR and the symmetry ± of the RM wave function: for
strong correlations, N±nBR ≈ 1. The formula (48) loses
accuracy with increasing nBR, since at higher energy
the harmonic approximation for the interaction poten-
tial breaks down.
In summary, in both the NI and WM regimes the al-
lowed energy states are specifyed by two integer quantum
numbers, respectively (n1, n2) and (nCM, nBR). Figure
6 shows the evolution of the energy spectrum between
these two limits as ~ω0 is increased. The large dot with
~ω0 = 5 is in the WM regime, as recognized from the de-
generacies of even and odd states and their spacings, un-
derstood in terms of CM and BR excitations—see e.g. the
first BR excitation labelled (nCM, nBR) = (0, 1) and the
CM excitations (1, 0) and (2, 0). As ~ω0 is increased the
degeneracy of even and odd states is lifted, so the spec-
trum is a sequence of multiplets of even (red color) or odd
(blue) spatial parity and symmetry (S or A) under parti-
cle exchange. The spectrum then merges the NI regime,
whose excitations n~ω0 are equally spaced, each one with
a well-defined spatial parity.
VI. BACKWARD SCATTERING IN THE
TWO-ELECTRON SYSTEM
So far we discussed orbital excitations E0(k) of two
electrons that are highly degenerate in the spin-valley
sector. The perturbation Hˆ ′, as defined in Eq. (33), in-
cludes SO and BW interactions that act on the spin-
valley component of the wave function, splitting the en-
ergy levels within each orbital multiplet. Assuming that
the energy spacings E0(k
′)−E0(k) between orbital mul-
tiplets for any k′ 6= k are large with respect to the per-
turbation strength, in this section we apply first-order
degenerate perturbation theory to derive the multiplet
fine structure.
Table I (II) lists the six antisymmetric (ten symmetric)
spin-valley wave functions ξ(s1, t1; s2, t2) [ζ(s1, t1; s2, t2)].
SO interaction splits the levels according to the total
helicity η ∈ {−2, 0,+2}, defined as η = σ1τ1 + σ2τ2,
shown in the left column of both Tables. We consider the
two-electron ground state, whose orbital wave function is
symmetric (S), diagonalizing Hˆ ′ on the basis of the six
spin-valley antisymmetric wave functions ξ(s1, t1; s2, t2)
of Table I. It is convenient to represent ξ(1, 2) vectorially
in the following. Introducing the column vectors
χ+1(sj)→
(
1
0
)
j
≡ χ+1(j), χ−1(sj)→
(
0
1
)
j
≡ χ−1(j),
ϕ+1(tj)→
[
1
0
]
j
≡ ϕ+1(j), ϕ−1(tj)→
[
0
1
]
j
≡ ϕ−1(j),
(49)
we compactly write their product as
χσ1(s1)χσ2(s2)ϕτ1(t1)ϕτ2(t2)
→ χσ1(1)⊗ χσ2(2)⊗ ϕτ1(1)⊗ ϕτ2(2) ≡ ξ(1, 2), (50)
with ξ†i (1, 2) · ξj(1, 2) = δi,j . Consistently, the isospin
operators assume a matrix form:
τˆ (tj)→
[
1 0
0 −1
]
j
≡ τˆj ,
τˆ+(tj)→
[
0 1
0 0
]
j
≡ τˆ+j ,
τˆ−(tj)→
[
0 0
1 0
]
j
≡ τˆ−j . (51)
The perturbation matrix elements may then be written
as
H ′ij(k) = ℓ
−2
QD
∫
dy1
∫
dy2 ξ
†
i (1, 2)⊗ ψ∗k(y1, y2)
×
[
HˆSO(1, 2) + VˆBW(1, 2)
]
ψk(y1, y2)⊗ ξj(1, 2)
= ξ†i (1, 2) · HˆSO(1, 2) · ξj(1, 2)
+ ξ†i (1, 2) ·
(
τˆ+1 τˆ
−
2 + τˆ
−
1 τˆ
+
2
) · ξj(1, 2)
× ℓ−2QD
∫
dy1
∫
dy2 |ψk(y1, y2)|2WBW(y1, y2),
(52)
where we have used the symmetry of |ψk(y1, y2)|2 un-
der the permutation of y1 and y2 (k = 0 for the ground
state). Substituting Eq. (28) into Eq. (52), and noting
that f+1(n) = f
∗
−1(n), g+1(n) = g
∗
−1(n), one obtains
H ′ij(k) =ξ
†
i (1, 2) · HˆSO(1, 2) · ξj(1, 2)
+ ∆EBW(k) ξ
†
i (1, 2) ·
[
τˆ+1 τˆ
−
2 + τˆ
−
1 τˆ
+
2
] · ξj(1, 2).
(53)
11
TABLE I. Antisymmetric spin-valley wave functions for two electrons in CNTs.
η ξ(s1, t1; s2, t2) ξ
η
σ,τ
-2 1√
2
[χ−1(s1)χ+1(s2) · ϕ+1(t1)ϕ−1(t2)− χ+1(s1)χ−1(s2) · ϕ−1(t1)ϕ+1(t2)] ξ−20,0
0 χ−1(s1)χ−1(s2) · 1√
2
[ϕ+1(t1)ϕ−1(t2)− ϕ−1(t1)ϕ+1(t2)] ξ0−2,0
1√
2
[χ+1(s1)χ−1(s2)− χ−1(s1)χ+1(s2)] · ϕ−1(t1)ϕ−1(t2) ξ00,−2
1√
2
[χ+1(s1)χ−1(s2)− χ−1(s1)χ+1(s2)] · ϕ+1(t1)ϕ+1(t2) ξ00,+2
χ+1(s1)χ+1(s2) ·
1√
2
[ϕ+1(t1)ϕ−1(t2)− ϕ−1(t1)ϕ+1(t2)] ξ0+2,0
+2 1√
2
[χ−1(s1)χ+1(s2) · ϕ−1(t1)ϕ+1(t2)− χ+1(s1)χ−1(s2) · ϕ+1(t1)ϕ−1(t2)] ξ+20,0
TABLE II. Symmetric spin-valley wave functions for two electrons in CNTs.
η ζ(s1, t1; s2, t2) ζ
η
σ,τ
-2 χ−1(s1)χ−1(s2) · ϕ+1(t1)ϕ+1(t2) ζ−2−2,+2
1√
2
[χ−1(s1)χ+1(s2) · ϕ+1(t1)ϕ−1(t2) + χ+1(s1)χ−1(s2) · ϕ−1(t1)ϕ+1(t2)] ζ−20,0
χ+1(s1)χ+1(s2) · ϕ−1(t1)ϕ−1(t2) ζ−2+2,−2
0 χ−1(s1)χ−1(s2) · 1√
2
[ϕ+1(t1)ϕ−1(t2) + ϕ−1(t1)ϕ+1(t2)] ζ0−2,0
1√
2
[χ+1(s1)χ−1(s2) + χ−1(s1)χ+1(s2)] · ϕ−1(t1)ϕ−1(t2) ζ00,−2
1√
2
[χ+1(s1)χ−1(s2) + χ−1(s1)χ+1(s2)] · ϕ+1(t1)ϕ+1(t2) ζ00,+2
χ+1(s1)χ+1(s2) ·
1√
2
[ϕ+1(t1)ϕ−1(t2) + ϕ−1(t1)ϕ+1(t2)] ζ0+2,0
+2 χ−1(s1)χ−1(s2) · ϕ−1(t1)ϕ−1(t2) ζ+2−2,−2
1√
2
[χ−1(s1)χ+1(s2) · ϕ−1(t1)ϕ+1(t2) + χ+1(s1)χ−1(s2) · ϕ+1(t1)ϕ−1(t2)] ζ+20,0
χ+1(s1)χ+1(s2) · ϕ+1(t1)ϕ+1(t2) ζ
+2
+2,+2
The key quantity ∆EBW(k) appearing in (53) is defined
as
∆EBW(k) ≡ ℓ−2QD
∑
n∈Z
{
ℜ[f(n)]
∫ ∣∣∣ψk[y, y + yB(n)]∣∣∣2dy
+ ℜ[g(n)]
∫ ∣∣∣ψk[y, y + yA(n)]∣∣∣2dy}
√
3a2
8πR
,
(54)
where
Pk(x) ≡
∫ ∣∣∣ψk(y, y + x)∣∣∣2dy (55)
is the pair correlation function associated with the orbital
wave function ψk(y1, y2).
Since functions f(n) and g(n) are peaked close to n =
0 and decrease fast with increasing |n| (cf. Sec. IVC),
the leading contribution to ∆EBW(k) is given by Pk(x)
for x ≈ 0. This is consistent with the fact that BW
interaction is short-range, as Pk(0) is the probability for
the two electrons to be in the same position along the
axis. For this very reason BW scattering is inefficient in
the excited A multiplet, as Pk=A(0) = 0. Therefore, we
shall focus on the S low-energy multiplet only.
It is useful to make the notation more compact, la-
belling the spin-valley functions as ξησ,τ , according to the
right column of Table I. This allows to link the levels to
the corresponding eigenstates of H0+ HˆSO, identified by
the quantum numbers η = η1 + η2, σ = σ1 + σ2, and
τ = τ1 + τ2, as shown in column (a) of Fig. 7. It is clear
from the structure of Eq. (53) that BW scattering acts
on states with τ = 0 only, whereas SO coupling acts on
states with η 6= 0. Note that the total spin projection
σ = σ1 + σ2 remains a good quantum number.
Among the six states of the ψk=S multiplet:
1. states ξ00,+2 and ξ
0
0,−2 are not affected by Hˆ
′;
2. states ξ0+2,0 and ξ
0
−2,0 are affected only by VˆBW but
not mixed;
3. states ξ+20,0 and ξ
−2
0,0 are affected by HˆSO and mixed
by VˆBW.
Focusing on those states affected by BW interaction,
the two states ξ0+2,0 and ξ
0
−2,0 untouched by SO coupling,
ξ0±2,0(1, 2) =
1√
2
[ϕ+1(1)ϕ−1(2)− ϕ−1(1)ϕ+1(2)]
⊗ χ±1(1)χ±1(2), (56)
remain unchanged in their form and are shifted in energy
by the expectation value of VˆBW. Since(
τˆ+1 τˆ
−
2 + τˆ
−
1 τˆ
+
2
)
ξ0±2,0(1, 2) = −ξ0±2,0(1, 2), (57)
we obtain 〈
Hˆ ′
〉η=0
σ=±2
= −∆EBW. (58)
Therefore, the two states are degenerate with a total en-
ergy equal to E0 −∆EBW.
The other two states with η 6= 0,
ξ±20,0(1, 2) =
1√
2
∑
α=−1,+1
αχα(1)χ−α(2)⊗ ϕ±α(1)ϕ∓α(2),
(59)
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are mixed by VˆBW. Since(
τˆ+1 τˆ
−
2 + τˆ
−
1 τˆ
+
2
)
ξ±20,0(1, 2) = ξ
∓2
0,0(1, 2) (60)
the mixing matrix is given by
H
′
η 6=0 =
(
ν∆ESO ∆EBW
∆EBW −ν∆ESO
)
, (61)
with ∆ESO = 2∆SOγ/R. Diagonalization of (61) yields
the eigenvalues
±
√
(∆ESO)2 + (∆EBW)2 ≡ ±λ, (62)
whose eigenstates are
ξ
(+)
0,0 (1, 2) =
∆EBW ξ
+2
0,0(1, 2) + (λ− ν∆ESO) ξ−20,0(1, 2)√
2λ (λ− ν∆ESO)
ξ
(−)
0,0 (1, 2) =
(λ− ν∆ESO) ξ+20,0(1, 2)−∆EBW ξ−20,0(1, 2)√
2λ (λ− ν∆ESO)
.
(63)
The above results for the fine structure of the lowest S
multiplet are illustrated in Fig. 7 in the presence of SO
coupling only (a) as well as in combination with BW
interaction (b).
We have evaluated the quantity ∆EBW by first per-
forming exact diagonalization calculations8,39,41,43 in or-
der to find the eigenstates of the two-electron Hamil-
tonian H0 + HˆSO [cf. (33)], from which we obtain the
pair correlation functions Pk(x), as defined in Eq. (55),
and then apply the formula (54). To evaluate the
impact of the BW term, we have considered realistic
values of the confinement potential, ~ω0 ∈ {5, 10, 15}
meV, dielectric constant ǫ ∈ {2.4, 3.5, 4.5}, and radius
R ∈ {1.018, 2.036, 2.976} nm, combining them in all
possible ways. For each value of radius we have found
all chiral numbers (na, nb) corresponding to tubes with
α ∈ [0, π/3] with a tolerance of 0.01 nm on R. In this
manner we have obtained respectively 10, 18 and 18
CNTs for R = 1.018, 2.036, and 2.976 nm.
Some significant results are reported in Table III, show-
ing that ∆EBW is nearly insensitive to the chiral angle α
and depends only on the confinement potential ~ω0. In-
deed, ∆EBW is of the order of some µeV up to a few tens
of µeV, and the variation with α is of the order of a few
tenths of µeV at most over the whole range α ∈ [0, π/3].
More generally, ∆EBW depends significantly on the ra-
dius R and ǫ as well as on ~ω0 but very weakly on α
(data not shown)—likely an effect of the slowly-varying
confinement potential.
An overview of our systematic analysis is presented in
Table IV, where for each set of parameters (R, ~ω0, ǫ)
we report the value of ∆EBW (in µeV), averaged over
the different chiral angles. It turns out that ∆EBW is
in a range between a few µeV up to tens of µeV. As a
reference, measured values of ∆ESO are of the order of
some hundreds of µeV (e.g., ∆ESO ≈ 370µeV in Ref. 10),
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FIG. 7. Fine structure of the two lowest orbital multiplets of
two electrons. E0(S) and E0(A) are the energies of symmetric
(S) and antisymmetric (A) orbital levels, respectively, with
E0(A)−E0(S) > 2∆ESO. (a) Only SO coupling is taken into
account, hence the total helicity η is a good quantum number
and each multiplet is split into three equally spaced energy
levels. In order of increasing energy, the level degeneracy of
the S (A) multiplet is 1, 4, 1 (3, 4, 3). (b) Both SO coupling
and BW scattering are considered, hence S states with η = 0
are split by ∆EBW, while the highest and lowest S levels have
now energies E0(S) ± λ [see Eq. (62)] with mixed helicities.
BW interaction hardly affects the A multiplet, unaltered with
respect to the case (a). In order of increasing energy, the level
degeneracy of the S (A) multiplet is 1, 2, 2, 1 (3, 4, 3).
so the predicted value of ∆EBW is within one order of
magnitude.
Whereas ∆ESO is inversely proportional to R we find
that ∆EBW increases with R. This is due to the fact that
the long-ranged FW interaction is reduced,39–41 thereby
favoring electrons to be closer one to the other, which
in turn makes the short-ranged BW interaction more ef-
fective. The increase of the dielectric constant ǫ and/or
confinement energy ~ω0 produce a similar effect, as seen
in Table IV.
VII. COMPARISON WITH EXPERIMENTS
So far, only one experiment8 was able to observe clear
signatures of BW interaction in the fine structure of the
two-electron excitation spectrum. The evidence relied on
Coulomb blockade spectroscopy of unprecedented reso-
lution applied to a suspended small-gap CNT. In such
device the disorder was negligible, as demonstrated by
the substantial electron-hole symmetry of the measured
spectrum. It is sensible to expect further results in the
near future as a consequence of advances in device con-
cept and implementation.76
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TABLE III. Selected values of ∆EBW as a function of chirality α and confinement energy ~ω0. The dielectric constant is ǫ = 3.5
and the radius is R = (2.036 ± 0.005) nm.
(na, nb) α ∆EBW(µeV) ∆EBW(µeV) ∆EBW(µeV)
at ~ω0 = 15 meV at ~ω0 = 10 meV at ~ω0 = 5 meV
(52, 0) 0.000◦ 31.100 11.216 1.482
(53, 2) 1.908◦ 31.089 11.210 1.466
(54, 4) 3.811◦ 31.014 11.193 1.481
(56, 9) 8.606◦ 30.732 11.090 1.481
(58, 16) 15.490◦ 30.935 11.162 1.485
(59, 20) 19.467◦ 31.061 11.203 1.461
(60, 26) 25.598◦ 30.817 11.125 1.482
(60, 28) 27.796◦ 30.962 11.166 1.476
(60, 29) 28.897◦ 30.956 11.176 1.497
(60, 31) 31.103◦ 30.956 11.176 1.498
(60, 32) 32.204◦ 30.962 11.166 1.476
(60, 34) 34.402◦ 30.817 11.125 1.482
(59, 39) 40.533◦ 31.061 11.203 1.461
(58, 42) 44.510◦ 30.935 11.162 1.484
(56, 47) 51.394◦ 30.732 11.090 1.481
(54, 50) 56.189◦ 31.014 11.193 1.481
(53, 51) 58.092◦ 31.089 11.210 1.465
(52, 52) 60.000◦ 31.100 11.216 1.482
TABLE IV. Selected values of ∆EBW, in µeV, averaged over the set of tubes of all possible chiralities α consistent with the
value of the radius R ± 0.005 nm. The confinement energy ~ω0 is given in meV.
ǫ → 4.5 4.5 4.5 3.5 3.5 3.5 2.5 2.5 2.5
R (nm) ~ω0 = 15 ~ω0 = 10 ~ω0 = 5 ~ω0 = 15 ~ω0 = 10 ~ω0 = 5 ~ω0 = 15 ~ω0 = 10 ~ω0 = 5
1.018 47.0 17.5 1.9 21.6 6.0 0.4 4.5 0.8 < 0.1
2.036 59.7 23.3 4.3 31.0 11.2 1.5 10.9 3.1 0.2
2.976 62.6 26.0 4.9 35.4 13.4 2.3 14.2 4.7 0.4
The observation of Ref. 8 builds on the comparison
between the predicted energy spectrum and the spec-
troscopic signal associated with the measured differen-
tial conductance. This is a non trivial task, as Coulomb
peak positions point to the tunneling resonances between
states with one and two electrons. In a clean sample
many of these resonances turn out to be ‘dark’, as a con-
sequence of the orthogonality between the states with
one and two electrons involved in the tunneling process.
Such orthogonality is associated to either (iso)spin or or-
bital degrees of freedom.43,77 For example, if the initial
one-electron state has isospin τ = 1 and the final two-
electron state has total isospin τ = −2, then the isospin
blockade prevents current from flowing, as the isospin
change in the tunneling transition N = 1 → N = 2 is
∆τ = (−2) − (1) = −3, which differs from the allowed
value ±1 associated to ‘bright’ transitions. Another dif-
ficulty is linked to the non-equilibrium character of the
measurement, as one has to consider the metastability of
initial one-electron excited states.
With the above provisos, the following three features
of BW interaction were identified experimentally: (i) The
energy splitting ∆EBW between the two central doublets
of the S multiplet [which is shown in column (b) of Fig. 7;
in reference 8 we adopted the notation ∆EVBS ≡ ∆BW].
(ii) The increase of the effective spin-orbit energy split-
ting λ with respect to its pristine value ∆ESO. (iii) The
short-range nature of BW interaction, as the states be-
longing to the AS multiplet, which share an orbital wave
function with a node, were unaffected by BW scattering.
Overall, the energy structure measured in Ref. 8 was
consistent with the general framework outlined in this
Article and illustrated in Fig. 7, with the parameters
~ω0 ≈ 8 meV, R ≈ 3.6 nm, and ǫ ≈ 4.1. For electrons,
it was found λ = 0.40 meV and ∆EBW = −0.21 ± 0.01
meV, whereas for holes λ = 0.26 meV and ∆EBW =
−0.19 ± 0.01 meV. Such measured values of ∆EBW are
at least one order of magnitude larger than our predic-
tions and have the wrong sign. Possible drawbacks of our
theory are the neglect of orbital hybridization induced by
the tube curvature and the parametrization of Coulomb
interaction through the Ohno potential.
VIII. SHORT-RANGE DISORDER
In this section we consider the effect of short-range dis-
order in CNTs, as that induced by a random distribution
of atomic defects. The scattering centers may transfer
large crystal momenta to the conduction electrons and
then mix isospins. As a consequence, the Hamiltonian
acquires a new term acting in the isospin space, whose
effect adds to SO and BW interactions.
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A. Hamiltonian for short-range disorder
We model an atomic defect at position
R⊛ ≡ (R, θ⊛, y⊛) as a local single-particle scatter-
ing potential:25
〈r′| Vˆd
(
R⊛
) |r〉 = δ (r− r′)Vd (r−R⊛)
≈ δ (r− r′)Vδ(R⊛)δ
(
r−R⊛)VCNT,
(64)
where Vδ, which has the dimensions of an energy, is the
scattering strength of the defect. This defect generates
in the Hamiltonian the new term
Vˆd
(
R⊛
)
=
∑
nn′
∑
σσ′
∑
ττ ′
〈n′σ′τ ′| Vˆd
(
R⊛
) |nστ〉 cˆ†n′σ′τ ′ cˆnστ .
(65)
The evaluation of matrix elements 〈n′σ′τ ′| Vˆd (R⊛) |nστ〉
is detailed in Appendix D. The final expression of the
Hamiltonian for a single atomic defect is
Vˆd(R
⊛) = V∆(R
⊛)
∑
nn′
F ∗n′(y
⊛)Fn(y
⊛)
∑
σ
∑
τ[
cˆ†n′στ cˆnστ +
1
2
e−iτφ(R
⊛)cˆ†n′σ−τ cˆnστ
]
, (66)
where φ(R⊛) is a phase that depends on the position R⊛
of the atomic defect and V∆(R
⊛) = LyVδ(R
⊛)/ℓQD. The
distribution of defects in the sample produces a sum of
scattering potentials centered at random positions R⊛
Vˆd =
∑
R⊛
Vˆd(R
⊛). (67)
The first-quantization analog of Eq. (67) is expressed in
terms of the axial orbital coordinate y and isospin coor-
dinate t:
Vˆd(y, t)=
∑
R⊛
V∆(R
⊛) δ
(
y − y⊛
ℓQD
){
1 +
1
2
[
eiφ(R
⊛)τˆ+(t)
+e−iφ(R
⊛)τˆ−(t)
]}
. (68)
B. Short-range disorder and SO interaction in the
one-electron system
Similarly to the treatment of BW interaction illus-
trated in Sec. VI, here we use first-order perturbation
theory to solve the single-particle problem in the pres-
ence of disorder. Therefore, assuming that the orbital
excitation energies are larger than the splittings due to
SO coupling and disorder, we restrict the calculation to
a single orbital wave function ψ(y).
The single-particle Hamiltonian, projected on the spin-
valley subspace of ψ(y), is
HˆψSP =
∆ESO
2
νσˆτˆ +
1
2
(
∆dτˆ
+ +∆∗dτˆ
−
)
, (69)
with
∆ESO ≡ 2∆SO γ
R
,
∆d ≡
∑
R⊛
V∆(R
⊛)
∣∣ψ (y⊛)∣∣2 eiφ(R⊛) (70)
after omitting a constant term. Note that the spin pro-
jection is still a good quantum number but the isospin is
not. The two eigenvalues of the Hamiltonian HˆψSP are
±1
2
√
|∆d|2 +∆E2SO ≡ ±
1
2
λd, (71)
both twofold degenerate. For −λd/2 the eigenstates are
|− ↑〉 = χ+1 ⊗ ∆d ϕ+1 − (ν∆ESO + λd)ϕ−1√
2λd (λd + ν∆ESO)
,
|− ↓〉 = χ−1 ⊗ ∆
∗
d ϕ−1 − (ν∆ESO + λd)ϕ+1√
2λd (λd + ν∆ESO)
; (72)
for +λd/2 the eigenstates are
|+ ↑〉 = χ+1 ⊗ ∆d ϕ+1 − (ν∆ESO − λd)ϕ−1√
2λd (λd − ν∆ESO)
,
|+ ↓〉 = χ−1 ⊗ ∆
∗
d ϕ−1 − (ν∆ESO − λd)ϕ+1√
2λd (λd − ν∆ESO)
. (73)
Even if each state has a non-trivial expectation value of
τˆ the sum of the expectation values for the two states of
each eigenvalue is zero.
C. Short-range disorder, SO and BW interaction in
the two-electron system
Short-range disorder has important consequences for
two electrons, since it mixes states within the same or-
bital multiplet as well as among multiplets of different
orbital symmetries. In the following we consider the two
limiting cases in which the S and A multiplets are either
almost degenerate or well separated in energy.
The first limit occurs if the two electrons are far apart
from each other, which can be realized either in a sin-
gle quantum dot in the Wigner-molecule regime8,39,41,43
or in a double quantum dot in the (1, 1) charge
configuration.25,26,42 In both cases the S and A orbital
multiplets are nearly degenerate and the orbital wave
functions are well approximated by
ψS(y1, y2) ≈ 1√
2
[
ψL(y1)ψR(y2) + ψR(y1)ψL(y2)
]
,
ψA(y1, y2) ≈ 1√
2
[
ψL(y1)ψR(y2)− ψR(y1)ψL(y2)
]
,
(74)
where ψL(R)(y) is an appropriate single-particle wave
function centered on the left (right) classical equilibrium
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position. Such position is either given by Eq. (46) in the
WM regime or it is the location of the QD minima in
double quantum dots.
Approximation (74) holds if the overlap between ψL
and ψR is small,
∫
ψ∗R(y)ψL(y)dy ≈ 0. In this case, each
of the two electrons is sensitive only to the distribution of
defects in the region where its individual wave function
significantly differs from zero. Therefore, it is sufficient to
solve the problem in the presence of defects separately for
the two electrons—according to the procedure described
in the previous subsection—and then combine ψR(y) and
ψL(y) so obtained to form the two-electron eigenstates,
after Eq. (74).
The second limit occurs if the orbital multiplets S and
A are well separated in energy. In this case we may apply
degenerate perturbation theory separately to the S and A
multiplets, including disorder, SO and BW interaction,
and ignoring inter-multiplet coupling. The matrix ele-
ments of the disorder potential between states with the
same orbital wave function ψk(y1, y2), with k ∈ {S, A},
are:
Vd(k)ij = δij2ǫd(k) +
1
2
ξ†i (1, 2) ·
[
∆d(k)
(
τˆ+1 + τˆ
+
2
)
+∆∗d(k)
(
τˆ−1 + τˆ
−
2
) ] · ξj(1, 2), (75)
where ρk(y
⊛) ≡ ℓ−1QD
∫ |ψk(y, y⊛)|2 dy, and we have de-
fined
ǫd(k) ≡
∑
R⊛
V∆(R
⊛)ρk(y
⊛),
∆d(k) ≡
∑
R⊛
V∆(R
⊛)ρk(y
⊛)eiφ(R
⊛). (76)
Below we analyze the multiplet fine structure.
1. S multiplet
We consider the six states of a generic S multiplet,
written in the basis that diagonalizes (HˆSO + VˆBW). We
reckon energies from ES+2ǫd(S), where ES is the orbital
energy of the S multiplet and ǫd(S) is a rigid energy shift
for all the states of the multiplet [see Eq. (75)]. The dis-
order operator acts only on those states with σ = 0, that
we labeled as ξ
(+)
0,0 , ξ
(−)
0,0 , ξ
0
0,+2, ξ
0
0,−2. On this restricted
subspace the Hamiltonian, including disorder as well as
SO and BW interaction, reads as
H(S)σ=0 =


λ 0 −a∆∗d/2 −a∆d/2
0 −λ b∆∗d/2 b∆d/2−a∆d/2 b∆d/2 0 0
−a∆∗d/2 b∆∗d/2 0 0

 ,
(77)
where
a ≡ λ− ν∆ESO +∆EBW√
2λ (λ− ν∆ESO)
,
b ≡ λ− ν∆ESO −∆EBW√
2λ (λ− ν∆ESO)
, (78)
and λ =
√
(∆ESO)2 + (∆EBW)2, as in Eq. (62). All the
matrix elements in (77) depend on the multiplet orbital
wave function ψS.
To proceed, we note that a2+ b2 = 2 and λ(b2− a2) =
−2∆EBW, so one eigenvalue is
E0 = 0, (79)
and the remaining three eigenvalues satisfy the following
equation:
E3 −
(
∆E2SO +∆E
2
BW + |∆d|2
)
E −∆EBW |∆d|2 = 0.
(80)
This equation has one positive root, E+, and two neg-
ative roots, that we call E< and E−, with E< > E−.
The complete list of the energy levels reckoned from
ES+2ǫd(S), in decreasing order with E− being the ground
state, is:
E+ = L 2√
3
cos
[
arctan (µ)
3
]
,
E0 = 0,
E< = −L 2√
3
cos
[
arctan (µ) + π
3
]
,
EBW = −∆EBW,
E− = −L 2√
3
cos
[
arctan (µ)− π
3
]
, (81)
with
L ≡
√
∆E2SO +∆E
2
BW + |∆d|2 (82)
and
µ ≡
√√√√√4
(
∆E2SO +∆E
2
BW + |∆d|2
)3
27∆E2BW |∆d|4
− 1. (83)
The energy levels (81) are all non degenerate but EBW
that is two-fold degenerate. In the limit of negligi-
ble disorder, |∆d|2 → 0, one recovers the previous re-
sults in the presence of SO and BW interaction only,
with E+ → +
√
∆E2SO +∆E
2
BW, E< → 0, E− →
−√∆E2SO +∆E2BW.
Equation (81) shows that the combined action of SO
coupling, BW interaction, and disorder produces a non-
trivial fine structure made of five resolved energy levels.
To study the dependence of the eigenvalues (81) on the
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FIG. 8. (Color online) Energy fine structure of the S multiplet
vs |∆d| for selected values of ∆EBW. Energies are renormal-
ized to ∆ESO > 0. The selected values of ∆EBW/ |∆ESO|
are: (a) 0, (b) 0.1, (c) 0.2, (d) 0.5. The black curve is E−,
blue dashed is EBW, blue dotted is E<, blue solid is E0 ≡ 0,
red is E+. For ∆EBW = 0 [case (a)], EBW = E< = 0 = E0.
different contributions to isospin mixing, we consider ul-
traclean devices where disorder is a weak perturbation,10
hence |∆d| is typically much smaller than |∆ESO|. Be-
sides, we have |∆EBW| ≪ |∆ESO|, hence |∆ESO| is the
dominant energy scale that we use to renormalize all en-
ergies in Figs. 8 and 9.
Figures 8 and 9 show the energy levels of the S multi-
plet as a function of |∆d| / |∆ESO| for selected values of
∆EBW/ |∆ESO|. Since the distribution of atomic defects
is random, here we assume the three quantities ∆ESO,
∆EBW, and ∆d to be uncorrelated, although they all de-
pend on the orbital wave function (∆d through the den-
sity, ∆EBW through the pair correlation function, and
∆ESO through the kinetic energy).
Specifically, Fig. 8 focuses on the evolution of the
level sequence vs ∆d with the increase of BW scatter-
ing, starting from ∆EBW = 0 [Fig. 8(a)]. We see that
BW interaction splits the central line at E = 0 into
two curves, whereas disorder further splits discernibly the
zero-energy eigenvalue when |∆d| / |∆ESO| > 0.4 [dotted
line in Figs. 8(c) and (d)].
In the absence of disorder, the energies of the two outer
levels are symmetric with respect to E = 0. Disorder
breaks this symmetry, as shown in Fig. 9. The centroid
(E+ + E−), in fact, deviates from zero as ∆d increases,
although for moderate disorder, say |∆d| . 0.2 |∆ESO|,
the discrepancy is small, (E+ + E−) . 10
−2 |∆ESO|.
Putting ∆d ≡ |∆d| eiφ, we obtain that the eigenstates
associated with eigenvalues E = E+, E<, and E− are
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FIG. 9. (E+ + E−) vs |∆d| for selected values of ∆EBW.
Energies are normalized to ∆ESO > 0. The values of
∆EBW/ |∆ESO| are: 0.1 (solid curve), 0.2 (dashed curve),
0.5 (dotted curve). For either ∆EBW = 0 or ∆d = 0 one has
(E+ + E−) = 0.
given by
ξE =
{
E
E +∆EBW
[
(λ+ E)a ξ
(+)
0,0 + (λ− E)b ξ(−)0,0
]
− |∆d|
(
eiφξ00,+2 + e
−iφξ00,−2
)}
/√√√√2E2
[
1 +
∆E2SO
(E +∆EBW)
2
]
+ 2 |∆d|2, (84)
the eigenstate of E0 is
ξ0 =
1√
2
(
eiφξ00,+2 − e−iφξ00,−2
)
, (85)
and the two eigenstates corresponding to EBW are
ξ±EBW = ξ
0
±2,0, (86)
as in the absence of disorder.
2. A multiplet
We now consider the ten states of a generic A orbital
multiplet, reckoning energies from EA+2ǫd(A). The dis-
order operator mixes states having like spin projections
σ. Since the probability for the two electrons to be close
in space is tiny, we neglect BW scattering.78 Here we
use the notation ζησ,τ for the symmetric spin-valley wave
functions. The sector with σ = ±2 consists of states
ζ∓2±2,−2, ζ
0
±2,0, ζ
±2
±2,+2. In this subspace, the Hamiltonian
matrix is
H(A)σ=±2 =

∓ν∆ESO ∆∗d/
√
2 0
∆d/
√
2 0 ∆∗d/
√
2
0 ∆d/
√
2 ±ν∆ESO

 . (87)
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The eigenvalues are
E+ =
√
∆E2SO + |∆d|2 ≡ λd,
E0 = 0,
E− = −
√
∆E2SO + |∆d|2 ≡ −λd, (88)
and the corresponding eigenstates are
ζ
(+)
σ=±2 =
1
2E+
√
γ±(A)
[
e−iφγ2±(A)ζ
∓2
±2,−2
+
√
2 |∆d| (E+ − ν∆ESO) ζ0±2,0 + |∆d|2 eiφζ±2±2,+2
]
,
ζ
(0)
σ=±2 =
1
E+
[ 1√
2
(
∆∗dζ
∓2
±2,−2 −∆dζ±2±2,+2
)
± ν∆ESOζ0±2,0
]
,
ζ
(−)
σ=±2 =
1
2E+
√
γ∓(A)
[
e−iφγ2∓(A)ζ
∓2
±2,−2
−√2 |∆d| (E+ + ν∆ESO) ζ0±2,0 + |∆d|2 eiφζ±2±2,+2
]
,
(89)
where we have defined
γ±(A) ≡ |∆d|2 + 2∆ESO (∆ESO ∓ νE+) . (90)
The subspace with σ = 0 consists of states
ζ−20,0 , ζ
+2
0,0 , ζ
0
0,−2, ζ
0
0,+2. In this sector the Hamiltonian ma-
trix is
H(A)σ=0 =


−ν∆ESO 0 ∆d/2 ∆∗d/2
0 ν∆ESO ∆d/2 ∆
∗
d/2
∆∗d/2 ∆
∗
d/2 0 0
∆d/2 ∆d/2 0 0

 . (91)
The eigenvalues are the same as for σ = ±2. The eigen-
states are:
ζ
(+)
σ=0 =
1
2λd
[
γ+(A)ζ
−2
0,0 + |∆d|2 ζ+20,0
λd − ν∆ESO
+
λd − ν∆ESO√
γ+(A)
(
∆∗dζ
0
0,−2 +∆dζ
0
0,+2
)]
,
ζ
(0,u)
σ=0 =
1√
2
(
e−iφζ00,−2 − eiφζ00,+2
)
,
ζ
(0,g)
σ=0 =
1√
2λd
[|∆d| (ζ−20,0 − ζ+20,0)
+ν∆ESO
(
e−iφζ00,−2 + e
iφζ00,+2
)]
,
ζ
(−)
σ=0 =
1
2λd
[
γ−(A)ζ
−2
0,0 + |∆d|2 ζ+20,0
λd + ν∆ESO
−λd + ν∆ESO√
γ−(A)
(
∆∗dζ
0
0,−2 +∆dζ
0
0,+2
)]
, (92)
where the apex (0, g) [(0, u)] labels the eigenspace with
E0 = 0 corresponding to the (anti)symmetric combina-
tion of states of opposite isospins (in the absence of dis-
order).
IX. CONCLUSION
In conclusion, we have provided a theory of inter-valley
scattering induced by Coulomb interaction in semicon-
ducting carbon-nanotube quantum dots, which takes ex-
plicitly into account tube chirality. Focusing on two elec-
trons, we have shown that BW scattering depends on
the pair correlation function of the interacting state. We
have predicted previously overlooked energy splittings of
the order of some tens of µeV in the fine structure of
the lowest symmetric orbital multiplet in typical regimes,
whereas the effect of BW interaction is negligible for an-
tisymmetric orbital wave functions.
As a by-product, we have presented analytical expres-
sions for the atomic coordinates on an arbitrary CNT
surface that depend on two indexes unrelated to the
graphene geometry. This could be useful for evaluating
microscopic and mechanical properties of CNTs.
We have included in our model the effect of short-range
disorder due to a random distribution of atomic defects,
being an additional source of inter-valley scattering. The
interplay between SO coupling, BW scattering and dis-
order leads to a rich energy spectrum for S multiplets.
In particular, two-electron states are no more eigenstates
of the isospin, which has implications for the studies of
spin-valley blockade. Our findings are useful for the inter-
pretation of Coulomb blockade experiments in ultraclean
carbon nanotubes as well as for designing two-electron
qubits.
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Appendix A: Atomic coordinates
In this Appendix we detail the derivation of Eqs. (8)
and (9), starting from Eq. (7). Within sublattice A (B),
we first determine the allowed axial coordinates yA (yB),
expressed as a function of the integer number n, and then
determine the angular coordinate θA (θB) of all the atoms
located on the tube circumference at yA (yB).
1. Axial coordinate
The axial coordinate yA(n1, n2) [yB(n1, n2)] appearing
in Eq. (7) may be put in one-to-one correspondence with
the integer index n, varying in (−∞,+∞) if the nanotube
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length is infinite. In order to show this we write
na ≡ fabνa, nb ≡ fabνb, (A1)
where fab is the greatest common divisor of na and nb,
and the integers νa and νb are coprime. Simplifying
Eq. (7) accordingly, we obtain
yA(n1, n2) = yB(n1, n2) + ∆yAB,
yB(n1, n2) =
√
3a
2
√
ν2a + ν
2
b − νaνb
(
νan2 − νbn1
)
, (A2)
where
∆yAB =
√
3a
2
√
ν2a + ν
2
b − νaνb
1
3
(
2νa − νb
)
=
a√
3
cos(α).
(A3)
The allowed values of the axial coordinate depend on
those assumed by the integer quantity (νan2−νbn1), with
both n1 and n2 belonging to Z. To find out these val-
ues, we use a result of discrete mathematics known as
Be´zout’s lemma:79 If a and b are non-zero integers with
greatest common divisor d, then there exist two inte-
gers nx and ny such that anx + bny = d. Hence, re-
place a, b and d, respectively, by νa, νb, and 1. This
lemma implies that there exists a couple (n∗1, n
∗
2) such
that νan
∗
2 − νbn∗1 = 1. It follows that for any integer n,
there is a couple of integers (n1 = nn
∗
1, n2 = nn
∗
2) such
that νan2 − νbn1 = n. In other words, the domain for
the quantity (νan2−νbn1) is the whole Z. It follows that
the allowed axial coordinates of the carbon atoms may
be written as
yA(n) = yB(n) + ∆yAB,
yB(n) =
√
3a
2
√
ν2a + ν
2
b − νaνb
n, (A4)
for any n ∈ Z.
2. Angular coordinate
We proceed to identify the atoms lying on the
nanotube circumference at the axial coordinate yA(n)
[yB(n)]. Consider two sites of the B sublattice at RB ≡
RB(n1, n2) and R
′
B ≡ RB(n′1, n′2). From Eqs. (A2), the
two sites have the same axial coordinate if
yB = y
′
B ⇒ νa(n2 − n′2) = νb(n1 − n′1), (A5)
with an analogous condition for A sublattice. Since νa
and νb are coprime, condition (A5) holds if there exists
an integer n¯ such that{
n2 − n′2 = n¯νb
n1 − n′1 = n¯νa . (A6)
On the other hand, the difference between the two angu-
lar coordinates is:
θB− θ′B =
{
π
(2νa − νb)(n1 − n′1) + (2νb − νa)(n2 − n′2)
fab (ν2a + ν
2
b − νaνb)
}
mod (2π). (A7)
Substituting the condition (A6) into (A7), we obtain that
the angular distance between two B sites with the same
axial coordinate is
[
θB − θ′B
]∣∣∣∣∣
yL=y′L
=
2π
fab
n¯ mod (2π). (A8)
This shows that there are fab distinct sublattice atoms
on the nanotube circumference [obtained for n¯ =
0, 1, . . . (fab− 1)], with the angular distance between two
first neighbours given by 2π/fab. To summarize, atoms
belonging to a given sublattice are identified by two in-
tegers: n ∈ Z, specifying the axial coordinate yp(n) plus
an angular offset [cf. Eq. (8)], and j ∈ {0, 1, . . . , fab− 1},
labelling the fab atoms lying on the y = yp(n) cross sec-
tion.
Suppose now that the couple (n¯1, n¯2) specifies an atom
lying on the tube circumference at y = yB(1). From
Eq. (A2), this means that νan¯2 − νbn¯1 = 1. Then, the
couple (n1 = nn¯1, n2 = nn¯2), for any arbitrary n, spec-
ifies an atom lying on the circumference at y = yB(n),
since νan2 − νbn1 = n. Therefore, the task of determin-
ing the allowed angular coordinates reduces to finding a
couple (n¯1, n¯2) satisfying νan¯2 − νbn¯1 = 1: once this is
done, we compute the quantity
θB(1) ≡ πνa (2n¯1 − n¯2)− νb (n¯1 − 2n¯2)
fab (ν2a + ν
2
b − νaνb)
(A9)
and we obtain all the angular coordinates of the atoms
of the B sublattice as
θB(n¯1, n¯2) = θB(1) mod (2π),
θB(n1, n2) = [nθB(1)] mod (2π), (A10)
where (n1, n2) = (nn¯1, nn¯2). Finally, the couple (n¯1, n¯2)
needed to evaluate θB(1) can be obtained by applying
directly the extended Euclidean algorithm. Combining
Eqs. (A3), (A4), (A9) and (A10), and considering the
offset between A and B angular coordinates that can be
evaluated directly from (7), we obtain the expressions (8)
and (9).
Appendix B: Single-particle states
In this Appendix we recall the properties of the eigen-
states of the one-electron Hamiltonian of a quantum dot
embedded in a semiconducting carbon nanotube.
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1. Energy dispersion and Bloch states
The energy dispersion ε±(k) of graphene conduction
(+) and valence (−) bands in the proximity of the non-
equivalent special points K and K′ of the first Brillouin
zone is characterized by the occurrence of Dirac cones:80
ε±(k) ∼=
{ ±γ |k−K| for k ≈ K
±γ |k−K′| for k ≈ K′ , (B1)
where γ ∼= 533 meV · nm is the π-band parameter of
graphene, and k = kx
−→x + ky−→y . The dispersion (B1),
due to the honeycomb lattice of graphene,35 may be de-
rived most simply by applying the tight-binding method,
building Bloch states as superpositions of atomic orbitals
centered on the sublattice sites. If the orbital hybridiza-
tion induced by the CNT curvature is neglected, one may
use graphene band structure to derive the energy bands of
CNTs. This is reduced to applying a simple folding pro-
cedure to take into account the CNT cylinder topology.1
We write the direct-space vectors lying on the CNT
surface as Rp ≡
(
R,Rp
)
, p ∈ {A, B}, with Rp ≡ (θp, yp)
and R fixed. Using the azimuthal and axial coordinates,
chiral and translation vectors are L = (2π, 0) and T =
(0, T ) [note the bar symbol labelling vectors in the (θ, y)
frame]. We introduce generalized wave vectors of the
form k ≡ (κ, k), where κ is the dimensionless wave vector
along the nanotube circumference (κ = kxR) and k is the
wave vector along the nanotube axis (with the dimension
of the inverse of a length). The scalar product between k
and generalized position vectors, of the form r ≡ (θ, y),
is defined as k · r = κθ + ky. Sublattice Bloch states1 in
CNTs are written as
ψp(k, r) = e
iθp(k)
1√
Nc
∑
Rp
eik·Rpφ2pz(r−Rp) , (B2)
where p ∈ {A,B}, φ2pz(r−Rp) is a single-particle π-
band orbital centered at Rp, θp(k) is a phase factor de-
pending on k, and Nc is the number of sublattice sites of
the CNT (i.e., the number of curved hexagons made of
two carbon atoms each). We assume 2pz atomic orbitals
to be normalized as∫
CNT
|φ2pz(r−Rp)|2 dr = VCNT, (B3)
where the integration is over the whole CNT and VCNT =
(2πR)LyLz, where Ly is the CNT length and Lz is the
characteristic length associated with 2pz orbitals.
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The proviso to include the effect of CNT curvature
into the band structure is that wave functions trasform
into themselves under a 2π-rotation around the axis,
r → r + L, which restricts the allowed values of the cir-
cumferential wave vector κ to integer values. This con-
dition singles out a set of one-dimensional energy sub-
bands, one subband for each value of κ = n,1,2 which
are the sections of the Dirac cones at kx(n) = n/R. The
intersections closest to graphene high-symmetry points
K and K′ exhibit conduction-band absolute minima and
valence-band maxima. These extremal points occur at
the following wave vectors:
M =
(
na + nb − ν
3
,
na − nb√
3R
)
,
M ′ =
(
2na − nb + ν
3
,
−nb√
3R
)
, (B4)
where ν ∈ {−1, 0,+1} is such that na+nb = 3n∗+ν, and
n∗ is the integer closest to (na+nb)/3. The κ components
ofM andM ′ are integer numbers (respectively,Mκ = n
∗
and M ′κ = na − n∗), labelling the two one-dimensional
bands in which the conduction-band minima lie.
The number ν determines the electronic properties of
the nanotube: if ν = 0, the nanotube is a metal, while
if ν = ±1 the nanotube is a semiconductor. We label
the two non-equivalent minima by means of the isospin
index τ = +1 (−1) for point M (M ′). The Bloch states
corresponding to the conduction-band minima are given
by41
ψτ (r) =
∑
p=A,B
fpτ e
iθpτ
1√
Nc
∑
Rp
eiMτ ·Rpφ2pz (r−Rp) ,
(B5)
where coefficients are given by81
fA+1 = 1, f
B
+1 = ν, f
A
−1 = 1, f
B
−1 = −ν,
θA+1 = 0, θ
B
+1 = α+ 5π/3, θ
A
−1 = α, θ
B
−1 = 0.
(B6)
Explicitly, the CNT dispersion, close to the charge neu-
trality points, is:
ε±(τ, n, ky) = ±γ
√
[kx(n)τ ]
2
+ k2y, (B7)
where the kx and ky wave vectors are now reckoned from
K and K′ in valleys τ = +1 and τ = −1, respectively.
The quantized circumferential wave vector is
kx(n)τ ≡ 1
R
(
n− ντ
3
)
, (B8)
where n ∈ {0,±1,±2, . . .}. Note the difference between
the two vectors kx(n)τ and kx(n) = n/R.
2. Spin-orbit coupling
Spin-orbit coupling is the first-order relativistic cor-
rection to the Hamiltonian and has a topological ori-
gin in CNTs due to their curvature, as established both
theoretically15–20 and experimentally.10–14 Even in the
absence of external magnetic fields the combined spin
and isospin fourfold degeneracy of one-electron states is
lifted, originating two Kramers doublets, each one com-
posed of two levels sharing the same value of the product
η ≡ στ = ±1.
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Including SO, the CNT dispersion may be written
as13,15–20
ε±(σ, τ, n, ky) = ∆
(0)
SO cos(3α)
γ
R
στ ± γ
√
[kx(n)στ ]
2 + k2y.
(B9)
Here kx depends on SO coupling,
kx(n)στ ≡ 1
R
(
n− ντ
3
)
− σ∆
(1)
SO
R
, (B10)
where ∆
(0)
SO and ∆
(1)
SO are two spin-orbit dimensionless
parameters of the same order of magnitude,
∣∣∣∆(0)SO∣∣∣ ≈∣∣∣∆(1)SO∣∣∣ ≈ 10−3. While the existence of the ∆(1)SO
term was predicted long ago,15 the occurrence of
the ∆
(0)
SO term was proposed only recently.
17–20 The
∆
(0)
SO term has the same sign for electrons and holes,
therefore it breaks the electron-hole symmetry, i.e.,
ε−(σ, τ, n, ky) 6= −ε+(σ, τ, n, ky), consistently with its ex-
perimental observation.10 In the following, we will show
how the theoretical formalism that we have employed in
our previous works8,39,41,43 may be extended to account
for the new term ∆
(0)
SO, as well as for the coupling with the
axial orbital degree of freedom y, as recently observed.13
3. Effective mass approximation
We now introduce a confinement potential that forms a
1D QD, varying slowly with respect to the scale of a. We
focus on semiconducting CNTs, treating the low-energy
states close to the charge neutrality point using the en-
velope functions in the effective mass approximation.36
This is obtained by expanding (B9) for k2y ≪ [kx(n)στ ]2,
retaining only terms up to order [ky/kx(n)στ ]
2
. There-
fore,√
[kx(n)στ ]
2
+ k2y ≈ |kx(n)στ |+
k2y
2 |kx(n)στ | . (B11)
We consider only n = 0, corresponding to the lowest
subband for both electrons and holes. We have
|kx(0)στ | = 1
R
∣∣∣ντ
3
+ ∆
(1)
SOσ
∣∣∣ = 1
3R
+
∆
(1)
SO
R
νστ, (B12)
since |ντ | = 1 for semiconducting CNTs (ν = ±1), and∣∣∣∆(1)SO∣∣∣ ≪ 1/3. Therefore, the conduction and valence
bands (B9) may be approximated as:
ε± ∼= ± γ
3R
+
∆SO±γ
R
νστ ± 1
2
3Rγ
1 + 3∆
(1)
SOνστ
k2y, (B13)
where ∆SO± ≡ ν∆(0)SO cos(3α) ±∆(1)SO. Now we make the
operatorial substitution k2y → −∂2/∂y2 and define the
spin- and isospin-dependent effective mass m∗στ as
m∗στ ≡
~
2
3Rγ
(
1 + 3∆
(1)
SOνστ
)
. (B14)
Focusing on the conduction band, we write the effective
single-particle Hamiltonian HSP, including the QD con-
finement potential VQD(y), as
HSP =
γ
3R
+
∆SO+γ
R
νστ − ~
2
2m∗στ
∂2
∂y2
+ VQD(y).
(B15)
We note from Eq. (B14) that the spin- and isospin- de-
pendent part of m∗στ is of the order of ≈ 10−3m∗, where
m∗ is the orbital effective mass,
m∗ ≡ ~
2
3Rγ
. (B16)
Therefore, we can expand 1/m∗στ in Eq. (B15) to the first
order in ∆
(1)
SO, obtaining
HSP ∼= γ
3R
+ νστ
(
∆SO+γ
R
+ 3∆
(1)
SO
~
2
2m∗
∂2
∂y2
)
− ~
2
2m∗
∂2
∂y2
+ VQD(y). (B17)
In the case of a gate-defined QD embedded in a CNT the
confinement potential is parabolic:
VQD(y) =
1
2
m∗ω20y
2, (B18)
with ω0 being the characteristic harmonic oscillator fre-
quency. The QD size in real space is given by the char-
acteristic length ℓQD =
√
~/(m∗ω0).
A QD single-particle state is the product of the mi-
croscopic Bloch function (B5) times the slowly-varying
envelope function Fnτσ(y) times the spinor χσ,
ψnτσ(r, s) = NFnστ (y)ψτ (r)χσ(s), (B19)
where N is a normalization constant that will be spec-
ified later. The envelope function Fnστ (y) satisfies the
eigenvalue equation
HSPFnτσ = ǫnτσFnτσ, (B20)
with n labelling the orbital states. For simplicity, we use
again first-order perturbation theory, assuming that the
orbital functions do not depend on σ and τ . Therefore,
we assume that Fn solves the eigenvalue problem[
− ~
2
2m∗
∂2
∂y2
+ VQD(y)
]
Fn(y) = ǫnFn(y), (B21)
where ǫn is a QD discrete level and the envelope function
normalization is∫ +∞
−∞
F ∗n (y)Fn′(y)dy = ℓQDδn,n′ . (B22)
The orbital envelope function can be multiplied by the
four microscopic states ψτ (r)χσ(s), with τ ∈ {+1,−1}
21
and σ ∈ {+1,−1}. Each one of these states has energy
εnτσ, with
εnτσ =
γ
3R
+ εn +
(
∆SO+γ
R
− 3∆(1)SO
〈
Ekinn
〉)
νστ
≡ γ
3R
+ εn +
∆SOγ
R
νστ, (B23)
and
〈
Ekinn
〉
= − ~
2
2m∗
ℓ−1QD
∫ +∞
−∞
F ∗n (y)
∂2
∂y2
Fn(y)dy (B24)
is a kinetic-energy correction to the effective spin-orbit
parameter,
∆SO ≡ ∆SO+ − 3∆(1)SO
R
〈
Ekinn
〉
γ
. (B25)
According to Eq. (B23), the single-particle orbital energy
εnτσ is split into two levels, corresponding respectively to
στ = +1 and στ = −1. The gap between such states is
2∆SOγ/R, where, as shown by Eq. (B25), the SO param-
eter ∆SO varies with the orbital multiplet under consid-
eration through the kinetic term (B24). This effect has
also been observed experimentally:13 in particular, it has
been shown that the SO gap changes as the confinement
potential is modified by an electrostatic gate. In the fol-
lowing we will just take ∆SO as a parameter, keeping in
mind that it can change in magnitude and sign with the
orbital multiplet under consideration.
Finally, the normalization constant N in Eq. (B19) is
evaluated with a procedure41 that exploits the localiza-
tion of the atomic orbitals φ2pz appearing in the Bloch
states (B5) around the positions of the respective carbon
nuclei; the result is
N = 1
2
√
πRLzℓQD
, (B26)
providing the following normalization of the orbital wave
functions:
N 2
∫
CNT
[F ∗n(y)ψ
∗
τ (r)] [Fn′(y)ψτ ′(r)] dr = δn,n′δτ,τ ′.
(B27)
Appendix C: The BW scattering term of the
Hamiltonian
In this Appendix we detail the passages that lead from
the expression (15) to the form (18) of BW scattering
matrix elements.
Using Eqs. (17) and (20), we write (15) as
V
(BW)
a,b;c,d(τ) =
L2y
4N2c
ℓ−2QD
∑
p,p′
eiτφpp′
∑
n∈Z
fab−1∑
j=0
∑
n′∈Z
fab−1∑
j′=0
eiτ∆Mκ·[θp(n,j)−θp′ (n
′,j′)]eiτ∆Mk·[yp(n)−yp′(n
′)]
× U
{
[yp(n)− yp′(n′)]2 , sin2
[
θp(n, j)− θp′(n′, j′)
2
]}
× F ∗a [yp(n)]F ∗b [yp′(n′)]Fc[yp′(n′)]Fd[yp(n)]. (C1)
To simplify this expression, we note that it contains both
quantities that vary slowly (the envelope functions) and
quantities that vary rapidly (the exponentials and the
interaction potential) with respect to the indexes n and
n′ labelling the axial coordinates. Nevertheless, the de-
pendence of the rapidly-varying quantities on the axial
coordinates occurs through the difference
yp(n)− yp′(n′) = ∆ypp′ + yB(n− n′), (C2)
with ∆yBA = −∆yAB, and ∆yAA = ∆yBB = 0, hence the
expression on the left hand side of (C2) depends only on
(n− n′).
Now consider the dependence of the expression (C1)
on the angular coordinates, namely on the quantity
θp(n, j)−θp′ (n′, j′). This must be investigated with some
care. Below we show that, if p = p′, the angular differ-
ence is an angle pointing to the B sublattice, otherwise
it points to the A sublattice. This is seen most easily
by considering the representation of angles in terms of
indexes (n1, n2), Eq. (7). Specifically, given (n, j) and
(n′, j′), consider two couples (n¯1, n¯2) and (n¯
′
1, n¯
′
2) such
that
yp(n¯1, n¯2) = yp(n), θp(n¯1, n¯2) = θp(n, j),
yp′(n¯
′
1, n¯
′
2) = yp′(n
′), θp′(n¯
′
1, n¯
′
2) = θp′(n
′, j′). (C3)
We need to evaluate
θp(n, j)− θp′(n′, j′) = θp(n¯1, n¯2)− θp′(n¯′1, n¯′2). (C4)
We distinguish two possibilities: p = p′ and p 6= p′.
We first show that, if p = p′, (C4) is equal to
θp(n¯1, n¯2)− θp(n¯′1, n¯′2) = θB(n¯1 − n¯′1, n¯2 − n¯′2) + 2πm
(C5)
for some integer m. Certainly, one of the axial coordi-
nates consistent with the angle θB(n¯1 − n¯′1, n¯2 − n¯′2) is
yB(n¯1 − n¯′1, n¯2 − n¯′2) = yp(n¯1, n¯2)− yp(n¯′1, n¯′2)
= yp(n)− yp(n′) = yB(n− n′).
(C6)
This means that there exist integers j∗ and q, depending
on j and j′, such that
θp(n, j)− θp(n′, j′) = θB[n− n′, j∗(j, j′)] + 2πq(j, j′),
(C7)
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where j∗ is not necessarily equal to j − j′, but it can be
constrained to lie in the interval {0, . . . , fab−1} by means
of an appropriate choice of q. Since we must evaluate the
following double sum in (C1),
vpp ≡
fab−1∑
j=0
fab−1∑
j′=0
eiτ∆Mκ·[θp(n,j)−θp(n
′,j′)]
× U
{
[yB(n− n′)]2 , sin2
[
θp(n, j)− θp(n′, j′)
2
]}
,
(C8)
it is easy to see that, for every fixed j, as j′ varies in
{0, . . . , fab− 1}, the quantity j∗(j, j′) in eq. (C7) may be
let to vary in the same interval {0, . . . , fab − 1} by ap-
propriately choosing the integers q(j, j′). The key obser-
vation is that the actual values of q(j, j′) do not matter
in the evaluation of eq. (C8), since ∆Mκ is an integer
number and the interaction potential is periodic in the
angular coordinates. So, the quantity (C8) is equal to:
vpp =fab
fab−1∑
j=0
eiτ∆Mκ·θB(n−n
′,j)
× U
{
[yB(n− n′)]2 , sin2
[
θB(n− n′, j)
2
]}
. (C9)
We now consider Eq. (C4) for p 6= p′. If p = A and
p′ = B, we obtain
θA(n¯1, n¯2)− θB(n¯′1, n¯′2) = θA(n¯1 − n¯′1, n¯2 − n¯′2) + 2πm
(C10)
for some integer m. Similarly to the case p = p′ it can be
shown that this angle is consistent with yA(n− n′), and
we obtain
vAB ≡
fab−1∑
j=0
fab−1∑
j′=0
eiτ∆Mκ·[θA(n,j)−θB(n
′,j′)]
× U
{
[yA(n− n′)]2 , sin2
[
θA(n, j)− θB(n′, j′)
2
]}
= fab
fab−1∑
j=0
eiτ∆Mκ·θA(n−n
′,j)
× U
{
[yA(n− n′)]2 , sin2
[
θA(n− n′, j)
2
]}
. (C11)
Analogously, if p = B and p′ = A, we can write
θB(n¯1, n¯2)− θA(n¯′1, n¯′2) = −θA(n¯′1 − n¯1, n¯′2 − n¯2) + 2πm.
(C12)
This is similar to the case (p, p′) = (A,B) by exchanging
n with n′ and j with j′ in the corresponding term of
Eq. (C1).
We next combine the above results for vpp′ with the
definitions of Up(n, j), fτ (n), and gτ (n), given respec-
tively in Eqs. (21) and (19), to rewrite the BW scattering
matrix elements (C1) as
V
(BW)
a,b;c,d(τ) =
L2y
4N2c
ℓ−2QDfab
∑
n∈Z
∑
n′∈Z
{
fτ (n) {F ∗a [yA(n+ n′)]F ∗b [yA(n′)]Fc[yA(n′)]
× Fd[yA(n+ n′)] + F ∗a [yB(n+ n′)]F ∗b [yB(n′)]
×Fc[yB(n′)]Fd[yB(n+ n′)]}
+ gτ (n)F
∗
a [yA(n+ n
′)]F ∗b [yB(n
′)]Fc[yB(n
′)]
× Fd[yA(n+ n′)] + g−τ (n)F ∗a [yB(n′)]F ∗b [yA(n+ n′)]
× Fc[yA(n+ n′)]Fd[yB(n′)]
}
. (C13)
We put yA(n+n
′) = yA(n
′)+yB(n) in the first addendum,
yB(n + n
′) = yB(n
′) + yB(n) in the second addendum,
yA(n + n
′) = yB(n
′) + yA(n) in the third and fourth
addenda, and observe that the quantities varying rapidly
along the axis depend only on n, whereas the coordinates
depending on n′ appear only as arguments of the slowly
varying envelope functions. Therefore, we evaluate the
sum over n′ in the continuum limit as an integral,
fab
∑
n′∈Z
w[yp(n
′)] ≈ Nc
Ly
∫ +∞
−∞
w(y′)dy′, (C14)
where Nc is the number of lattice sites of the CNT, i.e.,
the number of atoms of each sublattice p = A or B. Using
the identity Ly/Nc = (
√
3a2/2)/(2πR), where
√
3a2/2 is
the area of the graphene unit cell, we eventually obtain
Eq. (18).
Appendix D: Matrix elements for short-range
disorder
In this Appendix we derive the matrix elements of the
single-particle disorder Hamiltonian (65). Considering
both the envelope functions and Bloch states, the matrix
element between single-particle states is
〈n′σ′τ ′|Vˆd
(
R⊛
) |nστ〉 = δσσ′Vδ(R⊛)
×
[
ℓ−1QDF
∗
n′(y
⊛)Fn(y
⊛)
] [VCNTψ∗τ ′(R⊛)ψτ (R⊛)] .
(D1)
Expanding the Bloch states ψτ (R
⊛) over the localized
2pz orbitals and neglecting off-diagonal contributions,
the above expression is turned into
〈n′σ′τ ′| Vˆd(R⊛) |nστ〉 ≈ δσσ′ V∆(R
⊛)
2Nc
F ∗n′(y
⊛)Fn(y
⊛)
×
∑
p
fpτ ′f
p
τ e
i(θpτ−θ
p
τ′
)
∑
{Rp}
ei(Mτ−Mτ′)·Rp
∣∣φ2pz (R⊛ −Rp)∣∣2 ,
(D2)
with V∆(R
⊛) ≡ LyVδ(R⊛)/ℓQD.
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We now distinguish two cases: τ ′ = τ (isospin con-
served) and τ ′ = −τ (isospin flipped). For τ ′ = τ ,
Eq. (D2) becomes
〈n′σ′τ | Vˆd
(
R⊛
) |nστ〉 = δσσ′ V∆(R⊛)
2Nc
F ∗n′(y
⊛)Fn(y
⊛)
×
∑
{R}
∣∣φ2pz (R⊛ −R)∣∣2 , (D3)
where {R} = {RA}
⋃{RB} is the set of all atomic po-
sitions. We evaluate the summation over {R} in the
continuum limit,
∑
{R}
w (r−R) ≈
(
∆N
∆V
)∫
NT
w (r−R) dR(3), (D4)
where
(
∆N
∆V
)
=
2Nc
VCNT
is the density of atomic sites. The localization of 2pz-
orbitals is exploited by adopting the usual approxima-
tion:
∣∣φ2pz (R⊛ −R)∣∣2 ≈ δ (R⊛ −R)VCNT, (D5)
which is consistent with the chosen normalization of the
atomic orbitals.41 The result is:
〈n′σ′τ | Vˆd(R⊛) |nστ〉 = δσσ′V∆(R⊛)F ∗n′ (y⊛)Fn(y⊛).
(D6)
In the case τ ′ = −τ , the matrix element (D2) evaluated
for τ = −1 is equal to the complex conjugate of the
matrix element evaluated for τ = +1. The latter is given
by
〈n′, σ′,−1| Vˆd(R⊛)|n, σ,+1〉
= δσ,σ′
V∆(R
⊛)
2Nc
F ∗n′(y
⊛)Fn(y
⊛)
∑
p
fp−1f
p
+1e
i(θp
+1
−θp
−1
)
×
∑
{Rp}
ei(M−M
′)·Rp
∣∣φ2pz (R⊛ −Rp)∣∣2 (D7)
We evaluate the lattice summation in the continuum limit
(the density of sublattice atoms is Nc/VNT), obtaining
〈n′, σ′,−1| Vˆd(R⊛) |n, σ,+1〉
= δσ,σ′
V∆(R
⊛)
2
F ∗n′(y
⊛)Fn(y
⊛)ei(M−M
′)·R⊛
×
{
e−iαΘ(R∗ ∈ {RA}) + eiαei 2pi3 Θ(R∗ ∈ {RB})
}
≡ δσ,σ′ V∆(R
⊛)
2
F ∗n′(y
⊛)Fn(y
⊛)e−iφ(R
⊛), (D8)
where Θ(x) = 1 if the argument x is true otherwise
Θ(x) = 0 and φ (R⊛) is a phase factor dependent on
the specific position of the atomic defect. Combining
Eqs. (D6) and (D8), one obtains the total Hamiltonian
for an atomic defect at position R⊛, Eq. (66).
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