Abstract-The rapid development of Cloud Computing provides consumers and service providers with a wide range of opportunities and challenges. Considering the substantial infrastructure investments being made by cloud providers, the reduction of operating expenses (OPEX) while maximizing the profit of the provided services is of great importance. One way to achieve this is by maximizing the efficiency of resource utilization. However, profit maximization does not necessarily coincide with the improvement of a user's Quality of Service (QoS); users generating higher profit for the provider may be scheduled first, causing high delays to low-paying users. Further, the contradictory nature of users' and providers' needs also extends to the energy consumption problem, as the minimization of service delays could cause cloud resources to be constantly "on", leading to high energy consumption, high costs for providers and undue environmental impact. The objective of our work is to analyze this multi-dimensional trade-off. We first investigate the problem of efficient resource allocation strategies for time-varying traffic, and propose a new algorithm, MinDelay, which aims at achieving the minimum service delay while taking into account provider's profit. Then, we propose E-MinDelay, an energy-efficient approach for CPU-intensive tasks in cloud systems. Furthermore, we propose an improved version of the Energy Conscious Task Consolidation (ECTC) algorithm, which combines task consolidation and migration techniques with E-MinDelay. Our results demonstrate that energy consumption and service delays corresponding to profit loss can be simultaneously decreased using an efficient scheduling algorithm.
-We propose new scheduling algorithms for cloud services -Multidimensional tradeoff:provider profit maximization,users' QoS,energy efficiency -Use of CloudSim to validate the results and compare with other approaches -We discuss why our proposed algorithms excel in comparison to other works
INTRODUCTION

D
URING the past few years, the concept of cloud computing as utility has been widely adopted in both academia and industry. A cloud infrastructure consists of an assortment of networked and virtualized physical resources, allowing dynamic provisioning of applications that are delivered as services to cloud users. In particular, cloud computing is based on the practical fulfillment of catering services over the Internet, by providing on-demand services to end-users, including data storage, and online access to computer infrastructures and resources, under a pay-per-use model regardless of the location of the cloud users [1] , [2] . Most of the best-known IT companies, such as Salesforce, Amazon, IBM, Google, Microsoft, and Akamai, have already introduced cloud services. Cloud computing is becoming a trend that IT companies are willing to follow in order to take advantage of the benefits of cloud services, which are highlighted by the enormously increased popularity of large-scale Internet services, such as social networking and e-commerce. New cloud computing technologies aim at better resource utilization, significantly reduced operation costs for application developers in the long run, and improved service quality to end users [3] , [4] .
In addition to time and cost minimization (or, alterna- tively, profit maximization), another major problem associated with cloud computing is that of of energy consumption.
With the rapid advance of cloud services, the establishment of large-scale data centers keeps growing, causing serious concerns regarding the high energy consumption and carbon dioxide emissions of such systems. In 2007, 2% of the world's total CO2 emissions were caused by the IT industry, and this cost has risen so significantly in the past few years that it is estimated to have surpassed 10 Billion dollars for data centers in the US alone, as the energy consumed by data centers represents 1-2% of the total US power consumption [5] , [6] .
Compute resources, and especially servers, are a major part of the problem due to their high operating and cooling energy costs (the other main factor responsible for energy consumption in data centers is storage; techniques for power-reduction according to the disk-power factor and the storage-stack layer are presented in [6] , but they are out of the scope of this work, which focuses on CPU-intensive service requests in the cloud). The reason for this high energy consumption is not only the quantity of compute resources but also their inefficient utilization. Therefore, the industry is shifting towards a green cloud computing paradigm, in order to reduce electrical energy, carbon emissions to the environment, and costs of data centers. One of the basic problems contributing to the increase in energy consumption is that the utilization of servers in data centers rarely reaches 100%. Most servers operate at a utilization rate lower than 50%, and this leads to extra expenses. Additionally, servers in idle mode consume about 70% of their peak power. Thus, the need of keeping more servers *Manuscript Click here to view linked References 2 switched off or at a lower power mode and trying to achieve better utilization rates of switched on servers is imperative.
Our first goal in this work is to show how, with the use of an efficient scheduling algorithm, we can minimize service delays while taking into account the providers' profit in cloud computing. We then investigate the tradeoff between balancing providers' profit and service delays and decreasing energy consumption, via decisions on service requests allocation and migration.
The paper is organized as follows. Section 2 provides the necessary background and related work. Section 3 focuses on profit and delay-based resource allocation in the cloud and introduces our MinDelay scheduling algorithm. Section 4 presents the proposed algorithm E-MinDelay, which is specifically targeted towards decreasing energy consumption and delays related to profit, and discusses the migration techniques, which we use to implement the improved version of the ECTC algorithm. Section 5 introduces the performance evaluation of our proposed algorithms, which are compared to existing algorithms for cloud services, and the conclusions are provided in Section 6.
PRIOR WORK AND CONTRIBUTION
Efficient resource allocation and service scheduling are considered to be the key components of most emerging cloud computing environments. Depending on the point of view, i.e., user or provider, the goal of scheduling algorithms in cloud computing systems varies from maximizing their utilization while minimizing services' delays, to achieving the maximum profit while minimizing energy consumption. The contradictory nature of the three aforementioned factors, i.e., time, profit, and energy consumption, makes resource allocation and services' scheduling one of the most difficult tasks in cloud architectures.
Numerous scheduling algorithms in cloud computing architectures have been studied and proposed, e.g., [7] , [8] . Maximum profit is the leading goal for cloud service providers while ensuring that the users' requirements are satisfied on an acceptable level. Liu et al. [9] proposed a profit-driven service request scheduling algorithm which divides every user request into subtasks for parallel processing and increases profit by increasing virtual machines' utilization to reduce rental cost.
Mei et al. [10] designed a double renting scheme that combines short-term and long-term renting in order to satisfy QoS of all the requests while being resource wastageaware. The authors provide a formulation for profit maximization of the designed double renting scheme, as well as two distinct optimal solutions of the profit maximization problem. Their results show that their double renting scheme can simultaneously guarantee QoS while achieving high levels of profit. However, this work considers only the case of a homogeneous environment, whereas our work investigates both the cases of homogeneous and heterogeneous environments.
Shaw et al. [11] present a survey of various algorithms for load balancing and VM migration along with the benefits and drawbacks of each one. Many of the presented load balancing algorithms, however, do not take into account important factors, such as current load of a VM, processing power of the VMs, processing time of a service request or deadlines of service requests. Lee et al. [12] presented two profit-driven scheduling algorithms for cloud services called MaxProfit and MaxUtil, that assign consumers' service requests on service instances under an "earliest-start" model, and try to achieve maximum profit and utilization, respectively, while taking into account the provider's profit. Their approach showed that, by incorporating profit into scheduling decisions, utilization and response rate have a significant impact on cost. Therefore, profit is strongly influenced by utilization and response time collectively, not independently.
Building upon this analysis we propose a new scheduling algorithm, MinDelay, which attempts to bridge the gap between the goals of providers and users, as it focuses on the minimization of users services' delay under a profit aware scheduling strategy. We should mention here that from a business point of view, we are calculating revenue, not profit. However, we are using the word "profit" as it was used in [12] . As in [12] , we assume that virtual machines (VMs, or service instances) are homogeneous and have equal operation costs. In addition, we also investigate the case of heterogenous VMs by considering geographically distributed VMs, which are associated with variable transmission/propagation delays.
Moreover, recent research on scheduling of services in cloud computing systems has been focused on energy aware and "green" scheduling approaches [13] , [14] . Berl, et al. [15] , examined several methods and technologies used for energy-efficient operation of computer hardware and network infrastructure, and identified a number of challenges for energy-conscious approaches in cloud computing environments. Lee and Zomaya [16] developed energyaware task consolidation heuristics, the main purpose of which is to achieve maximum resource utilization and minimize energy consumption.
Panda et al. in [17] proposed an energy saving task consolidation (ESTC) algorithm that aims at minimizing the energy consumption. ESTC takes advantage of the idle periods of the resources by assigning service requests to VMs that are not processing any other requests and, therefore, are in an idle state. In cases where a service request has already been assigned to a VM that is in an idle state and there are no other VMs available in an idle state, the service request is assigned to a VM that consumes less power. Even though the results show that the power is reduced compared to an energy-aware task consolidation (ETC) algorithm [18] , [19] , the paper does not examine any profit or delay-related parameters.
In our work, we make use of one of these heuristics, the Energy Conscious Task Consolidation (ECTC) algorithm [16] , and we leverage our approach of the MinDelay profit-driven scheduling algorithm. We call this "hybrid" algorithm E-MinDelay. We design and incorporate a live VM migration process into our system, in order to simulate the behavior of a "smart" host that switches off VMs that are not needed and turns on VMs when needed. We then incorporate E-MinDelay into our system and combine it with our proposed approach to decrease energy consumption. We evaluate the performance of our algorithms in terms of energy consumption and cloud service delays.
PROFIT DRIVEN SCHEDULING
In this section, we briefly introduce the two profit-driven service scheduling algorithms, i.e., MaxProfit and MaxUtil, which were proposed in [12] and will be compared against our algorithm MinDelay. Then, we present and discuss MinDelay, the main goal of which is to achieve minimum service delays by making efficient assignments of services to available resources in the cloud system. All three algorithms share the same pivot in their attempt to distribute services to VMs, i.e., earning the maximum possible profit for providers without violating the time constraints associated with users' services. The profit of a provider is defined as the total of values charged to consumers for processing their services during a particular time frame.
Maximum Profit Algorithm
MaxProfit assigns a service to a specific VM only if the assignment of this service yields some additional profit. As changes happen frequently in a dynamic environment, MaxProfit intends to run quickly, to allocate VM instances for a service so as to optimize profit in a greedy manner. In addition, MaxProfit handles users' services in a "first-come first-served" manner.
The algorithm calculates the additional profit that could occur through the assignment of the current request (by "current" request we are referring to the request at the top of the service queue) on each VM. It then selects the "best" VM based on the maximum resulting profit. Initially, for each service that is currently running on a VM, the algorithm computes its finish time according to the current schedule of services (current latest finish time). Then, it compares this time with its actual latest finish time, if the current service request were to be assigned to the specific VM. If the actual latest finish time is estimated to be larger than a threshold, a possible profit loss is implied; therefore, the specific VM is not the "best" candidate to serve the current service request, so the algorithm moves to the next available VM. Two different profit indices are computed and compared, i.e., one that includes the service of the current request and the second being based solely on the services already running. The virtual machine among all the available service instances that delivers the largest profit increment, is selected to accommodate the current service request.
Maximum Utilization Algorithm
The second algorithm, MaxUtil, follows another approach in assigning service requests to instances, i.e., to maximize the utilization of the available service instances. In this way, a service provider could increase its profit by reducing costs regarding to the creation and preparation of needed resources. Therefore, the goal of this algorithm is to select the VM with the lowest utilization by taking into account the profit. Similarly to MaxProfit, arriving service requests are processed based on their arrival time.
The two algorithms, i.e., MaxProfit and MaxUtil, follow the same procedure in order to determine whether a profit loss could occur after the assignment of a new service request, based on the actual and current latest finish times of each service that is running on a specific VM. However, if there are no possible profit losses, MaxUtil differentiates its selection mechanism and selects the "best" VM based on the maximum utilization incurred by the current service. Specifically, the algorithm calculates the utilization of each service instance and keeps track of the one that holds the minimum utilization. After checking the whole set of available service instances, the current service request is assigned to the service instance that is utilized less.
Our Proposal: Minimum Delay Algorithm
In contrast to MaxUtil and MaxProfit algorithms, our approach handles the problem of scheduling in a different way since it looks at the problem from both the provider's and the users' point of view. Our motivation was to propose an algorithm which caters to the users' need for high QoS while still taking the provider's profit into account. Our algorithm, which we call MinDelay and is presented in Algorithm 1, selects the service instance which will yield minimum processing delays for users while incorporating the provider's profit gain in its decisions.
Algorithm 1 MinDelay algorithm
Let s * j = the service to be scheduled 4: for ∀vm i ∈ I do 5: for ∀s l j running on vm i do 6: Let af t l j = af t of s l j without considering s * j
7:
Let af t 
Go to Step 4 16: end if 17: end for 18 :
if del i < upper bound then 20 :
Let vm i, * = vm i
22:
end if 23 : end for 24: if vm i, * = ∅ then 25: Reject s * j 26: end if 27: Assign s * j to vm i, *
We consider a set I of service instances (VMs) vm i with i being a fixed number defined at the start of the execution of the algorithm and specifying the total number of available service instances. The inter-arrival times of the requests s j are exponentially distributed [20] [21] , and every service request can be processed by only one VM (in order to ease the comparison with MaxProfit and MaxUtil). Once a new service request s * j is selected to be scheduled 4 based on its arrival time, our proposed MinDelay algorithm checks whether each VM could be a possible "candidate" to accommodate this new request (Steps 4-23), and selects the service instance vm i, * that produces the minimum delay (Step 27). More specifically, as in MaxProfit, MinDelay makes a decision on whether a VM could accommodate the new service request without profit loss based on calculations of the actual and current latest finish times of each service currently running on the VM (Steps 6-11). Users' requests are associated with two types of allowable delays, i.e., an application-wise allowable delay (aad j ) and a service-wise allowable (sad j ) delay, that are included in these calculations. Following the notation and definitions in [12] , the application-wise allowable delay aad j of a service s j is defined as the additional time within its processing time during which the service provider can continue to earn some profit. It is given by the equation
where T maxj is the maximum acceptable mean processing time in which a service provider can gain profit, and T minj is the minimum processing time of a service s j based on its length and available resources. The maximum acceptable mean processing time T maxj is defined as:
where k corresponds to a positive integer, the selection of which controls the service provider's profit. For each service s j , we define its actual latest finish time alf t j as:
where alst j of a service s j is the latest possible start time of the service (in the case that s j was delayed due to predecessor services still being processed), and w j provides an estimation of the service's processing time. The service-wise allowable delay sad j of a service request s j is calculated based on the actual latest finish time, and its estimated finish time, in case no delays such as the aforementioned take place. Thus, we have:
In order to ensure a profit gain, the aggregate servicewise allowable delay asad j of a service s j denotes an upper bound that helps prevent any possible profit loss, and is expressed as
By taking into account the upper bound, possible profit loss could occur in cases where the estimated finish time (af t j ) of a service s j with the assignment of the current service request to a specific VM is greater than the current latest finish time (clf t j ) of the service s j without the assignment (Steps 8-9). The current latest finish time of a service s j is defined as follows:
In the next step, we check whether any violations concerning the acceptable processing time T maxj of a service could occur with the assignment of the current service request to a specific VM (Steps 14-16). Any violations indicate that the specific VM is not an appropriate candidate for accommodating the current service request and we move to the next available VM. If there is no profit loss or timing violations, the algorithm computes the total delays of the services running on the specific VM, and if the current VM delivers the minimum delay then it is considered as a candidate (Steps 18-23), otherwise the algorithm moves to the next available VM. In our implementation, we consider that it is not possible to create new resources, and if there are no appropriate candidates to accommodate a service request (based on the calculations in the algorithm) then the service is rejected (Steps 24-26). In the case of geographically distributed VMs with variable capabilities (in MIPS), the total delay del i of a service instance vm i can be defined as:
where transmDelay i is the transmission delay due to the distance from the remote service instance (details on how it is modeled are available in Table 1 ), L is the total number of services running on the service instance vm i , length l j is the length of the l-th service, mips i is the MIPS (million instructions per second) capacity of the service instance vm i .
ENERGY-DRIVEN SCHEDULING
In this section, initially, we describe the system model, including application and energy models that we chose in order to implement our approach. Then, we briefly discuss the migration mechanism, the Energy Conscious Task Consolidation algorithm (ECTC) algorithm, and we introduce our proposed E-MinDelay algorithm, in order to present the improved version of the ECTC algorithm, named ECTC * .
Cloud System Model
We consider that our cloud computing system is a set I of resources offered by the provider to run clients' services that follow a homogeneous pattern concerning their computing capabilities. We focus on energy consumption of a specific cloud system that is organized at a specific physical location. We assume that the system allows the exchange of messages between several resources during the execution of a service request at the recipient's resource side. Differently from our MinDelay implementation where service requests are scheduled on VMs in a time-shared manner, here we assume a space-shared policy that allows the execution of only one service per VM, creating a waiting list that includes service requests that cannot be accommodated by the system at the specific moment. This choice is made for a more thorough examination of the efficiency of the studied algorithms.
Services offered by cloud providers can be classified into software as a service (SaaS), platform as a service (PaaS) and infrastructure as a service (IaaS). While IaaS requests are typically tied with predetermined time frames (e.g., pay-per-hour), requests of SaaS and PaaS are often not strongly tied with a fixed amount of time (e.g., pay-per-use). However, it can be possible to have estimates for service delays for SaaS and PaaS based on historical data and/or 5 consumer supplied service information. We assume that the processor/CPU usage (utilization) of each service request can be identifiable. It is also assumed that disk and memory use correlates with processor utilization [22] .
Energy Model
In our energy model, we consider that a particular service instance is fully characterized by its processing time and processor's utilization, metrics that are adequate in order to calculate its energy consumption. Recent studies on energy consumption of cloud servers show that a linear relationship between energy consumption and processor's utilization exists, which can accurately point out energy consumption on cloud servers [23] . The utilization U i of a resource, i.e., service instance vm i , can be defined as:
where N is the number of services running on the virtual machine vm i at a specific time, and U i,j is the resource usage that service request s j employs. The energy consumption E i of a resource vm i at any given time is defined as:
where p max is the power consumption at the peak load (or 100% utilization) and p min is the minimum power consumption in active mode (or as low as 1% utilization). We assume that our system includes an effective powersaving mechanism, e.g., [23] , during idle time slots, which creates a considerable variance in energy consumption between active and idle time slots, and it is considered that the energy consumption in idle mode is equal to 10% of the minimum power consumption in active mode. Since the amount of time required to switch between the two modes is noteworthy, we chose values that are rough estimates of the ones used in real deployments, i.e., p max and p min equal to 30 and 21, respectively [24] .
Energy Conscious Task Consolidation Algorithm
Task consolidation is a technique to maximize resource utilization in cloud computing architectures, which can provide several benefits including a reduced energy consumption. However, maximizing the system's utilization does not necessarily mean that in this way the energy is efficiently utilized. In this work, via the task consolidation technique, we attempt to assign a number of service requests to a set I of service resources without violating time constraints. Hence we aim to maximize resource utilization and reduce energy consumption.
An energy conscious task consolidation algorithm (ECTC) is presented in [16] . Its main goal is to take advantage of the fact that overlapping service requests impose a relatively low increase on the total energy consumption of a resource. In a nutshell, ECTC assigns the newly arrived service request to the resource where the overlapping time will be greater. So, when a service request arrives at the system, ECTC checks all the available resources and finds the resource that has the greatest overlapping time, based on a cost function. The cost function of ECTC computes the actual energy consumption that the current service request will demand based on Eq. (10):
where p min is the minimum energy consumption required to run a service request if there are other service requests running in parallel, and τ j is the time period during which s j is running in parallel with one or more service requests.
In [16] it is shown that energy savings using ECTC can be up to 33% compared to a random algorithm, which takes no consideration of the energy consumption imposed by the newly arrived service requests. We implemented the ECTC algorithm in our system in the following way: a service request is created, and then it is submitted to our system. At the same time a message is sent in order to create the next service request after a time period (service request inter-arrival time). When a service request is submitted to the system, we check all the available resources and select the best one, based on ECTC's cost function. The service request starts its execution on the selected resource. Energy consumption is measured based on the energy model presented in subsection 4.1.1, each time a service request arrives/finishes its execution. When all service requests finish their execution the total energy consumption is calculated.
Improving ECTC
Our first step towards the improvement of the ECTC algorithm [16] was to incorporate in our work the Simulated Annealing (SA) technique [25] , in order to investigate any performance enhancements concerning energy consumption, compared with the performance of ECTC. Simulated Annealing is an iterative random search algorithm for detecting a cost function's global minimum among several local minima, that includes the evaluation of the so called annealing schedules, which determine the rate at which the algorithm converges.
In our work, we assume that the system has knowledge of the total number of service requests, which are served via a First-Come-First-Served (FCFS) scheduling policy. This assumption is an oversimplification, made in order to ease the performance evaluation of the use of SA in our approach. We chose ECTC's schedule as the starting schedule, and generated the next schedule based on two distinct neighbour search techniques, i.e., pairwise interchange (PI) and last insertion (LI) [26] . We ran a number of simulations consisting of up to 20000 iterations, where even for a low number of service instances, e.g., 500, and 5 hosts, there were 5 500 possible schedules. In general, our simulations with the incorporation of the Simulated Annealing method did not demonstrate any significant improvements, in terms of energy consumption. The improvement ranged from 0% to 0.31%. We could increase the number of iterations in order to achieve better results, since the algorithm could be able to find a better schedule, however the computational load on our system would be significantly higher (plus, we have used a simplistic assumption in order to ease the performance evaluation of SA). Therefore, we concluded that ECTC constitutes a good enough solution as a heuristic algorithm. 6 In the next step, we included live migration of virtual machines across distinct physical resources, a process which provides a significant benefit to administrators of data centers since it can be considerably helpful, especially in cases of load balancing and fault management, leading to impressive performance [27] . Cloud providers can benefit from the dynamic consolidation of VMs through live migration processes, as this can lead to reduced energy consumption and better resource management. On the other hand, migration of a service instance between hosts can have an unfavorable impact on the performance of running services in the migrating service instance. In our work, similarly to [28] , we consider that this leads to a 10% reduction of CPU utilization. This problem needs to be taken into consideration in order to try to minimize the number of migrations of service instances. Without loss of generality we assume that half of the available bandwidth is used for migration purposes, and the rest is used for communication between service instances. We have experimented with allowing various percentages of the bandwidth for migration, without this having any qualitative influence on our results, which are presented in Section 5.2.2. The quantitative influence on our results, when changing the percentage of bandwidth, is not significant, as it does not alter the conclusions we derived from the performance evaluation in Section 5.2.2. Therefore, delays on migrations of virtual machines are calculated as follows:
In our work, we designed and incorporated into the system a live VM migration process which consists of the following steps: 1) Determine when the system should be checked for migrations:
after the arrival or the end of execution of a service request, the system is checked to figure out whether migrations should take place; in our implementation this is the time when a better allocation can be achieved since these are the cases when changes on the use of resources occur. 2) Determine which VMs are the appropriate candidates for migration: every service instance that is not already in a migration process, and has at least one service request running on it, is considered to be an appropriate candidate. 3) Determine which VMs should migrate and their migration's destination: candidates for migration are distributed on hosts according to the Modified Best Fit Decreasing (MBFD) algorithm [29] , except those with migration time larger than the remaining execution time of service requests running on them. MBFD was proposed in [29] based on the observation that the problem of allocating VMs to a host can be seen as a bin packing problem. MBFD is a modification of the Best Fit Decreasing (BFD) algorithm, in which all VMs are sorted in decreasing order of current utilization and each VM is allocated to a host that provides the least increase of power consumption due to this allocation. This allows leveraging heterogeneity of resources, by choosing the most power-efficient hosts. The algorithm has a complexity nm, where n is the number of VMs and m is the number of hosts.We then compare the best possible placement, via MBFD, with the current placement (the one we had before the migration process started) in order to find the minimum number of migrations that need to occur for the best placement to take place. For each h i in the best placement, where i ∈ [0, H] and H is the total number of hosts, we find the host h j in the current placement which has the greatest ratio of matching VMs (matching VMs /total VMs of h j ), where j ∈ [0, H]. Then, we insert to host h j the VMs that host h i has. Hosts h i and h j are removed from the best placement and the current placements, respectively, and we repeat the process until all hosts in the best placement are matched with those on the current placement; hence the final placement is generated. VMs that need to migrate to host h k , where k ∈ [0, H], are those that host h k has in the final placement but did not have before the migration process. 4) Balance VMs to hosts: a specific number of service instances runs on each host, among which there should exist available service instances to accommodate the arriving service requests. However, since during migrations service instances migrate from one host to another, hosts could accommodate more than the predefined number of services instances or even end up with few, or none, available service instances. In order to overcome this issue we follow a procedure that imitates the behavior of a "smart" host; we move one service instance from the host that has the most available service instances to hosts that have less than two, i.e., zero or one available service instances, and we also move one service instance from hosts that have more than the maximum number of available service instances to the host with the least available service instances.
Our Proposal: E-MinDelay algorithm
We incorporated in the system our MinDelay algorithm that was presented in Section 3.3, and combined it with our VM Live Migration approach presented in Section 4.3. The result of the combination of our ideas is E-MinDelay, presented in Algorithm 2. As discussed earlier, MinDelay aims to minimize service delays and maximize the profit for providers without violating time constraints associated with consumer applications, when a service request is assigned to a VM. We made some modifications to MinDelay in order to incorporate it in our system; these modifications will be explained in the next paragraphs. The modified MinDelay algorithm is activated and starts the assignment of service requests only when ECTC cannot assign the newly arrived service request to any resource (the utilization of a resource must be at any time below 100%). So, when a service request arrives and does not fit within any resource, MinDelay will decide which VM this service request will be assigned to, or if this service request will be rejected. Service requests that are assigned by MinDelay enter a waiting queue in the assigned VM and begin execution as soon as possible.
Similarly to MinDelay, we consider that the minimum processing time T minj of a service is its processing time 
Calculate ef t j without considering s * j
8:
Calculate ef t * j considering s * j
9:
Let clf t j = ef t j + aad j
10:
if ef t * j > clf t j then 11: Go to Step 4 12: end if 13: if ef t * j > (T maxj + arrival * j ) then 14: Go to Step 4 15: end if 16: Let del i = total delay of vm i
17:
if del i < upper bound then
18:
Let upper bound = del i
19:
20:
end if 21: end for 22: if vm i, * = ∅ then 23: if ∃vm i with no running or waiting services then 24: vm i, * = select a service instance randomly 25: else 26: Reject s * j
27:
end if 28: end if 29: Assign s * j to vm i, * based on its length. Also, T maxj , aad, and del are defined as in MinDelay. We define the estimated finish time of a service instance ef t j , which corresponds to the sum of the total remaining time required by services currently running on the specific service instance until their completion (RT j ), and the processing time of services in the waiting list of the service instance (P T j ):
where N is the total number of services in the waiting list of service instance vm i . As a result, the estimated finish time of a service instance considering the assignment of the new service request s * j is given by:
Once a service request is chosen to be scheduled, our E-MinDelay algorithm calculates for each available service instance the estimated finish times with and without consideration of the current service request, i.e., ef t and ef t * (Steps 7-8), and then computes the current latest finish time clf t (Step 9). If ef t * is greater than the current latest finish time, or the maximum allowed finish time, the algorithm assumes that a profit loss will occur and moves to the next available service instance (Steps 10-15); otherwise, the specific service instance is considered as a candidate for assignment. In the next step, E-MinDelay computes its total delay (via Eq. 7) and if that delay constitutes the smallest among all the candidates, the current service request is assigned to the specific service instance (Steps 16-19 ). In general, the service instance that delivers the minimum delay is the one that will accommodate the current service request. At the end of the algorithm's execution, and after all the available service instances have been checked, if there are no service instances that could serve as candidates, the current service request is either assigned to a free service instance, or is rejected (Steps 22-28 ).
PERFORMANCE EVALUATION
In this section, we introduce our experimental setup and the simulation parameters chosen in order to conduct a number of different experiments to evaluate the performance of our proposed algorithms. We present the results of our proposed MinDelay algorithm, and compare them with the ones derived from the implementation of the other two algorithms, i.e., MaxProfit and MaxUtil. All of our simulations in Section 5.1 have the goal of testing the system in situations where the number of VMs barely suffices or does not suffice, for the services' load arriving in the system. We then discuss the results concerning energy consumption of the improved version of ECTC, ECTC * , which combines our E-MinDelay algorithm with task consolidation/migration techniques.
Experimental Results of MinDelay algorithm
We used for our experiments the well-known and widely used CloudSim [30] simulation toolkit, which provides modeling and simulation capabilities for cloud computing and application provisioning environments. We evaluated the performance of MinDelay against the performance of both MaxProfit and MaxUtil algorithms, which we also implemented on CloudSim. The comparison of the performance of all three algorithms was conducted on the following performance metrics:
Specifically, we define as util i the percentage of time during the simulation that a virtual machine vm i accommodates services. Therefore, the average utilization of a service instance is given by:
where L is the total number of VMs defined at the start of the simulation. We define as response rate rr j of a service s j the fraction of the minimum processing time T minj and the actual processing time t j of service s j :
Hence, the average response rate for all the service requests handled by the provider is given by: where N is the total number of accepted requests. We consider that each service is associated with a profit decay rate, and therefore the assignment of a service to a VM on which some other services are being processed may result in a certain degree of profit loss. In particular, the provider's profit p i for serving a service s j is determined as:
where p max corresponds to the maximum profit that a provider could gain (100%). The decay rate a j and delay d j that are related to service s j are given by the following equations:
Hence, the average profit of a provider is computed as a percentage of the maximum (100%) profit:
where M is the total number of services handled by the specific provider. We implemented a number of different experimental scenarios to demonstrate the performance of our MinDelay algorithm. In our study, we consider that a simulation point is the resulting average of 100 independent simulation experiments. The selected scenarios, that we discuss later in this section, vary on the experimental settings, such as length of services, number of available VMs, etc. Each scenario consists of two parts that are differentiated by the selection of the value of the variable k, which determines the maximum processing time T maxj (Eq. 2). We present the results of four experimental scenarios that were carried out with a diverse range of settings. The simulation parameters chosen in each scenario are summarized in Table 1 ; U denotes the uniform distribution. 
Scenario 1: Fixed Services Length
In this scenario, we assume that all services have the same length, and that the capacity of all VMs is the same and fixed. Thus, as it can be easily inferred by the setup parameters introduced in Table 1 , the minimum processing time of a service T minj equals to 20sec (length/MIPS). In addition, based on the fact that the average arrival rate is set to 1/3 services per second, the expected number of active services in the system is approximately equal to six or seven services, a number that exceeds the number of available VMs, i.e. five. This can cause delays on the processing time of each service.
The simulation results for Scenario 1 are shown in Table 2 , where the performance of our MinDelay algorithm is compared with the performance of the two other algorithms presented in Section 3. We first observe that the average percentage of accepted services, for all algorithms, increases as we increase the value of variable k. A possible explanation for this observation is that the bound on the profit loss check (Eq. 17) is loosened via the increase in T max . Therefore, algorithms accept more services by assuming that no profit loss will occur due to additional delays experienced by the users. However, we observe that our algorithm MinDelay accepts less services in comparison to the other two algorithms due to the fact that its focus is on the minimization of the services' delays. Hence, it "sacrifices" a larger number of accepted services to satisfy greater response rates. This is the tradeoff for its much better performance in all of the other metrics, as explained below. 
MaxProfit
MaxUtil The average utilization increases for a larger value of k, since more services exist in the system and a higher number of services is assigned to each VM. As observed, MinDelay achieves better performance than both of the other algorithms. MaxUtil suffers from an important drawback: in cases where there are no available VMs, a new service request is assigned to the VM which has been utilized for the least amount of time. This means that every new service request will pile up on the same VM, as long as the other VMs are not available, leading to inactivity of VMs for long periods, after they finish processing their current services.
Moreover, our proposed algorithm clearly outperforms MaxProfit and MaxUtil over the other two performance metrics, i.e., response rate and profit. In our case, by accepting fewer services we achieve higher response rate for the accepted services, and a much higher profit for the provider. The reason is that MaxProfit is interested in the maximum profit for a VM, which means that the average response time should be as small as possible. However, by accepting more services, the processing time of a service could be larger, and, thus, lead to profit losses. Similarly, MaxUtil accepts the largest number of services, among the three algorithms, which leads to significant delays and lower profit for the provider.
Scenario 2: Variable services' length
The second scenario demonstrates the performance of MinDelay when all VMs have the same capacity, but the services' length varies, as shown in Table 1 . Here, we observe that all three algorithms display similar behavior, in terms of how their performance is influenced by an increase in the value of k, as shown in Table 3 . In this scenario MaxUtil 9 outperforms numerically the other two algorithms for k = 2 over the average percentage of accepted services, response rate, and average profit, however overall, the performances of MaxUtil and MinDelay are comparable for k = 2. When we increase the value of the variable k to 6 our algorithm achieves a clearly better performance than MaxUtil. However we need to point out that because of the high load studied in this scenario, the percentage of accepted services by MinDelay is low, in comparison to MaxUtil which accepts all service requests, at the cost of low response rate and smaller profit for the provider. On the other hand, MinDelay considers a fixed number of service instances and accepts a small number of service requests with higher QoS. The creation of new service instances to handle higher loads would allow MinDelay to accept more service requests. In addition, MaxProfit adopts the view that if the system has a larger "leeway" to process the services, the provider will be able to make a larger profit. This would be the proper choice only if profit was kept constant as delays increase. Therefore, MaxProfit underperforms in comparison to MinDelay, which takes profit decline, via delays, into account.
Scenario 4: High VM load and small number of VMs
The purpose of Scenario 4 is to study the case of a very large number of service requests with a relatively small number of VMs. Based on the results presented in Table 4 , we notice that MaxUtil is unable to provide even the minimum average response rate of 1/k for both the cases of k = 2 and k = 6, and hence it violates the QoS requirements of the services it accepts. These results further emphasize the efficiency of MinDelay, which in this case outperforms MaxProfit in all performance metrics. 
Experimental Results of ECTC* algorithm
In this section, we compare the performance of the ECTC * algorithm with an algorithm that assigns services randomly to resources under a delaying of services scheme. We also numerically evaluate the case where migrations are activated under two distinct schemes, i.e., dynamic creation of new hosts and delaying of services, and for a diverse range of system loads. The first part of this section focuses on the experimental setup and the assumptions under which we conducted a number of simulations. In particular, we consider services of varying length, which follows an exponential distribution with mean m given by:
where m inter , the mean service inter-arrival time, is generated using a random uniform distribution between 10 and 100 seconds, as in [16] , and a ∈ [2, 8] , a positive integer that controls the load in the system. This means that as we increase the value of a the processing time of a service request is larger, and thus the number of active services in the system is also increased. In addition, we consider two different patterns in order to generate the resource usage of a service: 1) a random uniform distribution on the interval [0.1,1] (Random resource usage); 2) a Gaussian random distribution with µ = 0.3 (Low resource usage). Our simulations were performed under two different options, i.e., dynamic creation of new hosts and delaying service requests, where we incorporated the E-MinDelay algorithm, as described in Section 4. In the case of delaying service requests, we consider a fixed number of hosts, and that the service requests that cannot be processed upon their arrival are delayed. On the other hand, the dynamic creation of service instances has the advantage of no delays, and, hence, every new service request is accepted since new hosts are created in order to serve several service requests at the same time. We assume that once a new host is created, five VMs are created on the specific host. However, this option comes with drawbacks, such as increased energy consumption since the number of hosts is high, especially in cases of high loads. Therefore, the comparison of these two options becomes interesting in order to derive conclusions about their effectiveness. The performance evaluation is based on comparisons of the total energy consumption of the system under each approach, and the system parameters used during the simulation part are presented in Table 5 . 
Delaying Service Requests
In this subsection, we compare the performance of the ECTC * algorithm with that of the random assignment algorithm. We show numerically that our ECTC * algorithm outperforms the Random assignment algorithm, especially in the case of low resource usage. In our simulations, the following evaluation metrics have been used: average delay, total number of delayed service requests, and total number of rejected service requests. Tables 6-8 summarize the behavior of the two algorithms under different values of a for random and low resource usage.
As we increase the value of a, more hosts are active in order to accommodate more effectively the increased system load, however the number of hosts is fixed in each simulation. Clearly, ECTC * outperforms the random assignment algorithm, and the energy savings in the case of low resource usage can reach up to 25.84% (average savings:
22.12%), as shown in Figs. 3-8 . No results are presented in Table 6 for the case of a = 2 with low resource usage, as all three metrics are equal to zero. The average delay of services, for low values of a, is pretty much the same for both algorithms because the average delay is influenced primarily by the E-MinDelay algorithm, which we combine with both ECTC * and the random assignment algorithm, to ensure a fair comparison. Still, for the case of random resource usage, as a increases, ECTC * achieves a much smaller number of rejected services, a lower number of delayed services and lower delays in comparison to the random assignment algorithm. For the case of low resource usage and a = 8, ECTC * largely outperforms the random assignment algorithm in terms of average delay and in terms of delayed services. The number of delayed services is smaller when using the ECTC * algorithm, in both the cases of random and low resource usage, because with the use of ECTC * more services can run at the same time at the existing resources. 
Incorporation of VM migrations
In this subsection, we compare our approach of VM migrations incorporated into ECTC, as explained in Section 4, against the ECTC algorithm without migrations. We evaluate both versions under different system loads in regards to the total energy consumption of the system, and the total number of hosts. Figs. 9-16 show the comparison of the two approaches under two distinct schemes, i.e., dynamic creation of hosts and delaying service requests. In the case of dynamic creation of hosts, as it can be seen from Figs. 9-12, the energy consumption of the system decreases by the activation of migrations. Specifically, it is observed in Figs. 9-12 that the maximum improvement in energy consumption due to migrations is 6% and 7% for random and low resource usage, respectively. We believe that this result could be further improved by switching off resources that remain idle for a certain period of time, which is an option that was not considered in this work but we plan to implement in the future. Furthermore, the technique of 12 VM migrations allows the system to distribute its resources in a more efficient way, and, therefore, a smaller number of hosts is required to accommodate the service requests; this leads to a lower energy consumption. Nevertheless, in both cases, we assume that creation of new hosts occurs when there are not enough hosts to fully support the load of the system. It can be seen from Figs. 11-12 that in the case of low resource usage, the ECTC algorithm with migrations performs better than the simple ECTC algorithm in terms of energy consumption. Since more service requests can "fit" in a host, energy consumption can be decreased by moving VMs to other hosts. Even though in cases where migrations are enabled more hosts are created, we observe that VM migrations always lead to smaller energy consumption. Moving to the scheme of delaying service requests, as we increase the value of a more hosts are available to the system in order to handle more efficiently the increased system load. In the case of migrations, we first check whether the service request with the longest delay can start its execution, and assign this service request to a VM with no running service requests. Here, we compare the performance, in terms of energy consumption, of our ECTC * version that includes only our E-MinDelay algorithm with our approach that includes both our E-MinDelay algorithm and migration techniques (Figs. 13-16 ). We observe that, in the case of delayed service requests, energy consumption shows an improvement of up to 4.4% and 5.9% for random and low resource usage, respectively.
It should be also mentioned that migrations can help in decreasing the delays and the number of delayed service requests. As we increase the system load we can see that migrations decrease the average delay by 50% and can decrease the number of delayed service requests by 5-9 times, while also reducing the number of rejected service requests. The most impressive result is derived when the system is overloaded (a = 8) and rejects 100 service requests with no migrations whereas with migrations this number drops to 5. When the task resource usage is low, very few service requests are delayed and only for a = 8. 
CONCLUSIONS AND FUTURE WORK
Scheduling for CPU-intensive tasks in the cloud is a multiparametric problem, involving efficient resource allocation techniques, users' QoS requirements, provider profit and energy consumption. In our work, we focused on the efficiency of scheduling service requests on both sides, i.e., providers' and users', in regards to delay, profit, and energy consumption. We proposed a scheduling algorithm (MinDelay) that accommodates service requests in a cloud system by taking into account both the customer QoS requirements and the provider's profit. We showed that our algorithm exhibits better performance when compared to existing algorithms, with the tradeoff of accepting a smaller number of services into the system. Still, the creation of a significantly larger number of VMs in the system can alleviate this sole disadvantage of MinDelay.
We then implemented an energy conscious algorithm (ECTC) from the literature in order to minimize energy consumption. We designed and applied a live VM migration process, and then we modified MinDelay and incorporated it into our system. We simulated a significant number of scenarios under different system loads in order to study the improvement on the energy efficiency of the system when following our approach. Our results have shown that, for CPU-intensive tasks, energy consumption and delays (corresponding to profit loss) can be simultaneously decreased with the use of an efficient scheduling algorithm.
In future work, we intend to implement our algorithm in the case of non-independent tasks, e.g., tasks that can be represented by a directed acyclic graph (DAG), as in [12] . As a future effort, we plan to address another main factor responsible for energy consumption in data centers, i.e., storage, and apply game theory to mathematically formulate the tradeoffs between providers and users in a cloud system.
