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Resumo 
 
 
Na presente dissertação apresenta-se um estudo dos métodos de amostragem 
mais utilizados na recolha de dados estatísticos. Far-se-á uma descrição, com 
exemplificação, de cada um deles explorando temas directamente relaciona-
dos com a problemática da amostragem como, por exemplo, a estimação de 
parâmetros, o dimensionamento da amostra e a realização de inquéritos.  
 
Por último, será apresentado um exemplo real de aplicação descrevendo um 
processo de sondagem levado a cabo em Abril passado com o objectivo de 
analisar o papel da disciplina de Matemática A no percurso escolar dos alunos 
das escolas secundárias do Concelho de Vila Nova de Gaia. Concretamente, 
investiga-se se o insucesso na disciplina de Matemática A, no 10ºano, interfere 
nas escolhas de progressão de estudos e até que ponto influencia a escolha 
de outra oferta educativa e formativa em que a disciplina de Componente de 
Formação Específica, Científica ou Tecnológica deixe de ser Matemática A 
para passar a ser outra opção que não Matemática A. 
 
  
 
 
 
 
 
 
 
 
 
 
Keywords 
 
Sampling, sample, parameters, estimation, sample size, survey 
Abstract 
 
In this dissertation are discussed sampling procedures most frequently used on 
statistical data collections. Examples and calculation of the sample size for 
each sampling procedure is also included. 
 
In the last chapter, a real example of application - a survey sampling- is pre-
sented. 
This survey sampling was executed in April. The main goal is the analysis of 
the role of the discipline of Mathematics A in the educational course of the stu-
dents of secondary schools of Vila Nova de Gaia. The survey results are ana-
lyzed using classical statistical procedures. 
 
 
The dissertation is concluded with a brief summary of the survey results. 
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Introdução 
Neste capítulo introdutório apresenta-se um resumo da História da Estatística e da Amostragem, com 
base na literatura referida e consultada. 
Apresenta-se ainda uma descrição dos objectivos do presente trabalho.  
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Estatística 
 
O termo estatística surge da expressão em Latim, statisticum collegium, que significa palestra 
sobre os assuntos do Estado. Também desta expressão, surge a palavra, em italiano, statista, 
relativa ao “homem de estado” ou político, e a palavra alemã statistik, que designa a análise de 
dados sobre o Estado. 
Num sentido amplo, Estatística refere-se a uma disciplina em que o objecto fundamental é a 
recolha, a compilação, a análise e a interpretação de dados. A Estatística divide-se em dois 
ramos distintos: a Estatística Descritiva e a Inferência Estatística (ou Estatística Indutiva). No 
âmbito da Estatística Descritiva, procura-se sintetizar e representar, de forma clara e com-
preensível, a informação contida num conjunto de dados. A síntese da informação recolhida 
materializa-se na construção de tabelas, de gráficos ou no cálculo de medidas que represen-
tem, convenientemente, a informação contida nos dados. No âmbito da Inferência Estatística, 
os métodos e técnicas requeridos e utilizados são mais sofisticados, uma vez, que neste ramo 
da Estatística, se pretende, com base na análise de um conjunto limitado de dados (uma amos-
tra), caracterizar o todo, a partir do qual tais dados foram obtidos (a População). 
 
Evolução Histórica da Estatística 
 
Quando as sociedades primitivas se organizaram, começaram a surgir necessidades que exi-
giam o conhecimento numérico dos recursos disponíveis. Realizaram-se as primeiras estatísti-
cas para conhecer determinadas características da População, efectuar a sua contagem, saber 
a sua composição e os seus rendimentos. Tais estatísticas também se realizaram, para que os 
governantes das grandes civilizações antigas conhecessem os bens que o Estado possuía e 
como estavam distribuídos pelos habitantes, bem como para determinarem leis sobre impostos 
e número de homens disponíveis para combater. 
 Um registo de Pierre de Palerme, datado de 2900 A.C., faz alusão ao recenseamento de pes-
soas. Havia necessidade de se proceder a um levantamento estatístico, para estudo das rique-
zas da População do Egipto, com o objectivo de averiguar quais os recursos humanos e eco-
nómicos disponíveis, para a construção das pirâmides. 
 Há também registo de que, no ano de 2238 a. C., se realizou um levantamento estatístico com 
fins industriais e comerciais, ordenado pelo imperador chinês Yao. O regime chinês desejava 
conhecer, com exactidão, o número de habitantes, a fim de poder repartir o território, de distri-
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buir as terras, estabelecer os rolos de pergaminho de impostos e de proceder ao recrutamento 
militar. 
Na Bíblia, no livro de Moisés ou dos “Números”, o recenseamento ordenado por Deus, em 
Sinai, é relatado em duas passagens: “1. No primeiro dia do segundo mês, no segundo ano 
depois da saída do Egipto, o Senhor disse a Moisés no deserto do Sinai, na tenda de reunião: 
2. «fazei o recenseamento geral de toda a comunidade dos filhos de Israel, clã por clã, família 
por família» (Números, 1, 2). 
Também os magistrados romanos, os censores, faziam o recenseamento dos cidadãos e dos 
bens. Uma das convenções da História é relacionar a datação a. C. ou d. C com o recensea-
mento populacional, ordenado pelo Imperador César Augusto. 
Outras estatísticas importantes de que há registo, são as realizadas por Pipino, em 758 e por 
Carlos Magno, em 762, com o objectivo de conhecerem as terras que eram propriedade da 
Igreja. Guilherme, “O Conquistador” que reinou, entre 1066 e 1087, ordenou que se fizesse um 
levantamento estatístico da Inglaterra, que contivesse informações sobre terras, proprietários, 
uso da terra, animais, … levantamento este que serviria de base para o cálculo de impostos. 
Até ao início do séc.XVII, a Estatística continuou a servir para estudar os “assuntos do Estado” 
– era usada pelas autoridades políticas, na inventariação dos recursos disponíveis. Foi a fase 
da Estatística Descritiva, isto é, a Estatística limitava-se a uma simples técnica de contagem 
que traduzia, numericamente, factos ou fenómenos observados. 
No séc. XVII, em Inglaterra, a estatística era a “Aritmética do Estado” (Political Arithmetic) e 
consistia, basicamente, na análise dos registos de nascimentos e mortes que originaram, mais 
tarde, as primeiras tábuas de mortalidade. Ao longo da Idade Média e até ao séc. XVIII, a Esta-
tística foi puramente descritiva, coexistindo duas escolas: a escola alemã, cujo representante 
mais conhecido era o economista G. Achenwall (1717 – 1772), professor na Universidade de 
Gottingen e considerado pelos alemães o “pai” da Estatística, e a escola dos matemáticos 
sociais que procuravam traduzir, por leis, a regularidade observada de certos fenómenos, de 
carácter económico e sociológico. Nesta altura, a Estatística confundia-se, praticamente, com a 
demografia, à qual fornecia métodos sistemáticos de enumeração e organização. Na verdade, 
a necessidade sentida, em todas as épocas, de conhecer, numérica e quantitativamente, a rea-
lidade política e social, tornou a análise demográfica uma preocupação constante. 
John Graunt (1620 – 1674), juntamente com William Petty (1623 – 1687), autor de Political 
Arithmetic e o astrónomo Edmond Halley (1656 – 1742) são os principais representantes da 
escola inglesa, que dá um novo impulso à Estatística. 
John Graunt foi cientista e demógrafo, precursor na construção de Tábuas de Mortalidade. 
Publicou, em 1662, “Naturaland Political Observations upon the Bills of Mortality”, obra que lan-
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çou as bases da demografia, e que se tornou pioneira no estudo actuarial de mortalidade (a 
ciência actuarial é uma ciência que aplica conhecimentos específicos de matemática estatística 
e financeira, à análise de riscos e expectativas de vida, principalmente na administração de 
seguros e fundos de pensão). Graunt foi também um comerciante e tornou-se amigo de William 
Petty, com quem realizou estudos. 
William Petty foi médico e estatístico. Além da obra “Political Arithmetic”, escreveu outras, como 
por exemplo, “Treatise of Taxes and Contributions” em que questionou o papel do Estado na 
economia do país. Petty é considerado um pioneiro em Estatística comparativa e foi o criador 
de conceitos que, ainda hoje, são utilizados na área da Economia. Propôs a criação de uma 
Empresa de Estatística central, que registasse baptismos, casamentos, mortes e ainda outros 
dados como, a tipologia das casas habitadas, o número de membros das famílias, idades e 
ocupações. Sugeriu a elaboração de Tabelas de Sobrevivência, com base nas taxas de morta-
lidade por grupos etários. 
Edmond Halley contribuiu, na actuária e demografia, com estudos sobre mortalidade e com a 
obra “An Estimate of the Degrees of the Mortality of Mankind”, de 1693. Apresenta Breslau 
Table, a primeira tábua de mortalidade, construída sobre preceitos científicos, com dados de 
nascimento e mortalidade, obtidos na cidade silesiana de Breslau. 
Estes foram três dos aritméticos políticos do séc.XVII, que se destacaram e que se preocupa-
ram, com o estudo numérico dos fenómenos sociais e políticos, na busca de leis quantitativas 
que pudessem explicá-los, tendo provocado um novo impulso na Estatística, fazendo-a ultra-
passar um estádio puramente descritivo: passam a analisar-se os dados, na procura de certas 
regularidades, permitindo enunciar leis e fazer previsões – é a fase da Estatística Analítica. 
Data do séc. XVII o início do estudo sistemático dos problemas ligados aos fenómenos aleató-
rios, começando a ser manifesta a necessidade de instrumentos matemáticos, aptos a analisar 
este tipo de fenómenos, em todas as ciências que põem o problema do tratamento e interpre-
tação, de um grande número de dados. 
O desenvolvimento do Cálculo das Probabilidades, surge também no século XVII. A ligação 
das probabilidades com os conhecimentos estatísticos, veio dar uma nova dimensão à Estatís-
tica, que progressivamente se foi tornando um instrumento científico, poderoso e indispensável.  
A Estatística, para adquirir o estatuto de disciplina científica nomotética (que tem por objecto as 
leis gerais), e não puramente idiográfica ou descritiva, teve que esperar pelo desenvolvimento 
do cálculo das probabilidades, que lhe veio a fornecer a linguagem e o aparelho conceptual, 
permitindo a formulação de conclusões, com base em regras indutivas.  
A relação estreita entre, as probabilidades e os conhecimentos estatísticos, veio conferir uma 
outra dimensão à Estatística – é uma nova fase, a terceira, o desenvolvimento da Inferência 
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Estatística isto é a fase em que, a partir de observações, se começou a procurar deduzir rela-
ções causais, entre variáveis, realizando-se previsões a partir daquelas relações (a partir de 
uma determinada amostra pretende-se estimar ou inferir valores sobre a População da qual se 
retirou a amostra). 
Pode datar-se dos fins do séc. XIX, o desenvolvimento da estatística matemática e das suas 
aplicações, com F. Galton (1822 – 1911), K. Pearson (1857 – 1936), e W. S. Gosset (1876 – 
1936), conhecido pelo pseudónimo de Student.  
É lícito afirmar-se, que a introdução sistemática dos métodos estatísticos na investigação expe-
rimental, se fica a dever, fundamentalmente, aos trabalhos de K. Pearson e R. A. Fisher (1890 
– 1962).  
A partir de Pearson e Fisher, o desenvolvimento da estatística matemática e dos métodos esta-
tísticos utilizados tem sido tal que é difícil referir nomes. 
Na sua origem, a Estatística estava ligada ao Estado. Hoje, além de se manter esta ligação, 
cada vez mais a sociedade, em geral, depende desta ciência. Por isso, em todos os Estados, 
existe um Departamento ou Instituto Nacional de Estatística. 
  
Na actualidade, a Estatística não se limita, apenas, ao estudo da Demografia e da Economia. O 
seu campo de aplicação alargou-se à análise de dados em Biologia, Medicina, Física, Psicolo-
gia, Indústria, Comércio, Meteorologia, Educação, etc., e ainda a outros domínios que, aparen-
temente, não se relacionam com a Estatística, como é o caso do estudo da estrutura de lingua-
gem e estudo de formas literárias. 
 
A Estatística em Portugal 
 
Segundo a obra "História da Estatística em Portugal" (Fernando Sousa, 1995), o registo de 
acontecimentos, em especial, a contagem de forças militares, a enumeração de bens, de ren-
dimentos e de despesas, constituíram os objectos de notação que mais se destacaram na Ida-
de Média portuguesa, marcada pela grande escassez de dados, de natureza quantitativa esta-
tística. 
Nos séculos XIV e XV, a crise instalada, exigiu dos senhores eclesiásticos e laicos, um melhor 
aproveitamento dos seus patrimónios fundiários, e levou-os à elaboração de inventários siste-
máticos de bens e rendimentos, e aos tombos, que permitiam conhecer e dominar melhor, a 
situação económica de cada senhorio, e prever os rendimentos de cada ano. 
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Foram feitas Inquirições, isto é, inquéritos feitos pelos monarcas portugueses, nos quais eram 
investigados os estados dos direitos reais, e a legitimidade das possessões dos nobres. Destas 
inquirições, também se podiam tirar conclusões acerca da organização profissional e económi-
ca, bem como, detectar alguns níveis de estratificação social. 
Com base nos resultados destas Inquirições, D. Dinis mandou fazer um cadastro geral, ou seja, 
um registo escrito, para evitar que os ambiciosos se apoderassem de terrenos e direitos que 
não lhes pertenciam. 
 
Mencionam-se alguns dos trabalhos que se conhecem, depois da fundação da nacionalidade 
portuguesa, e antes da criação do Instituto Nacional de Estatística: 
  
• Rol de besteiros do conto de D. Afonso III (1260-1279); 
• Rol de besteiros do conto de D. João I (1421-1422); 
• Numeramento1 ou Cadastro Geral do Reino de D. João III (1527); 
• Resenha de Gente de Guerra, de D.Filipe III (1639); 
• Lista dos Fogos e Almas que há nas Terras de Portugal, de D. João V (1732) 
ou Censo do Marquês de Abrantes; 
• Numeramento de Pina Manique, de D. Maria I (1798); 
• Recenseamento Geral do Reino, de D. João VI, também conhecido por Censo 
do Conde de Linhares (1801) 
• Recenseamentos Gerais de 1835 e 1851 
 
Com a aproximação do Estado Liberal e a afirmação do conceito de Nação, como base da 
administração, a cobertura estatística, generalizada, para o país, começa a ser imprescindível, 
pois o governo só se pode exercer, eficazmente, sobre o que for certo ou sobre o que for 
conhecido. Surgem planos para o cadastro do Reino, levantam-se numeramentos de carácter 
sistemático, inicia-se a primeira grande série estatística sobre o comércio externo – Balança 
Geral do Comércio do Reino de Portugal, 1776-1831 – que se pode adoptar como símbolo do 
início de um novo período. 
                                                 
1
 Numeramento quer dizer contagem do número de fogos (casas), feita com o objectivo de recolher dados para lan-
çar impostos ou recrutar militares. 
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A entrada, na era estatística, faz-se, gradualmente, ao longo do século XIX, com a criação de 
organismos, que se fazem representar nos respectivos Congressos Internacionais. 
Só no século XX, surge uma eficaz utilização dos dados recolhidos, com o desenvolvimento da 
estatística como ramo aplicado da matemática. 
É criado o Instituto Nacional de Estatística (INE), em 1935. 
Os primeiros censos portugueses, foram realizados de 31 de Dezembro de 1863 para 1 de 
Janeiro de 1864, tendo, por base, as orientações do Congresso Internacional de Estatística, 
realizado em Bruxelas, em 1853. 
Apresentam-se, em seguida, todos os recenseamentos efectuados, em Portugal e os seus 
antecedentes históricos resumidos: 
 
1864 – 1 de Janeiro (I Recenseamento Geral da População) 
Realizou-se o I Recenseamento Geral da População, baseado nas orientações do Congresso 
Internacional de Estatística, que teve lugar em Bruxelas, em 1853. 
 
1878 – 1 de Janeiro (II Recenseamento Geral da População) 
Efectuou-se o II Recenseamento Geral da População que, embora mais completo que o ante-
rior, quanto às variáveis observadas e aos apuramentos efectuados, ainda teve um conteúdo 
bastante reduzido. 
 
1890 - 1 de Dezembro (III Recenseamento Geral da População) 
Realizou-se, com novas orientações metodológicas e, de acordo com o Congresso Internacio-
nal de Estatística de S. Petersburgo, realizado em 1872. Neste recenseamento, a caracteriza-
ção da População e das famílias foi bastante mais completa. 
 
1900 - 1 de Dezembro (IV Recenseamento Geral da População) 
A metodologia da recolha de dados, do seu tratamento e apresentação, foi semelhante à do 
censo anterior, tendo-se, no entanto, registado algumas inovações. 
 
1911 - 1 de Dezembro (V Recenseamento Geral da População) 
Manteve-se a metodologia e as variáveis observadas. 
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1920 - 1 de Dezembro (VI Recenseamento Geral da População) 
Manteve-se a metodologia e as variáveis observadas. 
 
1930 - 1 de Dezembro (VII Recenseamento Geral da População) 
Não houve grandes alterações nas características observadas, continuando mal coberta a par-
te referente às características económicas. 
 
1940 - 12 de Dezembro (VIII Recenseamento Geral da População) 
Este foi o primeiro censo efectuado pelo Instituto Nacional de Estatística, e é aceite como um 
marco, na história, dos recenseamentos portugueses. Adoptou-se uma nova metodologia de 
execução. As características económicas são definidas, com maior rigor, e consideradas como 
um elemento importante de observação. 
 
1950 - 15 de Dezembro (IX Recenseamento Geral da População) 
Seguiu-se a metodologia do censo anterior mas, com algumas inovações como, por exemplo, a 
melhoria da técnica das perguntas fechadas. 
 
1960 - 15 de Dezembro (X Recenseamento Geral da População) 
Publicaram-se, pela primeira vez, dados retrospectivos. Os recenseamentos de 1950 e 1960 
seguem, de perto, o conteúdo do de 1940. 
 
1970 - 15 de Dezembro (XI Recenseamento Geral da População) (I Recenseamento Geral 
da Habitação) 
Realizou-se o I Recenseamento Geral da Habitação, juntamente com o da População; contudo, 
o programa audacioso que procurava dar resposta às inúmeras solicitações governamentais, 
não teve sucesso no plano executivo, em especial, na totalidade dos resultados a divulgar. 
 
1981 - 16 de Março (XII Recenseamento Geral da População) (II Recenseamento Geral da 
Habitação) 
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Realizaram-se os recenseamentos da População e Habitação que seguiram, de perto, as 
recomendações internacionais (CEE/ ONU) e fizeram, em quase todas as áreas, uma aplicação 
rigorosa dos conceitos e uma grande desagregação geográfica dos respectivos dados. 
 
1991 - 15 de Abril (XIII Recenseamento Geral da População) (III Recenseamento Geral da 
Habitação) 
Seguiu-se a metodologia do censo anterior, tendo-se desenvolvido, no entanto, algumas das 
vertentes de preparação da operação e do tratamento dos dados, já iniciados em 1981. 
Construiu-se uma Base Geográfica de Referenciação Espacial, constituída por um conjunto de 
suportes cartográficos, contendo a informação que permite a divisão das freguesias em sec-
ções e subsecções estatísticas. 
 
2001 - 12 de Março (XIV Recenseamento Geral da População) (IV Recenseamento Geral 
da Habitação) 
A grande diferença prende-se, essencialmente, com a inovação das tecnologias utilizadas (digi-
talização cartográfica, utilização de sistemas de informação geográfica, leitura óptica dos ques-
tionários, codificação assistida por computador, e o reforço da correcção automática das res-
postas incoerentes). Também é introduzida uma nova questão no questionário individual, que 
diz respeito à deficiência. 
 
Não só em Portugal, mas em muitos outros países, a Estatística é um ramo da Matemática 
Aplicada. O seu estudo e desenvolvimento, como ciência, tem vindo a crescer com o progresso 
social e, hoje, a Estatística está presente em quase todas as áreas do saber. 
Como refere João Branco (Jornal de Matemática Elementar - nº190), no final do século XIX, 
assistiu-se a uma generalizada emergência e reconhecimento de problemas, de natureza esta-
tística, nos vários ramos científicos, na indústria e em actividades governamentais, o que fez 
crescer o interesse pela actividade estatística. A rapidez com que estes desenvolvimentos 
ocorreram, gerou uma crise de falta de pessoal técnico, com conhecimentos de estatística, 
intensamente procurado pelas instituições que desejavam usufruir da nova metodologia, para 
fazer avançar as suas actividades. É, neste contexto, que surgiu a necessidade de ensinar 
estatística a um número de pessoas cada vez maior. 
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Amostragem 
 
Amostragem consiste na selecção de uma parte da População a observar, e sobre a qual 
temos um modo de estimar algo, sobre toda a População (Thompson, Steven K., Sampling, 
Second edition, Wiley NY, 2002). 
O termo amostragem refere-se ao processo de seleccionar uma amostra da População, bem 
como à inferência de estimativas para tal População (Foreman, E. K., Survey Sampling Princi-
ples, Dekker, 1991).  
Evolução Histórica da Amostragem 
 
Durante o século XIX, para estudar qualquer conjunto de indivíduos, o método utilizado era 
realizar a sua enumeração, e os estudos estatísticos tinham, como objectivo, inventariar os 
recursos das nações para fins militares e tributários. O belga, A. J. Quetelet (1796 – 1874), que 
participou na criação de uma secção de estatística na Associação Britânica de Ciências Avan-
çadas, em 1833, deu um importante contributo para a estatística oficial, desta época, e foi um 
dos primeiros impulsionadores da ideia de estudar um conjunto de indivíduos, a partir de um 
subconjunto deste. Ele próprio experimentou, em 1824, e tentou aplicar um método, que tinha 
sido introduzido por P.S. Laplace (1749 – 1827), para estimar o número de habitantes dos Paí-
ses- Baixos, segundo os registos de nascimentos, obtidos numa amostra de regiões (Tillé, 
2001, pág.8). Em 1895,o norueguês A. N. Kiaer (1838 – 1919), em Berne, e no Encontro do 
Instituto Internacional de Estatística, defendeu a ideia de que a utilização de dados parciais 
obtidos por um método, que nomeou de método representativo, permitia obter informação útil 
(Kiaer,1895, 1896). No método representativo de Kiaer, o conjunto de dados parciais – amostra 
– era como se fosse uma miniatura aproximada da População. 
Esta ideia já tinha sido defendida por Laplace, em 1802 (Belhouse, 1988) mas, o modo como 
Kiaer a defendeu, despertou a atenção dos estatísticos para esta questão. 
Surgiram críticas de alguns matemáticos, em relação a esta ideia, entre eles M. V. Mayr e M. 
Milliet, mas outros estatísticos revelaram-se, moderadamente, receptivos. 
Apesar da reacção inicial, Kiaer não esmoreceu e, em vários congressos do Instituto Interna-
cional de Estatística, realizados em São-Petersburgo (Rússia), em 1897, em Budapeste (Hun-
gria), em 1901 e em Berlim (Alemanha), em 1903, defendeu o seu método, aproveitando a 
ocasião para clarificar algumas questões. Recebeu algum apoio, por parte de C. D. Wright 
(fundador do Bureau do Trabalho Estatístico dos Estados Unidos), e de A. L. Bowley (1869 – 
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1957) (membro do Instituto Internacional de Estatística a partir de 1903), apoio este expresso, 
por cada um deles, através de uma carta (cf. Belhouse, 1988, pág.3). 
Nesta época, não se colocava a questão da aleatoriedade na selecção da amostra, e foi o fran-
cês L. March, quem introduziu, em 1903, os conceitos de amostragem aleatória simples sem 
repetição, e de amostragem aleatória simples por grupos, fruto da discussão sobre um artigo 
de Kiaer (cf.Kiaer, 1905, pág.129). 
Em 1924, constituiu-se uma comissão, da qual faziam parte A. Bowley, C. Gini, A. Jensen, 
L.March, V.Stuart e F. Zizek, para analisar a importância do método representativo de Kiaer. A 
conclusão desta análise marca o reconhecimento oficial deste método (cf.Tillé, 2001, pág.11). 
Em 1926,num dos seus artigos, Bowley introduziu o conceito de aleatoriedade na teoria de 
amostragem, tendo realçado a necessidade de um processo aleatório de selecção da amostra, 
bem como a necessidade de existência de uma lista, com todos os elementos da colecção em 
estudo, isto é, realçou a necessidade de existência de uma base de amostragem, com todos os 
elementos da População (cf.Bellhouse, 1988, pág.4). Estudou a questão da representatividade 
das amostras e analisou uma forma de aplicar planos de amostragem, de iguais probabilidades 
de inclusão, para quaisquer unidades da População, tendo apresentado uma verificação do 
teorema do limite central, na teoria da amostragem aleatória simples. Desenvolveu o conceito 
de plano de amostragem estratificada, com afectação proporcional, isto é, com a preocupação 
em manter probabilidades de inclusão iguais. Em 1912, implementou um plano de amostragem 
sistemática (Bowley, 1913), e em 1924, no encontro do Instituto Internacional de Estatística, 
destacou-se pela apresentação de resultados teóricos, conhecidos na amostragem aleatória e 
na amostragem não aleatória (Bowley, 1926). Neste mesmo encontro, esteve presente 
A.Jensen, que se evidenciou pela sua descrição da aplicação do método representativo (Jen-
sen, 1926). 
Vários outros matemáticos utilizaram amostras seleccionadas por processos aleatórios, entre 
os quais M.Hogg, que trabalhou com Bowley na Grã-Bretanha e realizou alguns estudos sobre 
amostragem aleatória, no início dos anos 30, nos Estados Unidos. Além de ser da mesma opi-
nião que Bowley, quanto aos planos de amostragem, com probabilidades de inclusão iguais, 
era de opinião que a representatividade das amostras só era possível, através de processos de 
selecção aleatórios (Belhouse, 1988). 
Em 1934, J. Neyman (1894 – 1981) apresentou um artigo sobre o método representativo que 
foi considerado como um dos textos fundadores da teoria da amostragem. Nele, aparece uma 
discussão sobre inferência, a partir de amostras, obtidas por processos aleatórios de selecção, 
de uma População finita. Tais amostras passaram a ser conhecidas por amostras probabilísti-
cas (Hansen, 1987). Neste mesmo artigo, foi definido, pela primeira vez, o conceito de intervalo 
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de confiança. Segundo Neyman, com amostras, suficientemente grandes, a distribuição de um 
estimador era, praticamente normal, não havendo dificuldades em determinar intervalos de 
confiança; referiu, ainda, ser importante que o intervalo de confiança fosse determinado, atra-
vés de um plano de amostragem aleatório, utilizando processos de estimação apropriados (cf. 
Hansen, 1987, pág.181). Desenvolveu grande parte dos fundamentos dos planos de amostra-
gem aleatória simples, estratificada e por grupos, e apresentou uma teoria de afectação óptima, 
num plano de amostragem aleatória estratificada. 
Alguns dos resultados descritos e atribuídos a Neyman, teriam já sido obtidos por A .V. Tschu-
prow (1874 – 1926) mas, segundo Belhouse (1988), Tschuprow terá apenas apresentado parte 
dos resultados que Neyman introduziu. 
Tillé, em 2001, refere que a dificuldade de relações sociais entre a URSS e o Ocidente, terão 
impedido a difusão dos trabalhos estatísticos russos, pelo que Neyman terá obtido os seus 
resultados, independentemente do trabalho de Tschuprow. 
Em 1937, W. E. Deming (1900 – 1993), convidou Neyman, para dar algumas palestras na 
Escola, de Pós-Graduação, em Washington D.C., o que permitiu que as ideias de Neyman, 
tivessem maior impacto e difusão, junto dos estatísticos nos Estados Unidos. Em 1938, Ney-
man introduziu o uso de funções de custo, na teoria da amostragem (Belhouse, 1988). As 
ideias de amostragem de Neyman influenciaram, nos Estados Unidos, o trabalho de M. Hansen 
(1910–1990), W. Hurvitz (1908–1969) e dos seus colegas, membros da secção de estatística 
do Centro Bureau de Censos dos Estados Unidos. 
Em 1937, Hansen realizou uma amostra aleatória, a grande escala, sobre o desemprego. Han-
sen e Hurvitz deram importantes contribuições à teoria de amostragem e apresentaram resul-
tados de estimação e precisão dos estimadores, em planos de amostragem com probabilidades 
de inclusão desiguais e com repetição.  
No fim da década de 30 e início da de 40, a Índia foi um país que também contribuiu para o 
desenvolvimento e a aplicação de técnicas de amostragem (cf. Hansen, 1987, pág. 182), com a 
finalidade de fazer um planeamento económico, sob a orientação do Instituto Indiano de Esta-
tística. Há resultados importantes que se devem a P.C. Mahalanobis (1893 – 1972), como o da 
introdução da técnica de utilização de subamostras interpenetrantes, para controlar e avaliar a 
contribuição de erros alheios à amostragem. Esteve ainda envolvido em vários estudos, na 
área da agricultura, em Bengal. 
Podem referir-se muitos outros contributos de matemáticos, para o desenvolvimento da teoria 
da amostragem, como o de Cornfield (1944) que introduziu a utilização das funções indicatri-
zes, para indicar se determinada unidade pertence ou não a uma amostra. Madow e Madow 
(1944), apresentaram resultados sobre amostragem aleatória sistemática, aplicada a grupos 
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com iguais ou diferentes tamanhos. Hansen e Hurwitz, em 1934,estudaram os planos de amos-
tragem com repetição e, mais tarde, em 1952, Hurwitz, e Thompson escreveram um artigo 
sobre os planos de amostragem sem repetição. Com o tempo, o Levantamento Periódico da 
População, passou a servir várias necessidades, tornando-se um modelo para o planeamento 
de amostragens, a ser usado, no mundo inteiro, e ao qual foram incorporados vários trabalhos 
teóricos sobre o assunto, tais como: amostragem estratificada multietápica de conglomerados, 
probabilidades de selecção proporcionais ao tamanho, com reposição e sem reposição, utiliza-
ção de informação auxiliar nos estimadores, controlo adequado dos erros alheios à amostra-
gem e dos erros de amostragem. Alguns desses trabalhos são os de Yates & Greendy (1953), 
Sampford (1962), Cochran (1977) e outros. 
A tentativa de estabelecimento de resultados de optimalidade atraiu a atenção de matemáticos 
como Godambe (1955), que provou não ser possível definir um estimador linear óptimo, em 
populações finitas (cf. Tillé, 2001, pág.13), e a de Basu e de Gosh, que provaram que, num 
plano de amostragem com reposição, o conjunto das unidades distintas é uma estatística 
exaustiva (Basu e Gosh, 1967, Basu, 1969). 
Nas décadas de 70 e 80, surge a ideia de assumir um modelo estatístico, paramétrico, para a 
População, denominado de superPopulação. Segundo este modelo, a População é uma amos-
tra extraída de uma superPopulação de dimensão infinita, e os valores que a variável de inte-
resse toma, para as unidades da População, são concretizações de variáveis aleatórias. A for-
mulação destes modelos surgiu num artigo sobre amostragem sistemática, de Cochran (1946) 
e, mais tarde, num artigo de Brewer (1963). Esta modelização da População foi, sobretudo, 
desenvolvida por Royall (1970, 1971, e 1976). 
A era actual caracteriza-se por um aumento gradativo de matematização da estatística, e da 
influência crescente do uso dos computadores. Hoje em dia, a importância do estudo dos pro-
cessos de amostragem relaciona-se, estreitamente, com o conceito de validade científica. De 
facto, a forma de constituição de um subconjunto, supostamente representativo do contexto 
sob investigação, é um importante recurso de validação de estudos científicos, uma vez que os 
dados, a serem trabalhados, emergem, fundamentalmente, dos elementos que compõem tal 
subconjunto. Não há que descurar a constituição deste subconjunto que transcorre, paralela-
mente, à de outros elementos cruciais de validação científica: o desenho da pesquisa, a defini-
ção do objecto e formulação do problema, a formulação dos pressupostos ou hipóteses, a 
escolha dos instrumentos de recolha de dados e os quadros de referência teóricos e de inter-
pretação dos resultados. 
 
 19 
Amostragem em Portugal 
 
Em Março de 1916, foi declarada, oficialmente, guerra pela Alemanha, o que obrigou a consoli-
dar a retaguarda do envolvimento português. A crise económico-social que se instaurou ditou 
as prioridades, e a estatística preventiva e fiscalizadora deu lugar a técnicas, cada vez mais 
sofisticadas, de planificação, previsão e cálculo, pois o objectivo passou a ser, por causa da 
crise, afectar recursos.  
Começou a surgir a preocupação em conseguir dar resposta articulada aos problemas sociais, 
nomeadamente, fazer ideia da taxa de mortalidade e do salário médio da População, para con-
seguir prever a reserva matemática das pensões de invalidez e velhice, e as taxas de descon-
to. A mudança, nos objectivos e linguagem das políticas sociais, exigiu a transposição das 
estatísticas para outro nível: a comunidade deixou de ser o verdadeiro objecto de estudo, e o 
que passou a importar foi extrair elementos de cálculo normativo, a partir de séries, limitadas, 
de observações.  
Sob o signo da política reformista, do Ministério do Trabalho, o estudo de caso deu lugar a 
estudos por amostragem. Com esta nova metodologia, atalhou-se caminho na diversidade de 
registos e introduziu-se uma outra economia nos procedimentos estatísticos. 
No entanto, já a partir de 1913, a questão do aumento do custo de vida passou a ser um dos 
principais temas do movimento operário no período da Primeira República. Até essa altura, o 
custo do pão era considerado a principal medida do nível de vida do povo. Com o aumento do 
rendimento nacional, na segunda metade do séc. XIX, alteraram-se as elasticidades da procura 
e diversificou-se o leque de produtos alimentares: arroz, batata, feijão, bacalhau, peixe fresco, 
chouriço e toucinho, manteiga, açúcar. Sabão, carvão e petróleo passaram a fazer parte das 
necessidades dos agregados familiares. Para conhecer, com rigor, a situação da classe operá-
ria, impôs-se estabelecer um padrão de referência do nível de vida, para o séc. XX, semelhante 
ao que o pão tinha sido, para o nível de vida do séc. XVIII e XIX. 
O primeiro autor, a procurar representar a transformação agregada dos preços foi Albino Vieira 
da Rocha2. No auge das dificuldades da I Grande Guerra, voltou o problema dos abastecimen-
tos e agravou-se a questão social do custo de vida. Os circuitos de abastecimento entraram em 
crise, houve grossistas que aproveitaram as circunstâncias para açambarcar produtos e subir 
os preços, e as dificuldades foram aumentadas pela diminuição da produção nacional.  
Em 1917, deu-se início à recolha de informação sobre os preços dos géneros, nos distritos, do 
continente. Influenciado pelos desenvolvimentos das estatísticas inglesas publicadas, o enge-
nheiro Aquino da Costa Júnior, também docente de Matemática na Faculdade de Ciências de 
                                                 
2
 Rocha, Albino Vieira da, Situação Económica de Portugal. A alta dos preços, Coimbra: França & Arménio (1913) 
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Lisboa e Chefe da Repartição de Defesa Económica do Ministério do Trabalho, construiu o pri-
meiro índice ponderado do custo de vida em Portugal. Elaborou um inquérito, em que pretendia 
responder à pergunta: Como é que os trabalhadores gastam os seus salários?  
A resposta a esta pergunta foi difícil de obter, porque dependia do rendimento disponível (logo, 
do nível de remuneração do trabalhador), da estrutura do agregado doméstico, do momento do 
ciclo de vida, das tradições da cultura material e dos hábitos alimentares da região. Aquino da 
Costa Júnior sentiu a necessidade de tornar explícita a relação entre estas componentes mas, 
não pensou em inquirir todas as famílias do país, mas sim, em recolher uma amostra significa-
tiva da População operária. 
A ideia de delimitar universos restritos de observação não constituiu um elemento novo, mas a 
discussão da composição sócio-demográfica de uma amostra foi um passo científico importan-
te, na amostragem portuguesa. Com esta nova metodologia, passaram a utilizar-se processos 
de recolha e apuramento de dados, com baixo custo. Foram substituídas contagens infindáveis, 
pela modelação laboratorial e pela análise matemática, da relação entre as estimativas da 
amostra e os parâmetros da População. 
O índice do custo de vida adquiriu grande actualidade mas, o que era um instrumento para 
extrapolar sobre a classe operária, transformou-se num indicador macro-económico, generali-
zável a todo o país. O custo de vida da classe trabalhadora, transformou-se numa taxa abstrac-
ta de inflação. Em 1929, o Boletim Mensal de Estatística do INE, actualizou toda a informação 
do Ministério do Trabalho e estabeleceu, como base, do índice 100, os preços de Julho de 
1914. 
Em 1938, surgiu a actualização do índice, com uma notação matemática oficial da fórmula, 
proposta pelo matemático Laspeyres (1871). “O índice de preços de tipo Laspeyres, continua 
actualmente em vigor em Portugal e nos restantes países da comunidade europeia e mostra a 
variação do custo de um cabaz de artigos no período corrente ( )1 , por comparação com o 
mesmo cabaz no período de base ( )0 ” 
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 A estatística da inflação mudou, radicalmente, depois da II Grande Guerra. A partir de 1941, o 
Banco de Portugal começou a publicar, regularmente, um índice de preços e, em 1948, o INE 
apresentou um índice geral de preços ao consumidor. Apesar das melhorias do pós-guerra, a 
verdade é que a amostragem realizada não serviu para representar a realidade das despesas 
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dos agregados, nas diferentes regiões portuguesas, e reflectiu a “População do regime”. De 
facto, os critérios de amostragem, definidos e utilizados baseavam-se na estrutura gremial cor-
porativa, e serviam-se dos sindicatos, com sede em Lisboa isto é, “uma amostra de 2,5% dos 
trabalhadores de cada sindicato de Lisboa passa (...) por representar o universo sócio-
profissional do país”. Os agrupamentos políticos tornaram-se, estatisticamente, pertinentes.  
Na década de 1940, foram ensaiadas em Portugal e, pela primeira vez, novas concepções e 
técnicas de amostragem que foram apresentadas por Eusébio Tamagnini, professor na Univer-
sidade de Coimbra. Foi, no domínio dos estudos agronómicos, que se deram os primeiros pas-
sos: utilizou-se a “metodologia de dividir artificialmente o terreno em quadrículas de pequenos 
blocos experimentais (...).O objecto de conhecimento deixa de ser o terreno de cultivo, para se 
centrar em amostragens desse terreno”. 
Também na década de 40, se ensaiaram técnicas de estudo da floresta, através de técnicas de 
amostragem, para determinar o volume do arvoredo das matas de eucalipto, com preocupação 
pelo controlo dos erros, a que estavam sujeitas as unidades de amostra. Ainda por esta altura, 
um professor de liceu e psicólogo, Rui Carrington da Costa fez estudos estatísticos para aferir a 
previsão do aproveitamento escolar dos alunos, tendo como base, uma pequena amostra de 59 
casos. Pretendeu ainda medir, em termos de probabilidade, o grau de confiança que se podia 
atribuir aos cálculos feitos, e determinar os limites de discrepância, entre as constantes ou 
parâmetros da amostra e os correspondentes da População. 
A partir desta data, também em Portugal e à luz do que acontecia no mundo, a adopção de 
métodos de amostragem, modelados por matemáticos, alcançou um desenvolvimento e uma 
aplicação notáveis. As rotinas estatísticas foram substituídas pelas metodologias de Fisher e de 
Neyman, demonstrando que pequenas amostras aleatórias tinham uma precisão e rigor, muito 
superiores aos inquéritos exaustivos, até à data, conduzidos. 
 
Sobre o Presente Trabalho 
 
O presente trabalho surge no âmbito do 2º ano do curso de Mestrado em Matemática – Perfil 
de Especialização de Ensino e o tema de dissertação de mestrado é “Amostragem”.  
O trabalho está dividido em 5 capítulos.    
No capítulo 1 faz-se um levantamento dos métodos de amostragem, mais utilizados na recolha 
de dados estatísticos, e uma descrição pormenorizada de cada um deles com respectiva exem-
plificação. 
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Nos capítulos 2, 3 e 4 apresenta-se a exploração de temas, directamente relacionados com a 
problemática da amostragem, como por exemplo, a estimação de parâmetros (média e propor-
ção), o dimensionamento da amostra, e a realização de inquéritos.  
No capítulo 5 descreve-se uma sondagem sobre o papel da disciplina de Matemática A no per-
curso escolar dos alunos das escolas secundárias do Concelho de Vila Nova de Gaia. A reali-
zação desta sondagem teve como objectivos aplicar os resultados estudados nos capítulos 
anteriores e investigar se o insucesso na disciplina de Matemática A, no 10ºano, interfere nas 
escolhas de progressão de estudos e até que ponto influencia a escolha de outra oferta educa-
tiva e formativa em que a disciplina de Componente de Formação Específica, Científica ou 
Tecnológica deixe de ser Matemática A para passar a ser outra opção que não Matemática A. 
Assim, para a consecução dos objectivos a que se propõe esta sondagem, descrevem-se os 
procedimentos utilizados na implementação e execução, em campo, de um inquérito realizado 
a duas escolas secundárias do Concelho de Gaia. Os resultados do inquérito são ainda anali-
sados utilizando procedimentos de Estatística Descritiva e Estatística Inferencial. 
Conclui-se a dissertação com a análise breve e sumária dos resultados do inquérito.     
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CAPÍTULO 1 
“O objectivo da teoria de amostragem é o de seleccionar uma parte – amostra – de uma colecção de 
elementos – População – e com base na informação recolhida dessa amostra, inferir sobre determinada 
característica de interesse da População.” (Silva, 2006. Tese de Mestrado) 
Neste capítulo são apresentados alguns conceitos utilizados na teoria da amostragem (População, Uni-
dade, Amostra, Dimensão, Característica, Variável, Parâmetros, Estatística e Estimador, Estimativa, 
Amostragem, Amostra enviesada, processo de amostragem enviesado e Dados) e as fases de um pro-
cesso de amostragem. Também são analisados diferentes sistemas de amostragem (aleatória e não 
aleatória) e apresentados exemplos de cada um dos métodos mencionados. 
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Introdução 
 
Amostragem … 
- “é a disciplina que aborda as metodologias de obtenção de dados, em geral de populações 
finitas, ainda que de dimensão porventura muito grande”3 
  
- “define-se como um processo de obtenção de informação sobre um todo, examinando apenas 
uma parte, ou seja, descobrir algo sobre determinada População ou universo estudando ape-
nas uma parte desta”4 
  
- “s. f., processo de selecção de amostras; processo de selecção de pessoas ou coisas estatis-
ticamente representativas de uma População ou de um grupo; conjunto de pequenas partes de 
um produto ou substância destinadas a análise”5. 
 
A amostragem e os processos de amostragem aplicam-se em variadíssimas áreas do conhe-
cimento e, muitas vezes, são a única forma de obter informações sobre uma determinada reali-
dade a conhecer. 
A amostragem é também o processo de determinação de uma parte da População a ser pes-
quisada.  
Enquanto que a técnica da amostragem selecciona parte de uma População e observa--a, com 
vista a estimar uma ou mais características para a totalidade dessa mesma População, um 
censo envolve um exame a todos os elementos da População. 
 Geralmente, estudar uma amostra é mais económico que estudar a População (que pode tam-
bém ser infinita), pois os recursos, os meios e toda a estrutura necessária ao estudo são meno-
res do que se se tivesse que estudar a População inteira. Também todo o processo de estudo 
é mais rápido, quando se analisa uma amostra (é mais rápido por exemplo, recolher, tratar e 
analisar respostas de 1000 indivíduos do que de 1000000). 
 
 
A utilização da amostragem apresenta várias vantagens como sejam: 
♦ A estimação de propriedades inerentes à população através de processo de inferência; 
                                                 
3 Pestana, 2006 
4 Carvalho, 2006 - Monografia 
5
 Dicionário de Língua Portuguesa Universal, Texto Editores 
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♦ as sondagens à opinião pública, que servem para conhecer a opinião da Popula-
ção, sobre variadas questões (as mais populares são as sondagens políticas); 
♦ a auscultação de mercado, utilizada com o intuito de descobrir as preferências 
das pessoas, em relação a certos produtos (um dos exemplos mais conhecidos é o que 
se utiliza para a elaboração da lista de audiências de programas de televisão); 
♦ Estimação da prevalência de uma doença rara (neste caso, a amostra pode ser 
constituída por algumas instituições médicas, cada uma das quais com registo dos 
pacientes). 
 
Há situações, em que a realização de um censo pode ser vantajosa, nomeadamente: 
♦ quando a População for pequena, e o custo de realizar o censo e o de retirar 
uma amostra forem, praticamente, iguais; 
♦  quando o tamanho da amostra necessária tiver que ser muito grande em rela-
ção à População examinada; 
♦ nas ocasiões em que se exige precisão completa, ou já exista informação com-
pleta. 
 
Alguns conceitos básicos 
 
a) População 
Universo ou População … 
 “Universo ou População (termo este que não tem que estar, obrigatoriamente, associado a 
pessoas) é a colecção de todas as unidades de um tipo específico, definido num determinado 
espaço e tempo” (Carvalho, (2006) – Monografia); 
 “é o conjunto de todos os valores que descrevem um fenómeno que interessa ao investigador” 
(Pestana, (2006)). 
 
Universo ou População é o conjunto de objectos, indivíduos (não necessariamente pessoas) ou 
resultados experimentais, acerca do qual se pretende estudar alguma característica comum.  
As populações podem ser finitas ou infinitas, existentes ou conceptuais. Aos elementos da 
População dá-se o nome de unidades estatísticas. 
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b) Unidade é qualquer elemento individual da População. 
 
c) Amostra é uma parte ou subconjunto da População, usada na obtenção da informação 
acerca do todo; é um subconjunto de elementos (unidades amostrais) extraídos da População.  
 
d) Dimensão da amostra é o número de elementos que constituem a amostra. 
 
e) Característica é aquilo que caracteriza, é a propriedade específica de um ser ou de uma 
classe de seres; é o que se pretende estudar (exemplo: peso, idade, …).  
 
f) Variável é uma função, que toma valores eventualmente diferentes, de indivíduo para indiví-
duo, associada a uma característica comum que pode ser assumida pelos indivíduos; 
 
Muitas vezes, identifica-se a População com a variável que se está a estudar, e chega-se a 
dizer que a População, é constituída por todos os valores que a variável pode assumir. Por 
exemplo: se o estudo recair sobre a característica Peso da População de adultos portugueses, 
diz-se muitas vezes que a População é constituída por todos os valores possíveis para a variá-
vel Peso. 
 
g) Parâmetros são características ou quantidades numéricas que se pretendem conhecer, da 
População. Por exemplo, uma média da População, µ , um desvio padrão da População, σ , 
uma proporção de uma dada propriedade na População, p , …  
Os parâmetros são estimados por estatísticas. Podem ser considerados valores exactos, 
embora (quase sempre) sejam desconhecidos. 
 
h) Estatística e Estimador 
Estatísticas são números que se calculam a partir dos valores da amostra, isto é, são caracte-
rísticas numéricas da amostra. Como, de um modo geral, se podem recolher muitas amostras 
diferentes, embora com a mesma dimensão, têm-se muitas estatísticas diferentes, como esti-
mativas do parâmetro em estudo. Pode então considerar-se que todas estas estimativas são os 
valores observados de uma função dos elementos da amostra, a que se dá o nome de estima-
dor. Estimador é a função que estima o valor de um parâmetro, baseando-se nas observações 
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de uma amostra. Nalguns livros, a esta função também se dá o nome de estatística, utilizando-
se, por abuso o mesmo termo para a variável e para o valor observado da variável. 
 
i) Estimativa é o valor do estimador, calculado com base na amostra que se recolheu. 
Conforme foi já mencionado, a palavra estatística, pode ser utilizada no sentido de estimador 
ou de estimativa, segundo o contexto em que esteja a ser utilizada. 
 
Exemplo de aplicação dos conceitos definidos:  
1) Se se seleccionarem 10 alunos  de uma Escola e as notas, obtidas por esses 10 alunos, 
forem (de 0 a 200): 125, 97, 58, 29, 101, 65, 107, 37, 29, 127, então, uma estimativa para o 
parâmetro, valor médio, das notas de alunos daquela Escola: 
 
125 97 58 29 101 65 107 37 29 127 77,5
10
+ + + + + + + + +
=  
 
Este valor, calculado a partir dos dados da amostra, é uma estimativa. Se fosse seleccionada 
outra amostra de 10 alunos, as notas seriam diferentes e o valor do estimador Média, também 
seria diferente, dando uma estimativa diferente da obtida, anteriormente. 
2) Se, em vez da Média, se quisesse conhecer a proporção de positivas, o parâmetro desco-
nhecido seria essa proporção. Utilizando a mesma amostra anterior, uma estimativa para a 
proporção (populacional) de positivas, naquela escola, seria a proporção (amostral) de positi-
vas na amostra, ou seja, 40%. 
 
j) Amostragem é o processo de obtenção de amostras a partir de uma População. Este pro-
cesso é, usualmente, realizado com o objectivo de estimar parâmetros da População como, por 
exemplo, média, µ , variância, 2σ , proporção, p , de uma determinada característica. 
 
l) Amostra enviesada é uma amostra que não é representativa da População. 
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m) Processo de amostragem enviesado é aquele que tende, sistematicamente, a seleccionar 
elementos de uma parte da População e a não seleccionar elementos de outra parte da mesma 
População.  
 
n) Dados – referem-se à informação numérica necessária para nos ajudar a tomar decisões, 
melhor fundamentadas, em determinada situação. 
 
As fases de um processo de amostragem 
 
Depois de identificados a População sobre a qual se pretende recolher os dados e o instrumen-
to a utilizar para essa recolha (por exemplo, um questionário), tem de definir-se um processo 
de amostragem, adequado ao tipo de dados e ao instrumento de análise, isto é, é necessário 
que se estabeleça, à partida, um plano de amostragem de acordo com a População alvo, de 
acordo com a definição da População a inquirir e, de acordo com um processo adequado de 
administração do instrumento de análise.  
O plano de amostragem a definir, deverá começar por determinar qual o nível de extensão 
geográfica em que o processo de amostragem deverá ser conduzido: mundial, nacional, regio-
nal, urbano, rural, grupo de indivíduos, … 
A construção de uma amostra envolve três etapas: 
1) A identificação da População alvo/População inquirida 
2) O método de selecção da amostra ou método de amostragem 
3) A dimensão da amostra 
 
Cada uma destas três etapas será, seguidamente, explorada. 
1) A identificação da População alvo/População inquirida 
A População alvo é a totalidade dos elementos sobre os quais se deseja obter determinado 
conjunto de informações. Mas, em muitas situações, não é operacional estudar uma amostra, 
retirada da População alvo, sendo, por isso necessário definir qual a População a inquirir, não 
coincidente com a População alvo, da qual se irá retirar a amostra. 
Por exemplo: um estudo telefónico sobre a opinião da População portuguesa acerca de uma 
nova marca de leite, colocada à venda no mercado. A População alvo é constituída por todos 
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os portugueses, mas a População inquirida só pode ser constituída por todos os portugueses 
que têm telefone. 
 
2) O método de selecção da amostra ou método de amostragem 
O objectivo, na extracção de uma amostra, é obter uma representação “honesta” da População 
que conduza a estimativas das características da População com “boa” precisão, relativamente 
aos custos de amostragem. 
Existem dois grupos de métodos para seleccionar e recolher amostras: os métodos aleatórios e 
os métodos não aleatórios. E dentro destes várias abordagens, como se encontra esquemati-
zado na Figura 1. 
Nos métodos de amostragem aleatória, a selecção de elementos ou grupo de elementos da 
População é feita de um modo tal que dá, a cada elemento da População, uma probabilidade 
de inclusão na amostra, calculável e diferente de zero, ou seja, cada elemento da População 
tem uma probabilidade conhecida de ser recolhido. 
Nos métodos de amostragem não aleatória ou determinística (ou amostragem dirigida), a 
selecção de elementos da População permite a escolha dos indivíduos a incluir na amostra, 
segundo determinado critério, mais ou menos subjectivo. Nesta forma de amostragem, não se 
conhece a probabilidade de determinado elemento ser seleccionado. 
Exemplo: Nas entrevistas de rua, apesar das pessoas serem escolhidas aleatoriamente, a 
amostra que se obtém é não aleatória, visto que nem todos os indivíduos da População têm a 
mesma possibilidade de passar no local, no momento em que se estão a realizar as entrevis-
tas. 
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Qual o tipo de amostra que se deve escolher? 
 
AMOSTRAS ALEATÓRIAS AMOSTRAS NÃO ALEATÓRIAS 
 
⋅ Só usando este tipo de amostra, é possí-
vel conhecer o grau de confiança (isto é, o 
grau de certeza que se tem a respeito da pre-
cisão da estimativa) dos resultados; 
 
⋅ Os critérios de selecção dos elementos 
estão, rigorosamente, definidos não permitin-
do que a subjectividade ou arbítrio do julga-
mento humano intervenha na recolha dos 
elementos; 
 
⋅ Possibilita calcular, matematicamente, a 
dimensão da amostragem em função da pre-
cisão e grau de confiança desejados para os 
resultados; 
 
⋅ Seleccionar aleatoriamente um conjunto 
de elementos pode originar uma amostra mui-
to dispersa, geograficamente, o que aumenta 
os custos e o tempo do estudo. 
 
⋅ São este tipo de amostras que possibili-
tam a conclusão mais rápida do estudo e com 
menos custos; 
 
 
 
Mas, ... 
 
⋅ Quando um critério subjectivo é aplicado 
na selecção da amostra, há o inconveniente 
de não se saber com que graus de confiança 
são as conclusões obtidas e generalizáveis à 
População. 
 
 
 
 
 ⇓ 
Seja como for... 
O mais importante é obter estimativas próximas dos parâmetros a estimar e isto só se conse-
gue, se tivermos uma amostra, a mais representativa possível do universo. 
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Figura 1: Métodos de amostragem 
 
 
 ALEATÓRIA  
NÃO ALEATÓRIA 
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Métodos de amostragem aleatória 
 
Como foi já mencionado, estes métodos são caracterizados por todos os elementos da Popula-
ção poderem ser seleccionados, de acordo com uma probabilidade predefinida sendo, por isso, 
nestes métodos, possível avaliar, objectivamente, as estimativas das propriedades da Popula-
ção obtidas, a partir da amostra. 
A amostragem aleatória evita o enviesamento das amostras; é o processo mais caro mas, face 
à fiabilidade dos resultados obtidos, os custos tendem a tornar-se menos importantes.  
Na amostragem aleatória podem referir-se algumas dificuldades. A principal consiste na obten-
ção de uma listagem completa da População a inquirir, que é difícil e demorada de obter, impli-
cando custos elevados e nem sempre possuindo a fiabilidade pretendida. 
Veja-se vários procedimentos de amostragem aleatória: 
Amostragem Aleatória simples 
 
Uma amostra aleatória simples (a.a.s.), de dimensão n é uma amostra seleccionada por um 
processo que confere, a cada conjunto possível de n elementos, a mesma probabilidade de 
serem escolhidos para fazerem parte da amostra. 
 
Nota: A a.a.s. pode ser feita com reposição (caso em que cada elemento da População pode 
entrar mais do que uma vez na amostra) ou sem reposição (caso em que cada elemento da 
População só pode entrar uma vez na amostra). 
 
Passos para obtenção de uma amostra aleatória simples: 
 
1. Numerar, consecutivamente, os elementos da População de 1 a N; 
2. Escolher n elementos, mediante o uso de um procedimento aleatório como seja o método da 
lotaria ou utilizando tabelas de números aleatórios, que podem ser geradas por computador. Os 
números têm que ser diferentes e não superiores a N; 
3. Uma vez escolhidos os números, os elementos da População que lhes correspondem consti-
tuirão a amostra. 
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Visualmente: 
 
 
Exemplo de utilização de amostragem aleatória simples: 
 
Considere-se uma População constituída por 20 nomes, de onde se pretende seleccionar, alea-
toriamente, 10 nomes. O investigador associa cada nome da lista inicial a um número de 1 a 
20, por exemplo, por ordem alfabética, sendo os números representados por dois dígitos – 
como por exemplo o 1, que será escrito 01. Depois, com o auxílio de uma tabela de números 
aleatórios (um exemplo de uma tabela de números aleatórios encontra-se em Guimarães 
(2007)), o investigador vai seleccionando números de dois dígitos, até completar a dimensão 
da amostra necessária. Repare-se que haverá necessidade de seleccionar mais de 10 núme-
ros, pois alguns não terão contrapartida na População considerada – por exemplo, se seleccio-
nar o número 56, terá de o deitar fora e seleccionar um outro número.  
 
Nota: Numa População com N elementos, o número total de amostras possíveis de n elemen-
tos, retirados sem reposição é dado por 
N
n
C ; logo, a probabilidade de cada amostra ser selec-
cionada é 1N
n
C
. 
 
Amostragem aleatória Sistemática 
 
Dada uma População de dimensão N, ordenada por algum critério, uma amostra aleatória sis-
temática, de dimensão n, é obtida seleccionando aleatoriamente um elemento de entre os pri-
meiros K da amostra, onde K é a parte inteira do quociente N
n
, e adicionando todos os K- ési-
mos elementos seguintes. 
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Visualmente: 
 
 
 
Passos para a obtenção de uma amostra sistemática de dimensão n: 
 
1. Calcular o intervalo k da amostra (obtido pelo quociente N/n, em que k representa a parte 
inteira desse quociente e arredondando o resultado, por defeito). 
2. Escolher aleatoriamente um número j entre 1 e k. 
3. Partindo desse número, adicionar sucessivamente o valor k, ficando assim seleccionados os 
elementos j, j+k, j+2k, j+3k, …, j+ (n-1) k, perfazendo um total de n observações seleccionadas 
para a amostra. 
 
 
Exemplos de utilização da amostragem aleatória sistemática: 
 
1. Considere-se uma População constituída por 5135 indivíduos sobre a qual se pretende uma 
amostra aleatória sistemática de dimensão 100. Então, o intervalo da amostra será 5135/100, 
ou seja, 51.35, originando k=51; seguidamente, escolhe-se aleatoriamente um número entre 1 
e 51 (por exemplo, o 2) e, por fim, todos os 51-ésimos da lista consecutivos a seguir ao 2. Nes-
te caso, a amostra seria composta pelos elementos 2, 53, 104, 155, …, 5051. 
 
2. Suponha-se que se quer extrair uma amostra de 20 pessoas compradoras de um determina-
do estabelecimento comercial. 
Como não se sabe qual a dimensão da nossa População, para obter uma amostra utilizando 
amostragem aleatória sistemática, pode optar-se pelo critério de escolher um comprador de 5 
em 5 pelo que, o 5º, 10º, 15º, 20º, etc. são os elementos pertencentes à amostra. 
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3. Numa Escola existem 1500 alunos. Pretende-se uma amostra de 100 alunos. Divide-se a 
População total em 100 partes iguais, dando 1500 15
100
k = = . 
A seguir, obtém-se um número aleatório, entre 1 e 15, por exemplo: 9, e recolhem-se os ele-
mentos da listagem nos números 9, 9+15, 9+ (2×15), 9+45, até obter os 100 elementos preten-
didos. 
 
Nota: Devem ter-se em conta os padrões de repetição que podem enviesar a amostra. Imagi-
ne-se, por exemplo, que existe a necessidade de controlar a pontualidade e a assiduidade de 
um determinado funcionário. A População, em estudo, é composta pelos registos diários de 
entrada e saída do livro de ponto. Suponha-se que este funcionário está autorizado a chegar 
mais tarde, às quartas-feiras, por imperativos familiares. Se se optar pela amostragem sistemá-
tica, para a recolha da amostra e, se k=7, sendo o primeiro dia uma quarta-feira, terá de selec-
cionar-se, apenas, as quartas-feiras, o que enviesará a amostra. Este tipo de problemas surge, 
sempre que a População está associada a padrões de repetição como acontece, neste caso, 
com os dias da semana. 
 
 Amostragem Estratificada 
 
Chama-se Estrato ao subconjunto de elementos da População que se pretende que 
sejam o mais homogéneos possível, entre si, no que respeita à característica em estu-
do. 
Na amostragem estratificada divide-se a População em grupos ou estratos. Cada estra-
to é tomado como uma População. Os estratos são mutuamente exclusivos e exausti-
vos. 
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Passos para obtenção de uma amostra estratificada: 
 
1. Divide-se a População em várias sub–populações (estratos). Os estratos têm de ser bastan-
te diferentes uns dos outros, mas os elementos, dentro de cada estrato, têm de ter característi-
cas comuns (ex. sexo, grupo etário, categoria sócio-económica, região, etc). 
2. De cada um dos estratos extrai-se, aleatoriamente (pelo método da amostragem aleatória 
simples), uma amostra. 
3. O conjunto de todas as unidades amostrais das amostras por estratos recolhidas constitui a 
amostra pretendida. 
 
 
Exemplos de utilização da amostragem aleatória estratificada: 
 
1. Suponha-se que se pretende estudar o volume das vendas de prestação de serviços 
das empresas de construção civil. Pode-se, à partida, considerar a População das empresas 
dividida em 3 estratos quanto ao número de trabalhadores que emprega: pequenas – 10 ou 
menos trabalhadores, médias – entre 11 e 40 e grandes – mais de 41 trabalhadores. Uma vez 
identificados os estratos, procede-se, numa segunda etapa, à recolha de uma a.a.s. dentro de 
cada estrato. Admitindo que a População em estudo é constituída por 500 empresas, das quais 
55% são pequenas, 35% são médias e 10% são grandes e que a dimensão da amostra pre-
tendida é de 85, seleccionar-se-iam amostras de dimensão 47, 30 e 8, respectivamente, do 
conjunto das pequenas, das médias e das grandes empresas. Esta selecção teve em conta a 
manutenção da igualdade da proporção do tamanho da amostra em cada estrato (amostragem 
estratificada proporcional). 
 
2. No caso da População escolar, pode considerar-se que cada ano de escolaridade é um 
estrato. Obtém-se uma amostra aleatória simples dos alunos de cada um dos anos de escolari-
dade e, no final, a junção de todos estes alunos constituirá a amostra com que se irá trabalhar 
(amostragem estratificada não proporcional). 
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Visualmente: 
 
Amostragem Por Cluster (ou Cachos ou Grupos) 
 
Chama-se Cacho ou Cluster ao grupo de unidades elementares da População, ideal-
mente com a mesma variabilidade da População. 
 
Uma escola, por exemplo (composta por várias salas, alunos e professores) pode ser conside-
rada um "cluster" ou cacho. Também são exemplos de “clusters", as universidades, os hospi-
tais, as cidades, os países, etc,  
 
 
 
Visualmente: 
 
    
 
 
 
 
 
 
 39 
Passos para obtenção de uma amostra por clusters: 
 
1. Especificar os clusters. Geralmente os elementos dos clusters estão, fisicamente, muito pró-
ximos apresentando características muito similares. Assim, pode não ter interesse definir 
cachos muito grandes. 
2. Seleccionar uma amostra de cachos aleatoriamente, e incluir na amostra todos os elementos 
que pertencem aos cachos seleccionados. 
 
 
Exemplos de utilização da amostragem por Clusters: 
 
1. Numa Escola, obtida a lista de todas as turmas, pode-se numerá-las e, de seguida, 
obter uma a.a.s. desta listagem de turmas. A amostra será constituída por todos os alunos que 
pertençam às turmas seleccionadas. 
 
2. Cinco hotéis de uma dada cadeia, composta por 10 hotéis, foram seleccionados aleato-
riamente. Todos os empregados desses 5 hotéis foram considerados como elementos da 
amostra. 
 
Amostragem Multi-etapas 
 
Na amostragem Multi-etápica, apenas as unidades finais são estudadas. 
 
Passos para obtenção de uma amostra na amostragem multi-etapas: 
 
1. Definir os clusters, tendo em conta duas condições: a proximidade geográfica dos ele-
mentos dentro do cluster e a dimensão dos clusters; 
2. Seleccionar através de amostragem aleatória simples, alguns dos clusters definidos; 
3. Seleccionar uma amostra, dentro de cada cluster, sempre utilizando um processo alea-
tório e, em fases sucessivas, até alcançar uma amostra de unidades elementares. 
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Exemplos de utilização da amostragem multi-etapas: 
 
1. Tomando as unidades amostrais indicadas no quadro, várias formas de amostragem 
 
multi-etapas podem ser obtidas 
Por exemplo, na amostra para um Inquérito ao Emprego, a População é repartida num certo 
número de unidades primárias (freguesias). Cada unidade primária é, por sua vez repartida por 
secções estatísticas (áreas geográficas contíguas de uma única freguesia com cerca de 300 
alojamentos). Cada secção estatística constitui uma unidade secundária. Em cada secção são 
listadas todas as unidades de alojamento que a constituem. 
 
2. Um exemplo deste tipo de amostragem é o caso de uma sondagem de opinião aos alu-
nos do ensino secundário em que se pode começar por seleccionar aleatoriamente algumas 
direcções escolares. Em seguida, de cada uma delas, seleccionar aleatoriamente algumas 
escolas, de cada uma das escolas escolhidas, seleccionar, aleatoriamente, algumas turmas e, 
finalmente, de cada uma das turmas escolhidas seleccionar aleatoriamente alguns alunos. Este 
exemplo desenvolveu-se em 4 etapas. 
 
Uma desvantagem da utilização deste método de amostragem é a de que, ao longo do proces-
so, se vão utilizando várias sub-amostras com possibilidade de erros de amostragem em cada 
uma delas, pelo que os erros de amostragem se podem multiplicar. 
 
Amostragem Multi-fásica 
 
Não deve ser confundida com a amostragem multi-etapas; é utilizada, principalmente, em 
inquéritos. 
Na amostragem Multi-etapas, as unidades amostrais variam de uma etapa para outra. Na 
amostragem multi-fásica, em cada fase consideram-se sempre os elementos da População, 
obtendo-se de alguns mais informações do que de outros. Na primeira fase, recolhem-se dados 
sobre determinadas características dos respondentes e sabe-se da sua disponibilidade para 
responder, novamente, a um inquérito. Esta última informação serve para definir uma lista de 
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possíveis respondentes à segunda fase do inquérito. Desta última lista, retira-se uma segunda 
amostra que irá responder a um questionário com um nível maior de profundidade. 
Neste método de amostragem, reduzem-se custos na sua aplicabilidade dado que nem todos 
os inquiridos respondem a todas as questões e, além disso, a amostra principal é utilizada, 
como base de amostragem, para as amostragens seguintes. 
 
Passos para obtenção de uma amostragem multi-fásica: 
1. Listar os elementos da População, seguida da selecção de uma amostra aleatória de 
elementos para participarem numa 1ª fase do estudo. A informação, que dela se obtém, pode 
servir para elaborar uma listagem dos possíveis elementos que participarão numa 2ª fase do 
estudo; 
2. Seleccionar uma 2ª amostra, cujos elementos serão inquiridos com um nível de profun-
didade e detalhe maior. 
 
 
Exemplo de utilização de amostragem multi-fásica: 
 
No último exemplo referido anteriormente, as unidades amostrais foram, sucessivamente, as 
direcções escolares, as escolas, as turmas e os alunos, enquanto que na amostragem multi-
fásica se define sempre os alunos como a unidade amostral em todas as fases de extracção da 
amostra. 
Na primeira fase, recolhem-se dados sobre determinadas características dos alunos - por 
exemplo, a nota em Matemática, variáveis demográficas, idade e a sua disponibilidade para 
responder, novamente, a um inquérito. Esta informação pode ser usada para a definição de 
uma listagem dos possíveis alunos na segunda fase do inquérito. É, então, retirada desta lista-
gem, uma segunda amostra de alunos que responderá a um questionário com um nível de pro-
fundidade mais elevado. 
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Amostragem sem e com reposição 
 
Nos métodos de amostragem até agora referidos, considerou-se amostragem sem reposição, 
isto é, um elemento da População que seja seleccionado para a amostra, não volta a ser repos-
to, antes de se seleccionar o seguinte. Na amostragem com reposição, sempre que um ele-
mento é seleccionado, é reposto na População. 
A amostragem sem reposição é mais eficiente do que a com reposição.  
Ir-se-á também verificar que, se as amostras forem “muito grandes”, as amostragens sem e 
com reposição são equivalentes. 
 
Métodos de amostragem não aleatória (ou dirigida) 
 
Nos métodos de amostragem não aleatória, a selecção de cada elemento que fará parte da 
amostra, é baseada, em maior ou menor grau, em juízos de valor sobre a População alvo. Para 
um elemento da População pertencer à amostra depende de um critério subjectivo, normalmen-
te, uma opinião pessoal. A amostra representa certas características que se conhecem sobre a 
População, não sendo, no entanto, possível conhecer a probabilidade de determinado elemen-
to do universo ser seleccionado para constituir a amostra. Neste tipo de amostragem, existem 
elementos da População, que não têm possibilidade de ser escolhidos. 
Uma amostra obtida, por um método de amostragem não aleatória, e se não se pretender 
generalizar os resultados obtidos a toda a População, pode ser adequada, nas seguintes con-
dições: 
i) quando o estudo constitui somente uma primeira experiência ou a primeira fase de um estudo 
mais alargado; 
ii) quando existe uma maior preocupação em aperfeiçoar um questionário do que em recolher 
resultados fidedignos; 
iii) quando é impossível utilizar qualquer tipo de amostragem aleatória (casual). 
 
Amostra Intencional 
 
Uma amostra intencional é composta por elementos seleccionados, deliberadamente (intencio-
nalmente), pelo investigador, 
A amostra, assim escolhida, pode não ser típica da População, mas é-o para o investigador. 
A amostra intencional existe, quando a escolha dos indivíduos é feita não tanto pela “represen-
tatividade” mas, porque eles podem prestar a colaboração de que se necessita. 
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Exemplos: 
 
1- Com o propósito de realizar uma análise descritiva da forma de funcionamento do traba-
lho dos médicos nos hospitais, faz-se uma selecção intencional dos hospitais a estudar; 
2- Escolha de localidades “representativas”, em tempo de eleições, sendo a representativi-
dade, neste caso, assegurada pela escolha das localidades que, historicamente, têm dado, 
como vencedor, o candidato efectivamente eleito; 
3- Escolha de peritos para se pronunciarem sobre determinada matéria. 
 
Amostra Snowball ou Bola de Neve 
 
O investigador localiza, de início, um grupo de indivíduos que tenham as características dese-
jadas, ou que consigam indicar indivíduos que as tenham. 
É uma forma de amostra intencional em que o investigador pede a cada indivíduo, após ser 
entrevistado, nomes de outros indivíduos que podem ser igualmente inquiridos. 
A amostra vai crescendo, como uma “bola de neve”, pois vai aumentando à medida que os 
respondentes identificam outros potenciais respondentes. 
Este tipo de amostragem é útil, sempre que se pretenda estudar pequenas populações muito 
específicas, mas pode originar, facilmente, resultados enviesados, porque os indivíduos ten-
dem a indicar o nome de pessoas íntimas ou amigos, cujos comportamentos e pensamentos 
são similares. 
 
Exemplos: 
 
1- Estudar adeptos de um hobbie invulgar, ou indivíduos com determinada deficiência ou 
característica física. 
 
2- Recolha de uma amostra de toxicodependentes que residem no Porto. Como não existe 
nenhuma listagem, o que se faz é tentar encontrar uma pessoa com essa característica e, 
depois de a entrevistar, pedir-lhe para indicar o nome de outras pessoas toxicodependentes, 
residentes no Porto, garantindo que nada será referido sobre a fonte dessa informação. 
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Amostra por Conveniência 
 
Neste tipo de amostra, os elementos são escolhidos, porque se encontram onde os dados 
estão a ser recolhidos – a sua participação, no estudo, é como que “acidental”. 
 
Exemplos: 
 
1- Inquéritos de rua, em que são favorecidos, na amostragem, os indivíduos que passaram 
perto do entrevistador, durante o momento em que a recolha da informação estava a ser feita; 
 
2- Consideremos um estudo sobre a associação entre o rendimento das famílias e o aces-
so a serviços de saúde mental (psicanálise, psicologia médica, etc.). Para um estudo deste 
tipo, um investigador colocou 5 entrevistadores, em frente a 5 supermercados e a 5 igrejas de 
um bairro degradado, nos subúrbios de Lisboa. 
 
3- Inquérito a amigos e conhecidos; 
 
4- Auscultações telefónicas feitas por algumas estações televisivas ou de rádio, em que os 
telespectadores ou ouvintes são convidados a emitir a sua opinião sobre determinado assunto.  
 
Amostra por Quotas 
 
Utiliza-se, fundamentalmente, pela impossibilidade de obtenção de listagens da População. 
Na amostra, a proporção de elementos que possuem uma determinada característica é, apro-
ximadamente, igual à proporção de indivíduos na População que possuem essa mesma carac-
terística – pretende-se assegurar a semelhança entre População e amostra, tentando garantir a 
sua representatividade, isto é, as amostras são obtidas dividindo a População em categorias ou 
estratos e, em seguida, selecciona-se um certo número (quota) de indivíduos de cada catego-
ria, de modo não aleatório. 
 
Passos para obtenção de uma amostra por quotas: 
 
1. Definir as quotas, isto é, dividir a População em categorias. A escolha das variáveis é feita, 
na maioria dos casos, com base no recenseamento da População, quando se trata de variáveis 
sócio-demográficas. 
2. Seleccionar os elementos, cabendo ao entrevistador tomar a decisão de quem é escolhido. A 
única obrigatoriedade é que respeite as quotas estabelecidas no plano de amostragem. Fre-
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quentemente, definem-se planos para seleccionar os elementos, tais como circuitos urbanos ou 
fórmulas para encontrar o andar e o alojamento a inquirir num prédio. 
 
 
Exemplo: 
Suponha-se que quer fazer-se uma pesquisa sobre "quem pratica exercício físico". É certo que 
tem de se ter em conta a idade, o sexo, tempo livre, etc. 
O primeiro passo que deve ser dado é saber qual a proporção dessas características, existente 
na População. Considere-se que existem na População 40% de homens e 60% mulheres. 
Então, o entrevistador terá de inquirir 40% de homens e 60% de mulheres, que será a sua 
"quota". 
 
Amostra Random Route 
 
O método de amostragem que utiliza a amostra Random Route é também designado, em por-
tuguês, por Método dos Itinerários Aleatórios É muito utilizado, quando o estudo é feito dentro 
de cidades ou localidades, para orientar o entrevistador na selecção dos entrevistados, sempre 
que as entrevistas decorram, porta-a-porta. 
 
 
Passos para obtenção de uma amostragem Random Route: 
 
1- Selecção aleatória de um ponto de partida, através de uma listagem, mapa ou outros 
registos de endereço ou ponto de referência da zona onde irá decorrer o estudo; 
2- Definição de regras de orientação para o entrevistador – o entrevistador é instruído para 
realizar o seu trabalho, circunscrevendo-se a determinada área ou seguindo um itinerário alea-
tório na escolha das unidades a inquirir, por forma a cobrir, o melhor possível, quarteirões e 
ruas da zona onde está. 
 
Exemplo: 
Seleccionar agregados familiares, em determinada zona geográfica, com o objectivo de entre-
vistar a dona de casa. Admitindo que não se dispõe de um mapa da zona, dá-se, como ponto 
de partida ao entrevistador, a Igreja existente, nessa zona. De costas para a Igreja, inicia o seu 
percurso virando na primeira rua, à sua direita, depois à esquerda, e assim, sucessivamente. 
Mas à medida que passa pelas ruas, há que seleccionar qual o lado da rua, qual(is) o(s) pré-
dio(s) e quais as habitações que vai escolher. Quanto ao lado da rua, estabelece-se que, na 
primeira rua por onde passa, opta, por exemplo, pelo lado direito, na segunda, pelo esquerdo, 
etc. Seguidamente, há que escolher o(s) prédio(s), o que pode ser feito por recurso ao chama-
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do método das datas. Por exemplo, se no dia em que o entrevistador está a realizar o seu tra-
balho é dia 17, então 1 + 7 = 8. Serão seleccionados os prédios cujos algarismos do seu núme-
ro somados dêem 8. Desta forma, serão escolhidos o prédio 8, o 17, o 26, o 35, etc. Dentro de 
cada prédio importa agora saber que habitações contactar. A utilização de uma tabela de 
números aleatórios, de um ou dois dígitos, conforme o prédio, ajuda nesta tarefa. E recorrerá à 
tabela até encontrar uma habitação que se disponibilize a colaborar. 
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CAPÍTULO 2 
Neste capítulo, vão ser apresentados alguns conceitos sobre estimação e estimadores. Apresentar-se-á 
o estudo do comportamento da Média e da Proporção amostral, como estimadores, respectivamente, do 
valor médio de uma População e da proporção de elementos da População que verificam determinada 
característica. Neste mesmo estudo, será mostrado que, quando se consideram amostras diferentes, 
embora com a mesma dimensão, a média ou a proporção variam, de amostra para amostra, apresen-
tando, apesar disso, um comportamento característico, de uma distribuição aproximadamente simétrica, 
com pequena variabilidade. Ver-se-á ainda que estas características se acentuam, à medida que a 
dimensão da amostra aumenta. Serão apresentadas propriedades dos estimadores. Explorar-se-ão os 
conceitos de estimação pontual, de estimação intervalar ou intervalos de confiança. Ficar-se-ão a conhe-
cer alguns erros que surgem num processo de amostragem e dar-se-ão a conhecer alguns exemplos 
esclarecedores de conteúdos veiculados neste capítulo. 
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Introdução 
 
O objectivo de planear adequadamente a recolha de dados é fundamental pois a partir da 
amostra e das suas propriedades, proceder-se-á à inferência de propriedades para a Popula-
ção, isto é, à estimação de parâmetros desconhecidos da População. Por isso, para cada situa-
ção, o ideal será utilizar processos de amostragem que originem “bons” estimadores e, conse-
quentemente, “boas” estimativas, ou seja, valores “próximos” dos parâmetros a estimar. 
Para se estudarem as propriedades de uma População à custa de uma amostra, o estudo deve 
ser realizado utilizando planos de amostragem aleatórios, isto é, planos que atribuam, a cada 
amostra seleccionada, uma determinada probabilidade. Quer dizer que, sempre que se proce-
da a um estudo, em que se pretenda alargar para a População as propriedades estudadas na 
amostra, deve ter-se sempre presente o princípio da aleatoriedade. 
O maior objectivo da teoria da amostragem é implementar esquemas de amostragem que 
sejam mais económicos e fáceis de implementar, e que conduzam a estimadores centrados, 
com variância mínima para um dado custo, ou para uma dada dimensão da amostra. 
Alguns conceitos sobre estimação 
 
Para além dos conceitos básicos referidos no Capítulo anterior, outros surgem na área da Esti-
mação.  
a) Estimação é o processo que consiste em utilizar dados amostrais para obter valores de 
parâmetros populacionais, desconhecidos. 
 
b) Distribuição de amostragem é a distribuição dos valores que o estimador assume para 
todas as possíveis amostras, da mesma dimensão, da População. 
 
c) Estimador não tendencioso ou não enviesado ou centrado: Se θ  é um parâmetro, e ˆθ  
o seu estimador, diz-se que ˆθ  é um estimador não tendencioso de θ  se, ( )ˆE θ θ= , ou 
seja, quando o valor médio da sua distribuição de amostragem for igual ao parâmetro a 
estimar  
 
d) Estimador eficiente: Um estimador ˆθ  diz-se eficiente, dentro da classe dos não enviesa-
dos ou centrados, se tiver variância mínima. 
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Dados dois estimadores, ˆθ  e θɶ  ambos não enviesados, ˆθ  será mais eficiente que θɶ  se 
( ) ( )2 2ˆσ θ σ θ≤ ɶ . 
 
e) Estimador consistente: Um estimador ˆθ  do parâmetro θ  é um estimador consistente se 
verifica a consistência em probabilidade dada por:  
( )ˆlim 0
n
P θ θ ε
→∞
− ≥ = ,  para qualquer 0ε > . 
f) Precisão de um estimador: A precisão ou eficiência de um estimador centrado ˆθ   é esta-
belecida através da variância, ( ) ( )( )22 ˆ ˆEσ θ θ θ= −  . Quanto mais pequena for a variância, 
mais preciso é o estimador. 
 
g) Bom estimador: Um estimador é referido como sendo um bom estimador se verifica 
propriedades desejáveis, nomeadamente, de não enviesamento e da consistência. 
Por exemplo, a média amostral é um bom estimador da média populacional porque é não 
enviesado, uma vez que ( )E X µ= , e é consistente porque a sua variância, que é igual a (no 
caso da amostragem sem reposição) ( ) 2 1
N nV X
n N
σ − 
=  
− 
 decresce com o aumento da dimen-
são da amostra. 
 
h) Estimativa pontual: É uma estimativa (de um parâmetro desconhecido) 
i) Estimativa intervalar: É um intervalo real de valores que contém estimativas pontuais de 
um parâmetro. 
Figurativamente, 
 
Representação diferenciadora dos conceitos de Estimativa, Estimador e Parâmetro6 
 
                                                 
6
 Martins, 1997 -  www.alea.pt 
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Propriedades assimptóticas dos estimadores 
 
Estas propriedades referem-se a estimadores obtidos a partir de grandes amostras, e desig-
nam-se por propriedades assimptóticas. Vão definir-se três propriedades que são válidas, 
quando a dimensão da amostra é grande ( )n → ∞ : 
 
 
1. Não enviesamento assimptótico 
 
Um estimador ˆnθ  diz-se assimptoticamente não enviesado quando ˆlim n
n
E θ θ
→∞
  =  , isto é, quan-
do a média da distribuição do estimador converge para o parâmetro. 
 
Nota: O não enviesamento implica o não enviesamento assimptótico, mas o recíproco não é 
verdadeiro. 
 
2. Consistência 
 
A definição de estimador consistente é de difícil operacionalização. É possível definir uma 
noção de consistência mais restrita que implique a consistência em probabilidade – é a chama-
da consistência em média quadrática. 
 
Um estimador 
n
θ  diz-se consistente em média quadrática se  
( ) ( ) ( ) ( )( )22ˆ ˆ ˆ ˆlim lim lim 0n n n n
n n n
EQM E Var Eθ θ θ θ θ
→∞ →∞ →∞
  
= − = + =     
  onde EQM designa “erro 
quadrático médio”. 
 
Notas:  
♦ A consistência em média quadrática implica consistência em probabilidade mas 
o recíproco não se verifica; 
♦ Se ˆθ  for um estimador não enviesado para θ  então 
( ) ( ) ( )ˆ ˆ ˆlim lim 0 lim
n n n
EQM Var Varθ θ θ
→∞ →∞ →∞
   = + =
   
 já que, neste caso, o enviesamento é 
nulo. 
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3.Eficiência assimptótica 
 
Entre os estimadores consistentes em média quadrática, um estimador diz-se assimptotica-
mente mais eficiente se, a sua distribuição assimptótica apresenta variância mínima. 
 
Nota: ˆθ  ser eficiente implica que ˆθ  seja eficiente assimptoticamente mas o recíproco não é 
verdade. 
 
Selecção de um estimador 
 
Utilizado um plano de amostragem aleatório, e pretendendo-se estimar um parâmetro, podem 
ser utilizadas várias estatísticas (estimadores) diferentes. Por exemplo, a variabilidade existen-
te numa População X  medida pela variância populacional 2σ , pode ser estimada a partir de 
dois estimadores diferentes baseados numa amostra recolhida e de dimensão n :  
 
( )2
2 1
1
n
i
i
c
X X
s
n
=
−
=
−
∑
 (variância corrigida da amostra) ou 
( )2
2 1
n
i
i
X X
s
n
=
−
=
∑
  (variância amostral), 
onde   
 
1, 2 ,...,i nX X X X=  são variáveis independentes, com distribuição idêntica à de X  e 1
n
i
i
X
X
n
=
=
∑
.  
 
 
 
Qual dos dois estimadores, 2cs  ou 2s , faculta “melhores estimativas”? 
Intuitivamente, o que se pretende é que as diferentes estimativas, fornecidas por um estimador, 
para diferentes amostras da mesma dimensão, não estejam “muito afastadas” do parâmetro 
que se está a estimar. Se tal acontecer, ter-se-á uma certa garantia de que a estimativa que se 
obtém, para a amostra que se recolhe, dará um valor aproximado do parâmetro.  
Respondendo à questão colocada, demonstra-se que 2cs  é o estimador que faculta melhores 
estimativas, por não apresentar enviesamento.  
A selecção de um estimador para a estimação de um parâmetro desconhecido da população, 
depende das “boas” propriedades associadas a esse estimador. 
O estudo das propriedades de um estimador é feito através da sua distribuição de amostragem.  
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Ora, a maior parte das vezes, não é possível obter a distribuição de amostragem exacta, pois 
também não se conseguem considerar todas as amostras possíveis, mas pode obter-se uma 
distribuição aproximada, se se considerar um número suficientemente grande de amostras da 
mesma dimensão e calculando, para cada uma delas, o valor do estimador. 
 
Erros que surgem num processo de amostragem 
 
Relacionado com o processo de amostragem e com a consequente escolha de um estimador, 
existem dois tipos de erro a ter em atenção: a falta de precisão e o enviesamento da amostra. 
São erros diferentes pois, enquanto o enviesamento se manifesta por um desvio nos valores da 
estatística, relativamente ao valor do parâmetro a estimar, a falta de precisão manifesta-se por 
uma grande variabilidade nos valores da estatística. 
Enquanto o enviesamento se reduz com o recurso a amostras aleatórias, a precisão aumenta-
se elevando a dimensão da amostra. No entanto, se o processo de amostragem originar uma 
amostra enviesada, aumentar a dimensão não resolve nada. 
 
Exemplo de aplicação7 
Suponha-se que se pretende estudar a percentagem de eleitores que votariam, favoravelmen-
te, num candidato à Câmara de determinada cidade, e que se recolhe uma amostra de 300 
eleitores. Desta, 175 responderam que sim. Uma estimativa para a proporção pretendida, era 
0.58. Recolhe-se outra amostra de 300 eleitores e suponha-se que o valor obtido para o núme-
ro de “sim’s” agora era 181. Então, o valor obtido para a estatística seria 0.60. Se repetido este 
processo 15 vezes, obter-se-iam 15 valores para a estatística, que seriam outras tantas estima-
tivas do parâmetro a estimar – percentagem de eleitores da cidade, potenciais apoiantes do tal 
candidato.  
Considere-se que o verdadeiro valor do parâmetro é 0.60. 
Representando-se, num eixo, os valores obtidos, pode surgir-nos uma das quatro situações 
seguintes: 
 
 
 
                                                 
7
 Adaptado de Martins, 1997 - www.alea.pt 
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A situação: 
1) reflecte um pequeno ou ausência de enviesamento, pois os valores das estatística (pro-
porções obtidas a partir das amostras) situam-se para um e outro lado do verdadeiro va-
lor do parâmetro, e reflecte ainda, a existência de uma pequena variabilidade entre os 
resultados obtidos para as várias amostras, que se traduz em grande precisão;  
2) embora se mantenha a precisão, existe um grande enviesamento, pois os valores da 
estatística situam-se, sistematicamente, para a direita do valor do parâmetro;  
3) volta-se a ter uma situação de pequeno enviesamento, mas de pequena precisão, devi-
do à grande variabilidade, apresentada pelos valores da estatística;   
4) a falta de precisão da situação 3) é acompanhada de um grande enviesamento. 
 
Estabelecendo uma analogia com o que se passa com um atirador que aponta várias setas a 
um alvo, ao procurar atingir o seu centro, ter-se-ia 
 
 
Dois casos importantes: estimação do valor médio e estimação da proporção 
 
Estimação do valor médio 
Estimação do valor médio utilizando amostras aleatórias simples (sem reposição) 
 
 
Definido o esquema de amostragem e, quando o parâmetro a estimar é o valor médio ou média 
populacional que se representa por µ , é natural considerar, como estimador, a média amostral 
que se representa por X , e que para cada amostra observada dará uma estimativa x  do valor 
médio µ . 
Como se pode saber se a média é um “bom” estimador para o valor médio? 
O conhecimento da distribuição de amostragem de X  permitirá responder. 
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Distribuição de amostragem da média amostral, sobre uma População finita 
Distribuição de amostragem exacta 
 
Vai exemplificar-se o processo de obtenção da distribuição de amostragem de X  e consequen-
te estudo das suas propriedades, como estimador do valor médio de uma População finita.  
 
Exemplo de aplicação:8 
Considere-se a População constituída pelos 9 alunos de uma classe infantil, sobre os quais se 
recolheram alguns dados: 
 
 
Algumas características numéricas desta População são: 
 
 
 
Esta População é tão pequena que, para a estudar, não se teve necessidade de recorrer a 
amostras para estimar alguns parâmetros desconhecidos, tais como altura média, peso médio, 
etc. Mas este exemplo serve para mostrar como se pode estimar a altura média, a partir da 
média de amostras de dimensão 3. Como esta População tem dimensão 9, pode utilizar-se a 
máquina de calcular para seleccionar números entre 1 e 9. Suponha-se que os elementos 
seleccionados foram o 5, o 2 e o 7 e, sobre eles, recolha-se a informação sobre a sua altura: 
 
 
                                                 
8
 Adaptado de Martins, 1997 - www.alea.pt 
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A média das alturas observadas é 61.7cm, que é uma estimativa da altura média da Popula-
ção. 
Como, neste caso, se conhece o valor do parâmetro, pode dizer-se que a estimativa está, 
razoavelmente, próxima do parâmetro a estimar. Se se recolherem outras amostras, obtêm-se 
outras estimativas. Seleccionem-se mais 9 amostras de dimensão 3: 
 
 
 
 
 
Na obtenção das amostras anteriores houve o cuidado de fazer a selecção sem reposição, o 
que significa que, ao obter cada amostra, um elemento seleccionado não poderia voltar a ser 
seleccionado. Também se verificou se as amostras eram todas distintas, isto é, constituídas 
por, pelo menos, um elemento diferente. 
Os valores obtidos para as médias das 10 amostras foram: 
 
 
 
 
 
Obtiveram-se vários valores diferentes como estimativas, sendo esta variabilidade resultado da 
variabilidade presente na amostra. Os valores apresentados pelas médias das 10 amostras, 
não diferem muito, entre si, nem do valor do parâmetro. 
Para estudar a distribuição de amostragem da média, neste caso, deve estudar-se como se 
comporta a distribuição das médias obtidas para as 
9
3
84  = 
 
 amostras diferentes, de dimensão 
3, que se podem extrair da População. 
Considerando todas as amostras aleatórias simples sem reposição, diferentes, de dimensão 3, 
obtém--se: 
 57 
 
 
 
Dado que o plano de amostragem considerado foi a amostragem aleatória simples, cada amos-
tra tem igual probabilidade (=1/84) de ser seleccionada, pelo que se podem considerar os dife-
rentes valores obtidos para a variável Média, assim como as respectivas probabilidades – ou 
seja, está-se em condições de considerar a função massa de probabilidade para a variável 
Média, designada por Média3: 
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Algumas propriedades da distribuição de amostragem da variável Média3 são: 
 
 
 
 
♦ o valor médio da variável Média3 (=63.11 cm) coincide com o valor médio da 
População – Altura (=63.11 cm), de onde se recolheram as amostras; 
♦ o desvio padrão da variável Média3 (=1.79 cm) é bastante menor que o da Popu-
lação - Altura (=3.57 cm). 
 
As propriedades anteriores permitem-nos concluir que a Média3, como estimador do parâmetro 
– valor médio da Altura, é um estimador centrado, já que a média de todas as estimativas, para 
todas as amostras possíveis, coincide com o parâmetro a estimar. A partir da distribuição de 
probabilidade da Média3, pode-se ainda concluir que a probabilidade de se obterem estimati-
vas no intervalo [61.3 cm, 65.3 cm] é de 0.75 (=63/84), assim como a probabilidade de se obte-
rem essas estimativas no intervalo [60.0 cm, 66.7 cm] é superior a 0.95 (=80/84) ou 95%. Este 
resultado significa que, ao recolher-se uma amostra de dimensão 3 e ao calcular-se, a partir 
dela, uma estimativa para o valor médio, se tem uma confiança superior a 95%, de que essa 
estimativa não se afasta do parâmetro a estimar, de uma distância superior a 3.6 cm, aproxi-
madamente (63.1 – 60.0=3.1; 66.7 – 63.1=3.6). 
Mas, a confiança anterior não dá a garantia de que a estimativa que se calculou, para a amos-
tra seleccionada, esteja naquele intervalo. Acredita-se que sim, já que seria “azar” que a amos-
tra seleccionada fosse uma das 4 que dá origem a estimativas fora do intervalo [60.0 cm, 66.7 
cm]. De facto, cerca de 5% das estimativas (=4/84) distam do parâmetro mais de 3.6 cm (2 dis-
tam 3.81=63.11-59.3, 1 dista 3.89=67-63.11 e 1 dista 4.19=67.3-63.11). 
 
O que acontece se se utilizarem amostras de maior dimensão?  
 
Repetindo o processo anterior, agora para amostras de dimensão 5, o número de amostras 
distintas que se podem extrair da População de dimensão 9 é 
9
5
126  = 
 
. 
Os resultados obtidos para a distribuição de amostragem da média, para amostras de 
dimensão 5, foram: 
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Algumas propriedades da distribuição de amostragem da variável Média5 são: 
 
 
 
Repare-se que: 
♦ o valor médio da variável Média5 coincide com o valor médio da População – 
Altura, de onde se recolheram as amostras; 
♦ o desvio padrão da variável Média5 (=1.13) é bastante menor que o da variável 
Altura (=3.57) e é ainda inferior ao da variável Média3 (=1.79). 
 
Conclusão: a precisão do estimador aumenta, à medida que se aumenta a dimensão da amos-
tra (Recorde-se que, quanto menor for a variabilidade apresentada pelo estimador, maior é a 
precisão). 
Na figura seguinte, apresentam-se as distribuições de amostragem da Média3 e da Média5: 
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A variabilidade é maior na distribuição de amostragem da média, quando se consideram amos-
tras de menor dimensão. 
 
Resultado teórico: 
Dada uma População de dimensão N, de valor médio µ  e variância 2σ , quando se 
considera um plano de amostragem aleatória simples (sem reposição) e como estimador de µ  
a Média Amostral calculada a partir de amostras de dimensão n, então: 
 
• O valor médio da Média Amostral é µ , isto é, a Média como estimador do valor 
médio é um estimador centrado; 
• A variância da Média é igual a 
2
1
N n
n N
σ − 
 
− 
 
 
Pode-se concluir que: 
- ao aumentar a dimensão da amostra, aumenta-se a precisão do estimador (na medida em 
que diminui a sua variabilidade); 
-  para obter a mesma precisão, quando se estima o valor médio de Populações da mesma 
dimensão, a dimensão da amostra terá de ser tanto maior, quanto maior for a variabilidade pre-
sente na População; 
- se a dimensão da População for, substancialmente, maior que a da amostra, então a precisão 
do estimador não depende da dimensão dessa População, mas unicamente da variabilidade aí 
presente (pois ( ) ( )/ 1 ~1N n N− − ). 
Distribuição de amostragem aproximada 
 
Os exemplos apresentados, anteriormente, só têm interesse para exemplificar o processo de 
obter a distribuição de amostragem exacta, da média. Normalmente, não se consegue obter a 
distribuição de amostragem exacta da média. Mas, quando se faz a amostragem sem reposi-
ção, existem algumas condições necessárias e suficientes para que se possa aproximar a dis-
tribuição da média pela distribuição Normal.  
 
Resultado teórico: 
 
Suponha-se que uma amostra aleatória simples (sem reposição) é seleccionada de uma Popu-
lação de dimensão N, com valor médio µ  e variância 2σ . Então, se a dimensão n da amostra 
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for suficientemente grande (um valor que é usual considerar como suficientemente grande é 
30), a distribuição de amostragem da média, pode ser aproximada pela distribuição Normal, 
com valor médio µ   e variância 
2
1
N n
n N
σ − 
 
− 
. 
A aproximação verifica-se para amostras de dimensão suficientemente grande, independente-
mente da forma da distribuição da População. 
 
Distribuição de amostragem aproximada da média amostral sobre uma População finita, mas de 
dimensão suficientemente grande (ou População infinita) 
 
Na maior parte dos casos em que é necessário recolher uma amostra, para estudar uma carac-
terística de uma População, não se conhece a sua dimensão. Então, costuma assumir-se que é 
suficientemente grande, de modo que se diz que se tem uma População de dimensão infinita. 
Em termos práticos é habitual considerar que se tem uma População de dimensão infinita, 
quando N> 20n. Nestas condições, o factor ( ) /( 1)N n N− − , que aparece na expressão da 
variância da Média Amostral, toma um valor aproximadamente igual a 1, 
 
 
 
obtendo-se o resultado conhecido como Teorema Limite Central (TLC), de que o resultado 
anterior é uma versão para Populações finitas (que não possa ser assumida infinita, segundo 
as condições indicadas). 
 
Teorema do Limite Central: 
 
Suponha-se que uma amostra aleatória simples (com reposição ou sem reposição) é seleccio-
nada de uma População de dimensão grande, em que a variável, em estudo, tem valor médio 
µ  e variância 2σ . Então, se a dimensão n da amostra for suficientemente grande, a distribui-
ção de amostragem da média pode ser aproximada pela distribuição Normal, com valor médio 
µ  e variância 
2
n
σ
. A aproximação verifica-se para amostras de dimensão suficientemente 
grande, independentemente da forma da distribuição da População subjacente às amostras.  
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Propriedades: 
- quanto maior for a dimensão da amostra, menor é a variabilidade apresentada pelo estimador. 
Ao desvio padrão da média amostral dá-se o nome de erro padrão. Logo, pode dizer-se que, 
quanto maior for a dimensão da amostra, menor será o erro padrão 
n
σ
; 
- para  Populações de dimensão suficientemente grande, a dimensão desta não tem influência 
sobre a variabilidade do estimador. 
 
 
Distribuição de amostragem da média, em amostragem com reposição 
 
Na amostragem com reposição, cada elemento da População, de dimensão N, tem uma proba-
bilidade constante e igual a 1/N de ser seleccionado para pertencer à amostra. Quando um 
elemento é seleccionado e uma vez a informação dele recolhida é, novamente, reposto na 
População. 
Este processo equivale a seleccionar-se uma amostra aleatória de dimensão n de uma Popula-
ção uniforme discreta, no conjunto dos valores da característica a estudar da População, que 
se pode representar por x1, x2, …, xN. Por conseguinte, cada vez que se selecciona um ele-
mento da População, é como se se obtivesse um valor da variável aleatória X, que assume os 
valores xi considerados anteriormente, com probabilidade 1/N. Seleccionar uma amostra de 
dimensão n, significa seleccionar n variáveis X1, X2, …, Xn, independentes e com distribuição 
idêntica à de X. Então a Média  
 
               
1
n
i
i
X
X
n
=
=
∑
         será uma variável aleatória, tal que: 
 
♦ O valor médio da Média é µ , pelo que a Média, como estimador do valor médio 
µ , é um estimador centrado; 
♦ A variância da Média é igual a 
2
n
σ
 onde 2σ  é a variância da População. 
 
Resumindo, tendo-se uma População finita de dimensão N, valor médio µ  e variância 2σ , 
algumas características para a distribuição de amostragem da Média (de amostras de dimen-
são n) são: 
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Conclui-se que a amostragem sem reposição é mais eficiente, quando se pretende estimar o 
valor médio da População, uma vez que produz um estimador com uma variância mais peque-
na, isto é, que apresenta menor variabilidade. 
 
Exemplo de aplicação9 
 
Considere-se uma População constituída pelos elementos 1, 2, 3, 4 e 5. 
Pretende-se estimar o valor médio desta População. Recolha-se uma amostra de dimensão 2, 
com reposição, e calcule-se a sua média. Determine-se a distribuição de amostragem do esti-
mador utilizado para estimar o valor médio da População. 
 
Resolução:  
A População é constituída pelos elementos 1, 2, 3, 4 e 5, tendo cada um uma probabilidade 
constante e igual a 1/5 de ser seleccionado para pertencer a uma amostra: 
 
 
 
Propriedades da População: 
 
Valor médio = 3 e Desvio padrão = 2   
 
A metodologia seguida para obter a distribuição de amostragem consiste em seleccionar todas 
as amostras de dimensão 2, com reposição, calcular o valor da estatística média para cada 
uma delas e depois, representar a distribuição dos valores obtidos: 
 
 
                                                 
9
 Adaptado de Martins, 1997 - www.alea.pt 
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De acordo com esta tabela, obtém-se, para distribuição de amostragem para o estimador 
Média2 (assim denominado por se obter a partir de amostras de dimensão 2), os valores que 
constam da tabela seguinte: 
 
 
 
Características da distribuição de amostragem da Média para amostras de dimensão 2: 
Valor médio = 3  e Desvio padrão = 1 
 
Algumas observações: 
♦ O valor médio da distribuição de amostragem do estimador Média, utilizado para 
estimar o valor médio da População (igual a 3), coincide com o parâmetro a estimar. 
♦ O desvio padrão da População inicial é igual a 2  , enquanto que o desvio 
padrão da média, calculada a partir de amostras de dimensão 2, é 1 ( 2 / 2 1= ) 
 
Se se considerarem amostras de dimensão 3, o problema torna-se mais trabalhoso, já que o 
número de amostras possíveis é 35 125= . A distribuição de amostragem da Média3 é: 
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Características da distribuição de amostragem: Valor médio = 3 e Desvio padrão = 0..816 
 
Algumas observações: 
- O valor médio da distribuição de amostragem do estimador Média3, utilizado para estimar o 
valor médio da População (igual a 3), coincide com o parâmetro a estimar. 
- O desvio padrão da População inicial é igual a 2  , enquanto que o desvio padrão da 
Média3, calculada a partir de amostras de dimensão 3 é 0.816 ( 2 / 3 0.816=  – o que condiz 
com o resultado apresentado, anteriormente, de que a variância da Média é 2 / nσ ). 
- A variabilidade apresentada pela distribuição de amostragem é inferior à obtida quando se 
consideram amostras de dimensão 2. Este resultado indicia que quanto maior for a dimensão 
da amostra, menor é a variabilidade apresentada pela distribuição de amostragem. 
 
Se a dimensão da População for razoavelmente grande, a probabilidade de se extrair o mesmo 
elemento duas vezes é, extremamente, pequena. Por isso, os dois processos de amostragem, 
com reposição e sem reposição, são praticamente equivalentes, quando se está a estimar o 
valor médio. 
Também, se forem consideradas as variâncias das Médias de amostras de dimensão n, quan-
do se faz extracção com e sem reposição, o factor   
 
que aparece na expressão da variância, num processo de amostragem aleatória simples (sem 
reposição) assume um valor próximo de 1, quando N for razoavelmente grande e n razoavel-
mente pequeno, quando comparado com N. Ao quociente n/N costuma chamar-se fracção de 
amostragem e ao factor 
1
N n
N
−
−
  dá-se o nome de factor de correcção de populações finitas. 
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Se a População tiver dimensão grande é, praticamente, indiferente fazer a recolha da amostra 
com reposição ou sem reposição, quando se estão a estudar as propriedades da média, como 
estimador do valor médio. Quanto à forma da distribuição de amostragem da media, invocando, 
de novo,  o Teorema do Limite Central (TLC), tem-se: 
Supondo que uma amostra aleatória, de dimensão n, é seleccionada, com reposição (se a 
População tiver dimensão N, grande, e N>20xn, a selecção pode ser feita sem reposição), de 
uma População em que a variável em estudo tem valor médio µ  e variância 2σ . Então, se a 
dimensão n da amostra for suficientemente grande10, a distribuição de amostragem da média 
pode ser aproximada pela distribuição Normal, com valor médio  µ  e variância 
2
n
σ
. A aproxi-
mação verifica-se para amostras, de dimensão suficientemente grande, independentemente da 
forma da distribuição da População, subjacente às amostras. 
Então, o modelo Normal, centrado em µ  e com desvio padrão / nσ , é um bom modelo para 
o conjunto das médias de todas as amostras aleatórias, de dimensão n, que se podem selec-
cionar de uma População com valor médio µ  e desvio padrão σ . 
 
 
Em conclusão, a precisão de um estimador, para Populações de grande dimensão, não depen-
de do tamanho da População, mas sim da variabilidade presente. Quando se pretende estimar 
um parâmetro da População, para obter uma determinada precisão, a dimensão da amostra 
terá de ser tanto maior, quanto maior for a variabilidade existente na População. No entanto, se 
a dimensão da População já não for suficientemente grande, essa dimensão terá interferência 
na precisão do estimador. 
 
 
Estimação da proporção 
 
Considere-se uma População de dimensão N e seja p a proporção (desconhecida) de elemen-
tos da População, que pertencem à categoria, em estudo. No estudo da estimação da propor-
ção, verifica-se que uma proporção é uma média de 0’s e 1’s em que atribuímos o valor 1 a um 
elemento da População que pertença à categoria, em estudo, e o valor 0 a um elemento que 
não pertença a essa categoria. Assim, a proporção p não é mais do que o valor médio desta 
População cujos elementos são 0’s e 1’s. Então, o estudo feito para a estimação do valor 
médio será possível de adaptar para a estimação da proporção.  
                                                 
10
 um valor que é usual considerar como suficientemente grande é 30 (Moore et al. 1993, referido em 
Vicente et al, 2001 
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Para esta População tão particular, constituída por 0’s e 1’s, em que a proporção populacional 
é a média populacional, a proporção amostral também é a média (amostral), e será assim, o 
estimador intuitivo para a proporção populacional. 
Como, anteriormente, se mencionou e concluiu que a média é um “bom” estimador para o valor 
médio, conclui-se que a proporção amostral é um “bom” estimador para a proporção populacio-
nal. 
 
Distribuição de amostragem da proporção amostral 
 
Com base em resultados enunciados para a distribuição de amostragem da média obtêm-se 
propriedades da distribuição de amostragem da proporção amostral.  
Note-se que dada uma População de N elementos, em que cada elemento ou é 0 ou é 1, sen-
do p a percentagem de elementos 1’s (elementos pertencentes à categoria em estudo) se tem  
 
 
 
E portanto, para esta População, o valor médio µ  será igual a p (=1*p+0*(1-p)), e a variância 
será igual a  
 
 
Utilizando as conclusões obtidas para a média amostral, pode dizer-se que: 
Dada uma População de dimensão N, em que p é a percentagem de elementos da População 
que verificam determinada característica, quando se considera um esquema de amostragem 
aleatória simples (com reposição ou sem reposição), e como estimador do parâmetro p, a pro-
porção amostral pˆ  , isto é a proporção de elementos pertencentes à categoria em estudo, 
existente em amostras de dimensão n, então: 
♦ o estimador pˆ  de p é um estimador centrado, uma vez que ( )ˆE p p=  
♦ ( ) ( )1ˆ
1
p p N nVar p
n N
−
− 
=  
− 
 no esquema de amostragem aleatória sem reposição 
♦ ( ) ( )1ˆ p pVar p
n
−
=  num esquema de amostragem aleatória com reposição 
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E o Teorema do Limite Central permite apresentar o seguinte resultado: 
 
Suponha-se que se selecciona uma amostra aleatória simples de uma População de dimensão 
grande ou que se selecciona uma amostra aleatória com reposição de uma População de 
dimensão qualquer, em que a característica em estudo está presente numa proporção p (des-
conhecida). Então, se a dimensão n da amostra for suficientemente grande, a distribuição de 
amostragem da proporção amostral pˆ  pode ser aproximada pela distribuição Normal com valor 
médio p e variância ( )1p p
n
−
. Assim, o modelo Normal, centrado em p e com desvio padrão 
pq
n
  onde q=1-p, é um “bom” modelo para o conjunto das proporções obtidas, a partir de 
todas as amostras aleatórias, de dimensão n, que se podem seleccionar da População, em que 
a característica em estudo existe com uma proporção p: 
 
 
 
 
Recordem-se algumas das condições para aplicar o modelo anterior: 
 
a) Qualquer que seja o processo de selecção da amostra aleatória, com reposição ou sem 
reposição, a proporção amostral pˆ  é sempre um estimador centrado da proporção populacio-
nal p, isto é, o valor médio da sua distribuição de amostragem é p. 
b) Se a amostragem se fizer com reposição, então existe independência entre a selecção dos 
elementos que vão constituir a amostra, na medida em que a probabilidade de um qualquer 
elemento ser seleccionado, não depende dos elementos que já tiverem sido seleccionados. A 
variância do estimador vem ( )1p p
n
−
. 
c) Se a amostragem se fizer sem reposição, a dimensão N, da População pode interferir nas 
propriedades do estimador, a não ser que essa dimensão seja “grande”, isto é, N> 20n, porque, 
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neste caso, a probabilidade de um mesmo elemento ser seleccionado 2 vezes é muito peque-
na. Se N for grande, pode ainda utilizar-se, para a variância da proporção amostral, a expres-
são ( )1p p
n
−
 que não depende da dimensão da População. Além disso, para N grande, e se a 
dimensão da amostra for suficientemente grande, pode aproximar-se a distribuição de amos-
tragem da proporção amostral, pela distribuição Normal. 
 
Estimação intervalar ou intervalos de confiança 
 
Na estimação por intervalos, em vez de se indicar um valor concreto para certo parâmetro da 
População, constrói-se um intervalo que, com certo grau de certeza, previamente estipulado, o 
contenha. Os intervalos de confiança permitem medir a precisão de um estimador. No entanto, 
os intervalos de confiança só podem ser construídos, se a distribuição do estimador for conhe-
cida. 
 
Intervalo de confiança para o valor médio 
 
Vai procurar obter-se um intervalo – estimativa intervalar ou intervalo de confiança, que com 
uma determinada confiança contenha o valor do parâmetro. 
Vai então procurar-se um intervalo aleatório [A, B] que, com uma “grande probabilidade”, por 
exemplo 0.95, contenha o parâmetro µ : 
P([A, B] conter µ ) = 0.95 
Na construção destes intervalos de confiança, vai aproveitar-se o facto de a distribuição de 
amostragem da Média, poder ser aproximada pelo modelo Normal, com valor médio igual ao 
valor médio µ   da População (parâmetro que se está a estimar) e desvio padrão igual a 
/ nσ , onde σ  é o desvio padrão da População. Como o desvio padrão da População é qua-
se sempre desconhecido, vai-se também estimá-lo, a partir do desvio padrão amostral, s, pelo 
que um valor aproximado para o desvio padrão da média, também conhecido como erro 
padrão, é /s n . 
Tendo em consideração a aproximação da distribuição T de Student à distribuição Normal, 
pode escrever-se 
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O intervalo aleatório que se procurava é 
 
Este intervalo é aleatório pois que o valor da média e do desvio padrão variam conforme as 
amostras (da mesma dimensão) que se recolherem. 
O intervalo indicado diz-se que é um intervalo de confiança com uma confiança ou nível de 
confiança de 95%. Isto significa que, recolhendo-se muitas amostras de dimensão n, se calcu-
larem as médias e os desvios padrões dessas amostras e construindo-se os intervalos de con-
fiança respectivos, utilizando a expressão anterior, cerca de 95% desses intervalos conterão o 
valor médio µ , enquanto que os restantes 5% não o conterão. Não se tem a certeza que um 
dado intervalo, em particular, contenha o parâmetro desconhecido, mas confia-se que assim 
aconteça, isto é há 95% de confiança de que o intervalo que se calculou, a partir da amostra 
seleccionada, contenha o valor do parâmetro. 
Um intervalo de confiança, com 90% de confiança tem o seguinte aspecto: 
 
 
A forma geral do intervalo de confiança é,  
 
onde o valor de z depende da confiança com que se pretende construir o intervalo. 
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Alguns valores, obtidos a partir da distribuição da Normal(0,1) são: 
 
 
Quanto maior for a confiança, maior é o valor de z, pelo que maior será a amplitude do interva-
lo. 
 
Como diminuir a amplitude de um intervalo de confiança? 
 
De um modo geral, pretende-se construir um intervalo com pequena amplitude, pois que, dessa 
forma se obtém uma maior precisão. Para diminuir a sua amplitude, que é dada por 2 sz
n
× ×  
pode proceder-se de dois modos: 
♦ ou diminuir a confiança (o que faz com que diminua o valor de z), o que não é 
aconselhável; 
♦ ou aumentar a dimensão da amostra considerada para calcular o intervalo. Por 
exemplo, se se aumentar 4 vezes a dimensão da amostra, a amplitude do intervalo 
reduz-se a metade. 
 
Nas considerações anteriores, está a admitir-se que a dimensão da amostra inicial já é suficien-
temente grande, de modo que a estimativa s para o desvio padrão da População não se altera, 
significativamente, quando se utiliza mais informação (uma amostra de maior dimensão) para a 
calcular. 
Casos extremos de intervalos de confiança, mas que não são de grande utilidade: 
_ o intervalo de confiança, com uma confiança 0%, que se reduz a um ponto, e que é a estima-
tiva pontual do valor médio, ou seja a média calculada a partir da amostra considerada; 
_ o intervalo com uma confiança de 100%, que é a recta real (porque vem o valor de z igual a 
infinito). 
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Margem de erro 
A metade da amplitude de um intervalo de confiança, costuma denominar-se margem de erro. 
 
Intervalo de confiança para a proporção 
 
Vai procurar-se obter uma estimativa intervalar que, com uma determinada confiança, contenha 
o valor do parâmetro. 
Representando por pˆ  a proporção amostral, estimador do parâmetro p, sabe-se que, se a 
recolha da amostra for feita com reposição de uma População de dimensão qualquer, ou sem 
reposição de uma População de grande dimensão, e se a dimensão, n, da amostra for grande, 
então  
 
 
Substituindo, na variância da População p(1-p), o p por pˆ , tem-se o intervalo de confiança, 
para a proporção  
 
 
 
O valor de z depende da confiança com que se quer construir o intervalo. No caso particular de 
um intervalo de 95% de confiança, tem-se 
 
 
 
Em que condições se pode utilizar o intervalo anterior? 
Quando a dimensão da amostra for suficientemente grande. Também quanto maior for a varia-
bilidade presente na População de onde se recolhe a amostra, maior terá de ser a dimensão 
dessa amostra. Uma regra empírica aconselha a considerar 
 
( )ˆ ˆ10 1 10np e n p≥ − ≥  
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O intervalo de confiança definido, obtido a partir de uma amostra de dimensão n, tem amplitude 
igual a ( )ˆ ˆ12 1.96 p p
n
−
× ×  . À quantidade ( )ˆ ˆ11.96 p p
n
−
×   dá-se o nome de margem de 
erro. A margem de erro é máxima para um valor da proporção próximo de 0,5. 
 
Exemplo de aplicação:11 
 
Suponha-se que para a População dos empregados da empresa X se pretende estimar a pro-
porção de mulheres casadas. Seleccione-se uma amostra de dimensão 30 e obtenha-se uma 
estimativa pontual e uma estimativa intervalar ou intervalo de 95% de confiança, para essa 
proporção. 
 
Resolução: 
 
Para facilitar o estudo, convertem-se as categorias da característica populacional estado civil, 
da seguinte forma: 
 
 
 
Obtém-se assim uma População de 0’s e 1’s, em que um elemento da População assume o 
valor 1, sempre que a característica, em estudo, se verifica. 
Seleccionada uma amostra aleatória, com reposição, de dimensão 30, obtiveram-se os 
seguintes valores: 
 
 
 
Proporção de mulheres casadas na amostra = 7/30 = 0.233 
Este valor é uma estimativa pontual da proporção p de mulheres casadas na População, cujo 
valor é 0.2268. 
Um intervalo de 95% de confiança para a proporção de mulheres casadas na População é   
                                                 
11
 Adaptado de Martins, 1997 - www.alea.pt 
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ou seja,  [0.082, 0.384]. Este intervalo tem uma margem de erro de 0.151. 
 
Qual a dimensão da amostra que se deve recolher para obter um intervalo com um nível de 
confiança de 95% e com uma determinada precisão? 
 
Pretende-se que a margem de erro do intervalo de confiança seja menor ou igual que 
um valor d. Então, tem de resolver-se a desigualdade seguinte, em ordem a n: 
 
 
   e vem     
 
Como, de um modo geral, não se conhece o valor da proporção amostral, antes de recolher a 
amostra, considera-se o valor máximo para a expressão ( )ˆ ˆ1p p− , que se obtém quando o 
valor da proporção é 0.5, resultando,  
 
 
 
Qual a dimensão da amostra que se deve recolher para obter um intervalo com uma 
determinada precisão, com um nível de confiança de ( )100 1 %α− ? 
 
A confiança de um intervalo costuma exprimir-se na forma anterior, onde α  é uma probabilida-
de relativamente pequena. Assim, se α  =5%, tem-se um intervalo de 95% de confiança. Se se 
representar a função densidade da Normal(0,1), o valor de z que aparece no intervalo de con-
fiança genérico  
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é o quantil de probabilidade 1-α /2, como se apresenta a seguir: 
 
 
 
pelo que se se pretender um intervalo de 100(1-α )% de confiança, com uma precisão não infe-
rior a d, a expressão 
 , 
 para a dimensão n da amostra necessária, toma a forma: 
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CAPÍTULO 3 
Neste capítulo, abordar-se-á a temática do cálculo da dimensão de uma amostra e da influência de 
vários factores na opção de escolha da dimensão de uma determinada amostra (as características da 
População, a distribuição amostral, a precisão e confiança requeridas para os resultados e o custo 
envolvido na determinação de uma amostra). Apresentar-se-ão algoritmos de cálculo da dimensão de 
uma amostra em amostras aleatórias (simples, sistemática, estratificada, por clusters e multi-etapas), nos 
casos em que se pretende estimar a média, o total ou uma proporção da População. Far-se-á uma breve 
referência ao modo de calcular (ver referência em Vicente et al,2001), a dimensão de uma amostra não 
aleatória. 
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Introdução 
“Se a dimensão da amostra é demasiado grande, desperdiça-se tempo e talento; se a dimen-
são da amostra é demasiado pequena, desperdiça-se tempo e talento” (Statistics: a Tool for the 
Social Sciences, Mendenhall et al., pág. 226). 
Definir qual deve ser o tamanho de uma amostra é uma das principais dificuldades encontra-
das, nos trabalhos de levantamento amostral. O tamanho da amostra é independente do tama-
nho da População. O tamanho da amostra, por si só, não determina se ela é boa ou de má 
qualidade; o que mais importa, numa amostra, é o seu grau de similaridade com a População. 
Num estudo por amostragem, uma questão importante a considerar é a da determinação do 
tamanho da amostra que se deve considerar, para obter uma certa precisão para a estimativa 
de um parâmetro, em estudo. 
Para o cálculo do tamanho da amostra deve ter-se em consideração os seguintes factores: o 
nível de confiança, a precisão desejada para os resultados obtidos, a variabilidade dos dados 
(o quanto estão dispersos, em relação à característica em estudo) e o custo. 
O cálculo do tamanho da amostra ideal deve levar em conta estes factores, de modo a encon-
trar-se um equilíbrio aceitável, entre o custo da pesquisa e a precisão. O tamanho da amostra, 
necessário para estimar uma característica populacional, com uma precisão especificada e 
com uma dada confiança, pode ser obtido, através do tamanho do intervalo de confiança de um 
parâmetro. O cálculo do tamanho da amostra ideal deve levar, em conta, a variável a estudar, 
no sentido de que, a precisão a especificar e a obter com uma dada confiança, seja definida, 
tendo como referência, a variável que apresentar maior variabilidade. 
Por vezes, num estudo por amostragem, há mais do que uma característica que se torna objec-
to de estudo. Se um grau de confiança desejada, é prescrito para cada característica, também 
os cálculos conduzirão a valores diferentes para o tamanho da amostra, um para cada caracte-
rística, pelo que se deve encontrar algum método para reconciliar os diferentes valores obtidos 
para o tamanho da amostra. 
Uma forma de calcular o tamanho da amostra consiste em determiná-lo, de forma a controlar o 
erro, na estimação da média da População, ou na estimação do total da População. 
 
A dimensão de uma amostra 
Existem técnicas que permitem obter valores mínimos para as dimensões das amostras a reco-
lher e que garantem estimativas com a precisão exigida, à partida. Depois de garantida tal pre-
cisão, escolher uma amostra de maior dimensão é uma opção a ponderar, entre os custos 
envolvidos e o ganho ou não, com o acréscimo de precisão, pois a dimensão de uma amostra a 
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recolher não é directamente proporcional à dimensão da População a estudar. O ideal é esta-
belecer-se a precisão desejada, ou o gasto máximo que se pode realizar, e escolher a dimen-
são da amostra, de acordo com estas restrições.  
Então, é necessário ter-se, em conta, algumas considerações: 
♦ conhecer o custo de amostragem para cada situação 
♦ saber aferir da precisão dos estimadores 
♦ saber como equilibrar as necessidades de conhecimento, em relação a várias 
características, de interesse, mais importantes, da População, que se pretendam esti-
mar 
♦ como lidar com o desconhecimento de alguns parâmetros da População que 
podem afectar a precisão dos estimadores. 
 
Factores determinantes na dimensão da amostra 
 
Num estudo por amostragem, o objectivo é conduzir à estimação de parâmetros da População, 
com determinada precisão e confiança requeridas. 
A opção por uma certa dimensão para a amostra, depende da ponderação de diversos facto-
res: 
a) Características da População 
Por exemplo, relativamente ao parâmetro variância, 2σ , da População, quanto maior for a dis-
persão da característica em estudo, maior terá de ser a amostra para se obterem estimativas 
de 2σ  com um determinado nível de precisão. Quanto mais heterogénea for uma População, 
relativamente à característica em estudo, maior número de elementos terão de ser recolhidos. 
Como já se afirmou, não existe uma relação de proporcionalidade directa entre a dimensão da 
População e a dimensão da amostra; no entanto, quanto maior for a População, potencialmen-
te maior é a sua variabilidade pelo que ter-se-á uma amostra maior quanto maior for a Popula-
ção, visto que o impacto é feito, indirectamente, via variabilidade. 
Existe uma situação em que a dimensão da População interfere directamente no cálculo da 
dimensão da amostra: quando a amostra é recolhida sem reposição, não existindo, pois, inde-
pendência entre os elementos, o que terá impacto na fórmula de cálculo da variância do esti-
mador a utilizar. 
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( ) 2V X
n
σ
=  com reposição, isto é, elementos independentes e ( ) 2 1
N nV X
n N
σ − 
=  
− 
 sem repo-
sição, isto é, elementos dependentes. 
 
b) Distribuição amostral 
Para estimar um parâmetro é necessário dispor de um estimador que, com base na informação 
de uma amostra concreta, fornece uma estimativa para o parâmetro. Se se retirarem várias 
amostras, da mesma dimensão, da População, cada amostra conduz a diferentes valores para 
o estimador. Todos estes valores constituem a distribuição amostral desse estimador.  
Por exemplo, relativamente ao estimador X (Média Amostral) a forma da sua distribuição é, de 
acordo com o Teorema do Limite Central (ver referência em Vicente et al, 2001) muito aproxi-
mada à distribuição Normal em que o ponto central da distribuição amostral seria, aproxima-
damente, o verdadeiro valor do parâmetro. 
O formato preciso da curva Normal será definido pelo valor esperado do estimador e pela sua 
variância (medida da dispersão dos valores em torno do valor esperado). Conhecidos estes 
dois valores, será possível calcular, de forma aproximada, a proporção de valores, na distribui-
ção, que estão contidos entre dois pontos. Tal conhecimento auxiliará a construção de interva-
los de confiança para o parâmetro valor médio da população. 
 
c) Precisão e confiança requeridas para os resultados 
 
Uma amostra não dá certezas. Associada a ela ter-se-á um grau de confiança e uma medida 
de precisão dos resultados. 
Precisão requerida 
Para estimar um parâmetro, seja θ , é necessário ter um estimador, seja ˆθ . Conhecendo 
características a respeito da sua distribuição amostral, é possível impor o valor máximo preten-
dido, B, para o erro de estimação, isto é, ˆ Bθ θ− ≤ . 
Nível de confiança desejado ou requerido 
É possível estabelecer que, para um determinado nível de probabilidade de 1 α− , com 
0 1α< < , se tenha ( )ˆ 1P Bθ θ α− ≤ = − ,  ou seja, ( )ˆ ˆ 1P B Bθ θ θ α− ≤ ≤ + = − . 
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O intervalo ( )ˆ ˆ,B Bθ θ− +  é o intervalo aleatório a ( )1 100%α− ×  de confiança para o parâme-
tro θ . 
O cálculo da dimensão n  da amostra inicia-se com a determinação de um intervalo de confian-
ça para o parâmetro que se pretende estimar. O intervalo de confiança para θ  é, genericamen-
te, definido por 
ˆ
ˆ z θθ σ± ∗ , onde ˆz θσ∗  traduz a diferença máxima que se aceita entre estimati-
va e parâmetro, isto é, B =
ˆ
z θσ∗ , sendo B  fixado pela precisão da estimativa e z  fixado pelo 
grau de confiança. A expressão de 
ˆθσ  será sempre uma função de n , dimensão da amostra, e 
sempre diferente, conforme o parâmetro a estimar. 
d) Custo 
 
Existem factores que colocam restrições ao aumento ilimitado da amostra. É o caso  dos custos 
a suportar em todo o processo amostral, do tempo que se dispõe para a realização do estudo e 
da dificuldade em recrutar pessoal, disponível, para realizar o trabalho de amostragem. 
 
Cálculo da dimensão da amostra, em amostras aleatórias 
a) Simples 
 
Na amostragem aleatória simples, uma amostra de dimensão n  é retirada de uma População 
de dimensão N , de um modo tal que, todas as amostras de dimensão n  possíveis têm a 
mesma probabilidade de ser seleccionadas. 
Denominação na População na amostra 
Nº de elementos N  n  
i-ésima observação iX  iX  
Média 
1
/
N
i
i
X Nµ
=
= ∑  
1
/
n
i
i
X X n
=
= ∑  
Total 
1
N
i
i
Xτ
=
= ∑  
1
/
n
i
i
NX N X n
=
= ∑  
Proporção 
1
/
N
i
i
p X N
=
= ∑  
1
ˆ /
n
i
i
p X n
=
= ∑  
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Quando se pretende estimar a média 
Num esquema de amostragem aleatória simples, em que a dimensão da amostra é de n  ele-
mentos, um bom estimador para a média da População é a média amostral, 1
n
i
i
X
X
n
=
=
∑
 , como 
se referiu no Capítulo anterior. 
Vai assumir-se que o objectivo é determinar a dimensão da amostra de modo a que se estime 
a média da População, µ , utilizando a média X , obtida a partir de uma amostragem aleatória 
simples (sem reposição), com uma precisão não superior a B, definido, e com um nível de con-
fiança, definido, 1 α− . Pretende-se então determinar n , dimensão da amostra, tal que, 
( ) 1P X Bµ α− ≤ = − ,  com 0 1α< < , 
ou seja,         ( ) 1 , 0 1P X B X Bµ α α− ≤ ≤ + = − < <  
O valor de n  é determinado, resolvendo a equação, ( )z V X B=  onde z  é o valor da distri-
buição normal, correspondente ao grau de confiança imposto para a estimativa. 
Sabendo que ( ) 2 1
N nV X
n N
σ − 
=  
− 
, na amostragem sem reposição, onde 
( )2
2 1
N
i
i
X
N
µ
σ =
−
=
∑
, 
então 
2
1
N n
z B
n N
σ − 
= 
− 
 
ou seja, 
( )
2
2
2
21
N
n
BN
z
σ
σ
=
− +
 . 
 
Mas, a variância da População, 2σ  é, na maioria dos casos, desconhecida. Pode obter-se um 
valor de n , aproximado, substituindo 2σ  por 2s , variância amostral, sendo 
( )22
1
1
1
n
i
i
s X X
n
=
= −
−
∑ , determinado a partir de uma amostra auxiliar, em geral de dimensão 
reduzida.  
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Ao utilizar 2s  como estimador de 2σ  (a variância amostral é um bom estimador de 2σ  pois 
verifica as propriedades de um bom estimador segundo Cochran, 1977), a variância de X  
passaria, também ela, a ser estimada e dada pela expressão seguinte 
 ( ) 2ˆ s N nV X
n N
− 
=  
 
. 
 
Então, 
2
2
2
2
Ns
n
BN s
z
=
+
. 
 
Quando se pretende estimar o total, τ  
 
A média de uma População de dimensão N  é o somatório de todas as observações da Popu-
lação, divididas por N . O total da População, ou seja, o somatório de todas as observações da 
População, será dado por Nµ . Então Nµ =τ . 
O estimador de τ  é N  vezes o estimador de µ  - propriedade da invariância (ver referência 
em Vicente et al, 2001), ou seja, NX  . Então, utilizando a mesma metodologia que no caso 
anterior,  tem-se que ( ) 1 , 0 1P NX Bτ α α− ≤ = − < <  
 e então, ( ) 1 , 0 1P NX B NX Bτ α α− ≤ ≤ + = − < <  
Analogamente, ao caso da estimação da média da População, ( )z V NX B=  
Mas, resolver esta igualdade exige o conhecimento da variância de NX  e como NX  é combi-
nação linear de X , resulta que ( ) ( ) 22 2 1
N nV NX N V X N
n N
σ − 
= =  
− 
.  
Então, 
2
1
N n
zN B
n N
σ − 
= 
− 
  
e vem, 
( )
2
2
2
2 21
N
n
BN
z N
σ
σ
=
− +
.  
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Como geralmente se desconhece 2σ , em vez de 2σ  usa-se 2s  e tem-se 
( ) 22ˆ s N nV NX N
n N
− 
=  
 
 donde 
2
2
2
2
Ns
n
B
s
z N
=
+
. 
Quando se pretende estimar a proporção 
 
A estimação de uma proporção toma, por base, uma População de Bernoulli, na qual uma 
observação ou pertence ou não pertence à categoria de interesse. A proporção de elementos 
que caem na categoria que interessa estudar denota-se por p . O estimador deste parâmetro é 
denotado por pˆ . 
Na amostra aleatória simples, as observações amostrais são definidas por 0iX = , se o i-ésimo 
elemento da amostra não possui a característica em estudo e por 1iX =  se o possui. Portanto, 
o número total de elementos na amostra de dimensão n , a possuir uma especificada caracte-
rística, é 
1
n
i
i
X
=
∑ . 
A proporção amostral pˆ  é a fracção de elementos da amostra, que possuem a característica 
de interesse, ou seja, 1ˆ
n
i
i
X
p X
n
=
= =
∑
 ou, ainda, pˆ  é a média de valores 0 e 1 da amostra e 
pode pensar-se na proporção p , como a média de valores 0 e 1 de toda a População, isto é, 
p µ= . 
Pretende determinar-se a dimensão da amostra de tal modo que pˆ seja um bom estimador de 
p com precisão não superior a B e nível de confiança 1 α− ; isto é, tal que se verifique, 
( )ˆ 1 , 0 1P p p B α α− ≤ = − < <  , ou seja, ( )ˆ ˆ 1 , 0 1P p B p p B α α− ≤ ≤ + = − < < . 
Determina-se o valor de n , resolvendo a equação ( )ˆz V p B= , que exige o conhecimento de 
( )ˆV p , ou seja, ( )V X . 
Como se trata de uma População de Bernoulli, iX  só assume os valores 0 e 1, com probabili-
dade, respectivamente, de 1q p= −  e de p . Assim, a variância de uma População de Bernoulli 
é 2 pqσ = , pelo que ( )ˆ
1
pq N nV p
n N
− 
=  
− 
. Então vem 
1
pq N n
z B
n N
− 
= 
− 
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que, resolvendo em ordem a n , conduz a 
( )
2
21
Npq
n
BN pq
z
=
− +
 . 
Mas,  a variância da População é desconhecida pelo que p  e pq  também são desconhecidos. 
Um valor de n  aproximado pode ser encontrado através da substituição de p  por um valor 
estimado, pˆ . Então, ( ) ˆ ˆˆ ˆ ,
1
pq N nV p
n N
− 
=  
−  
 com ˆ ˆ1q p= −  e vem, 
2
2
2
2
ˆ ˆ
ˆ ˆ
BN pq
z
n
B N pq
z
 
+ 
 
=
+
   Apesar 
desta expressão ser a do cálculo de n  quando p  é desconhecido, há quem defenda que, 
perante o pressuposto de N  grande (que torna o factor de correcção 
1
N n
N
−
−
 de populações 
finitas negligenciável), substituir p por pˆ  na expressão ( )ˆ
1
pq N nV p
n N
− 
=  
− 
 resultando então a 
expressão 2
2
ˆ ˆpq
n
B
z
= . O valor obtido para n , calculado através desta última expressão, pode ser 
considerado como uma primeira aproximação ao valor de n . Segundo a obra referida, se se 
verificar que /n N  é negligenciável ( )5%≤  então, o valor de n  estará encontrado. Se não, há 
que corrigi-lo, através dos factores 1
1 /
n
n N
+
+
 ou de 
1 /
n
n N+
. Usando o primeiro factor corrector, 
obtém-se a expressão 
2
2
2
2
ˆ ˆ
ˆ ˆ
BN pq
z
n
B N pq
z
 
+ 
 
=
+
  e, usando o segundo factor, obtém-se 
2
2
ˆ ˆ
ˆ ˆ
Npq
n
BN pq
z
=
+
. 
 
Geralmente, a estimativa para p  pode ser obtida de estudos anteriores similares, mas na falta 
de tal informação pode tomar-se ˆ 0.5p =  pois este valor maximiza a variância da População, 
conduzindo a um n  maior do que o necessário, garantindo assim o cumprimento da precisão 
fixada (ver referência em Vicente et al, 2001). 
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b) Sistemática 
 
Para uma amostra sistemática de n  elementos de uma População de dimensão N , o intervalo 
da amostra, k , tem de ser igual ou inferior a /N n . A determinação exacta de k  não é possí-
vel, quando a dimensão da População é desconhecida pelo que se consegue determinar uma 
dimensão da amostra n  aproximada, embora sendo necessário “adivinhar” o valor de k  
necessário para obter uma amostra de dimensão n . 
Quando a enumeração da População está feita de um modo casual ou seja, os elementos se 
apresentam numa ordem aleatória, as conclusões a respeito do cálculo de n , na amostra sis-
temática, são as mesmas que as encontradas na amostra aleatória simples. 
c) Estratificada 
 
Como foi referido no Capítulo 1, na amostragem estratificada a amostra é obtida através da 
separação da População, em grupos, não sobrepostos de elementos, designados de estratos, 
seguida de selecção de uma amostra aleatória de cada estrato. Importa assegurar que as 
amostras dos diferentes estratos são independentes: as observações escolhidas num estrato 
não dependem das observações escolhidas nos outros estratos. 
Denominação na População na amostra 
Nº de estratos L  L  
Nº de elementos 1 2 ... LN N N N= + + +  1 2 ... Ln n n n= + + +  
Nº de elementos no estrato i iN  in  
j-ésima observação no estrato i ijX  ijX  
Média do estrato i 
1
/
iN
i ij i
j
X Nµ
=
= ∑  
1
/
in
i ij i
j
X X n
=
= ∑  
Média 
1
/
L
i i
i
N Nµ µ
=
= ∑  
1
/
L
st i i
i
X N X N
=
= ∑  
Total 
1
L
i i
i
Nτ µ
=
= ∑  
1
/
L
st i i
i
NX N X N
=
= ∑  
Proporção no estrato i 
1
/
iN
i ij i
j
p X N
=
= ∑  
1
ˆ /
in
i ij i
j
p X n
=
= ∑  
Proporção 
1
/
L
i i
i
p N p N
=
= ∑  
1
ˆ ˆ /
L
st i i
i
p N p N
=
= ∑  
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Quando se pretende estimar a média 
 
A População é agora vista como um conjunto de grupos e não como um todo. O estimador ade-
quado para a média da População é a média amostral. A média amostral tem a seguinte 
expressão: 
1 1 2 2
1
1 1
...
L
st L L i i
i
X N X N X N X N X
N N
=
 = + + + =  ∑  
onde  st   indica que se está a utilizar uma amostra estratificada e  iX    denota a média da 
amostra aleatória retirada do estrato i    . 
À semelhança da metodologia utilizada nos casos anteriores, vai determinar-se a dimensão n  
da amostra tal que ( )stz V X B= . Ora ( ) ( )1 1 2 21 ...st L LV X V N X N X N XN
 
= + + +  
 e sabe-se 
que ( ) 2 1i i ii i i
N nV X
n N
σ  −
=  
− 
 (se se considerar amostragem sem reposição). Então tem-se que, 
substituindo na expressão anterior,  
( ) 2 2 22 2 21 1 1 2 2 21 22
1 1 2 2
1
...
1 1 1
L L L
st L
L L
N n N n N nV X N N N
N n N n N n N
σ σ σ      − − −
= + + +      
− − −      
. 
Se os iN   forem “grandes”, (ver referência em Vicente et al., 2001) pode substituir-se 1iN −  
por iN   , e então tem-se  
( ) 2 2 22 2 21 1 1 2 2 21 22
1 1 2 2
1
...
L L L
st L
L L
N n N n N nV X N N N
N n N n N n N
σ σ σ      − − −
= + + +      
      
. 
Como ( )
2 2
2 2
1 1
L L
i i i i i
i ii i
N N n N N
n n
σ σ
σ
= =
 
− = − 
 
∑ ∑ ,  
Vem, simplificando, ( ) 22 22
1
1 L i
st i i i
i i
V X N N
N n
σ
σ
=
 
= − 
 
∑  
 
Resolvendo a equação inicial ( )stz V X B=  e, substituindo, nela, as expressões obtidas ante-
riormente, vem  
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2
2 2
2
1
1 L i
i i i
i i
z N N B
N n
σ
σ
=
 
− = 
 
∑  
Mas, não é possível resolver esta igualdade em ordem a n    a menos que se conheça algo da 
relação entre 1 2, ,..., Ln n n   e n . O número de observações in    em cada estrato  i   é uma frac-
ção da dimensão total da amostra de dimensão n . Seja tal fracção denotada por iw . Tem-se 
que   , 1,...,i in nw i L= =      
Utilizando este último dado na equação anterior, 
2
2 2
2
1
1 L i
i i i
i i
z N N B
N nw
σ
σ
=
 
− = 
 
∑  
A resolução em ordem a n  permite determinar que o número de elementos a incluir numa 
amostra estratificada, para estimar a média com uma precisão igual a B, é dado por   
2 2
1
2
2 2
2
1
/
L
i i i
i
L
i i
i
N w
n
BN N
z
σ
σ
=
=
=
+
∑
∑
 
Mas, mais uma vez, o desconhecimento das variâncias ( )2iσ   de cada estrato, na População, 
levaria a substituí-las por estimadores. Também, neste caso, a variância amostral de cada 
estrato é o estimador adequado para o efeito.12 
( )2
12
, 1,2,...,
1
in
ij i
j
i
i
X X
s i L
n
=
−
= =
−
∑
 
Ao utilizar-se estimativas das variâncias, deixar-se-á de ter a verdadeira variância ( )stV X , para 
se ter uma estimativa, ( ) 22 22
1
1
ˆ
L
i
st i i i
i i
sV X N N s
N nw
=
 
= − 
 
∑  e o valor de n  será  
2 2
1
2
2 2
2
1
/
L
i i i
i
L
i i
i
N s w
n
BN N s
z
=
=
=
+
∑
∑
 . 
 
                                                 
12
 Vicente et al, 2001 
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Quando se pretende estimar o total 
A estimação do total da População τ    decorre, directamente, do processo de estimação de µ .   
Uma vez que Nτ µ= , um estimador não enviesado para τ   é dado por13: 
1 1 2 2
1
...
L
st L L i i
i
NX N X N X N X N X
=
= + + + = ∑ . 
Vai determinar-se o valor de n  , dimensão da amostra, de tal modo que ( )stz V NX B=    
Como,
( ) ( ) 2 2 22 2 21 1 1 2 2 21 1 2 2 1 2
1 1 2 2
... ...
L L L
st L L L
L L
N n N n N nV NX V N X N X N X N N N
n N n N n N
σ σ σ     − − −
= + + + = + + +     
     
( ) 22 2
1
ˆ
L
i
st i i i
i i
V NX N N
n
σ
σ
=
 
= − 
 
∑  
Então, tomando i in nw=  
 ( )stz V NX B= ⇔
2
2 2
1
L
i
i i i
i i
z N N B
n
σ
σ
=
 
− = 
 
∑ ⇔
2
2 2
1
L
i
i i i
i i
z N N B
nw
σ
σ
=
 
− = 
 
∑  
O valor de n  que permite estimar o total da População, com uma precisão igual a B , é       
2 2
1
2
2
2
1
/
L
i i i
i
L
i i
i
N w
n
B N
z
σ
σ
=
=
=
+
∑
∑
 
Também, neste caso, a substituição de 2iσ   pela estimativa obtida a partir de
2
is  altera a 
expressão da variância de stNX   para ( )
2
2 2
1
ˆ
L
i
st i i i
i i
sV NX N N s
nw
=
 
= − 
 
∑  e o valor de n    passará 
a ser dado por  
2 2
1
2
2
2
1
/
L
i i i
i
L
i i
i
N s w
n
B N s
z
=
=
=
+
∑
∑
. 
 
                                                 
13
 Vicente et al, 2001 
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Quando se pretende estimar a proporção  
A População está dividida em estratos e é retirada uma amostra aleatória, em cada estrato. ˆ ip  
é um estimador não enviesado de ip , a proporção de elementos, do estrato  i   da População, 
que possuem determinada característica. 
   
ˆi iN p  é um estimador não enviesado para o total de elementos do estrato  i   que possuem 
determinada característica. Então, 1 1 2 2ˆ ˆ ˆ... L LN p N p N p+ + +    é um bom estimador do número 
total de elementos na População que possuem determinada característica. 
Dividindo esta quantidade por N  obtém-se um estimador não enviesado para a proporção p   
da População, dado por: 
[ ]1 1 2 2
1
1 1
ˆ ˆ ˆ ˆ ˆ...
L
st L L i i
i
p N p N p N p N p
N N
=
= + + + = ∑  
Vai determinar-se a dimensão n da amostra de tal modo que ( )ˆ stz V p B= . 
A variância de ˆ stp , é semelhante à variância de stX , com a particularidade de a variância, de 
cada estrato da População, ser agora i ip q   , sendo 1i iq p= − .   
 
( ) 22
1
1
ˆ
ˆ
L
i i
st i i i i
i i
p qV p N N p q
N n
=
 
= − 
 
∑  e  logo  22
1
1 L i i
i i i i
i i
p q
z N N p q B
N n
=
 
− = 
 
∑  
 
Sendo iw  a fracção da amostra com observações do estrato i  então i in nw=   que, substituída 
na expressão anterior, faz obter a expressão seguinte: 
2
2
1
1 L i i
i i i i
i i
p q
z N N p q B
N nw
=
 
− = 
 
∑  
A resolução desta equação permite determinar que o número de elementos, a incluir numa 
amostra estratificada, para estimar uma proporção com uma precisão igual a B    é dada por  
2
1
2
2
2
1
/
L
i i i i
i
L
i i i
i
N p q w
n
BN N p q
z
=
=
=
+
∑
∑
. 
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O desconhecimento de ip  e a sua substituição por uma estimativa, leva a que se tenha de 
considerar para o cálculo de n , (ver referência em Vicente et al, 2001) a variância estimada, 
dada pela expressão, 
( ) 22
1
ˆ ˆ1
ˆ
ˆ
1
L
i i i i
st i
i i i
N n p qV p N
N N n
=
  
−
=   
−  
∑  donde resulta, utilizando um raciocínio análogo a um 
anterior, 
2
1
2
2
2
1
ˆ ˆ /
ˆ ˆ
L
i i i i
i
L
i i i
i
N p q w
n
BN N p q
z
=
=
=
+
∑
∑
. 
Pode, igualmente, neste caso, obter-se um valor para n  , considerando ˆ 0.5ip = , 1,...,i L= . 
d) Por clusters 
Na amostragem por clusters, cada unidade amostral é um conjunto, ou cluster, de elementos. É 
recolhida, aleatoriamente, uma amostra de clusters e, dentro de cada cluster, a totalidade dos 
elementos é incluída na amostra. O problema do cálculo da dimensão da amostra que, nesta 
situação, se coloca, não é o de determinar o número de elementos a incluir na amostra, mas 
sim o número de clusters ( m ) a incluir na amostra, já que dentro de cada unidade amostral 
seleccionada – cluster – todos os elementos são considerados isto é, , 1, 2,...,i in N i M= =   
Denominação na População na amostra 
Número de clusters M  m  
Número de elementos no cluster i iN  i in N=  
Número de elementos 
1
M
i
i
N N
=
= ∑  
1
m
i
i
n n
=
= ∑  
Dimensão média dos clusters /N N M=  /n n m=  
j-ésima observação no cluster i ijX  ijX  
Média por cluster 
1 1
/
iNM
ij
i j
X Mµ
= =
= ∑∑  
1 1
/
inm
cl ij
i j
X X m
= =
= ∑∑  
Média 
1 1
/
iNM
ij
i j
X Nµ
= =
= ∑∑  
1 1 1
/
inm m
cl ij i
i j i
X X n
= = =
= ∑∑ ∑  
Total 
1 1
iNM
ij
i j
Xτ
= =
= ∑∑  
1 1 1
/
inm m
cl ij i
i j i
NX N X n
= = =
= ∑∑ ∑  
Proporção 
1 1
/
iNM
ij
i j
p X N
= =
= ∑∑  
1 1 1
ˆ /
inm m
cl ij i
i j i
p X n
= = =
= ∑∑ ∑  
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Quando se pretende estimar a média 
 
Sendo a amostra por clusters um tipo de amostra aleatória, com a particularidade de cada uni-
dade amostral ser um conjunto de elementos, os estimadores da média da População e do total 
apresentam uma certa similitude com os da amostra aleatória simples. 
O estimador da média da População é a média amostral, neste caso, definida por 
1 1
1
inm
ij
i j
cl m
i
i
X
X
n
= =
=
=
∑∑
∑
      onde cl  indica que se está a utilizar um esquema de amostragem por clus-
ters. Vai calcular-se a dimensão da amostra n  de tal modo que ( )clz V X B= . Importa 
conhecer a variância de clX  para calcular o m . A dedução de ( )clV X  será mais fácil se clX  
for entendido como um estimador rácio, ou seja, um estimador que é definido pelo quociente de 
duas variáveis aleatórias: 
1 1
1 1 1
1
/
/
/
i
i
nm
ijnm m
i j cl
cl ij i m
i j i
i
i
X m
XX X n
n
n m
= =
= = =
=
= = =
∑∑
∑∑ ∑
∑
. 
 Se clX  assume a forma de um quociente a sua variância será a variância de um quociente de 
variáveis aleatórias (ver referência em Vicente et al, 2001): 
( ) ( )( )
( )
( )
( )
( ) ( )
2
2 3 4,
2
cov
cl
clcl cl
cl
cl X n
E XV X E XXV X V V n
n E n E n E n
 
   
= ≈ − +               
         
Sendo ( )clE X µ=   ,   ( )E n N=   , ( )
2
jx
cl
M mV X
M m
σ
−  ∑
=  
 
 e ( )
2
nM mV n
M m
σ− 
=  
 
   então a 
expressão anterior escreve-se  
( )
2
22
2 3 4,
2
cov
j
cl
x
n
cl X n
M m
M mM mV X
N N N M m
σ
σµ µ
−  ∑
 
−  
= − +  
 
               
Sabendo ainda que 
,,
cov cov
jcl x nX n
M m
M
m
− 
 
 
=
∑
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e sendo 
( )
1 1
,
cov
i
j
NM
ij i
i j
x n
X n N
M
µ
= =
 
− − 
 
=
∑
∑ ∑
 então substituindo  vem que 
( ) ( )22 2 2 2 22 2 2, ,2 cov 2 covj j j jcl n nx x n x x n
M m M m
M MV X
mN N N mN
µ µ
σ σ σ µ µ σ
− −   
       
= − + = − + ∑ ∑ ∑ ∑ 
 
Sendo 
2
1 12
i
j
NM
ij
i j
x
X
M
µ
σ
= =
 
− 
 
=
∑
∑ ∑
 e 
( )
2 1
M
i
i
n
n N
M
σ =
−
=
∑
  
virá que ( )
2
1
2
1
iN
ij iM j
cl
i
X n
M mV X
MmN M
µ
=
=
 
− 
−  
=
∑
∑  
Conhecida a variância de clX  virá que 
2
2 c
M m
z B
MmN
σ
−
= , sendo, por uma questão de simplifi-
cação, 
2
1 12
iNM
ij i
i j
c
X n
M
µ
σ
= =
 
− 
 
=
∑ ∑
. 
A resolução, em ordem a m , conduz a que o número de clusters a incluir na amostra, para 
estimar a média de uma População com uma precisão igual a B , é 
2
2 2
2
2
c
c
M
m
B NM
z
σ
σ
=
+
 .   A 
existência, nesta expressão, de características da População desconhecidas, dificulta o cálculo 
de m . Mas, tais quantidades podem ser estimadas. O estimador para 2cσ  é dado14 por  
2
1 12
1
inm
ij cl i
i j
c
X X n
s
m
= =
 
− 
 
=
−
∑ ∑
 e então vem ( ) 22ˆ cl cM mV X sMmN
−
=   e para m  a expressão 
2
2 2
2
2
c
c
Ms
m
B NM s
z
=
+
 . 
 
                                                 
14
 Vicente et al, 2001 
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Quando se pretende estimar o total 
 
O total da População τ  é Nµ . Tal como na amostra aleatória simples, clNX  é o estimador 
para τ , ou seja 
1 1 1
/
inm m
cl ij i
i j i
NX N X n
= = =
= ∑∑ ∑ . 
O número de clusters, a incluir na amostra, vai determinar-se de tal modo que ( )clz V NX B= . 
( ) ( )
2
12 2
2
1
iN
ij iM j
cl cl
i
X n
M mV NX N V X N
MmN M
µ
=
=
 
− 
−   
= =  
 
∑
∑    e, como se sabe que 
NN
M
=  pode 
simplificar-se a expressão anterior obtendo-se ( )
2
12
1
iN
ij iM j
cl
i
X n
M mV NX M
Mm M
µ
=
=
 
− 
−   
=  
 
∑
∑ . 
Então, resolvendo 
2
12
1
iN
ij iM j
i
X n
M m
z M B
Mm M
µ
=
=
 
− 
−   
= 
 
∑
∑   em ordem a m , vem que o número 
de clusters necessários para estimar o total da População, com uma precisão igual a B , é 
dado por 
2
2
2
2
c
c
M
m
B
z M
σ
σ
=
+
. Se 2cσ  tiver de ser estimado, através de 
2
cs , então, 
( ) 2 22ˆ cl cM mV NX N sMmN
− 
=  
 
 resultando que 
2
2
2
2
c
c
Ms
m
B
s
z M
=
+
. 
 
Quando se pretende estimar a proporção 
 
O melhor estimador, para a proporção de elementos da População, que possuem determinada 
característica ( )p  é a proporção de elementos na amostra, que possuem essa mesma caracte-
rística ( )pˆ . A proporção de elementos na amostra de m  clusters que possuem determinada 
característica é dada por 
1 1 1
ˆ /
inm m
cl ij i
i j i
p X n
= = =
= ∑∑ ∑ . 
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A expressão de ˆ clp  é a mesma de clX  , com a particularidade de iX  assumir, apenas, os valo-
res 1 ou 0 – os elementos possuem ou não possuem a característica. 
Vai determinar-se m  de tal modo que ( )ˆ clz V p B= .  
Ora, ( )
2
1
2
1
ˆ
iN
ij iM j
cl
i
X n
M mV p
MmN M
µ
=
=
 
− 
−  
=
∑
∑    e logo,  
2
1 2
2 2
1
iN
ij iM j
c
i
X n
M m M m
z B z B
MmN M MmN
µ
σ
=
=
 
− 
− − 
= ⇔ =
∑
∑  
 
Resolvendo em ordem a m  determina-se o número de clusters a incluir na amostra para esti-
mar p  com uma precisão igual a B , 
2
2 2
2
2
c
c
M
m
B NM
z
σ
σ
=
+
 .  
Caso 2cσ   seja desconhecido, é estimado por 
2
1 12
ˆ
1
inm
ij cl i
i j
c
X p n
s
m
= =
 
− 
 
=
−
∑ ∑
 e vem finalmente que  
2
2 2
2
2
c
c
Ms
m
B NM s
z
=
+
. 
e) Multi-etapas 
 
A amostragem multi-etapas é um processo de recolha de amostras que envolve diversas eta-
pas de amostragem aleatória, até chegar aos elementos individuais da População que se pre-
tendem estudar. 
A amostragem multi-etapas apresenta muitas variantes, relativamente ao número de etapas e à 
dimensão dos clusters. 
O cálculo de m será aqui apresentado admitindo apenas duas etapas de amostragem. Então, 
numa primeira fase vai seleccionar-se uma amostra aleatória de clusters e, numa segunda 
fase, vai recolher-se uma amostra aleatória de elementos em cada um dos clusters selecciona-
dos. 
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Somente será considerado o caso dos clusters terem dimensões iguais(ver referência em 
Vicente et al,2001). 
 
Denominação na População na amostra 
Número de clusters M  m  
Número de elementos no cluster i iN  in  
Número de elementos por cluster N  n  
Número de elementos N MN=  n mn=  
j-ésima observação do cluster i ijX  ijX  
Média no cluster i 
1
/
N
i ij
j
X Nµ
=
= ∑  
1
/
be
n
i ij
j
X X n
=
= ∑  
Média 
1
/
M
i
i
Nµ µ
=
= ∑  
1 1
/
m n
be ij
i j
X X mn
= =
= ∑∑  
Total 
1 1
M N
ij
i j
Xτ
= =
= ∑∑  
1
/
me
m
be i
i
NX N X m
=
= ∑  
Proporção no cluster i 
1
/
N
i ij
j
p X N
=
= ∑  
1
/
n
i ij
j
p X n
=
=∑  
Proporção 
1
/
M
i
i
p p N
=
= ∑  
1 1
ˆ /
m n
be ij
i j
p X mn
= =
=∑∑  
 
Ter-se-á ( )1, 2,...,i in N i M< =   em contraste com a amostragem por clusters em que se verifi-
ca que i in N= . Neste processo tem que se determinar o número de clusters a incluir na amos-
tra e o número de elementos a seleccionar em cada cluster. 
Neste caso e conforme o estabelecido, 1 2 ... mN N N N= = = =   e 1 2 ... mn n n n= = = =   
Quando se pretende estimar a média 
 
Ao pretender estimar a média de uma População, segundo um esquema amostral de duas eta-
pas, o estimador será, mais uma vez, a média amostral, cuja expressão é dada por: 
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1 1 1
be
m n m
ij i
i j i
be
X X
X
mn m
= = =
= =
∑∑ ∑
 onde be   significa que se está a utilizar um esquema de amostragem 
bi-etapas. 
Vai determinar-se o valor de m   resolvendo a equação ( )bez V X B=  . 
( ) 2 21 221 1 1be
M m N nV X
N m M n N
σ σ  − −   
= +     
− −     
 onde 21σ   representa a variância entre os clusters e 
2
2σ   representa a variância dos elementos, dentro dos clusters, isto é, 
2
1 1 1 12
1
/
M N M N
ij ij
i j i j
X X M
M
σ
= = = =
 
− 
 
=
∑ ∑ ∑∑
      e    
( )2
1 12
2
M N
ij i
i j
X
N
µ
σ = =
−
=
∑∑
 (ver referência em Vicente et 
al, 2001). 
Substituindo estas expressões em ( )bez V X B=  vem,  
2 2
1 2
2
1
1 1
M m N n
z B
N m M n N
σ σ  − −   
+ =     
− −     
. Resolvendo esta equação em ordem a m , obtém-se 
o número de clusters necessários para estimar a média da População com uma precisão igual 
a B .  
Resulta 
( )
2 2
1 2
2
22
1
2 2
1 1
1
M N n
N M n N
m
B
z N M
σ σ
σ
 − 
+   
− −   
=
+
−
. Quando é necessário estimar ( )beV X   é possível 
fazê-lo através de (Scheaffer et al., 1990)  ( ) ( ) ( )2 21 21 2 1ˆ 1 1be s sV X f f
m M n
= − + −   onde 
( )2
2 1
1 1
be
m
i be
i
X X
s
m
=
−
=
−
∑
, 
( )
( )
2
1 12
2 1
be
m n
ij i
i j
X X
s
m n
= =
−
=
−
∑∑
      e     1 /f m M=    e 2 /f n N=    representam, 
respectivamente, as fracções amostrais do primeiro e segundo momentos de amostragem.  
Então 
( )
2
1
22
2 2
1 22 1
Ms
m
sBM s f
z n
=
+ − −
. 
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Quando se pretende estimar o total 
 
Um estimador para o total da População, segundo um esquema de amostragem bi-etapas, é 
dado por 1 1
m n
ij
i j
be
X
NX N
mn
= =
=
∑∑
. Como ( ) ( )2be beV NX N V X=  obtém-se ( )bez V NX B=  , 
expressão equivalente a 
2 2
2 2
1 21 1
M M m N N n
z B
m M n N
σ σ
     − − 
+ =      
− −      
. 
Resolvendo em ordem a m , determina-se o número de clusters para estimar o total com uma 
margem de erro igual a B  e vem 
2
2 2 2 2
1
2
2
12
1 1
1
M N nM N
M n N
m
B MM
z M
σ
σ
σ
 − 
+   
− −   
=
 +  
− 
. 
No caso de 21σ  e 
2
2σ  serem desconhecidas   
( ) ( ) ( ) ( )2 22 2 1 21 2 1ˆ ˆ 1 1be be s sV NX N V X N f f
m M n
 
= = − + − 
 
  sendo 21s   e 
2
2s   definidas pelas ex-
pressões já indicadas, anteriormente. 
Finalmente vem que 
( )
2
1
22
2 2
1 22 2 1
Ms
m
sBM s f
z N n
=
+ − −
. 
 
Quando se pretende estimar a proporção 
 
Se os elementos da População forem classificados, apenas, em duas categorias, pode estimar-
se a proporção de elementos que caem numa das categorias. ijX  assume os valores 0 ou 1. 
Seja ip  a proporção de elementos na amostra do cluster i que têm a característica de interes-
se. O estimador para p  será 1ˆ
m
i
i
be
p
p
m
=
=
∑
 
Como nos casos anteriores,  ( )ˆbez V p B= , em analogia com o estimador da média, 
( )
2 2
1 2
2
1
ˆ
1 1be
M m N nV p
N m M n N
σ σ  − −   
= +     
− −     
  só que, neste caso 
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Então 
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Quando 21σ    e   22σ    são desconhecidas, podem ser estimadas por  
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    ,  
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e portanto ( ) ( ) ( )
2 2
1 2
1 2
1
ˆ
ˆ 1 1
me
s sV p f f
m M n
= − + − .  
 
Obtém-se para valor de m , 
( )
2
1
22
2 2
1 22 1
Ms
m
sBM s f
z n
=
+ − −
. 
 
Cálculo da dimensão da amostra, em amostras não aleatórias 
 
O método de determinação da dimensão da amostra, quando o procedimento da sua  recolha é 
não aleatório  é, segundo Weiers (ver referência em Vicente et al, 2001), possível de fazer-se 
de três modos: 
- decidir a dimensão da amostra, tendo em conta, o orçamento disponível 
para o estudo e os custos envolvidos; 
- adoptar a dimensão já utilizada, com sucesso, em estudos anteriores, das 
mesmas características; 
- utilizar as fórmulas apresentadas para as amostras aleatórias, sendo a 
dimensão, assim obtida, meramente indicativa. 
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CAPÍTULO 4 
Neste capítulo, define-se o conceito de sondagem e refere-se a diferença existente, entre os conceitos 
de sondagem e recenseamento. Apresentam-se as principais etapas para a realização de uma sonda-
gem, sob a perspectiva de Cochran(1977). Estabelecem-se as diferenças, entre os conceitos de inquéri-
to e questionário e enunciam-se regras gerais para a construção de um questionário, nomeadamente, 
sobre a sua introdução e aparência, sobre os diferentes tipos de questões que podem surgir, dos diferen-
tes tipos de escalas que se podem aplicar em cada uma das questões e da aplicação de um pré-teste do 
questionário. Finalmente, sugere-se um modo de elaborar o relatório final de apresentação dos resulta-
dos de uma sondagem.  
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Introdução 
 
Sondagem, na perspectiva etimológica, tem origem na palavra francesa sondage (Costa e 
Melo, 1976), e surgiu, provavelmente, no séc.XIV para expressar o acto de, com recurso a uma 
sonda, investigar a profundidade da água e a natureza do fundo de um rio ou mar. No séc. XIX, 
Balzac utiliza-a para expressar a ideia de uma pesquisa ou investigação rápida (Droesbeke e 
tal. 1987). 
A associação do termo sondagem ao domínio marítimo ainda, hoje, permanece, mas coexiste 
já com a aplicação a outras áreas, como sejam a Geologia, a Medicina ou a Estatística. Em 
França, e por decisão da Comissão Francesa de Normalização do Vocabulário Estatístico, o 
termo sondage aplica-se a estudos que envolvem operações de amostragem, independente-
mente, do seu domínio (Droesbeke e tal. 1987). 
Efectuar uma sondagem é efectuar um “estudo científico de uma parte de uma População com 
o objectivo de estudar atitudes, hábitos e preferências da População relativamente a aconteci-
mentos, circunstâncias e assuntos de interesse comum”.15 
As áreas de aplicação das sondagens estatísticas são, actualmente, diversas, com especial 
relevo para os estudos de populações humanas (nomeadamente sob a forma de estudos pré-
eleitorais ou de opinião pública), no domínio sociológico (por exemplo, estudo sobre a literacia 
de uma População), demográfico (caracterização da estrutura dos agregados familiares), mar-
keting (estudos sobre o comportamento e preferências dos consumidores de certo produto, 
para descobrir o que mais os atrai nos produtos existentes ou a comercializar), económico 
(construção de indicadores de conforto de uma População). 
A realização de sondagens é uma actividade da segunda metade do séc. XX. Só, em 1973, é 
que pela primeira vez apareceu publicado o resultado de uma sondagem realizada, em Portu-
gal “63% dos Portugueses nunca votaram” (Paula Vicente e tal, 1996)  
 
Sondagem e Recenseamento 
 
A necessidade de estudar uma População também pode ser preenchida com o recurso a outro 
método de conhecimento: o recenseamento. Sondagem e recenseamento são duas formas 
alternativas de estudar uma População. Se se atender às condicionantes da execução prática 
de um recenseamento, nomeadamente o custo inerente à sua realização e a dificuldade da sua 
execução, então, na maioria dos casos, a opção pela sondagem não é uma escolha, mas uma 
imposição. 
                                                 
15
 Martins et al, 1997 
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O recenseamento é segundo Martins et al, 1997, um “estudo científico de um universo de pes-
soas, instituições ou objectos físicos com o propósito de adquirir conhecimentos, observando 
todos os seus elementos, e fazer juízos quantitativos acerca de características importantes 
desse universo”. É uma espécie de “fotografia”, que capta a realidade da População, em deter-
minado instante do tempo e do espaço.  
Exemplos: Recenseamento Eleitoral, Recenseamento Militar ou o Recenseamento da Popula-
ção e Habitação. Qualquer um deles permite conhecer o essencial sobre o estado geral da 
População, através da recolha de informação que é, sobretudo, factual, e para a qual se exige 
um nível elevado de rigor. 
De uma População, por vezes é importante conhecer opiniões, expectativas, previsões e, numa 
situação destas, não se justifica a realização de um estudo exaustivo da População, bastando 
obter a opinião de algumas delas, para conhecer o sentimento geral de toda a População, isto 
é, realizar uma sondagem. 
Optar por realizar uma sondagem, preterindo o recenseamento, tem as seguintes vantagens: i) 
mais económica pois os recursos, os meios e toda a estrutura que é necessário afectar ao 
estudo são menores; ii) mais rápido por ser mais rápido recolher, tratar e analisar respostas de, 
por exemplo, 1 000 indivíduos em vez de 1 000 000. A sondagem é uma melhor opção, quando 
se pretendem conhecer características de uma População, que não se resumem a factos.  
Contrariamente ao recenseamento, as sondagens restringem -se a uma amostra da População, 
mas com o objectivo de extrapolar, para todos os elementos da População, os resultados 
observados na amostra. 
Há certos livros que abusivamente não distinguem os conceitos de amostragem e sondagem. A 
amostragem diz respeito ao procedimento de recolha de amostras, qualquer que seja a nature-
za do estudo estatístico que se pretenda realizar. A sondagem pressupõe a existência de uma 
amostragem, isto é, a amostragem é uma das várias fases das sondagens, já que estas devem 
incluir ainda o estudo dos dados recolhidos, assim como a elaboração do relatório final. Pode, 
por isso, do mesmo modo, dizer-se que a sondagem é o estudo estatístico de uma População, 
feito através de uma amostra, destinado a estudar uma ou mais das suas características tal 
como elas se apresentam, nessa População. 
O facto de uma sondagem não medir todos os elementos da População, constitui uma fonte de 
erros; todavia, mesmo quando se inquirem todos os indivíduos da População, a possibilidade 
de erro existe, devido a respostas incompletas ou falsas, por parte dos inquiridos, ao incorrecto 
tratamento dos dados, etc. Por isso, as conclusões produzidas, a partir de uma amostra têm 
validade, pois a teoria estatística e a teoria da amostragem disponibilizam técnicas para lidar 
com estes tipos de problemas, permitindo que se reconheça na sondagem, validade como 
metodologia de investigação. 
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Processo de Realização de uma Sondagem  
 
As sondagens variam muito na sua complexidade: extrair uma amostra de um conjunto de 5000 
fichas numeradas e ordená-las é uma tarefa simples, comparada com a de extrair uma amostra 
dos habitantes da região amazónica. Quer dizer, os problemas sérios, com que nos depara-
mos, numa determinada sondagem a efectuar, podem ser triviais, ou mesmo, não existirem na 
realização de uma outra sondagem.  
O inquérito é um dos instrumentos mais utilizados no domínio da investigação aplicada, nomea-
damente, na área social. Os estudos de mercado, as pesquisas, puramente teóricas e as son-
dagens são exemplos de estudos que se apoiam parcial ou totalmente em informações recolhi-
das, em inquéritos. 
 
 
As principais etapas de uma sondagem, segundo Cochran, 1977, podem agrupar-se, de uma 
forma relativamente arbitrária, em 11 tópicos. 
 
1º Objectivos da sondagem 
Os objectivos da pesquisa devem ser, claramente, definidos. Se tal não acontecer, facilmente, 
numa pesquisa mais complexa, esquecem-se e tomam-se decisões, em desacordo com os 
objectivos definidos. 
Pode recolher-se informação auxiliar, para permitir uma melhor definição de objectivos, concei-
tos e percepção da realidade a estudar. 
 
2º População a ser submetida a amostragem 
A População é o conjunto de onde se extrai a amostra. A definição da População pode não 
suscitar dúvidas. Por exemplo se se extrair uma amostra de um conjunto de quintas, dever-se-á 
definir, o que se entende por quinta (que área deve ter para ser considerada quinta, …). Quem 
realiza a sondagem deve ser capaz de decidir, claramente, sem muita hesitação, se determina-
do caso pertence ou não à População. 
Às vezes, por motivos práticos ou por conveniência, a População, sob amostragem (ou a inqui-
rir), é mais restrita, do que a População alvo. Por isso, em tais circunstâncias, não se pode 
esquecer que as conclusões, obtidas da amostra extraída da População sob amostragem, só a 
ela se aplicam. Para julgar se tais conclusões seriam extensíveis à População alvo, seriam 
necessárias outras fontes de informação.   
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3º Dados a serem recolhidos 
Todos os dados recolhidos têm de ser relevantes para a finalidade da sondagem e nenhum 
dado essencial pode ser omitido. Há, frequentemente, tendência para se formular um número 
demasiado grande de questões que, depois, nem chegam a ser respondidas ou analisadas, 
correctamente. Um questionário, que seja muito extenso, reduz a qualidade das respostas a 
questões importantes e secundárias. 
 
4º Grau de precisão desejado 
Os resultados das sondagens estão sempre associados a um grau de não confiança, quer por-
que se estuda uma parte da População, quer porque sempre que se utiliza uma amostra, 
decorre um erro de amostragem.  
É importante, e é da responsabilidade da pessoa que vai utilizar os dados, especificar o grau 
de precisão e de confiança exigido nos resultados. É uma tarefa difícil, pois muitos pesquisado-
res não estão habituados a pensar no erro que pode ser tolerado em estimativas, de tal modo 
que seja consistente com a tomada de uma boa decisão.   
 
5º Métodos de mensuração  
Uma parte importante do trabalho preliminar é a construção de formulários onde se registarão 
as perguntas e as respostas. No caso de questionários simples, as respostas podem, às vezes, 
ser pré-codificadas, isto é, registadas de maneira que possam ser transferidas, sem dificuldade, 
para um arquivo de computador. Para se construírem arquivos de dados adequados, é neces-
sário visualizar a estrutura das tabelas finais de resumo, que serão usadas para tirar conclu-
sões. 
 
6º Sistemas de referência 
Antes de ser seleccionada uma amostra, a População deve ser dividida em partes - as unida-
des de amostragem ou, simplesmente, unidades - de tal modo que cada elemento da Popula-
ção pertença a uma, e só a uma, unidade. Por exemplo, ao extrair uma amostra da População 
de uma cidade, a unidade pode ser um indivíduo, os membros de uma família, ou o conjunto de 
todas as pessoas que moram num bairro.  
A construção desta lista de unidades de amostragem, chamada de Sistema de Referência é, 
em geral, um dos principais problemas práticos. 
 
 
 107 
7º Escolha da amostra / Plano de amostragem 
Há uma variedade de planos para a escolha da amostra. Para cada plano considerado, pode 
fazer-se estimativas do tamanho da amostra, com base no conhecimento do grau de precisão 
desejado. Devem comparar-se os custos relativos e o tempo, envolvidos em cada plano, antes 
de se tomar uma decisão. 
 
8º Pré-teste 
É útil testar-se o questionário e o método de sondagem, numa escala mais pequena resultan-
do, numa “mais valia”, para o trabalho de pesquisa. Da aplicação do pré-teste acontece, a 
maior parte das vezes, uma melhoria do questionário e a aferição de possíveis problemas que 
poderiam surgir se o questionário fosse aplicado a uma escala maior. O facto do custo da pes-
quisa poder vir a ser muito maior do que o esperado, a identificação de perguntas que justifi-
quem uma modificação de redacção, de formato ou até a sua eliminação, na versão final, são 
alguns dos possíveis problemas que se podem detectar aquando da realização de um pré-
teste. 
Caso não haja tempo suficiente para aplicar um pré – teste, pode ser útil mostrar as perguntas 
a algumas pessoas, tão semelhantes quanto possíveis às que irão responder ao questionário, 
para comentarem sobre a clareza, a compreensão e outras características das perguntas ela-
boradas. 
 
9º Organização do trabalho de campo 
1. Em pesquisas muito grandes, surgem problemas de carácter administrativo e logístico. 
Se houver uma equipa de pessoas envolvidas, devem receber formação e informação sobre os 
objectivos de pesquisa e métodos de medida e de consecução de tais objectivos. A importância 
da formação é tanto maior quanto maior for a inexperiência de quem faz o papel de entrevista-
dor. 
2.  A equipa deve ser bem acompanhada e supervisionada de modo a controlar-se, o mais 
possível, o trabalho de entrevista para que, atempadamente, seja possível, caso se justifique, 
introduzir ajustamentos ou correcções.  
3. Deve pensar-se como efectuar a selecção dos inquiridos (que, muitas vezes, é da res-
ponsabilidade do entrevistador) 
4. Deve pensar-se como efectuar a aplicação do questionário: através de entrevista pes-
soal, ou telefonicamente, ou através de envio do questionário por correio, ou aplicado, em gru-
po. A aplicação do questionário, em grupo, permite rapidez uma vez que, prestados quaisquer 
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esclarecimentos necessários, os questionários são preenchidos e recolhidos, imediatamente, 
proporcionando maior garantia de retorno. 
5. Devem prever-se limitações orçamentais e de tempo, porque a urgência em obter 
resultados ou a imposição de um limite de custos, fazem estruturar a sondagem, de modo dife-
rente  
6. Deve elaborar-se o cronograma do estudo, ajudando a organizar, no tempo, os diversos 
momentos da sondagem 
 
10º Resumo e análise dos dados 
Esta fase tem o objectivo de assegurar que os dados estão correctos, completos e formatados, 
de modo a facilitar o trabalho de análise. 
Destacam-se neste domínio: 
1. Edição – depois de realizados os questionários, há que fazer uma primeira análise para 
determinar se as respostas são legíveis, consistentes (obrigando a eliminar aquelas que se 
percebe serem falsas), se estão completas, ou se diversas perguntas apresentam um padrão 
de respostas sistemático, indiciando um comportamento, pouco correcto, do entrevistador ou 
do entrevistado, ou seja, faz-se o que se denomina de filtragem dos dados. 
 
2. Codificação – envolve a transformação dos dados num formato que visa facilitar o seu 
tratamento informático. 
Criam-se categorias de resposta, identificadas com um símbolo, numérico ou alfanumérico e 
distribuem-se as respostas obtidas, pelas categorias formadas. A codificação pode ser feita, 
antes da aplicação do questionário (mesmo aquando da sua elaboração), e é adequada para 
perguntas fechadas, ou feita, depois da aplicação do questionário, sendo adequada, também 
para perguntas fechadas, mas, especialmente adequada, para perguntas abertas (uma vez que 
não se conseguem antecipar as respostas que surgirão). 
 
3. Definição do tratamento para dados, em falta 
Quando se trata de responder a um inquérito, pode haver falta de dados, porque o inquirido 
não forneceu a informação ou porque, após o processo de edição, se considerou inválida a 
resposta. 
A falta de dados pode ser um problema, já que algumas técnicas de análise estatística não 
podem ser, imediatamente, aplicadas enquanto existem valores em falta. Os métodos de impu-
tação designam as estratégias que, usualmente, se utilizam para colmatar estas falhas de 
informação. As mais usuais são: eliminar os inquiridos com valores em falta, substituir o valor 
em falta pela média, ou imputá-lo através da selecção aleatória de casos. 
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4. Concepção e construção da base de dados em suporte informático, definindo variáveis 
e introduzindo para cada sujeito inquirido, as respostas obtidas. 
A análise dos dados pode ser feita com recurso à Estatística Descritiva e, numa fase posterior, 
com técnicas de análise mais completas. Nesta etapa, fazem-se os cálculos que conduzem às 
estimativas (podem existir diferentes métodos de estimação para os mesmos dados) ou tes-
tam-se hipóteses com a finalidade de conhecer a prevalência de opiniões ou comportamentos, 
conhecer diferenças entre os grupos de indivíduos ou estabelecer relações entre variáveis.  
Qualquer análise feita deve ter em conta os objectivos da sondagem. 
 
11º Informação ganha para futuras pesquisas 
Quanto mais informação tivermos, inicialmente, sobre uma População, mais fácil se torna pla-
near uma amostra que dê estimativas precisas. Qualquer amostragem completa, bem como os 
dados que ela fornece, sobre as médias, os desvios padrão e a natureza da variabilidade das 
medidas principais e do custo da obtenção dos dados, constitui um guia, em potencial, para 
novas e melhores amostragens. 
Não se deve esquecer que as pesquisas nunca se comportam tal e qual como foram planea-
das, mas o pesquisador arguto (perspicaz) aprende a reconhecer erros de execução e a fazer 
com que eles não aconteçam, em pesquisas futuras. 
Inquérito Estatístico 
 
“Um inquérito pode ser considerado como uma interrogação particular acerca de uma situação 
englobando indivíduos, com o objectivo de generalizar”.16 
O recurso a um inquérito é usado sempre que se necessita de informação sobre uma grande 
variedade de comportamentos de um mesmo indivíduo ou, quando se pretende conhecer o 
mesmo tipo de variável, para muitos indivíduos. 
 
Inquérito e Questionário 
 
Uma das técnicas mais utilizadas na realização de Inquéritos é o Questionário. O Inquérito é, 
frequentemente, considerado como um processo completo, desde a recolha de dados até à sua 
análise, utilizando várias técnicas.  
 
                                                 
16
 http://www.alea.pt/html/statofic/html/dossier/html/dossier.html  
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Regras Gerais para a Construção de um Questionário 
 
A construção do questionário e a formulação das questões constituem uma fase fundamental 
do desenvolvimento de um inquérito (Ghiglione e Matalon, 1992)17. 
É preciso pensar, cuidadosamente, sobre o tipo geral de informação que se quer solicitar, de 
cada uma das perguntas que se quer inserir no questionário. Se as perguntas não estiverem 
bem escritas e não apresentarem objectivos gerais, bem definidos, é fácil interpretar as respos-
tas, de maneira errada. Este aspecto é importante, porque os questionários são, muitas vezes, 
aplicados na ausência do investigador e, frequentemente os respondentes não têm oportunida-
de de justificar as suas respostas. 
A introdução do questionário  
 
É útil que, na introdução, sejam incluídos os seguintes aspectos: 
 Um pedido de cooperação no preenchimento do questionário 
 A razão da aplicação do questionário que, muitas vezes, refere apenas qual o objectivo 
principal do questionário.  
 Uma apresentação curta da natureza geral do questionário (se o questionário pretende 
medir atitudes, opiniões,…), descrito de forma clara e breve. 
 Se for caso disso, a revisão da literatura feita 
 O nome da instituição (faculdade, centro de investigação) 
 Uma declaração formal da confidencialidade das respostas 
 Uma declaração formal da natureza anónima do questionário 
A aparência do questionário 
 
Um questionário muito extenso põe em causa a boa vontade dos respondentes e ninguém gos-
ta de preencher um questionário que não seja claro (não se deve reduzir o tamanho de um 
questionário, recorrendo a um tamanho de caracteres muito pequeno) 
Um questionário deve conter instruções escritas e verificar sempre que essas instruções são 
claras. A falta de instruções ou instruções vagas ou ambíguas põem em causa o valor das con-
clusões tiradas, a partir dos dados. 
Os diferentes tipos de questões 
 
As questões de um questionário podem ser fechadas, abertas e semi - abertas. 
 
Questões fechadas 
                                                 
17
 Ver referência em www.alea.pt O Inquérito Estatístico, 2004 
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Questões fechadas são questões com uma lista, pré estabelecida, de respostas, lista esta que 
é apresentada ao inquirido, para ele indicar a que melhor corresponde à resposta que deseja 
dar. 
 
Por exemplo,    
 
Qual é a sua situação de estado civil ? 
  [1] Solteiro 
  [2] Casado ou a viver maritalmente 
  [3] Divorciado ou separado 
  [4] Viúvo 
 
Este tipo de questões permite uma pré-codificação, ou seja, uma tradução imediata da 
resposta sob a forma de um código alfanumérico. Estas questões limitam as pessoas inquiri-
das, a responderem, somente, àquilo que lhes é apresentado, nas modalidades de resposta. 
 
Existem vários tipos de questões fechadas: 
• Questões de resposta única (o inquirido escolhe apenas uma modalidade de resposta). 
• Questões de resposta múltipla (o inquirido escolhe de várias modalidades de respostas, em 
número limitado ou não). Por exemplo: 
 
Quais são, na sua opinião, os pontos fortes do produto X ? (indique, no máximo,3 escolhas) 
[1] apresentação geral 
[2] forma 
[3] comodidade de emprego 
[4] variedade de utilizações 
[5] eficácia 
[6] robustez 
[7] preço 
[8] duração da garantia 
[9] serviço pós-venda 
 
 
De notar que as alternativas, numa questão de resposta múltipla, têm de ser claras e mutua-
mente exclusivas. Idealmente, as opções devem cobrir todas as respostas prováveis. Se mui-
tas alternativas são apresentadas, podem não ser suficientemente claras e confundir o respon-
dente, no momento da sua decisão. A grande desvantagem das questões de resposta múltipla 
é que tendem a sugerir uma resposta, já que limita as respostas possíveis, impedindo o inquiri-
do de dizer, exactamente, o que pensa. 
 
• Questões de Classificação (o inquirido ordena as várias modalidades de respostas por ordem 
de importância). Por exemplo: 
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Para o produto Y, classifique as seguintes características, partindo daquilo que considera como os seus 
pontos mais fortes até aos pontos mais fracos, utilizando a numeração de 1 a 9, sendo o 1 o ponto mais 
forte e o 9 o mais fraco. 
 
[ ] apresentação geral 
[ ] forma 
[ ] comodidade de emprego 
[ ] variedade de utilizações 
[ ] eficácia 
[ ] robustez 
[ ] preço 
[ ] duração da garantia 
[ ] serviço pós-venda 
 
 
• Questões em escala (este tipo de questões permite atenuar as respostas, quando 
estamos na presença de questões do tipo concordo/não concordo). Para uma situação 
deste tipo, devemos estabelecer uma escala completa. Por exemplo: 
 
Concordo plenamente / concordo um pouco / indiferente / não concordo muito / em desa-
cordo total 
 
Um questionário que seja composto, na sua maioria, por questões fechadas, não deve 
ultrapassar os 45 minutos, pois ultrapassando tal limite, o interesse perde-se e começa a 
ser patente uma maior rapidez das respostas, que indica pouca reflexão sobre as mes-
mas. 
Claro que, do ponto de vista da análise de resultados, as questões fechadas são, em 
principio, as mais cómodas. Quando se trata de um inquérito de aplicação e exploração 
rápida, como uma sondagem de opinião, é mais vantajoso aplicar apenas este tipo de 
questões. 
Questões abertas 
São questões às quais o inquirido responde como quer, utilizando o seu próprio vocabu-
lário. 
 
Exemplo de uma questão aberta: 
 
Qual o tipo de detergente que usa para a máquina da louça? 
 
As questões de resposta aberta são, frequentemente, mais utilizadas em estudos piloto 
ou nos estágios exploratórios, quando se procura determinar que tipos de resposta apa-
recerão. Essas informações são, então, usadas na construção do questionário a ser utili-
zado na obtenção dos dados de um grupo maior.  
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Um questionário que só contenha perguntas abertas é, especialmente útil, quando: 
o não há literatura abundante sobre o tema de investigação;   
o a literatura não dá indicação das variáveis mais relevantes, ou importantes, e o 
investigador pretende fazer um estudo preliminar para encontrar tais variáveis; 
o o questionário pretende obter informação qualitativa (em vez de informação quan-
titativa); 
o é necessário efectuar entrevistas, mas o investigador não tem tempo nem facili-
dade para as fazer. 
 
 
Questões semi-abertas 
 
Num questionário podem ocorrer, simultaneamente, modalidades de resposta fechada e 
aberta na mesma questão. Por exemplo: 
 
Qual o nome da companhia de seguros do seu veículo? 
[1] companhia A 
[2] companhia B 
[…] … 
[10] outra:___________________ 
 
Ordem das questões 
 
Na elaboração de um questionário deve ter-se, em consideração, um princípio, meio e 
fim.  
No princípio, deve existir uma pequena introdução sobre a entidade que promove o estu-
do, sobre o objectivo do questionário e sobre as vantagens que esse estudo pode trazer 
para a sociedade. 
As primeiras questões são para estabelecer contacto com o respondente e vão determi-
nar a condução do questionário, por isso, devem ser simples. Se as primeiras questões 
forem complicadas, o inquirido pode perder o interesse por responder, o que dificulta o 
trabalho do entrevistador. Com o decorrer do questionário, as perguntas devem ser mais 
específicas. Todas as questões devem ser claras, nunca sugerir qualquer resposta parti-
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cular e não exprimir qualquer expectativa (Ghiglione e Matalon, 1992). Deve-se ter sensi-
bilidade suficiente para escolher as questões mais importantes para o estudo. 
Quando se escrevem as perguntas de um questionário tem de pensar-se em quem o vai 
responder pois, as perguntas têm de ser escritas, de uma maneira adequada, às prová-
veis habilitações literárias e ao vocabulário dos respondentes. 
Um questionário deve sugerir uma troca de palavras tão natural quanto possível. As 
questões têm de ser curtas e sequenciais, sem repetições e não descontextualizadas. 
Por exemplo, antes de se perguntar a uma pessoa se gostou do filme X, pergunte-se se 
alguma vez viu o filme X. Usa-se assim uma questão de filtro que vai avalia a informação 
que o entrevistado tem acerca do filme (as questões de filtro servem para filtrar as pes-
soas para as quais certas questões não fazem qualquer sentido ou não são aplicáveis). 
 
Outras sugestões na elaboração de questões 
 
Um questionário não deve conter só perguntas abertas ou só perguntas fechadas. Devem 
alternar-se as questões, para não tornar o questionário maçador. Não devem utilizar-se 
questões duplas, isto é, não se deve introduzir mais do que uma ideia em cada pergunta. 
Antes de se elaborar questões que possam provocar o embaraço ou constrangimento do 
entrevistado (tais como, por exemplo, questões sobre religião, consumo de determinados 
produtos, etc.), deve-se fazer uma pequena introdução ao inquirido (pois muitas pessoas 
podem ter receio de fornecer respostas erradas ou confessar a sua ignorância). De facto, 
muitos indivíduos tendem a racionalizar ou exagerar as suas respostas, quando são 
questionados, directamente, sobre os seus motivos, realizações ou outros assuntos que 
envolvam o seu prestígio ou a sua auto-estima. 
As perguntas devem ter, aproximadamente, o mesmo sentido para todos os inquiridos e 
os termos, com sentido dúbio, devem ser evitados. Não devem sugerir-se respostas. 
 
Os diferentes tipos de escalas 
 
Os dois tipos de escala usados, com frequência, em questionários são as escalas nomi-
nais e as escalas ordinais. Mas há ainda outros tipos de escalas igualmente utilizadas: as 
escalas de intervalo e de rácio (são também denominadas escalas métricas). 
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Escala nominal 
 
Este tipo de escala consiste num conjunto de categorias de resposta, qualitativamente 
diferentes e mutuamente exclusivas. É utilizado em questões como a do seguinte exem-
plo: 
 
Na empresa onde trabalha qual é o cargo que ocupa? 
 
Gerente Técnico Administrador Operário 
1 2 3 4 
 
Nesta questão, é possível atribuir um número a cada categoria, para codificar a resposta. 
Estes números só servem para identificar as categorias. De facto, as diferentes modali-
dades ou categorias podem ser codificadas por outros símbolos, não necessariamente 
numéricos. 
Por exemplo, as categorias da variável sexo, masculino e feminino, podem ser represen-
tadas por M e F, respectivamente.  
Numa escala nominal não faz sentido calcular a média das variáveis, mas sim calcular as 
frequências das suas modalidades (Hill e Hill, 2000).  
 
Escala ordinal 
 
Estas escalas admitem uma ordenação numérica das respostas alternativas, estabele-
cendo uma relação de ordem entre elas não fazendo sentido a diferença entre valores. É 
utilizado em questões como a que se segue: 
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Para as variáveis ordinais, também se utilizam categorias, existindo, no entanto, uma 
relação de ordem entre elas.  
Se, por exemplo, um júri ordenar 5 candidatos de 1 – mais fraco, a 5 – mais forte, pode 
dizer-se que o candidato que ficou em 4º lugar é melhor do que o que ficou em 3º lugar, 
mas não se pode dizer que o candidato, classificado com o número 4, seja duas vezes 
melhor que o classificado com o número 2, isto é, não é possível medir a magnitude das 
diferenças entre as categorias (Hill e Hill, 2000). Continua a não ter sentido o cálculo da 
média mas, já que existe uma ordenação, pode calcular-se a mediana. 
 
Escalas de intervalo 
 
Estas escalas têm a característica de uma escala ordinal em que um valor numérico, 
mais elevado na escala, indica uma quantidade maior da variável medida, e as diferenças 
entre valores numéricos adjacentes na escala indicam diferenças iguais na quantidade da 
variável medida. A origem da escala é arbitrária. 
As técnicas estatísticas, para analisarem respostas feitas numa escala de intervalo, 
podem ser todas as dos métodos paramétricos e não paramétricos, excepto aquelas 
definidas em termos de razão, sendo, no entanto, preferível usar métodos paramétricos 
por serem mais poderosos. 
 
Escalas de rácio 
Estas escalas têm todas as características das escalas de intervalo e ainda acontece que 
o valor “zero” não é arbitrário – é absoluto ou “real”. Por causa disto, é possível fazer infe-
rências sobre um rácio entre valores, numa escala de rácio. 
As técnicas estatísticas para analisar respostas feitas numa escala de rácio, podem ser 
todas as dos métodos paramétricos – mas, na aplicação destes métodos, é preciso verifi-
car que os dados satisfazem, razoavelmente, bem, os pressupostos dos métodos aplica-
dos. 
 
O Pré-teste 
Quando uma primeira versão do questionário fica redigida, ou seja, quando a formulação 
de todas as questões e a sua ordem são, provisoriamente, fixadas, é necessário garantir 
que o questionário seja de facto aplicável e que responda, efectivamente, aos problemas 
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colocados pelo investigador (Ghiglione e Matalon, 1992). Nesta altura, o questionário 
deve ser aplicado a um pequeno grupo de pessoas, com o objectivo de saber se elas 
entendem o significado do questionário e das perguntas, indagar como as questões e 
respostas são compreendidas, evitar erros de vocabulário e de formulação e salientar 
recusas, incompreensões e equívocos (Ghiglione e Matalon, 1992). Com a aplicação do 
pré teste, pode-se avaliar a taxa de recusas, conhecer a forma como as pessoas reagem 
ao questionário, verificar se a ordem das questões não coloca nenhum problema e verifi-
car se há questões, às quais, quase todas as pessoas respondem da mesma forma (o 
que as torna muito pouco úteis para análises mais finas, realizadas através do cruzamen-
to com outras questões). Nesta última situação, é necessário rectificar a forma como as 
questões estão colocadas. 
Depois da análise do pré-teste, caso existam muitas alterações, é necessário voltar a 
testar o questionário quantas vezes for preciso. 
 
A prática de pesquisas por amostragem 
O pesquisador deve convencer-se de que é fundamental conhecerem-se as característi-
cas específicas da área que se pretende intervencionar com pesquisas por amostragem. 
O significado especial de algumas palavras, os melhores locais e horários para se fazer 
recolha de dados, o tipo de pesquisador, são factores importantes para o bom andamento 
do levantamento. 
 
Redacção do Relatório Final 
O relatório final, deve apresentar os resultados da sondagem, de forma clara e honesta. 
Um bom relatório revela as conclusões do estudo e também aspectos de ordem metodo-
lógica e técnica, envolvidos na sondagem, para permitir uma visão crítica sobre os resul-
tados. O relatório compõe-se, geralmente, do texto principal e dos apêndices. 
O texto principal do relatório deve conter a introdução, a metodologia, os resultados, a 
discussão dos resultados, o resumo e as conclusões. 
 
• Introdução  
A introdução revela aspectos como os objectivos, a razão de ser do estudo e, se for caso 
disso, a revisão da literatura feita. 
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• A metodologia utilizada 
Trata-se de especificar a População alvo, o plano de amostragem utilizado, a recolha da 
informação, os erros ocorridos e o seu tratamento. 
 
• Resultados  
São, quase sempre, afirmações estatísticas sobre a População alvo, acompanhadas de 
tabelas ou gráficos que melhor ajudam a interpretar as afirmações feitas. 
 
• Discussão dos resultados  
É mais comum realizar-se a discussão dos resultados, em pesquisas académicas. 
 
• Resumo e conclusões 
Resumem-se as principais conclusões e deduções obtidas na recolha, exploração e infe-
rência. 
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CAPÍTULO 5 
Neste capítulo, pretende-se dar um exemplo real de aplicação dos resultados introduzidos, nos 
capítulos anteriores. É feita a descrição de uma sondagem, com a aplicação de um inquérito. 
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Introdução 
 
   
“Em Portugal, nos últimos tempos, o Ensino da Matemática tem vivido numa situação de 
crise permanente. Em todos os graus de ensino, do primário ao superior, o insucesso na 
disciplina de Matemática atinge índices preocupantes. Não se trata de insucesso apenas 
no sentido estrito da percentagem de reprovações. Um número crescente de alunos não 
gosta de Matemática, não entende para que serve estudar Matemática, não compreende 
verdadeiramente a sua relevância. Mesmo muitos daqueles que conseguem notas positi-
vas, procuram sobretudo dominar técnicas úteis para resolver exercícios tipo.” 18 
“De uma forma um tanto simplista, pode dizer-se que, para muitos alunos, fica da Mate-
mática uma imagem de disciplina de insucesso, de inacessibilidade, ou de uma disciplina 
só para alguns. Para outros (com sucesso na disciplina) fica uma ideia de que a Matemá-
tica é um puro mecanismo, uma arquitectura perfeita à qual nada haverá a acrescentar”.19  
Numa visão mais optimista, é oportuno realçar Bento de Jesus Caraça20: 
“A Matemática é geralmente considerada uma ciência à parte, desligada da realidade, 
vivendo na penumbra do gabinete, um gabinete fechado onde não entram os ruídos do 
mundo exterior, nem o sol nem os clamores dos homens. Isto só em parte é verdadeiro. 
Sem dúvida, a Matemática possui os seus problemas próprios, que não têm ligação ime-
diata com os problemas da vida social. Mas não há dúvida também de que os seus fun-
damentos mergulham, tal como os de outro qualquer ramo da Ciência, na vida real; uns e 
outros entroncam-se na mesma madre.” 
 
Realização de uma sondagem: 
Objectivos do estudo 
 
A introdução deste capítulo assenta na tónica dominante do insucesso que parece estar 
patente sempre que se fala na disciplina de Matemática. Com o auxílio da Teoria da 
Amostragem, estudada nos capítulos anteriores, procedeu-se à selecção do plano de 
recolha de uma amostra com o propósito de averiguar se o insucesso na disciplina de 
Matemática A, no 10º ano, interfere nas escolhas de progressão de estudos, e até que 
                                                 
18
 1987 – Paulo Abrantes (Faculdade de Ciências da Universidade de Lisboa) (Editorial da Revista Educação 
e Matemática, Número 1, Janeiro de 1987) 
19
   Artigo de Cláudia Cristina Vasconcelos, 2008, Equip. a Assistente do 2º Triénio da ESEV 
20
   Revista Educação e Matemática nº 64, Setembro/Outubro 2001 -   Bento de Jesus Caraça — a Matemática da 
Natureza artigo de João Caraça 
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ponto influencia a escolha de outra oferta educativa e formativa em que a disciplina de 
Componente de Formação Específica, Científica ou Tecnológica, deixe de ser Matemáti-
ca A, para passar a ser outra opção (Matemática B ou Matemática Aplicada às Ciências 
Sociais). 
 
Metodologia utilizada 
 
Procedeu-se à elaboração de uma sondagem sobre a População constituída por todos os 
alunos matriculados no 10º e 11º anos, nas oito Escolas Secundárias do Concelho de 
Vila Nova de Gaia, no ano lectivo de 2007/2008 que é, concretamente constituída por 
2077 alunos. A informação do número de alunos a frequentar, no presente ano lectivo, o 
10º ou o 11º ano, foi obtida na Internet, no sítio da respectiva escola, ou por informação 
gentilmente cedida pelos presidentes dos concelhos executivos interlocutados (Ver Ane-
xo 1). 
 
 
Realização do inquérito 
 
Para atingir os propósitos atrás apontados foi elaborado um inquérito, seguindo normas já 
descritas no capítulo 4, na formulação de perguntas para obtenção de respostas para 
cumprir os objectivos propostos. Antes de se elaborar o conjunto de questões que iria 
constituir o inquérito, fez-se uma pequena pesquisa sobre informação, nomeadamente 
legislação relativa à organização do currículo das aprendizagens do nível secundário de 
educação, nomeadamente, consultou-se o Decreto-Lei nº 74/2004 de 26 de Março, que 
estabelece os princípios orientadores da organização e da gestão do currículo (…) refe-
rentes ao nível secundário de educação, e o Decreto-Lei nº272/2007 de 26 de Julho, que 
altera o Decreto-Lei nº74/2004 e que actualiza as matrizes dos cursos científico--
humanísticos. 
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Registou-se a seguinte informação: 
 
 
 
 
 
 
Componente 
de  
Formação 
Específica 
Componente 
de  
Formação 
Científica 
Componente 
de  
Formação 
Tecnológica 
Não tem 
disciplina de 
Matemática 
Ciências e Tecnologias Matemática A    
Ciências Socioeconómicas Matemática A    
Ciências Sociais e Humanas MACS(a)    
Línguas e Humanidades 
   X 
Cursos 
Científico-
Humanísticos 
Artes Visuais Matemática B    
 
 
    
Construção Civil e Edificações 
 Matemática B   
Electrotecnia e Electrónica 
 Matemática B   
Informática 
 Matemática B   
Design de Equipamento 
 X   
Multimédia 
 X   
Administração 
 Matemática B   
Marketing 
 Matemática B   
Ordenamento do Território 
e Ambiente   MACS  
Acção Social 
 X   
O
rg
an
iz
aç
ão
 
do
 
cu
rr
íc
u
lo
 
da
s 
ap
re
n
di
za
ge
n
s 
do
 
n
ív
el
 
se
cu
n
dá
rio
 
de
 
ed
u
ca
çã
o
 
Cursos 
Tecnológicos 
Desporto 
 Matemática B   
(a)
 MACS – Matemática Aplicada às Ciências Sociais. 
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No âmbito do 2º ano de Mestrado em Matemática – Perfil de Especialização de Ensino, 
com o tema de dissertação “Amostragem” realiza-se este inquérito com o objectivo de 
pretender saber se o insucesso na disciplina de Matemática A, no 10º ano, interfere 
nas escolhas de progressão de estudos, e até que ponto influencia a escolha de 
outra oferta educativa e formativa em que a disciplina de Componente de Formação 
Específica, Científica ou Tecnológica, deixe de ser Matemática A, para passar a ser 
outra opção (Matemática B ou Matemática Aplicada às Ciências Sociais). 
  
Agradecia a sua amabilidade para responder às questões que lhe coloco e que lhe ocupa-
rão, apenas, alguns minutos. Este Inquérito será, estritamente, confidencial. 
1. Escola: ___________________________________________________________  
2. No presente ano lectivo está matriculado no:   
 10º Ano   11º Ano 
3. Este é o primeiro ano que frequenta o Ensino Secundário? 
 SIM    NÃO 
 (Se respondeste SIM concluis aqui o teu inquérito. Obrigada.) 
 
4. Em que opção de Matemática está matriculado no presente ano lectivo? 
 Matemática A         Outra opção de Matemática   Nenhuma 
 
5.Qual foi a opção de Matemática escolhida da 1ª vez em que se matriculou no ensino 
secundário? 
 Matemática A    Outra opção de Matemática   Nenhuma 
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6. Desde que está no ensino secundário, alguma vez mudou de oferta educativa e formativa 
(ou seja mudou alguma vez de opção de curso)? 
 SIM    NÃO 
7. Alguma vez teve nota negativa a Matemática A no 10º Ano? 
 SIM    NÃO 
8. Se respondeu SIM às perguntas 6 e 7, a mudança de opção está ligada ao facto de ter 
tido negativa a Matemática A no 10º Ano? 
 SIM    NÃO 
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Propósito de cada questão do Inquérito 
 
Pretendeu-se realizar um inquérito com poucas perguntas e que fossem fechadas. 
Cada questão tinha um objectivo específico: 
QUESTÃO 1 – Posiciona o aluno quanto à Escola que frequenta. 
QUESTÃO 2 – Posiciona o aluno quanto ao ano de escolaridade que frequenta. 
QUESTÃO 3 – Selecciona o trajecto no inquérito isto é, os alunos que estão matriculados, pela 
primeira vez no 10ºano, terminam, nesta pergunta, a sua participação no estudo. 
QUESTÃO 4 – Posiciona o aluno quanto à opção de Matemática que está matriculado, ou não. 
QUESTÃO 5 – Esta questão não teria qualquer sentido em ser respondida por um aluno que, pela 
primeira vez, estivesse matriculado no 10º ano. Mas, se for um aluno repetente do 10º ano ou aluno 
do 11º ano (repetente ou não), e tiver respondido opções diferentes nas questões 4 e 5 podem suge-
rir mudança de opção de Matemática e fazer questionar porquê. 
QUESTÃO 6 – A resposta a esta questão pode revelar a não satisfação por uma primeira opção de 
curso 
QUESTÃO 7 – Trata-se de uma pergunta fechada e directa. Se o aluno teve, na sua oferta formati-
va, Matemática A no 10º ano, não terá qualquer dúvida a responder a esta questão. Se o aluno teve, 
na sua oferta formativa, uma disciplina de Matemática que não a A, ou mesmo, não teve qualquer 
opção de Matemática, poderá ter alguma hesitação a responder a esta questão, mas a sua opção de 
resposta só poderá ser “Não”. 
QUESTÃO 8 – Esta questão, como explicitamente é afirmado no seu enunciado, é apenas para ser 
respondida pelos alunos que responderam “Sim” às questões 6 e 7. Pretende, sem influenciar res-
postas, verificar a interferência, ou não, do insucesso na disciplina de Matemática A na mudança de 
progressão de estudos. 
 
Plano de amostragem 
 
Para a recolha das observações e de entre os planos de amostragem estudados no capí-
tulo 1 considerou-se que os planos de amostragem aleatória simples (sem reposição e 
com reposição) e o de amostragem por clusters eram os que mais se adequavam à natu-
reza do problema em estudo.  
O método de amostragem aleatória simples sem reposição por ser aquele que permitiria 
posteriormente realizar testes estatísticos baseados em amostras aleatórias. 
O método de amostragem aleatória simples com reposição, embora possa ser aplicado (o 
aluno pode ter preenchido o inquérito na turma que frequenta, no 11ºano e na turma de 
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10ºano em que só frequenta a disciplina de Matemática, por exemplo), deve ser colocado 
de parte pois parece mais legítimo que a informação obtida de um aluno não participe 
mais do que uma vez nas informações obtidas. 
O método de amostragem por clusters é também aplicável ao problema em estudo por-
que em termos práticos parece ser aquele que tornaria a recolha de dados mais eficiente 
e viável temporal e logisticamente. 
Antes de se seleccionar o plano de amostragem calculou-se a dimensão da amostra a 
recolher.   
 
Cálculo da dimensão da amostra 
 
Para calcular a dimensão da amostra houve que ter, em consideração, os objectivos do 
estudo. 
Com base nas questões do inquérito pretendeu-se averiguar se o insucesso na disciplina 
de Matemática A, interfere nas escolhas de progressão de estudos, através de análises 
estatísticas da: 
1. proporção de alunos que mudaram de opção de estudos, por terem repro-
vado, nomeadamente, através de um teste estatístico para averiguar se essa pro-
porção é, significativamente, maior que 0.5; 
2. associação, entre a reprovação a Matemática A no 10º ano e uma eventual 
mudança de opção de curso. 
3. existência de uma mudança significativa por influência da opção escolhida 
de Matemática na 1ª vez no 10º ano e uma eventual mudança de opção inicial. 
4. associação entre a reprovação a Matemática A e uma eventual mudança 
da opção, Matemática A, entre os alunos que frequentaram alguma vez Matemáti-
ca A, no 10º ou 11º ano 
 
I – Cálculo da dimensão da amostra num plano de amostragem aleatória simples, sem 
reposição: 
 
Pretende-se determinar a dimensão de uma amostra de uma população de dimensão N , 
2077, utilizando o método de amostragem aleatória simples, sem reposição, e de modo a 
estimar a proporção de alunos que mudaram de opção de curso por terem reprovado a 
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Matemática A com uma margem de erro igual a 0,05 e uma confiança de 95% (z=1,96). 
Como N é grande (N>30), a fórmula de cálculo é 2
2
ˆ ˆpq
n
B
z
=
   ( B =0,05 e z=1,96) onde 
2
2
0,5 0,5 384,16
0,05
1,96
n
×
= =    (Como não se conhece pˆ   e ˆ ˆ1q p= −  , ou se tinha recolhido 
uma pequena amostra para estimar pˆ  , ou considera-se ˆ 0.5p = . Considerou-se 
ˆ 0.5p = ). 
 
Este valor de n  pode ser tido como uma primeira aproximação ao valor de n (dimensão 
pretendida da amostra), dependendo do valor de n
N
.  Calculando 384,16 0,1850
2077
n
N
= =  
e como  18,50% 5%n
N
= >  então há que corrigi-lo. Existem dois procedimentos: 
a) utilizando o factor corrector 1
1 /
n
n N
+
+
  tem-se 
 
  
2 2
2 2
2 2
2 2
0,05
ˆ ˆ 2077 0,5 0,5
1,96 520,60 325,38
0,05 1,60
ˆ ˆ 2077 0,5 0,5
1,96
BN pq
z
n
B N pq
z
   
+ + ×   
   
= = = =
+ × + ×
 
 
 
b) utilizando o factor corrector 
1 /
n
n N+
  tem-se  
 
 
2 2
2 2
ˆ ˆ 2077 0,5 0,5 519, 25 324,53
0,05 1,60
ˆ ˆ 2077 0,5 0,5
1,96
Npq
n
BN pq
z
× ×
= = = =
+ × + ×
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II – Cálculo da dimensão da amostra num plano de amostragem aleatória simples, com 
reposição: 
 
No caso de se pretender uma amostra aleatória com reposição a expressão para o cálcu-
lo de n  é  2
2
ˆ ˆpq
n
B
z
=
  continuando a obter-se 384,16n = . 
No entanto, nesta sondagem, não seria muito coerente perguntar-se a mesma informa-
ção ao mesmo aluno. 
 
III – Cálculo da dimensão da amostra num plano de amostragem por clusters: 
 
No caso desta sondagem, uma amostra por clusters é uma amostra aleatória em que 
cada unidade amostral é um conjunto, grupo ou cluster, neste caso uma escola, e dentro 
de cada cluster, ou seja dentro de cada escola, vão considerar-se o total de alunos que 
frequentam o 10º e 11º anos. 
Neste caso o problema do cálculo da dimensão da amostra não é determinar o número 
de elementos a nela incluir mas o de determinar o número de clusters ( m ) a incluir na 
amostra. 
Pretende-se pois determinar o número de clusters a estudar de modo a estimar a propor-
ção de alunos que mudaram de opção de curso por terem reprovado a Matemática A com 
uma margem de erro igual a 0,05 e uma confiança de 95% (z=1,96). A fórmula de cálculo 
é 
2
2 2
2
2
c
c
M
m
B NM
z
σ
σ
=
+
. Como se conhece a população alvo é possível calcular 2
cσ  
( 2
cσ =122,98) Substituindo na expressão anterior 8M = , 0,05B =  , 1,96z = , 
/ 2077 / 8 259,63 260N N M= = = ≃   vem que  
 
2 2
2
8 122,98 983,84 2,07 2
0,05 260 474,928 122,98
1,96
m
×
= = =
×
× +
≃  . Então se se calcular a dimensão da 
amostra, optando por um plano de amostragem aleatória, por clusters, opta-se por dois 
clusters, isto é, duas escolas (seleccionadas aleatoriamente).  
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Atendendo aos cálculos efectuados anteriormente, ao facto de cada escola constituir um 
cluster com características próprias de acordo com o espaço geográfico em que se inse-
re, a limites orçamentais e a limites de tempo, dada a urgência em obter resultados, 
optou-se por um plano de amostragem por clusters. Numerou-se consecutivamente, as 
escolas, de 1 a 8. Escolheu-se 2 elementos, mediante o uso do procedimento aleatório 
do método da lotaria. Uma vez escolhidos os números, as escolas que lhes correspon-
diam constituíram a amostra. A amostra ficou constituída da seguinte forma: 
Escola Secundária Oliveira do Douro ……………10 turmas………. 196 inquéritos 
Escola Secundária de Valadares …………………14 turmas………. 303 inquéritos 
 e num total de 499 alunos. Após a elaboração do inquérito, este foi aplicado à amostra.  
O inquérito foi aplicado em grupo quer dizer, à turma toda, em conjunto, e pelos professo-
res que, no momento, estavam na aula com aqueles alunos. A aplicação do questionário, 
em grupo, permitiu rapidez tanto mais que, prestados quaisquer esclarecimentos neces-
sários, os questionários foram preenchidos e recolhidos, imediatamente, proporcionando 
maior garantia de retorno.  
 
 
 
Resultados 
 
 
Os totais, por Questão, obtidos na sondagem estão apresentados no seguinte quadro: 
 
 
 
 
 
2 3 4 5 6 7 8 
1 
10º ano 11º ano SIM NÃO Mat.A Outra Opção Nenhuma Mat.A Outra Opção Nenhuma SIM NÃO SIM NÃO SIM NÃO 
TOTAIS 262 237 226 273 98 86 89 138 74 61 59 214 95 178 19 18 
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Questão 2 
:
2. No presente ano lectivo está matriculado no:
10º ano
53%
11º ano
47%
 
A amostra recolhida é constituída por 499 alunos, 262 do 10º ano e 237 do 11º ano ou 
seja, há mais alunos de 10º ano que do 11º ano – 53% de alunos do 10º ano e 47% de 
alunos do 11º ano. 
 
Questão 3: 
3. Este é o primeiro ano que frequenta o Ensino Secundário?
SIM
45%
NÃO
55%
 
Observando o gráfico circular que representa os que responderam à questão 3, 55% res-
pondeu não ser a primeira vez que frequenta o ensino secundário. Assim pode concluir-
se que, no conjunto das duas escolas, 55-47=8% dos alunos, são repetentes do 10º ano. 
 
Questão 4: 
4. Em que opção de Matemática está matriculado no 
presente ano lectivo?
Mat.A
35%
Nenhuma
33%
Outra Opção
32%
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Relativamente aos resultados da questão 4, constata-se que, nesta amostra, as preferên-
cias dos alunos quase se dividem equitativamente, havendo uma ligeira preferência pela 
Matemática A, que é a opção de Matemática considerada pela maioria das pessoas como 
sendo a mais difícil. Para um professor de Matemática, e considerando que a amostra é 
representativa da população estudantil de Vila Nova de Gaia, é animador pensar que, no 
momento actual, a maioria dos alunos (35+32=67%) frequenta algum tipo de Matemática. 
 
Questão 5: 
5. Qual foi a opção de Matemática escolhida da 1ª vez em 
que se matriculou no ensino secundário?
Mat.A
51%
Outra Opção
27%
Nenhuma
22%
 
Da primeira vez que um aluno se matriculou no secundário, mais de metade dos alunos 
fez prevalecer, de modo acentuado, o gosto pela Matemática A, mercê talvez, do sonho 
de, a nível universitário, poderem optar por cursos predominantemente científico-
humanísticos, possibilitadores de frequência dos cursos de medicina ou engenharia para 
os quais é exigida, como prova de ingresso, a disciplina de Matemática A. 
 
Tabela A: 
  
  
Opção escolhida na 1ª vez 
(Questão 5) 
  Não Mat. A Mat A 
M
a
t. 
A 
0 98 
O
pç
ão
 
pr
e
se
n
te
 
(Q
u
e
st
ão
 
4) 
N
ão
 
M
a
t. 
A 
135 40 
 perguntas 4 e 5 
 mas só os que responderam MAT. A à pergunta 5 
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Cruzando os resultados obtidos, às perguntas 5 e 4, constrói-se a tabela de dupla entra-
da, A. Verifica-se que, após uma primeira opção por Matemática A, há 40 alunos que 
parecem abandonar tal escolha inicial, representando 29% dos 138 alunos que escolhen-
do pela primeira vez Matemática A, mudaram depois de opção de Matemática. 
Para avaliar se existe efeito na “passagem”  inicial por Matemática A em termos de pro-
gressão de estudos pode-se testar se a distribuição de alunos que têm Matemática A 
presentemente se mantém igual à distribuição de alunos que escolheu Matemática A  
pela 1ªvez no 10º ano. 
Para efectuar este estudo, vai utilizar-se o teste de McNemar 21 porque o estudo utiliza 
“duas” amostras relacionadas, é do tipo antes e depois e utiliza mensuração nominal 
(classificativa). 
 . 
1) Formulação de hipóteses 
Seja M a situação que representa os alunos que escolheram como opção de Matemática, 
na primeira vez que frequentaram o 10º ano, Mat. A e optaram na situação presente, por 
outra opção diferente. 
Seja N a situação que representa os alunos que escolheram como opção de Matemática, 
na primeira vez que frequentaram o 10º ano, outra opção que não Mat. A e optaram na 
situação presente, pela opção Mat. A. 
Pretende-se testar 
0 : ( . ) ( . )M NH p Mat A Outra p Outra Mat A→ = →  
                             vs 1 : M NH p p>  
O teste será efectuado ao nível de significância de 5%. 
                                                 
21
 Ver Anexo 2 
 
Sobre uma tabela da forma 
  Antes 
  - + 
+
 A B 
D
e
po
is
 
- C D 
 
a estatística de teste é 
( )22 1A D
A D
χ
− −
=
+
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2) Regra de decisão 
 
O número de graus de liberdade da distribuição do qui-quadrado é 1.O valor crítico da 
distribuição é ( )21 0,10 2,7χ = . Rejeita-se 0H , ao nível de significância de 5%, se o valor 
observado da estatística de teste 2χ  for superior a 2,7. 
3) Cálculo da estatística de teste 
( ) ( )2 22 1 40 0 1 38,025
40 0obs
A D
A D
χ
− − − −
= = =
+ +
 
 
4) Decisão estatística 
Como 1H  especifica o sentido da diferença prevista, a região de rejeição é unilateral. 
Como 38,025 2,7>   então 0H  é rejeitada em favor de 1H . 
Fica pois estabelecido (ao nível de significância de 5%) que é mais provável que um alu-
no mude de opção da Mat. A para outro tipo de opção do que o contrário. 
 
 
Questão 6: 
6. Desde que está no ensino secundário, alguma vez mudou 
de oferta educativa e formativa?
SIM
22%
NÃO
78%
 
Atendendo às percentagens recolhidas sobre a Questão 6, 22% respondendo “Sim” e 
78% respondendo “Não”, é-nos revelado que a opção de curso, satisfaz, desde o início 
da frequência do ensino secundário, a maioria dos alunos matriculados. Se a percenta-
gem de alunos que mudavam de opção de curso, fosse superior à dos que não muda-
vam, poderia ser um indicador de frustração da maioria dos jovens ou indicativo de pouca 
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maturidade indiciando “ser cedo” a obrigatoriedade de escolha de um percurso estudantil 
definido. Poderia ainda ser indicador de ter sido facultada pouca informação, acerca das 
ofertas formativas existentes em cada uma das escolas, levando a uma opção errada.   
 
 Questão 7: 
7. Alguma vez teve nota negativa a Matemática A no 10º 
ano?
SIM
35%
NÃO
65%
 
 
A interpretação do gráfico circular que resume os resultados das respostas à Questão 7 
poderia induzir em erro. À primeira vista, parece que, a Matemática A é uma disciplina de 
sucesso, uma vez que 65% é a percentagem de alunos que não teve negativa a Matemá-
tica A no 10º ano. Porém, nestes 65% de alunos, estão incluídos aqueles que frequenta-
ram Matemática B e MACS (observe-se 27% do gráfico, correspondente aos resultados 
da questão 5), ou ainda, não tiveram qualquer opção de Matemática (22% por observa-
ção do gráfico correspondente aos resultados à questão 5), no seu percurso estudantil, 
no 10º e/ou 11º anos. É-se pois levado à conclusão de que, efectivamente, apenas 16% 
dos alunos matriculados em Matemática A, não tiveram negativa em Matemática A. Ou 
seja, dos 51% dos alunos inscritos em Matemática A, só 16% é que não tiveram negativa. 
 
De entre os alunos que alguma vez 
tiveram Mat.A, quantos tiveram negativa?
16%
84%
NÃO
SIM
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Questão 8: 
8. Se respondeu SIM às perguntas 6 e 7, a mudança de opção 
está ligada ao facto de ter tido negativa a Matemática A no 
10º ano?
SIM
51%
NÃO
49%
 
O gráfico circular resume as respostas à Questão 8. Foram ao todo,  
        
SIM: 19      
    >>> 0,513514 >>> 51,35% 
Total de Respostas: 37       
 
Entre 37 alunos, que responderam SIM às perguntas 6 e 7, 19 afirmaram ter mudado de 
opção de curso por causa do insucesso obtido na disciplina de Matemática A. 
19 0.5135
37
=  é a proporção de alunos que, tendo reprovado a Matemática A e mudado de 
opção, mudaram por terem reprovado. 
Dado que 51,35% é maior que 50%, pode conjecturar-se que, no Concelho de Vila Nova 
de Gaia, o insucesso, na disciplina de Matemática A, no 10º ano, interfere nas escolhas 
de progressão de estudos e influencia a escolha pela oferta educativa e formativa em que 
a disciplina de componente de formação específica, científica ou tecnológica deixa de ser 
Matemática A para passar a ser outra opção.  
Vai-se efectuar um teste estatístico para averiguar se essa proporção é, significativa-
mente, maior que 0.5: vai efectuar-se um teste de localização (proporção da bino-
mial)22. 
1) Formulação de hipóteses 
Seja p a proporção de alunos na população que, tendo reprovado a Matemática A e 
mudaram de opção, o fizeram precisamente por terem reprovado. 
                                                 
22
 Ver Anexo 2 
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      0 : 0.5H p =  
   vs  1 : 0.5H p >  
O teste será efectuado, ao nível de significância de 5%. 
2) Regra de decisão: 
Quando 0H  é verdadeira, tem-se para a estatística de teste23, ( )0,1ET N∼ . Assim, o 
valor crítico da distribuição é ( )0,95 1,65z = . Rejeita-se 0H  se 1,65ET >  
3) Cálculo da estatística de teste 
( )
19 0,5
37 0,16
0,5 1 0,5
37
ET
−
= =
× −
 
4) Decisão estatística 
Como 0,16 1,65
obsET = < , então 0H  não é rejeitada.  
Com base nesta amostra não se pode afirmar com toda a certeza que o insucesso, na 
disciplina de Matemática A, no 10º ano, interfere nas escolhas de progressão de estudos 
e influencia a escolha pela oferta educativa e formativa em que a disciplina de componen-
te de formação específica, científica ou tecnológica deixa de ser Matemática A para pas-
sar a ser outra opção. Talvez se devesse aumentar a dimensão da amostra. 
Da amostra recolhida, cruzando as respostas às questões 6 e 7, construiu-se a seguinte 
tabela de contingência: 
 
Reprovou a Matemática A  
no 10º Ano 
  SIM NÃO 
SI
M
 
37 22 
M
u
do
u
 
de
 
O
pç
ão
 
de
 
Cu
rs
o
 
N
ÃO
 
58 156 
 perguntas 6 e 7 
                                                 
23
 Ver Anexo 2 
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Observando esta tabela, verifica-se que, por associação, 37 alunos reprovaram a Mate-
mática A e mudaram de curso. Destes 37 alunos, e conforme cálculos apresentados no 
comentário dos resultados às respostas da questão 8, só 19 afirmaram ter mudado de 
opção de curso, pelo facto de terem tido negativa na disciplina de Matemática A. 
Estes 19 alunos correspondem a 20% dos 95 alunos que reprovaram a Matemática A no 
10º ano. 
Observando ainda a tabela e os gráficos circulares  
Reprovou a Matemática A no 10º Ano - SIM
37; 39%
58; 61%
SIM
NÃO
Mudou de 
Opção de 
Curso
        
Reprovou a Matemática A no 10º Ano - NÃO
22; 12%
156; 88%
SIM
NÃO
Mudou de 
Opção de 
Curso
 
constata-se que 59 alunos mudaram de curso e que desses 37 reprovaram a Matemática 
A obtendo-se 37 / 59 = 62,71 %, donde se pode conjecturar a existência de uma eventual 
relação de dependência entre as variáveis: Reprovação a Mat. A no 10º ano e Mudança 
de opção de curso. 
Para averiguar a validade dessa conjectura, vai utilizar-se o teste de associação do qui-
quadrado24, baseado na tabela de contingência indicada, que permitirá verificar se existe 
independência entre as duas variáveis. 
1) Formulação das hipóteses 
0H : Reprovação a Matemática A no 10ºano e Mudança de curso são variáveis indepen-
dentes 
vs 
1H : Reprovação a Matemática A no 10ºano e Mudança de curso não são variáveis inde-
pendentes 
                                                 
24
 Ver Anexo 2 
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O teste será efectuado ao nível de significância de 5%. 
2) Regra de decisão 
O número de graus de liberdade da distribuição do qui-quadrado é ( ) ( )2 1 2 1 1− − =  
Assim, o valor crítico da distribuição é ( )21 0,05 3,84χ = . Rejeita-se 0H  se para o valor 
observado da estatística de Pearson, com correcção de Yates, ''Q , se tiver '' 3,84obsQ > . 
3) Cálculo da estatística de teste 
 
Reprovou a Matemática A  
no 10º Ano 
  SIM NÃO 
SI
M
 37 
(20,53) 
22 
(38,47) 
M
u
do
u
 
de
 
O
pç
ão
 
de
 
Cu
rs
o
 
N
ÃO
 
58 
(74,47) 
156 
(139,53) 
 
 
Entre parêntesis curvos estão os valores de cada frequência esperada. 
( ) ( ) ( ) ( )2 2 2 2
''
37 20,53 0,5 22 38,47 0,5 58 74, 47 0,5 156 139,53 0,5
24,3
20,53 38, 47 74, 47 139,53obs
Q − − − − − − − −= + + + =
 
4) Decisão estatística 
Como ( )'' 2124,3 0,05 3,84obsQ χ= > =   então 0H  é rejeitada. 
Fica pois estabelecido (ao nível de significância de 5%) que as variáveis “Rep. a Mat.A no 
10ºano” e “Mudança de Curso” não são independentes: há uma relação de dependência 
entre as duas variáveis em causa. 
 
 
Averigua-se agora se dentre os alunos que frequentaram alguma vez Matemática A, no 
10º ou 11º ano, existe associação entre a reprovação a Matemática A e uma eventual 
mudança da opção Matemática A. 
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Da amostra recolhida obtiveram-se os seguintes resultados: 
  Reprovou a Mat. A 
  NÃO SIM 
N
ÃO
 
48 50 
M
u
da
ra
m
 
de
 
M
a
t. 
A 
SI
M
 
7 33 
 
 
Nesta tabela encontram-se, contabilizados, 138 alunos que frequentaram, pelo menos no 
10º ou no 11º ano, Matemática A. Constata-se que 33 dos 138 alunos (correspondente a 
24%) reprovaram a Matemática A e mudaram da opção Matemática A. 
Constata-se ainda que 33 dos 40 alunos que mudaram da opção de Matemática A, 
reprovaram a Matemática A. Em percentagem obtém-se 33 / 40 = 82,50% que indicia 
existir uma relação de dependência entre as duas variáveis representadas na tabela. 
Efectua-se o teste de associação do qui-quadrado: 
Formulação de hipóteses 
0H : As variáveis Rep. a Mat. A e Mudança de opção de Mat. A são variáveis indepen-
dentes 
vs 
1H : As variáveis Rep. a Mat. A e Mudança de opção de Mat. A não são variáveis inde-
pendentes 
 
O teste será efectuado ao nível de significância de 5%. 
 
1) Regra de decisão 
 
O número de graus de liberdade da distribuição do qui-quadrado é 1.O valor crítico da 
distribuição é ( )21 0,05 3,84χ = . Rejeita-se 0H  se o valor observado da estatística de 
Pearson, com correcção de Yates, ''Q  for maior do que 3,84. 
 141 
 
 
2) Cálculo da estatística de teste 
 
 
Reprovou a Matemática A 
2ª variável 
 
  NÃO SIM 
N
ÃO
 
 
48 
(39,06) 
 
50 
(58,94) 
M
u
da
ra
m
 
de
 
M
a
t.A
 
!ª 
va
riá
ve
l 
SI
M
 7 
(15,94) 
33 
(24,06) 
 
( ) ( ) ( ) ( )2 2 2 2
''
48 39,06 0,5 50 58,94 0,5 7 15,94 0,5 33 24,06 0,5
10, 46
39,06 58,94 15,94 24,06obs
Q − − − − − − − −= + + + =
 
 
3)  Decisão estatística 
 
Como ( )'' 2110,46 0,05 3,84obsQ χ= > =   então 0H  é rejeitada. 
Fica pois estabelecido (ao nível de significância de 5%) que as variáveis “Rep. a Mat.A” e 
“Mudar de opção de Mat. A” não são independentes. 
 
Conclusão 
 
Com base na Estatística Descritiva, construíram-se tabelas e gráficos para representar, 
convenientemente, a informação recolhida nos inquéritos e fez-se a análise e interpreta-
ção dessa informação. A realização de testes de hipóteses permitiu inferir, a partir dos 
dados amostrais, propriedades da população estudantil das Escolas Secundárias de Vila 
Nova de Gaia.  
Assim concluiu-se que o facto de se reprovar a Matemática A influencia a mudança para 
outra opção, diferente de Matemática A (outra ou nenhuma) e muitas vezes influencia 
mesmo a opção por outro curso diferente, em que não exista a disciplina de Matemática 
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A. Verificou-se também que existe um maior número de alunos que optam por mudar da 
opção Matemática A para outra qualquer (B, MACS ou nenhuma) do que a situação con-
trária. 
Havia a curiosidade de verificar se na população estudantil das escolas secundárias de 
Gaia se confirmava que a disciplina de Matemática A era causadora do insucesso dos 
alunos, ao ponto de os obrigar a mudar de opção de curso. Com a amostra recolhida e 
com a análise estatística efectuada concluiu-se que não se pode afirmar com toda a cer-
teza que o insucesso, na disciplina de Matemática A, no 10ºano, interfere nas escolhas 
de progressão de estudos e influencia a escolha pela oferta educativa e formativa em que 
a disciplina de componente de formação específica, científica ou tecnológica deixa de ser 
Matemática A para passar a ser outra opção. 
Da experiência como professora de Matemática numa das escolas secundárias de Gaia, 
que não as seleccionadas para o estudo, desconfiava que a mudança para uma opção 
diferente de percurso escolar não estava dependente do insucesso a Matemática A, uma 
vez que obtive até aos dias de hoje, nas turmas de ensino secundário que leccionei, mais 
de 50% de sucesso a Matemática A. 
Na comunicação social lê-se: 
“Do ano passado para este, a média no exame de 12.º ano a Matemática A e dos alunos 
internos subiu de 10,6 (2007) para 14 valores; e a de Matemática B (dirigida para a área 
das Artes) de 8,6 para 13,1. A taxa de reprovações desceu, respectivamente, de 18 e 
24% para 7%” – Jornal de Notícias de 5 de Julho de 2008. 
Crê-se de facto que com o esforço de todos, alunos, professores, encarregados de edu-
cação, a imagem negativista da Matemática começa a modificar e quiçá passar a ser 
definitivamente uma das disciplinas de sucesso, em termos finais positivos de avaliação. 
Concordo com as palavras optimistas do professor João Filipe Queiró, professor do 
Departamento de Matemática da Universidade de Coimbra, quando afirma no seu artigo 
“A Matemática em Portugal no início do século XXI”, publicado na Revista da Casa 
Museu Abel Salazar, Janeiro-Junho de 2005: 
          “Tudo somado, a Matemática e o seu estudo vivem em Portugal um momento de 
dinamismo, com problemas e preocupações, mas também com razões para optimis-
mo.(…) Nunca como hoje, repete-se, houve no nosso país tantos matemáticos activos na 
investigação. Nunca houve tantas iniciativas científicas por parte de centros e associa-
ções. Os cursos de Matemática continuam a atrair todos os anos jovens com grande 
potencial. Assim saiba a comunidade matemática portuguesa desenvolver-se em quali-
dade e resistir à instabilidade do sistema de ensino superior e de investigação.” 
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Mas… ficou a vontade de trabalhar mais … 
• A comunicação social e as associações de professores afirmaram serem os exa-
mes de 9ºano fáceis de mais E porque não investigar se de facto houve facilitismo nos 
exames nacionais deste ano? 
Os exames nacionais de 9º ano poderiam constituir uma excelente avaliação diagnóstica 
no início de um 10ºano, no próximo ano lectivo … 
• Será que os resultados melhoraram fruto da implementação do PAM (Plano de 
Acção para a Matemática)? Que actividades e acções desenvolvem agora os professores 
que antes não desenvolviam? Será que os professores foram obrigados a diversificar 
estratégias de ensino e que tais estratégias resultaram em sucesso educativo? De que 
modo? Como se quantifica esse sucesso? 
• Será que o novo Estatuto da Carreira Docente obrigou a uma mudança da meto-
dologia de ensino dos professores? 
 
Há tanto que estudar e reflectir …  
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Anexo 1 
População Alvo 
Escola Secundária Almeida Garrett 
Ano / Turma Nº de alunos Cursos 
10ºA 26 Artes Visuais 
10ºB 26 Ciências e Tecnologias 
10ºC 26 Ciências e Tecnologias 
10ºD 25 Ciências e Tecnologias 
10ºE 26 Ciências e Tecnologias 
10ºF 26 Ciências e Tecnologias 
10ºG 26 Ciências e Tecnologias 
10ºH 24 Ciências Sócioeconómicas 
10ºI 26 Línguas e Humanidades 
10ºJ 26 Línguas e Humanidades 
11ºA 26 Artes Visuais 
11ºB 27 Ciências e Tecnologias 
11ºC 27 Ciências e Tecnologias 
11ºD 21 Ciências e Tecnologias 
11ºE 27 Ciências e Tecnologias 
11ºF 22 Ciências e Tecnologias 
11ºG 28 Ciências e Tecnologias 
11ºH 27 Ciências Sócioeconómicas 
11ºI 25 Línguas e Humanidades 
11ºJ 22 Línguas e Humanidades 
TOTAL 509 
 
 
 
Escola Secundária de Valadares 
Ano / Turma Nº de alunos Cursos 
10ºA 24 Ciências e Tecnologias 
10ºB 22 Ciências e Tecnologias 
10ºC 21 Ciências e Tecnologias 
10ºD 23 Ciências e Tecnologias 
10ºE 24 Artes Visuais 
10ºF 23 Línguas e Humanidades 
11ºA 24 Ciências e Tecnologias 
11ºB 24 Ciências e Tecnologias 
11ºC 16 Ciências e Tecnologias 
11ºD 21 Artes Visuais 
11ºE 20 Ciências Sociais e Humanas 
11ºF 16 Ciências Sociais e Humanas 
11ºAS1 23 Tecnológico de Acção Social 
11ºAS2 22 Tecnológico de Acção Social 
TOTAL 303 
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Escola Secundária de Canelas 
Ano / Turma Nº de alunos Cursos 
10ºA 27 Ciências e Tecnologias 
10ºB 27 Ciências e Tecnologias 
11ºA 19 Ciências e Tecnologias 
11ºB 26 Ciências e Tecnologias 
11ºC 20 Ciências Sociais e Humanas 
11ºD 14 Tecnológico de Informática 
TOTAL 133 
 
 
 
Escola Secundária Canidelo - Inês de Castro 
Ano / Turma Nº de alunos Cursos 
10ºA 26 Ciências e Tecnologias 
10ºB 27 Ciências e Tecnologias 
10ºC 27 Ciências e Tecnologias 
10ºD 29 Línguas e Humanidades 
10ºE 25 Artes Visuais 
11ºA 25 Artes Visuais 
11ºB 20 Ciências Sociais e Humanas 
11ºC 21 Ciências e Tecnologias 
11ºD 18 Ciências e Tecnologias 
11ºE 31 Ciências e Tecnologias 
TOTAL 249 
 
 
Escola Secundária dos Carvalhos 
Ano / Turma Nº de alunos Cursos 
10ºA 26 Ciências e Tecnologias 
10ºB 26 Ciências e Tecnologias 
10ºC 27 Ciências e Tecnologias 
10ºD 28 Ciências e Tecnologias 
10ºE 26 Línguas e Humanidades 
10ºF 24 Línguas e Humanidades 
11ºA 23 Ciências e Tecnologias 
11ºB 24 Ciências e Tecnologias 
11ºC 22 Ciências e Tecnologias 
11ºD 24 Ciências Sociais e Humanas 
11ºE 31 Tecnológico de Informática 
11ºF 16 Tecnológico de Administração 
11ºG 21 Tecnológico de Acção Social 
11ºH 21 Tecnológico de Acção Social 
TOTAL 339 
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Escola Secundária António Sérgio 
Ano / Turma Nº de alunos Cursos 
10ºA 20 Ciências e Tecnologias 
10ºB 19 Ciências e Tecnologias 
10ºC 22 Ciências e Tecnologias 
10ºD 18 Línguas e Humanidades 
10ºL 18 Línguas e Humanidades 
11ºA 18 Ciências e Tecnologias 
11ºB 23 Ciências e Tecnologias 
11ºC 16 Ciências e Tecnologias 
11ºD 12 Ciências Sociais e Humanas 
11ºE 19 Ciências Sociais e Humanas 
11ºI 7 Línguas e Literaturas 
TOTAL 192 
 
 
Escola Secundária de Arcozelo 
Ano / Turma Nº de alunos Cursos 
10ºA 28 Ciências e Tecnologias 
10ºB 20 Ciências e Tecnologias 
10ºC 29 Línguas e Humanidades 
11ºA 19 Ciências e Tecnologias 
11ºB 22 Ciências e Tecnologias 
11ºC 23 Ciências Sociais e Humanas 
11ºD 15 Tecnológico de Desporto 
TOTAL 156 
 
 
Escola Secundária Oliveira do Douro 
Ano / Turma Nº de alunos Cursos 
10ºA 24 Ciências e Tecnologias 
10ºB 19 Ciências e Tecnologias 
10ºC 24 Ciências e Tecnologias 
10ºD 19 Línguas e Humanidades 
10ºE 22 Tecnológico de Desporto 
11ºA 16 Ciências e Tecnologias 
11ºB 22 Ciências e Tecnologias 
11ºC 18 Ciências Sociais e Humanas 
11ºD 16 Tecnológico de Desporto 
11ºE 16 Tecnológico de Acção Social 
TOTAL 196 
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Anexo 2 
TESTES DE HIPÓTESES 
 
Um dos procedimentos da Inferência Estatística (além da definição de estimativas pon-
tuais e por intervalo) é o dos testes de hipóteses. 
O objectivo fundamental dos testes de hipóteses é o de verificar se as estimativas obti-
das, a partir dos dados amostrais, são ou não compatíveis com valores, previamente 
fixados, dos correspondentes parâmetros populacionais. 
 
Metodologia25 utilizada nos testes de hipóteses: 
1. Definição das hipóteses 
2. Identificação da estatística de teste e caracterização da sua distribuição 
3. Definição da regra de decisão, com especificação do nível de significância do tes-
te 
4. Cálculo da estatística de teste e tomada de decisão. 
 
1. Definição das hipóteses 
Uma hipótese é uma conjectura acerca de uma ou mais populações. As hipóteses podem 
ser relativas ao valor de um parâmetro populacional ou à comparação, entre parâmetros, 
pertencentes a duas populações, ou podem não envolver parâmetros populacionais. 
Definem-se duas hipóteses, a alternativa, 1H  (é a hipótese que se pretende verificar), e a 
hipótese nula, 0H  (hipótese complementar à hipótese alternativa). A estratégia que se 
utiliza é tentar suportar a validade de 1H , uma vez provada a inverosimilhança de 0H  ou 
seja, se se provar que 0H  é falsa, então fica corroborado que 1H  é verdadeira. 
Nos testes paramétricos: 
i. A hipótese alternativa, 1H  contém sempre uma desigualdade (>, < ou ≠ ) mas 
nunca uma igualdade; 
ii. A hipótese nula é considerada verdadeira, ao longo do procedimento do teste, até 
ao momento em que haja evidência estatística clara, a apontar em sentido contrá-
                                                 
25
 Guimarães, Rui Campos. Cabral, José ª Sarsfield, 2007. Estatística. McGrawHill, Madrid 
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rio. Se se rejeitar 0H , então 1H  é válida, dado ser a hipótese alternativa e com-
plementar de 0H . 
iii. 0H  tem sempre uma igualdade (= ou ≥   ou  ≤ ) 
iv. quando a hipótese alternativa contiver uma desigualdade (> ou <), o teste diz-se 
unilateral (à direita para > e à esquerda para <). Quando a hipótese alternativa 
envolver uma não igualdade (sinal ≠ ), o teste diz-se bilateral. 
 
2. Identificação da estatística de teste e caracterização da sua distribuição 
A estatística de teste (ET) é a que é usada para verificar a plausibilidade da hipótese 0H . 
É necessário conhecer a distribuição da ET, quando se admitir que 0H  é verdadeira. 
 
3. Definição da regra de decisão, com especificação do nível de significância do tes-
te 
Deve fixar-se o valor a partir do qual se considera improvável a validade da hipótese nula 
– diz-se que se define a regra de decisão para o teste. A formalização desta regra passa 
pela especificação de uma região de rejeição. 
 
Nível de significância – é a probabilidade α  de, no caso de 0H  ser verdadeira, a ET per-
tencer à região de rejeição e representa a probabilidade, ou o risco, de se incorrer no erro 
de rejeitar 0H  quando 0H  é verdadeira – é o erro de Tipo I. 
ET(α ) é o valor crítico da estatística de teste. 
 
4. Cálculo da estatística de teste e tomada de decisão. 
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Calcula-se a estatística de teste e, face ao valor obtido, aplica-se a regra de decisão. 
Por exemplo, relativamente ao esquema: 
 
A esta região de rejeição corresponde a regra de decisão: 
i. Se ET>ET(α ) então 0H  será rejeitada 
ii. Se ET não se situar dentro da região de rejeição, então 0H  não será rejeitada (e 
o resultado do teste diz-se inconclusivo). 
 
Valor de prova 
 
O valor de prova é calculado admitindo que 0H  é verdadeira e corresponde à probabili-
dade de a estatística de teste tomar um valor igual ou mais extremo do que aquele que 
de facto é observado, isto é, o valor de prova, ou valor P é uma medida do grau com que 
os dados amostrais contradizem a hipótese nula. 
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Quanto menor for o valor de prova, maior será o grau com que a hipótese nula é contradi-
ta. 
Exemplo: Mais esclarecedor que dizer que 0H  foi rejeitada ao nível de significância de 
5% é afirmar que isso sucedeu e que o valor de prova foi, suponha-se, de 0.3%. 
Quando o teste é bilateral e no cálculo do valor de prova, devem tomar-se, em considera-
ção, ambas as caudas da distribuição da estatística de teste. 
 
Erro do Tipo II. Potência do teste 
 
Erro Tipo II – é o erro que corresponde a não se rejeitar 0H  quando 1H  é verdadeira. 
Denota-se por β . A expressão 1 β−  traduz a probabilidade de rejeitar 0H  quando 0H  é 
falsa isto é, a probabilidade de, correctamente, rejeitar uma hipótese nula falsa – é a 
potência do teste. 
 
Resultados possíveis associados a um teste de hipóteses: 
 
 0H  verdadeira 0H  falsa 
0H  rejeitada 
Erro Tipo I 
(probabilidade α ) 
Decisão Correcta 
(probabilidade 1 β− ) 
0H  não rejeitada 
Decisão Correcta 
(probabilidade 1 α− ) 
Erro Tipo II 
(probabilidade β ) 
 
Relação entre testes de hipóteses e intervalos de confiança 
 
A relação existente, entre os testes de hipóteses e os intervalos de confiança, pode 
enunciar-se do seguinte modo: uma hipótese nula 0 0:H θ θ=  pode ser rejeitada a um 
nível de significância  α  se, e só se, o intervalo de confiança de θ  a ( )1 .100%α−  não 
incluir o valor de 0θ . Esta condição impõe que o intervalo de confiança seja compatível 
com a natureza de 1H , isto é, impõe que, para testes bilaterais, se construam intervalos 
de confiança bilaterais e, para testes unilaterais (num sentido), se construam intervalos 
de confiança unilaterais (no mesmo sentido). Então, também se pode recorrer a testes de 
hipóteses, utilizando intervalos de confiança. 
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Descrição de um Teste de Hipóteses, paramétrico, que vai ser utilizado na análise 
dos resultados obtidos na realização do inquérito: 
 
Teste de localização – Teste à proporção binomial 
Suponha-se que se está perante uma população, constituída por elementos de dois tipos. 
Por exemplo, peças boas e más, homens gordos e magros, cidadãos com olhos claros e 
escuros,... 
Admita-se que se dispõe de uma amostra de grande dimensão e que Y  representa o 
número de elementos de um dos dois tipos incluídos em amostras de dimensão N . 
Então, ˆ /p Y N=  representa a proporção amostral dos elementos do tipo considerado e 
distribui-se de uma forma, aproximadamente, Normal (no caso de . 7N p >  e de 
( ). 1 7N p− > ), com valor esperado P  e variância ( ). 1 /p p N−   . 
As hipóteses a considerar num teste relativo à proporção binomial, p , são: 
0 0:H p p=  
1 0 0 0: ,H p p p p ou p p≠ < >  
Estatística de Teste: 
( )
0
0 0. 1
Y p
NET
p p
N
−
=
−
 
 
Quando 0H  é verdadeira, ( )0,1ET N∼  
 
Testes não paramétricos 
 
Os testes de hipóteses dizem-se paramétricos se incidem, explicitamente, sobre um 
parâmetro de uma ou mais populações (por exemplo, média ou variância) e se a distri-
buição da estatística de teste pressupõe uma forma particular da(s) distribuição(ões) 
populacional(ais) envolvida(s). 
Os testes de hipóteses dizem-se não-paramétricos, se violam, pelo menos, uma das con-
dições referidas. 
A fronteira entre os dois tipos de testes não é muito rigorosa. 
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Descrição de Testes de Hipóteses, não paramétricos, que vão ser utilizados na aná-
lise dos resultados obtidos na realização do inquérito: 
 
 Testes de associação 
 
Teste do qui-quadrado baseado na tabela de contingência: 
 
 1Y  2Y  ... jY  TOTAL 
1X  11N  12N  ... 1 jN  1N •  
2X  21N  22N  ... 2 jN  2N •  
... ... ... ... ... ... 
iX  1iN  2iN  ... ijN  iN •  
TOTAL 1N•  2N•  ... jN•  N 
 
ijN : frequência observada na célula ij  
1
J
i ij
j
N N
•
=
=∑  frequência marginal observada na categoria iX  
1
I
j ij
i
N N
•
=
= ∑  frequência marginal observada na categoria jY  
1 1
I J
ij
i j
N N
= =
=∑∑  dimensão da amostra 
 
Este teste permite verificar a independência entre duas variáveis que, expressas em 
qualquer escala, pertencem a classes mutuamente exclusivas e exaustivas. Admita-se 
que os resultados que nelas aparecem, resultam de amostras aleatórias. Os resultados 
representam o número de observações, incluídas nas diferentes combinações das clas-
ses, nas quais as duas variáveis, em estudo, se exprimem. 
O objectivo deste teste é verificar se as duas variáveis, X  e Y em estudo, são ou não 
relacionadas. As hipóteses, nula e alternativa, são: 
0H : as variáveis X  e Y  são independentes 
1H : as variáveis X  e Y  não são independentes 
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Na hipótese alternativa, nada se diz sobre o tipo de relacionamento das variáveis em 
estudo. 
 
Admitindo que 0H   é verdadeira, as frequências esperadas, ije  nas células ( ),i j  calcu-
lam-se do seguinte modo: 
ij j i ji
ij
e N N NN
e
N N N N
• • ••
×
= × ⇔ =  
A expressão da Estatística de Teste é 
( )2
1 1
''
I J
ij ij
i j ij
N e
ET Q
e
= =
−
= = ∑∑  
No caso de 0H  ser verdadeira, ET segue, aproximadamente, uma distribuição do Qui-
quadrado com ( ) ( )1 1I J− × −  graus de liberdade. 
 Valores baixos de ''Q  suportam a hipótese nula, pelo que os valores críticos do 
teste devem ser fixados na cauda direita da distribuição ( )( )
2
1 1I Jχ − − . 
 O teste de independência não deve ser usado26 se mais do que 20% das frequên-
cias ije  forem inferiores a 5 ou se alguma das frequências ije  for menor do que 1. 
 No caso de I=J=2, a estatística de teste deverá ser modificada, de acordo com a 
correcção de Yates: 
( ) ( )
2
2 2
1 1
0,5ij ij
i j ij
N e
ET corrigida
e
= =
− −
= ∑∑  
 
Esta correcção permite uma melhor aproximação da ET à distribuição 21χ . 
 
 A Prova de McNemar para a Significância de Mudanças (caso de duas amos-
tras relacionadas) 
 
A prova de McNemar para a significância de mudanças é aplicável aos planeamentos do 
tipo “antes e depois”. Nestas situações, cada indivíduo pode servir como seu próprio con-
trolo, utilizando-se a mensuração, em escala nominal, para avaliar as alterações da situa-
ção “após” em relação à situação “antes”. 
                                                 
26
 segundo Guimarães, Rui Campos. Cabral, José ª Sarsfield, 2007. Estatística. McGrawHill, Madrid 
 160 
Para comprovar a significância de qualquer mudança observada, por este método, cons-
trói-se uma tabela de frequências de quatro casas para representar o primeiro e o segun-
do conjunto de reacções dos mesmos indivíduos. 
 
 
Tabela de Quatro Casas para a Prova de Significância de Mudanças 
 
  Antes 
  - + 
+
 A B 
D
e
po
is
 
- C D 
 
“+” e “-“ representam diferentes reacções. 
 
Os casos que acusam modificações entre a primeira e a segunda reacção aparecem nas 
células B e C. Como A+D é o número total de indivíduos que acusaram modificação, a 
perspectiva, sob a hipótese de nulidade, era que 1
2
(A+D) acusassem modificações num 
sentido e 1
2
(A+D) acusassem modificações noutro sentido, isto é, 1
2
(A+D) é a frequên-
cia esperada, sob 0H , tanto na célula A como na célula D. 
 
Na prova de McNemar, da significância de mudanças, está-se só interessado nas células 
A e D. 
A= número de casos observados na célula A 
D= número de casos observados na célula D 
1
2
(A+D)= número esperado de casos, tanto na célula A como na D. 
 
 
Então, 
2 2
2 2 2
2 2
A D A DA D
A D A Dχ
+ +   
− −   
   
= +
+ +
   
( )22 A D
A D
χ −=
+
  com 1 grau de liberdade 
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Correcção de continuidade 
A correcção de continuidade (Yates, 1934) é uma tentativa de remover a fonte de erro 
que surge de se utilizar uma distribuição contínua (qui-quadrado), para aproximar uma 
distribuição discreta. Quando todas as frequências esperadas são pequenas, tal aproxi-
mação pode ser fraca. 
Utiliza-se a expressão ( )
2
2 1A D
A D
χ
− −
=
+
  com 1 grau de liberdade. 
O grau de significância de qualquer valor, determinado através da expressão anterior, é 
determinado mediante as tábuas de valores críticos do qui-quadrado. Se o valor observa-
do de 2χ  é igual ou maior do que o valor exibido na tabela do qui-quadrado, para deter-
minado nível de significância e 1 grau de liberdade, então a implicação é que existe efeito 
“significativo” nas reacções “antes” e “depois”. 
 
Resumo: 
Estágios da prova de McNemar 
1. .Enquadrar as frequências observadas numa tabela de quatro casas na forma 
 
  Antes 
  - + 
+
 A B 
D
e
po
is
 
- C D 
 
“+” e “-“ representam diferentes reacções. 
2. Determinar as frequências esperadas nas células A e D , E= 1
2
(A+D) 
Se as frequências esperadas forem inferiores a 5, aplicar a prova binomial27 em substitui-
ção da prova de McNemar. 
3. Se as frequências esperadas não forem inferiores a 5, calcular o valor de 2χ  
através da expressão ( )
2
2 1A D
A D
χ
− −
=
+
 
4. Mediante a tabela do 2χ , determinar a probabilidade, sob 0H , associada a um 
valor tão grande quanto o valor observado de 2χ . Se se tratar de uma prova uni-
                                                 
27
 descrita a partir da pág. 39 in Siegel, Sidney, Estatística não-paramétrica, 1975. McGrawHill, Brasil 
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lateral, dividir por dois o valor da probabilidade exibido na Tábua de valores, já 
referida. Se o valor da probabilidade, para o valor observado de 2χ  com 1 grau 
de liberdade, não superar α , então deve-se rejeitar 0H  em favor de 1H  
 
