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Fig. 1. Our method learns to importance in primary sample space. While our approach is independent of specific light transport effects, we apply it here to
direct and one bounce indirect illumination. This scene has 27 light sources, and we achieve a significant variance reduction over uniformly sampling the lights.
Importance sampling is one of the most widely used variance reduction
strategies in Monte Carlo rendering. In this paper, we propose a novel im-
portance sampling technique that uses a neural network to learn how to
sample from a desired density represented by a set of samples. Our approach
considers an existing Monte Carlo rendering algorithm as a black box. Dur-
ing a scene-dependent training phase, we learn to generate samples with
a desired density in the primary sample space of the rendering algorithm
using maximum likelihood estimation. We leverage a recent neural network
architecture that was designed to represent real-valued non-volume pre-
serving (“Real NVP”) transformations in high dimensional spaces. We use
Real NVP to non-linearly warp primary sample space and obtain desired
densities. In addition, Real NVP efficiently computes the determinant of the
Jacobian of the warp, which is required to implement the change of integra-
tion variables implied by the warp. A main advantage of our approach is
that it is agnostic of underlying light transport effects, and can be combined
with many existing rendering techniques by treating them as a black box.
We show that our approach leads to effective variance reduction in several
practical scenarios.
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1 INTRODUCTION
Importance sampling has been recognized as a key technique for
variance reduction right from the inception of Monte Carlo ren-
dering algorithms [13]. Today, importance sampling of BRDFs, en-
vironment maps, direct illumination from many light sources, or
visibility are standard features in Monte Carlo path tracing systems.
A number of advanced techniques have also been developed to
jointly importance sample several of these factors. Many of these
approaches rely on an analytical analysis of scene properties, such
as the surface appearance models and BRDFs used in the scenes.
In contrast, we propose a technique that treats an existing Monte
Carlo renderer as a black box and learns how to importance sample
entire paths in primary sample space (Figure 1). Our approach first
acquires a set of training samples for a given scene using the existing
renderer. Based on these samples, we learn to generate a desired
scene-dependent target density in the primary sample space (PSS)
of that renderer. In the subsequent rendering step, instead of feeding
the renderer with uniform PSS samples, we provide samples drawn
from the learned target density. By specifying a suitable target
density, we achieve effective variance reduction compared to using
the existing renderer with the usual uniform primary sample space.
The key component of our approach is a recent neural network
architecture that was designed to represent real-valued non-volume
preserving (“Real NVP”) transformations in high dimensional spaces.
This approach learns a one-to-one, non-linear warp between two
high-dimensional spaces. In addition, the computation of the warp
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is structured such that the forward warp, its inverse, and the deter-
minant of its Jacobian can all be computed effectively. We leverage
these properties to learn a warp from a uniform to a desired non-
uniform target density in primary sample space. The advantages
of our approach are that it treats a renderer as a black box and is
agnostic to specific light transport effects, hence it can be combined
with many existing algorithms.
Conceptually, our approach has similarities to several previous
strategies. Primary sample space Metropolis (PSS-MLT) sampling
can also importance sample any desired target density by operating
in primary sample space while treating an existing renderer as a
black box [16], similar to our approach. PSS-MLT can be inefficient,
however, because it often needs to reject many proposed paths to
achieve the desired density. In contrast, our approach never rejects
samples during rendering. Several previous techniques acquire a
set of initial samples to build up data structures that approximate
the desired density, and then can be used to perform importance
sampling during subsequent rendering passes. The advantage of
our approach is that we treat the renderer as a black box, and we do
not need to implement additional data structures such as octrees,
spatial samplings of the scene, or explicit density models. Instead,
the information learned from an initial set of samples is captured by
the Real NVP neural network. In summary, the main contribtions
of this paper are:
• A novel formulation of importance sampling of entire light
paths as a non-linear warp in primary sample space.
• A novel technique to learn the primary sample space warp
using a suitable neural network architecture.
• A demonstration that this approach can effectively reduce
variance of Monte Carlo path tracers in several scenarios.
2 RELATED WORK
2.1 Importance sampling in Monte Carlo Rendering
Already when introducing the rendering equation, Kajiya [13] dis-
cussed importance sampling as a technique to reduce variance in
Monte Carlo rendering. Importance sampling aims to obtain samples
with a probability density that is proportional to a desired target
density function, and by designing target densities similar to the
integrand, variance can be reduced. In Monte Carlo path tracing, the
target density function can be defined either as a product of local
densities in an incremental manner, or directly as a density in global
path space. Accordingly, two categories of importance sampling
techniques have been studied in past decades.
Incremental sampling. When light paths are constructed in
an incremental way, it is natural to perform importance sampling
locally in each step. For example, BRDF and light sampling tech-
niques construct a path segment by separately mimicking the local
distribution of cosine weighted BRDF and incident illumination,
respectively. To further reduce the estimator’s variance, Veach and
Guibas [24] introduced multiple importance sampling to combine
the advantages of individual path sampling techniques. We refer to
standard texts for an overview of the extensive literature [21]. In
general, importance sampling techniques can be categorized into
two broad groups: “a priori” methods that construct target densities
and sampling techniques using analytical approximations of the
integrand (for example, Heitz and d’Eon [11] among many others),
and “a posteriori” methods that fit target densities based on em-
pirically acquired samples of the integrand [19, 27]. The technique
by Clarberg [5] is an a priori method that performs importance
sampling of products of environment maps, BRDFs, and visibility by
representing them using wavelets. They achieve importance sam-
pling by evaluating wavelet products on the fly and constructing a
hierarchical warp accordingly, which has some similarities to our
warp-based importance sampling. Our approach, however, oper-
ates in an a posteriori manner and it does not rely on a specific
representation of the integrand, such as using wavelet products.
Our approach is also more general and can be applied to any light
transport effect. Recently, a Bayesian method has been proposed
to sample direct illumination that can be considered a combination
of a priori and a posteriori strategies [26]. Our approach considers
entire light paths instead of performing incremental sampling, and
is not limited to direct illumination sampling.
Global sampling. Instead of importance sampling individual
path segments, Metropolis light transport [25] treats a complete
path as a single sample in a global path space that is also used to
define the target density. A new path is sampled from a Markov
process by mutating an existing path according to a scalar con-
tribution function. Various parameterizations of path space have
been proposed to efficiently explore it using Markov chain meth-
ods [12, 15, 16, 18], and techniques have been proposed to combine
different parameterizations to even further improve the sampling
process [3, 9, 20].
Our approach is similar to global path sampling techniques since
we also importance sample entire paths. In particular, we also sample
paths in primary sample space as proposed by Kelemen et al. [16],
which is simply a multi-dimensional unit cube. As in Kelemen’s
approach, we also build on existing path construction techniques
that map primary sample space parameters into geometric paths,
and that we treat as a black box. In contrast, our approach does
not rely on Markov chain sampling, however. Instead, we obtain a
non-linear, one-to-one mapping of primary sample space onto itself
that produces the desired target density.
2.2 Deep Learning to Sample Complex Data Distributions
Recently, various neural network architectures have been proposed
to learn generative models of high-dimensional data, such as images
and videos. A generative model learns to transform random samples
from a latent space into samples of some observable data, for exam-
ple images, such that the distribution of the generated data matches
the distribution of an observed set of data samples. Some of the
most successful techniques include generative adversarial networks
(GANs) [8] and variational autoencoders (VAEs) [17]. Our idea is to
use such a learned mapping from a latent to a data space to perform
importance sampling of entire light paths. A key requirement for
this is that we need to be able to efficiently compute the Jacobian
of this mapping, such that we can use it to perform a change of
integration variables. However, the computation of the Jacobian in-
volved in deep neural network is costly in techniques such as GANs
or VAEs. Instead, we leverage a recent neural network architecture
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called “Real NVP” [6] that was specifically designed as an invertible
mapping whose Jacobian can be computed easily.
2.3 Deep Learning in Monte Carlo Rendering
Deep learning has been successfully applied to denoise Monte Carlo
rendering results [2, 4], and such techniques are commonly used in
production rendering today. Our approach is orthogonal to these
techniques and can be combined with any state of the art denoiser.
Neural networks have also been used as a regression architecture
to interpolate radiance values from sparse samples [14, 22]. These
methods, however, do not converge to ground truth solutions, since
they rely on directly predicting radiance based on a model learned
from a limited amount of data. In contrast, we learn how to sample,
and we compute accurate sampling densities that can be used to
perform unbiased importance sampling. While we do not have a the-
oretical proof that our approach reduces variance, we demonstrate
significant variance reduction in several practical scenarios.
3 BACKGROUND
The path integral formulation [25] of the rendering equation [13]
expresses the value Ij of each pixel j as an integral over the space
of all light paths,
Ij =
∫
Ω
fj (x)dµ(x), (1)
where x is a light path, dµ is a measure on the space of paths, and
fj is the measurement contribution function. In addition, Ω is the
space of all light paths, consisting of the union of light paths of all
lengths k , Ω = ∪kΩk .
An important observation is that there are many ways to param-
eterize light paths, and each parameterization has its own measure
dµ. Considering only light paths of a certain length k , however,
it is always possible to define a mapping Φk from a canonical pa-
rameterization over the 2(k + 1)-dimensional unit cube1 to Ωk ,
that is, Φk : [0, 1]2(k+1) → Ωk . This is also called primary sample
space [16], and indeed each Monte Carlo rendering algorithm im-
plicitly evaluates Φk when constructing light paths. Using Φk to
perform a change of integration variables, we can rewrite the path
integral formulation as
Ij,k =
∫
Ωk
fj (x)dµ(x) =
∫
[0,1]2(k+1)
fj (Φk (y))
 ∂Φk (y)∂y  dy, (2)
where Ij,k denotes the contribution of all paths of length k to pixel
j, y ∈ [0, 1]2(k+1), and the notation |·| is shorthand for the determi-
nant of the Jacobian matrix. Figure 2(a) illustrates the notation in
Equation 2.
In this view, incremental importance sampling techniques dis-
cussed in Section 2.1 imply certain mappings Φk from primary sam-
ple space to geometric paths, and the effect of importance sampling
is absorbed in the mapping Φk . Usually, the integral in Equation 2
is estimated using uniform sampling in primary sample space,
1This assumes that path vertices are on surfaces, and each of them is parameterized
using two numbers. Depending on the details of the renderer, however, more parameters
may be involved in practice, for example to select BRDF components.
Fig. 2. Comparison of the conventional approach and ours: (a) Usually,
primary sample space (PSS) is sampled uniformly. Each point y in primary
sample space (PSS) of dimension 2(k + 1) corresponds to a geometric path
x of length k via a mapping Φk . Conventional importance sampling is
accounted for by the determinant of the Jacobian of Φk . (b) Our approach
introduces a non-linear warp Ψk in primary sample space to further reduce
variance, and we learn this mapping using a neural network.
Ij,k ≈
1
N
N∑
i=1
fj (Φk (yi )) ∂Φk (yi )∂yi −1 , (3)
where the yi ∈ [0, 1]2(k+1) are uniform random samples. The goal
of importance sampling is to construct suitable mappings Φk with
determinants that are inversely proportional to fj as much as pos-
sible2, which will reduce variance of the estimate in Equation 3.
Incremental importance sampling approaches, however, rely only
on local information about fj , hence they are unable to account for
non-local effects.
4 PRIMARY SAMPLE SPACE (PSS) WARPING
As illustrated in Figure 2(b), the key idea of our approach is to
introduce an additional mapping of primary sample space onto
itself, acting as a non-uniform warp that leads to a non-uniform
PSS density. We design this density to further reduce the variance
of an existing renderer that evaluates Equation 3, which we treat as
a black box. We learn the warp in a scene-dependent training phase,
and then use it to draw as many samples for rendering as desired.
In the following, we describe how we construct the warp in the
training phase. We start by introducing the details of our prob-
lem statement in Section 4.1. We then explain in Section 4.2 how
we achieve the objective of the PSS warp using an “a posteriori”
approach. This involves first drawing a number of samples from
Equation 3 and resampling them to obtain the desired target density.
Then we use a maximum likelihood estimation of the warp to match
the target density. In Section 4.3 we describe how we represent the
warp in practice using the Real NVP architecture and solve the max-
imum likelihood estimation via gradient descent. We describe the
2The determinant of the Jacobian is the inverse of the corresponding sampling density.
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Fig. 3. We illustrate how we learn the inverse warp Ψ−1k (y ; θ ) to match a
target density. (a) We first obtain uniform samples in PSS. (b) We resam-
ple them to obtain samples from the target density. (c) The inverse warp
Ψ−1k (y ; θ ) is computed to maximize the likelihood of the target samples
under the warp.
details of the neural networks involved in Real NVP in Section 4.4,
and describe how we use the warp during rendering in Section 4.5.
4.1 Problem Formulation
Let us denote the PSS warp that we will learn as
Ψk : [0, 1]2(k+1) → [0, 1]2(k+1). (4)
Assuming this is bijective and differentiable, we can use it to intro-
duce an other change of integration variables y = Ψk (z) in Equa-
tion 2,
Ij,k =
∫
[0,1]2(k+1)
fj (Φk (Ψk (z)))
 ∂Ψk (z)∂z   ∂Φk (Ψk (z))∂Ψk (z)
 dz. (5)
This leads to the Monte Carlo estimate
Ij,k ≈
1
N
N∑
i=1
fj (Φk (Ψk (zi ))) ∂Ψk (zi )∂zi −1  ∂Φk (Ψk (zi ))∂Ψk (zi ) −1 , (6)
where the zi ∈ [0, 1]2(k+1) are uniform random samples. To reduce
variance of this, we want to design Ψk such that the integrand
in Equation 5 is as close as possible to a constant. Note that the
determinant of the Jacobian of our primary sample space warp,
|∂Ψk (z)/∂z | is the inverse of the desired non-uniform sampling
density in a warped primary sample space, which serves as input to
the black-box renderer.
Practical Simplifications. Our description so far implies that we
would need to learn a mapping Ψk for each pixel. This is imprac-
tical, however, and we will make the simplification to replace the
measurement contribution function fj by the path throughput f ,
which is related to the measurement contribution by omitting the
pixel filter (also called the importance function). In addition, we only
learn mappings for certain path lengths, and leave the sampling
of other paths unchanged. Removing these current restrictions is
subject of future work.
4.2 Maximum Likelihood Estimation of the PSS Warp
As illustrated in Figure 3, we follow an “a posteriori” approach to
learn the PSS warp by first drawing a set of samples from a desired
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Fig. 4. Computational structure of our neural importance sampling model
based on Real NVP. The core element of this architecture consists of a set of
stacked, invertible coupling layers. The functions s and t are implemented
using neural networks as shown in Figure 5, and stacking several coupling
layers makes it possible to represent complex, bijective mappings.
target density in primary sample space. Then we estimate the warp
under a maximum likelihood objective for these observed samples.
Sampling the Target Density. As mentioned above, in this paper
we use the path throughput f to define our target density as
pY (y) = f (Φk (y)) ∂Φk (y)∂y −1 , (7)
although any other target density could be used.We obtain a number
of samplesy ∽ pY from this distribution using a resampling process
as proposed by Talbot et al. [23]. This involves rendering a set T of
N samples using a uniform PSS density, as usual, and storing the PSS
parameters and path throughputs for all samples. The resampling
process then selects a subset of these samples, which we denote
S ⊂ T , such that the samples in the subset S follow the desired target
density.
Maximum Likelihood Estimation. We learn the inverse warp z =
Ψ−1k (y) using maximum likelihood estimation. Let us assume the
warp is parameterized using parameters θ , which we write as z =
Ψ−1k (y;θ ). We first observe that the target density pY and the warp
Ψ−1 are related by the change of variable formula
pY (y) =
 ∂Ψ−1(y;θ )∂y  . (8)
Note that this implies that z = Ψ−1k (y) is distributed uniformly,
The maximum likelihood approach tries to maximize the likelihood
that the warp produces the data samples yi ∽ pY from uniform
samples zi . More precisely, maximizing the log-likelihood of the
data samples yi , i ∈ S can be written as
θ∗ = arg max
θ
∑
i ∈S
log
( ∂Ψ−1(yi ;θ )∂yi
) . (9)
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Fig. 5. The neural network architecture to compute the s and t functions
in the bijective coupling layers consists of several residual blocks (RB),
containing fully connected layers (FC), batch normalization (BN), and ReLU
activation units. Additionally, we have fully connected , batch normalization,
and activation layers before and after the residual blocks. All fully connected
layers contain the same number of neurons.
4.3 PSS Warping using Real NVP
We are leveraging a recent neural network architecture called real-
valued non-volume-preserving (Real NVP) transformation [6] to
represent and implement our PSS warp Ψ and its inverse. Real
NVP has all the desired properties that we need: it is guaranteed
to be bijective, it is easy to invert and extend to higher dimensions,
the determinant of its Jacobian can be evaluated efficiently, and
maximum likelihood estimation can be performed efficiently using
gradient descent.
In a nutshell, Real NVP transformations consist ofmultiple stacked
(concatenated) so-called affine coupling layers as shown in Figure 4,
top. The mapping computed by each layer is designed to have all
the properties mentioned above, and the concatenation of multiple
layers can implement complex mappings. Assume each coupling
layer computes a mapping from a D-dimensional space onto itself.
A key idea is to split the input vector z into two parts, which we
represent by a binary mask b of size D. Let {b = 1} be the set of
indices where the mask has value 1, and similar for {b = 0}. Each
coupling layer forwards the first part of the input z {b=1} directly
to its output. In addition, the second part of the output z {b=0} con-
sists of an affine mapping that is constructed using s(z {b=1}) and
t(z {b=1}) of the first part of the input. As shown at the bottom left
of Figure 4, a coupling layer computes
z′{b=1} = z {b=1}
z′{b=0} = z {b=0} ⊙ exp(s(z {b=1})) + t(z {b=1}), (10)
where s and t are functions from R | {b=1} | → R | {b=0} | , and ⊙ is the
element-wise product. Crucially, such a coupling layer is trivial to
invert as shown at the bottom right of Figure 4,
z {b=1} = z′{b=1}
z {b=0} =
(
z′{b=0} − t(z {b=1})
)
⊙ exp(−s(z {b=1})), (11)
and its Jacobian is a triangular matrix whose determinant is also triv-
ial to obtain as exp
(∑
j s(z {b=1})j
)
[6]. Neither operation requires
inverting the Jacobians of s and t nor computing their inverses.
Hence they can be arbitrarily complex, suggesting their implemen-
tation using neural networks. We describe our network architecture
to implement s and t in more detail below. Finally, we apply a linear
scaling and a logit mapping at the start, and their inverse at the end
of the model. We found that this improves training convergence of
our model.
Fig. 6. During rendering, we use the forward warp Ψ to draw an arbitrary
number of samples distributed approximately according to the target density.
(a) Uniform samples in PSS. (b) Warped PSS using Ψ. (c) Non-uniform
samples in PSS, which we provide as input to a black-box renderer.
In summary, we implement our PSS warp Ψ and its inverse using
Real NVP with multiple stacked affine coupling layers. Since each
bijective coupling layer only warps part of the input dimensions,
we concatenate several layers with different masks b to warp all
dimensions non-linearly. In our experiments, we always use eight
coupling layers and masks where either the even or odd bits are set
to zero or one, respectively. We also experimented with other masks,
but did not observe any significant differences. The warp parameters
θ in Equation 9 correspond to the trainable weights of the neural
networks that define the s and t functions in all coupling layers (each
layer has its own s and t functions, that is, neural networks). We
describe our networks in more detail in the next section.We perform
maximum likelihood estimation of Ψ−1 using gradient descent and
standard backpropagation techniques for neural networks.
4.4 Neural Network Architecture for Coupling Layers
Figure 5 shows the neural network architecture that we use to com-
pute both the s and t functions in Equations 10 and 11. Each function
in each coupling layer has its own set of trainable network weights.
The network consists of several residual blocks [10], where each
block contains two fully connected layers (FC) with batch normal-
ization(BN) and ReLU activations. In addition, there are more such
layers before and after the residual blocks. The warping capability
of the model is directly affected by the number of coupling layers.
More coupling layers enable the model to learn complex mappings.
Meanwhile, using more coupling layers and residual blocks will
lead to relatively long training time. We discuss the exact network
parameters in Section 6.
4.5 Generating Rendering Samples
For rendering, we then use the forward mapping Ψ, which can
easily be derived from Ψ−1 as shown above. Note that Ψ shares
trained parameters of Ψ−1. We generate an arbitrary number of
samples distributed approximately according to the target density
as represented by the learned warp, as illustrated in Figure 6.
5 APPLICATIONS
While we provide a general framework to learn how to importance
sample in primary sample space, we focus on direct and one-bounce
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Table 1. Lighting and geometry statistics of our test scenes.
Scene Triangle count Light count
Conference 2K 8
Sponza 61.3k 27
Natural history museum 76K 93
indirect illumination in the following experiments. We leave further
applications to future work, including effects such as lens sampling,
motion blur, or sampling longer paths, which can be naturally in-
cluded using our framework.
Given any new scene, our method first constructs an initial sam-
ple set by shooting a batch of paths using uniform PSS sampling
into the scene and computing their contributions. Then we resample
this set to obtain samples from the desired target density, which
are used as scene-dependent training data in the maximum likeli-
hood estimation (Section 4.2). At run time, the renderer will send
uniform random path samples to the trained model, and finally re-
ceive warped PSS samples and the corresponding densities (that is,
determinants of the Jacobian of the warp), which are then used in
the renderer (Section 4.5).
Direct Illumination. Direct illumination computation involves
tracing camera rays from the camera to the scene, and estimating
outgoing radiance due to incident illumination directly coming from
light sources. In our experiments with direct illumination, we warp a
three-dimensional PSS vector representing the image plane location
of a ray and the light source that is sampled. We do not include
the position on the light source in the warp, although this could
be useful for scenes with very large area light sources. If multiple
importance sampling (MIS) including BSDF sampling is used, there
usually are three more random parameters, one for selecting the
BSDF component, and the other two for selecting a direction. Since
existing BSDF sampling techniques based on analytic expressions
generally work well, we currently do not include these parameters
in the warp.
One-bounce Indirect Illumination. In addition to direct light-
ing, we also consider indirect illumination. The light carried by
indirect paths generally decreases with an increasing number of
path bounces, hence importance sampling one-bounce indirect paths
will usually provide the most benefit. In this case, we learn to warp a
five dimensional vector consisting of image plane location, indirect
bounce direction, and light source index. We do not include MIS
similar as in the direct illumination case.
6 EXPERIMENTS AND RESULTS
We implement and train our neural network-based PSS warp using
the TensorFlow [1] framework. All experiments are conducted on
a workstation with an octa-core 3.60 GHz i7-7700 CPU and Nvidia
GeForce GTX 1070 graphics card. The neural network’s computation
is implemented on the GPU and the renderer runs on the CPU. Our
implementation builds on PBRT [21]. We will release the source
code and scene data upon publication of this work.
Our experiments use four test scenes to validate our method.
Two of them are variants of the conference room, corresponding to
two different lighting scenarios. The conference 1 model contains
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Fig. 7. Comparisons of training and test loss with respect to the number of
neurons in the fully connected hidden layers as shown in Figure 5. We use
two residual blocks. The training session here runs for up to 100 epochs.
a moderate number of light sources, while conference 2 contains
complex lighting from lights in an adjacent room, where none of
the lights are visible to the camera. The natural history museum
scene contains a large number of light sources. The light source and
triangle statistics of each scene are shown in Table 1.
6.1 Model Training and Initialization
For faster convergence during scene-dependent training, we pre-
train our neural network to achieve an identity warp. We use the
resulting network weights as initialization for scene-dependent
training, instead of the usual random initialization. We have ob-
served that this leads to faster scene-dependent training conver-
gence in practice. To get an efficient sampling model, we tend to use
lightweight structures with conservative number of coupling layers.
We empirically find that using 8 coupling layers is able to learn the
target densities in our experiments and keep evaluation cost small.
In addition, with a typical network consisting of two residual blocks
and forty hidden neurons per fully connected layer (Figure 5), we
can compute a gradient descent step for about 16,000 samples per
second during training on the Nvidia GeForce GTX 1070 GPU.
6.2 Neural Network Architecture Validation
The capacity of our neural network to represent complex functions
is related to the size of the hidden layers (Figure 5). We test several
neuron counts per hidden layer ranging from 20 to 100. We use
networks with two residual blocks, and train them with the same
data. Each training session runs for 100 epochs. Figure 7 presents
the training loss and test loss of each network. As can be seen,
increasing the number of neurons generally brings lower training
and test losses. Meanwhile, using more neurons will form a more
complex model, thus leading to longer training time. Accounting
for efficiency of training, we use networks with two residual blocks
and 40 neurons per hidden layer in our following experiments.
6.3 Training Data Size
In our method, the training data provides an implicit description
of the target probability density function. To examine the effects
of different numbers of training samples, we train our model with
five training data sets of different sizes. We train the model using a
low image resolution of 200 × 160 pixels. Note that the final image
can be rendered at an arbitrary, higher resolution. The data set with
the smallest scale has 1 sample for each pixel on average. During
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Fig. 8. Comparisons of training loss and test loss with respect to the size of
training data sets, plotted over increasing number of training epochs. The
training data size is given as a multiple of the training image resolution of
200 × 160 pixels, indicating how many samples are distributed to a pixel on
average. The top row is for the conference scene and the bottom row is for
the natural history scene.
training, 80% of the samples are randomly selected as training data
and the rest are used for validation purposes. Simultaneously, we
provide an accompanying test data set to test the performance of
the neural networks. None of the test data are used in the training
and validation process.
Figure 8 plots the test loss and training loss for each training
data size. It can be observed that a lower negative log likelihood
can be obtained with increasing training data size, but the benefits
of using more training data quickly vanish after using more than
16spp (samples per pixel), which corresponds to 512, 000 samples.
In addition, Figure 9 shows relative L1 density errors for both
training and test data set. The relative density errors can be com-
puted as
ϵ =
1
N
N∑
i=1
|P(Di ) −Ti |
max(|P(Di )|, |Ti |) . (12)
Here, P(Di ) stands for the density deduced by the neural network
andTi represents the target density value ofDi . Using more training
data helps to reduce relative density errors, but the improvement
of density accuracy gets smaller with increasing training data size,
and more training data also requires longer training time.
6.4 Convergence Evaluation
Our importance sampling model can be easily applied in the Monte
Carlo rendering context, and it helps to reduce variance without
introducing bias. This is illustrated in Figure 10, where we compare
rendering errors as a function of the average spp during rendering,
compared to baseline uniform random sampling (i.e., vanilla sam-
pling and rendering without the learned warp). As can be seen, our
method provides a consistently lower error and converges without
bias. In the conference 1 scene, our method achieves an average of
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Fig. 9. Relative L1 density error for training and test data with respect to
different scales of training data, indicated as spp at 200 × 160 resolution.
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Fig. 10. MSE convergence rates of the conference 1 and natural history
scenes. In both cases, our method provides lower errors than the baselines.
A logarithmic scale is used on both axes here.
4X acceleration compared to baseline uniform random sampling.
For the natural history scene, our method utilizes Lightcuts [28] to
speed up light sampling. Here, we compare with both the uniform
random baseline method and the uniform random method based on
Lightcuts. Our method achieves 8.2X and 2.4X faster convergence
rates of rendering errors than these two baselines. In addition, it can
be observed that our method does not introduce bias and it finally
leads to an unbiased Monte Carlo estimator.
To investigate the relationship between rendering errors and
the training progress of our neural networks, Figure 11 plots the
MSE of images rendered with importance samples produced by the
neural networks over the course of training. Each neural network
is provided with a training data set of different scale. We find that
forty training epochs are typically sufficient to obtain most of the
benefit afforded by our method.
6.5 Rendering Results and Further Analysis
Figure 12 shows the rendering results for the three scenes in Ta-
ble 1. We generally compare with the method of uniformly sampling
a light source, sampling based on lights’ power, and the method
by Donikian et al. [7]. Rendering results of the conference 1 scene
equipped with eight light sources are shown in the first row. Five
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Fig. 11. The relationship between MSE error of rendered images and the
number of training epochs of our neural networks, for different sizes of
training data as in Figure 9.
light sources with high power are placed in an adjacent room, and
they are not visible to the camera. We use eight training samples per
pixel, 200× 160 training image resolution, and train for forty epochs
for our method. Our method is able to learn the distribution of light
source contributions, and efficiently distributes samples according
to lights’ actual contributions. Therefore, given the same rendering
time budget, our method provides lower MSE errors than the others.
Note that Donikian et al. [7] is slightly sensitive to the parameter
selection and there can be some remaining aliasing artifacts.
The second image in Figure 12 shows the Sponza scene, where
most of the 27 light sources are not visible to the camera. An other
view of the Sponza scene is also shown in Figure 1. We again com-
pare our approach to uniform light sampling, power based light
sampling, and Donikian et al. [7]. Similar to the conference scene,
we obtain a significant reduction in MSE.
Figure 12 finally shows a natural history museum scene with com-
plex illumination. It contains 92 area lights and one environment
light. We use sixteen training samples per pixel, 200 × 160 training
image resolution, and train for forty epochs. The reference image
is rendered by a baseline method, which sums up contributions of
all light sources for a shading point. It leads to prohibitively long
rendering time of 11 hours. To improve rendering efficiency, our
method firstly builds a light tree to organize all light sources and we
split the scene’s space into multiple disjoint regions. Then we com-
pute the lightcut of each region, and select light sources with higher
contributions based on the lightcut. We compare our method with
the baseline method of uniformly sampling one light, uniform sam-
pling based on lightcuts and Donikian’s iterative sampling method.
The average percentage of visible lights for a shading point is only
37%. The baseline method is unaware of the visibility difficulty, thus
most of its shadow rays are blocked and computation efforts are
wasted. Our method is able to learn the shape of the manifold of
light path samples in the primary sample space and generates new
samples on the manifold. Therefore, lower errors can be achieved.
In Figure 13 we visualize the image space distribution of samples
generated by our neural networks and compare it with the distri-
bution of ground truth image brightness. Our method effectively
detects regions with high luminance and intelligently places more
samples there. In addition, this example demonstrates again that
our neural importance sampling model can robustly learn the desig-
nated sampling density and generate new samples from the target
distribution.
Figure 14 of conference 2 demonstrates a typical lighting chal-
lenge. Light sources are not directly visible to the camera and most
visible areas from the camera receive only indirect illumination
coming from the adjacent room. We therefore use this setup to
evaluate our approach with 1-bounce indirect illumination and a
five-dimensional warp as described in Section 5. Specifically, we will
learn the distribution of 1-bounce indirect paths and importance
sample the distribution to generate new paths samples, such that
the rendering errors are minimized. Here, we collect eight samples
per pixel at 200 × 160 image resolution for training data, and the
training session runs for 25 epochs. We compare our method with
the baseline method of both equal samples and equal rendering
time, excluding training time. We do not include Donikian et al.’s
method here, since it is specifically designed for direct illumination
computation. Due to the importance samples obtained from the
primary sample space, our method performs better than others both
in visual quality and in numerical errors.
7 DISCUSSION AND LIMITATIONS
A downside of our approach is that it requires a training phase that
takes on the order of a few minutes in general. In addition, the accu-
racy of the density produced by our warp depends on the amount of
training data, and using more training data increases training time.
While Real NVP supports warps with thousands of dimensions [6],
we have experimented with up to five dimensions and a few hun-
dred thousand training samples so far. Higher-dimensional warps
may be challenging to learn in practice because of the required
amount of training samples. Our framework could also be applied
in different variants, however, for example by learning multiple
lower-dimensional, local warps on different slices of path space in a
flexible manner, instead of one global one.
Our current approach is most beneficial when the training effort
can be amortized over time consuming rendering of high quality,
high resolution output images. Evaluating the PSS warp to generate
samples during rendering also includes some overhead, but this
is typically only a small percentage of the cost of acquiring each
path sample. In our experiments, the variance reduction afforded by
the warp far outweighs its runtime costs as shown in Figure 14 for
example. Finally, unlike other methods that learn local, directional
sampling densities in an an posteriori manner [19, 27], our method
is agnostic of the underlying light transport effect and can also be
applied to lens or temporal sampling, and participating media.
8 CONCLUSIONS AND FUTURE WORK
We have introduced a novel approach to learn importance sampling
of entire light paths in primary sample space using a suitable neural
network architecture. We leverage the neural network to perform
a non-linear warp in primary sample space, achieving a desired
target density that can further reduce the variance of an existing
renderer, which is treated as a black box by our method. Our exper-
iments show that this approach can effectively reduce variance in
practical scenarios without introducing bias. A main advantage of
our approach is that it is agnostic of specific light transport effects
in any scene, and the underlying renderer. Therefore, it is easy to
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Fig. 12. Visual comparison of our method for direct illumination rendering with uniform random sampling one light, power based light sampling, Donikian et
al. [7], and cluster based sampling. The MSE numbers show that our method achieves a significant error reduction compared to the baselines.
implement it on top of existing systems. In the future we will evalu-
ate our approach using higher dimensional warps for longer light
paths, and including additional effects such as depth of field, mo-
tion blur, and participating media. An other interesting avenue for
future research is to extend our maximum likelihood approach to a
Bayesian framework with a prior, which could allow more effective
scene-dependent training using fewer samples.
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Fig. 13. Comparison of image space sample distribution (left column) and
ground truth image luminance distribution (right column). The top row is
the conference 1 scene and the bottom row is for the natural history scene.
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