The bipartite matching model was born in the work of Gale and Shapley, who proposed the stable marriage problem in the 1960s. In this paper we consider a dynamic setting, modeled as a multi-class queueing network or MDP model. The goal is to compute a policy for the matching model that is optimal in the average cost sense.
Introduction
The theory of matching has a long history in economics, mathematics, and graph theory [6, 11] , with applications found in many other areas such as chemistry and information theory.
The focus of this paper is on a dynamic and stochastic version of the bipartite matching model. As in the static setting, it is based on a bipartite graph -a simple example is shown in Fig. 1 . In the discrete-time dynamic model there are arrivals of units of 'supply' and 'demand' that can wait in queues located at the nodes in the network. A control policy determines which are matched at each time.
In applications to resource allocation (such as in scheduling in a power grid) [3, 16] , communication networks [7] , or pattern recognition [15] , data arrives sequentially and randomly, so that matching decisions must be made in real-time, taking into account the uncertainty of future requirements for supply or demand, or the uncertainty of the sequence of classification tasks to be undertaken. The choice of matching decisions can be cast as an optimal control problem for a dynamic matching model. This paper builds upon the prior work [4] that established necessary and sufficient conditions for stability of a dynamic matching model, and gave several examples of policies that have maximal stability region (sometimes known as "throughput optimal"). The goal in the present work is to obtain a better understanding of the structure of optimal policies. Based on this, we seek policies with good performance, as quantified by average-cost of the Markovian model. These goals are addressed using a combination of relaxation techniques. Convex relaxations are used to avoid the combinatorial issues introduced by integer constraints. A second geometric relaxation technique, the workload relaxation framework of [13, 14] is used as an approach to model reduction. This idea was originally inspired by the heavy-traffic theory of [8, 10, 9] . In the research summarized here, the workload relaxation is used for two purposes. First, it is used to obtain a lower bound η * on the optimal average cost for the matching model. Second, a value function for the relaxation is used to construct a real-valued function h on the state space of buffer values. It is interpreted as an approximate value function for the matching model, and is used in this paper to define a matching policy -a version of the h-MaxWeight policy of [12] . Theorem 2.2 summarizes the main results of this paper. A family of arrival processes {A δ : δ ∈ [0, 1]} is considered, in which the lower bound η * = η * (δ) tends to infinity as δ ↓ 0. The performance of the h-MaxWeight policy is shown to be asymptotically optimal, with bounded regret:
where the term O(1) is independent of δ ∈ (0, 1], and η * grows as 1/δ. The workload relaxation is a one-dimensional controlled random walk. For the matching model with arrival process A δ , the relaxation is defined on the same probability space, and evolves as, W (t + 1) = W (t) − δ +Î(t) + ∆(t + 1),
in which W (0) ∈ R is given, the idleness processÎ(t) takes values in R + , δ > 0 is given, and ∆ is an i.i.d. sequence in R with zero mean. Given a cost function c on buffer levels for the queueing network, there is an effective cost c : R → R + that is obtained as the value of a nonlinear program. If the cost function c is linear, then the effective cost is piecewise linear. This is taken as a cost function for the one-dimensional workload model. The lower bound η * is precisely the optimal average cost for this relaxation; it can be approximated by η * = 1 2 σ 2 ∆ δ , where σ 2 ∆ is the variance of ∆(t). Details can be found in Section 2.2. Many of the results in [14] on workload relaxations are based on stabilizability of the arrivalfree model. That is, it is assumed that the network without arrivals can be stabilized using some policy. This assumption fails for matching models. For example, in the marriage problem, if there are 5 heterosexual bachelors waiting for mates, and no woman available, then they will remain single for eternity if there are no female arrivals to their community. Nevertheless, there is a natural formulation of workload for these models. Each component of the multidimensional workload process can take on positive and negative values, much like what is found in inventory models. It is found that optimal policies will have structure similar to what is found in inventory theory, such as the classical work of Clark and Scarf [5] . In particular, based on a one-dimensional relaxation, an approximating model is obtained that can be identified as an inventory model of a special form, so that an optimal policy for the relaxation is obtained via a one-dimensional threshold policy.
These conclusions imply that optimal policies do not follow the conventions of [4] . Optimal policies may idle, in the sense that no matches are made at certain time instances, even though matches are possible.
The prior work [12] establishes asymptotic optimality of the h-MaxWeight policy for a class of scheduling models. In this case the relaxation is a workload model that is non-idling since it evolves on the non-negative integers. The approximation was logarithmic: η ≤ η * +O(log(1/δ)). This is the first paper to obtain bounded regret for a non-trivial stochastic network model. It is also the first to obtain any form of heavy-traffic approximate optimality when the workload model is not "minimal" as in [12] or [8, 9] .
The proof of this result reveals that the h-MaxWeight policy is essentially a translation of the optimal threshold policy for the workload relaxation. Numerical results demonstrate that the h-MaxWeight policy (or a straightforward translation of the policy for a workload relaxation) has much lower cost when compared to polices considered in prior work. A few examples are given in Section 2.3.
The remainder of the paper is organized as follows: Section 2 describes the Markovian matching model, the fluid model, along with a characterization of workload, and consequences for control. This section concludes with the main results for the model in heavy-traffic. Conclusions and directions for future research are described in Section 3.
Bipartite matching model
The bipartite matching model introduced in this section is a queueing network model with two classes of buffers, distinguished by their role as providing supply or demand of resources.
The description of the model requires the following primitives, where the notation is adapted from Definition 2.1 of [4] . We let S denote the number of supply classes, D denote the number of demand classes, and define the following index sets:
D: Indices of demand classes. S: Indices of supply classes.
E: Possible matching pairs, E ⊂ D × S.
A: Possible arrival pairs, A ⊂ D × S The bipartite graph (D ∪ S, E) is called the matching graph. It is assumed throughout that this graph is connected.
The NN-network shown in Fig. 1 is an example in which D = S = 3, and the set E denotes the edges (e i ) shown in the figure. Each of the three integers {x To capture volatility in arrivals and temporal dynamics we introduce next a discrete-time Markov Decision Process (MDP) model that resembles a model for a multi-class queueing network. The main departure from traditional queueing networks is that there are no constraints on service rates. Instead of "service", activities in this model correspond to matching a particular unit of supply with a unit of demand.
MDP model
The vector of buffer levels for the dynamic matching model is denoted Q(t). It takes values in Z + , where = D + S . When it is necessary to emphasize the different roles for supply or demand buffers, we use the notation
It is often convenient to drop the super-scripts. In this case, for i ∈ D := {1, . . . , D }, the integer Q i (t) denotes the number of units of demand of class i, and for j ∈ S := { D + 1, . . . , D + S }, the integer Q j (t) denotes the units of supply of class j.
Let ξ 0 = (1, . . . , 1, −1, . . . , −1), the vector with D entries of +1, followed by S entries of −1. The queue length vector is subject to the following balance constraint:
For simplicity, in this paper we do not impose upper bounds on buffers.
An i.i.d. arrival process is denoted A. We adopt the assumptions used in the prior work [4] , that a single pair arrive at each time slot -one of demand and one of supply. That is, for each t, A(t) takes values in the set {1
where 1 i denotes a vector with ith component equal to 1 and zero elsewhere. An input process U represents the sequence of matching activities. The queue dynamics are defined by the recursion,
At each time t, the input is subject to integer constraints, and constraints consistent with the matching graph. These constraints are captured by the input space,
where {u e } is an enumeration of all single matches across edges of the matching graph. That is, u e = 1 i + 1 j for e = (i, j) ∈ E. There are also implicit constraints on U (t), since the components of Q(t) are constrained to non-negative integer values. The set U (x) ⊂ U captures all constraints.
Based on (4) and (6) we have
Consequently, the constraint (3) holds automatically under (6) and (4), provided it holds at time t = 0. The sequence U is viewed as the input process for the MDP model. Since it is useful to allow U (t) to depend on both Q(t) and A(t), we take X(t) = Q(t) + A(t) as the state process of the MDP model. This evolves very much like (5):
We thus have an MDP model with state process X and input process U . The state space is denoted X = {x ∈ Z + : ξ 0 · x = 0}. It is assumed that the input process is non-anticipative (a function of present and past values of X). A stationary (state feedback) policy is of the form U (t) = φ(X(t)) = φ(Q(t) + A(t)), for some function φ : X → U . In our analysis we will allow for randomized policies. For a differentiable function h : R → R + we define the h-MaxWeight policy as the stationary policy defined by,
The MaxWeight policy considered in [4] is of this form, with h(x) = x 2 , the usual 2 -norm. Under the conditions of this prior work, the MaxWeight policy is stabilizing in the sense that the controlled MDP model is positive Harris recurrent. In fact, the policy is stabilizing whenever a stabilizing policy exists. Adan and Weiss [2] showed that the FIFO policy also has a maximal stability region. The stationary distribution under FIFO policy has a product form [1] , but there is no efficient algorithm for the normalizing constant.
The main result of this paper is based on a particular construction of h designed to approximate the solution to an average cost optimality equation (ACOE) for the MDP model.
For this we require a cost function. It is assumed that c : R + → R + is a linear function of the state, c(x) = c i x i , with c i > 0 for each i. The ACOE is given by,
in which η * is the optimal average cost, and h * is the relative value function.
The function h will be constructed so that the ACOE is solved approximately under the h-MaxWeight policy. This is only possible under special conditions. The results here are based on a heavy-traffic setting, following the work of Harrison [8] , Kelly [9] and subsequent research (see [14] for a bibliography).
Stabilizability and workload
Let S(i) denote the set of supply classes that can be matched with a class i demand, and let D(j) denote the set of demand classes that can be matched with a class j supply. This definition and the extension to subsets D ⊂ D and S ⊂ S is formalized as follows:
The necessary and sufficient condition for stabilizability of the MDP model is given as follows, based on the mean arrival
NCond: For all non-empty subsets D D and S S,
For any set D D we let ξ D denote the vector whose components are 1 for i ∈ D, −1 for i ∈ S(D), and zero elsewhere. The vectors {ξ D } play a role similar to workload vectors in standard queueing models. Condition NCond can be equivalently expressed,
We could introduce symmetric notation for S ⊂ S, but this is unnecessary: for each S S there is a set D D such that ξ S = ξ D − ξ 0 . Our assumptions imply that α · ξ 0 = 0, so it is sufficient to consider only demand in a characterization of NCond.
We can now define a workload process that evolves as (1) . For a particular set D D we take W (t) = ξ D · X(t), and δ = −ξ D · α.
Proposition 2.1. The workload process evolves according to the recursion,
in which δ > 0 and Proof. Under NCond it follows that δ > 0. The properties of
Given a convex cost function c : R + → R + , the effective cost is defined as the solution to the convex program,
It is assumed throughout this paper that the cost c is linear (see discussion preceding (10)). It easily follows that c is piecewise linear,
where c + and c − are positive constants. The controlled random walk (1) with cost function c is thus a relaxation of the original MDP model, with controlled inputÎ taking values in R + . This model is considered in [14, Section 7.4] , where it is shown that an optimal policy is determined by a threshold policy of the following form: There is a scalar τ • > 0 so that
Under this policy, the stochastic process {Φ(t) = W (t) − ∆(t)} is a reflected random walk on [−τ • , ∞). Equation (7.37) of [14] defines the diffusion heuristic, intended to approximate this threshold based on a reflected-Brownian motion (RBM) model,
where δ is the drift appearing in (15) and σ 2 ∆ is the variance of ∆(t).
Asymptotic optimality
The main result of this paper is based on the following construction of a function h to be used in the h-MaxWeight policy. To evaluate performance we consider an asymptotic setting.
Assume that we have a family of arrival processes {A δ (t)} parameterized by δ ∈ [0,δ • ], whereδ • ∈ (0, 1). Each is assumed to satisfy (4). The following additional assumptions are imposed throughout:
Moreover, there is a fixed constant δ > 0 such that
(A2) The distributions are continuous at δ = 0, with linear rate: For some constant b,
(A3) The sets E and A do not depend upon δ, and the graph associated with E is connected. Moreover, there exists i 0 ∈ S(D), j 0 ∈ D c , and ε I > 0 such that
We suppress the dependency of A, Q, U on δ when there is no risk of confusion. We also let ξ = ξ D , so that δ = −ξ T α. The function h will be the sum of two terms. The first is a function of workload: It is a C 2 convex functionĥ : R → R that approximates the ACOE for the relaxation based on the RBM model described in Chapter 7 of [14] .
For w ≥ −τ * , the functionĥ is assumed to solve the second-order differential equation,
where the optimal average cost is,
There is a solution that is convex and increasing on [−τ * , ∞),
The domain is extended to obtain a convex, C 2 function on all of R. We fix a parameter δ + > 0 independent of the drift parameter δ, which is interpreted as the idleness rate when w < −τ * . Fix a constant θ > 0, and for w ≤ −τ * definê
whereĥ(−τ * ) is given in (21). This is C 2 on all of R, with h (−τ * ) = h (−τ * ) = 0. The two equations are coupled through the boundary condition thatĥ is continuously differentiable at −τ * , with
We might take h(x) =ĥ(w), with w = ξ T x, but this does not take into account all cost information. Similar to [12] , we introduce an additional term to penalize deviations between c(x) and c(ξ T x). For this we might add a constant times [c(x) − c(ξ
This fails because of positive drift on the boundary of X .
Letx denote the function of x with entries,
, where β > 0 is a constant. The right had side vanishes at the origin, as does its first derivative. The constant β is chosen so that its derivative with respect to x i are small whenever
This perturbation is used in the proposed approximation to the solution to the ACOE:
This is not differentiable when w = 0. At this particular value we define the gradient by
This is justified since c(0) = 0, and 0 is also a sub-gradient of c at w = 0. We are now prepared to state the main result of the paper. Recall that the function h depends onĥ, which in term is dependent on the parameter δ + used in (22). There is also a weighting term κ, and another parameter β used in the definition ofx.
Theorem 2.2 (Asymptotic Optimality With Bounded Regret).
Under Assumptions (A1)-(A3), for sufficiently large κ > 0, β > 0, and sufficiently small δ + > 0 (each independent of δ), the average cost η under the h-MaxWeight policy satisfies,
where η * is the optimal average cost for the MDP model, η * is the optimal average cost for (1), and the constant O(1) does not depend upon δ. Moreover, the average cost for the relaxation satisfies the uniform bound,
where average cost on the right hand side is defined in (20).
Proof. We sketch the main ideas of the proof. The details can be found in the Appendix. The two components of h in (23) and their gradients will be distinguished as,
Step 1 The first step is to obtain a bound that suggests the ACOE: Under any policy we have,
where the O(1) term is always taken independent of δ > 0. The remaining terms on the right hand side are dependent on the policy:
where
Next we define V (q) = E[h(q + A(t))] (where the value of t is arbitrary). Then (25) becomes,
There is now motivation for obtaining bounds on (26, 27). Based on convexity ofĥ and bounds obtained on its derivatives, a constant k 0 ≥ 0 is obtained such that I(t) = 0 when W (t) ≥ −τ * + k 0 under the h-MaxWeight policy. Moreover,ĥ (w) admits a uniform upper bound for w ≤ −τ * + k 0 . It follows that b(q) = O(1) uniformly in q and δ under this policy. The decomposition (24) then gives,
The remaining steps involve establishing the existence of a randomized policy U r (t) = φ(X(t), Γ(t)) in which Γ is i.i.d., and under this policy b(q) is bounded, and also
The h-MaxWeight policy must satisfy the same lower bound, which gives,
The sequence Q is a Markov chain under the h-MaxWeight policy (or any stationary policy). It is well-known that the Foster-Lyapunov drift condition (30) implies that the average-cost is bounded by η * + O(1) [14] .
Step 2 A randomized policy is designed to mirror the behavior of a relaxation. No idling is permitted when the workload is above the threshold −τ * . This is imposed to ensure that b(q) is bounded. The following is a first step to obtain (29). 
, there is a randomized policy that allows no cross-matching, and satisfies the following uniform bound: For each q ∈ X satisfying c(q) ≥ c(ξ
where the two sums are over all j for which q j ≥ 1.
A parallel lemma is established in the Appendix, in which idling is enforced at average rate δ + when W (t) < −τ * . An upper bound on feasible values of δ + can be obtained by inspection of the proof.
These two lemmas define the randomized policy that satisfies (29). To establish this bound requires an additional step. the value τ * predicted by the RBM model. The plots on the right hand side compare the average cost obtained using the threshold policy (using the diffusion heuristic), MaxWeight, and a priority policy.
Step 3 Prop. 2.7 of [12] can be used to prove that for sufficiently large β > 0, whenever c(q) ≥ c(ξ T q) + c gap , the randomized policy satisfies,
Based on this bound, we take κ ≥ ε
0 in the definition of h c , which gives the desired lower bound (29). This completes the proof of the theorem.
The proof reveals that the h-MaxWeight policy is a greedy policy that attempts to empty "expensive" buffers myopically, subject to the constraint that cross-matching between S and D c is permitted only when W (t) ≤ −τ * . The behavior of a threshold policy of this form is illustrated for the NN-network in Fig. 2 The average cost is large because the drift vector was taken to be small, δ = 0.007. Recall that the workload relaxation (1) will have an average cost of order O(δ −1 ). Moreover, the value T = 5 × 10 6 was required for reliable estimation.
In the comparison plots shown on the right, the static priority policy gives priority to vertical matches (edges e 1 , e 3 and e 5 in Fig. 1 ). The MaxWeight policy considered was cost-weighted: Given the state x, a new demand of type i is matched to a supply class j * satisfying,
Matching of supply is determined symmetrically.
Conclusions
The dynamic bipartite matching model is a potentially complex system. We have shown how relaxation techniques can lead to insight for the construction of good policies with low complexity.
The numerical results show that the average-cost performance can be outstanding when compared with priority policies, or MaxWeight. It is remarkable how well the "diffusion heuristic" predicts the best threshold for the discrete-time model.
The key argument is a correspondence with models in inventory theory. Although the theoretical results are based on a heavy-traffic setting, this structure will play some role even when the assumptions of the paper are violated.
In current research we are considering workload relaxations of dimensions greater than one where the threshold policy is replaced by switching curves in workload space.
Appendix
In this appendix we present full details on the first two steps of the proof of Theorem 2.2. The third step is immediate from Prop. 2.7 of [12] .
A Step 1: Drift for h
This section concerns mainly the functionĥ. Bounds on this function and its derivatives justify the claims that follow eq. (28). In particular, we establish thatĥ is convex and C 2 .
We also show thatĥ (w) admits a uniform upper bound on the domain {w ≤ −τ * + k 0 } for any fixed constant k 0 . Bounds on the first derivative ofĥ imply bounds on the second derivative using the ODE (19):
The last term appears because η * = c(−τ * ) by the definitions.
In the first two subsections we obtain the solution to the ODE that definesĥ. Recall that this depends on the parameter Θ = δ/(2σ 2 ∆ ).
A.1 Computation ofĥ for w ≥ −τ *
The following result gives properties ofĥ on this domain. (ii) The second derivative satisfies, for some K < ∞, and all δ > 0, w, w ∈ R,
Proof. We first demonstrate that the parameters can be chosen to obtain a C 1 solution. For w > 0, eq. (19) gives,
from which we conclude that
In terms of Θ this becomes,
For w < 0 there is the additional exponential term, and the right hand side is modified as follows,
The exponential terms on the left hand side cancel, which gives as previously,
The parameter D − is computed by imposing the constraint thatĥ is differentiable at the origin:
Consequently,
We then obtain C − by imposing continuity at zero. To show thatĥ is C 2 , first observe that
Since the right hand side is continuous on (−τ * , ∞), it follows thatĥ is C 2 on (−∞, −τ * ) ∪ (−τ * , ∞). To show that it is C 2 on R, it remains to show the
dw 2ĥ (w) → 0 as w ↓ −τ * . The second derivative is given by,
The right hand side evaluated at −τ * becomes,
This follows from the formula τ * = Θ −1 log(1 + c + /c − ), and the formulae for A − and D − . It is now established that Next we establish convexity. To do so, we demonstrate that the third derivative is nonnegative on (−τ * , 0). This is obvious since,
dw 2ĥ (−τ * ) = 0, it follows that the second derivative is strictly positive on (−τ * , 0). The second derivative is obviously positive on R + , which implies strict convexity on [−τ * , ∞).
Moreover, the third derivative is bounded by Θ 3 D − = (c + + c − )/σ 2 ∆ , which establishes (iii), and the Lipschitz property for the second derivative.
A.2 Properties ofĥ for w ≤ −τ *
The definition ofĥ on this domain is again motivated by an RBM approximation, but one on (−∞, −τ * ] with positive drift δ + .
Proposition A.2. The functionĥ is C 2 on all of R, and for w ≤ −τ * ,
The term 1/θ can be made arbitrarily large since θ is a constant that can be fixed at any finite value. The term 1 2 σ 2 ∆ c − /δ + quantifies a cost on limited idling.
Proof. The C 2 property is by construction, and the bound is elementary:
On using the identity c − τ * = η * , and c − w = −c(w) for w < 0, the right hand side becomes,
This proves the result since θ(w + τ * ) ≤ 0.
The uniform Lipschitz continuity ofĥ implies the following bound through a second order Taylor-series approximation. This establishes the final approximation in Theorem 2.2.
Proposition A.3. Consider the workload process in discrete time defined by W (t) = ξ T X(t), which evolves as (12) . There is a function b δ satisfying sup q,δ b δ (q) < ∞, and such that for each q ∈ X and all δ > 0, min
Consequently, the two average costs satisfy η * * = η * + O(1).
A.3 Implications to the h-MaxWeight policy
In the previous subsection we learned thatĥ is C 2 and convex, with a unique minimum at −τ * . We learned that the first derivative ofĥ is of order O(|w + τ * |δ −1 ). By reducingδ • > 0 we can assume without loss of generality that the h-MaxWeight policy takes I(t) = 0 whenever w > −τ * + kδ and δ ∈ [0,δ • ], where k > 0 is some fixed constant.
The second derivativeĥ satisfies a Lipschitz bound that is independent of δ. This makes possible a second-order Taylor series approximation to bound the drift (25):
where I(t) = ξ T U (t). The final term can be decomposed using independence,
Define an "ideal" idleness process by, I 0 (t) = 0 if W (t) ≥ −τ * , and I 0 (t) = δ − + δ otherwise. It is ideal in the sense that the ODE (19) and the ODE bound given in Prop. A.2 imply
In general we have additional terms because of the error between I(t) and I 0 (t):
The idleness process I(t) is uniformly bounded. Hence this can be reduced to,
which implies the bounds based on (26, 27).
We close with an explanation of the transformation from the Markov chain X to the Markov chain Q: The identity E[h(X(t)) | Q(t) = q] = V (q) is by definition. The remainder follows by the smoothing property of the conditional expectation:
Step 2: Construction of randomized policy
B.1 Proof of Lemma 2.3
Step I: decomposition into two connected components.
A search for a policy that allows no cross-matching corresponds to a search for a policy in a new matching graph without the cross-matching arcs. This cuts the matching graph into two connected components. We will consider only the subgraph that contains D and S (the analysis of the other component is symmetrical). This subgraph is denoted G = {D ∪ S, E }, where E = {(i, j) ∈ E : i ∈ D and j ∈ S}.
Step II: the basic network flow problem. We use the standard terminology of network flow theory. Consider the directed graph
where E N = E ∪ {(a, i), i ∈ D} ∪ {(j, f ), j ∈ S}. Nodes a and f are the source and the sink of this network. Endow the arcs of E with infinite capacity, an arc of type (a, i) with capacity α i , and an arc of type (j, f ) with capacity α j .
Recall that a cut is a subset of the arcs whose removal disconnects a and f . The capacity of a cut is the sum of the capacities of the arcs.
Recall that T : y) is less or equal to the capacity of (x, y). The value of T is i T (a, i) = j T (j, f ).
The following lemma follows from Assumption (A1), using similar arguments as in [4, Lemma 3.2].
Lemma B.1. The maximal a-f flow is equal to α D . Moreover, there exists a maximal a-f flow such that the flow value on each edge in E is strictly positive.
Proof. The Min-Cut Max-Flow Theorem states that the maximum value of an a-f flow is equal to the minimum capacity over all a-f cuts. The set of arcs {(a, i) : i ∈ D} forms a cut of capacity α D . Therefore the maximal flow is less than or equal to α D , and it equals α D if all cuts have capacity no less than α D . To be of finite capacity, a cut must not contain arcs in E .
Under this condition, the capacity of C is
where the last inequality follows from the fact that D 2 × S 2 ∩ E = ∅ (and the definition of set S = S(D)). Fix such that 0 < < 1/|E|. Consider the function T : E N → R + defined by
By construction, T is a flow. Set
For small enough, β ≥ 0. Choose small enough such that β satisfies
by Assumption (A1). Consider the directed graph N with new capacities defined by β. By applying the first part of the proof, there exists a flow T : E N → R + of value α D . Define the new flow for the graph N by,
The value of T is α D and it satisfies T (x, y) > 0 for all (x, y) ∈ E .
Step III: translating a network flow into a randomized policy. Let F be a strictly positive flow of value α D for the network flow problem. Set
Define a probability vector on the set of all edges in E as p i,j = F i,j /α D , (i, j) ∈ E . For each x ∈ X let E (x) denote the set of edges (i, j) ∈ E satisfying x i ≥ 1 and x j ≥ 1, and denote the conditional probability vector p i,j (x) = νp i,j , (i, j) ∈ E (x), where ν is the normalizing constant
A randomized matching policy is defined by the following algorithm: Given that the state at time t is X(t) = x, the edge u 1 (t) = (i, j) is chosen with probability p i,j (x). After matching of i and j the resulting state is denoted x 1 (one customer from buffers i and j removed). A new edge (i , j ) is chosen independently from the first with probability p i,j (x 1 ) among edges in E (x 1 ). The algorithm continues to construct a sequence of states {x k } of strictly decreasing 1 -norm, |x k | = |x k−1 | − 2 for each k. The algorithm stops when there are no more edges in E (x k ). The number of iterations is upper-bounded by min( i∈D x i , j∈S x j ).
Lemma B.2. Under this randomized policy, the following drift condition holds whenever i ∈ D such that q i > 0:
The same null drift holds for supply buffers j ∈ S satisfying q j ≥ 1.
Proof. Consider i ∈ D such that q i > 0. Under this policy we obtain a lower bound on the
It is minimized when q ≥ 1 for every demand buffer ∈ D, and q k = 0 for every supply buffer k such that (i, k) ∈ E . There is at most one supply arrival at each time step, j∈S a j ≤ 1 (the supply arrival can be in class S c ). If a j = 1 (a supply arrival of class j), then the edge (i, j) is chosen with probability that is lower bounded by the conditional probability that (i, j) is chosen, knowing that an edge in {( , j) : ∈ D} is chosen. Consequently,
Recalling that E A i (t) | Q(t) = q = E A i (t) = α i , we conclude that
where the final equality follows because F is a maximum value flow. The proof follows since,
The proof for j ∈ S such that q j > 0 is similar.
In what follows, we will slightly modify this basic randomized policy to get a bounded negative drift.
Step IV: modified network flow. We assume in the following that ξ · q ≥ 0. In the case ξ · q < 0, the arguments are similar. Let d ∈ arg min i∈D c i and s ∈ arg min j∈S c c j . The state q with q d = q s = ξ · q and q k = 0, k ∈ {d, s} satisfies ξ · q = ξ · q and c(q ) = c(ξ · q).
A state q ∈ X satisfying c(q) ≥ c(ξ · q) + c gap satisfies at least one of the following:
i∈D c
We will consider the first case; the second is symmetrical. Let c max S = max j∈S c j and
Then q satisfies at least one of the following:
(a) there is some j ∈ S such that q j ≥ 2;
(b) there is some i ∈ D such that c i > c d and q i ≥ 2.
Indeed, if q does not satisfy either of the two above conditions, then
which is in contradiction with (37).
Case (a):
In this case, under the assumption on c gap , there is also some i ∈ D such that q i > 1. Indeed,
Assume q ≤ 1 for all ∈ D. Then (39) implies k∈S q k ≤ |D|. We have
We will modify the basic randomized matching policy to increase the matching rate of classes i and j slightly above their arrival rate.
Without loss of generality, we assume that (i, j) ∈ E (otherwise a modified randomized policy can be obtained by first matching an item i with an item j and then using the basic randomized policy). There is a path connecting j to i using edges in E (since G is connected). Denote this path by
, where γ is defined by (36). Consider a new network problem N in which the capacities of arcs (a, i) and (j, f ) are increased by 1 . Define a new flow F by adding 1 (1, −1, 1, . . . , 1) on a path from j to i:
For the other entries, F (e) = F (e).
Consider the randomized policy as in step III for this modified flow F . Then using similar arguments as in the proof of Lemma B.2, E A i (t) | Q(t) = q = E A i (t) = α i and
For all k ∈ D(j) ∪ S(i) for which q k > 0 we still have E Q k (t + 1) | Q(t) = q ≤ q k , using the same arguments as in the proof of Lemma B.2. This is also the case for queues i 1 and j m , using the same arguments.
Consider now m ∈ D(j)\{i 1 } (the case m ∈ S(i)\{j m } is similar), such that q m > 0. The difference with the basic flow case is that we now have
thus,
Case (b):
In this case, we will modify the basic flow to increase the matching rate of class i above its arrival rate. At the same time, we will decrease the matching rate of d.
There is a path connecting i to d using edges in E . Denote this path by
. Consider a new network problem in which the capacity of arc (a, i) is increased and of arc (a, d) decreased by 2 . Define a new flow F by adding 2 (1, −1, 1, . . . , −1) on a path from i to d:
The rest of the proof is now similar. We define a new randomized policy using F . As before, this has impact only on queues i and d and the neighbors of i, other than j 1 (a supply class k ∈ S(d) will get matched at least with the same rate as in the basic case, as
B.2 Drift with cross-matching
We need a corresponding lemma when idling is required (W (t) < τ * ):
Lemma B.3. Under the assumptions of Theorem 2.2, there exist constantsδ 0 ∈ (0,δ • ), ε 0 > 0, c gap > 0, and δ + > 0 such for each δ ∈ [0,δ 0 ], there is a randomized policy that satisfies the following uniform bounds: For each q ∈ X satisfying c(q) ≥ c(ξ · q) + c gap ,
where the two sums are over all j for which q j > 0.
In addition, the corresponding workload satisfies,
Proof. Consider the basic randomized policy as in
Step III of the proof of Lemma 2.3, obtained using a strictly positive flow F of value α D for the network flow problem N defined in step II of the proof of Lemma 2.
as in (36). Most of the arguments are the same as in the proof of Lemma 2.3. We highlight only the differences in what follows. One main difference concerns the fact that we now need crossmatchings. The other is the fact that the step IV of the proof of Lemma 2.3 was written assuming ξ · q ≥ 0 (and stating that the other case is similar). Here we have ξ · q < τ * < 0, so we first start by explaining the similarity with step IV of the proof of Lemma 2.3.
Let d ∈ arg min i∈D c c i and s ∈ arg min j∈S c j . The state q with q d = q s = ξ · q and q k = 0, k ∈ {d, s} satisfies ξ · q = ξ · q and c(q ) = c(ξ · q).
We will consider the first case, the second is symmetrical. Let c max D = max i∈D c i and Then q satisfies at least one of the following:
(a) there is some i ∈ D such that q i ≥ 2;
(b) there is some j ∈ S such that c j > c s and q j ≥ 2.
Case (a): In this case, under the assumption on c gap , there is also some j ∈ S such that q j > 1. The proof is similar as the same (for the details see the equivalent step for the case ξ · q ≥ 0 in the proof of Lemma 2.3).
As in the proof of Lemma 2.3), we will modify the basic randomized matching policy to increase the matching rate of classes i and j slightly above their arrival rate.
Without loss of generality, we assume that (i, j) ∈ E (otherwise a modified randomized policy can be obtained by first matching an item i with an item j and then using the basic randomized policy).
As in step IV of the proof of Lemma 2.3), there is a path connecting j to i using edges in E (since G is connected). Denote this path by j = j 1 i 1 j 2 i 2 j 3 . . . i m−1 j m i m = i. 
We will assume that in that case, the newly arrived items d and s are matched with some probability 2 . We need to compensate for the decrease of the matching rate of class s available for items in D. We will do this by constructing a new path from j to s (such a path exists since G is connected). Denote this path by j = j 1 i 1 j 2 i 2 . . . j n−1 i n−1 j n = s . , where γ is defined by (36). Consider a new network problem N in which the capacity of arc (a, i) is increased by 1 and (j, f ) is increased by 1 + 2 ε I . Define a new flow F by adding 1 (1, −1, 1, . . . , 1) on a path from j to i.
For the other entries, F (e) = F (e). Now define another flowF from F by adding 2 ε I (1, −1, 1, . . . , −1) on a path from j to s :
For the other entries,F (e) = F (e). Consider the randomized policy as in step III of the proof of Lemma 2.3). for this modified flowF . Then using similar arguments as in the proof of Lemma B.2, we get
The lemma holds for 0 = c i 1 + c j ( 1 + 2 ε I ) > 0 and δ + = 2 ε I > 0.
Case (b):
In this case, we will modify the basic flow to increase the matching rate of class j above its arrival rate. At the same time, we will decrease the matching rate of s, using a path connecting j to s using edges in E : j = j 1 i 1 j 2 i 2 . . . j n−1 i n−1 j n = s.
As in case (a), the newly arrived items d and s are matched with some probability 4 . To compensate for the decrease of the matching rate of class s available for items in D, we use a path from j to s : j = j 1 i 1 j 2 i 2 . . . j m−1 i m−1 j m = s . , where γ is defined by (36). Consider a new network problem in which the capacity of arc (j, f ) is increased by 3 + 4 ε I and the capacity of (s, f ) decreased by 3 . Define a new flow F by adding 3 (1, −1, 1, . . . , −1) on a path from j to s:
For the other entries, F (e) = F (e). Now define another flowF from F by adding 4 ε I (1, −1, 1, . . . , −1) on a path from j to s :
For the other entries,F (e) = F (e).
The rest of the proof is now similar. We define a new randomized policy using F . We get
The lemma holds for 0 = (c j − c s ) 3 + c j 4 ε I > 0 and δ + = 4 ε I > 0.
