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Abstract-The R. x n generalized Pascal matrix P(t) whose elements are related to the hyper- 
geometric function zFr(a, b; c; Z) is presented and the Cholesky decomposition of P(t) is obtained. 
As a result, it is shown that #~(-a, -b; 1; Z) = Cafe”‘“’ (3 (L)z” is the solution of the Gauss’s 
hypergeometric differential equation, 
~(1 - ~)y” + [l + (a + b - l)r]y’ - aby = 0, 
where a and b are any nonnegative integers. Moreover, a recurrence relation for generating the 
elements of P(t) is given. @ 2003 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
The familiar hypergeometric function [l] is defined by the series 
O” bldblk &(a, b; c; cc) := F(a, b; c; 3) = c -c-t k 
k=O blkk! ’ 
where [a]k is the rising factorial notation which can be written in terms of the Gamma functions 
defined by 
[a]k = ifIc>l, 
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It arises naturally in the solution of the Gauss’s hypergeometric linear differential equations 
x(1 - z)y” + [c - (a + b + l)z]y’ - aby = 0 (2) 
where a, b, c are constant, and has many applications in applied mathematics. 
Perhaps more interesting is the fact that the hypergeometric functions can be connected with 
the matrices of the Pascal type. 
Applying the well-known summation formula [l] due to Gauss, 
J’(” b. c. 1) = r(c)r(c - a - b, 
7 ? I I-(c - a)l?(c - b) ’ 
where c - a - b > 0 and c is a positive integer, we obtain 
F(k-n,-k;l;l) = ’ 
n 
(n ‘i;)!,! = k ’ 0 
This suggests that some hypergeometric functions are closely related to the binomial coefficients. 
In this paper, the n x n matrix of the Pascal type whose elements are related to the hyper- 
geometric function is presented, and the Cholesky decomposition of it. As a result, the solution 
of the Gauss’s hypergeometric differential equation of a certain type is found. Moreover, the 
recurrence relations for it are obtained. 
2. THE GENERALIZED PASCAL MATRIX P(t) 
There are many special types of matrices such as the Vandermonde matrix, tridiagonal matrix, 
Toeplitz matrix, the matrices of the Pascal type, etc., that appear frequently in many engineering 
and scientific applications. Recently, the matrices of the Pascal type have been actively studied 
by several authors (see [2-51). In this section, we study the special matrix of the Pascal type 
whose elements are related to the hypergeometric functions. We begin this section by giving the 
definition. 
For a nonzero real variable t, the n x n generalized Pascal matrix P(t) is defined by 
[P(t)lij = F 1 - i, 1 - j; 1; -$) t-f (3) 
where F(a, b; c; x) is a hypergeometric function defined by (1). 
For instance, if n = 4, then 
[ 
1 t t2 t3 
P(t) = ; ,“3’;it t4 yLz2y 1 
t4 + 3t2 
t5 f 6t3 + 3t ’ 
t3 t4 + 3t2 t5 + 6t3 + 3t t6 + 9t4 + 9t2 i- 1 I 
Note that if t = 1 in (3), then P(t) is the ordinary (symmetric) Pascal matrix in [4] (also 
see [2,3]) whose (i, $-entry is 
F(l -i,l -j;l;l) = ‘;i,” . 
( > 
It is known (see [2]) that P(1) has the Cholesky decomposition P(1) = LLT where L is the n x n 
Pascal matrix whose (i,j)-entry is F(j - i, 1 - j; 1,l) = (:I:), and hence, P(1) is a positive 
definite matrix. More generally, we show that P(t) has the Cholesky decomposition for any 
nonzero real variable t. 
For a nonzero real variable t, define L(t) to be the n x n lower triangular matrix (see [5]) by 
[L(t)]ij = F(j - i, 1 - j; 1, l)t-. 
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THEOREM 2.1. The n x n generalized Pascal matrix P(t) has the following Cholesky decompo- 
sition: 
P(t) = L(t)L(t)? (“1) 
PROOF. Applying (1) and (3), we get 
kc1 
I which completes the proof. 
For instance, if n = 4, then 
w= It; 3;t !jt g 1; i ; g =LWW. 
It is easy to show that the following corollary can be derived from (3) and the proof of Theo- 
rem 2.1. 
COROLLARY 2.2. For any nonnegative integers a and b, we have 
F’(-a, -b; 1;z) = mig” (I) (i)Xk. (5) 
From (2), we see that the hypergeometric function in (5) is the particular solution to the 
Gauss’s hypergeometric differential equation of the following type: 
x(1 - z)y” + [I + (a + b - l)z]y’ - aby = 0, 
where a and b are any nonnegative integers. 
The other interesting facts are obtained from Theorem 2.1 and L(t)-’ = L(-t) (also see [5]). 
(i) detP(t) = 1; 
(ii) P(-t) = (L(t)TL(t))-’ = [(-l)i+j(P(t)),j]; 
(iii) P(t)-’ = L(-t)TL(-t) = [(-l)i+j C”= k max(i,j) (;I;) (;:;)t2k-“-i]; 
(iv) [P(t)]i,i = xi=, (~~:)2t2(i-k). 
3. THE RECURRENCE RELATION 
FOR P(t) 
For the case t = 1, it is found that the matrix P(t) satisfies the recurrence relation 
[Wli,j = ~[p(t)li-l,j + P[P(t)li,j-1, i,j > 1, 
in which the constant ,B is free and cx is related to p by 
(6) 
a= 
(i - 1) + (j - l)(l - P) 
i-l (7) 
From (7), it is clear that the most suitable choice for p is ,L? = 1 because this choice for /? gives 
cy = 1. Consequently, the recurrence relation (6) will involve only additions that therefore the 
computational cost will be inexpensive. 
In particular, the Pascal matrix L satisfies 
@]i,j = P[Jqi-l,j-1 + Y[L]i-l,j, i,j > 1, 
where cy, y are arbitrary and p = ((i - 1)~ + (j - i)r)/(j - 1). The choice CY = y = 1 gives /3 = 1. 
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More generally, we have the following theorem. 
THEOREM 3.1: The n x n generalized Pascal matrix P(t) satisfies the following recurrence rela- 
tion: 
[lw]iJ = & {(i - 1)(W)]i-1,j + (1 - d[P(t)li,j-11, i fj, (8) 
where [P(t)],,j = [P(t)]i,, = 0. 
PROOF. For any nonzero real variable t, we show that the matrix P(t) satisfies the recurrence 
relation similar to (6). To do this, we have to consider all possible recurrence relations that 
connect together the three hypergeometric functions F(a, b; c; x), F(ut1, b; c; XC), and F(a, k+l; c; Z) 
in the form 
aF(a, b; c; x) = PF(a -t 1, b; c; Z) + yF(a, b + 1; c; x), 
where o, p, y are constants determined by 
F(afl,b;c;s), F(a,bfl;c;z), or F(a,b;cfl;~), 
which are called contiguous to F(a, b; c; x). Gauss proved that between F(a, b; c; x) and any two 
of its contiguous functions, there exists a linear relation with coefficients at most linear in x. In 
particular, he proved that 
(a - b)F(a, b; c; x) = aF(a + 1, b; c; x) - bF(a, b + 1; c; x), a # b. (9) 
Substituting a = 1 - i, b = 1 - j, o = 1, and x = I/t2 in (9) yields 
F(l-;,l-j;l;&) =~F(2-~,l-j;+~F(l-i,2-j;I;~), (10) 
for any i, j with i # j. 
Using (3), then (10) g ives (8) which completes the proof. I 
Note that for t = 1 in (8), the choice p = (1 - j)/(i - j) in (7) gives Q = (i - l)/(i - j) which 
is in complete agreement with (6). 
ALGORITHM 3.2. The elements of the n x n generalized Pascal matrix P(t) defined by (2) may 
be obtained as follows. 
STEP 1. Set [P(t)li,, = [P(t)]l,i = f-l, i = 1,. . . ,TZ. 
STEP 2. Compute [P(t)]i,i = CL=, (L::)2t2i-2k, i = 2,. . . ,n. 
STEP 3. Compute [P(t)]i,j = (t/(i - j)){(i - l)[P(t)]i-l,j + (1 - j)[P(t)]i,j-,}, i = 3,. . . ,n; 
j=a,...,i-1. 
STEP 4. Compute the remaining elements [P(t)]i,j, i = 2.. .,n-l;j=i+l...nbytheproperty 
of symmetry. 
For t = 1, it is always recommended to replace Step 3 with the following. 
STEP 5. Compute [P(t)li,j = [P(t)]i-l,j + [P(t)]i,j-l, i = 3,. . ,n; j = 2,. .,. , i - 1. 
Based on Algorithm 3.2, a Maple computer program [6] is written to generate the n x n 
generalized Pascal matrix P(t) for any real nonzero value t. For n 1 2 we may obtain the 
(n - 1) x (n - 1) g eneralized Pascal matrix once the n x n matrix is available. All we need to do 
is to eliminate the last row and the last column from the n x n matrix. The numerical examples 
are omitted here. 
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