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Résumé
L’aménagement et le suivi des ressources forestières nécessitent des données précises et bien réparties
dans le temps sur les conditions de la végétation dans les peuplements forestiers, ainsi que dans les
zones de coupes forestières ou venant de subir des feux de forêts. Les méthodes actuelles d’extraction
de l’information sur le couvert végétal sont basées sur l’interprétation de photographies aériennes,
jumelée à une campagne de vérification sur le terrain. Ces méthodes sont relativement coûteuses et
leur mise en oeuvre est très lourde. Pour pallier à ces problèmes, l’utilisation d’images issues des outils
de télédétection constitue une excellente alternative. La mise à jour des cartes forestières par
télédétection (télédétection des changements) suit la procédure d’identification des différences d’états
d’un objet ou d’un phénomène en l’observant à des moments différents. Plusieurs méthodes et
techniques de télédétection du changement ont été développées au cours des années. Nous nous
attarderons aux méthodes postclassificatoires. Or, pour plusieurs problèmes de classification d’images,
l’information recueillie par un seul capteur est incomplète et son traitement peut résulter en une
mauvaise classification due à un manque d’informations. Afin de surmonter ce problème, la mise en
coopération etlou en compétition de plusieurs capteurs est une bonne solution. Les images acquises
à l’aide de différents capteurs pour un même site sont en général partiellement redondantes, mais aussi
partiellement complémentaires. Pour bénéficier de ces caractéristiques, la fusion entre les
informations issues de différents capteurs apparaît fondamentale.
L’imagerie optique sera abordée en axant tout particulièrement le travail sur l’information en
provenance des indices de végétation. Puis, au niveau de l’imagerie radar, nous aborderons les thèmes
du filtrage et de l’analyse au moyen des paramètres de texture. Nous comparerons ensuite les
performances de plusieurs algorithmes d’optimisation de segmentation et d’estimation de paramètres.
Nous verrons enfin comment la fusion entre les informations multisources à l’aide de la théorie de
l’évidence mène au raffinement de la classification.
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91. Introduction
L’aménagement et le suivi des ressources forestières nécessitent des données précises
et bien réparties dans le temps sur les conditions de la végétation dans les peuplements
forestiers, ainsi que dans les zones de coupes forestières ou venant de subir des feux de
forêts. Cela explique l’importance du suivi du développement de la végétation et des prises
de décisions visant à atteindre les objectifs de gestion et de régénération (Pitt et aÏ., 1997).
Les méthodes actuelles d’extraction de l’information sur le couvert végétal sont ba
sées sur l’interprétation de photographies aériennes, jumelée à une campagne de vérifica
tion sur le terrain. Ces méthodes sont relativement coûteuses et leur mise en oeuvre est
très lourde. Par conséquent, les mises à jour des cartes forestières sont réalisées pour des
superficies réduites et à intervalles de temps souvent trop longs pour un suivi précis des
conditions de la végétation. Pour pallier à ces problèmes, l’utilisation d’images de télédé
tection constitue une excellente alternative, tant sur le plan de la superficie couverte que sur
le plan financier (le coût des images satellitales étant faible par rapport à ceux relatifs à la
mise en oeuvre d’une campagne de prise de données sur le terrain).’
La mise à jour des cartes forestières par télédétection (télédétection des changements)
suit la procédure d’identification des différences d’états d’un objet ou d’un phénomène en
l’observant à des moments différents (Singh, 1989). Plusieurs méthodes et techniques de
détection du changement ont été developpées au cours des années. On peut séparer ces
techniques en trois grandes catégories (Mas, 2000) : les méthodes préclassificatoires, les
méthodes de classification multidate ainsi que les méthodes de comparaison postclassifica
toires.
Nous nous attarderons aux méthodes postclassificatoires qui se basent sur la com
paraison directe des résultats de classification indépendante de deux images acquises à
deux moments différents. Ces méthodes sont très peu sensibles à la qualité de la super
position des images ainsi qu’aux différences des conditions atmosphériques. La correction
10
géométrique n’étant pas une tâche facile à réaliser à cause d’un manque de données carto
graphiques actualisées ou de la rapidité des changements à observer, ces méthodes doivent
être robustes et capables de fonctionner en dehors des conditions dites idéales. La qualité
des résultats obtenus à partir de ces méthodes est étroitement liée à la qualité de la classifi
cation réalisée sur les images d’entrée.
Pour la plupart des études de cas en classification d’images, l’information recueillie
par un seul capteur est incomplète et son traitement peut résulter en une classification peu
précise à cause d’un manque d’informations. Le mélange de différentes espèces forestières
(donc de différentes classes présentes sur le territoire) entraîne plusieurs confusions au
niveau des signatures spectrales recueillies par le capteur (Guyot et aÏ., 1989). De plus, la
couverture nuageuse peut causer un problème d’envergure, l’information visée n’étant plus
disponible.
Afin de surmonter ce problème, la mise en coopération et/ou en compétition de plu
sieurs capteurs s’avère une bonne solution. Les images acquises à l’aide de différents cap
teurs pour un même site sont généralement partiellement redondantes puisqu’elles repré
sentent la même scène, mais elles sont aussi partiellement complémentaires puisque les
capteurs possèdent leurs propres caractéristiques et que les mécanismes d’interactions phy
siques ondes/matières qu’ils mesurent sont aussi différents (Hégarat-Mascle et al., 1997).
Pour profiter de ces caractéristiques, la fusion entre les informations issues de dif
férents capteurs est souhaitable. La fusion entre informations redondantes peut ainsi aider
à la réduction de l’imprécision, tandis que la fusion entre informations complémentaires
peut donner une description plus complète de la scène. Dans les deux cas, les résultats de
la classification devraient être de meilleure qualité.
Les approches par fusion sont généralement issues de l’utilisation conjointe de
plusieurs capteurs;
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2. différentes résolutions (considérations multi-échelles), différents instants (contexte
multi-temporelle), différents outils d’analyse;
3. données auxiliaires (par exemple données issues d’un système d’information
géographique).
Parmi les techniques de fusion, on peut en distinguer deux qui seront utilisées. Tout
d’abord, les techniques de fusion sensorielle ou multi-capteurs. Le cadre mathématique le
plus souvent utilisé pour ce genre de fusion est celui de la théorie bayésienne des déci
sions. Il est cependant trop rigide pour la fusion d’un grand nombre de sources et l’appari
tion d’un conflit résulte en l’échec de la fusion (Roux, 1997). De plus, elle ne permet pas
la prise en compte de l’incertitude et de l’imprécision. On lui préfère donc les probabilités
subjectives (théories des possibilités et des ensembles flous). Ce cadre mathématique est
beaucoup moins rigide et permet une plus grande liberté pour ce qui est du choix des fonc
tions d’appartenance et des opérateurs de fusion. Leur avantage principal est leur efficacité
et leur souplesse d’utilisation à l’intérieur d’un grand nombre de problèmes de classifi
cation multisource ((Peddle, 1993); (Binaghi et al., 1997)). La théorie des croyances de
Dempster-Shafer permet quant à elle la prise en compte de l’incertitude et de l’imprécision
de manière explicite à l’intérieur de fonctions de masses. Elle permet aussi la représentation
de classes mélangées (Bloch, 1996a).
Enfin, la fusion statistique dont le principe est la mise en concurrence de décisions
issues de classifieurs indépendants, chaque “décideur” fournissant un point de vue différent
sur le problème (GDR, 1996).
Ce travail s’organise de la manière suivante nous présentons d’abord les objec
tifs et les hypothèses de recherche; suivront la méthodologie et une description du site
d’étude. Nous abordons ensuite le traitement des différents types d’images utilisées tout
d’abord, le traitement des images optiques en axant tout particulièrement le travail sur les
indices de végétation; viendra ensuite le traitement des images radar qui fait intervenir le
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filtrage et l’analyse à partir des indices de texture. Puis, nous développons autour des mé
thodes d’analyse d’images en insistant sur les méthodes d’optimisation de la classification
et d’estimation des paramètres pour la segmentation. Finalement, nous concluons avec les
méthodes de fusion des différentes informations extraites des images utilisées.
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2. Objectifs et hypothèses
Ce projet a pour objectif général d’adapter au contexte forestier un algorithme d’ex
traction d’informations basé sur la combinaison des approches de fusion sensorielle et
structurelle d’images optiques et radar (images RADARSAT en particulier). Cette com
binaison d’approches de fusion tirera profit des acquis de la fusion statistique. Cet algo
rithme fera la cartographie du couvert forestier en mettant en relief les zones perturbées
par les phénomènes anthropiques ou naturels tels que les feux et les coupes totales ou par
tielles. Pour ce faire, on exploitera la complémentarité ainsi que la redondance des données
optiques et radar de moyenne et faible résolutions spatiales, en particulier, celles des satel
lites Landsat et Radarsat.
Des objectifs plus spécifiques découlent de l’objectif susmentionné. Il s’agit j) de
déterminer le potentiel des données optiques et radar pour la cartographie des ressources
forestières; ii) d’étudier différents opérateurs d’extraction et de fusion d’informations afin
de sélectionner et d’adapter ceux se prêtant davantage au contexte forestier.
L’hypothèse de recherche se rattachant aux objectifs est la suivante:
La combinaison des informations issues de données optiques et radar permet une
meilleure identification et caractérisation des zones perturbées en milieu forestier (coupes
à blanc, coupes partielles, zones brûlées...).
Le prochain chapitre présente la méthodologie adoptée et présente la façon dont a été




La méthodologie comprend essentiellement quatre phases qui découlent directement
de la méthode de télédétection des changements préalablement retenue. L’organigramme
méthodologique illustrant le cheminement proposé et qui fait l’objet de la présente section
est illustré par la figure 3.1.
f igure 3.1 - Organigramme méthodologique.
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Tout d’abord, une recherche a été mise en oeuvre afin de déterminer le potentiel des
données optiques et radar dans la cartographie de différentes cibles forestières. Chaque type
d’image a été étudié de manière séparée. Par la suite, l’étude de différents opérateurs d’ex
traction d’informations a été réalisée. Nous avons ensuite étudié la complémentarité des
différentes informations extraites des images. Cette étude a permis d’élaborer une stratégie
de fusion des deux types de données ou des informations issues de leur analyse. La stratégie
s’appuie sur une étude théorique des techniques de fusion existant dans la littérature (voir
par exemple: (Binaghi et al., 1997); (Bloch, 1996b); (Bloch and Maitre, 1994)). Enfin, un
algorithme de segmentation et de classification a été adapté, en tenant compte des particu
larités des méthodes de fusion considérées, afin de générer une meilleure cartographie des
zones perturbées en mileu forestier.
L’étude du potentiel des différents types de données pour réaliser la cartographie fo
restière vise à mieux comprendre les avantages et les inconvénients des différentes données
disponibles pour la cartographie de ce type de scène. Elle consiste principalement à dégager
les informations potentiellement utiles pour la réalisation de la cartographie des différents
types de couvertures du sol. Elle s’appuie sur les résultats actuels disponibles dans la litté
rature ainsi que sur l’analyse d’images réelles sur des sites choisis.
Plusieurs algorithmes de segmentation et d’optimisation de classification ont été re
vus afin de déterminer leurs principaux avantages et inconvénients. Cette étude a mené à
la sélection d’un ou de plusieurs algorithmes en vue d’une utilisation ultérieure. Les cri
tères de sélection des différents algortihmes sont la précision de la segmentation résultante
ainsi que le coût du traitement en temps de calcul. Nous avons aussi étudié plusieurs algo
rithmes de filtrage pour la reconstruction radiométrique des images radar afin de permettre
l’utilisation des outils conventionnels de segmentation sur ces images.
Une étude des caractéristiques complémentaires et redondantes des différentes in
formations générées a aussi été réalisée. Cette étude a permis de dégager le potentiel de
combinaison des informations en vue d’en réaliser ultérieurement la fusion.
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La dernière phase tire profit des résultats des étapes précédentes pour élaborer une
étude théorique sur la fusion axée sur les caractéristiques complémentaires et redondantes
des informations optiques et radar dans le contexte forestier. Cette étude devrait mener
à la mise en compétition et/ou en coopération de plusieurs opérateurs afin de fournir un
meilleur résultat. Les différents algorithmes utilisés dans ce travail ont été implémentés en
JAVA (JDK 1.1.6) puis testés sur un Pentium 11(400 mHz).
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4. Site d’étude et données utilisées
Le site d’étude se situe au Labrador (Terre-Neuve) dans la région de Goose Bay. Il
comprend plusieurs classes thématiques relatives au domaine forestier. Le site est repré
senté par la figure 4.1.
figure 4.1- Site d’étude, Goose Bay, Labrador.
Les données utilisées dans ce travail consistent essentiellement en des images issues
des capteurs satellites TM5 de Landsat, ainsi que des données radar captées à l’aide du
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satellite RADARSAT. Ces différentes images ont été fournies par le Centre canadien de
télédétection (CCT). Il s’agit d’un ensemble de données multitemporelles (pour les besoins
de la télédétection des changements) dont les années d’acquisition sont 1996 et 1999. Pour
ce travail, nous avons utilisé une sous-image de la zone. Elle est représentée par les figures
4.2 et 4.3.
Figure 4.2- Bande 5, TM de LANDSAT.
La vérité terrain associée à cette zone est représentée par la figure 4.4.
Afin de tester le comportement des différents filtres et des algorithmes de segmenta
tion et d’optimisation, l’image de synthèse représentée par la figure 4.5 a été utilisée. La
vérité associée est donnée par la figure 4.6.
kiIomtres
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Figure 4.3- Image RADARSAT de la zone test.
q
kilomètres









Figure 4.5- SimulAi, simulation radar, 1 vue en amplitude.
Tel que mentionné dans l’introduction, les prochains chapitres se consacrent à déga
ger les informations pertinentes sur chacun des types d’images utilisées, en commençant
par l’imagerie optique qui fait intervenir les indices de végétation, puis l’imagerie radar où
différents algorithmes de filtrage et paramètres de texture sont abordés.
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Figure 4.6- Vérité de l’image simulée SimulAi.
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5. Imagerie optique
5.1. Principe de base
Les capteurs optiques sont dits passifs en ce sens qu’ils n’émettent pas leur propre rayon
nement, mais mesurent celui qui est réfléchi par la surface terrestre. Plusieurs informations
peuvent être extraites de ce type d’image pour cartographier ou aider à la cartographie
d’une région. Les indices de végétation ainsi que les informations spectrales sont plus su
ceptibles d’apporter une information précieuse pour la cartographie d’un milieu forestier.
Dans ce chapitre, nous nous attarderons à quelques indices de végétation populaires.
5.2. Indices de végétation
Les indices de végétation ont pour objectif de quantifier la quantité de végétation verte
en maximisant l’apparence de la réflectance de la végétation et en minimisant l’effet des
perturbations pouvant s’introduire dans le signal. Ils sont basés sur le comportement phy
sique de la réflectance dans le rouge et le proche infrarouge. En effet, la végétation profite
d’une importante réflectance dans les bandes infrarouges tIR et PIR) et d’une très faible
réflectance dans le rouge (figures 5.1 et 5.2).
Nous avons considéré ici quelques indices parmi les plus couramment utilisés, car la
littérature en dénombre environ une quarantaine (Bannari et al., 1995). De plus, les indices
utilisés sont choisis de façon à ce qu’aucune information apriori ne soit nécessaire.
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5.2.1. Le «Normalized Difference Vegetation Index» (NDVI)
Le NDVI est l’indice de végétation le plus retrouvé dans la littérature. C’est un très bon
indicateur pour de faibles densités de végétation. Au-delà d’une certaine densité, cet indice






où PIR est la réflectance dans le proche infrarouge et R celle dans la bande rouge.
La figure 5.3 montre le résultat de ce calcul. On remarque que le sol nu possède une réponse
relativement élevée, étant donné la faible présence de végétation à cet endroit. On remarque
aussi une certine zone de transition entre les buissons et la végétation plus dense.





5.2.2. Le «Sou Adjusted Vegetafion Index» (SAVI)
Le SAVI minimise l’effet des sols et considère une relation linéaire entre la réflectance du
sol dans les bandes rouge et infrarouge, mais il ne demande pas la connaissance spécifique
de la droite des sols (McDonald et al., 1998). Il s’écrit en fonction des réflectances dans les
bandes rouge et infrarouge de la manière suivante
(2)
La valeur de L=O,5 est habituellement utilisée (McDonald et al., 1998). Le calcul du
SAVI sur l’image test donne le résultat suivant:
Figure 5.4- Image du SAVI (zone test, Goose Bay, Labrador).
4
kilomètres
On remarque que comparativement au NDVI, cet indice réduit de beaucoup la ré
ponse du sol nu. Les différentes densités de végétation sont aussi plus visibles qu’avec
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l’indice précédent. Cependant, certaines zones d’eau se retrouvent avec une réponse plus
élevée qu’avec le NDVI.
5.2.3. Le «Modified Soi! Adjusted Vegetation Index» (MSAVI)
Cet indice minimise l’effet des sols nus sur le SAVI (Bannari et al., 1995). Il s’écrit de la
façon suivante
MSAVI
2PIR+l— V(2PIR— 1)2 —s(PIRR) (3)
r-
Figure 5.5- Image du MSAVI (zone test, Goose Bay, Labrador).
Cet indice donne un résultat très semblable au SAVI, ce qui est normal. Il diminue par
contre un peu plus l’effet du sol et la réponse au niveau des sols nus en est donc amoindrie.
I kil trea: I
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5.2.4. Le Advanced Vegetation Index (AW)
L’AVI s’écrit en fonction des réftectances dans le rouge et le proche infrarouge de la ma
nière suivante
AVI = [PIR(1 - R) (PIR - (4)
L’introduction d’une puissance dans l’équation de cet indice permet d’augmenter ta
sensibilité aux variations de biomasse. Le résultat de cet indice sur la zone test se retrouve
sur la figure 5.6.
Figure 5.6- Image du AVI (zone test, Goose Bay, Labrador).
Comme nous pouvons le constater, la réponse des sols nus et des cours d’eau est
pratiquement nulle. Ce résultat est donc très satisfaisant pour ce type de couverture du sol.




5.2.5. Correctïon des indices : le «Redness Index» (RI)
Certaines études ont montré que la couleur du sol affectait les indices de végétation (Bannari
et al., 1995). Le RI est donc un indice qui corrige cet effet. Cet indice est construit de la
même façon que le NDVI, mais il utilise la réflectance des bandes rouge et verte d’un cap
teur multispectral. Il est défini de la manière suivante:
(5)
On se sert généralement de cet indice pour augmenter la sensibilité des autres indices
à la présence de végétation. Pour ce faire, il faut fournir la pente k de la corrélation linéaire
de l’indice considéré avec le RI. Le nouvel indice est donné par l’équation suivante
VI*=VI_kRI (6)
Nous nous sommes servi de cet indice pour corriger les indices précédents.
5.2.6. Conclusion
Ce chapitre a abordé différents indices de végétation ainsi qu’un moyen de les rendre plus
sensibles pour détecter la présence de végétation. Nous avons vu que chaque indice réagit
différemment à la présence de végétation au sol. Nous verrons plus loin l’apport en infor
mation de chaque indice par rapport aux autres, en nous servant de la mesure de redondance
dérivée de la théorie de l’information. Le chapitre suivant introduit le traitement des images
radar à ouverture synthétique (ROS) en abordant les thèmes du filtrage et de l’analyse des
images ROS au moyen des paramètres de texture.
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6. Imagerie Radar à Ouverture Synthétique (ROS)
6.1. Principes de base en imagerie (ROS)
Contrairement à l’imagerie optique, les satellites RO$ sont des capteurs actifs, c’est-à-dire
qu’ils émettent leur propre rayonnement électromagnétique (de 0,3 à 35 GHz) à l’aide
d’une antenne, et effectuent la réception avec cette même antenne. Cette propriété leur
confère l’avantage de pouvoir faire l’acquisition d’observations autant par temps clair que
nuageux, de jour comme de nuit.
Le principe de l’ouverture synthétique permet aux capteurs radar d’obtenir une réso
lution comparable aux capteurs optiques. Ce principe consiste à utiliser plusieurs positions
de l’antenne pour reconstruire l’image. De cette façon, une cible au sol apparaîtra dans plu
sieurs impulsions du signal rétrodiffusé avec, pour chacune de ces impulsions, un angle
différent par rapport au radar. L’antenne ainsi synthétisée est beaucoup plus grande que
l’antenne réelle et possède une ouverture angulaire beaucoup plus fine. La résolution du
pixel est donc bien plus grande.
6.2. Filtrage du chatoiement
La réfiectivité des images radar est corrompue par un bruit multiplicatif important qui limite
leur analyse. Ce bruit, mieux connu sous le nom de chatoiement, est causé par l’interférence
des ondes électromagnétiques dans une même cellule de résolution. Cette section présente
différents algorithmes utilisés pour éliminer le chatoiement en imagerie radar. L’ enj eu du
filtrage est de taille puisqu’un filtre idéal ramènerait le problème de l’analyse des images
radar à celui de l’analyse des images optiques (Tupin, 1997). Afin de juger de la qualité
d’un filtre, on se sert principalement des trois critères suivants (Lee et al., 1994)
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• élimination du chatoiement, soit un lissage fort des zones homogènes;
• conservation et rehaussement des structures de l’images;
• préservation de la texture.
Tupin souligne qu’il est possible de juger la qualité du filtrage objectivement en ce
qui regarde les deux premiers critères. Pour ce qui est de la conservation de la texture,
puisqu’on ne connait pas a priori la texture d’une scène, il est difficile de juger de sa
conservation. De plus, une texture très fine se situe près du niveau du bruit causé par le
chatoiement.
6.2.1. Modélisation suivant les statistiques locales
6.2.1.a. Le filtre moyen
Le filtre moyen remplace la valeur du pixel central par la moyenne des pixels de son voisi
nage. Ce filtre possède une bonne capacité de lissage du bruit, mais ce moyennage aveugle
cause la dégradation des contours et des structures fines de l’image. Ce problème peut tou
tefois être amoindri par l’utilisation d’une fenêtre de convolution de petite dimension, soit
3x3 ou 5x5. Le résultat de ce filtre est représenté par la figure 6.1.
6.2.1.b. Le filtre médian
Le filtre médian remplace le pixel central d’une fenêtre de convolution par la valeur mé
dianne des pixels faisant partie de cette fenêtre. Il élimine facilement les pixels de bruités.
Cependant, le lissage des contours, la disparition des structures linéaires et une distortion
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Figure 6.1- Résultat du filtre moyen (3x3) (image simulée).
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de la forme des objets sont ses principaux inconvénients (Lee et al., 1994). De plus, comme
on peut le remarquer sur la figure 6.2, ce filtre est quelque peu ineffectif en ce qui concerne
le filtrage du chatoiement. On voit en effet que les zones homogènes ne font pas l’objet du
lissage intensif souhaité.
6.2.1.c. Le filtre de Lee
Figure 6.2- Résultat du filtre médian (image simulée).
Le filtre de Lee est un filtre de type adaptatif. Il tient compte des statistiques locales au
pixel (moyenne et variance). Il fonctionne tant avec une image corrompue par du bruit
mutiiplicatif qu’avec du bruit additif. Ce filtre élimine bien le chatoiement des régions
homogènes, mais non autour des contours de l’image. Lee propose cependant d’utiliser
une extension de ce filtre tenant compte des contours pour amoindrir cet effet. C’est ice
résultat qui est présenté sur la figure 6.3.
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figure 6.3- Résultat du filtre de Lee adaptatif (image simulée).
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6.2.1.d. Le filtre de Frost
Le filtre de Frost est basé sur les statistiques locales et un modèle de bruit multiplicatif. II
lisse moins dans les zones de contours pour préserver les structures. Il est coûteux en temps
de calcul (moins que les filtres itératifs). On peut voir le résultat de ce filtrage sur la figure
6.4. On remarque aussi que le lissage des zones homogènes est quelque peu déficient.
Figure 6.4- Résultat du filtre de Frost (image simulée).
6.2.2. Modélïsafion suivant une loi gaussienne
Il est possible d’utiliser les techniques markoviennes (décrites plus loin) pour la restau
ration des images en niveaux de gris afin de supprimer le chatoiement des images radar.
Le problème est ici de partir d’une information bruitée et de retrouver l’image de départ
(Tupin, 1997). Afin de trouver la solution optimale, nous utilisons le critère de MAP (Maxi
mum A Posteriori) ainsi que des algorithmes de type déterministe plus rapides que ceux de
type stochastique.
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Supposons premièrement une densité de probabilité du chatoiement suivant une loi
gaussienne. La fonction de régularisation H est quadratique (H (x) = x2). La fonction
de récurrence alors obtenue, qui conditionne la valeur d’un pixel à chaque itération selon
l’itération précédente, est la suivante
f(fl+l) — f(fl)
= 1 + À brs (f — Ps + Àbrs (f — f)) (1)
rEN3 S
où À est un coefficient de lissage positif servant à limiter l’influence du terme contex
tuel par rapport à celui d’attache aux données, p est la valeur bruitée du pixel, f est la





puisque H est quadratique. La nouvelle valeur du pixel s est donc une moyenne
pondérée entre l’observation et la valeur de ses voisins. Le résultat de cet algorithme de
filtrage est représenté par la figure 6.5.
6.2.3. Modélisation suivant une loi gamma
Il peut être utile de modéliser le chatoiement par une loi gamma qui s’applique beaucoup




- 2L (3p2 - f(fl)2) + 2Àbrs (3 (fr2 - p)
+ 2Àbr3 (f - f))
(3)
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Figure 6.5- Régularisation gaussienne (image simulée).
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où L représente le nombre de vues équivalentes de l’image radar.
Figure 6.6- Régularisation gamma généralisée (image simulée).
Les zones homogènes sont ici bien lissées et les contours assez bien conservés grâce
au processus de bord. Ce type de filtrage est extensible aux cas multiéchelles. Nous utilisons
ici les transformées en ondelettes pour dégrader la résolution de l’image initiale. Les figures
6.7 à 6.11 montrent le résultat de ce filtrage pour différents types d’ondelettes.
6.2.4. Comparaison des algorithmes de filtrage
Afin de comparer la performance des différents aglorithmes de filtrage du chatoiement,
nous regarderons de manière subjective les caractéristiques des images reconstruites. Nous
nous baserons, tel que mentionné auparavant, sur la préservation des contours ainsi que
le lissage des zones homogènes. Tout d’abord, en ce qui concerne les filtres fonction
nant suivant les statistiques locales au pixel, nous remarquons que la version adaptative
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Figure 6.7- Filtage gamma-MAP multiéchelle (ondelettes biorthogonales-5) (image simulée).
Figure 6.8- Filtrage gamma-MAP multiéchelle (ondelettes biorthogonales-9) (image simulée).
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Figure 6.9- Filtrage gamma-MAP multiéchelle (ondelette Debauchies-4) (image simulée).
Figure 6.10- Filtrage gamma-MAP multiéchelle (ondelettes non-séparables) (image simulée).
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Figure 6.11- filtrage gamma-MAP multiéchelle (ondelettes quincus biorthogonale-5) (image
simulée).
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du filtre de Lee est celle qui préserve le mieux les contours tout en réalisant un bon lissage
des zones homogènes. Au niveau des modélisations suivant une loi gaussienne ou gamma,
nous remarquons la supériorité des filtrages multiéchelles au niveau de la préservation des
contours, en particulier celui réalisé avec les ondelettes de Debauchies. Le lissage exces
sif des contours sur les restaurations en provenance des autres algorithmes en limite ici
leur utilisation. Par contre, les filtrages par décomposition en ondelettes présentent des ar
tefacts dus à la dite transformation. Nous proposerons plus loin une façon de fusionner des
images filtrées (issues de différents modèles) afin de faire disparaitre ces artefacts et ainsi
procéder à une meilleure reconstruction radiométrique des images radar. La prochaine sec
tion présente les méthodes d’analyse à partir de paramètres de texture. Nous y venons la
texture au moyen des statistiques locales ainsi que des paramètres dérivés des matrices de
cooccurence.
6.3. Analyse de texture en imagerie radar
La texture est une information importante en interprétation d’images radar. Plusieurs études
ont en effet montré une meilleure discrimination des types de couvertures du sol en combi
nant l’information radiométrique avec l’information de texture. Cette section présente donc
deux approches d’analyse de texture une basée sur les statistiques locales, l’autre basée sur
les matrices de cooccurence. Ces différentes mesures seront testées sur des images réelles
afin de déterminer leur utilité, et nous venons si la fusion entre différents indices peut me
ner à une meilleure discrimination des différents types de couverts. Cependant, dans le
cas qui nous intéresse, nous avons une image avec un nombre très faible de vues (1 vue).
Un moyennage spatial intensif est donc utilisé afin de garder le chatoiement à un niveau
raisonnable. De plus, un rééchantillonnage a été appliqué afin de permettre la superposi
tion avec les images optiques. Ces opérations tendent à dégrader l’information texturale
(Kurvonen and Hallikainen, 1999); nous nous attendons donc à ce que cette information
soit très faible. De plus, aucune transformation logarithmique ne fut appliquée (transfor
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mation du bruit multiplicatif en bruit additif), Solberg et Jain (1997) ayant montré le peu
d’amélioration apportée par cette transformation au niveau des analyses de texture.
6.3.1. Texture basée sur les statistiques locales
Les statistiques locales sont en fait les statistiques du premier ordre des images radar. Elles
ne représentent en rien les agencements spatiaux des différents niveaux de gris retrouvés
à l’intérieur d’une région. Ces discriminateurs texturaux sont directement dérivés de la
moyenne et de l’écart-type locaux du pixel considéré. Les paramètres texturaux en pro
venance des statistiques locales considérés à l’intérieur de ce travail sont le coefficient de
variation locale ainsi qu’un indice de texture mesurant l’hétérogénéité, soit le paramètre
d’ordre local.
On exprime le coefficent de variation locale de la manière suivante:
PMR= (4)
où o est l’écart-type local et t représente la moyenne locale des coefficients de ré
trodiffusion. Le paramètre d’ordre u peut quant à lui être estimé à l’aide d’une fonction
d’énergie de la manière suivante (Oliver, 2000)
v—mI—ml (5)
où I représente l’intensité du pixel.
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6.3.2. Texture basée sur la matrice de cooccurence
Les paramètres texturaux dérivés de la matrice de cooccurence sont basés sur la dépendance
spatiale des niveaux de gris d’une région (Haralick et al., 1973). La matrice de cooccurence
est calculée sur une fenêtre locale centrée sur le pixel considéré, et contient la fréquence
relative d’apparition des combinaisons de niveaux de gris à une certaine distance cl et une
certaine orientation, que nous noterons ici a, à l’intérieur de la fenêtre. Si une image pos
sède N9 niveaux de gris, alors ta matrice de cooccurence sera de dimension N9 X N9.
L’élément (i, i) de cette matrice se définit de la manière suivante
(6)
zi,j
où est la fréquence d’occurence des niveaux de gris i et j séparés par une distance
cl et une orientation c = 00, 45°, 90°, 135°. La somme est réalisée sur l’ensemble des paires
de pixels dans la fenêtre. Avant le calcul des paramètres texturaux, le nombre de niveaux
de gris se doit d’être réduit afin d’obtenir une estimation de bonne qualité des fréquences
relatives lorsque la texture est calculée sur de petites fenêtres ($olberg and Jain, 1997).
Une égalisation de l’histogramme a fourni des valeurs de niveaux de gris distribuées sur
l’ensemble de l’intervalle permis par 8-bits. Par la suite, les images ont été quantifiées en
N9 = 13 niveaux de gris. La distance cl utilisée est l’unité, plusieurs études ayant mon
tré que la distance n’avait que peu d’influence sur le résultat final. De plus, les matrices de
cooccurence calculées sont une moyenne suivant les quatre directions. Cette méthode d’ap
plication est raisonnable car la scène étant un couvert naturel, les diffuseurs sont distribués
aléatoirement (Kurvonen and Hallikainen, 1999).




• Le second moment angulaire : ASM =
qui est une mesure de l’homogénéité d’une région.
N9—1 (N9N9
• Le contraste: CONT =
n=o 1ij
où n = Ii
— il. Ce paramètre mesure le nombre de variations locales présentes dans
les différentes régions de l’images.
N9 N9
• L’entropie: ENT = ZZPi log P
ii
L’entropie d’une image est influencée par son hétérogénéité. En effet, une scène très
hétérogène donne de très fortes valeurs d’entropie, tandis qu’une scène plus homogène
fournit une entropie plus faible.
N9 N9
• L’inertie: INER = (i
—
j)2 P
Ce paramètre de texture favorise les niveaux de gris très éloignés les uns des autres.
Il sert donc à mesurer les zones de fortes variations.
N9 N9
• La différence de moment inverse: 1DM = 1+()2
L’IDM est influencée par l’homogénéité sur l’image. Une scène très homogène donne
une 1DM élevée, tandis qu’une scène hétérogène diminue sa valeur.
6.3.3. Résultats des analyses de textures
Cette section présente les différentes images issues du calcul des indices de texture. Ces
images seront par la suite segmentées de manière non dirigée, puis les résultats de classifi
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cation seront fusionnés pour servir de carte d’entrée dans le processus de fusion subséquent.
Suivant le calcul des indices de texture (statistiques locales et matrice de cococcurence), les
images 6.12 à 6.18 sont obtenues
Figure 6.12- Image du coefficient de variation (zone test, Goose Bay, Labrador).
Une analyse visuelle de ces images nous montre clairement qu’environ deux ou trois
types de couvertures du sol sont différenciables. Les réponses du sol nu et de l’eau sont
pratiquement confondues, tandis que la végétation et les buissons font l’objet d’une grande




Figure 6.13- Image du paramètre d’ordre (zone test, Goose Bay, Labrador).
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paramètres qui séparent le mieux les buissons de la végétation. Nous verrons plus loin, lors
de la segmentation non dirigée de ces indices ainsi que du calcul de la redondance, combien
de classes “robustes” peuvent être extraites de ces images. On remaque clairement l’eau et
le sol nu sont confondus à l’intérieur d’une même classe, leur réponse étant similaire avec
les différents opérateurs utilisés. Puis, on distingue une légère différence entre les zones de
forte et de faible densités de végétation.
6.4. Conclusion
Ce chapitre a abordé deux thèmes importants en traitement d’images ROS : le filtrage et les
indices de textures. Nous introduirons plus loin un moyen de comliner les images issues
de différentes méthodes de filtrage. Nous mesurerons aussi l’apport en information des
différents indices de textures les uns par rapports aux autres. Par contre, avant d’y arriver,
nous abordons dans le prochain chapitre, les méthodes d’optimisation de la segmentation et
d’estimation de paramètres, car l’apport en information sera jugé à partir des segmentations
obtenues à l’aide des paramètres de texture utilisés.
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7. Classification d’images satellïtales
7.1. Généralités
La classification est l’une des nombreuses applications du traitement des images. L’image
donne des informations sur la scène sous-jacente avec une petite corruption due au bruit.
Le but de la classification est d’assigner à chacun des pixels une étiquette représentant son
appartenance à une des K classes prédéfinies. Plusieurs modèles ont été proposés pour
réaliser cette tâche. On retrouve tout d’abord les méthodes de classification ponctuelles
(ou non contextuelles) qui partionnent l’image en se basant sur la valeur radiométrique
du pixel considéré (par exemple la méthode du maximum de vraisemblance). Puis on
retrouve les méthodes dites contextuelles qui prennent en compte tant la valeur radiomé
trique du pixel que l’information disponible dans son voisinnage immédiat. Ces méthodes
sont mieux adaptées au traitement des images satellitales, qui ne sont pas qu’une distribu
tion aléatoire de classes, mais présentent un certain type de régularité. Afin de modéliser
cette information spatiale, on utilise généralement l’hypothèse markovienne du champ des
étiquettes (que nous détaillerons plus loin) qui s’intègre bien au ca&e probabiliste.
Le partionnement d’une image en un nombre défini de classes nécessite la connai
sance des paramètres décrivant ces dernières. Deux solutions s’offrent ici à nous une
classification de type dirigé ou une de type non dirigé. Dans ce premier cas, les paramètres
sont dérivés des ensembles d’apprentissage choisis par l’utilisateur afin de créer la signa
ture spectrale de chacune des classes que ce dernier souhaite retrouver à l’intérieur de la
carte thématique ainsi générée. Ces méthodes donnent de bons résultats, mais ils ne sont
pas reproductibles et dépendent fortement de la qualité des ensembles d’apprentissage uti
lisés.
Les méthodes non dirigées sont quant à elles basées sur des tests de comparaison
statistique et une minimisation de fonction de coût. Ces méthodes présentent l’avantage
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de produire des résultats reproductibles sur tout type de terrain puisqu’aucun paramètre
(mis à part le nombre de classes présentes sur l’image) n’est déterminé par l’utilisateur.
Nous nous concentrerons donc sur celles-ci dans ce travail. De plus, pour tenter d’estimer
de manière automatique le nombre de classes présentes sur les images, un algorithme basé
sur la décomposition échelle-espace de l’histogramme ainsi qu’une méthode expérimentale
basée sur la maximisation de la redondance entre images classifiées seront étudiées.
Dans la grande majorité des cas réels, une étape d’optimisation de la classification est
nécessaire pour minimiser les erreurs ponctuelles. Plusieurs méthodes ont été développées
dans cette optique, notamment les recuits simulés qui convergent vers un critère maximum
a posteriori (MAP) global et les algorithmes déterministes du type 1CM (Besag, 1986) qui
convergent vers un critère MAP local.
Différentes méthodes réalisant l’estimation des paramètres et l’optimisation de la
classification seront revues à l’intérieur de ce chapitre. Elles seront testées sur des images
de synthèse ainsi que sur des images optiques réelles. De plus, un bref rappel sur l’approche
bayésienne et le cadre markovien sera présenté.
7.2. Rappel sur les champs de Markov
7.2.1. Champs de Markov
La stratégie bayésienne assure une optimalité de la classification. Cependant, la classifica
tion est faite ponctuellement sans aucune prise en charge de l’information en provenance du
voisinage du pixel considéré. L’optimisation ainsi obtenue concerne uniquement ce type de
démarche. De façon intuitive, un photointerprète regarde le contexte à l’intérieur duquel se
retrouve le pixel avant de lui attribuer une étiquette. Les pixels voisins de celui qu’il consi
dère apportent donc de l’information supplémentaire. Tenir compte des valeurs des autres
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pixels revient à supposer que les différentes variables aléatoires associées aux pixels ne sont
pas nécessairement indépendantes. L’objectif des modélisations par les champs de Markov
est d’introduire des modèles permettant de tenir compte de cette dépendance spatiale.
7.2.1.a. Définitions
Notion de champ aléatoire
Soit $ {Si, ..., s,} l’ensemble des sites faisant parti d’un sous-ensemble de l’image
(disons une fenêtre de convolution). En traitement des images, s sera souvent un pixel. Un
champ aléatoire (à un instant t fixe) correspond à la donnée d’une famille de variables
aléatoires définies sur un même espace de probabilité à valeurs réelles, complexes ou vec
torielles dépendant du paramètre s.
Système de voisinage




L’ ensemble N3 est appelé le voisinage de s, et r est dit voisin de s si r E N.
Champ de Markov




où w représente l’étiquette du pixel et L l’ensemble des étiquettes.
Clique
Soit N un voisinage d’une forme géométrique donnée. On appelle clique tout sous-
ensemble c de $ vérifiant l’une des deux conditions suivantes (G notera l’ensemble des
cliques)
• c est un singleton
• tous les éléments de c sont mutuellement voisins.
L’ordre d’une clique correspond au nombre de ses éléments.
Distribution de Gïbbs
Un champ aléatoire x défini sur S peut être représenté par une distribution de Gibbs
relativement à un voisinage N, si et seulement si sa probabilité jointe est de la forme sui
vante:
(w) exp(-U(w)) (1)
où U(w) fonction d’énergie et Z une constante de normalisation donnée par:
Z=exp(—U(w)) (2)
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Si U(w) peut s’exprimer sous la forme d’une somme (sur l’ensemble C de toutes les
cliques) de fonctions d’énergie potentielle ne dépendant que des éléments qui appartiennent
à la clique c, alors on dit que x suit une distribution de Gibbs localement additive.
Théorème de Hammersley-Clifford
x est un champ de Markov relativement à un voisinage N si et seulement si ir (w) =
= w) est une distribution de Gibbs localement additive. Par conséquent:
(w) =exp (_Vc(w)) (3)
cC
où V (w) est l’énergie associée à une clique. Une des raisons de la popularité des
champs de Markov est que le modèle demandant peu d’informations a priori, il peut être
considéré comme très général. De plus, la modélisation mathématique d’un tel modèle
est très simple. Les interactions au niveau des pixels sont prises en compte par le biais
d’énergies potentielles locales et non par une modélisation des caractéristiques locales (ce
qui est en général impossible à réaliser en pratique).
7.2.1.b. Estimation bayésienne
Les classifications utilisant l’estimation bayésienne sont basées sur la minimisation d’une
fonction de coût. Elles permettent d’obtenir Ï’optimalité de la classification. Notons les
distributions a priori et a posteriori de la manière suivante:
• Distribution a priori:
x,F (w, f) PFIX (f w) P (w) (4)
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• Distribution a posteriori:
FIx (f w) P (w)
PXIF (w f) = D [\ (5)
l_F U)
Considérons que l’estimateur doit avoir un risque de Bayes minimal, c’est-à-dire que
l’estimation finale s’écrit:
=argrninf R(w,w’)PX(F(w f)d (6)
où R (w, w’) est la fonction de coût. Nous présentons ci-dessous l’estimateur MAP.
Cet estimateur est d’ailleurs celui qui sera utilisé tout au long de ce travail pour les fins
d’évaluation des méthodes d’optimisation.
Maximum A Posteriori (MAP)
L’estimateur MAP est celui qui est le plus souvent utilisé en traitement des images.
Cet estimateur du champ des étiquettes fournit les modes de la distribution a posteriori. Il
est donné par:
MAP
= argmaxPF (w f) (7)
wGj2
Cette dernière équation est en fait un problème d’optimisation.combinatoire qui peut
être transformé en problème de minimisation de fonction d’énergie et résolu à l’aide de cer
tains algorithmes tels que le recuit simulé (qui sera abordé plus loin). D’autres estimateurs
permettent de maximiser différents types de probabilités. Citons par exemple, l’estimateur
MPM (Maximum de Probabilités Marginales) qui minimise les erreurs de classification.
Cependant, cet estimateur est très complexe et très tourd (Besag, 1986).
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Distribution a priori
Nous allons utiliser la distribution de Gibbs pour définir la probabilité a priori. Le
principal avantage de la distribution de Gibbs est que l’on peut travailler avec les éner
gies potentielles des cliques faisant partie du voisinage, au lieu de travailler avec l’énergie
globale du système.
Donc, si l’on suppose que est un champ de Markov avec un système de voisinage
N {N3 : s e S}, la probabilité a priori s’écrit de la façon suivante
P(=w) = exp(-U(w)) (2)
U(w)=ZV(w) (9)
cEC
où U (w) est la fonction d’énergie potentielle.
7.2.1.c. Modèle de segmentation
Le modèle de segmentation utilisé dans ce travail est très simple car il ne s’appuie que sur
les niveaux de gris de l’image et est donc applicable de manière universelle sur n’importe
quel type d’image. Nous appliquons donc l’estimateur MAP du champ des étiquettes qui
maximise la probabilité a posteriori:
P(wIF) = pf)P(FIw)P(w) (10)




L’étiquetage de la solution finale est donnée par:
MAP
= argmaxfJP(f w3)exp(—V(w)). (12)
wç
sS ceC
Puisque nous nous situons dans l’approximation des grands nombres, et en supposant
que P (f w3) puisse être modélisée par une gaussienne et que chaque classe de l’image
est décrite par sa moyenne j et sa variance o respectives, nous obtenons comme fonction
d’énergie:
U(w) = Ui (w,F)+U2 (w) (13)
où:






V (w) = Vc{r,s} (w, Wr)
= { (16)
où j3 définit l’hyperparamètre qui sert à contrôler l’homogénéité des régions lors de
la segmentation ou lors du processus d’optimisation.
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7.3. Optimisation de la classification
Lorsqu’on associe aux méthodes bayésiennes une modélisation markovienne, l’estimation
MAP se trouve en minimisant une fonction d’énergie non convexe. Ce problème est com
munément appelé optimisation combinatoire. En pratique, il est impossible de calculer
toutes les valeurs possibles de la fonction d’énergie, et l’utilisation des méthodes clas
siques est impossible à cause de la non-convexité de la fonction d’énergie (Kato, 1997).
La solution à ce problème provient de la physique statistique. Il suffit de substituer l’éner
gie du solide par la fonction de coût à minimiser et d’exécuter une simulation du type
Monte-Carlo appelée recuit simulé dans le contexte du traitement des images. Ces algo
rithmes, dont le plus important est sans aucun doute l’échantillonneur de Gibbs proposé
par Geman et Geman (Geman and Geman, 1984), demandent beaucoup de temps de cal
cul qui peuvent, selon le cas, les rendre prohibitifs. Afin de pallier à cette contrainte, des
algorithmes de type déterministe ont aussi été proposés (exemple Iterated conditionnal
modes : 1CM (Besag, 1986)). Ces algorithmes convergent cependant vers un minimum lo
cal, et non global, de la fonction d’énergie. Cette section présente différents algorithmes
d’optimisation en vue de tester leur capacité à optimiser l’information extraite en terme de
qualité de segmentation.
7.3.1. Algorithmes stochastiques
L’estimation MÀP est une méthode d’estimation globale au sens où l’estimation de l’éti
quette en un point dépend des observations de l’image entière. De façon idéale, on devrait
normalement tester toutes les configurations possibles du champ des étiquettes et choisir
celle qui donne l’énergie la plus basse. Or, dans un problème de classification d’images sa
tellitales, ce nombre devient très vite extrêmement grand et rend impossible l’analyse sys
tématique de toutes les configurations. Kirkpatrick et al. (1983) ont proposé une solution
à ce problème qui, comme mentionné plus haut, peut se traduire en terme de minimisa-
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tion d’une fonction d’énergie non convexe. Il s’agit d’une technique dérivée de la physique
statistique appelée le recuit simulé.
En physique du solide, le recuit est une technique qui consiste à chauffer un métal,
puis à laisser descendre sa température de manière lente et régulière pour éviter la cristalli
sation du solide dans un état d’énergie non minimal. Le même principe peut être appliqué
au contexte de traitement d’images où le problème à résoudre est celui d’une optimisation
combinatoire. On doit cependant poser les deux hypothèses suivantes:
Les solutions recherchées sont équivalentes aux états d’une matrice d’atomes à deux
dimensions.
2. Le coût d’une solution est équivalente à l’énergie d’un état.
Nous présentons ici trois algorithmes d’optimisation stochastique basés sur les hy
pothèses précédentes : l’algorithme de Métropolis, l’échantillonneur de Gibbs ainsi que
la dynamique de Métropolis modifiée (MMD). Nous présentons aussi une technique déri
vée des algorithmes génétiques et basée sur un modèle de contagion des maladies, soit le
modèle des urnes de Polya (Banerjee et al., 1999).
7.3.1.a. Algorithme de Métropolis
Notons w, ij les configurations possibles d’un problème d’optimisation. L’énergie de l’état
w est notée U (w). L’algorithme pour le recuit simulé s’écrit de la façon suivante:
Soit k = O (où k représente l’itération), on initialise w de façon aléatoire et on choisit
une température de départ T = T0 assez élevée.
60
2. On induit une perturbation î à partir de la configuration initiale qui n’est différente de
celle-ci qu’en un seul élément.
3. On calcule la différence d’énergie entre les états zU U Qij) — U (w). La( isiU<0
configuration suivante est : wk = si LU> O et <exp (—U/T)
wk sinon
4. On continue à l’étape 2 jusqu’à l’obtention de l’équilibre.
5. On réduit la température à T = Tk+ et on continue avec l’étape 2 jusqu’à l’équilibre
du système en utilisant k = k + 1.
Le paramètre est une constante aléatoire déterminée avant chaque itération. Ce
type de recuit est appelé recuit homogène. Il est cependant très peu utilisé en pratique
car l’atteinte de l’équilibre à chaque température demande un bon nombre d’itérations.
On lui préfère des recuits de type inhomogène. Dans de tels cas, la température décroît
après chaque itération. Pour un tel type de recuit, nous n’avons qu’à supprimer l’étape 4
de l’algorithme précédent. Le résultat est montré sur la figure 7.1. On y remarque quelques
erreurs de segmentation qui se situent surtout au niveau des contours et aussi certaines
erreurs ponctuelles qui n’ont pu être corrigées à l’aide du terme contextuel de la fonction
d’énergie.
7.3.1.b. Échantiflonneur de Gibbs
L’échantillonneur de Gibbs (Geman and Geman, 1924) est un recuit inhomogène qui s’éxe
cute de la manière suivante:
61
Figure 7.1- Résultat de l’algorithme de Métropolis (image simulée).
3
62
Figure 7.2- Résultat de l’échantillonneur de Gibbs (image simulée).
une température de départ T = T0 assez élevée.
2. Pour chacune des perturbations ‘ij différentes de la configuration initiale en un seul
élément (on note l’ensemble de ces configurations par Nu), on calcule l’énergie U (îj).
3. On réalise par la suite un tirage aléatoire sur les états et la configuration est acceptée
exp(—U,)
avec une probabihte de: Z exp(—U)
EN
4. On réduit la température à T = Tk+1 et on continue avec l’étape 2 jusqu’à l’équilibre
du système en utilisant k = k + 1.
Le résulat est montré sur la figure 7.2. On remarque que cet algorithme fournit une
très bonne segmentation, ce qui est conforme à la littérature. Cependant, comme nous le
verrons plus loin, le temps de convergence de cet algorithme est beaucoup trop élevé pour
penser à l’appliquer dans un contexte opérationnel.
1. Soit k = O (où k représente l’itération), on initialise w de façon aléatoire et on choisit
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7.3.1.c. Dynamique de Métropolis Modifiée (MMD)
Cet algorithme quelque peu hybride est proposé par Kato (1997). Pour des températures
élevées, son comportement est similaire à ceux des algorithmes stochastiques. Cependant,
dès que la température descend sous un certain seuil, son comportement devient détermi
niste. La longueur de la phase stochastique dépend ici d’une constante choisie à l’avance.
Le processus se décrit de la manière suivante
Ï. On choisit une configuration initiale w aléatoire et une température de départ assez
élevée.
2. On induit une perturbation?] à partir de la configuration initiale qui n’est différente de
celle-ci qu’en un seul élément.
3. On calcule la différence d’énergie entre les états: = U (ii) — U (w). La configura
f 1] si LU < O
tion de l’itération suivante est : w1 = 7] si tU> O et in () < (—U/T) où
wk sinon
est ici une constante fixée au début de l’algorithme.
4. Réduire la température à T = Tk+l et continuer avec l’étape 2 jusqu’à l’obtention de
l’équilibre du système en utilisant k = k + 1.
Comme le fait remarquer Kato, cet algorithme est plus rapide que l’algorithme de
Métropolis initial. Cela est dû au fait que l’on ne calcule que —U/T et non son expo
nentiel. De plus, l’initialisation n’est pas cruciale car la phase stochastique de l’algorithme
donne une configuration de bonne qualité pour l’entrée en phase déterministe. On peut voir
le résultat sur la figure 7.3. Bien qu’il subsiste encore des erreurs de segmentation et des
erreurs ponctuelles, cet algorithme représente un bon compromnis entre la qualité de la
segmentation et le temps d’exécution.
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Figure 7.3- Résultat du MMD (image simulée).
7.3.1.d. Remarque sur la descente en température
Le paramètre de température est un paramètre très important à l’intérieur d’un recuit si
mulé. Sa valeur à chaque itération conditionne les transitions d’un état vers un autre. Au
départ, une température assez élevée doit être choisie de telle sorte que toutes les transi
tions puissent être possibles avec une probabilité non nulle, mais aussi assez faible pour
assurer une convergence assez rapide de l’algorithme vers un minimum global.
La séquence de descente en température est elle aussi cruciale pour la réussite des
recuits simulés inhomogènes. En effet, une descente en température trop rapide piégera
certains endroits du système à l’intérieur d’un minimum local et non global. On utilise en
général une loi de descente exponentielle ou géométrique car les lois logarithmiques sont,
en pratique, beaucoup trop lentes.
La température finale du système doit tendre vers zéro. En pratique, cette condition
est atteinte avec une infinité d’itérations et on doit donc faire l’usage d’un critère d’arrêt.
*
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Habituellement, on arrête l’algorithme lorsque la différence d’énergie entre deux itérations
est inférieure à un seuil fixé au départ, ou que le nombre de changements entre deux itéra
tions est inférieur à un nombre fixé au départ.
7.3.1.e. Modèle des urnes de Polya-Eggenberger
Cet algorithme fait partie de la famille des algorithmes génétiques. Il réalise la relaxa
tion des décisions en utilisant un processus de contagion des maladies qui repose sur des
versions modifiées du processus d’échantillonnage de Polya-Eggenberger. Il fut proposé
par Banerjee et al. (1999). Chaque pixel est ici considéré comme une urne contenant plu
sieurs balles de couleurs différentes (une couleur pour chaque étiquette désirée). Afin de
déterminer les mesures initiales de similarité des pixels à chaque classe, une technique de
segmentation doit d’abord être appliquée. Ces mesures initiales serviront pour détermi
ner la composition initiale de chacune des urnes. On doit aussi définir un voisinage pour
chaque urne qui détermine par la suite l’état de l’urne considérée. La nature itérative de cet
algorithme permet une certaine mémoire temporelle, tandis que l’utilisation des urnes du
voisinage dans le processus de mise à jour permet la contagion spatiale des étiquettes.
Le modèle des urnes de Polya-Eggenberger s’applique de la façon suivante:
Initialisation de la composition des urnes à l’aide d’une segmentation initiale
= T * P(j,j) (t) où B33) est le nombre de balles de couleur t dans l’urne associée
au pixel (i, j), T est le nombre total de balles et P(j,) (t) est la probabilité que le pixel
(j, j) appartienne à la classe t;
2. Échantillonnage itératif des urnes:
— Méthode 1 : création d’une supernrne:
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i. Combinaison des urnes du voisinage défini;
ii. Tirage aléatoire d’une balle;
iii. Ajout de A balles de la couleur tirée dans l’urne associée au pixel (i, j);
iv. Reprendre l’étape a pendant un nombre défini d’itérations.
— Méthode 2 : échantillonage du voisinage:
j. Tirage d’une balle dans chacune des urnes;
ii. Ajout de A balles de la couleur majoritairement tirée dans l’urne associée au
pixel (i,j);
iii. Reprendre l’étape a pendant un nombre défini d’itérations.
3. L’étiquette finale du pixel est celle de la classe représentée par la composition
majoritaire de l’urne associée à chaque pixel.
La composition des urnes représente une fonction d’appartenance probabiliste pour
l’étiquette du pixel. Nous n’avons considéré ici que la méthode de la superurne. Le résultat
de cet algorithme (initialisé par maximum de vraisemblance) est présenté à la figure 7.4.
On remarque tout de suite que la segmentation est de très mauvaise qualité sur cette
image simulée. Cet algorithme a tendance à forcer la propagation des étiquettes. Ceci fait
que son utilisation n’est pas très attrayante si l’on compare aux algorithmes utilisant une
fonction d’énergie et une décroissance de température.
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Figure 7.4- Résultat des urnes de Polya-Eggenberger (image simulée).
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7.3.2. Algorithmes déterministes
L’utilisation des algorithmes stochastiques est parfois difficile en pratique. En effet, bien
qu’ils atteignent un minimum global, le temps de calcul demandé est parfois prohibitif On
préfèrera donc l’utilisation d’algorithmes déterministes qui convergent plus rapidement.
Ces algorithmes ne réalisent cependant qu’une descente en énergie à température fixe et
n’atteignent donc qu’un minimum local qui dépend, plus souvent qu’autrement, de la confi
giration initiale.
7.3.2.a. Iterated Conditionnal Modes (1CM)
L’algorithme 1CM est un algorithme déterministe proposé par Besag (1986). Cet algorithme
assigne systématiquement le pixel, à chaque itération, à la classe qui minimise son énergie.
L’algorithme se décrit de la manière suivante
On initialise à partir d’une image classifiée grossièrement (ou non).
2. En chaque site, on calcule l’énergie U de chaque classe et l’on affecte le pixel à la
classe d’énergie minimale.
3. On reprend l’étape 2 jusqu’à l’obtention de l’équilibre.
Le résultat de cet algorithme dépend cependant de la configuration initiale qui lui est
fournie. On peut voir le résultat de son application sur la figure 7.5. On remarque une très
mauvaise segmentation causée par son initialisation par le maximum de vraisemblance. Cet
algorithme est aussi mal adapté aux images bruitées car il plonge systématiquement vers
les minima locaux de la fonction d’énergie.
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Figure 7.5- Résultat de I’ICM (initialisé par MDV) (image simulée).
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7.3.3. Résultats expérimentaux
Afin de tester les algorithmes précédents, nous avons utilisé la fonction d’énergie donnée
par l’équation 25. Nous avons supposé que chaque classe était représentée par sa moyenne
et son écart-type. Nous avons utilisé une température initiale T0 = 4 et une loi de descente
Tk+; = 0, 98Tk pour chacun des algorithmes utiisant une loi en température (Métropolis,
Gibbs et MMD). La segmentation initiale pour l’ICM et le modèle des urnes de Polya
Eggenberger est réalisée à l’aide de l’algorithme de maximum de vraisemblance. Pour les
autres, l’initialisation fut aléatoire. Le paramètre fut fixé de façon ad hoc à 0.6, tandis que
le paramètre de l’algorithme MMD fut fixé à 0.3 (TMC = taux moyen de classification).
Tableau 7.1: Résultat de l’optimisation, image SimulAi.
Image : SimulAi Itérations Temps (s) Temps/itération (s) TMC (¾)
Metropolis 141 267,77 1,90 93,1
Gibbs 373 1217,31 3,26 97,4
MMD 196 360,26 1,84 93,6
1CM $ 8,46 1,06 60,9
Urnes de Polya $ 9,45 1,18 60,0
Image: Landsat bande 5 Itérations Temps (s) Temps/itération (s) TMC (%)
Metropolis 275 482,74 1.83 77,6
Gibbs 412 1413,13 3.43 80,4
MMD 35$ 765,72 2.13 77,9
1CM 9 10,0$ 1.12 75,1
Urnes de Polya 9 9,51 1.05 75,9
À partir de ces tableaux, nous remarquons tout de suite que la vitesse de convergence
(tant au niveau du temps de calcul qu’au niveau du nombre d’itérations) des algorithmes
déterministes est beaucoup plus élevée que celle des algorithmes stochastiques. Par contre,
le fait que la convergence soit si rapide a un impact majeure sur la qualité de la segmenta
tion sur les images bruitées. Par contre, sur l’image optique, la qualité de la segmentation
résultante est somme toute équivalente pour chacun des algorithmes. Les algorithmes dé
terministes sont donc beaucoup plus adaptés pour ce type d’image.
Tableau 7.2 : Résultat de l’optimisation, bande 5, Landsat.
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Suivant les résultats obtenus ici, nous avons décidé d’appliquer l’ICM sur les images
d’information en provenance de l’imagerie optique. Nous avons opté pour cet algorithme
principalement pour sa rapidité d’éxecution. En effet, sa vitesse d’éxecution le rend beau
coup plus attrayant que les algorithmes stochastiques. De plus, bien que le résultat de cet
algorithme dépende de la segmentaion initiale qui lui est fournie, nous croyons que cette
segmentation sera d’assez bonne qualité en ce qui a trait aux informations fournies par les
images optiques, ces dernières étant beaucoup moins bruitées que les images radar. Pour
ce qui est de la méthode des urnes de Polya, bien que son comportement général soit sem
blable à l’ICM, le fait que cet algorithme ne possède pas de critère d’arrêt explicite (critère
de convergence), mais fonctionne pendant un nombre défini d’itérations, est une limite de
son applicabilité. De plus, cet algorithme force la propagation spatiale des étiquettes et
n’inclut pas de contraintes explictes (terme d’attache aux données), ce qui peut entraîner la
disparition des structures fines dans l’image classifiée qui résulte de son application.
Pour ce qui est de l’optimisation de la segmentation des informations dérivées de
l’image radar, nous optons pour l’algorithme MMD qui fournit un bon résultat pour un
temps de calcul raisonnable. Le fait que le résultat de cet algorithme ne dépende pas de la
configuration initiale lui fournit aussi un avantage par rapport a l’ICM, les segmentations
initiales étant de moins bonne qualité sur ces images en comparaison avec les informations
optiques.
7.4. Estimation des paramètres
Dans une grande majorité des applications, les paramètres de chacune des classes de l’image
sont inconnus et doivent être estimés soit de manière dirigée ou de manière non dirigée.
Nous nous concentrerons ici sur les méthodes non dirigées de partionnement de l’image
dans le but de réaliser une estimation des paramètres (moyenne et variance) de chacune des
classes.
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7.4.1. Algorithmes de classification non dirigée
Ces différents algorithmes de segmentation ne prennent en compte que les caractéristiques
statistiques du premier ordre (moyenne, norme euclidienne...). Le partitionnement qui en
résulte est donc hautement dépendant de l’initialisation des centres d’agrégation. Nous pré
sentons ici des techniques de segmentation non supervisée, couramment utilisées en traite
ment d’images.
7.4.1.a. Algorithme des centres mobiles
La méthode de classification non supervisée des centres mobiles repose sur l’alternance du
calcul d’une partition P = {w1,
..., ‘j de L et des centres t = {li ..., l} de classes de la
partition P.





La partition finale dépend des centres initiaux. On peut écrire l’algorithme de la façon
suivante
On initialise les centres de façon aléatoire à des valeurs l0).
2. Calcul de la partition p(t) {t) ..,
— Pour tout s = 1, ..., S : affecter f3 à la classe la plus proche w tel que : = arg
min — tt)2.
—
Calcul des centres d’agrégation 1t+1) et des classes tl4)
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3. Reprendre l’étape 2 jusqu’à ce que p(t+1) = p(t)
7.4.1.b. Algorithme d’apprentissage par compétition
Cet algorithme fut développé dans le cadre des réseaux de neurones. Cette méthode repré
sente chaque classe par un neurone ou un prototype. Les coordonnées du prototype gagnant
(i.e. le prototype le plus près de l’observation) sont adaptées au fur et à mesure qu’on lui
présente de nouvelles informations. L’objectif final étant d’obtenir des prototypes repré
sentatifs des données. L’algorithme se décrit de la manière suivante
On initialise les prototypes de façon aléatoire à des valeurs
2. Pour une observation quelconque f(t)
— Chercher le prototype gagnant loù c arg min f — 1t)
2
—
Mise à jour du prototype gagnant: t’ = + î (t) (f(t) — i) où (t) est une
fonction décroissante par rapport à t.
3. Reprendre l’étape 2 avec t = t + 1 jusqu’à la stabilisation des l.
7.4.Lc. Algorithme K-moyennes flou (fCM)
À l’intérieur des deux méthodes décrites précédemment, l’observation f8 n’est affectée qu’à
une seule classe. Or, on peut introduire une certaine souplesse en introduisant la notion de
partition floue. Donc, chaque pixel appartient à toutes les classes L avec un certain degré
d’appartenance que nous noterons q. Le principe derrière cette méthode est la recherche




c= 1 s= 1
L’algorithme est donc le suivant:
Initialisation aléatoire des centres de classe Ï0).
2. Calcul de la partition floue q(t+1)
tc f(t) t(t)
Vs = 1, ...,$, c = 1, ..., C, q(+l)
= f
\i=1 f3 —c






4. Reprendre l’étape 2 jusqu’à ce que q(t+1) = q(t)•
7.4.2. Algorithmes d’estimation avec connaissances apriori
À l’instar des trois méthodes de classification non dirigées présentées plus haut, les mé
thodes présentées plus bas sont basées sur des approches statistiques qui supposent une
certaine loi de distribution (gaussienne dans notre cas).
7.4.2.a. Estimation Maximization (EM)
L’algorithme EM de type itératif comprend deux étapes : une étape d’estimation des pro
babilités conditionnelles et une autre qui maximise ces probabililtés. Il fut proposé par
Dempster en 1977. Pour cet algorithme, l’optimisation est seulement locale et la solution
finale dépend de l’initialisation. De plus, si la solution initiale est éloignée de la solution
optimale, l’algorithme risque de dégénérer vers une solution singulière. L’algorithme s’éxe
cute de la manière suivante:
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Étape d’estimation des probabilités conditionnelles de l’itération courante
Vs e [1, S] ,Vw e [w1,w] ,p(w5 f8) = I
Pp(fw=w)
j=1
2. Étape de maximisation : choix des paramètres qui maximisent les probabilités
conditionnelles: wj e [w1,w]
=
if p(w=wIf) = ; w =
sz=1 Zp(w3=wf) s=1 Zp(w8=wIf) s=1 Zp(ws=c’jIfs)
i=1 j=1 j=1
3. Répéter jusqu’à la stabilisation du vecteur de paramètres.
7.4.2.5. Stocliastic Estimation Maximizafion (SEM)
Cet algorithme est une variante de l’algorithme EM auquel on a rajouté une étape stochas
tique. Il est de type itératif et se décrit de la façon suivante
Étape stochastique : pour chaque échantillon f8 on tire une classe selon les
probabilités conditionnelles, ce qui donne une partition de l’image telle que
{ (f3) ,w e [1,0] ,s E [1,3] e {O, 1}}
C
C








3. Étape de l’estimation : pour chaque pixel, on calcule la probabilité conditionnelle des
différentes classes.
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4. Répéter jusqu’à la stabilisation du vecteur de paramètres.
7.4.2.c. Iterated Conditionnai Estimation (ICE)
Le principe de cette méthode est différent de celui de la SEM au sens où la notion de
vraisemblance n’intervient pas. Cet algorithme d’estimation de paramètres est plutôt basé
sur l’espérance conditionnelle (qui, du point de vue de l’erreur des moindres carrés, est le
meilleur estimateur de paramètres de lois). Or, l’espérance conditionnelle dépend des para
mètres des classes. Nous devons donc posséder une estimation a priori de ces paramètres.
L’algorithme itératif est le suivant
k = O, et on initialise le vecteurs de paramètres §0 de façon aléatoire.
2. On génère n réalisations LY (1 i n) du champ des étiquettes à partir de §ic
3. À partir des réalisations précédentes, on obtient §Jc grâce à l’opérateur d’espérance
conditionnelle:
§k+1
= E {Ee X = w} E (F, )
4. On reprend l’étape 2 jusqu’à la stabilisation du vecteur de paramètres.
7.4.3. Résultats expérimentaux
Le tableau suivant présente les résultats obtenus en termes de qualité de segmentation et de
temps de calcul des différents algorithmes sus-mentionnés. Les tests ont été réalisés sur la
bande 5 de l’image LANDSAT correspondant à la sous-image de la zone étudiée, ainsi que
sur l’image synthétique simulAi avant et après filtrage.
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Tableau 7.3 Estimation des paramètres, bande 5 LANDSAT.
Méthode Taux moyen de classification (%) Temps (s)
Centres mobiles 55 3,51





Tableau 7.4 Estimation des paramètres, SimulAi non-filtrée.
Méthode Taux moyen de classification (¾) Temps (s)
Centres mobiles 32 5,71





Tableau 7.5 : Estimation des paramètres, SimulAi filtrée (ondelettes Debauchies-4).
Méthode Taux moyen de classification (%) Temps (s)
Centres mobiles 34 2,26





L’estimation des paramètres s’est révélée beaucoup plus précise (en terme de pré
cision de segmentation, tout type d’image confondu) avec les algorithmes EM, SEM et
ICE (ce qui est normal puisque ces derniers font appel à un certain type de connaissance a
priori). Sur l’image optique, on remarque que les résultats des différents algorithmes sont
semblables. Ce qui n’est pas le cas sur l’image simulée avant et après filtrage. La SEM est
aussi plus rapide que 1’ICE, et la différence en précision de segmentation ne justifie pas la
différence en temps de calcul. Pour ce qui est de l’image radar simulée, les résultats nous
montrent que le filtrage de cette dernière améliore de beaucoup les résultats de la segmen
tation, surtout dans le cas des méthodes paramétriques.Nous avons choisi d’utiliser pour
le reste du travail, l’algorithme d’estimation des paramètres SEM. Bien que ce dernier soit
sensible au nombre de classes choisi pour la partition de l’image (Hégarat-Mascle, 1996),
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il est beaucoup plus robuste que les algorithmes standards de partition non dirigée. En ef
fet, ces derniers sont grandement affectés par la position des centres d’agrégation initiaux,
ce qui constitue une de leurs faiblesses au niveau de l’application en contexte totalement
non dirigé.
7.5. Estimation du nombre de classes
La plupart des méthodes d’estimation des paramètres requièrent la connaissance a priori
du nombre de classes présentes dans l’image. Or, l’estimation automatique du nombre
de classes est un problème très peu abordé dans la littérature. On fixe normalement ce
nombre de manière ad hoc, ou selon l’application que nous souhaitons réaliser. Cependant,
le nombre de classes souhaité par l’utilisateur n’est toujours pas celui qu’il est possible de
distinguer grâce aux observations disponibles. Nous présentons ici deux techniques une
décomposition échelle-espace de l’histogramme des niveaux de gris et une technique basée
sur la maximisation de la redondance entre images classifiées.
7.5.1. L’algorithme Échelle-Espace
Cet algorithme fut introduit par Carlotto (1987) pour appliquer le filtre échelle-espace au
problème de l’estimation des paramètres d’un mélange de distributions normales. Le prin
cipe de cette méthode est de générer une représentation en échelles continues de l’histo
gramme en lui appliquant une série de convolutions par une gaussienne d’écarts-types de
plus en plus grands. Par la suite, on calcule la dérivée seconde et l’on repère les endroits où
l’on observe des passages par zéro de cette dérivée. L’image résultante est ce qu’on appelle
l’image des empreintes de l’histogramme. Ces empreintes sont par la suite interprétées en
associant à chaque paire de passages par zéro (pour un écart-type de gaussienne donné) un
des modes de l’histogramme qui peut être par la suite modélisé par une distribution nor
male. La figure 7.6 présente l’histogramme des niveaux de gris de la bande 5 de l’image
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LANDSAT de la zone test du Labrador. La transformation échelle-espace de cet histo
gramme se retrouve à la figure 7.7. On remarque sur cette figure l’apparition de différents
maxima locaux au far et à mesure que l’écart-type de la gausienne qui lisse l’histogramme
diminue.









La figure 7.8 nous montre le signe de la dérivée seconde de l’image de la transfor
mation échelle-espace. On voit la formation des différent centres d’aggrégation, qui sont
de plus en plus nombreux lors de la diminution de l’écart-type de la gaussienne (de haut en
bas).
Le problème majeur de cette méthode est qu’elle requiert un histogramme de niveaux
de gris bien développé (mélange de gaussiennes apparent) et est donc inutilisable en ce qui
a trait à l’imagerie radar, comme nous pouvons le remarquer sur les figures 7.9 et 7.10.
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Figure 7.7- Transformation échelle-espace de l’histogramme.
Figure 7.8- Signe de la dérivée seconde.
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Figure 7.9- Histogramme de l’image radar.
j
L;j
Figure 7.10- Empreintes de l’image radar.
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7.5.2. Maximisation de la redondance
Une autre technique consiste à supposer que pour un nombre de classes suffisamment
grand, une partie des classes correspond vraiment à de l’information, tandis que l’autre
est essentiellement due au bruit (Le Hégarat-Mascle, 1996). Les critères mathématiques
prenant en compte toutes les classes sont donc inefficaces. Cette technique consiste à for
cer la classification de l’image (ou de plusieurs images) en différents nombres de classes,
puis à mesurer la redondance entre celles-ci. Une classification plus stable possédera une
redondance plus élevée vis-à-vis les autres classifications. En d’autres mots, les classes qui
sont présentes sur les images dont on mesure la redondance sont plus stables lorsque la re
dondance est élevée. Si on ajoute une classe et que l’on observe sa diminution entre les
différentes images, c’est donc signe qu’un certain désordre fut introduit et que les classes
présentes sur ces images sont moins robustes que les images présentant un nombre moindre
de classes.
Cette technique fut employée à l’intérieur de ce travail afin de tenter de déterminer le
nombre de classes “robustes” pour les différentes images d’attributs de textures et d’indices
de végétation. Les différents graphiques de la redondance en fonction du nombre de classes
sont reportés dans les sections traitant de la fusion des informations des paramètres pour
lesquels cette technique fut employée et ce, pour un nombre de classes allant de 2 à 8. Le
principe du calcul de la redondance se retrouve dans la section 8.3.1.
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8. Fusion de données en traitement des images
8.1. Problématique
Les problèmes inhérents à la fusion de données en traitement d’images de télédétection
sont nombreux. Il est possible, par contre, d’en identifier trois principaux. On retrouve tout
d’abord le nombre élevé de sources de données, problème qui tend à s’accroître avec les
années puisque de nouveaux satellites sont lancés augmentant ainsi la quantité de données
disponibles. Ensuite, on retrouve l’hétérogénéité des données. Enfin, il y a la gestion de
l’incertitude et de l’imprécision qui font partie intégrante de tout ensemble de données.
8.1.1. Dimensionnalité
La prise en compte d’un nombre important de données est un problème récent en traitement
d’images. Ce problème tend d’ailleurs à augmenter vu le nombre de plus en plus élevé
de satellites et de canaux des satellites multispectraux. Or, le nombre de canaux ou de
capteurs doit avoir un effet bénéfique sur la prise de décision. Dans le cas particulier de la
classification, pour un classificateur du type maximum de vraisemblance, l’accroissement
du nombre de canaux augmente les performances jusqu’à une certaine limite au-delà de
laquelle les résultats tendent à se dégrader (Foucher, 1997).
8.1.2. Hétérogénéité des données
La fusion de données ne se limite pas aux images. La nature des données à fusionner peut
être très variée, allant de la carte thématique, au résultat d’une classification monosource,
en passant par les modèles numériques d’altitude. Or, les méthodes classiques de traitement
d’images sous-entendent la modélisation des données suivant un seul type de distribution
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(en général une distribution gaussienne), ce qui n’est pas le cas en télédétection et dans
la plupart des domaines ayant recours à diverses sources de données. De plus, certaines
données de forme vectorielle sont très difficiles à intégrer avec les données images.
8.1.3. Incertitude et imprécision
Les données à intégrer lors d’un processus de fusion peuvent présenter des contradictions
(nature complémentaire des données), des erreurs (inhérentes à la mesure elle-même), de
l’absence totale d’information, ou encore avoir des résolutions spatiales différentes. La
difficulté lors de la combinaison d’informations ou de données imprécises et incertaines
consiste donc à trouver un compromis entre un résultat précis mais sûrement faux et un
résultat certain mais trop imprécis (Dubois and Prade, 1994).
8.2. Quelques définitions
8.2.1. Fusion de données
Aucune définition de la fusion de données n’a été acceptée à l’unanimité par la communauté
scientifique. Tout dépendant du domaine de recherche et du type de fusion considéré, les
scientifiques ont tendance à définir la fusion de données de manière à s’y inclure. Ceux
faisant de la fusion au niveau du pixel auront plus tendance à fournir une définition très
générale pouvant englober une multitude d’opérations allant de la simple addition d’images
à la théorie des ensembles flous. Au contraire, ceux réalisant la fusion de données à un
plus haut niveau (soit le niveau décision) auront tendance à proposer une définition plus
stricte rejetant plusieurs cas (en particulier, leurs définitions rejettent la majeure partie des
opérations de combinaison au niveau du pixel).
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Pohi et Genderen (1998) ont réalisé une revue des méthodes de fusion au niveau du
pixel (voir plus bas pour les niveaux d’abstraction). Ils proposent la définition suivante:
“La fusion d’images est la combinaison de deux ou plusieurs images à Ï ‘aide d’un
certain algorithme afin de former une nouvelle image.”
Cette définition est malheureusement restrainte aux images et exclut toutes autres
sources d’information, rejetant de ce fait même la fusion au niveau de la décision qui est,
en fait, une combinaison d’informations et non plus d’images dans le sens propre du terme.
De plus, vu la nature même de la télédétection, il est évident que l’information ne réside
pas toujours dans les images, mais qu’elle peut aussi se retrouver dans les relevés GPS, les
cartes existantes... Les données peuvent donc être très hétérogènes et l’adoption de cette
définition irait à l’encontre même de la nature de la télédétection.
Bloch et Maître (1994), proposent la définition suivante:
“Lafusion d’images est l’utilisation conjointe d’images hétérogènes pour l’aide à la
prise de décision.
Cette définition implique plusieurs conséquences:
• Elle exclut les traitements parallèles conduisant à des prises de décisions séparées.
• Elle implique que les images doivent provenir de sources différentes (hétérogènes),
excluant du même coup le cas de la fusion multispectrale.
Cette définition, bien qu’extrêmement claire, réduit la fusion des images au cadre
de la fusion au niveau des décisions. Nous adopterons donc la définition beaucoup plus
générale proposée par Lucien Wald (1998)
“La fusion de données est un cadre formel à l’intérieur duquel sont exprimés les
moyens et les outils pour l’utilisation conjointe de données provenant de différentes sources
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dans le but d ‘obtenir une information de plus grande qualité. La définition exacte de plus
grande qualité dépendra de l’application.”
Cette définition met l’emphase sur le cadre de travail et l’objectif premier de la fusion
de données plutôt que sur les méthodes. Nous adopterons donc celle-ci dans le cadre de cet
essai, bien qu’elle puisse entraîner un certain abus de langage lors de l’utilisation du mot
fusion.
8.2.2. Différents niveaux d’abstraction
Tel que mentionné précédemment, il est possible de fusionner les images à différents ni
veaux d’abstraction. On y retrouve tout d’abord la fusion au niveau des pixels qui corres
pond à la fusion au plus bas niveau. Puis, au niveau intermédiaire de fusion s’inscrit la
fusion au niveau des primitives. Enfin, la fusion au niveau des décisions qui est en fait la
fusion au plus haut niveau d’abstraction.
La fusion au niveau du pixel se contente d’être une fusion au niveau même des para
mètres physiques mesurés aux différents capteurs.
Les données utilisées à l’intérieur de ce type de fusion doivent être au minimum
référencées géométriquement, mais plus communément géocodées. Le géocodage joue un
rôle très important car une erreur à l’intérieur de celui-ci produit souvent des couleurs
artificielles ou des artefacts dans l’ensemble des données pouvant, par la suite, entraîner
des erreurs d’ interprétation (PohI and Genderen, 1998).
Parmi les outils servant à réaliser la fusion à ce niveau, on retrouve la transfor
mation RGB et IHS, les analyses par composantes principales, la transformée de Brovey,
etc... Ces différentes transformations servent principalement à rehausser l’image originale
en augmentant sa résolution spatiale pour des fins d’interprétation visuelle. On fusionne ha
bituellement une image panchromatique de haute résolution avec des données multispec
traies de résolution plus faible. Appliquées au contexte forestier, ces méthodes constituent
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un moyen économiquement raisonnable d’obtenir des images à hautes résolutions spatiale
et spectrale.
Cependant, pour la classification d’images en milieu forestier, ces méthodes n’ap
portent pas vraiment d’informations supplémentaires, ce qui justifie mal leur utilisation.
De plus, ces différents algorithmes de fusion de données sont très mal adaptés pour l’inté
gration de sources d’informations hétérogènes. En fait, ils ne servent qu’à l’intégration de
sources de données très corrélées. Donc, dans un contexte multisource comprenant à la fois
des données optiques et radar, et de l’information en provenance d’un système d’informa
tion géographique ($1G), ces outils ont un potentiel très limité.
La fusion au niveau des primitives est celle correspondant au deuxième niveau d’abs
traction. Différentes primitives peuvent être extraites des images de départ à l’aide de diffé
rents opérateurs (e.g. $ les routes, les rivières, les contours...). Les primitives ainsi extraites
peuvent ensuite être fusionnées selon les réponses des différents détecteurs afin de raffi
ner leur précision, permettant ainsi une utilisation ultérieure plus précise, si l’utilisateur le
désire.
La fusion au niveau des décisions représente une méthode utilisant des images ayant
toutes subi un traitement pour en extraire de l’information. L’ information ainsi obtenue
est par la suite fusionnée en appliquant une règle de décision qui renforce l’information
commune et tente de résoudre les conflits.
Selon les capteurs et les sources d’informations utilisés, la fusion au niveau des pixels
et des primitives peut être pratiquement impossible à réaliser. De plus, la fusion au niveau
des décisions est beaucoup plus robuste car un échec d’un capteur ne signifie pas l’échec
de l’ensemble du processus (Dasarathy, 1991). Ce type de fusion minimise d’ailleurs le
nombre de données qu’on doit fusionner. C’est à ce niveau que les informations générées
aux différentes étapes de traitement seront fusionnées à l’intérieur de ce travail.
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8.2.3. Redondance et complémentarité de l’information
Un des avantages potentiels de la fusion d’images est que l’information sur certains ob
jets ou composantes de la scène peut être obtenue de façon plus précise surtout en ce qui
concerne les objets ou composantes ne pouvant être identifiés par un seul capteur. Cet
avantage provient directement de la redondance ou de la complémentarité de l’information
produites par les capteurs. C’est ainsi que Luo et Kay (1989) donnent une définition à la
notion d’ information redondante et complémentaire.
Pour reprendre leur vocabulaire, on définit ta relation entre les informations de la
manière suivante
Information redondante : l’information redondante est fournie par un groupe de
capteurs lorsque chaque capteur perçoit, avec dfférents niveaux de fiabilité, les mêmes
composantes de la scène. La fusion de ce type d ‘information peut réduire l’incertitude
générale au niveau de l’image produite par la fusion mais aussi augmenter la précision
en ce qui a trait à certaines composantes de la scène. Plusieurs capteurs fournissant de
Ï ‘informartion redondantepeuvent aussi augmenter lafiabilité d’un système en cas d’échec
ou d’erreur de la part d’un capteur.
Information complémentaire: l’information complémentairefourniepar un groupe
de capteurs permet la perception de composantes de la scène qu’il serait impossible de voir
en utilisant l’information de chaque capteur defaçon individuelle. Chaque capteurperçoit
donc des composantes indépendantes de celles perçues par les autres capteurs.
À l’intérieur d’un contexte de fusion, l’information redondante peut être fusionnée à
un plus faible niveau d’abstraction si on la compare à l’information complémentaire dont
on tire un meilleur profit lorsqu’elle est combinée à un plus haut niveau de représentation.
En télédétection, les données à fusionner sont très hétérogènes. Un couple d’images
possède à la fois de l’information redondante et complémentaire qu’il est nécessaire d’uti
liser pour obtenir le meilleur résultat possible. Lors du développement d’une méthodologie
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de fusion, un algorithme pouvant facilement intégrer des données hétérogènes et prenant
en compte tant la redondance que la complémentarité s’avère par conséquent nécessaire.
8.3. Étude de la redondance des informations
Nous utiliserons une approche proposée par Le Hégarat-Mascle (Le Hégarat-Mascle, 1996)
fondée sur la théorie de l’information de Shannon et les résultats de la classification mono-
source.
8.3.1. Mesure de la redondance
La classification d’une image dépend à la fois du champ des observations que nous nom
merons F et du champ des étiquettes que nous noterons 2. Considérons Fi et F2, deux
ensembles d’observations bruitées acquises par deux capteurs différents, donc partielle
ment redondantes et complémentaires. Nous cherchons à quantifier l’information mutuelle
de deux images. Pour ce faire, nous allons utiliser la mesure de redondance définie dans la
théorie de l’information de Shannon et Weaver, qui est bien adaptée à l’analyse d’images
ainsi qu’aux propriétés statistiques du signal et du bruit (Le Hégarat-Mascle, 1997).
Tout comme la fusion de données, la mesure de la redondance peut se faire à plu
sieurs niveaux d’abstraction. On peut soit la mesurer à un bas niveau qui correspond à celui
des pixels où l’on compare les valeurs radiométriques, soit à un niveau plus élevé où une
information spatiale peut être incluse. Le Hégarat-Mascle (1996) propose de quantifier la
redondance en prenant l’information au niveau des classes qui tiennent à la fois compte
de la radiométrie et de l’espace avec une modélisation des champs de Markov lors de la
classification (étape d’optimisation). Cependant, la redondance ainsi calculée est fortement
dépendante du modèle de l’image et de l’algorithme de classification utilisés.
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8.3.1.a. Critère de Shannon-Weaver
Si nous disposons d’un ensemble de messages (ici l’image), on peut définir l’entropie (ou
quantité moyenne d’ information) de la manière suivante
S(F) =
- Z P (flk) log2 (P (71k)) (1)
kEN
où 71k représente la classe considérée et N l’ensemble des classes. L’entropie peut
aussi être vue comme une mesure de l’incertitude sur la prédiction des valeurs de F.
On considère maintenant deux images F1 et F2 ayant des valeurs dans les deux en
sembles suivants
N1,N1 = {n,k e [1,N1]}
N2, N2 = {n, k e [1, N2]}
Shannon définit la quantité d’information mutuelle (quantité moyenne d’information
commune à 2 images), ou encore la redondance, de la manière suivante:
R(F1,F2) = Z Z p (n,n) log2 (p2)) (2)
nEN;nEN2 ‘L J
Il est important de noter que la valeur de la redondance est très peu significative
en elle-même. Afin d’obtenir une valeur représentative (ainsi qu’une expression symmé
trique), il est nécessaire de diviser la redondance par la plus petite des entropies indivi
duelles (Volden et al., 1996). Nous obtenons alors l’expression suivante qui décrit la redon
dance relative d’un couple d’images:
R (F1, F2)
Rret (F1, F2)
min (S (F1) , $ (F2)) (3)
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Une redondance de 100 % sera alors obtenue seulement lorsque toute l’information
de l’image présentant la plus faible entropie est contenue dans l’autre. Les différents ré
sultats sont mentionnés dans les sections traitant des différentes étapes de la fusion des
informations.
8.4. Fusion des informations
8.4.1. fusion par la théorie des croyances (Dempster-Shafer)
La théorie de l’évidence (ou théorie des croyances) fut introduite par Dempster et déve
loppée subséquemment par Shafer. On retrouve dans la littérature le nom de théorie de
Dempster-$hafer pour nommer la théorie de l’évidence. Cette théorie permet la manipula
tion de l’incertitude et de l’imprécision. Un autre avantage majeur est qu’elle peut facile
ment manipuler n’importe quelle réunion de classes.
8.4.1.a. Principes de base
Appelons O l’ensemble des hypothèses relatives à la classe du pixel, ou encore cadre de
discernement. Ce cadre de discernement peut être exhaustif ou non (Janez and Appnou,
1996), c’est-à-dire qu’il peut contenir toutes les hypothèses nécessaires à la décision ou
qu’il existe des hypothèses manquantes. Notons ensuite 2e l’ensemble des sous-ensembles
deO.
La théorie de l’évidence permet la représentation de l’imprécision et de l’incertitude
au travers des fonctions de plausibilité et de crédibilité qui peuvent être dérivées d’une
fonction de masse définie pour tous les éléments focaux A de 2G• On appelle élément focal






où O représente l’ensemble vide.
Si A et B sont deux hypothèses du cadre de discernement, on peut affecter une masse






On fait souvent appel à ces deux fonctions pour désigner les fonctions de probabilité
inférieure et supérieure. Ces deux fonctions ont les propriétés suivantes:
Cr(A) <Pt(A)
Pi (A)=1-Cr (À)
8.4.1.b. Loi combinatoire de Dempster
La combinaison des mesures prises par différentes sources se fait selon une somme ortho
gonale des différentes fonctions de masse, et est définie en accord avec la loi de combinai
son de Dempster de la façon suivante:
fln(B)
(=m) (A) = (4)
où n représente le nombre de sources et K le degré de conflit entre les sources qui
est défini de la manière suivante:
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K = llmj (Bi) (5)
n3=O j=1
Plus le degré de conflit est élevé, moins la combinaison entre des mesures est sensée.
Cela se voit très bien à l’intérieur des formules précédentes si l’on assigne à K la valeur 1
(sources en conflit total); la masse sur l’élément focal A devient alors impossible à calculer.
Critère de décision
Il existe trois critères de décision souvent utilisés
• maximum de plausibilité;
• maximum de croyance;
• maximum de croyance sans superposition de leur intervalle.
Le premier critère est jugé comme étant le meilleur selon plusieurs auteurs. Le deuxième,
sur des hypothèses simples, est le plus utilisé. Le troisième, appelé critère de décision ab
solu, est très strict. Il existe d’autres critères de décision qui sont des compromis entre
chacun des critères précédents. Nous utiliserons ici le maximum de croyance dans le pro
cessus de décision.
Définition des fonctions des masse
Il n’y a pas de façon prédéfinie d’assigner les fonctions de masse aux différentes
hypothèses du problème traité. En traitement d’images, les moyens les plus utilisés pour
l’assignation des masses sont dérivés du niveau du pixel soit par simple probabilité, soit en
fonction de la distance aux centres d’aggrégation, ou encore en utilisant des termes d’éner
gie (dérivés de l’ICM par exemple). On peut aussi assigner les masses de façon totalement
empirique. Cette partie constitue la plus grande faiblesse de la théorie de l’évidence.
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Afin d’assigner les fonctions de masse, il est possible d’utiliser la méthode de plausi
bilité linéaire proposée par Shafer (Kim and Swain, 1995) et qui peut être utilisée lorsque
l’application de la théorie de l’évidence suit celle d’une méthode statistique classique.
Cette fonction de plausibilité linéaire est basée sur 2 suppositions
le degré de plausibilité d’une hypothèse singleton {w w e 0} X Pw
2. la fonction de plausibilité est consonante’
Si on appelle 00 = {w(’) . . .w(’) . . .w(’) } un ensemble ordonné de O tel que
Pw() >p(j)V1 i j <np
alors on peut montrer que la fonction de masse s’écrit de la manière suivante
m1 (A) =
?(;) (x)
pourA= {w(1)...w()...w()} (1 <k <n—1);
m (A) =___
pour A = 00 = 0;
m2;(A)=O
sinon.
Les avantages de la fusion à l’aide de la théorie des croyances sont les suivants:
comportement conjonctif de la fusion;
Rappel s Une fonction de croyance est dite consonante si ses éléments focaux sont imbriqués i.e.
sipourA C O{i = 1...r}telquem(A) > Opourtoutietm(A) = 1,A c A Vi <j, où
m: —+ [0, 1] est la probabilité d’attribution de base répondant aux conditions des fonctions de masse
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• gestion efficace du conflit entre les sources;
• possibilité de fusionner un grand nombre de sources cohérentes;
• complexité linéaire de l’opérateur;
• la fusion est munie de la propriété d’associativité, ce qui signifie qu’une inversion ou
un indexage des sources d’ informations n’ influencera pas le résultat final.
Son principal défaut se situe au niveau du temps de calcul. De plus, tel que men
tionné plus haut, le fait que la définition des fonctions de croyance initiales soit quelque
peu arbitraire et très subjective constitue aussi une faiblesse de cette théorie.
8.4.1.c. Description de l’algorithme de fusion et de classifications mulfisources
L’algorithme de fusion d’informations optiques-radar présenté ici permet de considérer
l’aspect du pixel mixte pendant la classification. Il est tiré de (Hégarat-Mascle et al., 1997).
Après la fusion, aucun pixel mixte n’est observé dans les résultats puisque la méthode utili
sée est non dirigée et que les seules classes considérées sont celles que l’on peut distinguer
à partir des informations de chacune des sources. Donc, un pixel mixte lors de la clas
sification monosource ne le sera plus grâce à l’information fournie par une autre source
qui viendra lever l’ambiguïté. L’algorithme général peut se résumer en deux étapes (figure
8.1)
Étape d’initialisation: classification non dirigée de chaque ensemble de données et
initialisation de la fusion d’informations Dempster-Shafer;
2. Fusion des informations avec détermination itérative de l’ensemble des classes valides.
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Figure 8.1- Schéma de l’algorithme de fusion non contextuel.
8.4.1.d. Renforcement des décisions : introduction d’informations contextuelles
Les données de télédétection sont grandement influencées par les attributs de leur voisinage
et, de ce fait, possèdent donc une nature spatiale intrinsèque. L’utilisation du contexte pour
modéliser la distribution de possibilité a priori est donc une procédure raisonnablement
rigoureuse. L’utilisation du contexte pour le renforcement des décisions signifie donc que
le pixel n’est plus traité de façon isolée, mais comme faisant partie d’un patron spatial.
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Le Hégarat-Mascle et al. (199$) utilisent l’hypothèse markovienne afin de renfor
cer les décisions provenant des classifications monosources (renforcement des décisions
des différents experts) lors de l’attribution des fonctions de masse élémentaires, avant leur
combinaison à l’aide de la règle orthogonale de Dempster.
Les masses élémentaires des classifications monosources sont pondérées suivant la
classe à laquelle ont été assignés les pixels appartenant au voisinage selon l’équation sui
vante:
(i) = rENs,,.=i
où m8 (i) est la masse du pixel s pour la classe ï,
,.
est la classe du pixel r faisant
partie du voisinage N5 du pixel s, le voisinage de s est tel que d<dm. Z représente un terme
de normalisation. Nous avons intégré cette masse contextuelle à l’intérieur de l’algorithme
de fusion non dirigée. La figure 8.2 schématise cet algorithme.
8.5. Résultats de la fusion des informations
Cette section présente les résultats obtenus aux différentes étapes de traitement. La figure
8.3 représente la série de traitements qui seront effectués.
Les résultats de chaque étape de fusion sont présentés plus bas.
8.5.1. Fusion des informations optiques
Cette section présente les différents résultats obtenus lors de la fusion des différentes in
formations extraites de l’image optique. Nous présentons d’abord la fusion des différents
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Figure 8.2- Schéma de l’algorithme de fusion contextuelle.
99
Figure 8.3- Organigramme général des traitements.
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indices de végétation afin d’obtenir des cartes de ce paramètres de plus grande qualité.
Nous discuterons ensuite de la fusion des différentes informations optiques (spectrale et
indices de végétation).
$.5.1.a. fusion de l’information des indices de végétation
Comme nous l’avons remarqué précédemment, les indices de végétation ont tous leurs
forces et leurs faiblesses respectives. Nous allons donc considérer chacun des indices comme
une opinion sur la présence et la densité de la végétation fournie par un expert. Pour choi
sir la bonne stratégie de fusion, nous devons d’abord déterminer la quantité d’information
commune aux différents indices. On prend ainsi avantage soit de leur complémentarité ou
de leur redondance. Nous utiliserons, pour ce faire, la mesure de la redondance selon le cri
tère de Shannon-Weaver dérivé de la théorie de l’information. Le graphique de la figure 8.4
présente la redondance entre les différents indices (après correction par le RI) et pour une
division de la densité allant de 2 à 8 classes de densité du couvert.
Comme nous pouvons le constater, le SAVI est bien corrélé avec le MSAVI (environ
90 % de redondance). Pour comparaison, la redondance entre 2 canaux de SPOT se situe
entre 50 % et 60 % au niveau des classes. Nous ne retiendrons donc qu’un seul de ces deux
indices pour réduire le coût en temps de calcul du processus de fusion. Notre choix s’ar
rêtera ici sur le MSAVI puisqu’il est conçu de façon à minimiser l’effet des sols nus sur
le SAVI et devrait donc être plus précis. Ces deux indices ont aussi une redondance assez
forte avec le NDVJ ainsi qu’avec l’AVI. Pour ce qui est de la redoidance entre le NDVI
et l’AVI, on remarque qu’elle possède une valeur près de 40 %. On peut donc considérer
la redondance entre ces 2 indices comme étant intermédiaire. Nous fusionnerons donc le
NDVI, le MSAVI ainsi que l’AVI en considérant l’union des différentes classes présentes
sur ces images, de manière à profiter de leur redondance et ainsi tenter de réduire I’ incerti
tude quant aux différents niveaux de végétation présents sur la zone test. Nous utiliserons
une segmentation en 4 classes de densité, la redondance étant maximum avec ce nombre de
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classes (deux classes étant ici pratiquement trivial car nous cherchons à segmenter l’image
en densité de végétation et non en un résultat binaire qui ne nous donnerait que les zones
de végétation et les zones sans végétation). Le résultat de cette fusion (avec l’algorithme
de fusion contextuelle) est présenté à la figure 8.5. Les zones d’eau et de sol nu y sont
confondues, ce qui est un résultat souhaitable, ces zones ne contenant pas ou très peu de
végétation. On remarque aussi la présence d’une zone de transition entre les buissons et
les zones de végétation plus dense. Les classes représentées par cette image ne sont pas
les mêmes que sur la vérité terrain disponible. Nous ne calculerons donc pas la matrice de
confusion pour cette segmentation. Nous nous contenterons de la fusionner avec le résul
tat de segmentation de la bande 5 pour montrer la pertinence de fusionner les différentes
informations pour améliorer la qualité de la segmentation.
figure 8.5- Résultat de la fusion des indices de végétation (zone test, Goose Bay, Labrador).







kïIomètrCs Densité relative de la végétation
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8.5.1.b. fusion de l’information spectrale et de celle des indices de végétation
Tel que mentionné plus haut, nous n’utiliserons comme information spectrale que celle en
provenance de la bande 5 (dont la classification se retrouve sur la figure 8.6), l’information
des bandes 2, 3, 4 de l’image Landsat étant présente à l’intérieur des cartes d’indices de
végétation. La redondance entre les images des classes de l’information spectrale et des
indices de végétation est de 45 ¾. Ce pourcentage peut paraître faible, mais s’explique par
le fait que les classes d’eau et de sol nu sont confondues sur l’image des classes des indices
de végétation. Ces informations sont donc redondantes et seront fusionnées en considérant
l’union des différentes classes présentes sur les 2 images segmentées. Le résultat de cette
fusion ainsi que la matrice de confusion associée sont reportés ci-dessous (tableau 8.2 et
figure 8.7).













Tableau 8.1 Matrice de confusion, classification bande 5.
forêt Eau Sol nu Buisson
forêt 85 13 3 33
Eau 5 74 2 3
Soinu 2 6 88 10
Buisson 8 7 7 54
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forêt ii Sol nu Buisson
Forêt $8 11 3 29
Eau 2 77 1 4
Soinu 12 5 90 $





Tableau 8.2 : Matrice de confusion (fusion bande 5 et indices de végétation).
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Nous pouvons remarquer que l’inclusion de l’information en provenance des indices
de végétation améliore légèrement le taux de classification des différentes classes théma
tiques retenues. La segmentation au niveau des cours d’eau est nettement plus précise. Les
zones de buissons sont aussi nettement mieux distinguées. Cependant, l’amélioration reste
très faible et ne résoud pas les problèmes liés aux frontières ainsi qu’aux zones nuageuses
(comme on peut le voir sur l’image des erreurs de classification (figure 8.8)). L’intégration
d’informations complémentaires (image radar) devrait résoudre ce problème, du moins en
ce qui a trait aux zones nuageuses.
8.5.2. Fusion des informations radar
Cette section présente les différents résultats obtenus lors de la fusion des différentes in
formations extraites de l’image radar. Nous présentons d’abord la fusion multifiltrage (ou
fusion d’images filtrées) pour l’amélioration de l’information radiométrique sur ce type
d’image. Nous discuterons ensuite de la fusion des différentes cartes de textures issues
Figure 8.8- Erreurs de classification.
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d’un même modèle, ainsi que la fusion des attributs de texture dérivés de différents mo
dèles. Puis, nous présenterons les résultats de la fusion des différentes informations radar
(radiométrique et texture).
$.5.2.a. fusion d’images filtrées
Soit une image corrompue par un bruit multiplicatif de type chatoiement:
F=RI (6)
On cherche donc à retrouver le signal F’ = R.
Nous disposons de N filtres, chacun pouvant se comparer à un expert fournissant un
avis sur le niveau de gris réel du pixel s que nous nommerons f5. Nous disposons donc de
N images filtrées reflétant l’avis des différents filtres que nous poserons comme étant de
fiabilité équivalente.
Posons comme hypothèse de départ que la valeur réelle du niveau de gris de l’image
initiale se retrouve dans un voisinage plus ou moins grand du pixel considéré sur au moins
une des images filtrées.
f5 (F1) u ‘I’.. (F2) u ... u ‘I’ (FN)) (7)
où W (F) représente le voisinage du pixel s de l’image filtrée i.
Afin de fusionner l’avis des différents experts, nous utilisons la théorie de l’évidence.
Comme nous cherchons à retrouver le niveau de gris le plus crédible, les hypothèses à
considérer sont l’ensemble des valeurs entières comprises dans l’ensemble [0,255]. Soit e.
notre cadre de discernement, où
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e = [0, 255]
Seulement, il est possible de restreindre le cadre de discernement en ne retenant que
les valeurs de niveaux de gris présentes dans le voisinage du pixel. On définit donc e’, le
cadre de discernement ne contenant que les hypothèses plausibles pour la prise de décision,
de la manière suivante
e’ (P3(F1)uP5(F2)u ...uI’5(FN)) ($
Il est aussi possible de rejeter les hypothèses (les valeurs de niveaux de gris) s’éloi
gnant trop de la radiométrie moyenne du voisinage. On borne donc le cadre de discernement
aux valeurs de niveaux de gris suivantes:
e’ [min (Fj — JF) , max (#Fj + JF)] (9)
Distribution des fonctions de masse
Les masses de croyance (pour chacun des pixels de l’image) sur les différentes hy
pothèses sont définies à partir des probabilités gaussiennes. Cette méthode de distribution
des fonctions de masse est ici très plausible parce que les opérations de filtrages tendent à





La combinaison des masses de croyance des différentes sources se fait à l’aide de
la loi combinatoire de Dempster. Or, une distribution des fonctions de masse de ce type
entraîne un lissage exagéré des contours, ta réponse maximale de l’algorithme étant centrée
autour de la moyenne locale. Un terme d’attache à la décision rendue par l’algorithme de
filtrage est intégré à l’intérieur de la masse de croyance pour pallier à cet inconvénient. On
exprime donc les fonctions de masse de la manière suivante:






De plus, pour ne pas se retrouver dans une situation de conflit total entre les diffé
rentes sources d’information, il est nécessaire d’inclure dans le processus de fusion un fac
teur d’ignorance globale vis-à-vis chacune des sources. En d’autres mots, il s’agit d’affecter
une masse de croyance non nulle au cadre de discernement. Ce processus est justifiable vu
le caractère non idéal de chacun des filtres.
Résultats sur des images de synthèse
La méthode décrite précédemment a été testée sur l’image radar synthétique Si
mulA 1. Les filtrages dont les réponses ont été fusionnées sont le filtrage de Lee adaptatif et
le filtrage Gamma-MAP multiéchelle (ondelettes Debauchies-4). Les résultats de la fusion
de ces différentes images filtrées sont montrés sur les figures 8.9 et 8.10.
On remarque sur la figure 8.9 un lissage important, voire excessif des contours.
Comme mentionné plus tôt, c’est le comportement auquel on doit s’attendre car la réponse
maximale de l’algorithme se situe au niveau de la moyenne. La figure 8.10 montre l’effet
de l’inclusion d’un terme d’attache à la décision dans la définition des fonctions de masse.
Les contours sont alors beaucoup mieux préservés, tout en permettant un lissage intensif
des zones homogènes.
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Figure 8.9- Fusion d’images filtrées sans terme d’attache à la décision (image simulée).
figure 8.10- Fusion d’images filtrées avec terme d’attache à la décision (image simulée).
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Nous avons ensuite procédé à une classification grossière de cette image à l’aide
de l’algorithme SEM, puis les décisions ont été relaxées à l’aide de l’algorithme 1CM. Les
résultats de l’estimation des paramètres sont donnés dans le tableau ci-dessous, et le résultat
final de classification est montré par la figure 8.11.
Tableau 8.3 Estimation des paramètres, image SimulAi (fusion d’images filtrées).
Méthode Taux moyen de classification (%) temps (s)
Centres mobiles 29 3,24





Figure 8.11- Segmentation de l’image issue de la fusion d’images filtrées (image simulée).
On remarque sur les figures 8.11 et 8.12 que les artefacts affectent la segmentation.
Les zones homogènes sont aussi moins bien lissées sur la figure 8.12, ce qui entraîne une
mauvaise segmentation de certaines zones.
•1
La même procédure est appliquée sur l’image représentée par la figure 8.13.
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Figure 8.12- Segmentation de l’image filtre Gamma-MAP multiéchelle (image simulée).
Figure 8.13- Image test.
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figure 8.14- Filtrage Gamma-MA? multiéchelle (image test).
$.5.2.b. Analyse de la fusion d’images filtrées
Cet algorithme de fusion d’images filtrées utilise toute l’information redondante disponible
pour fournir le résultat le plus plausible possible quant à la valeur du niveau de gris du
pixel. Les résultats sur les images de synthèse démontrent une amélioration par rapport au
filtrage par ondelettes utilisé seul. Les artefacts présents sur le filtrage par ondelettes dispa
raissent suite au processus de fusion. De plus, bien que le niveau de séparabilité des classes
ne semble pas être amélioré, on remarque sur l’histogramme des niveaux de gris (image
simulAi) un rétrécissement des différents pics ainsi que la séparation de deux classes jus
qu’alors confondues à l’intérieur des histogrammes provenant des différentes images fil-
H3
Figure 8.15- Fusion d’images filtrées (image test).
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trées (voir les figures 8.16 et 8.17). On aperçoit cependant un léger lissage des contours,
donc l’inclusion d’un processus de bord devrait être bénéfique. Les résultats en provenance
de l’estimation des paramètres nous le montrent d’ailleurs très bien (tableau 8.3). Si on les
compare aux résultats obtenus sur l’image simulée simplement filtrée, le résultats des mé
thodes d’estimation dites paramétriques (EM, SEM, ICE) s’améliorent considérablement,
passant de 77 ¾ à 92 % principalement à cause du lissage agressif des zones homogènes.
Nous nous servirons de cette méthode pour le filtrage de l’image radar utilisée dans ce
travail.
figure 8.16- Histogramme de l’image (filtre Gamma-MAP multiéchelle, image simulée).
8.5.2.c. fusion des informations de texture
Puisqu’on ne sait pas apriori quelle est la texture de la scène, nous proposons, tout comme
avec les indices de végétation, de considérer chacune des cartes de textures segmentées
comme une opinion d’expert sur le partionnement de la scène. Tel que mentionné plus
haut, nous nous attendons à ce que l’information de texture soit très faible et ce, à cause
des caractéristiques de l’image et des prétraitements réalisés sur celle-ci. Comme on le
-
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remarque sur le graphique de la redondance relative en fonction du nombre de classes
(figure 2.18), celle-ci suit une descente continue. Ce comportement suggère que la texture
retrouvée sur cette zone est essentiellement due au bruit ou encore est très faible. À titre
de comparaison, nous présentons le graphique de la redondance relative en fonction du
nombre de classes pour une zone où les textures sont bien différenciables (figure 8.19).
Figure 2.18- Redondance relative des paramètres de textures (zone test)
Redondance relative des indices de texture en
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Nous avons tout de même réalisé une segmentation des différentes cartes en trois
classes. Nous avons ensuite fusionné les cartes des attributs de textures issus d’un même et
de différents modèles. Le résultat de cette fusion se retrouve sur la figure 8.20. Les matrices
de confusion associées se retrouvent sur les tableaux 8.4 et 8.5.
Tableau 8.4 : Matrice de confusion (fusion des textures de la matrice de cooccurence).
Forêt Eau + Sol nu Buisson
Forêt 42 1 25
Eau+Solnu 11 93 29
Buisson 41 6 46
TMC 62
On remarque que l’inclusion de plusieurs indices améliore, comme on s’y attend, le
taux de classification par rapport à l’utilisation d’un seul indice. Si l’on introduit l’infor
mation en provenance d’un autre indice suivant un autre modèle (ici le paramètre d’ordre),
le taux de classification s’améliore légèrement notamment, au niveau des buissons. Le sol
nu et l’eau sont, par contre, confondus, tandis qu’il existe une grande confusion entre la
végétation et les buissons.
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kIIomtres
Forêt 44 1 20
Eau+SoÏnu 4 93 15
Buisson 52 6 65
TMC 67
8.5.2.d. Fusion de l’information radiométrique et de l’information de texture
Une fois les différentes cartes de textures fusionnées, nous avons fusionné ce résultat avec
la carte de couverture du sol dérivée de l’information radiométrique disponible. La redon
dance entre ces deux images étant de 45 %, elles sont donc de nature plutôt redondante.
Nous considérons donc comme éléments focaux les unions des différentes classes. Le résul
tat (8.2 1) ainsi que la matrice de confusion associée sont présentés plus bas. On remarque
une légère amélioration du taux de classification. L’eau et le sol nu sont toutefois toujours
confondus, tandis que la confusion entre les types de végétation subsiste encore.
Figure 8.2 1- Fusion des informations radar (zone test, Goose Bay, Labrador).
119
Tableau 8.5 Matrice de confusion, fusion de textures de deux modèles.










figure 8.22- Confiance en la décision (zone test, Goose Bay, Labrador).
Tableau 8.6 Matrice de confusion de la fusion des informatiolis radar.
Végétation Eau + sol nu Buisson
Végétation 48 1 18
Eau+solnu 6 92 13
Buisson 46 7 69
TMC 70
Nous nous serions attendu à ce que la confusion soit levée entre l’eau et le sol nu
à partir des informations radiométriques. Or, comme nous pouvons le constater, ce n’est
pas le cas. L’algorithme de classification SEM n’a pas été en mesure de séparer ces deux
classes, leur signatures étant très semblable sur l’image filtrée. Même avant le filtrage, une
très grande confusion est présente. Ceci est en partie dû au rééchantillonnage de l’image
(pour une superposition avec l’image LANDSAT) et à la faible qualité de l’image radar
disponible (1-vue en mode fin). Nous pouvons aussi mentionner que la confiance en la
décision rendue par l’algorithme (figure 8.22) est d’ailleurs très faible pour les zones de
végétation. Ce qui laisse sous-entendre que ces deux types de couvertures du sol possèdent




8.5.3. Fusion des informations multisources
D’un point de vue théorique, la fusion entre informations complémentaires devrait per
mettre de lever certaines confusions, notamment en ce qui a trait aux zones nuageuses et
aux zones ombragées qui leur sont associées. Cependant, l’information radar de la zone
test étant de piètre qualité, il nous est impossible de juger de l’apport réel de cette tech
nique de fusion multisource pour la classification en milieux forestier. Nous avons tout de
même procédé à la fusion de ces informations (ta redondance des deux images est de 23 %,
ce qui leur confère un caractère complémentaire et est conforme avec la théorie). Nous re
marquons sur le résultat l’apparition d’une nouvelle classe associée à l’ombre des nuages.
Or, l’information en provenance des images radar est inadéquate pour lever complètement
la confusion et associer ces zones d’ombre à la couverture réelle du terrain. De plus, on
remarque que l’eau et les buissons sont nettement mieux distingués grâce à l’utilisation
conjointe de 2 types d’images.Le taux de bonne classifiation pour ces classes passant res
pectivement de 77 % et 59 % pour une image optique utilisée seule à 88 % et 71 % pour
une utilisation conjointe optique-radar. Nous croyons cependant qu’une image radar de plus
grande qualité (nombre de vues plus élevé) ou l’utilisation conjointe de plusieurs images
radar générerait suffisamment d’informations pour réaliser une meilleure discrimination de
la couverture du sol. Le résultat de cette fusion est montré sur la figure 8.23.
Tableau 8.7 Matrice de cnnfiiin de la fiiçin’i des infwmitinn multisources.
Végétation Eau Sol nu Buisson
Végétation 28 6 2 19
Eau 2 89 1 3
Soinu 1 2 88 7
Buisson 9 3 9 71
TMC $4
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Il nous a été impossible de vérifier totalement nos hypothèses de recherche. Comme
démontré, la fusion entre différentes informations optiques améliore les résultats de clas
sification. En ce qui concerne le potentiel de combinaison entre les informations radar,
nous avons présenté un algorithme de combinaison de filtrages pour réduire le chatoiement
des images radar. Cette technique semble donner de bons résultats. Pour ce qui est de la
combinaison d’ attributs de texture, la faible qualité de l’image radar a rendu impossible la
vérification de cette hypothèse. Le potentiel de la combinaison des information optiques
et radar n’a cependant pas pu être déterminé, sauf d’un point de vue théorique (mauvaise
qualité de l’image radar). De plus, le volet de détection des changements fut impossible à
réaliser, le site d’étude n’ayant subi aucune perturbation entre les dates d’acquisition des
images. Nous avons aussi montré qu’il est possible de déterminer un nombre optimal de
classes robustes pour le partionnement des images en nous basant sur la maximisation de
la redondance entre classifications monosources. Cette méthode semble être une avenue
intéressante pour l’estimation automatique du nombre de classes.
Nous avons utilisé cette même mesure de redondance pour quantifier l’apport en in
formation d’une source vis-à-vis une autre. Nous avons remarqué le caractère redondant
des indices de végétation, tout en montrant que l’apport en information de chacun d’entre
eux diffère légèrement et qu’une combinaison de ceux-ci améliore très légèrement le résul
tat de la segmentation finale. Cette même constatation s’applique aussi pour les différents
attributs de texture utilisés dans ce travail. La technique de mesure de redondance nous a
d’ailleurs permis de fusionner les différentes sources d’information disponibles en tenant
compte de leur caractéristiques redondante ou complémentaire selon le cas.
Les objectifs de recherche ont été atteints partiellement. L’étude du potentiel des
données optiques pour la cartographie forestière a montré que les informations spectrales
et les indices de végétation constituent des sources d’information précieuses dans le cas
de données TM de LANDSAT. Pour ce qui est des données radar, cet objectif n’a pu être
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atteint à cause de la faible qualité de l’image radar disponible. Pour ce qui est de l’étude
de différents opérateurs d’extraction et de fusion d’informations, cette recherche a mené
à la sélection d’algorithmes de segmentation et d’optimisation de classification les mieux
adaptés (parmi ceux disponibles) pour le type d’image considéré. Le choix de la règle
de fusion d’informations dans un contexte multisource s’est fait principalement selon des
considérations théoriques.
Pour améliorer ce travail, il serait possible de réaliser un algorithme de fusion pren
nant en compte la couverture nuageuse et n’utilisant l’information radar que dans le cas où
l’information optique est absente. Ceci a malheureusement été impossible ici à cause de
la mauvaise correction atmosphérique de l’image TM de LANOSAT. En effet, la radiomé
trie des zones nuageuses était anormalement faible. Comme la plupart des algorithmes de
détection des nuages se basent sur la recherche de maxima locaux très élevés, les nuages
se retrouvent confondus avec le sol nu, rendant ainsi impossible leur détection. De plus,
l’inclusion de processus contours-régions, ou simplement d’une carte de contours, pourrait
permettre de réduire la confusion liée aux frontières entre les classes.
Bibliographie
Banerjee, A., Burlina, P. and Alajaji, f. (1999). Image Segmentation and Labeling Using
the Polya Urn Model, IEEE Transactions on Image Processing, vol. 8, no 9, p. 1243—
1253.
Bannari, A., Morin, D. and Bonn, f. (1995). A Review of Vegetation Inidces, Remote
Sensing Reviews, vol. 13, p. 95—120.
Besag, J. (1986). On the StatisticalAnaÏysis ofDirty Pictures, Journal ofthe royal statistical
society, vol. 48, no 3, p. 25 9—302.
Binaghi, E., Madella, P., Montesano, M. G. and Rampini, A. (1997). Fuzzy Contextual
Classification of Multisource Remote Sensing Images, IEEE Transactions on Geos
cience and Remote Sensing, vol. 35, no 2, p. 326—339.
Bloch, I. (1996a). Incertitude, Imprécision et Additivité En fusion de Données . Point de
Vue Historique, Traitement du signal, vol. 13, no 4, p. 267—288.
Bloch, I. (1996b). Information Combination Operators for Data Fusion, a Compara
tive Review with Classflcation, IEEE Transactions on Systems, Man and Cybemetics,
vol. 26, no 1, p. 52—67.
Bloch, I. and Maitre, H. (1994). Fusion de Données En Traitement D ‘images . Modèles
D ‘information et Décisions, Traitement du signal, vol. 11, no 6, p. 435—446.
Dasarathy, B. V. (1991). Decision Fusion Strategies in MuÏtisensor Environments, IEEE
Transactions on Systems, Man and Cybemetics, vol. 21, no 5, p. 1140—1154.
Dubois, D. and Prade, H. (1994). La Fusion D ‘informations Imprécises, Traitement du
signal, vol. 11, no 6, p. 447—458.
foucher, S. (1997). Problématique et Méthodologies En fusion D’images. Document
remis dans le cadre du séminaire Tel 902.
GDR (1996). L’interaction système/environnment pour l’interprétation des signaux et des
images, Rapport technique, ENST.
Geman, S. and Geman, D. (1984). Stochastic Relaxation, Gibbs Distributions and the
Bayesian Restoration ofImages, IEEE Transactions on Pattem Analysis and Machine
Intelligence, vol. PAMI-9, p. 452—472.
125
126
Guyot, G., Guyon, D. and Riom, J. (1989). Factors Affecting the Spectral Response of
Forest Canopies A Review, Geocarto International, vol. 3, p. 3—18.
Haralick, R. M., Shanmugam, K. and Dinstein, I. (1973). Texturai featuresforlmage Cias
sfication, IEEE Transactions on Systems, Man, and Cybernetics, vol. smc-3, no 6, p. 610—
621.
Hégarat-Mascle, S. L., Bloch, I. and Vidal-Madjar, D. (1997). Application ofDempster
Shafer Evidence Theory to Unsupervised Ciassfication in Muitisource Remote $ensing,
IEEE Transactions on Geoscience and Remote Sensing, vol. 35, no 4, p. 1018—103 1.
Janez, F. and Appriou, A. (1996). Théorie de L’évidence et Cadres de Discernement Non
Exhaustifs, Traitement du signal, vol. 13, no 3, p. 237—250.
Kato, Z. (1997). Modélisation Markoviennes Multirésolutions En Visionpar Ordinateur
Application A la Segmentation D ‘images SPOT, thèse de PhD, Université de Nice
Sophia Antipolis.
Kim, H. and Swain, P. H. (1995). Evidentiai Reasoning Approach to Multisource-Data
Ciassfication in Remote Sensing, IEEE Transactions on Systems, Man and Cyberne
tics, vol. 25, no 8, p. 1257—1265.
Kurvonen, L. and Hallikainen, M. T. (1999). Texturai Information ofliultitemporai ERS-]
andJERS-1 SAR Images with Application to Land andForest Type Classification in Bo
reai Zone, IEEE Transactions on Geoscience and Remote Sensing, vol. 37, no 2, p. 680—
689.
Lee, J., Jurkevich, I., Dewaele, P., Wambacq, P. and Oosterlinck, A. (1994). Speckie
Filtering ofSynthetic Aperture Radar Images . A Review, Remote Sensing Reviews,
vol. 8, p. 3 13—340.
Mas, J. (2000). Une Revue Des Méthodes et Des Techniques de Télédétection Du Change
ment, Canadian Journal ofRemote Sensing, vol. 26, no 4, p. 349—360.
McDonald, A. J., Gemmell, F. M. and Lewis, P. E. (199$). Investigation ofthe Utility of
Spectral Vegetation Indices for Detennining Information on Coniferous Forests, Re
mote Sensing ofEnvironment, vol. 66, p. 250—272.
Oliver, C. J. (2000). Ram Forest Classification Based on SAR Texture, IEEE Transactions
on Geoscience and Remote Sensing, vol. 38, no 2, p. 1095—1104.
127
Peddle, D. (1993). An Empirical Comparaison ofEvidential Reasoning, Linear Discrimi
nant Anatysis and Maximum Likelyhood Algorithmsfor Alpine Land Cover Classflca
tion, Journal Canadien de Télédétection, vol. 19, no 1.
Pitt, D. C., Wagner, R. G., Hall, R. J., King, D. J., Leckie, D. G. an Runesson, U. (1997).
Use ofRemote Sensing for forest Vegetation Management A Problem Analysis, The
Forestry Chronicle, vol. 73, no 4, p. 459—477.
PohI, C. and Genderen, J. L. V. (1998). Multisensor Image Fusion in Remote Seensing:
Concepts, Methods and Applications, International Journal ofRemote Sensing, vol. 19,
no 5, p. 823—854.
Roux, L. (1997). fusion D ‘informations Multi-Sources Pour la Classflcation D ‘images
Satellite, thèse de PhD, Université Paul Sabatier de Toulouse.
$ingh, A. (1989). Review Article . Digital Change Detection Techniques Using Remotely
Sensed Data, International Journal ofRemote Sensing, vol. 10, no 6, P. 989—1003.
Solberg, A. H. S. and Jain, A. K. (1997). Texture analysis of SAR images A comparative
smdy, Rapport technique, Norwegian Computing Center.
Tupin, F. (1997). Reconnaissance de Formes et Analyse de Scènes En Imagerie Radar À
Ouverture Synthétique, thèse de PhD, Ecole nationale supérieure des télécommunica
tions, Paris.
Volden, E., Giraudon, G. and Berthod, M. (1996). Information in Markov Random fileds
and Image Redundancy, Lectures Notes on Computer Sciences, vol. 1133, p. 250—268.
