Introduction
Modeling plays a critical role in problem solving. Recent advances in the management science / operations research (MS / OR) discipline and in computer hardware and software technology have converged to bring about a sharp increase in the use of computer-based management science models to solve problems encountered in all areas of government, business, and industry [32, 66] . This increasing reliance on models is necessitated by the complex nature of today's problems and the competitive environment of today's business and industrial world, which call for the ability to process more and more information in increasingly more,.complex, innovative, and efficient ways. MS / OR models increase the information processing capability of a decision maker and serve as a source of predictive and evaluative information.
Despite tremendous advances in modeling software (e.g., simulation languages, mathematical programming packages, and statistical packages), model development remains a difficult, labor intensive, and costly process. This is especially true for large complex models. Model usage continues to demand the technical skills of an expert, particularly for models that require large amounts of input data or involve the use of a package as a solver. Economically important modeling research, therefore, will need to focus upon large-scale modeling and upon model management (MM) issues. This paper focuses upon the latter.
While different authors [ During the last decade, a considerable body of research concerning model management issues has been developed along such diverse paths as database theory, artificial intelligence, and conceptual graphs. (These efforts are briefly described in the next section.) This remarkable degree of diversity stems from the fact that model management is a relatively new area of investigation that is relevant to research in such diverse fields. Indeed, various researchers seem to have different conceptions of the term "model" and, perhaps as a result, a varying focus regarding the role and function of a model management system. In spite of such focused and meritorious efforts, the broader issues in model management are still not well understood or clearly defined. Until recently, relatively little attention has been paid to the issues of model reusability, sharing, and evolution management. To date, no existing implementation really qualifies as a true MMS in the sense described above. We believe that the prime cause for this situation is the lack of a coherent and general conceptual framework for model management. Further, there is an increasing realization [ 24, 35 ] that effective model management requires accommodating models not just within the MS / OR modeling tradition, but also in other realms such as database design, software engineering, and artificial intelligence. The research reported in this paper is an effort in this direction. This paper presents a new framework that provides a comprehensive view of model management and accommodates models and solvers from various modeling traditions. A prototype implementation of a MMS, called SYMMS, that is based on this framework is also described. An earlier paper [61] briefly reported some of the ideas underlying this work; the current paper extends and enhances those ideas and describes them more fully in a coherent framework. Derived from -a system theoretic perspective, the framework provides a natural and general view of a wide range of models. The framework suggests a graph-oriented, nonprocedural, and hierarchical approach for model synthesis. It furnishes a general approach for both model-model linkage and model-data linkage. It also addresses a number of key, yet virtually unexplored, MM issues including model reusability and model evolution management. We argue that our proposed framework can serve as a guide for an effective design of a flexible and extensible model management system. Underlying the framework is a set of meta-modeling concepts that capture the semantics of the modeling process in a modeling environment. These concepts include the notions of a general-model type, type specialization, atomic and composite model versions, model instances, and parameterized versions. We describe these concepts both conceptually and formally and briefly present a Model Description Language (MDL) that embodies them. Some of the concepts have been discussed or suggested by other researchers, but primarily in different contexts or in specifically restricted cases. For example, while notions of types and instances and the issue of version management have long been of concern in the areas of software engineering [ new concepts not present in general form in current object-oriented data models. Moreover, as shown in the paper, there are some fundamental differences between our proposed approach and the object-oriented paradigm.
Thus, while benefiting from developments in other areas, we believe we are making at least four valuable contributions to the understanding of model managemnent and MMS: (1) the identification of fundamental issues and principles related to model management; (2) the development and enhanced treatment of metamodeling concepts specifically for model management; (3) the synthesis of those concepts into a coherent, unifying framework for model management; and (4) a demonstration of the practicality of those concepts through a prototype MMS implementation.
The paper is organized as follows. Section 2 provides some basic definitions and presents a background overview of the motivation and the issues involved in Model Management. From this perspective, and in order to better position our work, we then give a taxonomy and a brief review of the literature. Section 3 presents the systems framework for MM and defines and discusses the various meta-modeling concepts. The framework is contrasted with the traditional object-oriented paradigm in ?4. An architecture of a MMS, which is based on our proposed framework, and its successful prototype implementation, called SYMMS, are briefly described in ?5. An example using SYMMS is provided to illustrate some of SYMMS's capabilities. Section 6 concludes by discussing some of the strengths and contributions of the systems framework and by outlining its limitations and some promising directions for future research.
Background
As stated previously, the area of model management is too new for a consistent terminology and a consensus on the issues to have evolved. In this section, we attempt to deal with this difficulty by first defining some basic terms. In addition, we identify and discuss four fundamental issues or problems in model management and briefly review related work.
Basic Terms
It is useful to start by clarifying how we will use the term "model." As Holsapple and Whinston [43] observed, the meaning of "model" is often taken for granted, yet an examination of related literature reveals the existence of varying conceptions that strongly color different researchers' emphases and their approaches to model management.
The predominant view in the DSS literature treats models as computerized procedures or executable routines that need be managed [9, 10, 28, 39, 74, 77, 82]. A second view suggests that models be simply treated as data that are to be analyzed or input to a math programming procedure [50 ] . Some authors combine both views, suggesting that models be viewed at two levels: at the external (end-user) level, models are viewed as data (e.g., relations in a relational database); at the physical (computational) level, models are treated as procedures or subroutines [ We use the term model (or model schema) to refer to a formal specification of a class of real problems or systems. Such a specification may occur at different levels of aggregation, depending on the modeling objective, the available knowledge, and the given time and resource constraints. A model instance is a specification of a particular instance of a problem or a system. A model instance is formed by instantiating the model schema's variable or coefficients with data values from a given data set. A solver, on the other hand, is an executable program or routine capable of solving an instantiated model or realizing it so that it behaves as the specifi-cation demands. A realized model [62, 71] is formed by a model instance and a specific solver.
Consider, for example, a production-mix problem, which is commonly formulated as a linear programming model and solved using some variant of the simplex algorithm. The production requirements are expressed as a series of constraints and this prototypical (general) structure can be considered almost fixed. In the systems framework's nomenclature, the model (model schema) is a specification of the model's general structure, in a manner that is value and dimension independent [37] . A model instance results when specific dimensions are selected and specific values are used to instantiate the model's variables or coefficients. When the model instance is supplied as input to a specific linear programming solver (e.g., LINDO), the result is called a realized model.
Model Management: Issues and Motivations
There has been much discussion in the literature regarding the difficulties prevalent in various modeling activities and the limitations of traditional modeling environments [2, 22, 23, 32-34, 73, 76, 82]. Most of these problems can be traced to the lack of an integrated modeling environment that provides total coverage of the modeling life cycle. A MMS would form the foundation of an integrated modeling environment that provides support for the entire set of modeling-related activities within an organization. The limitations of traditional modeling technologies are apparent in four broad areas: model administration, problem-model linkage, model-model linkage, and model-data linkage. We will describe these limitations first and then outline recent efforts in ameliorating them.
Model Administration
Facilities for accumulating, sharing, and reusing models and the knowledge that they embody are virtually nonexistent in traditional modeling environments. The result is that models are often reinvented and built from scratch. Closely related to this problem is the lack of discipline and control in organizational modeling activities. The similarity to the state of organizational data management activities in the 1950s and early 1960s (redundancy, inconsistency, lack of sharing, manipulation difficulty, poor quality control, lack of security, and program-data dependency) is striking [23] . Organizing models and coordinating modeling activities would reduce wasteful duplication of model development efforts, divergent modeling practices, and serious quality control problems.
Problem-Model Linkage
By definition, a model is an abstract representation of some real system or problem. Translating from reality to abstraction and translating from a solution of the abstraction back to reality are challenging tasks. A major complicating factor in this regard is that in traditional modeling environments different representations are used for the same model according to the intended activity or clients [ 29 ] . For example, there might be a natural language text description intended for communication with decision-makers who lack a background in management science models. There might also be a concise symbolic representation normally used by the modelers to describe their models. Finally, there might be a form, the solver form, generated to satisfy the specific input format requirements of a chosen solver. These multiple representations are inherently redundant, and they demand too many different skills. This complicates model validation and verification. It also makes any model modification a potential source of inconsistency.
More generally, there is a need to provide support for problem elicitation, modeling paradigm selection, model formulation, model validation, and results interpretation.
Model-Model Linkage
Model composition is the interconnection (linking) of independently solved models such that the computed outputs of one or more models are used as input (instantiating data) to other models. Present modeling tools do not support model composition. Typically, models are developed (often from scratch) as stand-alone entities. As a result, model integration through direct model-to-model linkage is tedious and error-prone. This is a serious deficiency. By using existing models as "building blocks" for new composite models, the new model is developed with less effort than if it were built from scratch. Furthermore, model composition promotes a kind of "structured" model building in that small models may be built independently, validated, and then used as components in larger models.
For example, a demand forecasting model could be solved to produce forecasts for use as values for coef-ficients in a production scheduling model. Presently, the output of a statistics (forecasting) package is commonly copied by hand or by a special purpose program to the input file for the other (optimization) solver. This occurs because most of today's modeling systems are built to support a particular modeling paradigm (e.g., statistical, discrete event simulation, mathematical programming) and are designed as self-contained units in which the interface and the solution processes are tightly coupled. Such models can only be linked manually using an editor or through specially prepared translators between pairs of modeling systems.
Model-Data Linkage
Traditional modeling systems provide little support for the data management aspects of modeling; they focus instead on individual model instances. There is little or no consideration to supporting alternative sources for instantiating data. Output is usually available in a pre-defined report format, and little or no support is available for the likely subsequent use of the output. The appetite for data from multiple sources in largescale models and the rigid formatting needs exhibited by many model solvers make model representation in solver form [29] difficult, time-consuming, labor-intensive, and error-prone.
Most traditional modeling systems today do not support model-data independence [37] . Some systems (e.g., spreadsheet packages) require that a model (schema) and its instantiating data be stored or tightly integrated together in one file representing a model instance. Basically, the model representation combines the model and specific data values. The values and dimensions of the data set cannot be modified without also changing the model representation [34, 37] . Furthermore, developing different instances of the model results in multiple files containing duplicate copies of the basic model structure.
Other systems/ solvers allow models and instantiating data to be stored separately, but they impose strict formatting constraints on the files in which such data reside. The implication is that both the format and storage structure [71] as well as the access method of a data set cannot be changed without changing the model representation or the system itself. The process of constructing these data set files and using the same model with different data sets become laborious and time consuming. Moreover, the same data set cannot generally be used with multiple models or model solvers without either redundancy or a difficult translation process. Second, many proposals have been reported at the conceptual level, with little consideration given to the feasibility and practicality of an eventual implementation. This is understandable in light of the high level of ambition found in some proposals (e.g., automatic rather than computer-aided model synthesis). Proposals based on FOPC, for example, are effective when the problem domain that the MMS is expected to support is narrow and when the number of models to be maintained is small (e.g., in the context of a specific DSS). However, these solutions may not work well in the context of a MMS that is designed to manage a large, problem-domain independent model base serving multiple concurrent users and modelers who work individually and in teams. For instance, when dealing with a large number of models, the combinatorial explosion during the search renders FOPC-based schemes slow and in most cases intractable. Also, it is not clear how to deal automatically with situations where more than one candidate model (or a collection of models) is found to be a valid alternative during the search [26].
Blanning's relational approach adopts a universal model assumption [ 45 ] . Although this assumption yields interesting theoretical results, it is too restrictive in practice (i.e., in the context of a large, multi-user model base), because it requires that an attribute (input/output variable) name "mean the same thing" in every model in which it occurs. Moreover, adopting a universal model assumption precludes the possibility of maintaining, in the same model base, multiple models that map the same set of inputs and outputs.
A third limitation lies in the area of model-data linkage (?2.1 ). Blanning's relational approach seems to limit model inputs to scalars; no repeating groups (arrays) are allowed in a pure relational approach. This restriction can be relaxed through the use of nested relations [58] . FOPC-based proposals are less restrictive, but their pure implementations tend to lack advanced query languages and access methods.
Various other approaches have been suggested for the description and manipulation of data associated with model instances. Stohr and Tanniru [ 78 ] used a network (CODASYL DBTG) database management system to store models/ solvers. Records in the database contain ".pointers" to a data dictionary file and model data files in which the descriptions and the data values for models' variables are stored. Bonczek, Holsapple, and Whinston [7] showed how data for mathematical programming (particularly LP) can be represented and managed within a network database which is interfaced with mathematical programming routines. Fourer [31] explored various approaches and suggested using the hierarchical and relational models to manage data within a large-scale linear programming project. In all these cases, however, the database and the models/ solvers are tightly integrated, with the database aspects (the structure of the instantiating data) seemingly taking the lead. A similar tightly integrated arrangement, but where the modeling aspects take the lead, can be found in the prototype structured modeling environment FW/ SM [36] . The price paid for this tight integration, however, is that the data are closely tied to individual model instances or modeling projects. For different instances or projects, a different set of data must be maintained even if it replicates parts of other data sets or data that is regularly maintained in production databases used to support transaction processing activities. Better ways, involving a looser and indirect form of model-data integration, are needed to allow models to be directly instantiated using data that may come from multiple sources, including heterogeneous production databases.
Another important area that remains largely unexplored concerns the issues of model reusability and assembly. Decomposition and the use of hierarchy are two strategies that humans use to cope with complexity. Both are fundamental to the analysis, design, and implementation of complex systems. Similarly, from a user's viewpoint, it is easier to conceptualize, develop, and debug models in a hierarchical fashion. Whenever possible, the modeler can recall solutions to subproblems (access and retrieve prefabricated submodels) and use them as building blocks in a bottom-up integration approach. Indeed, such hierarchical structures characterize many systems and problems being modeled, and thus, an effective MMS approach should reflect this structure. Yet, explicit representation of hierarchically constructed models is missing in all proposals, except perhaps in those using FOPC for model representation. Other proposals do not allow models to be defined hierarchically in terms of other, more primitive, models. Instead, some assume that each model is to be defined procedurally as an atomic entity. Others actually allow these atomic models to be integrated to form composite models, but these composite models cannot in turn be used in the construction of higher-level models (i.e., only a onelevel hierarchy is supported).
Finally, previous proposals do not appear to permit the specification of cyclic models. A cyclic model is a model where its component submodels cannot be partially ordered by the relation defined as follows: "submodel x's computed output is used as input to instantiate submodel y." That is, some input to a submodel is determined by a set of other submodels that take the computed output of that submodel as their input. Specifying such coupling seems impossible even in those proposals that allow the definition of one model in terms of component submodels. (In a FOPC framework it is possible to specify cyclic relationships between well-formed formulas; however, the resolution technique may not terminate in such cases.)
A framework that attempts to overcome these deficiencies and which also offers a number of additional advantages is presented in the following section.
The Systems Framework

Basic Foundation Systems concepts provide a useful framework for understanding and describing phenomena (or processes).
It should not be surprising, therefore, that they have come to play a critical role in both science and engineering. Software development in general has long relied on systems concepts as a source for terminology and a guide for methodology. Concepts such as system, subsystem, interface, modularity, hierarchical design, and step-wise refinement are commonly used in the domain of systems analysis and design (software engineering).
Our framework for MM defines and constructs a model to mirror (as much as possible) the reference system it represents. We view a model of a reference system as itself being a system expressed in a formal language and synthesized from representations of selected elements of the reference system and the interrelationships among them. Indeed, the essence of a model is that it is an analogue that can be manipulated to reason about the reference system it represents. Viewing models as systems themselves is both natural and useful. It is natural because it is intuitive, reflecting how the reference system exists naturally. Most importantly, the view of a model as a system is useful because it allows powerful systems concepts and structuring principles to be brought to bear on the problem of Model Management.
The systems framework supports ( As discussed in ?2.1, we shall understand a model schema to mean a specification of a class of systems or problems. A model schema formally describes aspects of the system (problem) being modeled-its external interface, the general structural relationships among its elements, and its intended behavior (i.e., the set of operations or transformations that it should perform). A solver, on the other hand, is an executable program capable of solving an instantiated model or realizing it so that it behaves as the specification demands. A model instance therefore permits multiple solvers; that is, it is solver-neutral. For example, different solvers can be used to solve an LP model instance. Only when the solver is combined with the schema and a specific data set does a realized model result.
In the discussion that follows, the distinction between the specification of a model using systems concept and its realization by means of a solver is important. Further, the models and solvers we are considering are not limited to the MS / OR modeling tradition. The systems approach uniformly accommodates models / solvers combinations in other realms as illustrated in Table 1 . Since, by definition, a model is a specification of a system, a model describes a clear boundary at which the system presents a well-defined interface to the outside world (environment). The interface consists of a set of input ports and a set of output ports (variables). It is only through the input ports that the environment can affect the system being described by the model. Similarly, the system can only affect its environment via its output ports. A model is therefore viewed as a glass box for which the inputs and outputs are known, while the contents (i.e., its internal structure and behavior) are available for inspection, if and whenever they are needed.
We view the abstraction afforded by the glass box concept as advantageous. The model is immune from changes in both the sources of its input and the destinations of its output. A model specifies its input and output only in reference to its input ports and output ports. Consequently, the source of a model's input and the destination of its output can be changed externally without imposing any modifications on the model itself. This property permits the specification of composite models by coupling collections of component models. Model integration typically requires solver integration because different models may require different solvers. The data-flow paradigm embodied in our view of models as systems provides a mechanism for solver integration.
A model schema should be expressed in a formal, unambiguous, but still comprehensible language. However, instead of specifying the model schema in one module, as done in structured modeling notations such as SML [38] , we find it both natural and useful to separate the external (interface) specification of a model schema from its internal (structural and behavioral) specifications. The external specifications of a model schema identify a model type. One may associate different internal structures and behavior with a given model type. Different internal specifications that share (inherit) a common interface and are faithful to the assumptions of a given model type are versions realizing that type. Thus, a model version is a particular internal specification of a model schema which is constrained by the assumptions defined in the corresponding model type definition. ' In this context, the MMS is seen as managing a collection of objects that are semantically related in various ways. These objects include model types (from general to decision-specific), model versions (both atomic and composite), model instances, and solvers. arising within the model) are called endogenous. Each endogenous variable or control condition that the model may supply to its external environment is associated with an output port. Determining whether a variable is exogenous or endogenous depends on factors such as the nature of the system or problem being modeled, the current understanding of the object being modeled, and the modeler's objectives.
Model Types
Ports, just like variables in most programming languages, are typed. A data-type defines the structure of data or control signals passing through a port and the range of values they may assume. This is necessary for proper interpretation of the data and for checking interconnections among coupled components. For example, a port may be declared to be expecting or sending data of a particular type, such as real, integer, string, multi-dimensional arrays of reals, integers, or strings, or complex structures (records) formed by a collection of data items of different types. Data-type compatibility between an input port of one model type and an output port of another is determined in a manner similar to that used in strongly typed programming languages to determine assignment compatibility between two data types. Class inheritance permits the specialization of modeltype classes, giving rise to a model-type class hierarchy. For instance, the production-mix model-type class is a subclass formed by specializing the linear programming model-type class. The production-mix model-type class can in turn be specialized for a given decision context (e.g., coffee-blending, production-mix model), and so on. The simplest form of model-type specialization involves changing the model name, possibly renaming the model's ports and defining additional semantic properties (e.g., unit of measure) for each port to reflect the semantics of a specific decision. All other attributes (e.g., port data-type) are inherited (shared).
As an example, the general model-type FORECAST in Figure 1 (a) can be specialized for the specific decision situation of forecasting car sales. Relabeling FORE-CAST's input and output ports with car demand timeseries and car demand forecast, respectively, and associating a quantity of cars sold (a unit of measure) with the ports (Figure 1(b) ) creates a decision-model type for forecasting car sales. The ability to couple models is significant because physical systems (problems) defined in terms of a network of interacting subsystems (sub-problems) can now First, in the systems framework, a model (when bound with a solver during execution) specifies its input and output only in reference to its own input ports and output ports. It need not know about, nor specify the sources of its input or the destinations of its outputs. Message passing is implicit. A value is simply placed on an output of one model and the run-time system automatically and externally takes care of its communication through a channel to an input port of another model, as specified in the coupling schema. This stands in sharp contrast with the notion of message passing in the object-oriented paradigm, where a sender of a message must explicitly specify both the identity of the object to receive the message and the action to perform. Thus, while individual objects can be reused, they cannot be coupled easily. In fact their coupling would require coding a routine that explicitly issues messages to objects in accordance with a desired execution order. In contrast, the coupling of individual models under the systems approach can be done declaratively without having to specify the execution order explicitly. The data-flow paradigm [17] embodied by the systems view of composite models provides for automatic sequencing and control. The decision regarding the execution sequence can be made dynamically at run-time by a simple data availability rule: a realized model can be executed (or allowed to resume execution) when the inputs it expects become available at its input ports.
Model Versions: Alternatives and Revisions
Second, the systems view of realized models is process-oriented and interprocess communication is asynchronous. In asynchronous communication, the sender of a message is able to continue execution immediately, even as the message is beginning the journey to its destination. This data-flow paradigm of communication allows for parallel model evaluation and provides a maximum degree of concurrency. In contrast, communication between objects in the conventional objectoriented paradigm is synchronous. In the synchronous case, the overall concurrency diminishes because, as in a subroutine call, the sender of a message waits for an explicit reply returning results or control from the message's recipient. Concurrent object-oriented systems permit asynchronous message passing, but, as in conventional object systems, a sender must know a priori and explicitly name the intended recipient of a message.
Finally, the notions of a composite model and hierarchical model construction are distinct from (although they superficially appear to be similar to) the objectoriented concepts of a composite class and classcomposition hierarchy. As shown in [62] , core objectoriented concepts (object, class, inheritance and class hierarchy, and composite classes), although powerful, do not fully capture the configuration aspects of a composite model. A version of a composite model is described declaratively by a configuration schema which specifies how instances of component models are coupled to form the composite model. The object-oriented construct of a composite class can be used to represent the IS-PART-OF or CONSISTS-OF relationship but not the nature of the coupling or configuration. To do the latter, the composite object class must have an explicit method or methods that encode the nature of the coupling and affect inter-component communication.
Overview of an Implementation
In order to demonstrate the feasibility of the metamodeling concepts and structuring principles presented in the previous sections, we have designed and implemented a prototype model management system, called SYMMS. This section provides a brief overview of SYMMS and gives a few examples to illustrate its capabilities. Greater details on the architecture, the implementation-related problems, and the techniques developed to resolve them are found in [60] .
Consisting of approximately 12,000 lines of code (mostly in Modula-2 with some routines written in C), our prototype system runs under the Berkeley UNIX 4.3 operating system and furnishes an integrated and coherent environment for model management. SYMMS provides facilities for model type and version definition, storage and retrieval, version management and control, and composite model construction, as well as for model solving and solver integration.
Associated with SYMMS is a description language, called MDL, which embodies the framework's concepts [61] . MDL is designed primarily to serve as a formal textual means for describing and documenting model types and versions. MDL is also a nonprocedural, hierarchical, model interconnection language. Indeed, much of MDL's utility, as implemented in SYMMS, derives from the ability to piece together individual models to construct new composite models which can later be instantiated and solved without writing a single line of program code. Users submit MDL modules for registration and storage in the model base. The system verifies the completeness and correctness of these modules and provides facilities for their management and subsequent use. 
The MKBMS Central to SYMMS's architecture is an integrated Model
Knowledge-Base (MKB) which serves as the basis by which model-related information can be shared and maintained. The MKB is to the MKBMS what a database is to a DBMS. Functionally, there are similarities between a DBMS and a MKBMS; both have to provide storage and retrieval facilities, control concurrent access operations, and ensure recovery in case of system failure. There are, however, major differences between the two in both functions and required architecture. These differences mainly stem from: (1) differences in the nature of the information being managed and (2) differences in the requirements imposed by the application environment [59] . As depicted in Figure 6 , the MKBMS has a layered architecture. The raw storage component, which forms the bottom layer, is basically a file system providing the storage of uninterpreted data on disk. The run-time component takes care of the compiling and saving of solvers' object code; the user does not have to know how or where the object code is saved. These relocatable object modules are linked automatically and loaded on demand prior to execution. A network of interacting instances of atomic models is implemented by an isomorphic network of cooperating sequential processes [18] . These processes are realized by a Modula-2 coroutine. Coroutines are like subroutines but allow transfer of control in a symmetrical rather than a strictly hierarchical way [14] . Each link is implemented as a bounded FIFO buffer queue which is shared by the two tasks on the link's ends. The problem of inter-task communication and synchronization is therefore identical to the classic consumer-producer problem in concurrent programming. Communication is achieved by reading and writing data items in the shared buffer. Synchronization is based on shared control variables called semaphores [19] .
An Example of Model Development and
Execution in SYMMS This section presents a simple example designed to illustrate the process of model development and execution. First, we show how a composite model version can be specified using MDL. Then, we describe a session in which this composite version is solved, demonstrating the capabilities for model-model and model-data linkage. Another session demonstrates model-data independence, an important feature of the systems framework. We will show how a new instance of a model can be generated through simple database manipulation commands, without having to modify the model structure or any of the source-code modules implementing its solvers.
Model Construction
Consider the problem of finding the optimal nextperiod product mix for a firm producing m type of products and facing restrictions on its n production factors and a requirement that production should not exceed demand. Thus, we need a decision model, call it PMIX, that produces a vector x of the optimal production mix. Assume that it was decided to have only one control variable-the vector s. Figure 7 shows the interface specification of model type PMIX. A version realizing this model type can be constructed using existing components as follows.
Assume that we have an atomic model version LP specifying the class of linear programming models in standard form. LP is presumed to be bound to a solver implementing the simplex algorithm. That is, LP models the problem: 
Solving a Problem Instance
Assume that the firm produces three types of products using three types of resources (i.e., n = 3 and n = 3, respectively). Assume that the firm's relational database contains the following three relations: In order to generate (and then solve) this problem instance, we must somehow extract the instantiating data from the database, put it in proper form, and use it to instantiate the Prod-Mix-LP model schema. This can be done by coupling an instance of a Prod-Mix-LP model version with other models that can produce the required data. Needed are models that generate data for the productivity matrix, the resources' availability, and the products' contribution margins. A query language processor is the solver for these sorts of models.
This coupling results in a composite version PMIX, which is depicted in 
Conclusions and Directions for Future Research
In this paper, we presented a new framework with a broad view of model management. Derived from a systems perspective, the framework focuses on modelingin-the-large and provides a foundation for advanced model management capabilities. Advantages of the systems framework include the following. First, the framework is based on a number of metamodeling concepts (model-types, type generalization, composite and atomic model versions, parameterized versions, and version instantiation), which we believe are fundamental for capturing the semantics of modeling activities in a modeling environment. In developing some aspects of our framework, particularly those related to version management, we have benefited from ideas introduced in the fields of software engineering and CAD databases. Further, some of the framework's concepts resemble those found in standard objectoriented languages. However, we have shown that some fundamental differences exist between the systems framework and the object-oriented paradigm. Our framework gives an enhanced treatment of all these concepts within the context of MM and coherently integrates them.
Second, a primary objective of model management is to facilitate the reusability of models in a variety of decision and modeling situations, possibly in ways unforeseen when the models were originally developed. It is our feeling that viewing models as systems promotes reusability as well as clear and structured modeling. The view reflects and fully exploits the hierarchical and modular structures inherent in many systems or problems being modeled. This facilitates both top-down model design through multiple levels of abstraction as well as bottom-up model assembly through a novel coupling mechanism for integrating preexisting, separately developed, verified, and validated component models. This ability to rapidly construct larger composite models from reusable, pre-fabricated components could play an important role in improving productivity in modeling environments.
Third, the framework provides comprehensive solutions to two fundamental problems in MM: modelmodel linkage and model-data linkage. Further, our approach emphasizes and provides for both model-data independence and model-solver independence. These features further promote model reusability.
Fourth, the uniform view afforded by the systems framework accommodates models from different modeling traditions (e.g., MS/OR, database management, Al). Their related solvers (e.g., optimizers, query processors, inference engines)-both as software routines and as external, stand-alone systems-can be integrated through a one-time interfacing effort. Thus, the framework and its associated prototype illustrate one possible approach toward building an extensible, integrated modeling environment. One weakness of most of the previous MMS and DSS proposals is that they were reported only at the conceptual level. The few implementation efforts we are aware of seem to be specific aids and appear to provide limited MM functionality. In contrast, the ideas presented here have been implemented successfully in the prototype model management system, SYMMS, which we briefly described in this paper. As part of SYMMS's implementation, we have defined and implemented the language MDL for model description. MDL embodies the abstraction concepts and structuring principles of the systems framework and constitutes a concrete textual means for both human-machine and humanhuman communication. Both the language and the prototype implementation evince the feasibility and flexibility of the systems approach for model management.
Model management is relatively a new area of investigation, with many unexplored territories. This paper addresses various aspects of a large and complex problem and suggests several avenues for further work. One obvious direction would be to explore improvements and extensions to the prototype SYMMS. These modifications are intended to enhance the system's capabilities and friendliness and to augment its solver base with more external solvers. In the proposed MMS architecture, the model consultation subsystem and the activity-supervisor component deserve further attention. The use of triggers as a mechanism for implementing the rule-based activity supervisor also merits further study. Techniques which avoid searching the entire content of a large rule-base to ascertain the consequences of a simple change should be developed.
The systems framework for MM provides opportunities for future research, development, and crossfertilization with other fields. Our framework has been informed by work in the areas of software engineering, CAD databases, object-oriented languages and systems, and the data-flow paradigm of computation. The application of the systems framework to those other areas provides a fertile field for research and development. Other potential application areas include data-flow and pictorial programming and DSS generators.
We make no claim that the approach presented here is either optimal or exhaustive. As we have stressed before, our approach focuses on the issues related to modeling-in-the-large. An effective modeling environment must also address and provide support for modeling-in-the-small. Our framework supports the hierarchical assembly of composite models from existing component models, but it says very little about how individual atomic models should be constructed and offers no assistance in that regard. Further research is needed in the areas of model conceptualization and formulation, as potential targets for computer support. The problem of model paradigm/methodology selection also deserves more study as does the problem of the management and analysis of model output data. Interest is growing in these important areas; ?2.3 discussed progress to date in the domain of linear programming. Ultimately, there is a need to develop ways to integrate synergistically methodologies for modeling-in-the-small such as Geoffrion's structured modeling with concepts and techniques for modeling-in-the-large such as the one proposed in this paper.5 S The authors are most grateful to the Associate Editor and the three anonymous reviewers for their detailed comments and suggestions that helped improve the content and presentation of the paper. We also appreciate the constructive comments made by Arthur Geoffrion and Swati Desai on an earlier version of this paper. Some, however, seem to warrant some explanation because they are actually conventions adopted to add clarity and discipline, as they do not result in any loss of generality. For example, a computed output of one model is not to be fed as an input to the same model because this will be inconsistent with the conceptual view of an input as an "exogenous" variable that is determined by elements external to the model. One can bypass this restriction by explicitly involving an intermediate model that simply passes, unchanged, the data from its input port to its output port.
Also, we do not allow a port of one model to be connected directly to more than one other port. In this way a coupling scheme can be represented by a directed multi-graph. Each node in the gTaph corresponds to a model type (version) instance and has an indegree and outdegree equal to that model's number of input ports and output ports, respectively. Besides making a configuration scheme mirror a directed multi-graph, this restriction has a more profound reason behind it. The arbitrary interleaving of one input from a numbeT of sources may lead to unintended non-deterministic behavior. Clearly, an explicit realized model acting as a "multiplexer" can be used to link indirectly a number of output ports to a single input port. This, however, will not eliminate an existing non-deterministic behavior because the output of such multiplexer, which is an arbitrary interleaving of its inputs, cannot be reproduced without making assumptions about the relative speeds of the sources generating its input.
Linking one output port to many input ports is less problematic; an output of one system can be delivered indirectly to other systems by means of a "distributor" model. Theoretically, it is sufficient to define one standard distributor model that has one input port and two output ports, all of the same data type. The realized model (system) delivers two copies, one at each output port, for each datum received through its input port. A one-to-many mapping can be accomplished by simply coupling a number of distributor models. DEFINITION Realized Model: A model plus a data set plus a solver. Revision: Versions resulting from incremental modifications and enhancements to existing model versions.
Solver: An executable program or routine capable of solving an instantiated model or realizing it so that it behaves as the specification demands.
SYMMS: The name of our prototype implementation of the system framework.
Systems Framework: Our approach to model management, largely inspired by the idea that models should be viewed as systems with well-defined interfaces and that they should be hierarchically constructed.
Type Specialization: Restrictions of generic models to specific decision / problem domains.
Version: See Model Version. Version Generalization: The relationship between versions and their corresponding model types. That is, a model type is a version generalization (an abstraction) of the common features of its corresponding versions.
