Abstract-This paper develops an algorithm that exploits picture-oriented social networks to localize urban events. We choose picture-oriented networks because taking a picture requires physical proximity, thereby revealing the location of the photographed event. Furthermore, most modern cell phones are equipped with GPS, making picture location, and time metadata commonly available. We consider Instagram as the social network of choice and limit ourselves to urban events (noting that the majority of the world population lives in cities). The paper introduces a new adaptive localization algorithm that does not require the user to specify manually tunable parameters. We evaluate the performance of our algorithm for various real-world datasets, comparing it against a few baseline methods. The results show that our method achieves the best recall, the fewest false positives, and the lowest average error in localizing urban events.
I. INTRODUCTION
This paper investigates social networks that carry pictorial information as a means to localize urban events of interest in time and in space. In turn, the ability to localize events gives rise to new search services that allow users to view important events matching a category of interest on a map, and remotely experience those events through the lenses of eye-witnesses. Since the majority of the world population lives in cities [1], we restrict ourselves to urban events.
The work is made possible thanks to the proliferation of picture-taking devices (e.g., over 2 billion smart phone users at present [2] ) and picture-sharing media that offer a realtime view of ongoing events. We consider Instagram [3] as our social medium of choice. Instagram is a real-time picture sharing network, whose popularity has increased dramatically in recent years. At the time of writing, Instagram has more than 500 million users, who collectively upload 80 million pictures a day [4] . This is up from 400 million, 300 million, 150 million, and 30 million users in 2015, 2014, 2013, and 2012, respectively. Based on an experiment from a sample of images we collected that are publicly viewable, more than 15% contain location metadata, making it meaningful (given the large total volume) to consider Instagram as a tool for localization.
One should mention, at this point, that a variety of other social networks also carry location information, pictures, or references to geographic events, leading to the question: why Instagram? There are four reasons behind our particular choice of social network in this paper. First, many networks, such as Facebook or Nextdoor, consider their content private to the user or group. As such, the content is not accessible for general browsing. In contrast, by default (unless explicitly designated otherwise), Instagram content is publicly available via resellers, such as picodash.com, who offer an interface that allows anyone to search for Instagram images (using tags or keywords). Hence, content access for a general event localization service becomes feasible. Second, unlike textbased social networks with publicly available content, such as Twitter, Instagram features a content type that generally requires physical proximity to the event. While it is possible to tweet about a volcano from across the globe, it is harder to take pictures of it without physical proximity. Hence, the spatial distribution of Instagram content has a better correlation with actual event locations. Third, unlike other picture-based social networks, such as Flickr, Instagram content is much more real-time. For example, Flickr is often used to share art photography, scenic landscapes, and other inspiring visuals. In contrast, Instagram is used to capture the moment, from a meal being consumed to a local event of interest. Thus, the temporal distribution of Instagram images offers a better reflection of event times. Finally, some social networks, such as Foursquare, are explicitly location-centric, offering sign-ins to a set of participating locations and associating all user posts with the sign-in location. Unfortunately, since the set of participating locations is discrete (e.g., coffee shops, landmarks, etc), an event that does not occur in the neighborhood of a sign-in location is harder to localize. In contrast, Instagram can offer coverage anywhere that a person with a camera is present.
Localizing user-specified types of events based on Instagram pictures calls for a capability to associate the pictures with specific event keywords. Fortunately, Instagram users frequently associate customized metadata with images to identify what an image is of. Specifically, Instagram allows users to tag images they upload (in addition to associating a spatial location based on the GPS). This makes it possible to search Instagram images for those matching event-specific keywords.
The above suggests that a text query for an event such as "#JapanEarthquake" or "#ChicagoMarathon" can retrieve pictures with annotations matching the query, from which the corresponding event can be localized. The manner in which pictures matching a set of keywords are identified is not the challenge addressed in this paper (It constitutes a standard database indexing problem). The challenge we address below is the way one might identify and localize events in space and in time given the set of retrieved pictures matching a query. While several prior efforts used Instagram for localization, as we elaborate in related work, ours is distinguished in that we try to design an intuitive algorithm to learn the parameters based on the data being processed. As such there is no prior data based learning which makes our algorithm more adaptive and robust to real time developing events.
The event localization solution we propose is based on a technique that uses the distribution of pictures in the time domain along with a spatial range to observe the events to generate clusters followed by a false alarm elimination. We eliminate any manual inspection for parameter settings with the help of a self-evaluation scoring metric. In order to help us design an algorithm, we propose a set of requirements and hypotheses that guide us in the derivation. The proposed requirements define the scope of applicability of the design while the hypotheses are assumptions on content features that are verified during the evaluation with the help of collected datasets.
The rest of this paper is organized as follows. We first describe the state of the art and related work in Section II. Section III describes the assumptions we make in order to derive the algorithm. We present the design of our system in Section IV. The collection of datasets, verification of assumptions, and algorithm performance results are discussed in Section V. Finally, we present conclusions from our work in Section VI.
II. RELATED WORK
The exploitation of social networks that expose location information had been studied in depth long before Instagram became popular. These networks provide location data in different formats (text, images, etc.) enabling localization.
Foursquare: Foursquare is a widely used social network for checking into visited places and sharing reviews online with other users. It features around 100 million check-in venues worldwide. In [11] , a study was reported using Foursquare to reveal user mobility patterns in urban spaces. Other work [12] focused on analyzing the mobility patterns of users to identify social ties based on co-location history, and determine the relation between location visits and network strength of a user. In [14] , clustering techniques were presented for finding the dynamics of a city based on the check-ins posted by users on Foursquare. Noulas et al. [15] proposed a method that uses Foursquare check-ins to identify regions that are similar within a geographic area. Foursquare coverage, however, is much sparser than Instagram. With more than 80 million pictures uploaded per day, Instagram sees more pictures in 10 days than Foursquare since its creation in 2009.
Twitter: Twitter is the most popular text sharing (broadcastbased) social network. In [19] a method for event detection using Twitter was described. Two classifier models were built based on text and image features that later decide the class of the geo-tagged tweet. The authors of [21] described a realtime detection of crash incidents using geo-tagged tweets. However their approach used a classification model as well as a training dataset. Researchers also demonstrated a capability for Twitter to jointly localize events and sources [13] . Their focus was to make use of location affinities of users jointly with location references in tweets to infer location of events and sources in an iterative manner. In [23] , an approach was presented to detect events from social media with the help of geographical temporal patterns. Even though their work did not rely on training datasets to build a classification model, it required manual parameter tuning in order to achieve good accuracy. There was also no discussion about removal of false alarms generated during event detection. A disadvantage of Twitter-based event detection and localization, in general, lies in the relative scarcity of geotgged Twitter posts (less than 2%), making such approaches prone to missing small events.
Instagram and Flickr:
Due to an explosive increase in the user base over the past three years, Instagram has emerged as a popular platform among researchers to analyze social networks from a crowdsensing point of view. In [7] , Instagram was studied as a social media visualization tool to identify cultural dynamics in major cities. The study particularly zoomed into the city of Tel Aviv, Israel, for a period of two weeks collecting images shared on important national event days. In [8] , an analysis was presented to identify different types of users on Instagram and the categories of pictures they take. The work characterized Instagram based on eight categories of pictures shared by five distinct types of users. Another work [9] explored the feasibility of using Instagram pictures along with metadata to find a correlation between obesity patterns and fast food restaurants located in few selected counties within the United States. In the work by Mejova et al. [10] , a further analysis was performed on the food habits of users on a global scale to answer questions related to health research. Prior work [5] also described an approach capable of identifying important tourist attractions (POIs) with the help of Instagram. The focus of that work was to identify locations that are extensively visited by tourists. The authors of [18] described the implementation of a system capable of detecting events using geo-tagged data from networks that include Instagram. Their method determines a burst of keywords (tags) within a time interval, which is then modeled by Gaussians, and events are detected based on mapping the bursts. In [16] , an analysis of Flickr was presented to show the variation in the popularity of photos around a geographical location. Related event detection work considered geo-tagged data from Flickr [20] . They focused on nine events using an online event directory to define a bounding box around using GPS data from Flickr images. The events were then detected using timeseries analysis within the box based on a threshold. The work presented in [22] offered another example of event detection techniques using geo-tagged images from social networks. A hybrid similarity graph was constructed based on tags and images to form clusters that were then classified using a trained model.
Detecting and localizing events using Instagram (or Flickr) offers several challenges. For example, not all events are equally popular. A baseball game or a large concert might have more observers than a local flashmob event, and observers of the game or concert will generally be more tightly packed in space than observers of, say, an earthquake. Some events have echos; namely, observers that are concentrated in space (e.g., at a large night club or bar), who are observing the event remotely (e.g., on a TV screen). This may lead to sets of clustered images tagged with the event name (as in "Bob watching #TaylorSwiftConcert in bar") that are not at the actual event location. Our work adds two contributions compared to the aforementioned prior efforts. First, we adapt to the size and nature of the event in an entirely usupervised fashion (without prior training), despite the large variability in size (e.g., an echo of a Taylor Swift concert may be larger than an original flash mob event). Hence, we provide a simple and robust approach that works online for streaming data feeds without using a supervised classification model. Second, we offer mechanisms that discard "echos" (of larger events) that may otherwise result in false positives. To our best knowledge, this approach has never been explored before for event localization in urban spaces.
III. ASSUMPTIONS
In this section, we describe a set of assumptions that we use to design our localization algorithm. We divide our assumptions into two categories. The first category, called requirements, list application conditions for which the algorithm is most suited. They may or may not always be borne out by data, and as such can be thought of as targets for which algorithm design is optimized, as opposed to truth about the physical world. The second category, called data hypotheses, list properties we expect to see in input data. These properties are validated using experiments with real data sets. The first category allows us to set ground rules on top of which to design our system. We do not expect these rules to always be true, and instead evaluate the degree to which algorithm performance departs from ideal in the real world (where such assumptions may or may not hold). For the second category, the stated assumptions are empirically derived from data and exploited to make sure that algorithm design works for real datasets.
A. Requirements
• Assumption 1: We need to uniquely distinguish only one event occurrence at a specific point location (latitude, longitude) during a particular time interval. Hence, if more than one event are exactly co-located in space and time, our algorithm thinks of them as one.
• Assumption 2: Two or more independent events can take place (at different locations) during the same time interval or have some overlap in their respective time intervals.
• Assumption 3: The users (sensors) generating the signals (pictures) are conditionally independent of each other (conditioned on event occurrence). This means they respond independently to the event as opposed to responding to one another. Hence, for example, we filter out re-posted images (and subsequent images by the same user) as they do not offer further independent evidence. We further assume that original valid responses to an event (excluding noise and false positives) will generally occur within a range R, which determines the maximum distance at which an event can be directly observed.
• Assumption 4: True events generate response by multiple users. Hence, if there is only one user producing (any number of) images of the event, we mark it as a false alarm.
B. Hypotheses
• Assumption 5: It is possible for users to post pictures of an event from a (false) location different from the actual place of occurrence (or true location) of the event. For example, multiple users watching a sports match at the stadium and those watching the same match in a group at a bar in a different city can post pictures tagged by the same event.
• Assumption 6: The number of users (sensors) generating signals (pictures) from the true (actual) location of an event are always more than those located at any one of the false locations for the same event. However, it is possible that the number of users from the true location of an event are less than the total from all false locations. For example, the number of images posted from bars and clubs tagged by (and thus commenting on) a specific sports event can be globally larger than the number of images taken at the stadium where the event occurs. However, the number of users posting such images from any one bar or club is smaller than those posting from the stadium. • Assumption 7: Events generally belong to one of two major categories; expected and unexpected. The distribution of the signals (pictures) generated in the time domain follows a different pattern in the two cases: a) Expected Events : Events that are scheduled well ahead of time, such as music concerts, generate attention from users much before the event begins, and reach a peak in observations after the event has actually started (and then gradually fade over time). b) Unexpected Events : Events that are not scheduled ahead of their occurrence, such as an earthquakes, generate no posts prior to the event, followed by a sharp increase in observations at event occurrence leading to a peak during the event, then gradually decrease over time. Since the very first pictures that tag the event have a different relation to event start time in both cases, we find it more robust to consider the first quartile of picture distribution as the estimated start. Similarly, we view the third quartile as the estimated end time.
• Assumption 8: There is similarity in the popular tags used to describe an event at both its true and false locations. This, together with Assumption 6 offers a way to eliminate false positives (among similarly tagged picture clusters).
IV. SYSTEM DESIGN
The goal of our work is to identify the locations of realworld events in time and space based on the data shared by users on the Instagram social network. We derive an algorithm that is capable of detecting and localizing the events in physical space. In the following subsections, we describe its components.
A. Preprocessing
Our system follows the feed subscription model as opposed to the search query model. This allows the user to monitor the events of different types on a timely basis in near real time. The user can view any posts from the past or create a new subscription with the help of a "tag" keyword. The subscribed tag is then queried using the web service picodash.com, where Instagram images are returned starting with the most recent posts along with metadata information. In order to avoid spamming, we make the web requests at an interval of one hour. Every image has a tag ID in the metadata that allows our crawler service to identify the tag ID at which the call needs to be stopped for the current interval. The retrieved images along with metadata are then sent to the next component for further processing. The image posts obtained from the crawler service are processed in this step to remove any noise present. Every image has a metadata component, which contains several fields. We make use of only image id, image url, user id, created time, tags, and location. We filter out any image for which the location field is empty. Next we make use of created time of the image post to divide the data feed into intervals. This step is repeated for every API call and the image is added to the corresponding interval. Any updated interval is then sent to the next component in the pipeline.
B. Event Detection and Localization
The main contribution of our work is a novel and simple algorithm to identify locations of physical events in urban spaces using Instagram. We make use of the assumptions described earlier in order to derive our localization algorithm. The following two subsections contain the problem definition and the details of our algorithm. In the problem definition section, we introduce all the variables that will be used during the derivation of our algorithm.
1) Problem Definition and Solution Outline:
Each picture generated by a user is a tuple of the format (l, t, u, tag), where l is the Instagram location, t is the image post time, u is the user id, and tag is the set of tags. Note that, Instagram does not use the original GPS coordinates for an uploaded image, but rather gives the user a list of identifiers to choose from (e.g., street addresses or landmarks) and associates the image with the user-chosen identifier. For a given time interval of interest, let K denote the number of unique locations (i.e., location identifiers) referred to in images timestamped within that time interval. Let us further denote those locations by l 1 , l 2 , . . ., l K . The goal of the localization algorithm is to (i) group these locations into clusters that correspond to true spatiotemporally contiguous events occuring in the area covered by their respective cluster, and (ii) eliminate false positives (i.e., clusters not corresponding to events at the area covered by the cluster). Here, the area covered by a cluster refers to the set of unique Instagram locations included in this cluster.
As mentioned in Assumption 3, events are associated with a radius, R, which determines the maximum range at which an event can be locally observed. Hence, to do the above clustering, we need to find the appropriate radius R for the categry of events we are interested in. Unfortunately, the radius, R, is not known. Hence, the algorithm has to determine its value automatically in an unsupervised fashion. We do so with the help of a metric called, silhouette score, which determines the quality of clustering. We use it to comapre quality of spacial clustering of unique picture locations, when clusters are limited to different values of R, until we find the best R. Given a particular clustering output, this computation is a three step process as follows:
• Cohesion Factor (a i ): For the i th data point (i.e., Instagram location l i ), we find the average (Euclidean) distance to all other data points (locations) within the same cluster.
• Separation Factor (b i ): For the i th data point (i.e., Instagram location l i ), we find the average (Euclidean) distance from all the data points (locations) of another cluster to which it does not belong. Then we take the minimum of the average distances from all the clusters.
• Silhouette Coefficient: Finally, we assign the score to the i th data point using the equation
The silhouette coefficient for any data point is in the range [−1, 1]. The ideal best case is when a i = 0 for which the maximum value of 1 is attained. For our algorithm, we vary the value of R between 0.25 and 30 miles, and keep the clustering that maximizes the silhouette score. Events in the current time interval are then represented by the resultig cluster set, ξ = {E 1 ,E 2 ,. . .,E m }, where m ≤ K.
Finally, we eliminate false positives from the aforementioned set. False positives arise because large events (e.g., football games) may be watched by groups of people at remote locations, such as parties and bars, leading to additional found clusters (we call echo clusters) at those locations. However, tags of images at those echo clusters bear much similarity to tags of images at the real event location. This insight is used to remove the smaller echo clusters. Below, we detail the entire algorithm.
2) Localization Algorithm: Consider the set of all unique locations associated with pictures in the current time interval. Let these locations be denoted by l 1 ,l 2 , . . ., l K . For each location l k , 1 ≤ k ≤ K, let us compose the sets T k , U k and G k , denoting the set of unique timestamps, users, and tags, respectively, that are associated with images from that location. Our algorithm is described below: i) In the current time interval, we arrange locations l k in descending order by size |U k |. (Ties are broken arbitrarily.) Let this be the ordered list of locations. We make use of both Assumptions 1 and 6 for this step. ii) Process the locations from the ordered list one at a time.
This refers to Step 1 from Figure 1 . For a selected location, use the sets T k , U k and G k from the current interval padded by three past days. Using Assumption 7, we find the estimated start and end time (i.e., the respective quartiles) of the distribution of timestamps in set T k , as indicated in Step 2 from Figure 1 . There are 4 possible cases:
• Both estimated times are outside the current interval. This means that this event occurred in one of the previous intervals. Discard this location and move to next location.
• Both estimated time are inside the current interval. Use the location for analysis with data within estimated time range.
• One of the estimated time is inside the current interval. Use the location for analysis with data between boundary of interval and the estimated time.
• Both the estimated times capture the boundaries of current interval. Use the location for analysis with all data within the interval boundary. iii) Let each suviving location l k , from the current interval, have t start k as start time and t end k as end time. If this is the very first location in the ordered list, then form a new cluster E representing an event. Initialize the set of found clusters, ξ to {E}. Let l k be the prime location, l E prime , for this newly formed cluster indicating the most probable value. iv) If the l k is not the first location from the ordered list,
Step 1: Process the data from API and arrange locations in decreasing order of unique users and images.
Step 2: Estimate the start and end times for each location using the time distribution of the posts.
Step 3: Determine the best clustering range using the silhouette score and group the locations.
Step 4: Eliminate the false positive clusters by finding the similarity between the top ten hash tags . • Location l k is within R miles of distance from the prime location l E prime (using Assumption 3). If both conditions are satisfied, then l k goes into cluster E. Otherwise, we form a a new cluster with l k as the prime location. v) We repeat the Step (iv) for varying values of R, as indicated earlier, and compute the silhouette score in each case as indicated in Step 3 from Figure 1 . Finally, we select the range R sel with the maximum score and keep the resulting clustering. vi) Once all the locations from the ordered list are analyzed, we eliminate those clusters that have only a single user inside according to Assumption 4. vii) In order to eliminate the false alarm clusters, we use Assumption 8 to compute the similarity in the vectors formed by considering the top 10 commonly used tags from each cluster as shown in Step 4 from Figure 1 . We process the clusters in the order they were formed and check for similar clusters from the remaining subset. The similarity threshold setting is described later in the text. viii) With false positives removed, the estimated location of a remaining event is set to the weighted average of the locations l inside the event cluster. The weights are derived using the fraction of images posted from a location compared to images present inside the entire cluster.
For elimination of false positive clusters, we first need to identify the type of event. Events can be broadly classified into two categories: (i) Single Entity (SE), and (ii) Multiple Entities (ME). For example, Taylor Swift being a single entity (person) can perform only at one valid location during a particular time interval. If there are several clusters identified for a SE event in the same interval then only one of them can be a true positive, while the remaining are false alarm clusters. However, a ME event such as marathon or tornado can occur at several locations during the same interval. Based on the clusters generated, we looked at a few random samples and noticed that the size of the main cluster in case of SE events was always significantly larger compared to the false alarms. At the same time, the clusters in case of ME events were comparable in size.
The cluster statistics for a random sample of events are I for SE and table II for ME. The last column in the tables corresponds to the top five clusters by size (number of data points) for each event type on a particular date. It can be clearly observed that in case of SE events the top most cluster by size is extremely dense in comparison to other clusters, whereas in case of ME events the true clusters don't have a huge difference. This can be attributed to the fact ME events attract the attention of people from all the ground truth locations at more or less the same rate.
Hence, we need to be careful while selecting the similarity threshold for these two types of events. In case of SE events, almost all the clusters can be expected to have high similarity among the popular tags, whereas the ME events may not share the popular tags across all the clusters. This means we might have to set a really low threshold value for SE events but a relatively higher threshold value for ME events. Based on the observations from tables I and II, we use the size of the ordered clusters as a function to determine the threshold value. A huge drop in size from first cluster (E 1 ) to second cluster (E 2 ) signifies a single entity event and thus threshold = len(E2) len(E1) assigns a really small score. At the same time this score will be much larger in case of multiple entities events due to comparable cluster sizes. This function for assigning the score also satisfies the bounding range for similarity score [0, 1]. This threshold value is not hard coded but automatically computed based on the generated clusters. We acknowledge that the above approach is a heuristic. In this paper, initial evidence is shown that it is viable based on the data sets we considered. More experience with use of this heuristic is needed to make more general applicability claims.
V. EVALUATION
In this section, we first describe the various real-world datasets that we collected using the Instagram API. With the help of these datasets, we validate the hypotheses presented earlier in this paper. Finally, we show a comparison of the performance of our algorithm against a few baseline methods for localizing events. Instagram posts related to marathon events were collected using the hashtag #marathon. It is important to note that this search query tag is not targeted towards a particular entity such as a name (Maroon V) as in the case of previous datasets. Thus, this data set is much more "noisy" compared to others, making it a very interesting case to consider.
4) Dataset 4 -Tornadoes
Instagram posts related to tornadoes were collected using the hashtag #tornado. Table IV lists the tornadoes that we selected by looking at the amount of fatality caused in urban areas with a population of at least 5, 000. The average number of users per event was 6 and the average number of photos per user was 2.16 from the collected Instagram posts. 
B. Validation of Hypotheses
Before we present the performance results of our localization algorithm, we demonstrate the validity of the assumptions that were made earlier while deriving the algorithm. Specifically, we focus on Hypotheses that can be validated with the help of experiments using the datasets collected. We evaluated a total of 53 events from these 4 datasets and for each of the following validations we randomly sample few events in order to ensure that our assumptions are not holding true only on the basis of best quality events.
1) Validation of Assumptions 5 and 6:
In figure 2 , we show the distribution of unique users present in True versus the False clusters for fifteen events that were randomly selected from the output of our localization algorithm using the collected datasets. The x-axis represents the event ID while the y-axis represents the fraction of users who posted images for that particular event. This figure validates two assumptions at the same time. Firstly, we can see that there are some groups of users who are located at places other than the actual event location (Assumption 5), and secondly, the fraction of users from the True location is always greater than the False location for the same event (Assumption 6).
2) Validation of Assumption 7:
For this validation we select two random event samples from each of the two categories (Expected and Unexpected) to plot the distribution of the frequency of images shared form the True location. For these plots, the x-axis represents the timestamp ID and y-axis represents the frequency of images that were shared for a particular time interval. Figure 3 consists of four subplots where (A, B) correspond to Expected events and (C, D) correspond to Unexpected events. For each subplot the start and the end time has also been indicated using the ground truth. Thus, it can be validated that a peak in the frequency of images shared happens within the range of event occurrence.
3) Validation of Assumption 8:
In figure 4 , we validate Assumption 8 using the same random fifteen events that were selected for validation of Assumption 5. For each event, we first identify the top 10 commonly used tags according to frequency (we remove the tag word used for search query) from both True and False clusters. Next, we determine the similarity between the True cluster vector with each of the corresponding False cluster vector as well as other True cluster vectors that are independent. Figure 4 shows the boxplot representation for similarity between identical events in plot A and independent events in plot B. It is evident that the median for events and their echos is around 0.65 and the minimum score is well above 0.5. At the same time independent True events are well separated with a maximum outlier score of 0.3. Thus, there exists some amount of prevalence of common tags between the True and False clusters of the same event.
C. Performance of our Localization Algorithm
With the establishment of the validity of the assumptions that we made in order to derive our localization algorithm, we now compare the performance of the results against a few baseline methods using different metrics. The baselines and the metrics are discussed in detail below followed by the comparison tables.
1) Baseline Method 1 -Tag Similarity Localization:
The first baseline method is based on the intuition that all the observations for an event are closely linked to each other in terms of common tags used for description (this is according to our Assumption 8). We follow the same processing method for the incoming feed of data using the crawler. For any current interval, we consider all the unique K locations (l 1 , l 2 , . . . , l k ) along with the associated sets T k , U k and G k . We then form a cluster by grouping all the l's for which the similarity score among the top 10 common tag words is at least X%. We vary the value of X as 20, 40, 60, and 80 respectively. For each case, we use the same false alarm cluster elimination technique as described in our own algorithm. The higher the threshold for grouping locations, the better the results will be.
2) Baseline Method 2 -Geo Event Detection: For the second baseline method, we use the work described by the authors of [23] for geographical social event detection in social media. This work is very closely related to our motivation in terms of using geo-tagged data to detect events. We implement their algorithm as mentioned to detect the events on our collected datasets. Specifically, we do per day analysis for the four time slots on each geographic region present for that day. A region comprises of geo-coordinate with maximum number of users and all points within 30 miles of radius from it. There is a threshold requirement for abnormal geographic regions. We vary this θ value as 0.2, 0.4, 0.6 and 0.8 to see the effect on localization. The minimum number of observations required in a cluster is set as 3. Values of θ greater than 0.8 provided the same results and hence we do not show them explicitly.
3) Baseline Method 3 -Points of Interest: For the third baseline, we use the work described by the authors of [5] in order to find points of interests using pictures shared by users on the Instagram network. This work can be very well applied to our interest of finding the locations of events. However, the authors conducted the experiments on very popular locations. Thus, we again set the minimum number of observation required in a cluster as 3 and use the approach as described in the paper.
4) Metrics for comparison:
We use three metrics in order to compare the performance of our localization algorithm against the selected baseline methods:
• Recall : Determines the count of events that were detected and localized from the available set of events.
• False Positives (FP): Determines the count of events that were falsely classified as positive.
• Average Localization Error (ALE) : Determines the average error in the estimated location from the actual ground truth for all the localized events. Table V is the recall value comparison between our localization algorithm and the baseline methods under different settings. Our method performed consistently well in correctly identifying all the events. Baseline 2 method also gave a perfect recall.
Table VI is the false positives value comparison between our localization algorithm and the baseline methods under different settings. It can be clearly seen that our method generated the least number of false alarm clusters for any dataset.
Table VII is the ALE comparison between our localization algorithm and the baseline methods under different settings. It can be clearly seen that our method has the best average error rate for the estimated location from the actual ground truth. In case of first two datasets (which are immobile events), the average error is almost close to zero, but for the other two datasets (mobile events), the average error is close to 6 miles in worst case.
VI. CONCLUSIONS
This paper presented an algorithm for localizing urban events using geo-tagged media from the Instagram social Our solution employed a clustering technique that is entirely unsupervised. It chooses an event radius adaptively to maximize the quality of clusters generated. It further considers similarity between clusters to minimize false positives. For evaluation, we considered three baseline methods and compared the results with our localization algorithm. The results show that we outperform the baselines in all the three metrics considered for comparison. We achieve this result without the need to tune any manual parameters.
Importantly, our results also show that we do not need to analyze image content. Such analysis will clearly improve the results, but this paper demonstrates that Instagram metadata analysis alone can achieve sufficient detection accuracy. Clearly, noise exists, as individuals may tag images by events that are remote and not at their current location. Empirical evidence presented in this paper, however, shows that our clustering algorithm (together with elimination of smaller "echo" clusters) is effective at removing this type of noise.
It remains to offer thoughts on the generalizability of our localization algorithm beyond the datasets considered for evaluation. We expect our approach to work for other social networks as well that provide data with location information and a set of associated object tags. The selection method for the events considered in the evaluation section is based on uploaded image numbers in high-denisty urban areas. The approach will not work in poorly populated regions. The considered types of events (for example, concerts and tornados), were chosen from among those for which ground truth is easy to obtain (e.g., from advertized concert tours or tornado warnings). This helped us in evaluating the results. However, the main value of this approach should be in detecting adhoc unexpected events. A more comprehensive evaluation of such events is left to future work. Lastly, we admit that the assumptions and results shown for our approach are validated though only a small number of events. More evaluation is needed to provide more insights into algorithm performance. The authors will collect data for a future experiences paper on using the localization tool described, in real life, over an extended period of time. We hope to publish these results in a future journal extension of this work.
