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Abstract
We prove that a sequence of positive integers (h0, h1, . . . , hc) is the Hilbert function of an artinian
level module of embedding dimension two if and only if hi−1 − 2hi + hi+1 ≤ 0 for all 0 ≤ i ≤ c,
where we assume that h−1 = hc+1 = 0. This generalizes a result already known for artinian level
algebras. We provide two proofs, one using a deformation argument, the other a construction with
monomial ideals. We also discuss liftings of artinian modules to modules of dimension one.
c© 2005 Elsevier B.V. All rights reserved.
MSC: 13C05; 13H10; 13D40
1. Introduction
It has been proved (see Iarrobino [8] and Chipalkatti–Geramita [3]) that a sequence of
positive integers (h0, h1, . . . , hc), with h0 = 1, is the Hilbert function of a graded artinian
level algebra of embedding dimension two if and only if hi−1 − 2hi + hi+1 ≤ 0 for all
0 ≤ i ≤ c, where it is assumed that h−1 = hc+1 = 0. That this condition is necessary
follows easily from the condition on the Betti numbers of a level algebra. The sufficiency
can be proved by using the Hilbert–Burch theorem, which describes precisely what the free
resolutions of graded artinian algebras of embedding dimension two look like.
In this article we will prove that this result generalizes to graded artinian level modules.
Level modules were introduced by Boij in [1] as a generalization of level algebras, they are
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graded modules with generators and socle concentrated in single degrees. We will prove
that a sequence of positive integers (h0, h1, . . . , hc) is the Hilbert function of a graded
artinian level module of embedding dimension two if and only if
hi−1 − 2hi + hi+1 ≤ 0
for all 0 ≤ i ≤ c, where we assume that h−1 = hc+1 = 0, and we will call such a
sequence a convex sequence. That this condition is necessary follows, as in the case of a
level algebra, from the condition on the Betti numbers of a level module. We will prove
that it is sufficient in two, rather different, ways.
In the first proof (Theorem 3.2 below) we use Macaulay’s criterion for modules, which
characterizes the possible Hilbert functions of a graded module, to prove that given a
convex sequence there is a graded module, level or not, with this sequence as Hilbert
function. Then we see that there is a deformation of this module to a level module. When
making this deformation we actually work with the dual module, this works since the dual
of a level module is a level module. The drawback is that we need to assume that the field
we are working over is infinite in order to make the deformation argument work.
The second approach, which leads to Theorem 4.3 below, is more combinatorial in
nature and works over any field k. We prove that we may choose monomial ideals I and J
in k[x, y] such that J ⊆ I and I/J is an artinian level k[x, y]-module with Hilbert function
any convex sequence. This also proves the slightly different statement that a sequence of
positive integers is the Hilbert function of a multigraded artinian level module if and only
if the sequence is convex.
In Section 5 we use a result of Geramita et al. [4] about liftings of monomial ideals.
We prove that an artinian quotient of monomial ideals may be lifted to an ideal in the
homogeneous coordinate ring of a certain set of reduced points such that the lifted ideal
and the homogeneous coordinate ring coincide in high enough degrees. This result holds
in any embedding dimension but fits into the context since it can be used to lift the level
quotients of monomial ideals constructed in the preceding section.
2. Preliminaries on level modules and dualization
Let R = k[x1, x2, . . . , xn] be the polynomial ring in n variables over a field k. Consider
R as a graded ring by giving each xi degree one and let m = (x1, x2, . . . , xn) be the
unique graded maximal ideal. All R-modules in this article are assumed to be finitely
generated and graded. The dth twist of an R-module M , denoted by M(d), is defined by
M(d)i = Mi+d . If the R-module M has a minimal free resolution given by
0→
⊕
j
R(− j)βp, j → · · · →
⊕
j
R(− j)β0, j → M → 0
then βi, j (M) = βi, j are the graded Betti numbers of M . The graded Betti numbers are
independent of the resolution since βi, j (M) = dimk TorRj (M, k)i . Denote the Hilbert
function of M by H(M, i) = dimk Mi and the Hilbert series of M by HM (t) =∑
i H(M, i)t
i and recall that HM (t) may by expressed in terms of the Betti numbers of M
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as
HM (t) =
∑
i, j
(−1)iβi, j (M)t j
(1− t)n .
Definition 2.1. The socle of M is defined by
Soc M = {a ∈ M : ma = 0}.
Definition 2.2. An artinian R-module M = M0 ⊕ · · · ⊕ Mc is said to be level if it is
generated by M0 and Soc M = Mc. A Cohen–Macaulay R-module is level if its artinian
reduction is.
Remark 2.3. For any artinian R-module M = M0⊕· · ·⊕Mc we have that TorRn (M, k) ∼=
(SocM)(−n). Hence M is level if and only if TorR0 (M, k) is concentrated in degree zero
and TorRn (M, k) in degree c + n, that is, if and only if β0,d(M) = 0 for all d 6= 0 and
βn,d(M) = 0 for all d 6= c + n.
Definition 2.4. Let M be an artinian R-module. The Matlis dual of M , denoted by M∨,
may be defined by M∨ = Homk(M, k) with grading defined by M∨d = Homk(M−d , k).
It is given the structure of a graded R-module by f ϕ(g) = ϕ( f g) for all f ∈ R,
ϕ ∈ Homk(M, k) and g ∈ M .
Recall the following fact.
Proposition 2.5. Let M be an artinian R-module. Then we have that M∨ ∼= ExtnR(M, ωR),
where ωR = R(−n) is the canonical module of R, and for any minimal free resolution F•
of M, Homk(F•, ωR) is a minimal free resolution of M∨, which implies that we have
isomorphisms
TorRi (M, k)d → TorRn−i (M∨, k)n−d
for i, d ∈ Z and hence that βi,d(M) = βn−i,n−d(M∨).
Proof. Bruns–Herzog [2, Theorem 3.6.19] and the fact that ∗H0m(M) ∼= M when M is
artininan shows that M∨ ∼= ExtnR(M, ωR). Bruns–Herzog [2, Theorem 3.3.10(c)] states
that ExtiR(M, ωR) = 0 when i 6= n which proves that Homk(F•, ωR) is acyclic, hence a
minimal free resolution of M∨. 
We will need the following well-known fact of which we include a short proof.
Proposition 2.6. Let M = M0 ⊕ · · · ⊕ Mc be an artinian R-module. Then βi,d(M) = 0
for all d < i and d > c + i .
Proof. In each step in a minimal free resolution of M we can have no k-linear relations,
and hence the degree of the relations of lowest degree must increase at each step. This
proves that βi,d(M) = 0 for all d < i .
We have that M∨(c) is of the form N0 ⊕ · · · ⊕ Nc and by Proposition 2.5 βi,d(M) =
βn−i,n−d+c(M∨(c)). Now the first inequality applied to M∨(c) yields βi,d(M) = 0 for all
d > c + i . 
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3. Artinian level modules as deformations
The embedding dimension of an R-module M is by definition the minimal number of
generators for the image of the idealm in R/AnnR(M), where AnnR(M) is the annihilator
ideal of M . When M is of embedding dimension two, we get a surjection of graded rings
k[x, y] → R/AnnR(M) by sending x and y to the generators of the image of m. Since we
are interested in the Hilbert function of M we may as well assume that R = k[x, y] and
from now on we will make this assumption.
In this section we will prove that a sequence of integers, (h0, h1, . . . , hc), is the
Hilbert function of an artinian R-module if and only if the sequence is convex, that is,
hi−1 − 2hi + hi+1 ≤ 0 for all 0 ≤ i ≤ c, where we assume that h−1 = hc+1 = 0.
The difficult part is to prove that this condition is sufficient. The main ingredient in the
proof of this will be that whenever β2,d(M) ≤ β1,d(M), for some integer d ≤ c + 2
and an artinian R-module M = M0 ⊕ · · · ⊕ Mc, generated by M0, there is deformation
over k[t] of M into an artinian R-module M ′ with Betti numbers β2,d(M ′) = 0 and
β1,d(M ′) = β1,d(M)− β2,d(M) and all other Betti numbers equal to those of M .
We start by proving that convexity is a necessary condition. Let M be an artinian
R-module, generated in degree zero, with Hilbert series h0 + h1t + · · · + hctc. Since
M is generated in degree zero, β0,d(M) = 0 for all d 6= 0. The Hilbert series of M then
satisfies
(1− t)2(h0 + h1t + · · · + hctc) = β0,0(M)+
c+2∑
i=0
(β2, j (M)− β1, j (M))t j .
This implies that
h j − 2h j−1 + h j−2 = β2, j (M)− β1, j (M) (1)
for all 1 ≤ j ≤ c+1 where we assume that h−1 = hc+1 = 0. If M is level, β2, j (M) = 0 for
all j 6= c + 2, by Remark 2.3, and then (1) implies that the sequence h = (h0, h1, . . . , hc)
is convex. Thus we have the following.
Proposition 3.1. The Hilbert function of an artinian level R-module is a convex sequence.
Given a convex sequence h = (h0, h1, . . . , hc) we will use Macaulay’s theorem to
prove the existence of an R-module M , generated in degree zero but not necessarily level,
with Hilbert function h. The Betti numbers of this module then satisfy β2,d(M) ≤ β1,d(M)
for all d ≤ c + 2, since by (1), this holds for any R-module with convex Hilbert function.
We will then prove that there is a deformation of M into an artinian level R-module with
the same Hilbert function as M . For this deformation argument to work we need to assume
that k is an infinite field, but we will see in Section 4 that this assumption is not necessary.
Theorem 3.2. Let k be an infinite field, R = k[x, y] and h = (h0, h1, . . . , hc) a sequence
of positive integers. Then h is the Hilbert function of an artininan level R-module if and
only if h is convex.
Proof. We start by explaining Macaulay’s criterion for modules (see Hulett [7]). The
dth Macaulay coefficients of a positive integer a are the unique non-negative integers
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kd > kd−1 > · · · > k1 such that
a =
(
kd
d
)
+
(
kd−1
d − 1
)
+ · · · +
(
k1
1
)
.
We then define a〈d〉 by
a〈d〉 =
(
kd + 1
d + 1
)
+
(
kd−1 + 1
d
)
+ · · · +
(
k j + 1
j + 1
)
,
where j is the largest integer such that
(
k j
j
)
6= 0. Macaulay’s criterion for modules states
that a sequence of positive integers (h0, h1, h2, . . .) is the Hilbert function of a R-module
generated in degree zero if and only if
hi+1 ≤ q dimk Ri+1 + r 〈i〉
where q is the quotient and r the remainder when hi is divided by dimk Ri . Since in our
case R = k[x, y] we have that dimk Ri = i + 1, and since then 0 ≤ r < i + 1 we get
r 〈i〉 =
((
i
i
)
+
(
i − 1
i − 1
)
+ · · · +
(
i − r + 1
i − r + 1
))〈i〉
= r.
We can now rewrite Macaulay’s criterion for embedding dimension two as
hi+1 ≤
⌊
hi
i + 1
⌋
(i + 2)+ r =
⌊
hi
i + 1
⌋
(i + 1)+ r +
⌊
hi
i + 1
⌋
= hi +
⌊
hi
i + 1
⌋
,
and hence we need to prove that this is satisfied for our convex sequence h.
Lemma 3.3. A convex sequence, h = (h0, h1, . . . , hc), satisfies
hi+1 ≤ hi +
⌊
hi
i + 1
⌋
.
for i = 0, 1, . . . , c − 1.
Proof. When i = 0 we have by convexity that h1 ≤ 2h0 and then, of course, h1 ≤
h0 + b h01 c = 2h0. We proceed by induction on i and assume that
hi − hi−1 ≤
⌊
hi−1
i
⌋
.
This implies
hi − hi−1 ≤ hi−1i
and thus
ihi − (i + 1)hi−1 ≤ 0. (2)
Now assume the opposite of what we want to prove
hi+1 − hi >
⌊
hi
i + 1
⌋
.
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By convexity we get
hi − hi−1 ≥ hi+1 − hi ≥
⌊
hi
i + 1
⌋
+ 1.
We use that⌊
hi
i + 1
⌋
+ 1 ≥ hi
i + 1 −
i
i + 1 + 1
and get
hi − hi−1 ≥ hii + 1 −
i
i + 1 + 1.
Multiplying both sides with i + 1 and then subtracting hi from both sides gives
ihi − (i + 1)hi+1 ≥ 1
and this contradicts (2). Hence
hi+1 − hi ≤
⌊
hi
i + 1
⌋
. 
We now continue with the proof of Theorem 3.2. Let M = M0 ⊕ M1 ⊕ · · · ⊕ Mc
be an artinian R-module, generated by M0, with Hilbert function the convex sequence
h = (h0, h1, . . . , hc)whose existence we have just proved. We will now concentrate on the
Betti numbers of M . As mentioned before, (1) implies that β2,d(M) ≤ β1,d(M) for all d ≤
c+ 1 since h is convex. Our goal is now to use a minimal free resolution of M to construct
a new module M ′ with Betti numbers β2,d(M ′) = 0 and β1,d(M ′) = β1,d(M)− β2,d(M)
for all d ≤ c + 2 and all other Betti numbers equal to those of M . Then M ′ will be level,
by Remark 2.3, and by computing the Hilbert series of M and M ′ from their Betti numbers
we see that HM (t) = HM ′(t). We will use the following lemma to prove the existence
of M ′.
Lemma 3.4. Let k be an infinite field, R = k[x, y] and M an artinian R-module,
generated by M0, such that that for some integer d we have β1,d(M) > 0 and β2,d(M) > 0.
Then there is a module M ′ with Betti numbers
β1,d(M
′) = β1,d(M)− 1 and β2,d(M ′) = β2,d(M)− 1.
and all other Betti numbers equal to those of M.
Proof. It turns out that it is easier to work with the dual of M . Let c be the largest
number such that Mc 6= 0 and let N = M∨(c). Then, by Proposition 2.6, βi, j (M) =
β2−i,c+2− j (N ) for all i and j so if we put s = c + 2 − d what we need is to find a
module N ′ with the same Betti numbers as N except that β0,s(N ′) = β0,s(N ) − 1 and
β1,s(N ′) = β1,s(N )− 1. Then we may take M ′ to be (N ′)∨(c).
Let
0→ H → G ϕ→ F.
be a minimal free resolution of N . Let f1, f2, . . . , fv and g1, g2, . . . , gu be bases of F and
G respectively and let ϕi j for i = 1, . . . , u and j = 1, . . . , v be elements in R such that
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ϕ(gi ) = ∑vj=1 ϕi j f j . Then degϕi j = deg gi − deg f j and, since ϕ is part of a minimal
resolution, ϕi j ∈ m for each i and j . Both β0,s(N ) and β1,s(N ) are, by assumption, non-
zero so we may assume, by renumbering the bases if necessary, that f1 and g1 are of degree
s and then ϕ11 = 0 since it is in m and of degree zero.
Let t be a new independent variable and let G˜ = G⊗k k[t], F˜ = F ⊗k k[t] and
ϕ˜ : G˜ → F˜ be the map whose matrix with respect to the bases f1, f2, . . . , fv and
g1, g2, . . . , gu is
t ϕ21 . . . ϕu1
ϕ12 ϕ22
...
. . .
ϕ1v ϕuv
 .
Let N˜ be the cokernel of ϕ˜ and consider N˜ as a family of R-modules over k[t]. For any γ
in k, we denote the fiber over t = γ by Nγ = N˜ ⊗k k[t]/(t − γ ). Let ϕγ : G → F be the
map defined by the matrix of ϕ˜ with t replaced by γ . Then Nγ is the cokernel of ϕγ .
To simplify the notation let βγi, j = βi, j (Nγ ) for all i and j and let βi,s = βi,s(N ) − 1
for i = 0, 1 and βi, j = βi, j (N ) for all other choices of i and j . Furthermore, we write
hi = H(N , i) and hγi = H(Nγ , i) for the Hilbert functions of N and Nγ . We will show
that in a Zariski open neighborhood of t = 0 there is a γ ∈ k such that Nγ will have the
desired Betti numbers, that is βγi, j = βi, j for all i and j .
Whenever γ 6= 0 we may, by row and column operations on the matrix of ϕγ , assume
that there are bases f ′1, f ′2, . . . , f ′v and g′1, g′2, . . . , g′v of F and G respectively such that
deg( f ′i ) = deg( fi ) for each 1 ≤ i ≤ u, deg(g′i ) = deg(gi ) for each 1 ≤ i ≤ v and ϕγ is
given by the matrix
1 0 . . . 0
0 ϕ′22 . . . ϕ′u2
...
...
. . .
0 ϕ′2v ϕ′uv

where ϕ′i j ∈ m for each 2 ≤ i ≤ u and 2 ≤ j ≤ v. The matrix obtained from this matrix
by deleting the first row and column gives a free presentation of Nγ . Since this matrix has
all its coefficients in m, f ′2, f ′3, . . . , f ′v form a minimal system of generators of Nγ . Hence
β
γ
0,s = β0,s(N )− 1 and βγ0, j = β0, j (N ) for all j 6= s, that is
β
γ
0, j = β0, j for all j. (3)
We do not know that this matrix is part of a minimal free resolution of Nγ so it does not give
us the Betti numbers βγ1, j . We do get, however, that β
γ
1,s ≤ β1,s(N )−1 and βγ1, j ≤ β1, j (N )
for all j 6= s, that is
β
γ
1, j ≤ β1, j for all j. (4)
Since M was generated in degree zero we have that β2, j = 0 when j 6= c + 2.
Furthermore, β2, j is equal to the number of elements of degree j in a minimal system
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of generators for Kerϕ and hence dimk(Kerϕ) j = 0 when j < c + 2. Note that
dimk(Ker ϕγ ) j is upper semi-continuous as a function of γ for all j . In fact, (Ker ϕγ ) j
is the kernel of ϕγ restricted to the j th homogeneous component and this restriction is a
family of k-linear maps between finite dimensional k-vector spaces. This means that, in a
Zariski open neighborhood of γ = 0, we have dimk(Ker ϕγ ) j = 0 when j < c + 2. Since
β
γ
2, j ≤ dimk(Ker ϕγ ) j we get, in a Zariski open neighborhood of γ = 0,
β
γ
2, j = β2, j = 0 when j < c + 2. (5)
Note that since k is infinite there is a γ 6= 0 in this open neighborhood.
If we express the Hilbert series of N and Nγ in terms of their Betti numbers we get
(1− t)2
c∑
j=0
h j t
j =
c+2∑
j=0
(β0, j (N )− β1, j (N )+ β2, j (N ))t j
=
c+2∑
j=0
(β0, j − β1, j + β2, j )t j , (6)
since the differences between βi, j and βi, j (M) cancel out, and
(1− t)2
c∑
j=0
hγj t
j =
c+2∑
j=0
(β
γ
0, j − βγ1, j + βγ2, j )t j . (7)
It is well-known that, for each j , the value of the Hilbert function, hγj , is upper semi-
continuous as a function of γ . (See, for example, Hartshorne [6, Chapter II, Exercise 5.8].)
Hence we have that
hγj ≤ h j (8)
in a Zariski open neighborhood of γ = 0.
By subtracting Eq. (7) from (6) and using (3), (5) and Proposition 2.6 we get
(1− t)2
c∑
j=0
(h j − hγj )t j =
c+1∑
j=0
(β
γ
1, j − β1, j )t j + (β2,c+2 − βγ2,c+2)tc+2. (9)
From (8) we get that the left hand side of (9) is non-negative for all t > 0. This means that
the first non-zero coefficient on the right hand side must be positive. This together with (4)
then yields βγ1, j = β1, j for all j . Now putting t = 1 in (9) gives us βγ2,c+2 = β2,c+2. 
By repeated application of this lemma to the module M , for which the Betti numbers
satisfy β2,d(M) ≤ β1,d(M) for all d ≤ c + 1, we end up with a module M ′ such that
β2,d(M ′) = 0 for all d 6= c+ 2. This module is then level and has Hilbert function h. This
finishes the proof of Theorem 3.2. 
4. Artinian level modules as quotients of monomial ideals
In this section we will prove that for any convex sequence, h = (h0, h1, . . . , hc), there
are monomial ideals I and J of R = k[x, y] such that J ⊆ I and the R-module I/J is
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Fig. 1. The monomial k-basis of I/J , where I = (x2y4, x4y2) and J = (x2y7, x5y6, x6y4, x8y2). Note
that the minimal monomials all have the same degree and that the same is true for the maximal monomials (as
indicated by the two sloping lines). This means that I/J is level.
level and has Hilbert function h. We will call a module of the form I/J where J ⊆ I are
monomial ideals a quotient of monomial ideals. Such a module is a multigraded R-module
meaning that it is Z2-graded with grading deg(xa yb) = (a, b). Hence we will see that
every convex sequence is the Hilbert function of an artinian multigraded level R-module.
Since I and J are monomial ideals, the set B of monomials in I not in J is a k-basis for
I/J . It is often nice to think of the monomials in k[x, y] as points in the plane with non-
negative integer coefficients by associating the monomial xa yb to the point (a, b). When
I/J is artinian, the monomials in B are a finite set of such points as pictured in the example
given in Fig. 1.
If we order the monomials by divisibility, that is, for two monomials m and n, m ≤ n if
and only if m | n, then the minimal monomials in B is a minimal set of generators for I/J
and the maximal monomials are a k-basis for Soc (M). Recall that a module is level if its
socle and generators are concentrated in single degrees. Hence I/J is level if the same is
true for the minimal and maximal monomials in B (see Fig. 1).
We now turn to the construction. When h is a convex sequence, its second difference,
hi−1 − 2hi + hi+1, is non-positive by definition, and hence its first difference, hi − hi+1,
is a decreasing sequence. This means that h is strictly increasing up to a point, then
constant for a while and then strictly decreasing, that is, there are integers q and r such
that h0 < h1 < · · · < hq , hq = hq+1 = · · · = hr and hr > hr+1 > · · · > hc. We will
first show how to construct a quotient of monomial ideals having as Hilbert function the
strictly increasing part of h.
Lemma 4.1. Let h = (h0, h1, . . . , hc) be a convex sequence of positive integers such that
h0 < h1 < · · · < hc. Then there is a monomial ideal I of k[x, y], generated in degree
hc − c − 1, such that mhc−1 ⊆ I and I/mhc has Hilbert function h.
Proof. Let h′ be the sequence of integers defined by
h′ = (h′0, h′1, . . .) = (h0, h1, . . . , hc, hc + 1, hc + 2, . . .)
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Fig. 2. The ideal I = (yas , xa1 yas−a1 , . . . , xas ) defined by the numbers d1 ≥ d2 ≥ · · · ≥ ds .
and note that this sequence is convex. Define the integers vi by
(1− t)2
∞∑
i=0
h′i t i =
∞∑
i=0
vi t
i .
Then v0 = h0 and since h′ is convex, v1 = h′1 − 2h′0 ≤ 0 and vi = h′i−2 − 2h′i−1 + h′i ≤ 0
for all i > 0. Furthermore,
∑c+1
i=0 vi = h′c+1 − h′c = 1 and vi = 0 for all i > c + 1. This
means that there are unique positive integers d1 ≥ d2 ≥ · · · ≥ dh0−1 such that
(1− t)2
∞∑
i=0
h′i t i = h0 − td1 − td2 − · · · − tdh0−1 .
Note that d1 ≤ c. Now let the numbers di define the ideal I in the following way. Let
s = h0 − 1 and ai = d1 + d2 + · · · + di for all 1 ≤ i ≤ s and let
I = (yas , xa1 yas−a1 , . . . , xas ).
Note that the staircase shaped curve in the plane representing the monomials in I consists
of s steps where the i th step has vertical and horizontal length di , as shown in Fig. 2.
We will now compute the Hilbert series of I . If we let m0 = yas and mi = xai yas−ai
for all 1 ≤ i ≤ s, then I = (m0,m1, . . . ,ms) and ydimi = xdimi−1. Since m0 is of degree
as , the Hilbert series of the ideal (m0) is tas/(1− t)2 and we may assume by induction that
the Hilbert series of the ideal (m0, . . . ,ms−1) is
H(m0,...,ms−1)(t) =
tas (s − td1 − td2 − · · · − tds−1)
(1− t)2 .
The Hilbert series of I may be computed as the sum of the Hilbert series of the ideal
(m0, . . . ,ms−1) and the ideal (ms)minus the Hilbert series of the intersection of the ideals,
that is,
HI (t) = H(m0,...,ms−1)(t)+ H(ms )(t)− H(m0,...,ms−1)∩(ms )(t).
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Fig. 3. The k-basis of D(M) is obtained from the k-basis of M by rotating it half a turn.
It is easy to see that (m0, . . . ,ms−1)∩ (ms) = (ms−1)∩ (ms) and since ydsms = xdsms−1
we have (ms−1) ∩ (ms) = (ydsms). Since the degree of ms is as , the degree of ydsms is
as + ds and we get
HI (t) = t
as (s − td1 − td2 − · · · − tds−1)
(1− t)2 +
tas
(1− t)2 −
tas+ds
(1− t)2
= t
as (1+ s − td1 − td2 − · · · − tds )
(1− t)2 .
Since 1 + s = h0 we see that HI (t) = tas ∑∞i=0 h′i t i and hence H(I, as + i) = h′i for all
i ≥ 0. This proves that I/mhc has Hilbert function h.
It remains to prove that I is generated in degree hc − c − 1 and that mhc−1 ⊆ I .
It is obvious from Fig. 2 that I contains all monomials of degree greater than or equal
to as + d1, since d1 is largest of the di . Since c ≥ d1 this implies that I contains all
monomials of degree as + c. Hence hc = H(I, as + c) = dimk Ras+c = as + c + 1, and
then as = hc − c− 1 and it follows that I is generated in degree hc − c− 1. Furthermore,
since I contains all monomials of degree as + c = hc − 1 we see that mhc−1 ⊆ I and this
completes the proof. 
To handle the strictly decreasing part of h, note that a convex sequence is convex even
if it is read from the back. Hence the reverse of the last part of h is strictly increasing
and convex and we can use Lemma 4.1 to get a quotient of monomial ideals, M , with this
Hilbert function. We will now show that there is a quotient of monomial ideals, which
we will call D(M), with Hilbert function the reverse of the Hilbert function of M . Hence
D(M) will have the strictly decreasing part of h as Hilbert function.
For any artinian quotient of monomial ideals, M , choose a positive integer l, and let
D(M) be the multigraded R-module with k-basis the set of monomials we get when
applying xa yb 7→ x l−a yl−b to each monomial in the monomial k-basis for M (see Fig. 3).
Although every set of monomials in R defines a multigraded R-module, this R-module
need not to be a quotient of monomial ideals. However, a set of points in the plane
represents a k-basis for a quotient of monomial ideals precisely when it is given as the
area between two staircase shaped curves, and it is clear that if the k-basis for M is such
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a set then the k-basis of D(M) is also such a set. Hence, if M is a quotient of monomial
ideals then D(M) is a quotient of monomial ideals.
If the Hilbert function of M is given by the sequence (h0, h1, . . . , hc) then the Hilbert
function of D(M) is given by the reverse of this sequence (hc, hc−1, . . . , h0). Note also
that minimal monomials in a k-basis for M become the maximal ones of D(M) and the
maximal monomials in a k-basis for M become the minimal ones of D(M). This implies
that D(M) is level if and only if M is.
It turns out that D(M) is isomorphic to M∨. We prove this even though we will not use
this fact.
Proposition 4.2. For any artinian quotient of monomial ideals, M, we have that D(M) is
isomorphic to M∨ after a twist of the degrees, and thus M∨ is isomorphic to an artinian
quotient of monomial ideals.
Proof. We have that M∨ = Homk(M, k). Let (xai ybi )ri=1 be a k-basis of monomials
for M and let (XaiY bi )
r
i=1 be the corresponding dual basis of Homk(M, k). Define an
isomorphism of k-vector spaces ϕ : Homk(M, k) → D(M) by XaiY bi 7→ x l−ai yl−bi .
To prove the proposition it is enough to show that ϕ is an R-module homomorphism. We
have x · XaiY bi = Xai−1Y bi and y · XaiY bi = XaiY bi−1 and we get ϕ(x · XaiY bi ) =
ϕ(Xai−1Y bi ) = x l−ai+1yl−bi = x · x l−ai yl−bi = xϕ(XaiY bi ) and analogously for
multiplication by y. 
We are now ready to prove the main result of this section.
Theorem 4.3. Let h = (h0, h1, . . . , hc) be a sequence of positive integers. Then there are
monomial ideals I and J of k[x, y] such that J ⊆ I and I/J is a level module with Hilbert
function h if and only if h is convex.
Proof. That the convexity of h is necessary has been proved in Proposition 3.1. It remains
to prove that it is sufficient. As mentioned before there are integers q and r such that
h0 < h1 < · · · < hq , hq = hq+1 = · · · = hr and hr > hr+1 > · · · > hc.
By Lemma 4.1 there is a monomial ideal I , generated in degree u = hq − q − 1, such
that I/mu+q+1 is level with Hilbert function (h0, h1, . . . , hq). Denote by B the monomial
k-basis of I/mu+q+1 and note that by Lemma 4.1 the set of maximal monomials in B
consists of all monomials of degree u + q in k[x, y] as shown in this figure, where the
shaded area represents the monomials in B.
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As discussed above, the reverse of the last part of h, hc < hc−1 < · · · < hr , is again a
convex sequence, so by Lemma 4.1 there is an ideal I ′ such that I ′/mu+q+1 is level with
Hilbert function (hc, hc−1, . . . , hr ). Let D(I ′/mu+q+1) be chosen such that it is generated
by the maximal monomials in a k-basis for I ′/mu+q+1. Then D(I ′/mu+q+1) = mu+q/J ′
for some monomial ideal J ′. Denote by B′ the monomial k-basis of mu+q/J ′. Multiply
each monomial in B′ by xr−q and denote this set by xr−qB′. Then xr−qB′ is a monomial
k-basis for mu+r/xr−q J ′. This picture shows how B′ is moved to the right by
multiplication with xr−q .
Note that since I ′/mu+q+1 is generated in a single degree, the maximal monomials in
xr−qB′ are all of the same degree.
Let B′′ denote the set of monomials between B and xr−qB′, that is, the monomials in
x i Ru+q for i = 1, 2, . . . , r − q − 1. Then we have the following picture.
It is easy to see that B ∪ B′′ ∪ xr−qB′ is a monomial k-basis for the quotient of monomial
ideals I/J where J = (yu+q+1) + xr−q J ′. It is also clear that the minimal monomials
of B ∪ B′′ ∪ xr−qB′ are the minimal ones of B and that its maximal monomials are the
maximal ones of xr−qB′. Hence I/J is level with Hilbert function h. This completes the
proof. 
5. Liftings of quotients of monomial ideals
Let S = k[x0, x1, . . . , xn] and R = k[x1, x2, . . . , xn] where k is a field of characteristic
zero. In this section we will prove that for a quotient of monomial ideals I/J in R there
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is a lifting (as defined below) of I/J to an S-module, N , such that the annihilator ideal,
AnnS(N ), is the saturated ideal corresponding to a certain set of points in Pnk . Furthermore,
regarded as a sheaf on Pnk , N is isomorphic to the structure sheaf of the reduced scheme
defined by these points.
Definition 5.1. The S-module N is a lifting of the R-module M if x0 is a non-zero divisor
on N and
N/x0N ∼= M,
when we consider N/x0N as a R-module by identifying S/(x0) with R.
Geramita et al. showed in [4] that if R/I is an artinian algebra, where I is a monomial
ideal, then R/I can be lifted to a reduced set of points in Pnk . We will now explain this
result in more detail.
For an element α = (α1, α2, . . . , αn) ∈ Nn we will write xα = xα11 xα22 . . . xαnn and Pα
for the point in Pnk with projective coordinates (1 : α1 : α2 : . . . : αn). Let fα be the
element in S defined by
fα =
α1−1∏
i=0
(x1 − i x0)
α2−1∏
i=0
(x2 − i x0) · · ·
αn−1∏
i=0
(xn − i x0)
and note that fα(Pβ) 6= 0 if and only if xα | xβ . Strictly speaking fα is not a function on Pnk ,
however, whether it is zero or not is well defined. Note also that if I = (xα1 , xα2 , . . . , xαr ),
where αi is in Nn , is a monomial ideal in R and I ′ is the ideal in S defined by I ′ =
( fα1 , fα2 , . . . , fαr ), then S/I
′ is a lifting of R/I . Geramita et al. proved the following (see
[4, Theorem 2.2]).
Theorem 5.2. Let I = (xα1 , xα2 , . . . , xαr ), where αi is in Nn , be a monomial ideal in R
and let X be the subscheme of Pnk consisting of the points Pα for all α ∈ Nn such that
xα 6∈ I . Then the ideal IX , generated by all homogeneous elements in S vanishing on X, is
generated by fα1 , fα2 , . . . , fαr , which implies that S/IX is a lifting of R/I .
Remark 5.3. The setting used by Geramita et al. in [4] is a little more general allowing
the field k to be finite with some restriction on its cardinality and the points corresponding
to the monomials to be chosen in different ways.
We will now use Theorem 5.2 to prove a similar result for quotients of monomial ideals.
Proposition 5.4. Let I = (xα1 , xα2 , . . . , xαr ) and J = (xβ1 , xβ2 , . . . , xβs ), where αi and
βi are in Nn , be monomial ideals in R such that J ⊆ I . Let Y be the subscheme of Pnk
consisting of the points Pα for all α ∈ Nn such that xα belongs to the monomial k-basis
for I/J , that is, such that xα ∈ I and xα 6∈ J . Then, with I ′ = ( fα1 , fα2 , . . . , fαr ) and
J ′ = ( fβ1 , fβ2 , . . . , fβs ), we have that I ′/J ′ is a lifting of I/J and
AnnS(I ′/J ′) = IY ,
where IY is the ideal generated by all homogeneous elements in S vanishing on Y .
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Proof. It is clear from Theorem 5.2 that I ′/J ′ is a lifting of I/J so it remains to
prove that AnnS(I ′/J ′) = IY . Let X and Z be the sets of points in Pnk corresponding
to the ideals J and I respectively, as in Theorem 5.2. Then J ′ and I ′ are the ideals
generated by all homogeneous elements in S vanishing on X and Z respectively. Since
X = Y ∪ Z we get J ′ = I ′ ∩ IY which implies that I ′/J ′ ∼= (I ′ + IY )/IY . This means
that I ′/J ′ is isomorphic to an ideal in AY = S/IY , the homogeneous coordinate ring
of Y .
Now, since I ′/J ′ is a lifting of I/J , we have H(I ′/J ′, d) = dimk I/J , when d is
large. Since dimk I/J equals the number of points in Y , H(I ′/J ′, d) = H(AY , d) when
d is large and this implies that (I ′ + IY )d = Sd . Thus, if f is any element in S then
f m ∈ I ′ + IY for some integer m. This implies that if f ∈ AnnS((I ′ + IY )/IY ) then
f m+1 ∈ IY and since IY is a radical ideal we get f ∈ IY . Hence AnnS((I ′ + IY )/IY ) =
IY . 
Remark 5.5. It follows from the proof of Proposition 5.4 that I ′/J ′ is isomorphic to S/IY
when the degree is large. This shows that, regarded as sheafs, I ′/J ′ is isomorphic to
S/IY .
Remark 5.6. It is not true that S/IY is a level set of points whenever I ′/J ′ is level. For
example, let Y be the points
in P2k . Then the ideal IY generated by all homogeneous elements vanishing on Y is
generated by xy(x − z)(x − 2z), y(y − z)(y − 2z)(y − 3z)(y − 4z) and (x + y − 2z)(x +
y− 3z)(x + y− 4z)(x + y− 5z). The points in Y are a lifting of the quotient of monomial
ideals I/J , where I = (x2, xy, y2) and J = (x6, x3y, x2y4, y5). From the position of
the points in the figure above it is clear that the minimal and maximal monomials in the
monomial k-basis for I/J are concentrated in single degrees. Hence I/J is level and this
is confirmed by calculating its Betti numbers with the computer program Macaulay 2 [5],
yielding
3 6 3
0 : 3 2 .
1 : . 1 .
2 : . 1 .
3 : . 2 3
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When we calculate the Betti numbers of S/IY , again using Macaulay 2, we get
1 3 2
0 : 1 . .
1 : . . .
2 : . . .
3 : . 2 .
4 : . 1 1
5 : . . 1
Since the Betti numbers do not change under artinian reduction we see that the socle of
the artinian reduction of S/IY contains elements of different degrees, corresponding to the
two ones in the third column in the Betti diagram, so S/IY is not level.
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