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1. INTRODUCTION
In this paper we consider the following two bifurcation problems in R N:
< < py2 < < py2ydiv a x , u =u =u s lg x u u q f l, x , u 1.1 .  .  .  . .
and
< < py2 < < py2ydiv a x =u =u s lg x u u q f l, x , u , 1.2 .  .  .  . .0
 .  .where 1 - p - N; l g R; a x s a x, 0 ; and a, a , g, and f are func-0 0
tions satisfying some conditions to be specified later. We emphasize here
that a and a are both positive in R N and may be singular or degenerate0
 .at infinity, no growth restrictions on a x, u with respect to u are required,
and both g and f may change sign. We prove that the principal eigenvalue
of the homogeneous eigenvalue problem
< < py2 < < py2ydiv a x =u =u s lg x u u 1.3 .  .  . .0
 .is a bifurcation point for the nonlinear nonhomogeneous problems 1.1
 .  .and 1.2 , respectively. For problem 1.2 a stronger global bifurcation
result holds true.
  . < < py2 .Problems involving the operator of the form div a x, u =u =u on
w xbounded domain with defective weight functions have been studied in 3
w xand 4 . We note that the bifurcation problem is not considered there. This
w xpaper is closely related to and is an extension of our earlier work 6 .
 .Concerning the properties of the eigenvalue problem 1.3 we refer the
w xreader to the paper 2 . We also refer the reader to the bibliography
w xcontained in 6 where several results on the bifurcation of the p-Laplacian
are cited. While most of these works use variational methods, the same
 .variational approach is not applicable in the case of problem 1.1 which
has apparently a nonvariational structure. It turns out that the topological
degree arguments are very useful in proving our bifurcation results. We
w xnote that even though our method is a direct extension of that used in 6 ,
 .the method itself cannot be applied directly to 1.1 : nontrivial difficulties
 .arise due partly to the nonlinearity of a x, u in u and partly to the
 .   .nontrivial weight function a x . Note that if 0 - c F a x F c - `,0 1 0 2
 . w x .then 1.2 can be dealt with directly as in 6 . To overcome such difficulties
we develop a generalized weighted Sobolev inequality and employ it
extensively, and we choose the weight functions carefully to accommodate
 .a wide range of deficiency in the nonlinearity a x, u . In particular, we
establish, through some lengthy calculations using the generalized Sobolev
 .inequality, an a priori estimate on solutions of 1.1 to treat the nonlinear-
 .ity a x, u with nonrestricted growth.
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This paper is organized as follows: In Section 2 we introduce assump-
tions and notations which we use extensively in this paper and prove some
w xtechnical preliminaries. We also recall some results contained in 6 and
w x2 . We then verify that the topological degree is well defined for our
operators. We point out, in particular, that the generalized Hardy's in-
 .  .equality 2.2 and the generalized weighted Sobolev's inequality 2.3 play a
significant role which makes it possible to adapt several results proved for
 .nondegenerate andror nonsingular problems. In Section 3 we prove an a
` N .  .priori L R estimate for all possible weak solutions of problem 1.1 ,
 .which enables us to deal with the nonlinear term a x, u . In Section 4 we
prove our bifurcation results. Positivity and regularity of the solutions are
also discussed in this section. Finally, in Section 5, we present three
examples to illustrate these somewhat complicated assumptions we make
on the integrability of g and f.
2. ASSUMPTIONS AND PRELIMINARIES
We study the existence of nonnegative solutions and bifurcation of the
perturbed problem
< < py2 < < py2 Nydiv a x , u =u =u s lg x u u q f l, x , u , x g R , .  .  . .
2.1 .
with l g R, and the related ``limiting'' problem
< < py2 < < py2 Nydiv a x =u =u s lg x u u q f l, x , u , x g R , .  .  . .0
X2.1 .
 .  .and a x s a x, 0 . We first introduce some basic assumptions and nota-0
tion which we will need in this paper. We assume that 1 - p - N. Denote
U  . X  .by p s Npr N y p the Sobolev critical exponent and by p s pr p y 1
 .the conjugate exponent of p. We introduce two weight functions s x and
 .t x as
1 1
Ns x s , t x s , x g R , .  . ab < << < 1 q x .1 q x .
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with a s p q b. Observe that the choice of a and b guarantees that the
following generalized Hardy's inequality holds, provided a - N,
p pp< < < <u p =u
F , 2.2 .H Ha bN N< < N y a < <1 q x .R R 1 q x .
` N .  .for all u g C R . Indeed, 2.2 can be proved by calculating0
< < p < < pu 1 u
s div x ?H Ha a
N N< < < <N1 q x 1 q x .  .R R
< < py2 < < p1 u u u
< <s y px ? =u y a ? xH Ha aq1N N /< <N < <1 q x .R R 1 q x .
< < py1 < <1 u =u
F p ?H  . arpy1a py1 rpNN < << <R 1 q x1 q x  . .
< < pa u
qH a
N /< <1 q x .R
X1rp 1rpp p< < < <1 =u u
F p ?H Hayp a
N N /  /< < < <N 1 q x 1 q x .  .R R
p< <a u
q ,H a
N < <1 q x .R
 .  .which implies 2.2 . We note here that a and b in 2.2 can take negative
values.
 .We assume the function a x, y satisfies:
 .  .  .a1 a x, y is a Caratheodory function, i.e, a x, ? is continuous forÂ
N  .  .  .a.e. x g R and a ?, y is measurable for all y g R, and a x, y ) c s x0
for all y g R and for a.e. x g R N;
 .  .  . X  .  .  . Xa2 a x, 0 s a x ) 0, c s x F a x F c s x , where c , c ) 0,0 1 0 1 1 1
and for any y g R,0
a x , y y a x , y .  .0
lim s 0 2.3 .
s xyªy  .0
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uniformly for a.e. x g R N. Moreover, for any K ) 0 there exists c ) 0K
< < Nsuch that for any y - K and a.e. x g R we have
< <a x , y y a x F c s x . 2.4 .  .  .  .0 K
 .  .  .We write the weight function g x s g x y g x with1 2
 . ` N . y1 ` N . Nr p N .g g , g G 0, and g g L R , and g s g L R l L R .1 2 2 1
 .   .  .4Let w x s max t x , g x . We define the following norm2
1rp
p p5 5 < < < <u s s =u q w u ,V H H /
 . Nwhere and henceforth the integrals are taken on the whole R unless
` N .otherwise specified. Let V denote the completion of C R with respect0
5 5 U  .to the norm ? , and V its dual space with the pairing ?, ? . We canV V
see that V is a uniformly convex Banach space. In this paper we denote by
c some generic positive constant independent of functions in V. From now
5 5 r N . 5 5on we denote the norm in V by ? and the norm in L R by ? forr
r N . r N .r ) 1. Denote by L v, R the weighted L R space with the weight
 .function v x .
We first establish the following key generalized Sobole¨ embedding.
LEMMA 2.1. For any u g V,
U1rp 1rp
Up pN1 < < < <s u F c s =u , 2.5 .H H2
U  .where N s p rp s Nr N y p .1
Proof. We first observe that, by the Sobolev embedding theorem see
w x.  . ` N .1 , for any differentiable weight function v x and any u g C R , we0
have
1rpU 1rp
U Up p1r p< < < <v u F c = v u . .H H3 /  /
 .  < <.y«Taking v x s 1 q x we obtain
U1rp1 Up< <uH «
< <1 q x .
1rpp
=u « u x
F c y ?U UH4 U«rp 1q«rp < < /p x< < < <1 q x 1 q x .  .
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1rpp p< < < <=u u
F c qU UH5 p«rp pqp«rp /< < < <1 q x 1 q x .  .
1rp 1rpp p< < < <=u u
F c q .U UH H5 p«rp pqp«rp /  /< < < <1 q x 1 q x .  .
 .Taking « s Nbr N y p one easily obtains that
1rp 1rpU p p1rp < < < <=u uUpN1 < <s u F c q .H H H5 b bqp /  /< < < <1 q x 1 q x .  .
 .  .This together with 2.2 gives 2.5 .
We assume that f satisfies
 .  .f1 f is a Caratheodory function, i.e, f ?, x, ? is continuous for a.e.Â
N  .  . 2x g R and f l, ? , y is measurable for all l, y g R ;
 . <  . <  .  .  . < <g . Nf2 f l, x, y F c l s x q r x y for a.e. x g R , y g R,
 .where c l is nonnegative and continuous on R, and is bounded on
U ygq1.r p g 1 N .bounded subsets of R, p y 1 - g - p y 1, 0 F r, r s g L R
U  U  .. Nr p .yNr p N .with g s p r p y g q 1 , 0 F s g L srw , R , and1
y1r p  pU .X N .  U .X   ..s s g L R , where p s Npr Np y N y p ;
 .f3 the limit
f l, x , y .
lim s 0py2< <yª0 w x y y .
exists uniformly for a.e. x g R N and l is in a bounded interval.
 . UWe define the operators J , G, F l, ? : V ª V as follows: for u, ¨ g V,0
< < py2J u , ¨ s a x =u =u =¨ , .  . . H0 0V
< < py2G u , ¨ s g x u u¨ , .  . . HV
F l, u , ¨ s f l, x , u ¨ . .  . . HV
We also split G as G s G y G , where1 2
< < py2G u , ¨ s g x u u¨ , i s 1, 2. .  . . Hi iV
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Moreover, we define, for any real number K ) 0,
¡a x , yK , for y - yK , .~a x , y , for yK F y F K , .a x , y s .K ¢a x , K , for y ) K , .
and
< < py2J u , ¨ s a x , u =u =u =¨ . .  . . HK KV
w xOur next lemma is parallel to Lemma 2.1 of 6 .
LEMMA 2.2. The operators J , J , G, F are well defined, G and J areK 0 0
 .p y 1 -homogeneous, J , J are continuous, and F satisfiesK 0
5 5 UF l, u . V
lim s 0 2.6 .py15 55 5u ª0 u
uniformly for l in a bounded subset of R.
w xProof. The proof is similar to that of Lemma 2.1 in 6 and we will only
sketch it.
 .  .i Observe that, by Holder's inequality and 2.4 ,È
py2< <J u , ¨ s a x , u =u =u =¨ .  . . HK KV
< < < < py1 < < < < py1 < <F a x , u y a ? =u ? =¨ q a =u ? =¨ .H HK 0 0
< < py1 < <F c q c s =u =¨ .H 1 K
1rpX 1rp
p p< < < <F c q c s =u s =¨ - `. . H H1 K  /  /
So J is well defined. A similar procedure implies also that J is wellK 0
defined.
 .ii Using Holder's inequality again, we haveÈ
1rpX 1rp
X py2 p p1r p 1r p< < < < < < < < < <G u , ¨ F g u u ? g ¨ F g ? u ? g ? ¨ . . . H H HV  /  /
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< < pNote that for u g V, Hg u - ` by the definition of V. By Holder'sÈ2
 .inequality, assumption on g and 2.5 , we have, for u g V,1
prN prpU
Up pyNr p Nr p N1< < < <g u F s g ? s u - `H H H1 1 /  /
and similarly for ¨ g V. Hence G is well defined.
 .iii For F, we have
g< < < < < <F u , ¨ s f l, x , u ¨ F c l s ¨ q r u ¨ . .  .  . . H H HV  /
 .Now, by f2 ,
 U .X U1rp1r pXU U .p py1r p N1< < < <s ¨ F s s s ¨ - ` .H H H /  /
and
 U . U Ugrpp yg rp
U U UU  .p r p ygg pyN g r p N1 1< < < < < < < <r u ¨ F s r ¨ ? s u .H H H /  /
1rg 1rpU grpU1
U Ug1 p pygq1.r p N N1 1< < < <F c s r ? s ¨ ? s u .H H H6  /  /  /
5 5 5 5gF c ¨ ? u - `, 2.7 .7
thus F is well defined.
 .iv The homogeneity of G and J is obvious. Observe that,0
J u y J ¨ , w .  . .K K V
< < py2 < < py2s a x , u =u =u y a x , ¨ =¨ =¨ ? =w .  . .H K K
< < py2 < < py2s a x , ¨ =u =u y =¨ =¨ =w .  .H K
< < py2q a x , u y a x , ¨ =u =u =w. .  . .H K K
Let u ª ¨ strongly in V. Then
1rpX 1rpXpy2 py2< < < <a x , ¨ =u =u ª a x , ¨ =¨ =¨ .  . .  .K K
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pX N .  . < < py2strongly in L R . This implies that Ha x, ¨ =u =u yK
< < py2 .   .=¨ =¨ =w ª 0. We consider the second integral I s H a x, u yK
 .. < < py2  .a x, ¨ =u =u =w. It follows from a2 that for any « ) 0, thereK
exists a d ) 0 such that
< <a x , u y a x , ¨ F « s x .  .  .K K
<  .  . <provided u x y ¨ x - d . define
U N < <V u s x g R : u x y ¨ x G d . 4 .  .  .d
 . NLet h ) 0 and B 0 ; R be the ball centered at the origin with radius h.h
p  ..  U  .Then u ª ¨ strongly in L B 0 and hence we get meas V u lh d
 .. N U  .B 0 ª 0. Now the integral I on R R V u can be estimated byh d
< < py1 < < 5 5 py1 5 5« s =u w F « u w .H
UN  .R RV ud
U  .While the integral I on V u is estimated byd
 .  .py1 rp py1 rp
p p< < < < 5 5c s =u q s =u ? w .H H8
U /  /N .  .  .V u lB 0 R RB 0d h h
Since u ª ¨ strongly in V, the first integral obviously approaches zero
while the second integral can be made arbitrarily small for h ) 0 suffi-
ciently large. This implies that I ª 0 as u ª ¨ strongly in V. Continuity of
J then follows. Continuity of J is obvious.K 0
 .v By definition,
U5 5F l, u 1 . V
lim s lim sup f l, x , u ¨ .Hpy1 py15 5 5 55 5 5 5u ª0 u ª0u u5 5¨ F1
< <f l, x , u . py1< < < <F lim sup u ¨ w , 2.8 .ÄH py1< <5 5u ª0 w u5 5¨ F1
5 5  .where u s ur u . We now estimate the integral in 2.8 .Ä
 .We define, analogously to part iv , for d ) 0,
N < < py1V u s x g R : w x u x G d . .  .  . 4d
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 .Now for any given « ) 0, by f3 , there exists d ) 0 so that
< <f l, x , u .
F «py1< <w u
 . <  . < py1  .uniformly for w x u x - d . We split the integral in 2.8 into inte-
N  .  .gral on R R V u and V u respectively. For the first integral, we haved d
< <f l, x , u . py1 py1< < < < < < < <u ¨ w F « u ¨ w F c « .Ä ÄH H 9py1N N< < .  .w uR RV u R RV ud d
 .By f2 , we have, for the second integral,
< <f l, x , u c l s .  .py1 py1< < < < < < < <u ¨ w F u ¨ wÄ ÄH Hpy1 py1< < < < .  .w u w uV u V ud d
c l .
g< < < <q r u ¨ [ c l I q I . .  .H 1 2py15 5  .u V ud
Observe that
 . Upy1 rp1 1 Upy1 pN1< < < < < <I F s w u ¨ F s uÄ ÄH H1  /d d .  .V u V ud d
 U  .. Up y py1 rp
U UU   ..p r p y py1yN  py1.r p1 < <? s ws ? ¨ .H / .V ud
 . UprN py1 rp1 UNrp pyN Nyp.r p N1 1 < <F s ws s u . ÄH H /  /d  .  .V u V ud d
=
1rpU
UpN1 < <s ¨H / .V ud
prN
Nrp py1yNr p 5 5 5 5F c s ws u ¨ . . ÄH10  / .V ud
w x  .Then as in 6 the proof of Lemma 2.1 , for h ) 0 large enough, we can
`  ..use the fact that w g L B 0 to deriveh
meas V u l B 0 ª 0 2.9 .  .  .d h
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5 5as u ª 0. Then
prN prN
Nrp Nrpy1 y1I F c s ws q s ws .  .H H1 11  5 /  /N .  .  .V u lB 0 R RB 0d h h
5 5 py1 5 5? u ? ¨ ,Ä
where
Nrpy1s ws ª 0, .H
 .  .V u lB 0d h
and
Nrpy1s ws F c ? « , .H 12
N  .R RB 0h
 . Nr p .yN r p N .due to 2.9 and s g L srw , R . Thus I ª 0. The estimate1
 .2.7 implies
5 5gypq1 5 5I F c u ¨ ª 0.2 13
 .We thus conclude that 2.6 holds. This completes the proof.
 .  .Remark 2.1. We note that, if s x ' 0, then estimate 2.7 can be used
 .directly to prove 2.6 .
 .  .LEMMA 2.3. i The operator G is continuous. ii The operators G and2 1
F are compact.
w xThis lemma can be proved exactly as Lemma 2.2 in 6 , using Lemma 2.1,
thus we omit the proof.
The following technical lemma is critical in establishing the admissible
homotopy in the proof of our main result in Theorem 4.1.
w x 5 5LEMMA 2.4. For any ¨ g V, t g 0, 1 , u ª 0,n n
1 py2< <lim a x , t u y a x =u =u =¨ s 0. 2.10 .  .  . .H K n n 0 n npy15 5nª` un
5 5Proof. Let ¨ g V be fixed and denote u s u r u . Then we estimateÄn n n
1 py2< <a x , t u y a x =u =u =¨ .  . .H K n n 0 n npy15 5un
< < py2s a x , t u y a x =u =u =¨ . .  . . Ä ÄH K n n 0 n n
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To estimate the last integral, we define,
Ä N < <V u s x g R : t u x G d . .  . 4d n n n
 .By 2.3 , for any « ) 0, there exists d ) 0 such that
< <a x , t u y a x F « s x , .  .  .K n n 0
<  . < Nprovided t u x - d . We now split the integral into integrals on R Rn n
Ä Ä N Ä .  .  .V u and V u respectively. On R R V u , we haved n d n d n
< <a x , t u y a x .  .K n n 0 py1< < < <s x =u =¨ . ÄH n
N s xÄ  . .R RV ud n
< < py1 < < 5 5 py1 5 5F « s =u ¨ F « u ¨ .Ä ÄH n n
N Ä  .R RV ud n
Ä  .  .On V u , due to 2.4 , the integral is estimated byd n
1rp
py1 p py1< < < < < < 5 5c s =u =¨ F c s =¨ ? u .Ä ÄH HK n K n /Ä Ä .  .V u V ud n d n
 .Repeating the same argument as in part v of the proof of Lemma 2.2 we
Ä N .  .can estimate the last integral separately on V u l B 0 and R Rd n h
 .B 0 with h ) 0 large enough to prove that it is arbitrarily small. Theh
lemma is proved.
Now we give
 X.DEFINITION 2.1. We say that l g R and u g V solve the problem 2.1
 .weakly if
J u y lG u y F l, u s 0 in V U . 2.11 .  .  .  .0
 .  .We say that l g R and u g V solve the problem 2.1 weakly if
< < py2 < < py2a x , u =u =u =¨ s l g x u u¨ q f l, x , u ¨ .  .  .H H H
holds for any ¨ g V such that the integral on the left-hand side makes
sense.
Observe that if u g V satisfies
J u y lG u y F l, u s 0 in V U 2.12 .  .  .  .K
DRABEK AND HUANGÂ594
 . N  .and yK F u x F K for a.e. x g R , then u is also a weak solution of
 .2.1 .
Concerning the following eigenvalue problem
< < py2 < < py2 Nydiv a x =u =u s lg x u u , x g R , 2.13 .  .  . .0
we have
y1 ` N . Nr p N .  .LEMMA 2.5. Assume g s g L R l L R . Then i the prob-1
 .  q q.lem 2.13 has a pair of a principal eigen¨alue and an eigenfunction l , u1 1
q q q  .with l ) 0 and 0 - u g V. Moreo¨er, such a l is simple and unique. ii1 1 1
y1 ` N . Nr p N .If g k 0 and g s g L R l L R , i s 1, 2, then there is also2 i
 y y. y yprincipal eigenpair l , u with l - 0 and 0 - u g V with analogous1 1 1 1
 .properties. iii E¨ery eigenfunction corresponding to the eigen¨alue 0 - l0
/ lq changes sign in R N. Moreo¨er, e¨ery such eigen¨alue l ) 0 satisfies1 0
q  . ql ) l . iv The principal eigen¨alue l ) 0 is isolated.0 1 1
We again omit the proof of this lemma, since it can be carried out along
w x w xthe same line as the proofs of Lemma 2.3 in 6 and Theorem 1 in 2 , with
obvious modifications.
We now define the topological degree for the operators given by the left
 .  .hand sides of 2.11 and 2.12 . For details of the degree theory we refer
w x w xthe reader to 7 and 6 .
For completeness we recall that a demicontinuous operator A from a
real reflexive Banach space X to its dual X U is said to satisfy the
 .condition a X , if for any sequence u g X satisfying u ª u weakly inn n 0
X and
lim sup A u ,u y u F 0, . .n n 0 X
u ª u strongly in X.n 0
Remark 2.2. We note that every continuous map A: X ª X U is also
 .demicontinuous. Moreover, observe that if A satisfies the condition a X
 .then A q C also satisfies the condition a X for any compact operator
U w x w xC: X ª X . It is proved in 7 that the degree Deg A; D, 0 , where D ; X
 .is a bounded open set such that A u / 0 for any u g ­ D, is well defined
 .for A satisfying a X .
0  . KNow we take X s V, A s J y lG y F l, ? , and A s J y lG yl 0 l K
 . 0 K  .F l, ? . We verify that A and A satisfy the condition a V . Due tol l
Remark 2.2 and Lemma 2.3 it is sufficient to prove the following
LEMMA 2.6. The operators J q lG : V ª V U and J q lG : V ª V U0 2 K 2
 .satisfy a V for l ) 0.
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Proof. The proof for J q lG is exactly the same as that of Lemma0 2
w x3.3 in 6 .
Assume u ª u weakly in V andn 0
lim sup J u q lG u , u y u F 0. .  . .K n 2 n n 0 V
nª`
Then we have
0 G lim sup J u y J u , u y u q l G u .  .  . .  K n K 0 n 0 2 nV
nª`
yG u , u y u . . .2 0 n 0 V
< < py2s lim sup a x , u y a x , u =u =u =u y =u .  .  . .H K n K 0 0 0 n 0
nª`
< < py2 < < py2q a x , u =u =u y =u =u =u y =u .  . .H K n n n 0 0 n 0
< < py2 < < py2ql g x u u y u u u y u . 2.14 .  .  . .H 2 n n 0 0 n 0 5
  .  .. < < py2  .We estimate I s H a x, u y a x, u =u =u =u y =u simi-1 K n K 0 0 0 n 0
 .  .larly to part iv of the proof of Lemma 2.2. We derive from a2 that for
any « ) 0 there exists a d ) 0 such that
< <a x , u y a x , u F « s x .  .  .K n K 0
<  .  . <provided u x y u x - d . Definen 0
N < <V n s x g R : u x y u x G d . .  .  . 4d n 0
p  ..Let h ) 0. Then u ª u strongly in L B 0 and hence we get measn 0 h
  .  ..   . .V n l B 0 ª 0 cf. part iv of the proof of Lemma 2.2 . Now thed h
N  .integral I on R R V n can be estimated by1 d
< < py1 < < 5 5 py1 5 5 5 5« s =u =u y =u F « u u q u , .H 0 n 0 0 n 0
N  .R RV nd
 .while this integral on V n is estimated byd
X X1rp 1rp
p p< < < < 5 5 5 5c s =u q s =u ? u q u . .H H14 0 0 n 0 /  /N .  .  .V n lB 0 R RB 0d h h
The first integral obviously approaches zero while the second integral can
5 5be made arbitrarily small for h ) 0 sufficiently large. Note that u isn
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bounded due to the weak convergence of u in V. This implies that I ª 0n 1
 .  .as n ª `. It then follows from 2.14 and a1 that
< < p < < ps =u ª s =u , 2.15 .H Hn 0
and
< < p < < pg u ª g u . 2.16 .H H2 n 2 0
 w x.  .see the proofs of Lemmas 2.3 and 3.3 in 6 . The convergence 2.15
together with weak convergence u ª u in V implies that =u ª =un 0 n 0
p N .  .strongly in L s, R . It follows from Hardy's inequality 2.2 that
ppp p< < < <t u y u F s = u y u ª 0. 2.17 .  .H Hn 0 n 0 /N y a
 .  .So using the fact that u ª u weakly in V, 2.16 , 2.17 , and the fact thatn 0
p N .=u ª =u strongly in L s, R , we conclude that u ª u strongly inn 0 n 0
V. This ends the proof.
It follows from Lemma 2.6 that
K 0Deg A ; D , 0 Deg A ; D , 0 2.18 . .l l
 K  .  0 . .where D is a bounded open set in V such that A u / 0 A u / 0 forl l
.any u g ­ D is well defined for any l ) 0.
y1 ` N . Nr p N .  .Remark 2.3. If gs g L R l L R 1 - p - N then G is
 .compact cf. Lemma 2.3 and the proof of compactness of G and the1
 .degree 2.18 can be defined also for l F 0.
3. A PRIORI ESTIMATE
In this section we prove a technical lemma. Note that we have no
 .operator representation for 2.1 . This is due to the fact that we do not
 .require any growth restriction on a x, y with respect to y. To handle this
` N .problem we need to prove an a priori estimate in L R for any possible
 .weak solution of 2.1 first, and then to work with the operator equation
 .2.12 with suitable K ) 0.
 .  .  .LEMMA 3.1. Let conditions on a x, y , g x , and f l, x, y gi¨ en in
 .Section 2 be satisfied. Assume, in addition, i for some constant d ) 0,
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g1qd  yN1g 1qd y1. N .  . U  .X  U r g L s , R ; ii for q s pp g q d r p y g q 1 y1
. .X. ypU r q qrqyp. N .  .p g q d , g s g L R ; and iii for all m with qrp - m1 1
yN1 r m m
X N .- q, s s g L R . Then, for l in a bounded set, any solution u of
 .2.1 satisfies
5 5 5 5u F c q c u , 3.1 .  .` 15
5 5.where c is independent of u and c u is bounded on bounded sets.15
w xProof. We adapt the bootstrap procedure used in 5 . Let u be a
 . solution of 2.1 . Without loss of generality we assume u G 0 otherwise we
q y .  .can deal with u and u respectively . For any M ) 0 we define ¨ x sM
  . 4  .  .k pq1inf u x , M . For k ) 0, take ¨ x s ¨ x as a test function. ThenM
 . ` N .  .¨ x g L R l V and we have, from 2.1 ,
k p < < p py1 k pq1 k pq1k p q 1 a x , u ¨ =¨ s lg x u ¨ q f l, x , u ¨ . .  .  .  .H H HM M M M
3.2 .
 .  .Using a1 and Lemma 2.1, the left-hand side of 3.2 can be estimated
from below as
k p < < pk p q 1 a x , u ¨ =¨ .  .H M M
k p q 1 . pkq1< <s a x , u = ¨ .  .Hp M
k q 1 .
k p q 1 . pkq1< <G c s = ¨ .Hp 16 M
k q 1 .
prpUk p q 1 . UN kq1. p1G c s ¨ . 3.3 .Hp17 M /k q 1 .
 .For the right-hand side of 3.2 , we have the following estimate from
above:
lg x ukq1. p q c l s x uk pq1 q c l r x uk pq1qg . .  .  .  .  .H H H
Now we estimate the above integrals one by one. First, we observe,
g x ukq1. p F g x ukq1. p .  .H H 1
 . prqqyp rq
 .qr qypy« kq1.q « qr pF g s ? u s , .H H1 /  /
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where
XU Upp g q d p .1
q s , « s .XUp y g q 1 y p g q d q .  .1
We note here that
qX XU Up ) q ) p g q d , p s g q 1 y p g q d . .  .  . X1 1 q y p g q d .1
3.4 .
 .Thus we have, by condition ii ,
prq
kq1. p kq1.q N1g x u F c u s . 3.5 .  .H H18  /
 .The second integral can be estimated as, using condition iii ,
1rmX 1rmX
m
k pq1 yN r m N kq1.q1 1s x u F s s ? s u , 3.6 .  .  .H H H /  /
 .  .where m s k q 1 qr k p q 1 and qrp - m - q. For the last integral, we
have
 .1r g qd1
k pq1qg y« g qd . g qd1 1 1r x u F s ? r .H H /
 .X1r g qd1
X X Xkq1. pg qd . gq1yp.g qd . « g qd .1 1 1 1? u ? u ? sH /
 .1r g qd1
y« g qd . g qd1 1 1F s ? rH /
prq
X
« qr pg qd . . kq1.q2 1? s ? uH /
  .X .  .Xqyp g qd rq g qd1 1XX   . .qr qyp qd« gq1yp.g qd .3 1w x? s ? u ,H /
3.7 .
where we require
« q « q2 3s s N .X X 1p g q d q y p g q d .  .1 1
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 .XNote that we have « q « s N and hence « g q d s N . Thus we2 3 1 1 1 1
 .  .have, by 3.4 and condition i ,
 . prq1r g qd1
k pq1qg yN g qdy1. g qd N kq1.q1 1 1 1r x u F s ? r ? s ? u .H H H /  /
 .X   .X .qyp g qd r q g qd1 1
UN p1? s u . 3.8 .H /
 .  .  .  .  .We then derive from 3.2 , 3.3 , 3.5 , 3.6 , and 3.8 that
prpU
UN kq1. p1s ¨H M /
p prqk q 1 .
N kq1.q1F c s ? uH19   /k p q 1
1rmX 1rmX
myN r m N kq1.q1 1q s ? s ? s u .H H /  /
 .  .X  .X1r g qd qyp g qd rq g qd1 1 1
UyN g qdy1. g qd N p1 1 1 1q s ? r ? s uH H /  /
prq
N kq1.q1? s ? u .H 5 /
This implies that
U pprp 1rmk q 1 .UN kq1. p N kq1.q1 1s ¨ F c c s ? uH HM 19 19 /  /k p q 1
prq
N kq1.q15 5qc u s ? u . . H 5 /
Observing that 1rm - prq, we further obtain that
U pprp k q 1 .UN kq1. p1s ¨ F cH M 19 / k p q 1
prq
N kq1.q15 5? c q c u s ? u . .Ã H20 5 /
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Thus we conclude
 .U 1r kq1 .1r kq1 p k q 1UN kq1. p 1rkq1.1s ¨ F cH M 21 1rp /  /k p q 1 .
 .1r kq1 q
N kq1.q15 5? c q c u s ? u . 3.9 .  .Ä H22 5 /
5 5. 5 5. 5 5. 5 5 UNote that c u , c u , and c u depend on u . Taking k s p rq y 1Ã Ä 1
 .  . U  .in 3.9 we have k q 1 q s p , and since the right-hand side of 3.9 is1
independent of M, we obtain, due to Fatou's lemma, that
 .U 1r k q11 .1r k q1 p1 k q 1U 1N k q1. p 1rk q1.1 1 1s u F cH 21 1rp /  /k p q 1 .1
1rpU
UN p15 5? c q c u s ? u . 3.10 .  .Ä H22 5 /
 .  .  . U  .Taking k in 3.9 so that k q 1 q s k q 1 p and using 3.10 , we2 2 1
obtain
 . U1r k q1 p2
UN k q1. p1 2s uH /
F c1rk 2q1 .q1rk1q1 .21
 .  .1r k q1 1r k q12 1k q 1 k q 12 1
? 1rp 1rp /  /k p q 1 k p q 1 .  .2 1
=
1rpU
UN p15 5c q c u s ? u . .Ä H22 5 /
w x UIterating this procedure as in 5 we conclude that, for any r ) p ,
U1rr 1rp
r UN r r N p1 15 5s u F c c q c u s ? u . 3.11 .  .  .ÄH H23 22 /  /
This implies
U1rp




UN p15 5 5 5u G c ) c c q c u s ? u . .Ä` H24 23 22  /
Then on a set A ; R N of positive finite measure, we have
1rr1rr
r rN r r N r r1 1s u G s u .  .H H /  /A
1rr
N1G c s .H24  /A
Letting r ª ` we obtain a contradiction. The proof is completed.
Conditions in Lemma 3.1 are rather complicated to check in general.
However, there are situations in which these conditions are satisfied
 .  < <. breadily. Recall s x s 1r 1 q x . We introduce the following condi-
tions.
 .y y1r p ` N .  pU .X N . ygq1.r p ` N .f2 s s g L R l L R and r s g L R l
g1 N .L R ;
 .q yN1 ` N .  pU .X N . yN1 ` N . g1 N .f2 s s g L R l L R , r s g L R l L R ;
and
 .q yN1 ` N . Nr p N . ` N .g g s g L R l L R , g g L R .1 2
 .  .y  .qLEMMA 3.2. Assume, for b F 0, g and f2 hold, and for b ) 0, g
 .q  .  .and f2 hold. Then conditions i ] iii in Lemma 3.1 are satisfied.
Proof. In the proof we will use essentially the pointwise estimates of
 .the weight function s s s x and its corresponding powers.
 .  U  ..XCondition i . Observe that g s p r g q 1 , then we have1
pUX1 - g q d - . .1 g q 1
We then derive that, for b F 0,
X g qd1yN g qdy1. g qd yN rg qd .1 1 1 1 1s r s s r .H H
U g qd g qd1 1yN gq1.r p ygq1.r p1F s r s s r .  .H H
g1dygq1.r p ygq1.r p5 5F s r s r - `, .`H
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ygq1.r p ` N . g1 N .since r s g L R l L R . For b ) 0, we have
gX g qd g qd 1d1 1yN rg qd . yN yN yN1 1 1 1 15 5s r F s r F s r s r - `, .  .  .H H `H
yN1 ` N . g1 N .  .since s r g L R l L R . Thus condition i is satisfied.
 . UFor condition ii , observe that, since q - p ,
X U Xq q p N
s ) s /  /q y p p p p
and
pU pU
yN s y - y - y1.1 p q
Hence we have, for b F 0,
U  .  .qr qyp qr qypyp r q y1g s F g s .  .H H1 1
Nrpqrqyp.yNr py1 y15 5F g s g s - `, .` H1 1
y1 ` N . Nr p N .since g s g L R l L R . And for b ) 0,1
U  .  .qr qyp qr qypyp r q yN1g s F g s .  .H H1 1
Nrpqrqyp.yNr pyN yN1 15 5F g s g s - `, .` H1 1
yN1 ` N . Nr p N .since, by our assumption, g s g L R l L R . Then condition1
 .ii holds.
 .Condition iii . Since q ) m ) qrp, we have
1 N N N pN1 1 1 1y s y ) y ) y ) y ) yN .1Up p q m q




X X U X U X .pm y p .yN r m y1r p y1r p y1r p1 5 5s s F s s F s s s s - `, .  .  .H H ` H
X  U .X y1r p ` N .since m ) p , and by our assumption of this lemma, s s g L R
 pU .X N .  .  .l L R . Here we also use the fact that m s k q 1 qr k p q 1 , and
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X X U X U X .pm y p .yN r m yN yN yN1 1 1 15 5s s F s s F s s s s - `, .  .  .H H ` H
yN1 ` N .  pU .X N .  .since s s g L R l L R . Condition iii then follows. This
completes the proof.
4. BIFURCATION FROM l1
DEFINITION 4.1. Let E s R = V be equipped with the norm
1r22 25 5 < < 5 5l, u s l q u , l, u g E. 4.1 .  .  . .E
We say that
C s l, u g E: l, u sol¨ es 2.1 , u / 0 4 .  .  .
 .is a continuum of nontrivial solutions of 2.1 if it is a connected set in E
 .with respect to the topology induced by the norm 4.1 . We say l g R is a0
 .bifurcation point of 2.1 if there is a continuum of nontrivial solutions C
 .  .of 2.1 such that l , 0 g C.0
 .XSimilarly we define a bifurcation point of 2.1 .
Now we can state our main theorem.
THEOREM 4.1. Let 1 - p - N. Assume the assumptions in Lemma 3.1
are satisfied. Then the principal eigen¨alue lq) 0 of the eigen¨alue problem1
< < py2 < < py2 N < < pydiv a x =u =u s lg x u u in R , g u ) 0, .  . . H0
 .is a bifurcation point of 2.1 .
Proof. Lemma 3.1 implies that we can choose K ) 0 large enough so
 q .that, in a small neighborhood B of l , 0 in the space E, any weak1
 .  . 5 5  qsolution l, u of 2.1 satisfies u - K. Note that l does not depend` 1
. K Kon K. Now we study the topological degree of A . Recall that A s J yl l K
lG y F. Due to Lemmas 2.2, 2.4, and 2.5 and the homotopy invariance
property of the degree, for any « ) 0 small enough, there exists d ) 0 such
that
KDeg A ; B 0 , 0 s Deg J y lG; B 0 , 0 , 4.2 .  .  .l d 0 d
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q w xfor l s l " « . Indeed, we define a map as follows. For t g 0, 1 ,1
H t , l, u s J t , u y lG u y tF l, u , 4.3 .  .  .  .  .K
 .where J t, u is defined byK
< < py2J t , u , ¨ s a x , tu =u =u =¨ 4.4 .  .  . . HK KV
 . K  .  .  .for any u, ¨ g V. Clearly H 1, l, u s A u and H 0, l, u s J u yl 0
 . qlG u . We claim that, for d ) 0 small enough and for l s l " « ,1
 . K  .H t, l, u is an admissible homotopy between A and J y lG in B 0 .l 0 d
5 5 w xSuppose this is not true, then there exist u g V with u ª 0, t g 0, 1 ,n n n
 .such that H t , l, u s 0. That is, for any ¨ g V,n n
J t , u , ¨ y l G u , ¨ y t F l, u , ¨ s 0. 4.5 .  .  .  . .  .  .K n n n n nV V V
 . 5 5 py1 5 5Dividing 4.5 by u and denoting u s u r u andÄn n n n
Ä py2< <J t , u , ¨ s a x , t u =u =u =¨ , . .Ä Ä Ä . HK n n K n n n nV
we obtain, for all ¨ g V,
F l, u , ¨ . .n VÄJ t , u , ¨ y l G u , ¨ y t s 0. 4.6 . . .Ä Ä . .K n n n nV py1V 5 5un
This implies that
F l, u , ¨ . .n VÄsup J t , u , ¨ y l G u , ¨ y t s 0. . .Ä Ä . .K n n n nV py1V 55 5u5 5¨ F1 n
By Lemma 2.2, we have
F l, u , ¨ . .n Vsup ª 0.py15 5u5 5¨ F1 n
We thus conclude that
Äsup J t , u y lG u , ¨ ª 0, . .Ä Ä .K n n n V
5 5¨ F1
Ä U .  .i.e., J t , u y lG u ª 0 in V strongly. Since u is bounded in V, weÄ Ä ÄK n n n n
can assume that u ª u weakly in V for some u g V. Lemma 2.3 thenÄn 0 0
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 .  . Uimplies that lG u ª lG u in V strongly. We thus infer thatÄ1 n 1 0
Ä U .  .  .J t , u q lG u converges to lG u strongly in V . It then followsÄ ÄK n n 2 n 1 0
from this and the weak convergence of u to u thatÄn 0
Älim sup J t , u q lG u , u y u F 0. . .Ä Ä Ä .K n n 2 n n 0 V
 .The proof of Lemma 2.6 with obvious modification then shows that
5 5  .u ª u strongly in V and u s 1. This strong convergence, 4.6 , andÄn 0 0
Lemmas 2.2 and 2.4 imply that u satisfies0
J u y lG u s 0, .  .0 0 0
which contradicts the facts that lq is an isolated eigenvalue and that1
l / lq. Simultaneously the application of the same technique used in the1
w xproof of Theorem 4.1 in 6 yields
q1 s Deg J y l y « G; B 0 , 0 . .0 1 d
q/ Deg J y l q « G; B 0 , 0 s y1, . .0 1 d
 . q  q .so we have a ``jump'' of the degree 4.2 as l crosses l . Hence l , 0 is a1 1
K  .bifurcation point of A u s 0. By our construction of J , any solution ofl K
K  .  .  q .A u s 0 in B is also a weak solution of 2.1 . Thus l , 0 is also al 1
 .bifurcation point of 2.1 . This completes the proof.
Similarly, we have
y1 ` N . Nr p N .THEOREM 4.2. Let 1 - p - N, assume gs g L R l L R ,
g "k 0, and the conditions in Lemma 3.1 are satisfied for g , g , r, and s .1 2
Then the conclusion of Theorem 4.1 remains ¨alid. Moreo¨er, the principal
eigen¨alue ly- 0 of the eigen¨alue problem1
< < py2 < < py2 N < < pydiv a x , u =u =u s lg x u in R , g u - 0, .  . . H
 .is also a bifurcation point of 2.1 .
w xSimilarly as in our previous paper 6 we can obtain more precise
information about the bifurcating solutions by strengthening the assump-
tions on f.
THEOREM 4.3. Let 1 - p - N, and assume s ' 0. Assume, moreo¨er,
 .  .  .  .  .y  .  .  .  .q  .  .q  .a1 , a2 , g , f1 , f2 , f3 if b F 0, and a1 , a2 , g , f1 , f2 , f3 if
 .b ) 0. Then the bifurcating solutions of 2.1 belonging to a sufficiently small
 q . Nneighborhood B of l , 0 in E are strictly of the same sign in R . Moreo¨er,1
1, a   ..e¨ery such solution satisfies u g C B 0 for any K ) 0 with someK
 .  .a s a K g 0, 1 .
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Proof. We first prove that the bifurcating solutions guaranteed by
Theorem 4.1 do not change sign in R N if the solutions belong to a
 q .  .sufficiently small neighborhood B of l , 0 . Assume that l , u solves1 n n
 . q 5 52.1 in the sense of Definition 2.1 and l ª l , u ª 0. Then due ton 1 n
q 5 5Lemmas 2.2 and 2.4 we can assume u ª u weakly in V for u s u r u .Ä Än 1 n n n
The same method used in the proof of Lemma 2.6 yields that u ª uqÄn 1
strongly in V. Now, repeating the same argument as in the proof of
w x   .  .Theorem 4.5 in 6 and using the corresponding properties a1 , a2 of
 ..a s a x, y we have proved that u G 0 for n large enough. To prove thatn
our bifurcating solutions are positive we argue as follows. Assume that a
nontrivial solution u vanishes somewhere in R N. Then we can find an
N  .x g R and a neighborhood B x such that u attains both zero and0 « 0
 .positive values in B x . But this contradicts the Harnack inequality given« 0
w xin Theorem 1.1 in 9 which is applicable to our case: our weight functions
are bounded from above and below by positive constants on any bounded
N ` N .ball in R ; the bifurcating solutions are uniformly bounded in L R
 q .when they belong to a small neighborhood B of l , 0 ; and s ' 0.1
w xThe same reasons presented above allow us to apply the result of 8 to
1, aprove the local C regularity of the solutions. The proof is complete.
Remark 4.1. The proof of Theorem 4.1 runs even more easily if AKl
and J are replaced by A0 and J respectively. Also, the assertions ofK l 0
 .  .Theorems 4.2 and 4.3 remain true if we replace a x, u by a x and0
 X .  .consider the bifurcation problem 2.1 instead of 2.1 . In this case we even
have global bifurcation and a more precise result in the spirit of Theorem
w x4.5 in 6 can be proved.
5. EXAMPLES AND REMARKS
In this section we give a few examples to illustrate the application of our
bifurcation theorems and the delicacy of the assumptions. We consider
 .weight functions which are either decaying degenerate or blowing up
 .singular at infinity. We assume that all the functions in the following
examples are continuous.
 .EXAMPLE 1 Blowing Up Weight . Consider
t py2< < < <ydiv a 1 q x b u =u =u .  . .0
< < py2 < <gy1s lg x u u q c l s x q r x u u 5.1 .  .  .  .  . .
N  .  .  .in R , where a ) 0, t ) 0, b u ) 0, b 0 ) 0, and c l is bounded on0
any bounded subset of R. The weight functions now take the forms
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 .  < <.t  .  < <.typs x s 1 q x and t x s 1 q x . Let g s g y g with g , g G 0.1 2 1 2
 < < k 0.  .We assume g F O x with k - t y p, g F c constant ,1 0 2
< < k1s F O x , k - min 0, t y p , t y p q N y Np rp , 4 . . 1
and
k 2< <r F O x , k - g q 1 t y p q N y Np rp. .  . . 2
 .Then l ) 0 is a bifurcation point of 5.1 , where l is the principal1 1
eigenvalue of the following problem
t py2 py2< < < < < <ydiv a 1 q x b 0 =u =u s lg x u u .  .  . .0
N < < pin R , g u ) 0.H
 .We note that b u is rather arbitrary, provided it is continuous. Two
 .examples of such b u are
1 k< u <b u s , b u s e , k g R . .  .1 22’ < <1 q u
 .EXAMPLE 2 Decaying Weight . Consider
yt py2< < < <ydiv a 1 q x b u =u =u .  . .0
< < py2 < <gy1s lg x u u q c l s x q r x u u 5.2 .  .  .  .  . .
N  .  .in R , where t ) 0, and a , b u , and c l are as in Example 1. In this0
 .  < <.yt  .  < <.ypyt  < < k3.case s x s 1 q x and t x s 1 q x . Assume g F O x1
 .with k - yp y N t , g F c constant ,3 1 2
< < k4 Us F O x , k - min yp y t , y Np y N q p q p t rp , 4 . . 4
and
< < k5 Ur F O x , k - y Np y g q 1 N y p q p t rp. .  . . . 5
Ä Ä .Then l ) 0 is a bifurcation point of 5.2 , where l is the principal1 1
eigenvalue of
yt py2 py2< < < < < <ydiv a 1 q x b 0 =u =u s lg x u u .  .  . .0
N < < pin R , g u ) 0.H
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EXAMPLE 3. Consider
t py2< < < <ydiv a 1 q x b u =u =u .  . .0
< < py2 < <gy1s lg x u u q c l s x q r x u u , 5.3 .  .  .  .  . .
 .  .  .  < <.  .where b u and c l are as above, t ) 0, and g x s cos x g x with0
 .  < < k6.  4g x ) 0. If g F O x , where k - min 0, t y p , and s and r are as0 0 6
 . q yin Example 1, then 5.3 has two bifurcation points l ) 0 and l - 0,
where l" are principal eigenvalues of
t py2 py2 N< < < < < <ydiv a 1 q x b 0 =u =u s lg x u u in R , .  .  . .0
"  ". pwith positive eigenfunctions u , satisfying "Hg u ) 0.
Remark 5.1. Here we have assumed, for simplicity, that both s and r
are nonnegative. Obviously we can allow s and r to change sign, provided
< < < <s and r satisfy the above conditions.
 .Remark 5.2. We emphasize once again that the ``coefficient'' a x, u in
 .the principal part of our perturbed problem 2.1 depends on u in rather
 .general way no growth restrictions are required here and it may be
 . < <degenerate or singular in x as x ª `. These facts justify the somewhat
complicated assumptions which we have to pose on g and f and also the
delicacy of our a priori estimate which we derive for the weak solutions of
 .2.1 .
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