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ABSTRACT:
The under-ice acoustic transmission experiment of 2013, conducted under ice cover in the Fram Strait, was analyzed
for bottom interactions for the purpose of developing a model of the seabed. Using the acoustic signals, as well as
data from other sources, including cores, gravimetric, refraction, and seismic surveys, it was deduced that the seabed
may be modeled as a thin surficial layer overlaid on a deeper sediment. The modeling was based on the Biot–Stoll
model for acoustic propagation in porous sediments, aided by more recent developments that improve parameter
estimation and depth dependence due to consolidation. At every stage, elastic and fluid approximations were
explored to simplify the model and improve computational efficiency. It was found the surficial layer could be
approximated as a fluid, but the deeper sediment required an elastic model. The full Biot–Stoll model, while instru-
mental in guiding the model construction, was not needed for the final computation. The model could be made to
agree with the measurements by adjusting the surficial layer thickness. VC 2021 Acoustical Society of America.
https://doi.org/10.1121/10.0003328
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I. INTRODUCTION
The Arctic seabed has not been extensively studied due
to the difficulties and high cost of working in the Arctic
environment. The Fram Strait seabed, which is the subject
of this study, is often described as a sea ice sediment (SIS)
because it is the result of sediments from high latitude conti-
nental shelves that were frozen in sea ice and deposited
when the ice melted (Dethleff and Gesa, 2010). There is a
distinction between the west and east Fram Strait due to the
difference in their currents. On the west side of the strait,
the east Greenland current flows southward carrying rela-
tively cold water out of the Arctic. This side of the strait
tends to have a greater sea ice coverage. It is speculated that
western Fram Strait SIS clays came from East Siberian and
North American shelf sources. The West Spitsbergen cur-
rent brings warmer water up from the south along the east
side of the strait, and the SIS on this side may have origi-
nated from the Kara Sea or the Laptev Sea, carried by ice
that is entrained by the current. The UNDER-ICE experi-
ment, as published by Hope et al. (2017), took place in
September 2013, on the slope of the Fram Strait that is rising
toward the east, but in the Greenland current since the ice is
drifting south. It contains under-ice acoustic signals that
interact with the seabed and therefore presents an opportu-
nity for studying the seabed.
The organization of this study is as follows. In Sec. II, a
description is given of the seabed based on published seis-
mic surveys and core samples. In Sec. III, the UNDER-ICE
experiment is revisited for the purpose of verifying the
acoustic propagation model and extracting seabed-related
acoustic signals. In Sec. IV, the seabed acoustic model is
developed. A model based on the seismic survey data is
shown to be too reflective to fit the measured data. The surfi-
cial layer is modeled both as a fluid and as a porous
medium, and its reflection coefficient is shown to be too
small to fit the measured values. Finally, a model that
included a surficial layer over the deeper sediment was con-
structed that matches the measured signal. Concluding
remarks are made in Sec. V.
II. SEABED STRUCTURE
There have been a number surveys in the vicinity of the
UNDER-ICE experiment conducted by the Alfred Wegener
Institute for Polar and Marine Research. In Hope et al.
(2017), the seabed model was based on a seismic survey by
Jokat et al. (1995). In this reference, there were two survey
tracks: one was about 200 km to the north of the acoustic
paths, which included the western slopes of the Yermak
Plateau (YP), and the other was about 200 km to the south.
They found thin sedimentary cover with sound speeds start-
ing at 1.7 km/s and reaching up to 4.6 km/s, for example, in
a)This paper is part of a special issue on Ocean Acoustics in the Changing
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Fig. 3 of Jokat et al. (1995). To a seismologist, “thin” can
mean several hundred meters. In this study, additional seis-
mic survey data closer to the experiment area are used to
construct a more detailed structure.
A. Seismic survey measurements
The seabed under the Fram Strait may be divided into
strata according to depth and age, according to Geissler
et al. (2011). The UNDER-ICE experiment was conducted
over an area that is considered to be an extension of the YP.
The basement level, designated YP1, is more than 7 million
years old (Ma). The next level, YP2 is between 2.6 and 7
Ma. The top layer, YP3, is less than 2.6 Ma, which is
believed to be the start of the last ice age. The YP3 and YP2
layers are mostly the result of terrigenous sediments carried
by ice sheets and deposited when the ice melted. YP3 is
identified with the IA layer in the 910 and 911 cores of the
Ocean Drilling Program (ODP). It is described as having a
“transparent reflection character with some continuous
reflectors” (Geissler and Jokat, 2004). YP2 is described as a
“thick sequence of subparallel continuous reflectors”
(Geissler et al., 2011).
There are recent seismic survey lines that intersect the
track of the UNDER-ICE receiver array, reported by
Geissler et al. (2011), in particular, tracks 20040040 and
20040050, as shown in the top panel of Fig. 1. The receiver
array is called the Integrated Ice Station (IIS). Their survey
shows that, at a water depth of approximately 2 km, the
combined YP3 and YP2 layer is about 1 km thick, as
indicated in the bottom panel of Fig. 1. The refraction mea-
surements conducted with the aid of sonobuoys, at nearby
locations labeled SB0401 and SB0402 (Geissler et al.,
2011), indicate that the p-wave speed varies from 1.9 to
2.3 km/s from the top of YP3 to the bottom of the YP2 layer.
The resolution is not good enough to see any detail in the
profile; therefore, a linear p-wave speed profile is assumed.
Below YP2, the p-wave speed jumps to 4 km/s.
Bulk density estimates are obtained from gravimetric
inversion, specifically profile 99170 (Geissler and Jokat,
2004). Although this profile was in the Nansen Basin, rather
than the Fram Strait, it is considered to be part of the YP
and of the same sediment type. It indicates that bulk density
varies from 2.1 to 2.4 g/cc from the top of YP3 to the bottom
of YP2. A linear density profile is assumed. The most com-
mon solid mineral particles in sedimentary rocks are sili-
cates with an average density, qr, of approximately 2.7 g/cc,
which is considerably higher. Therefore, the sediment must
be treated as porous. The pore water density is approxi-
mately equal to that of the water just above the seabed. The
measured density profile translates to a porosity that varies
from 0.40 to 0.31. This is consistent with cores collected by
Riedel et al. (2018) from the western slope of the Yermak
Plateau (78 330 N, 9 250 E) that indicated an average poros-
ity of 0.4 at depths below seafloor of up to 40 m. From the
ODP, leg 151, which drilled a few cores to depths of 1 km
below the seafloor in the Fram Strait, the sediment is mostly
classed as silty clay, with little variation with depth. The
sediment classification of “silty clay” effectively bounds the
mean grain diameter between 1/16 and 1/256 mm according
to the Wentworth scale (Wentworth, 1922). The geometric
mean is 1/64 mm. Below YP2, the density jumps to 2.7 g/cc,
which could be interpreted as solid sedimentary rock, but
the p-wave speed is likely too low for that interpretation. A
more likely composition is of a stiffer material, like an
igneous or metamorphic rock with a density of 3 g/cc and a
porosity of 0.15.
B. Surficial layer
There are very few samples of seabed sediments in the
Arctic because of the difficulties of working in the Arctic
environment. An unlikely source of seabed information is a
paper by K€ass et al. (2019), describing a survey of macro-
fauna in the deep Fram Strait. They collected eight box
cores from which water content and median grain diameter
were measured. The values obtained are shown in Table I.
The cores with labels “EG” are from the west side of the
Fram Strait, while those marked “HG” are from the east.
The latter appear to have a higher water content on average.
Grain diameter values put the sediments in either the “very
fine sand” or “silt” category, based on the Wentworth scale
for grain size (Wentworth, 1922). The box cores were taken
from coordinates approximately 200 km to the south of the
acoustic paths and over a similar range of bottom depths,
i.e., between 1000 and 2500 m. The average value of poros-
ity is 0.56. It is consistent with another measurement by
FIG. 1. (Color online) Top: UNDER-ICE source (WHOI1) and receiver
(IIS) positions, published seismic survey tracks (AWI), and refraction mea-
surement sites (SB). Ice cover to the left of the dashed curve. Isobath con-
tour spacing 250 m. The seabed has potential to support gas hydrates:
estimated GHSZ thickness color coded. Adapted from Geissler et al.
(2014). Bottom: Sediment profile of track AWI-20040040 adapted from
Geissler et al. (2011).
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Stein (2005), from a location further south—core number
PS66/341 (79 440 N, 0 450 W)—which showed values
between 0.75 and 0.5 down to a depth below bottom surface
of 3 m.
In Table I, the first three lines are from K€ass et al.
(2019). The remainder are computed parameters that are
commonly used in sediment characterization. The grain size
parameter Mz is a popular parameter in the geophysics com-
munity. It is defined as the negative of log base 2 of the
mean grain diameter in millimeters. It can have negative
and positive values—larger positive values indicate smaller
grain sizes. Most of the values are close to 6, which corre-
sponds to a grain diameter of 1/64 mm, consistent with the
previous estimate from the deep cores. The porosity is
defined as the volume of pore fluid per unit volume of sedi-
ment. It is related to water content, which is the mass of
water per unit mass of solid material. To calculate one from
the other, the same values of densities of the water and the
solid material are used as for the YP3 and YP2 layers. It is
likely that the surficial layer and the YP3 and YP2 sediments
are from the same source, hence the same grain size. They
only differ in age and the degree of consolidation. The bulk
density is simply the density of sediment, computed from
the densities of the water and the solids in the proportions
determined by the porosity. The density ratio is the bulk sed-
iment density divided by the density of the water.
III. MARGINAL ICE ZONE EXPERIMENT REVISITED
The UNDER-ICE experiment, as reported by Hope
et al. (2017), is revisited to review the propagation model
and to extract seabed interactions for the purpose of finding
a plausible model of the seabed. In this experiment, an
omnidirectional sound source, referred to as WHOI1, at a
depth of 90 m under ice cover projected a linear frequency
modulated signal centered at 900 Hz, with a bandwidth of
25 Hz. Its position is as shown in Fig. 1. The signal was
received at a range of 32 km by a vertical array of four
hydrophones, referred to as the IIS, at depths 15, 20, 25, and
30 m. The average ice thickness along the sound path was
approximately 2 m, based on historical data. The OASES
software for seismo-acoustic propagation in horizontally
stratified waveguides (Schmidt, 2011) was used to construct
a propagation model with which to compare the measured
signals. The model used the measured sound speed profile
and a nominal water depth of 2000 m. Based on historical
data, the ice is modeled as an elastic layer of average thick-
ness 2 m, density 0.9 g/cc, p- and s-wave speeds 3600 and
1800 m/s, and attenuations 0.216 and 0.648 dB per wave-
length, respectively. The sound speed profile in the water is
as shown on the right of Fig. 2.
The model predicts a number of arrivals: a deep
refracted arrival (D), the first bottom bounce arrival (A1),
the twice bottom bounced arrival (A2), the three times bot-
tom bounced ray (A3), and the surface duct arrival (B). The
last was predicted to have the highest amplitude. The
notional raypaths, overlaid on the modeled acoustic pressure
field, along with the sound speed profile, are shown in
Fig. 2. As in Hope et al. (2017), the signal from the deepest
receiver, at a depth of 30 m, will be examined in detail.
A signal pulse was transmitted every hour during the
experiment. The received signal was match-filtered and win-
dowed with a Tukey (a ¼ 0.1) filter. The Tukey parameter,
a, indicates the tapered fraction of the frequency window.
The intensity average of 15 pings and the standard deviation
in dB are shown in Fig. 3. Three distinct arrivals are discern-
ible in the data. In Hope et al. (2017), the first arrival was
identified as A1 (the D arrival was thought to be almost
coincident with A1 but weaker), and, since the model pre-
dicted the B arrival to be the strongest, the source level in
the model was arbitrarily adjusted to match the measured
level of the B arrival as shown in Fig. 12 of Hope et al.
(2017). With hindsight, this was found to be inconsistent
with the known source level of the sound projector, the D
TABLE I. Box core measurements from K€ass et al. (2019) and computed parameters.
Core EG-I EG-II EG-III EG-IV HG-I HG-II HG-III HG-IV
Water content 0.54 0.46 0.43 0.43 0.66 0.62 0.52 0.51
Median grain diameter (lm) 13.4 15.1 20.3 88 17.4 17.8 22.9 26.3
Depth (m) 995 1548 1971 2603 1283 1540 1887 2462
Mz (/) 6.22 6.05 5.62 3.51 5.84 5.81 5.45 5.25
Porosity 0.58 0.55 0.53 0.53 0.63 0.62 0.58 0.57
Bulk density (kg/m3) 1726 1792 1820 1820 1647 1671 1742 1749
Density ratio 1.67 1.73 1.76 1.76 1.59 1.61 1.68 1.69
FIG. 2. (Color online) Raypaths A1, A2, A3, B, and D, superimposed on
the acoustic pressure field computed using OASES (left) and the measured
sound speed profile (right).
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arrival was the first to arrive, and the B arrival was overesti-
mated by the model.
A. The deep refracted arrival (D)
In this section, the propagation model is validated
against the known source level of the sound projector, the
scattering by volume inhomogeneities is recognized, and
problems with the under-ice sound channel are mitigated.
On revisiting the model-data comparison, it became clear
that the deep refracted arrival (D) was the dominant signal.
Its prominence is consistent with previous observations that
deep refracted rays are relatively stable and predictable
(Worcester et al., 1999). Its level and travel time are only
dependent on the sound speed profile and unaffected by
reflections at the surface and bottom. To study the D arrival
in isolation, a model was constructed that consisted of the
measured sound speed profile but without any boundaries,
i.e., with neither surface nor bottom. The signal was given a
source level (SL) of 183 dB re 1 lPa, which is the known
source level used in the experiment, and filtered with a
Tukey window filter (a ¼ 0.1), consistent with the process-
ing of the experimental signal. The measured signal is com-
pared with the Tukey window response, shown as curve (a)
in Fig. 4. The measured pulse is very similar to the impulse
response of the Tukey window, which indicates that the D
arrival is essentially a single pulse.
It is noticed that the model pulse length in curve (a) is
shorter than the measured pulse. Scattering by sound speed
inhomogeneities and/or fluctuations in the water, due to tur-
bulence, eddies, internal waves, and random temperature
and salinity variations in the open ocean is known to
increase pulse length. This subject has been extensively
studied in the context of long-range underwater propagation.
The approach used by Colosi et al. (1999) is very
comprehensive but beyond the scope of this study. An ade-
quate but simpler approach is taken, based on earlier work
by Tarng et al. (1988). Their numerical investigations quan-
tified the effect of scattering on random variations in the
arrival time and the widening of the signal pulse, which
increases with range. Random variations in arrival time also
cause an increase in the standard deviation of the signal
level on the slopes of the pulse peaks, as seen in the lower
panel of Fig. 3. The pulse length increase is related to
the mean-square refractive index variation hl2i. The refrac-
tive index variations are assumed to have an isotropic
Gaussian spatial correlation function with a characteristic
correlation distance l. Tarng et al. (1988) identified a num-
ber of mechanisms including near-field scattering, out-of-
plane scattering, and random phase perturbation. The most
significant mechanism is the amplification of the scattering
by the background sound speed gradient. This mechanism
dominates at long ranges, and it is the only one considered
here.
According to Eq. (42) of Tarng et al. (1988), the ratio
of the mean-square pulse width increase, w2, to the unper-


















In this model, it is assumed that the sound path is
entirely below the axis of the sound channel. In under-ice
propagation, this is mostly true, since the axis of the sound
channel is approximately at the ice-water interface. The
term zo is the depth of the source relative to the axis. This
term can be ignored because it is completely overwhelmed
beyond a few kilometers by the other term. The term co is
the sound speed along the axis of the sound channel. The
term b is the normalized sound speed gradient, i.e., the
sound speed gradient divided by co, and its value is
FIG. 3. Measured rms sound pressure amplitude (top), centered on the first
arrival, and the standard deviation in dB (bottom). The dashed lines point to
the increased standard deviation on the slopes of the signal peaks.
FIG. 4. (Color online) Comparison of measured pressure amplitude with
models of the refracted arrival D in unbounded water, in which the signal
spectrum is shaded by a Tukey window, with and without incoherent pulse
widening due to scattering and a noise floor.
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approximately 105 m1 in this experiment. It plays a criti-
cal role in amplifying the effects of the random scattering.
The mean-square refractive index fluctuations hl2i are depth
dependent (Colosi et al., 1999) with a peak value in the
sound channel axis of around 106, but settling down to a
lower level of about 107 and below at deeper depths.
Medwin (1974) estimated that most of the quiescent fluctua-
tion in the ocean is due to thermal inhomogeneities, and the
effective value is around 108. Since most of the sound path
associated with D is well below the channel axis, the lower
value will be used in this model. The most difficult parame-
ter is the correlation length l. This is because, in reality, the
refractive index fluctuations take place at many scales, and
it is impossible to properly represent it with a single scale
parameter. However, acoustic signals tend to respond selec-
tively to the scales that are closely matched to the acoustic
wavelength. Therefore, the effective correlation length is as
much a function of the acoustic frequency as it is of the
environmental processes, and a value equal to the acoustic
wavelength at 900 Hz is assumed. The values are shown in
Table II. The plot of estimated pulse width as a function of
range is shown in Fig. 5. It shows the root mean square
(rms) pulse width increasing by a factor of approximately 3
at 32 km. Since the input parameters could be only approx-
imately quantified, this should be regarded as an order of
magnitude estimate. Comparing the width of curve (a) in
Fig. 4 with the measured pulse, at the 3 dB points, it is
determined that the measured pulse is about twice as wide
as the model pulse. The increase in pulse length is an inco-
herent process, and it can be simulated by convolving the
squared amplitude of the unperturbed Tukey filter response
jpt0:1j2 with a Gaussian function of the appropriate width s.












This equation conserves energy, which means that the
widened pulse will have a peak amplitude that is lower than
the unperturbed pulse. The widened pulse is shown in curve
(b) in Fig. 4. The value of s is 0.03 s. The pulse widening
process also has the effect of smoothing out the ripples in
the sidelobes of the Tukey filter response. The result is a
very good fit to the measured pulse in the vicinity of the
peak and down to about 20 dB below the peak. If an inco-
herent background noise floor of 53 dB is added, the result
is a very good fit at all points preceding the peak, as shown
in curve (c). Given the correlation processing gain of 23 dB
and the bandwidth of 25 Hz, this noise floor corresponds to
an ambient noise spectrum level of 59 dB re 1 lPa rms per
Hz—equivalent to sea state 3.
B. The main surface channel arrival (B)
The D and B arrivals may be modeled by using the
sound speed profile in water, with ice cover, but without a
bottom. This is shown in curve (a) of Fig. 6. It is clear that
the B arrival is greatly over-estimated by the model, and its
sidelobes extend beyond its immediate vicinity, making it
difficult to use the model to simulate the bottom returns. It is
not the purpose of this study to address the B arrival in any
depth, but, within the context of the OASES model, it can
be brought into a semblance of agreement by allowing a cer-
tain level of additional attenuation (0.0055 dB per wave-
length) in the top water layer (from the ice down to a depth
of approximately 50 m) above and beyond the usual attenua-
tion in seawater, as shown in curve (b) of Fig. 6.
Although curve (b) is approximately of the same level
as the measured signal, the shape of the peak at B is signifi-
cantly different, and the sidelobes before the peak of the D
TABLE II. Parameters to determine pulse length increase.
Parameter Value
hl2i, MS refractive index fluctuation 1  108
l, correlation length (m) 1.6
co, sound speed in the channel axis (m/s) 1469
b, normalized sound speed gradient (m1) 1  105
zo, depth (m) 90
FIG. 5. Increase in pulse width according to Tarng et al. (1988).
FIG. 6. (Color online) Water with sound speed profile and ice cover (no
bottom). (a) Model of the 25 Hz bandwidth, Tukey (a ¼ 0.1) filtered signal;
(b) same as (a) but with attenuation in the top water layer; (c) same as (b)
but at 200 Hz bandwidth, Tukey (a ¼ 1) filter, showing numerous arrivals
in the vicinity of B; (d) the intensity signal in (c) convolved with the
impulse response of a 25 Hz, Tukey (a ¼ 0.1) pulse, to simulate the incoher-
ent summation of multiple arrivals and added background noise.
J. Acoust. Soc. Am. 149 (1), January 2021 Chotiros et al. 375
https://doi.org/10.1121/10.0003328
arrival continue to be higher than the measured values. An
exploratory high-bandwidth simulation, which uses a
200 Hz bandwidth signal and a Hamming filter to reduce the
sidelobes and isolate the individual arrivals, shows that,
while the D arrival appears to be a single pulse, the B arrival
is composed of several arrivals close together in time, as
shown in curve (c). This also applies to the structure
between D and B. In the 25 Hz bandwidth simulation, curve
(b), the arrivals are added coherently according to the simu-
lated propagation model, without any random scattering that
exists in the real environment. This subject was touched
upon earlier when the increase in pulse width of the D
arrival was addressed. In addition to the pulse length
increase, the scattering also causes decorrelation of the indi-
vidual arrivals, such that the phase relationships between
them are degraded. Therefore, they would not add in a
coherent and predictable way as in the simulation model. To
approximate the loss of coherence, the intensity of the
200 Hz bandwidth simulation is used to represent the arrival
structure and convolved with curve (b) in Fig. 4, which rep-
resents the impulse response of a single pulse at the 25 Hz
bandwidth, to obtain a more realistic representation of the B
arrival, as shown in curve (d). The shape of this curve, in the
vicinity of B, is closer to the measured signal envelope, and
the sidelobe level before the peak of the D arrival is in
agreement with the measured values as well.
The cause of the additional attenuation and its specific
details are beyond the scope of this paper. If one may specu-
late, it probably represents the effect of ice keels that tend to
obstruct the sound paths that are close to the ice but leave
the steeper refracted and bottom bounced paths relatively
undisturbed. Ice keels and similar features are beyond the
capability of OASES 3.1. The above procedure provides an
approximate fit so that the main purpose of this paper, i.e.,
the bottom model, may be developed. The B arrival may be
analyzed in detail in a later study. The convolution of the
high-bandwidth intensity model with the intensity impulse
response of a single pulse at the 25 Hz bandwidth is a useful
method for emulating the effects of random scattering, and
it will be used for the bottom reflected signals in Sec. IV.
IV. FINDING A BOTTOM MODEL TO FIT THE
MEASUREMENT
In this section, bottom models are developed and com-
pared to the measured bottom reflected signals. It is found
that the bottom has to be modeled as surficial layer over a
deeper sediment. Since the seismic survey and various core
samples showed that the bottom is a porous medium, it
would be appropriate to start with a porous medium model
and find elastic or fluid approximations where possible.
A. Porous medium sediment model
From the above description of the sediment, particularly
the grain size, the rather low porosity, and high p-wave
speed, which suggest that it is consolidated, it is appropriate
that the sediment model should be based on Biot’s theory,
and it would be more useful to express the density changes
in terms of porosity changes. The porosity b is defined as
the volume of pore fluid per unit volume of sediment. It is
related to bulk density q through the densities of the solid
and fluid components.
q ¼ bqf þ ð1 bÞqr: (3)
The most common solid mineral particles in sedimen-
tary rocks are silicates with an average density, qr, of
approximately 2.7 g/cc. The water density, qf, is determined
by temperature, salinity, and depth, and it is estimated to be
1.035 g/cc at the bottom of the Fram Strait. These values
suffice for the YP3 and YP2 layers, but not for YP1, because
its density is significantly higher than that of the silicates. It
may be composed of a denser material, possibly igneous or
metamorphic—a density of 3 g/cc and a porosity of 0.15 is a
combination that would fit the bulk density, as suggested
earlier. In the absence of any further details, a linear
increase in p-wave speed and density (expressed in terms of
porosity) with depth is assumed in the YP3 and YP2 layers,
as indicated in Fig. 7. There are no published measurements
of the s-wave speed. It will be addressed with the aid of
models.
The Biot model simulates wave propagation in a porous
medium. There is no need to delve into the Biot equations,
because they have already been integrated into the OASES
software. To be precise, the Biot–Stoll version (Stoll and
Kan, 1981) was incorporated into OASES, as described in
Sec. 4.1.3 “Porous Media” on page 20 of the manual for
OASES v3.1 (Schmidt, 2011). The user has to provide the
input parameters of the Biot–Stoll model, and the software
will take care of the reflection and transmission computa-
tions. Therefore, the main effort here is to estimate the input
parameters of the Biot–Stoll model, which are listed in the
top 13 lines of Table III. For completeness, the input param-
eters of the corresponding elastic and fluid models are also
listed in the same table. This is a daunting list, but the devel-
opment of the Biot theory has come a long way since the
Biot–Stoll model, and there are new methods to estimate the
parameters from grain size and porosity. The latest version
is called the corrected Revil extended Biot (CREB) model
(Chotiros, 2017). The Revil relationships allow the fluid
dynamic parameters to be estimated from geophysical
parameters, particularly porosity and mean grain size, and
additional parameters that are well constrained, i.e., the
cementation exponent and the shape parameter; the latter
quantifies the effect of the shape of the pores. It is well
developed for mono-size granular media, particularly the
various grades of sands. It can cope with a moderate distri-
bution of grain sizes. For the finer grains, such as silt and
clay, it is still a work in progress. The CREB model is able
to account for the frequency dependence of the Biot–Stoll
parameters and, therefore, may be used for narrow-
and wide-band signals. It is backward compatible with
the Biot–Stoll model, and it can be used to generate the
Biot–Stoll parameters. For narrow-band applications, the
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Biot–Stoll model with constant parameter values is expected
to be adequate.
For the purpose of modeling the shear wave speed pro-
file in the sediment, a connection between the low-
frequency bulk and shear moduli of a granular medium
through the Hertz–Mindlin grain contact theory is used. The
contact stiffness may be up-scaled to the macroscopic bulk
and shear moduli, using the relationships developed by
Walton (1987) and reformulated in the Rock Physics
Handbook (Mavko et al., 1998) and also found in Bachrach
et al. (2000). The low-frequency asymptotic shear Go and
bulk Kbo moduli are real and simply related by Poisson’s





The shear speed profile as a function of depth is pre-
dicted by the Hertz–Mindlin grain contact theory to follow a
power-law relationship. Hamilton (1980) showed examples
of measured shear speeds cs for silts and sands as a function
of depth d that may be fitted to a power-law relationship of
the form,
cs ¼ cs0ðd0 þ dÞa: (5)
The shear speed at the top of the sediment cs0d
a
0 and the
depth offset d0 are constants to be determined. A non-zero
depth offset d0 indicates over-consolidation. The exponent
a, in theory, should be 1/6, but in practice, it varies between
1/4 and 1/3. In Hamilton’s measurements it is closer to 1/3.
Finally, the consolidation theory of Pride (2005) relates
the depth dependence of the sediment properties to porosity.
Pride introduced a consolidation parameter cc, which quanti-
fies the consolidation—the degree of compaction of a granu-
lar sediment. It relates the low-frequency bulk modulus of
the skeletal frame Kbo to the bulk modulus of the solid mate-





The value of cc is the inverse of consolidation. It may
range from 0, which indicates perfect consolidation, also
known as the Voigt bound, to infinity, which indicates zero
consolidation, i.e., no mechanical contact between the grains
at all. The values of the bulk modulus of the solid grains kr
and the pore water kf are 32 and 2.24 GPa, respectively.
For practical frequencies, the frame bulk Kb and shear
G moduli are complex and frequency dependent. The associ-
ated loss mechanism is the quirt flow of pore fluid at the
grain-grain contact. The real and imaginary parts of Kb and
G are computed at the center of the frequency band, in this
case 900 Hz. In the OASES implementation of the
Biot–Stoll model, the imaginary parts of Kb and G are input
as frame attenuations, as and ac, with the dimensions of dB
per wavelength, and computed as the ratio of the imaginary
part to the real part multiplied by 20plog(e).
The remaining parameters of the Biot–Stoll model are
estimated from the porosity and the average grain size. The
sediment classification of “silty clay” from the deep cores of
the ODP effectively bounds the mean grain diameter
between 1/16 and 1/256 mm according to the Wentworth
FIG. 7. (Color online) Sediment model
showing measurements of p-wave
speed (left) and porosity profiles (mid-
dle) and inverted profiles of s-wave
speed (far left), and consolidation (far
right), including the stepwise approxi-
mation used in the numerical
implementation.
TABLE III. Input parameters: Top, the Biot-Stoll model (GBS), and bot-
tom, the elastic (GBSE) and fluid (GBSF) approximations.
Description Symbol Value
Density of the pore fluid qf (g/cc) 1.037
Bulk modulus of the pore fluid kf (Pa) 2.24  109
Fluid viscosity g (Pa-s) 0.0018
Density of the solid constituent qr (g/cc) 2.7
Bulk modulus of the solid constituent kr (Pa) 3.2  1010
Porosity b 0.4
Frame permeability j (m2) 1.65  1015
Pore size ap (m) 4.76  107
Frame shear modulus Re(G) (Pa) 1.40  109
Frame bulk modulus Re(Kb) (Pa) 1.16  109
Frame s-wave attenuation as (dB/k) 0.64
Frame p-wave attenuation ap (dB/k) 1.6
Tortuosity cm 6.87
P-wave speed cp (m/s) 1953
S-wave speed cs (m/s) 830
P-wave attenuation ap (dB/k) 0.327
S-wave attenuation as (dB/k) 0.645
Bulk density q (g/cc) 2.035
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scale (Wentworth, 1922). The geometric mean will be used,
which is 1/64 mm. To avoid interrupting the narrative, the
remaining parameters in the Biot–Stoll model are addressed
in Appendix A.
Given the porosity profile in the middle panel of Fig. 7
and the p-wave speed in the left panel, the consolidation
parameter cc may be inverted from the p-wave speed
through the Biot–Stoll model and Eq. (6). The inverse of cc
is plotted in right panel of Fig. 7, showing a linear increase
in consolidation with depth in YP3 and YP2, and a step
increase from YP2 to YP1.
Using Eq. (4), the frame shear modulus was estimated,
and the shear speed was computed as a function of depth, as
shown in the left panel alongside the p-wave speed profile in
Fig. 7. Without any adjustment, it appears to fit a power-law
function of the form shown in Eq. (5), consistent with the
measurements of Hamilton (1980), where a ¼ 1/3, cs0da0
¼ 794 m/s, and d0 ¼ 500 m. The last value suggests a high
degree of over-consolidation.
A stepwise approximation is used to model the continu-
ous trends for the purpose of numerical modeling. Three
versions of the Geissler data driven Biot–Stoll seabed model
were formulated: the full Biot–Stoll model (GBS), an elastic
approximation (GBSE), and a fluid approximation (GBSF).
The last two approximations use the same bulk density,
wave speeds, and attenuations as the Biot–Stoll model. The
fluid approximation has zero shear wave speed.
The plain wave reflection function (OASR) of the
OASES software suite was used to compute the reflection
coefficients of the layered Biot–Stoll model as a function of
grazing angle at the frequency of interest, i.e., 900 Hz. At this
frequency, it was found that only the top layer was signifi-
cant. Therefore, only the parameters of the top layer are listed
in Table III. Nevertheless, it is useful to go through the design
process for all the layers for completeness and to be sure that
nothing significant has been missed. The reflection magnitude
as a function of the grazing angle of the Biot–Stoll model and
the corresponding elastic and fluid approximations are shown
in Fig. 8. It is evident that the Biot–Stoll model and elastic
approximation are indistinguishable, but the fluid approxima-
tion is very different, indicating that the shear wave plays an
important part and should not be neglected.
B. Bottom reflected signal structure
Using the sediment model, a simulation of the first bot-
tom bounce on its own may be obtained by computing the
high-bandwidth baseline model of water and bottom, but
without any ice or surface. The water depth was adjusted to
2.26 km to make the model A2 arrival coincide with the
measured A2 peak. The result, in curve (a) of Fig. 9, shows
the single D and A1 arrivals cleanly separated. A high-
bandwidth model that included the bottom was coherently
subtracted from the same model but without a bottom, to
isolate the bottom-related signals, as shown in curve (b).
Comparing curves (b) and (a), it is evident that without the
ice or surface, there is only one bottom arrival at A1, but in
the presence of ice or surface, there are three additional
arrivals, as shown in the inset. These arrivals are likely to be
decorrelated by random scattering; therefore, they should be
incoherently summed. As before, this is achieved by con-
volving the high-bandwidth intensity with the intensity of
the impulse response at the 25 Hz bandwidth, and the result
is shown in curve (c). Finally, the total high-bandwidth sig-
nal is convolved with the 25 Hz bandwidth response to
obtain the ensemble average, shown in (d), for comparison
with the measured signal. It is evident that the bottom model
constructed from the seismic data produces a signal that is
too large compared to the measured signal.
From the mismatch between the measured and modeled
bottom-related signals, A1, A2, and A3 in Fig. 9, the target
bottom reflection coefficients at the corresponding angles
were estimated, as shown in Fig. 8. The overestimation of
bottom reflection suggests that there must be a thin surficial
FIG. 8. (Color online) The target reflection coefficients and the computed
reflection curves from the Biot–Stoll model (GBS) and its elastic (GBSE)
and fluid (GBSF) approximations.
FIG. 9. (Color online) Simulation of the GBSE bottom response: (a) high-
bandwidth signal, without ice or surface; (b) bottom only signal from
coherent subtraction of high-bandwidth models with and without bottom;
(c) convolution of intensity in (b) with the 25 Hz bandwidth response; and
(d) convolution of total high-bandwidth signal with the 25 Hz bandwidth
response.
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layer of softer sediment that is unaccounted for. Seismic sur-
veys typically use frequencies below 100 Hz. Since the
underwater acoustic wavelength at this frequency is 15 m, it
is doubtful that a seismic survey would be able to detect a
surficial sediment layer that is a few meters thick. Other pos-
sible causes for the reduction in signal level include
increased shear speed and rough interface scattering, but
they are unlikely due to the enhanced reflection at A2. The
increased shear speed hypothesis is not feasible because the
enhanced reflection that it brings is in the vicinity of the crit-
ical angle, and the angle at A2 is far from the critical angle.
The rough surface hypothesis requires a periodic interface
ripple that produces Bragg scattering at the A2 angle. This
may randomly happen at one location, but it is rather
unlikely when averaged over several pings while the projec-
tor and receiver are drifting over different parts of the bot-
tom. Therefore, the surficial layer is the most likely solution.
C. Fluid surficial layer approximation
Hamilton (1980) was one of the pioneers of seafloor
modeling. He started with the approximation that the surfi-
cial seafloor sediment may be modeled as a fluid, defined by
its density and sound speed. His measurements indicated
that the sound speed was correlated with grain size and that
attenuation, in dB/m, increased linearly with frequency. The
APL-UW High-Frequency Ocean Environmental Acoustic
Models Handbook (Applied Physics Laboratory, University
of Washington, 1994) followed in the same direction, with a
table linking grain size to density, sound speed, and attenua-
tion [Table 2, Chapter IV of Applied Physics Laboratory,
University of Washington (1994)]. Sound speed was
assumed to be independent of frequency. This is simple and
very powerful because it means that the reflection coeffi-
cient is independent of frequency and a single set of parame-
ters may be used over a wide range of frequencies.
However, it is non-causal because attenuation must be
accompanied by a change in sound speed. Buckingham
(2007) improved upon this model with the grain-shearing
and viscous grain-shearing models, which contained small
changes in sound speed that satisfy causality. These models
are described in the reference book by Jackson and
Richardson (2006). For the computation of bottom reflection
coefficient, Jackson and Richardson (2006) (pp. 213–214)
provide a set of relations that permit density, sound speed,
and attenuation to be estimated from the mean grain size,
Mz, to be used with the Rayleigh reflection equation in a
fluid approximation of the seabed. These relationships are
reproduced in Appendix B.
Using these relationships and the Mz values from the
measurements in Table I, the seabed density, sound speed
ratio, and attenuation were estimated, as shown in Table IV.
It is noticed that the density ratio in Table I, which was com-
puted from measured water content, is different from the
density ratio in Table IV, predicted by the Mz relationships.
Even though the sediment density ratio in Table I is based
on measurement and more accurate, the density ratio pro-
vided by the Mz relationship is preferred. The reason is
because the Rayleigh reflection equation is inaccurate when
applied to the seabed, and the Mz relationship provides a
value for density ratio that is designed to compensate for the
shortcomings of the Rayleigh reflection equation. These val-
ues were used to compute the half-space reflection loss
curves, as shown in the left panel of Fig. 10.
TABLE IV. Fluid model based on grain size relationships on pp. 313–314 of Jackson and Richardson (2006).
Core EG-I EG-II EG-III EG-IV HG-I HG-II HG-III HG-IV KJR
Density ratio 1.15 1.15 1.15 1.27 1.15 1.15 1.15 1.15 1.673
Sound speed ratio 0.99 0.99 1 1.06 0.99 0.99 1 0.99 1.0
Attenuation (dB/m/kHz) 0.13 0.14 0.21 0.63 0.16 0.17 0.26 0.34 0.367
FIG. 10. (Color online) Plane-wave
reflection amplitude as a function of
grazing angle of the Jackson–Richardson
fluid models (left) and Biot–Stoll models
(right) based on grain size and porosity
data in Table I.
J. Acoust. Soc. Am. 149 (1), January 2021 Chotiros et al. 379
https://doi.org/10.1121/10.0003328
The curves are labeled KEnJR and KHnJR, where n is a
number from 1 to 4, corresponding to the EG and HG cores,
respectively. Most of the reflection curves are well grouped
except for the one from the EG-IV core, labeled as KE4JR.
This appears to be because the grain size from this core is
significantly larger compared to the others. The value of the
expected reflection loss Re was computed as the intensity
average of the eight curves. The resulting curve is clearly
skewed by the one outlier, and the expected reflection coef-
ficient is not easily replicated with a simple fluid half-space
model. However, noting that the grazing angles that matter
are between 0 and 20, a half-space model was fitted to this
range of values by hand, labeled as KJR. Its parameter val-
ues are as shown in the last column of Table IV, and it
matches Re within these angles. Most of the curves are close
to the target reflection coefficient at A1, and KJR is close to
A1 and A3, but none of them can match all three target
reflection coefficients. Therefore, a simple fluid half-space
bottom is not going to be sufficient.
D. Porous medium model of surficial layer
The Biot–Stoll parameters were estimated from the
mean grain size and the porosity of the surficial layer. The
details of the method are given in Appendix A. The resulting
Biot–Stoll parameter values, in the units required for
OASES, are shown in Table V.
The reflection curves for the six box cores are shown in
the right panel of Fig. 10. The curves are labeled KEnBS
and KHnBS, where n is a number from 1 to 4, corresponding
to the EG and HG cores, respectively. It is observed that the
curves are well grouped. The curves for the HG cores
exhibit an intromission angle, while the EG cores show a
critical angle. As before, the value of the expected reflection
loss Re was computed using the average of the six curves,
and the best-fit Biot Stoll model was found by hand. Due to
the tight grouping of the eight curves, it was relatively sim-
ple to find a Biot–Stoll parameter set that matched the aver-
age reflection curve in its entirety, and it is labeled KBS,
shown as the last column in Table V. It is also clear that
none of the curves can match the target reflection values.
The next step is to consider a surficial layer over the
sediment.
E. Surficial layer over porous sediment
It is evident from Fig. 10 that a half-space of any of the
surficial models will not provide the desired reflection coef-
ficients for A1, A2, and A3, and a surficial layer over the
sediment model needs to be considered. For the surficial
layer, it is a choice between the Jackson–Richardson fluid
model or the Biot–Stoll model. The rather artificial value of
density used in the Jackson–Richardson model to achieve
the required half-space reflection coefficient makes it unsuit-
able for use in a layered structure, because the desired
reflection loss is obtained at the expense of a distorted trans-
mission coefficient. Therefore, the Biot–Stoll model will be
used. The first candidate is the average surficial Biot–Stoll
model, KBS, over the sediment model GBS. However, since
both of them have a higher reflection coefficient than the tar-
get value for A1, it is unlikely that the combination will suf-
fice. Looking at the reflection curves in the right-hand side
of Fig. 10, the model KH4BS based on the HG-IV core
passes through the target value at A1. On the assumption
that at shallow grazing angles, the surficial layer is domi-
nant, this model would be a good candidate for the surficial
layer. The choice of KH4BS is consistent with the location
of the experiment being on the east slope of the Fram Strait.
A 4.8 m layer of the KH4BS surficial layer over the
GBS sediment was found to fit the target coefficients at all
three angles, A1, A2, and A3, as shown in Fig. 11. This is
consistent with measurements by Stein (2005) from a loca-
tion further south—core number PS66/341 (79 440 N, 0 450
W)—which showed porosity values close to the surficial
layer down to a depth below bottom surface of 3 m. The
resulting signal levels are compared to the measured levels
in Fig. 12. The measured A1 signal is overshadowed by D,
and it is only possible to identify its upper limit, and the
model fits within the upper limit. The model A2 signal level
is in good agreement with the measurement, but the mea-
sured width is a little wider than the model, most likely
because of bottom depth variations in the experiment. The
TABLE V. Biot–Stoll parameters estimated from box cores from K€ass et al. (2019).
Core EG-I EG-II EG-III EG-IV HG-I HG-II HG-III HG-IV KBS
qf (g/cc) 1.037 1.037 1.037 1.037 1.037 1.037 1.037 1.037 1.037
kf (Pa) 2.24  109 2.24  109 2.24  109 2.24  109 2.24  109 2.24  109 2.24  109 2.24  109 2.24  109
g (Pa-s) 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
qs (g/cc) 2.70 2.70 2.70 2.70 2.70 2.70 2.70 2.70 2.70
kr (Pa) 3.20  1010 3.20  1010 3.20  1010 3.20  1010 3.20  1010 3.20  1010 3.20  1010 3.20  1010 3.20  1010
b 0.58 0.54 0.53 0.53 0.63 0.62 0.58 0.57 0.56
j (m2) 2.07  1014 1.58  1014 3.46  1014 8.77  1012 1.07  1013 9.18  1014 1.13  1013 1.71  1013 1.65  1012
a (m) 9.85  107 9.44  107 1.38  106 1.62  105 1.89  106 1.81  106 2.15  106 2.61  106 4.22  106
Re(G) (Pa) 1.07  107 1.87  107 1.89  107 1.81  107 4.76  106 5.84  106 9.64  106 9.55  106 1.38  107
Re(Kb) (Pa) 1.23  108 1.14  108 8.65  107 4.63  107 1.01  108 9.90  107 7.53  107 6.27  107 8.67  107
as (dB/k) 15.62 18.63 24.69 20.60 13.75 15.77 22.69 24.03 19.97
ac (dB/k) 18.07 20.49 28.41 42.46 24.01 24.57 32.29 37.36 29.00
cm 3.42 3.83 3.64 1.97 2.65 2.76 2.94 2.84 3.04
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mismatch between model and measurement is even worse at
A3, where the measured peak is delayed and wider than the
model prediction. It involves one more bottom reflection
than A2 and therefore a greater sensitivity to bottom depth
variations.
Combinations of the Biot–Stoll model and the elastic
and fluid approximations are compared in Fig. 11. For the
surficial layer, the same result is obtained whether one choo-
ses the Biot–Stoll model KH4BS or its elastic KH4BSE or
fluid KH4BSF approximations. Therefore, the surficial layer
may be approximated as fluid layer. In the case of the sedi-
ment, the elastic approximation GBDE is indistinguishable
from the Biot–Stoll model GBS, but the fluid approximation
GBSF gives a different result, indicating that the sediment
needs to have an elastic model. With reference to Fig. 12, it
appears that the fluid approximation GBSF may suffice for
A1 and A2 but not A3. The fact that there were no signifi-
cant differences between the GBS and the GBSE suggests
that the relative motion between pore fluid and skeletal
frame has negligible effect. This is consistent with the very
low values of the estimated permeability, 1.65E15 and
1.71E13 m2 in GBS and KH4BS, respectively. It is not
expected that any other reflections can be detected in the
measured signal because, beyond A3, the measured signal
level bottomed out at the noise floor.
F. Bottom reflection decay tail
Finally, the remaining energy trailing the bottom
reflected signal peaks needs some discussion. There are
decay tails that appear to be associated with the bottom sig-
nals A1, A2, and A3. It is possible to fit sloping lines to
them with a slope of 10 dB/s, an exponential decay. At A1
and A2, the decay tail starts at an offset of 6 dB below the
peak. The offset for A3 is different. Decay tails are often
seen in acoustic signals reflected by the bottom, and they are
usually attributed to scattering. There are many possible
causes, including bottom roughness, volume inhomogenei-
ties, or even features related to gas hydrates. It is noticed
that the seabed under the acoustic path is in the gas hydrate
stability zone (GHSZ) as indicated in Fig. 1, which means
that the conditions are conducive for the formation of gas
hydrates. However, there is not enough information to deter-
mine the cause of the scattering at this point, and it could be
a subject for future study. If these decay tails can be mod-
eled, then all of the measured bottom-related acoustic
energy can be accounted for.
V. CONCLUSION
The acoustic transmission signals collected in the
UNDER-ICE experiment, which took place under ice cover
in the Fram Strait, contained a significant proportion of sea-
bed interactions, particularly reflection and scattering.
Although the original experiment was not designed to mea-
sure the acoustics of the seabed, it contains useful informa-
tion that may be extracted to characterize the seabed. The
latest extended Biot model of acoustic propagation in a
porous medium (CREB) was applied. The advantage of this
approach is that geophysical parameters, such as mean grain
size, porosity, and consolidation coefficient are directly
related to acoustic properties, including wave speeds and
attenuations. However, for computation efficiency, simpler
elastic and fluid approximations were identified and used
where possible.
Published seismic, refraction, gravimetric, and core
data were used to construct a layered model of the sediment.
Profiles of the porosity, p- and s-wave speeds, density, and
consolidation coefficient as a function of depth were esti-
mated. Pride’s model of sediment consolidation was used to
quantify depth dependence, and the shear wave speed profile
was found to agree with Hamilton’s measurements. Revil’s
FIG. 12. (Color online) Comparison of the measured signal ensemble aver-
age with the propagation model consisting of a surficial layer over a sedi-
ment. The surficial layer is approximated as a fluid (KH4BSF). The
sediment is approximated either as an elastic solid (GBSE) or a fluid
(GBSF). Exponential decay tails at a slope of 10 dB/s are compared to the
measured signal.
FIG. 11. (Color online) Computed Biot–Stoll plane-wave reflection coeffi-
cients of a 4.8 m thick surficial layer over the sediment and the correspond-
ing elastic and fluid approximations (KH4BS, KH4BSE, KH4BSF, GBS,
GBSE, and GBSF).
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relationships were used to estimate the fluid dynamic param-
eters. The sediment was numerically modeled using a step-
wise approximation of the profiles as a layered Biot–Stoll
porous medium, using the OASES software suite. The
resulting shear wave speed profile suggests that the sediment
is over-consolidated, most likely due to the overburden of
the ice cover during the last ice age. At the acoustic fre-
quency of interest, i.e., 900 Hz, only the top sediment layer
was significant. The elastic approximation, which gave iden-
tical results, was used in the numerical computations. The
fluid approximation gave significantly different results, indi-
cating that the shear waves could not be ignored.
The measured acoustic signal levels suggest that there
is also a thin surficial layer over the sediment, which was
not detected by the seismic surveys. This layer was likely
deposited after the last ice age and does not show any signs
of over-consolidation. The properties of the surficial layer
were estimated from mean grain size and porosity. By
adjusting the thickness of the surficial layer, it was possible
to match the measured acoustic signal levels. The fluid
approximation was quite adequate for the surficial layer.
The final seabed model consisted of a surficial layer 4.8 m
thick, approximated by a fluid, over a sediment half-space
approximated as an elastic solid.
There are a few unresolved issues that should be further
investigated. One issue is the acoustic propagation channel
under the ice, which is not well modeled and is beyond the
scope of this study. The other issue is the diffuse or scattered
energy trailing the bottom reflected signal peaks. It has
the appearance of exponential decay tails and is probably
caused by scattering. There are a number of candidate mod-
els, such as scattering by seabed roughness or volume scat-
tering due to inclusions, such as drop stones, in the surficial
layer, or even gas hydrates, but more research is needed to
make a positive determination.
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APPENDIX A
This appendix gives a summary of the methods used to
estimate the Biot–Stoll input parameters, as listed in Table
III, from the mean grain size and porosity. The extended
Biot (EB) model includes the effects of squirt flow at the
grain-grain contact. The Revil relationships were added
(REB) to improve estimation of the hydrodynamic parame-
ters. The model was corrected (CREB) to accommodate the
sparser skeletal frame of silts and clays. CREB is backward
compatible with Biot–Stoll. A brief review of the model and
particularly the input parameter estimation is given below.
With reference to Table III, the Biot–Stoll parameters
may be divided into three groups: bulk, fluid dynamic, and
frame properties. The bulk properties include the density
and bulk modulus of the constituent materials, i.e., the solid
grains and pore fluid. These are well bounded for seabed
sediments. The pore fluid is the seawater at the seabed,
which is a function of temperature, depth, and salinity. The
most common solid mineral particles are silicates, with a
typical density in the region of 2.7 g/cc and a bulk modulus
of about 32 GPa. The pore water properties are governed by
the depth, salinity, and temperature and are well tabulated.
Porosity is the volume of pore water as a fraction of the total
bulk volume.
The fluid dynamic properties govern the relative motion
between pore fluid and the solid skeletal frame, which is one
of the main loss mechanisms. The parameters include vis-
cosity of the pore water, permeability, pore size, and the
added mass coefficient, also known as tortuosity, of the skel-
etal frame. The viscosity of seawater near freezing tempera-
tures is 0.0018 Pa-s (Nayar et al., 2016). The other fluid
dynamic properties can be problematic, but they may be
estimated using relationships developed by Revil and
Cathles (1999) and reiterated by Glover and Walker (2009).
The starting point is the Archie relationship between the
form factor F, porosity b, and cementation exponent m [Eq.
5.1.2 in Revil and Cathles (1999)] and the added mass coef-
ficient, also known as tortuosity, cm,
F ¼ bm; cm ¼ Fb ¼ b1m: (A1)
It was shown in Glover and Walker (2009) that, if the
flow through the pores may be treated as a flow through
cylindrical tubes, then the effective pore radius of the tubes,
reff, is related to an effective grain diameter, deff, the forma-





In the context of the Biot theory, the grain diameter deff
may be equated to the mean grain diameter, and the effec-
tive pore radius reff to the pore size ap, giving a direct rela-
tionship between porosity, grain size, and pore size. The





The above equations give direct relationships for the three
hydrodynamic parameters in terms of the porosity and grain
size and two internal parameters, m and aB. For sands of quasi-
spherical grains, they are typically 1.5 and 8/3, respectively.
As the grains become smaller, transitioning from sand to silt
and then to clay, m changes from 1.5 to 4. Inversion of the
value of aB from a number of data sets yielded values between
1 and 12, with an average value close to 4.
The frame properties quantify the elasticity of the skele-
tal frame formed by the interconnected grains. The bulk and
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shear moduli may be constructed from the grain-grain con-
tact stiffness. The tangential contact stiffness is only depen-
dent on the solid contact, but the normal stiffness is a
combination of the solid contact and the dynamics of a liq-
uid film surrounding the solid contact. The starting point is
the stiffness of the contact between two grains, idealized as
a circular area of contact between two spheres. At the solid
contact between two elastic spheres, the normal and tangen-
tial contact stiffness, kc and gc, are given in terms of the con-
tact thickness h and radius as and the material bulk and
shear moduli kr and lr. In addition, if the contact is mediated
by a thin film of liquid, the high-frequency asymptotic nor-
mal stiffness ky would be related to the radius of the film af
and the bulk modulus of the liquid kf. The bulk and shear















The tangential contact stiffness St is a function of the
solid contact radius as and independent of frequency. The
total normal contact stiffness Sn is the sum of the solid con-
tact stiffness and a frequency-dependent component due to
the squirt flow associated with the liquid film, characterized
by a relaxation frequency fk. For this reason, it is complex
and frequency dependent.










The contact stiffness may be up-scaled to the frame
bulk and shear moduli, Kb and G, using the relationships
developed by Walton (1987) and reformulated in The Rock
Physics Handbook (Mavko et al., 1998). In terms of the
grain radius Rg, the porosity b, and the average number of





This expression may be reformulated in terms of frame
parameters Kbo and Ky,













Both Kb and G are complex numbers that are frequency
dependent because they are both dependent on Sn. The imagi-
nary components represent the second loss mechanism (i.e., the
losses due to squirt flow at the grain-grain contacts). These rela-
tionships, originally developed for sand, have been “corrected”
to accommodate silt and clay with the addition of a porosity-
dependent parameter FG (Chotiros, 2017). This parameter is
equal to 1 in sands and coarse silt. For finer silts and clays, its
value tends toward zero as porosity increases. It represents the
reduction in “jamming” of adjacent grains under shear strain in
the sparser skeletal structure of the finer sediments. Rather than
parameterizing the grain diameter, contact thickness, and radius,
it is more convenient to parameterize the bulk parameters Kbo,
Ky, and fk. The statistical connection of these parameters to
grain size is shown in Table VI. The connection between FG
and porosity is given in Table VII. The real and imaginary parts
of Kb and G are computed at the center of the frequency band,
in this case 900 Hz. In the OASES implementation of
Biot–Stoll, the imaginary parts of Kb and G are input as attenua-
tions, as and ac, with the dimensions of dB per wavelength, and
computed as the ratio of the imaginary part to the real part mul-
tiplied by 20plog(e). The resulting Biot–Stoll parameter values
for the surficial layer estimated from the box cores, in the units
required for OASES, are shown in Table V, and those for the
deeper sediment are shown in Table III.
In summary, the Biot–Stoll parameters may be esti-
mated from measured porosity and grain size as follows.
The bulk parameters, qf, qr, kf, and kr, and the viscosity g
are tabulated values given in Table III. The fluid dynamic
properties j, ap, and c are computed from Eqs. (A1)–(A3)
using values of m and aB interpolated from the grain size
using Table VI. Finally, the frame bulk and shear moduli are
computed using Eqs. (A5)–(A7). The values of Ky and fk are
interpolated from grain size using Table VI, and the value of
FG is interpolated from porosity using Table VII. For the
surficial layer, which is unconsolidated, the value of Kbo is
also interpolated from grain size using Table VI. For the
sediment, which is consolidated, the value of Kbo is com-
puted from the consolidation parameter using Eq. (6) or
inverted from the low-frequency p-wave speed.
APPENDIX B
The Rayleigh reflection equation as defined on p. 256 of
Jackson and Richardson (2006) gives the reflection coeffi-
cient Vww in terms of the impedance ratio zwp,
TABLE VI. CREB model internal parameters as a function of mean grain size Mz.
Mzð/Þ 7.0 4.0 1.5 0.5 0.5 1.5 2.5 3.5 5.0 7.0 9.0 11.0
m 1.50 1.50 1.50 1.50 1.50 1.52 1.71 2.06 2.75 3.63 4.00 4.00
Kbo (Pa) 2.1  107 2.1  107 2.1  107 2.1  107 2.1  107 2.0  107 1.7  107 1.3  107 5.7  106 1.0  106 1.0  1000 1.0  104
Ky (Pa) 2.5  108 2.5  108 2.5  108 2.5  108 2.5  108 2.5  108 2.5  108 2.5  108 2.5  108 2.2  108 1.2  108 7.3  107
fk (Hz) 2000 2000 2000 2000 2000 90 000 2000 2000 1707 292.90 0.01 0.01






















Relationships between mean grain size Mz, density ratio
aq, sound speed ratio vp, and attenuation k (in dB/m/kHz)
from pp. 313–314 of Jackson and Richardson (2006) are
reproduced below.
aq ¼ 0:007797M2z  0:17057Mz þ 2:3139;
 1 < Mz < 1 (B3)
aq ¼ 0:0165406M3z þ 0:2290201M2z
 1:1069031Mz þ 3:0455; 1 < Mz < 5:3 (B4)
aq ¼ 0:0012973Mz þ 1:1565; 5:3 < Mz < 9 (B5)
p ¼ 0:002709M2z  0:056452Mz þ 1:2778;
 1 < Mz < 1 (B6)
p ¼ 0:0014881M3z þ 0:0213937M2z
 0:1382798Mz þ 1:3425; 1 < Mz < 5:3 (B7)
p ¼ 0:0024324Mz þ 1:0091; 5:3 < Mz < 9 (B8)
k ¼ 0:4566; 1 < Mz < 0 (B9)
k ¼ 0:1245Mz þ 0:1978; 2:6 < Mz < 4:5 (B10)
k¼ 0:20098M2z 2:5228Mzþ8:0399; 4:5<Mz < 6:0
(B11)
k ¼ 0:0117M2z  0:2041Mz þ 0:9431; 6:0 < Mz < 9:5
(B12)
k ¼ 0:0601; 9:5 < Mz (B13)
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