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Abstract 
Uncertainties were analyzed in three areas (remote sensing, dendroclimatology, and 
climate modeling) relevant to current water resources management. First, the research 
investigated the relationships between remotely sensed and in situ Snow Water Equivalent 
(SWE) datasets in three western U.S. basins. Agreement between SWE products was found to 
increase in lower elevation areas and later in the snowpack season. Principal Components 
Analysis (PCA) revealed two distinct snow regions among the datasets and Singular Value 
Decomposition (SVD) was used to link both data products with regional streamflow. Remotely 
sensed SWE was found to be sufficient to use in statistically based forecast models in which 
magnitude did not affect results. Second, the research investigated the dendroclimatic potential 
of a critical flood control and hydropower region in the southeastern U.S. (Tennessee Valley) 
using climate division precipitation and regional tree-ring chronology datasets. Tennessee Valley 
May–July precipitation was reconstructed from 1692 to 1980 (289 years) using a stepwise linear 
regression model (R
2
 = 0.56). Weibull analysis illustrated that the Tennessee Valley 
reconstruction model developed generally underestimated extreme precipitation and 
overestimated average precipitation. The longest May–July drought occurred over 10 
consecutive years (1827–1836). Instrumental records indicated that the two most recent droughts 
(1985–1988 and 2006–2008) ranked second and third in severity in the past three centuries. 
Third, past, present, and future patterns and extremes in streamflow within the North Platte River 
Basin were investigated. A streamflow reconstruction dating back to 1383 using tree rings was 
created to provide a proxy for the long-term variability in the region. Projected streamflow 
datasets from the Community Climate System Model (CCSM) were gathered to acquire future 
 vi 
 
insight of the hydroclimatic variability within the North Platte River Basin (NRPB). Drought 
analysis revealed that 2002–2008 was one of the driest periods in the past 600 years. Multiple 
CCSM projections suggest that in the future, drier (5
th
 percentile) years will become wetter 
relative to 1970–1999 CCSM hindcasts. Future average (50th percentile) and wet (95th percentile) 
years may yield statistically higher streamflow compared to those seen in the historical (1383–
1999) record, suggesting potential anthropogenic influence beyond the historic natural 
variability. 
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Chapter 1  
Introduction and Background 
1.1 Scope and Justification 
Climate change and its impact on the United States have resulted in an increased number 
of remotely sensed data products, climate reconstructions, and climate models. The accuracy of 
climate observations from space is important for data validation and verification. Additionally, 
understanding past climate is essential for evaluating the current effects of climate change. While 
uncertainties exist in climate reconstructions and projected data from climate models, valuable 
information can still be extracted and analyzed. Judicious management of water resources must 
look beyond the limited gage records and consider the additional variability seen in both 
paleoclimatic records and projected climate conditions (Woodhouse and Lukas 2006). The 
evaluation of the uncertainties associated with remotely sensed observations, climate 
reconstructions, and climate models form the basis of this dissertation. These topics are currently 
at the center of analyzing the global effects of a changed climate. 
 Whether a dataset is published by a government entity or newly created, the validity of 
climatic datasets provides the foundation for assessing their role in correctly studying the 
possible effects of climate change. Statistical techniques including correlation analysis, model 
verification and validation, and significance levels can be used to measure the quantitative 
uncertainties associated with climatic datasets. Because algorithms in the remote sensing and 
climate modeling communities are constantly being updated, studies involving uncertainties 
must be performed on the most current datasets and models. The primary contribution of 
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uncertainty studies leads to improved datasets and a better understanding of the relationship 
between observed and modeled observations. 
1.2 Relationships Between Remote Sensing, Hydrologic Tree-Ring Reconstructions, and 
Climate Modeling 
Many relationships exist between remote sensing, hydrologic tree-ring reconstructions, 
and climate modeling.  These datasets will likely provide scientists with important information 
about the Earth’s physical processes for many years to come. A greater temporal and spatial 
understanding of hydrologic processes can be realized using all of these datasets. Remote sensing 
can offer a near-real time picture of multiple environmental parameters on a large spatial scale. 
Hydrologic tree-ring reconstructions can offer regional insight into climatic variability of the 
past, usually on a time-scale of hundreds (and sometimes thousands) of years. Climate modeling 
is concerned with understanding future climate at various spatial and temporal scales. 
Remotely sensed datasets provide an alternative to ground based stations. However, 
ground based stations will likely always be considered to be the most accurate method to collect 
climatic data. Remotely sensed datasets will always rely on ground based observations for 
validation. Tree-rings have been widely used to reconstruct surface observations (Section 2.2). 
Once remote sensing algorithms become highly accurate, it may be in the foreseeable future for 
tree-rings to be used to reconstruct remotely sensed observations. Doing so would provide 
valuable tree-growth/climate relationships on a larger spatial scale.     
Climate stationarity is a major difference between tree-ring reconstructions and climate 
modeling. It is a fundamental assumption in paleoclimate research that the relationship between 
hydrologic variables and tree-growth remains constant (and often linear) in time (NCAR 2007). 
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In other words, by knowing environmental conditions that operated in the past, we can better 
predict and/or manage such environmental conditions in the future (Grissino-Mayer 2010). 
Climate stationarity is not an assumption in Global Circulation Models (GCMs).  GCMs assume 
that climate is not constant and will continue to change into the future. However, moisture 
sensitive tree-rings will always be valuable because they can offer insight into the long-term 
variability of hydrologic variables. 
1.3 Remote Sensing 
Remote sensing is the collection of information by a device not in contact with the 
surface of the object.  In this dissertation, remote sensing refers to the use of sensor technology 
instrumentation to collect observations of Earth’s physical processes. The analysis, application, 
and interpretation of remotely sensed images have brought significant advances in a wide range 
of fields including climatology, geology, and environmental monitoring (Gibson and Power 
2000). The most common remote sensing methods include the use of aircraft, spacecraft, or 
satellites to acquire observations. The development of satellites has allowed remote sensing to 
progress on a global scale. Instrumentation aboard Earth observing and weather satellites 
provides global measurements for social, research, and municipal purposes. 
There are two basic types of remote sensing systems, passive and active (Gibson and 
Power 2000). In a passive system, the remote sensing instrument simply receives whatever 
radiation happens to arrive and selects the radiation of the particular wavelength range that is 
requires (Cracknell and Hayes 1991).  The most common type of passive remote sensing is 
photography. In an active system, the remote sensing instrument itself generates radiation, 
transmits that radiation towards a target, receives the reflected radiation from the target, and 
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extracts information from the return signal (Cracknell and Hayes 1991). RADAR (Radio 
Detection And Ranging) is a common active remote sensing example. 
Gibson and Power (2000) state three broad elevation ranges in which remote sensing 
images are obtained: 
1. Sensors carried by aircraft generally obtain images at heights of 500 m to 20 km. 
In general, most aerial surveys are carried out at heights less than 5,000 m. 
2. Sensors carried by spacecraft and satellites operate at distances of 250–1,000 km. 
Many remote sensing satellites (which are unmanned) operate approximately 
1,000 km above the Earth. 
3. Very high-altitude satellites operate 36,000 km above the Earth. These are 
geostationary satellites which have the unique capability of appearing to remain 
over the same part of the Earth at all times. 
Many advantages are realized using remote sensing techniques. Satellites have the ability 
to provide images over considerable areas of the Earth, allowing various environmental 
components to be viewed simultaneously and on a large scale. Remote sensing makes it possible 
to collect data in hazardous and inaccessible areas. While collecting observations on the ground 
can be difficult, costly, and time consuming, gathering observations using remote sensing is 
often performed in real-time. In many scientific fields, deploying orbiting satellites for data 
collection is the only reasonable method to examine global questions. Remote sensing also 
ensures that the areas or objects of interest are not disturbed during data acquisition. However, 
remote sensing should not be looked upon as a replacement for conventional field-based 
research, but rather as a technique to complement it (Gibson and Power 2000). 
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Remote sensing has numerous uses and applications. For example, remote sensing is used 
to capture topography and assists in the production of digital elevation models over large scale 
surfaces. Vegetation remote sensing presents the opportunity to model watersheds and determine 
land usage. Remote sensing is also used to monitor risk areas, determine deforestation rates, and 
support decision makers in defining relevant measures of environmental management (Short Sr. 
2010). Currently, remote sensing is widely used in atmospheric and climate research to analyze 
the effects of global warming and climate change. 
The quality of remote sensing data is primarily determined by its spatial and temporal 
characteristics. Spatial resolution, often measured in square area, is the size of the grid (or cell) 
that can be recorded by the remote sensing instrumentation. Higher (finer) spatial resolution 
corresponds to a smaller grid area. Temporal resolution is based on the frequency of data 
acquisition. Temporal resolution is relevant in time-series studies and requires repeated 
observations over the same area completed over a time period. 
1.4 Dendrochronology 
Dendrochronology analyzes spatial and temporal processes using tree rings dated to their 
exact year of formation (Grissino-Mayer 2010). Tree growth is constrained by the environmental 
variables that are most limiting. Using tree-ring widths as environmental proxies can provide 
valuable information. Understanding the environmental conditions that occurred before 
instrumental records existed can be used to determine if current or projected hydrologic 
conditions are unique to climate change. 
Dendroclimatology is the science of extracting climatic information from the annual 
growth layers of woody plants, and assumes that these growth layers contain the environmental 
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conditions under which they were formed (Fritts 1971; Hughes et al. 1982). Tree-ring widths can 
provide a proxy for gauge records because the same climatic factors, primarily precipitation and 
evapotranspiration, control the growth of moisture-limited trees (Meko et al. 1995; Woodhouse 
2006). Because all forest sites are not equally influenced by interannual variations in regional 
climate, dendroclimatologists search for the particular marginal forest sites where precipitation 
and temperature variations strongly limit tree growth (Stahle and Cleaveland 1992). The 
recovery of valid climate information from tree-ring data relies upon the regular formation of 
distinctive annual-growth layers, the selection of trees from climate-sensitive forest sites, and on 
the accurate crossdating of annual rings to their exact year of formation (Douglass 1941; Stokes 
and Smiley 1968; Fritts 1976; Speer 2010). 
The science of crossdating matches patterns of tree-ring characteristics among several 
tree-ring series. Crossdating is a fundamental principle of dendrochronology and allows the 
identification of the exact year in which each tree ring was formed (Grissino-Mayer 2010). 
Crossdating is possible because trees within a region respond similarly to the overall climate 
regime in which they grow. The duration of a tree-ring chronology dataset is established using 
crossdated tree-ring series across differently aged samples. Building a composite chronology 
using overlapping tree-ring characteristics between an older tree-ring series and newer one can 
significantly lengthen a chronology.  
Obtaining numerous tree samples from a study site ensures environmental signals are 
maximized and the amount of noise minimized (Grissino-Mayer 2010). Because all forest sites 
are not equally influenced by interannual variations in regional climate, dendroclimatologists 
search for the particular marginal forest sites where precipitation and temperature variations 
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strongly limit tree growth (Stahle and Cleaveland 1992). Optimal sites useful to 
dendrochronology can be identified and selected based on criteria that will produce tree-ring 
series sensitive to environmental variables. Tree species are generally more responsive and 
sensitive to changes in environmental conditions in the outer limits of its range where limiting 
factors serve as tree growth controls (Grissino-Mayer 2010). 
Dendroclimatology extracts climatic information from the annual growth layers of woody 
plants, and assumes that these growth layers contain the environmental conditions under which 
they were formed (Fritts 1971; Hughes et al. 1982). Tree-ring widths can provide a proxy for 
gauge records because the same climatic factors, primarily precipitation and evapotranspiration, 
control the growth of moisture-limited trees (Meko et al. 1995; Woodhouse 2006). The recovery 
of valid climate information from tree-ring data relies upon the regular formation of distinctive 
annual-growth layers, the selection of trees from climate-sensitive forest sites, and on the 
accurate crossdating of annual rings to their exact year of formation (Douglass 1941; Stokes and 
Smiley 1968; Fritts 1976; Speer 2010). 
1.5 Climate Modeling 
A set of quasi-geostrophic equations was used by Phillips (1956) for the first climate 
general circulation experiment with a two-level baroclinic system in Cartesian coordinates. The 
early experiment by Phillips clearly demonstrated many observed features of the atmospheric 
climate system and led the way toward more refined and improved climate models (Washington 
and Parkinson 2005). In the mid-1950s, several groups of scientists dedicated to the development 
of numerical weather prediction and general circulation modeling of the atmosphere were 
formed. Modeling of the important large-scale roles of sea ice, snow, land processes, and the 
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biosphere has developed since the mid-1960s, and their incorporation in climate models is 
ongoing (Washington and Parkinson 2005). 
One of the most important impacts on society will be changes in regional water 
availability due to climate change. Such hydrologic changes may affect nearly every aspect of 
human well-being, from agricultural productivity and energy use to flood control, municipal and 
industrial water supply, and fish and wildlife management (Chong-yu 1999). An improved 
understanding of the climate system could have substantial impact on the economic well-being 
of the nations of the world. For example, better predictions of future climate states could help in 
the determination of more opportune times for the planting and harvesting of crops and in the 
appropriate warning of possible harm to the environment from various human activities, such as 
deforestation of the landscape and industrial insertion into the Earth’s atmosphere of carbon 
dioxide, trace gases, and human-created aerosols (Washington and Parkinson 2005).  
The Community Climate Model (CCM) was created by the National Center for 
Atmospheric Research (NCAR) in 1983 as a freely available global atmosphere model for use by 
the wider climate research community. The formulation of the CCM has steadily improved over 
the past two decades, computers powerful enough to run the model have become relatively 
inexpensive and widely available, and usage of the model has become widespread in the 
university community, and at some national laboratories (UCAR 2010). Currently, the 
Community Climate System Model (CCSM) is a fully-coupled, global climate model that 
provides state-of-the-art computer simulations of the Earth’s past, present, and future climate 
conditions.  
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Scientists developing CCSM anticipate many important changes in the climate modeling 
enterprise over the next five years, including: (1) increasing computer power that can support 
more elaborate and more sophisticated models and modeling studies, using increased spatial 
resolution and covering longer intervals of simulated time; (2) improved understanding of many 
of the component processes including cloud physics, radiative transfer, atmospheric chemistry, 
aerosol chemistry, boundary-layer processes, polar processes, biogeochemical processes, and the 
interactions of gravity waves with the large-scale circulation of the atmosphere; (3) improved 
understanding of how these component processes interact; (4) improved numerical methods for 
the simulation of geophysical fluid dynamics; and (5) improved observations of the atmosphere 
including major advances in satellite observations (UCAR 2010). 
1.6 Importance of Validating Climatic Datasets 
Questions about the need of data for a specific analysis are among the most difficult to 
answer in statistical practice (Hjorth 1993). When some data already exists, we should ask if 
these data are sufficient, or if much more could be gained by more data (Hjorth 1993). Based on 
validation, some datasets are assumed to be of higher quality than others. Validating climatic 
datasets leads to improved science and policy development. Validation is defined in this research 
as the assessment of dataset quality based on the relationship between one dataset and another. 
For example, a strong relationship should exist between snowpack and streamflow within the 
same basin. The research presented in this dissertation is primarily focused on evaluating the 
strongest relationships (seasonal or annual) between hydrological datasets. 
Obtaining the most accurate information is an essential step for effective decision 
making. Mitigation and adaptation strategies depend on identifying which datasets capture 
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climate variability most accurately and using these datasets for climate and environmental 
applications. If data are not validated, and later proven to be incorrect, it may nullify other claims 
in related scientific fields which could be true and valuable, thus creating unnecessary hurdles 
for all future scientists in the field. 
Instrument calibration is essential for data quality assurance and should be properly used 
when collecting any climatic dataset. Calibration and validation should be assigned the highest 
priority during data collection and analysis. Comparing the temporal relationships observed in 
one dataset to the relationships observed at other sites or other datasets is a common method of 
data validation.  Extreme values (i.e., outliers) that have been validated present a unique problem 
in climatic science. These values may be difficult to model (i.e., predict), but are crucial for 
policy change.  
1.7 Uncertainty 
Current understanding of the impacts of climate change on water resources is 
complicated by uncertainty in both climate projections and the simulation of hydrological 
responses to climate perturbations (Prudhomme et al. 2003). Properly assessing the risk of 
climate change depends on accurately quantifying both projected changes in extreme events and 
the uncertainty behind the projections (Wehner 2010). Uncertainties in model predictions can 
affect how model results are interpreted by scientists, environmental regulators, resource 
managers, and the general public. For this dissertation, uncertainty was defined as both dataset 
quality and model (climate/statistical) predictability. Measurement of a quantity (e.g., streamflow 
or tree-ring widths) contains uncertainty due to the equipment, technique, location, or individual 
in which the data were measured.  While significant variability in data quality occurs from one 
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decade to another, data uncertainty likely decreases over time due to improved data collection 
equipment and validation techniques. 
 Kjellstrom et al. (2011) noted three fundamental uncertainties in our understanding of 
climate change in the 21st century: (1) how will the external forcing of the climate system 
change in the future? (2) how will changes in external forcing factors influence climate? (3) to 
what degree is the future climate change signal masked/amplified by natural variability of the 
climate system? While these as a composite pose significant uncertainty at a global scale, 
regional and local uncertainty is much larger and more critical (Hawkins and Sutton 2009; 
Schiermeier 2010). 
 Significant uncertainties exist in projected precipitation and hence streamflow 
data from climate models, especially at local and regional scales (e.g.  Ghosh et al. 2010; 
Schiermeier 2010). However, projected datasets may be able to capture broad patterns (Bartholy 
and Pongracz 2010; Beyene et al. 2010; Chu and Yu 2010). Although uncertainties exist in 
modeled climate (some in reconstructed data and substantially more in projected data), these 
datasets may need to serve as the basis for policy and decision making and the capability of 
extracting valuable information from them should be evaluated. 
1.8 Research Questions 
The goal of this dissertation was to develop a better understanding of the uncertainties 
associated with remotely sensed data, climate reconstructions, and projected climate. More 
specifically, the research questions addressed in this dissertation are: 
1.  Does the Advanced Microwave Scanning Radiometer (AMSR-E) instrument aboard 
National Aeronautic and Space Administration’s (NASA) Aqua satellite provide a better 
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basin scale hydrologic representation of Snow Water Equivalent (SWE) compared to in 
situ Snowpack Telemetry (SNOTEL) data? 
2.  Can tree-ring chronologies be used to create a feasible and statistically skillful 
precipitation reconstruction in the Tennessee Valley? 
3. How reliable are current Community Climate System Model (CCSM 3.0) streamflow 
projections and can the projections be used to determine future changes in the water-year 
flow regime within the North Platte Basin? 
The major objectives of this dissertation are: 
1. Analyze the similarities and differences between in situ and satellite based snow water 
SWE datasets. Determine the bivariate and multivariate relationships between SNOTEL 
and AMSR-E SWE datasets using correlation, principal components analysis (PCA), and 
singular value decomposition (SVD). Incorporate each SWE dataset into regression-
based streamflow forecasts and determine the accuracy and stability of each forecast 
model. This objective integrated new methods and may assist in the development of 
algorithms to map SWE utilizing the AMSR-E instrument. 
2. Evaluate the dendroclimatic potential of the Tennessee Valley using tree-ring 
chronologies. Identify the most valuable season in the region to reconstruct and use 
regional tree-ring chronologies to create a practical and realistic Tennessee Valley 
precipitation reconstruction. Analyze the long-term hydroclimatic variability in the region 
based on the reconstruction. 
3. Develop a water-year streamflow reconstruction for the North Platte River Basin using 
data collected from tree-ring records on a timescale longer than the instrumental record. 
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Extract projected streamflow data from the Community Land Model (CLM) within 
CCSM 3.0. Evaluate past, present, and future temporal and spatial variability of climate 
systems and how they relate to extreme events (e.g., droughts). 
1.9 Presentation of this Research 
This dissertation is presented in six chapters. Chapter 2 provides a literature review on remote 
sensing, climate reconstructions, and climate modeling as it relates to the research completed 
within this dissertation. Chapter 3 describes the data, methodology, and provides results in 
determining the similarities and differences between in situ (SNOTEL) and remotely sensed 
(AMSR-E) datasets within three basins (North Platte, Upper Green, and Upper Colorado). 
Chapter 4 describes the data, methodology, and provides results for a precipitation reconstruction 
within the Tennessee Valley. Chapter 5 describes the data, methodology, and provides results in 
determining the past, present, and projected hydrologic variability within the North Platte River 
Basin. Conclusions and recommendations are presented at the end of each chapter. The 
appendices include datasets and their sources, tables, and statistical output. 
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Chapter 2  
Literature Review 
2.1 Remote Sensing 
Although AMSR-E datasets are relatively new (i.e., short period of record), there are 
numerous applications these datasets can be used for, and a large amount of research has 
incorporated these data into studies. The value of AMSR-E soil moisture data was shown in 
Bindlish et al. (2009), and flood forecasts were improved with success. The work of Reichle et 
al. (2007) compared AMSR-E and the Scanning Multichannel Microwave Radiometer (SMMR) 
soil moisture datasets. Spatial and temporal resolution of sea surface temperatures (SSTs) using 
AMSR-E data was dramatically improved in Reynolds et al. (2007). The research of Narayan 
and Lakshmi (2008) fused soil moisture estimates from the AMSR-E instrument with backscatter 
data and produced a higher spatial resolution of soil moisture variability. Additional research has 
utilized AMSR-E sea ice data (Cavalieri et al. 2006; Comiso and Steffen 2008) and moderate 
resolution imaging spectroradiometer (MODIS) data (King et al. 1992; Zarco-Tejeda et al. 
2003). 
Andreadis and Lettenmaier (2006) evaluated the performance of an ensemble Kalman 
filter (EnKF) method that assimilated satellite snow cover extent and SWE data into the variable 
infiltration capacity (VIC) land surface model. The EnKF method is easy to implement, very 
robust and computationally efficient, making it well suited for operational assimilation of real-
time observations (Keppenne 2000). To evaluate the performance of the EnKF, Andreadis and 
Lettenmaier (2006) used two surface datasets of SWE and snow depth, the SNOTEL dataset and 
the NOAA Cooperative Observation station network. Their results concluded that during snow 
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accumulation, the EnKF assimilation had the smallest impact. On the other hand, during the 
snowmelt season when snow coverage was partial, the filter innovations were large enough to 
reduce the ensemble spread and constrain its replicates closer to the observations. Lastly, they 
concluded that their study was a preliminary analysis of AMSR-E SWE assimilation, and a better 
quantification of the observation uncertainty will be necessary. 
Durand and Margulis (2007) also used an EnKF to correct errors in SWE estimates in 
AMSR-E data within Colorado. By merging remote sensing observations with estimates from a 
land surface model, the accuracy of SWE was characterized. First-order sources of model 
uncertainty, including error in precipitation quantity, grain size evolution, precipitation spatial 
distribution, and vegetation leaf area index were modeled. Information about the SWE was 
extracted from spatially coarse brightness temperatures, and an underestimated SWE estimate 
was corrected. The true basin wide SWE was successfully recovered within a root-mean-square 
error (RMSE) of approximately 2 cm. 
2.2 Applications of Tree Rings in Climate Reconstructions 
Annual tree-ring data are uniquely suited for high-resolution climate reconstructions and 
have been widely used to reconstruct climatic conditions and atmospheric oscillations. Given the 
great age and extensive spatial coverage of tree-ring chronologies in the temperate latitudes of 
the Northern Hemisphere, tree rings can provide one of the best sources of information on 
natural climate fluctuations to measure the anticipated climate changes of the future (Stockton et 
al. 1985; Stahle and Cleaveland 1992).Valuable reconstructions have been published in many 
scientific fields including: 
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Drought: Girardin et al. (2006); Cook et al. (2007); D’Arrigo et al. (2008)  
 
Climate Indices: Cook et al. (2002); Gray et al. (2004); Braganza et al. (2009)  
 
Precipitation: Stahle and Cleaveland (1994); Grissino-Mayer (1996); Dettinger et al. (1998) 
   
Streamflow: Meko et al. (2007); Watson et al. (2009); Barnett et al. (2010) 
 
Temperature: Wiles et al. (1998); Yadav et al. (1999); Cook et al. (2000)  
 
 
Most of these studies were conducted in the western U.S. and provide important baseline 
information for evaluating current trends in climate and for placing possible future changes 
within a historical context. Although misconceptions still exist regarding the applicability of 
dendroclimatology in the Southeast, several studies (Puckett 1981; Phipps et al. 1983; Tainter et 
al. 1984) have utilized tree rings from species found in the southeastern U.S. to investigate the 
relationships between climate and tree-growth. 
2.2 Dendroclimatology in the Southeastern United States 
Blasing et al. (1981) completed the first precipitation reconstruction study in the 
Tennessee Valley. Their research found that regionally averaged precipitation data provided 
more satisfactory results for a regional dendroclimatic study compared to utilizing single-station 
data. They concluded that precipitation data at any single station may represent differences 
between the microclimatic of the weather instruments and that of the tree site, while the average 
climatic record of several stations over a large area is representative of regional climatic 
conditions, and does not reflect localized phenomena which may be characteristic of the climatic 
record at a single station. Furthermore, moisture sensitive trees were found to have a relationship 
with May–June precipitation in the region. Blasing et al. (1981) serves as an important reference 
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for the presented research, and updating their reconstruction to include multiple tree-ring data 
sets across a wider geographic range will provide valuable graphical and statistical information 
about regional climatic drivers and patterns. 
Using seven tree-chronologies, Phipps (1983) reconstructed Occoquan River streamflow 
in Virginia. The study attempted to create reconstructed flow for the months of April through 
August. Based on validation statistics, Phipps (1983) concluded that the reconstructions for June, 
July, and August were stronger and more stable than those for April and May. Phipps (1983) 
noted that no other reports existed in the literature describing reconstructions of streamflow from 
tree rings in eastern North America although correlations had been noticed in Hawley (1937) and 
Phipps (1972). However, Phipps did not sense that this was because such studies were 
impossible or too complex, but was rather an indication of how little tree-ring work had been 
done in the eastern U.S at the time. 
Tainter et al. (1984) used dendrochronology to investigate red oak species decline at four 
sites. Within the western North Carolina Nantahala Mountains, they collected two samples for 
each of the 24 trees they located. After measuring the widths of the earlywood and latewood, 
they used linear regression to analyze climatic variables which may have some influence on 
regional ring-width growth. They concluded that February temperatures had the most significant 
effect on the decline of oak species in the region. Although the purpose of Tainter et al. (1984) 
was not to create a climatic reconstruction, they showed the applicability of using tree-rings to 
investigate possible climatic reasons for the decline of oak species within the Nantahala 
Mountains of North Carolina. 
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The research of Stahle and Cleaveland in the early 1990s created five new bald cypress 
tree-ring chronologies within the southeastern U.S. The chronologies were from relatively 
undisturbed forests in North Carolina, South Carolina, and Georgia. Stahle and Cleaveland 
(1992) noted that excessively wet swamps are not the type of forests expected to produce 
rainfall-sensitive tree-ring chronologies. Strong moisture signals are normally found in trees 
from well-drained sites where drought-induced reductions in available soil moisture strongly 
inhibit tree growth (Douglass 1941; Fritts 1976). Stahle and Cleaveland (1992) concluded that 
generalizations regarding the interactions between the climate response of trees within a habitat 
can be entirely species dependent. The strongest correlations were observed from April–June in 
North Carolina, and from March–June in South Carolina and Georgia. Their 1,000 year spring-
summer precipitation reconstructions were found to replicate most of the decadal to multidecadal 
variability apparent in the available instrumental rainfall data within the southeastern U.S. 
Grissino-Mayer and Butler (1993) developed a tree-ring index chronology from shortleaf 
pine growing in north-central Georgia and investigated the pine/growth relationship using 
correlation, response function analyses, and multiple regression techniques. They found that 
shortleaf pine had a significant positive response to above-normal precipitation and a significant 
negative response to above-normal temperature during the current growing season, especially 
from May to July. 
Wight and Grissino-Mayer (2004) examined tree rings from cross-sections of shortleaf 
pine timbers extracted from a house in Georgia to determine the probable construction year for 
the house and to help assess its possible historical significance. They found no cluster of 
outermost rings to support the reported construction date of 1851, and the outermost rings on 13 
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of the 16 samples dated before 1851. Their new chronology may aid further dating of wood from 
archaeological sites and historical structures, and they established an initial data set that could 
eventually provide new insights about the past climate of northern Georgia.  
Henderson and Grissino-Mayer (2009) developed new longleaf pine tree-ring 
chronologies at three sites in the Southeastern Coast Plain and examined the climate-growth 
relationships for this tree species. They found that Palmer drought severity index and Palmer 
hydrological drought index had the highest correlation with longleaf pine growth, and the 
strongest relationships occurred between July and November. Additionally, they found that 
precipitation in the spring and summer was positively related to growth at all sites. 
White et al. (2011) investigated the climatic sensitivity of oak species across a wide 
elevation range in the southern Appalachian Mountains. They found that the climate signal 
increased in duration from high to low elevational and latitude gradients, indicating a strong 
moisture-preconditioning signal during the previous fall at the lowest elevation site.  
2.3 Climate Modeling 
The number of publications in the climate modeling community has increased 
exponentially over the past half century. Additionally, upwards of 400 CCSM studies have been 
published in the last decade. Due to the number of global climate models and number of 
publications related to each model, it is nearly impossible to keep up to date with climate 
modeling literature. For these reasons, I have only included literature reviewed and published on 
projected runoff/streamflow climate modeling because that is the premises of my dissertation. 
Hydrologic models are an important tool in studying the effect of climate variability and 
change on water resources by simulating the streamflow associated with climate scenarios 
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(Salathe 2003). Branstetter and Erickson (2003) analyzed the river transport model (RTM) 
implementation in CCSM2. Their study compared results of a 350-year CCSM2 control 
simulation with observed river flow data. Monthly hydrographs as well as the interannual 
variability of the discharge from a control simulation were compared to climatological averages 
of observed streamgage data for 19 rivers that have been rigorously observed with regard to the 
magnitude and time of discharge. The results from their study show that in 50% of the cases, the 
simulations were within 25% of observed values, but in 20% of the cases the simulated values 
are more than twice the value of the observations and the most striking difference between the 
CCSM2 model run and the observations is that there is very little seasonality in the observations. 
A clear result from their analysis is the criticality of the hydrologic cycle in climate simulations 
and that freshwater fluxes are central to future climate predictions. 
Maurer and Duffy (2004) focused on the vulnerability of California streamflow based on 
projected climate change impacts. Bias corrected temperature and precipitation projections from 
10 GCMs were downscaled. Using a forced hydrologic model with the downscaled GCM data, 
streamflow was generated at strategic points across California. They discovered that while 
different models predict significantly different regional climate responses, the hydrological 
responses were robust across the GCMs. Maurer and Duffy (2004) concluded that summer low 
flows are projected to decrease, winter flows are projected to increase, and the flow is projected 
to shift to earlier in the year. Lastly, summer flow decreases became more consistent across 
models at lower levels of greenhouse gases than increases in winter flows did. 
Chang and Jung (2010) estimated the potential changes in annual and seasonal runoff and 
the associated uncertainty of the Willamette River basin in Oregon for the 2040s and 2080s. 
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Using the USGS Precipitation-Runoff Modeling System (PRMS) and a combination of eight 
general circulation models, their study examined projected streamflow variability, trends, and 
runoff timing. One main finding of their study concluded that the timing of runoff is projected to 
occur earlier in the water year. They additionally found that snowmelt-dominated basins exhibit 
large reductions in summer flow in response to increased temperature, while rainfall-dominated 
basins show large increases in winter flow in response to precipitation change. Lastly, their 
analysis showed that runoff projections are highly variable and depend on which GCMs and 
emission scenarios are used. 
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Chapter 3  
A Comparison of SNOTEL and AMSR-E Snow Water Equivalent  
Datasets in Western U.S. Watersheds 
Moser, C.L., Tootle, G.A., Oubeidillah, A.A., and Lakshmi, V. 2011. A Comparison of SNOTEL 
and AMSR-E Snow Water Equivalent Datasets in Western U.S. Watersheds. International 
Journal of Remote Sensing. In Press. 
3.1 Introduction 
Snowpack in mountainous regions of the western U.S. provide 50–80% of the water 
supply in the region (Natural Resources Conservation Service 2006). Because of this fact, the 
West is being affected by a changed climate more than any other part of the U.S., outside Alaska 
(Natural Resources Defense Council 2008). Warmer temperatures have major impacts on 
snowpack in the region. Increased temperatures cause more precipitation in the form of rain, 
rather than snow. A decrease in snowpack affects downstream users who expect water in the 
demand season (April–July). This snowpack acts as a freshwater reservoir and is a critical 
component for summer water supply in arid and semi-arid downstream regions.  
Snow Water Equivalent (SWE) is the amount of water contained within a snowpack. It is 
the equivalent depth of water that would result if the entire snowpack was melted 
instantaneously. SWE data are important for an array of reasons; streamflow forecasts along with 
flood and drought analysis are important uses of SWE datasets. Accurate measurements of this 
snowpack are vital in understanding the hydrologic variability in the western United States. 
Effective management of limited water supplies is a critical component of the sustainability of 
populations throughout the western U.S. (Pagano et al. 2004). 
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Historically, SWE datasets have been collected for over a century. SWE was first 
measured manually using a snow course. A snow course is a permanent site where manual 
measurements of snow depth and SWE are taken by trained observers. Generally, the courses 
were approximately 300 meters long and situated in small meadows protected from the wind. 
Technological advances have allowed the National Resource Conservation Service (NRCS) to 
use SNOwpack TELemetry (SNOTEL) sites. The NRCS currently operates and maintains over 
750 automated SNOTEL stations in 13 western states. SNOTEL uses meteor burst technology, 
therefore the data as well as related reports and forecasts can be made available in near real-time. 
SNOTEL sites are generally located in remote watersheds and provide SWE data via a pressure-
sensing snow pillow. Additionally, SNOTEL sites have a storage precipitation gage, air 
temperature sensor, and can accommodate 64 channels of data and will accept analog, parallel, 
or serial digital sensors (NRCS 2006). The snow pillow device is coupled with a pressure 
transducer to measure snow water content. Before being placed into a database, an initial 
screening process is performed to investigate potential data errors. The area covered by SNOTEL 
was estimated at over two million square kilometers when the project was launched (Barton and 
Burke 1977). 
The advanced microwave scanning radiometer – earth observing system (AMSR-E) 
instrument aboard NASA’s Aqua satellite was launched in May of 2002. The AMSR-E 
instrument measures land, oceanic, and atmospheric parameters for the investigation of global 
and water energy cycles. The AMSR-E operational snow mapping algorithm uses an empirical 
relationship to estimate SWE from surface brightness temperature (Chang et al. 1987). The 
microwave brightness temperature emitted from a snow cover is related to the snow mass which 
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can be represented by the combined snow density and depth (Kelly et al. 2003). Development of 
the microwave snow depth and snow water equivalent algorithm is based on experiences gained 
using the Nimbus-7 Scanning Multichannel Microwave Radiometer (SMMR) and Defense 
Meteorological Satellite Program (DMSP) Special Sensor Microwave/Imager (SSM/I) data. 
Snow crystals are effective scatterers of microwave radiation. When microwave radiation passes 
through the snowpack, its intensity is modified by the snow crystals (Chang and Rango 2000). In 
general, the larger the SWE value, the more snow crystals are available to scatter microwave 
energy away from the sensor. The intensity of microwave radiation emitted from a snowpack 
depends on the physical temperature, grain size, density and the underlying surface conditions of 
the snowpack (Chang and Rango 2000). Challenges involved with snow cover retrieval 
algorithms include forest density, liquid precipitation, and complex topography. Chang and 
Rango (2000) provide additional information about remotely sensed snow extent, depth, and 
water equivalent.  
A comparison of in situ SWE with satellite based SWE is the first step in determining the 
similarities and differences between the datasets. Three outcomes are possible: (1) the datasets 
are closely related, (2) the datasets have little similarity or, (3) the datasets are inconsistent. If 
satellite-based SWE is closely related to in situ SWE, steps can be taken to incorporate satellite 
data in streamflow, flood, and drought forecasts and analyses. Additionally, and if required, new 
land based climate stations can be effectively positioned based on conclusive results from 
satellite data. However, if the datasets have little similarity between them, the reliability and 
consistency of both datasets comes into question, particularly satellite data. Finally, the datasets 
may be inconsistent (e.g., highly related in one region and unrelated in another region). This is 
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possible because both datasets have instrumentation and measurement limitations, and the 
topography as well as the climate variability of the region may limit the accuracy of SWE 
measurements. 
There are advantages and disadvantages associated with each dataset. Snow 
metamorphism, forest cover, liquid precipitation, and complex landscapes all affect the 
microwave emission characteristics making it difficult to accurately extract values of snow 
properties with satellite instrumentation (Andreadis and Lettenmaier 2006). However, these 
factors are much less of an issue with land-based stations. Satellite data provide global coverage, 
while in situ stations only provide point coverage. Installation, operation, and maintenance of 
land-based sensors are costly, but it is also expensive to deploy satellites with advanced 
instrumentation. Both land-based and satellite-based data are gathered and published in near-real 
time. This assists water supply forecasters and managers in making timely decisions for efficient 
allocation of water. Between the two products, there is a significant difference in the period of 
record in which data has been collected (i.e., launch date). Digital land-based sensors that 
measure SWE were first installed around 1980; instruments aboard satellites that measure SWE 
were launched as early as 2002. 
Although AMSR-E datasets are relatively new (i.e., short period of record), numerous 
applications exist for these datasets, and a large amount of research has incorporated these data 
into studies. The value of AMSR-E soil moisture data was shown in Bindlish et al. (2009), and 
flood forecasts were improved with success. The work of Reichle et al. (2007) compared AMSR-
E and the Scanning Multichannel Microwave Radiometer (SMMR) soil moisture datasets. 
Spatial and temporal resolution of sea surface temperatures (SSTs) using AMSR-E data was 
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dramatically improved in Reynolds et al. (2007). The research of Narayan and Lakshmi (2008) 
fused soil moisture estimates from the AMSR-E instrument with backscatter data and produced a 
higher spatial resolution of soil moisture variability. Additional research has utilized AMSR-E 
sea ice data (Cavalieri et al. 2006; Comiso and Steffen 2008) and moderate resolution imaging 
spectroradiometer (MODIS) data (King et al. 1992; Zarco-Tejeda et al. 2003). 
The objective and contribution of this chapter was to compare land based SWE point data 
and satellite based SWE spatial data within the western United States. This provided 
comprehensive and valuable information about the validity of each dataset. While satellite 
products have been compared to other satellite products, few studies have been carried out 
comparing satellite observations with land-based SNOTEL data. This is most likely attributed to 
the lack of an intense spatial coverage of SNOTEL sites given the resolution of satellite data 
(i.e., there is generally one SNOTEL gauge in a grid of 25 km
2
). While this is a 
challenge/limitation, there is an interest in comparing both the spatial and temporal variability 
and the magnitude of satellite data to in situ data. Surface observations, such as snow courses and 
automated in situ measurement devices like snow pillows are unable to capture fully the 
considerable spatial and temporal variability in snow properties over large areas (Andreadis and 
Lettenmaier 2006). Ultimately, one would hypothesize that the use of satellite generated spatial 
SWE data will result in an improved representation of basin wide hydrology compared to in situ 
data. The incorporation of satellite data in hydrologic-based forecasts is a natural next step as 
displayed in the movement from snow course (manually measured snowpack data) to SNOTEL 
(snowpack data provided by remote sensors). Research and analysis of global hydrology may be 
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based strictly on satellite data in the near future. This would increase the efficiency as well as 
decrease the costs of collecting hydro climatic data. 
3.2 Watershed Descriptions 
Three critical western U.S. watersheds that receive extensive snowfall are included 
within the scope of this chapter (Figure 3-1). Basins include the North Platte, Upper Green, and 
Upper Colorado. The headwaters of the North Platte River are located in northern Colorado. The 
watershed is bound on all sides by mountain ranges: the Rawah and Never Summer ranges to the 
east, Rabbit Ears range to the south, and Park Range to the west (Daniels 2007). From northern 
Colorado, the North Platte River continues north into Wyoming, and then flows east into 
Nebraska. Understanding the hydrology of the North Platte River headwaters is critically 
important for water resource planning in the Rocky Mountains and Great Plains regions (Daniels 
2007). 
The Upper Green River originates in western Wyoming and is the primary tributary of 
the Colorado River. The headwaters begin in the Wind River Mountains. From Wyoming, the 
Green River flows south into Utah and Colorado, where it flows into the Colorado River. The 
Upper Colorado River Basin originates in the mountains of central Colorado. The Colorado 
River flows south into Nevada and Arizona. The Colorado River is the major source of water for 
the driest part of the country. Upwards of 30 million Americans across seven states now depend 
on it for agricultural, municipal, industrial, and hydroelectric needs – and the basin is among the 
fastest growing areas in the country (NRDC 2008). 
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Figure 3-1: Location map showing the 3 regions investigated and all data used (SNOTEL stations, AMSR-E 
grid cells, and streamflow stations). 
 
3.3 Data 
3.3.1 SNOTEL 
Four states containing 84 SNOTEL sites were used in this study (Figure 3-1). The 
distribution was as follows: Wyoming (36), Colorado (35), Idaho (7), and Utah (6). Snowpack on 
the first day of the month (January–April) from 2003–2008 was used. SWE on the first day of 
April is a good indicator of the water content in the maximum seasonal snowpack and for the 
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water supply for coming months (Woodhouse 2003) and is the primary value of SWE used in 
this study. 
3.3.2. AMSR-E 
AMSR-E data are mapped globally onto 25 km
2
 Equal-Area Scalable Earth (EASE) 
Grids. Additional information about the EASE grid system is located in Brodzik and Knowles 
(2002). This study breaks the gridded data down further into 0.25° longitude by 0.25° latitude 
cells (Figure 3-1). Available AMSR-E SWE datasets include: daily, 5-day maximum and 
monthly average.  The five-day maximum SWE value nearest the first of the month (January–
April) from Kelly et al. (2004) was used in this research. It should be noted that AMSR-E data 
experiences numerous validation stages. Datasets used within this work were in the transitional 
validation stage. The transitional validation stage is the period between the beta and the validated 
stages. 
3.3.3 USGS Streamflow 
Within the U.S., the United States Geological Survey (USGS) collects surface-water data 
that describe stream levels, streamflow (discharge), reservoir and lake levels, surface-water 
quality, and rainfall. Automatic recorders and manual measurements collect data. Slack et al. 
(1993) identified a Hydro-Climatic Data Network (HCDN) of stream gages as being relatively 
free of significant human influences and, therefore, appropriate for climate studies. Streamflow 
measurements from eight of these gages (Table 3-1) (Figure 3-1) were incorporated in this study. 
The average streamflow in the region for the months of April–July (AMJJ) from 2003 to 2008 is 
the value of interest that water managers are most interested in, and was used in this study. 
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Table 3-1: Streamflow sites included in the study. North Platte (2), Upper Green (3) and Upper Colorado (3). 
Station ID Stream Basin 
Drainage Area 
(km
2
) 
Elevation 
(m) Symbol 
06620000 North Platte NP 3,706 2,381 Q1 
06635000 Medicine Bow NP 6,055 1,955 Q2 
09188500 Green UG 1,212 2,276 Q3 
09196500 Pine Creek UG 196 2,271 Q4 
09223000 Hams Fork UG 332 2,272 Q5 
09239500 Yampa UC 1,471 2,041 Q6 
09251000 Yampa UC 8,832 1,798 Q7 
09304500 White UC 1,955 1,920 Q8 
 
 
3.4 Methods 
Several methods are typically used to determine the relationship between two spatial-
temporal arrays of data such as climate variability (e.g., snowpack) and streamflow. Common 
methods include correlation analysis, principal components analysis (PCA), and singular value 
decomposition (SVD) (Soukup et al. 2009). Past research has applied an Ensemble Kalman 
Filter (EnKF) (e.g., Andreadis and Lettenmaier 2006; Durand and Margulis 2007) to correct (i.e., 
recover) the AMSR-E SWE data. The work presented did not try to correct the AMSR-E data; it 
only applied bivariate (correlation) and an array of multivariate (PCA and SVD) approaches to 
analyze the raw AMSR-E SWE data in comparison to an in situ dataset. A preliminary analysis 
on the AMSR-E SWE dataset is provided in Andreadis and Lettenmaier (2006). The presented 
work provides a more in depth investigation on the validity of the AMSR-E snowpack product. 
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3.4.1 Principal Components Analysis 
Principal Components Analysis (PCA) is an important tool for identifying patterns in a 
multivariate dataset (Syed et al. 2004). PCA is a widely used technique in meteorology and 
climatology and can be used to reduce the size of datasets without losing information (Baeriswyl 
and Rebetez 1997). PCA is a statistical technique that restructures a set of intercorrelated 
variables into an equal number of uncorrelated variables. Each new variable (principal 
component) is a different linear combination of the original variables and there are no problems 
with multicollinearity. Figure 3-2 illustrates the necessary steps involved in performing PCA. 
 
 
 
Figure 3-2: Flowchart illustrating the steps involved in PCA. 
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PCA using a varimax rotation procedure was applied in this study to determine regions in 
which both datasets may behave similarly. Use of a varimax rotation results in easier 
interpretation of the principal component factor loadings, and a similar technique was applied in 
(Timilsena and Piechota 2008). Based on the results of the loading matrix, the SNOTEL and 
AMSR-E sites that are highly correlated with the particular principal components can be 
identified. The relevance of PCA for the current analysis was mainly due to two reasons: (1) it 
can represent the variance of a scalar field with comparatively few independent coefficients, and 
(2) it can remove redundant variables in a multivariate data set. PCA has been extensively used 
in meteorological studies toward the establishment of the patterns, trends, and modes of 
interannual to interdecadal variability in geophysical fields (Kidson 1975; Horrel 1981; 
Kawamura 1994; Widmann and Schar 1997; Sengupta and Boyle 1998; Basalirwa 1999). 
The PCA method was applied to each snowpack dataset separately (i.e, the PCA method 
was performed on the 84 SNOTEL sites, and then applied to the 84 AMSR-E sites). The time 
period investigated was the first day of April, 2003–2008. Retained factor loadings were 
investigated to identify regional patterns where SNOTEL sites and AMSR-E grid cells agree or 
differ. Factor loadings are on a scale of -1.0 to 1.0; higher values (positive or negative) signify 
factor representation. Loadings greater than +0.90 and less than -0.90 were retained in this 
research. It was hypothesized that similar SWE patterns between the datasets would be 
discovered based on a regional scale. 
3.4.2 Singular Value Decomposition 
Singular Value Decomposition (SVD) was utilized to link both SWE datasets with 
streamflow in the region. It is widely known that snowpack is the primary driver streamflow in 
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the western U.S. Figure 3-3 shows the relationship between April 1
st
 snowpack and streamflow 
in the Upper Green Basin. A single SNOTEL station and corresponding AMSR-E grid cell are 
plotted against streamflow (Q3) from 2003–2008. All plotted values are standardized. Similar 
relationships are found in the North Platte and Upper Colorado basins. 
 
 
 
Figure 3-3: April-May-June-July Streamflow vs. April 01 Snowpack (2003–2008).Standardized SWE from a 
single SNOTEL station and its corresponding AMSR-E grid cell are plotted against standardized streamflow 
(Q3). 
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SVD is a powerful statistical tool for identifying coupled relationships between two, 
spatial-temporal fields (Tootle et al. 2008). Bretherton et al. (1992) evaluated several statistical 
methods and concluded SVD was simple to perform and preferable for general use. Wallace et 
al. (1992) determined that SVD isolates the most important modes of variability. SVD is a 
widely used statistical approach to identify relationships between sea surface temperatures 
(SSTs) and hydroclimatic patterns (e.g., Uvo et al. 1998; Wang and Ting 2000; Rajagopalan et 
al. 2000; Shabbar and Skinner 2004). While Bretherton et al. (1992) provides a detailed 
discussion of the theory of SVD, a brief description of SVD, as applied in the current research is 
shown in Figure 3-4. 
 
 
Figure 3-4: Flowchart illustrating the steps involved in SVD. 
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In this study, the data were broken down into two geographic regions (northwest and 
southeast) and SVD between snowpack and streamflow was performed separately in each region. 
The northwest region contained the Upper Green River Basin. The North Platte and Upper 
Colorado River Basins were within the southeast region. The northwest region contained 38 
SNOTEL stations and their corresponding AMSR-E grid cells. Three streamflow stations (Q3, 
Q4, and Q5) were also located in the northwest region (Figure 3-1). The southeast contained the 
remaining 46 SNOTEL/AMSR-E sites along with Q1, Q2, Q6, Q7, and Q8. Similarly to Uvo et 
al. (1998), Rajagopalan et al. (2000), and Soukup et al. (2009), a significance level of 90% was 
used. 
3.4.3 Application – Streamflow Forecasting 
The objective of streamflow forecasting is to accurately predict the volume of water 
during high demand season (i.e., April–July in this region). Accurate forecasts of seasonal 
streamflow volumes assist a broad array of natural resource decision makers, and Water Supply 
Outlooks (WSOs) are currently issued jointly by the National Resource Conservation Service 
(NRCS 2006), the National Weather Service (NWS), and local cooperating agencies (Pagano et 
al. 2004). 
Three USGS streamflow stations were forecasted in this study: Q1 in the North Platte 
River Basin, Q4 in the Upper Green River Basin, and Q8 in the Upper Colorado River Basin. 
Two predictor screening steps were performed to find appropriate predictors. First, SNOTEL 
stations and AMSR-E cells that were ≥95% significant (n = 6, r = 0.81) with streamflow in the 
region were determined.  Additionally, a search radius was applied. While Dressler et al. (2006) 
used a 200 kilometre (km) radius, climate variability that influences streamflow in the region 
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was estimated to be approximately 100 km (Figure 3-1). Therefore, all SNOTEL stations and 
AMSR-E grid cells which were at least 95% significant and within a 100 km radius of the 
streamflow station being forecasted were used as initial predictors in each forecast model. 
NRCS forecasters rely on a statistical principal component regression technique to 
predict future streamflow using information about current SWE, precipitation, base flow, and 
climate indices (Garen 1992). The NWS is increasingly engaged in dynamic simulations of 
streamflow by initializing a conceptual hydrologic model with current soil moisture and 
snowpack conditions (Day 1985). The presented work only incorporated SWE from the two data 
sources being investigated (SNOTEL and AMSR-E) as predictors for comparison purposes.  
The most satisfactory and statistically rigorous way to deal with intercorrelation is the use 
of principal components regression (Garen 1992), and it was the method used to forecast 
streamflow in this study. Garen’s 1992 method for selecting the principal components to include 
into the forecast model is followed and applied in this research.  The method Garen follows is a 
three step process: (1) components are added to the model one at a time in sequence, beginning 
with the one having the largest eigenvalue and progressing in order of decreasing eigenvalue; (2) 
when the first component with a nonsignificant regression coefficient is found, the components 
retained are the ones in sequence up to, but not including, the nonsignificant one and; (3) 
regression coefficients must have the same algebraic sign as their correlations with the dependant 
variable. A significance level of p ≤ 0.05 was used. 
Forecast validation and verification statistics calculated included R
2
, R
2
-adjusted, R
2
-
predicted, PRESS, and the Durbin-Watson statistic. R
2
 measures the proportion of variation in 
the response that is accounted for by the predictor variables; a higher R
2
 indicates a better fit of 
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the model to the data. The R
2
-adjusted statistic has an adjustment that prevents the model from 
appearing better simply due to adding marginally important predictor terms. The Durbin-Watson 
statistic was used to check for autocorrelation in residuals. 
Forecast accuracy of each model (SNOTEL vs. AMSR-E) was evaluated using the R
2
 – 
predicted (R
2
pred) statistic. R
2
pred is calculated from the Predicted REsidual Sums of Squares 
(PRESS) statistic. PRESS is based upon a leave-one-out cross-validation in which a single year 
or observation is removed when fitting the model. As a result, the prediction errors are 
independent of the predicted value at the removed observation (Garen 1992). For selecting a 
model when the primary interest is in prediction, the model with the smaller PRESS (higher 
R
2
pred) is preferable (Montgomery et al. 2006). The idea is that if an area has poor spatial 
coverage of SNOTEL/weather stations, AMSR-E SWE data collected from satellites may help 
improve overall forecast accuracy. For the research purposes of this study (i.e., the comparison 
of two datasets), regions were chosen that had intensive coverage of land-based stations. When 
an area does not have this luxury, the use of satellite data to forecast streamflow presents an 
alternative option in identifying important predictor variables. 
3.5 Results 
3.5.1 Bivariate Statistics 
Correlation (r) values between SNOTEL SWE recorded on the ground and AMSR-E 
SWE recorded by satellite were determined to analyze the differences between the SWE datasets. 
This was accomplished by finding the AMSR-E grid cell that encompassed each SNOTEL 
station. Similar to the multivariate approach applied, a 90% significance level was selected. This 
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step investigated the bivariate similarities and differences of each dataset. Furthermore, sites 
found to be significant were investigated in more depth (i.e., elevation) to determine possible 
reasons for similarities or differences between datasets. 
Correlation analysis resulted in only 11 of the 84 (13%) SNOTEL sites being significant 
with its corresponding AMSR-E SWE grid cell at 90% on the first of April from 2003–2008. The 
average elevation of all 84 SNOTEL sites used was 2,737 meters. In the 11 cases that had 90% 
significance, the average elevation was 2,471 (m), while the remaining 73 SNOTEL sites had an 
average elevation of 2,777 (m). Also, there were no significant sites located above 3,048 meters 
(10,000 feet) while 18 were present in the overall sample. These results concluded that elevation 
has an effect on satellite obtained SWE from the AMSR-E instrument and confirmed the findings 
of Andreadis and Lettenmaier (2006). At higher elevations, snow accumulation patterns are 
different and the AMSR-E instrument has increased difficulty in capturing snowpack across 
complex terrains that contain large variations in elevation. Distribution of significant sites based 
on elevation is presented in Table 3-2. 
Table 3-2: Distribution of significant (90%) AMSR-E grid cells with a focus on different elevation ranges. 
Results are based on correlation analysis. The AMSR-E instrument captures snowpack more accurately in 
low elevation regions compared to high elevation regions. 
Elevation Range 
(m) 
Total # of AMSR-E 
Sites 
# of Significant AMSR-E 
Sites % 
2,000–2,200 5 2 40.0 
2,200–2,400 9 3 33.3 
2,400–2,600 15 2 13.3 
2,600–2,800 18 2 11.1 
2,800–3,000 19 2 10.5 
3,000+ 18 0 0 
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Table 3-3 provides first of the month (01 January – 01 April from 2003–2008) time series 
statistics for the three regions investigated in this study. While the North Platte region contained 
the highest recorded SNOTEL values for all months, the highest recorded AMSR-E SWE values 
were within the Upper Green region. Snowpack standard deviation (i.e., variability) was lowest 
for all months in the Upper Colorado basin. The R
2
 statistic was calculated between datasets for 
the time series described above to detect if both datasets contained similar snowpack patterns. 
Based on the R
2
 values, the region in which both snowpack datasets were most consistent was 
the Upper Green, while the least consistent snowpack region was the North Platte. It was 
suspected that the North Platte region SWE values may be inconsistent because it receives 
considerably more snowfall (i.e., based on SNOTEL) compared to the other 2 regions and that 
this “deeper” snowpack may have caused problems for the AMSR-E instrument. However, this 
was not the case because R
2
 values late in the snowpack season (March and April) were greater 
than early season R
2
 values. Furthermore, for the months of January and February, R
2
 values 
were smaller across all three of the regions compared with March and April. This result was 
unexpected (i.e., the opposite was expected) because it was hypothesized that the AMSR-E 
instrument would be better at capturing an earlier snowpack (Andreadis and Lettenmaier 2006) 
compared to snowpack that has accumulated throughout the season. 
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Table 3-3: Time series breakdown comparing first of the month (01 January–01April) bivariate statistics 
between SNOTEL and AMSR-E datasets in the 3 regions from 2003–2008. 
2003–2008 (units mm) SNOTEL AMSR-E SNOTEL AMSR-E SNOTEL AMSR-E SNOTEL AMSR-E 
North Platte Region Jan Feb Mar Apr 
Average 247 44 347 67 454 82 541 71 
Standard Deviation 112 17 156 24 186 34 230 41 
R2 0.19 0.14 0.40 0.31 
Upper Green Region                 
Average 188 48 279 70 360 86 419 85 
Standard Deviation 87 20 137 26 165 34 210 57 
R2 0.29 0.30 0.33 0.37 
Upper Colorado Region                 
Average  183 44 259 61 341 70 403 68 
Standard Deviation 75 15 103 23 126 28 165 38 
R2 0.18 0.34 0.33 0.31 
 
 
The complex terrain of the region may provide a possible explanation for this unexpected 
outcome.  Snow has accumulated later in the snowpack season creating smoother underlying 
topography and a more consistent snowpack. This may have resulted in fewer problems for the 
AMSR-E instrument to more accurately capture the snow water equivalent within the snowpack. 
Results suggest that the AMSR-E instrument may experience problems when attempting to 
capture an early snowpack due to the reflectivity characteristics of the snow particles while 
SNOTEL does not have this setback. Consequently, the SWE products had higher agreement 
during the later snowpack season in this region. Additionally, this unexpected result was likely 
due to the low quality of the AMSR-E product and the current algorithm being used to estimate 
SWE. This is substantiated later in this chapter with regards to magnitude differences between 
AMSR-E and SNOTEL (see section 6.0). This will most likely be corrected and improved with 
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the continuing development of the AMSR-E SWE algorithm. Nonetheless, these statistics 
provide valuable information about the reliability of the AMSR-E dataset. 
3.5.2 Principal Components Analysis 
Two regions were identified in which both datasets behaved similarly (Figure 3-5). 
Region 1 was in the Upper Snake/Upper Green River Basins. The first principal component 
factor (Region 1) retained 17 SNOTEL sites and five AMSR-E grid cells. Eight significant 
SNOTEL sites identified were within significant AMSR-E cells. Three of the 17 SNOTEL sites 
retained in factor one showed up outside of the region (i.e., anomalies). There was also one 
AMSR-E grid cell anomaly located outside of Region 1. One reason deviations from the trend 
may have occurred was because each principal component explained the maximum possible 
variance in the sample. Retaining factor loadings greater than the chosen value (i.e., 0.90) would 
have resulted in fewer anomalies while a decrease in the cutoff value to retain for factor loadings 
would have resulted in more anomalies. 
Region 2 was in the Upper Colorado/North Platte River Basins. The second principal 
component factor (Region 2) retained seven SNOTEL sites and 12 AMSR-E grid cells. Three 
significant SNOTEL sites identified were within a significant AMSR-E cell. Anomalies were not 
present in Region 2; however, the spread of AMSR-E grid cells in Region 2 was greater than that 
of SNOTEL sites. This suggested that AMSR-E SWE data had more inconsistency compared to 
SNOTEL sites in the Upper Colorado/North Platte region. The datasets agreed more in Region 1 
than in Region 2 as shown by the number of AMSR-E grid cells that encompassed SNOTEL 
sites (Figure 3-5). Factor loading three contained only one significant SNOTEL site and three 
AMSR-E grid cells, and was not considered further. 
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Figure 3-5: PCA regions map. SNOTEL stations and AMSR-E grid cells that were retained are shown. 
Factor loading 1 corresponds to region 1 while factor loading 2 corresponds to region 2. 
 
 
For the work presented, the SNOTEL network was assumed to be the best available in 
situ SWE product in the western U.S due to the coverage (750+ stations) and technology 
(equipment used). It was expected that distinct SNOTEL regions would be identified during this 
analysis. Andreadis and Lettenmaier (2006) found small improvement when assimilating the 
AMSR-E data, and the improvement appeared mostly when the seasonal SWE was relatively 
low. In this study, however, the overall variability of the SNOTEL and the AMSR-E SWE 
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datasets suggested strong regional similarities and close proximity during the peak snowpack 
season, as shown in Figure 3-5. 
3.5.3 Singular Value Decomposition 
SVD linked SNOTEL (Figure 3-6) and AMSR-E (Figure 3-7) with streamflow. For the 
northwest region, SVD revealed 14 SNOTEL sites that were significant with Q3 and Q4. SVD 
produced no significant SNOTEL stations with Q5. Only Q3 was found to have a significant 
relationship with AMSR-E grid cells in the northwest region. Four of the 14 SNOTEL sites that 
were significant had a significant corresponding AMSRE-E grid cell with streamflow in the 
region. 
 
 
Figure 3-6: SVD SNOTEL results. SNOTEL stations shown are 90% significant with the streamflow stations 
shown in each region. 
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In the southeast region, SNOTEL was found to be significant with all five streamflow 
stations (Q1, Q2, Q6, Q7, and Q8). AMSR-E was found to be significant with all of the 
streamflow stations except Q1. There were 22 significant SNOTEL sites and 18 significant 
AMSR-E cells. Of the 18 significant SNOTEL sites, nine of them had a corresponding AMSR-E 
grid cell that were also significant with regional streamflow. 
 
 
 
Figure 3-7: SVD AMSR-E results. AMSR-E grid cells shown are 90% significant with the streamflow stations 
shown in each region. 
 
 
 
 45 
 
Snowpack data acquired from SNOTEL sites are a foundation for determining stream 
levels in the region, and this basis was confirmed using SVD.  Similarly to PCA, the results from 
SVD were encouraging. Results suggested that there are similar relationships between both SWE 
datasets and streamflow in snow driven western U.S. watersheds. Although the SVD AMSR-E 
results were not nearly as strong as SNOTEL, the results proved to be better than expected. 
3.5.4 Streamflow Forecasting 
Predictor screening resulted in a comparable number of predictors between SNOTEL 
sites and AMSR-E grid cells that were included in each forecast model. For Q1 forecasts, there 
were six predictors in the SNOTEL model and five in the AMSR-E model. Q4 and Q8 models 
had three SNOTEL predictors and five AMSR-E predictors after the screening process. 
After performing PCA and following Garen’s procedure, one principal component was 
significant and had the same sign as the streamflow station being forecasted for each model 
(SNOTEL & AMSR-E). Forecast accuracy was determined using the R
2
-predicted statistic. The 
forecast accuracy for Q1 and Q8 are comparable for each model (Table 3-4). For Q1, the 
SNOTEL model produced an R
2
pred of 0.71 while the AMSR-E model’s R
2
pred was 0.79. For Q8, 
the SNOTEL model’s R2pred is 0.96, compared to 0.91 for AMSR-E. When forecasting Q4, the 
AMSR-E model produced a more accurate forecast (R
2
pred = 0.90) compared to 0.41 for the 
SNOTEL model.  
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Table 3-4: Streamflow forecast statistics for the North Platte, Upper Green, and Upper Colorado River 
basins. Forecast accuracy was measured using the R2 – predicted parameter. All models were considered 
acceptable based on the Durbin-Watson statistic. 
 
Q1 - North Platte Q4 - Upper Green Q8 - Upper Colorado 
  SNOTEL AMSR-E SNOTEL AMSR-E SNOTEL AMSR-E 
R
2
 0.83 0.90 0.89 0.97 0.98 0.95 
R
2
-adjusted 0.79 0.88 0.86 0.97 0.98 0.93 
R
2
-predicted 0.71 0.79 0.41 0.90 0.96 0.91 
PRESS (10
3
 km
3
) 15.8 11.0 0.6 0.1 1.1 2.6 
Durbin-Watson 3.0 1.5 3.3 1.4 1.8 0.9 
 
 
Comparing in situ and satellite SWE datasets was the primary purpose of the presented 
work. Regions which have intensive coverage of land based stations are ideal and were 
investigated in this study. The global coverage of collecting hydrologic parameters with satellites 
is a great improvement compared to point coverage. Based on the results presented, regions that 
have few (or zero) land based weather stations can incorporate the AMSR-E SWE product in a 
streamflow forecast model and find favorable results. 
3.6 Discussion of Magnitude Differences Among SWE Datasets 
The AMSR-E SWE dataset has a range of 0–480 millimeters (mm) (0–19 inches). In 
many instances, SNOTEL sites recorded SWE values that exceed this range within the region 
(Table 3-3). For the April 1
st
 SWE data analyzed in this study, and for at least one year from 
2003–2008, 47 of the 84 (56%) SNOTEL sites included in this study recorded SWE values that 
exceeded the maximum AMSR-E value (>480 mm). However, there were no cases in which the 
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AMSR-E recorded the maximum value of 480 mm. Figure 3-8 (a–c) provides a box plot of first 
of the month (January-April) SWE values for each basin from 2003–2008. It is clear there are 
significant differences in magnitude recorded by SNOTEL and AMSR-E. Additionally, there is 
significantly more variability in the SNOTEL dataset. 
 
 
Figure 3-8: Box Plot of first of the month SWE values from 2003–2008 showing the significant difference in 
SWE magnitude between SNOTEL (blue) and AMSR-E (red) datasets. (a) North Platte (b) Upper Green (c) 
Upper Colorado. 
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Magnitude issues limit the use of AMSR-E SWE to a narrow list of applications. In many 
statistical models, the magnitude of the predictor variables is irrelevant (i.e., magnitude does not 
affect the results due to the restructuring of variables), and this dataset would be sufficient to use 
for analysis (i.e., streamflow forecasting). The statistical approaches used in this study were used 
in place of normalization techniques. Correlation analysis and the multivariate approaches 
applied within this study did not take into account absolute differences in magnitude, only 
relative differences. While PCA restructured the set of SWE variables, SVD used standardized 
anomalies of each dataset. However, when integrating AMSR-E SWE in a non-multivariate 
based regression model, the magnitude of the dataset would impact the model’s overall skill 
because extreme high events would not be fully captured.  
Incorporating AMSR-E SWE into a physical model would result in an inaccurate basin-
wide hydrologic representation, and is therefore not recommended without the use of correction 
factors. The development of correction factors to apply to AMSR-E SWE values is needed and 
would provide a basis for incorporating AMSR-E SWE into physically based climate models. 
Durand and Margulis (2007) demonstrated the application of the Ensemble Kalman Filter 
(EnKF) framework to merge synthetic remote sensing measurements at multiple scales and 
frequencies with a land surface model in order to characterize SWE over the course of the 
accumulation season. They were successful and recovered true basin wide SWE within a root-
mean-square error (RMSE) of approximately 2 cm. Although satellite-based remote sensing 
approaches showed promise in this study as well as Skofronick-Jackson et al. (2004) and 
Bindschadler et al. (2005), in situ precipitation gages still form the primary source for estimating 
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snowfall. The development of algorithms to map SWE is an evolutionary process, and the 
findings of this study may provide valuable results to help increase AMSR-E SWE accuracy. 
3.7 Conclusions and Recommendations 
A thorough comparison was made between SNOTEL and AMSR-E snow water 
equivalent data products. Statistical techniques applied included correlation, PCA, and SVD. The 
relationship between SNOTEL and AMSR-E datasets was greater utilizing multivariate 
statistical methods compared to bivariate approaches. Bivariate approaches concluded the SWE 
datasets agreed more in low elevation areas and later in the snowpack season and significant 
magnitude differences between datasets were discovered. PCA using a varimax rotation 
identified two distinct snowpack regions in which both datasets were consistent and compared 
well with one another. Additionally, similar relationships between both SWE datasets and 
streamflow in the region were found utilizing SVD. The incorporation of both SWE products 
was applied to forecast regional streamflow. Forecast results were comparable for two of the 
three streamflow stations (North Platte and Upper Colorado); however, the AMSR-E SWE 
dataset produced a more skillful forecast compared to SNOTEL for the Upper Green station. 
SWE from NASA’s Aqua satellite was found to be sufficient to use in statistically based forecast 
models in which magnitude did not affect results. 
Given the projections of climate change (e.g., increased temperatures and decreased 
snowpack), the ability of satellites to capture important hydrologic parameters such as SWE is 
vital in many earth science applications. Incorporating additional satellite parameters such as soil 
moisture and vegetative cover, in addition to SWE, may be in the near future for next generation 
climatologists and forecasters. 
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Chapter 4  
A Tree-Ring Reconstruction of Precipitation for the Tennessee Valley 
Moser, C.L., Grissino-Mayer, H.D., and Tootle, G.A. 2011. A Tree-Ring Reconstruction of 
Precipitation for the Tennessee Valley. Journal of the American Water Resources 
Association. Under Review. 
4.1 Introduction 
Moisture-sensitive tree species are ideal in dendroclimatic research and the arid and semi-
arid conditions of the southwestern U.S. offer the opportunity to create statistically skillful tree-
ring reconstructions of climate variables. In the southeastern U.S., however, many 
misconceptions still linger among scientists that tree-ring research simply is not possible because 
of high decomposition and decay rates, a lack of trees that are long-lived, and the absence of 
climatically sensitive patterns of tree rings to facilitate crossdating (Grissino-Mayer 2009). 
Despite these misconceptions, tree rings in the region have been used to investigate the 
relationships between climate and tree-growth. Using seven tree-ring chronologies, Phipps 
(1983) reconstructed April–August streamflow in Virginia. Tainter et al. (1984) used 
dendrochronology to investigate red oak species decline within the western North Carolina 
Nantahala Mountains. The 1,000-year spring-summer precipitation reconstruction created by 
Stahle and Cleaveland (1992) was found to replicate most of the multidecadal variability 
apparent in the available instrumental rainfall data within North Carolina, South Carolina, and 
Georgia. More recent studies have found strong climate signals in tree-ring patterns from Texas 
to Florida to Virginia and sites further inland (Henderson and Grissino-Mayer 2009; Speer et al. 
2009; DeWeese et al. 2010; Harley et al. 2011), confirming the possibility of developing a more 
extensive network of sites for spatial reconstructions of past climate. Nonetheless, relatively little 
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dendroclimatological research has been conducted within the southeastern U.S. during the past 
20 years when compared to the number of studies conducted in the southwestern, northwestern, 
and Rocky Mountain regions of the U.S.  
The first objective of this chapter evaluated the dendroclimatic potential of tree-ring 
chronologies in the Tennessee Valley. Blasing et al. (1981) attempted the first tree-ring 
reconstruction within the Tennessee Valley. Updating the reconstruction to include multiple tree-
ring data sets across a wider geographic range will provide valuable graphical and statistical 
information about regional climatic drivers and patterns. The second objective applied a novel 
Weibull exceedance probability technique that represents a new contribution to the field of 
dendroclimatology. The method can be used to visualize problematic areas of a climate 
reconstruction and determine the validity of a reconstruction. Third, long-term hydrologic 
variability in the Tennessee Valley and drought phases during the reconstructed was evaluated. 
Analyzing the multidecadal variability of precipitation on a timescale longer than the 
instrumental record provides valuable water availability information to Tennessee Valley water 
resource planners and managers. 
4.2 Site Description 
The Tennessee Valley Authority (TVA) operates and maintains water resources in the 
Tennessee Valley. TVA works to support economic development and serves as an environmental 
steward of the nation’s fifth largest river system. Dams operated by TVA store the water needed 
to generate clean, efficient electric power and help prevent hundreds of millions of dollars in 
flood damage. The study area encompassed eastern Tennessee and western North Carolina 
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(Figure 4-1) within the Southern Appalachian region and the Great Smoky Mountains National 
Park (GSMNP).  
 
 
 
Figure 4-1: The reconstruction region and all southeastern U.S. tree-ring chronologies are shown. 
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The crest of the Smoky Mountains forms the boundary between Tennessee and North 
Carolina and elevations range from 250 to 2,000 meters (NPS 2011). GSMNP has a moderate 
climate, typified by mild winters and hot, humid summers. GSMNP experiences more annual 
rainfall (90 to 180 cm) than anywhere else in the country except the Pacific Northwest and the 
relative humidity in the park during the growing season is about twice that of the Rocky 
Mountain region (NPS 2011). Both of these climatic factors provide exceptional growing 
conditions. Almost 95% of the GSMNP is forested, and about 25% of that area is old-growth 
forest making it one of the largest blocks of deciduous, temperate, old-growth forests in North 
America (NPS 2011). 
4.3 Data 
4.3.1 Tree-Ring Chronologies 
Tree-ring chronology data are available from the International Tree-Ring Data Bank 
(ITRDB 2011) (http://www.ncdc.noaa.gov/paleo/treering.html) (Grissino-Mayer and Fritts 
1997). Datasets are maintained by the National Oceanic and Atmospheric Administration 
(NOAA) Paleoclimatology Program and the World Data Center for Paleoclimatology. Available 
data include ring width measurements, wood density measurements, and site chronologies. Tree-
ring chronology datasets within and around the eastern Tennessee Valley were retrieved. All ring 
width series were uniformly processed and standardized using the autoregressive standardization 
(ARSTAN) program developed by Cook (1985). Conservative detrending methods (negative 
exponential/straight line fit or a cubic spline two thirds the length of the series) were used to 
combine all series into a single site chronology (Cook et al. 1990). Low-order autocorrelation in 
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the chronologies that may, in part, be attributed to biological factors (Fritts 1976) was removed 
by autoregressive modeling, and the resulting residual chronologies were used for analysis. The 
residual chronology type previously has been found appropriate (rather than the standard 
chronology type which retains autocorrelation) when modeling hydrologic variables in the 
western U.S. (Woodhouse and Lukas 2006; Woodhouse et al. 2006; Barnett et al. 2010) and 
southeastern U.S. (Crockett et al. 2010). Because the reconstruction length and moisture 
sensitivity of eastern U.S. tree species were unknown at the time of data collection, the strength 
of the response of approximately 70 regional chronologies to precipitation were initially 
examined (Figure 4-1). 
4.3.2 Precipitation 
NOAA provides monthly climatic datasets (i.e., temperature, precipitation, and Palmer 
Drought Severity Index) for each U.S. climate division (NOAA 2011) 
(http://www.esrl.noaa.gov/psd/data/). Climate division datasets are regional representations 
based on multiple weather stations located across the region. Datasets do not reflect localized 
phenomena which may be characteristic of the climatic record at a single station. Four climate 
divisions were used in this study; two located in Tennessee (Eastern and Cumberland Plateau) 
and two within North Carolina (Southern Mountains and Northern Mountains) (Figure 4-1). 
4.4 Methods 
4.4.1 Identifying Similar Precipitation Regions 
A rotated principal components technique (Timelsena and Piechota 2008) was used to 
regionalize the climate division precipitation datasets. Principal components analysis (PCA) is a 
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widely used technique in meteorology and climatology (Baeriswyl and Rebetez 1997) and is 
sometimes used to reduce the size of climate datasets without losing critical information. Spatial 
regionalization based on the principal components of climate variables is called S-Mode PCA 
(Richman 1986). Following Timelsena and Piechota (2008), a principal component factor 
loading cutoff value of 0.6 was used to establish statistically similar climatic regions. As an 
alternative to reconstructing the precipitation for each climate division, S-Mode PCA determined 
if regional precipitation could be reconstructed, thus providing increased value. Blasing et al. 
(1981) concluded that it was generally true that divisional data, and possibly other regionally 
averaged data, were superior to single-station data for dendroclimatic studies, and recommended 
that exploratory studies in such regions involve calibrations with regionally averaged data. S-
Mode PCA factor loadings provided the basis for the regionalization of the reconstruction area. 
4.4.2 Seasonal Reconstruction 
Correlation coefficients between various seasons for regional (as identified by PCA) 
precipitation and the residual tree-ring chronologies (in and adjacent to the precipitation region) 
were inspected to identify the precipitation season most influential to tree growth and therefore 
most suitable for reconstruction. Arguably, the concept of correlation can be viewed as the 
foundation of both basic statistics (e.g., t-test) and advanced statistics (e.g., multivariate analysis 
of variance), because these other tests either explicitly or implicitly describe relationships or 
associations among variables of interests (Chen and Popovich 2002). Due to varying 
climatological and biological influences in the region, a 95% (positive) level (p ≤ 0.05) was used 
for evaluating statistical significance. The relationships between tree growth and ten different 
precipitation seasons of various durations were considered. Three-month seasonal precipitation 
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periods investigated include January–March, April–June, May–July, July–September, and 
October–December. Six-month seasonal precipitation periods include January–June, April–
September, and July–December. May–June and annual precipitation were also considered. 
Significant, positive r-values were retained for analysis. 
4.4.3 Reconstruction Methodology 
Model calibration and verification in the region was based on the period from 1895 to 
1980 (n = 86). Regression approaches are the most common statistical method in climate 
reconstructions. In the simplest case, a linear regression equation is used to reconstruct past 
values of a single climatic variable from ring-width indices of a single tree-ring chronology, or 
from a mean of two or more chronologies which have been merged to form a single chronology 
(Blasing et al. 1981). The ability of the statistically significant moisture sensitive tree-ring 
chronologies to predict precipitation was tested using a forward and backward (standard) 
stepwise regression model. Standard stepwise regression both adds and removes predictors as 
needed for each step. The model stops when all variables not in the model have p-values that are 
greater than the specified alpha-to-enter value and when all variables in the model have p-values 
that are less than or equal to the specified alpha-to-remove value. Following the procedure of 
Woodhouse et al. (2006), the F-level for a predictor chronology had to have a maximum p-value 
of 0.05 for entry and 0.10 for retention in the stepwise regression model. 
Graumlich (1987) and Grissino-Mayer et al. (1989) discovered that the final climatic 
reconstruction has less variability than the original climate data used in the regression analysis. 
In this study, predicted values from the regression model were rescaled to have the same 
variance as the instrumental record. First, the mean of the predicted series was subtracted from 
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each predicted value. Next, each centered observation was multiplied by a scaling factor, k, 
defined as: 
 
           (Equation 4-1) 
 
where sx and sp are the standard deviations of the original and predicted values, respectively. 
Finally, the mean was added back to each predicted value. The rescaling method results in a 
more realistic climate reconstruction without affecting the overall skill of the model.                                                                             
Statistics calculated to assess model skill and proficiency include overall variance 
explained (R
2
), R
2
-predicted, reduction of error (RE), and the Durbin-Watson statistic. While R
2
 
measures the patterns of similarity between two time series, it does not account for the 
magnitudes of the differences between observed values and their estimates. RE accounts for 
differences in magnitudes between observed and predicted values by testing the ability of the 
regression model to estimate precipitation compared to estimates based on the calibration period 
mean. RE ranges from minus infinity to + 1.0 and a positive RE value indicates the model has 
predictive skill (Lorenz 1956; Fritts 1976; Woodhouse 2003). R
2
-predicted was calculated from 
the Predicted Residual Sums of Squares (PRESS) statistic. PRESS is based upon a leave-one-out 
cross-validation in which a single year or observation is removed when fitting the model. As a 
result, the prediction errors are independent of the predicted value at the removed observation 
(Garen 1992). The Durbin-Watson statistic was used to check for autocorrelation in the residuals. 
For model validation, it was imperative that the predictor chronologies and reconstruction 
residuals contained similar autocorrelation structures. Root mean square error (RMSE), a 
 58 
 
measure of the differences between predicted and observed values, was calculated and provided 
an additional measure of model skill. The sign test, a nonparametric procedure to count the 
number of agreements and disagreements between instrumental and reconstructed flow, was used 
for additional model validation. 
4.4.4 Weibull Exceedance Probability 
The Weibull equation is the most efficient formula for computing plotting positions for  
 
unspecified distributions (Viessman and Lewis 2003): 
 
 
 
           (Equation 4-2) 
 
 
where P is an estimate of the probability of values being equal to or greater than the ranked 
value, m is the rank of descending values, and n is the number of values. Weibull exceedance 
probability plots provide water managers comprehensive estimates of average precipitation, 
flows, and extreme events. The Weibull distribution was calculated separately for the 
reconstructed and observed datasets. This novel approach plotted the Weibull distributions 
together and provided a visualization tool for the accuracy of the reconstruction model over the 
full range of precipitation values during the calibration period (1895 to 1980). The evaluation of 
reconstructed precipitation values before the instrumental record was based on the errors 
associated with the Weibull plot. This Weibull distribution application provides new insight with 
regards to the errors associated with the predictability of reconstruction models. The presented 
Weibull technique may be applied to compare any two time-series of similar lengths (i.e., 
observed and modeled). 
 59 
 
4.5 Results 
4.5.1 Seasonal Reconstruction and Identification of Similar Precipitation Regions 
Correlation analysis between seasonal precipitation data and regional chronologies 
indicated tree-growth sensitivity to spring-summer moisture, with significant correlations found 
with May, June, and July precipitation (May and June showed the strongest relationship) (Figure 
4-2). A large set of tree-ring chronologies were found to have statistically significant 
relationships with May–June, April–June, and May–July precipitation. The three-month 
precipitation seasons of January–March, July–September, and October–December and the six-
month season of July–December were not significant. Several tree-ring chronologies were 
significant with respect to the precipitation seasons of January–June, April–September and 
January–December (annual). These periods, however, contained the sub-period April through 
June months with statistically significant correlations between precipitation and tree growth. 
Because these longer periods contained months in which the correlations were not statistically 
significant, the overall correlations were weaker. While the number of significant tree-ring 
chronologies was similar for the seasons of April–June and May–July (Figure 4-2), tree-growth 
contained a stronger moisture signal (higher correlation) with May–July precipitation compared 
to April–June precipitation. Rather than reconstructing May–June precipitation as performed in 
Blasing et al. (1981), this study reconstructed May–July precipitation because reconstructing a 
three-month season provided more information on temporal characteristics of climate variability 
over a longer season. May–June precipitation reconstructed in Blasing et al. (1981) accounts for 
approximately 15–20% of total annual precipitation while 25–35% of total annual precipitation 
occurs in May–July. 
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Figure 4-2: Seasonal Correlation Results Based on Statistical Significance (p ≤ 0.05). May–July precipitation 
was reconstructed. 
 
Correlation analysis indicated that all four climate division precipitation datasets are 
highly related (significant at p < 0.01) to each other. S-Mode PCA revealed that all four climate 
division precipitation datasets also exceeded the factor loading cutoff value of 0.6. Therefore, the 
four climate divisions were averaged together, similar to techniques used by Woodhouse (2003).  
Low-order autocorrelation (persistence) was not significant in the May–July precipitation data 
set. 
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The reconstruction region contained 42 tree-ring chronologies that were statistically 
significant (p < 0.05) with May–July precipitation (Figure 4-2). To further investigate and better 
understand the dendroclimatic potential of the southeastern U.S., tree-ring chronologies that were 
significant (95%) with spring-summer precipitation were analyzed by species (Figure 4-3). 
 
 
 
Figure 4-3: Tree-Ring Chronology Species Distribution in the Southeastern U.S. The black bar represents the 
total number of tree-ring chronologies collected and analyzed in this study. The gray bar represents the 
number of tree-ring chronologies that were correlated at 95% significance with May–July precipitation. 
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Within the southeastern U.S., the ITRDB contains more oak chronologies than any other 
species. Approximately 60% of the oak chronologies in the region were found to be statistically 
significant with May–July precipitation. While fewer bald cypress and hemlock chronologies 
have been devoloped in the region, they contain a similar moisture signal (~60%). Results 
revealed that all tulip poplar and eastern red cedar chronologies in the region contained a 
significant spring-summer moisture signal, although very few data sets (less than five) of these 
species have been compiled. Spruce and pine species contained the weakest moisture signal in 
the region (Figure 4-3). 
4.5.2 Calibration and Verification of the Reconstruction Model 
A reconstruction of May–July precipitation dating back to A.D. 1692 was most feasible 
in this region. Feasibility was based on the balance between reconstruction length and 
predictability of the calibration model. Five tree-ring chronologies (Table 4-1) within and around 
the reconstruction region were retained in the stepwise regression model (Figure 4-1). Although 
the five chronologies are not all located within the reconstruction region, the stepwise regression 
results indicated that this was the set of chronologies that best reflected the regional climate 
conditions, especially May–July precipitation. 
 
Table 4-1: Tree-Ring Chronologies used for the Tennessee Valley Precipitation Reconstruction. 
Chronology Name State Years Species 
Scotts Gap Tennessee 1686–1980 Liriodendron tulipfera L. 
Lassiter Swamp North Carolina 1527–1984 Taxodium distichum (L.) Rich. 
Mt. Collins Tennessee 1658–1986 Picea rubens Sarg. 
Land between the Lakes Kentucky 1692–2005 Quercus stellata Wangen. 
Black River North Carolina 367–1985 Taxodium distichum (L.) Rich. 
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The Tennessee Valley May–July reconstruction model explained 56% of the total 
variance of observed May–July precipitation (Figure 4-4a), (Table 4-2). The correlation 
coefficient between predicted and observed precipitation values from 1895 to 1980 was 
statistically significant (p ≤ 0.001). The Durbin-Watson statistic for the regression model (DW = 
2.15) indicated no adverse affects from autocorrelation in the residuals, validating the use of the 
residual chronology type. Residuals from the regression equation displayed no trends with the 
predictor variables and were approximately normally distributed, meeting the assumptions of 
multiple linear regression.  
 
 
 
Figure 4-4: (a) Tennessee Valley Calibration Model, 1895–1980. The regression model explained 56% of the 
variance in spring-summer precipitation. (b) Calibration Model Error. 
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The calibration model had an RE of 0.50, indicating valuable information exists in the 
reconstruction, and the RMSE of the rescaled (k = 1.34) calibrated reconstruction model was 5 
centimeters (14% of the mean). Sign test results were statistically significant (p < 0.01). Error in 
predicted precipitation during the calibration period was calculated (Figure 4-4b). The calibration 
model contained the most error in predicting May–July precipitation from 1895 to 1905 and mid-
1900s. Decadal error was lowest from 1910 to 1920 and during the 1940s. Model statistics 
(Table 2) were calculated using the rescaled reconstruction.  
 
 
 
Table 4-2: Reconstruction Model Statistics from the Stepwise Regression, 1895–1980. 
Statistic  Value 
r 0.75 
R
2
 0.56 
R
2
 (predicted) 0.49 
RE 0.50 
RMSE (cm) 5.03 
Durbin-Watson 2.15 
Sign Test (Hit/Miss) 63/23 
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The Weibull plot (Figure 4-5) revealed that the error between predicted and instrumental 
precipitation was generally below 5%, confirming a reasonably accurate and realistic 
reconstruction. The reconstruction model generally underestimated low May–July precipitation 
(exceedance probability > 80%, precipitation < 30 cm). High (exceedance probability < 30%) 
May–July precipitation was generally underestimated by the reconstruction model. Average 
May–July precipitation (80% > exceedance probability > 30%) was generally overestimated. 
Error was highest when predicting extremely low precipitation values (Figure 4-5). 
 
 
 
Figure 4-5: Tennessee Valley Weibull Distribution for May–July Precipitation. The reconstruction model 
generally underestimated extreme (high and low) precipitation and overestimated average precipitation. 
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4.6 Reconstruction and Extreme Value Analysis 
The stepwise linear regression model was used to reconstruct May–July Tennessee 
Valley precipitation for the length of the tree-ring record, dating back to A.D. 1692 (Figure 4-
6a). The full precipitation reconstruction average was 36 cm/yr. Based on the calibrated model 
and validation statistics, the reconstruction accurately replicates the annual variability apparent in 
instrumental rainfall data (r = 0.75, p < 0.0001). The number of trees (samples) used in the 
reconstruction was never less than 50 (Figure 4-6b). Noticeable dry periods occurred during the 
1730s, 1760–1786, 1838–1860, and 1930s. Wet periods appear in the mid-1700s, 1820–1837, 
and 1887–1897. 
 
 
Figure 4-6: (a) May-June-July Tennessee Valley Precipitation Reconstruction. 5-year Filter (light gray), 10-
year filter (black), long-term mean (dashed), recent (1981–2008) instrumental May–July precipitation (dark 
gray). (b) Change in total number of samples in the five chronologies used for the reconstruction. 
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Instrumental records can be evaluated in the context of a longer period based on climate 
reconstructions. This is useful in determining whether planning based on the instrumental record 
incorporates the range of variability and extremes that is representative of long-term natural 
variability (Woodhouse 2003). Extreme 5-, 10-, and 25-year periods were calculated using 
percentage of overall normal for the reconstruction and recent instrumental records (Table 4-3). 
In all cases, the reconstruction revealed that considerably more variability has occurred in May–
July precipitation during the reconstruction period than has occurred over the period of historical 
records. The largest difference was found for the 5-year driest periods. While the driest 5-year 
period based on instrumental records was 16.5% below average, the driest 5-year period based 
on the reconstruction was nearly 26% below average. 
 
 
Table 4-3: Extreme Spring-Summer Precipitation Periods in the Tennessee Valley. The wettest and driest 5-, 
10-, and 25-year periods are shown for the instrumental record and the reconstruction. Values are shown in 
percentage of May–July average. 
  
Instrumental Period 
(1895–2008) 
Reconstructed Period 
(1692–1894) 
# of Years Dry Wet Dry Wet 
5 -16.5 18.0 -25.8 23.9 
10 -11.1 9.7 -12.3 14.5 
25 -5.4 6.5 -6.4 7.7 
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In general, tree-ring reconstructions are conservative estimates of the observed values, 
and there is a tendency in moisture-sensitive trees for dry extremes to be better replicated than 
wet extremes (Woodhouse 2003). A drought was defined in this study as a period of at least three 
consecutive years in which the May–July precipitation was below the long-term (i.e., 
reconstruction) average. Following the procedure in Woodhouse (2003), the severity of these dry 
phases was quantified by calculating the cumulative departures of the below-average years and 
dividing this total by the number of consecutively below-average years for a seasonal average 
severity. One drought occurred in the late 1600s (Figure 4-7). Six droughts occurred in the 
1700s, including the most severe drought in the past three centuries (1724–1726) during which 
May–July precipitation was nearly 30% below average. Six droughts also occurred in the 1800s, 
including the longest May–July drought (a duration of 10 years from 1827 to 1836) in the past 
three centuries.  
Because the reconstruction ends at 1980, droughts that occurred in the past century were 
broken into two groups: (1) droughts based on the reconstruction (1900–1980) and (2) droughts 
based on recent instrumental records (1981–2008). Similar to droughts based on the 
reconstruction, droughts based on instrumental records were determined using the long-term 
reconstruction mean. A total of four droughts occurred during the past 110 years, two based on 
the reconstruction period and two based on recent instrumental data. The two most recent May–
July droughts (1985–1988 and 2006–2008) were ranked second and third in terms of drought 
severity in the past 300 years (Figure 4-7). Droughts were most likely slightly less severe than 
what is shown in Figure 4-7 because the reconstruction model generally underestimated extreme 
low precipitation values based on Weibull analysis. 
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Figure 4-7: Tennessee Valley Spring-Summer Droughts in the Past Three Centuries. The length of each bar 
represents drought severity while the width represents drought longevity. The most severe drought occurred 
from 1724 to 1726 and the longest drought occurred from 1827 to 1836. Black bars represent droughts found 
using the reconstruction. Droughts occurring from 1981 to 2008 are shown in gray and are based on observed 
data. 
4.7 Conclusions and Recommendations 
Although the May–July Tennessee Valley precipitation reconstruction was not as robust 
(in terms of length and explained variance) as those found in the western U.S., it exceeds 
previous research efforts and can provide regional water managers with a visual tool to analyze 
current and future spring-summer precipitation patterns and extremes within the Tennessee 
Valley. A Weibull technique new to the field of dendroclimatology was presented and provides a 
visualization tool for a climate reconstruction. The application of the Weibull distribution offers 
new insight with regards to the errors associated with the predictability of a reconstruction 
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model. From a water resources planning and management outlook, this new Weibull approach 
can be used for analyzing the long-term risk and reliability of climate reconstructions. The 
reconstruction revealed that variability in precipitation during the 1700s and 1900s had slightly 
more variability than precipitation during the 1800s. Droughts occurred with similar frequency in 
each century. 
Climatic persistence from year to year and biological persistence in tree growth in the 
southeastern U.S. makes it difficult to create an accurate climate reconstruction because tree 
growth is likely driven by a number of environmental variables. Biermann (2009) evaluated  
yellow pine climate-tree growth relationships at five sites on the western end of GSMNP using 
correlation, response function, moving correlation, and wavelet analysis. Results revealed that 
yellow pine growth was influenced by winter mean minimum temperature, spring precipitation 
and growing season moisture conditions, and Atlantic Ocean sea surface temperature anomalies. 
However, the network of tree-ring chronologies developed in Biermann (2009) were not 
temporally stable, and therefore were not ideal for climate reconstructions. Future work should 
exapand on Biermann (2009) and investigate the dendroclimatic potential of reconstructing other 
regional climate parameters, including temperature.  
Value would be found in the collection of more recent samples from tree species found to 
contain a significant response to precipitation in this study. Many of the chronologies in the 
region available on the ITRDB were last cored in the 1980s, making it difficult to compare 
recent changes in climate with climate of past centuries. It is anticipated that subsequent 
reconstruction studies will find value in this work when evaluating past climate in the 
southeastern U.S. in general and in the Tennessee Valley specifically. 
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Chapter 5  
The North Platte River Basin:  
Past, Present, and Future Patterns and Extremes in Streamflow 
Moser, C.L., Tootle, G.A., Kodra, E.A., and Ganguly, A.R. 2011. The North Platte River Basin: 
Past, Present and Future Patterns and Extremes in Streamflow. Journal of Water Resources 
Planning and Management Special Issue on Climate Change and Water Resources. Under 
Review. 
5.1 Introduction 
The future challenges to provide water in the western U.S. are compounded by 
projections of continued population growth and forecasts of increasing temperatures (climate 
change). Because water resources management is inextricably linked with climate, the prospect 
of global climate change raises serious concerns as to the sustainability of water resources and 
regional development (Riebsame et al. 1995). Providing accurate, regional forecasts is an 
important challenge for the climate modeling community (Gent et al. 2009; Schiermeier 2010). 
The Intergovernmental Panel on Climatic Change (IPCC 2007) noted that the general pattern 
(trend) of drier conditions in the mid-latitudes will likely result in decreased streamflow. Such 
hydrologic changes would affect nearly every aspect of human well-being, from agricultural 
productivity and energy use to flood control, municipal and industrial water supply, and fish and 
wildlife management (Chong-yu 1999). 
Few studies (Girardin and Mudelsee 2008; Tchebakova et al. 2009) have compared 
reconstructed climate with projected climate. Furthermore, little research has been performed 
that compares reconstructed streamflow with projected streamflow within a river basin. 
Analyzing the relationships between observed, reconstructed, and projected streamflow datasets 
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provides value because comparisons can be made on a lengthened time-series. Such analyses 
may lend insights on whether aspects of future streamflow are expected to be unique to climate 
change. Evaluating the current and projected changes in climate provides important information 
for future mitigation and the management of water resources. However, the majority of recent 
studies are focused solely on datasets during the instrumental record. Analyzing climatic patterns 
on a longer timescale (i.e., greater than 500 years based on a tree-ring reconstruction) is essential 
to understand current and future hydrologic conditions. Forecasted changes in climate are often 
analyzed with respect to observational datasets because it is imperative to study and understand 
climate that has already occurred (observed climate) before making assumptions about climate 
that is projected to happen. Furthermore, modeled climate is compared with observed climate to 
establish climate model skill and uncertainty. However, most observational datasets are 
relatively short (100 years). Reconstruction of past climates, based on multiple paleo-indicators, 
demonstrates that the historic record of roughly 100 years does not adequately capture the range 
of climatic variability observed during even the last 2000 years (Lemmen et al. 1997).  
First, this study developed a water-year streamflow reconstruction for the NPRB using 
data developed from tree-ring records on a timescale (e.g., centennial) longer than the 
instrumental record. It was hypothesized that a successful streamflow reconstruction could be 
made in the NPRB based on the number of regional tree-ring chronologies available and the 
moisture sensitivity of western U.S. tree species. Additionally, valuable hydrologic 
reconstructions are published in surrounding regions (Woodhouse et al. 2006; Meko et al. 2007; 
Watson et al. 2009; Barnett et al. 2010). Second, this research assessed the skill and uncertainty 
of CCSM streamflow projections and compared the projections with CCSM hindcasts and the 
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historical (reconstructed and instrumental) record of flow. Third, this research evaluated the past, 
present, and future temporal variability of climate systems and how they relate to extreme events 
in the NPRB. Past extremes (droughts) were analyzed based on the streamflow reconstruction. 
Present extremes were analyzed based on the instrumental streamflow record. Future extremes 
were analyzed based on projected Community Climate System Model (CCSM) 3.0 output data. 
Uncertainty was evaluated in the streamflow reconstruction using several statistical parameters 
(discussed in Section 5.3.1) and a Weibull technique (Section 5.3.2). Uncertainty in projected 
streamflow was assessed using multiple initial condition runs from numerous climate scenarios 
(Section 5.2.3). 
5.2 Data 
5.2.1 USGS Streamflow Data 
Within the U.S., the United States Geological Survey (USGS) collects surface-water data 
that describe stream levels, streamflow (discharge), reservoir and lake levels, and surface-water. 
Data is collected by automatic recorders and manual measurements. Slack et al. (1993) identified 
a Hydro-Climatic Data Network (HCDN) of stream gages as being relatively free of human 
influences and, therefore, appropriate for climate studies. Streamflow measurements from one of 
these gages (USGS 06630000, North Platte River above Seminoe Reservoir, Figure 5-1) were 
incorporated in this study (NWIS 2010) (http://waterdata.usgs.gove/nwis/sw). Water-year 
(October of previous year to September of following year) streamflow (million cubic meters, 
MCM) in the region was used. This gage is important because it is the last streamflow gage 
before the North Platte flows through a series of five large reservoirs (with a combined capacity 
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of 3.4 x 10
9
 m
3
) that provide water supply and hydroelectric power for much of southern 
Wyoming (Ostresh et al. 1990). Understanding the hydrology of the North Platte River 
headwaters is critically important for water resource planning in the Rocky Mountains and Great 
Plains regions (Daniels 2007). Further downstream, the Platte River riparian corridor has been 
identified as critical habitat for several species of endangered birds and fish (NRC 2004). A 
principal focus of ecosystem restoration is controlled releases from upstream reservoirs (NRC 
2004; Graf 2001) which in turn depend strongly on seasonal reservoir inflows from headwater 
streams. 
5.2.2 Tree-Ring Data 
A total of 117 regional tree-ring chronologies were obtained from the International Tree-
Ring Data Bank (ITRDB 2010) (http://www.ncdc.noaa.gov/paleo/treering.html) (Grissino-Mayer 
and Fritts 1997) for the streamflow reconstruction. All ring-width series were uniformly 
processed using the ARSTAN program (Cook 1985) as follows. Measured series were 
standardized using conservative detrending methods (a negative exponential/straight line fit or a 
cubic spline two thirds the length of the series) before using a robust weighted mean to combine 
all series into a single site chronology (Cook et al. 1990). ARSTAN removed the low-order 
autocorrelation in the chronologies that may, in part, be attributed to biological factors (Fritts 
1976), and the resulting residual chronologies were used. The residual chronology type 
previously has been found appropriate (rather than the standard chronology type which retains 
autocorrelation) when modeling hydrologic variables in the western U.S. (Woodhouse and Lukas 
2006; Woodhouse et al. 2006; Barnett et al. 2010). Chronology distribution by state were 
Colorado (114 chronologies) and Wyoming (3). 
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Figure 5-1: Location map including the USGS streamflow gage location, predictor pool tree-ring 
chronologies, chronologies used in the reconstruction models, and the CCSM grid cell that was used for 
modeled flow. 
 
5.2.3 Community Climate System Model (CCSM) Data 
Streamflow simulations from the IPCC suite of climate models are not available from 
commonly-used and publicly accessible data archives such as the Unite States Department of 
Energy’s Climate Modeling Intercomparison Project. For CCSM 3.0, the data are made publicly 
available through Earth System Grid (ESG 2010) (http://www.earthsystemgrid.org/home.htm). 
Within CCSM, a river transport model synchronously couples to a land model for hydrologic 
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applications (i.e., streamflow) as well as for improved land-ocean-sea-ice-atmosphere coupling 
(Oleson et al. 2004). The preservation of all components of a fully-coupled climate model in this 
study may be of interest to many parties, including climate modelers and those interested in 
quantifying the uncertainty in both GCMs and regional hydrological models (Raje and 
Mujumdar 2010) such as the Variable Infiltration Capacity (VIC) model. Such downscaling 
efforts have additional unique uncertainties and limitations that may be problematic if not well 
understood and addressed carefully (Schiermeier 2010). Raw GCMs have been used directly in 
past streamflow studies (Miller and Russel 1992; Arora 2000). This study used raw streamflow 
values from the Community Land Model (CLM) component of the overall CCSM 3.0 model, 
rather than output from a basin hydrologic model. Seven CCSM hindcast control runs (CCSM 
203cm) were used to investigate CCSM’s skill in modeling NPRB streamflow during the 1940–
1999 instrumental period. This study used all available projected (2001–2099) CCSM 
streamflow datasets including the Commit (4 runs), A1B (7), B1 (6), A2 (1), and A1FI (1) 
climate scenarios. Each scenario, in the order listed, is progressively more fossil-fuel intense 
(IPCC 2007). Based on the resolution of CCSM, data from a single grid cell (Figure 5-1) nearest 
to the USGS streamflow gage were used. 
5.3 Methods 
5.3.1 Chronology Pre-Screening and Reconstruction Methods 
Three pre-screening methods were used to remove impractical tree-ring chronologies 
from the reconstruction model predictor pool. A date screen was first applied. Chronologies that 
were cored before 1999 were removed from analysis. Using correlation analysis, tree-ring 
 77 
 
chronologies that did not contain a significant (p ≤ 0.05) moisture signal with water-year flow 
were removed. The last pre-screening method involved stability analysis. Stability analysis 
consisted of performing a 30-year moving correlation window, similar to Biondi et al. (2004), 
between water-year flow and tree-ring widths. Chronologies containing 30-year r-values that 
were not significant (p ≤ 0.05) with water-year streamflow were considered unstable and 
removed from further analysis. 
The period of 1940–1999 (n = 60) was used for model calibration and verification. 
Regression approaches are the most common statistical method in climate reconstructions. In the 
simplest case, a linear regression equation is used to reconstruct past values of a single climatic 
variable from ring-width indices of a single tree-ring chronology, or from a mean of two or more 
chronologies which have been merged to form a single chronology (Blasing et al. 1981). While 
non-parametric methods have been explored and applied to reconstructing hydrologic parameters 
using tree-ring data (Saito et al. 2008), this study elected to use the widely accepted stepwise 
linear regression approach (Woodhouse et al. 2006; Meko et al. 2007). The ability of the 
statistically significant moisture sensitive tree-ring chronologies to predict streamflow was tested 
using a forward and backward (standard) stepwise regression model. Standard stepwise 
regression both adds and removes predictors as needed for each step. The model stops when all 
variables not in the model have p-values that are greater than the specified alpha-to-enter value 
and when all variables in the model have p-values that are less than or equal to the specified 
alpha-to-remove value. Following the procedure of Woodhouse et al. (2006), the F-level for a 
predictor was allowed to have a maximum p-value of 0.05 for entry and 0.10 for retention in the 
stepwise regression model. While sophisticated regression techniques are widely used in climate 
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reconstructions, these techniques cannot easily incorporate the influence of factors (topography, 
vegetation dynamics, natural disturbance, land use) that alter runoff even when climate remains 
the same (Saito et al. 2008). 
Statistical uncertainty was examined for the streamflow reconstruction using a number of 
measures. Verification statistics calculated to check for model validation included R
2
, R
2
-
predicted, the Variance Inflation Factor (VIF), and the Durbin-Watson statistic. R
2
-predicted is 
calculated from the Predicted REsidual Sums of Squares (PRESS) statistic. PRESS is based upon 
a leave-one-out cross-validation in which a single year or observation is removed when fitting 
the model. As a result, the prediction errors are independent of the predicted value at the 
removed observation (Garen 1992). VIF indicates the extent to which multicollinearity is present 
in a regression analysis. Generally, a VIF value close to 1.0 indicates low correlation between 
predictors, and is ideal for a regression model (O’brien 2007). The Durbin-Watson statistic was 
used to analyze the autocorrelation structure of model residuals. The Reduction of Error (RE) 
statistic was used to measure the association between instrumental and predicted values. RE 
ranges from minus infinity to + 1.0 and a positive RE value indicates the model has predictive 
skill (Lorenz 1956; Fritts 1976; Woodhouse 2003). The sign test, a nonparametric procedure to 
count the number of agreements and disagreements between instrumental and reconstructed 
flow, was used for additional model validation. 
5.3.2 Weibull Exceedance Probability 
The most efficient formula for computing plotting positions for unspecified distributions, 
and the one now commonly used for most sample data, is the Weibull equation (Viessman and 
Lewis 2003) (Equation 4-2). Weibull exceedance probability plots provide water managers good 
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estimates of average and extreme flows. This study calculated the Weibull distribution separately 
for the reconstruction and observed datasets. This novel approach plotted the Weibull 
distributions together and provided a visualization tool for the accuracy of the reconstruction 
model over the full range of streamflow values during the calibration period (1940 to 1999). The 
evaluation of reconstructed streamflow values before the instrumental record was based on the 
errors associated with the Weibull plot. Using this application of the Weibull distribution, 
valuable insight can be gained with regards to the uncertainties associated with the predictability 
of reconstruction models. This Weibull technique may be applied to compare any two time-series 
of similar lengths (i.e., observed and modeled). 
5.4 Results 
5.4.1 Chronology Prescreening and Reconstruction Model Results 
Of the 117 chronologies put through the pre-screening process, 25 were cored before 
1999. After removing 49 tree-ring chronologies that did not include a significant correlation with 
water-year flow, 43 chronologies remained. Of these 43 chronologies, 21 of them failed the 30-
year stability test. The total number of chronologies in the predictor pool entering stepwise 
regression was 22 (Figure 5-1). Feasible reconstructions (Table 5-1) included one dating back to 
1487 using three chronologies (Encampment, Pumphouse, New North Park) and one dating back 
to 1383 using two chronologies (Encampment and Pumphouse). The Encampment and New 
North Park chronologies are Douglas-fir species, Pseudotsuga menziesii (Mirb.) Franco, and 
Pumphouse is a pine species (Pinus edulis Engelm.). Woodhouse and Lukas (2006) used the 
Pumphouse chronology as a predictor to reconstruct a number of streamflow gages in nearby 
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basins (Upper Colorado and South Platte). It was determined that reconstructing streamflow back 
to 1383 (617 years) in the region provided the most value based on the length of the 
reconstruction and model validation statistics.  
The calibrated model (Figure 5-2a) explained 69% of the variance in water-year 
streamflow records from 1940–1999. The Variance Inflation Factor (VIF) and Durbin-Watson 
statistic showed no issues with multicollinearity or autocorrelation, respectively. The calibration 
model’s RE was 0.69, indicating valuable information exists in the reconstruction. Results from 
the sign test were significant (p < 0.01). Predicted flow in the 1940s and 1980s contained the 
most error while predicted flow in the 1970s showed the smallest error (Figure 5-2b). 
Instrumental flow had a lower median and higher standard deviation compared to reconstructed 
flow (Table 5-2). Streamflow persistence (i.e., low-order autocorrelation) was not significant for 
the instrumental or reconstructed time series. 
 
Table 5-1: Feasible NPRB streamflow reconstructions. The two-predictor model was chosen based on 
reconstruction length and model predictability. 
  3-Predictor Model 2-Predictor Model 
Date of Reconstruction 1487 1383 
R
2
 0.71 0.69 
R
2
 - predicted 0.68 0.66 
VIF 1.63 1.08 
Durbin-Watson 1.85 1.86 
RE 0.71 0.69 
Sign Test (Hit/Miss) 50/10 49/11 
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Figure 5-2: Calibrated Reconstruction Model. (a) The calibrated reconstruction model explained 69% of the 
variance in streamflow records. (b) Error in predicted streamflow. The 1940s and 1980s contained the most 
error while predicted flow in the 1970s showed the smallest error. 
 
 
Table 5-2: Statistics during the calibration period (1940–1999) for instrumental and reconstructed 
streamflow. Units = MCM. 
Parameter Instrumental Reconstructed 
Mean 1026.8 1026.8 
Median 995.1 1071.7 
Standard Deviation 372.4 308.5 
Low-Order Autocorrelation Not Significant Not Significant 
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A Weibull exceedance probability plot was created during the calibration period (1940–
1999) to visually provide the predicted accuracy and uncertainties of average and extreme flows 
(Figure 5-3). The reconstruction model generally overestimated average and low flows 
(exceedance probability > 30%, streamflow < 1200 MCM). High flows (exceedance probability 
< 30%) were generally underestimated by the reconstruction model. The average absolute 
difference between observed and reconstructed flows was 7%. Streamflow reconstruction model 
results compared favorably with other western U.S. reconstructions (e.g., Wind River, R
2
 = 0.40–
0.64, Watson et al. 2009; Green River, R
2
 = 0.44–0.65, Barnett et al. 2010; Upper Colorado and 
South Platte Rivers, R
2
 = 0.63–0.76, Woodhouse and Lukas 2006; Sacramento River, R2 = 0.64–
0.81, Meko et al. 2001; Yellowstone River, R
2
 = 0.52, Graumlich et al. 2003). 
 
 
Figure 5-3: Weibull exceedance probability plot for observed and reconstructed water-year flow during the 
calibrated period (1940–1999). Weibull exceedance probability plot for observed and reconstructed water-
year flow during the calibrated period (1940–1999). The reconstruction model generally overestimated low 
flows and underestimated high flows. 
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Reconstructed water-year streamflow in the NPRB was smoothed with 5- and 10-year 
filters (Figure 5-4). Noticeable dry periods occurred during the mid-1400s, late 1500s, and early 
1700s. Wet periods appear in the late 1400s, late 1600s, the mid-1800s, and early 1900s.  For a 
regional perspective and additional validation, the North Platte reconstruction was compared to 
the South Platte and Upper Colorado streamflow reconstructions from Woodhouse and Lukas 
(2006).  
 
 
 
Figure 5-4: Complete water-year streamflow reconstruction from 1383 to 1999. Gray line (5-year filter) and 
black line (10-year filter). Also shown is the long-term mean. 
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The distribution of extreme low flows in the 10
th
 percentile or less was evaluated from 
1685 to 1987 (Figure 5-5). Low flows based on the North Platte reconstruction compared 
favorably with those in nearby regions, especially from 1840 to 1905. Overall, the North Platte 
shared 16 of the 30 low flow years with the South Platte reconstruction and 21 of the 30 low 
flow years with the Upper Colorado reconstruction. The South Platte and Upper Colorado 
reconstructions also shared 21 of the 30 low flow years. Two consecutive low flow years at the 
beginning of the 1800s appear in the North Platte reconstruction but did not occur in the South 
Platte or Upper Colorado reconstructions. The validation of the reconstruction with these records 
along with the calibration and verification statistics indicates the high quality of this 
reconstruction. 
 
 
 
Figure 5-5: Distribution of extreme low flow years (10th percentile or less), 1685–1987, for three regional flow 
reconstructions. Black dots = North Platte, Gray dots = South Platte, White Dots = Upper Colorado. 
 
 
 85 
 
5.4.2 CCSM Analysis and Skill Evaluation 
Although it was not expected that GCMs will skillfully reproduce observed streamflow 
data on a year-by-year basis, it was possible to test for model skill by assessing various longer-
term statistical properties of each initial condition hindcast run. Assessing the skill of CCSM 3.0 
in this way can lend added clarity to the degree of uncertainty in streamflow projections. 
 CCSM does a poor job modeling mean, standard deviation, and periodicity of observed 
streamflow (Table 5-3). Thus, the mean and variance and any further measures derived from the 
two are not appropriate for skill assessment of CCSM. However, higher-moment features that do 
not depend on mean and standard deviation can be examined.  
 
 
Table 5-3: Past Skills in Modeling Streamflow – Using Data from 1940–1999. While CCSM does not capture 
observed mean, variance, or periodicity (PACF), it does seem to capture some aspects of upper and lower 
(i.e., tail, or relatively rare-event) streamflow behavior based on skewness and kurtosis. Units = MCM 
Statistic Run A Run B Run C Run D Run E Run F Run G Observed 
Mean 255.3 234.6 241.1 243.2 234.0 258.5 240.1 1026.8 
Variance 95.5 89.4 92.1 84.3 86.0 101.2 88.7 372.4 
PACF -0.15 0.28 -0.06 0.27 -0.01 0.34 0.08 N/A 
Skewness 0.94 0.24 0.62 0.59 0.14 0.40 0.20 0.33 
Kurtosis 3.91 2.86 2.69 3.01 2.89 2.54 2.18 2.33 
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Based on the skewness and kurtosis statistics, CCSM does relatively well in modeling properties 
of wetter-than- and drier-than-usual years. Observed skewness was relatively well-matched by 
CCSM, indicating skill in modeling types of relatively wet versus relatively dry events. Most 
runs (with the exception of Run A) matched up favorably with the observed kurtosis, an indicator 
of skill in modeling the proportion of relatively rare streamflow events. These results may lend 
some additional confidence in the estimation of future tail (extreme) behavior, which is likely of 
highest interest given the possible implications of extremes to water-resources management. 
Because mean and variance of CCSM hindcast runs strongly disagreed with instrumental 
values, two methods were applied to adjust (i.e., correct) modeled streamflow data from CCSM. 
First, a rescaling method was applied per Graumlich (1987) and Grissino-Mayer et al. (1989). 
CCSM streamflow values were rescaled to have the same variance as instrumental flow. The 
mean of the CCSM series was subtracted from each value. Each centered observation was then 
multiplied by a scaling factor, k, defined in Equation 4-1. The rescaling method resulted in more 
realistic modeled streamflow without affecting the overall correlation between datasets. To 
correct the bias (i.e., magnitude) within CCSM streamflow datasets, the average difference 
between the instrumental and modeled dataset was added to the modeled dataset. This 
adjustment did not change (distort) skewness and kurtosis, so there was relative confidence in the 
tail properties of projections. 
 Rescaled projected changes in 5
th
, 50
th
, and 95
th
 quantiles of streamflow distributions for 
three different 30-year time periods were performed, using the rescaled hindcast runs as bases for 
comparison (Table 5-4). Results suggested that the entire distribution of streamflow will 
increase, especially drier water-years. Results were more transparent for the 5th and 50th 
 87 
 
quantiles than for the 95th quantile. This implies that streamflow will increase in the future; 
particularly, the driest years will become substantially wetter. Here, this study used 5
th
 and 95
th
 
quantiles as measures of extremes rather than a more statistically rigorous approach, such as 
through extreme value theory via fitting a Generalized Extreme Value (GEV) distribution to 
annual maxima or using a Peak-over-Threshold (POT) approach based on the Generalized Pareto 
Distribution (GPD) (Coles 2001). 
 Table 5-5 is analogous to Table 5-4, but its values were calculated without mean and 
variance rescaling. Again, the mean and variance rescaling did not affect skewness and kurtosis, 
and thus with or without rescaling, there was relative confidence in these two tail properties. 
Results suggested fewer extremely dry years, but there is no consensus on the change of average 
or high flows. It is important to consider both Tables 5-4 and 5-5, because the mean and variance 
rescaling affects quantiles differently according to the original placement before rescaling. Given 
non-stationarity, it is not necessarily clear what the state of future streamflow variance will be. 
Thus, both tables were included in an effort to be as comprehensive as possible. 
 Projected flow was also assessed with relation to the full historical (1383–1999) record of 
streamflow (Table 5-6). The central limit theorem (CLT, Rice 1995) was used in calculating 
statistical significance, which says that the distribution of sample means will be approximately 
normally distributed for large enough sample sizes. It is important to note that the CLT 
assumption of data independence is violated here, as the running means are highly correlated, 
and thus one should be somewhat cautious in interpretation (Hoeffding and Robbins 1948). 
Results suggested that mean and high-streamflow years may be statistically wetter than those 
seen under natural variability in the historical record. This may be evidence that the projected 
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levels of streamflow are partially related to anthropogenic climate change. Dry year changes are 
not projected to be statistically different than the historical record. One should caution that mean 
and variance rescaled streamflow values were used in the analysis presented in Table 5-6 and 
any conclusions drawn from these results makes the assumption that mean and variance rescaling 
is appropriate. 
Overall projection consensus suggests that the driest streamflows will increase 
substantially into the 21
st
 century, relative to the second half of the 20
th
 century. Average and 
wetter streamflows may increase as well; however, this is more uncertain and is conditional on 
variance stationarity. Average and wetter streamflows may be statistically higher than those of 
the full historical record, potentially suggesting an anthropogenic influence beyond natural 
variability.  
Four important caveats to these findings must be emphasized: 
1. As discussed previously, precipitation (which ultimately drives streamflow) and regional 
predictions are two of the largest uncertainties in climate (Schiermeier 2010). Thus, there 
is large uncertainty from a model-physics perspective. 
2. Only one GCM was used in this study. Multiple initial condition runs alone do not 
capture the full range of possible streamflow projections. 
3. The streamflow projections are output from a relatively coarse grid, so this study 
depended on the assumption that the grid selected adequately represents the streamflow 
of the NPRB. 
4. CCSM output does not correctly simulate the observed statistics of mean, variance, and 
autocorrelation, decreasing confidence in projections. 
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Table 5-4: Percent Changes in Projected Streamflow Quantiles from 1970–1999 flow (With Mean and Variance Rescaling). Blue (orange) cells indicate 
an increase (decrease) of more than 0.5 standard deviations as computed from the hindcasts; this is approximately a plus (minus) 10% change in 
streamflow.  Black cells indicate a lack of model data availability. Letters (A–G) indicate the initial condition. (a) Percent change in 5th quantile. (b) 
Percent change in 50
th
 quantile. (c) Percent change in 95
th
 percentile. 
 
a.
A B C D E F G A B C D E F G A B C D E F G
Commit 29.6 51.1 NA 6.2 6.3 NA NA 30.0 44.4 NA 0.1 1.6 NA NA 12.3 43.2 NA 25.7 1.3 NA NA
B1 2.6 50.6 25.4 9.6 NA 19.5 13.3 1.0 61.1 65.8 14.0 NA -0.6 30.9 29.3 59.0 41.7 -7.5 NA 17.5 7.1
A1B 9.1 15.5 31.4 -1.5 27.4 -0.2 7.1 27.1 79.9 36.5 1.5 15.0 -2.8 4.0 -5.2 44.4 86.4 -24.4 17.9 -14.3 23.4
A2 NA NA NA NA 49.5 NA NA NA NA NA NA 21.8 NA NA NA NA NA NA 37.4 NA NA
A1FI NA NA NA NA 37.0 NA NA NA NA NA NA 3.3 NA NA NA NA NA NA -17.6 NA NA
2011-2040 2041-2070 2071-2099
 
 
 
b.
A B C D E F G A B C D E F G A B C D E F G
Commit -2.9 -3.4 NA -0.7 20.2 NA NA -0.9 12.8 NA -11.4 2.4 NA NA -3.4 27.0 NA -7.4 9.0 NA NA
B1 -6.2 21.8 1.4 -13.2 NA 10.0 1.6 -1.5 -13.7 18.0 0.7 NA 28.8 21.7 7.7 3.6 2.8 -2.4 NA 0.2 -9.7
A1B 9.5 11.6 6.8 -1.4 -0.2 -4.9 18.7 -3.1 19.1 5.8 11.8 12.9 12.9 14.1 -0.2 2.3 36.7 0.4 13.9 18.2 23.6
A2 NA NA NA NA 3.0 NA NA NA NA NA NA 15.4 NA NA NA NA NA NA 10.2 NA NA
A1FI NA NA NA NA 17.5 NA NA NA NA NA NA 24.0 NA NA NA NA NA NA -9.0 NA NA
2011-2040 2041-2070 2071-2099
 
 
 
c.
A B C D E F G A B C D E F G A B C D E F G
Commit -14.4 -6.2 NA -1.1 5.1 NA NA -4.0 7.4 NA -9.0 16.3 NA NA -1.7 14.1 NA -9.2 1.0 NA NA
B1 -13.6 17.2 14.3 -1.0 NA 20.5 16.2 -1.0 6.8 -3.4 -3.9 NA 4.2 14.6 -7.2 -1.1 11.3 -1.3 NA 1.7 -9.6
A1B -9.5 18.7 -6.3 -2.9 -10.7 0.1 10.5 -11.7 8.2 10.0 0.0 4.4 2.2 -6.5 -13.5 -2.8 13.5 -6.5 31.4 10.2 3.9
A2 NA NA NA NA 6.2 NA NA NA NA NA NA 11.3 NA NA NA NA NA NA 3.1 NA NA
A1FI NA NA NA NA 15.0 NA NA NA NA NA NA 8.9 NA NA NA NA NA NA -5.8 NA NA
2011-2040 2041-2070 2071-2099
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Table 5-5: Percent Change in Projected Streamflow Quantiles from 1970–1999 flow (without Mean and Variance Rescaling). Blue (orange) cells 
indicate an increase (decrease) of more than 0.5 standard deviations as computed from the hindcasts; this is approximately a plus (minus) 20% change 
in streamflow. Black cells indicate a lack of model data availability. Letters (A–G) indicate the initial condition. (a) Percent change in 5th quantile. (b) 
Percent change in median. (c) Percent change in 95
th
 quantile. 
a.
A B C D E F G A B C D E F G A B C D E F G
Commit 18.7 31.8 NA -3.7 41.6 NA NA 19.1 25.3 NA -9.1 37.2 NA NA 4.4 24.1 NA 13.5 36.8 NA NA
B1 -22.0 38.4 30.3 0.4 NA -7.8 0.0 19.7 43.5 33.9 -9.8 NA -10.4 -3.1 -3.3 94.8 2.5 -7.4 NA -21.9 16.2
A1B -1.6 39.5 28.5 -8.8 43.0 -3.7 8.6 -3.0 48.9 67.0 -5.0 21.6 17.7 24.3 22.7 47.0 44.0 -23.6 41.0 -11.2 -4.0
A2 NA NA NA NA 26.9 NA NA NA NA NA NA -7.4 NA NA NA NA NA NA 11.9 NA NA
A1FI NA NA NA NA 35.5 NA NA NA NA NA NA 3.2 NA NA NA NA NA NA -16.9 NA NA
2011-2040 2041-2070 2071-2099
 
b.
A B C D E F G A B C D E F G A B C D E F G
Commit -11.2 -3.0 NA -6.8 28.1 NA NA -9.4 14.3 NA -16.6 11.8 NA NA -11.6 29.4 NA -12.9 17.8 NA NA
B1 -2.6 9.4 1.4 -11.2 NA -13.5 9.2 3.8 8.5 14.8 0.8 NA 4.2 4.7 -10.6 36.9 3.2 1.7 NA 9.4 13.9
A1B -9.4 21.2 2.8 -23.1 7.8 -3.0 12.0 -5.0 -13.5 17.9 -10.4 24.6 20.2 -1.2 3.6 3.4 4.0 -13.2 -1.0 -15.9 1.8
A2 NA NA NA NA -6.2 NA NA NA NA NA NA 8.4 NA NA NA NA NA NA 2.2 NA NA
A1FI NA NA NA NA 8.7 NA NA NA NA NA NA 14.6 NA NA NA NA NA NA -15.4 NA NA
2011-2040 2041-2070 2071-2099
 
c.
A B C D E F G A B C D E F G A B C D E F G
Commit -22.3 -1.3 NA -5.6 4.9 NA NA -13.2 13.5 NA -13.2 15.0 NA NA -11.2 20.8 NA -13.3 1.2 NA NA
B1 0.1 -3.8 3.9 -20.9 NA -8.0 0.1 -8.7 12.2 6.7 -7.3 NA -5.9 -16.2 -17.9 15.7 0.4 17.1 NA 2.0 -6.2
A1B -16.3 18.5 13.5 -9.1 9.7 17.9 -4.3 -4.4 8.1 -2.4 -11.8 -5.5 16.3 -6.9 -10.3 0.3 10.7 -9.4 -7.9 -7.8 -9.0
A2 NA NA NA NA 6.2 NA NA NA NA NA NA 12.1 NA NA NA NA NA NA 2.5 NA NA
A1FI NA NA NA NA 3.6 NA NA NA NA NA NA -1.9 NA NA NA NA NA NA -14.9 NA NA
2011-2040 2041-2070 2071-2099
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Table 5-6: Projected Streamflow Compared to Long-Term (Reconstructed) Streamflow. (a) The number of Z-scores (standard deviations) from the 
average of the running 30-year means. Cells with Z-scores of more than positive (negative) 2 are shaded blue (orange) to indicate an increase (decrease) 
in mean streamflow at a 5% significance level. For (b) and (c), the distribution of running 30-year 5
th
 and 95
th
 quantiles, compared to future quantiles. 
a.
A B C D E F G A B C D E F G A B C D E F G
Commit 0.7 -0.5 NA 2.4 1.9 NA NA 2.3 1.6 NA 0.2 1.6 NA NA 1.9 3.5 NA 0.9 1.3 NA NA
B1 0.6 3.8 0.9 1.2 NA 2.9 1.8 2.5 -0.2 2.0 1.7 NA 2.6 3.8 3.2 1.0 1.0 1.5 NA 0.2 -0.9
A1B 2.0 1.6 0.1 1.4 1.8 0.2 1.7 1.5 2.5 0.8 3.2 1.8 2.0 0.7 0.6 1.1 4.7 0.6 1.8 1.8 2.2
A2 NA NA NA NA 1.4 NA NA NA NA NA NA 1.4 NA NA NA NA NA NA 2.2 NA NA
A1FI NA NA NA NA 3.5 NA NA NA NA NA NA 2.4 NA NA NA NA NA NA -1.3 NA NA
2011-2040 2041-2070 2071-2099
 
c.
A B C D E F G A B C D E F G A B C D E F G
Commit 0.3 0.0 NA 1.8 1.0 NA NA 1.8 1.7 NA 0.7 2.4 NA NA 2.1 2.6 NA 0.7 0.5 NA NA
B1 0.4 3.0 2.6 1.8 NA 3.3 2.3 2.2 1.7 0.4 1.4 NA 1.0 2.1 1.3 0.7 2.2 1.8 NA 0.7 -0.7
A1B 1.0 3.1 0.0 1.6 1.0 0.4 1.6 0.7 1.8 2.1 1.9 1.0 0.7 -0.3 0.4 0.5 2.5 1.1 1.0 1.8 0.9
A2 NA NA NA NA 1.2 NA NA NA NA NA NA 1.8 NA NA NA NA NA NA 0.8 NA NA
A1FI NA NA NA NA 2.2 NA NA NA NA NA NA 1.5 NA NA NA NA NA NA -0.3 NA NA
2011-2040 2041-2070 2071-2099
 
c.
A B C D E F G A B C D E F G A B C D E F G
Commit 0.3 0.0 NA 1.8 1.0 NA NA 1.8 1.7 NA 0.7 2.4 NA NA 2.1 2.6 NA 0.7 0.5 NA NA
B1 0.4 3.0 2.6 1.8 NA 3.3 2.3 2.2 1.7 0.4 1.4 NA 1.0 2.1 1.3 0.7 2.2 1.8 NA 0.7 -0.7
A1B 1.0 3.1 0.0 1.6 1.0 0.4 1.6 0.7 1.8 2.1 1.9 1.0 0.7 -0.3 0.4 0.5 2.5 1.1 1.0 1.8 0.9
A2 NA NA NA NA 1.2 NA NA NA NA NA NA 1.8 NA NA NA NA NA NA 0.8 NA NA
A1FI NA NA NA NA 2.2 NA NA NA NA NA NA 1.5 NA NA NA NA NA NA -0.3 NA NA
2011-2040 2041-2070 2071-2099
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5.4.3 700 Years of Hydrologic Drought Analysis in the NPRB 
Following Tarboton (1994), a drought was defined as a consecutive series of years during 
which the water-year streamflow was continuously below a specified threshold level. During a 
wet or surplus year, an individual water-year value is greater than the defined threshold. During a 
dry or deficit year, an individual water-year value is less than the threshold. Drought duration is 
the sum of consecutive years having values below the threshold. Drought magnitude is the sum 
of all deficits over the duration of the drought. Drought severity is the average deficit of an 
event. This study evaluated drought severity because drought magnitude can be large based on a 
substantial number of consecutive slightly below average flow years and does not consider 
drought duration. Drought severity identifies the true scale of an event because drought duration 
is accounted for. 
 Past, present, and future drought events were identified by two drought identification 
methods used by Timilsena et al. (2007). Five-year (method 1) and 10-year (method 2) moving 
averages (i.e., filters) were taken at the beginning of each streamflow time-series. The three most 
severe droughts were determined (ranked) for the reconstructed (1383–1939), instrumental 
(1940–2009), and projected (rescaled 2010–2099) datasets. For projected scenarios with more 
than one initial condition run, the average flow value was used. A single threshold value could 
not be used because the reconstructed, instrumental, and projected streamflow datasets had 
slightly different means.  To account for this, the threshold was set separately for each dataset 
and calculated the percent below average flow. For example, the threshold to identify droughts 
based on the streamflow reconstruction was the mean from 1383 to 1939, while the threshold to 
identify droughts based on the instrumental streamflow was the mean from 1940 to 2009. The 
threshold to identify projected droughts was calculated similarly for each scenario from 2010 to 
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2099. The drought identification methods provided a quantitative comparison among identified 
droughts between past, present, and projected datasets.  
The 5-year drought identification method (Figure 5-6) revealed that the most severe 
drought in the past 600 years occurred during the instrumental period. This drought occurred 
from 2002 to 2008 with flow nearly 30% below the average during this period. The A1FI 
streamflow series contained the second most severe drought, although high uncertainty exists in 
this projection (and A2) because only one initial condition run was investigated. The three most 
severe droughts based on the 600-year streamflow reconstruction were similar in terms of 
drought severity (between 20–25% below average flow). This resulted in the reconstructed 
period containing the most severe second and third ranked droughts. The climate scenarios with 
more than one initial condition run (Commit, A1B, and B1) contained droughts significantly less 
severe than those in the instrumental and reconstructed datasets. These results suggest that 
projected droughts are likely to be less severe than what has occurred in the past.  
The 10-year drought identification method (Figure 5-7) revealed that the most severe 
drought is based on the A1FI climate scenario and will occur in the future (2086–2099). As 
previously mentioned, there is substantial uncertainty in this projection because a single initial 
condition run was used. The reconstructed streamflow dataset contained the second and third 
most severe droughts. The three most severe droughts during the reconstructed period were all 
comparable in terms of drought severity (10–15% below average flow), and revealed the true 
periodicity of severe drought events due to the significantly lengthened dataset. The instrumental 
dataset contained droughts that were less severe than the reconstructed dataset and more severe 
than the projected datasets with more than one initial condition run. Similarly to the 5-year 
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method, the climate scenarios with multiple initial condition runs (i.e., less uncertainty) suggest 
projected droughts are likely to be less severe than what has occurred in the past. 
 
 
  
Figure 5-6: NPRB Past, Present and Projected Drought Analysis Based on the 5-Year Drought Identification 
Method. Reconstructed (1383–1939), Instrumental (1940–2009), Scenarios (2010–2099). The most severe 
drought (rank = 1) for each dataset is labeled. 
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Figure 5-7: NPRB Past, Present and Projected Drought Analysis Based on the 10-Year Drought Identification 
Method. Reconstructed (1383–1939), Instrumental (1940–2009), Scenarios (2010–2099). The most severe 
drought (rank = 1) for each dataset is labeled. 
 
5.5 Conclusions and Recommendations 
The first statistically skillful climate reconstruction was developed for the region and 
explained 69% of the variance in streamflow records. This well-validated streamflow 
reconstruction extended the record of flow back to 1383 and provided a long-term perspective 
from which to evaluate the instrumental and projected flow record. A Weibull technique new to 
the field of dendroclimatology was presented and provided a visualization tool for a climate 
reconstruction. This application of the Weibull distribution offers valuable insight with regards 
to the errors and uncertainties associated with the predictability of a reconstruction model. From 
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a water resources planning and management outlook, the use of this Weibull approach can be 
used for analyzing the long-term risk and reliability of climate reconstructions.  
 Using rescaled CCSM projections, results suggested that the entire distribution of 
NPRB streamflow will increase, especially drier water-years. Using the unscaled CCSM 
projections, results suggested fewer extremely dry years, but there was no consensus on the 
change of average or high flows. With relation to the historical (1383–1999) record of NPRB 
streamflow, results suggested that mean and high-streamflow years may be statistically wetter 
than those seen under natural variability in the full historical record. This may be evidence that 
the projected levels of streamflow are partially related to anthropogenic climate change. Drought 
analysis revealed the value of creating a statistically skillful climate reconstruction. The limited 
length of instrumental streamflow data impacts the ability to identify the true magnitude of 
natural interdecadal flow variability within the NPRB. Increasing the length of streamflow 
records provided more accurate frequency and risk assessment of drought events in the region. 
Extensive efforts to understand climate model uncertainties will be greatly hindered 
without accompanying efforts to understand and rigorously constrain observational uncertainties 
in the quantities against which models are being compared (Thorne et al. 2005). As the 
resolution of climate models become finer and water cycle algorithms become more accurate, 
future streamflow predictions within the NPRB should be compared to the findings presented 
here. Recent research (Santer et al. 2009; Pierce et al. 2009) points to the value of multi-model 
ensembles for hydrological and regional climate studies, especially in the context of causal 
attributions. However, for bias corrections and understanding of dynamical behavior, evaluation 
of the performance of individual climate models with an ensemble of models remains important. 
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Future researchers should integrate multiple climate models in order to more fully capture 
the uncertainty in streamflow projections. It may be necessary to systematically evaluate 
multiple GCMs via process-based skill metrics for model selection in this particular case, using 
projections from a subset of models with demonstrable past skill to constrain possible projection 
outcomes (see, for example, discussions in Knutti et al. 2010 and Knutti 2010). In addition, 
streamflow projections may benefit from downscaling of GCMs, although it is important to keep 
in mind downscaling may add new layers of uncertainty (Schiermeier 2010). 
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Data Source Summary 
Streamflow 
(Unimpaired) 
United States Geological Survey (USGS) 
http://waterdata.usgs.gov/usa/nwis/sw 
Surface-water data that describe stream levels, 
streamflow (discharge), reservoir and lake levels, 
surface-water quality, and rainfall. Data is 
collected by automatic recorders and manual 
measurements. Slack et al. (1993) identified a 
Hydro-Climatic Data Network (HCDN) of 
stream gages as being relatively free of 
significant human influences and, therefore, 
appropriate for climate studies. 
SNOTEL 
Natural Resources Conservation Service 
(NRCS) http://www.wcc.nrcs.usda.gov/snow/ 
An automated system to collect snowpack and 
related climatic data in the Western United States 
called SNOTEL (for SNOwpack TELemetry). 
SNOTEL has reliably and efficiently collected 
the data needed to produce water supply forecasts 
and to support the resource management 
activities of NRCS and others. 
AMSR-E 
National Aeronautics and Space 
Administration (NASA) 
http://www.ghcc.msfc.nasa.gov/AMSR/ 
The primary goal of Aqua, as the name implies, 
is to gather information about water in the Earth's 
system. Equipped with six state-of-the-art 
instruments, Aqua collects data on global 
precipitation, evaporation, and the cycling of 
water. This helps scientists all over the world 
better understand the Earth's water cycle and 
determine if the water cycle is accelerating as a 
result of climate change. 
Tree-Ring 
National Oceanic and Atmospheric 
Administration (NOAA) Paleoclimatology 
Program and World Center for 
Paleoclimatology 
http://www.ncdc.noaa.gov/paleo/treering.html 
The Data Bank includes raw ring width or wood 
density measurements, and site chronologies 
(growth indices for a site). Tree-ring 
measurement series from other parameters are 
welcome as well. Reconstructed climate 
parameters, including North American Drought, 
are also available for some areas. Over 2000 sites 
on six continents are included. 
Precipitation 
National Oceanic and Atmospheric 
Administration (NOAA) 
http://www.esrl.noaa.gov/psd/cgi-
bin/data/timeseries/timeseries1.pl 
Temperature, Precipitation, and Palmer Drought 
Data for each climate division in the United 
States. There is no climate division data available 
for Alaska or Hawaii 
CCSM 
University Corporation for Atmospheric 
Research (UCAR) National Center for 
Atmospheric Research (NCAR) 
http://www.earthsystemgrid.org/home.htm 
A fully-coupled, global climate model that 
provides state-of-the-art computer simulations of 
the Earth's past, present, and future climate 
states. 
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SNOTELTables 
Colorado 
Station State Latitude Longitude Elevation (ft) Elevation (m) 
Arapaho Ridge CO 40.35 -106.37 10,960  3,341  
Arrow CO 39.90 -105.75 9,680  2,950  
Bear Lake CO 40.30 -105.63 9,500  2,896  
Berthoud Summit CO 39.80 -105.77 11,300  3,444  
Bison Lake CO 39.75 -107.35 10,880  3,316  
Buffalo Park CO 40.22 -106.58 9,240  2,816  
Burro Mountain CO 39.87 -107.58 9,400  2,865  
Columbine CO 40.38 -106.60 9,160  2,792  
Copeland Lake CO 40.20 -105.57 8,600  2,621  
Crosho CO 40.17 -107.05 9,100  2,774  
Deadman Hill CO 40.80 -105.77 10,220  3,115  
Dry Lake CO 40.53 -106.77 8,400  2,560  
Elk River CO 40.83 -106.97 8,700  2,652  
Joe Wright CO 40.52 -105.88 10,120  3,085  
Jones Pass CO 39.75 -105.90 10,400  3,170  
Lake Eldora CO 39.93 -105.58 9,700  2,957  
Lake Irene CO 40.40 -105.82 10,700  3,261  
Lost Dog CO 40.80 -106.73 9,320  2,841  
Lynx Pass CO 40.08 -106.67 8,880  2,707  
Middle Fork Camp CO 39.78 -106.02 8,940  2,725  
Never Summer CO 40.00 -105.95 10,280  3,133  
Niwot CO 40.03 -105.53 11,300  3,444  
Phantom Valley CO 40.38 -105.83 9,030  2,752  
Rabbit Ears CO 40.37 -106.73 9,400  2,865  
Rawah CO 40.70 -106.00 9,020  2,749  
Ripple Creek CO 40.12 -107.28 10,340  3,152  
Roach CO 40.87 -106.05 9,700  2,957  
Stillwater Creek CO 40.22 -105.92 8,720  2,658  
Summit Ranch CO 39.72 -106.15 9,400  2,865  
Tower CO 40.53 -106.67 10,500  3,200  
Trapper Lake CO 39.98 -107.23 9,700  2,957  
University Camp CO 40.03 -105.57 10,300  3,139  
Willow Creek Pass CO 40.33 -106.10 9,540  2,908  
Willow Park CO 40.42 -105.73 10,700  3,261  
Zirkel CO 40.78 -106.58 9,340  2,847  
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Idaho 
 
Station State Latitude Longitude Elevation (ft) Elevation (m) 
Emigrant Summit ID 42.35 -111.55 7,390  2,252  
Franklin Basin ID 42.05 -111.60 8,085  2,464  
Giveout ID 42.40 -111.15 6,930  2,112  
Pine Creek Pass ID 43.57 -111.20 6,720  2,048  
Sheep Mtn. ID 43.20 -111.68 6,570  2,003  
Slug Creek Divide ID 42.55 -111.28 7,225  2,202  
Somsen Ranch ID 42.95 -111.35 6,800  2,073  
 
 
 
 
 
 
Utah 
 
Station State Latitude Longitude Elevation (ft) Elevation (m) 
Bug Lake UT 41.68 -111.42 7,950  2,423  
Dry Bread Pond UT 41.40 -111.53 8,350  2,545  
Horse Ridge UT 41.30 -111.43 8,160  2,487  
Monte Cristo UT 41.45 -111.48 8,960  2,731  
Temple Fork UT 41.78 -111.53 7,406  2,257  
Tony Grove Lake UT 41.88 -111.62 8,386  2,556  
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Wyoming 
 
Station State Latitude Longitude Elevation (ft) Elevation (m) 
Battle Mountain WY 41.05 -107.25 7,440  2,268  
Blind Bull Sum WY 42.95 -110.60 8,650  2,637  
Brooklyn Lake WY 41.35 -106.22 10,240  3,121  
Cold Springs WY 43.27 -109.43 9,630  2,935  
Cottonwood Creek WY 42.63 -110.80 7,670  2,338  
Deer Park WY 42.58 -108.90 9,700  2,957  
Divide Peak WY 41.30 -107.15 8,880  2,707  
East Rim Divide WY 43.13 -110.20 7,930  2,417  
Elkhart Park G.S. WY 43.00 -109.75 9,400  2,865  
Granite Creek WY 43.33 -110.43 6,770  2,063  
Gros Ventre Summit WY 43.38 -110.13 8,750  2,667  
Gunsite Pass WY 43.37 -109.87 9,820  2,993  
Hams Fork WY 42.15 -110.67 7,840  2,390  
Hobbs Park WY 42.87 -109.10 10,100  3,078  
Indian Creek WY 42.30 -110.67 9,425  2,873  
Kelley R.S. WY 42.27 -110.80 8,180  2,493  
Kendall R.S. WY 43.23 -110.02 7,740  2,359  
Little Warm WY 43.50 -109.75 9,370  2,856  
Loomis Park WY 43.17 -110.13 8,240  2,512  
North French Creek WY 41.32 -106.37 10,130  3,088  
Old Battle WY 41.15 -106.97 10,000  3,048  
Philips Bench WY 43.52 -110.90 8,200  2,499  
Sage Creek Basin WY 40.40 -107.25 7,850  2,393  
Salt River Summit WY 42.50 -110.90 7,760  2,365  
Sand Lake WY 41.45 -106.27 10,050  3,063  
Sandstone RS WY 41.12 -107.17 8,150  2,484  
Snider Basin WY 42.48 -110.52 8,060  2,457  
South Brush Creek WY 41.32 -107.35 8,440  2,573  
South Pass WY 42.57 -108.83 9,040  2,755  
Spring Creek Divide WY 42.52 -110.65 9,000  2,743  
St Lawrence Alt WY 43.03 -109.17 8,620  2,627  
Townsend Creek WY 42.68 -108.88 8,700  2,652  
Triple Peak WY 42.75 -110.58 8,500  2,591  
Webber Springs WY 41.15 -106.92 9,250  2,819  
Whiskey Park WY 41.00 -106.90 8,950  2,728  
Willow Creek WY 42.80 -110.83 8,380  2,554  
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SNOTEL Data (April 1, 2003-2008) (Units = Inches) 
Colorado 
 
Station 2003 2004 2005 2006 2007 2008 
Arapaho Ridge 18.7 18.8 21.4 25.3 18.6 23.5 
Arrow 17.5 10.9 14.1 16.7 17 18.1 
Bear Lake 23.6 12.6 15.2 17 20.7 16.5 
Berthoud Summit 20.5 12.4 16.4 20.9 16.3 21 
Bison Lake 22.1 22.5 30.4 29.5 20.8 31.4 
Buffalo Park 11.5 8.3 11.1 17.7 10.1 14.5 
Burro Mountain 14.1 10.2 15 18 11 16.6 
Columbine 22.5 15.6 19.1 30.7 16.6 26.9 
Copeland Lake 7.9 0 5.5 3.7 1.2 5.9 
Crosho 14.8 6.8 9.5 16.1 7 15.4 
Deadman Hill 14 10.8 15.7 16.5 14.9 17.7 
Dry Lake 21 14.9 21.1 24.6 14.7 25.6 
Elk River 17.9 11.8 21.8 20.9 14.2 27.2 
Joe Wright 24.4 13.8 19.3 22 19.8 23.5 
Jones Pass 17.2 11.2 12.8 19.2 15.4 18.4 
Lake Eldora 17.4 2.5 10.5 14 12.7 13 
Lake Irene 27.8 15.6 19.9 24.8 22.4 24.4 
Lost Dog 22.8 18.7 24.8 28 20.6 28.4 
Lynx Pass 10.8 6.8 10.6 14.2 10.7 14.9 
Middle Fork Camp 13.3 7.1 9.3 13.8 10.8 14.5 
Never Summer 21.4 15.6 19.4 19.6 18.5 20.8 
Niwot 15.6 6.6 11.2 12.7 15.1 12.9 
Phantom Valley 12 1.1 8.2 10.8 6.7 9.8 
Rabbit Ears 25.3 20.7 21.8 35.5 21.4 32 
Rawah 12.5 4.2 8.1 10.5 10.7 12 
Ripple Creek 27.1 22.7 23.6 30.8 21.6 24.8 
Roach 17.9 13.1 14.2 16.7 16.9 19.4 
Stillwater Creek 11.8 1.5 8 7.9 5.6 10 
Summit Ranch 15.3 10.5 10.8 14 10.3 14.4 
Tower 43 33.4 38 51.3 30 43.3 
Trapper Lake 18.3 14.5 14.4 22 13.7 18.9 
University Camp 17.8 10.8 12.7 18.1 16.9 15.4 
Willow Creek Pass 15.7 10.1 13.1 12.1 14.4 16 
Willow Park 19.2 10.4 13.9 16.4 15.2 17.7 
Zirkel 27.2 22.8 25 37.8 20.7 34.1 
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Idaho 
 
Station 2003 2004 2005 2006 2007 2008 
Emigrant Summit 16.7 18.3 23.1 31.4 15 25.9 
Franklin Basin 21.9 19.1 27.9 42.1 18.2 29 
Giveout 6.6 3.7 8.7 12.1 3.2 10.5 
Pine Creek Pass 12.5 12.5 11.9 20.6 11 19.1 
Sheep Mtn. 9.6 10.7 11.9 18.7 6.4 15.4 
Slug Creek Divide 13.4 8.6 13.6 19.3 9.3 19.6 
Somsen Ranch 9.2 8.2 10.5 15.3 6.5 13.3 
 
 
 
 
 
 
 
 
 
Utah 
 
Station 2003 2004 2005 2006 2007 2008 
Bug Lake 16 13.5 21.1 25.6 13.3 18.3 
Dry Bread Pond 10.9 11.8 23.6 25.6 10.3 24.4 
Horse Ridge 15.7 14.3 23.8 29.5 11.6 24.3 
Monte Cristo 20.2 21.3 30.5 36.5 18.9 29.4 
Temple Fork 14 10.7 19 23.4 10.2 19.2 
Tony Grove Lake 33.1 27.8 44 56 23.1 39.9 
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Wyoming 
 
Station 2003 2004 2005 2006 2007 2008 
Battle Mountain 11.8 6 12.1 13.4 5.5 16.9 
Blind Bull Sum 23 20.1 19.1 28.5 20.4 26.3 
Brooklyn Lake 18 14.4 17.3 25.8 19.5 21.5 
Cold Springs 8.8 1.8 7.2 5.8 3.5 7 
Cottonwood Creek 23.2 17.6 20 29.5 18 25.9 
Deer Park 15.1 14.1 21.8 17.2 12 15.7 
Divide Peak 21.7 16.6 19.8 19.4 18 23.3 
East Rim Divide 10.8 9.7 9.4 11.1 5.4 9.7 
Elkhart Park G.S. 13.6 10.9 12.3 14.3 9.5 11.2 
Granite Creek 14.9 13.9 13.1 21.1 9.9 19.2 
Gros Ventre Summit 13.2 9.8 10.5 12.5 9.5 13.2 
Gunsite Pass 13 10.3 10 12 10.3 12.6 
Hams Fork 11.9 6.2 12.5 16 7.5 12.6 
Hobbs Park 14.7 10.8 14.1 11 12.8 14.3 
Indian Creek 24 21.3 28.3 31.9 18.8 26.4 
Kelley R.S. 13.8 12.7 17.5 20.5 13 15.6 
Kendall R.S. 13.1 10.1 10.6 14.8 8 12.8 
Little Warm 10.2 6.5 8.1 9.3 7.5 10.4 
Loomis Park 17.3 12.9 15.1 19.9 9.4 16.9 
North French Creek 31.1 20.4 24.2 33.9 24 31.2 
Old Battle 29.3 27.2 33 37.6 23.8 33.8 
Philips Bench 25.2 23.6 22.6 34.3 17.5 34.4 
Sage Creek Basin 11.3 6.9 15.3 13.2 7.5 18 
Salt River Summit 12 11.3 13.5 16.7 10.3 14 
Sand Lake 25.3 20.7 22.4 32.4 24.5 28.4 
Sandstone RS 13.6 9.2 14 16.4 8.8 18.3 
Snider Basin 13.7 11.2 13.8 18.7 10 14.1 
South Brush Creek 13.9 6.4 12.1 13 10.2 14.5 
South Pass 14.5 15 19.6 16.2 12.4 14.9 
Spring Creek Divide 25.9 21.2 24.2 31.4 19 24.3 
St Lawrence Alt 8 3.7 7 4 4.1 7 
Townsend Creek 10.6 8.7 10 6.7 7.8 8.9 
Triple Peak 25 17.3 20 30.5 17.4 26.5 
Webber Springs 22.1 18.7 23.6 28.7 17.4 26.6 
Whiskey Park 27.3 23.3 27.2 40.9 20.6 33.7 
Willow Creek 29.8 23.3 26.9 36.1 20.5 34.1 
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Streamflow Data (April-May-June-July Total Flow) (Units = Acre-Feet) 
 
Station 2003 2004 2005 2006 2007 2008 
06620000 174,984  86,237  289,315  194,869  133,799  331,941  
06635000 69,431  17,169  66,624  46,715  46,425  109,038  
09188500 218,402  192,716  252,588  226,200  145,801  263,175  
09196500 90,768  91,089  102,299  100,278  66,098  92,776  
09223000 24,725  27,895  75,251  56,158  27,229  54,924  
09239500 247,833  149,818  238,263  295,353  170,241  331,239  
09251000 888,575  547,929  1,030,124  974,782  565,455  1,351,841  
09304500 244,149  167,108  290,126  309,394  181,391  334,966  
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Statistical Output 
SNOTEL/AMSR-E Correlation (r-values) Results 
Correlation (r) values are shown for the SNOTEL site and its corresponding AMSR-E grid cell 
on the first of each month (January–April). Number of years (N) was 6 (2003–2008). The r-value 
needed to be greater than or equal to 0.729 to be statistically significant at 90% (p ≤ 0.1). 
Significant values are shown in bold. 
 
North Platte 
Site Jan Feb Mar Apr 
South Brush Creek 0.29 0.23 0.37 0.43 
Battle Mountain 0.26 -0.06 -0.52 0.79 
Sandstone RS 0.64 -0.40 -0.66 0.78 
Divide Peak 0.31 -0.09 -0.65 0.50 
Old Battle -0.78 -0.17 -0.65 0.33 
Webber Springs -0.80 -0.25 -0.69 0.26 
Whiskey Park 0.41 -0.48 -0.92 0.78 
Zirkel -0.61 -0.72 -0.84 -0.49 
Tower -0.35 -0.65 -0.92 0.67 
Columbine -0.55 -0.85 -0.73 -0.02 
Joe Wright 0.12 0.13 -0.58 0.54 
Rawah 0.30 -0.29 -0.44 -0.39 
Deadman Hill 0.03 0.15 -0.19 -0.69 
Roach 0.29 -0.16 -0.80 -0.65 
Brooklyn Lake 0.01 0.14 -0.06 0.46 
North French Creek 0.28 0.03 -0.28 0.59 
Sand Lake -0.04 -0.10 -0.67 -0.50 
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Upper Green 
Site Jan Feb Mar Apr 
Blind Bull Sum -0.28 -0.85 -0.93 -0.63 
Bug Lake 0.77 0.18 -0.34 0.33 
Cold Springs 0.27 0.35 0.71 -0.96 
Cottonwood Creek -0.01 -0.45 -0.68 0.51 
Deer Park -0.86 -0.71 0.38 -0.04 
Dry Bread Pond 0.16 0.70 0.80 0.64 
East Rim Divide -0.28 -0.67 -0.34 -0.28 
Elkhart Park G.S. 0.56 0.43 0.43 0.35 
Emigrant Summit 0.71 -0.09 0.00 0.76 
Franklin Basin -0.02 0.15 0.14 0.56 
Giveout 0.81 0.37 0.57 0.87 
Granite Creek -0.49 -0.83 -0.93 -0.37 
Gros Ventre Summit -0.66 -0.72 -0.88 -0.88 
Gunsite Pass 0.41 -0.12 -0.25 0.20 
Hams Fork 0.68 0.27 -0.02 0.72 
Hobbs Park -0.70 -0.56 -0.43 -0.03 
Horse Ridge 0.05 0.78 0.54 0.48 
Indian Creek 0.75 0.10 -0.11 0.82 
Kelley R.S. 0.43 0.00 -0.28 0.84 
Kendall R.S. 0.76 0.45 -0.09 0.63 
Little Warm -0.42 -0.80 -0.62 -0.84 
Loomis Park -0.40 -0.87 -0.68 -0.63 
Monte Cristo 0.08 0.73 0.73 0.50 
Philips Bench 0.01 -0.94 -0.96 0.72 
Pine Creek Pass 0.32 -0.56 -0.65 0.02 
Salt River Summit 0.86 0.19 -0.50 0.82 
Sheep Mtn. 0.22 -0.57 -0.61 0.91 
Slug Creek Divide 0.93 0.37 0.38 0.81 
Snider Basin 0.47 -0.54 -0.75 0.55 
Somsen Ranch -0.02 -0.55 -0.81 0.33 
South Pass -0.51 -0.63 -0.24 -0.02 
Spring Creek Divide 0.90 0.23 -0.55 0.67 
St Lawrence Alt -0.50 -0.49 0.22 -0.18 
Temple Fork 0.73 0.10 -0.40 0.56 
Tony Grove Lake -0.16 0.15 0.15 0.57 
Townsend Creek -0.65 -0.33 -0.11 -0.22 
Triple Peak -0.38 -0.92 -0.85 -0.94 
Willow Creek -0.08 -0.50 -0.80 0.54 
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Upper Colorado 
Site Jan Feb Mar Apr 
Elk River -0.41 -0.63 -0.51 0.52 
Lost Dog -0.06 -0.51 -0.44 0.48 
Dry Lake -0.46 -0.81 -0.96 0.68 
Rabbit Ears -0.23 -0.55 -0.71 0.01 
Sage Creek Basin -0.30 -0.51 -0.01 0.46 
Crosho -0.74 -0.90 -0.90 -0.57 
Ripple Creek -0.49 -0.79 -0.69 -0.28 
Trapper Lake -0.57 -0.82 -0.54 -0.40 
Burro Mountain 0.39 -0.81 0.41 0.59 
Bison Lake -0.20 -0.54 0.04 0.23 
Buffalo Park -0.32 -0.63 -0.72 0.51 
Lynx Pass -0.01 -0.25 -0.44 0.26 
Arapaho Ridge -0.61 -0.60 -0.46 0.41 
Willow Creek Pass -0.24 -0.37 -0.55 0.35 
Phantom Valley 0.26 0.01 -0.64 0.86 
Lake Irene -0.14 -0.10 0.87 0.84 
Willow Park -0.33 -0.51 -0.59 0.64 
Bear Lake -0.44 0.58 -0.15 0.77 
Stillwater Creek 0.09 -0.46 -0.58 0.72 
Copeland Lake -0.64 0.41 0.36 -0.37 
Niwot -0.39 0.20 0.82 0.67 
University Camp -0.38 -0.11 0.44 0.57 
Lake Eldora -0.41 -0.01 0.63 0.65 
Arrow -0.58 -0.56 -0.08 -0.75 
Never Summer -0.40 -0.38 -0.55 -0.68 
Berthoud Summit -0.36 -0.86 -0.27 -0.13 
Jones Pass -0.74 -0.63 -0.47 -0.55 
Middle Fork Camp -0.64 -0.74 -0.47 -0.67 
Summit Ranch -0.36 -0.88 -0.84 -0.44 
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Principal Components Analysis 
PCA using a varimax rotation procedure was applied to determine regions in which both datasets 
may behave similarly. Based on the results of the loading matrix, the SNOTEL and AMSR-E 
sites that are highly correlated with the particular principal components were identified. Factor 
loadings are on a scale of -1.0 to 1.0; higher values (positive or negative) signify factor 
representation. Loadings greater than +0.90 and less than -0.90 were retained. 
 
Factor Loadings for Region 1 
SNOTEL Site Loading AMSR-E Site Loading 
Monte Cristo -1.00 Horse Ridge -0.98 
Horse Ridge -0.98 Temple Fork -0.94 
Emigrant Summit -0.97 Bug Lake -0.94 
Dry Bread Pond -0.97 South Pass -0.94 
Arapaho Ridge -0.96 Deer Park -0.92 
Temple Fork -0.96 Monte Cristo -0.91 
Kelley R.S. -0.95 Dry Bread Pond -0.91 
Tony Grove Lake -0.95 Emigrant Summit -0.90 
Salt River Summit -0.95 
  Bug Lake -0.95 
  Franklin Basin -0.94 
  Old Battle -0.93 
  Indian Creek -0.93 
  Giveout -0.92 
  Somsen Ranch -0.91 
  Bison Lake -0.91 
  Sheep Mtn. -0.90     
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Factor Loadings for Region 2 
SNOTEL Site Loading AMSR-E Site Loading 
Rawah -0.99 Lost Dog -0.99 
Niwot -0.98 Dry Lake -0.98 
Arrow -0.97 Tower -0.98 
Lake Eldora -0.96 Stillwater Creek -0.98 
Willow Park -0.94 Willow Creek Pass -0.98 
Lake Irene -0.94 Phantom Valley -0.97 
Joe Wright -0.93 Lake Irene -0.97 
  
Willow Park -0.97 
  
Lynx Pass -0.95 
  
South Brush Creek -0.94 
  
Bison Lake -0.94 
  
Elk River -0.93 
  
Burro Mountain -0.92 
  
North French Creek -0.91 
  
Brooklyn Lake -0.91 
    Buffalo Park -0.91 
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Singular Value Decomposition 
Singular Value Decomposition (SVD) was utilized to link both SWE datasets with streamflow in 
the region. In this study, the data were broken down into 2 geographic regions (northwest and 
southeast) and SVD between snowpack and streamflow is performed separately in each region. 
The northwest region contained the Upper Green River Basin. The North Platte and Upper 
Colorado River Basins were within the southeast region. Three streamflow stations (Q3, Q4, and 
Q5) were located in the northwest region. The southeast contained Q1, Q2, Q6, Q7, and Q8. 
These tables show the SNOTEL sites and AMSR-E grid cells that were significant (p ≤ 0.01) 
with regional streamflow. 
 
Northwest Region 
SNOTEL Site Value AMSR-E Site Value 
Deer Park -0.89 Salt River Summit -0.99 
Indain Creek -0.87 Spring Creek Divide -0.99 
Dry Bread Pond -0.87 Indain Creek -0.94 
South Pass -0.86 Hams Fork -0.94 
Horse Ridge -0.86 Kelley R.S. -0.94 
Temple Fork -0.84 Giveout -0.90 
Giveout -0.82 Slug Creek Divide -0.90 
Tony Grove Lake -0.81 Philips Bench -0.87 
Monte Cristo -0.81 Sheep Mtn. -0.84 
Bug Lake -0.77 Kendall R.S. -0.80 
Salt River Summit -0.77 Gunsite Pass -0.74 
Emigrant Summit -0.76 
  Somsen Ranch -0.76 
  Sheep Mtn. -0.74     
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Southeast Region 
SNOTEL Site Value AMSR-E Site Value 
Elk River -0.99 Berthoud Summit -0.95 
Sage Creek Basin -0.98 Never Summer -0.95 
Battle Mountain -0.97 Jones Pass -0.95 
Sandstone RS -0.96 Arrow -0.95 
Dry Lake -0.94 Middle Fork Camp -0.94 
Lost Dog -0.93 Lake Eldora -0.88 
Divide Peak -0.89 Deadman Hill -0.85 
South Brush Creek -0.87 Burro Mountain -0.82 
Burro Mountain -0.87 Trapper Lake -0.82 
Deadman Hill -0.87 Divide Peak -0.78 
Lynx Pass -0.85 Ripple Creek -0.78 
Bison Lake -0.85 Sand Lake -0.78 
Webber Springs -0.83 
  Berthoud Summit -0.78 
  Never Summer -0.77 
  Crosho -0.77 
  Stillwater Creek -0.76 
  Old Battle -0.75 
  Columbine -0.75 
  Copeland Lake -0.74 
  Middle Fork Camp -0.74 
  Zirkel -0.73     
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Appendix C  
Data and Statistical Output for Chapter 4 
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Tree-Ring Tables 
 
Alabama 
Chronology State Lat Lon Period Species 
Flomaton Natural Area AL 31.02 -87.25 1816-1995 Longleaf Pine 
Sipsey Wilderness AL 34.33 -87.45 1682-1985 White Oak 
 
 
Florida 
Chronology State Lat Lon Period Species 
Suwannee River FL 29.73 -82.95 1725-1993 Overcup Oak 
Lower Withlacoochee River FL 29.02 -82.72 1618-2005 Baldcypress 
Middle Withlacoochee River FL 28.92 -82.27 1516-2003 Baldcypress 
Upper Withlacoochee River FL 28.30 -82.08 1622-2005 Baldcypress 
 
 
Georgia 
Chronology State Lat Lon Period Species 
Athens GA 33.95 -83.32 1821-1986 Shortleaf Pine 
J.W. Jones 1 GA 31.22 -84.48 1804-1995 Longleaf Pine 
J.W. Jones 2 GA 31.22 -84.48 1872-1995 Longleaf Pine 
J.W. Jones 3 GA 31.22 -84.48 1802-1995 Longleaf Pine 
Moody Tract GA 31.93 -82.32 1807-1992 Overcup Oak 
Ebenezer Creek  GA 32.35 -81.22 995-1985 Baldcypress 
Ocmulgee River GA 32.05 -83.30 1206-1984 Baldcypress 
Altamaha River GA 31.62 -81.80 933-1985 Baldcypress 
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Indiana/Ohio 
Chronology State Lat Lon Period Species 
Pulaski Woods IN  41.05 -86.70 1692-1985 White Oak 
Davis Purdue IN/OH 39.90 -84.40 1662-1985 White Oak 
Andrew Johnson Woods OH 40.88 -81.75 1626-1985 White Oak 
Buffalo Beats Prairie OH 39.45 -82.15 1681-1995 White Oak 
Dysart Woods OH 39.98 -81.00 1625-1998 White Oak 
Stebbin's Gulch OH 41.55 -81.27 1612-1983 Chestnut Oak 
 
 
Kentucky 
Chronology State Lat Lon Period Species 
Lilley Cornett Tract KY 37.08 -83.00 1665-1982 White Oak 
Mammoth Cave (Estes) KY 37.18 -87.10 1648-1966 White Oak 
Mammoth Cave (Recollect) KY 37.18 -86.10 1651-1985 White Oak 
Land Between The Lakes KY 36.80 -88.08 1689-2005 Post Oak 
 
 
Mississippi 
Chronology State Lat Lon Period Species 
Pascagoula River MS 30.58 -88.58 1470-1992 Baldcypress 
Pearl River MS 32.87 -89.13 1550-1983 Baldcypress 
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North Carolina 
Chronology State Lat Lon Period Species 
Boogerman Trail NC 35.60 -83.10 1720-1931 American Chestnut 
Thomas Divide Trail NC 35.58 -83.38 1780-1939 American Chestnut 
Joyce Kilmer II NC 35.35 -83.92 1672-1997 Tulip Poplar 
Balsam Gap NC 35.73 -82.33 1610-1983 Red Spruce 
Grandfather Mountain NC 36.07 -82.82 1561-1983 Red Spruce 
Lead Mine, Hampton Hills NC 35.82 -78.68 1648-1847 Shortleaf Pine 
New Hill Beaver Tree Farm I NC 35.67 -78.90 1879-1992 Shortleaf Pine 
Jeffries Smokehouse NC 35.97 -78.42 1608-1829 Longleaf Pine 
New Hill Beaver Tree Farm II NC 35.67 -78.90 1893-1992 Longleaf Pine 
Weymouth Woods State Park NC 35.15 -79.37 1690-1977 Longleaf Pine 
Moore's Creek NC 34.47 -78.02 1845-1986 Loblolly Pine 
New Hill Beaver Tree Farm III NC 35.67 -78.90 1891-1994 Loblolly Pine 
Union Camp Big Woods NC 36.47 -76.97 1795-1985 Loblolly Pine 
Hampton Hills NC 35.82 -78.68 1770-1992 White Oak 
Joyce Kilmer Wilderness NC 35.22 -83.97 1643-1983 White Oak 
Linville Gorge NC 35.88 -81.93 1620-1977 White Oak 
Shot Beech Ridge NC 35.60 -83.42 1772-1997 Red Oak 
Clingman's Dome NC 35.60 -83.38 1560-1983 Red Spruce 
Black River NC 34.32 -78.22 385-1985 Baldcypress 
Lassiter Swamp NC 36.45 -76.62 1528-1984 Baldcypress 
Joyce Kilmer III NC 35.35 -83.92 1784-1997 Eastern Hemlock 
Kelsey Tract I NC 35.08 -83.18 1561-1983 Eastern Hemlock 
Kit Springs Ranch NC 35.28 -83.93 1660-1993 Hemlock 
Kelsey Tract II NC 35.08 -83.18 1679-1983 Carolina Hemlock 
Bluff Mountain NC 36.40 -81.55 1713-1993 Hemlock 
 
South Carolina 
Chronology State Lat Lon Period Species 
Francis Beidler Swamp SC 33.18 -80.42 1639-1992 Overcup Oak 
Black River SC SC 33.80 -79.87 549-1993 Baldcypress 
Four Holes Swamp SC 33.18 -80.42 1041-1985 Baldcypress 
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Tennessee 
Chronology State Lat Lon Period Species 
Greenbrier I TN 35.70 -83.35 1645-1929 American Chestnut 
Laurel Falls Trail TN 35.68 -83.62 1764-1929 American Chestnut 
Porter's Creek I TN 35.67 -82.38 1702-1922 American Chestnut 
Rainbow Falls Trail I TN 35.67 -83.50 1827-1995 American Chestnut 
Ramsey Cascades Trail TN 35.70 -83.35 1713-1923 American Chestnut 
Scotts Gap TN 35.60 -83.92 1684-1981 Tulip Poplar 
Boogerman Trail  TN 35.60 -83.08 1738-1995 Tulip Poplar 
Porter's Creek II TN 35.67 -82.38 1700-1997 Tulip Poplar 
Mt. Collins TN 35.50 -83.50 1654-1986 Red Spruce 
Lynn Hollow/Look Rock Trail TN 35.62 -85.93 1685-1996 Shortleaf Pine 
Piney Campground TN 36.48 -88.00 1791-2005 Shortleaf Pine 
Norris Dam State Park TN 36.22 -84.08 1633-1981 White Oak 
Piney Creek TN 35.70 -84.88 1651-1982 White Oak 
Greenbrier II TN 35.70 -83.35 1737-1995 Chestnut Oak 
Lynn Hollow I TN 35.62 -85.43 1755-1997 Chestnut Oak 
Lynn Hollow II TN 35.62 -85.43 1745-1997 Black Oak 
Reelfoot Lake TN 36.42 -89.37 1677-1990 Baldcypress 
Hen Wallow Falls TN 35.75 -83.23 1768-1995 Eastern Hemlock 
Hen Wallow Falls B TN 35.75 -83.23 1797-1995 Eastern Hemlock 
Rainbow Falls Trail II TN 35.67 -83.50 1689-1995 Eastern Hemlock 
Savage Gulf TN 35.45 -85.57 1616-1985 Eastern Hemlock 
Snake Den Trail TN 35.75 -83.23 1895-1995 Eastern Hemlock 
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Virginia 
Chronology State Lat Lon Period Species 
Spalding (Pre-1913) VA 39.03 -77.32 1827-1912 American Beech 
Brush Mountain VA 37.25 -80.38 1828-1992 Table Mountain Pine 
Massanutten Mountain VA 38.77 -78.45 1876-1989 Pitch Pine 
Great Dismal Swamp VA 36.67 -77.53 1836-1975 Loblolly Pine 
Montpelier VA 38.20 -78.15 1713-2001 White Oak 
Mountain Lake I VA 37.38 -80.50 1695-1982 White Oak 
Mountain Lake II VA 37.38 -80.50 1554-1980 White Oak 
Patty's Oaks VA 37.92 -79.80 1572-1982 White Oak 
Pinnacle Point VA 38.50 -78.35 1615-1981 White Oak 
Sweet Briar College VA 37.55 -79.07 1754-1998 White Oak 
Blue Ridge Parkway VA 37.55 -79.45 1594-1982 Chestnut Oak 
Charlottesville VA 38.00 -78.42 1883-1993 Chestnut Oak 
Watch Dog VA 38.50 -78.35 1645-1981 Chestnut Oak 
Blackwater River VA 36.78 -76.88 937-1985 Baldcypress 
Chickahominy River VA 37.38 -76.93 1665-1984 Baldcypress 
Dragon Run VA 37.62 -76.67 1377-1984 Baldcypress 
Nottoway River VA 36.78 -77.13 1175-1984 Baldcypress 
Burling Tract VA 38.97 -77.20 1742-1977 Eastern Hemlock 
Dale City VA 38.63 -77.30 1780-1978 Eastern Hemlock 
Hemlock Cove VA 37.50 -79.52 1533-1982 Eastern Hemlock 
Mount Rogers VA 36.67 -81.67 1647-1982 Eastern Hemlock 
Ramseys Draft VA 38.30 -79.35 1660-1978 Eastern Hemlock 
Ramseys Draft Recollection VA 38.33 -79.33 1600-1981 Eastern Hemlock 
Shenandoah National Park VA 38.47 -78.47 1757-1997 Eastern Hemlock 
 
 
West Virginia 
Chronology State Lat Lon Period Species 
Knob Job WV 38.85 -79.37 1476-1981 Red Cedar 
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Residual Tree-Ring Data Used For The Precipitation Reconstruction 
Values are in 0.001 units, where the average = 1.0. Values shown were multiplied by a 1000. 
Values greater than 1000 indicate above average tree growth. Values less than 1000 indicate 
below average tree growth. 
Scotts Gap Chronology 
Year 0 1 2 3 4 5 6 7 8 9 
1690 930 989 685 1389 1028 799 740 826 663 998 
1700 1226 859 532 620 1129 868 837 1330 518 747 
1710 1439 1100 837 905 1249 954 940 1346 446 1328 
1720 907 1031 972 863 1588 1054 1075 1502 762 908 
1730 1443 559 536 1088 1174 706 868 1181 1108 1559 
1740 527 810 1233 680 1234 1153 1011 1111 1156 975 
1750 1218 813 592 924 1312 829 919 1061 958 968 
1760 786 1112 742 1120 851 923 683 931 1121 800 
1770 886 1134 801 946 298 948 946 924 757 454 
1780 1245 1110 1419 1419 337 1380 1033 1311 954 979 
1790 621 968 947 998 970 881 1428 987 1039 1024 
1800 1175 923 1414 1239 1174 1508 1375 801 665 955 
1810 1112 612 663 802 1120 845 1202 996 974 451 
1820 1182 750 866 1169 1288 1015 845 1094 859 874 
1830 1676 1147 1156 802 850 835 842 860 729 664 
1840 1010 1043 983 1186 933 1177 1007 1120 1281 1051 
1850 706 978 1243 1240 183 981 1067 1075 1191 871 
1860 1232 551 1119 1141 819 866 1124 1029 898 1218 
1870 821 916 712 854 450 1387 1092 677 1086 449 
1880 834 1073 1024 1096 955 957 969 1131 765 1313 
1890 1255 921 1413 1102 944 744 1017 1187 521 930 
1900 1108 953 931 1209 1038 952 1183 1007 882 1298 
1910 1171 609 1451 715 552 1307 1704 1089 955 788 
1920 1014 685 1613 1244 915 381 912 891 1401 1074 
1930 594 917 895 626 914 1096 397 1061 1093 1051 
1940 912 910 1102 1086 421 1115 1133 894 826 1197 
1950 1114 1064 855 772 856 998 845 998 1073 858 
1960 1142 1088 979 880 838 882 910 920 1288 910 
1970 779 1150 1394 1273 1309 1074 977 783 1041 896 
1980 943                   
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Lassiter Swamp Chronology 
Year 0 1 2 3 4 5 6 7 8 9 
1690 885 858 1045 1205 767 1144 1057 812 840 1024 
1700 1579 1282 1375 1142 846 1350 1279 571 1073 883 
1710 893 817 1249 811 907 796 862 1122 689 946 
1720 902 1026 965 1228 1153 954 580 1936 682 1018 
1730 807 492 1201 688 1200 512 1456 605 932 693 
1740 1069 1026 903 837 478 1219 1033 589 928 954 
1750 874 1335 923 1280 1291 875 1183 1608 1229 519 
1760 1191 1089 822 720 1131 277 1228 838 948 1074 
1770 1258 1222 1231 1316 1309 909 1181 1315 1487 506 
1780 176 742 1123 902 980 925 1067 820 1267 1177 
1790 1284 923 435 1025 849 994 1481 607 1090 1053 
1800 560 1098 1157 912 820 716 583 862 1171 1052 
1810 1090 808 1142 926 1241 1850 1152 1733 922 895 
1820 1016 809 473 1257 831 1085 1198 885 1261 1377 
1830 1386 216 997 1053 927 769 625 635 1310 1031 
1840 535 995 952 1079 729 795 980 1117 545 1108 
1850 1070 832 698 1038 1246 660 823 925 1102 1554 
1860 1144 841 994 1447 800 340 1062 749 1412 783 
1870 794 1378 1261 945 825 758 1492 687 627 972 
1880 778 714 1352 1048 1404 1140 1414 1059 1061 915 
1890 974 920 1446 890 608 997 1329 599 1163 1046 
1900 571 943 760 1538 1130 1306 1220 963 981 1019 
1910 1028 547 730 722 963 749 1076 933 632 1130 
1920 1073 1145 1327 669 917 830 811 1380 1410 1541 
1930 1060 295 952 1088 1009 943 739 1153 1083 596 
1940 747 1260 856 1118 1017 1414 1477 965 603 1274 
1950 1433 935 775 915 1222 525 972 731 631 818 
1960 1063 623 1173 701 816 1321 932 1218 512 1234 
1970 813 840 1214 1194 796 853 905 1138 1058 1041 
1980 966 443 1472 1315 1078           
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Mt. Collins Chronology 
Year 0 1 2 3 4 5 6 7 8 9 
1690 953 966 991 928 837 797 943 1192 1052 889 
1700 894 1021 1043 946 967 1101 1199 1117 745 645 
1710 1084 1008 895 929 989 874 910 890 679 1076 
1720 791 795 832 868 736 947 886 1470 561 981 
1730 577 1475 427 1580 1219 1301 890 1115 1213 1144 
1740 1245 901 1192 1388 1239 1050 1203 993 1527 1286 
1750 1373 1287 673 393 1447 1301 1233 1219 1115 812 
1760 1164 1213 806 995 1014 979 879 559 1176 952 
1770 1192 939 1027 1008 870 1118 836 812 948 813 
1780 816 904 893 962 961 1008 1099 1015 930 1126 
1790 999 992 887 1090 964 871 877 861 938 907 
1800 758 833 868 849 1020 793 813 930 963 788 
1810 944 891 982 997 1072 1135 1075 1116 1096 1040 
1820 985 926 1042 843 1077 557 1420 1627 1508 1683 
1830 1195 790 904 978 1062 1097 1028 1038 957 1346 
1840 836 1032 693 1283 1016 553 815 1106 1000 1092 
1850 1120 993 1062 977 956 1101 869 1042 1018 1121 
1860 906 1059 892 1150 1046 970 1006 989 1103 862 
1870 1035 938 976 1200 982 903 960 988 694 1132 
1880 1311 954 824 835 941 1142 942 1005 1322 1250 
1890 820 961 792 952 951 1276 830 905 997 1060 
1900 804 1022 721 864 805 928 1016 968 1136 940 
1910 973 851 946 941 930 402 1388 1222 1207 1268 
1920 1238 1230 950 890 881 1000 437 1196 1282 1095 
1930 980 970 1025 1082 1003 1036 999 770 863 1002 
1940 1188 1227 1169 1157 1069 979 874 946 980 982 
1950 981 1035 876 1148 1114 1177 1006 1113 1093 1086 
1960 1078 967 865 935 1006 856 872 1127 959 812 
1970 842 1013 921 908 1027 1068 1218 877 867 896 
1980 1064 730 889 941 900 942 939 479 823 724 
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Land Between The Lakes Chronology 
Year 0 1 2 3 4 5 6 7 8 9 
1690 
  
754 462 1356 1067 362 837 1447 1006 
1700 727 1476 622 833 1043 1320 407 1153 700 1664 
1710 1371 1490 1050 669 819 987 793 1015 640 761 
1720 1023 923 1466 807 864 571 1199 742 611 1130 
1730 697 574 722 899 673 929 591 619 662 1217 
1740 938 1202 1108 648 1003 1215 625 2046 1183 939 
1750 1152 1183 790 805 1707 952 811 1024 988 1210 
1760 439 648 868 959 1029 1093 977 839 1518 1071 
1770 856 1085 627 719 700 961 1177 820 1109 924 
1780 1289 1210 1253 1174 618 912 1353 1106 997 840 
1790 874 1548 906 1151 827 932 1257 1159 758 602 
1800 904 783 964 958 879 1271 1064 1133 952 1023 
1810 743 1342 1038 921 1018 1098 876 1008 856 1104 
1820 907 1237 1111 1130 1066 733 957 1267 1032 746 
1830 1022 1047 856 666 620 803 960 906 894 723 
1840 956 829 989 947 953 812 1040 1053 912 873 
1850 1049 783 828 960 1074 782 899 997 860 821 
1860 1044 922 1309 1030 1072 896 1094 1089 1068 1348 
1870 918 957 962 1107 669 1081 1499 810 913 750 
1880 1034 1024 1265 1238 866 849 872 832 964 1255 
1890 965 923 1412 1048 807 812 1109 1016 937 933 
1900 1088 826 804 1348 1144 864 812 943 1208 1113 
1910 1473 596 1049 766 677 1317 1243 1001 737 937 
1920 938 748 1088 990 1202 802 954 1118 1141 1119 
1930 700 775 862 903 950 1243 589 977 1308 822 
1940 966 783 795 969 729 1479 860 908 806 992 
1950 1134 1112 743 821 1058 1403 919 1155 1102 913 
1960 1214 1103 942 854 748 1129 938 1178 1172 943 
1970 992 901 807 1199 1308 1150 1210 833 1009 988 
1980 684 905 1129 1187 819 1210 1114 935 723 1202 
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Black River Chronology 
Year 0 1 2 3 4 5 6 7 8 9 
1690 555 863 1254 406 1072 1272 824 1268 1276 1254 
1700 512 1006 1018 826 732 1589 1009 852 391 651 
1710 1249 809 1283 1251 302 454 1682 1379 600 1328 
1720 1049 2131 348 2292 1397 792 1016 736 243 1659 
1730 486 1050 740 492 889 1008 2493 756 119 485 
1740 1340 1067 1199 797 960 1474 571 853 545 885 
1750 961 1101 830 1226 1011 960 918 1506 641 563 
1760 628 1987 756 723 744 553 1446 732 1297 1026 
1770 976 1311 819 1002 764 1061 1121 902 291 735 
1780 1548 421 721 1092 544 1202 1651 843 866 798 
1790 1314 895 1118 1512 399 1704 1899 414 1876 435 
1800 1608 730 537 1563 1495 479 844 887 1016 890 
1810 1031 840 1145 715 1208 704 475 1408 504 710 
1820 669 2008 994 827 710 1825 358 812 625 1670 
1830 549 585 1132 1574 1076 702 1852 323 1215 660 
1840 1247 944 789 1047 734 501 1742 1195 755 107 
1850 1112 776 809 895 1791 1496 352 912 1174 950 
1860 1341 746 1520 855 537 786 1640 949 1335 579 
1870 1435 800 913 1245 945 1466 661 792 758 926 
1880 477 773 891 1481 1388 1204 1166 572 1695 1094 
1890 329 1357 774 942 363 1450 992 643 817 1484 
1900 1173 1444 339 844 700 1370 927 1527 815 1510 
1910 954 390 1266 922 424 1185 884 1301 930 970 
1920 824 1316 1510 869 1408 535 475 498 1395 1573 
1930 877 691 782 599 977 610 1034 782 1194 970 
1940 869 719 837 834 956 735 1929 784 1109 1468 
1950 806 726 922 830 681 402 1263 1584 1340 1149 
1960 920 1273 1249 923 932 1504 668 880 879 1339 
1970 585 796 1291 1293 1040 928 1235 741 1288 604 
1980 678 580 1564 1083 822 759         
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Precipitation Data 
Units = Centimeters 
Cumberland Plateau (Tennessee) 
Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
1895 13.6 4.1 16.3 12.9 9.9 7.2 17.3 5.9 8.3 5.0 7.5 12.7 
1896 4.6 13.7 17.6 11.7 11.3 15.6 22.4 3.9 10.5 3.3 19.9 3.6 
1897 9.8 16.7 33.0 21.2 10.6 7.9 14.7 6.4 2.5 3.2 8.2 15.2 
1898 23.8 2.5 14.1 13.6 8.6 9.4 16.7 9.1 9.5 9.1 9.9 7.3 
1899 13.6 20.4 24.3 11.6 11.3 7.7 11.5 5.6 4.8 5.0 6.8 13.1 
1900 7.7 15.2 11.3 10.6 7.4 26.1 11.6 4.8 12.3 10.3 18.1 6.6 
1901 13.1 4.3 11.4 15.9 14.4 9.7 3.8 23.3 11.3 3.5 4.0 21.0 
1902 13.5 11.2 23.1 8.3 8.3 10.7 4.1 8.6 12.6 5.1 12.7 15.1 
1903 8.6 22.9 17.4 17.5 11.2 12.6 10.2 7.2 1.7 4.0 13.2 10.5 
1904 9.8 6.6 18.4 9.9 11.8 7.4 9.2 6.8 6.6 1.6 8.0 16.5 
1905 9.3 12.2 11.3 7.5 17.2 14.1 9.9 11.8 5.8 13.8 4.0 11.7 
1906 11.5 3.8 14.4 8.2 8.8 9.3 19.1 10.4 18.3 7.7 21.4 13.0 
1907 5.0 12.2 13.6 12.4 14.5 11.6 12.1 7.5 15.1 6.2 14.5 11.4 
1908 9.0 13.7 12.8 14.9 8.7 11.6 9.7 9.8 5.7 2.2 11.5 14.1 
1909 10.1 20.2 16.1 17.2 14.2 18.1 13.6 6.4 10.5 5.3 6.0 7.5 
1910 12.1 12.0 2.7 15.5 14.4 15.4 19.7 6.1 7.3 8.7 4.0 10.7 
1911 13.7 11.7 10.7 24.6 6.6 10.9 12.6 10.2 7.4 7.8 12.8 19.3 
1912 8.1 13.0 16.7 29.2 12.7 10.4 17.6 9.7 10.9 3.6 4.6 13.1 
1913 24.0 14.3 21.1 7.6 12.5 8.6 8.7 5.5 7.1 6.7 2.8 7.4 
1914 6.5 10.7 13.5 12.8 7.2 7.8 12.0 13.9 7.7 8.7 5.5 18.8 
1915 14.8 9.0 7.4 3.3 15.7 10.2 13.2 17.8 11.9 7.8 18.3 17.7 
1916 23.3 8.5 10.4 8.4 13.7 14.4 22.6 11.8 7.0 6.6 6.4 12.7 
1917 18.1 8.9 30.5 11.3 10.6 12.9 18.1 9.4 11.6 6.6 3.1 4.9 
1918 21.1 6.4 6.0 16.0 12.5 11.9 10.1 6.1 12.4 14.7 7.4 10.7 
1919 14.9 8.8 20.8 9.6 17.8 10.0 6.7 12.0 4.8 20.0 14.9 8.4 
1920 13.8 11.8 16.5 25.3 9.3 12.8 10.0 17.6 12.5 1.3 8.4 13.5 
1921 10.5 16.7 15.1 13.3 8.5 6.1 13.4 13.5 12.8 5.7 17.1 4.4 
1922 14.1 12.6 26.8 16.5 13.9 11.2 14.8 7.2 6.2 3.1 6.0 22.8 
1923 15.3 12.4 24.3 13.9 15.6 10.0 10.4 15.1 6.5 4.1 8.5 10.4 
1924 16.9 12.6 9.8 13.9 17.7 12.4 10.3 6.0 11.9 0.4 5.0 19.7 
1925 7.9 13.1 7.4 11.8 6.5 8.9 8.8 3.2 7.3 20.3 12.6 6.2 
1926 9.3 8.2 11.3 7.9 8.4 14.2 9.7 19.3 9.5 10.8 15.8 30.4 
1927 7.7 13.7 23.0 19.7 13.7 12.3 10.7 8.8 6.5 6.4 12.0 16.1 
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1928 8.8 6.7 15.5 15.9 15.4 29.9 10.1 12.1 8.6 12.9 9.7 3.2 
1929 13.2 15.1 22.1 15.8 22.9 14.5 11.9 5.4 14.4 8.4 18.9 7.9 
1930 9.7 11.5 15.7 5.0 12.4 5.6 6.7 6.1 11.0 5.6 10.0 8.8 
1931 5.6 9.3 9.8 8.0 7.2 3.3 13.4 10.3 4.7 6.4 7.1 23.7 
1932 15.1 18.5 10.8 13.3 4.7 10.7 12.8 9.0 9.1 19.6 8.5 16.2 
1933 8.0 16.7 12.9 8.4 17.9 4.7 18.7 14.3 7.7 2.3 5.3 10.2 
1934 9.0 8.2 21.1 6.0 8.1 16.3 12.8 10.3 11.6 5.8 7.6 7.8 
1935 8.4 10.4 19.2 13.7 10.4 11.9 10.2 9.8 2.3 6.6 13.4 7.4 
1936 11.2 8.5 18.2 12.3 2.7 1.5 19.2 7.5 4.5 10.6 8.6 19.4 
1937 34.6 11.7 6.0 12.6 13.3 9.8 11.7 13.5 7.3 12.9 4.4 9.3 
1938 12.9 6.3 12.5 14.1 17.4 11.8 16.6 13.0 6.9 1.3 14.8 7.2 
1939 13.4 33.2 13.6 11.1 6.8 16.6 7.5 10.3 4.6 3.2 3.3 9.5 
1940 5.5 16.5 19.2 10.0 10.2 11.7 12.2 12.1 2.7 7.1 8.6 7.9 
1941 8.5 2.7 9.1 13.2 2.2 10.8 17.5 13.5 2.4 8.0 7.6 10.4 
1942 9.8 12.6 15.0 3.2 10.0 10.0 14.9 23.7 7.0 7.0 8.8 30.2 
1943 5.6 9.4 16.8 13.2 8.0 9.2 12.3 6.9 15.3 4.5 5.7 8.0 
1944 7.0 27.7 21.5 12.8 8.6 3.0 4.2 12.6 24.7 2.1 7.8 15.0 
1945 10.9 20.4 8.9 14.8 18.3 12.6 12.5 8.7 6.1 8.4 18.3 15.6 
1946 22.4 18.1 10.7 9.9 13.7 13.4 9.2 9.4 12.8 7.6 12.7 11.5 
1947 23.5 4.9 9.7 8.2 8.3 9.8 12.9 7.4 4.6 3.5 11.7 8.3 
1948 10.4 26.6 19.9 8.1 8.1 9.7 12.5 6.1 5.5 5.7 28.4 16.5 
1949 30.8 9.7 14.4 10.7 7.2 18.7 15.2 14.8 5.7 16.7 3.9 13.4 
1950 39.2 16.0 15.5 5.8 13.8 11.4 19.0 15.6 10.0 2.8 13.3 7.4 
1951 20.3 16.1 18.5 14.1 4.2 15.8 9.6 6.5 10.7 7.5 16.4 25.4 
1952 17.9 8.6 19.1 5.5 9.8 11.0 4.6 10.6 7.7 2.6 8.3 10.2 
1953 17.2 17.6 14.4 13.6 11.8 7.2 17.6 3.8 9.4 1.7 3.7 14.0 
1954 29.2 9.6 11.4 10.8 10.5 11.4 7.3 6.5 7.9 6.4 7.6 22.9 
1955 6.2 19.3 24.4 14.6 12.7 14.5 10.1 6.9 8.5 6.4 11.3 9.4 
1956 12.0 27.4 12.3 16.8 9.3 7.7 20.7 7.8 4.3 8.6 4.3 21.7 
1957 25.1 18.4 8.1 13.0 10.5 14.4 4.9 6.6 18.5 10.1 26.1 15.5 
1958 7.6 7.7 10.1 18.4 10.6 8.9 17.1 8.5 11.8 1.7 11.7 4.0 
1959 11.8 10.9 13.9 10.1 12.2 9.3 14.7 14.1 6.6 11.7 12.3 17.4 
1960 9.7 10.5 13.2 5.1 10.0 13.0 12.0 10.4 15.7 8.5 8.6 10.1 
1961 6.9 16.9 20.9 11.1 11.5 17.3 11.8 10.6 7.0 5.1 10.0 20.3 
1962 21.4 24.0 16.3 16.4 5.4 14.2 9.2 6.0 13.5 12.1 14.4 9.4 
1963 6.4 8.1 25.8 9.6 9.3 10.7 17.8 5.7 4.6 0.1 9.5 7.4 
1964 12.9 13.1 19.5 20.8 10.8 8.4 14.8 13.0 11.9 9.6 10.4 13.9 
1965 9.7 9.3 21.7 12.5 13.2 14.8 14.8 6.1 10.7 5.2 7.4 2.1 
1966 10.1 13.0 6.5 12.3 11.9 4.8 14.0 15.3 10.2 9.2 10.9 12.0 
1967 6.0 9.8 11.9 8.7 18.1 10.9 25.1 11.4 8.5 8.3 12.6 18.3 
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1968 12.7 2.3 16.9 14.1 12.4 5.6 8.2 3.8 6.0 6.5 8.1 10.4 
1969 12.4 14.8 6.5 16.2 12.5 14.5 7.7 8.1 10.4 5.4 7.6 25.0 
1970 6.0 11.1 11.6 23.1 4.9 15.0 7.0 14.7 10.2 12.2 5.2 11.5 
1971 14.5 15.3 9.7 7.6 16.1 9.4 18.9 11.4 7.4 5.2 4.9 17.9 
1972 20.5 11.3 15.8 12.6 10.3 9.2 20.4 7.2 13.6 13.1 12.2 22.7 
1973 10.2 11.2 30.2 12.9 24.3 14.6 17.0 5.0 10.4 8.8 21.4 16.9 
1974 27.9 13.9 15.5 10.1 18.3 6.7 8.0 13.5 12.8 4.7 14.7 15.6 
1975 14.1 14.7 37.8 7.5 14.7 8.9 9.8 7.9 20.3 17.1 12.4 11.1 
1976 11.8 7.4 16.4 2.9 15.1 15.1 10.6 6.6 10.2 15.7 4.4 8.2 
1977 7.8 6.5 14.4 22.7 9.7 11.6 9.7 13.0 19.0 12.7 20.1 9.1 
1978 13.7 3.5 11.2 8.4 12.8 12.5 13.6 13.3 2.9 4.5 11.7 19.0 
1979 19.8 11.6 11.2 15.7 17.8 7.2 21.1 12.3 14.9 9.9 13.9 7.4 
1980 13.5 4.4 26.4 9.7 11.6 4.1 7.4 8.0 7.0 4.3 12.1 4.7 
1981 4.9 9.7 11.3 13.9 10.3 14.1 11.6 12.1 8.2 13.4 9.8 8.7 
1982 20.0 11.1 12.9 9.4 9.0 8.1 16.8 17.7 8.7 6.7 14.1 17.3 
1983 6.5 9.7 6.5 19.8 25.2 9.3 9.0 5.8 5.4 10.8 19.6 17.1 
1984 6.9 12.8 14.7 14.0 28.3 6.2 18.4 5.9 1.6 19.1 16.3 7.7 
1985 9.1 9.3 6.9 7.7 8.4 10.5 13.2 17.0 5.8 9.8 11.5 4.2 
1986 2.3 13.5 6.3 3.9 13.9 9.2 8.2 11.1 11.6 13.2 20.0 12.5 
1987 10.0 14.1 7.2 7.1 9.0 10.1 8.4 9.7 9.9 1.5 10.9 12.5 
1988 14.2 6.7 7.0 10.5 4.8 1.7 16.0 11.0 14.2 5.7 18.6 11.7 
1989 17.0 17.5 15.9 8.9 15.2 25.9 16.7 10.2 21.2 8.4 12.1 7.2 
1990 12.3 17.8 12.3 6.9 13.9 6.2 11.9 6.5 8.9 12.6 8.9 38.8 
1991 8.2 21.2 23.4 10.1 11.0 10.2 10.2 9.1 7.7 5.4 10.1 32.8 
1992 11.1 8.3 11.5 6.0 7.5 15.4 17.3 13.6 13.6 7.5 13.0 13.7 
1993 9.7 6.5 17.5 10.1 14.1 6.9 6.0 10.6 9.9 5.5 8.8 19.3 
1994 16.6 22.8 26.8 19.3 9.8 16.0 14.0 9.7 7.5 8.5 9.9 7.2 
1995 14.7 7.9 11.4 9.1 17.9 12.3 8.9 10.2 11.5 17.7 14.2 8.6 
1996 15.7 6.7 17.6 11.1 13.7 9.7 14.7 11.0 14.1 4.4 19.6 16.2 
1997 13.4 11.7 21.3 10.2 15.5 24.4 4.2 8.4 12.3 8.3 9.1 9.3 
1998 17.4 11.7 12.6 22.2 12.0 28.7 13.1 10.3 3.1 5.8 5.6 18.3 
1999 22.4 10.0 10.8 9.8 12.0 19.5 13.3 5.1 3.1 5.4 8.3 6.6 
2000 11.0 8.7 12.7 19.7 12.5 14.4 7.5 8.3 9.7 0.8 11.6 12.2 
2001 10.0 17.3 9.1 7.4 10.8 12.5 14.4 13.1 10.8 8.5 8.6 12.3 
2002 22.0 5.8 25.4 7.2 15.9 6.9 11.3 8.0 15.5 10.0 11.5 17.6 
2003 6.3 27.2 5.0 14.9 29.7 14.3 18.0 10.8 17.6 3.8 14.6 11.2 
2004 7.9 16.3 16.4 10.1 13.2 18.3 16.4 10.3 16.4 11.9 16.3 22.1 
2005 11.1 12.1 7.8 15.1 5.6 9.7 14.5 12.3 7.5 2.1 12.5 8.9 
2006 16.3 7.6 8.1 17.7 11.0 7.5 9.7 10.1 11.8 9.6 11.0 7.6 
2007 9.0 4.7 6.3 10.9 5.8 8.3 12.3 4.8 5.8 7.4 11.0 7.8 
2008 7.0 10.5 14.8 12.6 10.0 7.6 11.8 10.6 1.8 6.9 9.3 22.2 
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Eastern (Tennessee) 
Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
1895 13.4 5.2 13.3 14.4 9.9 7.0 13.7 8.0 6.1 4.9 6.1 9.6 
1896 4.7 13.1 13.3 7.6 12.1 11.6 21.7 5.0 8.5 3.0 15.8 2.1 
1897 4.0 13.8 24.1 15.1 9.8 8.5 13.9 7.4 2.3 4.4 6.7 13.6 
1898 13.9 3.3 12.9 10.1 8.9 8.4 16.5 11.3 9.3 9.3 9.1 5.5 
1899 9.7 18.1 23.7 9.4 9.5 6.7 11.7 7.1 3.8 6.1 5.7 11.3 
1900 7.1 12.7 10.3 7.9 7.1 20.0 10.8 5.6 10.1 11.0 14.1 6.2 
1901 10.7 4.5 10.1 15.3 15.3 10.4 6.5 22.4 10.2 3.3 3.3 19.3 
1902 10.8 11.0 15.8 7.0 7.2 11.4 3.2 8.7 11.2 5.8 10.4 10.9 
1903 6.8 18.8 16.3 14.7 6.8 12.1 9.3 8.7 3.2 4.5 10.2 8.1 
1904 7.7 6.9 15.4 4.7 10.1 8.0 10.1 8.6 5.3 2.4 7.7 12.5 
1905 7.6 12.4 8.5 7.2 15.9 11.6 9.6 12.2 6.1 10.6 2.3 10.1 
1906 10.1 4.8 14.4 5.7 7.2 11.9 18.7 12.2 15.7 8.8 14.8 9.4 
1907 0.0 11.4 11.2 10.2 14.2 12.1 12.7 8.3 13.3 4.1 12.8 10.4 
1908 8.3 11.0 12.3 9.8 9.6 10.2 12.2 13.0 5.1 5.4 8.4 13.1 
1909 6.4 15.4 12.0 13.6 15.3 14.4 13.7 8.3 9.0 5.1 4.3 6.6 
1910 8.9 10.4 2.5 12.5 13.7 14.5 17.6 8.7 6.7 6.1 3.2 9.2 
1911 11.8 9.0 9.6 18.9 4.6 8.3 11.2 11.3 7.0 7.2 10.9 15.0 
1912 8.2 10.7 15.7 19.0 13.0 11.6 16.0 9.1 10.4 5.0 4.9 12.7 
1913 15.8 12.1 19.1 6.2 11.7 9.0 8.7 7.1 7.4 5.9 2.4 7.0 
1914 5.7 8.3 10.3 11.1 4.7 7.1 11.5 12.8 7.8 6.7 6.2 17.2 
1915 13.0 8.4 6.2 4.2 16.0 9.8 12.9 15.5 10.3 7.5 13.1 13.4 
1916 12.5 8.7 9.0 7.3 14.6 13.3 27.3 11.1 5.7 5.9 5.6 9.6 
1917 15.1 8.7 24.9 8.2 8.6 11.5 17.0 9.1 11.2 4.5 2.6 4.2 
1918 18.8 6.2 5.5 14.2 11.2 10.1 10.7 7.3 10.4 13.5 7.0 8.7 
1919 14.3 8.2 16.9 7.9 17.4 10.9 10.5 11.2 3.7 13.6 9.4 7.0 
1920 11.2 11.3 13.9 18.4 6.6 10.0 10.7 16.3 10.6 1.2 8.5 14.2 
1921 9.1 14.4 12.6 10.1 8.5 6.7 13.5 11.3 10.6 5.4 12.5 4.3 
1922 14.1 11.2 22.3 10.0 12.5 10.8 14.7 8.4 5.0 3.8 4.2 18.5 
1923 11.0 10.3 19.2 12.0 12.8 10.1 11.4 13.3 5.4 4.1 7.7 7.6 
1924 14.7 12.0 7.6 12.3 16.3 10.9 10.9 6.7 13.2 1.9 3.8 14.7 
1925 9.8 10.8 7.4 8.2 6.8 8.3 7.2 4.7 6.2 14.8 9.7 5.3 
1926 10.5 8.1 9.1 6.8 6.6 11.0 10.0 15.9 9.3 5.7 13.7 23.5 
1927 2.5 13.3 17.0 13.0 12.5 12.0 9.9 9.7 5.0 6.6 9.4 14.8 
1928 6.2 6.2 11.3 13.9 13.7 22.7 10.0 13.0 9.5 11.3 7.2 3.1 
1929 10.1 13.8 19.4 9.3 20.9 12.8 12.1 6.7 14.5 9.5 16.9 6.3 
1930 5.8 8.6 11.0 3.8 10.3 6.7 7.5 6.5 10.8 6.6 9.6 8.5 
1931 5.1 8.3 7.6 13.0 10.5 3.5 17.4 14.5 4.1 4.2 4.6 20.7 
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1932 15.2 16.6 14.1 11.0 8.5 15.3 8.6 9.0 5.5 15.7 9.6 22.0 
1933 8.0 15.7 10.0 8.7 15.4 5.6 14.2 15.4 5.5 1.9 3.9 8.5 
1934 8.2 8.5 21.6 8.9 8.8 11.4 15.6 15.7 7.8 10.1 7.5 6.4 
1935 9.7 10.7 20.1 13.3 12.1 9.8 12.3 8.9 2.6 6.2 14.2 3.9 
1936 21.6 12.1 18.7 13.7 3.9 4.3 16.5 9.3 9.3 10.0 4.1 14.7 
1937 24.5 11.8 5.1 10.5 9.4 8.3 12.0 15.4 5.7 13.4 2.6 8.1 
1938 11.1 5.8 14.1 13.8 15.2 13.0 21.3 9.5 6.8 1.1 12.5 6.7 
1939 9.9 21.2 11.2 8.9 6.4 11.8 13.5 8.9 3.7 2.3 3.6 7.5 
1940 5.6 10.4 11.2 9.5 6.8 11.9 14.2 13.9 2.2 6.4 5.1 7.1 
1941 6.0 2.4 10.1 8.2 2.3 10.2 21.3 8.0 3.4 6.1 5.6 7.0 
1942 8.5 8.9 12.2 2.6 13.0 11.2 19.2 18.5 9.1 6.5 4.6 22.0 
1943 7.5 9.2 14.7 8.8 7.6 10.1 18.9 6.4 10.0 6.1 4.1 6.7 
1944 6.0 22.7 17.1 10.3 6.2 6.0 6.2 7.6 17.2 4.6 7.1 11.1 
1945 6.8 16.9 9.2 10.5 12.7 10.9 14.9 10.2 7.1 7.8 9.9 13.9 
1946 19.4 13.0 9.8 10.2 13.4 8.3 11.6 8.4 8.7 8.6 8.0 10.4 
1947 25.1 6.8 8.3 6.3 7.7 11.3 9.8 10.9 6.1 5.8 11.2 5.8 
1948 9.6 19.3 15.9 8.0 7.3 7.8 14.8 9.6 6.0 4.3 26.8 14.5 
1949 17.2 8.2 11.0 12.8 8.2 12.4 20.2 11.9 6.4 16.5 4.6 8.3 
1950 22.0 13.7 15.2 3.9 16.8 12.3 18.7 13.1 10.7 4.4 6.4 8.5 
1951 11.0 11.2 18.2 11.5 6.1 14.5 10.7 5.9 12.0 6.3 14.1 16.1 
1952 13.3 5.5 14.7 6.4 8.8 4.9 7.4 13.0 6.0 2.2 11.3 9.9 
1953 11.4 15.9 10.4 9.1 12.7 9.1 11.4 3.1 7.2 1.5 3.5 10.9 
1954 25.5 6.6 13.7 7.3 8.8 5.9 8.8 7.2 4.3 4.7 8.3 15.5 
1955 5.5 14.9 18.7 11.4 9.2 8.1 11.0 7.9 6.2 6.9 9.2 7.3 
1956 7.7 21.6 12.9 15.5 8.2 7.2 14.3 7.4 8.5 5.8 5.8 15.8 
1957 20.8 18.4 5.7 12.5 8.3 14.6 5.0 7.6 19.6 7.3 19.5 13.4 
1958 5.9 9.1 9.1 15.7 11.6 7.4 14.9 9.9 5.6 2.5 7.1 7.2 
1959 10.7 9.2 10.2 12.7 10.0 7.0 10.7 11.3 6.4 13.2 12.3 11.4 
1960 8.5 8.7 11.6 5.3 6.5 12.5 11.0 12.6 9.0 11.0 6.1 7.6 
1961 6.2 18.1 14.5 8.9 10.1 13.3 11.8 11.2 3.3 7.6 8.8 24.7 
1962 16.1 19.1 11.8 9.7 5.4 13.3 12.8 5.7 13.2 6.9 11.9 9.2 
1963 9.0 6.9 26.2 9.0 10.7 11.7 15.3 6.5 4.6 0.1 12.3 6.1 
1964 12.1 11.4 16.6 17.3 7.1 5.0 12.5 14.8 6.9 11.6 7.5 10.3 
1965 9.7 8.9 21.4 10.7 7.9 10.2 12.6 7.7 8.2 4.5 6.5 1.3 
1966 9.6 13.2 7.0 12.6 8.8 5.9 14.1 16.1 12.3 11.4 11.5 8.5 
1967 7.2 11.1 9.3 7.6 16.3 9.8 24.5 11.2 7.0 7.2 11.6 17.4 
1968 11.3 2.0 11.2 12.2 10.2 8.5 10.3 6.2 5.9 7.5 5.9 8.4 
1969 9.6 14.0 7.7 7.7 5.7 13.7 12.4 10.3 9.4 4.2 7.0 18.1 
1970 7.1 7.9 8.2 17.7 4.9 10.8 7.4 13.2 8.0 11.2 5.0 10.3 
1971 13.3 12.8 11.6 9.0 12.1 10.0 20.3 7.5 9.1 8.8 5.8 13.0 
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1972 17.6 11.7 12.5 10.2 13.9 10.9 15.2 5.8 13.4 13.7 10.2 18.2 
1973 8.7 7.2 25.3 12.5 19.0 12.3 12.5 8.5 9.1 7.9 16.5 17.2 
1974 20.5 13.1 14.1 12.0 20.3 6.9 7.2 10.9 9.3 5.1 11.4 13.5 
1975 13.2 12.4 28.5 6.1 11.9 10.7 8.3 8.5 14.6 10.2 7.6 10.5 
1976 11.1 6.9 12.7 2.0 15.8 13.9 8.5 7.0 9.7 12.7 5.9 11.3 
1977 6.5 4.4 15.4 17.8 6.8 15.5 8.2 12.6 19.3 11.7 16.6 9.1 
1978 13.8 2.3 11.6 9.2 12.8 11.0 10.4 13.2 4.7 2.5 9.4 15.5 
1979 16.7 11.2 11.7 13.6 16.7 9.5 22.1 9.0 12.4 6.2 14.6 5.2 
1980 13.3 4.5 23.2 10.1 9.4 4.6 8.7 8.4 9.8 5.3 9.1 3.9 
1981 3.8 11.0 7.9 11.9 11.0 12.5 11.7 9.5 9.9 9.2 7.4 10.6 
1982 17.2 15.1 11.3 8.4 9.5 9.7 15.9 12.9 8.9 7.5 14.7 14.1 
1983 5.5 9.0 6.5 15.3 16.9 7.8 7.7 8.7 4.9 8.1 12.4 15.2 
1984 6.3 11.6 10.0 10.8 23.0 8.9 21.1 6.7 2.9 9.3 9.4 5.7 
1985 8.0 11.6 4.9 6.6 7.0 11.9 9.7 14.2 2.4 7.9 13.2 4.0 
1986 3.6 10.6 5.2 3.5 9.5 4.2 8.7 10.9 9.8 10.0 11.9 11.1 
1987 11.8 13.0 7.6 9.9 9.2 9.4 8.1 5.8 9.5 1.8 5.0 9.0 
1988 10.5 7.0 6.8 8.3 6.6 2.8 12.6 10.0 10.8 5.4 12.2 8.4 
1989 14.0 15.1 11.9 8.1 14.8 21.9 13.3 10.3 19.3 7.0 12.4 8.1 
1990 13.9 17.8 14.5 7.3 15.7 5.8 13.0 11.4 7.9 13.0 5.4 22.1 
1991 6.8 16.2 18.1 10.7 9.7 13.8 11.4 12.1 7.7 2.0 10.2 22.7 
1992 8.7 9.1 11.0 5.9 10.0 13.8 13.8 12.0 8.1 9.3 11.4 15.7 
1993 10.0 7.8 16.8 9.0 10.0 5.5 7.0 12.2 9.6 5.6 8.8 16.4 
1994 15.7 19.9 26.5 17.6 8.0 16.7 16.6 11.9 5.6 7.8 7.0 5.7 
1995 14.8 11.5 10.0 5.3 15.6 11.9 5.8 8.6 9.2 10.8 14.8 6.9 
1996 19.3 8.3 13.3 10.6 13.7 9.1 15.4 11.6 11.7 3.7 15.8 13.8 
1997 13.7 11.8 17.8 12.0 13.5 14.9 10.5 5.6 11.4 7.8 6.4 7.8 
1998 13.5 9.6 11.7 25.5 10.6 18.2 10.5 6.1 3.5 3.6 5.8 17.6 
1999 16.8 10.0 10.8 9.5 11.2 14.9 16.7 4.5 3.9 6.3 8.0 4.5 
2000 11.9 7.8 10.8 15.9 9.9 11.1 10.7 7.9 8.4 0.3 11.4 6.9 
2001 10.9 15.6 8.9 6.1 10.5 10.7 18.1 10.6 9.8 2.9 4.6 11.0 
2002 18.0 4.2 19.6 5.3 12.5 6.0 12.2 6.8 15.0 11.9 13.8 14.4 
2003 6.5 23.4 6.5 17.1 23.9 13.0 19.1 15.1 13.8 3.5 15.1 10.2 
2004 8.2 11.4 12.7 8.7 11.4 16.6 14.0 9.4 18.0 8.6 15.8 15.3 
2005 8.5 10.5 9.3 14.1 7.7 10.0 18.2 10.1 4.7 3.3 10.1 8.1 
2006 12.4 6.6 7.5 18.0 9.4 9.3 10.0 13.2 15.4 11.4 9.1 4.9 
2007 7.3 3.7 7.1 10.7 4.0 8.7 13.6 3.4 5.8 6.1 8.7 8.7 
2008 8.8 11.1 12.8 10.0 8.4 6.1 13.0 10.2 4.4 4.4 7.4 19.9 
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Northern Mountains (North Carolina) 
Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
1895 14.9 4.8 13.6 15.9 12.3 9.9 13.5 14.3 2.4 4.7 5.8 8.5 
1896 6.7 12.5 12.3 8.6 12.5 15.2 23.1 6.6 12.0 4.3 15.0 3.8 
1897 5.6 14.5 19.2 10.8 11.1 9.0 14.4 9.1 3.2 9.8 6.2 10.7 
1898 8.2 2.1 12.2 12.1 12.4 9.2 18.9 25.1 10.5 20.0 7.1 7.2 
1899 9.9 18.6 21.9 8.2 11.2 9.2 13.3 12.5 8.3 11.8 2.5 7.4 
1900 7.8 15.1 11.0 11.6 7.7 17.3 10.8 2.5 10.7 12.9 10.2 8.9 
1901 8.3 3.5 11.4 18.1 19.6 13.3 12.6 32.9 11.7 3.1 3.6 18.0 
1902 6.7 15.7 10.8 7.9 7.4 12.3 7.8 8.9 11.4 11.8 9.5 9.9 
1903 8.7 17.1 19.2 14.3 7.1 15.4 9.2 15.7 5.3 8.1 7.4 6.1 
1904 7.2 7.9 13.6 8.3 10.4 13.3 10.6 16.5 4.7 2.4 9.2 11.0 
1905 8.4 13.5 8.0 10.0 18.0 11.5 17.7 15.0 5.8 9.5 0.6 16.5 
1906 12.9 5.7 15.0 8.3 8.5 16.1 21.6 25.6 11.1 15.1 8.9 8.8 
1907 2.0 7.7 9.7 13.7 13.0 18.4 12.6 11.8 19.1 2.8 14.5 11.9 
1908 10.4 11.8 11.4 10.2 12.5 13.9 17.0 21.6 6.7 11.6 4.5 11.7 
1909 6.0 11.9 9.4 12.6 14.8 19.8 12.4 10.6 10.0 5.7 1.6 7.0 
1910 9.1 8.6 5.2 14.4 13.8 19.5 13.8 10.3 5.6 10.6 2.0 9.1 
1911 10.3 7.6 10.4 17.4 3.9 9.6 9.8 18.9 7.0 14.9 9.8 12.5 
1912 7.7 8.5 19.2 16.7 13.1 12.4 13.8 7.8 17.0 6.1 5.2 9.0 
1913 10.4 7.5 17.5 9.8 14.1 11.3 13.6 8.9 10.3 10.9 2.4 7.8 
1914 6.7 10.3 10.7 10.5 4.2 7.4 11.3 14.0 5.7 12.1 10.6 17.7 
1915 14.6 10.8 7.0 4.8 13.9 14.3 10.7 20.4 7.2 16.3 7.8 10.9 
1916 7.5 9.0 6.5 8.1 14.0 18.3 28.3 7.8 6.9 8.0 4.8 8.3 
1917 10.7 7.5 20.9 9.9 8.4 14.7 16.8 9.3 10.6 7.0 2.2 4.9 
1918 14.6 2.0 7.1 19.6 10.0 12.1 11.1 11.9 11.8 15.5 7.2 12.2 
1919 12.6 9.6 15.0 9.7 15.8 13.2 22.3 12.0 1.8 12.7 6.0 6.0 
1920 8.3 13.7 13.3 17.3 6.8 13.9 14.9 26.0 12.5 1.5 12.4 13.8 
1921 8.7 10.3 10.9 12.4 11.0 7.1 13.8 9.3 9.2 6.5 8.6 5.6 
1922 12.5 13.0 20.1 10.9 13.2 15.0 15.6 11.3 1.9 11.3 2.5 13.5 
1923 10.8 9.4 17.7 13.0 10.7 8.9 13.4 18.4 9.2 3.6 7.6 6.8 
1924 12.4 10.0 8.6 13.1 17.2 14.1 13.4 7.6 27.9 2.8 2.5 11.7 
1925 14.9 6.2 6.7 9.1 7.4 9.6 7.8 1.3 4.1 16.1 8.2 7.1 
1926 12.4 10.1 9.9 6.7 5.7 8.2 14.3 16.6 7.2 6.1 13.5 15.6 
1927 2.6 10.5 12.9 18.0 9.3 11.5 14.7 11.9 3.5 10.1 8.1 15.8 
1928 4.7 6.2 8.4 17.2 11.4 20.6 12.8 31.7 26.4 8.2 5.5 5.3 
1929 8.6 14.5 15.1 14.3 18.0 16.5 12.3 5.4 13.4 20.7 16.2 6.5 
1930 8.4 4.7 7.5 6.5 8.9 9.4 8.0 1.6 8.0 6.2 9.9 9.8 
1931 5.2 4.8 11.2 13.0 14.0 8.2 17.9 16.6 5.0 2.6 2.3 16.7 
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1932 12.4 9.6 13.8 8.6 12.4 11.9 7.3 9.1 8.2 24.4 10.9 15.6 
1933 7.3 11.9 7.9 13.9 16.2 4.9 18.3 10.1 5.6 5.3 2.4 5.5 
1934 5.2 7.5 17.3 11.7 7.5 12.9 15.7 13.3 11.3 9.3 16.5 7.1 
1935 14.7 6.9 18.5 11.8 12.4 8.7 19.9 10.9 9.8 6.8 10.4 6.5 
1936 18.4 9.8 14.7 11.7 3.6 7.2 11.6 14.6 13.4 13.7 4.0 13.7 
1937 22.0 8.6 4.6 10.8 9.6 10.9 12.0 23.3 6.7 25.3 6.7 6.4 
1938 8.2 6.7 8.2 7.2 16.5 12.4 21.3 8.3 6.2 1.0 16.8 5.3 
1939 11.5 18.5 7.2 8.2 6.3 11.1 19.7 16.9 3.4 3.7 3.4 6.6 
1940 6.0 8.9 8.1 12.8 9.5 12.8 18.4 45.2 2.6 5.1 7.8 10.1 
1941 4.5 3.2 8.4 7.6 3.3 10.7 23.9 9.8 4.0 3.5 6.3 12.4 
1942 7.3 9.3 11.6 3.6 18.4 20.5 11.2 19.1 19.8 6.5 4.4 15.2 
1943 11.6 7.1 10.8 10.7 11.8 11.5 20.3 5.8 6.7 2.3 5.6 6.8 
1944 6.5 15.1 17.1 8.5 10.3 5.6 12.4 10.2 18.5 10.8 8.5 7.5 
1945 6.3 11.7 10.5 13.8 13.9 10.5 16.7 8.4 27.0 8.7 9.8 12.1 
1946 14.2 10.0 13.3 8.1 14.0 6.1 14.8 6.5 8.0 10.2 5.2 5.2 
1947 17.9 5.1 9.3 7.1 7.9 19.9 8.0 18.2 10.0 23.4 16.5 3.2 
1948 7.6 9.7 14.9 8.4 9.0 12.0 12.9 17.9 17.5 3.5 25.1 11.6 
1949 8.3 7.7 11.1 14.7 12.1 17.2 22.8 31.2 7.5 14.5 6.7 7.4 
1950 7.0 8.2 11.2 3.4 20.1 11.0 16.0 18.7 14.0 7.7 5.9 15.0 
1951 6.0 8.9 14.7 11.4 4.3 15.7 12.4 7.6 6.0 5.1 9.8 15.1 
1952 9.7 10.6 21.6 11.0 7.5 8.6 7.6 20.5 4.3 3.1 11.1 8.5 
1953 12.1 13.9 17.7 7.0 7.1 14.1 8.7 5.2 9.3 3.0 5.5 11.3 
1954 15.4 10.9 13.0 7.9 13.1 5.0 10.9 8.6 3.9 7.0 10.6 12.5 
1955 4.4 12.5 13.9 15.7 8.8 10.4 17.6 12.5 3.3 6.1 5.9 2.7 
1956 4.0 15.7 10.1 13.7 7.5 6.0 16.9 4.9 17.2 15.0 6.8 9.7 
1957 12.4 16.8 6.2 20.4 10.2 25.2 7.3 7.5 26.4 7.9 18.2 12.2 
1958 10.5 9.8 11.4 16.4 13.3 8.6 12.5 14.1 3.1 7.3 5.6 13.5 
1959 8.5 6.2 11.4 15.2 12.2 5.3 17.3 14.7 24.3 16.1 5.4 10.7 
1960 11.4 18.2 15.3 8.8 11.7 10.5 13.1 17.2 10.0 8.9 3.0 4.9 
1961 9.1 16.0 12.4 11.0 9.3 15.7 9.9 19.7 4.6 5.8 11.6 17.0 
1962 12.9 10.8 11.4 10.2 8.3 15.7 8.5 7.5 12.5 7.3 13.0 9.9 
1963 5.2 5.0 20.8 6.6 11.8 7.7 9.0 3.8 8.6 0.4 12.3 5.1 
1964 13.9 12.0 10.9 13.2 6.4 7.0 19.4 18.9 11.1 19.5 9.9 9.0 
1965 7.8 12.6 15.0 11.0 6.9 11.6 13.8 12.0 6.5 12.5 3.3 0.8 
1966 10.2 18.6 4.6 11.2 11.2 6.9 11.9 15.5 18.2 10.6 10.0 8.6 
1967 6.9 7.7 8.7 5.2 11.9 9.0 16.8 15.7 11.4 8.3 6.2 14.2 
1968 11.0 1.1 11.2 11.1 9.7 11.3 11.4 7.1 6.0 19.3 8.3 8.0 
1969 7.0 10.4 10.9 10.1 8.2 21.5 13.2 14.0 12.0 7.7 10.4 14.5 
1970 4.3 7.4 7.8 11.2 6.6 9.8 11.7 27.8 5.0 17.2 6.7 4.5 
1971 7.8 15.1 8.9 7.3 16.4 9.6 17.1 10.2 15.3 20.4 9.7 6.9 
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1972 10.0 9.0 10.3 8.3 18.7 18.5 8.2 5.1 12.0 7.9 11.6 12.5 
1973 10.6 11.9 22.2 14.9 18.9 10.5 11.7 13.2 7.4 8.8 8.0 19.8 
1974 12.4 9.7 12.2 13.7 14.2 16.8 10.2 16.3 18.0 3.5 6.2 10.8 
1975 10.4 10.2 25.8 3.4 20.3 15.6 11.7 7.1 20.1 14.8 8.0 8.3 
1976 10.4 5.9 7.5 4.2 18.2 22.6 4.5 6.9 11.9 26.0 5.0 10.9 
1977 6.0 4.3 15.4 13.0 7.4 11.9 6.1 12.1 17.9 14.8 24.0 8.3 
1978 18.2 1.7 15.4 8.0 12.2 7.1 10.3 19.4 6.6 2.0 7.2 11.1 
1979 16.4 13.4 20.2 15.0 12.4 11.3 15.7 7.7 32.1 6.9 17.1 3.5 
1980 10.4 2.6 18.7 18.8 11.5 9.2 13.3 5.8 9.3 8.7 6.5 2.1 
1981 2.2 13.1 9.6 5.8 17.3 8.7 10.3 3.0 12.0 8.8 2.8 10.9 
1982 11.4 16.3 6.7 11.4 13.7 15.5 14.4 8.2 6.8 9.4 11.7 12.9 
1983 9.8 15.0 18.8 20.9 12.8 12.1 4.2 6.6 6.8 16.1 12.1 16.8 
1984 5.7 16.7 12.3 12.0 18.7 10.3 19.5 10.0 1.7 7.2 8.4 3.2 
1985 7.8 10.1 3.7 8.4 11.7 10.2 15.9 20.0 2.8 9.2 23.4 3.5 
1986 4.2 7.0 6.7 1.7 12.3 1.9 10.1 14.6 9.7 8.9 11.9 14.5 
1987 11.7 12.1 14.2 21.5 8.4 13.4 9.9 3.9 17.9 2.8 12.5 8.9 
1988 6.3 4.3 3.8 10.1 7.1 6.5 11.4 10.3 12.2 5.3 12.4 3.7 
1989 6.0 10.8 10.0 7.6 13.9 20.9 22.7 12.5 24.1 11.8 10.4 7.9 
1990 12.9 16.5 14.4 6.7 15.0 3.4 13.7 14.7 4.6 30.9 5.0 12.1 
1991 10.0 6.8 18.9 17.8 12.6 11.1 11.0 8.8 4.7 2.4 8.5 13.0 
1992 9.8 8.6 9.6 16.8 17.0 18.9 11.0 13.6 9.3 12.7 21.6 9.5 
1993 13.4 9.4 22.0 11.0 10.9 5.3 8.1 8.3 9.6 4.8 8.4 13.2 
1994 14.1 11.6 20.3 9.4 7.5 14.5 16.6 25.9 7.3 8.8 7.7 8.0 
1995 21.9 9.5 8.4 2.6 12.8 23.4 9.2 14.2 8.9 20.6 9.5 3.1 
1996 20.0 8.7 10.6 7.4 10.6 12.5 11.7 26.4 15.6 4.7 14.7 13.0 
1997 8.1 10.7 15.8 14.4 6.3 14.0 15.8 3.0 12.2 6.8 5.3 9.5 
1998 23.4 17.9 12.8 20.6 14.6 12.2 7.4 10.9 5.0 6.6 3.5 10.6 
1999 13.7 8.0 7.9 10.0 7.6 10.0 14.0 8.9 11.7 5.6 10.2 5.6 
2000 9.9 4.8 9.5 16.8 4.7 12.8 8.4 9.6 13.7 0.2 6.9 4.4 
2001 7.6 5.2 13.2 2.9 10.6 11.8 17.8 8.7 8.7 3.9 3.2 8.7 
2002 8.5 3.3 12.8 4.7 8.7 7.7 11.9 6.3 16.7 12.5 11.2 12.6 
2003 5.7 13.0 15.7 18.1 16.3 17.8 18.5 20.1 11.4 5.5 16.6 9.9 
2004 4.0 9.9 5.3 10.4 11.6 17.7 10.6 7.8 43.8 7.7 10.6 9.4 
2005 9.6 6.4 12.5 12.3 5.9 13.2 18.4 14.5 1.9 13.1 13.0 10.8 
2006 10.9 5.2 4.4 13.0 7.0 20.1 10.7 11.2 17.2 9.9 13.5 13.2 
2007 12.0 4.7 12.6 6.6 3.3 12.4 11.0 4.4 7.5 17.0 2.5 10.4 
2008 3.6 9.4 13.6 9.5 6.1 9.6 12.6 17.6 12.8 6.4 6.1 11.7 
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Southern Mountains (North Carolina) 
Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
1895 17.7 4.5 17.0 16.4 11.3 10.4 14.8 16.6 4.1 5.4 7.1 10.0 
1896 7.5 14.2 11.0 8.4 9.4 13.1 26.0 6.9 9.7 4.8 15.9 5.0 
1897 6.3 14.8 27.4 13.8 8.5 8.1 15.5 10.8 3.8 8.3 6.7 13.4 
1898 11.5 1.3 12.6 12.7 7.6 9.9 20.3 28.4 11.1 17.6 9.2 6.8 
1899 11.7 21.8 23.6 9.6 9.1 7.8 13.2 12.5 6.2 11.6 4.5 10.5 
1900 8.9 18.0 12.2 13.9 6.4 23.2 10.8 3.7 10.0 14.9 12.2 11.4 
1901 9.9 4.7 13.9 17.1 20.5 11.1 9.7 32.5 12.1 3.7 3.4 20.1 
1902 6.8 16.8 17.8 7.4 6.4 11.7 6.5 9.3 12.0 9.8 10.9 11.6 
1903 8.3 21.4 21.3 14.0 9.8 14.0 8.8 15.6 5.8 6.4 8.0 6.7 
1904 8.6 8.6 14.8 7.3 9.6 12.2 9.6 17.8 4.3 2.2 9.1 12.5 
1905 10.3 16.4 8.8 10.9 18.6 14.3 16.0 14.8 6.0 10.7 2.4 21.0 
1906 16.8 5.8 17.8 6.6 9.3 13.6 23.0 23.5 13.4 12.9 11.2 10.8 
1907 0.8 9.3 10.1 13.8 14.1 14.8 13.7 12.1 17.3 2.9 13.8 14.9 
1908 11.0 13.6 14.8 12.4 10.6 13.6 16.2 19.9 6.9 10.1 6.6 13.3 
1909 6.1 15.5 12.5 13.7 15.2 18.0 12.5 11.1 10.2 5.7 3.2 8.1 
1910 10.1 10.8 2.1 12.8 14.0 18.3 14.5 9.6 5.4 9.7 2.5 11.5 
1911 12.0 8.4 10.6 18.9 3.4 9.1 11.0 19.9 7.1 13.0 10.7 18.2 
1912 9.3 10.2 20.3 20.5 11.8 14.8 17.0 9.7 14.8 7.2 5.4 10.3 
1913 14.9 10.3 22.7 8.4 11.6 11.1 13.9 9.7 10.4 9.1 2.7 8.7 
1914 5.3 11.5 10.0 11.1 2.9 8.5 11.6 15.2 6.8 10.9 9.4 21.9 
1915 16.6 11.1 7.5 3.9 16.3 13.1 10.6 18.9 8.0 15.8 10.8 16.5 
1916 11.3 8.6 6.9 7.2 12.9 17.1 31.5 8.5 6.0 8.2 4.8 9.8 
1917 14.8 8.8 26.6 10.8 8.3 14.6 18.6 11.7 11.4 4.3 2.7 4.3 
1918 18.2 2.3 3.7 19.5 8.8 13.0 10.6 12.5 10.9 18.3 7.8 15.7 
1919 16.2 11.8 17.0 9.1 15.5 13.3 20.4 14.2 2.7 14.5 8.3 7.8 
1920 11.3 13.5 16.6 20.5 8.1 13.9 14.4 25.4 12.0 1.7 10.7 20.3 
1921 9.4 13.0 11.2 13.3 10.6 7.6 15.1 11.0 8.8 6.3 10.5 5.2 
1922 15.8 15.1 25.1 13.7 15.7 14.9 15.5 11.1 2.9 9.7 3.7 18.0 
1923 14.1 10.7 18.3 13.7 17.3 11.4 12.7 17.8 7.4 4.0 8.0 8.1 
1924 16.1 11.9 6.6 14.5 15.0 12.3 13.7 7.9 24.9 2.9 3.1 16.9 
1925 17.8 7.7 7.4 8.6 6.5 9.1 7.8 2.0 4.7 17.2 10.4 6.4 
1926 15.5 9.6 13.3 7.0 4.9 10.7 13.4 17.2 7.0 4.4 12.9 19.2 
1927 2.4 11.2 15.1 16.2 6.7 13.6 14.7 12.0 3.7 7.9 8.3 20.6 
1928 3.9 7.2 12.9 18.7 13.3 21.4 12.8 31.9 21.3 11.6 6.1 5.7 
1929 11.0 17.9 22.1 14.0 19.2 16.5 12.4 6.5 16.7 16.7 15.8 7.2 
1930 9.9 5.5 11.5 5.6 10.1 9.0 7.5 2.2 10.7 8.4 10.8 11.4 
1931 5.8 7.1 11.2 14.7 10.4 6.6 15.7 15.4 3.7 4.1 4.3 27.3 
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1932 15.5 10.4 14.8 8.7 9.7 11.5 9.8 12.3 11.8 25.8 11.6 26.6 
1933 7.6 12.2 9.2 11.6 16.6 7.0 12.9 15.7 7.2 6.2 4.4 8.0 
1934 8.3 10.4 21.3 9.4 10.2 19.2 14.9 16.1 12.5 12.5 14.6 8.1 
1935 14.1 8.3 14.9 11.7 9.9 8.4 18.0 16.6 7.4 5.5 14.9 6.5 
1936 25.6 13.3 16.4 18.7 3.8 5.6 15.1 14.7 15.7 18.6 4.9 18.4 
1937 25.9 10.9 4.9 13.5 7.4 10.1 16.1 21.3 8.3 20.9 4.5 7.2 
1938 8.3 5.4 14.2 8.5 14.9 13.3 23.5 10.0 8.5 0.7 14.9 6.5 
1939 14.1 25.4 10.5 10.3 8.3 9.2 14.8 16.8 3.5 2.2 2.7 6.9 
1940 7.3 10.6 10.3 11.2 5.6 12.3 12.8 39.8 1.7 5.3 9.6 11.4 
1941 6.1 3.0 10.9 7.2 3.1 11.2 28.5 11.6 2.9 5.8 6.5 13.9 
1942 9.3 12.1 15.4 4.3 19.8 12.9 17.8 17.0 14.2 5.6 4.9 21.7 
1943 14.1 7.5 15.2 10.5 10.9 17.8 22.2 6.0 8.8 3.4 5.8 7.9 
1944 8.7 21.3 21.8 11.9 8.9 8.1 11.7 10.8 15.2 6.5 10.1 8.7 
1945 5.8 15.6 10.5 14.1 9.2 9.4 17.8 10.3 20.3 9.6 9.3 16.2 
1946 19.9 14.5 18.1 10.1 15.4 6.9 14.1 8.4 8.0 11.6 8.2 7.6 
1947 23.6 4.3 9.9 9.3 7.2 15.1 8.0 12.5 6.2 18.1 14.3 6.5 
1948 10.5 14.1 19.4 6.0 11.7 10.6 17.0 15.9 11.9 3.5 30.3 13.6 
1949 12.5 11.6 12.0 14.9 12.2 19.9 24.3 25.9 8.8 19.4 5.8 10.1 
1950 11.8 8.5 16.4 4.3 11.7 12.2 16.8 12.9 13.9 11.4 4.3 12.8 
1951 5.3 8.3 16.7 11.4 3.3 18.9 12.0 5.6 9.9 5.1 10.9 19.5 
1952 12.9 9.4 26.5 10.5 7.2 7.8 7.2 18.4 6.7 2.7 9.4 10.1 
1953 15.0 17.1 11.9 7.8 8.5 11.9 10.1 7.2 12.1 2.0 5.5 14.9 
1954 22.9 9.7 17.3 8.1 8.9 6.1 9.8 9.0 1.9 4.2 9.8 13.8 
1955 4.6 14.2 13.3 14.1 15.8 10.4 16.7 12.4 3.5 7.5 6.4 4.1 
1956 4.4 21.2 11.2 15.2 8.5 7.6 14.9 5.8 14.1 10.6 5.4 12.6 
1957 15.9 18.3 7.1 20.9 8.6 24.1 4.9 7.7 20.0 10.2 19.9 12.5 
1958 9.4 10.7 10.6 17.7 10.6 6.4 19.0 9.0 4.9 5.8 6.7 10.6 
1959 10.5 7.9 12.4 15.1 18.1 7.9 16.4 10.9 18.7 18.3 6.5 9.7 
1960 12.3 15.7 13.9 7.3 8.3 11.9 10.0 19.3 10.2 11.5 3.6 5.6 
1961 7.3 18.9 12.1 11.4 10.0 16.9 11.6 24.4 4.4 5.6 11.6 23.6 
1962 15.9 14.0 13.1 12.2 7.3 18.6 10.9 9.1 10.6 8.2 10.2 7.0 
1963 8.5 5.9 25.0 11.1 8.1 11.4 13.1 6.9 9.3 0.1 11.9 6.5 
1964 15.0 12.0 18.5 19.1 4.5 5.7 17.4 21.9 14.7 24.1 8.6 11.1 
1965 7.6 12.3 18.2 10.5 10.6 10.2 11.8 11.0 10.2 10.1 5.4 0.9 
1966 10.3 19.3 8.5 13.6 9.7 6.5 11.0 15.5 14.5 13.7 11.0 8.4 
1967 8.0 10.3 8.3 5.8 16.0 15.8 19.8 21.9 8.6 7.8 9.6 17.5 
1968 10.7 2.0 14.5 9.4 10.6 11.8 12.1 8.2 7.3 12.2 9.0 10.3 
1969 9.3 14.6 11.5 11.3 7.7 15.7 11.9 19.2 11.3 6.9 9.6 13.4 
1970 5.9 7.7 8.4 10.9 7.1 10.8 11.9 12.3 6.3 16.3 6.2 8.1 
1971 11.7 15.1 11.3 6.9 11.3 10.6 18.6 10.3 9.4 14.9 8.8 12.5 
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1972 14.0 8.3 12.2 7.8 16.9 16.4 13.6 7.7 10.6 13.7 12.3 14.8 
1973 11.7 11.0 23.1 13.2 20.5 11.9 11.7 9.4 8.7 5.8 11.6 20.7 
1974 16.6 14.6 11.3 15.6 17.7 10.5 11.2 17.3 9.2 3.8 10.3 11.9 
1975 13.8 16.8 28.3 3.1 17.3 9.8 10.7 9.7 21.3 12.5 11.4 11.3 
1976 12.0 6.1 14.7 2.3 27.1 14.8 7.8 9.9 11.0 17.7 5.7 12.9 
1977 6.6 4.3 20.9 14.2 9.8 13.2 5.8 12.4 20.5 11.5 17.0 9.6 
1978 19.2 1.5 13.8 7.7 11.9 7.3 7.7 21.2 4.3 1.7 7.8 13.7 
1979 17.8 13.0 17.1 18.5 13.4 9.0 18.7 11.2 21.5 6.7 19.4 3.6 
1980 10.8 3.2 24.8 13.8 13.3 11.0 8.2 6.9 12.9 7.7 8.1 2.7 
1981 2.4 13.2 9.2 7.6 15.1 9.0 10.6 4.0 8.7 7.5 4.7 13.0 
1982 16.9 18.3 7.6 11.6 11.3 9.8 16.4 8.9 6.8 9.9 13.1 15.2 
1983 8.0 13.9 16.6 17.9 13.7 9.7 5.5 6.5 10.5 10.9 13.5 21.8 
1984 7.1 17.2 13.0 12.7 19.5 12.0 17.2 9.8 0.9 7.1 8.6 5.2 
1985 8.8 13.6 3.7 7.6 7.9 9.9 14.9 16.3 2.5 8.7 16.8 3.1 
1986 3.4 6.7 8.2 2.6 10.2 4.9 7.1 14.4 8.1 13.1 15.4 13.3 
1987 11.3 13.8 11.4 11.0 9.1 14.0 8.3 6.0 16.1 1.5 9.2 9.1 
1988 10.3 4.1 5.3 10.5 5.3 5.7 10.7 10.9 9.2 8.3 11.7 5.6 
1989 9.6 16.1 12.1 10.2 15.9 24.6 18.4 13.7 22.6 10.6 12.7 10.4 
1990 15.0 21.5 18.2 6.8 14.5 3.7 13.4 14.5 6.4 21.9 5.1 14.7 
1991 9.9 9.5 20.5 14.7 9.9 12.2 14.1 15.7 5.5 0.9 8.8 14.4 
1992 9.2 11.3 11.8 9.7 15.1 15.7 7.4 18.9 11.2 12.1 20.0 14.0 
1993 14.1 8.2 18.4 9.9 10.1 5.6 7.1 10.6 9.1 4.2 10.5 12.0 
1994 15.4 13.9 23.2 12.7 6.9 19.2 16.4 20.1 9.9 11.7 9.0 7.6 
1995 20.1 13.0 9.6 4.3 11.6 18.4 9.2 20.2 8.4 18.7 12.2 5.6 
1996 22.8 9.9 13.2 9.9 10.4 11.8 12.1 16.7 16.6 3.7 12.9 14.2 
1997 13.7 13.8 20.0 15.1 9.4 17.4 10.3 2.4 16.5 11.2 5.6 9.4 
1998 27.9 19.3 12.0 20.5 8.3 14.1 6.8 6.5 5.0 7.2 8.1 12.1 
1999 16.8 11.9 9.6 9.7 9.9 14.2 11.3 5.6 6.5 9.0 12.0 6.2 
2000 10.9 6.8 11.6 15.9 8.1 10.1 10.2 8.8 10.6 0.2 12.3 6.9 
2001 9.2 8.9 13.4 4.4 8.8 12.9 15.6 9.7 12.4 3.8 4.5 7.7 
2002 12.6 4.2 14.9 5.9 11.9 9.2 8.8 8.8 19.5 10.5 12.6 16.4 
2003 5.5 15.3 13.1 16.1 25.1 14.6 21.4 16.1 11.8 5.7 14.8 10.6 
2004 5.3 11.7 6.8 8.9 12.1 17.0 17.5 11.3 40.6 4.6 15.6 11.8 
2005 6.8 9.7 11.8 11.4 7.3 21.8 22.1 18.5 2.3 7.9 12.1 11.6 
2006 13.4 6.0 4.5 11.9 6.9 13.6 10.3 13.4 18.8 11.0 11.8 10.6 
2007 12.2 4.6 10.5 6.6 3.8 10.2 11.6 5.5 7.2 8.2 5.7 11.9 
2008 6.8 12.2 15.3 8.7 6.7 5.5 9.7 15.3 6.7 5.6 6.6 16.0 
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Statistical Output 
Stepwise Regression 
 
 
Alpha-to-Enter: 0.05  Alpha-to-Remove: 0.1 
 
 
Response is MJJ on 37 predictors, with N = 86 
 
 
Step                           1        2        3        4        5 
Constant                 17.9048  11.6932   2.8135  -0.7555  -2.0499 
 
Scotts Gap              0.0184   0.0173   0.0176   0.0142   0.0124 
T-Value                     7.33     7.22     7.60     5.21     4.40 
P-Value                    0.000    0.000    0.000    0.000    0.000 
 
Lassiter Swamp                     0.0075   0.0069   0.0061   0.0050 
T-Value                              3.38     3.21     2.87     2.34 
P-Value                             0.001    0.002    0.005    0.022 
 
Mt Collins                          0.0092   0.0095   0.0092 
T-Value                                       2.69     2.83     2.79 
P-Value                                      0.009    0.006    0.007 
 
Land Between The Lakes                               0.0075   0.0084 
T-Value                                                2.20     2.49 
P-Value                                               0.030    0.015 
 
Black River                                            0.0036 
T-Value                                                         2.09 
P-Value                                                        0.040 
 
S                           5.59     5.27     5.09     4.97     4.87 
R-Sq                       39.02    46.40    50.75    53.53    55.93 
R-Sq(adj)                  38.29    45.11    48.94    51.23    53.17 
Mallows Cp                  24.4     13.5      7.9      5.1      2.9 
PRESS                    2752.00  2483.67  2323.71  2249.70  2194.77 
R-Sq(pred)                 36.12    42.35    46.06    47.78    49.05 
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Linear Regression 
 
 
 
The regression equation is 
MJJ = - 2.05 + 0.0124 Scotts Gap + 0.00503 Lassiter Swamp 
      + 0.00918 Mt Collins + 0.00836 Land Between The Lakes 
      + 0.00362 Black River 
 
 
Predictor                    Coef   SE Coef      T      P    VIF 
Constant                   -2.050     4.549  -0.45  0.654 
Scotts Gap Residual      0.012378  0.002812   4.40  0.000  1.649 
Lassiter Swamp Residual  0.005028  0.002149   2.34  0.022  1.126 
Mt Collins Residual      0.009179  0.003290   2.79  0.007  1.015 
Land Between The Lakes   0.008356  0.003349   2.49  0.015  1.558 
Black River Residual     0.003618  0.001734   2.09  0.040  1.192 
 
 
S = 4.87168   R-Sq = 55.9%   R-Sq(adj) = 53.2% 
 
PRESS = 2194.77   R-Sq(pred) = 49.05% 
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Reconstructed May-June-July Precipitation Values 
Units are centimeters. 
 
 
Year 0 1 2 3 4 5 6 7 8 9 
1690 
  
30.0 34.7 38.0 33.8 23.8 34.3 37.0 36.8 
1700 37.7 42.0 27.6 27.8 36.6 44.8 31.6 41.9 19.3 33.0 
1710 50.0 41.9 36.3 30.3 34.6 30.1 34.6 44.1 15.0 41.8 
1720 32.3 39.6 36.0 38.5 44.9 30.7 36.0 53.4 16.7 39.8 
1730 31.5 27.0 18.5 39.7 39.5 31.4 39.0 32.9 32.5 45.8 
1740 33.2 35.1 44.7 30.0 39.9 46.3 33.2 47.0 45.4 38.3 
1750 45.8 42.1 21.9 28.6 57.8 36.0 37.0 47.5 37.1 30.7 
1760 28.2 42.8 25.9 34.9 34.3 29.0 33.3 25.7 48.1 34.2 
1770 37.2 42.3 30.1 34.9 20.6 36.5 37.6 32.7 33.0 19.5 
1780 38.9 35.1 44.9 45.1 18.1 42.8 46.3 41.4 36.2 36.3 
1790 32.3 41.3 30.0 42.3 29.7 35.7 53.2 30.9 38.8 28.9 
1800 35.5 30.1 40.5 40.6 39.8 41.3 37.8 32.5 31.3 33.3 
1810 35.7 30.5 32.9 30.5 42.6 41.3 38.1 45.3 32.8 26.9 
1820 37.0 37.9 32.6 40.0 40.7 33.0 37.1 47.6 41.0 46.2 
1830 51.3 29.6 37.1 32.4 30.5 29.8 35.6 27.8 33.6 30.7 
1840 32.3 35.6 31.0 43.6 32.0 28.0 38.5 42.5 36.1 33.6 
1850 34.8 31.5 36.6 39.8 28.7 35.3 30.6 37.5 40.1 37.6 
1860 42.7 26.6 43.5 43.7 31.4 27.2 43.6 36.1 41.6 39.1 
1870 33.9 35.6 32.4 38.8 21.8 43.6 45.2 25.7 29.5 25.6 
1880 34.1 34.5 39.8 41.7 38.4 38.0 37.7 35.4 40.2 48.0 
1890 34.9 35.2 47.8 37.3 27.0 35.9 38.3 34.3 28.0 38.2 
1900 35.0 36.0 24.8 45.5 36.0 37.4 39.0 38.1 37.8 45.0 
1910 44.7 17.4 43.7 26.1 21.4 37.2 56.3 42.1 32.6 36.5 
1920 38.9 33.9 52.3 36.4 37.5 20.4 23.7 38.8 53.5 47.1 
1930 25.9 25.9 32.2 28.9 34.7 39.3 20.1 34.6 41.6 32.6 
1940 34.8 36.0 36.4 39.8 24.5 45.4 43.7 31.9 29.1 44.0 
1950 42.0 37.7 27.8 31.2 36.3 37.3 34.3 40.9 39.4 33.9 
1960 42.6 37.7 36.4 29.7 29.5 39.1 30.7 39.9 39.1 35.5 
1970 27.5 36.2 43.1 45.3 44.6 39.2 42.0 29.2 37.7 31.8 
1980 31.1                   
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Appendix D  
Data and Statistical Output for Chapter 5 
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USGS Streamflow Data (Station 06630000) 
Units = Cubic Meters/Second 
Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
1939 
      
5.8 5.1 4.4 7.4 7.5 7.2 
1940 5.9 7.8 13.0 21.9 69.3 58.8 11.4 3.8 4.7 10.1 8.8 7.5 
1941 6.2 7.2 13.4 23.4 96.6 78.6 17.1 11.1 7.9 16.9 15.4 10.9 
1942 7.5 7.7 11.1 59.5 81.4 134.7 22.5 8.1 4.9 8.2 9.9 8.8 
1943 7.4 8.4 12.6 61.1 65.0 126.4 32.1 11.5 5.5 6.7 9.8 7.9 
1944 6.5 6.4 8.1 23.2 59.3 109.5 23.5 5.1 2.6 7.3 8.0 7.7 
1945 8.4 8.0 10.1 40.5 113.4 153.2 76.0 33.2 13.2 12.8 12.2 9.5 
1946 9.5 8.4 14.7 55.5 66.5 92.5 16.6 9.1 6.4 10.8 12.9 10.0 
1947 5.8 6.5 16.2 39.4 116.7 136.8 48.3 16.8 11.0 12.2 12.4 11.4 
1948 9.4 8.3 11.9 48.1 112.2 79.8 13.3 6.5 3.3 9.2 11.3 9.3 
1949 8.3 8.6 14.5 57.7 144.5 204.8 51.3 13.0 9.0 13.3 12.5 7.7 
1950 7.8 9.7 12.0 43.6 79.6 152.7 40.3 10.3 10.7 10.7 12.0 11.8 
1951 9.0 9.5 11.5 31.8 89.6 131.1 44.6 19.2 8.2 15.0 12.1 10.7 
1952 10.5 10.6 12.2 86.2 170.0 199.8 31.6 17.9 9.1 6.2 6.8 6.4 
1953 10.0 10.0 12.9 22.5 35.3 112.8 19.2 15.8 4.8 5.1 9.0 7.0 
1954 7.4 8.7 11.0 30.2 40.9 23.5 7.8 4.5 3.7 8.7 8.2 8.0 
1955 6.4 6.0 7.3 29.3 43.1 53.5 8.7 11.7 3.5 5.0 8.0 7.6 
1956 8.1 7.6 14.6 44.2 104.1 99.5 16.5 10.9 3.3 4.4 6.9 7.6 
1957 6.9 9.1 12.6 31.8 103.6 246.6 142.2 30.4 13.1 14.6 13.4 11.2 
1958 9.0 11.5 15.8 31.5 129.0 113.3 15.4 7.4 4.7 6.3 8.2 10.0 
1959 8.2 8.0 9.0 27.1 51.2 100.0 23.3 10.8 6.7 16.7 15.9 9.9 
1960 8.0 7.8 25.0 49.4 53.1 85.4 18.9 6.0 3.9 6.1 7.5 8.1 
1961 6.2 7.4 11.5 21.3 55.2 79.1 17.5 9.2 18.0 29.1 18.3 11.9 
1962 11.1 18.2 17.1 124.3 158.0 121.6 54.3 12.8 5.7 9.5 9.3 7.0 
1963 5.1 9.0 11.8 30.0 58.0 61.4 10.6 11.2 7.7 4.8 7.9 6.4 
1964 5.3 5.5 5.8 27.1 69.7 97.9 33.5 8.6 7.0 6.2 8.4 7.4 
1965 7.8 7.1 8.9 42.1 92.9 191.1 67.8 25.5 23.2 29.3 21.1 13.1 
1966 12.6 11.1 20.8 31.7 47.4 42.0 12.2 7.2 4.5 9.4 10.1 8.7 
1967 7.1 9.2 20.9 31.1 46.1 136.0 60.0 13.8 13.1 12.4 11.0 9.1 
1968 7.0 9.3 13.2 31.3 76.1 182.1 41.1 18.5 10.2 12.8 12.8 11.5 
1969 12.6 10.4 10.7 56.0 94.6 101.6 35.1 10.6 6.1 14.1 14.8 10.2 
1970 9.8 11.4 12.4 30.9 121.8 194.4 63.6 17.9 14.5 17.0 16.0 11.7 
1971 10.4 13.2 24.3 69.7 106.6 219.7 64.5 17.2 13.7 13.4 13.7 14.0 
1972 9.7 11.8 23.4 24.5 55.5 128.1 17.4 7.1 8.0 13.6 14.5 10.6 
1973 10.0 10.0 14.3 46.8 163.1 154.7 63.1 21.8 10.7 11.0 15.2 9.6 
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1974 9.7 10.6 23.9 53.7 152.1 167.5 35.3 13.0 7.1 10.5 12.1 9.7 
1975 8.2 8.6 10.5 29.8 76.9 140.8 93.8 19.3 8.6 9.9 11.5 7.0 
1976 8.5 10.6 11.1 32.5 71.3 93.1 35.0 15.4 7.5 8.2 9.1 7.8 
1977 5.5 6.6 8.6 20.5 42.1 38.0 7.7 6.7 5.2 6.5 7.6 9.4 
1978 9.8 9.3 12.6 31.3 81.1 194.9 78.4 16.7 8.0 8.1 10.5 9.1 
1979 8.3 9.3 13.4 43.3 112.2 159.3 56.7 20.4 8.1 8.4 10.0 9.9 
1980 12.7 9.2 15.3 53.1 159.0 132.4 39.0 9.7 7.3 9.6 9.7 10.2 
1981 9.1 8.1 9.7 14.4 34.3 52.3 16.5 7.5 5.5 10.4 10.3 11.4 
1982 10.8 8.9 14.4 26.4 84.6 158.7 98.9 29.5 15.8 19.8 16.8 14.1 
1983 10.4 10.4 13.8 29.9 90.2 283.1 148.8 42.0 14.5 18.0 17.6 13.2 
1984 12.4 11.6 17.9 35.9 242.6 220.7 86.0 37.4 22.1 22.0 19.6 13.1 
1985 12.5 13.2 21.9 66.9 128.6 96.9 31.8 14.2 8.9 18.4 16.0 13.0 
1986 12.5 15.8 33.7 76.2 131.4 217.5 69.7 20.6 15.6 21.6 21.1 12.7 
1987 8.8 13.1 17.4 39.9 54.5 24.8 11.1 8.3 5.1 6.8 9.5 10.2 
1988 8.2 10.5 15.4 60.7 93.0 103.2 20.6 6.9 5.0 6.9 9.2 9.8 
1989 8.4 8.8 27.1 33.7 33.6 37.1 11.3 9.4 5.8 7.6 8.8 7.5 
1990 7.4 9.1 16.7 31.8 32.5 82.3 28.8 10.8 6.5 9.6 11.6 8.9 
1991 6.5 8.0 12.7 22.8 58.1 93.7 19.2 11.2 6.6 6.8 8.6 7.3 
1992 7.0 10.0 15.3 23.3 36.7 37.3 19.0 8.1 5.3 7.0 10.2 8.0 
1993 9.0 8.8 15.5 31.3 118.5 155.8 50.3 17.6 12.8 16.2 14.8 11.9 
1994 10.6 12.4 22.7 40.6 82.0 39.7 8.8 5.3 3.5 7.5 8.8 8.7 
1995 9.3 10.2 15.8 13.9 53.8 227.6 123.3 21.5 11.7 16.3 20.6 15.5 
1996 14.0 18.5 21.7 67.8 140.9 147.1 38.3 13.8 8.4 11.8 17.2 12.9 
1997 13.9 13.1 33.4 44.7 143.3 217.0 42.1 26.1 33.9 26.1 20.0 15.9 
1998 14.6 15.3 33.0 35.5 80.7 109.1 51.8 23.4 11.0 16.9 19.8 13.6 
1999 11.8 12.8 23.0 34.0 97.8 163.8 47.6 19.2 12.5 12.0 11.7 11.6 
2000 9.8 12.4 16.8 38.9 85.4 54.1 11.0 5.0 6.6 8.5 9.0 8.8 
2001 8.7 9.2 16.6 29.8 66.6 36.1 11.1 6.0 5.3 6.8 7.6 7.5 
2002 6.6 5.4 6.5 20.7 10.9 13.3 3.0 1.9 1.7 5.1 6.8 6.3 
2003 6.9 6.9 11.9 24.6 58.8 114.0 17.0 6.6 6.1 6.1 9.0 8.1 
2004 8.3 9.4 21.5 24.6 34.7 39.0 20.4 7.4 10.1 17.1 14.0 11.0 
2005 12.1 13.0 14.7 46.1 95.3 138.9 36.8 11.4 4.8 11.1 11.0 7.7 
2006 10.9 13.0 17.0 50.6 92.6 66.8 20.1 7.7 10.2 17.6 16.4 10.5 
2007 9.7 10.4 35.7 38.4 75.1 50.1 16.0 10.2 8.0 14.1 12.1 11.3 
2008 10.3 11.6 15.5 43.0 122.6 172.3 53.0 15.7 11.7 12.3 13.0 9.5 
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Tree-Ring Tables 
Colorado 
Chronology State Latitude Longitude Span Species 
Almagre Mountain B CO 38.77 -104.98 560-1983 Bristlecone Pine 
Almont Triangle CO 38.73 -106.80 1319-1999 Douglas Fir 
Alto Picnic Ground CO 40.05 -105.43 1681-1987 Ponderosa Pine 
Bennett Creek CO 40.67 -105.52 1392-2002 Ponderosa Pine 
Big Elk Meadows CO 40.22 -105.42 1800-1983 Ponderosa Pine 
Big Thompson II CO 40.42 -105.28 1550-2000 Douglas Fir 
Black Forest East CO 39.50 -104.22 1709-1997 Ponderosa Pine 
Boulder Creek Colorado CO 40.00 -105.37 1867-1982 Douglas Fir 
Boulder Ridge Road CO 40.98 -105.67 1423-2001 Ponderosa Pine 
Cameron Pass I CO 40.55 -105.83 1709-2003 Subalpine Fir 
Cameron Pass II CO 40.55 -105.83 1552-2003 Spruce 
Cameron Pass III CO 40.55 -105.83 1747-2003 Lodgepole Pine 
Cathedral Creek CO 38.08 -107.00 1366-2002 Douglas Fir 
Cochetopa Dome CO 38.25 -106.67 1437-2002 Ponderosa Pine 
Collins Gulch CO 39.83 -108.20 1168-2001 Pinyon 
Cottonwood Pass CO 38.67 -107.58 1565-1982 Spruce 
Crags Hotel CO 39.93 -105.30 1545-2003 Ponderosa Pine 
Dark Mountain CO 40.42 -105.57 1698-2001 Lodgepole Pine 
Deer Mountain I CO 40.37 -105.58 1625-1987 Ponderosa Pine 
Deer Mountain II CO 40.37 -105.58 1547-2000 Ponderosa Pine 
Devil's Gulch CO 40.42 -105.47 1650-1980 Ponderosa Pine 
Dillon CO 39.60 -105.90 1372-2002 Douglas Fir 
Dolores I CO 37.58 -108.55 1270-1978 Pinyon 
Dolores II CO 37.58 -108.55 1457-1978 Douglas Fir 
Douglas Pass CO 39.60 -108.80 1382-2000 Douglas Fir 
Dry Park CO 38.25 -108.33 1536-2000 Pinyon 
Eagle Rock CO 39.38 -105.17 1401-1998 Ponderosa Pine 
Eldora CO 39.95 -105.55 1716-1982 Ponderosa Pine 
Eldorado Canyon I CO 39.93 -105.27 1678-1987 Ponderosa Pine 
Eldorado Canyon II CO 39.93 -105.28 1541-1987 Douglas Fir 
Eldorado Canyon III CO 39.93 -105.30 1541-2003 Douglas Fir 
Elevenmile Reservoir CO 38.87 -105.43 1507-1997 Ponderosa Pine 
Escalante Forks Update CO 38.67 -108.35 1569-1999 Pinyon 
Fool Creek CO 39.87 -105.87 1224-1992 Spruce 
Frosty Park CO 38.77 -104.97 1313-1987 Limber Pine 
Gould Reservoir CO 38.60 -107.58 1383-2002 Pinyon 
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Great Sand Dunes Lower CO 37.78 -105.50 1260-1995 Ponderosa Pine 
Green Mountain Reservoir CO 39.85 -106.23 1378-2000 Douglas Fir 
Hermit Lake CO 38.10 -105.63 1048-1983 Bristlecone Pine 
Hidden Valley CO 40.40 -105.63 1856-1987 Lodgepole Pine 
Hogback Rampart Hills CO 37.38 -108.12 1484-1994 Limber Pine 
Horsetooth Reservoir A CO 40.53 -105.13 1660-1987 Ponderosa Pine 
Horsetooth Reservoir B CO 40.53 -105.20 1797-1987 Douglas Fir 
Hot Sulpher Springs CO 40.07 -106.13 1571-1999 Douglas Fir 
Indian Creek CO 39.37 -105.13 1859-1983 Ponderosa Pine 
Island Lake CO 40.03 -105.58 1169-1989 Limber Pine 
Jamestown CO 40.13 -105.42 1354-2000 Ponderosa Pine 
Jefferson County Colorado I CO 39.68 -105.20 1548-1987 Ponderosa Pine 
Jefferson County Colorado II CO 39.68 -105.20 1487-2003 Ponderosa Pine 
Kassler Recollect I CO 39.45 -105.13 1700-1987 Ponderosa Pine 
Kassler Recollect II CO 39.45 -105.12 1792-1988 Douglas Fir 
Kim CO 37.23 -103.25 1628-1998 Ponderosa Pine 
Land's End CO 39.00 -108.15 1135-2000 Douglas Fir 
Lexan Creek CO 39.88 -105.93 1395-1992 Spruce 
Lily Lake CO 40.32 -105.55 894-1998 Douglas Fir 
Lykin Gulch CO 40.17 -105.28 1658-1987 Ponderosa Pine 
McGee Gulch CO 38.85 -106.02 1541-1997 Douglas Fir 
McPhee CO 37.58 -108.58 1270-2002 Pinyon 
Mesa de Maya CO 37.10 -103.62 1464-1997 Ponderosa Pine 
Meyer Ranch CO 39.55 -105.27 1553-2002 Ponderosa Pine 
Milner Pass CO 40.42 -105.80 1659-1988 Spruce 
Monarch Lake CO 40.10 -105.73 1429-1987 Ponderosa Pine 
Montrose CO 38.38 -108.02 1440-2002 Pinyon 
Mount Goliath CO 39.63 -105.58 525-1983 Bristlecone Pine 
Nederland CO 39.98 -105.50 1880-1982 Spruce 
New North Park II CO 40.95 -106.33 1486-2001 Douglas Fir 
Niwot Ridge A CO 40.07 -105.58 1539-1979 Spruce 
Niwot Ridge B CO 40.05 -105.55 1322-1987 Limber Pine 
Niwot Ridge C CO 40.05 -105.57 1694-1982 Spruce 
Oak Creek CO 38.30 -105.28 1861-1983 Ponderosa Pine 
Onahu Creek CO 40.33 -105.83 1763-1987 Lodgepole Pine 
Ophir Creek CO 38.07 -105.13 1726-1984 Ponderosa Pine 
Ormes Peak CO 38.95 -104.95 1714-1984 Ponderosa Pine 
Owl Canyon II CO 40.78 -105.18 1508-2002 Pinyon 
Peak to Peak CO 40.02 -105.52 1192-2000 Douglas Fir 
Piceance CO 40.05 -108.30 1126-2001 Pinyon 
Pike Peaks CO 39.33 -105.03 1530-1983 Spruce 
Plat Bradbury CO 37.47 -106.30 1632-2004 Ponderosa Pine 
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Plug Hat Butte CO 40.78 -108.97 1270-2000 Pinyon 
Pool Table Pines CO 37.78 -106.82 1654-1997 Ponderosa Pine 
Princeton I CO 38.80 -106.22 1462-1999 Pinyon 
Princeton II CO 38.80 -106.23 1169-2002 Douglas Fir 
Pumphouse CO 39.95 -106.52 1320-1999 Pinyon 
Rainbow Curve CO 40.40 -105.67 1063-1987 Limber Pine 
Red Canyon CO 39.70 -106.73 1336-1999 Pinyon 
Red Creek CO 38.53 -107.22 1524-2000 Douglas Fir 
Red Mountain Pass Silverton CO 37.90 -107.72 1626-1983 Spruce 
Ridge Road CO 39.38 -104.20 1779-1998 Ponderosa Pine 
Rifle CO 39.67 -107.88 1352-2000 Pinyon 
Roadsite CO 38.10 -106.37 1605-1997 Ponderosa Pine 
Round Prarie CO 37.50 -103.53 1743-1997 Pinyon 
Rustic CO 40.72 -105.58 1436-2002 Ponderosa Pine 
Sapinero Mesa CO 38.32 -107.20 1511-2000 Ponderosa Pine 
Sargents CO 38.40 -106.43 1275-2002 Douglas Fir 
Seedhouse CO 40.75 -106.85 1539-2000 Douglas Fir 
Sheep Pen Canyon I CO 37.07 -103.27 1837-1998 Pinyon 
Sheep Pen Canyon II CO 37.07 -103.27 1460-1998 Ponderosa Pine 
Slickrock CO 38.02 -108.92 1490-2002 Pinyon 
Soap Creek CO 38.53 -107.32 1541-1999 Ponderosa Pine 
South Fork CO 37.67 -106.65 1566-2002 Ponderosa Pine 
Spruce Canyon CO 37.18 -108.48 1373-1978 Douglas Fir 
Stultz Trail CO 38.33 -105.27 1480-1997 Douglas Fir 
Terrace Lake Pines CO 37.38 -106.28 1600-1997 Ponderosa Pine 
Timberline Pass CO 40.37 -105.67 1503-1987 Spruce 
Trail Gulch CO 39.72 -106.98 1402-2002 Pinyon 
Turkey Creek Bluff CO 38.60 -104.87 1640-1988 Ponderosa Pine 
Unaweep Canyon CO 38.83 -108.57 1296-2002 Pinyon 
Valley View Ranch CO 39.07 -104.43 1534-1998 Douglas Fir 
Van Bibber Creek CO 40.37 -105.25 1682-1987 Ponderosa Pine 
Vasquez Mountain CO 40.03 -106.07 1454-1999 Douglas Fir 
Wet Mountains CO 37.90 -105.15 1336-1997 Douglas Fir 
Wild Rose CO 39.02 -108.23 1146-2002 Pinyon 
Wilson Ranch CO 37.63 -106.68 1675-1997 Ponderosa Pine 
Windy Ridge CO 39.32 -106.08 1050-1985 Bristlecone Pine 
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Wyoming 
Chronology State Latitude Longitude Span Species 
Sheep Trail WY 41.37 -106.23 1097-1999 Spruce 
Vedauwoo WY 41.15 -105.37 1511-2001 Ponderosa Pine 
Encampment WY 41.15 -106.78 1380-2001 Douglas Fir 
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Tree-Ring Data Used For The Reconstruction 
Values are in 0.001 units, where the average = 1.0. Values shown were multiplied by a 1000. 
Values greater than 1000 indicate above average tree growth. Values less than 1000 indicate 
below average tree growth. 
Encampment Chronology 
Year 0 1 2 3 4 5 6 7 8 9 
1380 
   
924 961 1263 962 742 975 1243 
1390 563 1188 889 1227 1433 1426 1269 608 984 675 
1400 801 678 1256 1047 1425 1175 907 694 1492 925 
1410 553 894 1248 857 1468 1075 1134 849 1662 1011 
1420 1323 995 1061 649 1276 1054 784 817 1054 738 
1430 1053 993 883 1119 1148 1152 928 779 828 1328 
1440 1371 1154 562 1147 627 743 1194 932 876 1313 
1450 609 1002 698 337 959 933 899 1110 819 582 
1460 896 883 1454 1708 1400 1088 532 804 862 864 
1470 1126 808 1166 1388 815 507 1049 822 781 863 
1480 1042 687 1352 928 1487 1032 1370 1190 877 691 
1490 1313 1201 1249 653 1019 859 258 1245 1141 1391 
1500 636 715 1368 1064 1224 907 797 1181 673 909 
1510 1251 869 1064 521 1238 1002 849 830 1243 1023 
1520 787 1635 710 1014 1587 1386 744 849 599 986 
1530 1101 950 743 578 925 1185 1246 993 686 1390 
1540 1382 1129 104 580 872 889 1175 1049 1389 1776 
1550 1446 451 764 1256 1177 1457 1331 997 829 983 
1560 1037 1039 1141 932 1465 1301 1203 767 513 1174 
1570 1021 684 990 950 1413 819 974 1129 1151 450 
1580 752 791 940 927 535 823 1042 842 779 1016 
1590 647 896 871 898 1305 737 933 977 813 1003 
1600 442 1077 1230 1282 1521 1145 862 564 919 963 
1610 1151 995 770 881 1018 1514 944 1221 926 1252 
1620 862 1207 620 1254 1083 1321 1146 750 1193 1339 
1630 913 866 1067 1520 782 1329 1377 767 855 1246 
1640 1237 497 1130 404 1335 446 770 1260 1110 1097 
1650 905 1162 1155 602 487 1367 1015 799 620 1073 
1660 753 1190 723 967 1091 705 1100 434 748 1046 
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1670 832 1230 1240 1077 933 592 1791 1301 1244 1574 
1680 1535 869 889 1469 1109 286 581 1277 1152 883 
1690 1201 858 1045 698 1178 730 739 1066 848 1192 
1700 1262 1413 1383 947 843 795 655 1460 571 800 
1710 880 464 619 1140 994 808 782 983 1125 1327 
1720 1576 1134 1034 1135 854 685 1808 938 990 1035 
1730 813 1185 962 936 1200 1022 200 1107 986 900 
1740 765 1193 747 989 751 857 1083 1212 1240 776 
1750 1063 859 1352 887 953 910 1110 809 875 862 
1760 775 1159 1073 688 1221 1290 1223 781 1413 1303 
1770 989 1461 752 1056 861 899 979 490 1350 831 
1780 1183 1107 940 759 1021 1146 939 773 790 420 
1790 1400 955 1487 848 1415 905 1239 1386 25 1780 
1800 1101 893 1178 972 699 62 1592 910 953 489 
1810 833 1235 1287 1048 846 809 845 915 949 1014 
1820 690 1204 1318 859 606 921 1039 980 1065 585 
1830 1035 1237 1157 943 1098 1025 1188 1244 1618 1780 
1840 1163 1325 -72 2400 1252 120 1135 574 940 1124 
1850 1167 548 982 1255 1143 279 865 867 1140 1122 
1860 727 1215 1227 601 983 890 1928 1714 927 1369 
1870 837 222 1101 960 235 1164 1185 794 1070 806 
1880 917 924 970 1140 1328 1017 350 704 917 1375 
1890 612 907 922 716 869 1150 815 1120 886 901 
1900 1127 922 246 1349 956 995 1119 1481 629 1338 
1910 918 1442 1081 1105 1167 868 1062 1144 1125 824 
1920 668 1389 1115 932 843 1005 1467 1262 1466 1286 
1930 400 1529 1017 876 581 1056 662 1322 1076 580 
1940 771 1148 1252 1088 592 1244 932 1325 701 1177 
1950 1079 1156 964 744 703 481 957 1142 663 599 
1960 1016 726 1029 703 682 1078 1182 1142 1026 861 
1970 1107 1171 863 1067 1292 1264 1265 662 949 934 
1980 963 879 1117 1381 1179 704 1336 995 1092 415 
1990 999 885 820 1099 773 983 1297 1046 1276 1329 
2000 847 995                 
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Pumphouse Chronology 
Year 0 1 2 3 4 5 6 7 8 9 
1320 
     
583 1490 835 1169 1307 
1330 1109 1019 586 1286 684 1087 981 1024 1177 1084 
1340 743 1067 1156 1542 1460 408 696 397 715 902 
1350 1488 1109 863 983 712 661 1009 1451 958 1014 
1360 568 1056 999 1036 913 994 1208 1303 1120 893 
1370 1154 1084 1037 1267 708 737 1020 1082 1170 606 
1380 872 744 977 1113 1117 1045 1039 897 599 567 
1390 1045 802 969 939 749 1102 1084 693 947 632 
1400 915 993 849 1126 1167 1202 1037 1095 1319 1259 
1410 1155 855 1317 911 1395 482 851 932 1221 1083 
1420 1305 1032 1212 869 1071 678 1365 938 1080 1234 
1430 1056 1348 850 943 1154 1208 1038 943 1038 933 
1440 1316 1133 443 1147 641 585 1013 1333 863 1406 
1450 552 1145 957 885 688 990 757 937 521 802 
1460 413 744 1221 1103 908 872 1162 1164 834 815 
1470 877 1064 916 1041 1062 487 1230 1238 982 1070 
1480 1080 1196 1080 1009 1497 1331 1247 1126 887 1242 
1490 1245 1144 1246 1022 1324 575 501 950 1490 481 
1500 642 1138 882 966 1078 817 348 914 915 1126 
1510 771 934 1067 969 1124 797 743 977 1026 718 
1520 683 1547 809 1540 1311 983 981 1155 1343 1011 
1530 997 549 448 1117 1077 960 1094 1113 1080 1015 
1540 1262 1070 338 1294 721 572 1251 1297 1010 1279 
1550 989 651 1037 1171 1101 1192 1197 1355 555 710 
1560 1282 1005 781 1051 1464 1078 939 904 1027 1106 
1570 1084 976 1045 1095 686 1166 885 1422 1051 1359 
1580 536 829 1329 894 266 486 1335 890 1227 1346 
1590 629 419 788 1022 1073 1053 1189 514 234 1093 
1600 759 925 751 1089 1187 1208 1249 242 1080 1029 
1610 1232 1358 1186 1224 1277 1181 1160 1391 1115 861 
1620 1109 1105 554 1202 1111 672 915 1064 1287 685 
1630 946 722 919 1320 308 994 958 979 1016 1064 
1640 1214 1105 1133 1356 599 656 467 1497 996 1428 
1650 1300 1048 1069 747 306 1735 981 1416 758 1021 
1660 1045 1059 789 938 447 1287 844 431 626 1379 
1670 765 636 1188 1223 1013 946 1560 1037 1344 1077 
1680 1569 1131 737 1113 1019 316 407 1130 1083 1199 
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1690 1065 1555 566 1137 1327 738 1339 1222 1083 890 
1700 972 1166 1399 685 451 1128 768 729 680 959 
1710 978 930 1120 710 375 1120 781 1133 1020 1183 
1720 1201 716 807 622 1099 1234 1460 1121 852 863 
1730 883 917 1081 1305 1410 558 344 813 1188 1442 
1740 740 1589 1042 1296 816 1320 1136 1253 500 1438 
1750 712 1237 1135 1207 1237 924 520 935 1125 420 
1760 1246 1213 1343 741 1391 741 1131 656 1543 1076 
1770 770 900 1064 784 1104 1163 660 469 1122 916 
1780 671 634 912 878 1291 1106 814 1312 1075 679 
1790 1511 1005 1393 654 725 1078 1170 1492 127 1261 
1800 789 829 1209 1163 618 1164 864 910 1183 885 
1810 1072 1372 1259 1004 655 1137 1068 870 1197 982 
1820 987 1191 692 1047 448 402 1138 1014 1170 753 
1830 864 1106 1366 1090 667 807 1101 1590 991 1413 
1840 1405 1387 744 1575 823 228 438 513 999 1633 
1850 1382 56 1497 1195 859 277 1238 780 1243 1188 
1860 1048 591 1430 867 1077 1090 1504 1595 1187 888 
1870 1219 296 1315 1269 988 737 1199 794 959 234 
1880 1380 1091 664 994 1220 1183 807 722 910 812 
1890 997 1033 991 944 1089 1359 413 1197 821 1254 
1900 1059 765 264 1222 858 1112 1323 1050 615 1370 
1910 812 896 946 818 1114 762 898 1337 1164 762 
1920 1354 1409 882 1432 1362 949 1030 1020 1305 1044 
1930 1056 805 1063 986 526 992 883 999 941 867 
1940 922 1119 1022 917 708 917 828 1203 794 1272 
1950 718 1175 1296 822 521 1096 1044 1342 938 925 
1960 983 639 1713 949 618 1268 617 975 873 1168 
1970 964 1003 999 1432 941 1055 606 411 1303 1426 
1980 1084 708 1114 1450 1337 1405 983 924 681 1170 
1990 603 1170 632 1233 535 1171 1125 1180 973 997 
2000 675 823 527               
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New North Park Chronology 
Year 0 1 2 3 4 5 6 7 8 9 
1480 
       
1144 1171 779 
1490 1062 1257 1260 928 1299 582 1045 510 1776 2335 
1500 191 874 840 820 1174 1264 659 935 1098 1006 
1510 674 786 1028 528 822 613 1326 473 1029 973 
1520 692 1344 349 1203 1396 1402 899 724 480 1247 
1530 1144 398 553 768 878 1611 1584 1461 557 1679 
1540 1499 781 210 498 1131 990 1109 472 661 1266 
1550 1044 874 1086 1356 1109 1256 1336 1354 750 892 
1560 1394 1534 414 751 1542 1220 402 813 693 617 
1570 1058 866 584 920 904 814 756 1022 1115 506 
1580 606 1105 1395 1274 369 1328 1381 305 708 1251 
1590 625 657 580 816 1231 770 1202 1030 911 1019 
1600 423 1557 1118 1119 1899 1742 834 144 869 851 
1610 789 968 512 939 1195 1198 735 1657 1118 1242 
1620 880 931 282 1252 1157 1002 1078 786 713 1209 
1630 544 881 1046 1455 1478 1459 716 1046 1032 1337 
1640 520 679 1181 293 1085 973 1196 938 907 1073 
1650 973 1125 617 468 485 1609 1017 763 700 1249 
1660 852 1253 1137 1483 1554 393 744 1110 276 1070 
1670 652 927 1122 1493 1153 960 1616 992 1614 1184 
1680 1406 633 658 1504 829 315 784 1142 1019 923 
1690 761 946 1530 458 1278 784 829 1055 857 1246 
1700 862 1787 1368 1327 578 928 486 1269 746 743 
1710 884 392 1250 796 513 621 906 862 1002 1302 
1720 1423 1120 576 998 1038 1055 1817 696 947 1326 
1730 726 1180 768 1094 1278 692 494 1178 869 1224 
1740 1235 1064 606 793 817 1055 1338 1342 1216 894 
1750 1092 810 1433 1460 976 915 739 834 952 647 
1760 1000 1075 1146 733 1330 985 1025 902 1678 1200 
1770 820 1252 1009 796 772 1022 755 681 1043 613 
1780 832 1135 736 1043 956 1035 751 1324 824 337 
1790 1727 984 1506 797 1457 791 1348 1279 638 1397 
1800 827 830 1174 1012 884 684 1067 560 939 433 
1810 911 1326 1244 1106 959 961 861 855 1018 887 
1820 707 1339 1069 876 637 1117 1047 678 1339 738 
1830 778 1389 1333 684 616 880 1254 1578 1565 1639 
1840 1260 1169 472 2230 1015 -3 1005 610 571 1428 
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1850 1047 501 1097 1265 813 293 1099 964 1141 964 
1860 1215 964 1322 714 1226 948 1495 1605 682 1472 
1870 854 222 1145 1041 343 1386 1439 694 1220 967 
1880 1157 1045 710 957 1060 897 805 679 629 743 
1890 735 1260 1032 507 973 1345 667 1144 847 680 
1900 1278 751 645 932 1001 935 913 1280 546 1357 
1910 935 1365 904 1031 1045 941 1118 1525 1000 792 
1920 892 1453 774 1070 1076 1275 1831 934 1916 707 
1930 745 1422 978 874 666 625 762 1396 891 715 
1940 740 948 1082 642 991 1144 679 1324 968 889 
1950 1209 1118 882 651 562 453 1195 1353 978 701 
1960 823 1014 1490 644 589 1069 926 1180 898 1098 
1970 951 1088 1454 1125 1449 849 873 1121 892 824 
1980 933 670 1027 1513 1303 1000 1638 621 1012 551 
1990 1013 1131 884 1107 637 1132 1085 803 1022 1301 
2000 743 777                 
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Reconstructed North Platte Water-Year Streamflow Values 
2-Predictor Model, Units = Million Cubic Meters 
 
Year 0 1 2 3 4 5 6 7 8 9 
1380 
   
1061.2 1093.1 1275.1 1035.4 757.1 715.8 901.2 
1390 728.2 1034.4 925.9 1167.6 1186.1 1445.2 1309.1 499.5 983.7 506.1 
1400 816.7 779.0 1122.8 1167.1 1493.2 1324.0 991.0 868.0 1659.4 1171.4 
1410 802.8 844.4 1467.3 857.5 1697.6 706.3 1028.9 866.9 1718.8 1106.7 
1420 1516.9 1056.0 1242.5 663.4 1304.8 836.8 1140.7 846.4 1138.1 1006.6 
1430 1119.3 1291.3 832.1 1086.2 1267.0 1310.6 1008.1 820.5 930.0 1242.0 
1440 1562.6 1255.9 276.2 1260.9 475.4 524.0 1197.2 1232.3 836.3 1584.8 
1450 394.6 1146.1 767.7 431.6 770.0 976.1 774.9 1074.6 535.5 560.9 
1460 514.7 752.6 1556.3 1666.3 1279.5 1008.7 791.6 1005.7 803.6 791.0 
1470 1042.2 933.8 1102.7 1369.8 937.8 266.2 1246.6 1075.2 851.3 981.3 
1480 1128.7 938.2 1370.9 986.4 1788.9 1309.0 1510.1 1278.8 855.1 975.8 
1490 1464.1 1300.9 1414.8 781.2 1293.6 607.2 82.1 1189.9 1513.3 952.4 
1500 483.1 916.6 1235.0 1060.4 1269.4 826.1 388.6 1112.9 716.7 1059.2 
1510 1060.4 884.1 1136.1 638.4 1314.8 885.3 725.3 885.8 1245.3 842.5 
1520 631.9 1942.1 666.1 1451.6 1727.7 1324.8 821.6 1034.1 979.6 1033.2 
1530 1112.6 658.8 421.4 793.8 1035.0 1150.5 1298.6 1115.1 850.5 1351.9 
1540 1530.8 1189.2 -160.4 928.1 726.8 628.4 1360.8 1296.8 1347.4 1851.4 
1550 1376.2 345.3 879.2 1364.1 1249.9 1536.9 1442.2 1299.6 568.8 805.3 
1560 1276.2 1070.1 981.9 1021.0 1747.0 1329.6 1148.8 781.9 675.6 1251.3 
1570 1115.3 771.0 1061.8 1068.0 1123.3 1018.9 929.4 1453.0 1192.1 875.2 
1580 494.3 744.4 1235.6 899.4 122.4 512.3 1319.8 830.0 1033.3 1307.7 
1590 482.0 519.2 776.2 972.7 1328.9 870.1 1125.2 653.7 315.7 1107.9 
1600 419.2 1039.9 1029.0 1323.0 1583.2 1305.1 1114.7 127.1 1032.6 1028.7 
1610 1327.8 1300.3 995.6 1110.8 1257.6 1573.2 1112.1 1501.6 1064.3 1128.6 
1620 1009.8 1276.3 404.7 1385.8 1184.0 1040.9 1086.3 888.5 1401.8 1064.7 
1630 927.4 722.8 1027.5 1682.1 346.9 1288.5 1299.0 838.1 934.6 1276.1 
1640 1381.5 721.6 1237.2 837.0 997.1 345.2 456.7 1611.6 1118.9 1432.5 
1650 1186.5 1198.5 1208.7 535.3 114.9 1873.6 1033.4 1190.6 557.6 1108.7 
1660 876.6 1228.6 661.3 963.6 692.5 1020.5 997.1 167.2 558.7 1355.9 
1670 728.5 942.8 1364.3 1263.2 993.3 676.6 2073.7 1298.8 1484.4 1542.1 
1680 1880.4 1031.7 752.0 1487.1 1135.3 -34.7 264.0 1349.8 1216.9 1093.6 
1690 1241.7 1340.9 745.8 902.6 1420.1 628.6 1086.0 1253.9 979.3 1103.5 
1700 1219.6 1483.0 1634.2 758.4 501.7 971.6 592.4 1192.2 460.8 848.9 
1710 925.6 564.6 828.1 927.9 562.8 975.8 701.4 1122.3 1148.6 1428.6 
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1720 1636.6 927.7 917.8 858.1 996.0 965.1 2012.0 1078.1 917.2 960.6 
1730 802.1 1118.3 1066.9 1214.5 1499.5 721.8 -80.9 979.4 1165.9 1289.0 
1740 657.4 1628.2 869.7 1249.2 703.4 1164.0 1202.7 1391.2 848.7 1189.1 
1750 869.3 1103.4 1412.1 1102.7 1176.8 908.6 762.1 837.9 1031.9 493.4 
1760 1044.5 1319.8 1350.0 598.0 1501.6 1068.4 1308.3 606.9 1765.6 1329.6 
1770 854.9 1321.2 890.1 917.8 1005.2 1079.1 764.7 239.4 1400.8 840.9 
1780 932.3 845.2 923.1 756.1 1270.4 1229.4 848.8 1092.4 928.0 342.1 
1790 1731.5 1004.5 1711.0 657.8 1154.1 1020.1 1350.1 1706.3 -380.3 1841.0 
1800 956.7 824.1 1331.6 1136.2 514.4 425.9 1396.6 898.1 1136.3 550.4 
1810 959.4 1498.3 1454.3 1076.4 657.0 989.3 965.7 872.0 1143.7 1033.3 
1820 783.9 1338.5 1053.5 960.9 314.3 526.0 1169.8 1030.8 1214.1 526.5 
1830 961.3 1300.5 1432.9 1058.8 862.9 910.8 1258.5 1668.8 1512.1 1954.9 
1840 1466.8 1579.9 6.4 2560.8 1100.2 -230.3 720.2 338.0 988.3 1607.2 
1850 1452.7 -24.8 1394.3 1381.3 1042.0 -69.4 1108.8 767.1 1327.4 1272.1 
1860 858.6 897.4 1535.6 624.4 1080.3 1017.4 2138.8 2039.8 1119.0 1240.3 
1870 1072.7 -99.7 1350.9 1206.3 429.1 966.9 1329.6 720.5 1059.9 310.2 
1880 1255.9 1044.7 760.6 1140.8 1457.1 1186.3 383.3 596.2 903.6 1188.0 
1890 730.5 988.0 968.2 772.0 1000.2 1422.2 451.4 1277.3 812.7 1148.9 
1900 1179.4 798.8 -104.9 1475.0 895.1 1115.9 1371.0 1449.2 457.4 1577.3 
1910 830.9 1303.3 1058.7 981.5 1251.8 754.4 1007.9 1401.0 1256.5 720.0 
1920 1041.8 1646.4 1037.3 1306.5 1184.5 1001.6 1423.3 1255.6 1628.6 1292.4 
1930 609.0 1303.1 1096.4 928.5 353.2 1073.7 684.1 1286.8 1051.1 608.0 
1940 798.5 1240.7 1249.3 1042.5 498.2 1164.4 853.9 1442.0 647.9 1378.1 
1950 886.3 1289.0 1229.6 702.5 444.8 702.3 1035.3 1403.2 726.1 666.3 
1960 1035.7 551.2 1593.0 765.6 501.1 1297.7 891.1 1128.1 961.0 1053.2 
1970 1092.5 1171.8 928.1 1412.0 1219.8 1283.4 947.7 330.3 1223.1 1303.6 
1980 1069.9 722.5 1212.8 1670.9 1428.4 1108.2 1285.7 975.0 868.7 706.2 
1990 737.6 1073.5 619.4 1287.9 510.0 1150.8 1361.7 1206.8 1231.3 1290.7 
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CCSM Streamflow Data (Water-Year) 
Before Rescaling and Bias Correction (Raw Data) Units =Million Cubic Meters 
Hindcast Control Runs A–G (1871–1999) 
Run A 0 1 2 3 4 5 6 7 8 9 
1870 
 
269.9 335.7 183.6 503.0 286.0 269.9 87.9 143.6 423.4 
1880 371.7 330.8 262.7 214.4 163.8 407.6 297.8 334.7 226.1 176.3 
1890 407.2 273.9 213.5 321.3 200.7 239.3 181.6 387.2 266.9 290.0 
1900 256.1 399.8 317.0 85.4 148.9 321.8 296.8 222.2 410.0 203.5 
1910 259.7 256.6 182.1 284.2 412.7 403.6 225.8 196.8 278.3 156.5 
1920 248.3 133.2 129.0 106.6 394.2 216.7 289.3 245.6 472.3 263.1 
1930 339.1 253.3 224.5 217.0 206.5 217.0 213.9 261.4 242.4 269.7 
1940 213.8 182.7 183.0 188.9 206.4 183.8 263.4 213.7 271.2 189.1 
1950 142.9 190.5 166.3 325.7 197.7 443.9 121.7 184.8 366.3 375.5 
1960 281.3 294.7 243.5 194.9 261.4 502.0 322.1 237.1 241.0 246.2 
1970 312.7 268.3 227.9 481.9 200.0 253.3 138.7 157.3 218.4 315.8 
1980 330.0 234.4 323.6 286.6 170.2 256.9 176.8 304.2 389.6 185.0 
1990 361.4 280.8 549.9 77.2 357.3 333.4 199.1 170.6 208.0 112.6 
 
Run B 0 1 2 3 4 5 6 7 8 9 
1870 
 
295.0 258.5 169.7 261.6 109.4 143.1 244.1 294.0 325.1 
1880 199.2 332.4 222.6 190.0 315.5 263.8 212.1 245.1 141.5 423.7 
1890 275.1 379.5 327.5 455.1 262.3 247.6 231.1 242.7 205.7 269.1 
1900 338.5 248.5 456.7 178.2 236.5 323.1 190.5 427.7 88.6 423.9 
1910 139.3 371.0 344.6 288.6 219.2 280.0 125.2 307.2 308.8 268.9 
1920 182.7 279.3 209.7 250.3 181.4 284.3 223.0 173.4 227.3 226.5 
1930 326.5 150.5 206.7 278.7 284.9 307.7 254.2 103.1 203.1 290.5 
1940 226.5 188.6 376.5 361.6 231.3 164.7 106.8 130.0 45.1 184.8 
1950 204.8 309.9 369.4 288.5 266.5 281.5 201.7 170.8 223.9 269.1 
1960 278.3 171.1 161.3 290.8 424.2 227.6 126.5 215.6 342.9 249.1 
1970 228.2 287.2 79.9 167.1 262.7 301.7 251.0 175.4 334.2 302.1 
1980 299.0 326.4 66.4 371.2 297.5 231.7 147.7 368.4 144.0 202.2 
1990 219.4 113.0 222.5 166.0 218.5 104.2 214.3 472.1 235.8 174.9 
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Run C 0 1 2 3 4 5 6 7 8 9 
1870 
 
383.1 89.1 280.6 245.1 190.7 135.4 356.6 220.5 313.0 
1880 249.3 292.3 324.2 284.7 148.7 471.7 310.5 286.8 434.7 294.2 
1890 262.5 279.8 424.2 424.7 183.7 223.3 235.2 411.2 343.4 318.6 
1900 173.0 325.7 234.5 217.9 312.6 421.9 157.2 245.1 338.5 274.1 
1910 163.4 601.1 307.8 195.6 229.7 196.7 262.9 420.2 321.4 252.2 
1920 162.3 391.1 286.3 231.3 282.1 91.8 422.4 283.3 285.5 288.9 
1930 164.5 168.7 155.7 122.2 322.6 100.1 214.2 153.6 220.9 159.1 
1940 436.9 338.1 330.0 275.0 222.7 457.9 230.6 244.7 458.4 185.2 
1950 243.9 135.9 150.4 234.3 198.9 368.2 243.0 275.7 219.8 208.5 
1960 191.8 163.3 241.8 153.6 277.3 189.3 194.4 186.2 132.6 194.1 
1970 128.6 399.6 396.9 139.2 90.5 167.2 291.1 97.3 219.5 174.2 
1980 164.5 309.0 324.9 225.6 193.4 234.1 342.4 339.9 401.7 366.5 
1990 293.9 95.1 193.5 190.3 259.1 155.8 220.4 313.6 121.6 231.3 
 
 
Run D 0 1 2 3 4 5 6 7 8 9 
1870 
 
265.2 140.6 380.6 351.3 80.6 517.7 159.4 162.0 425.8 
1880 169.4 247.0 190.8 240.8 241.4 384.7 197.1 616.5 281.4 406.5 
1890 224.8 296.5 267.8 213.3 323.3 369.3 273.6 311.6 329.6 202.7 
1900 247.3 279.0 143.7 267.5 250.5 284.0 290.6 197.0 385.0 389.8 
1910 380.3 179.6 238.4 274.6 238.9 322.9 361.4 174.9 295.4 215.9 
1920 304.9 196.4 408.5 145.5 150.2 390.8 283.0 265.1 283.4 205.1 
1930 177.0 362.1 214.7 364.8 321.1 270.0 250.2 370.4 175.1 236.8 
1940 338.3 313.7 363.8 178.3 154.9 172.5 273.8 131.1 212.5 134.3 
1950 306.2 332.7 283.2 326.3 260.8 199.5 287.3 178.8 178.9 213.8 
1960 187.6 205.8 173.8 215.0 212.0 122.2 129.1 130.1 158.4 306.4 
1970 201.9 244.6 251.1 302.6 102.4 266.8 255.6 195.0 290.7 231.0 
1980 188.6 281.2 162.1 240.3 295.6 484.3 252.7 400.1 380.9 168.0 
1990 152.0 123.3 359.1 242.1 240.2 202.2 295.2 447.2 289.9 365.5 
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Run E 0 1 2 3 4 5 6 7 8 9 
1870 
 
289.6 313.3 230.7 184.3 314.7 377.4 195.6 317.9 405.5 
1880 263.4 133.0 167.3 366.1 296.4 262.7 284.5 265.7 377.5 202.6 
1890 260.1 299.2 146.0 291.6 183.7 289.5 265.1 235.3 282.2 181.0 
1900 211.6 134.6 209.7 421.4 493.2 558.2 146.6 145.0 187.5 135.4 
1910 468.7 279.7 218.1 269.4 286.5 461.7 161.2 164.0 328.9 312.5 
1920 182.8 214.9 274.5 77.7 215.0 293.7 404.3 238.5 355.2 226.4 
1930 319.6 216.3 316.2 261.2 640.3 234.5 428.1 319.6 228.2 202.0 
1940 315.3 199.1 199.1 300.8 370.7 333.2 440.9 96.4 97.5 215.0 
1950 207.5 341.8 268.4 222.6 96.1 346.1 181.9 266.4 114.5 279.6 
1960 245.1 106.8 252.7 199.8 172.7 94.2 337.8 149.4 343.1 185.1 
1970 77.7 224.9 420.1 165.9 277.6 224.0 309.7 224.3 229.5 283.8 
1980 269.4 222.2 241.0 270.6 178.4 256.9 235.5 47.5 205.8 407.4 
1990 354.0 239.2 278.0 225.8 201.3 208.4 136.3 205.2 214.2 223.5 
 
 
Run F 0 1 2 3 4 5 6 7 8 9 
1870 
 
262.4 170.8 320.5 275.5 311.4 158.4 174.3 140.2 429.6 
1880 329.6 251.3 175.3 237.5 232.5 278.2 302.6 190.9 138.9 144.0 
1890 314.2 262.4 204.8 253.8 237.3 214.4 179.5 108.2 220.5 374.8 
1900 218.0 196.1 166.0 514.1 196.8 219.4 163.4 342.0 258.8 171.5 
1910 353.0 102.1 231.3 178.0 295.5 334.2 308.8 242.6 226.0 170.7 
1920 290.4 244.4 215.1 188.5 202.1 360.2 150.1 277.1 125.5 352.6 
1930 100.1 199.6 223.0 101.0 254.5 174.8 214.3 166.2 290.9 333.8 
1940 187.7 240.7 318.4 268.4 329.0 282.1 492.4 169.4 54.3 284.0 
1950 225.4 230.1 284.4 456.8 290.3 369.8 320.6 284.9 469.8 184.6 
1960 138.2 211.5 142.1 319.4 126.7 382.7 377.0 153.1 214.1 347.1 
1970 319.6 241.5 205.7 176.5 321.5 365.1 228.9 208.9 311.2 378.4 
1980 112.5 462.7 299.0 452.3 254.6 290.3 359.6 256.4 204.3 155.6 
1990 295.1 170.6 241.2 180.1 137.5 140.4 126.2 147.8 179.0 131.5 
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Run G 0 1 2 3 4 5 6 7 8 9 
1870 
 
273.4 353.8 317.1 122.0 437.0 282.7 175.9 245.9 445.2 
1880 184.5 335.7 189.6 201.5 307.7 155.3 285.4 299.8 264.6 186.3 
1890 353.1 203.5 271.2 107.4 102.5 451.8 294.2 344.6 482.8 407.3 
1900 207.0 161.6 193.0 532.3 260.7 150.6 191.0 281.5 135.7 256.8 
1910 271.5 132.4 192.9 437.1 85.5 264.1 222.3 137.4 262.6 170.4 
1920 396.2 193.6 350.4 169.5 226.4 238.6 295.3 225.7 143.8 221.0 
1930 312.8 407.4 334.8 411.4 137.8 214.6 221.1 265.1 214.1 293.1 
1940 367.5 198.8 398.9 252.4 408.6 79.6 351.6 112.7 266.9 231.2 
1950 299.1 175.2 297.8 380.5 387.4 218.8 169.7 354.7 225.1 109.2 
1960 197.9 111.2 309.6 281.3 252.1 115.7 125.9 207.6 265.4 174.8 
1970 434.4 296.6 276.9 300.9 173.7 134.4 165.3 184.8 182.8 353.6 
1980 331.2 194.2 134.8 172.3 275.4 158.0 267.1 121.1 204.3 226.2 
1990 214.2 296.7 311.9 99.3 351.2 158.2 282.8 226.0 286.2 261.1 
 
 
Commit Scenario Runs (2001–2099) 
 
Run A 0 1 2 3 4 5 6 7 8 9 
2000 
 
114.5 277.1 248.2 238.0 114.4 203.7 339.4 375.5 77.0 
2010 274.9 175.5 191.8 361.9 155.8 131.5 226.9 236.9 454.9 280.9 
2020 201.7 193.9 157.5 236.5 231.7 228.5 280.1 156.2 188.9 140.8 
2030 257.9 209.3 226.4 254.6 281.2 225.0 318.0 156.0 256.0 282.6 
2040 171.9 166.2 452.0 220.4 214.2 367.9 281.6 354.2 301.0 231.9 
2050 271.3 203.7 230.2 166.1 284.4 393.7 315.2 199.8 144.8 197.6 
2060 155.4 249.3 283.1 342.7 152.0 201.5 268.2 125.2 259.5 158.4 
2070 207.5 153.1 225.5 410.9 217.7 357.0 144.9 57.2 205.0 243.4 
2080 315.6 253.4 286.0 308.1 206.8 317.5 361.1 235.0 181.4 171.5 
2090 171.2 336.3 447.1 123.7 358.1 149.7 188.5 138.9 255.9 215.5 
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Run B 0 1 2 3 4 5 6 7 8 9 
2000 
 
246.0 294.1 131.0 211.9 233.1 316.8 377.9 148.2 318.3 
2010 226.4 333.2 235.7 214.0 139.3 271.1 58.4 277.7 140.1 144.7 
2020 194.2 381.7 147.1 122.4 240.9 204.9 348.2 117.5 140.4 298.0 
2030 184.4 210.6 379.1 325.1 267.8 250.9 210.5 243.5 150.3 251.6 
2040 223.4 279.6 70.1 206.3 128.3 279.6 174.8 411.8 426.7 141.2 
2050 291.5 271.8 460.6 267.7 408.1 407.7 346.0 183.5 255.8 323.0 
2060 259.2 142.1 101.9 269.3 181.9 229.0 174.2 162.9 377.7 196.2 
2070 152.1 292.3 242.8 349.3 476.8 252.1 435.7 291.7 234.8 241.4 
2080 301.5 141.1 364.7 317.9 205.0 156.7 81.3 311.7 93.8 209.2 
2090 233.7 187.5 454.5 171.9 361.1 190.1 419.7 306.4 293.3 428.3 
 
Run C 0 1 2 3 4 5 6 7 8 9 
2000 
 
358.2 247.8 312.1 373.6 168.9 217.0 154.4 415.0 165.0 
2010 414.9 334.8 188.9 329.1 338.3 361.0 127.6 199.9 358.4 203.4 
2020 137.3 125.0 218.9 357.2 198.7 275.1 309.4 285.6 135.5 244.0 
2030 271.6 178.1 225.7 170.4 203.5 320.2 579.3 162.9 150.9 254.5 
2040 435.5 231.1 120.1 203.8 169.8 298.1 262.8 189.3 204.1 186.0 
2050 282.4 284.1 372.9 184.7 180.2 159.3 137.7 335.8 366.3 234.7 
2060 375.0 128.4 212.2 119.2 275.3 207.9 235.1 341.3 264.7 164.4 
2070 138.0 210.0 452.5 313.2 151.9 200.2 250.8 205.0 219.3 373.8 
2080 176.2 132.4 160.8 224.4 185.2 226.2 267.3 185.0 158.7 338.1 
2090 172.0 311.5 266.0 207.9 273.8 198.1 362.2 163.0 236.7 288.7 
 
Run D 0 1 2 3 4 5 6 7 8 9 
2000 
 
117.3 177.5 428.9 231.4 181.3 350.9 277.6 305.4 243.3 
2010 308.8 88.9 253.1 175.9 313.0 183.5 377.1 160.0 371.4 327.5 
2020 280.7 407.3 354.3 289.6 189.1 298.1 358.1 137.1 201.0 198.0 
2030 284.9 298.4 402.9 287.7 281.0 263.8 292.2 248.3 319.9 400.9 
2040 298.0 210.9 246.3 446.8 305.0 354.7 219.7 324.3 169.7 203.5 
2050 278.7 422.1 190.0 212.4 331.9 149.6 247.1 124.4 237.9 347.2 
2060 137.2 520.8 272.2 348.8 265.2 212.9 433.5 256.7 222.0 219.9 
2070 320.4 381.9 256.0 223.5 343.5 287.4 418.3 301.2 271.7 254.5 
2080 121.4 363.1 202.1 197.7 265.5 391.4 144.0 292.7 382.8 238.0 
2090 298.9 317.7 320.7 197.9 195.3 141.2 224.8 249.3 351.8 210.3 
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A1B Scenario Runs (2001–2099) 
Run A 0 1 2 3 4 5 6 7 8 9 
2000 
 
109.5 277.6 108.3 203.5 312.8 179.8 321.4 313.0 401.0 
2010 275.2 255.5 291.4 269.1 242.1 500.0 226.4 192.7 143.0 110.8 
2020 307.0 361.9 144.2 224.3 159.2 108.8 155.4 373.3 318.5 307.6 
2030 162.4 269.0 183.9 120.0 288.3 259.9 249.4 304.1 149.4 276.6 
2040 290.6 162.5 186.6 367.0 193.2 221.7 217.9 132.4 223.4 258.8 
2050 194.4 348.3 107.6 244.9 217.3 540.8 156.0 308.8 164.3 162.1 
2060 299.7 239.6 302.6 138.1 247.4 232.3 206.3 349.1 147.8 236.9 
2070 242.0 81.5 154.9 259.4 229.5 284.7 210.4 275.7 327.1 287.1 
2080 115.0 169.4 240.9 286.2 349.0 413.3 150.0 127.5 88.3 277.8 
2090 139.8 325.4 279.2 162.4 155.4 116.5 318.4 198.8 353.2 133.0 
 
Run B 0 1 2 3 4 5 6 7 8 9 
2000 
 
137.6 304.1 183.2 214.3 206.9 216.3 201.5 158.2 264.8 
2010 304.5 303.2 242.9 224.7 254.1 263.2 299.3 320.2 483.1 272.8 
2020 154.8 261.8 100.2 180.7 266.5 159.0 261.5 614.8 267.5 293.7 
2030 184.5 153.6 201.7 220.5 389.2 72.8 94.4 202.7 167.5 272.1 
2040 209.9 460.8 265.5 166.9 301.3 267.3 317.3 267.2 276.5 267.7 
2050 414.6 152.1 369.2 179.2 299.8 167.4 197.5 386.7 230.0 182.0 
2060 141.0 153.5 146.1 300.9 244.2 236.8 325.8 264.1 220.6 311.7 
2070 192.2 166.4 114.1 307.2 90.9 179.3 203.0 343.0 227.2 431.8 
2080 322.9 230.3 143.6 313.9 326.2 274.9 216.7 129.5 307.1 374.2 
2090 244.4 299.1 228.1 220.8 200.1 201.1 241.7 210.6 174.0 248.5 
 
Run C 0 1 2 3 4 5 6 7 8 9 
2000 
 
96.4 247.7 212.8 148.1 205.3 274.8 214.2 244.1 250.2 
2010 279.9 339.2 255.4 244.4 262.4 147.8 311.1 150.0 282.6 89.9 
2020 227.7 152.7 167.0 130.9 470.1 121.4 135.8 255.2 248.6 197.0 
2030 231.5 306.3 185.0 304.0 362.2 220.7 214.3 259.0 257.6 348.2 
2040 254.4 292.3 377.2 176.2 130.7 446.2 261.8 156.8 96.5 160.0 
2050 193.7 243.6 278.1 251.8 333.9 361.3 245.4 226.7 136.9 216.2 
2060 370.6 277.2 130.1 250.9 265.7 200.7 181.1 458.7 136.9 173.5 
2070 331.2 311.9 253.2 247.2 194.9 308.5 370.3 350.3 233.5 227.2 
2080 197.5 314.9 313.6 409.7 149.4 344.6 279.2 309.2 288.4 320.6 
2090 176.7 211.0 471.5 379.3 440.0 362.4 177.4 283.6 232.6 325.5 
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Run D 0 1 2 3 4 5 6 7 8 9 
2000 
 
198.6 305.3 247.1 272.6 315.9 129.1 128.6 220.8 168.4 
2010 162.5 244.5 299.2 165.2 310.4 155.6 206.1 89.8 195.6 134.8 
2020 304.9 233.1 112.1 129.5 230.1 582.1 209.6 203.5 226.7 298.9 
2030 302.0 256.5 387.6 270.6 230.3 211.6 382.9 159.1 167.9 286.9 
2040 163.4 287.2 145.7 250.0 236.6 82.5 310.1 332.0 287.3 258.7 
2050 314.6 211.7 367.8 403.3 302.0 153.5 308.9 246.3 252.0 137.8 
2060 294.1 257.7 257.9 111.6 262.3 238.2 418.2 244.1 171.9 388.6 
2070 296.1 258.6 158.6 216.5 90.0 236.6 262.7 208.4 252.5 232.5 
2080 175.6 268.7 137.2 81.0 259.2 396.3 252.3 274.2 334.5 236.1 
2090 447.9 211.2 98.0 289.4 304.3 190.1 190.1 215.9 183.0 177.0 
 
Run E 0 1 2 3 4 5 6 7 8 9 
2000 
 
243.9 260.2 202.8 132.8 243.6 288.3 298.7 320.8 233.7 
2010 285.7 250.6 226.8 212.5 138.3 212.2 232.1 143.0 212.0 264.5 
2020 267.7 178.3 221.5 333.1 340.5 226.1 171.3 462.7 311.4 273.8 
2030 151.4 268.3 272.5 208.7 158.4 135.5 179.8 287.6 198.8 88.9 
2040 227.7 256.8 91.1 200.0 165.4 395.0 163.6 132.6 248.4 148.6 
2050 353.8 414.5 198.1 151.5 316.1 258.4 213.8 213.8 251.1 381.9 
2060 326.3 394.9 364.0 267.2 377.2 236.1 114.9 306.9 284.1 229.3 
2070 272.7 193.3 379.0 589.4 256.2 162.0 346.8 412.1 126.3 236.4 
2080 106.0 148.1 133.5 410.2 510.5 227.7 263.6 235.7 194.2 304.3 
2090 126.0 481.1 275.3 155.0 243.4 354.0 359.2 268.9 328.4 181.6 
 
Run F 0 1 2 3 4 5 6 7 8 9 
2000 
 
234.6 341.5 176.9 319.6 205.6 283.0 209.3 123.9 349.9 
2010 263.8 139.5 266.0 216.9 236.7 73.5 140.9 274.3 339.3 172.9 
2020 273.7 163.7 315.0 201.7 158.9 95.2 157.4 185.2 195.3 184.2 
2030 164.3 352.6 315.2 346.2 232.7 270.5 192.1 401.0 160.3 172.9 
2040 93.1 114.2 113.2 320.9 175.9 145.4 221.0 303.3 278.5 491.8 
2050 160.5 229.6 175.4 72.2 279.2 349.2 240.8 196.7 276.2 312.0 
2060 207.1 229.6 175.4 72.2 279.2 349.2 240.8 196.7 276.2 312.0 
2070 366.2 444.1 82.6 302.0 190.7 408.9 266.0 197.1 231.0 40.9 
2080 366.1 293.2 294.5 155.5 251.0 195.5 339.8 314.5 247.5 71.4 
2090 221.4 230.1 125.0 125.9 149.8 176.9 333.4 255.6 250.2 311.7 
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Run G 0 1 2 3 4 5 6 7 8 9 
2000 
 
275.8 157.2 233.9 235.5 281.9 211.2 444.7 204.2 129.5 
2010 148.4 266.4 371.8 132.2 153.2 250.3 272.3 326.0 393.2 276.1 
2020 120.5 275.2 320.7 238.9 159.9 43.6 148.9 116.5 178.1 280.4 
2030 241.8 202.0 520.2 306.3 251.9 316.6 111.7 339.4 207.4 117.3 
2040 97.8 155.2 423.1 116.4 308.8 166.3 262.5 152.9 228.1 150.8 
2050 124.8 326.4 273.1 182.7 175.4 280.8 309.9 280.5 243.7 86.8 
2060 118.2 326.4 273.1 182.7 175.4 280.8 309.9 280.5 243.7 86.8 
2070 139.9 310.8 282.2 405.0 196.2 175.8 247.3 152.9 67.7 123.2 
2080 169.0 314.9 283.2 157.9 269.0 269.9 293.9 261.3 382.0 126.9 
2090 211.5 240.5 166.6 330.8 207.3 257.3 256.7 259.1 243.4 316.5 
 
B1 Scenario Runs (2001–2099) 
Run A 0 1 2 3 4 5 6 7 8 9 
2000 
 
132.1 289.8 159.2 257.5 148.9 184.9 160.8 101.6 317.0 
2010 105.6 407.2 284.5 143.1 318.0 171.0 199.3 200.8 307.2 213.7 
2020 254.5 388.1 258.8 337.9 320.7 80.2 218.4 159.7 344.5 201.3 
2030 107.4 184.8 271.7 323.3 181.5 163.7 216.9 243.7 277.6 272.8 
2040 140.7 112.0 487.6 155.3 119.7 274.5 381.3 228.4 199.2 320.7 
2050 138.9 233.2 173.1 187.9 424.7 408.3 234.5 121.7 299.1 334.2 
2060 250.1 196.9 150.5 371.5 416.4 350.3 295.9 303.1 233.6 185.3 
2070 346.7 369.2 139.4 259.9 176.0 240.7 334.1 307.2 287.3 406.5 
2080 293.6 264.3 267.8 232.9 172.2 245.4 212.7 212.0 225.3 133.7 
2090 453.6 230.4 211.2 366.4 305.5 378.2 326.3 316.1 331.1 219.5 
 
Run B 0 1 2 3 4 5 6 7 8 9 
2000 
 
232.4 271.7 353.5 238.7 154.0 258.0 215.5 287.1 293.7 
2010 143.6 400.0 187.9 399.7 340.7 344.1 232.8 273.9 216.0 152.1 
2020 390.0 355.6 352.2 106.0 438.9 292.6 171.5 272.5 217.4 521.1 
2030 438.1 62.7 202.9 285.1 305.9 289.2 168.6 203.8 235.3 189.5 
2040 207.2 119.6 245.6 270.4 273.7 187.4 166.8 275.4 195.6 136.7 
2050 292.6 166.0 194.1 178.5 189.7 194.4 296.1 199.7 395.1 269.1 
2060 152.4 470.9 157.7 158.2 190.1 212.9 291.6 205.4 134.1 160.7 
2070 404.0 209.4 175.1 231.2 284.5 300.2 365.6 155.0 105.4 157.6 
2080 232.0 395.5 177.3 244.2 257.7 292.7 345.3 259.2 202.5 374.6 
2090 152.0 259.6 298.9 305.6 180.9 178.9 121.2 301.0 233.1 203.7 
 
 177 
 
Run C 0 1 2 3 4 5 6 7 8 9 
2000 
 
217.4 290.6 218.9 326.1 166.0 482.9 295.2 299.1 251.1 
2010 115.6 166.2 162.3 276.9 269.8 217.8 174.8 405.8 222.0 133.5 
2020 377.6 234.6 105.7 193.1 251.4 210.4 267.0 173.9 264.5 238.9 
2030 251.9 228.6 266.4 342.6 280.5 444.4 220.3 438.0 176.6 192.4 
2040 105.7 347.3 153.7 248.1 157.0 193.2 351.9 134.7 186.4 171.8 
2050 236.1 302.1 367.2 288.3 317.9 288.8 197.4 278.5 168.9 291.0 
2060 303.7 267.9 257.6 247.4 262.7 298.2 442.8 172.2 277.5 169.7 
2070 305.5 234.3 191.1 187.2 453.1 161.6 287.3 107.8 268.3 351.7 
2080 263.1 140.2 247.9 323.4 283.5 130.9 231.5 252.7 226.8 276.8 
2090 530.3 213.1 139.4 282.8 136.4 185.1 217.0 259.4 294.9 212.3 
 
Run D 0 1 2 3 4 5 6 7 8 9 
2000 
 
389.4 83.9 203.2 118.2 269.2 166.1 363.9 260.7 271.6 
2010 204.4 204.9 166.4 398.2 132.2 172.2 138.0 97.1 193.5 324.8 
2020 172.5 253.9 188.5 321.5 384.2 118.8 341.9 220.2 187.9 169.8 
2030 390.0 194.0 130.8 305.4 300.4 174.3 288.6 308.6 145.2 178.1 
2040 278.0 150.2 121.1 258.2 213.3 258.0 199.7 293.8 103.2 205.9 
2050 270.7 312.2 202.2 176.3 139.5 303.0 201.9 324.1 282.6 161.5 
2060 232.8 227.3 236.1 185.8 421.6 397.5 238.2 224.0 349.4 210.7 
2070 158.5 311.1 366.8 134.8 142.1 219.1 167.3 200.8 417.0 153.4 
2080 353.5 116.8 395.4 237.3 111.6 258.8 141.4 346.6 99.0 189.1 
2090 209.9 219.1 372.2 185.8 218.6 72.8 206.2 247.0 357.4 306.4 
 
Run F 0 1 2 3 4 5 6 7 8 9 
2000 
 
225.7 269.2 185.4 166.5 154.6 203.5 200.1 223.9 294.8 
2010 177.3 78.0 348.3 225.9 227.1 336.3 385.1 231.7 247.8 187.3 
2020 385.7 194.3 167.8 245.0 318.8 260.5 297.9 220.2 232.3 149.9 
2030 240.9 374.1 148.0 458.6 448.9 265.9 173.0 195.7 315.7 186.2 
2040 286.4 274.6 230.5 237.6 110.2 360.3 334.1 160.8 239.9 299.1 
2050 255.9 146.6 383.1 109.6 278.4 283.1 304.2 311.6 175.7 285.4 
2060 295.2 300.9 175.7 320.4 192.2 324.7 289.1 305.6 176.8 363.7 
2070 213.6 204.2 223.3 203.2 194.3 143.7 151.2 216.5 277.8 228.2 
2080 240.7 126.0 344.2 159.3 192.9 223.8 185.4 359.2 223.2 244.1 
2090 269.4 209.3 194.1 175.8 245.0 437.6 308.0 246.7 328.8 181.8 
 
 
 178 
 
Run G 0 1 2 3 4 5 6 7 8 9 
2000 
 
340.5 25.8 238.4 190.9 242.5 363.2 190.0 336.5 227.8 
2010 200.2 186.8 211.6 392.0 267.5 127.2 237.4 264.3 155.8 95.3 
2020 221.3 346.2 347.1 357.0 599.0 464.7 450.8 215.5 333.9 360.2 
2030 104.0 296.0 311.6 177.5 172.7 140.0 130.3 147.5 169.8 204.1 
2040 95.6 410.5 189.6 184.2 204.0 396.9 267.7 176.1 220.1 205.2 
2050 383.1 305.3 280.8 236.6 90.6 256.0 171.1 352.4 278.0 407.2 
2060 330.9 521.4 310.0 485.1 214.8 234.3 211.1 72.8 360.3 387.9 
2070 337.7 117.7 325.1 74.0 151.9 134.1 262.0 131.4 205.5 183.8 
2080 169.7 50.2 361.4 177.8 335.0 186.0 187.9 457.7 141.8 144.4 
2090 265.9 219.1 184.4 249.7 242.9 208.5 201.2 113.1 328.0 311.6 
 
 
A2 Scenario Runs (2001–2099) 
Run E 0 1 2 3 4 5 6 7 8 9 
2000 
 
252 141 262 205 79.1 268 227 253 257 
2010 258.0 242 211 115 212 243.6 213 149 239.0 181 
2020 257 196 207 183 362 314.5 277 471 221 118 
2030 162 285 415.0 177 166.0 175.9 186 197.0 397 274 
2040 205 257 109 252.0 267 189.3 94.3 233.0 294 318 
2050 117 139 236 275 67.2 264.1 269 494 98.8 164 
2060 165.0 335.0 516 297 260 233.9 321.0 145 182 104 
2070 351 136 229 351.0 239 134.3 400 105 273 87.0 
2080 305 383 134 250 279.0 230.4 258 876 156 247 
2090 257 227 149 285 159 201.8 189 163 226 244 
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A1FI Scenario Runs (2001–2099) 
Run A 0 1 2 3 4 5 6 7 8 9 
2000 
 
303.1 227.3 153.4 269.0 315.0 178.5 242.4 247.5 152.2 
2010 177.0 164.4 209.0 354.3 131.5 398.6 233.4 227.4 258.1 337.4 
2020 330.9 376.6 295.7 395.3 173.7 137.6 420.9 168.6 245.4 275.3 
2030 209.2 215.0 278.5 209.8 244.7 228.5 263.6 313.1 145.2 182.3 
2040 339.5 262.6 275.2 268.4 268.8 262.4 361.3 154.9 288.2 157.7 
2050 140.7 233.5 221.6 183.5 368.8 286.7 112.7 253.9 115.2 93.4 
2060 333.8 103.0 167.1 164.4 382.3 335.7 244.9 274.8 366.2 233.5 
2070 467.1 378.3 282.0 164.4 177.6 123.6 267.1 317.9 245.9 173.2 
2080 331.7 212.4 262.3 86.1 296.8 172.8 190.6 222.2 91.6 187.4 
2090 237.5 226.5 93.9 82.9 143.8 236.6 227.0 190.6 164.5 87.1 
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Statistical Output 
Stepwise Regression (3-Predictor Model) 
 
Alpha-to-Enter: 0.05  Alpha-to-Remove: 0.1 
 
 
Response is Q on 22 predictors, with N = 60 
 
 
Step                     1        2        3 
Constant             90.14  -495.00  -552.34 
 
Pumphouse             0.94     0.75     0.69 
T-Value               7.07     7.06     6.46 
P-Value              0.000    0.000    0.000 
 
Encampment                     0.78     0.61 
T-Value                        6.37     4.31 
P-Value                       0.000    0.000 
 
New North Park II                       0.30 
T-Value                                 2.31 
P-Value                                0.024 
 
S                      275      212      204 
R-Sq                 46.30    68.64    71.38 
R-Sq(adj)            45.38    67.54    69.84 
Mallows Cp            51.6      8.8      5.4 
PRESS              4640778  2800896  2632036 
R-Sq(pred)           43.27    65.76    67.82 
 
 
Linear Regression (3-Predictor Model) 
 
The regression equation is 
Q = - 552 + 0.606 Encampment + 0.299 New North Park II + 0.685 Pumphouse 
 
 
Predictor            Coef  SE Coef      T      P    VIF 
Constant           -552.3    137.2  -4.03  0.000 
Encampment         0.6056   0.1405   4.31  0.000  1.530 
New North Park II  0.2988   0.1292   2.31  0.024  1.631 
Pumphouse          0.6855   0.1061   6.46  0.000  1.162 
 
 
S = 204.474   R-Sq = 71.4%   R-Sq(adj) = 69.8% 
 
PRESS = 2632036   R-Sq(pred) = 67.82% 
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Stepwise Regression (2-Predictor Model) 
 
  Alpha-to-Enter: 0.05  Alpha-to-Remove: 0.1 
 
 
Response is Q on 21 predictors, with N = 60 
 
 
Step              1        2 
Constant      90.14  -495.00 
 
Pumphouse      0.94     0.75 
T-Value        7.07     7.06 
P-Value       0.000    0.000 
 
Encampment              0.78 
T-Value                 6.37 
P-Value                0.000 
 
S               275      212 
R-Sq          46.30    68.64 
R-Sq(adj)     45.38    67.54 
Mallows Cp     36.6      0.1 
PRESS       4640778  2800896 
R-Sq(pred)    43.27    65.76 
 
 
Linear Regression (2-Predictor Model) 
 
The regression equation is 
Q = - 495 + 0.781 Encampment + 0.750 Pumphouse 
 
 
Predictor     Coef  SE Coef      T      P    VIF 
Constant    -495.0    140.0  -3.54  0.001 
Encampment  0.7814   0.1226   6.37  0.000  1.083 
Pumphouse   0.7495   0.1062   7.06  0.000  1.083 
 
 
S = 212.131   R-Sq = 68.6%   R-Sq(adj) = 67.5% 
 
PRESS = 2800896   R-Sq(pred) = 65.76% 
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