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ABSTRAK 
Selama mi banyak penelitian tentang tampilan data olahraga baik eli media 
massa maupun d1 televisi yang hanya berupa tampilan saja dan tidak dianalisis lebih 
lanjut untuk menJadi suatu kcburuhan analisis lanjutan kbususnya dalam bidang 
statistik Contohnya d1 b1dang olah raga tenis lapangan, dilakukan suatu penelitian 
mengenai pengclompokan atau klasifikasi ketrampilan olah raga tenis lapangan yang 
didasarkan pada beberapa variabel bebas. Metode yang sering digunakan untuk 
masalah klasifikas1 terscbut pada penclitian-penelitian sebelumnya adalah nmetode 
Diskrimman Linear yang dikcmbangkan R.A. F1sher. Dan pada kenyataannya, 
pcnelit•an-penclitian yang dilakukan oleh para peneliti tidak selamanya memenuh1 
asumsi-asumsi yang telah ditentukan. Untuk itu, melalui penelitian ini terdapat 
metode alternatif pemecahan lamnya mcngenai masalah klasifikasi yang tidak 
memerlukan persyaratan yallu dengan metode Kernel dan Arliflcwl Neural Network 
(ANN). 
Dari hasll analisis deskriptif data (lampiran 3) terlihat bahwa hampir semua 
variabel pada kelompok baik mcmberikan nilai rata-rata yang lebib tinggi daripada 
kelompok sedang, kecuali pada variabel kccepatan lari (X9), reaksi Iangan (X I 0) dan 
kelincahan (XJ 1 ). lni berarti bahwa pada variabel X9, X I 0 dan Xll, semakin kccil 
nilai rata-rata justru masuk dalam kelompok ketrampilan olah raga tenis lapangan 
yang baik. Dan dari analisis untuk data training dan data testing, untuk analisis data 
training menunjukkan bahwa "etepatan klasifikasi untuk metode Diskriminan sebesar 
100%, untuk pengelompokan mctode Kernel scbesar 98.39% dan untuk arsitektur 
opumal MLP(6, 1.2) pada ANN sebesar 100%. Dari basil analisis data testing 
menunjukkan bahwa kctepatan klasifikasi pada metode Diskriminan sebesar 100%, 
metode Kernel sebesar 80°'0 dan metode ANN sebesar 95%. Hal ini dibuktikan 
dengan uji kestabilan model pada data testing yang menunjukkan bahwa nilai Press' s 
Q dari metode Diskriminan lebih besar daripada metode yang lain yaitu pada metode 
D1sluimman mlai Press's Q sebesar 20, metode Kernel sebesar 7.2 dan metode ANN 
sebesar 16.2. Sehingga dapat disimpulkan bahwa metode Diskriminan pada kasus 101 
merupakan mctode yang leb•h baik digunakan daripada metode Kernel dan ANN. 
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BABI 
PENDAHULUAN . 
1.1. Latar Belakang 
RA.61 
PENDARlJLUAN 
Selama tm bamak penelitian tentang tampilan data olahraga baik dt medta 
massa maupw1 dt televtsi yang hanya berupa tampilan saja dan tidak dianalisis Jebth 
lanJut untuk menJadi ~uatu kebutuhan analisis lanjutan khususnya dalam bidang 
statistiJ.. , dan data olahraga terscbut sebenamya bisa dimodclkan meskipun 
ketidakpasliannya besar. 
Pencl itian dt bidang olah raga merupakan suatu masalah yang sangat kompleks 
dan rnasih sedikit pcnditi yang mclakukan penelitian terhadap bidang ini. Penelitian 
ini mcmerlukan suatu pengkajian ilmu yang mcndalam dan melibatkan sejumlah 
varia bel yang dipandang secara logiJ..a mempunyai kontribusi terhadap nilai-nilai pada 
olah raga secara terttmtu Contohnya di bidang olah raga tenis lapangan, dilakukan 
suatu penelitian mengenai pcngt:lompokan atau klasiflkasi ketrampilan permainan 
tents lapangan yang dtdasarkan pada beberapa vanabel bebas. 
Metode yang senng digunakan untuk masalah klasifikasi tersebut pada 
penchtian-penehllan sebelumnya adalah metode Diskrimman Linear yang 
dik.embangkan R.A. /-/\her Metode Diskriminan merupakan salah tekhnik 
multivanate yang berfokus pada pcmisahan obyek (pengamatan) dimana memerlukan 
asumsi data berdtstribust normal dengan varians-kovarians sama. Tetapi pada 
penerapannya metodc DisJ..riminan scring melibatkan peubah-peubah kategorik yang 
tidak mengikuti pola distribusi nomtal , meskipun diperoleh basil tidak optimal (Oil/on 
dan (io/d,rein, 1984 ). Dan fungsi Diskrirninan Linear dapat digunakan dengan hasi l 
yang kurang baik dan hasilnya sangat tcrgantung pada korelasi antar peubah kategorik 
dan ~ontmyu (Johnson dan W1chern. /992) 
Dan pada kenyataannya. pcnclitian-penelitian yang dil~-ukan olch para peneliu 
tidak selamanya memenuht asumst-asumsi yang telah ditentukan. Untuk itu, melalut 
penelttian tnt h:rdapat mctodc altematif pcmecahan lainnya mengenai masalah 
klastfikasi yang udal. mcmcrlukan persyaratan atau asumsi-asumsi yaitu metodc 
nonparametrik yang terdin dan met ode Kernel dan Art[{icia/ Neural Network (AN/I) 
A1tchmm dan Alfhlwn ( 1976 ), Habbema ( 1976), Holmstorm dan Sams ( 1997) 
menvatakan bahwa mctode Kernel memberikan hasil yang lebih baik dibanding 
dengan fungsi linear disknminan pada pola distribusi tidak normal. 
I .2. Pcrmasolahan 
Masalab yang akan diselesaikan dalam penelitian ini dapat dirumuskan sebagai 
berikut: 
1 Bagaunana mencntukan faJ,1or-faktor pembeda yang mempengaruhi variabcl 
respon yattu ketramptlan permainan tenis lapangan. 
2 Bagatmana menentukan l..etepatan pengelompokan atau kesalahan klastfikast pada 
metode klastfikast yang dtgunakan. khususnya metode Diskriminan. Kernel dan 
ANN dengan I-n ten a MCC ( \la.xmmm ( 'hange Criter1on) dan PCC (ProportiOnal 
( hcm?,e Cnterum). 
1 .3. Tujuan 
Ada pun tujuan yang inbrin dicapai dalam penelitian ini adalah sebagai berikut : 
I. Mengetahui faktor-faktor pembeda yang mempengaruhi variabel respon yaitu 
ketramp1lan permainan ten1s lapangan 
2. Mengetahui l..ctcpatan pengelompokan atau kesalahan klasifikasi pada metode 
klas1fikas1 yang digunakan, khususnya metode Diskriminan, Kernel dan ANN 
dengan kntena MCC (A/axunum Change Cruenon) dan PCC ( ProporlloiUJI 
( 'lumge Cruerwn ) 
1.4. Manfaat -
Manfaat yang diharapkan dari pcnelitian ini adalah : 
!. Manfaat umum : dapat menentukan pengelompokan secara tepat pada data respon 
dengan digunakannya metodc parametrik (metode Diskriminan) dan dapat 
mt:ngetahui kctcpatan pengelompokan dengan met ode nonparametrik ( metode 
Kernel dan ANN). 
2. Manfaat khusus . sebagai acuan untuk mengelompokan ketrampilan permainan 
tenis lapangan pada Falkutas llmu Olahraga Universitas Negeri Manado (FIO-
UNIMA) dengan indikator-mdtkator yang sudah ditentukan dengan menggunakan 
metode D1sknmman dan untuk ketepatan pengelompokannya digunakan metode 
nonparametrik yaitu metode ANN dan Kernel. 
1.5. Batasan Masalah 
Mengingat 1-omplt:ksnya rnasalah maka dalam pernbahasan ini diambil batasan 
sebagai berikut · 
Pc:nelitian rnenggunal.an data riil. yairu data sei."Uilder dengan respon berskala 
bmer dengan peubah bcbas l.ontmyu 
2 Surnber data pada pencliuan am diambil dari Fakultas Omu Keolahragaan (FTK) 
Uni,crsitas Negeri Manado (!JNIMA). 
BAB II 
TINJAUAN PUSTAKA 
BABfi 
TINJAUAN PlJSTAKA 
2.1. Ketrampilan Permainan Tenis Lapangan 
Ketramptlan pennaman tcnis lapangan adalah kemampuan atlit atau mahasiswa 
dalam melakukan pukulan ground .~trok forehand back hand, volley dan serwce dalam 
pennainan tenis lapangan secara tepat dan terarah pada sasaran tertentu. Pengukuran 
ketramplian tents lapangan tnt mcnggunakan tes ketrampilan dari Hewitt ( Verducc1, 
1980) caranya adalah sctiap anak coba melakukan service sebanyak 10 kali service di 
kotak sebelah kiri . Settap pukulan mempunyai nilai yang sesuai sasaran yang dikenai 
bola pada saat scrv"·c:, scdangkan service yang tidak mengenai sasaran tidak 
mendapat nilai. 
Begitu juga pukulan ground strok ji1rehand dan back hand dilakukan masing-
masing I 0 kali dan setiap pukulan yang kena sasaran mendapat nilai yang scsuai. 
Untul.. voli dtlakukan oleh anak coba seeara berpasangan dalam pennainan selama 3 
menit yang dimulai dcngan .wrv1ct!, kemudian dihitung masing-masing anak coba itu 
dalam melakukan pukulan yang benar. SelanJutnya dijumlahkan semua nilai yang 
diperoleh anak coba. Berdasarkan JUmlah nilai total tersebut, maka anak coba dapat 
dimasukkan pada kclompok kntena ketrampilan tenentu. Data dalam tes ini dalam 
bentuk skala interval dan mcmpunyai standar klasifikasi tertentu. 
Ketrampilan pennainan tcnis Japangan dipengaruhi oleh beberapa variabel, 
antara lain · 
I. Kelentukan pinggung adalah sebagai suatu kondisi otot dan jaringan ikat yang 
mcmberi kontribusi terhadap ruang gerak dari suatu gerakan. Untuk mengukur 
kelentukan pinggang digunakan alat tes yang disebut jlekswmeter, sehingga 
dipcrolch data dalam bentuk skala ratio dengan satuan em. 
2. Kekuatan otot lengan adalah kemampuan otot atau kelompok otot lengan dari 
atlit atau mahastswa pemam tents lapangan untuk memukul bola dengan raket 
Untuk mengukur kckuatan lengan digunakan tes kekuatan lengan dengan alat 
hand dynamometer dan data dtperoleh dalam bentuk skala ratio dengan satuan 
kgf. 
3. Kekuatan otot tungkai adalah kemampuan otot atau kelompok otot tungkai dari 
anak coba (pemain tems lapangan) untuk menahan berat badannya. Untuk 
mengukur kekuatan otot tungkai digunakan tes kekuatan dengan alat buck leg 
dynamometer, ~kala datanya bcrbentuk ratio dengan satuan kgf 
4. Kekuatan genggaman adalah kcmampuan otot atau kelompok otot tangan dari 
anak coba untuk mengenggam atau memegang raket secara kcras disaat 
memukul bola tenis. Untuk mengukur kekuatan genggaman digunakan alat hand 
and [!.rip dynomometer dengan skala datanya ratio dan satuannya kgf. 
5. Kckuatan otot punggung adalah kemampuan otot atau kelompok otot punggung 
dari atht tents lapangan {anal.. coba) untuk membantu mendorong disaat lengan 
scdang memukul bola dengan raket. Untuk mengukur kekuatan punggung 
digunakan alat hack feR dynamometer (Sajoto, 1988). dengan skala datanya ratio 
dan satuannya k1,rf. 
6. Daya tahan otot tungkat adalah kemampuan otot atau sekelompok otot tungkai 
anak coba dalam mclaksanakan aktivitas lari dengan wak'tu yang cukup lama. 
Untuk mengukur daya tahan otot tungkai di!,'llllakan Half Squat Test (Hazeldine, 
1989). Skala da tanya bcrbcntuk interval. 
7. Daya tckan otot lengan adalah kemampuan otot atau sekelompok otot lengan 
atlit pemain tcnis lapangan untuk melakukan aktivitas seperti memukul bola 
dengan raket Ienis secara berulang-ulang dalam waktu yang cukup lama. Tanpa 
mengalami kelelahan yang berarti. Unruk mengukur daya tahan otot lengan 
d1gunakan tes pu.sh up. Skala data berbentuk interval. 
8 Vo~ Max adalah kemampuan anak coba unruk menggunakan oxygen dalam 
tubuhnya selama satu menit untuk setiap berat badan (Sajoto, 1988). Tes yang 
digunakan adalah 9'de ergonome1er atau 1readnu/. Skala data yang diperoleh 
adalah interval, dengan satuan alat ukur yang dipakai adalah mlikglmen. 
9. Kecepatan lari 50 m adalah suatu kemampuan seorang atl it (anak coba) untuk 
menempuh jarak sejauh 50 meter dengan cara berlari secepat-cepatnya. Untuk 
mempt!roleh datanya digunakan tes lari cepat 50 em dengan satuan alat ukurnya 
adalah detik. 
10. Reaksi tangan adalah suatu kcmampuan tangan secara cepat untuk menjawab 
suatu ransangan cepat melalui pcndengaran atau penglihatan. Untuk mengukur 
n:aksi tangan digunkanan tes reaksi tangan (Verducci, 1980). Dengan skala data 
berbentuk interval dan satuan alat ukurnya em. 
II. Kehncahan adalah kemampuan merubah arah dengan cepat dan tepat. selagi 
tubuh bergerak dan suatu tcmpat ke tempat lain. Yaitu suatu kemampuan untuk 
merubah posisi badan secara cepat dan tepat (Sajoto, 1988). Untuk mengukur 
kelincahan digunakan tes shullle run. Data yang diperoleh melalui tes tersebut 
dalam bentuk skala ratio dengan satuan waktu (detik). 
2.2. Tinjauao Statistik 
T1mbulnya persoalan multll'lmule yang sangat kompleks dalam suatu penelitian 
adalah banyaknya f...arakteristik pada obyek yang diukur oleh beberapa variabel secara 
bersama-sama. dimana \anabel tersebut memiliki pola kontribusi tertentu. Pada suatu 
penel itian dengan menggunakan variabel berdimensi relatif cukup besar akan 
menyebabkan permasalahan yang kompleks, dimana perlu dilakukan usaha 
penyederhanaan struktur dan dimensi menjadi beberapa kelompok untuk 
menginterpretasikan seluruh informasi yang ada Untuk menyelesaikan persoalan 
multivariate mi, d1gunakan suatu metode multivariate yaitu metode parametrik 
(Diskriminan) dan metodc nonparametrik (Kernel dan ANN). 
2.2.1. Metodc Diskriminan 
Metode Diskriminan merupakan salah satu metode multivariate yang berfokus 
pada pengklasifikasikan individu atau obyck ke dalam suatu kelompok yang tclah 
dif...etahui dengan jelas pengelompokkannya berdasarkan sekumpulan peubah bebas 
dengan cara membentuk fungsi D1skriminan. Masalah yang ditelusuri dalam metode 
Disf...riminan adalah mencari cara terbaik untuk menyatakan perbedaan antar 
kelompok tcrsebut dan cara untuk mengalokasikan suatu obyek (baru) ke dalam salah 
satu kelompok tersebut (masalah klas•fikas1 ). 
13ila variabel random x ..... , X, berdistribusi multivariate normal, maka 
prosedur yang d1gunakan dalam metodc Diskriminan ini adalah fungsi Diskriminan 
Linear dengan matrik vanans kovarian sama dan kuadratik dengan matrik varians 
kovarians udak sama. (Seher. 1984 ). Apabila fungsi kepadatan tidak memenuhi 
asumsi normal, dapat dilakukan transformasi data dan menerapkan prosedur fungsi 
Diskriminan Linear pada data transformas1 tcrscbut. Alternatif lain adalah melakukan 
pcndugaan fungs1 kepadatan sccara nonparametrik. (Sc011, 1992). 
Metode Dtsknminan tcrscbut harus memenuhi asumsi-asumsi vane telah 
- v 
ditentukan sebaga• benkut 
Variabel yang digunal.an berd1stribusi multivariate normal . 
Untuk mengUJI bahwa peubah-peubah yang d1gunakan menyebar secara normal. 
digunakan ukuran jarak multivariabe1 : 
J , cx.-.n 's '<r - \") ......................... ......................................... (2.1) 
I, 2, .... ,n 
dimana : 
d, ' - jaruk kwi(Jrat setiap pcngamatan dimana X, adalah pengamatan ke-i 
s·• ~ invcrs matrik varian kovarian !') 
X = rata-rata dari pengamatan kc-i 
llipotesa yang digunakan adalah : 
H,, : data berdistribus• multivariate normal 
H 1 : data tidal.. bcrdtstribusi multivanatc normal 
Mengtngat hasil plot merupakan hasil ekplorasi maka akan sangat sulit untuk 
menentukan sampai berapa jauh plot tersebut dikatakan lurus, sehingga diperlukan 
pcngujian ~ang lebth bersifat eksak yaltu dengan menggunakan pendekatan jarak 
titik-tltik secara muluvariabel dimana dengan a = 0.5 jika kurang dari 50% nilai 
d ' lebth kectl dan .r;, maka dapat disimpulkan bahwa yang diamati mengikuti 
d1stribusi multinormal. 
Selain itu dapat dilihat dari plot x,;.,, multivariate (untuk p<: 2) dengan 
algoritma sebagai benkut : 
I. Dapatkan d,'- (X, - X)' S (X, X), i - I, 2, .... ,n 
2. Urutkan tl, schangga d ,,' ~ d, ,' ~ ... !. d, • .' 
---~ 
p - ban)al..nya vanabel 
Bila hasil plot mendckati gans lurus, maka dapat disimpulkan bahwa data 
berdtstribusl muluvanate nonnal 
2. Matrit- vanans kovanansnya sama a tau homogen. 
Untuk mcnguji kcsamaan matnk varian kovarian antar kelompok digunakan 
statistik Box'M dcngan suatu hipotesis sebagai berikut : 
lh : Minimal ada dua kelompok yang berbeda 
Statistik uj i : 
Box's M - -2 Ln A. • - (n-k} Ln I" I_± (n, - 1)LniS, i .............. (2.2} ;:kl ~~. 
Ct • II ! 
. ·' i •• - !'I I": , ... ' .......................................... (2.3) 
n- k 
J u ." .1.. 
dimana : 
n 
k 
II' 
II k 
S, 
banyaknya pengamatan 
banyaknya kelompok 
~ matrik van an kovarian gabungan dalam kelompok 
matrik varian kovarian kelompok ke-j 
( -21nP) Apabila b :S Fv1 .v~ .a maka tidak ada alasan untuk menolak H, dan 
dapat disimpulkan bahwa antara kelompok rnempunyai matriks varian 
kovanan yang sama, d•mana : 
b n P .. L'-uJ-I·:d ....... ... .................................................. ... (2.4) 
VI - I 2 (J..-1) pCp I) ·----~ 
V2 _ (14+2) 
- 2 (a2 -a1 ) 
r 
_(2p2 + 3p - 1)[,~· I 1] a,- , -
6(k - l)(p+ 1) ;:i (nj-1) (n- k) 
82 =i£..::J)(p+ 2)[t -1- - I ] 
6(k- 1) •·' (nj- 1)2 (n-k) 
p = banyaknya variabel pembeda 
2.2.1.1. Pengujian Perbedaan Ra ta-Rata Kelompok 
Untuk mengUJl pcrbedaan rata-rata kelompok (Johnson dan Wichern. 1992) 
digunakan h1pote~•s sebagai berikut : 
H1: pahng udak ada satu ~k ,.Q: k = I, 2 .... , g 
Statistik uj1 yang d1gunakan adalah V-Bartlett ya1tu : 
V '-(11 -l ) - (JI;*> }n X ............. .......... ............... .. .. ............... (2.5) 
II*= !WI 
IIJ +WI ..... .......................... ..... ... .. ............................ (2.6) 
dimana . 
1 nl _ _ 
W = LL(Xy- Xt)(Xy- Xt)' 
l•l J· l 
II' matnk JUmlah kuadrat dan cross-product dalam kelompok dengan 
dcrajat bebas ~" - k 
l 
B- L (Xl-X)(Xt-X)' 
••• 
H - matnl.. JUmlah kuadrat dan cross-product antar kelompok dengan 
dcrajat bcbas k-1 
B 
A .. _ _ r 
W = LL(X,.- \')(X,. X) 
• I 1 I 
H W - matrik j umlah kuadrat dan cross-product total dengan derajat bebas 
' L", I . 
II 
n - banyal..nya pengamatan 
p - banyaknya variabel pembeda 
1.. - banyal..nya kelompok 
X11 pengamatan ke-J pada kelompok ke-i 
X1 vektor rata-rata kelompok ke-i 
.\' - vektor rata-rata keseluruhan 
n. jumlah kclompok pada kelompok ke-i 
Apabila VSx', .. ,. (u), maka tidak ada alasan untuk menolak Ho. Hal ini berarti 
tidak terdapat pcrbedaan rata-rata antar kclompok. 
13ila hasil pengujian perbedaan rata-rata menghasilkan adanya perbedaan yang 
nyata an tar kelompok, maka fungsi Diskriminan dapat dibentuk untuk mengetahui 
hubungan antar kelompo!.. serta berguna untuk mengelompokkan suatu obyek baru ke 
dalam salah satu kelompok. 
2.2.1.2 Metode Fisher's untuk masalah klasifikasi 
Menurut Fisher, unruk mencari kombinasi linier dari p variabl bebas tersebut 
dapat dilakukan dengan pcmilihan kocfisicn-kocfisiennya yang menghasilkan hasil 
bag1 maks1murn antar matriks varian kovarian antar kelompok dan matnk varian 
kovarian dalam kelompok. Tujuan utama metode Diskriminan Fisher adalah 
memisahkan populasi dan juga dapat digunakan untuk klasitikasi. Kombinasi linear 
yang dapat dibangun dari p variabel tersebut sebagi berikut : 
Y r, x, +r,x,+ .-tr,,x, ... .. ............... .. .......................... .. .. ............. (2.7) 
Y - C' X 
dimana : 
I' ( I .1, .. ,I,) 
X = l .\ .. I . .. . X, I 
p - banyaknya variabcl pembeda 
Ukuran vanab1htas between grup dan harga Y relatifterhadap variabilitas "tthm 
grup adalah sebaga1 benkut 
betYoccn sample means of Y 
(sample vanancc of Y) 
(' ct. (p , ~){p,-~)') r 
. 
t' /Jo t 
t' r.r ....... .. ................. ................ .. ..... ... ... .... ... .... (28) 
dimana ; 
k = banyaknya kelompok 
= vektor rata-rata dan kombmasi populasi 
. - -B = }_ (p, -p)(p - p) 
matrik varian kovarian antar k kelompok 
Fungsi diskriminan Linier Fisher yang digunakan untuk alat klasifikasi adalah 
Y =r X• (p ,u)'l:' < . 
Dalam pcnclit1an m1, karena melibatkan banyak peubah, maka untuk 
menentukan kritcria peubah. mana yang mempunyai peranan yang cukup besar dalam 
pembentukan fungsi Diskriminan digunakan analisis diskriminan bertahap (Stepwrse 
/Jiskrimmcm). Analisis ini bcrusaha mengeluarkan peubah yang kurang bcrguna 
dalam pembentukan fungsi Diskriminan sebelum dilakukan analisis sclanjutnya. 
Knteria sdcks1 peubah yang akan masuk dalam fungsi Diskriminan dalam memilih 
peubah pembeda yang paling berarti yaitu mempunyai nilai F besar atau nilai Wilk's 
Lambda yang tcrkeci I. 
Selanjutnya pcubah pembeda kedua dipilih yang paling berarti berikutnya. 
dimana peubah terscbut mampu untuk meningkatkan kriteria pembedaan setelah 
dikombinasikan dengan pcubah tcrpilih pertama. Dernikian seterusnya, sampai tidak 
ada lag1 peubah yang mampu untuk meningkatkan perbedaan setelah dikombinasikan 
dcngan peubah terpihh scbclumnya atau pada sctiap langkah, peubah terpilih dapat 
dikcluarkan dan analiSIS, jika tcrnyata dengan masuknya peubah tersebut justru 
melemahkan daya pembedaan setelah dikombinasikan dengan peubah sebelumnya. 
2.2.1.3. Pengelompokan Oengan 2 (dua) Grup 
Ide dasar dan pengelompokan 2 (dua) grup adalah memisahkan obyek 
pengamatan menJada 2 (dua) klas, berdasarkan pengukuran n variabel random 
X' =(X,. X,, ., X.) (./olm.1rm dan W1chern, 199 2). 
Untuk aturan pengalokasaan Fisher yang digunakan untuk mengelompokan 
observasi baru dapat datunjukkan dengan . 
Mengalokas1kan Xo untuk i!1 Jlka . 
Yo = (p p . )' r. X ~ m a tau Yo - m <!: 0 
Mcngalokasikan Xo untuk ill jika . 
Yo = (p, p ,) ' r. X <m atau Yo-m < 0 
dimana : 
I 
Ill 2 (JI, Jl.)'!. (p,- p ,) .......... .. ....... .. ........ ... ............... (2.9) 
Oengan aturan Bayes akan diperoleh suatu fungsi Diskriminan dengan 
menggunakan probabalitas po.11erwr yaitu . 
P(c;, lx) p f (x) 
p j,(x) + p.f. (x) 
P(G jxJ - I P :f, (xl I - I'(G,jx) ................................ (2. I 0) 
p (r) + p f . (r) 
Setiap obyek pengamatan yang berkaitan dengan pengukuran variabel x, dapat 
dilambangkan dengan c,, dan G . . 
. f.(x)dan .f.(r) merupakan fungsi kepadatan probabilitas yang berkaitan dengan 
vektor variabel acak X untuk grupG, dan G .. 
2.2.2. Taksiran Kepadatan Kernel j , (:c, ) 
Suatu karal.:teristik dasar yang menunjukan sifat dari variabel acak X adalah 
fungsi kepadatan peluangnya (Hurdle. 1990). Dalam praktiknya. bentuk fungsi 
kcpadatan peluang dari suatu vanabel acak tidak selalu diketahui. Jika diberikan 
sejumlah n pengamatan yang diasums1kan mdependent dan merupakan variabel acak 
yang berdistnbus• •denllkj. maka tujuanya adalah menduga fungsi kepadatan peluang 
berdasar pengamatan tcrsebut. 
Ada dua pendekatan yang bisa dilakukan, yaitu pendekatan parametrik dan 
nonparametnk. Dalam pendekatan paramctrik, menduga fungsi kepadatan peluang 
sama artinya dengan menduga parameter. Sedangkan dalam pendekatan 
nonparamctrik sama artinya dcngan menduga fungsi kepadatan secara keseluruhan. 
Kclcbihan taksiran Kernel adalah bentuknya lebih fleksibel dan bentuk 
matematisnya lcbih mudah discsuaikan. Secara umum fungsi Kernel (Wand dan 
Jones, 1995) didelinisikan scbagai : 
1\11 (x) ~ K ( ~ ) untuk -oo < x < oo ..... .•.......... •...... .. .................. (2.11) 
serta memenuh1 · 
K (x);:: 0 untuk semua x 
• 
2. f K (X) dx 
-· 
Maka taks1ran fungsi kepadatan kernelnya adalah : 
fh(x}= - !Kh(x-x,)= - !K - ·-· • I " I " (X. X J 
n •·• nh •=• h 
............ .............. (2.12) 
dimana : 
h = deraJal penghalusan kernel yang d1sebut parameter bandwidth dan berperan untuk 
mengontrol penyebaran atau Iebar dari fungsiji, (x). 
n = banyaknya pengamatan 
2.2.3.1 Taksiran \fean dan Varians f h (x) 
Taksiran fungs1 kernel bergantung pada dua parameter, yaitu : 
I . Fungs1 Kernel K 
2. Bandwitdh h 
Selanjutnya ditcliti apakah ekspektasi f 11 (x) merupakan taksiran yang unbias 
~~ } I " E jfh (x) =-!. E {K h (x- x, )} n ,., 
" c/Kh(X x,)} 
- J Kh (X- 1!)/(~1) d).l 
J K (s) /(x + sh) ds 
J ( sh sh ' - K (s) f(<) -f•(x) + -f"(x)+ I. I' 21 
.. f(x) J K (s) ds- 0 (h) J K (s) ds 
f(x) h ~ 0 .............. (2.13) 
Oleh karena E (fh (x)) f (x) pada saar bandwtdth h mendekati no! maka f h {x) 
secara as1mto11k adalah taksiran yang lldak bias. 
Sedangkan taksiran variansinya adalah sebagai berikut: 
Var (r11 (xJ) - ~Yar{ ~ Kh (x -x,)} 
n •·I 
- .!.var[K, (x-X)) 
n 
.!_~ [K , (x- X))-(E(K, (x- X)ll' } 
n 
t JI I 
• - -IK 
n , h 
' x-p \ ' ( )- : 
-- f (JI)dp - f (x) + o(h) - > 
h I ) , 
{s) f(x-sh)ds' - (f{x) +o(h))' l 
) 
\ -' (s)ds (f(x)+o(h)) - (f(x) + o(b))' > 
I ' 
- .!.IKJJ:r(x)+o(-1 ) 
n ' nh 
nh -7 oo... . ................ (2. 14) 
Varians di atas mendekati proporsional pada - 1-_ sehingga dipilih h yang besar yang 
nh 
akan rncnghasi I kan varians yang kcc i I. 
Dimana: 
Notasi mengenai sequences (Wand dan Jones, 1995) 
Notas1 0 dan o digunakan untuk mendefinisikan fungsi real-valued yang umum. 
Jika a, dan b. adalah dua real-valued dalam determmmsuc sequences maka . 
• . a, o(b,J atau a, adalah "small oh" b, ; n - oc. 
jika dan hanyajika lim._. ,., jan t h1~ o 
•. a., O(b,J : atau a,1 adalah "btp, oh" b.; n- r, 
j1ka dan hanyajika llmsup,_. , !anlbnJ <x 
•. a., . b,, jika dan hanyajika lim._..,. [anl hnJ = 1 
2.2.3.2. Bias f h (x) 
Pada pembahasan sebclumnya diketahui bahwa E ( fh (x)} mendekati j , (x) jika 
h mendekati no I dan n 7 co. Sehingga untuk n yang terbatas f h (x) merupakan 
taks1ran ) ang b1as dan fh ( x). SelanJurnya dibahas ten tang bias terse but. 
Bias ( f, ('':)) I K (9 I (x - sh) ds j(x) 
P" : : ~ 
- [Kf.l) f(x)+shf (x) + \s f'(x)-o(h')J ds-f(x) 
Jika K simetris disekitar nol , maka I sK (s) h.( (x) ds = 0, sehingga : 
0 (!l) ; h 7 0 ................. (2. 15) 
Terlihat bahwa bias terjadi pada saat h kuadrat, schingga dipilih h yang kecil untuk 
memperk~cil bias. 
J~laslah bahwa bias dari x proporsional pada turunan kedua dari f (x). sehingga 
dapat diambil kesimpulan bahwa . 
I. Jika mla~ bandwtcllh h semakin kccil, bias semakin kecil maka varians akan 
bertambah bcsar. 
2. Jika nila1 hand•• tdth h bcnambah besar, bias bertambah besar maka varians akan 
semakm kecil 
Hal ini berarti bahwa 
I. Derajat penghalusan yang kccil memberikan bias yang kecil tetapi varians yang 
besar. 
2. D~raJa! penghalusan yang besar membenkan bias yang besar tetapi varians yang 
kecil. 
Untuk mengkompromil-.an kedua etek tersebut di atas digunakan Mean Squared 
t:rror MSE ( fb (x)) atau Mean lntewated Square Error MISE ( fb (x)) 
Dimana · 
= -
1 rcx>t1KI: ~(rt,>P cK>) nh · 4 o - ~o(h ); h -7 0, nh -7 <0 •••...•••..••..•..• (2.16) ( t ' nh 1 
MSE { fh (x))-7 O,Jlka h -7 0 dan nh -7 «>, schingga fungsi padat probabilitas Kernel 
kons1sten. 
2.2.3.3. Pemiliban 8a11dwidth h 
Masalah terpenting yang berhubungan dengan penggunaan taksiran kepadatan 
Kernel adalah pemilihan handwidth yang optimal. Nilai optimal dari h tergantung 
pada knteria yang digunakan untuk mengukur keseluruhan akurasi dari fb(x). Kriteria 
yang biasa digunakan adalah Mea11 Square r:rror. 
Ada beberapa cara untuk menyelesa1kan masalah 1ru selain cara di atas, 
diamaranya : 
I. Mencoba bebcrapa mla1 h. m1salnya h1, h2 •••• • ,hn dan kemudian menghnungf" (x) 
untuk masing-masmg mla1 h. Kemudian dapat dipilih bentukf" fx) yang kelihatan 
sebagai bentuk yang paling masuk akal. (Asumsikan bahwa kita mengetahw 
dengan baik bagaimana kehalusan (smooth) dan fungsi sebenamya). 
2. Menggunakan metodc Cross Validation. 
Berdasarkan taksiran kcpadatan f b dan ingin diuji h khusus, maka hipotesisnya 
adalah: 
Ho : r to (x) - f (X) 
f(x) Stausuk UJmya adalah 
f~ (X) 
Bandwtdth yang baik adalah bila statistik uji tersebut nilainya mendekau satu. 
Atau dapat pula dtkatakan bahwa E,. log ...- (x) mendekati nol. ( f \ ] 
- ~ f J 
2.2.3.4. Metode Diskriminan Nonparametrik 
Metode diskriminan nonparametrik adalah suatu metode diskriminan 
berdasarkan pada pendugaan fungsi kcpadatan peluang suatu grup tertentu secara 
nonparametrik. Salah satu metodc yang dapat di1,runakan untuk menduga fungsi 
kepadatan peluang secara nonparametrik pada masing-masing ~\TUP serta untuk 
menghasilkan kritcria pcngklasatikasian adalah metode Kernel. 
Dalam pcndugaan fungsi kepadatan peluang metode Kernel menggunakan 
Kernel ( imjurm. Normal, l:'panechmkov. Btwetght. atau Trtweight. Pili han yang 
populer untuk fungsi kernel adalah kernel normal (Seber, 1984). Notasi bcrikut 
digunakan untuk menjelaskan metode pengklasifikasian : 
' 'ektor berdamensi p bcrisi variabel kuantitatif dari suatu pengamatan 
sebuah subsknp untuk mcmbedakan grup 
n, jumlah pcngamatan dalam grup t 
p (t x) probabilitas postertor suatu pcngamatan x merupakan grup t 
I~ (x) pendugaan fungsi kepadatan pcluang berasal dari group t berdasarkan x 
f(x) "i..,qJ' (x), dugaan fungsi kepadatan peluang tidak terkondisi pada x 
Jarak 1-.-uadrol nnlara dua pengamalan anlara dua vektor, x. dan y, dalam group I 
diberikan sebagai berikul 
d,'(x.y) (x-))' ' · (x y) ... .. ..... ..... .. ... ............ ...... ..... ........... ........ (2.17) 
dimana v, mempunyaa salah saru benluk di bawah ini : 
V,- S ma1riks pool kovarians 
V, = daag (S) matriks daagonal dari matriks pool kovarians 
v, - S, main ks kovarians da lam group 1 
V,- daag (S1) matnks daagonal dari matriks kovanans dalam group t 
V, = 1 matnk tdcntnas 
Pengklasifikasian dari pengamatan vel.'tor x berdasarkan fungsi kepadatan 
peluang ~uatu group lertenlu. Dari pendugaan fungsi kepadalan peluang ini. 
probabi litas posterior dari kcanggotaan group pada x dihitung. Suatu pengamatan x 
diklasifikasikan sebagai group u jika t - u menghasilkan nilai p (t I x) terbesar. 
Metode kernel menggunakan suatu nilai bandwidth h, dan bentuk Kernel 
tertentu, K., unlul. menduga fungsa kepadatan b'11lP t pada tiap pengamatan vektor x. 
Cara lain unlul. memalih paramater penghalusan h adalah dengan memalih 
sebuah nilai yang mengopltmalkan krileria yang ada. Grup yang berbeda mungkin 
memilik.i sekumpulan nilai opltmal yang berbeda. Diasumsikan bahwa fungsi 
kepadatan yang lidak daketahu• aersebut memiliki bataSan dan lurunan kedua yang 
konlinu. dan kernel adalah scbuah fungsi kepadatan peluang yang simetris. 
Salah satu kriteria adalah untuk meminimalkan perkiraan MiSE dari fungsi 
kcpadatan terduga. Nilaa optimal h yang dihasilkan tergantung pada fungsi kepadatan 
dan kernel. Pilihan yang berasalan untuk parameter penghalusan h adalah unluk 
mcngoptimalkan kriteria dengan mcngasumsikan bahwa grup t berdistribusi normal 
dengan malriks kovarians V,. 
Maka nilai optimal h yang dihasilkan pada b'TUp t yaitu : 
(A(K,)'n1) 11W"'' ................... ...... .................................. .... .. ............ (2.18) 
dim ana konstanta optimal A ( K,) tergantung pada Kernel K.. Untuk beberapa Kernel 
yang berguna. Konstanta A (K,) diberikan pada · 
..,,., < '>r< ..,l A(K,) = - p+- p -
Dengan Kernel Uniform. 
4 A(K,) - ~-
2p+ l 
Dengan Kernel Normal. 
p 
A(K,) = 21'"1 p 2( p t 2)(p+ 4)r(p / 2) 
2p+ l 
Dengan Kernel Epaneclmikov. 
2.2.3.5. Pcngeloropokan 2 Group Dengan Fungsi Kepadatan 
Ide dasar dari pengelompokkan 2 group adalah memisahkan objek pengamatan 
menjadi 2 kelas, berdasarkan pengukuran p vanabel random xT = (x ~, x2, .... Xn). 
umumnya 2 group ini dslambangkan dengan 1t1 dan 1t2. 
Misalkan f1 (x) dan f: (x) adalah fungsi kepadatan peluang berkaitan dengan pxl 
vektOr vanabel acak x untuk group n1 dan n2• Suatu objek pengamatan. yang 
berkaitan dengan pengukuran vanabel x, harus dinyatakan sebagai group n1 atau :11 
pengelompokkan objek sebagai rr:. 
Selain perbandingan !Jkelihood, aturan pengelompokkan dapat juga dilakukan 
dengan menggunakan probabilitas posterwr terbesar P (ll; I Xo) (.Johnson dan 
Wichern, 1992). Dengan aturan Bayes, probabilitas posteriornya adalah : 
Jika pen I Xo) > p cn~ I . ) maka suatu pengamatan Xo diklasifikasikan sebagai n, 
dan bcg1tu pula sebalikn:ra 
2.2.3.6. Pemilihan Fungsi Kernel 
Salah salu metodc yang dapat digunakan untuk menduga fungsi kepadatan 
peluang secara nonparametrik pada masing-masing grup serta untuk menghasilkan 
kriteria pengklasilikasian adalah metode kernel. Dalam pendugaan fungsi kepadatan 
pcluang metodc kernel mcngg1makan kernel Uniform, Nonnal, Epaneclmikov, 
HIWet~t.lu. atau 1/·nvet~t.lll. Kritcria pemilihan Kernel yang baik berdasarkan pada 
resiko kernel minimum yang diperoleh dari kernel-kernel optimal atau kernel-kernel 
dengan \arians• m1mmum Secara analitik sifat dari i.(x) bergantung pada 
penentuan nila1 bandwtdth. 
Macam-macam fungs1 Kernel dapat dijclaskan pada tabel berikut : 
Tabel 2.1 Macam-Macam Fungsi Kernel (dengan I adalah fungsi indikator) 
Kernel K (J..l) 
Um/i!rm 
£pancehmkov 
Quar/U! Btwt!lglu 
Tnwetglu 
Gausii(Jn 
\ OS/1111,1 
Dalam pral..ick biasanya dipilih Kernel Gaussian (Seber, 1984) dikarenakan lebih 
hal us dibandingkan fungsi Kernel yang lain. 
2.2.4. Artificial ~eu ral ~etwork (A~N) 
Artificial Neural Nctworl. (ANN) merupakan suatu sistem analisis yang proses 
kerjanya diilham1 dari al.1ifitas Jaringan syaraf pada manusia yang terdiri dari 
sekumpulan neuron-neuron atau umt-unit yang saling berinteraksi. Pada neuron syaraf 
manus1a. proses alam1 mengatur baga1mana sinyal input pada dendrit diproses dan 
kemudian dltel)emahkan dalam al.11vitas /LTOII . Sedangkan pada neuron buatan. proses 
learnmg mengatur mpuHnput yang digunakan untuk pemetaan outputnya. ANN 
hanya tergantung pada arsitcktur, training, testing dan algoritmanya. 
Proses training merupakan proses pembelajaran dari ANN yang mengatur input 
- input yang digunakan dan bagaimana pemetaannya pada output hingga diperoleh 
model ANN serta training terjadi pada saat pengaturan weight dan bias. Sedangkan 
proses testing mcrupakan proses pcngujian kctelitian dari model yang Ielah diperoleh 
dari proses tratning. Algoritma yang populer digunakan untuk proses training adalah 
hack-prapa8atwn . 
Struktur A?-.1-. menurut ststem kerjanya terdiri dari riga lapisan yaitu lapisan 
input (mplll layer ), lapisan antara laptsan tersembunyi (hidden layer) dan lapisan 
output (owput layer). Masmg-masmg lapisan diberikan pembobot (weight) yang akan 
mentransformast nilai mput mc11Jadi mlat output. Setiap layer terdiri dari beberapa 
neuron dan antar neuron-neuron akan terhubung dengan neuron-neuron lain pada 
layer terdckat. 
2.2.4.1. Feed l<ordward Artificial Neural Network (FFANN) 
ANN j uga merupakan unit dasar dari feed .fordward layered neural network 
(FFANN) dalam neuron yang formal. FFANN merupakan suatu jaringan dimana 
mempunyai neuron-neuron yang hanya mempunyai satu jalur hubungan dengan yang 
lainnya. Setiap neuron dapat dibcri label atau nomor mulai angka kecil pada input 
sampai angl..a terbesar pada output, sehingga setiap neuron hanya terhubung dengan 
neuron yang mempunyat angka yang lebih tinggi. 
Secara notasi ) ang lebih sederhana, setiap neuron menjumlahkan input dan 
menambahkan sebuah l..onstanta (btas) untuk mcmbentuk input total dan menerapkan 
fungst aklivast pada tnput total untuk mendapatkan suatu output Tiap jalur tersebut 
dihubungkan oleh sebuah pembobot 
Jaringan pembobotan didasarkan pada perbedaan target dengan basil output. 
Kesalahan dari output layer akan dtinteraksikan mundur oleh jaringan "link weight". 
Proscdur ini akan berulang sampai dtperoleh nilai yang konvergen dengan nilai error 
yang minimum. 
(illmbllr 2.1 Feet/ Forwflrtl Networks dengfln SingleHidden L11yer 
Gam bar di atas mcnunjukkan fungsi dari arsitektur ANN. Hubungan dari input 
dan output atau dapat dinyatakan sebagai bcrikut : 
y, j,[a, "i.• .!, a,+ "i._ w. r.J ..... .. .......... .. ...... (2.20) 
.~ ,_, 
dimana : 
x : signal mput 
y · signal output 
f 1 : fungs1 al..uvas1 
a, nil a• bias unruk output ke-i 
a : nilai bias untuk h1dden note ke-j 
i = 1, 2 .......... , /; j .. I, 2, ......... , m dan k = 1, 2, ....... ,n. 
r. "'. : JUmlah bobot dari hidden ke output 
r. ..... : jumlah bobot dari input ke hidden. 
' •I 
Arsitektur ini juga disebut n111111 layer perceplron (MLP) dengan satu hidden 
layer. 
Dalam schuah arsuektur network penggunaan fungsi aktifasi tidak selalu sama 
tergantung dari pennasalahan dan teori pendukungnya. Dalam penerapannya. 
pennasalahan utama yang scring muncul adalah penentuan parameter atau 
pembobotan ~rta pcngopumalan jumlah layer dan jumlah neuron dari suatu arsucktur 
net\\Ork 
Proses da lam ANN terbag• menjadi tiga tahap utama yaitu fred forward, back 
propagalion dan updale mlai bobot dimana penjelasan dari tahapan-tahapan tersebut 
adalah sebagai berikut : 
1. feedforward 
Tuhap .feed fimvard di lakukan proses dari input sampai diperoleh hasil output. 
Dalam proses ini input masuk pada input layer yang berupa data. Nilai yang berada 
pada node input dilanjutkan kc semua node pada hidden layer (kecuali bias), 
selanjutnya nilai tersebut diteruskan ke semua output layer. Nilai-nilai yang dikirim 
akan diaktivasi Ada beberapa fungs• aktifasi yang dapat digunakan. antara lain : 
Hard Limit 
Linear 
Logistic S1gmoid 
Hyperbolic Tangen 
I': j /(X)= l, )lkUX >0 
· ]Jix) = O.jllitLr ~ 0 
y- W' X +c:t 
dimana : n - W ' X +a 
I ' 
dimana : n ~ W ' X +a 
... ... ......... .. . .. . ....... (2.21) 
......... ............ .. .... (2.22) 
............... ... .......... (2.23) 
.. ....... ....... ...... ..... (2.24) 
Gaussian Radial Basic Function y=exp( ;~ , ) = ex< .:._<"....:'' "_;~.;:.a:...>' ) •.....• (2. 2 5) 
2(1' 
dimana : n = W' X +a 
Setiap fungsi diatas, digunakan dalam arsitektur ANN untuk beberapa tujuan 
yang berbeda. 
Algontma dalam proses feed fordward ini adalah sebagai berikut : 
I. Penentuan 1ms•alisasi bobot, yaitu dengan random atau ditentukan 
mlatnya 
2. Masukkan input s1gnal x. 1 ~I. 2 . .. I pada node input. 
3. Kalikan signal yang masuk dcngan nilai bobot link dan berikan hasilnya kc 
hidden layer. 
4. Nilai yang d1terima oleh hidden node (=1• j - 1, 2 . . , m) dijumlahkan dan 
di lakukan suatu proses aktivasi. 
5. LaJ..ukan proses seperti tah.ap 3 dalam penyampaian signal dari hidden 
layer ke output layer. 
6. Bandingkan hasilnya dengan nilai target pada tahap backpropaga11011. 
2. Backpropagation 
Pada tahap hackpropuj!.allon im dilakukan proses pembandingan nilai output 
dari tah.ap feed fordward dcngan nilai target yang ditentukan., kemudian dilanjutkan 
sampa1 ke depan sampai mput layer schingga diperoleh nilai error. Dalam metode 
back-propagation weight-we1ght tersebut diatur untuk meminimalisasikan nilai 
kuadrat beda antar output model dan output taksiran (Sum Square r:rror). Nilai error 
terscbut akan digunakan scbaga• dasar untuk meng-updale nilai bobot yang 
mcngh.ubungkan antara hidden layer dan output layer. Proses yang ada pada tahap ini 
sama dcngan proses pada tahapfeedfurward, hanya saja pada tahap backprupaf.alion 
1111. proses dilakukan dari output layer ke input layer. 
Error pada sebuah unit keluaran didefinisikan oleh : 
6,« ftt Y.t) ...... ........... . (2.26) 
Dnnana 11 adalah harga kcluaran yang diinginkan, Yk adalah keluaran aktual 
dari unit ke k atau nilai output pada layer terakhir, dengan "k" merupakan unit 
keluaran ke-k 
Dalam proses hackpropaganon. bentuk fungsi error yang dieliminasi adalah 
sebaga 1 berikut : 
I , 
E - -L(', - y.J'(t, y , ) ... .... . .. (2.27) 
2' ' 
Secara umum. algoritma dalam proses hackpropagation sebagai berikut : 
I. 13andmgkan sctiap ndai output yang dihasilkan (y, ,k = 1.2 •. ,m) dengan nilai 
target{ It}. 
" Hi tung mlm koreksi untuk nilai bobot yang menghubungkan hidden node dan 
output node. serta output node dan bias. 
3. Ntlat error yang dtperoleh dan output layer dilanjutkan ke selunuh node yang 
ada pada htdden layer, kcmudtan dikalikan dengan nilai bobot yang ada pada 
Jalur yang dilalumya Setiap nilai yang diterima oleh hidden node alcan 
diJumlahkan dan dikalikan dengan turunan dari fungsi aktivasi untulc 
memperoleh nilai error. 
4. IIi tung nilai koreksi untuk nilai hobo\ antara input node dan hidden node serta 
antara hidden node dan bias. 
Proses estimasi dengan menggunakan backpropagation, terdapat beberapa 
permasalahan yang sering diJumpai antara lain pemilihan nilai awal, lokal minimum, 
jumlah neuron pada laptsan hidden dan lain-lain. Meskipun telah ada beberapa 
metode untu~ memperkecil peluang munculnya permasalaban tersebut. tetapi tidak 
meoJamin bah" a estimast huckpropagat/011 akan memberikan hasil yang lebih baik. 
3. Update nilai bobot 
Proses im merupakan tahap terakhir dari ANN. Pada tahap ini dilakukan peng-
updute-an nilai bobot yang ada sampai diperoleh error minimal. Dengan langkah-
langkah sebagai berikut : 
a. Meng-updafl.' ni lai bobot antara hidden node dan output node 
11 • (new) = w ~(old) + {',w ,, .................. (2.28) 
b. Meng-update ntlai bobot antara input node dan hidden node 
1', (11<'~<) •·, (old) - tJ.v, ... .............. ..... (2.29) 
Ketiga tahap ter~but di atas akan terus berulang (beljalan) sampai diperoleh 
suatu ~ondist yang dungmkan, dtmana kriteria ini ditentukan oleh peneliti. dan 
biasan)ca berupa nilat MSE mmimal atau JUmlah iterasi maksimal. 
2.2.4.2. Metode Optimasi Er ror 
Mctode yang dtpakai dalam oplllnasi error (ni lai SSE) adalah metode optimasi 
orde kedua (rnatrik Hesston). Metode matrik Hessian ini di!,>unakan dalam algoritma 
Qua.\·t-Newton yang merupakan metode optimasi dengan pendekatan gradien. 
Metode Quast-Newton mi dtdasarkan pada suatu fungsi error dari deret Taylor 
E(w) disckitar beberapa titik w, dimana akan didapatkan : 
f:(w) = F.(u) • (>~ - M )' I> 1-<w- .. y H(M -w) ........................ (2.30) 
................................................................ (2.3 1) 
dimana b dtdefinisikan sebagai gradien dan £yang telah dikoreksi oleh w. 
Matrik Hessian H dtdefinistkan scbagai : 
,,.,, I ~ (H),= ,.,, ,r"w ...... ........................................................... (2 . .>2) 
dari rum us (2.27) akun didapatkan suatu hubungan pendekatan lokal dari gradien yang 
dinyatakan dcngan : 
VI·: - h + H(w- w) ........ ... ........... .... .. .... ... .. .. ........... .. ...... . (2.33} 
.Jika V£ = o dan w ' sebagai nilai minimum dari fungsi error, maka dari rumus (2.30} 
dapat dirubah menjadt : 
I·:( II) = E(w')+~(w "· )' (w- ,.·) ............... ...................... .. ... (2.31} 
2 
... -w-H 'g ...................................................................... (2.32) 
dimana : ..,· : ntlat mmimum dan fungsi error 
II : matrik Hessian 
I! . grad ten unruk sehap m lai 11 
fl. : Vt H(w ". l ......................................................... (2.33) 
H [( • new/on direc11on atau new/on-step (bentuk dasar dari strategi 
optimast ) 
Selain perhitungan matrik Hessian dan inversnya, metode ini juga melakukan 
pendugaan t<!rhadap inver~ Hessiannya melalui step-stepnya. Misalkan dari 
persamaan {2.33) vcktor bobot dari step r dan r + 1 dapat dirubah menjadi : 
II '
1 
- II' - H 1 (8 ' 1 - f( ) , .. .. ... ... .... .. . . . .......................... (2.34) 
Persamaan di atas discbut dengan kondisi Quas1-Newton. Permasalahan akan terjadi 
jika kondisi Qua\1-New1on im mempunyai matrik Hessian yang tidak definat positif. 
Salah satu cara unruk mengatasinya adalah dengan prosedur update atau pendugaan 
terhadap invcrs Hessaannya. Pro!oedur upda1e yang umum dipakai adalah rumusan dari 
Dawd~an-Fielcher-flowe/1 (DEP) dan rumusan Broyden-Fiecher-Goldfarb-Shwmo 
{BFGS). Dimana formula 13FGS adalah sebagai benkut : 
G,,.." c···' pp ' (<J. v)v'G, { 'G'" ) ' = J +-,-- + " "uu ..... ..... . ........ (2.35) fJ \' \ '1 ( ; II l ' 
dimana : G · matrik pcndugaan tcrhadap invers Hessian 
p "' "- ,, ' ................. ... .. ....................................... .. ....... (2.36) 
v 8 '•I> - /(1" .... .......... .. .. .. .... .. ... .... .. .......... . .. .... .. .. . . .. ........ (2.37) 
u ...!!.... p' •· 
(? · ~· 
,,ru .. , . .... ............. .. ... ... ......... .... ....... .. .... ... .. ...... (2.38) 
Dalam perkembangannya aplikasi rnatrik G terhadap upda/e nilai pcmbobot dapat 
menggunakan persarnaan 
' "(' ' "' (2 '9) \4 = \l +U , X ........................................ ........... ...... - ~ 
dimana : w"'' . ni Ia a w baru 
" : mlaa w lama 
a . nilai yang duentukan pada saat fungsi minimum 
Kelcbahan dan pendekatan Qua\1-.Ne~10n adalah line-searchnya tidak pcrlu 
dibentuk dengan menggunakan akurasi yang tinggi karena rnetode ini tidak 
memerlukan bentuk criucalfac:tor atau faktor kritis dalam algoritmanya. Kelemahan 
dari metode Qua.\l·newton adalah jika tidak diterapkan pada jaringan yang 
mcmpunyai banyak link bobot, metode ini tidak mempunyai memori yang cukup 
untuk mengatasinya. 
2.2.5. Kriteria Pemilihan Model Terbaik 
Kriteria yang digunakan dalam pemilihan model terbaik antara lain 
a AIC (Akaike's InformatiOn Criterion) yang didefinisikan sebagai: 
Af('(MJ nl.op,ISSt. n) 2M ........................ ....... (2.40) 
b. BIC (Bayesian Information Criterion) 
8/Cf.\1) nLog(S:\'£ II) A.f ,\ flogln) .................. (2.41 } 
c. SBC (Sc/1\\ar.t's Bayes1an Criterion) 
SBC(M) nLogr'SSI£ n) - Mlog(n) ......................... (2.42) 
Dimana M adalah banyak parameter yang ditaksir dalam model, dan n adalah 
banyak observasi efektif yaitu jumlah observasi yang diikutsertakan dalam proses 
perhitungan esrimasi parameter. 
Dalam kajian secara statistik, kriteria-kriteria ini tetap berpedoman pada asumsi 
distribusi normal pada error karena melibatkan nilai SSE. Dalam hal ini, meskipun 
ANN tidak memerlukan asums1 tersebut dalam pemodelannya, kriteria-kriteria ini 
tetap dipakai dalam pem1lihan arsud:tur opumal, dan asumsi kcnormalan error dapat 
dipenuhi dengan berpedoman pada tcorema Jim1t pusat (central limit theorem) yang 
mcnyatakan bah\\3 seuap sam pel } ang diambil akan mengikuti distribusi normal 
untuk ukuran sampcl yang besar. 
2.2.6. Lji Kestabi lan dan Keakuratan Peogelompokan 
Ketepatan prediksi awal pcngelompokan dengan hasil pengelompokan untuk 
ketiga metodc tersebut dapat dihirung melalui hit ratio, yang dirumuskan sebagai 
berikur : 
Hit Ratw - jymlah individu yang tepat diklasifikasikan x I 00% 
jumlah individu yang dijadikan sampel 
Untuk mc:nentukan apakah pengelompokan dari ketrampilan permainan tenis 
Iapangan menJadJ ketramp1lan ·· baik .. dan .. sedang .. mempunyai tingkat akurasi yang 
tinggi. maka d1gunakan ( 'lwn~e A/ode/ (Cpru), yang difonnulasikan sebagai berikut : 
ProporltOnul ( 'hun~e ( 'racmon 
c,... p' -q' 
Maksunum ( 'hun~e Criterum 
C.,,., = (n,.~ + N} x 100% 
Keterangan : 
cl"'' : l'rvportional ( 'hun~e {nterwn 
p : propors1 jumlah sam pel yang tepat di kelompok I yaitu ketrampilan 
q propors1 JUmlah sam pel yang tepat di kelompok 2 yaitu ketrampilan 
"Sedang·· 
n.,., : Jumlah sampelterbesar pada salah satu kelompok 
N . Jumlah sampel sccara keseluruhan 
Keakuratan pengelompokan digambarkan sebagai berikut : 
Blla hu ratto dt>m~ 
maka sartj;lll udaL 
alutal 
Bllo hu ralJO 
dJsmJ, malr:a 
kur.mg al.,.,l 
Gombar 2.2 Uji Keakuratan 
Bilo lui rntio 
disillL makll 
alural 
Tahap pengujian selanjutnya yaitu menguji tingkat kestabilan pengelompokan 
dengan mengujikan pada va/idat1on sample , dimana hal ini bertujuan untuk mengkaji 
apakah pengalokascan dari tiap sampel dalam kelompok relatif stabil atau tidak 
sebaga1 akibat adanya perubahan perbedaan jumlah sampel yang diteliti. Dengan 
mengh1tung nilai Press's Q yang diformulasikan sebagai berikut : 
t ) _ {N-(nd>}' 
,..., , N<k - 1) 
Keterangan 
:-1 - Total sampel 
n = jumlah indtvidu yang tepat diklasiftkasikan 
k - jumlah dari group (l..elompok) 
Nilai Press's Q tersebut dibandingkan dengan nilai Chi-square (x'(k· ll) 
tabel. Jika nilai Press's Q > ( x' (k· l l ) maka fungsi atau model yang dihasilkan tersebut 
mempunyai kcstabilan dalam mclakukan pengelompokan, dan sebaliknya jika nilai 
Press 's Q < ( x' (k· l l ) maka fungsi atau model yang dihasilkan tersebut tidak 
mempunyai kestabilan dalam melakLikan pengelompokan. Secara statistik dapat 
dinyatakan sebaga1 benkul : 
I. model mempunyat kestabilan,jika : nilai Press's Q > ( z' O<·nl 
2 model ttdak mempunyat kestabilan,jika : nilai Press's Q (z' ,,.n) 
BAB III 
BAHAN DAN 
METODE PENELITIAN 
BAB Ill 
BAHA'\T DA~ .\lliTODE PENELITIAN 
3.1. Bahan Penelitian 
Penelitian 101 mcnggunakan data sekunder yang diambil dari Tesis dan Adnan 
(200 I) Umversitas Atrlangga dan berdasar data sekunder yang diperoleh maka sampel 
yang diambil berjumlah 82 orang yang dilakukan secara random darijumlah populast 
atlet tents lapangan mahastswa putra semester VI Fakultas llmu Olahraga Untversitas 
Negeri Manado (FIO·UN IMA) yang mengikuti kegiatan perkuliahan tenis lapangan 
tahun 200 I (Adnan, 200 I). 
Variabel dependennya adalah kctrampilan permainan tenis lapangan yang tcrdiri 
dari dua kategori ketr<tmpilan, yaitu : ketrampilan sedang dan baik. Dan variabel 
indepcndcnnya memiliki skala pcngukuran mterval dan ratio yang terdiri dari : 
X, - Kelentu~an pinggang {Cm) 
X2 • Kckuatan otot lengan (Kg) 
x,; Ket..uatan otot tungkai (Kg) 
X. ~ Kekuatan genggaman (Kg) 
X5 Kekuatan otot punm,'llng (Kg) 
Xt, Daya tahan otot tungkat 
X 1 - Daya tahan otot lengan 
Xs Yo,. max (liter/BB/menit) 
x~ - Kecepatan lari 50 meter (detik) 
X1o Reaksi tangan (em) 
X11 - K~: l i ncahan (deti k) 
3.2. Mctodologi Penelitian 
Pada penelitian ini akan mengacu pada studi pustaka beberapa jumal dan buku 
(text book) mengenai masalah ket1ga metode tersebut yaitu metode D1sknminan, 
Kernel. dan ANN yang akan duerapkan pada kasus tersebut. 
Scbelum melakukan analisis, data lasus dibagi menjadi 2 (dua) bag•an yauu 
data trammg sebanyak 62 mahasiswa dan data testing sebayak 20 mahas1wa. Hal ini 
dilakukan untuk men~,ruji kctepatan model yang dihasilkan dalam melakukan 
pengklas1fikasian data 
Dalam penelitian in1, langkah-langkah analisis yang akan dilakukan adalah 
sebagai berikut . 
DATA TRArNING 
I. Menganalisis mctodc Diskriminan Linier pada semua variabel sampai 
didapatkan model terbaik yang digunakan sebagai acuan. 
Proses dan mctodc Diskriminan dapat dijelaskan dengan langkah-langkah 
sebaga1 berikut : 
• Uj i multi nonnal dengan menghitung nilai jarak kuadrat pada 
setiap pcngamatan d/ dan dibandingkan dengan Chi Kuadrat 
• UJI 1denul. (matriks -.anan lovarian) dengan uji Box's M 
• Uj1 Beda Vektor 
• Menentukan variabel - variabel dengan menyeleksi variabel-
variabeltersebut. 
• Mengelompokan obyek baru dengan indikator yang diperoleh dari 
fungsi pcmbeda yaitu kelompok ketrampilan sedang dan baik. 
• Mencntukan best modeUmodel terbaik. 
2. Melakukan metode Kernel pada semua variabel 
LangJ..ah-langkah dalam melakukan metode Kernel dengan urutan sebaga1 
berikut . 
• Menggambarkan fungsi kepadatan marginal dari masing-masing 
vanabel 
• 
• 
Menentukan fungst kepadatan Kernel 
Memasukkan nilai parameter penghalusan atau bandwidth h yang 
optimal dengan mcminimumkan Mean Square Error-nya. 
• Pengelompokan. 
3. Melakukan analisis data dengan metode ANN pada semua variabel sampai 
didapatkan model terbaik yaitu : 
• Mcncntukan banyaknya grup/kelompok yang akan dipisahkan dan 
masing-masing l..elompok diberi penomoran sesuai dengan kelasnya 
masing-masmg. 
• Mencntukan banyaknya hidden unit (node) dengan cara mal dan error 
sampai diperoleh JUmlah hidden unit yang optimal dengan tingkat 
kesalahan yang mmimal. 
• Menentukan fungs1 aktivasi dimana fungsi yang digunakan adalah 
• 
• 
lo~I.\IIC .11~11101d. 
Mcnentukan misial pembobotan . 
Memprediksi (klas) dari masing-masing kelompok, sehingga akan 
diketahu1 seberapa besar kesalahan pengklasiftkasian. 
4. Membandingkan hasil persentase kesalahan pengelompokan dari MSE dari 
ketiga metode tcrscbut yaitu metode Diskriminan, metode Kernel dan metode 
ANN dari MS~ dari ketiga metode tersebut dengan kriteria MCC (Muximum 
('/umg~t Cnterton) dan PCC ( Proportional Change Critenon) sebagai bahan 
pertirnbangan. 
DATA TESTING 
I. MenganahSIS metode D1skriminan Linier dengan menggunakan model terbaik 
dari metode 01skrimman. 
2. Menganahs1s metode Kernel bcrdasarkan model terbaik dari metode 
Diskrinunan 
3. Melakukan anal isis data dengan metode ANN berdasarkan model terbaik dari 
mctode Diskriminan 
4 Membandingkan hasi l persentase kesalahan pengelompokan dari MSE dari 
ketiga mctode tersebut yaitu mctodc Diskriminan, metode Kernel dan metode 
ANN dari MSE dari ketiga metode tcrsebut dengan kriteria MCC (Maximum 
Chance (·merton) dan PCC ( f'roportwnal Chance Cntenon). 
Atau secara flowchart dapat disajakan secara sistematis sebagai berikut : 
I DATA l 
~ 
DISKRO.IINAN FISHER'S 
uii pers\'aratan 
.. 
I uii beda •el..tor I 
.. 
seleksi vatiabel 
.. 
model terbaik I 
.. 
Pen11.elompokan 
.. 
Prcdiksi Data Training 
I I<ERNF:L I • I ANN I 
fungsi kepadatan marginal 
Prcdiksi Data Testing 
Meoeotukan jumlah 
dari masing-masing variabel hidden unit 
.. • 
menentukan fungsi Penentuan fuOJ!si aktivasi 
kepadatan Kernel .. 
Perhitungan dengan 
memasukkan nilai parameter meng&'llnakan pembobot 
penghalusan optimal 
-tnp~ b~ME 
Pengelompokan -tnp 
-tnPupdl I rill bald 
.. 
Predokso Data Ttraoning 
Prediksi Data Training 
• 
Prediksi Data Tes~ong .. 
Prediksi Data Testing 
Persentase Kesalahan Pengelompokan 
.. 
Uii Akurat dengan MCC dan PCC 
.. 
Uji Kestabilan Model 
• I HASTL I 
Gambar 3.1. Diagram a/ur proses 
3.3. Tekoik Analisis Data 
Teknik anahs1s data digunakan metode Diskriminan dengan program SPSS dan 
S-PLUS sedangkan untuk mctode Kernel dan ANN menggunakan program SAS dan 
S-PLUS 
BABIV 
ANALISA DAN PEMBAHASAN 
BAB fV 
AN'ALISIS DATA DAN PE~BAHASAI' 
Pada penehllan 1m anahsis data dan pembahasan terbagi menjadi 2 (dua) 
kelompok data. ) auu data trammg dan data testing. Data training merupakan data 
yang digunakan untuk membentuk model yang menggambarkan bubungan variabel 
predil.:tor dengan variabel respon. Sedangkan data testing merupakan data yang 
digunakan untulr memvalidas1 model yang telah dihasilkan oleh data training. Pada 
kasuss ini, data dibagi mcnjadi 62 pengamatan untuk data training dan 20 untuk data 
testing. 
4.1. Dcskriptif Data 
Dari has1 l analim deskriptif data {lampiran 3) terlihat bahwa hampir semua 
variabel pada kelompok baik mcmbcrikan ni lai rata-rata yang lebih tinggi daripada 
kelompok sedang, kecuali pada variabel kccepatan lari (X9), reaksi tangan (XIO) dan 
kelincahan (XII) lni berart1 bahwa pada variabel X9, XJO dan XI I, semakin kecil 
nilai rata-rata JUSiru masul.. dalam kelompok ketrampilan permainan tenis lapangan 
yangbaik 
Berikut disajlkan mlai mean dan standard deviasi dan kelompok ketrampilan 
permainan tenis lapangan yang ba1k dan sedang pada Tabel 4.1 berikut 
Tabei·U. Mean dan Srandard Oeviasi Variabel 
I Mean Standar Devias~ 
No Varia bel ~ K-plbD K.uamp.llu KdnmpU... Ketranopllan i lbik 
-· 
Boll< 5<4ao2 
I Kelentukan pinggang_ 19.537 12.778 1.913 3.172 
2 Kekuatan otot lcngan 39.702 27.238 2.799 5.141 
3 Kekuatan otot tungka1 154.30 I 126.262 10.464 6.786 
4 Kekuatan genggaman 37.275 30.205 3. 176 1.469 
5 Kekuatan otot punggung 134. 177 106.683 10.579 7.364 
6 Dava tahan otot tungkai I 107.978 99.250 4.749 4.569 
7 Dava tahan otot lenl!an 15.283 9.611 1.917 1.644 
~ VQ, Max 47.537 38.169 2.593 2.313 9 IK~~'''" SOm I 6.460 6.904 0.210 0. 149 10 Reaksi tangan 
' 
6.126 7.750 1.436 1.597 
Jl Kelincahan 6.729 7.281 0.669 0.707 Sumber : Data d1olah, Lamp1ran 3 
4.2. Metode Oiskriminan 
Metode Diskriminan merupakan metode statistik untuk mengklasitikasikan 
sejumlah obyek ke dalam bcbcrapa kelompok berdasarkan beberapa variabel dcngan 
membentuk fungsi Diskriminan, sehingga setiap obyek menjadi anggota dari salah 
satu kelompok. tidak ada obyeJ... vang menjadi anggota lebih dari 1 (satu} kelompok. 
4.2.1 Persyaratan Metode Diskrimioao 
4.2.1.1 Peogujian distribusi mult inormal 
Untuk mengUJI kemulunormalan data dapat diuji dengan mcnghitung nilai jarak 
kuadrat pada settap pengamatan dengan menggunakan hipotesis : 
H": data berdtstribus• multi nonnal 
H 1 : data tidak berdistribusi multi normal 
Data dapat dikatakan mcngikutl distribusi multivariate normal jika probabilitas 
dari d21 < x', (0.5) paling tidak 50%_ Dalam hal ini p adalah banyaknya variabel 
adalah scbanyak II (scbclas) variabcL Dari basil pengujian distribusi dengan 
menggunakan program MIN IT AB. diperoleh proporsi dari d21 :5 .r.' , (0.5) sebesar 
89.02°'0. sehingga gagal tolak H~. artmya data tersebut berdistribusi multinormal dan 
hal ini didukung dengan .\culler plot (dapat dihhat pada Iampi ran 28). 
4.2.1.2. Pengujian Kesamaan matrik va rian kovarian 
Untuk mengetahu• kehomogenan vanans antar kelompok maka perlu dilakukan 
suatu penguJian terhadap matrik van an kovarian dengan hipotesa sebagai berikut : 
Ho ; ~.- ...... 1 
Hi : L1 '# Y2 
Dari pengujian kesamaan matrik vanans kovarian antar kelompok dengan 
menggunakan statistik uji Box's M dari program SPSS (lampiran 5) dihasilkan ni lai 
statistik uji Box's M schcsar 86.337 dengan p-value = 0 sehingga dapat dis impulkan 
bahwa varians kovariansnya tidak sama dan asumsi kesamaan matri k varian kovarian 
tidak terpenuhi dimana hal 1111 mungkin disebabkan terlalu sedik1tnya pengamatan 
yang diamau Asums1 matrik vanans kovarian antar kelompok yang sama akan 
berpengaruh pada pengklasifikasian obyek baru yang akan masuk pada kelompok 
tertentu. Pada kond1s1 varians kovarians tidak sama, obyek baru tersebut tidak dapat 
lang.~ung dJI..Ias•likas•kan pada suatu kclompok. 
Salah satu cara agar fungsi Disknmman dapat digunakan dengan baik adalah 
dengan cara menambah JUmlah sam pel. Tetapi asumsi kehornogenitas varians dalarn 
kasus ini tidak mutlak harus terpenuhi karena tujuan dari metode Diskriminan yang 
dilakukan adalah mendapatkan variabel pernbeda antar kelompok bukan untuk 
mencari fungsi liniernya. 
4.2.2. Pengujian Perbedaan Rata-Rata Kclompok 
Selanjutnya a~an dilakukan penbrujian perbedaan rata-rata antar kelompok atau 
grup yang dapat dihhat dari uji W1lks Lambda dengan menggunakan hipotesis sebagai 
berikut : 
H : tcrdapat perbedaan kelompok 
Dengan tingkat kepercayaan a ~ 5% maka bcrdasarkan Wilks Lambda didapatkan 
nilai p-vafue sebesar 0.0000 (lamp1ran 4) sehingga diambil kesimpulan untuk menolak 
1-1., yang menunjukkan bahwa rata-rata pengelompokan ketrampilan "Baik" dan 
"Sedang" memang nyata bcrbeda (signilikan). Ini berarti fungsi Diskriminan dapat 
dibcntLLk untuk mengetahui hubLmgan antar kelompok serta berbruna untuk 
mengelompokan suatu obyck baru ke dalam salah satu kelompok. 
4.2.3. Peoyusunan Model Terbaik Diskriminao 
Dalam menyusun fungsi Diskriminan, pemilihan peubah yang akan terpilih 
masuk ke dalam fungs1. dilakukan melalui suatu prosedur bertatar atau stepwise 
analr.>~~ sehmgga hanya pcubah-peubah yang benar-benar berperan yang akan masuk 
membentuk fungsi Diskrimman Kriteria pemilihan peubah adalah berdasarkan nilai 
staustik Wilks Lambda yang nyata (signifikan). StepwiSe dimulai dengan pemilihan 
peubah pembeda yang pahng berani (yang mempunyai nilai F terbesar) atau mla1 
Wilks Lambda terkccil. Beg.tu seterusnya sampai tidak ada lagj variabel yang 
mampu mcningkatkan perbedaan sctelah dikombinasikan dengan variabel terpilih 
sebelumnya. 
Secara wuvtmall! dengan menggunakan statistik uji F dan tingkat signifikansi 
0.05. ternyala semua variabcl yaitu kelentukan pinggang (XI), kekuatan olot lengan 
(X2). kekuatan 0101 tungka1 (X3), kckuatan genggaman (X4), kekuatan otot punggung 
(X5), daya tahan otot tungkai (X6), daya tahan otot lengan (X7), VOz Max (X8), 
kecepatan I an 50 m (X9), rcaksi tangan {X I 0), dan kelincahan (XII) pada kelompok 
ketrampllan olah raga tems lapangan "balk" dan "sedang .. memberikan nilai rata-rata 
yang berbeda (p-va/ue < 0 05) lni menunjukkan bahwa variabel-variabel yang 
membentuk ketramp1lan permainan tenis lapangan dalam kelompok "Baik" dan 
"Sedang .. lerdapat pcrbedaan yang signifikan secara statistik. 
Dan secara mu/tJvanate dengan menggunakan statistik uji F dan tingkat 
signifikansi 0.05 mengalami 6 (lima) rahap pemilihan atau stepwise analysis, akhirnya 
dari sebanyak I I (sebclas) variabel yang diselidiki, terpi lih 6 (enam) variabel yang 
dianggap berperan dalam mcmbedakan antara kelompok ketrampilan pcrmainan tenis 
lapangan "Baik'' dan "Scdang" dalam membentuk fungsi Diskriminan dengan nilai 
signifikan (p-value) - 0 0000 pada pengujian keberartian fungsi Diskriminan (hasil 
selengkapnya lihat pada lampm1n 6A). Variabel-variabel tersebut meliputi variabel 
V02 max. reak~1 tangan. kekuatan otot lengan, daya tahan otot tungkai, daya taban 
otot lengan dan kehncahan Bcntuk persamaan dari fungsi Diskriminan adalah sebagai 
benkut · 
Z = -23.413 • 0.244 X2- 0.197 X6 .,.. 0.432 X7 - 0.469 X8 + 0.731 XIO- 0.668 XII 
Dimana . 
Z - fungsi Disknminan 
X2 = kekuatan otot lengan 
X6 = daya tahan otot tungkai 
X7 - daya tahan otot lcngan 
X8 - V02 max 
X I 0 = reaksi tangan 
X II = kelincahan 
Berdasarkan fungs1 D1skriminan yang dihasilkan di ataS dapat disimpulkan 
bahwa kenaikan fungs1 D1sknmman tersebut disebabkan kenaikan X2, X6, X7, X8. 
X I 0, X II dim ana nila1 koefis1en pos1uf ( +) pada variabel kekuatan otot lengan. daya 
tahan otot lengan, V02 max, reaksi tangan dan kelincahan dapat menambah nilai 
(score) diskriminan tersebut sedangkan nilai koefisien negatif (-) pada variabel daya 
tahan otottungkai dapat menurunkan atau mengurangi nilai Diskriminan. 
Fungsi Disk.nmman tcrsebut mcmpunyai nilai akar ciri (A.) sebesar 11.023 dan 
nilai korelasi kanonik (tingkat ketcrkaitan antara Diskriminan dan kelompok yang 
terbentuk) sebesar 0.958 (dapat dilihat pada lampiran 68). Sehingga terdapat sebesar 
(0.958)1 - 0.9 18 atau 91 .8% dari keragaman total yang dapat diterangkan oleh 
perbedaan kclompok atau vanans variabel prediksi ketrampilan permainan Ienis 
lapangan dapat d1jelaskan oleh model Diskriminan yang terbentuk. 
4.3. Perbandingan antara Metode Diskriminan, Kernel dan Artificial Neural 
~etwork (ANN) 
Dari hasil metode D1sknminan dapat dilihat model yang dapat dihasilkan oleh 
metode tersebut Untuk kasus ini, dalam membandingkan suatu metode diperlukan 
perlakuan yang sama pada kellga metode tersebut. Karena itu diperlukan hanya satu 
model untuk melihat metodc mana yang lebih baik untuk ketiga metode ini. Dalam 
kasus 101, model yang digunakan sebagai acuan adalah model yang berasal dari 
metode parametrik yaitu metode Diskriminan. Hal ini disebabkan karena pada metode 
ANN belum tcrdapat prosedur yang tepat untuk menentukan bentuk arsitektur 
optunal, jumlah variabd input. jumlah hidden node, jumlah output node dan hanya 
mcnggunakan prosedur /rial and error sehingga tidak diketahui dengan pasti apakah 
model yang dihasilkan sudah benar atau belum. 
Pada metode Kernel , udak bisa dihasilkan suatu model dan hanya dapat 
mengetahut ketepatan pengelompokan saja. Untuk metode Diskriminan, terdapat 
suatu asumsi-asumst tertentu yang harus dipenuhi untuk membentuk suatu model, 
yattu data harus berdtstnbust normal dan matrik varian kovarian sama. Vanabel-
variabel yang terpllih pada metode diskriminan tersebut akan digunakan untuk 
memprediksi ketepatan klasifikasi yang diterapkan pada ketiga metode tersebut baik 
pada data training maupun data testing. 
a. METODE DISKRIMINAN 
Data Training 
Dengan menggunakan fungsi Diskriminan tersebut, diketahui bahwa tidak ada 
pengamatan yang salah diklasifikasikan (dapat dilihat pada lampiran 78). Sehingga 
terlihat dan 37 obyek pengamatan dari kelompok ketrampilan "Baik" tidak ada 
sebuah obyek (0°o) masuk kc kctrampilan permainan tenis lapangan "Sedang" dan 
dari 25 obyek pengamatan dari kelompok ketrampilan pennainan tenis lapangan 
"Sedang" tidak ada sebuah obyck (OOo) yang masuk ke ketrampilan permainan tenis 
lapangan "Baik" 
Schingga pengelompokan dcngan metode Diskriminan Linier Fisher 
memberikan tingkat ketepatan pengelompokan ketrampilan permainan tenis lapangan 
menjadi 2 {dua) kelompok sebesar 100% dan prosentase kesalahan klasifikasi sebesar 
0.00%. Untuk lebih jelas masalah ketepatan klasifikasi dan kesalahan pada 
ketrampilan permainan tcnis lapangan ''Baik" dan ketrampilan "Sedang" dapat dilihat 
pada Tabel 4.2. bcrikut. 
Tabel 4.2. Hasil Klasifika~i Kerrampilan Pumainan Tenis Lapangan 
mtn&&unakan metode Oillkriminan untuk Data Training 
Klasifikasi Kelrampilan 
olah raga tenis lapangan 
Sebenarn a 
Klasifikasi Ketrampilan olab raga 
ten is Ia an Prediksi 
Baik Seda 
Total 
Baik 37 0 37 
100.0% 0.00% 100% 
Sedaog 0 25 25 
--~----~----~0~.00% --~IO~O~.O~O~o/.~o--~--~1~0~0~%~~ 
Sumber : lampiran 70 
Untuk mengetahui apakah pcngclompokan ketrarnpilan permaman tenis 
lapangan menjadi kctrampilan "'Baik" dan "Sedang" mempunyai tingkat akurasi yang 
tinggi, maka perlu dibandingkan dengan change model (Cpro), yang diformulasikan 
sebagai bcrikut : 
Ketrampilan permainan tents lapangan "baik'' = 37/62 = 0.597 
Ketrampilan pcnnainan ten is lapangan "Scdang" = 25/62 = 0.403 
Proportio11af Cha11ce Criterion (Cpro) 
c,.. - (0.597): + (0 403f 0.356- 0.162 = 0.518 
Moksimum Chance Criterion (CmiLI:) 
Cuw\ 37/62 0.597 
Dan hasil UJi dt atas, diha~ilkan nilai perubahan proportional (Cpro) sebesar 
51.8% dan perubahan maximum (C..,,) scbesar 59.7%. lni berarti bahwa basil uji 
ketepatan pengelompokan yang sebesar I 00° o jauh di atas batas tingkat ak.urasi suatu 
analists disknminan yattu minimal sebesar C..., yang sebesar 59.7%. Dengan 
denuluan dapat distmpulkan bah\va tingkat pengelompokan ketrampilan pennaman 
tenis lapangan menJadt "Batk" dan "Sedang" berdasarkan metode Diskrimman adalah 
akurat. 
Pengujian selanjutnya yaitu menguji tingkat kestabilan dari fungsi Disknminan 
dengan menghitung tingkat kestabilan pengalokasian, dimana hal ini bertujuan untuk 
mengkaji apakah pcngalokasian dari tiap sampel dalam kelompok relatif stabil atau 
tidak sebagai akibat adanya pcrubahan perbedaan jumlah sam pel yang diteliti. Dengan 
h
. .1 . {N (nd)}' . meng nung m at ""'" Q- yattu : N(k - I) 
1 {62-(62x2)}' 
,..,,. Q - 62(2 I) 
=62 
N = Total sampel 
n = jumlah indivtdu yang tepat diklasifikasikan 
k = jumlah dari group (kelompok) 
Nilat Press's Q 62 dtbandingkan dengan ( x,' ) = 3.841, temyata nilai Press's 
Q lebih besar dari nilat ch1-square, sehingga fungsi tersebut mempunyai kestabilan 
dalam melakukan pengelompokan. 
Dari uraian di atas secara empiris dapat dibuktikan bahwa fungsi Diskriminan 
yang dihasilkan dari penelitian ini mempunyai kek'Uatan untuk membedakan dan 
memprediksikan kctrampilan permainan tenis lapangan menjadi kategori "Baik'' dan 
"Sedang" dan rnampu rncmprediksikan pada sarnpel yang berbeda karena model 
Diskriminan telah diuji kestabilan dan keakuratannya atau dapat dikatakan valid. 
Meskipun valid, tetapi dalam pcncrapannya model Diskriminan tersebut belum tcpat 
digunakan sebagai prediksi untuk kedepan. Hal ini dikarenakan pada asumsi matriks 
kovarians yang tidak terpenuh1 
Data Testi11g 
Dari has1l analisis dapat dikctahui bahwa tidak ada pengamatan yang salah 
diklasifikasikan (dapat dilihat pada lampiran 7B). Sehingga terlihat dari 9 obyek 
pengamatan dari kelompok ketrampilan '·Baik" tidak ada scbuah obyek (0%) yang 
masuk kc kctrampilan permainan tenis lapangan ''Sedang" dan dari II obyek 
pengamatan dari kclompok ketrampilan permainan Ienis lapangan "Sedang" lidak ada 
sebuah obyek (0%) yang masuk ke ketrampilan permainan tenis lapangan "Baik". 
Sehingga pengelompokan dcngan Diskriminan Linier Fisher memberikan tingkat 
ketepatan pengelompokan ketrampilan permainan Ienis lapangan menjadi 2 ( dua) 
kelompok sebesar 100% dan prosentase kesalahan klasifikasi sebesar 0.00%. Untuk 
lebih jelas masalah ketepatan klasifikasi dan kesalahan pada ketrampilan permainan 
Ienis lapangan "Ba1k'' dan ketrampilan "Sedang·· dapat dilihat pada Tabel 4.3. 
berikut. 
Tabel 4.3. Hasil Klasifikasi Ketrampilan Pennainan Tellis Lapangan 
menggunakan metode Diskriminan untuk Data Testing 
Klasifikasi Ketrampilan Klasifikasi Ketrampilan olah raga 
olah raga tenis lapangan ten is laDlln an Prediksi Total 
Sebenarnya Baik Sedan!!: 
Baik 9 0 9 
i 100.0% 0.00% 100% 
Sedang 0 11 II 
0.00% 100.00% 100% 
. Sum ber : lamp.ran 70 
Untuk mengetahUI apakah pengelompokan ketrampilan permainan tenis 
lapangan menjad1 ketrampilan ·'Baik" dan ·'Sedang·• mempunyai tingkat akurasi yang 
ungg1. maka pcrlu d1banding~an dengan change model (C1"0 ) , yang difonnulasikan 
sebagai benkut 
Ketramp1lan pennaman tems lapangan "baik"- 9/20 = 0.45 
Ketrampilan pcnnainan tems lapangan "Sedang" = 11/20 = 0.55 
Proportional Chance Criterion (Cpro) 
c~ = p' +q' 
' ' C1," ~ (0.45)" + (O.ssr - o.202s + 0.3025 = 0.505 
Maksimum Chance Criterion (CmtLY) 
C,.., = (n~ + N) x iOO% 
C,.,, 11/20 0.55 
Dan has1l UJi di atas. dihasilkan nilai perubahan proportional (Cl"") sebesar 
50.5~o dan perubahan maximum (C.,.,) sebesar 55%. lni berarti bahwa basil uji 
ketepatan pengelompokan yang scbcsar I 00% Jauh di atas batas tingkat al"Ufasi suatu 
metode D1skrimman yauu mmtmal scbesar C.,._, yang sebesar 55%. Dengan demikian 
dapat disimpulkan bahwa ungkat pengelompokan ketrampilan pennainan tenis 
lapangan menJadi '·Baik" dan "Sedang" berdasarkan metode Diskriminan adalab 
akurat. 
Pengujian selanjutnya yaitu menguji tingkat kestabilan dari fungsi Diskriminan 
untuk mengkaji apakah pengalokasian dari tiap sam pel dalam kelompok relatif stabil 
atau tidak sebagai akibat adanya perubahan perbedaan jumlah sampel yang diteliti. 
D hi .1 {N (nd)}' . engan meng tung m at Q- vaatu : 
"'" N(k -1) -
O= {20-(20x2)}' 
,.. •• - 20(2 - 1) 
-20 
N = fotal sarnpel 
n = jurnlah indivadu yang tepat diklasifikasikan 
k = jumlah dari group (kelompok) 
Nilat Press's Q 20 dibandingkan dengan ( z ,' ) = 3.84 I, ternyata nilai Press 's 
Q Jebih besar dari nilai cht-square, sehingga fungsi tersebut mempunyai kestabilan 
dalam melakukan pengelompokan. 
Dari uraian di atas secara empiris dapat dibuktikan bahwa fungsi Diskriminan 
yang dihasilkan dan penelitian ini mempunyai kekuatan untuk membedakan dan 
memprediksikan ketrampalan permainan tenis lapangan menjadi kategori "Baik'' dan 
"Sedang" dan mampu memprediksikan pada sampel yang berbeda atau dapat 
dikatakan valtd. 
b. METOOE KER~EL 
Metode Kernel merupakan salah satu metode nonparametrik dimana tidak 
memerlukan asumsi-asumsa tertentu dan dengan metode kernel sebenamya tidak 
diperlukan lagi asumsi mcngenat bentuk distribusi data yang akan dianalisis. (Seber 
1984) . .Jika distribusi masing-masing grup tidak memilik:i asumsi tertentu atau suatu 
asumsi kenormalan dilanggar, maka metode nonparametrik ini dapat digunakan untuk 
menduga peluang grup terscbut Dan metode nonparametrik lebih fleksibel dalam 
berbagai kasus yang terjadi dalam kehidupan sehari-hari (Holmstrom dan Sam 1997). 
Aturan ) ang digunakan dalam masalah pengklasiflkasian dengan met ode 
nonparametnk adalah besarnya probabilitas posterior dari vektor x untuk masuk 
kelompok tenentu 
Metode Kernel merupakan metode yang tergantung pada dua hal , yaitu 
pemilihan kernel (K) dan penentuan besamya bandwllh (h). Fungsi Kernel terdiri dari 
tujuh macam d1antaranya Um/orm, Tnangle, Epannechnikov, Quartic Bnve1ght. 
Tnwel!f.hl, Gausswn!Norrnal , dan Cosinus (Hardie, 1990). Fungsi Kernel Un!fvrm 
berbentuk histogram, diskontinu pada -I dan I serta tidak dapat diturunkan pada x,-h 
dan x;+h. Fungsi Kernel Triangle berbentuk segitiga, kontinu tetapi tidak dapat 
diturunkan pada x,-h dan x,+h. Fungsi Kernel Epannechnikov. Quartlc!BIWelght, 
Triwe1glu. CiWLISian!Normal, dan Cosinus lebih hal us dibandingkan dengan Uniform 
dan l'nan[l.le, tetapl yang menghasilkan taksiran paling bagus adalah fungsi Kernel 
Gaussian/Normal. Perh1tungan Kernel l:'panechmkov lebih mudah, tetapi tidak dapat 
duurunkan beberapa kali. Berdasarkan penjelasan tentang macam-macam kerneltadi , 
maka untuk metode Kernel pada kasus ketrampilan permainan tenis lapangan akan 
digunakan fungsi Kernel Normal. 
Data Training 
Setelah fungsi Kernel d1ketahui, selanjutnya ditentukan nilai parameter 
penghalusan yang optimal, dimana konstanta optimal A(~) tergantung pada Kernel 
K,. Dengan Kernel Normal ditentukan nilai A(K,) sebesar: 
A(Kt) = - 4 -2p +l 
Sehingga diperoleh 
A(Kt) z - 4 - = 0.8 
2 2+1 
~ 0.563 
Metode Kernel dengan Asumsi Matrik Varian Kovar ian sama 
Dengan metode Kernel (dapat dilihat pada lampiran 8B) ditunjukkan bahwa 
terlihat dari 37 obyek pcngamatan dari kelompok ketrampilan "Baik" tidak ada 
sebuah obyek (0%) yang masuk ke ketmmpilan permainan Ienis lapangan "Sedang" 
dan dari 25 obyek pengamatan dari kelompok ketmmpilan permainan tenis lapangan 
"Sedang'' ada 2 obyek (8.00%} yang masuk ke ketrampilan pennainan tenis lapangan 
"Baik". H.asil ketepatan pengklasifikasian dengan metode Kernel pada ketrampilan 
permainan ten is lapangan "Baik'' dan "Sedang" disajikan dalam Tabel4.4. 
Tabel ~.4. Hasil Klasifiluui Kerrampilan Permajnan Terns Lapangan menggunakan 
metode Kernel untuk Data Training (Asumsi Matrik Varian Kovarian 
Sam a) 
Klasifikasi Ketra mpilao Klasifikasi Ketrampilan olah raga 
olah raga teo is lapangan Ienis lapaos~an Prediksi Total 
1 Sebenarn)'a Baik Seda02 
Baik 37 0 37 
100.0% 0.00% 1 oo•'o 
Sedang 2 23 25 I 8.00% 92.0% 100% 
Sumber: lamporan 8B 
Hasil klasifikasi tersebul memberikan prosentase kesalahan pengklasifikasian 
sebesar 3.23% dan kctcpatan pengelompokkan secara keseluruhan sebesar 96.77 %. 
Untuk mengetahu1 apakah pengelompokan ketrampilan permaman tenis 
lapangan menjad1 ketrampilan "Baik" dan "Sedang" mempunyai tingkat akurasi yang 
tinggi. maka perlu dibandmgkan dengan chanf!e model (Cp..,), yang diformulasikan 
sebagai berikut : 
Ketramp1lan pennainan tenis lapangan "baik .. - p = 37/62 = 0.597 
Ketrampilan pennaman tems lapangan ·'Sedang'' = 23/62 = 0.371 
Proportional Chance Criterion (Cpro) 
c,.... = p ' +q' 
CP"' .. (0.597)l (0.371 )l - 0.356 + 0. 138 ; 0.494 
Maksimum Clumce Criterion (Cmax) 
Crn•< 37/62 0.597 
Dan hasil UJi di atas, dihasilkan nilai perubahan proportional (C.,..) sebesar 
49 4°o dan perubahan max1mum (Cmnl sebesar 59.7%. lni berarti bahwa hasil uji 
ketepatan pengelompokan yang sebesar 96. 77";o jauh eli atas batas tingkat akuras1 
yaitu mimmal sebesar C,., yang scbesar 59. 7%. Dengan demikian dapat disimpulkan 
bahwa tingkat pengelompokan ketrampilan pennainan tenis lapangan menjadi "Baik .. 
dan "Sedang" adalah ak urat 
Pcngujian selanjutnya yaitu menguji tingkat kestabilan dari fungsi yang 
dihasilkan untuk mengkaji apakah pengalokasian dari tiap sampel dalam kelompok 
relatif stabil atau tidak sebagai ak.ibat adanya perubahan perbedaan jumlah sampcl 
vang diteliti. Dengan menghitung nilai Q = {N - (ll • k)}' )•aitu: 
J , .... N(k - J) 
O = {62 (60 x2))' 
,...,, - 62(2 - I) 
54.25 
N Total sampel 
n = JUmlah mdh tdu yang tepat diklasifikasikan 
k - JUmlah dan group (kelompok) 
Ntlat Press's Q 54.25 dibandingkan dengan ( x.' ) = 3.84 I, temyata nilai 
Pnm 's Q lebih besar dari nilai clu-square, sehingga fungsi tersebut mempunyai 
kestabilan dalam membedakan dan memprediksikan ketrampilan permainan Ienis 
lapangan menjadt kategori "Baik" dan ''Sedang" dan mampu memprediksikan pada 
sampel yang berbeda atau dapat dikatakan valid. 
Metode Kernel Tanpa Asumsi Matrik Varian Kovarian sama 
Dengan metode Kernel yang dilakukan tanpa asumsi kesamaan matrik varian 
kovarian (dapat dilihat pada lampiran 8B) menunjukkan bahwa pengelompokan 
ketrampilan permainan tems lapangan "Baik" yang seharusnya terdapat 37 orang, 
tidak ada sebuah obyek (0°o) yang masuk ke ketrampilan pennainan tenis lapangan 
"Sedang". Sedangkan untuk pengelompokan ketrampilan permainan tenis lapangan 
"Sedang·· yang seharusnya terdapat 25 orang, temyata hanya terdapat 24 orang 
(96 00°o) dan sisanya sebanyak I orang (4.00%) masuk. dalam kelompok ketrampilan 
permainan tems lapangan "Baik". Secara nnci ketepatan klasifikasi pada ketrampilan 
permatnan Ienis lapangan "13aik" dan ketranpilan "Sedang" dapat dilihat pada Tabel 
4.5. berikut. 
Tabel 4.5. Hasil Klasifikasi Ketrampilao Permainao Tenis Lapaogao menggunakao 
metode Kernel untuk Data Tra ining (Asumsi Matrik Varian Kovarian Tidak Sama) 
Ketrampilan Klasifikasi 
olab raga te 
Sebenarn a 
Baik 
nls lapangan 
Sedang 
Sumber: lamp•ran 88 
Klasifikas i Ketrampilan olah raga 
tenis Iapan an Prediksi Total 
Ba ik Sedang 
37 0 37 
100% 0.00% 100% 
I 24 25 
-t.oo•. 96.00% 100% 
Hasil klasifikasi tersebut memberikan prosentase kesalahan pengklasifikasian 
yang disebabkan oleh faktor lain sebcsar 1.61% dan ketepatan pengelompokan secara 
keseluruhan sebesar 98.39 %. 
Untuk mengetahui apakah pengelompokan ketrarnpilan pennaman tenis 
lapangan menjadi ketrampilan " Baik" dan " Sedang" mempunyai tingkat akurasi yang 
tinggi , maka perlu dibandingkan dengan change model (Cpro). yang diformulasikan 
sebagai berikut : 
Ketrampilan permaman ten is lapangan "Baik" = p = 37/62 = 0.597 
Ketrampilan permaman ten is lapangan "Sedang" = 24/62- 0.387 
Proportio11al Cha11ce Criterlo11 (Cpro) 
Crro • (0.597)z + (0 387)2 0.356 + 0.149 = 0.506 
Maksimum Cha11ce Criterio11 (Cma~:) 
('- = (11 ~ + fv') X JO()O/o 
Cmn, - 37/62 ~ 0.597 
Dari hasil UJI dt atas. dihasilkan nilai perubahan proportional (Cp.0 ) scbesar 
50.6% dan perubahan maximum (C.,.,) sebesar 59.7%. Ini berarti bahwa hasil uji 
ketepatan pengelompokan yang sebesar 98.39% jauh di atas batas tingkat akurasi 
yaitu minimal sebesar c ... , yang sebesar 59. 7%. Dengan demik.ian dapat disimpulkan 
bah\\a tmgl..at pengelompokan ketrampilan permainan Ienis lapangan menjadi "Baik'' 
dan .. Sedang .. adalah al..urat. 
Pengujian selanJutnya vallu menguji tingkat kestabiJan dari fungsi yang 
dihasilkan untuk mengkaji apakah pengalokasian dari tiap sampel dalam kelompok 
relatif stabil atau tidak sebagai akibat adanya perubahan perbedaan jumlah sampel 
)rang diteliti. Dcngan menghitung ni lai . Q {N - (nd)}' yaitu : 
,_,.. N(k-1) 
) {62 - (61 X 2)}1 
, .. .,, Q 62(2 - I) 
r 5806 
N = Total sampel 
n - Jumlah individu yang tepat diklasifikasikan 
k ~ Jumlah dari group (kelompol..) 
Nilai Pre.\ \ ·., Q 58.06 dibandingkan dengan ( .l,' ) = 3.841, temyata nilai 
Pres.1 '1 Q lebih besar dan nilai clu-square, sehingga fungsi tersebut mempunyat 
kestabilan dalam membedakan dan memprcdiksikan ketrampilan permainan tenis 
lapangan menjadi kategori ''Baik" dan "Sedang" dan mampu memprediksikan pada 
sam pel yang berbeda atau dapat dikatakan valid. 
Datu Testing 
Setelah fungsi Kernel diketahui, selanjutnya ditentukan nilai parameter 
penghalusan yang optimal, dimana konstanta optimal A{K.) tergantung pada Kernel 
K,. Dengan Kernel Normal dltentukan nilai A(K.) sebesar : 
Sehingga diperoleh 
A(Kt ) - - 4 -
2p·rl 
A(Kt) = - 4- = 0.8 2 2 ~ I 
0.667 
Metode Kernel dengnn Asumsi Mntrik Varian Kovarian sama 
Dengan metode Kernel (dapat dilihat pada lampiran 98) ditunjukkan 
bahwa terlihat dari 9 obyek pengamatan dari kelompok ketrampilan "Baik" tidak ada 
sebuah obyek (0%) yang masuk ke ketrampilan pennainan Ienis lapangan "Sedang" 
dan dan I I obyek pengamatan dan kelompok ketrampilan permainan tenis lapangan 
"Sedang .. tidak ada obyeJ.. (0 00%) yang masuk ke ketrampilan permainan terns 
lapangan .. Baik'' Hasil kctepatan pengklasifikasian dengan metode Kernel pada 
ketramptlan olah raga tenis lapangan .. Batk .. dan ketranpilan ·'Sedang .. disajikan 
dalam Tabel 4.6. 
Tabel 4.6. Hasil Klasifikasi Ketrampilan Permainan Tenis Lapangan meoggunakan 
metode Kernel untuk Data Testing (Asumsi Matrik Varian Kovarian Sarna) 
Klasifikasi Ket rampilan Klasifikasi KetrampiJan olah raga 
olah raga ten is lapangan tenis Ia an an Prediksi Total 
Sebenarn a Baik Sedan 
Baik 9 0 9 
100.0% 0.00% 100°o I Sedang 0 11 II 
. 
o.oo• • 100.0% 100~. 
Sumber : lampiran 98 
Hast! klastfikast tt:rsebut memberikan prosentase kesalahan pengklasifikasian 
sebesar 0% dan ketepatan pengelompokkan secara keseluruhan sebesar \00%. 
Untuk mengetahui apakah pengelompokan ketrampilan pem1ainan tenis 
lapangan menjadi ketrampilan "Baik" dan "Sedang" mempunyai tingkal akurasi yang 
tinggi , maka perlu dibandingkan dcngan dwnKe model (Cpro), yang diformulasikan 
sebagat berikut : 
.,:-----
Ketrampilan permainan tenis lapangan ·'baik" = 9/20 = 0.45 
Ketramptlan permatnan tenis lapangan '·Sedang'' = 11/20 = 0.55 
Proportional Chance Criterion (Cpro) 
'~· p'+ q ' 
c "" (0.45): + (0.55): o.2o25 ... o.J025 ~ o.5o5 
Maksimum Chance Criterion (Cmax) 
C~. = (n_ + N) >< lOO% 
C"'"' - I 1/62 ~ 0.55 
Dari hasil uji d1 atas, dihasilkan ni lai perubahan proportional (Cpro) sebesar 
50.5% dan perubahan maximum (C.,.,) sebesar 55%. lni berarti bahwa hasil uji 
ketepatan pengelompokan yang sebesar I 00% jauh di atas batas tingkat akurasi yaitu 
mmimal sebesar c .. , yang sebesar 55°'o. Dengan demikian dapat disimpulkan bahwa 
tingl..at pengelompol..an ketrampllan pennaman tenis lapangan menjadi "Baik" dan 
.. Sedang" adalah akurat 
PenguJian selanjutnya ya11u menguji ungkat kestabilan dari fungsi yang 
dihasilkan untuk mengkaji apakah pengalokasian dari tiap sampel dalam kelompok 
relatif stabil atau tidak sebagai akibat adanya perubahan perbedaan jumlah sampel 
)•ang diteli ti. Dengan menghitung nilai Q = {N - (nxk)}' vaitu : 
"'" ' N(k - I) -
. {20 (20 x 2)}' 
lw"'' Q - 20(2 - J) 
- 20 
N = Total sampel 
n = j umlah ind1vidu yang tepat diklasifikasikan 
k - jumlah dari group (kclornpok) 
Nilai Pre..1.1 ·., (J - 20 d1bandmgkan dengan ( z ,' ) = 3.841, temyata nilai Press ·~ 
Q lebih besar dan mla1 d 1Hquare, sehingga fungsi tersebut mempunyai kestabilan 
dalam membedakan dan memprediks1kan ketrampilan permainan tenis lapangan 
menjadi kategori "Ba1k" dan ··sedang" dan mampu memprediksikan pada sampel 
yang berbeda atau dapat dikatakan vahd. 
Metode Kernel Tanpa Asumsi Matrik Varian Kovarian sama 
Dengan metode Kernel yang dilakukan tanpa asumsi kesamaan matrik varian 
kovarian (dapat dilihat pada lampiran 98) menunjukkan bahwa pengelompokan 
ketrampilan pennaman ten1s lapangan "Baik'' yang seharusnya terdapat 9 orang 
(66.67°o), ada 3 obyek (33 33°'0) yang masuk ke ketrampilan pennainan tenis 
lapangan ··sedang·· Sedangkan unruk pengelompokan ketrampilan permainan terns 
lapangan ·'Sedang" yang seharusnya terdapat II orang, temyata hanya terdapat 10 
orang (90 91%) dan sisanya sebanyak I orang (9.09%) masuk dalam kelompok 
ketrampilan pennainan tenis lapangan "Baik". Secara rinci ketepatan klasifikasi pada 
ketrampilan pennainan tenis lapangan "Baik" dan ketrampilan "Sedang" dapat dilihat 
pada Tabel 4. 7. bcrikut. 
Tabel 4.7. Hasil KJaslflkasi Ketrampilan Permainan Teois Lapangan menggunakan 
metode Kernel untuk Oata Testing (Asumsi Matrik Varian Kovarian Tidak Sama) 
Klasifikasi Ketrampilan Klasifikasi Ketrampilan olab raga 
olah raga ten is lapangan ten is Iapan an Prediksi Total 
St!benarnya Baik Sedan2 
Baik . 6 ~ ..) 9 
66.67°'0 33.33% 100% 
Sedang ! I I 10 I I L,_ 9.09% 90.91% - too•. 
Sumber: lamporan 98 
Has1l klasifikasi tersebut memberikan prosentase kesalahan pengklasifikasian 
yang disebabkan oleh fal..1or lain sebesar 20% dan ketepatan pengelompokan secara 
keseluruhan sebesar 80 %. 
Untuk mengetahui apakah pengelompokan ketrampilan permaman tenis 
lapangan menjadi ketrampilan "Baik" dan "Sedang" mempunyai tingkat akurasi yang 
tinggi , maka perlu dibandingkan dengan chanf!.e model (Cp,0) , yang difonnulasikan 
sebagai berikut : 
Ketrampilan permainan ten is lapangan "baik" = 6120 = 0.3 
Ketrampilan permainan ten is lapangan "Sedang" = 10/20 = 0.5 
Proportio11al Chance Criterion (Cpro) 
(' p' -q' 
Crco (OJ)~- (0.5): 0.09 + 0.25 = 0.34 
Muksimum Chance Criterio11 (C'max) 
C~. = Cn_ +N) x JOO% 
Cm.x - I 0/20 0.5 
Oari hasil uji di atas, dihasilkan nilai perubahan proportional (CPI,) sebesar 34% 
dan perubahan maximum (Crn.,) sebesar 50%. lni berarti bahwa hasil uji ketepatan 
pengelompokan yang sebesar 80% jauh di atas batas tingkat akurasi yaitu minimal 
sebesar Cma, yang sebesar 50%. Dengan demikian dapat disimpulkan bahwa tingkat 
pengelompokan ketrampilan permainan tenis lapangan menjadi .. Baik .. dan "Sedang .. 
adalah akurat. 
Pengujian selanJutnya yallu menguJi tingkat kestabilan dari fungsi yang 
dihas1lkan untuk mengkaJi apakah pengalokasian dari tiap sampel dalam kelompok 
relatif stabil atau tidak sebagai ak1bat adanya perubahan perbedaan jumlah sampel 
d. I D h. ·1 . {N -(nxk))' . Yang 1te 1t1. engan meng llung nt a1 . Q ya1tu: 
·-· N(k -1) 
) {20 - (16x2)}' 
,_ .. , Q 20(2- I) 
= 7.2 
N = Total sampel 
n - jumlah individu yang tcpat diklasifikasikan 
k - jumlah dari group (kclompok) 
Nila1 Pr~t.~., ·., Q - 7.2 d1bandmgkan dengan ( z ' ) = 3.841, temyata nilai Press's 
Q lcbih bcsar dan mlai clu->quarl!, sehmgga fungsi tersebut mempunyai kestabilan 
dalam mcmbcdakan dan mcmpred•ks1kan kerrampilan pennainan tenis lapangan 
menjadi kategori "Baik" dan "Sedang" dan mampu memprediksikan pada sampel 
yang berbeda atau dapat dikatakan valid. 
c. METODE ANN 
Metode ANN merupakan salah satu metode nonparametrik yang tidak 
memerlukan asumsi-asumsi terteniu. Pada program S-Plus, nilai SSE minimum dapat 
diperoleh bi la penentuan inisialisasi weight awalnya tepat sehingga kekonvergenan 
dapat segera tercapai. lnial1sasi pembobotan akan dibangkitkan secara random dari 
nilai range yang ditentukan yaitu [-0. 1,0.11. maximum iterasi sebanyak 200 dan untuk 
lebih mempercepat kekonvergenan pada fungsi nnet juga ditentukan dari rulai weight 
decaynya yatuu 0.0005. 
Pencntuan arsuektur ANN optimal dilakukan dengan menemukan hidden 
optimal berdasarkan kntena pembanding. Penentuan ini dilakukan dengan trw/ error 
dari hidden I hingga hidden node 8. Hasil dari penentuan tersebut dapat dilihat pada 
fabel4.8. 
Ta bel 4.8. llasil Trial dan Error uotuk Arsitektur ANN Optimal 
Hidden AIC sac BIC I MS£ I SSE I 'I'Cide 
- I 
-839.6679 
-808.6556 -797.6556 0.00 I 052983 0.1189871 
2 -831 1797 -774.7741 -754.7741 0.001059718 0.1102107 
~ 
.) 
-809.1781 -727.3899 
-698.3899 0.001198162 0.1138254 
4 
-100.6345 6.536152 44.53615 0.3469627 29.8388 
l 
I 5 -844.3244 -711.7712 -664.7712 0.0008328508 0.06412951 
I 
6 -819.0285 -661.0927 -605.0927 0.001000235 0.06801599 
I 
7 -875.6187 -6923004 -627.3004 0.0006317074 0.03727073 
L_ 8 -813.141 -604.4402 -530.4402 0.00 I 067028 0.05335138 
Berdasarkan prinsip parsimoni maka akan dipilih jumlah hidden node dimana 
nilai SBC, l31C, dan BIC yang nilainya paling minimum karena kriteria-kriteria ini 
sangat peka terhadap besarnya observasi efekti[ Nilai SSE dianggap kurang mewakili 
karena nilai SSE ccnderung akan semakin kecil dengan semakin banyaknya 
parameter Padahal berdasarkan pnnstp parsimoni. model yang terbaik untuk dipilih 
adalab model dengan scmakm sedtkitnya parameter. 
Dan dari hasil pengolahan dengan menggunakan S-PLUS 2000 (dapat dilihat 
pada lamplflln 6B) dapat dilihat hahwa arsuektur optimal pada metode ANN dengan 
menggunakan vanabel-vanabel terbatk dan metode Diskriminan adalah MLP(6.1,2) 
yang mempunyat II jumlah wetghts, dimana ada 7 we1ghts dari input node ke hidden 
node, 2 weights dari hidden node kc output node, dan 2 weighls dari input node ke 
output node. Arsitektur optimal ini dipilih berdasarkan nilai AIC sebesar -839.6787, 
BIC sebesar -797.6556, dan SBC sebesar -808.6556. 
Data 1'rai11i11g 
Dari hasil anal•s•s dapat diketahui bahwa tidak ada pengamatan yang salah 
diklasiflkasikan (dapat d11lhat pada lampiran 78). Sehingga terlihat dari 37 obyek 
pengamatan dan kelompok kerrampilan "Ba1k" tidak ada sebuah obyek (0%) yang 
masuk ke ketramp1lan pennaman tenis lapangan ·'Sedang" dan dari 25 obyek 
pengamatan dan kelompol.. ketrampilan permainan ten is lapangan "Sedang" tidak ada 
sebuah obyek (0°o) yang masul.. ke kerrampilan permainan tenis lapangan "Baik··. 
Sehingga pengelompokannya memberikan tmgkat ketepatan pengelompokan 
ketrampilan permainan ten is Japangan menjadi 2 ( dua) kelompok sebesar 100% dan 
prosentase kesa lahan klasitikasi sebesar 0.00%. 
Untuk lebih jelas masalah ketepatan klasifikasi dan kesalahan pada kerrampilan 
olah raga tenis lapangan "Baik" dan ketrampilan "Sedang" dapat dilihat pada Tabcl 
4. 9. berikul. 
Tabel4.9. Has il Klasifikasi Kerrampilan Permainan Tenis Lapangan 
meoggunakan merode AN:'tl unruk Data Training 
Klasifikasi Ketrampilan 
olab raga tenis lapangan 
, ~bcoarnya 
Baik 
Sedang 
Sumber: lampiran 78 
Klasifikasi Ketrampilan olab raga 
tenis lapangan Prediksi 
Baik Seda 
37 0 
IOO.O"o 0.00% 
0 25 
ooo•'<> 100.00% 
Total 
37 
100% 
25 
100% 
Untuk mengetahu1 apakah pengelompokan ketrampilan permainantenis lapangan 
menjadi kctrampilan "Baik" dan "Scdang" mempunyai tingkat akurasi yang tinggi , 
maka perlu dibandingkan dengan chan~e model (Cp,.,), yang diformulasikan sebagai 
berikut : 
Ketramp1lan permainan Ienis lapangan "baik" = 37/62 = 0.597 
Ketramp1lan permainan Ienis lapangan "Sedang" = 25/62 = 0.403 
Proportional Cltance Criterion (Cpro) 
c,.. =p +q' 
c.... (0.597)~ + (0.403f 0 356.,. 0.162 = 0.5 18 
Maksimum Chance Criterion (Cmax) 
(' =(11 + N)xiOO% 
..... "'""' 
c""'' = 37/62 =- o.597 
Dari hasi l uji di atas, dihasilkan nilai perubahan proportional (Cpro) sebesar 
51.8% dan perubahan maximum (C .. ,") sebesar 59.7%. lni berarti bahwa hasil uji 
kelepatan pengelompokan yang sebesar 100% jauh di atas batas lingkal akurasi yailu 
minimal sebesar C...,, yang sebesar 59.7%. Dengan demikian dapat disimpulkan 
bahwa tingkat pengelompokan 1-elrampilan permainan Ienis lapangan menjadi "Baik" 
dan ··sedang" adalah akurat 
Pengujian selanjumya yauu rnenguJ• tmgkat kestabilan dari fungsi yang 
dihas1lkan untuk rnengkaJ• apakah pengalokasian dati tiap sampel dalam kelompok 
relatif stabil atau tidak sebagai akibal adanya perubahan perbedaan jumlab sampel 
yang ditelill. Dengan mengbitung nilai _ Q {N - (llxk)}' yaitu • 
' N(k-1) 
Q _ {62 (62x2)}' 
,.,.,., 62(2 - 1) 
= 62 
N - Total sampcl 
n = jumlah individu yang tepat dik lasifikasikan 
k - JUmlah dan group (kelompok) 
Nila1 PreJs ·s Q 62 d1bandingkan dengan ( x, ) - 3.841 , ternyata nilai Press·,, 
Q leb1h besar dari mlai dn-1quare, sehmgga fungsi tersebut mempunyai kestabilan 
dalam membedakan dan mempred1kslkan ketrampilan permainan Ienis lapangan 
menjadi kategon "Balk" dan "Sedang'' dan mampu memprediksikan pada sampel 
yang berbeda atau dapal dlkatakan valid. 
Data Testillfl 
Dari has•l analisis dapa1 diketahui bahwa lidak ada pengamatan yang salah 
dlklasifikasikan (dapal dilihat pada lampiran 78). Sehingga terlihat dari 9 obyek 
pengamatan dari ke lompo~ ketrampilan "Baik" ada I obyek yang masuk ke 
kerrampilan olahraga tenis lapangan "Sedang" dan dari I I obyek pengamatan dari 
kelompok ketramp1lan olahraga tenis lapangan "Sedang·· tidak ada sebuah obyek 
(0°1o) yang masuk ke ketrampilan olahraga Ienis lapangan "Balk''. 
Sehmgga pengelompokannya mcmberikan tingkat kelepatan pengelompokan 
ketramp1lan permainan tenis lapangan menjadi 2 (dua) kelompok sebesar 95% dan 
prosentasc kesalahan klas1fikasi sebesar 5° o. Untuk lebih jelas masalah ketepatan 
klasifikas1 dan kesalahan pada ketrampilan olah raga tenis lapanb'lln ··Baik'' dan 
ketrampilan "Sedang" dapal dilihat pada Tabel4.10. berikut. 
Tabel 4.!0. Hotsil Klasifikasi Ketrampilan Penna.inan Tenis Lapangan 
menggunakan metode ANN unruk Data Testing 
Klasifikasi Ketrampilan Klasifikasi Ketrampilan olab raga 
I olab raga tenis lapangan Ienis lapa~an Prediksi Total 
1 Sebenarnya Baik Sed a~ r 
Baik 8 I I I 9 89.9°o 11.1% 100°~ 
Sedang 0 I II I I I o.00°'o 1oo:oo% 100% 
Sumber: larnporan 78 
Untuk mengetahu1 apakah pengelompokan ketrampilan permainan tenis 
lapangan menjadi ketramp1lan ··Baik" dan "Sedang" rnempunyai tingkat akurasi yang 
tinggi, maka perlu dibandingkan dengan change model (Cr,ro), yang diformulasikan 
sebagai berikut : 
Kctrampi lan permainan tenis lapangan "baik" = 8/20 = 0.4 
Ketrampilan permainan tenis lapangan "Sedang"- I 1/20 = 0.55 
Proportio11al Cha11ce Criterio11 (Cpro) 
('~ = p' - q' 
c ..... - (0.4)1 + (0.55)~ 0.16 + 0.3025 = 0.4625 
Moksimum Cho11ce Criterio11 (Cmax) 
Cmo, =- I 1.20 0 55 
Dari hasi l UJI d1 atas. dihasilkan nilai perubahan proportional (C .... ) sebesar 
46.25% dan perubahan maximum (Cmu,) sebesar 55%. Ini berarti bahwa hasil uji 
ketepatan pengelompokan yang scbesar 95%jauh di atas batas tingkat akurasi yaitu 
minimal scbcsar C,., yang sebesar 55%. Dcngan demikian dapat disimpulkan babwa 
tingkat pengelornpokan ketrarnpilan permainan Ienis lapangan menjadi "Baik'' dan 
"Sedang" adalah akurat 
PenguJian selanJutnya yauu menguji tingkat kestabilan dari fungsi yang 
dihasilkan untuk mengkaJI apakah pengalokasian dari tiap sampel dalam kelornpot.. 
relatif stab1l atau udak sebagai akibat adanya perubahan perbedaan jumlah sarnpel 
yang diteliu. Dengan menghuung mla1 ,.....Q = {N.~~::)l}' yaitu : 
Q {20-(19•2)}' 
,..... 20{2 - l) 
- 16.2 
N = Total sarnpel 
n = jurnlah individu yang tepat diklasitikasikan 
k = jurnlah dari group (kelompok) 
Nilai Press's Q - 16.2 dibandingkan dengan (.r.,' ) = 3.841, tcrnyata nilai 
Pr.!s!> 's Q lebih besar dan nila1 ,·hi-square, sebingga fungsi tersebut mempunyai 
kestabilan dalam mernbedakan dan mempredi.k.sikan ketrarnpilan permainan Ienis 
lapangan menJadi kategori "Bait.." dan "Sedang·· dan mampu memprediksikan pada 
sampel yang berbeda atau dapat dikatakan valid. 
Sccara garis besar dapat disimpulkan scbagai berikut : 
llnt uk Data Training 
Tabei4.1J. Tabel Ketepatan Klasifikasi untuk Data Training 
- Metode I Hit Ratio PRESS'SQ 
Diskrimman ' 100% 62 
Kernel 98 39°'. 58.06 
ANN 100% 62 
-
Dari hasil analis1s mcnunjukkan bahwa ketepatan klasifikasi untuk metode 
D1skriminan sebesar I 00%, untuk pcngelompokan metode Kernel sebesar 98.39% dan 
untuk metode ANN sebesar 100%. Sedangkan untuk uji kestabilan model 
mcmmjukkan bahwa pada metode Diskriminan ni lai Press' s Q sebesar 62, metode 
Kernel scbcsar 58.06 dan metode ANN sebesar 62. 
llntuk Data Testing 
Tabei4.J 2. Tabel Ketepatan Klasifikasi untuk Data Testing 
Metode rut Ratio PRESS'SQ 
......_ 
Disknminan 100% 20 
Kemd 80°'. I 7.2 
I ANN 95°11 16.2 
Dari has1l anahsis data tesung menunjukkan bahwa ketepatan klasifikasi pada 
metode Dtskriminan sebcsar I 00%, metode Kernel sebesar 80% dan metode ANN 
sebesar 95%. Sedangkan untuk uji kcstabilan model menunjukkan bahwa pada 
metodc Diskriminan nilai Press 's Q sebcsar 20, metode Kernel sebesar 7.2 dan 
metode ANN scbesar 16.2. 
Oalam membandingkan ketepatan klasifikasi yang merupakan kesimpulan 
dalam pengelompokkan akan lebih baik jika pada pendekatan metode Kernel 
menggunakan matrik vanans kovarians yang tidak sama dikarenakan pada anahs1s 
diskriminan asums1 vanans kovarians belum terpenuhi. Tingkat ketepatan 
pengelompokan ketrampilan olah raga tenis lapangan .. Baik'' dan "Sedang" dengan 
metode D1sknmman hnear F1sher. metode Keme~ dan metode ANN pada data testing 
menunjukkan bahwa pada kasus 1111 metode yang lebih baik dipergunakan adalah 
metode D1skriminan. 
Hal ini kemungkinan disebakan karena terlalu sedikitnya pengamatan pada 
kasus ini yang berakibat metode yang paling baik digunakan adalah metode 
parametrik (metode diskriminan). Dan dari hasi l analisis menunjukkan bahwa analisis 
ANN lebih baik dibanding dengan pendekatan metode Kernel dalam masalah 
pengelompokkan ketrampilan permainan tenis lapangan. Tetapi metode Kernel juga 
merupakan alternauf lain dalam masalah klasifikasi, khususnya jika tidak melibatkan 
asumsi-asumsi yang ketat (seperti distribusi multinormal dan matriks varians 
kovarians ). 
I ) J 
BAB V 
KESIMPULAN DAN SARAN 
5.1. Kesimpulao 
BAB Y 
KESI :'\'I PULA~ OA~ SARA~ 
Dan hasil analists dan pernbahasan basil penelitiao yang telah dilakukao, dapat 
diarnbil beberapa kesirnpulan sebagai beril.:ut : 
I. Faktor-faktor pcmbeda yang mempengaruhi ketrampilao pennainan tenis 
lapangan pada Fakultas lhnu Olahraga Universitas Negeri Manado (FTO-UNTMA) 
adalah kekuatan otot lcngan, daya tahan otot lengao, daya tahan otot tungkai, V02 
max, reaksi tangan, dan kclincahan. 
2. Pada kasus ini model yang dipergunakan sebagai acuan untuk ketepatan 
kalsilikasi pada data testing dan data training adalah model yang dihasilkan dari 
metode Dtskriminan. I lal ini disebabkan karena metode Diskriminan terdapat 
suatu asumsi-asumsi tcrtcntu yang harus dipenuhi untuk membentuk suatu model, 
yaitu data hants berdistribusi normal dan matrik varian kovarian sama. 
3. Dari hastl anahsts data training menunJukkan bahwa ketepatan klasifikasi untuk 
met ode Dtskrimman sebesar I 00~., untuk pengelompokao metode Kernel sebesar 
98.39"o dan untuk metodc ANN sebesar 100°'o. Sedangkan untuk uji kestabilan 
model menunJukkan bahwa pada metode Dlskriminan nilai Press's Q sebesar 62, 
metode Kernel sebesar 58.06 dan metode ANN sebesar 62. Dari hasil analisis data 
testing menunjukkan bahwa ketcpatan klasifikasi pada metode Diskriminan 
sebesar 100%, mctodc Kernel sebesar 80% dan metode ANN sebesar 95%. 
Sedangkan untuk UJi kestabilan model menunjukkan bal1wa pada metode 
diskrirninan nilai Press's Q scbesar 20, metode Kernel sebesar 7.2 dan metode 
ANN sebesar 16.2. Sehmgga dapat disimpulkan bahwa metode Diskriminan pada 
l...asus im men1pakan rnetode yang leb1h baik digunakan d.aripada metode metode 
D1sknrnman dan Kernel Dan hal m1 dibul:tikan dengan uji kestabilan model yang 
rnenujukkan bah\\ a mla1 Press' s Q d.ari metode Diskriminan lebih besar d.aripada 
metode yaog lam 
5.2. Saran 
Sebaga1 tmdak lanjut dari penelitian 1m, penulis mernberikan beberapa saran 
sebaga1 benkut : 
I. Dalam kcnyataannya sering dijumpai babwa data yang kita peroleh tidak 
memenuhi asumsi kcnormalan dan varians yang tidak homogen, sehingga untuk 
memperoleh infonnasi dari data yang ada diperlukao suatu pendekatan 
nonparametrik salah satunya rnctode Kernel dan ANN. 
2. Studi lanjut dapat dilakukan dengan menggunakan resarnpling pada data lebih 
dan I (satu) kah pada masing-masing metode untuk mengetabui perbandingan 
kesesuaian klasifikasi dari masmg-masing metode. 
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LAMP IRAN 
Lampiran I 
Data Pengelompokao Ketrampilao Permainan Teois Lapa ogan 
kelomPOk 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
I 
I 
X1 
23.0 
22.2 
22.0 
22.7 
22.0 
24.0 
19.0 
18.0 
17.0 
16.0 
19 0 
21 .0 
17.0 
19.0 
20.5 
17.5 
16.5 
16.0 
18.3 
19.6 
19.5 
20.6 
21.7 
218 
20.4 
195 
18.7 
19.8 
20.2 
21 .8 
20.0 
19.0 
17.6 
16.4 
17.0 
19.0 
19 7 
20.0 
198 
20.9 
18 6 
19.4 
18.1 
20.2 
19.3 
19.4 I 
X2 X3 X4 
42.95 170.21 44.00 
42 80 169.35 40.50 
42.60 168.00 42.20 
44 10 172.00 43.60 
42.50 170.00 40.10 
43.60 173 10 4310 
3840 15040 3800 
35.10 145 30 34 20 
34 12 135 70 3300 
3550 132 30 32 ()() 
3910 15082 38.10 
4225 167 20 39.60 
35.20 137.42 32.50 
3915 155.10 38.40 
43.00 165.20 39.00 
3610 140.95 33.00 
37.42 133.90 32.25 
36.21 135.10 31.50 
38.10 140.70 35.20 
40 50 I 154.20 37.40 
4010 153.30 37.00 
42.80 16010 38.50 
43.90 161 32 38.60 
4480 16040 3860 
41 75 158 20 38 ()() 
39 50 152 60 37 50 
37.90 147 10 36 40 
39 60 152 10 37 60 
40.50 155.20 38.40 
41 .10 161 .60 3910 
41.10 156.20 3900 
38.72 158.10 37.00 
36.50 147.22 32.70 
35.80 14810 3200 
36.30 147.85 33.80 
38.29 150.10 35.60 
3955 155 00 3620 
41 40 157 00 3850 
4050 15310 3910 
41 60 164 50 4020 
3775 14920 3400 
39.56 156.10 38. 10 
35.70 152.20 34.52 
41 .50 165.00 40.10 
40 10 152.20 37.70 
41 .28 1 157.10 38.80 
X5 
150.20 
149.36 
148.10 
152.00 
150.10 
153.00 
130.40 
125.50 
115.60 
112.10 
130 75 
147 20 
117.30 
135.00 
145.10 
120.90 
113.95 
115.00 
120 80 
134.25 
133.10 
140.00 
141.28 
140.30 
138.10 
132.50 
128.50 
13320 
136.10 
140.40 
135.10 
129.00 
128.10 
126.30 
125.00 
13042 
136.12 
138.00 
134.40 
145.60 
127.80 
137.10 
132.40 
146.00 
133.90 
136.80 
I 
I 
X6 
116 
117 
114 
115 
115 
116 
106 
104 
100 
99 
108 
114 
100 
107 
106 
104 
102 
100 
105 
108 
109 
110 
113 
113 
112 
108 
106 
109 
112 
113 
110 
105 
104 
103 
102 
107 
109 
110 
104 
110 
105 
106 
103 
109 
109 
110 
2 80 22 93 118.20 29.10 96.95 93 
2 92 23 74 117.10 28.20 97.80 95 
2 16 3 31 56 136.10 32.00 115.90 104 
2 15 0 2900 13300 31.00 114.32 103 
2 14 2 27 40 130 17 30.45 112.25 102 
2 17.3 31 43 12918 3270 118.30 106 
2 102 2460 122 91 2970 102.10 93 
2 66 2087 117 00 2880 96.50 91 
2 59 2050 11629 2710 95.40 90 
2 12 4 27 75 127 00 2980 10610 96 
2 13 7 28 91 13813 3010 116.20 100 
2 105 24 42 12800 2925 107.36 95 
2 11 6 24.02 116.80 3040 9790 98 
2 14 0 2885 130.S2 30.10 109.80 100 
2 15 0 31 46 125.00 32.00 104.70 103 
2 14 6 30.12 127.31 31 .10 106.30 1 102 
2 156 3538 138.10 31 .50 117.50 107 
2 18 2 41 19 139.40 32.40 118.20 105 
2 13 4 2889 125.00 30.00 116.10 102 
2 136 2810 124 20 3010 115 50 99 
2 12 8 2632 125.30 29.50 104.10 97 
2 14 2 I 29.50 129.36 31.00 108.20 101 
2 17.9 36 21 131.24 33. 10 110.10 103 
2 9.2 21 90 119.62 28.10 99.52 96 
2 13.5 2763 126.70 30.50 106.00 102 I 
2 14.0 2836 128.90 31.25 108.00 101 
2 15 2 30 81 127.82 31.76 109.00 104 
2 16.2 32.40 139.90 32.10 119.00 105 
2 15 3 3068 128.10 31 25 107.00 103 
2 14.5 27.34 127 00 3016 106.10 102 
2 12.5 2569 123 00 1 2910 102.20 100 
2 11 0 22 40 119 10 2830 100.50 98 
2 10.2 21 15 120.20 28.26 99.40 97 
2 75 16 37 118 97 28.10 98.50 92 
2 82 17 50 116 70 29.10 94.80 93 
2 12.5 2520 12410 3000 103.00 95 
Lanjutan 
X7 X8 X9 X10 X11 
18 507 605 51 5.60 
17 51.3 6.15 51 610 
17 502 6.12 4.3 585 
18 51 8 6.10 4.6 570 
17 500 6.01 47 5.50 
19 523 610 42 520 
15 451 650 8.8 660 
14 44.2 6.60 8.2 734 
13 43 2 662 10 0 7.50 
11 42 4 6.78 9.2 7.80 
15 48.6 6.54 7.9 6.96 
16 49.7 6.12 5.4 5.84 
' 14 43 2 666 7.7 7.60 
15 I 49.3 650 6.8 6.20 
16 I 50.2 640 5.2 6.10 
14 44.6 6.60 8.9 7.40 
12 43.7 6.74 8.2 7.91 
10 42.5 6.76 7.8 7.72 
14 46.2 669 6.9 7.10 
16 47.3 6.48 5.7 6.74 
15 47.1 650 5.6 6.82 
16 48.7 6.36 5.1 640 
17 495 628 4.8 6.37 
16 496 620 4.9 6.30 
15 483 646 5.3 6.50 
15 47.2 6.52 5.5 6.98 
14 464 665 5.7 7.20 
16 47 5 650 5.4 6.42 
17 482 640 5.1 6.25 
18 491 6.30 4.6 5.75 
18 502 625 49 670 
16 488 6.54 5.6 6.90 
15 47.5 6 74 67 7.56 
13 452 6.80 7.8 7.80 
12 465 6.70 6.8 740 
14 438 6.50 5.6 6.74 
15 47 4 6.48 5.2 6.70 
16 493 6.45 5.1 6.75 
15 47 3 6.48 5.3 6.90 
16 495 6.30 5.2 6.60 
14 46 7 6.60 6.2 7 25 
17 47.5 6.50 6.0 6.98 
14 452 6.65 7.1 7.45 
18 44 3 6.40 6.3 6.38 
15 49.5 6.55 5.6 6.99 
15 49.9 6.54 57 6.70 
8 36.1 7 07 9.1 8.10 
8 36.3 7.05 9.6 8.09 
11 402 6.70 9.7 7.10 
10 39.3 6.78 59 6.98 
12 402 6.75 63 708 
13 441 680 5.6 6.85 
8 362 672 92 807 
7 357 708 104 8.16 
7 342 7 10 10.2 5.20 
9 37 9 700 84 7.09 
10 392 696 81 710 
7 353 699 9.3 7.86 
8 362 688 8.7 770 
10 39 7 680 6.5 6.90 
11 401 6.75 6.3 6.67 I 
10 382 6.74 6.1 6.70 
11 38.3 7.72 5.8 6.85 
12 42.1 6.70 53 6.65 
10 37.5 7.10 7.2 7.40 
11 37.3 7.06 7.5 7.15 
9 362 6.90 8 1 7.04 
12 381 6.82 6.7 7.08 
10 42.6 6.70 5.1 6.70 
9 36.5 704 9.8 8.08 
10 38.6 7 09 7.4 7.20 
11 37 8 6.85 7.2 7. 14 
12 38.7 6 79 6.7 7.02 
11 43.5 6.75 5.2 6.70 
10 39.9 6.70 6.2 6.80 
10 382 6.90 7.3 6.99 
9 37.1 7.10 8.4 770 
8 35.9 6.98 9.2 8.06 
8 368 7.10 9.3 8.07 
L: 368 7.08 9.8 8.12 369 706 92 8.10 364 694 8.2 7.60 
Keterangan : 
X - Kelentukan pmggang (Cm) X9 = Kcccpatan lari 50 meter (detik) 
X" Kekuatan otot lengan (Kg) X10 - Reaksi tangan (em) 
x, Kckuatan otot tungkai (Kg) X11 = Kelincahan (detik) 
X. - Kckuatan genggaman (Kg) 
X 5; Kekuatan otot punggung (Kg) 
X"- Daya tahan otot rungkai 
X, - Daya tahan otot lcngan 
X~ e Vo2 max (litcr/BB/menit) 
Lampiran 2A 
Program l'ji ~ultinormal 
macro 
mnormal x 1-x p 
mcolumn x 1-x p xgalatx 1-xgalat). p du dJ q PJ skor 
mconstant 1 n p xrata 1-xrata.p totskor luasbag 
mmatnx s st xgaxrata xgxnr mmula mfinal 
noecho 
let n- count(x.l) 
cova x. l-x.p s 
inve ssi 
do i= l:p 
let xrata. i=mean(x. i) 
let xgalatx.i x i-xrata.i 
enddo 
copy xgalatx. 1-xgalatx p xgaxrata 
tran xgaxrata xgxnr 
mult ).gaxrata si mmula 
mult mmula xgxrtr mfinal 
dJag mlinal du 
sort du dJ 
do i~ l ·n 
let pj(i}:(i-0.5)/n 
end do 
brief I 
invcdfpj q; 
chisq p. 
'" 
plot dJ*q: 
symbol. 
title "Plot data UJI mulunonnal" 
do i= l.n 
if dj(i)<q(i ) 
let skor{ i 1 I 
else 
let skor(i)-0 
end if 
end do 
let totskor=sum(skor) 
let luasba~totskor/n*l 00 
note HO:Data bcrdistribusi multmormal 
note HI :Data tidak berdistribusi multi normal 
name luasbag- 'Daerah dibawah Chi Square(%)=' 
print I uasbag 
1fluasbag< 50 
note Keputusan : Tolak HO 
note data udal. berd1stnbu~1 multmonnal 
else 
note Kt!putu~n gaga I tolak HO 
note data berd1stnbus1 mulunonnal 
endif 
note 
endmacro 

Lampiran 3 
Tabel Mean dan Standar Oevia~i 
Group Stabsbes 
Kt:kulltan otM tungkal 10.463839 48 48000 
t<..cuM8n gotl"'gQQ!'I"!II"' 3,176487 48 48000 
KeluJMin otot punggung 10.579613 48 48000 
Oeya tahen oto1 tungieal 4,749218 46 48000 
Oaya 1ahln otot lengan 1,916745 46 48000 
V02max 2,593441 46 46000 
K~patan lerl 50 m ,210121 46 48000 
RNkli tangan 1,435802 46 46.000 
.669734 
3,171560 
Kekuatan otot Jtngan 5,141364 36.000 
l<tkuiiAio otot tungkal 6.785714 36 36,000 
Kekullan ~nggaman 1,468798 36 36.000 
Kekvetan otot punggung 7,364039 36 36,000 
Oeya tahan otot tungkai 4,569308 36 36,000 
Oaya tahan otot loogan 1,643651 36 36.000 
V02max 2,313293 36 
Kecepaten len SO m 149645 36 
Reakli tangan 
Kekuetan ocot rungkaw 82 
Kekuetan g•nggaman 82 82,000 
Kekuatan ocor punggung 18,555192 82 82.000 
Oayo tohan otot tunglca 6,367591 82 82.000 
Otyo tohon otot -· 3,350835 82 82,000 
V02max 5284605 82 82.000 
K.._lto50m 288740 82 82.000 
RNI<Ji tongon 
Keu,canan 
Lampiran 4 
Tabel Wilks Lambda untuk Perbedaan Rata-Rata Kelompok 
Tests of Equality of Group Means 
Wilks' 
Lambda F df1 
Kelentukan pmggar19 359 142,833 1 
Kekuatan ototlengan 289 196,392 1 
Kekuatan otottungkao 292 194,256 1 
Kekuatan genggaman ,344 152.515 1 
Kekuatan otot punggung ,312 176,100 1 
Daya tahan otot tungkal ,532 70,504 1 
Daya tahan otot lengan 286 199,966 1 
V02max 217 289,348 1 
Kecepatan lari 50 m ,411 114,839 1 
Reaksl tangan ,774 23,407 1 
Kehncahan 848 14,294 1 
Lampiran 5 
llji Box's M untuk Kesamaan Matrik Varian Kovarian 
Box's M 
F 
Test Results 
Approx 
df1 
df2 
Sog 
86,337 
3,774 
2t 
20757,998 
000 
Tests null hypothesos of equal populabon covanance matnces. 
df2 $1Q. 
80 000 
80 .000 
80 ,000 
80 000 
80 .000 
80 .000 
80 ,000 
80 ,000 
80 ,000 
80 ,000 
80 000 
Lampiran 6A 
Stepwise Analvsis pad a Anal isis Diskriminan 
lso.o ...,._ so. .. oe m1 .n of) ~ 1 V02- 217 I ' 80,000 
2 RNI<oo 
-
1311 2 1 80,000 245.387 
3 K.ekl.olllan 
-
113 J 1 80000 204.306 
Iongan 
• Oay1 ,.....,_ 
,101 • 1 80000 170.900 
tungktl 
5 O.yl 
tahln otot .090 5 
' 
80.000 153,579 
lengen 
6 K.tlinee~ 
.083 6 
' 
80.000 137,785 
In 
At tteh 1ttp. tho vafllbll thll m.nlmi.tM the cwttt!l W•lks' Lambda 11 entered 
• Maxlm..-n number ot ttePI 11 '22 
b. Mt'llmum par1lal F to tnltl' • 3 &4 
¢, MaXImum pettial F 10 rem<we 11 2 71 
d F !t..,_j, toltttnOt. or VIN lniVf'flc:lentlot turth4tr ~borl 
Variables in the Analysis 
Sit!> T Qllerance F to Remove 
I V02mu 1000 289,348 
2 V02max ,385 381.801 
Rqks- .365 44,4! 12 
3 1/0')"'"" ,335 5!l.868 
Rool<sotangon ,260 70.127 
Kekunn OCI>IIonga~~ 314 17,797 
4 V02max zn 74,492 
R-~· 245 34,220 
Kekunn 010t IOngar. 259 28.382 
o.yo ,.,_ • .,. wng~<a 209 8867 
s-VOi'mox 285 38,667 
RNktollogen 242 34,378 
Kekultlln otot lengal"' 259 21,138 
Oeya tal'len otot tungka. 167 16.226 
Oaya When otot lengem 261 9,433 
c V02mo• 265 38,359 
RNkli t.ngan 241 27,578 
t<ekuat.n o~ot !engan 256 21,559 
Oeya tahan otot tungkai 163 10,819 
Oaya 1ahan olot Iongan 249 12,023 
Kellncehan ,435 6,207 
E<a:tF 
df1 df2 Slg 
1 80000 000 
2 79000 000 
3 78_(Xl() 000 
• 77,1XXl ,000 
5 ;e.ooo ,000 
8 75,000 000 
Wilol 
lambda 
n• 
217 
200 
214 
139 
199 
146 
138 
113 
138 
131 
115 
,109 
.101 
•2J 
,1 14 
,107 
,095 
,097 
,090 
Lanjutan 
Variables Not In 1M AM!ysls 
""' 
Wif1<o• 
Step T of.erance Tolefa.nce F 10 Enter lambda 
10 Ketentukan ~ggang 1 000 1 000 142,833 ,359 
Ke:kuatan otot l~ngan 1,000 1 000 196,392 ,289 
Kel<uatan otot tung1<a1 1,000 1,000 194,256 292 
Kekua1an genggaman 1,000 1,000 152,515 ,344 
Kekuatan otot punggung 1,000 1,000 176,100 ,312 
Oaya tahan oto! tungkai 1,000 1,000 70 504 ,532 
Oaya tahan otollengan 1,000 1,000 199,966 ,286 
V02max 1 000 1.000 289,348 ,217 
Kecepatan lan SD m 1 000 1 000 114,839 ,411 
Rea~tangan 1000 1.000 23,407 .n• 
Keincal>an 1 000 1 000 '4,294 848 
1 KMntllkan ponggang 353 353 1.685 212 
Kotcu""'" O!OIIengan 441 441 613 214 
Kelwa:an oto1 ""'gl<a 341 341 .011 217 
'<-atan genggaman ~2 .352 ' 102 ,214 
Kekuatan otot punggunog .~ .353 ,101 ,216 
Daya tahan otot tung<BI ,325 ,325 20.500 ,172 
Oaya tahan otot lengan 
.398 ,398 ,477 ,215 
Kecepatan lan 50 m ,456 ,456 1 562 ,212 
Rea.kSI tangan ,3(15 ,365 44,4 12 ,139 
Kelinc~han ,571 ,571 20,296 172 
2 Kelentull;an pmggang ,252 ,252 4.892 130 
Kekuatan oto11engan ,314 ,260 17,797 113 
Kekuatan otot tung lea! ,310 262 3,089 ,133 
K•kur.an genggaman .334 255 125 138 
Ke:kua:lan otot punggung .313 .273 2,646 ,134 
Oaya tahan otot tungkai 253 253 1,567 ,136 
Oaya ,.,., otot lOngan 344 295 7253 ,127 
KecepotOn loti SO m 425 .300 ,169 ,138 
~ .519 .332 4306 ,131 
3 
--ponggang ,121 121 1.1.U 111 K-.., OtO! lUngkao 288 ,.256 ,348 ,112 
Kekuata11 geoggaman .321 ,249 ,194 ,113 
Ke$(uatan otot pungguog 
.289 ,254 ,187 , 113 
Oaya tahan otot tungka. 
.209 ,2()9 8967 101 
Oaya tahan otot lengan ,32C ,248 2,542 ,109 
Keoepatan lan 50 m ,391 ,259 .539 112 
Ketmc-<ihan ,493 ,254 7719 103 
• Kelentukan pmggang ,067 ,087 ,335 101 
Kekuatan otot tungk.al ,246 ,178 3.091 097 
Kekuatan genggaman 288 174 ,642 100 
K•kua~n otot punggung 226 163 3,761 ,096 
Daya tahan o:ot "'ngan 2C1 167 9,433 .090 
Kecepatan ta~ 50 m 317 169 338 ,101 
Keincanan 457 .193 3.722 097 
$ K*'<u1<an po1ggang 081 081 .026 .090 
Ket<uatan """ IUngl<al 226 157 798 ,069 
Kel<v01110 gef'ggamoo 231 1$7 117 ,090 
Kel<vatan Oto! punggung 
.200 , ISO ,790 ,069 
K~"tan lan 50 m ,JOS '149 ,000 ,090 
Kefincahan ,435 ,163 6,207 ,083 
6 Kelen!Ukan pmgga ng ,079 ,079 ,282 ,083 
Kekuatan oto1 tungkai ,203 ,156 3,001 ,080 
Kekuata/1 genggaman ,202 ,156 .305 ,083 
Ke!<.uatan otot punggung ,186 ,149 2,379 ,081 
Keeepatan lari 50 m 265 149 626 ,082 
Lanjutan 
v.nu,s· Ulmbda 
~LWT\Det of Exact F 
Stes> v..- U..Odo .. 1 or2 dl3 
-
... df2 s.. 
1 1 217 
' 
1 eo 289,3A8 ' 80,000 2.888€·1& 
2 2 130 2 1 eo 2<15,337 2 79,000 000 
3 3 113 3 1 80 204,306 3 78000 7,<G3E-37 
• • 101 • ' eo 
170.900 • n.ooo I:'.7~E-37 
5 : I ogol s 1 eo 153.579 5 76 000 3 013E-3& 6 083 e 1 eo 137 78$ 6 75,000 2 027E-3& 
Lampiran 68 
Korelasi Kanonik 
Eigenvalues 
Canontcal 
Functton EtQenvalue % of Variance Cumulative % CorrelatiOn 
1 11 0231 100,0 1000 
a Ftrst 1 canontcal dtscnmtnant functions were used in the 
analySIS 
Wilks' Lambda 
Wilks" 
Test or Function(s) Lambda Chi-sauare dl 
1 083 191,484 6 
Canonical Discriminant Function Coefficients 
Function 
1 
Kekuatan otot lengan ,244 
Oaya tahan otot tungkai - ,197 
Daya tahan otot lengan ,432 
V02max ,469 
Reaks1 tangan ,731 
Kehncahan ,668 
(Constant) -23 413 
Unstandardlzed coefficients 
Lampiran 6C 
Fungsi Linear Diskriminan Fisher 
Classification Function Coefficients 
kelomook Ketrampilan 
Batk Sedang 
Kekuatan ototlengan 1.274 - ,337 
Oaya tahan otot tungkai 19,941 21,240 
Daya tahan otot lengan -9,534 -12.387 
V02max 16,693 13,595 
Reaksi tangan 48,189 43,355 
Kehncahan 72,744 68,330 
(Constant) -1818,757 -1666,955 
Flshe~s linear diSC(iminant functions 
958 
Sia. 
000 
Lampiran 7A 
P rogram Metode Oiskriminan ANN 
s:uxC1 t . nr::s <· t ... neticr:('"'.ltt 
l i: lenqth ne~1 •• 10) 
netSso!:~ax <• : 
cat.t"a .. , r.et$n(l), ....... , netSn 2L "-", ne:.Sn[3L "ne't.\lo'Or~" , sep • .... ) 
ca~ '' J!t.h", ienqt.hlnetS...,tsl, "weignts\n'') 
~cont <· d:!f netSnco~n) 
Jf(Lconnt:enq:h(tconn 1 > netSn 2, - ll 
ca:. H slap-layer c nn~ct.lon~ .. , 
1f r.e:Sdeeay > Ol 
cifi:.: ·• decay•'', r.et Sdecay , sep • .... ) 
C<:tt 1 " \~· .. l 
cat( .. Lln .. t 0 i~ constant on~ input\r- " ' 
C3t 1" Inpul un1'"'1: ", pa~te\ "Laq 
.. I neLSlags , " • ", 1 : nct$n r 1 J . '', ", sep '' " } , " \n" ~ 
cat.( "H~dden unlts are ", tnetSn{l +1): (net$n(l :+ne-c$n[2) i , .. \n.,l 
cat( " Output unit il'',sL;rr(naLSn),"\n\n") 
•..;ts <- f'ornu'"' rround (netSwts , 4) l 
names(• ... •t s) <- upp1y(cblnd{nct$conn, rep (l : netSnun i ts - 1 , tconn >) , 1, 
tunetion (X) 
pastccx, col:~psc • " -> '' )) 
pr nt twts, quole • r> 
coJ~ ! .. Sum of square s is " ,format (net$val} , "\n '' } 
n <- te nqch(net$~:tl 
p < - 1 en9th: ntt t$wt.s) 
!t <- n-log(netSval/n 
cat: uAlC :~, rot~aL((t-2 ~pl , 
SilC : '', f rcn.l t. (t+p'"'lcq\n)) , 
BIC :", fornat<ft•P*P~logtn)), 
" MS~ :'', f ,..rrot!net$val/(r.-p) 1, 
••, :esidual. ~e : ", !'ornat, sqrt (netSva .... / !n-p})) , " \n " ) 
ln·.-:slble\J 
~ CIS::Rnmr&~" &~ALYS:S BY US:!IG "C::.ASSICAL ME:'i'HOD" 
f:i !'he ":'en1s du:a 
a~tach 0541 
te:ns <-
::lata. frA.rre kel :.rnpok , kek .ot . l t!n9ar.•k~k .ot.le:tqan,d.ct . l e:tgan=d.ot . 1 enqan,d 
. ... t . tur.Qka .. •d .ot. t~nc;,;:ai, VO:r.aaK VC2~x, tar.gan=-tan;;an,: incah• l:ncah) 
te:l:sl<-
cata.!:aD~(ke~ . o: .• enqa~ ~eK.o~.~enqan,o.ot.lengan=d.ot.len~an,d.ot.tungk 
at • d . ot . tunQkai,"J02tlax•V!>2n.tx,t.otnq.an=-tanqan,lincat:. li::cah) 
":arqets <- class . 1nd1 c rep 11 !"', ;o), rep("::", 3C)) 
sar~ <- c<•a~plell : 46,37l, •a~ple(47 : 8: , 2~1l 
:er.ls.quad <· 
dlsCrlm(kelc~po~-~•r. . ~.len94~~d . o~ . lengar.+d . ot . tungkai•V02cax~~anga~+lin 
can , da:a t~:u.sl , subst!t samp , fatt!.lyaClassica_ c .. hcn:oscedastic")) 
te:n~.quad 
~ GIVE: SRJF.F" ~F.S;JLT OE" THE PROGRl\11 
s·..,.nary (ten~s . quadl 
4 Gl '/E A LO~u RESlJL7 OF THf. FROGR."..'( 
nDISCRI11INANT ANA:.YSIS BY USING "NONLHIEAR DISCR:~GNA.'<"' - .'<NN " 
tenis.nr. <- nnet(teni~l(sa:r.p,,, tarqeH;.s[samp,], size• l , rang=O . l,decay=5e-4, 
r.10Y.i t 200) 
teni s .nn 
tes~.~l < - Eunction(:r~e, predl 
tr~c <- max.eo.(tr~e) 
ere~<- ~~x.collpredl 
tdblc true . cres 
s~T.fL-.nn:s(te~i•.nn 
OPREO:C7IC~ IN ~RAISI~G k~J TESTING BY DISCR:~:NANT ~~ 
~es:.c~ ~argetsls•rnp,J,predie~(t~~.5.~n, ten1sl!sa~,:)) 
tr••·~=a:n<-max.col tar~&ts(s~np,l 
;::re~n:-o. tra •:~< -:ldX. col tp:ec1et (ten.~ . nn, te:asl ( sa~p, J)} 
er. nr.l<-su.a true . l rA 1 n ••prednn . train) /l eng:.h (true. ::_rain i 
e: . :-.nl 
•PRESE!i7 7Hf. VAl.~~ Ot M!SSCLASSIFICA':'lON A':' ':'RAISING !lATA 
test. cl (targets ·••n1 , 1, predict ( te~1s. "-n. cer.isl -saDp, I) I 
true.~est<-~ax . eolttarqe~s·-sa~p,} 
prednn.te$t<-rnax.col~predict(ten1s . nn, te~~sl(-saPp,)). 
er . n11Z<- sun true. test t• ptedr.n . t-est.) I lengtn, :rue. tes~ ' 
eor . n:: ... 
~PR~SF.~~ TH~ VA~UL Of ~!SSC~ASS:FICAT:O~ AT TESTING CATA 
~PRE:riCilO~l Hi TRAI~I~G ~D TES7WG BY DISCR!MINA.>IT CLASSIC 
preC. ~rain<-prediet 1 ten is . qudd, ter:.isl (sarr.p, ) 
pred. tra1 n 
ten:s samp, ]Skelompok 
pred.~rainSqroups 
t.abl<' ( ten1s (sol"'P' I Skelo:r.pok, preo. L ra1n$groups) 
er.quadl<-sum\pred.tra i nSgroups !• 
tenis (samp , l.kelempok) /•um ( ( lriO[P. ( ten1s ( samp, ) Skelompck, pred . tra:nSgrOUp$ 
) I) 
er . quad. 
4~RE.SE:NT TilE VMUE Of MISSCLASSif:CAT!ON AT TRl1INING o.;'J'.:, 
pred. test<-predicL ( LMls . quad, ten: sl ( -samp, J) 
prec . tP!>t 
table, ten is -aa.,p, I S.«•lo:r.pok, pred. testsgroups ) 
er .quad2<-SUt:'l ( pred . t4tst$9roup:-1 ! • t:enis [ - samp,} Sl<:elompok) /SU.li ( {table { t.enis (-
sa~p . JSkelompok,pred.testSgroups) )J 
er . qt~ad2 
FI?RESENT IHE VALUE OE' MISSC~3SIF!Cl'.Tr0N AI TES':ING .:lATA 
Lampirao 78 
Rasil Program Diskriminan ANN pada Data Training dan Data Testing 
> s· .... :rf1~ . nn:s <- functio!l(net 
if .1enqt~ . t:~et • • 10) 
ne:Ssoftmax <- r 
ca• "a ,. , ne:.Sn(ll, "- '' , "~tSn{2}, ''-", netsn : J: , " networ k ", sep • ,.,. 
..:.at " :.,;it!"'." , ... er.Qthlmns-..:s). "we: q:1ts\n") 
tcon~ <~ dit!(r.etSnconr.) 
1f •co~n[len~~h(tconn 1 > ~~t$o 2) + 1) 
.:at ·• skip-layer connect1ons '') 
if netSdccay > 0) 
ca •· dt!<:~ty•'', r.etSdecay , sep • ''" ) 
ca": " \n'' 
t.:d~ " Lin:. t 0 is conso: ant --:.n~ i nrut \n" 1 
cd.o~ "lnput units: ••, p4ster '' LaQ ··, net.Slaqs , '' • ", : : netSn{ : J, ",", sep 
... "" , " \ntl ) 
c~ti"Hidden units are •, (ne t Sni!J ~ 1) : lnet Sn [1: - net$ni 2J ) , " \ n" ) 
catt "0'.Jtput unit is ", l1 Ul~Hne'"$n) , " \ n\ n'" 
W':S < t or:r.a l (round (net.$1 •.' t!J , 4)) 
narnes(·~ ts; <- apply<ebind( n~t.Scon n , r ep(l :netSnuni ts - 1, tconn}) , l, 
function (xI 
pa$t~(X , co l laps~ • "-> '' )) 
p r i nL ( wL ~ , <J .JOl.tt • r J 
ca:t "Sum ot squares is " , for mat( net$val) , "\n" ) 
n <- length(netsti:) 
p • - engt h (n8L$w<.•l 
ft <- n ' .oQ : n~tsval/ n ! 
:::atf " AlC :", format(ft. • 2 • p) , ", SBC :", f orrr.a t( ft- p • lOQ( n )} , 
", SIC :·•, fo .. mctL:!t ..- p ... p ~ ~oq{ n )) , " , MSE. : •·, f o .rma t (ne t.$ 
va.l/~n- pl , " , residual se :", torr.tat.( sqr t(netSval /i n - p) )) , 
.. \CI " ) 
inv .. ~.b.•t. 1 
1 
# J:scRn:rr;ANT ANALYSIS BY USIN~ "CL.'ISSIC?.L METHOD" 
h T!"le Tenls data 
> attach!OS4 
> te~.~ <- 0dt~.!ra%e kv. ~poK , kek .ot . ler.gan c <e~ . o~ . lenQan , d .ot . lenqan 
d . o: . len;an, d . ot . tu~Qka! • d . ot . t~ngKai, V02max = V02max, t a r.gan 
t.BnJttn, 1 in ah • l n rth) 
> te~isl <• data . t:a~e(~eK . ot . -engan = ~ek.o~ . lenqa~. d .o t. l e ngan 
d. ot.. le:1.q•n, 
o . ot.t~n9~a1 • d .ot . tunQka., V~2oax = V02~x, tanga~ • t a ngan, :1ncah 
ll~eah) 
> ta .. get!- <- clas:l . Jnd(C'(rep("l", 46) , rep "2 ", 361)) 
> saDp <- : samplell:-1<, 31 , sao-ple -17 : 82 , 251 
> tenis . quad <- diserim(kel~ok • kek . ot . 1enqan • d . ot.1engan • 
d . t..t.un~~.al -
vo,:r:ax t tar:.qan ~ linea!":, data t enisl , subset = sa:tp, =ami!y 
C .. ll~~ &1 f" nc::noseeoatt• ic" ) 
> tenl$ .QUad ~ GIVE BR:Ef RESULT Of 7HE PROGRAM 
Cal~: 
olscr:.:nfi.~.elompok .. ker: . ot..len9an t d . ot . :engan + d. o~.'t.ungkai + V02max ... 
tanqan • lincah , data • t~nls l, family ; Classical ("'homoscedastie" ) , 
sub~et • sarnp) 
Gr oup !'leans : 
kt!K , Oi.. . )l .. llQCUl 
1 39 . ti702;: 
2 27 .77800 
d . ot . l ongan 
10·1 . 9 459 
99 .4800 
d.ot . tunqkai 
l i> . 2 4 32~ 
9 . 72 00 0 
V02max 
47 . 55676 
38 . 25 60 0 
t angan 
6 . 186486 
7 . 75 2000 
l1ncah N 
6 .128108 37 
7 . 372800 25 
i':-1ors 
1 0.~967742 
2 0 . 40J~:::~~ 
Covar1ance Str~::t.ure : n{n ~c:edas:. ic 
kek.ot . lenqan d.ot . tenqan 
.<ek . ~t. ~e~qa.n 
d.ot . 1<'~9"" 
d .ot . t;.~~qkai 
V02:r.ax 
lS . ;C9~0 1C.8o89C 
ta:~gan 
l1ncah 
kek. ot .l.,nq~n 
d . • ~ . • engan 
c. ot.. t .:ng l(a,i 
·~·J=.max: 
:angar. 
l~ncah 
Constant$: 
llncah 
-l. 906 z 
- •. ·Ht529C 
-:.UtJGO 
-1. ::!l~ol'"i 
0.71252~ 
0 . 3o3·lCl 
l ~ 
-3193 . 0~1 -2811 . 9~1 
L1near coetticienLs : 
1 
kek. ot . lengan o . 97!2 
d. o: . lcngar. 26 . 6&19 
d .ot . tungka• 4. 1.49 
V02max 2~ . 8182 
L~ag•n 41 .0528 
!~neon 211 . 1056 
2!. €6886 
5 . 3276 
27 . 3369 
l . 2240 
22 .0121 
38 . 6266 
232 . 9~96 
d .ot . tungkai 
~ . :19834 
6 . 96H08 
3. 230847 
V02~:~ax 
7 . 43:315!2 
9 .~H025 
3 .3.;6353 
6 . 129207 
> summary(tenis .quad) 
#v:SCRIMI~MT Ai':ALYS!S 
il G!VE A LONG RESULT Of' THE ~RCGRAH 
UY USING "'NONLINEAR DISCRI MINANT - ANN" 
Cal!.: 
tan9ar. 
•4. 318122 
- !> . H4l64 
- 1 .990240 
-3.008240 
2 .347094 
cascr :n(k~lett;pok ... kek .et. tenqan + d.ot..lengan t d.ot. . t.ung~ai + V02rncJx • 
tanqan + l.incah , dd. t.d. • LtH~l.S 1, far.n l y - c:assical ( "homoscedastlC") I 
subset • oa~p) 
Group oeans: 
kek.ot.lenQar. 
1 J9 . Q7oZ: 
2 ~7.77800 
Frl :s 
1 0 . ~9~;:~71.;~ 
l 0.4""32:!58 
d . ot . 1enq~n 
l07.9Hq 
99 . HOO 
d .ot . t;.~nqkai 
15 . 2 .; 324 
,. . 72000 
Co....-ar~ance Struct\lre: nc.:r.esceda5ti:: 
ke ~.ct.lenQan d . c: .:enga~ 
.c.ef...ot. . ..t.enga:\ 
d.ct.:enqan 
d .ot . tur.9ka!.. 
vo::rax 
ta.nqar. 
llncah 
kek.o . l~ng.tr. 
o .ot . lenQan 
d. ot . t unqka: 
V02max 
tanqan 
: i r.c;ah 
cons .. anL:s: 
1 
!5 .• 0900 1~ . 86894 
hncah 
-1.906121 
-2 . ~4 o290 
-0 . 896390 
-1.214616 
0 . 112521 
0 . 363401 
2 
:!! . t69f€ 
V02max tangan 
47.55676 6 .:86486 
38 . 25600 7.752000 
.incah N 
6.728108 37 
7 . 372800 25 
d .ot . t1;.ng l(ai 
5 . 179834 
6. 964108 
3.:30847 
V02:t.az 
7 .433612 
9. 474025 
3 . 346353 
6 . 129207 
tangan 
- 4 . 81S~z;: 
-5. 664!84 
- 1. 9902-iO 
- 3 . 008240 
2 . 3 ~7 094 
Linear Coefficients : 
1 = 
kek . o: .1engan t. . 9il: 5 .J:79 
e;L o:. . ~enqa::. 2(.651q 27 . 3369 
d.ot . c.un;kd. 4 . • ~49 ~ . 2:.;o 
voznax 2~.Bl8Z :!: . C7Z:. 
~a!1:Jan 4:; . 0~28 39.8:6.; 
11:o..:ah 2~7.7656 23:.92~· 
res~s !~r Hca~qe~eity of covar!ances : 
S~ati$L.c df Pr 
Bcx. H 
adj - ~· 
€6.693t4 Zl 0 . 0000012 
59.23427 Zl 0 .00001c7 
1e$t$ for t:-.e E.qual ... ty o! Y.eans : 
Grou~ variable: kelo.'Tlpol: 
Sta:.lS~lCS : d!l 1 : 2 Pr 
Wil<s Lanbda 0 . 073 116 . 51 6 55 o 
P.1lal Trace 0 . 927 :16 . 57 6 55 o 
Hotel~~g-~wl@y f r• c 12 . 717 116 . 57 6 55 0 
ooy Greatest ~oot 12.111 116.57 6 SS o 
Tests assune covar!ance no~o~r.eca~tlCl ~y . 
F Statlstic t'or i\ !.lks ' L11r1i~dn j s ~xac:. . 
r SLat1stic for Hoy ' s Greatest Reo~ J~ an upper bound . 
Hotel:ing , s r Squared tor D1tterences .n xeans Between Each Grou~ : 
f' df l d~2 Pr 
:-2 llb . ~74~ Q ~5 ~ 
9~ S :T.u l t ancous Confidence I nterva l s Us i ng t he sidak Method : 
F: ~t;. i mr1:.t1 Std . !-~rror Lowe r Bound Upper Bound 
l . kk . ~ . lng-2 . kk . t . l nQ ll .YOO 1 .020 9 . 13 14 . ?00 - • ·• 
1 .d . c . :nqn-2 .d.t . l nqn 8.470 1 . 210 5 . :6 11 .700 •·•· 
l . c:LL . t..n9f<-2 . d .L. ln\J ~: 5 . 520 0 . 465 4 . 26 6 . ?90 *"''~~* 
1. VOI:max-2 . V02rr.ax 9 . 300 0 . 6 41 7 . 55 11. 000 * ~ _...,_ 
~ · t•nqan-2 . Lanqon - •• 570 0 . 391 - 2 . 65 - 0 . 485 •· • • 
t . llncah - 2 . ~InCah -0 . 6'5 0 . 156 - 1 . 07 - 0.220 ~·~ • 
(cr i~ical poin: : 2 . 12~ 
• I;·ttHW:tls ttxciudintl 0 Hv !lrtgq~ci by ,,...,.,, 
Mahalanoois Distance : 
1 :: 
l c .oocoo 51 . 14398 
2 c.oocoo 
KolDOqo.=ov-S:drnov '!"~st 
St..al st ic 
~eK . c: .• engar. 0 . 0983391 
o . .>t.lomgar, 0.0759-197 
d . ot.lunqkal 0.1201408 
VJZnax 0 . 0721759 
:angar: o.o~~:021 
l.nc:all O. OE>991l 
~or t;e~~al!:y : 
Prol:ab !.ty 
o.seous: 
0.8H8821 
O.H2~34> 
0 . 9~325>0 
o. ens:;• 
0 . 93610•5 
PluQ- ln cl.ts!'J!Jc .. tion t.orth tt : 
: Error ?oster1or . Error 
1 J7 0 0 ? . 0000001 
2 o =~ o o.ooo:114 
OVeral. 0 0 . 000~851 
(frorn•ro....-s , tc•co1u:r.ns: 
Op~inal Error Rate : 
1 ovflrall 
5 . 3U2547e-178 1 . 8530~1e·l~B 0 
Rul " t•tean Square error : J . d24822e- 001 
(con<Jilicned on Lhe l rnirung <1nt•ti 
CrOS.$ - Vo!l 1 tdd. t ion t:.abltt: 
l 2 Error Pos•erlor.Error 
3' 0 OoOCOOOO -J o02261JO 
: 1 24 ooo~oooc c o csJ936~ 
Overall Oo016lZ9 Oo007,472 
(!rtn•ro~s.to•colum~s) 
> ten;.s.nr: <-nne:. :.cni.$L:samp, :, tarqer.s[saop, ], size 
d~Cdy • 0.0005, ~AX t • 200) 
1:. :.oel<;;t-.-:s: ll 
1~ll>al valu• 30o8ata~7 
i:e: 10 val.e 3o390€9l 
1ter 2C va.ue 2 oOOEOB 
i:er 30 val~e 2o057835 
ite: 40 va u• 2o0~1S41 
i:.e:- 50 val-.;.e 1.211123 
it.e.r ti"' va~ue Ool30ea7 
iter 70 'oal~e OolZHOo 
iter s~ VdlUe uoll999S 
lter so val;.1e Ooll9492 
ite: 100 v"h.e Ooll920~ 
iter 110 value Ooll9ll4 
i~er 120 vah;.e Ooll9048 
... t..e..t 110 Vd.ll.lt! Ooll9020 
iter HO vali.;.e 0 oll9003 
:ter 150 value OollS996 
iter HO vd~e 0 o ll8~93 
:..ter 170 value 0 ollS98q 
it.er 180 Vdl 'JQ Ooll89BS 
:ter 190 value Ooll8987 
i ter ZOO value 0 oll8981 
final value Ooll8987 
stopped a fter 200 ilcra~1ons 
> tenis . nn 
a 6-:-z network with ll we>Qhts 
options '.Here - decay•O. OOC5 
> test. : <- function<:rue, predl 
f 
tt~e <- M~x.c lttrue 
cres <- rnaxoco!tpredl 
tableftrue, cres 
cS ri-1-Z netw r1< w·1. t:-, :1 •·e1qhts 
decav-0 o 0005 
~n!t 0 1s consl•n~ on« tnpuc 
rnput ~nits: ~-9 •1 , ~aQ ~, :a~ 3, ~aq •4 , Lag -~, Lag =6, 
Hidde~ ;n1~s are i 
Cut.p .... l unit is 9 
L, rang 
0- >i 1->7 2->1 3->1 .f->1 5->7 6->7 0- >8 
C.l, 
1- >8 
-OoCl~O Oo4908 -1.20': Oo 9983 l 0 9635 1.2?12 Oo3051 - L:4:2 8 oo94o 
::->9 7->9 
4oH20 -8oo958 
s~ .f sq~a:e• is Ooll89S7l 
AIC : -839 o€787 , sse : -808oC556 , ere : -79706556 , ~s~ : Oooo:052983 
resid~a. se : Oo03244~1l 
> :est o clt~urgcts(s,lmp , L p:euict(tenls onn, ~enisl[sanp, ])) 
1 2 
1 37 c 
2 0 25 
> tr"Jc.traln <- rndx.colltdrgeLs[samp , I) 
> preann . tr-a.in <- rr.ax. . ~ol(predict(tenls.nn, tenis l (samp , l)J 
> er .nnl <- sum<truc.train !• prcdnn . train)/length(~rue . traln) 
> er o nnl ~PR~S~NT ":'H~; Vl\LUP. OF MISSCLASSIE'IC!\TION AT TRAINING DATA 
I ~J o 
> :est .cl,targets[- Bd~p . ), pred!ct{tenis.n~. tenis:[ - samp, j)) 
I A 
1 e 
~ 0 ll 
> trt.;e . test <· :rax.col (tar<;t~:~s -!:amp, !) 
> pr~dnn . test <- ~ax.co!!predtcc,cenis . nn , tenis:[ - samp, Ill 
> er.nr.2 <- SW'l(true.test ! • ('red~n.test)/length(tr'-le . tes:.• 
> er.~n: •PRESE~T THE YALJE CF ~!SSCLASS!f!CAT!O~ AT T£S~I~G ~TA 
~rRtJ:CT;OK :N 7RAINING AND 7~STI~G BY JISCRIMI~~7 C~$S:c 
;. v. OS 
> pred . ~~aln <- predlct(tenis.quad, :.enis! [samp, )) 
> prt:~:d.tra.n 
qrou.,;;s ):1 X2 
6 1 1.0000000 o .ococooo 
3 .0000000 c.coooooo 
21 • 1 . 0000000 0 . ~000000 
9 l ".oocococ c.cooo:oc 
3e 1 " -0000000 0 . 0000000 
'6 1. 0000000 o . cooocoo 
5 0.9999999 0.0000001 
39 1 1. 0000000 o.cooocoo 
•• .. l . OOCOOOO O. JOOOOOO 
4 1 1. 0000000 o . oooocoo 
l : . oocoooo o.oocoooo 
31 1 1. 0000000 0 . 0000000 
37 l ~ - 0000000 0 . 0000000 
8 l 1.0000000 0 . 0000000 
2 l 1 .0000000 o .coooooo 
23 1 1.0000000 0.0000000 
2S l 1 .0000000 o .coooooo 
4. l 1.0000000 0.0000000 
44 l t . coooooc o .ooooooo 
J6 1 1.0000000 0.0000000 
ll 1 1 .0000000 0.0000000 
35 l I . OOOOOCO O.O OOOOCO 
29 1 1 .0000000 c.ooooooo 
13 1 1.0000000 0 . 0000000 
t4 1 1.0000000 0.0000000 
21 l 1. 0000000 0.0000000 
:s l 1 .0000000 0 .0000000 
45 1 1. 0000000 0.000"030 
34 1 1 .0000000 0.0000000 
20 1 1.0000000 0 . 0000000 
18 l 0 . 9999731 O.OOOOZb~ 
i 1 1. 0000000 0.0000000 
13 1 l . OCOOOOO 0.0000000 
:s ~. 0000000 0.0000000 
40 1 1 . 0000000 o . ooococo 
zo l 1. ooooooo o.ooooooc 
10 l ] . 0000000 0 . 0000000 
54 2 c.ooooooo 1. 0000000 
o3 : 0 . 0000000 l . OOOOOCO 
€0 2 0.0000000 l.OOOOOOO 
1<. . 'J . OOOOOCO 1. ocococo . 
77 2 0.0000000 1.0000000 
6.; : J . 0028010 0 . 9!;?:990 
66 2 o . ooooooo 1. CODOOOO 
;s 
" 
0.0000000 1.0000000 
52 2 c . coo~oJJ 0.999,367 
82 2 0 . 0000000 1.0000000 
57 2 0 .0000000 l.COOOCOO 
~6 
" 
0 . 0000000 I . 0000000 
49 2 0 .00l92J8 0.9980782 
70 2 0 . 0000000 1. 0000000 
53 2 0 .0000000 1 .0000000 
qs 2 c . ooooaoo 1. ooooooo 
7~ 2 0 .0000000 1 .0000000 
78 2 o.ooooooo 1.0000000 
73 2 c.coooooc : .coco:oo 
59 2 0.0000000 1.00COOOO 
so : 0 .0000000 1.0000000 
a1 : c.coooooc 1.ooooooo 
65 z 0 .0000000 1 .0000000 
cY : 0.0000000 : . 0000000 
47 • o.ooooooo 1.0000000 
> :enis s~~p, )SkelQopo~ 
Ill 1 1 1 1 : 1 1 1 1 1 1 1 1 1 l . • • 11lll"llllllll 
~38] = z 2 2 2 2 2 
> pred.~ra1nSqrou~s 
11 1 1 1 1 1 1 1 l 
1 
[38} z ~ 2 2 z : 2 2 
> ~able :enis samp, 
1 2 
1 37 • 
2 0 25 
2 2 2 2 2 2 
I I 1 1 1 1 
2 2 ;: 2 ;: 2 
~ $l:ttlc..rtpoi<, 
~ 2 2 2 2 2 2 2 2 
1 1 l 1 : : : . 
-
: ~ :! ~ 2 2 2 2 2 
pred .tra!~Sgroups) 
> er. qt.;adl <- sum (prt"d .t :ainSQro:.~r,s !ao te!us [samp, 
I Ske1cnpok • /aun 1 (table IJ:•n! •I 
sa;r.p, ~.$k@'lcrn.pok, prttd .l rair.$qroups})) 
2 :! 
. . 
-
: l 1 I 1 
- - -
2 2 
> er .q~60l ~?R~SI::.NT TiiE VALUE: Of IHSSCLASS IFICA!ION AT TRAI NING DAO::A 
11 J 0 
> p:e<L~est <- predictlt~ni • .q<.;ad , <enislf - samp , )) 
> prcd. tt!,.. 
groups X1 X2 
1 l 1.0000000 o.ooocooo 
17 1 l.OCOOOOO 0.0000000 
22 l _.0000000 o.ooooooc 
24 1 1 . 0000000 0.0000000 
30 1 1 .0000000 o.oococoo 
32 
33 
36 
4J 
5! 
55 
58 
61 
o2 
£7 
71 
72 
74 
79 
sc 
> ~able 
1 2 
9 0 
2 c 11 
.oococoo 0 . 00~0000 
1.0000000 o.oooooco 
1 O.S7tB559 0 . 0~31~4: 
1 1.0000000 0 . 0000000 
: o.oooouoo 1.0000000 
~ 0 . 0000000 1.0000000 
2 O. OvOOOOO l.OCOCOCO 
: c.cooocoo 1 . 0000~00 
2 , . OOvOOOO 1.0000000 
~ 0.0000000 1.0000000 
= c.oocoooo 1.0000000 
2 o.ooooooo 1.0000000 
2 o.coooooo 1 .0000000 
: 0 . 0000000 1. 0000000 
- 0 .0000000 1 . 0000000 
:.ents I - sal':p, Ske~onpok , preO . testsgroups) 
> @t .q ~aeZ <- sun,pred . tes:Sqroups ! ~en1s[ - samp, 
]S<~lo•pok)/s•~• ;~bl~ 
t~nJSi- S&lllp, jSkelempok, pr"d . testSgrocps))) 
> er.quadc ~PRESEN':: '::HE VA~UE CF ~:SSC!.ASS!FICATION AT 7ES1ING 01\0::A 
Ill 0 
1 1 1 
Lampiran SA 
Program Metode Kernel untuk Data Training 
proc fomat: 
value specnar-e 
l• ' BAIK ' 
2• 'SEOAAG': 
run; 
data tems; 
title 'Analisis OiskriNinan Kernel pada ketraftpilan olahraga tenis lapangan': 
input X2 X6 X7 X8 XlO Xll KELOI'POK; 
form.at KElo.tPOK specna.t'J'Ie. : 
label X2•'kokuatan otot longan.' 
X6• 'daya tahan otot tungkai. ' 
X7•'daya tahan orot lengan.' 
X8•'V02 "YYI.X.' 
XlOe'roaksi tangan. · 
Xll• · kelincahan. •: 
cards; 
••••••• 0 •••••••• • •••••••••••••••••••••••••••••• • ••••• • ••••••••••••••••••••••• 0 • ••••••• 
proc discrim data•ttnis outd•outd 
method•normal pool•yes short noclassify crosslisterr; 
class KELOMPOK; 
priors prop; 
var X2 X6 X7 XS XlO Xll; 
titl e2 'Using Normal Density Estimates with Equal Variance'; 
run· 
proC discrim data•tenis outd•outd 
rnethod• normal pool•no short noclassify crossl isterr; 
cl ass KELOMPOK: 
priors prop; 
var X2 X6 X7 X8 XlO Xll; 
titl e2 'using Nor~a l Density r.stimates with unequal Variance ': 
run· 
pro( discrim data•tenis outd•outd 
method•npar kerne l•normal r•.S63 pool•yes 
sho~t noclassiFy crosslisterr: 
class KELOMPOK; 
priors prop: 
var X2 X6 X7 X8 X10 Xll; 
tit1e2 •using Kernel Density Esti~ates ~th Equal Bandwidth': 
run· 
proc discrim data• tenis outd•outd 
method•npar kernel•normal ~·.563 pool•no 
short noclassify crosslistorr; 
c 1 ass KELO!o'POK; 
priors prop; 
var X2 X6 X7 X8 XlO Xll: 
~itle2 'using Kernel Density Esti•ates .nth unequal aa~dth': 
run; 
Lampiran 88 
Hasil Program Kernel pada Data Training 
Analis>s Oiskri•inan Kernel pada ketrampilan olahraga tenis lapangan 1 
using Nor.al Density Estia.ates with ~qual variance 
10:38 Monday, Oc:tober 27, 1997 
oiscri~inant Analysis 
62 Observations 
6 vadables 
2 Classes 
61 DF Total 
60 DF Within classes 
1 OF Between Classes 
Class Level Information 
KELO!o'POK Frequency '"'eight 
37.0000 
25.0000 
Proportion 
0. 596774 
0.403226 
Prior 
Probability 
SAlK 37 
SEDANG 25 o. 596774 0.403226 
Obs From 
Posterior Probability of Membership i n ~ELOMPOK: 
classified 
KELOMPOK into Kf::LOMPOK BAlK SEDANG 
13 SEDANG 
50 SEDANG 8AIK BAlK • • 
0.8591 
0 .9971 
• Misclassified observation 
0.1409 
0.0029 
Analisis Diskriminan Kernel pada ketrampilan olahraga tenis lapangan 2 
using Normal Density Estimates with Equal variance 
10:38 ~onday, Oc tobe r 27, 1997 
Discriminant Analysis 
Classification SuMmary for Calibration Data: WORK. TENIS 
Cross-validation Sum~ary using Linear Discriminant Function 
Generali2ed Squared Distance Function: 
2 - -1 
D (X) • (X-X )' COV (X-X ) - 2 ln PRIOR l OOj 00 OOj j 
Posterior Probability of Ne•bership in each ~ELOMPOK: 
2 2 Pr(jiX) • txp(- .5 D (X)) 
j I s~ exp(-.5 D (X)) k k 
Number of Observations and Percent classified into KEL~PO(: 
From KELOIIPOK 
SAlK 
SEOAHG 
Total 
Percent 
Priors 
Rate 
Priors 
IIAIK SEDMG Toul 
37 0 37 
100.00 0.00 100.00 
2 23 25 
8.00 92.00 100.00 
39 23 62 
62.90 37.10 100.00 
o. 5968 0 .4032 
Error Count Estimates for KELOMPOK: 
8AIK 
0.0000 
o. 5968 
SEOANG 
0.0800 
0.4032 
Total 
0.0323 
Anal isis 01skriminan Kernel pada ketrampilan olahraga tenis l apangan 3 
Using ~ormal D~nsi ty Estimates with unequal variance 
KElOMPOt< 
BAlK 
SEtw.G 
obs 
13 
10:38 Monday, october 27 , 1997 
Discriminant Analysis 
62 observations 
6 variables 61 OF Total 60 OF Within Classes 
1 OF Berween classes 2 Classes 
Class level Information 
Fr~uency 
37 
25 
Fr0111 
KELOI<POK 
SEDA'<G 
loeight 
37.0000 
25.0000 
Proportion 
o. 596774 
0.403226 
Prior 
Probabi 1i ty 
0.596774 
0.403226 
Posterior Probability of Membership in KELOMPOK; 
cl .. sifiod 
into KElo--tPOK BAlK SEOAHG 
BAlK • 1.0000 0.0000 
* Misclassified observation 
Analisis Diskriminan Kernel pada ketrampilan olahraga tenis lapangan 4 
using Normal Density Estimates with unequal variance 
10:38 Monday, OCtober 27, 1997 
Discriminant Analysi s 
Classification Su~mary for Cal i bration Data; WORK.TENI S 
Cross-validation Summary using Quadratic Discriminant Function 
Generaliled squarod Distance Function: 
2 - ·1 -
0 (X) • (X· X )' COV ( X· X ) ~ ln ICOV I - 2 ln PRIOR j (X)j (X)j (X)j (X)j j 
Posterior Probability of Membership in each KELOMPOK: 
2 2 
Pr(jiX) • e•p(- .5 o (X)) I su~ exp(-.5 o (X)) 
j k k 
Number of Observations and Percent classified into KElOMPOK : 
Froo KELOMPOK 
BAlK 
SEtw.G 
Total 
Percent 
Priors 
Rate 
Priors 
BAlK SEOANG Total 
37 0 37 
100.00 0.00 100.00 
1 24 25 
4.00 96.00 100.00 
38 24 62 
61.29 38.71 100.00 
0.5968 0.4032 
Error Gount Estimates for KELOMPOK: 
BAlk 
o.oooo 
o. 5968 
SEDAM; 
0.0400 
0. 4032 
Total 
0.0161 
Anallsls oiskriminan Kornel pada ket rampilan olahraga tenis lapangan ~ 
using Kernel Oensity Esti~ates w;th Equal Bandwidth 
10:38 Monday, OCtober 27, 1997 
Discriminant Analysis 
62 Obstrvations 
6 variables 
2 Classes 
61 OF Total 
60 OF Within classes 
1 OF Between Classes 
class level Info~tion 
Prio,. 
Froquency 
37 
2~ 
Weight 
37.0000 
2~ .0000 
Proportion Probability 
8AIK 
S£0AHG 
Obs 
~0 
0 . 596774 
0.403226 
0.596774 
0.403226 
Posterior Probability of Membership in KELOMPOK: 
Fron classified 
KElO>'POit into KELOMPOit BAlK SEOA.~G 
SEOANG 8AIK * 0.9999 0 . 0001 
• Misclassified observation 
Anali~is Oiskrirninan Kernel pada ketr~pilan olahraga tenis lapangan 6 
Using Kernel Density Estimates with Equal Bandwidth 
10:38 Monday, Ootober 27, 1997 
Discriminant Analys is 
Classifi calion summary for calibration Data: WORK.TENIS 
c ross-validation Summary usi ng Normal Kernel Density 
Squared Distance Function: 
2 · 1 
0 (X,Y) • (X •Y)' COV (X-Y) 
Posterior Probability of ~embership i n each KELOMPOK : 
-1 2 2 
F(Xfj) • n SU~ exp( -.5 D (X,Y ) I R ) j i ji 
Pr(j fx) • PRIOR F(X j) IS~ PRIOR F(XIk) 
j k k 
~umb•r of Observatlons and Percent classified in~o KELOMPOK: 
Fr001 KEl004POK 
8AIK 
SEOAAG 
Total 
Percent 
Priors 
Rat• 
Priors 
8AIK SEOAHG Total 
37 0 37 
100.00 0.00 100. 00 
1 24 2S 
4.00 96.00 100.00 
38 24 61 
61.29 38.n 100. 00 
0. S968 0.4032 
Error count Estimates for KELOMPOK: 
8AIK 
o.oooo 
0. S968 
SEOANG 
0.0400 
0.4032 
Total 
0.0161 
Analisis Oiskriminan Kernel pada ketrampilan olahraga tenis lapangan 7 
using Kernel Density Estimates with unequal Bandwidth 
KELOMI'OIC 
BAlK 
SEOA'<G 
10:38 Monday, October 27 . 1997 
Discrlminant Analysis 
62 Observations 
6 varhbles 
2 Classes 
61 OF Total 
60 OF within classes 
1 OF serween classes 
Class Level Infonoation 
FreQuency 
37 
2S 
~<eight 
37.0000 
25.0000 
Proportion 
0.596774 
0. 403226 
Prior" 
Probability 
o. 596774 
0.403226 
Analisis OiskrlMinan Kernel pada ketrampilan olahraga tenis l apangan 8 
using Kernel Density Esti~ates with unequal Bandwidth 
10:38 Monday, OCtober 27, 1997 
Discriminant Analysis 
Classification su~ary for calibration Data: WORK.TENIS 
Cross-validation Summary using Normal Kernel Density 
squared Distance Function: 
2 1 
D (X.Y) (K-Y)' COV (K-Y) 
j 
Posterior Probability of Membershi p in each KELOMPOK : 
-1 2 2 
F(X Ij) • n. SUM exp( -.50 (X ,Y ) I R ) 
J i ji 
Pr(jiX) • PRIOR F(XIj) I SUM PRIOR F(XIk) j k k 
Nu~ber of Observations and Percent Classifi ed into KELOMPOK : 
Fr001 KELOMPOK BAlK SEDANG Total 
BAlK 37 0 37 
100.00 0.00 100.00 
SEOAI<G 0 25 25 
o.oo 100.00 100.00 
Total 37 25 62 Percent 59.68 40.32 100.00 
Priors 0. 5968 0.4032 
Error count £5ti•ates for KELONPOK: 
BAIK SEDAHG Total 
Ratt 0.0000 0.0000 0.0000 
Priors 0.5968 0.4032 
Lampiran 9A 
Program ~letode Kernel untuk Data Testing 
proc for'll:at: 
value specna:M 
1•' 8AJK' 
2• ' SEOA .. G': 
run; 
data tenis; 
title 'A~lisis Diskri~inan Kernel pada ketrampilan olahraga tenis lapangan'; 
input X2 X6 X7 X8 XlO Xll KELOMPOK; 
fo,.,.at KELONPOK specn""'•. ; 
label X2•'kekuatan otot lengan.' 
X6='daya tahan otot tungkai. · 
X7•'day• tahan otot lengan.' 
X8•'V02 max.' 
cards; 
XlO•'reaksi tangan.' 
Xll•'kelincahan. '; 
Proc discrim data•tenis outd•outd 
methodcnormal pool•yes short noclassify crosslisterr; 
C 1 ass KELO\IPOK; 
priors prop; 
var X2 X6 X7 XS XlO Xll ; 
title2 'using Normal Otnsity Estimates with Equal variance'; 
run; 
proc discrim data•tenis outd•outd 
methodenormal pool•no s hort nocl assify crossl isterri 
class KELOMPOK; 
priors prop; 
var X2 X6 X7 X8 XlO Xll; 
title2 ·using Normal Density Estimates with unequal vari ance '; 
ru n ; 
proc discrim data•tenis outd•outd 
method:npar kernel•normal r•.667 pool•yes 
s hort noclassi fy crossli sterr: 
c 1 ass KELOMPOK: 
priors prop; 
var X2 X6 X7 X8 XlO Xll; 
title2 'Us1ng Kernel Density Estimates with Equal BanO.ridth': 
run; 
proc discrirn data•ttnis outd•outd 
method•npar kernel•nor"al r•.667 pool•no 
short noclassify crosslisttrr: 
class KELONPOK; 
priors prop: 
var X2 X6 X7 xs XlO Xll; 
titlt2 'using Kernel Density Estlaatts w1th unequal Bandwridth'; 
run; 
Lampiran 9R 
Has il P rogram Kernel pada Data T esting 
Analisis o;skriNinan Kernel pada ketranpilan olahraga tenis lapangan 1 
using ~ormal Density Esti.at@s ~th Equal variance 
KELOMPOK 
BAIK 
SEOANG 
10:56 Monday, october 27, 1997 
Olscriminant Analysis 
20 observations 
6 variables 
2 classes 
19 OF Total 
18 DF Within classes 
1 OF Se~een classes 
Class Level Information 
Frequency 
9 
11 
weight 
9.0000 
11.0000 
Proportion 
0.450000 
0 .550000 
Prior 
Probabi 1i ty 
0.450000 
0.550000 
Analisis oiskri~lnan Kernel pada ketrampilan olahraga tenis lapangan 2 
Using Normal Density Estimates with Equal variance 
10:56 Monday, october 27, 1997 
Discriminant Analysis 
Classification Suornary for Calibration Data: WORK .TENIS 
cross-validation summary using Linear Di scrimi nant Function 
Generalized squared Distance Function: 
2 - ·1 
0 (X) • (X•X )' COV (X-X ) · 2 ln PRIOR j (X)j (X) (X)j j 
Posterior Probability of ~e~bership in each KELONPOK: 
2 2 
Pr(jiX) • exp(·.5 D (X)) / SUM exp(-.5 D (X)) j k k 
Nu~ber of observations and Percent classified into KELONPOK: 
FrO"' KELOOIPOK BAlK SEDANG Total 
BAlK 9 0 9 
100.00 0.00 100.00 
SEDAAG 0 11 11 
0.00 100.00 100.00 
Total 9 11 20 
Perc~nt 45.00 55.00 100.00 
Priors 0.4500 0.5500 
Error count Estimates for KELONPOK: 
SAlK SEOANG Total 
Rata o.oooo 0.0000 o.oooo 
Priors 0.4500 0.5500 
Analisis Oiskr1minan Kernel pada ketra~pilan olahraga tenis lapangan 
using No~al Density EstiMates with unequal variance 
KELOOIPOK 
BAlK 
SEOAioG 
10:56 Monday, OCtober 27. 
Discriminant Analysis 
20 Observations 
6 vanables 
2 Classes 
19 OF Total 
18 OF Within Classes 
1 OF Between classes 
class Level rnfonoation 
Frequency weight 
Prior 
ProPOrtion Probability 
9 9.0000 0.4SOOOO 0.450000 
11 11.0000 0. 550000 0.550000 
3 
1997 
obs FrO<> Posterior Probability of Membership in KELONPOK: classified 
K E L D>'POIC into KELO.~POK BAIK SEDA.'<G 
4 BAlK SEDA.NG • 0.0000 1.0000 11 BAlK SEDANG • 0.0000 1.0000 12 BAIK SEDAHG • 0.0000 1.0000 16 SEOANG BAIK • 1.0000 0.0000 
• ~isclassified observation 
Analisis oiskriminan Kernel pada ketrampilan olahraga tenis lapangan 4 
U$i ng Norma 1 Oensi ty Esti~ates with unequal variance 
10:56 Monday, october 17, 1997 
Discriminant Analysis 
Classificalion Summary for Calibration Oata: WORK.TENIS 
Cross-validation Summary using Quadratic Discriminant Function 
Generalized Squared Distance Function: 
2 - - 1 -
0 (X) • (X-X )' COV (X- X ) + l n ICOV I - 2 l n PRIOR j (J<)j (X)j (X)j (X)j j 
Posterior Probability of Membership in each KELOMPOK: 
Pr(j I X) 2 2 • exp(-.~ 0 (X)) / SUM exp(- .~ D (X)) j k k 
Nu11ber of Observations and Percent classified into KEL<»tPOK: 
FrO'I KELONPOK BAlK SEDAHG Total 
BAIK 
SEDA.'<G 
Total 
Percent 
Prior~ 
Rate 
Priors 
6 3 9 
66.67 33.33 100.00 
1 10 11 
9.09 90.91 100.00 
7 13 20 
35.00 65.00 100.00 
0.4500 o.ssoo 
Error Count Estimates for kELOMPOK: 
BAIK 
o. 3333 
0.4~00 
SEDA~G 
0.0909 
0.5500 
Total 
0.2000 
Analisis Diskriminan ~ernel pada ketrampilan olahraga tenis lapangan S 
using Kernel Density Esti•ates with Equal eana.ridth 
10:56 Monday, october 27, 1997 
Discri~inant Analysis 
20 obser-vations 
6 variables 
2 classes 
class Level 
19 OF Total 
18 OF within classes 
1 OF Between classes 
tnfoMr!ation 
Prior 
KElOMPOK Frequency weight Proportion Probability 
BAlK 9 9.0000 0.4$0000 0.4$0000 
SEO#.'G 11 11.0000 0. ssoooo 0.550000 
Analisis Oiskri~inan Kernel pada ketr~pilan olahraga tenis lapangan 6 
using Kernel Density £sti~ates ~th Equal sand~1dth 
10:56 ~onday. OCtober 27, 1997 
Discri~inant Analysis 
Classification sum~ary for Calibration Data: WORK.TENIS 
Cross ~validation Surn~ary using Normal Kerne1 Density 
Squared Oistance Function; 
2 -1 
0 (X,Y) • (X· Y)' COV (X·Y) 
Posterior Probability of Membershi p i n each KELOMPoK: 
- 1 
F(XIj) • n SUM exp( 
] i 
2 2 
.50 (X,Y ) I R ) ji 
Pr(j JX) • PRIOR F(X I j) I SUM PRIOR F(XIk) j k k 
Number of Observations and Percent classified into KELOMPOK: 
From ~ELOMPD~ 
BAlK 
SEOMG 
Total 
Percent 
Pr1ors 
Rate 
Priors 
BAI~ SEDANG Total 
9 0 9 
100.00 0.00 100.00 
0 ll 11 
0.00 100.00 100.00 
9 11 20 
45 . 00 55.00 100.00 
0.4500 0.5500 
Error Gount Estimates for KElOMPOK: 
BAlK 
0.0000 
0. 4500 
SEDAAG 
o.oooo 
0. 5500 
Total 
0.0000 
Anal i sis oiskrimi nan Kernel pada ke trampilan olahraga tenis l apangan 7 
using Kernel Density Esti~atQs wi th unequal Bandwidth 
KElOMPOK 
8AIK 
SEOANG 
10:56 Monday, october 27, 1997 
DlscriMinant Analysis 
20 observations 
6 variables 
2 cluses 
Frequency 
9 
ll 
19 OF Total 
18 OF Wi thin c l asses 
1 OF Between classes 
weight 
9.0000 
11.0000 
Proportion 
0.450000 
0. 550000 
Prior 
Probability 
0.450000 
0. 550000 
Anal isis Oisk ri~inan Kernel pada ketr~pilan olahraga t eni s lapangan 8 
Uslng Kernel oensity Esti~ates with unequal sa~dth 
10:56 Monday. oct ober 27 . 1997 
Olscriminant Analysis 
Classification su~ary for cal ibra tion Data: WORK. TENIS 
Cross-validation summary usi ng Normal Kernel Density 
Squared Distance Function: 
2 - l 
0 (X . Y) • (X- V) ' COV (X-Y) 
j 
Pos te ri or Probabil ity of Membership i n each KELOMPOK: 
-l 
F(Xfj) • n SUM exp ( - .5 j i 
2 2 
o (x.v ) 1 R ) ji 
Pr (j iX) • PRIOR F(Xfj) I SUM PRIOR F(Xfk) j k k 
Number of Observations and Percent classifi ed int o KELOMPOK : 
FrOM KELOMPOK 
BAlK 
SEOANG 
Total 
Percent 
Priors 
Rate 
Priors 
BAIK SEDAAG Tot al 
9 0 9 
100.00 0.00 100 .00 
0 ll 11 
0.00 100.00 100.00 
9 11 20 
~5.00 55 .00 100.00 
0.4500 0.5500 
Error COUnt Estiutes for KELONPOK : 
BAlK 
0.0000 
0.4500 
SEOANG 
0.0000 
0.5500 
Total 
o.oooo 
