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In order to force the calculation to converge to a particular ground state, the magnetic moments of the Co cations used to construct the initial charge density are specified. Co(II) cations in the tetrahedral sites are in the high-spin state and are assigned an initial magnetic moment of 3 μB. Co(III) and Co(IV) cations in octahedral sites are in the low-spin state and are assigned initial magnetic moments of 0 and 1 μB, respectively. In many cases, it was necessary to fine-tune the initial magnetic moments of the Co(IV) cations to obtain the correct electronic state -too low of a magnetic moment would converge to a Co(III) with the hole occupying the O 2p band and too high of a magnetic moment would converge to an intermediate-spin Co(IV). The method for determining the Co oxidation state is given in a later section.
In surfaces with Co(V)=O species, it was also necessary to specify an initial magnetic moment for the oxygen atom. These species can exist either in a triplet state where the Co and O have parallel spins of 1 μB or in a singlet state where the Co and O have opposite spins of 1 μB. For the singlet state, it was usually necessary to fine-tune the initial (spin-down) magnetic moment on the oxygen since too low of a magnetic moment would lead to the triplet state and too high of a magnetic moment would cause the spin to flip on the Co from up to down, also leading to a triplet state. In surfaces with superoxo species, it was also necessary to set the initial magnetic moments on both oxygen atoms to 1 μB.
The transition states for the O-O bond formation step during water addition were determined using a special procedure detailed in a following section due to the electronic transition that occurs at the transition state. The transition state for the proton coupled electron transfer (PCET) step on the (110)-A surface was found using the dimer method. 10 The Co3O4 bulk unit cell used to construct the surfaces was cubic and had the composition Co(II)8Co(III)16O32. The optimized lattice parameter was found to be 8. 16 Å, which is only slightly larger than the experimental value of 8.08 Å. 11
Determining free energies of intermediates (reproduced from ref. 1)
To determine the free energies of the different intermediates in the catalytic cycle, we use an approach similar to that of Nørskov and Rossmeisl in which the free energy of a proton and electron is determined by use of a reference reaction. 12, 13 The most commonly used reference reaction is the hydrogen evolution reaction whereby the proton and electron are in equilibrium with H2 gas at 1 bar. A more convenient choice for this study is to use the OER itself as the reference reaction so that the proton and electron are in equilibrium with O2 at 1 bar and liquid water (1)
H2O O+ 4 (H + + e -)
At the potential where this reaction is in equilibrium (overpotential of zero), the free energy of the proton and electron is equal to
Due to the poor description of the O2 molecule in DFT, 13, 14 we use H2 gas as the reference along with the experimental free energy of the OER, which is 4.92 eV under standard conditions so that
When the overpotential is non-zero, the free energy of the proton and electron is simply increased by the overpotential (η) multiplied by the elementary charge (4)
Since we only consider neutral systems in this study, it is not required to know the free energies of the proton and electron separately.
The other species for which a reference free energy is needed is liquid water. To get this value, we use the energy of water in the hexagonal ice structure at 0 K calculated by the same computational methods used throughout this study. The unit cell parameters used for this calculation (after relaxation) were a = 7.82 Å and c = 8.63 Å and the cell contained 8 water molecules. The results of this calculation give a cohesive energy of 0.50 eV per H2O. Using the cohesive energy of ice at 0 K rather than the experimental free energy of vaporization of water at standard conditions is reasonable because we do not include thermal effects in any of the other calculations in this work.
Location of transition states for water addition (reproduced from ref. 1)
The charge transfers that occur during the water addition reaction present a particular challenge to the typically used methods of locating transition states such as the nudged elastic band 15 and dimer 10 methods. This is because the transition state (TS) is located at the crossing of two potential energy surfaces so that it is not a stationary point on either surface. In order to locate this crossing, we calculate the energy of the system at several points along the minimum energy pathway in the vicinity of the TS on both potential energy surfaces. We then chose the O−O bond distance as a reaction coordinate and find the value of this reaction coordinate where the two potential energy surfaces have the same energy. This point corresponds to the TS. This procedure is carried out in the following steps which are illustrated in Scheme S1:
1. Set up an 8-image nudged elastic band (NEB) 16 calculation with the initial images interpolated between the reactant and product using the linear synchronous transit method. 17 2. Locate in the initial images the points where the electron transfers are likely to occur. For water addition to a bridging oxo at a dual-Co site, two electron transfers occur. The first electron transfer is estimated to occur when the proton being transferred from the attacking water to the η-OH on the surface is halfway between the two oxygen atoms. The second electron transfer is estimated to occur when the O−O bond length of the hydroperoxo being formed is 2.00 Å. For water addition to a terminal oxo at a single-Co site, only one electron transfer occurs. This electron transfer is estimated to occur when the O−O bond length is 2.00 Å. 3. Based on the estimated points of electron transfer along the NEB chain, assign a charge state to each of the images. Set the initial charge density of each image to correspond to the assigned charge state using the method described in "Details of quantum chemical calculations". 4. Perform the NEB calculation using the initial charge densities for the images obtained in the previous step. Convergence is achieved when all atomic forces in all images are below 0.3 eV/Å. A spring force constant of 5 eV/Å 2 was used. 5. From the results of the NEB, find the two images and on either side of the expected TS (see Scheme S1). The TS is estimated as the point where the O−O bond is 2.00 Å. If one of these two images is too close to the transition state (the O−O bond is between 1.90 Å and 2.10 Å) chose the next closest image. 6. Perform a geometry optimization on with the distance to fixed. Do the same for with the distance to fixed. The geometries are converged when all atomic forces are below 0.05 eV/Å. These new images are and , respectively. This step is necessary because the NEB calculation was converged to only 0.3 eV/Å. 7. Linearly interpolate between and three points with O−O bond lengths of 1.90 Å, 2.00 Å, and 2.10 Å. These points are 1 , 2 , and 3 , respectively. Using the charge density of as the initial guess, optimize the geometries of all three structures keeping the distance to fixed. The resulting structures are 1 , 2 , and 3 . Do the same using the charge density of as the initial guess and keeping the distance to fixed. These optimized structures are 1 , 2 , and 3 . A convergence criteria of 0.05 eV/Å is used in all optimizations. If any of the optimizations diverge, try using the other endpoint ( or ) as the fixed point for that particular structure. 8. Plot the energy versus the O−O bond distance in the optimized structures for 1 , 2 , and 3 as well as for 1 , 2 , and 3 . Fit a parabola to each of the two sets of points. The TS is the point where the parabolas intersect.
Scheme S1. Illustration of the procedure for locating the transition state of the water addition reaction on a 2-D potential energy surface. The horizontal coordinate is the O−O bond distance and the vertical coordinate is an arbitrary orthogonal reaction coordinate. The dotted line is the minimum energy path found by the (roughly converged) nudged elastic band method. The dark solid lines are the minimum energy paths for the electronic state of the reactant (R) and product (P). The points along these lines are explained in the text.
We should note that even though the O−O bond distance is the same in the structures on both potential energy surfaces at the TS, the other coordinates may not be the same. A more accurate treatment would perform a vibrational mode analysis on the two structures in order to construct a quadratic approximation of the two potential energy surfaces in the vicinity of the transition state. One could then determine the minimum energy point where the two surfaces cross in the complete coordinate space. We find, however, that the structures are very similar on the two potential energy surfaces at the transition state determined by the approximate method so that the more accurate treatment is likely not necessary. This implies that the minimum energy pathways on the two surfaces, shown schematically in Scheme S1, largely coincide in the region of the TS.
Another point that should be made is that the crossing of the two potential energy surfaces at the TS is artificial -in reality, they would mix in the vicinity of the crossing and a gap would open between the two new potential energy surfaces. In that case, the TS would correspond to a saddle point on the new low energy PES. With the GGA+U method, however, this mixing of the two PES is suppressed because the mixed PES would involve a mixing between the Co(III) and Co(IV) states so that one of the d orbitals would have a fractional occupancy. The U correction penalizes such a fractional occupancy enough that the mixed-valence state is higher in energy than both of the single-valence states at the TS. This is related to the convex shape of the curve relating energy to the number of electrons in a system at fractional number of electrons in the Hartree-Fock method 18 -the self-interaction correction has a similar effect to including Fock exchange. This would seem to imply that our barriers may be overestimated. Ultimately, this is a very difficult TS to model due to the near-degeneracy of the two electronic states in its vicinity and the resulting strong static correlation.
Modeling Approximate Solvent Interactions
Solvation effect on the reaction barriers for water addition have been accounted from in an approximate way by allowing one or two additional water molecules to interact with the transition state structures. One additional water was used for sites on both the (311) and (110)-A surfaces and two additional waters were used for the site on the (110)-B surface. Two water molecules were used on the latter surface rather than one because the hydroxyl generated from the attacking water only interacts with one water ligand on this surface compared to two water or hydroxo ligands on the other two surfaces. This way, the oxygen of the hydroxyl forms three hydrogen bonds on all surfaces.
When calculating the interaction energy between the additional water and the transition state, only the water molecules were allowed to relax during geometry optimization, while the other atoms were frozen in the positions determined in the absence of the additional water. For transition states that involve a crossing between two potential energy surfaces (all except transition states except for the PCET transition state on the (110)-A site), the interaction energy with the additional water molecules was determined for both electronic configurations. The interaction energies, which are listed in Table S1 , are then added to the energies used to define the potential energy profiles in step 8 of the method discussed in the previous section used to determine the crossing points. Structures of the transition states with the added water are shown in Figure S1 . Analysis of electronic structure was done using the Quasiatomic Orbital (QO) method developed by Qian et al. 19 and implemented by us in VASP. The method allows for the transformation of the Bloch orbitals from a plane wave basis to a minimal atomic orbital basis (the quasiatomic orbitals or QOs) that contains the complete subspace of occupied Bloch orbitals. The set of N+M quasiatomic orbitals { } is constructed as a linear combination of N occupied Bloch orbitals { } and a set of M auxiliary Bloch orbitals { }.
(5)
The expansion coefficients Ω and Ω are the projections of the Bloch orbitals on a set of N+M atomic orbitals { }. The auxiliary Bloch orbitals are orthogonal to the occupied Bloch orbitals and are the set that maximizes the overlap between the QOs and the corresponding atomic orbitals defined by the following quantity
The resulting set of QOs has the property of having maximum similarity to the atomic orbitals (defined by the above overlap quantity) while still containing the entire space of occupied Bloch orbitals. Because of this constraint, the QOs provide a description of the ground state properties of the system that is exactly equivalent to the description in the original plane wave basis. In practice, it is found that the QOs exhibit only small deviations from the atomic orbitals used for the fitting so that they provide an excellent basis for determining atomistic quantities such as partial charges, magnetic moments, and bond overlaps.
The QOs for the structures in this work are determined using an atomic orbital basis consisting of the 1s orbital on H, the 2s and 2p orbitals on O, and the 4s and 3d orbitals on Co. It is found that inclusion of the Co 4p orbitals does not lead to a significantly closer fit between the QOs and the original atomic orbitals. This indicates that the Co 4p orbitals are not necessary to describe the ground state properties of this system -they are closer to Rydberg orbitals than valence orbitals.
Once the set of QOs is determined, the Bloch orbitals can be transformed to this basis from the original plane wave. Before doing this, it is useful to first form a set of orthonormal QOs {̃} using the symmetric orthogonalization method of Löwdin 20
where is the overlap matrix between the QOs defined as
The orthonormalized QOs can be written in terms of the Bloch orbitals by transforming the matrix Ω by
Ω = ∑ Ω
Unlike Ω , Ω is a unitary matrix so that the occupied Bloch orbitals can easily be written in the basis of orthonormalized QOs
Finally, we can then calculate the density matrix in the orthonormalized QO basis according to
where is the occupancy of Bloch orbital in the case of fractional occupancies.
Up to this point, the QOs still have the periodicity of the unit cell, leading to the index . It is more useful is we transform to a completely local basis using the Bloch transformation (17)
|̃⟩ = ∑ |̃⟩
This results in a density matrix
Due to the periodicity of the system, this density matrix is also periodic and depends only on the difference − ′ .
Determining oxidation states of Co (reproduced from ref. 1)
Determining the oxidation state of an atom which is part of a larger system from a quantum chemical calculation is not trivial. This is due to the sharing of electrons between atoms which leads to fractional occupancies of atomic orbitals. One possibility is to correlate the oxidation state with the partial charge using calculations on reference systems having a known oxidation state. However, this correlation does not always hold. For example, in bulk Co3O4, the Co cations in the tetrahedral sites are known to have an oxidation state of +II while those in the octahedral sites have an oxidation state of +III. In our calculations, though, the partial positive charge is higher on the Co(II) (1.26) than the Co(III) (1.16) . This is due to the greater number of oxygen anions coordinating the Co(III) in the octahedral site compared to the Co(II) in the tetrahedral site. These oxygen anions donate electron density onto the Co, leading to a decrease in the positive partial charge.
We have developed a more robust method of determining the oxidation state based instead on the populations of the individual atomic d orbitals on the Co cations. The oxidation state is determined from the number of d orbitals that are close to being fully occupied. Co(II) has seven such orbitals, Co(III) has six, Co(IV) has five, and Co(V) has four. The number of fully occupied d orbitals is determined by diagonalizing the density matrix of each spin component projected on the basis of five d quasi-atomic orbitals on the Co. The d orbitals with fractional occupancy are not included because the fractional occupancy originates from donation by the oxygen ligands in the coordination shell. Therefore, these electrons are formally assigned to the ligands. There is one 5×5 atomic density matrix for each spin component and the number of occupied d orbitals is determined by the number of eigenvalues greater than a certain cutoff. We find that 0.90 is an acceptable cutoff which works in nearly all cases. In most cases, the occupancy of the "occupied" orbitals is greater than 0.95. The formal magnetic moment can also be determined in this way -it is simply equal to the difference in the number of spin up and spin down eigenvalues greater than the cutoff.
Method for extracting hole densities from quantum chemical calculations
The orbitals used to generate the hole densities in several of the figures in the main text were constructed from linear combinations of unoccupied Bloch orbitals in the QO representation. The particular linear combination was chosen to maximize the hole density on a given atom or set of atoms. To do this, the QOs centered on the atom or set of atoms on which the hole is to be localized are projected onto the unoccupied Bloch orbitals by multiplication with the hole density matrix where ̂ is the Kohn-Sham Hamiltonian operator taken from the DFT calculation. We then solve the generalized eigenvalue problem in the basis of projected QOs
where are the elements of the i th eigenvector with eigenvalue . The localized orbital(s) containing the hole(s) are taken from the eigenvector(s) that most closely match the expected shapes (24)
In addition to the orbital(s) containing the hole(s), there are two eigenvectors corresponding to the empty 3d eg orbitals on each Co cation included in the localization basis. In all cases, it was trivial to distinguish these and exclude them.
The localization basis used in each of the figures in the main text are given below: A similar method is used to determine the lone pair orbitals used to plot densities in Figure 8 of the main text except the density matrix is used to form the projected QOs rather than the hole density matrix . The four QOs on the oxo are used as the localization basis. The generalized eigenvalue problem in eq. (23) is solved and the eigenvector corresponding to the orbital containing the hole is excluded while the remaining three eigenvectors are used to construct the delocalized lone pair density.
Method for quantifying the number of electrons donated in hydrogen bonds
In the main text, the number of electrons donated in hydrogen bonds to the hydroxyl intermediate formed during water addition was specified. To determine this quantity, we take the elements of the density matrix given in eq. (18) between the QOs on the donor oxygen atom A and the 1s QO on the acceptor hydrogen. The donor orbital on the oxygen is then defined by this vector (25)
where the sum is over all QOs on the donor oxygen. Since the donor orbital is also partially delocalized onto the other atoms neighboring the donor oxygen, we must project | 0 ⟩ onto the occupied Bloch states by multiplication with the density matrix and normalization (26)
The number of electrons donated in the hydrogen bond is equal to the population of this donor orbital on the hydrogen 1s QO, which is equal to the following after making use of the definition of 0 in eq. (25) 
Energies of constrained orbitals
Figure S7 below and Figure 8 in the main text display the energy of the constrained 2p orbital on the oxo for different occupancies of this orbital. Since absolute energies in periodic calculations are not meaningful, it is necessary to choose an appropriate reference for these orbital energies. For this, we choose the unscreened energy of the constrained 3d orbital on the Co cation. The unscreened energy is obtained from the self-consistent energy by correcting for differences in the electron population and spin moment on the Co cation from the reference values 0 and 0 (28)
For the reference values, we used 0 = 6.61 and 0 = 1.72.
Eq. (28), as well as eq. (8) in the main text, require the effective Coulomb and exchange integrals for 2p orbitals on the oxo ( and ) and 3d orbitals on the Co ( and ). These integrals are obtained from the energies of the constrained orbitals (↑ = spin-up; ↓ = spin-down) for the calculation when the hole is on the Co ( = 0) and for the calculation when the hole is on the oxo ( = 1). 
Lower energy state on (001) surface
As discussed in the main text, a lower energy state with the same degree of oxidation as the active state exists on for the site on the (001) surface. In this state, shown in Figure S10 , the proton on the µ 3 -oxo in the active state is instead bound to the η-OH. Further details of this state are given in ref. 1 . Figure S10 . Comparison of the structures and energetics (eV at η = 0) of water addition to a dual-Co site on the (001) and (311) surfaces. The first step is the oxidation of the site by removal of an electron and proton and the second step is deprotonation of the attacking water and formation of the hydroperoxo. On the (001) site, the μ 3 -OH deprotonates in the first step forming a μ 3 -O that deprotonates the water in the next step. On the (311) site, this OH is coordinated by only two Co cations due to the location of the site on a step edge. This μ 2 -OH is less acidic than the η-H2O, which deprotonates instead to form an η-OH. The η-OH on the (311) site is more basic than the μ 3 -O on the (001) site and more easily deprotonates the attacking water, leading to a less endothermic water addition with a lower barrier. (reproduced from ref . 1) 
