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a b s t r a c t
A model describing the dynamics of Cohen-Grossberg neural networks with time-delays
and impulses is considered. By means of Lyapunov functionals and a differential inequality
technique, criteria on global exponential stability of this model are derived. Many
adjustable parameters are introduced in the criteria to provide flexibility for the design and
analysis of the system. The results of this paper are new and they supplement previously
known results.
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1. Introduction
The theory of impulsive delay differential equations is emerging as an important area of investigation, since it is a lot
richer than the corresponding theory of nonimpulsive delay differential equations. Many evolution processes in nature are
characterized by the fact that at certain moments of time they experience an abrupt change of state. That was the reason
for the development of the theory of impulsive differential equations and impulsive delay differential equations, see the
monographs [1,2].
The purpose of this paper is to study the stability of the following impulsive Cohen–Grossberg neural networks (CGNNS)
with variable coefficients and several time-varying delays:
x˙i(t) = −ai(xi(t))
[
bi(t, xi(t))−
n∑
j=1
cij(t)fj(xj(t))−
n∑
j=1
dij(t)fj(xj(t − τij(t)))+ Ji(t)
]
,
a.e. t ≥ 0, t 6= tk, (a)
xi(t+) = gik(xi(t))+ hik(xi(t − ςi(t)))+ Iik(t), t = tk, i = 1, 2, . . . , n; k = 1, 2, . . . , (b)
(1.1)
where n corresponds to the number of units in a neural network; for i, j = 1, 2, . . . , n, xi(t) denotes the potential of cell
i at time t; 0 ≤ τij(t), ςi(t) ≤ τ correspond to the transmission delays. The first part (called the continuous part) of (1.1)
describes the continuous evolution processes of the neural networks. For i, j = 1, 2, . . . , n, ai represents an amplification
function; bi is an appropriately behaved function; cij(t) and dij(t) denote the strengths of connectivity between cell i and j
at time t , respectively; fi shows how the ith neuron reacts to the input; Ji(t) is the external bias on the ith neuron at time t .
The second part (called the discrete part) of (1.1) describes that the evolution processes experience an abrupt change of
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states at the moments of tk (called impulsive moments); For i = 1, 2, . . . , n; k = 1, 2, . . ., the fixed moments of tk, satisfy
t1 < t2 < · · · < tn < · · ·, and limk→∞ tk = ∞; gik represents impulsive perturbations of ith unit at time tk; hik represents
impulsive perturbations of ith unit at time tk, which is caused by the transmission delays; Iik(tk) represents the external
impulsive input at time tk.
(1.1)(a) as a model of neural network (CGNNS), which included Hopfield neural networks as a special case, has been
studied widely. Recently for the delayed CGNNS such as (1.1)(a) with bi(t, xi(t)) = bi(xi(t))(i = 1, 2, . . . , n), some criteria
for the global asymptotic stability are established. We refer to [3–6]. In [7], the authors investigate the effects of delays, but
the differentiability of the varying delays τij and the behaved function bi are needed. However their work mostly focuses
on the autonomous CGNNS. In [8,9], the authors study the existence and exponential stability of periodic solutions for a
periodic nonautonomous CGNNS, respectively. Other results for a nonautonomous CGNNS are few. We refer to [10–12].
In this paper, we will investigate the global asymptotic stability of the nonautonomous CGNNS and focus on the effect of
impulses on the dynamic behavior of (1.1). The results of this paper are new and they supplement previously known results.
For a continuous function a(t) defined on R+ = [0,∞), we denote a+(t) = maxt∈R+{0, a(t)} and a−(t) = mint∈R+{0, a(t)}.
For convenience, the following conditions are listed.
(H1) ai and fi (i = 1, 2, . . . , n) are continuous on R; cij and Ji (i, j = 1, 2, . . . , n) are continuous on R+; dij (i, j = 1,
2, . . . , n) is continuous and bounded on R+; bi(i = 1, 2, . . . , n) is continuous on R+ × R; Furthermore, there exist positive
constants αi and α¯i such that αi ≤ ai(x) ≤ α¯i for all x ∈ R and i = 1, 2, . . . , n.
(H2) There exist positive continuous functions βi(t), i = 1, 2, . . . , n, such that
bi(t, u)− bi(t, v)
u− v ≥ βi(t) > 0 for all t ∈ [0,∞), u, v ∈ R and u 6= v;
(H∗2) There exist positive continuous functions βi(t), i = 1, 2, . . . , n, such that
ubi(t, u) ≥ βi(t)u2 for all t ∈ [0,∞), u ∈ R;
(H3) There are positive constants Fi > 0, i = 1, 2, . . . , n, such that
|fi(u)− fi(v)| ≤ Fi|u− v|,
for all u, v ∈ R and i = 1, 2, . . . , n.
(H4) There exist positive constants qk > 0, pi > 0, µki ∈ R, ωki ∈ R(i = 1, 2, . . . , n; k = 1, 2, . . . ,m), r > 1 and σ > 0
such that
∑m
k=1 qk = r − 1 and
rαiβi(t)−
n∑
j=1
m∑
k=1
α¯jqk
(
c+ij (t)F
rµkj
qk
j + d+ij (t)F
rωkj
qk
j
)
− 1
pi
n∑
j=1
α¯jpj
(
c+ij (t)F
r(1−
m∑
k=1
µkj)
j + d+ij (t)F
r(1−
m∑
k=1
ωkj)
j
)
≥ σ > 0,
for t ∈ [0,∞) and i = 1, 2, . . . , n.
(H∗4) There exist positive constants p1, p2, . . . , pn and σ such that
αiβi(t)−
1
pi
n∑
j=1
α¯jpjFj
(
c+ij (t)+ d+ij (t)
)
≥ σ > 0, for all t ∈ [0,∞) and i = 1, 2, . . . , n.
(H5) There exist positive constants Gik and Hik such that
|gik(u)− gik(v)| ≤ Gik|u− v|, |hik(u)− hik(v)| ≤ Hik|u− v|, max
1≤i≤n,1≤k
α¯i
αi
Hik + max
1≤i≤n,1≤k
α¯i
αi
Gik < 1
for all u, v ∈ R and i = 1, 2, . . . , n; k = 1, 2, . . ..
Define
PC([−τ , 0], R) =
{
ψˆ : [−τ , 0] → R|ψˆ(t−) = ψˆ(t), for t ∈ [−τ , 0], ψˆ(t+) exists and ψˆ(t+) = ψˆ(t)
for all but at most a finite number of points t ∈ [−τ , 0].
}
,
PC([−τ , 0], Rn) =
{
ψ = (ψ1, ψ2, . . . , ψn)T|ψi ∈ PC([−τ , 0], R), i = 1, 2, . . . , n.
}
.
For any ψˆ ∈ PC([−τ , 0], R), ψ = (ψ1, ψ2, . . . , ψn)T ∈ PC([−τ , 0], Rn), define ‖ · ‖τ and ‖ · ‖nτ as ‖ψˆ‖τ =
sup−τ≤s≤0 |ψˆ(s)| and ‖ψ‖nτ = max1≤i≤n ‖ψi‖τ , respectively.
Moreover, we define xt ∈ PC([−τ , 0], Rn) by xt(s) = x(t + s) for−τ ≤ s ≤ 0.
We assume that (1.1) has the following initial conditions
xi(s) = φi(s), for − τ ≤ s ≤ 0, (1.2)
where φ = (φ1, φ2, . . . , φn)T ∈ PC([−τ , 0], Rn). According to [13], the initial value problem (1.1) and (1.2) has the unique
solution x(t, φ) under assumptions (H3) and (H5).
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Definition 1.1. A function x(t) = (x1(t), x2(t), . . . , xn(t))T is said to be a solution of (1.1) on [−τ ,∞) if:
(i) xi(t) is absolutely continuous on each interval (0, t1) and (tk, tk+1), i = 1, 2, . . . , n, k = 1, 2, . . .;
(ii) For any tk, k = 1, 2, . . ., xi(t+k ) and xi(t−k ) exist and xi(t−k ) = xi(tk), i = 1, 2, . . . , n;
(iii) x(t) satisfies (1.1)(a) for almost everywhere (a.e.) in [0,∞) and satisfies (1.1b) for every t = tk, k = 1, 2, . . ..
Definition 1.2. (1.1) is said to be globally exponentially stable, if there exist α > 0 andM > 1 such that
|xi(t)− yi(t)| ≤ M‖ϕ − ψ‖nτe−αt , for all t ≥ 0, i = 1, 2, . . . , n,
for any two solutions X(t) = (x1(t), x2(t), . . . , xn(t))T and Y (t) = (y1(t), y2(t), . . . , yn(t))T of (1.1) and (1.2) with φ = ϕ
and φ = ψ , respectively, (ϕ and ψ ∈ PC([−τ , 0], Rn)).
2. The main result
To obtain the main results, the following lemmas are needed.
Lemma 2.1 (See [14]). For a ≥ 0, bk ≥ 0(k = 1, 2, . . . ,m), the following inequality holds.
a
m∏
k=1
bqkk ≤
1
r
m∑
k=1
qkbrk +
1
r
ar ,
where qk > 0(k = 1, 2, . . . ,m) are constants and∑mk=1 qk = r − 1, r > 1.
Lemma 2.2. Assume that β¯i and Cij(1 ≤ i, j ≤ n) are continuous functions on R+; Dij(1 ≤ i, j ≤ n) is continuous and bounded
on R+; Rik and Qik(1 ≤ i ≤ n, 1 ≤ k) are positive constants, satisfying max1≤i≤n;1≤k Rik + max1≤i≤n;1≤k Qik < 1. Suppose the
following are true.
(H¯1) There exist positive constants σ¯ and p¯1, p¯2, . . . , p¯n such that
β¯i(t)− 1p¯i
n∑
j=1
p¯j(C+ij (t)+ D+ij (t)) ≥ σ¯ > 0, for all t ∈ [0,∞) and i = 1, 2, . . . , n.
(H¯2) Nonnegative vector function g(t) = (g1(t), g2(t), . . . , gn(t))T satisfying
D−gi(t) ≤ −β¯i(t)gi(t)+
n∑
j=1
C+ij (t)gj(t)+
n∑
j=1
D+ij (t)‖gjt‖τ , a.e. t ≥ 0, t 6= tk, (a)
gi(t+) ≤
(
Rikg
1
r
i (t)+ Qikg
1
r
i (t − ςi(t))
)r
, t = tk, i = 1, 2, . . . , n; k = 1, 2, . . . , (b)
(2.1)
where r ≥ 1 is a constant. Then for all t ≥ 0 and i = 1, 2, . . . , n, there exist positive constants L > 1 and µ ∈
[λ∗ + r
τ
ln max1≤i≤n,k≥1 Qik1−max1≤i≤n,k≥1 Rik , λ
∗] such that
gi(t) ≤ L
n∑
l=1
‖gl0‖τe−(λ∗−µ)t , (2.2)
where λ∗ is defined as
λ∗ = inf
t≥0,1≤i≤n
{
λ(t) > 0, λ(t)−
[
β¯i(t)− 1p¯i
n∑
j=1
p¯jC+ij (t)
]
+ 1
p¯i
n∑
j=1
p¯jD+ij (t)e
λ(t)τ = 0
}
> 0.
Proof. Let λ∗i = inft≥0{λ(t) > 0, λ(t) − [β¯i(t) − 1p¯i
∑n
j=1 p¯jC
+
ij (t)] + 1p¯i
∑n
j=1 p¯jD
+
ij (t)e
λ(t)τ = 0}, then λ∗ = min{λ∗i |i =
1, 2, . . . , n}.
Let ri(t) = β¯i(t) − 1p¯i
∑n
j=1 p¯jC
+
ij (t), mi(t) = 1p¯i
∑n
j=1 p¯jD
+
ij (t), Li(λ) = λ − ri(t) + mi(t)eλτ . From [10, Lemma 4.1], we
obtain λ∗i exists, λ
∗
i > 0 and
dLi(λ)
dλ > 0. So λ
∗ exists uniquely and λ∗ > 0.
Choose a positive constant q such that p¯iq > 1 for all i ∈ {1, 2, . . . , n}. Let di(t) = qp¯i∑nl=1 ‖gl0‖τe−(λ∗−µ)t , i =
1, 2, . . . , n. Then for all t ∈ [−τ , 0] and γ > 1, we have
γ di(t) = γ qp¯i
n∑
l=1
‖gl0‖τe−(λ∗−µ)t > gi(t).
Then
J. Li et al. / Computers and Mathematics with Applications 58 (2009) 1142–1151 1145
gi(t) < γ di(t), for all t ∈ [0,∞), i = 1, 2, . . . , n. (2.3)
Contrarily, there must exist i ∈ {1, 2, . . . , n} and t¯ > 0 such that
gi(t¯+) ≥ γ di(t¯) and gj(t) < γ dj(t), for t ∈ [0, t¯), j = 1, 2, . . . , n. (2.4)
We have the following two cases:
(i) t¯ 6= tk, k = 1, 2, . . .. So gi(t) is continuous at t¯ . By (2.4), we have
gi(t¯) = γ di(t¯) and D−gi(t¯) > γ d′i(t¯). (2.5)
Noting that (2.5) and
‖gjt¯‖τ = sup−τ≤θ≤0 gj(t¯ + θ) ≤ sup−τ≤θ≤0 γ dj(t¯ + θ) ≤ γ dj(t¯ − τ), (2.6)
we have
D−gi(t¯)− γ d′i(t¯) ≤ −β¯i(t¯)gi(t¯)+
n∑
j=1
C+ij (t¯)gj(t¯)+
n∑
j=1
D+ij (t¯)‖gjt¯‖τ + γ (λ∗ − µ)di(t¯)
≤ −β¯i(t¯)γ di(t¯)+
n∑
j=1
γ C+ij (t¯)dj(t¯)+
n∑
j=1
γD+ij (t¯)dj(t¯ − τ)+ γ λ∗di(t¯)
≤ −γ q
n∑
l=1
‖gl0‖τe−(λ∗−µ)t¯
(
p¯iβ¯i(t¯)−
n∑
j=1
p¯jC+ij (t¯)−
n∑
j=1
p¯jD+ij (t¯)e
(λ∗−µ)τ
)
+ γ qp¯i
n∑
l=1
‖gl0‖τe−(λ∗−µ)t¯
(
β¯i(t¯)− 1p¯i
n∑
j=1
p¯jC+ij (t¯)−
1
p¯i
n∑
j=1
p¯jD+ij (t¯)e
λ∗τ
)
≤ γ q
n∑
l=1
‖gl0‖τe−(λ∗−µ)t¯
[
−p¯iβ¯i(t¯)+
n∑
j=1
p¯jC+ij (t¯)+
n∑
j=1
p¯jD+ij (t¯)e
λ∗τ
+ p¯iβ¯i(t¯)−
n∑
j=1
p¯jC+ij (t¯)−
n∑
j=1
p¯jD+ij (t¯)e
λ∗τ
]
≤ 0,
which is a contradiction with (2.5).
(ii) There exists a k0 ∈ {1, 2, . . .} such that t¯ = tk0 . By (2.4), we have
gi(t¯) ≤ γ di(t¯) ≤ gi(t¯+). (2.7)
Noting gi(t¯+) 6= gi(t¯−), we have gi(t¯−) < γ di(t¯) or γ di(t¯) < gi(t¯+). Without loss of generality, we assume that
γ di(t¯) < gi(t¯+). Consequently,
γ di(t¯) < gi(t¯+) ≤
(
Rik0g
1
r
i (t¯)+ Qik0g
1
r
i (t¯ − ςi(t¯))
)r
≤
[(
γ di(t¯)
) 1
r
Rik0 +
(
γ di(t¯ − ςi(t¯))
) 1
r
Qik0
]r
≤
(
γ di(t¯)
)(
Rik0 + Qik0e
(λ∗−µ)τ
r
)r
. (2.8)
Simplifying (2.8), we obtain(
Rik0 + Qik0e
(λ∗−µ)τ
r
)
> 1.
So µ < λ∗ + r
τ
ln
Qik0
1−Rik0
, which contradicts with µ ∈ [λ∗ + r
τ
ln max1≤i≤n,k≥1 Qik1−max1≤i≤n,k≥1 Rik , λ
∗].
From (i) and (ii), (2.3) holds. Letting γ → 1+ in (2.3), we have gi(t) ≤ di(t) for all t ∈ [0,∞), i = 1, 2, . . . , n. Let
L = max1≤i≤n{qp¯i}, then for t ≥ 0 and i = 1, 2, . . . , n, we have
gi(t) ≤ L
n∑
l=1
‖gl0‖τe−(λ∗−µ)t .
The proof of Lemma 2.2 is complete. 
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Theorem 2.1. Assume that (H1)(H2) (or (H∗2))–(H5) hold. Then system (1.1) is globally exponentially stable.
Proof. Let X(t) = (x1(t), x2(t), . . . , xn(t))T and Y (t) = (y1(t), y2(t), . . . , yn(t))T be two solutions of (1.1) with initial
conditions (1.2) with φ = ϕ and φ = ψ , respectively. Let
Vi(t) = sign(xi(t)− yi(t))
∫ xi(t)
yi(t)
1
ai(s)
ds, zi(t) = |xi(t)− yi(t)|, t ∈ R+, i = 1, 2, . . . , n. (2.9)
Then for i = 1, 2, . . . , nwe have
D−Vi(t) ≤ sign(xi(t)− yi(t))
[
−
(
bi(t, xi(t))− bi(t, yi(t))
)]
+
∣∣∣∣∣ n∑
j=1
cij(t)
(
fj(xj(t))− fj(yj(t))
)∣∣∣∣∣
+
∣∣∣∣∣ n∑
j=1
dij(t)
(
fj(xj(t − τij(t)))− fj(yj(t − τij(t)))
)∣∣∣∣∣
≤ −βi(t)zi(t)+
n∑
j=1
Fjc+ij (t)zj(t)+
n∑
j=1
Fjd+ij (t)zj(t − τij(t)). (2.10)
From (2.9), we have
zi(t)
α¯i
≤ Vi(t) ≤ zi(t)
αi
. (2.11)
By Lemma 2.1, (2.10) and (2.11), for i = 1, 2, . . . , nwe have
D−V ri (t) ≤ rV r−1i (t)D−Vi(t)
≤ −rβi(t)V r−1i (t)zi(t)+ rV r−1i (t)
n∑
j=1
Fjc+ij (t)zj(t)+ rV r−1i (t)
n∑
j=1
Fjd+ij (t)zj(t − τij(t))
≤ −rαiβi(t)V ri (t)+ r
n∑
j=1
α¯jc+ij (t)FjV
r−1
i (t)Vj(t)+ r
n∑
j=1
α¯jd+ij (t)FjV
r−1
i (t)Vj(t − τij(t))
≤ −rαiβi(t)V ri (t)+ r
n∑
j=1
α¯jc+ij (t)F
1−
m∑
k=1
µkj
j Vj(t)
m∏
k=1
F
µkj
j V
qk
i (t)
+ r
n∑
j=1
α¯jd+ij (t)F
1−
m∑
k=1
ωkj
j Vj(t − τij(t))
m∏
k=1
F
ωkj
j V
qk
i (t)
≤ −rαiβi(t)V ri (t)+
n∑
j=1
α¯jc+ij (t)F
r(1−
n∑
k=1
µkj)
j V
r
j (t)+
n∑
j=1
α¯jc+ij (t)
m∑
k=1
qkF
rµkj
qk
j V
r
i (t)
+
n∑
j=1
α¯jd+ij (t)F
r(1−
m∑
k=1
ωkj)
j V
r
j (t − τij(t))+
n∑
j=1
α¯jd+ij (t)
m∑
k=1
qkF
rωkj
qk
j V
r
i (t)
≤ −
[
rαiβi(t)−
n∑
j=1
α¯jc+ij (t)
m∑
k=1
qkF
rµkj
qk
j −
n∑
j=1
α¯jd+ij (t)
m∑
k=1
qkF
rωkj
qk
j
]
V ri (t)
+
n∑
j=1
α¯jc+ij (t)F
r(1−
m∑
k=1
µkj)
j V
r
j (t)+
n∑
j=1
α¯jd+ij (t)F
r(1−
m∑
k=1
ωkj)
j V
r
j (t − τij(t)).
Consequently, for i = 1, 2, . . . , nwe have
D−V ri (t) ≤ −
[
rαiβi(t)−
n∑
j=1
α¯jc+ij (t)
m∑
k=1
qkF
rµkj
qk
j −
n∑
j=1
α¯jd+ij (t)
m∑
k=1
qkF
rωkj
qk
j
]
V ri (t)
+
n∑
j=1
α¯jc+ij (t)F
r(1−
m∑
k=1
µkj)
j V
r
j (t)+
n∑
j=1
α¯jd+ij (t)F
r(1−
m∑
k=1
ωkj)
j ‖V rjt‖τ . (2.12)
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By (2.11),
Vi(t+k ) ≤
1
αi
|xi(t+k )− yi(t+k )|
= 1
αi
|gik(xi(tk))− gik(yi(tk))+ hik(xi(tk − τi(tk)))− hik(yi(tk − τi(tk)))|
≤ α¯iGik
αi
Vi(tk)+ α¯iHik
αi
Vi(tk − τi(tk)). (2.13)
Let
λˆ∗ = inf
t≥0,1≤i≤n{λ(t) > 0, λ(t)− r¯i(t)+ m¯i(t)e
λ(t)τ = 0} > 0,
where
r¯i(t) = rαiβi(t)−
n∑
j=1
m∑
k=1
α¯jqk
(
c+ij (t)F
rµkj
qk
j + d+ij (t)F
rωkj
qk
j
)
− 1
pi
n∑
j=1
α¯jpjc+ij (t)F
r(1−
m∑
k=1
µkj)
j
and
m¯i(t) = 1pi
n∑
j=1
α¯jpjd+ij (t)F
r(1−
m∑
k=1
ωkj)
j .
By Lemma 2.2, (2.12) and (2.13), there exist positive constantsM > 1 and µˆ ∈ [λˆ∗ + r
τ
ln
max1≤i≤n,k≥1 α¯iHikαi
1−max1≤i≤n,k≥1 α¯iGikαi
, λˆ∗] such that
V ri (t) ≤ M
n∑
l=1
‖V rl0‖τe−(λˆ
∗−µˆ)t ,
i.e.
Vi(t) ≤ M 1r
( n∑
l=1
1
αrl
‖xl0 − yl0‖rτ
) 1
r
e−
(λˆ∗−µˆ)t
r .
So
|xi(t)− yi(t)| ≤ max
1≤i,l≤n
α¯i
αl
(nM)
1
r ‖φ − ψ‖nτe
−(λˆ∗−µˆ)t
r for all t ≥ 0, i = 1, 2, . . . , n.
This completes the proof of Theorem 2.1. 
Similar to the proof of Theorem 2.1, by Lemma 2.2 with r = 1 the following theorem can be obtained.
Theorem 2.2. Assume that (H1), (H2) (or (H∗2)), (H3), (H
∗
4) and (H5) hold. Then (1.1) is globally exponentially stable.
When there is no impulse in system (1.1), (1.1) reduces to the following model which has been studied in [9,10].
x˙i(t) = −ai(xi(t))
[
bi(t, xi(t))−
n∑
j=1
cij(t)fj(xj(t))−
n∑
j=1
dij(t)fj(xj(t − τij(t)))+ Ji(t)
]
, i = 1, 2, . . . , n. (2.14)
As an immediate result of Theorems 2.1 and 2.2, the following corollary can be obtained.
Corollary 2.3. Assume that (H1), (H2) (or (H∗2))– (H4) (or (H
∗
4)) hold. (2.14) is globally exponentially stable.
Remark 2.4. In [10], for (2.14) to be globally exponentially stable, the author assumes (H1), (H3) and the following
conditions.
(H′2)(H2) or (H
∗
2) hold, furthermore, bi(t, 0) and βi(t)(i = 1, 2, . . . , n) are bounded.
(H′4) There exist positive constants p1, . . . , pn such that
piαiβi(t)−
n∑
j=1
α¯jpjFj(|cij(t)| + |dij(t)|) ≥ σ > 0, for all t ∈ [0,∞), i = 1, 2, . . . , n.
Obviously, (H2) or (H∗2) is more general than (H
′
2); (H4) or (H
∗
4) is more general than (H
′
4). So Corollary 2.3 improves the
main results in [10].
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Fig. 1. Time response of state variables x1 without impulsive effects.
Remark 2.5. (2.14) with periodic coefficients is considered in [9]. For (2.14) to be globally exponentially stable, the authors
assume (H1)–(H3) and the following condition.
(H′′4) There exist n positive numbers p1, p2, . . . , pn such that
n∑
j=1
Fjα¯jα−1i p
−1
i pj
[
β−1i (t)(|cij(t)| + |dij(t)|)
]+
< 1, i = 1, 2, . . . , n.
Obviously, (H4) or (H∗4) are more general than (H
′′
4). So Corollary 2.3 improves the main results in [9].
Remark 2.6. (2.14) with bi(t, xi(t)) = bi(xi(t)), cij(t) = cij and dij(t) = dij is considered in [15], but the differentiability of
τij is needed.
When ai(xi(t)) ≡ 1 and bi(t, xi(t)) = bi(t)xi(t), (1.1) and (2.14) reduce to the following models respectively,x˙i(t) = −bi(t)xi(t)+
n∑
j=1
cij(t)fj(xj(t))+
n∑
j=1
dij(t)fj(xj(t − τij(t)))+ Ji(t), a.e. t ≥ 0, t 6= tk, (a)
xi(t+) = gik(xi(t))+ hik(xi(t − ςi(t)))+ Iik(t), t = tk, i = 1, 2, . . . , n; k = 1, 2, . . . , (b)
(2.15)
and
x˙i(t) = −bi(t)xi(t)+
n∑
j=1
cij(t)fj(xj(t))+
n∑
j=1
dij(t)fj(xj(t − τij(t)))+ Ji(t), i = 1, 2, . . . , n. (2.16)
As immediate results of Theorems 2.1 and 2.2, we have the following corollaries.
Corollary 2.7. Assume that (H1), (H3), (H4) (or (H∗4)) and (H5) hold with α¯i = αi = ai(xi(t)) ≡ 1 (t ∈ R+, i = 1, 2, . . . , n),
(2.15) is globally exponentially stable, if bi(t) > 0.
Corollary 2.8. Assume that (H1), (H3) and (H4) (or (H∗4)) hold with α¯i = αi = ai(xi(t)) ≡ 1 (t ∈ R+, i = 1, 2, . . . , n), (2.16)
is globally exponentially stable, if bi(t) > 0.
Remark 2.9. In [16], the global exponential stability for (2.15) with periodic coefficients is considered. the authors assume
(H1), (H3) and the following conditions.
(Hˆ4) There exist positive constants qk > 0, pi > 0, µki ∈ R, ωki ∈ R(i = 1, 2, . . . , n; k = 1, 2, . . . ,m) and r > 1 such
that p(t)− q(t) > 0 where,
p(t) = min
1≤i≤n
[
rbi(t)−
n∑
j=1
m∑
k=1
qk
(
|cij(t)|F
rµkj
qk
j + |dij(t)|F
rωkj
qk
j
)
− 1
pi
n∑
j=1
pj|cji(t)|F
r(1−
m∑
k=1
µkj)
j
]
and
q(t) = max
1≤i≤n
[ 1
pi
n∑
j=1
pj|dji(t)|F
r(1−
m∑
k=1
ωkj)
j
]
for t ∈ [0,∞) and i = 1, 2, . . . , n.
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Fig. 2. Time response of state variables x1 with impulsive effects.
0 5 10 15 20 25 30 35 40 45 50
–0.4
–0.3
–0.2
–0.1
0
0.1
0.2
0.3
0.4
Fig. 3. Time response of state variables x2 without impulsive effects.
(Hˆ5) There exist positive constant Gik and Hik such that for all x, y ∈ R and i = 1, 2, . . . , n; k = 1, 2, . . .,
|gik(x)− gik(y)| ≤ Gik|x− y|, |hik(x)− hik(y)| ≤ Hik|x− y|
and
max{1, max
1≤i≤n
Gik + max
1≤i≤n
Hike
λ∗τ
r } ≤ e 1r [µ(tk−tk−1)−λ∗τ ], (2.17)
where 0 < µ < λ∗ and λ∗ = inft≥t0{λ(t) > 0, λ(t)− p(t)+ q(t)eλ(t)τ = 0}.
Remark 2.10. In [16], the global exponential stability for (2.16) with periodic coefficients is considered. the authors assume
(H1), (H3) and (Hˆ4).
Obviously, (H4) is more easily verified than (Hˆ4). Furthermore, (2.17) implies that tk − tk−1 ≥ τ , k = 1, 2, . . ., which is
not required in this paper. So Theorem 2.1 improves the corresponding results in [16].
Remark 2.11. In this paper, we do not require the boundedness of activation functions fi. However, in [15,17], the
boundedness of the activation functions is required.
3. An illustrative example
To show the effectiveness of Theorem 2.1, consider the following nonautonomous CGNNS with impulse,
x˙i(t) = −ai(xi(t))
[
bi(t, xi(t))−
2∑
j=1
cij(t)fj(xj(t))−
2∑
j=1
dij(t)fj(xj(t − τj(t)))+ Ji(t)
]
,
a.e. t ≥ 0, t 6= tk, (a)
xi(t+k ) = gixi(tk)+ Ii, tk = 5k, i = 1, 2; k = 1, 2, . . . , (b)
(3.1)
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Fig. 5. Phase plot in space (t , x1, x2) without impulsive effects.
where( a1(x1(t))
a2(x2(t))
)
=
( 7+ cos x1(t)
4+ cos x2(t)
)
,
( b1(t, x1(t))
b2(t, x2(t))
)
=
(
(7− sin t)x1(t)
(8+ cos t)x2(t)
)
,
(
τ1(t)
τ2(t)
)
=
( 2 sin2 t
2| cos t|
)
,
( f1(x)
f2(x)
)
=
( |x+ 1| + |x− 1|
2|x+ 1| − |x− 1|
2
)
,
( J1(t)
J2(t)
)
=
( e−t
e−2t
)
,
( g1
g2
)
=
( 0.6
0.5
)
,
( I1
I2
)
=
( 0.1
0.2
)
and
Cij(t) = (cij(t))2×2 =
(
sin 2t, cos 3t
cos t
2
,
cos 2t
2
)
, Dij(t) = (dij(t))2×2 =
( sin 3t, sin t
cos t, cos 2t
)
.
Obviously,
A =
(
α¯1, α¯2
α1, α2
)
=
( 8, 5
6, 3
)
,
(
β1(t)
β2(t)
)
=
( 6
7
)
,
( F1
F2
)
=
( 1
1
)
.
Let r = 4, m = 1, qk = 3, p1 = 5, p2 = 1 and µ1j = ω1j = 13 , j = 1, 2. From the above assumption, the conditions of
Theorem 2.1 are satisfied. Therefore, (3.1) is globally exponentially stable. Figs. 1 and 2 depict the time response of state
variable x1 without and with impulse effects; Figs. 3 and 4 depict the time response of state variable x2 without and with
impulse effects; Figs. 5 and 6 depict the phase plot in the space (t, x1, x2)without and with impulse effects.
4. Conclusion
In this paper, we investigate the global exponential stability for Cohen–Grossberg neural networks with time-delays
and impulses. Some sufficient conditions for the global exponential stability of this system are derived. Many adjustable
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Fig. 6. Phase plot in space (t , x1, x2) with impulsive effects.
parameters are introduced in the criteria to provide flexibility for the design and analysis of the system. The results of this
paper are new and they supplement previously known results. Moreover, an example is given to illustrate the effectiveness
of our results.
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