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Polymer models have long been used to study the properties and behaviour of
DNA, however the principles behind chromosome folding and organisation remain
elusive. In this thesis we will analyse the contributions of different mechanisms
driving genome compaction, such as macromolecular crowding, and interactions
with different DNA-binding proteins.
For this we will use Molecular Dynamics simulations of coarse-grained polymer
models of both bacterial and eukaryotic DNA, together with methods of
equilibrium and non-equilibrium Statistical Mechanics. Our study is motivated
by recent experiments probing the compressional elasticity and dynamics of single
bacterial chromosomes confined in a cylindrical pore, and by new high-throughput
experimental techniques that capture the genome conformation in living cells.
We start by looking at the properties of bacterial DNA. Our major contribution
is the quantification of the effect of different compaction mechanisms on the
DNA response to compression. We conclude that crowding proteins in particular
strongly affect both the compression curves and the expansion dynamics. We also
give evidence of a novel popping-off kinetic regime during expansion, where DNA-
binding-proteins detach one by one leading to a slow unfolding dynamics. These
results are robust with respect to changes in protein size and particle charge.
We then turn to the study of the 3-D spatial organisation of human
chromosomes. We conciliate two previously competing viewpoints regarding
the mechanisms driving chromosome conformation in human cells. Thus,
we show that transcription factors organise active and repressed chromatin,
and establish long-range interactions leading to active/inactive domain phase
separation, whereas chromatin loop extruding proteins (cohesin) are necessary
to form domains within inert chromatin, which lacks binding sites for molecular
bridges. We also show that a version of the model where chromatin loop extruders
move diffusively rather than actively works equally well - this is important in view
of single molecule experiments which have yet to find a motor activity in cohesin
on chromatin fibres. Our model predicts the chromosome structure captured in
experiments and the effect of various protein knock-outs.
ii ABSTRACT
We finish by studying the nuclear organisation of fruit fly chromosomes and
the subsequent formation of nuclear bodies. By modelling all chromosomes in the
nucleus of an haploid cell, we are able to predict the structural and dynamical
properties of the whole genome. We show that the formation of nuclear bodies is
linked to genome reorganisation after mitosis (cell division). Our model predicts
the dynamics and size distributions probed experimentally of such nuclear bodies.
Importantly, we show that the large-scale chromosomal organisation is tightly
dependent on the chromosomal conformation just after mitosis.
Lay Summary
For over 50 years physicists have worked on theoretical models in order to
study and characterise the behaviour of polymers. One of the most studied
polymers since its discovery is DNA – the molecule that contains the genetic
information necessary to run all biological functions in living organisms. However
the mechanisms driving the compaction and organisation of a DNA molecule, that
in human cells is about two meters long, so that this fits inside a micrometer-sized
cell nucleus, still remain somewhat elusive.
The aim of this Thesis is then to perform a comprehensive analysis of
the contributions of different mechanisms responsible for DNA folding and
compaction. For this we will use computer simulations to model the behaviour of
DNA, in the presence of DNA-binding and non-binding proteins, across different
organisms.
We start by studying the elastic and dynamic responses of bacterial DNA to
compression, and how these are affected in the presence of proteins. We do so by
modelling a single DNA molecule inside a nano-channel that can be compressed
using a piston. We conclude by giving evidence of a novel “popping-off” protein
behaviour that emerges during DNA expansion, after initial compression, where
DNA-binding-proteins detach one by one leading to a slow unfolding dynamics.
We then turn to the study of the chromosome folding properties in human
cells. We conciliate two previously competing viewpoints regarding the key
mechanisms responsible for the spatial structure of chromosomes. Thus, we show
that proteins that act like molecular bridges between different DNA segments are
responsible for organising gene-rich chromosome regions, whereas proteins that
act like molecular handcuffs, which bring DNA segments together and then slide
creating chromosome loops, are responsible for organising gene-poor chromosome
regions. The simulation results are in good agreement with experimental data for
the 3D chromosome structures, and the model can even predict the results from
protein knock-out experiments.
We finish by studying the nuclear organisation of chromosomes and proteins
in fruit fly cells. We do so by modelling all chromosomes and proteins inside a
iv LAY SUMMARY
spherical nucleus. We show that the formation of protein clusters is linked to
the chromosomes’ nuclear organisation after cell division, and we characterise the
properties of such clusters. The model predictions are in good agreement both
with experiments probing the 3D chromosome structures and with experiments
probing the formation of nuclear protein clusters.
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1Introduction
The building block of all living organisms is the cell – it is the smallest unit of
life that can replicate independently and where all key biological processes take
place [1]. The necessary information for running the cellular activities is encoded
in the famous macromolecule named DNA (Deoxyribonucleic acid). A fully
stretched DNA molecule, isolated in its thread-like form, can be three (bacterial
DNA) to five (human DNA) orders of magnitude longer than the size of the cell
where it is embedded in. That is why Nature promotes folding and organisation
of the genetic material into more compact structures – the chromosomes [22].
However, DNA cannot be compacted too tightly. The information stored along
the DNA’s length has to remain accessible for transcription, binding of regulatory
proteins, replication, and DNA damage repair [22]. Therefore, the cellular activity
is strongly linked with the structure and dynamics of chromosomes [23, 142], and
studying the mechanisms of compaction and organisation of the genetic material
becomes imperative for the comprehension of the cellular processes, either for the
purpose of developing new biotechnological techniques, such as plant and animal
fertility methods, or new disease treatments.
The DNA molecule was first isolated by Miescher in 1869, but its molecular
structure was only discovered ∼ 80 years later, in 1953, by Crick, Watson and
Franklin. The basic form of the DNA molecule is illustrated in Figure 1.1. It
consists of two strands coiled around each other forming a right-handed double
helix, each strand being composed of a series of units called nucleotides. The
double helix form of the DNA is stabilised by the pairing of the nucleotides
of the two strands, with each complementary pair of nucleotides being referred
to as a base pair (bp). DNA runs the activities of cells by specifying the
composition and structure of proteins, which are responsible for the regulation of
all cellular processes. This information is encoded in specific base-pair sequences
called genes. The other DNA sequences that do not code for proteins are
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known as noncoding or “junk” DNA sequences, but contrary to what the name
suggests these sequences also have important functions, like in gene expression
regulation [1]. By influencing the overall DNA spatial organisation, noncoding
DNA helps determining which genes remain active or inactive. For instance,
genes embedded in DNA regions that are highly compacted cannot be accessed
by the cell machinery in order to be transcribed and, thus, are effectively inactive.
On the other hand, genes located in more unfolded regions are easily transcribed,
thus being in an active state.
Figure 1.1 Schematic representation of a DNA segment: (top) denatured DNA
strands; (bottom) the DNA double helix. Adapted from [22].
As mentioned above, due to the small cellular dimensions, DNA is folded
into chromosomes. Depending on how chromosomes organise inside the cell,
one can have prokaryotic or eukaryotic cells. In prokaryotic cells (Fig. 1.2) the
DNA molecule describes a closed loop and is dispersed in the cellular medium.
However it does not occupy the entire cell volume, being instead somewhat
constrained to a smaller volume known as the nucleoid. In eukaryotic cells
(Fig. 1.3) DNA molecules are chain-like polymers and are confined in a nucleus,
being well separated by a membrane from the cellular environment. Genome-
related activities, such as DNA transcription, replication and repair, all happen
within the nucleus.
In spite of decades of study of the cellular components and their function, the
mechanisms that lead to the balanced compaction and organisation of DNA are
not yet fully understood. For prokaryotes, like bacteria, three main mechanisms
have been proposed: the effect of entropic forces due to macromolecular
crowding [58, 60, 85], the binding of nucleoid-associated proteins [17, 36],
3
Figure 1.2 Diagram showing the basic structure of a bacterial cell. The bacterial
DNA is condensed in the nucleoid, without being confined by an additional membrane.
and the partition of the DNA molecule into topologically isolated supercoiled
domains [22, 129]. However their comprehensive study has been hindered by
the experimental difficulties when dealing with prokaryotic cells, due to their
small size but complex molecular and biochemical composition. For eukaryotes,
the mechanisms organising DNA are well understood at the smallest length
scales (see Fig. 1.3): DNA first wraps around protein complexes, composed of
eight histone proteins (histone octamers), forming nucleosomes; this “beads on a
string” DNA structure yields the so-called 10 nm chromatin fibre; at physiological
concentrations (∼ 150 mM of a monovalent salt), the nucleosomes assume a
stacked conformation so that DNA becomes even more compacted into a 30
nm chromatin fibre [1]. However, there is not yet a comprehensive picture of
the mechanisms driving large-scale chromatin organisation, through the different
stages of the cell life cycle. This is again due to experimental difficulties in singling
out the key organising cell machinery, since this requires extensive high resolution
observations.
Therefore, the aim of the work presented in this Thesis is to shed new light on
the effect of different mechanisms, such as macromolecular crowding and inter-
actions with different types of DNA-binding proteins, on the compaction/folding
properties of DNA across various organisms. This Thesis is largely inspired by
recent experimental advances that allow for the manipulation of single bacterial
chromosomes and direct measurement of their compressional elasticity and
dynamics [104], and by new experimental high-throughput techniques that yield
genome-wide maps of chromosomal interactions in living cells, thus allowing for
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Figure 1.3 Diagram showing the basic structure of a eukaryotic cell. In eukaryotes,
DNA is confined in the nucleus by the nuclear membrane. Specialised proteins
help packaging/folding the DNA, thus providing increasingly higher levels of genome
organisation. Adapted from [53].
the reconstruction of the spatial organisation of chromosomes in the nucleus [136].
The approach used in this work is the one of polymer physics. Specifically,
DNA will be modelled as a polymer at a coarse-graining level that allows for a
simple representation of DNA, while retaining its key physical elements. This
approach not only allows us to make use of well-known theoretical results to
predict the behaviour of DNA, either in solution or in confinement, but also
provides us with the flexibility to use the same simple model to study various
systems at different length scales, simply by adjusting a few parameters.
There are two different ways of designing the suitable polymer model: top-
bottom, and bottom-up. According to the former, the model is first fitted to
existing experimental data, for instance probing the 3D chromosome structure,
so as to find the optimised parameters and force fields for the polymer interactions
which can recreate these data. According to the latter, the key systems’ features
to be taken into account are first chosen based on basic biological assumptions,
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such as the polymer flexibility and the chromatin state sequence along the
chromosome, and then the model is designed to include these. The work in this
thesis follows the second method (bottom-up). This way, the obtained results
emerge from a fitting-free model, thus yielding predictive conclusions.
This Thesis will be divided in three parts, where different versions of the
same polymer model will be used to study the properties of genome folding
in three different biological systems. The first part will be devoted to the
study of the elastic and dynamic properties of bacterial chromosomes, and
how these are affected by explicit proteins. This will be the simplest system
considered, consisting of a short DNA polymer that only interacts with proteins
non-specifically.
The second part will focus on the human genome with the purpose of inves-
tigating what mechanisms drive large-scale chromatin folding during interphase.
Interphase is the stage of the cell life cycle in which cells spend the majority
of their time. It is the phase when cells actually “live”, i.e., when they
obtain nutrients, perform all cellular processes, and grow. During this stage,
chromosomes adopt a less compact structure, promoting the transcription of
specific genes. It is, therefore, during interphase that chromatin conformation
and gene expression are intimately linked, hence the focus of this part of the
Thesis on this cell stage. The main goal will be to conciliate two competing
viewpoints regarding different chromosome folding mechanisms, by thoroughly
studying their effect on the folding of a long chromosome segment with a varied
genomic landscape, i.e., that contains gene-rich and gene-poor regions.
The third part of this Thesis will turn the focus from studies with only one
chromosome to a case study with multiple chromosomes. The chosen system will
be the Drosophila melanogaster (fruit fly) genome. The fruit fly constitutes a
good model system, from the simulations point of view, since it has much less
and shorter chromosomes than human cells. The aim here will be to study the
nuclear organisation of chromosomes and proteins after cell mitosis. Cell mitosis
is the stage in which the cell undergoes division into two daughter cells. During
this stage, there are two copies of each chromosome and all chromosome pairs
further condense, assuming an X- or V-shape. These structures are then divided
in half so that a copy of each chromosome goes to either side of the cell. Once
the genetic material is correctly partitioned, the cell divides at the centre giving
origin to two identical new cells. Therefore, right after mitosis, the chromosomes
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in each daughter cell are still highly condensed, starting to adopt a less structured
conformation as the cell enters in interphase. This part of the Thesis will then
be devoted to understanding how chromosomes’ structure reorganises after cell
division, and how the nuclear arrangement of proteins affects this process (and
is in turn affected by it), by modelling all chromosomes of an haploid cell1 in a
spherical nucleus.
Finally, the work presented in this Thesis will be structured as follows:
In Chapter 2 I will give an overview of the polymer scaling laws for
linear polymers, in solution and under confinement. I will also review the
qualitative behaviour of polymers when subjected to crowded environments due to
macromolecules or proteins, and when interacting with polymer-binding proteins.
In Chapter 3 I will describe the polymer model and simulation details that
serve as a basis (are common) to the different systems that will be studied in the
first, second and third part of the Thesis.
In Chapter 4 I will study the physical properties of bacterial chromosomes by
considering a simulation system closely related to a recent experimental study
scheme [104]. In that study, single bacterial chromosomes were trapped in
nanopores, and then compressed using a micropiston. This allowed to measure
the entropic force exerted by the DNA on the piston as a function of the
DNA extension along the pore, giving a direct estimate of the DNA entropic
spring constant. Following the idea of the experimental set-up, I will consider a
chromosome trapped in a cylindrical pore, and will start by quantifying the effect
of the presence of crowding proteins and DNA-binding proteins on the entropic
response of the DNA. I will then investigate the dynamical behaviour of DNA
while expanding along the pore after having been compressed, and once again
address the effect of proteins. I will finish by describing an interesting protein
“popping-off” dynamics of DNA-binding proteins that emerges for specific DNA-
protein affinity strengths.
In Chapter 5 I will address the role of two types of proteins – transcription
factors and cohesin – on the spatial organisation of human chromosomes in
interphase. These two protein types are the basis of two competing models
1In common diploid cells there are two chromosome sets, inherited one from each parent.
An haploid cell is a cell containing only half of the usual number of chromosomes.
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for genome organisation. I will compare their effect on a chromosome segment
containing both gene-rich and gene-poor regions, by starting to implement the
basic forms of each model in separate simulations, and ending by looking at a
combination of both models. I will then explore a more complex version of the
model by considering a mechanism for protein switching between DNA-binding
and non-binding modes, which drives the whole system away from equilibrium.
This switching mechanism is inspired by recent experiments that suggest more
dynamical protein clusters [79, 134]. I will then investigate an alternative model
for cohesin based on a “diffusive” rather than active mechanism, since to date
evidence for a motor activity has not been found. And finally I will test the
proposed models by predicting the effect of two protein knock-outs.
In Chapter 6 I will investigate the spatial reorganisation of chromosomes and
proteins, after cell division, in the nucleus of Drosophila melanogaster cells. I will
start by looking at how chromosomes relax after mitosis, analysing the effect of
the chromosomes’ initial conformation on the long term nuclear organisation. I
will then describe the formation of nuclear bodies, particularly those composed
of Polycomb Group (PcG) proteins. This is inspired by recent super-resolution
microscopy experiments [138], that allowed for the imaging and characterisation
of PcG bodies in the nucleus of Drosophila cells. I will proceed with an analysis of
the nuclear distribution, predicted by the proposed model, of active, inactive and
silenced chromatin regions, as well as of the different modelled nuclear bodies.
And finally I will address the effect of chromatin-nuclear wall interactions.

2DNA from a polymer physics’
perspective
For over 60 years, physicists have worked on theoretical models [34, 38, 42, 118]
to characterise the behaviour of polymers. These are essentially long molecules
that play a key role in diverse systems, from rubbers to living cells. Due to
their flexible and chain-like nature, their behaviour cannot be studied using
conventional mechanistic models. Instead, statistical approaches are used to infer
the macroscopic properties of polymer systems, by deriving universal scaling laws.
These scaling relations create a robust framework, such that they are used to
study apparently very distinct systems, like chewing gum and DNA. Therefore, in
this Thesis I will make use of such powerful approaches to explore the macroscopic
properties of DNA. For that, I will overlook the atomistic details of DNA, and
describe a DNA molecule using a coarse-grained polymer model, where DNA is
viewed as a linear polymer composed of chained monomers.
In what follows, I will review the main theoretical approaches developed to
infer the elastic and dynamic behaviour of linear polymers. I will start by
reviewing the scaling laws for polymers in solution and under confinement, and
end by describing the effect of protein crowding and polymer-binding proteins on
the dynamic and conformational polymer properties.
2.1 DNA in solution
2.1.1 The ideal polymer
The simplest model used to infer the statistical properties of a polymer is the
freely jointed chain (FJC), which describes the polymer simply as a chain of non-
10 CHAPTER 2. DNA FROM A POLYMER PHYSICS’ PERSPECTIVE
interacting monomers with a fixed monomer-monomer distance (see Fig. 2.1(a)).
One can define the bond variable between two consecutive monomers as
τi = ri − ri−1, (2.1)
where ri is the position of monomer i and |τi| = σ the monomer-monomer
distance, also known as the Kuhn length lK . In the FJC picture monomers
are positioned according to an ideal random walk, so that they are allowed to
overlap each other. This means that the bond variables are independent and can
take any orientation irrespective of the other bonds. This absence of correlation
between different bonds translates to the following condition:
〈τi · τj〉 = σ2δij, (2.2)
where 〈. . . 〉 stands for the average over the ensemble of all possible polymer
chain configurations. Eq. (2.2) leads to the well known scaling relation for the










〈τi · τj〉 = σ2N ⇒ R ≈ σN1/2. (2.3)
Thus the end-to-end distance depends on the number of monomers as
R ≈ σNν , with ν = 1/2. (2.4)
A related quantity is the free energy of an ideal chain with the two ends held at
a distance R. Since there are no interactions between monomers, the free energy
is set by the chain entropy. According to Boltzmann, the entropy of the chain
is simply given by S(R) = kB ln Ω(R), where Ω(R) is the number of possible
configurations for a chain with an end-to-end distance R. Therefore Ω(R) is
proportional to the probability of finding a chain with the ends held at R, which
is a Gaussian: P (N,R) ≈ exp(−R2/σ2N) [118]. Therefore, S(R) ≈ −kBR2/σ2N ,
and the free energy becomes:




From here it follows that the force required to perturb an ideal chain is given











Figure 2.1 Different representations of a polymer. (a) Freely Jointed Chain (FJC):
the polymer is described as a chain of monomers connected by rigid bonds that freely
rotate. Monomers and bonds can cross without penalty. The polymer conformation
is described by an ideal random walk. (b) Worm-Like Chain (WLC): the polymer is
described as a smooth curve. The monomer position is given by the length s along
the polymer and the bond orientation is given by the tangent vector. (c) Polymer blob
approach: coarse-grained description where the polymer is described as a chain of blobs,








where R0 is the end-to-end distance of the unperturbed ideal chain as in Eq. (2.4).
The force is linear in the polymer extension R, meaning that the ideal chain
behaves as a Hookean spring, and Eq. (2.5) is in fact an elastic free energy. Since
the behaviour of the chain is governed by its entropy, the ideal chain is also
said to behave like an entropic spring. The result in Eq. (2.6) holds only for
deformations that do not significantly alter the chain statistics, i.e., that do not
break the Gaussian approximation.
2.1.2 Worm-like polymers
A key property of a polymer like DNA is its resistance to bending [1, 22]. In
fact, DNA is a semi-flexible polymer, and bending the double helix incurs an
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energetic penalty. A refined model of the ideal chain that takes such property
into account is the worm-like chain. Suggested by Kratky and Porod in the late
40s, this model has been used in a variety of studies on the behaviour of DNA
subjected to stretching forces [77, 84, 87, 116], giving good predictions of the
experimental curves [12, 137].
According to this model, successive bonds between monomers all point roughly
in the same direction, and the polymer conformation can be described as a smooth
curve (see Fig. 2.1(b)). The bending rigidity of the chain is then quantified by
a persistence length lp. This quantity essentially gives a measure of the length
scale along the polymer backbone, for a given temperature T , beyond which
correlations in the local orientation decay:
〈t(s) · t(s′)〉 = e−|s−s′|/lp , (2.7)
where t(s) is the tangent to the polymer contour at chain length s. For hydrated
double-stranded B-DNA in vivo (where the physiological concentration is ∼150
mM [3]) lp = 50 nm. In this continuum formalism, the end-to-end distance of a






























For Lc  lp, 〈R2〉 ≈ 2lpLc = 2lplKN , and one recovers the ideal chain scaling:
R ≈ lKN ν , with ν = 1/2, (2.10)
where lK = 2lp is the effective ideal random walk monomer-monomer distance
(Kuhn length).
In summary, for polymer segments shorter than lp the chain behaves like a stiff
beam, whereas for segments longer than lp thermal fluctuations alone can induce
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bending of the chain. For length scales much beyond the persistence length, the
polymer actually behaves like a freely jointed chain and its behaviour can be
described by the scaling relations revised in the previous section.
Real polymers, like DNA, however are far from behaving like ideal chains.
The freely jointed chain model can be easily adapted to describe more realistic
polymers, where monomers do in fact have a finite size and hence cannot occupy
the same volume. The inclusion of excluded volume interactions leads to the
so-called self-avoiding polymer model.
2.1.3 More realistic polymers
One of the most successful approaches to describe the behaviour of self-
avoiding polymers was proposed by Flory [42], and consists of minimising the
Helmholtz free energy of a chain with the two ends held at R = |R|:
F(R) = U(R)− TS(R), (2.11)
where U(R) is the chain internal energy associated with the inter-monomer
interactions, and S(R) the entropy of the chain.
The internal energy can be estimated as the repulsion energy between all





where Rd is the volume in d-dimensions where monomers are to be found, the
probability of finding a monomer in a small volume v is ∼ vc = vN/Rd, and of
finding two monomers in the same volume v is ∼ (vN/Rd)2. The total number of
interacting pairs is given by summing (vN/Rd)2 for all the Rd/v volumes v within
the volume Rd: vN2/Rd. Considering v ∼ σd , the overall repulsion energy is
U(R) ≈ kBT σdN2/Rd, with kB being the Boltzmann constant.
The entropy is simply given by the ideal chain entropy (see Sec. 2.1.1), so that










Minimising F(R) with respect to R leads to the self-avoiding polymer’s scaling
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in d-dimensions:
R ≈ σN3/(d+2) ⇒ R ≈ σNν , ν = 3
d+ 2 , (2.14)
which agrees with the known results ν = 1 for d = 1 and ν = 3/4 for d = 2,
and is also very close to the best estimate for d = 3 that gives ν ≈ 0.588 [76].
For d = 4 one recovers the value for the FJC ν = 1/2. However for d > 4 this
result predicts an exponent ν < 1/2, which is unrealistic since exclusion volume
interactions cannot cause the polymer to become more compact than the ideal
chain. Therefore, for d > 4 one should expect the FJC exponent ν = 1/2 so that




d+2 for d ≤ 4,
1/2 for d > 4.
(2.15)
This result is also called the Flory exponent νF , and RF ≈ bN νF the Flory radius.
It is surprising that in most practical applications Flory’s formula can be
considered to be exact. In fact, Eq. (2.15) is the result of a remarkable cancellation
of errors, since both repulsive and elastic energies are overestimated. Works
that focused on deriving a more accurate expression for only one of those terms,
actually turned out to give a worse final result for ν.
2.1.4 The blob scaling picture
In the late ’70s [34], de Gennes went one step further and developed another
approach that relies on the notion of polymer blobs and uses Flory’s theory as a
basis. The so-called “blob scaling approach” creates a simple framework to study
the effects of internal interactions and external perturbations on the polymer
statistical properties.
As the name itself suggests, this theory visualises a polymer chain as a
succession of units, or “blobs”, of size ξ (see Fig. 2.1(c)). Inside each blob,
the chain does not interact with other chains, neither is it affected by external
perturbations, like confinement or applied forces. Therefore, in each blob the
chain properties must be governed by excluded volume interactions, meaning
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that one can expect the scaling behaviour described in Section 2.1.3:
ξ ≈ σgν , (2.16)
where g is the number of monomers inside each blob.
The blob scaling picture becomes specially useful to infer the scaling behaviour
of polymers subjected to external forces or confinement.
2.2 DNA under confinement
As mentioned in Chapter 1, DNA is highly confined in living cells. Moreover,
advances in technologies for probing the elastic properties of single molecules rely
on confining the DNA in cylindrical nanochannels with width ∼ 100nm [68, 104,
112, 114]. Therefore it is crucial to ask how confinement changes the scaling laws
reviewed in the previous sections.
2.2.1 DNA trapped in a nanopore
A polymer confined in a cylindrical pore, of width D < RF , tends to align
along the cylinder axis (see Fig. 2.2). However, this tendency is opposed by the
chain entropy, which favours coiled conformations. The polymer chain ends up
“breaking” into a linear string of blobs of size ξ = D. At the blob scale, the
effects of confinement are weak, and so the polymer behaves as an unconstrained
self-avoiding chain obeying the scaling relation in Eq. (2.16): ξ ≡ D ≈ σgν . The
number of monomers per blob is then given by g ≈ (D/σ)1/ν . But at larger length
scales (> ξ), the blobs behave as hard spheres aligned in a one-dimensional array.
According to this picture, the relevant quantity to infer the chain size is the
longitudinal chain extension L (see Fig. 2.2(a)). In the absence of further external




















Figure 2.2 (a) A polymer confined in a cylindrical pore with width D < RF “breaks”
up into a linear string of blobs of size ξ. (b) Upon strong compression, the polymer
blobs break into smaller ones. (c) If the polymer is then allowed to freely expand, the
system goes through different regimes and the picture in (a) is eventually recovered.
2.2.2 Response to applied forces
In Section 2.1.3, we have seen the Flory’s free energy of an unconfined chain
with an end-to-end distance R (Eq. (2.13)). However, in the early 2000s, Jun et
al. showed that a “renormalised” free energy could be constructed for polymers
under cylindrical confinement [59, 63]. This approach takes advantage of de
Gennes’ blob picture, and consists of considering the confining cylinder to be an
effective one-dimensional space where the blobs can move. In other words, the
polymer is effectively described as a one-dimensional chain of impenetrable blobs.
According to this, Eq. (2.13) can be rewritten as a function of the chain extension









This renormalisation recovers the expected equilibrium chain size, for which Fcyl
is minimised: L0 ≈ (N/g)D ≈ Nσ(σ/D)1/ν−1 (see Eq. (2.17), where ν is the













Eq. (2.19) remains valid unless the chain is compressed to the point where
L/L0  1, or extended to the point where L/L0  1, beyond which the chain
blobs break into smaller ones (Fig. 2.2(b)) and the picture in Figure 2.2(a) no
longer holds.
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The important feature of this rescaled free energy is that it allows to derive a
universal scaling relation between the chain extension L and the force exerted by
the polymer when compressed/extended from its equilibrium configuration:
f = ∂Fcyl(L,D)
∂L











where kchain is the dimensionless chain spring constant. Therefore, the force-
extension relation does not depend on the number of monomers per blob, hence
this formula is well suited to study the chain behaviour when g is not constant.
For strong compression (L/L0  1), the polymer enters in the semidilute
regime and can no longer be described by a linear chain of polymer blobs of size
D. Instead, it is described as a chain of blobs of size ξ ≈ σgν , whose conformation
is given by a random walk. In this regime, the above form of the free energy
(Eq. (2.19)) no longer holds. The correct form of the free energy [57] for d = 3









The question of how the chain expansion dynamics is affected by confinement
has been addressed in several studies [61, 67, 68], since it allows one to measure
relaxation times and effective chain spring constants.
Let us then consider the situation where a polymer is much compressed
in a cylindrical pore and then allowed to freely expand (see Fig. 2.2(c)).
While expanding, the polymer goes through distinct regimes [61]. After strong
compression (L/L0  1), the first expansion will be dominated by excluded
volume effects and not so much by the chain properties. In this regime, the
chain breaks up into small blobs so that the system essentially behaves like a
high-concentration solution of hard-sphere-like monomers. As the chain relaxes
further, the blobs grow in size and the nature of the expansion force changes,
altering the dynamics from ballistic to subdiffusive [61]. At this point, the blob
picture of a linear string of blobs is recovered, and the dynamics is dictated by
the interactions between neighbouring blobs. The system reaches an effective
adiabatic limit where the polymer goes through quasi-equilibrium states. The
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expansion force can then be approximated to an equilibrium force and the force-
extension relation takes the form of Eq. (2.20). For larger times, the polymer
enters an exponential regime reaching eventually its equilibrium extension L0.
For the intermediate regime, the time-dependence of the chain extension L
can be determined from the equation of motion,




where γ is the polymer friction coefficient. Following the approach in [61],
this equation can be solved subjected to the initial condition L(t = 0) ≡ Li, the
extension of the compressed polymer just before it starts expanding. Substituting































Taking into account that during the polymer expansion L̃ < 1, the integral of
this equation leads to the solution
ln(1− L̃3) = −3At+ const.




















According to this solution, there is an initial offset Li corresponding to the
extension of the polymer after being compressed by the piston. For intermediate









⇒ L(t) ∼ tα, α = 1/3. (2.27)
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For late times the polymer relaxes exponentially reaching a saturation regime
where the extension corresponds to the value at equilibrium in the absence of a
compression force: L(t→∞) = L0.
In the strong compression regime, where the force-extension relation for the
chain is best described by Eq. (2.21), the extension-time scaling relation for
intermediate times then becomes
L(t) ∼ tα, α = 4/13. (2.28)
2.3 Interaction with proteins
2.3.1 Molecular crowding
In a crowded environment, entropic forces can paradoxically drive the
compaction of polymers. This entropic compaction mechanism, known as the
depletion attraction [82], is illustrated in Figure 2.3(a). In a solution containing
many small particles/crowders1, compacting the polymer effectively lowers the
free energy of the system through an increase of the translational entropy of
the crowders [5]. Due to excluded volume effects, the polymer monomers are
surrounded by a depletion layer (grey areas in Fig. 2.3(a)) that the centres of
mass of the crowders cannot access. When monomers come together, there is
partial overlapping of their depletion layers, increasing the volume available to
the crowders. In a solution with a lot more small particles than monomers, the
polymer chain can therefore be compacted since its monomers will experience
depletion forces that compete with their excluded volume interaction. The free
energy decrease due to the increased translational entropy is maximal when





where σ and σc are the sizes of the monomers and crowders, and φc is the
volume fraction of crowders. The decrease in the free energy then grows linearly
with the number of crowders. Therefore, for a sufficiently large volume fraction
1In the case of the cell nucleus, these represent proteins or nuclear complexes that interact
sterically with the DNA.
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Figure 2.3 (a) Pictorial representation of the depletion attraction between polymer
monomers induced by crowding proteins. Due to excluded-volume interactions, crowders
are depleted from the volume surrounding the monomers (grey areas). For a high
number of crowders, decreasing the inaccessible volume is entropically favourable, and
the monomers are attracted to each other. (b) For a high concentration of proteins,
crowding effects can lead to chain collapse.
Depletion forces play a major role in the compaction of DNA, specially in
bacterial cells, where macromolecules are estimated to occupy around 20%−30%
of the cellular volume [106]. Previous theoretical studies [101] predicted that
depletion forces alone can promote phase separation of DNA and cytoplasmic
proteins within an E. coli cell, leading to the formation of the nucleiod. Indeed,
in recent experiments [104], abrupt compaction of bacterial DNA trapped in a
nanopore (3-fold compaction) was observed above a volume fraction ∼ 12% −
17% of molecular depletants. These results were further corroborated by recent
simulation and theoretical studies [125] of coarse-grained bacterial chromosomes,
which predicted that molecular crowding can induce a continuous phase transition
from a swollen to a collapsed globular polymer state.
Molecular crowding also effectively increases the viscosity of the medium [135],
hindering the polymer dynamics. For a polymer trapped in a nanopore, one
therefore might expect the exponent α in Eq. (2.27) to decrease with the number
of crowders.
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2.3.2 DNA-binding proteins
In vivo, DNA is not only surrounded by crowding proteins or other organelles,
but also by DNA-binding proteins. If the former contribute to a global genome
compaction, the latter contribute to a structured folding of DNA. In the polymer
picture of DNA, these proteins can be thought of, to a first approximation, as
multivalent hard-core spheres that interact attractive and non-specifically with
the polymer chain (see Fig. 2.4(a)). This can be the case of transcription factors
or other complexes that can bind to multiple sites on the genome simultaneously,
forming “molecular bridges” that stabilise DNA loops. When the interaction
is strong enough, the bound proteins naturally cluster, through the so-called
“bridging-induced attraction” first described in [17], even if no direct protein-
protein attractive interaction is considered.
(a) (b)
(c)
Figure 2.4 Pictorial representation of the bridging-induced attraction between DNA-
binding proteins. (a) Model where multivalent proteins bind non-specifically with the
DNA polymer, leading to the formation of molecular bridges between monomers. (b)
Multivalent proteins can diffuse along the polymer, and eventually cluster. (c) Model
where multivalent proteins bind with stronger affinity with specific sites along the
polymer, leading to the formation of polymer loops.
This clustering is associated with a simple positive feedback loop: multivalent
proteins bind to the DNA in multiple places forming molecular bridges; this
increases the local concentration of DNA, which in turn facilitates further binding
of proteins; the process repeats, and a protein cluster eventually forms. To a first
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approximation this model is able to explain the formation of protein clusters in
bacteria, like H-NS and DPS clusters [17, 32], or nuclear bodies in eukaryotic
nuclei, which are essentially clusters of specialised proteins [16, 83].
Due to the non-specific nature of the polymer-protein interaction, proteins
can bind anywhere along the chain and effectively diffuse while binding (see
Fig. 2.4(b)). The bridging-induced attraction then leads to protein clusters that
grow in size and that end up merging, ultimately yielding one single cluster in
steady state [54]. However, this is not a realistic description of protein cluster
growth in live cells, where clusters only grow up to a finite size. The model can
be easily adapted to correctly account for this arrested growth.
While most DNA-binding proteins in bacteria (e.g. H-NS, HU) and in
eukaryotes (e.g. transcription factors) interact non-specifically with DNA and
chromatin, i.e. via electrostatic interactions, they also interact specifically with
the genome, binding with different affinities to different genomic sequences. This
feature can be included in the model by considering proteins that bind with
stronger affinity to specific polymer sites (see Fig. 2.4(c)). In this picture,
protein clusters still form via the bridging-induced attraction, but do not grow
indefinitely, reaching instead a self-limiting size. Since proteins now bridge high
affinity sites that are joined by DNA loops, cluster growth involves the creation
of more and more loops. While the number of DNA-protein interactions increases
linearly with the cluster volume, the entropic cost of creating more DNA loops
grows superlinearly with the number of loops. Therefore, cluster growth is
arrested when the entropic cost overcomes the enthalpic gain from creating more
DNA-protein interactions.
The DNA bridging effect driven by protein binding not only contributes to
the genome compaction but also increases the local polymer stiffness, effectively
reducing the polymer elasticity. Therefore, for a polymer confined in a nanopore
in the presence of such proteins, one expects a slow-down effect of the polymer




In the present Thesis, the elastic, dynamic and conformational properties of
both bacterial and eukaryotic chromosomes are studied by means of computa-
tional simulations. In particular, simulations are designed using the Molecular
Dynamics (MD) method.
First developed in the 50s, MD simulations provide a mechanistic approach to
study the physical properties of a system. The system is treated as a collection
of interacting particles, whose trajectories (position and velocity) are determined
as time evolves. As a result, it is possible to probe time-dependent responses and
dynamical properties. Moreover, if the system obeys the ergodic hypothesis (i.e.
if every microstate of the system can in principle be reached by the dynamics),
then these simulations allow for the calculation of macroscopic thermodynamic
properties by simply computing time averages, which then correspond to averages
over particle ensembles.
The key aspect of MD simulations is the choice of the right level of coarse-
graining of the model. Due to their flexibility, MD methods are easily used to
simulate systems based on very high resolution (e.g. atomistic), as well as low
resolution models. Since high-resolution simulations incur a high computational
cost, it is usual to choose the level of coarse-graining that still retains the
key physical elements of the system, but that allows one to reach the longest
simulation time scales.
In this chapter I will present the general details of the coarse-grained polymer
model and MD simulations that are common to the different systems that will be
the subject of study of this Thesis. Later, in the respective chapters, I will give
more details specific of each studied case.
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3.1 Simulation scheme
The most common Molecular Dynamics simulations consist of determining the





= Fi = −∇iV , (3.1)
where mi and ri are the mass and position of particle i, respectively. Fi is the
resultant force exerted on particle i, which can be determined given the potential
energy V . The latter results from the interactions with all the other particles,
with the system’s boundaries (e.g. reflective walls), and/or with external fields.
Therefore, in order to predict the behaviour of the system, one needs to define
the potentials describing the relevant interactions in a specific case. These are
of two types: bonded and non-bonded potentials. Bonded potentials describe
interactions between particles connected at a molecular level, like successive
monomers in a polymer, whereas non-bonded potentials describe attractive and
repulsive interactions between non-connected particles, such as excluded-volume
or DNA-protein interactions.
3.1.1 Bonded potentials
The connectivity between neighbouring polymer monomers, of diameter σ, is













for ri,i+1 < r0, and UFENE(ri,i+1) =∞ otherwise. Here, r0 = 1.6σ is basically the
maximal extent of the bond, ri,i+1 the distance between the ith monomer and its
nearest neighbour (the (i + 1)th) along the chain, and KFENE = 30kBT/σ2 the
bond energy. This choice of parameters ensures that polymer segments cannot
cross each other, correctly describing inter-segment interactions.




2 [ri,i+1 − r0]
2 , (3.3)
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i.e., bonds are modelled as harmonic springs of stiffness Kharm and equilibrium
length r0. Although this potential does not prevent adjacent monomers from
overlapping, it is convenient, in a pre-equilibration step, when relaxing a polymer
from an initial conformation where the chain bonds can be too extended. Since
this potential continually increases with increasing ri,i+1, it will yield a soft
attraction between connected monomers that are far away without generating
numerical divergences, as in the case of the FENE potential.
The harmonic potential is also used to generally model bonds between particles
other than consecutive monomers (chain connectivity), such as bonds between
non-neighbouring monomers, or between monomers and other particles.
The bending rigidity of the polymer is set through the Kratky-Porod potential
for every three adjacent monomers
Ubend(ri,i+1, ri+1,i+2) = Kbend
(
1 + ri,i+1 · ri+1,i+2
ri,i+1ri+1,i+2
)
= Kbend(1 + cos(θ)), (3.4)
where θ is the angle between three consecutive monomers, and Kbend the bending
energy. Kbend sets the flexibility of the polymer since this determines the
persistence length: lp = (Kbend/kBT ) σ. Two values to keep in mind are the
persistence length of hydrated B-DNA, lp ≈ 50 nm= 20σDNA [47, 106], and of the
30-nm chromatin fibre, lp ≈ 90 nm= 3σchrom [6, 73], where σDNA = 2.5 nm and
σchrom = 30 nm are the monomer size or, in other words, the polymer thickness
of DNA and chromatin.
3.1.2 Non-bonded potentials
Every particle interacts via a non-bonded potential with all the other particles
and with the system’s boundary wall (if existent). It is common to simply consider
1-body and 2-body interaction potentials, as long as these reproduce the essential
physics of the system.
Particle-particle excluded volume interactions are well described by the
Weeks-Chandler-Andersen potential (WCA) [139], which is essentially a shifted
truncated form of the usual Lennard-Jones (LJ) potential that yields a purely












Θ(21/6dij − rij). (3.5)
Here, rij is the distance between the ith and jth particles, dij the minimum
distance between particles (for two particles of size σ: dij = σ), and Θ the
usual Heaviside function (1 for rij < 21/6dij, and 0 otherwise). According to this
shifted form of the potential, UWCA = 0 at the cut-off distance 21/6dij, meaning
that long-range interactions can be discarded without introducing discontinuities.









Θ(rc − rij), (3.6)
where Ksoft is the height of the potential at rij = 0, and rc the cut-off distance.
This potential is useful in a pre-equilibration step, when relaxing the system from
an unrealistic initial conformation with partially overlapping particles. Since it
does not diverge when rij → 0, it softly pushes particles apart.
Proteins, modelled as spherical beads, can interact sterically (crowders) or
attractively (multivalent DNA-binding proteins) with the polymer. The steric
interaction is given by the WCA potential in Eq. (3.5), whereas the attractive
protein-monomer interaction is given by the LJ potential
ULJ shift(rij) = [ULJ(rij)− ULJ(rc)] Θ(rc − rij), (3.7)









The potential is shifted so that it goes to zero at the cut-off distance to avoid
discontinuities. rc and ε vary depending on the protein-monomer interaction
affinity (see Chapters 4, 5, and 6 for details specific to the different systems).
Depending on the problem considered, both proteins and the polymer can
interact either sterically or attractively with the system’s confining walls. In the
case of a hard wall, the steric and attractive particle-wall interactions are defined
by the 1-body form of the WCA potential in Eq. (3.5) and of the LJ potential in
Eq. (3.7), respectively, with dij → σ and rij → rw (the distance from the particle
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to the wall). For particles that move beyond the wall, Uwall =∞.
It can be also useful to model soft walls, where particles are allowed to move
through the wall for a short time before they are pulled back again. The particle-
wall interaction is then defined by considering that, when particles go beyond the
wall to the “forbidden” region, they will be subjected to a force that pulls them
back to the wall. This can be modelled by the indentation potential, which yields






for particles beyond the wall, and Uindent = 0 otherwise. Here rw is the distance
from the particle to the wall on the “forbidden” region and Kindent sets the wall
strength. Basically, according to this model, particles only “feel” the wall when
they go past it. This potential is particularly useful when modelling a moving
wall, since this can go through the particles without generating divergencies.
3.2 Brownian Dynamics
In the cell, DNA and proteins are effectively dispersed in a viscous solvent
(water plus many small salt molecules), and therefore move at low Reynolds
numbers. In this regime, where the hydrodynamic flow of the solvent caused by
the motion of the constituents can be disregarded, it is usual to model the solvent
implicitly. Instead of integrating the deterministic equations of motion for all
particles (including solvent molecules), the polymer monomers and proteins can
simply be coupled with a bath at fixed temperature. This approach highly reduces
the computational cost of the simulations allowing to evolve the system for long
time scales. The interaction with the solvent is now modelled by considering that
each particle is subjected to a force representing the many collisions with the
small solvent molecules, which cause the particle to undergo Brownian (random)
motion. Now the motion of monomers and proteins is no longer deterministic,
but has a stochastic nature. All particles will also experience a drag force due
to the viscosity of the medium, which at low Reynolds numbers is proportional
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where γ = m/τin is the friction due to the solvent, with τin being the inertial time
(i.e., the velocity decorrelation time), and ηi(t) is a vector representing random
uncorrelated noise, such that
〈ηiα(t)〉 = 0,
〈ηiα(t)ηjβ(t′)〉 = δαβδ(t− t′)δij, (3.11)
where α and β indicate Cartesian components, δij is Kronecker’s delta, and δ(t−t′)
denotes Dirac’s delta function. For observation times much larger than τin, inertial
forces become negligible and the motion of particles is effectively described by the








where Ddiff,i is the diffusion coefficient of particle i given by the Einstein relation
Ddiff,i = kBT/γi.
3.2.1 Time integration of the equations of motion
Eq. (3.12) is evolved using the Large-scale Atomic/Molecular Massively Paral-
lel Simulator (LAMMPS) (http://lammps.sandia.gov). Integration is performed
in the canonical ensemble, where the number of particles N , volume V and
temperature T of the system are preserved throughout the simulation. The
temperature is kept constant by a Langevin thermostat, which ensures thermal
equilibrium between the system of particles and a heat bath by regulating the
magnitude of the thermal noise via the fluctuation-dissipation relation Ddiff =
kBT/γ.
The numerical integration of the equations of motion is performed using the
velocity Verlet algorithm [132] for a constant time step ∆t = 0.01τ , where τ is the
simulation time unit. Verlet-type algorithms are very useful since they provide
good numerical stability and ensure energy conservation. Even though the energy
of the system is not conserved during the simulation due to the coupling of the
particles to the thermal bath, this algorithm ensures that once the system reaches
equilibrium the energy is (on average) conserved. The basic Verlet algorithm can
be derived by simply considering the Taylor expansions of the position vector r
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around time t:
r(t+ ∆t) = r(t) + r′(t)∆t+ 12r
′′(t)∆t2 + 16r
′′′(t)∆t3 +O(∆t4) (3.13)
r(t−∆t) = r(t)− r′(t)∆t+ 12r
′′(t)∆t2 − 16r
′′′(t)∆t3 +O(∆t4). (3.14)
Here Lagrange’s notation for differentiation is used (i.e., r′ ≡ dr/dt, etc.) and
thus r′(t) ≡ v(t), the velocity, and r′′(t) ≡ a(t) = F (t)/m, the acceleration of
the particle. Adding the two equalities together, one gets the standard Verlet
equation to get the position vector for the next integration time step:
r(t+ ∆t) = 2r(t)− r(t−∆t) + F (t)
m
∆t2 +O(∆t4), (3.15)
where F (t) = −dU(t)/dr. The equation for the velocity can be obtained using
the same approach, but now by subtracting the two Taylor expansions:
v(t) = 12∆t [r(t+ ∆t)− r(t−∆t)] +O(∆t
2). (3.16)
The new position is accurate up to fourth order in ∆t, whereas the new velocity
is only accurate up to second order. A disadvantage of this method is that the
calculation of the next position vector requires the storing of information for the
two previous time steps.
The velocity Verlet algorithm circumvents this problem by using the current
velocity to calculate the next position. This algorithm is a reformulation of the
standard Verlet, where, by manipulating Eqs. (3.13)–(3.15), it yields equations
mathematically equivalent to Eq. (3.15) and Eq. (3.16), but numerically more
convenient. To derive the velocity Verlet relations it is useful to define the variable
z(t) = 1∆t [r(t+ ∆t)− r(t)] . (3.17)
Eq. (3.15) and Eq. (3.16) can be, respectively rewritten as:
z(t)− z(t−∆t) = ∆t
m
F (t) (3.18)
v(t) = 12 [z(t) + z(t−∆t)] . (3.19)
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By manipulating Eq. (3.19) and using the equality in Eq. (3.18), one obtains the
velocity Verlet equations to get the position and velocity for the next time step:
r(t+ ∆t) = r(t) + v(t)∆t+ 12mF (t)∆t
2 (3.20)
v(t+ ∆t) = v(t) + ∆t2m [F (t+ ∆t) + F (t)] . (3.21)
These now only depend on the current position and velocity, while keeping the
numerical precision of the standard Verlet equations.
3.2.2 Mapping from system to physical units
When performing MD simulations, it is convenient to consider a set of
fundamental units given by the systems’ fundamental quantities m and σ (mass
and size of a polymer monomer), and ε = kBT . All other quantities are simply
given as multiples of these. Therefore, in this Thesis, the properties of the
system will be reported in terms of these fundamental units. Specifically, masses
will be given in units of m, distances in units of σ, energies in units of kBT ,
forces in units of kBT/σ, and time in units of the Lennard-Jones (LJ) time
τ ≡ τLJ = σ
√
m/kBT . The LJ time scale gives the time taken for a particle
of mass m to be repelled a distance σ by a force kBT/σ. In other words, it gives
the time scale for collisions between particles interacting via a LJ potential.
In the system there are two further time scales with an intuitive physical
meaning: the inertial time τin = m/γ, introduced above, and the Brownian time
τB = σ2/Ddiff. The former is tuned as a simulation parameter, and is usually set
to either τin = τ/2 or τin = τ – this choice ensures that the over-damped limit
in Eq. (3.12) becomes a good approximation of Eq. (3.10) after only a few time
steps. The latter can be understood as the time taken for a particle to diffuse
across its own size, σ. The Brownian time is set by the friction γ through the
Einstein’s relation Ddiff = kBT/γ. Under the usual choices for τin, γ is usually set
to either γ = 2m/τ or γ = m/τ , which leads, respectively, to a Brownian time
scale τB = 2τ = 4τin or τB = τ = τin.
The system’s units can be easily mapped to real units by fixing the funda-
mental quantities. The temperature is usually kept constant at a value T = 300
K, and therefore ε ∼ 0.6 kcal/mol, however m and σ will depend on the system
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to be studied. This Thesis will focus on the properties of DNA at two levels of
compaction: dsDNA and chromatin. For dsDNA, σ corresponds to the thickness
of the double helix, which for hydrated B-DNA is ∼ 2.5 nm (at physiological
concentrations of ∼ 150 mM). Given that for B-DNA the distance between
consecutive base pairs is 0.34 nm, each polymer monomer represents∼ 7.4 bp, and
thus m is the mass of a 7.4 bp long DNA segment. For chromatin, σ corresponds
to the thickness of the fibre (σ = 30 nm). The typical level of DNA compaction
in a 30-nm chromatin fibre is ∼ 100 bp/nm [115], hence each monomer represents
∼ 3 kbp, with m being the mass of a chromatin segment equivalent to 3 kbp. Note
that these choices lead to a large mass with respect to realistic values. However
this is not significant to the studies proposed in this Thesis, since the value of
the mass will only affect the dynamics for times smaller than the Brownian time,
and we are interested in analysing the behaviour of the system for times much
larger than the Brownian time.
By using this mapping for the mass, length and energy, all of the other physical
quantities can be easily mapped to real units. For instance, in the case of dsDNA,
one simulation unit of force, kBT/σ, corresponds to 1.64 pN.
The mapping of the simulation time scales to real units needs to be done more
carefully. Since we are interested in the long time over-damped behaviour of the
polymer, and not in resolving the fine details of the inertial collisions, a common
approach consists of mapping the simulation time by considering the Brownian
time scale instead of the LJ one. By using the Stokes’ formula for the friction of
beads of size σ in a solvent of viscosity ν
γ = 3πνσ, (3.22)
and by using the viscosity appropriate for aqueous solvents ν = 1 cP, the





36 ns for σ = 2.5 nm,62 µs for σ = 30 nm. (3.23)
The simulation time is finally mapped either through τ = τB/2 or τ = τB,
depending on the value chosen for τin (the exact details are given in the Chapters
devoted to the specific systems).
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The choice ν = 1 cP for the nucleoplasm is, however, an underestimate,
specially for 30 nm beads. Another useful way of mapping the Brownian time
to real units, which avoids making assumptions on the solvent viscosity, is by
matching the diffusional properties of the polymer and of real DNA/chromatin.
The mean square displacement (MSD) averaged over all polymer beads is used to
fit the simulation time unit to the experimentally measured MSD of fluorescently
labelled chromosomal loci. The MSD describes the average displacement of a
particle after a given time lag τlag:
MSD(τlag) = 〈(r(t+ τlag)− r(t))2〉 (3.24)
where here 〈· · · 〉 stands for the average over time. For particles undergoing
Brownian motion, the MSD depends linearly on τlag as:
MSD(τlag) = 6Ddiffτlag. (3.25)
By matching the averaged simulation and experimental values for Ddiff, τ can be
directly mapped to real units. The advantage of this mapping approach is that
it depends on the system’s particle concentration, and therefore is more reliable
when comparing dilute simulations with experiments performed at physiological
concentrations. This is the case of the simulations performed in Chapter 5, where
chromatin is modelled at low concentrations to avoid non-physical confinement
effects (see Chapter 5 for exact details on mapping time units).
4Entropic elasticity and
dynamics of the bacterial
chromosome
As reviewed in Chapter 1, the genome of living bacteria is under remarkable
confinement [1, 86]. For instance, the chromosome of E. coli would be over 1
mm long if stretched out, yet it needs to fit within the bacterial cell which is a
2× 1× 1 µm ellipsoid.
There are at least four mechanisms responsible for the compaction of bacterial
chromosomes. First, and most obviously, the genome is confined within the
cell wall. However it does not occupy the entire cell, but instead it is found
to be compacted such that all or most of the genome occupies only a cellular
sub-volume called nucleoid. Since the nucleoid is not delimited by a nuclear
membrane, the bacterial cell must rely on other mechanisms to further compact
the chromosomes. Second, there is a depletion attraction between genome
segments induced by the crowding of non-DNA-binding macromolecules [35] (see
Sec. 2.3.1). Third, the genome is associated with a number of architectural or
nucleoid associated proteins (NAPs) [19, 128] which can bind the DNA at more
than one point, creating effective DNA-DNA attractive interactions which help
to reduce the space occupied by the chromosome (see Sec. 2.3.2). Fourth, the
bacterial chromosome is in fact negatively supercoiled (with a supercoiling degree
of ∼−5%) [8]. In vivo, bacterial DNA is slightly underwound, so that in a length
of the double helix, which would have 20 turns at thermodynamic equilibrium,
there are only 19 turns. The torsional stress arising from this twist deficit can be
relaxed by negatively writhing the double helix. This then creates a local folding
of the DNA, again favouring compaction.
As a first approximation, one can simply consider the most basic compaction
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mechanism: view the bacterial chromosome as a biopolymer under tight
confinement. The beginning of this century has seen a number of both
simulation [58, 59, 61, 62] and experimental [104, 112] studies that probe the
effect of confinement on the elastic, dynamic and organisational properties of
DNA. According to this tight confinement model [60], there is a large decrease
in entropy when the chromosome is confined in the cell, which yields an entropic
pressure, or force, on the confining membrane. This naturally explains why the
bacterial chromosome tends to expand when the confining cell wall is removed.
The entropic force exerted by a confined chromosome was measured in an
interesting experiment by Pelletier et al. [104]. In that work, single bacterial cells
were trapped in cylindrical nanopores, with diameter just larger than the width
of the bacteria, and the height much larger than its length. The cells were then
lysed, freeing the enclosed DNA. This expanded along the nanopore, increasing
its conformational entropy. The DNA was found to reach a height about ten
times larger than that of the bacterium. Using a micro-piston, consisting of a
colloidal bead controlled by means of optical tweezers, the bacterial chromosome
was subsequently compressed and the entropic force exerted on the piston was
measured. The study reported entropic forces much larger than expected on the
basis of a simple theory (reviewed in Section 2.1.1) for Gaussian – i.e., infinitely
thin – polymers, with the known persistence length of DNA, 50 nm.
Inspired by the work just described [104], in this Chapter I shall present
a simulation study of a system closely related to the experiments, with the
aim of quantifying the contribution of excluded volume and polymer-protein
interactions on the entropic compression elasticity of the bacterial chromosome
and its expansion dynamics. More specifically, while previous theoretical
works [10, 58, 59, 61, 62, 64, 69, 75, 123, 125, 140] focused on the role of
polymer-polymer interactions and confinement on the chromosome properties,
here I explicitly quantify the effect of bacterial proteins, whether binding to DNA
or not.
I will, therefore, consider a bacterial chromosome, modelled for simplicity as
a linear polymer, confined in a thin cylinder and subjected to the action of a
piston, i.e. a spherical bead that moves under an applied external force. This
set-up allows the measurement of the force exerted on the piston as a function of
DNA compression, as well as the polymer expansion dynamics upon removal of
the piston.
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Although in E. coli DNA is actually a circular molecule, the scaling theory
and previous work suggests that the main contribution to the polymer response
is given by polymer confinement (entropy and free energy loss). Hence one can
expect the polymer topology to have only a small effect – the results described
in Ref. [105] for simulations with circular DNA further support this view.
The simulation results in Sections 4.2 and 4.3 show that steric effects and
the presence of proteins strongly affect both the entropic elasticity of the DNA
under compression, and also the dynamics of its extension once the piston is
removed. In particular, non-DNA-binding proteins exert an osmotic pressure
which can be at least as large as the entropic force exerted by the DNA, and for
a sufficiently high number of proteins the DNA entropic response is effectively
dwarfed, leaving an undetectable signature in the force-compression curves. The
macromolecular crowding proteins introduce is also important in determining the
polymer dynamics: DNA expansion is significantly hampered.
In Section 4.3.3, I also present an interesting “popping-off” kinetics displayed
by DNA-binding proteins that emerges upon tuning the thermodynamic inter-
action with the chromosome. Specifically, for a range of DNA-protein binding
affinities, there is stable protein binding under confinement, but not in solution.
4.1 Modelling a single chromosome within a
nanopore
4.1.1 The system
In light of the experiments performed by Pelletier et al. [104], in this study the
elastic and dynamic properties of a single bacterial chromosome are probed by
considering a DNA segment trapped in a cylindrical pore, that can be compressed
by a piston in the absence or presence of proteins. For simplicity, explicit
electrostatic interactions between proteins and/or DNA are not considered, even
though these are charged in reality. This approximation is taken on the basis
that for physiological concentrations of a monovalent salt (∼ 150 mM), the Debye
length is ∼ 1 nm [3], which is below the particle sizes considered here. Therefore,
in practice, electrostatic interactions are heavily screened. The results described
in Appendix A, for simulations where the particles’ charge is taken into account,
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essentially confirm that one can rely on this simplification.
The DNA segment is modelled as a linear self-avoiding polymer composed
of spherical monomers with diameter σ ≡ 2.5 nm, according to the details
previously described in Chapter 3. Proteins are modelled, for simplicity, as
spherical beads with diameter σ 1. These interact sterically with each other
through the WCA potential in Eq. (3.5). Two types of proteins are considered:
non-DNA-binding and DNA-binding proteins. The former represent molecular
crowders, i.e., proteins that do not bind to DNA, and thus are modelled as
beads that interact sterically with the DNA. The latter represent bacterial
histone-like proteins (H-NS) [32], or DNA-binding proteins that are activated
following bacterial starvation (DPS) [141], which, to a first approximation, bind
DNA nonspecifically, and thus are modelled as multivalent beads that interact
attractively with any DNA monomer through the LJ potential in Eq. (3.7). For
the simulations where both types of proteins are present, the parameters for
the attractive LJ potential are rc = 3σ and ε = 2.5kBT , yielding a moderate
attraction. For the simulations where only the DNA-binding proteins are present,
rc = 1.5σ and ε can take values in the range [2, 4] to explore the effect of the
interaction strength.
The piston is modelled as a rigid sphere whose diameter is slightly larger than
the confining cylindrical pore’s diameter, so as to avoid particles from escaping
around the sides. The interaction between the piston and the confined particles is
purely repulsive and described by the WCA potential in Eq. (3.5). The particle-
cylinder wall interactions are described by the potential in Eq. (3.9).
The number of particles in the system is chosen so that the ratio of the number
of proteins to the number of DNA beads is that found in vivo. In E. coli cells,
the chromosome consists of ∼ 4.6 × 106 bp, which in our model corresponds to
a polymer with ∼ 5 × 105 beads. The total number of proteins is estimated to
be M ∼ 106, from which around 3% are DNA-binding. This corresponds to a
ratio of ∼ 2 proteins per DNA bead. Since the computational cost associated
with a 5 × 105 bead polymer is extremely high, we instead consider a smaller
system with N = 1000 beads. We then explore the influence of proteins in the
system, by varying the protein number up to M = 2000, which represents the
true protein-DNA ratio. For simulations where both crowders and DNA-binding
1In Appendix B, I present selected results where proteins of diameter 2σ are considered,
which matches more closely the size of a typical bacterial protein [106].
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proteins are present, the number of DNA-binding proteins is 0.03M .
4.1.2 Simulation details
The DNA polymer is initialised as a chain of monomer locations that follow an
ideal random walk trajectory, confined in a cylindrical pore (see Fig. 4.1(a)). It is
then allowed to relax into a semi-flexible self-avoiding polymer by performing an
equilibration run, for 5 × 104τ , where consecutive polymer beads are connected

















The persistence length is set from the beginning to the realistic value lp = 20σ,
and the harmonic and soft potential parameters are chosen so as to avoid chain
crossings: Kharm = Ksoft = 100kBT .
The system is considered to be equilibrated when the polymer extension L,
measured as the largest distance between two DNA beads along the confining
cylinder’s axis, no longer increases on average (see Fig. 4.1(b)).
Figure 4.1 (a) Diagram of the model for a DNA polymer, confined in a cylindrical
channel, equilibrating from the initial configuration. The polymer is initialised as an
ideal random walk and then let to relax into a semi-flexible self-avoiding polymer.
(b) Time evolution of the polymer extension L during equilibration. The system is
considered to reach equilibrium when L plateaus (see dashed line).
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In this study we considered cylindrical pores of two different diameters: D =
20σ and D = 40σ (the former case is shown in Fig. 4.1 and the latter in Fig. 4.2).
The results for the two diameters are very similar, hence in this Thesis I will only
present and discuss the results for the case where D = 40σ.
In order to verify if the chosen cylinder dimensions render realistic bacterial
conditions, we compared the radius of gyration, Rg, of the unconfined DNA (i.e.,
in the absence of the cylinder) and the relaxed extension of the confined DNA in






[ri − rj]2 ⇒ Rg ∼ 62σ, (4.2)
while its relaxed extension L0 was measured as L0 ∼ 152σ. Therefore, the system
is in the semi-dilute regime which is realistic for the bacterial chromosome.
For the DNA-protein simulations, we considered two situations. In the first
(Fig. 4.2(a)), we only included crowding proteins (green spheres), which are the
majority in vivo (in E. coli there are about 106 proteins, of which only 3% are
estimated to be DNA-binding). In the second (Fig. 4.2(b)), we included a fraction
of DNA-binding proteins (magenta spheres). In both situations, the system is
initialised with the proteins randomly distributed inside the confining cylinder.
An equilibration run is performed where excluded volume interactions are, again,
set by a soft potential, and attractive DNA-protein interactions are set by the
LJ potential in Eq. (3.7). The snapshots in Figure 4.2 correspond to equilibrated
conformations.
Figure 4.2 Diagram of the model for a relaxed DNA polymer in the presence of (a)
crowding proteins (green spheres) and (b) DNA-binding proteins (magenta spheres).
DNA-binding proteins naturally cluster, inducing a local tubular folding of DNA (inset).
While we include no direct protein-protein attractive interaction, DNA-binding
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proteins naturally cluster through the so-called “bridging-induced attraction”, as
described in Chapter 2 (see inset in Fig. 4.2(b)). For the protein size considered
here, this attraction leads to the formation of elongated protein clusters associated
with a local tubular folding of DNA where the protein-associated segments are
parallel to each other. Ref. [17] shows that larger proteins lead to DNA wrapping
around them. However this is not realistic for H-NS which is thought to form
linear clusters [17, 32], as in Figure 4.2.
In summary, in this study we performed simulations as follows. First, we
considered compression simulations with modified protein density. Second, we
simulated the dynamics of entropic expansion, by first compressing the DNA with
a large force, allowing the system to reach equilibrium, and subsequently removing
the piston. Third, we have varied the strength of the interaction between DNA-
binding proteins and DNA.
Brownian Dynamics simulations were performed as described in Chapter 3.
The friction due to the solvent was set to γ = 2m/τ , which leads to a Brownian
timescale τB = 2τ = 4τin, where τB = 36 ns (see Sec. 3.2.2 for more details).
Simulations were run for a total of 3× 104 simulation time units (τ) or more.
Table 4.1 summarises the simulation parameters.
σDNA = σprot = 2.5 nm Proteins
lp = 20σ = 50 nm DNA : crowders interaction – WCA
NDNA = 1000 beads DNA : DB-prot interaction – LJ
Mcrowders = [0, 2000] proteins with crowders – ε = 2.5kBT
MDB-prot = 0.03Mcrowders rc = 3σ
Dcylinder = 40σ without crowders – ε = [2, 4]kBT
γsolvent = 2m/τ rc = 3σ
Table 4.1 Simulation parameters for the bacterial chromosome model.
4.2 Chromosome compression beyond the entropic
spring regime
The DNA compression experiments performed in Ref. [104] were simulated
here by applying a uniform force to the piston bead, which in turn compresses
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the DNA polymer against the cylinder walls (Fig. 4.3(a)). For each value of
the applied force, the DNA extension was recorded after equilibration. The
system is considered to reach equilibrium once the normalised DNA extension
L/L0 plateaus (Fig. 4.3(b)).
Figure 4.3 (a) Diagram of the model for a DNA polymer being compressed by a piston
subjected to an external force of 16kBT/σ. (b) Time evolution of the normalised DNA
extension L/L0 during compression. For each value of the force, the DNA extension is
recorded after equilibration (see dashed line), by averaging over several time units.
Figure 4.4(a) summarises the resulting force-extension curves from simulations
(blue circles) and the entropic spring theory (full line). The latter is obtained by
fitting Eq. (2.20) to the numerical results, through the spring constant kchain, in
the weak compression regime. There are two different regimes. First, for L/L0 >
0.1 the entropic spring theory reviewed in Section 2.2.2 (which is also the theory
used in Ref. [104]) works well, and there is a very sensitive dependence of the DNA
extension on the compression force: the extension reduces to 10% of its relaxed
value, L0, for a force of just ∼ 3 simulation units (corresponding to about 5 pN –
see mapping in Sec. 3.2.2). Second, for L/L0 < 0.1, there is a sharp deviation from
the theory: the numerical estimate of the entropic force is more than an order of
magnitude larger than predicted. This deviation originates from the assumption
made in the scaling theory that a polymer confined in a cylindrical pore effectively
behaves as a linear chain of polymer blobs of size D. This assumption does not
hold in the tightly confined regime, where DNA segments are forced into close
contact and the polymer “breaks” into smaller blobs, so that steric interactions
dominate over the entropic response. Figure 4.4(b) further suggests that close
packing and many body interactions are the main contributions to this strong
steric repulsion in the tightly confined regime, as it can be seen from the fact
that the volume fraction reaches a large value (∼ 0.3) for the largest compression
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force.
Figure 4.4 (a) Force-extension curve for DNA in the absence of proteins, for the BD
simulations (blue circles) and the entropic spring theory of Ref. [104] (full line). For
L/L0 > 0.1, the theory agrees with the model in that there is a strong dependence of
the DNA extension on the compression force. For L/L0 < 0.1, the theory deviates from
the numerical estimate of the entropic force, confirming that, in the high compression
regime, the assumption done in the theory of a linear chain of polymer blobs of diameter
D breaks down. (b) Compression force as a function of the DNA volume fraction. The
fact that the volume fraction reaches almost 0.3 for the tightest compression suggests
that close packing and many body interactions are the most relevant contributions to the
divergence of the numerical estimates from the theory in the high compression regime
observed in plot (a).
This result suggests that steric repulsion is an important factor to consider
when estimating the entropic force resisting compression. At the same time,
we note that the effect found here (a 10-fold increase) is an overestimate of the
correction needed for a real bacterial chromosome. This is due to the scaled down
dimensions of the DNA we use: the same value of L/L0 corresponds to a much
denser volume fraction of DNA in the simulations with respect to the experiments
in Ref. [104].
4.3 Quantifying the effect of proteins
4.3.1 Molecular crowders greatly increase the entropic force
exerted on the compression piston
To analyse the effect of bacterial proteins on the entropic elasticity of DNA,
the simulations performed in the previous section were first repeated considering
the presence of crowding proteins in the system. The osmotic pressure of proteins
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in the cytosol can be estimated as MkBT/V , where M is the number of proteins,
and V is the confinement volume. For the case of E. coli this corresponds to
∼ 0.01 atm, which is larger than, or at least of the same order of, the pressures
recorded in the experiment in Ref. [104].
Figure 4.5(a) shows how the presence of non-DNA-binding proteins affects the
force-extension curves. We find that proteins make an important contribution,
especially for moderate compression (relatively large values of L): in this regime,
the force required for a given extension is orders of magnitude larger than in
the case where the proteins are not included. More specifically, the force is
approximately linear in the number of proteins M , as expected for an osmotic
contribution (see Fig. 4.5, inset 1). Interestingly, for intermediate forces, we find
that the extension recorded at a given force also depends linearly on M (Fig.
4.5, inset 2).
Figure 4.5(b) compares the numerical results for M = 2000 with the force
resulting from an ideal gas of 2000 proteins (and no polymer, dashed line).
Pressures from the theory are converted into forces along the cylinder axis
via multiplication by the cross section of the cylinder. There is overall a
reasonable agreement, which quantitatively confirms that the compression curves
are dominated by the osmotic pressure of proteins. The agreement improves when
correcting for the finite volume of proteins by using a pressure given by the van
der Waals equation of state (solid line). The remaining discrepancy in the high
compression regime may be due to the presence of the polymer, or to excluded
volume effects not captured correctly by the van der Waals formula.
Next, the role of DNA-binding proteins is quantified by repeating the
compression simulations considering 3% of the proteins to be DNA-binding.
These tend to compact the DNA, and should lead to a change in the extensional
elasticity. Mobile cross-links, or slip-links, have previously been shown to strongly
modify the force-extension curves of polymers in stretching experiments [91].
For this reason, DNA-binding proteins were proposed in Ref. [104] as a possible
explanation for the quantitative significant discrepancy between the experiments
and the entropic spring theory regarding the polymer spring constant. Therefore
one can ask to what extent the presence of DNA-associating proteins affects our
results. Fig. 4.6 shows that these effects are minor in the simulations. This is
consistent with our previous finding that osmotic forces from non-DNA-binding
proteins are more important quantitatively than DNA entropic forces: DNA-
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Figure 4.5 (a) Quantification of the effect of crowding proteins on the numerical
results for the compression force as a function of the DNA extension. The protein
osmotic contribution leads to a large increase in the compression force, sometimes of
several orders of magnitude. For a given value of L, the protein contribution to the
compression force is linear in the number of proteins (inset 1) – fit: f = 0.0160M +
0.2933. For a given compression force, the DNA extension also increases linearly with
the number of proteins (inset 2) – fit: f = 0.0195M+10.4113. (b) Comparison between
numerical results (orange inverted triangles) and predictions from the theory for an ideal
gas of 2000 non-DNA-binding proteins (dashed line), and from a theory accounting for
the volume of the protein through the van der Waals equation of state (solid line). The
dashed and solid curves are nearly coincident with the numerical results.
binding proteins only affect the polymer response, and hence do not have much
bearing on the overall curve. One should stress here that the DNA-binding
proteins we consider here form clusters, as could be the case for H-NS [17, 32]
or DPS [141]; while the dynamic crosslinks invoked in Ref. [104] will in practice
interact entropically (see [90]), their collective behaviour may be different.
In summary, we find that crowding proteins exert a significant osmotic pressure
on the piston, and this is much larger than the force exerted by the DNA.
Furthermore, any reduction in the force exerted by the DNA due to DNA-binding
proteins is dwarfed by the contribution of the non-DNA-binding proteins. Our
estimates suggest that even in the experimental situation the presence of non-
DNA-binding proteins could significantly affect the force measured via the set-up
used in Ref. [104]. Therefore it would be of interest to compare in more detail
those experiments with in vitro compression experiments with different sized DNA
molecules and different protein environments.
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Figure 4.6 Compression force as a function of the DNA extension for DNA-only
simulations (blue circles), simulations in the presence of non-DNA-binding proteins
(green squares) and of both types of proteins (orange triangles): 3% of the proteins are
DNA-binding. The DNA-binding proteins lead to formation of DNA clusters, hence
compacting the DNA, which yields a decrease in the compression force. The effect in
the osmotic pressure due to DNA-binding proteins is, however, small.
4.3.2 DNA expansion dynamics is hampered by molecular
crowding and DNA-protein interactions
The dynamical behaviour of a DNA molecule (with or without proteins) is here
examined by performing simulations where the DNA is first compressed under a
strong force, and then let free to expand after the piston is removed. Figure 4.7
shows how the extension L increases in time following the piston removal. Note
that the curves for a single realisation are very noisy, underscoring the highly
stochastic nature of the expansion dynamics. Therefore, in Figure 4.7 each curve
(or point) corresponds to an average over 10 independent runs.
In Section 2.2.3, I revised the scaling argument used to infer the time
dependence of the polymer extension L, in the expansion regime. This simplified
theory works in the adiabatic limit where the polymer goes through quasi-
equilibrium states, i.e. for slow dynamics. The derived power-law scaling relations
thus provide a good scheme for interpretation of the present Section’s results,
as we focus on the dynamics of the polymer whilst it relaxes after the initial
abrupt expansion. In Appendix C, I further present results from simulations
performed for a longer DNA polymer (with N = 2000 beads) which corroborate
the assumption that, after the initial abrupt expansion, the polymer extension
along the cylindrical pore increases with time in a power-law fashion.
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Figure 4.7 Measured dynamical exponents during DNA expansion (a) for DNA-only
simulations, for different initial compression forces: f = 20 ε/σ (blue triangles) and
f = 40 ε/σ (orange circles); (b) for simulations in the presence of 1000 crowding
proteins (green circles) – protein crowding leads to a decrease in the exponent; and (c)
for simulations in the presence of 970 crowding and 30 DNA-binding proteins (magenta
triangles) – the exponent decreases in the presence of DNA-binding proteins, suggesting
that the formation of protein-induced DNA clusters slows down the DNA expansion.
(d) Measured exponents for simulations with DNA and 100 DNA-binding proteins, but
no crowding proteins, as a function of the DNA-protein affinity. The exponents show a
weak tendency to decrease with increasing affinity, supporting the observation that DNA
clustering slows down DNA expansion. All simulations started from an initial DNA
configuration obtained for a compression force of 20, except for the case in the top-left
plot. The ranges of times, for which the expansion curves were fitted, were chosen
to take into account the intermediate expansion regime (103τB – 104τB or 0.01 ms –
0.1 ms), which corresponds to a power law behaviour for all forces we considered. For
the curves plotted in (a-c) the error bars are comparable to the size of the data points.
In plot (d), where each data point corresponds to a single fit, the error on the fit is not
used since this is underestimated.
Therefore, for the DNA-only case, one should expect a scaling behaviour for L
with t4/13. The simulation results typically show a similar, but on average slightly
smaller, exponent: the values are also consistent with those found numerically
in Ref. [61]. Expansion simulations were performed starting from two different
initial compression forces: f = 20 ε/σ and f = 40 ε/σ. Results in Figure 4.7(a)
show a slightly different apparent exponent for the different initial conditions: the
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more compressed the initial DNA configuration, the bigger the apparent value of
the exponent. Note however that this difference between the exponents is small,
or even not significant within the exponents’ error bars. Therefore, this may
either point to some dependence on the initial condition, or to a variability of the
exponent (which is apparent from Fig. 4.7(d) and further discussed below).
The effect of proteins is addressed by repeating the expansion simulations
in the presence of 1000 proteins. Fig. 4.7(b) compares the results for the
DNA-only and the DNA plus crowding proteins simulations. The expansion
dynamics is much slower (i.e., the apparent exponent is actually smaller) in
the presence of non-DNA-binding proteins: this is because the proteins create
a crowded environment which hampers DNA unfolding. At the same time, the
DNA extension is larger at t = 0, for the same initial force, because of the
osmotic pressure of the proteins which opposes the compression force from the
piston. As a result the value of L(t) is always larger when proteins are present
in the simulations. For late times, the proteins diffuse away from the DNA
and become dilute, so the effect of crowding diminishes. Hence for large t the
apparent exponents for the curves with and without proteins are expected to
become approximately equal.
DNA-binding proteins lead to even slower progress in the DNA expansion
(Fig. 4.7(c)), although the change in the exponent α, with respect to the
case with just crowding proteins, is small or even not significant within the
exponents’ error bars. Therefore, to characterise this effect more in detail,
we performed simulations with DNA in the presence of only 100 DNA-binding
proteins (Fig. 4.7(d)): the exponents found in this case should then be compared
with those for DNA-only simulations (Fig. 4.7(a)). These results confirm that
when proteins bind to the DNA they may reduce the apparent exponent; however
the effect is subtle, and there is a large stochastic element in the dynamical
curves (as each of the values in Fig. 4.7(d) is computed by averaging 10 different
expansion runs).
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4.3.3 “Popping-off” dynamics with DNA-binding proteins
In Figure 4.7(c-d), we analysed the effect of DNA-binding proteins on the
dynamics of DNA expansion 2. By examining the trajectories of the system
for different DNA-protein affinities, some further interesting phenomena in the
kinetics of the system are observed.
This is illustrated in Figure 4.8. If the DNA-protein interaction is weak (ε =
2kBT ), proteins only transiently bind to DNA. Since increased concentration
favours the bound state (the entropy loss upon binding is smaller), more proteins
bind upon compression. However these detach immediately after the piston is
released (see Fig. 4.8, top row, and blue line in side panel). As a result, the
DNA responds elastically as a protein-free polymer – this is consistent with the
finding that the apparent exponent measured for a low DNA-protein interaction
strength ε, in the simulations with only DNA-binding proteins, is comparable
with the exponent measured for the DNA-only simulations (see Fig. 4.7).
Some interesting dynamics occur if one chooses a larger DNA-protein interac-
tion strength, so as to promote more long-lived binding (see Fig. 4.8, middle row).
In this situation, the interaction strength is such that it favours long-lived binding
under compression. In this case, essentially all proteins are bound at all times,
and they locally compact the DNA into a toroidal structure, resembling that of
DNA within bacteriophages 3. When the piston is removed, the translational
entropy of the proteins in the unbound state increases dramatically – as they
could now occupy any region of the cylindrical domain. However the bound state
is still metastable, and it takes a relatively long time for the proteins to detach.
Over time, proteins “pop-off”, typically one-by-one, from the collapsed DNA. This
can be seen in Figure 4.8, as the overall pair energy of the polymer-and-protein
system (which is approximately proportional to the number of bound proteins)
decreases in magnitude linearly with time. Therefore, the “popping-off” time
should increase linearly with number of DNA-binding proteins in the system, so
could easily be observable in experiments with bacterial DNA (recall there are an
estimated 3× 104 DNA-binding proteins in the bacterial nucleoid). Intriguingly,
2Note that these results correspond to proteins which bind non-specifically to DNA. It
would be of interest to ask what is the effect of specific binding, which is known to promote the
formation of clusters with a well-defined size [14].
3In a real bacterial DNA, proteins like H-NS would not bind the whole genome so the 3D
structure would likely be different upon compression. However, we expect similar dynamics to
occur there as well.
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Figure 4.8 Protein popping-off during DNA free expansion, for simulations with
DNA and 100 DNA-binding proteins. The right plot shows the overall pair energy of the
system as a function of time. This quantity is negative and approximately proportional
to the number of proteins bound to the DNA at a given time. For low DNA-protein
interaction strength (ε = 2.0), the proteins do not stick to the DNA, as confirmed in
the energy-time plot: the pair energy remains zero over time. For large DNA-protein
interaction strength (ε = 5.0), the proteins remain permanently bound to the DNA
during expansion, and the pair energy remains approximately constant over time. For
an intermediate interaction strength (ε = 3.5), after removing the piston some proteins
remain bound to the DNA, but eventually pop off. The pair energy first decreases in
magnitude linearly in time and then tends to zero asymptotically.
while the protein kinetics are completely different, the popping-off leaves little
detectable signature in the apparent exponents recorded in Figure 4.7. Finally,
the popping-off requires tuning the interaction energy, because if this becomes
too large, proteins bind to the DNA permanently (at least within the simulation
time considered here), and the popping-off kinetics can no longer be observed –
the energy now does not appreciably depend on time (see Fig. 4.8, side panel,
green curve).
4.4 Remarks
In summary, in this Chapter I have presented Brownian dynamics simulations
of the compression and expansion dynamics of a DNA molecule, modelled as a
self-avoiding linear polymer, interacting with an ensemble of crowding and DNA-
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binding proteins. Previous work [17, 35, 56, 69, 125] had clearly demonstrated the
importance of proteins on the thermodynamic conformations of bacterial DNA:
non-DNA-binding proteins create macromolecular crowding which can promote
global collapse of the bacterial chromosomes, while DNA-binding proteins such
as H-NS provide local compaction. The novelty of the presented work is that,
by addressing a set-up which is directly relevant to single molecule experiments
probing the entropic elasticity of bacterial DNA, one can establish that the
inclusion of proteins further leads to important effects on the force-extension
curves recorded upon compression, and also on the expansion dynamics of the
polymer.
First, I presented DNA-only simulations, where there are no proteins, as a
reference case. I have shown that for weak to intermediate compression the
numeric results confirm the entropic spring theory of Ref. [104], which predicts an
abrupt decrease in elongation with compression. For large compression (L/L0 <
0.1 in the simulations), however, excluded volume interactions create a strong
deviation from the theory.
Second, the presented results reveal that the osmotic pressure of non-DNA-
binding proteins can dwarf the entropic pressure of the spring-like polymer during
compression. In the simulations, a polymer of N = 1000 “beads” was considered
in the presence of up to M = 2000 non-DNA-binding protein “beads”. Although
these numbers are comparable, the effect of proteins can be orders of magnitude
larger in the compression curves. With respect to these thermodynamic curves,
DNA-binding proteins affect the DNA elasticity, hence only have a minor effect
overall.
It is interesting to ask whether osmotic pressure from unbound proteins can
account for the high force (∼ 100 pN) observed experimentally in the compression
curves in Ref. [104]. As mentioned by the authors, while the curve overall can be
fitted with the entropic spring theory, the numerical value which is expected of
a self-avoiding polymer would be significantly smaller than observed – the work
presented in this Chapter suggests that even a small fraction of proteins could
lead to an osmotic force which might account for this.
Third, the impact of proteins (again, non-DNA-binding and DNA-binding), on
the DNA expansion dynamics was explored. The DNA-only simulations lead to
a scaling behaviour for the extension L as a function of time which is consistent
with previous work in the literature [61]. However, the crowding introduced
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by non-DNA-binding proteins leads to a much slower dynamics, and to a much
decreased apparent exponent. An interesting observation is that, when simulating
DNA with DNA-binding-proteins only, tuning of the DNA-protein affinity leads
to a popping-off kinetics during DNA expansion, where proteins are metastably
bound to the DNA and detach one-by-one after the volume at their disposal
increases.
While the results presented in this Chapter focus on the case of proteins
which are not charged, and have the same size as DNA beads (a choice made
for simplicity), we have also performed simulations taking into account the fact
that proteins may have a non-negligible charge, and that the size of a typical
bacterial protein is larger, and about twice the thickness of B-DNA [106]. The
results are presented and discussed in Appendix A for charged particle, and in
Appendix B for a protein size of 2σ. In all cases, the trends for the different
results are qualitatively identical, and confirm the above conclusions. There
are quantitative differences for the size simulations when the volume fraction is
high: this is expected as, under those situations, it is the volume fraction, rather
than number density, which determines the compression pressure and force. It is
interesting that the effective exponent for DNA expansion slightly decreases for
larger proteins, due to the increased crowding.
Overall, the proposed model and subsequent results provide a generic frame-
work within which to analyse experiments such as those in Ref. [104]. They
also provide further testable predictions for future experiments, e.g., probing
the kinetic dynamics during the expansion of bacterial DNA in vitro: since the
protein “popping-off” time is expected to increase linearly with the number of
DNA-binding proteins, this could be easily observable and measured for bacterial
cells (which contain ∼3× 104 of DNA-binding proteins) and subsequently tested
by manipulating the number of proteins in the system.
53-D structural organisation
of human chromosomes
The 3D spatial structure of chromatin and chromosomes in vivo during
interphase is intimately linked to gene regulation and cellular integrity [1, 23, 142],
as discussed in Chapter 1. Chromatin structure has been shown to change
during development as cells differentiate, in ageing or senescence [30], and
in disease [81]. Recent years have seen major developments in a number of
techniques to investigate the 3D chromosomal conformation in different organisms
and cell types during interphase [37, 78, 111, 124] and mitosis [96]. The
most widely employed technique to date is “HiC” – a high-throughput and
genome-wide version of “chromosome conformation capture” – which uses cross-
linking, restriction enzymes, and ligation with biotin-labelling, followed by high-
throughput sequencing, to build maps quantifying the probability of interaction
between different genomic loci within a population of cells [37, 78, 111, 121, 124].
These maps, constructed for different organisms and cell types [37], naturally lend
themselves to comparison with those predicted by “bottom-up” computational
models based on polymer physics principles [14, 45, 97].
Notwithstanding the wealth of new experimental data on 3D genome or-
ganisation, the mechanisms which drive structure formation are still not fully
understood. Two main classes of biophysical models are currently popular in
the field: the “transcription factor” (TF) model [13, 14, 17, 98] (also known as
the “strings-and-binders” model [7]); and the “loop extrusion” (LE) [2, 45, 120]
model.
The first (Fig. 5.1(a)) postulates that multivalent chromatin-binding proteins
mediate chromatin-chromatin interactions, creating loops and driving 3D folding
(see Sec. 2.3.2 for more details). Examples of proteins that play key roles within
this framework are transcription factors associated with active chromatin (eu-
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Figure 5.1 (a) Transcription Factors bind to their genome cognate sites, and
naturally organise the chromatin into domains through the “bridging-induced
attraction”. Domains of different types phase separate so that active regions are more
likely to interact with other active regions, and inactive with other inactive. (b) Loop
extruding proteins bind to the genome and move along the chromatin fibre, effectively
extruding chromatin loops. It remains unclear whether cohesin acts as a single extruding
ring [45] or as a pair of rings [120], as well as whether it moves actively or “diffuses”
along the genome.
chromatin) [27], polycomb group proteins associated with facultatively repressed
regions (facultative heterochromatin) [4], and HP1 or related proteins associated
with constitutively repressed regions (constitutive heterochromatin) [74] 1. This
model naturally explains the large-scale (micro)phase separation2 of the genome
into active and inactive domains [14] (where active regions are more likely to
interact with other active regions, and inactive with other inactive [78]) and
the formation of nuclear bodies [16], both driven by the “bridging-induced
attraction” mechanism [17] (see Sec. 2.3.2). The latter is consistent with
recent works which have revealed that heterochromatin forms liquid-like phase-
separated regions [74, 131], and that many transcription factors form discrete foci
incorporating their DNA binding sites [26].
The second model (Fig. 5.1(b)), which has recently come to the fore, posits
1Constitutive heterochromatin corresponds to repressed chromatin regions that remain
condensed throughout the cell cycle. Facultative heterochromatin corresponds to repressed
regions where active chromatin is condensed into heterochromatin, and, thus, has the potential
for gene expression, being condensed or decondensed depending on the cell stage.
2Here microphase separation refers to phase separation into clusters which only coarsen up
to a certain size.
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that the SMC3 complex cohesin and the CCCTC-binding factor (CTCF) are
the master organisers of the genome, suggesting that cohesin acts as a loop
extruding factor [122] which actively creates expanding loops, but halts when
it meets a bound CTCF. This model can account for the striking bias in favour
of convergent CTCF loops [111] and it can also rationalise the “topologically-
associated-domain” (TAD) patterns observed in HiC maps [45]. However, no
motor activity has yet been found in experiments probing the motion of DNA-
bound cohesin in vitro [33, 65, 130] – in contrast, the structurally related
condensin complex has been shown to be able to move unidirectionally along
DNA [133]. The convergent loop bias can also be explained by a model of diffusive
loop extrusion (dLE) where cohesin slides diffusively along the chromatin rather
than actively moving unidirectionally [15]. Another possibility is that the diffusive
motion is enhanced by ATP consumption resulting in an active bidirectional
motion.
The TF and (d)LE models each explain different aspects of genome organ-
isation, suggesting that they may be complementary, and both important for
chromosome organisation. While the TF model describes a functional level of
genome organisation, intimately linked to the local transcriptional activity and
chromatin state, the LE model describes a level of organisation independent of
these. If the reality is a combination of both models, one would expect that
experiments disrupting either transcription factors or cohesin binding should
give rise to distinct changes in chromosomal architecture. Overall this is the
case, although the observations are not at all straightforward. Very high
resolution conformation studies of the globin loci using Capture C [13, 51] revealed
completely different conformations in erythroid cells, where these genes are very
active, and stem cells, where they are inactive – i.e. changes in protein binding
sites result in changes in conformation. Likewise, cohesin or CTCF knock-outs
result in the disruption of the observed loops and loop-domains [71, 99, 110, 122],
but appear to leave the underlying chromatin states mostly unchanged [99].
In this chapter I will single out the different roles of transcription factors and
loop extruders by comparing the TF and (d)LE models in terms of their ability
to predict chromosome organisation.
I will, therefore, focus on a 30 Mbp section of human chromosome 7, and show
3Structural Maintenance of Chromosomes (SMC) proteins consist of a family of proteins
involved on the higher-order chromosome organisation and dynamics.
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that neither the TF nor the LE model can, by itself, give a satisfactory account
of the observed folding of the entire chromosome segment. The (d)LE model
accurately predicts the chromatin domain pattern locally, but fails to capture
larger-scale interactions. On the contrary, the TF model poorly predicts the fine
detail of local interactions, but captures long-range contacts more faithfully.
The results in Section 5.2 show that, instead, a combination of the TF
and (d)LE models can reproduce many of the HiC features, suggesting that
TFs and cohesin (or other LE factors) indeed have complementary roles in
genome organisation. I will show that LEs are required to fold regions of “inert
chromatin”, where there is a void of active or repressive histone modifications
and, hence, transcriptional activity is sparse. On the other hand, the simulations
suggest that TFs are sufficient to organise active/inactive domains, where cohesin-
mediated loops play a more minor role.
I will then investigate the intriguing fact that a straightforward superposition
of the standard TF and (d)LE models still leaves some key qualitative discrep-
ancies between simulated and HiC interaction maps, i.e., the simulations show
too high a signal for medium to long range interactions. For that, I will consider
a more complex version of the model where TF binding is modified by a non-
equilibrium mechanism, where TFs constantly switch between an “on” (binding)
and an “off” (non-binding) state [16]. This switching-TF (sTF) model encodes
a dynamic level of control on TFs and it might represent post-translational
modifications of the proteins affecting their binding affinity to chromatin [94], or
protein turnover through active degradation and replacement. In Section 5.3, I
will show that the combined sTF and LE model actually gives better predictions
of chromosome interactions, and that it is also consistent with single-molecule
microscopy experiments on the dynamics of active/inactive chromatin domains,
chromatin loops and protein clusters [24, 49, 134].
In Section 5.4, I will look deeper into the mechanism of chromatin loop
extrusion, and compare the performance of models for active and diffusive loop
extrusion. Since 3-dimensional MD simulations for diffusive extrusion require
unfeasibly long times or coarser polymer resolutions, I will instead consider a 1-
dimensional lattice dLE model, where diffusive extruders obey the same extrusion
rules as in the 3-D simulations. I will then compare the results for active 3-D
and diffusive 1-D extrusion, and show that diffusive extrusion can account for the
formation of chromatin domains and CTCF loops.
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Finally, in Section 5.5, I will explore the potentialities of the combined sTF
and LE model, by simulating recent protein knock-out experiments [99, 122]. The
results show that the model can actually correctly predict the main experimental
observations.
5.1 Modelling chromatin folding by transcription
factors and cohesin
5.1.1 The system
In this Chapter, the first 30 Mbp of chromosome 7 of the human lym-
phoblastoid cell line GM12878 are modelled, for which high-resolution HiC
data are available [111]. This region includes large gene deserts (regions of
“inert chromatin”, where transcriptional activity is sparse and which is void of
active or repressive histone modifications), as well as facultative and constitutive
heterochromatin, and active regions (see Fig. 5.2). Therefore the model focuses on
a single cell type during interphase, where the pattern of the different chromatin
states (i.e. the epigenetic landscape) are already established, and, thus, it does
not take into account the dynamic epigenetic changes that occur during cell
differentiation or right after cell division.
The 3-D structural properties of the chromosome segment are probed by
simulating the folding of the segment in the presence of transcription factors
and/or chromatin extrusion proteins (cohesin).
Note that, since we are modelling just a segment of the human chromosome 7,
strong confinement could lead to unrealistic long-range chromatin interactions.
Therefore the system is modelled in the dilute regime so as to avoid non-physical
confinement effects.
5.1.1.1 Chromatin Polymer
The chromosome segment is modelled, at the resolution of the chromatin fibre,
as a linear self-avoiding polymer composed of spherical beads connected by spring
bonds, according to the details described in Chapter 3. Each chromatin bead,
with diameter σ = 30 nm, corresponds to 3 kbp of DNA, hence the polymer is
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10,000 beads long. The persistence length is set to lp = 3σ = 90 nm, which is in
the range of measured values for chromatin, 30− 250 nm [73].
Polymer beads are “coloured” according to their underlying chromatin state
based on histone modifications. The latter correspond to post-translational
modifications to histone proteins that change their interaction with other proteins
and DNA. Histone proteins have tails that extend out of the nucleosome (see
Fig. 5.2(a)). These are composed of residues that can be covalently modified
by methylation, acetylation and phosphorylation, among others. Different
modifications are associated with different transcriptional states of DNA loci.
In this study different genomic regions are considered, corresponding to tran-
scriptionally active enhancers and promoters, transcribed genes, constitutively
and facultatively repressed genes. These regions are particularly enriched,
respectively, in the histone modifications H3K4me1, H3K4me3, H3K36me3,
H3K9me3 and H3K27me3. The genomic location of the different modification
marks in GM12878 cells is obtained by using ChIP-seq4 data obtained from the
ENCODE project [40] (http://www.encodeproject.org [127]).
Polymer beads were then annotated as active (enhancers or promoters),
transcribed, heterochromatic or polycomb depending on their overlap with the
called ChIP-seq peaks. It is possible that some beads overlap multiple peaks,
so these can have multiple annotations. For instance, there can be beads that
correspond to binding sites of active and repressive proteins. This does not mean
that the different proteins bind to the same genomic sequence, but that the
polymer bead in the model corresponds to a genomic locus with sequences bearing
different modification marks. Regions of the genome that are not enriched in any
particular mark are defined as “inert”, and left unmarked. Inert chromatin is AT-
rich and gene-poor, so that it bears some of the signatures of heterochromatin,
though it is not characterised by an enrichment of either the H3K27me3 or
H3K9me3 histone modifications. In this way the modelled chromatin segment
becomes a co-polymer whose segments interact with freely diffusing bridge-
forming protein complexes – the TFs.
4Chromatin Immunoprecipitation Sequencing (ChIP-seq) is a technique used to identify
the DNA binding sites of targeted proteins. By using specific protein antibodies, DNA
loci with bound proteins can be isolated and later sequenced. This technique then yields a
profile of the protein binding probabilities along the genome. The genomic location of histone
modifications can, therefore, be determined by using specific proteins known to bind to the
different modifications.
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Figure 5.2 (a) Different chromatin regions (active/repressed genes) are enriched in
different histone modifications, so that these serve as marks of the underlying chromatin
state. (b) In the present model, each polymer bead (3 kbp) is “coloured” according
to the abundance, in the respective chromatin locus, of the modifications: H3K4me1,
H3K4me3, H3K36me3, H3K9me3, and H3K27me3. Histone modification ChIP-seq
data for a human lymphoblastoid cell line GM12878 are obtained from the ENCODE
project [40].
5.1.1.2 Transcription Factors
Transcription factors are modelled, for simplicity, as spheres of diameter
σprot = σ. The interaction between TFs is purely repulsive and described by
the WCA potential in Eq. (3.5). Three species of TFs are considered (see
Fig. 5.3(a)): (i) euchromatin-binding, which bind to promoters, enhancers and
transcribed genes; (ii) heterochromatin-binding, such as HP1; and (iii) polycomb-
group proteins, such as PRC5. A total number of M ∼ 1400 proteins is considered
[(i)∼250, (ii)∼300, (iii)∼850], meaning that for a cubic simulation box of size
L = 220σ the volume fraction occupied by particles is ∼0.05%. Bearing in mind
that in typical cellular conditions the nuclear volume fraction occupied by nuclear
organelles is around 15%, the modelled system is in the dilute regime. This choice
was purposely made, as mentioned above, so as to avoid non-physical confinement
effects (see Sec. 5.1.1). The number of proteins of each type was chosen according
to the relative proportion of euchromatin, heterochromatin and polycomb-binding
polymer beads.
TFs bind to their cognate chromatin beads through an attractive interaction
set by the LJ potential in Eq. (3.7), with rthr = 1.8σ. Euchromatin-binding
5PRC stands for Polycomb Repressive Complex, a protein complex binding to chromatin
regions enriched with the H3K27me3 mark.
58
CHAPTER 5. 3-D STRUCTURAL ORGANISATION OF HUMAN
CHROMOSOMES
Figure 5.3 (a) In the TF model, multivalent chromatin binding proteins organise the
chromatin by forming molecular bridges between their different binding sites. Here we
consider three species of TFs, whose cognate chromatin binding sites are inferred from
histone modifications (see Fig. 5.2). (b) The TF model can be enhanced by implementing
TF switching: TFs switch between an “on” (binding) and an “off” (non-binding) state
at rate kswitch. This leads to the formation of dynamic, rather than static, protein
clusters.
TFs interact strongly, ε = 5.5kBT , with promoters and enhancers and weakly,
ε = 2kBT , with transcribed genes. Heterochromatin-binding TFs interact with
moderate strength, ε = 3kBT with heterochromatin and interact weakly, ε =
2kBT , with polycomb regions. Finally, polycomb-group proteins interact with
moderate strength, ε = 3kBT , with polycomb regions and interact weakly, ε =
2kBT , with heterochromatin. Thus, during the course of a simulation, TFs can
bind and form bridges between chromatin beads bearing the associated histone
modification marks.
As mentioned earlier in this Chapter, in this study we will also look at a
TF model where post-translational modifications (PTM) of TFs are considered,
by allowing TFs to dynamically switch between an “on” and “off” state. While
in the “on” state, TFs bind chromatin through a Lennard-Jones potential as in
Eq. (3.7). When in the “off” state the interaction reverts to the non-attractive
WCA potential (Eq. (3.5)). Importantly, the transition between these two states
is controlled by an additional parameter (the switching rate kswitch) that is not
related to the equilibrium transcription factor unbinding time, ∼ τB exp {ε/kBT}.
Thus, the binding affinity ε and the switching time k−1switch can be tuned separately
(e.g. we can have ε  kBT while k−1switch < τ). Since switching is independent
of the 3-D conformation (and whether the TF is bound or not), it drives the
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system away from equilibrium, allowing behaviour that cannot be reproduced by
a purely thermodynamic model [16]).
Note that the current coarse-grained model, where DNA is viewed as a polymer
at the level of compaction of the chromatin fibre, does not consider explicitly
the transcription process where TFs unwind the DNA and process along a single
strand while transcribing the gene coded in that DNA sequence. Instead, TFs are
here modelled as diffusing beads that, when in the “on” state, simply bind/unbind
thermodynamically once in contact with their cognate chromatin sites. Under this
simplification, made for the purpose of considering a coarse-grained chromatin
polymer, the model still retains the key chromatin-TF interaction properties:
TFs diffuse through the nuclear medium until they find a target chromatin
site, where they transiently bind, in line with experimental studies probing the
dynamics of transcription factors [46]; and euchromatin-binding TFs end up
binding and bridging promoters and enhancers, stabilising loops, in agreement
with experimental observations from HiC data [111].
5.1.1.3 Loop Extruding Proteins
Regarding chromatin loop extruding factors, two possible mechanisms are
compared in this study: active loop extrusion, where the ends of the LE bond (LE
“heads”) move apart unidirectionally along the polymer at a specified speed; or
diffusive extrusion (dLE), where the two LE heads move in either direction along
the polymer with equal probability. For the active case, the extrusion speed is a
parameter which can be chosen to give the best prediction of the experimental
data. For diffusing LEs, if one chooses realistic parameters for diffusion, it takes
much longer to generate chromatin loops of the same size - simulations would
need to run for infeasibly long times. Recent work on chromatin loop extrusion
mechanisms [15] (where much smaller chromatin segments are modelled) shows
that a simple 1-D model, where LE heads diffuse along a lattice, can accurately
capture the behaviour of more detailed 3-D simulations with explicit diffusing
slip-links. Therefore, in this work, active extrusion will be studied using 3-D
MD simulations, whereas diffusive extrusion will be studied using 1-D lattice
simulations. Both studies can then be compared by performing a “fair” analysis,
i.e. a 1-D-like analysis, of the 3-D simulation results (see Sec. 5.1.3.1). Here I
shall start by considering active extrusion for the 3-D MD simulations (see below
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for details for 1-D diffusive extrusion).
Figure 5.4 (a) In the LE model, extruding factors (e.g. representing the cohesin
complex) bind and unbind chromatin with rates kon and koff respectively. LEs are
modelled as harmonic springs joining two polymer beads. Binding/unbinding is
simulated by creating/deleting LE bonds. LEs also unbind if the bond becomes longer
than rij > 4σ. While bound, LEs move along the chromatin, extruding a loop. (b) LEs
stop moving if they reach a CTCF site where the binding motif is orientated towards its
direction of motion, or if they encounter another extruder. ChIP-seq data for CTCF
binding in GM12878 cells are obtained from ENCODE [40].
Loop extruding factors are modelled in the 3-D MD simulations, for simplicity,
as additional transient harmonic bonds that bring together two chromatin beads
(see Fig. 5.4(a)). The bond is described by the harmonic potential in Eq. (3.3)
with r0 = σ and KLE = 6kBT . LE binding and unbinding is modelled by creating
and deleting LE bonds. Bonds are initially created between i and i+2 chromatin
beads, and a loop is extruded by “moving” the ends of the bond along the polymer,
i.e., by deleting the bond and creating a new one that binds the next pair of
chromatin beads.
An extruder comes to a halt either if it collides with another extruder or
if it reaches a correctly oriented CTCF site (see Fig. 5.4(b)). This models
the fact that cohesin interacts with the CCCTC-binding factor (CTCF) in an
orientation dependent manner, favouring chromatin loops anchored by CTCFs
with convergent motifs [45]. Since the CTCF consensus binding motif is non-
palindromic, it has an orientation on the DNA. A pair of CTCF sites can therefore
have one of four arrangements: the two motifs could point towards each other,
away from each other, or both point in the same direction. Extruders are modelled
as sensitive to this motif: if a bond end reaches a CTCF oriented in the opposite
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direction to its motion, then it stops, otherwise it keeps on extruding. Therefore
extruders end up bringing together CTCFs with convergent motifs, in line with
experimental observations [111, 120].
ChIP-seq data for CTCF binding in GM12878 cells (Fig. 5.4(b)) were obtained
from the ENCODE project [40] (http://www.encodeproject.org [127]). To
account for the fact that there is a finite probability for CTCF binding at the
identified sites, a binding probability was assigned to each site according to
the called peak height. To model cell-to-cell variability in CTCF occupancy,
in each repeat simulation a subset of the CTCF sites is populated based on these
probabilities. The subset of site positions was then overlayed onto the 3 kbp/bead
polymer. If more than one CTCF was present in a given bead, we assigned the
orientation appearing most often.
An extrusion step occurs every 250τ (see Sec. 5.1.2 for comparison with real-
time), meaning that the base line extrusion rate is 2 beads/250τ . The number of
extruders bound to the polymer is kept at a constant value of 200: a new LE binds
every time one unbinds. Extruders bind at randomly chosen positions along the
simulated chromatin section and unbind with a rate koff = 0.0167τ−1. In the case
of an extruder which brings together a pair CTCF sites with convergent motifs,
koff is reduced by a factor of 10: koff, conv CTCFs = 0.00167τ−1. The extrusion
parameters were tuned so as to yield the formation of TADs as observed in the
HiC interaction maps.
A popular candidate for the loop extruding factor is the cohesin complex [45,
120], and it is thought that a cohesin ring, or a connected pair of cohesin rings in
a “hand-cuff” conformation, encircle two DNA segments, bringing them together.
As such, the complex would have a finite volume and interact sterically with the
surrounding chromatin and proteins. Since within our simplistic model, extruders
do not occupy a finite volume (they are just transient bonds), we explicitly
account for their steric hindrance by imposing a threshold on the maximum length
between two beads connected by a LE bond. In practice, if the bond becomes
longer than rij > 4σ, it is explicitly removed. This allows us to partially account
for the inability of cohesin to move through a dense cluster of chromatin-bound to
proteins, and constitutes a weak coupling between LEs and the 3-D conformation
of the polymer and proteins. Note that previous work on extrusion [45, 100, 120]
does not include this coupling.
For the 1-dimensional simulations of diffusive extrusion, chromatin is modelled
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as a 1-D lattice with N = 10, 000 lattice sites corresponding to the 10,000
simulated chromatin beads. The CTCF binding sites and motifs sequences used
for the 3-D model are also used here, therefore repeat simulations are run for the
same stochastically chosen subsets of CTCF sites. Diffusing LEs are modelled
as two heads that move independently, each occupying a lattice site. Every
simulation step, each LE head moves to either neighbouring site with equal
probability. Like in the 3-D model, LE heads cannot go past each other, or
go past a CTCF oriented oppositely to their motion. Note that, within these
rules, a LE head will go through a CTCF which is pointing away from it, but
would subsequently halt if it diffuses back to the CTCF, as now this would be
oriented towards the LE head. LEs (2 heads) attach randomly along the lattice
at a rate kon = 5 × 10−5 step−1, detach at a rate koff = kon, and like in the 3-D
case, if they form a CTCF loop (bring together two convergent CTCFs), they
detach at a rate koff = 0.1×kon. The number of LEs is chosen so that the number
of attached LEs is roughly 200 throughout the simulation.
5.1.2 Simulation details
The system is initialised from an ideal random walk for the chromatin polymer,
and a random distribution of TFs, confined in a cubic box of size 220σ. As
mentioned in the previous Section, the simulation box dimensions are chosen so
that the system is in the dilute regime. The chromatin polymer is then allowed to
relax into a flexible self-avoiding polymer by performing an equilibration run, for
5×103τ , where consecutive polymer beads are connected via a harmonic potential

















The persistence length is first set to lp = 60σ in the first 103τ in order to boost
equilibration: by initially making the chromatin stiff, the polymer conformation
quickly changes from a crumpled ideal random walk to a swollen polymer. The
persistence length is then set to the realistic value of lp = 3σ. The harmonic
and soft potential parameters are chosen so as to avoid chain crossings: Kharm =
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100kBT and Ksoft = 20kBT .
After equilibration, the potentials are changed according to the details
described in Chapter 3: bonds between consecutive polymer beads are changed
to FENE bonds with r0 = 1.6σ and KFENE = 30kBT/σ2; excluded vol-
ume interactions between polymer beads are now set by the WCA potential;
chromatin-protein and protein-protein excluded volume interactions are set by
a soft potential with rc = 21/6σ and Ksoft = 200kBT ; and chromatin-protein
attractive interactions are set by a LJ potential with rc = 1.8σ, where ε depends
on the interaction type (see Sec. 5.1.1.2).
Brownian Dynamics simulations were run using LAMMPS, as described in
Chapter 3. Loop extrusion and TF switching algorithms are implemented using
external codes coupled to LAMMPS. Specifically, loop extrusion is performed
by pausing the MD simulation, then creating/deleting LE bonds according to
the rules detailed in Section 5.1.1.3 using an external code, and resuming the
simulation, every 250τ . TF switching is performed by randomly selecting a
fraction of the TFs (set by the parameter kswitch) and changing their state from
“on” to “off” (or vice-versa), every 5τ .
In order to map simulation times to real units we match the diffusional
properties of the chromatin fibre. For that, the mean squared displacement
(MSD) averaged over all simulated chromatin beads is measured (see Sec. 3.2.2),
and this is used to fit the time unit to the experimentally measured MSD of
fluorescently labelled chromatin loci in yeast cells [48]. The mapping varies
slightly between the different models, but for simplicity we fix the time unit
to τ = 50 ms in all cases.
Using this mapping, cohesin extrudes 2 beads (60 nm) in 250τ = 12.5 s, i.e.
with a velocity of v ' 0.3 µm/min ' 30 kbp/min. TF switching occurs at
rates ranging between 0 and 0.002 s−1. In the model, the friction due to the
solvent was set to γ = 1m/τ , which therefore leads to a Brownian timescale
τB = τ = τin = 50 ms. Simulations were run for a total of 7× 105τ ≡ ∼10 hours
or more. This corresponds to about half of the total duration of interphase in
typical human cells [1], allowing us to safely model the folding and organisation of
chromosomes after these have decondensed from, and before these have condensed
into, the mitotic chromosome configuration (i.e. the chromosome configuration
established during cell mitosis). In this study, different MD simulations were
performed to investigate the properties of the different models considered: (s)TF,
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LE, TF+LE, and sTF+LE model (with/without CTCF proteins). In all cases,
10 repeats of each simulation are considered to account for different polymer
conformations and cell-to-cell variability in CTCF binding. The 1-D diffusive
extrusion simulations were also run for 10 different repeats, for 20 × 106 steps
each.
Table 5.1 summarises the simulation parameters.
Nchrom = 10, 000 beads σchrom = σprot = 30 nm
MEuchr.f = 250 prot lp = 3σ = 90 nm
MHP1 = 300 prot Lbox = 220σ
MPRC = 850 prot γsolvent = m/τ
TFs LEFs
Chromatin : protein interaction – LJ NLEFs = 200
Enh/Prom : Euchr.f – ε = 5.5kBT Extrusion step – every 250τ
Transc. genes : Euchr.f – ε = 2kBT koff = 0.0167τ−1
Heterochromatin : HP1 – ε = 3kBT koff,convCTCFs = 0.00167τ−1
Polycomb regions : PRC – ε = 3kBT
rc = 1.8σ
Switching rate = [0, 100× 10−6]τ−1
Table 5.1 Simulation parameters for the human chromosome model.
5.1.3 Data Analysis
5.1.3.1 Calculating Chromatin Interaction Maps
The beginning of the 21st century has been marked by the development
of several experimental techniques that allow to probe the conformation of
chromosomes. Among these, “Hi-C” [78] has been the most widely employed
due to its capability of providing data for genome-wide chromosome interactions.
In summary, Hi-C experiments start by cross-linking the genome so that
spatially close DNA loci are joined together. Using restriction enzymes, the
unlinked DNA is digested, therefore isolating the pairs of cross-linked DNA loci.
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The ends of each pair are then ligated and the cross-links removed. Finally,
the ligated pairs are individually aligned with the genome, which allows for the
identification of the interacting genomic loci. This last sequencing step can be
done simultaneously for all regions of the genome, allowing to build a genome-wide
map quantifying how often all different genomic loci interact, within a population
of cells [78, 111, 136].
In this thesis, simulated Hi-C interaction maps were generated by recording
contacts between chromatin beads whose 3-D separation is < 5σ = 150 nm. In
previous work [14], not much difference was found for 3-D separations in the
range 90 − 150 nm, which is reasonable for cross-linking by formaldehyde. The
interaction maps were then averaged over time (every 103τ for the last 4× 105τ)
and over 10 simulation replicates. The interaction values in the simulated maps
range from 0 to 1, therefore when plotting simulated maps side-by-side with the
HiC map, the latter was rescaled by a factor of 400 (i.e. the HiC interaction
values were divided by 400). HiC data for the GM12878 cell line were obtained
at 10 kbp bin resolution, using “square root” normalisation6, from Ref. [111].
For the 1-D diffusive extrusion simulations,“HiC-like” interaction maps were
calculated by considering that two lattice sites (chromatin loci) are in contact
if they are occupied by matching LE heads. These maps were then averaged
over time (every 400 steps) and over 10 simulation replicates. Note that due
to this definition of contacts it is not possible to obtain long-range interaction
information.
A quantification of the number of local and non-local interactions was also
performed by simply setting a threshold for locality and then calculating the
total number of interactions recorded in the map between chromatin beads whose
genomic separation is smaller (local interactions) or larger (non-local interactions)
than the threshold. The ratio of the number of non-local to local interactions was
then plotted as a function of the “locality” threshold. This ratio decreases as the
threshold value increases.
Another useful technique to quantify chromosomal interactions is the Chromo-
some Conformation Capture on Chip (4C) technique. While Hi-C experiments
probe the interactions between all genomic loci pairs, 4C experiments are designed
to probe the interactions of one pre-selected genomic locus with all other regions
6“Square root” normalisation of contact frequencies is a simple procedure to rebalance the
HiC matrix so as to have approximately constant sums for rows and columns genome-wide.
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of the genome. One can say that the output of 4C experiments is equivalent
to extracting one line of the Hi-C map for the pre-selected genomic locus. The
advantage of this technique is that it allows for experimentalists to obtain higher
resolution interaction profiles, as well as to extract information focused on the
region at interest.
Thus, in this thesis, “virtual” 4C profiles were also calculated for the HiC and
simulation data. This was done by using the “observed over expected” interaction
maps, where the expected value for a given pair of beads is the mean interaction
level for all pairs of beads with the same genomic separation. Specifically, each
diagonal line in the maps parallel to the main diagonal was first divided by
the mean value of interactions in that diagonal. This way all interaction values
have the same weight irrespective of their distance to the main diagonal. This
facilitates the comparison between experimental and simulated profiles. Then,
for the highlighted chromatin locus the number of interactions with all the other
loci was calculated.
5.1.3.2 Domain boundary detection in interaction maps
Having calculated the chromatin interaction maps, boundaries between inter-
action domains were detected using the algorithm depicted in Figure 5.5.
Figure 5.5 Contact maps are used to record the frequency of interactions between
every two chromatin beads. (a) Chromatin domains are defined as regions where there
are more intra-domain interactions than inter-domain. (b) Domain boundaries are
identified using an algorithm where a window slides along the map diagonal and records
the number of interactions inside the window as a function of the genomic position.
The algorithm yields an interaction profile with maxima at the centre of domains and
minima at the boundaries.
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Specifically, the interaction map is analysed using a square window, of size
300 kbp×300 kbp, that slides along the main diagonal and records the number
of interactions inside the window as a function of its genomic position. This
algorithm yields a profile of interactions with maxima at the centre of domains
and minima at the boundaries, hence a boundary is called for every local minima.
The resulting set of boundaries is then verified manually (via visual inspection) to
correct wrong boundary calls due to the noisy signal of the interaction maps. The
same method was used to call boundaries in Hi-C and simulated contact maps.
Boundary locations were said to have been correctly predicted if they appear in
the simulated map up to 27 kbp (3 beads) away from the location on the HiC
map. To quantify the agreement between called boundaries, the Jaccard index





where BHiC and Bsim are the sets of boundaries from the HiC data and simulations
respectively. This takes values in the range from zero for no correctly predicted
boundaries, to 1 for 100% agreement between simulation and HiC.
5.2 Complementary role of transcription factors
and cohesin
In order to characterise the role of transcription factors and loop extruding
proteins on the spatial organisation of chromosomes, chromatin folding sim-
ulations were first performed by applying the TF model and the LE model
separately. Both models were first applied in their simplest forms, i.e., post-
translational modification of TFs was not considered so that TFs remain in
the “on” state through the whole simulation, and LE proteins were considered
to actively extrude chromatin (more details in Secs. 5.1.1.2 (TF model) and
5.1.1.3 (LE model)). Figure 5.6(a-b) shows the chromatin interaction maps for
both simulations, comparing the simulated (top triangle) with the Hi-C (bottom
triangle) map. The top maps correspond to the full simulated chromosome
section, followed by zooms on an inert chromatin region (middle maps) and on a
region enriched in active/inactive chromatin (bottom maps).
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Figure 5.6 Interaction maps for (a) the TF model, (b) the LE model, and (c) their
combination (TF+LE model). Top plots show the full simulated chromosome section
(human chr7:1-30,000,000), with zooms on two regions shown below. Underneath each
map the considered histone modifications are indicated (see Fig. 5.2 for details). TFs
predict the phase separation of active/inactive regions, but fail to predict the folding
of chromatin in inert regions. On the contrary, LEs correctly predict the formation
of TADs in regions devoid of marks, but are unable to generate interactions between
domains bearing the same histone modifications. The bottom panels show snapshots of
the simulation for each model.
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In the light of recent simulation studies [14], where TFs binding to distinct
chromatin loci were found to self-assemble into distinct segregated clusters, one
should expect that the formation of chromatin domains which bear different
epigenetic marks will be well captured by the TF model: they phase separate
into distinct 3-D compartments, and clusters of like proteins form. Such
protein clusters are indeed visible in the simulation snapshot in Figure 5.6(a).
Furthermore, by looking at the dynamics of these clusters, they actually resemble
clusters formed by heterochromatin [74, 131] and transcription factories self-
assembled within euchromatin [27] (see Suppl. Movie 1 7).
One way to measure how well the simulated map predicts the HiC data
is to simply count the number of correctly predicted domain boundaries (see
Sec. 5.1.3.2 for boundary detection details). By analysing the interaction maps
in Figure 5.6(a), one sees that the TF model does correctly capture a large fraction
of boundaries in active and inactive regions (see the map for the 20 − 30 Mbp
segment), as well as the pattern of longer-range interactions between segments
bearing similar histone marks. These features are a natural consequence of the
spatial segregation (or, more precisely, phase separation into domains with self-
limiting size [16]) between active and inactive chromatin.
Figure 5.7 quantitatively confirms this domain segregation. For each chro-
matin bead, the amount of interactions with beads in active, inactive, and mixed
domains8 was determined. The resulting interaction profiles show that chromatin
domains tend to interact with other domains of the same type, i.e., bearing the
same histone modification marks, confirming the phase segregation of different
type domains observed in the experiments (HiC interaction map).
As well as boundaries between active and inactive domains, alternating binding
and non-binding chromatin regions can also give rise to boundaries even between
two adjacent active (or inactive) domains. However, the TF model clearly fails
to capture the folding of the inert chromatin regions (see, e.g., the map for the
11−21 Mbp segment), which yields a total fraction of correctly predicted domain
boundaries of only ∼ 36%, through the whole simulated chromosome section.
Compared to the TF model, the LE model (Fig. 5.6(b)) gives a better
prediction of local TAD formation, especially within inert chromatin (see
7Suppl. Movie 1: https://vimeo.com/288956913
8Domains were defined as the regions between the identified domain boundaries, and their
type was set according to the most frequent bead type in that region.
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Figure 5.7 Plot showing, for each chromatin bead, the normalised amount of
interactions with active (red), inactive (grey) and mixed (blue) domains. Chromatin
domains interact mainly with other domains bearing the same histone marks, a typical
feature of the phase separation of active/inactive domains observed in the experiments.
For each domain the number of interactions with each type is normalised so that the
total number of interactions sums to 1. Domains were defined as the regions between
domain boundaries, and their type was set according to the most frequent bead type in
that region.
map for the 11 − 21 Mbp segment), where 82% of domain boundaries are
correctly predicted. However it performs less well in capturing the higher-order
organisation of active and inactive regions (see map for the 20−30 Mbp segment).
Although a high number of boundaries (83%) are correctly predicted in those
regions, the interaction maps obtained with the LE model distinctly lack the long-
range interactions between domains, which are associated with active/inactive
domain phase separation.
The LE model also clearly cannot capture enhancer-promoter interactions
within domains unless there are CTCF sites in the vicinity of those regulatory
elements. To highlight this, a virtual 4C experiment was “performed” by selecting
HiC interactions for a locus corresponding to a promoter, according to the
procedure detailed in Section 5.1.3.1 (see Fig. 5.8). The results clearly show
that the LE model fails to capture the interaction pattern qualitatively: the
correlation between the virtual 4C interaction profiles for the simulated and HiC
data is −0.003 for the LE model, compared to 0.27 for the TF model (which is
statistically significant, with a corresponding p-value < 10−5).
Since each of the models captures different features of chromosome folding,
one might expect that a combination of the two should perform much better than
either on its own. Indeed the combined TF+LE model yields an improvement, as
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Figure 5.8 Plots showing interactions with a promoter at position chr7:20,232,000-
20,241,000. The black arrowheads indicate the 4C viewpoint. Other enhancer/promoter
sites are indicated in red below the curves.
now both inert and active/inactive regions are in fair qualitative agreement with
HiC (Fig. 5.6(c)). An important result is that, within the simulations, extruders
do not play a crucial role on local folding within regions that display well-defined
patterns of histone modification – their organisation is mainly driven by TF
bridging (Fig. 5.6(c), bottom map). For instance, the simulated interaction maps
for the TF and TF+LE model in the 20− 30 Mbp region, which is rich in active
and inactive domains, are highly correlated (Pearson’s correlation r = 0.76). The
main reason for this is that when bridges bind they tend to compact a whole
stretch of chromatin, creating many more contacts compared to extruders, each
of which only forms a single loop.
Notwithstanding the improved agreement with HiC, a visual inspection of the
interaction maps in Figure 5.6(c) reveals that there are some remaining qualitative
discrepancies. Most notably, in the map for the 20 − 30 Mbp chromatin region,
there are more long-range inter-domain interactions in the simulated interaction
maps than in the HiC map, where the number of long-range interactions decays
faster with increasing domain-domain genomic distance.
5.3 Switching TFs render better agreement with
HiC and FRAP
In order to improve the agreement with HiC experiments [111], a variation
of the TF model was taken into consideration. In the TF model discussed in
the previous Section, active and inactive factors interact with chromatin beads
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thermodynamically. That is to say, there is an attractive binding interaction
between the TF and chromatin beads: a TF can bind chromatin when it
diffuses into contact, and then unbind due to the thermal motion in the
system. The residence time depends on the interaction strength (see Sec. 5.1.1.2)
and it is strongly modulated by emergent behaviour such as the “bridging-
induced attraction” [17]. More specifically, once a multivalent factor reaches
a configuration where it can form multiple chromatin interactions, it remains
bound for a long time, as unbinding requires climbing over a potential energy
barrier whose height increases with the number of interactions. In the model here
presented, typical residence times can encompass the total simulation time, thus
the model fails to capture the rapid turn-over of TFs observed in vivo (typically
of the order of minutes [79, 134]).
Many TFs and other proteins which are relevant to the model are observed
in stable foci which also exhibit rapid protein turnover. These two features are
difficult to reconcile, but possible explanations are: that protein unbinding can
be programmed rather than thermodynamic, as in the case of RNA polymerase
II that rapidly unbinds in response to transcription-termination signals [1]; that
there is ongoing post-translational modification of proteins which affects binding
affinities (e.g. phosphorylation [52, 94]); or that nuclear proteins are actively
degraded by the cell and replaced de novo. A generic way to model these
non-equilibrium unbinding processes is to consider TFs that switch between an
“on” (chromatin-binding) and an “off” (non-binding) state at rate kswitch (more
details in Sec. 5.1.1.2). Recent simulation studies [16] showed that, in simple
“toy chromosome” simulations, this switching-TF (sTF) model gives rise to the
formation of dynamic protein clusters, reminiscent of nuclear bodies [95], and can
affect chromatin interaction patterns.
Therefore, the switching TF (sTF) model was then coupled to the LE model,
and its performance in predicting 3D structure in human chromosomes was
evaluated. Figure 5.9(a) shows the qualitative effect of TF switching on the
interaction maps for different values of the switching rate kswitch. The main
difference between the combined TF+LE models with and without switching is
that switching markedly affects long-range inter-domain, but not intra-domain,
interactions: active domains which are far apart along the genome are less likely
to interact. This reduces the intensity of the off-diagonal features in the predicted
interaction maps, rendering them qualitatively more similar to the HiC. This is
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Figure 5.9 (a) i. Interaction maps comparing sTF+LE simulations with HiC data.
From top to bottom the switching rate kswitch is increased from 0 to 100 × 10−6 τ−1.
Higher switching rates yield less inter-domain interactions. ii. Zooms on different
regions of the simulated section with kswitch = 2 × 10−6 τ−1 (corresponding to 40 ×
10−6s−1). Below and to the left of the maps the positions of domain boundaries are
indicated. The sTF+LE correctly predicts 84% of the HiC domain boundaries. (b)
Ratio of non-local to local interactions for HiC and simulation maps, for varying kswitch
values. Instead of fixing a threshold for locality, we plot the ratio as a function of the
threshold for each case. The TF+LE model without switching predicts too high a ratio
of non-local to local interactions, when comparing with the HiC curve.
also shown by the decrease in the ratio of non-local to local interactions with an
increasing kswitch (Fig. 5.9(b)): switching TFs are needed to predict the correct
balance between long- and short-range interactions (see Sec. 5.1.3.1 for details on
determining the ratio of non-local to local interactions).
The sTF+LE model also conforms much better with observations from live-
cell fluorescence microscopy experiments, which probe dynamical information
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inaccessible to HiC. In the absence of switching, the TF dynamics in the model
is slow, whereas it is much more rapid with switching (Fig. 5.10, and Suppl.
Movies 1 and 2 9). Also, the observed macroscopic dynamics of domains
formed by non-switching and switching proteins are profoundly different: in the
latter case, there are many more events corresponding to clusters splitting and
reforming, and also the clusters are smaller. Whilst high-throughput experiments
showing the dynamics of chromatin interactions over time are not yet available,
the more dynamical picture emergent from the switching model is consistent
with fluorescence recovery after photobleaching (FRAP [16]) and single-molecule
imaging experiments, which suggest that TF binding is short-lived and lasts for
not more than minutes [79, 134]. The differences are clear if one examines the
trajectories of individual TFs (Fig. 5.10(a)): without switching, a TF diffuses until
it joins a cluster (of like proteins and binding sites), where it tends to stay for the
remainder of the simulation; with switching a TF joins a cluster for a short time,
then undergoes a period of free diffusion, before joining another cluster. This
hopping between clusters leaves a clear signature in the distribution of the mean
squared displacement for a given time interval (Fig. 5.10(b)): the distribution for
the switching case has a longer tail.
Figure 5.10 (a) Trajectories in 3-D for a single protein without (left) and with (right)
switching. Without switching, the TF quickly gets “stuck” in a stable cluster. With
switching, the TF stays in a cluster for a short time, before unbinding and diffusing
freely, and later joining a different cluster. (b) Protein dynamics are characterised by
the mean squared displacement (MSD) of TFs for a fixed time interval of 103τ .
The agreement between the sTF+LE model and HiC can be further quantified,
drawing the comparison with the other models considered (see Fig. 5.11). Three
quantities are chosen for this analysis: the number of correctly predicted HiC
domain boundaries, the correlation between simulated and HiC interaction
9Suppl. Movies 1 (https://vimeo.com/288956913) and 2 (https://vimeo.com/288959299)
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profiles for long-range chromatin interactions, and the ratio of non-local to local
interactions in the simulated and HiC maps.
Starting with the model performance in domain boundary generation (see
Fig. 5.11(c)), the sTF+LE model correctly predicts ∼ 84% of the HiC boundaries,
across the whole simulated region. This performance is similar to that of the
LE and TF+LE models (∼ 83% and ∼ 82% respectively), but substantially
Figure 5.11 (a) Interaction profiles indicating, for each chromatin bead, the level
of long-range interaction with active (red), inactive (grey) or mixed (blue) beads. For
each bead the number of interactions with each type is normalised so that the total
number of interactions sums to 1. (b) Bar plot showing the Spearman rank correlation
coefficient for comparison of each curve in (a) with the corresponding HiC data. The
LE model yields long-range interaction patterns that essentially do not correlate with
HiC. In general, models with TFs give a good correlation with the HiC profiles. (c)
Venn diagrams showing the overlap between called domain boundaries in the HiC and
simulated contact maps. Since boundaries are related with the fine domain structure
near the interaction map’s diagonal, models with LEs give in general a good prediction.
(d) Ratio of non-local to local interactions for HiC and simulation maps, for the
different models, as a function of the locality threshold. The sTF+LE model gives
the best prediction of the HiC curve (see also Fig. 5.9(b)).
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better than the TF model (∼ 36%), since the latter fails to predict any of the
numerous CTCF-related boundaries within the inert region. Previous studies
with only TFs [14], or only extruders [45] found similarly high values, however
neither focused on chromosome regions containing both inert and active/inactive
regions, as done in this thesis.
Second, to assess how well each model captures domain phase separation
and formation of promoter-enhancer hubs [27], one can measure the interaction
profiles for long-range interactions between active-active, inactive-inactive, and
active-inactive chromosome loci. To do this each chromatin bead is labeled as
active or inactive according to whether it binds to active or inactive TFs (which
is in turn based on histone modification data). Beads which can bind to both
are labeled as “mixed”, and those which bind neither as “inert”. Figure 5.11(a)
shows the fraction of active, inactive and mixed beads which each chromatin
bead interacts with, for each of the models. In the HiC profiles there is an
enrichment of active-active and inactive-inactive interactions, which is associated
with active/inactive domain phase separation. This is captured by models with
TFs, as there is a high correlation between the simulated and HiC interaction
profiles (see Fig. 5.11(b)). However the LE model fails to capture this long-
range interaction pattern, as it shows essentially no correlation with the HiC
profiles. This is due to the fact that the LE model fails to predict chromatin
interactions beyond the TAD level (∼ 1 Mbp), whose average size in this model
depends on the LE processivity and CTCF locations. A Spearman correlation
test shows that the combined model with switching performs better than the
combined model without switching (although it is not significantly better than
the TF only model).
Third, the relative balance between non-local and local interactions was
compared for the various models and HiC experiments (Fig. 5.11(d)). This further
supports the idea that the TF and LE model separately cannot fully account for
HiC data, and also shows that to capture the right decay of the non-local to local
fraction a model with switching is required (see also Fig. 5.9(b)).
In summary, the quantitative analysis shows that: chromatin loop extrusion is
necessary to correctly reproduce the HiC domain boundaries across the modelled
chromatin segment; TF binding is required to reproduce the long-range pattern
observed in the HiC interaction map, characteristic of the active/inactive domain
phase separation; and TF switching is necessary for the rapid protein turnover in
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the protein clusters, which leads to right fraction of non-local to local chromatin
interactions in the HiC map. The large-scale interphase chromatin organisation
is thus best explained by the sTF+LE model.
5.4 “Diffusive” cohesin also yields domain and
CTCF loop formation
Results in Sections 5.2 and 5.3 strongly suggest that chromatin extrusion,
regulated by the interaction with CTCF, is fundamental to capture the HiC
patterns found especially in inert chromatin regions. The natural question
that follows is whether active extrusion (where LEs move unidirectionally due
to some motor effect as in Refs. [45, 120]) is necessarily required, or whether
diffusive extruders (dLE) behave similarly. This is currently a relevant question
as single molecule experiments on cohesin loaded onto DNA or reconstituted
chromatin [33, 65, 130] have not yet found evidence of a direct motor activity.
Another plausible alternative is that extruders move via an indirect motor
activity, e.g. by a transcribing polymerase, which has been suggested on the
basis of simulations [109] and experiments [33]; however it is difficult to find
direct evidence for this in vivo.
Simulating large chromosome regions with a dLE model in 3-D requires using
either infeasibly long simulation times, or using substantially coarser polymer
resolutions. Therefore, diffusive extrusion was here studied by using a 1-D lattice
model (see Sec. 5.1.1.3 for more details). CTCF sites were positioned as in the
3-D simulations with active LEs, and, like before, it is assumed that the diffusing
LEs interact strongly and directionally with CTCFs. “HiC-like” interaction maps
can be computed within this 1-D model by considering a pair of monomers (lattice
sites) to be in contact if they are “bound” by a diffusing LE, i.e., if the lattice
sites are occupied two matching dLE heads (see Sec. 5.1.3.1).
The resulting interaction maps are plotted in Figure 5.12, together with maps
from 3-D active LE simulations, computed in the same “1-D fashion” (i. e.,
two chromatin beads are considered to be in contact if they are bound by a
LE). Results show that dLE is essentially indistinguishable from active LE, both
visually and quantitatively: 83% of the HiC domain boundaries were correctly
predicted by the 1-D dLE model. These results thus show that, even in the
78
CHAPTER 5. 3-D STRUCTURAL ORGANISATION OF HUMAN
CHROMOSOMES
absence of any motor activity, the ability of cohesin to slide diffusively as a
molecular slip-link is sufficient to create HiC-like chromatin interaction patterns.
Figure 5.12 Plots comparing simulated HiC maps generated by the diffusive and
active LE model. The active LE results are from the 3-D simulations as shown in
previous plots, whereas the dLE results are from a 1-D model. In order to make a fair
comparison, here the interaction map for the 3-D simulations was calculated in a “1-D
fashion”, i. e., two chromatin beads are considered to be in contact if they are bound by
a LE. Note that due to the way the interactions are defined it is not possible to generate
long-range contacts in the 1-D model.
5.5 Predicting the effects of protein knock-outs
The combined sTF+LE model proposed in this thesis was further tested by
simulating the effect of two different protein knock-outs, which were both recently
explored experimentally: cohesin removal and targeted CTCF degradation.
Cohesin KO experiments are simulated using the sTF model, i.e., without
considering extruders. CTCF KO simulations are performed by omitting CTCF
binding sites, so that LEs can freely move until they unbind, or are blocked by
other LEs.
The knock-out experiments for cohesin [122] and CTCF [99] were performed in
liver and mouse embryonic stem cells respectively, so are not directly comparable
to the human cell simulations of this thesis. Nevertheless I will show example
interaction maps from these data in Fig. 5.14, for a qualitative comparison. These
data sets were also used to generate the plots in Fig. 5.13, showing the ratio of non-
local to local interactions as a function of the threshold. As a suitable comparison
for the simulations, the first 30 Mb section of mouse chromosome 7 was selected,
which has a similar proportion of active/repressed and gene desert regions as the
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simulated section. Note that while the plots would differ for different chromosome
sections, the trends between the wild type (WT) and knock-out (KO) cases are
the same.
Figure 5.13(a) summarises the results for the cohesin KO simulations.
Figure 5.13(a)i shows that cohesin removal in the simulations leads to loss of
folding in inert chromatin regions (11–21 Mbp), leaving little structure in the
interaction maps. This mirrors observations from experiments that knocked out
NIPBL, which is required for cohesin loading in mammalian cells [110, 122].
On the other hand, domains organised by active and inactive switching factors
(20–30 Mbp) are only subtly affected in the simulations. This is qualitatively
consistent with the results of Ref. [122], which found some residual structure
in active/inactive regions, but not in inert ones, following cohesin removal in
mouse liver cells (see Suppl. Fig. 5 in Ref. [122]). To further illustrate this point,
Figure 5.14(a)i shows HiC maps for simulations (left plots) and mouse liver cell
experiments for an active region in a similar chromosome region as considered
here (right plots). In both cases, the bottom triangle in the map refers to the
wild type and the top triangle to the knock-out. From these maps it can be seen
that in the mouse HiC data (right plots) the overall contact pattern, as well as
some peaks, remain upon NIPBL knock-out, corroborating the simulation results.
Also, like in the experiments, the simulated interaction map reveals stronger
active/inactive domain segregation upon cohesin removal: there is a decrease in
the number of interactions between domains with different epigenetic marks, and
an enhancement of the interactions between like domains (see Fig. 5.15(a)). I
should stress that in this work I refrain from a direct comparison of compart-
mentalisation scores (a measure or active/inactive domain phase separation) in
simulations and experiments because in the simulations the nuclear lamina is
not directly modelled, which is often associated with inactive regions, and the
system conditions are considered to be more dilute than in the nucleus, to avoid
non-physical confinement effects.
To better access the qualitative agreement with experiments, the interaction
maps were used to extract the ratio of non-local to local interactions as a function
of the genomic separation threshold for “locality”. Figure. 5.13(a)ii shows the
plots comparing the KO and WT cases, for the simulate and HiC maps, obtained
from mouse liver cell experiments [122]. There are two distinct regimes: for
thresholds below the TAD range (∼ 700 − 800 kbp) there is a loss in non-
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Figure 5.13 (a) A cohesin knock-out simulation is performed by removing LEs. i.
Interaction maps where the knock-out (∆LEs) is compared with the wild type (WT)
simulation. ii. Ratio of non-local to local interactions as a function of the threshold
for the KO and WT cases, for simulations (right) and experiments in mouse liver cells
(left). iii. Circos plots showing the interaction network between H3K4me1/H3k4me3
chromatin beads, for the simulated KO and WT cases. Interacting beads are connected
by grey lines. (b) A CTCF knock-out simulation is performed by omitting CTCF binding
sites. i. Similar interaction maps to the above. ii. 1-D representation of LE contacts
for the simulated CTCF KO and WT cases. The arc connects chromatin beads bound
by a LE. iii. Ratio of non-local to local interactions for the CTCF KO and WT cases,
for simulations (right) and experiments in mouse embryonic stem cells (left).
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local interactions upon cohesin removal, and above the TAD range there is a
loss in local interactions. The sTF+LE model captures these features up to a
threshold ∼ 1100 kbp. Above that the simulation predictions deviate from the
experimental observations – the WT model yields a higher ratio of non-local to
local interactions. This deviation from the experimental observations is due to
the choice of low concentrations in the simulations (made to avoid non-physical
confinement effects), which allows the polymer to change its conformation faster,
meaning that loop extrusion will in fact favour a more compact structure and
therefore more non-local interactions (see simulation snapshots in Fig. 5.6(c)).
Cohesin knock-out experiments [110] also reported the formation of superen-
hancer hubs. Superenhancers are genomic regions containing a high linear
density of enhancer elements and high levels of the associated H3K27ac histone
modification. Interactions between superenhancers were found to increase after
cohesin removal, and examination of HiC ligation events revealed a higher
occurrence of triplets of these loci appearing together [9], i.e. three of these
loci were in close proximity at the same time. Therefore one can ask whether
the knock-out of extruders, in the simulations, leads to an enhancement of
interactions between enhancer/promoter chromatin beads. For that, the total
number of interactions between such beads was calculated for the WT and KO
cases. Figure 5.13(a)iii shows the interaction network for the enhancer/promoter
chromatin beads, for the WT and KO cases, in the form of a circos diagram
– the chromatin beads are ordered according to their genomic position along
the outer circumference in the clock-wise direction and interactions are drawn
as grey lines (only interactions with probability > 0.1 are displayed for better
visualisation). Upon cohesin KO there is an 18% increase in the number of
non-local interactions (genomic separation > 2 Mbp). This result is further
supported by analysing clusters of TFs binding active euchromatin, formed
through the bridging-induced attraction. These indeed involve more non-local
interactions between binding sites after LE removal: the mean genomic separation
of chromatin beads associated with such clusters raises by over 10% from 837 kbp
to 948 kbp. It is therefore tempting to associate these active protein clusters with
the superenhancer hubs found experimentally. The simulations also show that
cohesin loss results in a minor decrease in the sizes of TF clusters (however the
change is not statistically significant according to a Kolmogorov-Smirnov test).
Fig. 5.13(b) summarises the results for the CTCF KO simulations. These show
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Figure 5.14 (a) A cohesin knock-out is performed by removing LEs in simulations
and the cohesin loader NIPBL in mouse liver cell experiments. Interaction maps are
shown for two different chromosome regions - i and ii: (left) simulations’ map for a
human chromosome 7 region, and (right) HiC map for a syntenic chromosome 6 region
of mouse liver cells [122]. For each case, the knock-out is compared with the wild type
(WT) map in the same plot: (top left triangle) knock-out, and (bottom right triangle)
WT. (b) Similar interaction maps to the above, but for CTCF knock-out simulations
(left) and mouse embryonic stem cell experiments (right) [99].
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that CTCF removal leads to a loss of “hot-spots” in the interaction map, which
in WT nuclei correspond to convergent CTCF loops (Fig. 5.13(b)i). HiC domains
and boundaries become more diffuse/less defined within the inert chromatin
region, but are relatively unaffected elsewhere. This is clearly visible from
the Venn diagram in Fig. 5.15(b): the number of identified domain boundaries
decreases from 162 to 75 upon CTCF KO. Also, the spatial distribution of cohesin
on the chromosomes is strongly affected (see Fig. 5.13(b)ii), becoming uniform in
the absence of CTCF. These findings are in agreement with experiments knocking
out CTCF [71, 99] in mouse embryonic stem cells: the plot in Figure 5.14(b)i-
right shows that HiC domains are only subtly affected upon CTCF KO in active
regions, whereas Figure 5.14(b)ii-right shows that in more inert regions the HiC
boundaries become diffuse. However, there is one difference between simulations
and experiments. In the WT simulations, cohesin localises mostly at CTCF
sites, consistent with ChIP-seq data [20], whereas in the CTCF KO simulations
cohesin is distributed uniformly across the chromosome segment. In experiments,
cohesin instead accumulates at transcription start-sites upon CTCF loss. One
possible reason for this discrepancy is that in the simulations extruders bind to the
chromatin fibre at random sites, whereas in real cell systems cohesin might have
preferred loading sites on the chromatin: some preferential binding of NIPBL,
required for loading, has been observed at transcription start sites [20]. Recent
simulation studies [15] show that including preferred loading sites in simulations
would in fact, in the absence of CTCF, lead to an enrichment of cohesin at those
sites.
Fig. 5.13(b)iii also shows the ratio of non-local to local interactions as a
function of the genomic separation threshold for the KO and WT cases, for
the simulated and HiC maps, obtained from mouse embryonic stem cell exper-
iments [99]. For all analysed contact separation threshold values, simulations
qualitatively agree with the experimental observations: CTCF removal slightly
favours more non-local interactions. Such is due to the fact that upon CTCF
KO, LEs/cohesin can extrude farther.
Finally, it is worth highlighting here a recent simulation work [100] which
is broadly related to the work presented in this Chapter. In that study the
loop extrusion model was combined with a block copolymer model [55], which
postulates a weak direct attractive interaction between all inactive regions.
Whilst this related work also found that both components of the model are
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Figure 5.15 As in Figure. 5.11: (a) Interaction profiles indicating the normalised
amount of long-range interactions with active (red), inactive (grey) and mixed (blue)
beads, for each chromatin bead. (b) Venn diagrams showing the overlap between called
domain boundaries in the KO and WT models.
required to get good agreement with HiC data, it was suggested there that
extrusion may compete against active/inactive domain segregation – e.g., if a
convergent CTCF loop spans domains belonging to regions of different types.
This interference mechanism is appealing because it is consistent with the
observation that cohesin or CTCF removal leads to an enhancement of non-local
active/inactive domain phase separation [122]. The work here described, though,
does not present evidence of significant competition between chromatin-state and
cohesin-mediated folding at a local level. For example, there is little difference
between the TF and TF+LE models in the 20–30 Mbp region – the LEs do not
interfere with the ability of TFs to organize active/repressed regions. Similarly
there is no significant change in the LE loop length distribution between the LE




In conclusion, in this Chapter I have conciliated two previously competing
viewpoints regarding the mechanisms driving mammalian genome organisation.
By means of Brownian dynamics simulations, I singled-out the role of two popular
and successful models on the folding of human chromosomes: the transcription
factor [7, 14, 17, 98] and loop extrusion [45] models. The TF model is motivated
by the abundance of multivalent architectural chromatin-binding proteins or
complexes (e.g., HP1, PRC1, TF/PolII complexes etc.), which are known to form
loops within the genome, and organise it into active and inactive regions. The
TF model naturally explains the observations of transcription factories [27] and
nuclear bodies [16] as multivalent TFs generically cluster through the bridging-
induced attraction [17]. The LE model is motivated by the evidence that cohesin
mediates chromatin looping between convergent CTCF sites in the genomes of
mammals [111].
In Section 5.2, I presented simulations of chromosome folding by TFs and LEs,
and showed that the results strongly suggest that TFs and cohesin (modelled as
LEs) play complementary roles in genome organisation. On one hand, cohesin
is necessary to organise and compact regions of inert chromatin (regions void
of genes) where depletion of most histone marks is consistent with minimal
TF binding. Accordingly, cohesin is required to account for many of the TAD
boundaries in the simulated region of human chromosome 7, which contains a
large inert chromatin region. On the other hand, activating and repressive TFs
are sufficient to organise active and repressed regions respectively, as knocking
out extrusion leaves largely similar contact patterns in these regions (Fig. 5.13).
Importantly, in Section 5.4 I showed that an active mechanism for extrusion
is not the only model which can generate TADs within inert chromatin: a similar
number of HiC boundaries are correctly predicted by a diffusive LE model where
cohesin slides along chromatin with no preferred direction (Fig. 5.12). This is a
very interesting result since to date there is no direct evidence of unidirectional
motion of cohesin on chromatin [33, 65, 130].
In Section 5.3 I proposed a variation of the model that gives the best
concordance between simulations and the available experimental data, which
includes a biochemical “switching” reaction for TFs, between an “on”, chromatin-
binding, and an “off”, non-binding, state. This reaction drives the system
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away from thermodynamic equilibrium, and allows TFs to bind strongly, and
yet be able to dissociate frequently. This switching model gives a better
prediction of long-range contacts, which would otherwise decay too slowly. More
importantly, switching is necessary to reconcile simulations with fluorescence
microscopy experiments which measure fast dynamics for both transcription
factors [26, 70, 79, 134] and other protein clusters [16].
The combined sTF+LE model was shown to reproduce qualitatively the effect
of recent knock-out experiments, in Section 5.5. Cohesin degradation leads
to unfolding and the disappearance of domain boundaries in inert chromatin
regions, but results in smaller changes within active/inactive chromatin [122].
CTCF knock-out also mainly affects inert chromatin regions, and homogenises
the distribution of cohesin along the chromatin fibre [71, 99]. Even though, in
the simulations, the effect of TFs and LEs on each other is subtle regarding HiC
domain formation, this effect becomes more pronounced with respect to longer-
ranged interactions. For instance, experiments showed that cohesin loss leads to
the formation of hubs of superenhancers involving very long-range contacts [110],
which is associated with the increase in active/inactive domain segregation. This
result agress with the model here presented, as protein-mediated interactions
between active chromatin beads associated with promoter or enhancers become
longer-ranged upon LE knockout.
I shall note, though, that a limitation of the current work is that its
methodology relies on previous knowledge of the TFs responsible for folding.
A recent approach [11] has introduced a possible way to circumvent this problem,
by using polymer physics and machine learning to infer the optimal, minimal
number and type of TFs required to reproduce the HiC interaction matrix within
a given accuracy. However, this approach requires the HiC data as an input,
whereas the work in this thesis relies on a predictive bottom-up approach.
In summary, the results described in this Chapter suggest that transcription
factors and cohesin complexes provide two complementary mechanisms for
chromosome organisation, and that they are important in different regions of
the genome. The question of how this “division of labour” is functionally
relevant remains open: one could speculate that cohesin-mediated folding of inert
chromatin may be useful to facilitate the transition to mitosis, where (condensin-
associated) loops are likely much more abundant. Also, one should stress that
the current work focuses on a single cell type during interphase, where histone
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modification patterns are already established. It remains possible that LEs and
TFs may have a more complex relationship in situations where the underlying




organisation of fruit fly
chromosomes
In the previous Chapter, the role of different types of proteins on the spatial
organisation of chromatin during interphase in human cells was investigated,
by comparing the late time simulation results with data from chromosome
conformation capture (HiC) techniques.
At the same time as protein-chromatin interactions shape chromatin ar-
chitecture, many of the regulating proteins are found to also organise into
subnuclear structures, forming protein clusters and foci [25, 126]. For instance,
transcription factors aggregate into “factories” that regulate transcription of
active genes [102], and Polycomb group (PcG) proteins organise into hundreds
of nano-clusters (known as Polycomb bodies) that regulate gene repression by
stabilising long-range chromatin interactions [138]. Understanding the intimate
relation between protein organisation and genome architecture is, thus, a
fundamental question in biology, since both have implications on gene regulation
and cellular integrity [23, 28, 126].
Despite the number of studies probing chromatin organisation [78, 96, 124]
and the properties of protein nuclear clusters [25, 83, 138], it is not yet well
understood how both chromatin and proteins reorganise in the nucleus after
cell division. Specifically, when cells enter into mitosis, chromosomes are
reconfigured into very compact structures. At this point, transcription is shut
down and many of the proteins that regulate interphase organisation dissociate
from chromatin. As a result, interphase features such as chromatin organisation
into topologically associated domains (TADs) and phase segregation of active and
inactive chromatin domains (see Ch. 5 for details) are lost during cell division [96].
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How then interphase organisation is reestablished remains an open question.
One possible mechanism relies on persistent proteins, that remain bound to
chromatin during cell division, which then act as post-mitosis nucleation points
for the reestablishment of protein clusters [43]. However, the kinetic pathway
leading cells from the mitotic to the interphase state remains elusive.
Therefore, the aim of the work described in the present chapter is to give
new insights into this question by performing large-scale molecular dynamics
simulations of a whole cell nucleus. For simplicity, I will model the nucleus
of an haploid Drosophila melanogaster cell, i.e. a cell containing only one set
of chromosomes, so that the system considered will consist of four fruit fly
chromosomes (see Fig. 6.1(a)) and associated proteins, confined in a spherical
nucleus.
In Section 6.2, I will start by investigating how the large-scale chromosome
conformation evolves, after cell division. I will show that chromosomes relax
from the mitotic state (i.e. the condensed chromosome configuration established
during cell mitosis) to less compact ellipsoidal structures, preserving the nuclear
organisation into discrete territories. The resulting chromatin interaction maps
are in good agreement with HiC data, suggesting that large-scale interphase
organisation might emerge simply as a result of the post-mitotic configuration
and the semi-dilute nuclear conditions.
In Section 6.3, I will show that, at the same time as chromatin reorganises, pro-
tein clusters emerge, much resembling nuclear bodies. Indeed, the model correctly
predicts the cluster size distribution of PcG bodies observed experimentally [138].
The fact that these clusters form due to protein-chromatin interactions and that
the formation of such clusters promotes further chromatin-chromatin interactions
suggests that chromosome and protein reorganisation, after cell division, are two
intimately linked processes.
In Section 6.4, I will look deeper into the nuclear distribution of chromatin
and nuclear bodies. I will show that heterochromatin factors accumulate at the
centromeric regions, i.e. in the chromatin regions that constitute the chromosome
centromere, where the density of heterochromatin is high [41]. On the other hand,
PcG bodies tend to be positioned near open chromatin regions and away from the
nuclear centre and periphery, in accordance with experimental observations [25].
The results also show that active and inactive chromatin regions have a similar
radial nuclear distribution, whereas silenced chromatin regions are distributed
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towards the nuclear periphery due to their attraction with the nuclear lamina.
Interestingly the results suggest that, in haploid cells, the concentration of
particles in the centre of the nucleus is slightly lower. One explanation for this
might be that the interaction between silenced chromatin regions and the nuclear
lamina, even though being weak, significantly affects the overall organisation of
the chromosomes, “pulling” them towards the nuclear periphery.
Finally in Section 6.5, I will explore in more detail the effect of the interaction
between silenced chromatin regions and the nuclear lamina. I will show that in the
absence of such interaction the effective particle concentration towards the interior
of the nucleus increases, resulting in enhanced chromatin interactions, faster
protein cluster growth, and slightly larger protein clusters. This is also reflected in
the chromatin nuclear distribution, where active chromatin becomes distributed
more towards the nuclear centre and inert (silenced) chromatin becomes evenly
distributed across the nucleus, upon turning off chromatin-lamina interactions.
6.1 Modelling fruit fly chromosomes in a spherical
nucleus
6.1.1 The system
In this work, the nuclear organisation in Drosophila melanogaster haploid cells
is studied by modelling the entire chromosomes 2, 3, 4 and X (see Fig. 6.1(a))
confined within a spherical wall in the presence of explicit bridging proteins.
Chromatin loop extruding complexes are not here modelled since these have
been shown not to have such an important effect on chromatin organisation
in Drosophila as in mammals [117]. Specifically, the anchor regions of the
observed loop domains in Drosophila HiC maps were found not to be enriched in
CTCF proteins, which together with cohesin are thought to be key organisers of
mammalian chromatin loops [111].
6.1.1.1 Chromosomes
Each chromosome arm is modelled, at the resolution of the chromatin fibre, as
a self-avoiding semi-flexible polymer composed of spherical monomers, according
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to the details described in Chapter 3. Each chromatin bead, with diameter σ = 30
nm, represents about 3 kbp of DNA, being the chromatin fibre’s persistence length
set to lp = 3σ = 90 nm.
Polymer beads are “coloured” according to their underlying chromatin state
based on histone modifications, previously inferred via a hidden Markov model
(HMM) that considers multiple ChIP-seq data and explicitly models the presence
or absence of each modification along the genome [66] (see Fig. 6.1(b)).
Specifically, polymer beads are annotated as corresponding to euchromatin
(transcriptionally active enhancers and promoters, and transcribed genes),
heterochromatin (repressed/inactive genes), and inert chromatin (silenced genes,
i.e. regions of low or no transcriptional activity, also known as black chromatin).
Figure 6.1 D. melanogaster genome model. (a) The nucleus of an haploid cell is
modelled containing one set of chromosomes 2, 3, 4 and X. (b) Chromatin polymer beads
(3 kbp) are “coloured” according to the abundance, in the respective chromatin locus, of
the Hidden Markov Model (HMM) states, obtained from Ref. [66]. Chromatin beads
are thus annotated as euchromatin (enhancers/promoters and transcribed regions),
heterochromatin, and inert chromatin (regions of low transcriptional activity and void
of most histone modifications, also known as black chromatin). The binding sites for
high and low affinity polycomb group (PcG) proteins are also considered – ChIP-seq data
are obtained from Ref. [138]. Therefore beads can have two annotations as illustrated
in the bottom polymer diagram.
In addition to these states, the binding sites for high and low affinity
polycomb group (PcG) proteins are also considered. For this, ChIP-seq data
are directly used to identify the genomic PcG binding locations [138]. Therefore,
polymer beads can have two annotations as illustrated in the bottom diagram
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of Figure 6.1(b). For instance, a polymer bead can simultaneously represent a
transcribed gene and a PcG binding region. But again, as clarified in Chapter 5,
this does not mean that the same DNA sequence codes for a gene and a PcG
binding site, but that the polymer bead in the model corresponds to a chromatin
region bearing DNA sequences that code for one and another. Finally, regions of
the genome that are not enriched in any particular mark are defined as “neutral”,
and left unmarked.
Note that the current model considers a fixed interphase epigenetic landscape,
for all chromosomes during the whole simulation. It does not consider the
epigenetic changes that occur right after mitosis while the interphase landscape is
being reestablished. This choice was made for simplicity, given that this Chapter
focuses on the overall late-time nuclear reorganisation of chromosomes and nuclear
bodies when the cell goes into interphase.
6.1.1.2 Proteins
Proteins are modelled, for simplicity, as multivalent spherical beads with
diameter σprot = σ. These interact sterically with each other via the WCA
potential in Eq. (3.5). Four types of proteins (or factors) are considered:
(i) euchromatin-binding, such as polymerases or CTCF; (ii) heterochromatin-
binding, such as HP1; (iii) polycomb-group proteins, such as PRC1; and (iv)
non-chromatin binding, which simply act as molecular crowders. A total number
of M = 11000 proteins is considered, which are split into the four types as follows:
(i) 1000, (ii) 2500, (iii) 2500, and (iv) 5000. The number of proteins of each type
was chosen according to the relative proportion of euchromatin, heterochromatin,
polycomb-binding, and black chromatin polymer beads.
The different proteins bind to their cognate chromatin beads through an
attractive interaction set by the LJ potential in Eq. (3.7), with rthr = 1.8σ.
Euchromatin factors bind strongly, ε = 6kBT , to enhancers and promoters, and
weakly, ε = 3kBT , to transcribed regions. Heterochromatin factors bind weakly,
ε = 3kBT , to heterochromatin beads. PcG proteins bind strongly, ε = 6kBT , to
high-affinity, and weakly, ε = 3kBT , to low-affinity chromatin beads.
Since proteins are modelled as multivalent beads, during the course of a
simulation, chromatin-binding factors can bind to multiple chromatin loci bearing
the same state annotations, effectively forming bridges between distant loci along
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the polymer. Thus, proteins of the same type will naturally cluster through the
previously reviewed “‘bridging-induced attraction” mechanism (see Sec. 2.3.2),
forming nuclear bodies.
Note that the current model for transcription factors that bind to euchromatin,
such as polymerases, does not consider explicitly the transcription process where
factors/proteins unwind the DNA and process along a single strand in order to
transcribe a DNA sequence. Instead, proteins simply diffuse through the nucleus
and bind/unbind thermodynamically to the chromosomes once they find their
cognate chromatin sites, as per the argument presented in page 59.
6.1.1.3 Nuclear wall
The nuclear wall is modelled as a spherical surface that confines all chro-
mosomes and proteins. All particles interact with the wall through the soft
indentation potential in Eq. (3.9), with Kindent = 200kBT .
The size of the nucleus is set so as to have the desired particle volume fraction.
For this work a volume fraction of 8% is chosen, meaning that for a total number
of modelled particles of 51120 (40120 polymer beads and 11000 proteins) the
radius of the spherical nucleus is ∼43σ ≡ ∼1.3µm. The chosen particle volume
fraction is about half of the realistic value ∼15%. This is reasonable here as we
are only modelling one set of chromosomes (haploid cell).
The inner face of the nuclear membrane of most cells is coated with a complex
network of intermediate filaments and membrane associated proteins. Together
these form the so-called nuclear lamina [1]. Besides providing mechanical support
to the nuclear wall, the lamina also plays a key role on chromatin organisation
and gene expression regulation: genes located near the lamina remain repressed,
being expressed at very low levels [107], and genes can actually be repressed by
being repositioned closer to the lamina [113]. In Drosophila, almost half of the
genome is largely void of most histone marks, being rarely transcribed. These
silenced, or inert, regions are known as “black chromatin”. Given that peripheral
chromatin is generally silenced [28], it has been suggested that transcriptional
repression in black chromatin is related to direct interactions with the nuclear
lamina [41].
Therefore, the model here presented considers a further interaction between
black chromatin and the nuclear lamina. For the purpose of simplicity, the lamina
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is not explicitly modelled. Instead, black chromatin interacts attractively with
the nuclear wall through the 1-body form of the LJ potential in Eq. (3.7), with
ε = 2kBT and rthr = 1.8σ.
6.1.2 Simulation details
In Drosophila cells, chromosomes organise in the nucleus according to the so-
called Rabl-orientation: the chromosome centromeres cluster near one pole of
the nucleus while the ends/telomeres extend towards the opposite pole, so that
chromosome arms are more or less parallel to each other [29]. This orientation
results from the mechanism of chromosome segregation during mitosis (anaphase),
and persists through interphase [50, 80].
Therefore, the system is initialised from a mitotic-like configuration for the
chromosomes (see Fig. 6.2), and a random distribution of proteins, confined in a
cubic box of size ∼140σ. The chromosome centromere beads are tethered to an
additional bead fixed to the nuclear wall (large black bead in Fig. 6.2), so that
chromosomes display a Rabl orientation. Thus, the last bead of chromosomes 2L,
3L, 4, X and the first bead of chromosomes 2R, 3R interact attractively with the
same tethering bead through a soft harmonic potential, with Kharm = 10kBT .
The mitotic conformation is modelled following the approach described in
Ref. [115]. The chromosome polymer is set to describe a generalised helix,
consisting of a stack of rosettes with 12 “leaves” or loops (see Fig. 6.2(a)). Each
rosette leaf is composed by 25 polymer beads, meaning that each rosette has a












where f × rchr = 0.3× 21σ ≈ 190 nm is the radius of the mitotic cylinder, p = σ
is the vertical step for each full turn (i.e. the vertical spacing between rosettes),
and k = 6 so that each rosette has 12 leaves.
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Figure 6.2 Snapshots showing all chromosomes at different stages of the simulation.
(a) At the start of the simulation, chromosomes are initialised in a mitotic cylinder
conformation. (b) During pre-equilibration chromosomes relax into self-avoiding semi-
flexible polymers. (c) During equilibration chromosomes are confined in a spherical
nucleus. (d) After equilibration, chromosomes further relax and interact.
A pre-equilibration run of ∼ 1 × 104τ is performed so that the chromosomes
are allowed to partially relax into self-avoiding semi-flexible polymers (see
Fig. 6.2(b)). During this short run consecutive chromosome beads are connected

















The persistence length is gradually increased from 1σ to 3σ, and the harmonic
and soft potential parameters are chosen so as to initially allow for chain
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crossings: Kharm = Ksoft = 10kBT . This helps to disentangle knotted chromatin
conformations that can easily emerge in the beginning of the simulation, close to
the mitotic state. During pre-equilibration, all proteins interact sterically with
the chromosomes.
Afterwards, another simulation run, this time of ∼ 4 × 104τ , is performed to
gradually confine the whole system, chromosomes and proteins, in a spherical
nucleus, with the desired radius of ∼43σ (see Fig. 6.2(c)).
After the nuclear spherical wall has reached the right size and the chromosomes
have partially relaxed, the simulation potentials are changed according to the
details described in Chapter 3: bonds between consecutive chromosome beads
are changed to FENE bonds with r0 = 1.6σ and KFENE = 30kBT/σ2; excluded
volume interactions between contiguous chromosome beads are set by the WCA
potential; all other excluded volume interactions are set by a soft potential with
rc = 21/6σ and Ksoft = 50kBT ; and interactions between chromosomes and
chromatin-binding proteins are now “turned on”, being set by a LJ potential
with rc = 1.8σ and with ε depending on the interaction type (see Sec. 6.1.1.2).
With this choice of potential parameters, polymer chain crossing are no longer
allowed.
Simulations are then run for a total of 2×106 simulation time units (τ) or more.
In this work, different versions of the model will be considered in order to explore
the effect of the chromosomes’ initial conformation, and the interaction between
black chromatin and the lamina, on the nuclear organisation of the chromosomes
and proteins. In all cases, 5 independent repeats of each simulation are considered.
Brownian Dynamics simulations are again run using LAMMPS, as described
in Chapter 3. The friction due to the solvent is set to γ = m/τ , leading to a
Brownian timescale τB = τ = τin. The mapping from simulation times to real
units could then be done following the approach in Chapter 5, by matching the
diffusional properties of the chromatin fibre in Drosophila cells [25].
Table 6.1 summarises the simulation parameters.
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σchrom = σprot = 30 nm TFs
lp = 3σ = 90 nm Chromatin : crowders int. – WCA
chromosomes: 2,3,4 and X Chromatin : DNA-binding-prot int. – LJ
MEuchr.f = 1000 prot Enh/Prom : Euchr.f – ε = 6kBT
MHP1 = 2500 prot Transc. genes : Euchr.f – ε = 3kBT
MPRC = 2500 prot Heterochromatin : HP1 – ε = 3kBT
Mcrowders = 5000 prot PcG high affinity sites : PRC – ε = 6kBT
Rnucleus = 43σ = 1.3µm PcG low affinity sites : PRC – ε = 3kBT
γsolvent = m/τ rthr = 1.8σ
Black chrom. : nuclear wall int. – LJ – ε = 2kBT and rthr = 1.8σ
Table 6.1 Simulation parameters for the Drosophila melanogaster genome model.
6.2 Predicting the formation of chromosome
territories
As described above, the system is initialised according to the Rabl orientation,
where chromosomes have their centromeres tethered to one point fixed to the
nuclear wall, and their ends/telomeres extend to the opposite side of the nucleus
(Fig. 6.2(a)). This is achieved by initialising each chromosome arm from a mitotic
configuration, i.e. describing a helix of stacked rosettes.
As the system is allowed to evolve and relax, the tight and highly bent rosettes
eventually unfold since there is no explicit attraction between polymer beads.
Chromosomes thus start adopting a less structured conformation, becoming more
ellipsoidal. However, relaxation gets hindered as different chromosomes start to
interact and proteins start binding to chromatin. Even though chromosomes
slightly mix with each other at the interfaces, overall they remain segregated in
distinct territories over the course of a whole simulation, preserving the Rabl
orientation (see Fig. 6.3).
This observation is in agreement with previous simulation results [115], where
chromosomes initialised as parallel mitotic helices also relax, without mixing,
into Rabl-like elongated ellipsoids. The observed chromosome segregation is a
consequence of the high level of confinement. Due to the system’s high particle
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Figure 6.3 Chromosomes equilibrate, preserving the nuclear organisation into
discrete territories. (left) Snapshot showing all chromosomes from the angle of the
nuclear tethering point; (right) Snapshot showing chromosome arms 2L and 3L, and
chromosome 4. The interaction of black chromatin with the lamina leads to a decrease
of chromatin density in the centre of the nucleus.
volume fraction (8%), the chromosomes behave like polymers in a semi-dilute
regime, meaning that very long times are needed for the chromosomes to diffuse
enough so as to effectively mix. The results thus suggest that the model correctly
captures the formation (or preservation!) of the Rabl-like territorial organisation
of chromosomes that is known to persist at interphase in Drosophila [80].
Regarding the morphology of the chromosomes, the simulation results are also
in agreement with experimental observations from fluorescence in situ hybridis-
ation (FISH) [31, 88, 103] and high-resolution light and electron microscopy [50]
studies. D. melanogaster chromosomes were observed to be organised during in-
terphase into territories that remain segregated with no significant intermingling,
and that span between two opposite poles of the nucleus resembling the segment of
an orange [31, 88]. The same conformation is observed in the simulation snapshots
in Figure 6.3. Furthermore, the overall size of a chromosome territory has been
reported to be roughly determined by its DNA content and other factors such
as its transcriptional status [103]. The simulation results are also in agreement
with these observations: the size of the simulated territories depends on the
length of the chromosomes as well as on the chromosome compaction level, which
is regulated by the interaction with proteins/transcription factors. The main
difference between the simulation and experimental observations has to do with
the choice of simulating an haploid nucleus. Given that in both cases territories
span a length of 1 nuclear diameter, in simulations territories span a length of
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≡ 2.6µm, whereas in experiments these span a length of ∼5.2µm [89].
In order to test that the chromosomal nuclear organisation observed in
Figure 6.3, which reflects the observed configuration in living cells, simply emerges
as a result of the post-mitotic chromosome conformation and the semi-dilute
nuclear conditions, another set of simulations was performed where chromosomes
were initialised as segregated polymers describing a random walk (RW) trajectory.
To compare the results from both models, HiC-like chromatin interaction
maps were calculated according to the procedure previously used in Chapter 5.
The maps were generated by recording contacts between chromatin beads whose
spatial separation is < 8σ = 240 nm. Then, these maps were averaged over time
(every 103τ for the last 106τ) and over 5 simulation replicates. Figure 6.4 shows
the calculated chromatin interaction maps together with the map obtained from
HiC experiments [124].
Figure 6.4 Plots showing chromatin interaction maps for (a) HiC experiments, and
simulations where chromosomes are initialised (b) in a mitotic conformation or (c)
as random walks. The simulations starting with mitotic chromosomes give the best
prediction of the HiC map features, recovering well the interaction signature of the
Rabl orientation and the inter-chromosomal interaction patterns.
Even though both models reproduce the nuclear organisation into distinct
chromosome territories, which is reflected in the interaction maps as a strong
enhancement of intra over inter-chromosomal interactions, the model starting
with mitotic chromosomes indeed gives the best prediction of the overall HiC
map features. This clearly captures the interaction signatures of the Rabl
orientation: strong interaction domains between centromeric regions, and inter-
chromosomal interaction patterns that form a wide stripe perpendicular to the
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main map diagonal. The former signature emerges from the fact that all
centromeres are tethered to the same point at the nuclear wall, so that those
chromosome centromeric regions interact strongly with each other. The latter
signature emerges from the fact that the mitotic configuration naturally orients
chromosomes parallel to each other so that the telomeres end up grouping at the
nuclear pole opposite to the centromeres.
The model starting with RW chromosomes fails to predict these features:
the interaction patterns between centromeric regions are much smaller (almost
imperceptible), and the inter-chromosomal interaction patterns are “uniformly
spread”. Therefore, even though randomly initialised chromosomes also relax with
little or no mixing, thus preserving the segregation of chromosome territories, the
chromatin organisation is such that the interaction frequency between centromeric
regions is low and telomeres can even interact frequently with centromeres, as in
the case of chromosome arm 2R – see the interaction patterns at the corners of
panel 2R in Fig. 6.4(c).
6.3 Predicting the formation of nuclear bodies
At the same time as chromosomes relax and adopt less compact structures,
chromatin factors start binding to their cognate chromosome beads. As described
in Chapters 2 and 5, proteins naturally cluster due the emerging “bridging-
induced attraction”, forming clusters of like proteins. Since proteins are here
modelled as multivalent spheres, they can bind to chromatin beads irrespective
of the chromosome it is embedded in. Therefore, protein clusters can effectively
promote inter-chromosomal interactions.
In this work three types of chromatin-binding proteins are considered:
euchromatin factors, PcG proteins, and heterochromatin factors (see Sec. 6.1.1.2).
Therefore, one observes the formation of three different types of protein clusters
(see Fig. 6.7(a)ii.), which bear a huge resemblance to protein nuclear bodies [25,
83].
In a recent experimental study [138], PcG nuclear bodies have been com-
prehensively characterised in Drosophila cells by means of a stochastic optical
reconstruction microscopy (STORM) technique. The experimental results
indicate the existence of hundreds of PcG nano-clusters, which form through
102
CHAPTER 6. LARGE-SCALE NUCLEAR ORGANISATION OF FRUIT
FLY CHROMOSOMES
the polymerization activity of the Polyhomeotic sterile alpha motif (Ph SAM)
domain of PRC1. Figure 6.5 shows a STORM image of the observed PcG bodies,
along with snapshots of the PcG clusters formed during BD simulations.
Figure 6.5 Formation of PcG nuclear bodies. (a) PcG subnuclear bodies imaged
by stochastic optical reconstruction microscopy (STORM); (b) Simulation snapshot
showing the emerging PcG protein clusters.
Even though no explicit attraction is set between PcG proteins, the model
spontaneously captures the emergence of PcG bodies. More importantly, the
model correctly predicts the cluster size distribution of PcG subnuclear clusters
observed by STORM imaging (see Fig. 6.6(a)). Since, in the model, PcG
clustering is purely driven by PcG protein-chromatin interactions and the
bridging-induced attraction mechanism, these results suggest that the chromatin
state pattern along the chromosome, together with chromatin and protein
concentrations, might be the key factors dictating the size of nuclear bodies. On
the other hand, nuclear bodies establish chromatin long-range interactions and
even inter-chromosomal interactions. Therefore, chromosomal reorganisation and
formation of nuclear bodies are intimately linked after cell division.
From the simulations it was also possible to track all PcG bodies and determine
the time dependance of the average PcG cluster diameter. Figure 6.6(b) shows
the plot for the mean PcG cluster size, averaged over clusters containing more
than 2 proteins, as a function of time.
Three different regimes are observed. For the first ∼ 10τB, the average cluster
size remains practically constant. This corresponds to the time needed for the
proteins to diffuse into contact with their chromatin cognate sites. Once proteins
start binding to chromatin, PcG clusters also start forming. This regime is marked
by an increase of the cluster size with time. According to the Lifshitz–Slyozov
theory, which describes the growth of liquid droplets nucleated in vapour, one
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should expect the average size to increase with time as ∼t1/3 [18]. However, the
simulated clusters grow slower, with their average size increasing with time as
∼t0.112. This deviation is due to the fact that protein cluster growth is dependent
on the dynamics of chromatin [16]. More specifically, protein cluster growth
is promoted by the increase in the local concentration of chromatin binding
sites, or, in other words, by the condensation of chromatin. However, during
the collapse of simple homopolymers, the average polymer cluster/blob size has
been shown to increase in time as ∼t0.22, which is slower than expected from
the Lifshitz–Slyozov theory [21]. In the last regime, protein cluster growth is
even slower, indicating that the system starts reaching the point where cluster
coarsening becomes arrested.
Figure 6.6 Characterisation of the PcG bodies. (a) Plots showing the PcG cluster
size distribution obtained from (left) STORM experiments, and (right) simulations. (b)
Plot showing the average PcG cluster diameter as function of time. There are three
distinct regimes. In the first regime proteins are diffusing into contact with chromatin.
In the second, protein clusters start forming and the average cluster size increases with
time as ∼t0.112. In the last regime, cluster growth slows down suggesting that cluster
coarsening starts becoming arrested.
6.4 Nuclear distribution of chromatin and nuclear
bodies
Given that the model predictions are in good agreement with experimental
observations regarding the large-scale organisation of chromosomes and the
properties of PcG bodies, the next natural question is how nuclear bodies and
different types of chromatin regions (active, inactive, and silenced) are distributed
throughout the nucleus.
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In order to address these questions, both protein clusters and chromatin beads
were tracked and their nuclear radial distribution was recorded. Specifically, the
distribution of the locations of the centre of mass of individual protein clusters
(with more than two proteins) was recorded. For the different chromatin regions,
first each chromatin bead was classified as being active (euchromatin), inactive
(heterochromatin or PcG binding sites), or silenced (black chromatin). Then the
distribution of the locations of individual beads of each type was recorded. Both
distributions (for protein clusters and chromatin) were then averaged over time
(every 103τ for the last 1.8 × 106τ) and over 5 simulation replicates. The final
averaged distributions were compared with the distributions obtained for each
simulation replica to ensure that the former are not a result of poor statistics: in
all cases, the distributions for individual replicas hold the same shape as for the
other replicas and the average. Note that, since these are radial distributions, the
average number of occurrences for each radial distance is then normalised by the
respective spherical surface area. Figure 6.7 summarises the obtained results.
Figure 6.7(a) shows the plot with the radial distribution of the location
of protein clusters for euchromatin factors (EuF), PcG proteins (PRC1), and
heterochromatin factors (HP1), along with simulation snapshots of the different
protein cluster types. Figure 6.7(b) shows the plot with the radial distribution
of the location of active, inactive, and silenced chromatin regions, together with
simulation snapshots showing the three types of chromatin in red (active), blue
(inactive), and grey (silenced).
Figure 6.7(a)i. indicates that HP1 clusters are more or less evenly spread
throughout the nucleus. But even so, the distribution reveals a peak towards
the nuclear periphery. The simulation snapshots show that, specifically, HP1
clusters tend to aggregate near the chromosome centromeric regions (notice
the centromeres’ tethering bead in black). This is related to the fact that
heterochromatin regions are found prominently near the centromeres and in
chromosome 4 [41]. Regarding EuF clusters and PcG (PRC1) bodies, these
have a similar radial distribution in the nucleus: both distributions are bimodal
with peaks located at the same positions, away from the nuclear centre and
periphery. This is also visible from the snapshots on the right, which show
that EuF and PcG bodies tend to be close in space. This result agrees with
the observations in Ref. [25] which show that PcG bodies never locate within
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pericentric heterochromatin1, but instead tend to be located near more open
chromatin regions.
Figure 6.7 Nuclear distribution of protein clusters and chromatin. (a)i. Plot showing
the distribution of the radial position of protein clusters made of euchromatin factors
(EuF), PcG proteins (PRC1), and heterochromatin factors (HP1); ii. Simulation
snapshots of the different types of nuclear bodies. EuF and PcG bodies are often
found close in space, whereas HP1 clusters tend to aggregate near centromeric regions.
(b)i. Plot showing the distribution of the radial position of active, inactive, and black
chromatin regions; ii. Simulation snapshots showing the three types of chromatin in
red (active), blue (inactive), and grey (black). Active and inactive chromatin regions
have similar distributions, tending to be positioned away from the nuclear centre. Black
chromatin is distributed more evenly, slightly accumulating near the nuclear periphery,
due to the interaction with the lamina.
But even though centromeric regions are highly enriched in heterochromatin,
the model yields similar radial distributions for active and inactive chromatin
regions (see Fig. 6.7(b)i.). In fact, the distributions for active and inactive
chromatin have their peaks located fairly at the same positions as the distributions
1Pericentric heterochromatin is a tightly packed form of DNA essentially found at
centromeres.
106
CHAPTER 6. LARGE-SCALE NUCLEAR ORGANISATION OF FRUIT
FLY CHROMOSOMES
for EuF and PRC1, respectively. This reflects the natural co-localisation of
EuFs with euchromatin regions, and PRC1 with PcG affinity regions. On the
other hand, black chromatin shows a very distinct distribution: it is more
or less uniform across the nucleus, but it shows an intense and narrow peak
near the nuclear wall. This is due to the attraction of black chromatin to the
nuclear lamina, which, despite being a weak interaction, significantly increases
the concentration of silenced regions near the wall.
Interestingly, the observations from both the simulation snapshots and the
radial distributions suggest that the concentration of particles in the centre of
the nucleus is lower. One explanation for this is that it might come from the
chromatin-lamina attraction. Since black chromatin accounts for almost half of
the genome, by tending to distribute towards the periphery of the nucleus it might
effectively “pull” the chromosomes away from the centre.
6.5 The role of the lamina in nuclear organisation
In order to better assess the effect of the interaction between black chromatin
and the nuclear lamina, further simulations were performed where this interaction
is turned off. Figure 6.8 summarises the obtained results.
Plot (b) shows the chromatin interaction maps for simulations with lamina
associated domains (LADs) on the bottom right, and for simulations without
LADs on the top left. These maps suggest a slight increase in the effective
concentration of chromatin towards the interior of the nucleus, marked by an
enhancement of chromatin interactions: there is an increase of ∼10% of the total
number of interactions upon the elimination of LADs.
This trend is further supported by the results in plot (c), which show the
increase of the average size of PcG clusters with time. In the intermediate growth
regime, the average cluster size increases with t0.125, i.e. slightly faster than in the
case of simulations with LADs, for which the average size grows with t0.112. This
leads, by the end of the simulation, to the formation of slightly larger protein
clusters: the average cluster size, averaged for the last 105τB, increases by ∼4.5%
when the interaction with the lamina is turned off. I shall stress, though, that
this increase of the time exponent and cluster size is very small, meaning that
the effect of the lamina here is very subtle. However, since protein cluster growth
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is promoted, via the bridging induced attraction, by the increase of the local
concentration of chromatin binding sites, together these results support the initial
suggestion of an increased effective chromatin nuclear concentration.
Figure 6.8 The effect of turning off chromatin-lamina interactions. (a) Simulation
snapshot showing chromosome arms 2L, 3L and 4. (b) Plot showing the chromatin
interaction maps for simulations with lamina associated domains (LADs) on the bottom
right, and without LADs on the top left. The total number of interactions increases by
∼10% upon LAD elimination. (c) Plot showing the average PcG cluster diameter as
function of time. The average cluster size, averaged for the last 105τB, increases by
∼4.5% in respect to the case with LADs. (d) Radial distributions for chromatin regions
(active, inactive, and silenced) on the left, and for protein clusters (EuF, PRC1, and
HP1) on the right.
The effect of the lamina is more noticeable through the analysis of the nuclear
distribution of chromatin and protein clusters (see Fig. 6.8(d)). In the absence of
chromatin-lamina interactions, active chromatin regions end up being positioned
more towards the centre, and the distribution of inert/black chromatin becomes
practically uniform across the whole nucleus. Regarding the radial distributions
for euchromatin factors and PcG bodies, these remain fairly similar to each other,
but their shape changes substantially in the absence of LADs: they both go from
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being bimodal to trimodal distributions.
6.6 Remarks
In summary, in this Chapter the large-scale nuclear organisation of chromatin
and proteins in D. melanogaster cells was studied by means of Brownian dynamics
simulations. By modelling all chromosomes of an haploid cell and associated
proteins inside a spherical nucleus, I was able to characterise the restructuring of
chromosomal architecture and formation of protein nuclear clusters, after cell
division. Previous studies [50, 80, 124, 138] have focused on understanding
the properties of the genome and associated proteins during cell interphase.
Chromosomes organise into discrete territories, while displaying a polarised
nuclear configuration (the Rabl-orientation) [28, 29]: their centromeres cluster at
one pole of the nucleus, while their ends/telomeres extend towards the opposite
pole, so that chromosomes remain arranged fairly parallel to each other. At the
same time, chromatin-bound proteins organise into distinct subnuclear foci and
clusters, which, depending on the type of proteins, promote chromatin-chromatin
interactions so as to regulate transcription of active genes [102] or repression
of inactive genes [138]. The work presented in this chapter aimed at providing
further insight on how the interphase organisation is reestablished after disruptive
events like cell division.
Therefore, in Section 6.2, I presented simulations of chromosome organisation
by three kinds of proteins, where chromosomes were initialised in the mitotic
configuration and obeying the polarised Rabl-orientation. I have shown that, as
chromosomes relax, they reorganise into less compact ellipsoidal structures, while
preserving territorial segregation and the polarised orientation, in agreement with
HiC and simulation studies [115, 124]. This suggests that interphase large-scale
organisation might be a consequence of the post-mitotic arrangement and the
semi-dilute nuclear conditions. In order to test this hypothesis, I then presented
another set of simulations where chromosomes were initialised describing random
walk (RW) trajectories. Indeed RW chromosomes fail to capture the Rabl-
orientation and the long-range intra and inter-chromosome interaction patterns.
In Section 6.3, I have shown that the proposed model also captures the
spontaneous formation of protein clusters which largely resemble nuclear bodies,
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even though no explicit attraction is set between proteins. Remarkably, the
model even correctly predicts the cluster size distribution of Polycomb group
(PcG) bodies, measured in recent experiments by means of super-resolution
microscopy techniques [138]. In the model, protein cluster formation is driven by
protein-chromatin interactions and the bridging-induced attraction mechanism
(see Sec 2.3.2), suggesting that the concentration of proteins and chromatin
affinity sites might be the key factors regulating the size of nuclear bodies. At
the same time, nuclear bodies promote intra and inter-chromosomal interactions,
meaning that protein and chromosome nuclear reorganisation are two intimately
linked processes.
The nuclear distribution of chromatin and nuclear bodies was analysed in more
detail in Section 6.4. I have shown that euchromatin factor (EuF) clusters and
PcG bodies tend to be distributed in the nucleus close to each other, with the
nuclear radial distributions for both cases revealing two peaks positioned away
from the nuclear centre and periphery, whereas heterochromatin factor clusters
are more evenly distributed across the nucleus, however tending to aggregate
near the chromosome centromeric regions where the density of heterochromatin
is high [41]. I have also shown that active and inactive chromatin regions have
similar radial distributions, with their peaks matching fairly well the location of
the distribution peaks for EuF and PcG bodies, reflecting the co-localisation of
nuclear bodies with their chromatin affinity regions. Silenced chromatin regions,
however, are more evenly distributed, slightly accumulating towards the periphery
due to the interaction with the nuclear lamina. The results seem to further
suggest that the concentration of particles towards the nuclear centre is lower.
This could be due to the attraction between the nuclear lamina and silenced
chromatin regions. Since these account for almost half of the genome, they might
effectively “pull” the chromosomes towards the nuclear periphery.
In Section 6.5, I presented another set of simulations where the chromatin-
lamina interactions are turned off, so as to better investigate the effect of the
lamina in the nuclear organisation. The results indeed suggest that one of the
effects of the chromatin-lamina interaction seems to be a slight decrease of the
effective chromatin concentration in the interior of the nucleus of haploid cells.
This hypothesis is supported by the fact that, in the absence of chromatin-lamina
interactions, chromatin interactions are enhanced, and protein cluster growth
is faster yielding, by the end of the simulations, slightly larger clusters. Also,
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active chromatin regions become distributed more towards the nuclear centre
and silenced chromatin regions become evenly distributed across the nucleus.
Therefore, it would be of interest to look for this effect in haploid nuclei of
Drosophila cells in future experiments.
Our results could have functional implications. By keeping silenced chromatin
regions “out of the way” near the nuclear wall, the lamina could help lower
the effective concentration in the nucleus so as to ease the motion of nuclear
components and facilitate DNA repair, DNA replication, and gene regulation
processes. It is worth noting that, in this work, the chosen potentials model
chromatin-lamina interactions only to a first approximation. Specifically,
according to this model, the interaction potential is uniform throughout the
nuclear wall, so that any silenced (black) chromatin bead can interact with any
wall surface element. It would be, therefore, interesting to explore the effect of
a more realistic nuclear lamina model where only specific silenced chromatin loci
interact with explicitly modelled membrane proteins.
In summary, the results described in this Chapter suggest that post-mitotic
chromosome reorganisation and formation of nuclear bodies are two intimately
linked events, where chromatin promotes the nucleation of protein clusters and,
in turn, these also promote chromatin-chromatin interactions. The results further
suggest that the large-scale interphase chromosomal organisation might emerge
mainly as a consequence of the post-mitotic arrangement and semi-dilute nuclear
conditions. I shall note that these results are based on a simple model that does
not take into account nuclear organelles such as nuclear speckles or the nucleolus,
which have been shown to have a significant role in organising chromatin in
the nucleus, with active regions being located near nuclear speckles and inactive
near the nucleolus [108]. However, since these organelles seem to have a role
somewhat similar to the role of the here modelled protein clusters, I would not
expect these to have a significant impact on the large scale nuclear organisation
of chromosomes.
7Conclusions
In this Thesis I have made use of a simple coarse-grained polymer model to
study the physical properties of DNA in different organisms: from the elastic
and dynamic response of bacterial DNA upon compression, to the interphase
spatial organisation of human chromosomes, and post-mitotic chromosome and
protein organisation in fruit fly nuclei. The remarkable agreement between the
simulation results and experimental observations shows how a simple coarse-
grained model, which still retains the key elements of each system, can indeed
give predictive insights into the properties and behaviour of the genome across
different organisms.
In Chapter 4 I presented simulations inspired by recent single molecule
experiments, which allow to compress one bacterial chromosome inside a nanopore
and measure its elastic and dynamic response. By explicitly modelling the
presence of proteins in the system, I was able to quantify their effect on the
behaviour of a single DNA molecule. I have shown that proteins which do not
bind to DNA, i.e. macromolecular crowders, exert an osmotic pressure on the
compression piston that can be orders of magnitude larger than the entropic
pressure of the spring-like polymer, dwarfing the DNA entropic response as well
as the effect of DNA-binding proteins. Both types of proteins were also shown to
significantly hamper the expansion dynamics of DNA after initial compression.
The DNA expansion simulations, in the presence of DNA-binding proteins only,
further uncovered an interesting protein popping-off kinetics upon tuning the
DNA-protein affinity, where proteins are metastably bound to the polymer under
confinement but detach one-by-one in solution as DNA starts expanding.
I shall note here that the simulations described in Chapter 4 were performed for
polymers torsionally relaxed. However, bacterial DNA is known to be negatively
supercoiled in vivo (see introduction of Chapter 4). Therefore, an interesting
extension to the work presented in this Chapter would be to quantify in detail
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the effect of supercoiling on our results.
The organisation of human chromosomes in interphase was studied in Chap-
ter 5. I have conciliated two apparently competing viewpoints regarding the
mechanisms responsible for the spatial structure of chromatin: interaction be-
tween chromatin and transcription factors (TF) versus chromatin loop extruding
complexes (cohesin). Specifically, I have shown that activating and repressive
TFs are necessary to fold chromatin into segregated active and inactive domains,
and that cohesin complexes are required to organise inert chromatin regions
where there is minimal TF binding. I have also presented evidence that cohesin
complexes do not necessarily need an active mechanism to organise chromatin.
A variation of the TF model was then proposed, yielding a better agreement
between simulations and experiments. This suggested that in vivo TF binding is
not an equilibrium mechanism but rather a dynamic process that allows TFs to
bind strongly to chromatin and yet be able to dissociate frequently. The model
predictions were further supported by simulations reproducing the effect of recent
protein knock-out experiments.
In all simulations performed in Chapter 5, cohesin complexes were considered
to be able to bind chromatin irrespective of their genomic location. However,
in vivo cohesin binding is mediated by the loading factor NIPBL, which binds
to chromatin at specific sites. It would be, therefore, interesting to refine our
proposed model in future simulations so as to take into account cohesin loaders.
Finally, in Chapter 6, I presented simulations of the nuclear reorganisation
of chromosomes and proteins in fruit fly cells, after mitosis (cell division).
The results suggest that the large-scale interphase chromosomal organisation
is mainly governed by polymer physics principles, being a consequence of
the initial mitotic arrangement of chromosomes and the semi-dilute nuclear
conditions. I have shown that, as chromosomes relax from mitotic to interphase
structures, transcription factors spontaneously organise into clusters resembling
nuclear bodies, suggesting that protein and chromosome nuclear organisation are
intimately linked through the cell cycle. The results also show that, in haploid
fruit fly cells, the distribution of inert chromatin is fairly uniform across the
nucleus, whereas active and inactive chromatin tend to be distributed away from
the nuclear centre.
In the model proposed in Chapter 6, for chromosome and protein organisation
in fruit fly nuclei, folding mechanisms such as chromatin loop extrusion were not
113
considered. This choice was made on the basis of recent experimental studies
which state that this mechanism has a less important effect in fruit flies than
in mammals [117]. However, cohesin-like proteins may still have an important
role on chromosome architecture, and, thus, it would be of interest to explore the
effect of this mechanism in a future simulation study.
All in all, how chromosomes organise in different organisms, so as to fit inside
µm-sized cells while keeping expressed genes unfolded and accessible by the cell
transcription machinery, will remain a subject of intense study for years to come.
This is due to the highly complex cellular composition and interplay between
cellular components, which are constantly being uncovered by new experimental
techniques. This is a field of great interest to biologists as well as physicists
since the understanding of the behaviour of DNA and its interaction with other
cell components has major implications in the development of new technological
applications and medical treatments. The overall purpose of this thesis was to
give my (little) contribution to this vast field of research. I, therefore, aimed
at the understanding of some of the mechanisms driving genome organisation in
living cells, by making simulation-based predictions which can be tested in, or
even inspire, future experiments.

AEffect of particle charge
on the elasticity of single
chromosomes
Modelling DNA-protein electrostatic interactions
DNA and proteins are effectively charged in real cells [1]. The phosphates
in the DNA backbone are negatively charged, giving DNA molecules an overall
negative charge. Specifically, DNA carries two negative charges (−2e) per base-
pair, due to the negatively charged phosphate groups in each nucleotide. As
detailed in Section 3.2.2, 1 DNA bead corresponds to 7.4 bp in the model.
Therefore, there are 7.4 phosphate groups per DNA bead. However, counterion
(or salt) condensation leads to a neutralisation of 80%− 100% of the phosphate
groups [44]. So, in fact, each DNA bead will only carry a charge of qDNA =
0.2 × (−14.8)e = −2.96e. The choice of the value of the proteins’ charge is not
as straight forward since it depends on the protein residues. Here we opted for
considering the value of the charge of an average protein, and use that value for
negatively and positively charged proteins in the model. In Ref. [119], the average
of protein charges in bacteria was measured to lie in the range [−10e,+15e].
For simplification we consider the proteins’ charge to be equal in magnitude
to the DNA beads’ charge – 14.8e – which corresponds to an effective charge
|qprot| = 2.96e due to neutralisation emerging from counterion condensation.
Therefore, crowding proteins are modelled as beads with charge q = −2.96e
and DNA-binding proteins with charge q = +2.96e.
The electrostatic interactions between charged particles in solution are mod-
elled by considering the Debye-Hückel potential [39, 72], in addition to the
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where C = 1/4πε0kBT , qi is the charge of particle i, εr the dimensionless dielectric
constant (we consider εr = εr, water = 80), k the inverse Debye length, and a the
radius of the particle.
We consider k−1 = 1 nm, which is the Debye length in the cell medium. More
explicitly, k =
√
8πlBNA103cS, where lB = 0.71 nm is the Bjerrum length in
water and cS ∼ 150 mM is the salt concentration inside cells [3].
Comparing the effect of particle charge
In this Section I present the results corresponding to Figures 4.4, 4.5 and 4.6
in Chapter 4, but for charged DNA beads and proteins.
Figure A.1 As Figure 4.4, but for simulations with charged polymer beads. (a)
Comparison of the force-extension curve obtained from the entropic spring theory of
Ref. [104] (full line) and the numerical model for charged particles (blue circles). Like
in the simulations without charge, the entropic spring theory of Ref. [104] agrees with
the model for L/L0 > 0.1, but breaks down for L/L0 < 0.1. (b) Comparison of the
force-extension curves obtained from the model with (blue circles) and without (black
dots) electrostatic interactions. For f > 10, both models lead to similar force-extension
relations. For f < 10, the extension of the charged polymer for a given force is larger
than for the neutral case, which is expected since there is an additional longer-range
repulsion between DNA beads.
Figure A.1 shows the force extension curves in the absence of proteins. In plot
(a), like in Figure 4.4, the scaling theory of a linear string of polymer blobs agrees
with the model for L/L0 > 0.1, but breaks down for L/L0 < 0.1, where excluded
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volume effects become significant. Figure A.1(b) shows that, for f > 10, the
charge of DNA beads does not play a significant role in the elastic response of the
polymer, but that for weak compression forces (f < 10) the effect of long-range
electrostatic interactions is more noticeable: for a given force the DNA extension
for the charged polymer is larger than for the neutral polymer.
Figure A.2 for charged particles and Figure 4.5 for neutral particles are
remarkably similar. The comparison between inset 2 in both Figures shows,
however, that the presence of electrostatic interactions leads to a slightly higher
DNA extension for a moderate force, as seen before.
Figure A.2 As Figure 4.5, but for simulations with charged proteins and DNA beads
– Force-extension curves for a varying number M of non-DNA-binding proteins. The
force-extension curves are remarkably similar to the ones in Figure 4.5. The linear
relations force - M (inset 1 – fit: f = 0.0156M + 1.4513), and DNA extension - M
(inset 2 – fit: f = 0.0212M −9.3741) are also recovered. The comparison between inset
2 and the one in Figure 4.5 shows that the presence of electrostatic interactions leads
to a slightly higher DNA extension for a moderate force, as seen in Figure A.1.
Again, Figure A.3 and Figure 4.6 lead to the same conclusions. In both
cases the DNA-binding proteins lead to the formation of DNA clusters, hence
compacting the DNA, giving a decrease in the compression force. The striking
similarity between the results arising from the charged and neutral models further
suggests that the electrostatic interactions do not play a significant role in the
overall elastic response of DNA.
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Figure A.3 As Figure 4.6, but for simulations with charged proteins and polymer
beads – Comparison of the force-extension curves for simulations with just DNA (blue
circles), DNA and crowding proteins (green squares), and DNA in the presence of both
binding and non-binding proteins (magenta triangles: 3% of the proteins are DNA-
binding). Like in the simulations presented in Figure 4.6, DNA-binding proteins lead
to the formation of DNA clusters, hence compacting the DNA, giving a decrease in the
compression force.
BEffect of protein size on
the elasticity and dynamics
of single chromosomes
In Chapter 4 the effect of proteins on the elasticity and dynamics of bacterial
DNA was investigated considering proteins modelled as spherical beads of the
size of the DNA polymer beads: σ ≡ 2.5 nm. This was a choice done on the
basis of simplicity. However, bacterial proteins in real cells have an average size
of ∼ 5 nm [106], which corresponds to twice the thickness of B-DNA. Therefore,
in the model proposed in this Thesis, one would consider more realistic proteins
to have a size of 2σ. In this Appendix, the effect of larger proteins (size - 2σ) on
the DNA behaviour is explored, focusing on the comparison with the results of
Figures 4.5, 4.6 and 4.7 in Chapter 4.
Figure B.1 shows the force-compression curves for simulations with varying
number of crowding proteins: comparison between these results and those of
Figure 4.5 show a very similar trend. The quantitative values are very close
together for large enough L, and start to deviate significantly below L ∼ 60− 70,
where the volume fraction is non-negligible, and excluded volume effects are larger
for the larger proteins.
The comparison between Figure B.2 and Figure 4.6 leads to the same
conclusion – the slightly larger gap between cases with and without DNA-binding
proteins is due to the fact that larger DNA-binding proteins lead to multiple
binding to the DNA, hence the DNA becomes more compact. Thus the observed
effect might not just be due to protein size, as bacterial DNA-binding proteins
such as H-NS only have two DNA-binding sites (they are better represented in
our model by the smaller proteins considered in Chapter 4).
The effect of the larger protein size on the expansion dynamics is analysed in
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Figure B.1 As Figure 4.5, but for simulations with proteins of diameter 2σ. –
Compression force as a function of the DNA extension for a varying number M of
non-DNA-binding proteins. As for the simulations presented in Figure 4.5, the protein
osmotic contribution leads to a large increase in the compression force, sometimes of
several orders of magnitude. For a given value of L, the protein contribution is linear in
the number of proteins (inset 1) – fit: f = 0.0271M − 5.8389. For a given compression
force, the DNA extension also increases linearly with the increasing number of proteins
(inset 2) – fit: f = 0.0290M + 9.8640.
Figure B.3, which shows a slower expansion dynamics. This is because larger
spheres create larger effective friction (as the friction, or viscosity of a hard
sphere suspension is proportional to its volume fraction). The measured effective
exponent is accordingly smaller, although this should be seen as a measure of
the speed of the dynamics rather than a true dynamical exponent, which would
require the study of different chain lengths. The decrease in the effective exponent
is more marked in the case with DNA-binding proteins (although the change in
the exponent, with respect to the case just with crowding proteins, is small or
even not significant within the exponents’ error bars): again, this is due to the
fact that these proteins can form multiple contacts with DNA.
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Figure B.2 As Figure 4.6, but for simulations with proteins of diameter 2σ. –
Compression force as a function of the DNA extension for simulations with just DNA
(blue circles), DNA and crowding proteins proteins (green squares), and DNA in
the presence of both binding and non-binding proteins (magenta triangles: 3% of the
proteins are DNA-binding). Like in the simulations presented in Figure 4.6, the DNA-
binding proteins lead to the formation of DNA clusters, hence compacting the DNA,
giving a decrease in the compression force. However, since here proteins are larger,
there is multiple binding to DNA, which leads to a more compact DNA. This explains
the slightly larger gap between the curves for the cases with and without DNA-binding
proteins.
Figure B.3 As Figure 4.7, but for simulations with proteins of diameter 2σ. –
Measured dynamical exponents during DNA expansion (a) for simulations without
proteins (blue triangles) and with 1000 crowding proteins (green circles). Like in the
simulations presented in Figure 4.7, the protein crowding leads to a lower exponent,
however here the exponent decrease is larger; and (b) for simulations in the presence
of 970 crowding and 30 DNA-binding proteins (magenta triangles). The exponent
decreases in the presence of DNA-binding proteins, like in the case of Figure 4.7,
however here large proteins lead to a more marked decrease of the exponent. This
is due to the fact that larger proteins allow multiple binding to DNA, which further
decreases the DNA extensional elasticity. All simulations started from an initial DNA
configuration obtained for a compression force of 20. The range of times, for which the
expansion curves were fit, were chosen to take into account the intermediate expansion
regime (103τB – 104τB or 0.01 ms – 0.1 ms).

CPower-law behaviour of
the DNA extension during
free expansion
In Chapter 4 the expansion dynamics, after initial compression, of a single
bacterial chromosome trapped in a cylindrical pore was studied in the absence and
presence of crowding and DNA-binding proteins. The same study was performed
in Appendix B to explore the effect of the protein size on the DNA behaviour. The
polymer expansion dynamics was analysed by measuring the dynamical exponent
α, assuming that the polymer extension along the pore, L, increases with time
in a power-law fashion – L(t) ∼ tα (Eq. (2.27)) – in the intermediate expansion
regime after the initial abrupt expansion, as expected from the entropic spring
theory for self-avoiding polymers revised in Chapter 2.
In both chapters, the simulations were performed considering a DNA segment
modelled as a polymer of N = 1000 beads, which corresponds to a chromosome
segment of ∼2.5µm. In this Appendix the expansion dynamics of a longer DNA
polymer, with N = 2000 beads corresponding to a length of ∼5µm, is studied
in order to ascertain the validity of the assumption of the power-law behaviour
L(t) ∼ tα, focusing on the comparison with the results of Figures 4.7 and B.3,
in Chapter 4 and Appendix B respectively.
For that, the DNA expansion simulations reported in Section 4.3 and
Appendix B were repeated, but this time for a 2000 bead-long polymer. All
other parameters were left unchanged, including the number of protein crowders
(M = 1000 or M = 970) and DNA-binding proteins (M = 30). Figure C.1
summarises the expansion dynamics results for the 2000 bead-long polymer, for
the cases (a) σprot = σDNA ≡ 2.5 nm and (b) σprot = 2σDNA ≡ 5 nm, and Table C.1
compares the dynamical exponents, α, measured for the intermediate expansion
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regime with those in Figures 4.7 and B.3. Overall the simulations for a longer
DNA polymer yield the same values for α, given the error in the exponents,
corroborating the assumption that the DNA extension along the cylindrical pore
indeed increases with time as L(t) ∼ tα after the initial abrupt expansion.
Figure C.1 As (a) Figure 4.7 and (b) Figure B.3, but for simulations with a 2000
bead-long DNA polymer. – Measured dynamical exponents during DNA expansion (i)
for simulations without proteins (blue triangles) and with 1000 crowding proteins (green
circles); and (ii) for simulations in the presence of 970 crowding and 30 DNA-binding
proteins (magenta triangles). All simulations started from an initial DNA configuration
obtained for a compression force of 20. The range of times, for which the expansion
curves were fit, were chosen to take into account the intermediate expansion regime
(103τB – 104τB or 0.01 ms – 0.1 ms).
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Measured dynamical exponents
Polymer length N = 1000 beads N = 2000 beads
αDNA = 0.26± 0.05 αDNA = 0.27± 0.04
σprot = σDNA αDNA+Prot = 0.10± 0.05 αDNA+Prot = 0.12± 0.05
αDNA+DB-Prot = 0.07± 0.05 αDNA+DB-Prot = 0.09± 0.04
αDNA = 0.26± 0.05 αDNA = 0.27± 0.04
σprot = 2σDNA αDNA+Prot = 0.07± 0.05 αDNA+Prot = 0.09± 0.03
αDNA+DB-Prot = 0.02± 0.05 αDNA+DB-Prot = 0.06± 0.05
Table C.1 Comparison of the measured dynamical exponents, α, during DNA
expansion for simulations with a polymer of (left) 1000 beads, and (right) 2000 beads.
Given the error in the exponents, the measured values for α are the same for the
two simulated polymer lengths, supporting the assumption that the DNA extension
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