Interest in 3D video has surged in recent years. However, efforts to improve the quality of compression and transmission schemes are severely hampered by a lack of effective quality evaluation metrics. This is a particularly severe problem for researchers trying to improve the robustness of video transmission to packet loss. Subjective tests for evaluating error robustness present huge requirements in terms of time and resources. To solve this problem, this paper presents a quality metric for 3D video, and evaluates its effectiveness for the measurement of quality in the presence of packet loss. A key feature of the work is the use of depth planes to enable the metric to better model how the Human Visual System (HVS) perceives 3D video. The quality metric results are compared with subjective test results. The correlation between the proposed quality metric and the subjective test results is shown to be stronger than standard quality metrics, such as Video Quality Metric (VQM).
INTRODUCTION
3D video has become a hot topic in recent years. A new 3D boom is underway, which is likely to prove more enduring than previous booms. 3D display technology has improved considerably, enabling 3D to be presented to audiences with consistently high quality, and at lower cost. Furthermore, digital editing and processing enables captured content to be finetuned to optimize the viewing experience (e.g. align views and adjust disparity to reduce eye strain).
Many promising 3D video applications require transmission of video over networks (e.g. 3D video conferencing, 3D Television, and 3D Video on Demand). Inevitably, this means that the compressed video will be subjected to packet loss. Because artefacts in 3D video can cause eye strain problems, new research into error robust 3D video transmission is needed. However, there is one significant barrier: the evaluation of 3D video quality. Without a good 3D quality metric, The work in this paper was funded by the DIOMEDES project (Grant Num. 247996) under the European Commission's Framework Programme 7. it is difficult to develop algorithms that optimize the delivery of 3D video. There is currently a lack of consensus on what objective metrics can be used for 3D video, and there is even some concern about whether subjective assessment methodologies are fit for purpose. What can be said with some certainty is that subjective assessment of error robustness is incredibly time consuming and resource hungry. Therefore, new metrics for measuring 3D video quality are needed urgently.
This paper builds on previous work by the authors, which described an objective metric for depth quality [1] . The work here examines how that depth quality metric can be combined with a metric for measuring 2D colour quality. The result is a metric that produces a single Mean Opinion Score (MOS) for 3D video quality. Tests are carried out to determine how well the metric correlates with actual subjective test results.
The paper is split into five main sections. Section 2 provides a review of some common quality evaluation metrics. In section 3, the combined 3D depth-colour metric for estimation of video quality is described. The experiments used to evaluate the performance of the proposed metric are detailed in section 4. Finally, the main paper conclusions are outlined in section 5.
MEASUREMENT OF 3D VIDEO QUALITY
Video quality evaluation can be divided into two classes: subjective and objective. Subjective methods are said to be the most precise measures of perceptual quality, and to date, subjective experiments are the only widely recognized method of judging perceived quality [2] . In these experiments humans are involved to evaluate the quality of a video in a controlled test environment. This can be done by providing a distorted video of which the quality has to be evaluated by the subject. Another way is to additionally provide a reference/original video which the subject can use to determine the relative quality of the distorted video. These different methods are specified for television sized pictures by the International Telecommunications Union (ITU) and are, respectively, referred to as Single Stimulus Continuous Quality Scale (SSCQS) and Double Stimulus Continuous Quality-Scale (DSCQS) methods [3] . For multimedia applications an Absolute Category Rating (ACR) and Degradation Category Rating (DCR) are also recommended.
Common to all procedures is the pooling of the votes into a Mean Opinion Score (MOS), which provides a measure of subjective quality of the media in the given test set. Subjective quality assessment has two obvious disadvantages. First, quality assessment is expensive and very tedious as it has to be performed with great care in order to obtain meaningful results. Second, it is very difficult to integrate such tests into product development cycles without causing significant delays. Hence, automated methods which attempt to predict quality as perceived by a human observer are necessary. These quality measures are referred to as objective quality measures.
In the last two decades, many objective metrics have been proposed to assess image/video quality. They can be divided into two main categories, namely psychophysical methods and statistical methods:
• Metric design following the psychophysical approach is mainly based on incorporation of various aspects of the HVS which are considered crucial for visual perception. This can include modelling of contrast and orientation sensitivity, spatial and temporal masking effects, frequency selectivity and colour perception.
Examples of such quality metrics include Video Quality Metric (VQM) [4] , Perceptual Video Quality Measure (PVQM) [5] , and Moving Picture Quality Metric (MPQM) [6] ;
• Methods following the statistical approach are mainly based on image analysis and feature extraction. These methods also feature certain aspects of HVS parameters as well. The extracted features and artefacts may be of different types, such as spatial and temporal information.
Ultimately, irrespective of the nature of the objective metric, its outcome can be connected to human visual perception by relating the metric output to MOS obtained in subjective experiments. Three widely accepted objective quality models are described in the following subsections.
Peak-Signal-to-Noise-Ratio (PSNR)
PSNR is derived by setting the Mean Squared Error (MSE) in relation to the maximum possible value of the luminance. For an n-bit value it is defined as follows:
Where x(i, j) and y(i, j) are the original and processed signals at pixel (i, j) and M , N are the picture dimensions. The resultant is a single number expressed in decibels (dB). PSNR is the most widely used metric for evaluating 2D video quality. However, its correlation with the HVS perception of quality is not strong.
Structural Similarity Index (SSIM)
Zhou Wang et al's method [7] differs from error based methods in that it uses the structural distortion measurement. The justification for this approach is that the HVS is highly specialized in visualizing structural information from the viewing field rather than visualizing pixel errors. If x = {x i |i = 1, 2, . . . , N } is the original signal and y = {y i |i = 1, 2, . . . , N } is the distorted signal, where i is the pixel index, the structural similarity index can be calculated as follows:
In this equationx andȳ denotes the mean of signal x and y respectively. Variances of x and y are denoted by σ x and σ x .σ y estimates the covariance of x and y. C 1 and C 2 are constants. The SSIM metric provides an output that falls between 0 and 1. The best quality value of 1 occurs if x i = y i for all values of i. For more information about SSIM calibrations and quality evaluation readers should refer to [7] .
Video Quality Metric (VQM)
Video Quality Metric (VQM) is developed by the Institute of Telecommunication Sciences (ITS) and American National Standard Institute (ANSI) to provide an objective measurement for perceived video quality. VQM is a standardized method that closely predicts the subjective quality ratings obtained from a panel of human [4] . VQM measures the perceptual effects of video impairments including blurring, jerky/unnatural motion, global noise, block distortion and colour distortion, and combines them into a single metric. Due to its excellent performance in the International Video Quality Experts Group (VQEG) Phase II validation tests [8] , the ITS VQM methods were adopted by the ANSI as a U.S. national standard and as ITU Recommendations in 2004.
THE PROPOSED QUALITY MODEL
In this section, a metric is presented that combines colour image quality and depth quality to provide a single 3D quality measure. Previous work has shown that VQM is capable of providing a good measure of the colour image quality for 3D video [9] . Therefore, the proposed 3D quality metric will make use of VQM for colour image quality.
Depth quality is affected by both colour texture video (contributing towards monocular cues) and the depth map (contributing towards binocular cues). However, experiments with so-called random-dot stereograms show that binocular and monocular depth cues are independently perceived. In a similar way, human brains will independently perceive monocular and binocular degradation in a 3D video [10, 11] . Furthermore, the added value of the depth map (3D viewing compared to 2D) can be identified from the superimposition of binocular cues on monocular cues. These principles were previously used by the authors to develop a metric for depth quality [1] . For convenience, the basic principles of this work are summarised here.
Measurement of Depth Quality
One of the most important aspects of the depth quality model is the way in which depth is considered in terms of 'depth planes'. The HVS experiences depth through the differences in depth planes in the video. Therefore, the difference between depth planes, and the consistency of content within depth planes are important factors in helping people visualize depth. Furthermore, it is believed that the HVS is highly dependent upon structural information for the perception of depth. Therefore, the model proposed in [1] splits the video into depth planes, and takes into account picture structure. Figure 1 provides an overview of the depth measurement approach. As can be seen, the depth is initially segmented into a number of depth planes. This is achieved by using a histogram. In the histogram, peaks are considered to be different depth planes. Figure 2 shows examples of depth plane identification for the Orbi and Interview videos. Figure 1 shows that three different measures are combined to form the final depth quality metric:
• M 1 -measures the distortion of the relative distance within each depth plane;
• M 2 -measures distortion in the consistency of each depth plane;
• M 3 -determines the structural error of the depth.
The effectiveness of this depth quality measurement technique is evaluated in [1] . In this paper a combined colourdepth metric will be presented and then evaluated for use in packet loss scenarios.
Combined Colour-Depth Quality Evaluation
The compound 3D quality measure is modelled with respect to the content characteristics and is described as follows:
Activity in the depth map increases the importance of the depth quality for the overall quality. Therefore, Z-direction (depth direction) Motion Activity (ZMA) of the 3D video is used to model the weighting functions f 1 and f 2 . This property was observed during informal subjective tests by the authors.
For this purpose the depth is segmented into groups of N frames, where N refers to the frame rate of the depth map. The standard deviation of each pixel position is then evaluated for each block. After aggregating the standard deviation for all pixel positions per block the mean standard deviation over all the segmented blocks is evaluated as shown in the following equations:
Y i,j refers to the pixel, σ 
To model the weighting functions, f 1 and f 2 , the relative importance of the subjective ratings (MOS) for image and depth quality with respect to the subjective ratings (MOS) for overall 3D quality are analyzed, for the Interview, Orbi and Breakdancers sequences. f 1 and f 2 are derived as functions of nZM A, such that they correlate with the subjectively evaluated relative importance of image and depth quality with regards to overall 3D quality. The resulting f 1 and f 2 functions are as follows:
The Correlation Coefficient (CC) between the objectively evaluated weighting functions and the subjectively evaluated relative importance is 0.94 (CC=1 indicates perfect correlation).
Incorporating the weighting functions f 1 and f 2 , equation (4) can be rearranged as follows: By substituting the objective quality models proposed in [1] for image and depth quality into equation (11), the overall 3D quality model can be defined as follows:
It should be noted that these equations imply that the metric output will be dominated by image quality when ZMA is small or zero. In other words, standard image quality metrics should perform well where a video features little change in depth.
In the next section, this metric is compared with subjective test results to evaluate its correlation with human perception of the effects of packet loss.
EXPERIMENTAL RESULTS
In this section, the effect of transmission errors on the perceived quality of colour-plus-depth based 3D video is analyzed to evaluate the performance of the proposed 3D quality model. An MPEG-4 SVC encoded colour-plus-depth map video is corrupted using error traces representing transmission over a wired IP network [12] . The resultant quality of the synthesized binocular video is rated by subjects for perceived overall 3D quality. Then the correlation between the proposed model and other objective quality models with the subjective ratings are analyzed.
To resemble a typical bandwidth limited transmission scenario, all eight video sequences considered are encoded with an average bit rate of 1 Mbps targeting medium bit rate 3D video applications. JSVM version 8.9 (described in Table  1 ) is used to encode the colour texture and depth views simultaneously as a scalable video bit stream. In order to effectively compress colour texture and depth views into the 1Mbps bandwidth requirement, this study exploits the asymmetric coding of binocular content. Asymmetric video coding can be utilized to exploit the characteristics of colourplus-depth 3D content to reduce the overall bit rate requirement. For example, in this study, the depth is quantized more coarsely than the colour texture video with no degradation to the perceptual quality of reconstructed 3D video [13] . Thus, in this study different quality levels for base and enhancement layers are assigned using different Quantization Parameters (QP) for each layer of the scalable video codec. The final bit rate combinations of colour-plus-depth image sequences are selected experimentally.
The resultant video quality of each layer, used QPs and their bit rate percentages of the final bit rate combination are shown in Table 2 for the 'Interview', 'Orbi', and 'Breakdancers' video sequences. The encoding parameters are as specified in Table 1 . Regular I frames (one per second) are used to limit the error propagation caused by frame losses under IP network congestion.
IP error traces, generated for video experiments, are used to corrupt the SVC bit-streams at different packet loss rates as in [12] . Each coded video frame (i.e. either colour texture or depth map frame) is encapsulated in a single Network Abstraction Layer (NAL) unit, and is fragmented into packets of 1400 bytes, which is below the Internet's typical Maximum Transfer Unit (MTU) size of 1525 bytes. It is assumed that the sequence headers and the first I frame of colour texture and depth image sequences are received uncorrupted. The corrupted bitstreams are later decoded using the JSVM decoder. The JSVM frame copying method is used to conceal the missing frames of both the colour texture and the depth image sequences. Five packet loss ratios (0%, 3%, 5%, 10% and 20%) are simulated.
A 42 ′′ Philips WOWvx multi-view autostereoscopic display (display resolution of 1920 × 1080, aspect ratio of 16:9, and the peak luminance of the display is 200cd/m 2 ) is used in all experiments to display the 3D content. The viewing distance for observers is set to 3m, which is optimum for the display optics. The 3D display is calibrated using a GretagMacbeth Eye-One Display 2 calibration device. The measured environmental illumination is 190 lux, which is close to the recommended value in [3] for home environments (i.e. 200 lux). The background luminance of the wall behind the display is 20 lux. These environmental luminance measures remained the same for all test sessions, as the lighting conditions of the test room are kept constant.
Twenty eight non-expert observers volunteered to participate in all experiments. The observers are mostly research students and staff with a technical background. Their ages range from 20 to 40. All participants had good visual acu- The average quality rating of rendered left and right video using PSNR, SSIM and VQM are used for performance comparison with the proposed compound 3D quality model. The relationship between the proposed objective quality assessment model and the subjective quality ratings for user perceived image quality (i.e. MOS) are approximated by the following symmetrical logistic function, as described in ITU-R BT.500-11 [3] :
Where, p is the normalized opinion score, D is the distortion parameter, D M and G are constants and G may be positive or negative. The Correlation Coefficient (CC), Root Mean Squared Error (RMSE) and Sum of Squares due to Error (SSE) are used as performance comparison metrics. These performance comparison metrics for each prediction model, approximated using the symmetrical logistic function, are evaluated for all test sequences and the results are presented in Table 3 . It should be noted that CC=1, RMSE=0, SSE=0 will indicate perfect correlation between the attribute considered and the objective model.
An important result to note in Table 3 is the poor performance of PSNR. The figures suggest that PSNR is an inappropriate metric for measuring the effects of packet loss. By implication this also means that MSE will provide a poor indication of 3D video quality. This has important ramifications for Rate-Distortion Optimization (RDO) algorithms. Many such algorithms are based around MSE for measurement of distortion. The results here show that MSE based RDO will be suboptimal in terms of 3D video quality.
SSIM provides a significant gain over PSNR, indicating that picture structure plays an important role in predicting the HVS perception of packet loss artefacts. Further gains are provided by VQM, which show that picture structure alone is not sufficient. However, VQM does not take depth quality into account, which is why the best correlation is achieved for the proposed 3D quality model. The results in Table 3 demonstrate significant gain over all of the compared quality models.
CONCLUSIONS
This paper describes a metric for measuring the quality of 3D video when transmitted over networks where packet loss occurs. The metric combines 2D colour image quality, along with depth quality to provide a single Mean Opinion Score (MOS). The MOS from the proposed metric was compared to subjective test results, which showed a correlation significantly stronger than that exhibited by existing standard quality metrics. The results also show that the correlation of PSNR with 3D video quality is not very strong. Use of PSNR for measuring the effects of packet loss on 3D video quality should be discouraged. The proposed metric can provide significant benefits for researchers, as it removes the need for subjective tests when evaluating transmission systems. Therefore, research into robust transmission techniques will be accelerated.
