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Abstract: This work presents a Nonlinear Model Predictive Control (NMPC) approach to real-
time trajectory generation for highway driving with long truck combinations. In order to consider
all relevant information for the road and the surrounding traffic, we formulate a finite-horizon
optimal control problem (OCP) that incorporates a prediction model in spatial coordinates
for the vehicle and the surrounding traffic. This allows road properties (such as curvature) to
appear as known variables in the prediction horizon. The objective function of the resulting
constrained nonlinear least-squares problem provides a trade-off between tracking performance,
driver comfort, and keeping a comfortable distance from fellow road users. The OCP is solved
with a direct multiple shooting solution method implemented in a real-time iteration scheme
using ACADO code generation and compared with a feedback scheme that solves the entire
nonlinear program in each time step with the interior point solver IPOPT. To illustrate the
efficacy and the real-time implementability of the methodology, simulation results are presented
for a high way merging scenario of a long heavy vehicle combination.
Keywords: predictive control, model-based control, automotive control, autonomous vehicles,
real-time MPC, control engineering, nonlinear control
1. INTRODUCTION
The so-called long heavy vehicle combinations (LHVCs)
are trucks that are widely used in Canada and Australia
today, and will be more abundant on the road also in
Europe in the near future (Kindt et al. (2011)). They
have the potential to decrease road transport costs, traffic
congestions, and generate lower emissions than current
means of road freight transport. However, an undesired
effect of the added towed units is the increase in difficulty
to maneuver these trucks on roads and in busy traffic. The
increased complexity for truck drivers to handle tasks such
as changing lane and maneuvering in tight corners, call
for automatic driver assistance functions. Development of
such advanced driver assistance systems, or potentially au-
tonomously functioning trucks, are essential to safeguard
traffic safety with an increasing use of LHVCs. One crucial
element to increase autonomy in completing the complex
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Fig. 1. LHVC in the A-double configuration.
driving task of LHVCs is the online trajectory generation
algorithm. The main challenge for this trajectory gener-
ator is to combine the information about the state of
the truck, the road properties, and the behavior of the
surrounding traffic, and decide on a desired steering and
velocity profile.
We propose to use predictive control techniques as the
trajectory generator for the following reasons. First, pre-
dictive control can plan safe and physically feasible vehicle
maneuvers ahead. This allows the controller to operate
in complex situations without introducing a high level of
conservativeness. For instance, the truck must slow down
before it enters a tight corner to avoid rolling over. Sec-
ondly, predictive control techniques allow us to select the
most preferential tentative plan by solving an optimization
problem online. We highlight three types of control tech-
niques from existing literature that can fulfill the need for a
predictive strategy with real-time performance. Nonlinear
model predictive control (NMPC), randomized sampling-
based planning strategies such as rapidly-exploring ran-
dom trees (LaValle (1998); Karaman and Frazzoli (2011))
and state-lattice approaches combined with motion prim-
itives (see e.g., Pivtoraiko et al. (2009)).
This paper presents an NMPC approach to longitudinal
and lateral motion control of the A-double combination
during highway driving in presence of surrounding vehi-
cles. The A-double combination LHVC, depicted in Fig. 1,
is currently the longest LHVC that is allowed on roads in
Europe in the very near future. First, an optimal control
problem (OCP) is formulated that reflects the desired
motion of the truck over a finite future horizon. The
prediction model considers the nonlinear articulated truck
dynamics, the geometry of the road, and the behavior
of the surrounding traffic. The OCP is transcribed as
a Nonlinear Program (NLP) using a multiple shooting
prediction model integration technique. In order to achieve
real-time computations when solving this complex NLP
online, the real-time iteration (RTI) scheme is employed
(Diehl et al. (2005)). Since the real-time iteration scheme is
a suboptimal solution technique, for comparison purposes,
an interior-point NLP optimizer (IPOPT) is used to solve
the NLP as well. Closed-loop simulation results are pre-
sented to show that the trajectory generator can handle
complex situations while achieving real-time performance,
thus enabling predictive advanced driver assistance func-
tions to be implemented. The presented solution technique
has been successfully implemented on a motion simulator
platform operated by professional truck drivers at the
Swedish National Road and Transport Research Institute
(VTI) in Gothenburg, Sweden.
2. FORMULATION OF OPTIMAL CONTROL
PROBLEM
When studying highway maneuvers of the A-double com-
bination, additional factors need to be taken into consider-
ation compared to regular passenger cars. One important
aspect is to prevent the truck or one of its trailers to roll
over due to excessive acceleration levels. Other aspects
include the difficulty of keeping all trailers inside the lane
boundaries and the limited agility due to the size and
weight of the truck. In this section, we mathematically
formulate comfortable driving behavior and incorporate
the limits on agility and safety effectively as the objective
and the constraints of the OCP, respectively. Additionally
we present an approach to include surrounding traffic in
the OCP to generate collision-free trajectories, employing
a prediction of the motion of fellow road users.
2.1 Prediction Model
In vehicle dynamics research and engineering a wide vari-
ety of vehicle models are used. These range from non-slip
kinematic car models, neglecting tire properties, to multi-
body dynamical systems accurately modeling the effects
of chassis dynamics and dynamic nonlinear tire models.
Choosing the most appropriate model for prediction pur-
poses naturally highly depends on the expected situations
that need to be predicted. From experience we know that
for mild high-speed driving maneuvers the so-called single
track model for the lateral dynamics, often referred to as
a bicycle model, with a linear tire slip balances complexity
and accuracy very well. The most important properties of
the single-track model, schematically depicted in Fig. 2,
are:
• The vehicle model is planar, effects such as roll and
pitch are not modeled.
• The wheels of the vehicle are lumped in the center of
each axle.
• Each unit is a rigid body mass without suspension,
chassis, and cabin dynamics.
• The lateral tire stiffness is assumed to be linear in the
lateral tire slip.
• Coupling between longitudinal and lateral dynamics
is neglected.
The lateral vehicle model and parameters used for this
work, considering a fully loaded A-double combination, are
reported in Nilsson and Tagesson (2013). For a more com-
prehensive overview of different types of vehicle models
and their properties see e.g., Rajamani (2012).
In addition to the lateral vehicle dynamics of the A-
double combination, the prediction model also models the
longitudinal dynamics, the position on the road, and the
behavior of fellow road users. Vehicle dynamics are often
expressed in the non-inertial reference frame fixed in the
center of gravity of a car. In order to avoid ambiguity in
which frame certain measurements are defined, we denote
a measurement a in point v with respect to reference frame
o expressed in reference frame f by av fo . The subscript is
reserved to refer to a specific component of the variable a
and to distinguish between actual measurements and e.g.,
reference signals. Throughout the paper, the identifier ref
(for reference) denotes a reference signal for the NMPC
controller and the identifier des (for desired) denotes
a reference signal for the low-level control algorithms
such as the cruise controller. See Fig. 2 for a schematic
representation of the single-track model for the A-double
combination and important points and reference frames
on the truck. The four units the A-double combination
consists of: the tractor, the first semi-trailer, the converter
dolly and the second semi-trailer are named unit A, B, C
and D respectively.
The state vector ξ of the prediction model can be divided
into four groups for illustrative purposes. States describing
the lateral dynamics of the truck
ξlat =
(
vac AcZ y φ φ˙ θ1 θ˙1 θ2 θ˙2 θ3 θ˙3 δ
)T
(1)
are governed, as previously introduced, by a single track
vehicle model. The longitudinal part of the dynamics
ξlong =
(
vac AcZ x a
ac Ac
Z x a
ac Ac
Z x,des
)T
(2)
essentially models the closed-loop cruise-controlled system
as a first-order system on the desired longitudinal accelera-
tion with a time constant of 0.25s. Another group of states
modeling the distance of the front axle of the tractor (point
af) and the rear-most axle of the second semi-trailer (point
dr) from the lane center is described as
ξroad =
(
saf ΦΦ d
af Φ
Φ s
dr Φ
Φ d
dr Φ
Φ
)T
. (3)
Finally, the states that model the position of the truck
with respect to surrounding traffic are denoted by
ξtraffic = (∆so,1 ∆so,2 ∆so,3)
T
. (4)
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Fig. 2. Schematic representation of the single-track model
of the A-double combination and an illustration for
a selection of reference frames. The road curvature is
exaggerated for clarity of the illustration.
In this work, the traffic model assumes that all vehicles
remain driving at the measured velocity along the lane
center.
The control inputs to this system are the steering angle
rate for the front wheels of the tractor, and the desired lon-
gitudinal jerk (i.e., the change in acceleration) requested
from the cruise-controller.
2.2 Spatial Reformulation of Prediction Model
In order to model the position of the vehicle in the
curvilinear coordinate system of the road, we require
knowledge on the relative heading and the curvature of
the road in our prediction horizon. It is common to choose
a certain time span of interest for the prediction horizon.
In case of our trajectory generator, we would then need
to know the road heading and curvature as a function
of the vehicle states. As suggested in previous work by
Gao et al. (2012); Frasch et al. (2013), a more natural
choice is to take the traveled distance of the vehicle along
the road geometry as a pseudo-time variable in a spatial
horizon. The main advantage is that the road geometry can
then be algebraically defined in the prediction horizon. The
price to pay is a nonlinear transformation of the prediction
model equations and the loss of the ability to explicitly
define the position of fellow road users in the prediction
horizon. Suppose that saf ΦΦ represents the position of the
front axle of the tractor along the road geometry, then the
time transformation will have the form dξ/ds = dξ/dt · dt/ds.
The transformation consists of dividing the system of first-
order differential equations by the scalar quantity
d saf ΦΦ
dt
=
vaf AfZ x cos(φ− φR)− vaf AfZ y sin(φ− φR)
1− κR daf ΦΦ
(5)
with κR = dφR/ds as the local curvature of the road at s
af Φ
Φ .
For a more extensive treatment of the prediction model
(including explicit expressions for the ordinary differential
equations) and its spatial reformulation, one is referred to
Van Duijkeren (2014).
It is important to note that the heading and curvature of
the road in the prediction horizon remains fixed only for
one point of the vehicle. The heading and the curvature
of the road at e.g., the position sdr ΦΦ of the rear trailer
is not algebraically defined. This matter is dealt with
by a crucial assumption: the distance between any two
points of the truck along the road geometry is assumed
to be constant. Considering the highway driving task, this
assumption is not problematic but it makes our imple-
mentation incompatible with high curvature conditions,
such as city driving. With this assumption, it also opens
the possibility to describe the position ddr ΦΦ in terms of
the position of the tractor and the articulation angles
of the truck. However, in this work, the position ddr ΦΦ is
kept as a state so that lane departure constraints can be
formulated as state box constraints. With the prediction
model introduced, we describe the remaining elements of
the OCP formulation next.
2.3 Cost Function & Constraints
For our trajectory generator we observe that we require
three distinct (possibly conflicting) objectives. The first
is a tracking objective, the second part promotes smooth
and comfortable trajectories, and the last part penalizes
driving close to other vehicles. On the one hand, an
economic-MPC (EMPC) can be formulated to optimize
a generic cost function. Although this may be attractive
conceptually, finding efficient solution strategies to the
resulting NLPs is nontrivial. On the other hand, efficient
algorithms are available for constrained least-squares opti-
mization problems, such as the generalized Gauss-Newton
algorithm. The latter type of solution strategy is especially
well-suited for tracking-MPC applications because of its
least-squares nature. Since real-time performance is of
crucial importance, we formulate our economic objective
as a least-squares optimization problem.
Tracking Objective The tracking objective is represented
by three terms in the Lagrange-term of the cost function:
Kd1( d
af Φ
Φ − daf ΦΦ ref)2 +Kd4( ddr ΦΦ − ddr ΦΦ ref)2+
Kvx( v
ac Ac
Z x − vac AcZ x,ref)2
(6)
Firstly, the lateral distance offset from the lane center
for points af and dr are penalized. Secondly, to achieve
efficient driving behavior (i.e., fast transportation) it is
desired to drive close to the legal speed limit. A weighted
quadratic penalty is placed on the tracking error of both
states.
Driver Comfort Objective Previous research, such as
Nilsson et al. (2014), supports the generally accepted
observation that the human perception of smooth and
comfortable driving is closely related to the jerk levels
that arise over a driven trajectory. Hence an important
part of the cost function promotes driver comfort by
rewarding driving at low jerk levels. Additionally, the
longitudinal acceleration levels and rapid steering are
penalized resulting in the Lagrange term:
Kjx( j
ac Ac
Z x,des)
2 +Kjy ( j
ac Ac
Z y )
2 +Kax( a
ac Ac
Z x,des)
2 +Kδ˙ δ˙
2 (7)
The desired longitudinal jerk is a control input to the ve-
hicle prediction model. The lateral jerk however is neither
a state nor an input, thus we must find a closed-form
∆so,1
∆so,2 ∆so,3
Fig. 3. Distance keeping scenario in a lane change to the
right and labeling of fellow road users.
expression as a function of the states and inputs. The
following expression can be derived for this relationship
jac AcZ y = 2 φ˙
ac Z
Z · v˙ac AcZ x + φ¨ac ZZ · vac AcZ x +
−
(
φ˙ac ZZ
)2
· vac AcZ y + v¨ac AcZ y
(8)
We note that the only unknown term is v¨ac AcZ y . Fortunately,
in highway driving scenarios that same term is not the
greatest contributor to the lateral jerk. Since we solely
need to capture the trend for the jerk level in order to
penalize it, we choose to approximate the jerk with the
remaining known terms.
Distance Keeping Objective Keeping distance to other
traffic is a tasks that involves heuristics. For instance, one
is usually insensitive to the behavior of a car far away.
In a normal lane keeping scenario, only a vehicle in the
near vicinity and in the same lane is of our interest. In
fact by assuming that the trailing vehicle in the same
lane adjusts its speed to the truck, only the vehicle in
front of us needs to be taken into account. The situation
becomes slightly more complex for a lane change, since two
extra vehicles must be considered: the nearest preceding
vehicle and the nearest trailing vehicle in the target lane.
Fig. 3 illustrates this concept for a lane change scenario.
The main part of the lane-changing logic behavior is
captured in a preprocessing stage to the OCP solver,
and sensitivity to the ∆so,1, ∆so,2, ∆so,3 parameters is
determined beforehand according to the scenario. In case
a lane change is not desired or infeasible, ∆so,2 and ∆so,3
are not of interest to the trajectory generator and thus
removed from the optimization.
The logic in the sensitivity of the distance to other vehicles
is captured in the optimization problem. We choose a
quadratic penalty in the Lagrange term of the OCP:
3∑
k=1
K∆so,k
(
fdk(∆so,k, v
ac Ac
Z x )
)2
(9)
where the function fdk, assuming s˙
af Φ
Φ x ≈ vac AcZ x , approxi-
mates
fdk =

0, if ∆so,k > τo,k v
ac Ac
Z x
τo,k v
ac Ac
Z x −∆so,k
τo,k vac AcZ x
, otherwise
(10)
with τo,k denoting the temporal gap at which the respec-
tive vehicle k is taken under consideration. Two alternative
methods have been explored to implement this logic be-
havior. One is to introduce a slack variable that becomes
active when crossing a distance threshold, similarly to the
technique described in Borrelli et al. (2004). The second
method is to use a sigmoid function to closely resemble
binary behavior. We experienced no obvious differences in
the resulting open-loop optimal trajectories and the closed
loop behavior. In our implementation, the latter technique
using a sigmoid function, resulted in significantly shorter
solution times and was therefore preferred. The employed
sigmoid function is
fdk(∆so,k, v
ac Ac
Z x ) =
τo,k v
ac Ac
Z x −∆so,k
τo,k vac AcZ x
(
1 + e−co,k(τo,k−∆so,k/ vac AcZ x )
)
(11)
with co,k a tuning variable for the slope of the sigmoid
function in the transition region.
Complete Optimal Control Problem With the three dif-
ferent elements in the objective function introduced, we
define our OCP.
min
ξ(·),u(·)
sf∫
s=0
(6) + (7) + (9)dσ (12)
subject to
dξ
ds
= f(s, ξ, u) (13)
ay ≤ aaf AfZ y (s) ≤ ay (14)
ay ≤ adr DrZ y (s) ≤ ay (15)
d ≤ daf ΦΦ (s) ≤ d (16)
d ≤ ddr ΦΦ (s) ≤ d (17)
ax,des ≤ aac AcZ x,des(s) ≤ ax,des (18)
δ ≤ δ(s) ≤ δ (19)
δ˙ ≤ δ˙(s) ≤ δ˙ (20)
∆s0,k ≤ ∆s0,k k = 1, . . . , 3 (21)
∀s ∈ [0, sf ]
The equations of motion (13) depend on the position of
the front axle of the tractor safΦ along the road geometry,
the state, and the control input. Constraints (14) and (15)
limit the lateral accelerations of two points of the truck
to prevent the truck to tip over. Constraints (16) and
(17) enforce two points of the truck to stay inside the
lane boundaries. Constraint (18) informs the trajectory
generator of the physical maximum longitudinal acceler-
ation of the truck that may depend on the position on
the road (slope of road). Constraints (19) and (20) reflect
the maximum road wheel angle and its time derivative,
respectively, reflecting physical actuation constraints. Fi-
nally, (21) prohibits a trajectory that collides with that of
one of the surrounding vehicles.
3. IMPLEMENTED SOLUTION TECHNIQUES
The OCP problem introduced in Section 2 is transcribed
into an nonlinear program (NLP). The spatial prediction
horizon in saf ΦΦ is discretized using 50 intervals with a step
size of ∆s of 2 meters. The system dynamics constraints
are enforced with a multiple-shooting integration scheme
using a fourth order explicit Runge-Kutta update rule tak-
ing 5 intermediate integration steps in each discretization
interval of the OCP. The control inputs δ˙ and jaf AfZ x,des are
held constant over each interval. The objective function is
approximated by the sum of the Lagrange terms at each
shooting node of the transcribed OCP. Likewise, constraint
satisfaction is enforced at each shooting node. In a lane
change the reference transitions to the other lane with
a minimum jerk path for a point-mass. The reference
for vx,meas = v
ac Ac
Z x is pre-processed to prevent a high
velocity set-point in curves and to adapt the velocity to
leading vehicles close-by. To attain real-time performance,
the main challenge is to find a trade-off between a long
prediction horizon and a fast control rate. In this work,
the horizon length and the control frequency are 100m
and 2m−1 respectively. The physical control frequency
is synchronized with the NMPC control intervals of the
transcribed OCP and is triggered every 2 meters traveled
along the lane center. Driving at 20m/s this agrees to a
control rate of 10Hz.
Two different techniques are implemented to solve the
NLP. Both solution schemes share the same base of heuris-
tics and are entirely written in the C/C++ programming
language.
(1) The so-called real-time iteration (RTI) scheme is
implemented using the open-source ACADO toolkit
(Houska et al. (2011)). Using the code generation
functionality of ACADO, tailored C-code is gener-
ated for the SQP-type solution scheme. Both the
structure of the RTI scheme, explained in e.g., Diehl
et al. (2002, 2005) and the auto-generated code for
the NLP solver enable very fast execution times for
the NMPC solution steps. Previous results already
showed solution time scales for NMPC that are well
within the region that allows their application to fast
mechatronic systems, see e.g., Vukov et al. (2012);
Frasch et al. (2013); Verschueren et al. (2014). The
active-set QP solver qpOASES is used to solve each
intermediate condensed QP (Ferreau et al. (2014)).
(2) Solving the NLP to a certain prescribed accuracy with
the state-of-art interior point NLP solver IPOPT, see
Wa¨chter and Biegler (2006). The NLP is formulated
in the symbolic framework for algorithmic differen-
tiation (AD) and numerical optimization CasADi,
see e.g., Andersson (2013). The toolkit implements
efficient techniques for AD to supply IPOPT with
the gradient of the objective, the Jacobian of the
constraints and the Hessian of the Lagrangian.
We note that the NLP was identical in both cases, and that
the first method using the RTI scheme was fast enough
for real-time application. The second implementation with
IPOPT is used to compare the closed-loop performance
of a suboptimal and an optimal solution technique. The
next section presents the numerical results of closed-loop
simulation experiments on a high-fidelity model of the A-
double LHVC in a realistic highway driving scenario.
4. SIMULATION EXPERIMENTS
In order to evaluate and illustrate the results in this work,
we simulate the controlled A-double combination situated
in a highway scenario. A high-fidelity two-track model
library developed by Volvo Trucks is used simulate the
“real” truck plant model dynamics. The model includes
detailed sub-models of the vehicle chassis, cab suspensions,
steering system, power train, and brakes. The frame tor-
sion flexibility of the tractor and semi-trailers is consid-
ered by using multiple frame bodies connected through
springs. The Magic Formula tire model, Pacejka (2006),
with combined slip, dynamic relaxation, and rolling re-
∆so,1 = 45m
s˙o,1 = 19m/s
Truck
s˙ = 23m/s
∆so,3 = 60m
s˙o,3 = 15m/s
∆so,2 = −25m
s˙o,2 = 23m/s
(a) Start of scenario, merge into highway from left and request lane
change. Obstacles are numbered.
Truck
s˙ = 20m/s
∆so,1 = 36m
s˙o,1 = 19m/s
∆so,3 = 35m
s˙o,3 = 15m/s
∆so,2 = −40m
s˙o,2 = 15m/s
(b) Lane change opportunity detected and initiated.
Truck
s˙ = 15m/s
∆so,1 = 30m
s˙o,1 = 15m/s
(c) Lane change is completed. Obstacles are renumbered.
Fig. 4. Main phases of the lane change scenario.
sistance, is used for all tires in the vehicle combination.
In this framework, control allocation has been used for
coordinating propulsion, braking and steering as described
in Laine (2007). The control allocation weighting for, e.g.
braking in-between axles, has been adapted to commercial
heavy vehicles (see Tagesson et al. (2009)). This simulation
model is much more accurate than the prediction model
used in the NMPC formulation and serves as a benchmark
for the performance assessment of the NMPC applied to a
realistic system.
The simulation experiments are executed in Simulink.
The control algorithms, written in C/C++, are interfaced
through a Matlab s-function. We consider full-state feed-
back control, i.e., the required knowledge of the vehicle, the
road and surrounding traffic is assumed to be available.
In the simulations the truck drives autonomously and the
presence of a driver in the loop is neglected.
The considered scenario is based on actual real-life con-
cerns that arise with the introduction of the longer truck
combinations. The scenario begins with the truck being in
the left lane of a highway in busy traffic. The controlled
vehicle can arrive there e.g., when two highways merge.
The truck needs to transition to a lane to the right in order
to take the next exit, but the size of the truck makes it
difficult to keep an overview of the situation. We consider
that a vehicle in the lane to the right is blocking the way
driving with the same speed as the truck. Another obstacle
in front of that vehicle drives significantly slower. Out of
courtesy, the vehicle to the right slows down early to make
space for the truck. In the truck its own lane, a vehicle in
front drives slightly slower thus the truck speed needs to
be adjusted while looking for a lane-change opportunity.
In order to move to the right lane, the controller must
recognize that the vehicle in the right lane keeps a gap. As
soon as the gap complies with the minimum requirements,
the truck needs to slow down to match the velocity of
the vehicles in the adjacent lane. Finally, it can transition
to the new lane and complete the merging maneuver. In
Fig. 4 three main phases of this scenario are depicted with
distance and velocity observations.
Fig. 5 presents several relevant signals from the closed-
loop simulation results in the introduced scenario. The
employed controller parameters are outlined in Section A.
We note that the legend entries d1, d4 and vx refer to
daf ΦΦ , d
dr Φ
Φ and v
ac Ac
Z x , respectively. The reference signals
(ref) to the NMPC controller are shown with virtual
measurements (meas) originating from the high-fidelity
model of the A-double combination. From Fig. 5b we can
observe that before the lane change the truck slows down
slightly to adapt to the velocity of the leading car. In
Fig. 5d we can observe that the main trade-off is between
tracking and comfortable driving. At around 21 seconds
a lane change opportunity is detected and immediately
the truck slows down to find the optimal distance to the
obstacles in the adjacent lane. The distance to surrounding
vehicles is the main contributor to the cost function of
the NLP. Fig. 5a illustrates the lane transition that a few
seconds later smoothly brings the truck to the right lane.
When the lane change is completed, the truck slows down
to track the velocity reference and to increase the gap with
the new leading vehicle.
Recall that the RTI scheme, implemented by ACADO, is a
suboptimal solution method. Since only one Newton step
is taken for an SQP in each control interval, we do not nec-
essarily achieve a local minimum of the NLP at all times.
Additionally, the Gauss-Newton Hessian approximation
employed for intermediate QPs is in general not ideal for
economic type cost functions such as our distance keeping
objective. In order to illustrate the effect of such a sub-
optimal strategy on the closed-loop performance, we show
a comparison with the total objective value of NLP during
the same scenario in Fig. 6a. In addition, the solution times
per control iteration are provided in Fig. 6b. From the evo-
lution of the total cost we can clearly observe a very similar
trend between the RTI scheme and IPOPT. The difference
between the two varies on the same order of magnitude as
the objective value. The state trajectories of the system,
not shown in this paper, are nearly identical as well. At the
same time we can see that the RTI scheme shows solution
times that are by a factor of 90 faster than IPOPT. This
illustrates well the main philosophy of suboptimal methods
for NMPC: it is not always necessary to have the optimal
control input available. Instead, it is important to achieve
real-time performance and to converge to a local optimum
with a high rate that allows intermediate SQP solutions
to be applied. Notice from Fig. 6b that our bound on the
computational time is not constant, since it depends on
the spatial control update frequency (i.e., the speed of the
truck).
The scenario described above considered a straight road.
We chose to present the results of this scenario for ease
of interpretation. The implemented control algorithms
however are entirely compatible with curved roads. The
solution times that are presented in this paper naturally
depend on many factors. The experiments were executed
on a notebook with a mobile Intel i5-4300M CPU and
16GB of RAM memory. In addition to the hardware
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(a) Distance to road geometry with the pre-optimized minimum jerk
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Fig. 5. Closed-loop simulation results for ACADO NMPC
with high-fidelity plant.
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(a) Evolution of the total objective value of both optimization
algorithms and the difference normalized with the cost from IPOPT.
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(b) Time consumed by the optimization, with the velocity depen-
dent bound for real-time performance indicated in red.
Fig. 6. Comparison of results for simulations with IPOPT
and ACADO.
specifications, the reader may take the following comments
under consideration:
• In the auto-generated RTI scheme from ACADO,
the intermediate QPs are condensed and solved with
an active-set QP solver. With short horizons this is
often the fastest strategy. However, with an increasing
horizon, sparsity exploiting QP solvers may become
a better alternative. The reader is referred to Frasch
et al. (2014) for more details on this issue.
• CasADi provides the option to perform code-generation
for the algorithmic differentiation employed for the
sensitivity information used in IPOPT. This can nat-
urally speed up computations significantly. This op-
tion is not taken into consideration for the presented
results.
• In both solution techniques we can parallelize certain
elements of the code, e.g., for the multiple-shooting
integration step. The computations for results pre-
sented in this paper are all serially executed.
5. CONCLUSIONS
In this paper we have shown that nonlinear MPC (NMPC)
is an appealing method for the trajectory generation of
driver assistance systems in long heavy vehicle combina-
tions (LHVCs). All necessary information, such as the
geometry of the road and models for the surrounding
traffic, can be represented in a natural framework using
optimization-based control. From simulation experiment
results we observed that real-time performance can be
attained for a nonlinear optimization problem. The posed
problem was to minimize a cost function that represents a
trade-off between driver comfort, reference tracking per-
formance, and distance keeping from surrounding traf-
fic. Simultaneously, constraints on the lateral accelera-
tion, states and controls were enforced. The real-time
performance was mainly attributed to the real-time iter-
ation (RTI) scheme and the auto-generated code by the
ACADO toolkit. The same problem was also implemented
and solved using the interior point NLP-solver IPOPT.
We created an interface to IPOPT using the symbolic
optimization framework CasADi, employing algorithmic
differentiation for all required sensitivity information. We
showed that similar closed-loop performance is achieved
for the optimal and sub-optimal solution strategies.
The optimal control problem (OCP) in this paper is formu-
lated with a nonlinear least-squares objective. This form
is necessary in order to use the generalized Gauss-Newton
algorithm in the SQP. Other types of cost functions and
solution strategies may be better suited for economic ob-
jective functions. Recent work by e.g., Quirynen et al.
(2014) present intermediate results to use an exact Hessian
in the RTI scheme. These developments are of interest
to online nonlinear trajectory generation techniques for
LHVCs. The presented control algorithms show that im-
plementation on physical systems is within reach. Future
work is aimed at online estimation of the vehicle dynamics,
and implementing disturbance estimation to reduce track-
ing errors due to model mismatch or external disturbances.
Additionally, modeling the behavior of surrounding traffic
is an open research question that needs to be addressed
in more detail. Finally, we ensured a stable closed-loop
response by choosing a long enough prediction horizon. We
envision guaranteeing recursive feasibility and stability by
softening constraints and including a terminal set in the
optimization.
The current real-time tractability of NMPC using the
RTI iteration scheme enabled us to execute experiments
with the presented algorithms in a motion simulator. This
served as a basis for a study on driver comfort aimed
at introducing truck drivers to future driver assistance
systems that has been performed in cooperation between
Volvo Group Truck Technology (VGTT) and the Swedish
National Road and Transport Research Institute (VTI) in
Gothenburg, Sweden.
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Appendix A. CONTROLLER PARAMETERS
The controller tuning parameters employed in the experi-
ments presented in this paper.
Symbol Value Symbol Value
Kd1 800 / 2 Kd4 400 / 2
Kvx 50 / 25 Kjx 50 / 2
Kjy 150 / 3 Kax 20 / 1.75
Kδ˙ 1 / 0.05 K∆so,k 5000 / 1.2
τo,1 1.5s τo,2 2.5s
τo,3 1.5s
