We present the PFix algorithm for the fixed point problem f ðxÞ ¼ x on a nonempty domain ½a; b; where dX1; a; bAR d ; and f is a Lipschitz continuous function with respect to the infinity norm, with constant qp1: The computed approximationx satisfies the residual criterion jj f ðxÞ Àxjj N pe; where e40: In general, the algorithm requires no more than We show that when qo1 the algorithm can also compute an approximationx satisfying the absolute criterion jjx À x Ã jj N pe; where x Ã is the unique fixed point of f : The complexity in this case resembles the complexity of the residual criterion problem, but with tolerance eð1 À qÞ instead of e: We show that when q41 the absolute criterion problem has infinite worst-case complexity when information consists of function evaluations. Finally, we report several numerical tests in which the actual number of evaluations is usually much smaller than the upper complexity bound. r
Introduction
The development of constructive algorithms for approximating fixed points started in the 1920s with Banach's simple iteration algorithm [2] . Several algorithms have been developed since then, including homotopy continuation, simplicial and Newton-type methods [1, 5, 6, 15, 22] . It has been shown [10] that for Lipschitz functions with constant q41 with respect to the infinity norm, the latter algorithms exhibit exponential complexity in the worst case (when computing e-residual solutionsx : jjx À f ðxÞjj N pe) and that the lower bound on the complexity is also exponential.
Fixed point problems with q ¼ 1 and qo1 but very close to one appear in many disciplines including economics, game theory (especially ergodic games), meromorphic functions, nonlinear differential equations and dynamical systems. In the study of dynamical systems with two degrees of freedom, such fixed point problems model conservative or dissipative systems depending on whether the mapping is area-preserving or area-contracting, respectively (see: [3, 4, [7] [8] [9] 11, 21] ). In the theory of dynamical systems, the fixed points are called ''periodic orbits'' of such mappings [20] . Fixed point problems with qo1 are very common in numerical computation (for nonlinear problems and large scale linear systems).
Several algorithms for approximating a fixed point a of a Lipschitz function that is contractive ðqo1Þ or nonexpanding ðq ¼ 1Þ with respect to the second norm have been developed [12, 18, 19] . For qo1 and large dimension d; the Banach simple iteration algorithm x iþ1 ¼ f ðx i Þ is optimal [14, 18] . It requires n ¼ Jlogð1=eÞ=logð1=qÞn function evaluations to computex such that jjx À ajj 2 pejjajj 2 : This number of evaluations is very large when q is close to one. In the univariate case a class of bisection-envelope algorithms is optimal with respect to various error criteria [18] . For moderate dimension d and q ¼ 1; the interior ellipsoid algorithm is optimal [12, 13] . This algorithm requires c Á d Á logð1=eÞ function evaluations to compute an e-residual approximationx : jjx À f ðxÞjj 2 pe: We stress that the worst-case complexity of computing an e-absolute approximationx : jjx À ajj 2 pe for q ¼ 1 is infinite [18] . This means that there exists no algorithm based on function evaluations that solves this problem for all functions in this class. For qo1 the interior ellipsoid algorithm [12] computesx : jjx À ajjpe within c Á dðlogð1=eÞ þ logð1=ð1 À qÞÞÞ function evaluations.
Our goal is to generalize the second norm results to the other practical case of the infinity norm. To this end we presented in [16, 17] a BEDFix algorithm for the bivariate case. This algorithm computes an e-residual solution for a bivariate function with qp1 in no more than 2Jlog 2 ð1=eÞn þ 1 function evaluations. We believe this to be an optimal lower bound on the worst-case complexity of the twodimensional problem. It is known [10] that a simple uniform grid search method can compute an e-residual solution for functions of dimension d42 in no more than Oðe Àd Þ function evaluations for any qX1: In this paper we present the PFix algorithm, which computes e-residual solutions for general dX1 and q ¼ 1: This algorithm improves on the exponential worst-case complexity of the grid search method, and converges when q ¼ 1 unlike the simple iteration method. For an arbitrary domain ½a; bDR d ; the algorithm requires no more than Þ; where r ¼ Jlog 2 ð1=eÞn; this bound is less than exponential in d and r: When qo1 the algorithm also computes e-absolute solutions when executed with error tolerance eð1 À qÞ; and is more efficient than simple iteration when q is close to 1. When q41 we show that the absolute criterion problem has infinite worst-case complexity when information consists of function evaluations. The PFix algorithm is recursive in that while it is solving for a d-dimensional function ðd41Þ; it repeatedly calls itself on the function restricted to a d À 1-dimensional subdomain. We stress that algorithms which are derived for the q ¼ 1 case, can also be much more efficient than the simple iteration for the case qo1; as demonstrated in our numerical tests. Such methods can be used to speed-up other iterative algorithms, like e.g. Newton's method, near the boundary of the region of convergence. In such cases Newton's method exhibits very slow linear convergence with contraction factor very close to one.
We do not know whether our derived upper bounds for PFix are sharp. We were not able to find testing functions that would result in the number of iterations close to the upper bound. By using the 2-dim BedFix algorithm in the interior loop we could improve the upper bound to be Oðlogð1=eÞ d=2 Þ; as e-0: We still do not know the optimal algorithm with a bound cdlogð1=eÞ with respect to the infinity norm.
We included in this paper a modification of the infinite complexity proof for the second norm and q ¼ 1 case, since we believed that it would also yield the same result for the infinity norm with q ¼ 1: Unfortunately, we were able to prove it only for the q41 case. This could also be proven by using the second norm worst-case functions f 1 and f 2 [18] and modifying the adaptive generation of function values on page 23, to become b Ã x þ ð1 À bÞ Ã f i ðxÞ; where b ¼ ðq À 1Þ=ð ffiffi ð p dÞ À 1Þ; i ¼ 1; 2; and where q41 is the Lipschitz constant in the infinity norm. We think that a modification to our proof technique will be able to show the same result for q ¼ 1: (2)), we present a proof that the number of required function component evaluations is bounded above by Bðd; rÞ Cðd; rÞ À Cðd À 1; rÞ þ 2ðCðd À 1; r þ 2Þ À Cðd À 2; r þ 2ÞÞ;
Problem formulation
here r Jlog 2 ð1=eÞn and the function C is defined for integers mX1 and d as
(where ð n k Þ n!=ðk!ðn À kÞ!Þ). To find an order bound for Bðd; rÞ we consider only the positive terms of (4) 
where x Ã is a fixed point of f ; when executed with error tolerance eð1 À qÞ: In the absolute criterion case with ½a; b ¼ ½0; 1 d and 0oeo0:5; every f AF d requires no more than Bðd; r q Þ function component evaluations, where r q Jlog 2 ð1=eÞ þ log 2 ð1=ð1 À qÞÞn: In addition we prove that for the class of functions that are Lipschitz continuous with constant q41; the absolute-criterion fixed point problem has infinite worst-case complexity when information consists of function evaluations. Finally, we report several numerical tests in which the actual number of evaluations is usually several orders of magnitude less than the given upper bound.
Throughout this paper, when we refer to a function as Lipschitz continuous we mean that it is Lipschitz continuous with constant 1, unless specified otherwise.
Definitions
We define an index set as an ordered set of positive integers fs 1 ; y; s k g such that s 1 o?os k ; and define the index set I d f1; y; dg for dimension dX1: We assume that subsets, intersections, and unions of index sets are also index sets. When 
Supporting theory
In this section we present theorems that will be used in the development of the algorithm.
Existence theorem
As we mentioned in Section 3, one of our goals is to show that a residual solution exists for every function in F e a;b : The following is a nonconstructive proof of this fact; the algorithm analysis in Section 5.2 will provide a constructive proof. 
Bisection theorem
We present a theorem that determines the locations of e-residual solutions in the univariate case. The theorem forms the basis for a method to compute a residual solution for a function in F e a;b ; similar to the bisection method for approximating a fixed point of a function in F a;b [18] . It is based on the observation that j f ðxÞ À x Ã jpjx À x Ã j for any fixed point x Ã of f and x in the domain of f : Proof. We obtain (i) as a result of Theorem 4.1.
We prove the first case of (ii); the second case is analogous. The Lipschitz continuity of
Suppose that c þ eR
We prove the first case (iii); the second case is analogous. The Lipschitz continuity of f yields j f ðcÞ À f ðaÞjpc À ape=2; so
Since f ðaÞXa À e; we have aAR We now apply (iii) to c 0 : To prove (v) we suppose that f ðcÞ ¼ c and take c 0 A½a; b such that jc 0 À cjpe=2:
The following lemma allows us to apply Theorem 4.2 to a multivariate function defined on a subset of its domain as if it were a univariate function. 
Recursive domain theorem
The basic operation of the algorithm is to follow a path of points that satisfy the residual criterion in components 1 through k ðkodÞ; in search of a point which also satisfies the residual criterion in component k þ 1: Given f AF ð f Þ and z kþ1 ¼ x kþ1 þ h: Assuming that h40 (the case ho0 is similar), we define P as the set of all points uAR d such that L fkþ2;y;dg ðuÞ ¼ L fkþ2;y;dg ðxÞ and jju À xjj ¼ u kþ1 À x kþ1 ph: We see that P is a k þ 1-dimensional pyramid with height h and apex x; and we define g as the function f limited to the intersection of the domain of f with the base of P: Fig. 1 illustrates a three-dimensional pyramid in 3-space trimmed by the unit cube. The following theorem can be applied to this situation by setting S ¼ f1; y; kg: It shows that g is in a function class which enables an algorithm execution on g to obtain a point satisfying the requirements for z: 
We choose iAS; since f AF e a;b ; we must have f i ðC S ðw; yÞÞA½a i À e; b i þ e: We assume for sake of contradiction that either 
The PFix algorithm
In this section we describe the PFix algorithm and determine its complexity.
Algorithm description
We list below the steps that the algorithm follows to computex satisfying jj f ðxÞ À xjjpe; i.e.,xAR Steps 2-6 constitute a univariate bisection loop. When d ¼ 1 this loop locates x satisfying j f ðxÞ Àxjpe; when d41 it is executed by recursive calls of depth d À 1:
1. If d41 then go to step 7, otherwise ðd ¼ 1Þ set x À :¼ a; and
and evaluate u :¼ f ðxÞ: If ju À xjpe then terminate with
pe=2; and u4x þ e then terminate withx :¼ b:
; otherwise go to step 2.
Steps 9-13 constitute a multivariate bisection loop which is executed when d41: This loop ensures that every evaluation point x satisfies j f i ðxÞ À x i jpe for i ¼ 1; y; d À 1; by recursively invoking the algorithm on f restricted to a d À 1-dimensional subset of D a;b : When the distance between successive evaluation points becomes sufficiently small, the loop is able to locate a pointx satisfying jj f ðxÞ Àxjjpe:
then terminate with the following value ofx: 
p2e then terminate withx :¼ x; otherwise go to step 9. Ã that is a residual solution in the first component along this line, it searches the base of a triangle whose apex is x Ã to find another such point. (We note that the part of the base that lies outside of the unit square does not need to be considered, hence the clipping of the triangle in Fig. 2 .) The algorithm proceeds in this manner, searching the bases of ever smaller triangles until it finds a point that is a residual solution in both components. considered.) The algorithm searches the bases of ever smaller pyramids until it finds a point that is a residual solution in all three components.
In more than three dimensions, PFix searches the bases of successively smaller hyperpyramids to find residual points. The analysis of Section 5.2 shows how PFix limits the part of a base that needs to be searched for a residual solution point, in such a way that the residual solution points converge to a point that is also a residual solution in the next component.
Convergence
The following theorem includes a constructive proof of Theorem 4.1. In addition to proving that a residual solution exists, it shows that the PFix algorithm as described in Section 5.1 converges to such a solution while satisfying the complexity bound (3). using no more than s function component evaluations.
Step 1: We set p :¼ 0 at the beginning of step 1.
The following statements are true at the end of step 1:
This is due to the fact that
Àp ðb À aÞ: This follows from setting p :¼ 0:
This is a result of Theorem 4.2(i).
We will prove in the analysis of step 4 that statements (ii)-(v) are true at the beginning of each execution of step 2.
Univariate bisection loop
Steps 2-6 constitute the univariate bisection loop.
Step 2: We set p :¼ p þ 1 at the beginning of step 2.
Step 2 sets x :¼ ðx þ þ x À Þ=2 and evaluates u :¼ f ðxÞ: If ju À xjpe thenx :¼ x satisfies statement (i) and the algorithm terminates. Otherwise the following statement holds:
(vi) ju À xj4e:
Step 3: In step 3, Theorem 4.2(iv) implies the following: If
In either casex :¼ x satisfies statement (i) and the algorithm terminates.
From statement (iii) and the fact that step 2 set
Àp ðb À aÞ: If b À ap2e then the algorithm terminates at step 3 when p ¼ 1; otherwise ðb À a42eÞ log 2 ððb À aÞ=eÞ41:
Àp ðb À aÞpe and the algorithm terminates at step 3. It follows that termination at step 3 implies that ppJmaxð1; log 2 ððb À aÞ=eÞÞn:
Step 4: As a result of statement (vi), either u4x þ e or uox À e:
Step 4 sets x À :¼ minðx þ ; ðx þ uÞ=2Þ in the first case, or x þ :¼ maxðx À ; ðx þ uÞ=2Þ in the second case. In the first case the following hold:
This is a result of Theorem 4.2(ii).
This is a result of statement (v).
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In the second case the following hold:
In either case the continuity of f shows that R
x :¼ x À satisfies statement (i) and the algorithm terminates. We suppose that step 2 will execute again within the current univariate bisection loop, and observe that x À and x þ will not change before then. Hence we prove the following statements, which show that statements (ii)-(v) will be true at the beginning of the next execution of step 2.
We determined in step 4 that x À px þ ; and the algorithm terminated in this step if
Àp ðb À aÞ: This follows from statement (ii), the fact that step 2 set
; and the fact that xox
ox as a result of the action of step 4.
This was proven in the analysis of step 4.
À is modified only if u4x þ e; in which case f ðx À ÞXx À ; similarly, x þ is modified only if uox À e; in which case f ðx þ Þpx þ :
Step 5:
Step 5 is not essential to the success of the univariate bisection, but can speed it up. By Theorem 4.
; and uox À e (so that f ðx þ Þpx þ by the analysis of step 4) then aAR
; and u4x þ e (so that f ðx À ÞXx À by the analysis of step 4) then bAR e a;b ð f Þ: In either case the algorithm terminates with a value ofx that satisfies statement (i).
Step 6: In step 6, if x À aa; x þ ab; and
, so the continuity of f implies that there exists a fixed point
Àp ðb À aÞpe and the algorithm terminates at step 6. It follows that termination at step 6 implies that ppJlog 2 ððb À aÞ=eÞn:
Success of the algorithm when d ¼ 1: All points of termination of the univariate bisection loop provide a value ofx satisfying statement (i). Statement (iii) and the conditions of steps 3 and 6 show that the univariate bisection loop terminates after no more than s function component evaluations.
The case d41: We next consider the case d41: As mentioned before, we assume that the hypothesis is true for dimension d À 1: We show that it is true for dimension d; i.e., the algorithm returnsx satisfying the statement (vii) jj f ðxÞ Àxjjpe using no more than nðd; sÞ function component evaluations.
Step
We consider the following cases in order to show that j f i ðxÞ Àx i jpe; hence jj f ðxÞ À xjjpe:
* If f i ðxÞA½a i ; b i then the right side of (9) becomes j f i ðxÞ À f i ðxÞj; so j f i ðxÞ Àx i jpe by (8) .
The range of f is D e a;b ; so f i ðxÞXa i À e and j f i ðxÞ À a i j ¼ j f i ðxÞ Àx i jpe:
Step 8 
We will prove in the analysis of steps 12 and 13 that statement (viii) is true at the beginning of each execution of step 9.
The algorithm terminates if
x À d ¼ x þ d ; i.e., if a d ¼ b d : Underthis condition the range of f d is ½a d À e; a d þ e; so x is automatically a residual solution of f in the dth component, andx :¼ x satisfies statement (
vii).
Multivariate bisection loop Steps 9-13 constitute the multivariate bisection loop.
Step 9: We set p :¼ p þ 1 at the beginning of step 9.
Step 9 evaluates We prove that the following statements are true at the beginning of the first execution of step 10 within the current multivariate bisection loop.
This is a result of statement (ix).
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This follows from statement (xi) and the fact that a d ob d (step 8).
(
We will prove in the analysis of steps 12 and 13 that statements (xi)-(xiii) are true at the beginning of each execution of step 10.
Step 10:
Step 10 sets
This is the only place in the multivariate bisection loop where x À and x þ are modified from the values assigned to them in step 8, so the following statements hold:
This follows from statement (x).
This follows from statement (xii). We prove that the following statements ((xvi)-(xix)) are true at the end of step 10. Statements (xvi)-(xviii) are consequences of statements (xi)-(xiii) and the fact that step 10 set either x À or x þ to x:
This follows from statement (viii) and the action of step 10.
Step 11: We perform the following analysis of step 11 when 
We define z À x and z þ x þ (resp. z À x À and z þ x). We define the function
We determine that f 0 AF Step 12: We perform the following analysis of step 12 when 
The algorithm recursively executes itself on g to obtain x Ã AR 
We have shown that xAR e;S a;b ð f Þ at this point, so that if step 9 is executed again within the current multivariate bisection loop, statement (viii) will be true at the beginning of its next execution.
We suppose that step 10 will be executed again within the current multivariate bisection loop. The analysis of step 12 proves the following statements, which show that statements (xi)-(xiii) will be true at the beginning of the next execution of step 10.
This follows from statements (xvi) and (xvii), and the fact that
Step 13: If we have arrived at step 13 then we know that x 
We now show that if 
We determine that f 0 AF 
Àp ðb d À a d Þp2e and the algorithm terminates at step 13. It follows that termination at step 13 implies that
For the remainder of the analysis of step 13 we assume that
We suppose that step 10 will be executed again within the current multivariate bisection loop. The analysis of step 13 proves the following statements, which show that statements (xi)-(xiii) will be true at the beginning of the next execution of step 10.
Success of the algorithm when d41: All points of termination of the multivariate bisection loop provide a value ofx satisfying statement (vii). Statement (xvii) and the conditions of steps 7, 11, and 13 show that the multivariate bisection loop terminates after no more than
The number of recursive calls executed during the loop does not exceed the number of evaluations of f d by more than one, so this number is bounded above by s: By our assumption, the number of function component evaluations performed by each recursive call is bounded by P dÀ1 i¼1 y i ; where y Jmaxð1; log 2 ðjjL S ðb À aÞjj=eÞÞn þ 1ps and S f1; y; d À 1g: Hence the total number of function component evaluations executed by the multivariate bisection loop is bounded above by
This concludes the proof of Theorem 5.1. &
Worst-case complexity of PFix
In this section we describe the worst-case complexity of the PFix algorithm for the residual criterion when the Lipschitz constant q ¼ 1; and for the absolute criterion when qo1: We also show that when q41; the absolute criterion problem has infinite worst-case complexity when information consists of function evaluations. For the case ½a; b ¼ ½0; 1 d and 0oeo0:5; Theorem B.1 provides a tighter worst-case complexity bound. In this case PFix computes a residual solution using no more than Bðd; rÞ function component evaluations, where B and r are defined in (4).
Absolute criterion, qo1
For a function f AF d satisfying (6) with 0oqo1; we show how to compute a fixed point approximationxAD d satisfying (7) . The Banach theorem shows that f has a unique fixed point x Ã : For every xAD d ;
Hence executing the algorithm with tolerance ð1 À qÞe yields the desiredx:
Absolute criterion, q41
We show that the problem of satisfying the absolute criterion (7) when q41 has infinite worst-case complexity in the class of algorithms whose information consists of arbitrary sequential function evaluations. Our proof is similar to the proof given for the 2-norm case in [18] , which also handles q ¼ 1: We assume that 0oeo0:5: It suffices to consider the case d ¼ 2: Suppose we have an adaptive sequence of n40 evaluation points in ½0; 1 2 ;
where f 1 ; y; f n are the function values that will be assigned at points x 1 ; y; x n : We define the class F q;2 of functions on ½0; 1 2 that are Lipschitz continuous with constant q: We will show that there exist two functions
Hence there exists no solution satisfying the absolute criterion for both f þ and f À : Infinite worst-case complexity follows from the fact that n40 is arbitrary. It suffices to consider the case 1oqoq 0 for some q 0 41; we take q 0 ¼ 2:
We choose a positive constant do2 Àðnþ1Þ ðq À 1Þ; set l 0 ¼ 0 and r 0 ¼ 1; and assign f i ; i ¼ 1; y; n; using the following steps.
1. Set i :¼ 1: Generate an arbitrary x 1 A½0; 1 2 :
; and go to step 7.
; and go to step 7. 6. Set l i :¼ l iÀ1 and r i :¼ r iÀ1 :
7. If i :¼ n then terminate, otherwise set i :¼ i þ 1; generate an arbitrary x i A½0; 1 2 ; and go to step 2.
At this point we know that r n À l n X2 Àn and that for i ¼ 1; y; n; x i 1 eðl n ; r n Þ and
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We define l l n ; r r n ; and m ðl þ rÞ=2; clearly do2
ad the function f À AF q;2 as
Figs. 4 and 5 illustrate the functions f
y; n; f þ has a unique fixed point at ðm; 0Þ; and f À has a unique fixed point at ðm; 1Þ: We easily see that f þ and f À map ½0; 1 2 into ½0; 1 2 : We show that f þ is Lipschitz continuous with constant q: We observe that if we divide a domain into closed convex subdomains with nonintersecting interiors, and a function is Lipschitz continuous with constant q on each subdomain, then it is Lipschitz continuous with constant q on the entire domain. Suppose we have u; vA½0; 1 2 : We consider f 
Hence f þ 1 is Lipschitz continuous with constant 1. We consider f
* If u; vAfx: l þ x 2 ðm À lÞpx 1 pmg (the case mpx 1 pr À x 2 ðr À mÞ is analogous) then since do2 Àðnþ1Þ ðq À 1Þ and m À l42
Finally we show that f À is Lipschitz continuous with constant q: For arbitrary
ARTICLE IN PRESS These results show that the actual number of evaluations performed is often many orders of magnitude less than the complexity bound. Fig. 8 they also apply to any function that happens to return zero for all evaluations performed by the algorithm. 
Here q is a Lipschitz constant ð0oqo1Þ and the PFix and SI methods compute solutions satisfying the absolute error criterion. The PFix method does so by using the error tolerance eð1 À qÞ as described in Section 5.3.2, while the SI method calls 
Future work
We expect to prove that the worst-case complexity of computing an e-absolute approximationx : jjx À ajj N pe for q ¼ 1 is infinite.
We believe that it is possible to improve PFix by replacing univariate bisection with the BEDFix algorithm [16] in the univariate bisection loop, and with the BEFix algorithm [17] in the multivariate bisection loop. These bivariate algorithms outperform PFix when d ¼ 2: We expect that this approach will achieve a complexity bound of Oðr Jd=2n =Jd=2n!Þ as r-N and OðJd=2n rþ1 =ðr þ 1Þ!Þ as d-N (here r Jlog 2 ð1=eÞn).
We continue to pursue a method for the residual case that has a complexity bound of the form cðdÞ log 2 ð1=eÞ; where cðdÞ is a polynomial of small degree in the ARTICLE IN PRESS dimension d: We expect to prove that the optimal worst-case complexity of the problem is d log 2 ð1=eÞ:
We are investigating the possibility of a quantum computer algorithm that will operate on d qubits and have worst-case complexity independent of the dimension (i.e., Oðlog 2 ð1=eÞÞ).
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sði; l; mÞ:
Given dX1 we assume inductively that the hypothesis is true for d: It follows that Proof. Clearly the hypothesis is true when dp0:
Cði; mÞ:
Given dX1 we assume inductively that the hypothesis is true for d: It follows that
Cði; mÞ: & Lemma A.3. For all integers d and for mX1; Cðd; mÞ ¼ sðd; 1; mÞ:
Proof. Clearly the hypothesis is true when do0; and d ¼ 0 implies that
Setting m ¼ 1 we see that for all d40; Proof. Clearly the hypothesis is true when dp0: 
d41 and jjb À ajj42e:
We observe the following important facts about the function U:
U is translation invariant, i.e., for every vAR d ; Uðd; a; bÞ ¼ Uðd; a þ v; b þ vÞ: This is evident from the fact that U depends only on d; e; and the components of b À a: U is positive. We see that rðÁ; ÁÞ40; d40; and d À 140 when d41; the positivity of U follows from a simple inductive argument. 
We now show that Nðd; a; bÞpUðd; a; bÞ for all permissible a; bAR d ; first considering the case d ¼ 1: The univariate bisection loop terminates by satisfying the conditions of step 3 or step 6, if by no other way. The analysis of these steps shows that p can be no greater than Jmaxð1; log 2 ððb À aÞ=eÞÞn at the end of the loop, so Nð1; a; bÞpUð1; a; bÞ:
For the case d41; we assume inductively that Nðd À 1; a; bÞpUðd À 1; a; bÞ for all permissible a; bAR dÀ1 : If jjb À ajjp2e then Nðd; a; bÞpd ¼ Uðd; a; bÞ due to the action of step 7, so we assume that jjb À ajj42e: We now examine the complexity of the various recursive calls. for dX1 and nonnegative integers j satisfying 2 Àj 42e: The fact that eo0:5 (hence rX2) implies that 0; y; r À 2 are the permissible values of j: We observe that Mðd; 0Þ ¼ Uðd; 0; ð1; y; 1ÞÞ; so we seek to prove that Mðd; 0ÞpBðd; rÞ:
From the definition of U we obtain Mð1; jÞ ¼ r À j ¼ p 0 ; so that Mð1; 0Þ ¼ ror þ 1 ¼ Cð1; rÞ À Cð0; rÞ þ 2Cð0; r þ 2Þ: When d41 we obtain from (13) Mðd; jÞ ¼ X rÀjÀ2 i¼0
Mðd À 1; i þ jÞ þ 2ðd À 1Þ þ r À j
Mðd À 1; r À iÞ þ 2ðd À 1Þ þ r À j:
We present a simpler expression for (14):
Mðd; jÞ ¼ sðd; 2; r À jÞ þ 2 X dÀ1 i¼0 ðd À iÞsði; 2; r À jÞ À 1:
We prove (15) using induction. We substitute d ¼ 2 into (15) and the definition of s to obtain
Mð2; jÞ ¼ sð2; 2; r À jÞ þ 2sð1; 2; r À jÞ þ 3
Mð1; r À iÞ þ 2 þ r À j;
which agrees with (14) . We now assume that (15) holds for some dX2 and all permissible j: From (14) we obtain This proves (15) . We set j ¼ 0 in (15) sði; 2; r þ 1Þ ¼ sðd À 1; 2; r þ 2Þ:
Substituting (17) into (16) 
