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The modeling and simulation of advanced engineering materials undergoing
mechanical loading requires accurate treatment of relevant microstructure features,
such as grain size and crystallographic texture, to determine the heterogeneous re-
sponse to deformation. However, many models constructed for this purpose are not
being fully realized in their predictive capability. Additionally, physics-based models
can be combined with bottom-up deductive mappings and top-down inductive deci-
sion paths to increase their utility in materials selection and optimization. However,
connecting these types of models or algorithms with experiments, rapid inverse prop-
erty/response estimates, and design decision-making via integrated workflows has yet
to become well-established for materials design and/or development. One material
system primed for this type of concurrent advancement is ↵ +   titanium alloys, be-
cause its resultant microstructure and mechanical properties are highly dependent on
material processing and composition.
This dissertation seeks to advance a materials design process for fatigue resis-
tance, strength, and elastic sti↵ness of Ti-6Al-4V through the advancement of various
computational tools, as well as the integration of simulation-based tools and high-
throughput experimental datasets. The microstructure-sensitive crystal plasticity
finite element method (CPFEM) is utilized to explicitly account for the grain struc-
ture and crystallographic texture of Ti-6Al-4V. To improve the predictive capability
of the CPFEM model, high throughput spherical indentation experimental datasets
are used for model calibration because of their ability to extract elastic and plastic
individual phase and grain properties from multiphase materials such as titanium al-
loys. The CPFEM can be used to capture the microstructure heterogeneity on fatigue
xxvii
crack driving forces, but these types of simulations are computationally expensive.
Instead, an explicit integration of the relevant constitutive relations in the CPFEM
model are combined with the materials knowledge system (MKS) approach for gener-
ating spatially local results of polycrystalline materials. These bottom-up simulation
methods provide macroscopic properties from microstructure-level model inputs. For
materials design, it is important to determine the inverse – microstructure-level infor-
mation from the macroscopic response – which is referred to as top-down modeling.
The Inductive Design Exploration Method (IDEM) o↵ers a systematic approach to
combining bottom-up simulations with top-down inductive design search. In this
dissertation, a generalized framework of the IDEM is implemented to assess multi-
objective design scenarios specific to the microstructure-sensitive datasets generated
in this work.
The general approach presented in this dissertation integrates CPFEM simula-
tions with experimental spherical indentation for model refinement and also com-
bines CPFEM with the MKS for computational-e cient generation of local quanti-
ties. These advancements are the basis for accelerated decision-support for materials
design exploration when merged with the IDEM. Although performed with ↵+  tita-
nium, individual elements of the framework can be applied to a variety of engineering
alloys for tasks such as extraction of model parameters from spherical indentation
experiments, coupling MKS with crystal plasticity constitutive relations, and per-





Throughout history, the advancement of technology has always been accompanied by
the discovery of new materials or new ways of processing materials. In ancient times,
the discovery of copper (8000 B.C.) signaled a transition from stone tools because of
its durability and versatility. The Industrial Revolution would not have been possible
without the development of Portland Cement (mid 18th century) or the carburization
of iron to yield carbon steel. In the modern era, advanced composites and specific
shape memory metal alloys were necessitated by the extreme design parameters of
NASA’s Space Shuttle program.
In recent years, initiatives like the Materials Genome Initiative (MGI) [1] have in-
creased enthusiasm for materials-based research because of the need for an increased
rate of materials development. This need is derived from the interdependent nature
of materials development and technological advances. It also originates from the re-
quirement for new materials development to address some of the major engineering
challenges facing future generations. The MGI discusses materials development from
a historical approach, detailing it as a linear process as shown in Figure 1.1. Addi-
tionally, the historical approach has been characterized by trial-and-error inquiries in
the discovery, development, and optimization phases. As such, the amount of time
required to go from discovery to deployment in the historical process can be up to 20
years. To decrease this amount of time, the MGI recommends a concurrent approach
that advances computational models, experimental tools, and digital data to aid in































Figure 1.1: The historical materials development continuum (adapted from [1]).
Metal alloys are one class of materials that can greatly benefit from the concur-
rent approach proposed by the MGI. However, many properties of metals, includ-
ing mechanical, magnetic, and electrical, are anisotropic. Polycrystalline metals ex-
hibit anisotropic behavior in single grains (microscale) and aggregates of many grains
(macroscale). Single crystals tend to deform under shear on preferred crystallographic
slip systems. For polycrystalline metals, anisotropic deformation occurs because each
grain will have a di↵erent orientation of its underlying crystal lattice. Addition-
ally, grain boundaries act as barriers to dislocation motion, further contributing to
the anisotropic behavior of polycrystalline metals. Therefore, any concurrent design
approach specific to metals requires proper treatment of their anisotropic nature.
Crystal plasticity (CP) modeling is one example of a simulation-based tool that
accounts for the anisotropic nature of metals and has the potential to increase the
rate of materials development [2–13]. Single crystal plasticity provides a local descrip-
tion of plastic deformation that can include treatments for dislocation motion (slip)
and deformation twinning. The slip directions and slip planes are explicitly defined
for dislocation motion. The activation of dislocation motion is modeled with phe-
nomenological or thermodynamically-based flow rules which relate the single crystal
stress-state to a plastic shear strain rate for each slip system. The compilation of the
plastic shear strain on all slip systems is directly related to the plastic strain for a
given material point.
Development of the crystal plasticity finite element method (CPFEM) combined
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the sophisticated deformation treatment of crystal plasticity with the finite element
method (FEM), which allowed for the extension of crystal plasticity modeling from
single crystal treatments to polycrystalline material representations. The CPFEM
treats each integration point in the finite element model as a single material point with
a specified orientation. The CP model dictates the stress-state of each element and
the FEM ensures equilibrium in the model. This treatment allows for the modeling
of polycrystalline metals with grains composed of many elements.
Another example of a simulation-based tool is the Materials Knowledge System
(MKS) [14–20]. The MKS is a data-driven, meta-model that applies digital signal pro-
cessing techniques to expedite the investigation of local connections between material
response and microstructural topologies [14]. The MKS is an algebraic series capa-
ble of predicting response fields on the micro-scale given some macro-scale averaged
loading or boundary conditions. For example, the MKS has been used to accurately
predict components of the local strain tensor in a polycrystalline material given the
digital microstructure and the applied boundary conditions [20] after calibration to
a series of FEM simulation results. The MKS can be performed at a fraction of the
computational cost of FEM once calibrated for a given material system.
CPFEM is a homogenization or bottom-up approach, wherein in provides macro-
scopic properties from microstructure-level model inputs. In contrast, the MKS is a
localization or top-down approach, predicting the microstructure-level response from
macroscopic model inputs. Both approaches are vital to materials design, but there
is also a need to apply the generated datasets to achieve specific product performance
requirements, some of which can require compromise between multiple objectives that
are often in conflict or competition with one another. Optimal solutions may exist,
but the uncertainties associated with model inputs and predictions motivate the de-
sire for determining robust solutions [21–23] that are insensitive to uncertainty. The
Inductive Design Exploration Method (IDEM) [23–26] o↵ers a systematic approach
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to combining bottom-up simulations with top-down inductive design search while
accounting for model uncertainty.
Although the development of new materials would certainly be beneficial for spe-
cific applications, the optimization of current material systems could also improve
performance or allow for their use in di↵erent applications. For example, ↵+   tita-
nium alloys are commonly used in the aerospace industry for their high strength-to-
weight ratio, fatigue resistance, and resistance to corrosion. They can result in a wide
range of microstructures and mechanical properties depending on the heat treatment
and thermomechanical processing routes, which make highly customizable depending
on the specific application of use. However, ↵+   titanium has an anisotropic defor-
mation response and many of the applications of titanium undergo fatigue loading,
the number of cycles to failure of which can be di cult to predict because of the
many possible microstructures of ↵ +   titanium alloys.
1.2 Problem Definition
The design or optimization of alloys (i.e., new processes, structures, and properties)
based on computational models is highly dependent on accurate model parameters,
three-dimensional digital microstructure representation, and computationally e cient
tools. One promising application of CPFEM simulations is their use in fatigue studies
to explore mechanisms of fatigue crack initiation in specific material systems [27–31].
The high-cycle fatigue (HCF) regime is characterized by large variability in the num-
ber of cycles to failure because of the heterogeneous, localized response of plastic
deformation from these loading conditions. The plastic deformation is spatially de-
pendent because of the microstructure, which can very depending on grain morphol-
ogy, texture, and the presence of discontinuities such inclusions, precipitates, or voids.
To capture the variability, a significant number of microstructure features are needed
to simulate the statistical variance in a specific material system.
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However, one of the limiting factors of widespread implementation of physics-based
models such as CPFEM for assessment of the variability of fatigue crack formation
is the high computational cost associated with their implementation. Representative
volume elements (RVEs) are intended to approximate the response of the overall
material microstructure by encompassing a volume that is large enough to achieve
statistical homogeneity in comparison with microstructure-specific features [32], but
they are computationally prohibitive due to their size. Instead, statistical volume
elements (SVEs) are commonly used, which are constructed such that their size is
su cient to sample microstructure features. While RVEs commonly provide accurate
macroscopic responses (e.g., elastic sti↵ness, yield strength, etc.), SVEs can vary
in their macroscopic response when compared to the true solution. It is therefore
necessary to sample many SVEs to generate an ensemble average that mimics the
RVE response. Each of the SVEs is then modeled with CPFEM and the results
are sampled. This not only requires much computational time including number of
processors, but the rate of generating results can also be limited by the number of
software licenses available for a given software package.
Recent work in the field of statistical continuum mechanics [33–38] has estab-
lished computationally e cient hierarchical structure-property evolution linkages for
multi-scale modeling of materials. The MKS [14–20] utilizes localization relation-
ships that capture accurately the microscale spatial distribution of a chosen response
field (e.g., strain, concentration, etc.) for a selected macroscale boundary condition
while also accounting for the spatial variability of the microstructure [14]. The ad-
vantage of the MKS or a similar localization technique is the ability to separate the
microstructure-sensitive modeling from FEM simulations, thus improving the com-
putational e ciency of the simulation workflow.
Another advantage of CPFEM simulations is the possibility of modeling multi-
ple distinct phases in a specific material system via spatial distribution in the finite
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element (FE) mesh. However, each phase requires unique model parameters to accu-
rately represent the deformation response. The determination of phase-specific model
parameters can be quite challenging for some material systems due to size limitations
of features in their native state. In many CPFEM studies [39–44], the macroscopic
stress-strain response is used to calibrate model parameters. Unfortunately, this can
minimize the apparent e↵ects of certain material systems or deformation phenomena,
thus providing minimal quantitative information to support a thorough investigation
of possible model treatment for a specific parameter.
Recent work in spherical nanoindentation (SNI) [45–47] has established a robust
method for determining phase-specific properties such as indentation modulus, yield,
and hardening. This method has the ability to provide single crystal-like responses
individual grains in a polycrystalline material. These types of datasets could be ex-
tremely useful in gaining significant quantitative information about specific deforma-
tion phenomena, which would allow for incremental improvements in the calibration
of crystal plasticity models.
Another deficiency of many crystal plasticity models is their lack of accounting for
slip transfer through grain boundaries [48]. Commonly referred to as slip transfer, the
transmission or restriction of dislocations motion across grain boundaries can have a
significant e↵ect on the overall strength of a material [49]. And although polycrys-
talline FE meshes can capture the distinct size and shape of grains, it is still extremely
di cult to model slip transfer within the CP model due to the specifics of its deploy-
ment. CPFEM simulations have also been used, as they are in this research, to model
homogenized multi-phase grains [39, 40, 42, 50] where the microstructure features are
too small to explicitly be represented in the FE mesh. However, these homogenized
regions could also benefit from more sophisticated treatment of quantifiable barriers
to dislocation motion such as grain boundaries.
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1.3 Research Directive
The research presented in this dissertation is part of a larger program directive that
involves other researchers spanning multiple disciplines. The overall goal of the NSF
GOALI research program is to couple material microstructure-level modeling and
simulation with processing, characterization, and property measurement protocols to
exploit recent advances in high throughput local property measurements and materi-
als data analytics to realize accelerated search, evaluation, and design exploration of
↵+  Ti alloys. This research goal focuses on three key underdeveloped technologies:
(i) Developing cost-e↵ective protocols for acquiring key 3D microstructure infor-
mation in ↵+   Ti alloys, performing necessary statistical analyses on the data
to objectively identify the salient microstructural features and their spatial dis-
tributions, and reconstructing an ensemble of instantiations representing the
material microstructure for evaluation of properties using multiscale modeling
techniques.
(ii) Developing strategies for coupling modeling and simulation (CP) with spherical
nanoindentation experiments within individual phases (↵ and  ) and in the
vicinity of ↵/  interfaces to quantify local threshold strength for dislocation
plasticity and slip transfer across interfaces.
(iii) Developing a rapid throughput scheme to estimate key structural design vari-
ables such as elastic sti↵ness, yield strength, and minimum fatigue life for a
broad range of polycrystalline low symmetry ↵+  Ti alloys using reduced-order
representations of structure-property-processing linkages mined from sophisti-
cated multiscale material models using modern data science approaches.
Towards these goals, this work is configured into four tasks:
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1. Characterization and quantification of microstructure with extraction and val-
idation of weighted statistical volume elements (WSVEs).
2. Development and validation of new data analyses protocols for estimating grain-
scale mechanical properties from spherical indentation on ↵ +   Ti alloys to
inform microstructure-sensitive crystal plasticity models.
3. Implementation of the MKS model for computationally e cient microstructure-
response estimates of polycrystals, informed by polycrystal plasticity simula-
tions.

































Task 1 Task 2
Task 3 Task 4
Figure 1.2: NSF GOALI project flowchart with items broken down into four key
tasks.
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Figure 1.2 presents the major components of each task and the connections among
those tasks. Task 1 encompasses the two main experimental components (microstruc-
ture characterization and indentation experiments) and the development of digital
microstructures classified as SVEs. Microstructure characterization includes the use
of EBSD to quantify grain morphology and texture information, both of which are
inputs for the generation of SVEs. Indentation experiments are performed for mul-
tiple indenter sizes (16 m, 100 m, and 6.35 mm) and multiple ↵ +   titanium
alloy microstructure features (↵-grain, colony grains, and multiple grains) to provide
datasets for multiple length scales. Task 2 is the calibration of the CPFEM model
with indentation experimental datasets and employing the refined model parameters
in CPFEM cyclic loading simulations of the SVEs developed in Task 1. Task 3 is the
use of the MKS to generate extreme value distributions of fatigue indicator parame-
ters (FIPs). The MKS uses the cyclic CPFEM simulations from Task 2 as an input
dataset to determine the influence coe cients. Task 4 uses the datasets generated in
Task 2 and Task 3 to assess multi-objective design scenarios with the IDEM. This
project combines experimental, computational, and data science approaches in the
advancement of materials research specific to ↵ +   titanium alloys.
1.4 Basic Scientific Questions to Answer
In this dissertation, multiple computational tools (e.g., CPFEM and IDEM) will be
employed to address various scientific aspects of the research directive presented in
Section 1.3. The specific questions addressed in this dissertation include:
⇧ What ↵ +   titanium alloy material parameters can be extracted from spheri-
cal indentation experimental datasets when compared with simulation results?
What are the important factors of constructing a FEM model su cient for
modeling spherical indentation? Do these factors di↵er for elastic deformation
versus elastic-plastic deformation?
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⇧ How can local quantities be calculated from CP constitutive relations with-
out CPFEM? Is it possible to replace CPFEM with MKS? How accurate are
these methods and is this accuracy su cient for CPFEM replacement? Are the
methods general in nature or are the applications problem-specific?
⇧ What types of datasets are required for utilizing microstructure-sensitive sim-
ulations with IDEM? How is uncertainty estimated for these types of datasets
and represented in IDEM?
⇧ What types of challenges are presented by attempting to explicitly model ↵/ 
interfaces in ↵ +   titanium alloys? Are previously determined slip transfer
relations su cient in capturing the potential for slip transfer among ↵ and  
phases? What types of experimental information are needed to advance CPFEM
models in regard to slip transfer?
1.5 Thesis Objectives
To develop basic scientific aspects of and in addition to aid the success of the larger
research project, this dissertation has four primary objectives:
(i) Develop FEM models of the SNI process to explore the coupling of CPFEM
simulations with similar experimental data for the ↵ and ↵+   phases of Ti-64
primarily for model parameter extraction, but additionally for model validity.
(ii) Extend CPFEM modeling and local deformation fatigue simulations results for
the MKS model calibration.
(iii) Utilize the IDEM with microstructure-sensitive simulation data for local (grain
level) and global (polycrystalline) properties/response to pursue robust material
designs for ranged sets of specified performance objectives.
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(iv) Explore the viability of concepts from existing slip transfer correlations with
regard to formulation of constitutive relations to address the behavior of slip
transfer across grain and phase boundaries in ↵ +   titanium alloys.
The CPFEM model used in this dissertation has been developed in previous works
[39, 40, 42–44, 50–57] for analyzing the various aspects of high-cycle fatigue of Ti-64,
but the model has always been calibrated to the macroscopic stress-strain response
of polycrystalline specimens. This dissertation explores the assumptions made when
calibrating to macroscopic datasets and attempts to refine the model parameters
with individual phase/grain spherical indentation experimental data. Indentation
experiments typically display results in force-displacement, but the use of spherical
indentation allows for the determination of indentation stress-strain (ISS) plots. It is
imperative to develop a FEM model that demonstrates convergence when calculating
indentation stress and strain from simulations.
Second, CPFEM simulations and the current fatigue modeling scheme is extended
to use the computationally e cient MKS for the examination of multiple textures and
loading directions. The MKS is used to extract the total strain tensor from anisotropic
elastic FEM simulations and an explicit integration scheme of the relevant constitutive
relations from CPFEM was formulated to determine the local plastic strain fields from
the local strain fields provided by the MKS. Extreme value distributions of FIPs are
constructed for each texture and loading direction, in addition to directional elastic
sti↵ness and yield strength values.
Third, the primary reason for updating the current constitutive relations, ob-
taining refined model parameters, and developing computationally-e cient methods
of data generation is to demonstrate the exploration of various Ti-64 textures and
inform material selection/optimization procedures for given design scenarios. The
microstructure-sensitive FIP, directional elastic sti↵ness, and yield strength datasets
are used as input for the IDEM. Various design scenarios are presented and robust
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solutions are determined for given textures and loading directions.
Finally, correctly accounting for dislocation motion across grain and phase bound-
aries is of high importance for microstructure-sensitive modeling. Studies into slip
transfer [58, 59] have demonstrated the di culty of incorporating such phenomena
into computational models, but there is still room for improvement to the first-order
estimations currently employed in the CPFEM model. This objective applies various
slip transfer relations to the ↵/  interface specific to ↵+  titanium alloys to perform
an analysis of the boundary and the relationship between the available slip systems.
Additionally, updated constitutive relations are presented that account for the ↵/ 
and are discussed in the context of the current CPFEM implementation.
1.6 Significance of Research
Enhancing or even supplanting experimental techniques with computational tools
requires not only confidence in model outputs, but also an exemplary understanding
of model assumptions and limitations. More importantly, computational e ciency
must move to the forefront in priority for research codes to shift towards being design
codes. But, their robust nature must be kept intact during this evolution.
The significance of this research spans multiple domains, with the common focus
of improving computational tools for extension to rapid decision making in material
design and optimization. The significance of this research includes:
⇧ The coupling of CPFEM simulations of the SNI process with experiments (con-
ducted by a collaborator) for parameter extraction and evaluation of model
validity and form for individual phase and interface properties/responses.
⇧ The development of constitutive relations that account for the slip resistance
associated with the presence of the ↵/  interface.
⇧ The extension of the CPFEM model and fatigue simulation results for MKS
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model calibration.
⇧ The application of IDEM to CPFEM and accelerated MKS-generated datasets
for both local (grain level) and global (polycrystalline) properties/responses to
pursue robust material designs for ranged sets of specified performance objec-
tives.
1.7 Thesis Structure
This dissertation is organized as follows. Chapter 2 provides background informa-
tion for Ti-64, crystal plasticity finite element method, spherical indentation theory,
fatigue indicator parameters, and the inductive design exploration method (IDEM).
The research results in this thesis are subdivided into four categories: FEM sim-
ulations of spherical indentation (Chapter 3), CPFEM simulations of spherical in-
dentation (Chapter 4), CPFEM extension to fatigue simulations (Chapter 5), the
inductive design exploration method applied to Ti-64 (Chapter 6), and CPFEM slip
transfer criteria specific to ↵+   titanium alloys (Chapter 7). Each of these chapters
is organized with an introduction, methodology, discussion/results, and summary sec-
tions. They are organized in this manner because each chapter represents a submitted
journal article or manuscript in preparation.
Finally, Chapter 8 summarizes the significant findings of this dissertation and the
overall contributions of this research as a whole. Important conclusions and a short
summary of each chapter is provided along with potential future work extensions for
each chapter. Last, there is a brief discussion about future research directions that





Chapter 2 reviews multiple topics that are prevalent throughout this dissertation,
including titanium alloys and specifically Ti-6Al-4V (Section 2.2), crystal plasticity
and its extension to Ti-6Al-4V (Section 2.3), the fatigue of metals with an emphasis
on fatigue crack nucleation in Ti-6Al-4V (Section 2.4), indentation with an emphasis
on spherical indentation (Section 2.5), slip transfer across grain boundaries (Section
2.6), and finally the inductive design exploration method (Section 2.7).
2.2 Titanium and its Alloys
Titanium alloys play an integral role in the aerospace industry for applications such
as airframes and aeroengines because of their high strength-to-weight ratio, fatigue
resistance, and resistance to corrosion. Titanium alloys have also been widely used
in biomedical applications (e.g. fabrication of implants) because of their biocompat-
ibility, while the automotive industry has employed titanium for weight savings in
higher-end vehicles.
At 882 C, pure titanium undergoes an allotropic phase transformation from hexag-
onal close-packed (HCP) crystal structure to body-centered cubic (BCC) crystal
structure [60]. Some alloying elements (e.g. Al, O) added to pure titanium cause
the transformation temperature of the resultant alloy to increase; these elements are
known as ↵ stabilizers. Other alloying elements (e.g. V, Mo) decrease the transforma-
tion temperature and they are known as   stabilizers. There are also a few alloying
elements (Sn, Zr) that have very little e↵ect on the transformation temperature of
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the resultant alloy and are thought of as ↵ stabilizers as well. The use of ↵ and  
also extends to the naming convention of titanium alloys.
In general, titanium alloys can be categorized as ↵ or near ↵, ↵+ , or   alloys [61].
The ↵ +   titanium alloys, such as Ti-6Al-4V, contain a combination of ↵- and  -
phases, which result in a wide range of microstructures and mechanical properties
depending on the heat treatment and thermomechanical processing routes. Specifi-
cally, the microstructure can range from bimodal, meaning a combination of ↵-grains
and  -grains with embedded ↵-laths, to fully lamellar.
The c/a ratio of ↵-titanium is 1.587 and the room temperature lattice parameters
a and c for the HCP unit cell are 0.295 nm and 0.468 nm, respectively. This c/a ratio
is less than the ideal ratio of 1.633 for the HCP crystal structure, which can have an
e↵ect on the types of active slip systems if the material is undergoing deformation
twinning. The unit cell of the BCC   phase has has side length of 0.332 nm at 900 C.
The elastic properties of ↵-titanium are anisotropic due to the nature of the HCP
crystal structure. The elastic modulus of ↵-titanium is largest when loaded parallel
to the c-axis and lowest when loaded perpendicular to the c-axis.
Titanium has a density of 4.50 g/cm3, which makes it less dense than iron (7.9
g/cm3), but more dense than aluminum (2.7 g/cm3) and magnesium (1.7 g/cm3).
However, titanium has a much higher yield strength than aluminum and magnesium
and a similar yield strength as iron [60]. Titanium has the second highest strength-
to-weight ratio (Mg is higher), which is one of the reasons it is quite advantageous
for applications that place a high priority on weight-savings.
2.2.1 Phases of Ti-6Al-4V
Ti-6Al-4V (Ti-64) is one of the more commonly used titanium alloys because of its
balance of strength, ductility, fatigue, and fracture properties [60], which is mainly
due to its balance of ↵ and   stabilizers (Al and V, respectively). Ti-64 made up
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approximately 56% of the titanium market in the United States in 1998 [60]. A
representative chemical composition for Ti-64 is shown in Table 2.1 [62].
Table 2.1: Chemical composition of Ti-6Al-4V, wt.% [62]
Al V Fe O C N H Other Ti
5.5-6.75 3.5-4.5 0.40 0.20 0.080 0.030 0.15 0.30 Bal
In terms of deformation modes, HCP crystal structures are made up of four types
of slip families: are basal slip {0001} h112̄0i, prismatic slip {101̄0} h112̄0i, hai pyra-
midal slip {101̄1} h112̄0i, and ha + ci pyramidal slip {101̄0} h112̄3i. These slip planes
























Figure 2.1: Schematic of (a) basal and prismatic slip plane and associated slip di-
rections along with (b) hai pyramidal and ha + ci pyramidal slip plane and associated
slip directions.
In titanium and its alloys, prismatic slip has the smallest critical resolved shear
stress (CRSS), followed by basal slip and then the pyramidal slip families. Deforma-
tion twinning can also be present in Ti alloys, but their presence is severely diminished
at room temperature with an Al content above 6% [63]. In general, the BCC crystal
structure has up to 48 slip systems, but it is common to only consider the twelve
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{110} h111i and twelve {112} h111i slip systems. BCC crystal structures also have
twenty-four {123} h111i slip systems, but they can be very di cult to activate.
Ti-64 is made up of an ↵ matrix that is combined with   grains [64]. The lamel-
lar colonies are formed during cooling and are also related to the -matrix, meaning
there is a Burgers orientation relation (BOR) that relates the HCP and BCC crystal
orientations. The BOR follows:
(110)  k (0001)↵ & [11̄1]  k [112̄0]↵ , (2.1)
which was originally determined for zirconium [65] and then later confirmed for tita-
nium [66]. In general, there are 12 possible HCP variants for a single BCC crystal [60],
but typically only one of them is present in the duplex microstructure. A graphical















Figure 2.2: Schematic representation of the crystallographic relationship between
↵ and   phase in colony grains (adapted from [60]).
In addition to ↵+  colonies, which can a↵ect the material response due to bound-
ary hardening and strengthening because of a high dislocation density, the   phase
can also be hardened by secondary ↵ which forms as precipitates inside the   lamel-
lae [60]. This feature is not considered in this work.
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2.3 Crystal Plasticity Finite Element Model for Ti-6Al-4V
To model the complex behavior of the ↵ +   Ti-64, a fully three-dimensional com-
putational crystal plasticity finite element method (CPFEM) model is used in this
work. The crystal plasticity model follows from previous titanium-specific work
[39, 40, 42–44,50–57], starting with computational fatigue studies for bi-modal ↵ +  
titanium that employed a two-dimensional CPFEM model [51, 52]. This model was
extended to a three-dimensional CPFEM formulation [39, 53, 54] and subsequently
modified to capture strain rate sensitivity in the model for complex loading histo-
ries [40,56], to examine slip band evolution in HCF [41], to determine extreme value
distributions related to FIPs [42,67], and to explore the impact of various ↵+   tex-
tures on the resultant FIP distributions [43,44,50]. The Ti-64 constitutive model is a
rate-dependent, microstructure-sensitive model used to capture the first order e↵ects
on the macroscopic stress-strain response due to primary-↵ grains and ↵ +   colony
grains. As discussed in the previous section, the microstructure has a significant e↵ect
on the fatigue response of titanium and its alloys.
The development of the crystal plasticity theory has occurred over the last 50
years, with significant work being done by many authors [2–13]. However, simula-
tions have only been mainstream for approximately the last 25 years, enabled by
the increase in computational power. The first crystal plasticity simulation included
two slip systems and was performed in 1982 [68] while the first three-dimensional
simulations were performed in 1991 [69,70].
For the introduction of crystal plasticity theory, it is important to start with
the kinematic description of the elastic-plastic deformation of single crystals based
on large strain theory to connect dislocation slip along crystallographic slip planes
to the micromechanical behavior of a deforming single crystal or an aggregate of
crystals [67].
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2.3.1 Kinematics of Crystalline Deformation
Consider a body composed of material points, each with an initial (reference) position
x at time t
0
. At a time t > t
0
, the current position of the material point is X. The
deformation gradient, F, is defined as the a di↵erential line segment mapping the
reference configuration to the current configuration, i.e.
dx = F · dX . (2.2)
For large strain based crystal plasticity, the total deformation gradient can be
decomposed into elastic (Fe) and plastic parts (Fp). The total deformation gradient
is then written as a multiplicative elastic-plastic decomposition of the form
F = Fe · Fp . (2.3)
The mathematical decomposition of the total deformation gradient separates the
specific mechanisms of deformation into two separate categories. The rigid body
rotation and elastic stretching of the lattice is described with Fe, while the disloca-
tion motion through the lattice along the various slip planes is captured with Fp.
This decomposition is a mathematical construct proposed by [71] for dislocated crys-
tals and [3] for macroscale plasticity models. Note that det (Fp) = 1 due to plastic
incompressibility. In reality, all deformation modes occur simultaneously. This de-
composition is shown schematically in Figure 2.3. The slip direction unit vector, s(⇠),
for the ⇠th slip system is mapped from the intermediate to the current configuration
by
s(⇠) = Fe · s(⇠)
0
, (2.4)
and the slip plane normal unit vector, n(⇠), in the current configuration is mapped




· (Fe) 1 . (2.5)
This mapping ensures orthogonality between the slip plane normal and slip direction
unit vectors, which can be shown by
n(⇠) · s(⇠) = n(⇠)
0






















Figure 2.3: Schematic representation of the elastic and plastic deformation gradients
in a crystalline solid [3, 71].
The velocity gradient in the current configuration, L, is defined as
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L = Ḟ · (F) 1 (2.7)
and can be decomposed into elastic and plastic portions by
L = Ḟ · (F) 1 = Ḟe · Fe + Fe · Ḟp · (Fp) 1 · (Fe) 1 . (2.8)
The velocity gradient can also be written as
L = D+W , (2.9)
where D is the symmetric rate of deformation tensor and W is the anti-symmetric
rate of spin tensor. The rate of deformation and rate of spin tensors can also be
decomposed into elastic and plastic portions, i.e.
D = De +Dp ,W = We +Wp . (2.10)













= Ḟp · (Fp) 1 (2.11)
where Lp
0
is the plastic velocity gradient in the intermediate configuration. The elas-
tic deformation gradient can also be found given the total and plastic deformation
gradient, i.e.
Fe = Fp · F 1 . (2.12)





(Fe)T · Fe   I
i
. (2.13)








is the fourth-order elastic sti↵ness tensor in the intermediate configuration.
Note that Ee and  PK2 are also defined in terms of the intermediate configuration.
The Cauchy stress,  , can be found by mapping the second Piola-Kirchho↵ stress to





Fe ·  PK2 · (Fe)T
i
(2.15)
The resolved shear stress, ⌧ , resides in the intermediate configuration and is therefore
calculated from the second Piola-Kirchho↵. The resolved shear stress on each slip
system, ⌧ (⇠), is








The fourth-order elastic sti↵ness tensor in the crystal coordinate system can be
related to the fourth-order elastic sti↵ness tensor in the sample coordinate system
according to
Cs = R⌦R : Cc : RT ⌦RT (2.17)
where R is an orthonormal rotation matrix that takes the base vectors from the
crystal coordinate system to the sample reference coordinate system. It is common
practice to define rotation matrices in terms of multiple angles. In this case, the Euler
angles are three successive rotations performed to transform the sample orientation to
the crystal orientation. There are many di↵erent conventions for Euler angles, with
the most common convention formulated by Bunge [72,73]. The Bunge rotations are





















the rotation between the sample and crystal axes (adapted from [74]).
1. Rotate about the z-axis by angle  
1
, transforming the x-direction into x0 and
the y-direction into y0.
2. Rotate about the x0-axis by angle  , transforming the z-direction into Z and
the y0-direction into y00.
3. Rotate about the Z-axis by angle  
2
, transforming the x0-direction into X and





are Euler angles in Bunge notation. Analytically, the three








































































= g 2 · g  · g 1 (2.21)





































































Note that this definition above transforms from sample orientation to crystal orien-
tation, therefore gT would transform from crystal to sample orientation.
24
2.3.2 Kinetics of Crystalline Deformation
2.3.2.1 Introduction to Flow Rules
Two types of flow rules [50] have been used previously for crystal plasticity modeling
of titanium and its alloys: (i) the Power Law Flow Rule and (ii) the Kocks Activation
Enthalpy Flow Rule. The advancement of crystal plasticity has occurred mainly with
















where  ̇(⇠) is the shearing rate on the ⇠ slip system,  ̇
0
is the reference rate of shearing,
⌧ (⇠) is the resolved shear stress, ⌧ (⇠)CRSS is the slip system deformation resistance, and
n is the rate sensitivity parameter. The rate independent limit occurs as n ! 1.
With this formulation, every slip system is defined as active unless the resolved shear
stress is exactly zero. This category of flow rule is defined as visco-plastic. The sgn





 1 if x < 0
0 if x = 0
1 if x > 0
. (2.24)
Advances in constitutive modeling led to a physically motivated constitutive func-
tion based on the thermally activated theory for plastic flow [75–78], commonly re-
ferred to as the Kocks Activation Enthalpy Flow Rule [76]. The kinetic equation for
the shearing rates of each slip system allows them to not be active unless the e↵ective
shear stress is larger than some critical value. This category of flow rule is defined as
elastic visco-plastic, and represents plastic flow in the thermally activated regime.
Although the ideal shear strength (displacement of one plane of atoms relevant
to another) of a material can be quite high (> 1 GPa), a stress which is typically a
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fraction of the ideal shear strength is required to initiate plastic deformation. The
motion of dislocations is limited by obstacles in the surrounding material; dislocation
motion is a kinetic process, described by the Orowan equation [79], which states, for
the ⇠th slip system,
 ̇(⇠) = ⇢(⇠)m b⌫
(⇠) , (2.25)
where ⇢m is the mobile dislocation density, b is the magnitude of the Burger’s vector,
and ⌫ is the average dislocation glide velocity. Obstacles for dislocations fall into
two categories: (i) discrete obstacles which are bypassed individually by a moving
dislocation or cut by it and (ii) extended, di↵use barriers to dislocation motion which













is the jump frequency,  G is the change in Gibbs free energy of activation
for the cutting or bypassing of an obstacle, k is the Boltzmann constant, T is the
temperature, and   is a dimensionless constant. The relation for the change in Gibbs
free energy is dependent on the distribution of obstacles and the corresponding pattern









where ⌧ is the resolved shear stress (commonly referred to as the applied stress),   is
the back stress,  is the threshold stress, D is the drag stress,  F is the activation
energy required to overcome the obstacles to slip without the aid of an applied shear
stress, and p and q are model parameters that attempt to reflect the ”shape” of the
many-body obstacle bypass process [75, 76]. The Kocks Activation Enthalpy Flow
















⌧ (⇠)    (⇠)
 
(2.28)







  ⌧ (⇠)    (⇠)
    (⇠)  0
 ̇(⇠) if
  ⌧ (⇠)    (⇠)
    (⇠) > 0
. (2.29)
As an example of typical values for this particular flow rule,  ̇
0
can range between
106 to 1010 (1 ⇥ 107 s 1 for Mg [80]), p from 0 to 1 [76], and q from 1 to 2 [76].
Representative values for  F and possible sources are in Table 2.2 [78], in addition
to the general range of 0.05µb3   F  2.0µb3 [81].
Table 2.2: Characteristics of Obstacles [78]
Obstacle Strength  F Example
Strong 2.0Gb3 Dispersions; large/strong precipitates
Medium 0.2Gb3   1.0Gb3 Forest dislocations; small/weak precipitates
Weak < 0.2Gb3 Lattice resistance; solution hardening
The introduction of both of the flow rules (Equations (2.23) and (2.29)) is helpful
in displaying the types of information needed to define dislocation motion for various
slip systems and crystal structures. For example, the resolved shear stress value
in Equation (2.23) might be a single value for FCC material where all of the slip
systems are of the same family (i.e.{111} h1̄10i), but this is not the case for BCC or
HCP materials, which have multiple slip families that each have a distinct critical
resolved shear stress. In later chapters, more detail will be provided about the flow
rule used in this work as well as each of the constitutive relations.
2.3.2.2 Flow Rule and Evolution Equations for Ti-6Al-4V















is the reference shearing rate, ⌧ (⇠) is the resolved shear stress,  (⇠) is the back
stress, (⇠) is the threshold stress, D(⇠) is the drag stress, and M is the inverse strain-
rate sensitivity exponent. The back stress represents the kinematic hardening of the
⇠th slip system. As defined by Prager [82], the back stress accounts for the translation
of the yield surface during the process of plastic loading. These e↵ects lead to a depen-
dence of reverse yielding on pre-strain in the forward direction. McDowell [83] o↵ers
several physical origins of back stress in polycrystalline metals: (i) di↵erential yield-
ing among grains with hard and soft orientations, (ii) pile-ups of dislocations against
hard boundaries (e.g. grain boundaries), (iii) di↵erential resistance to slip in forward
or reverse directions in certain systems by virtue of irreversible pinning mechanisms
in the presence of planar dislocation structures in second phases (or Taylor lattices),
and (iv) distribution of short range barriers to thermally activated dislocation mo-
tion and anelastic bowing of dislocations. The back stress term is represented by a
self-hardening form of the Armstrong-Frederick direct hardening/dynamic recovery
relation and takes the form
 ̇(⇠) = h ̇(⇠)   hD (⇠)
   ̇(⇠)
   , (2.31)
where h and hD are the direct hardening and dynamic recovery coe cients, respec-
tively. The back stress values for ↵-titanium are generally very low, on the order of
5-10 MPa. Clear and concise definitions for the threshold stress and drag stress can
be found in the literature [81, 84]. In some models, the threshold stress represents
the long range (non-thermally activated) obstacles and the drag stress represents the
short range (thermally activated) obstacles. However, due to the construction of the
constitutive model, the threshold stress (located in the numerator) is an evolving
term while the drag stress is held constant throughout deformation. Therefore, for
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the purposes of this constitutive model, the drag stress represents the Peierls resis-
tance and the threshold stress represents all other remaining obstacles to dislocation
motion.
The threshold stress represents the isotropic hardening of the ⇠th slip system.
Isotropic hardening grows the yield surface (in all directions) when the material is
plastically deformed. In this model, the threshold stress accounts for a Hall-Petch
strength term and a softening term due to breakdown of short-range order. The




+ (⇠)s , (2.32)
where, y is the Hall-Petch slope, d is the man slip distance in the ↵-phase (primary
or secondary), and (⇠)s is a softening parameter. The evolution of the threshold stress
is governed solely by the softening term (µ is the softening rate coe cient), which
follows a dynamic recovery law and takes the form
̇(⇠) = ̇(⇠)s =  µs
   ̇(⇠)
   . (2.33)
The drag stress also represents the isotropic hardening of the ⇠th slip system, but
does not evolve (i.e., Ḋ(⇠) = 0) and represents just the Peierls resistance, which can be
approximated as the di↵erence in between the CRSS (⌧CRSS) and the initial threshold
stress [41], i.e.




It is a common assumption in the literature that ↵+   titanium is stronger than
↵ titanium and the ↵/  interface is one of the main contributors to the increase in
strength [85]. Currently, the constitutive relations assume an increase in basal and




[41]. Additionally, the diameter used in the threshold stress (Equation (4.8)) is as-
sumed to be the ↵-lath spacing for the hard orientations in the colony grains. Finally,
the CPFEM model does not di↵erentiate between the primary-↵ and ↵ +   colony
grains in terms of elastic sti↵ness. This coarse assumption is based on comparing with
experimental information on cyclic stress-strain response at the macroscale rather
than at the scale of individual phases. However, the elastic constants for ↵ +   Ti-
6242 have been found to be extremely close to the elastic constants for the ↵-phase
of the same material [86].
Single crystal elastic constants for ↵-titanium are assigned to all grains in the
polycrystal [43]; the ↵+  colonies are predominantly composed of ↵ laths. The crystal
plasticity formulation is coded into an Abaqus/Standard [87] via a User MATerial
subroutine (UMAT) [88]; the numerical integration scheme is similar to that of fully
implicit method [89].
2.3.3 Implementation of CPFEM
Given the kinematics and kinetics of crystal plasticity provided in Sections 2.3.1 and
2.3.2, respectively, there are also some necessary details to understand for the proper
implementation of CPFEM. In this work, Abaqus/Standard is used in conjunction
with a User Material Subroutine (UMAT) to deploy CPFEM.
This interplay between Abaqus at the UMAT is shown in Figure 2.5. The finite
element solver applies the loading conditions and boundary conditions for the digital
specimen which are then determined for each integration point. Abaqus/Standard
then passes the total deformation gradient for an updated time increment to the
UMAT. The UMAT performs an implicit integration scheme to determine the stress
and the Jacobian matrix (tangent sti↵ness matrix). The UMAT also updates the
internal state variables needed to track the deformation history at a given integration
point. Then the UMAT passes this information back to Abaqus and the process is
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Figure 2.5: The interaction of Abaqus and the UMAT (adapted from [90])
When all of the updated local stresses and Jacobian matrices have been estimated,
the finite element solver then determines if the model is in equilibrium. If the equilib-
rium criteria have been met, the solution is accepted for that specific time increment
and the time is further increased and the process repeated. If the equilibrium cri-
teria are not met, typically the finite element solver will reduce the time step and
recalculate the stress and Jacobian matrix for each integration point.
As previously stated, this CPFEM UMAT performs an implicit integration scheme
[90] that is similar to that of Cuitino and Ortiz [89]. The semi-implicit integration
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scheme is detailed in Appendix A of Przybyla’s Ph.D. thesis [67], but it might aid
the reader to gain some perspective on the connection between the kinematics and










Figure 2.6: Flowchart for the modified implicit integration algorithm based on
Cuitino and Ortiz [89] and altered by McGinty [90] (adapted from [91]).
The objective of the semi-implicit integration scheme is to determine values for
the independent variables at the end of the time step. Therefore, the current value
of the slip rates are estimated with a Newton-Raphson iterative technique and the
other independent variables are estimated from the updated slip rates. The Newton-
Raphson iterative technique set the flow rule equal to zero and approximates the value
of  ̇(⇠) as a Taylor series expansion about the slip rates from the previous estimate.
This procedure is shown in flowchart form in Figure 2.6. The main feature is the
comparison of slip rates values and iterative updating until their di↵erence is within
an acceptable tolerance value.
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2.4 Fatigue of Metals
Fatigue crack nucleation and fatigue crack growth are governed by di↵erent damage
processes and have been described by various classification schemes. One classifi-
cation scheme commonly referenced in the literature defines two regimes of crack
formation and early growth, Stage I and Stage II [92]. Stage I is the combination
of crystallographic crack nucleation and microstructurally small crack growth and is
governed by the activity of localized crystallographic slip, particularly on a single slip
system. Stage II cracks growth is characterized by dislocation slip along multiple
crystallographic slip planes, therefore the crack grows in a direction that does not
necessarily coincide with a specific crystallographic direction. Similar to this classifi-
cation system, the total fatigue life (NT ) can be expressed as the summation of three
distinct stages [29, 56, 67],
NT = NFOR +NMSC +NMLC , (2.35)
where NFOR,NMSC , and NMLC correspond to the number of cycles required for fatigue
formation, microstructurally small crack (MSC) growth, and mechanically long crack
(MLC) growth, respectively.
Fatigue crack nucleation and early growth in the nucleating phase are commonly
combined and denoted as fatigue crack formation. Damage accumulation as a result
of irreversible dislocation migration from cycle loading leads to the formation of cracks
within a given microstructure. Strain localization can occur when the macroscopic
stress state is well below yield strength of the material. Strain localization commonly
due to the heterogeneity of the microstructure, including in grains that are favorably
oriented for plastic flow as well as in grains that are neighbored by harder grains,
harder particles, or inclusions. Also, defects intrinsic to the bulk material due to
processing (e.g., voids, vacancies, etc.) can also be likely sites for strain localization.
The formation of persistent slip bands (PSBs) is a common source of fatigue crack
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nucleation, which can occur either within PSBs or at interfaces such as grain or phase
boundaries [93]. PSBs are especially likely to occur on the surface of a material.
However, subsurface cyclic plastic strain accumulation can also lead to the formation
at cracks, particularly at grain or phase boundaries. The primary focus of the work
in this dissertation is on fatigue crack formation.
MSCs are defined as cracks having size and/or crack tip cyclic plastic and damage
process zone sizes on the scale of the dominant microstructure barriers such as grain
or phase size [94,95]. Because of MSCs limited size, local microstructure features can
also have a significant impact on their growth rates. The typical length of MSCs is 3
to 10 grain diameters [94,95]. Once they reach a length of larger than approximately
5 grain diameters, the e↵ect of the local microstructure diminishes as compared to
the macroscopic loading conditions. In contrast to MSCs, MLCs are su ciently large
cracks relative to the size of the dominant microstructural features and the crack tip
plastic zone size encompasses multiple grains. Therefore, MLCs are typically governed
by linear elastic fracture mechanics (LEFM).
2.4.1 Classification of Fatigue Regimes
The classification of fatigue regimes primarily depends on the stress amplitude relative
to the material yield strength. Under completely reversed loading, low cycle fatigue
(LCF) is characterized by cyclic stress well above the yield strength while high cycle
fatigue (HCF) is characterized by cyclic stress well below the yield strength of the
material. Because of widespread plastic deformation, small fatigue cracks are quickly
distributed throughout the material in LCF, therefore the fatigue life is dominated
by crack propagation and coalescence. In contrast, the response in HCF is domi-
nantly elastic with highly heterogeneous plasticity, resulting in the fatigue life being
dominated by fatigue crack formation and MSC growth. The primary focus of this
dissertation is fatigue crack formation, meaning the cyclic loading work presented
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later will focus on the HCF regime.
2.4.2 Fatigue Crack Formation in ↵+   Titanium Alloys
Experimental observations for Ti-6Al-4V have demonstrated that fatigue crack for-
mation is most likely slip dominated [96], but there is not agreement as to the relative
importance of various microstructure features in regards to fatigue crack formation.
Previous work detailed by Przybyla [67] has illustrated that several di↵erent mi-
crostructure features, including grain orientation/misorientation and grain size have
been identified as possible indicators of fatigue crack formation in ↵ +   titanium
alloys.
The high cycle fatigue failure of Ti-64 is characterized by more than 85% of the
fatigue life spent propagating a crack [97] up to the length of 0.5 mm, as illustrated
in Figure 2.7. Ti-64 specimens were cyclically loaded (R=0.1) for a range of strain
amplitudes that reside in the HCF regime. There are five di↵erent heat treatments
shown in Figure 2.7, with no real discernible di↵erence found among them for percent
of fatigue life spent propagating a crack from 0.5 mm to failure [97].
As stated earlier, the prismatic and basal slip systems are much easier to activate
than any of the pyramidal slip systems. Following with that trend, previous studies
have found fatigue crack formation associated with basal planes in Ti-6Al-4V either
favorably [55, 98] or unfavorably [99, 100] oriented for slip on the basal plane. Ad-
ditionally, the size of the primary-↵ grains is one microstructure feature that might
have an e↵ect in fatigue crack formation in ↵+  titanium alloys. For example, it has
been found that larger fatigue cracks formed more readily in primary-↵ grains with
longer paths for slip [101] and other studies, specifically for Ti-6246, have noted that
the larger primary-↵ grains contain facets [102,103].
In the HCF regime, significant scatter is also observed in the overall fatigue lives
for titanium alloys. Much of this scatter can be directly related to the distribution
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Figure 2.7: Percent of fatigue life spent propagating a crack from 0.5mm to fracture
versus number of cycles to failure [97].
of microstructure features and their influence on the local stress-state. For example,
previous work has observed a significant increase in the scatter of fatigue life in Ti-6246
as the maximum applied stress was decreased, thus shifting from LCF to HCF [104].
The data from this study is shown in Figure 2.8.
The desired microstructure for fatigue crack formation and early growth resistance
in ↵+   titanium alloys is a small grain structure, with short interfaces, and without
texture on a micro- or a macroscale [105]. In this work, fatigue crack formation
is considered in the HCF regimes, therefore this work will focus on fatigue crack
nucleation and MSC growth. MSC and MLC regimes typically comprise a very small
fraction of component life, particularly in the HCF regime. As the focus here will be
on on HCF, this work will emphasize crack formation and will not consider MSC and
MLC growth.
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Figure 2.8: The maximum applied stress versus number of cycles to failure for
Ti-6246, capturing fatigue variability of Ti-6246 for repeated tests [104].
2.4.3 Fatigue Indicator Parameters
With the consideration of HCF and fatigue crack formation, the driving force for crack
nucleation and early growth is highly dependent on the local driving force, which in
turn is directly linked to various microstructure features of the material [106]. One
such method for quantifying these local driving forces is the use of fatigue indicator
parameters (FIPs) [30]. The premise of multiaxial FIPs is to combine the e↵ects of
resolved shear and normal stresses for a given plane. In theory, the resolved shear
stresses lead to dislocation motion and normal stresses result in the opening of a crack
while also reducing the friction between crack surfaces.
FIPs were introduced [27–29] to reflect, in a more explicit manner, the relative
roles of reversed and cumulative directional slip at the scale of individual grains or
crystalline regions in polycrystalline materials [31]. The selection of a particular FIP
is extremely important to accurately capture the deformation mechanism that leads
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to fatigue crack formation and early growth. For example, the Fatemi-Socie [107,108]
shear-based parameter (FIPFS) originally determined from macroscopic loading has
been shown to correlate well in the LCF and HCF regimes for multiaxial fatigue crack










where   pmax is the maximum cyclic plastic shear strain range,  
n
max is the maximum
normal stress acting on the plane of maximum cyclic plastic shear strain,  y is the
macroscopic yield strength of the material, and k is a constant with typical values
between 0.5 and 1. The overbar (  ̄pmax,  ̄
n
max) indicates that volumetric averaging
should be performed [42] to include averaging over a damage process zone. In FEM
simulations, this is performed by averaging neighboring elemental values in some spec-
ified manner. The Fatemi-Socie FIP correlates well with the early fatigue behavior
of metals that exhibit planar slip [41]. Additionally, FIP values can also be extended
to assist in the calculation of life estimates [109–111].
2.4.4 Extreme Value Statistics in Fatigue
As discussed in the previous section, there resides a significant amount of scatter in
HCF life curves due to the local microstructure dependence of fatigue crack formation.
This variability is primarily due to the extreme value probabilities of microstructure
features that lead to fatigue crack formation. Multiple probabilistic approaches have
been developed to account for this variability; most of these approaches are based
on weakest link theory as well as extreme values (i.e., largest and/or smallest) and
use probability distributions to represent the likelihood of fatigue failure given n
specimens. For single variable distributions, there exist three types of non-degenerate
distributions to which the extreme value distributions can converge for large n [112].
The three possible asymptotic distributions are the Gumbel (Type I), Fréchet (Type
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In the Gumbel distribution, un is the characteristic largest value of the initial variate
X and ↵n is an inverse measure of dispersion of Yn. The number of samples of the
initial variate X in the set of distributions of X from which Yn is sampled is n. For the
Fréchet distribution, vn is the characteristic largest value of the underlying variable
X and k is a shape parameter or inverse measure of the dispersion. In the Weibull
distribution, ! is the upper bound of the initial variate X (i.e. F (!) = 1), wn is the
characteristic largest value and k is the shape parameter. The purpose of comparing
these extreme value distributions to fatigue datasets is to determine that one of
the distributions models the data in a satisfactory fashion so that its mathematical
properties can be used to better understand the data. In previous studies [67], it has
been found that the Gumbel distribution more accurately captured the tails of the
data distribution when compared to the Weibull or Fréchet distributions.
2.5 Spherical Indentation
Many CPFEM studies [39–44] have used macroscopic stress-strain experimental re-
sults for the determination of CPFEM model parameters. There are particular ad-
vantages to this strategy, including: well defined experimental procedures and stan-
dards, the relative ease of performing specific experiments, and the availability of
experimental datasets in the literature. However, there are also limitations to this
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method when applying it to multi-phase materials and/or materials of low-symmetry,
such as the inability to determine the relative activity of each slip family and/or the
lack of microstructural information (e.g., texture, grain size, volume fraction, etc.)
needed to accurately generate a digital microstructure. Therefore, the introduction
of testing procedures that occur on a length-scale similar to the size of microstruc-
ture features are important for determining properties of individual phases and/or
features of a given material. One example is indentation testing, which was intro-
duced in the early 20th Century [114–116]. An advantage of indentation testing over
similar micron length scale testing is the relative ease of sample preparation, which
leads to a reduced amount of time needed for the implementation of the experimental
procedure. In contrast, micron length scale tension or bending specimens require a
significant amount of time for specimen preparation [117]. Indentation is compared


























Figure 2.9: Various mechanical testing methods for micron to sub-micron length
scales (adapted from [117]).
Indentation testing can be divided into two main types of systems and analyses
[47]: (i) traditional hardness measurements obtained by applying a specific force and
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measuring the geometry of the impression [118, 119] and (ii) property measurements
from the continuous recording of force and displacement during loading and unloading
[120]. There are also a number of geometry tip geometries, including flat punch,
spherical, Berkovich (three-sides pyramid), and Vickers (four-sided pyramid). The
focus of this work is the application of spherical indenters, but other types of indenters
will be discussed when referencing specific studies in the literature.
Indentation experiments were initially used to determine the hardness of materi-
als [116]. These tests were appealing because of their versatility for exploring a range
of material classes, but the indenter size was initially too large to isolate properties
from thin films or single crystals. Therefore, nanoindentation [121] was introduced
to perform indents with a minimum depth of a few nanometers to measure elastic
modulus in addition to hardness [120]. However, experiments were not able to ascer-
tain the specifics of the material deformation directly beneath the indenter, so FEM
simulations were first performed to model the elastic-plastic deformation during the
indentation of FCC materials [122]. Early FEM analysis showed that indentation
testing could be used to determine the material hardness and sti↵ness [123]. Ad-
ditionally, early FEM analysis also showed there was a general correlation between
load and indentation depth with mechanical properties such as elastic modulus, yield
strength, and strain hardening [122,123].
More recently, CPFEM studies have been able to estimate CRSS and harden-
ing values for HCP materials from load-displacement curves [124] and analyze the
size/shape of the plastic region attributed to indentation in bulk single crystals and
thin films [125]. CPFEM results have also produced good agreement when compar-
ing plastic zone sizes with plastic slip traces from nanoindentation experiments [126].
However, these studies have primarily utilized certain specimen symmetry in order
to employ reduced portions of the crystal sample while applying pertinent boundary
conditions on symmetry planes. This limits the range of orientations and responses
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that can be studied with these schemes.
Computational nanoindentation studies are not limited to CPFEM; they have
also been explored with molecular dynamics (MD). Small indenter radii (100 nm) are
more likely to lead to a defect-free volume under the indenter, while larger inden-
ter radii (1.3 µm) reveal the e↵ects of defects on the load-displacement curve [127].
Nanoindentation MD simulations have also been used to explain grain growth in
nanocrystallline nickel as a function of indentation rate [128], while MD nanoinden-
tation simulations of ↵-Fe have also demonstrated that all previously observed slip
plane families were active during deformation [129]. Nanoindentation MD simula-
tions of titanium have found a di↵erence in hardness and elastic modulus based on
the shape of the indenter [130]. Finally, nanoindentation simulations performed with
the concurrent atomistic-continuum method for FCC crystals have demonstrated that
a fully atomistic surface is needed to reproduce the local lattice deformation [131].
One of the common themes among these indentation studies is their use of the load-
displacement curve for model calibration/validation. The theory of Hertz [132–135]
is the basis for the mathematical formulation used for spherical indentation. Hertz
theory assumes the contact between two isotropic surfaces is frictionless and isotropic.










where P is the indentation force, Eeff is the e↵ective indentation modulus, Reff is the
e↵ective radius, and he is the elastic penetration depth. By utilizing Hertz theory for
isotropic materials, the e↵ective indentation modulus can be related to the orientation











The spherical indentation protocols of Kalidindi and Pathak [117,136] have emerged
as a high-throughput experimental procedure for quantifying orientation, composi-
tion, and processing e↵ects on the elastic and plastic mechanical response of individ-
ual phases and constituents [45–47]. The result of this protocol allows for consistent











where h is the depth of the indenter and a is the contact radius. Indentation stress and
strain are true measures because the contact radius is changing with the deformation,
along with the indenter force and displacement. These relationships were evaluated
with an isotropic elastic, perfectly plastic material in an FEM model [137] and it
was demonstrated that Equations (2.42) and (2.43) provide a description of strain
hardening behaviors that closely match the expected response.
2.6 Slip Transfer across Phase and Grain Boundaries
The ↵/  interface has a large e↵ect on the overall deformation response of titanium
due to an increase in hardening. However, the understanding of slip transfer criteria
across interphase boundaries is far less understood and developed than that of large-
grained metals [58]. According to previous studies, there is quite a variance in the
slip activity across the ↵/  interface, from zero slip activity and restricted basal
slip [138] to selective slip system transmission with residual dislocations [139]. In
addition, slip transfer is reduced as the coherence of the ↵/  interface decreases,
which occurs because of an increase in boundary energy with deformation [140,141].
Seal et al. [142] examined the ↵/  interface of Ti-5Al-2.5Sn with conical indentation
and found that as the indenter approached the ↵/  interface, the dislocation pile-up
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around the indenter changes from symmetric to non-symmetric. This is, quite simply,
an indication of a lack of dislocation penetration from ↵ to  . Alternatively, TEM
in-situ tensile tests performed on Ti-6Al-4V at room temperature have shown there is
a stress gradient at the ↵/  interface, which is caused by dislocations that are present
at the boundary [143]. Those dislocations may be present at the boundary because
the boundary is an initial source of dislocations [143]. Another study found that
↵/  interfaces do not hinder slip transfer and the major component to an increase in
strength comes from the boundaries between ↵ phase grains and lamellar colony grains
[144]. Additionally, for a near-↵ titanium alloy (Ti-6Al-2Zr-1Mo-1V), the retained
  lamellae had a significant influence on slip transmission [145]. Slip transmission
from   to ↵ commonly occurred when the BOR was closely followed. Additionally,
when the misalignment angles of two ↵ lamellae, separated by  , deviate from the
BOR, then slip transmission terminates at the ↵/  interface. However, this study
also showed that this misalignment can be overcome through a cross slip mechanism.
2.6.1 Slip Transfer Models
When a dislocation approaches a grain/phase boundary, the grain boundary can act
as (i) an impenetrable barrier to dislocation transfer, (ii) a barrier to dislocation
transfer where the dislocation can cross the barrier but might be altered, and (iii) a
bridge connecting two grains/phases where the dislocation crosses the bridge without
incident [49]. Option (iii) is commonly associated with low ⌃ boundaries or low-angle
boundaries which provide little or no resistance to dislocation transmission across
the boundary. Therefore, options (i) and (ii) will be the focus of this dissertation.
Previous studies have led to the development of multiple slip transfer criteria; there
is an extensive list in the literature [58, 59].
Figure 2.10 describes the relationship of two neighboring slip systems in neighbor-
ing grains, denoted Grain A (incoming) and Grain B (outgoing). The grain boundary
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plane separates the two grains; it can be defined by the normal vector to the grain























Figure 2.10: Depiction of the intersection of grain A (navy) and grain B (gold).
The three angles related to the grain boundary (gray) are between the slip directions,
between the slip plane normal directions, and the angle between the traces of the slip
planes on the grain boundary plane.
There have been a wide variety of slip transmission factors between neighboring
grains proposed in the literature [142, 146–150]. One of the more promising slip













where s and n are the slip direction and slip plane normal vectors for the incoming
(A) and outgoing (B) grains, respectively. The Luster parameter varies between 0.0
and 1.0 and can be calculated for each of the incoming-outgoing slip system pairs
among neighboring grains. The theory suggests that the slip system pair with the
highest Luster parameter value also are the most likely to allow for slip transfer
across the grain boundary. Similarly, slip system pairs with low Luster parameter
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values are thought to have a lower likelihood for slip transfer across the boundary.
Other slip transfer parameters include the use of the twist angle of the incoming
and outgoing slip planes with grain boundary [147], the force acting on a particular
dislocation [147, 148], residual Burgers vectors [149], and the Schmid factors on the
outgoing slip plane [142]. The latest studies of grain and phase boundaries indicate
that slip direction and slip plane normal are important for Ti alloys, but there is little
evidence to suggest the angle of intersection of the slip planes on the grain boundary
plane (cos(✓)) play a large role [48]. However, it is important to determine which slip
systems are active on either side of the boundary.
The challenge of incorporating even the current level of detail into the constitutive
relations is the combination of the low symmetry systems in ↵ +   titanium alloys
combined with a lack of experimental data for model calibration/validation. With
a minimum of three di↵erent slip families required for arbitrary shape changes, it is
extremely di cult to estimate model parameters that provide predictive capabilities
when applying them to validation datasets.
It is a common conclusion in the literature that ↵ +   titanium is stronger than
↵ titanium and the ↵/  interface is one of the main contributors to the increase in
strength. Currently, the constitutive relations (in the presented model) assume an in-
crease in basal and prismatic slip system CRSS values if the grains are colony grains,
⌧
(⇠)
CRSS (↵ +  ) = 1.25⌧
(⇠)
CRSS (↵) [41]. Additionally, the diameter used in the threshold
stress relation (Equation 4.8) is changed to be the ↵-lath spacing for the hard orienta-
tions in the colony grains. Finally, the CPFEM model does not di↵erentiate between
the primary-↵ and ↵ +   colony grains for elastic sti↵ness. This relationship is em-
pirical and based on comparing with experimental information on cyclic stress-strain
response at the macroscale rather than at the scale of individual phases. However,
the elastic constants for ↵ +   Ti-6242 have been found to be extremely close to the
elastic constants for the ↵-phase of the same material [86].
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Besides the constitutive relations, other methods have been proposed in the liter-
ature to account for the ↵ +   colonies. For example, an increase in strength of one
prismatic slip system due to di culty of transmission across the ↵/  interface [138].
Many studies have also altered the diameter in the Hall-Petch style equation to ac-
count for di↵erent mean-free slip paths. However, most of these studies have assumed
an homogenized response of ↵ +   colonies as defined earlier, meaning no explicit
treatment of alpha and beta regions.
In general grain boundary studies, multiple treatments have been used to discern
the role of grain boundary in a polycrystalline structure. One of the earliest studies
involved a CPFEM framework with grain and boundary elements to study the inter-
facial interaction with dislocations [151]. Some more recent work employs CPFEM
for a general polycrystal, but also introduces a mesoscale model that can redistribute
mobile dislocations based on certain conditions [152]. Previous work has also intro-
duced cohesive elements between grains [153] and analyze the treatment of smooth
versus stepped grain boundaries [154]. However, Bieler et al. [48] point out that this
level of detail is not required for a specific model to capture spatial accuracy of local
driving forces for slip activity [155].
2.7 Inductive Design Exploration Method
As earlier stated, the overall goal of this dissertation is to implement a simulation-
based workflow that aids the materials design exploration process. As outlined by the
Materials Genome Initiative (MGI) [1], new and improved material deployment can
take 20 years or more from discovery to commercial production. Materials develop-
ment typically employs trial-and-error strategies, along with empirical relationships,
and a simple, sequential design and deployment protocol with limited iteration due
to a reliance on experimental findings. Olson proposed the simultaneous use of induc-
tive and deductive decision paths commonly employed in materials development [156].
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The deductive path is referred to as a cause-and-e↵ect path (bottom-up experiments
and/or models) and the inductive path is the goals-means (top-down) path. Whereas
scientific modeling seeks to determine accurate deductive paths, materials designers
seek to e ciently search inductive decision paths for process-structure and structure-
property relationships that satisfy several performance requirements.
Process Structure Property Performance
Cause/E↵ects (Deductive)
Goals/Means (Inductive)
Figure 2.11: Olson’s hierarchical concept of materials by design (adapted from
[156]).
The deductive path is simply too hit and miss to o↵er utility for accelerating ma-
terials development, and hence much e↵ort within ICME at the MGI is devoted to
inverse methods in inductive design. With the ever increasing capabilities and e -
ciency of computational resources, the materials design and deployment process can
become more concurrent and iterative in nature by exploiting computational tools
and design strategies. Figure 2.12 presents a schematic that compares the present
materials development continuum (referred to as the historical materials development
continuum in Figure 1.1) with the future materials development continuum proposed
by the MGI [1]. The linear process of the historical continuum will be improved
through the overlapping and interaction of various components of materials develop-
ment, while also decreasing the reliance on physical experimentation and increasing
the use of computational tools [1]. This would allow for improved data sharing and
simultaneous advancement of many of the materials design components.
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Figure 2.12: Comparison of present (historical) and future materials continuum
design proposed by the MGI (adapted from [1]).
From a materials design perspective, achieving specific product performance re-
quirements can require compromise between multiple objectives that are often in
conflict or competition with one another. Although optimal solutions may exist, the
uncertainties associated with values of design variables, the response of analytic and
numeric models, and propagation across multiple levels motivate the desire for robust
regions rather than single point, optimal solutions. To account for uncertainty and
its propagation, Pareto optimal solutions are recommended [25], subject to designer
preference.
There are three robust solution schemes that seek to achieve desired performance
by minimizing variation of di↵erent elements of the solution space: (i) Type I robust
solutions [21] seek minimization of variation due to noise factors, (ii) Type II robust
solutions [22] seek minimization of variation due to control factors, and (iii) Type III
robust solutions [23] seek minimization of variation due to the uncertainty inherent
to the model. Each of these types of uncertainties can occur in realistic systems and
are inherent to the surrogate models being used, but they should also be addressed
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when being applied to robust design decisions.
Figure 2.13: Comparison of optimal and robust solutions (adapted from [25]) [26].
A multi-level model chain is even more sensitive to uncertainty due to its propaga-
tion through the levels. One multi-level robust design method that allows for the user
to account for uncertainty is the Inductive Design Exploration Method (IDEM) [24].
Given design variables (input space) and performance requirements, IDEM discretizes
the input variables, projects each set of discretized input values to a range in the out-
put space, and then determines which set of discrete input values satisfy the output
space [24,29,157,158]. The IDEM is an inherently recursive process that links multiple
levels of performance requirements.
The IDEM requires functions and/or discrete data to relate the input and response
variables. Additionally, design criteria are required for each of the response variables,
as well as extents for the input variables. The IDEM iterates (or samples, depending
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on the size of the input space) over the entire input space to determine if a specific
input values produce the required response variable such that the design criteria are
met. The set of input values that produce satisfactory response values are referred
to as feasible points. The points that do not meet the design criteria are referred to
as infeasible points. The IDEM can also determine the boundary points between the
feasible and infeasible points to provide an exact input range for the designer that
satisfies the design criteria.
One advantage of IDEM over similar methods is the ability to account for un-
certainty associated with the input and response variables. Uncertainty is associated
with each input and response variable such that each input value can be thought of
as a vector that contains the original input value and the extents of input values that
encompass the uncertainty associated with the original value. Similarly, the functions
that provide the relation between the input and response variables can return multi-
ple values, which include the original response value and the upper and lower bound
of the response value related to the level of uncertainty selected by the designer. For
an input value to be deemed a feasible point, all of the response values must be sat-
isfactory for the specified design criteria. Finally, the IDEM can also be multi-level
where the response values from one level are then the input values for the next level.
In this manner, the uncertainty can be explicitly accounted for between each level.
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CHAPTER 3
EXTRACTION OF ELASTIC CONSTANTS FROM
SPHERICAL INDENTATION DATASETS
3.1 Introduction
Microstructure-sensitive modeling schemes are used to capture the anisotropic elastic
and plastic deformation response of metals [40,42,50,53]. The accuracy of these mod-
eling schemes is highly dependent on all input parameters, including elastic constants.
Previously, the measurement of elastic constants has been performed mainly using
wave propagation and ultrasonic pulse techniques for single-crystal metals [159–163],
composites [164], and bone [165].
More recently, acoustic microscopy [166], which has the capability of discerning
the acoustic anisotropy of materials, has been used to determine elastic constants
for multi-layered materials like ↵ +   titanium [86]. Indentation results have also
been compared to acoustic microscopy findings with good agreement [167]. However,
the determination of elastic constants for individual phases in a multiphase material
is still very di cult to ascertain. This is an important problem for many material
systems for which traditional analyses cannot be applied. It is very challenging to
produce single crystal samples of su cient size for wave propagation and ultrasonic
pulse techniques that have a consistent composition (e.g., % wt, distribution, etc. of
alloying elements) and structure (e.g., di↵erent defect structures) as compared with
the native phase. For example, martensite in dual-phase steels can have a grain size
of less than 10 m [168] and  -phase lath thickness in Ti-6Al-4V can be less than 5
m.
52
Nanoindentation [169] is an approach which allows for the testing of individ-
ual phases and constituents in a multiphase and/or polycrystalline sample. Sample
preparation is similar to procedures used in metallography (sectioning, grinding, and
polishing), resulting in prepared surfaces su ciently large for many indents [47]. For
example, single grain measurements in polycrystalline metals [45–47] can be consid-
ered single crystal measurements of di↵erent crystal orientations. While there are
size e↵ects due to the very small (sub-micron) volumes of material being probed dur-
ing nanoindentation [170–173], there have not been any reports of a size e↵ect on
elastic properties in metals and the indentation stress-strain protocols [117,136] typ-
ically mitigate any size e↵ects on the mechanical response between di↵erent indenter
sizes [174–177].
The elastic anisotropy of the material must be properly considered when ana-
lyzing the indentation response. There have been numerous studies with di↵erent
indenter shapes, both experimental and theoretical, which have shown that the re-
sponse from indentation can be correlated to the elastic anisotropy of the probed
material [178–185]. From these previous studies, there are two important conclusions
relevant to the current work: (i) the linear relationship between the indentation force
and depth
 
i.e. h/P 2/3 = const
 
from Hertz’s isotropic theories [132, 133] also holds
for anisotropic elasticity, but (ii) the measured indentation modulus cannot be sim-
ply converted to the Young’s modulus using Hertz’s original equation for the e↵ective
modulus. This second point is discussed in more detail later.
The recovery of reliable indentation modulus data from experiments is di cult
with traditional Berkovich type indentation or similar procedures, which measure
sti↵ness from the unloading response after significant plastic deformation has occurred
at the site of indentation. Berkovich (sharp) tip indentation plastically deforms the
material almost immediately and causes significant deformation with increased inden-
tation depth, leading to possible crystal rotation, thus altering the elastic response
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during the unloading portion [47]. This is most evident in the varied values and
orientation trends of single grain indentation measurements of ↵-titanium [47, 186].
The range in values is likely from two sources: (i) the estimation of tip contact area
and (ii) the plastic deformation of the material at the indentation site. The latter is
most troubling because the modulus measurement is no longer related to the virgin
material, but rather a heavily deformed volume. Even with minimal loading and a
sharp indenter, there is significant plastic deformation at the indentation site. In
contrast, spherical indenters (blunt compared to Berkovich) allow for the material to
be loaded elastically to higher indenter displacements (as compared with compara-
tively sized sharp indenters), thus collecting additional data from the initial elastic
response [136,187–190]. The zero-point correction [136] is critical to establishing the
correct modulus and a meaningful indentation stress-strain response, particularly for
the elastic-plastic transition.
This work combines a titanium-specific indentation experimental dataset collected
using spherical indentation protocols [186] with an anisotropic elastic FEM simula-
tion procedure to develop forward and inverse procedures to estimate the indentation
moduli and anisotropic elastic constants, respectively. The primary application of
the forward procedure is to determine estimates of the indentation moduli to aid the
generation of the experimental indentation stress-strain (ISS) curves. For example,
if the elastic constants of a material are well known, then the experimentalist has an
expected indentation modulus for a grain with a given orientation. In some cases,
knowing the indentation modulus can reduce the analysis time significantly and pro-
vide validation of the experimental result. The calculation of the indentation modulus
for any given orientation for HCP crystals is a challenging task.
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3.1.1 Titanium
Titanium and its alloys have a wide variety of mechanical properties that are advan-
tageous in engineering applications, including a relatively high elastic sti↵ness. The
elastic stress-strain relationship for hexagonal close-packed (HCP) metals (includ-
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). Elastic constants for ↵-
titanium and its alloys (di↵erent chemical compositions of ↵-Ti) have been previously
determined in the literature; a compilation of the relevant sets is shown in Table 3.1.














CP Ti 162.4 180.7 46.7 92.0 69.0 [191]|
↵-Ti 154.0 183.0 46.7 86.0 67.3 [162]}
↵-Ti(Ti-6Al) 136.0 163.0 40.6 78.0 68.5 [86]
↵-Ti(Ti-6242) 141.0 163.0 48.7 76.9 57.9 [86]
Ti-64 172.8 192.3 49.7 97.9 73.4 [50]
|also cited in [192]
}also cited in [193]
estimated from macroscopic stress-strain response
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3.1.2 Spherical Indentation
Recently developed spherical indentation protocols [117,136] have emerged as a high-
throughput experimental procedure for quantifying orientation, composition, and pro-
cessing e↵ects on the elastic and plastic mechanical response of individual phases and
constituents [45–47]. According to Hertz’s theory [132–135], for isotropic materials,
the e↵ective indentation modulus (Ee↵ ) can be related to the Young’s modulus (Es)










where Ei and ⌫i are the Young’s modulus and Poisson’s ratio of the spherical indenter,
respectively. Vlassak and Nix [179, 180] showed that for anisotropic materials, the














where the sample modulus and Poisson’s ratio are the polycrystalline averages (e.g.,
Voigt-Ruess-Hill values for a random polycrystalline sample) and the  dir term holds
the crystal orientation dependence. Vlassak and Nix provide a regression analysis of
many di↵erent simulations from which   can be estimated for cubic materials [180].










where Eind is orientation dependent. Equations (3.2) and (3.4) are equivalent; how-
ever, Equation (3.4) requires no prior knowledge of the material’s elastic constants.
It is tempting to simply use Equation (3.2) with a constant Poisson’s ratio (e.g.,
⌫s = 0.3) to determine the crystal Young’s modulus for any given orientation. How-
ever, this is incorrect since Equation (3.2) assumes an isotropic material. In other
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words, the sample modulus from Equation (3.2) and the crystal Young’s modulus are
not equivalent in any sense since the sti↵ness response from indentation depends on
the full elastic sti↵ness tensor. Hence the justification for Equations (3.3) and (3.4)
to properly account for anisotropic elasticity.
The determination of elastic constants from indentation modulus is quite a di cult
proposition. Previous work [185] performed a series of anisotropic elastic spherical
indentation finite element simulations for a range of face-centered cubic elastic con-
stants to determine a numerical function for estimating the elastic constants given
indentation moduli for multiple indentation orientations. This work looks to build
on that practice by building a database specific for titanium alloys (↵ and ↵ +  ).
Specifically it will focus on HCP crystal symmetry for a range of elastic constants
relevant to titanium.
3.1.3 Finite Element Modeling of Indentation
Multiple finite element studies [124,194–200] have been performed with a focus of an-
alyzing the response of materials under the deformation of various shaped indenters.
These studies have employed various methods of comparing simulation results with
experimental data, but the primary focus is almost exclusively a function of plastic
deformation. Experimental values of interest for comparison include hardness mea-
surements [201] and force-displacement plots [124,125,196,197,202,203]. Additionally,
FEM simulation results focus on surface topology (e.g., pile-up patterns) [204] and dis-
location activity beneath the indenter [126] for model comparison with experiments.
The majority of these studies have been more concerned with characterizing plastic
deformation by measuring specific slip system activity or critical resolved shear stress
values. However, the studies that have also reported elastic modulus values from
indentation simulations [201,205,206] have captured similar trends, but the reported
modulus values have been highly varied. Additionally, many of the FEM studies have
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performed axisymmetric simulations and, while these two-dimensional simulations
can be quite computationally e cient, they are limited to materials of high symme-
try or select planes of symmetry for HCP crystal structures [125]. Finally, Previous
indentation studies have also looked specifically at titanium and its alloys, including
CP Ti [201, 206, 207], ↵-Ti [204, 205], and other titanium alloys [208], but they also
su↵er from the same deficiencies previously mentioned.
Studies that utilize three-dimensional FEM meshes need a great deal of elements
to ensure solution accuracy beneath the indenter. While plastic properties, such as
critical resolved shear stress values and dislocation activity estimates, are extremely
important in advancing the current microstructure-sensitive modeling schemes, the
accuracy of these measures is limited without a high confidence in the representa-
tion of a specific material system’s elastic response. All of this background sup-
ports the need for an accurate and computationally-e cient method for estimating
microstructure-scale specific properties, such as elastic constants, for ↵ phase and
↵ +   colonies.
3.2 Methods
3.2.1 FEM Model
The FEM model of the indenter specimen presented in this work is unique relative
to previous studies because it utilizes infinite elements in the outer region of the
three-dimensional mesh. To minimize the influence of boundaries and free surfaces
on the area of interest (e.g., finite volume beneath the indenter), infinite elements [87]
have been introduced in the outer region of the three-dimension mesh. The first-order
infinite elements are defined over semi-infinite domains and are prescribed decay func-
tions [87]. Infinite elements were originally introduced for the field of fluid mechan-
ics [209]. They have been implemented via infinite domain elements [210] and mapped
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infinite elements [211]; the latter is used in this work. The mapping elements are de-
fined for a finite domain and mapped onto an infinite domain with the aid of a pole
location (e.g., point of contact of indenter in this case) and polynomial decay func-
tions that project boundary nodes at infinite distances in the specified direction [212].
In the three-dimensional case, the infinite element has four nodes that share a face
with a traditional finite element and those shared nodes are precisely midway between
the pole location and the boundary nodes. The shape functions corresponding to the
boundary nodes are set equal to zero, therefore implicitly imposing the boundary






Figure 3.1: Images of the (a) indenter on on the surface of the three-dimensional
specimen and (b) the mesh used in this study with the finite (tan) and infinite (green)
elements.
The indentation specimen is three-dimensional and composed of an inner and outer
region. The inner region consists of hexahedral elements (type C3D8) with eight
integration points and is designed for direct contact with the indenter. The outer
region is comprised of infinite elements (type CIN3D8) that require the sharing of at
least one face with a hexahedral elements. The indenter is defined as a rigid sphere
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with a radius of 10 m. The contact surface between the indenter and indentation
specimen is modeled as frictionless, an estimate that has been proven valid in previous
studies for relatively flat indentation surfaces [116,122,194–196] but that contact with
sharp indenters might need to account for friction [197,198].
For loading conditions, the indenter is displaced in the negative and positive
z-direction for loading and unloading the indentation specimen, respectively. The
boundary conditions of the indentation specimen are dictated by the infinite elements;
the negative z-face as well as the positive and negative x- and y-faces (Figure 3.1b)
are fixed in all directions. The FEM mesh is constructed with a Python [214] script
that generates a three-dimensional elemental structure for the indentation specimen,
defines the finite and infinite element sets, constructs the rigid spherical indenter,
defines the corresponding contact surfaces on the indenter and indentation specimen,
defines the material properties to the indentation specimen, and defines the loading
and boundary (if applicable) conditions. The advantage to constructing a Python
script for the generation of these Abaqus [87] input files is the flexibility provided
once created. For example, model characteristics such as dimensions, number of el-
ements, indenter size, material properties, and loading conditions can be treated as
variables and iterated over the create multiple input files.
The indentation modulus is determined from a single load-unload sequence of 1.0
nm and 0.1 nm, respectively, to reduce the computational expense of these simula-
tions. Many of the results in this work are expressed as a function of the second
Bunge Euler angle,  . The elastic sti↵ness of titanium and its alloys is highest with
uniaxial loading parallel to the c-axis and lowest with uniaxial loading perpendicular





). The   angle relative to the c-axis of the HCP unit cell and specimen
coordinate systems is shown in Figure 3.2. Note that   is sometimes defined as the






Figure 3.2: The   angle as it relates to the c-axis of the HCP unit cell and the
coordinate system of this study.
The slope of the unload curve is used to estimate the indentation modulus. The
indenter radius is equal to the e↵ective radius since the deformation is fully elastic.
Hertz theory assumes the contact between two axisymmetric surfaces is frictionless
and isotropic. For this theory, the relationship between the indenter force and dis-









where P is the indentation force, Ee↵ is the e↵ective indentation modulus, Re↵ is
the e↵ective radius, and he is the elastic penetration depth. The contact radius (ai)
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The hexahedral elements have an aspect ratio (height-to-width) of 2:1, which has
been found to su ciently capture the gradients beneath the indenter and allow for
fewer elements in the mesh. The size of the inner region was defined such that the
stress and strain in the loading direction are minimal at the transition from hexahedral
to infinite elements. The relative error between the 1:1 and 2:1 aspect ratio element
sets is between 0.2% and 0.4% depending on the   angle. The results for varying
the aspect ratio are given in Figure 3.3. There is an obvious deviation from the ideal
ratio (1:1) solution as the ratio increases beyond 2:1.
Figure 3.3: The indentation modulus is plotted versus inner region element height-
to-width ratio.
One advantage of employing infinite elements is the ability to obtain converged
indentation modulus values with a relatively course mesh. A mesh convergence study
was performed to determine the e↵ect of mesh refinement; the element sizes tested are
detailed in Table 3.2. Although the number of processors increases with the number
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of elements, it is important to note that linear scaling is not achieved partially because
of the infinite elements. The infinite elements in Abaqus 6.10-1 [87] do not allow for
parallel element computations, severely diminishing the scalability of these particular
simulations.
Table 3.2: Mesh Convergence Study
Element Size (nm) Number of Number of Simulation
x and y z Elements Processors Time (min)
50.0 100.0 800 1 2
25.0 50.0 5,200 4 2
12.5 25.0 36,800 16 25
10.0 20.0 70,000 24 60
5.00 10.0 530,000 64 270
3.33 6.67 1,755,000 256 660
The results from the mesh convergence study are shown in Fig. 3.4 where inden-
tation moduli are displayed versus number of elements for   angles of 0 , 30 , 60 ,
and 90  for pure Ti. The indentation moduli reach converged values for the 5,200
element simulation configuration. The width-to-height ratio was also varied from 1.0
to 10.0 in the mesh convergence study and it was found that the results became less
dependent on the width-to-height ratio as the mesh was refined.
For additional validation of the three-dimension mesh introduced in this work,
it was also compared with theoretical values for the indentation modulus of zinc









= 34.3, and c
13
= 50.3 (GPa)) were obtained
from the study [180] and the indentation modulus calculated for simulations with
varying   angles; the comparison of the theoretical and simulation results can be
found in Figure 3.5. The current meshing scheme shows excellent agreement with the
theoretical values, providing additional confidence in the proposed methodology. An
inner region element sidelengths of 25 nm and a 2:1 ratio of width-to-height were used
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Figure 3.4: The indentation modulus is plotted versus number of elements for  
angles of 0 , 30 , 60 , and 90 .
in these simulations, the same as used in this study for the titanium simulations.
It was also advantageous to use a modified set of units for values in Abaqus;
those units are listed in Table 3.3. The length and force units have been changed to
microns and micronewtons, respectively. The change of the length units reduces the
number of significant figures needed to define nodal positions, while changing both
the length and force units provides a common unit system for stress (MPa). This can
be beneficial when visualizing results with Abaqus/CAE [87].
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Figure 3.5: The indentation modulus for Zinc is compared with theoretical values
[180].











For the finite element method simulations, the elastic constant ranges are shown in
Table 3.4. When discretizing the elastic constants, care was taken to allow for a
minimum of five data points along each direction so the functional fitting of the data
would have a su cient number of points. A total of 108,000 FEM simulations were
performed, which required approximately 14,400 compute hours. Given the compu-
tational expense of this dataset, leveraging it for multiple studies is advantageous.













Minimum 135.0 160.0 40.0 75.0 55.0
Maximum 175.0 195.0 50.0 100.0 75.0
Spacing 5.0 5.0 2.5 5.0 5.0
In terms of Bunge Euler angles, the elastic modulus of transversely isotropic materials
is only a function of  . To confirm this, the entire Euler angle space was sampled, for
a specific set of elastic constants, the indentation modulus values plotted as a function
of each of the three Euler angles, as shown in Figure 3.6. It is quite evident that  
is the only angle that demonstrates a non-constant relationship with the indentation
modulus.
While it is not convenient to visualize the indentation modulus for the entire
six variable input space, it is quite useful to gain some perspective of the impact
of each input variable and how it relates to resultant indentation modulus. Figure
3.7 demonstrates the variability of the indentation modulus as a function of the  
angle for the minimum and maximum values (see Table 3.4) of each of the five elastic
constants. In each of these violin plots, the selected elastic constant is held constant
and the resultant violin plot represents the distribution of the elastic modulus from




Figure 3.6: Indentation modulus versus each of the three Bunge Euler angles.
varying degree on the range of possible indentation modulus values as a function of  .
For example, c
11
has a rather significant e↵ect on the resultant indentation modulus
for higher values of  , while varying c
13
has very little influence on the indentation





Figure 3.7: Representation of the simulation data used in this work.
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3.2.2 Experiment and Computation Interactions
As previously stated, the purpose of performing the computational simulations is to
provide guidance to the experimental data analysis. The interaction between the
experiments and computational analyses is shown in Figure 3.8. The analysis of
experimental spherical nanoindentation datasets can be aided both in accuracy and
by reducing the number of iterations needed to find a satisfactory solution, given
the ability to compare the experimental results with accurate indentation modulus
















Figure 3.8: Flowchart for the interaction between experimental and computational
analysis of indentation modulus for titanium and its alloys.
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3.2.3 Numerical Analysis
The numerical analysis in this work was performed with Python [214] and support
packages including numpy [215], scipy [216], and scikit-learn [217]. It is planned
to make both the numerical analysis procedure and FEM simulation data available
to the public, therefore open-source software such as Python was utilized. Within
the numerical analysis procedure, three major techniques are leveraged to solve the
inverse problem, which is the determination of titanium-specific elastic constants
given indentation moduli.
• Linear regression was performed to fit a polynomial function to the FEM e↵ec-
tive indentation modulus dataset. This provides a robust function for estimat-
ing the e↵ective indentation modulus given particular elastic constants and the
Euler angle  .
• Least-squares optimization was performed between the experimental e↵ective
indentation modulus dataset and the resultant function from linear regres-
sion. This returns an optimized set of elastic constants given the experimental
dataset.
• Bayesian inference with Markov Chain Monte Carlo was performed to estimate
the likelihood of specific elastic constants returning acceptable e↵ective inden-
tation modulus values when compared to the experimental data.
3.2.4 Linear Regression
The elastic constants and Euler angles were treated as independent variables while the
dependent variable was the indentation modulus. Due to the symmetry of transversely
isotropic materials (e.g. HCP metals), the indentation modulus is only a function of




. Therefore, the independent variables used in the linear regression












Linear regression was used to determine a function fit for the FEM simulation
data. A fourth-order polynomial (210 coe cients) was found to be of satisfactory
fit; the mean error between the fitting function and the input data is 0.11% and the
maximum error is 0.82%. A compact representation of the polynomial function given





















where i is the degree of each component, xj is each independent variable, and ai1i2...i
d
are the coe cients.
3.2.5 Least Squares Optimization
The inverse problem, estimating the elastic constants from the experimental inden-
tation modulus, can now be addressed with a least squares optimization scheme. A









where N is the number of experimental data points used to estimate the elastic
constants and Sr is the sum of the squares of the residuals. The sum of the squares
of the residuals is then minimized to determine the elastic constants that minimize
the set of equations. Additionally, weighted least squares can be used to include the










Both of these optimization schemes can be performed with either the full set of
experimental data or some reduced set. For example, the experimental data used
in this study has many more experimental data points with   > 75  than   < 15 
which can skew the results of the optimization without proper weighting. To combat
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this, the experimental indentation modulus values have also been averaged within a
certain range of   angles (binned in 10  increments) and the optimization performed
on the reduced set as well.
Previous work relating indentation experiments to models [218] have attempted to
bound the experimental data by varying the elastic constants to provide a minimum
and maximum set that are acceptable when visually inspecting the comparison of
the experimental and simulation data. While this might prove satisfactory for some
applications, it lacks a statistical rigor that can aid the researcher in determining if
the fit is satisfactory or if more experimental data points are needed.
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3.3 Results and discussion
3.3.1 Least Squares Optimization
An optimized fit to the commercially-pure titanium indentation modulus experimen-
tal data illustrates the e↵ectiveness of this procedure. The CP-Ti was generated with
both 16 and 100 m indenters; both experimental datasets show general agreement.
The resultant elastic constant values are shown in Table 3.5. The fits were performed
for both the entire dataset as well as the averaged data set. In addition, the least
squares optimization (Equation (3.8)) and weighted least squares optimization (Equa-
tion (3.9)) were performed. From Table 3.5, the only elastic constant that significantly
varied for each of these fits was c
12
. The varying of c
12
, as shown in Figure 3.7d, leads
to variation of the indentation modulus for larger values of  . However, the fits do
not appear to be exceptional given the range of R2 score values of 0.62-0.68.
Table 3.5: Elastic constants found for commercially-pure titanium in this work.













LSR 175.0 195.0 50.0 90.3 55.0 0.68
wLSR 175.0 195.0 50.0 92.1 55.0 0.67
Averaged
LSR 175.0 195.0 50.0 83.6 55.0 0.62
wLSR 175.0 195.0 50.0 83.8 55.0 0.62
Although there are a few outliers for the CP-Ti experimental dataset, they do
not seem to have an extremely large e↵ect on each of the fit, as shown in Figure 3.9.
However, as stated in the previous section, there are quite a few more data points
for the higher values of   as compared to the lower values. In belief that this could
possible skew results, the experimental data points were further averaged (both mean
and standard deviation) to minimize the number of points fit and to provide equal
weighting to the entire range of  , as shown in Figure 3.10.
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Figure 3.9: The fit for the optimized elastic constants is shown for the CP-Ti
indentation modulus experimental data. Least square optimization was performed
with only the mean values (LSR) as well as the mean and standard deviation (wLSR).
Figure 3.10: The fit for the optimized elastic constants is shown for the averaged CP-
Ti indentation modulus experimental data. Least square optimization was performed
with only the mean values (LSR) as well as the mean and standard deviation (wLSR).
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An optimized fit was also performed for the ↵-titanium indentation modulus ex-
perimental data. The ↵-Ti was generated for only the 16 m indenter. The resultant
elastic constant values are shown in Table 3.6. Again, the fits were performed for
both the entire dataset as well as the averaged data set as well as the least squares
and weighted least squares optimization. From Table 3.6, the only elastic constant
that significantly varied for each of these fits was c
44





leads to variation of the indentation modulus for smaller values of  ,
while the opposite is true for c
11
. The fits for the ↵-titanium seem satisfactory, as the
range of R2 score values of 0.83-0.97, which the higher values of R2 being associated
with the fits to the averaged dataset.
Table 3.6: Elastic constants found for ↵-titanium in this work.













LSR 164.0 195.0 50.0 100.0 55.0 0.84
wLSR 164.9 195.0 48.1 100.0 55.0 0.83
Averaged
LSR 164.3 195.0 49.5 100.0 55.0 0.97
wLSR 166.0 195.0 47.6 100.0 55.0 0.96
The ↵-Ti dataset has a larger number of experimental data points for larger val-
ues of  , as shown in Figure 3.11. Additionally, there are no data points between
approximately 15  and 30 . However, the maximum indentation modulus values for
↵-Ti are much lower than CP-Ti, which led to a more accurate fit to the experimental
dataset. Figure 3.12 shows extremely good agreement for the averaged dataset with
equal weighting of the entire range of  .
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Figure 3.11: The fit for the optimized elastic constants is shown for the ↵-Ti inden-
tation modulus experimental data. Least square optimization was performed with
only the mean values (LSR) as well as the mean and standard deviation (wLSR).
Figure 3.12: The fit for the optimized elastic constants is shown for the averaged ↵-
Ti indentation modulus experimental data. Least square optimization was performed
with only the mean values (LSR) as well as the mean and standard deviation (wLSR).
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Finally, an optimized fit was performed for the ↵ +   colony grains indentation
modulus experimental data. The colony-Ti dataset was generated for only the 100
m indenter. The resultant elastic constant values are shown in Table 3.7. Again,
the fits were performed for both the entire dataset as well as the averaged data set
as well as the least squares and weighted least squares optimization. From Table 3.7,
all elastic constants were varied among optimization type and data. This is quite an
interesting result considering the small range of returned values for CP-Ti and ↵-Ti.
The fits for the colony-Ti also seem satisfactory, as the range of R2 score values of
0.83-0.87.
Table 3.7: Elastic constants found for ↵ +   titanium in this work.













LSR 173.0 195.0 43.7 100.0 55.0 0.87
wLSR 162.5 187.0 48.3 91.0 55.0 0.85
Averaged
LSR 175.0 175.0 43.1 100.0 56.5 0.85
wLSR 154.1 154.1 50.0 75.0 75.0 0.83
The colony-Ti dataset contains few data points as compared to CP-Ti and ↵-Ti.
The complete dataset and associated fits are shown in Figure 3.13. As with the ↵-Ti,
the maximum indentation modulus values for colony-Ti are much lower than CP-Ti,
which led to a more accurate fit to the experimental dataset. However, as shown in
Figure 3.14, there are so few data points that the resultant fit to the averaged data
seems to approximate a linear relationship between indentation modulus and   for
smaller values of  , which is contrary to the CP-Ti and ↵-Ti datasets.
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Figure 3.13: The fit for the optimized elastic constants is shown for the alpha+  -
Ti indentation modulus experimental data. Least square optimization was performed
with only the mean values (LSR) as well as the mean and standard deviation (wLSR).
Figure 3.14: The fit for the optimized elastic constants is shown for the averaged
↵+ -Ti indentation modulus experimental data. Least square optimization was per-




A Bayesian framework [219–224] has become popular in mechanics to help better
calibrate model parameters and quantify the uncertainty associated with each of
them [225–229]. For this study, Bayesian inference is used to assess each elastic con-
stant to ascertain a valid range of values that provide a su cient fit to the experimen-
tal indentation modulus datasets. The updated probability distribution (posterior
























where Emod is the experimental data and C is the set of five elastic constants. The
steps for producing the algorithm used in this work, which performs uncertainty
quantification using Bayesian inference, Markov Chain Monte Carlo, and Metropolis-
Hastings sampling include:
• Define the likelihood P (Emod|C) of observing the data (Emod) given parameter
realizations (C). This function follows a normal distribution in this work.











uniform distribution applied over the input range for each elastic constant is
used in this work.
• Define the proposal distributions q (x) for all parameters. A normal distribution
with a standard deviation of 0.1% was used.
• Select initial value for each parameter, which are chosen as the values returned
from the least-squares optimization.
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• Perform component-wise Metropolis-Hastings sampling until N acceptable pa-
rameter sets are found.
The Markov Chain Monte Carlo method samples the weighted least squares re-
gression (Equation 3.9), starting with the values determined in the previous results
section. Then the component-wise Metropolis-Hastings sampling varies each of the
elastic constants by a small increment and a new probability distribution is calculated.
If the new probability distribution meets a set criteria (typically a comparison with
the old probability distribution), then the values of each variable are acceptable and
appended to a list of feasible input variables. This is performed for 50,000 successful
iterations, which provides a significant number of values for each elastic constant.
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The distributions of the acceptable values for each elastic constant for CP-TI are
shown in Figure 3.15. From is plot, it is quite evident that a range of elastic constants
would provide a satisfactory fit to the CP-Ti experimental data. By comparing these
histograms to Table 3.5, it can be determined if the least squares optimization values







from the least squares optimization correspond with the highest





a uniform distribution was applied to each elastic constant in this analysis, but dis-
tributions of varying shapes were returned.
Figure 3.15: 50,000 MCMC iterations were performed for CP-Ti and the result is
a distribution for each elastic constant given its likelihood as an acceptable solution
to the experimental data.
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The distributions of the acceptable values for each elastic constant for ↵-TI are
shown in Figure 3.16. As with CP-Ti, a range of elastic constants would provide a





the least squares optimization correspond with the highest peaks in the corresponding
histograms, while the Bayesian analysis found most frequent values that di↵ered for
the other three elastic constants. The distributions for each elastic constant are quite
distinct for ↵-Ti, with a bimodal distribution for c
11
and non-symmetric distributions
for the remaining elastic constants.
Figure 3.16: 50,000 MCMC iterations were performed for ↵-Ti and the result is a
distribution for each elastic constant given its likelihood as an acceptable solution to
the experimental data.
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Additionally, the distributions of the acceptable values for each elastic constant
for colony-TI are shown in Figure 3.17. Again, a range of elastic constants would
provide a satisfactory fit to the colony-Ti experimental data, as found CP-Ti and
↵-Ti.
Figure 3.17: 50,000 MCMC iterations were performed for ↵+ -Ti and the result is
a distribution for each elastic constant given its likelihood as an acceptable solution
to the experimental data.
3.4 Conclusions
The purpose of this work was to develop forward and inverse protocols to assess
titanium-specific elastic constants as the relate to the estimation of experimental
indentation modulus datasets. This work performed a rigorous least square regression
of a LE-FEM simulation dataset, performed a least-squares optimization between the
experimental and function fit to the simulation data, and expressed the range of
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acceptable elastic constants through Bayesian inference. This type of procedure is
vital in linking experimental results and simulation tools in an e↵ort to increase
decision-making on a materials-specific basis.
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CHAPTER 4
EXTRACTION OF CPFEM MODEL PARAMETERS
FROM SPHERICAL INDENTATION DATASETS
4.1 Introduction
Physics-based models such as the crystal plasticity finite element method (CPFEM)
are reliant on experimental data for model calibration and validation. Historically,
the experimental datasets have come in the form of single crystal or polycrystalline
uniaxial tests, as well as combined loading and complex stress-states. Single crystal
experimental datasets are advantageous because the crystal orientation is known pre-
cisely, whereas the polycrystalline experimental results are a function of many crystal
orientations. Conversely, polycrystalline specimens are economical to produce, while
single crystal specimens can be laborious to generate. Recent work in the field of
spherical nanoindentation has been able to capture local structure-property relations
in polycrystalline cubic metals by relating the indentation load and displacement to
the indentation sti↵ness and yield strength [45–47]. These values are a function of
the local microstructure in the indentation zone. Nanoindentation requires relatively
simple equipment and sample preparation; sample preparation is similar to proce-
dures used in metallography (sectioning, grinding, and polishing) and large surfaces
can be prepared quickly.
The purpose of the present study is to assess the validity and form of the current




Indentation experiments are performed on a materials surface and were initially used
to determine the hardness of materials [116]. These tests are appealing because of
their versatility for exploring a range of material classes, but the indenter size was
initially too large to isolate properties from thin films or single crystals. Therefore,
nanoindentation was introduced [121] to perform indents with a minimum depth of a
few nanometers to measure elastic modulus in addition to hardness [120].
However, experiments were not able to ascertain the specifics of the material
deformation directly beneath the indenter, so FEM simulations were first performed to
model the elastic-plastic deformation during the indentation of FCC materials [122].
Early FEM analysis showed that indentation testing could be used to determine the
material hardness and sti↵ness [123]. Additionally, early FEM analysis also showed
there was a general correlation between load and indentation depth with mechanical
properties such as elastic modulus, yield strength, and strain hardening [122,123].
Many previous studies have employed sharp indenters and performed the analysis
on the unloading segment of the load-displacement curve. This is done because the
unloading segment is assumed to be elastic [120]. In recent years, spherical indenters
have been used due to their smoother stress fields and the generation of indentation
stress-strain curves from spherical indentation data; a thorough review of indentation
and the indentation stress-strain curve has been performed by Pathak and Kalidindi
[117]. A limitation of many of these studies is the calibration to experimental load-
displacement data. The key features of indentation load-displacement curves are the
slope of the loading and unloading portions in addition to the peak load. However,
properties such as the elastic-plastic transition are indistinguishable (in most cases),
making it di cult to determine the dominant mode of deformation.
More recently, CPFEM studies have been able to estimate CRSS and harden-
ing values for HCP materials from load-displacement curves [124] and analyze the
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size/shape of the plastic region attributed to indentation in bulk single crystals and
thin films [125]. CPFEM results have also produced good agreement when compar-
ing plastic zone sizes with plastic slip traces from nanoindentation experiments [126].
However, these studies still utilize certain specimen symmetry in order to employ
reduced portions of the crystal sample while applying pertinent boundary conditions
on symmetry planes. This limits the range of orientations and responses that can be
studied with these schemes.
Computational nanoindentation studies have also been explored with molecular
dynamics (MD) simulations. They utilize smaller indenter radii (on the order of 100
nm) to elucidate phenomena such as grain growth as a function of indentation rate
in nanocrystalline nickel [128] or observe active slip plane families during indentation
[129]. Specific to titanium, nanoindentation MD simulations have found a di↵erence
in hardness and elastic modulus based on the shape of the indenter [130].
The exploration of Ti-6Al-4V (combination of ↵ and   within the same grain) with
a Berkovich indenter has found a high level of hai-type slip activity (basal, prismatic,
and pyramidal) regardless of crystal orientation, while second-order hc+ ai pyramidal
slip was active, particularly in the grains where the c-axis was closely aligned with the
loading direction [230]. Additionally, load-displacement curves of Berkovich nanoin-
denter experiments and CPFEM simulations (model parameters taken from [41])
of Ti-6Al-4V showed decent agreement when compared for a variety of crystal ori-
entations [203]. Surface polishing has been shown to have a large impact on the
nanohardness and e↵ective Youngs modulus of commercially-pure titanium [231].
4.1.2 Spherical Indentation
One of the common themes among indentation studies is their use of the load-
displacement curve for model calibration/validation. The indenter creates a highly
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heterogeneous stress field, which typically leads to oversimplified analyses of the force-
displacement data and the extraction of underwhelming material properties like hard-
ness. The theory of Hertz [132,133,135] is the basis for the mathematical formulation
used for spherical nanoindentation. Hertz theory assumes the contact between two
axisymmetric surfaces is frictionless and isotropic. From this theory, the relationship









where P is the indentation force, Ee↵ is the e↵ective indentation modulus, Re↵ is
the e↵ective radius, and he is the elastic penetration depth. Additionally, the contact
radius ai of the spherical indenter can be determined from















where Eind is the indentation modulus and Ei & ⌫i are the elastic modulus and Pois-
sons ratio of the indentation specimen [179, 180]. For anisotropic materials, the con-
tact area is also elliptical in shape and not round [178,181]. However, this di↵erence
has had a minimal e↵ect on the calculation of the indentation modulus in previ-
ous studies [181–183]. The indentation force and displacement can be extended to










where h is the indenter displacement. These definitions of indentation stress and
strain have a physical reference; the primary zone can be thought of as a cylinder with
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a radius of and a height of [136]. Various definitions for indentation stress and strain
were evaluated for a isotropic, elastic-plastic material model and the strain hardening
behavior of the above equations were deemed most realistic [137]. Additionally, some
of the deficiencies of nanoindentation analyses protocols have been addressed [136],
but the protocol has mainly only been applied to cubic symmetries [117, 177].
4.2 Methodology
4.2.1 Materials
A commercially pure (grade 2) bar of titanium from McMaster-Carr was heat treated
at 800 C for 2 hours in air and allowed to furnace cool to room temperature. This was
done to anneal the material and grow the grain size to make indentation measurements
with 16 and 100 m radii indenter tips inside individual grains possible. In order to
overcome the texture in the original material and survey a variety of grain orientations,
two di↵erent samples were sectioned: (i) indentation plane parallel to the ND and
(ii) indentation plane parallel to the RD.
A bar of Ti-6Al-4V from McMaster-Carr (Grade 5) was used in this study. The
starting material had a duplex microstructure (equiaxed primary ↵-grains and lamel-
lar ↵ +   grains). The raw material was heat treated to produce larger primary
↵-grains to make the process of nanoindentation with a 16 m radius indenter less
di cult. The raw material was annealed at approximately 1025 C for two hours,
slowly cooled (0.1 C/min) to 950 C and held for one hour, then allowed to furnace
cool. This produced larger primary ↵-grains, some having elongated shapes, as well
as larger lamellar regions. For more specifics about the materials and experimental
testing procedure, please refer to [47, 186].
4.2.2 Simulation Configuration
The simulation of indentation of titanium and its alloys is challenging by virtue of
significant elastic and plastic anisotropy, along with the low symmetry HCP crystal
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structure. Multiple meshing procedures were considered for the indentation simu-
lations to ascertain a su cient mesh for extracting indentation stress-strain curves
but to also limit the total number of elements. Meshes with multi-point constraints,
graded hexahedral regions, and a combination of tetrahedral and hexahedral regions
were tested, but none could reach the required coarseness away from the indenter to
achieve a satisfactory simulation volume.
The indentation specimen is three-dimensional and is composed of an inner and
outer region. The inner region consists of hexahedral elements (type C3D8) with eight
integration points and is designed for direct contact with the indenter. The outer
region is comprised of infinite elements (type CIN3D8) that require the sharing of at
least one face with a hexahedral elements. The indenter is defined as a rigid sphere
with a radius of 10 m. The contact surface between the indenter and indentation
specimen is modeled as frictionless, an estimate that has been proven valid in previous
studies for relatively flat indentation surfaces [116,122,194–196] but that contact with
sharp indenters might need to account for friction [197, 198]. More details regarding
the mesh used can be found in Section 3.2.1.
The spherical nanoindentation CPFEM simulations were performed with Abaqus
6.10-1 [87]. The simulation is a series of load-unload displacement combinations,
where each load-unload combination provides a single data point on the indentation
stress-strain curves. The simulations are displacement-controlled at with a strain
rate of 2.5x10 4 to 7x10 4, which di↵ers from the experiments where the indenter
is force-controlled at a rate of dP/dh = 0.05, where P is the indenter force and
h is the indenter depth. Indentation was performed to maximum depth of 40 nm,
with a total of 20 load-unload cycles to achieve the maximum depth. A load-unload
schematic is shown in Figure 4.1. The first load-unload cycle, which consists of
indenter displacements of 1.0 nm and 0.1 nm, respectively, was used to determine the
indentation elastic modulus. The same mesh configuration was used for all simulations
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in this study.
Figure 4.1: The indenter displacement versus simulation time.
The FE mesh used in this study has 13,500 C3D8 and 3,400 CIN3D8 elements,
making the simulation quite computationally expensive due to the lack of parallel
element operations introduced by the infinite elements (see Section 3.2.1 for additional
information). The run time for the 20 load-unload cycles is approximately 72-96 hours
of wall time on 12 AMD Opteron 6378 (2.4Ghz) processors with a total of 24GB
memory. The CPFEM model parameters that have been calibrated previously [50]
and are used in this work are shown in Table 4.1. The rest of the model parameters
are presented in the results section with their specific material system results.
4.2.3 Calculation of ISS Curves
The estimation of the indentation stress and indentation strain from the spherical
nanoindentation simulations requires the determination of the contact radius 4.2,
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Table 4.1: Model parameters used for CPFEM simulations of ↵-Ti and colony grains.
Parameter Value Parameter Value
c
11
172.8 GPa h 50 MPa
c
12
97.91 GPa hD 50 MPa
c
13
73.43 GPa d 146 µm
c
33
192.3 GPa µ 2
c
44
49.70 GPa s 50 MPa
which is a function of the elastic indenter depth and the e↵ective indenter radius.
The total indenter displacement is defined as
h = he   hr, (4.5)
where hr is the residual surface displacement if the indenter is fully unloaded. Equa-











3   hr. (4.6)
The algorithm for determining the indentation stress-strain points is shown in
Figure 4.2. First, a load-unload (LUj) sequence is defined by determining the max-
imum loading that is also followed by an unloading step. The maximum load and
minimum unload points are determined, then linear regression is performed on load-
displacement data for the defined load-unload segment. If the deformation is elastic,
then the y-intercept is known (hr = 0) and thus the e↵ective radius is equal to the
radius of the indenter (i.e., Re↵ = Rind). In this situation, the slope from the linear
regression can be used to determine Eind; this value is assumed constant for a spe-
cific simulation. If the y-intercept is non-zero, then there is plastic deformation and
the slope of the linear regression can be used to determine Re↵ . This procedure is
followed for the entire force-displacement curve; each load-unload sequence provides








hr = 0? Find Reff








Figure 4.2: Flowchart for the generation of the ISS curves.
4.2.4 Kinetics of the Crystal Plasticity Model
The heterogeneity of the microstructure and the anisotropic deformation response
of Ti-64 dictate that crystal plasticity be used [9, 13, 232]. Specifically, the CPFEM
model considered in this work was initially developed for duplex Ti-6Al-4V for 2D
analysis [52], extended to 3D [39], then further modified by various authors [40, 43,
44, 54, 55, 57]. Most recently, Smith et al. [43] calibrated the model to three distinct
titanium alloy microstructures via uniaxial tension and fully-reversed cyclic tension-
compression experimental data.
This model is based on the two-term multiplicative decomposition of the defor-
mation gradient into elastic and plastic parts (i.e., F = Fe ·Fp). The plastic velocity
gradient is determined in the intermediate configuration [9] which is both isoclinic
and lattice invariant. The model considers duplex microstructures that can consist of
either primary ↵ grains and/or colony grains that are a lamellar structure and contain
secondary ↵ phase and   regions. The ↵ +   colony grains are homogenized in this
model due to the size range of microstructure features such as   laths. The BOR
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is utilized in order to transform the BCC slip systems into a hexagonal coordinate
system [233]. The isothermal slip system shearing rate,  ̇(⇠), where the superscript















is the reference shearing rate, ⌧ (⇠) is the resolved shear stress,  (⇠) is the back
stress, (⇠) is the threshold stress, D(⇠) is the drag stress, and M is the inverse strain-
rate sensitivity exponent. The threshold stress is defined as the sum of a Hall-Petch




+ (⇠)s . (4.8)
In Equation (4.8), y is the Hall-Petch slope, d is the mean slip distance in the ↵-
phase (primary or secondary), and (⇠)s is a softening parameter. The evolution of
the threshold stress is governed solely by the softening term (µ is the softening rate





The drag stress is the di↵erence in the between the CRSS (⌧CRSS) and the initial
threshold stress [41], i.e.




The drag stress does not evolve (i.e., Ḋ(⇠) = 0), while the back stress is initially set
to zero and evolves according to a direct hardening/dynamic recovery relation of the
form
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 ̇(⇠) = h ̇(⇠)   hD (⇠)
   ̇(⇠)
   , (4.11)
where h is the direct hardening coe cient and hD is the dynamic recovery coe cient.
It is a common assumption in the literature that ↵+   titanium is stronger than
↵ titanium and the ↵/  interface is one of the main contributors to the increase in
strength [85]. The constitutive relations [41,50] assume an increase in basal and pris-
matic slip system CRSS values for colony grains, ⌧ (⇠)CRSS (↵ +  ) = 1.25⌧
(⇠)
CRSS (↵) [41].
Additionally, the diameter used in the threshold stress (Equation (4.8)) is assumed
to be the ↵-lath spacing for the hard orientations in the colony grains. Finally, the
CPFEM model does not di↵erentiate between the primary-↵ and ↵+  colony grains
in terms of elastic sti↵ness. This coarse assumption is based on comparing with ex-
perimental information on cyclic stress-strain response at the macroscale rather than
at the scale of individual phases. However, the elastic constants for ↵ +   Ti-6242
have been found to be extremely close to the elastic constants for the ↵-phase of the
same material [86].
Single crystal elastic constants for ↵-titanium are assigned to all grains in the
polycrystal [43]; the ↵+  colonies are predominantly composed of ↵ laths. The crystal
plasticity formulation is coded into an Abaqus/Standard [87] via a User MATerial
subroutine (UMAT) [88]; the numerical integration scheme is similar to that of fully
implicit method [89].
4.3 Results
Due to the computational expense of these simulations, it was advantageous to only
modify a few of the model parameters to assess the potential modifications required
for calibrating to the indentation experimental dataset. Therefore, model calibration
was performed by refining the critical resolved shear stress (CRSS) values for the
prismatic, basal, and pyramidal slip systems in the CPFEM model, while all other
95
model parameters were held constant. Some of the other model parameters (e.g., back
stress) are specific to cyclic loading conditions, and while the load-unload nature of
indentation could be considered as such, this first e↵ort is to ascertain the quality of
the relationship between the indentation stress-strain curve and commonly reported
values such as the critical resolved shear stress.
Figure 4.3: The CPFEM indentation stress-strain curve for   = 60  for commer-
cially pure titanium.
Figure 4.3 is an indentation stress-strain curve for commercially pure titanium
with   = 60 . As previously stated, each load-unload combination provides a single
indentation stress-strain point for plotting, therefore a series of load-unloads are per-
formed with increasing displacement to generate the indentation stress-strain plot.
The elastic and elastic-plastic transition are clearly defined in this representation.
The indentation yield strength is determined with a 0.2% o↵set, precisely the same
method that is commonly used for macroscopic tension testing. The hardening rate
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is estimated as the slope of the indentation stress-strain curve (d /d✏) immediately
after the yield strength. The two indentation stress-strain plots immediately following
the yield strength to calculate that slope. Note that the hardening rate calculated in
this work di↵ers from hardening rates commonly presented in the literature (d /d✏p).
Table 4.2: CRSS CPFEM model parameters







Previous Values 350 MPa 275 MPa 470 MPa 570 MPa
CP-Ti 225 MPa 195 MPa 470 MPa 570 MPa
↵-Ti 350 MPa 275 MPa 700 MPa 800 MPa
4.3.1 Comparison of Indentation Yield Strength
The experimental dataset for commercially pure titanium was generated with two
indenter sizes – 16 and 100 m – and those results are in good agreement, despite
the change in indenter size. Although the CPFEM model was not intended for and
has never been calibrated with commercially-pure titanium experiment data, it was
thought useful to compare the trend of the indentation stress-strain response. The
basal and prismatic CRSS values were reduced relative to those of the previously-
calibrated model to fit the experimental data. The experimental and CPFEM in-
dentation yield strength values both decrease with increasing   angle, see Figure
4.4.
The ↵-titanium comparison demonstrates good agreement between the experi-
mental and CPFEM indentation yield strength values. These yield strength values
are much larger than the commercially pure titanium values. Table 4.2 illustrates a
significant increase in the CRSS values for both pyramidal slip systems.
The same CRSS values as were used for ↵-titanium also apply to the colony
grains in the CPFEM model. The CRSS of the BCC slip systems is a function of the
prismatic slip system CRSS. Although the experimental data is not as plentiful as the
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Figure 4.4: The comparison of the experimental and CPFEM indentation yield
strength as a function of   for commercially-pure titanium.
commercially pure or ↵-titanium, the general trend seen for the other two systems
follows here as well. Interestingly, the indentation yield strength values are extremely
similar between the ↵-titanium and ↵ +   titanium single crystals. This finding will
have important implications in a later chapter when slip transfer phenomena are
discussed specifically for ↵ +   titanium alloys.
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Figure 4.5: The comparison of the experimental and CPFEM indentation yield
strength as a function of   for ↵-titanium.
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Figure 4.6: The comparison of the experimental and CPFEM indentation yield
strength as a function of   for ↵ +   titanium.
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4.3.2 Comparison of Initial Indentation Hardening Rate
The indentation hardening rate can provide information about the hardening of single
crystals, which is vital information for assessing the plastic deformation of specific
slip systems. For the experimental datasets, the initial indentation hardening slopes
(Hind) were determined from the slope of the indentations stress-strain curves af-
ter yield (0.2% o↵set) and inside a 2% o↵set. The CPFEM simulations were not
performed to significant amounts of plastic deformation due to computational re-
strictions, therefore the 3 indentation stress-strain points immediately following the
indentation yield strength were used to determine the initial indentation hardening
slopes. The values for commercially pure and ↵-titanium both follow a trend with
decreasing indentation hardness rate with increasing   angle. And the CRSS model
provides values that are in general agreement for both material systems as well.
Figure 4.7: The comparison of the experimental and CPFEM indentation hardening
rate as a function of   for commercially-pure titanium.
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The implication of matching the trends of the indentation hardening rate is that
the current model implementation is capturing the correct hardening phenomena in
the single crystal response and that the other model parameters were well calibrated
in previous studies [50].
Figure 4.8: The comparison of the experimental and CPFEM indentation hardening
rate as a function of   for ↵-titanium.
However, the trend does not hold true for the indentation hardening rate for the
↵+  colony grains. It is di cult to discern the underlying phenomena that led to the
oscillatory nature of the experimental data in Figure 4.9. One explanation could be
that various amounts of ↵ and   were directly beneath the indenter, and each phase
has a di↵erent initial hardening rate. The CPFEM trend is linear, but the values
are within the same order of magnitude, so the colony grain response is reasonably
represented by the CPFEM simulations.
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Figure 4.9: The comparison of the experimental and CPFEM indentation hardening
rate as a function of   for ↵ +   titanium.
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4.3.3 Von Mises Stress Below the Indenter
One of the assumptions made with the modeling scheme presented is that the inden-
tation stress-strain response is solely due to the deformation of the crystal directly
beneath the indenter. In the experimental procedure, it is extremely di cult to
determine the depth of a particular grain; laborious methods would be required to
determine the change in the cross-section of the material with depth. Therefore, ex-
perimental indentation is performed in the center of large grains and multiple tests
are performed in the same grain to provide an average response.
To assess the spatial response of the deformation into the depth of the specimen,
the von Mises stress beneath the indenter is plotted in Figure 4.10. These values were
selected from the three-dimensional model at a point in the indentation process which
coincided with the indentation yield strength for each material. As expected, the
von Mises stress increases immediately beneath the surface and then decreases with
increasing depth. The uniaxial yield strength of titanium is approximately 900 MPa,
meaning that plasticity is most likely occurring within 0.50-1.00 m from the surface,
depending on the orientation of the single crystal. Therefore, if the grains are on the
order of 1 m (or larger) in diameter, the single crystal deformation response is most
likely very reasonable. However, at this level of deformation, the anisotropy of the
elastic response could also play a role. Therefore, simulations and/or experiments to
larger indenter displacements might also need to consider the presence of neighboring
grains beneath the grain being indented to accurately capture the indentation elastic
modulus, indentation yield strength, and initial indentation hardening rate.
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Figure 4.10: The von Mises stress directly beneath the indenter for ↵-titanium single
crystal CPFEM simulations results for   = 0 ,   = 30 ,   = 60 , and   = 90 . The
values were taken when the indentation stress was equal to indentation yield for each
simulation.
4.4 Conclusion
Spherical nanoindentation are imperative for the advancement of physics-based ma-
terials models such as CPFEM. As shown in this work, previous calibration schemes
utilizing polycrystalline experimental datasets have provided approximate model pa-
rameters, but more detail is needed to enhance specific values. Particularly, the CRSS
values for the pyramidal slip systems had to be significantly increased to more closely
match the experimental datasets.
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CHAPTER 5
HIGH-CYCLE FATIGUE ANALYSIS OF ↵-TITANIUM
5.1 Introduction
Titanium and its alloys have an attractive strength-to-weight ratio and corrosion re-
sistance, both of which are vital for the aerospace, automotive, and biomedical indus-
tries. The ↵-phase of titanium has a hexagonal close packed (HCP) crystal structure
while the  -phase has a body centered cubic (BCC) crystal structure. In general,
titanium alloys can be categorized as ↵ or near ↵, ↵+  , or   alloys [61]. Ti-6Al-4V
(Ti-64) is one of the most commonly used ↵ +   titanium alloys in the aerospace
industry because of its balance of strength, ductility, and favorable elevated temper-
ature properties; it is frequently used in airframes and aeroengines [60]. The ↵ +  
titanium alloys contain a combination of ↵ and   phases, resulting in a wide range
of microstructures and mechanical properties depending on the heat treatment and
thermomechanical processing route. Specifically, the microstructure can range from a
bimodal combination of ↵-grains and  -grains with embedded ↵-laths to fully lamel-
lar ↵ +   [64]. This variation in microstructure and resultant mechanical properties
can lead to competing objectives in the material selection or optimization process.
Fatigue resistance is also an important characteristic for ↵ +   titanium alloys
because of their applications of use. Experimental evaluation of the fatigue resistance
of materials is costly and labor intensive. In addition, the information extracted is
often limited to simple metrics such as the number of cycles to failure. Unfortunately,
it can be di cult to relate this data to microstructural variables (e.g., grain size
distribution and crystallographic texture) because this requires parametric arrays
of experiments and material characterization. Computational frameworks such as
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crystal plasticity finite element method (CPFEM) have been used recently for relating
microstructural features to macroscopic material properties [13, 234, 235]. CPFEM
allows for the computation of local plastic deformation; thus it predicts stress and
plastic shear heterogeneity within polycrystalline materials. However, the scope of
CPFEM for HCF simulations are limited due to the high computational expense
required, particularly for large domains involving many grains.
To compensate for the shortcomings of experimental testing and CPFEM simu-
lations for high-cycle fatigue (HCF), an alternate approach is proposed in this work
where local material response values are obtained by combining the advanced con-
stitutive relations of CPFEM with the computationally-e cient materials knowledge
system (MKS) [14–20]. This local information is used to assess the relative fatigue
resistance of various hexagonal close-packed (HCP) textures.
5.1.1 Deformation Modes of Titanium Alloys
HCP crystal structures comprise the following slip families: (i) basal slip {0001} h112̄0i,
(ii) prismatic slip {101̄0} h112̄0i, (iii) hai pyramidal slip {101̄1} h112̄0i, (iv) first-order
ha + ci pyramidal slip {101̄1} h112̄3i, and (v) second-order ha + ci pyramidal slip
{112̄2} h112̄3i. These slip planes and their associated slip directions are shown in
Figure 5.1.
In Ti-64, prismatic slip has the smallest critical resolved shear stress (CRSS),
followed by basal slip, while the pyramidal families having much higher slip resis-
tance values. Deformation twinning can also be present in Ti alloys, but is severely
diminished with an Al content above 6% [63] in Ti-64. The   phase has a BCC
crystal structure and up to 48 slip systems, but it is common to only consider the 12
{110} h111i and 12 {112} h111i slip systems because of the di culty to activate the
24 {123} h111i slip systems due to alternating slip on primary systems.



























Figure 5.1: Schematic of the crystallographic slip direction and associated planes for
↵-titanium, including (a) basal and prismatic slip plane and associated slip directions
along with (b) hai pyramidal and ha + ci pyramidal slip plane and associated slip
directions.
colonies are formed during cooling and there exists a Burgers orientation relation
(BOR) that relates the HCP and BCC crystal orientation, given by (110)  k (0001)↵
and [11̄1]  k [112̄0]↵. This BOR was originally determined for zirconium [65] and
then later confirmed for titanium [66]. In general, there are 12 possible HCP variants
for a single BCC crystal [60], but typically only one of them is present in the duplex
microstructure.
5.1.2 Microstructure-Sensitive CPFEM Model
The heterogeneity of the microstructure and the anisotropic deformation response
of Ti-64 dictate that crystal plasticity be used [9, 13, 232]. Specifically, the CPFEM
model considered in this work was initially developed for duplex Ti-6Al-4V for 2D
analysis [52], extended to 3D [39], then further modified by various authors [40,
43, 44, 54, 55, 57]. Most recently, Smith et al. [43] calibrated the model to three
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distinct titanium alloy microstructures via uniaxial tension and fully-reversed tension-
compression experimental data. The specifics for the CPFEM used in this study are
presented in depth in Chapter 4.
5.1.3 Fatigue Indicator Parameters
The driving force for growth of long cracks in metals is adequately described by the
stress intensity factor in the context of LEFM [236]. In particular, a variety of stress-
, strain-, and energy-based relations have been employed to predict fatigue crack
growth at the macroscopic length scale [237]. However, the driving force for small
fatigue crack nucleation and early growth is highly dependent on the local driving
force, which in turn is directly linked to the microstructure of the material [106].
Fatigue Indicator Parameters (FIPs) have been used in macro- and microscale data
analysis to serve as surrogate measures of the driving force for fatigue crack nucleation
and early growth [29,31].
The high-cycle fatigue (HCF) regime typically requires more than 100,000 cycles
to failure and is characterized by heterogeneous plastic deformation among grains
with majority elastic deformation throughout the specimen. The majority of cycles
to failure for HCF involve processes of crack nucleation and early growth through
the first few grains. Additionally, the fatigue crack formation process is strongly
a↵ected by spatial variation of microstructure features (e.g., grain size, orientation,
disorientation) that give rise to heterogeneous stress and plastic strain states. These
local elevated states of cyclic plastic shear strain can then lead to localized damage
and, ultimately, the formation of a single dominant flaw that ultimately propagates
to failure [238]. For Ti-64 tested at room temperature with R=0.1, more than 85%
of the high-cycle fatigue life (unknown strain amplitude) was spent initiating and
propagating small cracks (up to 0.5 mm in length) [97].






Figure 5.2: Illustration of the Fatemi-Socie Fatigue Indicator Parameter (FSFIP ).
have since been used in conjunction with macroscopic experimental [239–244] and
computational [245] data of titanium alloys. FIPs have also been combined with finite
element simulations to make life estimates [110, 111] or compare the relative fatigue
resistance of multiple microstructures or materials [42]. In these cases, the selection
of a specific FIP is important to reflect the deformation mechanism that leads to
fatigue crack formation and early growth. For example, the Fatemi-Socie [107, 108]
shear-based parameter has been shown to correlate well in the LCF and HCF regimes










where   pmax is the maximum cyclic plastic shear strain range,  
n
max is the maximum
normal stress acting on the plane of maximum cyclic plastic shear strain,  y is the
macroscopic yield strength of the material, and k is a constant with typical values
between 0.5 and 1. The overbar (  ̄pmax,  ̄
n
max) indicates that volumetric averaging
should is performed [42]. In CPFEM simulations, this requires averaging FIP values
of neighboring elements. The Fatemi-Socie FIP correlates well with the early fatigue
behavior of metals that exhibit planar slip [41]; a graphical representation is shown in
Figure 5.2. Additionally, FIP values can also be extended to assist in the calculation
of life estimates [109–111].
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5.1.4 Extreme Value Statistics
The largest FIP value found with Equation (5.1) is associated with the location in
the microstructure that has the lowest resistance to fatigue crack formation. Multiple
instantiations can be simulated and the maximum FIP found for each instantiation
can be used to conduct an extreme value distribution analysis. In previous work










(yn) is the probability that Yn will be equal to or less than yn, un is the
characteristic largest value of the sampled population, and ↵n is an inverse measure of
dispersion of largest value of the population. The Gumbel distribution is unbounded
and the shape of the probability density function curve is the same regardless of the
fitting parameters. The maximum FIP values are arranged in increasing magnitude







where n is the total number of simulations and j is the rank order of each maximum
FIP value. For plotting and regression purposes, the Gumbel distribution can be









= ↵nyn   ↵nun. (5.4)
These resultant distributions are the basis for comparing fatigue resistance among
di↵erent microstructures.
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5.1.5 Materials Knowledge System
In recent years, a computationally e cient localization framework for hierarchical
material microstructure called the Materials Knowledge System (MKS) has been de-
veloped [14–20]. The MKS is an algebraic series capable of predicting response fields
on the micro-scale given some macro-scale averaged loading or boundary conditions.
The response of hierarchical materials systems has been addressed using gener-
alized composite theories [33–38], wherein a localization tensor relates the material
response at the microscale to the macroscale averaged values. In the case of linear
elastic response, the fourth order localization tensor A relates the elastic strain at a
location in the microstructure x to the average macroscopic strain on the statistical
volume element (SVE):
✏ (x) = A (x) h✏ (x)i, (5.5)
A (x) = (I  h  (x,x0)C 0 (x0)i+ h  (x,x0)C 0 (x0)  (x0,x00)C 0 (x00)i   . . .) , (5.6)
In Equation (5.6), I is the fourth-rank identity tensor, C 0 (x) is the deviation
in elastic sti↵ness from some arbitrary reference medium at a location x,   is a
symmetrized derivative of the Greens function defined with the elastic properties of
the reference medium and hfi signifies the ensemble average of a function, f , over all
spatial locations in the SVE.
Equation (5.6) can be transformed to a more convenient format through the intro-
duction of the microstructure function, m (x,n) [247], which captures the probability
density of finding local state n at the spatial location x. The local state descriptors
are selected in such a manner that allows one to define the local microscale proper-
ties at the spatial location x (these may include phase identifiers, crystal orientation,
etc.). Through the introduction of m (x,n), substitution of r = x x0 and invocation
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where a (r,n) and ã (r, r0,n,n0) are the first and second order influence functions
respectively, H is the set of all possible distinct local states (n 2 H) and R is the
set of all vectors (r 2 R). The first order influence function a (r,n) quantifies the
contribution to the local response in the current spatial location from the presence of
local state n at a vector r away. The influence functions are computationally advan-
tageous as they are completely independent of microstructure and can be e ciently
computed using through Fourier transforms. Equation (5.7) is an infinite series where
each successive term captures the influence of the local topology for higher levels of
interactions between the local states [20]. It is worth noting that when the variation
of local properties (or contrast) throughout the range of H is low, the series can be
truncated to the first order terms with minimal loss of accuracy [15–18,20].
Unfortunately   (r) has a singularity as r approaches zero, and the convergence
of the series is highly sensitive to the selection of the reference medium. The MKS
avoids these computational issues through a calibration of the influence functions
using results from numerical simulations (e.g., based on finite element methods) that
include a variety of microstructures and their local response fields. Once the influence
functions are calibrated, the resulting linkages can be used to predict the response
field of any new microstructure in the materials system at a far lower computational
cost than with existing numerical frameworks.
Next, a generalized MKS framework is presented which converts Equation (5.7)
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into a more computationally tractable form. First, m (x,n) and a (x,n) are expressed













ALt QL (n) t (r) , (5.9)
where L and s index the coe cients associated with QL (n) and  s (x). The indicator
basis returns one for all values of x within the spatial bin indexed by s and zero
elsewhere. This uniform discretization of the spatial domain allows for the application
of the FFT algorithm in the evaluation of Equations (5.8) and (5.9). If the same
indicator basis is chosen for QL (n) the local state space will be binned discretely
(e.g., a two phase composite material). If the desired local state space is crystal
lattice orientation, this binning strategy proves computationally ine cient as the
number of bins required to accurately represent the orientation space is very large





used to describe the lattice orientation in a hexagonal crystal). It is far
more e cient in this case to use the generalized spherical harmonics (GSH) [73]; a
continuous, periodic, and orthonormal basis for functions on the orientation space
defined using the Bunge-Euler angles.
Through the utilization of the orthogonality of the bases, expressions for MLs and
ALt can be derived from Equations (5.8) and (5.9). Introducing these definitions, MKS
















































Figure 5.3: Flowchart for the insertion of MKS into the traditional workflow for
producing extreme value distribution (EVD) plots.
5.2 Methodology
The purpose of this work is to explore a novel computationally-e cient method for
determining local plastic strain tensors in polycrystalline SVEs. This standard ap-
proach is shown in the bottom row in Figure 5.3 and follows the general steps: (i)
generate digital microstructures, (ii) use CPFEM to determine local plastic strain
tensors, (iii) calculate FIP fields for each microstructure, and (iv) construct extreme
value distributions of FIP values to determine rank order of microstructures. The
new approach explored in this study (also described in Figure 5.3) utilizes the MKS
method to determine the local total strain fields and calculates the local plastic strain
tensors with an explicit integration scheme that employs the relevant constitutive re-
lations described earlier.
5.2.1 Boundary and Loading Conditions
The MKS requires calibration data that, in this case, is generated via anisotropic

















Figure 5.4: Schematic of (a) the loading conditions and periodic boundary condi-
tions in the nonloading directions, as well as (b) the strain versus time curve used in
the work.
response is dominated by elastic deformation; therefore the response is approximated
as fully elastic in this work. The accuracy of this assumption is discussed subsequently
in Section 5.3.1. For the MKS method, periodic boundary conditions are required
to take advantage of the computational benefits of the FFT algorithm. An applied
displacement is defined for one loading direction (on opposing faces) normal to the
face and the other two displacements are set equal to zero. This is an important
distinction from previous work [42, 43] where uniaxial stress boundary conditions
were employed with periodic boundary conditions.
An example of loading in the x-direction is shown in Figure 5.4a. Additionally,
loading in the y- and z-directions are also performed in an e↵ort to sample the digital
microstructures in three orthogonal loading directions.
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The tension-compression cyclic loading is fully-reversed (R=-1) with a strain am-
plitude of 0.5% and is performed for the initial tensile and compressive loading, in-
dicated by points A and B in Figure 5.4b. The specimens are loaded for three cycles
and evaluated using with the explicit integration scheme to ensure saturation of cyclic
plastic strain values. To perform these additional cycles, the subsequent tensile (C,E)
and compressive (D,F) points are assumed to have the same local strain tensors as A
and B, respectively.
5.2.2 Explicit Integration Procedure
The explicit integration scheme is a post-processing routine written in Python [214]
that determines the local plastic strain tensor from the total strain tensor found for
each voxel with the MKS. The MKS is calibrated to local strain tensors generated
via Abaqus. The stress tensor is calculated from the strain tensor given the fourth-
order elastic sti↵ness tensor, i.e.   = C : ✏. The stress tensor for each element is
then discretized into 50 increments for each loading segment (e.g., A-B, B-C, etc.)
assuming a linear relationship between the beginning and ending tensor values. The
stress tensor is then used to determine the resolved shear stress for each slip system
(⌧ (⇠)) for each time increment, according to





where s(⇠) and n(⇠) are the slip direction and slip plane normal, respectively. The
resolved shear stress is then used to solve for the slip system shearing rate (Equation
(4.7)) and evolution equations (Equations (4.9) and (4.11)). The plastic strain tensor










A graphical representation of this process is shown in Figure 5.5. The integrated
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Uncoupled from any FEM solver
✏t from MKS
 t = C : ✏t
⌧
(⇠)


















































Figure 5.5: Flowchart for the forward Euler explicit integration scheme used to
determine the local plastic strain tensor (✏p) from the local total strain tensor (✏)
provided by MKS.
scheme is a forward Euler routine that is commonly used in explicit CPFEM simu-
lations [248]. The plastic strain quantities are orders of magnitude smaller than the
total strain quantities in the HCF regime, therefore their impact on the stress and to-
tal strain tensors are minimal. Additionally, phenomena such as stress redistribution
and relaxation are neglected in this work.
The model parameters used for all simulations (linear-elastic FEM, CPFEM, and
explicit integration) are shown in Table 5.1.
5.2.3 Digital Microstructures
CPFEM has been used to model grain-scale plasticity and capture the heterogeneous
deformation response in previous studies [42, 44]. This is typically done with an
ensemble of statistical volume elements (SVEs), which are constructed such that
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Table 5.1: Model parameters used for all simulations (linear-elastic FEM, CPFEM,
and explicit integration).
Parameter Value Parameter Value Parameter Value
c
11
172.8 GPa ⌧ basalCRSS 350 MPa h 50 MPa
c
12
97.91 GPa ⌧ prismCRSS 275 MPa hD 50 MPa
c
13
73.43 GPa ⌧ pyrhaiCRSS 470 MPa d 146 µm
c
33
192.3 GPa ⌧ pyrha+ciCRSS 570 MPa µ 2
c
44
49.70 GPa s 50 MPa
their size is su cient to sample microstructure-specific features (e.g., grains), but
their overall response might di↵er from that of a representative volume element.
RVEs are intended to approximate the response of the overall material microstructure
by encompassing a volume that is large enough to contain a su cient number of
microstructure-specific features for statistical homogeneity [32]. Additionally, RVEs
must also have measurable properties (e.g., elastic modulus, thermal conductivity)
that are in agreement with the properties of an infinite volume of the actual material
microstructure.
The microscale, denoted by d, is the size of microstructure features such as the av-
erage grain size or size and/or spacing of precipitates/inclusions, while the mesoscale,
denoted by L, is the size of the representative volume element [32]. Previous stud-
ies [249] have stated that the   = L/d ratio for SVEs is between 5 and 10, while the
ratio is between 10 and 100 for proper RVEs. SVEs must be large enough to encom-
pass important features at second nearest neighbor correlations, for example. From
this definition, it is obvious that these ranges are dependent on the specific microstruc-
tures features and the application of the volume elements. Although representative
volume elements (RVEs) are larger than SVEs, thus containing more microstructure-
sensitive features, their size also increases the computational resources required to
complete a particular study. Therefore, the digital microstructures employed in this
work are statistical volume elements (SVEs). It is therefore necessary to sample many
SVEs, in general.
119
Four crystallographic textures representative of titanium alloys were analyzed in
this work: (a) random texture, (b)  -annealed, (c) transverse, and (d) basal/transverse.
The  -annealed texture was taken from previous work [43] while the other textures
were extracted from the literature [60, 64, 250, 251]. All three-dimensional digital
microstructures were instantiated using the open source DREAM.3D software [252]
with inputs of desired grain size, orientation, and misorientation distributions. The
grain size distribution for all textures is modeled as a log-normal distribution with
a mean and standard deviation of 30 µm and 15 µm, respectively. The instantiated
microstructures contain 9,261 hexahedron elements, each with 8 integration points
(i.e., C3D8-type in Abaqus 6.10-1 [87]) and an individual side length of 10 µm. In
previous work [42,43], reduced integration elements (i.e. C3D8R) have been success-
fully used for this type of study, but MKS prefers the centroidal averaging of the eight
integration point values to minimize error due to discretization e↵ects. The digital
microstructure has a total sidelength length of 210 µm in the x-, y-, and z-directions.
A total of 500 microstructures were instantiated for each of the four textures and
their microstructure statistics were compared to the desired statistics. Representa-
tive statistics plots of typical outputs are shown in Figure 5.6. All resultant digital
microstructures were periodic.
To determine an adequate number of SVEs for property estimation to mimic RVE
results, the mean and standard deviation of a particular value of interest (elastic
sti↵ness in this instance) are compared with tolerance values [253]. As shown in
Figure 5.7, the mean of the elastic sti↵ness converges extremely quickly (less than
50 simulations) for loading in each direction while the standard deviation requires
approximately 250 simulations for each loading direction. Therefore, 250 simulations
for each loading direction are required for SVE characterization of this specific texture,
which is less than the 500 simulations performed for each texture. Similar results were






Figure 5.6: Representative pole figures by row for (a)  -annealed, (b)




Figure 5.7: The (a) mean and (b) standard deviation for N number of MKS simu-
lations of the  -annealed microstructure.
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5.3 Results
5.3.1 MKS Model Calibration
In this work, the MKS is utilized to provide a computationally e cient framework
for the prediction of local tensorial strain fields for a wide range of realistic ↵-Ti
microstructures. For each set of boundary conditions, the MKS is calibrated for
the local strain tensor. In practice, a calibration is performed for each independent












), where periodic boundary conditions
were formulated such that the average value of the applied component (over all spatial
cells) matches the imposed strain. More specifically, the imposed strain is selected
such that only one component is non-zero.
In this study only the first term in the MKS infinite series is utilized. In prior
work, it was shown that the truncation to the first term provides excellent results for
composite systems with low to moderate contrasts [15–18, 20]. In the present case,
truncation to the first term is justified as ↵-Ti single crystals exhibit low contrast
(e.g., the ratio of the highest modulus to the lowest modulus is approximately 1.40).
Furthermore, following the earlier work [18] Only fifteen GSH basis functions are
needed in the representation of the influence kernels in the MKS representation for
the present work.
The MKS localization relationships are calibrated using the responses of SVEs
generated via DREAM.3D. These microstructures have realistic grain size distribu-
tions but exhibit random textures. This ensures that the interactions between grains
of di↵erent orientations are captured such that the localization relationship can be
used to predict the responses of microstructures with a variety of textures. The num-
ber of SVEs used in calibration of the MKS is determined through examining the
mean and maximum error metrics in the stress and strain field predictions for di↵er-
ent sets of validation SVEs. Specifically, it was found in this work (data not shown)
that the error metrics changed little when 400 SVEs are used for MKS calibration
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instead of 200. In order to achieve the best possible MKS calibration, the full set of
400 SVEs were used in the final calibration procedure.
The value of the MKS approach is particularly apparent when the computational
benefits are examined. While the determination of the local stress and total strain
fields in an SVE with FEM takes 10 minutes on four processors, the MKS requires
only 0.70 seconds (on a single processor) to produce the same information. Regarding
local states, the MKS prediction of the total strain fields is also highly accurate; the
mean voxel-to-voxel di↵erence between the MKS and linear elastic FEM response is
0.28% and the maximum error per microstructure averages to only 1.50% for the ✏
11
component. Additionally, the mean voxel-to-voxel di↵erence between the MKS and
CPFEM response for 100 instantiations of the  -annealed microstructure for ✏
11
com-
ponent is 0.28%, while the maximum error per microstructure averages only 1.65%.
Therefore, the MKS prediction is extremely accurate as compared with the linear-
elastic FEM and CPFEM simulations, providing justification for the approximation
that the local strain tensor can be approximated as the the local elastic strain tensor.
5.3.2 Comparison of Integration Scheme and CPFEM Simulations
After verifying that the MKS has produced accurate results when compared with
linear-elastic FEM and CPFEM simulations for the local total strain tensor, the
procedure was extended to determine the local (grain scale) plastic strain tensor.
The explicit integration scheme was utilized for a total of three cycles; a comparison
of the plastic strain fields with that of CPFEM is shown in Figure 5.8. The CPFEM
simulation requires approximately 45 minutes to complete on four processors (and
a total of eight Abaqus licenses), while the explicit integration scheme requires 70
seconds on a single processor.
The plastic strain comparison is in acceptable agreement; the mean and aver-
age of the maximum error for the ✏p
11
component are 105% and 353%, respectively,
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Figure 5.8: A two-dimensional cross-section comparison of the ✏p
11
values from
CPFEM (left) and MKS plus explicit integration (right).
from 100 instantiations of the  -annealed texture simulated with CPFEM and MKS
coupled with explicit integration. However, the determination of plastic strain is an
approximation that is a function of the local plastic shear strain rate and the time
increment in the integration scheme. Therefore, the precision of the CPFEM local
plastic strain tensor is dependent on the number of time increments in the CPFEM
simulation. Later results will demonstrate that this level of agreement is su cient for
the purpose of this work.
The local stress fields also have a high accuracy with mean and average maximum
error per microstructure for the  
11
component of 1.00% and 2.37%, respectively,
from 100 instantiations of the  -annealed texture simulated with CPFEM and MKS
coupled with explicit integration. These results indicate that stress relaxation or
redistribution are minimal in the CPFEM simulations, which is an expected result
for the HCF regime.
5.3.3 Macroscopic Elastic Sti↵ness
HCP crystal structures have a transversely isotropic elastic response, meaning the
elastic properties are the same in one plane and di↵erent normal to that plane. For
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↵-Ti, the elastic modulus can vary between 104 and 146 GPa, the shear modulus
between 40 and 47 GPa, and Poissons ratio between 0.265 and 0.337. This degree
of anisotropy for the elastic modulus (40%) and the shear modulus (18%) is much
higher than that of other HCP metals [254] and can have a pronounced e↵ect on the
material deformation response.
Mechanical properties, such as elastic sti↵ness, can be determined from the types
of datasets generated in this study. However, since the boundary conditions used
in this work result in non-zero normal stress components in all normal directions,
additional steps are taken to determine directional elastic sti↵ness values. The MKS
only determines local quantities, therefore the normal stress and strain components




ij/N where N is the total number of
elements) for each loading direction (x-, y-, and z-) to determine an e↵ective sti↵ness
tensor. The e↵ective sti↵ness tensor can then be inverted to recover the e↵ective
compliance tensor. Subsequently, the elastic sti↵ness values for each loading direction
are then equal to the diagonal components of the compliance tensor. Note that shear
loading conditions are not required for this procedure because they do not contribute
to the volume-averaged normal stress or strain quantities. The mean and standard
deviation of the elastic sti↵ness values for each loading direction for each texture are
shown in Table 5.2.









Random 123.4 ± 1.2 123.4 ± 1.2 120.0 ± 1.0
 -Annealed 116.5 ± 0.8 118.6 ± 1.0 135.0 ± 1.7
Basal/Transverse 122.8 ± 2.0 114.1 ± 0.2 135.6 ± 1.8
Transverse 144.8 ± 0.6 112.7 ± 0.2 112.8 ± 0.2
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5.3.4 High-Cycle Fatigue Analysis
The FIP distributions computed from the plastic strain tensor for each voxel pre-
dicted by MKS coupled with the explicit integration scheme were found to show good
agreement with those computed using the CPFEM plastic strains and stress. Fatigue
resistance for the four textures and loading in each of the three orthogonal direc-
tion (x-, y-, and z-) were compared by their extreme value distributions, where each
distribution is defined by the maximum FIP value from each SVE in the dataset.
These results qualitatively agree with the Fatemi-Socie FIP calculated with plastic
strains from CPFEM results, as shown in Figure 5.9. 100 CPFEM simulations were
performed for each loading direction and compared with 100 MKS plus explicit inte-
gration simulations (same microstructure instantiations). The comparison indicates
that at a high probability of failure, the two methods are in agreement in terms of the
rank ordering of the loading directions. However, at a low probability of failure, the
rank ordering is di↵erent between the two methods. This discrepancy can be traced
back to the di↵erence in the local plastic strain tensors and that both methods are
approximating the local plastic strain tensors via Equation (5.12).
The z-direction loading corresponds to the h0001i pole figure, the x-direction load-
ing corresponds to the h101̄0i, and the y-direction loading corresponds to the h112̄0i.
An interesting finding from these results is that the z-direction loading has a lower
fatigue resistance as compared with the x- and y-direction loading. The z-direction
loading has a higher elastic sti↵ness due to the increased alignment of individual
grain c-axes with the loading direction, which would typically imply less plasticity
for similar deformation. However, the boundary conditions result in significant nor-
mal stresses perpendicular to loading, resulting in something more complex than a
uniaxial stress-state.
Similar plots are constructed for the other four textures with the full 500 mi-
crostructure instantiations. Figure 5.10 is the FIP distribution for the basal/transverse
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and transverse textured generated with MKS coupled with explicit integration and
Figure 5.11 is the same for the  -annealed and random textures. As expected, the
random texture results in very similar FIP distributions for loading in all directions.
The basal/transverse texture has similar distributions as that of the  -annealed tex-
ture with the z-direction loading producing the lowest fatigue resistance out of the
three loading directions. Finally, the transverse texture seems relatively uniform, but





Figure 5.9: Comparison of the  -annealed microstructure extreme value distribution





Figure 5.10: The extreme value distribution Fatemi-Socie FIP plot generated
from the MKS and the explicit integration scheme with 500 SVEs for the (a)




Figure 5.11: The extreme value distribution Fatemi-Socie FIP plot generated from
the MKS and the explicit integration scheme with 500 SVEs for the (a)  -annealed
and (b) random textures.
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5.4 Conclusion
A new methodology coupling MKS with an explicit integration scheme has been
presented for accurately predicting the local plastic strain tensor in hexagonal poly-
crystalline aggregates, which can then be used to reliably compute FIP distributions
needed for rank ordering of HCF properties. This type of analysis is tailored for
rapid microstructure selection and optimization, assuming the proper material and
application have been identified. To perform the analyses contained within this work
using a traditional approach, over 6,000 CPFEM simulations would be necessary; this
would not only be computationally intensive, but would require a substantial number
of Abaqus licenses for these particular analyses. In contrast, the new approach is
computationally inexpensive, providing an approximate speed-up of 40x versus tradi-
tional CPFEM, and does not require Abaqus simulations once the MKS is calibrated.
Even greater computational improvements could be achieved through the formulation
and calibration of a suitable functional representation relating the FIP at each spa-
tial location in an SVE to the local strain tensor and crystalline lattice orientation.
In future studies, the computational framework presented here will be extended to




APPLICATION OF IDEM TO TI-64
6.1 Introduction
To this point, microstructure-sensitive modeling has been performed for the purposes
of comparing the CPFEM models to spherical indentation experimental data to as-
sess the validity and form of the model, as well as to demonstrate the generation
of extreme value distributions with a more computationally-e cient method than
CPFEM. Studies that assess the calibration/validation of microstructure-sensitive
models or present updated methods for property generation are not unique to this
dissertation; it is a common theme in the literature when presenting and working
with microstructure-sensitive models. However, the goal of this work is to aid the
materials design exploration process of Ti-64, which requires connecting the model to
higher-level design objectives or criteria. This chapter will discuss these connections
and the data necessary for improving the material exploration process.
Response surfaces produced by microstructure-sensitive modeling e↵orts can be
highly nonlinear, as demonstrated in the previous Chapters with indentation modulus
(Chapter 3), indentation yield strength (Chapter 4), and extreme value distributions
of FIPs (Chapter 5). For this reason, microstructure-sensitive modeling is a very
good candidates for robust design methods such as IDEM. Previous work in the
high-cycle fatigue (HCF) regime has found a correlation between fatigue indicator
parameters (FIPs) and the number of cycles to failure [110, 111]. The majority of
HCF deformation is elastic with localized regions of plasticity in grains or features
that are favorably oriented for deformation slip. Therefore, a combination of fatigue
crack formation and microstructurally small crack growth within the first few grains
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or phases consumes the majority of the HCF cycle life and the determination of local
driving forces can aid in identifying the location and magnitude of said driving forces.
To capture local driving forces, the employed modeling scheme must account for the
heterogeneity of the material, including grain morphology and texture.
Fatigue resistance is of importance to Ti-6Al-4V, commonly referred to as Ti-
64. This ↵ +   titanium alloy has high strength and relatively low density, ideal
for aerospace applications. Previous microstructure-sensitive computational studies
on Ti-64 [40–42, 44, 54] have demonstrated an ability to accurately capture elastic
and plastic anisotropy for the ↵ and ↵ +   regions using crystal plasticity finite
element method (CPFEM). Cyclic loading CPFEM simulations have been used to
capture local driving forces with FIP quantities. In particular, the Fatemi-Socie
FIP [107,108] has been extensively used due to its correlation with early stage fatigue
crack formation behavior of metals that exhibit planar slip. The FIP calculations are
performed on local cyclic responses, such as being averaged over each element in a
finite element model.
The motivation behind the Inductive Design Exploration Method (IDEM) was
presented in Section 2.7. This chapter will utilize the IDEM to evaluate two di↵erent
datasets specific to ↵-titanium: (i) data generated from a combination of CPFEM
simulations and MKS coupled with the explicit integration scheme that extends the
dataset presented in Chapter 5, as well as (ii) data generated from Taylor-type model
that explores all loading orientations within the Bunge-Euler angle space.
6.2 Deductive and Inductive Design
One of the major goals of the MGI [1] is to integrate experimental testing, compu-
tational tools, and data science approaches to decrease the time and cost associated
with material design from discovery to deployment. As previously mentioned in this
dissertation, a potential application for this kind of integration is the selection and/or
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optimization of particular material systems, in addition to the design and develop-
ment of novel material systems. Olson proposed the simultaneous use of inductive
and deductive decision paths commonly employed in materials development [156].
The deductive path is referred to as a cause-and-e↵ect path (bottom-up experiments
and/or models) and the inductive path is the goals-means (top-down) path. One
method for developing the deductive path for materials development is the defining of
process-structure-property-performance (PSPP) mappings [26]. PSPP mappings rep-
resent cause-and-e↵ect relationships between process-structure, structure-property,
and property-performance. In general, PSPP mappings are unique for individual
material systems [255], but many common features exist between PSPP mappings of
di↵erent material classes. However, the deductive path is unpredictable and laborious
to employ while simultaneously o↵ering utility for accelerating materials development.
Therefore, much e↵ort is devoted to inverse methods in inductive design.
A multi-level model chain, such as a PSPP mapping, is even more sensitive to
uncertainty due to its propagation through the levels. One multi-level robust design
method that allows for the user to account for uncertainty is the Inductive Design Ex-
ploration Method (IDEM) [24]. Given design variables (input space) and performance
requirements, IDEM discretizes the input variables, projects each set of discretized
input values to a range in the output space, and then determines which set of discrete
input values satisfy the output space [24, 29, 157, 158]. The IDEM is an inherently
recursive process that links multiple levels of performance requirements.
Figure 6.1 presents the deductive and inductive paths related to IDEM. Step 1
involves bottom-up simulations (e.g., CPFEM) or experiments. Model 1 and Model 2
represent a connecting function/dataset that relates one level with the next. With the
PSPP mapping as an example, Model 1 could represent a process–structure relation-
ship and Model 2 a structure–property relationship. The yellow region encompasses
the feasible region of points that are a result of the initial input parameters. Step
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Figure 6.1: Schematic of Steps 1 and 2 in the Inductive Design Exploration Method
(IDEM). Step 1 involves bottom–up simulations or experiments for Model 1 and 2
relations, with regions in yellow encompassing the feasible ranged sets of points from
these mappings. Step 2 involves top–down (inductive, goals/means) evaluation of
points from the ranged set of specified performance requirements that overlap feasible
regions established by bottom-up (deductive, cause and e↵ect) simulations in Step 1.
2 involves top-down evaluation of the feasible points found in Step 1 by comparing
with the specified performance requirements or design criteria. The red region is the
performance requirements and the green region is the overlap of the performance re-
quirements and the feasible region. The robust solution is traced back to the original
input parameters in Step 2.
6.3 Overview of IDEM Implementation
The specific mathematics and computations related to IDEM implementation are
detailed in subsequent sections, but it can be helpful to first understand the overall
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Figure 6.2: Simplified flowchart for the implementation of IDEM.
functions and/or discrete datasets are needed to relate the input (structure) to the
response (property) variables.
The input variables are defined to have extents (min/max values) and performance
requirements must also be selected for comparison to the values returned for the
response variables. To ensure complete sampling of the input variables, each variable
is discretized with a researcher-defined spacing between the min and max values.
Therefore, a list of points is generated for evaluation. The IDEM algorithm iterates
over the list of points, evaluating the function and determining the response value for
each point. Each response value is compared with the performance requirements. If
the response value is deemed satisfactory (i.e., meets the performance requirements),
then the input value associated with the response value is considered a feasible point.
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Likewise, if the response value is deemed unsatisfactory, the associated input value
is considered an infeasible point. The list of feasible points is the solution to the
performance requirements.
If multiple levels were to be evaluated, it would also be important to determine
the boundary surrounding the satisfactory response values. To perform this task,
linear interpolation between neighboring feasible and infeasible points can be used
to find the feasible point that lies on the boundary of the performance requirement.
Once the boundary is determined, it along with the response values can be used as
input for another linkage. This is an idealized example of boundary determination; in
IDEM, this is performed in a more sophisticated manner to account for uncertainty
with the input and response values. This, along with other aspects of IDEM, are
explained in more detail in the next Section.
6.4 Generalized Inductive Design Exploration Method
The implementation of IDEM demonstrated in this dissertation was constructed to
support the objectives of this work, however a by-product has been the generation
of an open-source, generalized platform for IDEM that can be utilized for a vari-
ety of datasets [256]. The previous IDEM source-code was written in Matlab [257]
and constructed for a multi-level design scenario of ultra-high performance concrete
(UHPC) [26]. While the previous version was extreme powerful in connecting multiple
design levels that included three distinct length scale phenomena, the code was also
not taking full advantage of time-saving measures such as vectorization. Additionally,
the multi-level approach was hard-coded, making it quite di cult for a user to adapt
the code for a di↵erent application. Therefore, much e↵ort was taken to generalize
the IDEM procedure for its use with various datasets and design scenarios. In its
current form, the Python Design Exploration Method (pyDEM) provides a robust
platform for design exploration.
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Figure 6.3: The various function types, boundary types, and input spaces available
in pyDEM.
Figure 6.3 illustrates the various input function types, boundary types, and input
spaces available in pyDEM. The function type used to map input variables to response
values is extremely versatile. Available function types include a symbolic representa-
tion either taken from literature or generated by the researcher, the use of regression
techniques to fit a response surface to a specific dataset or performing interpolation
with the dataset if function fitting is not possible, and the use of periodic functions
for datasets with input values that are periodic, such as Bunge-Euler angles.
The generalized framework can also work with multiple boundary types, where the
boundaries are useful for defining regions being used as input spaces for subsequent
levels. These boundary types include prismatic boundaries, multi-volume boundaries
where a region is void of feasible points, as well as convex and concave boundaries.
The use of specific boundary types is application- and dataset-specific. Additionally,
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the input space can either be dense or sparse, allowing the designer to omit sam-
pling regions where the input parameters are either known to be unsatisfactory or
unrealistic.
IDEM has been implemented in a generalized sense to allow for the linkage of l
levels, m functions, and n input variables, where l, m, and n are positive integers.
For this work, two levels will be connected with multiple functions. The two levels
are denoted the input and output space. The input space is comprised of the loading
directions and/or textures of interest, while the output space is comprised of elastic
sti↵ness, yield strength, and FIPs.
6.4.1 Defining the Output Range
At every level of design to be addressed using IDEM, a mapping (Figure 6.1) or
projection step must occur to relate every nominal input in the k   1 level to a
region in k output level. The projection to the output space from a nominal input




(x̄), ..., fm(x̄)i , where m is
the number of output functions and thus the dimension of the output space. Due
to various uncertainties, the potential solution is more accurately described by a
range incorporating the uncertainty of the input space and projection process. Each
mapping function (fi) can be bounded by a set of functions fi,lower (x)  fi (x) 
fi,upper (x) which incorporate any uncertainties from the regression process. Thus, in
general, an mx3 matrix, denoted by z, can be constructed to describe the nominal
and bounding functions with components zij being the jth bounding function of the
ith output dimension. A hyperrectangle (generalization of a rectangle to the m-
dimensional space) approximation of the boundary of the mapped output region can
thus be constructed using Eq. (6.1). Type II robustness is incorporated into the
variation of the input parameters  x and Type III robustness (and indirectly Type












Figure 6.4: Schematic of the Hyper-Dimensional Error Margin Index (HDEMI)
showing the range of outputs for a nominal input value (adapted from [24]).
























    , bi  ȳi
(6.1)
The boundary point bi 2 S where S is the (m  1)-dimensional boundary con-
taining the feasible space ⌦, is selected to minimize the distance required to reach
the boundary along the ith dimension (Figure 6.4). The pyDEM selects bi using a
binary search along the path hȳ, max (Si)i. This binary search is implemented as
an improvement to the initial proposal of the IDEM by Choi [23], which utilized a
gridded space with no explicit representation of the associated hypervolume.
Computation of the distance to the boundary was performed along the nearest
neighbor points within this discretized space. While this is su cient for problems
of academic interest, engineering applications requiring robust design are likely to
include objective functions which are computationally expensive; thus, the initial dis-
cretization of the feasible spaces for linked design levels may not be su ciently dense
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relative to the output uncertainties,  yi. Assuming the existence of a representation
of the feasibility hypervolume for which the location of a given point in space may
be determined as interior or exterior, a binary search allows for a significant improve-
ment in the ability to define the distance |ȳ   bi| when compared to a coarsely gridded
space.
6.4.2 Hyper-Dimensional Error Margin Index
An error margin is employed to determine if the output range satisfies the performance
requirements, and thus may be considered a robust solution. The error margin must
have a consistent threshold for accepting or rejecting a potential solution and be
defined for all positive integer dimensions in the input and output spaces. Multiple
error margins are implemented in pyDEM; the one used in this work is the Hyper-
Dimensional Error Margin Index (HDEMI), which satisfies the previously mentioned
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 1, for ȳ /2 ⌦
(6.2)
where HDEMI < 1 indicates that the uncertainty associated with the potential so-
lution exceeds the feasible boundary and is thus not a robust solution. This can
be verified by examining the formulation and seeing this condition only arises if the
distance to the boundary is less than the output range in any dimension, that is a
portion of the output range lies outside the feasible region. Since the current im-
plementation of pyDEM considers only the boundary along ei directions, there is
potential for output ranges to include some of the infeasible space while not having
HDEMI < 1. Eliminating this scenario requires parameterization of the search for
the closest bi over the range of outputs yj 6=i. In the case of an arbitrary S and point
ȳ, the detection of such a minimum must be repeated for all i  m dimensions.
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6.4.3 IDEM combined with MKS and the Explicit Integration of CPFEM
Constitutive Relations
In Chapter 5, the MKS method is coupled with an explicit integration scheme to
determine plastic strain, and ultimately FIP, response fields for SVEs. This method
was shown to be much more computationally-e cient than CPFEM while providing
a reasonable level of accuracy. This approach is the basis for the robust design
scenarios presented here. Eight titanium-specific textures are simulated with loading
in three orthogonal directions to estimate directional elastic sti↵ness, directional yield
strength, and extreme value distributions used to assess the fatigue resistance to
fully-reversed, cyclic loading. CPFEM simulations were performed to estimate the
directional elastic sti↵ness and yield strength, while the MKS coupled with the explicit
integration scheme was utilized to generate the extreme value distributions of FIPs.
6.4.3.1 Simulation Datasets
For microstructure generation, Dream.3D [252] was used to construct 500 SVEs for
each of the eight textures. Four of these microstructures are the same as was pre-
sented in Chapter 5, while four additional textures were also generated that were not
originally used in that study. The eight textures simulated (and their abbreviations)
for this study are  -annealed ( -Ann), basal/transverse (B/T), dice (Dice), double
donut (DD), inner donut (ID), outer donut (OD), random (Rndm), and transverse
(Trans). Representative pole figures for each of the textures can be found in the
Appendix.
Uniaxial tension CPFEM simulations loaded to 1.5% nominal strain were used to
estimate the directional elastic sti↵ness and yield strength of each SVE. A total of 100
of the instantiations for each texture were loaded in the three orthogonal directions,
corresponding to the x-, y-, and z-directions specified by the FEM software for the
generated samples. To relate this convention with the pole figures and the more
common convention of normal direction (ND), rolling direction (RD), and transverse
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direction (TD): z=ND and aligns with the (0001) pole figure, x=RD and aligns with
the (101̄0), and y=TD and aligns with the (1̄21̄0)
Periodic boundary conditions were employed in these simulations [67]. The re-
sultant directional elastic sti↵ness and yield strength values were averaged for each
texture for each loading direction. The averages and standard deviations are shown
in Tables 6.1 and 6.2. These results indicate there is quite an anisotropy, for both
of these measures, depending on the texture and loading direction. The complete
dataset, including elastic sti↵ness and yield strength for each individual simulation,
is located in Appendix C.
Table 6.1: Mean and Standard Deviation of directional elastic sti↵ness for each




 -Ann 116.9 ± 0.8 118.9 ± 1.0 135.2 ± 1.8
B/T 123.1 ± 2.0 114.4 ± 0.2 135.6 ± 1.9
Dice 121.8 ± 1.1 121.5 ± 1.1 123.0 ± 0.7
DD 122.3 ± 1.0 121.3 ± 1.0 125.4 ± 1.2
ID 115.2 ± 0.2 115.3 ± 0.3 136.5 ± 0.5
OD 128.8 ± 1.3 126.4 ± 1.3 114.2 ± 0.1
Rndm 123.8 ± 1.2 123.6 ± 1.1 120.5 ± 1.1
Trans 145.1 ± 0.6 113.0 ± 0.1 113.1 ± 0.2
Table 6.2: Mean and Standard Deviation of directional yield strength for each




 -Ann 764.3 ± 15.9 772.2 ± 17.9 1060.2 ± 22.9
B/T 826.2 ± 33.0 759.0 ± 11.2 1018.2 ± 36.7
Dice 878.4 ± 14.2 886.6 ± 14.1 845.0 ± 7.9
DD 855.8 ± 12.8 848.4 ± 12.5 878.8 ± 17.4
ID 782.2 ± 7.9 783.3 ± 9.1 1032.4 ± 11.0
OD 932.0 ± 15.5 902.5 ± 18.1 753.6 ± 6.7
Rndm 870.9 ± 13.9 871.3 ± 13.8 835.0 ± 15.1
Trans 1177.4 ± 9.8 696.2 ± 7.2 696.9 ± 9.0
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Fully reversed, cyclic loading (for three cycles) was performed through the MKS
coupled with an explicit integration scheme, as detailed in Chapter 5. This procedure
was performed for all 500 SVEs for each of the eight textures and the three loading
directions. The Fatemi-Socie FIP value was calculated for each voxel for each instan-
tiation and volume-averaged to the same specifics as used in Chapter 5. The extreme
value distribution of the Fatemi-Socie FIP was then constructed for each texture and
each loading direction. The complete set of results, including the complete extreme
value distribution for all textures and loading directions, are located in Appendix C.
Specific probability levels or ranges of probability levels can be extracted from the
extreme value distributions and compared across textures and loading direction. The
extreme value distribution FIP plot for the  -annealed texture is shown in Figure 6.5.
The horizontal lines on the plot correspond to the 0.01, 0.10, 0.25, 0.50, 0.75, 0.90,
and 0.99 probability levels.
The lower probability regime of the extreme value distributions of the Fatemi-
Socie FIP, where the FIPs are of lower magnitude, is associated with greater numbers
of cycles for fatigue crack formation (NFOR). Similarly, the higher probability regime
corresponds to higher magnitude FIP values and is associated with shorter fatigue
life (i.e., fatigue crack formation). Therefore, the purpose for defining the probability
levels is to provide a single value for comparing the extreme value distributions across
texture and/or loading direction. For example, Figure 6.6 displays FIP values for a
range of probabilities from 1% to 99% for all textures and loading directions.
Another useful measure taken from the extreme value distribution is the change in
the FIP value between two probability levels. For example, although the z-direction
loading (Figure 6.5) has lower magnitude FIP values at the 0.1 probability level, the
slope of the extreme value distribution is also lower, meaning there is a larger change
in FIP values between 0.01 and 0.10 probability levels, as compared with the x- and
y-direction loading. This larger range in FIP values would indicate there is also a
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Figure 6.5: The extreme value distribution Fatemi-Socie FIP plot generated from
the MKS and the explicit integration scheme with 500 SVEs for the  -annealed tex-
ture. The 0.01, 0.10, 0.25, 0.50, 0.75, 0.90, and 0.99 probability levels are indicated
with horizontal lines.
larger scatter in fatigue lives. Figure 6.7 depicts the range of the FIP values between
two specific probability levels. The purpose of this plot is to demonstrate that FIP
values are not a constant measure and, depending on the specific design objective,
FIPs can be used in a variety of ways to provide the end user with representative
datasets.
Figure 6.8 depicts the directional mean directional elastic sti↵ness, mean direc-
tional yield strength, and the FIP value for the 0.10 probability level from the extreme
value distribution of the Fatemi-Socie FIP for each of the textures and loading direc-
tions.
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Figure 6.6: The FIP values corresponding to the 0.01, 0.10, 0.25, 0.50, 0.75, 0.90,
and 0.99 probability levels values for the eight textures and three loading (x-, y-, and
z-) directions simulated using MKS coupled with the explicit integration scheme.
6.4.3.2 Design Scenarios
For the purposes of pyDEM, the input space can be thought of as two-dimensional,
a function of texture and loading direction. The output space is comprised of three
measures which include the directional elastic sti↵ness, directional yield strength, and
a Fatemi-Socie FIP value. The dataset in this study is quite discrete, meaning it is
not appropriate to interpolate between loading directions or textures to calculate in-
termediate values. Therefore, the output response values (i.e., (E), ( y), and FIPFS)
were fit to a piece-wise constant function, specifically a two-dimensional, zero-order
spline. This allows the data to be input into pyDEM similarly to datasets that are
generated with continuous functions, without the need to alter methods for estimating
derivatives or calculating intermediate values.
However, there is also some uncertainty associated with each of the output values.
Therefore, the minimum and maximum of the directional elastic sti↵ness and yield
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Figure 6.7: The FIP value range corresponding to the 0.01–0.10, 0.10–0.25, 0.25–
0.50, 0.40–0.60, 0.50–0.75, 0.75–0.90, and 0.90–0.99 probability level ranges for the
eight textures and three loading (x-, y-, and z-) directions simulated using MKS
coupled with the explicit integration scheme.
strength are modeled as the mean value plus/minus one standard deviation; these
values were given in Tables 6.1 and 6.2. The uncertainty of the FIP response for a
given texture and loading direction is modeled as a 10% uncertainty, meaning the FIP
measure can have a possible value that is plus/minus 10% of the response taken from
the extreme value distributions. Including the variability of each of these response
values is an important feature in generating robust solutions with IDEM. However,
in this case, there is no way to capture the uncertainty associated with the input
variables. Additional simulations would be required to capture a small change in the
texture or the loading direction.
Three design scenarios are executed on this dataset; each is shown below in Ta-
ble 6.3. The first design scenario seeks to maximize the mean directional elastic
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Figure 6.8: The mean directional elastic sti↵ness (E), mean directional yield
strength ( y), and FIP value (FIPFS) corresponding to the 0.10 probability level
for each of the eight textures and three loading (x-, y-, and z-) directions.
sti↵ness while minimizing the Fatemi-Socie FIP value associated with the 0.10 prob-
ability level. The second design scenario seeks to maximize the directional mean
yield strength while minimizing the Fatemi-Socie FIP value associated with the 0.10
probability level. The third and final design scenario combines the first and second
to maximize the mean directional elastic sti↵ness and mean directional yield strength
while also minimizing the Fatemi-Socie FIP value associated with the 0.10 probability
level.
Each of these design scenarios are founded from component design, where there
is most likely a need to maximize either the elastic sti↵ness (to minimize shape
change) or the yield strength (to maximize load capacity). Additionally, minimiz-
ing the Fatemi-Socie FIP value for the 0.10 probability level would correspond to an
increase in the fatigue life of the component. While the FIP values can be determined
for a variety of complex loading conditions, fully-reversed tension-compression cyclic
loading was performed for this study.
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Table 6.3: Texture IDEM Design Requirements
Scenario E  y FIPFS
#1 > 130 GPa – < 5⇥ 10 6
#2 – > 900 MPa < 5⇥ 10 6
#3 > 130 GPa > 900 MPa < 5⇥ 10 6
6.4.3.3 Results
The input variables, response variables, uncertainty associated with the response vari-
ables, and performance requirements for each design scenario were used as the input
data for the generalized IDEM framework. The texture and loading direction were
assessed via the HDEMI calculation to determine whether each point was satisfactory.
Due to the discrete nature of the data and that this study only contains two levels
(i.e., structure and property), the boundary of the feasible region was not assessed.
Figure 6.9: Two-dimensional representation of the feasible space for each of the
design scenarios applied to each of the eight textures and three loading directions.
Filled squares (blue) indicate the satisfaction of the performance requirements.
The results for each of these design scenarios are given in Figure 6.9. A colored
square (blue) indicates the specific texture and loading direction satisfied the design
requirements, while a blank square indicates that an HDEMI value of -1.0 was re-
turned for the specific texture/direction combination and that the design requirements
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were not met.
The first design scenario only found four texture/loading direction combinations
that provided a robust solution for maximizing the elastic sti↵ness and minimizing
the FIP response for the 0.10 probability level. From comparing the acceptable to
solutions to their respective pole figures, it is evident that each of the feasible points
has many grains with their respective c-axes aligned with the loading direction, thus
increasing the directional elastic sti↵ness.
The second design scenario found many texture/loading direction combinations
with a satisfactory yield strength and FIP response for the 0.10 probability level. This
is a direction result of the high yield strength of titanium. From a design perspective,
this solution would most likely lead to the designer enlisting additional performance
requirements to limit the number of satisfactory solutions.
The third design scenario is a combination of the first and second design scenario,
seeking satisfactory response for elastic sti↵ness, yield strength, and FIP response for
the 0.10 probability level. The results of this design scenario are identical to the first
design scenario, which indicates that the four texture/loading direction combinations
with an elastic sti↵ness greater than 130 GPa also have yield strength values greater
than 900 MPa.
Given more particular design scenarios or an expanded dataset, this procedure
could be quite useful for aiding a designer in selecting particular materials or, at a
minimum, narrowing the list of possible materials for selection.
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6.4.4 Taylor-Type Model of Ti-64
In the previous section, CPFEM simulations as well as MKS coupled with an explicit
integration scheme were used to generate a dataset that had two input variables and
three response values of interest. However, the generalized IDEM framework was
constructed for use with an arbitrary number of input variables and response values.
Therefore, the purpose of this test case is to illustrate the use of IDEM with an
increased number of input variables and response values.
For this study, a Taylor-type model is applied to Ti-6Al-4V with a  -annealed
texture to determine the loading orientations (relative to the texture) that produce
a robust solution when designing for various mechanical properties. The Taylor-type
model prescribes the same deformation to all grains and the macroscopic response is
the average response of those grains [258]. The constitutive relations and model pa-
rameters were taken from previous work on Ti-6Al-4V [43,44] that has been presented
in previous Chapters. The Taylor-type model citeTaylor1938 used in this work is most
similar to the constraint-type Taylor model because the forces are not set to zero on
nonloading faces [259,260]. A Taylor-type model was utilized instead of crystal plas-
ticity finite element method (CPFEM) for computational e ciency. However, some
accuracy is lost due to the treatment of the deformation as homogeneous [261, 262],
the main purpose in this work is to demonstrate the capabilities of the pyDEM and
not the accuracy of a specific microstructure-sensitive modeling scheme.
The loading orientation of the specimen is iterated over the entire Bunge Euler
angle space (0   
1
 360 , 0     180 , 0   
2
 360 ) with response variables of
elastic sti↵ness (E), yield strength ( y), and high-cycle fatigue resistance via fatigue
indicator parameters (FIPs) measured for each loading orientation. The polycrys-
talline specimens are rotated by three Bunge-Euler angles before deformation. And
since Taylor-type modeling does not account for neighboring grains or the shape of
grains, this rotation is a dot product between the grain’s crystal orientation and the
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Figure 6.10: A pole figure generated from the 1,000 Euler angle sets used in the
Taylor-type model analysis of  -annealed Ti-64.
resultant rotation matrix from the specified Bunge-Euler angle set. Uniaxial tension
simulations are used to determine the elastic sti↵ness and yield strength for a given
loading orientation, while cyclic loading of three cycles were performed to determine
FIPs. Fatemi-Socie FIPs were calculated from three types of loading conditions:
• fully-reversed (R =  1) uniaxial cyclic loading (FIPu) in the RD with a strain
amplitude (✏a) of 0.5%,
• combined uniaxial in the RD (R =  1, ✏a = 0.5%) and simple shear
(✏a = 0.05%) on the ND in the TD loading (FIPs), and
• biaxial (R =  1, ✏a = 0.5%, ✏a = 0.25%) loading in the ND and TD (FIPb),
respectively.
These loading conditions were used to represent the complex loading of turbine blade
stresses from the work of Rajasekaran and Nowell [263]. These simulations were
performed at room temperature, the temperature for which all model calibration has
been performed in this dissertation.
6.4.4.1 Simulation Datasets
The results from the uniaxial tension simulations are shown in Figures 6.11 and 6.12.
To assist in reading the plots, it can be useful to thing about each discrete point as
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a specific loading direction relative to the specimen orientation, with the color of the
point relaying the magnitude of the measured property. The calculated range for the
elastic sti↵ness (115-140 GPa), is strongly varied depending on the specific loading
direction. However, these values are in reasonable agreement with values presented
in the other IDEM study in the previous Section.
Figure 6.11: The elastic sti↵ness (E) of the simulated polycrystal as a function of




) used to rotate the specimen.
Similarly, the calculated range for yield strength (900-1240 MPa) is also strongly
varied depending on the specified loading direction. Additionally, these values seem
to be increased from the values determined in the previous IDEM study for the  -
annealed microstructure. Also, due to the asymmetry of the texture, the maximum
and minimum values do not correspond with any principal loading orientation, such
as a RD or ND. Therefore, this type of information could be quite beneficial when
machining a specific component from bulk material.
Additionally, the FIP responses are strongly varied with loading direction, as
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Figure 6.12: The yield strength ( y) of the simulated polycrystal as a function of




) used to rotate the specimen.
shown in Figures 6.13, 6.14, and 6.15. It should be noted that the FIP responses
presented are maximum values for each loading orientation and each FIP value is
implicitly volume-averaged over a single grain, as opposed to the volume-averaging
procedure performed for CPFEM simulations in Chapter 5. Also, there are no ex-
treme value distributions to sample for these simulations; there is only one maximum
value for each specified loading direction. The Taylor-type model does not define
neighbors, as all grains are estimated to undergo the same deformation. The three
FIP responses also correspond to di↵erent loading directions, depending on the ap-
plied loading conditions.
From the data presented for elastic sti↵ness, yield strength, and maximum Fatemi-
Socie FIP, it would be quite di cult to visually determine the Bunge Euler angles
that result in a specific loading direction that satisfies more than one performance
criteria. That is precisely the purpose of pyDEM: to provide the user with a visual
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inspection of a robust solution given multiple design criteria.
Figure 6.13: The uniaxial tension-compression maximum Fatemi-Socie FIP value 
FIP uniaxialFS
 





) used to rotate the specimen.
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Figure 6.14: The biaxial tension-compression maximum Fatemi-Socie FIP value 
FIP biaxialFS
 





) used to rotate the specimen.





of the simulated polycrystal as a function




) used to rotate the specimen.
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6.4.4.2 Performance Requirements
The design requirements employed in this study are shown in Table 6.4. The elastic
sti↵ness and yield strength are given minimum requirements, while the Fatemi-Socie
FIP values are supplied a maximum value that must not be exceeded. The input
dataset was generated for a 15  binning of each Bunge-Euler angle, which resulted in
the assessment of 8,125 specific loading orientations. For preparation for pyDEM, a
three-dimensional interpolation function was defined for each output variable. The
interpolation function was also constructed such that it was periodic, which is quite
beneficial when evaluating derivatives or regions around a specific loading direction
that correspond to the min/max value of the Bunge-Euler angle.
Table 6.4: Taylor-type Model IDEM Design Requirements.
Parameter Performance Requirement
E > 130 GPa
 y > 850 MPa
FIPu < 5⇥ 10 6
FIPs < 5⇥ 10 6
FIPb < 1⇥ 10 4
The periodic functions were evaluated over the entire Bunge-Euler angle space,
where each angle was discretized into 10 values, resulting in the assessment of 1,000
points. This was mainly to keep the computational time down for the pyDEMmodule,
which took approximately 400 seconds to complete. Additionally, a more refined input
space did not alter the solution in any meaningful way.
6.4.4.3 Results
The resultant feasible space indicates the possible sample orientations that would
meet the above design requirements for elastic sti↵ness, yield strength, and a sample
fatigue resistance. The combination of the various inputs to determine the total
feasible space with associated uncertainties of 0.1% are depicted in Figure 6.16. The
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acceptable loading orientations are planes with   = 0 and   = 180; this would
provide uniaxial loading that is parallel to ND, depicted in Figure 6.10.
Figure 6.16: The feasible points found for the multi-objective performance require-
ments applied to the elastic sti↵ness, yield strength, and multiple Fatemi-Socie FIP
value datasets generated with a Taylor-Type Model of a  -annealed texture.
The purpose of this test case was to present an additional design scenario to
illustrate the utility of the generalized IDEM framework. While the use of a Taylor-
type model with an HCP metal has shown to produce less accurate results than
with systems of higher crystal symmetry (e.g., FCC and BCC), the response values
generated with the Taylor-type model were of decent agreement when compared with
the datasets generated for the previous test case with CPFEM or MKS coupled with
an explicit integration scheme. Nonetheless, the functionality demonstrated here is
similarly applicable to more detailed designs of strongly textured alloys undergoing
fatigue loading. The microstructure level design shown here can be integrated with
component design levels through the pyDEM as well as multi-scale material models
to more fully incorporate inductive design principles in actual applications.
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6.5 Conclusion
The eight texture study performed with a combination of CPFEM and MKS cou-
pled with the explicit integration scheme simulated 4,000 SVEs, but loading was only
performed in three orthogonal directions. The limited exploration of loading orienta-
tions is less than ideal, particularly given the need to maximize material usage when
machining. On the other hand, the Taylor-type model results represent the types
of data that are desperately needed to push material selection/optimization towards
a computational-minded decision process. However, generating and simulating an
excess of 8,000 SVEs (for a single texture) with CPFEM would be quite laborious
and computationally-expensive. Both of these case studies demonstrate the ability




THE INCORPORATION OF SLIP TRANSFER CRITERIA
INTO CPFEM
7.1 Introduction
The last objective of this dissertation is to explore the viability of concepts from
existing slip transfer correlations with regard to formulation of constitutive relations
to address the behavior of slip transfer across grain and phase boundaries in ↵ +  
titanium alloys. The purpose for the incorporation of additional relations to capture
boundary e↵ects is to increase the prediction capabilities of the CPFEM model. A
variety of methods have been proposed in the literature, as detailed in Chapter 2, but
little emphasis has been placed on extending them to ↵ +   titanium alloy systems.
This Chapter will present some of the more commonly accepted slip transfer re-
lations from the literature and apply them to ↵/  interfaces, something that has not
been done previously in the literature, to help determine the level of sophistication
needed in proposed slip transfer relations that could be incorporated into CPFEM
models. Additionally, a couple of slip transfer relations already incorporated into
other CPFEM models in the literature will be discussed in the context of ↵ +  
titanium alloys.
7.2 Slip Transfer Relations applied to the ↵ +   titanium
interfaces
There have been multiple slip transfer relations presented in the literature since Liv-
ingston’s was first presented in 1957 [146]. The majority of the slip transfer relations
utilize crystallographic information from the two neighboring grains/phases, e.g. slip
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directions and slip plane normals. Additionally, the grain boundary orientation, resid-
ual burgers vector, and Schmid factor have been used in calculation of slip transfer
relations. However, these relations have not previously assessed for ↵/  interfaces.
Each parameter presented is calculated for a pair of slip systems, with one slip system
residing in grain A and the other residing in grain B (see Figure 2.10 for a schematic).
7.2.1 Criteria that Account for Slip System Orientations
7.2.1.1 Livingston Parameter
Livingston first studied pure aluminum bicrystals and determined that dislocations
were being transferred across the boundary on slip systems that had the highest
resolved shear stress (RSS) in the neighboring grain [146]. This relationship was later




















where s and n are the slip direction and slip plane normal for grains A and B,
respectively. This relation ranges from 0.0 to 1.0, with a larger number representing
an increased likelihood of slip transfer occurring on those specific systems across the
boundary.
7.2.1.2 Luster Parameter
Luster later simplified the Livingston parameter by eliminating the second term,
therefore the basis of slip transmission is strictly a function of the alignment of the slip
directions and slip plane normal [150]. This parameter showed very good agreement





active slip systems across grain boundaries. The Luster parameter is similar to the













This factor is combined with the Schmid factors [91] and a stress intensity factor
resulting from pile-ups (based on [92]) in the transmission evaluation of [31]. It was
found that a lower stress intensity factor (leading to a lower RSS) on the emission
slip system correlated to larger RBVs. For controlling the slip system activation,
good alignment of slip systems has proved to be more important than a high Schmid
factor. The importance of misalignment of slip systems for slip transmission processes
has also been demonstrated with the preceding geometric factor in micro-hardness
measurements of GBs [93].
7.2.2 Criteria that Account for Slip System and GB Orientations
7.2.2.1 Shen Parameter
To this point, only the slip direction and slip plane normal have been considered in the
determination of slip transfer relations. Shen studied 304 stainless steel undergoing
tension and found that minimizing the slip direction was important in predicting
the active slip system [147], as was minimizing the angle between the intersection of
the incoming slip plane normal with the grain boundary and the outgoing slip plane
















is the projection of the slip plane normal on the grain boundary for
grains A and B, respectively. Shen combined this with the maximum resolved shear
stress on the outgoing slip system to predict the active slip systems.
7.2.2.2 Lee Parameter
The Lee parameter is commonly referred to as the LRB criteria [149]. The Lee
parameter is similar to the Shen parameter in that it accounts for the projection of









Additionally, the LRB also combined this with a maximum resolved shear stress








7.2.3 Criteria that Consider Threshold Values
7.2.3.1 Werner parameter
All of the previously presented slip transfer relations were calculated for individual
slip systems, but additional relations have been proposed that sum over the individual
components to provide a scalar measure for adjacent grains. One such parameter is





























Critical angles, !c and c, are defined as angles above which no slip transfer is expected
to occur on the particular pair of slip systems. In other words, a particular slip system
pair is not considered (and eliminated from the summation) if the angle between them
is larger than the respective critical angle. The critical angle values are material
system dependent.
7.3 Calculation of Slip Transfer Relations for ↵/  inter-
faces
7.3.1 Methods
The introduction of the slip transfer relations in the previous Section presented the
relations for a pair of slip system, one slip system in grain A and another slip system in
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grain B. However, each grain on either side of the interface has multiple slip systems.









are the number of slip systems in grain A and B, respectively. If neighboring




, but that may not necessarily be the
case if the neighboring grains have di↵erent crystal structures. In this study, each
slip transfer relation will be calculated for each pair of slip systems present in ↵ +  
titanium alloys.
To calculate the Livingston and Luster parameter for each pair of slip systems,
the slip direction and slip plane normals must be known. This information is already
known for the implementation of CPFEM. In addition to the slip direction and slip
plane normals, the grain boundary normal needs to be known to calculate the Shen,
Lee, and Werner parameters. The BOR relation is known for ↵ +   titanium alloys,
therefore an assumption can be made about the orientation of the grain boundary
between the two phases.
For this study, it was chosen to model Grain A and Grain B as both having 24
available slip systems – 12 HCP and 12 BCC slip systems – as the homogenized colony
grains were modeled in Chapter 4. Although the primary focus of this study is the
↵/  interface, calculating each slip transfer parameter for pairs of all 24 slip systems
will also allow for the analysis of ↵/↵ and  /  interfaces. These results will help aid
in the understanding of the slip transfer relation values because ↵/↵ and  /  contain
the symmetry of having identical slip systems on either side of the boundary.
The resultant slip transfer relation values are calculated with a Python [214] script
and presented in two-dimensional plots. Each plot contains 576 (24⇥24) values. The
x-axis of the plot represents the ith slip system and the y-axis represents the jth slip
system, where i and j represent the selected system for grains A and B, respectively.
These plots are symmetric about the diagonal, meaning that the slip transfer relation
value for ij is equal to the slip transfer relation value for ji.
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Figure 7.1 labels each region of the two-dimensional plot by the phase/phase
boundary: bottom-left is ↵/↵, top-right is  / , and ↵/  is in the top-left and bottom-
right. Specifically, slip systems 1-3 are basal, 4-6 are prismatic, 7-12 are pyramidal,
and 13-24 are the BCC slip systems. The specific slip directions and slip plane normal
directions for each of the 24 slip systems is presented in the Appendix.
Figure 7.1: A representative two-dimensional schematic of the slip transfer relation
value plots that labels the ↵/↵, ↵/ , and  /  regions.
It is important to remember that the ↵ and   phases within ↵+   titanium have
a predetermined orientation relationship with one another, which allows for this type
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of analysis. However, for the ↵/↵ and  /  paired slip transfer relation values, one of
the implicit assumptions in the data presented is that the neighboring grains have the
same crystal orientation (e.g., the grains have the same Bunge Euler angles). This
is obviously an invalid assumption for a realistic pair of neighboring grains with an
interface, but the analysis can nonetheless help in providing context when discussing
the results for the ↵/  interface.
7.3.2 Accounting for Slip System Orientations
The Livingston slip transfer relation (Equation 7.1) was calculated for each combina-
tion of slip systems for grains A and B. The resultant plot of those values is shown
in Figure 7.2. There are quite a few features of interest as a result of these calcula-
tions. For instance, the Livingston parameter returns a value of 1.0 on the diagonal,
meaning the incoming and outgoing slip system are perfectly aligned. This was to
be assumed since there is no rotation between grains A and B. Also, the Livingston
parameter between the basal and prismatic slip systems is 0.0. Although this slip
directions are the same for both of these systems (i.e., the h112̄0i direction), the slip
plane normals are perpendicular to one another.
The primary region of interest for this analysis is the ↵/  region, which is located
in the top-left or the bottom-right of the plot. Slip systems 1-12 are HCP slip systems
and 13-24 are BCC slip systems. For the ↵/  region, two of the three basal slip
systems are highly aligned with at least one of the BCC slip systems, illustrated by
the high Livingston parameter values of 1.0 and 0.98 in locations (i = 13, j = 3) and
(i = 14, j = 1), respectively. Additionally, two of the prismatic slip systems (j= 4
and j = 6) have values of 0.81 and 0.87 with the BCC slip systems ((i = 17, j = 4)
and (i = 19, j = 6)), respectively. Finally, four of the pyramidal slip systems have
one Livingston parameter value greater than 0.925. In fact, only 10 of 144 Livingston
parameter values in the ↵/  are greater than 0.80, while only 36 of the 144 are greater
167
Figure 7.2: The Livingston slip transfer relation values calculated for each combi-
nation of the 24 slip systems in the ↵ +   colony grain.
than 0.50. However, each of the ↵ slip systems has at least one Livingston parameter
value greater than 0.5 when calculated with a neighboring   slip system.
The Luster slip transfer relation (Equation 7.2) was also calculated for each com-
bination of slip systems for grains A and B. The resultant plot of the parameter
values is shown in Figure 7.3. There are some similarities when compared with the
Livingston parameter, for example all diagonal values are 1.0 and the basal/prismatic
interaction is 0.0. This is to be expected, because the Luster parameter is equal to the
first term of the Livingston parameter. When slip directions align or are orthogonal
to each other, the second term of the Livingston parameter will be equal to zero.
However, the elimination of the second term also leads to some di↵erences in
the Luster and Livingston parameter values. For example, the mean of the Luster
parameter values, averaged overall all 576 interactions (24⇥24), is 0.30 while the mean
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Figure 7.3: The Luster slip transfer relation calculated for each of the 24 slip systems
in the ↵ +   colony grain.
of the Livingston parameter values is 0.41. Averaged over the ↵/  region, the mean
of the Luster parameter values is 0.28 while the mean of the Livingston parameter
values is 0.38. The high alignment for basal (1 and 3) and prismatic (4 and 6) slip
systems with BCC slip systems is more easily seen with the Luster parameter as well.
The result of the analysis of the Livingston and Luster parameter values indicates
that many of the slip systems in the ↵ +   colony grain do not align well across the
↵/  boundary. However, there is one pair of high alignment for all of the ↵ slip
systems looking to transfer dislocations to   slip systems.
7.3.3 Accounting for Slip System and GB Orientations
To account for the grain boundary orientation, it was assumed the interface between
Grain A and Grain B has a grain boundary normal vector parallel to the 1010
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direction, as implied in Figure 2.2. In other words, it is assumed that the ↵/ 
schematic in Figure 2.2 has a constant cross-section. To test the accuracy of this
assumption, more information would have to be known about a specific sample. For
example, serial sectioning could be performed to determine the how this boundary is
oriented through the thickness of a particular colony grain.
Then Shen parameter values (Equation 7.3) are shown in Figure 7.4 for each slip
system pair. It is quite obvious the orientation of the grain boundary has quite an
e↵ect on particular values. For example, many of the diagonal values are less than 1.0.
Additionally, the grain boundary is parallel to one of the prismatic planes, meaning
the Shen parameter is 0.0 for slip system i = j = 6. This result is quite intriguing be-
cause [138] the result correlates to work done previously in crystal plasticity modeling
regarding the slip resistance of prismatic slip systems.
Figure 7.4: The Shen slip transfer relation calculated for each of the 24 slip systems
in the ↵ +   colony grain.
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While the Livingston and Luster parameters indicated that each ↵ slip system
in the ↵/  region had at least one corresponding   slip system that was in general
alignment (0.5 or greater), the values for the Shen parameter results in 10 of the 12
↵ slip systems having at least one corresponding   slip system that results in a Shen
parameter value greater than 0.5. However, there are also clusters of 0.0 values in the
↵/  region.
The plot of the Lee parameter values, shown in Figure 7.5, looks very similar
to the Shen parameter, but more values are constant since it is only accounting for
slip plane and not also slip directions (see Equation 7.4). And again, one prismatic
slip system has all values of 0.0 because of the slip plane being parallel to the grain
boundary.
Figure 7.5: The LRB (Lee) slip transfer relation calculated for each of the 24 slip
systems in the ↵ +   colony grain.
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Given that prismatic slip is typically the most common active slip system in ↵-
titanium, this analysis would imply that the possibility of slip transfer between the
↵ and   phase is quite high. In the literature, the Lee parameter is also coupled
with the residual Burgers vector for each pair of slip systems. The residual Burgers
vector (Equation (7.5)) can be found given the unit cell measurements for ↵ titanium
(a=0.295 nm, c=0.468 nm) and   titanium (a=0.295/1.04 nm) and the slip direction
unit vectors used in other calculations in this Chapter. The residual Burgers vector
values are plotted in Figure 7.6.
Figure 7.6: The residual Burgers vector calculated for each of the 24 slip systems
in the ↵ +   colony grain.
Coupling these findings with the indentation yield strength values presented in
Chapter 4 would also indicate that although the ↵/  interface is extremely di cult
to characterize, it might not be the most important boundary in these titanium alloys.
In fact, the ↵/↵+  boundary is potentially the root source of the increase in strength
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in these titanium alloys [53]. If that is the case, then the objective is still very similar,
but the methods to achieve the objective are di↵erent than first thought.
7.3.4 Considering Threshold Values
The previous analyses looked at individual values for pairs of slip systems that reside
across a boundary. The Werner parameter sums all of the interactions to return a
scalar value. Applying this parameter to ↵-titanium and ↵ +   colony grains can
provide some measure of ease of slip transmission between grains. With the Werner
parameter, grain boundary information is not accounted for in the calculation. Two
boundaries are analyzed with the Werner parameter, the ↵/↵ boundary and the
(↵ +  )/(↵ +  ) boundary. The critical angle values (see Equation 7.6) applied to
this analysis are 45  for both angles.
For a baseline comparison, neighboring ↵ grains are analyzed in Figure 7.7. The
12 HCP slip systems (basal, prismatic, and pyramidal) modeled in the colony grains
are specifically what is used for the calculations in Figure 7.7. Two of the Bunge Euler
angles ( 
1
and  ) are varied and used to rotate one of the grains in the analysis, while
the other grain remains stationary for all calculations. The resultant plot depicts a
contour surface of the Werner parameter. In an e↵ort to compare this parameter
with other configurations that have a di↵erent number of slip systems, the Werner
parameter was scaled by the number of slip systems modeled in each scenario. For
the ↵/alpha interface, the total number of components is 144 (12 ⇥ 12). The ↵/↵
interface depicts a symmetry while varying both the  
1
and   angles, which is to
expected given the symmetry of the HCP unit cell.
In comparison, the (↵+  )/(↵+  ) interface (shown in Figure 7.8) does not have
that symmetry due to the combination of HCP and BCC slip systems. Comparing
these plots would indicate that slip transfer between the ↵/↵ interface should more
easily occur than with the (↵+  )/(↵+  ) interface. However, this is also not taking
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Figure 7.7: The Werner slip transfer relation calculated for each of the 12 HCP slip
systems in the ↵ +   colony grain.
into account the preferred misorientation present in ↵ +   titanium alloys.
The Werner parameter for the ↵/  boundary is 0.05. There is only one value
for the ↵/  boundary because the relationship between the two phases is known,
therefore there is no need to further rotate one phase in relation to assess various
orientations. In comparison with the ↵/↵ and (↵+  )/(↵+  ) boundaries, a Werner
parameter of 0.05 is higher than the mean value (↵ +  )/(↵ +  ) boundary (0.43),
but lower than the mean value for the for the ↵/↵ boundary (0.52).
Like some of the previous slip transfer parameters, combining this with the re-
solved shear stress or Schmid factor would most likely provide a better indicator
of the likelihood of slip transfer. However, these types of analysis can aid in the
understanding of interfaces for specific material systems.
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Figure 7.8: The Werner slip transfer relation calculated for each of the 24 slip
systems (12 HCP and 12 BCC) in the ↵ +   colony grain.
7.4 Extension to CPFEM Modeling
Given the experimental and CPFEM results shown in Chapter 4 and the analysis
shown here, it is likely that the increase in strength in ↵+   is due to a combination
of the intragranular interfaces (↵/ ) within a single colony grain, as well as the
intergranular interfaces (↵/(↵+ ) and (↵+ )/(↵+ )) of the polycrystalline material.
Therefore, extension for the CPFEM model for both scenarios are proposed in the
subsequent sections of this chapter.
7.4.1 ↵/  interface
The CPFEMmodel treats the ↵/  colony grains as a homogenized structure, meaning
the boundaries are not explicitly modeled in the three-dimensional microstructure.
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Therefore, these boundaries can be more easily treated because there is no require-
ment to account for microstructural information in neighboring elements or grains.
Additionally, since the grain boundary information is known for the ↵/  interface, so-
phisticated transfer criteria can be analyzed without much additional computational
expense.
The slip transmission parameter proposed for the ↵/  interface is the Shen param-
eter (Equation 7.4), which accounts for both the slip direction and the misorientation
of the slip plane normals in the grain boundary plane. This method would require an


















This matrix would have 144 components (12 HCP slip system⇥ 12 BCC slip systems),
and as can be seen in Figure 7.4, the matrix would not be symmetric. To reduce the
number of components in the above relation, the Lee parameter could be used instead.
It shows great similarity to the Shen parameter, with fewer unique values. However,
the use of either the Lee or Shen parameter should be dictated by experimental data
and not necessarily the ease of implementation. This type of procedure has been
implemented in both two- and three-dimensional simulations in the literature.
This parameter could be utilized to increase the CRSS values for individual inter-
actions, therefore the updated CRSS would have the form







is a multiplication factor, most likely between 0 and 1. One of the advantages
of this type of method is that it can be combined with the local stress-state of each
element to determine active slip systems. The introduction of this parameter is a
straight-forward placement in the UMAT; the di cult portion of implementation is
calibration. Microstructure-sensitive experiments, such as indentation experiments,
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would be required to generate a dataset that could provide local values that are
su cient for calibrating c
0
. Obviously, the Shen matrix could be set to zero except
for a few specific interactions. In fact, that would be a good starting point for the
introduction of this method into the CPFEM.
Similarly, one of the parameters already present in the current ↵  CPFEM model
could also be altered. For example, the threshold stress (Equation 4.8) contains a
parameter, the mean slip distance (d), that varies whether the material point rep-
resents ↵-titanium or an ↵ +   colony grain. In the current implementation, value
for d is smaller for the colony grain than for ↵-titanium. However, this measurement
was simply averaged for colony grains. Instead, the value for d could vary by slip
family or for individual slip systems, providing a strength increase or decrease that is
a function of the actual slip distance within the ↵ phase. This could be calculated by
determining the fraction of the slip direction normal to the ↵/  interface and dividing
the current mean slip distance by that fraction.
Both of these strategies have great potential for more accurately representing the
complexity introduced by the ↵/  interface. However, it is also important to keep in
mind that the findings of Chapter 4 indicate that the current treatment of the ↵/ 
interface is su cient for predicting the indentation datasets presented. Additionally,
the findings in this Chapter imply that slip across the ↵/  interface has the same,
not more, di culty as slip across other boundaries in ↵ +   titanium.
7.4.2 (↵+  )/(↵+  ) interface
The treatment of intergranular boundaries is a much more di cult proposition than
what was presented for the ↵/  interface. There are multiple complications intro-
duced that need to be analyzed. For example, determining grain boundary normals
between neighboring elements is non-trivial depending on shape of each voxellated
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mesh. Also, stress-state or microstructural information might need to be shared dur-
ing the simulation, which is a possibility in Abaqus, but is extremely computational
expensive and requires additional runtime for the simulation.
To minimize adding computational complexity to the CPFEM simulation, the
utilization and sharing of microstructural information before deformation is the rec-
ommended approach. Previous work [266] has found that the increase in strength to
an individual grain can be isolated to a region immediately adjacent to the boundary.
The edge of the grain is termed the mantle, while the center of the grain is the core.
The method proposed here is to increase the strength of the mantle by some average
value that accounts for all neighbors of a specific grain.
A simplistic approach would be to determine the misorientation angle between a
grain and all of its neighbors and developing a simplistic function that increases the
critical resolved shear stress values for a given grain by either the average or maximum
misorientation angle. All of this would be done in the pre-processing portion of the
simulation, essentially increasing the number of grains in the simulation by a factor
of two. Again, the important (and missing) step in this process is to develop a
sophisticated dataset for calibration/validation purposes. It would not be e cient to
pursue such a method without a specific application for the updated CPFEM model.
7.5 Conclusion
The analysis of various slip transfer relations reveals that although slip transfer across
↵/  interfaces is quite complex, it could be no more di cult than slip transfer across
other boundaries present in ↵+  titanium alloys. This preliminary analysis revealed
that including the Shen or Lee parameter as a basis for improving the predictive ca-
pability of ↵/  interface in the current model shows potential. However, although the
introduction of slip transfer criteria in CPFEM models are important for advancing
the nature of local continuum models such as CPFEM, but need to be treated with
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great care and caution. These types of modifications to CPFEM implementations can
increase the computational demand of such algorithms, and their benefit is tied to the
availability and accuracy of experimental datasets. The introduction of extraneous






The research presented in this dissertation encompasses a variety of topics related to
microstructure-sensitive modeling, including the utilization of high throughput meth-
ods for calibration/validation, the development of computational e cient methods
for assessing relative fatigue resistance, and the extension of microstructure-sensitive
model datasets to robust solution methods. There exists a considerable amount of
interest in extending microstructure-sensitive modeling to multi-objective design sce-
narios, which was one of the primary motivators of this work. A number of individual
studies were undertaken in this dissertation, they include:
⇧ The development of a computationally-e cient FEM model of the SNI process
for investigation of anisotropic elastic deformation and its connection to the
indentation elastic modulus.
⇧ The assessment of the CPFEM model form and parameter estimation for ↵ and
↵+   phases of Ti-64 with direct comparison to experimental indentation yield
strength and hardening rate datasets.
⇧ The extension of CPFEM modeling and local deformation fatigue simulations
for coupling with the MKS for the purposes of assessing multiple textures de-
formed in the HCF regime.
⇧ The exploration of robust, multi-objective design solutions with IDEM with
datasets developed from CPFEM simulations as well as the MKS coupled with
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the explicit integration scheme for elastic sti↵ness, yield strength, and Fatemi-
Socie FIP distributions.
⇧ The investigation of extending Ti-64 CPFEM models to address the behavior
of slip transfer across the ↵/  boundary with existing slip transfer relations.
Each of these individual studies is addressed within the previous chapters of the
dissertation. Additionally, each chapter presents the appropriate introduction, com-
putational methodology, results, and discussion of the work. The significant contribu-
tions and innovative findings of this research are summarized in the following sections
and presented for each individual study listed above.
8.1.1 The Extraction of Elastic Constants from Ti-64 SNI Experimental
Datasets
The FEM method was employed to study the e↵ect of anisotropic elasticity on the
indentation elastic modulus of commercially pure and ↵-titanium. A combination of
finite and infinite elements were employed for the construction of a three-dimensional
geometry capable of replicating single crystal indentation elastic moduli. A mesh
convergence study was performed to select the total number of elements and proper
height-to-width ratio of the finite elements beneath the indenter. Because of the
computational e ciency of the new FEM model, the possible ranges of the five elas-
tic constants were sampled to construct a thorough dataset of indentation elastic
modulus as a function of elastic constants and the loading orientation (i.e.,  ). A
fourth-order polynomial was fit to the computational dataset with linear regression
to provide a forward protocol for estimating indentation elastic modulus given elastic
constants and loading orientation. Additionally, a least squares and weighted least
squares optimization technique was constructed to provide the inverse protocol – the
estimation of elastic constants given an experimental dataset which includes indenta-
tion moduli and loading orientation. Finally, Bayesian inference was combined with
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the Markov Chain Monte Carlo method to assess the uncertainty associated with each
of the elastic constants found with the inverse protocol.
The significant conclusions of this research include:
(i) A high level of precision is needed when relating FEM indentation elastic moduli
to experimental values. Even a small error (5-10%) that is commonly accepted
for other finite element applications is too large for determining elastic constants
for individual phases and/or specific crystallographic orientations from FEM
simulation results.
(ii) A combination of finite and infinite elements in a three-dimensional configu-
ration provides converged indentation elastic modulus values for anisotropic
elasticity.




) of HCP materials have a strong impact





) have very little impact.
(iv) There is a range of acceptable elastic constants when fitting an experimental
dataset, meaning proper treatments of the solution uncertainty are required to
extract the most accuracy from the model.
8.1.2 The Extraction of CPFEM Model Parameters from Ti-64 SNI Ex-
perimental Datasets
The FEM model crafted for the examination of elastic deformation during SNI was
extended to capture deformation at larger indenter displacements to generate inden-
tation stress-strain curves. The CPFEM model was calibrated to experimental SNI
datasets for CP-titanium, ↵-titanium, and ↵ +   titanium. The critical resolved
shear stress values for each material system were determined from the comparison
of the experimental and simulation indentation yield strengths trends. Additionally,
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the hardening rate immediately following yield was also compared. Finally, the von
Mises stress beneath the indenter was analyzed to determine the spatial change of
the stress as a function of distance from the surface.
The significant conclusions of this research include:
(i) The ability to capture the indentation elastic modulus, indentation yield strength,
and indentation hardening rate with the same FEM model is a challenging task
that requires a significantly number of elements and adequate coarsening with
increased distance from the indenter.
(ii) The indentation yield strength is primarily a function of the critical resolved
shear stress of the single crystal, thus providing a fertile foundation for the
determination of CPFEM model parameters for individual phases and/or grains.
(iii) The indentation hardening rate is controlled by many modeling parameters,
making it quite di cult to connect with any individual parameter.
(iv) The assumption that plastic deformation is primarily occurring only within the
grain being indented is valid for initial plasticity encountered in the indentation
stress-strain plot.
8.1.3 The HCF Analysis of ↵-Titanium
The microstructure-sensitive modeling procedure of CPFEM was coupled with MKS
to provide a more computationally-e cient manner for generating extreme value dis-
tributions related to fatigue resistance. The MKS was calibrated with anisotropic
elastic FEM simulations of ↵-titanium polycrystalline digital microstructure created
with Dream.3D. This allowed the MKS to predict, with high accuracy, the total strain
tensor for each element (voxel) for any subsequent ↵-titanium microstructure. The
total strain tensor was used to calculate the stress tensor for each element for the
same microstructure. An explicit integration scheme was employed to calculate the
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resolved shear stress, evolution equations, and the plastic shear strain rate for each
slip system within a polycrystalline microstructure. Fully-reversed cyclic loading in
the HCF regime was performed for three cycles and the Fatemi-Socie volume-averaged
FIP values were calculated in a manner identical to the method used with traditional
CPFEM results. This procedure was used to analyze four textures and three loading
directions.
The significant conclusions of this research include:
(i) The total strain generated from MKS was highly accurate when compared with
anisotropic elastic FEM and CPFEM simulation results. Additionally, the ele-
mental stress tensor calculated from the MKS total strain tensor closely matched
the tensor values from anisotropic elastic FEM and CPFEM simulations.
(ii) The explicit integration scheme was found to calculate local plastic strain tensors
that were on the same order of magnitude as similar quantities from CPFEM
simulations. Given the approximations associated with both method, this was
deemed a highly successful comparison.
(iii) The extreme value Fatemi-Socie volume-averaged FIP plots were also in good
agreement when compared with results from CPFEM simulations. And the
new procedure allows for the sampling of a larger number of SVEs, providing
additional confidence in the rank ordering of microstructure with FIP responses.
(iv) Given the 40x increase in computational e ciency and removing the FE licens-
ing restriction, the MKS method coupled with the explicit integration scheme
presents a tool that shows great promise for future research in loading regimes
dominated by fatigue crack formation.
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8.1.4 The Development of Multi-Objective Robust Design Solutions from
Microstructure-Sensitive Modeling Results
In an e↵ort to connect microstructure-sensitive modeling with the multi-objective
decision making regarding material selection/optimization, two case studies were ex-
amined with IDEM to make robust design solutions. For the first case study, a
titanium-specific dataset was generated via a combination of CPFEM and MKS cou-
pled with the explicit integration scheme simulations. The dataset included direc-
tional elastic sti↵ness, yield strength, and extreme value distribution plots related to
fatigue resistance. These values were calculated for eight textures and three loading
directions. The second case study utilized a single texture ( -annealed) and a Taylor-
type model to deform a 1,000 polycrystalline construct. This specimen’s orientation
relative to loading was rotated in an e↵ort to generate directional elastic sti↵ness,
yield strength, and maximum FIP response for all possible loading directions. In the
first case study, the texture and loading direction was selected to satisfy the specific
design scenarios, while the loading orientation of the specimen was selected based on
a multi-objective design scenario in the second case study.
The significant conclusions of this research include:
(i) The IDEM was performed on two separate case studies, both of which highlight
the future direction for calibrated microstructure-sensitive modeling schemes.
Both datasets have their limitations in terms of complete representation, but
provide a significant improvement for extension to IDEM-like environments
which require large datasets for analysis.
(ii) Both case studies also demonstrated the importance of c-axis alignment with
the loading direction of individual grains within the polycrystalline specimen to
increase the elastic sti↵ness and yield strength, while simultaneously minimizing
Fatemi-Socie FIP values.
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(iii) An open-source algorithm and Python module were created to perform gen-
eralized IDEM analyses of a variety of datasets. This tool has the capability
of accelerating both the understanding and use of robust solution procedures
because of its highly portable and computationally-e cient nature.
(iv) The IDEM algorithm is extremely fast even when performed on a desktop com-
puter, completing in seconds or a few minutes depending on the number of
sampling points.
8.1.5 The Extension of CPFEM Model to Explicitly Account for Grain
Boundaries
In an e↵ort to assist the future extension of the ↵+   titanium CPFEM model used
in this work, slip transfer parameters were applied to ↵ +   grains and analyzed for
possible inclusion into the CPFEM procedure. A number of slip transfer parame-
ters were calculated for the relevant HCP and BCC slip systems in colony grains.
Additionally, both the intragranular and intergranular treatment of boundaries was
explored in accordance with their incorporation into the CPFEM model.
The significant conclusions of this research include:
(i) The examination of the various slip transfer parameters highlighted the selective
compatibility among the HCP and BCC slip systems present in colony grains.
(ii) The use of the Shen and/or Lee parameters show promise as a basis for modifi-
cation of the current CPFEM model to more accurately capture the complexity
of slip transfer at the ↵/  interface.
(iii) Given the indentation yield strength results showing comparable values for↵-
titanium and ↵+  colony grains, the intergranular boundaries (e.g., (↵+ )/(↵+
 )) were also noted as a boundary that should be considered when modifying
the CPFEM model.
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8.1.6 Novel Contributions and Findings of this Research
Research conducted in this dissertation utilized various computational tools (e.g.,
CPFEM, IDEM, MKS, etc.) and post-processing algorithms (e.g. explicit integra-
tion scheme, indentation stress-strain curve, etc.) to craft a computational workflow
that enhances the nature of computational materials selection and optimization. Col-
lectively, this dissertation has addressed the four main objectives outlined in Chapter
1; however, the major accomplishments of this work include:
⇧ The development of a computationally-e cient FEM model of the SNI process
for investigation of anisotropic elastic deformation and plastic deformation. Pre-
vious work in this field has yet to produce a FE mesh that exhibits both mesh
convergence and a limited number of elements required for CPFEM simulations.
This model was shown to be highly accurate for indentation elastic modulus,
which provides increased utility for experimentalists in need of approximate
values before or after testing.
⇧ The coupling of the MKS method with the explicit integration scheme presents a
very fruitful computational tool that has the prospect of supplanting traditional
CPFEM modeling in the HCF regime. This study examined 2,000 SVEs in the
matter of a couple of minutes per SVE; a comparable CPFEM study would have
required close to 45 minutes per SVE. Additionally, the new couple procedure
removes the FE license restriction, which allows for simultaneous simulation
of more SVEs because most end-users are now limited by number of software
licenses and not processing power.
⇧ The development of the generalized IDEM procedure in association with this
work shows great promise in thrusting robust design to the forefront of compu-
tational materials selection and optimization. The algorithm is quite flexible,
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making it quite useful for a variety of datasets, material systems, and applica-
tions.
8.2 Recommendations for Future Work
The results found in the various studies in this dissertation provide a wealth of infor-
mation concerning the application of microstructure-sensitive modeling to titanium
and its alloys as well as the extension of these procedures to material selection and
optimization. The results of this dissertation answer some of the questions presented
in Chapter 1 while additional questions still remain. Below are possible extensions of
work conducted in this dissertation and future directions for that work:
⇧ The computationally-e cient FEM model of the SNI process is more than ad-
equate for the investigation of anisotropic elastic deformation. However, the
titanium-specific dataset generated with it contained more data than was abso-
lutely necessary for successful representation with a polynomial function. Addi-
tional work should be performed to optimize the amount of FEM data required
to accurately predict the indentation elastic modulus for specific elastic con-
stants and loading orientation. This would require advanced sampling methods
or cross-validation, but could provide immense benefit to the generation of
future datasets. Additionally, the Bayesian analysis performed in this study
should be made standard in the post-processing approach and data analysis of
microstructure-sensitive modeling studies. Much can be learned from such un-
certainty quantification, even for a seemingly simplistic dataset such as elastic
moduli as a function of elastic constants.
⇧ While the FEM model of the SNI process is adequate for capturing elastic defor-
mation, it can be quite computationally-expensive for the repeated load-unload
cycles required to generate indentation stress-strain curves with CPFEM mod-
eling. The current limiting process of the FEM model is the infinite elements.
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While they provide great utility, they also restrict the FE solver’s functionality
to partition the implicit integration procedure to all compute nodes reserved
for analysis. Without this functionality, the FE solver is unable to parallelize
the per-element calculations, which leads to a considerable increase in runtime.
A possible extension of this work would be to eliminate this deficiency by in-
cluding a di↵erent type of infinite element through the a User ELement (UEL)
subroutine. This has the possibility of providing the parallelization required for
decreasing the runtime. Provided the success of this future extension, it would
also be quite beneficial to apply the Bayesian analysis to the indentation yield
strength, in a similar manner as was used for the indentation elastic modulus.
This would allow for an in-depth study of the direct e↵ect of the CRSS values
on the resultant indentation yield strength.
⇧ The MKS coupled with the explicit integration scheme shows great promise
for rapid generation of distributions of material-specific properties typical of
the HCF regime, specifically extreme value distributions of Tips. However,
increased speed-up could most likely be gained from the explicit integration
scheme with additional vectorization of calculations within the algorithm. But
this increased speed-up is still limited from this approach. And the method
is still limited to the HCF regime where the assumption is valid that total
strain equates to elastic strain. Instead, structure-property linkages should
be explored to predict properties such as the directional elastic sti↵ness, yield
strength, and maximum FIP value for a specific microstructure. This would
completely eliminate the need to perform microstructure-sensitive simulations
once calibration/validation has been performed. These functions could assess
the properties of new microstructures in seconds, providing a true connection
from the research-specific CPFEM results to an end-user designer/analyst in a
commercial setting.
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⇧ The generalized and open-source algorithm for IDEM has much potential, but a
more thorough microstructure-sensitive modeling dataset is needed. In an ideal
study, the advantages of both of the presented case studies would be combined,
producing a dataset that samples over multiple textures similar the CPFEM
study, performs loading in all possible sample orientations like the Taylor-type
model, and has the geometrical representation of digital microstructures in
FEM. The construction of such a dataset would require either a modification to
digital microstructures generated with Dream.3D to allow for arbitrary rotation
of the grains (and Euler angles) in relation to the FE mesh, or a modification
of the boundary conditions to simulate uniaxial loading in a general direction.
⇧ The addition of slip transfer criteria to CPFEM models could be very beneficial
for specific applications and/or material systems, but the immediate focus of
future work should seek to generate experimental datasets that necessitate these
additions. Additions to CPFEM models should be rooted in a needs-based
foundation, and the proper datasets for assessing these additions are few in
number. Recent advances in small-scale experimental testing are making it
more likely to generate datasets specific to grain interactions at boundaries.
These types of studies will be very important moving forward for increasing the
accuracy of microstructure-sensitive modeling techniques such as CPFEM.
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APPENDIX A
EXPLANATION OF FATIGUE INDICATOR
PARAMETER CALCULATION
The purpose of this section is to provide the reader with a more detailed description
of how the fatigue indicator parameters (FIPs) are calculated in the post-processing
scripts used in this work. We will use the Fatemi-Socie FIP as our example, but the
process is very similar if performed for other FIP measures.
For the HCF study in this work (see Chapter 5), three fully-reversed cycles were
performed with our CPFEM model in Abaqus/Standard with a UMAT. The full
stress, total strain, and plastic strain tensors are output to the ODB file for each
peak and valley on the strain amplitude versus time plot. This data is then extracted
with Abaqus Python, for all elements, from the ODB and saved in some accessible file
format (e.g., TXT, VTK, CSV, etc.). A standalone version of Python is used for the
FIP calculation in this work. The below description is calculated on a per-element
basis initially and then volume-averaged over some finite domain of elements.
The change in the plastic strain tensor ( ✏p) is calculated for the cycle of interest
and since the loading in this case is fully-reversed, according to
 ✏p = ✏pmax   ✏
p
min. (A.1)
The loading is fully-reversed in this work, therefore it is assumed that the maxi-
mum plastic strain tensor,  ✏pmax, occurs at the peak of the cycle and the minimum
plastic strain tensor,  ✏pmin, occurs at the valley of the cycle. The eigenvalues and
eigenvectors are determined for the change in the plastic strain tensor to determine
the maximum plastic shear strain and the plane on which it operates. The maximum
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plastic shear strain is then half the di↵erence of the largest ( 
1












The maximum plastic shear strain operates on two orthogonal planes; those planes
are a function of the eigenvectors associated with the largest and smallest eigenvalues,
i.e.
vmax1 = v1   v3 (A.3)
vmax2 = v1 + v3 (A.4)
The eigenvectors are normalized into unit vectors. The maximum normal stress,
 nmax, is determined for both of the planes found above and the maximum of those
two values is selected, i.e.
 nmax = max
 
vTmax1 ·   · vmax1,vTmax2 ·   · vmax2
 
(A.5)
It should be noted that the above step is extremely important in determining the
maximum FIP value. Previous works have excluded the determination of finding the
maximum normal stress on both of the maximum plastic shear strain planes. Finally










where k is constant that typically ranges between 0.5 and 1.0 and  y is the macroscopic
yield strength of the material. Finally, the per-element FIP values are averaged over a
region of elements (e.g., 2x2x2, 3x3x3, etc.) with periodicity included in the averaging
scheme. These values have been compared with volume-averaging of the stress and
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plastic strain tensors to then calculate a volume-averaged FIP value and both methods
have been found to be equivalent. It is advantageous to calculate the FIPs on a per-
element basis for the simplication of the post-processing algorithm.
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APPENDIX B
THE USE OF DREAM.3D FOR MICROSTRUCTURE
GENERATION
Dream.3D version 6.2.63-Win64 (released Dec 2015) was used to generate all mi-
crostructures simulated and used in this dissertation [252]. A total of 4,000 statistical
volume elements (SVEs) were generated, 500 SVEs for each of the eight textures.
The first step in using Dream.3D is to generate the microstructure statistics that
are used when creating the synthetic microstructure. In this dissertation, grain size
distribution and texture information were provided to StatsGenerator [252]. The same
grain size distribution was used for all textures. Due to a lack of a EBSD data, the
input textures were generated manually using the ODF feature within StatsGenerator.
Each of those textures are shown below, along with the input Euler angles, weights,
and sigma values.
With the relevant microstructure statistics now saved in the proper file format
by Dream.3D, the following pipeline is used in Dream.3D to generate the synthetic
microstructures. The pipeline is shown in Figure B.2. The resultant microstructures
have 213 elements with a cube sidelength of 210 µm.
Note that Dream.3D will output Abaqus nodes, elements, and element sets, but
it is up to the user to extract the grain IDs and associated Euler angles from the
”Features Data” and then use that information to either rotate the elastic sti↵ness


























Figure B.1: Flowchart for the generation Dream.3D microstructures used in Abaqus.
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Figure B.2: The Dream.3D pipeline used through this dissertation.
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B.1 StatGenerator Inputs and Resultant Pole Figures




) Euler 2 ( ) Euler 3 ( 
2
) Weight Sigma
0 0 0 1500 5
-20 60 0 1500 3
160 60 0 1500 3
50 60 0 750 3
230 60 0 750 3
110 90 0 750 3
(0001) (101̄0) (1̄21̄0)
Figure B.3: Pole figure generated by StatsGenerator that depicts the  -annealed
texture used as an input for Dream.3D.
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) Euler 2 ( ) Euler 3 ( 
2
) Weight Sigma
0 0 0 30 8
91 91 0 25 5
91 89 0 25 5
89 91 0 25 5
89 89 0 25 5
(0001) (101̄0) (1̄21̄0)
Figure B.4: Pole figure generated by StatsGenerator that depicts the
basal/transverse texture used as an input for Dream.3D.
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Table B.3: Input values for StatsGenerator and Dream.3D for the dice texture
Euler 1 ( 
1
) Euler 2 ( ) Euler 3 ( 
2
) Weight Sigma
91 91 0 75 3
91 89 0 75 3
89 91 0 75 3
89 89 0 75 3
179 91 0 75 3
179 89 0 75 3
181 91 0 75 3
181 89 0 75 3
45 45 0 125 4
45 135 0 125 4
135 45 0 125 4
135 135 0 125 4
(0001) (101̄0) (1̄21̄0)
Figure B.5: Pole figure generated by StatsGenerator that depicts the dice texture
used as an input for Dream.3D.
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) Euler 2 ( ) Euler 3 ( 
2
) Weight Sigma
0 90 0 100 4
15 90 0 100 4
30 90 0 100 4
. . . . . . . . . . . . . . .
330 90 0 100 4
345 90 0 100 4
360 91 0 100 4
0 30 0 100 4
15 30 0 100 4
30 30 0 100 4
. . . . . . . . . . . . . . .
330 30 0 100 4
345 30 0 100 4
(0001) (101̄0) (1̄21̄0)
Figure B.6: Pole figure generated by StatsGenerator that depicts the double donut
texture used as an input for Dream.3D.
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) Euler 2 ( ) Euler 3 ( 
2
) Weight Sigma
0 30 0 100 3
15 30 0 100 3
30 30 0 100 3
. . . . . . . . . . . . . . .
330 30 0 100 3
345 30 0 100 3
(0001) (101̄0) (1̄21̄0)
Figure B.7: Pole figure generated by StatsGenerator that depicts the inner donut
texture used as an input for Dream.3D.
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) Euler 2 ( ) Euler 3 ( 
2
) Weight Sigma
0 90 0 100 5
15 90 0 100 5
30 90 0 100 5
. . . . . . . . . . . . . . .
330 90 0 100 5
345 90 0 100 5
360 91 0 100 5
(0001) (101̄0) (1̄21̄0)
Figure B.8: Pole figure generated by StatsGenerator that depicts the outer donut
texture used as an input for Dream.3D.
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Table B.7: Input values for StatsGenerator and Dream.3D for the random texture
Euler 1 ( 
1
) Euler 2 ( ) Euler 3 ( 
2
) Weight Sigma
0 0 0 0 1
(0001) (101̄0) (1̄21̄0)
Figure B.9: Pole figure generated by StatsGenerator that depicts the random tex-
ture used as an input for Dream.3D.
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Table B.8: Input values for StatsGenerator and Dream.3D for the transverse texture
Euler 1 ( 
1
) Euler 2 ( ) Euler 3 ( 
2
) Weight Sigma
91 91 0 15 8
91 89 0 15 8
89 91 0 15 8
89 89 0 15 8
(0001) (101̄0) (1̄21̄0)
Figure B.10: Pole figure generated by StatsGenerator that depicts the transverse




This appendix is a collection of plots that present various data for each of the eight
textures simulated with MKS coupled with the explicit integration scheme or with
CPFEM. The datasets are organized as follows:
• Elastic modulus values for 100 SVEs for each of the eight textures and three
loading directions. CPFEM was used to generate this data.
• Yield strength values for 100 SVEs for each of the eight textures and three
loading directions. CPFEM was used to generate this data.
• Fatemi-Socie FIP extreme value distribution for 500 SVEs for each of the eight
textures and three loading directions. MKS coupled with the explicit integration
routine was used to generated this data.
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C.0.1 Elastic Modulus For Each Simulation
Figure C.1: The directional elastic modulus (E) of each of the 100 SVEs simulated
with CPFEM for the  -annealed texture.
Figure C.2: The directional elastic modulus (E) of each of the 100 SVEs simulated
with CPFEM for the basal/transverse texture.
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Figure C.3: The uniaxial tension yield strength ( y) of each of the 100 SVEs simu-
lated with CPFEM for the dice texture.
Figure C.4: The directional elastic modulus (E) of each of the 100 SVEs simulated
with CPFEM for the double donut texture.
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Figure C.5: The directional elastic modulus (E) of each of the 100 SVEs simulated
with CPFEM for the inner donut texture.
Figure C.6: The directional elastic modulus (E) of each of the 100 SVEs simulated
with CPFEM for the outer donut texture.
208
Figure C.7: The directional elastic modulus (E) of each of the 100 SVEs simulated
with CPFEM for the random texture.
Figure C.8: The directional elastic modulus (E) of each of the 100 SVEs simulated
with CPFEM for the transverse texture.
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C.0.2 Yield Strength For Each Simulation
Figure C.9: The uniaxial tension yield strength ( y) of each of the 100 SVEs simu-
lated with CPFEM for the  -annealed texture.
Figure C.10: The uniaxial tension yield strength ( y) of each of the 100 SVEs
simulated with CPFEM for the basal/transverse texture.
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Figure C.11: The uniaxial tension yield strength ( y) of each of the 100 SVEs
simulated with CPFEM for the dice texture.
Figure C.12: The uniaxial tension yield strength ( y) of each of the 100 SVEs
simulated with CPFEM for the double donut texture.
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Figure C.13: The uniaxial tension yield strength ( y) of each of the 100 SVEs
simulated with CPFEM for the inner donut texture.
Figure C.14: The uniaxial tension yield strength ( y) of each of the 100 SVEs
simulated with CPFEM for the outer donut texture.
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Figure C.15: The uniaxial tension yield strength ( y) of each of the 100 SVEs
simulated with CPFEM for the random texture.
Figure C.16: The uniaxial tension yield strength ( y) of each of the 100 SVEs
simulated with CPFEM for the transverse texture.
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C.0.3 Fatemi-Socie FIP Distribution for Each Texture
Figure C.17: The Fatemi-Socie FIP extreme value distribution (FIPFS) of each of
the 500 SVEs simulated with MKS coupled with the explicit integration scheme for
the  -annealed texture.
Figure C.18: The Fatemi-Socie FIP extreme value distribution (FIPFS) of each of
the 500 SVEs simulated with MKS coupled with the explicit integration scheme for
the basal/transverse texture.
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Figure C.19: The Fatemi-Socie FIP extreme value distribution (FIPFS) of each of
the 500 SVEs simulated with MKS coupled with the explicit integration scheme for
the dice texture.
Figure C.20: The Fatemi-Socie FIP extreme value distribution (FIPFS) of each of
the 500 SVEs simulated with MKS coupled with the explicit integration scheme for
the double donut texture.
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Figure C.21: The Fatemi-Socie FIP extreme value distribution (FIPFS) of each of
the 500 SVEs simulated with MKS coupled with the explicit integration scheme for
the inner donut texture.
Figure C.22: The Fatemi-Socie FIP extreme value distribution (FIPFS) of each of
the 500 SVEs simulated with MKS coupled with the explicit integration scheme for
the outer donut texture.
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Figure C.23: The Fatemi-Socie FIP extreme value distribution (FIPFS) of each of
the 500 SVEs simulated with MKS coupled with the explicit integration scheme for
the random texture.
Figure C.24: The Fatemi-Socie FIP extreme value distribution (FIPFS) of each of
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