Abstract
INTRODUCTION
A method of classification that has attracted recent attention is to make use of Association Rule Mining (ARM) techniques to define Classification Rules. Examples of Classification Association Rule Mining (CARM) methods include PRM and CPAR [4] , CMAR [2] and CBA [3] . In general, CARM algorithms begin by generating all rules that satisfy threshold values of support (the number of instances in the training data for which the rule is found to apply) and confidence (the ratio of its support to the total number of instances of the rule's antecedent). The candidate rules are then pruned and ordered using other techniques. CBA ( [3] ) generates rules which are prioritised, using confidence, support, and rule-length, then pruned by coverage analysis, in which each record in the training set is examined to identify a rule that classifies it correctly. The CMAR algorithm ( [2] ) has a similar general structure to CBA, but uses a different coverage procedure that may generate more than one rule for each case.
The cost of coverage analysis, especially when dealing with large data sets with many attributes, motivated us to consider whether it is possible to generate an accurate set of Classification Rules directly from an ARM process without coverage analysis. In [1] we described an algorithm, TFPC, of this kind. The heuristic applied by TFPC is that once a general rule is found that satisfies the required thresholds of support and confidence, no more specific rules (rules with the same consequent, whose antecedent is a superset) will be considered. This provides a very efficient method for generating a relatively compact set of CRs. Because no coverage analysis is carried out, however, the choice of appropriate support and confidence thresholds is critical in determining the final rule set.
In this paper we examine the effect of varying these thresholds on the accuracy of both TFPC and other algorithms. We show that classification accuracy can be significantly improved, in most cases, by an appropriate choice of values. We describe a hill climbing algorithm which aims to find the "best" thresholds from examination of the training data. We show that this procedure can lead to higher classification accuracy at lower cost than methods of coverage analysis.
Finding best threshold values
To examine the effect that may result from varying threshold values, we carried out experiments using test data from the UCI Machine Learning Repository, discretized using the LUCS-KDD DN software 1 . Here, for example, the label glass.D48.N214.C7 refers to the "glass" data set, which includes 214 records in 7 classes, with attributes which have been discretised into 48 binary categories. Using this data, we investigated the classification accuracy that can be achieved using the TFPC algorithm, and also from CMAR and CBA, across the full range of values for the support and confidence thresholds. For each (support, confidence) pair we obtained a classification accuracy from a division of the full data set into a 90% training set and 10% test set. These results demonstrate that the accuracy obtained can be very sensitive to the choice of thresholds. The coverage analysis used in CMAR and CBA usually smooths out some of the influence of this, provided sufficiently low thresholds are chosen. The smoothing is not perfect, however; ticTacToe, for example, illustrates a case where a low confidence threshold leads to a selection of poor rules by CMAR, and CBA performs badly for wine if a low support threshold is chosen. For CBA, the example of ionosphere shows a case where a poor choice of thresholds (even values that appear reasonable) may lead to a dramatically worse result. This is partly because, unlike CMAR, CBA's coverage analysis may sometimes retain a rule that applies only to a single case. This makes the method liable to include spurious rules, especially if the data set is small enough for these to reach the required thresholds.
It is apparent that the accuracy of the classifiers obtained using any of these methods may be improved by a careful selection of these thresholds. To obtain these values, we apply a procedure for identifying the threshold values that lead to the highest classification accuracy from a particular training set. The method applies a "hill-climbing" strategy that makes use of a 3-D playing area measuring , as visualised in the illustrations discussed above. The procedure commences with initial support and confidence threshold values, describing a current location ( ) in the base plane of the playing area. Using these values, the chosen rule-generation algorithm is applied to the training data, and the resulting classifier applied to the test data, with appropriate cross-validation, to obtain a classification accuracy for .
The procedure then moves round the playing area with the aim of improving the accuracy value. To do this it continuously generates data for a set of eight test locations, defined by applying two values, and as positive and negative increments of the support and confidence threshold values associated with . The rule-generation algorithm is applied to obtain a classification accuracy for each of the test locations which is inside the playing area and for which no accuracy value has previously been calculated. The location for which the highest accuracy is obtained is selected as for the next iteration. If the current has the best accuracy, then the threshold increments are reduced and a further iteration of test locations takes place. The process concludes when no improvement in accuracy can be obtained. The final selected will be at worst a local optimum. Table 1 summarises the results of applying the hillclimbing procedure described above to datasets from the UCI repository, for the algorithms TFPC, CMAR and CBA. For each algorithm, the first two columns in the table show the average accuracy obtained from applying the algorithm to (90%, 10%) divisions of the dataset with ten-fold crossvalidation. The first of the two columns shows the result for a support threshold of 1% and a confidence threshold of 50% (the values usually chosen in analysis of classification algorithms), and the second after applying the hill-climbing procedure to identify the "best" threshold values. For these experiments and were set to and respectively, and and to and . In each case the threshold values that produced the best accuracy are also tabulated. Table 1 confirms the picture suggested by the illustrations in Figure 1 (although note the correspondence is not exact, as cross-validation was not used in obtaining the graphical representations). In almost all cases, an improved accuracy can be obtained from a pair of thresholds different from the default (1%, 50%) choice. As would be expected, the greatest gain from the hill-climbing procedure is in the case of TFPC, but a better accuracy is also obtained for CMAR in 21 of the 25 sets, and for CBA in 20. In a number of cases the improvement is substantial. It is apparent that CBA, especially, can give very poor results with the default threshold values. In the cases of ionosphere and wine, the illustrations reveal the reason to be that a 1% support threshold leads, for these small data sets, to the selection of spurious rules. This is also the case for zoo and hepatitis, and for mushroom, where even a much larger data set includes misleading instances if a small support threshold is chosen. In the latter case the hill-climbing procedure has been ineffective in escaping a poor local optimum. Notice that here the coverage analysis used in CMAR is much more successful in identifying the best rules, although TFPC also does relatively well. CMAR is generally less sensitive than CBA to the choice of thresholds, but both methods give very poor results when, as in the cases of chess and letrecog, the chosen confidence threshold is too high, and CMAR performs relatively poorly for led7 for the same reason. The extreme case is chess, where both CMAR and CBA (and TFPC) find no rules at the 50% confidence threshold. Notice, also, that for the largest data sets (those with more than 5000 cases) a support threshold lower than 1% almost always produces better results, although the additional candidate rules generated at this level will make coverage analysis more expensive.
RESULTS
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In general, the results show that coverage analysis, especially in CMAR, is usually (although not always) effective in minimising any adverse effect from a poor choice of thresholds. Although TFPC with the default threshold values produces reasonably high accuracy in most cases, the lack of coverage analysis generally leads to somewhat lower accuracy than one or both of the other methods. However, the results when the hill-climbing procedure is applied to TFPC show that high accuracy can be obtained without coverage analysis if a good choice of thresholds is made. In 18 of the 25 cases, the accuracy of TFPC after hill-climbing is as good or better than that of CMAR with the default thresholds, and in only one case (wine) is it substantially worse, the hill-climbing in this case failing to find the peak of the rather irregular terrain shown in the illustration. Conversely, the result for penDig demonstrates a case in which the hill-climbing procedure of TFPC works better than the coverage analysis of CMAR in identifying important lowsupport, high-confidence rules. The results also improve on CBA in 14 cases, often by a large margin. Overall this suggests that a good choice of thresholds can eliminate the need for coverage analysis procedures.
The significance of this is that coverage analysis is relatively expensive, especially if the data set and/or the numProceedings of the Fifth IEEE International Conference on Data Mining (ICDM'05) ber of candidate rules is large, as is likely to be the case if a low support threshold is chosen. The final four columns of Table 1 give a comparison of the total execution times to construct a classifier with ten-fold cross validation, using TFPC, with or without the hill-climbing procedure, and for CMAR and CBA (for the 1%, 50% thresholds). These figures were obtained using our Java 1.4 implementations on a single Celeron 1. As would be expected, the execution times for TFPC (with default threshold values) are almost always far lower than for either of the other two methods. Less obviously, performing hill-climbing with TFPC is in many cases faster than coverage analysis with CMAR or CBA. In 13 of the 25 cases, this was the fastest procedure to obtain classification rules, and it is only markedly worse in cases such as chess and letRecog, where the other methods have failed to identify the rules necessary for good classification accuracy. These results suggest that TFPC with hill-climbing is an effective way of generating an accurate classifier which is often less costly than other methods.
CONCLUSIONS
In this paper we have shown that the choice of appropriate values for the support and confidence thresholds can have a significant effect on the accuracy of classifiers obtained by CARM algorithms. The coverage analysis performed by methods such as CMAR and CBA reduces this effect, but does not eliminate it. CMAR appears to be less sensitive than CBA to the choice of threshold values, but for both methods better accuracy can almost always be obtained by a good choice. We have also shown that, if threshold values are selected well, it is possible to obtain good classification rules using a simple and fast algorithm, TFPC, without the need for coverage analysis. We describe a procedure for finding these threshold values that will lead to good classification accuracy. Our results demonstrate that this approach can lead to improved classification accuracy, at a cost that is comparable to or lower than that of coverage analysis.
