Abstract. In this paper, we evaluate archimedean zeta integrals for automorphic Lfunctions on GL n × GL n−1+ℓ and on SO 2n+1 × GL n+ℓ , for ℓ = −1, 0, and 1. In each of these cases, the zeta integrals in question may be expressed as Mellin transforms of products of class one Whittaker functions. Here, we obtain explicit expressions for these Mellin transforms in terms of Gamma functions and Barnes integrals.
Introduction
In this paper we investigate the behavior, at archimedean places, of zeta integrals associated to certain automorphic forms and L-functions, and develop explicit formulas for these integrals at such places.
More specifically: let G and G ′ be reductive algebraic groups; let π and π ′ be automorphic cuspidal representations of G(A) and G ′ (A) respectively, where A denotes the adeles over a global field F . Following Langlands [20] , one may define a global L-function L(s, π × π ′ ), for s ∈ C of sufficiently large real part. The Langlands program then predicts that L(s, π × π ′ ) should admit meromorphic continuation in s (with only finitely many poles in C), and a functional equation under (π, π ′ , s) → (π ∨ , (π ′ ) ∨ , 1 − s) (where π ∨ and (π ′ ) ∨ are the representations contragredient to π and π ′ , respectively). An especially powerful and fruitful approach to the study of L(s, π × π ′ ) is through the zeta-integral method. At the core of this method is the construction of a certain "global zeta integral" Z(s, ϕ × ϕ ′ ), which is, typically, an adelic integral involving automorphic forms associated with π, π ′ , and s. The specific form taken by Z(s, ϕ × ϕ ′ ) will depend on the choice of G and G ′ ; see (0.1) below for details, in the cases of concern to us in this article. In any case, the automorphicity and analytic properties of the various factors in the integrand of Z(s, ϕ × ϕ ′ ) should bestow upon this global integral both a meromorphic continuation and a functional equation in s. To deduce similar properties of L(s, π × π ′ ), one writes both this global L-function and the global integral Z(s, ϕ × ϕ ′ ) as products of local factors, and then compares, at each place of F , the local L-function -which will, generally, amount to a rational combination of gamma functions involving s and the eigenvalues of ϕ and ϕ ′ -with the local zeta integral.
Let us elaborate, in the situations that will concern us in this article, namely: the cases (G, G ′ ) = (GL n , GL n−1+ℓ ) and (G, G ′ ) = (SO 2n+1 , GL n+ℓ ), for ℓ an integer with |ℓ| ≤ 1. (Of course, by symmetry, our investigations will also apply to the cases of (G, G ′ ) = (GL n , GL n+j ), for j = 1 or 2.) See, in particular, the works of Jacquet and Shalika [16] , [17] , and [18] , and of Jacquet, Piatetski-Shapiro, and Shalika [15] , for those cases where G = GL n ; the works of Gelbart, Piatetski-Shapiro, and Rallis [6] , of Ginzburg [7] , and of Soudry [24] , [25] for those cases where G = SO 2n+1 ; and the monograph of Gelbart and Shahidi [5] for general discussions. We summarize some of the relevant points as follows.
The global zeta integral Z(s, ϕ, ϕ ′ ) may be defined by: ϕ(g) ϕ ′ (g) E(g, s) dg if (G, G ′ ) = (GL n , GL n ),
GLm(F )\GLm(A)
ϕ N GLm (g)ϕ ′ (g) |det(g)| s−1/2 dg if (G, G ′ ) = (GL n , GL m ) for m < n,
for m ≤ n.
(0.1)
We explain: in each case, ϕ and ϕ ′ are cusp forms in the spaces of π and π ′ respectively. Also, E(g, s) denotes a maximal parabolic Eisenstein series on GL n , while E ϕ ′ (g, s) denotes an Eisenstein series on SO 2m , induced from the representation π ⊗ |det| s−1/2 on the Levi component M m ∼ = GL m of the Siegel parabolic subgroup P m of SO 2m . Further, in general, f | D denotes restriction of the function f to the subdomain D. (In the cases above, the indicated subdomains must be realized as subgroups of the original domains in suitable ways.) Finally, ϕ N denotes an averaging of ϕ, weighted by a nondegenerate character ψ, over a certain subgroup N of GL n (in the case of GL n × GL m ) or of SO 2n+1 (in the case of SO 2n+1 × GL m ). (In the latter case, N is trivial when m = n.)
Now let us write π = ⊗ ν π ν , with π ν a representation of G(F ν ) for each place ν of F , and similarly write π ′ = ⊗ ν π ′ ν . Then we have the factorization L(s, π × π ′ ) = ν L(s, π ν × π ′ ν ). We will also assume, from now on, that π ′ is generic, meaning it admits a nonzero Whittaker model. (This is automatic in the cases G ′ = GL n , GL n+1 , and GL n+2 -automorphic representations of GL m are always generic. For this same reason, π will, in our situation, always admit a nonzero Whittaker model.) Then, by the Rankin-Selberg unfolding method, the global integral Z(s, ϕ, ϕ ′ ) may itself be expressed as a product of local factors Z ν (s, W ν , W ′ ν ). Here, W ν is a Whittaker function for π ν and W In the present work we will show that, in certain circumstances, the archimedean places behave like the unramified nonarchimedean ones, while in other circumstances they behave somewhat differently. Specifically, let us and assume that ν is real or complex, and that π ν and π ′ ν are irreducible class one principal series representations. (Irreducibility of such representations is automatic for almost all values of ν and ν ′ .) We prove that, if these conditions are met, then in all of the above cases in which ℓ is nonnegative, we have
These results agree with a conjecture of Bump [Bu3] , which states that, in general, archimedean zeta integrals and L-functions should coincide in cases where the former are defined as integrals over the full torus.
Strictly speaking, our computations below will be performed under the assumption that ν is, in fact, real. In the cases where G = GL n+1−ℓ for some ℓ, the real case implies the complex case, by straightforward relationships (cf. [28] ) between real and complex Whittaker functions for GL m . Analogous relationships between real and complex SO 2n+1 Whittaker functions may be deduced similarly.
We remark that, in the cases (G, G ′ ) = (GL n , GL n−1 ) and (G, G ′ ) = (GL n , GL n ), equality of the archimedean zeta integrals and the corresponding L-functions has already been demonstrated, under the somewhat more restrictive assumption that the representations in question are induced from representations with trivial central characters. See [14] for the case G × G ′ = GL 2 × GL 2 , [2] for the case G × G ′ = GL 3 × GL 2 , [29] for the general case of GL n × GL n−1 , and [30] for the general case of GL n × GL n . By expressing Whittaker functions corresponding to more general central characters in terms of those arising in the case of trivial central characters, we obviate, in the present work, the need for such restrictions. Our proofs herein are further simplified by the use of more recently obtained recursive formulas, developed by the authors in [12] , for archimedean Whittaker functions on GL n .
We also note that, for certain small values of n, the archimedean calculations for SO 2n+1 × GL n+ℓ have also been developed previously. See [21] for the case of SO 5 × GL 2 , and [10] for the case of SO 5 × GL 3 . (Results concerning SO 3 are subsumed by those regarding GL 2 , since SO 3 (R) Whittaker functions may be realized as special cases of GL 2 (R) Whittaker functions. In particular, compare Proposition 1.2, below, in the case n = 2, with Proposition 1.3 in the case n = 1.)
In the cases of GL n × GL n−2 and SO 2n+1 × GL n−1 , the archimedean zeta integrals in question are taken over proper subgroups of the full torus. In such situations one does not, generally, expect equality of these zeta integrals with the associated local L-functions. Indeed Hoffstein and Murty [8] have shown that, in the case of GL 3 × GL 1 and for ν real,
is expressible as a single-fold Barnes integral (as defined in Section 1.3 below). In this present work, we extend the results of Hoffstein and Murty to the case of general n, and give explicit formulas for the Barnes integrals that arise in such cases. Our results here may also be seen as analogous to those of the first author of this work and of Moriyama [11] , for the spinor L-function on GSp 2 .
The present paper will proceed as follows. In Section 1 we recall fundamental notions of principal series representations; we also present a variety of recursive formulas (many of them formerly derived elsewhere, but a number of them new) for class one Whittaker functions, and for Mellin transforms thereof. We also derive some recursive formulas for (multifold) Barnes integrals, which will be critical to our evaluation of archimedean zeta integrals in subsequent sections.
In Section 2 we consider the archimedean zeta integrals for GL n × GL n−1+ℓ , in the cases ℓ = −1, 0, 1. We demonstrate that, in the last two of these cases, these zeta integrals coincide with the associated archimedean L-functions, which are themselves expressible as products of (n − 1 + ℓ)n Gamma functions. Again, these results are consistent with Bump's conjecture [3] concerning archimedean zeta integrals over a full torus. We also show that, in the first case (where the integration is not over the full torus), the archimedean zeta integral equals the associated L-factor (which is in turn equal to a product of (n − 2)n Gamma functions) times a certain Barnes-type integral (in a single variable of integration). As noted above, this generalizes work of Hoffstein and Murty concerning L-functions on GL 3 × GL 1 , and parallels work of the first author of this work and of Moriyama regarding the spinor L-function on GSp 2 .
In Section 3 we compute the archimedean zeta integrals for SO 2n+1 × GL n+ℓ , for ℓ equal to −1, 0, or 1. We demonstrate that, in the last two of these cases, the zeta integral coincides with the associated archimedean L-factor, which itself equals a product of 2n(n + ℓ) Gamma factors, divided by a product of n + ℓ such. (These results again reflect Bump's conjecture, cited directly above, and generalize the work of Niwa [21] in the case of SO 5 × GL 2 , and of the first author of this paper [10] for the case of SO 5 × GL 3 .) Additionally we demonstrate that, in the case of SO 2n+1 × GL n−1 (where the integration is not over the full torus), the archimedean zeta integral equals the associated L-factor (which comprises, in this case, 2n(n − 1) Gamma factors in the numerator and n − 1 in the denominator) times a single-fold integral of Barnes type.
Finally, in our appendix, we outline an approach to unramified zeta integrals on SO 2n+1 × GL n and on SO 2n+1 ×GL n+1 that mimics, in number of ways, our treatment of the analogous archimedean entities. While these unramified calculations have been performed previously, in more direct fashions, we hope that the parallels suggested by our method might help elucidate other aspects of the archimedean theory.
The authors would like to thank Professor Takayuki Oda for his time, his expertise, his hospitality, and his generosity, all of which greatly facilitated the collaboration that resulted in this work.
Explicit formulas for Whittaker functions
In this section, we discuss class one principal series representations and the associated Whittaker functions. We also recall explicit formulas, obtained by the authors [9] , [12] , for Whittaker functions on GL n (R) and SO 2n+1 (R), and provide some new formulas concerning GL n (R) Whittaker functions.
1.1. Class one Whittaker functions. Let G be the group GL n (R) or SO 2n+1 (R). Here SO 2n+1 (R) = SO n+1,n (R) is the split special orthogonal group with respect to the antidiagonal matrix
 of size 2n + 1. Denote by X the maximal unipotent subgroup of G that consists of upper triangular unipotent matrices in G. Let Y be the subgroup of G defined by
We introduce coordinates (y 1 , . . . , y n ) (y i > 0) on Y by putting y i = t i /t i+1 for 1 ≤ i ≤ n − 1 and y n = t n ; we then write
We write O(n) = {g ∈ GL n (R) | t gg = 1} and SO(m) = SL m (R) ∩ O(m), and take K to be the maximal compact subgroup of G defined by
Then the Iwasawa decomposition G = XY K holds.
To introduce the notion of a Whittaker function, we define a nondegenerate unitary character ψ on X by
Here m = n − 1 if G = GL n (R), while m = n if G = SO 2n+1 (R). Let W(ψ) be the space of smooth functions w : G → C satisfying
By the right regular action, the space W(ψ) becomes a G-module. For an irreducible admissible smooth representation π of G, it is known that the dimension of the space Hom G (π, W(ψ)) of intertwining operators is at most one. Throughout, we will assume that π is generic, meaning this dimension is, in fact, exactly equal to one. (Again, this stipulation is redundant in the case of GL n (R).)
We denote by W(π, ψ) the image of π in W(ψ). Then, for a vector v ∈ π, we define the (ψ-)Whittaker function attached to v to be the image W v (uniquely defined up to a scalar) of v in W(π, ψ), under such an intertwining operator.
In this paper we consider Whittaker functions for class one principal series representations of G, defined as follows. Let H be the Borel subgroup of G with Langlands decomposition
where m ∈ M, x ∈ X, and
We call the induced representations
) the class one principal series representations of GL n (R) and SO 2n+1 (R), respectively.
There is then a vector 
is the Iwasawa decomposition of g.
1.2.
Integral representations of class one Whittaker functions. We now wish to present explicit formulas for the class one Whittaker functions on G. Since these formulas relate Whittaker functions on GL n (R) and SO 2n+1 (R) to those on GL n−1 (R) and SO 2n−1 (R) respectively, we need to first do the same for our class one principal series representations. (1) To the class one principal series representation π A a of GL n (R), we associate a class one principal series representation π a ( a = ( a 1 , . . . , a n−1 )) of GL n−1 (R) by putting a j = a j+1 + a 1 /(n − 1) for 1 ≤ j ≤ n − 1. on Y by the recursive relation Proof. In our previous paper [12] we considered the context of SL n (R), that is, we assumed |a| = 0 for the parameter of the class one principal series representation. The recursive relation for the radial part
of the "ρ-shifted" Whittaker function on SL n (R) is given by
From this, and the fact that | a| = |a|, we get
We can check that
So our recursive formula in [12] yields the recursive formula in the statement of the present proposition, and we are done. 2 For later use, we derive a new, additional recursive formula for GL(n, R) class one Whittaker functions.
We then have the recurrence relation
where
Proof. To prove the relation (1.4), we recall the original integral representation of class one GL(n, R) Whittaker functions, introduced by Jacquet [13] :
Then, as is shown in [26] , J n,a (g) is related to the class one Whittaker function W A n,a defined above by the formula
For x ∈ X as in the Jacquet integral, let use write x = (x j,k ) 1≤j,k≤n . As in [26, §3] , the substitutions x j,k → (
The following explicit formula for H n,a (w n x) given in [26, Appendix] :
where ∆ n,m (x) is the sum of the squares of the m × m subdeterminants of the m × n matrix formed from the top m rows of x. Using this formula, we will modify the integral (1.6) to prove our proposition. Roughly speaking, the idea here is that that, if we integrate the integrand in (1.6) over those x j,k with 1 ≤ j < k ≤ n − 1 only, we are left with a certain integral involving J n−1, a .
We first relate H n,a to H n−1, a .
Claim. For x = (x j,k ) 1≤j,k≤n ∈ X, let introduce new variables x j (1 ≤ j ≤ n − 1), and an
, by the relations
, and
Then we have
(a n−m+1 −a n−m −1)/2
Proof of Claim. We can write x = xκ, with
Here
and
We check that κ ∈ K. Then, since H a is right K-invariant, we have
Here we used (1.7) and the relation a n−m+1 − a n−m = a n−m+1 − a n−m . This proves the claim.
Returning to the integral (1.6), we change variables from
(a n−j+1 −a n−j −1)/2 1≤j<k≤n−1
Now we can use (1.6) to integrate with respect to x ′ j,k ; we find that
By collecting the powers of y j and q j , we arrive at
The relation (1.5) then completes the proof of this proposition. 2
Mellin transforms of class one Whittaker functions. Here we recall certain
Mellin-Barnes-type representations of class one Whittaker functions. By such a representation we mean, essentially, an integral (perhaps multifold) over vertical lines in the complex plane, the integrand being a rational expression in Gamma functions times a product of powers of the independent variables in question, and the paths of integration being indented, if necessary, to separate increasing and decreasing sequences of poles.
For complex numbers s j , let U n,a (s 1 , . . . , s n−1 ) and V n,b (s 1 , . . . , s n ) be Mellin transforms of W A n,a (y) and W B n,b (y) respectively:
Then Mellin inversion, and the definitions of W 
We now recall recursive relations for the Mellin transforms U n,a and V n,b .
where we understand that z 0 = 0 and
Proof. We use the same notation as in the proof of Proposition 1.2, and set
Then [12, Theorem 12] asserts that
with z 0 = z n−1 = 0. This, together with the formula
which follows immediately from (1.2), then yield the desired result. 2
For some investigations below in the case G ′ = GL n−2 , we present the following result concerning the Whittaker function contragredient to W n,a . Corollary 1.6. For a ψ-Whittaker function W on GL n (R), we put
.
Proof. We first prove
by induction on n. The case n = 2 follows automatically from the definitions. Now, by Proposition 1.5 and the induction hypothesis, we have
We substitute z j → z n−j−1 − | a| = z n−j−1 − |a|, to find that
Thus we obtain (1.8).
We substitute s j → s n−j − |a| for 1 ≤ j ≤ n − 1 and use (1.8), to find that
Thus we complete our proof. 2 Our recursive relation for V n,b is given by:
where we understand that
Remark 1. Technically, the formula given in the above proposition is of a different form from that given in [9, Theorem 4.2] . To show equality of these two formulas, one simply integrates with respect to w 1 , . . . , w n−1 in the above formula, using Barnes' first lemma (cf.
[1]):
( 1.9) 1.4. Some identities for U n,a and V n,b . In this subsection, we present some useful formulas expressing U n,a (respectively, V n,b ) as a Barnes-type integral of U n,a (respectively V n,b ). Here, by a Barne-type integral, we mean one of Mellin-Barnes type, as described above, but lacking the "product of powers of the independent variables." That is, a Barnes-type integral is an integral of a rational expression in Gamma functions. In our discussions of such Barnes-type integrals, Barnes' first lemma (1.9) will play a fundamental role. We start with an easy consequence of Barnes' first lemma.
(1) We have
Proof. Let first us show (1). Using Barnes' first lemma (1.9), we can integrate in all variables on either side. On the left hand side, we get
while on the right hand side, we get
The two sides are then readily seen to be equal. The latter claim (2) follows similarly from Barnes' first lemma. 2 We now present some expressions, to be of use to us in the next two sections, for U n,a as integrals that themselves involve U n,a . Proposition 1.9.
(1) For a complex number σ, we have
Here we understand that p 0 = 0. (2) For a complex number σ, we have
Here we understand that p n = −|a|.
Proof. Our proof proceeds by induction on n. The case n = 2 amounts to Barnes' first lemma (1.9). Now by Proposition 1.5, the right hand side of (1.10) is seen to be equal to 12) where r 0 = 0 and r n−1 = −|a|. To the integral in the q j 's in (1.12), we now apply Lemma 1.8 (1) with γ = a 1 ; δ = σ; and, for 1 ≤ j ≤ n − 1, c j = −r j − ja 1 /(n − 1) and d j = p j . We thereby find that (1.12) equals
(1.13)
By the induction hypothesis, we can integrate with respect to the r j 's, to find that (1.13) equals
(1.14)
Here we've used the fact that that |a| = | a|; also, we've defined q n−1 = a 1 − |a|. Finally, after the substitution q j → q j + ja 1 /(n − 1) for 1 ≤ j ≤ n − 2, we use Proposition 1.5 to find that (1.14) becomes U n,a (p 1 , . . . , p n−1 ). Thus we complete the proof of (1.10).
The proof of (1.11) is similar: Again, we use induction on n, with the case n = 2 being equivalent to Barnes' first lemma (1.9).
To rearrange the integration over the q j 's, we first rewrite the identity in Lemma 1.8 (2) slightly, by integrating with respect to z n−1 on the right hand side. We get
Applying this formula with c j = p j (1 ≤ j ≤ n − 1), c n = −|a|, d j = −r j − ja 1 /(n − 1) (1 ≤ j ≤ n − 2), d n−1 = −a 1 + |a|, γ = σ and δ = a 1 , we find that the right hand side of (1.11) becomes
Using the induction hypothesis to integrate in the r j 's, together with Proposition 1.5, we prove our assertion. 2
Our SO 2n+1 (R)-analog of Proposition 1.9 is as follows.
Proposition 1.10. For a complex number σ, we have
Here we understand that q 0 = 0.
Proof. We again proceed by induction on n. The case n = 1 is an immediate consequence of Barnes' first lemma (1.9).
We now apply Proposition 1.7, to find that the right hand side of (1.15) equals
To the integral in the r j 's, in (1.16), we now apply Lemma 1.8 (1), which yields:
(1.17)
We apply Lemma 1.8 (1) with (c j , d j , γ, δ) = (−z j , r j , ν n , σ) to the integratlin the w j 's, and Lemma 1.8 (2) with (c j , d j , γ, δ) = (p j , −r j , σ, −ν) to the integral in the q j 's. Then (1.17) becomes
We rewrite (1.18) as
..,q n−1 r 1 ,...,r n−1 w 1 ,...,w n−2 z 1 ,...,z n−1
(1.19)
We apply Lemma 1.8 (2) to the integral in r 1 , . . . , r n−1 ,to find that (1.19) equals 
The last equality follows from Proposition 1.7, and our proof is complete. 2
archimedean zeta integrals on GL n × GL m
In this section, we explicitly calculate archimedean zeta integrals for degree nm L-functions on GL n ×GL m when 0 ≤ n−m ≤ 2, by applying some formulas given in the previous section. When m = n or n − 1, and in the case when the class one principal series representations in question are induced from characters trivial on the center of GL n and GL m , the second author [29] [30] has proved the coincidence of the local zeta integrals and the local Langlands L-factors, by way of a recursive relation between U n,a and U n−2,a obtained in [29] . Here we give another proof, which uses a relation between U n,a and U n−1,a , as well as Proposition 1.9 in §2.2 below. The present proof will not require the assumption of trivial central characters that was stipulated in the earlier proof.
For general n and m, Jacquet and Shalika [18] have proved local functional equations for, and non-vanishing of, the ratio of the archimedean zeta integral to the corresponding L-factor. If n > m + 1, it is not generally expected that the archimedean zeta integrals should coincide with the local L-factors. And indeed Hoffstein and Murty [8] , in the case of (n, m) = (3, 1), have expressed the ratio of this local integral to this local L-function as a certain integral of Barnes type.
In this section we generalize the work of Hoffstein and Murty, by expressing this ratio of archimedean zeta integral to archimedean L-factor, in the case of GL n × GL n−2 for any n, explicitly as a Barnes-type integral.
Barnes integral expressions for archimedean zeta integrals.
We first recall the archimedean zeta integrals for the standard L-functions on GL n × GL m . Let W and W ′ be ψ and ψ −1 -Whittaker functions on GL n (R) and GL m (R), respectively. Let X n (R) be the standard maximal unipotent subgroup of GL n (R) consisting of upper triangular unipotent matrices. The archimedean zeta integrals we want to study are
Here Φ is a Schwartz-Bruhat function on R n defined by
and e n = (0, . . . , 0, 1) ∈ R n . In the case m ≤ n − 2, the zeta integral 1 , a 2 , . . . , a n ) ∈ C n , a ′ = (a 
The goals cited at the outset of this section may now be described more explicitly, as follows:
1. To show that I n,m;a,a ′ (s) equals the corresponding local L-factor, which is a product of (n − j)n Gamma functions, in the cases m = n − j for j = 0 or 1;
2.
To show that I n,n−2;a,a ′ (s) equals the corresponding local L-factor, which is a product of (n − 2)n Gamma functions, times a certain Barnes-type integral; that I ∨ n−2,n;a,a ′ (s) similarly equals an L-factor times a Barnes-type integral; and that the former Barnes-type integral becomes the latter under the replacement of s by 1 − s.
The first of these goals will be accomplished in subsection 2.2 below -see Theorem 2.1 -and the second in subsection 2.3 -see Theorems 2.4 and 2.5. In the present subsection, we develop some Barnes-type integral expressions for I n,m;a,a ′ (s) and I ∨ n,n−2;a,a ′ (s), to be of use in what follows. Proposition 2.1.
(1) We have 
Proof. We first consider part (1). Since our Whittaker functions W A n,a and W A n,a ′ are right O(n) invariant, the Iwasawa decomposition implies that
The integral in y n equals 2 −1 Γ R (ns + |a| + |a ′ |). Applying Mellin inversion and the "convolution theorem" -which says that the Mellin transform of a product equals the convolution of the corresponding Mellin transforms -to the integral in y 1 , y 2 , . . . , y n−1 , above, then yields the stated formula for I n,n,a,a ′ (s).
We now prove part (2) . In this case, the Iwasawa decomposition gives us 
as required. Finally, we prove part (3). We have 
. . , x n−2 ; y 1 , . . . , y n−2 , y n−1 ))
To complete the proof of part (3) of the present proposition, then, it will suffice to demonstrate:
Claim.
we substitute x j → x j y n−1 (1 ≤ j ≤ n − 2) into (2.5), to get
Next, we check that g = M(x 1 , . . . , x n ; 1, . . . , 1) has Iwasawa decomposition g = x(g)y(g)k(g), where
otherwise.
, and p n = 1. So (2.6), together with Corollary 1.6 and the substitutions x j → (−1)
We now substitute
and collect the powers of the y j 's and q j 's, to find that
Making the change of variables (
we find that
, p j = r 1 r j , and
where r j = 1 + 
, the last step by (2.2), and our claim is proved. This, in turn, completes the proof of our proposition.
2.2.
The cases m = n and m = n − 1. In [29, Theorem 3.4] and [30, Theorem 1.1], the second author of the present work has proved the following theorem, under the assumption that the characters χ A a and χ A a ′ (cf. section 1.1 above) are trivial on scalar matrices. Here we present a new proof that requires no such stipulation, and that is simplified by the use of new formulas, recently derived by the authors in [12] , relating Whittaker functions on GL(n, R) to those on GL(n − 1, R). (Earlier proofs of these results used different recursive formulas, relating GL(n, R) Whittaker functions to those on GL(n − 2, R), cf. [26] ).) Theorem 2.2.
(1) For a = (a 1 , . . . , a n ) and a ′ = (a ′ 1 , . . . , a ′ n−1 ), we have
(2) For a = (a 1 , . . . , a n ) and a
Proof. Our proof here is based on a relation between I n,n;a,a ′ (s) and I n,n−1;a,a ′ (s), and another between I n,n−1;a,a ′ (s) and I n,n−1−1;a,a ′ (s), as follows. Proposition 2.3.
(1) For a = (a 1 , . . . , a n ) and a ′ = (a
where a = ( a 1 , . . . , a n−1 ) with a j = a j+1 + a 1 /(n − 1). (2); the proof of (1) is similar. By Propositions 2.1 (2) (in the case m = n − 1) and 1.5, we have
Proof of Proposition. Let us show
Here we understand that s n−1 = −|a ′ | and z n−1 = −|a|. We substitute z j → z j − ja 1 /(n − 1) for 1 ≤ j ≤ n − 2, to find
We now apply Proposition 1.9 (1), with p j = js − z j for 1 ≤ j ≤ n − 2 and σ = s + a 1 , to integrate with respect to the s j 's and get:
If we substitute z j → z j + ja 1 /(n − 1) for 1 ≤ j ≤ n − 2, we find that
and our proposition is proved.
To deduce Theorem 2.2, we use induction. First, we consider part (1) of the theorem: in the case n = 2, this amounts to Barnes' first lemma. Now by Proposition 2.3 (2), we have
By the induction hypothesis applied to I n,n;a,a ′ (s), we find that
which is the desired result. We now turn to part (2) of our theorem. The case n = 2 follows from Proposition 2.1 (2) (in the case n = 2, m = 1). The general case then follows by Proposition 2.3 (2) and by induction (much as in the above proof for the case m = n), and thus we complete our proof of Theorem 2.2.
2.3.
The case m = n − 2. We investigate the zeta integrals Z(s, W, W ′ ) and Z ∨ (s, W, W ′ ), as defined in section 2.1 above, in the case m = n − 2. Note that the case (n, m) = (3, 1) has previously been treated in [8] . For a = (a 1 , . . . , a n ) and a ′ = (a
Proof. We evaluate the integral (2.4) with m = n − 2. Using Proposition 1.5 to rewrite U n,a , we have
We apply Proposition 1.9 (1) with σ = s + a 1 to integrate with respect to s 1 , . . . , s n−3 :
Here we have defined s ′ = s − a 1 /(n − 1). Next we use Proposition 1.9 (1), with σ = s + s n−1 + |a|, to rewrite U n−2,a ′ ; we find that
If we define w n−2 = −|a ′ | and w n−1 = (n − 1)s ′ + |a|, the above can be rewritten as follows:
We can apply Proposition 1.9 (2) with p j = js ′ − w j (1 ≤ j ≤ n − 2) and σ = s n−1 + a 1 /(n − 1) + |a|, to integrate with respect to z 1 , . . . , z n−2 (note that the condition p n−1 = −| a| = −|a| is satisfied because of the definition of w n−1 ), and arrive at
ds n−1 , the last step by (2.4). Hence Theorem 2.2 (1) yields our assertion. 2
Now as may be seen, for example, in [18] , the GL n × GL n−2 functional equation at a real 
∨ n,n−2;a,a ′ (s). More specifically: the functional equation demonstrated in [18] amounts, in the present context, to the assertion that I n,n−2;a,a ′ (s)
We now wish to show that the above functional equation may also be derived using results contained herein. To do so it will suffice, in light of Theorem 2.4, to prove the following: Theorem 2.5. We have
Proof. By Proposition 2.1 (3),
is as in (2.1). We may now apply Theorem 2.2 (1) to the archimedean zeta factor inside the integral; we find that
We substitute w → w + (n − 2)s − |a ′ | − 3n − 5 2 ; we also rearrange the products a bit (letting k → k + 1 in the product outside the integral; and letting j → j + 1 in the product in the denominator of the integrand). The result is exactly the statement of Theorem 2.5, and we are done.
3. archimedean zeta integrals on SO 2n+1 × GL m Global Rankin-Selberg integrals for L-functions on SO 2n+1 × GL m have been constructed in [6] for the cases m = n and m = n + 1, in [7] for the cases m ≤ n, and in [24] for the cases m ≥ n + 1. In this section, we will consider the cases m = n − 1, m = n, and m = n + 1.
As may be seen from the works cited above, the archimedean zeta integrals J ℓ,n;a,b (s) of interest to us, for the cases of SO 2n+1 × GL n+1 , SO 2n+1 × GL n , and SO 2n+1 × GL n−1 respectively, may be given by:
In this section, we show the coincidence of the archimedean zeta integrals J 1,n;a,b (s) and J 0,n;a,b (s) with their associated L-factors. We further demonstrate that the archimedean zeta integral J −1,n;a,b (s) equals the associated L-factor time a certain integral of Barnes type.
To obtain the desired resultsfor J 1,n;a,b (s) and J 0,n;a,b (s), we will need the following proposition.
Proposition 3.1.
(1) For a = (a 1 , . . . , a n ) and b = (b 1 , . . . , b n ), we have a = (a 1 , . . . , a n+1 ) and b = (b 1 , . . . , b n ), we have
where a = ( a 1 , . . . , a n ) with a j = a j+1 + ja 1 /n.
Proof. We first prove part (1) . By Mellin inversion, we find that
Then by Proposition 1.7, we have
We apply Proposition 1.9 (1) with p j = js − w j , for 1 ≤ j ≤ n − 1, and σ = s − b n , to perform the integration with respect to s 1 , . . . , s n−1 , whence:
To integrate with respect to w 1 , . . . , w n−1 , we substitute w j → js − w j (1 ≤ j ≤ n − 1), and apply Proposition 1.9 (1) again -this time, with p j = js − z j (1 ≤ j ≤ n − 1) and σ = s + b n . We get:
the last step by the definition of J 1,n−1;a, b (s) and by Mellin inversion. Thus we have finished the proof of (1).
We now prove part (2) . By Proposition 1.5, we have
Here z n = −|a| = −(a 1 + · · · + a n+1 ). We apply Proposition 1.9 (1), with p j = z j (1 ≤ j ≤ n − 1) and σ = 2s + (n − 1)a 1 /n, to get
We substitute z j → −z j + j(s − a 1 /n) for 1 ≤ j ≤ n − 1, to find
Finally, we apply Proposition 1.10 with p j = j(s−a 1 /n)−q j (1 ≤ j ≤ n−1), p n = ns−a 1 +|a|, and σ = s + a 1 , to integrate with respect to the s j 's and the z j 's, whence:
The proof of part (2) of our lemma then follows from the definition of J 0,n; a,b and from Mellin inversion, and we are done.
We now have 
Also, let ℓ = m − n. Then
Proof. Let us first consider the cases ℓ = 0 and ℓ = 1, using an induction argument. By Barnes' first lemma, we compute readily that
Then Proposition 3.1 and the induction hypothesis yield the desired results.
Let us now prove our theorem in the case ℓ = −1. Our argument here is quite analogous to the proof of Theorem 2.5.
For w ∈ C, we compute the integral p )x j for 1 ≤ j ≤ n − 1. We follow this with the substitutions
(1 ≤ j ≤ n) and p n+1 = 1. We thereby arrive at the following result:
Next we change variables from (x 1 , . . . , x n−1 ) to (x ′ 1 , . . . , x ′ n−1 ), with x ′ j = x j p n /(p j p j+1 ) for each j, and integrate with respect to variables x ′ j by way of Proposition 1.4. We find that
. . ,ȃ n ) with
Therefore, the case ℓ = 0 of the present theorem implies that J −1,n;a,b (s, w)
Thus Mellin inversion and a change of variable yield our assertion, and we complete the proof of Theorem 3.2.
Remark 2. The local functional equation for SO 2n+1 ×GL n−1 , as described in [25] , amounts, at real places, to the assertion that
is invariant under (s, a, b) → (1 − s, −a, −b). This invariance is readily apparent from Theorem 3.2 above.
Appendix: Comparison with unramified computations
The well-known Kato-Casselman-Shalika formulas describe unramified (nonarchimedean) Whittaker functions in terms of characters of finite dimensional representations of the corresponding L-groups. The unramified computations for SO 2n+1 × GL m can then be achieved by combining these realizations of unramified Whittaker functions with certain facts about the representation theory of GL n (C) and Sp n (C), (See [6, Appendix] .)
In this appendix, we present an alternative, somewhat roundabout, approach to the unramified calculations for SO 2n+1 × GL n and SO 2n+1 × GL n+1 . This new approach parallels, in a number of ways, our calculations above in the analogous archimedean cases. We hope that this suggestion of connections between the unramified and archimedean situations might help enable future computations, particularly in the archimedean context.
The general ideas informing this appendix are as follows. The p-adic analogs of our recursive formulas for Mellin transforms of Whittaker functions can be understood as branching laws for finite dimensional representation of GL n (C) and Sp n (C). Moreover, Pieri's rule, which gives the decomposition into irreducibles of the tensor product of an irreducible representation with the symmetric kth power of the standard representation, can be considered analogous to our Propositions 1.9 and 1.10. By way of these observations, we may therefore perform the unramified computationsin a fashion reminescent of that employed above -namely, by reducing the SO 2n+1 × GL n+1 (respectively, SO 2n+1 × GL n ) case to that of SO 2n+1 × GL n (respectively, SO 2n−1 × GL n ).
We begin by recalling explicit formulas for unramified Whittaker functions. Let F be a nonarchimedean local field, O its ring of integers, and p = (̟) its maximal ideal. We set q = |O/p|. We take a non-trivial additive character ψ of F to be unramified. Let π λ ) of GL n (C) (respectively, Sp n (C)) with highest weight λ. Here P n = {λ = (λ 1 , λ 2 , . . . , λ n ) ∈ Z n | λ 1 ≥ λ 2 ≥ · · · ≥ λ n }, P + n = {λ = (λ 1 , λ 2 , . . . , λ n ) ∈ P n | λ n ≥ 0}. We define subsets of P + n as follows. For a given λ ∈ P + n and a nonnegative integer r, we set P + n (λ) = {µ = (µ 1 , . . . , µ n ) ∈ P + n | λ 1 ≥ µ 1 ≥ λ 2 ≥ · · · ≥ µ n−1 ≥ λ n ≥ µ n }; P + n−1 (λ) = {µ = (µ 1 , . . . , µ n−1 ) ∈ P + n−1 | λ 1 ≥ µ 1 ≥ λ 2 ≥ · · · ≥ λ n−1 ≥ µ n−1 ≥ λ n }; P + n (λ) = {µ ∈ P + n | λ ∈ P + n (µ)} = {µ = (µ 1 , . . . , µ n ) ∈ P + n | µ 1 ≥ λ 1 ≥ µ 2 ≥ · · · ≥ λ n−1 ≥ µ n ≥ λ n }; P + n,r (λ) = {µ ∈ P + n (λ) | |λ| − |µ| = r}; P + n,r (λ) = {µ ∈ P + n (λ) | λ ∈ P + n,r (µ)} = {µ ∈ P + n (λ) | |µ| − |λ| = r}. Here we write |λ| = n i=1 λ i for λ ∈ P + n . We first state the nonarchimedean analogs of the recursive formulas in Propositions 1.5 and 1.7. Let λ ∈ P + n . We have the following: W Let h k denote the kth complete symmetric polynomial in n variables:
If we set h A k (a) = h r (a 1 , . . . , a n ), h Using the above formulas, we now compute the unramified zeta integrals in a manner similar to that employed above, in the archimedean situation. The unramified zeta integrals for SO 2n+1 × GL n and SO 2n+1 × GL n+1 are given by By (A.6) with t = a n+1 q −s , we can sum over λ and µ, to get and we are done.
