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Referee’s report on Leonid Levin’s dissertation ‘‘Some Theorems on the
Algorithmic Approach to Probability Theory and Information Theory’’
(November 27, 1972)
In his dissertation, Leonid Levin develops the algorithmic approach to information theory, whose foundations were set
forth by A.N. Kolmogorov.
Chapter 1 develops the uniform approach to describing various concepts of complexity similar to that constructed by
A.N. Kolmogorov. This approach allows the author to compare concepts of complexity discussed earlier in the literature
from a unified perspective, and to introduce a complexity concept of a new kind — logarithm of the a priori probability. That
concept’s important role is clarified by Theorems 2 and 3.
In Chapter 2, the author introduces a special class of measures, called semi-computable, for the purpose of studying
algorithmic random processes. He is able to prove the existence of a maximal (modulo a multiplicative constant) measure
in that class — Theorem 10.
The logarithm of that measure (which can be defined as a complexity in the general framework of Chapter 1), as shown
in Theorem 11, turns out to be asymptotically close to decision complexity. In the last section of Chapter 2, on the basis of
results established in the dissertation, the author is able to solve a number of problems of the general theory of probabilistic
machines (he studies the number of invocations of the random number generator and proves the impossibility of getting a
quickly growing sequence).
In Chapter 3, the author studies some problems of algorithmic information theory. He takes Kolmogorov’s concept of the
amount of information as a starting point and proves the theorem (established independently by Kolmogorov) about the
‘‘approximate" commutativity of information. In Section 3, he uses the method developed in the earlier chapters to solve
a problem posed by J.T. Schwartz: he establishes that the entropy of an arbitrary ergodic stationary process coincides with
the unit complexity of almost all its trajectories.
On the whole, Levin’s dissertation is a serious scientific investigation, which advances the algorithmic approach to
probability theory and information theory in an essential way. The author was able to overcome a number of fundamental
difficulties that this approach had encountered. To solve the problems addressed in the dissertation, the author used a wide
variety of methods — from introducing new generalizing schemas to specific ingenious constructions.
The results of the dissertation were published in 1970. Its content is correctly and completely reflected in the
autoabstract.
Leonid Levin’s dissertation ‘‘Some Theorems on the Algorithmic Approach to Probability Theory and Information Theory’’
is completely satisfactory as a kandidat dissertation,1 and its author most certainly deserves the kandidat degree in physical
and mathematical sciences.
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