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Abstract
We will study variations in Sobolev spaces of optimal transport maps with the standard
Gaussian measure as the reference measure. Some dimension free inequalities will be obtained.
As application, we construct solutions to Monge-Ampe`re equations in finite dimension, as well
as on the Wiener space.
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Let e−V dx and e−Wdx be two probability measures on Rd having second moment, then there is
a convex function Φ such that ∇Φ is the optimal transport map which pushes e−V dx to e−Wdx.
If moreover (i) the functions V and W are smooth, bounded from below, (ii) the Hessian ∇2V of
V is bounded from above and ∇W ≥ K1 Id with K1 > 0, then Φ is smooth (see [3, 6]) and
sup
x∈Rd
||∇2Φ(x)||HS < +∞,
where || · ||HS denotes the Hilbert-Schmidt norm. The above upper bound is dimension-dependent.
In a recent work [6], A.V. Kolesnikov proved the inequality∫
Rd
|∇V |2e−V dx ≥ K1
∫
Rd
||∇2Φ||2HS e−V dx. (0.1)
Although the constant K1 in (0.1) is of dimension free, but on infinite dimensional spaces, ∇2Φ
usually is not of Hilbert-Schmidt class. Let ∇Φ(x) = x +∇ϕ(x). A dimension free inequality for
||∇2ϕ||2HS has been established in [6] under the hypothesis
∇2W ≤ K2 Id. (0.2)
Our work has been inspired from a series of works by A.V. Kolesnikov [6, 7, 8] and a series of works
by D. Feyel and A. S. U¨stu¨nel [10, 11, 12]. The main contribution is to remove the condition (0.2).
Here is the result:
Theorem 0.1. Let e−V dγ and e−Wdγ be two probability measures on Rd, where γ is the standard
Gaussian measure on Rd. Suppose that ∇2W ≥ −c Id with c ∈ [0, 1[. Then∫
Rd
|∇V |2e−V dγ −
∫
Rd
|∇W |2e−Wdγ + 2
1− c
∫
Rd
||∇2W ||2HS e−W dγ
≥ 2Entγ(e−V )− 2Entγ(e−W ) + 1− c
2
∫
Rd
||∇2ϕ||2HS e−V dγ.
(0.3)
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It is interesting to remark that the two first terms on the left hand side of (0.3) is the difference of
Fisher’s information, while two first terms on the right hand side is the 2 times of the difference of
entropy. We mention that in a different framework, some Sobolev estimates for optimal transport
maps have been done in [4, 5].
The organization of the paper is as follows. In section 1, we present a construction of the optimal
transport map S on the Wiener space X , when the source measure e−Wµ satisfies the Poincare´
inequality, and target measure e−V µ is such that the Dirichlet form EV (f, f) =
∫
X |∇f |2H e−V dµ
is closable; the map S is defined by a 1-convex function : S(x) = x +∇ψ(x) with ψ ∈ D21(X). In
the remainder of the paper, we reverse the source and the target, in order to study the regularity
of the inverse map T of S. The main task in section 2 is to prove Theorem 0.1: first for a priori
estimate, then extended to suitable Sobolev spaces. In section 3, we construct a solution to Monge-
Ampe`re equation on the Wiener space: our result (see Theorem 3.4) includes two special cases,
one studied in [11] where the source measure is the Wiener measure, another one in [8] where the
target measure is the Wiener measure. Besides, we prove that the map S constructed in section 1
admits an inverse map T which is T (x) = x+∇ϕ(x) with ϕ ∈ D22(X) (see Theorem 3.5).
1 Optimal transport maps on the Wiener space
Let (X,H, µ) be an abstract Wiener space. Consider on X the pseudo-distance dH defined by
dH(x, y) =
{ |x− y|H if x− y ∈ H ;
+∞ otherwise.
Denote by P(X) the space of probability measures on X . For ν1, ν2 ∈ P(X), we consider the
following Wasserstein distance
W 22 (ν1, ν2) = inf
{∫
X×X
dH(x, y)
2 pi(dx, dy); pi ∈ C(ν1, ν2)
}
,
where C(ν1, ν2) denotes the totality of probability measures on the product space X ×X , having
ν1, ν2 as marginal laws. Note that W2(ν1, ν2) could take value +∞. By Talagrand’s inequality (see
for example [13]), W 22 (µ, fµ) ≤ 2
∫
X f log f dµ, that we will denote the latter term by Entµ(f), we
have
W2(fµ, gµ) ≤
√
2
(√
Entµ(f) +
√
Entµ(g)
)
, (1.1)
which is finite, if the measures fµ and gµ have finite entropy. In this situation, it was proven
in [10] that there is a unique map ξ : X → H such that x → x + ξ(x) pushes fµ to gµ and
W2(fµ, gµ)
2 =
∫
X
|ξ|2H fdµ. However for a general source measure fµ, the construction in [10] is
not explicit. For our purpose and the sake of self-contained, we will use the construction in the
first part of [10], that is the usual way when the cost function is strictly convex (see [1], [16]).
Let’s introduce some notations in Malliavin calculus (see [14], [9]). A function f : X → R is
called to be cylindrical if it admits the expression
f(x) = fˆ(e1(x), . . . , eN (x)), fˆ ∈ C∞b (RN ), N ≥ 1 (1.2)
where {e1, . . . , eN} are elements in dual space X∗ of X . We denote by Cylin(X) the space of
cylindrical functions on X . For f ∈ Cylin(X) given in (1.2), the gradient ∇f(x) ∈ H is defined by
∇f(x) =
N∑
j=1
∂j fˆ(e1(x), . . . , eN (x)) ej , (1.3)
where ∂j is ith-partial derivative. Let K be a separable Hilbert space; a map F : X → K is
cylindrical if F admits the expression
F =
m∑
i=1
fiki, fi ∈ Cylin(X), ki ∈ K. (1.4)
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We denote by Cylin(X,K) the space of K-valued cylindrical functions. For F ∈ Cylin(X,K),
define ∇F =∑mi=1∇fi ⊗ ki which is a H ⊗K-valued function. For h ∈ H , we denote
〈∇F, h〉 =
m∑
i=1
〈∇fi, h〉H ki ∈ K.
In such a way, for any f ∈ Cylin(X) and any integer k ≥ 1, we can define, by induction,
∇kf : X → ⊗kH.
Let p ≥ 1; set
||f ||p
Dp
k
=
k∑
j=0
∫
X
||∇jf(x)||p⊗jH dµ(x), (1.5)
here we used the usual convention ⊗0H = R,∇0f = f . The Sobolev space Dpk(X) is the completion
of Cylin(X) under the norm defined in (1.5). In the same way, the Sobolev space Dpk(X ;K) of
K-valued functions is defined.
Let V : X → R be a measurable function such that e−V is bounded and ∫
X
e−V dµ = 1. Consider
EV (F, F ) =
∫
X
||∇F ||2H⊗K e−V dµ, F ∈ Cylin(X,K). (1.6)
It is well-known that if ∫
X
|∇V |2 e−V dµ < +∞, (1.7)
then the quadratic form (1.6) is closable over Cylin(X,K). We will denote by Dpk(X,K; e
−V µ) the
closure of Cylin(X,K) with respect to the norm defined in (1.5) replacing µ by e−V µ.
Let W ∈ D22(X) such that e−W is bounded and
∫
X
e−Wdµ = 1. Assume that
∇2W ≥ −c Id, c ∈ [0, 1[. (1.8)
It is known (see [2, 12]) that the condition (1.8) implies the following logarithmic Sobolev inequality
(1 − c)
∫
X
|f |
||f ||L2(e−Wµ)
e−Wdµ ≤
∫
X
|∇f |2 e−Wdµ, f ∈ Cylin(X). (1.9)
It is also known (see for example [18]) that (1.9) is stronger than Poincare´ inequality
(1 − c)
∫
X
(f − EW (f))2 e−Wdµ ≤
∫
X
|∇f |2 e−Wdµ, (1.10)
where EW denotes the integral with respect to the measure e
−Wµ.
Theorem 1.1. Under above conditions on V and W , there is a ψ ∈ D21(X, e−Wµ) such that
x → S(x) = x +∇ψ(x) is the optimal transport map which pushes e−Wµ to e−V µ; moreover the
inverse map of S is given by x→ x+ η(x) with η ∈ L2(X,H ; e−V µ).
Proof. Let {en; n ≥ 1} ⊂ X∗ be an orthonormal basis of H and set
Hn = spann{e1, . . . , en}
the vector space spanned by e1, . . . , en, endowed with the induced norm of H . Let γn be the
standard Gaussian measure on Hn. Denote
pin(x) =
n∑
j=1
ej(x) ej .
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Then pin sends the Wiener measure µ to γn. Let Fn be the sub σ-field on X generated by pin, and
E( |Fn) be the conditional expectation with respect to µ and to Fn. Then we can write down
E(e−W |Fn) = e−Wn ◦ pin, E(e−V |Fn) = e−Vn ◦ pin. (1.11)
Note that for any f ∈ L1(Hn, γn),∫
X
f ◦ pine−W dµ =
∫
X
f ◦ pin E(e−W |Fn) dµ =
∫
Hn
fe−Wndγn.
Applying (1.10) to f ◦ pin yields
(1− c)
∫
Hn
(
f −
∫
Hn
fe−Wndγn
)2
e−Wndγn ≤
∫
Hn
|∇f |2e−Wndγn, f ∈ C1b (Hn). (1.12)
By Kantorovich dual representation theorem (see [16]), we haveW 22 (e
−Wnγn, e−Vnγn) = sup(ψ,ϕ)∈Φc J(ψ, ϕ),
where
Φc =
{
(ψ, ϕ) ∈ L1(e−Wnγn)× L1(e−Vnγn);ψ(x) + ϕ(y) ≤ |x− y|2Hn
}
,
and
J(ψ, ϕ) =
∫
Hn
ψ(x)e−Wndγn +
∫
Hn
ϕ(y) e−Vndγn.
We know there exists a couple of functions (ψn, ϕn) in Φc, which can be chosen to be concave, such
that W 22 (e
−Wnγn, e−Vnγn) = J(ψn, ϕn). Let Γn0 ∈ C(e−Wnγn, e−Vnγn) be an optimal coupling,
that is, ∫
Hn×Hn
|x− y|2Hn dΓn0 (x, y) =W 22 (e−Wnγn, e−Vnγn).
Then it holds true,
|x− y|2Hn ≥ ψn(x) + ϕn(y), (x, y) ∈ Hn ×Hn, (1.13)
and under Γn0 :
|x− y|2Hn = ψn(x) + ϕn(y). (1.14)
Combining (1.13) and (1.14), Γn0 is supported by the graph of x→ x− 12∇ψn(x) so that
1
4
∫
Hn
|∇ψn|2 e−Wndγn =W 22 (e−Wnγn, e−Vnγn).
As in [10], the sequence {W 22 (e−Wnγn, e−Vnγn);n ≥ 1} is increasing, and converges toW 22 (e−Wµ, e−V µ).
Now by (1.12), changing ψn to ψn −
∫
Hn
ψne
−Wndγn, then ψn ∈ D21(e−Wnγn) and
||ψn||2D2
1
(e−Wnγn)
≤ 2
∫
Hn
|∇ψn|2 e−Wndγn.
According to (1.1), we get that supn≥1 ||ψn||2D2
1
(e−Wnγn)
< +∞. Now consider ψ˜n = ψn ◦ pin,
ϕ˜n = ϕn ◦ pin. Then
sup
n≥1
||ψ˜n||D2
1
(e−Wµ) < +∞. (1.15)
As in [10], define Fn(x, y) = dH(x, y)
2 − ψ˜n(x)− ϕ˜n(y), which is non negative according to (1.13).
Let Γ0 be an optimal coupling between e
−Wµ and e−V µ. We have∫
X×X
Fn(x, y)Γ0(dx, dy) =W
2
2 (e
−Wµ, e−V µ)−
∫
X
ψ˜n(x)e
−W dµ−
∫
X
ϕ˜n(y) e
−V dµ
=W 22 (e
−Wµ, e−V µ)−
∫
Hn
ψn(x)e
−Wndγn −
∫
Hn
ϕn(y) e
−Vndγn
=W 22 (e
−Wµ, e−V µ)−W 22 (e−Wnγn, e−Vnγn)
(1.16)
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which tends to 0 as n → +∞. Now returning to (1.15), by Banach-Saks theorem, up to a subse-
quence, the Cesaro mean 1n
∑n
j=1 ψ˜j converges to ψˆ in D
2
1(e
−Wµ). Therefore
1
n
n∑
j=1
ϕ˜n(y) = d
2
H(x, y)−
1
n
n∑
j=1
ψ˜j(x)− 1
n
n∑
j=1
Fj(x, y)
which converges in L1 to ϕˆ(y) = d2H(x, y)− ψˆ(x). Now define
ψ = lim
n→+∞
1
n
n∑
j=1
ψ˜j , ϕ = lim
n→+∞
1
n
n∑
j=1
ϕ˜j .
Then ψ = ψˆ for e−Wµ almost all, ϕ = ϕˆ for e−V µ almost all, and by (1.13), it holds that
ψ(x) + ϕ(y) ≤ d2H(x, y), (x, y) ∈ X ×X. (1.17)
Also by above construction, under Γ0
ψ(x) + ϕ(y) = d2H(x, y). (1.18)
Denote by Θ0 the subset of (x, y) satisfying (1.18). On the other hand, the fact that ψ ∈ D21(e−Wµ)
implies that for any h ∈ H , there is a full measure subset Ωh ⊂ X such that for x ∈ Ωh, there is a
sequence εj ↓ 0 such that
〈∇ψ(x), h〉H = lim
j→+∞
ψ(x+ εjh)− ψ(x)
εj
.
Let D be a countable dense subset of H . Then there exists a full measure subset Ω such that for
each x ∈ Ω, for any h ∈ D, there is a sequence εj ↓ 0 such that
〈∇ψ(x), h〉H = lim
j→+∞
ψ(x+ εjh)− ψ(x)
εj
.
Set Θ = (Ω×X)∩Θ0. Then Γ0(Θ) = 1. For each couple (x, y) ∈ Θ, we have ψ(x)+ϕ(y) = d2H(x, y)
and ψ(x+ εjh) + ϕ(y) ≤ d2H(x+ εjh, y). Because x− y ∈ H Γ0−a.a. it follows that
ψ(x+ εjh)− ψ(x) ≤ 2εj〈h, x− y〉H + ε2j |h|2H .
Therefore 〈∇ψ(x), h〉H ≤ 2〈x− y, h〉H for any h ∈ D. From which we deduce that
y = x− 1
2
∇ψ(x), (1.19)
and Γ0 is supported by the graph of x → S(x) = x − 12∇ψ(x). Replacing − 12ψ by ψ, we get the
statement of the first part of the theorem. For the second part, we refer to section 4 in [10]. 
For later use, we will emphaze that the above constructed whole sequence
ϕ˜n → ϕ in L1(e−V µ). (1.20)
In fact, if ψ˜ is another cluster point of {ψ˜n;n ≥ 1} for the weak topology of D21(e−Wµ), then under
the optimal plan Γ0, the relation (1.19) holds for ψ˜. Therefore ∇ψ = ∇ψ˜ almost everywhere for
e−Wµ; it follows that ψ = ψ˜, since
∫
X ψe
−Wdµ =
∫
X ψ˜ e
−Wdµ = 0. Now note that
∫
X
|∇ψ˜n|2He−Wdµ =
∫
Hn
|∇ψn|2Hne−Wndγn =W 22 (e−Wnγn, e−Vnγn)
→W 22 (e−Wµ, e−V µ) =
∫
X
|∇ψ|2He−Wdµ.
Combining these two points, we see that ψ˜n converges to ψ in D
2
1(e
−Wµ). By (1.16), the sequence
ϕ˜n converges to ϕ in L
1(e−V µ). 
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2 Variation of optimal transport maps in Sobolev spaces
2.1 A priori estimates
Consider a probability measure dµ = e−α(x) dx on the Euclidean space (Rd, | · |), where α : Rd →
R is smooth. Let h, f be two positive functions on Rd such that
∫
Rd
h dµ =
∫
Rd
f dµ = 1. Under
some smooth conditions on h and f (see [3, 6] or p. 561 in [17]), there exists a smooth convex
function Φ : Rd → R such that ∇Φ : Rd → Rd is a diffeomorphism which pushes hµ forwards to
fµ: (∇Φ)#(hµ) = fµ and
W 22 (hµ, fµ) =
∫
Rd
|x−∇Φ(x)|2 h(x)dµ(x), (2.1)
where W2(hµ, fµ) denotes the Wasserstein distance between the probability measures hµ and fµ,
which is defined by
W 22 (hµ, fµ) = inf
{∫
Rd×Rd
|x− y|2 dpi(x, y); pi ∈ C(hµ, fµ)
}
,
the set C(hµ, fµ) being the totality of probability measures on the product space Rd × Rd such
that hµ and fµ are marginals.
By formula of change of variables, ∇Φ satisfies the following Monge-Ampe`re equation
f(∇Φ)e−α(∇Φ) det(∇2Φ) = he−α. (2.2)
Now consider two couples of positive functions (h1, f1) and (h2, f2) satisfying same conditions as
(h, f). Let Φ1 and Φ2 be the associated functions. Then we have
f1(∇Φ1)e−α(∇Φ1)det(∇2Φ1) = h1e−α, (2.3)
f2(∇Φ2)e−α(∇Φ2)det(∇2Φ2) = h2e−α. (2.4)
Let S2 be the inverse map of ∇Φ2, that is, ∇Φ2(S2(x)) = x on Rd; then we have
∇2Φ2(S2(x))∇S2(x) = Id, or ∇S2(x) = (∇2Φ2)−1(S2(x)).
Acting on the right by S2 the two hand sides of (2.3), as well as of (2.4), we get
f1(∇Φ1(S2))e−α(∇Φ1(S2))det(∇2Φ1(S2)) = h1(S2)e−α(S2), (2.5)
f2 e
−α det(∇2Φ2(S2)) = h2(S2)e−α(S2). (2.6)
It follows that
f1
f2
· f1(∇Φ1(S2))e
−α(∇Φ1(S2))
f1e−α
· det
[
(∇2Φ1)(∇2Φ2)−1
]
(S2) =
h1(S2)
h2(S2)
.
Taking the logarithm on the two sides yields
log(
f1
f2
)+ log(f1e
−α)(∇Φ1(S2))− log(f1e−α)
+ log det
[
(∇2Φ1)(∇2Φ2)−1
]
(S2) = log(
h1
h2
)(S2).
(2.7)
Integrating the two sides of (2.7) with respect to the measure f2µ, we get∫
Rd
log(
h1
h2
)(S2) f2dµ−
∫
Rd
log(
f1
f2
) f2dµ =
∫
Rd
log det
[
(∇2Φ1)(∇2Φ2)−1
]
(S2) f2dµ
+
∫
Rd
[
log(f1e
−α)(∇Φ1(S2))− log(f1e−α)
]
f2dµ.
(2.8)
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By Taylor formula up to order 2,
log(f1e
−α)(∇Φ1(S2))− log(f1e−α) = 〈∇ log(f1e−α),∇Φ1(S2(x)) − x〉
+
∫ 1
0
(1 − t)
[
∇2 log(f1e−α)((1− t)x + t∇Φ1(S2(x))
]
· (∇Φ1(S2(x)) − x)2 dt.
(2.9)
We have ∫
Rd
〈∇ log(f1e−α),∇Φ1(S2(x))− x〉 f2dµ
=
∫
Rd
〈∇(f1e−α),∇Φ1(S2(x))− x〉 f2
f1
dx.
By integration by parts, this last term goes to
−
∫
Rd
f1e
−α div
(
∇Φ1(S2(x))− x
) f2
f1
dx−
∫
Rd
f1e
−α〈∇Φ1(S2(x)) − x,∇(f2
f1
)〉 dx
= −
∫
Rd
div
(
∇Φ1(S2(x))− x
)
f2dµ−
∫
Rd
〈∇Φ1(S2(x)) − x,∇(log f2
f1
)〉 f2dµ.
Note that ∇
[
(∇Φ1)(S2)
]
= ∇2Φ1(S2)∇S2 = ∇2Φ1(S2) · (∇2Φ2)−1(S2), and
div
(
∇Φ1(S2(x)) − x
)
= Trace
[
∇2Φ1(S2) · (∇2Φ2)−1(S2)− Id
]
.
Combining above computations yields∫
Rd
〈∇ log(f1e−α),∇Φ1(S2(x))− x〉 f2dµ
=−
∫
Rd
Trace
[
∇2Φ1(S2) · (∇2Φ2)−1(S2)− Id
]
f2dµ
−
∫
Rd
〈∇Φ1(S2(x)) − x,∇(log f2
f1
)〉 f2dµ.
(2.10)
For a matrix A on Rd, the Fredholm-Carleman determinant det2(A) is defined by
det2(A) = e
Trace(Id−A) det(A).
It is easy to check that if A is symmetric positive, then 0 ≤ det2(A) ≤ 1. We have
Trace
(
(∇2Φ1)(∇2Φ2)−1
)
= Trace
(
(∇2Φ2)−1/2∇2Φ1 (∇2Φ2)−1/2
)
,
and
det
(
(∇2Φ1)(∇2Φ2)−1
)
= det
(
(∇2Φ2)−1/2∇2Φ1 (∇2Φ2)−1/2
)
.
Therefore
log det2
(
(∇2Φ1)(∇2Φ2)−1
)
= log det2
(
(∇2Φ2)−1/2∇2Φ1 (∇2Φ2)−1/2
)
≤ 0. (2.11)
Now combining (2.8), (2.9) and (2.10), we get the following result.
Theorem 2.1. Let α ∈ C∞(Rd) and dµ = e−αdx be a probability measure on Rd. Then
Enth1µ
(h2
h1
)− Entf1µ(f2f1
)
=
∫
Rd
〈∇Φ1 −∇Φ2,∇(log f2
f1
)(∇Φ2)〉h2dµ
−
∫
Rd
log det2
(
(∇2Φ2)−1/2∇2Φ1 (∇2Φ2)−1/2
)
h2dµ
+
∫ 1
0
(1− t)dt
∫
Rd
[
−∇2 log(f1e−α)((1 − t)∇Φ2 + t∇Φ1)
]
· (∇Φ1 −∇Φ2)2 h2dµ.
(2.12)
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Corollary 2.2. Suppose that
∇2(− log(f1e−α)) ≥ c Id, c > 0. (2.13)
Then ∫
Rd
|∇Φ1 −∇Φ2|2 h2dµ ≤ 4
c
(
Enth1µ
(h2
h1
)− Entf1µ(f2f1
))
+
4
c2
∫
Rd
|∇ log f2
f1
|2 f2dµ.
(2.14)
If moreover f1 = f2, then it holds more precisely
c
2
∫
Rd
|∇Φ1 −∇Φ2|2 h2dµ ≤ Enth1µ
(h2
h1
)
.
Proof. Note that
∣∣∣
∫
Rd
〈∇Φ1 −∇Φ2,∇(log f2
f1
)(∇Φ2)〉h2dµ
∣∣∣ ≤ (
∫
Rd
|∇Φ1 −∇Φ2|2 h2dµ
)1/2(∫
Rd
|∇ log f2
f1
|2 f2dµ
)1/2
≤ c
4
∫
Rd
|∇Φ1 −∇Φ2|2 h2dµ+ 1
c
∫
Rd
|∇ log f2
f1
|2 f2dµ.
Under condition (2.13), the last term in (2.12) is bounded from below by
c
2
∫
Rd
|∇Φ1 −∇Φ2|2 h2dµ.
Now according to (2.12), we get the result from (2.14). 
In what follows, we will consider the standard Gaussian measure γ as the reference measure
on Rd. Let e−V and e−W be two density functions with respect to γ, that is,
∫
Rd
e−V dγ =∫
Rd
e−Wdγ = 1. Let Φ be a smooth convex function such that ∇Φ pushes e−V γ forward to e−Wγ,
that is,
∫
Rd
F (∇Φ) e−V dγ =
∫
Rd
F e−Wdγ.
Let a ∈ Rd; then
∫
Rd
F (∇Φ(x + a))e−V (x+a)e−〈x,a〉−12 |a|2 dγ =
∫
Rd
F (∇Φ)e−V dγ.
Denote by τa the translation by a, and Ma(x) = e
−〈x,a〉− 1
2
|a|2 , then the above relations imply that
∇(τaΦ)# : e−τaVMaγ → e−Wγ.
Let h1 = e
−τaVMa, h2 = e−V . Then Enth1µ
(
h2
h1
)
=
∫
Rd
(τaV −V + 〈x, a〉+ 12 |a|2)e−V dγ. Applying
Theorem 2.1 , we get
∫
Rd
(τaV − V + 〈x, a〉 + 1
2
|a|2)e−V dγ
=−
∫
Rd
log det2
[
(∇2Φ)−1/2∇2(τaΦ) (∇2Φ)−1/2
]
e−V dγ
+
∫ 1
0
(1− t)dt
∫
Rd
[
(Id +∇2W )(Λ(t, x, a))
]
· (∇Φ(x) −∇Φ(x+ a))2e−V dγ,
where Λ(t, x, a) = (1− t)∇Φ(x) + t∇Φ(x+ a). Note that as a→ 0, Λ(t, x, a)→ ∇Φ(x).
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Replacing a by −a, and summing respectively the two hand sides of these equalities, we get∫
Rd
(
V (x+ a) + V (x− a)− 2V (x) + |a|2) e−V dγ = J(a) + J(−a)
+
∫ 1
0
(1− t)dt
∫
Rd
[
(Id +∇2W )(Λ(t, x, a))
]
· (∇Φ(x) −∇Φ(x + a))2e−V dγ
+
∫ 1
0
(1− t)dt
∫
Rd
[
(Id +∇2W )(Λ(t, x,−a))
]
· (∇Φ(x) −∇Φ(x− a))2e−V dγ,
(2.15)
where
J(a) = −
∫
Rd
log det2
[
(∇2Φ)−1/2∇2(τaΦ) (∇2Φ)−1/2
]
e−V dγ.
By explicit formula in Lemma 4.1 in appendice, and write ∇Φ(x) = x+∇ϕ(x), we have
1
ε2
J(εa) =
∫ 1
0
(1− t)dt
∫
Rd
||(I + (1− t)∇2ϕ+ t∇2ϕ(x + εa))−1/2
ε−1
(
∇2ϕ(x+ εa)−∇2ϕ(x)
)
(I + (1− t)∇2ϕ+ t∇2ϕ(x+ εa))−1/2||2HSe−V dγ.
So that, by Fatou lemma
lim
ε→0
J(εa)
ε2
≥ 1
2
∫
Rd
||(I +∇2ϕ)−1/2Da∇2ϕ(x) (I +∇2ϕ)−1/2||2HS e−V dγ. (2.16)
Now replacing a by εa and dividing by ε2 the two hand sides of (2.15), letting ε→ 0 yields∫
Rd
[
D2aV + |a|2
]
e−V dγ ≥
∫
Rd
||(I +∇2ϕ)−1/2Da∇2ϕ(x) (I +∇2ϕ)−1/2||2HS e−V dγ
+
∫
Rd
(Id +∇2W )(∇Φ) (Da∇Φ, Da∇Φ) e−V dγ
=
∫
Rd
||(I +∇2ϕ)−1/2Da∇2ϕ(x) (I +∇2ϕ)−1/2||2HS e−V dγ
+
∫
Rd
|Da∇Φ|2e−V dγ +
∫
Rd
(∇2W )(∇Φ)(Da∇Φ, Da∇Φ) e−V dγ.
(2.17)
By integration by parts,∫
Rd
D2aV e
−V dγ =
∫
Rd
(DaV )
2e−V dγ +
∫
Rd
DaV 〈a, x〉 e−V dγ.
Using (2.17) and |Da∇Φ|2 = |a|2 + 2〈a,Da∇ϕ〉+ |Da∇ϕ|2, we get∫
Rd
(DaV )
2e−V dγ +
∫
Rd
DaV 〈a, x〉 e−V dγ
≥
∫
Rd
||(I +∇2ϕ)−1/2Da∇2ϕ(x) (I +∇2ϕ)−1/2||2HS e−V dγ
+ 2
∫
Rd
〈a,Da∇ϕ〉 e−V dγ +
∫
Rd
|Da∇ϕ|2 e−V dγ +
∫
Rd
∇2W∇Φ(Da∇Φ, Da∇Φ) e−V dγ.
Summing a on an orthonormal basis B, it follows
∫
Rd
|∇V |2e−V dγ +
∫
Rd
〈x,∇V 〉 e−V dγ
≥
∫
Rd
∑
a∈B
||(I +∇2ϕ)−1/2Da∇2ϕ(x) (I +∇2ϕ)−1/2||2HS e−V dγ
+ 2
∫
Rd
∆ϕe−V dγ +
∫
Rd
||∇2ϕ||2HSe−V dγ +
∑
a∈B
∫
Rd
∇2W∇Φ(Da∇Φ, Da∇Φ) e−V dγ.
(2.18)
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Let
NW (∇2ϕ) =
∑
a∈B
∇2W∇Φ(Da∇ϕ,Da∇ϕ). (2.19)
Then
∑
a∈B
∫
Rd
∇2W∇Φ(Da∇Φ, Da∇Φ) e−V dγ
=
∫
Rd
(∆W )(∇Φ) e−V dγ + 2
∫
Rd
〈∇2W (∇Φ),∇2ϕ〉HS e−V dγ +
∫
Rd
NW (∇2ϕ) e−V dγ.
This equality, together with (2.18) yield
∫
Rd
|∇V |2e−V dγ +
∫
Rd
〈x,∇V 〉 e−V dγ
≥
∫
Rd
∑
a∈B
||(I +∇2ϕ)−1/2Da∇2ϕ(x) (I +∇2ϕ)−1/2||2HS e−V dγ
+ 2
∫
Rd
∆ϕe−V dγ +
∫
Rd
||∇2ϕ||2HSe−V dγ +
∫
Rd
(∆W )(∇Φ) e−V dγ
+ 2
∫
Rd
〈∇2W (∇Φ),∇2ϕ〉HS e−V dγ +
∫
Rd
NW (∇2ϕ) e−V dγ.
(2.20)
In order to obtain desired terms, we first use the relation
∫
Rd
|x+∇ϕ(x)|2 e−V dγ =
∫
Rd
|x|2 e−Wdγ
which gives that
2
∫
Rd
〈x,∇ϕ(x)〉 e−V dγ =
∫
Rd
|x|2 e−Wdγ −
∫
Rd
|x|2 e−V dγ −
∫
Rd
|∇ϕ(x)|2 e−V dγ.
Let  L be the Ornstein-Uhlenbeck operator:  Lf(x) = ∆f(x)− 〈x,∇f〉. Remark that
 L(
1
2
|x|2) = d− |x|2.
Then
∫
Rd
|x|2 e−Wdγ−∫
Rd
|x|2 e−V dγ = − ∫
Rd
 L(12 |x|2)e−W dγ+
∫
Rd
 L(12 |x|2)e−V dγ, which is equal
to
−
∫
Rd
〈x,∇W 〉 e−W dγ +
∫
Rd
〈x,∇V 〉 e−V dγ.
Therefore
2
∫
Rd
〈x,∇ϕ(x)〉 e−V dγ =−
∫
Rd
〈x,∇W 〉 e−W dγ
+
∫
Rd
〈x,∇V 〉 e−V dγ −
∫
Rd
|∇ϕ|2 e−V dγ.
(2.21)
On the other hand, from Monge-Ampe`re equation,
e−V = e−W (∇Φ)e Lϕ−
1
2
|∇ϕ|2det2(Id +∇2ϕ),
we have
−V = −W (∇Φ) +  Lϕ− 1
2
|∇ϕ|2 + log det2(Id +∇2ϕ).
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Integrating the two hand sides with respect to e−V dγ, we get
∫
Rd
 Lϕe−V dγ =Entγ(e−V )− Entγ(e−W ) + 1
2
∫
Rd
|∇ϕ|2 e−V dγ
−
∫
Rd
log det2(Id +∇2ϕ) e−V dγ.
(2.22)
Combining (2.21) and (2.22), we get
2
∫
Rd
∆ϕe−V dγ = 2
∫
Rd
 Lϕe−V dγ + 2
∫
Rd
〈x,∇ϕ〉 e−V dγ
= 2Entγ(e
−V )− 2Entγ(e−W )− 2
∫
Rd
log det2(Id +∇2ϕ) e−V dγ
−
∫
Rd
〈x,∇W 〉 e−W dγ +
∫
Rd
〈x,∇V 〉 e−V dγ.
Replacing
∫
Rd
∆ϕe−V dγ in (2.20) by above expression, we obtain
∫
Rd
|∇V |2 e−V dγ ≥ 2Entγ(e−V )− 2Entγ(e−W )− 2
∫
Rd
log det2(Id +∇2ϕ) e−V dγ
+
∫
Rd
∑
a∈B
||(I +∇2ϕ)−1/2Da∇2ϕ(x) (I +∇2ϕ)−1/2||2HS e−V dγ +
∫
Rd
||∇2ϕ||2HS e−V dγ
+
∫
Rd
 LW e−Wdγ + 2
∫
Rd
〈∇2W (∇Φ),∇2ϕ〉HS e−V dγ +
∫
Rd
NW (∇2ϕ) e−V dγ.
So we get
Theorem 2.3. We have∫
Rd
|∇V |2 e−V dγ −
∫
Rd
|∇W |2 e−Wdγ
≥ 2Entγ(e−V )− 2Entγ(e−W )− 2
∫
Rd
log det2(Id +∇2ϕ) e−V dγ
+
∫
Rd
∑
a∈B
||(I +∇2ϕ)−1/2Da∇2ϕ(x) (I +∇2ϕ)−1/2||2HS e−V dγ +
∫
Rd
||∇2ϕ||2HS e−V dγ
+ 2
∫
Rd
〈∇2W (∇Φ),∇2ϕ〉HS e−V dγ +
∫
Rd
NW (∇2ϕ) e−V dγ.
Theorem 2.4. Assume that ∇2W ≥ −c Id with c ∈ [0, 1[; then
∫
Rd
|∇V |2 e−V dγ −
∫
Rd
|∇W |2 e−Wdγ + 2
1− c
∫
Rd
||∇2W ||2HSe−Wdγ
≥ 2Entγ(e−V )− 2Entγ(e−W ) + 1− c
2
∫
Rd
||∇2ϕ||2HS e−V dγ.
(2.23)
Proof. It is sufficient to notice that
2
∫
Rd
|〈∇2W (∇Φ),∇2ϕ〉HS | e−V dγ ≤ 1− c
2
∫
Rd
||∇2ϕ||2HS e−V dγ +
2
1− c
∫
Rd
||∇2W ||2HS e−Wdγ.
The inequality (2.23) follows from Theorem 2.3. 
Theorem 2.5. Let 1 ≤ p < 2. Denote by || · ||op the norm of operator, then
||∇3ϕ||2Lp(e−V γ) ≤
∥∥∥||I +∇2ϕ||op
∥∥∥2
L
2p
2−p (e−V γ)
(
||∇V ||2L2(e−V γ) +
2
1− c ||∇
2W ||2L2(e−W γ)
)
. (2.24)
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Proof. By Ho¨lder inequality∫
Rd
||∇3ϕ||pHS e−V dγ ≤
(∫
Rd
||∇3ϕ||2HS
||I +∇2ϕ||2op
e−V dγ
)p/2 (∫
Rd
||I +∇2ϕ||
2p
2−p
op e
−V dγ
) 2−p
2
.
By (4.1) below :
||∇3ϕ||2HS
||I +∇2ϕ||2op
≤
∑
a∈B
||(I +∇2ϕ)−1/2Da∇2ϕ(x) (I +∇2ϕ)−1/2||2HS .
Remark that
∫
Rd
|∇W |2e−Wdγ ≥ 2Entγ(e−W ). Now by Theorem 2.3, we get the result. 
In what follows, we will compute the variation of optimal transport maps in Sobolev spaces.
Consider
(∇Φ1)# : e−V1dγ → e−W1dγ, (∇Φ2)# : e−V2dγ → e−W2dγ.
We will explore the term − log det2
[
(∇2Φ2)−1/2∇2Φ1(∇2Φ2)−1/2
]
in Theorem 2.1.
Let ∇Φ1(x) = x+∇ϕ1(x) and ∇Φ2(x) = x+∇ϕ2(x); then
∇2Φ1 = I +∇2ϕ1, ∇2Φ2 = I +∇2ϕ2.
Theorem 2.6. Let 1 ≤ p < 2 and
M(∇2ϕ1,∇2ϕ2) = max
(∥∥∥||I +∇2ϕ1||op
∥∥∥2
L
2p
2−p (e−V2γ)
,
∥∥∥||I +∇2ϕ2||op
∥∥∥2
L
2p
2−p (e−V2γ)
)
. (2.25)
Assume that ∇2W1 ≥ −c Id with c ∈ [0, 1[. Then we have
||∇2ϕ1 −∇2ϕ2||2Lp(e−V2γ) ≤2M(∇2ϕ1,∇2ϕ2)
[
2
∫
Rd
(V1 − V2)e−V2dγ
+
2
1− c
∫
Rd
|∇(W1 −W2)|2e−W2dγ
]
.
(2.26)
Proof. Applying Lemma 4.1 to B = ∇2ϕ1 −∇2ϕ2 and A = I + (1− t)∇2ϕ2 + t∇2ϕ1 yields
||(I + (1 − t)∇2ϕ2 + t∇2ϕ1)−1/2(∇2ϕ1 −∇2ϕ2)(I + (1− t)∇2ϕ2 + t∇2ϕ1)−1/2||2HS
≥ ||∇
2ϕ1 −∇2ϕ2||2HS
||I + (1− t)∇2ϕ2 + t∇2ϕ1||2op
.
As above, by Ho¨lder inequality, we have
∫
Rd
||∇2ϕ1 −∇2ϕ2||2HS
||I + (1 − t)∇2ϕ2 + t∇2ϕ1||2op
e−V2dγ ≥
||∇2ϕ1 −∇2ϕ2||2Lp(e−V2γ)∥∥∥||I + (1− t)∇2ϕ2 + t∇2ϕ1||op
∥∥∥2
L
2p
2−p (e−V2γ)
.
Now by convexity,∥∥∥||I + (1 − t)∇2ϕ2 + t∇2ϕ1||op
∥∥∥2
L
2p
2−p (e−V2γ)
≤ (1− t)
∥∥∥||I +∇2ϕ2||op
∥∥∥2
L
2p
2−p (e−V2γ)
+ t
∥∥∥||I +∇2ϕ1||op
∥∥∥2
L
2p
2−p (e−V2γ)
≤M(∇2ϕ1,∇2ϕ2).
According to Lemma 4.2, we have∫
Rd
− log det2
(
(∇2Φ2)−1/2∇2Φ1 (∇2Φ2)−1/2
)
e−V2dγ
≥
∫ 1
0
(1− t)dt
∫
Rd
||∇2ϕ1 −∇2ϕ2||2HS
||I + (1− t)∇2ϕ2 + t∇2ϕ1||2op
e−V2dγ
≥ 1
2
||∇2ϕ1 −∇2ϕ2||2Lp(e−V2γ)
M(∇2ϕ1,∇2ϕ2) .
(2.27)
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By Cauchy-Schwarz inequality,
∣∣∣
∫
Rd
〈∇Φ1 −∇Φ2,∇(W1 −W2)(∇Φ2)〉 e−V2dγ
∣∣∣
≤
(∫
Rd
|∇Φ1 −∇Φ2|2 e−V2dγ
)1/2 (∫
Rd
|∇(W1 −W2)|2 e−W2dγ
)1/2
≤ 1− c
4
∫
Rd
|∇Φ1 −∇Φ2|2 e−V2dγ + 1
1− c
∫
Rd
|∇(W1 −W2)|2 e−W2dγ.
Under the hypothesis ∇2W1 ≥ −cId with c < 1, the inequality (2.14) implies
∫
Rd
|∇Φ1 −∇Φ2|2 e−V2dγ ≤ 4
1− c
∫
Rd
(V1 − V2)e−V2dγ + 4
(1− c)2
∫
Rd
|∇(W1 −W2)|2e−W2dγ,
so that
∣∣∣
∫
Rd
〈∇Φ1 −∇Φ2,∇(W1 −W2)(∇Φ2)〉 e−V2dγ
∣∣∣
≤
∫
Rd
(V1 − V2)e−V2dγ + 2
1− c
∫
Rd
|∇(W1 −W2)|2e−W2dγ.
Now combinig (2.12) and (2.27), we conclude (2.26). 
2.2 Extension to Sobolev spaces
In this subsection, we will assume that V ∈ D21(Rd, γ),W ∈ D22(Rd, γ) and there exist constants
δ2 > 0 and c ∈ [0, 1[ such that
e−V ≤ δ2, e−W ≤ δ2 and ∇2W ≥ −c Id. (2.28)
It turns out that V and W are bounded from below. Consider the Ornstein-Uhlenbeck semi-group
Pε
Pεf(x) =
∫
Rd
f(e−εx+
√
1− e2ε y) dγ(y).
If f ∈ D22(Rd, γ), then
∇Pεf(x) = e−ε
∫
Rd
∇f(e−εx+
√
1− e2ε y) dγ(y),
and
∇2Pεf(x) = e−2ε
∫
Rd
∇2f(e−εx+
√
1− e2ε y) dγ(y).
It follows that ||∇Pεf ||L2(γ) ≤ ||∇f ||L2(γ) and ||∇2Pεf ||L2(γ) ≤ ||∇2f ||L2(γ) and
lim
ε→0
||Pεf − f ||D2
2
(γ) = 0. (2.29)
Now we use Pε to regularize V and W . Let
Vn = χn P 1
n
V + log
∫
Rd
e
−χn P 1
n
V
dγ , Wn = P 1
n
W + log
∫
Rd
e
−P 1
n
W
dγ,
where χn ∈ C∞c (Rd) is a smooth function with compact support satisfying usual conditions:
0 ≤ χn ≤ 1 and
χn(x) = 1 if |x| ≤ n, χn(x) = 0 if |x| ≥ n+ 2, sup
n≥1
||∇χn||∞ ≤ 1.
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Then the functions Vn,Wn satisfy conditions in (2.28) with 2δ2 for n big enough, and∇Vn converges
to ∇V in L2(γ). In fact,
∇Vn −∇V = ∇χnP 1
n
V + χn (∇P 1
n
V −∇V ) +∇V (χn − 1).
It is only to check that lim
n→+∞
∫
Rd
|∇χn|2P 1
n
|V |2 dγ = 0. But
(∗)
∫
Rd
|∇χn|2P 1
n
|V |2 dγ =
∫
Rd
|V |2 P 1
n
|∇χn|2 dγ.
For x ∈ Rd fixed, let rn(x) = n− (1− e
−1/n)|x|√
1− e−2/n , then
P 1
n
|∇χn|2(x) ≤
∫
Rd
1{|e−1/nx+
√
1−e−2/ny|≥n}dγ(y) ≤ γ(|y| ≥ rn(x))→ 0,
as n → +∞. Now dominated Lebesgue convergence theorem, together with above (∗) yields the
result.
Let x → x +∇ϕn(x) be the optimal transport map which pushes e−Vnγ forward to e−Wnγ. By
Theorem 2.4, we have
∫
Rd
|∇Vn|2e−Vndγ −
∫
Rd
|∇Wn|2e−Wndγ + 2
1− c
∫
Rd
||∇2Wn||2HSe−Wndγ
≥ 2Entγ(e−Vn)− 2Entγ(e−Wn) + 1− c
2
∫
Rd
||∇2ϕn||2HSe−Vndγ.
(2.30)
It follows that, according to (2.28),
(i) sup
n≥1
∫
Rd
||∇2ϕn||2HSe−Vndγ < +∞.
On the other hand, ∫
Rd
|∇ϕn|2 e−Vndγ =W 22 (e−Vnγ, e−Wnγ).
Note that, by transport cost inequality for Guassian measure: W 22 (e
−Vnγ, γ) ≤ 2Entγ(e−Vn), the
right hand side of above equality is dominated by 4(Entγ(e
−Vn) + Entγ(e−Wn)) which is bounded
with respect to n, due to (2.28). Therefore
(ii) sup
n≥1
∫
Rd
|∇ϕn|2e−Vndγ < +∞.
For the moment, we suppose that
(H) 0 < δ1 ≤ e−V .
Under (H), above (i), (ii) imply that
sup
n≥1
[∫
Rd
|∇ϕn|2dγ +
∫
Rd
||∇2ϕn||2HSdγ
]
< +∞.
Now by Poincare´ inequality
∫
Rd
|ϕn−E(ϕn)|2 dγ ≤
∫
Rd
|∇ϕn|2dγ where E(ϕn) denotes the integral
of ϕn with respect to γ. Up to changing ϕn by ϕn − E(ϕn), we get
sup
n≥1
||ϕn||D2
2
(γ) < +∞. (2.31)
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Therefore there exists ϕ ∈ D22(γ) such that ϕn → ϕ,∇ϕn → ∇ϕ and ∇2ϕn → ∇2ϕ weakly in
L2(γ). Now by Theorem 2.6 (for p = 1), there exists a constant K > 0 (independent of n), such
that
||∇2ϕn −∇2ϕm||2L1(γ) ≤ K
(
||Vn − Vm||L1(γ) + ||∇Wn −∇Wm||2L2(γ)
)
→ 0, (2.32)
as n,m→ +∞. Also by (2.14),
||∇ϕn −∇ϕm||2L2(γ) ≤
4
1− c ||Vn − Vm||L1(γ) +
4
(1− c)2 ||∇Wn −∇Wm||
2
L2(γ) → 0, (2.33)
as n,m → +∞. It follows that ∇2ϕn converges to ∇2ϕ in L1(γ) and ∇ϕn converges to ∇ϕ in
L2(γ), as n → +∞. Up to a subsequence, ∇2ϕn converges to ∇2ϕ and ∇ϕn converges to ∇ϕ
almost everwhere. Therefore x+∇ϕ(x) pushes e−V γ to e−Wγ and Id +∇2ϕ is positive.
Theorem 2.7. Let V ∈ D21(Rd, γ) and W ∈ D22(Rd, γ) satisfying conditions (2.28) and (H), then
the optimal transport map x→ x+∇ϕ(x) which pushes e−V γ to e−Wγ is such that ϕ ∈ D22(Rd, γ)
and ∫
Rd
|∇V |2e−V dγ −
∫
Rd
|∇W |2e−Wdγ + 2
1− c
∫
Rd
||∇2W ||2HSe−Wdγ
≥ 2Entγ(e−V )− 2Entγ(e−W ) + 1− c
2
∫
Rd
||∇2ϕ||2HSe−V dγ.
(2.34)
Proof. Again due to (2.28), as n→ +∞, at least for a subsequence,
∫
Rd
|∇Vn|2e−Vndγ →
∫
Rd
|∇V |2e−V dγ,
∫
Rd
|∇Wn|2e−Wndγ →
∫
Rd
|∇W |2e−Wdγ.
On the other hand, for a almost everywhere convergence subsequence, by Fatou lemma,
lim
n→+∞
∫
Rd
||∇2ϕn||2HSe−Vndγ ≥
∫
Rd
||∇2ϕ||2HSe−V dγ.
At the limit, (2.30) leads to (2.34). 
In what follows, we will drop the condition (H), but assume (2.28). Let n ≥ 1, consider
Vn = V ∧ n.
Then Vn ≤ V , |∇Vn| ≤ |∇V | and Vn converge to V in D21(Rd, γ). Let an =
∫
Rd
e−Vndγ; then
an → 1, as n→ +∞. Let x→ x+∇ϕn(x) be the optimal map which pushes e−Vn/an dγ forward
to e−Wdγ. Then by (2.34),
1− c
2
∫
Rd
||∇2ϕn||2HS
e−Vn
an
dγ ≤ δ2
∫
Rd
|∇V |2 dγ + 2
1− c
∫
Rd
||∇2W ||2HSe−Wdγ.
On the other hand,
∫
Rd
|∇ϕn|2 e
−V
an
dγ ≤
∫
Rd
|∇ϕn|2 e
−Vn
an
dγ =W 22 (
e−Vn
an
γ, e−Wγ).
It follows that
sup
n≥1
[∫
Rd
|∇ϕn|2e−V dγ +
∫
Rd
||∇2ϕn||2HSe−V dγ
]
< +∞. (2.35)
Since the Dirichlet form E(f, f) = ∫
Rd
|∇f |2 e−V dγ is closed, then there exists Y ∈ D21(Rd,Rd; e−V γ)
such that
∇ϕn → Y, ∇2ϕn → ∇Y
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weakly in L2(e−V γ). Then, for any ξ ∈ L∞(Rd,Rd; e−V γ),
(i) lim
n→+∞
∫
Rd
〈ξ,∇ϕn〉 e−V dγ =
∫
Rd
〈ξ, Y 〉 e−V dγ.
On the other hand, by stability of optimal transport plans, there exists a 1-convex function ϕ ∈
L1(e−V γ) such that x → x + ∇ϕ(x) is the unique optimal transport map which pushes e−V dγ
forward to e−Wdγ (see [16],p.74), such that, up to a subsequence,
(ii) lim
n→+∞
∫
Rd
ψ(x, x +∇ϕn(x)) e
−Vn
an
dγ =
∫
Rd
ψ(x, x+∇ϕ(x)) e−V dγ,
for any bounded continuous function ψ : Rd × Rd → R. Let αR be a cut-off function on R:
αR ∈ Cb(R) such that 0 ≤ αR ≤ 1 and αR = 1 over [0, R] and αR = 0 over [2R,+∞[. Take ξ as a
bounded continuous function Rd → Rd and consider
ψ(x, y) = 〈ξ(x), y〉αR(|y|).
By above (ii), and noting ∇Φn(x) = x+∇ϕn(x) and ∇Φ(x) = x+∇ϕ(x), we have
(iii) lim
n→+∞
∫
Rd
〈ξ(x),∇Φn(x)〉αR(|∇Φn(x)|)e
−Vn
an
dγ =
∫
Rd
〈ξ(x),∇Φ(x)〉αR(|∇Φ(x)|)e−V dγ.
Note that
∣∣∣
∫
Rd
〈ξ(x),∇Φn(x)〉
(
1− αR(|∇Φn(x)|)
) e−Vn
an
dγ
∣∣∣
=
∣∣∣
∫
Rd
〈ξ((∇Φn)−1(y)), y〉
(
1− αR(|y|)
)
e−Wdγ
∣∣∣ ≤ δ2 ||ξ||∞
∫
{|y|≥R}
|y| dγ(y),
Combining this estimate with above (iii), we get
lim
n→+∞
∫
Rd
〈ξ(x),∇Φn(x)〉 e
−Vn
an
dγ =
∫
Rd
〈ξ(x),∇Φ(x)〉 e−V dγ. (2.36)
From (2.36), it is not hard to see that
lim
n→+∞
∫
Rd
〈ξ(x),∇Φn(x)〉 e−V dγ =
∫
Rd
〈ξ(x),∇Φ(x)〉 e−V dγ.
Now comparing with (i), we get that ∇Φ(x) = x+ Y (x) or Y = ∇ϕ.
Theorem 2.8. Let V ∈ D21(Rd, γ) and W ∈ D22(Rd, γ) satisfying conditions (2.28). Then the
optimal transport map x→ x+∇ϕ(x) which pushes e−V γ to e−Wγ is such that ϕ ∈ D22(Rd, γ) and∫
Rd
|∇V |2e−V dγ −
∫
Rd
|∇W |2e−Wdγ + 2
1− c
∫
Rd
||∇2W ||2HSe−Wdγ
≥ 2Entγ(e−V )− 2Entγ(e−W ) + 1− c
2
∫
Rd
||∇2ϕ||2HSe−V dγ.
Proof. Replacing V by Vn in (2.34) and note that
limn→+∞
∫
Rd
||∇2ϕn||2HS
e−Vn
an
dγ ≥ limn→+∞
∫
Rd
||∇2ϕn||2HS
e−V
an
dγ ≥
∫
Rd
||∇2ϕ||2HS e−V dγ,
we get the result by letting n → +∞ in (2.34). It remains to prove that ϕ ∈ L2(e−V γ). In fact,
let Γ0 be the optimal plan induced by x→ x+∇ϕ(x). Then (see section 1), under Γ0,
ϕ(x) + ψ(y) = |x− y|2.
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But we have seen in section 1 that ψ ∈ L2(e−Wγ). Then under Γ0,
ϕ(x)2 ≤ 2ψ(y)2 + 2|x− y|4.
Let Ω be the set of couples (x, y) such that above inequality holds, then Γ0(Ω) = 1. We have∫
Rd×Rd
ϕ2 dΓ0 =
∫
Ω
ϕ2 dΓ0 ≤ 2
∫
Rd
ψ2dΓ0 + 2
∫
Rd×Rd
|x− y|4 dΓ0(x, y).
It follows that ∫
Rd
ϕ2 e−V dγ ≤ 2
∫
Rd
ψ2 e−Wdγ + 16δ2
∫
Rd
|x|4dγ(x),
which is finite. The proof is complete. 
We conclude this section by the following result.
Theorem 2.9. Let V1, V2 ∈ D21(Rd, γ) and W1,W2 ∈ D22(Rd, γ) satisfying (2.28) and (H). Let
∇ϕ1,∇ϕ2 be the associated optimal transport maps. Then for 1 ≤ p < 2
||∇2ϕ1 −∇2ϕ2||2Lp(e−V2γ) ≤2M(∇2ϕ1,∇2ϕ2)
[
3
∫
Rd
(V1 − V2)e−V2dγ
+
2
1− c
∫
Rd
|∇(W1 −W2)|2e−W2dγ
]
,
(2.37)
where
M(∇2ϕ1,∇2ϕ2) = max
(∥∥∥||I +∇2ϕ1||op
∥∥∥2
L
2p
2−p (e−V2γ)
,
∥∥∥||I +∇2ϕ2||op
∥∥∥2
L
2p
2−p (e−V2γ)
)
.
3 Monge-Ampe`re equations on the Wiener space
Let’s begin with finite dimension case.
3.1 Monge-Ampe`re equations in finite dimension
Theorem 3.1. Let V ∈ D21(Rd, γ) and W ∈ D22(Rd, γ) satisfying conditions (2.28) and (H). Then
the optimal transport map x→ x+∇ϕ(x) from e−V γ to e−Wγ solves the following Monge-Ampe`re
equation
e−V = e−W (∇Φ)e Lϕ−
1
2
|∇ϕ|2det2(Id +∇2ϕ), (3.1)
where ∇Φ(x) = x+∇ϕ(x).
Proof. Let Vn,Wn be the approximating sequence considered in section 2.2. Then
e−Vn = e−Wn(∇Φn)e Lϕn−
1
2
|∇ϕn|2det2(Id +∇2ϕn), (3.2)
where ∇Φn(x) = x+∇ϕn(x) is the optimal mal pushing e−Vnγ forward to e−Wnγ. In order to pass
to the limit in (3.2), we have to prove the convergence of  Lϕn to  Lϕ, and Wn(∇Φn) to W (∇Φ).
By (2.31)-(2.33), we see that for any 1 < p < 2, up to a subsequence
lim
n→+∞
||ϕn − ϕ||Dp
2
(γ) = 0.
Now by Meyer inequality for Gaussian measure (see [14]),
∫
Rd
| Lϕn −  Lϕ|p dγ ≤ Cp ||ϕn − ϕ||pDp
2
(γ)
.
Therefore for a subsequence,  Lϕn →  Lϕ almost all. Now
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∫
Rd
|Wn(∇Φn)−W (∇Φ)| dγ ≤
∫
Rd
|Wn(∇Φn)−W (∇Φn)| dγ+
∫
Rd
|W (∇Φn)−W (∇Φ)| dγ. (3.3)
By condition (H), the first term of the right hand side of (3.3) is less than
1
δ1
∫
Rd
|Wn(∇Φn)−W (∇Φn)| e−Vndγ = 1
δ1
∫
Rd
|Wn −W | e−Wndγ → 0,
as n→ +∞. For estimating the second term, let ε > 0, choose Wˆ ∈ Cb(Rd) such that
||W − Wˆ ||L1(γ) ≤ ε.
We have
∫
Rd
|W (∇Φn)−W (∇Φ)| dγ ≤ 1
δ1
∫
Rd
|W − Wˆ |(∇Φn) e−Vndγ
+
∫
Rd
|Wˆ (∇Φn)− Wˆ (∇Φ)| dγ + 1
δ1
∫
Rd
|W − Wˆ |(∇Φ) e−V dγ
≤ 2δ2
δ1
||W − Wˆ ||L1(γ) +
∫
Rd
|Wˆ (∇Φn)− Wˆ (∇Φ)| dγ.
It follows that
lim
n→+∞
∫
Rd
|W (∇Φn)−W (∇Φ)| dγ = 0.
So, combining this with (3.3), up to a subsequence, Wn(∇Φn)→W (∇Φ) almost all. The proof of
(3.1) is complete. 
In what follows, we will drop the condition (H).
Theorem 3.2. Under conditions in Theorem 2.8, then  Lϕ exists in L1(Rd, e−V dγ) and
e−V = e−W (∇Φ)e Lϕ−
1
2
|∇ϕ|2det2(Id +∇2ϕ),
where ∇Φ(x) = x+∇ϕ(x).
Proof. Consider Vn = V ∧ n for n ≥ 1; then Vm ≤ Vn if m ≤ n. Set an =
∫
Rd
e−Vn dγ, which goes
to 1 as n → +∞. Without loss of generality, we assume that 12 ≤ an ≤ 2. Let x → x + ϕn(x) be
the optimal map from e
−Vn
an
dγ to e−Wdγ. By Theorem 2.7 or Theorem 2.8,
∫
Rd
||Id +∇2ϕn||2op
e−Vn
an
dγ ≤ 2
(
1 +
2
1− c
∫
Rd
|∇Vn|2 e
−Vn
an
dγ + (
2
1− c )
2
∫
Rd
||∇2W ||2HSe−Wdγ
)
,
and
∫
Rd
||Id +∇2ϕm||2op
e−Vn
an
dγ ≤ 2
∫
Rd
(
1 + ||∇2ϕm||2HS
) e−Vm
am
eVm−Vn
am
an
dγ
≤ 8
∫
Rd
(
1 + ||∇2ϕm||2HS
) e−Vm
am
dγ
≤ 8
(
1 +
2
1− c
∫
Rd
|∇Vm|2 e
−Vm
am
dγ + (
2
1− c )
2
∫
Rd
||∇2W ||2HSe−Wdγ
)
.
Therefore according to Thorem 2.9, it exists a constant C > 0 independent of n, such that
1
an
∫
Rd
||∇2ϕn −∇2ϕm||HS e−V dγ ≤ C
∫
Rd
|Vn − Vm| e
−Vn
an
dγ ≤ 2Cδ2||Vn − Vm||L2(γ).
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It follows that {∇2ϕn; n ≥} is a Cauchy sequence in L1(e−V dγ). Up to subsequence, ∇2ϕn
converges to ∇2ϕ almost all. On the other hand, by Theorem 2.1,
∫
Rd
|∇ϕn −∇ϕm|2 e
−Vn
an
dγ ≤ 4
1− c
∫
Rd
|Vn − Vm + log an − log am| e
−Vn
an
dγ,
which tends to 0 as m,n→ +∞. Therefore up to a subsequence, ∇ϕn converges to ∇ϕ almost all.
Now using Theorem 3.1, we have
e−Vn
an
= e−W (∇Φn)e Lϕn−
1
2
|∇ϕn|2det2(Id +∇2ϕn), (3.4)
where ∇Φn(x) = x+∇ϕn(x). As what did in the last part of the proof to Theorem 3.1, we have
lim
n→∞
∫
Rd
|e−W (∇Φn) − e−W (∇Φ)| e−V dγ = 0. (3.5)
Therefore for a subsequence, we proved that each term except  Lϕn in (3.4) converges almost all;
it follows
up to a subsequence,  Lϕn converges to a function F almost all. (3.6)
The fact that F ∈ L1(Rd, e−V dγ) comes from the relation
F = −V +W (∇Φ) + 1
2
|∇ϕ|2 − log det2(Id +∇2ϕ).
Now it remains to prove that  Lϕ exists in L1(Rd, e−V dγ) and F =  Lϕ. The difficulty is that we
have no more the control in L2(e−V dγ) of  Lϕn by ∇2ϕn. We will proceed as in [8].
Lemma 3.3. Assume that e−V ≥ δ1 > 0. Then there exists a constant K independent of δ1 such
that for any f ∈ D22(Rd, e−V dγ),∫
Rd
( Lf)2e−|∇f |
2
e−V dγ ≤ K
(
1 +
∫
Rd
|∇2f |2 e−V dγ +
∫
Rd
|∇V |2 e−V dγ
)
. (3.7)
Proof. Any f ∈ D22(Rd, e−V dγ) is also in D22(Rd, dγ); then  Lf exists in L2(Rd, e−V dγ), and we
can approximate f by functions in C2 bounded with bounded derivatives up to order 2. For the
moment, assume that f is in the latter class. So
∫
Rd
( Lf)2e−|∇f |
2
e−V dγ = −
∫
Rd
〈∇f, ∇( Lfe−|∇f |2e−V )〉 dγ. (3.8)
We have
〈∇f, ∇( Lfe−|∇f |2e−V )〉 = 〈∇f,∇ Lf〉 e−|∇f |2e−V
− 2〈∇f ⊗∇f,∇2f〉e−V  Lfe−|∇f |2 − 〈∇f,∇V 〉 Lfe−|∇f |2e−V .
(3.9)
By Cauchy-Schwarz inequality,
∫
Rd
〈∇f ⊗∇f,∇2f〉e−V  Lfe−|∇f |2dγ
≤
(∫
Rd
〈∇f ⊗∇f,∇2f〉2e−|∇f |2e−V dγ
)1/2(∫
Rd
( Lf)2e−|∇f |
2
e−V dγ
)1/2
.
In the same way, we treat the last term in (3.9). Set A =
∫
Rd
〈∇f, ∇ Lf〉e−|∇f |2e−V dγ,
B = 2
(∫
Rd
〈∇f ⊗∇f,∇2f〉2e−|∇f |2e−V dγ
)1/2
+
(∫
Rd
〈∇f,∇V 〉2e−|∇f |2e−V dγ
)1/2
,
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and Y =
(∫
Rd
( Lf)2e−|∇f |
2
e−V dγ
)1/2
. Then combining (3.8), (3.9) and par above computation,
we get
Y 2 ≤ −A+BY. (3.10)
It follows that the discriminant of P (λ) = λ2−Bλ+A is non negative and P (λ) = (λ−λ1)(λ−λ2).
The relation (3.10) implies that Y is between two roots of P . In particular,
Y ≤ (B +
√
B2 − 4A)/2. (3.11)
It is obvious that for a numerical constant K1 > 0,
B2 ≤ K1
(∫
Rd
|∇2f |2 e−V dγ +
∫
Rd
|∇V |2 e−V dγ
)
.
For estimating the term A, we use the commutation formula for Gaussian measures (see for example
[9], p. 144),
∇ Lf =  L∇f −∇f,
so that we get
|A| ≤ K1
(
1 +
∫
Rd
|∇2f |2 e−V dγ +
∫
Rd
|∇V |2 e−V dγ
)
.
Now the relation (3.11) yields (3.7). 
Applying (3.7) to ϕn, we have
sup
n≥1
∫
Rd
( Lϕn)
2e−|∇ϕn|
2
e−V dγ < +∞.
Therefore the family { Lϕn e−|∇ϕn|2/2} is uniformly integrable with respect to e−V dγ. Then for
any ξ ∈ C1b (Rd),
lim
n→+∞
∫
Rd
 Lϕne
−|∇ϕn|2/2ξ e−V dγ =
∫
Rd
Fe−|∇ϕ|
2/2ξ e−V dγ. (3.12)
But ∫
Rd
 Lϕne
−|∇ϕn|2/2ξ e−V dγ =
∫
Rd
〈∇ϕn ⊗∇ϕn, ∇2ϕn〉e−|∇ϕn|
2/2 ξe−V dγ
−
∫
Rd
〈ϕn,∇(ξe−V )〉e−|∇ϕn|
2/2dγ,
which converges to
∫
Rd
〈∇ϕ ⊗ ∇ϕ, ∇2ϕ〉e−|∇ϕ|2/2 ξe−V dγ − ∫
Rd
〈ϕ,∇(ξe−V )〉e−|∇ϕ|2/2dγ. So we
get
∫
Rd
(F − 〈∇ϕ,∇V 〉)e−|∇ϕ|2/2ξ e−V dγ = −
∫
Rd
〈∇ϕ, ∇(ξe−|∇ϕ|2/2)〉 e−V dγ. (3.13)
Note that the generator  LV associated to the Dirichlet form EV (f, f) =
∫
Rd
|∇f |2 e−V dγ admits
the expression  LV (f) =  L(f)− 〈∇f,∇V 〉. Therefore the relation (3.13) tells us that F =  Lϕ. 
3.2 Monge-Ampe`re equations on the Wiener space
We return now to the situation in Theorem 1.1. Let V ∈ D21(X) and W ∈ D22(X) such that∫
X e
−V dµ =
∫
X e
−Wdµ = 1. Assume that
e−V ≤ δ2, e−W ≤ δ2, (3.14)
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and (1.8). Let {en;n ≥ 1} ⊂ X∗ be an orthonormal basis of H and Hn the subspace spanned by
{e1, . . . , en}. As in section 1, denote pin(x) =
n∑
j=1
ej(x)ej and Fn the sub σ-field generated by pin.
In the sequel, we will see that the manner to regularize the density functions e−V and e−W has
impacts on final results.
Set
E(e−V |Fn) = e−Vn ◦ pin, E(W |Fn) =Wn ◦ pin. (3.15)
It is obvious that ∇2Wn ≥ −c IdHn⊗Hn . Applying Theorem 2.8, there is a ϕn ∈ D22(Hn, γn)
such that x → x + ∇ϕn(x) is the optimal transport map which pushes e−Vnγn to e−Wnγn. Let
ϕ˜n = ϕn ◦ pin. We have
1− c
2
∫
Hn
||∇2ϕn||2HSe−Vndγn
≤
∫
Hn
|∇Vn|2e−Vndγn + 2
1− c
∫
Hn
||∇2Wn||2HSe−Wndγn.
(3.16)
By Cauchy-Schwarz inequality for conditional expectation,
|∇E(e−V |Fn)|2Hn ≤ E(|∇V |2He−V |Fn)E(e−V |Fn)
which implies that
∫
Hn
|∇Vn|2e−Vndγn ≤
∫
X |∇V |2e−V dµ. So (3.16) yields
1− c
2
∫
X
||∇2ϕ˜n||2HSe−V dµ ≤
∫
X
|∇V |2e−V dµ+ 2δ2
1− c
∫
X
||∇2W ||2HSdµ. (3.17)
Let n,m be two integers such that n > m, and pinm : Hn → Hm the orthogonal projection. Then
IHn + ∇(ϕm ◦ pinm) pushes e−Vm ◦ pinmγn to e−Wm ◦ pinm γn. In fact, for any bounded continuous
function f : Hn → R,∫
Hn
f
(
x+pinm(∇ϕm)◦pinm(x)
)
e−Vm◦pinmdγn =
∫
H⊥m
[∫
Hm
f(z′+z+pinm(∇ϕm)(z))e−Vm(z)dγm(z)
]
dγˆ(z′),
where Hn = Hm⊕H⊥m and γn = γm⊗ γˆ. Note that pinm(∇ϕm) = ∇ϕm; then the last term in above
equality yields∫
H⊥m
[∫
Hm
f(z′ + y)e−Wm(y)dγm(y)
]
dγˆ(z′) =
∫
Hn
f(x)e−Wm ◦ pinm(x)dγn(x).
Now by (2.14),
||∇ϕn −∇(ϕm ◦ pinm)||2L2(e−Vnγn)
≤ 4
1− c
∫
(Vn − Vm ◦ pinm)e−Vndγn +
4
(1 − c)2
∫
Hn
|∇Wn −∇(Wm ◦ pinm)|2 e−Wn dγn,
or
||∇ϕ˜n −∇ϕ˜m||2L2(e−V µ)
≤ 4
1− c
∫
X
(Vn ◦ pin − Vm ◦ pim)e−V dµ+ 4δ2
(1− c)2
∫
X
|∇E(W |Fn)−∇E(W |Fm)|2 dµ.
(3.18)
Now in order to control the sequence of functions ϕ˜n, we suppose that
e−V ≥ δ1 > 0. (3.19)
Under (3.19), it is clear that∫
X
(Vn ◦ pin − Vm ◦ pim)e−V dµ→ 0, as n,m→ +∞.
21
Now replacing ϕ˜n by ϕ˜n −
∫
X ϕ˜n dµ and according to Poincare´ inequality, and by (3.18), we see
that ϕ˜n converges in D
2
1(X) to a function ϕ. On the other hand, by (3.17), ϕ˜n converges to a
function ϕˆ ∈ D22(X) weakly. By uniqueness of limits, we see in fact that ϕ ∈ D22(X). Now we
proceed as in subsection 3.1, we have
lim
n→+∞
∫
X
||∇2ϕ˜n −∇2ϕ||HS dµ = 0. (3.20)
Combining (3.20) and (3.17), up to a subsequence, for any 1 < p < 2,
lim
n→+∞
∫
X
||∇2ϕ˜n −∇2ϕ||pHS dµ = 0. (3.21)
By Meyer inequality ([14]),
lim
n→+∞
∫
X
|| Lϕ˜n −  Lϕ||pHS dµ = 0. (3.22)
So everything goes well under the supplementary condition (3.19). We finally get
Theorem 3.4. Under conditions (3.14), (1.8) and (3.19), there exists a function ϕ ∈ D22(X) such
that x→ x+∇ϕ(x) pushes e−V µ to e−Wµ and solves the Monge-Ampe`re equation
e−V = e−W (T )e Lϕ−
1
2
|∇ϕ|2 det2(IdH⊗H +∇2ϕ),
where T (x) = x+∇ϕ(x).
Remark: The regularization ofW used in (3.15) does not allows to prove thatW 22 (e
−Vnγn, e−Wnγn)
converges to W 22 (e
−V µ, e−Wµ) contrary to section 1; we do not know if the map T constructed in
Theorem 3.4 is the optimal transport : which is due to the singularity of the cost function dH in
contrast to finite dimensional case (see subsection 3.1).
Theorem 3.5. Assume all conditions in Theorem 3.4 and that
Wn defined in (1.11) is in D
2
2(Hn) for all n ≥ 1. (3.23)
Then there is a function ϕ ∈ D22(X) such that x→ T (x) = x+∇ϕ(x) is the optimal transport map
which pushes e−V µ to e−Wµ and T is the inverse map of S in Theorem 1.1.
Proof. By Proposition 5.1 in [12], Wn satisfies the condition (2.28). So we can repeat the
arguments as above, but the difference is that in actual case, W 22 (e
−Vnγn, e−Wnγn) converges to
W 22 (e
−V µ, e−Wµ). Using notations in the proof of Theorem 1.1, x→ x− 12∇ϕn(x) is the optimal
transport map, which pushes e−Vnγn to e−Wnγn. So that
W 22 (e
−V µ, e−Wµ) =
1
4
∫
X
|∇ϕ|2H e−V dµ,
that means that x → T (x) = x − 12∇ϕ(x) is the optimal transport map which pushes e−V µ to
e−Wµ. To see that T is the inverse map of S in Theorem 1.1, we use (1.20), which implies that
under the optimal plan Γ0,
−2ψ(x) + ϕ(y) = dH(x, y)2,
since we have replaced − 12ψ by ψ at the end of the proof of Theorem 1.1. But now ϕ ∈ D22(X),
we can differentiate ϕ as in section 1, so that under Γ0,
x = y − 1
2
∇ϕ(y).
Therefore η ∈ L2(X,H, e−V µ) is given by η = − 12∇ϕ with ϕ ∈ D22(X). 
Examples: (i) If W ∈ D22(X) satisfies
∫
X
|∇W |4 dµ < +∞ and 0 < δ1 ≤ e−W ≤ δ2 then (3.23)
holds. 
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(ii) For an orthonormal basis {en;n ≥ 1} of H , define W (x) =
∑
n≥1 λnen(x)
2, where λn > −1/2
and
∑
n≥1 |λn| < +∞. We have,
E(e−W |Fn) = e−
∑n
k=1 λkek(x)
2
∏
k>n
E(e−λkek(x)
2
) = αne
−∑nk=1 λkek(x)2 ,
where αn =
∏
k>n
1√
1+2λk
. So (3.23) holds. 
4 Appendix:
For the sake of reader’s convenience, we collect in this section some results used in this work.
Lemma 4.1. Let A be a symmetric positive definite matrix and B be a symmetric matrix on Rd;
then
||A−1/2BA−1/2||HS ≥ ||B||HS||A||op , (4.1)
where || · ||op denotes the norm of matrices.
Proof. Let C = A−1/2BA−1/2, then C = A1/2BA1/2. Let {e1, · · · , ed} be an orthonormal basis
of Rd, of eigenvalues of A: A1/2ei =
√
λi ei. We have Bei =
√
λiA
1/2Cei and
|Bei|2 ≤ max(λi) |A1/2Cei|2 = max(λi) 〈Cei, ACei〉 ≤ ||A||2op |Cei|2.
It follows that ||B||2HS ≤ ||A||2op ||C||2HS . The result (4.1) follows. 
Lemma 4.2. Let A,B be symmetric matrices such that I + A and I + B are positive definite.
Then
− log det2
(
(I +A)(I +B)−1
)
=
∫ 1
0
(1− t)||(I + (1− t)B + tA)−1/2(A−B)(I + (1 − t)B + tA)−1/2||2HS dt.
(4.2)
Proof. Note first I − (I +A)(I +B)−1 = (B −A)(I +B)−1 and
(i) Trace
[
I − (I +A)(I +B)−1
]
= 〈B −A, (I +B)−1〉HS .
Let χ(t) = log det
(
I + (1− t)B + tA
)
for t ∈ [0, 1]. We have
χ′(t) = Trace
[
(A−B)(I + (1 − t)B + tA)−1
]
= 〈A−B, (I + (1− t)B + tA)−1〉HS .
Then
log det(I +A)− log det(I +B) = 〈A−B,
∫ 1
0
(I + (1 − t)B + tA)−1 dt〉HS .
According to above (i) and definition of det2, we get
− log det2
(
(I +A)(I +B)−1
)
= 〈A−B,
∫ 1
0
[
(I +B)−1 − (I + (1− t)B + tA)−1
]
dt〉HS
= 〈A−B,
∫ 1
0
[∫ t
0
(I + (1− s)B + sA)−1 (A−B) (I + (1− s)B + sA)−1ds
]
dt〉HS
which is equal to
∫ 1
0 (1 − t)〈A − B, (I + (1 − t)B + tA)−1 (A − B) (I + (1 − t)B + tA)−1〉HS dt,
implying (4.2). 
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