Abstract. The algebraic unknotting number u a
Introduction
Let K be a knot. The unknotting number u(K) is defined to be the minimal number of crossing changes needed to turn K into the trivial knot. The unknotting number is one of the most basic but also most intractable invariant of a knot. Hitoshi Murakami [Muk90] introduced a more accessible invariant, namely the algebraic unknotting number u a (K) which is defined to be the minimal number of crossing changes needed to turn K into a knot with Alexander polynomial equal to one. (The definition we gave above was shown by Fogel [Fo93, Theorem 1.4 ], see also [Sa99] , to be equivalent to Murakami's original definition which was given in terms of certain operations on Seifert matrices.)
It is obvious that the algebraic unknotting number is a lower bound on the unknotting number u(K) of a knot. It is furthermore well-known that the 'classical' lower bounds on the unknotting number, i.e. the lower bounds which can be described in terms of the Seifert matrix of a knot, like the Nakanishi index [Na81] , the Levine-Tristram signatures [Mus65, Le69, Tr69, Ta79, BF12] , the Lickorish obstruction [Li85, CL86] , the Murakami obstruction [Muk90] and the Jabuka obstruction [Ja09] give in fact lower bounds on the algebraic unknotting number.
In [BF11] the authors introduced a new invariant n(K) of a knot K as follows. We write X(K) = S 3 \ νK and we consider the Blanchfield form (We refer to Section 2.4 for the definition.) Furthermore, given a hermitian n × nmatrix A over Z[t ±1 ] with det(A) = 0 we denote by λ(A) the form
Bl(K)
where we view a, b as represented by column vectors in Z[t ±1 ] n . In [BF11] we defined n(K) := min    n there exists a hermitian n × n-matrix A(t) over Z[t ±1 ] such that λ(A(t))) ∼ = Bl(K) and such that A(1) is diagonalizable over Z    .
In [BF11] we proved that such a matrix A exists, i.e. n(K) is defined, and in fact we showed that n(K) ≤ deg ∆ K (t) + 1. We also proved that n(K) is a lower bound on the algebraic unknotting number, i.e. n(K) ≤ u a (K). We furthermore showed that n(K) subsumes all the previous classical lower bounds on the unknotting number mentioned above. In this paper we will now prove that n(K) agrees with the algebraic unknotting number, that is we will show the following theorem:
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Proof. Let H be a finitely generated 2.2. Twisted homology, cohomology groups and Poincaré duality. Let X be a topological space and let φ : π 1 (X) → t be an epimorphism onto the infinite cyclic group generated by t. We denote by π : X → X the corresponding infinite cyclic covering of X. Given a subspace Y ⊂ X we write 
3 is an oriented knot, then we denote by φ : π 1 (X(K)) → t the epimorphism given by sending the oriented meridian to t. Furthermore, if X is a space with H 1 (X; Z) ∼ = Z, then we pick either epimorphism from π 1 (X) onto t . For different choices of epimorphisms the resulting modules H * (X, Y ; Z[t ±1 ]) and H * (X, Y ; Z[t ±1 ]) will be anti-isomorphic, i.e. multiplication by t in one module corresponds to multiplication by t −1 in the other module. Since this does not affect any of the arguments we will usually not record the choice of φ in our notation.
Finally suppose that X is an orientable n-manifold and that W is union of components of ∂X. 
in particular if W = ∅, then we get a canonical isomorphism
Here, given a Z[t ±1 ]-module N we denote by N the same abelian group as N but with the involuted Z[t ±1 ]-action, i.e. multiplication by t on N corresponds to multiplication by t −1 on N.
Orders of
] is Noetherian it follows that H is also finitely presented, i.e. we can find a resolution
where we can assume that m ≥ n. We then define order(H) ∈ Z[t ±1 ] to be the greatest common divisor of the n × n-minors of A. It is well-known that, up to multiplication by a unit in Z[t ±1 ], i.e. up to multiplication by an element of the form ±t k , k ∈ Z, the invariant order(H) is independent of the choice of A. We refer to [Hi02] for details. In the following, given f, g ∈ Z[t ±1 ] we write f . = g if f and g agree up to multiplication by a unit in
Example 2.2. If H admits a square presentation matrix A over Z[t ±1 ] of size n, then it follows immediately from the definition that the order of H equals det(A).
Example 2.3. The Alexander polynomial of a knot K is defined to be the order of the Alexander module H 1 (X(K); Z[t ±1 ]). Throughout this paper we will normalize the Alexander polynomial such that ∆ K (1) = 1 and
The following result is standard (see e.g. [Hi02, Section 3]), we will use it often in the future.
Lemma 2.4. The order of any
We will later make use of the following lemma (see again [Hi02] for details).
Lemma 2.6. Let
2.4. The homological definition of the Blanchfield form. Let K ⊂ S 3 be a knot. We consider the following sequence of maps:
Here the first map is the inclusion induced map, the second map is Poincaré duality, the third map comes from the long exact sequence in cohomology corresponding to the coefficients 0
] → 0, and the last map is the evaluation map. All these maps are isomorphisms, and hence define a non-singular form
called the Blanchfield form of K. This form is well-known to be hermitian, in particular Bl(K)(a 1 , a 2 ) = Bl(K)(a 2 , a 1 ) and
. The Blanchfield form was initially introduced by Blanchfield [Bl57] . We will give a more geometric definition in the next section.
Remark 2.7. By Lemma 2.4 the polynomial ∆ K (t) annihilates H 1 (X(K); Z[t ±1 ]), it follows easily from the definitions that Bl(K) takes in fact values in ∆ K (t)
3. The twisted linking form 3.1. Pairings on infinite cyclic covers. Let K ⊂ S 3 be an oriented knot. We write X = X(K), which we endow with the orientation coming from S 3 , and we denote by ∆ the Alexander polynomial of K. Recall that φ : π 1 (X) → t is the unique epimorphism which sends the oriented meridian of K to t. Then t acts on X, the corresponding infinite cyclic cover of X; we can thus view We say that a simple closed curve c ⊂ X is in general position if t i c and c are disjoint for any i ∈ Z. Furthermore we say that a pair of simple closed oriented curves c, d is in general position in X, if t i c and d are disjoint for any i ∈ Z. Finally, if c is a simple closed curve and F an embedded surface in X, then we say that they are in general position if for any i ∈ Z the curve t i c intersects F transversely. If c is a simple closed oriented curve in X and n ∈ N, then we denote by nc the union of n parallel copies of c. We can and will assume that these parallel copies are in general position to each other. If −n ∈ N, then we denote by nc the union of −n parallel copies of −c, i.e. of c with opposite orientation. Finally if 
Here F · t i d denotes the ordinary intersection number of the oriented submanifolds F and t i d in X. Proof. By Poincaré duality we have
]-torsion and H 0 (X, ∂X; Z[t ±1 ]) = 0. It now follows from the UCSS that H 2 ( X; Z) = H 2 (X; Z[t ±1 ]) = 0. Now let F ′ be any other surface cobounding ∆ · c, then F ∪ −F ′ forms a closed oriented surface in X, in particular it represents an element in H 2 (X;
This concludes the proof of the lemma.
Proof. Let F, G ⊂ X be embedded oriented surfaces such that ∂F = ∆ · c and ∂G = ∆ · d. We can assume that t i F intersects G transversely for any i. For any i the 1-manifold
In general, if c and c ′ are homologous curves in X, the linking form lk(c, d) and lk(c ′ , d) will be different (unless c and c
] is homology invariant. Therefore, lk(c, d) descends to a form
which by definition is precisely the Blanchfield form Bl(K). We refer to [Bl57] for details.
3.2. Based curves and surfaces. In this section we will take a point of view which differs from the discussion in the previous section: instead of studying objects in the infinite cyclic cover of X(K) we will now consider based objects in X(K). Let K ⊂ S 3 be an oriented knot. As above we write X = X(K) and we denote the infinite cyclic cover of X by X. In this section we will define an invariant lk t which will turn out to capture the same information as lk in the previous section, but instead of considering curves in X we will now work with based curves in X.
We fix once and for all a base point * in X. We now need several definitions:
(1) By a surface in X we always mean an immersed surface. By a smooth curve on the immersed surface we mean the image of a smooth curve on the original surface under the immersion.
(2) A based curve (respectively surface) in X is an oriented curve (respectively oriented surface) in X together with a path, called basing connecting it to the base point * . We assume that the basing intersects the curve (respectively the surface) in only one point. (3) By an orientation of a based curve (respectively surface) we mean an orientation of the unbased curve (respectively surface). (4) A curve c in X is called homologically trivial if c is trivial in H 1 (X; Z). Let c be a homologically trivial based curve in X and let F be a homologically invisible based surface in X such that F and c are in general position. Any intersection point P of the (unbased) curve and the (unbased) surface comes with a sign ǫ P ∈ {−1, 1}. To any intersection point P we can also associate a loop l P in X in the following way. We go from the base point * via a smooth curve on the based surface F to the intersection P , and then we go back to * along the curve c. Since F is homologically invisible and c is homologically trivial, it follows that φ(l P ) is independent of the choices. Following [COT03, p. 499] we now define
Note that F · c only depends on the equivalence classes of F and c. We will thus in the following mostly consider based curves and surfaces up to equivalence. Given a based curve c and k ∈ Z we now denote by t k c the based curve which is given by precomposing the basing with a closed loop l which satisfies φ(l) = t k . Note that the equivalence class of t k c is well-defined. Furthermore, given n ∈ Z we denote by nc the union of |n| parallel copies of c, with opposite orientation if n < 0. For any Laurent polynomial p(t) ∈ Z[t ±1 ] we define p(t)c in the obvious way. Obviously
Let F be a based homologically invisible surface. Its boundary components inherit basings which are well-defined up to equivalence. We can thus view ∂F as a union of based curves.
We denote the infinite cyclic covering map of X by π : X → X and we pick a base point * in X lying over * . With these choices there is a one-to-one correspondence equivalence classes of based curves (surfaces) in X ⇔ curves (surfaces) in X.
Now let c, d be based curves which only intersect at * . Then the corresponding closed curves c, d in X are in general position. By Lemma 2.4, there exists a surface F ⊂ X such that ∂ F = ∆ c. Let us choose a curve γ connecting * to a point on F . The projection of F to X yields an immersed surface F ⊂ X. Then F is a based surface, the basing is γ, a projection of γ to X.
Any smooth curve on F is an image of a curve on F by definition. In particular, any smooth curve on F lifts to X, which means that F is homologically invisible. By construction ∂F = ∆c. We can now define
It is straightforward to see that
It thus follows from the previous section that lk t (c, d) is well-defined and that it satisfies lk t (d, c) = lk t (c, d). It also follows easily from the definitions that
i.e. the evaluation of lk t (c, d) at t = 1 equals the linking number of the unbased curves c and d. Finally note, that lk t (c, d) is an invariant of the isotopy class of c ∪ d. This follows from the definitions and the fact that any isotopy of c ∪ d extends to an isotopy of S 3 . From now on we shall use only the notation lk t (c, d). By a framed curve in X we mean a pair (c, m) where c is a based simple closed curve and m ∈ Z. Given such (c, m) we now define
where c ′ is a longitude of c with the property that lk(c, c ′ ) = m. It follows immediately from the above that
If n = m, then Also note that if we equip c with framing n instead, then
In the following we will often suppress m and we will just say that c is a based simple closed curve with framing m. In particular if the framing is understood, then we will just write lk t (c, c). Also, if c = (c, m) and d = (d, n) are framed curves, such that c and d are disjoint, then we define
4-manifolds and intersection forms
4.1. The twisted intersection form. In the following let W be a 4-manifold, possibly with boundary, with the following properties:
. First consider the sequence of maps
where the first map is the inclusion induced map, the second map is Poincaré duality and the third map is the evaluation map. The second map is evidently an isomorphism. The third map is also an isomorphism, indeed, since
is in fact an isomorphism. In constrast, the first map in (4.1) is in general not an isomorphism. From (4.1) we now obtain a form
but this clearly descends to a form
which we denote by Q W . The form Q W can also be defined more geometrically using equivariant intersection numbers of immersed based surfaces. 
is free, there is a basis w 1 , . . . , w n . The vectors v 1 , . . . , v n can be expressed in terms of w 1 , . . . , w n . Let P be an n × n matrix over Z[t ±1 ], such that P v j = w j for any j = 1, . . . , n. We have
We claim that f . = det(P ). Indeed, P can be regarded as a map
n . On the one hand, det P is the order of the cokernel (see Example 2.2). On the other hand, the cokernel of P is FH 2 (W ;
, and we can define a Blanchfield form on
The standard arguments already employed for X(K) show that
Example 4.2. Let K be a knot. We denote by M(K) the zero-framed surgery on
Together with the isomorphism H 1 (X(K); Z) → Z sending an oriented meridian to one we get a preferred isomorphism 
are isomorphisms, and the following diagram given by the inclusions and the preferred isomorphisms commutes:
We now have the following lemma:
Lemma 4.4. Let M and M ′ be 3-manifolds which are homology
]-modules are free:
]-homology of the pair (W, M ′ ) yields:
Our assumptions on W imply that
is an isomorphism. We thus conclude that
The UCSS implies that
is also free. (2) By Poincaré duality we have an isomorphism
Since H 1 (W ; Z[t ±1 ]) = 0 by assumption and since Ext 
]-torsion free. The above exact sequence thus descends to the following short exact sequence
) is free we can find an isomorphism
for some appropriate n. Now let v 1 , . . . , v m be a minimal generating set for FH 2 (W ; Z[t ±1 ]). We thus obtain the following commutative diagram of exact sequences: 
] is thus a presentation matrix for The latter is zero by the above, so we see that m = n. Since A is therefore a square matrix we see that det(A) = ∆ K (t), in particular the map given by the matrix A is injective.
We thus obtain the following commutative diagram of short exact sequences:
It now follows from the 5-lemma that the vertical map
The following result is one of the two homological ingredients in the proof of Theorem 1.1. Proposition 4.5. Let K and J be knots in S 3 and let W be a
Proof. Recall that the last two maps in the definition of the intersection form Q W , (4.1), are isomorphisms. On the other hand the first map fits into the long exact sequence
]) is free and since H 1 (W ; Z[t ±1 ]) = 0 we now see that the above long exact sequence descends to the following short exact sequence: 
which by the definition of the Alexander polynomials implies that
4.3. Surgeries and intersection forms. Let M be a 3-manifold which is a homology S 1 × S 2 . Let (c 1 , ǫ 1 ), . . . , (c n , ǫ n ) be framed oriented curves in M with the following properties:
(1) the framings are either −1 or 1, (2) c 1 , . . . , c n are homologically trivial in M. We then consider the 4-manifold W which is given by attaching 2-handles h 1 , . . . , h n with framings ǫ 1 , . . . , ǫ n to M × [0, 1] along c 1 × {1}, . . . , c n × {1} ⊂ M × {1}. We identify M with M × {0} and we denote by M ′ the other boundary component of W . It follows from (2) that H 1 (W ; Z) = Z and that the maps H 1 (M; Z) → H 1 (W ; Z) and H 1 (M ′ ; Z) → H 1 (W ; Z) are isomorphisms. It furthermore follows from (2) that c 1 , . . . , c n define elements of H 1 (M; Z[t ±1 ]), which are well-defined up to a power of t. It is straightforward to see that
Next result is the second homological ingredient needed in the proof of Theorem 1.1. 
Proof. Throughout the proof we write ∆ = ∆ M (t). It follows from the definitions and the discussion preceding the lemma that W is indeed a Z[t ±1 ]-cobordism between M and M ′ . We consider the short exact sequence (4.2)
It is clear that the cores of the 2-handles h 1 , . . . , h n give rise to a generating set for
. By a slight abuse of notation we denote the cores of the 2-handles by h 1 , . . . , h n as well. Note that each h i then naturally defines an element
Lemma 4.7.
Proof. We denote the infinite cyclic covers of M and X = X(K) by M and X. By Lemma 2.4 we can find surfaces F 1 , . . . , F n in M such that ∂F i = ∆c i . We can arrange the surfaces such that F i and t k c j are in general position for any i, j, k. We first consider the case i = j. We then consider the surface
in W where we think of ∆ · h i and ∆ · c i as a disjoint union of appropriate translates of the surface h i respectively the curve c i . Note that the surface T i is closed and the image of [
is injective it now follows that T i represents the class k i . Similarly we consider the surface
where F j is a surface in M which has boundary ∆ · c j . Note that the surface T j is closed and represents the class k j .
We can thus use the surfaces T i and T j to calculate k i · k j . But it is clear from the definitions that
but this clearly equals ∆ · (F i · c j ) = ∆ 2 · lk t (c i , c j ). The case i = j can be proved completely analogously by constructing an appropriate surface T ′ i using the longitude of c i with framing ǫ i which connects up with the core of the 2-handle which we had attached to c i with framing ǫ i . We leave the details to the reader. This concludes the proof of the lemma. 
Proof. It follows from (4.2) and from the definitions that we have the following commutative diagram of maps where the horizontal sequences are exact:
It then follows that the following sequence of maps
is well-defined and exact. By the multiplicativity of orders (see Lemma 2.6) it follows that order(
But the order on the left is clearly ∆ n and the order of H 1 (M; Z[t ±1 ]) equals ∆ by the definition of ∆. This concludes the proof of the lemma.
Using Lemma 4.1 we now see that
The main theorem
5.1. Statement of the main theorem. In this section we will state a slightly stronger version of our main theorem. In order to state the theorem we first have to recall the following definition: A crossing change is a positive crossing change if it turns a negative crossing into a positive crossing. Otherwise we refer to the crossing change as a negative crossing change.
"−" "+" The following theorem is now our main result, it clearly implies Theorem 1.1 from the introduction.
Theorem 5.1. Let K be a knot and let A = A(t) be an n × n-matrix over Z[t ±1 ] such that Bl(K) ∼ = λ(A) and such that A(1) is diagonalizable over Z. We denote the number of positive eigenvalues of A(1) by n + and we denote the number of negative eigenvalues by n − . Then K can be turned into a knot with Alexander polynomial one using n + negative crossing changes and n − positive crossing changes.
There are two ingredients in the proof of Theorem. The homological part was given in Proposition 4.5 and Proposition 4.6. The main topological tool will be Lemma 5.5 which we will state in the following section.
Remark 5.2. The theorem applies also to knots in Z-homology sphere. In general, such a knot can not be unknotted using 'crossing changes' (i.e. using surgeries along curves which bound nice disks) since the knot might not even be null-homotopic. But any knot can be turned into Alexander polynomial one knots, using n(K) unknotting moves.
5.2.
The main technical lemma. In order to state our main technical lemma we need a few more definitions:
is called nice if the disk is embedded (that is the unbased disk is embedded), if it intersects K transversely and if it intersects K exactly twice with opposite signs. As an example, consider the disks in Figure 1 , then the blue (dashed) disk precedes the green (solid) disk, but not vice versa.
We can now state our main technical lemma. It will be proved in Section 6.
Lemma 5.5. Let K be a knot and let x 1 , . . . , x n be elements in
for any i and j. Then there exists an ordered set {D 1 , . . . , D n } of based nice disks with the following properties: 
for any i and j.
5.3.
Proof of Theorem 5.1 assuming Lemma 5.5. We will now prove Theorem 5.1 using Lemma 5.5. Let K be a knot. We write ∆ = ∆ K (t). Let A = A(t) be an n×n-matrix over Z[t ±1 ] such that Bl(K) ∼ = λ(A) and such that A(1) is diagonalizable over Z. We denote the number of positive eigenvalues of A(1) by n + and we denote the number of negative eigenvalues by n − .
Note that since A(1) is diagonalizable over Z we can find an invertible matrix P over Z such that P A(1)P t is diagonal over Z. We can thus, without loss of generality assume, that A(1) is diagonal.
The matrix A(t) is in particular a presentation matrix for the Alexander module. It follows that det(A(t)) = ±∆ K (t) and in particular det(A(1)) = ±1. The entries on the diagonal of A(1) are therefore either +1 or −1. We now denote by ǫ 1 , . . . , ǫ n the diagonal entries. Given i, j ∈ {1, . . . , n} we denote by b ij (t) ∈ Z[t ±1 ] the polynomial which satisfies ij-entry of A(t)
We denote by e 1 , . . . , e n the canonical generating set of
] n and we denote by x 1 , . . . , x n the images of e 1 , . . . , e n under the isometry λ(A) → Bl(K). By Lemma 5.5 there exists an ordered set {D 1 , . . . , D n } of based nice disks with the following properties:
(1) for any i < j the disk D i precedes D j , (2) for any i the based curve c i := ∂D i represents x i , (3) if for i = 1, . . . , n we equip c i = ∂D i with the framing b ii (1), then
for any i and j. Figure 2 . A nice disk in standard position and the result of adding a full +1-twist along the disk.
We now consider the disk D 1 . After an isotopy of S 3 we can assume that it is 'standard' as in Figure 2 on the left. We now perform ǫ 1 -surgery on the unknot c 1 = ∂D 1 . The resulting 3-manifold is again S 3 . Furthermore the knot K 1 , which is defined as the image of K in the surgery S 3 , is obtained from K 0 := K through adding a full ǫ 1 -twist along the disk (see Figure 2) . Adding a full ǫ 1 -twist corresponds to a (−ǫ 1 )-crossing change in an appropriate diagram of K. The fact that D 1 precedes D 2 , . . . , D n implies that the disks D 2 , . . . , D n are 'unaffected' by the surgery, in particular for j = 2, . . . , n, ∂D j is again an unknot and for 2 ≤ i < j, D i precedes D j . We can therefore iterate this process, and perform ǫ i -surgery along the unknots c i = ∂D i for i = 2, . . . , n. As given i < j the disk D i precedes D j , the consecutive surgeries do not affect the remaining disks, in particular at each step the remaining curves are unknots in the 3-sphere.
We denote the resulting knots by K 2 , . . . , K n . As above, for each i = 2, . . . , n the knot K i is obtained from K i−1 by doing an ǫ i -crossing change. In particular K = K 0 can be turned into the knot J := K n using n + negative crossing changes and n − positive crossing changes. It remains to show that ∆ J (t) = 1.
For i = 0, . . . , n − 1 we now denote by W i the result of adding 2-handles along c i+1 to M(K i ) × [0, 1] with framing ǫ i+1 . Adding a 2-handle gives a cobordism between the original manifold and the surgered 3-manifold. In particular we see that
We can also add all the 2-handles simultaneously along c 1 , . . . , c n with framings ǫ 1 , . . . , ǫ n and we thus obtain a 4-manifold W which is diffeomorphic to the union W 1 , . . . , W n along the corresponding boundaries. Note that ∂W = −M(K) ⊔ M(J). By the discussion of Section 4.3 the manifold W has furthermore the following properties:
Furthermore, by Proposition 4.6 we see that
It now follows from Proposition 4.5 that the knot J = K n has trivial Alexander polynomial. This concludes the proof of Theorem 5.1, modulo the proof of Lemma 5.5 which will be given in the next section.
6. Proof of Lemma 5.5
In this section we shall prove Lemma 5.5. The proof is given in a couple of steps. First, we find pairwise disjoint nice disks D 1 , . . . , D n , with c j = ∂D j , such that for any i, j = 1, . . . , n we have Bl(c i , c j ) =
]. This is an adaptation of Fogel's argument [Fo94, p. 287] and is done in Section 6.1. The property that Bl(c j , c j ) =
∈ Q(t), it only means
is an element of
To ensure that lk t (c i ,
= 0 we need to perform several moves on the disks. We introduce four types of moves in Section 6.3 and one type in Section 6.4. These moves potentially introduce intersections among disks D 1 , . . . , D n , therefore an analysis must be careful and take into account the ordering of disks. In our prof we perform only the moves that preserve the ordering of the disks. The details are given in Section 6.5. 6.1. Finding nice based disks. In this section we prove the following lemma. This lemma is a slight generalization of a result by Fogel [Fo94, p. 287] . The proof we give is also basically due to Fogel.
. The multiplication by t − 1 is an isomorphism of H 1 (X(K); Z[t ±1 ]) (see e.g. [Lev77] ). We can therefore find y 1 , . . . , y n ∈ H 1 (X(K); Z[t ±1 ]) such that (t−1)y i = x i , i = 1, . . . , n. We now represent y 1 , . . . , y n by disjoint based curves d 1 , . . . , d n . (By doing crossing changes on the curves d 1 , . . . , d n , we can without loss of generality assume that the unbased curves are unknotted in S 3 , this justifies the illustration below, but is not necessary for the argument.) We also pick disjoint embedded oriented disks S 1 , . . . , S n with the following properties:
(1) for i = 1, . . . , n the disk S i intersects K precisely once with positive intersection number, (2) for i = 1, . . . , n the curve m i := ∂S i intersects d i in precisely one point, (3) for i = j the curves m i and d j are disjoint. We refer to Figure 3 6.2. Properly arranged disks. The following discussion will be essential in the remainder of the proof.
Definition 6.2. Let K ⊂ S 3 be a knot and let D 1 , . . . , D n be nice based disks. We say that they are properly arranged if the following conditions hold:
(1) the segment S :
is part of the knot K, and the orientation of K agrees with the canonical orientation on that segment, (2) all intersection points of the disks with the knot K lie on S, (3) for i < j the disk D i precedes the disk D j .
Remark 6.3. If D 1 , . . . , D n are nice based disks that are disjoint, then it is straightforward to see that a segment S ⊂ K exists which satisfies Conditions (1) and (2) from Definiton 6.2.
Note that if the disks D 1 , . . . , D n are properly arranged then we can find a tubular neighborhood of the segment S of the knot K which is isotopic to the picture shown in Figure 4 . We call such a neighborhood of S a standard segment. We refer to each of the 2n components of the disks as a piece. The orientation on the disks endows each piece with an orientation, which we refer to as positive or negative depending on the intersection with the oriented S. Finally each cube in S which contains precisely two pieces is called a subsegment. In the following we will furthermore use the expressions 'adjacent pieces' and 'piece to the left' and 'piece to the right' with the obvious meanings.
00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 00000000000000000000 Remark 6.4. One could define F moves for two adjacent pieces with the same orientation, but we will not need that.
We denote by D (1) a path from the base point * along the based curve c j = ∂D j to a point P j on the piece of D j involved in the type F moves, (2) a horizontal path to the corresponding point P i on c i = ∂D i , (3) a path from the point P i on c i to the base point * along the based curve c i . We refer to Figure 9 for an illustration. We then denote by
the image of d under the epimorphism π 1 (X K ) → Z given by sending the oriented meridian of K to 1. It is straightforward to see that k is independent of the choice of P j made.
Lemma 6.5. For any r, s with {r, s} = {i, j} we have
where ǫ = −1 if we apply a type F 1 move and ǫ = 1 if we apply a type F 2 move, furthermore η = −1 if the piece on the left has positive orientation and η = 1 if the piece on the left has negative orientation.
We will first consider the case of a type F 1 move such that the piece on the left has positive orientation. First recall that the twisted linking numbers only depend on isotopy invariants of the curves. We can therefore ignore the disks and we can also first apply a type R 1 move, which is an isotopy. We therefore have to compare the twisted linking numbers of the two sets of curves shown in Figure 10 . Figure 10 . Composition of the inverse of a type R 1 move and a type F move.
We pick a based immersed surface F such that ∂F = ∆ K (t) · c j . In the subsegment we can and will assume that the surface F is orthogonal to the plane which contains the diagram and that it points 'upwards'. We now obtain a surface Figure 11 . One sheet of F respectively F ′ in the subsegment glued to c i as in Figure 10 . The surfaces go 'vertically out of the plane' in the direction of the reader. On the left, the lower vertical sheet thus intersects c i in two points P and Q. On the right, we pushed the surface across c i , and thus removed the intersection points. that in Figure 11 we only show one sheet of the surfaces F and F ′ , in reality each sheet which is drawn should be considered ∆ K (t)-times.
We are now interested in the difference between F · c i and
In the subsequent discussion we will continue with the notation in the definition of F · c i (see Section 3.2). We consider the intersection points P and Q of F and c i as shown in Figure 11 on the left. It is clear that ǫ P = −1 and ǫ Q = +1. It furthermore follows easily from the definitions (see also Figure 12 ) that (The point is that in the definition of φ(l P ) the curve l P wraps around the knot once more in the negative direction.) Now recall that F and F ′ consist of ∆ K (t) copies of the sheets indicated in the diagrams. It now follows that
This concludes the proof in the case that i = j.
Case 2. i = j. We again pick a based immersed surface F such that ∂F = ∆ K (t) · c i . In a neighborhood of the modification we can and will assume that the surface F is orthogonal to the plane which contains the diagram and that it points 'upwards'. We again obtain a surface F ′ with ∂F ′ = ∆ K (t) · c ′ j by cutting out a small rectangle of F around the modification. The surfaces F and F ′ in the neighborhood of c i and the modification are sketched in Figure 11 . Note that F ∩ c i contains two intersection points, P and Q, which do not appear in
contains two new intersection points, namely P ′ and Q ′ . We refer to Figure 14 for an illustration. Note that in Figure 14 we now only indicate the parts of the sheets of F and F ′ which contain the extra intersection points. A careful consideration of the intersection points now shows that
We leave the details to the reader. This concludes the proof of Lemma 6.5 in the case of a type F 1 move such that the piece on the left has positive orientation. It is straightforward to verify that the 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 other cases of Lemma 6.5 can be proved completely analogously. We again leave the details to the reader. 6.4. The type T (n) move. A type T (n) move consists of applying the move shown in Figure 15 to the based disk D i . This move is in fact an isotopy of the disk D i as will be shown later in Lemma 6.6. In particular this move leaves all twisted linking numbers unchanged. The move is important because it allows us to modify the term k(D i , D j ) which appears in the F -moves, see (6.1). More precisely, suppose we have two adjacent pieces of D i and D j , with the piece corresponding to D i to the left. Let k ∈ Z be the integer which is defined as in the discussion of the type F moves. If we first apply a type T (n) move to D i , then We repeat this procedure with the 'right most' intersection point of D l so that after several further type R 1 moves the first 2l entries of the arrangement of the resulting disks D 1 , . . . , D n are {1, 1, 2, 2, . . . , l − 1, l − 1, l, l}. Since we applied type R 1 moves it follows that the disks are properly arranged.
For i = 1, . . . , n we equip c i := ∂D i with the framing p ii (1). We denote by q ij (t), i, j ∈ {l, . . . , n} the polynomials which satisfy lk t (c i , c j ) = q ij (t) ∆ K (t) .
Given s ∈ {1, . . . , n} we now also consider the following property: (5 s ) for any i ∈ {1, . . . , l} and j ∈ {1, . . . , s} we have lk t (c i , c j ) = p ij (t) ∆ K (t) ∈ Q(t).
Note that (5 l−1 ) holds since the disks satisfy Property (5) for l − 1 and since the p ij and q ij are both antisymmetric in i and j. We now proceed with two steps, first we will arrange the disks such that (5 l ) holds, and then we will furthermore modify the disks such that (5 s ) holds for any s > l.
(a) Recall that by the discussion in Section 3.1 we have q ll (1) = lk t (c l , c l )| t=1 = framing of c l = p ll (1).
It thus follows that q ll (1) − p ll (1) = 0. Note that furthermore p ll (t) = p ll (t −1 ) by assumption and that q ll (t) = q ll (t −1 ) by the symmetry of l. It now follows that we can write
for some a 0 , . . . , a k ∈ Z with k i=0 a i = 0. Put differently, we can write
for some b 1 , . . . , b k ∈ Z. Considering (6.3) and (6.4) it follows easily that for i = 1, . . . , k we can now apply |b i | times an appropriate combination of a type T (n) move together with either a type F 1 move or a type F 2 move to arrange that lk t (c l , c l ) = p ll (t) ∆ K (t) ∈ Q(t).
This concludes the proof of (5 l ).
(b) We now suppose that we have disks which satisfy Properties (1). . . (4) and (5 s−1 ) for some s − 1 ≥ l. It follows from the discussion in Section 3.1 that q sl (1) = lk t (c s , c l )| t=1 = lk(c s , c l ) = 0 = p sl (1).
It thus follows that q sl (1) − p sl (1) = 0. We can therefore write
for some b −k , . . . , b k ∈ Z. We now apply the type R 2 moves several times so that the right hand piece of D l is adjacent to the piece of D s with the opposite orientation. Considering (6.2) and (6.4) it follows easily that for i = −k, . . . , k we can now apply |b i | times an appropriate combination of a type T (n) move together with either a type F 1 move or a type F 2 move to arrange that lk t (c s , c l ) = p sl (t) ∆ K (t) ∈ Q(t).
Finally we conclude with several type R 1 moves so that the arrangement is unchanged. Note that the resulting disks are again properly arranged. After Steps (a) and (b) the resulting disks clearly have the required properties. This concludes the proof of the claim and thus of Lemma 5.5.
