In this paper an engineering optimization problem is introduced which arises in hydraulics and is related with the application of a new criterion for the sizing of water distribution piping in large buildings. The optimization model seeks the most adequate interior piping diameters to be applied in the various pipes in the circuit, that must belong to a finite collection of standard values and minimize the overall installation cost according to some boundary conditions. A concave nonlinear program formulation of the problem is studied and a branch-and-bound algorithm is presented for its solution. A procedure is proposed to obtain a feasible solution with standard values from the optimal solution of the concave problem. An analysis of the performance of the algorithm for a given real-life problem and an economical interpretation of the solution found are also included and show the appropriateness of the model and of the optimization techniques for their purposes.
Introduction
If the design flows and the geometric characteristics of the circuits are known, the sizing of a water piping system in a building can be found by computing, in technical and economical terms, the most adequate diameters for the various pipes in order to satisfy the boundary conditions and some constraints related to velocities and pressures.
In hydraulics, the equation of continuity and the Bernoulli equation are in general applied by considering that the flow does not change with time, the fluid is incompressible and the pressure distribution in the cross sections is of the hydrostatic type. Under these hypotheses, it is easy to find some interesting relationships among the different variables that enable the solution of the hydraulic design problem [10] .
The energies among flowing off sections are obtained through the application of the Bernoulli theorem, which is the translation for hydraulics of the Energy Conservation Principle [10] .
In the case of real fluids in permanent motion, the total energy or total head H decreases along the trajectory, as a consequence of the work carried out by the forces resistant to the motion and developed by the interaction between the fluid motion and the walls of the pipe. The decrease of the energy line per unit of length is equal to the work carried out by the resistant forces, per unit of liquid weight and per unit of length, which is usually designated by head loss per unit of length or unitary friction loss, and denoted by J [12, 13, 14] . This head losses can be computed, for example, by the Flamant Formula [10] .
In practice, the value of J does not change along the flowing off, by assuming that the flow is uniform, in terms of the motion and of the resistant environment characteristics. Therefore, in water piping systems, the total continuous head losses along the pipes, ∆H i , in each pipe i are determined as the product of the unitary friction loss J i by the length of the pipe, L i . Head losses can also occur in singularities casually placed, as in piping fittings (curves and reductions, for instance), piping accessories (valves and meters) and in equipments (treatment, heating, etc). Head losses in singularities are designated by local and are represented by ∆H L .
In water distribution piping in buildings, local head losses cannot be ignored, as they have a significant magnitude when compared with continuous head losses. However, for most of the piping fittings and accessories, with low value head losses, it is not justified an individual computation of their respective local head losses. Alternatively, its value is computed as an equivalent piping length that produces equal head loss. In practice, real lengths of the circuits are bounded in a percentage (α) between 15 and 25 %, which depends on the material. It is excluded from this procedure the piping accessories and equipments producing very significant local head losses (globe valves, etc).
In general, if the design flows are known, the sizing of a water piping system is usually based in one of the following criteria [10, 3]: i. the maximum admissible velocities criterion , ii. the maximum total admissible head losses criterion or iii. the maximum admissible unitary friction losses criterion .
The first criterion leads to a more economic solution and it is the best option when it can be used in practice. If the design flows in each pipe are known, the diameters are computed in order to minimize the pipes sizing and satisfying some bounds for the velocities. The computation of the diameters allows the direct calculation of head losses and of the control of the residual pressures in the fixtures. However, this criterion usually implies the major head losses along the water distribution system, implying the existence of an adequate available head to guarantee the minimum residual pressures in the diverse fixtures.
The second criterion should be used when insufficient residual pressures are obtained, or when some circuits of the water distribution system suffer from too high total head losses (critical circuits). If the available head is still adequate to the supply without using pumping stations or boosters, the maximum total possible or admissible head loss, ∆H M , is established in the most unfavourable circuit, allowing the computation of a medium value for the unitary friction loss, J m , in the circuit. If the design flows and the value for J m are known, the diameters in each pipe can be computed and the velocities can be checked with the established limits.
It should be noted that the application of this second sizing criterion is only justified in critical circuits concerning residual pressures or pressure fluctuations. Therefore, it is important, for economical reasons, to maintain the first criterion in the remaining circuits.
The last criterion can be considered as a variant of the maximum admissible velocities criterion, since it follows the same computation methodology and only differs from this one in the fact that in each pipe maximum unitary friction losses are considered, in alternative to maximum velocities. As most regulations impose velocity limits, this last criterion is not used in general.
In this paper, a new criterion is proposed for the sizing of water distribution piping in buildings, called the economic design criterion. Although showing some similarities with the second criterion and is applied in the same situations, it is justified by the fact that the computation based on a medium value of the unitary friction loss does not guarantee a solution that is optimal for the overall water distribution system cost.
The objective of this new economic design criterion is the determination of the interior piping diameters to be applied in the various pipes of the circuit, which must belong to a finite collection of standard values corresponding to a range of commercial diameters available in the market, so that the imposed boundary conditions are satisfied, together with some constraints related to velocities and head losses in the interior of the pipes, and the global installation cost is minimized. Therefore, the decision variables of the corresponding optimization problem must be the interior piping diameters of the various pipes in the circuit. Other parameters, such as the geometric features of the circuit, minimum residual pressures in the fixtures and pipe material are normally considered to be problem data.
As far as the velocities are concerned, other bounds should also be considered, which are recommended for more particular situations. Examples of these are maximum bounds for each pipe that assure maximum noise levels (comfort criteria), occurring in the interior of the pipes, or even the preservation of the interior covering in some kind of pipes (for example, in zinc, in galvanized steel pipes) used to transport hot water. Finally the total head loss should not be larger than the value of the available head, or the value corresponding to the maximum established pressure fluctuations.
In this paper an optimization model representing this new criterion is introduced. The formulation of this model leads into a global optimization problem that consists of minimizing a nonlinear concave function in a convex set defined by equality and inequality constraints. A branch-and-bound algorithm is proposed for finding an optimal solution to this concave program. The algorithm is based on underestimating functions to provide lower and upper bounds that reduce the overall search in the tree. In the optimization problem to be solved, the diameter variables should belong to a discrete set of standard values. A crash procedure is described to obtain a good feasible solution for this optimization problem from the global minimum of the associated nonlinear concave program. Computational experience is included to show that the branch-and-bound algorithm performs quite well for the solution of a reallife model. Furthermore the crash procedure is able to find a feasible solution which is quite interesting for the objective of the model.
The structure of the paper is as follows. In section 2 the formulation of the model is introduced. Section 3 includes some properties of the associated optimization problem. The branch-and-bound algorithm for processing the concave nonlinear program is described in section 4. Section 5 includes the procedure for obtaining a good feasible solution with standard values from the optimal solution of the original problem. Computational experience with a real-life instance of the proposed problem is reported in section 6. Finally some conclusions and some ideas for future research are presented in the last section.
Model Description
The main parts of a water piping system are the pipes (including fittings), the pipping accessories (valves and meters) and the equipments (treatment, heating, etc). In order to apply the economic sizing criterion referred in the previous section, it is necessary to define cost functions relating unitary costs with interior diameters, for every parts whose characteristics depend on the values attributed to the decision variables.
As the characteristics of the meters and the treatment and heating equipments only depend on the water flow, it is necessary to establish cost functions for the pipes and valves that may be installed in the circuits. The unitary cost concerned to the installed pipes and valves must be global, whence it must take into account all the accessories (connection and support), work (cost per worker and the need of occasional support works) and charges (administrative and tax charges) needed for the installation.
(i) Objective Function
The piping cost function can be usually expressed as a polynomial of degree two
where CC is the unitary cost of the installed pipes, in e/meter, x is the interior piping diameter, in meters, and a, b and c are previously known positive constants [10] . On the other hand, the cost function of the valves is given by as a polynomial of degree three
where CV represents the cost of the installed valve, in e, α, β, γ, η are previously given positive constants and x is the interior piping diameter, in meters. These expressions imply that the objective function for a circuit with n pipes and s valves takes the form
where CT k = CC k L k represents the installed piping cost in the pipe k, CC k and CV j are the installed piping unitary cost in the pipe k, in e/meter, and the cost of the installed valve j, in e, L k is the length of the pipe k, x k is the interior piping diameter in the pipe k and x j is the interior diameter of the valve j, in meters.
(ii) Bounds and other Constraints
The velocity bounds are a consequence of the regulation conditions, which require the velocities in each pipe of the circuit not to exceed the minimum and maximum fixed values (normally expressed in m/s).
By expressing those bounds as functions of the diameters, with the design flow Qc normally in m 3 /s and x in meters, we obtain, for a circuit with n pipes,
respectively (Qc k represents the design flow in pipe k), where ϕ k and ψ k are positive constants,
where ψ k and ϕ k are previously known positive constants.
According to portuguese regulation conditions, the velocities in each pipe of any circuit must not to exceed, for the design flow, the minimum and maximum bounds of 0.5 m/s and 2.0 m/s, respectively. Concerning those velocities, we have
respectively. Therefore, 0.798 Qc
798 and ϕ k = 1.596), for each pipe k. As stated before, additional bounds are usually considered, by sound comfort reasons (different from the regulation velocities) in some of the pipes of the circuit. For a high comfort level, the additional bound
can also be included in the model. By considering bounds (7) and (8) to be simultaneously satisfied, then the lower bound of each variable x k should be given by
In order to establish the constraint associated to head losses, the Flamant Formula is frequently adopted, which is jointly considered with a percentage α of the real length of the circuit upperbound.
Thus, in each pipe, with ∆H in meters, Qc in m 3 /s and x in meters, we obtain
where Lc k = ( 1+0, 01×α ) L k represents the design length of the pipe k and h k are previously known positive constants. Therefore
If no valves are considered, the constraint concerning total head loss has the following simplified form
where ∆H T is the total head loss and ∆H M is the maximum admissible head loss. If head losses in valves are significant (globe valves, for example, that present high head losses, even in total outlet position), the simplified constraint (11) should be modified. In fact, local head losses should be considered individually, by direct computation of the head loss or by using an equivalent virtual length
where K represents the local head loss coefficient and λ is the resistance coefficient for each valve. By using the first criterion, the constraint concerning total head loss, for a circuit with n pipes and s valves, takes the form
where for each j = 1, 2, ..., s, ∆H L j is a function of the diameter x j . However, the problem is easier if we use the expression (12), by assuming that, for a given material, fluid and temperature, the relation
where C is a positive constant. In this hypothesis, we can rewrite the constraint concerning total head loss in the form
where v k represents the number of valves to be installed in pipe k, k = 1, 2, ..., n. All these considerations lead to an optimization model that is described next. The data for this model is as follows:
.., n } : set of the pipes in the circuit (n = |T | represents the total number of pipes in the circuit);
V : set of the pipes in the circuit where the installation of valves is considered (V ⊆ T );
S : set of the pipes in the circuit where it is required to equate the local head losses in valves
C : positive constant;
α : constant, corresponding to the percentage of an upperbound on the real length of the circuit, taking into account the compensation of the various local head losses in piping fittings (0 < α ≤ 100 );
CT k : cost of the piping to be installed in pipe k, k ∈ T ;
CV k : cost of the valve(s) to be installed in pipe k, k ∈ V ;
∆H k : continuous head loss in pipe k, k ∈ T ;
∆HL k : local head losses in valve(s) in pipe k, k ∈ S;
∆H M : maximum admissible head loss in the circuit;
∆H T : total head loss in the circuit.
The decision variables x k of the model correspond to the interior piping diameter in pipe
where
The constraint (16) guarantees that the total head loss in the circuit,
∆HL k ), does not exceed the maximum admissible head loss in the circuit, ∆H M . The group of constraints (17) are lower and upper bounds for the piping diameters, which give conditions related to velocities and pressures to be observed in each pipe, as a consequence of the regulation conditions and also by the requirement of some equipments, namely to control the pressure fluctuations.
It should also be noted that
CT k represents the total cost of the pipes used in the circuit, while
CV k represents the total cost of the valves to be installed. On the other hand,
∆HL k represents the total local head losses in valves, that is, the sum of local head losses in all pipes where valves are to be installed and present significative head losses.
By assuming that v k = 0 if a valve is not to be installed in pipe k, then we can write constraint (16) as
By considering, without loss of generality, that V = { 1, 2, ..., p } ⊆ T , with p ≤ n, T = { 1, 2, ..., n } and replacing in the objective function (15) CT k , k ∈ T , and CV k , k ∈ V , by their expressions, we get the following problem
subject to
Now (20) can be written as
Denoting ∆H M by g, we finally get the following optimization problem in the variables
k , e k , g are given positive constants and f k is a non-negative constant, previously known, for k = 1, 2, ..., n.
It is necessary to add that a global minimum for this optimization model is not, in principle, feasible for the problem, as the diameters should belong to a discrete collection of standard values previously known corresponding to the range of commercial diameters available in the market. As discussed in the next sections, an approximation of the optimal values obtained for the decision variables to the range of commercial diameters should be done, in order to get a good admissible solution for the hydraulics model.
Properties of the Optimization Problem
In this section, we investigate some properties of the objective function and of the feasible set of the nonlinear program PNL presented in the preceding section. The following properties taken from [2, 7] are useful in this context.
Property 1. The sum of strictly convex (concave) functions in a convex set
is a convex set. 
We can then establish the following two main results:
The feasible set of the program PNL is a convex set.
Proof: By property 3, the functions g k given by (28) are strictly convex in R 0 + , for all
, then the feasible set of the program is defined by
Then K is a convex set, by properties 1 and 2.
then the objective function of the program PNL is strictly concave in the feasible set K.
Proof: Consider the objective function of the program,
where the functions f k are defined by
Therefore, by hypothesis, it follows that
On the other hand, for k = p + 1, ..., n, v k = 0 and
Then f is strictly concave in n k=1
[ l k , u k ] and, therefore, it is also strictly concave in
As a result of these two theorems, the constraint set K of PNL is convex and its objective function is a strictly concave function in K. Hence PNL is a concave nonlinear optimization problem [2] .
Branch-and-bound Algorithm for the Concave Optimization Problem
A global optimal solution of the concave program PNL may be obtained by using a branchand-bound algorithm based on a decomposition of the feasible set of the program, similar to that described in [6, 4, 5] . This procedure exploits a binary tree where each node is associated to a Nonlinear Program of the form As is discussed in [6] , for this method to be efficient it is necessary to develop techniques for finding lower and upper bounds. If for a given node the current lower bound was greater than or equal to the best upper bound, then there is no need to search from this node.
In order to explain the procedure to compute lower and upper bounds, let x = (x k ) k = 1,2,..., n ∈ R n and consider the objective function of the program PNL:
Figure 1: Linear Approximation
Now consider the following optimization problem
This nonlinear program is convex and has exactly the same feasible set as program PNL. Consequently, any feasible solution of one of the programs is also feasible for the other. Let x * = (x * k ) k = 1,2,..., n ∈ K ⊆ R n be an optimal solution of PNL, f * = f (x * ), and x * * = (x * * k ) k = 1,2,..., n ∈ K ⊆ R n be an optimal solution of PNL. The next theorem establishes a relationship between the optimal values of those programs.
Proof: According to the definition of the functions h and f , we have that h(x) ≤ f (x), for all feasible solutions x ∈ K. Then
On the other hand, as x * * is feasible for PNL,
It follows from this theorem that h(x * * ) is an lower bound for the optimal value of the program PNL. Therefore, in each node generated by the branch-and-bound method, a lower bound associated to it may be computed by solving the program
where l k and u k are, respectively, the current lower and upper bounds of each variable x k relatively to the current node and the linear approximation coefficients r k and s k are given by
and
Since PNL is a convex program, then its optimal value can be obtained as a stationary point (Karush-Kuhn-Tucker) of f on K [2] , which can be done by using a local nonlinear optimization algorithm [2, 9] , such as [8] . Theorem 3 also implies that f (x * * ) is an upper bound for the optimal value f * of the program PNL. Therefore, an upper bound associated to each node of the tree may also be computed by the optimal solution of the convex program PNL(node), which is used to find a lower bound in a current node.
Another possibility to determine upper bounds consists of using the program PNL(node), where the initial lower and upper bounds l k and u k of each variable are replaced in the initial formulation by their corresponding current bounds l k and u k , k = 1, 2, ..., n, associated to a node that it is generated by the branch-and-bound method, that is, the nonlinear program
The feasible set
is a subset of the feasible set of the program PNL. The optimal solution of the corresponding Convex Program PNL(node) is a feasible solution for PNL(node), and can therefore be used as an initial point for the application of a local optimization algorithm, that may find a better upper bound by computing a stationary point for the function f in that feasible set. The implementation of the branch-and-bound algorithm requires a criterion for the choice of the node, from among all nodes that are "open" in a current iteration. Another important point is related with the branching of the tree from each current node, that is, with the choice of the variable associated to the branching.
As discussed before, each node of the tree has an associated lower bound that is smaller than the current upper bound. Whenever an upper bound is updated, all nodes with a lower bound equal or greater than the new upper bound are discarded. If there are still some open nodes in the tree, then the chosen node is associated to the higher lower bound. As discussed in [1] , this procedure is very easy to implement and works well in practice.
The choice of the variable for branching the tree from the node previously chosen is done by an adaptation of the heuristic rule presented in [6] . Let x * * = (x * * k ) k = 1,2,..., n ∈ R n be an optimal solution of the program PNL(node), solved relatively to the current node and 1,2,. .., n ∈ K ⊆ R n the objective function of the program PNL. Then we choose the variable x k whose value in this optimal solution, x * * k , maximizes
.., n. So if j is the largest index corresponding to
then x j is the chosen variable. After these considerations, we are able to describe the steps of the branch-and-bound algorithm.
Branch-and-bound Algorithm
Step 0: Initialization -Let L = {0} be the initial list of open nodes and ε > 0 a tolerance.
Compute the optimal solution x * * of the convex nonlinear program PNL and the lower bound associated to this node LB(0) = h(x * * ). Find an upper bound UB from the computation of a stationary point x * of f in the set K of PNL. If UB − LB(0) < ε, then x * is the global minimum of f in K.
Step 1: Selection of the Node -If L = ∅, terminate the algorithm, with global minimum x * corresponding to the value of UB, that is, satisfying f (x * ) = U B. Otherwise, choose a node t ∈ L corresponding to the largest value of
Step 2 with the optimal solution x * * of the corresponding PNL(t). Otherwise, repeat Step 1.
Step 2: Computation of an Upper Bound -Find a stationary point x * of f in the feasible set of PNL(t) by using a Local Algorithm with initial point x * * and set
Step 3: Branching and Computation of Lower Bounds -Let x * * be the optimal solution of the PNL(t). Find the index j associated to criterion (29). Generate two nodes |L| + 1 and |L| + 2 where |L| is the number of elements of L, with corresponding nonlinear programs PNL(|L| + 1): PNL(t) with the replacement of constraint l j ≤ x j ≤ u j by
Compute lower bounds LB(|L| + 1) and LB(|L| + 2) by solving the corresponding programs PNL(|L| + 1) and PNL(|L| + 2). If PNL(|L| + 1) (or PNL(|L| + 2)) is not feasible remove that node from the list L. Go to Step 1.
Computation of a Feasible Solution for the Model with Standard Values
The original objective of the hydraulics problem that we are dealing with in this paper is the determination of values for the decision variables from a range of previously known fixed commercial values. Indeed, each variable x k represents the interior piping diameter of the pipe k of the water distribution piping circuit (k = 1, 2, ..., n). So each x k must assume a value among a discrete range of standard values in order to minimize the installation global cost, that is, x k has to satisfy
with m i fixed, i = 1, 2, ..., l and by increasing order. In order to describe how to find a feasible solution for the original Concave Nonlinear Program with Standard Values (PNLSV), let x * = (x * k ) k = 1,2,..., n ∈ R n be the optimal solution of the program PNL, obtained by the branch-and-bound algorithm. For all k = 1, 2, ..., n, the functions
is an inequality ≤, rounding to the standard value x k immediately above to x * k does not destroy the feasibility of the solutions. So, a feasible solution for the program PNLSV may be computed by applying this updating procedure n times for each one of the variables x k .
Due to the monotonicity of the functions g k , this algorithm always finds a feasible solution to the PNLSV. It may possible to obtain a solution for PNLSV with a smaller value for the objective function by simply updating each variable x * k of the optimal solution of PNL concave program to the closest standard valuex k to x * k whenever f k (x k ) < f k (x k ). The updated solution y = (y k ) k = 1,2,..., n ∈ R n is then defined by
If this updated solution y = (y k ) is feasible to PNLSV, the process terminates. Otherwise, let
For each k ∈ K, let r be the index defined by
Then the solution y = (y k ) is updated by
where x r is the standard value immediately above to x * r . If this solution is feasible for the PNLSV then the procedure terminates. Otherwise update K by K = K − {r} and repeat the procedure until a feasible solution of PNLSV is at hand. It is obvious that a maximum of |K| steps are required to find a feasible solution to the PNLSV, where |K| is the number of elements of the initial set K.
The lower and upper bounds for the concave problem to be solved by the branch-andbound algorithm should be standard values. A simple choice for these bounds can be done as below.
Let 
Computational Experience
The experiments reported in this section have been performed using a PC with 700 Mhz Pentium III processor and 128 Mb RAM memory, running Linux 2.4.20. The branch-andbound algorithm has been implemented in GAMS environment and the active-set code MINOS [8] of GAMS collection has been used for processing both the nonlinear programs PNL(node) and PNL(node), which compute lower and upper bounds associated to each node respectively. Running times presented in this section are given in CPU seconds, excluding inputs and outputs. The results reported in this section are concerned with a case-study discussed in [10] , which is discussed below. On the other hand, design pipe lengths have been computed on the basis of the majoration factor 1.25 (which corresponds, therefore, to the percentage of majoration α = 25%), applied to the real pipe lengths. Besides the velocity bounds due to regulations, corresponding to the expressions (6) and (7), other additional bounds have been considered, recommended for several particular situations, as, for example, the bound proposed in [10] for an high comfort level in the interior of the pipes, corresponding to the expression (8).
(ii) Computational Results Table 1 from [11] illustrates the results of application of the traditionally sizing of a water piping system criteria to the example introduced in this section. The maximum admissible velocities criterion, which leads to the most economical solution, does not provide an adequate solution in the present case, due to insufficient head available, realizing that the residual pressure in the most unfavourable fixture (237.1 kP a) is lower than the minimum value required (250 kP a). As referred in section 1, the usual procedure for this situation consists in a new sizing on the basis of the maximum total admissible head loss, by computing a medium value for the unitary friction loss in the circuit, which allows the computation of the diameters in the various pipes, such that the solution is adequate for its purpose. In this example all boundary conditions are now satisfied but the overall cost of the circuit increases from 2610.00 to 2895.00 euros, which represents an increase of about 11%.
Residual pressure Circuit cost Sizing criterion in Ch (kP a) (euros)
Maximum admissible velocities criterion 237.1 (< 250) 2610.00
Maximum admissible total head loss criterion 256.4 2895.00 Table 1 : Sizing of the critical circuit by traditional criteria.
In order to apply the economic design criterion to this instance by the formulation pro-posed in section 2, it is necessary to know the constants As the installation of valves is only required in pipes H-I (corresponding to k = 8) and P-Q (which corresponds to k = 16), the local head losses associated to these valves may not to be discarded and we also have
Problem data are the following:
and for each pipe k = 1, 2, ..., 21,
The lengths L k and design flows Qc k are presented in the columns 3 and 4 of Consider the following set of standard values, corresponding to the range of applicable commercial diameters available in the market [10] Table 3 includes the results concerning the solution of the concave program PNL by the branch-and-bound algorithm. Since the global minimum of the concave program is not feasible for the initial problem (whose interior piping diameters must belong to the range of standard values), we have applied the procedure for finding a solution with standard values discussed in section 5. The solution found is presented in table 4 and corresponds to an economy in percentage terms of about 6% to the best solution computed through the traditional sizing criteria, which is, according to table 1, the maximum total admissible head loss. Furthermore, the need to adjust the diameters to the range of available commercial diameters has implied an increase of about 2% in the cost of the solution (increase from 2679.72 to 2726.08 euros).
The branch-and-bound algorithm has performed quite well for finding a global optimal solution for the concave program PNL. In fact, the number of iterations (that is, the number of times that the branching process was used) is relatively reduced for a problem with 21 variables. On the other hand, the execution time was smaller than 5 minutes of CPU, which is clearly acceptable for the computation of a global minimum to a concave nonlinear program.
Despite this case-study to be concerned with a relatively few extensive critical circuit, it has been possible to obtain an outstanding real economy in percentage terms near of 6%, through the use of the economic design criterion and of the proposed general formulation. In our opinion this new optimization model may have a large interest for large dimension systems with very extensive critical circuits, characteristics that we can find in special buildings such as hospitals, hotels, shopping centers and airports.
Conclusion
This paper describes the formulation and solution of an engineering optimization problem in hydraulics which is related with the application of a new water distribution piping economic design criterion. This problem has particular interest for networks with extensive critical circuits, concerning insufficient residual pressures or pressure fluctuations, normally associated with special buildings, such as hospitals, hotels, shopping centers and airports.
This criterion leads into a concave nonlinear program with some standard values to be satisfied. A branch-and-bound algorithm has been proposed to find a global minimum for the nonlinear concave program. A simple procedure to find a feasible solution satisfying these standard values has been introduced.
The model has proved quite interesting in a real-life application. We believe that the proposed model and methodology will become very useful on the solution of more complex hydraulics problems. This will certainly be a future topic of our research interests. 
