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FUTURE STABILITY OF THE FLRW FLUID SOLUTIONS IN THE PRESENCE
OF A POSITIVE COSMOLOGICAL CONSTANT
TODD A. OLIYNYK
Abstract. We introduce a new method for establishing the future non-linear stability of perturbations
of FLRW solutions to the Einstein-Euler equations with a positive cosmological constant and a linear
equation of state of the form p = Kρ. The method is based on a conformal transformation of the Einstein-
Euler equations that compactifies the time domain and can handle the equation of state parameter values
0 < K ≤ 1/3 in a uniform manner. It also determines the asymptotic behavior of the perturbed solutions
in the far future.
1. Introduction
The Einstein-Euler equations for an isentropic perfect fluid with a linear equation of state and a
positive cosmological constant are given by
G˜ij = T˜ ij − Λg˜ij (Λ > 0), (1.1)
∇˜iT˜ ij = 0, (1.2)
where G˜ij is the Einstein tensor of the metric
g˜ = g˜ijdx
idxj , (1.3)
Λ is the cosmological constant, and
T˜ ij = (ρ+ p)v˜iv˜j + pg˜ij (g˜ij v˜
iv˜j = −1)
is the perfect fluid stress energy tensors with the pressure determined by the equation of state
p = Kρ (K ≥ 0). (1.4)
On spacetimes of the form [T0,∞)×T3, the Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) solutions to
(1.1)-(1.2) represent a homogenous, fluid filled universe that is undergoing accelerated expansion. In [12],
the future non-linear stability of these solutions under the condition 0 < K < 1/3 and the assumption of
zero fluid vorticity was established by Rodnianski and Speck using techniques developed by Ringstro¨m
in [11]. Subsequently, it has been shown [7, 8, 13] that this future non-linear stability result remains true
for fluids with non-zero vorticity and also for the equation of state parameter values K = 0 and K = 1/3,
which correspond to dust and pure radiation, respectively. It is worth noting that the stability result
for K = 1/3 established in [8] relies on Friedrich’s conformal method [5, 6], which is completely different
from the techniques used in [7, 12, 13] for the parameter values 0 ≤ K < 1/3.
In this article, we introduce a new method for establishing the future non-linear stability of FLRW
solutions to (1.1)-(1.2). The advantage of our method is threefold: (i) it leads to a relatively compact
stability proof, (ii) the parameter values 0 < K ≤ 1/3 can be handled in a uniform manner, and (iii)
it relies on a conformal transformation that compactifies the time domain to a finite interval, which we
expect will be useful for numerical simulating solutions globally to the future. A further advantage of
our method is that it can be easily adapted to handle the case K = 0; we will present the details in a
separate article.
Our approach to solving the Einstein-Euler equations (1.1)-(1.2) shares much in common with the
methods employed in [11, 12, 13] in that it is based on a particular choice of wave gauge that brings
the Einstein-Euler system into a form that is suitable for analyzing behaviour in the far future via
energy estimates. We remark that, for us, a suitable form means a symmetric hyperbolic system of the
type analyzed in Appendix B. The key difference between our approach and [11, 12, 13] is that we do
not analyze the physical spacetime metric directly, but instead use a conformal metric as our primary
gravitational variable. It is worth noting that our method does not rely on the conformal field equations
of Friedrich [5, 6].
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In order to describe our approach, we first must fix our notation. The spacetimes that we consider
are of the form M = (0, 1] × T3. We use (xI), (I = 1, 2, 3), to denote (spatial) periodic coordinates on
T3, and t = x0 to denote a time coordinate on the interval (0, 1] where the future lies in the direction
of decreasing t. Unless stated otherwise, we use lower case Latin letters, i.e. i, j, k, to index spacetime
coordinate indices that run from 0 to 3 while upper case Latin letters, i.e. I, J,K, will index spatial
coordinate indices that run from 1 to 3. Partial derivatives with respect to the coordinates (xi) will be
denoted by ∂i = ∂/∂x
i. The fluid-four velocity v˜i is assumed to be future oriented, which is equivalent
to the condition
v˜0 < 0. (1.5)
As indicated above, we do not work with the spacetime metric (1.3) directly, but instead use the
conformally transformed metric
gij = e
−2Φg˜ij . (1.6)
As has been demonstrated previously in [5, 6], a key technical advantage of the conformal approach is
that it turns global existence problems into local ones via the compactification of spacetime. In our
setting, this amounts to us being able to obtain solutions globally to the future by solving the conformal
Einstein-Euler equations on a finite time interval. An additional benefit of the conformal approach is that
it allows us to account for the leading order effects of accelerated expansion through a judicious choice
of the conformal factor.
Under the conformal transformation (1.6), the Einstein equations (1.1) transform as
Gij = T ij := e4ΦT˜ ij − e2ΦΛgij + 2(∇i∇jΦ−∇iΦ∇jΦ)− (2✷Φ+ |∇Φ|2g)gij ,
or equivalently
− 2Rij = −4∇i∇jΦ+ 4∇iΦ∇jΦ− 2
[
✷Φ+ 2|∇Φ|2 +
(
1−K
2
ρ+Λ
)
e2Φ
]
gij − 2e2Φ(1 +K)ρvivj , (1.7)
where we employ the notation ✷ = gij∇i∇j and |∇Φ|2 = gij∇iΦ∇jΦ and we have introduced the
conformal fluid four-velocity
vi = eΦv˜i.
We note that the four-velocity future orientation condition (1.5) is equivalent to
v0 > 0
where v0 = g0jv
j . Unless otherwise specified, we raise and lower all coordinate tensor indices using the
conformal metric gij and its inverse g
ij as appropriate.
Letting Γ˜kij and Γ
k
ij denote the Christoffel symbols of the metrics g˜ij and gij , respectively, the difference
Γ˜kij − Γkij is readily calculated to be
Γ˜kij − Γkij = gkl
(
gil∇jΦ + gjl∇iΦ− gij∇lΦ
)
.
Using this, we can express the Euler equations (1.2) as
∇iT˜ ij = −6T˜ ij∇iΦ + glmT˜ lmgij∇iΦ. (1.8)
The wave gauge we employ is defined by the vanishing of the vector field
Zk = Xk + Y k (1.9)
where
Xk := gijΓkij = −∂igki + 12gklgij∂lgij ,
Y k = −2∇kΦ + µδk0 ,
and µ is to be specified.
For the conformal factor, we choose
Φ = − ln(t) (1.10)
while for µ, we choose
µ =
2Λ
3t
.
With these choices the vector field (1.9) becomes
Zk = Xk +
2
t
(
gk0 +
Λ
3
δk0
)
. (1.11)
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Remark 1.1. Since we want the conformal factor e2Φ to become unbounded towards the future to account
for accelerated expansion, the choice (1.10) for our conformal factor explains our choice of time orientation
on the interval (0, 1] and shows that future timelike infinity is located at t = 0.
For use below, we introduce the background Minkowski metric
ηij = −Λ
3
δi0δ
j
0 + δ
i
Iδ
j
Jδ
IJ ,
the densitized three-metric
gIJ = det(gˇKL)
1
3 gIJ (1.12)
where
(gˇIJ) = (g
IJ)−1,
and the variable
q = g00 − η00 − Λ
9
ln
(
det(gPQ)
)
. (1.13)
Remark 1.2. While our choices for the coordinates and conformal factor are ultimately justified by the
fact that they work, motivation for these choices can be seen by observing that
(gij ,Φ) = (ηij ,− ln(t))
is an exact solution to the vacuum conformal Einstein equations, i.e. (1.7) with ρ = 0, that is a member
of the FLRW family of solutions and locally conformal to de Sitter space.
With our notation and conventions fixed, we are now able to state our future non-linear stability result
in the following theorem, which is the main result of this article. The proof is given in Section 3.
Theorem 1.3. Suppose Λ > 0, ǫ > 0, 0 < K ≤ 1/3, k ∈ Z≥3, gij0 ∈ Hk+1(T3), gij1 , ρ0, v0I ∈ Hk(T3),
ρ0(x) > 0 for all x ∈ T3, and that the quadruple(
gij , ∂tg
ij , ρ, vI
)∣∣
t=1
=
(
gij0 , g
ij
1 , ρ0, v
0
I
)
(1.14)
satisfies the constraint equations
(Gi0 − T i0)|t=1 = 0, and Zk|t=1 = 0. (1.15)
Then there exists a δ > 0, such that if
‖gij0 − ηij‖Hk+1 + ‖gij1 ‖Hk + ‖ρ0‖Hk + ‖vI‖Hk < δ, (1.16)
then there exists a classical solution gij ∈ C2((0, 1]×T3), ρ, vI ∈ C1((0, 1]×T3) to the conformal Einstein-
Euler equations given by (1.7) and (1.8) that satisfies the initial conditions (1.14), the gauge condition
Zk = 0 in (0, 1]× T3, the regularity conditions
gij ∈ C0((0, 1], Hk+1(T3)) ∩ C0([0, 1], Hk(T3)) ∩ C1((0, 1], Hk(T3))∩C1([0, 1], Hk−1(T3))
and
ρ, vI ∈ C0
(
(0, 1], Hk(T3)
) ∩C0([0, 1], Hk−1(T3)),
and the bounds
Λ
6
≤ −g00(t, x) ≤ 2Λ
3
,
3
2Λ
≤ −g00(t, x) ≤ 6
Λ
,
1
2
δIJ ≤ gIJ(t, x) ≤ 3
2
δIJ ,
and √
3
2Λ
≤ v0(t, x) ≤
√
6
Λ
for all (t, x) ∈ (0, 1]× T3.
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Moreover, there exist σ, γj ∈ Hk−1(T3) with σ(x) > 0 for all x ∈ T3, such that the solution satisfies
‖g0j(t)− (η0j + tγj)‖Hk−1 . t2−ǫ, (1.17)
‖∂tg0j(t)− 2t−1(g0j(t)− η0j) + γj‖Hk−1 . t, (1.18)
‖∂tg0j(t)− t−1(g0j(t)− η0j)‖Hk−1 + ‖∂Ig0j(t)‖Hk−1 . t1−ǫ, (1.19)
‖q(t)− q(0)‖Hk + ‖∂tq(t)‖Hk−1 . t, (1.20)
‖gIJ(t)− gIJ(0)‖Hk + ‖∂tgIJ (t)‖Hk−1 . t, (1.21)
‖t−3(1+K)ρ(t)− σ‖Hk−1 . t+ t
2(1−3K)
(1+ǫ) , (1.22)
and
‖vI(t)− vI(0)‖Hk−1 . t
1−3K
(1+ǫ) (1.23)
for all t ∈ [0, 1], where vI(0) = 0 if K 6= 1/3.
We conclude with a few remarks:
(i) For any specified δ > 0, an open set of initial data satisfying the constraint equations (1.15) and
the condition (1.16) can be constructed using a variation of the method employed in [9, §3].
(ii) The FLRW family of solutions correspond to the solutions obtained from initial data (1.14) of the
form (
gij0 , g
ij
1 , ρ0, v
0
I
)
=
(−a0δi0δj0 + b0δiIδjJδIJ ,−a1δi0δj0 + b1δiIδjJδIJ , c, 0)
where the constants a0, b0, c ∈ R>0 and a1, b1 ∈ R are chosen so that the constraint equations (1.15)
are satisfied.
(iii) More detailed behaviour of the solution near t = 0 can be obtained by using the estimates (1.17)-
(1.23) from Theorem 1.3 together with another application of Theorem B.1 from Appendix B.
(iv) As discussed in Section 1.3 of [12], it should be possible using Ringstro¨m’s patching argument from
[11] to generalize the stability result contained in Theorem 1.3 to other spatial topologies.
2. The reduced conformal Einstein-Euler equations
As discussed briefly in the introduction, our proof of Theorem 1.3 relies on expressing the conformal
Einstein-Euler equations, given by (1.7) and (1.8), as a symmetric hyperbolic system of the type analyzed
in Appendix B. We achieve this through the use of a wave gauge defined by the vanishing of the vector
field (1.9) in conjunction with a suitable transformation of the field variables. We present the details of
this procedure in Sections 2.1 and 2.2.
2.1. The reduced conformal Einstein equations. Following H. Friedrich’s [4] generalization of the
gauge reduction method of Y.Choquet-Bruhat [2, Ch. VI, §8] that, crucially, allows for gauge source
functions, we replace the Einstein equations (1.7) by the gauge reduced version:
−2Rij + 2∇(iZj)+AijkZk = −4∇i∇jΦ + 4∇iΦ∇jΦ
− 2
[
✷Φ+ 2|∇Φ|2 +
(
1−K
2
ρ+ Λ
)
e2Φ
]
gij − 2(1 +K)e2Φρvivj
where
Aijk = −X(iδj)k + Y (iδj)k .
We will refer to these equations as the reduced conformal Einstein equations.
Since the gauge condition Zk = 0 propagates, we can, with out loss of generality, assume that it holds,
or equivalently that
Xk = −Y k,
which, in turn, implies that
∇i∇it = Y 0 = 2
t
(
g00 +
Λ
3
)
. (2.1)
A straightforward calculation using (1.10), (1.11), (2.1) and the identity
∇(iχj) = −1
2
∂tg
ij (χj = δj0)
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then shows that reduced Einstein equations are equivalent to
−2Rij + 2∇(iXj) −X iXj = 2Λ
3t
∂tg
ij − 4Λ
3t2
(
g00 +
Λ
3
)
δi0δ
j
0 −
4Λ
3t2
g0Kδ
(i
0 δ
j)
K
− 2
t2
gij
(
g00 +
Λ
3
)
− (1−K) ρ
t2
gij − 2(1 +K) ρ
t2
vivj ,
(2.2)
which we note can be expressed as
−gkl∂k∂lgij −Qij(g, ∂g) = 2Λ
3t
∂tg
ij − 4Λ
3t2
(
g00 +
Λ
3
)
δi0δ
j
0 −
4Λ
3t2
g0Kδ
(i
0 δ
j)
K
− 2
t2
gij
(
g00 +
Λ
3
)
− (1 −K) ρ
t2
gij − 2(1 +K) ρ
t2
vivj (2.3)
where the Qij are quadratic in ∂g = (∂kg
ij) and analytic in g = (gij) on the region defined by det(gij) < 0.
The first step in transforming (2.3) into the desired form involves parameterizing the three-metric gIJ
using densitized spatial metric (1.12) and the determinant variable (1.13). Using the identities
−gkl∂k∂l
(
gIJ
)
= det(gˇPQ)
1
3LIJLM
(−glk∂l∂kgLM)− gkl∂k(det(gˇPQ) 13LIJLM)∂lgLM
and
∂tg
IJ = det(gˇPQ)
1
3LIJLM∂tgLM ,
where
LIJLM = δILδJM − 13 gˇLMgIJ ,
we see from (2.3) that gIJ and q satisfy
− gkl∂k∂lgIJ − Q˜IJ (g, ∂g) = 2Λ
3t
∂tg
IJ − 2(1 +K) det(gˇPQ) 13LIJLM
ρ
t2
vLvM (2.4)
and
−gkl∂k∂lq−Q˜(g, ∂g) = 2Λ
3t
∂tq−2
(
g00 + Λ3
t
)2
+(1−K)
(
Λ
3
−g00
)
ρ
t2
+2(1+K)
(
2Λ
9
gˇIJv
IvJ−v0v0
)
ρ
t2
,
(2.5)
respectively, where Q˜IJ and Q˜ are quadratic in ∂g = (∂kg
ij) and analytic in g = (gij) on the region
defined by det(gIJ) > 0 and g00 < 0.
We proceed by writing the wave equations (2.3) (i = 0), (2.4) and (2.5) in first order form using the
following definitions:
u0j =
g0j − η0j
2t
, (2.6)
u
0j
0 = ∂tg
0j − 3(g
0j − η0j)
2t
, (2.7)
u
0j
I = ∂Ig
0j, (2.8)
uIJ = gIJ − δIJ , (2.9)
uIJk = ∂kg
IJ , (2.10)
u = q, (2.11)
and
uk = ∂kq. (2.12)
In terms of theses first order variables, it is not difficult to verify that the wave equations (2.3) (i = 0),
(2.4), and (2.5) are equivalent to the following systems of symmetric hyperbolic equations:
Ak∂k

u0l0u0lJ
u0l

 = 1
t
AP

u0l0u0lJ
u0l

+ F, (2.13)
Ak∂k

uLM0uLMJ
uLM

 = −2g00
t
Π

uLM0uLMJ
uLM

+ F, (2.14)
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and
Ak∂k

u0uJ
u

 = −2g00
t
Π

u0uJ
u

+ f (2.15)
where
A0 =

−g00 0 00 gIJ 0
0 0 −g00

 , (2.16)
AK =

−2g0K −gJK 0−gIK 0 0
0 0 0

 , (2.17)
P =

 12 0 120 δJK 0
1
2 0
1
2

 , (2.18)
A =

−g00 0 00 32gIK 0
0 0 −g00

 , (2.19)
Π =

1 0 00 0 0
0 0 0

 , (2.20)
F =

Q0l + 4u00(u0l0 + u0l)− 8u00u0l + 6u0Iu0lI − (1−K) ρt2 g0l − 2(1 +K) ρt2 v0vl0
0

 , (2.21)
F =

Q˜LM + 4u00uLM0 − 2(1 +K) det(gˇPQ)
1
3LLMRS ρt2 vRvS
0
−g00uLM0

 , (2.22)
and
f =

Q˜+ 4u
00u0 − 8(u00)2 + (1 −K)
(
Λ
3 − g00
)
ρ
t2 + 2(1 +K)
(
2Λ
9 gˇRSv
RvS − v0v0
)
ρ
t2
0
−g00uLM0

 . (2.23)
It is important to note that the term ρt2 that appears in (2.21)-(2.23) is not a singular term. This is
because we can bound the density variable ζ defined by (2.25) in the following section. Expressing ρt2 in
terms of ζ, it is clear that this term is regular.
Another important point is that the first order variables (2.6)-(2.12) are completely equivalent for
t > 0 to the metric gij and its first derivatives ∂kg
ij . Consequently, we lose nothing by parameterizing
the gravitational field in this fashion, and gain by having transformed the reduced conformal equations
into a symmetric hyperbolic system of the form1 considered in Appendix B.
2.2. The conformal Euler equations. For the conformal Euler equations (1.8), we use the formulation
from [10, §2.2]; see, in particular, equation (2.55) of that article. In this formulation, given the conformal
factor (1.10) and the linear equation of state (1.4), the conformal Euler equations (1.8) are from the
computations presented in [10, §2.2] readily seen to be given by
Bk∂k
(
ζ
vJ
)
=
1
t
Bπ
(
ζ
vJ
)
−H (2.24)
1To be precise, we still need to make the trivial coordinate transformation t 7→ −t to obtain the form considered in
Appendix B.
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where
ρ = t3(1+K)ρce
(1+K)ζ, ρc ∈ R>0, (2.25)
v0 = v0(g
kl, vL) :=
−g0IvI −
√
(g0IvI)2 − g00(gIJvIvJ + 1)
g00
, (2.26)
vi = vi(gkl, vL) := g
iJvJ + g
i0v0(g
kl, vL), (2.27)
V IJ :=
∂vI
∂vJ
= gIJ − gI0 v
J
v0
, (2.28)
B = −1
v0
(
1 0
0 1−3Kv0 V
JI
)
, (2.29)
π =
(
0 0
0 δJI
)
, (2.30)
LkI = δ
k
J −
vJ
v0
δk0 , (2.31)
MIJ = gIJ − vI
v0
g0J − vJ
v0
gI0 +
g00
(v0)2
vIvJ , (2.32)
B0 =
(
K Kv0L
0
MV
MJ
K
v0 V
LIL0L V
LIMLMV
MJ
)
, (2.33)
BK =
1
v0
(
KvK KLKMV
MJ
KV LILKL V
LIMLMV
MJvK
)
, (2.34)
and
H = − 1
v0
(
−KLkLΓLklvl −KLkL ∂v
L
∂glm
∂kg
lm
−vLIMLMvkΓMkl vl − V LIMLMvk ∂v
L
∂glm
∂kg
lm
)
. (2.35)
3. Proof of Theorem 1.3
We begin by fixing Λ > 0, k ∈ Z≥3, K ∈ (0, 1/3], ǫ > 0 and R > 0. Assuming g00 < 0, g00 < 0 and
det(gIJ ) > 0, we then observe that the relations
PA0P ≤ PAP and ΠA0Π = 1
2
(−2g00Π) (3.1)
follow directly from (2.16), (2.18) and (2.20).
Next, setting
A0 =

A0 0 00 A0 0
0 0 A0

 ,
A =

A 0 00 −2g001I 0
0 0 −2g001I

 ,
P =

P 0 00 Π 0
0 0 Π

 ,
and
u =
(
u0l, u0lJ , u
0l, uLM0 , u
LM
J , u
LM , u0, uJ , u
)tr
,
a straightforward calculation shows that
[A0,P] = [A,P] = 0, (3.2)
while we see from (2.16) that
A0 = A0(t, tu,P⊥u). (3.3)
Using (3.2) and (3.3), we compute
DuA
0 · (A0)−1APu = t[D2A0(t, tu,P⊥u) · (A0)−1APu] (P⊥ := 1I − P). (3.4)
Next, it is clear from (2.29) and (2.30) that
[B, π] = 0, (3.5)
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and that
πB = 0, if K = 1/3. (3.6)
Setting
ξ = (u, ζ, vJ ),
and evaluating B0 and B at ξ = 0, we find that
B0|ξ=0 =
(
K 0
0 δIJ
)
and B|ξ=0 =
(√
3
Λ 0
0 1− 3K
)
.
From these expressions, it is clear that
πB0|ξ=0π = 1
1− 3KπB|ξ=0 = (δ
IJ ), if K ∈ (0, 1/3). (3.7)
We also observe from (2.33) that
π⊥B0(t, ξ)π⊥ = K (π⊥ := 1I − π),
which, in turn, implies after differentiating that
π⊥
[
DξB
0(t, ξ) · δξ]π⊥ = 0 (3.8)
for all (t, ξ) in the domain of definition of B0 and all variations δξ.
From the evolution equations (2.13), (2.14), (2.15), and (2.24), the relations (3.1), (3.2), (3.4), (3.5),
(3.6), (3.7), and (3.8), and Remark B.2, it is clear after performing the trivial time-coordinate transfor-
mation t 7→ −t that ξ satisfies a symmetric hyperbolic system of the type to which we can apply Theorem
B.1 from Appendix B. Doing so guarantees the existence of a δ > 0 such that if
(gij , ∂tg
ij , ζ, vJ )
∣∣
t=1
= (gij0 , ∂tg
ij
0 , ζ0, v
0
J)
∣∣
t=1
∈ Hk+1(T3)×Hk(T3)×Hk(T3)×Hk(T3) (3.9)
and
ρc ∈ R>0
is chosen so that ρc and the corresponding initial data ξ|t=1 = ξ0, which can be computed via the formulas
(1.12), (1.13), (2.6)-(2.12) and (2.25), are bounded by
‖ξ0‖Hk + ρc ≤ δ,
then there exists a map
ξ ∈ C1((0, 1]× T3]) ∩ C0((0, 1], Hk(T3)) ∩ C0([0, 1], Hk−1(T3))
such that
‖ξ‖L∞([0,1],Hk) ≤ R,
ξ is the unique classical solution to (2.13), (2.14), (2.15) and (2.24) on (0, 1] × T3 that agrees with
the initial data at t = 1, i.e. ξ|t=1 = ξ0, the metric gij and conformal four-velocity component v0, as
determined by the formulas (1.12), (1.13), (2.6), (2.9), (2.11) and (2.26), satisfy
Λ
6
≤ −g00(t, x) ≤ 2Λ
3
,
3
2Λ
≤ −g00(t, x) ≤ 6
Λ
,
1
2
δIJ ≤ gIJ(t, x) ≤ 3
2
δIJ ,
and √
3
2Λ
≤ v0(t, x) ≤
√
6
Λ
for all (t, x) ∈ (0, 1]×T3. Moreover, for given ǫ > 0, it follows, by choosing R > 0 small enough, that the
components of ξ satisfy:
‖u0j0 (t)− u0j(t) + 2u0j(0)‖Hk−1 . t, (3.10)
‖u0j0 (t) + u0j(t)‖Hk−1 + ‖u0jI ‖Hk−1 . t1−ǫ, (3.11)
‖uIJ(t)− uIJ (0)‖Hk−1 + ‖uIJK (t)− uIJK (0)‖Hk−1 + ‖uIJ0 (t)‖Hk−1 . t, (3.12)
‖u(t)− u(0)‖Hk−1 + ‖uI(t)− uI(0)‖Hk−1 + ‖∂tu(t)‖Hk−1 . t, (3.13)
‖ζ(t)− ζ(0)‖Hk−1 . t+ t
2(1−3K)
(1+ǫ) , (3.14)
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and
‖vI(t)− vI(0)‖Hk−1 . t
1−3K
(1+ǫ) (3.15)
for 0 ≤ t ≤ 1, where
vI(0) = 0 if K ∈ (0, 1/3).
Using (3.10)-(3.15), it follows directly from the formulas (1.12), (1.13), (2.6)-(2.12), and (2.25) that the
metric and fluid density satisfy:
‖g0j(t)− (η0j + tγj)‖Hk−1 . t2−ǫ,
‖∂tg0j(t)− 2t−1(g0j(t)− η0j) + γj‖Hk−1 . t,
‖∂tg0j(t)− t−1(g0j(t)− η0j)‖Hk−1 + ‖∂Ig0j‖Hk−1 . t1−ǫ,
‖q(t)− q(0)‖Hk + ‖∂tq(t)‖Hk−1 . t,
‖gIJ(t)− gIJ(0)‖Hk + ‖∂tgIJ(t)‖Hk−1 . t,
and
‖t−3(1+K)ρ(t)− σ‖Hk−1 . t+ t
2(1−3K)
(1+ǫ) ,
where σ, γj ∈ Hk−1(T3), and σ(x) > 0 for all x ∈ T3.
Since ξ satisfies (2.13), (2.14), (2.15) and (2.24) on (0, 1] × T3, it is clear from the results of Section
2.1 that the triple
(
gij , ρ = t3(1+K)ρce
(1+K)ζ, vI
)
determined by ξ solves the reduced conformal Einstein-
Euler equations given by (1.8) and (2.2) on (0, 1]× T3. This fact together with the assumption that the
initial data (3.9) satisfies the constraint equations (1.15) allows us to conclude via the Proposition on pg.
540 of [4] that the triple
(
gij , ρ = t3(1+K)ρce
(1+K)ζ, vI
)
also satisfies the full conformal Einstein-Euler
equations, given by (1.7) and (1.8), and the gauge condition Zk = 0 on (0, 1]× T3. This completes the
proof of Theorem 1.3.
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Appendix A. Calculus inequalities
In this appendix, we collect, for the convenience of the reader, a number of calculus inequalities that
we employ throughout this article. The proof of the following inequalities are well known and may be
found, for example, in the books [1], [3] and [14]. Before stating theses calculus inequalities, we first fix
our notation and introduced a few definitions that will be needed in this appendix and the following one:
Coordinates, indexing and derivatives: Lower case Latin indices, e.g. i, j, k, will run from 0 to n,
while upper case Latin indices, e.g. I, J,K, will run from 1 to n. We use x = (xI) to denote the standard
periodic coordinates on the n-Torus Tn and x0 = t to denote the time coordinate on intervals of the form
[T0, T1) where T0 < T1 ≤ 0. Furthermore, we use lower case Greek letters to denote multi-indices, e.g.
α = (α1, α2, . . . , αn) ∈ Zn≥0, and employ the standard notation Dα = ∂α11 ∂α22 · · · ∂αnn for spatial partial
derivatives.
Inner-products and matrix inequalities: We employ the notation
(ξ|ζ) = ξT ζ, ξ, ζ ∈ RN ,
for the Euclidean inner-product on RN , and we denote the L2 inner-product on Tn by
〈u|v〉 =
∫
Tn
(u(x)|v(x)) dnx.
For matrices A,B ∈ MN×N , we define
A ≤ B ⇐⇒ (ξ|Aξ) ≤ (ξ|Bξ), ∀ ξ ∈ RN .
Constants and inequalities: We use that standard notation
a . b
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for inequalities of the form
a ≤ Cb
in situations where the precise value or dependence on other quantities of the constant C is not required.
On the other hand, when the dependence of the constant on other inequalities needs to be specified, for
example if the constant depends on the norm ‖u‖L∞, we use the notation
C = C(‖u‖L∞).
Constants of this type will always be non-negative, non-decreasing, continuous functions of their argu-
ments.
With the preliminaries out of the way, we now state the calculus inequalities:
Theorem A.1. [Ho¨lder’s inequality] If 0 < p, q, r ≤ ∞ satisfy 1/p+ 1/q = 1/r, then
‖uv‖Lr ≤ ‖u‖Lp‖v‖Lq
for all u ∈ Lp(Tn) and v ∈ Lq(Tn).
Theorem A.2. [Sobolev’s inequality] Suppose 1 ≤ p <∞ and s ∈ Z>n/p. Then
‖u‖L∞ . ‖u‖W s,p
for all u ∈ W s,p(Tn).
Theorem A.3. [Product and commutator estimates]
(i) Suppose 1 ≤ p1, p2, q1, q2 ≤ ∞, s = |α| ∈ Z≥1, and
1
p1
+
1
p2
=
1
q1
+
1
q2
=
1
r
.
Then2
‖Dα(uv)‖Lr . ‖Dsu‖Lp1‖v‖Lq1 + ‖u‖Lp2‖Dsv‖Lq2
and
‖Dα(uv)− uDαv‖Lr . ‖Du‖Lp1‖v‖W s−1,q1 + ‖Du‖W s−1,p2‖v‖Lq2
for all u, v ∈ C∞(Tn).
(ii) If s1, s2, s3 ∈ Z≥0, s1, s2 ≥ s3, 1 ≤ p ≤ ∞, and s1 + s2 − s3 > n/p, then
‖uv‖W s3,p . ‖u‖W s1,p‖v‖W s2,p
for all u ∈W s1,p(Tn) and v ∈ W s2,p(Tn).
Theorem A.4. [Moser’s estimates] Suppose s ∈ Z≥1, 1 ≤ p ≤ ∞, |α| ≤ s, f ∈ Cs(R), f(0) = 0, and V
is open and bounded in R. Then
‖Dαf(u)‖Lp ≤ C
(‖f‖Cs(V ))(1 + ‖u‖s−1L∞ )‖u‖W s,p
for all u ∈ C0(Tn) ∩ L∞(Tn) ∩W s,p(Tn) with u(x) ∈ V for all x ∈ Tn.
Lemma A.5. [Ehrling’s lemma] Suppose 1 ≤ p < ∞, s0, s, s1 ∈ Z≥0, and s0 < s < s1. Then for any
ǫ > 0 there exists a constant C = C(ǫ) such that
‖u‖W s,p ≤ ǫ‖u‖W s1,p + C(ǫ)‖u‖W s0,p
for all u ∈ W s1,p(Tn).
2Here, we are using the standard notation ‖Dsu‖p
Lp
=
∑
|α|=s ‖D
αu‖p
Lp
.
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Appendix B. Symmetric hyperbolic systems
In this appendix, we analyze the initial value problem for symmetric hyperbolic systems of the form:
Bi∂iu =
1
t
BPu+H +G in [T0, T1)× Tn, (B.1)
u = u0 in {T0} × Tn, (B.2)
where
(i) T0 < T1 ≤ 0,
(ii) P is a constant, symmetric projection operator, i.e. P2 = P, PT = P and ∂iP = 0,
(iii) v = v(t, x) is a RM -valued map, u = u(t, x), G(t, x) and H = H(t, x, v, u) are RN -valued maps,
H ∈ C0([T0, 0], C∞(Tn × RM × RN )) and satisfies H(t, x, v, 0) = 0,
(iv) Bi = Bi(t, x, v, u), and B = B(t, x, v, u) are MN×N -valued maps, and BI ,B ∈ C0
(
[T0, 0], C
∞(Tn ×
RM × RN )), B0 ∈ C1([T0, 0], C∞(Tn × RM × RN )) and they satisfy
(Bi)T = Bi and [P,B] = 0,
(v) there exists constants κ, γ1, γ2 > 0 such that
1
γ1
1I ≤ B0(t, x, v, u) ≤ 1
κ
B(t, x, v, u) ≤ γ21I (B.3)
for all (t, x, v, u) ∈ [T0, 0]× Tn × RM × RN ,
(vi)
P⊥B0(t, x, v,P⊥u)P = PB0(t, x, v,P⊥u)P⊥ = 0 (B.4)
for all (t, x, v, u) ∈ [T0, 0]× Tn × RM × RN where
P⊥ = 1I − P
is the complementary projection operator,3
(vii) and there exists constants θ, β1, β2, β3, β4 ≥ 0 and ω > 0 such that∣∣P⊥[DuB0(t, x, v, u) · (B0(t, x, v, u))−1B(t, x, v, u)Pu]P⊥∣∣op ≤ |t|θ + 2β1ω + |P⊥u|2 |Pu|2, (B.5)∣∣P⊥[DuB0(t, x, v, u) · (B0(t, x, v, u))−1B(t, x, v, u)Pu]P∣∣op ≤ |t|θ + 2β2√ω + |P⊥u|2 |Pu|, (B.6)∣∣P[DuB0(t, x, v, u) · (B0(t, x, v, u))−1B(t, x, v, u)Pu]P⊥∣∣op ≤ |t|θ + 2β3√ω + |P⊥u|2 |Pu|, (B.7)
and ∣∣P[DuB0(t, x, v, u) · (B0(t, x, v, u))−1B(t, x, v, u)Pu]P∣∣op ≤ |t|θ + β4 (B.8)
for all (t, x, v, u) ∈ [T0, 0]× Tn × RM × RN .
Before proceeding, we make some observations. First, we note that the bound (B.3) implies that B0
and B are invertible and satisfy the matrix operator bounds
|(B0(t, x, v, u))−1|op ≤ γ1 and |B(t, x, v, u)−1|op ≤ γ1
κ
for all (t, x, v, u) ∈ [T0, 0] × Tn × RM × RN . Second, a straightforward computation shows that the
condition (B.4) is equivalent to
PB0(t, x, v,P⊥u)−1P⊥ = P⊥B0(t, x, v,P⊥u)−1P = 0 (B.9)
for all (t, x, u) ∈ [T0, 0]×Tn ×RN . We also note that it follows immediately from the bounds (B.3) that
there exists constants κ˜, γ˜1, γ˜2 > 0, where γ˜1 ≤ γ1, κ ≤ κ˜ and γ˜2 ≤ γ2, such that
1
γ˜1
P ≤ PB0(t, x, v, u)P ≤ 1
κ˜
PB(t, x, v, u)P ≤ γ˜2P (B.10)
for all (t, x, v, u) ∈ [T0, 0]× Tn × RM × RN .
3In other words, P⊥B0(t, x, v, u)P = P⊥[B˜0(t, x, v, u) · Pu]P and PB0(t, x, v, u)P⊥ = P[Bˆ0(t, x, v, u) · Pu]P for matrix-
valued maps B˜0(t, x, v, u) and Bˆ0(t, x, v, u) with the same regularity as B0(t, x, v, u).
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Theorem B.1. Suppose k ∈ Z>n/2+1, u0 ∈ Hk(Tn), v,G ∈ C0
(
[T0, 0], H
k(Tn)
)
, assumptions (i)-(vii)
are fulfilled, and the constants {β, κ˜, γ˜1} satisfy 0 ≤ βγ˜1 < κ˜ where β =
∑4
i=1 β4. Then there exists a
T∗ ∈ (T0, 0), and a unique classical solution u ∈ C1([T0, T∗) × Tn) that satisfies u ∈ C0([T0, T∗), Hk) ∩
C1([T0, T∗), H
k−1), the energy estimate
‖u(t)‖2Hk + ‖G‖2L∞([T0,0),Hk) −
∫ t
T0
1
τ
‖Pu(τ)‖2Hk ≤ CeC(t−T0)
(
‖u(T0)‖2Hk + ‖G‖2L∞([T0,0),Hk)
)
for T0 ≤ t < T∗ where
C = C
(‖u‖L∞([T0,T∗),Hk), ‖v‖L∞([T0,0),Hk), ‖G‖2L∞([T0,0),Hk), ‖∂tv‖L∞([T0,0),Hk−1), θ, γ1, γ2, κ˜, β, ω),
and can be uniquely continued to a larger time interval [T0, T
∗) for some T ∗ ∈ (T∗, 0) provided that
‖u‖L∞([T0,T∗),W 1,∞) <∞.
Moreover, for any R > 0, there exists a
δ = δ
(
R, ‖v‖L∞([T0,0),Hk), ‖∂tv‖L∞([T0,0),Hk−1), θ, γ1, γ2, β, κ˜, ω
)
> 0
such that if ‖u0‖Hk + ‖G‖L∞([T0,0),Hk) ≤ δ, then the solution u(t, x) exists on the time interval [T0, 0)
and can be uniquely extended to [T0, 0] as an element of C
0([T0, 0], H
k−1) satisfying
‖u‖L∞([T0,0],W 1,∞) ≤ R,
and
‖Pu(t)‖Hk−1 .
{
−t if κ˜− β4γ˜1 > 1
(−t)κ˜−β4γ˜1−σ if 0 < σ < κ˜− β4γ˜1 ≤ 1
,
‖P⊥u(t)− P⊥u(0)‖Hk−1 .
{
−t if κ˜− β4γ˜1 > 1 or [B0,P] = 0
−t+ (−t)2(κ˜−β4γ˜1−σ) if 0 < σ < κ˜− β4γ˜1 ≤ 1
,
for T0 ≤ t ≤ 0.
Proof. First, the existence, uniqueness and continuation statements follow from standard results; for
example, see [14, Ch.16 §1]. Therefore given a solution u = u(t, x) defined on the time interval [T0, T∗),
T∗ ∈ (T0, 1), to (B.1)-(B.2), we act on (B.1) on the left by DαB−1 to obtain
B0∂tD
αu+BI∂ID
αu =
1
t
BDαPu− B[Dα,B−1B0]∂tu− B[Dα,B−1BI ]∂Iu+ BDα(B−1(H +G)).
Using (B.1), we can write this as
B0∂tD
αu+BI∂ID
αu =
1
t
[
BDαPu− B[Dα,B−1B0](B0)−1BPu
]
+ B[Dα,B−1B0](B0)−1BI∂Iu
− B[Dα,B−1B0](B0)−1(H +G)− B[Dα,B−1BI ]∂Iu+ BDα(B−1(H +G)). (B.11)
As far as energy estimates are concerned, the only potential problematic term is the one with the coefficient
1
t that becomes singular in the limit tր 0. Since the rest of the terms can be estimated using well known
techniques, again see [14, Ch.16 §1], we will only estimate this potentially singular term in any detail.
Setting α = 0 in (B.11), we obtain, in the usual fashion for symmetric hyperbolic systems, the energy
estimate
1
2
∂t〈u|B0u〉 = 1
t
〈u|BPu〉+ 1
2
〈u|∂0Bu〉+ 1
2
〈u| divBu〉+ 〈u|H〉+ 〈u|G〉 (B.12)
where
divB = ∂IB
I .
Defining the energy norm
|||u|||2s =
∑
|α|≤s
〈Dαu|B0Dαu〉,
we obtain from (B.12) and the bounds (B.3) and (B.10) the estimate
∂t|||u|||20 ≤
2κ˜
t
|||Pu|||20+〈u|∂tB0u〉+γ1‖ divB‖L∞ |||u|||20+2
√
γ1
(‖H‖L2+‖G‖L2)|||u|||0, T0 ≤ t < T∗. (B.13)
Using (B.1), we can write
〈u|∂tB0u〉 = 〈u|∂˜tB0u〉+ 1
t
〈
u
∣∣[DuB0(t, ·, v, u) · (B0(t, ·, v, u))−1B(t, ·, v, u)Pu]u〉 (B.14)
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where
∂˜tB0 = (∂tB
0)(t, x, v, u) +DvB
0(t, x, v, u) · ∂tv
+DuB
0(t, x, v, u) ·
[
(B0(t, x, v, u))−1
(−BI(t, x, v, u)∂Iu+H(t, x, v, u) +G(t, x))].
Observing that〈
u
∣∣[DuB0 · (B0)−1BPu]u〉 = 〈P⊥u∣∣P⊥[DuB0 · (B0)−1BPu]P⊥P⊥u〉+ 〈P⊥u∣∣P⊥[DuB0 · (B0)−1BPu]PPu〉
+
〈
Pu
∣∣P[DuB0 · (B0)−1BPu]P⊥P⊥u〉+ 〈Pu∣∣P[DuB0 · (B0)−1BPu]PPu〉,
we see from (B.5)-(B.8) that
|〈u∣∣[DuB0 · (B0)−1BPu]u〉| ≤ 4|t|θ‖u‖2L2 + β‖Pu‖2L2, (B.15)
where β =
∑4
i=1 βi. From (B.13), (B.14) and (B.15), we see with the help of (B.3) that
∂t|||u|||20 ≤
2(κ˜− βγ˜1)
t
|||Pu|||20+γ1
(
4θ+‖∂˜tB0‖L∞+‖ divB‖L∞
)
|||u|||20+2
√
γ1
(‖H‖L2+‖G‖L2)|||u|||0 (B.16)
for T0 ≤ t < T∗.
Next, using [P,B] = 0, we observe, for |α| ≤ k, that
〈Dαu|B[Dα,B−1B0](B0)−1BPu〉 = 〈DαP⊥u|B[Dα,B−1P⊥B0P](B0)−1BPu〉
+ 〈DαP⊥u|B[Dα,B−1P⊥B0]P⊥(B0)−1PBPu〉+ 〈DαPu|B[Dα,B−1B0](B0)−1BPu〉.
Applying the Sobolev, commutator, product and Moser calculus inequalities, i.e. Theorems A.2, A.3 and
A.4, to the above expression, we find with the help of (B.4) and (B.9) the estimate
〈Dαu|B[Dα,B−1B0](B0)−1BPu〉 ≤ C(K1,K2)‖Pu‖Hk‖Pu‖Hk−1
where
K1 = ‖u‖L∞([T0,T∗),Hk) and K2 = ‖v‖L∞([T0,0),Hk).
Hence, for any ǫ > 0, we find that
〈Dαu|B[Dα,B−1B0](B0)−1BPu〉 ≤ C(K1,K2)(ǫ‖Pu‖2Hk + c(ǫ)‖Pu‖2L2) (B.17)
by Ehrling’s lemma, Lemma A.5, and Young’s inequality in the form ab ≤ 12ra2 + r2b2 for a, b ≥ 0 and
r > 0. We also see from〈
Dαu
∣∣[DuB0 · (B0)−1BPu]Dαu〉 =〈
P⊥Dαu
∣∣P⊥[DuB0 · (B0)−1BPu]P⊥P⊥Dαu〉+ 〈P⊥Dαu∣∣P⊥[DuB0 · (B0)−1BPu]PPDαu〉
+
〈
PDαu
∣∣P[DuB0 · (B0)−1BPu]P⊥P⊥Dαu〉+ 〈PDαu∣∣P[DuB0 · (B0)−1BPu]PPDαu〉,
the bounds (B.5)-(B.8), and the calculus inequalities that∣∣〈Dαu∣∣[DuB0 · (B0)−1BPu]Dαu〉∣∣ ≤ 4|t|θ‖Dαu‖2L2
+ C(K1, ω)
(
β1‖Pu‖2L2 + (β2 + β3)‖Pu‖L2‖PDαu‖L2
)
+ 2β4‖PDαu‖2L2.
Applying Young’s inequality to the this expression, we see for any ǫ > 0 that∣∣〈Dαu∣∣[DuB0 · (B0)−1BPu]Dαu〉∣∣ ≤ 4|t|θ‖u‖2Hk +C(K1, θ, β, ω)(ǫ‖Pu‖2Hk + c(ǫ)‖Pu‖2L2)+2β‖PDαu‖2L2 .
(B.18)
Setting
ν = ‖G‖L∞([T0,0),Hk)
and applying the standard energy estimates, i.e. as in the derivation of (B.12), for symmetric hyperbolic
systems to (B.11), we obtain, after summing over |α| ≤ k and using (B.17) and (B.18) together with the
calculus inequalities, the estimate4
1
2
∂t|||u|||2k ≤
κ˜− βγ˜1
t
|||Pu|||2k +C(K1,K2,K3, θ, γ1, β, ω, ν)
[
−1
t
(
ǫ|||Pu|||2k + c(ǫ)|||Pu|||20
)
+ |||u|||2k + ν
]
(B.19)
for T0 ≤ t < T∗, where
K3 = ‖∂tv‖L∞([T0,0),Hk−1).
4Here, we are taking essentially the same approach to deriving energy estimates for symmetric hyperbolic systems as in
[14, Ch.16 §1].
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Since κ˜−β/γ˜1 > 0 by assumption, we see, after choosing ǫ small enough and adding a suitable multiple
of (B.16) to (B.19), that
∂t
(
|||u|||2k + c|||u|||20 + ν2 −
∫ t
T0
1
τ
|||Pu(τ)|||2k dτ
)
≤ C(K1,K2,K3, θ, γ1, β, ω, ν)
(|||u|||2k + ν2)
where c = c(K1,K2,K3, θ, γ1, β, κ˜, ω, ν). Applying Gronwall’s inequality yields
‖u(t)‖2Hk + ν2 −
∫ t
T0
1
τ
‖Pu(τ)‖2Hk ≤ CeC(t−T0)
(‖u(T0)‖2Hk + ν2), T0 ≤ t < T∗,
for some constant C(K1,K2,K3, θ, γ1, γ2, β, κ˜, ω, ν). From this, Sobolev’s inequality and the continuation
principle, it follows, for any fixed R > 0, that there exists a
δ = δ
(
R,K2,K3, θ, γ1, γ2, β, κ˜, ω
)
> 0
such that the solution u = u(t, x) exists on the time interval [T0, 0) and satisfies
‖u‖L∞([T0,0),Hk) + ν +
(
−
∫ 0
T0
1
τ
‖Pu(τ)‖2Hk dτ
) 1
2
≤ R (B.20)
provided that ‖u(T0)‖Hk + ν < δ.
To complete the proof, we assume that the condition ‖u(T0)‖Hk + ν < δ holds. Writing (B.1) as
∂tu = (B
0)−1
(
BI∂Iu+
1
t
BPu+H +G
)
,
and multiplying on the left by P⊥, we obtain
∂tP
⊥u = P⊥(B0)−1
(
BI∂Iu+H +G
)
+
1
t
P
⊥(B0)−1PBPu. (B.21)
Integrating this in time, we see after applying the Hk−1 norm that
‖P⊥u(t2)− P⊥u(t1)‖Hk−1 ≤
∫ t2
t1
‖P⊥(B0(τ))−1BI(τ)∂Iu(τ)‖Hk−1
+‖P⊥(B0(τ))−1H(τ)‖Hk−1 + ‖P⊥(B0(τ))−1G(τ)‖Hk−1 −
1
τ
‖P⊥(B0(τ))−1PBPu(τ)‖Hk−1 dτ
(B.22)
for any t1, t2 satisfying T0 ≤ t1 < t2. Using the calculus inequalities, i.e. product, Sobolev, Ho¨lder, and
Moser, in conjunction with (B.9) and the energy estimates (B.20), we obtain from the above inequality
that
‖P⊥u(t2)−P⊥u(t1)‖Hk−1 ≤ C(R,K2)
(
|t2−t1|−
∫ t2
tt
1
τ
‖Pu(τ)‖2Hk−1 dτ
)
≤ C(R,K2)
(|t2−t1|+o(|t2−t1|)).
It follows directly from this inequality that limtր0 P
⊥u(t) exists in Hk−1(Tn), and moreover, that
P⊥u ∈ C0([T0, 0], Hk−1).
Next, we apply the Hk−1 norm to (B.21) and then integrate in time. With the help of the calculus
inequalities, (B.9), and (B.20), this yields the estimate∫ t
T0
‖∂tP⊥u(τ)‖Hk−1 dτ ≤ C(R,K2) T0 ≤ t < 0. (B.23)
Multiplying (B.1) on the left by P shows that Pu satisfies
B¯i∂iPu =
1
t
B¯Pu+ H¯ + G¯ (B.24)
where
B¯i = PBiP, B¯ = PBP, G¯ = PG
and
H¯ = PH + PBiP⊥∂iP
⊥u.
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Applying the same arguments used to derive the energy estimate (B.13) to the equation (B.24) yields
1
2
∂t|||Pu|||20 ≤
κ˜− β4γ˜1
t
|||Pu|||20 +
γ˜1
2
(
θ + ‖∂˜tB¯0‖L∞ + ‖ div B¯‖L∞
)|||Pu|||20 +√γ˜1(‖H¯‖L2 + ‖G¯‖L2)|||Pu|||0
(B.25)
for T0 ≤ t < 0, where now the energy norm ||| · ||| is defined by
|||u|||2s =
∑
|α|≤s
〈Dαu|B¯0Dαu〉,
and
∂˜tB¯0 = (∂tB¯
0)(t, x, v, u) +DvB¯
0(t, x, v, u) · ∂tv
+DuB¯
0(t, x, v, u) ·
[
(B0(t, x, v, u))−1
(−BI(t, x, v, u)∂Iu+H(t, x, v, u) +G(t, x))].
Using (B.4) and (B.20), we see that (B.25) implies that
∂t|||Pu|||0 ≤ κ˜− β4γ˜1
t
|||Pu|||0 + C(R,K2,K3, θ, γ1, ν)
[(
1 + ‖∂tP⊥u‖Hk−1
)|||Pu|||0 + ‖u‖H1 + ‖G¯‖L2]
for T0 ≤ t < 0. It then follows from Gronwall’s inequality5 and the bounds (B.20) and (B.23) that
‖Pu(t)‖L2 .


−t if κ˜− β4γ˜1 > 1
t ln
(
t
T0
)
if κ˜− β4γ˜1 = 1
(−t)κ˜−β4γ˜1 if κ˜− β4γ˜1 < 1
, T0 ≤ t < 0. (B.26)
Proceeding as above, we can apply the same arguments used to derive the energy estimate (B.19) to
(B.24) to obtain the estimate
1
2
∂t|||Pu|||2k−1 ≤
κ˜− β4γ˜1
t
|||Pu|||2k−1 + C(R,K2,K3, θ, γ1, ν)
[
−1
t
(
ǫ|||Pu|||2k−1 + c(ǫ)|||Pu|||20
)
+ |||Pu|||k−1
]
.
Choosing ǫ small enough, we see that the inequality
∂t|||Pu|||k−1 ≤ κ˜− β4γ˜1 − σ
t
|||Pu|||k−1 + C(R,K2,K3, θ, γ1, γ2, ν, β4, κ˜)
(
1
t
‖Pu‖L2 + 1
)
(B.27)
holds for any fixed σ > 0. Choosing
σ ∈
{
(0, κ˜− β4γ˜1 − 1) if κ˜− β4γ˜1 > 1
(0, κ˜− β4γ˜1) if κ˜− β4γ˜1 ≤ 1
,
it follows from (B.26) and an application of Gronwall’s inequality to (B.27), that Pu satisfies the decay
estimate
‖Pu(t)‖Hk−1 .
{
−t if κ˜− β4γ˜1 > 1
(−t)κ˜−β4γ˜1−σ if κ˜− β4γ˜1 ≤ 1
, T0 ≤ t < 0.
Using the above estimate in conjunction with (B.22), we see with the help of the calculus inequalities
and the bound (B.20) that
‖P⊥u(t2)− P⊥u(t1)‖Hk−1 .
{
|t2 − t1| if κ˜− β4γ˜1 > 1
|t2 − t1|+ (−t1)2(κ˜−β4γ˜1−σ) − (−t2)2(κ˜−β4γ˜1−σ) if κ˜− β4γ˜1 ≤ 1
(B.28)
for any t1, t2 satisfying T0 ≤ t1 < t2 < 0. We also note in (B.22) that if [B0,P] = 0, then the term with
the 1τ vanishes and we obtain the estimate
‖P⊥u(t2)− P⊥u(t1)‖Hk−1 ≤ C(R,K2)|t2 − t1|, T0 ≤ t1 < t2 < 0. (B.29)
5Here, we are using the following form of Gronwall’s inequality: if x(t) satisfies x′(t) ≤ a(t)x(t) + h(t), t ≥ T0,
then x(t) ≤ x(T0)eA(t) +
∫ t
T0
eA(t)−A(τ)h(τ) dτ where A(t) =
∫ t
T0
a(τ) dτ . In particular, we observe from this that if
a(t) = λ
t
+ b(t), λ ∈ R, where |b(t)| ≤ r then
x(t) ≤ er(t−T0)x(T0)
(
t
T0
)λ
+ er(t−2T0)(−t)λ
∫ t
T0
|h(τ)|
(−τ)λ
dτ
for T0 ≤ t < 0.
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Sending t2 ր 0 in (B.28) and (B.29), we see that P⊥u satisfies
‖P⊥u(t)− P⊥u(0)‖Hk−1 .
{
−t if κ˜− β4γ1 > 1 or [B0,P] = 0
−t+ (−t)2(κ˜−β4γ˜1−σ) if κ˜− β4γ˜1 ≤ 1
for T0 ≤ t < 0.

Remark B.2.
(i) The bounds (B.3)-(B.8) and (B.10) do not need to hold for all (v, u) ∈ RM×RN . The conclusions
of Theorem B.1 remain valid provided that
(a) there exists constants r ,R > 0 such that (B.3)-(B.8) and (B.10) hold for all (t, x, v, u) ∈
[T0, 0]× Tn ×Br (RM )×BR(RN ),
(b) the map v ∈ C0([T0, 0], Hk(Tn)) satisfies ‖v‖L∞([T0,0]×RM) < r ,
(c) and the continuation principle is modified to having the solution u(t, x) remain in a proper
subset of BR(R
N ) for (t, x) ∈ [T0, T∗)×Tn in addition to satisfying ‖u‖L∞([T0,T∗),W 1,∞) <∞,
(d) and the constant R > 0 is chosen so that R < R.
(ii) Given any two constants β˜1, β˜2 > 0, we observe that we can satisfy
C1 ≤ 2β1
ω + |P⊥u|2 and C2 ≤
2β2√
ω + |P⊥u|2
for all u ∈ BR(RN ) by setting
β1 =
β˜1(R+R2)
2
, β1 =
β˜2
√
(R+R2)
2
and ω = R.
This shows that if the bounds∣∣P⊥[DuB0(t, x, v, u) · (B0(t, x, v, u))−1B(t, x, v, u)Pu]P⊥∣∣op ≤ |t|θ + β˜1|Pu|2, (B.30)∣∣P⊥[DuB0(t, x, v, u) · (B0(t, x, v, u))−1B(t, x, v, u)Pu]P∣∣op ≤ |t|θ + β˜2|Pu|, (B.31)
and ∣∣P[DuB0(t, x, v, u) · (B0(t, x, v, u))−1B(t, x, v, u)Pu]P⊥∣∣op ≤ |t|θ + β˜3|Pu|, (B.32)
hold for all (t, x, v, u) ∈ [T0, 0] × Tn × Br (RM ) × BR(RN ), then the bounds (B.5)-(B.6) will be
satisfied for all (t, x, v, u) ∈ [T0, 0]× Tn × Br (RM ) × BR(RN ) for the constants β1, β2, β3 and ω
given by
β1 =
β˜1(R+R2)
2
, β3 = β2 =
β˜2
√
(R+R2)
2
and ω = R.
In particular, this shows that by choosing R small enough, we can always arrange that β1, β2
and β3 are as small as we like.
Since the left-hand side of (B.6)-(B.8) are linear in Pu, it is clear that there always exists
constants β˜2, β˜3, β4 > 0 such that the bounds (B.31)-(B.32) and (B.8) hold for all (t, x, v, u) ∈
[T0, 0]×Tn×Br (RM )×BR(RN ). Moreover, by choosing R > 0 small enough, we can take β4 > 0
as small as we like.
Thus we can conclude the following:
If there exists a constant β˜1 > 0 such that∣∣P⊥[DuB0(t, x, v, u) · (B0(t, x, v, u))−1B(t, x, v, u)Pu]P⊥∣∣
op
≤ |t|θ + β˜1|Pu|2
for all (t, x, v, u) ∈ [T0, 0]×Tn×Br (RM )×BR(RN ) and R ∈ (0,R0], then there exists constants
β1, β2, β3, β4 > 0 such that the bounds (B.5)-(B.8) hold for all (t, x, v, u) ∈ [T0, 0]×Tn×Br (RM )×
BR(R
N ). Moreover, by choosing R > 0 small enough, the constants β1, β2, β3, β4 can be taken
arbitrarily small.
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