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Abstract
Kurtz randomness is a notion of algorithmic randomness for real numbers. In particular a
real  is called Kurtz random (or weakly random) i7 it is contained in every computably
enumerable set U of (Lebesgue) measure 1. We prove a number of characterizations of this
notion, relating it to other notions of randomness such as the well-known notions of computable
randomness, Martin-L;of randomness and Schnorr randomness. For the <rst time we give machine
characterizations of Kurtz randomness. Whereas the Turing degree of every Martin-L;of random
c.e. real is the complete degree, and the degrees of Schnorr random c.e. reals are all high, we
show that Kurtz random c.e. reals occur in every non-zero c.e. degree. Additionally, we show
that the sets that are low for Kurtz randomness are all hyperimmune and include those that are
low for Schnorr randomness, characterized previously by Terwijn and Zambella.
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1. Introduction
In this paper “real” will mean a member of Cantor space 2!. This space is equipped
with the topology where the basic clopen sets are [] = { : ∈ 2!}. Such clopen
sets have measure 2−||. This space is measure-theoretically identical with the rational
interval (0; 1), without being homeomorphic spaces. We assume that the reader is
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somewhat familiar with basic Kolmogorov complexity, and the notion of a pre<x-free
machine, 1 as per Li-Vitanyi [20]. 2
One of the famous questions of the early 20th Century was to give a proper math-
ematical foundation to notion of randomness. One answer to this question has been to
analyse the notion of randomness in terms of algorithmic randomness, trying to cap-
ture the nature of randomness in terms of algorithmic considerations. (This is implicit
in the work on Kollektivs in the fundamental paper of von Mises [32].)
There are three basic approaches to algorithmic randomness. They are to characterize
randomness in terms of algorithmic predictability (“a random real should have bits that
are hard to predict”), algorithmic compressibility (“a random real should have segments
that are hard to describe with short programs”), and measure theory (“a random real
should pass all reasonable algorithmic statistical tests”).
A paradigm for such investigations was the evolution of what is now called Martin-
L;of randomness or 1-randomness. Let = : a1a2 · · · ∈ 2! be a real. Consider the follow-
ing consequence of the law of large numbers. If  is to be random then lims(a1 + · · ·
+as)=s= 12 . Consider the null set of reals that fail such a test. Then Martin-L;of argued
that a real  can only be random if it was not in such a null set. He argued that a
random real should pass all such “e7ectively presented” statistical tests. Thus we de<ne
a Martin-L;of test as a computable collection {Un : n∈N} of computably enumerable
open sets such that (Un)62−n. We say that  passes the test i7  =∈
⋂
n∈N Un. A real
 is called Martin-L;of random i7 it passes all Martin-L;of tests (Martin-L;of [21]).
This de<nition was considered a good de<nition for the notion of algorithmic ran-
domness, at least until the early 1970s, particularly since it also corresponded to equiv-
alent de<nitions in terms of the other paradigms. Thus, as Schnorr proved, a real 
is Martin-L;of random i7 its initial segments are incompressible in terms of pre<x-free
Kolmogorov complexity.
Theorem 1 (Schnorr). Let K() denote the pre9x-free Kolmogorov complexity of a
string . Then  is Martin-L:of random i; there is a c such that for all n,
K(  n) ¿ n− c:
We remark that no real  has the property that C(  n)¿n − O(1) for all n if we
use non-pre<x-free Kolmogorov complexity C in place of K . This was <rst proven
by Martin-L;of. Speci<cally, for any real , if we consider   n, the initial segment
of  of length n as the mth string in the length lexicographic enumeration of 2¡!,
then using the segment  n+mn of  between lengths n and n + m, we can use the
length of this segment (m) to reconstruct   n and hence make the plain complexity of
1 That is, a Turing machine M such that for all  if M () ↓, then for all strings , with ≺ , M () ↑.
Pre<x-free machines are used in the algorithmic information theory of reals. There is a minimal universal
such machine U , in the sense that for all M there is a constant cM such that for all KU ()6KM () + cM .
Here KD() denotes the Kolmogorov complexity of a string  relative to a machine D. That is the length
of shortest string  with D()= , and ∞ if no  exists. We let K() denote KU ().
2 Pre<x-free complexity has sometimes been denoted by H , but in the interests of standardizing notation,
we are <xing on the one from the classic Li-Vitanyi monograph.
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  n+m drop. The problem is that a string  gives || plus log(||) much information
using plain complexity, which is what is being exploited in this example. Levin [18]
was the <rst to suggest a way around this using monotone, or continuous, Kolmogorov
complexity. (That is if 4 , then M ()4M ().) Later, Chaitin [3] suggested that
pre<x-free machines as another, perhaps more natural way, to circumvent this problem.
There is a nice link between pre<x-free machines and measure theory. Pre<x-free ma-




−|| exists. More than that the sum is a left computable or com-
putably enumerable real. Recall that a real  is called computably enumerable i7 there
is a computable increasing sequence {qi : i∈N} of rationals with limit . Computably
enumerable reals occupy the same position in the study of e7ective randomness as
computably enumerable sets do in classical computability theory. Recall that a com-
putably enumerable set is the domain of a partial computable function, and as we have
remarked, a computably enumerable real is the measure of the domain of a pre<x-free
Turing machine, the most famous being Chaitin’s analog of the halting problem




where U is a universal minimal pre<x-free machine,  is the so-called halting
probability.
By Schnorr’s Theorem above,  is Martin-L;of random i7 it is algorithmically in-
compressible. Finally there is a characterization in terms of predictability. Our intuition
says that if  is random and we are given its <rst n bits then there should be no algo-
rithm allowing us to predict the next bit. This intuition can be formalized as follows.
Suppose that you are given a real . Imagine that you had some computable betting
strategy which worked on the bits of . At each stage you get to try to predict the
next bit of , knowing the previous n bits. That is, at each stage given a working
capital, you could choose not to gamble on the (n + 1)th bit, or could gamble some
of your capital on the next bit. Then if the real is random, we would argue that no
computable betting strategy should be able to succeed in<nitely often in winning. It is
this intuition that is behind the next de<nition.





We say that the martingale succeeds on a real , if lim supn F(  n)→∞.
Martingales were <rst invented by Levy [19], and their connection with randomness
and measure was <rst noted by Ville [31]. Later work of Doob made martingales
well-known.
One variation of this notion is that of a supermartingale where we only ask for
f()¿f(0) + f(1)=2. We will de<ne a (super-)martingale f as being e;ective
or computably enumerable if f() is a c.e. real, and at every stage we have (uni-
formly) e7ective approximations to f in the sense that f()= lims fs(), with fs()
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a computable increasing sequence of rationals. Again we have a characterization of
Martin-L;of randomness in these new terms, as we see in the next theorem.
Theorem 2 (Schnorr [25,26]). A real  is Martin-L:of random i;  does not succeed
on any e;ective (super-)martingale.
In some sense these three results are very satisfying in the sense that, with the correct
interpretations, all three approaches converge.
Schnorr, however, argued that Martin-L;of randomness was really too strong a notion
to capture the essence of algorithmic randomness. Consider the notion of an “e7ective
martingale”. It seems strange that the notion of an e7ective betting strategy is not
simply one that, computes directly f() 3 rather than approximates it. We can make
a similar argument about Martin-L;of tests being e7ectively null (in the sense that we
know how fast they converge to zero), but not e7ectively given, in the sense that we
do not know the measure of the test sets Vn and hence cannot know if some [] is not
in Vn. Thus the tests are intrinsically computably enumerable rather than computable.
There is indeed some weight to these arguments.
Schnorr argued that the notion of Martin-L;of randomness is therefore essentially the
notion of computably enumerable randomness than computable randomness. He o7ered
the following two alternatives.
Denition 2 (Schnorr randomness, Schnorr [25,26]). (i) We say that a Martin-L;of test
{Vn : n∈N} is a Schnorr test i7 for all n,
(Vn) = 2−n:
(ii) We say that a real  is Schnorr random i7 for all Schnorr tests,  =∈⋂n Vn.
Denition 3 (Computable randomness, Schnorr [25,26]). (i) A martingale f is called
computable i7 f : 2¡! →R+ ∪{0} is a computable function with f() (the index
of functions representing the e7ective convergence of ) a computable real. (That is,
we will be given indices for a computable sequence of rationals {qi : i∈N} so that
f()= lims qs and |f()− qs|¡2−s.)
(ii) A real  is called computably random i7 no computable martingale f succeeds
on it (has in<nite lim supj f(  j)).
Schnorr [25] proved that Martin-L;of implies computable which implies Schnorr ran-
dom and that the former implication cannot be reversed. (Nor can the latter be reversed,
as shown in [34].)
The concern of this paper is yet another notion of randomness, which we call Kurtz
randomness. In his thesis, Stuart Kurtz reconsidered the notion of Martin-L;of random-
ness. Recall that the original intuition was that a real should be statistically typical. This
was then formalized to avoiding all e7ectively presented null sets. Kurtz argued that
another notion of typicalness would be that a random real should satisfy all e7ective
tests by being in all e7ectively presented typical sets.
3 For example, f : 2¡! →Q+ ∪{0}.
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Denition 4 (Kurtz [16]). (i) We say that a Kurtz Test is a computably enumerable
open set U such that (U )= 1.
(ii) We say that a real  is Kurtz random i7 ∈U for all Kurtz tests U .
Kurtz randomness is often called weak randomness. It was examined by Kurtz [17],
Kautz [10], and Wang [34] amongst others. 4
The goal of this paper is to examine Kurtz randomness, especially in the domain of
computably enumerable reals.
Up to recently one of the striking di7erence between Martin-L;of randomness and
other randomness notions was that there failed to be the analogous multiple character-
izations of the randomness notions that we found in the Martin-L;of case. For instance,
it was a longstanding open question to give a machine characterization of Schnorr ran-
domness and computable randomness. Recently such characterizations were given by
Downey et al. [4,5].
For instance, in [4], it is shown that  is Schnorr random i7 for all pre<x-free
machines M such that (dom(M)) is computable,
KM (  n)¿ n− O(1):
We will begin the present paper by giving characterizations of Kurtz randomness in
terms of machine characterizations and other test characterizations. Some of the test set
characterizations were independently found by Wang [34], but our proofs are new. The
machine characterizations are new. For instance, Schnorr randomness is characterized
by computable machines which are those whose domains have computable measure.
We de<ne a notion of a computably layered machine, a strengthening of the notion
of computable machine, and prove that a real is Kurtz random i7 its initial segment
complexity is essentially n relative to any computably layered machine.
Additionally we will provide characterizations in terms of special Solovay tests,
martingales, and Martin-L;of tests. We also look at the relationship between Kurtz
randomness and Schnorr randomness, giving characterizations of each in terms of
the other.
In Section 4, we will look at Kurtz randomness in the domain of the computable
enumerable reals. KuRcera and Slaman [14] proved that if a computably enumerable
real is Martin-L;of random then it must be Turing complete (actually, they prove it is
complete under a stronger reducibility called Solovay reducibility which is a kind of
analytic analog of m-reducibility. See also [2,8,9]). Earlier KuRcera [13] proved that if a
real is Martin-L;of random and of computably enumerable Turing degree then it must be
Turing complete. Downey and Gri+ths [4] prove that if a c.e. real is Schnorr random
then it must have high Turing degree, and not every one is Turing complete. This
result was extended for degrees in Downey et al. [6]. Downey et al. [5] constructed a
Schnorr random c.e. real in every high computably enumerable degree, and then Nies
and Stephan [24] constructed a computably random real in every high computably
4 We remark that if one looks at Kurtz randomness as above using Kurtz tests, but relative to ∅′, then
you obtain the Martin-L;of de<nition, except that there is no computable bound on the measure of the open
sets in the test {Un : n∈N}, only that their measure goes to zero.
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enumerable degree. We prove that there are Kurtz random computably enumerable
reals in every non-zero computably enumerable Turing degree. This improves an older
result of Kurtz.
Finally, in the last section, we will look at lowness and Kurtz randomness. We may
relativize the notion of a test, martingale and the like. This gives a relativized notion
of randomness. 5 For a notion of randomness R, we say that a set A is low if the
R-random sets relative to A are exactly the R-random sets. Thus, a real is Martin-
L;of low i7 the collection of Martin-L;of random sets relative to A is the same as the
Martin-L;of random sets. Similarly, a set A is low for R-null sets if, given any RA-






i ∈N}Vi. (There is
no di7erence for Martin-L;of lowness as there is a universal test, but there apparently
might be for other randomness notions.)
There have been a number of quite surprising results in the area of lowness.
KuRcera and Terwijn [15] were the <rst to actually construct Martin-L;of low sets. Nies
[22] characterized the class of Martin-L;of low sets as a certain class of 02 sets using
the jump and tt-reducibility. Terwijn and Zambella [29] gave a precise characterization
of the Schnorr low sets in terms of what are called tracing functions. The Schnorr low
sets form an uncountable subcollection of the sets of hyperimmune-free degree. Very
recently, Nies [23] proved that there are no non-computable sets low for computable
randomness.
In the <nal chapter, we will give the <rst construction of a Kurtz low set. Indeed,
we prove that Schnorr lowness implies Kurtz lowness and that every Kurtz low set is
of hyperimmune-free Turing degree. (In particular none are 02.)
Notation follows Soare [28], Downey and Hirschfeldt [7]. As we noted earlier, we
will use K to denote pre<x-free Kolmogorov complexity, and C for the non-pre<x-free
version.
2. Characterizing Kurtz randomness
2.1. Martin-L:of style characterization
Kurtz randomness has a natural characterization in terms of measure 0 sets—the
complement of a measure 1 set is a measure 0 set, and obviously the Kurtz random
reals (i.e. those reals in all c.e. measure 1 sets) are exactly those reals not in any of
the measure 0 complements. The following theorem captures this notion.
Denition 5. A Kurtz null test is a computable set {Wi : i∈!} where for each i, Wi
is the set of extensions of a canonical <nite set of strings 6 such that (Wi)62−i.
5 Though some care is in order, see Downey et al. [6].
6 That is, we have a computable function f :N → (2¡!)¡!, where f(i) is thus a <nite set of strings,
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The following theorem is implicit in Kurtz [17] and Kautz [10] but was <rst explicitly
stated by Wang [33].
Theorem 3. x is Kurtz random if and only if for all Kurtz null tests {Wi : i∈!}, x
is not in the intersection of the Wi’s, that is, x =∈
⋂
i Wi.
Proof. Suppose that x is not Kurtz random, as witnessed by the Kurtz test U . From
U we can construct a Kurtz null test, {Wi : i∈!}. Let W0 cover the entire unit
interval. Enumerate U until a stage s1 occurs where (Us1 )¿
1
2 and so, obviously,
(Us1 )6
1
2 . (Because (U )= 1, such a stage will occur). De<ne W1 =Us1 . Similarly de-
<ne Wn=Usn for all n¿1, where sn is the <rst stage after sn−1 where (Usn)¿(1−2−n).
Each Wn is a <nite set of strings, is uniformly computable by the above algorithm,
and has measure (Wn)62−n; thus the set {Wn : n∈!} is a Kurtz null test. Because
x =∈U , x is obviously in Usn for all n, so x∈
⋂
n Wn, as required.
Conversely, suppose we have a Kurtz null test {Wi : i∈!} with x∈
⋂
i Wi. We notice
that Wi is a <nite collection of clopen intervals, computable uniformly in i. We de<ne
a Kurtz test, U =
⋃
n∈! Wn. U is a c.e. open set with (U )= 1, and x =∈U . Thus x is
not Kurtz random, as required.
Without loss of generality, we can assume that, for any i, all strings in Wi are of
the same computable length g(i), simply by <nding the string in Wi of longest length,
de<ning g(i) to be that length, and replacing all shorter strings  in Wi by the 2g(i)−||
strings, all of length g(i), that cover []. We can also assume that the Kurtz null tests






A martingale version of Kurtz randomness can be formulated. This has interesting
parallels to the martingale characterization of Schnorr randomness, which states that:
Denition 6 (Schnorr [25,27]). A real x is Schnorr random if and only if there is
no computable martingale F such that F(x  n)¿h(n) for in<nitely many n, where
h :!→! is an unbounded, non decreasing, computable function.
Compare this to the corresponding martingale characterization of Kurtz randomness.
Theorem 4 (Wang [33]). A real x is Kurtz random if and only if there is no com-
putable martingale F such that F(x  n)¿h(n) for almost all n, where h :!→! is an
unbounded, non decreasing, computable function.
Note that saying that F(x  n)¿h(n) for almost all n is equivalent to saying that
F(x  n)¿h(n) for all n. Obviously, the second statement implies the <rst. Conversely,
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if F(x  n)¿h(n) for almost all n, this means there is a number n1, such that for






Then for all n, F(x  n)¿ĥ(n). Hence it can be assumed without loss of generality that
F(x  n)¿h(n) for all n.
We give an alternative proof of the theorem to that of Wang, more in the style of
Schnorr [25].
Proof. Suppose that x is not Kurtz random as witnessed by the Kurtz null test
{Wi : i∈!} where each Wi is a <nite, nested, pre<x-free set of extensions of strings









1 if n;m 4 ;
2−(|n;m|−||) if  ≺ n;m
0 otherwise:
It is straightforward to check that wn;m satis<es the martingale property, and so F will
also satisfy it. F is computable: to compute F() to within 2−s, we notice that if
l = || + s + 1 then all strings in Ul can increase F() by at most 2−(s+1) (this can
be seen from the fact that the increase in F(') due to Ul is (Ul)62−l). Similarly
all sets Ul, Ul + 1; : : : have a combined e7ect on F() of no more than 2−s. So let
Fs()=
∑
n6||+s; n; m∈Wn wn;m(), this is within 2
−s of F(). Consider x  n, for any n.
Since (∀i)(x ∈ Wi), for any j where g( j)6n there is a string j;p in Wj such that





¿ |{ j : g( j)6n}|:
De<ne h(n)= |{ j : g( j)6n}|. Then h(n) is de<ned for all n. h(n) is computable, be-
cause for any n, g(n)¿n. Hence it is only necessary to calculate the <rst n+1 (com-
putable) values of g before h(n) is known. h(n) is non-decreasing and unbounded, and
as F(x  n)¿h(n) for all n, as required.
Conversely, suppose that there is a computable martingale F and computable, un-
bounded non-decreasing function h such that (∀n)(F(x  n)¿h(n)). By a result of
Schnorr [25] we can consider F to be a computable map directly into Q, rather than
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be computably approximated with range a subset of the reals. 7 For each k, de<ne ck
to be the least n such that h(n)¿2k+1. Because of the nature of h, ck exists and can
be computed for each k. De<ne Uk = { : ||6ck and F()¿2k}. Each Uk is a <nite
set, is computable as F is a computable martingale, and has measure (Uk)62−k , so
the set {Uk : k ∈!} is a Kurtz null test. We have that for all n, F(x  n)¿h(n), in
particular, for all k:
F(x  ck)¿ h(ck)
¿ 2k+1:
Thus by the de<nition of Uk , x∈Uk for all k, and so x is not Kurtz random, as
required.
2.3. A machine characterization
We can de<ne an appropriate machine that allows us to gain a characterization of
Kurtz randomness in terms of initial-segment complexity.
Denition 7. A computably layered machine is a pre<x-free machine where there is a
related computable function
f : !→ (2¡!)¡!
such that
• ⋃i f(i)= domM .
• If *∈f(i + 1), then (∃∈f(i)), such that M ()4M (*).
• If *∈f(i), then |M (*)|= |*|+ i + 1.
The idea of a computably layered machine is that each layer of the domain, f(i),
provides a layer of the range, and the range elements just become more re<ned as i
increases.
Theorem 5. x is Kurtz random if and only if for all computably layered machines M,
(∃d)(∀n)(KM (x  n)¿ n− d):
Proof. Suppose that x is not Kurtz random, as witnessed by a (nested) Kurtz null test
{Wi : i∈!}. Recall that for all k, Wk = [k;1]∪ · · · ∪ [k;mk ] for some <nite, pre<x-free
7 Since F is computable it is both c.e. and co-c.e. (meaning −F is c.e.). Schnorr’s result is that from any
co-c.e. martingale J : 2¡!→R we can e7ectively <nd a computable martingale G : 2¡!→Q such that for
all strings , G()¿J (). In our proof we can use such a G in place of F , scaled down by a rational q if
necessary to ensure G(')61 and use h scaled down by a similar factor.
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Thus by the Kraft–Chaitin theorem there is a pre<x-free machine mapping strings of
length (|2n+2; i|−(n+1)) to 2n+2; i for n∈!, 16i6mn. Let us denote this machine M .
We de<ne f by
f(n) = { : (∃i)(M () = 2n+2;i)}:
This satis<es all the requirements for f:
• f is computable; to calculate f(n), <rstly compute all 2n+2; i. f(n) consists of all
strings that map to these . For each i, the string mapping to 2n+2; i has length
|2n+2; i| − (n + 1), so by emulating the algorithm in the e7ective Kraft–Chaitin
theorem that was used to produce M we can list the domain elements.





• Since the Kurtz null test is nested, it follows that for all  in f(i + 1), there exists
a ̂ in f(i) such that [M ()]⊆ [M (̂)], that is, M (̂)4M ().
• Suppose ∈f(n). This implies that M ()= 2n+2; i for some i, and hence (by the
de<nition of M) that
||= |2n+2;i| − (n+ 1)
= |M ()| − (n+ 1)
as required.
Thus M is in fact a computably layered machine. Since for all n, x is in Wn, it follows
that for all n, there is some i, such that 2n+2; i = x  k, where k is the length of 2n+2; i,
and by the de<nition of M it follows that (∀n)(∃k)(KM (x  k)¡k − n), as required.
Conversely, suppose that given x there is some computably layered machine M with
a corresponding computable function f such that:
(∀d)(∃n)(KM (x  n) ¡ n− d):
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De<ne
Wk = {[] : KM () ¡ || − k)}:
Suppose ∈Wk . Then KM ()¡|| − k, so if M ()= , then ||¡|M ()| − k, so 






However, suppose *∈f( j) where j¿k. Then by the properties of f, it follows that





Since f(k) is <nite and computable, and M is computable, Wk must be <nite and
computable, and since it is a standard result that for all k, (Wk)62−k , {Wk : k ∈!}
is a Kurtz null test. Since (∀k)(∃n)(KM (x  n)¡n − k) it follows that (∀k)(x∈Wk),
and so x is not Kurtz random.
2.4. Another machine characterization
Schnorr randomness can be characterized in terms of a certain class of machines
known as computable machines. It is an indication of the close relationship between
Schnorr and Kurtz randomness that this class of machines can be used to characterize
Kurtz randomness also.
Denition 8 (Downey and Gri+ths [4]). A pre<x-free machine M is computable if∑
∈domM
2−||
is a computable real.
A real x is Schnorr random if and only if for all such computable machines M ,
there is a constant c such that for all n, KM (x  n)¿n − c [4]. Computable machines
characterize Kurtz randomness according to the following theorem:
Theorem 6. x is not Kurtz random if and only if there is a computable machine M
and a computable function f :!→! such that
(∀d)(KM (x  f(d)) ¡ f(d)− d):
Proof. Suppose that x is not Kurtz random, so there is a Kurtz null test {Un : n∈!},
such that (∀n)(x∈Un). Each Un is a <nite, computable set of extensions of strings:
Un= {[n; i] : i6mn}. Assume that
(∀n)(∀i 6 mn)(|n;i| = g(n));
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so by the e7ective Kraft–Chaitin theorem there is a pre<x-free machine M mapping































it follows that |− s|¡2−s, and so M is a computable machine.
Since (∀n)(x∈U2n+2), for each n there is obviously an i6mn such that x∈ [2n+2; i],
or put another way, (∀n)(x  g(2n + 2)= 2n+2; i). By the de<nition of M , this means
that
(∀n)(KM (x  g(2n+ 2)) ¡ g(2n+ 2)− n);
so M and f(n)= g(2n+ 2) are the required machine and computable function.
Conversely, suppose we have a computable machine M and a computable function f
such that (∀d)(KM (x f(d))¡f(d)−d), and we wish to show x is not Kurtz random.
Let
Vd = {[] : || = f(d); KM () ¡ f(d)− d}:
It is a standard result that (Vd)62−d. Furthermore, Vd is a <nite set of strings—
as there are 2f(d) strings of length f(d), Vd cannot contain more than these many
strings—and Vd is computable—because M is a computable machine, it can be run
until all strings in the domain of M that have length f(d)− d or less are known, and
at that stage it is known which strings are in Vd. Hence Vd is a Kurtz null test. By
the condition on x it follows that for all d, x f(d)∈Vd, so x∈
⋂
d Vd and therefore
x is not Kurtz random.
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2.5. Solovay characterization
A variant of the Martin-L;of characterization of random numbers is the Solovay
characterization. This can be adapted to Kurtz randomness as follows.
Denition 9. A Kurtz–Solovay test is a pair (f; V ) consisting of a computable function





is <nite and a computable real. x fails a Kurtz–Solovay test if for all n, x is in at least
n of V0; : : : ; Vf(n).
Theorem 7. A real x is Kurtz random if and only if there is no Kurtz–Solovay test
(f; V ) that x fails.
Proof. Suppose that x is not Kurtz random, so there is some Kurtz null test {Wi : i∈!}







the sum of the measures is <nite and a computable real. x is in all of the Wi, so if f
is de<ned to be the identity function, then x is in n of W0; : : : ; Wf(n) for each n, and
hence x fails the Kurtz–Solovay test (id;W ).
Conversely, suppose that x fails a Kurtz–Solovay test, (f; V ). Assume without loss
of generality that the sum of the measures is no greater than 1. De<ne a pre<x-free




















n=0 (Vn)6 1, it follows that
1¿ 2k(Wk);
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and hence that
(Wk)6 2−k ;
as required of a Kurtz null test. Wk will contain <nitely many strings as at most it
can contain the strings in the (<nite) sets V0; : : : ; Vf(2k ). Wk is also computable as the
sets V0; : : : ; Vf(2k ) are all computable. Hence Wk is a Kurtz null test. Since x fails the
Kurtz–Solovay test (f; V ), this means that for all n, x is in at least n of V0; V1; : : : ; Vf(n).
In particular this means that for all k, x is at least 2k of V0; V1; : : : ; Vf(2k ). Hence for
all k, x∈Wk , and so x is not Kurtz random, as required.
We observe that given any Kurtz–Solovay test, (f; V ), a new Kurtz–Solovay test
(id; V̂ ) can be de<ned via
V̂k = Vf(k) ∪ · · · ∪ Vf(k+1)−1:
3. Schnorr randomness
Schnorr [25] proved that the following de<nition of (Schnorr) randomness is equiv-
alent to the de<nition given in Section 2.2.
Denition 10 (Schnorr [25,27]). A Schnorr test {Un : n∈!} is a computable collec-
tion of c.e. open sets such that (Un)62−n and has a related computable function
f :!→R such that f(n)= (Un). x is Schnorr random if and only if for all Schnorr
tests {Un : n∈!}, x =∈
⋂
n Un.
Schnorr randomness can also be characterized in terms of Kurtz null tests.
Denition 11. A Kurtz array is a uniform collection of Kurtz null tests {{Wj;n : n∈!}
: j∈!; j¿1} with the property that (∀j)(∀n)((Wj;n)62−j2−n).
Theorem 8. x is Schnorr random if and only if for all Kurtz arrays {{Wj;n : n∈!} :
j∈!; j¿1}, (∃n)(∀j)(x =∈Wj;n).
Proof. Suppose x is not Schnorr random, so there is a Schnorr test {Un : n∈!}, such
that (∀n)(x∈Un). We de<ne a Kurtz array such that (∀n)(∃j)(x∈Wj;n), as follows:




2j+1 (Un). Since (Un) is computable, (U
s
n) is a computable value.
De<ne Wj;n = U
sj




n − Usj−1n )
= (Usjn )− (Usj−1n );
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6 (Un)[1− (1− 2−j)]
6 (Un)2−j
6 2−n2−j;
so the sets Wj;n form a Kurtz array. Since (∀n)(x∈Un) and
⋃
j Wj; n=Un, it follows
that (∀n)(∃j)(x∈Wj;n), as required.
Conversely, suppose we have a Kurtz array {{Wj;n : n∈!} : j∈!; j¿1} and x such
that (∀n)(∃j)(x∈Wj;n). We de<ne Un=
⋃
j∈! Wj; n+1. Then certainly (∀n)(x∈Un). If










as required. Furthermore, (Un) is computable, since to compute it to within 2−s can
be done from the <rst s+ 1 (computable) sets {Wj;n+1 : j6s}. Hence Un is a Schnorr
test, and x is not Schnorr random.
4. Computably enumerable reals
There has long been evidence that Kurtz random reals are widespread in the Turing
degrees, even the computably enumerable degrees.
Theorem 9 (Kurtz). There is a Kurtz random real below each non-zero c.e. degree.
This is an immediate consequence of the fact that there are “1-generic” sets below
each non-zero c.e. degree (as discussed by Kurtz [16,17]), and all 1-generic sets are
“weakly 1-random”, i.e. Kurtz random.
We can extend this result in two ways: constructing a c.e. random real rather than
an arbitrary random real, and placing it precisely in the non-zero degree.
Theorem 10. There is a Kurtz random c.e. real in each non-zero c.e. degree.
Proof. We combine a technique of avoiding test sets with permitting and coding of
a non-computable set. We use an enumeration of Kurtz null tests (including “<nite
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tests”) and ensure that if a test really is a Kurtz null test, not a <nite test, then our
real is not in the null set of the test. Let B be an arbitrary non-computable c.e. set; we
will build our real z below this set. In fact the permitting will produce the property
that Bs  n=B  n→ zs  n= z  n.
Notation. (i) for any string  let ∗ represent the string obtained by changing the last
bit of  from 0 to 1 or vice versa and (ii) let 〈: ; :〉 represent a computable bijective
map !×!→! which is increasing in both variables.
The requirement Re will deal with a test set Uik , where e= 〈i; j〉 for some j, and k
will be determined during the construction to make sure the maximum possible measure
of the test set is su+ciently small. The c.e. approximation zs to z will be de<ned as
inf (Xs), where the set Xs⊆ [0; 1] has no intersection with Uik once Re has acted. For
all s we ensure Xs+1⊆Xs.
Re : If Ui is a Kurtz test then (∃k; s)Xs ∩ Uik = ∅; where e = 〈i; j〉:
Pj : ∃5 = znj such that z codes Bj in bits |5| − ( j − 1) to |5| of z; i:e:
z((nj − j) + i) = B(i − 1); 06 i ¡ j:
Strategy for a single requirement Re. If e if it is not de<ned, let e= e−10 (where




−|e|. If Re never acts and is never initialized then the entire construction will take
place within [e] producing a real z extending e. Each set [e]⊆Xs at stage s, but e
are not “permanent” like Xs in the sense that Xs+1⊆Xs, but sometimes e[s+ 1] does
not extend e[s] (here [s] and [s + 1] represent stage s and stage s + 1 de<nitions of
e, not bits s and s+ 1 of the string).
We say Re requires attention if Uik becomes non-empty, that is, it appears U
i is a
genuine Kurtz test. Once it requires attention it will act i7 Bs  |e| changes. The action
then is to set Xs+1 =Xs ∩Uik ∩ [e].
Thus if Re acts the construction will move out of [e].
Since Uik can eliminate a set of measure less than the measure of [e], there will
be a string e extending ∗e such that [e]∩Xs= [e]. The construction will continue
within such a cone [e].
Strategy for a single requirement Ph. Given h extend it by h bits to code B(0); : : : ;
B(h− 1). This extends the string h de<ned by Rh. Requirement Rh+1, when de<ning
h+1, will use the extended version of h.
Combining several strategies
Initialization and Satisfaction: In the construction we use the additional notion of
satisfaction: if Re acts, where e= 〈i; j〉, then declare Rf satis9ed for all f= 〈i; j′〉,
j∈!. A requirement Rf remains satis<ed for the rest of the construction, and never
requires attention or acts. When a requirement Re is initialized by higher priority action
it means it’s string e is cancelled, as is its choice k for Kurtz null test set Uik . When
a requirement Pe is initialized it simply ceases to have any impact in updating strings
in the construction.
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The technical content of some strings e will become permanently subsumed into
strings of higher priority requirements. This happens only when the requirement Re has
been satis<ed, and if e is declared to be subsumed then thereafter e= e−1.
Construction:
Stage 0—let X0 = [0; 1], 0 = 0, choose k =4 for R0.
Stage s¿0—(i) De<ne in sequence all 0 to s that are unde<ned: if e is subsumed
then let e= e−1, otherwise let e= e−10. Choose k associated with these require-
ments, k must be large enough so that (Uik)¡
1
42
−|e|, where e= 〈i; j〉 some j∈!.
(ii) If there is a requirement Ph that needs to update its string because of a B  h
change, and for all Re that require attention e is greater than h, then let Ph act (for
least such h). Rede<ne h+1 through to s as extensions of the new h.
(iii) Act on all Rt , t6s, that require attention and for which B p =Bs−1 p where p







km)) where m indexes the requirements acting, em= 〈im; jm〉.
Let h be the least em such that Rem acts. All em acting will be subsumed into h;
speci<cally, if Rem has acted and em¿h then hereafter em = em−1. Initialist all lower
priority Re, Pe (e¿h).
(iv) Let h= the least such that Rh has acted. Allow Ph to act—Ph codes the mem-
bership of 0; 1; : : : ; h−1 in B. Ph extends h by h bits to contain the current information
based on Bs.
Veri<cation:
We note that when Ph <rst acts, at step (iv), Rh has de<ned h and all lower priority
Re, Pe are initialized at that stage. So h gets extended by h bits, but both the old
and new intervals [h] have no intersection with Xs. If Ph acts again at step (ii), not
having been initialized, there is enough space in the resultant interval [h] to rede<ne
h+1 through to s with the same lengths as before, and the same k values for Rh+1
to Rs.
Lemma 1. Each requirement Re is initialized at most 9nitely often, and acts at most
once.
Proof. Re is initialized at most e times; Re acts at most once.
Lemma 2. (∀s)Xs = ∅.
Proof. We will establish two main points: (i) when any requirement Re acts Xs
remains non-empty and (ii) when a requirement Ph acts it is possible to rede<ne
[h+1]; [h+2]; : : : ; [s] as subsets of both [h] and Xs.
For (i) <rst consider the total measure of sets Uik used in the construction. We




16 . Also ([1])6
1
4 ; in
general ([n])62−(n+1) and the associated null test set satis<es (Uinkn)62
−(n+4). Each
requirement Re acts at most once so the total measure of null test sets removed from
Xs is less than
∑∞
k=4 2
−k = 18 . Thus Xs is non-empty throughout the construction; next
we consider the more speci<c intervals in which the construction occurs, Xs ∩ [e].
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Considering [0] (measure 12 ) and R0 initially, we note that if R0 acts the construction
loses at most all of [0] and all of U
i0
4 from Xs, because Xs+1 =Xs ∩Ui04 ∩ [0]. Thus
the new [0] will have measure as small as 1 − 12 − 18 = 18 or less, but there will be
intervals of positive measure to choose from which have no intersection with Ui04 or
any null test set used in the construction so far (the amount of 18 subtracted from Xs
represents Ui04 and all other null test sets combined).
There will be no further action from R0; lower priority requirements can be restarted
with small null test sets. The interval [1] will be no larger than half the measure of
the new [0], and the size of null test sets Uik will be reduced to <t the proportions
of [1], initially this means reduction by a factor of ([1])= 12 . When any requirement
Re acts the size of null test sets of lower priority requirements is similarly reduced by
the appropriate factor to ensure that Xs ∩ [e] remains non-empty.
Turning to point (ii), when Ph <rst acts it makes sure that all lower priority intervals
[h+j], j∈!, are reduced by a factor 2−h. This means there is enough space (measure)
to de<ne this sequence of intervals extending any of the 2h possible strings h that
now include a su+x of h bits of information on B. These intervals do not need to
change size if B  h causes as h change.
Lemma 3. z6T B.
Proof. Immediate from the simple permitting technique: once B stops changing up to
n, so does zs.
Lemma 4. (∀e) Re is met.
Proof. Notice that if R′e is met for any e
′= 〈i; j′〉 then Re is met for all e= 〈i; j〉, j∈!.
We are concerned only with requirements Re for which the associated test Ui is truly
a Kurtz test. We will show that [(∀j)R〈i; j〉 not met ]→B6T ∅′.
Fix i. Consider e= 〈i; j〉, j∈!. We claim that if all such Re are unmet, then there is
a computable sequence of strings e, e= 〈i; j〉, increasing in length and a computable
sequence of stages se such that B  |e|=Bse  |e|.
Re can be initialized only if a higher priority strategy Rf, f¡e, acts; if this happens
after Re requires attention then Re is met at the same time as Rf.
So if e= 〈ie; je〉, consider stage s0 when Re0 =R〈ie ;0〉 requires attention, stage s1
when Re1 =R〈ie ;1〉 requires attention, and generally stage sj when Rej =R〈ie ;0〉 requires
attention. For all j we have Bsj  |ej |=B  |ej |, as each R〈ie ; j〉, as it requires atten-
tion, becomes impossible to initialise or satisfy (by hypothesis) or even move as by
a requirement Ph (h¡e) as any such Ph in acting would indicate that R〈ie ; j〉 receives
permission and it satis<ed.
Lemma 5. B6T z.
Proof. To determine B(x) <nd Ph in the construction coding B up to at least x that
remains, throughout the construction, uninitialized. Such a requirement Ph must exist,
and z can be used to eliminate contenders Ph′ that will be initialized in the future
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of the construction since then z will increase above the value Ph′ would code even
if B  h= {0; 1; : : : ; h − 1}. Once Ph has been determined B(x) can be read o7 the
appropriate bit of z (which extends the <nal value of h).
5. Lowness
We now consider the question of which sets are low for Kurtz randomness; by
this we mean which sets A⊆! contain so little information that any Kurtz null test
computed with A as an oracle has a null set which is contained in the null set of a
Kurtz test computed with no oracle. 8 If KR is the class of Kurtz random reals and
KRA is the class of reals that avoid the null set of any Kurtz test where the test sets
and maximum string-length functions are computed using oracle A, then “A is Kurtz
low” implies KR=KRA.
It is not immediately clear that any non-computable sets A are Kurtz low, but
in fact as is the case for Schnorr randomness, there are uncountably many such sets.
To see this we need a notion due to Terwijn and Zambella [29], which was used by
them to describe sets low for the Schnorr null.
A set T ⊂! is a recursive trace if all its sections T [k] are <nite, and the function
mapping k to the canonical code of T [k] is computable. Let g be any function from
! to !. We say that T traces g if g(k)∈T [k] for every k. Notice that the size of the
set T [k] is naturally bounded by a computable function of k if T is a recursive trace.
A bound will refer to a function h :!→! that is non-decreasing and unbounded. The
idea of a recursive trace T for a function g is that T provides, for each k, a limited
number of choices for the correct value of g(k).
Denition 12 (Terwijn and Zambella [29]). A set A is computably traceable if there
is a computable bound h such that all (total) functions g6TA have a recursive trace
bounded by h.
Recall that a degree a is called hyperimmune-free if any function g computable
from a is dominated by a computable function. No degree below 0′ is hyperimmune-
free. Clearly every computably traceable set A is of hyperimmune free degree. Terwijn
and Zambella showed that there are degrees that are hyperimmune yet not computably
traceable.
Terwijn and Zambella also show that if A is computably traceable via some com-
putable function h, then it is computably traceable with the bound h′ for any computable
bound h′. This means we can choose to have a slow growing bound function where
needed.
8 This is potentially a stronger notion than de<ning “A is low for Kurtz-randomness” to mean that any
single A-computable Kurtz null test has a null set contained in the union of some collection of (non-oracle)
Kurtz null tests. There is a brief discussion of this distinction for the Schnorr and Martin-L;of randomness
cases in [1].
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Theorem 11 (Terwijn and Zambella [29]). A set is computably traceable if and only
if it is low for Schnorr null sets.
Note here “low for S” is used in the strong sense that any Schnorr test computed
with a low oracle has null set contained in the null set of a Schnorr test computed
with no oracle. Terwijn and Zambella [29] also show that there are 2ℵ0 such degrees,
and, as we mentioned earlier, that they are all hyperimmune-free but do not coincide
with the hyperimmune-free degrees.
Recently, Kjos-Hanssen et al. [11] have proven that the computably traceable sets
are precisely the ones that are also Schnorr low in the sense that the randomness notion
remains the same.
We exploit some of the techniques from Terwijn and Zambella’s proof to show:
Theorem 12. (i) If a set A is Schnorr low, then it is low for Kurtz null tests.
(ii) If a set A is low for Kurtz null tests, then it is hyperimmune-free. 9
Proof. (i) We show that for every Kurtz null test computable in a computably traceable
set A with null set NA there is a Kurtz test with no oracle capturing the same reals. Let
g :!→! be de<ned by g(n)= 〈d(n); Dk〉 where d(n) speci<es the length of strings in
the nth set of a Kurtz null test computable relative to A, and Dk speci<es which of the
2d(n) strings of this length are included in the set. Choose a recursive trace T for g with
the identity function as its recursive bound. Let f(n)=max{d′(n) | 〈d′(n); Dk〉 ∈T [k]
for some Dk}, then f is a computable function of n, and let En be the union of all
sets Dk coded in T [n], expressed as strings of length f(n). Then (En)6n2−n, and by
selecting a suitable computable sequence n1¡n2¡ · · · we can obtain a Kurtz null test
f(ni); Eni , i∈!, such that
⋂
i Ei⊇NA.
(ii) Suppose the set A is low for Kurtz null tests, and g6TA. We wish to show
that g is computably traceable though for technical convenience we will build a trace
for f, where f(n)= 1 + g(n), from which a trace for g can easily be obtained. We
de<ne an A-computable Kurtz null test as follows: U1 includes [*11] for all strings *1
of length f(1). We note that (U1)= 12 . Generally Un includes all sets of the form
[*11*21 : : : *n1] where |*i|=f(i). We have the required bound on size: (Un)= 2−n.





Naturally (Vn)62−n and we let Vn be represented by strings all of the same length,
say ln. It is now a trivial matter to construct a recursive trace as the map from n to
ln is computable, and for all n¿1 we have f(n)6ln.
To see why this last inequality is true, we note that
⋂
n Un contains uncountably many
reals, essentially all paths through the complete binary tree except that the choice of 0
for certain bits is disallowed, speci<cally at bits f(1)+ 1, f(1)+f(2)+ 2 and so on.
The Kurtz null test Vn must cover all such reals, so no set Vn can ever exclude 1 as
9 In an earlier version of this paper, we claimed that the notions of Kurtz and Schnorr lowness coin-
cided. Kjos-Hanssen observed that the proof below only established that Kurtz lowness (for tests) implies
hyperimmune-freeness and not Schnorr lowness. It is currently open if the notions are the same, but we
conjecture that they are. Furthermore the classi<cation of the sets relative to which the Kurtz randoms remain
the same is also open.
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a digit from
⋂
nVn, and can only exclude 0 at the lengths f(1) + 1, f(1) + f(2) + 2
etc. Thus as (Vn)62−n there must be at least n places, when one looks at the bits on
strings in Vn, where instead of seeing all extensions of strings of length m some strings
of length m + 1 ending in 0 are excluded. One of these values m will indicate f(1),
another will indicate f(1)+f(2)+1 and so on up to f(1)+f(2)+· · ·+f(n)+(n−1).
Denote these lengths p1; : : : ; pn. It is not possible that f(k), k6n is not represented





contain all possible bit strings between lengths pi and pi +1, i¡n− 1, meaning there
are at least 2ln−(n−1) strings of length ln in Vn contradicting the upper bound on its
measure.
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