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ABSTRACT
The structure of many first principle engineering models is in the form of non-linear differential
algebraic equations (DAE). Standard system theory, however, pre-assumes that the system model
is described by ordinary differential equations (ODE) and hence can not accommodate DAE mod-
els unless if they can be transformed to an equivalent ODE form. However, such transformation,
even if possible, can become cumbersome and the descriptive representation of the model will be
lost. The size of these models is typically in the order of 1000’s of equations for systems with
multiple units or for systems described by discretized partial differential algebraic equations. This
demands numerically robust and efficient methods to use these models for real time applications.
The focus of this study is to develop estimation techniques that can be used with linear and
non-linear differential algebraic equations that are robust and numerically efficient. Estimation of
DAE systems can be used for monitoring and control applications and will exploit the modelling
software capabilities that are becoming prevalent in the industry.
The first part of this dissertation examines the problem of state estimation of linear discrete
time descriptor systems from new perspectives. First, the available theory on differential algebraic
equations has been used to examine the problem of stochastically modelling a linear differential
algebraic equation while ensuring causality of the solution. Second, the Baysian paradigm has
been used to find the Maximum a Posteriori (MAP) estimate for index 1 and higher descriptor
systems with the utility of Kronecker canonical transformation of a matrix pencil. This analysis
indicated that state estimation of high index descriptor systems can be conducted without the need
of any model transformations provided that the high index model is causal to start with. This also
showed that the MAP estimate is identical to the Maximum Likelihood (ML) estimate in the usual
sense. Third, MAP estimation was used for estimating problems of practical interest; namely
state estimation with truncated Gaussian distributions, estimation with measurement outliers and
estimation of singularly perturbed systems using the quasi-steady state model approximation.
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The second part of this dissertation addresses the need to find stable and efficient algorithms
to solve the minimization problems presented in the theory section of this dissertation. The first
algorithm solves the MAP estimation problem when mixed deterministic and stochastic equations
are involved. The second algorithm solves the MAP estimation problem when inequality con-
straints are involved using a new strategy called Multiple Window Moving Horizon Estimation
(MW-MHE) that enhances the performance of conventional Moving Horizon Estimation (MHE).
This is achieved by exploiting periods of constraint inactivity in sliding window minimization
problems by adaptively changing the objective function in response to the activity of constraints.
In other words, the ‘sparsity’ of active constraints is exploited to enable efficient long horizon es-
timation. Demonstration of the efficiency of the technique was made with problems involving
unknown input estimation and filtering subject to outliers in measurements and impulsive process
disturbances.
The third part of this dissertation serves the dual objective of examining the effectiveness of
descriptor state estimation and addressing the practical need for estimating gas mole fractions in
catalytic partial oxidation in real time. This process is critical for producing H2 for portable
fuel cell applications and accurate on-line estimation of mole fractions is important for system
operability and reliability. The residence time of the reactor is in the order of 10 milliseconds,
imposing stringent real time operational constraints. A detail analysis of this estimation problem
in terms of process dynamics, model reduction and observability analysis has been conducted with
the utility of descriptor system state estimation techniques. A descriptor MHE has been developed
successfully with update rates faster than 0.02 seconds.
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The focus of this dissertation is to develop and test simple, fast and reliable state estimation
algorithms suitable for problems involving differential algebraic model equations DAEs and in-
equality constraints. This is of practical importance since very often, complex systems of differen-
tial algebraic equations and inequality constraints constitute the underlying model of the process
and both fast and reliable state estimator algorithms are needed to meet the operational objectives
of the process being estimated in real time.
The size complexity, multiple time scales, and non-linearity of many first principle engineering
models call for a compromise between state estimator accuracy and computational efficiency in
order to meet the real time operational requirements for state estimation. Often this compromise
can be made using model reduction techniques, like quasi-steady state model approximations and
singular perturbation methods. Additional efficiency gain may be possible by reducing the com-
putation required for calculating the state estimates recursively. This dissertation will demonstrate
these ideas by first examining descriptor system state estimation which can be a useful machin-
ery for many practical estimation problems. Second, two new algorithms will be developed for
solving descriptor state estimation with linear equality and inequality constraints. A detail design
case study will be conducted for Catalytic Partial Oxidation Reforming that is characterized by
high dimensionality, stiffness and non-linearity of the model equations combined with operational
requirements that call for updating the estimates every 1 second. The detail design case will also
serve as an example to demonstrate the potential of the newly developed state estimator algorithms
that form the major contribution of this dissertation.
1.1 State Estimation in the Process Industry
State estimation is concerned with estimating the values of a stochastic process given obser-
vations of a related random process [1]. In process control applications, for example, very often
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the measured variables can be noisy and insufficient for reliable and economical operation. On the
other hand, technological and economical restrictions may prevent installing more measurements
to the process or the measurements can not be taken at high frequency rates demanded by control
applications. With the advent of simulation capabilities, stochastic process models can be devel-
oped that can approximately explain the behaviour of the true process based on first principles
and uncertainty modelling of the parameters and disturbances. Real time state estimation leverage
the value of first principle process modelling capabilities by reconciliating these stochastic mod-
els with noisy measurements taken from the running process to find estimates of the unmeasured
variables and filter the noisy measurements simultaneously. The capability of advanced process
controls in meeting their economical and safety objectives relies heavily on both the accuracy and
efficiency of calculation of the state estimators in real time. The following are the most widely
used techniques used in the process industry for state estimation:
1. Extended Kalman filter (EKF) is one of the classical estimation techniques for state estima-
tion of non-linear systems and is based on applying linear Kalman filtering on a linearized
model obtained via trajectory linearization of the non-linear model. A good coverage of the
theory and practice of EKF methods can be found in [2]. Currently available EKF tech-
niques, however, can not handle prior information in the form of equality/inequality con-
straints if present. Moreover, if the model is stiff, trajectory linearisation approximation
becomes valid only in very short time intervals and more frequent linearisations may be re-
quired which limits its effectiveness to non-stiff models [3]. Another problem with EKF
techniques is that if the continuous-discrete EKF method is to be used [2], the mean and
covariance calculations require model integrations which are computationally expensive for
high dimensional problems. Other shortcomings of EKF filtering methods are discussed, for
example, in [4]. Nevertheless, the method is usually computationally more efficient then
other techniques and is widely used. However, with the advent of fast real time optimization
technology, this estimation strategy is becoming less common in practice due to the problems
mentioned above [4].
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2. Particle filtering finds an empirical description of the probability density function (for the
state conditioned on the measurements) using sequential Monte Carlo techniques [5]. This
empirical density function is recursively updated and used to find the state estimate as the
mean and covariance of this empirical function. As a result, particle filters do not assume a
fixed form for the conditional density function but still require statistical information about
the nature of the random disturbances and noises. Despite the good statistical features of
this method, the curse of dimensionality remains a challenge for particle filters due to the
requirement of large numbers of particles for high state dimensions [4] [6]. Moreover, the
particles need to be calculated from the original non-linear model which may be expensive
to compute for complex and stiff models.
3. With the advent of fast optimization technology, Moving horizon estimation (MHE) is now
becoming one of the most popular methods used for state estimation in the process indus-
try; see for example the recent application studies in [7] and [8], the comparison study with
Extended Kalman filters in [9], and the comparison studies with particle filters in [4] and
[10]. Excellent tutorial studies on MHE can be found in [11] and [10]. The method relies
on finding estimates of the current state using on-line convex optimization if the system is
linear and non-convex optimization if the system is non-linear. The objective function used
involves cost functions that penalize a window of past measurement noise sequences and pro-
cess disturbance sequences, needed to explain the observed data, subject to the model and
measurement equations and any other prior knowledge in the form of equality and inequality
constraints. Penalties in the objective function could be the 2-norm, `1-norm, Huber, Vapnik
or any other penalties that are associated with log concave probability distribution functions
[12], [6]. The objective function also includes an extra penalty on the prior estimate which
is called the arrival cost function. Stability guarantees of the method can be obtained by
properly designing the arrival cost function [10]. Moreover, statistical optimality in terms
of maximum a posteriori estimation (MAP) can be established when the window of mea-
surements and disturbances covers all information available and when the solution to the
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MAP problem is global optimum [10], [13]. Efficient implementations of MHE in industrial
applications will be covered later in this chapter.
1.2 Case Study: Catalytic Partial Oxidation
Chemical Reacting Flow models (CRF) consist of partial differential algebraic equations cap-
turing energy, momentum and mass balance relationships that are discretized in space (and maybe
also in time) using finite volume or finite element methods. If the fluid undergoes chemical re-
actions, detailed reaction mechanisms may be included, which may expand the size of the model
significantly depending on the number of species and reactions present in the detail mechanism.
For example, the detailed reaction mechanism for the oxidation of iso-Octane in [14] contains 860
chemical species that are governed by 3600 elementary reactions and each species is associated
with an ordinary differential equation (ODE). As a result, CRF models may contain 100s or even
1000s of differential algebraic equations that are often difficult to integrate, let alone using them
directly for on-line state estimation applications that require fast solution times demanded by the
operational needs of the process.
Multiple time scales in CRF models may also be present arising from near equilibrium phe-
nomena occurring simultaneously with other slow transient phenomena (for example, reaction
dynamics are often faster than temperature dynamics by several orders of magnitude). The detail
reaction mechanism may involve highly reactive intermediate species that are consumed almost
instantaneously and hence, introduces model stiffness and difficulties in integration. Furthermore,
the fluid may operate in laminar or turbulent regimes which may further increase model stiffness.
The multiple time scale phenomena gives rise to singularly perturbed estimation problems that can
be addressed using, for example, the quasi steady state model approximation that gives rise to dif-
ferential algebraic models [15]. Finally, some CRF processes are often characterized by very short
residence times, in the order of milliseconds as in Catalytic Partial Oxidation reforming (CPOX).
Catalytic Partial Oxidation Reforming of methane is an efficient process used to produce syn-
gas (a gas mixture of H2 and CO) using a fuel mixture that contains methane CH4 and oxygen O2.
4
CPOX reforming is a compact size low-capital cost reactor that is suitable for portable applica-
tions as in fuel cells and small refinery applications. CPOX is also being considered as a potential
process for large scale production of syngas in view of its economic and environmental advan-
tages over steam reforming [16]. Measuring both inlet and outlet gas mole fractions in real-time
(while the process is running) is essential for process reliability and to effectively maintain the
quality specifications on syngas. However, Gas Chromatography measurements are often slow and
expensive for portable commercial applications.
Fuel cells that take their source of H2 from CPOX reformers, for example, require varying inlet
H2 concentrations in the stack depending on load demands while maintaining low CO content to
avoid poisoning the cell. Furthermore, Polymer electrolyte membrane (PEM) fuel cells require
low CO2 concentrations that can poison the electrolyte [17]. Restrictions on H2O content can also
be present. Hence, fuel cell/CPOX control strategies are needed to prevent excess H2 generation,
prevent fuel cell stack starvation and/or prevent CPOX clogging (i.e. catalyst deactivation) [18],
[19]. As a perquisite for these control strategies, accurate measurements or estimates of species
mole fractions of the gas coming in and out from the CPOX process are needed. In other words, a
real time estimator for estimating inlet and outlet gas mole fractions in CPOX reforming is needed
for improving the reliability and operability of fuel cells.
A simple diagram of the CPOX reformer is shown in Figure 1.1. The system consists of the
reactor tube made from a catalyst-loaded Al2O3 ceramic foam installed inside a furnace (packed
bed reactor). Feed flows of CH4, and air are metered with mass-flow controllers and mixed prior to
entering the CPOX reactor at high temperatures. The ratio of CH4 to air is set based on the amount
of hydrogen required by the connected loads and the compositional restrictions. The process uses
a Rh based catalyst to improve selectivity to H2 and CO by promoting the exothermic reaction
CH4+0.5O2−2 H2+CO, ∆H ≈−36kJ/mol. Details about the process dynamics and steady state
operation will be deferred to Chapter 7 of this dissertation.
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Figure 1.1: CPOX Reactor
1.3 Selecting the Solution Strategy for State Estimation
The state estimating problem for the CPOX reformer under study is to infer inlet gas mole
fractions of CH4 and O2 and outlet gas mole fractions of H2, O2, H2O, CO, CO2 and N2 (or any
other inter gas like Ar) using simple measurements (i.e. wall temperatures, gas pressures, gas
thermo-conductivity, gas density etc.) and a stochastic model describing the process and measure-
ment uncertainties. Moreover, the estimates of gas mole fractions must be updated at sample rates
relative to the dynamics of the process.
In this dissertation, we make use of the high fidelity 1-D model studied in [20] for an experi-
mental system of a CPOX process, which was also validated via experiments in [21] in the context
of biogas fuel reforming. The 1-D model of the CPOX reformer incorporates a detailed reaction
mechanism for methane oxidation over Rhodium from [22] with 42 elementary reactions and, a
dusty gas model for transport in α-Al2O3 foam monoliths. The gas velocity is ≈ 3.5m/s giving a
Renyolds number of≈ 22. A review of the model equations and parameters is presented in Chapter
7 of this dissertation. The model contains 348 ordinary differential equations after discretization
in space and around 1000 algebraic equations.
The following are the specific challenges associated with designing a state estimator for the
CPOX process in view of the CPOX model under study:
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1. The CPOX reformer is a short contact time reactor (with residence times of ≈ 0.01 seconds)
and the dynamics of gas composition exhibit very short time scales≈ 0.01 seconds. It can be
demonstrated via simulation that CPOX clogging, or catalyst deactivation, can occur within
0.1 seconds if the C/O ratio of the inlet gas is higher than 3. Hence, the state estimator
should be designed with update rates of ≈ 1 second so that appropriate control responses
can be taken in a timely matter. Possible control responses could be, for example, modifying
the C/O ratio, introducing steam, recycling the gas and other control strategies that are not
the focus of this study.
2. The CPOX reformer model contains multiple time scales that are orders of magnitude sepa-
rate from each other. For example, the detailed reaction mechanism for methane oxidation
over rhodium involves intermediate surface species that are highly reactive. Also, the tem-
perature dynamics of the reactor wall is slower than the dynamics of gas and surface species
by several orders of magnitude. This results in a stiff model that is difficult to integrate even
after efforts to accelerate model integration (i.e. finding the sparsity of the Jacobian matrix,
code profiling and using custom stiff integrators). In tests, the computation time required
for integrating the model for 0.001 seconds subject to a random inlet disturbance in the C/O
ratio was on average 5 seconds. As a result, model simplifications are required to meet the
real time implementation constraints if the detail model is to be used directly for the inverse
problem under study.
3. The target application for this CPOX reformer is a portable fuel cell application that may
have cost constraints on the amount of processing power available. Hence, it is desired
to find a solution strategy that can be implemented on a stand-alone microprocessor, for
example.
4. The CPOX model is highly non-linear in some variables and almost linear in other variables.
For example, the dynamics of outlet H2O mole fraction is highly non-linear with respect to
the inlet C/O ratio whereas the dynamics of H2 mole fraction is almost linear with respect
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to inlet C/O disturbances (explained in detail in Chapter 7 of this dissertation). Hence, a
strategy that can exploit any linear or semi-linear behaviour for reducing problem complexity
is favourable over strategies that can not.
5. Finally, the estimates of gas mole fractions should be numbers that sum to one and are within
the range [0,1]. Hence, state estimation strategies that can handle equality and inequality
constraints efficiently are needed.
From the list of challenges associated with designing a state estimator for CPOX reforming,
we provide a short literature review for the most recent implementations of Moving Horizon Esti-
mation involving large scale models as the one under study. An efficient implementation of MHE
that make direct use of large and stiff non-linear process models was studied recently in [8] where
a Moving Horizon Estimator was developed that used non-linear programming for the estimation
of states in low density polyethylene tubular reactor. The model consists of 300-400 ODEs after
discritization in space, which is comparable to the size of the CPOX process model being studied in
this dissertation. The method used the quasi-steady state approximation to resolve model stiffness
on gas temperature and discritization of the differential equations using orthogonal collocation on
finite elements to form a system of algebraic equations (both space and time discretizations were
used). This allowed using the model equations in a non-convex optimization problem directly
without the need for an intermediate integrator. As a result, a non-linear program was formed with
the objective function being the MHE sliding window penalty and constraints being the model
that was discritized in both space and time. To accelerate the non-convex optimization problem,
explicit Jacobian and Hessian equations of the optimization problem were found and an interior
point solver was used with sparsity information incorporated to reduce the complexity of the linear
solver for finding the Newton steps. Despite all these efforts to speed up the optimization problem,
solution times obtained using this strategy ranged from 8.7 seconds to 188 seconds per measure-
ment iteration on a personnel computer using the technology available at the time of the study.
Another shortcoming of this study is that random process disturbances were not accounted for and
no analysis was given on the effect of using the quasi-steady state approximation on estimator per-
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formance. The same strategy was also used in [23] for a less complex model of a fuel cell with
solution times of 30 seconds on average per iteration.
Another recent but different MHE solution strategy was used in [7] for a slow distillation col-
umn process that used multiple shooting optimization which involved integration of the model
in every optimization step. The solution times obtained per iteration using this method was ∼ 4
seconds per measurement iteration on average.
These techniques for solving MHE problems involve solving large non-convex optimization
problems that result in estimates that may or may not be globally optimum. This may result in
estimator divergence if the local optima is far from the global optima. Furthermore, based on
the solution times achieved in these studies, these strategies are more adequate for relatively slow
chemical process applications at the time this dissertation was prepared.
Based on the above discussion, the solution strategy used in this dissertation for finding a state
estimator for the CPOX reformer that can meet the design objectives stated earlier was based on
the following steps:
1. Identifying a linear high order model using system identification techniques. This entails
conducting several off-line simulations of the high fidelity model subject to random inlet
C/O disturbances and collecting the simulation data to construct an empirical model of the
process using sub-space identification techniques [24].
2. Reducing the order of the high order linear model obtained in step (1) using balanced trunca-
tion with matched DC gain that discards the states with small Hankel singular values while
preserving the DC gain of the original model [25].
3. Using the reduced order linear model obtained in step (3) to design a MHE estimator.
The simplified model allows using fast convex optimization techniques for MHE that are im-
plementable on stand-alone microprocessors using custom developed library free C code [26].
Furthermore, using this strategy, no quasi-steady state approximation analysis is needed to resolve
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model stiffness and only off-line simulations of the stiff model are required. The model simpli-
fication strategy, even though localized to a single operating point, can be extended to multiple
operating points using a linear parameter varying model as discussed for example in [27]. Finally,
the method allows developing an estimator that meets the design objectives given earlier with some
compromise in estimation accuracy as will be demonstrated in detail in Chapter 7.
The form of the model to be used is a descriptor system. This allows incorporation of the equal-
ity constraint that the sum of all gas mole fractions is equal to one and also allows augmenting the
state variables with the unknown input C/O ratio. However, the literature lacks statistical analysis
of descriptor system state estimation using the Baysian paradigm and the existing state estimation
recursions are incapable of solving high index descriptor systems if the system is causal. Also,
MHE using descriptor systems is not well developed in the literature. Other algorithmic devel-
opments are also needed for addressing the numerical efficiency aspects of inequality constrained
optimizations in MHE to speed up implementation. Moreover, the MHE technique does not ad-
dress robustness to measurement outliers. All these subjects will be under close examination in
this dissertation and both theory and algorithms will be developed to address these problems. In
the next section, descriptor system state estimation and descriptor system MHE is presented, and
the contributions of this dissertation are outlined.
1.4 Research Outline
In this dissertation, we first solve the problem for finding the maximum a posteriori estimate
for xk given the following stochastic process model and noisy measurements:
Exk+1 = Axk +Buk +Fwk (1.1)
yk+1 = Hxk+1 + vk (1.2)
where the matrices are generally non-square defined as E,A ∈ Rneq×n, B ∈ Rneq×q, H ∈ Rmmeas×n
and F ∈Rneq×r1 . Here, wk ∈Rr1 and vk ∈Rr2 are assumed to be iid random vector sequences with
known probability distributions, x0 ∈Rn is also random with a known probability distribution and is
independent of wk and vk. The variable uk ∈Rq is the known control input for time k = 0, · · · ,T−1
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and yk ∈ Rmt is the measured output.
The stochastic model (1.1) is called a descriptor system which can be causal or anti-causal [28].
This linear representation can be related to general non-linear differential algebraic equations of
the form:
F(ẋ,x, t,u) = 0 (1.3)
where x ∈ Rn is the state variable and ẋ denotes its time derivative, u ∈ Rp is an input vector and
F ∈ Rn is a system of neq equations in the (2n+ 1+ q)-dimensional variable (ẋ,x,u, t). Here,
∂F
∂ ẋ may be singular. Trajectory linearization of a DAE followed by discretization and stochastic
modelling will result in a descriptor model of the form given by (1.1). Our motivation for descriptor
systems is estimation problems that involve differential algebraic equation models of the form
(1.3), which are ubiquitous in simulation environments and in problems that involve singularly
perturbed systems and discretized partial differential equation models.
Chapter 2 will provide some of the important concepts related to differential algebraic equation
models: the properties of DAEs; the formation of DAEs upon using the Quasi steady state model
approximation in singularly perturbed problems, trajectory linearization of DAEs, index reduction
of linear DAEs, discretization and stochastic modelling of linear DAEs and the steps required
to obtain an approximate stochastic model of the form (1.1). Moreover, a new technique was
developed for designing matrix F in (1.1) such that the resulting descriptor system is causal.
Chapter 3 provides a derivation of the MAP state estimator objective function for general (pos-
sibly non-square) discrete time causal/non-causal descriptor systems. The derivation made use of
the Kronecker Canonical Transformation to extract the prior distribution on the descriptor state
vector so that Maximum a Posteriori (MAP) point estimation can be used. The analysis indicates
that the MAP estimate for index 1 causal descriptor systems does not require any model transfor-
mations and can be found recursively. Furthermore, if the descriptor system is of index 2 or higher
and the noise free system is causal, then the MAP estimate can also be found recursively without
model transformations provided that the stochastic system is causal. Chapter 3 also presents several
11
descriptor MAP estimation problems of practical concern; namely state estimation with truncated
Gaussian distributions, state estimation with Poisson measurement noise and state estimation of
singularly perturbed systems. A discussion on verification of filter stability using the Kalman de-
composition for descriptor systems is also presented followed by an example that summarizes the
important concepts discussed in this chapter.
Deterministic equations may arise naturally as part of the model, or may be needed for MAP
state estimation of high index descriptor systems as discussed in Chapters 3 of this dissertation.
Hence, chapter 4 is concerned with state estimation of linear discrete time descriptor systems that
are described by state and measurement equations that have both stochastic and purely determin-
istic components in the following form:
Exk+1 = Axk +Buk +Fwk
yk+1 = Hxk+1 + vk (1.4)
Ēxk+1 = Āxk + B̄uk
ȳk+1 = H̄xk+1 (1.5)
where ȳk+1 ∈ Rn
d
meas is the deterministic measured output, Ē, Ā ∈ Rn
d
eqns×n, B̄ ∈ Rn
d
eqns×q, and H̄ ∈
Rndmeas×n are the matrices involved in the deterministic model. An estimation algorithm was devel-
oped that operates by decomposing the system into stochastic and deterministic parts, and process-
ing each part separately. It solves the deterministic subsystem using the pseudo-inverse according
to the Moore-Penrose definition [29], and then minimizes the Kalman filter objective function by
exploiting the orthogonal subspace defined by the deterministic subsystem. A simulation example
was given for estimating tray composition for a distillation column by linearization over a trajec-
tory of a non-linear differential algebraic model. Compared to the method of R. Nikoukhah et.al
[30], the reduction in time produced by our method for this example was 87%. The reason is that
our algorithm requires only 1-block matrix inversion that does not involve any singular blocks,
whereas the algorithm in [30] requires 3-block matrix inversions containing possibly singular ma-
trix blocks arising from singular covariance matrices.
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Chapter 5 will focus on extending the notions of MHE to descriptor systems and to approxi-
mately solve the practical MAP estimation problems presented in Chapter 3. In MHE, the problem
considers the most recent N measurements yk,yk−1, · · · ,yk−N , and finds the optimal state trajectory
xk,xk−1, · · · ,xk−N , subject to inequality constraints imposed in the MAP optimization problem.




















xk ∈ X , wk ∈W, vk ∈V (1.6)
where x̂map = {x̂mapk }
T
k=T−N are the estimates of xk at times k = T −N, · · ·T , P
(−)
T−N ∈ Rneq×neq is
the disturbance error covariance matrix at time k = T −N, N is called the horizon length and the
quadratic form is denoted by ‖z‖2A = zT A−1z. The sets X , W and V are polyhedral and convex
with non-empty interiors with 0 ∈W and 0 ∈ V . These constraints introduce extra knowledge
known about the state variables and disturbances effecting the system. For example, non-negativity
constraints and lower and upper bounds on mole fraction values are available as additional prior
information. Constraints can also be used in shaping asymmetric probability density functions as
shown in [31] and [11]. In the next iteration of this minimization problem, T is incremented by
1 and the minimization window slides forward in time by one step. The statistical optimality of
MHE comes when the minimization problem covers the entire window of information, in which
case the estimator is called the Full Information Estimator (FIE).
Hence, long horizon lengths N in Moving Horizon Estimation are desirable to reach the per-
formance limits of the full information estimator, which gives the MAP estimate. However, the
conventional MHE technique, given by iterative minimization of (1.6), suffers from a number of
deficiencies in this respect. First, the problem complexity scales at least linearly with the hori-
zon length selected, which restrains from selecting long horizons if computational limitations are
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present. Second, there is no monitoring of constraint activity/inactivity which results in conduct-
ing redundant constrained minimizations even when no constraints are active. In Chapter 5 of
this dissertation we describe in detail a new estimation strategy named Multiple-Window Moving
Horizon Estimation (MW-MHE) that exploits constraint inactivity to reduce the problem size in
long horizon estimation problems.
Chapter 6 will present the MHE solution for the robust MAP filtering problems presented in
Chapter 3. This chapter will demonstrate with examples that three robust filtering problems can be
recast into descriptor MHE. Hence, the MW-MHE algorithm developed in Chapter 5 can be used
for these problems with guaranteed stability.
Finally, in Chapter 7 the detail CPOX estimation problem case study is presented. A 1-D high
fidelity simulation model for CPOX studied in [20] for a portable fuel cell application is developed
and enhanced for transient experiments. Process dynamics are then analysed to demonstrate how
solid temperatures along the axes of the reactor reflect the endothermic/exothermic interplay of
reactions during a process upset. Model reduction via system identification is then used to obtain a
low complexity model suitable for use in a moving horizon estimator with update rates faster than
0.02 seconds. System theoretic observability analysis is then conducted to predict the suitability of
different measurement designs and the best locations for temperature measurements for estimating
both inlet and outlet gas mole fractions for all species using Kalman decomposition of descriptor
systems. Finally, a Moving Horizon estimator is implemented and simulation experiments are
conducted to verify the accuracy of the estimator.
1.5 Prior work and Research Contributions
We provide a short literature review of the important studies related to this dissertation com-
bined with the research contributions categorized according to the chapters of this dissertation.
More literature review can be also found in the individual Chapters as well.
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1.5.1 Descriptor System State Estimation
The Kalman filter, or state estimator, is an algorithm that uses a stream of noisy measurements
observed over time, and produces statistically optimal estimates of unknown variables by recon-
ciliating these noisy measurements with a known stochastic model of the process. State estimation
of discrete time linear descriptor systems of the form (1.1) and (1.2) has been extensively studied
in the past. In [28] canonical transformations of square regular descriptor systems (often called
singular system) were used to find a minimum variance Kalman filter assuming Y-observability of
the system; i.e. the system is causal and observable. In [32], the minimum variance criterion was
also used to estimate Exk instead of xk. However, both these studies are limited to the square causal
system case.
In [33], the Descriptor System Kalman filter (DKF) was derived by solving a deterministic
least squares objective function and it was first demonstrated in [34] that this filter can be used to
estimate unknown inputs for regular state space systems. The solution for the most general case
for descriptor system state estimation was given in [35] and [30], where 3-block pseudo-inverse
solution forms were derived for square and non-square, correlated and uncorrelated Gaussian noise
problems with a special account for the effect of future dynamics in the estimate for non-causal
systems and the possibility of singular measurement covariance matrix. In [36], an efficient square
root implementation of the descriptor Kalman filter was developed for general causal descriptor
systems. The approach does not impose any restrictions on the state transition matrix or on the
noise covariance matrix. The algorithm, however, requires 3 subsequent transformations of matri-
ces in each iteration and finds the best linear unbiased estimate of x after these transformations.
A technique for diagnolization and canonical transformation of the model was also presented. Of
significance also are the results given in [37] that solved the estimation problem for stochastic
descriptor systems using polynomial filtering based on the minimum variance criterion. This tech-
nique outperforms the technique presented by [35] in estimation accuracy for non-Gaussian noise
distributions. However, the technique requires more prior knowledge of the noise and disturbances
in the form of third and forth moments. For degree 1 polynomial filtering, the results match the
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maximum likelihood solution given in [35]. In [38] and [39] the solution of the Kalman filter,
smoother and predictor for causal descriptor systems was solved using deterministic least squares.
In [40] and [6], matrix and state variable transformations were used to recast state estimation
problems for square causal/non-causal descriptor systems into conventional state space estimation
problems. However, the method results in estimating transformed state variables instead of the
original model variables and hence adds a requirement for an inverse transformation at every iter-
ation for finding the estimates in real time. In [40] and [41] an analysis of how should continuous
time square descriptor systems should be stochastically modelled to avoid differentiation of the
input signal was given. The method however seeks an index 0 representation for using normal
state space Kalman filters.
Research Contribution:
1. Developing a new criteria for stochastically modelling a descriptor system to guarantee
system causality without the need for reducing the index of the model based on the
index 1 representation. This is desired so that index 1 descriptor filtering can be used
directly on the high index descriptor model.
2. Derivation of the MAP state estimate for stochastic (possibly non-square) descriptor
systems using Kronecker Canonical decomposition for both low and high index causal
problems.
3. A recursive solution using dynamic programming for the MAP estimate for the un-
correlated noise index 1 case was found in Chapter 3. The solution obtained does not
require any model transformations also.
4. Efficient Descriptor MAP state estimation recursions were derived for the case when
deterministic innovation and measurement equations are part of the model. This algo-
rithm is particularly needed for MAP state estimation of high index causal descriptor
systems. As a result, any high index descriptor model can be directly filtered using
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descriptor estimation techniques without the need for model transformations or index
reduction.
1.5.2 Trajectory Linearization of DAEs and Descriptor Systems
Linearisation of non-linear DAE systems along trajectories was studied by [42] and [43]. Infer-
ring local observability conditions for nonlinear DAE systems using linearisation along trajectories
was studied in [44]. State estimation using trajectory linearisation of DAEs was first attempted in
[45] but within the framework of state space Kalman filtering. One limitation of the state space
framework is that it can not incorporate measurements of the algebraic states. This limitation was
addressed in [46] and recently reapplied in [47]. However, this technique was studied for index
1 DAE systems only and the propagation of the state error covariance matrix did not take into
account the algebraic state estimates.
None of these studies addressed state estimation of DAEs in the context of descriptor systems
which can lift these restrictions as will be demonstrated in this dissertation. Also, none of these
studies demonstrate how descriptor system state estimation can be effectively used for singularly
perturbed estimation problems.
Research Contribution:
1. Implementing the efficient MAP state estimation recursions given in Chapter 4 on a dis-
tillation column process DAE model for estimating top tray composition using temper-
ature and pressure measurements. The model was obtained via trajectory linearization
of an index 2 DAE model and both stochastic and deterministic equations were part of
the model. The example was also compared to another technique in the literature that
is limited to deterministic constraints on measurements only showing superiority of the
new algorithm.
2. Demonstrating via an example that the quasi-steady state approximation combined
with descriptor system state estimation can be an effective solution when state estima-
tion of singularly perturbed ODE models is desired; particularly for the slow subsystem
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of the multi-scale process.
1.5.3 Moving Horizon Estimation
MHE for explicit regular square systems was first suggested in [48]. Stability and convergence
analysis for state space MHE was studied later in [49] and [10]. These studies have shown that
the dynamic programming solution of the full information problem can lead to the solution of the
MHE. In [50] and [51], MHE for linear discrete time causal descriptor system was first studied for
the unconstrained case and was solved using the technique presented in [38]. It only demonstrated
however that the solution of the MHE is identical to the DKF. Moreover, issues related to arrival
cost approximation and convergence of the MHE were never addressed.
Recently in [12] an approximation hypothesis was used to derive a simple arrival cost update for
general staged QP problems with sufficiently large horizon lengths by assuming that the active and
inactive state constraints of the last state in the moving horizon window remain respectively active
or inactive indefinitely after exiting the window. Consequently, equality constraints corresponding
to the active inequality constraints were included in the arrival cost update. However, no stability
analysis was provided using this method, nor means for selecting the sufficiently large horizons.
Research Contribution:
1. Extending the notions of MHE to descriptor systems and establishing the conditions
for convergence and stability of the estimator.
2. Developing and testing a new stable and efficient Multiple Window MHE algorithm
that can get closer to the performance limits of the full information MAP estimator
with less computational complexity and associated numerical errors. The algorithm
also includes a tuning parameter for selecting the horizon length needed by measuring
the coupling between remote states in time.
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1.5.4 Robust State Estimation
In real world applications, measurements contain outliers that may result from sensor failures.
Spikes in sensors are very common in the process industry and if the estimator is connected to a
controller an over-reaction may occur if the state estimator is sensitive to such failures. An early
attempt to robustify normal state space Kalman filtering to measurement outliers was given in
[52]. The filter exponential stability property was used to ensure that the effects of past outliers
attenuate fast. This resulted in limitations of this method when outliers occur at high frequency
rates. Moreover, the method requires implementation of several filter banks which is an added
complexity to the normal Kamlan filter. Other design adjustments to the normal Kalman filter
can be found in numerous studies that require continuous parameter adjustments as in [53] and
[54] for example. Another approach is to find the MAP estimate using fast convex optimization
with the `1 norm penalty. A robust and efficient Kalman smoother was developed in [55] and also
addressed the case when Vapnik and Huber penalties are used. A one step robust Kalman estimator
using convex optimization was also suggested in [56] but with no statistical analysis. Also, in the
literature their is no MHE implementation for robust filtering problems that can provide filtered
estimates in real time rather than smooth estimates using real time convex optimization.
Research Contribution:
1. Statistical optimality in terms of finding the MAP estimate was established for robust
filtering of descriptor systems in Chapter 3.
2. In Chapter 6, descriptor MHE is used to solve three robust filtering problems using
the `1 and Huber penalties as an approximation to the MAP estimate. The new MW-
MHE strategy was also tested on one of these problems and demonstrated superior
performance over traditional MHE.
1.5.5 State Estimation for CPOX
Previous work towards the development of a nonlinear observer for the CPOX process was
given in [57]. A simple lumped parameter model was used that relied on one temperature mea-
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surement and one gas species composition measurement at the outlet to infer the remaining outlet
gas species compositions at the outlet. The model used, however, was based on only two global
reactions; partial and total oxidation and did not account for steam and dry reforming reactions.
Further work in [47] was made for estimating inlet gas CH4/O2 ratio in the context of biogas re-
forming. Also, a simple lumped parameter model of a continually stirred reactor model was used
but combined with a detailed reaction mechanism. In both models, spatial variations in temper-
ature along the reactor were not accounted for, not to mention other important mass and energy
transport effects present in the CPOX reforming process. In Chapter 7 of this dissertation provides
an extension of these two studies in multiple directions.
Research Contribution:
1. Implementing a detail case study for designing an estimator for the CPOX reformer
process. This involved the following tasks:
• Developing A high fidelity transient 1-D model for CPOX reforming in Matlab
and speeding up simulation by incorporating sparsity information of the Jacobian
and code profiling. The high fidelity model has been furnished for future research
studies in CPOX real time optimization.
• A detailed analysis of CPOX process dynamics was conducted to determine the
important measurements suitable for state estimation.
• A low complexity model of the CPOX process was found using system identifica-
tion and model reduction techniques. The reduced model was compared to the
original high fidelity model.
• Observability analysis of the CPOX process was performed to evaluate different
measurement designs suitable for estimating inlet and outlet gas mole fractions.
This was achieved using an implementation of the Kalman decomposition of gen-
eral non-square descriptor systems.
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• A moving horizon state estimator that incorporates the low complexity descrip-
tor model of the CPOX process, best measurement design, known inequality con-
straints was developed and tested. Solution times achieved using this estimator
was less then 0.02 seconds per iteration.
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CHAPTER 2
FORMING STOCHASTIC DESCRIPTOR MODELS FROM DAES
This chapter collects together dispersed information in the literature related to obtaining lin-
earized DAE models from non-linear DAEs suitable for state estimation purposes. Important con-
cepts related to differential algebraic equation models are presented, namely; differentiation index
of DAEs; the formation of DAEs upon using the quasi-steady-state model approximation, trajec-
tory linearization of DAEs, index reduction of linear DAEs, discretization of linear DAEs and
stochastic modelling of linear DAEs. A new condition for finding a causal stochastic model for
a high index descriptor system is developed. An example summarizing the concepts presented is
given at the end of this chapter.
2.1 Properties of Differential Algebraic Equation Models
The structure of computer-generated models used in many engineering disciplines is very often
in Differential Algebraic Equation form (DAE), where differential equations model conservation
laws (energy, mass and momentum) while algebraic equations model constitutive relationships,
property correlations, boundary conditions, design constraints, model simplifications, process in-
terconnections, etc. These models are sometimes referred to as descriptor [58], implicit [59],
generalized state space [60] and singular system models [61]. Control and state estimation theory
of dynamical systems is predominately based on ordinary differential equation models ODEs and
extensions to DAEs has been a subject of both old and renewing interest; see for example the report
in [62] and the book [28] for classical introductions on control and optimization with linear DAE
models and the most recent studies in [63] and [64] for control and optimization with embedded
non-linear DAE models.
A general nonlinear DAE model can be represented as follows:
F(ẋ,x, t,u) = 0 (2.1)
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where x ∈ Rn is the state variable and ẋ denotes its time derivative, u ∈ Rp is an input vector and
F ∈ Rn; is a system of neq equations in the (2n+1+ p)-dimensional variable (ẋ,x,u, t). Here, we
denote Fr := ∂F∂ r . In (2.1), Fẋ :=
∂F
∂ ẋ may be singular. An index that characterizes the proximity of
a DAE model to an ODE is the differentiation index.
Definition 2.1 The differentiation index νd of a general nonlinear DAE system (2.1) is the mini-
mum number of times the system is differentiated with respect to t to determine uniquely the first
derivative of the state vector
It may be desired to convert a DAE system of equations to an ODE. However, eliminating
the algebraic equations from a DAE model to form an ODE can be very difficult and may lead to
numerical integration problems [65]. Most of the current developed numerical integration schemes
for DAEs avoid transforming a DAE into an ODE by simultaneously solving for both algebraic
and differential constraints. The following example will demonstrate some of the difficulties for
transforming a DAE to an ODE.
Example 2.2 Consider the following simple DAE model:
ẋ1 = x2 + z+u (2.2a)
ẋ2 = x1 + x3 +u (2.2b)
ẋ3 = x1 + x2 +u (2.2c)
0 = x2 + x3 (2.2d)
where x1,x2,x3 are called differential variables z is called an algebraic variable and u is called the
system input. This system of equations is fully determined (4 equations and 4 unknowns), however,
we can not eliminate the algebraic constraint (2.2d) in order to form an equivalent ODE model,
rather two subsequent differentiations of (2.2d) are needed as follows:
0 = ẋ2 + ẋ3 (2.3a)
0 = 2x1 + x2 + x3 +2u (2.3b)
0 = 2ẋ1 + ẋ2 + ẋ3 +2u̇ (2.3c)
0 = 2x1 +3x2 + x3 +3u+2u̇+2z (2.3d)
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Thus,
z =−0.5(2x1 +3x2 + x3 +3u+2u̇) (2.4)
and
ż =−0.5(4x1 +3x2 +3x3 +2z+6u+3u̇+2ü) (2.5)
which allows us to either substitute back z into (2.2a) or to use ż as a new differential variable. The
transformation required three differentiations before it was possible to obtain a differential equation
for z. This defines the differentiation index for the subject DAE to be νd = 3. We recognize the
following problems with this approach:
1. Differentiation revealed a new algebraic constraint (2.3b) involving x1,x2,x3 and the input u
that must be satisfied. Hence, hidden algebraic constraints may be present in DAE models.
This has implications in both simulation and state estimation as we will see later.
2. The explicit expression for z in (2.5) shows dependence on the derivative of the input u̇,
implying that the input u must be at least once continuously differentiable. This was also
only revealed by differentiation and has implications on both the control problem [63] and
the stochastic modelling problem for DAEs [40].
3. The resulting ODE contains extraneous solutions since we may, for example, have (2.3b)
to be c = x2 + x3 instead of 0 = x2 + x3, where c is a constant and yet obtain the same
relationship for z in both cases. Restraining of the solution manifold for the resulting ODE
is required, otherwise numerical integration of the resulting ODE model may diverge from
the correct constraint manifold [65]. Methods for restraining the resulting ODE are studied
for example in [66] using least squares completions.
Other singularities present in DAE models are described for example in [61], [65] and [67]. This
example demonstrates that the conversion of DAE models to ODE is not trivial and special ac-
counting is needed for implicit algebraic constraints, initial conditions and smoothness of inputs.
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Converting DAE models to ODE models can become very difficult when dealing with large DAE
models typical in chemical engineering problems, for example. Hence, it is desirable to have state
estimation techniques that can directly work with the given DAE model.
2.2 Examples of DAEs in First Principle Engineering Models
DAEs in first principle engineering models are very common and many examples appear in the
literature. The following is a list of the origins for some of the algebraic constraints:
1. Algebraic constitutive relationships like equations of state, property correlations etc. In most
cases, such algebraic constraints combined with ordinary/partial differential equations de-
scribing conservation laws will results in an index 1 DAE model. Index 1 DAE models can
be reduced to ODE models by algebraic manipulations and substitutions and do not present
difficulties in conversion to an ODE. However, it is still advantageous to treat such problems
as a DAE, for example, to include algebraic variables in a state estimation problem.
2. Models that arise from spatial discretization of partial differential equations. For example,
the Navier-Stokes and continuity equations for incompressible Newtonian fluid flow in two
or three-dimensional space is described by:
∂v
∂ t
+ v ·∇v =−∇p
ρ
+ν∇2v
∇ · v =0
where v is the velocity vector, p is the pressure and ρ,ν are the density and kinematic
viscosity. Applying finite difference or finite element discretization for solving this system
of equations will result in a DAE of index 2 [68].
3. Models that include quasi steady state assumptions (QSSA) are used when multiple time
scale processes are present. For example, the QSSA in reaction modelling assumes some
reactions are at equilibrium while others are not. This assumption will result in algebraic
relationships corresponding to the reactions at equilibrium. The resulting DAE models are
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typically of index 2 and converting them to ODE models can be very difficult. Such model
assumptions can be very useful in simplifying state estimation problems for singularly per-
turbed systems as will be demonstrated later in this dissertation. Forming DAE models from
singularly perturbed model will be explained in the following section.
4. Algebraic relationships modelling interconnection of process units like recirculation streams
and other network interconnections. Examples of this type of DAEs in process engineering
can be found in [69], [68], and [63]. These models usually result in index 2 DAEs also.
5. Other algebraic equations arising from simplifying assumptions and variable constraints. For
example, negligible vapour hold up assumption on column trays and sum of mole fractions
equal to one in distillation process modelling will result in index 2 DAE models.
Index 2 and higher DAE models are also common in other engineering disciplines as in circuit
theory [70], constrained mechanical systems [71] and large scale interconnected power systems
[62].
2.3 Resolving Model Stiffness Using Quasi-Steady State Approximation and the formation
of DAEs
A singularly perturbed or stiff model is a model with multiple distinct time scales. A singularly
perturbed system model with two time scales may be represented as follows:
dx
dt





where ε  1. If ∂g(x,z,ε)/∂ z is nonsingular, then the singularly perturbed system model (2.6) is
said to be in standard form [68].
One technique to approximate singularly perturbed models is the application of the quasi-
steady state approximation (QSSA). The quasi-steady state approximation is a model reduction
technique that can be used when distinct multiple time scales are present in the model being anal-
ysed. This approximation technique is widely used in reducing the number of differential equations
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associated with detail reaction mechanisms for example as studied in [15]. When the rate of change
of one or more state variables in a system are much larger then the remaining state variables, then
it may be plausible to assume that these states change instantaneously.
An approximate description of the slow dynamics can be derived by assuming that the fast scale
variables z are instantaneous and taking the limit ε→ 0. In this case the following DAE model will
approximately describe the slow dynamics of the process:
ẋ = f (x,z,0)
0 = g(x,z,0) (2.8)
The above DAE is index 1 since ∂g(x,z,ε)/∂ z was assumed non-singular. As a result, the slow
dynamical model (2.8) has only one time scale and the singularity (i.e. time scale multiplicity)
with respect to ε has been eliminated. Similarly, an approximation of the fast subsystem can be
derived by defining a stretched time variable τ = t/ε . This will result in the following model:
dx
dτ








According to Tikhonov’s theory in [72], the error obtained relative to the original model (2.6)
using the approximation (2.8) for the slow subsystem is of order O(ε), where O(·) denotes order
of magnitude scale, provided that both the fast and slow subsystems are stable. The important thing
to note here is that the reduced model obtained after using the quasi-steady state approximation on
a singularly perturbed model in standard form is a nonlinear DAE of index 1.
Very often, however, the singularly perturbed model is not described in standard form, and
model transformation may be required after applying the quasi-steady state approximation to ob-
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tain the reduced form [68] [15]. This is related to the index of the DAE described earlier, where
standard form can be obtained by index reduction techniques presented in the following sections.
A singularly perturbed model representation that appears commonly in practice is of the following
form: [68]




where, M ∈ Rn×p, k(x) ∈ Rp. Here, M is assumed full column rank and the Jacobian ∂k(x)/∂x
is assumed nonsingular. The source term 1
ε
Mk(x) may correspond to fast phenomena; i.e. large
reaction rates and mass transfer coefficients appearing in Navior Stokes equations for example.
The dynamics of the slow subsystem can be approximated by: [68]
ẋ = f (x)+Mz(x)
0 = k(x)
The new variable z corresponds to the finite but unknown rates of the fast reactions, mass transfer
etc. and can be viewed as a new algebraic state [68]. The resulting DAE is of index greater than
1 as z can not be determined from the given equations. Consequently, index reduction techniques
are required to reveal the hidden algebraic constraint describing z.
2.4 Linearization of DAEs along trajectories
In [42] it was shown that linearization of DAEs of the form (2.1) along a solution trajectory
produces a linear DAE that is solvable with the same dimensional solution manifold near the point
of linearization regardless of the differentiation index νd . This will be presented in precise terms
in Theorem 2.4. We first present some necessary assumptions on the DAE model (2.1).
Assumption 2.3 Required Assumptions for DAE Models [42]
1. F is sufficiently smooth and differentiable in the variables (ẋ,x, t,u) so that all needed differ-
entiations are well defined.
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2. The derivative array equations G = 0 forms a system that is solvable for ẋ(t) given values
of (x,u, t) that are consistent with (2.1), where:
G (ẋ,w,x, t,u) :=

F(ẋ,x, t,u)





where, w = [x(2), · · · ,x(νd+1)], x(i) = dix/dt i.
3. J̄k = [Gẋ Gw] is 1-full ∀ẋ ∈ Rn and has constant rank independent of (ẋ,w,x, t,u). (1-full
means that the first n columns are linearly independent of the remaining columns).
4. Jk = [Gẋ Gw Gx] is full row rank independent of (ẋ,w,x, t).
These assumptions are the basis of general numerical and theoretical approaches for solving DAE
system of equations and they guarantee a solution exists for all sufficiently differentiable u and
consistent initial conditions (x0, t0,u0) that satisfy (2.1) [42] [73]. Computational verification of
these conditions is discussed in [73] which uses symbolic solvers to find the required Jacobian
matrices. In this dissertation, we will assume solvable DAEs, i.e. Assumptions 2.3 are satisfied.
We now present the following important theorem for DAE linearization from [42].
Theorem 2.4 DAE linearization [42]
Suppose there exist x̄, ū such that F(0, x̄, t, ū) = 0 and the DAE (2.1) satisfies Assumptions 2.3 on a
neighbourhood of (0, x̄, t, ū) for t in some closed finite time interval I, then the linear DAE:
Ec(t) ˆ̇x = Ac(t)x̂+Bc(t)û (2.11)
where,
x̂ = x− x̄, û = u− ū, Ec(t) = Fẋ(0, x̄, t, ū), Ac(t) =−Fx( ˙̄x, x̄, t, ū), Bc(t) =−Fu(0, x̄, t, ū)
is a solvable DAE with the same dimensional solution manifold near (0, x̄, t, ū) as (2.1).
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This result shows that first order Taylor series expansion of the non-linear DAE (2.1) along an
operating point can serve as an approximation for both low and high index DAEs. From now
on, we refer to the linear DAE model (2.11) as a continuous time descriptor system (CTDS). The
operating point, however, must belong to the solution manifold defined by the constraints of the
DAE system (2.1). In Theorem 4 of [42], the amount of error using this linearized approximation
for (2.1) was shown to be in the order of O(‖x̂‖20 + ‖û‖2νd) where νd is the differentiation index,
O(·) represents order of scale and ‖ f (t)‖p = ∑pi=0 supt∈I ‖ f (i)(t)‖ defines a norm on the space of p
times continuously differentiable vector valued functions. However, in [42], it was demonstrated
that time invariant linearizations for time varying DAEs may become inappropriate, especially if
the solution manifold is varying with time. In this case, linearization along a solution trajectory,
i.e. x̄(t) instead of a constant solution x̄, is used which results in a time varying linear DAE model.
2.5 Index reduction of linear DAEs
It may occur that the CTDS (2.11) is of high index (i.e. νd ≥ 2) in which case, as demonstrated
in Example 2.2, hidden algebraic constraints and dependencies on the input derivatives may be
present. This can be problematic in determining consistent initial conditions that ensure smooth
solutions for initial value problems [65]. Another problem may arise in developing a well posed
stochastic model of the linear DAE, as careless stochastic modelling may result in implicit differ-
entiations of high frequency noise signals [40]. This will be discussed in more detail later in this
chapter.
As mentioned earlier, mere differentiation of DAEs to obtain ODEs will result in having an
ODE that contains extraneous solutions. Such conversion can result in an ODE that can contain
additional dynamics which can destabilize the solution of initial value problems [66]. Converting
a high index linear DAE model to an ODE, while restraining the solution manifold can be accom-
plished using stabilized least squares completions [74]. This method has been used for designing
linear observers for linear DAE systems studied recently in [75]. However, such model conversion
techniques require extra implementation steps for tuning the least square completion to ensure sta-
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bility as the tuning parameters may depend on the input signal u which complicates the conversion
task as noted in [74].
On the other hand, converting linear high index DAE models to an equivalent index 1-DAE
model is a numerically tractable task that retains the solution manifold of the original DAE without
introducing additional dynamics [67]. The resulting index-1 DAE has one to one correspondence
with the original high index DAE under the condition that hypothesis 3.48 in [67] is satisfied. Index
1 DAEs have no hidden algebraic constraints or implicit dependencies on the derivative of the input
signal which simplifies the task for solving initial value problems and for developing suitable state
estimators.
To introduce high index DAE conversion, it is necessary first to determine the value of the dif-
ferentiation index νd of the linear DAE model before conversion. We now give a formal definition
of the differentiation index for a general linear time varying DAE model followed by an algorithm
for calculating the differentiation index.
Definition 2.5 [75] The index νd of a linear time varying system of DAEs Ec(t) ˆ̇x = Ac(t)x̂+Bc(t)û
is the minimum number of times the system is differentiated with respect to t so that the derivative
array equation
Eνd(t)ŵ(t) = Aνd(t)x̂(t)+Bνd(t)û(t) (2.12)
meets the following criteria:
1. Eνd(t) has constant rank
2. [Eνd(t)Aνd(t)] is full row rank for all t
3. The first n entries of b(t) are zero for all b(t) ∈ ker(Eνd(t))
where, ker(A) denotes the null space (or kernel) for the space spanned by the matrix A and the




Ec(t) 0 · · · 0
Ėc(t)−Ac(t) Ec(t) 0 · · ·
Ëc(t)−2Ȧc(t) 2Ėc(t)−Ac(t) Ec(t) · · ·








Bc(t) 0 · · · 0
Ḃc(t) Bc(t) 0
... . . . . . . . . .
B(νd)c (t) (νd−1)B
(νd−1)
c · · · Bc(t)





















If the descriptor system is time invariant, then the matrix definitions become:
Eνd =








... . . .






 , Bνd =








... . . .
 (2.14)
Algorithm 2.6, given below, is a technique for calculating νd based on the previous definition
for time invariant square descriptor systems. Using the determined value of νd , we may find an
equivalent index 1 CTDS model for (2.11) by finding a series of orthonormal basis and projections
on subspaces as described in [67]. This model transformation exposes all the algebraic constraints
that characterize the solution manifold of (2.11) and any possible dependencies on the derivatives
of the input signal u(t). Algorithm 2.7 describes the steps for finding an index-1 DAE model based
on the techniques presented in [67] for time invariant systems.
Another technique for finding an equivalent index 1 DAE model representation is the shuffle
algorithm developed by Luenberger in [58] that can simultaneously calculate the index of the
CTDS model and find an index 1 representation of (2.11). Alternatively, we may also transform the
linear CTDS model into Weierstrass canonical form [76] as will be discussed later. However, such
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Algorithm 2.6 DAE Index Calculation for time Invariant Descriptor Systems [67], [75]
Input: Ec,Ac ∈ Rn×n
Output: Index νd
Initialize: Set E0 = Ec,A0 = Ac, i = 0
Repeat until z = 0
If [Ei Ai] is full row rank then:
1. Find basis vectors for the null space ker(Ei) by finding the last n− r columns of V , where
Ei =USV T and r = rank(S)
2. Calculate z = ∑nk=r+1 ‖Vk(1 : n)‖, where Vk is the kth column of V and Vk(1 : n) is the first n
elements of column vector Vk.
3. If z = 0 then νd = i return






















for i = 1, · · · ,νd−1
Else output “system is not solvable”
end repeat
model transformation will not retain the original state variables of the linear DAE model. The more
general Kronecker canonical form [76] for possible non-square system matrix pencils (Ec,Ac) is
described in Chapter 3 of this dissertation to examine the maximum a posterior estimation problem.
The index 1 linear DAE model (2.16a), (2.16b) will be the basis for forming a stochastic model of
the process and for developing a state estimator using noisy measurements.
2.6 Discretization of linear DAEs
A discretized form of the linear DAE model is often preferred to avoid time integration of the
model and for developing recursive solutions for state estimation. We can discretize the linear time
invariant CTDS model obtained in (2.11) using Euler’s approximation for the first derivative of
x̂(t) and the first order approximation for high derivatives of û(t) as follows:
33
Algorithm 2.7 Linear Time-Invariant DAE Index Reduction [67], [75]
Input: Ec,Ac ∈ Rn×n, Bc ∈ Rn×p satisfying criteria of definition 2.5 and νd from Algorithm 2.6
Output: Index 1 DAE model representation (2.16a)-(2.16b)
Define the matrices Eνd ∈ R(νd×n)×(νd×n), Aνd ∈ R(νd×n)×n, Bνd ∈ R(νd×n)×(νd×p) as follows:
Eνd =








... . . .






 , Bνd =








... . . .
 (2.15)
Calcuate the following three orthonormal basis:
1. Find Z2 which contains basis vectors for the null space ker(E Tνd) by finding the last νdn− r1
columns of U1, where Eνd =U1S1V
T
1 and r1 = rank(S1) such that Z
T
2 Eνd = 0.
2. Find T2 which contains basis vectors for the null space ker(ZT2 Aνd) by finding the last n− r2
columns of V2, where ZT2 Aνd =U2S2V
T
2 and r2 = rank(S2) such that Z
T
2 Aνd T2 = 0.
3. Find Z1 which contains basis vectors for the range space Im(EcT2) by finding the first r3
columns of U3, where EcT2 = U3S3V T3 and r3 = rank(S3) such that Z1v ∈ Im(EcT2) for all
v ∈ Rn−r2
The index 1 representation of the system Ec ˙̂x(t) = Acx̂(t)+Bcû(t) becomes:
ZT1 Ec ˆ̇x = Z
T
1 (Acx̂+Bcû) (2.16a)






















= Acx̂(tk)+Bû(tk) k = 0, · · · ,T −1
which results in the following Discrete Time Descriptor System (DTDS):
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Ec, A = Ac +
1
h
Ec, B = Bc (2.18)
If (2.11) is a high index CTDS; i.e. νd ≥ 2, then the solution expression of x̂k from the DTDS
(2.17) will be identical to the solution expression obtained by solving the CTDS (2.11) first and
then discretizing using first order approximation for the input derivatives [77]. In other words,
there is no need to obtain a reduced form of the DAE model to use this approximation. Another
discretization technique based on zero order hold sampling is given in [78] and requires finding
system Markov parameters. System (2.17) will constitute the basic model structure used in this
dissertation for state estimation of DAEs. Here we note that the matrices E,A may be square
non-invertible or even non-square singular.
2.7 Stochastic Modelling with Linear DAEs
A stochastic process can be developed from a linear DAE model by introducing additive ran-
dom disturbances with known probability distributions to either the CTDS (2.11) or the DTDS
(2.17). This will serve as an approximation to the original stochastic process modelled, for exam-
ple, by the non-linear DAE (2.1).
However, due to possible hidden dependencies on input signal derivatives in high index DAE
models, introduction of additive random noise signals to the DAE model might lead to model
solutions that depend on the derivatives of the noise signal. If white Gaussian noise signals, for
example, are used to represent the random disturbances, this might lead to unbounded solutions
since the derivative of white Gaussian noise is unbounded [40]. Similarly, introduction of additive
white Gaussian noise sequences to high index DTDS may lead to solutions that depend on future
values of the noise sequence which introduces non-causality to the stochastic process, even when
the true process is causal. One approach to properly model a stochastic discrete time descriptor
system (SDTDS) is to first convert the DAE model to an index 1 model, as explained in Algorithm
2.7, and then introduce random sequences to model random disturbances as needed.
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Alternatively, it may be desired to model both explicit and implicit algebraic constraints as
deterministic equations to retain the same solution manifold of the original DAE model. Or, less
restrictive, it may be desired to retain system causality and allow modelling some of the algebraic
equations as stochastic. Both options may be done directly without converting the high index
model to an index 1 model using the technique we developed described next based on equation
(2.16b). Consider, for example, the following high index SDTDS:
Exk+1 = Axk +Buk +Fwk (2.19)
where wk ∈ Rp and F ∈ Rneq×p, where p ≤ neq, have been introduced to model random input
disturbances. We first desire to find F such that xk, the solution of (2.19), is independent of future
values of the noise sequence wk. The index 1 representation of the SDTDS (2.19) will depend
on shifted versions of the input vector uk and noise disturbance sequence wk according to the
following:
ZT1 Exk+1 = Z
T
1 (Axk +Buk +Fwk) (2.20a)
0 =ZT2 (Aνd xk +Bνd ûk +Fνd wk) (2.20b)
where, ûk = [ûTk , û
T
k+1, · · · , ûTk+νd ]
T , wk = [wTk ,w
T
k+1, · · · ,wTk+νd ]
T and Fνd is similar to Bνd with
B replaced by F . Matrices Z1,Z2 are found using Algorithm 2.7, which is applicable for both
CTDS and DTDS. If the system is causal, then there will be no dependency on the future inputs
uk+1,uk+2, · · · ,uk+νd . The corresponding matrix condition that must be satisfied is given in the
following theorem.
Theorem 2.8 If system (2.19) is causal then:
ZT2 Bνd = [Z
T
2,1B, 0, · · · ,0], ZT2 Fνd = [Z
T
2,1F, 0, · · · ,0],




2,2, · · · ,ZT2,νd ] (2.21)
and the matrix condition that guarantees system causality becomes:
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B,F ∈ {ker(ZT2,2)∩ ker(ZT2,3)∩·· ·ker(ZT2,νd)} (2.22)
Proof 2.9 From theorem 3.50 and 3.51 of [67], if the differentiation index of system (2.19) is well
defined and the conditions in 2.5 are satisfied, then xk solves (2.20a)-(2.20b) if and only if it solves
(2.19) also. Hence, there is a one to one correspondence between the solution of the high index
system (2.19) and the solution of the index 1 system (2.20a)-(2.20b). Hence, if system (2.19) is




2,3B = · · ·= ZT2,νd B = 0
ZT2,2F = Z
T
2,3F = · · ·= ZT2,νd F = 0




2,2, · · · ,ZT2,νd ]
which translates into the condition B,F ∈ {ker(ZT2,2)∩ ker(ZT2,3)∩ ·· ·ker(ZT2,νd)}. If, on the other
hand, we desire to have all algebraic equations to be deterministic, then the condition that must be
satisfied becomes B,F ∈ {ker(ZT2,1)∩ ker(ZT2,2)∩ ker(ZT2,3)∩·· ·ker(ZT2,νd)}.
A simple algorithm for finding a basis for the intersection of subspaces can be found in [79].
Appendix A provides Matlab code for implementing this algorithm. In[40], a design criteria was
presented for finding matrix F such that the resulting discrete time descriptor system is causal.
However, the method presented in this study is easier to calculate since it is based on standard
singular value decompositions whereas the method in [40] is based on finding Kronecker canonical
transformation matrices.
2.8 Summary and Example
Based on the previous sections of this chapter, we can list the steps needed to obtain a discrete
time stochastic model approximation of a non-linear DAE model:
1. Forming the non-linear DAE system of equations F(ẋ,x,u, t) = 0 that could be either fully
or under-determined system of equations.
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2. Resolving model stiffness using the quasi steady state approximation if multiple time scales
are present followed by model verification as explained in section 2.3.
3. Finding a linear approximation for the nonlinear DAE model using linearization over a tra-
jectory as explained in Theorem 2.4.
4. Discritization of the linear continuous time DAE model using Euler approximation of the
derivatives as explained in section 2.6.
5. Finding the index of the obtained linear discrete model and conducting index reduction, if
desired, using Algorithm 2.6.
6. If the high index model is to be used for state estimation, a basis for the range space of F
can be found to ensure either stochastic model causality or that both implicit and explicit
algebraic constraints are deterministic as explained in Section 2.7.
Additional steps will be needed to develop a stochastic model of the linear approximation includ-
ing finding a suitable probability density function for the unmeasured input disturbances wk and
measurement noise vk. We present here a simple example to demonstrate the concepts presented
in this chapter from [68].
Example 2.10 CSTR model with two reactions
Step 1: Forming the model: Consider an isothermal CSTR where reactant A is fed at a mass
flow rate Fin and concentration CAin with an elementary reaction A←−→ B −−→ C. We can write






















r2 = k2CB (2.23e)
where Fout = 4 l/min is the outlet mass flow rate that is constant, Fin is the inlet mass flow rate
both in l/s, CA,CB,CC are the concentrations of species A,B,C inside the reactor respectively in
mol/l, V is the reactor volume in litres, k1,k2 are the forward reaction coefficients for A←−→ B
and B −−→ C respectively in min−1 and Keq is the equilibrium constant for the first reaction. r1
represents the reaction for the first reversible reaction A←−→ B and r2 is the reaction rate for the
second irreversible reaction B −−→ C. The reactor temperature is assumed constant and k1 = 50
min−1, k2 = 0.2 min−1 while Keq = 2.23.
This is an index 1 DAE model in which the reaction rates r1 and r2 can be eliminated from the
model equations by back substitution. However, the reversible reaction A←−→ B is much faster
than irreversible reaction B −−→ C; i.e. k1 k2, which results in a model with two distinct time
scales and ill conditioning.
Step 2: Resolving Model Stiffness
We can use the quasi steady state approximation to eliminate the multiple time scale singularity
by assuming that the first reversible reaction is at equilibrium. The model is of the form given by



























r2 = k2CB (2.25e)
This model is of index 2 since r1 can not be eliminated from the equations unless we perform
a differentiation of (2.24). This DAE model will approximate the slow dynamics of the system.
For verification, a simulation was conducted with the following initial conditions: V (0) = 10l,
CA(0) = 2.33 mol/l, CB(0) = 5.1 mol/l, CC(0) = 0.04 mol/l and the feed composition and flow
rate was CAin(t) = 10+w(t) mol/l and Fin(t) = 4+ r(t) l/min respectively, where w and r are
psuedo-random binary sequences with mean zero and variance 3,5 respectively. Model (2.23)
was simulated in Matlab using ”ode15s” stiff integrator [80] with absolute tolerance of 10−9 and
relative tolerance of 10−6, while model (2.25) was simulated using Sundials 2.5 IDAE solver [81]
with the same values for error tolerances. Figure 2.1 shows a comparison between the stiff model
output given by (2.23) and the model obtained using quasi-steady state approximation given by
(2.25). The plot indicates that the quasi-steady state approximation gives good results.
Step 3: Finding a Linear Approximation
A linear approximation of the system can be obtain via linearizing over a steady state solution
given by ¯̇x, x̄, ū, where x = [V,CA,CB,CC,r1,r2]T , u = [CAin,Fin]
T , x̄ = [V̄ ,C̄A,C̄B,C̄C, R̄1, R̄2]T and
ū = [C̄A0, F̄in]
T as follows:
Ec(t)ẋ− ˙̄x = Ac(t)(x− x̄)+Bc(t)(u− ū), (2.26)
where,
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Figure 2.1: Comparison between ODE stiff model and Reduced DAE model using QSSA






C denote simulation output from model (2.25)
Ec(t) = Fẋ( ˙̄x, x̄, t, ū),
Ac(t) =−Fx( ˙̄x, x̄, t, ū),
Bc(t) =−Fu( ˙̄x, x̄, t, ū)





1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 , Ac(t) =

0 0 0 0 0 0
− F̄inV̄ 2 C̄Ain +
F̄out
V̄ 2 C̄A −
F̄out
V̄ 0 0 −1 0
F̄out
V̄ 2 C̄B 0 −
F̄out
V̄ 0 1 −1
F̄out
V̄ 2 C̄C 0 0 −
F̄out
V̄ 0 1
0 k1 − k1Keq 0 0 0














We select the following operating point: x̄ = [10,2.3,5.1,2.4,3.3,1.023]T and ū = [10,4] to obtain
the following matrices for Ac(t) and Bc(t):
Ac =

0 0 0 0 0 0
−0.308 −0.4 0 0 −1 0
0.205 0 −0.4 0 1 −1
0.096 0 0 −0.4 0 1
0 50.056 −22.47 0 0 0
0 0 0.20 0 0 −1









Step 4: Discretizing the Linear Approximation
Using Euler approximation of the derivative, we used the relations given in (2.17) with a sample
time h = 1 seconds to discretize the continuous time model (2.26). The discrete time descriptor
system and matrices are given as follows:





Ec = Ec, A = Ac +
1
h





1 0 0 0 0 0
−0.308 0.6 0 0 −1 0
0.205 0 0.6 0 1 −1
0.096 0 0 0.6 0 1
0 50.056 −22.47 0 1 0
0 0 0.20 0 0 −1
 (2.28)
Step 5: Finding an index 1 representation (optional)
Using Algorithm (2.6), the index of the DTDS (2.27) was found to be 2. An index 1 representation
was also found using Algorithm (2.7) and the following system matrices were found:









0 0 0 −1 0 0
−0.327 −0.387 −0.862 0 0 0
−0.945 0.134 0.298 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0









0.9040 0 0 0.4 0 −1.0
−0.0578 1.1548 0.3449 0 −0.4752 0.8622
−0.0200 0.0535 1.1192 0 −0.1643 0.2981
−0.3652 0.0217 −0.0075 1.0 −1.3215 0.3982
0.0050 25.4897 −11.2701 0 1.0180 −0.8662









0 0 0 0
−0.1548 −0.7138 0 0
−0.0535 0.8113 0 0
0.3648 0.9121 0 0
−0.0050 −0.0124 0 0
0.0003 0.0008 0 0






where, Z1,Z2,A2,B2 are defined in Algorithm 2.6, where νd = 2 was used. A simulation exper-
iment was conducted with the same initial conditions and input disturbances given previously to
verify the accuracy of the linearised index 1 discrete time descriptor model approximation (2.29).
Using the same initial condition and input disturbances also, the descriptor system simulator de-
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veloped in [82] was used with a error tolerance of 10−9 and the output was compared with the
output of the original model (2.23). Figure 2.2 shows a plot comparing the simulation outputs
between the two models and displaying a remarkable approximation for the linear model obtained
even though it was linearized at only one operating point given by x̄, ū. It is worth noting that the
generalized eigenvalues; i.e. eig(E,A) and eig(Ered,Ared) for the high index and reduced index
model respectively are identical since the only orthonormal transformation matrices where used to
find the reduced index model.
Figure 2.2: Comparison between ODE stiff model (2.23) and index 1 linear DAE model (2.29)




C denote simulation output from model (2.29)
Step 6: Developing a Stochastic Model
We recognize from (2.29) that the index 1 model has no dependency on future values of the input
sequence uk by noting that the last two columns of matrix Bred are zero. White Gaussian noise
sequences can be added to the model equations, including the algebraic constraint, for the index
1 system (2.29) and the system will remain causal. However, it may be desired to use the index
2 model (2.26) instead so that no model transformations are needed. In this case, matrix F is
44
designed according to the criteria explained in section 2.7. We first find an ortho-basis for the null
space of ZT2 M, where Mc = [0 I6]










where orth(·) denotes an orthonormal basis for a subspace. In order to maintain system causality
we need to satisfy the condition that F ∈ ker(ZT2,2). This is possible by modelling the forth equation
in (2.26) to be deterministic since the forth row in orth(ker(ZT2,2)) is all zeros. This can also be
demonstrated by trying to reduce the index of the discrete time descriptor model manually using
the shuffling technique described by [58].
On the other hand, if all algebraic constraints are desired to be deterministic, then both (2.23d)
and (2.23e) need to be deterministic (since index 2 systems have no hidden algebraic constraints).
Consequently, F can be designed according to either of these criteria and the stochastic information
available about the unmeasured disturbances can be incorporated in the term Fwk in (2.19). We
will revisit this example again in Chapter 3 to elaborate more on stochastic modelling and how to
address the state estimation problem when deterministic equations are involved.
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CHAPTER 3
MAXIMUM A POSTERIORI ESTIMATION FOR DISCRETE TIME DESCRIPTOR
SYSTEMS
In this chapter a derivation of the MAP state estimator objective function for general (possibly
non-square) discrete time causal/non-causal descriptor systems is presented. The derivation made
use of the Kronecker Canonical Transformation to extract the prior distribution on the descriptor
state vector so that Maximum a Posteriori (MAP) point estimation can be used. The analysis
indicates that the MAP estimate for index 1 causal descriptor systems does not require any model
transformations and can be found recursively. Furthermore, if the descriptor system is of index 2
or higher and the noise free system is causal, then the MAP estimate can also be found recursively
without model transformations provided that model causality is accounted for in designing the
stochastic model.
We also present several MAP estimation problems when non-Gaussian noise probability distri-
butions are involved. A discussion on verification of filter stability using the Kalman decomposi-
tion for descriptor systems is also presented followed by an example that summarizes the important
concepts discussed in this chapter.
3.1 Introduction
The first objective of this chapter is to find the maximum a posterior (MAP) estimate for the
state vector sequence xk given a stochastic discrete time descriptor system model (SDTDS), noisy
measurements and an informative prior for Ex0 as follows:
Exk+1 = Axk +Buk +Fwk (3.1)
yk = Hxk + vk (3.2)
Ex0 ∼ N(r̄0,P0) (3.3)
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where N(r̄0,P0) denotes a normally distributed random variable with mean r̄0 and variance P0. We
assume here that only the sequence uk is deterministic and all other sequences are random. The
input disturbance sequence wk ∈Rp and the measurement noise sequence vk ∈Rq are i.i.d. normal
random sequences; wk ∼ N(0, Iq) and vk ∼ N(0,R), where R 0. Furthermore, the random variables
Ex0,wk,vk are assumed uncorrelated between each other. The matrices E,A ∈ Rneq×n, B ∈ Rneq× j,
y ∈ Rm, H ∈ Rm×n and F ∈ Rneq×p.
The maximum a posteriori estimate of xk is defined as the mode of the posterior distribution
denoted by x̂map and given by:










(log py|x(y|x)+ log px(x)) (3.4)
where, x̂map = {x̂mapk }
T
k=0, x = {xk}Tk=0, y = {yk}Tk=0 and x̂
map
k is the MAP estimate at time k. As
seen in Chapter 2, linear descriptor systems define xk implicitly and hence the prior distribution
px(x) can not be found directly from the stochastic descriptor system given in (3.1). A proceeding
step is needed to convert the stochastic descriptor system to a format that reveals the prior distri-
bution on xk. On the other hand, the constrained maximum likelihood estimate x̂mlk is found by






subject to x ∈ C (3.5)
where the constraint x ∈ C forms the prior information about the parameter x. In [35], the input
sequence Buk and the prior for Ex0 were reformulated as noisy measurements:
Buk = Exk+1−Axk−Fwk
r̄0 = Ex0 + e
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where e is a Gaussian zero mean random vector with variance P0 and independent of wk,vk, while
xk was viewed as parameters. The objective was to construct recursively the filtered or predicted
estimate given by the conditional mean. It may be argued, however, that this paradigm shift in
viewing Buk as a measurement is inconsistent with the reality that Buk is a user defined input that
is not random. Also, the study in [30] presented an algorithm for transforming non-causal stochas-
tic descriptor systems into causal systems but did not analyse how to avoid stochastic non-causality
which is more meaningful for state estimation problems in practice. In [40] and [6], matrix and
state variable transformations were used to recast state estimation problems for square causal/non-
causal descriptor systems into conventional state space estimation problems. However, the method
results in estimating transformed state variables instead of the original model variables and hence
adds a requirement for an inverse transformation at every iteration for finding the estimates. More-
over, the method was not generalized to non-square descriptor systems.
In this chapter, it is shown that model transformations are not necessary if the system is causal
and the algebraic equations are modelled properly to avoid stochastic non-causality. The analysis is
based on examining the various subsystems that descriptor systems can represent using Kronecker
canonical transformation. This canonical form is suitable for extracting the prior on xk for the most
general case of the system dynamics (3.1) (i.e. causal or non-causal, square or non-square), and
is also capable of revealing the necessary assumptions and restrictions needed on the stochastic
model and noisy measurements that define a well posed estimation problem.
3.2 The Real Kronecker Canonical Form of a Matrix Pencil λE−A
The Kronecker canonical form transformation (KCF) for singular matrix pencils λE−A was
developed by the German mathematician Leopold Kronecker in 1890. This is also often called the
generalized Schur decomposition of an arbitrary matrix pencil λE−A and is a generalization of
the Jordan canonical form for a square matrix.
Definition 3.11 [76] The matrix pencil λE−A is said to be singular if neq 6= n or det(λE−A) =
0 ∀λ ∈C. Otherwise, if neq = n and there exist a λ ∈C such that det(λE−A) 6= 0 then the matrix
48
pencil is called regular.
Definition 3.12 [76] The matrix pencil λ Ẽ− Ã is said to be strictly equivalent to the matrix pencil
λE −A for all λ ∈ C if there exist constant non-singular matrices P ∈ Cneq×neq and Q ∈ Cn×n
independent of λ such that:
Ẽ = PEQ, Ã = PAQ (3.6)
Definition 3.13 A nonzero vector x ∈ Cn is a generalized eigenvector of the pair (E,A) if there
exists a scalar λ ∈ C, called a generalized eigenvalue such that:
(λE−A)x = 0
Theorem 3.14 [76], [67] Let E,A ∈Rneq×n. Then there exists non-singular matrices P ∈Rneq×neq
and Q ∈ Rn×n for all λ ∈ R such that:
P(λE−A)Q = λ Ẽ− Ã = diag
(
Uε0, · · · ,Uεp,Jρ1, · · · ,Jρr ,Nσ1 , · · · ,Nσo ,Oη0, · · · ,Oηq
)
(3.7)
where the matrix blocks are defined as follows:
1. The block Uε0 correspond to the existence of scalar dependencies between the columns of
λE −A and is a zero matrix of size neq× ε0. Blocks of the type Uεi for i = 1, · · · p are the
bidiagonal pencil blocks of size εi× (εi +1) and have the form:
Uεi = λEUεi −AUεi = λ
 0 1. . . . . .
0 1
−
 1 0. . . . . .
1 0
 (3.8)
This subsystem has a right null space polynomial vector of the form [λ εi,λ εi−1, · · · ,λ ,1]T
for any λ .
2. Jρi are the real Jordan blocks of size ρi×ρi for i = 1, · · ·r that correspond to the generalized
eigenvalues of λE−A of the form (αρi−λ )ρi , with:
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. . . . . .
. . . 1
αρi
 (3.9)
for real generalized eigenvalues αρi ∈ R and:









. . . . . .









for complex conjugate generalized eigenvalues αi = µi+ jωi, ᾱk = µi− jωi ∈C with ωi > 0.
3. Nσi are the nilpotent blocks of size σi × σi for i = 1, · · ·o that correspond to the infinite
generalized eigenvalues of λE−A with multiplicity σi and have the form:
Nσi = λENσi −ANσi = λ

0 1
. . . . . .









4. The block Oη0 correspond to the existence of scalar dependencies between the rows of λE−A
and is a zero matrix of size η0×n. Blocks Oηi are the bidiagonal blocks of size (ηi +1)×ηi
for i = 1, · · ·q and have the form:
Oηi = λEOηi −AOηi = λ

1
0 . . .





1 . . .
. . . 0
1
 (3.12)
This subsystem has a left null space polynomial vector of [1,λ , · · · ,λ ηi] for any λ .
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Proof 3.15 See [76] for full proof of the existence of P and Q.
Note that the indices εi,ρi,σi and ηi and the finite generalized eigenvalues αi fully characterize
the matrix pencil λE −A. The presence of all these blocks in a pencil reflects the most general
case. The matrices E,A in (3.7) may correspond to a descriptor system model as the one given in
(3.1). In this case, the descriptor system model may contain multiple subsystems, some connected
and some disjoint from each other. Moreover, these subsystems may be under-determined while
others over-determined depending on the existence of the blocks Uεi and Oηi in the transformed
matrix pencil λ Ẽ− Ã. Appendix A gives a geometric implementation of the Kronecker canonical
decomposition that results in finding real transformation matrices P∈Rneq×neq and Q∈Rn×n. This
is important to avoid transforming real random variables x0,wk,vk to complex random variables
which will complicate the analysis otherwise.
3.3 Transformation of Stochastic Descriptor Systems to KCF
In order to find the MAP estimate for the state sequence of a stochastic descriptor system
(3.1) given noisy measurements (3.2) and initial condition prior (3.3) we need to find the prior on
{xk}Tk=0 by transforming (3.1) into Kronecker canonical form as follows:
PEQx̃k+1 = PAQx̃k +PBuk +PFwk (3.13)
yk = HQx̃k + vk (3.14)
where,







Since the pencil P(λE−A)Q is block diagonal we can compute the solution for each block sep-
arately as given by [82]. In the sequel, we will present this solution in a form suitable for MAP
estimation. We partition the resulting transformed system matrices in (3.13) as follows:
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Ẽ = PEQ =

EU 0 0 0
0 EJ 0 0
0 0 EN 0
0 0 0 EO
 , Ã = PAQ =

AU 0 0 0
0 AJ 0 0
0 0 AN 0
0 0 0 AO
 ,












 , H̃ = HQ = [ HU HJ HN HO ] (3.16)
where,
EU = diag(EUε1 , · · · ,EUεp ), EJ = diag(EJρ1 , · · · ,EJρr ), · · ·etc.
AU = diag(AUε1 , · · · ,AUεp ), AJ = diag(AJρ1 , · · · ,AJρr ), · · ·etc.
where diag(·) denotes diagonal concatenation of matrices. Similarly, BU, · · · ,BO and FU, · · · ,FO are
defined conformally with the rows of Ẽ and Ã. Consequently, (3.1) can be expressed using the
previous transformation and definitions as follows:
Ẽx̃k+1 = Ãx̃k + B̃uk + F̃wk (3.17)
yk = H̃x̃k + vk (3.18)
The solution for each subsystem block will be presented next to examine the prior for each subsys-
tem and to eventually find the MAP estimate for the untransformed variable xk. The analysis and
solution of general non-square discrete time descriptor systems was recently conducted in [82].
We conduct a similar analysis for the stochastic descriptor system (3.1).
Remark 3.16 It is important to note here that both index calculation algorithm 2.6 and index
reduction algorithm 2.7 are applicable only for the regular square part of the subsystem; i.e. the
Jordan and Nilpotent blocks in the KCF. Transformation to quasi-Kronecker canonical form of
a matrix pair (E,A), explained in Appendix A, may be used to find the regular square part of
the descriptor system in order to use the above mentioned algorithms for index calculation and
reduction.
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3.3.1 The Under-Determined Subsystem Block
In the transformed pencil λ Ẽ− Ã multiple columns of zeros will occur depending on the num-
ber of dependent columns in the original matrix pencil λE−A that differ by a scalar factor. This
corresponds to the existence of the block Uε0 = 0 with size neq× ε0. This implies that there will
be descriptor state variables that are unspecified by the descriptor system (3.1) and the number of
unspecified descriptor states will depend on the number of zero columns in λ Ẽ− Ã.
For the general case, when εi > 0, there will be dependent columns in λ Ẽ − Ã. Assuming






k +BUuk +FUwk (3.19)






















T , · · · , (x̃ε1U,k)




where, bU1, · · · and fU1, · · · are formed from the rows of BU and FU respectively. Since x̃1U,k can not
be specified from the stochastic dynamic equations, the subsystem is called an under-determined
subsystem. As a result, we can not find a prior distribution for x̃1U,k from the transformed stochas-
tic equations. To reflect our lack of knowledge of this variable, we will assume the following
uninformative prior distribution on this random variable x̃1U,k:
x̃1U,k ∼ N(µ1U ,q2) (3.22)
where q > 0 is chosen to be large to make the prior uninformative. We also assume that x̃1U,k is
independent from the random sequences wk,vk. However, we can not estimate x̃1U,k with this type
of prior. The only way we can estimate this descriptor variable is by having an observation yk that
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T is full column rank. This is known as
the estimableness condition given in [30].
3.3.2 The Over-Determined Subsystem Block
In the transformed pencil λ Ẽ− Ã multiple rows of zeros will occur depending on the number
of dependent rows that differ by a scalar factor in the original matrix pencil λE −A. This will
corresponds to the existence of the block Oη0 = 0 with size η0× n. If λ Ẽ− Ã happens to have a
row of zeros, then this will correspond to the following difference equation in (3.17):
0 = 0+BOηi uk +FOηi wk (3.23)
which imposes constraints on the input and hence is not a well defined stochastic equation since the
assumption that uk is deterministic is now invalid. As a conclusion, for a well defined stochastic
model (3.1), we can not have any dependency between the rows of the matrix pencil λE−A; i.e.
the matrix pencil must be full row rank. Consequently, in order for the stochastic model (3.1) to be
well defined, it can not have Kronecker blocks of the form Oηi . This is equivalent of having [E A]
full row rank, which is one of the conditions for a well-posed estimation problem mentioned in
[30].
3.3.3 The Regular Subsystem Block
The regular subsystem is composed of the Jordan blocks Jρ and the nilpotent blocks Nσ which
correspond to the finite and infinite elementary divisors of λE−A respectively. These two blocks
combine to form a square regular descriptor system.
Assuming ρ1 > 0, then the corresponding difference equation will be:
x̃(J)k+1 = AJx̃
(J)
k +BJuk +FJwk (3.24)
As a result we obtain an ordinary state space difference equation and all state variables can be
determined from this subsystem.
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k +BNuk +FNwk (3.25)





























We recognize that the matrix EN is nilpotent of degree σ1; i.e. E iN 6= 0 for i < σ1 and E iN = 0 for
















This subsystem forms the non-causal equations that correspond to the infinite elementary divisors
of(λE−A). We notice that x̃(N)k can depend on future values of the input and noise sequences if
the system is non-causal. In order to determine this state, we need to know the future values of
the input uk and disturbance sequence wk. The nilpotency of the matrix EN determines the index of
the descriptor model (3.1); i.e. νd = σ1 for time invariant square descriptor models. We recognize
that a high index model; i.e. νd > 1 is not a sufficient condition for having a non-causal model,
rather the matrices B and F must also have certain values such that E iNBN 6= 0 and E iNFN 6= 0 for
i = 1,2, · · · ,νd−1.
Non-causal systems, however, do not exist in reality, unless the variation is with respect to
space rather than time. Techniques for verifying causality and designing the matrix F so that (3.1)
is causal were discussed previously in Chapter 2 of this dissertation.
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3.4 The MAP Estimate for Index 1 Causal Descriptor Systems
We have seen that the KCF is capable of performing the following tasks simultaneously:
1. Introducing zero column vectors in the transformed matrix pencil that correspond to depen-
dent columns λE−A that differ by a scalar or polynomial factor. This allows us to determine
the descriptor state variables that have no informative prior in the stochastic model upfront.
If [ETU HU]
T is full column rank, then any unspecified states can be estimated from measure-
ments only.
2. Introducing zero row vectors in the transformed matrix pencil that correspond to redundant
rows of λE−A that differ by a scalar or polynomial factor. This allows us to determine if the
stochastic model (3.1) is well defined as redundant rows will constrain the input sequence
and render the estimation problem not well defined.
3. Determining the Jordan blocks that correspond to the hidden stochastic state-space subsys-
tems in the descriptor model (3.1).
4. Determining the nilpotent blocks that correspond to the hidden non-causal subsystems.
To find the MAP estimate for xk, the MAP estimate for x̃k will be determined first and then inverse
transformation will be used (using real transformation matrices P,Q as given in (3.15)) to find
the corresponding value of x̂map. Based on the above discussion, the following assumptions are
needed:
Assumption 3.17 Estimation of Index 1 Causal Descriptor Systems
1. The matrix [E A] is full row rank; i.e. there is no dependency between the rows of the
matrix pencil λE−A and hence the stochastic model (3.1) has a solution to any consistent
initial condition. For example, if the matrices are square, this condition will guarantee that
det(λE −A) 6= 0 ∀λ ∈ C which is the condition for system solvability [67]. If the system
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is rectangular, then the number of rows must be smaller than the number of columns which
guarantees existence of a solution to the initial value problem [67].
2. The matrix [ET HT ]T is full column rank. This will enable estimating descriptor states




]T be full column rank because only the under-determined subsystems con-
tains the unspecified states as explained earlier. The two rank conditions are identical since
transformation matrices do not alter the rank of the matrices.
3. The random i.i.d. sequences wk∼ N(0, I), vk∼ N(0, I) and the random variable r̄0∼ N(r̄0,P0)
are uncorrelated.
4. The matrix F is full column rank. This is not a limiting assumption as it is permitted to
redefine the random variables wk, using QR decomposition: [30]





, w′k = Q1wk
where, F ′ is full column rank and w′k are i.i.d zero mean unit covariance Gaussian vectors
because Q1 is orthonormal [30].
5. The index of the stochastic descriptor system (3.1) is 1 which can be verified using Algorithm
2.6 for square descriptor systems. This will also ensure that the system is causal. Estimation
of noncausal systems and high index causal system will be analysed in Section 3.6.
Consequently, the set of equations that describe the original stochastic descriptor system (3.1)













k +BJuk +FJwk (3.28c)
x̃(N)k =−BNuk−FNwk (3.28d)
yk = H̃x̃k + vk (3.28e)
where an uninformative prior was specified for the undetermined state x̃1U,k ∼ N(µ1U,k,q2), with sk is
a normally distributed random sequence with zero mean and unit covariance independent from the
noise sequences wk,vk. All of these equations are explicit in the descriptor state vector. Since [E A]
is full row rank, we do not have any over-determined subsystem blocks Oη j. The MAP estimate of
{x̃k}Tk=0 is obtained from the conditional distribution:
px̃|y(x̃|y) ∝py|x̃(y|x̃)px̃(x̃) (3.29)
where x̃ = {x̃k}Tk=0. In the following the subscript for the prior distributions will be omitted for
simplicity of notation and will be implied that the distributions are with respect to the random
variable x̃k. From (3.28) and noting the independences between random variables, we recognize
that:








































































where the matrix multiplications in the last relationship were introduced by examining the rela-
tionships 3.20, 3.24 and 3.26 presented earlier. More precisely, EU is a matrix with a zero vector
in the first column and identity matrix in the remaining columns. Since there is no informative
prior distribution for x̃1U,0 and x̃
1










tively. Also, we note that both EJ and AN are identity matrices and the multiplication with the
random variables has no effect. Finally, the value of x̃ε+1U,k+1 is independent from the value of x̃
ε+1
U,k
and therefore we may use AUx̃
(U)
k instead of x̃
(U)
k in the conditional distribution. As a result, the
































Given the prior for Ex0 in (3.3) we need to obtain the prior after multiplication with P as follows:
PEx0 ∼N(Pr̄0,PP0PT )
which can be rewritten as:

















where P0 = PP0PT . Note that EN = 0 and equation (3.28e) already determines the prior for x̃
(N)
0
with mean −BNu0 and variance FNFTN . Consequently, the negative logarithm of the conditional
distribution can be written as:
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where, F = F̃F̃T . Notice that F̃ = PF is full column rank by the assumption that F is full column
rank. Hence, F̃F̃T is non-singular and positive definite. Taking the limit as q→ ∞ (to reflect our




































where, PT P0P = P0 and Q = PT FP = FFT . Hence, the MAP estimate for xk for causal index 1
descriptor systems of the form (3.1),(3.2) can be found directly from the system matrices with no
need of any transformation. Solving this minimization problem is identical to solving the con-
strained maximum likelihood objective function derived in [35] and [30] by viewing the initial
condition and input sequence as noisy measurements. Hence, this establishes that the MAP and
ML estimates are identical for state estimation problems that involve causal descriptor systems of
index 1.
The solution to the MAP minimization problem (3.34) can be obtained using dynamic pro-
gramming as will be shown in the next section.
3.5 Recursive Solution of the MAP Estimate for index 1 Descriptor Systems
A dynamic programming approach will be used to solve the MAP estimation problem (3.34)
recursively. The problem can be decomposed into measurement and time updates. Measurement
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updates finds the filtered estimate while time updates find the predicted estimates. First the follow-
ing theorem will be needed.
Theorem 3.18 Assuming the matrices P and S are symmetric positive definite, the following are
identities:
‖x− z‖2P +‖y−Mx‖2S = ‖x− x̂1‖2Γ1 +‖y−Mz‖
2
Σ (3.35)
‖Ex− z‖2P +‖y−Mx‖2S = ‖x− x̂2‖2Γ2 +‖Ex̂2− z‖
2
P +‖y−Mx̂2‖2S , (3.36)
where, Σ = MPMT +S and
Γ1 = (P−1 +MT S−1M)−1, Γ2 = (ET P−1E +MT S−1M)−1
x̂1 = z+Γ1MT S−1(y−Mz), x̂2 = Γ2(ET P−1z+MT S−1y)
Proof 3.19 We begin by proving (3.36) first by assuming the identity is true [10]:
V (x) = ‖Ex− z‖2P +‖y−Mx‖2S = ‖x− x̂‖2Γ +d
Substitution and differentiation can be used to find the desired terms:
V (x̂) = ‖Ex̂− z‖2P +‖y−Mx̂‖2S = d
Vx(x) = 2ET P−1(Ex− z)−2MT S−1(y−Mx) = 2Γ−1(x− x̂)
Vxx(x) = 2(ET P−1E +MT S−1M) = 2Γ−1
where Γ was assumed symmetric in finding Vx(x). Hence, Γ can be found from Vx(x) and x̂ can be
found from Vxx(x) as:
Γ = (ET P−1E +MT S−1M)−1
x̂ = Γ(ET P−1z+MT S−1y)
The assumption that Γ is symmetric holds because P and M are symmetric. To prove (3.35) we


























Expanding (3.35) and using (3.37) (assuming P,S 0 and symmetric) we obtain:




T .[Γ−1 0 00 S−1−S−1MΓMT S−1 −S−1MΓP−1






where the following substitutions where made:





Γ = A−1, x̂ =−A−1B[yT zT ]T
We can simplify further using the matrix inversion lemma as follows:
S−1−S−1MΓMT S−1 = (S+MPMT )−1 = Σ−1
P−1−P−1ΓP−1 = MT Σ−1M
S−1MΓP−1 = (S+MPMT )−1M = Σ−1M
Upon substitution of last three relations into (3.40) and expressing the result as two quadratic
forms we obtain (3.35).
Theorem 3.20 Given that the matrices P0,R and Q are positive symmetric definite, [ET HT ]T is
full column rank, then (3.34) can be rewritten after as:






























Algorithm 3.21 State Estimation for Descriptor Systems
Input Data: E,A,B,H, r̄0,P0 and yk,uk for k = 0,1, · · · ,T
Initialization: P0 = P
(−)
0 , z0 = r̄0
Output Data: Filtered estimates x̂(+)k and smooth estimates x̂
s
k−1(xk) for k = 0,1, · · · ,T




























where, zk := Ax̂
(+)
k−1 +Buk−1, for k = 1,2, · · · ,T
where the new variables are defined as in Algorithm 3.21.
Proof 3.22 We will first consider reformulating the following two cost terms from (3.34) at time




Measurement Update 1︷ ︸︸ ︷
‖Ex0− r̄0‖2P(−)0
+‖y0−Hx0‖2R) (3.42)
Using (3.36) of Theorem 3.18, the two cost terms can be reformulated. This is possible because P0
and R are assumed symmetric positive definite. Making the appropriate substitutions allows us to

































Note that the last two terms are part of the second summation in (4.9) and are constant. We now











P(+)0  0 and symmetric because [ET HT ]T is full column rank and Q 0 and also symmetric by































Note that the first term is part of the first summation in (4.9). By continuing to add terms and
repeated use of (3.35) the result follows. Note also that x̂s0(x1) is a function of x1.
Using this reformulated cost function, we can validate Algorithm 3.21
Corollary 3.23 The sequence x̂sk, k = 0, · · · ,T − 1, and x̂
(+)
T calculated by Algorithm 3.21 is the
minimizer for (3.34) at time k=T.
Proof 3.24 By Theorem 4.36, (3.34) is equivalent to (4.9). Since the second summation is a con-




the result follows. The smooth estimate at time T − 1 will be based on x̂(+)T and the remaining
estimates x̂sT−2, x̂
s
T−3, · · · , x̂s0 are calculated recursively backward in time based on this selection.
Descriptor state estimator recursions were previously derived in [33] and [38] with the most general
case derived in [35] when both wk and vk are correlated. However, the derivation presented in this
section is based on simpler arguments. Descriptor state estimator recursions for the case when
mixed stochastic and deterministic components are part of the model will be studied in Chapter 4
of this dissertation.
3.6 The MAP Estimate for High Index Causal Descriptor Systems
If the causality assumption in 3.17 is not satisfied, then the nilpotency of EN is greater than one
and the set of equations that describe the original descriptor system (3.1) and noisy measurement
(3.2) after using KCF transformation in this case will be as follows:
EUx̃Uk+1 = AUx̃
U
















yk = H̃x̃k + vk (3.44e)
In this case, all of the above equations are similar to (3.28) except for the last equation (3.44e)
which is non-causal. Due to non-causality, there is dependency between the states. However, x̃(N)0
is independent of x̃(N)σ , x̃
(N)








σ+2, · · · x̃
(N)
T and so on. As a
result, the joint distribution of (x̃(N)0 , x̃
(N)
1 , · · · , x̃
(N)
T ) can be described as:
p(x̃(N)0 , x̃
(N)








k+1, · · · , x̃
(N)
k+σ−1) (3.45)
where we took into account the dependency between states over σ +1 time steps in the future. The
conditional densities in (3.45) will result in a MAP minimization problem that involves penalty
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terms with overlapping states which can be solved using forward and backward recursions. An
alternative method for solving non-causal stochastic estimation problems is to convert the original
non-causal problem into a causal one using the stochastic shuffling algorithm described in [30], or
if the system is square, using the simple index reduction Algorithm 2.6 discussed earlier in Chapter
2. The problem can then be solved using causal state estimation minimization problem (3.34). By
examining (3.44e), we recognize that a suboptimal estimate can also be found by ignoring the
future value of the noise sequence and finding the estimate similar to the causal case presented
earlier. For Gaussian white noise, the resulting suboptimal estimate will essentially entail higher
error covariance originating from this ignorance of noise non-causality. Non-causal estimation
may be required, for example, for image processing applications as suggested in [84].
Dynamical systems, however, are essentially causal and there is no logical explanation for
considering future noise sequences for estimating a state at the present time! The matrix B in (3.1)
will reflect causality even if the system has index greater than 1 as demonstrated in section 2.7
and in Example 2.10. As a result, when developing a stochastic descriptor model for a dynamical
system, it is important to design the noise matrix F so that the resulting stochastic model remains
causal. In this case, some of the equations can not accept random input sequences and the state
estimation problem will involve mixed stochastic and deterministic equations given as follows:
Exk+1 = Axk +Buk +Fwk (3.46a)
Ēxk+1 = Āxk (3.46b)
yk = Hxk + vk (3.46c)
Ex0 ∼N(r̄0,P0), wk ∼N (0,Q), vk ∼N (0,R) (3.46d)
In this case, if the high index system (3.46a) is maintained causal then the KCF transformation will










k +BJuk +FJwk (3.47c)
x̃(N)k =−BNuk−FNwk (3.47d)



















s.t. Ēxk+1 = Āxk
yk = Hxk + vk, k = 0,1, · · · ,T (3.48)
This can be shown, for example, by using singular probability density functions as explained in
[11] for state space systems. A recursive solution for solving (3.48) is not available in the literature
even for state space systems. This is because the state estimation of high index descriptor systems
was analysed in the context of non-causal state estimation only. High index causal descriptor
systems can arise in practice and it may be desired not to reduce the index of the model, especially
if the model is time variant. In [35], a solution exists when deterministic measurements are part
of the model but not when deterministic dynamic equations exists. Moreover, this solution is
not numerically efficient and is prone to numerical errors as will be demonstrated later. Deriving
efficient filtered and smooth recursions that minimize this objective function will be the subject of
Chapter 4 of this dissertation.
3.7 Non-Gaussian MAP State Estimation Problems
For the general case, when the probability density functions pr0(r0), pw(wk), pv(vk) are log














s.t. Exk+1 = Axk +Buk +Fwk, Ex0 = r0
yk = Hxk + vk, k = 0,1, · · · ,T (3.49)
The MAP estimation problem in this case will become a convex optimization problem since the
objective is a summation of negative log concave functions which is convex [85]. The solution will
be unique and can be obtained relatively fast using convex optimization software [86], [85]. We
provide a short discussion on some important state estimation problems that will be studied in this
dissertation using this framework for descriptor systems.
3.7.1 State estimation with truncated Gaussian p.d.f.
In the previous analysis, we assumed that the noise sequences wk,vk and the initial condi-
tion Ex0 are uncorrelated Gaussian random variables. In many practical problems, however, non-
Gaussian probability density functions describe the noise and random disturbances and the state
estimator is no longer optimal in the sense of MAP estimation. These probability density functions
often involve inequality constraints that can arise from known boundaries in the dynamics of the
system. For example, it is known that mass and mole fractions must be numbers in the range [0,1]
and liquid level in a vessel must be positive and so on. These inequality constraints can be repre-
sented by appropriately specifying the probability density functions for the random disturbances.
This additional prior knowledge can be very effective in increasing the accuracy of the state es-
timator [31] [11]. The absence of this information, on the other hand, can introduce significant
errors when the system is operating near the constraints, as demonstrated in [9].
Truncated Gaussian probability density functions with finite support are commonly used in
state estimation problems to incorporate known system boundaries. Combinations of truncated
Gaussian distributions can also be used to shape asymmetric distribution functions as studied for
example in [31] and [11]. The probability density functions for Ex0,wk,vk in (3.1) can be defined






































V exp(− 12 qT Q−1q)dq
vk ∈ V
0 otherwise
where r0 := Ex0, Z0,W,V are convex polyhedral sets with 0 in the interiors of W,V, Q 0, P 0,




2 , Cw = (2π)
−p
2 (|Q|)− 12 , Cv =
(2π)
−m
2 (|R|− 12 , where | · | denotes the determinant of the matrix argument. Figure 3.1 depicts a plot
for a truncated Gaussian density function. In this case the maximum a posteriori estimate, under


















s.t. Ex0 ∈ Z0, wk ∈W, vk ∈ V (3.50)
where the polyhedral constraints can be expressed by linear inequalities. Often, however, the prior
knowledge available is in the form of linear inequalities in the state vector sequence xk and not
in the disturbance and measurement sequences wk,vk. In this case, the solution of the constrained
optimization (3.50) with addition linear inequalities in xk will not result in the MAP estimate as the
probability distributions (prior and posterior) are altered by these additional constraints [87]. The
mode of the posterior in this case is very difficult to solve for as studied for state space systems in
[87]. We call problem (3.50) with the extra polyhedral constraint xk ∈ X the full information esti-
mation problem. An approximate and an efficient solution to the full information state estimation
problem which will be studied in Chapter 5 of this dissertation using a deterministic setting.
In general, the solution of the MAP estimation problem when inequalities are involved can
not be solved recursively as in the unconstrained minimization problem (3.34). If real time state
estimation solutions are desired, the solution of this minimization problem will become infeasible
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Figure 3.1: Turncated Gaussian Distribution with finite support N(0,1)
as the problem complexity grows unbounded with time T . A common approximation of the MAP
estimate is Moving Horizon Estimation which will be the subject of Chapter 5 of this dissertation.
3.7.2 Robust Filtering Problems
In real world applications measurements can contain outliers that result from sensor failures
[56]. Spikes in sensors are very common in the process industry and if the estimator is connected
to a controller an over-reaction may occur if the state estimator is sensitive to such failures. When
assuming Gaussian probability density functions on the unmeasured disturbances, the resulting
least squares penalties will give heavy weights for large residuals and eventually result in large
estimation errors during measurement spikes. A method to design the estimator to become less
sensitive to large residuals is to use `1 norm and Huber penalty functions. The probability distri-





, k = 0, · · · ,T
where ‖vk‖1 denotes the `1 norm of the vector vk. Taking−logpvk(vk) will give an `1 norm penalty
in the MAP objective function (3.53). The `1 penalty results in low weights for high residuals
while relatively large weights for small residuals in contrast to the least squares penalty.
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M(2|z|−M) |z|> M (3.51)
This penalty function agrees with the least-squares penalty function for residuals smaller than M,
and with the `1 penalty for larger residuals. The corresponding Huber probability density function











, k = 0, · · · ,T
where v(i)k denotes the ith element of the vector vk. Figure 3.2 shows a comparison plot between
Gaussian, `1 norm and Huber probability distribution functions and their associated penalties in
the MAP objective function (3.53). We can recognize from the penalty function plots how the
Gaussian distribution gives a weight of roughly 4 for residuals with magnitude of 2 while both
the `1 norm and Huber distributions give a weight of approximately 2.5 for the same residual.
Efficient approximate solutions for the associated MAP objective functions that include `1 and
Huber penalties that are suitable for on-line applications will be discussed in Chapter 6 of this
dissertation. The resulting convex optimization problems will be similar to (3.50).
In many practical applications, often the mean of the random white Gaussian noise wk is also
random but sparse. For example, the feed composition changes in the CSTR process given in Chap-
ter 2 may fluctuate randomly around a mean value modelled by white noise and the mean value
itself may also experience high magnitude fluctuations due to sudden process upsets. Assuming
independence between random variables, we may reflect this randomness in the mean value by
assuming that uk is also random with a `1 norm probability distribution function. In this case, the
addition of the two independent random sequences; i.e. Buk+Fwk in (3.1) will effectively model a
white Gaussian noise with fixed variance but with a random mean that with an `1 norm distribution.
In this case, we can reformulate the stochastic process as follows:
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Figure 3.2: Comparison between Gaussian N(0,1), `1 norm λ = 1 and Huber M = 0.25 probability distri-
butions (upper) and associated penalties in the MAP objective (3.53) (lower)
Exk+1 = Axk +






























s.t. Exk+1 = Axk +F ′w′k, Ex0 = r0





T , k = 0,1, · · · ,T (3.53)




k=0. Efficient approximate solutions for the MAP objec-
tive functions that incorporate informative prior distribution functions for the sparse measurement
noise and unknown input will be discussed in Chapter 6 of this dissertation. The resulting convex
optimization problems will be similar to (3.50). On the other hand, if no informative prior distri-
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bution is available for uk then we can combine the input sequence uk with the state vector sequence
xk and estimate normally as suggested in [34].
3.7.3 Approximate State Estimation of singularly perturbed systems
A singularly perturbed or “stiff” model is a model with multiple distinct time scales. A system
may contain macroscopic phenomena that are measurable and microscopic phenomena that are
immeasurable and at very short time scales. As an example that demonstrates the effect of model
stiffness on state estimation we present a scaling analysis of the observability matrix for a stiff









where ε 1, xk := [x1k ,x2k ]T , C = [0 1]. The system is stable with distinct eigenvalues; i.e. eig(A)=
[−2.8, −3
ε























The resulting observability matrix is ill conditioned; i.e. ‖O‖‖O−1‖ = 1
ε
6.8 as ε → 0, and hence
we expect poor estimation accuracy when using state space estimation techniques on distinct time
scale models as ε → 0. This will be demonstrated with an example later in this chapter. On the
other hand, if we use the quasi-steady state approximation, as explained earlier in Chapter 2, then







The resulting DAE model (which is index 1) can be converted into a stochastic descriptor system
as explained in Chapter 2. The dependency on ε has been eliminated using this approximation.
Observability analysis of general descriptor systems will be explained next in Section 3.8. An
example demonstrating the possibility of estimating stiff models using the quasi-steady state ap-
proximation will also be provided at the end of this Chapter. In this case the obtained estimate will
be MAP with respect to the approximate reduced descriptor model obtained.
3.8 State Estimator Stability and Observability Analysis
The MAP estimate has several desirable statistical properties, however, in real time state esti-
mation applications it is equally important to have an estimator that is stable. Stability of a state
estimator ensures that the dynamics of the estimation error ek = xk− x̂mapk is bounded and goes to
zero exponentially fast when wk = vk = 0. An elegant proof for the stability of the MAP state esti-
mator was provided in [35] (which was called the maximum likelihood estimator) where stability
of the error dynamics and exponential convergence of the covariance matrix P(+)k was shown for
the general case when the measurement noise and system disturbances are correlated. We provide
some essential system theoretic definitions followed by the conditions needed to ensure stability.
Definition 3.25 Strong Reachability: [88]
If for every input sequence Buk and arbitrary vector x ∈Rn there exists sequences xk, wk such that
(3.1) holds and x0 = 0 and xJ = x for some J ∈ [0,∞) then the system is strongly reachable.
Note that the definition of strong reachability was given in terms of the disturbance sequence
wk rather than the system input sequence uk because what drives the error dynamics of the state
estimator to zero are the estimated values of wk not uk.
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The matrix pencil condition for strong reachability is rank[µE−φA F ] = neq for all (µ,φ) 6=
(0,0). This condition is satisfied for the under-determined block Uηi and the Nilpotent block Nσi in
the KCF decomposition regardless of the value of F . On the other hand, the Jordan block Jρi can
be either controllable or uncontrollable.
Definition 3.26 Observability: [88]
If for every J ∈ [n,∞), one can reconstruct the trajectory xk from the corresponding output yk and
input sequences wk,uk of the system on [0,J) then the system is observable.
The matrix pencil condition that ensures observability is rank[(µE−φA)T HT ] = n for all com-
plex pairs (µ,φ) 6= (0,0). It is clear that this condition is guaranteed for the overdetermined block
Oηi and the Nilpotent block Nσi regardless of H and can be either satisfied or unsatisfied for the
Jordan block Jρi or the underdetermined block Uηi . In [35], this condition is called detectabil-
ity. Table 3.1 summarizes the strong reachability and observability for the Kronecker canonical
subsystem blocks.
Table 3.1: Properties of Subsystems formed by KCF (x:property satisfied always)
Property/Type of Block Underdet. Uεi Jordan Jρi Nilpotent Nσi Overdet. Oηi
Strong reachability x depends on F x depends on F
Observability depends on H depends on H x x
To ensure state estimator stability, it is required that the system and measurement equations
satisfy the conditions for stabilizability and detectability [35]. The system is said to be detectable
if its unobservable subspace is stable, while the system is said to be stabilizable if its uncontrollable
(unreachable) subspace is stable. Hence, the following assumptions are required for state estimator
stability.
Assumption 3.27 Detectability:[35]








for all complex pairs (µ,φ) 6= (0,0) such that |µ| ≥ |φ |.
Assumption 3.28 Stabilizability:[35]







for almost all complex pairs (µ,φ) 6= (0,0) and |µ| ≥ |φ |.
To verify system detectability and stabilizability, however, we would make use of the Kalman
decomposition for descriptor systems studied in [88] and examine stability of the unobservable and
uncontrollable subspaces instead of trying to prove the above rank conditions for a given system.
Theorem 3.29 Kalman Decomposition [88] . Given the stochastic descriptor model (3.1), there




E11 E12 E13 E14
0 E22 0 E24
0 0 E33 E34
0 0 0 E44
 ,

A11 A12 A13 A14
0 A22 0 A24
0 0 A33 A34







 ,[ 0 H2 0 H4 ]
 (3.56)
Proof 3.30 See [88] for the geometric interpretation of the Kalman decomposition using sequence
of subspaces.
The subsystem composed of the ith row and column and jth row and column of (3.56) is de-
noted by the (i, j) subsystem. The following are the various system properties that can be revealed
by the Kalman decomposition: [88]
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1. The (2,2) subsystem given by the matrices E22,A22,B2,H2 is strongly reachable and observ-
able since both B2 and H2 are non-zero.



















is strongly reachable but partially observable.



















is observable but partially reachable.



















is unreachable and partially observable.
5. The system E33,A33 is square regular; i.e. det(λE33−A33) 6= 0 and is both unreachable and
unobservable. Stability of this block is important to ensure stabalizability and detectability
of the entire system.



















is partially reachable but not observable.
This decomposition in practice, however, will rarely contain all these subsystems and observ-
ability and reachability can be verified easily by testing the existence or non-existence of the ob-
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servable and reachable subspaces. For partially observable subspaces, examination of the square
matrix block for stability is needed. This will be further explained in the example section. A
geometric implementation of the Kalman decomposition for descriptor system is provided in the
appendix A with Matlab code that has been uploaded in [89].
The stability of the MAP estimation problems given in (3.50) and (3.53) will be analysed in
the context of Moving Horizon Estimation in Chapter 5 of this dissertation.
3.9 Summary and Examples
The most important contribution of this chapter is finding the MAP state estimate for index 1
and higher causal descriptor systems. If the descriptor system is of index 1, then the MAP estimate
can be obtained recursively using Algorithm 3.21. These recursions have been derived previously
in many studies, see for example [34], [35] and [38] however none of these studies showed that
these recursions solve the MAP estimate for index 1 systems.
The MAP estimate for high index descriptor systems can be found by either reducing the index
of the model to 1, as explained in Chapter 2, or properly finding the system equations that need
to be modelled deterministically to avoid transforming the causal model to a non-causal descriptor
model. The MAP estimate is then found by solving (3.48). A recursive solution for this estimate
will be given in Chapter 4 of this dissertation. The subsequent two chapters will address state
estimation problems when inequality constraints are involved and developing efficient algorithms
for solving the MAP estimate for these problems.
Given a causal index 1 stochastic descriptor model of the form (3.1), the following are the
suggested steps to develop an unconstrained state estimator:
1. If the input sequence uk is unknown and there is no prior probability distribution that de-
scribes its behaviour, reformulate the descriptor model as given in (3.52).
2. Verify the assumptions given in 3.17 for the system matrices.
3. From the pool of available system measurements, select the measurements that will result
in an observable or at least detectable state estimator by testing for detectability using the
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Kalman decomposition for descriptor systems (explained below).
4. Use Algorithm 3.21 for finding the desired filtered and smooth estimates and examine state
estimator performance by noting the steady state values of the diagonal elements of the error
covariance matrix P(+)k . Small values indicate a measurement selection that achieves strong
observability and vice versa. A possible solution to address high error covariance values is
selecting a different measurement set.
Example 3.31 Unknown Input Estimation of CSTR Process
The objective of this example is to demonstrate how descriptor system state estimation permits
joint estimation of states and unknown inputs without incorporating a prior distribution on uk.
Step 1: Modifying the model for unknown input estimation:
Considering again Example 2.10 presented earlier in Section 2.8, we would like to estimate the
states of the composition of CB and CC and the unknown feed composition CAin using a selection
of measurement that ensures filter stability.
The index 1 descriptor model that was obtained in Section 2.8 (after conducting index reduc-
tion) was given as:





0 0 0 −1 0 0
−0.327 −0.387 −0.862 0 0 0
−0.945 0.134 0.298 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0




0.9040 0 0 0.4 0 −1.0
−0.0578 1.1548 0.3449 0 −0.4752 0.8622
−0.0200 0.0535 1.1192 0 −0.1643 0.2981
−0.3652 0.0217 −0.0075 1.0 −1.3215 0.3982
0.0050 25.4897 −11.2701 0 1.0180 −0.8662























A matrix F can be designed freely as long as it is full column rank for an index 1 descriptor
systems. We use F = I6 and Q = 0.1× I6. To have the inlet composition CAin as part of the state











, B = BFinred
Note that the filter will be implemented on the deviation variables xk− x̄k.
Step 2: Verification of Assumption 3.17:
The design of the measurement matrix H must be such that [ET HT ]T is full column rank to
ensure estimableness as discussed in 3.17. We require at least three measurements to satisfy this
condition. We assume we have the following measurements: (r1, r2, CA). The measurement matrix
will become:
H =
 0 0 0 0 1 0 00 0 0 0 0 1 0
0 1 0 0 0 0 0

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Furthermore, we assume the measurements are subject to random Gaussian noise with zero mean
and covariance of 0.1; i.e. R = 0.1× I3 and vk ∼ N(0,R). The following assumptions can be easily
verified:
• Matrix [E A] is full row rank
• Matrix [ET HT ]T is full column rank
• The matrix F is full column rank
• The index of the stochastic descriptor system is 1
Step 3: Stability analysis:
The generalized eigenvalues of the system matrix are eig(Ered,Ared) = [−2.5,0,−1.86,∞,0,0] and
hence contain three unstable eigenvalues; two at zero and one at infinity. Consequently, we need
to examine whether the unstable states are observable or not. Implementation of the Kalman
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From the given matrix blocks, subsystem (2,2) is strongly reachable and observable and their is no
need to examine this subsystem for stability. Subsystem (1,2) appears and is partially observable.
However, we note that subsystem (E11,A11) provides an equation that is stable; −0.4x̃nok+1 = 0.
Hence, the original system is both reachable and detectable.
Step 4: Implementing the Descriptor State Estimator
Simulation of the CSTR non-linear stiff model (2.23) was conducted with random perturbations
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of CAin with zero mean and variance of 3 at intervals of 1 min. Simulated values of CA, r1 and r2
with additive white Gaussian noise were used as noisy measurements. The added noise to all three
measurements was generated using the random number generator in Matlab with zero mean and
variance of 0.1. The objective is to estimate CB, CC, CAin , r1 and r2 using the noisy measurement
for CA, r1 and r2. The tuning parameters used for the filter were Q = 0.1× I6, R = 0.1× I3, P0 = I6
and the initial condition was a vector of zeros. The system and measurement matrices used where
as defined previously in Steps 1-3.
Figure 3.4 shows a comparison plot between the descriptor MAP estimates obtained using
Algorithm 3.21 and the simulated ”true” values for CA,CB,CC and CAin respectively. The steady
state error covariance values can be found from the diagonal elements of P∞k which gave values in
the range of [0.007,1.32], as shown in Table 3.2, signifying good observability.













Table 3.2: Mean Square Errors and Error Covariances for Example 1
Variable CA CB CC CAin r1 r2
m.s.e 0.11 1.04 0.4 0.095 0.2 10.9
diag(P(+)k ) 0.1 0.22 0.007 0.1 0.1 1.32
Example 3.32 Effect of model stiffness and the quasi-steady state approximation
The objective of this example is to demonstrate the detrimental effect of model stiffness on state
estimation performance when normal linear Kalman filters are used. The example will also demon-
strate the effectiveness of using the quasi-steady state approximation combined with descriptor
MAP state estimation for problems involving singularly perturbed models.
A state space model was first obtained via trajectory linearization of the nonlinear stiff model
(2.23) by finding the corresponding Jacobian matrix of the system equations and evaluating the
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Figure 3.3: Comparison between simulated and estimated values for CA,CB,CC and CAin
Jacobian at the same operating point given in Chapter 2. Euler discretization was used on the
linearized state space model and the same filter recursions in Algorithm 3.21 were used. Only
noisy measurements of CA with added noise of mean zero and variance 0.1 was assumed available.
The filter tuning parameters used were Q = 1× I4, R = 10, P0 = I4 and the initial condition was
set to zero.
For the descriptor MAP estimator, the index 1 descriptor model obtained in (2.29) was used.
The same noisy measurement for CA r1 and r2 were used. Note, the nominal values for r1 and r2
were used for the state space Kalman filter for finding the lineraized model. Hence, both filters are
given the exact same information and tuning parameters. The only difference is that the state space
model was found from the stiff non-linear model, whereas the descriptor model was found from
the model obtained using quasi-steady state approximation in Example 2.10.
Figure 3.4 depicts the estimation results for both state estimators. The figure clearly shows
failure of the state space Kalman filter in estimating CB and CC whereas the descriptor MAP filter
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was successful in estimating both variables. The sum of the diagonal elements of P(+)k at steady
state was 268 and 8.07 for the state space and descriptor filters respectively, whereas the sum
of mean square error values obtained were 464 and 2.16 respectively. Table 3.3 tabulates the
individual mean square error values and error covariances for the variables estimated.
This simulation experiment clearly shows the effect of model stiffness in state estimation prob-
lems and how the quasi-steady state approximation combined with descriptor system state estima-
tion can provide a simple solution for singularly perturbed models. The condition number of the
observability matrix for the state space system was found to be infinity signify lack of observability.
On the other hand, the Kalman decomposition for the descriptor system given by (2.29) revealed
that only the (1,2) subsystem appears which is strongly reachable and partially observable. The
unobservable state was found stable and hence signifying estimator stability. Another advantage of
the descriptor state estimator is that estimates for r1 and r2 were also found with low mean square
error values as demonstrated in Table 3.3.
Table 3.3: Mean Square Errors and Error Covariances for Example 3.32
Variable V CA CB CC r1 r2
State Space Filter (m.s.e) 347 0.1 37.8 79.2 n/a n/a
Ind. 1 Causal Filter (m.s.e) 0.4256 0.11 0.23 0.45 0.87 0.18
diag(P(+)k ) (State Space Filter) 10.7 0.1 257 0.79 n/a n/a
diag(P(+)k ) (Ind. 1 Causal Filter) 1.0 1.0 2.2 1.8 1.0 1.0
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developed from the approximated non-linear model (2.25)
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CHAPTER 4
DESCRIPTOR SYSTEM FILTERING WITH DETERMINISTIC CONSTRAINTS
In this chapter, we consider linear discrete time descriptor systems that are described by state
and measurement equations that have both stochastic and purely deterministic components. The
deterministic equations may arise naturally as part of the model, or may be needed for MAP state
estimation of high index descriptor systems as discussed in Chapters 2 and 3 of this dissertation.
We suggest an estimation algorithm that operates by decomposing the system into stochastic and
deterministic parts, and processing each part separately. It solves the deterministic subsystem
using the pseudo-inverse according to the Moore-Penrose definition [29], and then minimizes the
Kalman filter objective function by exploiting the orthogonal subspace defined by the deterministic
subsystem. A simulation example is given for estimating tray composition for a distillation column
by linearization over a trajectory of a non-linear differential algebraic model. Compared to the
method of R. Nikoukhah et.al [30], which is only suitable for deterministic measurements, the
reduction in time produced by our method for this example is 87%. The new method is also
capable of solving for the cases when both deterministic measurements and dynamic equations are
involved.
In previous work a solution requiring 3-block inverses has been presented in [35] and [30]
for Kalman filter estimation that can accommodate deterministic measurements. The size of this
three block matrix is n+ neq +m, where n is the number of state variables, neq is the number
of equations and m is the number of measurements. Computing inverses of such large matrices,
however, is computationally expensive and is prone to errors if the matrix is ill conditioned which
arises when singular covariance matrices are present. This problem becomes more critical in real
time applications involving time varying systems. Problems involving singular covariance matrices
are commonly interpreted as constrained estimation problems previously studied in [90], and [31]
for state space systems. This chapter of the dissertation will generalize these methods by including
86
not only algebraic constraints, but also dynamic constraints. In addition, this method is applicable
to general descriptor system state estimation (which includes the standard state space model as a
special case) while reducing the computation cost proportionally to the number of deterministic
equations present in the model.
4.1 Problem Formulation
We address the problem of state estimation for a general class of linear, discrete, time invariant,
causal descriptor systems; i.e. finding an estimate for the state sequence x1,x2, · · · ,xT given an
estimate of the initial vector as random Ex0 ∼ N(r̄s0,P0), a deterministic initial condition Ēx0 = r̄d0 ,
measurements y0, · · · ,yT , ȳ0, · · · , ȳT , known inputs u0, · · · ,uT and the following mixed stochastic
and deterministic model:
Exk+1 = Axk +Buk +Fwk
yk = Hxk + vk, Ex0 ∼ N(r̄s0,P0) (4.1)
Ēxk+1 = Āxk + B̄uk
ȳk = H̄xk, Ēx0 = r̄d0 (4.2)
where yk ∈ Rm
s





eq× j and H ∈Rms×n. Similarly, for the deterministic model: ȳk+1 ∈Rm
d
is the deterministic




eq×q, and H̄ ∈Rmd×n. The vectors wk and vk are zero mean















where Q,R  0. In this study, we will assume that [ĒT H̄T ]T is full row rank and that any state
algebraic constraint (i.e. involving only xk) was appropriately modelled as part of the deterministic
measurements.
87
4.1.1 Extracting information from the deterministic subsystem











Hence, the set of all possible solutions for x0 can be expressed as:
{x0 : x0 =
:=xc0︷ ︸︸ ︷
D̄1r̄d0 + D̄2ȳ0+N0α0, ∀α0 ∈ Rp0} (4.4)
where [D̄1 D̄2] = D̄†, and † denotes the pseudo-inverse according to the Moore-Penrose definition
[29]. Here N0 ∈ Rn×p0 is a matrix with columns that span ker(D̄)⊆ Rp0 , where ker(M) is the null
space (kernel) of matrix operator M and α0 ∈ Rp0 is a parameter vector that we can manipulate
according to our criteria for state estimation (to be discussed later). In other words, the dimension
of the null space of D̄ is p0 = n− ndeq−md assuming D̄ is full row rank. As shown in (4.4), we
define xc0 to designate the part of x0 that can be evaluated directly. Moreover, x
c
0 ⊥ N0α0, where ⊥
denotes orthogonality in the sense of the inner product; i.e. < xc0,N0α0 >= 0.
Similarly, given the deterministic measurement ȳ1 and the deterministic dynamic equation at
k = 1, we can express the set of all possible solutions for x1 as follows:
{x1 : x1 = D̄1(Āx0 + B̄u0)+ D̄2ȳ1 +N0β1, ∀β1 ∈ Rp1}
If we substitute (4.4) in the previous equation we obtain:
{x1 : x1 =
:=x∗1︷ ︸︸ ︷






Now we have two parameter vectors (degree of freedoms) that can be manipulated to find the
possible values for x1; i.e. α0 and β1. However, two important things are noted here. First, the
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matrix [D̄1ĀN0 N0] may be rank deficient, but can not exceed 2p0. We can reduce the number of





where orth(M) represents the Gram-Schmidt algorithm applied on the matrix M to find an or-
thonormal basis that spans Im(M); the range space of M. This can be found, for example, using
the Gram-Schmidt algorithm [79]. This will make rank(N1) = p1 ≤ n and allows us to use a new
parameter vector α1 ∈ Rp1 .
Second, after making this change, x∗1 may not be orthogonal to N1α1 as before and their calcu-
lation/estimation may interfere with each other. In order to retain orthogonality, we need to project
x∗1 onto the space orthogonal to Im(N1), more specifically we find:
xc1 := PN1x
∗
1, PN1 = I−N1N
†
1
Consequently, we may write:
x1 = xc1 +N1α1 (4.5)
By induction, we can derive a general solution set for subsystem (4.2) as follows:





k−1 + B̄uk−1)+ D̄2ȳk)
Nk = orth([D̄1ĀNk−1 N0]),
PNk = (I−NkN
†
k ), pk ≤ n, k = 1, · · · ,T
N0 = orth(D̄) = [D1 D2], xc0 = D̄1r̄
d
0 + D̄2ȳ0
Proposition 4.33 If the deterministic system (4.2) is time invariant, the sequence for Im(Nk) is a






(Im(D̄1ĀNk−1)⊕ ker(D)) = Im(N∗)
where Im(M) denotes the range space (column span) of the matrix M and ⊕ is the Kronecker sum
of spaces.
Proof 4.34 The sequence is non-decreasing in the sense Im(N0) ⊆ Im(N1), · · · , Im(Nk) ⊆ Rn.
Since, the sequence is non-decreasing and is upper bounded then it must converge to a limit Im(N∗)
in at most n steps.
Consequently, that the deterministic subsystem (4.2) time invariant, then after at most n steps we
obtain:





k−1 + B̄uk−1)+ D̄2ȳk)
PN∗ = (I−N∗N†∗ ), k = n, · · · ,T
N∗ = lim
k→n
Nk, p∗ ≤ n (4.7)
where p∗ is the dimension of the column span of N∗. As a result, we effectively decomposed the
state vector xk into two orthogonal spaces; one that can be calculated iteratively using deterministic
known measurements and model equations; xck and another one N∗αk that is random and can be
estimated from the stochastic sources of information as explained next.
4.1.2 Recursive Solution of the MAP estimate using Dynamic Programming
Given that the first four assumptions in Assumption 3.17 are satisfied, then the MAP estimate



















s.t. Ēxk+1 = Āxk + B̄uk
yk = Hxk + vk, Ēx0 = r̄d0
ȳk = H̄xk, k = 0,1, · · · ,T (4.8)
A dynamic programming approach will be used to solve (4.8) as done before for solving (3.34) in
Chapter 3.
Remark 4.35 Minimization problem (4.8) corresponds to the MAP estimate of high index causal
descriptor systems that will involve deterministic constraints as discussed in Chapter 3.
Theorem 4.36 Given that the matrices P0,R and Q are positive symmetric definite, [ET HT ]T is





































T |T , α̂
map











k , k = 0, · · · ,T −1 (4.9)
where α = {αk}Tk=0 and the new matrices are defined as in Algorithm 4.37.









subject to x0 = xc0 +N0α0 (4.11)
Expressing the cost function in terms of α0 using (4.11) we obtain:
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Algorithm 4.37 Descriptor State Estimation with Equality Constraints
Input Data: E,A,B,H, Ē, Ā, B̄, H̄,yk, ȳk,uk, r̄s0, r̄
d




0 + D̄2ȳ0, N0 = null(D̄), P
(∗)
α0 = P0, zα0 = r̄
s














k−1 + B̄uk−1)+ D̄2ȳk)













































































yαk : = yk−Hx
c
k, zαk := Aαk−1α̂
(+)










where Eα0,Hα0,yα0 ,Cα0 ,P
(∗)
α0 are defined in Algorithm 4.37 for k = 0. We can then reformulate
(4.12) using (3.36) of Theorem 3.18. This is possible because P(∗)α0 and R are symmetric positive


























where α̂(+)0 is given by Algorithm 4.37. Note that the last two terms are part of the second summa-











subject to (4.11) and x1 = xc1 +N1α1 (4.14)













α0 ,Aα0 are given by Algorithm 4.37. Since P
(+)
α0 and Q are both symmetric













, α̂s1 are given according to Algorithm 4.37. Note that the first term is part of the
first summation in (4.9). By continuing to add terms and repeated use of (3.35) the result follows.
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Using this reformulated cost function, we can validate Algorithm 4.37
Corollary 4.39 The sequence x̂sk, k = 1, · · · ,T − 1, and x̂
(+)
T calculated by Algorithm 4.37 is the
minimizer of (4.8).
Proof 4.40 By Theorem 4.36, (4.8) is equivalent to (4.9). Since the second summation is a con-




To find the corresponding error covariance for x̂(+)0 , we will first show that P
(+)
α0 is nothing but the







































Hence, the error covariance can be found as:
Cov(α0− α̂
(+)
























Now to find the error covariance of x̂(+)0 (which is partially random) we may simply write:
Cov(x0− x̂
(+)
0 ) = Cov(N(α0− α̂
(+)




Remark 4.41 Since the system is assumed causal, the deterministic recursion for xck will not de-
pend on future values of the input uk or deterministic measurements ȳk.
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Remark 4.42 The above recursions with deterministic dynamic equations/measurement updates
will perform faster than the solution provided by [35] since the 3-block inverse in equation (3.4) of
[35] requires O((n+neq+m)3) operations using Gauss-Jordan elimination whereas the inversions
appearing in the reduced complexity method requires O(n3)+O((nseq)
3)+O((ms)3) operations.
This amounts to a reduction of roughly 10 times (for the case when n = nseq = m
s). The reduced
complexity method will also exhibit less numerical errors since the matrices that require inversion
do not contain any singular sub-blocks that may influence the conditioning of the matrix.
Example 4.43 Effect of modelling with deterministic constraints
The objective of this example is to examine the effect of introducing equality deterministic con-
straints in the state estimation problem for the continuous stirred tank reactor example presented in
Chapter 2. In Example 2.10, we discussed that in order to use the index 2 descriptor system (2.27)
directly, an algebraic constraint corresponding to the 4th equation in (2.27) is needed to avoid
converting the causal model to a non-causal stochastic model. Hence, an experiment was con-
ducted by adapting the model given in (2.27) while modelling the 4th equation 0 = k1(CA− CBKeq )




1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0




1.0 0 0 0 0 0
−0.3082 0.6 0 0 −1.0 0
0.2054 0 0.6 0 1.0 −1.0
0.0960 0 0 0.6 0 1.0












0 0 0 0 0 1




0 50.0564 −22.47 0 1.0 0
]
Noisy measurements for CA and r2 with added noise of zero mean and covariance of 0.1 were used.
The tuning parameters used were Q = I4, R = 10× I2. The deterministic equation was modelled as
a deterministic measurement as ȳk =−Āx̄ and Ē = /0. The initial condition used was r̄s0 = r̄d0 = 0.
The recursions in Algorithm 4.37 were used to find the state estimates.
Another simulation experiment was conducted for performance comparison. In this case we
made use of the index 2 discrete descriptor system given in (2.27) while modelling all equation
stochastically. Hence, the resulting model is non-causal as discussed in Example 2.10.
Figure 4.1 shows the simulation plots for first experiment and Figure 4.2 shows the simulation
plots for the second experiment. Additionally, Table 4.1 shows a comparison between the two
estimators and the estimator developed earlier in Example 3.32 that used an index 1 stochastic
model. The results indicate that the constrained estimator gave superior estimation results for V ,
CA, CC and r2. Also, not shown in the plots, the equality constraint k1(ĈA− ĈBKeq ) = 0 has been met
exactly. However, this came at the expense of failing to estimate r1; the implicit algebraic state and
high steady state error covariance values.
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This result indicates the following. Even though the estimation problem is causal and corre-
sponds to the MAP estimate (ignoring plant model mismatches), constraining the stochastic model
by the deterministic equality constraint (2.23d) resulted in poor estimates of the value of r1. In
other words, the error introduced by using the quasi steady state model approximation was not
accounted for in this semi-stochastic model. Hence, deterministic constraints need to be imposed
with caution for high index descriptor systems and any deterministic constraints related to algebraic
variables may need to be augmented with additional a priori information to avoid this phenomena.
On the other hand, deterministic constraints are useful when there is no uncertainty in the constraint
imposed; as for example the summation of liquid mole fractions must equal to one.
On the other hand, Table 4.1 also shows that blind application of the recursions given in Algo-
rithm 3.21 to the index 2 non-causal model gave higher mean square error values than the optimal
index 1 estimates which reinforces our statistical optimality analysis given in Chapter 3. Neverthe-
less, the effect of ignoring causality did not have devastating effect for this example.
Figure 4.1: Comparison between simulated and estimated values using the constrained descriptor state
estimator
Example 4.44 Distillation Column Process
97
Figure 4.2: Comparison between simulated and estimated values using the index 2 descriptor model given
in 2.27 with no deterministic equations
Table 4.1: Mean Square Errors and Error Covariances for Example 4.43
Variable V CA CB CC r1 r2
Ind. 2 Causal + Det. Const. (m.s.e) 0.39 0.10 0.32 0.39 10.4 0.17
Ind. 2 Non-causal (m.s.e) 0.5631 0.41 0.31 0.43 0.87 0.18
Ind. 1 Causal Ex. 3.32 (m.s.e) 0.4256 0.11 0.23 0.45 0.87 0.18
diag(P(+)k ) (Ind. 2 Causal + Det. Const.) 42 10 27 16 61263 10
diag(P(+)k ) (Ind. 2 Non-causal) 11.9 5.6 18.9 15.4 10 10
diag(P(+)k ) (Ind. 1 Causal 3.32) 1.0 10.0 4.7 2.5 10 10
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The objective of this example is to demonstrate the numerical efficiency of Algorithm 4.37 by
implementing the new recursions on a medium scale process model and comparing the Algorithm
to another technique in the literature that can accommodate deterministic measurements only given
in [35].
A simulation example for a Distillation Column process model for the separation of a binary
mixture of component (A) Methanol, and (B) n-Propanol, studied in [91] was used to test the new
algorithm for efficiency. The model represents a typical example of first principle modelling of
processes used in the chemical industry.
The model can be formed by finding the mass and energy balances on every tray and finding
the essential thermodynamic relationships. We refer the reader to [91] for model details. The
total number of equations describing this simple process is 125 equations; 42 ordinary differential
equations describing the mole fractions at every tray and 83 algebraic equations describing the
vapor flow rates and temperatures at every tray. The index of the non-linear DAE model is 1,
however, some of the algebraic constraints need to be modelled deterministically.
Typically, mole fraction measurements are very expensive but can be inferred from tray tem-
peratures and pressures and this estimate can be used to control the product composition using
reboiler duty and overhead reflux. When these measurements are combined with a high fidelity
model of the distillation column, the composition profile of the column can be inferred. In this
simulation experiment, we assume that the given measurements are tray temperatures and tray va-
por flow rates (which is usually measured by tray pressures). The disturbances to the system are
the liquid mole fraction of the feed xF , feed temperature TF and inlet mass flow rate ṁF while the
unknown states are the mole fractions on every tray denoted by xAi where i is the number of the
trays from 1-40.
We may represent the differential algebraic equations describing the model in the following
general nonlinear descriptor form:
F(t,x, ẋ,u) = 0 (4.16)
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where x, can describe the set of differential and algebraic state variables that form the system
and u is the input vector; i.e. uT = [Qreb ṁR], where Qreb is the reboiler duty and ṁR is the top
reflux flow rate. If at time t we have a solution x̄(t) for the input ū(t) to system (4.16), we can
linearize the nonlinear DAE model using first order approximation as described in Chapter 2 of
this dissertation:[42]
E(t), Fẋ( ˙̄x, x̄, t), A(t),−Fx( ˙̄x, x̄, t) ,B(t),−Fu( ˙̄x, x̄, t),
E(t) ˙̃x = A(t)x̃(t)+B(t)ũ(t) (4.17)
where x̃ = x− x̄ and ũ = u− ū and Fẋ( ˙̄x, x̄, t) is the Jacobian of F with respect to ẋ evaluated at ˙̄x, ẋ.
Similarly, Fx( ˙̄x, x̄, t) is the Jacobian with respect to x and Fu( ˙̄x, x̄, t) is the Jacobian with respect
to u. The above linear time varying DAE model is solvable with the same dimensional solution
manifold near ( ˙̄x, x̄) of the original problem (4.16) [42].
We can further discretize the linear time varying singular model using Euler’s approximation:






= A(tk)x̃(tk)+B(tk)ũ(tk) ∀i ∈ {0, · · · ,N−1}
This system is equivalent to:
Ekx̃k+1 = Akx̃k +Bkuk ∀i ∈ {0, · · · ,N−1}, (4.18)
A simulation experiment was conducted using Sundials 2.5 [81], on a 2.4 GHz Intel Core i-5
desktop computer with 6 GB of 1067 MHz memory to collect the desired measurements. The
experiment assumed all tray temperatures Ti, vapor flow rates Vi for all 40 trays and mole frac-
tion xA for tray number 6 are given as measurements. For the sake of testing the efficiency of
the constrained estimator given by Algorithm 4.37, we assumed that half of the temperature and
vapor flow measurements are noisy while the other half are deterministic. Also, all the algebraic
equations that describe temperature and vapor flow rates (total 82 algebraic equations) and the dy-
namic equation for tray 6 mole fraction were also assumed deterministic in the constrained state
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estimator. The estimator was also compared to the descriptor state estimator developed by [35].
A sudden increase in the feed mole fraction of methanol xF was simulated followed by an in-
crease in the heater duty Q as a response to this disturbance. As seen in Figure 4.3 and Figure 4.4
both the descriptor state estimates resulting from the algorithm developed in [30] and denoted by
x̂DKF and the estimates resulting from the newly developed Algorithm 4.37 and denoted by x̂dDKF
performed almost identically except that the new algorithm took 87% less time in execution. Fur-
thermore, the method in [35] failed to filter tray 6 measurement (which was modelled determin-
istically and measured stochastically). This may be attributed to the high condition number of
the 3-block matrix of algorithm [35] that required recursive inversion compared to our algorithm
which exhibited much lower condition number for the matrix P∗α associated with finding the esti-
mate α̂(+)k . Furthermore, the calculation of the deterministic part of the estimate of this variable
did not involve inversions of ill condition matrices. Table 4.2 shows the mean square error values
and the condition number of the error covariance matrix for these two experiments.
Remark 4.45 The algorithm developed in [35] was designed to account for possible determin-
istic measurements only, whereas the new algorithm can handle deterministic measurements and
dynamic equations simultaneously.
Table 4.2: Performance Comparison
Descriptor Kalman Filter [30] Algorithm 4.37
time (sec) 4.12 0.54
overall m.s.e 9.95 9.82
matrix cond # 1e10 (3-block matrix) 3.24e8 (P∗α )
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Figure 4.3: Distillation column simulation example
Figure 4.4: Distillation column simulation example
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CHAPTER 5
MULTIPLE WINDOW MOVING HORIZON ESTIMATION
In Chapter 3 we introduced state estimation problems that involved inequality constraints by
defining truncated probability distribution functions that describe the disturbance and noise se-
quences wk,vk respectively. As mentioned earlier, inequality constraints in estimation problems
can arise from physical insight and can be viewed as additional a-priori information. The added
value of inequality constraints in state estimation is well known and demonstrated in many fields,
see for example the studies given in [31] and [9]. Inequality constraints may also arise in convex
filtering problems as in `1 trend filtering and total variation de-noising [12] or when other densities
with finite support describe the system and/or measurement noise [31], [11], [55].
Unfortunately inequality constraints in the state estimation problem, such as the one given
in (3.50), generally prevents the use of recursive solutions for finding the estimates [49], [10].
The moving horizon (MHE), on the other hand, is an approximation that is found by limiting
the estimation problem to a window of measurements and system dynamic updates that slides
with time while partially accounting for past measurements through an extra penalty cost term,
referred to as an arrival cost [49]. The horizon length is selected based on many factors, including
computational limitations, system observability and model accuracy. Higher estimation accuracy,
in terms of mean square error, may be achieved by using long horizon lengths or alternatively,
finding more accurate arrival cost approximations, provided that the model uncertainties are well
accounted for [10]. Efforts to improve arrival cost approximations can be found in [49] and in
[12] for linear state space systems and in [49], [92], [93], [94] and [95] for non-linear state space
systems.
The conventional sliding window technique in Moving Horizon Estimation, however, can be-
come computationally inefficient. For example, at certain times the solution of the inequality con-
strained state estimation problem may be identical to the solution of the unconstrained problem;
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i.e. dropping the inequality constraints from the sliding window minimization problem for these
states has no effect on the accuracy of the estimates. For linear systems, these unconstrained state
estimates can be determined using simple recursive solutions and hence there is no added value in
including these states in the minimization problem and they create an unnecessary computational
burden. Moreover, numerical errors increase with the size of the sliding window used.
Recently in [12] an approximation hypothesis was used to derive a simple arrival cost update
for general staged QP problems with sufficiently large horizon lengths by assuming that the ac-
tive and inactive state constraints defined at the last sample time in the moving horizon window
remained respectively active or inactive indefinitely after exiting the window. Consequently, equal-
ity constraints corresponding to the active inequality constraints were included in the arrival cost
update. However, no stability analysis was provided using this method, nor means for selecting the
sufficiently large horizons.
This technique seems very attractive but can cause problems when the horizon is not chosen
large enough to satisfy the active constraint hypothesis. If short horizons are used, for example,
then estimator divergence may result if the presumably indefinite active constraint is not really
active after smoothing the state (i.e. after more measurements are collected). This overweighting
of past data may result in neglecting new data and potentially can cause estimator divergence if
the coupling between the states in time is strong [10]. On the other hand, dropping inequality
constraints from the minimization problem once they pass outside the window has no destabilizing
effect, as the estimator will possess the guaranteed convergence and stability properties of the
unconstrained estimator.
In view of the above, a numerical algorithm that accounts for active constraints over large
horizons without compromising stability or efficiency is developed. This is achieved by using an
arrival cost approximation that guarantees stability by exploiting regions of constraint inactivity to
automatically reformulate the objective function into a reduced form. A complete convergence and
stability analysis for our selection of the arrival cost for descriptor MHE is given in the appendix
using analogies with the presentation given in [49] and [10] for state space systems.
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Figure 5.1 shows an explanation of the new proposed strategy that enables efficient long hori-
zon estimations. A short sliding window objective function is used to scan for states with active
constraints. The inequalities associated with states that never became constrained inside the slid-
ing window are dropped from future minimizations assuming they will remain unconstrained. On
the other hand, inequalities associated with states that were constrained inside the sliding window
objective remain in subsequent minimizations and form fixed windows that are augmented to the
sliding window. These fixed windows, (within the intervals [a1,b1] and [a2,b2] as shown in Fig-
ure 5.1) remain in the estimation problem until their influence on the current state is negligible. In
effect, the objective function is adaptively modified according to the activity of constraints while
exploiting constraint inactivity to reduce problem complexity. The algorithm was implemented us-
ing the semi-definite programming solver [96] with the CVX parser in Matlab [97] and is available
on-line.
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In conventional MHE, the horizon length is often selected based on computational limitations
because of the linear growth of problem complexity with horizon length. If the system to be esti-
mated, however, operates mostly with states inside the region defined by the inequality constraints,
and intermittently operates near the constraints, than the new MW-MHE can be used to exploit
regions of constraint inactivity to perform long horizon estimation efficiently. This also promotes
selecting horizon lengths based on the sensitivity between remote states in time rather than based
on implementation restrictions. Hence, a new tuning method for selecting the horizon length based
on a user specified minimum magnitude of acceptable coupling between distant states in time is
also developed in this Chapter.
The development will be in terms of general causal descriptor systems, which includes the
standard state space representation as a special case. Our motivation for descriptor systems, as
discussed earlier, is estimation problems that involve differential algebraic models ubiquitous in
simulation environments [63], and problems that involve singularly perturbed systems after as-
suming quasi-steady state conditions. Descriptor systems have been also used in unknown input
estimation in [34] which avoids improvising a random walk model on the input signal. More-
over, other staged QP filtering and estimation problems can benefit from the descriptor system
framework, like `1 trend filtering and total variation de-noising [12]. Descriptor moving horizon
estimation was first considered in [51].
Some notation convention for this chapter is first given: ‖z‖A := zT A−1z; ‖A‖i2 is the matrix
induced two norm for matrix A; {xk}ba =: {xa,xa+1, · · · ,xb} represents a sequence of vectors and
T TS =: {S,S+1, · · · ,T −1} is the set of integers from S to T −1. When S = 0 the subscript is not
included. Optimal decision variables are denoted as x̂a|b which stands for the optimal solution for
xa at time b and optimal objectives are denoted by Ĵ. A 0 stands for a positive definite matrix A
while  is used to denote element wise comparison between vectors. Finally, x∼N (x̄,V ) stands
for a normally distributed random vector x with mean x̄ and variance V .
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5.1 The Full Information Estimation Problem for Descriptor Systems
In this section, we provide essential introductory material that will also serve as an extension
to the study in [13] to linear causal descriptor systems. We first present here the full information
estimator (FIE) which value lies in defining a desirable state estimator.
The full information state estimation problem for linear, discrete, time invariant, causal de-
scriptor systems is defined as finding an estimate of the current state xT at time T given an ini-
tial of Ex0 ≈ r̄0 and its corresponding uncertainty matrix P
(−)
0 , the noisy measurement sequence
y1, · · · ,yT , the input sequence u0, · · · ,uT and the following descriptor model:
Exk+1 = Axk +Buk +wk (5.1)
yk+1 = Hxk+1 + vk+1 (5.2)
xk ∈ X, wk ∈W, vk ∈ V (5.3)
where X,W,V are convex polyhedral sets with 0 in the interiors of W,V, xk ∈Rn, yk ∈Rm, uk ∈Rq
and the matrices E,A ∈ Rn1×n, B ∈ Rn1×q and H ∈ Rm×n. We present our analysis here in the
deterministic setting since we included polyhedral constraints on xk which are present very often
in practice. Here, we also started the measurements from time k = 1 which will be more convenient
in notation than starting from k = 0 as done earlier in Chapter 3.
5.1.1 Main Assumptions
1. The matrix [E A] is assumed to be full row rank; i.e. there is no dependency between the
rows of the matrix pencil λE−A.
2. The matrix [ET HT ]T is assumed to be full column rank.
3. If higher index descriptor systems are involved, then extra deterministic equality constraints
can be introduced in the minimization problem. For simplicity, we will assume the index of
the descriptor system is 1.
Additional assumptions for ensuring MHE stability are presented in the Appendix.
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5.1.2 Descriptor Full Information Estimator
Definition 5.46 Full Information Estimator: [49], [10]
The full information state estimate x̂ f ullT |T is found from solving the following minimization problem:
Ĵ f ullT := min
ζ
JT (ζ ) (5.4)




















and x̂ f ullT |T is extracted from the xT element of the solution ζ̂
The positive definite weighting matrices P(−)0 ,Q,R 0 are specified by the user to penalize devia-
tions according to the uncertainties as usual.
Optimality of the estimate can be established by relating to stochastic arguments assuming
truncated normal distributions on Ex0,wk and vk, and finding the resulting MAP estimate which
was presented in Chapter 3 also.
However, the FIE is computationally intractable since the minimization problem grows un-
bounded with time. Hence, it is desired to come as close as possible to the optimality performance
of FIE while using a technique that is computationally tractable. A well known approximation
technique to FIE is fixed window size MHE which will be briefly reviewed next.
5.2 Descriptor Moving Horizon Estimation
The moving horizon estimate is found by limiting the estimation problem in (5.4) to a window
of measurements and dynamic updates that slides with time while accounting for past measure-








‖wk‖2Q +‖vk‖2R︷ ︸︸ ︷
ZT−N(xT−N)︷ ︸︸ ︷
Figure 5.2: Information Coverage in MHE
The arrival cost ZT (xT ) for the constrained full information problem is defined by the following
partial minimization problem: [10]
ZT (xT ) := min
ζ
JT (ζ )











Hence, the constrained full information filtering problem (5.4) can be rewritten as follows:




















Figure 5.2 depicts the information coverage of the arrival cost and the sliding window cost in
MHE. Approximation techniques for finding the arrival cost, however, are inevitable as finding the
exact arrival cost ZT (xT−N) analytically is a combinatorial problem [98].
A technique for retaining tractability of this minimization problem is moving horizon estima-
tion.
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Definition 5.47 Moving horizon estimation[49],[10]
The moving horizon state estimate x̂mheT |T is found from solving the following minimization problem:
ĴmhT := min
ζ
JmhT (ζ ) (5.5)




















and x̂mheT |T is extracted from the xT element of the solution ζ̂
The symbol ĴmhT is used to denote the optimum value of (5.5). Here, Z̄
mh
T−N(xT−N) serves as an
approximation of the arrival cost ZT−N(xT−N) and N is the length of the sliding window. One
known technique for approximating ZT−N(xT−N) is using the arrival cost for the unconstrained
estimation problem.
Theorem 5.48 The arrival cost for the unconstrained full information problem at time k = T is
given by:
J−T (xT ) = min
{xk}T−11
JT (x1,x2, · · · ,xT )
= ‖ExT − zT‖2P(−)T−1
+ ĴT−1 (5.7)
where, zT := Ax̂
(+)




T−1 are found from the following recursions starting at

















Proof 5.49 See Appendix of the chapter for detailed calculations of the arrival cost. The descrip-
tor Kalman recursions were previously derived in Section 3.5.
Note that the constant term ĴT−1 in (5.7) has no influence on the minimization problem and
can be eliminated. Hence, the following prior weighting will be selected as an approximation of






This selection will correspond to the exact arrival cost (minus the constant term ĴT−N−1) when no
constraints are active before time k = T −N. Furthermore, this selection of the prior weighting
will guarantee convergence and stability of the Moving Horizon Estimator (5.5) as an observer as
given by the following theorem.
Theorem 5.50 If system (5.1) with measurement sequence (5.2) is detectable and stabilizable (de-
fined in Chapter 3), and the noise and disturbance sequences assumed zero; i.e. wk = vk = 0, then
the iterative minimization of (5.5) using prior weighting (5.9) leads to convergence of the optimal
state estimates to the true value of the states. Furthermore, the resulting moving horizon estimator
is an asymptotically stable observer.
Proof 5.51 See appendix chapter.
Without loss of generality, the polyhedral constraints (5.3) can be described as inequalities in
the following form:
Ecxk+1  Acxk +dc, k ∈T TT−N (5.10)
where Ec,Ac ∈Rnineq×n and dc ∈Rnineq . From now on, the decision variables for minimization will
be {xk}TT−N alone which is possible due to the assumption [ET HT ]T that guarantees one to one
correspondence between {x̂k}TT−N and {ŵk, v̂k}TT−N−1. Algorithm 5.52 summarizes conventional
Moving Horizon Estimation for descriptor systems.
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Algorithm 5.52 Descriptor System MHE
Initialization: Given x̄0,P0 solve (5.4) up to time T = N
Find x̂(+)T−N−1,P
(−)
T−N−1 using (5.8) with x̂
(+)
0 = x̄0, P
(+)
0 = P0
For T = N,N +1, · · · ,Tf inal:













Ecxk+1  Acxk +dc, k ∈T TT−N
2. Update arrival cost:
(a) Find x̂(+)T−N , P
(−)





(b) Set T = T +1
(c) Construct new arrival cost using (5.9)
repeat
5.3 Multiple Window Moving Horizon Estimation
Long horizon lengths in MHE are desirable to reach the performance limits of the full infor-
mation estimator (5.4). However, in the conventional MHE technique the problem complexity
scales at least linearly with the horizon length selected. For example, excluding arrival cost calcu-
lations (5.9), an efficient interior point method implementation that exploits structure for solving
(5.5) will have a complexity of O(Nn3) per Newton iteration [99]. Furthermore, during periods
when constraints are inactive, the MHE technique conducts inequality constrained minimizations
that can result in unnecessary numerical errors compared to recursive solutions for unconstrained
minimizations.
In this section we develop a new strategy for moving horizon estimation for general linear
descriptor systems that enables long horizons with reduced computation compared to traditional
fixed window size MHE. A small sliding window objective function is augmented with fixed cost
terms in the past corresponding to states that were determined to be constrained inside the sliding
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window, while intermediate inequality constraints between the sliding window cost and the fixed
costs are eliminated from subsequent minimizations. This allows reformulating the objective into a
significantly smaller minimization problem, especially when periods of constraint inactivity dom-
inate. The fixed cost terms remain in the estimation problem until there influence on the current
state is negligible. Stability is maintained by using the arrival cost for unconstrained minimization
and the horizon length for the fixed cost windows are selected based on the magnitude of coupling
between past and current states.
5.3.1 MW-MHE Approximation
To begin describing the new MW-MHE approximation, the full information estimator problem
(5.4) is first reformulated in a form suitable for our purpose.
Theorem 5.53 Given positive definite weighting matrices P(−)0 ,R and Q and [E
T HT ]T full column

































−1 +AT Q−1A)−1 (5.13)
Proof 5.54 The proof is by induction; using repeated measurement and time update reformulations





as bs T −N T
IC︷ ︸︸ ︷ FCS︷︸︸︷ UCS︷ ︸︸ ︷ SC︷ ︸︸ ︷
Figure 5.3: Multiple Window Formulation
Remark 5.55 The recursions for x̂smk (xk+1),Γ
sm
k presented in (5.13) correspond to the Kalman
smoothing recursions for descriptor systems derived in Chapter 3 and also in [38]. Note that x̂smk
depends on the decision variable xk+1.
Referring to Figure 5.3, suppose we desire to approximate the minimization of (5.11) by
dropping the inequality constraints (5.10) before time k = as and within the time interval k ∈
[bs +1,a(s+1)−1] after assuming constraint inactivity in this region, where as < bs < a(s+1) < T .
Consequently, the objective (5.11) can be partitioned as follows:
JmwT :=


























where JmwT denotes the MW-MHE objective, IC({xk}
as−1
1 ) an initial cost window with no con-
strained arguments, FCs({xk}bsas) a fixed cost window with constrained arguments and UCs({xk}
a(s+1)−1
bs+1 )
an unconstrained fixed cost window. The subscripts on FCs,UCs is used to allow multiple fixed
cost windows as introduced later. Since inequality constraints are not imposed before time as
clearly we have IC = 0 by selecting xk = x̂smk (xk+1), k = 1,2, · · · ,as−1. Also, since no inequality
constraints are imposed on the intermediate cost UCs, we can partially minimize this term as:
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Furthermore, by subsequent application of the recursions in (5.13), we may express x̂smbs+1 in terms









































cs = a(s+1)−bs,q = 2,3, · · · ,cs (5.17)


























s.t. Ecxk+1  Acxk +dc, k ∈ {[as,bs]∪T TT−N}
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Start
1) Solve (5.4) up to time T = N given x̄0,P0
2) Find x̂(+)T−N,P
(−)
T−N using (5.8) with x̂
(+)
0 = x̄0, P
(+)
0 = P0
3) Set New window flag “on”, FC =UC = 0, smin = 1, S = 0, a1 = b1 = 0
4) Extract x̂mwT |T and x̂
mw
T−N|T from ζ̂ , Update A (T −N) (5.22)
Initialization
1
A (T −N) =
{ /0}?
1) Set New Window flag “on”, a(S+1)= T−N,cS = a(S+1)−bS
2) If S≥ smin
(a) Calculate & store MScS and r
S
cS−1 (5.16), (5.17)




(c) Construct UC(−)S (5.18)
Detach First Window and Grow UC(−)S
S≥ smin and T >
bsmin +NFC +1?
1) Elliminate FCsmin,UCsmin




k , k ≤ bsmin}
3) Clear memory {Msmini ,r
smin






1) S← S+1, aS = T −N, bS = T −N−1
2) Set New Window flag “off”
3) UC(−)S = 0, M
S







1) bS← bS +1








4) Construct FCS using {x̂smk (xk+1),Γsmk } for
k = aS, · · · ,bS (5.23)
Grow Window
1) Set T = T +1,
2) Reconstruct FCi,UC
(−)
i for s = smin, · · · ,S−1 from memory







4) Construct Z̄mhT−N(xT−N) (5.9) and SC({xk}TT−N) (5.13)
5) Solve (5.20); Extract x̂mwT |T and x̂
mw

















This is a convenient form since the intermediate unconstrained states xbs+2, · · · ,xa(s+1)−2 are
eliminated from the objective function (5.14) at the expense of simple recursive calculations for
finding Msi , r
s
i given by (5.16), (5.17). Excluding the cost for calculating Γ
sm
k , an efficient inte-
rior point method implementation that exploits structure for solving (5.19) will have an approxi-
mate complexity of ∼ O((T −N +1)n3)+O((bs−as +3)n3) per Newton iteration. Hence, when
the intermediate interval [bs + 1,a(s+1)− 1] is large and assumed to be a region where no con-
straints are active then significant complexity reductions for long horizon estimation problems can
be achieved. The extra calculations involved for finding Γsmk per iteration are of order∼O(n
3) that
can be made efficient using square root factors. [36]
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5.3.2 MW-MHE Algorithm
Based on the MW-MHE approximation, a general algorithm can be synthesized that can handle
multiple fixed and unconstrained windows. This is the basis of the new MW-MHE algorithm that
is depicted in the flowchart given in Figure 5.4. An explanation of the algorithm will proceed.
The algorithm can be downloaded from [100] which a set of Matlab code for using MW-MHE for
robust filtering problems.
Starting at time T = 1, for the first N iterations, we solve the full information estimator prob-
























Note that the number of fixed cost windows is indexed by s; s = smin is the index of the first fixed
cost window (farthest in time), s= S is the index of the last fixed cost window (nearest in time). For
each fixed cost window s, the time when constraints first became active after exiting the sliding
window is recorded in as and the subsequent time when constraints first became inactive (after
being active) is recorded in bs. Consequently, FCs({xk}bsas) is the sth fixed cost window associated
with the interval [as,bs] and UC
(−)
s (xbs+1,xa(s+1)−1) is the sth unconstrained cost window associated
with the interval [bs +1,a(s+1)−1]. Note that the first term in FCsmin({xk}b
smin
asmin ) corresponds to the
arrival cost of the unconstrained minimization upto time asmin − 1. The filtered estimate x̂mwT |T and
the smooth estimate x̂mwT−N|T are extracted from the minimizer of (5.20) ζ̂ after every minimization.
At each iteration, the index set of active constraints A (T −N) is found as follows:
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c correspond to the lth row of Ec,Ac,dc respectively and x̂
sm
T−N−1|T is the correspond-
ing unconstrained smooth estimate found from (5.13) with xT−N = x̂mwT−N|T . The active constraint
set can be deduced, for example, using the dual variables in primal-dual interior point solvers.
Beginning with time T = N, if the active constraint set A (T −N) is empty, then no fixed cost or
unconstrained cost windows are formed and normal moving horizon estimation proceeds by min-
imizing SC({xk}TT−N). If, however, the active set A (T −N) is non-empty, then a new fixed cost
window, indexed by i = S is constructed by setting as = bs = T −N. The index bs is incremented
if the active set A (T −N) continues to be non-empty after subsequent minimizations. At the same









At the first point in time when A (T −N) becomes empty (after being non-empty), the fixed cost
window is ”detached” in that no further elements are added and an unconstrained fixed cost win-
dow is constructed by recording a(s+1) = T −N and setting a ”New Window” flag to ”on”. The
timer a(s+1) is incremented until A (T −N) becomes non-empty again (after being empty). At the
same time the recursions for expressing x̂smbs+1(xbs+2) in terms of x̂
sm
a(s+1)−1(xT−N) are updated using
(5.16), (5.17) to construct UC(−)s (xbs+1,xa(s+1)−1) according to (5.18).
At any point in time there will be S−smin+1 fixed cost windows and S−smin+1 unconstrained
cost windows that are retrieved from memory to construct the objective function (5.20). This
objective is minimized subject to the inequality constraints (5.10) within the time interval specified
by the time indices as,bs and within the sliding window interval [T −N,T ]. If at any time the
condition T > bsmin +N+NFC +1 is satisfied, where NFC is a tuning parameter to be defined later,
then both the fixed cost window and the unconstrained cost window furthest in time, indexed by
smin, are eliminated from the minimization problem (5.20) and the new objective is constructed
118
accordingly for the next minimization.
Using this algorithm, a significant reduction in problem size complexity for long horizon length
estimation problems is possible with guaranteed stability and with less numerical errors. Moreover,
if the assumption of inactive constraints within the unconstrained regions is satisfied, then the
performance of the estimator will approach that of the FIE given by solving (5.4). This will be
demonstrated in the next section with an example.
5.3.3 Horizon Length Selection
The new MW-MHE algorithm promotes selecting horizon lengths based on the sensitivity be-
tween remote states in time rather than based on implementation restrictions. This new criteria for
selecting the horizon length will now be developed. The magnitude of coupling between terminal




where ‖ · ‖i2 corresponds to the matrix induced 2-norm. We establish the following stability theo-
rem.
Theorem 5.56 Given that the system (5.1),(5.2) is detectable and stabalizable [35], then:
‖(Γsmbs+1)
−1Mscs‖i2→ 0 as cs, bs→ ∞ (5.25)
Proof 5.57 See appendix chapter for proof of this theorem and Chapter 3 for definitions of de-
tectability and stabalizability.
This theorem implies that the wider the gap in time between the terminal states xbs+1 and xa(s+1)−1,
the less sensitive their values become to each other. Using this measure of dependency, we define
a maximum lag tuning parameter NFC, which corresponds to the maximum number of sliding
window minimization steps required before dropping the inequality constraints within the time




where U is a specified upper bound on the magnitude of acceptable coupling between remote states
selected by the user. Consequently, referring again to Figure 5.3 when T > bs +NFC +N +1, the
inequality constraints within the interval k ∈ [as,bs] can be safely dropped based on the specified
maximum sensitivity between the remote states xbs+1 and xa(s+1)−1. Upon satisfying this condition
and dropping the inequality constraints, the arrival cost approximation at time k = T −N will be
embedded in SC({xk}TT−N) given by Z̄mhT−N(xT−N), which is the unconstrained arrival cost term
used in normal MHE (Algorithm 5.52). A fixed value of NFC can be selected based on the steady
state value of Γsmk which corresponds to the solution of the algebraic Riccati equation (3.21) shown
in chapter 3.
Remark 5.58 The stability proof for MW-MHE follows the stability proof for MHE given in the
appendix since the reformulation (5.11) was used in showing convergence and stability of the MHE
estimator. It can be also argued that the MW-MHE is essentially dropping inequality constraints
from the normal MHE which has no destabilizing effect since the unconstrained MHE is essentially
the descriptor Kalman filter that is stable under detectability and stabilizability assumptions as
given in [35].
Remark 5.59 The basis for dropping inequality constraints in the MW-MHE is the assumption
that if the state exits the sliding window with no constraints active, then the unconstrained solution
given by (5.13) will not violate any constraints in future minimizations. This hypothesis can be
verified, if desired, using the smooth recursions given in (5.13). Another improvement to the tech-
nique is to impose only the inequality constraints identified by the active set A (T −N) and to drop
the inequalities once the state becomes inactive after smoothing. Nevertheless, it was observed in
simulation that these added improvements have less significance than dropping inequalities for the
inactive states once exiting the sliding window.
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5.4 Performance Test
To illustrate the performance of the MW-MHE algorithm, a numerical example of the elec-
tromechanical actuator with an unknown input presented in [51] will be used with additional in-
equality constraints on the unknown input.
Example 5.60 Electromechanical Actuator
The state variables are the motor shaft velocity ωm, the elastic torque δθ and the load shaft velocity
ωc, while the control input is the stator current ie. The unknown disturbance d is due to coulomb
friction and load disturbances with known lower and upper limits given as dl = −35 and du = 35
respectively. The objective is to estimate the state vector xk = [ωm,ωc,δθ ]T and the unknown input
d using moving horizon estimation. For details of the model equations, model parameters and
estimator parameters the reader is referred to [51].
The descriptor model was simulated using randomly generated disturbance sequences of zero
mean and variance 1. The value of d was varied in steps as shown in the lower part of Figure 5.5.
Additive white Gaussian noise was then added to the output measurements obtained from simula-
tion with zero mean and variance of 0.1.
We first implemented the full information estimator (FIE) given by (5.4) in Section 2. Second,
the normal moving horizon estimator (MHE) given by Algorithm I was implemented with differ-
ent horizon lengths N. Third, the multiple window moving horizon estimator (MW-MHE) was
implemented with a horizon length of N = 1 and different values for the time lag parameter NFC.
The result of these experiments are shown in Table 5.1.
Table 5.1 shows the comparison in terms of total mean square error performance for all the four
state estimates combined. The amount of reduction in computation time that was achieved using
MW-MHE compared to MHE is also shown as a percentage. Finally, the associated magnitude of
coupling between distant states using equation (5.24) was found for each value of NFC.
The results indicate that the full information estimator gives a lower bound on mean square
error performance of 120. Also, the mean square error values for both the MHE and MW-MHE
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Table 5.1: Performance Comparison between FIE, MHE and MW-MHE for the Electromechanical
Actuator Example
FULL (mse) MHE (mse) N MW-MHE(mse) (N,NFC) time reduction % ‖(Γsm1 )−1MsNFC‖2
120.1 319.9 5 318.8 (1,4) -17 % 0.2872
120.1 215.6 10 213.0 (1,9) -34 % 0.281
120.1 177.8 15 173.7 (1,14) -42 % 0.27
120.1 155.6 20 150.5 (1,19) -48 % 0.254
120.1 132.0 30 125.0 (1,29) -56 % 0.215
Figure 5.5: Results for estimating x1 = ωm (top) and d (bottom) with N = 30 and NFC = 29
almost match for the horizon lengths selected as expected, but deviate with long horizons in favour
for the MW-MHE algorithm. This can be attributed to less numerical errors, which is expected
since the optimization problems are smaller in size. Also, from Table 5.1, we notice that as the
horizon length increases both MHE and MW-MHE give lower mean square error values and ap-
proaches the m.s.e value for FIE. The reduction in computation time achieved by the MW-MHE
ranges from 17%− 56% with more reduction at longer horizons. The last column in Table 5.1
shows that the magnitude of coupling between distant states decreases with increasing values of




A new strategy for moving horizon estimation for general linear descriptor systems that en-
ables long horizons with reduced computation compared to traditional techniques was developed.
A method for selecting the horizon length based on a condition number of a matrix that couples re-
mote states was also developed. Computational efficiency was achieved by exploiting constrained
inactivity and numerical errors were reduced by using a short sliding window objective. Moreover,
our analysis was generalized for descriptor systems that admits estimation using differential alge-
braic models and problems involving singularly perturbed systems and unknown inputs. Estimator
stability was proven using the arrival cost for unconstrained estimation. The example presented
show the advantages using this new strategy in reducing computational requirements and numeri-
cal errors associated with long horizon estimation.
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CHAPTER 6
ROBUST FILTERING PROBLEMS USING MOVING HORIZON ESTIMATION
In Chapter 3 a short discussion about some of the various MAP state estimation problems that
included additional a priori information about the measurement and/or system disturbances was
given. In this chapter we demonstrate how to solve these various state estimation problems using
Moving Horizon Estimation. Examples will also be given demonstrating the potential of using
additional prior distribution penalties when measurements contain outliers and disturbances are
sparse (impulsive disturbances [101]). To simplify discussion, the development will be in terms
of state space systems. The methods and algorithms, however, are also applicable to systems that
originate from descriptor representations.
6.1 Robust Filtering of Outliers with `1 norm
Consider the following stochastic state space system with a measurement equation:
xk+1 = Axk +Buk +Fwk, x0 ∼N (r̄0,P0)
yk =Cxk + vk + zk, (6.1)
where xk ∈Rn is the state to be estimated, yk ∈Rm is the noisy measurement available at time step
k and the matrices A∈Rn×n, F ∈Rn×nw , C ∈Rm×n and B∈Rn×nu . The process and measurement
noise are assumed to be iid normal uncorrelated Gaussian random sequences; wk ∼ N (0,Q),
where Q = FFT (assuming F is invertible), vk ∼N (0,R), where R 0 and both noise sequences
are independent from x0. There is also an additional measurement noise zk assumed also i.i.d. and





, k = 0, · · · ,T
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This distribution function can be used to model possible sparse measurement outliers or frequent
measurement jamming. Following the standard procedure for obtaining a MAP estimate of xk, as
given in Chapter 3, for k = 0,1, · · · ,T the following minimization problem will result:




















where x = {xk}Tk=0 and z = {zk}Tk=0. The minimization problem can be further transformed into a
quadratic program using epigraph form of the `1 norm as follows [85]:
x̂map, ẑmap, t̂map = argmin
x,z,t
JrobeT (x,z, t)















(‖yk−Cxk− zk‖2R +λ1T tk)
subject to − tk  zk ≺ tk, k = 0, · · · ,T (6.3)
where t = {tk}Tk=0. The problem as such can be solved using standard convex optimization algo-
rithms for finding the MAP smooth estimate x̂mapk|T . However, for real time implementations that
require timely filtered estimates; i.e. x̂mapT |T , the problem as such will grow unbounded with T . An
approximate estimate can be obtained by finding the Moving Horizon approximation for solving
the MAP optimization problem. First, it is convenient to recast the problem using descriptor system
representation as follows:


















(‖ỹk− H̃x̃k‖2R +λ1T tk)
subject to − tk  zk  tk, k = 0, · · · ,T (6.4)



















, r̃0 = Ẽr̄0, ỹk = yk (6.5)
Minimization problem (6.3) is now in a format similar to (5.5) and an approximate arrival cost
can be found by partial unconstrained minimization of the full information robust estimation prob-
lem (6.4). Before we proceed with the solution, two other robust estimation problems are first
presented.
6.2 Robust Filtering of Outliers with Huber Penalty
An alternative model of noisy measurements with outliers is to use robust least squares Huber
penalty [85]. Consider the following stochastic state space system with a measurement equation:
xk+1 = Axk +Buk +Fwk, x0 ∼N (r̄0,P0)
yk =Cxk + vk, (6.6)
where the variables are as defined before in (6.1), except that the measurement noise vk is now as-












, k = 0, · · · ,T
where v(i)k denotes the ith element of the vector vk and the Huber penalty, also called robust least









Huber penalty functions can be used as a relaxation to the `1 norm penalty near zero and provides
least squares solutions inside the region defined by M as in (6.7). Following the standard procedure






















where ei ∈ Rm is a vector of zeros with 1 in the ith element. An equivalent quadratic program for
this minimization problem can be found as follows: [85]
x̂map, ẑmap, t̂map = argmin
x,z,t
JhubeT (x,z, t)
















subject to − zk− tk  yk−Cxk  zk + tk
0 zk M1, tk  0, k = 0, · · · ,T (6.9)
where z = {zk}Tk=0 and t = {tk}Tk=0. Again, this problem can be recast using descriptor systems as
follows:


















(‖ỹk− H̃x̃k‖2R +λ1T tk)
subject to − zk− tk  yk−Cxk  zk + tk
0 zk M1, tk  0, k = 0, · · · ,T (6.10)


















, r̃0 = Ẽr̄0, R = Im, ỹk = 0 (6.11)
The minimization problem (6.10) is similar to (6.4) except we introduced a zero measurement ỹk
in the objective.
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6.3 Input estimation with `1 norm
As discussed in Chapter 3, we may also consider a similar problem where the system dynamics
is subject to abrupt sparse changes modelled by sparse noise added to the system as follows:
xk+1 = Axk +Buk +Fwk +T zk, x0 ∼N (r̄0,P0)
yk =Cxk + vk (6.12)
where the additional random sparse input disturbance is zk ∈Rp and T ∈Rn×p. The total variation
de-noising and `1 trend filtering problems considered in [12] falls into this category of problems.
In this case we may reformulate the problem also as a descriptor state estimation problem using


















, ỹk = yk (6.13)
Consequently, it can be easily verified that the corresponding MAP estimation problem for finding
{xk}Tk=0,{zk}Tk=0 is identical to (6.4) with no change in notation.
6.4 MHE solution of the Robust Filtering Problems
To obtain an approximate MHE solution of the three MAP state estimation problems presented
earlier, an arrival cost corresponding to the unconstrained minimization problem is required to
guarantee stability. The corresponding stochastic descriptor model of the previous three problems
is represented by:
Ẽx̃k+1 = Ãx̃k +Buk +Fwk, Ẽx̃0 ∼N (r̄0,P0) (6.14)
ỹk = H̃x̃k + vk (6.15)
The arrival cost can be found by solving the following unconstrained partial minimization problem:






JrobeT (x,z, t) (6.16)
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We note that the unconstrained minimum with respect to tk in problems (6.4) and 6.10 is unbounded
towards −∞ which makes the arrival cost unbounded. Hence, we assume that t̂k ≈ 0, where t̂k
denotes the minimum unconstrained value of tk that minimizes (6.16). This approximation allows
finding an arrival cost that will guarantee state estimator stability when the noise sequence zk =
tk = 0. As a result, the unconstrained arrival cost for the full information robust filtering problems
is given by:
Z̄mhT−N(x,z, t) = ‖Ẽx̃T −gT‖2P(−)T−1
+λ1T tT + ĴT−1 (6.17)
where, gT := Ã ˆ̃x
(+)




T−1 are found from the following recursions starting at






























Consequently, we have the same descriptor system state estimation recursions given in (5.8) for
updating the arrival cost with an extra term that captures the effect of the sparse random sequence.
Moreover, the conditions for estimator stability of the MHE presented in Appendix B covers this
case when zk = tk = 0. Algorithm 6.61 summarizes MHE solution for the robust estimation prob-
lems presented in this chapter.
6.5 Examples
In the following examples the effectiveness of robust filtering algorithms presented in this chap-
ter when measurement outliers and sparse system inputs are present will be demonstrated.
Example 6.62 State estimation with Outliers
The objective of this example is to demonstrate the effectiveness of the MHE strategy for robust
state estimation with outliers. For this example, a state space system is randomly generated as
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Algorithm 6.61 MHE with sparse noise/disturbances
Initialization: Given r̄0,P0 solve (6.2) up to time T = N
Find ˆ̃x(+)T−N−1,P
(−)
T−N−1 using (6.18) with ˆ̃x
(+)
0 = Ẽr̄0, P
(+)
0 = P0
For T = N,N +1, · · · ,Tf inal:

















− tk  zk  tk, k ∈T TT−N
2. Update arrival cost:
(a) Find ˆ̃x(+)T−N , P
(−)





(b) Set T = T +1
(c) Construct new arrival cost using (6.17)
repeat
follows:
xk+1 = Axk +Fwk, x0 ∼N (r̄0,P0)
yk =Cxk + vk + zk, (6.19)
where matrix A ∈R5×5 is randomly generated by first forming a diagonal matrix with uniformally
distributed random numbers in the range [−0.98,0.98] and then multiplying this matrix from the
left and right by a random orthonormal matrix. The resulting matrix will have a spectral radius
of 0.98 which is stable. Matrices F ∈ R5×3 and C ∈ R3×5 are formed using normally distributed
random numbers with zero mean and variance of 1. Random input disturbance and measurement
sequences are generated as follows: wk ∼N (0, I5) and vk ∼N (0, I3). The noise sequence zk is
generated using a Poisson random number generator with a mean value λ = 0.3 and magnitude of
100. System (6.19) was then simulated using the input sequence wk. The resulting output from
simulation was made noisy by adding the sequences vk and zk to form the noisy measurement
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vector sequence ỹk.
A normal state space estimator using Algorithm 3.21 was implemented with E = I5, R = I3
and Q = 0.1× I5. Another MHE filter was implemented for approximately solving (6.4), the `1
norm estimator, using the matrix and variable definitions given in (6.5) and Algorithm 6.61. The
estimator parameters used were λ = 0.3, N = 2, R = I3 and Q = 0.1× I5. Another MHE filter was
implemented for solving (6.10), the Huber estimator, using matrix definitions given in (6.11) and
Algorithm 6.61 with M = 0.3, ỹk = 0, N = 1, R = I3 and Q = 0.1× I5 as before.
Figure 6.1 depicts the root mean square values of the state estimation experiment for the
Kalman state space filter, the robust MHE filter with `1 norm and the robust MHE filter with
the Huber penalty. Figure 6.2 shows how the robust MHE filter with the `1 norm was able to esti-
mate the measurement outlier component zk while the MHE filter with the Huber penalty gave zero
values for zk. Table 6.1 provides a comparison in terms of m.s.e. values calculated using equation
3.59. Both figures and table demonstrate the effectiveness of adding an additional penalty to the
estimation problem corresponding to the Possion noise distribution that can model measurement
outliers. The `1 penalty however can also estimate the outlier present in the noise in addition to
being robust. The solution times per iteration for the robust MHE filters was roughly 0.35 seconds
per measurement iteration on a 2.4 GHz Intel Core i-5 desktop computer with 6 GB of 1067 MHz
memory.
Figure 6.1: RMSE values for Kalman and robust MHE vs. time
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Figure 6.2: Estimate of zk using robust MHE
Table 6.1: Performance Comparison between Kalman and robust MHE
State Kalman (mse) MHE with `1 (mse) MHE with Huber (mse)
x1 28.2 1.0 1.0
x2 163 1.5 1.51
x3 42.7 2.4 2.4
x4 80.6 2.24 2.2
x5 90.2 2.23 2.23
Example 6.63 State and Input estimation with `1 norm
The objective of this example is to demonstrate the effectiveness of the MHE strategy for robust
state estimation with sparse unknown inputs. For this example, we randomly generate a state space
system of the form:
xk+1 = Axk +Fwk +T zk, x0 ∼N (r̄0,P0)
yk =Cxk + vk + zk,
where matrices A∈R5×5 F ∈R5×3 and C ∈R3×5 are randomly generated as explained in Example
6.62. Matrix T ∈ R5×2 is also randomly generated with normally distributed random numbers
with zero mean and variance of 1. Random input disturbance sequences wk and vk were generated
similar to Example 6.62 also, while the noise sequence zk was generated using a Poisson random
number generator with a mean value of λ = 0.1 and magnitude of 100.
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Table 6.2: Performance Comparison between Kalman and robust MHE






A normal state space estimator using Algorithm 3.21 was developed with E = I5, R = I3 and
Q = FFT . Another MHE filter was developed for approximately solving (6.4) using matrix defi-
nitions (6.13) and Algorithm 6.61 with λ = 0.1, N = 2, R = I3 and Q = FFT .
Figure 6.3 depicts the root mean square values of the simulation experiment for the Kalman
state space filter and the robust MHE filter with the `1 norm penalty for the unknown input se-
quence zk. Figure 6.4 shows how the robust MHE was able to estimate the sparse system input zk
effectively. Table 6.2 provides a comparison in terms of m.s.e. values calculated using equation
3.59 reflecting superiority of the robust MHE filter. The solution times per iteration for the ro-
bust MHE filters was roughly 0.35 seconds per measurement iteration on a 2.4 GHz Intel Core i-5
desktop computer with 6 GB of 1067 MHz memory.
Figure 6.3: RMSE values for Kalman and robust MHE vs. time
Example 6.64 Long Horizon Robust Filtering
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Figure 6.4: Estimate of zk using robust MHE
The objective of this experiment is to test whether long horizon estimation will result in obtain-
ing better accuracy in the robust estimation problems and to verify the efficiency obtained using
the new MW-MHE algorithm described in Chapter 5. The Matlab code for this example can be
downloaded from [100].
The simulation experiment used the same model parameters given in Example 6.62 with some
minor differences: Q = FFT and λ = 0.05. Another experiment was conducted to test whether
long horizon estimation will result in better estimates and to also test the efficiency of the Multiple
Window MHE strategy presented in Chapter 5 over traditional MHE. The horizon length used
for MHE was N = 10 while the horizon length used in the MW-MHE was N = 2 and the time
lag parameter was set to NFC = 8. Algorithm 5.52 was used to implement the MHE filter and
the algorithm presented in Figure 5.4 was used for MW-MHE. Also, the full information state
estimator given by 6.4 was solved to find the limit of estimator performance. Table 6.3 summarizes
the result of this experiment and Figure 6.5 and Figure 6.6 plot the estimation results for x1 and z1
respectively.
The results indicated that long horizon length resulted in better accuracy compared to the es-
timator developed in Example 6.62. Also, the table and plots demonstrate the superiority of the
MW-MHE algorithm over conventional MHE in both accuracy in reaping closer to the perfor-
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Table 6.3: Performance Comparison between robust MHE and robust MW-MHE
State F.I.E (mse) MHE (mse) MW-MHE (mse)
x1 1.1 1.3 1.0
x2 1.3 1.95 1.3
x3 1.55 1.73 1.6
x4 1.6 1.6 1.54
x5 1.6 1.85 1.52
z1 2.9 10.6 3.0
z2 2.5 10.6 2.7
z3 3.1 11.0 3.36
time per iteration(sec) - 0.77 0.56
mance limits of the full information estimator and efficiency in reducing the computation time per
iteration by almost 30%.
Figure 6.5: Estimate of x1k using MHE and MW-MHE
Remark 6.65 In the robust filtering problems, the inequality constraints related to the sparse noise
variable zk are always active due to the epigraph transformation used, however, the extent of ac-
tivity of the constraints can be measured by monitoring the value of the dual optimization variable
or ‘Lagrange Multiplier’. Hence, in the MW-MHE strategy, a threshold value of 0.05 was used to
activate the fixed window generation program.
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Figure 6.6: Estimate of z1k using MHE and MW-MHE
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CHAPTER 7
CASE STUDY: STATE ESTIMATION IN CATALYTIC PARTIAL OXIDATION
An estimation strategy is presented for determining inlet and outlet composition of catalytic
partial oxidation (CPOX) of methane over rhodium catalyst using simple, fast measurements: tem-
perature, and thermal conductivity. A 1-D high fidelity simulation model for CPOX studied in
[20] for a portable fuel cell application is developed and enhanced for transient experiments. Pro-
cess dynamics are analysed to demonstrate how solid temperatures along the axes of the reactor
reflect the endothermic/exothermic interplay of reactions during a process upset. Model reduction
is then used to obtain a low complexity model suitable for use in a moving horizon estimator with
update rates faster than 0.02 seconds. System theoretic observability analysis is then conducted
to predict the suitability of different measurement designs and the best locations for temperature
measurements for estimating both inlet and outlet gas mole fractions for all species. Finally, a
Moving Horizon estimator is implemented and simulation experiments are conducted to verify the
accuracy of the estimator.
7.1 Introduction
Catalytic partial oxidation reforming of methane is an efficient process used to produce syngas
(H2 and CO) using a fuel mixture that contains methane CH4 and oxygen O2. CPOX reforming
is a compact size low-capital cost reactor that is suitable for portable applications as in fuel cells.
CPOX is also being considered as a potential process for large scale production of syngas in view
of its economic and environmental advantages over steam reforming [16].
Fast and accurate measurement of both inlet and outlet gas mole fractions is essential for pro-
cess reliability and to effectively maintain the quality specifications on syngas. Fuel cells, for
example, require varying inlet H2 concentrations in the stack depending on load demands while
maintaining low CO content to avoid poisoning the cell. Furthermore, polymer electrolyte mem-
brane (PEM) fuel cells require low CO2 concentrations. Restrictions on H2O content can also be
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present. Different fuel cell and fuel processing control strategies can make use of accurate mea-
surements of species mole fractions of the gas coming in and out from the CPOX reactor to enable
feed-forward temperature control of the reactor, prevent excess H2 generation, prevent fuel cell
stack starvation and/or prevent CPOX clogging [18], [19].
In this paper an estimator for inferring both inlet and outlet gas mole fractions in real time is
developed. The developed state estimator can be used in portable fuel cell applications for mon-
itoring and/or control. It can also be used in case the main composition measurement device is
off-line and a substitute is needed to enhance reliability. the estimator design uses a single out-
put measurement, such as thermal conductivity or gas density, that is combined with temperature
measurements along the reactor and nominal input flows. In order to obtain well defined input and
output composition estimates, these measurements are reconciled against a reactor model using a
moving horizon estimator.
Previous work towards the development of a nonlinear observer for the CPOX process was
given in [57]. A simple lumped parameter model was used that relied on one temperature mea-
surement and one gas species composition measurement at the outlet to infer the remaining outlet
gas species compositions at the outlet. The model used, however, was based on only two global
reactions; partial and total oxidation and did not account for steam and dry reforming reactions.
Further work in [47] was made for estimating inlet gas CH4/O2 ratio in the context of biogas re-
forming. Also, a simple lumped parameter model of a continually stirred reactor model was used
but combined with a detailed reaction mechanism. In both models, spatial variations in temper-
ature along the reactor were not accounted for, not to mention other important mass and energy
transport effects present in the CPOX reforming process.
This paper is an extension of these two studies in multiple directions. First, a high fidelity
1-D model for CPOX process, originally studied in [20] and experimentally verified in [21], is de-
veloped and enhanced for transient simulation experiments. The high fidelity model captures the
possible transport and kinetic effects in the lateral direction, assuming homogeneity in the radial
and angle coordinates. A detailed analysis of process dynamics is conducted to determine the im-
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portant measurements suitable for state estimation. The analysis revealed that solid temperatures
across the reactor foam monolith have different dynamics and are highly correlated with the dis-
turbances in the C/O ratio of the inlet gas. The different temperature dynamics are associated with
the exothermic/endothermic interplay of reactions along the reactor.
Second, several transient simulation experiments with random variations in the inlet C/O ratio
were conducted. The collected simulation data was then used to fit a high order state space model
using linear subspace identification techniques [24]. The resulting high order state space model
is then reduced in size using balanced truncation with matched DC gain. The state space model
is then transformed into a descriptor model that is suitable for unknown input estimation and can
incorporate the consistency condition in which the sum of mass fractions in the outlet gas stream
must equal to one. A descriptor system observability analysis is performed to evaluate different
measurement designs that guarantee numerical stability and uniqueness of the estimates. Local
observability analysis of the low complexity model indicated that three temperature measurements
spread apart combined with either a density or thermal conductivity measurement of the outlet gas
stream allows a well conditioned and stable estimator to be designed.
Third, a moving horizon state estimator that incorporates the low complexity descriptor model,
best measurement design, known inequality constraints of the CPOX process is then developed.
State estimator performance in terms of mean square error is then verified via simulation. The
estimation accuracy, in terms of mean square error values, was in the order of O(10−5) with very
good performance for inlet gas O2, CH4 and outlet gas H2, CO and Ar species mole fractions and
marginal accuracy for other variables due to unaccounted non-linearities.
The linearized system identification/model reduction strategy used in this study provided solu-
tion times of less then 0.02 seconds per iteration which are adequate for the CPOX process time
scales but with some compromise in estimation accuracy. Another advantage is that no quasi-
steady state assumptions were needed and the time scales of the original high fidelity model are
retained in the low complexity model. Finally, the solution strategy is implementable on a stand
alone microprocessor using custom C code generated from CVXGEN available in [26] which can
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speed implementation even further.
The organization of the paper is as follows: Section 2 will present the detail model equations
of the CPOX reactor used in this study. Section 3 will describe the efforts used to accelerate
transient simulations of the model followed by an analysis of process dynamics. Section 4 will
discuss the process of extracting a low complexity model using subspace identification techniques
combined with model reduction. Section 5 will formulate the desired state estimation problem to
be solved by forming a descriptor model of the process followed by local observability analysis
for different proposed measurement designs. Section 6 will present the Moving Horizon State
Estimator algorithm for descriptor systems that will be used and finally Section 7 will present the
results obtained followed by a discussion in Section 8.
7.2 Model Description
The CPOX reformer model adapted in this work was developed in [20] and was also validated
via experiments in [21] in the context of biogas fuel reforming. The system consists of a reactor
tube made from a catalyst-loaded Al2O3 ceramic foam installed inside a furnace as depicted in
Figure 7.1. Feed flows of CH4, O2, and Ar are metered with mass-flow controllers and mixed
prior to entering a temperature-controlled tube furnace. The model incorporates a detailed reaction
mechanism for methane oxidation over Rhodium using the mechanism studied in [22] and a dusty
gas model for transport in α Al2O3 foam monoliths. A brief review of the model equations and
parameters as given in [20] will be presented first for the convenience of the reader since this model
will be used in the subsequent simulation experiments.
7.2.1 Model Equations
The equations for each grid in the 1-D model is first presented. The nomenclature and units
used in this study is summarized in Table 7.1 for the key variables. The species and mass continuity


















where ρg is the gas phase density, φg is foam porosity, Yi is the mass fraction for species i in the gas
phase, ji is the mass flux for species i, ω̇i(Tg) and ṡi(Ts) are the homogeneous and heterogeneous
reaction rates evaluated at gas and surface temperatures respectively, Wi is the molecular weight
for species i, As is the specific surface area of the active catalysts (i.e. active surface area per unit
volume of foam) and Kg is the number of gas phase species. Since the residence time of the reactor
is smaller than the gas phase reaction rates, it is possible to neglect the gas phase reactions; i.e.
ω̇i ≈ 0. In the equations, ∇ is used to denote differentiation with respect to the space variable. The







where p is the gas pressure. The mass fluxes ji are determined using the Dusty-Gas model from















Figure 7.1: Process Flow Diagram
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where Ji is the molar flux of gas phase i, [Xi] is the molar concentration for gas species i, [XT ] =
p/RT is the total molar concentration of the gas, and Bg is the permeability which may be found for
example using the Kozeny-Carman relationship referenced in [103] or other empirical techniques
relative to the given monolith foam structure. The mass flux is then given by ji =WiJi. The mixture
viscosity is given as µ and Dekl and D
e
k,Kn are the effective binary (between species k and l) and













where the definition and values of the parameters τ and rp are given in Table 7.2. The binary dif-
fusion coefficients are determined from kinetic theory and can be readily calculated using Cantera
[104]. For more details on the implementation of the Dusty gas model, the reader is referred to
[103].









(ρscp,sTs)+∇qs = q̇conv + q̇surf− q̇env (7.7)
where φs = 1− φg is the solid phase volume fraction, Ts is the solid temperature, ρs is the solid
phase density, cp,s is the heat capacity of the solid phase at constant pressure, and qg,qs, q̇conv, q̇surf, q̇env
are respectively the heat flux within the gas phase, heat flux within the solid phase, heat flux due
to convection between the gas and solid phase, heat flux due to surface reactions between the gas
and solid phase and heat flux due to radiation between the solid phase and the environment. Fi-
nally e is the gas internal energy which can be expressed as e = ∑
Kg
i=1Yiei. In differential form
de = ∑
Kg
i=1Yicv,idTg where cv,i is the specific heat capacity at constant volume for gas species i.
Hence, the chain rule may be used to rewrite (7.6) as:
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Table 7.1: Model Nomenclature and Units
Variable Description Unit
ρg gas phase density kg.m−3
Yi Mass fraction for species i
ẇi homogeneous reaction rate mole.m−3s−1
ṡi heterogeneous reaction rate mole.m−2.s−1
Wi Molecular weight of species i kg/mole
p Gas pressure Pa
ji mass flux for gas species i kg.m−2.s−1
Ji molar flux for gas species i mole.m−2.s−1
[Xi] molar concentration for gas species i mole.m−3
Ts Solid phase temperature K
Tg Gas phase temperature K
qg Heat flux within the gas phase J.m−2.s−1
qs Heat flux within the solid phase J.m−2.s−1
q̇conv Heat flux due to convection J.m−3.s−1
q̇surf Heat flux due to surface reactions J.m−3.s−1
q̇env Heat flux due to radiation J.m−3.s−1
e Gas internal energy J.kg−1
cv,i Specific heat capacity at constant volume for species i J.kg−1.K−1
hi Specific gas enthalpy for species i J.kg−1
λg,λs Gas mixture and solid phase thermal conductivity W.m−1 .K−1
hv Volumetric heat transfer coefficient W.m−3.K−1
µ Gas mixture viscosity kg.m−1.s−1
ṁg Total gas mass flux kg.m−2.s−1
















This modified implementation of equation (7.6) can make use of (7.1) which simplifies integration.






qs =−λ es ∇Ts (7.9)
where hi is the species specific enthalpy and λg is the gas mixture thermal conductivity; see [104]




s = φsλs +λr
where λs is the thermal conductivity of the solid and λr is the effective radiation conductivity (due
to optically thick porous foam) which is found from the following empirical formula [20]:
λr = 4dpσT 3s
{
0.5756ε tan−1[1.5353(λ ∗s )
0.8011/ε]+0.1843
}
where λ ∗s = λs/(4dpσT
3
s ), σ is the Stefan-Boltzmann constant, dp is an effective particle diameter
and ε is the emissivity of the solid material.
The convection heat flux q̇conv is given by:
q̇conv = hv(Tg−Ts) (7.10)
where hv = Aconvh is the volumetric heat transfer coefficient, where h is the conventional heat
transfer coefficient and Aconv is the specific surface area of the porous foam. The value of hv can






where dp is the mean catalyst particle diameter, Re = ṁgdp/µ is the Reynolds number based on
the total gas mass flux ṁg = ∑
Kg
i=1 ji and Pr is the Prandtl number given in Table 7.2.
The net heat release rate resulting from heterogeneous surface reactions q̇surf is the enthalpy






where the convention ṡi < 0 indicates a net gas species flux from the gas toward the surface and
vice versa. The symbol hi(Tg) denotes enthalpies of the gas phase species evaluated at the gas
phase temperature and hi(Ts) denotes enthalpies of the gas phase species evaluated at the solid
phase temperature. Note that q̇surf was subtracted from (7.6) as opposed to being added as a source
term in (7.7) due to sign convention.
The radiative heat flux from the foam to the surroundings is given as:
q̇env = σεAenv(T 4s −T 4∞) (7.12)
where Aenv is the specific interface area (circumference over cross sectional area) of the porous
foam and T∞ is the surrounding environment temperature of the furnace.






, i = 1, · · · ,Ks (7.13)
where Γ is the density of the active catalyst sites on the total surface area of the foam monolith and








θi = 1 (7.14)
145
The equality constraint for the mass fractions is already embedded in (7.1) and is shown here to
be used later. The reaction rates are calculated internally within Cantera [104] using the reaction
mechanism given in [22] which contains 42 elementary reactions, 7 gas species (H2, O2, H2O,
CH4, CO, CO2, AR) and 12 surface species (Rh(s), H(s), H2O(s), OH(s), CO(s), CO2(s), CH4(s),
CH3(s), CH2(s), CH(s), C(s), O(s)). Moreover, Cantera was used to find the densities, heat capaci-
ties, enthalpies, conductivities and viscosities for the gas phase. Details of these calculations can be
found in Cantera documentation available online. Table 7.2 gives the dimensions and parameters
used in the study.
Table 7.2: Model parameters
Para. Value Description Unit
L 2.54×10−2 Reactor length m
τ 2 Tortuosity of foam monolith
φg 0.75 Porosity of foam monolith
B 2.52×10−15 Permeability of foam m2
rp 280×10−6 Average pore radius m
dp 850×10−6 Particle diameter of foam m
ε 0.5 Emissivity of quartz
Aenv 337 Specific interface area of reactor m−1
λs 1.4 Quartz Conductivity W.m−1.K−1
As 40,000 Catalyst surface area m−1
D 1.3×10−2 Diameter of the reactor tube m
v 3.5 Inlet gas velocity m.s−1
ρs 3970 Density of quartz kg m−3
cp,s 1225 Specific heat of quartz J.kg−1.K−1
Γ 2.6×10−9 Active catalyst site density mole.cm−2
Tin 1023 Inlet gas temperature K
T∞ 1073 Furnace temperature K
T t=0s 1073 Initial wall temperature K
X ini 12.4, 6.2, 81.4 Inlet gas mole fraction %CH4, %O2, %Ar
Pin 1 Inlet gas pressure atm
Pout 0.9996 Outlet gas pressure atm
Pr 0.7 Prandtl number
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Figure 7.2: Simplified Reactor Diagram
7.3 Model Simulation
The partial differential algebraic system of equations are stiff; i.e. the associated dynamics
exhibit both very short time scales, due to fast heterogeneous reactions, and very long time scales
due to heat transfer dynamics. For steady state simulation the boundary conditions of the model
were: constant inlet mass flow rate (set by specifying the inlet velocity ving and inlet mass frac-
tions Y ini ), constant inlet gas temperature T
In
g , constant furnace temperature T∞ and constant outlet
temperature and pressure of the gas phase, T Outg ,P
Out
g respectively. Figure 7.2 shows a simplified
diagram with the variables being discussed.
The model is one dimensional; i.e. it captures spatial variation in the z-direction only. The
system of equations was discretized in space using second order approximation for the spatial
derivatives. A non-uniform mesh was designed using a logarithmic function with more grids con-
centrated in the first 0.5 cm of the reactor. The thermodynamic and kinetic calculations were
calculated using Matlab Cantera [104]. The combined model equations was then integrated using
Matlab’s stiff integrator ”ode15s” [80] using a relative error tolerance of 1×10−4 and an absolute
error tolerance of 1× 10−6. An effort was made to speed up transient simulations by calculating
a compressed numerical Jacobian matrix that exploits sparsity and also by code profiling. Mole
fractions are shown in the developed plots instead of mass fractions for practicality purposes. Fig-
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Figure 7.3: Gas mole fractions and temperature profiles at steady state
ure 7.3 shows the mole fraction (top) and the solid temperature profiles along the axes of the reactor
at steady state using a non-uniform mesh with 10 grids. These steady state results are comparable
with the results given in [20] for the base line case defined by the values given in Table 7.2.
7.4 Process Dynamics
Transient analysis of start up conditions was given in [105], where the dynamics of total ox-
idation, partial oxidation and steam reforming, and their interplay in the different sections of the
reactor were studied. Here, the overall dynamics of the process when the inlet gas feed is subject
to step changes in oxygen and methane during normal operation is analysed. The overall reactions
that compete with each other in the CPOX process are the exothermic partial oxidation, endother-
mic steam reforming, endothermic dry reforming and exothermic combustion reactions that are
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globally and respectively expressed as follows:
CH4 +
1
2 O2 −−→ CO+2 H2, ∆HR =−36 kJ/mol
CH4 +H2O←−→ CO+3 H2, ∆HR =+206 kJ/mol
CH4 +CO2 −−→ 2 CO+2 H2, ∆HR =+247 kJ/mol
CH4 +2 O2 −−→ CO2 +2 H2O, ∆HR =−802 kJ/mol
In the simulation study, the feed composition is a mixture of CH4, O2 and Ar only. Figures
Figure 7.4 and Figure 7.5 depict a transient simulation experiment where 3 step changes were made
to the O2 and CH4 mole fractions. Figure 7.4 shows the inlet perturbations (top) and the resulting
time response of the solid temperatures across the reactor. Figure 7.5 shows the response of the
mole fractions in both the entry and the exit sections of the reactor.
The step changes at t = 1 sec cause a sudden increase in the CH4/O2 ratio from 2 to 2.31 in
the inlet gas stream. The associated solid temperature dynamics show a drop in temperatures at
the entry portion of the reactor (in the first 0.23 cm portion measured from the entry) and a slight
increase in temperatures at the remaining portion of the reactor (from 0.23 cm to 2.54 cm). The
trajectories for the gas mole fractions in Figure 7.5 (top) show an increase in H2 and CO content
and a drop in H2O content at the reactor entry associated with this step change. On the other hand,
the dynamics near the exit portion of the reactor, also shown in Figure 7.5 (bottom), shows only a
slight increase in H2, CO and H2O content of the gas, but also less CH4 conversion. This suggests
that endothermic steam reforming reactions start to increase at the entry potion of the reactor due
to the increase in CH4/H2O ratio (from 1.25 to 1.73) producing more H2 and CO. This excess
CO, however, will cause more carbon to deposit on the catalyst active sites downstream to form
C(s). This can be confirmed by examining Figure 7.6 which shows the trajectories of the species
surface coverages. This in turn will free some H2O and O2 generated by surface reactions that will
then react with the excess CH4 exothermically downstream. Hence, the increase in CH4/O2 ratio
from 2 to 2.31 resulted in an unfavourable condition due to less conversion of CH4 and partially
deactivating the catalyst.
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The step changes at t = 11 sec shows a more drastic increase in the CH4/O2 ratio from 2.31 to
3.13 in the inlet gas stream. The associated solid temperature and mole fraction dynamics suggest
an increase in both steam reforming and dry reforming reactions at the entry portion of the reactor.
However, near the reactor exit, the transient plots reflect a sharp drop in CH4 conversion, which is
expected since severe catalyst deactivation has occurred at this stage as reflected in Figure 7.6.
The step changes at t = 21 sec shows a decrease in the CH4/O2 ratio from 3.13 to 1.6 in the inlet
gas stream. The associated solid temperature and mole fraction dynamics suggest the opposite of
the previous scenario; an increase in exothermic reactions across the reactor, with a slight increase
in endothermic reactions near the exit. At this stage, the catalyst has been reactivated by freeing
active sites from C(s) and forming CO and CO2, as suggested in Figures Figure 7.5 and Figure 7.6.
The above analysis suggests that solid temperature measurements across the reactor can be an
indispensable measurement for inferring the inlet gas disturbances and the associated outlet gas
mole fractions using the model.
7.5 Model Simplification and Reduction
As demonstrated previously in Section 3, the dynamics of gas compositions, surface coverages
and temperatures exhibit different time scales. The residence time of the process is in the order
of ∼ 0.01 seconds which further complicates the implementation of real time optimization rou-
tines. Moreover, the target application of the CPOX reformer is a portable fuel cell that has cost
constraints on the amount of processing power available. Hence, it is important to find a real time
estimation solution strategy that can provide reasonable estimates of gas compositions appropriate
with the time scales and cost constraints of the process.
7.5.1 Method Justification
The full discritization embedded optimization strategy used in [8], for example, implemented
a Moving Horizon Non-linear Programming estimator for a chemical reacting flow problem with
300-400 ODEs which is comparable in size to the CPOX model being used in this study (which
consist of 348 ODEs). The quasi-steady state assumption on the reaction kinetics in [8] was used to
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Figure 7.4: Transient simulation experiment: Inlet gas step changes (top) and associated solid temperature
dynamics (bottom)
resolve model stiffness and the method required full discritization using orthogonal collocation on
finite elements for the time variable and Euler approximation on the distance variable. In addition,
availability of explicit Jacobian and Hessian model equations and an interior point solver with
sparsity information was needed to reduce problem complexity. Solution times obtained using this
strategy, however, ranged from 8.7 seconds to 188 seconds on a personnel computer (depending on
the horizon length selected for the Moving Horizon Estimator). The same strategy was also used
in [23] for a less complex model with solution times of 30 seconds on average using a horizon
length of 10 for a control problem. Based on these results, this solution strategy was not used for
the CPOX process application in view of the model complexity of the CPOX process, the time
constraints and implementability restrictions.
Another different approach was used in [7] for a slow distillation column process that used a
multiple shooting strategy which involved integration of the model in every optimization step. The
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Figure 7.5: Transient simulation experiment: associated dynamics for the first grid (top) and the last grid
(bottom) for gas mole fractions
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Figure 7.6: Transient simulation experiment: associated dynamics of the species surface coverages at 0.23
cm from the entry
solution times obtained per iteration using Moving Horizon Estimation was ∼ 4 seconds on aver-
age. The method, however, relies on the availability of a simulation model that can be integrated
rapidly using large time steps, which is possible for process models that do not exhibit stiffness.
Hence, a different solution strategy was used that can be implemented on stand-alone micro-
processors and can provide solution times relevant to the CPOX process time scales with some
compromise in estimation performance. The strategy relies on using system identification tech-
niques as a means for simplifying the model while retaining the predictive capabilities of the full
order model. The simplified model is then utilized in fast convex state estimation algorithms that
are implementable on stand-alone microprocessors using custom developed library free C code
[26]. No quasi-steady state assumptions were used in the high fidelity model in order to capture
the time scales accurately in the reduced model and to make use of the detail reaction mecha-
nism model. This model simplification strategy, even though localized to a single operating point,
can be extended to multiple operating points using a linear parameter varying model as discussed
for example in [27]. The accelerated transient simulation model developed in Section 3 permits
conducting long experiments required to obtain a linearised model with acceptable accuracy.
Remark 7.66 An attempt to use subsequent trajectory linerizations of the model was found to take
long computation time due to model sitffness. The energy balance equation for the gas phase was
found to be the stiffest equation among all other equations. Quasi-steady state approximation was
used to find a linearized model and good approximations were obtained. However, the numerical
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calculation of the Jacobian takes on average 5 seconds per iteration which is not suitable for this
application.
7.5.2 Subspace Identification
A series of transient simulation experiments were conducted to collect a large set of input/out-
put data at a sample rate of 0.001 seconds. The inlet methane and oxygen mass fractions were
varied using a normally distributed pseudo-random number generator [80], with mean zero and
variance of 0.006 added to the nominal mass fractions; 0.0544 ±0.006 and 0.0545±0.006 (i.e.
about 10% variation). Figure 7.7 shows a portion of the transient simulation experiments that were
conducted.
The desired input and output variables grouped in vectors uk,yk respectively are defined as
follows:
















uTk : = [Y
in
O2,k
,Y inCH4,k], k = 1,2, · · · ,T (7.16)




mass fraction of H2 in the outlet gas at time period k. Similarly, Y
in
O2,k
,Y inCH4,k are mass fractions of
O2 and CH4 in the inlet gas at time period k respectively. This selection was based on the state
estimator problem design considerations which will be discussed later in this study. However,
models for other variables in the system; i.e. the internal gas densities ρg, the surface coverages θi,
the gas temperatures Tg etc., can be developed using the same methodology presented if desired.
The mean values of the collected input and output data ū, ȳ were found and subtracted from
uk,yk respectively. The de-averaged data was then used in the system identification subspace algo-
rithm N4SID studied in [24]. The linear state space model to be identified and reduced is of the
form:
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xk+1 = Axk +Bũk (7.17a)
ỹk =Cxk +Dũk (7.17b)
where ỹk = yk− ȳ, ũk = uk− ū and xk ∈Rn is the state vector sequence that has no physical meaning.
The subspace identification problem is defined as: given a set of input/output vector sequences
(ũk, ỹk), for k = 1, · · · ,T , estimate the order of the system n and the system matrices A,B,C,D up
to a similarity transform of the state vector sequence x̃k = T−1xk.
The general steps for subspace identification are discussed here briefly: [106]
1. Regression/Projection: A least squares regression or projection is performed to estimate one
or several high order-models. This step entails forming the input and output Hankel matrices
and a projection operator to find a least squares approximation of the observability matrix.
2. Model Reduction: The high order model is then reduced to an appropriate low dimensional
subspace that is observable. This can be achieved using singular value decomposition of the
observability matrix with different pre-weighting techniques to reduce the effect of noise.
The canonical variance analysis, studied in [107] was used in this study.
3. Parameter Estimation (Realization): The reduced order observability matrix is then used to
estimate the matrices A,B,C,D which are unique up to a similarity transform of the state
vector xk. This can be achieved using matrix decompositions or least squares minimization
methods.
For more details on the assumptions required on the system for open loop sub-space identification
and the detail algorithm the reader is referred to [106].
Separate high order discrete state space models were identified for each individual output; i.e.
for each variable in ỹk. The sample rate was 0.1 seconds. Canonical variate analysis pre-weighting
of the observability matrix was used [107]. This resulted in 18 linear state space models that were
combined to form one model by stacking together the system matrices for the individual models
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obtained. The resulting model had 18 outputs, 2 inputs and 784 states; i.e. n = 784. To limit
the measurement bandwidth, the model was re-sampled so that 1 sec measurements can be used
assuming zero-order hold on the input uk as follows:
xk+10 = A10xk +[A9B+A8B+ · · ·+B]uk
yk =Cxk +Duk, uk = uk+1 · · ·= uk+10
7.5.3 Model Reduction
Model reduction was then performed on this high order linear state space model using bal-
anced truncation with matched DC gain that discards the states with small Hankel singular values
while preserving the DC gain of the original model [25]. The model order was reduced from 784
to 7 states by observing the number of dominant singular values and the minimum model order
that preserves input/output behaviour. Figure 7.7 shows a comparison between the simulation of
the output resulting from this reduced linear model and the output obtained from simulating the
original high fidelity model for both solid temperatures and outlet gas thermo-conductivity. From
the shown results, the reduced order linear model exhibits very good performance in the operating
region under study, which is sufficient for the purpose.
7.6 Problem Formulation and Observability Analysis
Before defining the state estimation problem, some essential variable definitions are first pre-
sented. The output data vector yk given in (7.15) can be split into two vectors: vector of desired
outputs to be estimated yTout,k and the measurement vector y
T
meas,k defined as follows:














s,k, · · · ,T `s,k,λ Outk ] (7.18b)
The known operating point ȳ is also split as ȳ = [ȳout , ȳmeas] according to (7.18a) and (7.18b). A
noisy detrended measurement ỹmeas,k is defined as follows:
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Figure 7.7: Comparison between reduced order linear model (dashed line) and original first principle model
(hard line) for solid temperature profile and outlet gas thermoconductivity vs. time
ỹmeas,k : = ymeas,k− ȳmeas + vk
where vk represents measurement noise that is assumed to be normally distributed iid random







Equation (7.17b) can be used to write an equation for yout,k as follows:
yout,k = [Cout Dout ]xk + ȳout (7.20)
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where Cout ,Dout are the rows of C and D associated with yout,k respectively and ȳout is the known
mean value of the outlet mass fractions extracted from ȳ. Note: ȳ, ū are given from the system
identification step explained before and depend on the operating point.
7.6.1 Problem Formulation
It is desired to design the state estimator such that it can account for possible unmeasured inlet
disturbances to the process. Possible inlet disturbances can be fluctuations in the inlet gas mass
fractions, inlet gas temperature and environment temperature. All possible disturbances, including
disturbances arising from parameter uncertainty, will be modelled using a normally distributed
iid random sequence wk ∼N (0,Q) added to (7.17a) that is independent from vk. The resulting














The matrices Cmeas,Dmeas are the rows of C and D associated with ymeas,k respectively. The stochas-
tic model composed of (7.21a) and (B.5) is called a stochastic linear descriptor system [35].
It is desired to incorporate the known consistency relationship (7.14) as an additional determin-





1T [Cout Dout ]xk (7.22)
where 1T is a vector of ones that effectively acts as a summation operator, ydmeas is a deterministic
measurement which is a constant and Cdmeas is the deterministic measurement matrix. Both (B.5)
and (7.22) can be combined in one equation by forming an augmented measurement vector yk and
the resulting process and measurement model will become as follows:
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Exk+1 = Axk +wk (7.23a)

















, wk = wk
Consequently, if an estimate of the augmented state vector xk is found, an estimate for both
uk and yout,k using the known operating points ū, ȳ and (7.20) can also be found. Hence, the state
estimation problem can now be formally stated as follows: Given the measurement vector yk for
k = 0,1, · · · , t, an a priori estimate of the initial state as a random variable x0 ∼N (x̄0,P0) and the
stochastic/deterministic model (7.23a) and (7.23b) find an estimate of the augmented state vector
sequence xk for k = 0,1, · · · , t.
7.6.2 Observability Analysis for the Reduced CPOX Process Model
Observability analysis of descriptor systems of the general form (for both square and rectan-
gular systems) was studied in [88] and introduced in Chapter 3 of this dissertation. Appendix A
provides some discussion about implementing the Kalman decomposition. A software for Kalman
filter decomposition for non-square descriptor systems was developed which can be downloaded
from [89]. Upon analysing different measurement designs using the the Kalman decomposition of
the obtained descriptor model, the following observations were made:
1. If a thermo-conductivity measurement is not used at the outlet gas stream, a minimum of 3
spatially separated temperature measurements are required to ensure observability.
2. If only a thermo-conductivity measurement of the outlet gas stream is used, than the system
is not observable.
3. The system is observable if one temperature measurement and one thermo-conductivity mea-
surement is used. However, the temperature measurement must be installed at the entrance
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of the reactor.
These observations agree with the intuition that outlet gas thermal-conductivity alone can not
uniquely determine composition since multiple mixtures of gas can have the same thermo-conductivity.
Moreover, temperature sensitivity to inlet gas disturbances is highest at the entrance of the reactor,
which is very evident from Figure 7.5. Estimator performance and the extent of observability will
be examined by finding the steady state error covariance values of the estimates in Section 7. It
is worth mentioning that having an observable linearised reduced model does not imply ”global”
observability of the original model, however, the intention for conducting observability analysis in
this section was to obtain a healthy estimator design.
7.7 Results and Discussion
A new transient simulation experiment was conducted to collect data to test the estimator
discussed in the previous section. Random perturbations of magnitude 13% of nominal values
were added to the nominal values of oxygen and methane mass fractions; i.e. 0.0544 ±0.007 and
0.0545±0.007 respectively. In addition, random white noise was added to these signals with mean
zero and variance 0.005. Three solid temperature measurements positioned at 0.13 cm, 0.57 cm
and 2.54 cm from the reactor entrance were used. Also a thermo-conductivity measurement in-
stalled at the reactor outlet, as suggested in the previous observability analysis, was included as a
measurement. Random white noise was added to the measurements obtained from simulation with
variance of 5 for solid temperatures and 0.0001 for outlet gas thermal conductivity measurement.
Inequality constraints Fxk ≤ d were formed to reflect the knowledge about the outlet mass frac-
tions being a number between [0,1] and that the inlet gas mass fractions of methane and oxygen
are between [0.038,0.08] respectively. The covariance matrix for the process noise wk was set as
Q = 10−2× In+2 where In+2 is the identity matrix of size n+2. The covariance matrix associated
with measurement noise vk was set as 0.5×In for the solid temperature measurements and 10−4 for
the single thermo-conductivity measurement. Finally, the horizon length for the Moving Horizon
state estimator was set at N = 3.
160
Algorithm 5.52 was implemented using CVX [97] in Matlab [80]. The results using the above
information are shown in Figures Figure 7.8, Figure 7.9 Figure 7.10 superimposed on the results
obtained from transient simulation for comparison. Note that the MHE estimates of inlet mole
fractions of both O2 and CH4 and outlet mole fractions of H2, CO, CO2 and Ar showed very close
resemblance to the outputs coming from the high fidelity model. On the other hand, estimates of
outlet gas H2O and CH4 were marginally accurate due to the inherent non-linearities in these two
variables.
The Descriptor state estimates using Algorithm 3.21 in Chapter 3 was also found and shown in
the plots using the symbol (∗). The Figures show remarkable results with some exceptions. The
mean square error values are shown in Table 7.3 for both the Descriptor state estimator (denoted
by the Kalman filter in the tables and plots) and Moving Horizon Estimation algorithms. The
associated Symmetric Mean Absolute Percentage Error (SMAPE) for each estimated variable was


























denote the estimated mole fractions, where m=KAL or m=MHE, and:













denote the corresponding simulated mole fractions.
Table 7.3 show relatively large SMAPE values for estimating XOutH2O, X
Out
CH4
and XOutCO2 . This
can be attributed to the deficiency in the low complexity model in which process non-linearities
were not taken into account. Nevertheless, the plots indicate reasonable accuracy even for these
variables.
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Figure 7.8: Comparison between estimated results: True Values (hard line), MHE (dashed line), Kalman
Filter (*)
As an indication for the extent of observability, the error covariance for each estimated variable
was found from the diagonal elements of [Cout Dout ]P
(+)
ss [Cout Dout ]T and the last two diagonal
elements of P(+)ss , where P
(+)
ss is the steady state value of P
(+)
k given by Algorithm 3.21. The
values are also shown in Table 7.3 that demonstrate good observability implied by the small error
covariances.
Table 7.3 also demonstrates that Moving Horizon Estimation outperformed the Descriptor state
estimator in almost all mean square error and SMAPE values. The consistency condition (7.14)
was met exactly in all the solutions obtained. Moreover, the average execution time for each
iteration using MHE was 0.0145 seconds on a 2.4 GHz Intel Core i-5 desktop computer with 6
GB of 1067 MHz memory. This implementation can also be made roughly 20 times faster using
custom, library free, C code generated using CVXGEN [26] which can be used on stand-alone
microprocessors if desired. Hence, the execution times obtained are relevant to the time scales and
dynamics of the process.
It is worth mentioning however, that using longer horizon lengths; i.e. N > 3, will not result in
better estimation accuracy due to the inevitable model mismatch between the high fidelity model
and the reduced model.
Table 7.4 shows the m.s.e performance for both Descriptor state estimator and MHE when a
density measurement is used instead of a thermal-conductivity measurement at the outlet. This ex-
periment used the same tuning parameters stated before for both the error covariances and horizon
length and added the same amount of measurement and process noise as before. The results indi-
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Figure 7.9: Comparison between estimated results: True Values (hard line), MHE (dashed line), Kalman
Filter (*)
Figure 7.10: Comparison between estimated results: True Values (hard line), MHE (dashed line), Kalman
Filter (*)
cate similar performance as to the previous case indicating that thermal conductivity and density
measurements at the outlet are interchangeable and provide almost the same amount of observabil-
ity.
Another test was conducted when neither thermal-conductivity or density measurement is
used at the outlet, and only three solid temperature measurements installed at 0.13 cm, 0.31
cm and 1.88 cm from the inlet. The resulting overall mean square error performance was 3.1×
10−3 for Descriptor state estimator and 5.1×10−3 for MHE showing the significance of thermal-
conductivity/density measurement at the outlet in improving estimation performance. Finally,
when only two temperature measurements are used (at 0.13 cm and 0.31 cm from the inlet), the de-
scriptor Descriptor state estimator provides uninformative estimates with total mean square error of
53.3 due to lack of observability. On the other hand, the MHE provided informative estimates with
a total mean square error of 1.8×10−3 demonstrating the significance of inequality constraints in
improving performance of the estimator.
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Table 7.3: Mean Square Errors with T.C. measurement
Species Kalman [109] SMAPE% MHE SMAPE% Error Cov.
X InO2 3.0×10
−5 3.6 2.3×10−5 2.6 1×10−4
X InCH4 1.64×10
−5 2.73 1.28×10−5 2.43 3×10−4
XOutH2 2.38×10
−5 1.16 1.63×10−5 0.93 7.6×10−6
XOutO2 0 0 0 0 0
XOutH2O 1.1×10
−5 21.3 0.81×10−5 17.0 3.4×10−6
XOutCH4 6.7×10
−5 37.6 6.7×10−5 33.7 2.1×10−5
XOutCO 1.0×10−5 1.5 1.1×10−5 1.7 2.6×10−4
XOutCO2 0.76×10
−5 20.2 0.5×10−5 12 7.6×10−6
XOutAR 4.9×10−5 0.4 4.2×10−5 0.34 4.3×10−4
overall m.s.e 2.16×10−4 1.85×10−4
Table 7.4: Mean Square Errors with Density Measurement
Species Kalman [109] SMAPE% MHE SMAPE% Error Cov.
X InO2 2.9×10
−5 3.4 2.4×10−5 2.6 2.0×10−4
X InCH4 1.8×10
−5 2.8 1.3×10−5 2.5 2.0×10−4
XOutH2 2.9×10
−5 1.25 2.0×10−5 1.17 5.0×10−6
XOutO2 0 0 0 0
XOutH2O 1.2×10
−5 23.7 0.8×10−5 18.3 3.5×10−6
XOutCH4 5.8×10
−5 36.8 6.6×10−5 34.5 1.6×10−5
XOutCO 8.1×10−6 1.3 1.1×10−5 1.44 1.5×10−4
XOutCO2 6.9×10
−6 23.2 0.52×10−5 11.7 7.2×10−6
XOutAR 4.3×10−5 0.36 5.0×10−5 0.4 2.3×10−4
overall m.s.e 2.04×10−4 2.02×10−4
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CHAPTER 8
SUMMARY, CONCLUSIONS AND FUTURE RESEARCH
In this dissertation, investigation of the use of linear descriptor systems (LDS) for state es-
timation problems involving linear and non-linear differential algebraic equation models (DAE)
was conducted and two new numerically efficient and stable algorithms for descriptor system state
estimation were developed and tested. We first established a statistical framework for state esti-
mation of linear discrete time descriptor systems using the Baysian paradigm. Second, in view for
the need of linear constraints in DAE state estimation problems, new MAP estimation recursions
for descriptor systems were developed for models described by mixed stochastic and deterministic
components. Computational time improvement of 87% over traditional techniques was demon-
strated via an estimation problem for a distillation column process. Third, to efficiently accommo-
date extra prior information in the form of known inequalities, a new stable estimation algorithm
called Multiple Window Moving Horizon Estimation (MW-MHE) for descriptor systems was de-
signed that exploits sparsity of constraint activity. It was demonstrated via an example that the
new MW-MHE algorithm is capable of performing long horizon estimation with significant reduc-
tion in both computational requirements and numerical errors compared to conventional Moving
Horizon Estimation. A new horizon length selection criteria based on the sensitivity between re-
mote states in time was also developed for the new algorithm. Finally, the potential of descriptor
system estimation and the newly developed algorithms was demonstrated on Catalytic Partial Ox-
idation Reforming process that is characterized by high dimensionality, stiffness and non-linearity
of the model equations combined with a requirement of 1 second estimator updates to meet the




1. The analysis in Chapter 3 indicated that the MAP estimate for index 1 causal descriptor sys-
tems does not require any model transformations and can be found recursively. Furthermore,
if the descriptor system is of index 2 or higher and the noise free system is causal, then the
MAP estimate can also be found recursively without model transformations provided that
all algebraic constraints are modelled deterministically. Alternatively, index reduction tech-
niques can be used to reduce the model to an index 1 descriptor system. This is the preferred
method of state estimation of high index descriptor systems as deterministic modelling of
equations may result in a semi-stochastic model of the process that does not take into ac-
count some uncertainties as exemplified in Example 4.43.
2. Chapter 3 demonstrated via an example the effectiveness of using the quasi-steady state
approximation followed by descriptor system state estimation as a solution for singularly
perturbed systems. Example 3.32 demonstrated via an example the effectiveness of this
approach.
3. Chapter 4 presented a new efficient algorithm for state estimation problems involving de-
terministic linear constraints. The new algorithm not only addresses the need for filtering
problems involving deterministic constraints, but avoids complex recursive solutions by de-
composing the minimization problem into two orthogonal subspaces. A reduction in time
produced by the new method for the distillation column process example was 87%. The
new method is capable of constraining the estimates when both deterministic measurements
and dynamic equations are involved as opposed to previous techniques in the literature that
address deterministic measurements only in [35] for descriptor systems and [90] for state
space systems. This is particularly important for high index state estimation problems if
uncertainty modelling is properly conducted.
4. A new strategy for moving horizon estimation for general linear descriptor systems that
enables long horizons with reduced computation compared to traditional techniques was
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developed in Chapter 5. A method for selecting the horizon length based on a condition
number of a matrix that couples remote states was also established. Computational efficiency
was achieved by exploiting constrained inactivity and numerical errors were reduced by
using a short sliding window objective function rather than long minimization windows that
can introduce solution deficiencies and numerical errors. Estimator stability was proven
using the arrival cost for unconstrained estimation. The example presented in Chapter 5
show the advantages using this new strategy in reducing computational requirements and
numerical errors associated with long horizon estimation.
5. In Chapter 6 new MHE problems were developed for robustifying linear state estimation to
be immune to measurement outliers by using `1 norm and Huber penalty functions. The
new state estimation algorithms made use of the results given in Chapter 5 by recasting
these problems into MHE of descriptor systems. Two examples were provided showing the
effectiveness of the new algorithms when measurements contain outliers. A similar problem
was also addressed when the input noise sequence contains outliers or sudden spikes. The
statistical optimality and guaranteed stability features for these new estimation problems
were inherited from the results found for descriptor MHE in Chapters 3 and 5 respectively.
6. A moving horizon estimation strategy for general chemical reacting flow problems applied
to the catalytic partial oxidation of methane on rhodium using simulation was presented in
Chapter 7. The strategy is to use transient simulations of a high fidelity chemical react-
ing flow model to collect desired input/output data for subsequent system identification and
model reduction. The study demonstrated the possibility of inferring both inlet and out-
let mole fractions using only solid temperature measurements dispersed across the ceramic
monolith reactor and one thermal conductivity or density measurement installed at the outlet.
Estimator stability was guaranteed by insuring observability. The Moving Hoirzon Estima-
tion algorithm for descriptor systems developed in Chapter 5 was used.
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8.3 Future Work
The following are the suggested future research topics
1. Extension of the MW-MHE strategy to non-linear moving horizon estimation will not in-
clude simple recursions as in the linear case. However, intelligent management of the in-
equality constraints can be achieved using similar techniques to the ones presented in this
dissertation. Adaptive reformulation of the objective function in real time signal processing
is a new concept that this study demonstrated.
2. The use of MHE techniques for joint parameter and state estimation of linear systems us-
ing convex optimization is an important area of investigation for improving state estimator
accuracy. This has been a topic of recent interest in [110] and will a subject of future inves-
tigations.
3. Although the simulation study was conducted for a CPOX reactor that is typical for small
scale applications, the implications of this work may extend to large scale chemical reacting
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flow problems. However, since the estimator design was tested via simulation, experimental
evidence is still required to confirm the observations in this dissertation.
4. In the reduced complexity model that was captured, only disturbances in the inlet gas C/O
ratio was studied since it was found that this variable has the strongest influence on the
outlet gas compositions than other unmeasured disturbances. If desired, the effect of other
disturbances; i.e. furnace temperature, gas pressure, gas velocity etc. can be captured by
identifying several sub-models using the same approach presented.
5. The estimation accuracy of the linear estimator developed in this study, in terms of mean
square error values was in the order of ∼ O(10−5) with very good performance for esti-
mating inlet O2 and CH4 and outlet H2, CO and Ar mole fractions. On the other hand, the
estimation accuracy achieved for outlet CO2, H2O and CH4 was less successful due to model
mismatch effects. Improvement of estimation accuracy will be a subject for future studies.
The system identification step followed by the design of a state estimator is a two step pro-
cess that does not take into account plant model mismatches that effect estimation accuracy.
An alternative method is to design a state estimator from experimental data directly which
is called direct filtering. See for example the recent studies in [111] and [112] that made use
of set membership theory to find stable and observable state estimators directly from exper-
imental data. CPOX estimation using this technique will be a subject for future studies.
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discrete-time descriptor systems. International journal of systems science, 36(10):605–615,
2005.
[39] Joao Y. Ishihara, Marco H. Terra, and Aline F. Bianco. Recursive linear estimation for
general discrete-time descriptor systems. Automatica, 46(4):761 – 766, 2010. ISSN 0005-
1098. doi: 10.1016/j.automatica.2010.02.003.
[40] Markus Gerdin. Identification and Estimation for Models Described by Differential-
Algebraic Equations. PhD thesis, Department of Electrical Engineering, Linkoping Uni-
versity, 2006.
[41] Markus Gerdin, Thomas B Schön, Torkel Glad, Fredrik Gustafsson, and Lennart Ljung. On
parameter and state estimation for linear differential–algebraic equations. Automatica, 43
(3):416–425, 2007.
[42] S.L. Campbell. Linearization of daes along trajectories. Zeitschrift für Angewandte Mathe-
matik und Physik (ZAMP), 46(1):70–84, 1995.
[43] Roswitha März. On linear differential-algebraic equations and linearizations. Applied Nu-
merical Mathematics, 18(1):267–292, 1995.
[44] W.J. Terrell. Local observability of nonlinear differential-algebraic equations (daes) from
the linearization along a trajectory. Automatic Control, IEEE Transactions on, 46(12):1947–
1950, 2001.
[45] V. M. Becerra, P. D. Roberts, and G. W. Griffiths. Applying the extended kalman filter
to systems described by nonlinear differential-algebraic equations. Control Engineering
Practice, 9(3):267 – 281, 2001. ISSN 0967-0661. doi: DOI:10.1016/S0967-0661(00)
00110-6. URL http://www.sciencedirect.com/science/article/pii/
S0967066100001106.
[46] R. Kumar Mandela, R. Rengaswamy, S. Narasimhan, and L.N. Sridhar. Recursive state
estimation techniques for nonlinear differential algebraic systems. Chemical engineering
science, 65(16):4548–4556, 2010.
173
[47] M.J. Kupilik and T.L. Vincent. Estimation of biogas composition in a catalytic reactor
via an Extended Kalman Filter. In Control Applications (CCA), 2011 IEEE International
Conference on, pages 768–773. IEEE, 2011.
[48] Kenneth R. Muske, James B. Rawlings, and Jay Lee. Receding horizon recursive state
estimation. In Proceedings of the American Control Conference, pages 900–904, June 1993.
[49] Christopher V. Rao. Moving Horizon Strategies for the Constrained Monitoring and Control
of Nonlinear Descrete-Time Systems. PhD thesis, University of Wisconsin-Madison, 2000.
[50] B. Boulkroune, M. Darouach, and M. Zasadzinski. Optimal estimation for linear singular
systems using moving horizon estimation. In Proceedings of the 17th World Congress.,
pages 14528–14533. The International Federation of Automatic Control., July July 6-11
2008.
[51] B. Boulkroune, M. Darouach, and M. Zasadzinski. Moving horizon state estimation for
linear discrete-time singular systems. IET Control Theory and Applications, 4(3):339–350,
2010.
[52] Irvin C Schick and Sanjoy K Mitter. Robust recursive estimation in the presence of heavy-
tailed observation noise. The Annals of Statistics, 22(2):1045–1080, 1994.
[53] J-A Ting, Evangelos Theodorou, and Stefan Schaal. A kalman filter for robust outlier de-
tection. In Intelligent Robots and Systems, 2007. IROS 2007. IEEE/RSJ International Con-
ference on, pages 1514–1519. IEEE, 2007.
[54] Gabriel Agamennoni, Juan I Nieto, and Eduardo Mario Nebot. An outlier-robust kalman
filter. In Robotics and Automation (ICRA), 2011 IEEE International Conference on, pages
1551–1558. IEEE, 2011.
[55] Aleksandr Y Aravkin, James V Burke, and Gianluigi Pillonetto. Optimization viewpoint
on kalman smoothing, with applications to robust and sparse estimation. arXiv preprint
arXiv:1303.1993, 2013.
[56] Jacob Mattingley and Stephen Boyd. Real-time convex optimization in signal processing.
Signal Processing Magazine, IEEE, 27(3):50–61, 2010.
[57] Haluk Görgün, Murat Arcak, Subbarao Varigonda, and Scott A Bortoff. Observer designs
for fuel processing reactors in fuel cell power systems. International journal of hydrogen
energy, 30(4):447–457, 2005.
[58] D. Luenberger. Dynamic equations in descriptor form. Automatic Control, IEEE Transac-
tions on, 22(3):312 – 321, jun 1977. ISSN 0018-9286. doi: 10.1109/TAC.1977.1101502.
174
[59] J.D. Aplevich. Implicit linear systems. Lecture notes in control and information
sciences. Springer-Verlag, 1991. URL http://books.google.com/books?id=
UPVQAAAAMAAJ.
[60] V.A. Armentano. The pencil (se–a) and controllability-observability for generalized linear
systems: a geometric approach. SIAM Journal on Control and Optimization, 24(4):616–638,
1986.
[61] S.L.V. Campbell. Singular systems of differential equations. Number v. 1 in Research notes
in mathematics. Pitman, 1980. ISBN 9780273084389. URL http://books.google.
com/books?id=zz7vAAAAMAAJ.
[62] D.N. Stengel, DG Luenberger, RE Larson, and TB Cline. Descriptor-variable approach to
modeling and optimization of large-scale systems. final report, march 1976–february 1979.
Technical report, Systems Control, Inc., Palo Alto, CA (USA), 1979.
[63] L.T. Biegler, S.L. Campbell, and V.L. Mehrmann. Control and Optimization With
Differential-algebraic Constraints. Advances in Design and Control. Society for Indus-
trial & Applied, 2012. ISBN 9781611972245. URL http://books.google.com/
books?id=gDNWLwEACAAJ.
[64] Lorenz T Biegler. Nonlinear programming: concepts, algorithms, and applications to chem-
ical processes. SIAM, 2010.
[65] K.E. Brenan, S.L. Campbell, S.L.V. Campbell, and L.R. Petzold. Numerical solution of
initial-value problems in differential-algebraic equations. Classics in applied mathematics.
Society for Industrial and Applied Mathematics, 1996. ISBN 9780898713534.
[66] Stephen L. Campbell and Peter Kunkel. Completions of nonlinear dae flows based on index
reduction techniques and their stabilization. Journal of Computational and Applied Mathe-
matics, 233(4):1021 – 1034, 2009. ISSN 0377-0427. doi: DOI:10.1016/j.cam.2009.08.111.
[67] P. Kunkel and V.L. Mehrmann. Differential-algebraic equations: analysis and numerical
solution. EMS textbooks in mathematics. European Mathematical Society, 2006. ISBN
9783037190173.
[68] A. Kumar and P. Daoutidis. Control of nonlinear differential algebraic equation sys-
tems: with application to chemical processes. Chapman & Hall/CRC research notes in
mathematics series. Chapman & Hall/CRC, 1999. ISBN 9780849306099. URL http:
//books.google.com/books?id=H1g53fbJH8wC.
[69] DW Pearson, MJ Chapman, and DN Shields. Partial singular-value assignment in the design
of robust observers for discrete-time descriptor systems. IMA Journal of Mathematical
Control and Information, 5(3):203–213, 1988.
175
[70] R Newcomb. The semistate description of nonlinear time-variable circuits. Circuits and
Systems, IEEE Transactions on, 28(1):62–71, 1981.
[71] Wojciech Blajer. Index of differential-algebraic equations governing the dynamics of con-
strained mechanical systems. Applied mathematical modelling, 16(2):70–77, 1992.
[72] Andrei Tikhonov. On the dependence of the solutions of differential equations on a small
parameter. Matematicheskii Sbornik, 64(2):193–204, 1948.
[73] S.L. Campbell and E. Griepentrog. Solvability of general differential algebraic equations.
SIAM Journal on Scientific Computing, 16(2):257–270, 1995.
[74] I. Okay and North Carolina State University. The Additional Dynamics of the Least Squares
Completions of Linear Differential Algebraic Equations. North Carolina State Univer-
sity, 2008. ISBN 9780549830221. URL http://books.google.com/books?id=
x2GNd8H8BMwC.
[75] Karen S. Bobinyec. Observer Construction for Systems of Differential Algebraic Equations
using Completions. PhD thesis, Department of Applied Mathematics, North Carolina State
University, 2013. URL http://www.lib.ncsu.edu/resolver/1840.16/8438.
[76] F.R. Gantmakher. The theory of matrices, volume 2. Chelsea publishing company, 1959.
[77] A Rachid. A remark on the discretization of singular systems. Automatica, 31(2):347–348,
1995.
[78] N Karampetakis and A Gregoriadou. On a first order hold discretization for singular sys-
tems. In Communications, Computing and Control Applications (CCCA), 2011 Interna-
tional Conference on, pages 1–6. IEEE, 2011.
[79] G.H. Golub and C.F. Van Loan. Matrix Computations. Johns Hopkins Studies in the Math-
ematical Sciences. Johns Hopkins University Press, 1996. ISBN 9780801854149.
[80] MATLAB. version 8.0.0.783 (R2012b). The MathWorks Inc., Natick, Massachusetts, 2012.
[81] A.C. Hindmarsh, P.N. Brown, K.E. Grant, S.L. Lee, R. Serban, D.E. Shumaker, and C.S.
Woodward. Sundials: Suite of nonlinear and differential/algebraic equation solvers. ACM
Transactions on Mathematical Software (TOMS), 31(3):363–396, 2005.
[82] T. Brull. Linear discrete-time descriptor systems. Master’s thesis, Institut fur Mathematik,
TU Berlin, 2007.
[83] D. Simon. Optimal state estimation: Kalman, H [infinity] and nonlinear approaches. Wiley-
Interscience, 2006. ISBN 9780471708582.
176
[84] M.A. Hasan and M.R. Azimi-Sadjadi. Noncausal image modeling using descriptor ap-
proach. Circuits and Systems II: Analog and Digital Signal Processing, IEEE Transactions
on, 42(8):536–540, 1995.
[85] Stephen Poythress Boyd and Lieven Vandenberghe. Convex optimization. Cambridge uni-
versity press, 2004.
[86] Michael Grant and Stephen Boyd. CVX: Matlab software for disciplined convex program-
ming, version 2.0 beta. http://cvxr.com/cvx, September 2012.
[87] Douglas G. Robertson, Jay H. Lee, and James B. Rawlings. A moving horizon-based ap-
proach for least-squares estimation. AIChE Journal, 42(8):2209–2224, 1996. ISSN 1547-
5905. doi: 10.1002/aic.690420811. URL http://dx.doi.org/10.1002/aic.
690420811.
[88] A. Banaszuk, M. Kociecki, and FL Lewis. Kalman decomposition for implicit linear sys-
tems. Automatic Control, IEEE Transactions on, 37(10):1509–1514, 1992.
[89] Ali Al-Matouq. Kalman decomposition of descriptor systems, September 2013.
URL http://www.mathworks.com/matlabcentral/fileexchange/
43461-kalman-decomposition-for-descriptor-systems.
[90] D. Simon and T.L. Chia. Kalman filtering with state equality constraints. Aerospace and
Electronic Systems, IEEE Transactions on, 38(1):128–136, 2002.
[91] J.D. Hedengren. Real-time estimation and control of large-scale nonlinear DAE systems.
PhD thesis, THE UNIVERSITY OF TEXAS AT AUSTIN, 2005.
[92] Sridhar Ungarala. Computing arrival cost parameters in moving horizon estimation using
sampling based filters. Journal of Process Control, 19(9):1576–1588, 2009.
[93] Cheryl C Qu and Juergen Hahn. Computation of arrival cost for moving horizon estimation
via unscented kalman filtering. Journal of Process Control, 19(2):358–363, 2009.
[94] Victor M. Zavala. Stability analysis of an approximate scheme for moving horizon estima-
tion. Computers & Chemical Engineering, 34(10):1662 – 1670, 2010. ISSN 0098-1354.
[95] Rodrigo Lopez-Negrete, Sachin C. Patwardhan, and Lorenz T. Biegler. Constrained particle
filter approach to approximate the arrival cost in moving horizon estimation. Journal of
Process Control, 21(6):909 – 919, 2011. ISSN 0959-1524. doi: DOI:10.1016/j.jprocont.
2011.03.004.
[96] Kim-Chuan Toh, Michael J Todd, and Reha H Tütüncü. Sdpt3 a matlab software package for
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APPENDIX A - GEOMETRIC REALIZATION OF KCF AND KALMAN DECOMPOSITIONS
The Kroncekcer canonical form developed by the German mathematician Leopold Kronecker
in 1890 and the Kalman decomposition of descriptor systems that was developed in [88] are useful
decompositions for examining the properties of the invariant subspaces implicit in a descriptor
model. Both decompositions can be explained and implemented conveniently using geometric
approaches that guarantee the formation of real transformation matrices, which is desired in many
applications.
In [60], a geometric interpretation of the quasi-Kronecker canonical decomposition was given
using fundamental subspace sequences of the matrix pencil λE −A. This decomposition can be
further diagonalized forming the desired Kronecker Canonical form. The overall transformation
matrices will be real and will allow transforming the stochastic difference equations (3.1), for ex-
ample, into the desired form given in Chapter 3. A similar approach was developed in [113] to find
a quasi-Kronecker decomposition that is not in canonical form. However, most of the properties
of the KCF are retained using the diagonal form of this decomposition, and with additional steps,
it can be transformed to the desired Kronecker canonical form.
However, the literature lacks algorithms (code) for finding the Kalman decomposition of non-
square descriptor systems using real transformation matrices. This section of the appendix will
provide a summary for the geometric realization of both the KCF decomposition and the Kalman
decomposition that are used in this dissertation.
Using the notation appearing in [88] and assuming B = 0, system (3.1) will be denoted by
S(E,A,F,H) (if F = 0 and H = I we will write S(E,A)). From the matrix mappings, we define
the following linear subspaces: E,A : X→ Z, F : W→ Z, H : X→ Y where X,Z,W,Y are finite
dimensional linear spaces over reals. The spaces will be called inner, outer, input and output spaces
of the system S(E,A,F,H) respectively. The space of all M-valued sequences in the domain [0,∞)
is denoted as s(M).
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Before proceeding, we first note that A−1S represents the pre-image of S ⊆ Rn under A;
i.e. A−1S := {x ∈ Rn|Ax ∈S }. If S can be represented by basis vectors grouped in a matrix
Sb, then the pre-image can be found by taking the first neq rows of null([A Sb]), where null(M)
represents a basis vector for the null space (kernel) of matrix M [113].
A.1 Geometric Realization of the KCF Decomposition
Definition A.67 Converging subspace recursions for matrix pencils[114]
Consider a matrix pencil λE−A ∈ Rneq×n. The sequences of invariant subspaces corresponding
to λE−A are given by:
V0 : = Rn, Vi+1 := A−1(Im(E))∩A−1(EVi)⊆ Rn, V∗ = limVi
R0 : = {0}, Ri+1 := E−1(ARi)⊆ Rn, R∗ = limRi
W0 : = {0}, Wi+1 := V∗∩E−1(AWi)⊆ Rn, W∗ = limWi
where, i ∈ I+, V∗ := ∩i∈NVi is a non-increasing converging sequence of subspaces while R∗ :=
∪i∈NRi and W∗ := ∪i∈NWi are increasing converging sequence of subspaces (i.e. the dimension
of these subspaces converge in a finite number of steps)[114]. Here Im(M) denote the range space
of a matrix M. The converging subspaces satisfy:
AV∗ ⊆ EV∗ and ER∗ ⊆ AR∗
where AV∗ denotes the space of V ∗ projected on the range space of A and so on. It was shown in
[114] that if α is a finite eigenvalue of λE−A there exists a generalized eigenvector v ∈ V∗ such
that Av = αEv. In [60], it was shown that the subspace W∗ gives rise to a basis for the under-
determined subsystem block in Kronecker form. More specifically, W∗ is the subspace which
provides vectors for a polynomial basis for ker(λE−A), where ker(M) denotes the null space of
a matrix M. Consequently, the number of under-determined blocks p was shown to be:
p = dim(ker(E)∩W∗) = dim(ker(A)∩W∗)
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The Kronecker indices were also found using the fundamental sequences in [113]. It was also
shown in [60] that R∗ gives rise to a basis for a non-canonical Nilpotent block.
We now present the following theorem appearing in [60] and [113] for the case when we are
dealing with the space of real numbers.
Theorem A.68 Quasi-Kronecker triangular form [60], [113]
Let λE−A ∈Rneq×n and consider the corresponding limits V∗, R∗ and W∗. We may find full rank
matrices QU ∈Rn×nU , QJ ∈Rn×nJ , QN ∈Rn×nN , QO ∈Rn×nO , PU ∈Rn×mU , PJ ∈Rn×mJ , PN ∈Rn×mN ,
PO ∈ Rn×mO such that
Im(QU) = W∗
Im(PU) = EW∗
Im(QU)⊕ Im(QJ) = V∗
Im(PU)⊕ Im(PJ) = EV∗
Im(QU)⊕ Im(QJ)⊕ Im(QN) = V∗+R∗
Im(PU)⊕ Im(PJ)⊕ Im(PN) = EV∗+AR∗
Im(QU)⊕ Im(QJ)⊕ Im(QN)⊕ Im(QO) = Rn,
Im(PU)⊕ Im(PJ)⊕ Im(PN)⊕ Im(PO) = Rneq
Then Pq = [PU, PJ, PN, PO]−1 and Qq = [QU, QJ, QN, QO] transform λE−A in quasi-triangular
Kronecker form which is given by:
PT1 (λE−A)Q1 =

λ ĒU− ĀU ∗ ∗ ∗
0 λ ĒJ− ĀJ ∗ ∗
0 0 λ ĒN− ĀN ∗
0 0 0 λ ĒO− ĀO
 (A.1)
where ∗ denotes arbitrary conforming sub-matrices and Pq ∈ Rneq×neq and Qq ∈ Rn×n are non-
singular. λ ĒU− ĀU ∈ RmU×nU has full row rank mU < nU, ∀λ ∈ C∪{∞}. λ ĒJ− ĀJ ∈ RmJ×nJ is
square and has rank mJ = nJ when λ = ∞; i.e. ĒJ is invertible. λ ĒN− ĀN ∈ RmN×nN is square and
has rank mN= nN, ∀λ ∈C; i.e. ĀN is invertible and Ā−1N ĒN is nilpotent. Finally, λ ĒO−ĀO ∈RmO×nO
has rank nO < mO, ∀λ ∈ C∪{∞}.
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The diagonal blocks appearing in (A.1) have the same properties of the diagonal blocks of the Kro-
necker canonical form (3.7) where ĒU− ĀU corresponds to the under-determined subsystem block,
ĒJ− ĀJ to the Jordan block, ĒN− ĀN to the nilpotent block and ĒO− ĀO to the overdetermined
block respectively, but are not in canonical form. It is possible to find the quasi-Kronecker form
(QKF) from the quasi-triangular Kronecker form (QTKF) using the method presented in [113]
where a system of Sylvester equations is first solved to find transformation matrices that diagonal-
ize (A.1). Subsequent transformations (after finding the QKF) can also be found to find the desired
Kronecker canonical form and the final transformation matrices will be the accumulation of these
transformations. A program for finding the quasi-triangular Kronecker can be downloaded from
[89].
Remark A.69 Other suggested canonical forms that demand less computation with the account
for time variation of system matrices can be found in [67] for the continuous time case and [82]
for the discrete time case. However, none of these algorithms provide the real Kronecker canonical
form.
A.2 Geometric Realization of the Kalman Decomposition
Invariant subspaces of deterministic descriptor systems were used to find the Kalman filter
decomposition in [88]. We first provide a summary of the results given in [88] followed by an
algorithm for implementation. Let S(E,A,F,H) be a system with the inner space X. The following
sequences define the invariant subspaces of descriptor systems:
V0F : = Rn, Vi+1F := A
−1(EViF + Im(F))⊆ Rn, V∗F = limViB
R0F : = {0}, Ri+1H := E
−1(ARiH + Im(F))⊆ Rn, R∗F = limRiF
V0H : = Rn, Vi+1H := A
−1(EViH)∩ ker(H)⊆ Rn, V∗H = limViH
R0H : = {0}, Ri+1H := E
−1(ARiH)∩ ker(H)⊆ Rn, R∗H = limRiH
where, ViF ,V
i




H is an increas-
ing converging sequence of subspaces. We may further define the following subspaces:
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CF := R∗F ∩V∗F
CH := R∗H ∩V∗H
ŌH := V∗F +R
∗
H
These invariant spaces are useful in characterizing subspaces of X and several properties of
S(E,A,F,H). For example, V∗F represents the subspace of X that contains all admissible initial
conditions x0 on [0,∞). Similarly, R∗F represents the subspace of X that contains all possible final
conditions x j of the trajectories xk of S(E,A,F,H) on [0, j) that start with a zero initial condition
x0 = 0. The other spaces can reflect several useful properties of the general descriptor system. [88]
The reader is referred to [115] and the references there in for a tutorial on geometric analysis of
descriptor systems. We proceed by defining the following linear subspaces:
X1 := CF ∩ ŌH , Z1 := EX1 +AX1 (A.2)
Then we choose the subspaces Xi and Zi for i ∈ {2,3,4} as follows:
X1⊕X2 =CF
X1⊕X3 =ŌH
Z1⊕Z2 =ECF + Im(F)
Z1⊕Z3 =E(X1⊕X3)+A(X1⊕X3) = EŌH +AŌH
(A.3)





For i, j ∈ {1,2,3,4}, we need can find Q j : X j → X and Pj : Z→ Zi. Then we will have Ai, j :=
PiAQ j, Ei, j := PiEQ j, Bi := PiB, C j :=CQ j.
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Implementation of intersection of subspaces and pre-image of a subspace can be found in [79]
and [113] respectively. Matlab code for implementing both the Quasi-Triangular Kronecker de-
composition and the Kalman decomposition, which has been implemented part of this dissertation
work, can be downloaded from [89].
Listing A.1: Algorithm for finding a basis for the intersection of subspaces
f u n c t i o n [U, V,ANG]= i n t e r s e c t (A, B)
%F u n c t i o n f o r f i n d i n g t h e b a s i s f o r t h e space t h a t c o n t a i n s t h e
%i n t e r s e c t i o n o f two s u b s p a c e s ( A , B ) ( Golub , Van Loan 1996)
[m1 , p ]= s i z e (A) ;
[m2 , q ]= s i z e (B) ;
i f m1˜=m2





[m1 , p ]= s i z e (AA) ;
[m2 , q ]= s i z e (BB) ;




[QA,RA]= qr (AA, 0 ) ;
[QB, RB]= qr (BB, 0 ) ;
C=QA’∗QB;
[Y,ANG, Z]= svd (C , 0 ) ;
U=QA∗Y ( : , 1 : q ) ;
V=QB∗Z ; s =0;
f o r i =1 : s i z e (ANG, 1 )




i f s ˜=0
U=U ( : , 1 : s ) ;V=V ( : , 1 : s ) ;
e l s e
U= z e r o s (m1 , 0 ) ;
V= z e r o s (m2 , 0 ) ;
end
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APPENDIX B - PROOFS OF THEOREMS IN CHAPTER 5
We recall the following reformulation given in 3 for solving the unconstrained descriptor state
estimator objective 3.34 at time k = 1:
1
2
























Notice, that x̂sm1 depends on x2 and hence provides a smoothed like estimate when constraints (5.3)
are not taken into account. Note also that both P(−)1 and Γ
sm
1 are both symmetric positive definite
since P(+)1 and Q are symmetric positive definite.
Now the arrival cost term at time k = 1 can be obtained by minimizing (B.1) over x1. This can






where, z1 := Ax̂
(+)
1 − Bu1. By induction, subsequent measurement and time updates for k =
2, · · · ,T −1 will result in the arrival cost given by (5.7).
B.1 Proof of Theorem 5.35
In the following, it will be assumed that the detectability and stabilizability assumption given
in 3.27 and 3.28 are satisfied. As noted in Chapter 3, verifying detectability and stabilizability
using the matrix rank conditions may be difficult in practice. The alternative is to use Kalman
decomposition of descriptor systems given in Appendix A.
Definition B.70 Observer Asymptotic Stability[49]:
The Moving Horizon estimator (5.5), which results in finding the estimates x̂mh1 , · · · , x̂mhT , is an
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asymptotically stable observer for the system:
Exk+1 =Axk +Buk (B.4)
yk+1 =Hxk+1 (B.5)
if for any ε > 0, there corresponds a δ > 0 and a positive integer T̃ such that if ‖Ex1−Ax̂
(+)
0 −
Bu0‖ ≤ δ then ‖x̂mhT − x∗T‖ ≤ ε ∀T ≥ T̃ . Furthermore, x̂mhT → x∗T as T → ∞, where x∗T are the true
values of the state found by solving (B.4).
The presented proof is analogous to the proofs presented in [49] and in [10] for state space systems
and is extended to descriptor systems. We first make reference to stability results of the descriptor
Kalman filter given in [35]. We then find the limiting value of the arrival cost (5.9) based on
Kalman filter convergence which allows us to find an upper bound for the moving horizon cost
sequence {ĴmheT }. The limiting values of the moving horizon estimates x̂mhT are then sought followed
by application of Definition B.70.
Theorem B.71 [35]
Suppose that (5.1)-(5.2) is both detectable and stabilizable, then for any initial condition P(+)0  0,
the recursion for P(+)k converges exponentially fast to P
(+)
∞ which is the unique positive semi-
definite solution of the algebraic descriptor Riccati equation:
P(+)∞ =(E
T (AP(+)∞ A
T +Q)−1E +HT R−1H)−1 (B.6)
Furthermore, the steady state Kalman filter given by:
x̂(+)k+1 =LAx̂
(+)
k +LBuk +Kyk+1 (B.7)
L =P(+)∞ E
T (P(−)∞ )








Proof B.72 See Theorem 4.3 of [35] for proof of the general case when R ≥ 0 and when both wk
and vk are possibly correlated. Our less general case follows by setting R > 0 and S = 0 in the













which is consistent with equation (4.35) in [35].
Corollary B.73 The Kalman filter recursion (B.7) converges to the true value of the state x∗k when
wk = vk = 0.
Proof B.74 As shown in [35], the error dynamics can be expressed as:
x̃k+1 =LAx̃k +Lwk−Kvk (B.8)
where, x̃k = xk− x̂
(+)
k . Since LA is stable from Theorem 4.3 of [35], then x̃k → 0 as k→ ∞ when










T−N) = 0 (B.9)



















Lemma B.77 Let ĴmheT given by (5.5), then Ĵ
mh
T ≤ Z̄mhT−N(x∗T−N)
Proof B.78 Since the true state sequence x∗k is feasible, then: Ĵ
mh
T ≤ JmhT ({x∗k}TT−N). But since
Ex∗k+1−Ax∗k−Buk = 0 and yk−Hx∗k = 0 (assuming wk = vk = 0) then JmhT ({x∗k}TT−N)= Z̄mhT−N(x∗T−N)
and the result follows.
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From lemma (B.77) and corollary (B.75) we can write:
lim
T→∞





Hence from (B.10) and the above inequality, we can conclude that ‖x̂mhT − x̂
(+)
T ‖2P(+)T
→ 0 as T→∞.
Furthermore, since, P(+)k → P
(+)
∞ > 0 then x̂mhT → x̂
(+)
T and consequently x̂
mh
T → x∗T as T → ∞.
Applying the observer asymptotic stability definition B.70: we assume that the initial term
‖Ex1−Ax̂
(+)
0 −BuT‖ ≤ δ , where x̂
(+)
0 ∈ X, then ĴmhT ≤ δ 2. Consequently, from the convergence
result above we can find an ε such that ‖x̂mhT −xT‖ ≤ ε for all T ≥ T̃ . Furthermore, since x̂mhT → x∗T
as T → ∞ then the MHE is an asymptotically stable observer.
B.2 Proof of Theorem 5.40
Assuming the system is detectable and stabilizable, then the sequence Γsmk will converge to







−1 +AT Q−1A)−1 (B.11)
In other words, as bs,a(s+1)−1→ ∞, where a(s+1)−1≥ bs, and:
‖(Γsmbs+1)
−1Mcs‖2→‖(Γsm∞ )−1(Γsm∞ AT Q−1E)cs‖2
Hence, the stability of the matrix Γsm∞ A
T Q−1E is sufficient for the convergence of (5.25) to zero.
Let M := Γsm∞ A
T Q−1E, we can rewrite M as follows:
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M =((P(+)∞ )
−1 +AT Q−1A)−1AT Q−1E
=((P(+)∞ −P(+)∞ AT (Q+AP(+)∞ AT )−1AP(+)∞ )AT Q−1E
=P(+)∞ A
T Q−1E−P(+)∞ AT (P(−)∞ )−1AP(+)∞ AT Q−1E
=P(+)∞ A
T (I− (P(−)∞ )−1AP(+)∞ AT )Q−1E
=P(+)∞ A
T ((P(−)∞ )




We may now rewrite P(+)∞ in terms of M as follows:
(P(+)∞ )
















where, Q̄ =ET (P(−)∞ )
−1Q(P(−)∞ )
−1E +HT R−1H
Since (P(−)∞ )−1  0 and R−1  0 then Q̄ 0. Furthermore, since (P(+)∞ )−1  0 then by Lyaponov,
(B.12) implies that M is stable. Hence, the matrix norm sequence (5.24) converges to zero with
increasing value of the time gap cs and since:
‖(Γsm∞ )−1(Γsm∞ AT Q−1E)a(s+1)−1‖2
≤ ‖(Γsm∞ )−1‖2.‖(Γsm∞ AT Q−1E)a(s+1)−1‖2
and since Γsm∞ < ∞ the result follows.
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