Abstract Multiwavelets are the new addition to the body of wavelet theory. There are many types of symmetric multiwavelets such as GHM and CL. However, the matrix filters generating the GHM system multiwavelets do not satisfy the symmetric property. Apparently, GHM cannot solve the edge problem accurately. For this reason, this paper presents some formulas for constructing the symmetric orthogonal matrix filters, which leads the symmetric orthogonal multiwavelets (SOM). Moreover, we analyze the frequency property by vanishing moments and prefilter technology to get a good combining frequency property. To prove the good property of SOM in image compression application, we compared the compression effect with other writers' work, which was in published literature. Extensive experimental results demonstrate that our new symmetric orthogonal matrix filters combining with the prefilter technology and coefficient reorganization exhibit performance equal to, or in several cases superior to the GHM and CL symmetric multiwavelets.
The features such as compact support, orthogonality, symmetry, and high order vanishing moments are known to be important in signal processing. A scalar wavelet cannot possess all these properties at the same time but multiwavelets can.
The study of multiwavelets was initiated from Goodman, Lee and Tang in [7] . Then Goodman and Lee in [6] discovered the characterization of scaling functions and wavelets. In [10] Jia et al. constructed a class of continuous orthogonal double wavelets with symmetry, short support, and orthogonality. The special case of [10] with multiplicity 2 and support [0, 2] , was studied by Chui and Lian [2] . In [9] , Hong and Wu constructed a class of multiwavelets with multiplicity 4 and support [0, 2] . Generally, after the presenting of prefilter technique, multiwavelets with multiplicity 2 can be applied in image compression application successfully [3, 15, 16] .
The matrix filters of GHM were constructed by Geronimo, Hardin, and Massopust, and cannot solve the edge problem accurately in image coding for the matrix filters are not symmetric [5] . Though the matrix filters generating CL are symmetric, the construction of matrix filters suffer from the problem of a lack of universality. So we present some formulas for constructing a symmetric lowpass matrix filters at first. For scalar wavelets, the highpass filters are determined by an automatic way from the lowpass filters but it often fails here. The reason is that the lowpass filters are represented by matrices and they do not commute [14] . So we give some simple formulas to construct the highpass filters. For the complexity of constructing the lowpass and highpass filters, we focus only on the orthogonality but omit the good frequency property, which means that the highpass filters are equal to zero at w = 0. So a prefilter technique should be used to get a good combining frequency property.
In order to evaluate the performance of multiwavelets for image coding at low bit rate, efficient SPIHT coding of multiwavelet coefficients has been realized, accomplished with a suitable scanning strategy across scales and inside each detail subband. Multiwavelet coefficients are more suitable for performing compression than scalar wavelet coefficients, for multiwavelet transforms are able to pack a larger proportion of the image energy into the lower frequency subbands than scalar wavelet. Extensive experimental results demonstrate that the performance of our techniques is equal to, and in several cases even outperform that of the existing matrix filters. 
H k and G k are matrix conjugate quadrature filter (CQF). The orthogonal conditions now can be expressed as following
In [10] Jia et al. constructed a class of continuous orthogonal basis for L 2 (R) with symmetric-antisymmetric properties. In this subsection, we will consider matrix filters that generate orthogonal multiscaling functions 8 and multiwavelets y with symmetry. Here we discuss the case r = 2 and consider the situation where the first component of 8 and y are symmetric, whereas the second components are antisymmetric, then 8(x) = S8 (Ljx) where S = diag (1,j1) . Using this in the refinement function (1), we obtain
If we assume L = 2Nj1, N2Z, then 8 will have the desired symmetric property provided that H k = SH 2Nj1jk S. In this paper, we consider the case of r = 2, and N = 2. We can suppose the lowpass matrix filter H k for scaling function is given by
For example, the following H k satisfies the orthogonal conditions (3).
By symmetry, we have
, then we can check that H k and G k satisfy the orthogonal conditions (4) and (5) . When a = arcsin (j0.96), the figures of multiscaling functions 8 1 (t) and 8 2 (t), and multiwavelet functions y 1 (t) and y 2 (t) are illustrated in figure 1 . The multiscaling and multiwavelet functions of GHM and CL are illustrated in figures 2 and 3, respectively. For they are not smooth enough compared to SOM, their frequency spectrum is less of convergence and good time-frequency local properties that are emphasized by wavelet theory, even though combined with a prefilter as shown in figure 6 . In general, good time-frequency local properties are very useful for image coding, this motivated us to adopt SOM for the following simulation in Section 4.
Multiwavelet transform and prefilter technique

Prefilter technique
For the complexity of constructing the matrix filters we only consider the orthogonality but omit the good frequency property at first. By Eq. 7, G(w) is not a good highpass matrix filters for G(0) is not a 0 matrix. The decomposition result shown in figure 4b is not suitable for image compression. So we should present a prefilter technique to get a good lowpass and higpass frequency property. For GHM and CL, much research has been done [8, 17, 18] . As illustrated in figure 4c , with prefilter technique, we can get a good energy distribution after decomposition. A framework of decomposition and reconstruction combining with SOM and the corresponding prefilter is shown in figure 5 . In figure 5 , A 0 (w) and A 1 (w) are two components of the prefilter. To get good lowpass and highpass responses, when w = 0, we wish the components of H(w) and G(w) satisfy
By Eqs. 8 and 9, we have A 0 (0) = 1 and A 1 (0) = 1. We can also find this result not only suitable for SOM but also suitable for GHM and CL. To ensure reconstruct a decomposition signal completely, A 0 (w) and A 1 (w) also should satisfy the orthogonal condition
For many scalar wavelets satisfy Eq. 10, so they can be the candidates as a prefilter. There are four combining frequency components as shown in Eqs. 11 and 12. According to Eqs. 11 and 12, the frequency responses H 0 (w) and G 0 (w) of GHM, CL and SOM are illustrated in figure 6 . 
Multiwavelet coefficient reorganization
During a single level of decomposition using a scalar wavelet transform, a 2-D image data is replaced with four blocks corresponding to the subbands representing either lowpass or highpass filtering in each direction. The multiwavelets used here have two channels, so here will be two sets of scaling matrix coefficients and wavelets matrix coefficients. The first level multiwavelet decomposition subbands are shown in figure 7a. Scalar wavelets transforms give a single quarter-sized lowpass subband from the original larger one. In previous literature, multiwavelet decompositions are performed in the same way. The multiwavelet decomposition iterate on the lowpass coefficients from the previous decomposition, the L i L j subbands in figure 7a. In the case of scalar wavelets, the lowpass quarter image is a single subbands. However, when the multiwavelet transform is used, the lowpass coefficients is actually a 2 Â 2 block of subbands, one lowpass and three bandpasses. The next decomposition step will decompose the lowpass subbands
In this case, 2-level multiwavelet decomposition of a 2-D signal will produce 4(3 Â 2 + 1) subbands as illustrated in figure 7b .
The quantization method used to generate the result in this paper is the SPIHT [12] . SPIHT and other type of zero tree quantizers, such as SLCCA [1] and MRWD [13] , achieve good performance by exploiting the spatial dependency of the pixels, which in different subbands after scalar wavelet transform. The assumptions that the SPIHT quantizer makes about the relationship between subbands hold well for scalar wavelet, but they do not hold for multiwavelets for the multiwavelet transform destroying the parent-children relationship that SPIHT presumes as illustrated in figure 7c .
Examinations of the coefficients in a single level multiwavelet decomposition reveal that there generally exists a large amount of similarity in each 2 Â 2 blocks. To take advantage of the similarity, [11] presented a method to construct all the multiwavelet coefficients into several hierachical trees of a quarter sized pyramid in each 2 Â 2 blocks, called as multiwavelet hierarchical trees (MHT). It is obvious that Then we present a new scan and quantization method that allows multiwavelet decomposition to receive most of the benefits from a SPIHT quantizer. The basic idea is to try to restore the spatial features that SPIHT requires for optimal performance. This observation suggests the following procedure: riffle the coefficients in each 2 Â 2 blocks so that coefficients corresponding to the same spatial locations are placed together (see coefficients ABCD and EFGH in figure 8a and b). This reorganization procedure restores some of the spatial dependencies of pixels by moving those pixels that correspond to a particular part of an image to the position that they would have been located if a scalar wavelet decomposition had been performed. As a QMF-pyramid subband structure, the dependencies between ancestors and offspring are show in figures 8b and 9b. Then we obtain a pyramid liking structure of a four-level scalar wavelet decomposition. Moreover, it is compatible with a four-level scalar wavelet coder for a fair comparison. Though there are still a few areas of multiwavelet research that require further investigation for their successful applications, typically in image compression. Intuitively, it is observed that a multiwavelet transform can give higher energy compaction than scalar wavelet transform, despite Barbara image contains more detail texture as shown in figure 9 . We know that the more energy is compacted into the lower frequency subbands, the more efficiency can be gotten by SPIHT coding. SPIHT uses a regular tree structure or set-partitioned tree structure to approximate insignificant fields across subbands, zerotree can be effectively represented by its root symbol. It is apparent that each zerotree can be effectively represented by its root symbol. But a root node whether or not to establish a zerotree is dependent on its offspring. To a predefined threshold, if the root and its offspring are insignificant, then they can be included by a zerotree. Table 1 shows the energy distribution of Lenna image after multiwavelet transform. In Table 1 , subband 1 is the lowest frequency subband, and subbands 11, 12, and 13 are the highest frequency subbands. In the lowest frequency subband, the Mean of multiwavelet coefficients is about twice of that of scalar wavelet coefficients. But in the highest frequency subands 11, 12, and 13, the Mean of multiwavelet coefficients is about half of the Mean of scalar wavelet coefficients. SPIHT is proceeded followed multiwavelet transform, to a predefined threshold, many children nodes will be treated as an insignificant symbol. It is useful to establish a zerotree to enhance the coding efficiency. This reveals that the energy distribution coming from multiwavelet transform is more suitable for SPIHT coding than that coming from scalar wavelet transform. The reason of this phenomena can be explained with high order vanishing moments which the symmetric orthogonal multiwavelets possess. To some extent, we can say, the higher order vanishing moments are equal to the better frequency properties. The frequency spectrum of 8(x) is illustration in figure 10 . If the vanishing moments of 8(x) are of degree N, then we can verify the following statement is true when N Y V [4] .
4 Simulation experiments
Simulation results
The new symmetric orthogonal multiwavelets, prefilter and scan order are evaluated on four natural 512 Â 512 grayscale images, i.e., Lenna, Barbara, Boat and Goodhill.
For an accurate comparison, we have chosen a scalar wavelet for our experiment, an orthogonal and symmetric basis. Particularly, the following multiwavelet bases have been considered: GHM with the orthgonal approximation preserving prefilter, and CL with Haar transform matrix prefilter. Usually, the distortion is measured by peak signal to noise ratio. Computer simulations are presented for the four sample images in figure 11 . Table 2 shows the PSNR comparison on Lenna, Boat, Goldhill and Barbara image at different bit rates. Our coder consistently outperforms Bi9/7. Compared to Bi9/7, our coder gains 0.15 to 0.25 dB in PSNR on average. Then we first compare the results that come from comparing our SOM coder with GHM. For Barbara It is also noteworthy that symmetric multiwavelets can achieve good compression performance even though it has lower approximation order than both GHM and CL. So we can draw a conclusion that the approximation order and regularity are very important for some applications such as digital signal processing applications, but in image compression, the effect of approximation order and regularity is still unknown.
Computational expense
Moreover, there is one more critical problem of the work. What is the computational expense of applying multiwavelet and prefilter? Besides the PSNR, We should also compare the running time of image compression and decompression, because it is impractical to compress an image using 1 or 2 min. As shown in Table 3 , the compression and decompression time is listed at different bit rates. We also should point out that the prefilter is needed only for the first level multiwavelet decomposition. We find the time cost is very closer between multiwavelet and scalar wavelet transform coding.
Conclusions
Multiwavelets is an important development of wavelet theory for it solved the conflict between orthogonality and linear phase. Multiwavelets offer the advantage of combining symmetry, orthogonality, and short support, properties not mutually achievable with scalar wavelet system. For the special frequency response of the matrix filters, we introduce a new prefilter technique. In order to evaluate the performance of multiwavelets for image coding at low bit rate, efficient SPIHT coding of multiwavelets coefficients has been realized, accomplished with a suitable scanning strategy across scales and inside each detail subimage. Extensive experimental results demonstrate that the parent-children relationship is much natural between finer and coarser scales multiwavelet coefficients, and our Table 3 Comparison of time cost techniques exhibit performance equal to, or in several cases superior to the conventional scan and quantization methods. The further work should make a qualitative analysis why there is a strong dependency between parent and its children by their statistical characteristics, and why the property of image energy being compacted into lower frequency subbands caused by multiwavelet transform is better than that caused by scalar wavelet transform.
