A MapReduce algorithm can be described by a mapping schema, which assigns inputs to a set of reducers, such that for each required output there exists a reducer that receives all the inputs participating in the computation of this output. Reducers have a capacity that limits the sets of inputs they can be assigned. However, individual inputs may vary in terms of size. We consider, for the first time, mapping schemas where input sizes are part of the considerations and restrictions. One of the significant parameters to optimize in any MapReduce job is communication cost between the map and reduce phases. The communication cost can be optimized by minimizing the number of copies of inputs sent to the reducers. The communication cost is closely related to the number of reducers of constrained capacity that are used to accommodate appropriately the inputs, so that the requirement of how the inputs must meet in a reducer is satisfied. In this work, we consider a family of problems where it is required that each input meets with each other input in at least one reducer. We also consider a slightly different family of problems in which each input of a list, X, is required to meet each input of another list, Y , in at least one reducer. We prove that finding an optimal mapping schema for these families of problems is NP-hard, and present a bin-packing-based approximation algorithm for finding a near optimal mapping schema.
INTRODUCTION
MapReduce [Dean and Ghemawat 2004 ] is a programming system used for parallel processing of large-scale data. It has two phases, the map phase and the reduce phase. The given input data is processed by the map phase that applies a user-defined map function to produce intermediate data (of the form key, value ). Intermediate data is, then, processed by the reduce phase that applies a user-defined reduce function to keys and their associated values. The final output is provided by the reduce phase. A detailed description of MapReduce can be found in Leskovec et al. [2014, Chapter 2] .
Communication cost and reducer capacity. An important performance measure for MapReduce algorithms is the amount of data transferred from the mappers (the processes that implement the map function) to the reducers (the processes that implement the reduce function). This is called the communication cost. The minimum communication cost is, of course, the size of the desired inputs that provide the final output, since we need to transfer all these inputs from the mappers to the reducers at least once. However, we may need to transfer the same input to several reducers, thus, increasing the communication cost.
Depending on various factors of our setting, each reducer may process a larger or smaller amount of data. The amount of data each reducer processes however affects the wall clock time of our algorithms and the degree of parallelization. If we send all data in one reducer, then we have low communication (equal to the size of the data) but we have low degree of parallelization, and thus the wall clock time increases. Thus, the maximum amount of data a reducer can hold is a constraint when we build our algorithm.
Reducer capacity. We define reducer capacity to be the upper bound on the sum of the sizes of the values that are assigned to the reducer. For example, we may choose the reducer capacity to be the size of the main memory of the processor on which the reducer runs or we may arbitrarily set a low reducer capacity if we want high parallelization. We always assume in this article that all the reducers have an identical capacity, denoted by q.
There are various works in the field of MapReduce algorithms design (e.g., Karloff et al. [2010] , Ullman [2012] , , Goodrich [2010] , Pietracaprina et al. [2012] , and ) that investigate problems and/or build algorithms with minimum communication cost when the reducer size is bounded by the number of inputs that a reducer is allowed to hold. In this article, we consider for the first time problems where each input may have a different size and the reducer capacity is an upper bound on the sum of the sizes of the inputs in a reducer. Here, we investigate the problem where each input is required to meet in a reducer with any other input. We give now some examples where this problem may appear in practice.
Motivating examples. We present four examples.
Example 1.1 (Computing Common Friends
). An input is a list of friends. We have such lists for m persons. Each pair of lists of friends corresponds to one output, which will show us the common friends of the respective persons. Thus, it is mandatory that lists of friends of every two persons are compared. Specifically, the problem is: a list F = { f 1 , f 2 , . . . , f m } of m friends is given, and each pair of elements f i , f j corresponds to one output, common friends of persons i and j; see Figure 1 . Example 1.2 (Similarity-join). Similarity-join is an example of the A2A mapping schema problem that can be used to find the similarity between any two inputs, e.g., Web pages or documents. A set of m inputs (e.g., Web pages) WP = {wp 1 , wp 2 , . . . , wp m }, a similarity function sim (x, y) , and a similarity threshold t are given, and each pair of inputs wp x , wp y corresponds to one output such that sim(wp x , wp y ) ≥ t. It is necessary to compare all-pairs of inputs when the similarity measure is sufficiently complex that shortcuts like locality-sensitive hashing are not available. Therefore, it is mandatory that every two inputs (Web pages) of the given input set (WP) are compared. The similarity-join is useful in various applications, mentioned in Bayardo et al. [2007] , e.g., near-duplicate document detection, collaborative filtering, and query refinement for Web search.
Example 1.3 (The drug-interaction problem).
The drug-interaction problem is given in Ullman [2012] , where a list of inputs consists of 6,500 drugs and a drug i holds information about the medical history of patients who had taken the drug i. The objective is to find pairs of drugs that had particular side effects. In order to achieve the objective, it is mandatory that each pair of drugs is compared.
Example 1.4 (Skew join of two relations X(A, B) and Y (B, C)). The join of relations X(A, B) and Y (B, C)
, where the joining attribute is B, provides output tuples a, b, c , where (a, b) is in A and (b, c) is in C. One or both of the relations X and Y may have a large number of tuples with an identical B-value. A value of the joining attribute B that occurs many times is known as a heavy hitter. In skew join of X (A, B) and Y (B, C), all the tuples of both the relations with an identical heavy hitter should appear together to provide the output tuples.
In Figure 2 , b 1 is considered as a heavy hitter; hence, it is required that all the tuples of X (A, B) and Y (B, C) with the heavy hitter, B = b 1 , should appear together to provide the desired output tuples, a, b 1 , c (a ∈ A, b 1 ∈ B, c ∈ C), which depend on exactly two inputs.
Problem statements. We define two problems where exactly two inputs are required for computing an output.
-All-to-All problem. In the all-to-all (A2A) problem, a list of inputs is given, and each pair of inputs corresponds to one output. -X-to-Y problem. In the X-to-Y (X2Y) problem, two disjoint lists X and Y are given, and each pair of elements x i , y j , where x i ∈ X, y j ∈ Y, ∀i, j, of the lists X and Y corresponds to one output.
Computing common friends on a social networking site and the drug-interaction problem are examples of A2A problems. Skew join is an example of a X2Y problem.
A mapping schema defines a MapReduce algorithm. A mapping schema assigns input to reducers, so that no reducer exceeds the reducer capacity and all pairs of inputs (in A2A problem) or all pairs of X-to-Y inputs (in X2Y problem) meet in the same reducer. 1 The communication cost is a significant factor in the performance of a MapReduce algorithm. The communication cost comes with a trade-off in the degree of parallelism, as we mentioned. A mapping schema is optimal if there is no other mapping schema with a lower communication cost. In this article, we investigate how to construct optimal mapping schemas or good approximations of them.
Outline of article and our contribution. In this article, we investigate the problem of finding an optimal or near optimal mapping schema for the case we have inputs of different sizes.
-In Section 2, we warm up to the problem with discussing how the trade-offs appear.
-In Section 3, we prove that finding an optimal mapping schema is intractable.
-In Section 4, we present preliminary results and present one of our techniques to obtain near optimal mapping schemas. The technique is to do bin-packing first and collect inputs in bins, then treat bins as inputs, possibly all of equal size. -In Section 5, we present algorithms to construct optimal mapping schemas in certain cases where the inputs are all of equal size. -In Sections 6 and 8, we combine bin-packing and algorithmic techniques from Section 5 to build algorithms that construct mapping schemas that are good approximations to the optimal. For each algorithm, we argue in the end how good an approximation this is. -In Section 7, we extend the idea presented in Section 5.3 for equal size inputs. -In Sections 6 and 8, we only considered the case when there is no input of size > q 2 (remember we denote with q the reducer capacity). Thus, in Section 9, we investigate the case where there is an input of size > q 2 . We mainly use similar techniques as in Section 4. -So far we have investigated the A2A problem. In Section 10, we take the X2Y problem to provide algorithms for this too.
Related work. MapReduce was introduced by Dean and Ghemawat [2004] . Karloff et al. [2010] Lattanzi et al. [2011] . This technique removes some of nonessential data and results in fewer rounds than both the previous stated models [ Karloff et al. 2010; Goodrich 2010] . Essentially, the models, in Karloff et al. [2010] , Goodrich [2010] , and Lattanzi et al. [2011] , provide a way to simulate a large family of PRAM algorithms by MapReduce. present a model for MapReduce algorithms where an output depends on two inputs, and shows a trade-off between the communication cost and parallelism. In , the authors consider a case where each pair of inputs produces an output and presents an upper bound that meets the lower bound on the communication cost as a function of the number of inputs sent to a reducer. However, both in and , the authors regard the reducer capacity in terms of the number of inputs (assuming each input is of an identical size) sent to a reducer.
Our setting is closely related to the settings given by , but we allow the input sizes to be different. To the best of our knowledge, we for the first time do not restrict the input sizes to be identical. Thus, we consider a more realistic setting for MapReduce algorithms that can be used in various practical scenarios.
MAPPING SCHEMA AND TRADE-OFFS
Our system setting is an extension of the standard system setting for MapReduce algorithms, where we consider, for the first time, inputs of different sizes. In this section, we provide formal definitions and some examples to show the trade-off between communication cost and degree of parallelization.
Mapping schema. A mapping schema is an assignment of the set of inputs to some given reducers so that the following two constraints are satisfied: -A reducer is assigned inputs whose sum of the sizes is less than or equal to the reducer capacity q. -For each output, we must assign its corresponding inputs to at least one reducer in common.
A mapping schema is optimal when the communication cost is minimum. The number of reducers we use often is minimal for an optimal mapping schema but this may not always be the case. It is desirable to minimize the number of reducers too. We offer insight about communication cost and number of reducers uses in Examples 2.1 and 2.2.
Trade-offs. The following trade-offs appear in MapReduce algorithms and in particular in our setting: -A trade-off between the reducer capacity and the number of reducers. For example, large reducer capacity allows the use of a smaller number of reducers. -A trade-off between the reducer capacity and the parallelism. For example, if we want to achieve a high degree of parallelism, we set low reducer capacity. -A trade-off between the reducer capacity and the communication cost. For example, in the case reducer capacity is equal to the total size of the data, then we can use one reducer and have minimum communication (of course, this goes at the expense of parallelization).
In the subsequent subsections, we present the A2A mapping schema problem and the X2Y mapping schema problem with fitting examples and explain the trade-offs.
The A2A Mapping Schema Problem
An instance of the A2A mapping schema problem consists of a list of m inputs whose input size list is W = {w 1 , w 2 , . . . , w m } and a set of z identical reducers of capacity q. A solution to the A2A mapping schema problem assigns every pair of inputs to at least one reducer in common, without exceeding q at any reducer.
Example 2.1. We are given a list of seven inputs I = {i 1 , i 2 , . . . , i 7 } whose size list is W = {0.20q, 0.20q, 0.20q, 0.19q, 0.19q, 0.18q, 0.18q} and reducers of capacity q. In Figure 3 , we show two different ways that we can assign the inputs to reducers. The best we can do to minimize the communication cost is to use three reducers. However, there is less parallelism at the reduce phase as compared to when we use six reducers. Observe that when we use six reducers, then all reducers have a lighter load, since each reducer may have capacity less than 0.8q.
The communication cost for the second case (three reducers) is approximately 3q, whereas for the first case (six reducers) it is approximately 4.2q. Thus, in trade-off, in the three-reducers case, we have low communication cost but also lower degree of parallelization, whereas in the six-reducers case, we have high parallelization at the expense of the communication cost.
The X2Y Mapping Schema Problem
An instance of the X2Y mapping schema problem consists of two disjoint lists X and Y and a set of identical reducers of capacity q. The inputs of the list X are of sizes w 1 , w 2 , . . . , w m , and the inputs of the list Y are of sizes w 1 , w 2 , . . . , w n . A solution to the X2Y mapping schema problem assigns every two inputs, the first from one list, X, and the second from the other list, Y , to at least one reducer in common, without exceeding q at any reducer.
Example 2.2. We are given two lists, X of 12 inputs, and Y of 4 inputs (see Figure 4 ) and reducers of capacity q. We show that we can assign each input of the list X with each input of the list Y in two ways. In order to minimize the communication cost, the best way is to use 12 reducers. Note that we cannot obtain a solution for the given inputs using less than 12 reducers. However, the use of 12 reducers results in less parallelism at the reduce phase as compared to when we use 16 reducers.
In this article, we assume we have made a decision on the degree of parallelization we want (by setting the reducer capacity q).
In this section, we will show that the A2A and the X2Y mapping schema problems do not possess a polynomial solution. In other words, we will show that the assignment of two required inputs to the minimum number of identical-capacity reducers to find solutions to the A2A and the X2Y mapping schema problems cannot be achieved in polynomial time.
NP-Hardness of the A2A Mapping Schema Problem
A list of inputs I = {i 1 , i 2 , . . . , i m } whose input size list is W = {w 1 , w 2 , . . . , w m } and a set of identical reducers R = {r 1 , r 2 , . . . , r z } are an input instance to the A2A mapping schema problem. The A2A mapping schema problem is a decision problem that asks whether or not there exists a mapping schema for the given input instance such that every input, i x , is assigned with every other input, i y , to at least one reducer in common. An answer to the A2A mapping schema problem will be "yes," if for each pair of inputs ( i x , i y ), there is at least one reducer that holds them.
In this section, we prove that the A2A mapping schema problem is NP-hard in the case of z > 2 identical reducers. In addition, we prove that the A2A mapping schema problem has a polynomial solution to one and two reducers.
If there is only one reducer, then the answer is "yes" if and only if the sum of the input sizes m i=1 w i is at most q. On the other hand, if q < m i=1 w i , then the answer is "no." In case of two reducers, if a single reducer is not able to accommodate all the given inputs, then there must be at least one input that is assigned to only one of the reducers, and hence, this input is not paired with all the other inputs. In that case, the answer is "no." Therefore, we achieve a polynomial solution to the A2A mapping schema problem for one and two identical-capacity reducers.
We now consider the case of z > 2 and prove that the A2A mapping schema problem for z > 2 reducers is at least as hard as the partition problem. The proof appears in Appendix A.
NP-Hardness of the X2Y Mapping Schema Problem
Two lists of inputs, X = {i 1 , i 2 , . . . , i m } whose input size list is W x = {w 1 , w 2 , . . . , w m } and Y = {i 1 , i 2 , . . . , i n } whose input size list is W y = {w 1 , w 2 , . . . , w n }, and a set of identical reducers R = {r 1 , r 2 , . . . , r z } are an input instance to the X2Y mapping schema problem. The X2Y mapping schema problem is a decision problem that asks whether or not there exists a mapping schema for the given input instance such that each input of the list X is assigned with each input of the list Y to at least one reducer in common. An answer to the X2Y mapping schema problem will be "yes," if for each pair of inputs, the first from X and the second from Y , there is at least one reducer that has both those inputs.
The X2Y mapping schema problem has a polynomial solution for the case of a single reducer. If there is only one reducer, then the answer is "yes" if and only if the sum of the input sizes
then the answer is "no." Next, we will prove that the X2Y mapping schema problem is an NP-hard problem for z > 1 identical reducers. The proof appears in Appendix A.
APPROXIMATION ALGORITHMS: PRELIMINARY RESULTS
Since the A2A Mapping Schema Problem is NP-hard, we start looking at special cases and developing approximation algorithm to solve it. We propose several approximation algorithms for the A2A mapping schema problem that are based on bin-packing algorithms, selection of a prime number p, and division of inputs into two sets based on their sizes.
Each algorithm takes the number of inputs, their sizes, and the reducer capacity (see Table II ). The approximation algorithms have two cases depending on the sizes of the inputs, as follows:
(1) Input sizes are upper bounded by q 2 .
(2) One input is of size, say w i , greater than q 2 , but less than q, and all the other inputs have size less than or equal to q − w i . In this case, most of the communication cost comes from having to pair the large input with every other input.
Of course, if the two largest inputs are greater than the given reducer capacity q, then there is no solution to the A2A mapping schema problem because these two inputs cannot be assigned to a single reducer in common.
Parameters for analysis. We analyze our approximation algorithms on the following parameters of the mapping schema created by those algorithms:
(1) Number of reducers. This is the number of reducers used by the mapping schema to send all inputs to. (2) The communication cost, c. The communication cost is defined to be the sum of all the bits that are required, according to the mapping schema, to transfer from the map phase to the reduce phase. , and a reducer can hold inputs whose sum of the sizes is at most q, the number of reducers must be at least 
Bin-Packing-Based Approximation
Our general strategy for building approximation algorithms is as follows: we use a known bin-packing algorithm to place the given m inputs to bins of size
Assume that we need x bins to place m inputs. Now, each of these bins is considered as a single input of size q k for our problem of finding an optimal mapping schema. Of course, the assumption is that all inputs are of size at most q k , k ≥ 2. 
Algorithm 2: The first extension of the AU method
Algorithm 3: The second extension of the AU method
Bin-packing-based algorithm considering an input of size > q 2 9.1 (m − 1) · q + Approximation ratio: The ratio between the optimal communication cost and the communication cost obtained from an algorithm. Notations: s, sum of all the input sizes; q, the reducer capacity; m, the number of inputs; sum x , sum of input sizes of the list X; sum y , sum of input sizes of the list Y ; p, the nearest prime number to q; l > 2; k > 1. 
The second extension of the AU method q l , l > 2 and q is a prime number A non-optimal algorithm for the X2Y mapping schema problem Bin-packing-based algorithm, > q 2 Any number of inputs of any size Notations: w i and w j , the two largest size inputs of a list. p, the nearest prime number to q. w k , the largest input of a list X. w k , the largest input of a list Y .
First-Fit Decreasing (FFD) and Best-Fit Decreasing (BFD) [Coffman et al. 1997 ] are most notable bin-packing algorithms. FFD or BFD bin-packing algorithm ensures that all the bins (except only one bin) are at least half-full. There also exists a pseudopolynomial bin-packing algorithm, suggested by Karger and Scott [2008] , that can place the m inputs in as few bins as possible of certain size.
Example 4.2. Let us discuss in more detail the case k = 2. In this case, since the reducer capacity is q, any two bins can be assigned to a single reducer. Hence, the approximation algorithm uses at most
reducers, where x is the number of bin; see Figure 5 for an example.
For this strategy a lower bound on communication cost depends also on k as follows. . Since the total sum of the sizes is s, it is required to divide the inputs into at least x = sk q bins. Now, each bin can be considered as an identical-sized input.
Since a bin i is required to be sent to at least
reducers (to be paired with all the other bins), the sum of the number of copies of (x) bins sent to reducers is at least x
. We need to multiply this by q k (the size of each bin) to find the communication cost. Thus, we have at least
This communication cost in the above theorem, as expected, is larger than the one in Theorem 4.1, where no restriction in a specific strategy was taken into account.
Example 4.4 (Example for k = 2). Let us apply our strategy to the case where k = 2, i.e., we have the algorithm: (1) we do bin-packing to put the inputs in bins of size q 2 ; and (2) we provide a mapping schema for assigning each pair of bins to at least one reducer. Such a schema is easy and has been discussed in the literature (e.g., Ullman [2012] ).
FFD and BFD bin-packing algorithms provide an 11 9 · OPT approximation ratio [Johnson 1973 ], i.e., if any optimal bin-packing algorithm needs OPT bins to place (m) inputs in the bins of a given size · OPT bins of an identical size (to place the given m inputs). Since we require at most
reducers for a solution to the A2A mapping schema problem, the algorithm requires at most ( 11 9 · OPT) 2 /2 reducers.
Note that, here in this case, OPT does not indicate the optimal number of reducers to assign m inputs that satisfy the A2A mapping schema problem; OPT indicates the optimal number of bins of size . Since each bin is considered as a single input, we can assign every two bins to a reducer, and hence we require at most 
EQUAL-SIZED INPUTS OPTIMAL ALGORITHMS
As we explained, looking at inputs of same size makes sense because we imagine the inputs are being bin-packed into bins of size q k , for k ≥ 2 (using bin-packing-based algorithm; Section 4.1), and that once this is done, we can treat the bins themselves as things of unit size to be sent to the reducers. Thus, in this section, we will shift the notation so that all inputs are of unit size, and q is some small integer, e.g., 3.
In this section, we provide optimal algorithms for q = 2 (in Section 5.1) and q = 3 (in Section 5.2). provided an optimal algorithm for the A2A mapping schema problem where q is a prime number and the number of inputs is m = q 2 . We extend this algorithm for m = q 2 + q + 1 inputs (in Section 5.3), and this extension also meets the lower bound on the communication cost. We will generalize these three algorithms in Sections 6 and 7.
In this setting, by minimizing the number of reducers, we minimize communication since each reducer is more-or-less filled to capacity. So, we define -r(m, q) to be the minimum number of reducers of capacity q that can solve the allpairs problem for m inputs.
The following theorem sets a lower bound on r(m, q) and the communication cost for this setting. 
Reducer Capacity q = 2
Here, we offer a recursive algorithm and show that this algorithm does not only obtain the bound r(m, 2) ≤
, but it does so in a way that divides the reducers into m − 1 "teams" of m 2 reducers, where each team has exactly one occurrence of each input. We will use these properties of the output of this algorithm to build an algorithm for q = 3 in the next subsection. − 1 teams of A 2 , and "mix them up" in a rather elaborate way to form the m − 1 teams for A.
The recursive algorithm. We are given a list
Let the teams for A 1 and
}, respectively. We will form two kind of teams, teams of kind I and teams of kind II as follows:
Teams of kind I. We will form m 2 teams of kind I by taking one input from A 1 and one input from A 2 . For example, the first team for Ais
, h 1 )}, and so on. Teams of kind II. We will form the remaining m 2 − 1 teams having m 2 reducers in each. In teams of kind I, each pair (reducer) contains only inputs from one of the lists A 1 or A 2 . Now we produce pairs, with each pair having both inputs from A 1 or A 2 . In order to do that, we recursively divide A 1 into two sublists and perform the operation what we performed in the team of kind I. The same procedure is recursively implemented on A 2 .
Example 5.2. For m = 8, we form seven teams. First, we form teams of kind I. We divide eight inputs into two lists A 1 and A 2 . After that, we take one input from A 1 and one input from A 2 , and create four teams, see Figure 6 (a). Now, we recursively follow the same rule on each sublist, A 1 and A 2 , and create three remaining teams of kind II, see Figure 6 (b).
Actually in Figure 7 , the teams for this example are shown in non-bold face fonts (two in each triplet in Figure 7 , notice that they are from 1 to 8) in teams 1-7 in Figure 7 .
The following theorem is easy to prove. This works if the number of inputs is a power of two. We can use known techniques to make it work with good approximation in general.
Reducer Capacity q = 3
Here, we present an algorithm that constructs an optimal mapping schema for q = 3. Our recursive algorithm starts by taking the mapping schema constructed in previous subsection for q = 2. We showed there that for q = 2, we can not only obtain the bound
, but also we can do so in a way that divides the reducers into m − 1 teams of m 2 reducers in each team, where each team has exactly one occurrence of each input. Now, we split m inputs into two disjoint sets: set A and set B. Suppose m = 2n − 1. Set A has n inputs and set B has n − 1 inputs. We start with the n inputs in set A, and create n − 1 teams of n 2 reducers, each reducer getting two of the n inputs in A, by following the algorithm given in Section 5.1. Next, we add to all reducers in one team another input from set B. That is, in a certain team, we add to all n 2 reducers of this team a certain input from set B, and thus we form a triplet for each reducer.
Since there are n− 1 teams, we can handle another n− 1 inputs. This is the start of a solution for q = 3 and m = 2n− 1 inputs. To complete the solution, we add the reducers for solving the problem for the n − 1 inputs of the set B. That leads to the following recurrence:
We solve the recurrence for m a power of 2, and it exactly matches the lower bound of
. Moreover, notice that we can prove that this case is optimal either by proving that r(m, 3) = m(m − 1)/6 (as we did above) or by observing that every pair of inputs meets exactly in one reducer. This is easy to prove. Hence, the following theorem is proposed.
THEOREM 5.4. This algorithm constructs an optimal mapping schema for the reducer capacity 3.
Example 5.5. An example is shown in Figure 7 . We explained how this figure is constructed for q = 2 (the non-bold entries). Now, we use the algorithm just presented here to construct the 35 ( =15× 14 6 ) reducers. We explain below in detail how we construct these 35 reducers.
We are given 15 inputs (I = {1, 2, . . . , 15}). We create two sets, namely A of y = 8 inputs and B of x = 7 inputs, and arrange (y − 1) × y 2 = 28 reducers in the form of seven teams of four reducers in each team. These seven teams assign each input of the set A with all other inputs of the set A and all the inputs in the set B as follows. We pair every two inputs of the set A and assign them to exactly one of 28 reducers as we explained in Section 5.1. Once every pair of y = 8 inputs of the set A is assigned to exactly one of 28 reducers, then we assign the ith input of the set B to all the four reducers of (i − 8)th team. Thus, for ex ample, input 10 is assigned to the four reducers of Team 2. Now, these 28 reducers have seen that each pair of inputs from set A meet in at least one reducer and each pair of inputs, one from A and one from B meet in at least one reducer. Thus, it remains to build more reducers so that each pair of inputs (both) from set B meet. According to the recursion we explained, we break set B into sets A 1 and B 1 , of sizes 4 and 3, respectively, and we apply our method again. In particular, we create two sets, A 1 = {9, 10, 11, 12} of y 1 = 4 inputs and B 1 = {13, 14, 15} of x 1 = 3. Then, we arrange (y 1 − 1) × y 1 2 = 6 reducers in the form of three teams of two reducers in each team. We assign each pair of inputs of the set A 1 to these six reducers, and then ith input of the set B 1 to all the two reducers of a team, see Teams 8-10.
The last team is constructed so that all inputs in B 1 meet at the same reducers (since B 1 has only three elements and three is the size of a reducer, one reducer suffices for this to happen).
Open problem. Now the interesting observation is that if we can argue that the resulting reducers can be divided into reducers each (with each team having one occurrence of each input), then we can extend the idea to q = 4, and perhaps higher.
When q or q − 1 is a Prime Number
An algorithm to provide a mapping schema for the reducer capacity q, where q is a prime number, and m = q 2 inputs are suggested by . This method meets the lower bounds on the communication cost. We call this algorithm the AU method. For the sake of completeness, we provide an overview of the AU method. Interested readers may refer to .
The AU method. We divide the m inputs into q 2 equal-sized subsets (each with m q 2 inputs) that are arranged in a Q = q × q square. The subsets in row i and column j are represented by S i, j , where 0 ≤ i < q and 0 ≤ j < q. We now organize q(q + 1) reducers in the form of q + 1 teams of q players (or reducers) in each team. Note that the sum of sizes of the inputs in each row and column of the Q square is exactly q.
The teams are arranged from 0 to q, and the reducers are arranged from 0 to q − 1. We first arrange inputs to the team q. Since the sum of the sizes in each column of the P square is q, we place one column of the P square to one reducer of the team q. Now, we place the inputs to the remaining teams. We use modulo operation for the assignment of each subset to each team. The subset S i, j is assigned to a reducer r of each team t, 0 ≤ t < q, such that (i + tj)modulo q = r. An example for q = 3 and m = 9 is given in Figure 8 .
Total required reducers. The AU method uses q(q + 1) reducers, which are organized in the form of q + 1 teams of q reducers in each team, and the communication cost is q 2 (q + 1).
A simple extension of the AU method. Now, we can extend the AU method as follows: we can add q + 1 additional inputs, add one to each reducer and add one more reducer that has the q+1 new inputs. That gives us reducers of size q = q+1 and m = q 2 +q+1, or r(q 2 + q + 1, q + 1) = q(q + 1) + 1 = q 2 + q + 1. If you substitute m = q 2 + q + 1 and p = p + 1, you can check that this also meets the bound of r = m(m−1) q (q−1) . In Figure 9 , we show a mapping schema for this extension to the AU method for q = 4 and m = 14. In conclusion, in this section we have shown the following theorem. THEOREM 5.6. We can construct optimal mapping schemas for the following cases:
(1) q = 2; (2) q = 3; (3) q being a prime number and m = q 2 ; (4) q − 1 being a prime number and m = (q − 1) 2 + q, where q is the reducer capacity and m is the number of inputs.
Open problem: Can we generalize the last idea to get optimal schemas for more cases?
Approximation algorithms for the A2A mapping schemas problem. We can use the optimal mapping schemas of Section 5 to construct good approximation of mappings schemas in many cases. The general techniques, we will use in this section, move along the following dimensions/ideas: -Assuming that there are no inputs of size greater than q k , construct bins of size q k , and treat each of the bins as a single input of size 1 and assume the reducer capacity is k. Then, apply one of the optimal techniques of Section 5 to construct a mapping schema. These algorithms are presented in Sections 6 and 8. -Getting inspiration from the methods developed (or only presented -in the case of the AU method) in Section 5.3, we extend the ideas to construct good approximation algorithms for inputs that are all of equal sizes (see Sections 7.1 and 7.2).
Thus, in Sections 6-8, we will give several such techniques and show that some of them construct mapping schemas close to the optimal. To that end, we have already shown a schema based on bin-packing algorithms in Section 4.1.
GENERALIZING THE TECHNIQUE FOR THE REDUCER CAPACITY Q > 3 AND INPUTS OF SIZE
In this section, we will generalize the algorithm for q = 3 given in Section 5.2 and present an algorithm (Algorithm 1) for inputs of size less than or equal to q k and k > 3. For simplicity, we assume that k divides q evenly throughout this section. 
Algorithm 1A
We divide Algorithm 1 into two parts based on the value of k as even or odd. Algorithm 1A considers that k is an odd number. Pseudocode of Algorithm 1A is given in Appendix B. Algorithm 1A works as follows.
First, place all the given inputs, say m , to some bins, say m, each of size q k , k > 3 is an odd number. Thus, a reducer can hold an odd number of bins. After placing all the m inputs to m bins, we can treat each of the m bins as a single input of size one and the reducer capacity to be k. Now, it is easy to turn the problem to a case similar to the case of q = 3. Hence, we divide the m bins into two sets A and B, and follow a similar approach as given in Section 5.2.
Aside. Equivalently, we can consider q to be odd and the inputs to be of unit size. In what follows, we will continue to use q, which is an odd number, as the reducer capacity and assume all inputs (that are actually bins containing inputs) are of unit size.
Example 6.1. If q = 30 and k = 5, then we can pack given inputs to some bins of size 6. Hence, a reducer can hold five bins. Equivalently, we may consider each of the bins as a single input of size 1 and q = 5.
For understanding of Algorithm 1A, an example for q = 5 is presented in Figure 10 , where we obtain m = 23 bins (that are considered as 23 unit-sized inputs) after implementing a bin-packing algorithm to given inputs.
Algorithm 1A consists of six steps as follows:
(1) Implement a bin-packing algorithm: Implement a bin-packing algorithm to place all the given m inputs to bins of size q k , where k > 3 is an odd number and the size of all the inputs is less than or equal to . Now, each bin can be considered as an identical-sized input. According to the construction given in Algorithm 1A, there are at most g = 2x k−1 groups (derived inputs) of the given x bins. In order to assign each pair of the derived inputs, each derived input is required to assign to at most g − 1 reducers. In addition, the size of each input (bin) is q k , therefore, we have at most
Algorithm correctness. The algorithm correctness appears in Appendix B. Approximation factor. The optimal communication cost (from Theorem 4.3) is s (
, and the communication cost of the algorithm (from Theorem 6.3) is
Thus, the ratio between the optimal communication and the communication of our mapping schema is approximately 1 k−1 . 2 We suppose that u is a power of 2. In case u is not a power of 2 and u > q, we add dummy inputs each of size are less than or equal to d dummy inputs, then we use inputs of the set B in place of dummy inputs, and the set B will be empty. 3 The proof appears in Appendix A.
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Algorithm 1B
For the sake of completeness, we include the pseudocode of the algorithm for handling the case when k is an even number. We call it Algorithm 1B and pseudocode is given in Appendix C. In this algorithm, we are given m inputs of size less than or equal to q k and k ≥ 4 is an even number.
Similar to Algorithm 1A, Algorithm 1B first places all the m inputs to m bins, each of size q k , k > 2 is an even number. Thus, a reducer can hold an even number of bins. After placing all the m inputs to m bins, we can treat each of the m bins as a single input of size one and the reducer capacity to be k. Now, we easily turn this problem to a case similar to the case of q = 2. Hence, we divide the m bins into two sets A and B, and follow a similar approach as given in Section 5.1.
Example 6.4. If q = 30 and k = 6, then we can pack given inputs to some bins of size 5. Hence, a reducer can hold six bins. Equivalently, we may consider each of the bins as a single input of size 1 and q = 6.
Note. Algorithms 1A and 1B are based on a fact that how do we pack inputs in a well manner to bins of even or odd size. To understand this point, consider q = 30 and m = 46. For simplicity, we assume that all the inputs are of size 3. Now, consider k = 5, so we will use 23 bins each of size 6 and apply Algorithm 1A. On the other, consider k = 6, so we will use 46 bins each of size 5 and apply Algorithm 1B.
GENERALIZING THE AU Method
In this section, we extend the AU method (Section 5.3) to handle more than q 2 inputs, when q is a prime number, Algorithms 3 and 4. Recall that the AU method can assign each pair of q 2 inputs to reducers of capacity q. We provide two extensions: (1) take m = p 2 + p · l + l identical-sized inputs and assign these inputs to reducers of capacity p + l = q, where p is the nearest prime number to q, in Section 7.1, and (2) take m = q l inputs, where l > 2, and assign inputs to reducers of capacity q, in Section 7.2.
When We Consider the Nearest Prime to q
We provide an extension to the AU method that handles m = p 2 + p·l +l identical-sized inputs and assigns them to reducers of capacity p + l = q, where p is the nearest prime number to q. We call it the first extension to the AU method (Algorithm 2).
Algorithm 2: The First Extension of the AU Method. We extend the AU method by increasing the reducer capacity and the number of inputs. Consider that the AU method assigns p 2 identical-sized inputs to reducers of capacity p, where p is a prime number. We add l( p + 1) inputs and increase the reducer capacity to p + l (=q).
In other words, m identical-sized inputs and the reducer capacity q are given. We select a prime number, say p, that is near most to q such that p + l = q and p 2 + l( p + 1) ≤ m. Also, we divide the m inputs into two disjoint sets A and B, where A holds at most p 2 inputs and B holds at most l( p + 1) inputs. Algorithm 2 consists of 6 steps, where m inputs and the reducer capacity q are inputs to Algorithm 2, as follows:
(1) Divide the given m inputs into two disjoint sets: A of y = p 2 inputs and B of x = m− y inputs, where p is the nearest prime number to q such that p + l = q and (6) Use Algorithm 1A or 1B to make each pair of inputs of the set B, depending on the case of the value of q, which is either an odd or an even number, respectively.
Note that when we perform the above mentioned step 3, we assign each pair of inputs of the set A to p( p+ 1) reducers, and such an assignment uses p capacity of each reducer. Now, each of p( p + 1) reducers has q − p remaining capacity that is used to assign ith group of inputs of the set B. In this manner, all the inputs of the set A are assigned with all the m inputs.
Algorithm correctness. The algorithm correctness appears in Appendix D. When l = q − p equals to one, we have provided an extension of the AU method in Section 5.3, and in this case, we have an optimum mapping schema for q and m = q 2 + q + 1 inputs.
PROOF. In case of l > 1, a single reducer cannot be used to assign all the inputs of the set B. Since Algorithm 2 is based on the AU method, Algorithms 1A and 1B, we always use at most p( p + 1) + z reducers, where
) reducers are used to assign each pair of inputs of the set B based on Algorithm 1A or 1B (for the value of z, the reader may refer to Theorem 11 of the technical report of Afrati et al. [2015] ). Thus, the communication cost is at most qp( p + 1) + z , where z (= Approximation factor. The optimal communication cost using the AU method is q 2 (q+ 1). Thus, the difference between the communication of our mapping schema (q 2 (q + 1) + z , when assuming p is equal to q) and the optimal communication is z . We can see two cases, as follows:
(1) When q is large. Consider that q is greater than square or cube of the maximum difference between any two prime numbers. In this case, z will be very small, and we will get almost optimal ratio. (2) When q is very small. In this case, then z plays a role as follows: here, the number of inputs in the set B will be at most ( p+ 1)l < q 2 . Thus, the ratio becomes q/(q + 1).
For Input Size m = q l , where q is a Prime Number
We also provide another extension to the AU method that handles m = q l identicalsized inputs and assigns them to reducers of capacity q, where q is a prime number and l > 2. We call it the second extension to the AU method (Algorithm 3).
Algorithm 3:
The Second Extension of the AU Method. The second extension to the AU method (Algorithm 3) handles a case when m = q l , where l > 2 and q is a prime number. We present Algorithm 3 for m = q l , l > 2, inputs and the reducer capacity q, where q is a prime number. Nevertheless, m inputs that are less than but close to q l can also be handled by Algorithm 3 by adding dummy inputs such that m = q l , l > 2. Algorithm 3 consists of two phases, as follows. The first phase: creation of a bottom up tree. Here, we present a simple example for the bottom-up tree's creation for q = 3 and m = 3 4 ; see Figure 11 .
Example 7.2 (Bottom-up Tree Creation).
A bottom-up tree for m = q l = 3 4 identicalsized inputs and q = 3 is given in Figure 11 . Here, we explain how we constructed it.
The height of the bottom up tree is l − 1, and the last (l − 1)th level has m inputs in the form of The second phase: creation of an assignment tree. The assignment tree is created in a top-down fashion. Our objective is to assign each pair of inputs to a reducer, where inputs are arranged in the input columns of the bottom-up tree. If we can assign each pair of input columns (of the bottom-up tree) in the form of (q × q)-sized matrices, then the implementation of the AU method on each such matrices results in an assignment of every pair of inputs to reducers. Hence, we try to make pairs of all the input columns by creating a tree called the assignment tree.
Here, we present a simple assignment tree for m = 3 4 and q = 3 (see Figure 12 ).
Example 7.3 (Assignment Tree Creation).
The root node of the bottom-up tree becomes the root node the assignment tree. Recall that the root node of the bottom-up tree is a q × q matrix. First, consider the root node to understand the working of the AU method to create the assignment tree. Consider that each cell value of the root node jq that results in q(q + 1) matrices of size q × q, and these q(q + 1) matrices become child nodes of the root node. Now, we consider each such matrix separately and perform a similar operation as we did for the root node.
In this manner, the AU method creates (q(q + 1)) i−1 child nodes (that are matrices of size q × q) at ith level of the assignment tree, and they create (q(q + 1)) i child nodes (matrices of size q × q) at (i + 1)th level of the assignment tree.
Recall that there are m q input columns at (l −1)th level of the bottom-up tree that hold the original m inputs. The implementation of the AU method on each node (q × q-sized) matrix of (l − 2)th level of the assignment tree assigns each pair of input columns at (l − 1)th level of the assignment tree. Further the AU method's implementation on each matrix of (l−1)th level assigns every pair of the original inputs to q l ×(q+1) l−1 reducers at lth level, which have reducers in the form of (q(q + 1)) l−1 teams of q reducers in each team.
For m = 3 4 identical-sized inputs and q = 3, we take the root node of the bottom-up tree (Figure 11 ) that becomes the root node of the assignment tree. We implement the AU method on the root node and assign each pair of cell values (c (of the bottom-up tree). The AU method's implementation on each matrix of 3rd level assigns each pair of original inputs to reducers. For clarity, we are only showing all the matrixes and teams at levels 3 and 4, respectively.
The assignment tree uses the root node of the bottom up tree, and we implement the AU method on the root node that results in q(q + 1) child nodes at level two. Each child node is a q × q matrix, and the columns of all the q(q + 1) matrices provide all-pairs of the cell values of the root node matrix. At level i, the assignment tree has (q(q + 1))
nodes, see Figure 13 . The height of the assignment tree is l, where (l − 1)th level has all-pairs of input columns and lth level has a solution to the A2A mapping schema problem for m inputs.
Algorithm correctness. Algorithm 3 satisfies the following Lemma 7.4. PROOF. For a given m = q l , l > 2, the assignment tree has height l (Lemma 7.4), and (according to Algorithm 3) lth level has q × (q(q + 1)) l−1 reducers providing an assignment of each pairs of inputs. Hence, Algorithm 3 uses q(q(q + 1)) l−1 reducers, and the communication cost is at most q 2 × (q(q + 1)) l−1 .
LEMMA 7.4. The height of the assignment tree is l, and lth level of the assignment tree assigns each pairs of inputs to reducers.

Approximation factor. The optimal communication is
(see Theorem 5.1). Replacing m with q l we get q l (q l − 1)/(q − 1). Thus, the ratio between the optimal communication and the communication of our mapping schema is (q l − 1)/q(q − 1)(q + 1) l−1 . We can see the following two cases:
(1) When q is large. Then, we drop the constant 1 and the ratio is approximately equal to 1 q . (2) When q is very small compared to q l . Then, the ratio is q l /q(q − 1)(q + 1) l−1 . For q = 5, the inverse of the ratio is approximately (6/5) l−1 . This is already acceptable for practical applications if we think that the size of data is 5 l , thus l may as well be l = 9, in which case this ratio is approximately 4.3. For q = 2 and q = 3, we already have optimal mappings schemas. Our conjecture is that there are optimal schemas for q = 4 and q = 5 even by using the techniques developed and presented here.
Open problem: In this section, we provided two algorithms for two different cases extending the AU method. However, this is an open problem of finding good approximation algorithms for the subcases that are not covered here. 
A HYBRID ALGORITHM FOR THE A2A MAPPING SCHEMA PROBLEM
In the previous sections, we provide algorithms for different-sized and almost equalsized inputs. The hybrid approach considers both different-sized and almost equal-sized inputs together. The objective of the hybrid approach is to place inputs to two differentsized bins, and then consider each of the bins as a single input.
Specifically, the hybrid approach uses the previously given algorithms (bin-packingbased approximation algorithm) and Algorithms 1A, 1B, 2, and 3. We divide the given m inputs into two disjoint sets according to their input size, and then use the binpacking-based approximation algorithm and Algorithms 1A, 1B, 2, or 3 depending on the size of inputs. Algorithm 4. We divide m inputs into two sets A that holds the input i of size We present an example to illustrate Algorithm 4 in Figure 14 . Note that the use of . Further, the AU method, Algorithms 1, 2, or 3, assigns each pair of original inputs whose size is less than or equal to q 3 . Algorithm correctness. The algorithm correctness shows that every pair of inputs is assigned to reducers. Specifically, the algorithm correctness shows that each pair of the big inputs is assigned to reducers, each of the big inputs is assigned to reducers with each of the medium inputs, and each pair of the small inputs is assigned to reducers.
APPROXIMATION ALGORITHMS FOR THE A2A MAPPING SCHEMA PROBLEM WITH AN INPUT > Q /2
In this section, we consider the case of an input of size w i , q 2 < w i < q; we call such an input as a big input. Note that if there are two big inputs, then they cannot be assigned to a single reducer, and hence, there is no solution to the A2A mapping schema problem. We assume m inputs of different sizes are given. There is a big input and all the remaining m − 1 inputs, which we call the small inputs, have at most size q − w i . We consider the following three cases in this section:
(1) the big input has size w i , where 
The communication cost is dominated by the big input. We consider three different cases of the big input to provide efficient algorithms in terms of the communication cost, where the first two cases can assign inputs to almost an optimal number of reducers, which results in almost minimum communication cost. We use the previously given algorithms (bin-packing-based approximation algorithm) and Algorithms 1-4 to provide a solution to the A2A mapping schema problem for the case of a big input.
A simple solution is to use FFD or BFD bin-packing algorithm to place the small inputs to bins of size q − w i . Now, we consider each of the bins as a single input of size q − w i . Let x bins are used. We assign each of the x bins to one reducer with a copy of the big input. Further, we assign the small inputs to bins of size . In this case, we assume that the small inputs have at most q 3 size. We use FFD or BFD bin-packing algorithm, the AU method (Section 5.3), and Algorithms 2 and 3 (Section 7). We proceed as follows:
(1) First assign the big input with the small inputs.
(a) Use a bin-packing algorithm to place the small inputs to bins of size q 3
. Now, we consider each of the bins as a single input of size to assign each pair of the small inputs to reducers.
An example is given in Figure 15 , where we place the small inputs to nine bins of size q 3 and assign each of the bins to one reducer with a copy of the big input. Further, we implement the AU method on nine bins to assign each pair of the small inputs. . In this case, we assume that the small inputs have at most q 4 size. We use a bin-packing algorithm and Algorithm 1B (Sections 6). We proceed as follows: (1) First assign the big input with the small inputs.
The big input of size
(a) Use a bin-packing algorithm to place the small inputs to bins of size The big input of size 3q 4 < w i < q. In this case, we assume that the small inputs have at most q − w i size. In this case, we use a bin-packing algorithm and place the small inputs to bins of size q − w i . We then place each of the bins to one reducer with a copy of the big input. Note that we have not assigned each pair of small inputs. In order to assign each pair of small inputs, we use the bin-packing-based approximation algorithm (Section 4.1) or Algorithms 1-4 depending on size of the small inputs. PROOF. The big input i can share a reducer with inputs whose sum of the sizes is at most q − w i . In order to assign the input i with all the remaining m− 1 small inputs, it is required to assign a sublist of m − 1 inputs whose sum of the sizes is at most q − w i . If all the small inputs are of size almost q − w i , then a reducer can hold the big input and one of the small inputs. Hence, the big input is required to be sent to at most m− 1 reducers that results in at most (m − 1)q communication cost.
Also, each pair of all the small inputs is assigned to reducers (by first placing them to bins of size q 2 using FFD or BFD bin-packing algorithm). The assignment of all the small inputs results in at most 
AN APPROXIMATION ALGORITHM FOR THE X2Y MAPPING SCHEMA PROBLEM
We propose an approximation algorithm for the X2Y mapping schema problem that is based on bin-packing algorithms. Two lists, X of m inputs and Y of n inputs, are given. We assume that the sum of input sizes of the lists X, denoted by sum x , and Y , denoted by sum y , is greater than q. We analyze the algorithm on criteria (number of reducers and the communication cost) given in Section 4. We look at the lower bounds in Theorem 10.1, and Theorem 10.2 gives an upper bound from the algorithm. The bounds are given in Table I . Since the number of bits to be assigned to reducers is at least 2·sum x ·sum y q and a reducer can hold inputs whose sum of the sizes is at most q, the number of reducers must be at least
Bin-packing-based approximation algorithm for the X2Y mapping schema problem. A solution to the X2Y mapping schema problem for different-sized inputs can be achieved using bin-packing algorithms. Let two lists X of m inputs and Y of n inputs are given. The algorithm will not work when a list holds an input of size w i and the another list holds an input of size greater than q − w i , because these inputs cannot be assigned to a single reducer in common. Let the size of the largest input, i, of the list X is w i ; hence, all the inputs of the list Y have at most size q − w i . We place inputs of the list X to bins of size w i , and let x bins are used to place m inputs. Also, we place inputs of the list Y to bins of size q − w i , and let y bins are used to place n inputs. Now, we consider each of the bins as a single input, and a solution to the X2Y mapping schema problem is obtained by assigning each of the x bins with each of the y bins to reducers. In this manner, we require x · y reducers. ) bins are used to place inputs of the lists X and Y , respectively. Since each bin is considered as a single input, we can assign each of the x bins with each of the y bins at reducers, and hence, we require at most ) reducers, the replication of individual inputs of the list X (resp. Y ) is at most .
CONCLUSION
Two new important practical aspects in the context of MapReduce, namely differentsized inputs and the reducer capacity, are introduced for the first time. The capacity of a reducer is defined in terms of the reducer's memory size. We note that processing time is typically proportional to the memory capacity. All reducers have an identical capacity, and any reducer cannot hold inputs whose input sizes are more than the reducer capacity. We demonstrated the importance of the capacity aspect by considering two common mapping schema problems of MapReduce, A2A mapping schema problem -every two inputs are required to be assigned to at least one common reducer -X2Y mapping schema problem -every two inputs, the first input from a list X and the second input from a list Y -is required to be assigned to at least one common reducer. Unfortunately, it turned out that finding solutions to the A2A and the X2Y mapping schema problems that use the minimum number of reducers is not possible in polynomial time. On the positive side, we present near optimal approximation algorithms for the A2A and the X2Y mapping schema problems. Mapping schemes for the case of reducers with different capacities are left for future research. Nevertheless, there exists a reduction to our proposed algorithms that may yield a reasonable performance in some cases. In particular, we can consider a common divisor of all the non-identical reducer capacity as a unit-sized reducer capacity. Then, we can follow our proposed algorithms to solve problems while regarding non-identical reducer capacities. PROOF. The proof is by a reduction from the partition problem [Garey and Johnson 1979] that is a known NP-complete problem. The partition problem is defined as follows: given a set I = {i 1 , i 2 , . . . , i m } of m positive integer numbers, it is required to find two disjoint subsets, S 1 ⊂ I and S 2 ⊂ I, so that the sum of numbers in S 1 is equal to the sum of numbers in S 2 , S 1 ∩ S 2 = ∅ and S 1 ∪ S 2 = I.
We are given m inputs whose input size list is W = {w 1 , w 2 , . . . , w m }, and the sum of the sizes is s = 1≤i≤m w i . We add z − 3 additional inputs, ai 1 , ai 2 , . . . , ai z−3 , each of size s 2 . We call these new z − 3 (ai 1 , ai 2 , . . . , ai z−3 ) inputs the medium inputs. In addition, we add one more additional input, ai , of size (z−2)s 2 that we call the big input. Further, we assume that the reducer capacity is (z−1)s 2 . The proof proceeds in two steps: (1) we prove that in case the m original inputs can be partitioned, then all the inputs can be assigned to the z reducers such that every two inputs are assigned to at least one reducer, (2) we prove that in case the mapping schema for all the inputs over the z reducers is successful, then there are two disjoint subsets S 1 and S 2 of the m original inputs that satisfy the partition requirements. We can assume that if the sum is not divisible by 2, then the answer to the partition problem is surely "no," so the reduction of the partition problem to the A2A mapping schema problem is trivial.
We first show that if there are two disjoint subsets S 1 and S 2 of equal size of the m original inputs, then there must exist a solution to the A2A mapping schema problem. Recall that any of the reducers can hold a set of inputs whose sum of the sizes is at most can share the same reducer with only one medium input ai i (it could also share with original inputs). Thus, the big input, ai , and all the medium inputs are assigned to z − 3 reducers (out of the remaining z − 1 reducers). In addition, the remaining two reducers can be used for the following assignment: the first reducer is assigned the set S 1 and the big input, ai , and the second reducer is assigned the set S 2 and the big input, ai . The above assignment is a solution to the A2A mapping schema problem for the given m original inputs, the z − 3 medium inputs, and the big input using z reducers, see Figure 16 . Now, we show that a solution to the A2A mapping schema problem-for all the inputs over the z reducers-results in a partition of the m original inputs into two equal-sized blocks. We also show that in a solution to the A2A mapping schema problem, each of the m original inputs and every medium input, ai i , are assigned to exactly two reducers, and the big input, ai , is assigned to exactly z − 1 reducers. Recall that the total sum of the sizes is s + (z−3)s 2
. Due to the reducer capacity of a single reducer, all the inputs cannot be assigned to a single reducer; only a subset of the inputs, whose sum of the sizes is at most (z−1)s 2 , can be assigned to one reducer. Thus, each input is assigned to at least two reducers in order to be coupled with all the other inputs.
Moreover, the big input, ai , can share the same single reducer with only a sublist, S , whose sum of the sizes is at most s 2 . Hence, the big input, ai , is required to be assigned to at least z − 3 reducers in order to be paired with the medium inputs ai i . Furthermore, the big input, ai , can share the same reducer with a sublist of the m original inputs whose sum of the sizes is at most s 2 . This fact means that the big input, ai , must be assigned to two more reducers. On the other hand, all the medium inputs can share the same reducer with the original m inputs. Thus, here, the total reducer capacity occupied by all the inputs is 2 × 1≤i≤m w i + 2 × (z−3)s 2
, which is exactly the total capacity of all the z reducers. Thus, each of the m original inputs and each medium input ai i cannot be assigned more than twice, and hence, each is assigned exactly twice. In addition, the big input, ai , is assigned to exactly z−1 reducers. This fact also shows that all the reducers are entirely filled with distinct inputs. Thus, a solution to the A2A mapping schema problem yields partitions of the m original inputs to S 1 and S 2 blocks, where the sum of the input sizes of any block is exactly PROOF. The proof is by a reduction from the partition problem [Garey and Johnson 1979] that is a known NP-complete problem. We are given a list of inputs I = {i 1 , i 2 , . . . , i m } whose input size list is W = {w 1 , w 2 , . . . , w m }, and the sum of the sizes is s = 1≤i≤m w i . We add z − 2 additional inputs, ai 1 , ai 2 , . . . , ai z−2 , each of size s 2 . We call these new z − 2 (ai 1 , ai 2 , . . . , ai z−2 ) inputs the big inputs. In addition, we add one more additional input, ai , of size 1 that we call the small input. Further, we assume that the reducer capacity is 1 + s 2 . Now, the list I holds m + z − 1 inputs. For the X2Y mapping schema problem, we consider m original inputs and the z − 2 big inputs as a list X, and the small input as a list Y . A solution to the X2Y mapping schema problem assigns each of the m original inputs and each big input (of the list X) with the small input of the list Y .
The proof proceeds in two steps: (1) we prove that in case the m original inputs can be partitioned, then all the m original inputs, the z − 2 big inputs, and the small input can be assigned to the z reducers such that they satisfy the X2Y mapping schema problem, (2) in case the X2Y mapping schema problem is successful, then there are two disjoint subsets, S 1 and S 2 , of the m original inputs that satisfy the partition requirements.
We first show that if there are two disjoint subsets S 1 and S 2 of equal size of the m original inputs, then there must exist a solution to the X2Y mapping schema problem. Recall that any of the reducers can hold a set of inputs whose sum of sizes is at most 1 + s 2 , and the sum of the sizes of the new z − 2 big inputs is exactly s 2 . Hence, the small input, ai , of size 1 and each big input, ai i , can be assigned to z − 2 reducers (out of the z reducers), and this assignment uses 1 + s 2 capacity, which is exactly the capacity of any reducer. In addition, the remaining two reducers can be used for the following assignment: the first remaining reducer is assigned the set S 1 and the small input, ai , and the second remaining reducer is assigned the remaining original inputs, S 2 , and the small input, ai . The above assignment is a solution to the X2Y mapping schema problem (for the given m+ z − 2 inputs of the list X and the one input of the list Y using z reducers, see Figure 17 ). Now, we prove the second claim that a solution to the X2Y mapping schema problem results in a partition of the m original inputs into two equal-sized blocks. Recall that the total sum of the sizes is s + (z−2)s 2
+ 1. Due to the reducer capacity of a single reducer, all the inputs cannot be assigned to a single reducer; only a sublist of the inputs, whose sum of the sizes is at most 1 + s 2 , can be assigned to a single reducer. We show that the small input, ai , must be assigned to all the z reducers. The small input, ai , of size one can share the same single reducer with only a subset, S , whose sum of the sizes is at most s 2 . Hence, the small input, ai , is required to be assigned to z − 2 reducers (out of z reducers) in order to be paired with all the big inputs ai i , and the remaining two reducers in order to be paired with all the m original inputs. This fact results in that a solution to the X2Y mapping schema problem yields partitions of the m original inputs to S 1 and S 2 blocks, where the sum of the input sizes of any block is exactly s 2 . Therefore, if there is a polynomial-time algorithm to construct the mapping schema, where every input of one list is required to be paired with every other input of another list, then the mapping schema finds the partitions of the m original inputs in polynomial time. PROOF. The proof is by induction on i. Basis case. For i = 1, we have u = 2 inputs, and we can assign them to a team of one reducer of capacity q. Hence, Lemma 6.2 holds for (i = 1) two inputs.
Inductive step. Assume that the inductive hypothesis-there is a solution for u = 2
inputs, where all-pairs of u = 2 i−1 inputs are assigned to 2 i−1 − 1 teams of 2 i−2 reducers in each team and have the team property (each team has one occurrence of each input, which we will prove in algorithm correctness)-is true. Now, we can build a solution for u = 2 i inputs, as follows:
(a) divide u = 2 i inputs into two groups of 2 i−1 inputs in each group; (b) recursively create teams for each of the two groups; (c) create some of the teams for the 2 i inputs by combining the jth team from the first group with the jth team from the second group. Since by the inductive hypothesis we have a solution for u = 2 i−1 inputs, we can assign inputs of these two groups to 2 · (2 i−1 − 1) teams of 2 i−2 reducers in each team. And, by combining jth, where j = 1, 2, . . . , (2 i−1 −1), teams of each group, there are 2 i−1 −1 teams of 2 i−1 reducers in each team; see Teams 5-7 for eight inputs in Figure 7 ; (d) create 2 i−1 additional teams that pair the inputs from the first group with inputs from the second group. In each team, the jth input from the first group is assigned to the jth reducer. In the first team, the jth input from the second group is also assigned to the jth reducer. In subsequent teams, the assignments from the second group rotate, so in the tth team, the jth input from the second group is assigned to reducer k + j − (2 i−1 − 1)(modulo2 i−1 ); see Teams 1-4 for eight inputs in Figure 7 .
By steps (c) and (d), there are total 2 Note that functions 2 step odd q (lower, upper) , Assignment(lower, mid, upper) , and value b (lower, t, mid, upper) take two common parameters, namely lower and upper, where lower is the first derived input and upper is the last derived input (i.e., uth group) at the time of the first call to functions, line 3. Once all-pairs of the derived inputs are assigned to reducers, line 11, function Assign input f rom B (T eam[]) assigns ith input of the set B to all the u 2 reducers of ith team, lines 17 and 18. After that, Algorithm 1A is invoked over inputs of the set B to assign each pair of the remaining inputs of the set B to reducers until every pair to the remaining inputs is assigned to reducers.
The algorithm correctness proves that every pair of inputs is assigned to reducers. Specifically, we prove that all those pairs of inputs, i, j and i , j , of the set A are assigned to a team whose i = i and j = j (Claim B.1). Then that all the inputs of the set A appear exactly once in each team (Claim B.2). We then prove that the set B holds x ≤ y − 1 inputs, when q = 3 (Claim B.3). At last we conclude in Theorem B.4 that Algorithm 1A assigns each pair of inputs to reducers.
Note that we are proving all the above mentioned claims for q = 3; the cases for q > 3 can be generalized trivially where we make u = [value b(a, t, mid, upper)] 12 Function value b(a, t, mid, upper) and i , j to two different teams t 1 and t 2 , (note that teams are also selected based on the value of t, (y − 2 · mid + 1) + t, see line 11 of Algorithm 1A, where for q = 3, we have u = y). Suppose now that i = i and j = j , where i, j and i , j must be assigned to two different teams. In this case, we also have two different values of t, and hence two different t values assign i, j and i , j to two different teams ((y − 2 · mid + 1) + t, line 11 of Algorithm 1A).
Hence, it is clear that pairs i, j and i , j , where i = i and j = j , are assigned to a team. PROOF. Since a pair of inputs of the set A requires at most q − 1 capacity of a reducer and each team holds all the inputs of the set A, an input from the set B can be assigned to all the reducers of the team. In this manner, all the inputs of the set A are also paired with an input of the set B. Since there are y − 1 teams and each team is assigned an input of the set B, the set B can hold at most x ≤ y − 1 inputs. THEOREM B.4. Algorithm 1A assigns each pair of the given inputs to at least one reducer in common.
PROOF. We have (y − 1) y 2 pairs of inputs of the set A of size q − 1, and there are the same number of reducers; hence, each reducer can hold one input pair. Further, the remaining capacity of all the reducers of each team can be used to assign an input of B. Hence, all the inputs of A are paired with every other input and every input of B (as we proved in Claims B.2 and B.3). Following the fact that the inputs of the set A are paired with all the m inputs, the inputs of the set B is also paired by following a similar procedure on them. Thus, Algorithm 1A assigns each pair of the given m inputs to at least one reducer in common. We show that every pair of inputs is assigned to reducers. Specifically, Algorithm 1B satisfies two claims, as follows. We do not prove Claims C.1 and C.2. Note that Claim C.1 follows Claims B.1, where Claims B.1 shows that all the pairs of inputs of the set A (in case q = 3) and all the pairs of derived inputs of the set A (in case q > 3) i, j and i , j , where i = i or j = j are assigned to a team. Also, Claim C.2 follows Claim B.2, where Claim B.2 shows that all the inputs of the set A appear in each team only once, whereas in case of Algorithm 1B the set A is considered as a set of m inputs. THEOREM C.3. Algorithm 1B assigns each pair of the given inputs to at least one reducer in common.
PROOF. Since there are the same number of pairs of the derived inputs and the number of reducers, it is possible to assign one pair to each reducer that results in all-pairs of the m inputs.
D. CORRECTNESS OF ALGORITHM 2
The correctness shows that all-pairs of inputs are assigned to reducers. Specifically, we show that each pair of inputs of the set A is assigned to p( p + 1) reducers that use only p capacity of each reducer (Claims D.1 and D.2). Then, we prove that the set B holds x ≤ m − p 2 inputs. At last we conclude that Algorithm 2 assigns each pair of inputs to reducers. PROOF. There are p + 1 teams of p reducers in each team, and inputs of the set A use q − p capacity of each of the reducers. Hence, each reducer can hold q − p additional unit-sized (almost identical-sized) inputs. Since inputs of the set A appear in each team (Claim D.2), an assignment of q − p additional unit-sized inputs to all the reducers of a team provides pairs of all the inputs of the set A with additional inputs. In this manner, p+ 1 teams, which hold p 2 inputs of the set A, can hold at most ( p+ 1) × (q − p) additional inputs. Since p 2 < m ≤ p 2 + ( p + 1) × (q − p), the set B can hold x ≤ m − p 2 inputs.
THEOREM D.4. Algorithm 2 assigns each pair of inputs to reducers.
We are not proving Theorem D.4 here. The proof of Theorem D.4 considers the fact that all the inputs of the set A are paired with each other using the AU method, and they are also paired with all the remaining inputs of the set B. Further, inputs of the set B will be paired with each other by using Algorithm 1A or 1B (Theorems B.4 or C.3).
