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BISYNCHRONOUS GAMES AND FACTORIZABLE MAPS
VERN I. PAULSEN AND MIZANUR RAHAMAN
Abstract. We introduce a new class of non-local games, and corre-
sponding densities, which we call bisynchronous. Bisynchronous games
are a subclass of synchronous games and exhibit many interesting sym-
metries when the algebra of the game is considered. We develop a close
connection between these non-local games and the theory of quantum
groups which recently surfaced in studies of graph isomorphism games.
When the number of inputs is equal to the number of outputs, we prove
that a bisynchronous density arises from a trace on the quantum per-
mutation group.
Each bisynchronous density gives rise to a completely positive map
and we prove that these maps are factorizable maps.
1. Introduction
Recent results have shown that there is a close connection between densi-
ties that correspond to perfect strategies for the graph isomorphism game,
introduced by [1], and traces on quantum permutation groups [11, 10, 2].
In this paper, we identify a property of the graph isomorphism game, which
we call bisynchronicity and prove that any game or conditional probabil-
ity density p(a, b|x, y) that has this property is connected with traces on
the quantum permutation group. In addition, we prove that each such
density p(a, b|x, y) gives rise to a map that is factorizable in the sense of
Anatharaman-Delaroche[3] as studied by Haagerup and Musat[5].
We begin by briefly recalling the theory and definitions of non-local games
and introducing the games that we shall call bisynchronous. In section 2, we
prove some basic properties about bisynchronous games and bisynchronous
conditional probability densities. In section 3, we look at properties of the
completely positive map associated with a bisynchronous density. Then in
section 4, we turn our attention to the relation between these densities and
factorizable maps.
1.1. Definitions of games and strategies. By a two-person finite input-
output game we mean a tuple G = (IA, IB , OA, OB , λ) where IA, IB , OA, OB
are finite sets and
λ : IA × IB ×OA ×OB → {0, 1}
is a function that represents the rules of the game, sometimes called the pred-
icate. The sets IA and IB represent the inputs that A and B can receive.
These are often thought of as the questions that they can be asked. The sets
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OA and OB , represent the outputs that Alice and Bob can produce, respec-
tively, often thought of as the possible answers that they can give. When
λ(x, y, a, b) = 1, then A and B are considered to have given a satisfactory
pair of answers, a, b to the questions x, y, and when λ(x, y, a, b) = 0 then
the answer is considered to be ”wrong” or unsatisfactory.
For each round of the game, the Referee(sometimes also called the verifier)
selects a pair (x, y) ∈ IA×IB, gives Alice x and Bob y, and they then produce
outputs (answers), a ∈ OA and b ∈ OB , respectively. They win the round if
λ(x, y, a, b) = 1 and lose otherwise. A and B know the sets and the function
λ and cooperate before the game to produce a strategy for providing outputs,
but while producing outputs, A and B only know their own inputs and are
not allowed to know the other person’s input. Each time that they are given
an input and produce an output is referred to as a round of the game.
These games are memoryless, in the sense that if they receive the same
input pair (x, y) on two different rounds, then there is no requirement that
they produce the same output pair for both rounds.
Such a game is called synchronous provided that: (i) A and B have the
same input sets and the same output sets, which we denote by I and O,
respectively, and (ii) λ satisfies:
∀v ∈ I, λ(v, v, a, b) =
{
0 a 6= b
1 a = b
.
That is, whenever Alice and Bob receive the same inputs then they must
produce the same outputs. To simplify notation we write a synchronous
game as G = (I,O, λ).
The concept of a synchronous game was introduced in [18], where it was
recognized that many games arising from graph theory share this property.
A graph G is specified by a vertex set V (G) and an edge set E(G) ⊆
V (G) × V (G), satisfying (v, v) /∈ E(G) and (v,w) ∈ E(G) =⇒ (w, v) ∈
E(G).
Given two graphs G and H, a graph homomorphism from G to H is a
function f : V (G) → V (H) with the property that (v,w) ∈ E(G) =⇒
(f(v), f(w)) ∈ E(H). The graph homomorphism game fromG toH, denoted
Hom(G,H) has inputs IA = IB = V (G) and outputs OA = OB = V (H).
They win provided that whenever Alice and Bob receive inputs that are an
edge in G, then their outputs are an edge in H and that whenever Alice and
Bob receive the same vertex in G they produce the same vertex in H. For
any pair of graphs, this is a synchronous game.
Finally, it is not difficult to see that if Kc denotes the complete graph on
c vertices then a graph homomorphism exists from G to Kc if and only if
G has a c-coloring. This is because any time (v,w) ∈ E(G) then a graph
homomorphism must send them to distinct vertices in Kc. Similarly, a
graph homomorphism exists from Kc to G if and only if G contains a c-
clique, i.e., a subset of c vertices that are all mutually connected. A set of
3vertices in a graph G is independent if there are no vertices connecting the
vertices. Finding an independent set of size c is the same as finding a graph
homomorphism from Kc to the graph complement G, i.e., the graph with
the same vertices but the complementary edge relation.
Definition 1.1. We call a synchronous game G = (I,O, λ) bisynchronous
provided that, whenever x 6= y, then λ(x, y, a, a) = 0.
Thus, a game is bisynchronous provided that A and B have the same ques-
tion and answer sets and whenever A and B receive the same question they
must give the same answer and whenever they receive different questions,
then they must give different answers.
It is not hard to see that Hom(G,Kc) need not be bisynchronous, since
two distinct vertices could be given the same colour. The game Hom(Kc, G)
is bisynchronous, since whenever a pair of vertices in Kc are not equal they
are connected and so the output pair must be connected in G, and hence not
equal, since we do not allow loops. Thus, the game for determining colouring
number is not bisynchronous, while the games for determining clique and
independence numbers are bisynchronous.
The graph isomorphism game from G to H, denoted Iso(G,H) was in-
troduced in [1]. It is a synchronous game whose input and output sets are
the same and are both the disjoint union of V (G) and V (H). We refer to
[1] for the list of rules. But one rule, in particular, says that the relation
between any pair of inputs (v,w) and outputs (a, b) must be the same. Here,
relation refers to whether the pair belongs to the same graph or not and if
they belong to the same graph, then they are either equal or form an edge.
Thus, the graph isomorphism game is bisynchronous, because if two input
vertices are not equal, then the output vertices must not be equal either.
A random strategy for a two person finite input-output game can be iden-
tified with a conditional probability density p(a, b|x, y), which represents the
probability that, given inputs (x, y) ∈ IA × IB, A and B produce outputs
(a, b) ∈ OA ×OB . Thus, p(a, b|v,w) ≥ 0 and for each (v,w),∑
a∈OA,b∈OB
p(a, b|v,w) = 1.
Given a game G, a random strategy is called perfect if
λ(x, y, a, b) = 0 =⇒ p(a, b|x, y) = 0, ∀(x, y, a, b) ∈ IA × IB ×OA ×OB .
Thus, a perfect strategy has probability 0 of producing a ”wrong” answer.
In order for p(a, b|x, y) to be a perfect strategy for a synchronous game
it must satisfy p(a, b|x, x) = 0 whenever a 6= b. Such densities were called
synchronous in [18] where they were proven to arise as traces on certain
C*-algebras.
Definition 1.2. We shall call a conditional probability density p(a, b|x, y), x, y ∈
I, a, b ∈ O bisynchronous, provided that p(a, b|x, x) = 0, ∀a 6= b and
p(a, a|x, y) = 0, ∀x 6= y.
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Thus, the bisynchronous densities are a subset of the synchronous densi-
ties.
These conditional probability densities can belong to several different sets
of densities.
Definitions of these various sets of probability densities, including loc, q,
qa, qc, vect, nsb can be found in [15, Section 6] or [18], so we will avoid
repeating them here. We only remark that for t ∈ {loc, q, qa, qc, vect, nsb}
we use Ct to denote the corresponding set of conditional probabilities. It is
known that
Cloc ( Cq ⊆ Cqa ⊆ Cqc ( Cvect ( Cnsb.
The sets Cq, Cqa and Cqc represent three potentially different mathemat-
ical models for the set of all probabilities that can arise as outcomes from
entangled quantum experiments. The question of whether or not Cqa = Cqc
for any number of experiments and any number of outputs is known to be
equivalent to Connes’ embedding conjecture due to results of [16].
When we want to emphasize that the densities have n inputs and k out-
puts, we will write Ct(n, k). We will let C
bs
t (n, k) and C
s
t (n, k) denote the
subsets of Ct(n, k) consisting of bisynchronous and synchronous densities,
respectively. Thus, we have that
Cbst (n, k) ⊆ C
s
t (n, k) ⊆ Ct(n, k).
We say that p(a, b|x, y) is a perfect t-strategy for a game provided that it
is a perfect strategy that belongs to the corresponding set Ct of probability
densities.
Remark 1.3. There is a way that every synchronous game can be made
into a bisynchronous game. Given a synchronous game G = (I,O, λ) we
obtain a bisynchronous game simply by demanding that the players also
return the question. Formally, let G = (I,O, λ) where O = I ×O and
λ(x, y, (x′, a), (y′, b)) = λ(x, y, a, b)δx,x′δy,y′ ,
where δz,w is the Dirac delta function. Now it is easily seen that this game
is bisynchronous.
1.2. The Algebra of a synchronous game. In [15, 17, 7] the concept
of the *-algebra of a synchronous game A(G) was introduced and studied.
Given a game G = (I,O, λ), its algebra A(G) is the unital *-algebra with
generators {ex,a : x ∈ I, a ∈ O} and relations
• ex,a = e
2
x,a = e
∗
x,a, ∀x ∈ I, a ∈ O,
•
∑
a ex,a = 1, ∀x ∈ I,
• λ(x, y, a, b) = 0 =⇒ ex,aey,b = 0.
It was proven that the existence of various types of perfect strategies for
the game were equivalent to the existence of various types of representations
of this algebra. In addition, we say that G has a perfect C*-strategy provided
that there exists a unital *-homomorphism π : A(G) → B(H) for some
5Hilbert space H, we call such a map a representation of A(G) on H. We say
that G has a perfect A∗-strategy provided that A(G) 6= (0).
In [2] two synchronous games G1,G2 were called *-equivalent if there ex-
isted unital *-homomorphisms π : A(G1) → A(G2) and ρ : A(G2) → A(G1).
It follows from [2, Proposition 5.3] that if G1 and G2 are *-equivalent, then
G1 has a perfect t-strategy if and only if G2 has a perfect t-strategy, for
t ∈ {loc, q, qa, qc, C∗, A∗}.
We now show that the bisynchronous game G obtained from a synchronous
game G as in Remark 1.3 is *-equivalent to G. Hence, G will have a perfect
t-strategy for t ∈ {loc, q, qa, qc, C∗, A∗} if and only if G has a perfect t-
strategy.
To see this claim note that the algebra of G will have generators ex,(x′,a), x, x
′ ∈
I, a ∈ O satisfying
• ex,(x′,a) = e
∗
x,(x′,a) = e
2
x,(x′,a), ∀x, x
′ ∈ I, a ∈ O
•
∑
(x′,a) ex,(x′,a) = 1, ∀x
• λ(x, y, (x′, a), (y′, b)) = 0 =⇒ ex,(x′,a)ey,(y′,b) = 0.
From this it follows that if x 6= x′ then for any y,
ex,(x′,a) =
∑
(y′,b)
ex,(x′,a)ey,(y′,b) = 0.
Setting fx,a = ex,(x,a), we see that these elements generate A(G) and satisfy
the same relations as the canonical generators ex,a of A(G). Thus, the map
fx,a → ex,a defines to a *-algebra isomorphism of A(G) onto A(G).
A similar proof, working with densities, shows that G has a perfect non-
signalling strategy if and only if G has a perfect non-signalling strategy.
Thus, in a certain sense, we can always reduce the study of synchronous
games to bisynchronous games. However, our strongest results about bisyn-
chronous games requires that the number of inputs be equal to the number
of outputs and this property will never be satisfied by the bisynchronous
game G obtained in this fashion, except in the trivial case of one output
games.
2. Properties of Bisynchronous games and bisynchronous
correlations
Let G = (I,O, λ) be bisynchronous, set |I| = n, |O| = k and consider the
game algebra A(G) [7]. Note that the synchronous condition implies that
ex,aex,b = 0, ∀x ∈ I, ∀a 6= b. The bisynchronous condition implies that in
addition,
ex,aey,a = 0, ∀a ∈ O, ∀x 6= y.
Let
pa =
∑
x
ex,a,
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we have that pa = p
∗
a and
p2a =
∑
x,y
ex,aey,a =
∑
x
ex,a = pa.
Also, ∑
a
pa =
∑
x
∑
a
ex,a = nI.
If we let qa = 1− pa then qa = q
∗
a = q
2
a and∑
a
qa =
∑
a
(1− pa) = kI − nI.
Thus, if G has a perfect C*-strategy, i.e., the game algebra has a unital *-
representation as operators on a Hilbert space, or, equivalently, there exist
projections {Ex,a} on some Hilbert space satisfying these relations, then
n ≤ k.
We actually need to assume that A(G) has a representation on a Hilbert
space to make this last conclusion since it was shown in [7] that *-algebras
exist with self-adjoint idempotents that sum to negative multiples of the
identity.
Remark 2.1. Let n = k and assume that the bisynchronous game has a
perfect C*-strategy, i.e., that there is a unital *-homomorphism, π : A(G)→
B for some unital C*-algebra B. Then we have
∑
a π(qa) = 0 and hence
π(qa) = 0 for all a. So π(pa) = 1 for all a. Which means
∑
x π(ex,a) = 1. So
the projections {π(ex,a)} satisfy:
•
∑
a π(ex,a) = 1,
•
∑
x π(ex,a) = 1,
• π(ex,a)π(ey,a) = 0 for x 6= y and also π(ex,a)π(ex,b) = 0 for a 6= b.
Note that the above relations imply that if we set, P = (π(ex,a))x,a ∈Mn(B),
then P is what is often called a magic permutation, magic unitary, or quan-
tum permutation. We prefer this latter terminology. Thus, a quantum per-
mutation P is a matrix of projections with P ∗P = PP ∗ = In, the identity
of Mn(B).
The quantum permutation group O(S+n ) is the universal C*-algebra gen-
erated by elements {ui,j : 1 ≤ i, j ≤ n} with relations u
2
i,j = u
∗
i,j = ui,j, ∀i, j
and
∑
j ui,j = 1,∀i,
∑
i ui,j = 1,∀j. For more details on O(S
+
n ), see [2].
Thus, when n = k and we identify I = O = {1, ..., n}, then the image of
the algebra of the game inside a C*-algebra is a quotient of the quantum
permutation group. In order to avoid this latter identification, it will often
be useful for us to consider O(S+n ) as having generators {ux,a : x ∈ I, a ∈ O}
where I and O both have cardinality n.
Recall that if a conditional probability density p(a, b|x, y) is a perfect den-
sity for a bisynchronous game, then p(a, b|x, y) is a bisynchronous density.
We now characterize the bisynchronous densities in the case n = k.
7Theorem 2.2. We have the following.
(1) p(a, b|x, y) ∈ Cbsqc(n, n) if and only if there is a tracial state τ on
O(S+n ) such that
p(a, b|x, y) = τ(ux,auy,b).
(2) p(a, b|x, y) ∈ Cbsqa(n, n) if and only if there is a unital *-homomorphism
π of O(S+n ) into an ultrapower of the hyperfinite II1-factor R
ω such
that
p(a, b|x, y) = τω(π(ux,auy,b)),
where τω is the canonical trace on R
ω.
(3) p(a, b|x, y) ∈ Cbsq (n, n) if and only if there is a unital *-homomorphism
π of O(S+n ) into a finite dimensional C*-algebra with a trace τ such
that
p(a, b|x, y) = τ(π(ux,auy,b)).
(4) p(a, b|x, y) ∈ Cbsloc(n, n) if and only if there is a unital *-homomorphism
of O(S+n ) into an abelian C*-algebra and a state τ on the algebra such
that
p(a, b|x, y) = τ(π(ux,auy,b)).
(5) p(a, b|x, y) ∈ Cbsvect(n, n) if and only if there is a Hilbert space H and
vectors {hx,a} such that hx,a ⊥ hx,b, ∀x, ∀a 6= b, hx,a ⊥ hy,a,∀a,∀x 6=
y such that ∀x, a,
∑
b hx,b =
∑
y hy,a and this is a unit vector, such
that
p(a, b|x, y) = 〈hx,a, hy,b〉.
Proof. We first prove the qc case. Let F(n, n) denote the free product of n
copies of the cyclic group of order n. This is generated by n unitaries ux with
unx = 1. Each unitary is of the form ux =
∑
a ω
aex,a where ω = e
2pii/n and
the ex,a’s are the spectral projections. Since p is synchronous we know by
[18] that there is a trace τ on C∗(F(n, n)) such that p(a, b|x, y) = τ(ex,aey,b).
In particular,
∑
a ex,a = 1, ∀x. The bisynchronous condition implies that
0 = p(a, a|x, y) = τ(ex,aey,a) = τ((ey,aex,a)(ex,aey,a)). Let π be the GNS
representation of τ and set ux,a = π(ex,a). Then each ux,a is a projection
and
∑
a ux,a = 1. On the image of the GNS representation πτ of τ we
will have that τ is a faithful trace. Thus, from the last equation we see
that τ((ux,auy,a)
∗(ux,auy,a)) = 0 and it follows that ux,auy,a = 0. By the
same argument as in Remark 2.1, we have that
∑
x ux,a = 1, so that P =
(ux,a) is a magic permutation and so the elements ux,a are the image of a
representation of O(S+n ) and τ induces a trace on this C*-algebra. Thus,
every p(a, b|x, y) ∈ Cbsqc(n, n) has the desired form.
Conversely, it is easy to see that any density of the form p(a, b|x, y) =
τ(ux,auy,b) for some trace on O(S
+
n ) is bisynchronous. Thus, (1) follows.
The proofs of (2), (3), and (4) are similar using the characterizations of
synchronous correlations in [9]. For example, [9] shows that every correlation
in Csqa(n, n) comes from an embedding of C
∗(F(n, n)) into Rω composed
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with the canonical faithful trace τω on R
ω. If one lets ux,a ∈ R
ω denote the
image of ex,a, then the same calculation shows that P = (ux,a) is a magic
permutation in Mn(R
ω).
We now argue the vectorial case. By the characterisation of Csvect(n, n)
given in [13] and [14] (see also [15]), we have vectors, {hx,a} such that∑
a hx,a = h where h is a unit vector and hx,a ⊥ hx,b, ∀x, a 6= b with
p(a, b|x, y) = 〈hx,a, hy,b〉 where p is our given bisynchronous density. Set
ka =
∑
x hx,a. Since the density is bisynchronous, hx,a ⊥ hy,a so that
‖ka‖
2 =
∑
x
‖hx,a‖
2,
and ∑
a
‖ka‖
2 =
∑
x,a
‖hx,a‖
2 =
∑
x
(
∑
a
‖hx,a‖
2) =
∑
x
‖h‖2 = n.
But we also have that
nh =
∑
a
ka =⇒ n =
∑
a
〈h|ka〉 ≤
∑
a
‖ka‖ ≤ (
∑
a
‖ka‖
2)1/2(
∑
a
1)1/2 = n1/2n1/2.
Thus, we must have equality throughout and this implies that
n =
∑
a
‖ka‖ ≤
(
‖k1‖, ..., ‖kn‖
)
·
(
1, ..., 1
)
≤ n.
By Cauchy-Schwarz these last two vectors must be parallel which implies
that ‖ka‖ = ‖kb‖ = 1,∀a, b. Also, since
n = ‖
∑
a
ka‖ ≤
∑
a
‖ka‖ = n,
it must be the case that ka = kb,∀a, b. Finally, since nh =
∑
a ka we have
that ka = h,∀a. Thus,
∑
y hy,a = h and we see that this set of vectors
satisfies the conditions of (5). 
Remark 2.3. Note that the above proof shows that if we have a set of
vectors {hx,a} defining a vectorial bisynchronous density as above then the
matrix of vectors (hx,a)x∈I,a∈O is a ”vector permutation” matrix, in the
sense that every row consists of orthogonal vectors, every column consists of
orthogonal vectors, and every row and column sums to a fixed unit vector.
Remark 2.4. The set Cqs(n, k) [9] is defined to be the set of correlations
arising from tensor products of possibly infinite dimensional Hilbert spaces.
In [9] it is shown that Csqs(n, k) = C
s
q (n, k). Hence, it follows that C
bs
qs(n, k) =
Cbsq (n, k) also.
One can understand bisynchronous games and densities in terms of the
flip operation.
92.1. The Flip of a Game. Given a game G = (I,O, λ), we define a new
game G˜ = (I˜ , O˜, λ˜), where I˜ = O, O˜ = I and
λ˜(a, b, x, y) = λ(x, y, a, b).
It is easy to see that ˜˜G = G. Moreover we have the following fact.
Proposition 2.5. Let G = (I,O, λ) be a game. Then G is bisynchronous
if and only if G and its flip G˜ are both synchronous. Moreover, G is bisyn-
chronous if and only if G˜ is bisynchronous.
In general the flip of a graph homomorphism game Hom(G,H) is not the
game Hom(H,G). In fact one finds that for the flipped game,
{(h, h′, g, g′) : λ˜(h, h′, g, g′) = 0} ⊇ {(h, h′, g, g′) : µ(g, g′, h, h′) = 0}
and generally strictly larger, where the second set is the tuples that are 0 for
Hom(H,G) := (V (H), V (G), µ). In this sense the flipped game has more
”rules” that must be obeyed. The following result reflects this fact.
Proposition 2.6. Let G = Hom(G,H), where H is not a complete graph.
Then G˜ has no perfect non-signaling strategy and A(G˜) = (0).
Proof. Since H is not a complete graph, then there exists x, y ∈ V (H) such
that x 6= y and (x, y) is not an edge. For such a pair x, y we see for any
a, b ∈ V (G)
λ˜(x, y, a, b) = λ(a, b, x, y) = 0.
If p(a, b|x, y) is any conditional probability density that satisfies λ˜(x, y, a, b) =
0 =⇒ p(a, b|x, y) = 0 then for this particular pair x, y we would have that
p(a, b|x, y) = 0, ∀a, b, contradicting the fact that 1 =
∑
a,b p(a, b|x, y).
To see the second claim, note that for this pair x, y we have that the
corresponding generators satisfy ex,aey,b = 0 for any a, b. Hence,
1 =
(∑
a
ex,a
)(∑
b
ey,b
)
=
∑
a,b
ex,aey,b = 0,
i.e. the identity must belong to the ideal generated by the relations and
hence the algebra is (0). 
Theorem 2.7. Let t ∈ {loc, q, qa, qc, vect} and let p(a, b|x, y) ∈ Cbst (n, n),
then q(x, y|a, b) := p(a, b|x, y) ∈ Cbst (n, n).
Proof. The result follows by invoking the characterisations of elements of
Cbst (n, n) given in Theorem 2.2. 
Remark 2.8. The above result does not hold for nonsignalling densities,
except in the case n = 2. Let p(a, b|x, y) for x, y, a, b ∈ Z3 be given by
p(a, b|x, x) =
{
1/3, a = b
0, a 6= b
and for x 6= y, p(a, b|x, y) =
{
1/3, a− b = 1
0, a− b 6= 1
.
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Then it is easily checked that p ∈ Cbsns(3, 3). However, q(x, y|a, b) := p(a, b|x, y)
has the property that q(x, y|2, 0) = 0, ∀x, y and so is not even a probability
density.
3. CP maps and bisynchronous correlations
In this section we look at a certain class of completely positive linear maps
which arise from bisynchronous densities. We follow the idea introduced by
Ortiz-Paulsen (see [15]) for the graph homomorphism game. This idea was
further exploited in [11].
Let t ∈ {loc, q, qa, qc, vect, ns}. Given any correlation p(a, b|x, y) ∈ Ct(n, k),
where x, y ∈ [n] and a, b ∈ [k] we have a map
(1) Φp :Mn →Mk,Φp(Ex,y) =
∑
a,b
p(a, b|x, y)Ea,b.
Here Ex,y = |x〉〈y| and Ea,b = |a〉〈b| denote the matrix unit basis for the do-
main and range, respectively. We shall call such a map a t-map. Note
that the density uniquely determines the map Φp, i.e., Φp = Φq ⇐⇒
p(a, b|x, y) = q(a, b|x, y),∀x, y, a, b.
Theorem 3.1. [Ortiz-Paulsen, see [15]] If p ∈ Csvect(n, k) is a synchronous
correlation, then the map Φp defined in the Equation (1) is completely pos-
itive.
We remark that there are p ∈ Csns(n, k) for which Φp is not completely
positive. For example, setting
p(0, 0|x, y) = p(1, 1|x, y) = 1/2, p(0, 1|x, y) = p(1, 0|x, y) = 0∀(x, y) 6= (1, 1),
p(0, 0|1, 1) = p(1, 1|1, 1) = 0, p(0, 1|1, 1) = p(1, 0|1, 1) = 1/2,
we have that p ∈ Csns(2, 2) and Φp is not completely positive.
When p(a, b|x, y) is bisynchronous(respectively, synchronous), we call such
a map a bisynchronous t-map(respectively, synchronous t-map). It
turns out that for bisynchronous densities, the corresponding map has many
interesting properties.
Proposition 3.2. Let p ∈ Cvect(n, k) be a bisynchronous density, then the
map Φp is a channel (that is, trace preserving and completely positive). If,
in addition, n = k, then Φp is a unital channel and, if J is the all 1 matrix,
then Φp(J) = J . Moreover, if σ : Mn → C is the functional defined by
σ((aij)) =
∑
i,j ai,j, then σ(Φp(A)) = σ(A), for all A ∈Mn.
Proof. The complete positivity follows from exactly similar arguments out-
lined in [15]. For trace preserving property, let x = y. then
Tr(Φp(Ex,x)) = Tr(
∑
a,b
p(a, b|x, x)Ea,b) =
∑
a
p(a, a|x, x) = 1 = Tr(Ex,x).
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Now if x 6= y, then
Tr(Φp(Ex,y)) = Tr(
∑
a,b
p(a, b|x, y)Ea,b)
= Tr(
∑
a,b(a6=b)
p(a, b|x, y)Ea,b)
= 0
= Tr(Ex,y).
Now for n = k, we get
Φp(1) = Φp(
∑
x
Ex,x)
=
∑
x,a,b
p(a, b|x, x)Ea,b
=
∑
x,a
p(a, a|x, x)Ea,a = (
∑
a
Ea,a
∑
x
p(a, a|x, x)) =
∑
a
Ea,a = 1
Here we used
∑
x p(a, a|x, x)) = 1 which follows from the fact that
∑
x ex,a =
1. Hence the map is a unital and trace preserving map (unital channel).
Now for the last assertion, write J =
∑
x,y Ex,y. Then we calculate
Φp(J) =
∑
x,y
∑
a,b
p(a, b|x, y)Ex,y = (
∑
a,b
Ea,b)(
∑
x,y
p(a, b|x, y)) =
∑
a,b
Ea,b = J.
The last assertion can be verified for the matrix units and by linearity it is
enough to get the result. Indeed,
σ(Φp(Ex,y)) = σ(
∑
a,b
p(a, b|x, y)Ea,b) =
∑
a,b
p(a, b|x, y) = 1 = σ(Ex,y).

Remark 3.3. The map Φp for the bisynchronous density p given in Re-
mark 2.8 is easily seen to not even be positive. In fact, if we let J denote
the 3× 3 matrix of all 1’s, then
Φp(J) = I3 + 2S3,
where S3 denotes the map which cyclically permutes the canonical basis,
i.e., S3(ej) = ej+1, j ∈ Z3.
We have the following ”composition” rule as in [15, Proposition 3.5].
Proposition 3.4. Let t ∈ {loc, q, qa, qc, vect}. If p(x, y|v,w) ∈ Ct(n, k) and
q(a, b|x, y) ∈ Ct(k, l) then
r(a, b|v,w) :=
∑
x,y
q(a, b|x, y)p(x, y|v,w) ∈ Ct(n, l),
and Φr = Φq ◦ Φp. Moreover, if p and q are synchronous or bisynchronous,
then so is r.
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Proof. Here we only show the bisynchronous property. The other assertions
are contained in [15, Proposition 3.5]. Thus, all that we need to show is if
v 6= w, then r(a, a|v,w) = 0. We compute
r(a, a|v,w) =
∑
x,y
q(a, a|x, y)p(x, y|v,w) =
∑
x,y(x 6=y)
q(a, a|x, y)p(x, y|v,w) = 0.
The first equality follow from the fact that p is bisynchronous. The second
one follows because q is bisynchronous.
Finally, the composition rule is easily checked. 
4. Factorizability of bisynchronous maps
Following Anatharaman-Delaroche [3] and Haagerup-Musat (see [5],[6]),
a map Φ : Mn → Mn is called factorizable if there exists a von Neumann
algebra N with a trace τN and a unitary u ∈Mn ⊗N such that
Φ(X) = id⊗ τN (u
∗(X ⊗ 1N )u),∀X ∈Mn.
the algebra N is often called the ancilla. Because we would like to distin-
guish between different types of ancillas, we adopt the following notations:
• when N is abelian, we call Φ loc-factorizable,
• when N is finite dimensional, we call Φ q-factorizable,
• when (N, τ) has a trace preserving embedding into an ultrapower of
the hyperfinite II1-factor, we call Φ qa-factorizable,
• we call Φ qc-factorizable when it is factorizable.
Note that in [12], the set of factorizable maps on Mn that require a finite
dimensional ancilla is denoted by FMfin(n). Thus, a map Φ : Mn → Mn
is q-factorizable in our language if and only if Φ ∈ FMfin(n).
When a map is t-factorizable and the unitary u can also be chosen to be
a quantum permutation, then we call u a quantum t-permutation and
will say that the map is t-factorizable via a quantum permutation.
Theorem 4.1. Let t ∈ {loc, q, qa, qc}, let p ∈ Ct(n, n) be a bisynchronous
density and let Φp : Mn → Mn be the associated map. Then Φp is t-
factorizable via a quantum permutation. Conversely, if Φ : Mn → Mn is
t-factorizable via a quantum permutation and we write
Φ(Ex,y) =
∑
a,b
p(a, b|x, y)Ea,b,
then p ∈ Cbst (n, n) and Φ = Φp.
Proof. We only prove the “qc” case here. The others cases are similar.
Assume that p ∈ Cbsqc(n, n). It is clear from the previous section that the
map Φp is a unital channel. Now since p is bisynchronous, there is a set
of projections {ex,a} in C
∗-algebra A with a trace τ such that u = (ex,a)x,a
is a quantum permutation in Mn ⊗ A. Embedding (A, τ) into its double
dual A∗∗ if necessary, we get a von Neumann algebra N with a trace τN
and a set of projections in N which we still call {ex,a} and Moreover, these
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projections form a unitary u = (ex,a) which is a quantum permutation in
Mn ⊗N . Now we show that
Φp(X) = id⊗ τN (u
∗(X ⊗ 1N )u),∀X ∈Mn.
To this end, we evaluate the map X 7→ id ⊗ τN (u
∗(X ⊗ 1N )u) on matrix
units. Let’s relabel the indices and write u =
∑n
i,j=1Ei,j ⊗ ei,j and we
calculate for any Ex,y
id⊗ τN (u
∗(Ex,y ⊗ 1N )u) = id⊗ τN (
∑
ij
Eij ⊗ ej,i(Ex,y ⊗ 1N )
∑
k,l
Ek,l ⊗ ek,l)
= id⊗ τN (
∑
i,k,l,j=x
Ei,yEk,l ⊗ ex,iek,l)
= id⊗ τN (
∑
i,l
Ei,l ⊗ ex,iey,l)
=
∑
i,l
τN (ex,iey,l)Ei,l
=
∑
i,l
p(i, l|x, y)Ei,l
= Φp(Ex,y).
Conversely, assume that Φ : Mn → Mn is qc-factorizable via a quantum
permutation u = (ex,a) ∈Mn ⊗N where N is a von Neuamnn algebra with
a trace τ . Writing Φ(Ex,y) =
∑
a,b p(a, b|x, y)Ea,b we see that
p(a, b|x, y) = τ(ex,aey,b),
so that p ∈ Cbsqc(n, n). 
We now characterize the various t-factorizable maps. Note that a unital
trace preserving completely positive map of the form
X 7→
k∑
j=1
λjU
∗
jXUj ,
is called a mixed unitary map where all the Uj ’s are unitaries and
∑
j λj = 1.
Theorem 4.2. Let p(a, b|x, y) be a bisynchronous density on n inputs and
n outputs. Then p ∈ Cbsloc(n, n) if and only if Φp : Mn → Mn is a mixed
unitary map and the unitaries can be chosen to be permutation matrices on
the set [n].
Proof. Let Φp(Ex,y) :=
∑
a,b p(a, b|x, y)Ea,b =
∑k
j=1 λjU
∗
j Ex,yUj, where Uj’s
are some permutations on [n] and
∑
j λj = 1. Note that for any permutation
σ on [n] and the corresponding permutation matrix u =
∑
z Ez,σ(z), we have
U∗Ex,yU =
∑
z,w
Eσ(z),zEx,yEw,σ(w) = Eσ(x),σ(y).
14 V. I. PAULSEN AND M. RAHAMAN
This means that
p(a, b|x, y) =
{
1 if ∃ a permutation σ : σ(x) = a, σ(y) = b,
0 otherwise.
This is a deterministic correlation (see section 9.4 in [17]). Since the local-
correlations are convex combinations of deterministic correlations, it follows
that p ∈ Cbsloc(n, n).
Conversely, let p ∈ Cbsloc(n, n). This means that Alice and Bob share some
probability space (Ω, µ) and a function F : [n]× Ω→ [n] such that
p(a, b|x, y) = µ({w : F (x,w) = a, F (y,w) = b}).
Now since p is a bisynchrnous density, it follows that almost surely F is a
bijective function on [n]. Indeed, if x 6= y and a = b, then
0 = p(a, a|x, y) = µ({w : F (x,w) = a, F (y,w) = a}).
This shows that the set where F fails to be injective has measure zero. Now
taking union of all the input and output sets which is a finite set, we get
finite union of measure zero sets which is again a measure zero set. Let’s
call this set Z. Now for w ∈ Ω \ Z, we set U(w) =
∑
xEx,F (x,w). This is a
permutation matrix. Now notice that
Φp(Ex,y) =
∑
a,b
p(a, b|x, y)Ea,b
=
∫
{w:F (x,w)=a,F (y,w)=b}
EF (x,w),F (y,w)dw
=
∫
{w:F (x,w)=a,F (y,w)=b}
U(w)∗Ex,yU(w)dw.
Now since the set of local correlations is a closed convex set, the above
integral is actually a convex sum. Since the matrix units generate the matrix
algebra, we get Φp is a mixed unitary channel where the corresponding
unitaries are permutation matrices.

4.1. The graph isomorphism game. Here we study the map Φp arising
from a perfect strategy p for the graph isomorphism game, introduced in [1].
This map was also studied in [11] and using this completely positive map,
the authors obtained some very interesting results namely they have shown
that various kinds of isomorphisms of two graphs is equivalent to having an
isomorphism between the coherent algebras associated to these graphs. Here,
we consider the factorizability properties of these maps.
In the following theorem we exhibit an interesting connection between
perfect strategies of the graph isomorphism game and factorizable maps
factoring via a quantum permutation. For two vertices x, y in a graph G,
we will use the symbol x ∼ y to denote that (x, y) ∈ E(G), that is (x, y) is
an edge. Likewise, x ≁ y will mean (x, y) is not an edge.
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Theorem 4.3. Let G and H be two graphs with n vertices and adjacency
matrices AG, AH , respectively, and let t ∈ {loc, q, qa, qc}. Then the following
statements are equivalent:
(1) G ∼=t H,
(2) there exists a quantum t-permutation (eg,h) : g ∈ V (G), h ∈ V (H)
such that
(AG ⊗ 1)(eg,h) = (eg,h)(AH ⊗ 1).
(3) there is a map Φ :Mn →Mn that is t-factorizable map via a quantum
permutation u = (ex,a) with the property that Φ(AG) = AH and
Φ∗(AH) = AG, where Φ
∗ is the adjoint of Φ.
Proof. 1⇔ 2 follows from [2, Theorem 4.9] and [2, Remark 2.5].
(2⇒ 3) We only do the case that t=qc. Without loss of generality, em-
bedding A into its double dual if necessary, we get a von Neumann algebra
N with a trace τN , where the projections {ex,a} live in such the the magic
permutation u = (ex,a) ∈Mn ⊗N intertwines the adjacency matrices. Now
defining the map Φ(x) = id⊗ τN (u
∗(x⊗ 1N )u), it is easy to see that
Φ(AG) = id⊗ τN (u
∗(AG ⊗ 1N )u) = id⊗ τN (AH ⊗ 1d) = AH .
Also, following Theorem 4.1 we get Φ(Ex,y) =
∑
a,b τN (ex,aey,b)Ea,b. By
symmetry, it follows that
Φ∗(Ea,b) =
∑
x,y
τN (ea,xeb,y)Ex,y.
And hence it is easy to see that Φ∗(AH) = AG. Here we define ea,x = ex,a and
the corresponding densities arise from the flip of a original game introduced
in subsection 2.1.
(3⇒ 1) Here we will prove that all the winning conditions for the graph
isomorphism game can be recovered from the data given in 3. We think of
the input indices x, y are taken from the graph G and the outcome indices
a, b are from the graph H.
Since we have Φ(AG) = AH , we get
Φ(AG) =
∑
x∼y
Φ(Exy) =
∑
x∼y
∑
a,b
τN (ex,aey,b)Eab
=
∑
x∼y
∑
a∼b
τN (ex,aey,b)Eab +
∑
x∼y
∑
a≁b
τN (ex,aey,b)Eab
= AH .
Since the coefficients τN (ex,aey,b) are all positive numbers for any x, a, we
see that if x ∼ y and a ≁ b, we must have p(a, b|x, y) = τN (ex,aey,b) = 0. So
the connected edges must go to the connected edges.
Now using the relation Φ∗(AH) = AG of the adjoint map, a similar argu-
ment shows that if x ≁ y and a ∼ b, we must have τN (ea,xeb,y) = 0. Now
using the flip of the graph isomorphism game we have ex,a = ea,x and hence
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we get p(a, b|x, y) = τN (ex,aey,b) = 0. So the disconnected edges must go to
the disconnected edges.
Note that if x = y, then
Φ(1) =
∑
x
Φ(Exx) =
∑
x
∑
a,b
τN (ex,aex,b)Eab
=
∑
x
∑
a
τN (ex,aex,a)Eaa +
∑
x∼y
∑
a6=b
τN (ex,aex,b)Eab
= 1.
This shows that if a 6= b, then p(a, b|x, x) = τN (ex,aex,b) = 0. This shows
that if the two inputs are same, then the two outputs can not be different.
Hence all the “relations” in the graph isomorphism game are preserved if
we have the assertion 3. Hence 1 follows. 
Remark 4.4. Note that in [5] and [6], in all the examples given for factoriz-
able maps, the associated von Neumann algebras could be taken to be finite
dimensional. In a very recent article, Musat and Rørdam ([12]), established
examples of factorizable maps that do not admit factorization through any
finite dimensional von Neumanna algebra and do require ancillas of type II1.
Note that in Corollary 7.4 of the article [1], the authors show that there
exists graphs G and H on n vertices such that G ∼=qc H but G ≇q H. This
was refined somewhat in [9] where it was shown that Slofstra’s example of a
linear BCS game with a perfect qa-strategy but no perfect q-strategy [19],
yields a pair of graphs such that G ∼=qa H but G ≇q H.
This latter fact implies by Theorem 2.2 that there are projections {ex,a}x,a
in an ultrapower of the hyperfinite II1-factor R
ω with trace τω, which form
a quantum permutation u = (ex,a) such that (AG ⊗ 1)u = u(AH ⊗ 1).
Moreover, no quantum permutation that can be formed with projections
coming from a finite dimensional C∗-algebra can satisfy this intertwining
property.
If we consider the corresponding factorizable map on Mn given by
Φ(X) = id⊗ τω(u
∗(X ⊗ 1Rω)u),
then by Theorem 4.3, it is clear that Φ can not admit a factorization through
any finite dimensional von Neumann algebra as long as the unitary u = (ui,j)
implementing the factorization is required to be a quantum permutation.
However, we have not been able to show that this map cannot factorize
through a finite dimensional von Neumann algebra.
4.2. The Orbital algebra and fixed point algebra. Lupini et al. in [10]
start with a subgroup G of the quantum permutation group Sn+ and the
quantum permutation u = (uij)
n
i,j=1 that generates the subgroup and define
a subalgebra of Mn that they call the orbital subalgebra. They prove that
this algebra is equal to the set of matrices A ∈Mn such that
(A⊗ 1)u = u(A⊗ 1).
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Moreover, they show that this algebra is also closed under the Schur product
of matrices. We note that not every quantum permutation generates a
subgroup. As seen in the work of Lupini et al, the quantum permutation
needs to satisfy some additional properties.
In this subsection, we consider the case of an arbitrary bisynchronous
density p for n inputs and n outputs. By our characterization theorem, each
such density comes from a (possibly non-unique) quantum permutation. We
give a new characterization of the above ”commutant”, that applies to more
general quantum permutations.
Note that to perform the multiplication (A⊗ 1)(ux,a) = (ux,a)(A⊗ 1) we
need to not just have that the input and output sets have the same size, but
to have them identified as the same set. This just corresponds to fixing an
identification I = O = {1, ..., n}, so that we may write our bisynchronous
correlation as p(a, b|x, y), 1 ≤ a, b, x, y ≤ n.
The new condition is related to the fixed points of the bisynchronous map
Φp. Note that since Φp is a unital and trace preserving completely positive
map, the fixed point set
Fix(Φp) := {A ∈Mn : Φp(A) = A},
is a subalgebra of Mn and moreover, if Φp is written using the Kraus oper-
ators:
Φp(X) =
m∑
i=1
K∗iXKi, Ki ∈Mn ∀i,
then A ∈ Fix(Φp) if and only if AKi = KiA, and AK
∗
i = K
∗
i A ∀i by a
result of Kribs [8].
Theorem 4.5. Let p(a, b|x, y) ∈ Cbsqc(n, n), let Φp :Mn →Mn be the associ-
ated bisynchronous map, let u = (ex,a)
n
a,x=1 be a quantum permutation and
let τ be a faithful trace on the algebra A generated by the entries of u such
that p(a, b|x, y) = τ(ex,aey,b). Then the following statements are equivalent:
(1) A ∈Mn is such that (A⊗ 1A)u = u(A⊗ 1A),
(2) A ∈ Fix(Φp),
(3) A = (ai,j) with ai,j = ak,l whenever ei,kej,l 6= 0.
Proof. Note that (1) =⇒ (2) follows from the fact that Φp is factorizable.
Indeed, from Theorem 4.1 it follows that
Φp(X) = id⊗ τ(u
∗(X ⊗ 1)u),∀X ∈Mn.
Now if A ∈ Mn satisfies the condition in (1), then it is easily seen that
Φp(A) = A.
To see that (2) implies (1), let Φp(A) = A and suppose the Kraus repre-
sentation of Φp is given by
Φp(X) =
m∑
i=1
K∗iXKi, Ki ∈Mn ∀i.
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Then since Φp is a factorizable map, following Theorem 2.2 in [5] , there
exist operators v1, · · · , vm ∈ A such that u =
∑m
i=1Ki ⊗ vi and τ(v
∗
i vj) =
δij , 1 ≤ i, j ≤ m.
Now since Φp(A) = A if and only if AKi = KiA, for all i = 1, · · · ,m, we
have
(A⊗ 1)u = (A⊗ 1)(
m∑
i=1
Ki ⊗ vi) = (
m∑
i=1
Ki ⊗ vi)(A⊗ 1) = u(A⊗ 1).
Finally, we prove that (A⊗1)(ex,a) = (ex,a)(A⊗1) if and only if A = (ai,j)
satisfies the condition of (3). First assume that ei,kej,l 6= 0. Considering the
(i, l)-entry of the product we have that
ei,k((A⊗ 1)(ex,y))i,lej,l = ei,k(
∑
r
ai,rer,l)ej,l = ei,kai,jej,l,
since er,lej,l = 0 unless, r = j. On the other hand,
ei,k((ex,y)(1⊗A))i,lej,l = ei,k(
∑
r
ei,rar,l)ej,l = ei,kak,lej,l.
Thus, if the commutation holds, then since the product ei,kej,l 6= 0, we
must have that ai,j = ak,l.
Conversely, assume that the set of equalities holds. The (i, k)-th entry of
u∗(A⊗ 1)u is ∑
r,l
el,ial,rer,k = ai,k(
∑
l,r
el,ier,k) = ai,k1,
where we have used that any time that el,ier,k 6= 0 then al,r = ai,k and
the fact that
∑
l el,i =
∑
r er,k = 1. From this calculation it follows that
u∗(A⊗1)u = A⊗1, and hence, (A⊗1)u = u(A⊗1), since u is a unitary. 
Corollary 4.6. Let p(a, b|x, y) ∈ Cbsqc(n, n) then the fixed point algebra
Fix(Φp) is closed under Schur product.
Proof. If the matrices A = (ai,j) and B = (bi,j) satisfy the conditions of (3),
then so does the matrix (ai,jbi,j). 
The above proof of the equivalence of (2) and (3) borrows heavily from the
proofs in Lupini et al (see [10] ), but differs in several distinct ways. Their
proof starts by defining equivalence relations on the set [n] and [n] × [n]
induced by the matrix u. In our more general setting, these are no longer
equivalence relations.
The above result also shows a small amount of uniqueness among the
quantum permutations that can be used to represent a bisynchronous cor-
relation.
Corollary 4.7. Let p ∈ Cbqc(n, n), let A,B be C*-algebras with faithful
traces τ and ρ, respectively, and let ui,j ∈ A and vi,j ∈ B form quantum
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permutations such that p(a, b|x, y) = τ(ux,auy,b) = ρ(vx,avy,b). Then for
A ∈Mn we have that
(A⊗ 1A)(ux,a) = (ux,a)(A⊗ 1A) ⇐⇒ (A⊗ 1B)(vx,a) = (vx,a)(A⊗ 1B).
5. Problems and future direction
Ozawa [16] proved that Connes’ Embedding Problem has a positive an-
swer if and only if Cqa(n, k) := Cq(n, k)
− = Cqc(n, k),∀n, k, where the bar
denotes closure. Later [4] proved the analogous result for synchronous corre-
lations. Namely, that Connes’ Embedding Problem has a positive answer if
and only if Csq (n, k)
− = Csqc(n, k),∀n, k. At the time the relationship between
Csqa(n, k) and the closure of C
s
q (n, k)
− was unknown. This synchronous ap-
proximation problem, i.e., whether or not every synchronous correlation that
is a limit of correlations in Cq(n, k) is actually a limit of synchronous cor-
relations in Csq (n, k) was settled in [9] where it was shown that, indeed,
Csq (n, k)
− = Csqa(n, k).
We do not know the answer to either of these questions for bisynchronous
correlations.
Problem 5.1. Is the answer to Connes’ Embedding Problem positive if and
only if Cbsq (n, n)
− = Cbsqc(n, k),∀n? Or possibly if and only if C
bs
qa(n, n) =
Cbsqc(n, n),∀n ?
If the answer to this first problem is affirmative, then it would show
a close connection between the quantum permutation group and Connes’
Embedding Problem.
Problem 5.2. Is Cbsq (n, n)
− = Cbsqa(n, n),∀n ?
This latter problem is closely related to the following approximation prob-
lem for “almost” quantum permutations. Given A ∈ Md we set ‖A‖
2
2 =
1
dTr(A
∗A).
Problem 5.3. Given ǫ > 0 is there a δ = δ(ǫ) > 0, independent of d, such
that whenever Ei,j = E
2
i,j = E
∗
i,j ∈Md, 1 ≤ i, j ≤ n satisfy
‖Id −
n∑
j=1
Ei,j‖2 < ǫ ∀i and ‖Id −
n∑
i=1
Ei,j‖2 < ǫ ∀j,
then there exists a quantum permutation u = (Fi,j) with ‖Ei,j − Fi,j‖2 ≤
δ ∀i, j and such that δ → 0 as ǫ→ 0 ?
In [2] it was shown that the *-algebra of the graph isomorphism game
always admits a trace. Hence, whenever this *-algebra is non-zero, then
the corresponding graph isomorphism game has a perfect qc-strategy. It is
natural to ask if the same holds for bisynchronous games, in general.
Problem 5.4. Let G be a bisynchronous game. If A(G) 6= (0), then does this
algebra always admit a trace, i.e., does it possess a unital *-homomorphism
into a C*-algebra with a trace ?
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