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Abstract
We modify the customary approach to solving the algebraic eigen-
problem. Instead of applying the QR algorithm to a Hessenberg ma-
trix, we begin with the recent unitary similarity transform into a tri-
angular plus rank-one matrix. Our novelty is nonunitary transforms
of this matrix into similar arrow-head matrices, which we perform at
a low arithmetic cost. The resulting eigenproblem can be effectively
solved by the known algorithms. We also outline some directions for
further work.
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1 Introduction
1.1 Our problem and the background
Our goal is the accelerated approximation of the eigensystem of a matrix, that
is, its eigenvalues and eigenvectors. This is one of the two central problems
of numerical linear algebra.
The customary solution for an n × n matrix M begins with its uni-
tary similarity transform into a Hessenberg matrix H. The transform uses
(4/3)n3 + O(n2) arithmetic operations [GL96], [S98]. Hereafter we refer to
arithmetic operations as ops. The method of choice at the next, final step is
the celebrated QR algorithm. At this step the eigensystems of the matrices
M and H are approximated. Statistically, the algorithm uses 10n3 ops on
the average Hessenberg input [GL96, Section 7.5.6], but no upper bound is
known for the worst case arithmetic complexity of this stage. Our present
goal is to replace the QR stage by a distinct algorithm using 2n3 +O(n2) ops
in the worst case.
We first replace the Hessenberg reduction step by a unitary similarity
transform of an n× n matrix M into a TPR1 (that is, triangular plus rank-
one) matrix R + uvT by using still (4/3)n3 + O(n2) ops [VVMa]. Here the
matrix R is upper triangular, u = (ui)
n
i=1 and v = (vi)
n
i=1 denote two column
vectors, and vT is the transpose of the vector v, so that uvT is a rank-one
matrix [I79].
Actually, the classes of Hessenberg and TPR1 matrices are closely related
to one another; in particular the inverse of a non-singular unreduced Hes-
senberg matrix is a TPR1 matrix. For some matrices M , both transforms
into Hessenberg and TPR1 matrices encounter reduced matrices, and then
deflation reduces the size of the eigenproblem. Numerically, in both cases
the deflation stage requires additional care; in the TPR1 case the problem
has not been studied yet.
1.2 Our algorithms
In our present paper, we skip this study and assume that a TPR1 matrix is
our starting point. Our main result is in devising two dual algorithms which
transform any TPR1 matrix into similar arrow-head matrices of the forms
D + e1s
T + teT1 and D + ens
T + teTn , respectively. Here D =diag(di)
n
i=1 is
a diagonal matrix and e1 = (1, 0, . . . , 0)
T and en = (0, 0, . . . , 1)
T are two
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coordinate vectors. The algorithms only require the solution of n − 1 linear
systems, each of n − 2 equations, and O(n2) additional ops. Moreover, all
these linear systems are triangular and diagonally dominant. This means the
overall arithmetic cost of 2n3 + O(n2).
For the resulting arrow-head matrix, we have a number of effective eigen-
solvers. Theoretically, we may approximate the eigenvalues of such a matrix
as the roots of its characteristic polynomial, whose coefficients are readily
available for a given arrow-head matrix. The known algorithms (see [P95],
[P02], and the bibliography therein) compute all roots of a polynomial in
linear arithmetic time up to a polylogarithmic factor. Furthermore, the tran-
sition from an eigenvalue to the associated eigenvectors takes linear time for
an arrow-head matrix. Thus the overall number of arithmetic operations in
our eigen-solver is still 2n3 + O(n2).
Practically, we may effectively approximate the eigensystem of an arrow-
head matrix by applying the intensively tested algorithms in [F01], [BGP04],
[BGPa]. [F01] combines the QR algorithm with the Weierstrass (Durand-
Kerner) polynomial root-finder. The latter two papers adapt the inverse
power and QR algorithms, respectively, to an arrow-head input matrix, whose
structure is exploited to perform the algorithms in linear space by using
linear time in every iteration steps. Furthermore, the well known robustness
and rapid convergence of the algorithms are preserved in these adaptations
according to the results of extensive numerical tests reported in [BGP04],
[BGPa]. Thus we arrive at the desired eigen-solvers which use fewer ops.
1.3 Some alternative directions
DPR1, that is, diagonal plus rank-one, matrices are an alternative to arrow-
head matrices. These two classes of matrices are closely related to one an-
other (see our Remark 7.4) and can be solved equally efficiently by the cited
algorithms. Unless R is a defective matrix (whose eigenspaces of the right
and the left eigenvectors have a smaller dimension), a similarity transform
from a TPR1 matrix R+uvT into a DPR1 matrix can be defined as follows:
R + uvT −→ V −1(R + uvT )V = D + stT . (1.1)
Here D = V −1RV , s = V −1u, tT = vTV , and V is a matrix of right
eigenvectors of the matrix R. Unlike our transforms, however, this algorithm
fails where R is a defective matrix and runs into problems where R is nearly
defective.
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Involving nonunitary similarity transforms, at the stage of the transition
from TPR1 to arrow-head matrices, is a disadvantage for numerical imple-
mentation of our algorithms versus the QR algorithm. It is known that
nonunitary transforms should be used with caution [GL96, Sections 7.1.5,
7.3.4 and 7.4.7]. Can we devise effective unitary similarity transforms in-
stead? This task seems to be nontrivial. For instance, unitary similarity
transform from the class of TPR1 matrices to arrow-head or DPR1 matrices
is impossible if we require that the diagonal entries of the output matrix be
real. Indeed, the classes of Hermitian matrices as well as of rank k matrices
for any fixed k are closed under the unitary similarity transforms. The DPR1
and arrow-head matrices with real diagonals are subclasses of the HPR1 and
HPR2 (that is, Hermitian plus rank-one and rank-two) matrices, respectively,
and thus remain to be HPR1 and HPR2 matrices in unitary similarity trans-
forms. Clearly, these classes do not cover the class of TPR1 matrices. In
Section 8 we show simple unitary similarity transforms of an HPR1 matrix
into a DPR1 matrix.
1.4 Organization of our paper
We organize the paper as follows. After some definitions in the next section,
we specify Gauss similarity transforms in the general form in Section 3 and
in a special case in Section 4. By recursively applying these transforms, we
cancel most of the off-diagonal entries of a TPR1 matrix to arrive at the
arrow-head matrices in Sections 5 and 6. In Section 7 we re-examine the
transforms of a TPR1 matrix into a DPR1 matrix and represent these trans-
forms as the sequences of Gauss transforms to compare with our algorithms
in Sections 5 and 6; we also show the similarity of the non-defective DPR1
matrices to arrow-head matrices and of the unreduced arrow-head matrices
to DPR1 matrices. In Section 8 we briefly discuss some further research
directions.
Acknowledgements. I thank Luca Gemignani and Marc Van Barel for
preprints and helpful discussions on TPR1 matrices.
2 Definitions
R
n×n is the algebra of real n×n matrices. M = (mi,j)ni,j=1 is an n×n matrix,
v = (vi)
n
i=1 is a column vector of dimension n, and M
T and vT are their
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transposes. Ik is the k×k identity matrix, I = In; ej is the j-th column vector
of I , so that e1 = (1, 0, . . . , 0)
T , en = (0, 0, . . . , 1)
T . 0 is the null vector of a
fixed dimension. 1 = (1, . . . , 1)T . R = (ri,j)
n
i,j=1 is an n× n upper triangular
matrix with ri,j = 0 for i > j. D =diag(di)
n
i=1 is the n × n diagonal matrix
with the diagonal entries d1, . . . , dn. DPR1 and TPR1 denote the two classes
of n × n matrices of the form D + uvT and R + uvT , respectively. The NW
and SE arrow-head matrices are the two classes of n×n matrices of the form
D+ehs
T +teTh for h = 1 and h = n, respectively. C
(k) = (c
(k)
i,j ) for k = 2, . . . , n
is the k×k matrix of cyclic permutation such that c(k)i,j = 1 if (i−j) mod k = 1,
c
(k)
i,j = 0 otherwise. (We have C
(k)v = (vk, v1, . . . , vk−1)T for v = (vj)kj=1 and
C(k)TC(k) = Ik.) Pk =diag(C
(k), In−k), P (k) =diag(In−k, C(k)). (We have
P Tk Pk = P
(k)T P (k) = I , and the similarity transforms M −→ P Tk MPk and
M −→ P (k)MP (k)T cyclically interchange the first k and the last k rows and
columns of an n × n matrix M , respectively.)
3 Gauss Similarity Transforms
Our basic tool is the Gauss similarity transforms (of the first kind)
Gx : R
n×n −→ Rn×n,
Gx(M) = (I + e1x
T )M(I − e1xT ),
defined by vectors x = (xj)
n
j=1 where x1 = 0. We immediately observe the
following property.
Fact 3.1. For x1 = 0, the Gauss transform Gx is a similarity transform,
that is, (I + e1x
T )(I − e1xT ) = I.
Hereafter we call Gx the Gauss similarity transform (of the first kind).
Theorem 3.2. The Gauss similarity transform Gx maps a TPR1 matrix
T = R + uvT into a TPR1 matrix. More precisely,
Gx(T ) = Gx(R) + Gx(uv
T ),
Gx(R) = R + e1x
T (R − r1,1I),
Gx(uv
T ) = (u + e1(x
Tu))(vT − v1xT ).
By setting a = u1 + x
Tu, we obtain that the first row of the matrix
Gx(T ) equals w
(1)T = eT1 Gx(T ) = e
T
1 R + x
T (R − r1,1I) + a(vT − v1xT ) =
eT1 R + av
T + xT (R − (r1,1 + av1)I), whereas the i-th row for i > 1 equals
w(i)T = eTi Gx(T ) = e
T
i R+ui(v
T − v1xT ). In particular for ui = 0 and i > 0,
the i-th rows of the matrices Gx(T ) and T coincide with one another.
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Proof. We have the following equations, Gx(R) = (I + e1x
T )R(I − e1xT ) =
(R + e1x
TR)(I − e1xT ) = R−Re1xT + e1xTR− e1xTRe1xT . Substitute the
equations Re1 = r1,1e1 and x
T Re1 = r1,1x
T e1 = r1,1x1 = 0 and obtain that
Gx(R) = R + e1x
T (R − r1,1I). Combine this equation with the following
one, Gx(uv
T ) = (I + e1x
T )uvT (I − e1xT ) = (u + e1(xT u))(vT − v1xT ) and
deduce the theorem.
In virtue of Theorem 3.2, Gauss similarity transform maps a TPR1 matrix
into a TPR1 matrix. Furthermore, we may represent both matrices in the
same form R + uvT where only the vector v and the first row eT1 R of the
matrix R change. The changes in the vector eT1 R are specified and analyzed
in Theorem 4.1 in the next section. The other changes can be computed in
2n − 2 ops.
4 Gauss Row Cancelation Transforms
Let us specialize a Gauss transform of a TPR1 matrix T = R+uvT to cancel
all the non-corner entries in the first row. In the next section such Gauss
row cancelation transforms recursively transform a TPR1 matrix into an SE
arrow-head matrix.
Denote by x̃, w̃, and r̃ the subvectors of the dimension n− 2 obtained by
deleting the pairs of the first and the last components of the vectors x, w(1) =
eT1 Gx(T ), and e
T
1 R+av
T , respectively. Denote by R(a) the (n−2)× (n−2)
submatrix obtained by deleting the pairs of the first and the last rows and
the first and the last columns of the matrix R − (r1,1 + av1)I . In virtue of
Theorem 3.2, we have
w̃T = r̃T + x̃TR(a). (4.1)
Assumption 1. Hereafter until Section 7 and in Remark 7.4, we assume that
v1un =0 for all TPR1 matrices of the form R + uvT that we encounter. (If
this were not the case, we could have just deflated the TPR1 matrices.)
Theorem 4.1. (A) Given a TPR1 matrix R + uvT such that v1un = 0, we
can compute a scalar a and a vector x such that Gx is a Gauss row cancela-
tion transform for this matrix, that is, w̃ = 0 for the vector w̃T in (4.1).
(B) Moreover, this computation involves selection of a (large) scalar a, solu-
tion of a triangular and diagonally dominant linear system of n−2 equations
with the coefficient matrix Ra, and besides that performing O(n) ops.
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Proof. Theorem 4.1 is supported by the following procedure.
Procedure 1. Row cancelation.
1. Fix a scalar a for which the matrix R(a) is diagonally dominant
(recall that v1 =0). (Formally it is sufficient to have a non-singular matrix
R(a), but its diagonal dominance implies better numerical stability of the
computations at the next stage.)
2. Compute the vector x̃T = −r̃R−1(a).
3. Compute the scalar xn such that u1 + x
Tu = a for xT = (0, x̃T , xn)
T
(recall that un =0) and output the vector x.
Since we let a = u1 + x
Tu at Stage 3, we deduce equation (4.1) from
Theorem 3.2. Substitute this equation in Stage 2 to prove Part(A). Part(B)
is immediately verified.
5 Transformation into an SE Arrow-head
Matrix
The next definition and theorem define the k-th step of our main algorithm
(see Algorithm 5.3 and Figure 1).
Definition 5.1. A TPR1 matrix Tk is a k-th level approximant to an SE
(resp. NW) arrow-head matrix if all its off-diagonal entries in the k last
(resp. first) rows and columns equal zero, except possibly for the entries in
the last (resp. first) row and column. In particular, an n × n arrow-head
matrix is an n-th level approximant to itself, whereas a TPR1 matrix is a
first level approximant to SE and NW arrow-head matrices.
Theorem 5.2. Let an n × n TPR1 matrix Tk be a k-th level approximant
to an SE arrow-head matrix for some k in the range from 1 to n − 1. Let
the matrix Gxk(Tk) = (I + e1x
T
k )Tk(I − e1xTk ) be output by the Gauss row
cancellation transform for the matrix Tk. Let Pn−k denote the permutation
matrix defined in Section 2. Then Tk+1 = P
T
n−kGxk (Tk)Pn−k for k < n − 1
or Tn = Gxk(Tk) for k = n − 1 is a TPR1 matrix which is a (k + 1)-st level
approximant to an SE arrow-head matrix.
Proof. By the definition of the Gauss row cancelation transforms, the non-
corner entries in the first row of the matrix Gxk(Tk) = Rk+ukv
T
k are zeros for
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all k. Here Rk is an upper triangular matrix, and with no loss of generality we
assume that the first coordinate of the vector uk vanishes. The cyclic similar-
ity permutation Gxk(Tk) −→ P Tn−k Gxk(Tk) Pn−k transforms the matrix Rk
into an upper triangular matrix with the (n−k)-th row filled with zeros (ex-
cept possibly for the two entries in the last column and on the diagonal) and
transforms the vector uk into the vector P
T
n−kuk with the vanishing (n−k)-th
coordinate. Because of the latter property and Theorem 3.2, our subsequent
applications of the Gauss transforms keep the (n − k)-th rows of the matri-
ces Tk+i and the (n − k)-th coordinates of the vectors uk+i unchanged for
all i > 0 (note that the cyclic permutations P Tn−k−iGxk+i(Tk+i)Pn−k−i do not
affect these row and entry). Therefore, the n− 2 zero entries in the (n− k)-
th row of the matrix Tk+1 are not changed in the transition to the matrices
Tk+1+i for i = 1, 2, . . .. This completes the proof.
We are ready to specify our main algorithm (see Figure 1).
Algorithm 5.3. Similarity transform into an SE arrow-head matrix.
Input: an n × n TPR1 matrix T1 = R + uvT .
Output: an SE arrow-head matrix Tn and a sequence of vectors xk
of dimension n for k = 1, . . . , n − 1 such that Tn = S−1T1S, S =∏n−2








Computations: recursively compute the vectors xk, k = 1, . . . , n − 1,
and the TPR1 matrices Tk+1 = P
T
n−kGxk(Tk)Pn−k , k = 1, . . . , n − 2;
Tn = Gxn−1(Tn−1), similar to the input matrix T1; here Gxk(Tk) = (I +
e1x
T
k )Tk(I − e1xTk ) for k = 1, . . . , n− 1 are the Gauss row cancelation trans-
forms for the matrices Tk and some selected scalars ak.
Due to Theorem 5.2, the matrices Tk+1 for k = 0, 1, . . . , n − 1 are the
(k + 1)st level approximants to an SE arrow-head matrix. In particular Tn
is an SE arrow-head matrix. This shows correctness of the algorithm.
Besides the row and column interchange, the computations in Algorithm
5.3 amount to the application of n − 1 Gauss cancelation transforms. In
virtue of Theorem 4.1(B), this means the solution of n − 1 triangular and
diagonally dominant linear systems (each of n−2 equations) and, in addition,
performing O(n2) ops.
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6 A Dual Transformation into an NW Arrow-
head Matrix
Numerical stability problems in Algorithm 5.3 grow with ||S||2 ||S−1||2, the
condition number of the matrix S. We have ||S||2 ≤
∏n−1
k=1 ||I − e1xTk ||2 ≤∏n−1
k=1(1 + ||xk||2), ||S−1||2 ≤
∏n−1
k=1 ||I + e1xTk ||2 ≤
∏n−1
k=1(1 + ||xk||2). To
bound the latter product, we may choose the n − 1 parameters a = ak for
n − 1 vectors xk, k = 1, . . . , n− 1, and we may modify TPR1 representation
of the matrix T1, but the overall impact of all this is not easy to control.
Next we present a dual version of Algorithm 5.3 to double our chances for
yielding a numerically stable solution algorithm. This version is obtained by
interchanging the roles of the vectors u and v as well as the last column/row
and the first row/column of the matrix R. Furthermore we change the Gauss
transforms of the first kind studied in the previous sections into the Gauss
transforms of the second kind defined as follows:
G(y) : Rn×n −→ Rn×n,
M −→ G(y)(M) = (I + yeTn)M(I − yeTn )
where y = (yi)
n
i=1, yn = 0.
Let us extend Fact 3.1 and Theorem 3.2.
Fact 6.1. For yn = 0, the Gauss transform G
(y) of the second kind is a
similarity transform, that is,
(I + yeTn )(I − yeTn ) = I .
Proof. By inspection.
Hereafter we call G(y) the Gauss similarity transform of the second kind.
Theorem 6.2. The Gauss similarity transform of the second kind G(y) trans-
forms a TPR1 matrix T = R + uvT into a TPR1 matrix. More precisely,
G(y)(T ) = G(y)(R) + G(y)(uvT ),
G(y)(R) = R − (R − rn,nI)yeTn ,
G(y)(uvT ) = (u + uny)(v
T − (vTy)eTn).
By setting b = vn − vTy, we obtain that the last column of the matrix
G(y)(T ) equals G(y)(T )en = Ren +bu− (R− (rn,n+bun)I)y, whereas the j-th
column for i < n equals G(y)(T )ej = Rej + vj(u + uny). In particular for
vj = 0 and j < n, the j-th columns of the matrices G
(y)(T ) and T coincide
with one another.
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Proof. We have the following equations, G(y)(R) = (I + yeTn)R(I − yeTn ) =
(R + yeTnR)(I − yeTn) = R + yeTnR − RyeTn − yeTnRyeTn . Substitute the






ny = rn,nyn = 0 and obtain that
G(y)(R) = R + (rn,nI − R)yeTn . Combine this equation with the following
one, G(y)(uvT ) = (I + yeTn)uv
T (I − yeTn) = (u + uny)(vT − (vTy)eTn) and
deduce the theorem.
In virtue of Theorem 6.2, a Gauss similarity transform of the second kind
maps a TPR1 matrix into a TPR1 matrix. Furthermore, we may represent
both matrices in the same form R + uvT where only the vector v and the
last column Ren of the matrix R change. The changes in the vector Ren are
studied next. The other change can be computed in 2n − 2 ops.
Write Rb to denote the (n− 2)× (n− 2) submatrix obtained by deleting
the pair of the first and last rows and the pair of the first and last columns
of the matrix R − (rn,n + bun)I .
Theorem 6.3. (A) Given a TPR1 matrix T = R+uvT such that u1vn = 0,
we compute a scalar b and a vector y such that G(y) is the Gauss column
cancellation transform for the matrix T , that is, the last column of the matrix
G(y)(T ) vanishes, possibly except for its two corner entries.
(B) Moreover, this computation involves selection of a (large) scalar b,
solution of a triangular and diagonally dominant linear system of n−2 equa-
tions with the coefficient matrix Rb, and besides that O(n) ops.
Proof. Theorem 6.3 is proved similarly to Theorem 4.1. We omit some simple
details but specify the supporting procedure dual to Procedure 1.
Procedure 2. Column cancelation.
1. Fix a scalar b for which the matrix Rb is diagonally dominant (recall that
un =0).
2. Compute the components y2, . . . , yn−1 of the vector y by solving a
triangular linear system of n − 2 equations with the coefficient matrix Rb.
3. Recall that yn = 0, v1 =0 and compute the remaining component y1 of
the vector y by solving the equation vn − vTy = b.
Let us specify the dual extension of Theorem 6.2 and Algorithm 5.3
(see Figure 2).
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Theorem 6.4. Let an n×n TPR1 matrix T (k) be a k-th level approximant to
an NW arrow-head matrix for some k in the range from 1 to n−1. Let the ma-
trix G(y
(k))(T (k)) = (I+y(k)eTn)T
(k)(I−y(k)eTn) be output by the Gauss column
cancellation transform for the matrix T (k). Let P (n−k) denote the permuta-
tion matrix defined in Section 2. Then T (k+1) = P (n−k)G(y
(k))(T (k))P (n−k)T
for k < n− 1 or T (n) = G(y(k))(Tk) for k = n − 1 is a TPR1 matrix which is
a (k + 1)-st level approximant to an NE arrow-head matrix.
Proof. The theorem is proved similarly to Theorem 5.2.
Algorithm 6.5. Similarity transform into an NW arrow-head matrix.
Input: an n × n TPR1 matrix T (1) = R + uvT .
Output: an NW arrow-head matrix T (n) and a sequence of vec-
tors y(k) of dimension n for k = 1, . . . , n − 1 such that T (n) =
S−1T (1)S, S =
∏n−2





Computations: recursively compute the vectors y(k) and the TPR1
matrices T (k+1) = P (n−k)G(y
(k))(T (k))P (n−k)T for k = 1, . . . , n − 2,
T (n) = G(y
(n))(T (n−1)), which are similar to the input matrix T (1); here
G(y
(k))(T (k)) = (I + y(k)eTn)T
(k)(I − y(k)eTn) for k = 1, . . . , n − 1 are the
Gauss column cancelation transforms for the matrices T (k) and the selected
scalars bk.
The algorithm performs similarly to Algorithm 5.3 and uses as many ops
but eliminates the matrix entries in the reverse order: the off-diagonal entries
of the matrix T (k) for k > 1 are set to zero (and remain equal to 0 in the
matrices T (k+i) for i > 0) if they lie in the k-th column but not in the first
row.
7 Alternative Transforms with Diagonaliza-
tion
An alternative similarity transform of a TPR1 matrix into a DPR1 matrix is
possible if the matrix R is non-defective, that is, has non-singular matrices
S and S−1 of its right and left eigenvectors, respectively. This holds, e.g.,
if all diagonal entries of the matrix R are distinct. Then we have S−1RS =
D =diag(ri,i)
n
i=1, and therefore S
−1(R + uvT )S = D + stT where s = S−1u,
tT = vTS. This gives us a similarity transform of a TPR1 matrix R + uvT
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(with distinct diagonal entries of R) into a DPR1 matrix. The matrices S
and S−1 can be computed based on 2n applications of the shifted inverse
power method whose each step amounts to solving a triangular linear system
of n equations with the matrices R − ri,iI for 1 ≤ i ≤ n.
Alternatively, we may diagonalize the matrix R based on recursive ap-
plication of the Gauss transforms Gx and G
(y). Let us show some details
of this approach (see Figures 3 and 4) and compare it with Algorithms
5.3 and 6.5 applied in the case where u = v = 0. (This means relaxing
Assumption 1.) The comparison should enable a better insight into both
algorithms and the deflation technique. The identities u = v = 0 imply that
b = vn − vTy = a = u1 + xTu = 0 identically in x and y, which leaves us
with the two additional parameters xn and y1 and also simplifies Theorems
3.2 and 6.2 as follows.
Theorem 7.1. For an n × n upper triangular matrix R and two vectors
x = (xi)
n
i=1 and y = (yi)
n
i=1 where x1 = yn = 0, the matrices Gx(R) and
G(y)(R) are upper triangular; furthermore we have the following expressions
for the rows of the matrix Gx(R) and the columns of the matrix G
(y)(R) :
eT1 Gx(R) = e
T
1 R + x
T (R − r1,1I),
eTi Gx(R) = e
T
i R for i > 1,
G(y)(R)en = Ren − (R − rn,nI)y,
G(y)(R)ej = Rej for j < n.
We cancel the same entries of the first row or the last column as in
Sections 5 and 6 and in addition cancel the corner entry (1, n) by using the
extra parameters xn or y1. Due to Theorem 7.1, we achieve this cancelation
by applying the Gauss transforms from the previous sections, but for x and
y that satisfy the following equations:
(eT1 R + x
T (R − r1,1I))P T← = 0, P→(Ren − (R − rn,nI)y) = 0. (7.1)
Here P← = [0 In−1] and P→ = [In−1 0] denote two projection matrices of the
size (n−1)×n, which shift a vector v of dimension n into its trailing and its
leading subvectors of dimension n − 1, respectively. In addition to choosing
x1 = yn = 0, we define the other n − 1 components of each of the vectors x
and y by solving the above triangular linear systems, each of n−1 equations
and each non-singular for R having n distinct diagonal entries. Similarly to
Algorithms 5.3 and 6.5, we extend these Gauss cancelation transforms recur-
sively, and in n − 1 recursive steps yield the diagonalization. In Algorithms
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7.2 and 7.3 below we outline these computations. The algorithms consists of
recursive application of the Gauss (row and column) cancelation transforms
to the matrices Rk and R
(k), respectively, for k = 1, . . . , n − 1 where R1 or
R(1) is the input matrix R. (See Figures 3 and 4). The Gauss transforms
are defined by the vectors xk and y
(k) which satisfy (7.1) for R = Rk and
R = R(k), respectively.
Algorithm 7.2. [Extending Algorithm 5.3.]
For a non-defective input matrix R = R1, recursively compute the matrices
Rk+1 = P
T
n−kGxk(Rk)Pn−k , k = 1, . . . , n − 2, Rn = Gxn−1 (Rn−1).
Output: the matrix Rn = D and the vectors xk for k = 1, . . . , n − 1.
Algorithm 7.3. [Extending Algorithm 6.5.]
For a non-defective input matrix R = R(1), recursively compute the ma-
trices R(k+1) = P (n−k)G(y
(k))(R(k))P (n−k)T , k = 1, . . . , n − 2, R(n) =
G(y
(n−1))(R(n−1)).
Output: the matrix R(n) = D and the vectors y(k) for k = 1, . . . , n − 1.
It is easily verified that all the off-diagonal entries in the last k columns
of the matrix Rk and in the last k rows of the matrix R
(k) vanish for every k.
In particular, Rn = R
(n) =diag(ri,i)
n
i=1. Due to the row/column cancelation
in the process of performing Algorithms 7.2 and 7.3, the size of triangular
linear systems defining the vectors xk and y
(k) (and consequently defining
the Gauss cancelation transforms) decreases by one in each recursive step.
This means saving about 2/3 of all ops versus Algorithms 5.3 and 6.5, but the
price for this is the lack of the diagonal dominance in the triangular systems
solved in Algorithms 7.2 and 7.3.
Remark 7.4. The output matrices of Algorithms 5.3 and 6.5 are arrow-
head matrices versus the DPR1 matrices output by Algorithms 7.2 and 7.3.
The two matrix classes, however, are close to one another. Indeed, an NW
arrow-head matrix A = D + e1s
T + teT1 , D =diag(di)i, is a special case
of a TPR1 matrix R + uvT for R = D + e1s
T , u = t, v = e1. If this
matrix R is non-defective, then its diagonalizations in this section preserve
the rank one for the matrix teT1 , that is, transform the matrix A into a DPR1
matrix. Similar observations hold for the SE arrow-head matrices. Now,
conversely, consider a DPR1 matrix M = D + uvT where v1 =0. (If v1 = 0,
we may deflate M .) Apply the Gauss transform Gx where x = (xj)
n
j=1,






T (D−d1I), and so Gx(M) is an NW arrow-head
matrix. Likewise, if un =0 (otherwise we may deflate M), then we deduce
from Theorem 6.2 that G(y)(M) = D +unen(v
T − (vTy)eTn)− (D− dnI)yeTn
where y = (yi)
n
i=1, yn = 0, yi = −ui/un for i = 1, . . . , n − 1, and so G(y)(M)
is an SE arrow-head matrix.
Remark 7.5. For the characteristic polynomial cA(λ) of an NW arrow-head
matrix A = D + e1s
T + teT1 , we have






(λ − di). (7.2)
Here D =diag(di)
n
i=1, w1 = d1 + s1 + t1; wk = sktk, k = 2, . . . , n. The values
cA(λi) for i = 1, . . . , n and any set λ1, . . . , λn can be computed in 5n
2 +O(n)
ops. Based on (7.2) we may readily compute an NW arrow-head matrix A
such that cT (λ) = c(λ) for a given polynomial c(λ). Similar properties hold
for the SE arrow-head matrices.
8 Discussion
Our algorithms yield a novel solution of the algebraic eigenproblem at
the record low arithmetic cost. Since they involve nonunitary similarity
transforms, some further theoretical and experimental study is in order.
As we observed in the introduction, the similarity transform of a general
or even a general TPR1 matrix A into an HPR1 or HPR2 matrix cannot
be unitary, whereas the customary unitary similarity transform maps an
HPR1 matrix H into a tridiagonal Hermitian plus rank-one matrix. (HPRk
for k = 1, 2 is our abbreviation for Hermitian plus rank-k.) At this point,
we may apply the QR algorithm or other known effective algorithms to
diagonalize the tridiagonal Hermitian term of this HPR1 matrix and thus
to complete the mapping of the original HPR1 matrix into a DPR1 matrix
with a real diagonal. This suggests the following objectives for our future
work.
1. Among the non-unitary similarity transforms of a matrix A into a
Hermitian plus rank-one matrix H, seek a reasonably fast ones which
are most numerically stable. Our present algorithms can be viewed as
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the initial step in this direction.
2. Devise unitary similarity transforms of a matrix A into non-Hermitian
condensed matrices M (such as tridiagonal plus small rank matrices).
In particular if the matrix M − λI is readily invertible (e.g., is a tridi-
agonal plus small rank matrix), then the inverse power iteration in
[BGP04] is still effective.
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Transforms: T (1) → G(y1)(T (1)) → T (2) → G(y2)(T (2)) → T (3) →
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Transforms: R1 → Gx1(R1) → R2 → Gx2(R2) → R3 → Gx3(R3) → R4 →
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Transforms: R(1) → G(y1)(R(1)) → R(2) → G(y2)(R(2)) → R(3) → G(R(3)) →
R(4) → R(5) = G(y4)(R(4)).
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