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COHERENT STATES FOR SYSTEMS OF L2−SUPERCRITICAL
NONLINEAR SCHRO¨DINGER EQUATIONS.
LYSIANNE HARI
Abstract. We consider the propagation of wave packets for a nonlinear Schro¨-
dinger equation, with a matrix-valued potential, in the semi-classical limit. For
a matrix-valued potential, Strichartz estimates are available under long range
assumptions. Under these assumptions, for an initial coherent state polarized
along an eigenvector, we prove that the wave function remains in the same
eigenspace, in a scaling such that nonlinear effects cannot be neglected. We
also prove a nonlinear superposition principle for these nonlinear wave packets.
1. Introduction
We consider the semi-classical limit ε→ 0 for the nonlinear Schro¨dinger equation
(1.1) iε∂tψ
ε − P (ε)ψε = Λεβ|ψε|2
C2
ψε ; ψε|t=0 = ψ
ε
0,
where Λ ≥ 0, d ∈ {2, 3}. The data ψε0 and the solution ψε(t) are vectors of C2. The
quantity |ψε|2
C2
denotes the square of the Hermitian norm in C2 of the vector ψε,
P (ε) is a matrix-valued Schro¨dinger operator acting on L2(Rd,C2),
P (ε) = −ε
2
2
∆ Id + V (x),
where V is a self-adjoint smooth 2× 2 matrix depending on the parameter x ∈ Rd
and the semiclassical parameter ε > 0 is small.
The data ψε0 is a wave packet (or can be a perturbation or a sum of two wave
packets) :
(1.2) ψε0(x) = ε
−d/4eiξ
+
0 .(x−x+0 )/εa
(
x− x+0√
ε
)
χ+(x).
The profile a belongs to the Schwartz class, a ∈ S(Rd), and the initial datum is
polarized along the eigenvector associated with λ+(x), χ+(x) ∈ C∞(Rd,C2):
V (x)χ+(x) = λ+(x)χ+(x), with |χ+(x)|C2 = 1.
We choose the critical exponent β = βc := 1 + d/2 : in the scalar case, the ap-
proximation of ψε is a wave packet whose envelope satisfies a nonlinear equation,
nonlinear effects can not be neglected (see [4]). Moreover, let us notice that, con-
trary to the case d = 1, the nonlinearity is not L2-subcritical when d = 2 or 3, it
is only H1-subcritical. So the condition Λ ≥ 0 is crucial here to avoid finite time
blow-up (see [2] and [10]).
The aim of the paper is to prove that the solutions of (1.1) with initial data which
are of the form (1.2) keep the same form and remain in the same eigenspace, when
the potential satisfies assumptions that we are now going to explain. Note that the
scalar case is studied in [4] and that matrix case, with d = 1 is analysed by the
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authors of [3].
We write V as
V (x) = ρ0(x) Id +
(
ρ(x) ω(x)
ω(x) −ρ(x)
)
where the functions ρ0, ρ and ω are smooth, and we make the following assumptions
on V :
Assumption 1.1. (i) V is long range : there exist a matrix V∞ and p ∈ R+ \ {0}
such that for x ∈ Rd,
∃C > 0, ‖V (x) − V∞‖ ≤ C 〈x〉−p ,
∀α ∈ Nd, |α| ≥ 1, ∃Cα > 0, ‖∂αxV (x)‖ ≤ Cα 〈x〉−p−|α| ,
where 〈x〉 = (1 + |x|2)1/2 and the norm ‖.‖ denotes the operator norm on C2,2.
The eigenvalues of V are given by :
(1.3) λ±(x) = ρ0(x) ±
√
ρ2(x) + ω2(x).
We assume :
(ii) ∃ δ0 > 0, ω2(x) + ρ2(x) > δ0, ∀x ∈ Rd.
This point guarantees that there exist smooth and normalized eigenvectors, χ±(x)
associated to λ±(x).
(iii) ∃K ⊂ Rd, K a compact subset of Rd such that
V (x) =
(
λ+(x) 0
0 λ−(x)
)
,
for all x /∈ K.
Example 1.2. Potential satisfying Assumption 1.1 can easily be found. For example,
if we consider θ ∈ C∞0 (Rd) and the potential
V (x) = 〈x〉−p
(
cos θ(x) sin θ(x)
sin θ(x) − cos θ(x)
)
,
with p > 0. Then V satisfies all points of Assumption 1.1.
Remark 1.3. It is important to notice that (i) and (ii) of Assumption 1.1 ensure
that ρ0, ρ and ω are bounded with bounded derivatives and that the eigenvalues
λ+(x) and λ−(x) do not cross each other, which allows us to guarantee global
smooth eigenvalues and eigenprojectors, satisfying
(1.4) ∀α, β ∈ Nd, ∃C > 0, ∀x ∈ Rd, |∂αxλ±(x)|+ |∂βxχ±(x)| ≤ C.
It is essential to obtain the main result of the paper : for example, for d = 2, in the
linear case, Λ = 0, if we consider the potential:
V (x) =
(
x1 x2
x2 −x1
)
,
the eigenvalues λ±(x) = ±|x| cross each other when x = 0. The authors of [11] and
[12] have proved that the approximation is not valid in this case and that there are
exchanges of energies between different modes (see also [5] and [6]).
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Remark 1.4. Points (i) and (iii) are technical assumptions : under point (i) of
Assumption 1.1, for fixed ε > 0, we can prove global existence of the solution ψε.
Actually, global existence can be proved under weaker conditions on the potential,
this result is discussed in the appendix.
Moreover, they are useful to obtain Strichartz estimates, which will be crucial tools
in the analysis. Thanks to point (iii), we have constant eigenprojectors, outside a
compact subset of Rd, which is needed in [7] to obtain Strichartz estimates without
any localization (for a deeper discussion about them, we refer to Section 2.1).
We introduce the following notation :
Notation. For two positive numbers aε and bε, the notation aε . bε means that
there exists a constant C > 0, independent of ε, such that for all ε ∈]0, 1], aε ≤ Cbε.
1.1. Classical trajectories. We consider the classical trajectories (x±(t), ξ±(t))
solutions to
(1.5) x˙±(t) = ξ±(t), ξ˙±(t) = −∇λ±(x±(t)), x±(0) = x±0 , ξ±(0) = ξ±0 .
We have the following result :
Lemma 1.5. Let
(
x±0 , ξ
±
0
) ∈ Rd ×Rd.
Under point (i) of Assumption 1.1, for each + and − trajectory, (1.5) has a unique
global, smooth solution (x±, ξ±) ∈ C∞(R,Rd)2.
Moreover, the following estimate is satisfied :
(1.6) ∃C0, C1 > 0, |x±(t)| ≤ C0t, |ξ±(t)| ≤ C1, ∀t ∈ R.
The proof of this lemma is based on easy differential inequality arguments and is
left to the reader.
We denote by S± the action associated with (x±(t), ξ±(t))
(1.7) S±(t) =
∫ t
0
(
1
2
|ξ±(s)|2 − λ±(x±(s))
)
ds.
The corresponding energies E±(t) are given by :
E±(t) =
|ξ±(t)|2
2
+ λ±(x±(t)).
These energies are constant along the trajectories :
E±(t) = E±(0) =
|ξ±0 |2
2
+ λ±(x±0 ), ∀t ∈ R.
1.2. The ansatz. We consider the classical trajectories and the action associated
with λ+(x) and denote by
Q+(t) = Hess λ+(x
+(t)).
We consider the function u = u(t, y) solution to
(1.8) i∂tu+
1
2
∆u =
1
2
〈
Q+(t)y; y
〉
u+ Λ|u|2u ; u(0, y) = a(y),
and we denote by ϕε the function associated with u, x+, ξ+, S+ by:
(1.9) ϕε(t, x) = ε−d/4u
(
t,
x− x+(t)√
ε
)
ei(S
+(t)+ξ+(t)(x−x+(t)))/ε.
Global existence, conservation of the L2−norm of u, and control of its derivatives
are proved in [2]. By Corollary 1.11 of [2], we actually have
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Proposition 1.6. Let T > 0, and a ∈ S(Rd). Then, for all k ∈ N, there exists
C = C(T, k) such that
∀α, β ∈ Nd, |α|+ |β| ≤ k, ‖xα∂βxu(t)‖L2 ≤ C, ∀t ∈ [0, T ].
We will use the following notations:
Notation. For p ∈ N, we define the functional spaces Hpε by
Hpε =

f ∈ L2(Rd),
∑
|α|≤p
‖ε|α|∂αx f‖2L2 < +∞


For all f ∈ Hpε , we write the associated norm :
‖f‖Hpε =

∑
|α|≤p
‖ε|α|∂αx f‖2L2


1/2
We now state the main result of the paper. Of course, if we consider initial data
polarized along the other eigenvector, a similar result is available, with a corre-
sponding ansatz.
Theorem 1.7. Let T > 0 and a ∈ S(Rd). Under assumption 1.1, consider ψε,
the exact solution to the Cauchy problem (1.1) - (1.2), and ϕε, the approximation
given by (1.9). If we denote by wε the difference
wε(t, x) = ψε(t, x)− ϕε(t, x)χ+(x),
then wε satisfies
sup
t∈[0,T ]
‖wε(t)‖H1ε −→ε→0 0.
Remark 1.8. We choose to study a 2×2 system to simplify notations, but this result
can be generalized for a N ×N system, without any crossing point. In this case, it
is necessary to take time-dependent eigenvectors, to deal with high multiplicities, as
it is done in [3], for the case d = 1 (see [3] and [11] for details about the procedure).
Remark 1.9. If we consider initial data which are perturbation of wave packets :
ψε0(x) = ε
−d/4eiξ
+
0 .(x−x+0 )/εa
(
x− x+0√
ε
)
χ+(x) + η
ε(x),
where ηε satisfies
‖ηε‖L2(Rd) + ‖ε∇ηε‖L2(Rd) ≤ Cεγ0 ,
with γ0 > d/8, then the approximation of Theorem 1.7 is still valid (See Remark 3.2
for details).
If we assume that for all k ≤ 6, we have
(1.10) ∃C > 0, sup
|α|+|β|≤k
‖xα∂βxu(t)‖L2 ≤ CeC|t|, ∀t ∈ R,
it is possible to deal with large time, and to obtain the same result up to a time T ε
depending on ε:
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Theorem 1.10. Let a ∈ S(Rd). If for all k ≤ 6, the estimate (1.10) is satisfied,
then there exists ε0 such that for all ε ∈]0, ε0],
sup
t≤C log log( 1ε )
‖wε(t)‖H1ε −→ε→0 0.
Besides, for initial data given by Remark 1.9, it is possible to prove the same result
for large times. These points will be discussed after the proof of Theorem 1.7.
The behaviour of u(t) for large time is an open question in general. However, there
are situation where an exponential control of these momenta and derivatives is
proved: when d = 1 or d ≥ 1 with negative eigenvalues (See Proposition 1.12 of
[2]), or if d ≥ 1, V (x) = V∞ outside an compact subset K and x(t) −→
t→∞
∞ (see
[2]). The result must be true in a more general framework. It is possible to prove
it under more general conditions on Q+.
Let us first define Strichartz admissible pairs :
Definition 1.11. A pair (p, q) is admissible if 2 ≤ q ≤ 2dd−2 (2 ≤ q <∞ if d = 2)
and
2
p
= δ(q) := d
(
1
2
− 1
q
)
.
The following proposition gives an other situation where the behaviour of the
profile is known :
Proposition 1.12. Let d = 2 or 3. Assume Λ ≥ 0 and :
(1.11)
∣∣∣∣ ddtQ+(t)
∣∣∣∣ ≤ C(1 + |t|)κ0+1 ,
with κ0 > 2. We consider u, the solution to the Cauchy problem (1.8). Then, for
all k ∈ N, the following property is satisfied : there exists C > 0 such that for all
admissible pair (p, q), we have
∀α, β ∈ Nd, |α|+ |β| ≤ k, ‖xα∂βxu‖Lp([0,t],Lq) ≤ CeC|t|, ∀t ∈ R.
Note that with p =∞ and q = 2, we obtain the property (1.10).
Remark 1.13. Let V satisfying Assumption 1.1. We denote by E0 the energy
associated with the trajectories and we introduce λ∞ as the following limit (which
exists, thanks to Assumption 1.1) : lim
|x|→∞
λ+(x) = λ∞.
If E0 is such that E0 > λ∞, and
(1.12) lim
t→∞
|x+(t)| = +∞,
then Q+(t) satisfies (1.11). The proof of this statement will be sketched in Section 4.
Note that (1.12) implies that E0 ≥ λ∞, so that the assumption E0 > λ∞ is not a
very strong one if (1.12) is satisfied.
Example 1.14. If we consider the potential V introduced in Example 1.2 and if we
build trajectories associated with an eigenvalue of V , with x0 6= 0 and ξ0 such that
|ξ0|2
2
> 1, then, it is easy to check that lim
t→∞
|x+(t)| = +∞, that the energy is large
enough and so, that Q+ satisfies the property (1.11).
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We momentarily consider the case d = 1. This case is considered in [3] with weaker
assumptions on the potential and a similar approximation in large time is proved
(at least for |t| ≤ C log log(ε−1), with a suitable C > 0).
However, with a matrix-valued potential under Assumption 1.1, one can obtain it
up to a better time tε = C log(ε−1), at same order as the Ehrenfest time. Note that
in the linear case, this kind of approximation is also valid up to Ehrenfest time (See
[1] for details).
Theorem 1.15. Let d = 1 and a ∈ S(R). Then, there exist ε0 > 0 and C > 0
independent of ε such that for all ε ∈]0, ε0],
sup
t≤C log( 1ε )
‖wε(t)‖H1ε −→ε→0 0.
1.3. Nonlinear superposition. In this part, we will study the evolution of solu-
tions associated with initial data corresponding to the superposition of two wave
packets. There are several cases to analyse, depending on whether we choose wave
packets polarized along same or different eigenvectors (there is actually a technical
difference between these cases).
First, we consider two different modes. Let us introduce
ψε0(x) = ϕ
ε
+(0, x)χ+(x) + ϕ
ε
−(0, x)χ−(x),
where ϕε+ and ϕ
ε
− are respectively associated with the modes + and − and have
the form (1.9), and (x+0 , ξ
+
0 ), (x
−
0 , ξ
−
0 ) are phase space points. We associate with
the phase space points (x±0 , ξ
±
0 ), the classical trajectories (x
±(t), ξ±(t)), and the
action S±(t) associated with λ±(x) such that
V (x)χ±(x) = λ±(x)χ±(x).
For finite time, we have:
Theorem 1.16. Let a± ∈ S(Rd) and ϕε±(0, x) as above. We assume
Γ = inf
x∈R
|E+ − E− − (λ+(x)− λ−(x)) | > 0.
For all T > 0 (independent of ε), the function
wε(t, x) = ψε(t, x) − ϕε+(t, x)χ+(x) − ϕε−(t, x)χ−(x)
satisfies
sup
t∈[0,T ]
‖wε(t)‖H1ε −→ε→0 0.
We now choose to superpose two wave packets polarized along the same eigen-
vector, χ+(x): Let
ψε0(x) = (ϕ
ε
1(0, x) + ϕ
ε
2(0, x))χ+(x),
where ϕε1 and ϕ
ε
2 have the form (1.9), and (x
+
1 (0), ξ
+
1 (0)), (x
+
2 (0), ξ
+
2 (0)) are phase
space points. We assume
(x+1 (0), ξ
+
1 (0)) 6= (x+2 (0), ξ+2 (0)).
Note that without this assumption, the result is obvious with
ϕε(0, x) = ϕε1(0, x) + ϕ
ε
2(0, x).
We associate with the phase space points, the classical trajectories
(x+1 (t), ξ
+
1 (t)), (x
+
2 (t), ξ
+
2 (t)),
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and the actions S+1 (t), S
+
2 (t), associated with λ+(x).
For finite time, we have
Theorem 1.17. Let aj ∈ S(Rd) and ϕεj(0, x) as above, for j = 1, 2, and T > 0,
independent of ε. Then, the function
ψε(t, x) − (ϕε1(t, x) + ϕε2(t, x))χ+(x)
satisfies
sup
t∈[0,T ]
‖wε(t)‖H1ε −→ε→0 0.
For both cases, infinite time poses a problem that will be discussed in Section
6. Note that superposition for d = 1 in large time case is proved in [3], but the
arguments are not valid for d = 2 or 3 (see Remark 6.5).
2. Preliminaries
2.1. About Strichartz estimates. Before beginning the proof, it is crucial to
comment the main tool of the proof, the Strichartz estimates.
For d = 1, it is possible to avoid difficulties by using an energy method, and the
following weighted Gagliardo-Nirenberg inequality to estimate the nonlinearity:
‖f‖L∞ . ε−1/2‖f‖1/2L2 ‖ε∂xf‖
1/2
L2 ,
which allows to control the rest (see [3] for the details).
Unfortunatly, this method does not work in our case, with d = 2 or 3, since it is
L2−supercritical. In fact, the previous inequality is not valid for d > 1, there is
only the following one:
‖f‖L∞ . ε−a‖f‖1−aL2 ‖ε∇f‖aLr ,
for r > d, and 0 < a < 1 depending on r and d. So it is required to control the
Lr−norm of ε∇wε for some r > d. An argument using the energy estimate enables
us to find a control of the L2−norm of the rest, but this is not sufficient. Moreover,
because of the presence of two modes, it is impossible to choose one, specifically
and apply the method of [4], which consists in writing the exact solution as a per-
turbation of the solution of a new equation, involving the Taylor expansion of the
potential about a point x+(t) or x−(t).
For this reason, we need Strichartz estimates. In the case of a scalar Schro¨dinger
equation, the estimates are available for a scalar external potential, with less re-
strictive conditions (the potential can be at most quadratic, see [8] and [9] and the
discussion in [2]).
In the matrix case, for a potential which is at most quadratic, there is no de-
monstrated Strichartz estimate for this kind of matrix-valued Schro¨dinger operator.
We choose a weaker potential, satisfying point (i) of Assumption 1.1, and for which
Strichartz estimates are available.
We infer the following result from [7]:
Theorem 2.1. Let (p, q), (p1, q1), (p2, q2) be admissible pairs, such that
q, q1, q2 6= 2d/(d− 2), (q, q1, q2 <∞ if d = 2).
Let I be a finite time interval. Let us introduce
uε(t) = ei
t
εP (ε)u0 and v
ε(t) =
∫
I∩{s≤t}
ei
t−τ
ε P (ε)f ε(τ)dτ.
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− There exists C = C(q, |I|), independent of ε such that for all u0 ∈ L2(Rd), we
have for all s ∈ I
(2.1) ‖uε‖Lp(I,Lq(Rd)) ≤ Cε−1/p‖uε(s)‖L2(Rd).
− There exists C = C(q1, q2, |I|), independent of ε such that for all
f ε ∈ Lp′2(I, Lq′2(Rd)) we have
(2.2) ‖vε‖Lp1(I,Lq1(Rd)) ≤ Cε−1/p1−1/p2‖f ε‖Lp′2(I,Lq′2(Rd)).
Remark 2.2. Let us first remark that the endpoint (2, 2d/(d−2)) ((2,∞) if d = 2) is
excluded, as Strichartz estimates in [7] are not demonstrated for this pair. Besides,
in [7], the authors actually obtain the estimates with a localization. In view of point
(iii), the eigenprojectors are constant for x large enough, and for this reason, we
can drop the localization. This point is more explicitly discussed in Remarks 4 and
6 of [7]. Finally, let us emphasize that, thanks to the absence of crossing points, we
obtain the same Strichartz estimates than in the scalar case, without any further
loss. The estimates in the general case of [7], where the eigenvalues might cross,
are weaker. The procedure to obtain (2.1) and (2.2) is sketched in the Appendix A.
2.2. Strategy of the proof. The main difficulty is due to the fact that the pro-
jectors do not commute with P (ε). We will adapt ideas of [3] to our situation.
We study the problem for large time, assuming (1.10).
We first observe that the function ϕε satisfies the following equation :
(2.3) iε∂tϕ
ε +
ε2
2
∆ϕε − λ+(x)ϕε = Λε1+d/2|ϕε|2ϕε −Rε(t, x)ϕε,
with ϕε0(x) = ε
−d/4eiξ
+
0 .(x−x+0 )/εa
(
x−x+0√
ε
)
, for all x ∈ Rd, and where
Rε(t, x) = λ+(x)− λ+(x+(t))−∇λ+(x+(t))(x − x+(t))
− 1
2
〈
Q+(t)(x− x+(t)); (x − x+(t))〉 .
We denote by wε the difference between the exact solution and the approximation,
wε(t, x) = ψε(t, x)− ϕε(t, x)χ+(x),
which satisfies wε|t=0 = 0 (or w
ε
|t=0 = O(εγ0) in the framework of Remark 1.9) and
iε∂tw
ε(t, x) +
ε2
2
∆wε(t, x) − V (x)wε(t, x) = εN˜Lε(t, x) + εL˜ε(t, x),
where
N˜L
ε
= Λεd/2
(|ψε|2
C2
ψε − |ϕε|2ϕεχ+) ,
L˜ε = ε−1Rε(t, x)ϕεχ+(x) − ε
2
ϕε∆χ+ − ε∇ϕεdχ+ε∇ϕε.
Using (1.10) and (1.4), we can treat the first and the second terms of L˜ε which
gives:
ε−1Rεϕε = O (√εeCt) ,
and
εϕε∆χ+ = O(εeCt).
Observing that the last term satisfies the following equality:
ε∇ϕε = iξ+(t)ϕε +O (√εeCt) , in L2(Rd).
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and using (1.6), we infer that the last term of L˜ε brings a difficulty, as it a priori
presents an O(1) contribution. This is an obstruction to prove that wε is small
when ε tends to zero. Therefore, we have to introduce a correction term to wε, to
get rid of this difficulty.
We denote by gε, the function solving the Schro¨dinger equation
iε∂tg
ε(t, x) +
ε2
2
∆gε(t, x)− λ−(x)gε(t, x) = r(t, x)ϕε(t, x) ; gε(0, x) = 0,
where
(2.4) r(t, x) = −i 〈dχ+(x)ξ+(t), χ−(x)〉
C2
.
Let us remark that the above-mentionned quantity is bounded with bounded deriva-
tives, thanks to (1.4) and (1.6):
(2.5) ∀p ∈ N, ∀α ∈ Nd, ∃C > 0, ∀t ∈ R, ∀x ∈ Rd, |∂pt ∂αx r(t, x)| ≤ C.
To deal with the nonlinearity, we need to control the L2−norm and L4−norm of the
correction term gε(t) and its derivatives; we have the following proposition, which
holds for large time; it will be proved in Section 3.1.
Proposition 2.3. Assuming (1.10), for p ∈ N, there exists C = C(p) such that
‖gε(t)‖Hpε . eCt, ∀t ≥ 0.
Moreover, for all α ∈ Nd, there exists C = C(α) such that
‖ε|α|∂αx gε(t)‖L4 . ε−d/4eCt, ∀t ≥ 0.
We now set
θε(t, x) = wε(t, x) + εgε(t, x)χ−(x).
This function then solves
(2.6)
iε∂tθ
ε(t, x) +
ε2
2
∆θε(t, x)− V (x)θε(t, x) = εNLε(t, x) + εLε(t, x), θε(0, x) = 0,
with
(2.7) NLε = Λεd/2
(|ϕεχ+ + θε − εgεχ−|2C2(ϕεχ+ + θε − εgεχ−)− |ϕε|2ϕεχ+)
Lε = L˜ε +
(
iε∂tg
ε +
ε2
2
∆gε − λ−(x)gε
)
χ− + ε2dχ−∇gε + ε
2
2
gε∆χ−,
= O(√εeCt) + ε2dχ−∇gε + ε
2
2
gε∆χ−,(2.8)
where the O(√εeCt) holds in L2. Then, using the control of the eigenvectors (1.4)
and the control of gε, given by Proposition 2.3, we infer
‖Lε(t)‖L2 = O(
√
εeCt),
where C is independent of ε.
Remark 2.4. In view of Proposition 1.6, for all T > 0, there exists a constant C > 0
independent of ε, such that
‖Lε(t)‖L2 ≤ Cε1/2, ∀t ∈ [0, T ].
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Besides, we can write Proposition 2.3 for finite time intervals, which gives :
Set T > 0, then for p ∈ N, there exists C = C(T, p) such that
‖gε(t)‖Hpε ≤ C, ∀t ∈ [0, T ];
and for α ∈ Nd, there exists C = C(α, T ) such that
‖ε|α|∂αx gε(t)‖L4 ≤ Cε−d/4, ∀t ∈ [0, T ].
These estimates will be useful to deal with finite time intervals.
The proof of Proposition 2.3, about gε, is presented in the following section. Sec-
ondly, the final step of the main proof, analysing the behaviour of θε as ε goes to
zero is studied in Section 3.2 for finite time case, and in Section 3.3 for infinite
times. Then, the behaviour of the profile u, important for large time case, is dis-
cussed in Section 4 and the analysis of the one dimension case is done in Section 5.
Finally, Section 6 is devoted to the proof of superposition results (Theorems 1.16
and 1.17).
3. Proof of the main results
3.1. Estimate of the correction term. In this section, we prove Proposition 2.3,
assuming that we have the exponential control (1.10). The proof of Remark 2.4
follows the same lines, in view of Proposition 1.6.
In view of the control of the classical trajectories and of the profile u, for all p ∈ N,
there exists C = C(p), such that
(3.1) ‖ϕε(t)‖Hpε . eCt, ∀t ≥ 0.
Besides, if we have the exponential control of u and of its derivatives, stated in
(1.10), we note that ∂αy u(t, .) is in L
∞ for all α ∈ Nd. From this estimate, we infer
(3.2) ∀α ∈ Nd, ∃C = C(α), ‖ε|α|∂αxϕε(t)‖L∞ . ε−d/4eCt.
Write Uε±(t) = e
i tεp±(ε), the semi-group associated with the operator
p±(ε) := −ε
2
2
∆+ λ±(x).
We observe that for p ∈ N, there exists a constant K = K(p) such that
(3.3) ‖Uε±(t)‖L(Hpε ) . eK|t|.
For λ+ and λ− as in Assumption 1.1, we have the following lemma, which will be
needed to estimate the correction term gε. Note that the crucial point is that the
eigenvalues satisfy Point (ii) of Assumption 1.1.
Lemma 3.1. For T > 0, there exists a constant C such that
∀t ∈ [0, T ], ∀p ∈ N,
∥∥∥∥ 1iε
∫ t
0
Uε+(−s)Uε−(s)ds
∥∥∥∥
L(Hp+1ε ,Hpε )
≤ CeCt.
The same estimate remains valid if we permute Uε+ and U
ε
−.
Proof. This proof follows [3], Lemma 3.1. We first notice that
Uε+(−t)Uε−(t) = iεUε+(−t) (λ+ − λ−)−1 Uε+(t)∂t
(
Uε+(−t)Uε−(t)
)
.
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Then, by integration by parts
1
iε
∫ t
0
Uε+(−s)Uε−(s)ds =
[
Uε+(−s) (λ+ − λ−)−1 Uε−(s)
]t
0
−
∫ t
0
∂s
(
Uε+(−s) (λ+ − λ−)−1 Uε+(s)
)
Uε+(−s)Uε−(s)ds.
Write γ = (λ+ − λ−)−1. Using (1.4), and point (ii) of Assumption 1.1, we infer
that γ is bounded with bounded derivatives:
∀α ∈ Nd, ∃C > 0, |∂αx γ(x)| ≤ C.
Since the propagators map continuously Hpε into itself, uniformly with respect to ε,
we infer
∀p ∈ N, ∃C = C(p), ‖ [Uε+(−s)γUε−(s)]t0 ‖L(Hpε ,Hpε ) ≤ C(p)eC(p)t.
Besides, we have
∂s
(
Uε+(−s) (λ+ − λ−)−1 Uε+(s)
)
=
1
iε
Uε+(−s)
[
−ε
2
2
∆, γ
]
Uε+(s),
= Uε+(−s)
(
i∂xγ(x)ε∂x + iε∂
2
xγ(x)
)
Uε+(s).
Combining :
‖Uε+(−s)∂xγ(x)ε∂xUε+(s)‖L(Hp+1ε ,Hpε ) . eCs,
and ‖Uε+(−s)∂2xγ(x)Uε+(s)‖L(Hpε ,Hpε ) . eCs,
we complete the proof. 
We now prove Proposition 2.3:
Proof of Proposition 2.3. We follow the steps of [3], Proposition 3.2.
Let us write ϕ˜ε(t, x) = r(t, x)ϕε(t, x), then we have(
iε∂t +
ε2
2
∆− λ+(x)
)
ϕ˜ε = Λε1+d/2|ϕε|2rϕε −Rεrϕε + iε∂trϕε︸ ︷︷ ︸
εfε
+
ε2
2
[∆, r]ϕε;
with f ε = Λεd/2|ϕε|2rϕε+ i∂trϕε+ ε
2
[∆, r]ϕε−ε−1Rεrϕε. By Duhamel’s formula,
we obtain
ϕ˜ε(t) = Uε+(t)ϕ˜
ε(0)− i
∫ t
0
Uε+(t− s)f ε(s)ds.
We deduce
gε(t) =
1
iε
∫ t
0
Uε−(t− s)ϕ˜ε(s)ds,
=
1
iε
∫ t
0
Uε−(t− s)Uε+(s)ϕ˜ε(0)ds−
∫ t
0
1
ε
∫ s
0
Uε−(t− s)Uε+(s− τ)f ε(τ)dτds.
We write Uε−(t−s) = Uε−(t−τ)Uε−(τ−s) and applying Fubini’s theorem, we obtain
gε(t) =
1
iε
∫ t
0
Uε−(t− s)Uε+(s)ϕ˜ε(0)ds
−
∫ t
0
1
ε
Uε−(t− τ)
∫ t
τ
Uε−(τ − s)Uε+(s− τ)f ε(τ)dsdτ.
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Using Lemma 3.1, we have
‖gε‖Hpε . eCt +
∫ t
0
eC(t−τ)‖f ε(τ)‖Hp+1ε dτ.
It remains to study f ε. We write f ε = f ε1 + f
ε
2 , with
f ε1 = i∂trϕ
ε +
ε
2
[∆, r]ϕε − ε−1Rεrϕε, and f ε2 = Λεd/2|ϕε|2rϕε.
By (2.5) and (3.1), it is straightforward that
‖f ε1 (t)‖Hp+1ε . e
Ct,
provided that (Exp)p+1+3 is satisfied, to deal with the term ε
−1Rεrϕε.
Besides
‖f ε2 (t)‖Hp+1ε = ε
d/2‖r|ϕε|2ϕε‖Hp+1ε ,
. εd/2‖ϕε‖Hp+1ε sup
0≤|α|≤p+1
‖ε|α|∂αxϕε‖2L∞
. εd/2(ε−d/4)2eCt . eCt,
where we have used the control of ϕε, (3.1) and (3.2), and the proof is complete.
The proof of the other estimate is based on a Sobolev embedding and on Ho¨lder
inequality.
Let p ∈ N and α ∈ Nd, such that |α| ≤ p. We first notice thatHd/4(Rd) →֒ L4(Rd),
and infer
‖ε|α|∂αx gε(t)‖L4 ≤ c‖ε|α|∂αx gε(t)‖Hd/4 .
Besides, we introduce the following Lebesgue exponents
q =
4
d
, r =
4
4− d .
Using the interpolation inequality,
‖ε|α|∂αx gε(t)‖Hd/4 ≤ c‖ε|α|∂αx gε(t)‖1−d/4L2 ‖ε|α|∂αx gε(t)‖
d/4
H1 ,
we write
‖ε|α|∂αx gε(t)‖H1 = ‖ε|α|∂αx gε(t)‖L2 + ‖∂x
(
ε|α|∂αx g
ε(t)
)
‖L2,
. ‖gε(t)‖Hpε + ε−1‖gε(t)‖Hp+1ε ,
and, using the first estimate of Proposition 2.3, the proof is complete. 
3.2. End of the proof of Theorem 1.7. We now prove Theorem 1.7. In this
section, we consider finite time intervals, we will use the estimates of Proposition 1.6,
which imply Remark 2.4. We divide the proof into three steps : first, we will analyse
a Strichartz norm of ϕε, which will lead to introduce a bootstrap argument. Then,
using the bootstrap assumption, we will prove the theorem, before checking the
validity of the bootstrap in the final step.
Step one :
We recall the equation satisfied by the rest θε, (2.6) :
iε∂tθ
ε(t, x) +
ε2
2
∆θε(t, x)− V (x)θε(t, x) = εNLε + εLε ; θε(0, x) = 0,
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whereNLε and Lε are defined in (2.7) and (2.8), respectively. The Duhamel formula
gives
θε(t+ τ) = ei
τ
ε P (ε)θε(t)− i
∫ t+τ
t
e
i
ε (t+τ−s)P (ε)NLε(s)ds
− i
∫ t+τ
t
e
i
ε (t+τ−s)P (ε)Lε(s)ds.
We introduce the following Lebesgue exponents:
p =
8
d
; q = 4 ; σ =
8
4− d.
Then, (p, q) is admissible, and
1
p′
=
2
σ
+
1
p
;
1
q′
=
3
4
=
2
q
+
1
q
.
Let t ≥ 0, τ > 0 and I = [t, t+ τ ]. Strichartz estimates of Theorem 2.1 yield
‖θε‖Lp(I,Lq) . ε−1/p‖θε(t)‖L2 + ε−1/p‖Lε‖L1(I,L2)
+ ε−2/p‖NLε‖Lp′(I,Lq′ ).
In view of the pointwise estimate
(3.4)
∣∣∣|ϕεχ+ + θε − εgεχ−|2C2(ϕεχ+ + θε − εgεχ−)− |ϕε|2ϕεχ+∣∣∣
.
(|ϕε|2 + |θε|2 + ε2|gε|2) (|θε|+ |εgε|) ,
and using Ho¨lder inequality, we infer
‖θε‖Lp(I,Lq) . ε−1/p‖θε(t)‖L2 + ε−1/p‖Lε‖L1(I,L2) + εd/2−2/p
(
‖ϕε‖2Lσ(I,Lq)
+‖θε‖2Lσ(I,Lq) + ε2‖gε‖2Lσ(I,Lq)
) (‖θε‖Lp(I,Lq) + ε‖gε‖Lp(I,Lq)) .
We have
(3.5) ‖ϕε(t)‖L4x = ε−d/8‖u(t)‖L4y ≤ C(T )ε−d/8,
with y =
x− x+(t)√
ε
. Besides, using Proposition 2.3 again, we obtain the estimate
(3.6) ε2‖gε(t)‖2L4 ≤ C(T )ε2−d/2,
with 2− d/2 ≥ 1/2.
Therefore, it is natural to perform a bootstrap argument assuming, say
(3.7) ‖θε(t)‖L4 . ε−d/8.
In the rest of the proof, we will not mention dependance in T of the terms.
Step two :
In this step, we assume that (3.7) holds on [0, T ] and show :
(3.8) ‖θε(t)‖L2 ≤ C(T )ε1/2,
and
(3.9) ‖θε‖Lp([0,t],Lq) . ε1/2−d/8.
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As long as (3.7) holds, we have for all s ∈ I :
‖θε‖Lp(I,Lq) . ε−1/p‖θε(s)‖L2
+ ε−1/p‖Lε‖L1(I,L2) + τ2/σ
(‖θε‖Lp(I,Lq) + ε‖gε‖Lp(I,Lq)) .
where we have used (3.5), (3.6) and (3.7), with
d
2
− 2
p
− 2d
8
= 0.
Integrating in s, between t and t+ τ , we get
‖θε‖Lp(I,Lq) . ε−1/pτ−1‖θε‖L1(I,L2)
+ ε−1/p‖Lε‖L1(I,L2) + τ2/σ
(‖θε‖Lp(I,Lq) + ε‖gε‖Lp(I,Lq)) .
We choose τ ≪ 1 and from now, τ > 0 is fixed, so that τ−1 is a constant. We
recover the interval [0, T ] with a finite number of intervals of the form [jτ, (j+1)τ ]
and obtain
(3.10)
‖θε‖Lp([0,T ],Lq) . ε−1/p‖θε‖L1([0,T ],L2) + ε−1/p‖Lε‖L1([0,T ],L2) + ε‖gε‖Lp([0,T ],Lq).
Using Strichartz estimates again, and previous estimates, we have, for 0 ≤ t ≤ T ,
‖θε‖L∞([0,t],L2) . ‖Lε‖L1([0,t],L2) + ε−1/p‖NLε‖Lp′([0,t],Lq′),
. ‖Lε‖L1([0,t],L2) + εd/2−1/p
(
‖ϕε‖2Lσ([0,t],Lq) + ‖θε‖2Lσ([0,t],Lq)(3.11)
+ε2‖gε‖2Lσ([0,t],Lq)
) (‖θε‖Lp([0,t],Lq) + ε‖gε‖Lp([0,t],Lq)) .
Thanks to (3.5), (3.6), (3.10), and under (3.7), we obtain
‖θε‖L∞([0,t],L2) . ‖Lε‖L1([0,t],L2) + ε1+1/p‖gε‖Lp([0,t],Lq) + t2/σ‖θε‖L1([0,t],L2),
. ‖Lε‖L1([0,t],L2) + ε1−d/8 + ‖θε‖L1([0,t],L2).
We use the following estimate, given in Remark 2.4, for t ∈ [0, T ] :
‖Lε‖L1([0,t],L2) . ε1/2.
We notice that 1/2 ≤ 1− d/8, for d = 2, 3, and we infer
(3.12) ‖θε‖L∞([0,t],L2) . ε1/2 + ‖θε‖L1([0,t],L2).
By Gronwall Lemma, we obtain the estimate (3.8). Combining (3.10) and (3.12),
we obtain the announced estimate (3.9), under (3.7), which concludes this step.
Step three:
It remains to check how long the bootstrap assumption (3.7) holds. For this, we
look for a control of θε(t) in H1ε . We differentiate the system (2.6) with respect to
x, and we find
 iε∂t(ε∇θε) +
ε2
2
∆(ε∇θε)− V (x)ε∇θε = ε∇V (x)θε + ε2∇NLε + ε2∇Lε,
ε∇θε(0, x) = 0.
Using Strichartz estimates again, we find
‖ε∇θε‖Lp(I,Lq) . ε−1/p‖ε∇θε(s)‖L2 + ε−1/p‖∇V θε‖L1(I,L2)
+ ε−1/p‖ε∇Lε‖L1(I,L2) + ε−2/p‖ε∇NLε‖Lp′(I,Lq′ ).
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We observe that, thanks to Assumption 1.1, |∇V (x)| ≤ C. Besides, by Remark 2.4,
we have
(3.13) ‖ε∇Lε(t)‖L2 .
√
ε, for 0 ≤ t ≤ T.
The only point remaining concerns the term ε∇NLε. We have
|ε∇NLε| . εd/2 (|ϕε|2 + |θε|2 + ε2|gε|2) (|ε∇θε|+ ε2|∇(gεχ−)|)
+ εd/2|ε∇ϕε||ϕε| (|θε|+ ε|gε|) .
We notice that
‖ε∇ϕε(t)‖L4 . ε1/2−d/8‖∇u(t)‖L4 + ε−d/8‖u(t)‖L4 . C(T )ε−d/8,
using Proposition 1.6, with 1/2− d/8 > 0, we infer by (3.5)
(3.14) ‖ϕε × ε∇ϕε(t)‖L2 . ε−d/4.
Then, we can write, thanks to Ho¨lder inequality :
ε−2/p‖ε∇NLε‖Lp′(I,Lq′ ) . εd/2−2/p
(
‖ϕε‖2Lσ(I,Lq) + ‖θε‖2Lσ(I,Lq) + ε2‖gε‖2Lσ(I,Lq)
)
(‖ε∇θε‖Lp(I,Lq) + ε2‖∇(gεχ−)‖Lp(I,Lq))
+εd/2−2/p‖ϕε ε∇ϕε‖Lσ/2(I,L2)
(‖θε‖Lp(I,Lq) + ε‖gε‖Lp(I,Lq))
The first part is handled as before, using estimates (3.5), (3.6) and (3.7). For the
second part, using (3.9) instead of (3.7), we find
ε−2/p‖ε∇NLε‖Lp′(I,Lq′) . τ2/σ‖ε∇θε‖Lp(I,Lq) + τ2/σε1/2−d/8,
where we have used that d/2− 2/p− d/4 = 0. We infer for s ∈ I :
‖ε∇θε‖Lp(I,Lq) . ε−1/p‖ε∇θε(s)‖L2 + ε−1/p‖θε‖L1(I,L2) + ε−1/p‖ε∇Lε‖L1(I,L2)
+ τ2/σε1/2−d/8 + τ2/σ‖ε∇θε‖Lp(I,Lq).
By integration on I, we obtain :
‖ε∇θε‖Lp(I,Lq) . ε−1/pτ−1‖ε∇θε‖L1(I,L2) + ε−1/p‖θε‖L1(I,L2)
+ ε−1/p‖ε∇Lε‖L1(I,L2) + τ2/σε1/2−d/8 + τ2/σ‖ε∇θε‖Lp(I,Lq).
We choose τ sufficiently small to absorb the last term, and repeating this procedure
a finite number of times, to recover [0, T ], we obtain
(3.15) ‖ε∇θε‖Lp([0,T ],Lq) . ε−1/p‖ε∇θε‖L1([0,T ]L2) + ε1/2−d/8,
where we have used (3.8), (3.13) and that
‖θε‖L1([0,T ],L2) + ‖ε∇Lε‖L1([0,T ],L2) . ε1/2.
Now, for t ∈ [0, T ], Strichartz estimates yield :
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‖ε∇θε‖L∞([0,t],L2)
. ‖∇V θε‖L1([0,t],L2) + ‖ε∇Lε‖L1([0,t],L2) + ε−1/p‖ε∇NLε‖Lp′([0,t],Lq′)
. ‖θε‖L1([0,t],L2) + ‖ε∇Lε‖L1([0,t],L2)
+ εd/2−1/p
(
‖ϕε‖2Lσ([0,t],Lq) + ‖θε‖2Lσ([0,t],Lq) + ε2‖gε‖2Lσ([0,t],Lq)
)
(‖ε∇θε‖Lp([0,t],Lq) + ε2‖∇(gεχ−)‖Lp([0,t],Lq))
+ εd/2−1/p‖ϕεε∇ϕε‖L2/σ([0,t],L2)
(‖θε‖Lp([0,t],Lq) + ε‖gε‖Lp([0,t],Lq)) ,
. t2/σ‖θε‖L1([0,t],L2) + ‖ε∇Lε‖L1([0,t],L2)
+ εd/2−1/p−d/4‖ε∇θε‖Lp([0,t],Lq) + εd/2−1/p−d/4 × ε1/2−d/8,
where we have used (3.5), (3.6), (3.9), (3.14); and where the powers of ε given by
the correction term gε are not written as they are better than the powers above.
Using (3.8), (3.13) and (3.15), we now have
‖ε∇θε‖L∞([0,t],L2) . εd/8 ×
(
ε−1/p‖ε∇θε‖L1([0,T ],L2) + ε1/2−d/8
)
+ ε1/2
. ‖ε∇θε‖L1([0,T ],L2) + ε1/2.(3.16)
Then, using Gronwall lemma, we obtain
‖ε∇θε(t)‖L2 . ε1/2, ∀t ∈ [0, T ].
Gagliardo-Nirenberg inequality then implies
‖θε(t)‖L4 . ε−d/4‖θε(t)‖1−d/4L2 ‖ε∇θε(t)‖
d/4
L2 ,
. ε−d/4+1/2 . ε−d/8ε1/2−d/8,
with 1/2− d/8 > 0 because d ≤ 3. We infer that (3.7) holds for finite time. This
concludes the bootstrap argument and we infer
sup
0≤t≤T
(‖θε(t)‖L2 + ‖ε∇θε(t)‖L2)−→
ε→0
0.
Theorem 1.7 then follows using Proposition 2.3 and the relation θε = wε + εgεχ−.
Remark 3.2. If the initial datum is such that :
ψε0(x) = ε
−d/4eiξ
+
0 .(x−x+0 )/εa
(
x− x+0√
ε
)
χ+(x) + η
ε(x),
with ηε(x) + ε∇ηε(x) = O(εγ0) in L2, the initial terms θε(0, x) presents, a O(εγ0)
contribution inH1ε , and we add a term in the estimate (3.11). Therefore, performing
the same bootstrap argument (3.7), we obtain for t ∈ [0, T ] :
‖θε‖Lp([0,t],Lq) . ε1/2−d/8 + ε−d/8+γ0,
and this gives
‖θε‖L∞([0,t],L2) ≤ C(T )
(
ε1/2 + εγ0
)
.
The estimate for the derivative writes :
‖ε∇θε‖Lp([0,t],Lq) . ε1/2−d/8 + ε−d/8+γ0 + ε−d/8‖ε∇θε‖L1([0,t],L2),
and finally, by Gronwall Lemma, for t ∈ [0, T ] :
‖ε∇θε(t)‖L2 ≤ C(T )
(
ε1/2 + εγ0
)
.
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Gagliardo-Nirenberg inequality then gives
‖θε(t)‖Lq . ε−d/4‖θε(t)‖1−d/4L2 ‖ε∇θε(t)‖
d/4
L2
. ε−d/8ε1/2−d/8 + εγ0−d/8,
with 1/2 − d/8 > 0 for d ≤ 3 and γ0 > d/8. This implies that the bootstrap
argument (3.7) holds for finite time, whence the result of Remark 1.9.
Let us notice that the proof of Theorem 1.7 crucially relies on the result of
Proposition 1.6, for k ≤ 6. Therefore, in order to deal with large times, we need to
have the exponential control (1.10).
3.3. Large time case. Our aim is now to prove Theorem 1.10 and to find that
the approximation holds until T ε = C log log(ε−1), for some suitable C > 0.
We assume that we have the exponential control (1.10) for k ≤ 6, which gives us
the following estimate on ϕε(t):
‖ϕε(t)‖Lq(Rd) . ε−d/8eC
′t.
Therefore, we make the following bootstrap assumption on θε(t):
‖θε(t)‖Lq(Rd) . ε−d/8eC
′t, t ∈ [0, T ],
where C′ denotes the same constant as above. By Theorem 1.7, for any T > 0
independent of ε, the bootstrap assumption is satisfied, provided ε ∈]0; εT ].
We recall the estimate of the proof of Theorem 1.7, with I = [t, t+ τ ], t ≥ 0, τ > 0,
s ∈ I before the absorption argument :
‖θε‖Lp(I,Lq) . ε−1/p‖θε(s)‖L2 + ε−1/p‖Lε‖L1(I,L2) + εd/2−2/p
(
‖ϕε‖2Lσ(I,Lq)
+‖θε‖2Lσ(I,Lq) + ε2‖gε‖2Lσ(I,Lq)
) (‖θε‖Lp(I,Lq) + ε‖gε‖Lp(I,Lq)) .
To simplify notations, we assume τ ≤ 1. Then we use the new estimates on ϕε(t)
and as long as the bootstrap argument holds, choosing a larger C′ if necessary, and
by integration in s, we have :
‖θε‖Lp(I,Lq) ≤ K
(
ε−1/pτ−1‖θε‖L1(I,L2) + ε−1/p‖Lε‖L1(I,L2)
+ τ2/σe2C
′t‖θε‖Lp(I,Lq) + ε1−d/4τ2/σ+1/peC
′t
)
,
whereK is a constant independent of ε. We want to apply the absorption argument,
and to have the term Kτ2/σe2C
′t‖θε‖Lp(I,Lq) be absorbed by the left hand side. We
first notice that for t ≤ A log(ε−1),
Kτ2/σe2C
′t ≤ Kτ2/σε−2AC′ .
We choose τ > 0 such that
Kτ2/σε−2AC
′ ≤ 1
2
,
which implies that τ and τ−1 are bounded by constants independent of t. We then
obtain
‖θε‖Lp(I,Lq) . ε−1/p‖θε‖L1(I,L2) + ε−1/p‖Lε‖L1(I,L2) + ε1−d/4eC
′t.
We recover [0, t] with a finite number of intervals of the form [jτ, (j + 1)τ ] and we
obtain for t ≤ A log(ε−1) :
(3.17) ‖θε‖Lp([0,t],Lq) . ε−1/p‖θε‖L1([0,t],L2) + ε−1/p‖Lε‖L1([0,t],L2) + ε1−d/4eC
′t.
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Then, thanks to Strichartz estimates again, we have
‖θε‖L∞([0,t],L2) . ‖Lε‖L1([0,t],L2) + ε−1/p‖NLε‖Lp′([0,t],Lq′),
. ‖Lε‖L1([0,t],L2) + εd/2−1/p
(
‖ϕε‖2Lσ([0,t],Lq) + ‖θε‖2Lσ([0,t],Lq)
+ε2‖gε‖2Lσ([0,t],Lq)
) (‖θε‖Lp([0,t],Lq) + ε‖gε‖Lp([0,t],Lq))
. ‖Lε‖L1([0,t],L2) + ε1/pt2/σeCt
(
ε−1/p‖θε‖L1([0,t],L2)
+ε−1/p‖Lε‖L1([0,t],L2) + ε1−d/4eCt
)
. ε1/2eCt + ‖θε‖L1([0,t],L2)eCt.
Finally, Gronwall lemma yields :
(3.18) ‖θε(t)‖L2 . ε1/2ee
Ct
, ∀t ≥ 0.
From (3.17) and (3.18), we infer the following estimate :
‖θε‖Lp([0,t],Lq) . ε1/2−d/8ee
Ct
.
We have to check how long the bootstrap argument holds; using the same method
for ε∇θε, we obtain
‖ε∇θε‖Lp(I,Lq) . ε−1/p‖ε∇θε(t)‖L2 + ε−1/p‖ε∇V θε‖L1(I,L2)
+ ε−1/p‖ε∇Lε‖L1(I,L2) + ε−2/p‖ε∇NLε‖Lp′(I,Lq′ ).
The nonlinear term writes
ε−2/p‖ε∇NLε‖Lp′(I,Lq′ )
. εd/2−2/p
(
‖ϕε‖2Lσ(I,Lq) + ‖θε‖2Lσ(I,Lq) + ε2‖gε‖2Lσ(I,Lq)
)
(‖ε∇θε‖Lp(I,Lq) + ε2‖∇(gεχ−)‖Lp(I,Lq))
+ εd/2−2/p‖ϕε ε∇ϕε‖Lσ/2(I,L2)
(‖θε‖Lp(I,Lq) + ε‖gε‖Lp(I,Lq)) ,
. τ2/σeCt‖ε∇θε‖Lp(I,Lq) + τ2/σε1/2−d/8ee
Ct
,
and we have for all s ∈ I :
‖ε∇θε‖Lp(I,Lq)
. ε−1/p‖ε∇θε(s)‖L2 + ε−1/p‖ε∇V θε‖L1(I,L2) + ε−1/p‖ε∇Lε‖L1(I,L2)
+ τ2/σe2Ct‖ε∇θε‖Lp(I,Lq) + τ2/σε1/2−d/8ee
Ct
≤K
(
ε−1/p‖ε∇θε(s)‖L2 + τ2/σeCt‖ε∇θε‖Lp(I,Lq) + τ2/σε1/2−d/8ee
Ct
)
Integrating on I, we have
‖ε∇θε‖Lp(I,Lq) ≤ K
(
ε−1/pτ−1‖ε∇θε‖L1(I,L2)
+τ2/σeCt‖ε∇θε‖Lp(I,Lq) + τ2/σε1/2−d/8ee
Ct
)
.
With t ≤ A log(ε−1), we choose τ such that
Kτ2/σε−2AC ≤ 1
2
,
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and repeating the same procedure, we obtain
‖ε∇θε‖Lp([0,t],Lq) . ε−1/p‖ε∇θε‖L1([0,t],L2) + ε1/2−d/8ee
Ct
.
Then, using Strichartz estimates again, we find
‖ε∇θε‖L∞([0,t],L2) . eCt‖ε∇θε‖L1([0,t],L2) + ε1/2ee
Ct
,
and Gronwall lemma yields
‖ε∇θε(t)‖L2 . ε1/2ee
Ct
, ∀t ≥ 0.
It remains to check that the bootstrap argument holds for t ≤ c log log(ε−1), for c
sufficiently small. We use the weighted Gagliardo-Nirenberg inequality to have :
‖θε(t)‖Lq . ε−d/4‖θε(t)‖1−d/4L2 ‖ε∇θε(t)‖
d/4
L2 ,
≤ K˜ε−d/4ε1/2eeC˜t .
Therefore, taking ε sufficiently small, the bootstrap argument holds as long as
K˜ε1/2ε−d/8ee
C˜t ≤ eC′t,
with 1/2 − d/8 > 0. We check that for large t and ε sufficiently small, it remains
true for t ≤ c log log(ε−1), with c independent of ε. The proof of Theorem 1.10 is
now complete.
Remark 3.3. In order to deal with initial data which are perturbation of wave
packets, as in Remark 1.9, but in large time case, we have to check how long the
bootstrap argument holds with new terms appearing from ηε. We have (using the
estimates obtained in Remark 3.2) :
‖θε(t)‖L2 .
(
ε1/2 + εγ0
)
ee
Ct
‖ε∇θε(t)‖L2 .
(
ε1/2 + εγ0
)
ee
Ct
,
for all t ≥ 0, with γ0 > d/8. Using Gagliardo-Nirenberg inequality, we find
‖θε(t)‖L4 . ε−d/4‖θε(t)‖1−d/4L2 ‖ε∇θε(t)‖
d/4
L2
.
(
ε1/2−d/8 + εγ0−d/8
)
ε−d/8ee
Ct
.
The bootstrap argument holds as long as(
ε1/2−d/8 + εγ0−d/8
)
ε−d/8ee
Ct ≪ ε−d/8eCt,
and since γ0 > d/8, the above condition is ensured for t ≤ C log log(ε−1) for some
suitable C, and this gives the approximation for large times.
4. Growth of Sobolev norms and momenta of the profile
In this section, we will focus on the behaviour of u(t) for large time and prove
Proposition 1.12, which gives an additional case where Theorem 1.10 holds.
We first recall some results that follow from [9] (see Theorem 2.2 and Corollary 2.7
of this paper) and [15]. We consider Q+ satisfying
sup
t∈R
|Q+(t)| < +∞,
then, the following (local in time) Strichartz estimates hold.
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Proposition 4.1 (Strichartz estimates for quadratic potentials). Let (p, q), (p1, q1)
be admissible pairs, defined in Definition 1.11. Let I be a finite time interval. We
consider u, the solution to
i∂tu+
1
2
∆u− 1
2
〈
Q+(t)x;x
〉
u = f ; u(0, x) = u0(x).
where u0 ∈ L2(Rd) and f ∈ Lp′1(I, Lq′1). Then, there exists C = C(q, q1, |I|), such
that for all s ∈ I
‖u‖Lp(I,Lq) ≤ C‖u0‖L2 + ‖f‖Lp′1(I,Lq′1) = C‖u(s)‖L2 + ‖f‖Lp′1(I,Lq′1).
We prove the following lemma, since it is the first step of the proof of Proposi-
tion 1.12.
Lemma 4.2. Let d = 2 or 3. Assume Λ ≥ 0 and :∣∣∣∣ ddtQ+(t)
∣∣∣∣ ≤ C(1 + |t|)κ0+1 ,
with κ0 > 2. We consider u, the solution to the Cauchy problem (1.8). Then, there
exist C1, C2 > 0 and γ > 0 such that
‖∇u(t)‖L2 ≤ C1, ‖xu(t)‖L2 ≤ C2(1 + |t|)γ+1.
Moreover
‖∇u‖Lp([0,t],Lq) + ‖xu‖Lp([0,t],Lq) . (1 + |t|)γ+2.
Proof. We use an energy argument and set
E(t) =
1
2
‖∇u(t)‖2L2 +
Λ
4
‖u(t)‖4L4 +
1
2
∫
Rd
〈
Q+(t)x, x
〉 |u(t, x)|2dx,
and
V (t) =
1
2
∫
Rd
|x|2|u(t, x)|2dx.
We have :
E′(t) =
1
2
∫
Rd
〈
d
dt
Q+(t)x;x
〉
|u(t, x)|2dx,
V ′(t) = 2 Im
∫
Rd
(x.∇u(t, x)) u(t, x)dx.
We introduce the following quantity :
A(t) = E(t) +
C˜
(1 + |t|)2+δ V (t),
with δ > 0. For C˜ large enough and choosing δ ≪ 1 such that 2 < 2 + δ < κ0, we
obtain
A(t) ≥ 1
2
‖∇u(t)‖2L2 +
1
4
‖u(t)‖4L4 +
1
(1 + |t|)2+δ V (t).
Then, using all these estimates, we have :
E′(t) .
1
(1 + |t|)κ0+1V (t)
1/2 ; V (t) ≤ (1 + |t|)−2−δ A(t),
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and combining these estimates, we obtain
A′(t) = E′(t) +
C˜
(1 + |t|)2+δ V
′(t)− C˜(2 + δ)
(1 + |t|)3+δ V (t),
≤ E′(t) + C˜
(1 + |t|)2+δ V
′(t),
≤
(
C
(1 + |t|)κ0−1−δ +
C
(1 + |t|)1+δ/2
)
A(t),
≤ C
(1 + |t|)1+δ˜
A(t),
for some δ˜ > 0. By Gronwall Lemma, we find |A(t)| ≤ C, whence
(4.1) ‖∇u(t)‖L2 ≤ C, ‖xu(t)‖L2 ≤ C(1 + |t|)1+γ˜ ,
where γ˜ > 0. And since ‖u(t)‖4L4 ≤ A(t), we deduce
‖u(t)‖L4 ≤ C.
Besides, the derivative and the first momentum of u satisfy the following equation:
i∂t(∇u) + 1
2
∆(∇u)− 1
2
〈
Q+(t)x;x
〉
(∇u) = Q+(t)x u+ Λ∇ (|u|2u) ,
and
i∂t(xu) +
1
2
∆(xu)− 1
2
〈
Q+(t)x;x
〉
(xu) = ∇u+ Λ|u|2 (xu) .
We set I = [t, t+τ ], with t ≥ 0, τ > 0, and (p, q) any admissible pair. We recall that
(8/d, 4) is the admissible pair introduced in the previous proofs, and σ = 8/(4−d),
which will be useful for the absorbtion argument. We have, thanks to Strichartz
estimates given in Proposition 4.1 :
‖∇u‖(Lp(I,Lq))∩(L8/d(I,L4))
. ‖∇u(t)‖L2 + ‖Q+(t)xu‖L1(I,L2) + ‖∇
(|u|2u) ‖L8/(8−d)(I,L4/3)
. ‖∇u(t)‖L2 + ‖xu‖L1(I,L2) + ‖u‖2Lσ(I,L4)‖∇u‖L8/d(I,L4)
. ‖∇u(t)‖L2 + ‖xu‖L1(I,L2) + τ2/σ‖u‖2L∞(I,H1)‖∇u‖L8/d(I,L4),
where we have used Ho¨lder inequality and the Sobolev embedding (with d ≤ 4).
Then we have by (4.1)
(4.2) ‖∇u‖(Lp(I,Lq))∩(L8/d(I,L4)) . ‖∇u(t)‖L2+‖xu‖L1(I,L2)+τ2/σ‖∇u‖L8/d(I,L4).
Similarly, we have :
‖xu‖(Lp(I,Lq))∩(L8/d(I,L4)) .‖xu(t)‖L2 + ‖∇u‖L1(I,L2) + ‖|u|2 (xu) ‖L8/(8−d)(I,L4/3)
. ‖xu(t)‖L2 + ‖∇u‖L1(I,L2) + τ2/σ‖u‖2L∞(I,H1)‖xu‖L8/d(I,L4).(4.3)
Combining (4.2) and (4.3), and choosing τ sufficiently small, we obtain
‖∇u‖(Lp(I,Lq))∩(L8/d(I,L4)) + ‖xu‖(Lp(I,Lq))∩(L8/d(I,L4))
. ‖∇u(t)‖L2 + ‖xu(t)‖L2 + ‖∇u‖L1(I,L2) + ‖xu‖L1(I,L2)
. (1 + (t+ τ)γ+2),
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with γ > 0, where we have used (4.1).
Using the above estimate for t = 0, τ, 2τ, · · · , jτ for j ∈ N, and by induction on j,
we finally obtain the following estimate on [0, t], for all t ≥ 0 :
(4.4) ‖∇u‖(Lp([0,t],Lq))∩(L8/d([0,t],L4))+‖xu‖(Lp([0,t],Lq))∩(L8/d([0,t],L4)) . (1+t)γ+2,
for any admissible pair; and the proof of the lemma is complete. 
We now prove Proposition 1.12.
Proof of Proposition 1.12. We argue by induction. The case k = 1 is given by
Lemma 4.2. Assume now that the result holds for k − 1; we will prove it for k.
The first important point is to notice that it suffices to analyse the derivatives and
momenta of order k. In fact, the following inequality holds :
∑
|α|+|β|≤k
‖xα∂βxu‖Lq ≤ C

‖(1 + |x|)ku‖Lq + ∑
|α|≤k
‖∂αx u‖Lq

 .
It is an easy consequence of Theorem 5 of [16].
For all α ∈ Nd such that |α| = k, u satisfies the following equations :
i∂t(∂
α
x u) +
1
2
∆(∂αx u)−
1
2
〈
Q+(t)x;x
〉
(∂αx u) =
1
2
[
∂αx ,
〈
Q+(t)x;x
〉]
u+ Λ∂αx
(|u|2u) ,
and
i∂t(x
αu) +
1
2
∆(xαu)− 1
2
〈
Q+(t)x;x
〉
(xαu) =
1
2
[∆, xα]u+ Λ|u|2 (xαu) .
For conveniance, we distinguish cases d = 2 and d = 3.
Case d = 2 : Here, the usual admissible pair, used to deal with the nonlinearity,
is (8/d, 4) = (4, 4), and σ = 8/(4− d) = 4. Strichartz estimates on I = [t, t+ τ ], for
t ≥ 0 and τ > 0 then yield :
‖∂αxu‖(L∞(I,L2))∩(L4(I,L4)) . ‖∂αxu(t)‖L2 + ‖∂αx (|u|2u)‖L4/3(I,L4/3)
+ ‖ [∂αx , 〈Q+(t)x;x〉] u‖L1(I,L2),
‖xαu‖(L∞(I,L2))∩(L4(I,L4)) .‖xαu(t)‖L2 + ‖|u|2(xαu)‖L4/3(I,L4/3)
+ ‖ [∆, xα]u‖L1(I,L2).
We write [
∂αx ,
〈
Q+(t)x;x
〉]
u =
∑
|β|=|α|−1
(cβ(t)x) ∂
β
xu+
∑
|γ|=|α|−2
dγ(t)∂
γ
xu,
where cβ and dγ are bounded for all t ∈ R. We first notice that the derivative of
the nonlinearity satisfy :∣∣∂αx (|u|2u)∣∣ . |u|2|∂αx u|+∑
j≤J
|wj1| |wj2| |wj3| ,
where J ∈ N, wjl are derivatives of u or u of order lower than k − 1, rearranged
such that such that wj1 is of order lower than wj2, which is of order lower than
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wj3. Then, thanks to Ho¨lder inequality, and Sobolev embedding, we have
‖∂αxu‖(L∞(I,L2))∩(L4(I,L4)) . ‖∂αxu(t)‖L2 + τ2/σ‖u‖2L∞(I,H1)‖∂αxu‖L4(I,L4)
+
∑
j≤J
‖wj1‖L4(I,L4)‖wj2‖L4(I,L4)‖wj3‖L4(I,L4)
+
∑
|β|=|α|−1
‖x∂βxu‖L1(I,L2) + τFk−1,
‖xαu‖(L∞(I,L2))∩(Lp(I,Lq)) . ‖xαu(t)‖L2 + τ2/σ‖u‖2L∞(I,H1)‖xαu‖L4(I,L4) + τFk−1,
where Fk−1 is the sum of L∞(I, L2)−norm of terms of order lower than k − 1 (it
contains terms from
∑
|γ|=|α|−2 dγ(t) ∂
γ
xu and [∆, x
α]u ). We have, thanks to the
induction hypothesis∑
j≤J
‖wj1‖L4(I,L4)‖wj2‖L4(I,L4)‖wj3‖L4(I,L4) . eCt.
Choosing τ ≪ 1, sufficiently small, the nonlinear term can be absorbed by the left
handside term, and using (4.1) and the induction hypothesis :
‖∂αx u‖(L∞(I,L2))∩(L4(I,L4)) . ‖∂αx u(t)‖L2 +
∑
|β|=|α|−1
‖x∂βxu‖L1(I,L2) + eC(t+τ),
(4.5)
‖xαu‖(L∞(I,L2))∩(L4(I,L4)) . ‖xαu(t)‖L2 + eC(t+τ).
Writing
Ak(t) = max
0≤s≤t
∑
|α|+|β|≤k
‖xα∂βxu(t)‖L2 ,
we obtain the following inequality :
Ak(t+ τ) ≤ C Ak(t) + CeC(t+τ),
with τ ≪ 1. Set un = Ak(nτ), for n ∈ N. Then : un+1 ≤ Cun + CeC(n+1)τ .
With vn = e
−Knτun, this inequality allows us to find, by induction on n, that vn is
bounded for all n ∈ N. We deduce that un grows exponentially, and that Ak grows
in the same way.
To prove the property for any admissible pair (p, q), we go back to (4.5) and use
the previous estimate, found for (∞, 2):
‖∂αx u‖(Lp(I,Lq))∩(L4(I,L4)) . sup
s∈I
‖∂αxu(s)‖L2 +
∑
|β|=|α|−1
‖x∂βxu‖L1(I,L2) + eC(t+τ),
. eC(t+τ)
‖xαu‖(Lp(I,Lq))∩(L4(I,L4)) . sup
s∈I
|xαu(s)‖L2 + eC(t+τ)
. eC(t+τ),
and we recover [0, t] to obtain the property for the case d = 2.
Case d = 3 : The main difference comes from the products of derivatives of u.
Since d = 3, we have σ > p and the Ho¨lder inequality used above fails in this case.
Therefore, to deal with these terms, we choose a different admissible pair: (2, 6). It
is important to notice that Strichartz estimates are available for this endpoint (see
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[15] for details). The notations will be the same as for case d = 2.
Strichartz estimates on I = [t, t+ τ ], for t ≥ 0 and τ > 0 yield :
‖∂αxu‖(L∞(I,L2))∩(L8/3(I,L4)) . ‖∂αx u(t)‖L2 + ‖|u|2∂αx u‖L8/5(I,L4/3)
+ ‖ [∂αx , 〈Q+(t)x;x〉] u‖L1(I,L2) +∑
j≤J
‖wj1 wj2 wj3‖L2(I,L6/5) ,
‖xαu‖(L∞(I,L2))∩(L8/3(I,L4)) . ‖xαu(t)‖L2 + ‖|u|2(xαu)‖L8/5(I,L4/3)
+ ‖ [∆, xα]u‖L1(I,L2).
We recall that[
∂αx ,
〈
Q+(t)x;x
〉]
u =
∑
|β|=|α|−1
(cβ(t).x) ∂
β
xu+
∑
|γ|=|α|−2
dγ(t)∂
γ
xu,
where cβ and dγ are bounded for all t ∈ R. Then, we can write, thanks to Ho¨lder
inequality :
‖wj1 wj2 wj3‖L2(I,L6/5) . ‖wj1‖L∞(I,L6) ‖wj2‖L∞(I,L2) ‖wj3‖L2(I,L6)
. ‖wj1‖L∞(I,H1) ‖wj2‖L∞(I,L2) ‖wj3‖L2(I,L6)
. eC(t+τ),
where we have used the Sobolev embedding
(
H1 →֒ L6), and the induction hypoth-
esis. We now infer, with the same arguments, assuming τ ≤ 1 :
‖∂αxu‖(L∞(I,L2))∩(L8/3(I,L4)) . ‖∂αx u(t)‖L2 + ‖u‖2L8(I,L4)‖∂αx u‖L8/3(I,L4)
+
∑
|β|=|α|−1
‖x∂βxu‖L1(I,L2) + τFk−1 + eC(t+τ),
.‖∂αx u(t)‖L2 + τ2/σ‖∂αx u‖L8/3(I,L4)
+ eC(t+τ),
‖xαu‖(L∞(I,L2))∩(L8/3(I,L4)) .‖xαu(t)‖L2 + ‖u‖2L8(I,L4)‖xαu‖L8/3(I,L4) + τFk−1,
.‖xαu(t)‖L2 + τ2/σ‖xαu‖L8/3(I,L4) + eC(t+τ).
We choose τ sufficiently small to absorb the nonlinear term and finally obtain
‖∂αxu‖(L∞(I,L2))∩(L8/3(I,L4)) .‖∂αx u(t)‖L2 + eC(t+τ),
‖xαu‖(L∞(I,L2))∩(L8/3(I,L4)) .‖xαu(t)‖L2 + eC(t+τ).
Then, we use the same procedure as in the case d = 2 and the proof is complete
for d = 3. 
Let us now sketch the proof of the property enunciated in Remark 1.13. We first
assume that
E0 > λ∞ and that |x+(t)| −→
t→∞
∞.
Note that the eigenvalue has the same decreasing rate than the potential V , given
by the long range property.
On one hand, we have
d2
dt2
|x+(t)|2 = 2 (|x˙+(t)|2 − 2x+(t).∇λ+(x+(t))) ,
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which gives
lim
t→∞
d2
dt2
|x+(t)|2 = 4(E0 − λ∞) > 0,
thanks to the assumptions. We infer that for t sufficiently large, x+(t) satisfies :
d
dt
|x+(t)|2 ≥ ct, for a small positive constant c.
We finally obtain
|x+(t)|2 ≥ ct2.
On the other hand, the derivative of Q+ is given by
d
dt
Q+(t) = x˙+(t).∇ (Hess λ+(x+(t))) .
We deduce from the conservation of the energy (and (1.6)) that |x˙+(t)| is bounded.
Besides, we have
∇ (Hess λ+(x+(t))) ≤ c′ 〈x+(t)〉−p−3 .
Combining both previous estimates, we finally obtain the property (1.11).
Let us remark that the assumption
lim
t→∞ |x
+(t)| = +∞,
is not sufficient to prove that Q+ satisfies (1.11), the assumption on the energy is
essential. But if E0 is such that
E0 > λ∞ +
1
2
sup
x∈Rd
(x.∇λ+(x)),
then lim
t→∞
|x+(t)| = +∞ and Q+ satisfies (1.11).
5. About the one dimensional case
In this section, we assume d = 1; we will prove Theorem 1.15.
We first notice that we are in the L2−subcritical case. We consider a 2× 2 system.
The authors of [3] consider a matrix-valued potential which is at most quadratic :
ρ and ρ0 are at most quadratic and ω is bounded as well as its derivatives. With
these assumptions on the potential, the approximation is verified, up to a time
tε = C log log(ε−1). Under our assumptions on the potential V , it is possible to
improve on this time tε. Let us first notice that, because of the absence of crossing
points, thanks to the resolvent estimates of [13], [14], we obtain Strichartz estimates,
similar to the one in Theorem 2.1 in the case d = 1, following the same steps as
in [7]. In fact, in [7], the authors consider a matrix-valued potential with crossing
points, and they assume d = 2, 3 to avoid difficulties brought by these crossing
points.
To obtain the approximation for large time, we follow the same steps as in the proof
of Theorem 1.10, in Section 3.3. The difference comes from the estimate on ϕε and
the bootstrap argument. We recall the estimate on u, proved in [2] on I = [t, t+ τ ],
for the Lebesgue exponents p = 8, q = 4 and σ = 8/3:
‖u‖L8(I,L4) ≤ K‖u0‖L2 . 1.
This gives for ϕε, where t ∈ I :
‖ϕε(t)‖L4 = ε−1/8‖u(t)‖L4 ,
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and then, thanks to p > σ, we have
‖ϕε‖L8/3(I,L4) . τ1/4‖ϕε‖L8(I,L4)
. τ3/8‖ϕε‖L∞(I,L4)
. ε−1/8τ3/8‖u‖L∞(I,L4) . ε−1/8.
Consider t ≤ tε, with tε = A log(ε−1) where A will be adjusted at the end. We
perform a bootstrap argument. Assume :
(5.1) ‖θε(t)‖L4 . ε−1/8.
Then,
‖θε‖L8(I,L4) ≤K
(
ε−1/8τ−1‖θε‖L1(I,L2) + ε−1/8‖Lε‖L1(I,L2)
+ε1/4τ2/σ
(
ε−1/4 + ε3/2eCt
)(
‖θε‖L8(I,L4) + ε3/4eCt
))
.
We choose A such that ε7/4eCt < 1 for t ≤ A log(ε−1), (which gives A < 7/(4C)),
and then, τ > 0 such that
2Kτ2/σ ≤ 1
2
;
τ and τ−1 are both bounded by a constant independent of t, which gives
(5.2) ‖θε‖L8(I,L4) . ε−1/8‖θε‖L1(I,L2) + ε−1/8‖Lε‖L1(I,L2) + ε3/4eCt.
Using Strichartz estimates and Ho¨lder inequality again, we have, for t ≥ 0, τ > 0,
fixed small enough :
‖θε‖L∞(I,L2) . ‖θε(t)‖L2 + ‖Lε‖L1(I,L2) + ε3/8
(
‖ϕε‖2L8/3(I,L4) + ‖θε‖2L8/3(I,L4)
+ε2‖gε‖2L8/3(I,L4)
) (‖θε‖L8(I,L4) + ε‖gε‖L8(I,L4))
. ‖θε(t)‖L2 + ‖Lε‖L1(I,L2) + ε1/8
(
τ3/4 + ε5/4eCt
)
×
(
ε−1/8‖θε‖L1(I,L2) + ε−1/8‖Lε‖L1(I,L2) + ε3/4eCt
)
,
. ‖θε(t)‖L2 +
√
εeCt +
(
1 + ε7/4eCt
)
‖θε‖L1(I,L2),
where we have used the previous estimates about each term, and where we have used
τ ≤ 1 since it is fixed small. Then, for t ≥ 0, we can write [0, t] ⊂
N⋃
j=0
[jτ, (j + 1)τ ],
for some integer N ; and we obtain
‖θε‖L∞([0,t],L2) . ‖θε(0)‖L2 +
√
εeCt +
(
1 + ε7/4eCt
)
‖θε‖L1([0,t],L2).
Since t ≤ tε, we have ε7/4eCt < 1 which gives
‖θε‖L∞([0,t],L2) . ‖θε(0)‖L2 +
√
εeCt + ‖θε‖L1([0,t],L2),
Applying Gronwall Lemma on ‖θε(t)‖L2 , we deduce :
(5.3) ∀t ∈ [0, tε], ‖θε(t)‖L2 ≤ C0
√
εeC1t,
where the constants are independent of ε. Besides, combining (5.2) and (5.3), we
obtain
(5.4) ∀t ∈ [0, tε], ‖θε‖L8(I,L4) . ε3/8eCt.
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The proof is then completed by checking how long the boostrap assumption (5.1)
holds. We differentiate the equation satisfied by θε and arguing as before, with
Strichartz estimates we obtain :
‖ε∇θε‖L8(I,L4) . ε−1/8‖ε∇θε(t)‖L2 + ε−1/8‖∇V θε‖L1(I,L2)
+ ε−1/8‖ε∇Lε‖L1(I,L2) + ε−1/4‖ε∇NLε‖L8/7(I,L4/3).
We recall the following estimate on the nonlinearity, obtained thanks to Ho¨lder
inequality :
ε−1/4‖ε∇NLε‖L8/7(I,L4/3)
. ε1/4
(
‖ϕε‖2L8/3(I,L4) + ‖θε‖2L8/3(I,L4) + ε2‖gε‖2L8/3(I,L4)
)
(‖ε∇θε‖L8(I,L4) + ε2‖∇(gεχ−)‖L8(I,L4))
+ ε1/4‖ϕε ε∇ϕε‖L8/6(I,L2)
(‖θε‖L8(I,L4) + ε‖gε‖L8(I,L4))
. τ3/4(1 + ε7/4eCt)‖ε∇θε‖L8(I,L4) + τ3/4ε3/8eCt,
where we have used the exponential control (1.10), which is true in the case d = 1,
and (5.4). For t ≤ tε, arguing as before, by fixing τ very small to absorb the
nonlinearity, we obtain
‖ε∇θε‖L8(I,L4) . ε−1/8‖ε∇θε‖L1(I,L2) + ε−1/8‖ε∇Lε‖L1(I,L2) + eCtε3/8.
Using Strichartz estimates again on I, we find
‖ε∇θε‖L∞(I,L2) . ‖ε∇θε(t)‖L2 + ‖∇V θε‖L1(I,L2) + ‖ε∇Lε‖L1(I,L2)
+ ε−1/8‖ε∇NLε‖L8/7(I,L4/3),
. ε1/8
(
τ3/4(1 + ε7/4eCt)‖ε∇θε‖L8(I,L4) + eCtε3/8
)
+ ‖ε∇θε(t)‖L2 + ε1/2eCt
.‖ε∇θε(t)‖L2 + τ3/4(1 + ε7/4eCt)‖ε∇θε‖L1(I,L2)
+ ‖ε∇Lε‖L1(I,L2) + eCtε7/4 + eCtε1/2
.‖ε∇θε(t)‖L2 + ε1/2eCt + (1 + ε7/4eCt)‖ε∇θε‖L1(I,L2)
We recover [0, t] with a finite number of intervals of the form [jτ, (j + 1)τ ] and
obtain
‖ε∇θε‖L∞([0,t],L2) . ε1/2eCt + (1 + ε7/4eCt)‖ε∇θε‖L1(I,L2)
. ε1/2eCt + ‖ε∇θε‖L1(I,L2),
with t ≤ tε such that ε7/4eCt < 1. Thanks to Gronwall lemma, we finally find :
(5.5) ∀t ∈ [0, tε], ‖ε∇θε‖L2 ≤ C′0
√
εeC
′
1t.
Thanks to Gagliardo-Nirenberg inequality, we now write
‖θε(t)‖L4 . ε−1/4‖θε(t)‖3/4L2 ‖ε∇θε(t)‖
1/4
L2
. ε−1/4
√
εeCt,
where we have used (5.3) and (5.5). We infer that the bootstrap argument (5.1)
holds, at least, when t ≤ ctε since we have
∀t ∈ [0, tε], ε−1/4√εeCt ≪ ε−1/8,
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with tε ≤ c log(ε−1) for a suitable c, and this concludes the proof.
6. Nonlinear superposition
6.1. General considerations. Theorems 1.16 and 1.17 follow by the same meth-
ods as in Theorem 1.7. The main difference comes from the nonlinearity: nonlinear
interaction terms appear. In this section, we will give the method for a nonlinear
superposition of two data polarized along different modes. The procedure applied
in this subsection is exactly the same if we consider same eigenspaces. We set
wε = ψε − ϕε+χ+ − ϕε−χ− + εgε,
where gε is the sum of two correction terms, similar to the one defined in Section 2.2:
gε = gε+χ+ + g
ε
−χ−,
where the function gε+ solves the scalar Schro¨dinger equation
iε∂tg
ε
+ +
ε2
2
∆gε+ − λ+(x)gε+ = ϕε−r+ ; gε+(0, x) = 0;
and the function gε− solves
iε∂tg
ε
− +
ε2
2
∆gε− − λ−(x)gε− = ϕε+r− ; gε−(0, x) = 0,
where
r+(t, x) = −i
〈
dχ+(x)ξ
+(t), χ−(x)
〉
; r−(t, x) = −i
〈
dχ−(x)ξ−(t), χ+(x)
〉
.
The function wε(t) then solves
iε∂tw
ε +
ε2
2
∆wε − V (x)wε = εNLε + εLε ; wε(0, x) = 0,
with
NLε = εd/2
(|wε + ϕε+χ+ + ϕε−χ− + εgε|2 (wε + ϕε+χ+ + ϕε−χ− + εgε)
−|ϕε+|2ϕε+χ+ − |ϕε−|2ϕε−χ−
)
.
and
Lε = O (√εeCt)+ [ε2
2
∆, χ+
]
gε+ +
[
ε2
2
∆, χ−
]
gε− = O
(√
εeCt
)
,
where the estimate holds in H1ε , using Proposition 2.3. To deal with the nonlinear-
ity, we add and subtract the term
εd/2|ϕε+χ+ + ϕε−χ−|2
(
ϕε+χ+ + ϕ
ε
−χ−
)
,
and obtain
NLε = NεI +N
ε
S,
where we have
NεI = |ϕε+|2ϕε−χ− + |ϕε−|2ϕε+χ+,
and the following pointwise estimates
|NεI | . εd/2
(|ϕε+|2|ϕε−|+ |ϕε−|2|ϕε+|) ,
|NεS | . εd/2
(|ϕε+|2 + |ϕε−|2 + |wε|2 + ε2|gε|2) (|wε|+ ε|gε|) .
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The procedure to estimate the term NεS is exactly the same used to deal with
the nonlinearity in Section 3.2. The only point remaining concerns the analysis of∫ t
0
‖NεI (s)‖H1ε ds. We have
εd/2‖(ϕε+)2ϕε−‖L2(Rd) =
∥∥∥∥∥
(
u+
(
t, y − x
+(t)− x−(t)√
ε
))2
u−(t, y)
∥∥∥∥∥
L2(Rdy)
and the term |ϕε−|2|ϕε+| is handled in the same way, as their contribution play the
same role. We leave out the other terms which are needed in view of a H1ε estimate,
since they create no trouble.
The estimation of NεI is given by the following lemma. The proof is based on the
strategy of [2] with adaptation required by the fact that we are in the case d > 1.
Lemma 6.1. Let T > 0, 0 < γ < 1/2 and
(6.1) Iε(T ) = {t ∈ [0, T ], |x+(t)− x−(t)| 6 εγ}.
Then, for all integer k, k > d/2, there exists a constant C = C(k) such that∫ T
0
‖NεI (t)‖H1ε dt . (Mk+2(T ))3
(
Tεk(1/2−γ) + |Iε(T )|
)
,
where Mk(T ) = max
(
M+k (T ),M
−
k (T )
)
, with
M±k (T ) = sup
{‖ 〈x〉α ∂βxu±‖(L∞[0,T ];L2(Rd)); |α|+ |β| ≤ k} .
Our next objective is to evaluate the quantity |Iε(T )|, for T > 0.
It has to be noticed that the arguments of [2] which allow us to deal with large times
cannot be generalized to higher dimension : they are specific to the one-dimensional
case.
6.2. Nonlinear superposition for data belonging to different modes.
Lemma 6.2. Let T > 0 and
Γ = inf
x∈Rd
|E+ − E− − (λ+(x) − λ−(x))|,
and suppose Γ > 0. Then, for 0 < γ < 1/2, for T > 0, independent of ε, we have :
|Iε(T )| . ε
γ
Γ2
,
where Iε(T ) is defined in 6.1
Proof. We consider Jε(T ) a maximal interval, included in Iε(T ) and Nε(T ) the
number of such intervals. We have the following estimate :
(6.2) |Iε(T )| ≤ |Jε(T )| ×Nε(T ).
Let z be defined by z(t) = |x+(t)− x−(t)|2. We first prove that
(6.3) ∃ε0 > 0, ∃0 < δ < 1, ∀ε ∈]0, ε0], ∀t ∈ Iε(T ), we have z¨(t) ≥ δΓ2 > 0.
Step zero : Proof of (6.3).
We have for t ∈ Jε(T ) :
z¨(t) = 2|ξ+(t)− ξ−(t)|2 − 2(x+(t)− x−(t)). (∇λ+(x+(t))−∇λ−(x−(t))) ,
z¨(t) ≥ 2|ξ+(t)− ξ−(t)|2 − Cεγ .(6.4)
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Besides, we have :
|E+ − E− − (λ+(x+(t))− λ−(x−(t)))| = |E+ − E− − (λ+(x+(t)) − λ−(x+(t)))
+ λ−(x+(t)) − λ−(x−(t))|
≥ |E+ − E− − (λ+(x+(t)) − λ−(x+(t))|
− |λ−(x+(t))− λ−(x−(t))|
≥ Γ− Cεγ ,
since |λ−(x+(t)) − λ−(x−(t))| ≤ C|x+(t)− x−(t)|. If Cεγ ≪ 1, we obtain
(6.5) |E+ − E− − (λ+(x+(t))− λ−(x−(t)))| ≥ Γ
2
.
Then we write, by the definitions of the energies :
|E+ − E− − (λ+(x+(t)) − λ−(x−(t)))| = 1
2
∣∣(ξ+(t)− ξ−(t)).(ξ+(t) + ξ−(t))∣∣ ,
whence by (1.6):
|E+ − E− − (λ+(x+(t))− λ−(x−(t)))| . |ξ+(t)− ξ−(t)|,
and we obtain by (6.4) and (6.5), for Cεγ such that C′Γ2 − Cεγ ≥ Γ2/2 :
δΓ2 ≤ z¨(t), with 0 < δ < 1.
Step one : Size of Jε(T ).
Let us now consider τ, τ ′ ∈ Jε(T ) and find a lower bound of |τ − τ ′|.
The derivatives of z are given by :
z˙(t) = 2(x+(t)− x−(t)).(ξ+(t)− ξ−(t)),
z¨(t) = 2|ξ+(t)− ξ−(t)|2 − 2(x+(t)− x−(t)). (∇λ+(x+(t)) −∇λ−(x−(t)))
There exists t∗ ∈ ]τ, τ ′[ such that
(6.6) |z˙(τ ′)− z˙(τ)| = |τ ′ − τ | z¨(t∗).
On one hand, we have by (1.6)
|z˙(τ ′)− z˙(τ)| ≤ 2|x+(τ ′)− x−(τ ′)| |ξ+(τ ′)− ξ−(τ ′)|
+ 2|x+(τ) − x−(τ)| |ξ+(τ) − ξ−(τ)|,
. |z˙(τ ′)− z˙(τ)| εγ .(6.7)
On the other hand, we have (6.3) for t∗ ∈ Jε(T ). Therefore, in view of (6.6),(6.7)
and (6.3) we infer
Γ2|τ ′ − τ | . |τ ′ − τ |z¨(t∗) = |z˙(τ ′)− z˙(τ)| . εγ ,
whence
|τ − τ ′| . ε
γ
Γ2
, and |Jε(T )| . ε
γ
Γ2
.
Step two : Estimation of Nε(T ).
The difficulty is to prove that the number of interval Jε(T ) contained in Iε(T ) is
independent of ε. For this reason, we first consider a fixed ε.
Set ε0 > 0 a fixed constant, small enough to have :
C′Γ2 − Cε0 ≥ Γ2/2.
We consider Iε0(T ), let us prove that there is a finite number of intervals in this
fixed set. We argue by contradiction, assuming that there is an infinite number of
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intervals such that z(t) ≤ ε2γ0 .
We consider a sequence (sn)n∈N, included in [0, T ] and such that each term is in a
connected interval of Iε0(T ), which does not contain an other term of the sequence.
We can assume that the sequence is monotonic (let us say strictly increasing to
fix ideas). By compactness of [0, T ], a subsequence of (sn)n converges to some
s ∈ [0, T ], with
z(s) ≤ ε2γ0 .
Besides, there exists (tn)n∈N, such that for all
n ∈ N, tn ∈]sn, sn+1[ with z(tn) > ε2γ0
and
d
dt
z(t)|t=tn = 0,
for all integer n. Using the same argument of compactness, we infer that this
sequence (tn) converges to s, with z(t) ≥ ε2γ0 , we deduce that
z(t) = ε2γ0 , and
d
dt
z(t)|t=s = 0.
We have
d
dt
z(t)|t=tn =
d
dt
z(t)|t=tn+1 = 0,
for all n ∈ N; thanks to Rolle’s theorem, there exists en sequence (rn)n∈N such
that for all n ∈ N, rn ∈]tn, tn+1[ and
d2
dt2
z(t)|t=rn = 0.
Arguing as before, we infer that (rn) converges to s, with
d2
dt2
z(t)|t=s = 0. But
(6.3) for s give z¨(s) > 0. Hence a contradiction with (6.3).
For ε sufficiently small, such that ε ≤ ε0, Jε(T ) is included in Iε0(T ). Besides
z(t) ≥ 0 and z¨(t) ≥ δΓ2 > 0, which implies that z is a positive and strictly convex
function. We infer that in each interval of Iε0(T ), there is exactly one interval where
z is very small, such that z(t) ≤ ε2γ . This implies that the number of such intervals
of Jε(T ) is the same as in Iε0(T ); Nε(T ) is bounded by a constant independent of
ε, and this concludes the proof. 
6.3. Nonlinear superposition of data belonging to same modes. Let us first
notice that Iε(T ) has to be rewritten : Let T > 0, 0 < γ < 1/2. We set :
Iε(T ) = {t ∈ [0, T ], |x1(t)− x2(t)| 6 εγ}.
Then, to estimate the size of Iε(T ), we have :
Lemma 6.3. Let T > 0, independent of ε. Then, there exists C > 0, such that
|Iε(T )| ≤ Cεγ .
Sketch of the proof. The proof is based on Lemma 6.2 of [4]. In this case, we
consider classical trajectories built with the same eigenvalue, which is similar to
the scalar case, with a scalar potential. It has to be noticed that for
(x1(0), ξ1(0)) 6= (x2(0), ξ2(0)),
we have
(x1(t), ξ1(t)) 6= (x2(t), ξ2(t))
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for all times t, since the trajectories solve the same ODE system. Therefore, on
[0, T ], the curves x1(t) and x2(t) cross on a finite number of isolated points, where
ξ1(t) 6= ξ2(t). Then, the control of the quantity |ξ1(t)−ξ2(t)| in (6.3) follows without
any assumption (See [4] for details). 
Remark 6.4. To complete the proof of Propositions 1.16 and 1.17, it remains to
perform a bootstrap argument, similar to the one in the proof of Theorem 1.7, (see
[4] for details) which gives a finer condition on γ:
εγ−d/4 ≪ ε−d/8,
and it is equivalent to γ > d/8 which is compatible with γ < 1/2.
In both situations, for large time case, we cannot use the same method as in [4]
for a scalar potential, or in [3], in the one-dimensional case, to find the number of
maximal intervals.
Remark 6.5. However, assuming (1.10) is satisfied; and
|Nε(t)| . eCt,
where Nε(t) is defined in (6.2), then one can prove the following result : there
exists C > 0 independent of ε such that
sup
t≤C log log(ε−1)
‖wε(t)‖H1ε −→ε→0 0.
Remark 6.6. Let us notice that if the approximation of Theorem 1.7 is valid up to
a time t = C log(ε−1), then, Theorems 1.16 and 1.17 will be also valid up to an
analogue time.
Appendix A. Strichartz estimates
In view of Remark 4 of [7], Proposition 3 of [7] writes:
Proposition A.1. Consider T > 0 and (p, q) an admissible pair. Then, there
exists a constant C = C(q) such that∥∥∥ei tεP (ε)uε0∥∥∥
Lp([0,T ],Lq(Rd))
≤ Cε−1/p‖uε0‖L2(Rd),
and Corollary 1 writes:
Corollary A.2. Consider T > 0 and (p, q) an admissible pair. Then, there exists
a constant C = C(q) such that∥∥∥∥
∫ t
0
ei
t−s
ε P (ε)f ε(s)ds
∥∥∥∥
Lp([0,T ],Lq(Rd))
≤ Cε−1/p‖f ε‖L1([0,T ],L2(Rd)).
Note that these results of [7] crucially use the long range property of V , which al-
lows to prove resolvent estimates. Proposition A.1 gives the first Strichartz estimate
(2.1). Let us prove that we also have (2.2), namely:∥∥∥∥
∫ t
0
ei
t−s
ε P (ε)f ε(s)ds
∥∥∥∥
Lp1([0,T ],Lq1(Rd))
≤ Cε−1/p1−1/p2‖f ε‖
Lp
′
2([0,T ],Lq
′
2(Rd))
,
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where (p1, q1) and (p2, q2) are admissible pairs, and C independent of ε.
By Christ-Kiselev’s theorem, it is sufficient to estimate the Lp1([0, T ], Lq1)−norm
of
hε(t) :=
∫ T
0
ei
t−τ
ε P (ε)f ε(τ)dτ.
Using (2.1), we obtain
‖hε‖Lp1([0,T ],Lq1) ≤ C(q1)ε−1/p1‖hε(0)‖L2 ,
≤ C(q1)ε−1/p1
∥∥∥∥∥
∫ T
0
e−i
s
εP (ε)f ε(s)ds
∥∥∥∥∥
L2
.
The dual inequality of (2.1) for (p2, q2) admissible pair gives∥∥∥∥∥
∫ T
0
e−i
τ
εP (ε)f ε(τ)dτ
∥∥∥∥∥
L2
≤ C(q2)ε−1/p2‖f ε‖Lp′2([0,T ],Lq′2).
Combining these estimates, we finally obtain (2.2).
Appendix B. Global existence of the exact solution
In view of [2] Section A allows us to prove global existence and uniqueness of
the solution of (1.1)-(1.2), for fixed ε > 0:
Proposition B.1. If V satisfies Assumption 1.1, and ψε0 ∈ L2(Rd), there exists a
unique, global, solution to (1.1)-(1.2)
ψε ∈ C (R, L2(Rd)) ∩ L8/dloc (R, L4(Rd)) .
Moreover, the L2−norm of ψε does not depend on time
‖ψε(t)‖L2(Rd) = ‖ψε0‖L2(Rd), ∀t ∈ R.
We denote by E(t) the energy, given by :
E(t) =
1
2
‖∇u(t)‖2L2 +
Λ
4
‖u(t)‖4L4 +
1
2
∫
Rd
〈
Q+(t)x;x
〉 |u(t, x)|2dx.
This quantity does not depend on time : E(t) = E(0), ∀t ∈ R.
Sketch of the proof. From the above-mentionned results, it follows that local in time
Strichartz estimates are available. Therefore, using a fixed point argument, one can
prove local existence of the solution. Then, using the conservation of the L2−norm
and of the energy, one can infer that the solution is global. See [7, Remark 5] and
[10] for the details. 
For fixed ε, it is actually possible to prove global existence of the solution under
weaker assumptions : V has to be at most quadratic : assuming ρ and ρ0 are
at most quadratic and ω is bounded with bounded derivatives, the author of [2]
obtains global existence of the solution.
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