Sequential closure in the space of measures by Borodulin-Nadzieja, Piotr & Selim, Omar
ar
X
iv
:1
20
3.
42
70
v2
  [
ma
th.
GN
]  
20
 Se
p 2
01
2
SEQUENTIAL CLOSURE IN THE SPACE OF MEASURES
PIOTR BORODULIN-NADZIEJA AND OMAR SELIM
Abstract. We show that there is a compact topological space carrying a
measure which is not a weak∗ limit of finitely supported measures but is in the
sequential closure of the set of such measures. We construct compact spaces
with measures of arbitrarily high levels of complexity in this sequential hier-
archy. It follows that there is a compact space in which the sequential closure
cannot be obtained in countably many steps. However, we show that this is
not the case for our spaces where the sequential closure is always obtained in
countably many steps.
1. Introduction
Given a compact Hausdorff topological space K we denote byM(K) the collection
of all signed Borel measures on K. We let C(K) be the collection of all real valued
(bounded) continuous functions on K equipped with the supremum norm. By the
Riesz representation theorem one can view M(K) as the continuous dual of C(K)
and equip M(K) with the weak∗ topology. Since K forms a closed subspace of
M(K), the space (M(K),weak∗) is a natural topological vector space containing
K.
We are interested in the sequential properties of M(K). A sequence (µn)n of
measures converges to µ in the weak∗ topology precisely when for every f ∈ C(K)
one has ∫
K
fdµn →
∫
K
fdµ.
If in additionK is zero-dimensional, for example ifK is the Stone space of a Boolean
algebra, then the above condition is equivalent to asserting that µn(C)→ µ(C) for
every clopen set C.
Rather than M(K) we will instead consider the collection P (K) ⊆M(K) of (non-
negative) probability measures on K. The space P (K) is a slightly simpler object
to deal with. This is justified, since P (K) is a closed subspace of M(K) and for
every µ ∈ M(K) one can find unique µ1, µ2 ∈ P (K) such that µ = c1µ1− c2µ2, for
appropriate constants c1, c2 ∈ R. For details on the above discussion see [Bog06].
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Spaces of measures are in general very complicated. Indeed, even for well known
spaces K there are many simply stated problems about P (K) which remain open
(see for example [Kos10]). Arguably the simplest measures in P (K) are the so
called Dirac measures of the form
δx(A) =
{
1, if x ∈ A;
0, otherwise.
for x ∈ K. The collection of Dirac measures forms a closed copy of K in P (K).
A slightly more complicated space is the collection of measures of finite support.
These are linear combinations of Dirac measures with positive coefficients that sum
to 1. If M(K) is given the usual vector lattice structure then the measures of
finite support may be viewed as the convex hull of the collection of Dirac measures.
Accordingly for A ⊆ K we let conv (δx : x ∈ A) be the collection of probability
measures finitely supported on A.
We are interested in the following sequential hierarchy. For A ⊆ K let S0(A) =
conv (δx : x ∈ A). For α ≤ ω1 if Sβ has been defined for each β < α then let
Sα(A) = {lim
n
µn : (∀n)(∃β < α)(µn ∈ Sβ(A))}.
We let S(A) = Sω1(A).
The collection S0(K) will be dense in K but since P (K) is not necessarily a se-
quential space in general we might not have S1(K) = P (K). To illustrate we have
the following simple fact.
Proposition 1.1. Assume µ is a probability measure on K. If µ ∈ S(K), then µ
has a separable closed subset of full measure.
In particular, it follows that if µ is a strictly positive probability measure on a
non-separable space K, then µ ∈ P (K) \ S(K). For example, if M is the complete
Boolean algebra of Borel subsets of the unit interval modulo Lebesgue null sets, λ
is the Lebesgue measure and K is the Stone space of M then λ ∈ P (K) \ S(K).
Actually we can prove a more general fact here. Recall that a measure µ on a
space K is purely atomic if it is of the form
µ =
∑
n∈ω
anδxn
for {xn : n ∈ ω} ⊆ K and a sequence of positive real numbers (an)n∈ω. Recall also
that a space is extremely disconnected if closures of open sets remain open.
Proposition 1.2. If K is a compact extremely disconnected Hausdorff space, then
every measure in S(K) is purely atomic.
Proof. Let µ ∈ S(K). If K is compact and extremely disconnected, then C(K) is
Grothendieck (that is to say, if a sequence (µn)n∈ω ⊆ P (K) weak
∗ converges to
µ then for every bounded Borel function f : K → R we have
∫
K
fdµn →
∫
K
fdµ,
see [Gro53, Theorem 9]). Hence, if µ ∈ P (K) is a limit of a sequence (µn)n∈ω of
finitely supported measures and F =
⋃
n∈ω supp(µn), then∫
K
χF dµ = 1.
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Therefore,
µ =
∑
n∈ω
anδxn ,
where F = {xn : n ∈ ω}. Similarly, one can prove that all measures in S(K) are
purely atomic. 
Since the Stone space of a complete Boolean algebra is extremely disconnected
([Kop89, Proposition 7.21]) we can conclude that every non-atomic measure on the
Stone space of M or indeed βω is not in the sequential closure of the finitely sup-
ported measures. Recall that a measure on a Boolean algebra is non-atomic if one
can find finite partitions of unity consisting of sets of arbitrarily small measure.
On the other hand we have the following examples:
• if K is scattered or metrisable then P (K) = S1(K) (see for example
[Mer96]);
• P (2ω1) = S1(2ω1) (see [Los78, Theorem 2]);
• P (2c) = S1(2c) (see [Fre03, 491Q]);
• ifK is Koppelberg compact (that is to say, it is a Stone space of a minimally
generated Boolean algebra) then P (K) = S(K) (see [BNP10, Theorem
5.1]).
It is natural to ask to what extent can one control the equalities between the
Sα(K) for different α, by choosing K appropriately. Recently Avilés, Plebanek and
Rodríguez proved the following (see [APR]).
Theorem 1.3. Assuming the continuum hypothesis there exists a space K such
that
S1(K) ( S2(K) ⊆ S3(K) = P (K).
The aim of this article is to prove the following.
Theorem 1.4. For each 1 ≤ α < ω1 there exists a Stone space (compact Hausdorff
zero-dimensional) space K(α) and a measure µ(α) such that
(1) µ(α) ∈ Sα(K(α)) \
⋃
β<α Sβ(K
(β))
(2) S(K(α)) = Sα+1(K
(α)).
Unfortunately, the above constructed spaces will contain clopen copies of βω and
so by Proposition 1.2 one will have S(K(α)) 6= P (K(α)).
In Section 2 we construct the sequence (K(α), µ(α))1≤α<ω1 and show that prop-
erty (1) holds. In Section 3 we show that for these space property (2) holds.
2. Non-triviality of the sequential hierarchy
In this section we will prove that the sequential hierarchy of measures is non-trivial
in ZFC and that measures of arbitrary sequential complexity can be constructed.
We shall construct the sequence (K(α), µ(α))α from Theorem 1.4 and show that for
each α we have
(1) µ(α) ∈ Sα(K
(α)) \
⋃
β<α
Sβ(K
(α)).
We will need following observation several times for the remainder of this article,
the proof of which is straightforward.
4 PIOTR BORODULIN-NADZIEJA AND OMAR SELIM
Lemma 2.1. Let K be a zero-dimensional space and let Y be a non-empty clopen
subset of K. If µ ∈ Sα(Y ) then µ′ defined by µ′(A) = µ(Y ∩ A) is a member of
Sα(K). Conversely, if µ ∈ Sα(K) and µ(Y ) 6= 0 then
1
µ(Y )
µ ↾ Y ∈ Sα(Y ).
As a corollary to (1) we have the following.
Corollary 2.2. There exists a Stone space K(ω1) such that for every 1 ≤ α < ω1
we have Sα(K) \
⋃
β<α Sβ(K) 6= ∅.
Proof. Let (K(α), µ(α))α be the sequence promised by Theorem 1.4 and letK be the
one-point compactification of the disjoint union
⊔
α<ω1
K(α). Define µ′α : Clopen(K)→
[0, 1] by µ′α(A) = µ
(α)(A ∩K(α)), then by Lemma 2.1 for every α < ω1
µ′α ∈ Sα(K) \
⋃
β<α
Sα(K).

Let us now fix some terminology and notation. If B is a Boolean algebra then by
Stone(B) we will mean the usual Stone space of K consisting of all ultrafilters on
B. If K is any topological space then by Clopen(K) and Borel(K) we denote the
collection of clopen subsets of K and the collection of Borel subsets of K, respec-
tively.
We will consider subalgebras B of P(ω) and finitely additive probability measures
on B. Recall that a finitely additive measure defined on a Boolean algebra B defines
a finitely additive measure on the clopen sets of K = Stone(B) and that this can be
uniquely extended to a σ-additive Radon measure on the Baire algebra of K, the
σ-algebra generated by Clopen(K). Since K is compact and Hausdorff this mea-
sure uniquely extends to a σ-additive Radon measure on Borel(K). Once again, for
details see [Bog06].
Unless otherwise stated, all sequences are assumed to be indexed by ω. For sim-
plicity we will usually identify a (finitely additive) measure on B with the corre-
sponding (σ-additive) measure on Borel(Stone(B)). We will also identify elements
of a Boolean algebra with the corresponding clopen subsets of its Stone space.
Given a subalgebra B of P(ω), so that there is no confusion between unions in
P(ω) and unions in Stone(B), if (Bn)n is a sequence in B then by
⋃̂
nBn we will
mean the union in Stone(B) of the corresponding sequence of clopen sets. Similarly
we define
⋂̂
nBn. When considering a subalgebra B of P(ω) such that [ω]
<ω ⊆ B
we will identify each natural number n with the corresponding principle ultrafilter
{B ∈ B : n ∈ B}.
Recall that a measure ν on a Boolean algebra B is orthogonal to a measure µ
on B if for each δ > 0 there exists an F ∈ B such that ν(F ) > 1− δ and µ(F ) < δ.
Let A and B be Boolean algebras carrying measures ν and µ, respectively. We will
say that (A, ν) is metrically isomorphic to (B, µ) if there exists a map ϕ : A → B
such that the map A 7→ [ϕ(A)]Null(µ) is a measure preserving isomorphism (i.e.
such that µ([ϕ(A)]Null(µ)) = ν(A) for each A ∈ A).
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We now describe the general construction by which we shall obtain the sequence
(K(α), µ(α))α of Theorem 1.4. Fix once and for all a sequence (Bn)n consisting of
infinite and pairwise disjoint subsets of ω such that
⋃
nBn = ω. For each n let
Bn = {x
n
0 < x
n
1 < · · · }. For A ∈ P(ω) and n ∈ ω let A
n = {xni : i ∈ A} and for
A ⊆ P(ω) let An = {An : A ∈ A}. Say for each n we have a subalgebra Bn of P(ω)
carrying a measure µn such that (M, λ) is metrically isomorphic to each (Bn, µn),
witnessed by ϕn : M → Bn. Recall from Section 1 that M is the Boolean algebra
of Borel subsets of the unit interval modulo Lebesgue null sets and that λ is the
Lebesgue measure on M. For each n let µ′n : B
n
n → R be the measure defined by
µ′n(A) = µn({i : x
n
i ∈ A}).
Let
F = {A ⊆ ω : A ∩Bn ∈ B
n
n and lim
n→∞
µ′n(A ∩Bn) = 1}
and
F ′ = {
⋃
n∈ω
ϕn(M)
n : M ∈M}.
Finally, let B be the subalgebra of P(ω) generated by F ∪F ′ and let µ : B→ R be
the measure
µ(A) = lim
n→∞
µ′n(A ∩Bn).
We will call (B, µ) the pair constructed canonically from (Bn, µn)n. The crucial
information about this construction is summarised by the following theorem.
Theorem 2.3. For each n let Bn be a subalgebra of P(ω) carrying a measure
µn and let Kn = Stone(Bn). Let (αn)n be a non-decreasing sequence of non-zero
countable ordinals with α = supn αn. Assume that for each n
• µn ∈ Sαn(ω);
• µn is orthogonal to each member of
⋃
β<αn
Sβ(Kn);
• (M, λ) is metrically isomorphic to (Bn, µn) witnessed by ϕn.
Let (B, µ) be the pair constructed canonically from (Bn, µn)n and let K = Stone(B).
Then the following hold:
• µ ∈
{
Sα+1(ω), if (∃n)(α = αn),
Sα(ω), otherwise.
• µ is orthogonal to each member of
{ ⋃
β≤α Sα(K), if (∃n)(α = αn),⋃
β<α Sα(K), otherwise.
• (M, λ) is metrically isomorphic to (B, µ).
Assuming Theorem 2.3 for now we can proceed to the construction of (K(α), µ(α))α.
Recall that for A ∈ P(ω) the asymptotic density function d is given by
d(A) = lim
n→∞
|A ∩ {0, 1, . . . , n}|/(n+ 1),
should this limit exist. Let D be the family of sets with asymptotic density and let
Z be the ideal of asymptotic density 0 sets. Notice that D is not an algebra. Let
ϕ : M→ D be such that the map
M 7→ [ϕ(M)]Z : M→ P(ω)/Z
is a monomorphism satisfying λ(M) = d(ϕ(M)), for every M ∈ M (see [Fra84,
Theorem 2.1] or [Fre03, 491N]). Let A be the Boolean algebra generated by Z and
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the set {ϕ(M) : M ∈ M}. Let K(1) = Stone(A) and µ(1) be the measure on A
defined by
µ(1)(A) = d(A).
It is easy to check that µ(1) ∈ S1(ω). Indeed for every A ∈ A we have
µ(1)(A) = lim
n→∞
1
n+ 1
(δ0(A) + . . .+ δn(A)).
Plainly, µ(1) is orthogonal to every finitely supported measure because each ultrafil-
ter in K(1) contains a set of arbitrarily small density. If for each n we take Bn = A,
µn = ν and αn = 1 then the conditions of Theorem 2.3 are satisfied and we can start
the induction by letting (B, µ) be the pair canonically constructed from (Bn, µn)n
and by setting µ(2) = µ and K(2) = Stone(B). At limit stage γ we let {αn : n ∈ ω}
be an increasing sequence cofinal in γ and again use Theorem 2.3. This proves (1)
and therefore the first part of Theorem 1.4.
Before we move on to the proof of Theorem 2.3 let us fix one more piece of nota-
tion. If (B, µ) has been constructed canonically from (Bn, µn)n then we let L0 be
the collection of all non-negative ν ∈M(Stone(B)) such that
⋃̂
nBn is ν-full. We let
L1 be the collection of all non-negative ν ∈ M(Stone(B)) such that ν(
⋃̂
nBn) = 0.
Clearly for any non-negative ν ∈M(K) there exists ν0 ∈ L0 and ν1 ∈ L1 such that
ν = ν0 + ν1, indeed, just take ν0 = ν ↾
⋃̂
nBn and ν1 = ν − ν0. This notation of
course depends on the algebra B, but we hope that the choice of B will be clear
from the context.
Proof of Theorem 2.3. For clarity’s sake first notice that if λ ∈ Sα(K) for some α
and λ(Bn) 6= 0 then by Lemma 2.1
1
λ(Bn)
λ ↾ Bn ∈ Sα(Bn)
and thus λ ↾ Bn can be viewed as a member of Sα(Kn). If λ ∈ Sα(Kn) then in the
same way λ can be viewed as a measure in Sα(Bn). By Lemma 2.1 the measure λ
′
defined by λ′(A) = λ(A ∩Bn) is a measure in Sα(K).
Let R ⊆ K be the collection of ultrafilters u ∈ K such that F ⊆ u. Then R
is a closed set in K and is indeed the support of µ.
Claim 1. For every countable subset S of R and δ > 0 there is F0 ∈ B such that
F0 ∩ S = ∅ but µ(F0) > 1− δ.
Proof. First notice that since µ is Radon
Clopen(R) ∼= B/Null(µ) = {[
⋃
n
ϕn(M)
n]Null(µ) : M ∈M}.
The latter is clearly isomorphic to M and therefore M is isomorphic to Clopen(R)
and it is easy to see that this isomorphism transfers µ to λ. Thus R is homeomor-
phic to Stone(M) and the measure µ on R can be seen as the Lebesgue measure on
Stone(M).
Let S be countable and δ > 0. Of course µ(S) = 0. Since the Lebesgue mea-
sure is clopen regular on Borel(R) (see [Fre04, 322Qc]) we can find a set C clopen
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in R which is disjoint from S and is such that µ(C) > 1 − δ. Let M ∈ M such
that C = [
⋃
n ϕn(M)
n]Null(µ) and F0 =
⋃
n ϕn(M)
n ∈ B. Since F0 ∩ R = C, F0 is
disjoint from S and clearly µ(F0) > 1− δ. 
For measures ν1 and ν2 defined on a Boolean algebra C we say that ν1 is strongly
orthogonal to ν2 if for each δ > 0 there is C ∈ C such that ν1(C) > ν1(C) − δ and
ν2(C) = 0.
In case of measures from S(K \ R), the crux of the proof lies in the following
claim.
Claim 2. If (λk)k is a sequence from P (K) such that for all but finitely many n,
µ′n is orthogonal to each λk ↾ Bn, and each λk is strongly orthogonal to µ, then for
every δ > 0 we can find an F ∈ F and a subsequence (λkn)n such that λkn(F ) ≤ δ
for each n.
We divide the proof of Claim 2 into two parts considering measures from L1 and
measures from L0 separately.
Claim 3. If (λk)k is a sequence from L1 and each λk is strongly orthogonal to µ,
then for each δ > 0 there exists F1 ∈ F such that for each k we have λk(F1) < δ.
Proof. Fix δ > 0. Since (λn)n is strongly orthogonal to µ we can find, for each k,
a set Vk ∈ B such that λk(Vk) > λk(K) − δ and limn µ′n(Vk ∩ Bn) = 0. Clearly,
limn µ
′
n(
⋃
k≤l Vk ∩ Bn) = 0 for each l ∈ ω. Therefore, there is a sequence (ni)i of
natural numbers such that
• ni < ni+1 for each i;
• for every n ≥ ni we have µ′n(
⋃
j≤i Vj ∩Bn) < 1/(i+ 1).
For each i and n ∈ [ni, ni+1) ∩ ω, let Cn = Bn \ (
⋃
j≤i Vj) ∈ B
n
n. Now set F1 =⋃
n≥n0
Cn. Then for each i and n ≥ ni we have µ
′
n(F1 ∩Bn) > 1− 1/(i+1) so that
F1 ∈ F . Since for each k we have Vk \
⋃
l<k Bl ⊆ K \F1 it follows that λk(F1) < δ.
This completes the proof of Claim 3. 
Claim 4. Suppose (λk)k is a subsequence from L0 such that for all but finitely
many n, µ′n is orthogonal to each λk ↾ Bn. Then for each δ > 0 there is an F2 ∈ F
such that λk(F2) ≤ δ for infinitely many k.
Proof. Fix δ > 0. A straightforward computation shows that we can find N ∈ ω
such that for each j there are infinitely many k where
λk(
⋃
N≤i≤j
Bi) < δ/2.
In light of this and the orthogonality assumption on the λk we may, without
loss of generality, assume that for every j there are infinitely many k’s such that
λk(
⋃
i≤j Bi) < δ/2 and also that for every n, the measure µ
′
n is orthogonal to every
λk ↾ Bn.
We construct a sequence (kn)n of natural numbers and a sequence (An)n such
that
• kn < kn+1 for each n;
• An ∈ Bnn and µ
′
n(An) > 1− 1/(n+ 1) for each n;
• for every n and l > n we have λkn(
⋃
i≤nAi) < δ/2 and λkn(Al) < δ/2
l+1.
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Let A0 = B0 and let k0 be such that λk0 (A0) < δ/2. Suppose we have constructed
kn and An as above. Since µ
′
n+1 is orthogonal to λkj ↾ Bn+1 for each j ≤ n, there
is An+1 ∈ B
n+1
n+1 such that
• µ′n+1(An+1) > 1− 1/(n+ 2);
• λkj (An+1) < δ/2
n+2 for each j ≤ n.
Let F2 =
⋃
nAn. Clearly F2 ∈ F and for any n, since λkn ∈ L0, we have
λkn(F2) = lim
m→∞
λkn(
⋃
n<m
An) ≤ δ.
This completes the proof of Claim 4. 
Claim 2 now follows since each λk can be decomposed into a member from L0 and
L1. We now have the following two cases.
Case 1. αn < α for each n.
Since each µ′n ∈ Sαn(ω) (with respect to Kn, and therefore with respect to K),
we have µ ∈ Sα(ω) (with respect to K). Let ν ∈ Sβ(K) for some β < α. Then for
some N ∈ ω we have β < αn for each n > N . Fix δ > 0 and let S be the countable
set of points in R which appear in the process of constructing ν. Using Claim 1
we can find a clopen F0 such that µ(F0) > 1 − δ and F0 ∩ S = ∅. The measure
1
ν(F0)
ν ↾ F0 ∈ Sβ(K \R).
Notice that, by the definition of R, all measures in S0(K \ R) are strongly or-
thogonal to µ. By a repeated application of Claim 2 and the assumption that,
for each n > N , measures from
⋃
β<αn
Sβ(Bn) are orthogonal to µ
′
n, it follows by
induction that all measures in Sβ(K \R) are strongly orthogonal to µ. Thus we can
find F1 ∈ B such that (ν ↾ F0)(F1) < δ and µ(F1) = 1. In particular ν(F0 ∩F1) < δ
but µ(F0 ∩ F1) > 1− δ and µ is orthogonal to ν.
Case 2. αn = α for some n.
If ν ∈ Sα(K), then it is a limit of measures from
⋃
β<α Sβ(K) and we can pro-
ceed as in Case 1.
Finally, as in Claim 1, we see that (M, λ) is metrically isomorphic to (B, µ) which
is witnessed by the map
M 7→
⋃
n
ϕn(M)
n.
This completes the proof of Theorem 2.3. 
3. Upper bounds of the sequential hierarchy
In the previous section we constructed the sequence (K(α), µ(α))α of Theorem 1.4
witnessing the non-triviality of the sequential hierarchy. A priori it could be that
even in P (K(2)) there are measures of arbitrarily high sequential complexity (like
in P (K(ω1)) from Corollary 2.2). Then the construction of K(α) for α > 2 would be
obsolete. This is not the case. In this section we prove the second part of Theorem
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1.4, that is, we show that for each 1 ≤ α < ω1 we have
(2) S(K(α)) = Sα+1(K
(α)).
Recall that a non-negative Borel measure ν is absolutely continuous with respect
to a non-negative Borel measure µ, and we write ν ≪ µ, if Null(µ) ⊆ Null(ν). We
will need the following fact.
Theorem 3.1 (Plebanek). Let K be a Stone space and let µ ∈ Sα(K) for some
α < ω1. If ν ≪ µ then ν ∈ Sα+1(K).
Proof. By the Radon-Nikodym theorem we can find a function f : K → R such
that
ν(A) =
∫
f · χA dµ
for every clopen A ⊆ K.
Claim. If f is continuous then ν ∈ Sα(K).
Proof. Assume that µ ∈ S1(K) and (µn)n is a sequence of finitely supported mea-
sures converging to µ. Define
νn(A) =
∫
f · χA dµn
for each n and clopen A ⊆ K. Then for every clopen A ⊆ K the sequence (νn(A))n
converges to ν(A), since each f · χA is continuous. Hence, (νn)n converges to ν in
the weak∗ topology. It is also easy to check that νn is finitely supported for every
n. Proceed by induction. 
Consider now the general case, when f : K → R is measurable (with respect to
the completion of µ). Recall that since K is compact and µ is Radon the space
of continuous functions is dense in Lp(K,µ) whenever 0 < p < ∞ (see [Bog06,
Corollary 4.2.2]). Therefore, there is a sequence (fn)n of real valued continuous
functions on K that converges to f in L1(µ). For every n and clopen A ⊆ K define
νn(A) =
∫
fn · χAdµ.
From the claim it follows that the sequence (νn)n consists of measures from Sα(K).
It is also convergent to ν and so ν ∈ Sα+1(K). 
Theorem 3.1 is true not only for zero-dimensional spaces, but this assumption
slightly shortens the proof and it is enough for our purposes. It is unclear to us if
the conclusion of this theorem can be strengthen to ν ∈ Sα(K).
Recall from Section 1 that a measure ν on a Boolean algebra A is non-atomic
if for each ε > 0 there exists a finite partition (Ai)i<n of A such that ν(Ai) < ε
for each i. By the Hammer-Sobczyk decomposition theorem every measure on a
Boolean algebra is a (unique) sum of a purely atomic measure and a non-atomic
one (see [SH44] and [BRBR83, Theorem 5.2.7]). With this in mind we shall hence-
forth refer to the non-atomic (or atomic) part of a measure. We will also need the
following.
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Lemma 3.2. Let K be a Stone space and let ν ∈ Sα(K), for some α, be a measure
that is not purely atomic. If ν′′ is the non-atomic part of ν then
1
ν′′(K)
ν′′ ∈ Sα(K).
Proof. Let ν′ be the atomic part of ν. For every n using the non-atomicity of ν′′
we can find a clopen subset An of K such that ν
′′(An) < 1/n and ν
′(K \An) < 1/n.
Assume that (νk)k witnesses that ν ∈ Sα(K). For each k, n we have ν(An \Ak) =
ν′(An \ Ak) + ν′′(An \ Ak) < 1/k + 1/n ≤ 2/n and similarly ν(Ak \ An) <
1/n + 1/k ≤ 2/n. Thus, we can assume (considering a subsequence if needed)
that νk(An \ Ak) < 2/n and νk(Ak \ An) < 2/n for each n < k. For each k define
ν′′k = νk|(K \ Ak). We will show that (ν
′′
k )k converges to ν
′′. Indeed, let C be a
clopen subset of K and ε > 0. Find n such that 2/n < ε/5. Denote C′ = C \ An.
Let K > n be such that for every k > K we have |νk(C′)− ν(C′)| < ε/5. We have
|ν′′(C)− ν′′(C′)| ≤ ν′′(An) < ε/5
and
|ν′′k (C) − ν
′′
k (C
′)| = |νk(C \Ak)− νk(C \ (An ∪ Ak))| ≤ νk(An \Ak) < ε/5.
Observe that for k > K
|ν′′(C′)− ν′′k (C
′)| ≤ |ν′′(C′)− ν(C′)|+ |ν(C′)− νk(C
′)|+ |νk(C
′)− ν′′k (C
′)| ≤
≤ ν′(C′) + ε/5 + |νk(C \An)− νk(C \ (An ∪ Ak))| ≤
≤ 2ε/5 + νk(Ak \An) < 3ε/5.
Therefore, |ν′′(C) − ν′′k (C)| < ε for each k > K and (ν
′′
k )k converges to ν
′′. Hence,
the sequence (νk/ν
′′
k (K))k witnesses that ν
′′/ν′′(K) ∈ Sα(K). 
In what follows, according to the notation of Theorem 1.4, by K and µ we will
mean K(α) and µ(α) for some α ∈ ω1. In the case when α = 1 by Bn we will mean
the singleton {n}. We will also denote
⋃
j≤n Bn by B
′
n. Recall that by R we denote
the closed subspace of K which supports µ.
Every measure ν ∈ P (K) can be decomposed in the following way: ν = ν0+ν1+ν2,
where ν0 is the L0 part of ν, ν
1 is the atomic part of ν−ν0 and ν2 is the non-atomic
part of ν − ν0. Of course here ν − ν0 is just the L1 part of ν. We shall say that ν
is almost absolutely continuous with respect to ρ, and we write ν ≪∗ ρ, if ν2 ≪ ρ.
The following result says that ≪∗, with respect to some K and µ, is inherited
by limits of convergent sequences of measures.
Theorem 3.3. Let (νn)n be a sequence of measures in P (K). If for each n we
have νn ≪∗ µ and if (νn)n converges to a non-atomic ν ∈ P (K), then ν ≪∗ µ.
We postpone the proof of Theorem 3.3 until the end. For now we have the following
corollary.
Corollary 3.4. If ν ∈ S(K) then ν ≪∗ µ.
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Proof. Of course, if ν ∈ S0(K), then ν is purely atomic and thus ν ≪∗ µ. Suppose
now that ν ∈ Sα(K) and for each β < α all measures from Sβ(K) are almost
absolutely continuous with respect to µ. By Lemma 3.2 the non-atomic part ν′
of ν is in Sα(K). Let (ν
′
n)n be a sequence from
⋃
β<α Sβ(K) convergent to ν
′.
According to Theorem 3.3 we have ν′ ≪∗ µ. But this means that ν ≪∗ µ. 
With this we can complete the proof of Theorem 1.4.
Proof of (2). Let ν ∈ S(K(1)) and let ν′ and ν′′ be the atomic and non-atomic
parts of ν, respectively. Since all measures in L0(K
(1)) are purely atomic we must
have ν′′ = ν2. By Corollary 3.4 then ν′′ ≪ µ(1) and so by Theorem 3.1 we must
have ν′′ ∈ S2(K
(1)). Since ν′ ∈ S1(K
(1)) we must have ν = ν1 + ν2 ∈ S2(K
(1)).
Assume now that 2 ≤ α < ω1 and that for each 1 ≤ β < α we have S(K(β)) =
Sβ+1(K
(β)). Let ν ∈ S(K(α)). Again by Corollary 3.4 we have ν2 ≪ µ(α). By the
inductive hypothesis, for each n, we have ν0 ↾ Bn ∈ Sα(K(α)). Since ν0 is the limit
of the measures ∑
k≤n
ν0 ↾ Bk,
appropriately rescaled, we must have ν0 ∈ Sα+1(K(α)). Clearly ν1 ∈ S1(K(α))
and by Theorem 3.1 we have ν2 ∈ Sα+1(K(α)). Thus ν ∈ Sα+1(K(α)) and we are
done. 
Towards the proof of Theorem 3.3, we will first consider the particular case when
the measures concerned are from L0.
Proposition 3.5. Let (νn)n be a sequence of measures in P (K). If each νn ∈ L0
and (νn)n converges to a measure ν, then ν ≪∗ µ.
Proof. Assume for the contradiction that there is an ε > 0 such that for each i ∈ N
there is Zi ∈ B such that µ(Zi) < 1/(i + 1) and ν2(Zi) > ε. Let Z0 = ω. If
ν0(K) = 0 then, in what follows, let r = 0. Otherwise choose r > 0 such that
r < ν0(K) < r + ε/2. See to it that r + ε < 1.
We construct inductively increasing sequences (ni)i and (ki)i of natural numbers
such that
(1) µn(Zi) < 1/(i+ 1) for each n > ni with i > 0;
(2) νki
(
B′n0 ∪ ((B
′
ni+1
\B′ni) ∩ Zi)
)
> r + ε for each even i;
(3) νki(B
′
ni+1
\B′ni) ≥ 1− r − ε/2 for each odd i.
Let n0 be such that ν
0(B′n0) ≥ r and take k0 such that νk(B
′
n0
) ≥ r for each k ≥ k0.
Let n1 be such that µn(Z1) < 1/2 for each n > n1 and νk0(B
′
n1
∩Z0) > r+ ε. This
is possible since νk0(Z0) = 1 and νk0 ∈ L0.
Assume now that we have constructed ki and ni+1 for even i. Since ν(B
′
ni+1
) =
ν0(B′ni+1) there exists ki+1 > ki such that
νki+1(B
′
ni+1
) < r + ε/2.
Now find ni+2 > ni+1 and for every n > ni+2 we have
νki+1(B
′
ni+2
\B′ni+1) ≥ 1− r − ε/2
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and
µn(Zi+2) < 1/(i+ 3).
Since ν(Zi+2 \ B′ni+2) ≥ ν
2(Zi+2 \ B′ni+2) = ν
2(Zi+2) > ε we can find ki+2 > ki+1
such that
νki+2
(
B′n0 ∪ (Zi+2 \B
′
ni+2
)
)
> r + ε.
Let ni+3 > ni+2 be such that
νki+2
(
B′n0 ∪ ((B
′
ni+3
\B′ni+2) ∩ Zi+2)
)
> r + ε
and
µn(Zi+3) < 1/(i+ 4)
for every n > ni+3.
Finally, let
E = B′n0 ∪
(⋃
i
(B′n2i+1 \B
′
n2i
) ∩ Z2i
)
.
Then E ∈ B because of (1) and the fact that E∩Bn ∈ Bn for each n. By (2) we have
that νki(E) > r + ε for each even i and (3) implies that νki(E) < r + ε/2 for each
odd i. This shows that the sequence (νk)k does not converge, a contradiction. 
We will need three more lemmas.
Lemma 3.6. If ν2 6≪ µ then there exists a sequence of clopen sets D0 ⊇ D1 . . .
such that µ(Dn)→ 0 and ν(
⋂̂
nDn) > 0, where the intersection is taken in K.
Proof. Let D′ ⊆ R be a Borel set such that µ(D′) = 0 and ν2(D′) > 0. Since µ ↾ R
is clopen regular we can find a sequence (D′n)n from B such that µ(D
′
n) → 0 and
D′ ⊆ D′n for each n. Now let Dn =
⋂̂
i≤nD
′
i. 
Lemma 3.7. If V ⊆ K \
⋃̂
iBi is a countable set such that for each v ∈ V there
exists an A ∈ v such that µ(A) = 0, then there exists a clopen A such that V ⊆ A
and µ(A) = 0.
Proof. Let V = {vi : i ∈ ω} and for each i let Ai ∈ B be such µ(Ai) = 0 and Ai ∈ vi.
Inductively choose a sequence of integers n0 < n1 < n2 < · · · such that for each
n ≥ ni we have
∑
m≤i µn(Am) <
1
i+1 . Now set
A =
⋃
i
(
⋃
m≤i
Am ∩
⋃
k∈[ni,ni+1)
Bk) =
⋃
i
(Ai \
⋃
k<ni
Bk).
If n ≥ ni then
µn(A) = µn(A ∩Bn) = µn(
⋃
m≤i
Am) ≤
∑
m≤i
µn(Am) <
1
i+ 1
.
Plainly A ∈ B and µ(A) = 0. Moreover, for each i we have Ai \A = Ai∩
⋃
k<ni
Bk.
Since vi 6∈
⋃̂
iBi we must have vi ∈ A. 
Lemma 3.8. Let V be a countable subset of K disjoint from
⋃̂
iBi∪R. Then there
exists a closed extremely disconnected set E ⊆ K such that V ⊆ E.
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Proof. For each infinite subset D of ω fix the enumeration {xD0 < x
D
1 < . . .}. Let
α < ω1 and let D ⊆ K(α) be a clopen homeomorphic to K(ξ) for some 1 ≤ ξ ≤ α.
For n ∈ ω define
Bn(D) = {x
D
i : i ∈ Bn}.
IfD is homeomorphic toK(1), then Bn(D) = {xDn } and if k ∈ ω, then let Bn({k}) =
{k}. Denote B(D) = {B0(D), B1(D), . . . }. Loosely speaking if D is a “brick” used
in the recursive construction of K at some level, then B(D) denote the bricks used
directly for the construction of D. Now, let B0 = {K}, and define inductively
Bn+1 =
⋃
{B(D) : D ∈ Bn}.
So, B1 = {B0, B1, . . . }, B2 is the family of all “bricks” used directly for the con-
struction of B0, B1, . . . and so on. Each Bn is a partition of ω into clopen subsets of
K. For each D ∈
⋃
n∈ω Bn there is ξ(D) ≤ α such that D is a homeomorphic copy
of K(ξ(D)). Also, each D ∈
⋃
n∈ω Bn carries a canonical measure µ
D, analogous to
the measure µ for K (if D is a singleton of a natural number k, then put µD = δk).
For each n ∈ ω let
In = {I ∈ Clopen(K) : µ
D(I ∩D) = 0 for each D ∈ Bn}.
Each member of V contains an element of I0 = Null(µ). By Lemma 3.7 we can
find a clopen A0 ∈ I0 such that V ⊆ A0.
Claim 5. If A ∈ In for each n then A is homeomorphic to βω.
Proof. Let C ⊆ A and suppose that C is not clopen. Since A ∈ I0 we know that
for some D1 ∈ B1 we have C ∩D1 is not clopen. If ξ(D1) = 1 then every subset of
D1 ∩ A would be clopen, so ξ(D1) > 1. Since A ∈ I1 we can find some D2 ∈ B2
such that D2 ∩ C is not clopen and ξ(D1) > ξ(D2) (and D1 ⊇ D2). As before
we see that ξ(D2) > 1. In this way we construct a sequence of non-zero ordinals
ξ(D1) > ξ(D2) > ξ(D3) > . . . which is a contradiction. 
If A0 is homeomorphic to βω then we may take P = ∅ and O = A0 and we are
done. So by Claim 5, we may assume that we can find
n0 = max{n : A0 ∈ In}.
If G ⊆ K is clopen and J ⊆ Clopen(K) is an ideal such that G 6∈ J , then by G/J
we shall mean the Boolean algebra Clopen(G)/J .
Claim 6. Let A ∈ In \ In+1, then A/In+1 is isomorphic to the random algebra.
Proof. For each D ∈ Bn+1 the algebraD/{I∩A∩D : I ∈ In+1} is either isomorphic
to the random algebra or trivial. Since A /∈ In+1 at least for one D ∈ Bn+1 the
above is isomorphic to the random algebra. Thus, A/In+1 is just the countable
(perhaps, finite) product of random algebras, which is again isomorphic to the
random algebra. 
By Claim 6 we know that A0/In0+1 is the random algebra. Define P0 = Stone(A0/In0+1).
Claim 7. Let A ∈ Null(µ) and let n ∈ ω. If U ⊆ A is a countable set disjoint from⋃̂
iBi such that each member of U contains a member of In, then there exists an
O ∈ In such that U ⊆ O.
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Proof. Enumerate U = {u0, u1, ...}. For each i let Oi ∈ In ∩ ui ∩ P(A). Let
O =
⋃
i
Oi \⋃
k≤i
Bk
 .
Since A ∈ Null(µ) we know that O is clopen, and clearly ui ∈ O (since no ui is
a member of
⋃̂
iBi). Now for any D ∈ Bn, since D ⊆ Bi for some i, we have
O ∩D ⊆ O ∩Bi ⊆
⋃
k<iOk. But then
µD(O ∩D) ≤
∑
k<i
µD(Ok) = 0,
and O ∈ In. 
By Claim 7, we can find a clopen A1 ⊆ A0 such that V \ P0 ⊆ A1. If A1 is
homeomorphic to βω then we may take P = P0 and O = A1, and we are done. So
we may assume, by Claim 5, that we can find
n1 = max{n : A1 ∈ In}.
Let P1 = Stone(A1/In1+1) and notice that, as before, it is homeomorphic to the
Stone space of the random algebra.
Continuing in this way we may, without loss of generality, assume that there ex-
ists a sequence of clopens (Ai)i∈ω and a sequence of closed sets (Pi)i∈ω such that
V ⊆ A0 and for each i we have:
• Ai ⊇ Ai+1;
• Ai ∈ Ii;
• Pi is homeomorphic to the Stone space of the random algebra;
• Pi ⊆ Ai \Ai+1;
• (Ai \ Pi) ∩ V ⊆ Ai+1, in particular (Ai \ (Ai+1 ∪ Pi)) ∩ V = ∅.
Let P = Closure(
⋃̂
iPi).
Claim. P is extremely disconnected.
Proof. Modifying the proof of Claim 5 it can be shown that if Ci ⊆ Ai for each i,
then C =
⋃
i Ci is a clopen subset of K. So, the clopen algebra of Closure(
⋃̂
nPn) is
isomorphic to the product of
∏
nAn/In+1. Hence, it is isomorphic to the countable
product of random algebras, and so it is isomorphic to the random algebra. 
Now for each v ∈
⋂̂
iAi\P we can find clopen set Ov, disjoint from P and containing
v. In particular each Ov is disjoint from each Pi and therefore Ov ∈
⋂
i Ii. We can
of course assume that each Ov is a subset of A0. Just as in Claim 7, we can find
a clopen O such that (
⋂̂
iAi \ P ) ∩ V ⊆ O ⊆ A and O ∈
⋂
i Ii. By Claim 5 we see
that O is homeomorphic to βω. Let E = O ∪ P . Now if v ∈ A0 \ E then for some
i we have that v ∈ (Ai \ (Ai+1 ∪ Pi)) ∩ V = ∅, and this is a contradiction. Thus
V ⊆ E, which completes the proof of Lemma 3.8. 
We are now ready to prove Theorem 3.3.
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Proof of Theorem 3.3. Let A be the collection of ultrafilters used to define each of
the ν1k . There is a closed extremely disconnected space R
′(= E ∪ R, where E is
given by Lemma 3.8) such that A ⊆ R′. Assume for a contradiction that ν2 is
not absolutely continuous with respect to µ. We construct two strictly increasing
sequences of natural numbers (ki)i and (ni)i, two sequences of clopen sets (Fi)i and
(Zi)i and strictly positive reals α, δ, ǫ with
(3) α+ 8δ < 2ǫ and δ < ǫ < α
and such that the following holds for each i:
(a) Zi ⊇ Zi+1;
(b) Fi ⊆ Zi \ Zi+1;
(c) µn(Zi) <
1
i+1 , for each n > ni;
(d) νk(Z0) < α, for each k;
(e) ν0ki+1
(
Zi ∩ (B′ni+1 \B
′
ni
)
)
> ν0ki+1(Zi)− δ;
(f) ν1ki+1(R
′ ∩ Fi) > ν1ki+1(Zi)− δ;
(g) ν2k(R
′ ∩ Zi \ Zi+1) > ν2k(Zi)− δ, for each k ≥ ki+1;
(h) νk(Zi) > ǫ− δ, for each k ≥ ki+1.
Assuming the above for now, define for each i the set
Gi = R
′ ∩ (Zi \ Zi+1).
Let G ∈ B be such that G ∩ R′ =
∨
iG2i. Here “
∨
” denotes the supremum taken
in the complete Boolean algebra Clopen(R′). For each i consider the set
Ei = Zi ∩ (B
′
ni+1
\B′ni).
Let
H =
(
G \
⋃
i
E2i+1
)
∪
⋃
i
E2i.
Notice that H ∈ B. Indeed,
⋃
iE2i ∩ Bn ∈ Bn for each i and n and µn(E2i) con-
verges to 0 for every i, so
⋃
iE2i ∈ B. The same argument works for
⋃
iE2i+1.
Assume that i is even and let j = ki+1. Then
• Ei ⊆ H and thus, by the definition of Ei and by (e), ν
0
j (H) > ν
0
j (Zi)− δ;
• (Fi ∩R′) \
⋃̂
iBi ⊆ H so, by (f), ν
1
j (H) > ν
1
j (Zi)− δ;
• Gi \
⋃̂
iBi ⊆ H so, by the definition of Gi and by (g), ν
2
j (H) > ν
2
j (Zi)− δ.
Therefore
νj(H) > ν
0
j (Zi) + ν
1
j (Zi) + ν
2
j (Zi)− 3δ = νj(Zi)− 3δ > ǫ− 4δ.
Similarly if i is odd and j = ki+1, then
νj(Z0 \H) > ǫ− 4δ
and, by (d),
νj(H) < νj(Z0)− νj(Z0 \H) < α− ǫ+ 4δ.
Thus for every i and j we have
νk2i+1(H) < α− ǫ+ 4δ < ǫ − 4δ < νk2j (H).
This shows that the sequence (νk)k does not converge and we have our contradiction.
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Let us now construct the above sequences and reals. We may assume that ν2(R′) =
1. Indeed, let J ∈ B be such that µ(J) = 0. Since A ⊆ R′ and for each k we have
ν2k ≪ µ, we must have νk ↾ J ∈ L0. According to Proposition 3.5 (normalising if
necessary) the limit of νk ↾ J is almost absolutely continuous with respect to µ,
so it has to belong to L0. Thus, ν
2(J) = 0. Since ν is non-atomic it follows that
ν2(R′) = 1.
By Lemma 3.6 we can find a sequence D0 ⊇ D1 ⊇ . . . from B such that µ(Di) <
1
i+1
and ν2(
⋂̂
iDi) > 0. Let Ai = Di \ B
′
i. Since for each i we have Ai ⊆ Di and
ν2(Ai) = ν
2(Di) we still have µ(Ai) <
1
i+1 and ν
2(
⋂̂
iAi) = ν
2(
⋂̂
iDi) > 0. Let
ǫ = ν(
⋂̂
iAi). Now choose any δ and α satisfying (3).
Let N be such that ν0(B′N ) > ν
0(K)− δ. By truncating the sequence (Ai)i we can
assume that A0 ∩ B′N = 0 and ν(A0) < α. By truncating the sequence (νk)k we
may assume that νk(A0) < α for each k. Since ν
2
k ≪ µ we can further assume (by
considering a subsequence of (Ai)i if necessary) that ν
2
k(Ak) < δ for each k.
Let (δi)i be a sequence of strictly positive reals such that
∑
i δi = δ. Let k0 = 0
and n0 > N (so that ν
0(B′n0 \ B
′
N ) < δ). Let Z0 = A0. We proceed by induc-
tion. Suppose that we have constructed (Fl)l<i, (Zl)l≤i, (kl)l≤i, (nl)l≤i satisfying
conditions (a)–(h) and such that
• ν(Fj) < δj , for each j < i;
• Zj = Akj \
⋃
l<j Fl, for each j ≤ i.
Observe that
ν(Zi) = ν(Aki \
⋃
j<i
Fj) > ǫ−
∑
j<i
δj > ǫ− δ
so we can find M such that
(4) νk(Zi) > ǫ− δ
for each k ≥M .
Since for each k we have ν2k(Ak) < δ it follows that
(5) ν2k(Zi \Ak) > ν
2
k(Zi)− δ.
Since ni > N we can find ki+1 > max{M,ki} such that for all k ≥ ki+1 we have
(6) ν0k(Zi \B
′
ni
) > ν0k(Zi)− δ.
Let Fi ⊆ Zi be a clopen such that
(7) ν1ki+1(Fi ∩R
′) ≥ ν1ki+1(Zi)− δ
and ν(Fi) < δi. We can do this since ν
1
ki+1
is purely atomic and ν is non-atomic.
Now set Zi+1 = Aki+1 \
⋃
j≤i Fj . By (6) and the fact that ν
0
ki+1
∈ L0, there is
ni+1 > ni such that
(8) ν0ki+1
(
Zi ∩ (B
′
ni+1
\B′ni)
)
> ν0ki+1(Zi)− δ
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and
(9) µn(Zi+1) <
1
i+ 2
for each n > ni+1. Now proceed by induction.
Finally, conditions (a), (b) and (d) are clear, (9) implies (c), (8) implies (e), (7)
implies (f), (4) implies (h), and (5) together with Zi+1 ⊆ Aki+1 and the fact that
ν2ki+1(R
′) = 1 implies (g). 
We finish this section with two open problems. The first one is obvious.
Problem 3.9. Can we improve Theorem 1.4 to show that for each 1 ≤ α < ω1 we
have S(K(α)) = Sα(K
(α))?
With regards to Theorem 1.3 we have the following.
Problem 3.10. Is it provable in ZFC that for each α ≤ ω1 there is a compact K
such that Sα(K) = P (K) with
Sα(K) \
⋃
β<α
Sβ(K) 6= ∅.
Of course, one can replace the space of probability measures by any topological
space and consider the corresponding sequential hierarchy there. Indeed, given a
topological space K and a set A ⊆ K we let Seq0(A) = A. If α ≤ ω1 and for each
β < α we have defined Seqβ(A) then we let
Seqβ(A) = {lim
n
xn : (∀n)(∃β < α)(xn ∈ Seqβ(A))}.
It is worth recalling here that in [Pea07, Section 12] it is asked if in ZFC there is a
sequentially compact space such that
sup
A⊆K
min{α : Seqα(A) = Seqω1(A)} ≥ 2.
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