Introduction.
A hypersurface in H n+1 1 is called isoparametric if the minimal polynomial of the shape operator is constant. This allows complex or non-simple principal curvatures (eigenvalues of the shape operator). In this paper, we classify Lorentzian isoparametric hypersurfaces in an anti-de Sitte sphere H n+1 1 . More precisely, we show that there are four types of such hypersurfaces. Type I hypersurfaces are determined by two orthogonal subspaces of R n+2 2 and the principal curvatures; type II and type III hypersurfaces are determined by two 1-parameter orthogonal subspaces of R n+2 2 and the principal curvatures; and the type IV hypersurfaces are homogeneous.
The classification theorem we obtain here plays an essential role in the study of isoparametric hypersurfaces in complex hyperbolic spaces CH n [9] . A connected hypersurface in CH n is called isoparametric if all parallel hypersurfaces M t for t sufficiently close to zero have constant mean curvatures. In [9] , we get the complete classification of isoparametric hypersurfaces in CH n . In fact, we prove that all isoparametric hypersurfaces are homogenous.
The paper is organized as follows. In Section 1, we recall basic definitions, notations and the structural equations of a Lorentzian hypersurface in H n+1 1 . We use a result of Megid [4] to conclude that there are four types of local isoparametric hypersurfaces in H n+1 1 . In Section 2, we study the Cartan identities and show that a Lorentzian isoparametric hypersurface has at most a pair of conjugate complex and two real principal curvatures. In Sections 3, 4 and 5, we classify hypersurfaces of type I, II, III and IV, respectively. Combining these results, we get the classification.
This work was done when the author was a visiting scholar at Northeastern University in Boston. He wishes to express his gratitude to Professor Chuu-Lian Terng for her many helpful conversations and support. He is grateful to Professor Chia-Kuei Peng for his long term guidance and help.
Preliminaries.
In this section we recall the basic definitions and the structure equations of a Lorentzian hypersurface in H n+1 1
. Then we give the definition of an isoparametric hypersurface and show the forms of the shape operator.
Let R n+2 2 be an n + 2-dimensional real vector space with a bilinear form of signature (2,n) given by
which is the anti-de Sitte sphere with constant sectional curvature −1. H n+1 1 is a non-simply connected Lorentzian space form.
Let V be a vector space with a Lorentzian metric , . An orthonomal ba-
is called a Lorentzian hypersurface if the induced metric has signature (1, n − 1). Next, we recall the structure equations of a Lorentzian hypersurface M .
Let X be the position vector of M , i.e., X is the inclusion map from M to R 
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We can write
where A = 1, . . . , n + 1, and ω B A and ω A satisfy the first structural equation of H
Especially for an orthonomal frame,
, and for a pseudo-orthonomal frame,
Restricting these forms to M , we have
Exterior differenting (5), we get
The shape operator is a linear transformation for any x ∈ M defined by
A is a symmetric linear transformation on T x M with Lorenzian product, i.e., for any
Here II(X, Y ) is the second fundamental form of M . The eigenvalues of A are called principal curvatures of M . Corresponding to every principal curvature λ, we have algebraic multiplicity and geometric multiplicity. Algebraic multiplicity ν is the exponent of (x−λ) in the characteristic polynomial and geometric multiplicity µ is the dimension of the eigenspace
The structural equations of M are
Among these equations, (11) and (12) are called Gauss equation and Codazzi equation of M , respectively. Define
A hypersurface is called isoparametric if the minimal polynomial of shape operator is constant. In this paper we only consider Lorentzian isoparametric hypersurfaces. In [4] , Megid showed that such a hypersurface has constant principal curvatures and the shape operator A can be put into exactly one of the canonical forms I, II, III or IV. 
II.
Here b 0 is assumed to be non-zero. In cases I and IV A is represented with respect to an orthonomal basis while in cases II and III the basis is a pseudo-orthonomal basis. In cases I, II and III the eigenvalues are real, while a 0 ± ib 0 are eigenvalues in case IV. Throughout this paper, a Lorentzian isoparametric hypersurface in H n+1 1 is called a type I, II, III or IV hypersurface according to the form of the shape operator A.
Cartan identities.
In this section, we use Hahn's result on Cartan identities to study the possible number of principal curvatures of Lorentzian isoparametric hypersurfaces in H n+1 1
, and prove the following theorem. 
Proof. If M is type I, then all principal curvatures of M are real and diagonalizable. By Lemma 2.2, we have
for any i in {1, . . . , p}. Without loss of generalities, we may assume
If M is type II or type III, then only one principal curvature of M is not diagonalizable. Without loss of generalities, we may assume that λ 1 is not diagonalizable. By Lemma 2.2, we have
Combining (16) and (17), we have
for any i in {1, . . . , p}, which is exactly the equation (15). Hence we know that p ≤ 2. Proof. If M is a type IV, then M has a pair of conjugate complex principal curvatures with algebraic multiplicities 1. We may assume
Suppose the claim is false. Then λ p > 0. We choose the largest positive (20) and (21), it follows that Note that
Here
λ i (t) = sinh t + λ i cosh t cosh t + λ i sinh t and t is any real number satisfying cosh t + λ i sinh t = 0 for any i in {3, . . . , p}.
. . , λ p (t) are p distinct numbers satisfying the equation system (19) for any t satisfying cosh t + λ i sinh t = 0. Hence if a 0 (t) ≤ 0 then λ i (t) ≤ 0 for any i in {3, . . . , p} and if a 0 (t) ≥ 0 then λ i (t) ≥ 0 for any i in {3, . . . , p}.
If a 0 = 0, then λ i = 0 for any i in {3, . . . , p} which implies p = 3. Note that b 0 = 0. If a 0 = 0, then we can choose t 0 ∈ R − {0} such that 
As a consequence of Lemma 2.3 and 2.4, we obtain Theorem 2.1.
Type I hypersurfaces.
The main result of this section is the following result. 
, where λ is real and λ 2 > 1;
where λ is real, and C is a constant vector with
Proof. We shall arrange the index as follows:
Let M be a type I hypersurface. By Lemma 2.3, we can choose a local orthonormal frame e 1 , . . . , e m , e m+1 , . . . , e n , e n+1 such that e n+1 is normal to M , ω i n+1
Consider the Codazzi equation
On the other hand 
. . , e n is an orthonormal frame. Therefore (2), (3) and (28), we get
Similarly, we can prove that 
where X is the position vector field of M , X 1 ∈ W 1 and X 2 ∈ W 2 . Since X − λe n+1 ∈ W 1 , λX − e n+1 ∈ W 2 , we know that
Since X, X = −1, e n+1 , e n+1 = 1 and X 1 , X 2 = 0, we have
and X, C = λ. Therefore M can be represented as in Theorem 3.1.
Type II and type III hypersurfaces.
In this section, we classify the type II and type III hypersurfaces. We state the classification as a couple of theorems.
Type II hypersurfaces.
In this subsection, we arrange the index as follows:
By a direct calculation, we have: y, a 3 , . . . , a m , b m+1 , . . . , b n )
for some nonzero B(s). If M is one of the following parametrized hypersurfaces in
(2) λ = 0, y, a 3 , . . . , a n ) y, a 3 , . . . , a n ) 
By (3), we have
where A = 1, 2, . . . , n. (33) and (34) are exactly the Codazzi equation, which Megid discussed in [4] . Following his results, we have Lemma 4.3.
We are now in a position to give a:
Proof of Theorem 4.2. Let M be a type II hypersurface, x 0 a point of M. By Lemma 2.3, there is a local pseudo-orthonormal frame e 1 , e 2 , . . . , e n , e n+1 defined in a neighborhhod of x 0 such that e n+1 is normal to M , and 
From (1) and (2), we have
Computing (37)−λ(36), we get
From (3) and Lemma 4.3, we have
It follows from (38) and (39) that
Hence ∀x ∈ N (s), we have
If m = n, then it follows from (38) that
So ∀x ∈ N (s), we get
This includes the cases λ = 0 or ±1. Now suppose λ = 0, ±1. By (38) and (39) and e n+1 (x) − λx ∈ W 2 (s), x − λe n+1 (x) ∈ W 3 (s), we can write
where X 1 ∈ W 2 (s) and X 2 ∈ W 3 (s). Since X 1 , X 2 = 0, we get
Hence M can be locally represented as a parametrized hypersurface in Theorem 4.1.
Type III hypersurfaces.
In this subsection, we arrange the index as follows: y, a 3 , . . . , a m , b m+1 , . . . , b n ) y, a 3 , . . . , a n ) y, a 3 , . . . , a n ) 
, and {γ(s), Y (s),
U 3 (s), . . . , U m (s), V m+1 (s), . . . , V n (s), ξ(s)} a pseudo-orthonormal basis of T γ(s) H n+1 1 such thaṫ V α (s) ∈ span{Y (s), V m+1 (s), . . . , V n (s)},
ξ(s) = λγ(s) + B(s)U 3 (s) for some nonzero B(s). If M is one of the following parametrized hypersurfaces in
the distributions defined as follows:
. . , e m },
Then the distribution T 2 λ +T 1 λ is integrable, and
where A = 1, 2, . . . , n. The above equations are also the Codazzi equation, which Megid discussed in [4] . Hence the Lemma holds.
We can proceed to the:
Proof of Theorem 4.5. Since the proof is similar to that of Theorem 4.2, we give a sketch here. Let M be a type III hypersurface, x 0 a point of M. By Lemma 2.3, there is a local pseudo-orthonormal frame e 1 , e 2 , . . . , e n , e n+1 defined in a neighborhhod of x 0 such that e n+1 is normal to M , and
be the integral curve of e 1 and N (s) be the integral manifold of
. By the similar discussion for type II, we have
Let W 1 (s) be the linear span of {e 2 (γ(s))}, W 2 (s) the span of {e 2 (γ(s)), e m+1 (γ(s)), . . . , e n (γ(s)), e n+1 (γ(s)) − λγ(s)}, and W 3 (s) the span of {e 2 (γ(s)), e 3 (γ(s)), . . . , e m (γ(s)), γ(s)− λe n+1 (γ(s))}.
For any x in N (s), x, Y (s) = 0. Here Y (s) = e 2 (γ(s)). If λ = 0, ±1, by (44) and e n+1 − λx ∈ W 2 (s), x − λe n+1 ∈ W 3 (s), we can write
where
This completes the proof of Theorem 4.5.
Type IV hypersurfaces.
The number p of distinct principal curvatures of type IV hypersurfaces is 2, 3 or 4. In this section we classify the type IV hypersurfaces. The classification is based on the following theorems.
Let M be a type IV hypersurface, x a point of M. By Lemma 2.4, there is a local orthonormal frame e 1 , e 2 , . . . , e m , e m+1 , . . . , e n , e n+1 defined in a neighborhhod of x such that e n+1 is normal to M , 
Proof. In this case, n = 2 and
Note that e 1 , . . . , e n is an orthonormal frame. It follows from (3) that
From (46) and (47), we arrive at Proof. In this case,
From the Codazzi equation (12), we know that
for some function c and
Substituting (50), (51) and (52) to Gauss equation (11), we have
where i > 3. But (50), (51) and (54) have no solution for any i > 3. This implies n = 3. From (49), (50), (51) and (53), we know that M is locally homogeneous. In fact M is congruent to an open part of a principal orbit of G defined in Theorem 5.2. 
Note. G ∼ = SL(3, R).
where t > 1.
To prove the theorem, we need the following simple Lemma. Proof. Since we only need Linear algebra, we give an outline of the proof.
Since rankA 1 = 2 and A 1 has eigenvalues i, −i and 0, we can choose P 1 such that
Since rank p j=1 a j A j = 2 for any a 1 , . . . , a p satisfying p j=1 a 2 j = 0, the P 1 A i P −1 1 take the form . Then n + 2 = 2m and for any x ∈ N , there is a local orthonormal frame e 1 , e 2 , . . . , e n+1 such that e 1 , e 2 , . . . , e m are tangent to M , e m+1 , . . . , e n , e n+1 are normal to M , 
