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Abstract 
Not only the conventional camera, which captures the color of real world scene, currently in wide 
public use, but the depth camera, which captures the distance from the device to the objects, is being 
increasingly used. Keeping pace with this trend, many studies in the field of computer vision have 
been actively undertaken to leverage depth information. One of the uses of depth information is image 
segmentation. Conventional image segmentation uses only color information to extract an object from 
the image. However, when the object and the background of the image have similar color statistics, 
the object cannot be properly extracted from the background. Therefore, by adding depth information 
to color statistics as a key feature, we can reliably separate the object from the background even 
though the two sets of color statistics are similar. There are also problems, however, with the 
application of depth information. The boundary of objects is not clear due to sensor noise or errors, 
and therefore, when matching the color image and the depth image, the boundaries of the two images 
are imprecisely matched.  
In this thesis, we propose an adaptive edge synthesis algorithm to solve the boundary mismatch 
problem between the color and depth images. We first extract the edges from the color image and the 
depth image, respectively. Then we find the optimal matching point of a depth edge pixel to a color 
edge pixel, by maximizing the similarity cost of the normalized cross correlation. We refine the 
positions of depth edge pixels to those of the matched color edge pixels using the graph cut 
optimization technique. Finally, we synthesize the final edges by selecting the refined depth edge 
pixels and the original color edge pixels adaptively, which are directly used for object segmentation.  
The experimental results demonstrate that the proposed algorithm effectively improves the accuracy 
of the extracted depth boundaries, and as a consequence, extracts the objects more reliably than the 
conventional image segmentation algorithms. 
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Chapter I 
Introduction 
The goal of image segmentation is to separate a foreground object from the background. There are 
typically a number of objects in an image, but the boundaries of the objects are not faithfully defined 
to segment the image. Moreover, an image contains a lot of noise or errors caused by the sensor, lens, 
vibration, and so on. To overcome these issues, a number of methods have been proposed [1-4]. These 
methods perform image segmentation with user interaction. The interaction requires information from 
the user, such as using a bounding box or strokes to indicate foreground and background on the image. 
Based on the simple assumption that the foreground is different from the background in color or 
intensity, some of these methods can effectively separate the foreground object from the background 
based on color or intensity statistics. However, when the color or intensity characteristics are similar 
between foreground and background, these methods may not perform well. 
   
(a) (b) (c) 
Figure 1.1: Comparison between color and depth image. (a) Color image. (b) Depth image. (c) The 
color image blended with the depth image.  
To address this issue, [5-6] proposed the application of depth information. Depth information is a 
type of data that records the distance from a depth camera to objects in the real world, as shown in 
Figure 1.1 (b). The figure illustrates how the object near the camera, in this case a person, has low 
pixel values, while the object further away from the camera, here a bookshelf or the wall, has high 
pixel values. Because points on the same surface of an object have similar distances, depth 
information can be used to identify one object from the others. [5-6] used this property to overcome 
the similar color statistics problem between the foreground and background. Even though the color 
statistics are almost the same between the foreground and background, these methods can separate the 
foreground object from the background because depth information can be used as a key separation 
feature. However, the widely used depth cameras, such as Asus Xtion Pro [7] and Microsoft Kinect 
[8], contain errors in the captured depth image. The object boundary in the depth image has a large 
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number of artifacts caused by the various noises and transformation. Because the color and depth 
images are taken by different cameras, an affine transformation must be applied to the one image to fit 
it to the other. By doing so, most of the object bodies are properly transformed, but the object 
boundaries are not transformed accurately enough to match the object boundaries between color and 
depth images. Moreover, the sensor error of the depth camera also causes significant noise. Figure 1.1 
(c), which was made by the color image overlapping the depth image, shows these transformation and 
sensor errors near the object boundaries. Thus, when blending the color information with the depth 
information near the object boundaries without any correcting procedure, the mixed data also contains 
errors. 
In this thesis, we propose an adaptive edge synthesis algorithm to solve the mismatch problem 
between the color and depth images. When the color edges—the object boundary in the color image—
are extracted, the object boundary positions are well represented in the result. However, the result is 
significantly affected by the textures of objects, and some edges do not appear because the colors 
between the objects and background are similar. On the other hand, the object boundary in the depth 
image—the depth edges—is robustly extracted without such texture noises, but the edge positions are 
incorrect due to the errors from the depth-capturing devices. In our algorithm, to take advantage of 
both color and depth edges, we generate synthesized edges from an adaptive selection between the 
refined depth edges—made by optimal movement of depth edges—and the color edges. To find the 
refined depth edges, we use normalized cross-correlation (NCC) measure, which is typically used in 
contrast-varying template matching [9], because the two edge images come from heterogeneous data 
in which the general strength of the edges between the two edge images is different. In addition, in the 
matching situation, we multiply the edge points and the Gaussian distribution to alleviate the outlier 
edge pixels. After finding the candidate positions of the refined depth edges, the graph cut algorithm 
[10-11] is used to optimize the global movement of the refined edges. The experimental results 
demonstrate that the proposed adaptive edge synthesis algorithm can be effectively used in image 
segmentation to extract an object reliably. 
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Chapter II 
Previous Works 
2. 1 Segmentation algorithm without depth information 
As a kind of user interactive image segmentation methods, Graph cut method [1] is widely used 
because it is relatively fast and optimizes the energy function globally. It requires just several strokes 
from user to indicate the foreground and background in an image, and the method shows the result 
based on the intensity statistics made of user strokes. GrabCut [2] is a sort of an improved version of 
Graph cut. As a user interaction, it takes a bounding box from user to express rough boundary of the 
fore/background. Similarly to Graph cut, it also make statistics based on the user interaction, but in 
this case, it apply min-cut/max-flow algorithm [12], we call graph cut algorithm, repeatedly, until the 
energy cost is not changed.  
 
2. 1. 1. Graph cut [1] 
Graph cut method converts an image to a graph, and based on user inputs, the method assigns 
weights on edges of the graph. After making the graph, to optimize the energy function, it employs the 
min-cut/max-flow algorithm. This optimization finds a cut which separate the object from the 
background according to the user interaction. 
In order to apply min-cut/max-flow algorithm, we have to make the graph from the image. The 
graph is composed of nodes, edges, and weights. Nodes are simply the pixels of the image, edges are 
the bridge connecting the neighbors of each node, and weights are come from intensity statistics based 
on the user inputs. In Graph cut, user interaction is the strokes to indicate the foreground and 
background on the image as shown in Figure 2.1 (a). 
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(a) (b) 
Figure 2.1 : (a) Graph cut’s user interaction. (b) Foreground histogram (Purple), background 
histogram (Sky). 
After getting the foreground and background stroke from the user interaction, we extract the 
image intensity data from the strokes region by converting the 3-channel color to gray scale. From 
each intensity data, we can make the foreground and background histograms. Figure 2.1 (b) shows the 
two histograms. Upper histogram is the background histogram and lower is the foreground histogram. 
Because the histogram is a kind of probability mass function (PMF), it can be used as a measurement 
to evaluate how much a pixel is involved in the foreground and background by using pixel intensity as 
an input to the histogram. If the intensity of a pixel has higher probability in the foreground histogram, 
the pixel is more probable to belong to the foreground than the background, because the histogram is 
made by the data based on user interaction indicating the truth foreground and background. We 
represent the foreground and background histograms as conditional probabilities 𝑃(𝑥|𝑂)  and 
𝑃(𝑥|𝐵), respectively. When we assume that the intensity value of 𝑥 is extracted from the foreground, 
𝑃(𝑥|𝑂) return the value of conditional probability telling how much the intensity value probably 
involve in the foreground. 𝑃(𝑥|𝐵) is the same as 𝑃(𝑥|𝑂) except that it is based on the background 
histogram.  
We need to represent the image as a graph to take min-cut/max-flow algorithm after the build of 
histograms. As shown in Figure 2.2, each pixel of the image becomes a node and between the 
neighbor nodes, there is an edge. In the min-cut/max-flow algorithm, we need two additional nodes 𝜅 
and 𝜚. Because the min-cut/max-flow algorithm behave like the water flow, it needs the start point 𝜅, 
which is the origin of the flow, and the end point of the flow 𝜚.  
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Figure 2.2 : The structure of graph in an image. 
After constructing the structure of the graph, we can put the weight on the node and edge 
respectively to evaluate the energy cost of the cut dividing the object from the background.  
𝐸(𝑋) = 𝜆𝐷(𝑋) + 𝐹(𝑋) (2.1) 
The cost of the energy function 𝐸(𝑋) is determined by the label vector 𝑋 enumerating every node’s 
labels including the foreground or background. 𝐷 and 𝐹 are the data and the smoothness cost 
energy function respectively, and to balance between the data and the smoothness cost, a scalar value 
𝜆 is needed. Specifically, 𝐷 is the total summation of the edge cost bridging pixel nodes, which is 
assigned to one of labels according to the algorithm, to one of the 𝜅 or 𝜚 nodes. Figure 2.3 shows 
the connection and the cost between 𝜅 and 𝜚 nodes. 
 
 
(a) (b) 
Figure 2.3 : (a) The connection between 𝜅 and 𝜚 nodes. (b) The connection between neighborhood 
pixel nodes. 
In Figure 2.3 (a), there are cost evaluation functions − log(𝑃(𝑥|𝑂)) and  − log(𝑃(𝑥|𝐵)) between 
the nodes. The value of − log(𝑃(𝑥|𝐵)) is calculated and assigned to the edge between 𝜅 and a pixel 
node 𝑝, when the pixel intensity 𝑥 is provided. The other is the same as previous one except that it is 
assigned to the edge between 𝜚 and 𝑝. This cost is assigned according to each probability to find 
more probable label.  
6 
In the energy function, the smoothness energy function 𝑆 is the summation of the edge costs 
between pixel nodes. We can construct the graph between neighborhood pixel nodes and allocate the 
costs to each edge like Figure 2.3 (b). exp(−‖𝑞𝑛 − 𝑝‖
2 ∙ 𝛽) is the cost evaluation function between 
pixel nodes. Each edge has the weight according to the intensity difference between 𝑝 and 𝑞1~𝑞4. 
𝛽 is the penalty according to the brightness. 
The graph construction for the min-cut/max-flow algorithm is composed of making the graph 
structure and weighting the edge. After that, we can get the cut which separate the object from the 
background by optimizing the energy cost through the min-cut/max-flow algorithm. 
 
2. 1. 2 GrabCut [2] 
To improve the performance of the Graph cut, GrabCut adopts Gaussian mixture model (GMM) 
and repeated usages of the min-cut/max-flow algorithm. The difference in the way of the user 
interaction is the point that GrabCut just requires user to draw the rectangular box around the object, 
whereas the Graph cut’s user interaction is made up through several strokes. Like Graph cut, GrabCut 
method also get a little different segmentation results according to the user interaction. If the first 
trial’s bounding box and the second trial’s bounding box are differently located on an image, the 
results might be different. 
  
(a) (b) 
Figure 2.4 : (a) The input image. (b) Bounding box in the image. 
In GrabCut, user interaction is made up as shown in Figure 2.4. User just set the bounding box 
around the object to give the initial fore/background information to the algorithm. The inside of the 
bounding box is the foreground and the outside of the box is the background. With the data, we can 
make two probability model of GMM. When a data structure is not given, we can estimate the 
structure by using the multiple Gaussian models like Figure 2.5. 
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Figure 2.5 : An example of the GMM in randomly located blue data points. Red ellipses represent 
Gaussian model. 
As shown in Figure 2.5, when we have just blue data points, GMM give us the structured 
probability model like red ellipses. The red ellipses mean the mixed Gaussian model which explains 
the probability of the data. Because the choice of the initial starting points of each cluster can be 
different, GMM may show the different results. To prevent this and improve the performance, we use 
B-tree quantization. Figure 2.6 shows the result of the B-tree quantization.  
  
(a) (b) 
Figure 2.6 : (a) Foreground clustering. (b) Background clustering. 
Figure 2.6 (a) and (b) show 5 different color clusters of the inside and outside of the bounding box. 
When we apply a clustering algorithm based on the color image, we can identify that the similar color 
is in the same cluster as we can see in Figure 2.6. By using the variances and means of each cluster as 
initial parameters of GMM, we can make the foreground and background GMM.  
In order to apply min-cut/max-flow algorithm, we have to construct a graph from the image. This 
work is the same as the procedure of Graph cut. But, the cost of edge is somewhat different. The main 
difference is the usage of GMM as a probability model instead of a histogram. The detail is in [2]. 
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After weighting the graph, the method apply min-cut/max-flow algorithm repeatedly to get the cut 
which separate the object from the image until the flow of the algorithm is not changed. 
 
2.2 Segmentation algorithm with depth information 
Recently, with the wide spread of cheap depth cameras, there are a variety of researches to utilize 
the depth information to classic vision studies. Especially, two studies using the depth information 
were published in the field of image segmentation. In both studies, they make mixed data which 
combine the color information with the depth information in their own way. One of them blends the 
depth with the color information in the GrabCut energy function linearly, and the other uses the depth 
information with the color information for GMM. However, those methods cannot avoid the problem 
that the depth image yields mismatched object boundary to that of the color image. 
 
2. 2. 1 Linearly mixed energy function 
This method focuses on the property that the depth information has the similar values if the values 
are come from the same object surface. This feature gives the method the ability to separate the 
foreground from the background, even though the color statistics between the fore/background are 
similar. In this method, the depth information is mixed with the color information in the GrabCut 
energy function as a way of linear combination. Because two heterogeneous data are combined in a 
linear fashion, a specific scalar value has to be set to balance between the color and the depth 
information. 
𝐸(𝑋) = 𝜃[𝐷𝑐(𝑋) + 𝐹𝑐(𝑋)] + (1 − 𝜃)[𝐷𝑑(𝑋) + 𝐹𝑑(𝑋)] (2.2) 
Equation (2.2) is the energy function used in this method. The goal is to find the label vector 𝑋 
which minimizes the energy function. In this equation, 𝜃 is the scalar value determining which one 
of these two data has more importance, 𝐷𝑐 and  𝐹𝑐 are the data and the smoothness energy function 
of the color information, and the depth energy function is 𝐷𝑑 and 𝐹𝑑. Because the complete energy 
cost is made of the two energy functions, the result is severely affected according to the value of 𝜃. 
When 𝜃 is 1, the result will be original GrabCut, and when 𝜃 is 0, the result will be GrabCut only 
using the depth information. And the combined data result will be come out, when the 𝜃 is 0~1. 
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(a) (b) (c) 
Figure 2.7 : The result of H. Hu et al.’s method. (a) 𝜃 = 0. (b) 𝜃 = 0.5. (c) 𝜃 = 1. 
In this method, because we cannot expect the optimal value of 𝜃, we have to manually adjust 𝜃 
at each image. As you can see in Figure 2.7, the result images are various according to 𝜃. When the 
depth information has more weighted value, the result show that the object boundary follows the 
depth boundary, not the color boundary we want. 
 
2. 2. 2 4-Channel energy function 
GrabCut use red, green, and blue values (RGB) as inputs of data and smoothness cost functions to 
evaluate how much of this pixel color probably belong to fore/background. [6] simply modify GMM 
which use only RGB in original GrabCut to GMM using RGB plus the depth information. This GMM 
is used in the data energy function, when pixels are measured to calculate the total cost of energy 
function. The depth information is also added to the smoothness cost function with the weighting 
parameter 𝜓 to balance with the color information. 
ϵ𝑖,𝑗 = 50 × exp (− (𝜈(𝑟𝑖 − 𝑟𝑗)
2
+ 𝜈(𝑔𝑖 − 𝑔𝑗)
2
+ 𝜈(𝑏𝑖 − 𝑏𝑗)
2
+ 𝜓(𝑑𝑖 − 𝑑𝑗)
2
) 𝛽) (2.3) 
ϵ𝑖,𝑗 is the smoothness function between neighborhood nodes 𝑖 and 𝑗 in [6]. 𝑟𝑖 , 𝑔𝑖 , 𝑏𝑖 , and 𝑑𝑖 are 
the value of RGB and depth at node 𝑖. 𝑟𝑗, 𝑔𝑗 , 𝑏𝑗, and 𝑑𝑗 are the same but it is located at 𝑗 node. 𝛽 
is a penalty parameter and 𝜈 is the scaling weightage factor as (1 − 𝜓)/3 [6]. 
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𝜓 = 0.25 𝜓 = 0.5 𝜓 = 0.7 
Figure 2.8 : The result of K. Vaiapury et al.’ method 
In this method, the result is a little stable because there is no such a 𝜃 affecting the result highly. 
However, as you can see in Figure 2.8, the results cannot avoid the boundary error derived from the 
depth information near the object boundary. Even though the energy function of the method adopts 4-
channel data, if the object boundaries in the depth and color image are not matched, we can see that 
the result object boundary is usually following the depth boundary. 
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Chapter III 
Proposed Algorithm 
3. 1 Overview  
The captured depth image contains significant artifacts near the object boundary, which are caused 
by the affine transformation and device sensor errors. When we use this depth image without any 
processing to remove these artifacts, the segmentation result may also have the errors. To overcome 
this problem, we propose a novel segmentation algorithm using adaptive edge synthesis. In a depth 
image, the depth edges are more robustly extracted than in color image because the depth image does 
not have the textures. However, the depth edge positions are incorrect due to the artifacts such as 
sensor noises. On the other hand, the color edges have correct positions where the object boundary 
must be, but there is significant texture noise in color edges. To combine the separate strengths of the 
color edges and the depth edges, while eliminating their respective weaknesses, we refine the depth 
edge positions along the color edges by using the NCC and graph cut. 
  
(a) (b) 
  
(c) (d) 
Figure 3.1: The strength of the gradient in an image. (a) Original color image. (b) Original depth 
image. (c) Gradient of color edges. (d) Gradient of depth edges. 
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3. 2 Edge extraction 
In the first step toward our objective, we extract the edges from the depth image and the color 
image. Figure 3.1 illustrates the strength of the gradient, which is calculated by using the equation 
below. 
𝐻(𝒙) = √(
𝜕𝑃(𝒙)
𝜕𝑥
)
2
+ (
𝜕𝑃(𝒙)
𝜕𝑦
)
2
 (3.1) 
𝐻(𝒙) is the strength of the gradient at 𝒙 in an image, and 𝑃(𝒙) is the value of the gray-scaled 
image. As previously mentioned, we can identify the correct edge positions in the color edges 𝐻𝑐 
shown in Figure 3.1 (c), and also see the rough object boundary in the depth edges 𝐻𝑑 shown in 
Figure 3.1 (d). To obtain reliable edges, we must eliminate the edge points in 𝐻𝑐 and 𝐻𝑑 which 
have the value below the certain threshold.  
 
3. 3 Similarity computation using weighted normalized cross correlation 
 
Figure 3.2: Concept image of edge matching. Red pixels are depth edges. Gray pixels are color edges. 
The color edges have correct positions of object boundary, but also have texture noise. On the 
other hand, the depth edges exhibit a reliable object boundary without texture noise, but they have 
incorrect positions of edge pixels. To attain both the correct edge positions and the reliable object 
boundary, we find the best matching position of a depth edge pixel to the color edges. Figure 3.2 
shows the color edges (gray) overlapping the depth edges (red) to express the matching situation of a 
depth edge pixel 𝒊. As shown in Figure 3.2, to find the best matching position of 𝒊 among color edge 
pixels, we assign the center of the 3×3 source window 𝐺𝒊
𝑠 (green rectangle) at 𝒊 in 𝐻𝑑; and at the 
same position 𝒊, we set the 5×5 search range 𝜙(𝒊) having 25 positions on 𝐻𝑐 (blue rectangle). We 
can compute the similarity between the source window and the 3×3 target windows 𝐺𝒋
𝑡 (yellow 
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rectangle) sequentially within the search range. As a similarity measurement, we can use normalized 
cross correlation (NCC), because the depth and color images have different pixel values, and the 
edges derived from them also have different values. NCC can be used in this contrast-varying 
matching situation [9]. However, both source and target windows may have a few outlier edge pixels 
(black circles) away from the main edges, which are the object boundary pixels, so those pixels 
decrease the performance of NCC. To avoid this problem, we introduce Gaussian weighting to NCC 
to emphasize the main edge pixels but to reduce the effect of outlier pixels. 
NCC is done by subtracting the mean of edge values and dividing by the standard deviation within 
each window.  
𝑁𝐶𝐶(𝒊, 𝒋) = ∑
(𝐺𝒊
𝑠(𝒙) − 𝐺𝒊
𝑠) (𝐺𝒋
𝑡(𝒙) − 𝐺𝒋
𝑡)
𝑛𝜉𝒊
𝑠𝜉𝒋
𝑡
𝒙∈𝜻
 (3.2) 
where 𝑁𝐶𝐶(𝒊, 𝒋) returns the similarity value between the source window 𝐺𝒊
𝑠 and the target window 
𝐺𝒋
𝑡 which are located at 𝒊 and 𝒋 within gradient images 𝐻𝑑 and 𝐻𝑐, respectively. 𝜻 is the set of 
corresponding 9 pixel positions between two windows, and 𝐺𝒊
𝑠(𝒙) and 𝐺𝒋
𝑡(𝒙) are the value of edge 
strengths at 𝒙 in 𝐺𝒊
𝑠 and 𝐺𝒋
𝑡, respectively. 𝐺𝒊
𝑠 and 𝐺𝒋
𝑡 are the means at each window, and 𝑛 is 9, 
the number of the pixels within the window. 𝜉𝒊
𝑠 is the standard deviation of the source window such 
as 𝜉𝒊
𝑠 = √E [(𝐺𝒊
𝑠(𝒙) − 𝐺𝒊
𝑠)
2
], and 𝜉𝒋
𝑡 is the same as 𝜉𝒊
𝑠 except that it is calculated within the target 
window. 
NCC does not account for the outlier effect. We can avoid this by weighting each pixel with 
Gaussian distribution. To weight each edge pixel, we must estimate 2-dimensional Gaussian 
distribution within each window. 
𝑊𝒊
𝑠(𝒙) =  
1
2𝜋|𝚪𝒊|1/2
exp (−
1
2
((𝒙 − ?̅?𝒊)
𝑇𝚪𝒊
−1(𝒙 − ?̅?𝒊))) (3.3) 
𝑊𝒊
𝑠 is the estimated 2-dimensional Gaussian distribution within the source window centered at 𝒊 of 
the gradient image. ?̅?𝒊 is the mean weighted with 𝐺𝒊
𝑠(𝒙) such as ?̅?𝒊 =
∑ 𝒙𝐺𝒊
𝑠(𝒙)𝒙∈𝜻
∑ 𝐺𝒊
𝑠(𝒙)𝒙∈𝜻
 , and 𝚪𝒊 is the 
variance weighted with 𝐺𝒊
𝑠(𝒙) such as 𝚪𝒊 =
∑ 𝐺𝒊
𝑠(𝒙)(𝒙−?̅?)(𝒙−?̅?)𝑇𝒙∈𝜻
∑ 𝐺𝒊
𝑠(𝒙)𝒙∈𝜻
 within the window. Using this 
weight, we can enhance the main edge pixels. 
𝑄𝒊
𝑠(𝒙) = 𝑊𝒊
𝑠(𝒙)𝐺𝒊
𝑠(𝒙) (3.4) 
𝑄𝒊
𝑠(𝒙) is the weighted value at 𝒙 within the source window centered at 𝒊. Using this weighted value 
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we can rewrite NCC as 
𝑊𝑁𝐶𝐶(𝒊, 𝒋) = ∑
(𝑄𝒊
𝑠(𝒙) − 𝑄𝒊
𝑠) (𝑄𝒋
𝑡(𝒙) − 𝑄𝒋
𝑡)
𝑛𝜎𝒊
𝑠𝜎𝒋
𝑡
𝒙∈𝜻
 (3.5) 
where 𝑊𝑁𝐶𝐶(𝒊, 𝒋) represents the scalar value indicating the similarity between the two windows, 
which are enhanced with the main edge values. The rest of the equation in (3.5) is the same as 𝑁𝐶𝐶 
except that it uses 𝑄𝒊
𝑠(𝒙) instead of 𝐺𝒊
𝑠(𝒙). In case of the standard deviation 𝜎𝒊
𝑠 , 𝜎𝒊
𝑠  will be 
√E [(𝑄𝒊
𝑠(𝒙) − 𝑄𝒊
𝑠)
2
]. 𝑄𝒋
𝑡(𝒙) also uses the same procedure as 𝑄𝒊
𝑠(𝒙) to attain the result. 
 
3. 4 Optimal refinement of depth edges using graph cut 
We have 25 similarity measurement values at each depth edge pixel, if the search range size is 5×5. 
The vector 𝜸𝒊 of these values at the 𝒊–th depth edge pixel is given by 
𝜸𝒊 = [
𝑊𝑁𝐶𝐶(𝒊, 𝒋1)𝑁1(𝒋1)
⋮
𝑊𝑁𝐶𝐶(𝒊, 𝒋25)𝑁1(𝒋25)
] (3.6) 
where 𝒋1 to 𝒋25 are the positions within the search range. Because the matching reliability generally 
decreases as the distance between two windows increases, we impose the distance penalty as Gaussian 
distribution 𝑁1 having mean, standard deviation as 𝒊 and σ adjusting the penalty. The rest of the 
pixels where the depth edge pixels do not exist are set as zero vector, except for the center of the 
vector value as 𝜌. The reason for this is to prevent no edge pixels from moving to another position 
when we apply a graph cut. Each element of vector 𝜸𝒊 has a value of the similarity between -1 to 1. 
The position having the highest similarity value is selected as the most probable position where the 
depth edge pixel moves within the search range. 
To consider a global movement of the depth edge pixels, we adopt the graph cut of the global 
optimization algorithm. In the graph cut algorithm, neighboring edge pixels tend to yield similar 
movements. Thus, the neighboring depth edge pixels are not likely to move individually, but are more 
likely to move together. Hence we define the energy function of the graph cut as 
𝐸(𝐿) = ∑ 𝜖𝒊(𝑙𝒊)
𝒊
+ ∑ 𝜖𝒊,𝒋(𝑙𝒊, 𝑙𝒋)
𝒊,𝒋∈𝜀
 
(3.7) 
where 𝐿 is the label vector enumerating the optimal movements of each depth edge pixel. 𝜀 is the 
set of neighborhood nodes. 𝜖𝒊 is the data cost function and defined as 
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𝜖𝒊 = exp(−(𝛾𝒊
𝑙𝒊 + 1)). (3.8) 
𝛾𝒊
𝑙𝒊  is one element among 𝜸𝒊 ’s elements according to the label value of 𝑙𝒊 . 𝜖𝒊,𝒋(𝑙𝒊, 𝑙𝒋) is the 
smoothness cost function given by  
𝜖𝒊,𝒋 = {
0, 𝑙𝒊 = 𝑙𝒋
𝛼, 𝑙𝒊 ≠ 𝑙𝒋
 (3.9) 
which has the following values: when the neighborhood labels are 𝑙𝒊 = 𝑙𝒋, the cost is 0, and when the 
neighborhood labels are 𝑙𝒊 ≠ 𝑙𝒋, the cost is 𝛼. Using the result of the graph cut, we can move the 
initial positions of the depth edge pixels toward the direction of the label field 𝐿.  
  
(a) (b) 
  
(c) (d) 
Figure 3.3: (a) Color edges. (b) Refined depth edges (the result of a graph cut). (c) Initial depth edges 
(yellow) overlapping the binary ground truth edges (blue); the red region is the overlapped area. (d) 
Refined depth edges (yellow) overlapping the binary ground truth edges (blue); the red region is the 
overlapped area. 
To make the result of the refined edges 𝑅, we must move the initial depth edge pixel positions 
according to the labels as offset positions, and set the values of the edge pixels as that of the depth 
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edge pixels. Figure 3.3 shows the initial depth edges and the resultant refined depth edges. In the 
refined edges, we can identify the hidden edges (red circle, Figure 3.3 (a) and (b)). The hidden edges 
are not extracted from the color edges because the background and foreground colors are similar. 
Most of the gap caused by the affine transformation error between the color edges and the depth edges 
is eliminated when we compared the binarized edges in Figure 3.3 (c) with (d). Although the result 
shows the hidden edges and reduces the gap, some pixels of the refined edges have incorrect values, 
and the shape of the object boundary of the color edges reflects truth edge values. To take advantages 
of the refined edges and represent the object boundary well, we must select edges between the color 
edges and the refined edges. 
 
3. 5 Adaptive edge synthesis 
 
 
 
 
 
 (a)  (b)  
 
 
 
 
 
 (c)  (d)  
Figure 3.4: (a) Refined depth edges. (b) Color edges. (d) Edges after convolution on (a). (d) 
Synthesized edges. 
We make synthesized edges 𝑈 by using the refined depth edges 𝑅 and the color edges 𝐻𝑐. 
Although 𝑅 represents the object boundary well and contains hidden edges, 𝑅 is not as adequately 
detailed as 𝐻𝑐, which has true edge values; we therefore leverage both their advantages by selecting 
edges between 𝑅 and 𝐻𝑐. However, because the refined depth edges are discontinued, as shown in 
Figure 3.4 (a), it is not proper to use them as synthesized edges. To cover these points, we make filled 
edges 𝐾 by using the refined edges and Gaussian kernel convolution. We conduct the convolution to 
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the refined edges, Figure 3.4 (a), with Gaussian kernel 𝑁2, such as Figure 3.4 (c). Equation (3.10) 
shows these processes. 
𝐾 = 𝑁2 ∗ 𝑅 (3.10) 
where ∗ is the convolution operation. We must select edge points and values between the filled edges 
𝐾 and the color edges 𝐻𝑐 by adaptively using the equation (3.11). 𝐾 is near enough to cover the 
object boundary, but it does not well reflect the object boundary values like the color edges shown in 
Figure 3.4 (b). To obtain the correct edge values and remove texture noise in Figure 3.4 (b), we take 
the color edge values instead of the edge values in 𝐾, when the positions of the edge points of 𝐾 are 
the same as the color edge positions. 
𝑈(𝒙) = {
𝐻𝑐(𝒙),   𝐾(𝒙) > 0 and  𝐻𝑐(𝒙) > 0 
𝐾(𝒙),   𝐾(𝒙) > 0 and  𝐻𝑐(𝒙) = 0
0,                        Otherwise
 (3.11) 
where 𝑈(𝒙) is synthesized edge value at 𝒙. When the conditions 𝐾(𝒙) > 0 and 𝐻𝑐(𝒙) > 0 are 
satisfied, we take the value 𝐻𝑐(𝒙) as a synthesized edge value. Because 𝐾(𝒙) has the refined edge 
position expressing the object boundary, and 𝐻𝑐(𝒙) has the color edge value we want to use, we 
therefore take the color edge value at the position of 𝐾(𝒙). When the second condition 𝐾(𝒙) >
0 and 𝐻𝑐(𝒙) = 0 is satisfied, we take 𝐾(𝒙). Although the color edge  𝐻𝑐(𝒙) does not exist, depth 
edge 𝐾(𝒙) does exist, so we take 𝐾(𝒙) as a hidden edge. In Figure 3.5 (b), we can see that the 
values of the edges are similar to the color edges of Figure 3.5 (a), and these edges exist at the object 
boundary. We can also see the hidden edges (red circle). 
  
(a) (b) 
Figure 3.5: Result of the operations. (a) The color edges. (b) The synthesized edges. 
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3. 6 GrabCut-based optimization 
We modify the smoothness data cost function in the GrabCut algorithm using the synthesized 
edges 𝑈 to separate an object from an image. In the GrabCut algorithm the parameter 𝛽, related with 
the smoothness cost, is designed for the input color image; therefore, when we use 𝑈 instead of the 
color image, 𝛽 must be modified. 
𝛽′ = 𝛽𝜏 (3.12) 
𝜏 is the scalar value used to modify 𝛽, which is calculated based on 𝑈. We use 𝛽′ to obtain the 
smoothness cost. The smoothness cost function uses the color difference between neighborhood nodes. 
This is almost similar to obtaining gradient edges. Because 𝑈 represents the edges themselves, we 
can use this 𝑈 value instead of the color difference, such as below. 
50exp (−𝛽′((𝑈𝑖 + 𝑈𝑗)/2)
2) (3.13) 
𝑖 and 𝑗 are the neighborhood position index within 𝑈. The smoothness cost is calculated between 
two nodes, so we add the two neighborhood node values divided by 2 to set the value at the edge of 
the graph. After setting the smoothness cost function, we can apply the GrabCut algorithm and obtain 
the separated object result. 
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Chapter IV 
Experimental Results 
Various object images are employed in our experiment which evaluates and compares the 
proposed algorithm with the conventional ones, including GrabCut and the respective methods of Hu 
et al. and Vaiapury et al. All parameters used in our algorithm are determined experimentally and are 
fixed, such as α = 0.007 and 𝜏 = 0.37. 𝑁1  and 𝑁2  have the standard deviation 2.45 and 3 , 
respectively. The thresholds of the color and depth edge extractions are 0. 04 and 0.017, respectively. 
The size of the search range is ?×?, and the size of source and target windows is 5 × 5 for finding 
the refined depth edges. The color and depth images used in the experiment are normalized between 0 
and 1. They are obtained by using Xtion Pro Live and are applied to each algorithm without any 
preprocessing steps. All comparison results, including the methods of Hu et al. and Vaiapury et al., are 
achieved using the parameter 𝜃 = 0.5 and 𝜓 = 0.7, respectively, which are properly selected.  
In the experimental results, we can readily identify the importance of the depth information, as 
Figure 4.12 shows the difference between GrabCut and the others. In the result of GrabCut, as shown 
in Figure 4.12 (f), a part of the object has been inverted as a background, because the object region 
has a lot of similarity with the background colors. However, the results, including those shown in 
Figures 4.12 (g), (h), and (i), have avoided this problem with the use of depth information. On the 
other hand, in Figure 4.13 (f), the GrabCut algorithm separates the object well because the object has 
relatively unique colors compared to the background color.  
The methods of Hu et al. and Vaiapury et al. do not account for the modification of the parameter 
𝛽, when the smoothness cost is changed due to the addition of depth information. Using 𝛽 as not 
adjusted to the depth images, we might not get the results in Figures 4.9 (h), 4.10 (h), 4.13 (g), 4.14 
(g), 4.15 (g), (h), 4.16 (g), 4.17 (g), and 4.18 (g). Moreover, we can find the results, including Figures 
4.1 (h), (g), 4.2 (i), 4.3 (i), 4.4 (i), 4.6 (h), 4.7 (i), 4.9 (i), 4.11 (i), 4.12 (g), 4.13 (h), 4.14 (h), 4.16 (h), 
4.17 (h), and 4.18 (h), in which the object boundary has a large error due to the depth image having 
incorrect boundary information. 
The results of our proposed algorithm show the proper segmentation results regardless of the 
similarity between the foreground and background color statistics. Additionally, the algorithm avoids 
the problem caused by the incorrect object boundary of the depth image. We can see these effects in 
the experimental results. In particular, Figure 4.1 (j) shows the effect of synthesized edges when it is 
compared with the others. The boundary errors are fixed in Figure 4.1 (j), but others are not. Figures 
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4.1 (g) and (j) also show the effect of hidden edges. In the GrabCut result in Figure 4.1 (g), the upper 
arm region is incorrectly classified, because there are hidden edges, as shown in Figure 3.5 (b); 
however, Figure 4.1 (j) has the complete arm region. In addition, we can see that two differently 
colored objects, which are separated from each other, are extracted properly in Figure 4.7 (j). The 
other results have a big false object region between two objects. The reason for this is that our 
synthesized edges can effectively find the object boundaries without a background object boundary, 
such as a whiteboard. Figure 4.4 (j) shows that the object is well separated regardless of color edges 
being notably extracted in the background. However, in Figures 4.8 and 4.18 (j), when the background 
depth edges are notably extracted, our algorithm does not perform well. Because we match the depth 
edges to the color edges, the depth edges of the false object, which are extracted from the background, 
remain in the synthesized edges. This is classified as a false object region, or a segmentation 
obstruction. Further, we can identify that a long, thin object, such as the leg of a chair or the stem of a 
plant, as shown in Figures 4.9 and 4.10, is not separated well. Because the body region of a thin and 
long object does not exist in the color and depth edges, we can see only the line of edges. In Figure 
4.18, because the legs shape of the object is so complex, our algorithm cannot properly separate the 
legs. 
We evaluate the performance of our proposed algorithm. First, we manually create ground truth 
object regions and extract false background and false foreground pixels among 11 test images by 
using the algorithm results, including those of GrabCut, Hu et al., Vaiapury et al., and our proposed 
algorithm. Equation (5.1) shows how to calculate the accuracy. 
Accuracy(%) =  (𝑍 −
𝐹 + 𝐴
2
) ×
100
𝑍
 (5.1) 
where 𝑍 is the number of the bounding box pixels, and 𝐹 and 𝐴 are the numbers of the false 
background pixels and the false foreground ones, respectively. We use 11 test images among the 
experimental results to calculate accuracy, and we show the additional 7 result images.  
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
  
(g) Accuracy: 97.6820% (h) Accuracy: 94.8142% 
  
(i) Accuracy: 95.0923% (j) Accuracy: 98.6545% 
Figure 4.1: Experiment results of the comparison. (a) Original image. (b) Depth image. (c) Color 
edges. (d) Depth edges. (e) Synthesized edges. (f) Ground truth object image. (g) GrabCut result. (h) 
Result of Hu et al. (i) Result of Vaiapury et al. (j) Result of proposed algorithm. 
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
  
(g) Accuracy: 98.6479% (h) Accuracy: 99.3559% 
  
(i) Accuracy: 98.3155% (j) Accuracy: 99.0798% 
Figure 4.2: Experiment results of the comparison. (a) Original image. (b) Depth image. (c) Color 
edges. (d) Depth edges. (e) Synthesized edges. (f) Ground truth object image. (g) GrabCut result. (h) 
Result of Hu et al. (i) Result of Vaiapury et al. (j) Result of proposed algorithm. 
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
  
(g) Accuracy: 94.2199% (h) Accuracy: 97.0844% 
  
(i) Accuracy: 93.9514% (j) Accuracy: 97.0588% 
Figure 4.3: Experiment results of the comparison. (a) Original image. (b) Depth image. (c) Color 
edges. (d) Depth edges. (e) Synthesized edges. (f) Ground truth object image. (g) GrabCut result. (h) 
Result of Hu et al. (i) Result of Vaiapury et al. (j) Result of proposed algorithm. 
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
  
(g) Accuracy: 98.5976% (h) Accuracy: 98.7901% 
  
(i) Accuracy: 94.7080% (j) Accuracy: 99.0116% 
Figure 4.4: Experiment results of the comparison. (a) Original image. (b) Depth image. (c) Color 
edges. (d) Depth edges. (e) Synthesized edges. (f) Ground truth object image. (g) GrabCut result. (h) 
Result of Hu et al. (i) Result of Vaiapury et al. (j) Result of proposed algorithm. 
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
  
(g) Accuracy: 94.4812% (h) Accuracy: 97.7484% 
  
(i) Accuracy: 97.7867% (j) Accuracy: 98.3903% 
Figure 4.5: Experiment results of the comparison. (a) Original image. (b) Depth image. (c) Color 
edges. (d) Depth edges. (e) Synthesized edges. (f) Ground truth object image. (g) GrabCut result. (h) 
Result of Hu et al. (i) Result of Vaiapury et al. (j) Result of proposed algorithm. 
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
  
(g) Accuracy: 99.5694% (h) Accuracy: 98.4779% 
  
(i) Accuracy: 99.1874% (j) Accuracy: 99.3572% 
Figure 4.6: Experiment results of the comparison. (a) Original image. (b) Depth image. (c) Color 
edges. (d) Depth edges. (e) Synthesized edges. (f) Ground truth object image. (g) GrabCut result. (h) 
Result of Hu et al. (i) Result of Vaiapury et al. (j) Result of proposed algorithm. 
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
  
(g) Accuracy: 79.8559% (h) Accuracy: 72.8941% 
  
(i) Accuracy: 79.2348% (j) Accuracy: 98.2800% 
Figure 4.7: Experiment results of the comparison. (a) Original image. (b) Depth image. (c) Color 
edges. (d) Depth edges. (e) Synthesized edges. (f) Ground truth object image. (g) GrabCut result. (h) 
Result of Hu et al. (i) Result of Vaiapury et al. (j) Result of proposed algorithm. 
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
  
(g) Accuracy: 93.5042% (h) Accuracy: 94.3922% 
  
(i) Accuracy: 94.5560% (j) Accuracy: 96.5724% 
Figure 4.8: Experiment results of the comparison. (a) Original image. (b) Depth image. (c) Color 
edges. (d) Depth edges. (e) Synthesized edges. (f) Ground truth object image. (g) GrabCut result. (h) 
Result of Hu et al. (i) Result of Vaiapury et al. (j) Result of proposed algorithm. 
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
  
(g) Accuracy: 94.4201% (h) 
  
(i) Accuracy: 96.0799% (j) Accuracy: 96.3197% 
Figure 4.9: Experiment results of the comparison. (a) Original image. (b) Depth image. (c) Color 
edges. (d) Depth edges. (e) Synthesized edges. (f) Ground truth object image. (g) GrabCut result. (h) 
Result of Hu et al. (i) Result of Vaiapury et al. (j) Result of proposed algorithm. 
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
  
(g) Accuracy: 97.1555% (h) 
  
(i) Accuracy: 96.5723% (j) Accuracy: 97.0456% 
Figure 4.10: Experiment results of the comparison. (a) Original image. (b) Depth image. (c) Color 
edges. (d) Depth edges. (e) Synthesized edges. (f) Ground truth object image. (g) GrabCut result. (h) 
Result of Hu et al. (i) Result of Vaiapury et al. (j) Result of proposed algorithm. 
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
  
(g) Accuracy: 92.3871% (h) Accuracy: 93.0867% 
  
(i) Accuracy: 94.5113% (j) Accuracy: 94.4177% 
Figure 4.11: Experiment results of the comparison. (a) Original image. (b) Depth image. (c) Color 
edges. (d) Depth edges. (e) Synthesized edges. (f) Ground truth object image. (g) GrabCut result. (h) 
Result of Hu et al. (i) Result of Vaiapury et al. (j) Result of proposed algorithm. 
32 
   
(a) (b) (c) 
   
(d) (e) (f) 
   
(g) (h) (i) 
Figure 4.12: Experiment results of the comparison. (a) Original image. (b) Depth image. (c) 
Synthesized edges (d) Color edges. (e) Depth edges. (f) GrabCut result. (g) Result of Hu et al. (h) 
Result of Vaiapury et al. (i) Result of proposed algorithm. 
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(a) (b) (c) 
   
(d) (e) (f) 
   
(g) (h) (i) 
Figure 4.13: Experiment results of the comparison. (a) Original image. (b) Depth image. (c) 
Synthesized edges (d) Color edges. (e) Depth edges. (f) GrabCut result. (g) Result of Hu et al. (h) 
Result of Vaiapury et al. (i) Result of proposed algorithm. 
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(a) (b) (c) 
   
(d) (e) (f) 
   
(g) (h) (i) 
Figure 4.14: Experiment results of the comparison. (a) Original image. (b) Depth image. (c) 
Synthesized edges (d) Color edges. (e) Depth edges. (f) GrabCut result. (g) Result of Hu et al. (h) 
Result of Vaiapury et al. (i) Result of proposed algorithm. 
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(a) (b) (c) 
   
(d) (e) (f) 
   
(g) (h) (i) 
Figure 4.15: Experiment results of the comparison. (a) Original image. (b) Depth image. (c) 
Synthesized edges (d) Color edges. (e) Depth edges. (f) GrabCut result. (g) Result of Hu et al. (h) 
Result of Vaiapury et al. (i) Result of proposed algorithm. 
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(a) (b) (c) 
   
(d) (e) (f) 
   
(g) (h) (i) 
Figure 4.16: Experiment results of the comparison. (a) Original image. (b) Depth image. (c) 
Synthesized edges (d) Color edges. (e) Depth edges. (f) GrabCut result. (g) Result of Hu et al. (h) 
Result of Vaiapury et al. (i) Result of proposed algorithm. 
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(a) (b) (c) 
   
(d) (e) (f) 
   
(g) (h) (i) 
Figure 4.17: Experiment results of the comparison. (a) Original image. (b) Depth image. (c) 
Synthesized edges (d) Color edges. (e) Depth edges. (f) GrabCut result. (g) Result of Hu et al. (h) 
Result of Vaiapury et al. (i) Result of proposed algorithm. 
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(a) (b) (c) 
   
(d) (e) (f) 
   
(g) (h) (i) 
Figure 4.18: Experiment results of the comparison. (a) Original image. (b) Depth image. (c) 
Synthesized edges (d) Color edges. (e) Depth edges. (f) GrabCut result. (g) Result of Hu et al. (h) 
Result of Vaiapury et al. (i) Result of proposed algorithm. 
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Chapter V 
Conclusion 
In this thesis, we proposed an adaptive edge synthesis algorithm for selecting edges between the 
refined depth edges and the color edges. It is used to separate an object from its background image by 
using the GrabCut algorithm and by having a modified smoothness energy function. We first consider 
the characteristics of the extracted edges from color image and depth image. Then we refine the 
initially obtained depth edge pixels by matching them to the color edge pixels using the normalized 
cross correlation as a similarity measure. We also use the graph cut optimization to find the movement 
of depth edge pixels globally. Furthermore, we synthesize the final edges by adaptively selecting the 
refined depth edge pixels and the color edge pixels. The experimental results show that the 
synthesized edges are properly selected and the object boundary is maintained relatively well 
compared with the conventional algorithms. Moreover, the object can be extracted, even though the 
foreground and the background color statistics are similar. 
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