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Abstract
Correlated multivariate processes have a dependence structure which must be taken into account
when estimating the covariance matrix. The natural estimator of the covariance matrix is introduced
and is shown that to be biased under the dependence structure. This bias is studied under two different
asymptotic models, namely increasing the domain by increasing the number of observations, and
increasing the number of observations in the ﬁxed domain. Using the ﬁrst asymptotic model, we
quantify the convergence rate of the bias and of the covariance between the components of the
estimated covariance matrix. The second asymptotic model serves to derive a fast and accurate bias
correction. As shown, under mild hypotheses, the asymptotic normality of the estimated covariance
matrix holds and can be used to test whether the bias is signiﬁcant, for example, in the sense that the
eigenvectors of the estimated and true covariance matrices are signiﬁcantly different.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Supposewe have amultivariate processwhere all variables are observed at a set of distinct
locations xi , i = 1, . . . , n, in some (spatial) domainD ⊂ Rd , d1.We denote this process
with {Zr(xi ) : x1, . . . , xn ∈ D, r = 1, . . . , p}. For example, we observe carbon dioxide,
carbon monoxide, ozone, and sulfate concentrations on a given network x1, . . . , xn. We
suppose further that the processes Zr(·) has constant mean r and that Z¯r =
∑
k Zr(xk)/n
converges in probability to r as n →∞, r = 1, . . . , p. Several statistical tools are based
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on the covariance matrix  = Cov({Zr(xi )}) of the process. A typical and widely used
technique is principal components analysis (PCA) [2,12]. The covariance matrix is usually
unknown and has to be estimated from the data. The natural estimator of  = rs is
Uˆ = 1
n− 1
n∑
k=1
(Z(xk)− Z¯)(Z(xk)− Z¯) ∈ Rp×p, (1.1)
where Z(xi ) = (Z1(xi ), . . . , Zp(xi )), and Z¯ =∑k Z(xk)/n. This paper shows that Uˆ is
biased if the matrices Crs with elements (Crs)ij = Cov(Zr(xi ), Zs(xj )) are not diagonal.
The bias is expressed as a function of the covariance structure and discussed under two
different asymptotic aspects. The ﬁrst discusses the convergence rate of the bias. The second
approach increases the number of locations within a ﬁxed domain and allows one to obtain
upper bounds for the bias. This bound can often be expressed with simple characteristics of
the covariance functions and is thus proposed as a fast bias correction. A natural question
is whether the statistical results based on the biased estimator Uˆ are signiﬁcantly different
from those based onU. For example, how signiﬁcant is the deviation of the space generated
by the ﬁrst two eigenvectors of Uˆ to the space generated by the ﬁrst two eigenvectors of U?
We discuss the necessary tools to perform such statistical tests and give a simple example.
This paper is structured as follows. In Section 2, we express the bias as a function of
the covariance structure of the process. Sections 3 and 4 study the bias under two different
asymptotic models and propose a fast and accurate bias correction. The asymptotic distri-
bution of Uˆ and of the eigenvectors of Uˆ are discussed in Section 5, and analytical results
for common covariance functions as well as an illustrative example are given in Section 6.
The proofs are presented in the appendix.
2. The bias of the natural estimator
The following theorem expresses the expectation of each element Uˆrs of Uˆ as a function of
the covariance structure. For Gaussian processes it also formulates the covariance between
the different components of Uˆ.
Theorem 2.1. Let {Zr(xi ) : i = 1, . . . , n, r = 1, . . . , p} be a multivariate process with
covariance elements (Crs)ij = Cov(Zr(xi ), Zs(xj )). For estimator (1.1), we have
E(Uˆrs) = rs − 1
n(n− 1)
n∑
i,j=1
i =j
(Crs)ij , r, s = 1, . . . , p. (2.1)
Moreover, for a Gaussian process we have for all r, s, u, v = 1, . . . , p,
Cov(Uˆrs, Uˆuv)= 1
(n− 1)2

 n∑
i,j=1
((Cru)ij (Csv)ij + (Crv)ij (Csu)ij )
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+ 1
n2

 n∑
i,j=1
(Cru)ij
n∑
l=1
(Csv)ij +
n∑
i,j=1
(Crv)ij
n∑
l=1
(Csu)ij


− 2
n
n∑
i,j,k=1
((Cru)ij (Csv)jk + (Crv)ij (Csu)jk)

 . (2.2)
Naturally, for independent Gaussian data, the estimator Uˆ is unbiased and we have
Cov(Uˆrs, Uˆuv) = (rusv + rvsu)/(n − 1). The following corollary shows that the
bias is bounded.
Corollary 2.2. Under Theorem 2.1’s hypotheses, we have |E(Uˆrs)| |rs | + √rrss .
To construct an unbiased estimator ˆ from Uˆ, we have to know the covariance structure
{Crs} of the process, which also implies knowledge of . This further motivates the need
of a fast and simple correction method to approximate the bias of Uˆrs , r, s = 1, . . . , p.
However, as thematrix E(Uˆ) need not be positive deﬁnite, any element-by-element adjusted
or corrected estimator suffers from the same drawback.
We need to simplify expressions (2.1) and (2.2), which can be done with additional sta-
tionarity assumptions deﬁned as follows. The process {Zr(xi ) : i = 1, . . . , n, r = 1, . . . , p}
is called isotropic and second-order stationary if its second moment exists and satisﬁes:
Cov(Zr(x1), Zs(x2)) = crs(‖x1 − x2‖), x1, x2 ∈ D,
for some positive deﬁnite function crs(·). Additionally, if
Cov(Zr(x1)Zs(x1), Zu(x2)Zv(x2)) = crsuv(‖x1 − x2‖), x1, x2 ∈ D,
for some positive deﬁnite function crsuv(·), the process possesses fourth-order stationarity.
3. Asymptotic considerations
This section studies the asymptotic behavior of Uˆ as the number of observations tends to
inﬁnity. In a spatial setting, there are two natural types of asymptotic theories.
1. We ﬁx the distances between locations and increase the domain upon increasing the num-
ber of locations (increasing-domain asymptotics). This corresponds to the usual asymp-
totic model and we use the terms asymptotic bias and asymptotic variance/covariance.
2. We ﬁx the domain D and we increase the number of observations in the domain (inﬁll
asymptotics). Thus the distances between the locations decrease. In this case, we use
the terms limiting bias and limiting variance/covariance. This approach is discussed in
Section 4.
Depending on the application, either of these two viewpoints will be taken. In this section
we discuss the domain-increasing approach and ﬁrst consider the convergence rate of the
bias of Uˆrs .
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Proposition 3.1. Let {Zr(x) : x ∈ D, r = 1, . . . , p} be an isotropic second-order station-
ary multivariate process with covariance crs(h) = O(h−d(1+)),  > 0. Then the bias of
Uˆrs is of order O(1/n). If crs(h) = O(h−d), then the bias of Uˆrs is of order O(log(n)/n).
The condition crs(h) = O(h−d(1+)) is not a strong restriction. Indeed, all usual covari-
ances (as given in [11, Section III.B] or [17, p. 218ff]) satisfy this property for d = 1, 2.
Moreover, Christakos [7] establishes c(h) = O(h(1−d)/2) as a necessary condition for pos-
itive deﬁniteness of the covariance.
Aswith the bias, we can also study the convergence rate of the asymptotic covariances and
variances of the components of Uˆ.We will distinguish between Gaussian and non-Gaussian
processes.
Proposition 3.2. Let {Zr(x) : x ∈ D, r = 1, . . . , p} be an isotropic second-order sta-
tionary multivariate Gaussian process with covariance crs(h) = O(h−d(1+)/2),  > 0,
r, s = 1, . . . , p. Then the variance and the covariance of the components of Uˆ are of order
O(1/n).
In case of a non-Gaussian process, we have to impose fourth-order stationarity to use a
similar approach as in the proof of Proposition 3.1, leading us to the convergence rate of
the variance and covariance of the components of Uˆ.
Proposition 3.3. Let {Zr(x) : x ∈ D, r = 1, . . . , p} be a zero mean isotropic fourth-order
stationary multivariate process with fourth-order covariance crsuv(h) = O(h−d(1+)),  >
0, r, s, u, v = 1, . . . , p. Then the variance and covariance of the components of Uˆ are of
order O(1/n).
The next proposition rewrites the bias for locations forming equispaced or regular grids as
a simple recursive function of the covariance.This simpliﬁcation is then used to approximate
increasing-domain and inﬁll asymptotics.
Proposition 3.4. Let {Zr(xi ) : i = 1, . . . , n, r = 1, . . . , p} be an isotropic second-order
stationary process. Suppose the n = ∏dk=1 nk locations form a regular grid in d1 di-
mensions, i.e. xi is of the form (hi1, . . . , hid) for some integers i1, . . . , id . Numbering the
locations line by line, then slice by slice and so on, Crs is a symmetrically block-banded
matrix. Let gk(·), k = 1, 2, . . . , be a real function, deﬁned recursively as follows:
g1(q) = 2
n1−1∑
l=1
(n1 − l)crs(h
√
q2 + l2 ),
gk(q)= 2
nk−1∑
l=1
(nk − l)
(
gk−1(
√
q2 + l2)+ crs(h
√
q2 + l2)
k−1∏
s=1
ns
)
+ nkgk−1(q),
then we have
E(Uˆrs)− rs = − 1
n(n− 1)gd(0).
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Under the hypotheses stated in Proposition 3.4, one- and two-dimensional domains have
the following expressions for the asymptotic bias:
lim
n→∞ n(E(Uˆrs)− rs) = − limn→∞ 2
n∑
i=1
crs(hi), d = 1;
lim
n→∞ n(E(Uˆrs)− rs) = −4 limn1,n2→∞
n2∑
j=1
n1∑
i=1
crs(h
√
i2 + j2 ), d = 2, (3.1)
where n1, n2 →∞ signiﬁes a simultaneous convergence of n1 and n2 to inﬁnity under the
constraint n1/n2 = O(1).
The previous sums are not always analytically solvable. Especially in the two-dimensional
case, we often have to approximate (3.1) by a quarter of the volume of revolution under
the curve crs(h) over the y-axis. Section 6 discusses analytic expressions of the asymptotic
bias for common covariance functions.
Under the assumption of zero mean and fourth-order stationarity, the asymptotic co-
variance for regular grids take similar forms to that of the bias. For example, on a two-
dimensional regular grid n = n1 × n2,
Covasy(Uˆrs, Uˆuv)= lim
n1,n2→∞
nCov(Uˆrs, Uˆuv)
= crsuv(0)+ lim
n1,n2→∞
n2−1∑
k=1
n1−1∑
l=1
crsuv(h
√
k2 + l2 ), (3.2)
(cf. Eq. (7.4) in the proof of Proposition 3.4). Furrer [9] gives some examples for speciﬁc
covariance functions.
4. Limiting bias
The limiting bias is an upper bound for the bias. We will show that if we increase the
number of observations in a ﬁxed domain the bias increases but remains bounded.
For the one-dimensional case, we set the domain D = [ 0,  ]. Let x1 = 0, xn = ,
h = /(n− 1). Using Proposition 3.4 and the deﬁnition of the Riemann integral we get
lim
n→∞ E(Uˆrs)− rs = −
2
2
∫ 
0
(− x)crs(x) dx,
and as crs(·) is continuous on (0, ), the limiting bias exists. Table 1 in Section 6 gives the
limiting bias for some common covariance functions. If we denote a as the ratio of the range
of the covariance and the domain, we note that the limiting bias is independent of , but
depends on a and linearly on limh→0 crs(h). Of course, in an independent model (a = 0)
the bias is zero. The bias converges rapidly to the limiting bias, as illustrated in Section 6.
In the two-dimensional case, suppose we have a regular grid of size n = n1 × n2.
Without loss of generality, we number the locations line by line and ﬁx the domain D by
[ 0, 1 ]×[ 0,  ] such that x1 = (0, 0) and xn = (1, ). Deﬁne h = 1/(n1−1) = /(n2−1).
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Table 1
Asymptotic and limiting bias for four covariance functions for one-dimensional domains [0, ] and for two-dimensional domains [0, 1] × [0, ]
Covariance d Asymptotic bias Limiting bias
Spherical= 1 ≈ −1
(
32
4h − 1+ h42
)
=
{ −1(3a/4− a2/5) if a1
−1(1− 1/2a + 1/(20a3)) if a > 1
max
(
1
(
1− 3h22 +
h3
32
)
, 0
)
2 ≈ −/5 · 1 22/h2 =


− 1a22102 (42− 35(+ 1)a + 9a2) if a min(, 1)
−1
{
1
40
(
4
a3
− 10 2a
)
log
(
1−x
/a
)
2a2
5 arcsin(/a)
+ a362 (x − 1)+
x
120a (52a
2 + 32)+ 5105a3 −
3
10a
+ 26 − a
2
5
}
with x =
√
1− (/a)2 if min(, 1) < a max(, 1)
Exponential= 1 = − 21
exp(h/2)−1 = −21(a + (e
−1/a − 1)a2)
1 exp(−h/2) 2 ≈ −2 · 1 22/h2 Primitive of exp(
√
x2 + k), k > 0, does not exist
Gaussian= 1 ∈
(
−√1 2h ,−2
√
1
2
h
(1−(√2 2
h
)
)
= −1a(a(e−1/a2 − 1)+ 2
√
(
√
2/a)−√)
1 exp(−h2/22) 2 ≈ −(1− 1/e) · 1 22/h2 ≈ −1 a
2
2
(
√
− a)(√− a)
Rational quadratic= 1 = −1 2h tanh(2/h)+ 1 = −1a(2 arctan(1/a)− a log(1/a2 + 1))
1/(1+ h2/22) 2 does not satisfy the hypotheses of Primitive of log(1− x)/x does not exist
Proposition 3.1
(1 is the partial sill, 2 describes the range of dependence, a = 2/, and (x) is the cdf of a standard normal density).
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Using similar reasoning as in the one-dimensional case, we ﬁnd
lim
n→∞ E(Uˆrs)− rs
= − lim
n1,n2→∞
2
n(n− 1)h4
(
2
n2−1∑
k=1
n1−1∑
l=1
h2(hn2 − hk)(hn1 − hl)crs(h
√
k2 + l2 )
+h2n1
n2−1∑
k=1
h(hn2 − hk)crs(hl)+ h2n2
n1−1∑
l=1
h(hn1 − hl)crs(hl)
)
. (4.1)
The two sums of line (4.1) converge to zero as n1 and n2 converge to inﬁnity, thus we can
neglect them. By the deﬁnition of the Riemann integral, we have
lim
n→∞ E(Uˆrs)− rs = −
4
2
∫ 
0
∫ 1
0
(− y)(1− x)crs(
√
x2 + y2 ) dx dy.
The previous integral can be evaluated for speciﬁc covariances. Some examples are given
in Table 1 in Section 6.
The limiting bias is an accurate approximation of the bias even if the locations are
irregularly spaced [9] and can be thus used as a quick bias reduction.
5. Asymptotic distribution and eigenvectors of Uˆ
When performing a PCA with an unknown covariance structure, we hope that the eigen-
space spanned by a set of eigenvectors of Uˆ differs not signiﬁcantly from the corresponding
eigenspace of U. Tyler [16], generalizing Anderson [1], gives the necessary theory for
constructing conﬁdence cones (or conﬁdence hypercones) for sets of eigenvectors of Uˆ. To
apply Tyler’s result, we need asymptotic normality of Uˆ, as discussed in the next paragraph.
5.1. Asymptotic distribution
We separate the discussion in two parts: ﬁrst for processes having a ﬁnite dependence
structure and second for processes satisfying some mixing conditions. We write the com-
ponents
Uˆrs = 1
n− 1
n∑
i=1
(Zr(xi )− r )(Zs(xi )− s)−
n
n− 1 (r − Z¯r )(s − Z¯s). (5.1)
The second term of the right-hand side of (5.1) is of order Op(1/n) and therefore by
Slutsky’s theorem it is sufﬁcient to show the asymptotic distribution of the ﬁrst term.As the
expressions for the asymptotic covariances simplify considerably if we have a zero mean
process, we assume throughout this section that r = 0, r = 1, . . . , p.
Proposition 5.1. Let {Zr(x) : x ∈ D ⊂ N2, r = 1, . . . , p} be a zero mean isotropic fourth-
order stationary multivariate process, such that for each x1, x2 ∈ D with ‖x1− x2‖ = d >
m, the sets of random variables {Zr(xi ) : ‖xi−x1‖ < (d−m)/2} and {Zs(xi ) : ‖xi−x2‖ <
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(d−m)/2} are independent for r, s = 1, . . . , p. Then√n(Uˆ−) converges in distribution
to N, where vec(N) is multinormal Np2(0,) with
()(r−1)p+s,(u−1)p+v = Covasy(Uˆrs, Uˆuv), r, s, u, v = 1, . . . , p.
The theorem’s hypothesis on the independence can be seen as a generalization of m-
dependence (e.g. [6]) to a multivariate setting. The hypothesis that the locations xi form a
regular grid can be relaxed. To prove a similar theorem in one dimension, we can closely
follow the arguments given for Theorem 6.4.2 of Brockwell and Davis [6].
If the process has at least one component whose covariance does not vanish, the previous
theorem does not hold.We have to assume additional dependence conditions on the process.
There is a huge literature on this subject, most of it dealing with one-dimensional processes
(see, for example, [5,8,10] and the references therein). Two principal approaches exist. One
method, based on the ideas of Bernstein [3], divides the sum into blocks and approximates
them by independent random variables in order to apply the classical central limit theorem.
The other method is based on the ideas of Stein [14] and is used here.
Let {Zr(x) : x ∈ Zd , r = 1, . . . , p} be a multivariate zero mean isotropic process
of at least fourth-order stationarity. Introducing the auxiliary random variables Xx =
Zr(x)Zs(x)− crs(0), we have E(Xx) = 0, Var(Xx) = crsrs(0), and the asymptotic distri-
bution of
∑
{x}Xx is the same as that of n(Uˆrs−crs(0)).We deﬁne two mixing coefﬁcients
on the random variablesXx. Suppose that xi ∈ Zd and deﬁne d(xi , xj ) to be the maximum
of the absolute differences of the components of xi and xj . Let n ⊂ Zd be a ﬁxed se-
quence of ﬁnite subsets which increases toZd in all directions. LetA denote the -algebra
generated byXx, x ∈  ⊂ Zd .We deﬁne, for all n ∈ N and l1, l2 ∈ N∪{∞}, the following
mixing coefﬁcients:
	l1,l2(n)= sup{|P{A1 ∩ A2} − P{A1}P{A2}| : Ai ∈ Ai , card{i} li , i = 1, 2 and
inf{d(x1, x2) : x1 ∈ 1, x2 ∈ 2}n},

(n) = sup{|Cov(Y1, Y2)| : Yi ∈ L2(A{xi }),E(Y 2i )1, i = 1, 2 and d(x1, x2)n},
where L2() is the space of measurable functions on.Assume that for all r, s = 1, . . . , p,
the process Xx is such that
∞∑
n=1
nd−1	l1,l2(n) <∞ for l1 + l24, and 	1,∞(n) = O(n−d),
and
(a)
∞∑
n=1
nd−1
(n) <∞, or (b) for some  > 0, E(|Xx|2+) <∞ and
∞∑
n=1
nd−1	1,1(n)/(2+) <∞.
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Applying Bolthausen [4], we deduce that if ∑x∈Zd Cov(X1, Xx) > 0 then √n(Uˆ − )
converges in distribution to N, where vec(N) is multinormal Np2(0,) with
()(r−1)p+s,(u−1)p+v = Covasy(Uˆrs, Uˆuv), r, s, u, v = 1, . . . , p.
Ibragimov and Linnik [10] deduce similar results for various mixing conditions for the
case d = 1 and state that, for stationary Gaussian sequences, conditions of weak depen-
dence can be expressed in terms of the covariance or of the spectral density function. Such
expressions may be far from simple, and raise difﬁcult and interesting analytical problems.
The results of this section can be generalized to processes with arbitrary mean. However,
the expression of the asymptotic covariance (3.2) is long and cumbersome.
5.2. Asymptotic conﬁdence cones
Given the asymptotic normality as shown, we now turn to describe the uncertainty of
the eigenvectors of Uˆ. Let {1 · · · i−1 > i · · · i+m−1 > i+m · · · p}
be the set of eigenvalues of  and v1, . . . , vp the corresponding eigenvectors and let
{ˆ1 · · ·  ˆp} be the set of eigenvalues of Uˆ and vˆ1, . . . , vˆp the corresponding eigenvec-
tors.Wewant to compare the subspaces generatedby the set of eigenvectors {vi , . . . , vi+m−1}
corresponding to the set of eigenvalues = {i · · · i+m−1} and {vˆi , . . . , vˆi+m−1} cor-
responding to ˆ = {ˆi · · ·  ˆi+m−1}. Deﬁne the matrices V = (vi , . . . , vi+m−1) and
Vˆ = (vˆi , . . . , vˆi+m−1). The question is whether the deviation of the space generated by
Vˆ to the space generated by V is signiﬁcant. If we denote P and Pˆ the eigenprojections
of  and Uˆ, respectively, the problem can be restated as: is
∑
∈ PVˆ − Vˆ signiﬁcantly
different from 0?
Assume that we have a process {Zr(x) : x ∈ D, r = 1, . . . , p} for which we have
asymptotic normality of Uˆ as discussed in Section 5.1. Suppose we have a symmetric
positive deﬁnite estimator ˆn which converges to  in probability. Assume further that
the variance–covariance matrix of the p(p + 1)/2 diagonal and upper triangular elements
of N is nonsingular. Under these conditions, Tyler [16, Theorem 4.1] shows asymptotic
normality of
∑
ˆ∈ˆ Pˆ under
∑
∈ PVˆ− Vˆ = 0. The conﬁdence cone with a conﬁdence
coefﬁcient 	 of the set of eigenvectors {vi , . . . , vi+m−1} is then given by
{A |  ∈ Rm, A ∈ Rp×m : VˆA = I and n vec(A)(ˆn)+vec(A)
< q2m(p−m)(1− 	)}, (5.2)
where
ˆn = (A ⊗ I)DˆˆnDˆ(A⊗ I) and Dˆ =
∑
ˆ∈ˆ
∑
ˆ∈ˆ
(ˆ− ˆ)−1Pˆ⊗Pˆ
with (·)+ denoting the Moore–Penrose inverse, ⊗ the Kronecker product and q2(1− 	)
the (1−	)-percentile of a chi-squared distribution with  degrees of freedom. Ifm = 1 Eq.
(5.2) simpliﬁes to
{a |  ∈ R, a ∈ Rp : vˆi a = 1 and na(ˆn)+a < q2p−1(1− 	)}, (5.3)
where ˆn = (vˆi ⊗ (Uˆ− ˆiI)+)ˆn(vˆi ⊗ (Uˆ− ˆiI)+).
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Fig. 1. The bias of the estimator Uˆrs for a spherical covariance function crs (h) = sph(h; 1, 0.5). The left panel
is for one-dimensional regular grids of n points in [0, 1], the right panel is for two-dimensional regular grids of√
n×√n points in [0, 1]2.
6. Examples and illustrations
This section summarizes the asymptotic and limiting bias for different covariance func-
tions. We parameterize the isotropic covariance function with the parameters 1 = limh→0
c(h) > 0, the partial sill, and 20, describing the range of dependence. The results for
the spherical, the exponential, the Gaussian, and the rational quadratic covariance are sum-
marized in Table 1. The asymptotic bias is approximately linear and quadratic in the ratio
of the range of dependence and h for d = 1, 2, respectively. The limiting bias is linear
in the partial sill. The results do not change if we add white noise to the process. Details
on calculations or more precise approximations can be found in [9]. Notice that the four
covariance functions serve only as an illustration and all except the exponential covariance
function are generally not recommended [15].
Even for a small number of observations, the limiting bias is a good approximation of the
bias. Fig. 1 depicts the true bias and the limiting bias for the spherical covariance function
with parameters 1 = 1 and 2 = 0.5, denoted here with sph(h; 1, 0.5), within the transect
[0, 1] and the unit square [0, 1]2 for equispaced grids.
Suppose we have a regular 8 × 8 grid and we observe the two-dimensional Gaussian
processwhichhas spherical covariance structure c11(h) = sph(h; 1, 2) = sph(h; 1, 0.75),
c22(h) = c33(h) = sph(h; 1, 0.5), c12(h) = sph(h; 0.5, 0.5), and c13(h) = c23(h) =
sph(h; 0.5, 0.25). The eigenvalues of the matrices  and Uˆ are 2, 0.5, 0.5, and 1.81, 0.41,
0.35, respectively. According to Theorem 5.1, Uˆ is asymptotically multinormal. The an-
gle between the eigenvectors associated to the largest eigenvalue is 2.5◦ (p-value of 0.91,
obtained using Eq. (5.3)). We correct Uˆ componentwise with the correction term as given
in Table 1. The resulting matrix is positive deﬁnite with eigenvalues 2.02, 0.51, 0.50. The
angle between the eigenvector associated to the biggest eigenvalue of the corrected matrix
and  is 0.04◦ (p-value of 0.00). In general, the ﬁrst few eigenvalues and the total variation
of Uˆ is smaller than that of U. Further, the explained variation of the ﬁrst few eigenvectors
of Uˆ is usually higher than that of U.
7. Conclusion
The paper shows that the natural estimator of the covariance matrix of a multivariate or
spatial process is biased under (spatial) correlation. Increasing-domain asymptotics were
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used to determine the order of convergence. Considerations based on inﬁll asymptotics
led us to propose a simple and effective bias correction, whose accuracy increases with n.
Under mild hypotheses the asymptotic normality of the estimated covariance matrix holds.
Conﬁdence cones for the eigenvectors can be calculated for a broad class of covariance types.
This result can be used to convince people to correct the natural estimator. A drawback
of the method is that the component-wise corrected matrix may no longer be positive
deﬁnite. Proposition 3.4 plays a key role in assessing the different asymptotic results as it
expresses the bias as a simple recursive function under the hypothesis of regular grids. The
proposition holds for any dimension, but the asymptotic limiting bias were illustrated only
in one and two dimension. However, the same techniques can be applied to obtain results in
higher dimensions. Relaxing the hypothesis of regular grids, results are not straightforward
anymore. Furrer [9] gives somebounds for irregular grids but they are not exhaustive.Having
parameterized covariance functions, the bias correction is a function of these parameters.
Future research focuses on a sufﬁciently precise but fast and automated estimation of these
parameters.
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Appendix
Proof of Theorem 2.1. The estimator can be written as
Uˆ = 1
n− 1 Z
HZ,
where Z has elements Zri = Zr(xi ), H = I − 11/n ∈ Rn×n with I the p-identity matrix
and 1 the p-vector (1, . . . , 1). Using Eq. (49) of Searle [13, p. 65], and the fact that
1H1 = 0, we have
E(Uˆrs)= 1
n− 1 E(Z

r HZs) =
1
n− 1 tr(HCrs)
= 1
n− 1
(
tr(Crs)− 1
n
1Crs1
)
.
and straightforward manipulations yield (2.1). For the covariance, Eq. (58) of Searle
[13, p. 66] gives
Cov(Uˆrs, Uˆuv) = 1
(n− 1)2 (tr(HCruHCsv)+ tr(HCrvHCsu)).
Simplifying leads to Eq. (2.2). 
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Proof of Corollary 2.2.We apply the triangular inequality to Eq. (2.1) and use the fact that
C is positive semideﬁnite, resulting in∣∣∣∣∣∣∣
n∑
i,j=1
i =j
(Crs)ij
∣∣∣∣∣∣∣ 
n∑
i,j=1
i =j
|(Crs)ij |. 
Proof of Propostion 3.1. For each xi , we deﬁne the sequence wij = ‖xi − xj‖, i = j
and let 0 < wi(1) · · · wi(n−1) be its ordered sequence. Note that wi(j) has a lower and
upper bound of orderO(j1/d). Further, deﬁnei = minj =i{wi(j)/j1/d} and = mini{i}.
By the increasing-domain asymptotic point of view, i and  have positive lower bounds.
Using
n∑
i,j=1
i =j
|crs(‖xi − xj‖)| =
n∑
i,j=1
i =j
|crs(wij )|
n∑
i,j=1
i =j
m
(ij1/d)d(1+)

n∑
i,j=1
i =j
m
(dj)1+
for some positive constant m, we deduce from Eq. (2.1) that
|E(Uˆrs)− rs |  1
n(n− 1)
n∑
i,j=1
i =j
|crs(‖xi − xj‖)| 1
n(n− 1)
n∑
i,j=1
i =j
m
dj1+
= m
nd
n∑
j=1
1
j1+
.
As the series 1/j	, 	 > 1, converges absolutely, we conclude for the ﬁrst statement.
As
∑n
j=1 1/j = O(log(n)) [18, p. 38], the claim for  = 0 follows in a similar matter.

Proof of Proposition 3.2.According to Eq. (2.2), we have to verify if the order of the three
terms
n∑
i,j=1
crs(‖xi − xj‖)cuv(‖xi − xj‖), (7.1)
1
n2
n∑
i,j=1
crs(‖xi − xj‖)
n∑
i,j=1
cuv(‖xi − xj‖) (7.2)
and
2
n
n∑
i,j,k=1
crs(‖xi − xj‖)cuv(‖xj − xk‖) (7.3)
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are at mostO(n). Each sum is separated into two terms, one for i = j and a second one for
i = j . We apply the same reasoning as in the proof of Proposition 3.1. The terms (7.1) and
(7.3) are of order O(n) whereas the term (7.2) is of order O(1). 
Proof of Proposition 3.3.With the deﬁnition of crsuv(·) we ﬁnd
Cov(Uˆrs, Uˆuv) = 1
(n− 1)2 (ncrsuv(0)+
n∑
i,j=1
i =j
crsuv(‖xi − xj‖). (7.4)
Note that the second term of (7.4) has structure similar to Eq. (2.1). Therefore, we can
proceed as in the proof of Proposition 3.1. 
Proof of Propostion 3.4. The covariance matrix Crs = S(d) ∈ Rn×n is symmetric and
banded-by-blocks of type S(d−1) ∈ Rn1···nd−1×n1···nd−1 . Each block S(d−1) is a symmetric
banded-by-blocks matrix S(d−2) ∈ Rn1···nd−2×n1···nd−2 and so on. The summation of the
non-diagonal terms of Crs = S(d) is done recursively.
1. We add each band of matrix of type S(d−1)k , k = 2, . . . , nd . There are 2(nd −k)matrices
of block S(d−1)k in the kth band. To sum a matrix, we apply the procedure recursively
and we add the diagonal terms of that block. By construction, of the matrix S(d), each
block has size
∏d−1
k=1 nk .
2. We add the nd matrices of blocks S(d−1)1 forming the diagonal of the matrix S(d) (without
the diagonal terms).
TheEuclidean distance between two points xi = (hi1, . . . , hid) and xj = (hj1, . . . , hjd)
is h · (∑l (il−jl)2)1/2. The argument of the square root in gk(·), i.e. the term q2+ l2, equals
the sum of squares of the positions in the matrices of blocks reduced by one. This allows
the calculation of the distance between two points in different levels of recursion. 
Proof of Proposition 5.1.We divide the sum of (5.1) into independent random variables,
an idea originally proposed by Bernstein [3]. To simplify the proof, we suppose without
loss of generality that the xi form a regular grid in N2 of size n = n1 × n2. Further, we
denote
2n2,n1 = ncrsuv(0)+ 2
n2−1∑
k=1
(n2 − k)
(
2
n1−1∑
l=1
(n1 − l)crsrs(h
√
k2 + l2 )
+ n1crsrs(hk)
)
+ 2n2
n1−1∑
l=1
(n1 − l)crsrs(hl)
and 2asy = limn1,n2→∞ 2n2,n1/n. Let m = maxr,s{2,rs} < ∞, where 2,rs is the range
of the cross-covariogram crs(·). Let  : {1, . . . , n} → {(i, j), 1 in1, 1jn2} be a
bijective application such that x(k) = xki ,kj is numbered line by line. Further, let the random
variables Wi,j = Zr(x(k))Zs(x(k)) − crs(0). Then E(Wi,j ) = 0 and by the hypotheses
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E(W 2i,j ) <∞. For each integer L > 2m, let K = n2/L, where · is the biggest integer
smaller than n2/L. Hence
n∑
k=1
Zr(x(k))Zs(x(k))− n crs(0)
=
n1∑
i=1
n2∑
j=1
Wi,j
=
K∑
k=1

 n1∑
i=1
L−m∑
j=1
Wi,(k−1)L+j

 (7.5)
+
K−1∑
k=1
(
n1∑
i=1
m∑
l=1
Wi,kL−m+j
)
+
n1∑
i=1
n2+m−KL∑
j=1
Wi,KL−m+j . (7.6)
We ﬁrst examine sum (7.5). We set
Xk =
n1∑
i=1
L−m∑
j=1
Wi,(k−1)L+j , k = 1, . . . , K, and YLn1n2 =
1√
n
K∑
k=1
Xk.
The random variablesXk , k = 1, . . . , K , are independent and identically distributed.More-
over, E(Xk) = 0 and Var(Xk) = 2L−m,n1 . Consequently, as Var(Xk) = 2L−m,n1 , we have
YLn1n2 ∼ N
(
0,
K
n
2L−m,n1
)
and by the central limit theorem we deduce that
YLn1n2 =
K√
n
1
K
K∑
k=1
Xk
D−→
n2→∞
YLn1 ∼ N
(
0,
1
Ln1
2L−m,n1
)
,
since K/n is asymptotically equal to 1/(Ln1) as n → ∞. As 2L−m,n1/(Ln1) → 2asy,
when L and n1 tend to inﬁnity, we may conclude [6, Problem 6.16] that
YLn1
D−→
L,n1→∞
Y ∼ N (0,2asy).
It remains to show that
lim
L,n1→∞
lim sup
n2→∞
P


∣∣∣∣∣∣
1√
n
n1∑
i=1
n2∑
j=1
Wi,j − YLn1n2
∣∣∣∣∣∣ > 

 = 0, for all  > 0,
(7.7)
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to apply Proposition 6.3.9 of [6] and to conclude. Let
V = 1√
n
n1∑
i=1
n2∑
j=1
Wi,j − YLn1n2 .
Thus according to (7.5) and (7.6), we decompose √n V into K independent terms and
obtain
√
n V =
K−1∑
k=1

 n1∑
i=1
m∑
j=1
Wi,kL−m+j

+ n1∑
i=1
n2+m−KL∑
j=1
Wi,KL−m+j .
Then, by the independence of the k sums, we ﬁnd
nVar(V )=
K−1∑
k=1
Var

 n1∑
i=1
m∑
j=1
Wi,kL−m+j

+ Var

 n1∑
i=1
n2+m−KL∑
j=1
Wi,KL−m+j


= (K − 1)2m,n1 + 2n2+m−KL,n1 .
Recall that 2m,n1 is independent of n2 and that 
2
n2+m−KL,n1 is bounded because 0n2 +
m − KLL + m. But as E(V ) = 0, we have Var(V ) = E(V 2) = E(|V |2). Therefore,
Chebychev’s inequality yields
lim sup
n2→∞
P
{∣∣∣∣∣ 1√n
n1∑
k=1
n2∑
l=1
Wk,l − YLn1n2
∣∣∣∣∣ > 
}
 1
2
lim sup
n→∞
E(|V |2) = 
2
m,n1
2Ln1
.
Eq. (7.7) follows, i.e.√n∑n1i=1∑n2j=1Wi,j is asymptotically normally distributed. Further-
more,
∑n
i=1(Zr(xi )−r )(Zs(xi )−s) is also asymptotically normally distributed. Finally,
as E(Uˆrs) converges to rs and Var(Uˆrs) converges to 2asy/n for n→∞, we conclude the
theorem by setting
()(r−1)p+s,(u−1)p+v = crsuv(0)+ lim
n1,n2→∞
n2∑
j=1
n1∑
i=1
crsuv(h
√
i2 + j2 ),
r, s, u, v = 1, . . . , p. 
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