In this paper we discuss new types of differential equations which we call anticipated backward stochastic differential equations (anticipated BSDEs). In these equations the generator includes not only the values of solutions of the present but also the future. We show that these anticipated BSDEs have unique solutions, a comparison theorem for their solutions, and a duality between them and stochastic differential delay equations.
Introduction. Consider these types of stochastic differential delay equations (SDDEs):
   dX t = (µ t X t +μ t−θ X t−θ ) dt + (X t σ T t + X t−θσ T t−θ ) dW t , t ∈ [t 0 , T + θ]; X t = x t , t ∈ [t 0 − θ, t 0 ],
where W is a d-dimensional Brownian motion, θ > 0, x t is a deterministic function, and Q is a given F W T -measurable random variable. In the case whereμ =σ ≡ 0, this model is very typical in finance as the price of a stock. Then Y t 0 = E[X T Q|F t 0 ] can be the price of an option valued Q at maturity time T if x t ≡ 1. It is easy to prove that (see, e.g., El Karoui, Peng and Quenez [7] ) Y . is a solution to the following backward stochastic differential equation (BSDE):
This SDE with delay, in whichμ andσ are nonzero, has a solution. An interesting question is whether it can be expressed in the form of equation (1) .
The paper is organized as follows. In Section 2 we consider the duality between SDDEs and anticipated BSDEs. After a brief presentation of some known results that we will use in Section 3, we prove an existence and uniqueness result for anticipated BSDEs in Section 4. In Section 5 we give an important result for anticipated BSDEs: a comparison theorem. In Section 6 we use the duality between SDDEs and anticipated BSDEs mentioned in Section 2 to solve a stochastic control problem.
Duality between SDDEs and anticipated BSDEs.
It is well known that there is perfect duality between SDEs and BSDEs (see El Karoui, Peng and Quenez [7] ). In this section we consider duality between the SDDEs and the anticipated BSDEs mentioned above. We will use this duality to solve a stochastic control problem in Section 6. Theorem 2.1. Suppose θ > 0 is a given constant and µ . ,μ . ∈ L 2 F (t 0 − θ, T + θ), l . ∈ L 2 F (t 0 , T ), σ . ,σ . ∈ L 2 F (t 0 − θ, T + θ; R d×1 ), µ . ,μ . , σ . ,σ . are uniformly bounded. Then for all Q . ∈ S 2 F (T, T + θ), P . ∈ L 2 F (T, T + θ; R d ), the solution Y . of the anticipated BSDE (2) can be given by the closed formula 
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Proof. First, we show that (3) has a unique solution. When s ∈ [t, t + θ], (3) becomes dX s = µ s X s ds + X s σ T s dW s , s ∈ [t, t + θ]; X t = 1. (4) We can then easily obtain a unique continuous solution ς . for (4) . When s ∈ [t + θ, T + θ], (3) becomes
Equation (5) is a classical SDDE, thus, it has a unique solution. Applying Itô's formula to X s Y s for s ∈ [t, T ] and taking conditional expectations under F t , we get
Because X t = 1 and X s = 0, s ∈ [t − θ, t), we have
3. Preliminaries. Let (Ω, F , P, F t , t ≥ 0) be a complete stochastic basis such that F 0 contains all P -null elements of F and suppose that the filtration is generated by a d-dimensional standard Brownian motion W = (W t ) t≥0 . Given T > 0, denote the norm in R m by | · |. We will use the following notation:
The above L 2 are all separable Hilbert spaces.
The following lemmas can be found in Peng [13] , Section 3. For their originalities we refer to the notes of [13] or [7] . Our Lemma 3.1 is Lemma 3.1 of Peng [13] . Lemma 3.2, which is Theorem 3.2 of Peng [13] , is a basic result of BSDEs: an existence and uniqueness theorem. Both Lemmas 3.3 and 3.4 are comparison theorems for solutions of BSDEs. Lemma 3.3 is Theorem 3.3 of Peng [13] and can also be found in El Karoui, Peng and Quenez [7] . Lemma 3.4 can be easily obtained from Lemma 3.3.
) satisfying the following BSDE:
We have the following basic estimate:
In particular,
where β > 0 is an arbitrary constant. We also have
where the constant k depends only on T .
We assume that g = g(ω, t, y, z) : Ω × [0, T ] × R m × R m×d −→ R m satisfies the following conditions:
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(a) g(·, y, z) is an R m -valued and F t -adapted process satisfying the Lipschitz condition in (y, z), that is, there exists ρ > 0 such that, for each y, y ′ ∈ R m and z, z ′ ∈ R m×d , |g(t, y, z)
has a unique solution, that is, there exists a unique pair of (9) .
. , Z (1) . ) and (Y (2) . , Z (2) . ) be respectively the solutions of BSDEs as follows:
t , Z
t ), a.e., a.s., then
a.e., a.s.
We also have strict comparison: under the above conditions, 
4. Existence and uniqueness theorem. We consider a new form of BSDEs as follows: 
(ii) There exists a constant L ≥ 0 such that, for all t ∈ [0, T ] and for all nonnegative and integrable g(·),
We call equation (10) the anticipated BSDE.
The setting of our problem is as follows: to find a pair of
Assume that for all
, and f satisfies the following conditions: 
where
linear evaluation (see Peng [13] ). Then f 1 , f 2 satisfy (i) and (ii).
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The following is the main result of this section: an existence and uniqueness theorem for adapted solutions for anticipated BSDEs. 
anticipated BSDE (10) has a unique solution, that is, there exists a unique pair of
Proof. We fix β = 12C 2 (2L + 1) + 2, where C is the Lipschitz constant of f given in (H1), and introduce a norm in the Banach space L 2
Clearly, it is equivalent to the original norm of L 2
But it is more convenient to use this norm to construct a contraction mapping that allows us to apply the Fixed Point Theorem. Set
). Now we prove that h is a contraction mapping under the norm · β . For two arbitrary elements (y . , z . ) and ( 
By basic estimate (7), we have 
Because β = 12C 2 (2L + 1) + 2, then
Consequently, h is a strict contraction mapping of L 2 F (0, T + K; R m × R m×d ). It follows by the Fixed Point Theorem that (10) has a unique solution
Since f satisfies (H1) and (H2) and since δ, ζ satisfy (i) and (ii), we have
The following example shows that a simple case of the anticipated BSDE (10) has a solution. 
where δ ≥ 0 is a given constant. Then (tW t , t) t∈[0,T +δ] is its solution.
The following proposition is an estimate of the solution of the anticipated BSDE (10).
Proposition 4.4. Assume that f satisfies (H1) and (H2), and also δ and ζ satisfy (i) and (ii). Then there exists a positive constant C 0 that only
Proof. For s ∈ [0, T ], applying Itô's formula to e βs |Y s | 2 , we obtain
we get, for s ∈ [0, T ],
Taking conditional expectations under F s on both sides of (12), we have
Since for t ≤ s ≤ T , Denote by C 0 > 0 a constant that depends only on T, L and C, which we allow to change from line to line. From the estimate above and estimate (13),
The following proposition shows the importance of the effect of anticipated time on the solution to anticipated BSDEs. Proposition 4.5. Let (Y (1) . , Z (1) . ) and (Y (2) . , Z (2) . ) be respectively solutions of the following two anticipated BSDEs:
where j = 1, 2. Assume ξ . ∈ S 2 F (T, T + K; R m ), δ 1 and δ 2 satisfy (i) and (ii), f satisfies (H2), and there exists a constantC > 0, such that for all s
, then there exists a constantM > 0 only depending onC, L and T such that
Proof. Setting y . = Y (1) . − Y (2) . , z . = Z (1) . − Z (2) . , then by estimate (6), we obtain, for all t ∈ [0, T ],
r+δ 2 (r) ) dr , and set β = 6C 2 , hence,
From estimate (11), we can find a constantM > 0 depending only onC, L and T such that
Thus, by Gronwall's inequality,
FixM =M eM T , therefore,
Comparison theorem for 1-dimensional anticipated BSDEs. Lemma 3.3 is a typical version of a comparison theorem.
It is a fundamentally important result in BSDE theory. Some further developments in this direction are Cao and Yan [3] , Lin [10] , Liu and Ren [11] , Zhang [16] and Situ [15] , without mentioning many other widely circulated papers listed in [13] . Recently Hu and Peng [8] gave a comparison theorem for multidimensional BSDEs. Comparison theorems for BSDEs have received a lot of attention because of their importance. For example, the punishment method in reflected BSDEs is based on a comparison theorem (see [4, 6, 9] and [14] ). Moreover, research on properties of g-expectations (see Peng [13] ) and the proof of a monotonic limit theorem for BSDEs (see Peng [12] ) both depend on comparison theorems.
It is well known that 1-dimensional BSDEs have comparison theorems (see Lemmas 3.3 and 3.4) when their generators satisfy the conditions of existence and uniqueness theorems for BSDEs. It is very important to notice that the conditions on f needed for the comparison theorem for anticipated BSDEs are stronger than those needed for the existence and uniqueness theorem. Using the comparison theorem for anticipated BSDEs, we will solve a stochastic control problem in Section 6.
Let (Y (1) . , Z (1) . ), (Y (2) . , Z (2) . ) be respectively solutions of the following two 1-dimensional anticipated BSDEs:
where j = 1, 2. Assume that f 1 , f 2 satisfies (H1) and (H2), ξ (1) . , ξ (2) . ∈ S 2 F (T, T + K), δ satisfies (i), (ii), and for all
t , a.e., a.s.
s , Z
s , Y
(1)
By Lemma 3.2, we know there exists a unique pair of F t -adapted processes (Y (3) . , Z (3) .
t , a.e., a.s., by Lemma 3.4, we know
For n = 5, 6, . . . , we consider the following classical BSDE:
Similarly, we have Y
e., a.s. We use ν(·) β in the proof of Theorem 4.2 as the norm in the Banach space L 2
Then, by (7), we have
Hence,
It follows that (Y (n)
. ) n≥4 and (Z (n) . ) n≥4 are respectively Cauchy sequences in L 2
Denote their limits by Y . and Z . , respectively. Since L 2
when n → ∞. Therefore, (Y . , Z . ) satisfies the following anticipated BSDE:
By Theorem 4.2, we know
If f 2 is nonincreasing in the anticipated term of Y . , Theorem 5.1 does not hold. The following example shows this.
Example 5.2. Given T > δ > 0, consider the following two anticipated BSDEs:
and
where a = − 2 δ , c < 0 are given constants. Obviously the solution to equation (16) (15) becomes
It is easy to see that Y t = c + ac(T − t), Z t ≡ 0 is the solution of equation (15) 
If f 2 contains the anticipated term of Z . , Theorem 5.1 does not hold. This is shown in the following example.
Example 5.3. Given T > δ > 0, consider the two anticipated BSDEs
We can check that the solution of (17) is (Y t , Z t ) = (W 2 t − T − (T − t), 2W t ) and that the solution of (18) 
We also have a strict comparison. Given the assumptions of Theorem 5.1,
Proof. Set
t , Y
t+δ(t) ) and y . = Y (1) . −Y (3) . , z . = Z (1) . − Z (3) . ,ξ . = ξ (1) . − ξ (2) . . Then the pair (y . , z . ) can be regarded as the solution to the linear BSDE
s , Y 
s+δ(s) ) − f 2 (s, Y
s+δ(s) ) Z We apply Itô's formula to X s y s on [t, T ] and take conditional expectations on both sides:
Sinceξ T ≥ 0,f t ≥ 0, a.e., a.s., we get Y
t , a.e., a.s. Then similarly to the proof of Theorem 5.1, we obtain
a.e., a.s. Now we only need to prove the strict comparison theorem.
(=⇒) Suppose Y
0 , by Lemma 3.3, we get
t+δ(t) ) = f 2 (t, Y
t+δ(t) ), t ∈ [0, T ].
Since Y
0 , we know Y
0 . Also by Lemma 3.3, we get
Therefore,
Note that for all t ∈ [0, T ], y ∈ R, z ∈ R d , f 2 (t, y, z, ·) is strictly increasing, hence, Y 
t , a.e., a.s., in particular, Y
0 .
Corollary 5.5. Let (Y
· , Z
· ) and (Y
· ) be respectively the solutions for the following two 1-dimensional anticipated BSDEs:
