In this paper, some global optimality conditions for nonconvex minimization problems subject to quadratic inequality constraints are presented. Then some sufficient and necessary global optimality conditions for nonlinear programming problems with box constraints are derived. We also establish a sufficient global optimality condition for a nonconvex quadratic minimization problem with box constraints, which is expressed in a simple way in terms of the problem's data. In addition, a sufficient and necessary global optimality condition for a class of nonconvex quadratic programming problems with box constraints is discussed. We also present some numerical examples to illustrate the significance of our optimality conditions.
Introduction
Consider the following nonconvex minimization problem (QCNP): Over the years, significant advances have been made in characterizing solutions of constrained convex optimization problems, where a local optimal solution is a global one. However, the development of characterizing global solutions of optimization problems that exhibit multiple local optima has so far been limited to a few classes of nonconvex problems (see [-] and other references therein). Recently many researchers have focused on characterizing globally optimal solutions of various special cases of (QCNP). In In this paper, we study the global optimality conditions for general nonconvex minimization problems with inequality quadratic constraints, which can be viewed as a generalization of Jeyakumar et al.
[] for a single quadratic constraint. Moreover, some global optimality conditions for nonlinear problems with box constraints are presented by transforming the box constraints into n quadratic inequality constraints.
The outline of this paper is as follows. In Section , we present some necessary and sufficient global optimality conditions for nonlinear programming problems with inequality quadratic constraints (QCNP). In Section , we provide some global optimality conditions for nonlinear minimization problems with box constraints, and deduce necessary and sufficient optimality conditions for a class of nonconvex quadratic minimization problems with box constraints.
Global optimality conditions for problem (QCNP)
We begin this section by presenting basic definitions and preliminary results that will be used throughout the paper. The real line is denoted by R and the n-dimensional Euclidean space is denoted by R n . The set of all nonnegative vectors of R n is denoted by R n + . For vec-
The notation A B means A -B is a positive semidefinite and A  means -A . A diagonal matrix with diagonal elements α  , . . . , α n is denoted by diag(α  , . . . , α n ) = diag(α),
The following theorem of the alternative ([], Theorem .) for systems of arbitrary finite number of quadratic inequalities plays an important role in deriving our main result, Theorem .
Lemma  []
Suppose that H i , i = , . . . , m, are all Z-matrices. Then exactly one of the following statements holds: 
and that there exists
Ifx is a global minimizer of
So ϕ is a concave function over C.
Ifx is a global minimizer of (QCNP), then
A being a Z-matrix and ∇f (x) -Ax ≤ , we know that H g is also a Z-matrix.
In particular,
This contradicts the fact that μ = . Hence,
where
Theorem  (Sufficient condition) For the problem (QCNP), letx ∈ D and let C be a convex set containing D. Suppose that there exists
thenx is a global minimizer of (QCNP).
So ϕ is a convex function over C.
means thatx is a global minimizer of problem (QCNP).
Remark  Note that the matrix A in Theorem  (the necessary condition) is a Z-matrix, ∇f (x) -Ax ≤ , and
Necessary global optimality conditions for nonlinear programming problems with quadratic constraints was given in [], by using polynomial over-estimators and a polynomial version of a theorem of the alternative, as the following lemma.
Lemma  []
The following example shows how to use the global optimality conditions to check a given point is or is not a global minimizer, and illustrates the case where the necessary global optimality condition () is not satisfied at a feasible point which is not a global minimizer whereas the necessary condition () holds at the point.
Example  Consider the problem
, and a  = (, ) In the following corollary, we see that our optimality condition yields Corollary . given in [] . 
Global optimality conditions for nonlinear programming problems with box constraints
In this section, we will derive some global optimality conditions for nonlinear programming problems with box constraints by using the results obtained in Section .
Global optimality conditions for general nonconvex minimization problems with box constraints
We consider the following nonlinear programming problem: 
Hence, we can obtain the solution of problem (BP) by solving the following problem:
The feasible set B can be written as
Thus we can formulate (BP) as an equivalent nonlinear problem with quadratic constraints:
For problem (BP), we let
Theorem  (Necessary condition) For the problem (BP), letx ∈ B. Assume that there exists a Z-matrix
Ifx is a global minimizer of (BP), then there exists , i = , . . . , n, and each H i is a Z-matrix, as  ≤ u i < v i . It is obvious that there exists x  ∈ B such that f i (x  ) < . For instance, we can take
Sincex is a global minimizer of (BP) ⇔x is a global minimizer of (BP  ), by Theorem , there exists λ ∈ R n + , such that λ i f i (x) = , i = , . . . , n,
Theorem  (Sufficient condition) For the problem (BP), letx ∈ B. Assume that there exists
A ∈ S n such that ∇  f (x)-A , for each x ∈ B,
and there exists
thenx is a global minimizer of (BP).
Proof It can be obtained directly from Theorem .
We now present two examples to illustrate that a global minimizer satisfies our necessary condition and sometimes also satisfies our sufficient condition while a local minimizer that is not global fails to satisfy the necessary condition.
i.e. the necessary global optimality condition () is satisfied at the global minimizerx. Let us consider another pointȳ = (
It is obvious that both the sufficient condition () and the necessary condition () do not hold atȳ, since there does not exist λ ∈ R  + such that ∇f (ȳ) + diag(λ)(ȳ -u -v) = .
Global optimality conditions for nonconvex quadratic programming problems with box constraints
We consider the following nonconvex quadratic program with box constraint:
where A  ∈ S n and a  ∈ R n .
For (BQP), we define
thenx is a global minimizer of (BQP).
Proof Take A = A  , then the conclusion follows from Theorem .
Another sufficient global optimality condition for nonconvex quadratic minimization problem with box constraints was given in [] as the following corollary.
Corollary  [] For problem (BQP), letx ∈ B. suppose that there exists a diagonal matrix
thenx is a global minimizer of (BQP), where
and for q = (q  , . . . , q n )
Remark  The two sufficient global optimality conditions given in Corollaries  and  are equivalent. If the sufficient condition () is satisfied, then we can prove that condition () holds by taking q i = -λ i and discussingx i in the following three cases:
Conversely, the sufficient condition () holds if condition () is satisfied. We let λ i = - 
()
Proof The necessary condition for global optimality directly follows from Theorem , by taking A = A  . Conversely, suppose that there exists λ ∈ R n + , such that λ i f i (x) = , i = , . . . , n,
Hence, we have
Thus,x is a global minimizer of (BQP), since
Let us now give a numerical example to apply our sufficient and necessary global optimality condition to a nonconvex quadratic program with box constraint.
Example  Consider the following quadratic program:
It is easy to verify that λ i f i (x) = , i = , , where f i (x) = x  i -x i , i = , , and
Hence, the sufficient and necessary global optimality condition () holds atx. See Figure  . Another sufficient and necessary global optimality condition for (BQP), when A  is a diagonal matrix, is given in [] as the following corollary. Note that the sufficient and necessary global optimality condition () extends the global optimality condition (). On one hand, in Corollary , A  is a Z-matrix and not necessarily a diagonal matrix. On the other hand, we can easily verify that condition () implies condition (), by takingx i = u i ,x i = v i , andx i ∈ (u i , v i ) and taking a ii ≥  and a ii < .
Remark  In this paper, some global optimality conditions for nonlinear program with box constraints are presented. In these conditions given by Theorem , Theorem , Corollary  and , if the multiplier λ does exist, then λ is unique and
Hence, the global optimality conditions obtained in this paper are tractable. 
