Abstract-How to select and weigh features has always been a difficult problem in many image processing and pattern recognition applications. A data-dependent distance measure can address this problem to a certain extent, and therefore an accurate and efficient metric learning becomes necessary. In this paper, we propose a LogDet divergence-based metric learning with triplet constraints (LDMLT) approach, which can learn Mahalanobis distance metric accurately and efficiently. First of all, we demonstrate the good properties of triplet constraints and apply it in LogDet divergence-based metric learning model. Then, to deal with high-dimensional data, we apply a compressed representation method to learn, store, and evaluate Mahalanobis matrix efficiently. Besides, a dynamic triplets building strategy is proposed to build a feedback from the obtained Mahalanobis matrix to the triplet constraints, which can further improve the LDMLT algorithm. Furthermore, the proposed method is applied to various applications, including pattern recognition, facial expression recognition, and image retrieval. The results demonstrate the improved performance of the proposed approach.
same feature space to accomplish different tasks with different similarity metrics. For example, a face image set with different facial expressions can be used for either face recognition or facial expression recognition, as shown in Fig. 1 . And the main difference between these two tasks lies in the selection of the similarity metric. That is to say, a good metric learning algorithm can address the difficult problem of selecting and weighting features to a certain extent.
In this paper, we use Mahalanobis distance as the similarity metric to measure the feature space of instances. The Mahalanobis distance is a standard distance metric parameterized by a Positive Semi Definite (PSD) matrix M. Given a dataset {x i }, with x i ∈ d , i = 1, 2, · · · , n, the square Mahalanobis distance between instances x i and x j is defined as
When we apply singular value decomposition to the Mahalanobis matrix, it can be decomposed as M = H H T .
Here H is a unitary matrix which satisfies H H T = I . Left unitary matrix is the transpose of right unitary matrix due to the symmetry of Mahalanobis matrix M. And is a diagonal matrix which contains all the singular values. Thus, the square Mahalanobis distance can be rewritten as
From Eqn. 2 we can see that the Mahalanobis distance has two main functions. The first one is to find the best orthogonal matrix H to remove the couplings among features and map the original feature space to a new coordinate system. The second one is to assign weights to the new features according to their relationship to the task. These two functions enable Mahalanobis distance to measure the similarity among feature spaces of instances effectively in various applications. In Fig. 1 , we use two different coordinate systems with weighted axial length to represent Mahalanobis metrics. The same instances with the same features can be measured and classified to different results.
In our framework, there are another two important points in our framework. The first one is the selection of constraints. In this paper, we use triplet constraints in the algorithm. From Fig. 1 , we can see the main difference of learning these two Mahalanobis distance lies in the selection of triplets. The total quantity of triplets is cubic to the number of instances. Thus, we can only select part of them in metric learning process. How to make full use of the most useful triplets is one of the key problems in our algorithm. Therefore, we Fig. 1 . The framework of our proposed LDMLT algorithm. In the original datasets, there are many face images with different facial expressions. Various fearures, such as geometric and appearance features are extracted from original images using the state-of-the-art feature extraction methods. Then, different triplet constraints are built for different tasks, such as face recognition and facial expression recognition. And the obtained Mahalanobis metric can be used in the corresponding task. In the proposed LDMLT algorithm, there is a dynamic triplets building process which can improve the performance.
propose a dynamic triplets building strategy which can update triplets using the current learned Mahalanobis distance. The feedback can further enhance the performance of the metric learning algorithm. The second point is how to deal with high dimensional feature space. The feature extraction process is sometimes aimless. In order to preserve details which might be useful in the classification task, as many features as possible would be extracted in feature extraction process. This will lead to a high dimensional feature space, which is not benefit for learning, storing and evaluating Mahalanobis matrix efficiently. Therefore, we apply a compressed representation method in our algorithm which can well solve the problem. This paper is a comprehensive extension of our previous work [5] . The main contributions of this paper are summarized as follows. (1) We demonstrate the superiority of the triplet constraint compared with the label constraint and pairwise constraint and apply it in the online metric learning model. Meanwhile, we obtain a more accurate regularization parameter (compared with that in our previous work [5] ) which can guarantee that the obtained Mahalanobis matrix is bounded between 0 and unit matrix I in the iterative process. (2) The paper applies a compressed representation method in the proposed algorithm to learn, store and evaluate the Mahalanobis matrix for high dimensional dataset efficiently. The method can reduce running time sharply at the price of losing a little classification precision. (3) This work presents a dynamic triplets building strategy which can utilize the most important triplets in metric learning according to the current Mahalanobis distance. The strategy is proven to improve the performance of metric learning significantly in the following experiments. (4) The LDMLT algorithms are applied to various applications, including facial expression recognition and image retrieval. The experimental results demonstrate the proposed algorithms can achieve improved performance.
The remainder of this paper is organized as follows. In Section II, the review of literatures is presented. Then we describe the proposed algorithms in Section III. In Section IV, experimental results on UCI database, CK+ and Caltech dataset are presented to demonstrate the effectiveness of the proposed algorithm. Finally, we draw conclusions and point out future directions in Section V.
II. RELATED WORK
Recently, many scholars have proposed lots of metric learning algorithms to get perfect similarity metrics. Generally, these algorithms can be categorized into unsupervised and supervised metric learning [6] . In this paper, we mainly discuss the supervised metric learning which can be further categorized as offline distance metric learning and online distance metric learning.
The offline distance metric learning algorithms train Mahalanobis metric by using all the constraints at one time. The most famous one is large margin nearest neighbor (LMNN) [7] metric learning algorithm. This method applies the idea of support vector machine (SVM) to the metric learning. The objective Mahalanobis function is to maintain consistency of data in the same class while keeping a large margin at the boundaries of different categories. Another classical algorithm is the probabilistic global distance metric learning (PGDM) [8] . In this method, the metric learning is converted to a convex optimization problem with respect to their similarity relationships. In [9] , the BoostMetric algorithm introduces the boosting-based technique into metric learning. The method trains trace-one rank-one matrices as weak learners, and the positive linear combination of these matrices is the objective Mahalanobis matrix. In [10] , the BoostMetric algorithm is further developed. The proposed MetricBoost algorithm decomposed proximity relationships over triplets into pairwise constraints, which improves the computation efficiency to a certain degree. However, one weak point of these offline distance metric learning algorithms is the low execution efficiency, especially when the size of training samples is very large. If using the standard semidefinite program to solve the optimization problems, the computational complexity would be O n 3 , while n is the size of training samples. Meanwhile, some of these work require eigenvalue decompositions, which is also cubic to the dimensionality of the data [11] .
The online distance metric learning algorithms update the Mahalanobis matrix only using one constraint at each optimization iteration. In [11] , the information theoretic metric learning (ITML) algorithm minimizes the LogDet divergence between the target distance function and the predicted distance function with pairwise constraints. And the model is converted to a iteration formulation. The computational complexity of ITML is about O Nd 2 , while d is the dimensionality of the data and N is the total quantity of the pair constraints. Besides, [11] also presents a online ITML algorithm, which further improve the efficiency of metric learning. The LogDet exact gradient online (LEGO) algorithm [12] improves online ITML algorithm by exactly solving the updated parameters. However, these three LogDet divergence based local distance metric learning algorithms all use pairwise constraints in the metric learning process. The pairwise constraints are strict, which will lead to conservative results.
III. LOGDET DIVERGENCE BASED METRIC LEARNING WITH TRIPLET CONSTRAINTS
In this section, we will describe the proposed LDMLT algorithm at length. First of all, the LogDet divergence based model with triplet constraints is presented. Then, we solve the metric learning model and obtain the updating formulation. After that, we get the regularization parameter which can maintain good properties of LDMLT algorithm. Besides, to speed up the LDMLT algorithm for high dimensional data, a compressed representation method is used to reduce the computation complexity in each iteration. Furthermore, we present a triplets building strategy to further improve the performance of metric learning.
A. Problem Formulation
As mentioned above, Mahalanobis distance function has many advantages compared with other distance functions. However, learning a Mahalanobis matrix is a complex procedure. We should pay special attention to three points in metric learning process. First, as much useful samples as possible should be trained to avoid getting in a local extremum. Second, the metric learning algorithm should be scalable with respect to the size of the training samples. Third, considering the practical application of algorithms, the labels of the training samples should be given as the most natural form. In another word, the labels should be the most easily available. The offline distance metric learning algorithms can't meet the first and second requests at the same time because they deal with all constraints at one time [12] . It often leads to a rapid growth of execution time when increasing the size of the training samples.
In this paper, we use an online metric learning model to manage the computational efficiency. Online metric learning models have two major advantages over traditional offline methods. First, in some practical applications, the system can only receive several instances or constraints at a time, and the desired Mahalanobis distance should be updated gradually over time. The offline methods can't deal with these applications in this situation. Second, some offline applications with numerous instances can be converted to online metric learning problems. Compared with offline methods, online metric learning reduces the running time dramatically since the Mahalanobis distance is optimized step by step rather than calculated at a time. Our metric learning framework is to solve the following typical online metric learning problem [11] - [13] ,
where M t represents the iterative Mahalanobis matrix at iteration t. And η t > 0 is a regularization parameter which balances the regularization function D (M, M t ) and loss function M,ŷ t , y t .ŷ t and y t respectively stands for the prediction function and the target function which will be introduced in detail in the following paragraphes.
In this framework, the first item D (M, M t ) is a regularization function which is used to guarantee the stability of metric learning process. The function D φ () represents Bregman matrix divergence [14] between two matrices, defined as
where the function tr () stands for the trace of a matrix. The properties of Bregman matrix divergence
is chosen as the Burg entropy of the eigenvalues λ i , the corresponding Bregman matrix divergence is called LogDet divergence [14] ,
where n is the dimension of M. The second item in the framework M,ŷ t , y t is the loss function measuring the loss between prediction functionŷ t and target function y t at time step t. The prediction function means that the Mahalanobis distance (or the Mahalanobis distance relationship) using the Mahalanobis matrix M while the target function is the desired distance (or the desired Mahalanobis distance relationship). Obviously, when the total loss function L M = t M,ŷ t , y t reaches its minimal, the obtained M is the closest to the desired distance function. How to build y t and y t is determined by the way that constructs training constraints.
There are three common constraints in learning algorithms. The first one is named as label constraint {x i , w i } [15] which means the category label of instance x i is w i . The label constraint is not widely used in metric learning algorithms. The second one is pairwise constraint x i , x j , w i j . This constraint provides the similarity relationship information between instances x i and x j . w i j = 1 indicates that x i and x j are similar while w i j = −1 shows that they are dissimilar. Many famous metric learning algorithms including ITML method and LEGO all use pairwise constraints to train the similarity metric. They require that the obtained Mahalanobis distance M should satisfy
whereč andĉ are the desired superior limit of distance among instances in the same category and the desired lower limit of distance among instances in different categories respectively. Thus, the prediction function
Although pairwise constraint is weaker than label constraint, it still has some limitations in practical applications. When using pairwise constraints as the labels of training samples, the metric learning process is to bound instances with the same class in a hyper-sphere. And the diameter of all hyper-spheres should be smaller thanč. At the same time, the distance between the outer boundaries of every two hyper-spheres should be larger thanĉ. The obtained Mahalanobis distance functions using pairwise constraints are conservative because some of constraints are needless. For example, as shown in Fig. 2 (a), these three classes have been well separated, but they can hardly meet the request that the distances among the outer boundaries of these three hyper-spheres are larger thanĉ. In order to solve this problem, literatures [4] , [10] introduced a weaker representation into metric learning algorithms. This representation is called triplet constraint x i , x j , x k , which requires that the instance x i should be more similar to the instance x j than instance x k using the metric M. That is
where ρ is a desired margin between different categories. The work in [16] has demonstrated that triplet constraints can be derived from pairwise constraints, but not vice versa. Thus, triplet constraints are weaker than pairwise constraints. From Fig. 2 (b) we can see, after applying the triplet constraints, metric learning is able to enlarge the distance between instances lying on the boundaries while making the instances in the same class compact. Therefore, in the proposed framework, we use triplet constraints as the labels of the training samples. The prediction
and the target distance is chosen as y t = ρ. Thus, the corresponding loss function is expressed as
there is no loss using the current M t to represent the relationship among these three
should be updated to a better Mahalanobis distance to reduce the loss. In the following section, we focus our attention on dealing with the second case.
B. Updating Formulation
Matrix inverse is computationally very expensive. In order to avoid inverse, we apply the Sherman-Morrison inverse formula to solve Eqn. 6. The standard Sherman-Morrison formula is
However, in our updating equation, there are two items which are the outer product of vectors. To solve this problem, we assume that
, and Eqn. 6 is split into two standard Sherman-Morrison inverse questions,
Applying the Sherman-Morrison formula, we arrive at an analytical updating formula for M t +1
The details of the LDMLT algorithm are illustrated in Algorithm 1.
Algorithm 1 LogDet Divergence Based Metric Learning Using Triplet Constraints

C. Selecting η t
In this updating equations, the regularization parameter η t is used to control the balance of the regularization function and the loss function. On one hand, if we choose a big η t , the M t +1 will be mainly updated to minimize the loss function and satisfy the target relationship among the three instances in the current triplet, which makes the metric learning process unstable. On the other hand, if η t is too small, the M t +1 will have small divergence compared with the current Mahalanobis matrix M t and every iteration will have little influence on the updating of the Mahalanobis matrix. Thus, the metric learning process will be very slow and conservative. Therefore, we should make a tradeoff between efficiency and stability when selecting η t . Meanwhile, considering the definition of Mahalanobis metric, we also requires that the η t should make sure that M t +1 is a PSD matrix in each iteration, i.e.
These are standard linear matrix inequalities (LMIs). Lots of tools can be utilized to solve the LMIs, such as LMI Solvers in MATLAB. However, using LMIs tools occupies heavy computation in each iteration. In this paper, we select a feasible
in our algorithm, where α is the learning rate parameter which is chosen between 0 and 1. The following content is to demonstrate that the lower and upper bound of M t can be restricted between zero matrix 0 and unit matrix I if using the recommended η t . The lower bound zero matrix 0 is to guarantee that M t is a PSD matrix at each step t. Meanwhile, the upper bound unit matrix I is to bound the total loss in the metric learning process. 
0, and
In the second place, we consider the second half of the inequality 
D. Compressed Representations for High Dimensional Datasets
In practical applications, the feature space is always with high dimensionality. We can hardly determine which features would be useful in the following classification or clustering tasks. Thus, in the feature extraction process, as much features as possible would be extracted to preserve details which might be useful. For example, in scene categorization [3] , more than thousands of features are extracted. These thousands of features will occupy enormous storage space and computation time. The number of parameters involved in the Mahalanobis distance is O d 2 while the computation complexity in each iteration is more than quadratic to the dimensionality d.
As mentioned above, the Mahalanobis matrix has two main functions: removing the couplings among features and assigning weights to new features. In fact, not all original features have couplings. Thus, only a few number of off-diagonal elements in the Mahalanobis matrix make sense. We needn't to waste so much time and storage space to compute the useless elements in the Mahalanobis matrix. Therefore, we apply the compressed representations [18] method to learn, store and evaluate the Mahalanobis matrix efficiently. We constrain the objective Mahalanobis distance function M as the sum of a high-dimensional identity I d plus a low-rank symmetric matrix M L , expressed as
where U ∈ d×l is orthogonal basis which satisfy U T U = I l , and L ∈ l×l is a symmetric matrix with l min (n, d). Correspondingly, the Mahalanobis distance function at time step t can be decomposed as M t = I d +U L t U T . Besides, we introduce F to represent F = I l + L and F t to stand for F t = I l + L t . The relationship between M and F is expressed as: M = I d + U F − I l U T . And learning a low dimensional symmetric matrix F is equal to learning the original Mahalanobis distance function M. The computational complexity and storage space will decrease significantly if we can obtain the updating formulation of F t .
Theorem 2:
Proof: First of all, we consider the first item in Eqn. 5.
where the second equality follows from the fact of Woodbury matrix identity
and the third equality follows from the fact that tr (AB) = tr (B A).
Then, the second item in Eqn. 5 can be converted as
where the second equality follows from the fact that det
, and the third equality follows from the fact that det (I m + AB) = det (I n + B A) for all A ∈ m×n and B ∈ n×m .
Thus, we can get the following equations
Hence proved. Assume thatX = U T X represents the reduced-dimensional data under the orthogonal basis U , then we can get the corresponding variablesp t = U T 
where the parameterη t is set asη t =
Using the compressed representations technique, the computational complexity reduces from O d 2 to O l 2 per iteration. At the same time, the storage space in the metric learning process also reduces sharply. The corresponding algorithm is named as LDMLT_CR, and the details are presented in Algorithm 2. How to build an appropriate orthogonal basis U is a key step in this LDMLT_CR algorithm. In [19] , the authors provide several practical methods to build the basis. If the algorithm is applied on offline applications, one efficient way is to choose the first l left singular vector to build U after applying the singular value decomposition (SVD) to the original training data X. However, one weak point of this method is that it can not deal with online applications. The reason is that the instances of online applications can't be obtained at the orthogonal basis building step, which is regarded as n. Therefore, a good choice is to use the a truncated incremental SVD [20] to obtain the orthogonal basis U when applying on online applications. The computational complexity of truncated incremental SVD is about O nl 3 when l d. The truncated incremental SVD can sharply reduce the computation time at the price of losing a little precision.
E. Dynamic Triplets Building Strategy
When training a Mahalanobis matrix for practical applications, it is impossible to utilize all triplets because the total quantity of triplets is cubic to the volume of training data. We need to select the most useful triplets and remove redundant ones. The traditional metric learning algorithms including ITML choose the pairwise constraints randomly. In [4] , a practical way to build triplet constraints is proposed. The triplets which are at the boundaries of different categories are selected. In detail, for each x i , instances x j which has the largest Euclidean distance in the same category and instances {x k } which has the nearest Euclidean distance in the different category are selected, and these {(i, j, k)} are used to build the training triplets. However, these previous works all regard building triplet (pairwise) constraints as a preprocess step. Once built, these constraints are not updated in the process of metric learning. In fact, these constraints are selected randomly or based on the Euclidean distance. With the updating of the Mahalanobis matrix, some triplets do not play critical roles while some unselected triplets become important.
We propose a novel triplets building strategy in this section. The metric learning process is broken into several cycles. First of all, the triplets at the boundaries of different categories are chosen in the initial cycle, which is the same as that in [4] . Then, we obtain the Mahalanobis matrix M t using the proposed LDMLT (or LDMLT_CR) algorithm after a metric learning cycle. We use this M t to measure the performance on the training data X. After that, new triplets in the next cycle are selected based on the measurement.
The key problem in this method is how to measure the performance of M t on the training dataset X. Two matrices are defined in this section. The first one is Mahalanobis distance matrix D M t = d M t x i , x j , which represents the Mahalanobis distance of all the sample pairs {(i, j )} in X. The second one is the similar matrix S = s x i , x j , which gives the relationship information of sample pairs. If x i and x j belongs to the same category, s x i , x j = 1, otherwise,
For example, we have instances x i , i = 1, 2, · · · , n with 3 categories C 1 , C 2 and C 3 . The instances in X have been sorted according to their categories, and the D M t is shown as the matrix in Fig. 3 . The deep color means the value of the element is small while light color represents a large value. The ideal situation is that the Mahalanobis distances among instances in the same categories should be all smaller than that in different categories. In another word, the color in the diagonal blocks (intra-blocks) should be deeper than the color in other blocks (inter-blocks). However, the color of blocks between Class C 2 and Class C 3 is deeper than other inter-blocks, and similar to the intra-block of Class C 2 . That means the obtained Mahalanobis distance M t don't have good performance on distinguishing Class C 2 and Class C 3 .
Algorithm 3 LDMLT (or LDMLT_CR) Algorithm With Dynamic Triplets Building Strategy
More constraints should be selected from triplets which use instances in these two categories.
We extract the i th row in D M t which is expressed as D . The ideal case is that the S i should be in a descending order.
However, the fact is that some 0 in the S i is in front of 1, which means that the Mahalanobis distance between some dissimilar pairs is smaller than that of similar pairs using the current M t . If we want to reorder the elements in the S i , we should exchange the disordered 0 and 1 elements 6 times. And we named this exchange count as the disorder i . We use the normalized disorder θ i = i i i to determine the proportion of triplets which contain x i . When building triplets including x i , the method is similar to the method in [4] . The main difference is that we use the current M t instead of Euclidean distance. It worth noting that we can also use total disorder τ = i i to judge if the algorithm is converged. The details of the LDMLT (or LDMLT_CR) algorithm with dynamic triplets building strategy are illustrated in Algorithm 3.
The proposed dynamic triplets building strategy provides a feedback from the current obtained Mahalanobis matrix to triplet constraints. This is one main contribution of our paper. Most traditional metric learning methods do nothing about the constraints selection when the learning process begins. Therefore, the Mahalanobis matrices obtained from these methods are not stable because the randomly chosen constraints will lead to different learning results. Our method chooses the most useful triplets in each cycle, and the Mahalanobis matrix is gradually updated to the ideal Mahalanobis matrix after several cycles. However, one weak point of the proposed strategy is the low computation efficient. The main time consumption is the calculation of D M t , which is quadratic to the number of instances. Meanwhile, this strategy can't be used in online applications by now.
IV. EXPERIMENTS AND RESULTS
In this section, we firstly conduct experiments to compare the classification performance of the proposed method with the state-of-the-art metric learning methods on the UCI machine learning repository. 1 Then, we apply the LDMLT algorithm on facial expression recognition. The experiment is to validate the dynamic triplets building strategy. After that, we evaluate the LDMLT_CR method on object recognition and image retrieval tasks on Caltech datasets [26] . The experiments are to demonstrate the improved performance of the proposed algorithms on real applications compared with the state-ofthe-art methods. All experiments are tested in MATLAB 2012a, and all tests are implemented on a computer with Intel(R) Core(TM) i5-2400, 3.10GHz CPU, 4G RAM, and Windows 7 64-bit operating system. The code of our LDMLT and LDMLT_CR algorithms can be downloaded from the website. 2 
A. Experiments on the UCI Database
In the first experiment, we'd like to compare our LDMLT algorithm with some basic classification methods and the stateof-the-art metric learning algorithms, including Euclidean distance, BoostMetric, PGDM, ITML, LMNN and MetricBoost. The test data are eight low dimensionality datasets selected from the UCI machine learning repository, including "Iris", "WDBC", "Seeds", "Fish_order", "Wine", "Ionosphere", "Sonar", and "Heart". The performance is evaluated according to the classification error rates using the K-Nearest Neighbor (K-NN) classification, the variable K in K-NN classification is chosen as 5. In this experiment, all classification results are obtained using 5-fold cross validation and final statistical results are evaluated after 5 runs. In our LDMLT algorithm, the parameter ρ is set as the difference between the 90 th and 10 th percentiles of the distribution of distances between sample pairs in the training data. The dynamic triplets building strategy is used to strengthen the performance of LDMLT algorithm. And the cycle of dynamic triplets building process is set as 10. In each cycle, the quantity of triplets is N = 5n, where n is the number of training instances. The parameter α is set as α = 2/N. The results are summarized in Fig. 4 . The error bars reveal the average classification error rates. The maximum and minimum error rates in 5 runs are also shown in Fig. 4 . From the experimental results we can see, the proposed LDMLT algorithm achieves the best accuracy for all datasets except "Ionosphere". Besides, the distribution of error rates of LDMLT algorithm is the most concentric, which indicates that LDMLT is more robust than other methods. The reasons for the good performance can be explained as follows. On one hand, in LMNN, BoostMetric and MetricBoost algorithms, a gradual loss of precision is inevitable in eigenvalue computations and semi-definite programming. However, the proposed objective function is more intuitive, and the model is much simpler. Thus, the performance of LDMLT is much better than LMNN, BoostMetric and MetricBoost. On the other hand, the PDGM and ITML methods train Mahalanobis matrix using pairwise constraints while the proposed algorithm utilizes triplets as the labels of the training samples. As mentioned above, pairwise constraints are stronger than triplet constraints, so PDGM and ITML would get conservative results in some situation while the proposed method can achieve more accurate results. Moreover, the dynamic triplets building strategy helps the proposed method further improve the precision and robustness of classification. Thus, the proposed method achieves the best performance compared with these methods. It deserves noting that our method can't get good classification results on dataset "Ionosphere". This dataset provides the radar data collected by a system in Goose Bay, Labrador. And instances in this dataset are labelled as "Good" radar and "Bad" radar. The difference among "Bad" instances is large than the difference between "Good" instances and "Bad" instances. In this situation, the proposed dynamic triplets building strategy can't work well. One of solutions is to combine the proposed method with kernel methods.
Then, another experiment is to demonstrate the performance of the proposed LDMLT_CR algorithm on high dimensional datasets. In this experiment, we select three high dimensional datasets from the UCI machine learning repository, i.e. "Multiple Features", "ISOLET" and "Semeion Handwritten Digit". These three datasets are with more than hundreds of attributes. In our algorithm, we use a 30 dimension compressed matrix to represent the Mahalanobis matrix. The parameter ρ is simply set as 0. In order to get a high classification accuracy, the dynamic triplets building strategy is also applied in the LDMLT_CR algorithm and the total cycle is 10 ∼ 20. In each cycle, the quantity of triplets N is set as N = 5n. The parameter α is set as α = 2/N. We compare our method with LDMLT algorithm as well as 3 other state-of-the-art fast metric learning algorithms, including fast LMNN, LEGO and online ITML. Fig. 5 shows the comparison of classification accuracy on these three datasets. The results reveals that the proposed method have similar accuracy to the LDMLT and fast LMNN but outperforms online ITML and LEGO. Besides, our method has a better computational efficiency than other four methods, which is shown in Table I . In this comparison, the total iterations of LDMLT, LEGO and online ITML is 5n, which is the same as the iterations of LDMLT_CR in one cycle. However, the computational efficiency of LDMLT, LEGO and online ITML is very low when the dimensionality of data d is high. The computational complexity of LEGO and online ITML is about O Nd 2 . Although the fast LMNN algorithm also reduces the dimensionality of data to 30 before metric learning process, the algorithm also requires heavy running time. The reason is that there are high dimensional semidefinite program in the algorithm. In our algorithm, the main time is spent on the dynamic triplet building process. Therefore, our method has the best performance when the dataset is with high dimension and small amount of instances, such as the dataset "Multiple Features". Compared with LDMLT method, LDMLT_CR reduces lots of computation time but gets the similar classification performance of high dimension data. One of reasons is that the LDMLT_CR can run more iterations in less running time than LDMLT method, which will help improve the classification precision. 
B. Experiments on the Extended Cohn-Kanade Dataset
Next we apply our method on facial expression recognition. The database of facial expression is selected as the Extended Cohn-Kanade Dataset (CK+) [21] . This dataset contains 593 sequences from 123 subjects, 327 of which are labeled as one of seven typical expressions. Each sequence consists of 10 to 60 frames. The first frames of sequences are neutral and the last ones are the peak formation of the expressions. At the same time, 68 point landmarks for each image are also provided along with the dataset, which makes it very suitable for testing facial expression recognition algorithms. These landmarks are located around the outlines of face, brows, nose, eyes and mouse, as shown in Fig. 6 .
In our experiment, we only use the last frame in each facial expression sequence for facial expression recognition. We extract 18 geometric features using 68 points landmarks from these facial expression images. These features are similar to the features of the frontal-view model in [25] , recording the relative position of facial components, such as the extent that mouth opens. In the following experiment, leave one subject out cross validation method was used in the whole scenario. Table. II gives the confusion matrix of facial expression classification using LDMLT with random triplets. From the results, we can see the obtained Mahalanobis matrix perform well on happiness and surprise. The reason is that the features extracted from these expressions are easy to discriminate from other expressions. However, when it comes to other five facial expressions, they are easy to be confused as their distinguishable characteristics lies in different features. For example, contempt is very easy to confused with anger, because their main difference is the curvature of eyebrows. However, this is not an important feature when compared with other features and it will not be emphasized in the obtained Mahalanobis matrix. If the triplets are selected randomly, this feature may not be focused on to make a distinction between contempt and anger. When applying the dynamic triplets building strategy, this problem can be well solved. Although the Mahalanobis matrix obtained in the first cycle may not distinguish contempt and anger very well, we will pay special attention on the triplets relating to these two facial expressions in next cycles. And the recognition accuracy between contempt and anger will improve. Table. III shows the confusion matrix of facial expression classification using LDMLT with dynamic triplets building strategy. Happiness and surprise all keep good performance while the recognition accuracy of other facial expressions increase significantly. Then, we compare the performance of our algorithm with the some state-of-the-art facial expression recognition approaches, including active appearance models (AAM) tracked similarity-normalized shape (SPTS) and canonical appearance (CAPP) features with linear SVM [21] , constrained local models (CLM) tracked SPTS and SAPP features with linear SVM [22] , emotion avatar image (EAI) and local phase quantization (LPQ) features with linear SVM [23] and weighted component-based feature descriptor algorithm [24] . Table. IV gives the classification accuracy of the state-of-theart facial expression recognition algorithms and the proposed method. Our method only use features extracted from a single frame while other methods all use dynamic features. However, the performance of the proposed method is better than methods in [21] - [23] , ranking the second among all methods. An interesting phenomenon is that the classification accuracy of each categories of the proposed method is more balanced than other methods. The reason is that the dynamic triplets building strategy can focus on the categorizes with bad classification performance in each iteration, which will improve the whole performance of facial expression recognition. 
C. Experiments on Caltech 256
In this part, the proposed metric learning algorithm is applied on image retrieval tasks. The experiments are conducted on Caltech-256 object category datasets [26] , which consist of pictures of objects from 256 categories. In our experiments, we use VLFeat [27] to extract pyramid histogram of visual words (PHOW) features [28] of the images in Caltech datasets. We randomly select 20 images from each category to construct a visual word dictionary with 300 words. After several processes (please refer [27] and the caltech-101-code 3 for details), we obtain the PHOW features with 3600 dimensions.
Our experiment follows the process presented in literatures [3] and [29] . 40 training images and 25 test images are randomly selected from each category. The number of categories respectively set as 10, 20 and 50 (please refer [3] and [29] for the details of these 10 classes, 20 classes and 50 classes subsets). The performance index is selected as ranking precision measures, including top k (e.g. 1, 10 and 50) precision and the average precision [3] which is based on nearest neighbors. The total iteration is also set as 35K , as same as that in [3] and [29] . The proposed method is compared with some state-of-the-art methods, including online metric learning via low rank (OMLLR) [3] , online algorithm for scalable image similarity learning (OASIS) [29] , LEGO and LMNN. In this experiment, we use 3600 dimensional PHOW features in our method which is different with other four methods. These four methods use edge and color histograms to represent images. Statistical results after 5 cross validation folds are presented in Table V . The results of other four methods are reported by literatures [3] and [29] . Our method outperforms all other four methods in terms of classification precision. One possible reason is that the proposed LDMLT_CR method can 3 http://www.vlfeat.org/applications/caltech-101-code.html deal with high dimensional data, which allows more features for classification. In fact, if using our 3600 dimensional PHOW features, the LEGO and LMNN can't even work. However, compared with OASIS method, the computational efficiency of the LDMLT_CR is very low, and it increases fast when the number of category increases. The main reason is that the running time of the dynamic triplets building is quadratic to the quantity of training instances.
V. CONCLUSION
Feature selection and weighting have always been a difficult problem in practical applications. This paper illustrates a novel image processing and pattern recognition framework which is based on LDMLT (or LDMLT_CR) algorithm. This framework can solve the problem to a certain extent. In this framework, the same instances with the same features can be applied in different applications with different Mahalanobis metrics. In this paper, a LDMLT algorithm which is based on LogDet divergence and triplet constraints is presented. With the designed regularization parameter η t , the LDMLT algorithm can learn the Mahalanobis distance metric accurately and efficiently. Besides, a compressed representation method applied in our LDMLT algorithm, and the so called LDMLT_CR algorithm can learn, store and evaluate high dimensional Mahalanobis matrix efficiently. Furthermore, to further improve the classification precision of the learned Mahalanobis metrics, we use a novel dynamic triplets building strategy to strengthen LDMLT and LDMLT_CR algorithms. Experiments on various benchmark datasets and comparisons with other state-of-theart methods demonstrate the robustness, high precision and efficiency of our algorithm. One drawback of the proposed framework is the relatively low efficiency of the dynamic triplets building strategy. Therefore, in our further research, we will focus on solving this problem.
