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Les enjeux planétaires du développement durable et du réchauffement climatique remettent en 
cause le fonctionnement de nos sociétés. La transition énergétique se traduit notamment par 
l’augmentation de l’utilisation des énergies renouvelables et constitue ainsi le contexte de nos 
travaux. Dans le cadre d’un contrat CIFRE avec l’entreprise VALOREM, nous proposons des 
méthodologies pour le développement et la conception d’installations renouvelables soutenables. 
L’approche d’Ingénierie Des Modèles mise en place nous permet de garder une démarche 
scientifique cohérente entre une vue très générale du contexte d’insertion des renouvelables et une 
vision plus technique et opérationnelle pour le développement d’installations renouvelables. Dans 
un premier temps, nous avons décrit de manière macroscopique le contexte d’insertion des énergies 
renouvelables en France, en proposant un cadre conceptuel pour le développement de projet 
d’aménagement du territoire. Il permet l’analyse des systèmes sociotechniques en transition grâce à 
une formalisation UML2 d’une part, et une méthode d’évaluation de la durabilité d’un processus 
d’autre part. Nous avons illustré ce cadre sur deux cas d’étude : le succès du développement de la 
centrale hydro-éolienne de l’île d’El Hierro dans les Canaries et l’échec du barrage de Sivens dans le 
Tarn en France. Par comparaison, nous montrons que l’implication des parties prenantes sur 
l’ensemble du processus de développement est cruciale pour le succès d’un projet. Nous avons 
ensuite proposé une implémentation logicielle permettant le suivi et le pilotage de projet 
d’aménagement du territoire en temps réel à l’aide d’outils d’intelligence artificielle. Conscient des 
limites opérationnelles de notre proposition, nous avons décidé de changer de point de vue pour 
adopter une vision plus technique sur les énergies renouvelables. La transition énergétique fait 
évoluer le système électrique français d’un modèle centralisé vers un modèle décentralisé, ce qui 
amène VALOREM à reconsidérer ses propositions techniques de production d’énergies 
renouvelables. Entre autre, l’entreprise tend vers l’hybridation de ses centrales et constate le besoin 
d’un outil de dimensionnement en phase d’avant-projet, afin d’identifier les opportunités d’activités. 
Nous faisons donc la proposition d’un prototype logiciel qui se veut flexible en termes de 
modélisation des centrales de production hybrides renouvelables et en termes de définition des 
objectifs et contraintes à satisfaire. Il est codé en C++ et basé sur des modèles d’optimisation 
linéaires. Nous illustrons son opérationnalité sur quatre cas d’étude : deux orientés marché 
électrique et deux en autoconsommation (l’un isolé, l’autre connecté au réseau). Les résultats des 
études montrent que les coûts de stockage batterie sont trop élevés pour pouvoir envisager 
l’installation de batteries dans les centrales hybrides renouvelables. Les systèmes en 
autoconsommation connectés au réseau semblent être plus prometteurs. Enfin, nous terminons par 
une analyse environnementale de différentes sources de production électrique afin de déterminer 
celles vers lesquelles la transition énergétique doit être axée. Les résultats montrent que la biomasse, 
l’éolien et le PV au sol sont les moyens de production les plus propres. La conclusion de la thèse 
propose une réflexion ascendante en complexité vers l’implication des acteurs dans les modèles de 
processus de développement territoriaux. 
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Sustainable growth issues and climate change imply to shift our society organisation towards new 
paradigms. In the energy sector, it is illustrated by an energy transition via renewables. Within this 
context and the support of the company VALOREM, we propose a methodology for the sustainable 
development and design of renewable infrastructures. By using a Model Driven Engineering 
approach, we were able to adopt several viewpoints on renewable energy issues, while keeping a 
consistent scientific approach. First of all, from a holistic stance, we developed a conceptual 
framework for land settlement development process. Thanks to its modelling with UML2 and a 
methodology to assess the sustainability of processes, it can be used to analyse the trajectory of 
sociotechnical systems. The framework was tested on two case studies: the success of El Hierro 
hydrowind power plant implementation in Canary Islands and the failure of the Sivens dam project 
in the south of France. Their comparison shows that implication of stakeholders at all stages of the 
development process is crucial for the success of the project. We further propose to implement the 
conceptual framework as a software tool for the monitoring of land settlement project in real time, 
with the help of artificial intelligence concepts. However, this proposition was deemed not in line 
with Valorem’s priorities and we decided to focus on a technical instantiation of the framework for 
Hybride Renewable Energy Systems (HRES), which design and operation are part of VALOREM’s 
activity. As, the energy transition implies to change the electrical system model from a centralized to 
a decentralized one, there exists a need for a grassroots sizing tool for identifying new HRES 
opportunities. A software prototype for the grassroot optimal design of HRES was developed, 
offering flexibility in terms of modelling, setting constraints and defining objective functions. It is 
coded in C++ and based on linear programming model. We showed its relevance on four HRES case 
studies: two related to electricity market and two for self-supply of energy (one isolated and the 
other grid-connected). The results show that battery costs are too high to be profitable in HRES and 
that grid-connected systems seems to be a good alternative. Finally, we carried out an environmental 
impact assessment of several sources of electricity production to find out which are the “cleaner” 
ones. The results show that biomass, wind turbines and ground PV are those that should be 
considered for a sustainable energy transition. In the conclusion, we step back to a more complex 
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Avant-propos   
 
Avec mes encadrants et le groupe VALOREM, nous souhaitons contribuer à la mise en place de la 
transition énergétique car nous pensons qu’une organisation différente est souhaitable pour l’avenir. 
Lors de ces travaux notre objet d’étude a été : les énergies renouvelables, que nous symbolisons par 
un cube (Figure AVP - 1). 
 
 
Nous avons mis en place une approche d’Ingénierie Dirigée par les Modèles (IDM). Elle vise à décrire 
un objet d’étude sous différents points de vue afin de créer une cohérence (Figure AVP - 2) entre : les 
niveaux de décision (échelle décision), les niveaux d’abstraction (échelle modélisation) et les métiers 
concernés (échelle métier). Cette cohésion facilite les discussions entre les acteurs spécialistes des 
différents niveaux.  
 
Figure AVP - 2 : Grille IDM de la thèse 
Sur l’échelle de décision nous retrouvons :  
- les décisions stratégiques qui dictent les grandes lignes d’une action et concernent le long 
terme,  
- les décisions tactiques qui organisent la mise en place des décisions stratégiques,  
- les décisions opérationnelles qui en sont la réalisation concrète.  
L’échelle de modélisation est définie par :  
- le méta-méta-modèle qui présente une vue très générale et conceptuelle du contexte des 
énergies renouvelables, 
- le méta-modèle qui concerne la conception de système de production d’origine renouvelable, 
- les modèles qui permettent la réalisation concrète de cas d’étude.  
Enfin, l’échelle métier permet de positionner l’objet d’étude dans son contexte d’application : les 
métiers de VALOREM ou le métier de la thèse. Au fil du manuscrit, nous parcourrons la grille IDM 
(Figure AVP - 2) en positionnant notre objet d’étude selon ces trois échelles.  
 





































Contexte général : 
Au début du 20ème siècle en France, l’électricité était produite à partir de la combustion du charbon 
et la force de l’eau. Chaque territoire gérait son propre réseau électrique selon ses ressources locales. 
Pendant la seconde guerre mondiale, ces infrastructures ont été entièrement détruites et certains 
gestionnaires de réseaux locaux n’avaient pas les finances nécessaires pour leur reconstruction. Afin 
d’éviter la création d’importantes inégalités entre les territoires, l’état décide de centraliser la 
production et l’acheminement électrique en créant EDF. Il investit alors dans une unique entreprise 
qui a pour mission de recréer un réseau équitable sur tout le territoire français.  
A cette période, le pétrole étant bon marché (3$ le baril en 1964, contre 92$ en 2014), l’état français 
et de nombreux autres pays investissent dans les centrales au fioul. Le premier choc pétrolier a lieu en 
1973 et les prix du pétrole augmentent considérablement. George Pompidou décide de subventionner 
la recherche sur le nucléaire afin d’émanciper la France du pétrole. En parallèle, l’état investit dans des 
projets de recherche sur les « nouvelles énergies » et notamment sur l’énergie solaire avec la 
construction du four solaire d’Odeillo et la centrale Thémis dans le sud de la France. 
Valéry Giscard D’Estaing, en 1975, lance un grand programme par lequel il souhaite atteindre 85% 
d’électricité produite par le nucléaire. A l’époque, synonyme de sécurité énergétique, la France mise 
tout sur cette énergie prometteuse. Aujourd’hui en France, 58 réacteurs sont en fonctionnement, soit 
63,13 GW de capacité installée, alors qu’un rapport de 2006 (Bonduelle, 2006) affirme que la France 
n’aurait besoin que de 33 GW. Le pays est en surcapacité et pour consommer ce surplus de production, 
la France passe au tout électrique avec l’installation des chauffages électriques dans les foyers. Elle 
contractualise aussi des contrats d’approvisionnement avec les pays voisins.  
En parallèle, moins de fonds sont accordés à la recherche sur les énergies renouvelables. Pourtant, ces 
énergies semblent être une des clés pour répondre aux enjeux sociétaux auxquels l’Homme fait face : 
réchauffement climatique, crise économique, enjeux sociétaux… Leur développement promet une 
refonte profonde de la société, de nouvelles gouvernances, une décentralisation des pouvoirs, et 
permet de privilégier la consommation au plus près du site de production. 
Plus tard, la course aux énergies renouvelables reprend. Le 18 août 2015, la loi relative à la transition 
énergétique pour la croissance verte (LTECV) est publiée au Journal Officiel et permet à la France de 
commencer sa transition vers les énergies renouvelables. Les procédures administratives sont 
simplifiées et une seule autorisation est requise contre une dizaine auparavant. Les délais d’instruction 
sont ainsi réduits et la sécurisation juridique des projets est facilitée. D’autre part la LTECV a permis 
d’inscrire dans le droit français, et ce pour la première fois en Europe, l’autoconsommation. Avant cela, 
elle n’était ni interdite, ni incitée. L’autoconsommation est fondamentale pour les énergies 
renouvelables : ce qui est produit localement est consommé localement. 
La transition énergétique crée de nouvelles problématiques auxquelles se confrontent les 
développeurs de projet renouvelables. Le système électrique français tend à se décentraliser et les 
installations en autoconsommation vont se développer. Ainsi, à chaque instant, la quantité d’énergie 
produite devra être égale à la quantité d’énergie fournie au consommateur. Or, la production des 
énergies renouvelables est intermittente. C’est pourquoi les développeurs de projets renouvelables 
tendent vers l’hybridation des systèmes de production : Hybrid Renewable Energy System (HRES). 
Dans les HRES il est possible de mixer plusieurs sources de production d’énergie (éolien, 
photovoltaïque, hydroélectricité…) avec plusieurs sources de stockage (batterie, stockage hydraulique, 
stockage hydrogène…) afin de lisser la production. En pilotant le système il est alors possible de faire 





L’entreprise VALOREM :  
Cette thèse a été réalisée dans le cadre d’une thèse CIFRE avec l’entreprise VALOREM 
(http://www.valorem-energie.com/) :  
« Le Groupe VALOREM est un opérateur en énergies vertes verticalement intégré qui maîtrise de 
multiples compétences dans les énergies renouvelables et accompagne les collectivités et ses 
partenaires à tous les stades d’un projet : études, développement, financement, construction, suivi 
d'exploitation et maintenance. » 
Les énergies principalement développées par le groupe sont l’éolien, le solaire et plus minoritairement 
les installations hydroélectriques et marines. Jusqu’à aujourd’hui, l’entreprise a installé 800 MW 
d’éolien et 200 MWc de panneaux photovoltaïques. Par ailleurs, le groupe détient un portefeuille de 
production de 215 MW toutes énergies confondues. VALOREM est présent en France métropolitaine, 
DOM et à l’étranger : Guadeloupe, Haïti, Finlande, Maroc, Ukraine et Roumanie. 
Au sein de l’entreprise, c’est le service Développement France qui est en charge du développement 
des projets de parcs d’énergies renouvelables en France. Ce métier est particulièrement complexe 
dans la mesure où des enjeux macro (politiques, sociétaux…), meso (économie de projet, financement, 
juridique, géographique…) et micro (techniques, technologie…) sont entrelacés et la composante 
sociale est loin d’être négligeable. Ainsi, les chargés d’affaires sont quotidiennement confrontés aux 
réactions du système sociétal face à la transition énergétique.  
Le développement de projet chez VALOREM est découpé en plusieurs phase (Figure Int - 1) afin de 
naviguer à travers les différentes couches macro, meso et micro. 

















Tout d’abord le service Prospection de l’entreprise identifie les terrains sur lesquels un projet peut être 
monté. En phase 1, les verrous fonciers, technico-économiques et environnementaux sont identifiés 
comme non rédhibitoires pour la réalisation du projet. Vient ensuite la phase d’étude du projet (phase 
2) au cours de laquelle l’évaluation de l’impact environnemental et la préparation des dossiers 
d’autorisation sont réalisés. La phase 3D concerne le dépôt des demandes d’autorisation tandis que la 
phase 3S correspond au suivi de l’instruction des dossiers et des éventuels recours. Une fois les 
autorisations obtenues, la recherche de financement auprès des banques et investisseurs est lancée 
(phase 4F). Enfin, en dernière étape, le projet est construit puis exploité.  
Afin d’anticiper les nouvelles problématiques amenées par la transition énergétique, un nouveau 
service a été créé en 2016 : la Direction des Marchés et Systèmes Electriques (DMSE) qui intervient en 
phase 2. Il doit mettre en œuvre des solutions techniques pour le développement et la gestion en 
temps réel d’HRES. Ce service doit aussi offrir une expertise sur la valorisation de la production 
électrique sur les marchés.  
Les enjeux de VALOREM : 
Le développement de projets incluant des énergies renouvelables, en particulier le développement 
éolien, est difficile en France du fait de verrous sociétaux forts comme les lobbies (nucléaire, militaire, 
chasseurs…) ou une acceptabilité sociale difficile (méfiance de la population, résistance au 
changement). Face à ces difficultés, l’entreprise est en demande d’outils et de méthodes pour analyser 
le contexte d’insertion des énergies renouvelables, identifier les points bloquants et aider à la mise en 
place de solutions. Du point de vue de la recherche, cela met en lumière la nécessité de modéliser des 
systèmes complexes impliquant la société, l’économie, l’environnement et la technique. L’analyse des 
dynamiques de ces systèmes constitue un des enjeux majeurs. 
Par ailleurs, la transition énergétique fait évoluer le cœur de métier de VALOREM. De nouveaux outils 
sont nécessaires pour effectuer les études d’installation hybrides en phases 1 et 2 de la Figure Int-1. 
Ils doivent permettre notamment le dimensionnement et la conception du système de pilotage en 
temps réel de l’HRES. L’entreprise possède déjà l’expertise nécessaire pour le pilotage d’HRES mais a 
besoin d’acquérir un outil de dimensionnement en phase d’avant-projet afin d’identifier des 
opportunités. En termes de réalisation, cela soulève un enjeu de modélisation fort puisqu’il faut être 
suffisamment générique pour pouvoir s’appliquer à toutes les formes de HRES. 
Le département Procédés et Systèmes Industriels du Laboratoire de Génie Chimique de Toulouse : 
D’un point de vue académique la thèse a été réalisée au sein de l’équipe Procédés et Systèmes 
Industriels (PSI) du Laboratoire de Génie Chimique de Toulouse (LGC). Ce département est axé sur le 
développement d’outils et de méthodologies pour la conception et l’exploitation de systèmes de 
production. L’approche développée dans ce département (approche PSE en anglais pour Process et 
System Engineering) est centrée sur la modélisation systémique des objets d’étude et s’attache 
particulièrement à prendre en compte les aspects environnementaux, sociétaux et humains en plus 
des aspects technico-économique. L’activité du département est donc particulièrement adaptée pour 
répondre aux deux enjeux de VALOREM. 
Le déroulé de la thèse : 
Cette thèse nous fera naviguer dans l’environnement VALOREM via les deux services précédemment 
présentés : le Développement France et la DMSE. Grâce à l’approche IDM, introduite dans l’avant-
propos, nous pouvons articuler la thèse entre une vue conceptuelle du métier de développement et 





Le manuscrit s’articule autour des deux objectifs :  
- Partie A : analyse des systèmes sociotechniques en transition (Figure Int - 1) 
Ce premier objectif s’inscrit au niveau méta-méta-modèle de l’échelle de modélisation qui s’appuie 
sur le métier du Développement France de VALOREM. Nous commencerons par une brève analyse 
bibliographique, puis nous décrirons les méthodes et outils utilisés (Chapitre A.1). Nous 
continuerons par la définition d’un cadre conceptuel pour l’analyse des projets d’aménagement 
du territoire, suivis de la présentation de cas illustratifs (Chapitre A.2). Enfin, nous terminerons par 
esquisser une implémentation logicielle pour le suivi en temps réel et le pilotage de projet en 
développement. Conscient des limites opérationnelles de notre proposition, nous avons décidé 
d’adopter une vision plus technique, sur les énergies renouvelables. 
 
Figure Int - 1 : Schéma du déroulé de la thèse partie A 
- Partie B : développement d’un prototype d’outil d’aide à la conception d’installations hybrides 
d’énergies renouvelables (Figure Int - 2) 
Ce deuxième objectif concerne les niveaux méta-modèle et modèle. Nous nous appuierons sur les 
métiers du service DMSE de VALOREM. Comme précédemment, nous commencerons par 
présenter notre positionnement par rapport à la littérature ainsi que les méthodes et outils 
employés dans cette partie (Chapitre B.1). Nous ferons ensuite la proposition d’un prototype 
d’outil de dimensionnement de centrale hybride que nous appliquerons sur des cas d’étude 
(Chapitre B.2). Pour ces deux dernières parties, nous resterons au niveau tactique car l’outil final 
a pour vocation d’offrir une aide à la décision (Chapitre B.3) (le niveau opérationnel concernant 
plutôt la gestion temps réel des HRES).
 Partie A : Analyse de systèmes sociotechniques en transition 
Chapitre A.1 : Méthodes, outils et bibliographie Chapitre A.2 : Cadre conceptuel pour les projets 






Figure Int - 2 : Schéma du déroulé de la thèse partie B 
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Partie B : Contribution à la transition énergétique – un outil d’aide à la conception d’installation de 
production renouvelable 
Chapitre B.1 : Méthodes, outils et 
bibliographie 
Chapitre B.2 : Prototype d’un outil de 
dimensionnement de centrales hybrides 











Partie A : Introduction 
__________ 
 
Les pƌojets d’aŵĠŶageŵeŶt du teƌƌitoiƌe soŶt Đoŵpleǆes, ŵġlaŶt des ƋuestioŶs soĐiĠtales, 
eŶviƌoŶŶeŵeŶtales et ĠĐoŶoŵiƋues.  S’assuƌeƌ de leuƌ viaďilitĠ est uŶ dĠfi de taille Ƌue seule uŶe 
approche globale peut relever. Dans cette première partie du manuscrit, nous décrirons les méthodes 
et outils existants Ƌui viseŶt à Ġvalueƌ la duƌaďilitĠ d’uŶ pƌoĐessus de dĠveloppeŵeŶt ;Chapitƌe A.ϭͿ. 
Nous verrons que les connaissances existantes segmentent les domaines et nous proposerons donc un 
outil d’aŶalǇse pouƌ le suivi et l’ĠvaluatioŶ de tels pƌoĐessus ;Chapitƌe A.ϮͿ. EŶfiŶ, Ŷous esƋuisseƌoŶs 
















Méthodes, outils et bibliographie 
__________ 
 
Ce chapitre présente une revue de la littérature concernant les méthodes et outils employés dans 
différents domaines pour évaluer la soutenabilité d’un produit, d’un service ou d’un processus. Nous 
nous positionnons ensuite par rapport à l’existant et nous présentons les outils utilisés dans notre 















Crédits icônes : The Noun Project, Designers : livre – 2007 ruli, outils – Becris, methods – i cons. 




I. Revue de la littérature 
 
Parmi les trois piliers du développement durable (économie, société, environnement) l’aspect sociétal 
est le plus difficile à intégrer dans un projet d’ingénierie. Les parties prenantes concernées par un 
projet d’ingénierie sont nombreuses : consommateurs, chef d’entreprise en charge du projet, 
ingénieur projet, opérateurs, les riverains, les personnalités politiques locales, les associations 
environnementales, etc… Ces parties prenantes sont intrinsèquement différentes en termes de milieu, 
qualifications, rôle et pouvoir, ce qui complique les interactions et les prises de décisions. Dans le 
contexte académique, où l’interdisciplinarité est fortement encouragée, les équipes interdisciplinaires 
sont difficiles à constituer et à diriger. Concernant le contexte industriel, si l’avis du consommateur est 
étudié avec attention, l’implication des parties prenantes n’est pas une pratique très courante. 
Pourtant, certains en ont identifié le besoin, «(trad.) Transmettre l’avis du consommateur dans le 
développement d’un produit est un autre enjeu qui n’est pas automatiquement résolu par la 
participation de celui-ci » (Heiskanen et al., 2005). Par ailleurs, certaines catégories de parties 
prenantes ne sont pas systématiquement impliquées (ou marginalement), bien qu’elles puissent être 
impactées. Par exemple, les riverains d’un projet d’aménagement du territoire ne sont uniquement 
consultés qu’au moment de l’enquête publique. Souvent, ils s’y opposent fermement, ce qui conduit 
à des retards voir à l’annulation du projet.  
De nombreuses recherches tentent alors de surmonter ces difficultés, à titre d’illustration, prenons les 
travaux sur les systèmes bio-énergétiques. Ce sont des systèmes complexes particulièrement 
intéressants à étudier dans la mesure où ils impliquent des parties prenantes très variées : agriculteurs, 
ingénieurs, consommateurs… En particulier, les bio-raffineries sont largement étudiées dans la 
littérature (Miret et al., 2016; Yue et al., 2014). Buchholz et al. (2009b) déclarent que les systèmes bio-
énergétiques soutenables « (trad.) … sont par définition, intégrés dans un contexte social, économique 
et environnemental et dépendent de l’implication d’une variété de parties prenantes ayant des 
perspectives différentes». Nous retrouvons dans les projets d’aménagement des territoires cette 
complexité notamment, pour les projets portant sur des installations d’énergies renouvelables. 
Buchholz et al. (2007) rappellent que la modélisation des aspects sociétaux, économiques et 
écologiques d’un système bio-énergétique requiert de définir des critères appropriés pour évaluer leur 
soutenabilité. Afin de pratiquer une ingénierie soutenable, Azapagic et al. (2016) élargissent le discours 
et proposent d’utiliser la « pensée analyse de cycle de vie » conjointement à un processus d’aide à la 
décision.  
Le choix de critères de soutenabilité appropriés est bien documenté dans la littérature (Buchholz et 
al., 2009a; Dale et al., 2013). Toutefois, nous remarquons qu’il est difficile d’en définir de manière 
univoque et les critères proposés sont parfois difficiles à implémenter (Azapagic and Perdan, 2014). 
Afin d’illustrer le propos, Buchholz et al. (2009a) ont demandé à des experts de classifier 35 critères de 
soutenabilité. Les douze premiers sont donnés dans le Tableau ChA.1 - 1. 
  




Tableau ChA.1 - 1 : Classement des critères de soutenabilité tiré de (Buchholz et al. 2009a) 
Rang Critères Nature Fiabilité Applicabilité 
1 Emission de gaz à effet de serre Environnemental 2.17 2.33 
2 Equilibre énergétique Environnemental 2.39 2.51 
3 Protection des sols Environnemental 2.07 2.23 
4 Participation des parties prenantes Social 1.95 1.98 
5 Gestion de l’eau Environnemental 2.00 2.12 
6 Consommation des ressources naturelles Environnemental 1.86 2.02 
7 Viabilité micro-économique du projet Economique 2.30 2.46 
8 Respect des lois Social 1.95 2.13 
9 Protection de l’écosystème Environnemental 1.95 1.98 
10 Contrôle des critères de performances Social 2.02 2.12 
11 Sécurité alimentaire Social 1.79 1.91 
12 Gestion des déchets Environnemental 2.23 2.39 
 
Les auteurs ont définis l’applicabilité d’un critère comme la possibilité de lui associer une échelle ainsi 
qu’une unité de mesure et les données nécessaires au calcul sont faciles à obtenir. Ils définissent aussi 
la fiabilité par le fait que l’incertitude sur le critère est faible et la mesure de ce dernier est 
reproductible. Les auteurs ont demandé aux experts de donner une note sur une échelle de trois (0 
étant faible et 3 étant fort) pour qualifier les critères en termes d’applicabilité et fiabilité. 6 des critères 
sur 12 voient au moins l’un des qualificatifs noté en dessous de 2 (cf Tableau ChA.1 - 1) ce qui est un 
obstacle à leur utilisation. Pour résoudre ce problème Dale et al. (2013) donne une sélection de 16 
indicateurs revendiqués comme applicables car ils se définissent sans ambiguïté. Ils incluent 8 
indicateurs sociétaux répartis entre : le bien-être social (emplois, revenus, sécurité au travail et sécurité 
alimentaire) et l’acceptabilité sociale (opinion publique, transparence, implication effective des parties 
prenantes, risque de catastrophe).  
Les méthodes d’Analyse Multi-Critères (AMC) aident à classifier les solutions selon plusieurs de ces 
critères. Buchholz et al. (2007) recommandent d’utiliser les AMC pour implémenter des modèles 
d’évaluation de soutenabilité avec une approche participative. Il existe plusieurs niveaux d’implication 
des parties prenantes :  
- L’information : les parties prenantes sont informées du projet mais n’ont pas la possibilité de 
donner leur avis.  
- La consultation : les parties prenantes donnent leur avis seulement à titre consultatif 
- La concertation : les parties prenantes sont activement impliquées dans une des étapes de la 
démarche de modélisation. Buchholz et al. (2009b) remarquent que « (trad.) Dans un 
processus de décision assisté par AMC, les parties prenantes peuvent être impliquées à 
différents niveaux du processus : (i) construction du modèle et choix des critères, (ii) sélection 
et description des scénarios, (iii) pondération des critères, (iv) classement des scénarios » et 
ils comparent comment cela est réalisé dans quatre outils d’AMC connus. Dans cette optique, 
Souchère et al. (2010) implique les parties prenantes à l’étape i) de la construction d’un jeu de 
rôle autour du ruissellement érosif d’un bassin versant, Cherni et al. (2007) propose le modèle 
SURE qui inclus les parties prenantes aux étapes iii) et iv) précédemment évoquées et Hossard 
et al. (2013) met en œuvre l’implication des parties prenantes dans l’étape iv) pour la gestion 
d’une maladie touchant les récoltes de colza. Enfin, Mendoza and Prabhu (2005) suggèrent de 
combiner les outils d’AMC et les méthodes de modélisation participative pour inclure les 
parties prenantes dans la première étape. 
- La co-construction : les parties prenantes sont impliquées du début à la fin de la démarche de 
modélisation. Campo et al. (2010) montre comment il est possible d’impliquer les parties 




prenantes dans l’ensemble du processus de modélisation grâce à la démarche ComMod 
(ComMod, 2005; Etienne, 2014). Tardivo (2016) met en œuvre une co-construction d’un 
modèle pour mener une réflexion autour de la durabilité des systèmes agricoles sur le plateau 
de Valensole dans le sud de la France. 
Scott et al. (2012) fait la revue des méthodes d’Aide à la Décision Multi-Critère (ADMC) dans 57 
publications portant sur les systèmes bio-énergétiques. La répartition des publications est illustrée sur 
la Figure ChA.1 - 1. 
Figure ChA.1 - 1 : Répartition des publications étudiées par Scott et al. (2012) 
Environ 72% des articles traitent de l’optimisation de systèmes, 13% concernent des interviews 
qualitatives de parties prenantes « (trad.) pour se concentrer sur l’identification des critères à succès 
et la collecte de l’avis de parties prenantes clés » (Scott et al., 2012), et 15% s’attachent à prédire les 
futurs schémas de développement des énergies renouvelables ou d’utilisation de l’énergie. 
Concernant le champ des applications, environ 40% des papiers traitent de choix technologiques, 25% 
portent sur les décisions politiques (soit pour en mesurer l’impact, soit pour faire des 
recommandations), et 21% concernent les critères de soutenabilité. Parmi ces publications, neuf 
d’entre elles utilisent des critères pour sélectionner et comparer des alternatives technologiques.  
La tendance observée par Scott et al. (2012) sur l’importance de l’optimisation de technologie pour les 
systèmes bio-énergétiques se retrouve dans d’autres domaines : que cela soit pour concevoir et 
dimensionner une centrale de production hydro-éolienne (Bueno and Carta, 2005), pour la gestion 
intelligente de l’énergie dans une installation photovoltaïque/éolienne/stockage électrique et 
hydraulique (Zaibi et al., 2014) ou encore pour la conception de bio-raffineries (Geraili et al., 2014). 
En adoptant une approche type Génie des procédés et des systèmes (Process and Systems Engineering 
(PSE)), Garcia et You (2015) ont étudié la conception optimale de la chaîne d’approvisionnement de 
systèmes bio-énergétiques. Ils font le bilan des propositions précédemment évoquées et mettent en 
lumière trois enjeux cruciaux pour le développement de projets d’énergies renouvelables (Garcia and 
You, 2015; Yue et al., 2014) :  
 




- Enjeux multi-échelles : nécessité de modéliser le flot d’information à des échelles spatiales et 
temporelles multiples pour réaliser une optimisation simultanée sur les deux échelles, tout en 
comprenant et analysant l’effet des incertitudes associées. Cela implique l’utilisation 
d’algorithmes efficaces et de disposer de ressources de calcul importantes. 
- Enjeux multi-objectifs et durabilité : ils requièrent de définir des critères appropriés selon les 
trois piliers du développement durable et de s’intégrer dans une logique de cycle de vie. 
- Enjeux multi-acteurs : ils soulèvent la question de la participation adéquate des parties 
prenantes, c’est-à-dire au moment opportun dans le processus de développement et avec les 
outils appropriés. 
Sur l’ensemble de ces enjeux l’interdisciplinarité est nécessaire. La difficulté majeure réside dans le fait 
que les approches, les concepts et les méthodes des différents domaines sont intrinsèquement 
différents. 
Dans les sciences sociales, la plupart des travaux relatifs aux projets d’ingénierie s’attachent à qualifier 
l’acceptabilité d’objets techniques ou technologiques après qu’ils aient été conçus. Par exemple, 
Phillips-Bertin et al. (2015) mesurent l’acceptabilité des véhicules électriques ou encore Baud and 
Couturier (2015) traitent de l’acceptabilité des nouveaux bâtiments intelligents. Toutefois, le véritable 
défi réside dans l’étude de l’acceptabilité en temps réel au cours du processus de développement. Par 
conséquent, des méthodes pour faciliter les processus participatifs ont été proposées, comme par 
exemple la méthode ESTEEM qui a pour but de gérer l’acceptabilité sociale dans les projets d’énergies 
renouvelables (Raven et al., 2009). Un autre exemple est la démarche ComMod (ComMod, 2005; 
Etienne, 2014) qui consiste à traiter une question complexe collectivement. Dans cette démarche, des 
acteurs de domaines et de pouvoir de décision variés sont réunis pour partager leur point de vue sur 
la question à traiter. L’implication de chacun des acteurs est faite de manière égalitaire (un acteur avec 
plus de pouvoir ne doit pas pré pondérer dans les discussions). L’objectif est de créer un modèle co-
construit du sujet traité afin de partager les connaissances et éventuellement modifier les 
comportements entre acteurs. La méthode de modélisation d’accompagnement ARDI (acteurs, 
ressources, dynamiques, interactions) (Etienne et al., 2008) résulte de cette démarche. Dans un 
premier temps, le collectif liste les acteurs et les ressources du système étudié. Enfin grâce à un jeu de 
rôle les dynamiques et interactions au sein du système sont mises en perspective. Nous remarquons 
que les quatre étapes de la méthode ARDI sont proches de celles des recommandations du standard 
ISO 19440 pour modéliser les entreprises (ISO/DIS19440.2, 2005) : organisation (structure de 
l’entreprise), ressources (ressources et potentiels exploitables), fonction (processus et événement) et 
information.  
Dans les sciences d’ingénierie, la soutenabilité doit être modélisée mathématiquement et quantifiée. 
Par exemple, Sharma et al. (2013) considèrent les parties prenantes au travers de variables 
quantifiables impactant la chaîne d’approvisionnement d’une bio-raffinerie. Ils font le lien entre la 
satisfaction du consommateur et la finalité de production ainsi que l’objectif des investisseurs (avoir 
un minimum de retour sur investissement) et les besoins des agriculteurs (avoir une source fiable de 
revenus). Nous pouvons lire, dans une review de Boix et al. (2015), que plusieurs alternatives ont été 
proposées pour considérer le degré de satisfaction des parties prenantes. Notamment, les bénéfices 
sociétaux des bio-raffineries sont quantifiés par leur création directe (Santibañez-Aguilar et al., 2014; 
You et al., 2012) ou indirecte (Miret et al., 2016) d’emplois.  
Comme énoncé précédemment, les parties prenantes éprouvent des difficultés à s’accorder sur la 
définition du problème et sur l’évaluation des résultats. C’est pourtant un des objectifs de ComMod 
(ComMod, 2005; Etienne, 2014). Récemment, de nouvelles solutions ont émergé : Dowling et al. (2016) 
optimisent la localisation géographique d’un établissement en introduisant le concept de valeur-




conditionnelle-au-risque afin de choisir une solution du front de Pareto sans se confronter à l’avis 
biaisé des parties prenantes. Par ailleurs, des solutions ont été proposées en ingénierie des systèmes 
pour minimiser l’ambiguïté dans la définition d’un cahier des charges. Les cadres les plus efficaces sont 
construits pour assurer l’alignement stratégique sur toute l’échelle de décision de l’entreprise et 
favorisent ainsi la réalisation concrète des décisions en cohérence avec l’échelle de modélisation 
(Vernadat, 2002). Pour ce double objectif, les concepts de l’IDM et les langages formels, comme le 
standard ISO 19440 cité plus haut ou encore le Unified Modelling Language (UML), sont des outils 
appropriés (Perez et al., 2008). Par exemple, Hung et al. (2008) ont utilisé les concepts de l’IDM afin 
de proposer un cadre permettant de dépasser les difficultés de la nécessaire interdisciplinarité en 
phase de conception de produit. La proposition permet de prendre en compte la diversité des acteurs 
impliqués dans le processus de façon à traduire dans un cahier des charges les besoins du 
consommateur et les requis techniques grâce à des techniques de Déploiement des Fonctions Qualités 
(en anglais Quality Funciton Deployment QFD). Le QFD a été développé au Japon dans les années 1960. 
C’est une technique qui permet de transformer les exigences du marché (autrement dit des 
consommateurs) en requis techniques sur toutes les étapes du processus de développement du 
produit grâce à un cadre intégré sous forme de matrice des exigences. De plus, les auteurs offrent des 
solutions pour la planification de la conception de produit et la réalisation de business plan grâce à la 
représentation en Matrice de Structure de Représentation (MSR). La MSR est une matrice générique 
qui offre une vision compacte et visuelle d’un système complexe. Chaque élément constituant est 
placé sur une ligne de la matrice et une colonne. Ainsi en parcourant une ligne le lecteur peut connaitre 
l’interaction de cet élément avec les autres.  
Dans la même optique, plusieurs auteurs ont développé des méthodologies multi-couches pour la prise 
de décision sur des sujets variés comme la conception de produits chimiques durables (Heintz et al., 
2014), la conception de systèmes de production d’énergies renouvelables (Geraili et al., 2014), ou 
encore de bio-raffineries (Sharma et al., 2013). La méthodologie de Heintz et al. (2014) implique les 
parties prenantes à plusieurs étapes. Elle suit le processus de prise de décision de Simon, (1960) : dans 
un premier temps une phase d’intelligence recueille les informations pertinentes pour construire 
l’arbre des exigences, puis une phase de conception permet de concevoir un panel de produits 
chimiques. Lors de la phase de choix, des experts choisissent la solution la plus appropriée et enfin une 
phase d’implémentation lance la fabrication. Le cadre de Heintz est défini grâce aux langages formels 
UML et Business Process Modelling Notation (BPMN) qui permettent de décrire un sujet de manière 
normé. UML inclut une multiplicité de point de vue sur le sujet étudié allant de la représentation de sa 
structure à son comportement en passant par sa fonction. Le BPMN est un langage plus ciblé que l’UML 
dans le sens où il permet uniquement de représenter un processus de manière normée. Heintz utilise 
aussi des langages non ambigus comme Semantics of Business Vocabulary and Rules (SBVR) (OMG, 
2017) et Object Constraint Language (OCL) (OMG, 2014) pour exprimer les préférences des 
consommateurs ainsi que les besoins des concepteurs dans l’établissement du cahier des charges. Les 
langages courants comme le français peuvent être qualifiés d’ambigus dans le sens où, pour une même 
phrase, plusieurs interprétations sont possibles. A l’inverse, un langage non ambigu est un langage 
formalisé sous forme de pseudo code pour lequel l’interprétation d’une phrase est unique. SBVR est 
un formalisme qui permet d’écrire sous forme de phrases intelligibles des règles à respecter, par 
exemple dans un cahier des charges, de manière normée. OCL est quant à lui un langage formel à 
l’interface entre le langage naturel et le langage informatique. Il permet d’écrire des contraintes sous 
forme de pseudo code non ambigu. Dans Heintz les acteurs des différents niveaux de hiérarchie de 
l’entreprise sont aussi impliqués pour respecter l’alignement vertical des niveaux décisionnels. Ces 
acteurs expriment alors l’opinion des niveaux stratégiques, tactiques et opérationnels sur ce que serait 




un produit final approprié. Par la suite, les experts sont consultés pour choisir la meilleure alternative. 
SBVR et OCL sont ainsi utilisés pour formaliser de manière claire les opinions des différents acteurs. 
En résumé,  le Tableau ChA.1 - 2 rassemble l’ensemble des publications dont nous venons de discuter. 
De notre point de vue, ce qui semble manquer est une approche holistique qui rassemble les 
connaissances expertes dans les domaines social, environnemental, économique, technique et qui 
serait suffisamment générique pour s’appliquer à tout type de processus de développement. Dans le 
chapitre A.2 nous faisons une proposition en ce sens, en définissant un cadre conceptuel pour les 
projets d’aménagement du territoire. Dans le Tableau ChA.1 - 2 nous comparons notre proposition aux 
approches précédemment évoquées. Parmi ces dernières, la plupart des travaux concernent 
l’évaluation de la soutenabilité de technologies ou de produits (en faisant l’inventaire de critère, en 
utilisant des AMC ou encore des ADMC). D’autres proposent des optimisations multi-objectifs pour la 
conception durable. Enfin, certains papiers traitent de processus participatif pour assurer un processus 
soutenable. Seules les approches de Buchholz et al. (2007), Heiskanen et al. (2005) et Raven et al. 
(2009) concernent un processus de développement. Notre proposition diffère de ces dernières dans 
le sens où elle se veut plus holistique et conceptuelle. Dans la partie suivante nous allons décrire plus 
en détail les méthodes et outils employés dans notre proposition.  




Tableau ChA.1 - 2 : Classification de la littérature 
Auteur 
Sujet 
Méthode et outils 
Point de vue 
Processus de 
développement 











Dans l’optique d’une 
co-construction 
oui oui oui 
Azapagic, et al., 2016    oui oui 
LCA 
DM 
Production d’énergie  oui oui oui 
Buchholz, et al., 2009a  oui  oui oui MCA Bio-energie     
Buchholz, et al., 2009b     oui Inventaire de critère Bio-energie  oui oui oui 
Buchholz, et al., 2007 oui    oui MCA Bio-energie 
Dans l’optique d’une 
co-construction 
oui oui oui 





  oui  
Cherni, et al., 2004     oui 
MCA 
DM 
Système d’énergie  oui oui oui 
Dale, et al., 2013     oui Inventaire de critère Bio-energie  oui oui  
Etienne, et al., 2008  oui    ARDI  Co-construction    
Garcia, et al., 2015  oui oui   - Chaine logistiquet     
Gerailli, et al., 2014  oui oui   LP, NPV, simulation Energie renouvelable   oui  
Heiskanen, et al., 2005 oui    oui 
Usage et test 
consommateur 
Produit durable Concertation    
Huber, et al., 2010 and 
2013 
    oui 
Politique, bien-être, 
coût bénéfice 
Energie éolienne  oui   
Mendoza, et al., 2005     oui MCA, SWOT  Concertation  oui oui 






 oui oui oui 
Philips-Bertin, et al., 
2015 
    oui 
Méthode des 
scénarios 
Véhicule électrique  oui   









Bio-raffineries  oui oui oui 
Scott, et al, 2012     oui MCA      
Sharma, et al., 2013   oui   MILP Bio-raffineries Concertation  oui  






 oui oui oui 
UML – Unified Modelling Language, MILP – Mixed integer Linear Programming, MINLP – Mixed Integer Non Linear Programming, LCA – Life Cycle Assesment, LCC – Life Cycle Cost, MCA- Multi criteria analysis, LP – Linear programming, NPV – Net 
Present Value, SWOT – Strength Weakness Opportunities Threats, DM – Decision Making 




II. La boîte à outils 
 
II.A. L’Ingénierie Dirigée par les Modèles  
Dans le chapitre suivant nous faisons la proposition d’un cadre conceptuel pour le développement de 
projets d’aménagement du territoire. De tels projets sont par essence complexes et peuvent être vu 
comme une séquence d’activité formant un processus. Sous l’angle de vue du département d’accueil 
de la thèse (PSI), cette complexité peut se traduire par la résolution d’un problème multi-objectifs 
encapsulé dans une méthode d’aide à la décision (Boix et al., 2015; Garcia and You, 2015). Pourtant, 
la démarche consistant à sélectionner la meilleure solution technico-économique doit être dépassée. 
Généralement, la résolution de ces problèmes implique de considérer comme contraintes réductrices 
les aspects sociétaux et environnementaux.  
Nous partons du principe que les processus de développement doivent être menés en bonne 
intelligence avec la diversité des enjeux que sont l’inclusion des parties prenantes, la préservation de 
l’écosystème ainsi que le bon sens économique et technique. C’est pourquoi nous adoptons une 
démarche IDM. En IDM, la complexité d’un problème est approchée en considérant différents niveaux 
d’abstraction sur les échelles de modélisation, décision et métier (cf. Avant-Propos). Cela permet ainsi 
de créer une cohésion entre ces trois échelles où s’entremêlent les enjeux précédemment cités. 
 
II.B. La notion de système 
Dans la lignée de Von Bertalanffy (Von Bertalanffy, 1968), la notion de système que nous utilisons est 
définie comme un ensemble d’agents structuré, organisé, auto-organisé et régulé, où l’information 
et/ou l’énergie et/ou la matière peuvent être échangées entre les éléments constitutifs du système ou 
avec son environnement extérieur. Un agent est une entité possédant un comportement qui lui est 
propre. Par ailleurs, nous appelons Système Global un lieu/une entité où un projet d’ingénierie est en 
cours. Le Système Global étudié est un projet d’aménagement du territoire : construction d’un 
bâtiment, d’un aéroport, d’un barrage, d’une centrale de production d’énergies renouvelables, etc… 
Pour qualifier correctement un Système Global les notions suivantes doivent être renseignées : 
1) Objectif(s) du projet, limite(s) physique(s) et temporelle(s) 
2) Facteurs sociaux  
a) Parties prenantes 
b) Culture et histoire du lieu d’implantation 
c) Politique locale et globale 
d) Législation et réglementation 
3) Economie 
a) Activité économique locale 
b) Financement 
c) Marchés globaux 
4) Ressources et moyen de production 
a) Chaîne logistique – matériaux brute, énergie, déchets… 
b) Choix technologiques et technologies employées 
5) Facteurs territoriaux 
a) Géographie locale, urbanisation 
b) Géomorphologie – montagne, reliefs, rivières, lacs… 
c) Climat – vent, soleil, pluie… 




Certaines de ces caractéristiques sont éloignées des préoccupations habituelles d’un ingénieur mais 
sont indispensables pour la bonne conduite du projet.  
 
II.C. Le standard ISO 19440:2005 
L’organisation internationale de standardisation (ISO) propose un standard de représentation d’une 
entreprise (ISO/DIS19440.2, 2005). Cette dernière étant un système complexe, il convient d’adopter 
plusieurs points de vue pour la décrire de manière holistique. Selon le standard ISO 19440:2005, quatre 
vues sont nécessaires : deux vues statiques – la première est architecturale et définit les éléments du 
système, la seconde est structurelle et caractérise comment les éléments sont liés ; et deux vues 
dynamiques – la première est fonctionnelle et précise pourquoi le système existe, la seconde est 
comportementale et spécifie comment le système réalise ses fonctions. Dans ce chapitre nous allons 
étendre l’utilisation de ce standard aux projets d’ingénierie. 
 
II.D. Le langage formel UML2 
Le langage UML2 est un langage formel utilisé en informatique pour représenter des systèmes 
complexes de manière graphique et normalisé. Plusieurs diagrammes existent et correspondent 
chacun à un point de vue du standard ISO 19440:2007 précédemment décrit.  
II.D.1. Décrire l’architecture d’un système 
Pour décrire l’architecture d’un système il est possible d’utiliser un diagramme de composant. Un 
composant est un agent qui dispose d’une ou plusieurs interfaces lui permettant de communiquer 
avec un autre composant. Un exemple d’un tel diagramme est donné en Figure ChA.1 - 2. Les 
composants sont symbolisés par des boîtes, les interfaces par des carrés en bout de boîte et leur 
capacité à communiquer par les formes imbriquées entre les boîtes. Nous pouvons voir ici que le 
SCADA (système de communication d’une éolienne) s’interface avec un serveur pour stocker les 
données de production de l’éolienne. 
 
Figure ChA.1 - 2 : Exemple d'un diagramme de composant 
II.D.2. Décrire la structure d’un système 
La structure d’un système peut être représentée grâce à un Diagramme de classes (Figure ChA.1 - 3). 
Les boîtes représentent les classes du système. Une classe est en quelque sorte la définition d’un objet. 
Elle possède des attributs qui la caractérisent et des méthodes qui régissent son comportement. 
Lorsqu’un objet est créé à partir d’une classe, on dit que l’on instancie la classe. 
Un diagramme de classes permet de décrire un système avec différentes couches d’abstraction : la 
classe la plus haute d’une branche est la plus générale, a contrario la classe la plus basse d’une branche 
est la plus spécifique. A titre d’illustration la notion de « système de production d’énergies 
renouvelables » est générale alors qu’une « éolienne » ou « un panneau photovoltaïque » est un 
« système de production d’énergies renouvelables » spécifique. Les classes générales sont appelées 
classes mères et les classes spécifiques sont appelées classes filles.  
Les flèches vides reliant les classes mères aux classes filles sont appelées lien d’héritage et pointent 
toujours d’une classe fille vers la classe mère. Ainsi, en plus de ses propres attributs et méthodes, une 
classe fille hérite de ceux de sa classe mère. Les flèches pleines sont appelées lien de composition et 
 




permettent de décrire comment l’objet se compose. Par exemple en Figure ChA.1 - 3 une éolienne est 
composée de pâles, d’un alternateur et d’un mat. Les flèches simples sont des liens d’association et 
permettent de décrire un lien entre deux classes, par exemple le mat d’une éolienne supporte les 
pâles. Enfin, les flèches pointillées correspondent à des liens de dépendance, ici la taille du mat dépend 
du type d’éolienne.  
Les chiffres présents sur les liens de composition et d’association sont ce qui est appelé la multiplicité. 
En effet, un lien de composition ou d’association peut être appliqué ou non à plusieurs instances. Il 
existe plusieurs types de multiplicité : la multiplicité 1 à 1 (noté 1), la multiplicité 1 à plusieurs (noté 
1..*) et la multiplicité plusieurs à plusieurs (noté *). Le parcourt du diagramme de classe décrit un 
système : pour créer une éolienne nous devons instancier 1 éolienne puis 3 pâles, 1 mat, 1 alternateur 
et 1 SCADA.  
Il est possible de rassembler dans une catégorie un ensemble de classes pour former un paquetage. 
Par exemple, sur la Figure ChA.1 - 3 toutes les classes relatives à une éolienne sont rassemblées dans 
le paquetage « Composants éoliens ». 
 
Figure ChA.1 - 3 : Diagramme de Classe d’une éolienne en UML2 
Le diagramme de classe est ainsi une sorte de canevas à partir duquel il est possible de créer des objets 
réels. Conjointement aux diagrammes de classe, UML2 propose des Diagrammes Objets (Figure ChA.1 
- 4). Ils permettent de décrire les objets créés tout en rappelant à quelle classe ils appartiennent et les 
liens qui existent entre eux. 
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Un objet est représenté par une case avec à l’intérieur le nom de l’objet suivi du signe « :: » puis le 
nom de la classe auquel il appartient. Pour chaque objet créé il faut rappeler la classe mère s’il en 
existe une, comme ici par exemple Eolienne appartient à la classe mère Système de production 
d’énergies renouvelables. Ensuite l’objet E1 appartenant à la classe Eolienne est créé. Sur la Figure 
ChA.1 - 4, 3 pales, 1 mât, 1 SCADA et 1 alternateur sont créés afin de composer l’objet Eolienne E1. La 
relation Mât supporte Pales est également rappelée. 
II.D.3. Décrire la fonctionnalité d’un système 
La vue fonctionnelle d’un système est représentée en UML2 par un diagramme de cas d’utilisation. 
Partant du point de vue de l’utilisateur, ce diagramme décrit l’ensemble des fonctionnalités attendues. 
La Figure ChA.1 - 5 donne l’exemple d’un diagramme de cas d’utilisation pour un logiciel de calcul. De 
même que dans un diagramme de classes, nous retrouvons les liens d’héritage (« utilisateur expert » 
hérite d’ « utilisateur »). Chaque utilisateur possède des actions qui lui sont propres comme par 
exemple un utilisateur doit pouvoir quitter l’application. Dans ce type de diagramme il existe des liens 
d’inclusion qui permettent de préciser une action. Par exemple, « utiliser un projet » consiste en 
pouvoir « choisir un projet », « lancer le calcul » et « obtenir des résultats ». Par ailleurs, il existe des 
liens d’extension comme par exemple le fait de « choisir un projet » est étendu à « créer un projet » 
pour l’ « utilisateur expert ». 
 
Figure ChA.1 - 5 : Exemple d'un diagramme de cas d'utilisation 
II.D.4. Décrire le comportement d’un système 
Les diagrammes d’activité sont employés pour représenter la vue comportementale. Sur la base du 
diagramme de classes de la Figure ChA.1 - 3, nous donnons un exemple de diagramme d’activité 
simplifié d’une éolienne (Figure ChA.1 - 6). Le point vert signifie que le processus commence. Il est suivi 
d’un nœud de décision symbolisé par un losange. Tant qu’il n’y a pas de vent les pâles ne tournent pas. 
A partir du moment où il y a du vent, les pales tournent et le SCADA mesure la production. Le SCADA 
publie alors les données de production (symbolisé par le fichier). Le point rouge marque la fin du 
processus.   
 





Figure ChA.1 - 6 : Exemple de diagramme d'activité 
II.E. Ontologie et moteur d’inférence 
Une ontologie informatique permet de décrire l’état de la connaissance dans un domaine donné. En 
pratique, les concepts liés au domaine de connaissance sont structurés par des liens sémantiques. Par 
exemple, nous savons, qu’a priori, un chat possède deux oreilles et qu’elles sont situées sur le haut de 
sa tête. Ainsi, les concepts de « chat », « oreilles » et « tête » sont reliés par les liens sémantiques 
respectifs « possède deux » et « situées sur le haut ».  
Les ontologies s’implémentent grâce à un langage formel comme Web Ontology Language (OWL). Ce 
langage est interprétable par des moteurs d’inférence, qui sont des composants informatiques 
capables de raisonner sur une ontologie. Dans les faits, il est capable de vérifier la consistance 
sémantique et de créer de nouveaux concepts. Il existe des moteurs d’inférence gratuits comme 
Fact++, ou d’autres payants comme Racer.  
Les ontologies sont notamment utilisées dans le domaine de l’intelligence artificielle. En effet, en 
créant une ontologie de base, il est possible de la « peupler » grâce à un moteur d’inférence. Ainsi, la 




Dans ce chapitre, une revue de la littérature sur les méthodes et outils employés dans le cadre du 
développement de produits, technologies ou projets soutenables a été proposée. Par la suite, nous 
avons décrit les outils que nous utiliserons dans la proposition faite dans le chapitre suivant. Nous nous 
intéressons au processus de développement de projet d’aménagement du territoire et nous proposons 
un cadre conceptuel favorisant le développement soutenable de tels projets. En effet, Buchholz et al. 
(2007) décrivent ce qui est nécessaire « (trad.) pour décider quand, où et comment les systèmes bio-
energétiques peuvent contribuer au développement ». Ils expliquent que « (trad.) nous avons besoin 
d’un outil de planification et d’évaluation ». Ils ajoutent également que cet outil doit être holistique. 
Notre proposition va en ce sens et s’appuie sur les concepts de l’IDM. L’objectif est descriptif et agrège 
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Cadre conceptuel pour les projets d’aménagement du territoire 
__________ 
 
Nous présenterons un cadre conceptuel pour l’analyse des projets d’aménagement du territoire que 
nous illustrerons sur deux cas d’étude. Nous en proposerons ensuite des perspectives. Ce travail a fait 
l’objet de deux publications et les figures en anglais en sont issues :  
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I. La démarche courante de l’ingénieur 
 
Simon, H. (Simon, 1960) présente en 1960 un processus de décision structuré de la manière suivante : 
phase d’intelligence, phase de conception, phase de choix, phase d’implémentation. Ansoff, H. (Ansoff, 
1965) propose, 5 ans plus tard, une classification des décisions selon différents échelons : les décisions 
stratégiques concernent une vision long-terme et déterminent les grandes orientations d’une 
entreprise. Les décisions tactiques sont l’implémentation directe des décisions stratégiques et 
structurent les ressources pour optimiser la performance. Enfin, les décisions opérationnelles 
répondent concrètement aux objectifs fixés et permettent de faire face aux évènements du quotidien. 
La Figure ChA.2 - 1 illustre ces deux propositions.  
 
Figure ChA.2 - 1 : Démarche courante de l'ingénieur (Roth et al., 2017a) 
En 2004, Marquardt W. and Nagl M. (Marquardt and Nagl, 2004), discutent du contexte industriel au 
XXIème siècle et évoquent les contraintes socio-économiques gravitant autour du processus de décision. 
Nous formalisons ce contexte comme un ensemble de planètes et de satellites dont la taille est 
proportionnelle à l’importance accordée par un ingénieur projet. Les parties prenantes sont sur une 
orbite différente des autres, afin de symboliser la prise en compte partielle, ou du moins décorrélée, 
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II. Proposition d’une nouvelle démarche holistique d’ingénierie 
 
II.A. Présentation 
Nous souhaitons transformer la démarche de l’ingénieur, trop souvent centrée sur son expertise, afin 
de la rendre plus holistique. Ainsi, nous proposons un cadre conceptuel créant des liens entre le 
contexte technique d’ingénierie et celui des contraintes socio-éco-environnementales. La Figure ChA.2 
- 1 se transforme alors en un système héliocentrique avec en son cœur le projet d’ingénierie (Figure 
ChA.2 - 2). Cette proposition est inspirée de la méthode ARDI (Acteurs, Ressources, Dynamiques, 
Interactions) (Etienne et al., 2008) développée pour la modélisation d’accompagnement (ComMod, 
2005). Nous y retrouvons les mêmes concepts : le recensement des acteurs impliqués dans le projet - 
sphère « Stakeholders » -, les ressources disponibles dans la sphère «Information », les dynamiques et 
les interactions qui seront représentées dans les vues dynamiques que nous avons définies au chapitre 
A.1 paragraphe II.D.3 et II.D.4 
 






















































Le schéma de la Figure ChA.2 - 2 représente le Système Global (noté Global system) - projet d’ingénierie 
- symbolisé par le cœur des sphères. Le Système Global évolue dans un écosystème de 3 sphères 
appelées respectivement : « Information » (noté Information sur Figure ChA.2 - 2), « Parties 
prenantes » (noté Stakeholders sur la Figure ChA.2 - 2) et « Echelles » (noté Scales sur la Figure ChA.2 
- 2). Chacune des sphères sont des agents, au sens de ce qui a été défini au chapitre A.1 paragraphe 
II.B. Elles agrègent elle-même des agents, symbolisés par des planètes et des satellites dans la sphère 
Information et des personnes dans la sphère Parties prenantes. L’ensemble de ces agents et sous-
agents interagissent entre eux, et font ainsi évoluer le Système Globale.  
Dans la sphère Information nous retrouvons la liste du paragraphe II.B du chapitre A.1 permettant de 
qualifier un Système Global. Le terme Information a été choisi car la sphère agrège l’ensemble des 
informations à recueillir par le développeur de projet.  Les parties prenantes sont volontairement 
extraites de la planète Sociale (noté Social sur la Figure ChA.2 - 2) de la sphère Information et sont 
représentées dans une autre sphère (Parties prenantes), afin de décrire le jeu d’acteur. Les différents 
acteurs d’un projet, de par leurs interactions, bloquent ou orientent le projet dans une direction ou 
une autre. Ainsi, la prise en compte des jeux d’acteurs est cruciale. Enfin, la sphère Echelles décrit le 
développement de projet en termes d’organisation temporelle, de processus de décision et de niveaux 
d’abstraction technique. La distinction entre Parties prenantes et processus de décision est volontaire. 
Nous considérons qu’à partir du moment où une décision a été prise par tout ou partie des acteurs, 
elle persiste indépendamment des personnes et oriente l’évolution du Système Global.   
Chacune des sphères présente quatres couches (notées level sur la Figure ChA.2 - 2) autour du cœur 
Système Global : interne, meso, macro  et externe. Ces différentes couches rassemblent les agents qui 
influent plus ou moins directement sur l’évolution du Système Global. Typiquement, dans le cadre d’un 
projet d’aménagement du territoire la couche interne représente le lieu d’implantation du projet, la 
couche meso est la ville ou l’environnement local du projet, la couche macro concerne le pays, et enfin 
la couche externe agrège, s’il y a lieu, les éléments de contexte internationaux (krach boursier, 
augmentation des prix du pétrole, rupture technologique…). Les limites entre les couches sont non-
matérielles : un agent du niveau macro peut, par exemple, interagir avec un agent du niveau interne 
et inversement. 
A titre d’illustration, l’écosystème du développement de projet d’aménagement du territoire peut 
fonctionner de la manière suivante : en réponse à un besoin formulé par l’agent Urbanisation (noté 
Urbanization sur la Figure ChA.2 - 2) et sous l’impulsion des Riverains (noté Inhabitant sur la Figure 
ChA.2 - 2), le Développeur de projet (noté Project Developper sur Figure ChA.2 - 2) lance le projet et 
rassemble autant que possible les informations de la sphère Information. Pour certaines informations, 
l’implication d’acteurs de différentes couches est nécessaire : les questions d’urbanisation impliquent 
les institutions locales (le Maire, le conseil municipal et la préfecture), les lois impliquent les institutions 
nationales, l’acceptabilité sociale implique les riverains, les associations ainsi que les pour et contre… 
Au fil du projet, des décisions sont prises par le Développeur de projet en concordance avec la stratégie 
d’entreprise ainsi que les choix tactiques et opérationnels. La vie du projet continue jusqu’à la fin de 
vie de l’infrastructure installée. Dans les paragraphes suivants ce nouveau paradigme va être formalisé 
avec le langage UML2 et nous montrerons comment l’utiliser sur deux cas d’étude. 
  




II.B. Formalisation du cadre conceptuel 
La vue architecturale du Système Global se formalise par une liste des agents en jeu (cf. cas d’étude en 
paragraphe III). La vue structurelle du Système Global est représentée sur les Figure ChA.2 - 3, Figure 
ChA.2 - 4, Figure ChA.2 - 5 grâce à un diagramme de classe. La sphère Echelles (noté Scales sur la Figure 
ChA.2 - 3) permet de positionner les différentes échelles (noté Decision level, Project timeline et 
Technological system sur la Figure ChA.2 - 3) dans les couches (noté level sur Figure ChA.2 - 3) macro, 
meso et interne. La structure au sein de la sphère information (Figure ChA.2 - 4) décrit des liens de 
composition entre les agents et les couches (level sur la Figure ChA.2 - 4) auxquelles ces derniers 
appartiennent. Des liens d’héritage ont été ajoutés pour spécifier les termes généraux « Choix 
politique » (noté Political choices sur la Figure ChA.2 - 4), « Climat » (noté Climate sur la Figure ChA.2 - 
4), « Géomorphologie » (noté Geomorphology sur la Figure ChA.2 - 4), etc… et permettre ainsi au 
lecteur de mieux comprendre la signification de ces termes. 
La structure au sein de la sphère Parties prenantes (noté Stakeholders sur la Figure ChA.2 - 5) est plus 
complexe. En plus des liens de composition et d’héritage se trouvent aussi des liens de dépendance et 
d’association. Les liens de dépendance (flèches pointillées) traduisent une relation de méfiance entre 
acteurs : les acteurs en jeu dans la relation ont un regard critique sur le comportement des uns et des 
autres. Typiquement, cela peut être le cas entre un développeur de projet et des riverains soucieux de 
préserver leur cadre de vie. D’autre part, les liens d’association traduisent une relation de confiance 
et/ou partenariat plus ou moins formel entre deux acteurs, comme par exemple entre une association 
et des riverains. La sphère Information variera très peu d’un cas d’étude à un autre, tandis que la 
sphère Parties prenantes sera souvent très différente. 
 
Figure ChA.2 - 3 : Diagramme de classes de la sphère Scales 
  
 





Figure ChA.2 - 4 : Diagramme de classe de la sphère Information (Roth et al., 2017a) 
 





Figure ChA.2 - 5 : Diagramme de classe de la sphère Stakeholders  (Roth et al., 2017a) 
 
 




La vue fonctionnelle est illustrée en Figure ChA.2 - 6 et explicite les intentions du développeur de 
projet. Les quatre étapes du processus de décision de Simon, H. (Simon, 1960) sont présentes et 
classifient les intentions du développeur en fonction des étapes du projet. Sur la Figure ChA.2 - 6 les 
éléments fournis après les étapes du processus de décision de Simon, H. sont donnés uniquement à 
titre illustratif et varieront d’un projet à un autre.  
 
Figure ChA.2 - 6 : Diagramme des cas d'utilisation d'un développeur de projet (Roth et al., 2017a) 
  
 




La Figure ChA.2 - 7 montre le template d’un diagramme d’activité décrivant la vue comportementale 
du Système Global. Le processus de décision de Simon est le guide temporel (axe horizontal). Sur l’axe 
vertical la trajectoire du Système Global passe d’une sphère ou d’un niveau à un autre. L’icône 
document symbolise les documents/données produits durant le processus. Dans les sphères 
Information et Parties prenantes (noté Stakeholders sur la Figure ChA.2 - 7) un attribut « Globale » 
(noté Global sur la Figure ChA.2 - 7) a été ajouté pour traduire l’implication de toute la sphère. Ce 
dernier diagramme sera plus explicite dans les cas d’étude. 
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III. Application sur des cas illustratifs 
 
III.A. Cas illustratif n°1 : la centrale de production hydro éolienne de El Hierro 
III.A.1. Présentation du cas d’étude 
L’île d’El Hierro est située dans l’archipel des Canaries. Elle est devenue célèbre pour son ambition à 
devenir la première île auto-suffisante en énergies renouvelables. Le 27 juin 2014 un long processus 
de développement s’achève par l’inauguration d’une centrale de production hydro éolienne. Gioda, A. 
(Gioda, 2014) a décrit la vie du projet dans un article paru en 2014 dans la revue électronique Vertigo. 
El Hierro, de par son caractère insulaire, est isolée du réseau électrique. Avant 2014, une centrale au 
fioul (propriété espagnole) fournissait l’énergie électrique sur l’île. En 2011, la consommation d’El 
Hierro atteint 44,6 GWh pour une consommation de fioul de 9812 tonnes par an (Godina et al., 2015).  
L’île d’El Hierro est la plus éloignée du continent. Ce n’est pas une destination touristique 
contrairement aux autres îles de l’archipel. Les 11 000 habitants de l’île vivent une vie indépendante 
de l’Espagne continentale. La position stratégique d’El Hierro dans l’Atlantique devient la convoitise 
de l’armée Espagnole qui, dans les années 90, rend publique un projet visant à installer sur l’île une 
base de radar militaire. L’activité économique locale n’étant pas aussi florissante qu’ailleurs dans 
l’archipel, le projet a été présenté comme un tremplin économique. Toutefois, il va à l’encontre de la 
culture indépendantiste de l’île. C’est ainsi que le projet de double transition – écologique puis 
énergétique – fût initié par des acteurs locaux. L’objectif pour El Hierro est de devenir un territoire 
protégé. 
La transition écologique s’est déroulée de 1997 à 2006. En 1997, le gouvernement de l’île publie un 
premier plan de développement durable, dont la dernière mise à jour date de 2006 (ElHierro, 2006). 
Lors de sa rédaction, les habitants de l’île ont été consultés pour exprimer leur opinion sur les questions 
territoriales, sociales, environnementales et technologiques. Par ailleurs, le plan inclut la création 
d’une Réserve Biosphère UNESCO ainsi que d’une centrale de production hydro éolienne. En 2000, El 
Hierro devient Réserve Biosphère de l’UNESCO et est reconnu à l’international comme un modèle de 
développement durable et de conservation de la biodiversité.  
En 2004, la transition énergétique de l’île commence. L’objectif est de devenir indépendant en 
s’affranchissant de la centrale au fioul. La société mixte « Gorona del Viento » est alors créée pour 
concevoir, développer et construire la centrale hydro éolienne. Elle est détenue à 60% par le 
gouvernement d’El Hierro, à 30% par la compagnie électrique espagnole ENDESA UNELCO et à 10% par 
l’Institut Technologique d’El Hierro. En  2007, le coût du projet est estimé à 60,6 millions de dollars 
puis 72,2 millions de dollars en 2009. Finalement, au jour de l’inauguration (2014), le coût total du 
projet s’élève à 89,3 millions de dollars. Gorona del Viento a financé à 60% le projet tandis que le reste 
fût subventionné par l’Espagne et l’Europe. Aujourd’hui, la société est le gestionnaire de la centrale et 
ENDESA UNELCO en est l’opérateur. 
La centrale est composée de 5 éoliennes de 2.3 MW et d’une Station de Transfert d’Energie par 
Pompage (STEP) pour lisser la production éolienne. Le réservoir amont de la STEP à une capacité de 
500 000 m3 tandis que le réservoir aval fait 150 000 m3. Les deux réservoirs sont séparés par une 
conduite forcée de 700 m. Lorsque les éoliennes produisent moins que la demande, les 4 turbines 
Pelton d’une puissance totale de 11,3 MW comblent le déficit en énergie. En cas de surproduction 
éolienne, l’eau du bassin aval est remontée dans le bassin amont grâce à des pompes. L’eau pourra 
ainsi être re-turbinée plus tard lors d’une période déficitaire. La centrale au fioul reste utilisée en 
secours en cas de non production éolienne faisant ainsi une économie de 6000 tonnes de fioul par an 
et 1,8 millions d’euros par an (Godina et al., 2015).  




Bien que l’objectif initial de 100% renouvelable reste une utopie, le projet d’El Hierro est un succès. Il 
est devenu un modèle à l’international, notamment pour sa forte implication des parties prenantes. 
L’incursion espagnole (armée) a été vécue par les habitants d’El Hierro comme une invasion étrangère. 
Ils se sont alors mobilisés contre, soutenus par les pouvoirs locaux. El Hierro a maintenant une image 
positive sur la scène internationale et a pu ainsi préserver son territoire.  
III.A.2. Vue architecturale 
Le Système Global est l’île d’El Hierro pendant ses transitions écologiques et énergétiques de 1997 à 
2014. Le modèle est présenté en Figure ChA.2 - 8. Dans les sphères Information, deux éléments ont 
été ajoutés dans la couche externe de la sphère Information : « Incursion de l’armée espagnole » 
(élément déclencheur) et « Subvention » espagnoles et européennes. 
 








Gioda (Gioda, 2014) a listé les principaux acteurs impliqués dans les transitions d’El Hierro. Au niveau 
interne de la sphère Parties prenantes (Stakeholders) nous retrouvons : 
• Gorona del viento, la société mixte développeur du projet, 
• Gonzola Piernavieja Izquierdo, le directeur scientifique du projet. 
Au niveau meso : 
• ENDESA UNELCO, la compagne d’électricité espagnole qui détient et opère la centrale de 
production hydro éolienne ainsi que la centrale au fioul, 
• Le gouvernement d’El Hierro représenté par son président Tómas Padrón, auparavant 
ingénieur en charge de la centrale au fioul chez ENDESA UNELCO, 
• Don Zósimo, directeur de la protection des forêts d’El Hierro et très impliqué dans la transition 
écologique de l’île, 
• La population locale. 
Au niveau macro : 
• Isidóro Sánchez, en tant que directeur des parcs nationaux des Canaries et député au 
parlement régional des Canaries. 
Au niveau externe : 
• Isidóro Sánchez, en tant que député au parlement européen, 
• The Man and Biosphere Program (MAB) de l’UNESCO qui délivre les labels Réserve de la 
Biosphère de l’UNESCO, 
• Loyola de Palacio, la ministre de l’agriculture espagnole en 1996 nommée à la Commission 
Européenne pour l’Energie et le Transport. De 1999 à 2004, elle fût la première femme Vice-
Présidente de la Commission Européenne. Elle a défendu le projet d’El Hierro sur la scène 
internationale. 
III.A.3. Vue structurelle 
La Figure ChA.2 - 9 donne le diagramme objet en étroite relation avec les diagrammes de classe de la 
Figure ChA.2 - 4, et la Figure ChA.2 - 5. Il se base sur la structure des classes pour représenter les 
instanciations spécifiques du cas d’étude. Sur la Figure ChA.2 - 9, les objets en gris sont les plus 
spécifiques tandis que ceux en gras noirs sont les plus génériques.   















Le Tableau ChA.2 - 1 liste et précise les liens de la sphère Information  et les relations de la sphère 
Parties prenantes (noté Stakeholders sur la Figure ChA.2 - 9). Les liens sont notés L, les relations 
d’association sont notées AS et les relations de méfiance noté DS. 
Tableau ChA.2 - 1: Liste et explications des liens et relations du diagramme objet du cas d'étude d'El Hierro (Roth et al., 
2017a) 
Liens Enjeux Relations Parties prenantes 
L1 réduit Subvention diminue le coût total 
assumé par Gorona del viento 
Relation d’association 
1 (AS1) 
I.Sánchez a plusieurs casquettes 
L2 déclenche L’incursion de l’armée espagnole 
déclenche les transitions 
AS2 I.Sánchez et T.Padrón travaillent 
main dans la main pour la 
transition écologique 
L3 en complète 
opposition 
La culture indépendantiste des 
habitants de l’île joue contre 
l’incursion de l’armée espagnole 
AS3 MAB soutient le projet du 
gouvernement d’El Hierro pour 
devenir Réserve de la Biosphère 
de l’UNESCO 
L4 justifie Pour réduire les coûts, certains 
choix techniques seront préférés à 
d’autres 
AS4 I.Sánchez et Don Zósimo 
travaillent main dans la main 
pour la transition écologique  
L5 justifie Les politiques de gouvernance et 
les lois impliquent certains choix 
techniques 
AS5 Don Zósimo et T.Padrón 
travaillent main dans la main 
pour la transition écologique 
L6 justifie et 
contraint 
Le climat conditionne les choix 
techniques 
AS6 T.Pádron soutient Gorona del 
Viento puisque le gouvernement 
d’El Hierro détient à 60% Gorona 
del Viento 
L7 justifie et 
contraint 
La géomorphologie du lieu 
d’implantation offre des 
opportunités et des contraintes 
AS7 Gonzalo Piernavieja Izquierdo 
apporte son soutien technique à 
Gorona del Viento 
L8 justifie Les besoins en eau sur l’île 
justifient le choix d’un stockage 
hydraulique 
AS8 Loyola de Palacio soutient 
fortement la transition 
énergétique 
L9 contraint Les choix techniques doivent 
permettre de répondre au besoin 
en électricité 
AS9 La population locale supporte le 
projet hydro éolien 
L10 est la cause de  El Hierro a décidé de devenir auto-
suffisant en énergie renouvelable 
Relation de méfiance 
1 (DS1) 
En tant qu’opérateur de la 
centrale au fioul ENDESA 
s’inquiète de perdre des parts de 
marché 
 
La plupart des liens de la sphère Information concernent les choix techniques (L4 à L9) et imposent des 
contraintes sur le projet. Les liens L6 et L7 entre le climat, la géomorphologie et les choix techniques 
sont particuliers, parce qu’ils ne sont pas sous le contrôle des acteurs et induisent des contraintes 
techniques. Typiquement, dans une région très ventée, le choix technique qui s’impose est d’installer 
des éoliennes mais la direction et la vitesse du vent imposent des contraintes techniques sur les 
machines. De la même manière, les rivières et les montagnes créent une opportunité à construire une 
retenue d’eau mais ajoute des contraintes techniques au projet (par exemple le débit de la rivière 
conditionne le remplissage de la retenue).  
Concernant la sphère Parties prenantes un important réseau d’association entre acteurs de toutes les 
couches existe : 
-  Isidóro Sánchez porte différentes casquettes ce qui lui permet d’apporter son soutien sur 
plusieurs couches de l’écosystème. En tant que directeur des parcs nationaux des Canaries, il 
a publié un livre rendant populaire le projet d’El Hierro. Il fût aussi le fils spirituel de Don 
Zósimo (AS5), alors directeur de la protection des forêts d’El Hierro et très actif dans le 
maintien de la biodiversité de l’île. Isidóro Sánchez a exercé un lobby sur la scène 




internationale, grâce à sa casquette de député européen, et a pu recevoir le soutien du MAB 
de l’UNESCO (AS3).  
- La création de la compagnie Gorona del viento fût aussi une action décisive en rassemblant, 
autour de la transition énergétique, différents acteurs locaux comme Tomás Padrón et le 
gouvernement d’El Hierro, ENDESA UNELCO et l’Institut Technologique des Canaries 
représenté par Gonzalo Piernavieja Izquierdo (AS6, AS7 et AS9). Le projet offre à la population 
locale une perspective de développement préservant leur identité, contrairement à ce que 
propose l’armée espagnole. Il confère par ailleurs à El Hierro une image positive sur la scène 
internationale. ENDESA UNELCO est, quant à elle, réticente au projet de prime abord car il 
rentre en conflit avec la position dominante de la compagnie, producteur unique de 
l’électricité d’El Hierro (DS1). Mais la participation d’ENDESA UNELCO au capital de Gorona del 
viento contrebalance le conflit.  
- La position centrale de Tomás Padrón (AS2, AS5 et AS6) doit être soulignée car il se trouve à 
l’interface des deux transitions. Par ailleurs ancien ingénieur chez ENDESA UNELCO, il en 
connait bien le fonctionnement interne, ce qui facilite son jeu d’acteur. 
Le succès d’El Hierro vient principalement du fait que la population locale et les acteurs politiques 
locaux se sont associés autour d’un objectif commun : rester indépendant. Par ailleurs, le soutien de 
Loyola De Palacio a donné une dimension internationale au projet de transition énergétique (AS8). 
Cette transition a été pilotée par Isidóro Sánchez, Tomás Padrón et Don Zózimo, tous trois natifs des 
Canaries. Leur action était donc légitime aux yeux de la population locale.  
III.A.4. La vue fonctionnelle  
La vue fonctionnelle du cas d’étude est une réduction de celle fournie en Figure ChA.2 - 6. L’item 
« réaliser des bénéfices » (« make profits » sur la Figure ChA.2 - 6) est retiré car ce n’était pas l’objectif 
principal. La satisfaction des parties prenantes, en particulier la population locale, a été cruciale pour 
le projet. La Figure ChA.2 - 6 indique une implication des parties prenantes dans toutes les étapes du 
processus décisionnel (lancement de projet, phase d’intelligence, phase de conception, phase de 
choix) ce que nous conservons ici. 
III.A.5. Vue comportementale 
La Figure ChA.2 - 10 décrit les dynamiques du Système Global El Hierro. La phase d’initialisation décrit 
la transition écologique se terminant par l’obtention du label Réserve de la Biosphère de l’UNESCO en 
2000. A l’initiation du projet, le Système Global El Hierro (étiquette n°1) a été perturbé par l’incursion 
de l’armée espagnole (étiquette n°2). Cet événement déclenche une décision stratégique : prendre le 
contrôle de son futur (étiquette n°3) en devenant un modèle de développement durable et changeant 
ainsi l’image internationale d’El Hierro (étiquette n°4). Cette décision a guidé El Hierro tout au long du 
processus de développement.  
Isidóro Sánchez (IS), Don Zósimo (DZ) et Tomás Padrón (TP), en travaillant main dans la main avec le 
soutien de la population locale, ont donné au système l’énergie nécessaire pour avancer (étiquette 
n°5). C’est alors que des décisions tactiques ont été prises : 
- Replanter des espèces endémiques et renforcer les activités économiques traditionnelles 
(étiquette n°6). Ces décisions ont reçu le support de la population locale avide de protéger leur 
culture et leur identité (étiquette n°7). La population a été impliquée dans le processus 
(étiquette n°8), elle a pris des décisions opérationnelles (étiquette n°9) et les a appliquées 
(étiquette n°10). 
- Candidater au label Réserve de la Biosphère de l’UNESCO (étiquette n°11), délivré par le MAB 
(étiquette n°12) en 2000 (étiquette n°13). 




- Devenir auto-suffisant en énergies renouvelables (étiquette n°14) en installant une centrale 
de production renouvelable (étiquette n°15). Cette décision va dans le sens de la culture locale 
autarcique et facilite ainsi son acceptation (étiquette n°16). C’est alors que Gorona del Viento 
est créée en 2004 (étiquette n°17). Un jeu d’acteur impliquant les couches macro (étiquette 
n°20), meso (étiquette n°21) et interne (étiquette n°22) commence pour construire l’arbre des 
exigences (cahier des charges du projet) (étiquette n°18). Un autre jeu d’acteur conduit à la 
conception de la centrale (étiquette n°23). Le climat, la géomorphologie et les problèmes de 
sécheresses favorisent la construction d’une centrale hydro éolienne dont le modèle a été 
publié en 2005 (Bueno and Carta, 2005). En 2008, commence la phase de choix avec 
l’optimisation de la centrale (Bueno and Carta, 2008). Durant la phase de conception (étiquette 
n°24 et 25) et de choix (étiquette n°27 et 28), deux jeux d’acteurs ont eu lieu, impliquant des 
acteurs des couches interne et meso. Les travaux de construction commencent finalement en 
2009 (étiquette n°29) et le processus de développement s’arrête après l’inauguration de la 
centrale en 2014 (étiquette n°30). 
Ce cas d’étude a illustré comment le cadre conceptuel fonctionne et peut être utilisé pour 
cartographier la trajectoire d’un Système Global. En particulier, il permet de cartographier les jeux 
d’acteurs décisifs dans un projet comme El Hierro 





Figure ChA.2 - 10 : Diagramme d'activité du cas d'étude El Hierro (Roth et al., 2017a) 




III.B. Cas illustratif n°2 : le barrage de Sivens 
III.B.1. Présentation du cas d’étude 
Nous présentons le projet du barrage de Sivens (Tarn) qui s’est soldé tragiquement par la mort d’un 
opposant en Octobre 2014. Dans les départements du Tarn et du Tarn-et-Garonne l’agriculture 
intensive (maïs) requiert une forte irrigation qui met en péril le niveau des cours d’eau. A la fin des 
années 60 une solution a été imaginée : stocker de l’eau dans deux barrages, un de 0.9Mm3 à 
Thérondels (en fonctionnement depuis 2010) et un autre de 1.5Mm3 à Sivens sur la rivière Tescou. La 
région subit des étés chauds et secs. Le niveau du Tescou est très souvent en dessous du seuil critique 
à cette période. Le futur projet du barrage de Sivens inondera 41 ha, pour irriguer environ 309 ha au 
bénéfice de 40 agriculteurs. 
Le projet date de 1969, mais au début du 21ème siècle la culture de maïs se réduit et requiert de moins 
en moins d’irrigation et il devient alors moins pertinent. Pourtant, le 8 décembre 2003, l’agence de 
l’eau d’Adour-Garonne (AEAG) approuve le Plan de Gestion de l’Eau (PGE) planifiant la construction du 
barrage. L’appel à projet est lancé par le département du Tarn et prend fin le 4 août 2008. La 
Compagnie d’Aménagement des Coteaux de Gascogne (CACG) est sélectionnée pour développer le 
projet. Le coût est estimé à 8.4 M€. Les médias pointent du doigt l’importance du département du 
Tarn au capital du CACG (70%). Par ailleurs, le comité de pilotage de la compagnie est constitué de 
plusieurs élus du département. Ces mêmes élus sont consultés en étude préliminaire. Ils approuvent 
le besoin d’un barrage et votent le plan de financement.  
En 2009, plusieurs études techniques sont réalisées. Pour compenser l’inondation de 12 ha de la zone 
humide du Testet, la CACG propose en 2010 de restaurer, ailleurs, 19.5 ha de zone humide. Une 
association pro-environnementale est constituée en 2011 : « le collectif Testet ». Elle a pour but de 
protéger la zone humide menacée par le barrage de Sivens. Elle juge ce dernier inapproprié tant sur le 
plan environnemental que financier. De plus, l’association déplore le fait que ce projet de barrage 
renforce l’agriculture intensive et reçoit ainsi l’appui des partis écologistes. En 2012, les institutions 
locales approuvent le projet et le déclarent d’utilité publique. Entre 2012 et 2013, plusieurs expertises 
sont menées par des organisations d’état (le Conseil National de la Protection de la Nature (CNPN) et 
l’Office National de l’Eau et des Milieux Aquatiques (ONEMA)) pour évaluer l’impact sur la faune et la 
flore aquatique. Elles visent aussi à questionner la pertinence des mesures compensatoires sur la zone 
humide. Les deux organismes désapprouvent le projet, le jugeant trop impactant pour 
l’environnement. Toutefois, leur avis consultatif ne pèsera pas dans les décisions.  
En octobre 2013, le permis de construire est validé et l’occupation du site par les zadistes commence 
(ZAD signifie « Zone A Défendre ») (FNE, 2015; LaDepêche, 2015). Le 1er septembre 2014, les zadistes 
sont expulsés et les travaux de défrichement commencent. A la demande des autorités locales des 
forces spéciales sont envoyées sur le terrain. Deux zadistes entament 55 et 61 jours de grève de la 
faim. Les occupants reviennent sur le site et la violence entre les deux camps devient une routine, 
jusqu’à se terminer par la mort d’un des activistes Rémy Fraisse, lors de la nuit du 25 octobre 2014. En 
septembre 2014, le gouvernement demande un rapport et le reçoit le 27 octobre 2014. Il décide de 
geler le projet le 31 octobre 2014, puis l’abandonne le 4 décembre 2015. En 2016, l’état annule 
l’ensemble de la procédure mais un projet d’envergure moindre reste en discussion avec l’ensemble 
des parties prenantes. Le 21 décembre 2017 agriculteurs, associations environnementales et élus 
signent une charte préalable au projet. Dans un article de France 3 région Occitanie il est écrit que « Le 
Conseil Départemental du Tarn rappelle que la volonté de l'Etat est de "co-construire un projet 
exemplaire au niveau de l'impact économique, environnemental en associant le maximum d'acteurs" » 
(France3Occitanie, 2017) 




A l’inverse du cas d’El Hierro, le barrage de Sivens illustre une interaction très limitée entre les parties 
prenantes et la volonté du CACG de développer à tout prix un projet aux bénéfices d’un nombre 
restreint d’acteurs. 
III.B.2. Vue architecturale 
Le Système Global étudié est le projet du barrage de Sivens. La Figure ChA.2 - 11 décrit les agents de 
la sphère Information et Parties prenantes (noté Stakeholders sur la Figure ChA.2 - 11).  
 
Figure ChA.2 - 11 : Schéma du cas d'étude du barrage de Sivens (Roth et al., 2017a) 
Au niveau interne il y a : 
• La CACG dans le rôle du développeur de projet, 
• Le manager technique est un acteur du CACG, et donc nous considérons que cet organisme 
joue aussi le rôle de manager technique. 
 
Au niveau meso nous retrouvons : 
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• Le conseil du département du Tarn, le commanditaire du projet et qui a choisi la CACG 
comme développeur, 
• Une association d’agriculteur qui défend le besoin en irrigation et soutient le projet, 
• Le collectif Testet qui défend la zone humide du Testet et s’oppose au projet, 
• Les zadistes, 
• L’AEAG qui est en charge de vérifier la conformité du projet au regard de la loi. L’agence 
finance aussi 50% du coût total.  
Enfin, au niveau macro : 
• La cour administrative, en charge d’arbitrer le conflit, 
• Le ministère de l’environnement qui ne s’implique que tardivement dans l’arbitrage du 
conflit, 
• CNPN et ONEMA sont les organisations françaises qui ont expertisé le projet en termes 
d’impacts sur la faune et la flore et les ressources en eau, 
• DREAL et DDT sont les organisations françaises qui s’occupent de l’aménagement du 
territoire et procurent une évaluation technique des projets. Leur avis doit être positif pour 
que le permis de construire soit délivré. 
III.B.3. Vue structurelle 
La Figure ChA.2 - 12  montre le diagramme objet correspondant à la Figure ChA.2 - 11 et le Tableau 
ChA.2 - 2 explicite les relations entre les objets de la Figure ChA.2 - 12.  














Tableau ChA.2 - 2 : Liste et explications des liens et relations du diagramme objet du cas d'étude de Siven 
Liens Enjeux Relations Parties prenantes 




La DREAL est favorable au projet 
L2 en opposition (in 
opposition) 
La culture contestaire est en 
opposition avec les choix politiques 
AS2 La DDT est favorable au projet 
L3 peut justifier 
(can justify) 
Le choix politique d’agriculture 
intensive justifie la nécessité de 
construire un barrage 
AS3 Le Conseil de département du 
Tarn et l’association d’agriculteur 
son en association puisque des 
acteurs sont membres des deux 
entités 
L4 justifie et 
contraint (justify an 
constraint) 
La sécheresse implique et justifie le 
choix d’un gros barrage 
AS4 Le Collectif Testet et les ZADIST 
sont en association puisqu’ils 
combattent le même projet   
L5 déclenche 
(trigger) 
Les besoins en eaux des 
agriculteurs déclenchent le choix 
technique  
AS5 AEAG est favorable au projet  
L6 justifie (justify) La présence d’une rivière justifie la 
possibilité d’installer un barrage 
AS6 Le département du Tarn est le 
commanditaire du projet 
L7 justifie et 
contraint 
La géomorphologie du lieu 
d’implantation offre des 
opportunités et des contraintes 
Relation de méfiance 
1 DS1 
La cour administrative rejette les 
contestations du collectif 
  DS2 Le collectif Testet critique le 
Conseil de département du Tarn 
  DS3 Le collectif est contre le projet 
  DS4 Les ZADIST sont contre le projet 
  DS5 La CNPN émet un avis 
défavorable à l’encontre du 
projet 
  DS6 L’ONEMA émet un avis 
défavorable à l’encontre du 
projet 
 
Les mêmes commentaires que ceux faits sur les liens de la sphère Information du cas El Hierro peuvent 
être reproduits ici. Concernant les Parties Prenantes, contrairement au cas El Hierro, il y a quasiment 
autant de relations d’association que de relations de méfiance ce qui montre que deux camps ce sont 
formés en opposition : l’association d’agriculteur, l’AEAG, le conseil de département du Tarn et le CACG 
sont les initiateurs du projet et le défendent à tout prix. L’opposition se monte avec le Collectif Testet, 
les ZADIST qui reçoivent l’appui de la CNPN et de l’ONEMA.  
III.B.4. Vue fonctionnelle 
Ici, la différence majeure avec la Figure ChA.2 - 6 est l’implication des parties prenantes très limitée 
(comme le montrera la vue comportementale). Seul un petit nombre d’acteurs directement intéressés 
par le projet sont consultés : association d’agriculteur, conseil départemental du Tarn, AEAG. 
III.B.5. Vue comportementale 
La Figure ChA.2 - 13 décrit les dynamiques du projet de Sivens de 2002 à 2015. Initialement, la 
sécheresse empêche les agriculteurs d’irriguer leurs champs (1). Le conseil du Tarn veut maintenir les 
activités agricoles du département et prend la décision stratégique de construire un barrage pour 
l’irrigation (2). Au niveau tactique, le barrage sera installé dans la région de Sivens sur la rivière Tescou 
(3). Certaines personnes remarquent que la culture intensive du maïs dans la région est en déclin au 
début des années 2000. Au niveau opérationnel, le département du Tarn donne au CACG la charge de 
réaliser le PGE (5). Le conseil du Tarn ainsi que l’AEAG évaluent favorablement le projet (6). Un appel 
à projet est donc lancé (7) et le CACG le remporte (8). La phase d’intelligence est quasiment inexistante, 
seules quelques modifications mineures sont apportées au projet après des consultations restreintes. 




Par la suite, une série d’études de faisabilité est réalisée (9) pour analyser les effets du climat, la 
géomorphologie du lieu d’implantation et les contraintes d’urbanisme (11). Ces études sont réalisées 
uniquement du point de vue du développeur et ne sont pas participatives (10). Le conseil de 
département du Tarn approuve le projet sans surprise et dépose un permis de construire. La DREAL et 
la DDT sont alors consultées. Dans le même temps se constitue l’association environnementale du 
collectif Testet (13). La DREAL et la DDT rendent une évaluation technique positive. Conformément à 
la loi une enquête publique est ouverte pendant 5 semaines autour de septembre 2012, pour 
demander l’avis de la population locale (15). Toutefois, la colère monte et est rapidement amplifiée au 
niveau national : le barrage de Sivens devient alors une ZAD qui attire des centaines d’opposants de 
partout en France. Les opposants lancent une action en justice (14). Néanmoins, la cour administrative 
rejette les contestations, y compris les questions soulevées pendant l’enquête publique. Ainsi, l’état 
autorise le début des travaux (16) de défrichement (17). Les zadistes décident d’occuper le site et 
empêchent la progression des travaux (18, 21). Ils font face à plusieurs opérations d’expulsion par la 
police (19, 22) et les travaux continuent (20, 23). La tension est à son comble et les deux parties 
s’obstinent de plus en plus. La violence monte et les forces spéciales sont envoyées sur place (25). Dans 
les affrontements, un activiste meurt (26) ce qui met fin au projet. Les travaux sont arrêtés (27) et le 
projet est finalement abandonné.  
  





Figure ChA.2 - 13 : Diagramme d'activité du cas du barrage de Sivens (Roth et al., 2017a) 




III.C. Comparaison des cas d’étude 
III.C.1. Discussion 
Les deux cas d’étude présentent une issue bien différente : le projet d’El Hierro est un succès alors que 
celui de Sivens est un échec. Nous allons maintenant les comparer et nous dresserons des hypothèses 
sur ce que sont les ingrédients d’un projet durable.  
Concernant l’architecture et la structure des deux cas d’étude : 
- Le cadre conceptuel qui a été proposé décrit relativement bien les deux cas d’étude. La 
structure et l’architecture de la sphère Information sont toujours les mêmes, seule 
l’instanciation des classes diffère d’un projet à un autre. 
- Les agents de la sphère Parties prenantes (Stakeholders) dépendent fortement du projet que 
ce soit en nombre, en typologie ou en relations. Nous remarquons que dans le projet d’El 
Hierro, les institutions en charge du développement du projet supportent fortement la culture 
locale indépendantiste. Dans le cas de Sivens, ces mêmes acteurs sont en déphasage avec la 
culture locale et partagent une autre vision.  
Concernant la vue fonctionnelle, il est évident que les intentions du développeur de projet doivent 
être holistiques. C’est particulièrement important lors de la phase d’initiation : dans le cas d’El Hierro 
le développeur de projet a mieux défini les besoins et les contraintes que dans le cas du projet de 
Sivens. De plus, le développement du projet d’El Hierro s’est fait en incluant les parties prenantes de 
tous les niveaux macro, meso et micro. Au contraire, dans le cas de Sivens, seules les parties prenantes 
du niveau meso ont été impliquées. Par ailleurs, celles-ci semblaient avoir des intérêts directs dans la 
réussite du projet.  
Enfin la vue comportementale est basée sur les trois autres vues et dessine les dynamiques du 
système : 
- La première différence importante entre les deux projets est que dans le cas d’El Hierro les 
parties prenantes sont plus impliquées dans le projet et ce, plus en amont. Nous postulons que 
la participation active des parties prenantes dès le début d’un projet est nécessaire à son 
succès.  
- Un autre enjeu est la résonnance positive entre le projet et la culture locale (ce qui est le cas 
d’El Hierro mais pas de Sivens). Ainsi pour être soutenable, un projet doit préserver le 
patrimoine des parties prenantes locales tant en termes de culture que de biens. 
D’après les recommandations ci-dessus, nous devons réviser la méthodologie de développement qui 
a été utilisée pour Sivens afin de réaliser un projet durable. Le processus actuel contraste ce nouveau 
besoin, car le cahier des charges est établi de manière descendante du niveau stratégique au niveau 
opérationnel. Nous recommandons plutôt un processus d’aller-retour pour une participation active de 
l’ensemble des parties prenantes. Toutefois, depuis la Loi de Transition Energétique pour la Croissance 
Verte (LTECV) mise en place par Ségolène Royal en 2015 l’implication des parties prenantes est 
renforcée. Notamment, les enquêtes publiques préalables au projet sont dématérialisées ce qui doit 
faciliter les interactions avec le public. De plus, la loi insiste sur le rôle du commissaire enquêteur qui 
« conduit l'enquête de manière à permettre au public de disposer d'une information complète sur le 
projet, plan ou programme, et de participer effectivement au processus de décision. Il ou elle permet 
au public de faire parvenir ses observations et propositions pendant la durée de l'enquête par courrier 
électronique de façon systématique ainsi que par toute autre modalité précisée dans l'arrêté 
d'ouverture de l'enquête. Les observations et propositions sont accessibles sur un site internet désigné 




par voie réglementaire » extrait du Code de l’environnement Livre Ier Titre II Chapitre III Section I Sous-
section 2 Article L123-13.  
III.C.2. Evaluation de la soutenabilité 
La vue comportementale est riche en information et la complexité qu’elle représente est difficile à 
cerner, en particulier en termes de soutenabilité. Ainsi, nous ajoutons dans cette section une couche 
descriptive et qualitative pour évaluer la soutenabilité du processus de développement de nos cas 
d’étude. Gagnon et al. (2012) font la revue du processus de conception soutenable (en anglais 
Sustainable Design Process SDP) et non soutenable et proposent de classifier les activités des SDP de 
la manière suivante : planning et définition du problème, design conceptuel, design préliminaire et 
design détaillé. Ensuite, les auteurs scindent ces quatre activités en 21 tâches (Tableau ChA.2 - 3). 
Celles en gras sont les 11 tâches considérées comme critiques. Pour finir, ils proposent une 
méthodologie pour évaluer la soutenabilité d’un projet selon 5 dimensions : les enjeux du 
développement durable adressés, la pertinence des indicateurs employés, la précision des outils 
d’analyse, la performance des solutions et du processus de décision. L’évaluation se fait en donnant 
une nuance de soutenabilité (de A = minimale à D = maximale) selon le nombre de tâches cruciales 
satisfaites.  
Tableau ChA.2 - 3 : Les 21 tâches de soutenabilité de Gagnon et al. (2012) 
Design Phase Tasks proposed 
I-Planning and 
problem definition 
1 – Form a multidisciplinary design team 
2 – Define sustainability principle  
3 – Define a sustainability conceptual framework 
4 – Identify  sustainability issues associated with the defined problem  
5 – Identify the relationship between the project and the elements in the conceptual framework 
6 – Analyse stakeholders and plan stakeholder involvement  
II-Conceptual 
analysis 
7 – Define sustainability criteria in line with the sustainability issues previously identified, 
analysis in parallel with technical functions  
8 – Confirm the comprehensiveness of the sustainability criteria with the conceptual framework  
9 – Develop a vision for the future in which functions are fulfilled respecting the sustainability 
principles 
10 – Generate at least one alternative concept radically different from conventional ones using 
sustainability creativity tools 
11 – Define broad scenarios in which the alternative concepts are likely to evolve 
12 – Define sustainability indicators derived from the issues or criteria, in parallel with technical 
specifications derived from functions  
13 – Identify the analysis tools with which data will be generated for each of indicators 
14 – Chose a multi-criteria decision aid method 
III-Preliminary 
design 
15 – Assess the performance of alternative concepts according to the sustainability criteria or 
design indicators, including one “benchmark alternative” representative of current practice 
16 – Validate the multi-criteria decision aid method chosen and use it to recommend a preferred 
concept 
17 – Validate the performance of the alternative concepts under the scenarios identified 
IV-Detailed design 18 – Refine the assessment of the preferred concept and optimize its performance along design 
sustainability criteria or indicators 
19 –  Maximize the adaptability of the preferred concept under scenarios identified  
20 – Communicate recommendations for the manufacturing, construction, use and end of life 
phases 
21 – Generate the set of sustainability indicators for monitoring 
 
N’ayant pas participé aux processus de développement d’El Hierro et Sivens, certaines informations 
sont manquantes. En particuliers, celles concernant les critères d’évaluation employés dans le 
processus. En considérant le diagramme d’activité du projet d’El Hierro, selon les tâches définies dans 
(Gagnon et al., 2012), le projet d’El Hierro s’évalue de la manière suivantes : 




- Tâches 1, 2, 4 et 6 : une équipe multidisciplinaire a été formée dans les activités 5, 8, 20, 21 et 
22 de la Figure ChA.2 - 10. Des principes de durabilité ont été définis puisque les développeurs 
de projet avaient pour volonté de devenir un exemple. Les enjeux du développement durable 
traités ont été identifiés puisque le projet s’est confronté à la culture locale, l’environnement 
(Réserve de la biosphère) et évidemment à l’économie. Les parties prenantes ont été 
fortement impliquées dans le projet (activités 20, 21, 22).  
- Tâches 7, 9, 12 et 14 : un cahier des charges complet a été établi en impliquant une diversité 
de parties prenantes. 
- Tâches 15 et 16 : une publication scientifique de l’analyse technico économique a été réalisée 
(Bueno and Carta, 2005). 
- Tâches 18, 19, 20, 21 : une publication scientifique expose le modèle d’optimisation de la 
centrale (Bueno and Carta, 2008). 
Ainsi, selon les nuances de soutenabilité de Gagnon et al. (2012), avec 14 tâches accomplies dont 9 sur 
11 essentielles, El Hierro obtient une nuance de B ce qui le qualifie de partiellement durable. Le résultat 
est sous-estimé par manque d’information. 
Si nous regardons maintenant le projet du barrage de Sivens : 
- La Tâche 6 est partiellement couverte puisque l’implication des parties prenantes était 
restreinte et non systématique. 
- Les Tâches 12 et 15 sont elles aussi partiellement couvertes puisqu’un unique indicateur 
technique semble avoir été utilisé.  
Selon la méthodologie de Gagnon et al. (2012) la nuance la moins soutenable est A avec 10 tâches 
accomplies. Le projet se situe en dehors du cadre défini par Gagnon. 
Si l’on fait le lien entre notre proposition et celle de Gagnon, nous pouvons remarquer que : 
- La Tâche 1 est relative à notre sphère des parties prenantes tout comme la Tâche 6. 
- Les Tâches 2 à 5 sont relatives à la sphère Information. La recommandation de la Tâche 5 
d’avoir un cadre conceptuel de durabilité est satisfait par notre proposition. Les Tâches 4 et 5 
sont respectées grâce à la structure et l’architecture de la sphère Information. 
III.C.3. Conclusion intermédiaire 
Notre proposition a pour objectif d’offrir un cadre conceptuel holistique pour décrire et évaluer le 
processus de développement de projet d’aménagement du territoire. Il permet d’analyser la 
trajectoire d’un système sociotechnique en transition. Ce travail contribue à répondre à la demande 
de Buchholz et al. (2007) appelant à développer un cadre conceptuel ensembliste. Cette proposition 
est le premier pas vers une implémentation dans un outil de planification et d’évaluation souhaité par 
Buchholz et al. (2007). Dans la partie suivante nous allons décrire une possible implémentation de 
notre cadre conceptuel. 
  




IV. Un méta-modèle d’ontologie pour les projets d’aménagement du 
territoire 
 
Benaben et al. (2015) ont développé un système de médiation de l’information (Mediation Information 
Système (MIS)) dans le contexte de la gestion de crise. Il s’appuie sur de l’intelligence artificielle 
(Barthe-Delanoë et al., 2014) et est construit autour d’un méta-modèle d’ontologie, décrivant 
comment la connaissance est structurée dans le contexte de crise (Lauras et al., 2014), (Benaben et 
al., 2016). Les données relatives aux évènements remontent du terrain et sont classifiées selon la 
structure du méta-modèle. Ensuite, un moteur d’inférence raisonne sur l’ontologie et propose un 
processus de résolution de la crise. 
A la lumière de l’approche proposée dans le II de ce chapitre, nous proposons une adaptation du méta-
modèle d’ontologie de Frédéric Bénaben (Figure ChA.2 - 14). L’objectif est ici de maîtriser la 
connaissance sur les projets d’aménagement du territoire. Le méta-modèle proposé est suffisamment 
générique pour couvrir l’ensemble des situations de développement de projet. Les différentes couches 
du modèle sont des paquetages (au sens d’UML2 cf. chapitre A.1 paragraphe II.D.2) héritant de 
concepts clés du cœur du modèle.  
 
Figure ChA.2 - 14 : Méta-modèle d'ontologie pour le management de la connaissance sur les projets d'aménagement du 
territoire (Roth et al., 2017b) 
Les concepts ajoutés au méta-modèle de F. Bénaben sont marqués d’un astérisque. Nous proposons 
d’adapter le méta-modèle d’ontologie de la manière suivante Figure ChA.2 - 14 :  
- Dans le cœur du méta-modèle de Frédéric Bénaben et ses collègues, le concept 
d’Environnement contient les Composants d’environnement (Environnement component sur la 
Figure ChA.2 - 14). Pour notre part nous considérons que l’Environnement est décrit par le 
paquetage Enjeux (noté Issues sur la Figure ChA.2 - 14). Nous conservons alors le concept de 
  




Composants d’environnement mais pas celui d’Environnement. Par ailleurs, dans (Benaben et 
al., 2016) le concept de Caractéristique qualifie l’Environnement. Dans notre proposition nous 
remplaçons ce concept par le paquetage Echelles (noté Scales sur la Figure ChA.2 - 14). 
- Nous ajoutons au méta-modèle de Frédéric Bénaben le concept de Parties prenantes (noté 
Stakeholders sur la Figure ChA.2 - 14) pour généraliser le concept de Partenaire. En effet, dans 
le contexte de la gestion de projets tous les acteurs ne sont pas des partenaires, notamment 
s’il y a des opposants au projet. Le contexte n’est plus collaboratif mais compétitif. 
- Dans les travaux de l’équipe de Frédéric Bénaben, le concept de Médiateur spécialise le 
concept de Partenaire. Dans le cas d’une situation compétitive comme la nôtre un médiateur 
peut intervenir mais ce n’est pas toujours le cas. Aussi, nous choisissons de ne pas spécialiser 
le concept de Partenaire. 
- Dans (Benaben et al., 2016), les auteurs énumèrent ce qui compose un Processus (concepts 
d’Activité, Instruction et Flow). Pour notre part nous ne rentrons pas dans ces détails et 
considérons que l’ensemble de ces concepts sont contenus dans Processus (noté Process dans 
la Figure ChA.2 - 14). 
La couche directement supérieure au cœur du méta-modèle est composée de 4 paquetages 
spécifiques : « Parties prenantes » (noté Stakeholders sur la Figure ChA.2 - 14), « Echelles » (noté 
Scales sur la Figure ChA.2 - 14), « Enjeux » (noté Issues sur la Figure ChA.2 - 14) et « Comportement » 
(noté Behaviour sur la Figure ChA.2 - 14). Ce dernier permet le choix du meilleur scénario de 
développement de projet. Nous donnons le détail des 4 paquetages ci-dessous : 
- Le paquetage Parties prenantes : les parties prenantes peuvent être pour ou contre un projet. 
Elles se constituent en Réseau (Stakeholders network sur la Figure ChA.2 - 14) où les liens entre 
acteurs peuvent être soit collaboratifs, soit compétitifs (cf. liens d’association ou de méfiance 
définis en II). Chacun des acteurs expriment un taux d’acceptabilité, dont la valeur est 
proportionnelle à leur degré d’approbation vis-à-vis d’évènements ou de décisions. Enfin, les 
acteurs se positionnent dans le jeu d’acteur de façon à préserver leur Patrimoine (Patrimony 
sur la Figure ChA.2 - 14) ou à l’améliorer. 
- Le paquetage Enjeux : il agrège les contextes politiques (Political choices), sociaux (Social),  
économiques (Economy), territoriaux (Territory) et techniques (Technical choice) du projet. 
Enjeux et Parties prenantes sont liés car les taux d’acceptabilité des parties prenantes sont 
relatif à un contexte d’enjeux. 
- Le paquetage Echelles : il caractérise la modélisation multi-échelles présentée en II.A. Nous 
retrouvons les couches interne, méso, macro et externe ainsi que les niveaux de décisions 
opérationnel, tactique et stratégique.  
- Le paquetage Comportement : Le paquetage Comportement est l’implémentation de 
Processus. Le MIS est le chef d’orchestre du processus de développement défini comme une 
séquence de décisions, tâches et évènements. 
Bénaben et al. (2016) ont instancié leur méta-modèle sur l’exemple de la catastrophe nucléaire de 
Fukushima de 2011.  Grâce au MIS, ils déduisent le meilleur processus de résolution de crise ainsi que 
la meilleure coordination des parties prenantes. Le suivi en temps réel du processus permet de capter 
les évènements imprévisibles et de s’y adapter grâce à de nouvelles connaissances émergeant de 
l’ontologie après traitement par un moteur d’inférence. La Figure ChA.2 - 15 décrit une possible 
implémentation logicielle du méta-modèle présenté dans ce paragraphe.  





Figure ChA.2 - 15 : Implémentation logiciel du méta-modèle (Roth et al., 2017b) 
Les données sont collectées du terrain et traitées dans un système d’information. Les résultats du 
traitement sont structurés par une instanciation spécifique de l’ontologie dérivée du méta-modèle. Un 
moteur d’inférence raisonne sur l’ontologie et créé de nouveaux concepts et liens pour faire émerger 
de nouvelles connaissances. Différents scénarios sont produits et décrits dans un langage formel 
comme BPMN ou UML. Le meilleur scénario est choisi en fonction d’une évaluation de soutenabilité. 
Cette évaluation peut s’appuyer par exemple sur les nuances de soutenabilité de Gagnon et al. (2012) 
et une Analyse Multi-Critères (AMC).  
La proposition de Benaben et al. (2015) fait du sens car les évènements remontent du terrain sur un 
laps de temps très réduit dans le cadre de la gestion de crise. Il faut donc réagir et adapter le processus 
de résolution de la crise de manière très rapide. Un tel outil logiciel est susceptible d’offrir une aide 
pertinente pour les décideurs. Dans le cadre de la gestion de projet, où le temps est beaucoup plus 
long, la pertinence d’un outil similaire est donc remise en question. En effet, les décideurs ont plus de 
temps pour construire une stratégie d’adaptation aux évènements. Conscient de ce risque, nous 




Nous avons défini un cadre conceptuel pour l’analyse des projets d’aménagement des territoires. Ces 
derniers sont des systèmes sociotechniques en transition dont il est possible de tracer la trajectoire 
grâce à notre proposition. Nous avons illustré cette dernière sur l’étude de deux projets : l’un est un 
succès, l’autre est un échec. Par comparaison nous avons fait ressortir que l’implication et l’adhésion 
des parties prenantes est cruciale. Nous avons par la suite esquissé une implémentation logicielle qui 
n’a pas été concrétisée en raison de ses limites opérationnelles vis-à-vis du métier de VALOREM. 
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Partie A : Conclusion 
__________ 
Les pƌojets d’aŵéŶageŵeŶt du teƌƌitoiƌe soŶt Đoŵpleǆes et des outils d’aŶalǇse appƌopƌiés doiveŶt 
être développés. Dans cette partie nous avons défini une méthodologie pour le suivi de tels projets 
mais notre proposition présente des limites, qui, pour les dépasser, nécessiterait de sortir du cadre 
défini avec VALOREM pour cette thèse. Dans la prochaine partie nous adopterons ainsi une vision plus 
techniƋue suƌ Ŷotƌe oďjet d’étude eŶ desĐeŶdaŶt d’uŶ Ŷiveau suƌ l’eŶseŵďle des éĐhelles de Ŷotƌe 





















Partie B : Introduction 
__________ 
 
Dans le contexte actuel de transition énergétique, le système électrique français tend à se 
décentraliser de façon à ce que la pƌoduĐtioŶ d’éleĐtƌiĐité s’effectue au plus proche des foyers de 
consommation. Cette évolution amène les entreprises comme VALOREM, à revoir la structure et la 
fiŶalité des iŶstallatioŶs Ƌu’ils déploieŶt. Si aupaƌavaŶt les iŶstallatioŶs devaieŶt pƌoduiƌe au ŵaxiŵuŵ 
de leur capacité, il faut maintenant pouvoir les piloter en temps réel. Le groupe VALOREM a constaté 
le ďesoiŶ d’aĐƋuéƌiƌ uŶ outil de diŵeŶsioŶŶeŵeŶt eŶ phase d’avaŶt-pƌojet afiŶ d’ideŶtifieƌ des 
opportunités. Dans cette partie, nous présenterons notre réponse et nous montrerons son application 
suƌ Ƌuatƌe Đas d’étude : deux orientés application marché électrique, et deux autres orientés 














   
Chapitre B.1 
Méthodes, outils et bibliographie 
__________ 
 
Ce chapitre présente une analyse bibliométrique et bibliographique des méthodes et outils existant 
pour le dimensionnement des HRES. Les choix faits pendant la thèse sont justifiés et mis en perspective 
par rapport à la littérature. Nous sommes ici au niveau opérationnel de la thèse car nous allons nous 
concentrer sur les méthodes et outils disponibles pour la mise en œuvre du prototype de l’outil de 
dimensionnement. Sur le méta-méta-modèle présenté dans la partie précédente, seules les questions 
techniques sont abordées. Les parties prenantes en jeu ne concernent que le cercle de la thèse (PhD 
student, Research team, DMSE manager). 
 
 




I. La transition énergétique : un changement de paradigme 
 
La notion de modèle centralisé versus décentralisé est introduite dans les travaux de Garcia et You, 
(2015). Nous reprenons ce vocabulaire pour qualifier le modèle du système électrique français sur un 
territoire donné; actuellement, ce dernier est de type centralisé (Figure ChB.1 - 1 bulle verte). Une 
puissante centrale de production génère une importante quantité d’énergie qui est ensuite acheminée 
via un réseau de transport vers les consommateurs. L’avantage de ce modèle est l’uniformité de l’offre 
sur l’ensemble du territoire. Toutefois, lors du transport de l’énergie, d’importantes pertes électriques 
sont générées par un échauffement interne des câbles. Par ailleurs, les moyens de production sont 
moins diversifiés, ce qui peut mettre en péril la résilience de l’ensemble du système.  
La transition énergétique en cours appelle à un changement de paradigme : le passage d’un modèle 
centralisé à un modèle décentralisé (Figure ChB.1 - 1 bulle violette). Les moyens de production sont 
moins puissants mais plus divers. Ils sont répartis sur le territoire, proche des foyers de consommation 
pour éviter les pertes pendant le transport. L’offre n’est plus uniforme mais elle est adaptée à la courbe 
de charge du consommateur. Toutefois, ce type de modèle soulève un enjeu : la production des 
énergies renouvelables est difficile à prévoir et non pilotable. Les consommateurs peuvent avoir besoin 
d’électricité pendant des périodes sans soleil ou vent. Alors, comment assurer une fourniture 
électrique fiable ? 
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II. Hybride Renewable Energy Systems 
 
II.A. Présentation 
L’hybridation des systèmes de production permet de répondre à l’enjeu mis en exergue au paragraphe 
précédent. En effet, il est possible de profiter des avantages d’un des systèmes pour compenser les 
faiblesses de l’autre. Par exemple, lors d’une journée sans soleil mais ventée, un système hybride 
constitué d’éoliennes et de panneaux photovoltaïques (PV) continuera de produire de l’énergie. Aussi, 
combiné avec un moyen de stockage, le système hybride pourra déplacer sa production en la stockant 
en cas de surplus et en la déstockant en cas de manque.  
Les Systèmes Hybrides d’Energies Renouvelables (HRES en anglais) peuvent avoir des configurations 
et des usages multiples (Figure ChB.1 - 2). Le cas numéro 1 s’apparente au modèle actuel de production 
centralisée car le point de consommation est éloigné du point de production. Le cas numéro 2 
représente un système autonome isolé du réseau : un système de secours est alors nécessaire en cas 
de sous production afin d’assurer la fourniture d’énergie. Enfin, le cas numéro 3 est une combinaison 
des cas 1 et 2. La production est consommée en priorité localement et injectée sur le réseau en cas de 
surproduction. Au contraire, en cas de sous-production l’énergie nécessaire est soutirée du réseau. 
Pour l’usage numéro 1, l’objectif est d’injecter le plus d’énergie possible sur le réseau afin de s’assurer 
le maximum de revenus. Aucune technique d’optimisation n’est alors nécessaire, contrairement aux 
cas n°2 et 3. Sur ces derniers, la fourniture d’énergie doit correspondre à la consommation à tout 
moment. Le choix de la taille du HRES (capacité de production et/ou capacité de stockage) ainsi que la 
gestion de l’énergie sont les deux enjeux majeurs. De plus, ils sont intrinsèquement liés : plus la gestion 
de l’énergie sera optimale, plus la taille du système pourra être réduite (et donc le coût), mais plus le 
système est petit, plus la loi de gestion est contrainte. La co-optimisation de la taille et de la gestion 
de l’énergie a été étudiée dans la thèse de Haessig, (2014), mais s’avère difficile à mettre en place et 
coûteuse en temps de calcul. La plupart du temps l’optimisation du dimensionnement et de la gestion 
de l’énergie sont décorrélées.  
 
Figure ChB.1 - 2 : Configurations et usages des HRES 
Le service DMSE de VALOREM a identifié le besoin d’acquérir un outil de pré-dimensionnement des 
HRES en phase d’avant-projet. Le service reçoit régulièrement des demandes de clients pour des 





























clients des informations essentielles à leur prise de décision : le coût de l’installation, les bénéfices 
espérés, la puissance de production installée, la capacité de stockage nécessaire. Les résultats doivent 
aussi montrer la capacité du HRES à s’adapter intelligemment à la consommation électrique du client. 
 
II.B. Vue d’ensemble de la littérature sur les HRES 
II.B.1. Analyse bibliométrique  
Dans la base de données SCOPUS (dernière recherche en février 2018), le mot clé « Hybride 
Renewable » permet de voir l’émergence rapide du sujet sur ces dernières années : 9 puis 191 et 178 
papiers ont été publiés respectivement en 2008, 2016 et 2017. Le nombre de publications a 
maintenant tendance à stagner. 
Le Tableau ChB.1 - 1 rassemble les mots clés employés dans la littérature (résultats de la recherche de 
« Hybrid Renewable » dans la base de données SCOPUS). Dans la colonne « Poids » nous donnons un 
indicateur d’utilisation des mots clés. La catégorie des « Systèmes » est la plus prépondérante et la 
plus diversifiée. Elle est suivie par la catégorie des « Ressources », puis celles des « Systèmes 
hybrides ». Toutefois, les papiers sur les systèmes hybrides constituent la majeure partie de la 
littérature, puisque sur 2016 et 2017 ils représentaient respectivement 75% et 84% des publications.  
Les travaux présentés dans la partie B de la thèse peuvent être qualifiés par les mots clés : 
« Optimization », « Design », « Optimal sizing », « Planning (resource allocation) », « Renewable 
energy resources » et « Système Hybride ».  
Tableau ChB.1 - 1 : Mots clés de la littérature 
Catégorie Poids Mots clés 
Méthode et outils 10% Optimization, HOMER, Genetic algorithm(s), Paricle Swarm Optimization 
(PSO), Algorithm(s), Fuzzy logic, Computer software, Multi-objective 
optimization, Artificial intelligence, Maximum Power Point Tracking, 
MPPT, Hybrid Optimization, Life cycle, Models, Stochastic systems, 
MATLAB 
Objectif 6% Design, Economic analysis, Sensitivity analysis, Cost benefit analysis, 
Computer simulation, Simulation, Cost analysis, Modeling, Planning 
(resource allocation), Optimal sizing, Feasibility study(ies), Reliability 
analysis 
Indicateurs 5% Net Present Cost, Cost of Energy, Loss of Power Supply Probability, 
Reliability, Environmental Impact, Power Quality, Costs, Investments, 
Power supply quality, Cost effectiveness, Energy efficiency 
Ressources 21% Renewable energy resources, Wind power, Renewable resource, 
Renewable energy source(s), Wind, Hydrogen, Natural resources, Fossil 
fuels, Energy resource(s), Solar, Solar radiation, Biomass, Renewable 
sources, Sun, Wind effects, Wind speed 
Systèmes hybrides 16% Hybrid Renewable Energy System(s), Hybrid system(s), Hybrid energy 
system, Hybrid Renewable Energy System (HRES), HRES, Hybrid Power 
System(s), Hybrid Renewable Energy, Hybrid Power Generation Systems, 
Hybrid, Micro Grid, Microgrid, Smart power grid, Smart grid, Standalone 
systems, System configuration 
Systèmes 22% Wind turbine, Photovoltaic cells, Fuel cell(s), Electric power transmission 
network, Electric batteries, hydrogen storage, Diesel generator(s), Electric 
inverters, Controllers, Power converters, Electric energy storage Fuel 
storage, Power electronics, Electric generators, Photovoltaic systems, 
Renewable power systems, Energy storage systems, Maximum power 
point trackers, Solar Photovoltaics, PV, Photovoltaic panels, Electrolyzers, 
Electrolytic cells, Intelligent systems, Energy systems, Secondary 
Batteries, Wind turbine, DC-DC converters, Renewable energy systems, 




Energy storage, Electric power systems, Photovoltaic, Photovoltaic 
effects, Hydrogen production, Energy conversion 
Energies 11% Renewable energies, Renewable energy, Solar energy, Hybrid renewable 
energies, Solar power, Alternative energy, Wind energy, Energy 
utilization, Solar power generation 
Production d’électricité 3% Electric utilities, Electric generation, Electricity, Distributed power 
generation, Electric power generation, Power generation, Distributed 
generation, Electricity supply 
Polluant 1% Carbon dioxide, Greenhouse gases, Gas emissions, Carbon 
Isolé 1% Rural electrification, Remote areas, Rural areas 
Gestion de l’énergie 3% Energy management, Energy management systems, Power management, 
Electric power system Control, Control strategies, Power control, Energy 
management strategies 
 
La Figure ChB.1 - 3 présente le top 6 des auteurs sur le sujet des HRES (en excluant les articles publiés 
en 2018 et 2019) et leurs domaines relatifs. La plupart des auteurs concentrent leur travaux sur les 
HRES, excepté Maheri, A (Université de Téhéran, Iran) qui a publié deux papiers sur l’étude du gisement 
des ressources, bien que sa thématique principale reste le dimensionnement optimal. El-Farra, N. H. 
(Université de Californie, USA), Palazoglu, A. (Université de Californie, USA) et Wang, X. (Imperial 
College of London, UK) ont travaillé ensemble sur le contrôle optimal temps en réel des HRES. Eltamaly, 
A.M. (Université King Saud, Arabie Saoudite) et Mohamed, M.A. (Université King Saud, Arabie 
Saoudite), quant à eux, ont publié des papiers sur le dimensionnement optimal des HRES. Les travaux 
présentés en partie B de cette thèse s’inscrivent dans ce même registre. 
 
Figure ChB.1 - 3 : Top 6 des auteurs et leurs domaines relatifs 
  
 




II.B.2. Analyse bibliographique 
Dans la littérature des reviews font état des méthodes et outils utilisés pour le dimensionnement de 
HRES (Al-falahi et al., 2017; Al Busaidi et al., 2016; Erdinc and Uzunoglu, 2012; Khare et al., 2016a; 
Khatib et al., 2016; Siddaiah and Saini, 2016; Singh et al., 2016; Tezer et al., 2017). Il est alors possible 
de dresser la classification de la Figure ChB.1 - 4 .  
 
Figure ChB.1 - 4 : Classification des méthodes d'optimisation 
La littérature couvrent l’ensemble du panel des techniques : des méthodes conventionnelles (Atia and 
Yamada, 2016; Rigo-Mariani et al., 2017, 2013; Scheubel et al., 2017; Zhang et al., 2016), en passant 
par les méthodes heuristiques et hybrides  (Derakhshan et al., 2016; Eltamaly et al., 2016; Eltamaly 
and Al-Shamma’A, 2016; Gan et al., 2016; González et al., 2016; Khare et al., 2016b; Muhsen et al., 
2016; Safari et al., 2013). Aussi, Sinha et Chandel (2014) font la review des logiciels clés en main 
disponibles (Tableau ChB.1 - 2). La plupart de ces logiciels n’utilisent pas de technique d’optimisation 
mathématique. Certains ne sont plus disponibles, ni même maintenus. 





HOMER By NREL (USA) - NON Gratuite 
RETScreen By Ministry of Natural Resources (Canada) 
(Ibrahim et al., 2011; 
“RETscreen”.) 
NON Demo gratuite 
iHOGA by University of Zaragoza (Spain) 





INSEL By University of Oldenburg (Germany) (Klise and Stein, 2009) NON Payante 
TRNSYS By University of Wisconsin And Colorado  (USA) 
(Ibrahim et al., 2011; 
“TRNSYS”.) 
NON Payante 
iGRHYSO(Spain) - OUI  
HYBRIDS - NON Payante 
RAPSIM By University Energy Research Institute 
(Australia) 
(Ibrahim et al., 2011; S 
Patel and L Pryor, 
2001) 
NON  Payante 
SOMES By Utrecht University (Netherlands) 
(Ibrahim et al., 2011; 
Klise and Stein, 2009; 
“SOMES”) 
OUI - 
SOLSTOR By Sandia National Laboratory (USA) 
(Aronson et al., 1981; 
Klise and Stein, 2009) 
OUI Non maintenu 
HySim By Sandia National Laboratory (USA) (Klise and Stein, 2009) NON N’est plus 
 





HybSim By Sandia National Laboratory (USA) 
(Kendrick et al., 2008; 
Klise and Stein, 2009) 
NON - 
IPSYS (Klise and Stein, 2009) NON - 
HySys (Spain) (Klise and Stein, 2009) NON - 
Dymola/Modelica By Fraunhofer Institute for Solar 
Energy (Germany) 
(Klise and Stein, 2009) 
NON - 
ARES by Cardiff School of engineering (UK) 









ODYSSEY (Guinot, 2013) OUI Payante 
 
HOMER est de loin le plus utilisé (Cozzolino et al., 2016; Diab and Ali, 2016; Izadyar et al., 2016; Rezk 
and Dousoky, 2016), mais d’autres auteurs proposent des alternatives. Eltamaly et al. (2014) 
présentent un logiciel codé en FORTRAN, basé sur des heuristiques déterministes (série de règles à 
suivre induisant un comportement prévisible). L’utilisateur obtient le dimensionnement du HRES 
étudié par itération des simulations. Gan et al. (2015) développent une interface utilisateur et un 
modèle de simulation pour une configuration constituée de panneaux photovoltaïques, éoliennes, 
groupe électrogène, et batteries. Le modèle est donc spécifique à cette configuration et conçu pour 
un seul des usages du HRES (cas n°2 de la Figure ChB.1 - 2). Mokheimer et al. (2013) présentent un 
algorithme pour le dimensionnement optimal d’un HRES avec éoliennes, panneaux solaires et un 
système d’osmose inverse. Le papier montre que les résultats obtenus sont proches de ceux obtenus 
par HOMER. Pendant sa thèse Guinot, (2013) a développé la plateforme ODYSSEY. Elle permet de 
réaliser une optimisation multi-objectifs grâce à une méthode méta-heuristique : un Algorithme 
Génétique (AG). L’AG est le programme maître d’un modèle de simulation basé sur des heuristiques. 
Ces dernières permettent l’utilisation de modèles physiques non linéaires et précis : vieillissement des 
batteries, comportement du système de stockage d’hydrogène, modèle des panneaux 
photovoltaïques, etc… 
 
III. Des besoins de VALOREM aux solutions apportées 
 
III.A. Besoin n°1 : la flexibilité 
III.A.1. Définition 
Le premier besoin de VALOREM est la flexibilité. La Figure ChB.1 - 2 montre la modularité des HRES, 
différentes configurations et différents usages peuvent être combinés. Les développeurs de projet sont 
susceptibles de se confronter à une variété de situations ; un outil de calcul flexible leur est nécessaire 
pour parvenir à y faire face. Par ailleurs, VALOREM remarque que pour une même configuration de 
HRES, les contraintes de fonctionnement diffèrent d’un projet à un autre. Il leur faut donc pouvoir 
s’adapter à chaque projet. 
Nous qualifions de flexible tout outil offrant la possibilité de : 
- modéliser l’ensemble des configurations d’HRES,  
- couvrir les trois cas d’usage de la Figure ChB.1 - 2,  
- permettre à l’utilisateur d’ajouter des contraintes de fonctionnement facilement  
- offrir à l’utilisateur la possibilité de définir ses propres fonctions objectif. 
Pour ces deux dernières exigences, nous considérons que l’ajout de contraintes et la définition 
d’objectif par options à cocher/décocher ne sont pas suffisants pour répondre au critère de flexibilité. 




Si tel était le cas, cela contraindrait l’utilisateur à s’en tenir à ce qui est prédéfini dans l’outil et irait 
donc à l’encontre de la flexibilité. 
III.A.2. Élément de réponse n°1 
III.A.2.a Solution adoptée 
Les logiciels clés en main présentés en II.B.2 ne peuvent pas répondre au besoin de flexibilité car 
l’utilisateur est cantonné à ce qui est proposé dans le logiciel. Dans HOMER, l’utilisateur à la possibilité 
de construire sa configuration de HRES en choisissant les systèmes électriques qui le constitue dans 
une large banque. Ainsi, le logiciel permet de couvrir l’ensemble des cas d’usage de la Figure ChB.1 - 
2. Toutefois, les contraintes de fonctionnement sont peu nombreuses et se définissent uniquement 
par options, tout comme la fonction objectif où l’utilisateur peut choisir parmi un nombre prédéfini 
d’objectifs comme : le coût total actualisé ou encore les émissions de gaz à effet de serre. Si HOMER 
satisfait les deux premiers critères de flexibilité, ce n’est pas le cas pour les deux derniers. 
Dans la littérature présentée en II.B.2 nous retrouvons aussi la possibilité d’utiliser des méthodes 
d’optimisation. La Figure ChB.1 - 4 montre une classification possible des méthodes d’optimisation. Il 
existe quatre catégories de méthodes : les méthodes de programmation mathématiques, les 
méthodes heuristiques, les méthodes méta-heuristiques et les méthodes hybrides (mix entre plusieurs 
méthodes). Ces trois dernières ne peuvent pas répondre à l’exigence de flexibilité car elles sont basées 
sur des heuristiques.  
Une heuristique est une série de règles à respecter. Dans le cadre des HRES cela se traduit par définir 
une stratégie de gestion de l’énergie. Il faut donc imaginer tous les cas possibles de répartition de 
l’énergie et les traduire dans un langage de programmation. Une heuristique est alors spécifique à la 
composition et à l’usage du HRES. En effet, si on enlève ou ajoute un élément aux HRES - par exemple 
une batterie - la liste des cas possibles change et la loi de gestion avec. Il faut alors entièrement la 
redéfinir. Les méthodes heuristiques et méta-heuristiques ne peuvent donc pas s’adapter facilement 
aux différents usages et configurations des HRES. Elles ne permettent pas de répondre au critère de 
flexibilité. 
Les méthodes mathématiques sont quant à elles plus flexibles de ce point de vue. En effet, elles 
consistent à résoudre des systèmes d’équation. L’ajout ou la suppression d’un élément du HRES ne fait 
qu’ajouter ou enlever des équations aux systèmes à résoudre et il n’est pas nécessaire de définir une 
stratégie de gestion spécifique. Par ailleurs, l’ajout de contraintes de fonctionnement sera facilité pour 
les mêmes raisons. Enfin, les méthodes mathématiques ne limitent pas, a priori, la définition des 
objectifs d’optimisation. Nous opterons donc pour cette solution.  
III.A.2.b L’optimisation mathématique 
III.A.2.b.1 Mono-objectif  






min ((*	,,,⃗ , /	,,,⃗ )1. 3.																																						
ℎ,⃗ (*	,,,⃗ , /	,,,⃗ ) = 0
7⃗(*	,,,⃗ , /	,,,⃗ ) ≤ 0
*⃗ 	 ∈ 	ℝ;/⃗ 	∈ 	ℤ;
ℎ,⃗ (*	,,,⃗ , /	,,,⃗ ) ∈ 	ℝ=
7⃗(*	,,,⃗ , /	,,,⃗ ) ∈ 	ℝ>
 (III-1) 




Les solutions du problème sont notée *∗	,,,,,⃗  et correspondent aux valeurs du vecteur *	,,,⃗   pour lesquelles 
la fonction objectif ( est minimisée tout en respectant les contraintes égalités ℎ	,,,⃗  et inégalités 7	,,,⃗ . 
III.A.2.b.2 Multi-objectifs 
III.A.2.b.2.a Définition 






min (⃗(*	,,,⃗ , /	,,,⃗ )1. 3.																																						
ℎ,⃗ (*	,,,⃗ , /	,,,⃗ ) = 0
7⃗(*	,,,⃗ , /	,,,⃗ ) ≤ 0
*⃗ 	 ∈ 	ℝ;/⃗ 	∈ 	ℤ;
ℎ,⃗ (*	,,,⃗ , /	,,,⃗ ) ∈ 	ℝ=
7⃗(*	,,,⃗ , /	,,,⃗ ) ∈ 	ℝ>
(⃗(*	,,,⃗ , /	,,,⃗ ) ∈ 	ℝ@
 (III-2) 
Par rapport au cas mono-objectif la fonction objectif est vectorielle. Ainsi, il convient d’optimiser le 
problème, non plus par rapport à une fonction objectif, mais par rapport à A fonctions objectifs. Les 
A fonctions objectif doivent être antagonistes, c’est-à-dire que minimiser l’une revient à maximiser 
les autres. 
III.A.2.b.2.b Front de Pareto 
Dans le cas des problèmes multi-objectifs, les solutions du problème sont représentées sur un 
graphique à A axes correspondant aux A fonctions objectif. Ces dernières sont antagonistes et les 
solutions résultent d’un compromis entre les A objectifs. Certaines des solutions présentent un intérêt 
car elles traduisent les meilleurs compromis. D’après Colette and Siarry, (2003) :  
L’ensemble *B , CD(*B), CE(*B) est dit optimal au sens de Pareto pour (III-2) avec A = 2 si et 
seulement si, il n’existe pas d’autre * tel que CD(*) ≤ CD(*=) ou CE(*) ≤ CE(*=). L’ensemble des 
solutions satisfaisant cette condition nécessaire et suffisante se trouve sur le Front de Pareto (Figure 
ChB.1 - 5 S étant l’ensemble des solutions et P le front de Pareto). Pour les décideurs il convient alors 
de choisir une solution parmi celle du front de Pareto. 
 
Figure ChB.1 - 5 : Front de Pareto (Colette and Siarry, 2003) 
 




III.A.2.b.2.c Méthode ε-contrainte 
Pour résoudre un problème multi-objectifs il existe plusieurs méthodes qu’il est possible de classer en 
deux catégories : les méthodes a posteriori et les méthodes a priori. Pour les premières, l’ensemble du 
front de Pareto est généré et le choix de la solution se fait ensuite. Dans les secondes, le décideur 
définit ses préférences en amont du calcul, il en résulte alors une seule solution respectant ses 
exigences. Les premières méthodes sont plus coûteuses en temps de calcul car il faut générer le front 
de Pareto. Cependant, elles offrent une meilleure visibilité sur les compromis.  
Un exemple de méthode a posteriori est la méthode ε-contrainte. Dans un cas à deux objectifs celle-ci 
consiste à :  
1) rechercher l’intervalle de variation des objectifs en cherchant les valeurs minimales et 
maximales des problèmes mono-objectifs 
2) fixer un des objectifs sur plusieurs valeurs de son intervalle de variation  
3) résoudre le problème mono-objectif avec l’autre objectif 
Le front de Pareto est ainsi obtenu de manière itérative. 
III.A.3. Élément de réponse n°2 
III.A.3.a Ingénierie dirigées par les modèles 
L’IDM est aussi une des clés de la flexibilité grâce aux différentes couches d’abstraction qu’elle offre. 
Nous allons tout d’abord construire un méta-modèle (chapitre B.2) en définissant ce qu’est un HRES : 
c’est à dire un ensemble d’éléments (PV, éolienne, batterie, etc…) connectés entre eux par des liens. 
Par la suite, nous définirons les modèles des éléments et des liens que nous encapsulerons dans le 
méta-modèle.  
Cette conception en double niveau permet de considérer les éléments constituant le HRES 
indépendamment les uns des autres, et ainsi, offrir à l’utilisateur une modularité dans la définition de 
son problème. Il est alors possible de définir n’importe quels usages et configurations d’un HRES.  
III.A.3.b La programmation orientée objet 
L’outil adéquat pour la mise en place du méta-modèle (chapitre B.2) est la Programmation Orientée 
Objet (POO). La POO permet de concevoir un système complexe comme un ensemble d’objet 
interagissant entre eux. Dans ce paragraphe, nous allons détailler ce qu’est la POO en résumant un 
cours en ligne open source du site Open Classroom (OpenClassroom, 2017).  
Prenons un objet, par exemple une voiture. Cet objet possède des propriétés : une voiture a quatre 
roues, une couleur, un volant, etc… Il peut faire des actions : la voiture roule, et il peut interagir avec 
d’autre objet : l’objet conducteur démarre l’objet voiture. Ces assertions constituent la définition d’un 
objet et celle-ci est unique (tout comme dans un dictionnaire la définition d’un mot est unique). Par 
contre, il peut exister plusieurs objets voitures : une voiture noire, une voiture rouge, un monospace, 
un coupé, etc… Il faut donc bien distinguer la définition d’un objet (abstrait) de l’objet lui-même 
(concret). Lorsque qu’un objet existe, par exemple un monospace rouge, nous appelons cela une 
instance de la définition de l’objet voiture. L’action de créer une instance de voiture est appelée 
instancier. 
La POO offre aussi la possibilité de définir des couches d’abstraction tout comme l’IDM. Par exemple, 
il est possible de définir ce qu’est un véhicule : c’est un objet qui permet de transporter de la matière 
d’un point A à un point B. Un véhicule peut être une voiture, une moto, un camion, etc… et chacun de 
ces objets ont tous la même fonctionnalité de transporter de la matière d’un point A à un point B. C’est 
ce qu’on appelle l’héritage. Nous définissons d’abord un concept général : le véhicule, que nous 




spécialisons ensuite en voiture, moto, camion. Les objets spécialisés héritent des propriétés et 
fonctionnalités du concept général.  
Un avantage de la POO est de découper une grosse application en une multitude d’objets interagissant 
entre eux. Cela permet aussi d’améliorer la maintenabilité puisque les objets sont indépendants les 
uns des autres et d’offrir la possibilité de réutiliser des objets dans d’autres codes. Enfin, la POO est 
proche de la réalité ce qui facilite la programmation d’une application et permet à des personnes non 
expertes d’interagir avec le développeur. 
III.B. Besoin n°2 : une solution fiable et des temps de calcul restreint 
III.B.1. Définition 
L’objectif de VALOREM est de réaliser des études rapides pour les projets d’installation de HRES en 
phase d’avant-projet. Il leur faut pouvoir tester plusieurs hypothèses de calcul afin d’évaluer la 
sensibilité des solutions. La résolution du problème doit alors être rapide pour pouvoir itérer les 
calculs. Par ailleurs, il faut que la solution soit fiable, c’est-à-dire être sûr que la solution obtenue soit 
optimale. Les problèmes à résoudre sont des problèmes de grande taille, il faut donc une bonne 
performance de calcul afin d’obtenir des solutions en un temps restreint.  
III.B.2. Élément de réponse n°1 
III.B.2.a Solution adoptée 
En optimisation mathématique il existe deux grands types de formulation du problème : les modèles 
linéaires et non linéaires. La dernière catégorie permet une représentation plus précise du 
comportement de certains éléments comme le vieillissement des batteries par exemple. Cependant, 
les solutions obtenues ne sont pas toujours optimales et les temps de calculs peuvent parfois être 
longs ce qui ne satisfait pas le deuxième besoin de VALOREM.  
Dans le cadre des HRES, il est possible d’utiliser une méthode linéaire en ne considérant que des bilans 
de puissance. Le modèle linéaire est une approximation de la réalité mais est néanmoins suffisant 
lorsque l’on s’intéresse au dimensionnement en phase d’avant-projet. Pour ce type de calcul la 
précision des modèles physiques est importante mais n’est pas une priorité. Par ailleurs, dans le 
Chapitre 1 nous avons proposé une modélisation en complexité des projets d’aménagement du 
territoire. Le cas d’étude d’El Hierro montre l’importance de la prise en compte des aspects sociétaux 
d’un projet. Néanmoins, ces derniers sont difficiles à modéliser mathématiquement. C’est pourquoi la 
recherche d’une solution trop réaliste et parfaitement optimale est susceptible d’être compromise par 
des aspects sociétaux non pris en compte dans le modèle. Enfin, les problèmes linéaires sont plus 
rapides à résoudre et la solution obtenue est un optimum au problème global. Nous choisissons donc, 
tant qu’il est possible de le faire, ce type de modélisation. 
Pour modéliser les HRES, l’utilisation de variables entières est une nécessité : par exemple le nombre 
d’éoliennes à installer est une variable entière. Ceci implique que nous devons traiter avec des 
variables mixtes (entières et binaires), il s’agit ainsi d’une modélisation de type Mixed Integer Linear 
Programming (MILP). 
  




III.B.2.b Mixed Integer Linear Programming 




⎧ min ((*	,,,⃗ , /⃗, G⃗)1. 3.																																						
ℎ,⃗ (*⃗, /⃗, G⃗) = 0
7⃗(*⃗, /⃗, G⃗) ≤ 0
*⃗ 	 ∈ 	ℝ;G⃗ 	 ∈ 	ℕ;/⃗ 	∈ {0,1}
 (III-3) 
Avec *⃗ le vecteur des variables continues, G⃗ celui des variables entières et /⃗ celui des variables binaires. 
Dans ces travaux, les variables entières et binaires sont traitées de la même manière que les variables 
continues. 
III.B.2.c Solveur choisi 
Il existe plusieurs solveurs capables de résoudre des problèmes MILP. La plupart proposent des 
licences commerciales comme Gurobi (LLC-Gurobi-Optimization, 2018), GLPK© (Free-Software-
Fondation, 2012) ou Mosek© (MOSEK-ApS, 1997) d’autres sont open sources comme CBC du projet 
Coin-Or. Toutefois, le solveur le plus performant du marché reste CPLEX d’IBM distribué sous licence 
commerciale. Afin de répondre au besoin en termes de performance de calcul nous choisissons 
d’utiliser ce solveur. 
III.B.3. Elément de réponse n°2 
CPLEX peut être utilisé dans plusieurs environnements : 
- Il est possible d’utiliser ILOG développé par IBM qui est l’interface dédiée à l’utilisation de 
CPLEX. Toutefois, cet environnement ne se prête pas au développement d’un outil de calcul 
en POO. 
- Sous MATLAB il est possible de développer un outil de calcul en POO qui intègre l’utilisation 
de CPLEX. Tel quel, MATLAB communique directement avec le solveur, ce qui nécessite de 
formuler le problème d’optimisation de manière matricielle (un processus qui, n’étant pas 
directe, manque de lisibilité). Il est toutefois possible d’utiliser une toolbox open source : 
YALMIP© (Löfberg, 2004), ajoutant une couche d’abstraction et permettant à l’utilisateur 
d’écrire le problème d’optimisation sous forme d’équations. La toolbox fait ensuite la 
traduction en matrice. Toutefois, sur des problèmes de grande taille les performances de la 
toolbox sont restreintes ce qui allonge fortement les temps de calculs. L’environnement 
MATLAB est donc sujet à certaines réserves. 
- CPLEX offre des API permettant d’encapsuler l’utilisation du solveur dans un programme 
informatique. En l’occurrence il existe une API CPLEX pour le langage C++ qui est un langage 
de POO. Cette solution offre des performances de calculs optimales. Nous opterons donc pour 
cet environnement de développement. 
  




IV. Positionnement scientifique en faveur de l’évaluation de l’impact 
environnemental des solutions 
 
La transition énergétique est présentée comme une solution à moindre impact sur l’environnement et 
la santé humaine. Les sources d’énergie renouvelable sont a priori plus « propres » en production que 
les sources classiques (nucléaire, charbon…). Mais est-ce vrai sur l’ensemble du cycle de vie ? Et qu’en 
est-il de l’impact environnemental des systèmes de stockage si importants dans les HRES ? 
L’Analyse du Cycle de Vie (ACV) consiste à recenser et évaluer l’impact d’un bien ou d’un service. Il faut 
pour cela identifier l’unité pertinente (par exemple kg CO2 émis) et définir les limites du système (du 
berceau à la tombe ou sur une période restreinte). Dans cette thèse, nous ne ferons pas une ACV a 
proprement parler. Toutefois, en fin de chapitre B.3, nous proposons d’utiliser les résultats d’ACV, 
présents dans la base de données la plus utilisée – Ecoinvent3.2 – afin de comparer les différentes 
sources d’électricité du mix électrique français. 
En complément des résultats d’ACV, il est nécessaire utiliser une méthode d’évaluation d’impact 
comme par exemple ReCiPe ou encore Impact 2002+. Cette dernière est la plus utilisée car elle permet 
de quantifier les impacts à la fois en termes de catégorie de dommage (santé humaine, qualité de 
l’écosystème, changement climatique et consommation de ressources) mais aussi en termes de 14 
catégories intermédiaires comme le montre la Figure ChB.1 - 6. 
 
Figure ChB.1 - 6 : Méthode Impact 2002+ (Quantis, 2012) 
  




Les 14 catégories d’impact sont quantifiées dans l’unité pertinente pour le bien ou le service étudié. 
Les catégories de dommage sont en Pt : un Pt  de la catégorie santé humaine représente l’impact 
moyen sur un européen pendant 1 an et un Pt des autres catégories de dommage donne l’impact 
moyen d’un européen pendant 1 an. Enfin, il est possible d’agréger les catégories de dommage en un 
indicateur en faisant la somme de ces dernières. Cet indicateur donne ainsi l’impact environnemental 




Dans ce chapitre, nous avons présenté les méthodes et outils existant pour le dimensionnement des 
HRES. Nous avons mis en perspective les choix faits pendant la thèse avec la littérature relative à ce 
sujet. Nous allons désormais développer un outil de calcul qui se veut flexible, fiable et rapide en temps 
de calcul. Pour cela nous utiliserons la POO et le langage C++. L’outil utilisera une méthode 
d’optimisation mathématique MILP et encapsulera le solveur CPLEX grâce à l’API pour C++. 
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Ce chapitre présente l’outil de calcul développé pour le dimensionnement des HRES. Nous 
présenterons le méta-modèle du logiciel ainsi que les modèles encapsulés à l’intérieur. Ces travaux ont 
fait l’objet d’une publication : 
Roth, A., Boix, M., Gerbaud, V., Montastruc, L., Etur, P., 2019. A flexible metamodel architecture for 
optimal design of Hybrid Renewable Energy Systems (HRES) – Case study of a stand-alone HRES 
for a factory in a tropical island. J. Clean. Prod. 223, 214-225. 
https://doi.org/https://doi.org/10.1016/j.jclepro.2019.03.095 
Par rapport à notre gille IDM nous sommes au niveau du métier de la DMSE. Nous élargissons notre 
champ de considération au calcul de coûts, aux contraintes météorologiques et climatiques. Les parties 
prenantes sont le chef de projet HRES et le responsable du service DMSE. 
 
Tactique 
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I. Le prototype logiciel pour le dimensionnement de centrale hybride : 
SELECSYS 
 
I.A. Architecture du prototype logiciel 
Le prototype logiciel SELECSYS est développé dans le but de procurer à VALOREM une aide à la décision 
sur les projets d’installation de centrales hybrides. Dans la suite du manuscrit, un Projet désigne le 
problème de dimensionnement d’HRES ainsi que les données d’entrée. Tout objet, au sens 
informatique, permettant de définir une entité ou un élément physique réel (une éolienne, un 
panneau photovoltaïque, un fournisseur d’électricité…) est appelé Elément. Le terme Lien désigne un 
objet informatique permettant de lier deux Eléments entre eux. Par la suite, le verbe câbler sera utilisé 
pour désigner l’action de création d’un schéma comme celui de la Figure ChB.2 - 1. 
 
Figure ChB.2 - 1 : Exemple d'un câblage sur l'IHM de SELECSYS 
Le logiciel SELECSYS est basé sur l’architecture définie en Figure ChB.2 - 2. La chaine de composant 
permet de naviguer à travers différents niveaux d’abstraction, ayant leur propre représentation du 
problème à résoudre (cf. dégradé de couleur de la Figure ChB.2 - 2). De cette façon le logiciel est 
convivial et accessible à des utilisateurs non experts.  
L’Interface Homme Machine (IHM), développée en DELPHI, est le composant de plus haut niveau. Elle 
permet à l’utilisateur de construire son Projet de manière intuitive et visuelle par construction d’un 
schéma comme celui de la Figure ChB.2 - 1. Dans une fenêtre, l’utilisateur va glisser/déposer des 
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En cliquant sur les Eléments, une nouvelle fenêtre s’ouvre et l’utilisateur peut saisir les données 
d’entrée correspondant à la configuration de ces derniers. Dans cette représentation du problème 
aucune notion mathématique n’est proposée. 
Quand l’utilisateur lance le calcul, l’IHM génère des fichiers JSON afin de passer du niveau visuel au 
niveau textuel. Il y a deux types de JSON : le premier est appelé JSON de configuration et décrit le 
câblage du Projet, le second est spécifique à chaque Elément et rassemble les données d’entrée. Une 
fois les fichiers JSON générés, un exécutable 64 bits codé en C++, les lit et les traduit en équation 
mathématique. Cet exécutable a été développé sous Visual Studio 2017 et est implémenté avec l’API 
C++ CPLEX 12.8 (IBM, n.d.). Grâce à la Concert Technology d’IBM, l’API permet de passer du niveau 
mathématique scalaire au niveau mathématique matriciel, interprétables par le solveur CPLEX. 
L’ensemble de la chaîne de composant a été conçue lors de la thèse, exception faite du composant 
CPLEX d’IBM. L’IHM est développée par le service informatique de VALOREM sur la base d’un cahier 
des charges technique résultant de ces présents travaux. 
 
Figure ChB.2 - 2 : Diagramme de composant du logiciel SELECSYS 
I.B. Fonction du prototype logiciel 
La Figure ChB.2 - 3 présente le diagramme des cas d’utilisation du logiciel. La fonctionnalité principale 
du logiciel est de dimensionner un HRES grâce à un modèle d’optimisation. L’utilisateur pourra réaliser 
les tâches de bases telles que Sauvegarder un projet et Quitter l’application. Le dimensionnement d’un 
HRES se décline en trois sous-fonctionnalités :  
- Choisir un projet type : l’utilisateur pourra dimensionner un HRES basique en choisissant un 
projet standard et en ajoutant ses données d’entrée. Une extension réservée à des utilisateurs 
experts permet de créer leur propre projet ; 
- Lancer un calcul ; 
- Obtenir les résultats : l’ensemble des données d’entrée du problème ainsi que les résultats du 
calcul seront disponibles dans un fichier Excel.
 


















Définir et résoudre un 
problème d’optimisation 
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I.C. Cœur du prototype logiciel : le code C++ 
La Figure ChB.2 - 4 donne le diagramme de classe du code C++. La méthode JSONread() de la classe 
Problème permet de lire le fichier JSON de configuration. La classe Objectif définie la fonction objectif 
et la classe l’Algorithme contient le solveur. L’attribut m_mod du Problème est un objet IloModel  de 
l’API C++ CPLEX. Il permet de construire le problème d’optimisation avant de le résoudre dans le 
solveur. Cet attribut est communiqué à la fonction BuildMod(&m_mod) des Eléments pour construire 
le modèle mathématique (autrement dit les contraintes du problème d’optimisation). 
Il existe deux types d’Eléments : les Eléments (tel un Générateur diesel) et les Eléments Nœuds qui sont 
à l’interconnexion de deux Eléments (par exemple un Point de connexion). Ils possèdent tous une 
méthode JSONread(), qui lit le JSON spécifique de l’Elément et affecte les données d’entrée dans ses 
propriétés intrinsèques. Chaque Eléments possède un attribut m_Node qui vaut 0 quand il est instancié 
de la classe Elément, et 1 quand il est instancié depuis la classe Elément Nœud. Les Eléments Nœuds 
héritent de la classe Eléments et ont la faculté de lire ce qui se trouve sur les Liens à leurs 
entrées/sorties. Concernant les Eléments à leurs entrées, ils vont s’y connecter de la manière suivante 
: sortie Elément = entrée Elément Nœud.  
A leur sortie, les Eléments Nœuds traitent différemment les Elément à m_Node=0 de ceux à m_Node=1. 
Prenons un Elément Nœud (dénommé ci-après A) connecté à un autre Elément Nœud (dénommé ci-
après B). A va lire ses entrées/sorties et va se connecter de la manière suivante : sortie A = entrée B. B 
va ensuite faire de même à l’inverse : entrée B = sortie A. La connexion entre A et B est donc traitée 
deux fois. Afin d’éviter cette redondance un Elément Nœud va regarder la nature du m_Node à sa 
sortie. S’il vaut 0 alors il traite la connexion, s’il vaut 1 alors il ne fait rien puisqu’elle sera traitée 
ultérieurement par l’Elément Nœud qui lui est connecté.  
 
Figure ChB.2 - 4 : Diagramme de classe de SELECSYS partie 1 
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La structure de la Figure ChB.2 - 4 est suffisamment générique pour s’adapter à tout type de câblage. 
En plus d’une flexibilité sur la définition de la structure du HRES, cette proposition offre la possibilité à 
l’utilisateur de définir ses propres fonctions objectif. La plupart des logiciels décris dans le Chapitre B.1 
ne présentent que des fonctions objectif prédéfinies, par exemple la Valeur Actualisée Nette (VAN) ou 
encore le Levelized Cost of Energy (LCOE). SELECSYS propose un module permettant de définir sa 
propre fonction objectif. Selon les Eléments que l’utilisateur combine dans son Projet, le module 
proposera une liste de variables disponibles. L’utilisateur pourra ainsi former l’équation définissant sa 
fonction objectif. Cette dernière sera ensuite traduite en une description textuelle structurée dans un 
JSON que la classe Objectif pourra interpréter. Par exemple, supposons une structure de HRES 
composé d’un Barrage et deux Turbines. L’utilisateur souhaite maximiser la production totale des deux 
turbines mais en favorisant la première. Soient x et y les variables correspondant respectivement à la 
production de la Turbine1 et de la Turbine2. L’utilisateur aura la possibilité de définir la fonction 
objectif comme une combinaison linéaire de x et y	 : $%&' = )* + 	,-, avec a et b deux paramètres à 
définir. 
 
Figure ChB.2 - 5 : Diagramme de classe de SELECSYS partie 2 
La Figure ChB.2 - 5 montre la suite du diagramme de classe de la Figure ChB.2 - 4. Afin de rester concis, 
seule une partie des spécifications de la classe Eléments est donnée. Dans la partie II, nous détaillerons 
les modèles linéaires implémentés pour les Eléments : PV, Eolienne, Générateur diesel, Batterie, Point 
de connexion, Onduleur, Convertisseur bidirectionnel, Consommateur électrique, Rivière, Barrage, 
Turbine, Marché Spot, Fournisseur d’électricité, Acheteur d’électricité et BP. 
I.D. Comportement du prototype logiciel 
La Figure ChB.2 - 6 montre le diagramme d’activité de SELECSYS. Le programme maître instancie un 
Problème et devient le chef d’orchestre du calcul. Le Problème va lire le JSON de configuration généré 
par l’IHM. Il stocke ses informations dans des structures de données afin de pouvoir les utiliser 
ultérieurement. Ensuite, il instancie les Eléments un à un. Lorsque le constructeur des Eléments est en 
cours d’exécution la fonction JSONread() est appelé pour lire les JSON et affecte les données d’entrée 
aux propriétés intrinsèques de celui-ci. Par la suite, la fonction Buildmod(&m_mod) est appelée pour 
générer et stocker les contraintes du modèle de l’Elément dans l’attribut m_mod. Les Liens sont ensuite 
créés un à un, l’objectif est instancié et le solveur est appelé. Pour terminer, le Problème extrait les 
résultats et publie un fichier Excel rassemblant les paramètres d’entrée et les résultats.
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II. Les modèles implémentés dans SELECSYS 
 
II.A. Modélisation temporelle  
L’horizon temporel des calculs est noté H, le pas de temps est noté dt et l’heure courante est noté t. N 
désigne le nombre d’années du projet et n est l’année courante. Ces cinq valeurs sont des paramètres 
du problème d’optimisation. 
Tableau ChB.2 - 1 : Liste des paramètres temporels 
Paramètres Signification Type Unité ! Horizon de temps Scalaire [h] "# Pas de temps Scalaire [h] 
t Heure courante Scalaire - $ Année courante Scalaire - % Nombre d’année du projet Scalaire [année] 
 
II.B. La classe Élément 
Tout d’abord nous allons nous intéresser à la modélisation économique d’un Elément. Chaque objet 
de la classe Elément possède les attributs suivants (avec i indiquant le type d’Elément) : 
-  &'()*+ indiquant les coûts d’investissement de l’élément i 
-  ,()*+ indiquant les coûts d’exploitation de l’élément i 
-  -./$+ donnant les gains générés par l’élément i 
-  &0û#+  rassemblant les coûts engendrés par l’élément i autres que des coûts d’OPEX 
-  &'()*23456783439:,+ donnant le coût d’investissement du remplacement de l’élément i en 
cours de projet 
- <.=>?@2éB+CD3663,+ donnant la valeur résiduelle de l’élément i en fin de projet.  
La plupart des classes filles de la classe Elément définissent de la même manière ces attributs, c’est 
pourquoi nous allons présenter les modélisations génériques de &'()*+, ,()*+, &'()*23456783439:,+ et <.=>?@2éB+CD3663,+. La modélisation de -./$+ et &0û#+  est spécifique aux 
Eléments. Dans les paragraphes suivants nous expliciterons ces modèles spécifiques. Le Tableau ChB.2 
- 2 récapitule l’ensemble des paramètres génériques de la classe Elément et le Tableau ChB.2-3 
rassemble les variables génériques. 
Tableau ChB.2 - 2 : Liste des paramètres génériques de la classe Elément 
Paramètres Signification Type &0û#EFGHI,+ Coût d’investissement de l’élément i Scalaire &0û#JGHI,+ Coût d’exploitation de l’élément i Scalaire &0û#23456783439:,+ Coût de remplacement de l’élément i Scalaire @ Facteur d’actualisation Scalaire $23456783439:  Année de remplacement de l’élément i Scalaire ">K.=0@/L.#/0$2éB+CD3663,+ Coefficient de dévalorisation résiduelle de 
l’élément i 
Scalaire 
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Tableau ChB.2 - 3 : Liste des variables génériques de la classe Elément 
Variables Signification Domaine Type Unité &'()*+ Investissement de l’élément i ℝN Scalaire [€] ,()*+ Exploitation de l’élément i  ℝN Vecteur 1xN [€] &'()*23456783439:,+ Investissement dans le 
remplacement de l’élément i 
ℝN Scalaire [€] 
<.=>?@2éB+CD3663,+ Valeur résiduelle de l’élément i 
en fin de projet 
ℝN Scalaire [€] 
-./$+  Gains générés par l’élément i ℝN Vecteur 1xN [€] &0û#+ Coûts engendrés par l’élément i ℝN Vecteur 1xN [€] O./==>é6é439:,+ Variable représentant la taille 
de l’élément i 
ℝN Vecteur 1xN Non définis ici 
La modélisation économique que nous présentons ici a été réalisée de concert avec les besoins de 
VALOREM. De manière générale la modélisation du &'()*+ est : 
 &'()*+ = &0û#EFGHI,+ . O./==>é6é439:,+  (ChB.2-1) 
avec O./==>é6é439:,+ l’attribut de l’Elément i qui représente sa taille  
La modélisation de l’,()*+ se fait comme suit : 
 ∀$ ∈ ⟦1;%⟧, ,()*+($) = &0û#JGHI,+ . &'()*+  (ChB.2-2) 
Le modèle de &'()*23456783439:,+ est : 
 &'()*23456783439:,+ = EFGHIZ .E[û:\]^_`ab]^]cd,Z(eN2)c\]^_`ab]^]cd,Z   (ChB.2-3) 
Avec r le facteur d’actualisation et $23456783439:,+  l’année de remplacement de l’Elément i. 
Enfin la <.=>?@2éB+CD3663,+ est définie par : 
 <.=>?@2éB+CD3663,+ = f1 − ">K.=0@/L.#/0$2éB+CD3663,+h. &'()*+  (ChB.2-4) 
Avec ">K.=0@/L.#/0$2éB+CD3663,+  représentant un paramètre du problème d’optimisation indiquant le 
pourcentage de l’investissement restant en fin de projet. La modélisation de ce paramètre se fait en 
dehors du modèle d’optimisation mais il convient d’en présenter les différentes valeurs possibles. Soit ">K.=0+ le coefficient de la dévalorisation de l’Elément i par année et i+  le nombre de fois qu’il faut 
changer l’Elément i en cours de projet. Donc i+=)( jCD2é3kZ],Z) avec )(l) la fonction partie entière et "?@é>m+3,+  la durée de vie de l’Elément i. 
Deux possibilités apparaissent: 
- soit i+ = 0 ce qui veut dire que l’Elément i a une durée de vie supérieure à la durée du projet 
("?@é>m+3,+ > %)	et donc qu’il n’y a pas besoin de changer l’Elément au cours du projet. 
La dévalorisation résiduelle peut alors avoir deux valeurs possibles : soit elle vaut 1 si ">K.=0+ > ej ce qui veut dire que l’Elément i a perdu toute sa valeur en fin de projet ; soit 
elle vaut N fois le coefficient de dévalorisation : 
">K.=0@/L.#/0$2éB+CD3663,+ = q1																																	L/	">K.=0+ > 1%%. ">K.=0+																																L/$0$  
- soit i+ ≠ 0 ce qui veut dire que l’Elément i a une durée de vie inférieur à la durée du projet 
("?@é>m+3,+ < %)	et donc qu’il faut remplacer l’Elément au cours du projet. La 
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dévalorisation résiduelle vaut : 1 si ">K.=0+ > ejtuZ.CD2é3kZ],Z ce qui veut dire que le dernier 
Elément i utilisé à perdu toute sa valeur en fin de projet ; sinon elle vaut le nombre d’années 
restantes après i+  remplacements pondérée du coefficient de dévalorisation : 
">K.=0@/L.#/0$2éB+CD3663,+ = v1																																	L/	">K.=0+ > 1% − i+ . "?@é>m+3,+f% − i+ . "?@é>m+3,+h. ">K.=0+ 																											L/$0$  
II.C. Les éléments hydrauliques 
Nous classifions dans les éléments hydrauliques l’ensemble des objets relatifs à la production 
hydroélectrique. Il s’agit des objets Rivière, Barrage et Turbine. 
II.C.1. Rivière 
Figure ChB.2 - 7 : Icône rivière 
L’élément Rivière est une classe fille de la classe Elément. La modélisation est simple puisqu’il s’agit 
d’un unique paramètre sous forme de vecteur de taille H, noté	wB:2374 	, représentant le débit de la 
rivière au pas de temps dt.  
Tableau ChB.2 - 4 : Liste des paramètres de la Rivière 
Paramètres Signification Type Unité wB:2374  Débit de la rivière Vecteur 1xH [m3/h] 
 
L’ensemble des variables génériques liées aux coûts et présentées en 0 n’ont pas lieu d’être dans cet 
élément et sont donc toutes égales à 0. 
II.C.2. Barrage 
Figure ChB.2 - 8 : Icône barrage 
Tableau ChB.2 - 5 : Liste des paramètres du Barrage 
Paramètres Signification Type Unité &.x.4+9,y7227z3  Capacité minimale du barrage Scalaire [m3] &.x.47{,y7227z3  Capacité maximale du barrage Scalaire [m3] O47{  Taux de remplissage maximal Scalaire [%] O4+9  Taux de remplissage minimal Scalaire [%] / Indice du débit d’entrée Scalaire - | Indice du débit de sortie Scalaire - } Nombre de débit entrant Scalaire - 
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Tableau ChB.2 - 6 : Liste des variables du Barrage 
Variables Signification Domaine Type Unité &.x.y7227z3  Capacité du barrage ℝN Scalaire [m3] &.x.D:+63,y7227z3  Capacité utile du barrage ℝN Scalaire [m3] <37D  Volume d’eau dans le barrage ℝN Vecteur 1xH [m3] w+9,y7227z3+  Débit d’entrée i ℝN Vecteur 1xH [m3/h] w[D:,y7227z3~  Débit de sortie j ℝN Vecteur 1xH [m3/h] wD+:3  Débit de débordement ℝN Vecteur 1xH [m3/h] 
 
Un Barrage hérite de la classe Elément Nœud  car il se trouve à la jonction entre les flux entrants et les 
flux sortants. Il peut recevoir en entrée plusieurs débits indicés par la lettre i et plusieurs débits en 
sortie indicés par la lettre j.  
La capacité de stockage du barrage est bornée de la manière suivante : 
 &.x.4+9,y7227z3 	 ≤ 	 &.x.y7227z3 ≤ &.x.47{,y7227z3  (ChB.2-5) 
La capacité utile du barrage est définie en fonction de l’écart entre le taux de remplissage maximum 
et le taux de remplissage minimum comme suit : 
 &.x.D:+63,y7227z3 = &.x.y7227z3 . (O47{ − O4+9) (ChB.2-6) 
Le volume d’eau dans le barrage doit respecter les limites de remplissage : 
 ∀# ∈ ⟦1;!⟧, 0	 ≤ 	<37D(#) ≤ &.x.D:+63,y7227z3   (ChB.2-7) 
Avec, le volume d’eau dans le barrage à l’instant t défini de la manière suivante : 
∀# ∈ ⟦1;!⟧, <37D(#) = <37D(# − 1) +Çw+9,y7227z3+ (#). "#É+Ñe −Çw[D:,y7227z3~ (#). "#
Ö
~Ñe  
−	wD+:3 . "# 
(ChB.2-8) 
Concernant les variables génériques de coûts, elles se définissent telles que présentées en 0. Pour le 
calcul de &'()*y7227z3 la taille de l’élément est donnée par &.x.y7227z3. Aucun coût ni gain ne sont 
engendrés par le Barrage donc -./$y7227z3 = 0 et &0û#y7227z3 = 0. 
II.C.3. Turbine hydraulique 
Figure ChB.2 - 9 : Icône turbine hydraulique 
Tableau ChB.2 - 7 : Liste des paramètres de la Turbine hydraulique 
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/ Indice du débit d’entrée Scalaire - } Nombre de débit entrant Scalaire - (0?#â.lé638,:D2yPuissance électrique maximale 
de la turbine 
Scalaire [W] 
Tableau ChB.2 - 8 : Liste des variables de la Turbine hydraulique 
Variables Signification Domaine Type Unité (0?#é638,:D2y Puissance électrique en sortie ℝN Vecteur 1xH [W] w+9,:D2y+  Débit d’entrée i ℝN Vecteur 1xH [m3/h] )52[Cä[:,:D2y Energie produite totale annuelle 
de la turbine  
 Vecteur 1xN [Wh] 
 
Une Turbine hydraulique hérite de la classe Elément Nœud  car elle se trouve à la jonction entre les 
flux entrants (indicés i) et le flux sortant. L’équation régissant son comportement est la suivante : 
 ∀# ∈ ⟦1;!⟧, (0?#é638,:D2y(#) = ∑ w+9,:D2y+ (#)É+Ñe . Ü"#:D2y . á. !. à37D (ChB.2-9) 
Et la production totale est définie par : 
 ∀$ ∈ ⟦1;%⟧, )52[Cä[:,:D2y($) = ∑ (0?#é638,:D2y(#)9.å:Ñå.(9te)Ne . "# (ChB.2-10) 
La puissance électrique en sortie de turbine est bornée de la manière suivante : 
 ∀# ∈ ⟦1;!⟧, 0 ≤ (0?#é638,:D2y(#) ≤ (0?#â.lé638,:D2y  (ChB.2-11) 
Les variables génériques de coûts se définissent telles que présentées en 0. Pour le calcul de &'()*:D2y  la taille de l’élément est donnée par (0?#â.lé638,:D2y . Aucun coût ni gain ne sont 
engendrés par la Turbine hydraulique donc -./$:D2y = 0 et &0û#:D2y = 0. 
II.D. Les éléments électriques 
Nous rassemblons dans éléments électriques les Eoliennes, les PV, les Onduleurs, les Batteries, les 
Convertisseurs bidirectionnels, les Points de connexion, les Générateur diesel et les Consommateurs 
électriques. Les Batteries et les Générateur diesel présentent la particularité d’avoir des contraintes 
incluant des binaires qui ont tendance à ralentir les temps de calculs. Dans les paragraphes relatifs à 
ces Eléments, nous discuterons de l’impact de ces contraintes. 
II.D.1. Eolienne 
Figure ChB.2 - 10 : Icône éolienne 
Tableau ChB.2 - 9 : Liste des paramètres de l’Eolienne 
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Tableau ChB.2 - 10 : Liste des variables de l’Eolienne 
Variables Signification Domaine Type Unité (0?#é638,3[6 Puissance produite nette par 
l’éolienne 
ℝN Vecteur 1xH [W] 
(y2+C7z3  Puissance bridée ℝN Vecteur 1xH [W] %ç3[6 Nombre d’éoliennes installées ℕ Scalaire [W] )52[Cä[:,é[6  Energie produite totale 
annuelle de l’éolienne  
ℝN Vecteur 1xN [Wh] 
 
Une Eolienne est une classe fille de la classe Elément. L’utilisateur fournit en paramètre d’entrée une 
courbe de production électrique unitaire (c’est-à-dire par éolienne) notée (D9+:,3[6. En multipliant ce 
paramètre par une variable entière désignant le nombre d’Eoliennes à installer, noté %ç3[6, il est 
possible de dimensionner l’installation. Ainsi la production éolienne peut être modélisée de la façon 
suivante : 
 ∀# ∈ ⟦1;!⟧, (0?#é638,3[6(#) = %ç3[6 . (D9+:,3[6(#) − (y2+C7z3(#) (ChB.2-12) 
Il est impossible de brider plus que la production :  
 ∀# ∈ ⟦1;!⟧, 0 ≤ (y2+C7z3(#) ≤ (0?#é638,3[6(#) (ChB.2-13) 
Le cumul annuel de la production de l’éolienne est donné par : 
 ∀$ ∈ ⟦1;%⟧, )52[Cä[:,é[6($) = ∑ (0?#é638,é[6(#)9.å:Ñå.(9te)Ne . "# (ChB.2-14) 
Il est possible de borner l’énergie bridée annuellement grâce à la contrainte suivante : 
 ∀$ ∈ ⟦1;%⟧, 0 ≤ ∑ (y2+C7z3(i). "#å.9uÑå.(9te)Ne ≤ )â.ly2+C7z3 (ChB.2-15) 
Afin de borner le problème une contrainte inégalité doit être ajoutée sur la variable %ç3[6 : 
 0 ≤ %ç3[6 ≤ %çâ.l3[6  (ChB.2-16) 
Les variables génériques de coûts se définissent telles que présentées en 0. Pour le calcul de &'()*3[6 
la taille de l’élément est donnée par %ç3[6 . (D9+:É9B:,3[6. Aucun coût ni gain ne sont engendrés par 
l’Eolienne donc -./$3[6 = 0 et &0û#3[6 = 0. 
II.D.2. Panneau photovoltaïque 
Figure ChB.2 - 11 : Icône PV 
Tableau ChB.2 - 11 : Liste des paramètres de PV 
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Tableau ChB.2 - 12 : Liste des variables de PV 
Variables Signification Domaine Type Unité (é638,Gè  Puissance produite nette 
par les PV 
ℝN Vecteur 1xH [W] 
(é82ê:7z3  Puissance écrêtée ℝN Vecteur 1xH [W] %çGè Nombre de PV installés ℕ Scalaire [W] )52[Cä[:,Gè  Energie produite totale 
annuelle par le PV 
ℝN Vecteur 1xN [Wh] 
 
Un PV (Panneaux photovoltaïque) est une classe fille de la classe Elément. Il se modélise de la même 
manière qu’une Eolienne. Donc la production du PV est modélisée comme suit : 
 ∀# ∈ ⟦1;!⟧, (0?#é638,Gè(#) = %çGè . (D9+:,Gè(#) − (é82ê:7z3(#) (ChB.2-17) 
Il est impossible d’écrêter plus que la production :  
 ∀# ∈ ⟦1;!⟧, 0 ≤ (é82ê:7z3(#) ≤ (0?#é638,Gè(#) (ChB.2-18) 
En cumul annuel nous avons : 
 ∀$ ∈ ⟦1;%⟧, )52[Cä[:,Gè($) = ∑ (0?#é638,Gè(#)9.å:Ñå.(9te)Ne . "# (ChB.2-19) 
L’énergie écrêtée annuellement est bornée : 
 ∀$ ∈ ⟦1;%⟧, 0 ≤ ∑ (é82ê:7z3(i). "#å.9uÑå.(9te)Ne ≤ )â.lé82ê:7z3 (ChB.2-20) 
Et la contrainte inégalité sur la variable %çGè  est donnée par : 
 0 ≤ %çGè ≤ %çâ.lGè (ChB.2-21) 
Les variables génériques de coûts se définissent telles que présentées en 0. Pour le calcul de &'()*Gè 
la taille de l’élément est donnée par %çGè . (D9+:É9B:,Gè . Aucun coût ni gain ne sont engendrés par le 
PV donc -./$Gè = 0 et &0û#Gè = 0. 
II.D.3. Générateur diesel 
Figure ChB.2 - 12 : Icône générateur diesel 
Tableau ChB.2 - 13 : Liste des paramètres du Générateur diesel 
Paramètres Signification Type  Unité (zCë7{í+4+:  Puissance du générateur diesel maximale Scalaire [W] %çC34ë7{ Nombre de démarrage maximal par 
période 
Scalaire - 
%ç532+[C3	 Nombre de période Scalaire - ìî/#ïℎ/$á(>@/0"	 Vecteur des instants t de changement de 
période 
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Tableau ChB.2 - 14 : Liste des variables du Générateur diesel 
Variables Signification Nature Type Unité (0?#é638,zC Puissance produite par le générateur 
diesel 
ℝN Vecteur 1xH [W] 
(zCë7{  Puissance installée du générateur 
diesel 
ℝN Vecteur 1xH [W] 
(x,á" Vecteur de passage ℝN Vecteur 1xH [W] (4,zC  Vecteur de passage ℝN Vecteur 1xH [W] óe,zC Binaire de l’état allumé éteint {0,1} Vecteur 1xH - óö,zC Binaire des changements d’état éteint 
allumé 
{0,1} Vecteur 1xH - 
óõ,zC Binaire des changements d’état allumé 
éteint 
{0,1} Vecteur 1xH - 
óú,zC Indicateur des démarrages {0,1} Vecteur 1xH - %çC34 Nombre de démarrage par période ℕ Scalaire - )52[Cä[:,zC  Energie produite annuellement par le 
générateur diesel 
ℝN Vecteur 1xN [Wh] 
 
Le Générateur diesel est une classe fille de la classe Elément. La puissance produite est bornée par la 
puissance du générateur diesel : 
 ∀# ∈ ⟦1;!⟧,											0 ≤ 	(0?#é638,zC(#) ≤ (zCë7{ (ChB.2-22) 
(zCë7{ est une variable du problème d’optimisation et elle permet de dimensionner le générateur 
diesel. Afin de borner le problème la contrainte suivante est ajoutée : 
 0 ≤ 	(zCë7{  ≤ (zCë7{í+4+:  (ChB.2-23) 
La production annuelle du Générateur diesel se définit comme suit : 
 ∀$ ∈ ⟦1;%⟧, )52[Cä[:,zC($) = ∑ (0?#é638,zC(#)9.å:Ñå.(9te)Ne . "# (ChB.2-24) 
Afin de pouvoir compter le nombre de démarrages et d’arrêts du Générateur diesel il nous faut 
ajouter un jeu de contraintes comportant des binaires 
 ∀# ∈ ⟦1;!⟧, (5,zC(#) − (4,zC(#) = (zC(#) (ChB.2-25) 
 ∀# ∈ ⟦1;!⟧, 0 ≤ (5,zC(#) ≤ óe,zC(#). ù/áû (ChB.2-26) 
 ∀# ∈ ⟦1;!⟧, 0 ≤ (4,zC(#) ≤ (1 − óe,zC(#)). ù/áû (ChB.2-27) 
 ∀# ∈ ⟦1;!⟧, 0 ≤ óe,zC(#) ≤ (zC(#) (ChB.2-28) 
Ce jeu de contrainte permet de créer un indicateur de l’état allumé/éteint noté óe,z2+C(#). Il vaut 1 
quand le Générateur diesel est en marche (ie. délivre une puissance différente de 0) et 0 sinon. Les 
contraintes suivantes permettent de réunir dans óö,z2+C tous les changements d’état de óe,z2+C de 0 à 
1 (donc démarrage) et dans óõ,z2+C tous les changements d’état de óe,z2+C de 1 à 0 (donc arrêt).  
 ∀# ∈ ⟦1;!⟧, óö,z2+C(#) − óõ,z2+C(#) = óe,z2+C(#) − óe,z2+C(# − 1) (ChB.2-29) 
 ∀# ∈ ⟦1;!⟧, 0 ≤ óö,z2+C(#) ≤ óú,z2+C(#) (ChB.2-30) 
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 ∀# ∈ ⟦1;!⟧, 0 ≤ óö,z2+C(#) ≤ 1 − óú,z2+C(#) (ChB.2-31) 
Le binaire óú,z2+C évite l’erreur numérique engendrée si óö,z2+C et óõ,z2+C sont une approximation de 
0. óú,z2+C	devient finalement l’indicateur de démarrage. En sommant óú,z2+C sur un découpage en 
période nous obtenons le nombre de démarrages par période (par exemple nous découpons l’année 
en 365 jours et nous cherchons le nombre de démarrages par jour) : 
 ∀O ∈ ⟦1;%ç532+[C3ü,%çC34(O) = ∑ óú,z2+C(#)†°+:8¢+9zG32+[C(ä)Ne:Ñ†°+:8¢+9zG32+[C(äte)Ne  (ChB.2-32) 
Le nombre de démarrages par période peut être contraint grâce à : 
 ∀O ∈ ⟦1;%ç532+[C3ü, 0 ≤ %çC34(O) ≤ %çC34ë7{ (ChB.2-33) 
Les contraintes de (II-25) à (II-32) n’ont qu’un impact réduit sur le temps de calcul car il s’agit seulement 
d’un calcul d’indicateur et n’ont pas vocation à contraindre les solutions. Toutefois, la contrainte (II-
33), qui impose une limite sur le nombre de démarrages, contraint la recherche de solution ce qui 
augmente le temps de calcul (de l’ordre de 30%). Pour des cas d’étude où le nombre de démarrage 
n’est pas important, il vaut donc mieux rendre optionnelle cette contrainte afin de résoudre le 
problème en un temps plus court. 
Les variables génériques de coûts se définissent telles que présentées en 0. Pour le calcul de &'()*Cz 
la taille de l’élément est donnée par (zCë7{. Aucun coût ni gain n’est engendré par le Générateur 
Diesel donc -./$zC = 0 et &0û#zC = 0. 
II.D.4. Consommateur électrique 
Figure ChB.2 - 13 : Icône consommateur électrique 
Tableau ChB.2 - 15 : Liste des paramètres de Consommateur électrique 
Paramètres Signification Type Unité )8[9B[ L’énergie consommée à 
l’instant t 
Vecteur 1xH [W] 
)8[9B[ä[: Energie consommée totale 
annuellement 
Vecteur 1xN [Wh] 
 
L’élément Consommateur est une classe fille de la classe Elément. Il possède un paramètre sous forme 
de vecteur de taille H, noté	(8[9B[ 	et représentant la courbe de charge au pas de temps dt. 	)8[9B[ä[:  donne quant à lui la consommation totale par an. L’ensemble des variables génériques de 
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Figure ChB.2 - 14 : Icône d'un onduleur 
Tableau ChB.2 - 16 : Liste des paramètres de l’onduleur 
Paramètres Signification Type Unité Ü"#[9C Rendement de l’onduleur Scalaire [%] /	 Entrée i de l’onduleur Scalaire - } Nombre totale d’entrée de l’onduleur Scalaire - 
Tableau ChB.2 - 17 : Liste des variables de l’onduleur 
Variables Signification Domaine Type Unité ([D:,[9C  Puissance en sortie de l’onduleur ℝN Vecteur 1xH [W] P+9,[9C+  Puissance en entrée i de l’onduleur ℝN Vecteur 1xH [W] (â.l+9,[9C  Puissance de l’onduleur ℝN Scalaire [W] 
 
Un Onduleur est un Elément Nœud car il est à la jonction entre les puissances en entrée et la puissance 
en sortie. Son comportement est régit par l’équation suivante : 
 ∀# ∈ ⟦1;!⟧, ([D:,[9C(#) = Ü"#[9C . ∑ P+9,[9C+É+Ñe (#) (ChB.2-34) 
La puissance en entrée d’un onduleur est limitée par la puissance nominale de l’onduleur noté (â.l+9,[9C  : 
 ∀# ∈ ⟦1;!⟧, ∀/ ∈ ⟦1;}⟧, 0 ≤ P+9,[9C+ (#) ≤ (â.l+9,[9C  (ChB.2-35) 
Les variables génériques de coûts se définissent telles que présentées en 0. Pour le calcul de &'()*[9C  la taille de l’élément est donnée par (â.l+9,[9C . Aucun coût ni gain n’est engendré par 
l’Onduleur donc -./$[9C = 0 et &0û#[9C = 0. 
II.D.6. Batterie 
Figure ChB.2 - 15 : Icône batterie 
Tableau ChB.2 - 18 : Liste des paramètres de la Batterie 
Paramètres Signification Type Unité &.x.4+9,y7:  Capacité minimale de la 
batterie 
Scalaire [Wh] 
&.x.47{,y7:  Capacité maximale de la 
batterie 
Scalaire [Wh] 
§,§ Profondeur de décharge Scalaire [%] Ü"#8¢72z3,y7:  Rendement en charge de la 
batterie 
Scalaire [%] 
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%ç8 Nombre de C de la batterie Scalaire - &0û#EFGHI92~,y7:  Coût d’investissement en 
fonction de l’énergie 
Scalaire [€/Wh] 
&0û#EFGHI5[°32,y7:  Coût d’investissement en 
fonction de la puissance 
Scalaire [%CAPEXnrj] 
 
Tableau ChB.2 - 19 : Liste des variables de la Batterie 
Variables Signification Domaine Type Unité &.x.y7:  Capacité de la batterie ℝN Scalaire [Wh] &.x.D:+63,y7:  Capacité utile de la batterie ℝN Scalaire [Wh] (y7:  Puissance de la batterie ℝ Vecteur 1xH [W] (8¢72z3,y7:+9  Puissance en charge de la batterie ℝt Vecteur 1xH [W] (Cé8¢72z3,y7:[D:  Puissance en décharge de la batterie ℝN Vecteur 1xH [W] óy7: Binaire de la batterie {0,1} Vecteur 1xH - (y7:,47{  Puissance installée de la batterie ℝN Scalaire [W] )ç.#(#) Energie stockée dans la batterie ℝN Vecteur 1xH [Wh] 
 
Une Batterie hérite de la classe Elément Nœud car elle se trouve à la jonction entre la puissance 
entrante et la puissance sortante. La capacité de la Batterie est bornée de la manière suivante : 
 &.x.4+9,y7: 	 ≤ 	&.x.y7: ≤ &.x.47{,y7: (ChB.2-36) 
La capacité utile de la batterie est définie grâce à la profondeur de décharge notée §,§ : 
 &.x.D:+63,y7: = &.x.y7: . §,§ (ChB.2-37) 
La puissance de la batterie est donnée par : 
 ∀# ∈ ⟦1;!⟧, (y7:(#) = 	(8¢72z3,y7:+9 (#). Ü"#8¢72z3,y7: + G•éb¶a\ß],®ad©™d´C:•éb¶a\ß],®ad	 (ChB.2-38) 
Avec (8¢72z3,y7:+9 ∈ ℝ− la puissance en charge de la batterie et (Cé8¢72z3,y7:[D: ∈ ℝ+ la puissance en 
décharge de la batterie. D’un point de vue numérique rien n’empêche (8¢72z3,y7:+9  et (Cé8¢72z3,y7:[D:  de 
coexister. Or, une batterie ne peut pas charger et décharger en même temps. Il faut donc ajouter des 
contraintes binaires pour empêcher la charge et la décharge simultanée de la batterie : 
 ∀# ∈ ⟦1;!⟧, −ù/áû. (1 − óy7:(#)) ≤ (8¢72z3,y7:+9 (#) ≤ 0 (ChB.2-39) 
 ∀# ∈ ⟦1;!⟧, 0 ≤ (Cé8¢72z3,y7:[D: (#) ≤ 	ù/áû. óy7:(#) (ChB.2-40) 
Ainsi si óy7:(#) = 1, 0 ≤ (8¢72z3,y7:+9 ≤ 0 donc vaut 0 et 0 ≤ (Cé8¢72z3,y7:[D: (#) ≤ 	+∞ et si óy7:(#) =0, 0 ≤ (8¢72z3,y7:+9 ≤ +∞ et 0 ≤ (Cé8¢72z3,y7:[D: (#) ≤ 	0 donc vaut 0. Ces contraintes binaires allongent 
le temps de calcul car elles contraignent les solutions. Toutefois, ces contraintes ne sont pas 
optionnelles sous peine d’obtenir des résultats non physiques. 
La puissance de la batterie est limitée : 
 ∀# ∈ ⟦1;!⟧,−(y7:,47{ 	 ≤ 	 (y7:(#) ≤ (y7:,47{ (ChB.2-41) 
L’énergie stockée dans la batterie est limitée par la taille du stockage utile : 
 ∀# ∈ ⟦1;!⟧, 0	 ≤ 	)y7:(#) ≤ &.x.D:+63 (ChB.2-42) 
Le quantité d’énergie dans la batterie à l’instant t est définie de la manière suivante : 
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 ∀# ∈ ⟦1;!⟧, 	)y7:(#) = )y7:(# − 1) +	(y7: . "# (ChB.2-43) 
Enfin la définition du type de batterie (1C, 2C, C/2…) est donnée par : 
 (y7:,47{ = &.x.y7:. %ç8 (ChB.2-44) 
Les variables génériques de coûts se définissent telles que présentées en 0 excepté pour le calcul de &'()*y7:. En effet, les coûts d’investissement d’une batterie dépendent à la fois de sa capacité de 
stockage et de sa puissance nominale, ainsi : 
 &'()*y7: = &0û#EFGHI92~,y7: . &.x.y7: + &0û#EFGHI5[°32,y7: . (y7:,47{ (ChB.2-45) 
Aucun coût ni gain n’est engendré par la Batterie donc -./$y7: = 0 et &0û#y7: = 0. 
II.D.7. Convertisseur Bidirectionnel 
Figure ChB.2 - 16 : Icône d'un convertisseur Bidirectionnel 
Tableau ChB.2 - 20 : Liste des paramètres du Convertisseur bidirectionnel 
Paramètres Signification Type Unité Ü"#C38¢,8[9m≠+Æ+2 Rendement en décharge du convertisseur Scalaire [%] Ü"#8¢,8[9m≠+Æ+2  Rendement en charge du convertisseur Scalaire [%] 
 
Tableau ChB.2 - 21 : Liste des variables du Convertisseur bidirectionnel 
Variables Signification Nature Type Unité (+9,8[9m≠+Æ+2  Puissance en entrée du 
convertisseur 
ℝN Vecteur 1xH [W] 
([D:,8[9m≠+Æ+2D9+C+2  Puissance unidirectionnelle en 
sortie du convertisseur 
ℝt Vecteur 1xH [W] 
([D:,8[9m≠+Æ+2y+C+2  Puissance bidirectionnelle en 
sortie du convertisseur 
ℝ Vecteur 1xH [W] 
(â.l8[9m≠+Æ+2	 Puissance du convertisseur ℝN Scalaire [W] 
 
Un Convertisseur bidirectionnel est un Elément Nœud car il est à la jonction entre deux puissances. Il 
présente deux sorties :  
- une bidirectionnelle, notée ([D:,[9Cy+C+2 , définie sur ℝ et généralement reliée au reste de 
l’installation HRES ;  
- une unidirectionnelle, notée ([D:,[9CD9+C+2  définie sur ℝN, généralement reliée à l’entrée de la 
Batterie.  
La puissance en entrée du Convertisseur bidirectionnel, notée (+9,8[9m≠+Æ+2 , est généralement reliée à 
la sortie de la Batterie.  
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Son comportement est régi par l’équation suivante : 
 ∀# ∈ ⟦1;!⟧, ([D:,8[9m≠+Æ+2y+C+2 (#) = Ü"#C38¢,8[9m≠+Æ+2 . (+9,8[9m≠+Æ+2(#) +	 G©™d,b©ckØZ∞Z\™cZ•Z\´C:b¶,b©ckØZ∞Z\ (#)
 (ChB.2-46) 
La puissance de la sortie bidirectionnelle est limitée par la puissance du convertisseur noté (â.l8[9m≠+Æ+2  : 
 ∀# ∈ ⟦1;!⟧, ∀/ ∈ ⟦1;}⟧, −(â.l8[9m≠+Æ+2 ≤ ([D:,8[9m≠+Æ+2y+C+2 (#) ≤ (â.l8[9m≠+Æ+2(ChB.2-47) 
Les variables génériques de coûts se définissent telles que présentées en 0. Pour le calcul de &'()*8[9m≠+Æ+2 la taille de l’élément est donnée par (â.l8[9m≠+Æ+2 . Aucun coût ni gain n’est 
engendré par le Convertisseur bidirectionnel donc -./$8[9m≠+Æ+2 = 0 et &0û#8[9m≠+Æ+2 = 0. 
II.D.8. Point de connexion 
Figure ChB.2 - 17 : Icône point de connexion 
Tableau ChB.2 - 22 : Liste des paramètres du Point de connexion 
Paramètres Signification Type Unité / Indice entrée i du point de connexion Scalaire - } Nombre totale des entrées du point de connexion Scalaire - |	 Indice sortie j du point de connexion Scalaire - ±
  
Nombre totale des sorties du point de connexion Scalaire - 
Tableau ChB.2 - 23 : Liste des variables du Point de connexion 
Variables Signification Nature Type Unité (/$,á@/"/  Puissance en entrée i ℝ Vecteur 1xH [W] (0?#,á@/"|  Puissance en sortie i ℝ Vecteur 1xH [W] 
Un Point de connexion est un Elément Nœud car il est à la jonction entre tous ses flux entrants et ses 
flux sortants. Le modèle du point de connexion est le suivant : 
 ∀# ∈ ⟦1;!⟧, ∑ (+9,z2+C+ (#)É+Ñe = ∑ ([D:,z2+C~ (#)Ö~Ñe  (ChB.2-48) 
L’ensemble des variables génériques présentés en 0 n’ont pas lieu d’être dans cet élément et sont 
donc toutes égales à 0. 
II.E. Les éléments financiers 
Les éléments financiers rassemblent tous les objets relatifs à des calculs de coûts et de gains : Marché 
Spot, Fournisseur d’électricité, Acheteurs d’électricité et BP. Le Fournisseur d’électricité, l’Acheteur 
d’électricité sont modélisés de façon générique afin de prendre en compte la possibilité d’une 
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II.E.1. Marché SPOT 
Figure ChB.2 - 18 : Icône marché SPOT 
Tableau ChB.2 - 24 : Liste des paramètres du Marché spot avec arbitrage 
Paramètres Signification Type Unité (@/lB5[:  Courbe de prix du marché 
Spot 
Vecteur 1xH [€/Wh] 
 
L’élément Marché Spot est une classe fille de la classe Elément. Le marché SPOT est le marché 
Européen de l’électricité. Sur ce marché il est possible de faire de l’arbitrage, c’est-à-dire de profiter 
des différences de prix entre les instants t pour acheter et vendre de l’énergie aux meilleurs moments. 
Dans notre modèle, l’élément Marché Spot ne se modélise pas de la même façon qu’il soit dans le 
cadre de l’arbitrage ou de la vente simple d’énergie sur le marché. Dans les deux cas le Marché Spot 
dispose de la courbe de prix notée (@/lB5[: . 
II.E.1.a Dans le cadre de l’arbitrage 
Tableau ChB.2 - 25 : Liste des variables du Marché Spot avec arbitrage 
Variables Signification Nature Type Unité )m39CD3,B5[:  Energie vendue au marché Spot ℝN Vecteur 1xH [W] )78¢3:é3,B5[:  Energie achetée sur le marché Spot ℝN Vecteur 1xH [W] (+9,B5[:  Puissance entrante sur le marché Spot ℝ Vecteur 1xH [W] óB5[: Binaire de l’état vente achat {0,1} Vecteur 1xH - -./$B5[:  Gain généré par la vente d’énergie 
annuellement 
ℝN Vecteur 1xN [€] 
&0û#B5[:  Coûts engendré par l’achat d’énergie 
annuellement 
ℝN Vecteur 1xN [€] 
 
Dans le cadre de l’arbitrage il faut distinguer ce qui est vendue au SPOT, notée (m39CD3,B5[:  et ce qui 
est achetée au SPOT, notée (78¢3:é3,B5[:. La puissance entrante sur le marché SPOT est ainsi modélisée 
de la manière suivante : 
 ∀O ∈ ⟦1;!⟧, (+9,B5[:(#) = Hk]c•™],≤_©d(:)tHab¶]dé],≤_©d(:)C:  (ChB.2-49) 
Afin d’éviter la coexistence de (m39CD3,B5[:  et de (78¢3:é3,B5[:  il est nécessaire d’ajouter les contraintes 
suivantes : 
 ∀# ∈ ⟦1;!⟧, 0 ≤ )m39CD3,B5[:(#) ≤ óB5[:(#). ù/áû (ChB.2-50) 





Crédit icônes : The Noun Project. Designer : James   
Partie B – Chapitre B.2 SELECSYS : Sizing ELECtrical SYStem 
102 
 
Les gains générés par la vente d’énergie au spot se définissent comme suit : 
 ∀$ ∈ ⟦1;%⟧, -./$B5[:($) = ∑ )m39CD3,B5[:(#). (@/lB5[:9.å:Ñå.(9te)Ne  (ChB.2-52) 
Les coûts engendrés par l’achat d’énergie au spot se définissent comme : 
 ∀$ ∈ ⟦1;%⟧, &0û#B5[:($) = ∑ )78¢7:é3,B5[:(#). (@/lB5[:9.å:Ñå.(9te)Ne  (ChB.2-53) 
II.E.1.b Dans le cadre de la revente sur les marchés électriques 
Tableau ChB.2 - 26 : Liste des variables du Marché Spot sans arbitrage 
Variables Signification Nature Type Unité (+9,B5[:  Puissance entrante sur le marché Spot ℝ Vecteur 1xH [W] -./$B5[:  Gain généré par la vente d’énergie ℝN Vecteur 1xN [€] 
 
Ici contrairement au cas précédent nous ne faisons que vendre de l’électricité sur le marché SPOT. 
Donc (+9,B5[:  doit toujours être positive : 
 ∀# ∈ ⟦1;!⟧, 0 ≤ 	(+9,B5[:(#) (ChB.2-54) 
Et les gains engendrés se définissent comme : 
 ∀$ ∈ ⟦1;%⟧, -./$B5[:($) = ∑ )m39CD3,B5[:(#). (@/lB5[:9.å:Ñå.(9te)Ne  (ChB.2-55) 
II.E.2. Fournisseur d’électricité 
Figure ChB.2 - 19 : Icône fournisseur d’électricité 
Tableau ChB.2 - 27 : Liste des paramètres de Fournisseur d’électricité 
Paramètres Signification Type Unité 'ç0$$>â>$# Part abonnement de la facture 
d’électricité 
Scalaire [€] 
O.@/≥[D29+BB3D2  Courbe de prix de l’énergie soutirée Vecteur 1xH [€/Wh] &-	 Composante de gestion du TURPE Scalaire [€] &&	 Composante de comptage du TURPE Scalaire [€] &ì+{3  Composante de soutirage part fixe du 
TURPE 
Scalaire  [€] 
&'&ì Composante annuelle des alimentations 
complémentaire et de secours du TURPE 
Scalaire [€] 
NbClasseTempo Nombre de classe temporelle  Scalaire - 
NbHeureClasseTempo,i Nombre d’heure par classe temporelle i Vecteur 
1xNbClasseTempo 
- 
ï0>≥8 Vecteur des coef c correspondant au 





}$">l867BB3ä345[+,9  Index des heures par classe temporelle i 
et par année n 
NxNbHeureClasseTempo,i  
O./==>+9C3{(/, $) Taille des vecteurs des index des heures 
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O&&¥)8[3 Coût de la taxe communale sur la 
consommation finale d’électricité 
Scalaire [€/Wh] 
O§&¥)8[3 Coût de la taxe départementale sur la 
consommation finale d’électricité 
Scalaire [€/Wh] 
&O' Contribution tarifaire d’acheminement Scalaire [€] (+9B:í+4E†GH  Puissance installée limite pour 
l’exonération de CSPE 
Scalaire [W] 
)52[Cä[:í+4E†GH  Production totale limite pour 
l’exonération de la CSPE 
Scalaire [Wh] 
&0û#E†GH Coût de la CSPE Scalaire [€/Wh] ¥.ï#?@>23 Facture de référence payée par le 
consommateur sans autoconsommation 
Scalaire [€] 
 
Tableau ChB.2 - 28 : Liste des variables de Fournisseur d’électricité 
Variables Signification Nature Type Unité ¥0?@$/#?@> Part de la fourniture de la 
facture d’électricité 
ℝN Vecteur 1xN [€] 
OµÜ() Part TURPE de la facture 
d’électricité 
ℝN Vecteur 1xN [€] 
O.l>L Part Taxes de la facture 
d’électricité 
ℝN Vecteur 1xN [€] 
¥.ï#?@>é638:2+8+:é Facture d’électricité payée avec 
autoconsommation 
ℝN Vecteur 1xN [€] 
(B[D:+2é3  Energie soutirée ℝN Vecteur 1xH [€] &ìm72+7y63  Part variable de la composante 
de soutirage du TURPE 
ℝN Vecteur 1xN [€] 





O&¥) Taxes sur la consommation 
finale d’électricité 
ℝN Vecteur 1xN [€] 
(5+,[D29+BB3D2  Variable de passage ℝN Vecteur 1xN [W] (4+,[D29+BB3D2  Variable de passage ℝN Vecteur 1xN [W] (+9B:  Puissance installée ℝN Scalaire [W] óE†GH+ Variable de passage {0,1} Scalaire - ∂E†GH Variable de passage {0,1} Vecteur 1xN - )52[Cä[:  Production totale de 
l’installation 
ℝN Vecteur 1xN [Wh] 
&ì():45+ Variable de passage ℝN Vecteur 1xN [W] )B[D:+2é3ä[:  Energie totale soutirée 
annuellement 
ℝN Vecteur 1xN [Wh] 
)8[9B[ä[: Energie totale consommée 
annuellement 
ℝN Vecteur 1xN [Wh] 
-./$[D29+BB3D2 Gain réalisé sur la facture en 
autoconsommant 
ℝN Vecteur 1xN [€] 
&ì() Contribution au service public 
d’électricité 
ℝN Vecteur 1xN [€] 
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Le Fournisseur d’électricité est une classe fille de la classe Elément. Il a pour rôle de fournir et de 
facturer l’électricité soutirée par le consommateur. En France, une facture d’électricité se compose de 
quatre composantes :  
- une part concernant l’abonnement en fonction de la puissance souscrite ; 
- une part de fourniture qui dépend de la consommation heure par heure ; 
- une part TURPE (Tarif d’Utilisation des Réseau Publics d’Electricité) taxe qui permet de couvrir 
les coûts des opérateurs du réseau ; 
- une part taxes dans laquelle nous ne considérerons pas la TVA puisque le modèle est destiné 
à des industriels. Ainsi nous avons : 
∀$ ∈ ⟦1;%⟧	¥.ï#?@>é638:2+8+:é($) = 'ç0$$>â>$# + ¥0?@$/#?@>($) + OµÜ()($) 
+O.l>L($) (ChB.2-56) 
L’abonnement dépend de la puissance souscrite et est un paramètre d’entrée du problème 
d’optimisation. La fourniture varie en fonction du découpage horosaisonnier et des tarifs appliqués 
par classe temporelle (heure pleine hiver, heure pleine été, heure creuse hiver, heure creuse été et 
heure de pointe). Il convient donc de fournir en paramètre une série chronologique, 
noté	O.@/≥[D29+BB3D2 , qui donne le tarif horosaisonnier à appliquer au pas de temps	"#. La part 
fourniture se calcule comme suit : 
∀$ ∈ ⟦1;%⟧	¥0?@$/#?@>($) = Ç )B[D:+2é3(#). O.@/≥[D29+BB3D2(#)9.å:Ñå.(9te)Ne  (ChB.2-57) 
Le TURPE est redéfinit par la Commission de Régulation de l’Energie (CRE) régulièrement. Le modèle 
présenté ici est celui du TURPE5 HTA/BT (ENEDIS, 2017). Il est composé de plusieurs composantes : 
- Les composantes fixes : sont celles du TURPE qui ne dépendent pas de variables 
d’optimisation. Dans cette catégorie il y a la Composante de Gestion (&-), la Composante de 
Comptage (&&), la Composante de Soutirage part fixe (&ì+{3), la Composante annuelle des 
Alimentations Complémentaires et de Secours (&'&ì). Toutes ces données sont des 
paramètres d’entrée du modèle d’optimisation. 
- Les composantes variables : nous retrouvons ici la Composante de Soutirage part variable 
(&ìm72+7y63), la Composante de Regroupement (&Ü), la Composante de l’Energie Réactive 
(&)Ü) et la Composante Mensuelle de Dépassement de la Puissance Souscrite (&û§(ì). La 
CR, la CER et la CMDPS sont non « linéarisables » et non prépondérantes dans le calcul du 
TURPE. Elles ne seront pas prises en compte dans le modèle.  
Il en découle que : 
 ∀$ ∈ ⟦1;%⟧	OµÜ()($) = &- + && + &'&ì + &ì+{3 + &ìm72+7y63($) (ChB.2-58) 
La &ìm72+7y63 se modélise de la manière suivante : 
 ∀$ ∈ ⟦1;%⟧	&ìm72+7y63($) = ∑ ï0>≥8(/). )B[D:+2é3ä[:G72E67BB3ä345[(/, $)∑+Ñe  (ChB.2-59) 
Avec ï0>≥8 le vecteur de coefficient c correspondant au type de contrat tel que défini dans (ENEDIS, 
2017) et )B[D:+2é3ä[:G72E67BB3ä345[  le total de l’énergie soutirée par classe temporelle. Dans notre 
modèle le découpage horosaisonnier est de type cinq quadrants, c’est-à-dire qu’il existe cinq tarifs 
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différents affectés chacun à cinq plages horaires : heure pleine hiver, heure pleine été, heure creuse 
hiver, heure creuse été et heure de pointe. Il est ainsi possible de représenter l’ensemble des 
découpages horosaisonniers inférieur ou égal à cinq quadrants. 
)B[D:+2é3ä[:G72E67BB3ä345[  est ainsi définie par : 
∀$ ∈ ⟦1;%⟧	∀/ ∈ ⟦1;5⟧,	 




En ce qui concerne les taxes elles comprennent : 
- la O&¥) (Taxes sur la Consommation Finale d’Electricité) qui permet de financer la fiscalité 
locale. Le consommateur en est exonéré si sa puissance souscrite est supérieure à 250kVA : ∀$ ∈ ⟦1;%⟧	O&¥)($) = 0. Sinon, le calcul de la O&¥) est nécessaire et vaut :  
∀$ ∈ ⟦1;%⟧		O&¥)($) = O&&¥)8[3 . Ç )B[D:+2é3(#)å∗9:Ñå∗(9te)Ne  
+O§&¥)8[3 . Ç )B[D:+2é3(#)9∗å:Ñå∗(9te)Ne  
(ChB.2-61) 
- la &O' (Contribution Tarifaire d’Acheminement) : elle finance la maintenance du réseau 
électrique. Cette dernière est fixe et est donc un paramètre du modèle d’optimisation. 
- la &ì() (Contribution au Service Public d’Electricité) qui représente le paiement des 
obligations de service public des opérateurs (par exemple obligation d’achat des énergies 
renouvelables). Selon l’Article L.121-11 du Code de l’Energie, la CSPE s’applique à l’énergie 
consommée par le consommateur. Si la puissance installée est inférieure à 100 kW ou que 
l’énergie produite totale est inférieure à 240 GWh alors le consommateur est exonéré de la 
CSPE sur l’énergie qu’il autoconsomme. Ainsi, la plupart du temps la CSPE s’applique 
seulement à l’énergie soutirée car la condition d’exonération est large. Sinon elle s’applique à 
toute l’énergie consommée y compris celle qu’il n’a pas acheté sur le réseau d’électricité.  
Afin de linéariser les conditions d’exonération de la CSPE, il convient tout d’abord de déterminer la 
position de la puissance installée par rapport aux 100 kW, limite de la condition d’exonération : 
 (5e,[D29+BB3D2 − (4e,[D29+BB3D2 = (+9B:6+4E†GH − (+9B: (ChB.2-62) 
 0 ≤ (5e,[D29+BB3D2 ≤ óE†GHe . ù/áû (ChB.2-63) 
 0 ≤ (4e,[D29+BB3D2 ≤ (1 − óE†GHe). ù/áû (ChB.2-64)  
Ainsi si (+9B: ≤ (+9B:6+4E†GH  alors óE†GHe = 1 et si (+9B: ≥ (+9B:6+4E†GH  alors óE†GHe = 0. Nous 
chercherons ensuite la position de l’énergie produite par rapport aux 240GWh limites : 
 ∀$ ∈ ⟦1;%⟧	)52[Cä[:($) = ∑ )52[Cä[:,+($)jyB[D283G2[C+Ñe  (ChB.2-65) 
Avec les )52[Cä[:,+ l’énergie annuelle totale produite par les sources de production telles que définies 
dans les paragraphes précédents et %çL0?@ï>(@0" le nombre de sources de production dans le projet 
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∀$ ∈ ⟦1;%⟧(5ö,[D29+BB3D2($) − (4ö,[D29+BB3D2($) = )52[Cä[:í+4E†GH − )52[Cä[:($) (ChB.2-66) 
 ∀$ ∈ ⟦1;%⟧	0 ≤ (5ö,[D29+BB3D2($) ≤ óE†GHö . ù/áû (ChB.2-67) 
 ∀$ ∈ ⟦1;%⟧	0 ≤ (4ö,[D29+BB3D2($) ≤ (1 − óE†GHö). ù/áû (ChB.2-68) 
Ainsi si )52[Cä[: ≤ )52[Cä[:í+4E†GH  alors óE†GHö = 1 et si )52[Cä[: ≥ )52[Cä[:í+4E†GH  alors óE†GHö =0. Nous linéarisons le produit de óE†GHe part óE†GHö  afin de créer l’indicateur d’exonération ∂E†GH 	: 
 ∀$ ∈ ⟦1;%⟧	0 ≤ ∂E†GH($) ≤ 1 − óE†GHe($) (ChB.2-69) 
 ∀$ ∈ ⟦1;%⟧	0 ≤ ∂E†GH($) ≤ 1 − óE†GHö($) (ChB.2-70) 
 ∀$ ∈ ⟦1;%⟧	1 − óE†GHe($) + 1 − óE†GHö($) − 1 ≤ ∂E†GH($) (ChB.2-71) 
Ainsi si óE†GHe = 0 ou óE†GHö = 0 il y a exonération de CSPE et ∂E†GH = 0 En fonction des valeurs de ∂E†GH  nous affecterons la bonne formule pour le calcul de la CSPE. Pour se faire nous récolterons dans 
deux variables de passage le produit de ∂E†GH  par les deux formules de calcul de la CSPE : 
 ∀$ ∈ ⟦1;%⟧,)B[D:+2é3ä[:($) = ∑ (B[D:+2é3(#)9.å:Ñå.(9te)Ne  (ChB.2-72) 
 ∀$ ∈ ⟦1;%⟧, 0 ≤ &ì():45e($) ≤ (1 − ∂&ì()($)). ù/áû (ChB.2-73) 
 ∀$ ∈ ⟦1;%⟧, &ì():45e($) ≤ &0û#E†GH . )B[D:+2é3ä[:($) (ChB.2-74) 
 ∀$ ∈ ⟦1;%⟧	&0û#E†GH . )B[D:+2é3ä[:($) − ù/áû. ∂8B53($) ≤ 	 &ì():45e($) (ChB.2-75) 
Et  
 ∀$ ∈ ⟦1;%⟧, 0 ≤ &ì():45ö($) ≤ ∂&ì()($). ù/áû (ChB.2-76) 
 ∀$ ∈ ⟦1;%⟧, &ì():45ö($) ≤ &0û#E†GH . )8[9B[ä[:($). "# (ChB.2-77) 
Avec )8[9B[ä[:  telle que définie en II.D.4. 
 ∀$ ∈ ⟦1;%⟧	&0û#E†GH . )8[9B[ä[:($) − ù/áû. ∂8B53($) ≤ 	 &ì():45ö($) (ChB.2-78) 
Ainsi &ì():45e ≠ 0 et &ì():45ö = 0 quand ∂E†GH = 0 donc exonération de CSPE sur l’énergie 
autoconsommée et &ì():45e = 0 et &ì():45ö ≠ 0 quand ∂E†GH = 1 
Enfin le calcul de la CSPE est défini par : 
 ∀$ ∈ ⟦1;%⟧, &ì()($) = &ì():45e($) + &ì():45ö($) (ChB.2-79) 
Enfin le calcul des taxes est donné par : 
 ∀$ ∈ ⟦1;%⟧	O.l>L($) = &O' + &ì()($) + O&¥)($) (ChB.2-80) 
Pour finir les gains engendrés s’il y a autoconsommation se définissent comme : 
 ∀$ ∈ ⟦1;%⟧	-./$[D29+BB3D2($) = ¥.ï#?@>23($) − ¥.ï#?@>é6382+8+:é($) (ChB.2-81) 
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II.E.3. Acheteur d’électricité 
Figure ChB.2 - 20 : Icône acheteur d’électricité 
Tableau ChB.2 - 29 : Liste des paramètres de l’Acheteur d’électricité 
Paramètres Signification Type Unité (+9B:6+4+  Puissance installée limite de la tranche i Scalaire [W] O.@/≥+ Tarif de vente de la tranche i Scalaire [€/Wh] (+9B:6+4ÉΩH´ 	 Puissance installée limite pour le calcul de l’IFER Scalaire [W] &0û#ÉΩH´ 	 Coût de l’IFER Scalaire [€/Wh] / Indice de tranche Scalaire  - 
 
Tableau ChB.2 - 30 : Liste des variables de l’Acheteur d’électricité 
Variables Signification Nature Type Unité (5+,78¢3:3D2 Variable de passage ℝN Scalaire [W] (4+,78¢3:3D2 Variable de passage ℝN Scalaire [W] (+9B:  Puissance installée de l’installation ℝN Scalaire [W] ó+,78¢3:3D2 Indicateur de la position de la 
puissance installée par rapport à la 
tranche i 
{0,1} Scalaire - 
∂+,78¢3:3D2 Indicateur d’appartenance à la 
tranche i 
{0,1} Scalaire - 
(+9,78¢3:3D2 Puissance entrante de l’acheteur 
d’électricité 
ℝN Vecteur 1xH [W] 
)+9,78¢3:3D2ä[:  Energie totale entrante par année 
dans l’acheteur d’électricité 
ℝN Vecteur 1xN [Wh] 
)m39CD3,ä+ Energie vendue au tarif i ℝN Vecteur 1xN [Wh] -./$Hm39CD3,78¢3:3D2 Gain à la vente d’énergie hors IFER ℝN Vecteur 1xN [€] (5ÉΩH´,+ Variable de passage ℝN Vecteur 1xN [W] (4ÉΩH´,+ Variable de passage ℝN Vecteur 1xN [W] óÉΩH´e Indicateur de la position de la 
puissance installée par rapport à la 
limite d’exonération de l’IFER 
{0,1} Scalaire - 
óÉΩH´ö Indicateur de la position de l’énergie 
produite par rapport à l’énergie 
autoconsommée 
{0,1} Vecteur 1xN - 
∂ÉΩH´ö Indicateur de l’exonération de l’IFER {0,1} Vecteur 1xN - )52[Cä[:  Energie totale produite 
annuellement 
ℝN Vecteur 1xN [Wh] 
)7D:[8[9B[ä[:  Energie totale autoconsommée 
annuellement 
ℝN Vecteur 1xN [Wh] 
)7D:[8[9B[ L’énergie autoconsommée ℝN Vecteur 1xH [W] }¥)Ü Valeur de l’IFER ℝN Vecteur 1xN [€] -./$78¢3:3D2 Gain à la vente d’énergie IFER 
compris 
ℝN Vecteur 1xN [€] 




Crédit icônes : The Noun Project. Designers : Eclair : Creative Stall, Personnage : Clea Doltz, Euro : Rockicon, Bulle : Stefan Parnarov  
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L’Acheteur d’électricité est une classe fille de la classe Elément. L’électricité est vendue à un tarif fixé 
par la Commission de Régulation de l’Energie (CRE). Cet organisme français a pour mission de veiller 
au bon fonctionnement des marchés de l’électricité et du gaz en fixant notamment les prix de l’énergie. 
Généralement, ces tarifs dépendent de la puissance de l’installation de production. Dans notre modèle 
les tarifs seront définis pour cinq tranches de production installée, indicées par /, comme le montre le 
Tableau ChB.2 - 31. Par ailleurs, l’état français propose une prime à l’investissement par tranche de 
production installée telle que définie dans ce même tableau. 
Tableau ChB.2 - 31 : Définition des tarifs d'achat d'électricité 
Indice de tranche Tranches puissance installée Tarif [€/Wh] Prime [€/Wc] 
1 (+9B: ≤ (+9B:6+4e  O.@/≥e  (@/â>e 
2 (+9B:6+4e < (+9B: ≤ (+9B:6+4ö O.@/≥ö  (@/â>ö 
3 (+9B:6+4ö < (+9B: ≤ (+9B:6+4õ O.@/≥õ  (@/â>õ 
4 (+9B:6+4õ < (+9B: ≤ (+9B:6+4ú O.@/≥ú (@/â>ú 
5 (+9B:6+4ú < (+9B:  O.@/≥∑ (@/â>∑ 
 
Nous posons ∂+,78¢3:3D2 un binaire valant 1 si la puissance installée est dans la tranche correspondante 
et 0 sinon. Afin de déterminer les valeurs des ∂+,78¢3:3D2 il convient, dans un premier temps, de 
comparer la puissance installée avec les puissances limites des tranches définies par le Tableau ChB.2 
- 31 . Ainsi avec les équations ci-dessous si (+9B: ≥ (+9B:6+4e, alors óe,78¢3:3D2 = 0, (4e,78¢3:3D2 =0 et (5e,78¢3:3D2 ≠ 0 et inversement si (+9B: ≤ (+9B:6+4e, alors óe,78¢3:3D2 = 1, (4e,78¢3:3D2 ≠ 0 et (5e,78¢3:3D2 = 0 : 
 ∀/ ∈ ⟦1;4⟧	(5+,78¢3:3D2 − (4+,78¢3:3D2 = (+9B: − (+9B:6+4+ (ChB.2-82) 
 ∀/ ∈ ⟦1;4⟧	0 ≤ (5+,78¢3:3D2 ≤ (1 − ó+,78¢3:3D2). ù/áû (ChB.2-83) 
 ∀/ ∈ ⟦1;4⟧	0 ≤ (4+,78¢3:3D2 ≤ ó+,78¢3:3D2. ù/áû (ChB.2-84) 
Ainsi les valeurs des binaires ó+,78¢3:3D2 définissent la position de la puissance installée par rapport à 
une (+9B:6+4+. Si nous avons ó+,78¢3:3D2 = 1 et ó+te,78¢3:3D2 = 0 alors la puissance installée est dans la 
tranche indicée /. Afin de déterminer l’appartenance à une tranche il faut récupérer dans les ∂+,78¢3:3D2	la valeur de la différence ó+,78¢3:3D2 par ó+te,78¢3:3D2 avec les contraintes suivantes : 
 ∂e,78¢3:3D2 = óe,78¢3:3D2 (ChB.2-85) 
 ∀/ ∈ ⟦2;4⟧	∂+,78¢3:3D2 = ó+,78¢3:3D2 − ó+te,78¢3:3D2 (ChB.2-86) 
 ∂∑,78¢3:3D2 = 1 − óú,78¢3:3D2 (ChB.2-87) 
Par conséquent, pour l’équation (II-86) si ó+te,78¢3:3D2 = 0 et ó+,78¢3:3D2 = 1 alors ∂+,78¢3:3D2 = 1 et 
la puissance installée appartient bien à la tranche correspondante. Si ó+te,78¢3:3D2 = 1 et ó+,78¢3:3D2 =1 alors ∂+,78¢3:3D2 = 0 et la puissance installée n’appartient pas à la tranche. Le cas ó+te,78¢3:3D2 = 1 
et ó+,78¢3:3D2 = 0 est impossible puisque si ó+,78¢3:3D2 = 0 cela veut dire que (+9B: ≥ (+9B:6+4+ et si ó+te,78¢3:3D2 = 1 cela veut dire que (+9B: ≤ (+9B:6+4+te. Or, comme (+9B:6+4+te ≤ (+9B:6+4+, 	(+9B:  ne 
saurait être à la fois plus grand que (+9B:6+4+ et plus petit que (+9B:6+4+te. 
En fonction des valeurs des ∂+,78¢3:3D2  il faut affecter le bon tarif à l’énergie vendue. Le jeu d’équations 
suivant permet de récolter de manière linéaire le produit des ∂+,78¢3:3D2 par l’énergie vendue : 
 ∀/ ∈ ⟦1;5⟧, ∀$ ∈ ⟦1;%⟧	0 ≤ )m39CD3,ä+($) ≤ ∂+,78¢3:3D2. ù/áû (ChB.2-88) 
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Avec ù/áû une constante réelle de grande valeur :  max	()m39CD3,ä+) ≪ ù/áû. 
 ∀/ ∈ ⟦1;5⟧, ∀$ ∈ ⟦1;%⟧	)m39CD3,ä+($) ≤ )+9,78¢3:3D2ä[:($) (ChB.2-89) 
∀/ ∈ ⟦1;5⟧, ∀$ ∈ ⟦1;%⟧,	 )+9,78¢3:3D2ä[:($) − ù/áû. f1 − ∂+,78¢3:3D2h ≤ 	)m39CD3,ä+($) (ChB.2-90) 
Donc quand le ∂+,78¢3:3D2 = 0 l’énergie vendue au tarif O.@/≥+ est nulle et nous obtenons : 
 -./$Hm39CD3,78¢3:3D2 = ∑ O.@/≥+. )m39CD3,ä+∑+Ñe  (ChB.2-91) 
De même nous définissons la prime à l’investissement comme étant : 
 (@/â>78¢3:3D2 = ∑ (@/â>+. ∂+,78¢3:3D2∑+Ñe  (ChB.2-92) 
Lorsque nous vendons de l’énergie à un Acheteur d’électricité il faut payer une taxe : l’Imposition 
Forfaitaire sur les Entreprise de Réseaux (IFER). Les règles d’application de l’IFER sont les suivantes : si 
la puissance installée est inférieure à (+9B:6+4ÉΩH´ ou que la totalité de l’énergie produite par la centrale 
est autoconsommée (il n’y a ainsi pas de vente d’énergie à l’Acheteur d’électricité) alors il y a 
exonération d’IFER. Sinon l’IFER s’applique. Pour modéliser ces conditions il faut tout d’abord chercher 
la position de (+9B: 	par rapport à (+9B:6+4ÉΩH´ de la manière suivante : 
 (5ÉΩH´e − (4ÉΩH´e = (+9B: − (+9B:6+4ÉΩH´ (ChB.2-93) 
 0 ≤ (5ÉΩH´e ≤ (1 − óÉΩH´e).ù/áû (ChB.2-94) 
 0 ≤ (4ÉΩH´e ≤ óÉΩH´e. ù/áû (ChB.2-95)  
Ainsi si (+9B: ≤ (+9B:6+4ÉΩH´ alors  óÉΩH´e = 0 et si (+9B: ≥ (+9B:6+4ÉΩH´ alors óÉΩH´e = 1. 
L’énergie totale produite par l’installation est définie par : 
 ∀$ ∈ ⟦1;%⟧	)52[Cä[:($) = ∑ )52[Cä[:,+($)jyB[D283G2[C+Ñe  (ChB.2-96) 
Avec les )52[Cä[:,+ l’énergie annuelle totale produite par les sources de production telle que définie 
dans les paragraphes précédents et %çL0?@ï>(@0" le nombre de source de production dans le projet. 
L’énergie autoconsommée est définie par : 
 ∀# ∈ ⟦1;!⟧	)7D:[8[9B[(#) = )8[9B[(#) − )B[D:+2é3(#) (ChB.2-97) 
Avec (8[9B[  définie en II.D.4 
Nous obtenons l’énergie autoconsommée par an définie par : 
 ∀$ ∈ ⟦1;%⟧	)7D:[8[9B[ä[:($) = ∑ )7D:[8[9B[(#)9.å:Ñå.(9te)Ne  (ChB.2-98) 
Nous cherchons ensuite la position de l’énergie autoconsommée par rapport à l’énergie produite. 
 ∀$ ∈ ⟦1;%⟧	(5ÉΩH´ö($) − (4ÉΩH´ö($) = )52[Cä[:($) − )7D:[8[9B[ä[:($) (ChB.2-99) 
 ∀$ ∈ ⟦1;%⟧	0 ≤ (5ÉΩH´ö($) ≤ óÉΩH´ö($). ù/áû (ChB.2-100) 
 ∀$ ∈ ⟦1;%⟧	0 ≤ (4ÉΩH´ö($) ≤ (1 − óÉΩH´ö($)). ù/áû (ChB.2-101)  
 ∀$ ∈ ⟦1;%⟧	0 ≤ óÉΩH´ö($) ≤ )52[Cä[:($) − )7D:[8[9B[ä[:($) (ChB.2-102) 
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Nous récoltons dans un indicateur d’exonération de l’IFER, noté ∂ÉΩH´, le résultat des deux conditions 
d’exonération :  
 ∀$ ∈ ⟦1;%⟧	0 ≤ ∂ÉΩH´($) ≤ óÉΩH´e (ChB.2-103) 
 ∀$ ∈ ⟦1;%⟧	0 ≤ ∂ÉΩH´($) ≤ óÉΩH´ö($) (ChB.2-104) 
 ∀$ ∈ ⟦1;%⟧	óÉΩH´e($) + óÉΩH´ö($) − 1 ≤ ∂ÉΩH´($) (ChB.2-105) 
Ainsi dès que óÉΩH´e ou óÉΩH´ö vaut 0 alors ∂ÉΩH´ = 0. Enfin l’IFER est calculé en fonction de la valeur 
de ∂ÉΩH´  comme suit : 
 ∀$ ∈ ⟦1;%⟧	0 ≤ }¥)Ü($) ≤ ∂ÉΩH´($). ù/áû (ChB.2-106) 
 ∀$ ∈ ⟦1;%⟧	}¥)Ü($) ≤ &0û#ÉΩH´ . 0.8	. (+9B: (ChB.2-107) 
 ∀$ ∈ ⟦1;%⟧	&0û#ÉΩH´ . 0.8	. (+9B: − f1 − ∂ÉΩH´($)h. ù/áû ≤ }¥)Ü($) (ChB.2-108) 
Par conséquent, quand ∂ÉΩH´ = 0 alors il y a bien exonération d’IFER puisque }¥)Ü = 0 et si ∂ÉΩH´ =1 alors }¥)Ü = 	&0û#ÉΩH´ . 0.8	. (+9B: . 
Enfin les gains à la vente d’énergie à l’Acheteur d’électricité sont définis par : 
 ∀$ ∈ ⟦1;%⟧	-./$78¢3:3D2($) = -./$Hm39CD3,78¢3:3D2($) − }¥)Ü($) (ChB.2-109) 
II.E.1. Business plan 
Tableau ChB.2 - 32 : Liste des paramètres du BP 
Variables Signification Type Unité @ Facteur d’actualisation Scalaire [%] 
Tableau ChB.2 - 33 : Liste des variables du BP 
Variables Signification Nature Type Unité ù( Pertinence économique du projet ℝN Scalaire [€] &'()*≠G Somme des investissements 
initiaux 
ℝN Scalaire [€] 
,()*≠G Somme des coûts d’exploitation 
par année 
ℝN Vecteur 1xN [€] 
-./$≠G  Totalité des gains générés par le 
projet 
ℝN Vecteur 1xN [€] 
&0û#≠G Ensemble des coûts engendrés par 
le projet 
ℝN Vecteur 1xN [€ ] 
<.=>?@2éB+CD3663,≠G Somme des valeurs résiduelles des 
Eléments en fin de projet  
ℝN Scalaire [€] 
&'()*23456783439:,≠G Totalité des investissements pour 
le remplacement d’Eléments en 
cours de projet 
ℝN Scalaire [€] 
L’élément BP hérite de la classe Elément. Il a pour rôle de renseigner sur la pertinence économique du 
projet en calculant l’équilibre entre les coûts engendrés et les gains générés : 
ù( = −&'()*≠G +Ç-./$≠G($) − ,()*≠G($) − &0û#≠G($)(1 + @)9
j
9Ñe+ 	<.=>?@2éB+CD3663,≠G − &'()*23456783439:,≠G  (ChB.2-110) 
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Avec @ le facteur d’actualisation. 
Le &'()*≠G représente la totalité des investissements initiaux du projet. Cette variable fait donc la 
somme de tous les &'()*+ avec i désignant une spécification d’Elément : 
 &'()*≠G = ∑ &'()*+jyé`é^+Ñe  (ChB.2-111) 
L’,()*≠G rassemble la totalité des coûts d’exploitation du projet : 
 ∀$ ∈ ⟦1;%⟧	,()*≠G($) = ∑ ,()*+jyé`é^+Ñe ($) (ChB.2-112) 
Le -./$≠G fait la somme de tous les gains générés par le projet : 
 ∀$ ∈ ⟦1;%⟧	-./$≠G($) = ∑ -./$+($)jyé`é^+Ñe  (ChB.2-113) 
Le &0û#≠G représente l’ensemble des coûts engendrés par le projet : 
 ∀$ ∈ ⟦1;%⟧	&0û#≠G($) = ∑ &0û#+($)jyé`é^+Ñe  (ChB.2-114) 
La composante 	<.=>?@2éB+CD3663,≠G  somme toutes les valeurs résiduelles des Eléments en fin de projet 
: 
 <.=>?@2éB+CD3663,≠G = ∑ <.=>?@2éB+C3663,+jyé`é^+Ñe  (ChB.2-115) 
Enfin nous faisons la somme dans &'()*23456783439:,≠G  de chacun des investissements de 
remplacement des Eléments : 




Les modèles linéaires des Eléments ont été présentés. En câblant son projet, l’utilisateur va combiner 
différents Eléments. Le problème d’optimisation sera alors construit à partir de la combinaison des 
modèles linéaires associés. Dans le chapitre suivant, nous nous intéresserons à des cas d’étude dont 
nous décrirons le câblage et les résultats qui en découlent. Enfin, nous terminerons par une analyse 
de l’impact environnemental de différentes sources de production du mix électrique français. 
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Cas d’études : Applications marchés électriques, autoconsommation 
isolée et autoconsommation connectée au réseau électrique 
__________ 
 
Ce chapitre est l’implémentation concrète des modèles du chapitre B.2. Dans les cas d’étude, nous 
traiterons quatre types d’application de HRES :  
- les deux premières ont pour vocation de vendre de l’électricité sur le marché – l’une sur 
l’arbitrage entre deux voies de valorisation et l’autre sur l’arbitrage avec batterie sur le marché 
SPOT ; 
- les deux suivantes traitent de l’autoconsommation – l’une isolé du réseau électrique l’autre 
connecté.  
Le cas d’étude isolé du réseau électrique à fait l’objet d’une publication :  
Roth, A., Boix, M., Gerbaud, V., Montastruc, L., Etur, P., 2019. A flexible metamodel architecture for 
optimal design of Hybrid Renewable Energy Systems (HRES) – Case study of a stand-alone HRES for a 
factory in a tropical island. J. Clean. Prod. 223, 214-225. 
https://doi.org/https://doi.org/10.1016/j.jclepro.2019.03.095 
Dans les quatre cas d’étude nous nous attacherons à faire varier certains paramètres des problèmes 
et nous regarderons la sensibilité des modèles à ces variations. Par rapport à notre grille IDM nous 
sommes toujours à l’échelon tactique puisque nous nous intéressons au dimensionnement d’un HRES 
(le niveau opérationnel concernerait plutôt le pilotage temps réel de ce dernier). Toutefois, sur 
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I. Les cas d’étude 
 
Le Tableau ChB.3 - 1 synthétise les différents cas d’étude. Les cas n°1, 2 et 3 sont des études réelles 
réalisées à la demande de VALOREM. Le cas n°4 est quant à lui fictif. Dans les deux premiers cas, des 
installations sont déjà existantes et nous cherchons à compléter les revenus engendrés par l’ajout de 
nouvelles infrastructures. Les deux seconds cas sont des études visant à implanter de nouvelles 
installations. 
Tableau ChB.3 - 1 : Présentation des cas d'étude 
Application N° Nom du cas d’étude Installation actuelle Objectif 
Marché 
1 
Centrale hydro-électrique à deux 
voies de valorisation 
Centrale « au fil de 
l’eau » 
La centrale au fil de l’eau a été rachetée 
pour être réhabilitée. L’objectif est 
d’étudier les solutions de réhabilitation. 
2 Etude de l’arbitrage avec batterie Parc éolien et PV 
Le poste de transformation auquel sont 
raccordés les parcs PV et éolien est saturé. 
Cela implique de brider la production des 
parcs afin de ne pas dépasser la capacité 
disponible sur le poste. Le groupe 
VALOREM souhaite étudier la possibilité 
d’ajouter une batterie afin de récupérer le 




Usine textile en région tropicale 
isolée du réseau électrique 
aucune 
Ce cas porte sur une solution PV+groupe 
diesel+batterie à l’étude pour le compte 
d’un industriel. 
4 
Maison particulière dans le sud 
de la France connectée au réseau 
électrique 
aucune 
Ce cas d’étude est fictif. L’objectif est 
d’étudier le modèle d’autoconsomma-tion 
en France. 
 
II. Applications orientées marchés électriques : arbitrage sur les 
marchés de l’électricité  
 
II.A. Cas d’une centrale hydro-électrique à deux voies de valorisation 
II.A.1. Schéma contextuel 
Ce cas d’étude porte sur une installation hydroélectrique en Corrèze. Les applications hydroélectriques 
sont au cœur du Nexus Water-Energy-Food (FAO, 2014). La ressource eau peut être utilisée de deux 
manières : pour produire de l’énergie électrique ou pour irriguer des terres agricoles. Soigner le 
dimensionnement de ces installations est donc une nécessité.  
Dans notre cas d’étude, la production électrique peut être valorisée de deux manières : soit par la 
vente d’énergie sur le marché SPOT, soit par la vente d’énergie à un tarif fixe, appelé H16, de 115 
€/MWh. Le tarif H16 est un tarif d’obligation d’achat fixé par la CRE. La résolution du problème 
d’optimisation conduit donc à arbitrer entre les deux voies de valorisation à chaque instant t et répartir 
les flux en conséquence afin de maximiser les revenus.  
L’objectif de l’étude est de comparer les gains engendrés par la centrale selon différents scénarios 
d’équipement afin d’étudier plusieurs solutions de réhabilitation envisagées : 
- Scénario 1 : La centrale est de type « au fil de l’eau ». Nous utilisons uniquement le débit de la 
rivière pour le turbiner et vendre l’énergie produite sur le marché SPOT.  
Partie B – Chapitre B.3 Cas d’étude 
115 
 
- Scénario 2 : Nous ajoutons un barrage au scénario 1 (avec un débit sortant de ce barrage limité 
à 5,33m3/s ce qui correspond à 8 MW électrique). 
- Scénario 3 : Nous ajoutons au scénario 2 une deuxième turbine et sa valorisation au tarif H16. 
Par ailleurs, différentes courbes de prix du marché SPOT seront appliquées afin d’étudier la sensibilité 
des installations à l’évolution du marché.  
Dans ce cas d’étude, la taille des équipements (capacité de stockage du barrage et puissance des 
turbines) est fixée, l’optimisation porte donc sur la gestion des flux hydrauliques et électriques. Le 
schéma contextuel du cas d’étude est donné en Figure ChB.3 - 1 :  
 
Figure ChB.3 - 1 : Schéma de principe du cas d'étude n°1 
II.A.2. Modèle d’optimisation 
II.A.2.a Instances des classes de SELECSYS  
II.A.2.a.1 Fonction objectif 
Dans l’ensemble des scénarios la fonction objectif se traduit par la maximisation d’une fonction 
donnée par l’équation (ChB.2-110) du chapitre B.2 : 
!"#$ = max	(−,-./012 +4
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II.A.2.a.2 Scénario 1 
Le scénario 1 ne nécessite pas de résoudre de problème d’optimisation. En effet, la centrale étant de 
type « au fil de l’eau » le débit de la rivière est simplement turbiné. Nous prenons donc la courbe de 
débit de la rivière que nous convertissons en puissance électrique grâce à l’équation (ChB.2-9) du 
chapitre B.2 : 
∀= ∈ ⟦1;Z⟧, .;G=éONT,UMH#(=) =4\K@,UMH#K (=)
]
KBC
. _`=UMH# . a. Z. bNSM 
Toutes les puissances électriques supérieures à 8 MW sont remplacées par la valeur 8 MW afin de 
respecter la contrainte au point d’injection. 
Enfin pour chacune des courbes du prix SPOT nous appliquons l’équation (ChB.2-55) du chapitre B.2 
afin de calculer les revenus de la centrale au fil de l’eau. 




Avec /dN@LMN,JR"U  est égale à l’énergie précédemment calculée par .;G=éONT,UMH# . `=.  
II.A.2.a.3 Scénario 2 
Dans le scénario 2 nous allons utiliser les modèles du chapitre B.2 suivants : la Rivière, le Barrage 
(équations ChB.2-5 à ChB.2-8), la Turbine hydraulique (équations ChB.2-9 à ChB.2-11) et le Marché spot 
sans arbitrage (équations ChB.2-54 et ChB.2-55). En référence à la Figure ChB.3 - 1, le Barrage de ce 
scénario possède une entrée et deux sorties : une pour le débordement et une vers la Turbine 
hydraulique (cf Tableau ChB.3 - 2). La sortie vers le débordement permet d’évacuer le surplus d’eau si 
nécessaire. Afin d’évacuer autant d’eau que nécessaire nous utilisons un nouvel objet Barrage que 
nous appelons Débordement et dont nous fixons la capacité utile à une valeur très grande devant le 
débit entrant du Barrage amont. Ainsi, il est possible d’évacuer à chaque instant au moins toute l’eau 
qui rentre dans le barrage. 
Tableau ChB.3 - 2 : Entrées/sorties du Barrage scénario 2 
Paramètres Signification Valeur Unité 
7 Indice du débit d’entrée ⟦1; 1⟧ - 
i Indice du débit de sortie ⟦1; 2⟧ - 
k Nombre de débit entrant 1 - 
J Nombre de débit sortant 2 - 
Le câblage de ce scénario ajoute au modèle les contraintes suivantes : 
 ∀= ∈ ⟦1;Z⟧, \JUHNSQ(=) = \K@,#SHHSlNC (=) (ChB.3-1) 
 ∀= ∈ ⟦1;Z⟧, \"MU,#SHHSlNC (=) = \K@,UMH#CC (=) (ChB.3-2) 
 ∀= ∈ ⟦1;Z⟧, .;G=éONT,UMH#1(=) = .K@,JR"U(=) (ChB.3-3) 
 ∀= ∈ ⟦1;Z⟧, \"MU,#SHHSlNm (=) = \K@,Lé#"HLNQN@UC (=) (ChB.3-4) 
II.A.2.a.4 Scénario 3 
Au scenario 2 nous ajoutons un autre Turbine hydraulique (Turbine2) ainsi qu’un autre Marché spot 
(Tarif H16). Une troisième sortie vers la seconde Turbine hydraulique s’ajoute alors au barrage comme 
indiqué dans le Tableau ChB.3 - 3. 
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Tableau ChB.3 - 3 : Entrées/sorties du Barrage scénario 3 
Paramètres Signification Valeur Unité 
7 Indice du débit d’entrée ⟦1; 1⟧ - 
i Indice du débit de sortie ⟦1; 3⟧ - 
k Nombre de débit entrant 1 - 
J Nombre de débit sortant 2 - 
  
Par rapport au câblage du scénario 2, ce scénario ajoute les contraintes suivantes : 
 ∀= ∈ ⟦1;Z⟧, \"MU,#SHHSlNo (=) = \K@,UMH#mC (=) (ChB.3-5) 
 ∀= ∈ ⟦1;Z⟧, .;G=éONT,UMH#m1(=) = .K@,fCp(=) (ChB.3-6) 
II.A.2.b Les éléments du problème 
II.A.2.b.1 Temps 
Le pas de temps est horaire `= = 1	ℎ et l’horizon temporel est de Z = 8760	ℎ, soit 1 an. Nous avons 
alors 1 ≤ = ≤ 8760. Nous cherchons ici à comparer les revenus générés par an, donc nous réalisons 
le calcul sur c = 1	68, ainsi  1 ≤ 8 ≤ 1. 
Tableau ChB.3 - 4 : Liste des valeurs des paramètres temporelles 
Paramètres Signification Valeur Unité 
Z Horizon de temps 8760 [h] 
`= Pas de temps 1 [h] 
t Heure courante ⟦1; 8760⟧ - 
8 Année courante ⟦1; 1⟧ - 
c Nombre d’années du projet 1 [année] 
 
II.A.2.b.2 Variables génériques de la classe Elément 
Nous voulons ici comparer les revenus bruts générés par la centrale. L’ensemble des coûts 
d’investissement initiaux, d’exploitation et de remplacement ne sont donc pas pris en compte (fixés à 
0). La dévalorisation est totale, donc fixée à 1. Le Tableau ChB.3 - 5 rassemble les valeurs des 
paramètres génériques de la classe Elément. 
Tableau ChB.3 - 5 : Liste des paramètres génériques de la classe Elément 
Paramètres Signification Valeur 
,;û=wx2yz,K Coût d’investissement de l’élément i 0 
,;û={2yz,K Coût d’exploitation de l’élément i 0 
,;û=HNQROSTNQN@U,K Coût de remplacement de l’élément i 0 




II.A.2.b.3 Rivière amont 
Le débit journalier de la rivière amont a été mesuré de 2009 à 2017. Les données utilisées dans le cas 
d’étude représentent la moyenne des débits quotidiens entre 2009 et 2017. En hydrologie, il est 
convenable d’approximer comme constant le débit sur une journée. Les débits moyens journaliers sont 
donc répliqués par tranche de 24h pour former une série chronologique de débit sur l’année au pas de 
temps horaire. 




La capacité du barrage est fixée à ,6~6#SHHSlN = 36	000	o. Ce dernier peut être utilisé à 100% de 
sa capacité ainsi ÄQSÅ = 100% et ÄQK@ = 0%. Dans l’ensemble des trois scénarios proposés, le 
barrage dispose d’une sortie non turbinée qui permet de gérer le débordement du niveau d’eau. Par 
ailleurs, le barrage est limité en sortie à un débit de 5,33m3/s. Ainsi par rapport au modèle présenté 
en chapitre B.2, nous ajoutons une contrainte limitant la totalité des débits sortants du barrage : 
 ∀= ∈ ⟦1;Z⟧, 0 ≤ ∑ \#SHHSlN$ (=)Ñ$BC ≤ 5,33	o. }gC ∗ 3600 (ChB.3-7) 
Le Tableau ChB.3 - 6 donne les valeurs des paramètres du Barrage. 
Tableau ChB.3 - 6 : Liste des valeurs des paramètres du Barrage 
Paramètres Signification Valeur Unité 
,6~6#SHHSlN  Capacité du barrage 36 000 [m3] 
ÄQSÅ  Taux de remplissage maximal 1 [%] 
ÄQK@  Taux de remplissage minimal 0 [%] 
 
II.A.2.b.5 Turbine hydraulique 1 
La turbine1 est celle qui valorise la production sur le marché SPOT. Sa puissance est fixée à 8 MW et 
son rendement à 90%. La hauteur de chute est de 170m. Le Tableau ChB.3 - 7 donne les valeurs des 
paramètres de la turbine1. 
Tableau ChB.3 - 7 : Liste des valeurs des paramètres de la tubrine1 
Paramètres Signification Taille Unité 
_`=UMH#K@N  Rendement de la turbine 90 [%] 
a Accélération de pesanteur 9,81 [m/s2] 
Z Hauteur de chute 170 [m] 
bNSM  Masse volumique de l’eau 1000 [kg/m3] 
7 Indice du débit d’entrée ⟦1; 1⟧ - 
k Nombre de débit entrant 1 - 
.;G=6eéONT,UMH# Puissance électrique maximale de la turbine 8 [MW] 
 
II.A.2.b.6 Turbine hydraulique 2 
La turbine2 est celle qui valorise la production au tarif H16. Sa puissance est fixée à 4 MW et son 
rendement à 90%. La hauteur de chute est identique à celle de la turbine1 (170m). Le Tableau ChB.3 - 
8 donne les valeurs des paramètres de la turbine2. 
Tableau ChB.3 - 8 : Liste des valeurs des paramètres de la tubrine2 
Paramètres Signification Taille Unité 
_`=UMH#K@N  Rendement de la turbine 90 [%] 
a Accélération de pesanteur 9,81 [m/s2] 
Z Hauteur de chute 170 [m] 
bNSM  Masse volumique de l’eau 1000 [kg/m3] 
7 Indice du débit d’entrée ⟦1; 1⟧ - 
k Nombre de débit entrant 1 - 
.;G=6eéONT,UMH# Puissance électrique maximale de la turbine 4 [MW] 
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II.A.2.b.7 Turbines hydrauliques 1 et 2 
Avec la contrainte sur la sortie du barrage donnée par l’équation (ChB.3-7), il n’est possible de valoriser 
qu’un maximum de 8 MW sur l’ensemble des deux turbines à chaque instant : 
 .;G=á-0éONT,UMH#CNUm(=) = ∑ \UMH#K@NCNUmK (=)]KBC . _`=UMH#K@NCNUm . a. Z. bNSM (ChB.3-8) 
 .;G=á-0éONT,UMH#CNUm(=) = 5,33 ∗ 0,9 ∗ 9,81 ∗ 170 ∗ 1000 (ChB.3-9) 
 .;G=á-0éONT,UMH#CNUm(=) = 8	áâ (ChB.3-10) 
La turbine1 étant de 8 MW et la turbine2 de 4 MW la puissance totale installée est de 12 MW. Elle est 
supérieure aux 8 MW valorisables. L’optimisation va donc devoir répartir au mieux la production dans 
les deux voies de valorisation. 
II.A.2.b.8 Tarif H16 
Pour modéliser le tarifH16 nous avons utilisé l’élément Marché spot défini au chapitre B.2. Il est utilisé 
en mode sans arbitrage et la courbe de prix est une série chronologique constante à 115€/MWh au 
pas de temps horaire sur l’année. 
II.A.2.b.9 Marché spot 
Nous utilisons ici le Marché spot défini au chapitre B.2 sans arbitrage. En ce qui concerne les courbes 
de prix nous disposons de séries chronologiques pour plusieurs années : les prix réels de l’année 2017 
proviennent du site EPEX SPOT, et cinq séries de prévisions de prix réalisées par un cabinet de 
consulting pour les années 2021, 2025, 2030, 2035, 2040. Les prévisions de prix sont réalisés sur la 
base des hypothèses de la trajectoire « Sustainable Development » du « World Energy Outlook 2017 ». 
Cette trajectoire préconise la mise en place de politique pour limiter le réchauffement climatique 
anthropique, résultant de l’échappement des gaz à effet de serre.  
II.A.3. Résultats et discussion 
Les calculs ont été réalisés sur un ordinateur équipé de 8GO de RAM et un processeur Intel Core i5 7ème 
génération cadencé à 2,5 GHz. L’optimisation dans CPLEX prend environ 3 min. Le problème contient 
140 191 variables et 297 889 contraintes.  
Tout d’abord, observons la gestion de l’eau et de l’énergie sur le scénario 3 en analysant les résultats 
obtenus sur les prix de marché de l’année 2017. Nous remarquons que lorsque le SPOT est au-dessus 
de 115 €/MWh, les 8 MW sont turbinés par la centrale classique (journée du 14 novembre 2017 Figure 
ChB.3-2 sur les heures 10, 18, 19 et 20). Sur cette journée nous remarquons que dans la solution 
optimale il est proposé de ne rien turbiner à 12h puis de 16h à 18h. En effet, les prix du SPOT étant au 
plus bas sur cette période et remontant au-dessus des 115 €/MWh passé 18h, l’optimisation cherche 
à remplir au maximum le barrage pour pouvoir turbiner toute l’énergie valorisable après 18h. 




Figure ChB.3 - 2 : Gestion de l'eau et de l'énergie sur la journée du 14 novembre 2017 
La solution optimale utilise prioritairement la voie H16 et fait le complément sur la voie spot lorsque 
le prix de marché est inférieur à 115 €/MWh (dernière heure de la journée du 11 juin 2017 de la Figure 
ChB.3 - 3). Sur cette journée nous pouvons aussi remarquer qu’il n’y a pas de débordement du barrage, 
deux hypothèses sont alors possibles : soit le débit entrant sert à remplir le barrage, soit il est turbiné 
dans son intégralité. Dans le cas présent c’est la seconde hypothèse qui est juste. En effet, le barrage 
est plein en fin de journée et nous remarquons que l’énergie délivrée par la centrale correspond 
exactement à l’énergie engendrée par le débit entrant. En particulier, il serait possible de turbiner plus 
que les 6 MW de 19h mais la solution optimale propose de ne turbiner que le débit entrant afin de 
garder le niveau du barrage haut pour pouvoir atteindre le maximum de production à 23h.  
 
Figure ChB.3 - 3 : Gestion de l'énergie et de l'eau sur la journée du 11 juin 2017 
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Par la suite, nous cherchons à déterminer lequel des trois scénarios étudiés (central au fil de l’eau, 
barrage valorisant sur le spot, barrage valorisant sur le spot et au tarif H16) est le plus rentable. Pour 
cela, nous résolvons 18 fois le problème d’optimisation (3 scénarios sur 6 courbes de prix). Les 18 
calculs sont indépendants les uns des autres. La Figure ChB.3-4 rassemble les résultats de ces 
optimisations. 
 
Figure ChB.3 - 4 : Résultats du cas d'étude n°1 
Nous observons que plus la moyenne du SPOT est élevée, moins la Turbine2 (valorisant au tarif H16) 
n’a d’intérêt. Inversement, plus la moyenne du spot est basse, plus la centrale H16 est rentable. 
Lorsque la moyenne du SPOT est au plus bas, les revenus engendrés par la centrale H16 sont plus 
importants que ceux générés par la valorisation sur le SPOT. Au contraire en 2040 les revenus 
engendrés par la Turbine1 prennent quasiment autant d’importance que ceux provenant de la 
production de la Turbine2. Par ailleurs, nous voyons que la différence de gain entre le scénario 2 et le 
scénario 3 s’amenuise lorsque la moyenne du SPOT diminue. Les tarifs d’obligation d’achat tel que le 
H16 ont été instaurés pour aider à l’insertion des énergies renouvelables dans le mix énergétique 
français. Les énergies renouvelables commençant à être significatif dans les mix, ces tarifs tendent à 
disparaître. La deuxième turbine présente donc un intérêt à court terme mais deviendra obsolète avec 
l’évolution des prix de marché. 
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II.B. Etude de l’arbitrage avec batterie  
II.B.1. Schéma contextuel 
Dans ce cas d’étude, nous nous intéressons à l’arbitrage avec batterie sur le marché SPOT day-ahead. 
Sur ce marché les prix heure par heure sont fixés la veille pour le lendemain. Ainsi, le prix de l’électricité 
peut fluctuer significativement d’une heure à l’autre. L’arbitrage consiste à profiter de ces différences 
de prix, en achetant de l’énergie à stocker dans la batterie à prix faible et en la revendant aux prix forts. 
Nous cherchons ici à déterminer les conditions favorables pour ce type de pratique (écart type et 
moyenne du marché SPOT ainsi que le coût d’investissement de la batterie). Les revenus engendrés 
permettraient de compléter ceux d’une centrale de production déjà existante (panneaux 
photovoltaïques et éoliennes).  
 
 

























Point de connexion 
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II.B.2. Modèle d’optimisation 
II.B.2.a Instances des classes de SELECSYS  
II.B.2.a.1 Fonction objectif 
La fonction objectif se traduit par la maximisation de la fonction donnée par l’équation (ChB.2-110) du 
chapitre B.2 : 
!"#$ = max	(−,-./012 +4






En maximisant cette fonction objectif nous cherchons le meilleur compromis entre les gains générés 
et le coût de l’installation. 
II.B.2.a.2 Le câblage du problème 
Dans la formulation de ce problème d’optimisation nous utiliserons les modèles suivants des Eléments 
du Chapitre B.2 : PV (équations ChB.2-17 à ChB.2-21), Eolienne (équation ChB.2-12 à ChB.2-16), 
Onduleur (équations ChB.2-34 et ChB.2-35), Batterie (équations ChB.2-36 à ChB.2-45), Convertisseur 
bidirectionnel (équations ChB.2-46 et ChB.2-47), Point de connexion (équation ChB.2-48) et Marché 
spot avec arbitrage (équations ChB.2-49 et ChB.2-53). En référence à la Figure ChB.3 - 5 le Point de 
connexion possède trois entrées (une unidirectionnelle pour l’Onduleur, une bidirectionnelle pour la 
Batterie et la dernière unidirectionnelle pour l’Eolienne) et une sortie bidirectionnelle pour le Marché 
spot (cf Tableau ChB.3 - 9). Quant à l’onduleur, il possède une entrée venant du PV et une sortie allant 
vers le Point de connexion (cf Tableau ChB.3 - 10). 
Tableau ChB.3 - 9 : Entrées/sorties du Point de connexion 
Paramètres Signification Valeur 
7 Indice entrée i du point de connexion ⟦1; 3⟧ 
k Nombre total des entrées du point de connexion 3 
i	 Indice sortie j du point de connexion ⟦1; 1⟧ 
ä
  
Nombre total des sorties du point de connexion 1 
 
Tableau ChB.3 - 10 : Entrées/sorties de l’onduleur 
Paramètres Signification Valeur 
7 Indice entrée i du point de connexion ⟦1; 1⟧ 
k Nombre total des entrées du point de connexion 1 
 
Le câblage de ce problème ajoute au modèle les contraintes suivantes : 
 ∀= ∈ ⟦1;Z⟧, .;G=éONT,2ã(=) = PK@,"@LC (=) (ChB.3-11) 
 ∀= ∈ ⟦1;Z⟧, ."MU,"@L(=) = .K@,lHKLC (=) (ChB.3-12) 
 ∀= ∈ ⟦1;Z⟧, .;G=éONT,N"O(=) = .K@,lHKLm (=) (ChB.3-13) 
 ∀= ∈ ⟦1;Z⟧, ."MU,T"@d1KçKH#KLKH (=) = .K@,lHKLo (=) (ChB.3-14) 
 ∀= ∈ ⟦1;Z⟧, ."MU,T"@d1KçKHM@KLKH (=) = .TéSHlN,#SUK@ (=) (ChB.3-15) 
 ∀= ∈ ⟦1;Z⟧, .LéTéSHlN,#SU"MU (=) = .K@,T"@d1KçKH(=) (ChB.3-16) 
 ∀= ∈ ⟦1;Z⟧, ."MU,lHKL$ (=) = .K@,JR"U(=) (ChB.3-17) 
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II.B.2.b Les éléments du problème 
II.B.2.b.1 Temps 
Le pas de temps est horaire `= = 1	ℎ et l’horizon temporel est de Z = 8760	ℎ, soit 1 an. Nous avons 
alors 1 ≤ = ≤ 8760. Nous effectuons les calculs sur les 8760 pas de temps et nous répliquons les 
résultats sur c = 10	68} (durée de vie moyenne d’une batterie) et donc 1 ≤ 8 ≤ 10. 
Tableau ChB.3 - 11 : Liste des valeurs des paramètres temporelles 
Paramètres Signification Valeur Unité 
Z Horizon de temps 8760 [h] 
`= Pas de temps 1 [h] 
t Heure courante ⟦1; 8760⟧ - 
8 Année courante ⟦1; 10⟧ - 
c Nombre d’années du projet 10 [année] 
 
II.B.2.b.2 Variables génériques de la classe Elément 
Dans ce cas d’étude nous cherchons à vérifier la rentabilité de l’ajout d’une batterie à une centrale 
déjà existante. L’ensemble des coûts d’investissement initiaux, d’exploitation et de remplacement des 
éléments autres que la batterie ne sont donc pas considérés (fixés à 0). La dévalorisation est totale et 
fixée à 1. Les coûts de la batterie seront détaillés dans le paragraphe sur la batterie. Le Tableau ChB.3 
- 12 donne les valeurs des paramètres génériques des Eléments. 
Tableau ChB.3 - 12 : Liste des valeurs des paramètres génériques de la classe Elément 
Paramètres Signification Valeur 
,;û=wx2yz,K Coût d’investissement de l’élément i 0 
,;û={2yz,K Coût d’exploitation de l’élément i 0 
,;û=HNQROSTNQN@U,K Coût de remplacement de l’élément i 0 





La puissance installée de panneaux photovoltaïques est connue et fixée à 1 MW. La courbe de 
production de la centrale solaire provient de mesures sur site. Nous autorisons l’écrêtage annuel à 
hauteur de ce qui est produit annuellement soit 1,4 GWh. Le Tableau ChB.3 - 13 donne les valeurs des 
paramètres du PV. 
Tableau ChB.3 - 13 : Liste valeurs des paramètres de PV 
Paramètres Signification Valeur Unité 
.M@KU,2ã  Courbe de puissance productible unitaire Mesures sur site [W] 
/6eéTHêUSlN  Energie écrêtée maximale annuelle 1,4 [GW] 
.M@KU]@JU,2ã  Puissance installée d’un module PV 1 [MW] 
 
II.B.2.b.4 Onduleur 
Le rendement de l’onduleur est fixé à 94%. 
Tableau ChB.3 - 14 : Liste des paramètres de l’onduleur 
Paramètres Signification Valeur Unité 








La puissance installée des éoliennes est connue et fixée à 11 MW. La courbe de production de la 
centrale éolienne provient de mesures sur site. Nous autorisons le bridage annuel à hauteur de ce qui 
est produit annuellement soit 28 GWh. Le Tableau ChB.3 - 15 rassemble les valeurs des paramètres de 
l’éolienne. 
Tableau ChB.3 - 15 : Liste des valeurs des paramètres de l’éolienne 
Paramètres Signification Valeur Unité 
.M@KU,2ã  Courbe de puissance productible unitaire Mesures sur site [W] 
/6eéTHêUSlN  Energie écrêtée maximale annuelle 28 [GWh] 
.M@KU]@JU,2ã  Puissance installée d’un module PV 11 [MW] 
 
II.B.2.b.6 Batterie 
Nous considérons la batterie comme étant de type 1C et ayant une profondeur de décharge de 90%. 
Elle est symétrique, c’est-à-dire que les rendements en charge et en décharge sont égaux et valent 
97%. Afin de laisser l’optimisation libre sur le choix de la taille de la batterie, nous considérons un 
intervalle de variation large : entre 0 et 1.1016Wh.  
Notre calcul est réalisé dans l’objectif de dimensionner la capacité de stockage de la batterie. Si le coût 
d’investissement est trop important les résultats du calcul montreront une capacité de stockage de la 
batterie nulle. Cela signifiera que dans ces conditions de coût de batterie l’arbitrage n’est pas rentable. 
Ainsi, nous réaliserons les calculs pour plusieurs valeurs de ,;û=wx2yz@H$,#SU et nous chercherons celle 
qui permet d’obtenir une capacité de stockage non nulle. Cette valeur constituera alors le coût 
d’investissement maximal permettant de faire de l’arbitrage.  
Le 	,;û=,-./0~;êF?,ë6= est fixé à 10% de ,;û=wx2yz@H$,#SU  et le ,;û={2yz,#SU à 4% de ,;û=wx2yz@H$,#SU . 
Nous ne tenons pas compte du remplacement de la batterie en cours de projet donc 
,;û=HNQROSTNQN@U,#SU = 0. Par ailleurs, nous ne tenons pas compte non plus de la valeur résiduelle de 
la batterie en fin de projet donc `F|6E;?7}6=7;8HéJKLMNOON,#SU = 1. Le Tableau ChB.3 - 16 donne les 
valeurs des paramètres de la Batterie. 
Tableau ChB.3 - 16 : Liste des valeurs des paramètres de la Batterie 
Paramètres Signification Valeur Unité 
,6~6QK@,#SU  Capacité minimale de la 
batterie 
0 [Wh] 
,6~6QSÅ,#SU  Capacité maximale de la 
batterie 
1.1016 [Wh] 
í:í Profondeur de décharge 9 [%] 
_`=TéSHlN,#SU  Rendement en charge de la 
batterie 
97 [%] 
_`=LéTéSHlN,#SU  Rendement en décharge de la 
batterie 
97 [%] 
cëT Nombre de C de la batterie 1 - 
,;û=wx2yz@H$,#SU  Coût d’investissement en 
fonction de l’énergie 
A faire varier [€/Wh] 
,;û=wx2yzR"ìNH,#SU  Coût d’investissement en 
fonction de la puissance 
10 [%CAPEXnrj] 
,;û={2yz,#SU  Coût d’exploitation  4 [%CAPEX] 
,;û=HNQROSTNQN@U,#SU  Coût du remplacement d’une 
batterie 
0 [%CAPEX] 
`F|6E;?7}6=7;8HéJKLMNOON,#SU  Coefficient de dévalorisation 
résiduelle de la batterie 
1 [%CAPEX] 
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En plus des contraintes du modèle de la batterie présenté au chapitre B.2, nous ajoutons une 
contrainte permettant de faire un cycle complet de batterie au bout d’un an afin de ne pas sur-
dimensionner l’installation :  
 	/#SU(1) = /#SU(Z) (ChB.3-18) 
II.B.2.b.7 Convertisseur bidirectionnel 
Le convertisseur bidirectionnel est symétrique avec un rendement en charge et en décharge de 97%. 
Tableau ChB.3 - 17 : Liste des valeurs des paramètres du Convertisseur bidirectionnel 
Paramètres Signification Valeur Unité 
_`=LNTé,T"@d1KçKH Rendement en décharge du 
convertisseur 
96 [%] 
_`=Té,T"@d1KçKH  Rendement en charge du convertisseur 96 [%] 
 
II.B.2.b.8 Point de connexion 
Dans ce cas d’étude la puissance transitant par le point de connexion est limitée à 10 MW. Nous 
ajoutons donc au modèle la contrainte suivante : 
 ∀= ∈ ⟦1;Z⟧, −10p ≤ ∑ ."MU,lHKL$ (=)Ñ$BC ≤ 10p (ChB.3-19) 
Sur les 12 MW de puissance installée de PV et d’éolienne il y a donc un manque à gagner de 2MW. 
L’ajout d’un moyen de stockage permet de récupérer tout ou partie de ce manque à gagner. 
II.B.2.b.9 Marché spot 
Nous avons à notre disposition les courbes de prix réel pour l’année 2015 provenant du site EPEX SPOT 
ainsi que des prévisions de prix pour les années 2020, 2025, 2035, 2040 et 2050. Elles proviennent du 
même cabinet que le cas d’étude n°1 mais sont basées sur des hypothèses différentes. Quand les 
prévisions précédentes étaient basées sur la trajectoire « Sustainable Development » du « World 
Energy Outlook 2017 » celles-ci sont basés sur le «  EU Energy Trends to 2050 » (“EU Energy Trends to 
2050,” 2016). 
Dans le Tableau ChB.3-18 nous remarquons que la moyenne (notée μ) et l’écart type (noté σ) des prix 
de marché augmentent au fil des années. 













μ 38,48 34,54 65,29 78,81 90,32 92,73 
σ 12,95 14,55 22,76 28,51 32,60 46,54 
 
En effet, la production renouvelable étant relativement chère, la moyenne des prix du marché SPOT 
va avoir tendance à augmenter. Par ailleurs, plus il y a d’énergies renouvelables plus l’effet de 
l’intermittence de production est remarquable. Nous appelons intermittence l’effet de chute et hausse 
abrupte d’énergie sur le réseau dû à l’incertitude de production des énergies renouvelables. Sur les 
prix du marché cela se traduit par des écarts de prix plus importants. Ainsi l’évolution des prix du 
marché devrait être de plus en plus favorable à une stratégie d’arbitrage. 
Dans un second temps, nous cherchons à analyser les effets d’une variation en moyenne μ et en écart 
type σ des prix de marché. Afin de décorréler les variations en moyenne et écart type, nous générons 
des courbes de prix selon des lois normales de moyenne μ et d’écart type σ suivantes : 
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- A écart type constant î	 = 	12,95 et de moyenne : 	µ	 = 	30, 50, 70, 90, 100. 
- A moyenne constante µ = 38,48	 et d’écart type : î	 = 	10, 20, 30, 40, 50. A noter que les 
courbes à écart type 40 et 50 peuvent présenter prix négatifs puisque î < ò. Cette éventualité 
est envisageable sur le marché SPOT. 
- A : ò	 = 	30 et î = 10  ;	ò	 = 	50 et î = 20 ; ò	 = 	70 et î = 30 ; ò	 = 	90 et î = 40 ; ò	 =
	100 et î = 50. 
Nous réaliserons les calculs sur ces différentes courbes et nous observerons les conséquences sur les 
résultats de dimensionnement de la batterie.  
II.B.3. Résultats et discussion 
Les calculs ont été réalisés sur un ordinateur équipé de 8GO de RAM et un processeur Intel Core i5 7ème 
génération cadencé à 2,5 GHz. L’optimisation dans CPLEX prend environ 20 sec. Le problème contient 
236 595 variables et 376 773 contraintes. 
II.B.3.a Conditions sur les coûts d’investissement de la batterie 
Pour les différentes courbes du cabinet de consulting, nous déterminons les valeurs maximales de coût 
d’investissement de la batterie (,;û=wx2yz@H$,#SU) permettant de faire de l’arbitrage. Le Tableau ChB.3 
- 19 ci-dessous rassemble les résultats. 
Tableau ChB.3 - 19 : Coûts d'investissement maximum permettant de faire de l'arbitrage 
Année CAPEX énergie Capacité batterie Revenus générés par 
la batterie en 10 ans 
Temps de retour sur 
investissement 
2015 0,05 €/Wh 1 200 kWh 6 309    € 105 ans 
2020 0,04 €/Wh 1 900 kWh 12 504  € 68   ans 
2025 0,09 €/Wh 289    kWh 1 749    € 163 ans 
2035 0,10 €/Wh 746    kWh 7 088    € 116 ans 
2040 0,13 €/Wh 280    kWh 1 927    € 208 ans 
2050 0,18 €/Wh 492    kWh 5 095    € 191 ans 
 
Au fil des années, les coûts d’investissement maximaux augmentent (,;û=wx2yz@H$,#SU colonne 2 
Tableau ChB.3 - 19). Toutefois, les prix limites de ,;û=wx2yz@H$,#SU  sont bien en dessous de la valeur 
réelle d’une batterie (environ 0,5€/Wh en 2020). Les revenus générés par la batterie sont calculés en 
faisant la différence des fonctions objectifs des cas avec et sans batterie. En pondérant le CAPEX total 
de la batterie par les revenus générés ramenés à l’année, nous obtenons le temps de retour sur 
investissement (tri). Les valeurs du tri sont excessivement élevées. Nous concluons donc que 
l’arbitrage avec batteries n’est pas rentable. 
Ces résultats sont confirmés par plusieurs publications de la littérature portant sur différents marchés. 
Notamment, dans (Zakeri and Syri, 2014) les revenus d’arbitrage sont analysés pour cinq technologies 
de stockage (stockage hydraulique, à air comprimé, batterie NaS, batterie plomb et batterie vanadium 
redox) dans les conditions de prix de marché finlandais (sensiblement identique au marché SPOT). 
L’étude montre qu’aucune des cinq technologies n’est rentable pour l’arbitrage sur le marché day-
ahead. Ces mêmes auteurs réalisent la même étude en 2017 dans les conditions du marché allemand 
(Zakeri et al., 2017) et les conclusions sont identiques. Enfin dans (Bradbury et al., 2014) le même 
constat est dressé pour différentes technologies de batterie (NaS, Li-Ion, et plomb bien que les 
résultats soient plus contrastés) dans les conditions de plusieurs marchés aux Etats-Unis. Selon cette 
étude les technologies de stockage hydraulique, à air comprimé et les batteries de type sodium nickel 
chloride (dite ZEBRA) semblent être des technologies rentables pour l’arbitrage sur les marchés US.  
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II.B.3.b Conditions sur la moyenne et l’écart type des prix du marché SPOT 
Nous venons de voir que les coûts du stockage actuels ne permettent pas à l’arbitrage d’être rentables. 
Toutefois, deux autres paramètres influent sur cette rentabilité : la moyenne et l’écart type des prix 
du marché SPOT. Il convient ainsi de déterminer l’effet d’une variation de ces deux derniers sur les 
résultats de dimensionnement de la batterie. 
Nous nous intéressons ici à une analyse numérique au-delà de toute considération réaliste. Nous fixons 
,;û=wx2yz@H$,#SU à 0,05 €/Wh, et nous appliquons les courbes de prix générées par les différentes lois 
normales du paragraphe II.A.2.b.9. La Figure ChB.3 - 6 rassemble les résultats et les valeurs des 
histogrammes sont données en Annexe A. 
 
Figure ChB.3 - 6 : Résultats variation en moyenne et écart type du SPOT 
Dans le cas à moyenne constante et écart type variant, les revenus croissent avec une augmentation 
de σ. En effet, les écarts de prix étant de plus en plus importants l’arbitrage prend de plus en plus de 
sens car l’opportunité de profiter des différences de prix est plus grande. Les revenus augmentant, 
l’équilibre entre le coût du stockage (donc taille du stockage) et les revenus qu’il génère se fait aussi à 
la hausse, ce qui explique le fait que la taille du stockage augmente avec l’écart type.  
Les résultats numériques montrent que le surplus d’énergie (somme de l’écrêtage PV et du bridage 
éolien) a tendance à augmenter avec l’écart type. En effet, l’arbitrage tend à monopoliser la batterie 
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et il y a donc moins de place pour le stockage de la production PV+éolienne. Ainsi, quand l’écart type 
augmente nous voyons que l’arbitrage se fait au dépend de la gestion de la production.  
Dans le cas à écart type constant et moyenne variant, les revenus et la taille de la batterie diminuent 
avec μ. En effet, la moyenne augmentant, les coûts d’achat de l’énergie sur le SPOT augmentent aussi 
et les différences de prix deviennent de moins en moins compétitives devant la valorisation de la 
production PV+éolienne. Par ailleurs, le fait qu’il n’y ait pas de surplus d’énergie montre aussi que la 
batterie est moins utilisée pour l’arbitrage. 
Dans le cas où μ et σ varient, les tendances des variations en σ l’emportent. Ce cas semble être le plus 
proche de la réalité dans la mesure où d’après le Tableau ChB.3-18 la courbe du SPOT à tendance voir 
son σ et son μ augmenter. En conclusion, à très long terme (au-delà de 2050) les conditions de prix 
spot seront de plus en plus favorables à l’arbitrage. Il faut toutefois que les coûts du stockage 
diminuent. 
 
III. Applications d’autoconsommation : HRES isolés et connectés au 
réseau électrique 
 
III.A. Cas d’une usine de textile en région tropicale isolée du réseau 
III.A.1. Schéma contextuel 
Ce cas d’étude porte sur une installation en autoconsommation isolée du réseau électrique, pour une 
usine de textile en zone tropicale. Nous appliquerons différents profils de consommation et 
chercherons à dimensionner le HERS selon : la puissance à installer en PV et groupe électrogène ainsi 
que la capacité de stockage d’une batterie. Ce cas d’étude est présenté dans la publication (Roth et al., 
2019) et les graphiques du paragraphe III.A.3 en anglais en sont issus. 
 















Crédit icônes : The Noun Project. Designers : PV – Weltenraser ; Consommateur électrique – Eclair : IconTreasure, Pacman : Atif Arshad ; Point de connexion – 
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III.A.2. Modèle d’optimisation 
III.A.2.a Instances des classes de SELECSYS 
III.A.2.a.1 Fonction objectif 
La fonction objectif se traduit par la maximisation de la fonction donnée par l’équation (ChB.2-110) du 
chapitre B.2 : 
!"#$ = max	(−,-./012 +4






En maximisant cette fonction objectif nous cherchons le meilleur compromis entre les gains générés 
et le coût de l’installation. 
III.A.2.a.2 Le câblage du problème  
Dans la formulation de ce problème d’optimisation nous utiliserons les modèles suivants des Eléments 
du Chapitre B.2 : PV (équations ChB.2-17 à ChB.2-21), Onduleur (équations ChB.2-34 et ChB.2-35), 
Batterie (équations ChB.2-36 à ChB.2-45), Convertisseur bidirectionnel (équations ChB.2-46 et ChB.2-
47), Point de connexion (équation ChB.2-48), Consommateur d’électricité et Groupe électrogène 
(équations ChB.2-22 et ChB.2-33). En référence à la Figure ChB.3 - 7, le Point de connexion possède 
trois entrées (une venant de l’Onduleur, une depuis le Convertisseur bidirectionnel et la dernière pour 
le Groupe électrogène) et une sortie vers le Consommateur d’électricité (cf Tableau ChB.3 - 20). Quant 
à l’onduleur il possède une entrée venant du PV et une sortie allant vers le Point de connexion (cf 
Tableau ChB.3 - 21). 
Tableau ChB.3 - 20 : Entrées/sorties du Point de connexion 
Paramètres Signification Valeur 
7 Indice entrée i du point de connexion ⟦1; 3⟧ 
k Nombre total des entrées du point de connexion 3 
i	 Indice sortie j du point de connexion ⟦1; 1⟧ 
ä
  
Nombre total des sorties du point de connexion 1 
 
Tableau ChB.3 - 21 : Entrées/sorties de l’onduleur 
Paramètres Signification Valeur 
7 Indice entrée i du point de connexion ⟦1; 1⟧ 




Le câblage du problème ajoute au modèle les contraintes suivantes : 
 ∀= ∈ ⟦1;Z⟧, .;G=éONT,2ã(=) = PK@,"@LC (=) (ChB.3-20) 
 ∀= ∈ ⟦1;Z⟧, ."MU,"@L(=) = .K@,lHKLC (=) (ChB.3-21) 
 ∀= ∈ ⟦1;Z⟧, .;G=éONT,lL(=) = .K@,lHKLm (=) (ChB.3-22) 
 ∀= ∈ ⟦1;Z⟧, ."MU,T"@d1KçKH#KLKH (=) = .K@,lHKLo (=) (ChB.3-24) 
 ∀= ∈ ⟦1;Z⟧, ."MU,T"@d1KçKHM@KLKH (=) = .TéSHlN,#SUK@ (=) (ChB.3-25) 
 ∀= ∈ ⟦1;Z⟧, .LéTéSHlN,#SU"MU (=) = .K@,T"@d1KçKH(=) (ChB.3-26) 
 ∀= ∈ ⟦1;Z⟧, ."MU,lHKLC (=) = .T"@J"(=) (ChB.3-27) 
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III.A.2.b Les éléments du problème 
III.A.2.b.1 Temps 
Le pas de temps est horaire `= = 1	ℎ et l’horizon temporel est de Z = 8760	ℎ = 1	68. Nous avons 
donc 1 ≤ = ≤ 8760. Nous effectuons les calculs sur les 8760 pas de temps et nous répliquons les 
résultats sur c = 25	68} (la durée de vie du projet) et donc 1 ≤ 8 ≤ 25. 
Tableau ChB.3 - 22 : Liste des valeurs des paramètres temporelles 
Paramètres Signification Valeur Unité 
Z Horizon de temps 8760 [h] 
`= Pas de temps 1 [h] 
t Heure courante ⟦1; 8760⟧ - 
8 Année courante ⟦1; 25⟧ - 
c Nombre d’années du projet 25 [année] 
 
III.A.2.b.2 Variables génériques de la classe Elément 
Dans ce cas d’étude nous cherchons à vérifier la rentabilité du projet d’HRES isolé. L’ensemble des 
coûts d’investissement initiaux et d’exploitation sont donc considérés. Toutefois, nous ne considérons 
pas le remplacement d’éléments au cours des 25 années, ni ne tenons compte des valeurs résiduelles 
des éléments en fin du projet. Donc le coût de remplacement de chacun des éléments est fixé à 0 et la 
dévalorisation est totale et fixée à 1. Les coûts des éléments PV,  batterie et groupe électrogène seront 
détaillés dans les paragraphes suivants. 
Tableau ChB.3 - 23 : Liste des valeurs des paramètres génériques de la classe Elément 
Paramètres Signification Valeur 
,;û=wx2yz,K Coût d’investissement de l’élément i 0 
,;û={2yz,K Coût d’exploitation de l’élément i 0 
,;û=HNQROSTNQN@U,K Coût de remplacement de l’élément i 0 





La puissance installée unitaire des panneaux photovoltaïques est de 290 Wc. La puissance totale 
installée est à déterminer par optimisation. La surface disponible en toiture de l’usine offre la 
possibilité d’installer 1112 modules PV par pente de toit (exposition Nord et Sud). La courbe de 
puissance unitaire des PV provient du logiciel PVsyst et représente environ 1750 h de production pleine 
puissance sur la pente sud du toit et 1650 h sur la pente nord du toit. Le ,;û=wx2yz,2ã est fixé à 
0,8€/Wc et le ,;û={2yz,2ã  à 3% du ,-./02ã. L’ensemble de ces coûts incluent les frais liés à 
l’onduleur. Le Tableau ChB.3 - 24 donne les valeurs des paramètres du PV. 
Tableau ChB.3 - 24 : Liste valeurs des paramètres de PV 
Paramètres Signification Valeur Unité 
.M@KU,2ã  Courbe de puissance productible unitaire PVsyst [W] 
cë6e2ã Nombre de module maximum installable 1112 sud  
1112 nord 
- 
.M@KU]@JU,2ã  Puissance installée d’un module PV 290 [W] 
,;û=wx2yz,2ã  Coût des investissements initiaux du PV 0,8 [€/W] 
,;û={2yz,2ã  Coût d’exploitation du PV 3 [%] 
 




Le rendement de l’onduleur est fixé à 94% et l’ensemble des coûts de l’onduleur sont fixés à 0 puisqu’ils 
sont inclus dans les coûts du PV. 
Tableau ChB.3 - 25 : Liste des paramètres de l’onduleur 
Paramètres Signification Valeur Unité 
_`="@L Rendement de l’onduleur 94 [%] 
,;û=wx2yz,"@LMONMH Coût des investissements initiaux de l’onduleur 0 [€/W] 
,;û={2yz,"@LMONMH Coût d’exploitation de l’onduleur 0 [%] 
 
III.A.2.b.5 Batterie 
La batterie utilisée est de type C/2 et a une profondeur de décharge de 90%. Elle est considérée comme 
symétrique, c’est-à-dire que les rendements en charge et en décharge sont égaux et valent 97%. Afin 
de laisser l’optimisation libre sur le choix de la taille de la batterie, nous considérons un intervalle de 
variation large : entre 0 et 1e16Wh.  
Afin de mettre en exergue l’influence du coût de la batterie nous ferons les calculs avec une valeur 
basse puis haute de ,;û=wx2yz@H$,#SU. Le 	,;û=,-./0~;êF?,ë6= est fixé à 10% de ,;û=wx2yz@H$,#SU et le 
,;û={2yz,#SU à 4% de ,;û=wx2yz@H$,#SU . Le Tableau ChB.3 - 26 donne les valeurs des paramètres de la 
batterie. 
Tableau ChB.3 - 26 : Liste des valeurs des paramètres de la Batterie 
Paramètres Signification Valeur Unité 
,6~6QK@,#SU  Capacité minimale de la batterie 0 [Wh] 
,6~6QSÅ,#SU  Capacité maximale de la batterie 1e16 [Wh] 
í:í Profondeur de décharge 9 [%] 
_`=TéSHlN,#SU  Rendement en charge de la batterie 97 [%] 
_`=LéTéSHlN,#SU  Rendement en décharge de la batterie 97 [%] 
cëT Nombre de C de la batterie 1/2 - 
,;û=wx2yz@H$,#SU  Coût d’investissement en fonction de 
l’énergie 
A faire varier [€/Wh] 
,;û=wx2yzR"ìNH,#SU  Coût d’investissement en fonction de 
la puissance 
10 [%CAPEXnrj] 
,;û={2yz,#SU  Coût d’exploitation  4 [%CAPEX] 
 
En plus des contraintes du modèle de la batterie présenté au chapitre B.2, nous ajoutons une 
contrainte permettant de faire un cycle complet de batterie au bout d’un an afin de ne pas sur-
dimensionner l’installation :  
 /#SU(1) = /#SU(Z) (ChB.3-28) 
III.A.2.b.6 Convertisseur bidirectionnel 
Le convertisseur bidirectionnel est symétrique avec un rendement en charge et en décharge de 97%. 
Nous considérons que les coûts du convertisseur bidirectionnel sont inclus dans les coûts de la batterie.  
Tableau ChB.3 - 27 : Liste des valeurs des paramètres du Convertisseur bidirectionnel 
Paramètres Signification Valeur Unité 
_`=LNTé,T"@d1KçKH Rendement en décharge du convertisseur 96 [%] 
_`=Té,T"@d1KçKH  Rendement en charge du convertisseur 96 [%] 
,;û=wx2yz,T"@d1KçKH  Coût des investissements initiaux du convertisseur 0 [€/W] 
,;û={2yzH,T"@d1KçKH  Coût d’exploitation du convertisseur 0 [%] 




III.A.2.b.7 Générateur diesel 
La puissance maximale atteignable par le générateur diesel est fixée au maximum des différents profils 
de consommation appliqués de manière à toujours pouvoir satisfaire au moins la consommation. Nous 
comptons le nombre de démarrages par jour et le limitons à 2 par jour. Le Tableau ChB.3 - 28 donne 
les valeurs des paramètres du Générateur diesel. 
Tableau ChB.3 - 28 : Liste des valeurs des paramètres du Générateur diesel 
Paramètres Signification Valeurs Unité 
.lLôSÅöKQKU  Puissance du générateur diesel maximale Max de la conso [W] 
cëLNQôSÅ Nombre de démarrage maximal par jour 2 - 
cëRNHK"LN	 Nombre de période 365 - 
õê7=úℎ78a.F?7;`	 Vecteur des instants t de changement de jour Vecteur 1x365 - 
 
III.A.2.b.8 Consommateur électrique  
Nous disposons de mesures horaires de la consommation électrique de l’usine. Les mesures couvrent 
un mois de données. L’usine est située en zone tropicale, il y a donc très peu d’effet saisonnier sur la 
courbe de consommation. Par ailleurs, l’activité de l’usine est constante sur l’année. Il est donc possible 
de considérer que la courbe de charge est identique chaque jour de l’année (exception faite pour les 
jours non ouvrés où elle est nulle). Ainsi, à partir des mesures sur site nous prenons la moyenne des 
30 jours de mesures afin de former un profil de consommation moyen journalier. Nous répétons ce 
profil 365 fois pour former une série chronologique de consommation d’un an au pas horaire. Nous 
appelons cette série courbe originale. 
A partir de cette série chronologique, nous construisons trois scénarios (SC) de variations de la courbe 
de consommation afin d’évaluer l’influence de trois paramètres sur le dimensionnement : la quantité 
totale d’énergie consommée par an, la quantité totale d’énergie consommée par jour, le nombre de 
jours consécutifs de consommation : 
• SC1 : la quantité totale d’énergie consommée sur l’année est fixée à 665 MW tandis que la 
quantité totale d’énergie consommée par jour et le nombre de jours consécutifs de 
consommations varient. Pour ce scénario la courbe originale de consommation est divisée par 
3, 4, 5, 6, et 7 pour créer les séries chronologiques des cas respectifs 3, 4, 5, 6 et 7 jours 
consécutifs de consommation. La quantité totale d’énergie journalière consommée varie 
entre 4,623 MWh et 1,827 MWh. 
• SC2 : le nombre de jours consécutifs de consommation est fixé à 7 et les quantités annuelles 
et journalières d’énergie consommées varient respectivement entre 185 MWh et 665 MWh 
et entre 0,508 MWh et 1,827MWh. 
• SC3 : la quantité journalière d’énergie consommée est fixée à 1,827 MWh tandis que la 
quantité annuelle et le nombre de jours consécutifs de consommation varient.  
Les SC1 et SC2 sont créés afin de valider le modèle d’optimisation sur des cas simples. Le SC3 est plus 
proche de la réalité dans la mesure où la courbe de charge de l’usine est susceptible de varier en 
fonction des jours non travaillés. 
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III.A.3. Résultats et discussion 
III.A.3.a Cas idéal d’une batterie à faible coût 
Dans un premier temps nous nous intéressons à un cas idéal où le coût de la batterie est faible : 0,025 
€/Wh. Les discussions qui suivront sont centrées sur les tendances globales des résultats, ainsi les 
petites variations seront considérées comme non significatives. 
Les résultats sont affichés en Figure ChB.3 - 8 et les valeurs des graphes sont fournies en Annexe B. 
Dans le scénario 1, la consommation annuelle étant constante, la consommation intra-journalière 
décroit lorsque le nombre de jours consécutifs de consommation augmente. Ainsi, la puissance 
installée de la batterie diminue avec l’augmentation des jours consécutifs (Figure ChB.3 - 8 graphe du 
haut du SC1). Ayant moins de jours sans consommation, l’intérêt du stockage est limité. Le système a 
tendance à consommer directement l’énergie produite par les PV et le générateur diesel (DG). La 
puissance installée et le mix de production (SC1 graphe du bas) montrent une contribution majeure du 
PV, qui augmente au détriment du DG lorsque la consommation journalière diminue. Par ailleurs, 
l’usage de la batterie diminue de la même manière que sa puissance installée. 
Dans SC2, lorsque la consommation journalière augmente, PV et DG sont sollicités pour produire plus 
d’énergie. La batterie est utilisée pour lisser la production et faire correspondre la production avec la 
demande. Sa contribution reste sensiblement égale alors que la consommation journalière varie. 
Enfin, dans SC3 les tendances de SC1 et SC2 sont confirmées. Lorsque la consommation journalière 
reste constante mais que le nombre de jours consécutifs augmente, PV et DG sont de plus en plus 
sollicités. En comparaison, avec plus de jours ouvrés, la contribution de la batterie diminue pour les 
mêmes raisons que dans SC1 : l’énergie produite est utilisée immédiatement sans passer par le 
stockage. Nous remarquons que le PV est de plus en plus utilisé car sa contribution augmente dans le 
mix de production. La capacité installée de DG et de batterie varie de manière concurrente puisque 
l’utilisation de l’un est antagoniste à l’utilisation de l’autre. 




Figure ChB.3 - 8 : Résultats du cas idéal (Roth et al., 2019) 
III.A.3.b Cas réel d’une batterie à coût élevé 
Les mêmes calculs sont réalisés avec un coût de batterie réaliste sur la base d’une projection en 2020 : 
0,5 €/Wh. La Figure ChB.3 - 1 montre les résultats du SC3. Globalement, les tendances observés au 
précédent paragraphe sont retrouvées. Toutefois, avec un prix de batterie élevé, la capacité installée 
est drastiquement réduite comme on pouvait s’y attendre : elle ne représente plus que 2% du mix de 
production. Cette petite batterie permet de réduire de quelques points la fonction objectif. Le Tableau 
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Tableau ChB.3 - 29 : Gains sur la fonction objectif grâce à la batterie (Roth et al., 2019) 
Jour de 
consommation  







Les gains ne sont pas pour autant substantiels. Toutefois, nous pouvons remarquer que la formulation 
linéaire du problème, nous permet d’obtenir des résultats plus fins en termes de précision de la 
solution. En effet, l’algorithme « Branch-and-Cut », classiquement employé pour résoudre les 
problèmes MINLP, est plus grossier dans la recherche de solution dans le sens où les contraintes vont 
être relaxées jusqu’à une certaine tolérance. Ainsi, une batterie trop peu significative risque de se 
retrouver dans l’erreur commise par l’algorithme et ne pas être proposée dans les solutions d’une 
formulation non linéaire du problème.  
Figure ChB.3 - 9 : Résultats du cas réel (Roth et al., 2019) 
III.A.3.c Cas réel de l’usine en zone tropicale 
L’objectif est de dimensionner le HRES pour une petite usine située en zone tropicale qui consomme 
548 MWh à l’année. Les paramètres du modèle sont fixés comme présenté en III.A.2). La courbe de 
charge est la courbe originale reconstruite à partir de mesures sur site. L’usine fonctionne 6 jours 
consécutifs suivis d’un jour fermé. Les résultats principaux sont rassemblés dans le Tableau ChB.3 - 30 
et la Figure ChB.3 - 10 montre la répartition de la puissance sur la semaine du 6 avril 2017 au 13 avril 
2017. Les calculs sont réalisés sur un ordinateur 4 cœurs, de 8GO de RAM et un processeur Intel Core 
i5 7ème génération cadencé à 2,5 GHz. Le problème contient 254 552 variables (dont 9 477 binaires et 
366 entiers) et 430 510 contraintes. L’optimisation dans CPLEX prend 14min et 04 sec (CPU time). Le 
temps de calcul est relativement long du fait des contraintes avec des variables binaires dans les 
modèles de la batterie et du DG. La contrainte sur le nombre de démarrages autorisés par jour, fixé à 
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Tableau ChB.3 - 30 : Résultat de l'optimisation de l'installation pour l'usine textile (Roth et al., 2019) 
Variable Valeur Unité 
/RH"Lù"U2ã  564,1 [MWh/year] 
/RH"LTMHù"U2ã  414,2 [MWh/year] 
/TMHù"U2ã 149,9 [MWh/year] 
cë2ãû"MUé 1112/1112 [] 
cë2ãA"HUé 0/1112 [] 
,6~6ü 37,4 [kWh] 
.HSUNL  18,7 [kW] 
/JU"ù"U 11,8 [MWh/year] 
.lNôSÅ 144,7 [kW] 
/lNù"U  160,3 [MWh/year] 
:~F?6=78aT"JU 34,6 [k€/year] 
,-./0 313,8 [k€] 
:./0 11,4 [k€/year] 
Ä†,, 805,4 [k€] 
 
Sur la Figure ChB.3 - 10, le graphique du haut est une superposition de la courbe de consommation et 
de la répartition de la puissance produite. Quand la surface noire (stockage) est au-dessus de la courbe 
de production brute cela signifie qu’une partie de la production PV est stockée. Au contraire, lorsque 
la surface noire est en dessous de la courbe de production brute cela signifie qu’une partie est fournie 
par la batterie. 
Le rampant sud du toit de l’usine est saturé en installation. Pourtant, la production PV n’est pas 
suffisante pour satisfaire la demande, en particulier au début et en fin de journée de travail. Le soleil 
n’est pas encore levé ou est déjà couché, les PV ne peuvent dont pas fournir l’énergie nécessaire. Le 
DG et la batterie sont donc mis à contribution. Par contre, en milieu de journée quand le soleil est haut, 
la production PV est largement suffisante. L’écrêtage est alors important en milieu de journée 
travaillée et quasiment total en journée non travaillée puisque le stockage est très petit comme le 
montre le Tableau ChB.3 - 30 et la Figure ChB.3 - 10. 
Le graphique du bas montre la courbe de puissance et d’énergie de la batterie. Lorsque la puissance 
est positive cela correspond à une décharge de la batterie, à l’inverse lorsque la puissance est négative 
cela correspond à une charge de la batterie. La courbe d’énergie de la batterie montre que la batterie 
commence la période en étant pleinement chargée à 37,43 kWh et finit la période au même niveau. 
Nous remarquons que la décharge n’est pas complète (3,74 kWh restant au minimum à chaque instant) 
du fait du DOD de la batterie. Les variations de la puissance de la batterie correspondent à celles du 
graphique du haut (surface noire). 
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Figure ChB.3 - 10 : Répartition de puissance dans le HRES (Roth et al., 2019) 
Comme expliqué dans les paragraphes précédents, le coût de la batterie étant élevé, la capacité de 
stockage est très petite et la batterie est utilisée à la marge. Dans le cas sans batterie la fonction 
objectif serait de 808,3 k€, soit 0,36% plus chère. Pour un gain si faible, il est certain que le développeur 
de projet choisisse de ne pas installer de batterie pour seulement 0,36% de perte sur son projet. Pour 
conclure, l’HRES adapté à l’usine est constitué de 322 kWc installés sur la pente sud du toit et d’un 
groupe électrogène de 150 kW. 
III.B. Cas d’une maison particulière dans le sud de la France connectée au réseau 
électrique 
III.B.1. Schéma contextuel 
En 2017, la Loi de Transition Energétique pour la Croissance Verte a permis d’inscrire 
l’autoconsommation dans le droit français (article L.315-1 et L.315-2 du Code de l’Energie), et ce pour 
la première fois. Avant cela, elle n’était ni interdite, ni incitée. L’action d’autoconsommation est 
typiquement dans le paradigme des énergies renouvelables : ce qui est produit localement est 
consommé localement. Le cas d’étude traité ici porte sur les foyers français que l’on cherche à équiper 
d’un système PV toiture. En cas de surplus de production, la part non consommée est vendue à un 
acheteur d’électricité et inversement, en cas de sous production, l’énergie manquante est soutirée du 
réseau. La puissance installée de PV est à dimensionner. Nous réalisons l’étude sur deux lieux 
géographiques (Ruch en Gironde (33) et Carcassonne dans l’Aude (11)) pour deux types de foyers (2 et 
5 personnes). Il s’agit ici de savoir si le cadre proposé par la réglementation est compatible avec un 
développement d’installations pour l’autoconsommation. En particulier, nous chercherons à montrer 
qu’un système de primes à l’investissement tenant compte de la localisation géographique et de la 
composition du foyer est nécessaire afin de favoriser un développement uniforme sur le territoire. 
 
 
PV power curtailment 
Day 
1 2 3 4 5 6 7 
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L’optimisation est basée sur un critère économique mais l’impact environnemental est discuté par la 
suite. 
Le mix électrique français est majoritairement nucléaire (71,7% nucléaire, 12,4% hydraulique, 7,2% 
thermique, 5,1% éolien, 1,9% solaire, 1,7% bioénergies source RTE (RTE, 2018)). De plus en plus de 
consommateurs s’interrogent sur l’impact environnemental et sanitaire de la production de cette 
énergie. A partir des résultats d’ACV nous montrerons que plus la puissance installée de PV est 
importante, plus l’impact environnemental des foyers est réduit. Ainsi, nous vérifierons que le 
développement d’installation en autoconsommation s’inscrit bien dans une logique de développement 
durable.  
Figure ChB.3 - 11 : Schéma de principe du cas d'étude n°4 
III.B.2. Modèle d’optimisation 
III.B.2.a Instances des classes de SELECSYS 
III.B.2.a.1 Fonction objectif 
La fonction objectif se traduit par la maximisation de la fonction donnée par l’équation (ChB.2-110) du 
chapitre B.2 : 
!"#$ = max	(−,-./012 +4






En maximisant cette fonction objectif nous cherchons le meilleur compromis entre les gains générés 
















Crédit icônes : The Noun Project. Designers : PV – Weltenraser ; Consommateur électrique – Eclair : IconTreasure, Pacman : Atif Arshad ; Point de connexion – 
Nikita Kozin ; Acheteur Electrique – Eclair : Creative Stall, Personnage : Clea Doltz, Euro : Rockicon, Bulle : Stefan Parnarov ; Fournisseur Electrique - Eclair : 
Creative Stall, Personnage : Clea Doltz 
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III.B.2.a.2 Le câblage du problème 
Dans la formulation de ce problème d’optimisation nous utiliserons les modèles suivants des Eléments 
du Chapitre B.2 : PV (équations ChB.2-17 à ChB.2-21), Onduleur (équations ChB.2-34 et ChB.2-35), deux 
Points de connexion (équation ChB.2-48), Consommateur électrique, Fournisseur électrique (équations 
ChB.2-56 et ChB.2-81) et un Acheteur électrique (équations ChB.2-82 et ChB.2-109). En référence à la 
Figure ChB.3 - 11, le premier Point de connexion possède une entrée (unidirectionnelle depuis 
l’Onduleur) et deux sorties (une unidirectionnelle vers l’Acheteur électrique et une autre vers le 
deuxième Point de connexion) (cf Tableau ChB.3 - 31). Le deuxième Point de connexion possède deux 
entrées (une venant du premier Point de connexion et l’autre venant du Fournisseur d’électricité) et 
une sortie allant vers le Consommateur d’électricité (cf Tableau ChB.3 - 32). L’onduleur possède une 
entrée venant du PV et une sortie allant  vers le premier Point de connexion (cf Tableau ChB.3 - 33). 
Tableau ChB.3 - 31 : Entrées/sorties du premier Point de connexion 
Paramètres Signification Valeur 
7 Indice entrée i du point de connexion 1 
k Nombre total des entrées du point de connexion 1 
i	 Indice sortie j du point de connexion ⟦1; 2⟧ 
ä Nombre total des sorties du point de connexion 2 
 
Tableau ChB.3 - 32 : Entrées/sorties du deuxième Point de connexion 
Paramètres Signification Valeur 
7 Indice entrée i du point de connexion ⟦1; 2⟧ 
k Nombre total des entrées du point de connexion 2 
i	 Indice sortie j du point de connexion ⟦1; 1⟧ 
ä Nombre total des sorties du point de connexion 1 
 
Tableau ChB.3 - 33 : Entrées/sorties de l’onduleur 
Paramètres Signification Valeur 
7 Indice entrée i du point de connexion ⟦1; 1⟧ 
k Nombre total des entrées du point de connexion 1 
 
Le câblage de ce problème ajoute au modèle les contraintes suivantes : 
 ∀= ∈ ⟦1;Z⟧, .;G=éONT,2ã(=) = PK@,"@LC (=) (ChB.3-29) 
 ∀= ∈ ⟦1;Z⟧, ."MU,"@L(=) = .K@,lHKLCC (=) (ChB.3-30) 
 ∀= ∈ ⟦1;Z⟧, ."MU,lHKLCC (=) = .K@,STéNUNMH(=) (ChB.3-34) 
 ∀= ∈ ⟦1;Z⟧, ."MU,lHKLCm (=) = .K@,lHKLmC (=) (ChB.3-35) 
 ∀= ∈ ⟦1;Z⟧, .J"MUKHéN(=) = .K@,lHKLmm (=) (ChB.3-36) 
 ∀= ∈ ⟦1;Z⟧, ."MU,lHKLmC (=) = .T"@J"(=) (ChB.3-37) 
III.B.2.b Les éléments du problème 
III.B.2.b.1 Temps 
Le pas de temps est horaire `= = 1	ℎ et l’horizon temporel est de Z = 8760	ℎ = 1	68, donc 1 ≤ = ≤
8760. Les calculs sont effectués sur les 8760 pas de temps et les résultats sont répliqués sur c =
20	68} ce qui correspond à la durée de vie des panneaux photovoltaïques. Ainsi 1 ≤ 8 ≤ 20. 
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Tableau ChB.3 - 34 : Liste des valeurs des paramètres temporelles 
Paramètres Signification Valeur Unité 
Z Horizon de temps 8760 [h] 
`= Pas de temps 1 [h] 
t Heure courante ⟦1; 8760⟧ - 
8 Année courante ⟦1; 8⟧ - 
c Nombre d’années du projet 20 [année] 
 
III.B.2.b.2 Variables génériques de la classe Elément 
Dans ce cas d’étude nous voulons vérifier la rentabilité d’un projet d’installation en 
autoconsommation. L’ensemble des coûts d’investissement initiaux et d’exploitation sont donc 
considérés. Nous ne considérons pas le remplacement d’éléments au cours des 20 années, ni ne tenons 
compte de leur valeur résiduelle en fin de projet. Le coût de remplacement de chacun des éléments 
est donc fixé à 0 et la dévalorisation est totale fixée à 1. Le coût du PV sera détaillé dans les paragraphes 
suivants.  
Tableau ChB.3 - 35 : Liste des valeurs des paramètres génériques de la classe Elément 
Paramètres Signification Valeur 
,;û=HNQROSTNQN@U,K Coût de remplacement de l’élément i 0 




En outre, la prime à l’investissement (équation (ChB.2-1) du chapitre B.2) est considérée comme versée 
une seule fois au moment de l’année d’investissement (8 = 0). Or, d’après l’équation (ChB.2-111) du 
chapitre B.2 nous avons :  




Ainsi, nous considérerons que l’acheteur d’électricité présente un ,-./0STéNUNMH négatif égal à 
.?7FSTéNUNMH (définie par l’équation (ChB.2-2) du chapitre B.2). 
III.B.2.b.3 PV 
La puissance crête des panneaux photovoltaïques est de 320 Wc. Le ,;û=wx2yz,2ã est fixé à 0,8€/Wc 
et le ,;û={2yz,2ã  à 3% du ,-./02ã. L’ensemble de ces coûts incluent les frais liés à l’onduleur. Afin 
d’analyser la sensibilité du modèle à la localisation du projet sur le territoire français, nous 
appliquerons deux courbes de production unitaire :  
- un cas favorable localisé à Carcassonne (11) avec une exposition Sud (environ 1400h de 
production pleine puissance) 
- un cas défavorable localisé à Ruch (33) exposé Ouest (environ 1060h de production pleine 
puissance).  
Ces courbes proviennent du logiciel PVsyst et sont basées sur des données synthétiques typiques 
de la localisation. A noter que les heures de production en pleine puissance des différentes courbes 
sont dans le plan incliné du toit (18°). En comparant ces données à celles proposées par les carte 
de SOLARGIS (Solargis, 2018) (une entreprise de référence française pour la production de donnée 
solaire), nous constatons que l’ensoleillement obtenu par une mauvaise exposition sur Ruch 
(Ouest) revient au même ensoleillement que ce qu’il est possible d’obtenir dans le Nord de la 
France avec une exposition Sud. Enfin, nous effectuerons les calculs pour un nombre de PV à 
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installer variant par incréments de 5 entre 5 et 40 modules. Le Tableau ChB.3 - 36 donne les valeurs 
des paramètres de PV. 
Tableau ChB.3 - 36 : Liste valeurs des paramètres de PV 
Paramètres Signification Valeur Unité 
.M@KU,2ã  Courbe de puissance productible unitaire PVsyst [W] 
.M@KU]@JU,2ã  Puissance installée d’un module PV 320 [W] 
,;û=wx2yz,2ã  Coût des investissements initiaux du PV 0,8 [€/W] 
,;û={2yz,2ã  Coût d’exploitation du PV 3 [%] 
 
III.B.2.b.4 Onduleur 
Le rendement de l’onduleur est fixé à 94% et l’ensemble des coûts de l’onduleur sont fixés à 0 car ils 
sont inclus dans les coûts du PV. 
Tableau ChB.3 - 37 : Liste des paramètres de l’onduleur 
Paramètres Signification Valeur Unité 
_`="@L Rendement de l’onduleur 94 [%] 
,;û=wx2yz,"@LMONMH Coût des investissements initiaux de l’onduleur 0 [€/W] 
,;û={2yz,"@LMONMH Coût d’exploitation de l’onduleur 0 [%] 
 
III.B.2.b.5 Acheteur d’électricité  
Les tarifs d’achat et les primes à l’investissement par tranche de puissance de l’acheteur d’électricité 
sont définis dans le Tableau ChB.3 - 38 ci-dessous : 
Tableau ChB.3 - 38 : Définition des tarifs d'achat d'électricité 
Indice de tranche Tranches puissance installée Tarif [c€/kWh] Prime [€/kWc] 
1 .K@JU ≤ 3	£âú 10 400 
2 3	£âú < .K@JU ≤ 9	£âú 10 300 
3 9	£âú < .K@JU ≤ 36	£âú 6 200 
4 36	£âú < .K@JU ≤ 100	£âú 6 100 
5 100	£âú < .K@JU  4 0 
 
Les règles de calculs de l’IFER fixées par le cadre réglementaire français sont : si la puissance installée 
de production électrique est inférieur à .K@JUOKQ]§y• = 100	£âú ou que la totalité de l’énergie 
produite par la centrale est autoconsommée alors il y a exonération d’IFER. Sinon l’IFER s’applique à 
l’énergie vendue et est calculé sur la base de 7400 €/MWh. 
Tableau ChB.3 - 39 : Liste des valeurs des paramètres de l’Acheteur d’électricité 
Paramètres Signification Valeur Unité 
.K@JUOKQ]§y• 	 Puissance installée limite pour le calcul de l’IFER 100 [kW] 
,;û=]§y• 	 Coût de l’IFER 7400 [€/MWh] 
 
III.B.2.b.6 Consommateur d’électricité 
ENEDIS rend public chaque année des séries chronologiques annuelles de coefficients de profils de 
consommation, au pas de temps de la demi-heure (ENEDIS, 2018). Ces séries chronologiques sont 
données pour chaque type de consommateur (résidentiel, professionnel, haute ou basse tension…). 
En multipliant ces coefficients par le talon de consommation nous obtenons une courbe de 
consommation typique. Nous prendrons le type de consommateur résidentiel libellé par 
« RES11_BASE » qui correspond à un consommateur résidentiel classique supérieur ou égal à 6 kVA.  
Partie B – Chapitre B.3 Cas d’étude 
143 
 
Dans ce cas d’étude nous allons étudier la sensibilité du modèle d’autoconsommation au profil du 
consommateur. Un foyer de 2 à 3 personnes vivant dans une habitation de 90m2 équipée d’un 
chauffage électrique, consomme environ 4000 kWh par an, alors qu’un foyer de 5 personnes 
consomme environ 8500 kWh. En multipliant la série chronologique « RES11_BASE »  par 
respectivement 4000 kWh et 8500 kWh et en divisant chaque pas de temps par la somme des 
coefficients, nous obtenons deux courbes typiques de la consommation d’un foyer français 
respectivement de 2 et 5 personnes. Enfin, nous ramenons la courbe au pas de temps horaire, en 
faisant la somme des quantités consommées au sein d’une même heure.   
III.B.2.b.7 Fournisseur d’électricité 
Nos deux foyers présentent une facture annuelle de référence respectivement de ¶6ú=G?FHNß,mRNHJ =
874	€ et de ¶6ú=G?FHNß,©RNHJ = 1662	€. La puissance souscrite pour le raccordement est de 9kVA 
pour les deux types de foyers.  
La tarification de l’énergie soutirée pour un particulier est généralement de type deux quadrants, donc 
deux classes temporelles : heures pleines, notée hP et heures creuses notée hC. Nous considérerons 
les mêmes plages d’hP et d’hC pour les deux foyers. Le Tableau ChB.3 - 41 rassemble les différents 
paramètres qui se définissent en fonction de la classe temporelle. La courbe de prix de l’énergie 
soutirée Ä6?7!ß"MH@KJJNMH  est calculée sur la base du tarif bleu réglementé d’EDF pour une puissance 
souscrite de 9 kVA. Le tarif bleu est fixé par arrêté tarifaire et vaut, au 4 octobre 2018, 0,1579 €/kWh 
en hP et 0,1228 €/kWh en hC. Ce tarif inclut le coût de la part variable du TURPE donné par les ú;F!T. 
Puisque nous séparons le calcul du TURPE et la part fourniture dans notre modèle, nous considérons 
les coûts du soutirage suivants : 0,1190 €/kWh en hP et 0,0990 €/kWh en hC (soustraction des ú;F!T 
correspondant, cf. Tableau ChB.3 - 41). Par ailleurs, dans le cadre du tarif bleu 9 kVA l’abonnement est 
fixé à 151,34 €/an, part fixe du TURPE incluse (Äü_./2SHUßKÅN = ,5 + ,, + ,õßKÅN = 16,56 +
19,80 + 61,56 = 97,92), ce qui donne 53,42 €/an sans le TURPE.  
,5 est définie par (ENEDIS, 2017) et vaut 16,56 €/an dans le cadre d’un utilisateur producteur 
d’énergie. Le calcul de ,, dépend de qui est le propriétaire du compteur : l’utilisateur ou les Autorités 
Organisatrices de la Distribution d’Energie (AODE, communes ou établissement de coopération 
intercommunale). Dans notre cas d’étude nous considérons que ce sont les AODE les propriétaires et 
donc ,, vaut 19,80 €/an (ENEDIS, 2017). Le calcul de la part fixe de la composante du TURPE est définie 
par (ENEDIS, 2017) et vaut 61,56 €/an. Pour une maison particulière il n’y a pas d’alimentation 
complémentaires et de secours, donc ,-,õ = 0.  
Concernant les taxes, tous les particuliers doivent payer la TCFE car leur puissance souscrite sera 
toujours inférieure à la limite d’exonération de 250 kVA/an. Les coefficients communaux et 
départementaux de la TCFE dépendent de la commune et du département. Il est possible de les trouver 
sur le site des impôts du gouvernement français (Impots.gouv, 2018). Ils sont identiques que ce soit 
sur la commune de Carcassonne ou Ruch : Ä,,¶/T"Nß = 8,5	€/áâℎ et Äí,¶/T"Nß = 4€/áâℎ. Le 
calcul de la CTA dépend de la part fixe du TURPE multipliée par le coefficient 27,04%, elle est donc de 
26,68 €/an. Les limites d’exonération de la CSPE sont de .K@JUöKQwû2y = 1000	£âú et 
/RH"Lù"UöKQwû2y = 240	5âℎ. Enfin, le coût de la CSPE est de ,;û=wû2y = 22,5	€/áâℎ. 
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Tableau ChB.3 - 40 : Liste des valeurs des paramètres de Fournisseur d’électricité 
Paramètres Signification Valeurs Unité 
-ë;88FF8= Part abonnement de la facture d’électricité 53,42 [€/an] 
,5	 Composante de gestion du TURPE 16,56 [€/an] 
,,	 Composante de comptage du TURPE 19,80 [€/an] 
,õßKÅN  Composante de soutirage part fixe du TURPE 61,56  [€/an] 
,-,õ Composante annuelle des alimentations 
complémentaire et de secours du TURPE 
0 [€/an] 
NbClasseTempo Nombre de classe temporelle  2 - 
Ä,,¶/T"Nß Coût de la taxe communale sur la 
consommation finale d’électricité 
8,5 [€/MWh] 
Äí,¶/T"Nß Coût de la taxe départementale sur la 
consommation finale d’électricité 
4 [€/MWh] 
,Ä- Contribution tarifaire d’acheminement 26,48 [€/an] 
.K@JUöKQwû2y  Puissance installée limite pour l’exonération de 
CSPE 
1000 [kWc] 
/RH"Lù"UöKQwû2y  Production totale limite pour l’exonération de 
la CSPE 
240 [GWh] 
,;û=wû2y Coût de la CSPE 22,5 [€/MWh] 
 
Tableau ChB.3 - 41 : Liste des valeurs des paramètres de Fournisseur d’électricité 
 hP hC 
Ä6?7!ß"MH@KJJNMH  0,1190 €/kWh 0,0990 €/kWh 
NbHeureClasseTempo,i	 5008 3752 
ú;F!T	 3,89 c€/kWh 2,38 c€/kWh 
 
III.B.2.b.8 Etude économique  
La fonction objectif du problème a été définie comme la maximisation de la valeur actualisée nette 
(VAN) du projet. Dans ce cas d’étude seuls les coûts d’investissement (CAPEX) et opérationnels (OPEX) 
ainsi que les gains générés par le système sont pris en compte. Ainsi, nous avons :  




Deux indicateurs économiques peuvent être définis : 
- le temps de retour sur investissement (noté tri), définit comme le c qui annule la VAN. Ainsi, 
plus le temps de retour sur investissement est grand moins le projet est intéressant car il 
faudra plus de temps pour récupérer son investissement et commencer à faire des bénéfices. 
- le taux de rentabilité interne (noté TRI), définit comme le ? qui annule la VAN. Le TRI est 
recherché à la solution et est à comparer au taux d’actualisation fixé. En effet, le taux 
d’actualisation fixé par le décideur fait office d’un pari sur l’avenir quant au risque encouru par 
l’investissement dans le projet. Plus le taux d’actualisation est faible plus le décideur considère 
que le projet est sûr, et inversement, plus il est élevé plus le projet est considéré comme risqué. 
La différence entre le TRI et le taux d’actualisation donne une indication sur la fiabilité du pari 
engagé. En d’autres termes, plus cette différence est grande plus le pari fait sur l’avenir a des 
chances de se réaliser et inversement plus la différence est faible, plus le pari est risqué. 
III.B.3. Résultats et discussion 
Les calculs ont été réalisés sur un ordinateur équipé de 8Go de RAM et un processeur Intel Core i5 7ème 
génération cadencé à 2,5 GHz. L’optimisation dans CPLEX prend environ 1 min. Par rapport au 
précédent cas d’étude car il n’y a ici ni batterie, ni générateur diesel et l’ensemble des contraintes avec 
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binaires contraignantes pour la résolution du problème sont donc absentes de ce problème. Le temps 
de calcul se voit donc considérablement réduit. Le problème contient 227 891 variables et 149 119 
contraintes.  
III.B.3.a Impact environnemental 
Dans un premier temps nous vérifions que les installations en autoconsommation avec PV permettent 
effectivement de réduire l’impact environnemental des foyers français. Pour ce faire, nous utilisons les 
résultats d’ACV d’un kWh produit par les PV intégrés au bâti et d’un kWh produit par le mix électrique 
français (correspond à notre fournisseur d’électricité du cas d’étude). Nous avons utilisé le logiciel 
SimaPro et la base de données EcoInvent 3.2. Le Tableau ChB.3 - 42 donne l’ensemble des coefficients 
pour l’électricité venant des PV et du fournisseur d’électricité obtenu grâce à la méthode Impact 2002+ 
(présentée dans le chapitre B.1 paragraphe IV). Il est important de noter que les données 
environnementales du mix électrique français dans EcoInvent 3.2 ne concernent que la phase de 
production d’électricité et ne prend donc pas en compte l’aspect construction des installations. Afin 
de pouvoir comparer les résultats avec et sans autoconsommation, nous n’incluons pas non plus la 
phase de construction dans les données environnementales du PV. Cette phase est pourtant 
significative à cause de l’extraction des matériaux du PV et du processus d’assemblage.  
Tableau ChB.3 - 42 : Coefficient d'impact environnemental et sanitaire pour un kWh 




Carcinogène [kg C2H3Cl eq/kWh] 2,54E-03 1,37E-03 
Pollution de l’air inorganique [kg PM%2.5 eq/kWh] 1,03E-04 8,94E-05 
Irradiation [Bq C_14 eq/kWh] 1,21 79,84 
Impact sur la couche d’Ozone [kg CFC-11 eq/kWh] 1,52E-08 8,81E-08 
Pollution de l’air organique [kg C2H4 eq/kWh] 5,56E-05 1,90E-05 
Total de la catégorie [µPt/kWh] 12,41 12,42 
Qualité de 
l’écosystème 
Ecotoxicité aquatique [kg TEG dans l’eau/kWh] 9,71 31,45 
Ecotoxicité terrestre [kg TEG dans le sol/kWh] 2,66 2,92 
Acidification aquatique [kg SO2 eq/kWh] 5,40E-04 4,67E-04 
Eutrophie aquatique [kg PO4 P-lim/kWh] 5,57E-05 7,36E-06 
Acidification terrestre [kg SO2 eq/kWh] 1,47E-03 1,40E-03 
Occupation des sols [m2 terres arables/kWh] 1,33E-03 1,62E-03 
Total de la catégorie [µPt/kWh] 1,79 2,04 
Réchauffement 
climatique 
Réchauffement climatique [kg CO2 eq/kWh] 6,77E-02 8,60E-02 
Total de la catégorie [µPt/kWh] 6,84 8,69 
Ressources 
Energies non-renouvelables  
[MJ d’énergie primaire/kWh] 
1,00 11,38 
Extraction de minerai [MJ surplus/kWh] 3,67E-02 3,89E-03 
Total de la catégorie [µPt/kWh] 6,84 74,92 
TOTAL [µPt/kWh] 27,88 (-28%) 98,07 
NB : les coefficients pour le PV sont donnés pour 2,85kW crête de PV multi-Si installés en toiture.  
A partir de ces données, nous pouvons remarquer que l’énergie venant des PV ou du réseau présente 
un impact identique en termes de santé humaine. En effet, si l’énergie venant du fournisseur 
d’électricité induit un coefficient plus fort sur la catégorie d’impact « irradiation » (mix électrique 
fortement nucléaire), sur l’ensemble des autres catégories d’impact sanitaire l’énergie venant du PV 
est plus nocive (plus d’effet carcinogène et plus de pollution de l’air). Avec une éolienne domestique, 
l’autoconsommation réduirait significativement l’impact sanitaire car les coefficients d’impact sont 
beaucoup plus faibles. Sur l’ensemble des autres catégories finales, l’énergie provenant du PV montre 
un impact inférieur à celle provenant du mix électrique français. Ainsi, le coefficient agrégé du PV 
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montre une réduction l’impact environnemental du foyer de 28%. Plus la puissance installée de PV en 
toiture du foyer est importante plus l’impact environnemental de ce dernier est réduit.  
Nous pourrions éventuellement vouloir ajouter une batterie à l’HRES étudié ici. Toutefois les deux 
précédents cas d’étude ont montré que les coûts d’investissement de la batterie sont trop élevés pour 
que le système soit rentable. C’est la raison pour laquelle nous traitons ce cas d’étude sans batterie. 
Par ailleurs, les données pour la batterie ne sont pas présentes dans la base de données pour la 
méthode Impact2002+, mais nous pouvons penser que l’ajout d’une batterie dans le système 
pénalisera l’autoconsommation d’un point de vue environnemental. 
III.B.3.b Etude économique 
III.B.3.b.1 Constat sur la réglementation actuelle 
Les tri et TRI sont déterminés pour plusieurs puissances installées sur chacune des deux localisations 
(Carcassonne et Ruch) et les deux types de foyers (2 et 5 personnes). Le Tableau ChB.3 - 43 rassemble 
les résultats. 
Tableau ChB.3 - 43 : Temps de retour sur investissement (tri) et taux de rentabilité interne(TRI) 
Puissance installée [kWc] 1,6 3,2 4,8 6,4 8 9,6 11,2 12,8 
Ruch 
2 personnes 
Sans prime  
tri [ans] 10 11,5 13 14 14,5 >20 >20 >20 
TRI [%] 13 11 10 10,3 9,5 3,3 2,8 2,4 
Avec prime 
tri [ans] 4 7,1 7,2 7,3 7,4 >20 >20 >20 
TRI [%] 28 20 19 18 17 6,7 6,1 5,5 
Ruch 
5 personnes 
Sans prime  
tri [ans] 9 9,1 9,2 10 12 >20 >20 >20 
TRI [%] 13,9 13,7 12,7 11,9 11,2 6,6 5,9 5,3 
Avec prime  
tri [ans] 4 5 5,5 6 6,2 12,5 14 15 




tri [ans] 7,2 8 8 8,8 9 20 >20 >20 
TRI [%] 19 16,5 15,4 14,7 14,3 7 6,5 6,2 
Avec prime 
tri [ans] 3 4 4,8 4,9 5 12 13 13,1 




tri [ans] 6 6,1 7 7,5 7,8 13 14,5 15 
TRI [%] 21,3 19,7 18,1 17 16,3 10,1 9,4 8,8 
Avec prime 
tri [ans] 3 3,5 4 4,2 4,5 8,5 9,5 10 
TRI [%] 43,6 32,3 29,9 28,3 27,2 14,8 13,9 13,2 
 
Sur la commune de Ruch (cas le moins favorable) avec ou sans prime et sur les deux types de foyers, 
l’installation n’est pas rentable au-dessus de 9 kWc avant la fin de vie des PV (20 ans). Il n’est donc pas 
pertinent d’installer plus que 9 kWc lorsque le site d’implantation présente un faible ensoleillement. 
Sur un site bien ensoleillé comme la commune de Carcassonne sans prime à l’investissement et pour 
un foyer de deux personnes, les TRI sont égaux au-delà de 9 kWc, voire inférieur au taux d’actualisation 
fixé pour le calcul des solutions (7%). Ainsi, de la même manière que pour Ruch ces solutions ne sont 
pas pertinentes. Toutefois, nous remarquons que pour un foyer de 5 personnes ce n’est pas le cas. En 
effet, les économies de facture sont plus intéressantes pour un foyer de 5 personnes puisque la 
consommation électrique est plus importante. Ainsi, cela permet au système d’être rentable même 
au-delà des 9kWc. Précisons que la limite des 9 kWc est due au changement de rémunération de 
l’énergie vendu au réseau : 10 c€/kWh en-dessous de 9 kWc et 6 c€/kWh au-dessus. 
Sur les deux expositions étudiées et les deux types de foyers, en dessous des 9 kWc, la prime à 
l’investissement permet d’abaisser les temps de retour sur investissement. Toutefois, il apparait que 
sur la commune de Carcassonne la prime à l’investissement ne soit pas nécessaire au vu des valeurs 
très élevées des TRI. Il en va de même sur la commune de Ruch pour un foyer de 2 personnes équipé 
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de faibles puissances installées (1,6 kWc et 3,2 kWc) ainsi que pour l’ensemble des puissances 
installées du foyer à 5 personnes. Il ressort donc que l’enveloppe budgétaire du gouvernement 
français, allouée à la distribution de la prime à l’investissement, pourrait-être mieux utilisée en 
changeant la définition de cette prime pour prendre en compte l’exposition du site d’implantation et 
la constitution du foyer. Cela favoriserait ainsi un développement égalitaire sur l’ensemble du territoire 
français. 
Par ailleurs, sur l’ensemble des deux sites, les foyers français ne sont pas incités à installer un grand 
nombre de modules. En effet, le tri augmente avec la puissance installée mais le TRI diminue avec cette 
dernière. Ainsi, l’intérêt économique se réduit avec l’augmentation de la puissance installée de PV. Or, 
nous avons montré dans le paragraphe précédent que plus la quantité de PV installés est importante 
plus l’impact environnemental du foyer est réduit. Ainsi, une politique environnementale adaptée 
devrait redéfinir la prime à l’investissement afin d’inverser cette tendance et inciter les citoyens à 
installer un maximum de PV dans la limite de la surface disponible sur leur toit.   
III.B.3.b.2 Proposition d’une nouvelle politique environnementale  
Les Tableau ChB.3 – 44 et Tableau ChB.3 – 45 rassemblent les différentes valeurs des primes et des 
rapports Gain/Coût pour les sites de Ruch et Carcassonne. Le détail des données de CAPEX, OPEX, 
économie de facture et gains générés par la revente d’énergie au réseau est donné en Annexe C. 
Tableau ChB.3 - 44 : Investissement, coûts et gain pour la commune de Ruch 
 Puissance installée [kWc] 1,6 3,2 4,8 6,4 8 9,6 11,2 12,8 
Ruch 
2 personnes 
Sans prime  
Prime [€/kWc] 0 
Gain/Coût [%] 14,9 13,7 13,0 12,5 12,2 8,5 8,3 8,1 
Avec prime 
actuelle  
Prime [€/kWc] 400 300 300 300 300 200 200 200 
Gain/Coût [%] 26,1 20,2 19,2 18,5 18,1 10,9 10,5 10,3 
Nouvelle prime 
proposée  
Prime [€/kWc] 0,278e − 148	 0,366e − 404 0,598e − 931 




Prime [€/kWc] 0 
Gain/Coût [%] 15,5 15,3 14,6 14,0 13,6 10,5 10,0 9,7 
Avec prime 
actuelle 
Prime [€/kWc] 400 300 300 300 300 200 200 200 
Gain/Coût [%] 27,2 22,7 21,6 20,7 20,0 13,3 12,8 12,3 
Nouvelle prime 
proposée 
Prime [€/kWc] 0,116e + 62 0,311e − 509 0,568e − 1571 
Gain/Coût [%] 18,6 18,6 18,6 18,6 18,6 18,6 18,6 18,6 
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Tableau ChB.3 - 45 : Investissement, coûts et gain pour la commune de Carcassonne 
 Puissance installée [kWc] 1,6 3,2 4,8 6,4 8 9,6 11,2 12,8 
Carcassonne
2 personnes 
Sans prime  
Prime [€/kWc] 0 
Gain/Coût [%] 19,4 17,5 16,7 16,1 15,8 10,7 10,4 10,2 
Avec prime 
actuelle  
Prime [€/kWc] 400 300 300 300 300 200 200 200 
Gain/Coût [%] 34 25,9 24,6 23,8 23,4 13,6 13,3 13,0 
Nouvelle prime 
proposée  
Prime [€/kWc] 0 0,194e	 − 461	 0,491e − 940 




Prime [€/kWc] 0 
Gain/Coût [%] 21,3 20,0 18,7 17,9 17,3 12,8 12,3 11,9 
Avec prime 
actuelle 
Prime [€/kWc] 400 300 300 300 300 200 200 200 
Gain/Coût [%] 37,5 29,6 27,7 26,4 25,6 16,3 15,6 15,1 
Nouvelle prime 
proposée 
Prime [€/kWc] 0 0,175e − 906 0,472e − 1752 
Gain/Coût [%] 18,6 18,6 18,6 18,6 18,6 18,6 18,6 18,6 
 
Sur l’ensemble des cas, le rapport Gain/Coût diminue avec la puissance installée, et ce, avec ou sans 
prime. En d’autres termes, le coût du système augmente plus vite que les gains qu’il génère, ce qui 
explique la baisse du TRI et l’augmentation du tri mises en évidence au paragraphe précédent. Par 
ailleurs, de fortes inégalités entre la localisation et la constitution du foyer sont observées alors que la 
prime à l’investissement est identique sur l’ensemble du territoire français. Afin de garantir un 
développement uniforme des installations en autoconsommation nous proposons une redéfinition de 
la prime à l’investissement. 
Avant 2010, le marché du photovoltaïque français pour les particuliers était en pleine essor grâce au 
mécanisme de soutien de la filière mis en place par le gouvernement. Le tri était alors d’environ 7 ans 
ce qui a été un élément décisif pour bon nombre de particuliers. En 2010, l’état français change de 
manière abrupte la réglementation ce qui a provoqué une cassure du marché.  
Nous considérons donc qu’un tri de 7 ans est le point de référence pour inciter un particulier à installer 
un système en autoconsommation. Nous calculons la prime à l’investissement nécessaire pour annuler 
la VAN à 7 ans (équivalent à Gain/Coût de 18,6%) et nous effectuons une régression linéaire sur ces 
valeurs. Les deux dernières lignes des Tableau ChB.3 – 44 et Tableau ChB.3 – 45 donnent la définition 
de la prime à l’investissement permettant de garantir un tri uniforme de 7 ans quelle que soit la 
localisation ou la composition du foyer. Cette prime doit être définie comme une fonction affine de la 
puissance installée :  6e + ë avec 6 ∈ ℝh en c€/kWh et ë ∈ ℝ en €.  
Contrairement à la réglementation actuelle, la prime est progressive selon les plages de puissance 
installée et ce pour l’ensemble des cas. Pour une même localisation, le passage d’un foyer de 2 à 5 
personnes réduit la prime à l’investissement puisque les gains réalisés par les foyers plus conséquents 
sont plus importants. De la même manière, les sites les plus ensoleillés reçoivent une prime réduite 
par rapport aux sites les moins ensoleillés. En particulier, sur le site de Carcassonne la prime à 
l’investissement est nulle pour les puissances installées les plus faibles (1,6 kWc pour un foyer de 2 
personnes et de 1,6 à 4,8 kWc pour un foyer de 5 personnes). En effet, le tri est inférieur à 7 ans pour 
ces points (Tableau ChB.3-43). Enfin, nous pouvons noter que le calcul de la prime est plus fortement 
sensible à la localisation qu’à la composition du foyer. 
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IV. Synthèse des cas d’étude 
 
Le Tableau ChB.3 - 46 synthétise les principaux résultats des cas d’étude. Le cas n°1 montre plusieurs 
solutions de réhabilitation pour la centrale hydro-électrique. En particulier, l’ajout d’une deuxième 
turbine valorisant sa production au tarif H16 est intéressant à court terme mais perd en pertinence 
avec l’évolution des prix de marché. Les cas n°2, 3 illustrent le fait que les coûts du stockage batterie 
actuels ne permettent pas l’installation de batterie dans les HRES. Le cas n°4 montre que la 
réglementation actuelle sur l’autoconsommation ne favorise pas un développement uniforme de ce 
type d’installation sur le territoire français. Une redéfinition du calcul de la prime à l’investissement 
est proposé afin d’inverser cette tendance. L’ensemble des cas d’étude illustre des adaptations 
possibles à la transition énergétique. 
Tableau ChB.3 - 46 : Synthèse des cas d'étude 
Application N° Nom du cas d’étude Principaux résultats 
Marché 
1 
Centrale hydro-électrique à 
deux voies de valorisation 
L’ajout à la centrale au fil de l’eau d’un barrage 
permet un gain de 13%. L’ajout d’une turbine 
valorisant à un tarif H16 à 115 €/MWh permet 
un gain d’environ 41% par rapport à la centrale 
au fil de l’eau. Néanmoins, l’intérêt de cette 
deuxième turbine diminue au fil des années car 
le prix moyen du marché SPOT augmente. 
2 
Etude de l’arbitrage avec 
batterie 
Les coûts du stockage batterie actuels ne 




Usine textile en région tropicale 
isolée du réseau 
L’ajout d’une batterie pour cette installation 
n’est pas intéressant d’un point de vue 
économique. 
4 
Maison particulière dans le sud 
de la France 
La réglementation française sur 
l’autoconsommation ne favorise pas un 
développement uniforme sur le territoire. Une 
redéfinition du calcul de la prime à 
l’investissement, prenant en compte la 
composition du foyer et la localisation 
géographique de ce dernier, est proposée pour 
inverser cette tendance. Par ailleurs, l’intérêt 
environnemental de ce type d’installation avec 
PV est démontré (sans prise en compte de la 
phase de construction des installations). 
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V. Analyse environnementale du mix électrique français 
 
Afin de justifier notre discours sur la transition énergétique, nous souhaitons terminer ce chapitre par 
une analyse environnementale du mix électrique français. Grâce aux résultats d’ACV nous 
comparerons les impacts de différentes sources de production électrique. L’objectif est de déterminer 
vers quelle énergie la transition énergétique doit se faire afin de minimiser l’impact environnemental 
et sanitaire de la production électrique du pays. 
V.A. Méthode de calcul 
Pour ce faire, nous utilisons l’indicateur agrégé de la méthode Impact 2002+, obtenu à partir des 
résultats d’ACV sous la base de données EcoInvent 3.2. Pour l’ensemble des moyens de production il 
convient de distinguer l’impact environnemental en construction en Pt/MW et l’impact 
environnemental en production en Pt/MWh. La formule de l’impact environnemental par filière de 
production (indicé i) est donc : 
k~6ú=	F8|7?;K =	,6~6K@JU,K ∗ k~6ú=T"@JUHMTU,K + /8F?a7FRH"L,K ∗ k~6ú=RH"L,K  (ChB.3 – 37) 
 Avec  
k~6ú=	F8|7?;K : l’impact environnemental de la filière de production i (en Pt) 
,6~6K@JU,K  : la capacité de production installée de la filière de production i (en MW) 
k~6ú=T"@JUHMTU,K  : l’impact environnemental en construction de la filière de production i (Pt/MW) 
/8F?a7FRH"L,K  : l’énergie produite par la filière de production sur un an (en MWh) 
k~6ú=RH"L,K  : l’impact environnemental en production de la filière de production i (Pt/MWh) 
 
Or,  
 cë	ℎFG?F	F¨K = y@NHlKN≠ÆØ∞,±wSRS±≤≥¥,±  (ChB.3 – 38) 
Avec 
cë	ℎFG?F	F¨K  : le nombre d’heure en équivalent pleine puissance de la filière de production i (en h) 
Ainsi, 
k~6ú=	F8|7?;K =	,6~6K@JU,K ∗ k~6ú=T"@JUHMTU,K  
+,6~6K@JU,K ∗ cë	ℎFG?F	F¨K ∗ k~6ú=RH"L,K  (ChB.3 – 39) 
Donc 
k~6ú=	F8|7?;K =	,6~6K@JU,K ∗ (k~6ú=T"@JUHMTU,K +cë	ℎFG?F	F¨K ∗ k~6ú=RH"L,K) (ChB.3 – 40) 
Nous avons ainsi un indicateur de l’impact environnemental agrégeant les phases de construction et 
de production par filière, qui s’exprime comme une fonction affine de la capacité de production 
installée. Ainsi pour pouvoir comparer les filières de production entre elles, il suffit de comparer le 
coefficient des fonctions affines de ces dernières.  
L’inconvénient de cette démarche est que le coefficient de la fonction affine dépendra des taux 
d’utilisation des différentes filières. En l’occurrence, les filières pilotables comme le gaz, le charbon, le 
fioul peuvent voir leur taux d’utilisation varier d’une année sur l’autre suivant les conditions 
climatiques, la consommation du pays, et les échanges internationaux. C’est moins vrai pour la filière 
nucléaire qui sert de base de production et dont le taux d’utilisation varie dans une moindre mesure 
que les filières précédemment citées. De même, le taux d’utilisation des filières biomasse et 
hydroélectricité est relativement constant d’une année sur l’autre. Concernant les filières non 
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pilotables comme le PV et l’éolien le taux d’utilisation dépend uniquement des conditions climatiques 
qui varient assez peu d’une année à l’autre. Afin de pouvoir comparer les filières entre elles sans 
influence de l’année considérée, nous ne comparerons que les filières au coefficient affine stable soit : 
nucléaire, PV, hydroélectricité, éolien, et biomasse. 
V.B. Données électriques par filières  
Selon le bilan électrique 2017 de RTE (RTE, 2017) les données par filière sont les suivantes : 
Tableau ChB.3 - 47 : Données par fillière source bilan électrique RTE 
 
Nucléaire Hydro Eolien Solaire Bioenergie 
Capacité installée en 2017 (MW) 63 130 25 517 13 559 7 660 1 949 
Production en 2017 (TWh) 379,09 53,54 24,12 9,18 9,45 
 
Dans le solaire il faut distinguer le solaire intégré au bâti et le solaire au sol. Selon l’observatoire de 
l’énergie photovoltaïque (OEP, 2017) le parc français est quasiment constitué pour moitié 
d’infrastructure au sol l’autre moitié étant intégrée au bâti. Ainsi nous pouvons scinder en deux la 
donnée RTE de la façon suivante et en déduire le nombre d’heures en équivalent pleine puissance : 
Tableau ChB.3 - 48 : Données par filières avec le solaire scindé en bâti et au sol 
 
Nucléaire Hydro Eolien PV bâti PV sol Bioenergie 
Capacité installée en 2017 (MW) 63 130 25 517 13 559 3830 3830 1 949 
Production en 2017 (TWh) 379,09 53,54 24,12 4,59 4,59 9,45 
Nombre d’heures équivalent 
pleine puissance 6005 2098 1779 1198 1198 4849 
 
V.C. Données environnementales par filières 
Dans le logiciel SimaPro nous retrouvons les données environnementales par filière de production 
grâce à la base de données EcoInvent 3.2 et la méthode Impact 2002+. Les intitulés sur les limites du 
système (du berceau à la tombe ou sur une partie réduite de la vie du produit) ne sont pas toujours 
claires, si bien qu’il existe une incertitude sur ce qui est réellement pris en compte dans les données 
que nous utiliserons. En l’occurrence, un doute persiste sur l’ensemble des filières quant à savoir si 
l’extraction de matériaux pour la construction des infrastructures ainsi que l’extraction du combustible 
est réellement pris en compte. Afin de garder une démarche transparente nous récapitulons ici les 
intitulés fournis par le logiciel. 
  
Partie B – Chapitre B.3 Cas d’étude 
152 
 
V.C.1. Filière nucléaire 
Le Tableau ChB.3 - 49 rassemble les données environnementales issues de SimaPro pour la filière 
nucléaire.  
Tableau ChB.3 - 49 : Données environnementales issues de SimaPro pour la filière nucléaire 
 Centrale nucléaire française de 
1000 MW 
1 MWh produit par une centrale 
nucléaire française 
Données SimaPro 
(EcoInvent 3.2, Impact 
2002+) 
202e6 Pt 0,0979 Pt 
Limites du système 
- Matériaux, énergie et 
transport utilisés pour la 
construction de la centrale 
- Utilisation des sols 
- Traitement des matériaux 
non contaminés après 
démantèlement 
- Combustible, produit chimique, 
diesel et transport utilisé pour 
la production électrique 
- Utilisation en eaux pour le 
refroidissement du réacteur 
- Combustible utilisé pour le 
reprocessing et le 
conditionnement 
- Déchets opérationnels 
faiblement actifs pour le 
conditionnement dans un 
dépôt intermédiaire 
- Déchets contaminés après 
démantèlement 
 
V.C.2. Filière hydroélectrique 
Le Tableau ChB.3 - 50 rassemble les données environnementales issues de SimaPro pour la filière 
hydroélectrique.  
Tableau ChB.3 - 50 : Données environnementales issues de SimaPro pour la filière hydroélectrique 
 Barrage hydroélectrique en région 
alpine  
1MWh produit par un barrage 
hydroélectrique en région alpine 
Données SimaPro (EcoInvent 3.2, 
Impact 2002+) 
4,94e6 Pt 0,00216 Pt 
Limites du système 
- Matériaux de 
construction les plus 
important : ciment, 
gravas, eau, métal, 
explosif 
- Transport et énergie 
utilisé pour la 
construction 
- Emissions de particules 
pour la construction et le 
démantèlement du 
barrage   
- Utilisation des sols pour 
le lac de rétention, le 
barrage lui-même et la 
station de production 
électrique 
- Emission de méthane et 
d’oxyde dinitrée 
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V.C.3. Filière éolienne 
Le Tableau ChB.3 - 51 rassemble les données environnementales issues de SimPro pour la filière 
éolienne terrestre. Nous ne prenons pas en compte la filière éolienne en mer car elle est très peu 
significative dans le mix français.  
Tableau ChB.3 - 51 : Données environnementales issues de SimaPro pour la filière éolienne 
 Eolienne terrestre de 2 MW Connexion au réseau électrique 
pour une éolienne terrestre de 2 
MW 
1 MW produit par la filière 
éolienne terrestre 
Données SimaPro 
(EcoInvent 3.2, Impact 
2002+) 
510 Pt 6,4 Pt 
 
7,86e-3 Pt 
Limites du système 
- Matériaux pour la 
construction de 
l’éolienne ainsi que 
leur traitement 
- Utilisation des sols 
- Energie utilisée 
pour l’érection et le 
démantèlement de 
l’éolienne 




N’est pas inclus : 





- Matériaux principaux pour 
le câblage ainsi que leur 
traitement 
- Excavation des tranchés 
de câblage 
- Utilisation des sols 
 
Ne sont pas inclus : 
- Energie utilisé pour 
l’assemblage des câbles 
- Transport de l’usine au 
site de construction 
- Matériaux auxiliaires pour 
le conditionnement 
 
- Opération de 
maintenance et 
exploitation  
- Changement de 
l’huile lubrifiante 
du rotor chaque 
année 
 
V.C.4. Filière biomasse 
Le Tableau ChB.3 - 52 rassemble les données environnementales issues de SimaPro pour la filière 
biomasse. Seule la donnée de production est disponible sous SimaPro, toutefois, l’intitulé précise que 
les limites du système sont du berceau à la tombe. Nous supposons que la partie construction est 
incluse et nous utiliserons donc directement cette donnée sans recalcule. 
Tableau ChB.3 - 52 : Données environnementales issues de SimaPro pour la filière biomasse 
 1 MWh produit par la filière biomasse 
Données SimaPro (EcoInvent 3.2, Impact 
2002+) 
23,6e-3 Pt 
Limites du système - Du berceau à la tombe 
 
V.C.5. Filière PV 
Pour les données environnementales de la filière PV nous ne considérerons que les données pour la 
technologie Multi-Si qui est la plus représentative du parc français.  
V.C.5.a PV intégré au bâti 
Sous SimaPro nous retrouvons trois types de données pour l’opération d’installation de 3 kWc de PV 
intégré au bâti : installation en façade (2,5 Pt), installation sur toit plat (2,47 Pt) et installation sur toit 
incliné (2,25 Pt). Nous prendrons la moyenne de ces trois valeurs soit 2,40 Pt. Il en va de même pour 
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le kit de fixation de 1m2 de PV intégré au bâti : installation en façade (0,0122 Pt), installation sur toit 
plat (0,011 Pt) et installation sur toit incliné (0,0092 Pt). Nous prendrons là aussi la moyenne des trois 
valeurs soit 0,0108 Pt.  
Les données environnementales de la production de wafer multi-Si et de kit de fixation sont données 
en Pt/m². Il faut donc les ramener en Pt/MWc. Nous considérons qu’il faut 16m² pour installer 3 kWc, 
soit 5433m² pour 1 MWc.  Le Tableau ChB.3 - 53 récapitule la conversion de cette donnée. 
Tableau ChB.3 - 53 : Conversion de Pt/m2 en Pt/MWc 
Production d’un wafer multi-Si Kit de fixation Total pour 1 MWc 
7,57e-2 Pt/m² 1,08e-2 Pt/m² (7,57e-2+1,08e-2)*5433 = 
470 Pt 
 
Ainsi pour le calcul de la donnée environnementale de construction du PV intégré au bâti nous 
avons sous SimaPro : 
Tableau ChB.3 - 54 : Données environnemental PV intégré au bâti 
Opération d’installation de 
PV intégré au bâti moyenne 
pour 3 kWc 
Onduleur de 2,5 kW 
(données SimaPro) 
Installation électrique pour 3 
kWp (données SimaPro) 
1MWc Wafer multi-Si + 
kit de fixation (données 
converties puis agrégées) 
Valeur : 2,40 Pt Valeur : 0,123 Pt Valeur : 0,152 Pt Valeur : 470 Pt 
Limites systèmes 
- Energie utilisée pour 
l’installation des PV 
- Transport de 
matériaux et de 
personnes sur le site 
de construction 
- Traitement des 
composants après la 
fin de vie.  
Limites systèmes 
- Matériaux, packaging et 
énergie utilisée pour la 
production d’un 
onduleur 
- Traitement du produit 
après fin d’utilisation 
Limites systèmes 
- Matériaux pour la 
production des 
différentes parties 
- Energie utilisée pour 
le travail du cuivre 
- Démantèlement   
Limites systèmes 
- Production du 
wafer 
- Traitement 
après fin de vie  
- Matériaux 
utilisés pour la 
production du 





Par ailleurs, la donnée environnementale de production d’1 MWh de PV intégré au bâti est de : 2,93e-
2 Pt.  
V.C.5.b PV au sol 
Nous procédons de la même manière que précédemment pour convertir la donnée environnementale 
de production d’un wafer multi-Si : 
Tableau ChB.3 - 55 : Conversion de Pt/m2 en Pt/MWc 
Production d’un wafer multi-Si Total pour 1 MWc 
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Pour le calcul de la donnée environnementale de construction du PV au sol nous avons sous SimaPro : 
Tableau ChB.3 - 56 : Données environnementales de la filière PV au sol 
Onduleur de 500 kWc 
(données SimaPro) 
Kit de montage pour 570 kWc 
(données SimaPro) 
1MWc Wafer multi-Si (données 
converties puis agrégées) 
Valeur : 8,48 Pt 
 
Valeur : 0,0289 Pt Valeur : 411 Pt 
Limites systèmes 
- Matériaux, packaging 
et énergie utilisés 
pour la production 
d’un onduleur 
- Traitement du 
produit après fin 
d’utilisation 
Limites systèmes 
- Matériaux pour la 
production des 
différentes parties 
- Energie utilisée pour le 
travail du cuivre 
- Démantèlement   
Limites systèmes 
- Production du wafer 
- Traitement après fin de vie  
- Matériaux utilisés pour la 
production du kit de fixation  
- Traitement après fin 
d’utilisation 
 
Par ailleurs, la donnée environnementale de production d’1 MWh de PV au sol est de : 3,11e-2 Pt.  
V.C.6. Récapitulatif des données environnementales utilisées 
Afin de calculer le coefficient d’impact environnemental des différentes filières nous allons ramener la 
donnée environnementale de construction à 1MW installé. Pour la filière hydraulique la donnée 
SimaPro ne précise pas la puissance installée du barrage pour laquelle elle est valable. Il est simplement 
précisé qu’elle est calculée sur un échantillon de 52 barrages totalisant 9130 MW, soit 176 MW le 
barrage. Nous considérons donc que cette donnée est valable pour un barrage de 176 MW. Ainsi, le 
Tableau ChB.3 - 57 rassemble les données par filière que nous utiliserons pour les calculs de 
coefficients d’impact : 
Tableau ChB.3 - 57 : Données environnementales utilisées pour les calculs 
 Impact pour 1 MW installée Impact pour 1 MWh produit 
Nucléaire 202 Pt 0,0979 Pt 
Hydraulique 28 068 Pt 2,16e-3 Pt 
Eolien terrestre 258 Pt 7,86e-3 Pt 
Biomasses 0 23,6e-3 Pt 
PV intégré au bâti 1364 Pt 2,93e-2 Pt 
PV au sol 426 Pt 3,11e-2 Pt 
 
V.D. Calcul du coefficient d’impact environnemental et discussion 
Enfin le Tableau ChB.3 - 58 récapitule le calcul du coefficient d’impact environnemental et sanitaire 
par filière de production : 
Tableau ChB.3 - 58 : Calcul du coefficient d’impact environnemental 
 
Nucléaire Hydro Eolien PV bâti PV sol Bioenergie 
Nombre d’heures équivalent pleine puissance (h) 6005 2098 1779 1198 1198 4849 
Impact en construction (Pt/MW) 220 28 068 258 1364 426 0 
Impact en production (Pt/MWh) 0,0979 0,00216 0,00786 0,0293 0,0311 0,0236 
Coefficient d’impact (Pt/MW) 790 28 073 272 1399 464 114 
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Le coefficient d’impact de la filière hydroélectricité est le plus fort. Toutefois, il n’est plus possible 
d’installer de nouveau barrage en France car tout le potentiel a été utilisé. Il existe de vieilles 
installations qui ne sont plus en exploitation et qui peuvent être réhabilitées pour un moindre coût 
environnemental à la construction (qui est la phase qui impacte le plus pour la filière hydroélectrique). 
Le PV intégré au bâti est la deuxième filière la plus impactante pourtant la France a lancé un grand plan 
solaire courant 2018 (République-Française, 2018) par lequel est encouragé l’investissement dans le 
PV intégré bâti. Innover dans cette filière devient alors une nécessité afin de réduire son impact 
environnemental. En troisième position nous retrouvons l’énergie nucléaire. C’est aussi la filière la plus 
utilisée (nombre d’heures équivalent pleine puissance le plus haut). La suppression de cette source de 
production est risquée pour des questions de stabilité du réseau français. Il est toutefois possible de 
réduire raisonnablement sa part dans le mix électrique français en réduisant son taux d’utilisation. 
Cette réduction peut être compensée par une filière pilotable moins impactante comme la biomasse 
dont le coefficient d’impact est le plus faible de toutes les sources. Les filières PV sol et éolienne sont 
respectivement en troisième et seconde positions dans le top 3 des filières les moins impactantes. 
Subventionner et investir dans ces deux filières est donc primordial afin de minimiser l’impact 
environnemental de la production électrique française.  
VI. Conclusion  
 
Dans un premier temps nous avons étudié quatre cas d’étude : deux cas orientés vers la valorisation 
de la production d’énergie sur les marchés électriques et deux cas orientés vers l’autoconsommation 
(isolée ou connectée). Nous avons terminé par une analyse environnementale de plusieurs sources de 
production du mix électrique français. Le premier cas d’étude traite de la réhabilitation d’une centrale 
hydroélectrique, or nous avons vu dans l’analyse environnementale que la filière hydroélectrique 
présentait un impact très élevé en phase de construction. La réhabilitation de centrales existantes est 
donc à privilégier afin d’augmenter la part des énergies renouvelables dans le mix électrique tout en 
réduisant l’impact environnemental de ce dernier. Les deux cas d’étude suivants montrent que le 
stockage par batteries n’est pas rentable d’un point de vue économique. En termes d’impact 
environnemental, nous avons vu qu’il existe aujourd’hui un manque dans les bases de données 
environnementales pour évaluer l’impact du stockage par batteries. Néanmoins, nous pouvons d’ores 
et déjà supposer que les technologies actuelles de ce type de stockage ne sont pas non plus bénéfiques 
d’un point de vue environnemental. Pourtant les moyen de stockage sont primordiaux en ce qui 
concerne les HRES, des innovations sont donc nécessaires. Enfin, le dernier cas d’étude traite d’une 
installation en autoconsommation connectée au réseau avec un système de PV intégrés au bâti. Dans 
l’analyse environnementale nous avons pu voir que la filière PV intégrés au bâti est la deuxième plus 
impactante derrière l’hydroélectricité. Pourtant en ce qui concerne l’autoconsommation des foyers 
particuliers, c’est la solution technique la plus simple et la moins chère, c’est donc celle-ci qui a de 
grande chance de se développer dans le futur. Ainsi, des innovations sont attendues afin de réduire 
l’impact environnemental des PV intégrés au bâti. Par ailleurs, un soutien économique de la filière 
éolienne domestique (moins impactante) pourrait permettre d’orienter les installations 
d’autoconsommation vers moins d’impact environnemental. 
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DaŶs cette paƌtie Ŷous avoŶs pƌĠseŶtĠ uŶ pƌototype d’outil de diŵeŶsioŶŶeŵeŶt de HRES. Nous avoŶs 
ŵoŶtƌĠ soŶ applicatioŶ suƌ Ƌuatƌe cas d’Ġtude ƌepƌĠseŶtatifs de l’ĠvolutioŶ du systğŵe ĠlectƌiƋue 
français. Pour finir, afin de justifier notre discours en faveur de la transition énergétique, nous avons 
pƌoposĠ uŶe aŶalyse de l’iŵpact eŶviƌoŶŶeŵeŶtal de diffĠƌeŶtes souƌces de pƌoductioŶ ĠlectƌiƋue. Le 
groupe VALOREM est maintenant en mesure de répondre aux enjeux techniques de la transition 
énergétique. Toutefois, l’aŶalyse des teƌƌitoiƌes d’iŵplaŶtatioŶ des HRES reste une question de 
















































I. Rappel de la démarche de la thèse  
 
La transition énergétique a été au cœur des travaux présentés. Ils ont été réalisés dans le cadre d’un 
contrat CIFRE avec VALOREM, acteur industriel du développement des énergies renouvelables. 
L’utilisation des concepts de l’Ingénierie Des Modèles (IDM) permet de naviguer entre deux métiers 
du Groupe - le développement de projet et la conception de centrale hybride - tout en gardant une 
démarche scientifique cohérente. La Figure Concl - 1 décrit le cheminement de la thèse. 
 
Figure Concl - 1 : Cheminement de la thèse 
Le point de départ a été le service Développement France de VALOREM, qui est en charge du 
développement des parcs d’énergies renouvelables sur le territoire français. Le métier de chargé 
d’affaires étant complexe, il a été décidé d’adopter un point de vue macroscopique sur celui-ci. Vis-à-
vis de notre démarche scientifique, cela s’est traduit par la proposition d’un méta-méta-modèle de 
l’objet d’étude : énergies renouvelables (cf. cube n°1 Figure Concl - 1).  
Nous avons défini un cadre conceptuel d’analyse de systèmes socio-techniques en transition, qui a été 
appliqué aux projets d’aménagement du territoire (Roth et al., 2017a). Cette proposition s’appuie sur 
une vision systémique et holistique du processus de développement de ces derniers, permettant ainsi 
une lecture multidimensionnelle et multiniveaux. Elle est formalisée grâce au langage UML2 et permet 
de tracer la trajectoire des systèmes socio-techniques étudiés d’un point de vue stratégique. Nous 
avons appliqué le cadre conceptuel sur deux projets réels d’aménagement du territoire : le succès du 
développement de la centrale hydroélectrique d’El Hierro dans les Canaries (Espagne) et l’échec du 
projet de barrage de Sivens dans le Tarn (France). Par ailleurs, l’utilisation des nuances de soutenabilité 
présentées dans les travaux de Gagnon et al. (2012) permet d’en évaluer la durabilité. La comparaison 
de ces deux projets, aux issues diamétralement opposées, nous fait constater que l’implication et 
l’adhésion des parties prenantes, à toutes les étapes du processus de développement, est cruciale pour 
conduire au succès. 
Dans l’optique de rendre le cadre conceptuel plus opérationnel, nous avons esquissé une 
implémentation logicielle. En s’inspirant des travaux de Benaben et al. (2016), qui visent à proposer un 
 




système d’intelligence artificielle pour la gestion de crise (contexte social collaboratif), nous avons 
développé un méta-modèle d’ontologie. Ce dernier permet de gérer les connaissances autour d’un 
projet d’aménagement du territoire dans un contexte social non collaboratif (Roth et al., 2017b). 
L’implémentation logicielle, imaginée mais non réalisée, offrirait la possibilité de suivre en temps réel 
la trajectoire du système. Un moteur d’inférence raisonnant sur l’ontologie instanciée du méta-
modèle, induirait un processus de développement s’adaptant continuellement aux évènements 
remontant du terrain. Bien qu’intéressante pour la recherche, cette approche a été écartée en raison 
de ses limites opérationnelles dans le cadre du métier du service Développement France de VALOREM. 
Il a alors été décidé d’adopter une vision plus technique et opérationnelle des énergies renouvelables, 
conduisant ainsi à descendre d’un niveau sur l’ensemble des échelles de notre grille IDM. Cette 
évolution mène au métier du service Direction des Marchés et Systèmes Electriques (DMSE) de 
VALOREM situé à l’échelon tactique de l’entreprise (cf. cube n°2 Figure Concl - 1). Le service DMSE vise 
à proposer des solutions techniques d’adaptation à la transition énergétique et à offrir une expertise 
sur la valorisation de la production d’électricité sur les marchés. Entre autre, la DMSE a constaté le 
besoin d’acquérir un outil de dimensionnement de centrales hybrides renouvelables (en anglais 
Hybride Renewable Energy Système HRES) en phase d’avant-projet, afin d’identifier les opportunités 
d’activités. Nous avons alors conçu un prototype logiciel de dimensionnement optimal de HRES, 
nommé SELECSYS. Il est basé sur un méta-modèle décrivant ce qui constitue un HRES et il est 
implémenté avec des modèles d’optimisation MILP (Roth et al., 2019). Le prototype est codé en C++ 
et le modèle d’optimisation résolu à l’aide du solveur CPLEX. Nous avons par la suite montré 
l’opérationnalité du prototype sur quatre cas d’étude relevant de l’échelon tactique (cf. cube n°3 
Figure Concl - 1) :  
- deux orientés application marché électrique,  
- un en autoconsommation isolé du réseau,  
- un en autoconsommation connecté au réseau. 
Le cas n°1 apporte plusieurs solutions de réhabilitation pour une centrale hydro-électrique, située en 
Corrèze, en valorisant sa production sur le marché SPOT. L’objectif est d’étudier l’intérêt d’ajouter une 
deuxième turbine valorisant l’électricité au tarif H16 de 115€/MWh. Le cas d’étude montre qu’à court 
terme c’est intéressant mais que cela perd en pertinence avec l’évolution probable des prix de marché 
(moyenne et écart type en hausse).  
Le cas n°2 porte sur le manque à gagner d’un parc éolien+PV limité en puissance au point d’injection 
sur le réseau de distribution. L’objectif est d’étudier l’ajout des batteries pour récupérer le manque à 
gagner par arbitrage sur le marché SPOT. Les résultats montrent que les coûts du stockage actuels ne 
permettent pas de réaliser des bénéfices, mais qu’avec l’évolution prévue des prix de marché 
(moyenne et écart type en hausse) cela fera plus de sens d’ajouter des batteries.  
Le cas n°3 s’intéresse à l’étude d’un HRES composé de PV, batterie et d’un groupe diesel pour une 
usine de textile situé en zone tropicale. La sensibilité du modèle à différents profils de consommation 
a été étudiée. Les résultats montrent qu’il faut couvrir de PV le rampant sud du toit de l’usine et ne 
pas installer de batterie (coûts du stockage trop élevés).  
Enfin, le dernier cas porte sur l’étude du modèle d’autoconsommation individuel pour les foyers 
particuliers en France. Les résultats démontrent l’intérêt environnemental des installations en 
autoconsommation avec PV (sans prise en compte de la phase de construction). De plus, il est montré 
que la réglementation actuelle ne favorise pas un développement uniforme sur le territoire français. 
Un recalcule de la prime à l’investissement est proposé pour inverser cette tendance. La nouvelle 




prime prend en compte les disparités selon la localisation géographique et la composition du foyer afin 
de garantir un temps de retour sur investissement de 7 ans partout et pour tous. 
Notons que la démarche globale de la thèse a été de type top-down (du macro vers le micro). Cette 
conclusion est l’occasion d’enclencher une réflexion bottom-up (du micro vers le macro) pour critiquer 
nos travaux et dégager des perspectives. Deux axes peuvent être définis : 
- Axe n°1 : infrastructures de production d’énergie renouvelable 
- Axe n°2 : les territoires 
Nous proposerons des pistes d’évolution et/ou de réflexion sur l’axe 1, puis l’axe 2 et nous terminerons 
par une brève discussion conjointe. 
 
II. Perspectives sur l’axe n°1 : les infrastructures de production 
d’énergie renouvelable : 
 
Le prototype de l’outil d’optimisation SELECSYS développé pendant la thèse a été validé sur des cas 
d’étude VALOREM. Il convient désormais de passer à l’implémentation industrielle de ce dernier. 
Notamment, des améliorations sont attendues au niveau du méta-modèle afin de le rendre plus 
générique et permettre ainsi le choix de différents solveurs. Actuellement, le prototype est conçu 
uniquement pour un fonctionnement avec CPLEX, distribué sous licence commerciale, qui fait partie 
des solveurs les plus performants du marché. Toutefois, sur des projets à petits budgets, utiliser une 
licence payante comme CPLEX peut s’avérer problématique. Il existe aussi des solveurs open source et 
gratuits, notamment CBC du projet Coin-or, capables de résoudre des problèmes MILP mais avec des 
performances de calcul moindres. Même si, pour des études nécessitant de bonnes performances de 
calcul, l’utilisation de CBC n’est pas prescrite, offrir la possibilité à l’utilisateur de SELECSYS de pouvoir 
choisir entre CPLEX et CBC s’avère être donc un atout important.  
Pendant la thèse, l’accent n’a pas été mis sur la performance de calcul à travers un code optimisé. Par 
exemple, dans les modèles MILP implémentés dans SELECSYS, de nombreuses variables de passage 
sont utilisées. En redéfinissant la notion de port d’entrée et de port de sortie des Eléments du méta-
modèle, il est possible de réduire significativement le nombre de variables de passage et ainsi 
d’accroître la performance de calcul. Les calculs réalisés sur les cas d’étude ont été effectués sur 1 an 
de données au pas de temps horaire et nous avons constaté que le stockage n’était pas recommandé. 
Or, Guinot et al. (2013b) ont montré que, sur la plateforme ODYSSEY, le passage à un pas de temps 
supérieur à la minute, a un impact significatif sur la performance économique des moyens de stockage. 
En effet, au-delà de la minute, la donnée de production solaire est lissée, ce qui gomme les effets de 
l’intermittence de production. Le stockage est ainsi artificiellement moins sollicité et donc moins 
pertinent. Par ailleurs, les auteurs ont montré que le choix d’une année climatique influence 
significativement les résultats. Accroître les performances de calculs de SELECSYS permettra d’étudier 
ces aspects (pas de temps inférieur à l’heure et plusieurs années de données) en les résolvant en un 
temps raisonnable. Il faudra, en outre, vérifier l’influence d’un changement de pas de temps et d’année 
climatique sur SELECSYS. 
Par ailleurs, les modèles physiques MILP implémentés peuvent être améliorés pour plus de précision 
dans la description des éléments constitutifs des HRES. En particulier, par des linéarisations par 
morceaux, il est possible de rendre compte d’un rendement non constant de la batterie et de tous les 
objets de type convertisseur. De même, le comportement de la batterie en limite pleine charge et 
décharge peut être modélisé grâce à une linéarisation par morceaux. Ce comportement se traduit par 




le fait qu’il est plus difficile de stocker de l’énergie proche de la charge complète et inversement de 
fournir de l’énergie proche de la décharge complète. Il faudra aussi s’intéresser à la modélisation du 
vieillissement des éléments physiques, car ce phénomène a un influence significative sur les résultats 
technico-économiques (Guinot et al., 2013a).  
En outre, le développement d’une interface logicielle pour SELECSYS est en cours au sein de VALOREM 
mais il doit se poursuivre. Le passage du logiciel sous base de données devrait faciliter le transit de 
l’information entre l’interface et le cœur de calcul qui actuellement est réalisé grâce à des fichiers JSON 
(ce qui peut être problématique si les séries chronologiques sont plus longues).  
Au-delà du dimensionnement des HRES et de leur implantation, il est nécessaire de piloter les 
installations afin de répondre aux besoins en termes de consommation électrique mais aussi de 
services systèmes. En l’occurrence, VALOREM développe son premier parc hybride (éolien + batteries 
Li-Ion) à Sainte-Rose en Guadeloupe. Il a été identifié que l’amélioration de la qualité de la prévision 
de production est un défi à relever pour gagner en performance. Le parc étant rentré en exploitation, 
la remontée et l’analyse d’historique de production permettront d’acquérir le retour d’expériences 
nécessaire à l’amélioration de la prévision de production.  
Enfin, l’analyse environnementale produite en fin de chapitre sur les cas d’étude (paragraphe V du 
chapitre B.3) montre la nécessité d’avoir des données d’Analyse de Cycle de Vie (ACV) plus précises et 
fiables quant aux limites du système considéré. De plus, les systèmes de stockages dans les HRES sont 
très importants pour offrir des degrés de liberté afin de piloter les installations. Il serait opportun de 
quantifier leur impact afin de s’assurer que la transition énergétique vers les HRES est véritablement 
bénéfique d’un point de vue environnemental. 
Ces perspectives de l’axe n°1 s’inscrivent dans un cadre très technique, il convient d’élargir la réflexion 
à une vision plus générale et d’aborder l’axe n°2 sur les territoires. 
 
III. Perspectives sur l’axe n°2 : les territoires 
 
Lors de cette thèse, l’étude de l’objet territoire a été initié dans le Chapitre A.2 et dans les publications 
suivantes : (Roth et al., 2017a, 2017b). Néanmoins, ce début de réflexion reste conceptuel et il convient 
de le rendre plus concret.   
Dans la publication Roth et al., (2017a), une vue multidimensionnelle et complexe du territoire est 
donnée. Elle se base sur une modélisation verticale des enjeux avec la proposition de sphères 
multicouches (externe, macro, meso, interne). A l’inverse, dans les travaux de Therville et al., (2018), 
les auteurs proposent une modélisation horizontale d’un territoire, basée sur les travaux de Anderies 
et al. (2004) et Ostrom (2011). Cette modélisation horizontale permet d’étudier le système en 
complexité, alors que dans l’approche de l’article Roth et al., (2017a) les domaines sont segmentés : 
- Dans la sphère information, du macro vers le micro, nous retrouvons pêle-mêle : les sciences 
politiques (Political choices), les sciences économiques (Macro economy), les sciences de 
gestions (Micro economy), l’anthropologie (Social), la géographie et l’écologie (Earth) et enfin 
l’ingénierie (Technical choice), sans mettre en lumière leur intrication ; 
- Dans la sphère parties prenantes figurent des jeux d’acteurs et des jeux de pouvoirs, 
particulièrement étudiés dans les sciences sociales par Crozier et Firedberg (Crozier and 
Friedberg, 1977). 




Pourtant, c’est à la convergence des domaines cités que peut se poursuivre l’étude de l’objet territoire.  
En ce sens, Barreteau et al. (2017) définissent deux collectifs de chercheurs s’intéressant aux relations 
Hommes-Nature : les écologues étudiant les Systèmes écologiques et sociaux (SES) et les géographes 
s’intéressant aux Territoires. Les similarités et les différences ainsi que les forces et faiblesses des deux 
approches sont mises en évidence dans les travaux de Barreteau et al. (2017), à savoir : 
- un objet d’étude en commun : l’interaction Homme-Nature, mais l’approche est systémique 
chez les écologues et paysagère chez les géographes ; 
- l’utilisation de points de vue structurels, fonctionnels, et dynamiques, mais l’accent est mis sur 
les fonctions dans les SES et sur la structure dans les Territoires ; 
- les deux approches définissent l’espace considéré et ses limites, mais ne le représentent pas 
de la même façon : cartes et photos chez les géographes alors que les écologues ne projettent 
pas nécessairement l’espace de manière géographique ; 
- les écologues et les géographes considèrent la société comme un élément prépondérant de 
leur objet d’étude, mais les premiers s’attachent à offrir une aide à la prise de décisions tandis 
que les seconds se positionnent plus comme observateurs et ils critiquent les décisions 
politiques. 
Barreteau et al. (2017) montrent ainsi que les deux approches utilisent les mêmes concepts mais 
s’inscrivent dans des cadres épistémologiques différents. Ils appellent à une convergence des deux 
domaines afin de mieux étudier et comprendre les interactions Hommes-Nature.  
Ainsi, Bousquet et al. (1999) soulignent la pertinence des Systèmes Multi-Agents (SMA) pour la 
modélisation de la relation Homme-Nature. En effet, les SMA permettent de représenter spatialement, 
dans un environnement naturel, l’effet du comportement d’agent (l’Homme par exemple) (Thérond et 
al., 2014). Souvent dans les SMA, «(trad. (Barreteau et al., 2017)) l’environnement naturel est 
considéré comme une réalité factuelle indépendante de nos constructions ou représentations 
sociales » et l’utilisation d’indicateurs peut biaiser les résultats.  Barreteau et al., (2017) pointent alors 
le risque que de telles approches puissent être utilisées à des fins normatives dans un discours politisé.  
Afin de contourner ce problème, les auteurs appellent à plus d’intégration avec l’approche Territoire 
des géographes. 
D’une part, l’approche Territoire pose le principe selon lequel «(trad. (Barreteau et al., 
2017)) l’environnement doit être principalement vu comme une construction sociale ». A la lumière 
des travaux de Therville et al. (2018), s’inscrire dans une démarche constructiviste semble nécessaire 
pour l’étude des territoires. Cette démarche consiste à considérer que la réalité résulte de la 
superposition d’une multitude de points de vue. Dans la publication de Therville et al. (2018), les 
auteurs analysent les dynamiques d’adaptation aux changements globaux de la région Languedoc. La 
ressource sol est partagée par plusieurs entités : la Nature (biodiversité), les utilisateurs (la 
population), les infrastructures (routes, rails… mais aussi la réglementation) et les gestionnaires 
d’infrastructures (municipalités, organisations intercommunales ou régionales). Les auteurs identifient 
que chacun des gestionnaires d’infrastructure a sa propre construction sociale de ce qu’est la ressource 
sol et qu’une mauvaise coordination a un impact négatif sur l’adaptation au changement. Afin de 
prendre en compte « la multiplicité des constructions sociales de la réalité »,  Müller and Aubert, 
(2012) proposent de les formaliser par la superposition d’ontologies représentant l’univers mental des 
différents acteurs.  
D’autre part, dans l’approche Territoire «(trad. (Barreteau et al., 2017)) les acteurs évaluent le statut 
et l’état de leur environnement principalement à travers un processus de réflexion qui leur est 
propre ». En 2000, Bonnefoy et al. (2000) ont démontré que les SMA permettaient de modéliser des 




agents ayant la capacité de percevoir individuellement et/ou collectivement leur environnement et 
d’adapter leur comportement après une réflexion individuelle. Dans  cet article, les agents possèdent 
une valeur seuil de dégradation de l’environnement qui leur est propre. Selon leur niveau de 
perception (en dessous ou au-dessus de cette valeur seuil), ils choisiront ou pas de continuer 
l’exploitation de la ressource environnement. Toutefois, dans cette approche la modélisation de la 
réflexion individuelle des acteurs reste déterministe. Dans la continuité de ces travaux, Aubert and 
Müller (2013) proposent un modèle générique pour la simulation de la gestion de ressource. Ce 
modèle permet d’intégrer dans la simulation l’influence de normes institutionnelles formelles 
(typiquement une loi) ou informelles (règles partagées au sein d’une communauté mais non 
formalisées par une loi). Dans les travaux de Aubert et Müller, (2010) les auteurs présentent un SMA 
intégrant le modèle MIRANA, basé sur ce modèle générique et l’idée de construction sociale par 
superposition d’ontologies. Ces dernières sont co-construites grâce à la démarche ComMod (ComMod, 
2005; Etienne, 2014). Ici, le comportement des agents n’est plus régi par leur perception de 
l’environnement mais par l’arbitrage entre le suivi de normes formelles, informelles et la satisfaction 
de leurs besoins.  
La Figure Concl - 2 résume la façon dont les différentes publications citées se font écho (en noir sur la 
figure). Cela nous amène à définir quatre pistes de réflexion complémentaires (en orange sur la figure) 
à savoir : Comment modéliser la perception de l’environnement par les acteurs ? Partant des 
perceptions individuelles de l’environnement comment modéliser le processus de construction de 
normes informelles ? Comment modéliser le choix de comportement des acteurs ? Comment simuler 
les dynamiques d’adaptation au changement d’un territoire ? Afin de les qualifier, nous les 
catégorisons selon les deux vues statiques – architecture et structure – ainsi que les deux vues 
dynamiques – fonction et comportement – de la norme ISO19440 sur la modélisation d’entreprise 
utilisée en IDM. 
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Ces quatre pistes sont étroitement liées et doivent s’inscrire dans une réflexion systémique que nous 
développons ci-dessous : 
D’après Barreteau et al., (2017), la Nature est une construction sociale. En effet, chaque être humain 
perçoit l’environnement naturel dans lequel il vit et se construit mentalement sa propre image de la 
Nature. Alors : 
è Comment modéliser la perception de l’environnement par les acteurs ? 
En s’inspirant de la « formalisation de la multiplicité des constructions sociales de la réalité » de Müller 
et Aubert, (2012), il est possible d’aller plus loin dans la notion de perceptions individuelles et 
collectives introduite dans les travaux de Bonnefoy et al., (2000). Deux enjeux émergent alors : 
- Comment modéliser la perception individuelle d’un acteur ? Grâce par exemple à des 
entretiens semi-directifs, il serait possible de dresser une ontologie de ce que l’acteur perçoit 
de l’environnement.  
- Comment modéliser la perception collective d’un groupe d’acteurs ? Partant de la même 
démarche que Aubert and Müller, (2010) la modélisation d’accompagnement (ComMod, 2005; 
Etienne, 2014) permet de dresser une ontologie de perception collective de l’environnement. 
Pendant le processus ComMod la perception individuelle des acteurs est susceptible d’être 
modifiée. Faut-il alors prendre en compte cette nouvelle forme de perception en corrigeant 
les ontologies individuelles ? 
En outre, l’héritage culturel des acteurs influence leur perception. Ainsi, la seconde piste de réflexion 
introduit une dynamique comportementale s’appuyant sur le passé : 
è Partant des perceptions individuelles de l’environnement comment modéliser le processus de 
construction de normes informelles ? 
Cette question est à l’interface entre les travaux de Bonnefoy et al. (2000) et Aubert et Müller (2010; 
2013). Aubert et Müller (2010; 2013) partent du principe qu’il existe des normes informelles partagées 
au sein d’une communauté mais ne posent pas la question quant à savoir comment ces normes sont 
devenues normes. Ici, nous cherchons à identifier et modéliser la façon dont se fait le passage de la 
perception individuelle à la norme informelle en passant par le partage des perceptions. Deux 
questions sous-jacentes apparaissent alors : 
- Comment identifier le processus ? Plusieurs pistes sont possibles : soit dans un cadre formel 
tel que le processus ComMod où il est possible de déceler des patterns d’établissement de 
consensus définissant les normes informelles ; soit un cadre plus libre où l’on pourra observer 
des jeux de pouvoirs, largement étudiés dans le domaine de la sociologie des organisations 
(Crozier and Friedberg, 1977). Il faudra donc bien distinguer les patterns issus d’un jeu de 
pouvoirs de ceux plus naturels. 
- Comment modéliser le processus ? A l’instar des systèmes experts en intelligence artificielle, 
un moteur d’inférence est capable de raisonner sur des ontologies en utilisant des faits et des 
règles pour produire de nouveaux éléments. Il est alors peut être possible de recréer le 
processus de construction de normes informelles grâce à ce dernier. 
En fonction de leur perception de l’environnement et de l’influence de normes issues de leur héritage 
culturel, les acteurs prennent des décisions liées à leur vie/activité et agissent en conséquence. Il faut 
donc s’intéresser à la dynamique comportementale en temps réel : 
è Comment modéliser le choix de comportement des acteurs ? 




Dans les travaux de Bonnefoy et al., (2000) et Aubert et Müller, (2013 ; 2010) le comportement des 
agents est modélisé, de manière déterministe par un arbre de choix. Si une nouvelle situation non prise 
en compte par l’arbre de choix se présente, le comportement de l’agent risque d’être inadapté. Afin 
de contourner le problème, il y a alors deux possibilités : 
- Modéliser le comportement d’un acteur comme un problème d’optimisation par lequel l’agent 
cherche à maximiser la préservation de son patrimoine. Cette piste pose un double enjeu de 
modélisation du problème d’optimisation : comment modéliser mathématiquement la notion 
de patrimoine ? Quelles sont les contraintes à imposer pour préserver ce dernier ? Les 
réflexions sur la notion de patrimoine en économie pourraient éclairer ces questions. En 
l’occurrence, Nieddu et al., (2009) introduisent la distinction entre patrimoine individuel et 
patrimoine collectif. Lors de l’étude de ce dernier, il faut garder à l’esprit les jeux de pouvoir 
de l’analyse stratégique des jeux d’acteurs (Crozier et Friedberg, 1977). Également, 
informaticiens et sociologues se sont associés pour concevoir un outil logiciel d’analyse de jeux 
d’acteurs nommé SocLab et basé sur la théorie des jeux (Sibertin-Blanc et al., 2013). La théorie 
des jeux pourrait ainsi être une perspective intéressante dans le but de concevoir de façon 
optimale les échanges entre les différents acteurs ayant différentes fonctions objectifs et 
pouvant être modélisés via des problèmes d’optimisation multi-niveaux, à l’instar par exemple 
des parcs éco-industriels (Ramos et al., 2018). 
- Grâce à un moteur d’inférence raisonnant sur une ontologie propre à l’agent, il est possible de 
proposer un comportement adapté vis-à-vis d’une situation. Là encore se pose un enjeu de 
modélisation mais cette fois-ci dans le méta-modèle des ontologies des agents afin que le 
moteur d’inférence soit capable de proposer un comportement. 
La dernière piste de réflexion permet de faire la synthèse des trois précédentes et s’inscrit dans une 
finalité prospective. Elle intègre ainsi la dynamique fonctionnelle et comportementale du système : 
è Comment simuler les dynamiques d’adaptation au changement d’un territoire?  
Therville et al., (2018) a identifié les points bloquants dans l’organisation de la région Languedoc vis-à-
vis de son adaptation au changement globaux (changements climatiques, démographie…). Sur les 
mêmes bases que le modèle MIRANA (Aubert and Müller, 2010) agrémenté des réponses aux 
questions précédentes, il est possible de simuler les dynamiques d’adaptation au changement d’un 
territoire. Par ailleurs, l’utilisation d’une démarche ComMod pourra, par exemple, faciliter la résolution 
des situations bloquantes identifiées par Therville et al., (2018) et servir la démarche de recherche vis-
à-vis de la modélisation du SMA. 
Enfin, terminons notre réflexion sur les territoires par une constatation de l’intrication complexe de 
toutes ces questions : Pablo Jensen, dans son ouvrage « Pourquoi la société ne se laisse pas mettre en 
équations » (Jensen, 2018), met en garde contre l’usage des sciences mathématiques quand il s’agit 
de modéliser la société. Il explique que si ces dernières sont adaptées dans les Sciences Physiques, 
c’est au motif de la séparation des échelles entre les propriétés physiques d’un système et le 
comportement de ce dernier lorsqu’il entre en interaction. Il donne l’exemple de la conservation de la 
nature chimique des atomes lors d’une réaction chimique. L’auteur montre qu’à l’inverse, en Sciences 
Sociales, la séparation des échelles entre l’action d’un acteur et ce qui le caractérise n’existe pas. 
L’Homme se construit et se redéfinit sans arrêt au gré de ses rencontres. Ce qui le caractérise ainsi que 
son comportement sont en constante évolution contrairement aux propriétés chimiques d’un atome 
qui, elles, sont déterministes. En l’occurrence, la plateforme MAELIA développée par Thérond et al., 
(2014) s’inscrit dans l’optique présentée par Pablo Jensen. En effet, l’acteur n’est pas représenté dans 
les modèles. L’équipe d’Olivier Thérond écarte ainsi une modélisation de l’aspect social et préfère 




intégrer l’humain dans la co-construction de modèles, de scénarios et d’analyse grâce à une démarche 
comme celle de ComMod par exemple (ComMod, 2005; Etienne, 2014).  
 
IV. Les axes territoire et infrastructures de production d’énergies 
renouvelables : 
 
Dans l’axe n°1, nous avons esquissé des perspectives pour la conception et l’exploitation 
d’infrastructures de production d’énergie renouvelable. L’axe n°2 nous a permis de dresser une 
démarche de recherche pour l’analyse des territoires. Ces deux discussions ont été menées de manière 
distincte, or, les deux axes sont liés puisque les territoires sont le lieu d’implantation d’infrastructures 
de production d’énergie renouvelable. Alors comment mener le processus de développement de telles 
infrastructures, afin qu’il soit durable et rentable pour le territoire d’implantation ? Les éléments 
apportés par cette thèse ainsi que les perspectives dressées dans cette conclusion, visent à apporter 
une réponse à cette question, qui est au cœur des préoccupations sociétales. 
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Tableau Anxe -  1 : Valeurs de la Figure ChB.3 - 6 
μ σ Capacité de la batterie Surplus d’énergie Gain générés par la batterie 
38.48 
10 12 MWh 116 MWh 0,7 M€ 
20 21 MWh 328 MWh 1,01 M€ 
30 26 MWh 1715 MWh 1,11M€ 
40 31 MWh 3410 MWh 1,20 M€ 
50 32 MWh 4784 MWh 1,27 M€ 
30 
12,95 
15 MWh 244 MWh 0,88 M€ 
50 14 MWh 104 MWh 0,79 M€ 
70 13 MWh 111 MWh 0,68 M€ 
90 12 MWh 117 MWh 0,59 M€ 
100 12 MWh 118 MWh 0,57 M€ 
30 10 13 MWh 148 MWh 0,79 M€ 
50 20 21 MWh 111 MWh 0,97 M€ 
70 30 25 MWh 152 MWh 1,01 M€ 
90 40 30 MWh 126 MWh 1,06 M€ 










Tableau Anxe -  2 : Valeurs de la Figure ChB.3 - 8 pour le scénario 1 
Graph Consumption Days PV DG BESS 
a) 
3 459,65 kW 48,77 kW 3836 kW 
4 455,59 kW 41,25 kW 2725 kW 
5 450,37 kW 42,31 kW 1767 kW 
6 444,86 kW 36,54 kW 945,93 kW 
7 437,61 kW 46,20 kW 402,44 kW 
b) 
3 96,03% 3,97% 45,33% 
4 96,22% 3,78% 33,42% 
5 96,46% 3,54% 27,54% 
6 96,63% 3,37% 23,95% 
7 96,20% 3,80% 20,80% 
 
Tableau Anxe -  3 : Valeurs de la Figure ChB.3 - 8 pour le scénario 2 
Graph Annual consumption PV DG BESS 
a) 
185 MWh 121,51 kW 12,84 kW 111,80 kW 
332 MWh 218,95 kW 23,09 kW 201,19 kW 
443 MWh 291,74 kW 30,80 kW 268,57 kW 
511 MWh 336,40 kW 35,55 kW 309,61 kW 
665 MWh 437,61 kW 46,20 kW 402,44 kW 
b) 
185 MWh 96,19% 3,81% 21,26% 
332 MWh 96,32% 3,78% 20,79% 
443 MWh 96,20% 3,80% 20,80% 
511 MWh 96,18% 3,82% 20,79% 
665 MWh 96,20% 3,80% 20,80% 
 
Tableau Anxe -  4 : Valeurs de la Figure ChB.3 - 8 pour le scénario 3 
Graph Annual consumption PV DG BESS 
a) 
285 MWh 196,91 kW 20,91 kW 1643 kW 
380 MWh 260,42 kW 23,58 kW 1556 kW 
475 MWh 321,61 kW 30,24 kW 1262 kW 
570 MWh 381,35 kW 31,28 kW 809 kW 
665 MWh 437,61 kW 46,20 kW 402 kW 
b) 
285 MWh 96,02% 3,98% 45,31% 
380 MWh 96,22% 3,78% 33,55% 
475 MWh 96,45% 3,55% 27,45% 
570 MWh 96,63% 3,37% 23,97% 





Tableau Anxe -  5 : Valeurs de la Figure ChB.3 - 9 
Graph Consumption days PV DG BESS 
a) 
3 253,75 kW 156,78 kW 0 kW 
4 272,60 kW 156,76 kW 0 kW 
5 308,27 kW 148,07 kW 9,35 kW 
6 328,28 kW 140,51 kW 30,98 kW 
7 349,45 kW 137,26 kW 39,87 kW 
b) 
3 61,83% 38,17% 0% 
4 64,86% 35,14% 0% 
5 69,77% 30,23% 1,03% 
6 73,75% 26,25% 3,49% 






Tableau Anxe -  6 : Détails des gains et coûts du cas d’étude n°4 
Puissance installée [kWc]  1,6 3,2 4,8 6,4 8 9,6 11,2 12,8 
Ruch 
2 personnes 
CAPEX [k€] 1,28 2,56 3,84 5,12 6,40 7,68 8,96 10,24 
OPEX [k€] 0,0384 0,0768 0,115 0,154 0,192 0,230 0,269 0,307 
Revente [k€] 43 169 314 456 619 465 559 653 
Economie [k€] 178 238 265 280 290 297 302 306 
Ruch 
5 personnes 
CAPEX [k€] 1,28 2,56 3,84 5,12 6,40 7,68 8,96 10,24 
OPEX [k€] 0,0384 0,0768 0,115 0,154 0,192 0,230 0,269 0,307 
Revente [k€] 5 81 196 328 468 368 458 549 
Economie [k€] 225 376 456 506 540 565 585 600 
Carcassonne 
2 personnes 
CAPEX [k€] 1,28 2,56 3,84 5,12 6,40 7,68 8,96 10,24 
OPEX [k€] 0,0384 0,0768 0,115 0,154 0,192 0,230 0,269 0,307 
Revente [k€] 79 267 470 676 885 657 783 909 
Economie [k€] 210 254 273 284 292 298 302 306 
Carcassonne 
5 personnes 
CAPEX [k€] 1,28 2,56 3,84 5,12 6,40 7,68 8,96 10,24 
OPEX [k€] 0,0384 0,0768 0,115 0,154 0,192 0,230 0,269 0,307 
Revente [k€] 16 148 327 520 720 554 677 801 
Economie [k€] 302 448 509 544 568 586 600 611 
 
