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x1. INTRODUCTION
Impulsive equation is a new important branch of di®erential equations (see [5]).
Of course, impulsive integral equation and impulsive de®erential equation are
closely connected. Up to now most results on impulsive equation in Banach
spaces have been done in PC(I; E), where I = [t0; T ], t0 < t1 < ¢ ¢ ¢ < tm < T ,
E is a Banach space and PC(I; E) = fx; x is a mapping from I into E and
x(t) is continuous at t 6= tk, left-continuous at t = tk, and its right-limit at
t = tk(denoted by x(t+k )) exists, k = 1; 2; ¢ ¢ ¢ ;mg (see [2],[3],[5]). In contrast
to this, this paper will study impulsive Volterra integral equation (equation
(1)) in Lploc over E and establish an existence theorem. And then, we discuss
the compactness and connectedness of set of Lploc-solutions of equation (1).
Finally, we give an example which satis¯es the conditions for Theorem 2 and
Theorem 3.
Let E be a Banach space, J = [0;+1); 0 < t1 < t2 < ¢ ¢ ¢ < tk < ¢ ¢ ¢ ; tk !
+1, ±k > 0; k = 1; 2; ¢ ¢ ¢ and 0 < ±k < tk. Suppose Lploc(J;E) = fx; x : J ! E
is a strongly measurable function from J into E with
R T
0 kx(t)kpdt < +1; p >
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1 for any T > 0g. Obviously for any T > 0 Bochner integral R T0 x(t)dt exists
for x 2 Lploc(J;E). Lp([0; T ]; E) = fx; x : [0; T ] ! E is a strongly measurable
function from [0; T ] into E with
R T
0 kx(t)kpdt < +1; p > 1g. We discuss
equation:
x(t) = x0(t) +
Z t
0
H(t; s; x(s))ds+
X
0<tk<t
ak(t)Ik(x(tk)); (1)
where x(tk) =
1
±k
Z tk
tk¡±k
x(t)dt: x(t) is called a Lploc-solution of equation (1) if
x 2 Lploc(J;E) and x(t) satis¯es equation (1). And equation (1) can be called
a widely impulsive Fredholm integral equation.
Suppose D µ E is bounded, ®(D) denotes the Kuratowski measure of non-
compacness in E. For given bounded V µ Lp([0; T ]; E); ®p(V ) denotes the Ku-
ratowski measure of noncompactness in Lp([0; T ]; E): ®(V (t)) = ®(fx(t); x 2
V g). If V (t) is unbounded, then suppose ®(V (t)) = +1: In this paper we
need the following lemmas.
Lemma 1 (see [1]). Assume that V µ Lp([0; T ]; E) is a countable set. If there
exists a ¹ 2 L1([0; T ]; R+) such that kx(t)k · ¹(t); t 2 [0; T ]; x 2 V , then
®(f
Z T
0
x(t)dt; x 2 V g) · 2
Z T
0
®(V (t))dt:
Lemma 2 (see [1]). Assume that V µ Lp([0; T ]; E) is a countable set. If the
following conditions are satis¯ed:
(1) there exists a ¹ 2 L1([0; T ]; R+) such that kx(t)k · ¹(t); t 2 [0; T ]; x 2
V ;
(2) lim
h!0
sup
x2V
Z T
0
kx(t+ h)¡ x(t)kdt = 0;
then
®1(V ) · 2
Z T
0
®(V (t))dt:
x2. EXISTENCE OF Lploc-SOLUTIONS
First we de¯ne the distance in Lploc(J;E): for x; y 2 Lploc(J;E), let
d(x; y) =
+1X
k=1
1
2k
kx¡ ykp;k
1 + kx¡ ykp;k ;
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here kx ¡ ykp;k = (
Z tk
0
kx(t) ¡ y(t)kpdt) 1p . Under this distance, Lploc(J;E) is
a Fr¶echet space. For given B µ Lploc(J;E), let Bk = fx[0;tk]; x 2 Bg. It is well
known B µ Lploc(J;E) is relatively compact if and only if Bk µ Lp([0; tk]; E)
is relatively compact for any k > 0. In the following, we give a ¯xed point
theorem which is a modi¯cation of thereom 2.1 in [4].
Let
Ax(t) = x0(t) +
Z t
0
H(t; s; x(s))ds+
X
0<tk<t
ak(t)Ik(x(tk)): (2)
By repeating MÄonch's argument from the proof of Th.2.2 of [4] and by using
the Schauder-Tychnovo® theorems instead of the Schauder theorem, we can
prove the following ¯xed point theorem.
Theorem 1. Let B be a closed convex subset of a Fr¶echet space X, µ 2 B,
and let A be a continuous mapping of B into B. If the implication
C µ conv(fµg [A(C)) =) C is relatively compact
holds for every countable subset C of B, then A has a ¯xed point in B.
Let us list some conditions for convenience:
(H1) p > 1; q > 1;
1
p
+
1
q
= 1; x0 2 Lploc(J;E);
(H2)H(t; s; x) is strongly measurable in t and s respectively and continuous
in x, there exist k(t; s) ¸ 0; b > 0 such that
kH(t; s; x)k · k(t; s) + bkxk;
here
Z t
0
k(t; s)ds 2 Lploc(J;R);
(H3) there exists g(t; s) ¸ 0 such that for any bounded D µ E
®(H(t; s;D)) · g(t; s)®(D); a:e:(t; s) 2 J £ J;
here G(t) = (
Z t
0
g(t; s)qds)
1
q 2 Lploc(J;R);
(H4) Ik 2 C(E;E); ak 2 Lploc(J;R) with ak(t) = 0 for t 2 [0; tk) and
kIk(x)k · Pk(kxk);
here Pk 2 C(R+; R+) is nondecreasing, k = 1; 2; ¢ ¢ ¢ ;
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(H5) for bounded D µ Lploc(J;E) and any T > 0,
lim
h!0
sup
x2D
Z T
0
kH(t+ h; s; x(s))¡H(t; s; x(s))kds = 0:
First we discuss the equation
z(t) = kx0(t)k+
Z t
0
k(t; s)ds+
X
0<tk<t
jak(t)jPk(z(tk)) + b
Z t
0
z(s)ds: (3)
We have the following lemmas.
Lemma 3. Suppose (H1); (H2) and (H4) hold. Then equation (3) has a
solution z(t) 2 Lploc(J;R+).
Proof. If t 2 [0; t1] equation (3) is
z(t) = kx0(t)k+
Z t
0
k(t; s)ds+ b
Z t
0
z(s)ds:
Obviously there exists a z1(t) 2 Lp([0; t1]; R+) satisfying this equation.
If t 2 (t1; t2], we discuss equation
z(t) = kx0(t)k+
Z t
0
k(t; s)ds+ ja1(t)jP1(z1(t1)) + b
Z t1
0
z1(s)ds+ b
Z t
t1
z(s)ds:
Obviously there exists a z2 2 Lp((t1; t2]; R+) satisfying this equation. Pro-
ceeding as before, if t 2 (tn¡1; tn], we discuss
z(t) = kx0(t)k+
Z t
0
k(t; s)ds+
n¡1X
0<tk<t
jak(t)jPk(zk(tk))
+b(
Z t1
0
z1(s)ds+ ¢ ¢ ¢+
Z tn¡1
tn¡2
zn¡1(s)ds) + b
Z t
tn¡1
z(s)ds:
Obviously there exists a zn 2 Lp((tn¡1; tn]; R+) satisfying this equation. We
can continue the proof as before, let
z(t) =
8>>>>><>>>>>:
z1(t); t 2 [0; t1];
z2(t); t 2 (t1; t2];
¢ ¢ ¢ ¢ ¢ ¢
zn(t); t 2 (tn¡1; tn];
¢ ¢ ¢ ¢ ¢ ¢
Then z 2 Lploc(J;R+) satis¯es equation (3). The proof is complete.2
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Lemma 4. If u; v 2 Lp([0; T ]; R+), and
u(t) · v(t)(
Z t
0
u(t)pds)
1
p ; t 2 [0; T ];
then u(t) = 0; a:e:t 2 [0; T ].
Proof. From v 2 Lp([0; T ]; R+), there exists an " > 0 such that for t1; t2 2
[0; T ]; jt1 ¡ t2j < " we have
(
Z t2
t1
vp(s)ds)
1
p < 1:
Now we choose ftigni=0 µ [0; T ] with 0 = t0 < t1 < ¢ ¢ ¢ < tn = T such that
ti+1 ¡ ti < "; i = 0; 1; ¢ ¢ ¢ ; n¡ 1: So if t 2 [t0; t1] we have
u(t) · v(t)(
Z t
0
u(s)pds)
1
p · v(t)(
Z t1
0
u(s)pds)
1
p : (4)
Integrating (4), we have
(
Z t1
0
u(s)pds)
1
p · (
Z t1
0
u(s)pds)
1
p (
Z t1
0
v(s)pds)
1
p
Therefore (
R t1
0 u(t)
pdt)
1
p = 0, i.e. u(t) = 0; a:e:t 2 [0; t1]: And if t 2 [t1; t2], we
have
u(t) · v(t)(
Z t
0
u(s)pds)
1
p
= v(t)(
Z t
t1
u(s)pds)
1
p
· v(t)(
Z t2
t1
u(s)pds)
1
p : (5)
Integrating (5), we have
(
Z t2
t1
u(s)pds)
1
p · (
Z t2
t1
u(s)pds)
1
p (
Z t2
t1
v(s)pds)
1
p :
So u(t) = 0; a:e:t 2 [t1; t2]: Proceeding as before, we have u(t) = 0 , a.e.
t 2 [ti; ti+1]; i = 1; 2; ¢ ¢ ¢ ; n¡ 1: Moreover, u(t) = 0; a:e:t 2 [0; T ]: The proof is
complete.2
In the following, we will give an existence theorem of Lploc-solutions for
equation (1).
Theorem 2. If (H1); (H2); (H3); (H4) and (H5) hold, then equation (1) has
a Lploc-solution.
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Proof. For any x 2 Lploc(J;E), we have
kAx(t)k · kx0(t)k+
Z t
0
k(t; s)ds+ b
Z t
0
kx(s)kds
+
X
0<tk<t
jak(t)jkIk(x(tk)k
· kx0(t)k+
Z t
0
k(t; s)ds+ b(
Z t
0
kx(s)kpds) 1p t 1q
+
X
0<tk<t
jak(t)jPk(kx(tk)k): (6)
Integrating (6), we have
(
Z tn
0
kAx(s)kpds) 1p · (
Z tn
0
kx0(t)kpds)
1
p + (
Z tn
0
(
Z tn
0
k(t; s)ds)pdt)
1
p
+b
Z tn
0
kx(t)kpds) 1p t
1
q
n
+b
n¡1X
k=1
Pk(kx(tk)k)(
Z tn
0
jak(t)jpdt)
1
p :
Since n is arbitrary, we have Ax 2 Lploc(J;E) and A is bounded.
In the following, we will prove A is continuous. Let yn; y0 2 Lploc(J;E); and
d(yn; y0)! 0; n! +1:We have d(Ayn; Ay0)! 0; n! +1: On the contrary,
if d(Ayn; Ay0) 6! 0; n! +1, then there exists a k > 0 such that
kAyn ¡Ay0kp;k = (
Z tk
0
kAyn(t)¡Ay0(t)kpdt)
1
p 6! 0; (7)
Therefore there exist a "0 > 0 and a subsequence fnjg such that
kAynj ¡Ay0kp;k ¸ "0; j = 1; 2; ¢ ¢ ¢ : (8)
On the other hand, from d(yn; y0) ! 0, we have fynj[0;tk]g µ Lp([0; tk]; E)
has equi-absolutely continuous norms. Hence kH(t; s; yn(s))k · k(t; s) +
bkyn(s)k, fH(t; s; xn(s))g has equi-absolutely continuous norms. From kynj ¡
y0kp;k ! 0; j ! +1; there exists a subsequence, we might as well sup-
pose ynj (t) ! y0(t); a:e:t 2 [0; tn]; j ! +1: Therefore H(t; s; ynj (s)) !
H(t; s; y0(s)); j ! +1; a:e:s 2 [0; tn]: According to control convergence theo-
rem, we haveZ tk
0
kH(t; s; ynj (s))¡H(t; s; y0(s))kpds! 0; j ! +1:
For the same proof, if i < k, we have
1
±i
Z ti
ti¡±i
kynj (s)¡ y0(s)kds! 0; j ! +1:
NONLINEAR IMPULSIVE VOLTERRA INTEGRAL EQUATIONS 127
Since Ii is continuous, we have
kIi(ynj (ti))¡ Ii(y0(ti))k ! 0; j ! +1; i < k:
So
k¡1X
i=1
kIi(ynj (ti))¡ Ii(y0(ti))k ! 0; j ! +1:
Consequently kAynj ¡Ay0kp;k ! 0; j ! +1: This contradicts to (8). So A is
continuous.
From Lemma 3, there exists a z 2 Lploc(J;R+) such that z satis¯es equation
(2). Let B = fx 2 Lploc(J;E); kx(t)k · z(t); a:e:t 2 Jg. Then B µ Lploc(J;E)
is convex and closed.
In the following, we will prove A satis¯es the conditions of Theorem 1.
(a) For any x 2 B
kAx(t)k · kx0(t)k+
Z t
0
k(t; s)ds+ b
Z t
0
kx(s)kds
+
X
0<tk<t
jak(t)jkIk(x(tk)k
· kx0(t)k+
Z t
0
k(t; s)ds+ b
Z t
0
z(s)ds
+
X
0<tk<t
jak(t)jPk(kz(tk)k)
= z(t):
So AB µ B:
(b) For given countable C, if C µ co(f0gSA(C)), we need to prove that C
is relatively compact. We only prove ®p(C[0;tn]) = 0 for any n > 0. For x 2 B,
we have
kAx(t+ h)¡Ax(t)k
· kx0(t+ h)¡ x(t)k+ k
Z t+h
0
H(t+ h; s; x(s))¡
Z t
0
H(t; s; x(s))dsk
+k
X
0<tk<t+h
ak(t+ h)Ik(x(tk))¡
X
0<tk<t
ak(t)Ik(x(tk))k
· kx0(t+ h)¡ x(t)k+
Z t+h
t
kH(t+ h; s; x(s))kds
+
Z t
0
kH(t+ h; s; x(s))¡H(t; s; x(s))kds
+k
X
0<tk<t+h
ak(t+ h)Ik(x(tk))¡
X
0<tk<t
ak(t)Ik(x(t1))k: (9)
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Integrating (9), we haveZ tn
0
kAx(t+ h)¡Ax(t)kdt
·
Z tn
0
kx0(t+ h)¡ x(t)kdt+
Z tn
0
Z t+h
t
kH(t+ h; s; x(s))kdsdt
+
Z tn
0
Z t
0
kH(t+ h; s; x(s))¡H(t; s; x(s))kdsdt
+
n¡1X
k=1
Z tn
0
jak(t+ h)¡ ak(t)jdtPk(kz(tk)k)
= I1;h + I2;h + I3;h + I4;h:
It is easy to see
lim
h!0
sup
x2B
I1;h = 0; lim
h!0
sup
x2B
(I4;h) = 0:
From (H2), we have
lim
h!0
sup
x2B
I2;h = 0:
From (H5), we have
lim
h!0
sup
x2B
I3;h = 0:
Consequently
lim
h!+1
sup
x2B
Z tn
0
kAx(t+ h)¡Ax(t)kdt = 0: (10)
By virtue of C µ co(f0gSA(C)), we have
lim
h!0
sup
x2C
Z tn
0
kx(t+ h)¡ x(t)kdt = 0:
Therefore the conditions for Lemma 1 and Lemma 2 are true. Moreover, we
have
®(C(t))
· ®(fx0(t) +
Z t
0
H(t; s; x(s))ds+
X
0<tk<t
ak(t)Ik(x(tk)); x 2 Cg)
· ®(f
Z t
0
H(t; s; x(s))ds; x 2 Cg) +
X
0<tk<t
jak(t)j®(fIk(x(tk)); x 2 Cg)
· 2
Z t
0
®(H(t; s; C(s)))ds+
X
0<tk<t
jak(t)j®(fIk(x(tk)); x 2 Cg)
· 2
Z t
0
g(t; s)®(C(s))ds+
X
0<tk<t
jak(t)j®(fIk(x(tk)); x 2 Cg):
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If t 2 [0; t1], we have
®(C(t)) · 2
Z t
0
g(t; s)®(C(s))ds · 2G(t)(
Z t
0
®(C(s))pds)
1
p :
By virtue of Lemma 4, we have
®(C(t)) = 0; a:e:t 2 [0; t1]:
Furthermore, by virtue of Lemma 1 we have
®(fx(t1); x 2 Cg)
= ®(f 1
±1
Z t1
t1¡±1
x(t)dt; x 2 Cg)
· 2
±1
Z t1
t1¡±1
®(C(t))dt
= 0:
Thus fx(t1); x 2 Cg is relatively compact in E. Since I1 is continuous, we
have
®(fI1(x(t1); x 2 Cg) = 0:
Therefore if t 2 (t1; t2], we have
®(C(t))
· 2
Z t
0
g(t; s)®(C(s))ds+ jak(t)j®(fI1(x(t1)); x 2 Cg)
= 2
Z t
t1
g(t; s)®(C(s))ds
· (
Z t
t1
g(t; s)qds)
1
q (
Z t
t1
®(C(s))pds)
1
p :
From Lemma 4, we have
®(C(t)) = 0; a:e:t 2 (t1; t2]:
Proceeding as before, we have
®(C(t)) = 0; a:e:t 2 (ti¡1; ti]; i = 2; 3; ¢ ¢ ¢ ; n:
From Lemma 2, we have
®1(C[0;tn]) · 2
Z tn
0
®(C(t))dt = 0:
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Therefore C[0;tn] µ L1([0; tn]; E) is relatively compact. Since C[0;tn] µ Lp([0; tn]; E)
has equi-absolutely continuous norms, it is easy to see C[0;tn] µ Lp([0; tn]; E)
is relatively compact. On the other hand, since n is arbitrary, C µ Lploc(J;E)
is relatively compact.
By virtue of above (a), (b) and Theorem 1, A has a ¯xed point x¤ 2
Lploc(J;E), i.e., x
¤(t) is a Lploc-solution of equation (1). The proof is complete.2
It is easy to see that in this theorem we completely get rid of the compact-
ness conditions for impulsive terms such as in [2] and [3].
x3. THE SET OF SOLUTIONS
In this section, we discuss the structure of the set of Lploc(J;E)-solutions for
equation (1). The following lemmas are needed. Let S = fx 2 Lploc(J;E); x(t)
satis¯es equation (1)g. Sn = fxj[0;tn]; x 2 Sg.
Lemma 5 (see [6]). Suppose u; v; w are nonnegative functions belonging to
Lp([0; tn]; R+); kvkp;n · d; d ¸ 1, and
u(t) · v(t) + w(t)(
Z t
0
u(s)pds)
1
p ; for t 2 [0; tn]:
Then Z t
0
u(s)pds · 2p¡1dpe2p¡1
R t
0
w(s)pds:
Lemma 6. Let z0; z; w 2 Lp([0; tn]; R+); Pk 2 C(R+; R+); bk 2 Lp([tk¡1; tn]; R+);
k = 1; 2; ¢ ¢ ¢ ; n¡ 1 and
z(t) · z0(t) + w(t)(
Z t
0
(z(s))pds)
1
p +
X
0<tk<t
bn(t)Pk(z(tk)) (11)
where
z(tk) =
1
±k
Z tk
tk¡±k
z(t)dt:
Then there exists a d ¸ 1 such thatZ t
0
(z(s))pds · 2p¡1dpe2p¡1
R t
0
(w(s))pds (12)
for any z0; bk(k = 1; 2; ¢ ¢ ¢ ; n¡1) with (
R tn
0 (z0(s))
pds)
1
p · d and (R tn0 (bk(s))pds) 1p ·
ck; k = 1; 2; ¢ ¢ ¢ ; n¡ 1:
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Proof. From Lemma 5, there exists a d1 such that for t 2 [0; t1] we haveZ t
0
(z(s))pds · 2p¡1dp1e2
p¡1 R t
0
(w(s))pds
for any z0 with (
R t1
0 (z0(s))
pds)
1
p · d1. And
z(t1) =
1
±1
Z t1
t1¡±1
z(t)dt
· 1
±1
±
1
q
1 (
Z t1
t1¡±1
zp(t)dt)
1
p
· ±
1
q
¡1
1 (2
p¡1dp1(e
2p¡1
R t1
0
(w(s))pds)
1
p :
Then there exists a N1 such that b1(t)P1(z(t1)) · b1(t)N1 for t 2 [t1; t2]. Let
z1(t) =
(
z0(t); t 2 [0; t1];
z0(t) + b1(t)N1; t 2 (t1; t2]:
So z(t) · z1(t)+w(t)(
R t
0(z(s))
pds)
1
p for t 2 [0; t2]: From Lemma 5, there exists
a d2 ¸ d1 such that for t 2 [0; t2] we haveZ t
0
(z(s))pds · 2p¡1dp2e2
p¡1 R t
0
(w(s))pds
for any z1 with (
R t2
0 (z1(s))
pds)
1
p · d2 . Proceeding as before, we let
zi(t) =
8>>><>>>:
z0(t); t 2 [0; t1];
z0(t) + b1(t)N1; t 2 (t1; t2];
¢ ¢ ¢
z0(t) + b1(t)N1 + ¢ ¢ ¢+ bi(t)Ni; t 2 (ti; ti+1]:
So z(t) · zi(t) + w(t)(
R t
0(z(s))
pds)
1
p for t 2 [0; ti+1]. From Lemma 5, there
exists a di+1 ¸ di such thatZ t
0
(z(s))pds · 2p¡1dpi e2
p¡1 R t
0
(w(s))pds
for any zi with (
R tn
0 (zi(s))
pds)
1
p · di+1 i = 2; ¢ ¢ ¢ ; n ¡ 1: Let d = dn. Then d
is what we need. The proof is complete.2
For
z(t) · kx0(t)k+ y(t) + bt
1
q (
Z t
0
(z(s))pds)
1
p +
X
0<tk<t
jak(t)jPk(z(tk)); t 2 [0; tn]
(13)
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we have a corresponding d such that if (13) is true, then we haveZ t
0
(z(s))pds · 2p¡1dpe2p¡1
R t
0
(w(s))pds
for kx0kp;n · d1; kykp;n · 1 and (
R tn
0 jak(s)j)pds)
1
p · ck (k = 1; 2; ¢ ¢ ¢ ; n ¡ 1).
Let
H = fx 2 Lp([0; tn]; E); kxkp;n · cg; (14)
where
c = (2p¡1dpe2
p¡1 R tn
0
(bs
1
q )pds)
1
p : (15)
Let D" = fx 2 Lp([0; tn]; E); kx¡Anxkp;n < "g: Following lemma is true.
Lemma 7. If the conditions of Theorem 2 are true and 0 < " · 1, then D" is
nonempty and connected in Lp([0; tn]; E):
Proof. We use some ideas from the proof of Th.2 in [6]. For any m 2 N , let
An;mx(t) =
8>><>>:
x0(t); 0 · t · ¸m;
x0(t) +
R t¡¸m
0 H(t¡ ¸m; s; x(s))ds+P
0<tk<t¡¸m
ak(t¡ ¸m)Ik(x(tk)); ¸m < t · tn;
where ¸m = tnm . From the proof of Theorem 2, we have An;m : L
p([0; tn]; E)!
Lp([0; tn]; E) is continuous, bounded and for x 2 Lp[0; tn]; E)
kAn;mx(t)k · kx0(t)k+ km(t) + bt
1
q
n (
Z t
0
kx(s)kpds) 1p+
X
0<tk<t
am;k(t)Pk(kx(tk)k);
where km(t) = 0 for t 2 [0; tm] and km(t) =
R t¡¸m
0 k(t ¡ ¸m; s)ds for t 2
(¸m; tn]; and am;k = 0 for t 2 [0; tk+¸m), am;k = ak(t¡¸m) for t 2 [tk+¸m; tn].
It is easy to see that
kkmkp;n · kkkp;n; kam;kkp;n · kakkp;n: (16)
In the following, we prove that I¡An;m is bijection from Lp([0; tn]; E) into
Lp([0; tn]; E). Given y 2 Lp([0; tn]; E), let x1(t) = y(t) + x0(t) for t 2 [0; ¸m]
and
xi+1(t) =
8>><>>:
xi(t); 0 · t · ¸m;
y(t) + x0(t) +
R t¡¸m
0 H(t¡ ¸m; s; xi(s))ds+P
0<tk<t¡¸m
ak(t¡ ¸m)Ik(xi(tk)); i¸m < t · (i+ 1)¸m;
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i = 1; 2; ¢ ¢ ¢ ;m¡1: From the contruction of xi(t), we know xi(t) = x0(t)+y(t)
for t 2 [0; ¸m] and
xi(t) = y(t)+x0(t)+
Z t¡¸m
0
H(t¡¸m; s; xi(s))ds+
X
0<tk<t¡¸m
ak;m(t)Ik(xi(tk))
for t 2 [0; i¸m]. Furthermore xi+1j[0;i¸m] = xi with xi 2 Lp([0; i¸m]; E). There-
fore xm 2 Lp([0; tn]; E), and xm ¡An;mxm = y.
On the other hand, if x ¡ An;mx = y; then xj[0;i¸m] = y; i = 1; 2; ¢ ¢ ¢ ;m:
Thus x = xm. This proves that I ¡An;m is bijection .
In the following, we will prove (I ¡ An;m)¡1 is continuous. Let uj ; u0 2
Lp([0; tn]; E) and
lim
j!+1
kuj ¡An;muj ¡ u0 +An;mu0kp;n = 0:
Since An;muj(t) = An;mu0(t) for t 2 [0; ¸m],
lim
j!+1
k(uj ¡ u0)Â[0;¸m]kp;n = 0:
From the continuity of An;m, we have
lim
j!+1
k(An;muj ¡An;mu0)Â[¸m;2¸m]kp;n = 0:
So
lim
j!+1
k(uj ¡ u0)Â[0;2¸m]kp;n = 0:
Proceeding as before, we have
lim
j!+1
kuj ¡ u0kp;n = 0:
This proves that (I ¡ An;m)¡1 is continuous. And for the similar as (10) in
Theorem 2, we have
lim
m!+1 supx2H
kAn;muj ¡Anu0kp;n = 0: (17)
For given y 2 Lp([0; tn]; E) with kykp;n · 1; we have
(I ¡An;m)¡1y 2 H for any n: (18)
In fact, from x = (I ¡An;m)¡1y, we have kx(t)k · ky(t)k+ kAn;mx(t)k: From
the de¯nition of H and Lemma 6, (14),(15) and (16), we have kxkp;n · c,
x 2 H.
In the following, we prove D" is connected. Obviously by virtue of (17),
D" is nonempty. And if x 2 D", kx(t)k · kAnx(t)k + kx(t) ¡ Anx(t)k: From
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Lemma 6, (14),(15) and (17), we have x 2 H. So D" µ H. If x1; x2 2 D",
let ´ = maxfkx1 ¡ Anx1kp;n; kx2 ¡ Anx2kp;ng; ± = " ¡ ´, then there exists a
N > 0 such that
kAn;mx¡Anxkp;n < ±2
for m > N;x 2 H. For given ¸ 2 [0; 1]; v¸ = (I ¡ An;m)¡1(h(¸)); h(¸) =
¸(x1 ¡An;mx1) + (1¡ ¸)(x2 ¡An;mx2): Since
kxi ¡An;mxikp;n
· kxi ¡Anxikp;n + kAnxi ¡An;mxikp;n
· ´ + ±
2
; i = 1; 2:
So kh(¸)kp;n < ´ + ±2 for 0 · ¸ · 1; hence by (18) v¸ 2 H. Consequently
kv¸ ¡Anv¸kp;n
· kAn;mv¸ + h(¸)¡Anv¸kp;n
· kh(¸)kp;n + kAn;mv¸ ¡Anv¸k
< ´ + ±
= ":
So v¸ 2 D" for ¸ 2 [0; 1]. Since v0 = x2; v1 = x1; we have D" is arcwise
connected. The proof is complete.2
Lemma 8. If the conditions for Theorem 2 are true, then Sn is connected
and compact.
Proof. Let Vm = cofD 1
m
g, from Lemma 6 Vm µ H is nonempty and closed.
Then
lim
m!+1®p(Vm) = 0:
In fact, if lim
m!+1®(Vm) 6= 0; then there exist a "0 > 0 and fvmg such that
kvm ¡ vikp;n ¸ "0; vm 2 Vm; i = 1; 2; ¢ ¢ ¢ ;m = 1; 2; ¢ ¢ ¢ ; i 6= m:
Let V = fv1; v2; ¢ ¢ ¢ ; vm; ¢ ¢ ¢g. From V µ H and lim
m!+1 kvm ¡ Anvmkp;n = 0;
there exists a subsequence fvmig such that
vmi(t)¡Anvmi(t)! 0; a:e:t 2 [0; tn]:
On the other hand,
®(fvmi(t)g)
· ®(fvmi(t)¡Anvmi(t)g) + ®(fAnvmi(t)g)
= ®(fAnvmi(t)g); a:e:t 2 [0; tn]:
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For the proof as in Theorem 2, we have ®p(fvmig) = 0: This contradicts to
the assumption. So
lim
m!+1®(Vm) = 0:
Since V1 ¶ V2 ¶ ¢ ¢ ¢ ¶ Vm ¶ ¢ ¢ ¢ ; Sn =
1T
m=1
Vm is compact and connected. The
proof is complete.2
Theorem 3. Suppose that the conditions of Theorem 2 are true. Then S is
connected and compact.
Proof. From Lemma 8, we have Sn is connected and compact for any n > 0.
So S is compact and connected. The proof is complete.2
x 4. AN EXAMPLE
Now we consider the equation8><>:
x0n = xn +
1
n(sgn(cos(t))xn +
1
n2
ln(1 + (1 + cos(t))ex2n); t 6= 1; 2; ¢ ¢ ¢ ;
¢xnjt=k = kxn(k); k = 1; 2; ¢ ¢ ¢ ;
xn(0) = cos(n); n = 1; 2; ¢ ¢ ¢ ;
(19)
where xn(k) =
1
±k
Z k
k¡±k
xn(t)dt; 0 < ±k < k; k = 1; 2; ¢ ¢ ¢ :
Let E = fx; x = (x1; x2; ¢ ¢ ¢ ; xn; ¢ ¢ ¢); sup
n
jxnj < +1g: For x 2 E, let kxk =
sup
n
jxnj, then E is a Banach space. Obviously equation (19) is equivalent to
8><>:
x0n = f(t; x); t 6= 1; 2; ¢ ¢ ¢ ; k; ¢ ¢ ¢ ;
¢xjt=k = kx(k); k = 1; 2; ¢ ¢ ¢ ;
x(0) = cos(n); n = 1; 2; ¢ ¢ ¢ ;
(20)
where x0 = (cos(1); cos(2); ¢ ¢ ¢ ; cos(n); ¢ ¢ ¢) 2 E; f = (f1; f2; ¢ ¢ ¢ ; fn; ¢ ¢ ¢)
fn(t; x) = xn+
1
n
(sgn(cos(t))xn+
1
n2
ln(1+(1+cos(t))ex2n); t 6= 1; 2; ¢ ¢ ¢ ; k; ¢ ¢ ¢ :
By the conclusion in [2], the Lploc-solution of equation
x(t) = x0 +
Z t
0
f(s; x(s))ds+
X
0<k<t
Ik(x(k)); (21)
is a wide solution of equation (20), where Ik(x) = kx. From Theorem 2 and
Theorem 3, equation (21) has a Lploc-solution, and the set of solutions for
equation (21) is connected and compact.
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Proof of the above assertion. It is easy to see there exists a M > 0 such that
kf(t; x)k · M + 3kxk: Assume f(t; x) = Á1(t; x) + Á2(t; x); where Á1(t; x) =
x. For any D µ E, ®(Á1(t;D)) = ®(D): Now we prove ®(Á2(t;D)) = 0
for t 2 J: For x(p) = (x(p)1 ; x(p)2 ; ¢ ¢ ¢ ; x(p)n ; ¢ ¢ ¢) 2 D; p = 1; 2; ¢ ¢ ¢ ; Á2(t; x(p)) =
(y(p)1 ; y
(p)
2 ; ¢ ¢ ¢ ; y(p)n ; ¢ ¢ ¢): Then there exists a d > 0 such that
jy(p)n j ·
1
n
d+
1
n2
(ln 3 + d); n = 1; 2; ¢ ¢ ¢ ; p = 1; 2; ¢ ¢ ¢ :
Therefore fy(p)n g is bounded. By diagonal method, there exixts a subsequece
fpig such that
lim
i!+1
y(pi)n = yn; n = 1; 2; ¢ ¢ ¢ :
and
jynj · 1
n
d+
1
n2
(M + d); n = 1; 2; ¢ ¢ ¢ :
So y = (y1; y2; ¢ ¢ ¢ ; yn; ¢ ¢ ¢) 2 E.
For given " > 0 there exists a N > 0 such that if n > N we have
jy(pi)n j <
"
3
; jynj < "3 ; i = 1; 2; ¢ ¢ ¢ :
On the other hand, there exist a i0 > 0 such that if i > i0 we have
jy(pi)n ¡ ynj <
"
3
; n = 1; 2; ¢ ¢ ¢ ; n:
So
ky(pi) ¡ yk = sup
n
jy(pi)n ¡ ynj <
"
3
; i > i0:
i.e.
ky(pi) ¡ yk ! 0; i! +1:
Therefore ®(Á2(t;D)) = 0. Consequentely, ®(Á2(t;D)) = ®(D); t 2 J . Obvi-
ously f(t; x) is continuous in x 2 E, and almost continuous in t 2 J . So the
(H2); (H3) and (H5) for Theorem 2 are true.
Furthermore, Ik 2 C(E;E); k = 1; 2; ¢ ¢ ¢ ; and kIk(x)k · kkxk. So the (H4)
for Theorem 2 is true. According to Theorem 2 and Theorem 3, equation (21)
has a Lploc-solution , and the set of solutions is connected and compact.
The proof is complete.2
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