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Abstract If Γ is any finite graph, then the unlabelled configuration space
of n points on Γ, denoted UCnΓ, is the space of n-element subsets of Γ.
The braid group of Γ on n strands is the fundamental group of UCnΓ.
We apply a discrete version of Morse theory to these UCnΓ, for any n and
any Γ, and provide a clear description of the critical cells in every case. As
a result, we can calculate a presentation for the braid group of any tree, for
any number of strands. We also give a simple proof of a theorem due to
Ghrist: the space UCnΓ strong deformation retracts onto a CW complex
of dimension at most k , where k is the number of vertices in Γ of degree
at least 3 (and k is thus independent of n).
AMS Classification 20F65, 20F36; 57M15, 57Q05, 55R80
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1 Introduction
Let Γ be a finite graph, and fix a natural number n. The labelled configuration
space CnΓ is the n-fold Cartesian product of Γ, with the set ∆ = {(x1, . . . , xn) |
xi = xj for some i 6= j} removed. The unlabelled configuration space UC
nΓ is
the quotient of CnΓ by the action of the symmetric group Sn , where the action
permutes the factors. The fundamental group of UCnΓ (respectively, CnΓ) is
the braid group (respectively, the pure braid group) of Γ on n strands, denoted
BnΓ (respectively, PBnΓ).
Configuration spaces of graphs occur naturally in certain motion planning prob-
lems. An element of CnΓ or UCnΓ may be regarded as the positions of n robots
on a given track (graph) within a factory. A path in CnΓ represents a collision-
free movement of the robots. Ghrist and Koditschek [15] used a repelling vector
field to define efficient and safe movements for the fundamentally important
case of two robots on a Y-shaped graph. Farber [11] has recently shown that
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TC(CnΓ) = 2k+1, where “TC” denotes topological complexity, Γ is any tree,
k is the number of vertices of Γ having degree at least 3, and n ≥ 2k .
In [14], Ghrist showed that CnΓ strong deformation retracts onto a complex
X of dimension at most k , where k is the number of vertices having degree
at least three in Γ (and thus is independent of n). If Γ is a radial tree, i.e.,
if Γ is a tree having only one vertex of degree more than 2, then CnΓ strong
deformation retracts on a graph. By computing the Euler characteristic of this
graph, Ghrist computes the rank of the pure braid group on Γ as a free group.
(See also [13], where the Euler characteristic of any configuration space of a
simplicial complex is computed.)
Ghrist also conjectures in [14] that every braid group BnΓ is a right-angled
Artin group – i.e. a group which has a presentation in which all defining rela-
tions are commutators of the generators. Abrams [2] revised the conjecture to
apply only to planar graphs. These conjectures were one of our original rea-
sons to investigate graph braid groups. However, Abrams [1] has shown that
some graph braid groups, including a planar graph and a tree braid group, are
not Artin right-angled. There are positive results: Crisp and Wiest [10] have
recently shown that every graph braid group embeds in a right-angled Artin
group.
We use Forman’s discrete Morse theory [12] (see also [7]) in order to simplify
any space UCnΓ within its homotopy type. We are able to give a very clear
description of the critical cells of a discretized version of UCnΓ with respect to
a certain discrete gradient vector field W (see Section 2 for definitions). By
a theorem of Forman’s ([12], page 107), a CW complex X endowed with a
discrete gradient vector field W is homotopy equivalent to a complex with mp
cells of dimension p, where mp is the number of cells of dimension p that are
critical with respect to W . (A similar theorem was proved by Brown earlier;
see page 140 in [7].)
Our classification of critical cells leads to a simple proof of Ghrist’s theorem that
the braid group of any radial tree is free, and we compute the rank of this free
group as a function of the degree of the central vertex and the number of strands.
This computation features an unusual application of the formula for describ-
ing the number of ways to distribute indistinguishable balls into distinguishable
boxes. We also prove a somewhat strengthened version of Ghrist’s strong defor-
mation retraction theorem by a simple application of Morse-theoretic methods.
Our dimension bounds resemble those of [20], where the homological dimension
of the braid groups BnΓ was estimated. The strong deformation retract in our
theorem has an explicit description in terms of so-called collapsible, redundant,
and critical cells (see Section 2 for definitions).
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The main theorem of the paper describes how to compute a presentation of
BnΓ, where n is an arbitrary natural number and Γ is any tree. We deduce
our theorem with the aid of a particular discrete gradient vector field W and the
“redundant 1-cells lemma”, which greatly simplifies calculations. The genera-
tors in our presentation correspond to critical 1-cells of UCnΓ, and the relators
correspond to the critical 2-cells. The relators are all commutators, so that the
rank of the abelianization of BnΓ is equal to the number m1 of critical 1-cells.
It follows easily that any CW complex homotopy equivalent to UCnΓ must have
at least m1 1-cells. It seems reasonable to guess that, more generally, any CW
complex homotopy equivalent to UCnΓ must have at least mp p-cells, where
mp is the number of p-cells that are critical with respect to W , although we
don’t prove this. The presentations that we obtain for UCnΓ do not look like
presentations of right-angled Artin groups, but we don’t know how to show that
tree braid groups are not right-angled Artin groups by our methods.
It is possible to calculate group presentations for any graph braid group using
the techniques of this paper, but we offer no general theorem here, since the
resulting presentations are somewhat less than optimal – e.g., our calculations
in some cases yield presentations of the free group which contain non-trivial
relators. We hope to improve these presentations in the near future.
Our presentation is mostly self-contained. Section 2 contains a short exposi-
tion of Forman’s Morse theory, which is sufficient for all of the applications in
later sections. The central idea here is that of a discrete gradient vector field,
which induces a classification of the cells into one of three mutually exclusive
types: collapsible, redundant, and critical. Section 3 describes how to define a
discrete gradient vector field on the configuration space of any graph, and gives
a description of the collapsible, redundant, and critical cells with respect to
the given discrete gradient vector field. Section 4 contains a calculation of the
braid group of a radial tree, and a refined version of Ghrist’s strong deformation
retraction theorem. Section 5 contains the main theorem, about presentations
of tree braid groups, with examples.
We would like to thank Ilya Kapovich and Robert Ghrist for participating
in numerous discussions relating to this work. We thank Kim Whittlesey,
Aaron Abrams, James Slack and the referee for reading an earlier version of
the manuscript, and suggesting corrections. The first author thanks Tadeusz
Januszkiewicz for telling him of the references [13] and [20].
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2 Preliminary material
2.1 Discrete Morse theory
The fundamental idea of discrete Morse theory is that of a collapse. We take
the definition from [8], page 14. If (X,Y ) is a finite CW pair then X collapses
to Y by an elementary collapse – denoted X ցe Y – if and only if
(1) X = Y ∪ en−1 ∪ en where en and en−1 are open cells of dimension n and
n− 1, respectively, which are not in Y , and
(2) there exists a ball pair (Qn, Qn−1) ≈ (In, In−1) and a map φ : Qn → X
such that
(a) φ is a characteristic map for en
(b) φ | Qn−1 is a characteristic map for en−1
(c) φ(Pn−1) ⊆ Y n−1 , where Pn−1 = cl(∂Qn −Qn−1).
We say that X collapses to Y , and write X ց Y , if Y may be obtained from
X by a sequence of elementary collapses.
Let X be a finite CW complex. Let K denote the set of open cells of X with
Kp the set of open p-dimensional cells of X . For an open cell σ ∈ K , we write
σ(p) to indicate that σ is of dimension p. We write σ < τ if σ 6= τ and σ ⊆ τ
(where τ denotes the closure of τ ). We write σ ≤ τ if σ = τ or σ < τ .
We will need to work with a special type of CW complex. From now on, every
CW complex X we consider will have the following property: if σ(p) and τ (p+1)
are open cells of X and σ(p) ∩ τ (p+1) 6= ∅, then σ(p) < τ (p+1) . The importance
of this assumption will become apparent in Proposition 2.2.
Suppose that σ(p) is a face of τ (p+1) (σ < τ ). Let B be a closed ball of
dimension p + 1, and let h : B → X be a characteristic map for τ . The cell
σ is a regular face of τ if h : h−1σ → σ is a homeomorphism, and h−1(σ) is a
closed p-ball.
A discrete vector field W on X is a sequence of partial functions Wi : Ki →
Ki+1 such that:
(i) Each Wi is injective
(ii) If Wi(σ) = τ , then σ is a regular face of τ .
(iii) im(Wi) ∩ dom(Wi+1) = ∅.
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This definition of a discrete vector field differs very slightly from Forman’s ([12],
page 130-131). Note that a partial function from a set A to a set B is simply
a function defined on a subset of A.
Let W be a discrete vector field on X . A W -path of dimension p is a sequence
of p-cells σ0, σ1, . . . , σr such that if W (σi) is undefined, then σi+1 = σi , and
otherwise σi+1 6= σi and σi+1 < W (σi). The W -path is closed if σr = σ0 ,
and non-stationary if σ1 6= σ0 . A discrete vector field W is a discrete gradient
vector field if W has no non-stationary closed paths.
Given any discrete gradient vector field W on X , there is an associated clas-
sification of cells in X into 3 types: redundant, collapsible, and critical (this
terminology is partially borrowed from [12] as well as from Ken Brown, [7]).
A cell σ ∈ K is redundant if σ ∈ domW , collapsible if σ ∈ imW , and criti-
cal otherwise. The rank of a cell c with respect to a discrete gradient vector
field W is the length of the longest W -path c = c1, . . . , cr having the prop-
erty that ci 6= cj if i 6= j . Critical and collapsible cells all have rank 1, and
redundant cells are of rank at least 2. If c′ < W (c) and c 6= c′ , then clearly
rank(c′) < rank(c).
In [12] (page 131), Forman shows that discrete gradient vector fields are pre-
cisely the discrete vector fields which arise from discrete Morse functions (in
a manner he describes). We will work directly with discrete gradient vector
fields, and never with an explicit discrete Morse function.
2.2 Monoid presentations and rewrite systems
An alphabet is simply a set Σ. The free monoid on Σ, denoted Σ∗ , is the
collection of all positive words in the generators Σ, together with the empty
word, endowed with the operation of concatenation.
A monoid presentation, denoted 〈Σ | R〉, consists of an alphabet Σ together
with a collection R of ordered pairs of elements in Σ∗ . An element of R should
be regarded as an equality between words in Σ∗ , but, in what follows, the order
will matter.
A rewrite system Γ is an oriented graph. The vertices of Γ are called objects and
the positive edges are called moves. If v1 is the initial vertex of some positive
edge in Γ and v2 is the terminal vertex, then write v1 →Γ v2 , or v1 → v2 if
the name of the specific rewrite system is clear from the context. An object is
called reduced if it is not the initial vertex of any positive edge (move). The
reflexive, transitive closure of → is denoted →˙.
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A rewrite system is called terminating if every sequence a1 → a2 → a3 → . . . is
finite. A rewrite system is called confluent if, whenever a→˙b and a→˙c, there
is an object d such that b→˙d and c→˙d. A rewrite system is locally confluent
if when a→ b and a→ c, then there is d such that b→˙d and c→˙d.
Lemma 2.1 [17] Every terminating locally confluent rewrite system is con-
fluent.
A rewrite system is called complete if it is both terminating and confluent. For
a complete rewrite system, it is not difficult to argue that every equivalence
class of the equivalence relation generated by → has a unique reduced object.
Every monoid presentation 〈Σ | R〉 has a natural rewrite system, called a string
rewriting system, associated to it. The set of objects of this string rewriting
system is the free monoid Σ∗ . There is a move from w1 ∈ Σ
∗ to w2 ∈ Σ
∗ if
w1 = ur1v and w2 = ur2v in Σ
∗ , where u, v ∈ Σ∗ , (r1, r2) ∈ R.
2.3 Discrete Morse theory and group presentations
Assume in this section that X is a finite connected CW complex with a discrete
gradient vector field W . Let X ′n be the subcomplex of X consisting of the
n-skeleton, but with the redundant n-cells removed. Let X ′′n consist of the
n-skeleton of X , but with the redundant and critical n-cells removed. The
following proposition was essentially proved by Brown ([7], page 140) in the
case of semi-simplicial complexes.
Proposition 2.2 Consider the following filtration of X :
∅ = X ′′0 ⊆ X
′
0 ⊆ . . . ⊆ X
′′
n ⊆ X
′
n ⊆ X
′′
n+1 ⊆ . . . .
(1) For any n, X ′n is obtained from X
′′
n by attaching mn n-cells to X
′′
n along
their boundaries, where mn is the number of critical n-cells of the discrete
gradient vector field W .
(2) For any n, X ′′n+1 ց X
′
n .
Proof (1) This is obvious.
(2) Let Xn,k be the subcomplex of X consisting of the entire (n−1)-skeleton,
together with all n-cells of rank at most k , and all (n + 1)-cells that are the
images of such n-cells under the function W . Thus, for example, X ′n = Xn,1 .
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We claim that Xn,i+1 ց Xn,i , for i ∈ N.
Let c be an open n-cell of rank exactly i+1. Since W is injective, W (c) cannot
be the image under W of a cell of rank less than or equal to i, and so it lies
outside of Xn,i . If c ∩Xn,i is nonempty, it can only be because there is some
open collapsible (n + 1)-cell c′ such that c ∩ c′ is nonempty and c′ = W (c′′),
for some open n-cell c′′ of rank less than or equal to i. Given our standing
assumption about the CW complex X (from Subsection 2.2), we thus know
that c < c′ . Now if c = c1, c2, c3, . . . ci+1 is a W -path without any repeated
cells (which exists because rank(c) = i + 1) we have that c′′, c1, c2, . . . , ci+1
is also a W -path without repetitions, since clearly c′′ 6= c1 and there are no
non-stationary closed W -paths. This implies that the rank of c′′ is at least
i+2, a contradiction. It follows that the first part of the definition of a collapse
is satisfied for the pair (Xn,i+1,Xn,i+1 − (c ∪W (c))).
Since c is a regular face of W (c), there is a characteristic map φ : Bn+1 →
Xn,i+1 for W (c) such that φ : φ
−1(c)→ c is an homeomorphism and φ−1(c) is
a closed ball. It follows easily that the second part of the definition of a collapse
is satisfied for the same pair.
Repeating this argument for every (n+1)-cell of Xn,i+1 , we eventually conclude
that Xn,i+1 ց Xn,i , since the individual collapses are compatible.
It follows that Xn,k ց X
′
n for any k ∈ N. For k sufficiently large, Xn,k consists
of the entire n-skeleton, plus the collapsible n+1-cells. That is, X ′′n+1 = Xn,k ց
X ′n .
We collect a number of corollaries in the following proposition:
Proposition 2.3
(1) The inclusion of X ′n into X induces an isomorphism from πn−1(X
′
n) to
πn−1(X).
(2) If X has no critical cells of dimension greater than k , then X ց X ′k .
(3) ([12], page 107) X is homotopy equivalent to a CW complex with mn
cells of dimension n, where mn is the number of critical n-cells in X .
(4) The subcomplex of X generated by the collapsible and critical edges is
connected.
(5) The subcomplex of X generated by the collapsible edges and the 0-
skeleton of X is a maximal forest.
Algebraic & Geometric Topology, Volume 5 (2005)
1082 Daniel Farley and Lucas Sabalka
(6) If there is only one critical 0-cell, then the graph consisting of (the closures
of) the collapsible edges is a maximal tree in X .
Proof
(1) Note that the map πn−1(X
′
n)→ πn−1(X) factors as
πn−1(X
′
n)→ πn−1(X
′′
n+1)→ πn−1(X).
The first map is an isomorphism, because X ′′n+1 ց X
′
n . The second map is also
an isomorphism, since X is obtained from X ′′n+1 by attaching cells of dimension
greater than or equal to n+ 1, which have no effect on πn−1 .
(2) We have the sequence
X ′k ⊆ X
′′
k+1 = X
′
k+1 ⊆ X
′′
k+2 = X
′
k+2 ⊆ . . . .
Each complex in this sequence collapses onto the one before it (sometimes
trivially, where equality holds). Since the sequence terminates at X , (2) is
proved.
(3) This follows easily from the previous proposition.
(4) In fact, the subcomplex in question is X ′1 , and π0(X
′
1) → π0(X) is a
bijection by (1). Since X is connected, so is X ′1 .
(5) Since X ′′1 ց X
′
0 , each component of X
′′
1 is contractible, and so X
′′
1 is a
forest. It is true by definition that X ′′1 contains the whole 0-skeleton, so X
′′
1 is
also maximal.
(6) Since X ′′1 ց X
′
0 , and X
′
0 is a singleton set, X
′′
1 is connected. By (5), we
know that X ′′1 is also a maximal forest, so it must in fact be a maximal tree.
Choose a maximal tree T of X consisting of all of the collapsible edges in X ,
and additional critical edges, as needed.
Define a monoid presentation MPW,T as follows: Generators are oriented edges
in X , both positive and negative, so that there are two oriented edges for each
geometric edge in X . If e denotes a particular oriented edge, let e denote the
edge with the opposite orientation. If w denotes a sequence of oriented edges
e1 . . . em , let w denote sequence of oriented edges em . . . e1 .
A boundary word of a 2-cell c is simply one of the possible relations determined
by an attaching map for c (cf. [19], page 139); if w1 and w2 are two boundary
words for a cell c, then w1 can be obtained from w2 by the operations of
inverting and taking cyclic shifts.
There are several types of relations.
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(1) For a given oriented edge e in T , introduce the relations (e, 1) and (e, 1).
(2) For any oriented edge e, introduce relations (ee, 1) and (ee, 1).
(3) For a collapsible 2-cell c, consider the (unique) geometric 1-cell e such
that e = W−1(c). Suppose that a boundary word of c is ew . In this
case, the word w contains no occurrence of e or e, since the geometric
edge corresponding to e is a regular face of c. Introduce the relations
(e,w) and (e,w).
Proposition 2.4 The rewrite system associated to the monoid presentation
MPW,T is complete.
Proof If w → w1 and w → w2 correspond to disjoint applications of relations
in MPW,T , that is, if w = rs1tu1v , w1 = rs2tu1v , and w2 = rs1tu2v , where r ,
s1 , s2 , t, u1 , u2 , and v are words in the free monoid on oriented edges in X ,
and (s1, s2), (u1, u2) are relations in MPW,T , then w1 → w3 and w2 → w3 ,
where w3 = rs2tu2v .
Thus we need only consider the cases in which the moves w → w1 and w → w2
are not disjoint. Checking definitions, we see that it is not possible for a move
of the first type to overlap with a move of the third type, since the left side
of a relation of type 1 is a word of length one involving only an edge in T ,
and the left side of a relation of type 3 is another word of length one, but
involving a redundant edge, and redundant edges lie outside of T . Similarly
easy arguments show that the moves w → w1 and w → w2 can only overlap if
at least one of these moves is of the second type.
Suppose, without loss of generality, that w = teev and w1 = tv . If, say,
w2 = tev , and thus the move w → w2 involves the application of a relation
of type 1, then it must be that the edge corresponding to e is in T , so that
w2 → w1 . If w → w2 involves the application of a relation of type 3, say
w2 = tewv , then w2 → twwv→˙tv = w1 .
The case in which both moves w → w1 and w → w2 involve relations of the
second type is left as an easy exercise.
In view of Proposition 2.4 (and the remarks after Lemma 2.1), there is a unique
reduced word in each equivalence class modulo the presentation MPW,T . If w
is any word in the generators of MPW,T , let r(w) denote the unique reduced
word that is equivalent to w .
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Theorem 2.5 Let X be a finite connected CW complex with a discrete gra-
dient vector field W . Then:
π1(X) ∼= 〈Σ | R〉,
where Σ is the set of positive critical 1-cells that aren’t contained in T , and
R = {r(w)|w is the boundary word of a critical 2-cell}.
Proof According to Proposition 2.3(1), π1 (X
′
2)
∼= π1(X). The usual edge-
path presentation of the fundamental group (see [19], page 139) of X ′2 says
that
π1
(
X ′2
)
∼= 〈Σ̂ | R̂〉,
where Σ̂ is the set of positively oriented 1-cells, and the relations R̂ are of
three types: first, there are the boundary words of critical 2-cells; second, there
are the boundary words of collapsible 2-cells; third, there are words of length
one corresponding to edges in T .
Any collapsible 2-cell is necessarily W (c) for some redundant 1-cell c. Choose
c to have the largest rank of all 1-cells. There is a boundary word of W (c) with
the form cw , where w is a word involving only occurrences of 1-cells having
smaller rank than c. In the presentation of π1 (X
′
2), replace every occurrence
of c or c other than the occurrence in the boundary word of W (c) with w or
w , respectively. In the new presentation, neither c nor c occurs in any relation
except the boundary word of W (c), where c or c appears, but not both. In
fact, the operation of replacing c (respectively, c) with w (respectively, w) can
change only the relations of the first type, by the assumption about the rank
of c and because c is not collapsible. Thus we can remove the generator c
from the new presentation for π1 (X
′
2) along with the boundary word for W (c)
to obtain another presentation of the same group. Notice that the effect on
the boundary words of the critical 2-cells has been to perform a sequence of
reductions of type 3.
One continues in the same way, inductively removing redundant 1-cells of the
largest remaining rank, until all of the redundant 1-cells have been removed.
Next, remove the 1-cells occurring in T from the list of generators, along with
the corresponding relations (which are words of length one), and remove all
occurrences of the 1-cells of T from the remaining relations. This procedure
results in a presentation of the same group. The final result after freely reducing
is the presentation 〈Σ | R〉, since every alteration to the boundary words of
the critical 2-cells has been a move in the rewrite system corresponding to
the monoid presentation MPW,T , the remaining words are reduced modulo
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MPW,T , and the remaining generators are the positively-oriented 1-cells lying
outside of T .
In case there is just one critical 0-cell, the discrete gradient vector field W
completely determines the maximal tree T , and we denote the presentation
〈Σ | R〉 from the previous theorem PW , where the oriented CW complex is
understood. The presentation PW depends only on the choice of the boundary
words for the critical 2-cells, since the string rewriting system associated to the
monoid presentation MPW,T is complete and by the previous theorem.
3 Discrete gradient vector fields and graph braid
groups
Let Γ be a graph, and fix a natural number n. The labelled configuration space
of Γ on n points is the space (
n∏
Γ
)
−∆,
where ∆ is the set of all points (x1, . . . , xn) ∈
∏n Γ such that xi = xj for some
i 6= j . The unlabelled configuration space of Γ on n points is the quotient of the
labelled configuration space by the action of the symmetric group Sn , where
the action permutes the factors. The braid group of Γ on n strands, denoted
BnΓ, is the fundamental group of the unlabelled configuration space of Γ on
n strands. The pure braid group, denoted PBnΓ, is the fundamental group of
the labelled configuration space.
The set of vertices of Γ will be denoted by V (Γ), and the degree of a vertex
v ∈ V (Γ) is denoted d(v). If a vertex v is such that d(v) ≥ 3, v is called
essential.
Let ∆′ denote the union of those open cells of
∏n Γ whose closures intersect
the diagonal ∆. Let DnΓ denote the space
∏n Γ−∆′ . Note that DnΓ inherits
a CW complex structure from the Cartesian product, and that a cell in DnΓ
has the form c1 × · · · × cn where each ci is either a vertex or the interior of
an edge whose closure is disjoint from the closure of cj for i 6= j . We also let
UDnΓ denote the quotient of DnΓ by the action of the symmetric group Sn
by permuting the coordinates. Thus, an open cell in UDnΓ may be written
{c1, . . . , cn} where each ci is either a vertex or the interior of an edge whose
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closure is disjoint from the closure of cj for i 6= j . The set notation is used to
indicate that order does not matter.
Under most circumstances, the labelled (respectively, unlabelled) configuration
space of Γ is homotopy equivalent to DnΓ (respectively, UDnΓ). Specifically:
Theorem 3.1 [2] For any n > 1 and any graph Γ with at least n vertices, the
labelled (unlabelled) configuration space of n points on Γ strong deformation
retracts onto DnΓ (UDnΓ) if
(1) each path between distinct vertices of degree not equal to 2 passes through
at least n− 1 edges; and
(2) each homotopically nontrivial path from a vertex to itself passes through
at least n+ 1 edges.
A graph Γ satisfying the conditions of this theorem for a given n is called
sufficiently subdivided for this n. It is clear that every graph is homeomorphic
to a sufficiently subdivided graph, no matter what n may be. Throughout
the rest of the paper, we work exclusively with the space UDnΓ where Γ is
sufficiently subdivided for n. Also from now on, “edge” and “cell” will refer to
closed objects.
We define a discrete gradient vector field W using a maximal tree and specific
order on the vertices of Γ. Choose a maximal tree T in Γ. Edges outside of T
are called deleted edges. Pick a vertex ∗ of valence 1 in T to be the root of T .
Define an operation ∧ on vertices of T to take two vertices v1 and v2 and yield
the vertex of T which is the endpoint of the geodesic segment [∗, v1] ∩ [∗, v2]
other than ∗.
For a given vertex v ∈ Γ, call the edges adjacent to v the directions from v . For
each v , fix a total ordering of the directions from v by labelling each direction
with a number between 0 and d(v)−1, assigning the number 0 to the direction
leading from v back to ∗. (The single direction from ∗ is given the number 1.)
Also, define a function g : V (Γ) × V (Γ) → Z such that g(v1, v2) is the label
of the direction from v1 that lies on the unique geodesic connecting v1 to v2
within T , or g(v1, v2) = 0 if v1 = v2 .
Now order the vertices of T as follows. Let v1 and v2 be two vertices, and
define the vertex v3 := v1 ∧ v2 . Then v1 ≤ v2 if and only if v3 = v1 , or v3 6= v1
and g(v3, v1) < g(v3, v2).
For a given edge e, let ι(e) and τ(e) denote the endpoints of e, where ι(e) ≥
τ(e) in the ordering on vertices. For a vertex v 6= ∗ we let e(v) denote the
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(unique) edge of T such that ι(e(v)) = v – i.e. the edge of T incident with v
and closest to ∗. The following lemma is easy to prove:
Lemma 3.2 (Order Lemma) The ordering ≤ on vertices of Γ is a linear
order, with the following additional properties:
(i) if v2 ∈ [∗, v1] then v2 ≤ v1
(ii) if v ∈ V (Γ) and e is an edge of T such that e(v)∩e = τ(e) and v < ι(e),
then τ(e) is an essential vertex and 0 < g(τ(e), v) < g(τ(e), ι(e)) (and
thus τ(e) < v < ι(e)).
Example 3.3 Consider the labelled tree Γ in Figure 1, which is sufficiently
subdivided for n = 4. This tree is especially interesting since it is the smallest
tree for which BnΓ (n ≥ 4) appears not to be a right-angled Artin group. See
Example 5.4 for a presentation of B4Γ, and Example 5.5 for a discussion of the
right-angled Artin property.
*
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Figure 1: A sufficiently subdivided tree
Let us write vi for the vertex labelled i. The numbering induces an obvious
linear order on the vertices: vi < vj if i < j . This order is a special instance of
the one mentioned above, for a particular choice of g which we now describe.
It is enough to describe how to number the directions from any given vertex
v . The direction from v to ∗ is numbered 0, as is required, and the other
directions are numbered 1, 2, . . . , d(v)− 1 consecutively in the clockwise order.
It is meaningful to speak of a clockwise ordering because we have specified an
embedding in the plane by the picture. The numbering of directions depends
only on the location of ∗ and the choice of the embedding.
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Thus, for example, g(v3, v4) = 1, g(v3, v7) = 2, g(v9, v13) = 1, and so forth.
A heuristic way to describe the numbering (or order) of the vertices is as fol-
lows. Begin with an embedded tree, having a specified basepoint ∗ of degree
one. Now walk along the tree, following the leftmost branch at any given inter-
section, and consecutively number the vertices in the order in which they are
first encountered. (When you reach a vertex of degree one, turn around.) Note
that this numbering depends only on the choice of ∗ and the embedding of the
tree.
Any ordering of the kind mentioned in the lemma may be realized by an em-
bedding and a choice of ∗, although we will not need to make use of this fact.
3.1 The function W is a discrete vector field
Let c = {c1, . . . , cn−1, v} be a cell of UD
nΓ containing the vertex v . If e(v) ∩
ci = ∅ for i = 1, . . . , n − 1, then define the cell {c1, . . . , cn−1, e(v)} ⊂ UD
nΓ
to be the elementary reduction of c from v , and we say v is unblocked in c.
Otherwise, there exists some ci ∈ c with e(v) ∩ ci 6= ∅, and we say v is blocked
by ci in c. If v is the smallest unblocked vertex of c in the sense of the order
on vertices, then the reduction from v is principal.
Define a function W on UDnΓ inductively. If c is a 0-cell, let W0(c) be the
principal reduction if it exists. For i > 0, let Wi(c) of an i-cell c be its principal
reduction if it exists and c 6∈ imWi−1 , and undefined otherwise.
Let c be a cell, and let e ∈ c be an edge of Γ. The edge e is said to be order-
respecting in c if e ⊆ T and, for every vertex v ∈ c, e(v) ∩ e = τ(e) implies
that v > ι(e) in the order on vertices.
For example, consider the tree in Example 3.3 (Figure 1). For any vertex
vi , let ei := e(vi). For instance, e19 connects v19 to v9 . In the 1-cell
{v10, e19, v12, v16}, e19 is not order-respecting, since e10 ∩ e19 = v9 = τ(e19).
On the other hand, e19 is order-respecting in {e19, v20, v21, v22}. The edge e10
is order-respecting in any cell of C4Γ.
An edge e that is order-respecting in c is the minimal order-respecting edge in
c if ι(e) is minimal in the order on vertices among the initial vertices of the
order-respecting edges in c.
Lemma 3.4 (Order-respecting edges lemma)
(i) If {c1, . . . , cn−1, e} is obtained from {c1, . . . , cn−1, ι(e)} by principal re-
duction, then e is an order-respecting edge.
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(ii) Let c = {c1, . . . , cn−1, e} where e is an edge contained in T . Then an
edge e′ in {c1, . . . , cn−1, ι(e)} is order-respecting if and only if it is order-
respecting in c.
Proof
(i) Suppose that e is not an order-respecting edge. Clearly e ⊆ T , so it must be
that there is v ∈ {c1, . . . , cn−1, e} such that e(v) ∩ e = τ(e) and v < ι(e). The
elementary reduction from v is thus well-defined in {c1, . . . , cn−1, ι(e)}, so the
principal elementary reduction of {c1, . . . , cn−1, ι(e)} cannot be the elementary
reduction from ι(e), since v < ι(e). We have a contradiction.
(ii) We can assume that e′ is contained in T , for otherwise e′ fails to be
order-respecting in every cell, and there is nothing to prove.
(⇒) If e′ is not order-respecting in {c1, . . . , cn−1, e}, then there is v ∈ {c1, . . . ,
cn−1, e} such that e(v) ∩ e
′ = τ(e′) and v < ι(e′). Then v ∈ {c1, . . . , cn−1} ⊆
{c1, . . . , cn−1, ι(e)} and thus e
′ is not order-respecting in {c1, . . . , cn−1, ι(e)}.
(⇐) Suppose without loss of generality that e′ = cn−1 . If e
′ is not order-
respecting in c′ = {c1, . . . , cn−2, e
′, ι(e)}, then there is v ∈ c′ such that e(v) ∩
e′ = τ(e′) and v < ι(e′). In this case v 6= ι(e) since, otherwise, e(v) = e so
e ∩ e′ 6= ∅, a contradiction. Thus v ∈ {c1, . . . , cn−2} ⊆ {c1, . . . , cn−2, e
′, e}, and
so e′ is not order-respecting in {c1, . . . , cn−1, e}.
Lemma 3.5 (Classification lemma)
(i) If a cell c contains no order-respecting edge, then it is critical if every
vertex of c is blocked, and redundant otherwise.
(ii) Suppose c contains an order-respecting edge, and let e denote the minimal
order-respecting edge in c. If there is an unblocked vertex v ∈ c such
that v < ι(e), then c is redundant. If there is no such vertex, then c is
collapsible.
Proof
(i) The previous lemma implies that c cannot be in the image of W . If
every vertex in c is blocked, then the principal elementary reduction of c is
undefined, and thus c is critical. Otherwise, the principal elementary reduction
of c is defined, and c is redundant.
(ii) Suppose first that there is an unblocked vertex v ∈ c such that v < ι(e).
We claim that c = {c1, . . . , cn} is not in the image of W . If it is, then there is
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some e′ (without loss of generality, e′ = cn ) such that {c1, . . . , cn−1, e
′} is the
principal elementary reduction of {c1, . . . , cn−1, ι(e
′)}. It follows that e′ is an
order-respecting edge in {c1, . . . , cn−1, e
′}, so that ι(e′) ≥ ι(e) > v . Suppose,
again without loss of generality, that v = cn−1 . Now, since elementary reduction
from v is defined for {c1, . . . , cn−2, v, ι(e
′)}, it follows that {c1, . . . , cn−1, e
′}
is not the principal elementary reduction of {c1, . . . , cn−1, ι(e
′)}. This is a
contradiction. Since c is not in the image of W and it has unblocked vertices,
it must be redundant.
Now suppose that there is no unblocked vertex v ∈ c satisfying v < ι(e).
Suppose, without loss of generality, that c = {c1, . . . , cn−1, e}. We claim that
{c1, . . . , cn−1, e} is the principal reduction from {c1, . . . , cn−1, ι(e)}). Let v be
the smallest unblocked vertex of {c1, . . . , cn−1, ι(e)}. Clearly v ≤ ι(e), since
ι(e) is unblocked. If v < ι(e), then v is unblocked in {c1, . . . , cn−1, ι(e)} but
blocked in {c1, . . . , cn−1, e}. This can only be because e(v) ∩ e = τ(e). Since
e is order-respecting, we have v > ι(e), which is a contradiction. Thus the
principal elementary reduction of {c1, . . . , cn−1, ι(e)} is {c1, . . . , cn−1, e}.
It remains to be shown that {c1, . . . , cn−1, ι(e)} is not collapsible. If it is,
then there is some edge e′ ∈ {c1, . . . , cn−1, ι(e)} (without loss of generality,
e′ = cn−1 ) such that {c1, . . . , cn−2, e
′, ι(e)} is the principal elementary reduc-
tion of {c1, . . . , cn−2, ι(e
′), ι(e)}. Since ι(e′) and ι(e) are both unblocked in
{c1, . . . , cn−2, ι(e
′), ι(e)}, ι(e′) < ι(e). We claim that e′ is an order-respecting
edge of {c1, . . . , cn−2, e
′, e}. Certainly e′ ⊆ T . If e′ is not an order-respecting
edge of {c1, . . . , cn−2, e
′, e}, then there is some vertex v ∈ {c1, . . . , cn−2, e
′, e}
(without loss of generality, v = cn−2 ) such that e(v) ∩ e
′ = τ(e′) and v <
ι(e′) < ι(e). Thus v is unblocked in {c1, . . . , cn−3, v, ι(e
′), ι(e)} and v < ι(e′),
so that the elementary reduction of {c1, . . . , cn−3, v, ι(e
′), ι(e)} from ι(e′) is not
principal, a contradiction. This proves that e′ is an order-respecting edge of
{c1, . . . , cn−2, e
′, e}.
We now reach the contradiction that e is not the minimal order-respecting edge
of c. This completes the proof.
Theorem 3.6 (Classification Theorem)
(1) A cell is critical if and only if it contains no order-respecting edges and
all of its vertices are blocked.
(2) A cell is redundant if and only if
(a) it contains no order-respecting edges and at least one of its vertices
is unblocked OR
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(b) it contains an order-respecting edge (and thus a minimal order-
respecting edge e) and there is some unblocked vertex v such that
v < ι(e).
(3) A cell is collapsible if and only if it contains an order-respecting edge
(and thus a minimal order-respecting edge e) and, for any v < ι(e), v is
blocked.
Proof This follows logically from the previous lemma.
Theorem 3.7 The function W is one-to-one.
Proof Suppose that c = {c1, . . . , cn} is collapsible. Thus there is a minimal
order-respecting edge e. Since c is in the image of W , there must exist some
edge e′ (without loss of generality, assume cn = e
′ ) such that
W ({c1, . . . , cn−1, ι(e
′)}) = {c1, . . . , cn−1, e
′}.
A previous lemma implies that e′ is order-respecting in c. We claim that e′ = e.
If not, then ι(e′) > ι(e), {c1, . . . cn−1, ι(e
′)} is redundant, and e is order-
respecting in {c1, . . . , cn−1, ι(e
′)}. By the previous theorem, there is an un-
blocked vertex v ∈ {c1, . . . cn−1, ι(e
′)} such that v < ι(e) < ι(e′). Now since
v 6= ι(e′), v ∈ c, in which it must be blocked, since c is collapsible. It follows
that e(v) ∩ e′ = τ(e′) and v < ι(e′). Since e′ ⊆ T , we have that e′ is not
order-respecting in c, a contradiction.
It now follows that W is one-to-one, since we can solve for the preimage of any
collapsible cell.
3.2 Proof that there are no non-stationary closed W -paths
For each vertex v of Γ, define a function fv from the cells of UD
nΓ to Z,
setting fv(c) equal to the number of ci ∈ c such that ci is a subset of the
geodesic in T connecting ∗ to v .
Each function fv has the following properties:
(1) For any redundant cell c, fv(c) = fv(W (c)).
(2) If a cell c′ is obtained from a cell c by replacing e ⊆ T with ι(e), then
fv(c
′) = fv(c).
(3) If a cell c′ is obtained from a cell c by replacing e ⊆ T with τ(e), then
fv(c
′) = fv(c) unless v ∧ ι(e) = τ(e), in which case fv(c
′) = fv(c) + 1.
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(4) If a cell c′ is obtained from a cell c by replacing e 6⊆ T with τ(e), then
fv(c
′) = fv(c) unless v ∧ τ(e) = τ(e), in which case fv(c
′) = fv(c) + 1.
(5) If a cell c′ is obtained from a cell c by replacing e 6⊆ T with ι(e), then
fv(c
′) = fv(c) unless v ∧ ι(e) = ι(e), in which case fv(c
′) = fv(c) + 1.
Theorem 3.8 W has no non-stationary closed paths.
Proof Suppose that σ0, . . . , σr is a minimal non-stationary closed path, so
that no repetitions occur among the subsequence σ0, . . . , σr−1 , σ0 = σr , and
r > 1. Since, for any vertex v in Γ, fv(σ0) ≤ fv(σ1) ≤ . . . ≤ fv(σr) = fv(σ0),
equality must hold throughout. By considering different choices for v , it is clear
that σi+1 may not be obtained from W (σi) using rules (3), (4), or (5). Thus,
σi+1 is obtained from W (σi) by replacing some edge e
′ ∈ W (σi) with ι(e
′)
(and never with τ(e′)), where e′ is necessarily contained in T . Note also that
each of the cells σ0, σ1, . . . , σr = σ0 must be redundant.
We claim that if σi+1 is obtained from W (σi) by replacing some e ∈W (σi) with
ι(e), then ι(ei+1) < ι(ei), where ei and ei+1 are the minimal order-respecting
edges in σi and σi+1 , respectively. (If ei or ei+1 doesn’t exist, then ι(ei) or
ι(ei+1), respectively, is ∞.)
Consider first the case in which σi has no order-respecting edges. Since W (σi) is
collapsible, it has an order-respecting edge e, and W (σi) must be obtained from
σi by replacing ι(e) with e (see, for instance, the proof that W is injective).
Since σi+1 6= σi and σi+1 must be obtained from W (σi) by replacing an edge
e′ from W (σi) with ι(e
′), then e′ 6= e. Thus e is the only order-respecting edge
in σi+1 , and so ei+1 = e and ι(ei+1) = ι(e) < ∞ = ι(ei). This establishes the
claim if σi has no order-respecting edges.
Now suppose that σi has a minimal order-respecting edge ei . Since σi is
redundant, the minimal unblocked vertex v of σi satisfies v < ι(ei). The cell
W (σi) is obtained from σi by replacing v with e(v). Since σi+1 6= σi , σi+1
must be obtained from W (σi) by replacing some edge e
′ 6= e(v) with ι(e′).
This implies that e(v) is an order-respecting edge in σi+1 since e(v) is clearly
order-respecting in W (σi), and thus ι(ei+1) ≤ v < ι(ei). This proves the claim.
We now reach a contradiction, because ι(e0) > ι(e1) > . . . > ι(er), but σ0 =
σr .
3.3 Visualizing critical cells of W
Using Theorem 3.6, it is not difficult to visualize the critical cells of UDnΓ, for
any n and any Γ. If c is a critical cell in UDnΓ, then every vertex v in c is
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blocked, and every edge e in c has the property that either: (i) e is a deleted
edge, or (ii) τ(e) is an essential vertex, and there is some vertex v of c that is
adjacent to τ(e) satisfying τ(e) < v < ι(e).
Consider Γ the tree given in Example 3.3. A critical 1-cell in C4Γ is depicted
in Figure 2:
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Figure 2: An example of a critical 1-cell
This is the 1-cell {e19, v10, v20, ∗}, by the numbering of Figure 1. Notice that,
since the order on vertices depends only on the embedding and the location of ∗,
it would be immediately clear that τ(e19) < v10 < ι(e19) even in the absence of
an explicit numbering. It is convenient to introduce a notation for certain cells
(critical cells among them) which doesn’t refer to a numbering of the vertices.
The notation we introduce will also be “independent of subdivision” in a sense
which will be specified.
Fix an alphabet A,B,C,D, . . . . Assign to each essential vertex of Γ a letter
from the alphabet. For this example, we will do this so that the smallest
essential vertex is assigned the letter A, the next smallest is assigned the letter
B , and so on. Thus, A = v3 , B = v9 , C = v12 , and D = v21 . If ~a =
(a1, . . . , ad(A)−1) is a vector with d(A) − 1 entries, all in N ∪ {0}, 1 ≤ m ≤
d(A)− 1, and am 6= 0, we define the notation Am[~a] to represent the following
subconfiguration. In the mth direction from A, there is a single edge e with
τ(e) = A, and am − 1 vertices being blocked, stacked up behind e. In any
other direction i > 0, i 6= m from A, there are ai blocked vertices stacked up
behind e at A. For example, A2[(1, 2)] refers to the collection {v4, e7, v8}, and
A1[(3, 0)] refers to {v6, v5, e4}. We also need a notation for collections of blocked
vertices clustered around ∗. Let k∗ denote a collection of k vertices blocked at
∗. Thus 1∗ refers to {∗}, 2∗ refers to {v1, ∗}, and so forth. We combine these
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new expressions using additive notation. Thus, the cell {v10, e19, v20, ∗} would
be expressed as B2[(1, 2)] + 1∗. The critical 2-cell {v13, e16, v10, e19} would be
expressed as B2[(1, 1)] +C2[(1, 1)]. If a cell c contains deleted edges, these can
be simply listed, while still using the additive notation. For example, one would
write e + k∗ to represent a cell consisting of the deleted edge e together with
a collection of k vertices clustered at ∗.
We must mention one last convention. The expression B1[(4, 0)] could refer
either to {v13, v12, v11, e10} or {v16, v12, v11, e10}. It is clear that if we subdivide
Γ further, then this ambiguity disappears. In arguments using our new notation,
we extend the notion of “sufficiently subdivided for n” in such a way that all
of our new notations are unambiguous for Γ when they refer to collections of
n or fewer cells. It is clearly possible to do this.
Now our notation is “subdivision invariant”: if Γ is sufficiently subdivided for
n, and the expression Am[~a]+Bn[~b]+ . . .+k∗ satisfies a1+ . . .+ad(A)−1+ b1+
. . .+ bd(B)−1+ . . .+ k ≤ n, then Am[~a] +Bn[~b] + . . .+ k∗ specifies a unique cell
of UDnΓ, and does so no matter how many times we subdivide.
With these conventions, every UDnΓ has a unique critical 0-cell, namely n∗.
The discrete gradient vector field W thus determines a presentation of BnΓ
which is unique up to the choices of the boundary words of critical 2-cells in
UDnΓ.
We record for future reference a description of critical cells, in terms of the new
notation:
Proposition 3.9 Let Γ be a sufficiently subdivided graph, with a maximal
subtree T and basepoint ∗. Suppose that T has been embedded in the plane,
so that there is a natural order on the vertices. Assume also that the endpoint
of each deleted edge has degree 1 in T . With notation as above, a cell described
by a formal sum
AlA [~a] +BlB [
~b] + . . .+ e1 + e2 + . . .+ k∗,
where each ei is a deleted edge, is critical provided that, for X = A,B, . . . , some
component xj of ~x = (x1, x2, . . . , xd(X)−1) is non-zero, for j < lX . Conversely,
every critical cell can be described by such a sum.
If, for some essential vertex X , xj = 0 for all j < lX , then the above cell is
collapsible.
We refer to each term of the sum in Proposition 3.9 as a subconfiguration. If
the subconfiguratin itself represents a critical cell (with fewer strands), we call
it critical.
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4 Corollaries
Theorem 4.1 Let Γ be a graph with the maximal tree T . If T 6= Γ, then
assume that the endpoints of every deleted edge have degree 1 in the tree T
(and furthermore that T is sufficiently subdivided). Fix the discrete gradient
vector field W as in the previous section. Let D be the number of deleted
edges. Then PW has
D +
∑
v∈V (T )
essential
d(v)−1∑
i=2
[(
n+ d(v)− 2
n− 1
)
−
(
n+ d(v) − i− 1
n− 1
)]
generators.
Proof If c is a critical 1-cell, then c contains exactly one edge e, which must
either be a deleted edge or there is some v in c such that e(v) ∩ e = τ(e). In
the latter case, τ(e) is an essential vertex, and 0 < g(τ(e), v) < g(τ(e), ι(e)).
It follows that 2 ≤ g(τ(e), ι(e)) ≤ d(τ(e)) − 1.
Now let us count the critical 1-cells c. If the unique edge e in c is a deleted
edge, then c is uniquely determined by e, so there are exactly D critical 1-cells
of this description. If the edge e is not a deleted edge, then τ(e) is essential and
2 ≤ g(τ(e), ι(e)) ≤ d(τ(e)) − 1. Note that since every vertex of c is necessarily
blocked, the critical cell c is determined by the numbers of vertices of c that are
in each of the d(τ(e)) connected components of T − e. There are
(
n+d(τ(e))−2
n−1
)
ways to assign n − 1 vertices to the d(τ(e)) connected components of T − e.
(This is the number of ways to assign n − 1 indistinguishable balls to d(τ(e))
distinguishable boxes.) Not every such assignment results in a critical 1-cell,
however. The condition that 0 < g(τ(e), v) < g(τ(e), ι(e)), for some v ∈ c,
won’t be satisfied if, for each v ∈ c, either g(τ(e), ι(e)) ≤ g(τ(e), v) ≤ d(τ(e))−1
or g(τ(e), v) = 0. There are
(
d(τ(e))+n−g(τ(e),ι(e))−1
n−1
)
such “illegal” assignments.
Subtracting these from the total, we get(
n+ d(τ(e)) − 2
n− 1
)
−
(
n+ d(τ(e)) − g(τ(e), ι(e)) − 1
n− 1
)
different critical 1-cells for a fixed edge e. Letting the edge e of c vary over all
possibilities, we obtain the sum in the statement of the theorem.
Corollary 4.2 [14] If Γ is a radial tree – i.e. has exactly one essential vertex,
v – then BnΓ is free of rank
d(v)−1∑
i=2
[(
n+ d(v)− 2
n− 1
)
−
(
n+ d(v) − i− 1
n− 1
)]
.
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Proof There are no critical cells of dimension greater than 1 by the classifica-
tion of critical cells, since each blocking edge must be at its own essential vertex.
Thus the presentation PW has no relations. By Theorem 4.1, the presentation
PW has the given number of generators.
Theorem 4.3 Let Γ be a tree and c a critical cell of UDnΓ. Let
k := min
{⌊n
2
⌋
,#{v ∈ Γ0 | v is essential}
}
.
Then dim c ≤ k. In particular, UDnΓ strong deformation retracts on (UDnΓ)′k .
Proof For every edge e in c, there is some vertex v in c such that e(v) ∩ e =
τ(e). If e1 and e2 are two edges in c, and the vertices v1, v2 ∈ c satisfy
e(vi) ∩ ei = τ(ei), for i = 1, 2, then certainly v1 6= v2 , since e1 ∩ e2 = ∅.
It follows that there are at least as many vertices as edges in c. Since the
dimension of c is equal to the number of edges in c, and the total number of
cells in c is n, we have that the dimension of c is less than or equal to n/2.
Since τ(e) must be an essential vertex of Γ for each e in c, and the edges
contained in c must be disjoint, we have that the dimension of c is bounded
above by the number of essential vertices of Γ.
The final statement now follows from Proposition 2.3(2).
The following result was proven independently for the tree case by Carl Maut-
ner, an REU student working under Aaron Abrams [1].
Theorem 4.4 Let Γ be a sufficiently subdivided graph, and let χ(Γ) denote
the Euler characteristic of Γ. Then UDnΓ strong deformation retracts onto a
CW-complex of dimension at most k , where
k := min
{⌊
n+ 1− χ(Γ)
2
⌋
,#{v ∈ Γ0 | v is essential}
}
.
Proof We construct a maximal subtree T of Γ whose deleted edges all neigh-
bor essential vertices in Γ. We note that the existence of a connected maximal
subtree with this property is not clear a priori.
Let T ′ be any maximal subtree for Γ. Let T be a maximal subtree of Γ
constructed as follows. For every deleted edge e ∈ Γ − T ′ , there are two
essential vertices of Γ nearest e. For each deleted edge e, let ve a choice of be
such a vertex. Construct T by removing from Γ, for every deleted edge e of
T ′ , the unique edge adjacent to ve on the simple path from ve to e which does
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not cross any essential vertices. Then T is connected and is a maximal tree
since T ′ is.
Any embedding of the tree T induces a discrete gradient vector field W with
the property that every edge in a critical cell contains an essential vertex. Thus,
the number of essential vertices bounds the dimension of the cells of UDnΓ that
are critical with respect to W .
Let D be the number of deleted edges with respect to T . Thus D = 1− χ(Γ).
Since a critical subconfiguration involves either one strand on a deleted edge or
at leasttwo strands about an essential vertex, the dimension of any critical cell
is also bounded by D + ⌊n−D2 ⌋ = ⌊
n+D
2 ⌋.
The theorem now follows from Proposition 2.3(2).
{*,1}
{*,2} {*,3}
{1,2} {1,3}
{2,3}
c c
c
c
*
1
2 3
Figure 3: On the left, we have K4 with the choice of maximal tree depicted. On the
right, we have the complex X ′
1
onto which UD2K4 deformation retracts. The critical
1-cells are indicated with a lower case “c”; the critical 0-cell is {∗, 1} .
Note that this bound is not sharp, as two deleted edges for T adjacent to the
same essential vertex may not both be involved in a critical configuration. The
real thing to count (which varies by choice of T ) is the number of essential
vertices in Γ which touch deleted edges, not deleted edges themselves.
Example 4.5 Consider UD2K4 , where K4 is the complete graph on four
vertices. We choose a radial tree as our maximal tree. It is not difficult to
check that there are no critical 2-cells in UD2K4 with respect to this choice of
maximal tree, so the subcomplex X ′1 ⊆ UD
2K4 is a strong deformation retract
of UD2K4 (see Figure 3).
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5 Presentations of tree braid groups
Let v and v′ be vertices of the graph Γ. Let (v, v′) = {v′′ ∈ V (Γ) | v < v′′ < v′};
in other words, (v, v′) denotes the set of vertices “between” v and v′ in the
ordering on vertices. The following lemma is extremely useful in computing
presentations of graph braid groups.
Lemma 5.1 (Redundant 1-cells lemma) Let c be a redundant 1-cell in
UDnΓ, where Γ is an arbitrary finite graph. Suppose c = {c1, . . . , cn−2, v, e},
where v is the smallest unblocked vertex of c and e is the unique edge of c. Let
c′ := {c1, . . . , cn−2, τ(e(v)), e}. If (τ(e(v)), v) ∩ {c1, c2, . . . , cn−2, ι(e), τ(e)} = ∅,
then c→˙c′ .
Here →˙ refers to a sequence of moves over the complete rewrite system MPW,T
(see Proposition 2.4 and the discussion preceding). In particular, c and c′ are
words (of length 1) in the alphabet of oriented 1-cells.
Proof Let cι := {c1, . . . , cn−2, e(v), ι(e)} and cτ := {c1, . . . , cn−2, e(v), τ(e)}.
If we apply W to c, then we get the following 2-cell, where the arrows indicate
orientation:
//
c
cι  cτ
//
c′
It follows that c→ cιc
′cτ ; we need to show that cι→˙1 and cτ→˙1.
Consider the following condition on 1-cells cˆ of UDnΓ:
(1) If v is a vertex and v ∈ cˆ, then v 6∈ (τ(eˆ), ι(eˆ)), where eˆ ⊆ T is the
unique edge of cˆ.
We claim: first, that if a 1-cell cˆ satisfies (1), then so does any 1-cell in a W -
path starting with cˆ; second, that a 1-cell cˆ satisfying (1) cannot be critical.
Since cι and cτ both satisfy (1) by hypothesis, this will prove the lemma by
induction on the rank of cι and cτ .
We begin with the latter claim. Suppose cˆ satisfies (1). If cˆ is critical, then
there is v ∈ cˆ such that e(v)∩ eˆ = τ(eˆ), and 0 < g(τ(eˆ), v) < g(τ(eˆ), ι(eˆ)). But
then τ(eˆ) < v < ι(eˆ), a contradiction.
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Now for the first claim. If cˆ is collapsible, then any W -path starting with
cˆ consists of cˆ alone. We may therefore assume that cˆ is redundant. Since
cˆ is redundant, there is v ∈ cˆ such that v < ι(eˆ) and v is unblocked. We
may choose v to be the minimal vertex with this property. By assumption,
v < τ(eˆ) as well. The two edges in W (cˆ), namely e(v) and eˆ, therefore have
the property that τ(e(v)) < ι(e(v)) < τ(eˆ) < ι(eˆ). Moreover, there is no vertex
in W (cˆ)∩(τ(e(v)), ι(e(v))), for a minimal such vertex v′ would be an unblocked
vertex in cˆ satisfying v′ < v , which is impossible. The immediate successor cˆ1
of cˆ in a W -path is obtained by replacing an edge of W (cˆ) with either its initial
or terminal vertex. It thus follows that cˆ1 satisfies (1).
In order to prove our theorem on the presentations of tree braid groups, we
need to introduce new notation. Let A˙[~a] denote the collection of vertices
consisting of A itself together with ai vertices arranged consecutively in the
ith direction from A, so that every vertex in the collection is blocked except
for A. Thus, to use the tree from Figure 1, the expression B˙[(2, 1)] would refer
to the collection {v9, v10, v11, v19}. Let A[~a] denote the same collection as does
A˙[~a], but excluding the vertex A itself. Thus, B[(2, 1)] refers to {v10, v11, v19}
in our favorite tree. We combine these new notations with the old ones (namely,
Am[~a] and k∗) additively, as before.
A word about notation: we will need to describe the boundaries of critical 2-
cells in UDnΓ, and these boundaries sometimes consist of certain 1-cells which
cannot be expressed in terms of our notation. For instance, consider B2[(1, 2)]+
D2[(1, 1)] in relation to Figure 1. This is the 2-cell c = {v10, e19, v20, v22, e25}.
The 1-cells forming the boundary are obtained by replacing the edges ei ∈ c,
for i = 19 or 25, with ι(ei) or τ(ei). Thus one of the 1-cells on the boundary
of c is {v10, v9, v20, v22, e25}. Note that this configuration isn’t covered by our
notation, since the inessential vertex v20 is unblocked.
Rather than introduce more notation to deal with these extra configurations,
we introduce the idea of a slide. A 1-cell c′ is obtained from c by a slide (or c
slides to c′ ) if there is some unblocked vertex v ∈ c such that the endpoints, say
v and v′ , of e(v) are consecutive in the order on vertices, and c′ is obtained
from c by replacing v with v′ . For example, {v10, v9, v19, v22, e25} (which is
B˙[(1, 1)] +D2[(1, 1)]) is obtained from {v10, v9, v20, v22, e25} by a slide.
If c slides to c′ , then we may use them interchangeably in our calculations. For
if c = {c1, . . . , cn−2, v, e} and c
′ = {c1, . . . , cn−2, v
′, e}, where v′ = τ(e(v)), then
c and c′ are parallel sides of the square {c1, . . . , cn−2, e(v), e}, and the other
sides are cι = {c1, . . . , cn−2, e(v), ι(e)} and cτ = {c1, . . . , cn−2, e(v), τ(e)}. It is
Algebraic & Geometric Topology, Volume 5 (2005)
1100 Daniel Farley and Lucas Sabalka
clear that cι and cτ both satisfy the condition (1) from the proof of the redun-
dant 1-cells lemma, so cι→˙1 and cτ→˙1. It then follows that the oriented 1-cells
c and c′ both represent the same element in the usual edge-path presentation
of π1(UD
nΓ). In fact, more is true: if we add all relations corresponding to
slides (c, c′) to the monoid presentation MPW,T , the associated string rewriting
system is still complete, and has the same reduced objects. We leave the veri-
fication of this fact as an exercise. (Note that the square {c1, . . . , cn−2, e(v), e}
may be redundant, so the proof is not entirely trivial.) In our calculations, we
will use slides without further notice.
Let δm denote a vector such that the mth component is 1 and every other
component is 0. The length of δm will be clear from the context. If ~v is
a vector having entries in the set of non-negative integers, let ~v − 1 be the
vector obtained from ~v by subtracting 1 from the first non-zero entry. This
last notation must be used carefully to avoid ambiguity – note for instance that
δ1 + (δ2 − 1) 6= (δ1 + δ2) − 1. If ~v is any vector, let |~v| denote the sum of the
entries of ~v .
Lemma 5.2 Let A and B be essential vertices of T , a maximal tree in Γ.
(1) Suppose that A ∧ B = C where C is an essential vertex distinct from
both A and B . Let g(C,A) = i and g(C,B) = j , where i < j . Then
(a)
(
A[~a] +Bl[~b] + p∗
)
→˙
(
Bl[~b] + (p+ |~a|)∗
)
,
(b)
(
A˙[~a] +Bl[~b] + p∗
)
→˙
(
Bl[~b] + (p+ 1 + |~a|)∗
)
,
(c)
(
Ak[~a] +B[~b] + p∗
)
→˙w1
(
Ak[~a] + (p + |~b|)∗
)
w−11 , and
(d)
(
Ak[~a] + B˙[~b] + p∗
)
→˙w2
(
Ak[~a] + (1 + p+ |~b|)∗
)
w−12 ,
where
w1 =
|~b|−1∏
α=0
(
Cj [|~a|δi + (|~b| − α)δj ] + (p + α)∗
)
,
and w2 is the same as w1 , but with |~b|+ 1 in place of |~b|.
(2) Suppose that A ∧B = A and g(A,B) = i. Then
(a)
(
Ak[~a] +B[~b] + p∗
)
→˙
(
Ak[~a+ |~b|δi] + p∗
)
,
(b)
(
Ak[~a] + B˙[~b] + p∗
)
→˙
(
Ak[~a+ (1 + |~b|)δi] + p∗
)
,
(c)
(
A[~a] +Bl[~b] + p∗
)
→˙w3
(
Bl[~b] + (p + |~a|)∗
)
w−13 , and
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(d)
(
A˙[~a] +Bl[~b] + p∗
)
→˙
(
A[~a] +Bl[~b] + (p+ 1)∗
)
,
where
w3 =
|~a|−1∏
α=0
(
Aβ[|~b|δi + (~a− α)] + (p + α)∗
)
,
and β is the smallest coordinate of ~a− α that is non-zero. Here a factor
in w3 is considered trivial if β ≤ i.
Proof
(1a) Under the given assumptions, the smallest vertex of the subconfiguration
A[~a] may be moved until it is blocked at ∗, by repeated applications of the
redundant 1-cells lemma. That is,(
A[~a] +Bl[~b] + p∗
)
→˙
(
A[~a− 1] +Bl[~b] + (p+ 1)∗
)
.
After repeated applications of the above identity, we eventually arrive at the
statement (a).
(1b) This is similar to (a).
(1c) We begin by applying the redundant 1-cells lemma to the smallest vertex
of the subconfiguration B[~b]. This smallest vertex can be moved freely, until it
occupies the place adjacent to C , and lying in the j th direction from C . That
is, (
Ak[~a] +B[~b] + p∗
)
→˙
(
Ak[~a] +B[~b− 1] +C[δj ] + p∗
)
.
At this point, the redundant 1-cells lemma no longer applies, since all of the
vertices in the subconfiguration Ak[~a] lie between C and the vertex (say v)
which is adjacent to C and which lies in the j th direction. We must therefore
appeal to the definition of W :
//
Ak[~a]+B[~b−1]+C[δj ]+p∗
A[~a]+B[~b−1]+Cj [δj ]+p∗  A˙[~a−δk]+B[~b−1]+Cj [δj ]+p∗
//
Ak[~a]+B[~b−1]+C˙+p∗
The 2-cell depicted above is Ak[~a] +B[~b− 1]+Cj [δj ] + p∗, the image under W
of the 1-cell Ak[~a]+B[~b− 1]+C[δj ]+ p∗ (located at the top). (Note: the label
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of the “source” vertex on the upper left can be computed by replacing each of
the edges in the 2-cell Ak[~a]+B[~b− 1]+Cj[δj ]+ p∗ with its initial vertex. The
“sink” vertex on the bottom right is obtained from the same 2-cell by replacing
each edge with its terminal vertex. The other two vertices are determined by
replacing one of the edges with its initial vertex, and the other with its terminal
vertex. Furthermore, if we specify the identity of any one of the 1-cells on the
boundary of the 2-cell, then the labels of the other three 1-cells are uniquely
determined.)
Now consider the 1-cell A[~a] + B[~b − 1] + Cj [δj ] + p∗. The redundant 1-cells
lemma applies to the vertices in the subconfiguration A[~a]. These may move
until they are blocked at C . Since there are |~a| vertices in A[~a], and each lies
in the direction i from C , we have(
A[~a] +B[~b− 1] + Cj [δj ] + p∗
)
→˙
(
B[~b− 1] + Cj [δj + |~a|δi] + p∗
)
.
If we let the vertices in the subconfiguration B[~b− 1] move, then by the redun-
dant 1-cells lemma, these vertices will flow until they are blocked at C . We
get (
B[~b− 1] + Cj[δj + |~a|δi] + p∗
)
→˙
(
Cj [|~b|δj + |~a|δi] + p∗
)
.
This last 1-cell is critical. The 1-cell on the right side of the square pictured
above flows to the same 1-cell, by similar reasoning.
Finally, the 1-cell Ak[~a] +B[~b− 1] + C˙ + p∗ flows to Ak[~a] +B[~b− 1] + (p+1)∗
by the redundant 1-cells lemma. It follows that(
Ak[~a] +B[~b] + p∗
)
→˙w
(
Ak[~a] +B[~b− 1] + (p+ 1)∗
)
w−1,
where w = (Cj [|~a|δi+ |~b|δj ] + p∗). Part (c) now follows by repeatedly applying
the above identity.
(1d) This is similar to (c).
(2a) In this case, the vertices in the subconfiguration B[~b], beginning with the
smallest, can flow by the redundant 1-cells lemma until they are blocked at the
essential vertex A. Since the vertices in B[~b] lie in the direction i from A,
when these vertices are blocked, the resulting configuration is Ak[~a+ |~b|δi]+p∗.
This proves (a).
(2b) This is similar to (a).
(2c) We begin by applying W to the configuration A[~a] + Bl[~b] + p∗. The
result is Aβ [~a] + Bl[~b] + p∗, where β is the smallest subscript for which aβ is
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non-zero (here ~a = (a1, a2, . . . , ad(A)−1)):
//
A[~a]+Bl[~b]+p∗
Aβ [~a]+B[~b]+p∗
 Aβ [~a]+B˙[~b−δl]+p∗
//
A˙[~a−1]+Bl[~b]+p∗
Now it is either the case that both of the vertical 1-cells are collapsible (if
β ≤ i), or these vertical 1-cells both flow to(
Aβ[~a+ |~b|δi] + p∗
)
.
The bottom 1-cell flows to(
A[~a− 1] +Bl[~b] + (p + 1)∗
)
.
Thus,
(
A[~a] +Bl[~b] + p∗
)
flows to
w
(
A[~a− 1] +Bl[~b] + (p+ 1)∗
)
w−1,
where w =
(
Aβ[~a+ |~b|δi] + p∗
)
if β > i, and w = 1 if β ≤ i. The statement
of 2(c) now follows by repeated application of the above identity.
(2d) This is straightforward.
Theorem 5.3 Let Γ be a sufficiently subdivided tree with a chosen basepoint
∗. Suppose that an embedding of Γ in the plane is given, so that there is
an induced order on the vertices. Then the braid group BnΓ is generated by
the collection of critical 1-cells, and the set of relations consists of the reduced
forms of the boundary words w(c), where c is any critical 2-cell. For c =(
Ak[~a] +Bl[~b] + p∗
)
a critical 2-cell, the reduced form of the boundary word
is as follows:
(1) If A ∧B = C with C 6= A,B , g(C,A) = i, g(C,B) = j , and i < j , then
a reduced form of the boundary word for c is[(
Bl[~b] + (p+ |~a|)∗
)
, w1
(
Ak[~a] + (p+ |~b|)∗
)
w−11
]
,
where w1 is as in the previous lemma.
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(2) If A ∧ B = A, and g(A,B) = i, then a reduced form of the boundary
word for c is[
w−13
(
Ak[~a+ |~b|δi] + p∗
)
w′3,
(
Bl[~b] + (p+ |~a|)∗
)−1]
,
where w3 is as in the previous lemma, and w
′
3 is the same as w3 , but
with ~a− δk in place of ~a and p+ 1 in place of p.
Proof It follows from Theorem 2.5 that BnΓ is generated by the critical 1-
cells, and that the relations are the reduced forms of the boundary words of the
critical 2-cells.
Consider the critical 2-cell
(
Ak[~a] +Bl[~b] + p∗
)
:
//
A[~a]+Bl[~b]+p∗
Ak[~a]+B[~b]+p∗
 Ak[~a]+B˙[~b−δl]+p∗
//
A˙[~a−δk]+Bl[~b]+p∗
the rest of the statement of the theorem follows by applying the previous lemma
to each side.
Example 5.4 Consider the example of B4Γ, where Γ is the tree in Figure 1.
This tree is sufficiently subdivided as written. By Theorem 3.6 the critical
1-cells are:
(X2[~v] + (4− |~v|)∗) ,
where X is one of the essential vertices A, B , C , or D , and ~v is (1, 1), (1, 2),
(1, 3), (2, 1), (2, 2), or (3, 1). Thus, there are a total of 24 critical 1-cells. The
critical 2-cells all have the form
(X2[(1, 1)] + Y2[(1, 1)]) ,
where X and Y are distinct essential vertices chosen from the set {A,B,C,D}.
Thus there are a total of 6 critical 2-cells.
We now describe the resulting relations. We begin with the critical 2-cell
(A2[(1, 1)] +B2[(1, 1)]). The boundary word, by (2) of the previous theorem
with i = k = l = 2 and p = 0, is[
w−13 (A2[(1, 3)])w
′
3, (B2[(1, 1)] + 2∗)
]
.
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The word w3 in the present case is
1∏
α=0
(Aβ[(0, 2) + ((1, 1) − α)] + α∗) .
Computing, and using the fact that β is the first non-zero entry of (1, 1) − α,
we get
w3 = (A1[(1, 3)]) (A2[(0, 3)] + 1∗) = 1,
since both of the cells in the above expression are collapsible. The word w′3 in
the present case is
0∏
α=0
(Aβ [(0, 2) + ((1, 0) − α)] + (α+ 1)∗) = (A1[(1, 2)] + 1∗) = 1,
since the given cell is again collapsible. Summarizing, we get
[(X2[(1, 3)]) , (Y2[(1, 1)] + 2∗)] ,
where (X,Y ) = (A,B). A completely analogous computation shows that a
boundary word for (X2[(1, 1)] + Y2[(1, 1)]) is given by the same expression,
where (X,Y ) ∈ {(A,B), (A,C), (A,D), (B,D)}.
Now consider the critical 2-cell (B2[(1, 1)] + C2[(1, 1)]) . Part (2) of the previous
theorem applies again, with B playing the role of A in the theorem, C the role
of B , i = 1, k = l = 2, and p = 0:[
w−13 (B2[(3, 1)])w
′
3, (C2[(1, 1)] + 2∗)
]
.
In the present case, we get the following expression for w3 :
w3 =
1∏
α=0
(Bβ[(2, 0) + ((1, 1) − α)] + α∗)
= (B1[(3, 1)]) (B2[(2, 1)] + 1∗)
= (B2[(2, 1)] + 1∗) .
We get the following expression for w′3 :
w′3 =
0∏
α=0
(Bβ[(2, 0) + ((1, 0) − α)] + (α+ 1)∗)
= (B1[(3, 0)] + 1∗)
= 1.
We arrive at the following boundary word for (B2[(1, 1)] + C2[(1, 1)]):[
(B2[(2, 1)] + 1∗)
−1 (B2[(3, 1)]) , (C2[(1, 1)] + 2∗)
]
.
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Finally, we consider the critical 2-cell (C2[(1, 1)] +D2[(1, 1)]). By part (1) of
the previous theorem, with C playing the role of A, D playing the role of B ,
and B playing the role of C , i = 1, j = k = l = 2, and p = 0, a boundary
word has the form[
(D2[(1, 1)] + 2∗) , w1 (C2[(1, 1)] + 2∗)w
−1
1
]
,
with
w1 =
1∏
α=0
(B2[(2, 2 − α)] + α∗)
= (B2[(2, 2)]) (B2[(2, 1)] + 1∗) .
We summarize these calculations in a figure, which also illustrates a useful
chalkboard notation for critical 1-cells (see Figure 4).
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0
2 1
13
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−1
1
2
1
2
0
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−1 −1
1
2 1
2
1 1
1
2
2
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0
1
2
131
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1
2
1 3
2
11
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1
1
3
1
0
1
2
1
1
,
,
, ,
,,
,
,,
,
,
AA A
B
B
BB B
BB
B
C
C
C
D
D
D
Figure 4: The relations of B4Γ in shorthand notation
For example, the circled letter C with a 1, a circled 1, and a 2 (reading in the
clockwise direction from the upper left) represents the element C2[(1, 1)] + 2∗:
the first entry in the upper left refers to the first entry of the vector (1, 1), the
circled entry in the upper right refers to the second entry of (1, 1) and indicates
the location of the edge, and the 2 on the bottom refers to the number of
vertices clustered near ∗.
A group G is said to be a right-angled Artin group provided there is a presen-
tation P = 〈Σ | R〉 such that every relation in R has the form [a, b], where
a, b ∈ Σ. It is common to describe a right-angled Artin group presentation by
a graph ΓP , where the vertices of ΓP are in one-to-one correspondence with
elements of Σ, and there is an edge connecting two vertices a, b ∈ Σ if and only
if [a, b] ∈ R.
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A finitely presented group G is coherent if every finitely generated subgroup of
G is also finitely presentable.
Example 5.5 Consider the case in which Γ is a tree homeomorphic to the
capital letter “H”. Let the basepoint ∗ be the vertex on the bottom left, let
A be the essential vertex on the left, and let B be the essential vertex on the
right.
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Figure 5: Part of the presentation for B6H
We claim that BnΓ is a right-angled Artin group, for any n. (See also Connolly
and Doig [9], who prove, more generally, that the braid group of any linear tree
is a right-angled Artin group. A tree T is linear if every essential vertex of T
lies along a single embedded arc.) No matter what n is, part (2) of Theorem
5.3 applies, and we must compute the values of the words w3 and w
′
3 . In fact,
we prove that both of these words will necessarily be trivial. Consider
w3 =
|~a|−1∏
α=0
(
Aβ
[
|~b|δi + (~a− α)
]
+ (p+ α) ∗
)
.
Here i = g(A,B) = 2 and β is the subscript of the smallest non-zero entry
of (~a− α). The crucial observation is that β is (in the present case) also the
smallest non-zero entry of |~b|δi + (~a− α), so, by Proposition 3.9, no term in
the above product is a critical 1-cell (in fact, it is easy to see that each is
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collapsible). The triviality of w3 follows. Essentially the same reasoning holds
for w′3 .
If n = 6, a routine but lengthy calculation shows that BnΓ is the free product
of a free group of rank 18 with the right-angled Artin group in Figure 5.
The copy of K3,3 in this graph represents a subgroup isomorphic to F3 × F3 ,
the direct product of the free group of rank 3 with itself. Since F3 × F3 is not
coherent (see, for instance, [5]) and has an unsolvable generalized word problem
[16], there are tree braid groups which are not coherent and have an unsolvable
generalized word problem.
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