Inferencias bayesianas:una revisión teórica by Alonso Cánovas, Diego & Tubau Sala, Elisabet
Aruiario de Psicologia 
2002, vol. 33, no 1.25-47 
O 2002, ~acultat de Psicologia 
Universitat de Barcelona 
Inferencias bayesianas: una revisión teórica 
Diego Alonso 
Universidad de Almeria 
Elisabet Tubau 
Universitat de Barcelona 
En este articulo se analizan 10s enfoques teóricos más relevantes 
sobre razonamiento bayesiano, usí como sus principales apoyos empíri- 
cos. Muchos errores en estimaciones de probabilidad se atribuyen a la in- 
capacidad de las personas para pensar en términos estadísticos cunndo se 
enfrentan con información sobre un suceso único. Especljcicamente, en si- 
tuaciones en las que el modelo norrnativo es el teorema de Bayes, se ana- 
liza el sesgo conocido como ccinsensibilidad a las probabilidades pre- 
viasu, tanto desde el enfoque de heurísticos y sesgos, de Tversky y 
Kahneman, como desde la hipótesis frecuentista de Gigerenzer, Cosmides 
et al. También se aborda la discrepancia entre intuiciones y razonamiento 
matemático formal a través de 10s estudios sobre el problema de 10s tres 
prisioneros. Finalmente se presenta la teoria de Johnson-Laird et al. so- 
bre modelos mentales en razonamiento probabilístico extensional, que ex- 
plica cómo personas no expertas pueden inferir probabilidades a pos- 
teriori sin utilizar el teorema de Bayes. 
Palabras clave: heurísticos y sesgos, razonamiento probabilístico, 
teorema de Bayes, probabilidades a priori, modelos mentales, razona- 
miento bayesiano, hipótesis frecuentista. 
This article analyzes the leading theoretical approaches to Baye- 
sian reasoning in the literature, and its mairz sources of empirical support. 
Muny errors in probability estimates are attributed to people's inability to 
think in statistical t e m s  when faced with irlformation about a single 
event. Specijically, in situations where the normative model is Bayes's 
theorem, the well-known base rate neglect is analyzed both from rhe heu- 
ristic and biases approach, of Tversky and Kahneman, and from thefre- 
quentist hypothesis defended by Gigerenzer, Cosmides et al. The discre- 
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pancy between intuitions and forrrzal rnathenlatical reasoning is also 
nnalyzed through the studies with the three prisnners problem. Finally, 
we present the mental rnodel theoly of extensional probabilistic reasnning 
(Johnsorl-L~lird et al., 1999) which explairzs how nnive individuals can in- 
jer posterior probabilities without relyir~g on Bayes 's theorern. 
Key words: Heuristics and biases, probabilistic reasoning, Bayes's 
theorern, base rates, rrzental nzodels, Baye.~ian reasoning, frequentism. 
~Posee nuestro sistema cognitivo algún mecanisme capaz de llevar a cabo 
estimaciones de probabilidad que se ajusten a las prescripciones del teorema de 
Bayes? Cualquiera que se adentre en el estudio del razonamiento probabilistico 
estar% de acuerdo en que esta pregunta es quizás la que más controversia ha sus- 
citado en las tres últimas decadas. Sin embargo su origen podriamos situar10 en 
la declaración llevada a cabo por el matemático francés Pierre Laplace 
(18 141195 1) a principios del siglo XIX: <<en el fondo, la teoría de probabilidad no 
es nada más que buen sentido reducido a cálculo>> (p. 196), o lo que es equiva- 
lente: las herramientas que la teoria de probabilidades habia desmollado hasta 
ese momento eran descripciones del pensamiento probabilistico. En la decada de 
1970, cuando ya la teoria de probabilidades est6 lo suficientemente desarrollada 
como para ser considerada por muchos como un criterio normativo con el que 
poder comparar las estimaciones de las personas, algunos psicólogos cognitivos 
comenzaron a observar que nuestros juicios probabilisticos no se ajustaban a lo 
esperado según esta teoría. Kahneman y Tversky (1972), en unos influyentes es- 
tudios, llegaron a la conclusi6n de que las personas no somos bayesianos en ab- 
solut~, en referencia al hecho de que nuestras inferencias probabilisticas no si- 
guen el teorema de Bayes. La idea de que nuestra mente no est6 diseñada para 
funcionar aplicando las reglas de la teoria de la probabilidad se propagó rápida- 
mente, basada en multitud de resultados de experimentos llevados a cabo princi- 
palmente por estos autores, quienes propusieron la existencia de reglas no esta- 
disticas tales como el <<heurística de representatividad>>, que explicarían sesgss 
como la "falacia de la conjunción>>, o el no tener en cuenta el tamaño de la mues- 
tra o las probabilidades previas, entre otros. Recientemente, sin embargo, han 
, surgido explicaciones alternativas a las mantenidas por Tversky y Kahneman. En 
este articulo se intenta presentar una revisibn de 10s principales enfoques teóri- 
cos y 10s resultados más relevantes que sobre el tema del razonamiento baye- 
siano ha aportado la psicologia cognitiva ~ 
Distintos significados del concepto de probabilidad 
~Tiene sentido hablar de la probabilidad de un suceso Único? La respuesta 
a esta cuestión depende del punto de vista que se asuma sobre la naturaleza de la 
probabilidad. En el terreno conceptual existe una fuerte polérnica en cuanto a la 
interpretación que debe darse al termino <<probabilidad>>, sobre el que se han pro- 
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nunciado tanto matemáticos como filósofos y psicólogos. En el lenguaje coti- 
diano, la probabilidad se suele entender en un sentido amplio. Así, por ejemplo, 
solemos hablar de la probabilidad de que llueva mañana, aun cuando se trata de 
un suceso Único y no hay forma de medir su frecuencia repitiendo el <<experi- 
mento>>. Además, diferentes personas pueden asignar diferentes probabilidades 
al mismo evento, debido a que cada persona tiene un bagaje de conocimientos 
previos y creencias distintos. En estadística clásica, sin embargo, el concepto de 
probabilidad es mis limitado. Por una parte, la corriente de opinión llamada es- 
cuela bayesiana considera que la probabilidad es una medida subjetiva de cre- 
encias, un grado subjetivo de confianza en la ocurrencia de un determinado 
evento (por ejemplo, la probabilidad de que haya vida fuera de nuestro sistema 
solar). Las probabilidades bayesianas son siempre probabilidades condicionales, 
es decir, se llevan a cabo en el contexto de algunos supuestos previos. Por ejem- 
plo, cuando estimamos la probabilidad de que llueva el próximo fin de semana, 
usamos nuestro conocimiento previo sobre la lluvia en esta época del año. Desde 
un enfoque filosófico, la concepción bayesiana es bastante simple. Sin embargo, 
las dificultades pueden surgir a la hora de encontrar procedimientos matemáticos 
para asignar probabilidades a 10s distintos sucesos. Pero esto es algo similar a 10 
que sucede cuando hablamos de <<número de peces en un lago>>: comprendemos 
10 que quiere decir pero es difícil de calcular. De la misma manera podemos es- 
timar que diferentes sucesos tienen diferentes probabilidades aun cuando no se- 
pamos exactarnente cómo calcularlas. Una consecuencia importante de esta con- 
cepción de probabilidad es que admite la asignación de probabilidades a sucesos 
únicos (la probabilidad de que mi equipo de fútbol gane el próximo partido; la 
probabilidad de que Maria apruebe un examen teniendo en cuenta 10s resultados 
de otros exámenes y las horas dedicadas a estudiar). 
Por otra parte, la corriente frecz4entista considera que la probabilidad se 
refiere a la frecuencia relativa (o límite de frecuencias relativas) con que ocurre 
un suceso, en relación con una clase de referencia (por ejemplo, probabilidad de 
obtener dos caras en cuatro lanzamientos de una moneda), rechazando, por 
tanto, la asignación de probabilidades a eventos únicos porque no tendrían fre- 
cuencia relativa. Tanto la interpretación subjetiva como la frecuentista son con- 
sistentes con 10s axiomas de probabilidad de Kolmogorov (1950) (ver epígrafe 
siguiente). Es importante la distinción bayesiano&cuentista porque, como se 
verá más adelante, algunos autores la invocan para argumentar a favor o en con- 
tra de la existencia de sesgos sistemáticos en las estimaciones de probabilidad 
que llevamos a cabo las personas. 
Probabilidad condicionada. Teorema de Bayes 
La probabilidad se define mediante tres axiomas: (1) la probabilidad de un 
suceso es un número mayor o igual que cero, (2) la probabilidad del suceso se- 
guro es igual a 1, y (3) la probabilidad de la unión de dos sucesos incompatibles 
es igual a la suma de las probabilidades de cada uno de ellos. La probabilidad 
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condicionada se puede especificar en un cuarto axioma: si A y B son dos suce- 
sos, entonces la probabilidad del suceso A, supuesto que se cumpla B (probabi- 
lidad de A condicionado a B), se representa asi p (A I B) y vale: 
p (A I B )  = p (A y B)  l p (B),  (supuesto p (B )  # O). 
Con frecuencia, en muchas ramas de la ciencia, 10s investigadores quieren 
saber con qué probabilidad unos determinados datos D apoyan una hipótesis HI,  
es decir, p ( H I  I D). Esto es 10 que se conoce como probabilidad a posteriori. El 
teorema de Bayes es una fórmula que perrnite obtener esta probabilidad condi- 
cionada a partir de 10s valores de otras probabilidades. En su versión mis simple 
se expresa asi: 
P (HI) P ( D  I HI)  
P (HI I D )  = 0, (D)  # 0 )  
P ( 0  
Por tants, la probabilidad a posteriori de una hipótesis HI, dados unos da- 
tos D, depende de las probabilidades previas de 10s datos y de la hipótesis, y de 
la probabilidad condicionada de 10s datos supuesta la veracidad de la hiphtesis. 
En el caso de que n hipótesis HI,  H,, . . . , H,, constituyesen una particio'a 
(es decir, que fuesen globalmente exhaustivas y mutuamente excluyentes), en- 
tonces p (D) podría expresarse asi: 
P ~ ~ ) = P ( H , ) P ( D I H ~ ) + P ( H , ) P ( D I H ~ ) + . . .  +P(H,,)P(DIH,,) ,  
y, en consecuencia, la fórmula de Bayes también se podria enunciar de 
esta otra manera: 
P (H1)P ( D  IHl) 
P (Hl I B) = 
P ( H I ) P  (DIH1)  + P  ( H ~ ) P  (DIH,)  +... + P  (Hn)p (DIHn)  
Esta fórmula es un componente importante del cálculo de probabilidades, 
sea cua1 sea la interpretación -subjetivista o frecuentista- de probabilidad que 
una persona adopte. Asi, podría aplicarse tanto para calcular la probabilidad de 
un suceso Único como para calcular una frecuencia relativa. Desde un punto de 
vista subjetivista, la fórmula de Bayes permite observar el grado de racionalidad 
con que una persona carnbia sus creencias cuando consigue nueva información. 
Sin esta fórmula, las probabilidades subjetivas serían meras incertidumbres sub- 
jetivas dificiles de estudiar desde un punto de vista cientifico. 
El teorema de Bayes nos permite ver cóm0 las probabilidades previas pue- 
den modificar el valor de la probabilidad de una determinada hipótesis. Ahora 
bien, admitiendo que la fórmula de Bayes es un modelo normativo con el que po- 
demos comparar los juicios de probabilidad emitidos por las personas, entonces, 
cuando Cstas tienen que emitir una estimación de probabilidad en una situación 
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similar a la anterior, (10 que llamamos inferencia bayesiana) &se ajustan al re- 
sultado que se esperaria según el teorema de Bayes? Esta es la cuestión central 
de este trabajo. Para evitar confusiones, aclararemos que el término bayesiano/a, 
a partir de ahora, hará referencia al teorema de Bayes, y no a una concepción ba- 
yesiana -subjetivista- del concepto de probabilidad. 
Insensibilidad a las probabilidades previas. 
El heurístic0 de representatividad 
Los primeros estudios experimentales sobre razonamiento bayesiano (Ed- 
wards, 1968; Phillips y Edwards, 1966; Rouanet, 1961) ofrecieron resultados 
que se interpretaron como que las personas somos bayesianos conservadores, es 
decir, nuestras inferencias sobre probabilidades a posteriori son proporcionales a 
las obtenidas aplicando el teorema de Bayes, aunque menos extremas. 
Sin embargo, 10s abrumadores resultados obtenidos por Kahneman y 
Tversky (1972) mostraron que las personas, cuando se enfrentan a un juicio esti- 
mativo de la probabilidad de que un determinado ejemplar pertenezca a una cate- 
goria, ignoran o infraponderan significativamente las probabilidades previas o ta- 
sas básicas de frecuencia, aun cuando se les presenten explicitarnente. Además, en 
estos casos, 10s juicios parecen gobernados por consideraciones tales como el 
grado con que un ejemplar es representativo de una categoria. En uno de 10s ex- 
perimentos (Kahneman y Tversky, 1973), 10s participantes leian breves descrip- 
ciones de diferentes individuos, supuestamente extraidas al azar de un grupo cons- 
tituido por 30 ingenieros y 70 abogados (o 70 ingenieros y 30 abogados). Se les 
pedia que evaluaran la probabilidad de que cada descripción correspondiese a un 
ingeniero. Los juicios de 10s participantes infraponderaron las probabilidades pre- 
vias de cada categoría. El tamaño del efecto de estas probabilidades previas fue es- 
tadisticamente significativo pero pequeño y, en todo caso, muy lejos de 10 que de- 
biera haber ocurrido si 10s participantes hubieran estado usando el teorema de 
Bayes. Es decir, 10s participantes se basaban fundamentalmente en su conoci- 
miento sobre el perfil tipico de un ingeniero o abogado a la hora de hacer estas es- 
timaciones de probabilidad. La autenticidad, robustez y generalidad de este fenó- 
meno de insensibilidad a las probabilidades previas llegó a considerarse como un 
hecho claramente verificado (Bar-Hillel, 1980; Borgida y Brekke, 1981). Se pro- 
puso que, como resultado de nuestras limitadas capacidades de procesamiento, las 
personas tienen que calcular la probabilidad de un evento utilizando reglas no es- 
tadística~ tales como el heurístic0 de representatividad. Este término hace re- 
ferencia a que ante preguntas del tip0 <<¿ Cuál es la probabilidad de que A perte- 
nezca a la clase B?D, las personas evaluamos esta probabilidad a través del grado 
con que A es representativo de la clase B, es decir, el grado en que A se parece a 
B. Cuanto mayor sea el parecido de un objeto a una clase de objetos, mayor será 
el valor de nuestro juicio de probabilidad de que el objeto pertenezca a la clase. 
Las pruebas más importantes sobre el papel que juega la representatividad 
en juicios predictivos provienen de 10s experimentos realizados usando el para- 
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digma metodológico denominado <<de ordenación de resultados>>. En este para- 
digma, a 10s participantes se les proporcionan características de personalidad de 
un individuo y se les pide que ordenen una serie de elementos (p. ej., ocupacio- 
nes o tipos de estudios) con arreglo a ciertos criterios. En una condición el crite- 
rio es la representatividad (o sea, el grado con el que la persona se asemeja al 
prototip0 asociado con cada elemento). En otra condición 10s participantes tie- 
nen que ordenar Ios mismos elementos con arreglo a la mayor o menor probabi- 
lidad con la que se pueden aplicar a la persona descrita. En la tercera condición, 
10s participantes no reciben la información sobre el individuo; s610 tienen que 
ordenar 10s elementos según las tasas básicas de frecuencia con que aparecen en 
la población de la que el caso ha sido sacado. Los resultados de varios experi- 
mentos mostraron que las ordenaciones por probabilidad eran casi idénticas a las 
de representatividad (Kahneman y Tversky, 1973; Tversky y Kahneman, 19821, 
pero diferian bastante de las hechas con arreglo a las tasas básicas de frecuencia. 
La perspectiva de que las personas ignoramos las probabilidades previas ha 
dorninado la investigación empírica durante muchos años. La falacia de la insen- 
sibilidad a las probabilidades previas, y su explicación en términos del heurístic0 
de representatividad, llegaron a alcanzar la categoria de hechos universalmente 
aceptdos en la comunidad científica. Sin embargo, tras una minuciosa revisión 
de la literatura sobre el tema (especialmente sobre el problema de 10s abogados e 
ingenieros, y sobre experimentos con estereotipos sociales), Koehler (1996) con- 
cluye lo contrario, es decir, que las tasas básicas de frecuencia se usan casi siem- 
pre, y que su nivel de uso depende de la estructura de la tarea y de la representa- 
ción mental que induzca. En el caso particular del problema de 10s abogados e 
ingenieros se han identificado algunos factores que aumentan el uso de las tasas 
base de frecuencias: presentar la información sobre las tasas base despu6s de las 
descripciones de personalidad de 10s individuos (Krosnick, Li, y Lehman, 1990), 
' variar la tasa base a través de 10s ensayos (Bar-Hillel y Fischhoff, 1981), y cnfa- 
tizar en las instrucciones el que 10s participantes piensen como estadisticos (Sch- 
wwz, Strack, Hilton. y Naderer, 1991). 
A lo largo de una serie de publicaciones, Gigerenzer (1991, 1994 y 1996), 
Gigerenzer et al. (1988) y Gigerenzer y Hoffrage (1995) -ver tambiCn Cosmides 
y Tooby, 1 9 9 6  han llevado a cabo algunas criticas al enfoque de heurísticos y 
sesgos de Tversky y Kahneman, y en especial al hecho de que estos Últimos au- 
tores califiquen como <<errores>> o <<falacias>> algunos de los efectos que encuen- 
tran (p. ej. la insensibilidad a las probabilidades previas). Las críticas se pueden 
dividir en tres grupos. En relación a 10s datos empíricos, la crítica se centra en el 
hecho de que algunos de 10s sesgos identificados por Tversky y Kahneman son 
inestables y su magnitud puede reducirse con s610 presentar la información y 
formular la pregunta en términos de frecuencias en vez de probabilidades (ver 
epígrafe siguiente para un desarrollo más amplio de esta crítica). Desde un punto 
de vista teiirico, se suele criticar la ambiguedad y la poca potencia explicativa de 
términos tales como <<representatividad>>. Y, finalmente, desde un enfoque nor- 
rnntivo se argumenta que puede ser inapropiado caracterizar algunos de 10s ses- 
gos identificados por Tversky y Kahneman como <<errores>> o <<falacias>> por va- 
nas razones, entre las que destaca el que desde una postura frecuentista no tiene 
I 
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sentido asignar probabilidades a sucesos únicos, luego no se pueden comparar 
10s juicios sobre estos sucesos con un modelo normativo probabilistico. En csn- 
secuencia, no hay tales sesgos, y 10s heurísticos son medios de explicar 10 que 
no existe, según Gigerenzer (1991). 
Cobos, Caño, y López (2000) proponen una explicación assciacionista de 
la <<desestimación de frecuencias de categorías>> en las tareas de categorización 
probabilistica. Consideran que este sesgo (y también la falacia de la conjunción) 
se puede interpretar, en algunos casos, como consecuencia de la intervención de 
procesos de aprendizaje asociativo activados por 10s contenidos presentes en las 
tareas de categorización. Para estos autores, 10 que subyace al razonamiento in- 
tuitivo concebido por Tversky y Kahneman (procesos rápidos, poc0 costosos, y 
activados por las propiedades de 10s estirnulos) son 10s mecanismos de aprendi- 
zaje asociativo. Cuando las personas tienen que emitir un juicio de probabilidad 
sobre la relación existente entre dos contenidos que han jugado el papel de clave 
y resultado respectivamente en una tarea previa de aprendizaje predictivo, 10s 
mecanismos de aprendizaje asociativo generan automáticamente una cierta can- 
tidad de expectación sobre la ocurrencia del resultado, que se interpreta como 
medida de la relación entre ambos contenidos, y a la que las personas tienen ac- 
ceso directo y automático. El sesgo ocurriria cuando la situación experimental 
está diseñada de tal forma que la aceptación de este conocimiento como base 
para la respuesta en un juicio probabilistico viola alguno de 10s supuestos nor- 
mativos del teorema de Bayes. Esta explicación cubre una de las deficiencias que 
se le han atribuido a la teoria de 10s sesgos y heuristicos de Tversky y Kahne- 
man: su alto grado de imprecisión. 
La hipótesis frecuentista 
Una de las críticas que ha recibido el termino representatividad es que es 
una noción vaga y mal definida (Gigerenzer y Murray, 1987; Shanteau, 1989; 
Wallsten, 1983; Gigerenzer y Hoffrage, 1995). Se le suele objetar que hasta ahora 
no se han especificado 10s procesos cognitivos subyacentes a este heun'stico ni se 
han especificado las variables que pueden explicar el porqui unas veces se ignora 
la información contenida en las probabilidades previas y otras veces si se tiene en 
cuenta (Ajzen, 1977; Bar-Hillel, 1980; Borgida y Brekke, 1981). Gigerenzer et al. 
mantienen que cuando 10s problemas aparecen presentados en formato frecuen- 
tista en vez de en formato probabilistico, las ilusiones cognitivas desaparecen y las 
personas llevamos a cabo correctarnente inferencias bayesianas debido a que la in- 
formación sobre frecuencias se corresponde con la manera secueneial en que 10s 
organismos adquieren información en contextos naturales (Gigerenzer y Hoffrage, 
1995). Esta idea es compartida también por Cosmides y Tooby (1996). La c<hipÓ- 
tesis frecuentista>>, por tanto, mantiene que <<algunos de nuestros mecanismos de 
razonamiento inductivo incorporan aspectos de un cálculo de probabilidades, pero 
están diseñados para que, tanto 10s inputs como 10s outputs estén expresados en 
términos de frecuenciaw (Cosmides y Tooby, 1996, p. 3, traducido del original). 
contraintuitivos que, aunque puedan tener variaciones superficiales al ser dife- 
ores rentes en cuanto a la historia que cuentan y puedan presentar distintos v 1 
sus parámetros numéricos, mantienen la misma estructura matemática: se pre- 
senta un suceso X con una determinada probabilidad, a continuación se intro- 
duce información adicional relativa a algún otro suceso del mismo espacio 
muestral, y al final se pregunta cu61 ser6 la nueva probabilidad del suceso X. Un 
problema análogo al de 10s tres prisioneros, que también ha merecido la atención 
de 10s investigadores es el llamado dilema de Monty Hall (Granberg, 1999; 
Granberg y Brown, 1995; Granberg, y Bon; 1998; Alonso y Tubau, 2001; Tubau 
y Alonso, 2002). 
A partir del paradójico enunciado original del problema de 10s tres prisio- 
neros (Gardner, 1961; Mosteller, 1965), Shimojo e Ichikawa (1989) enunciaron 
una nueva versión que les permitió distinguir entre diferentes estrategias de so- 
lución que utilizan las personas. La versidn original es la siguiente: 
Tres hombres, A, B, y C estaban en prisión. A sabia que uno de ellos sería puesto en li- 
bertad y que 10s otros dos iban a ser ejecutados. Pero no sabia quién seria el perdonado. 
Al carcelero, que si lo sabia, A le dijo: c(Puesto que dos de nosotros tres serán ejecuta- 
dos, es seguro que al menos B o C 10 serh .  Usted no me proporciona ninguna infor- 
mación sobre mis propias posibilidades si me dice el nombre de un hombre, B o C, que 
vaya a ser ejecutado>>. El carcelero, después de pensarlo, aceptó este arguments y le 
dijo: <<B serl ejecutado,. Al oir esto, A se sintió más feliz gorque ahora o 61 s C seriat1 
liberados, luego sus posibilidades se habian incrementado de 113 a 112. Esta fclicidad 
del prisionero A puede ser o no razonable. iQuC piensa usted? 
La inmensa mayoría de las personas que se enfrentan a este problema tien- 
den a considerar que las posibilidades de que A sea puesto en libertad han au- 
mentado con esta información. Sin embargo, de acuerdo con el teorema de Ba- 
yes, las posibilidades de A no han cambiado: sigue siendo 113 (ver Apéndice I1 
para una solución bayesiana razonada del problema). A partir de esta versi611 del 
problema, 10s autores derivan otra, modificando las probabilidades iniciales de 
ser liberado cada uno de ellos -A, B, o C-, de tal forma que estos tres sucesos no 
sean equiprobables, asignándoles 10s valores 114,114, y 112, respectivamente, con 
10 que obtienen un problema más contraintuitivo que el original. Analizands las 
estimaciones que hacen 10s participantes en estos experimentos, asi como 10s re- 
sultados de cuestionarios en 10s que 10s individuos tienen que justificar rmona- 
damente sus resguestas, Shimojo e Ichikawa concluyen que 10s procesos psico- 
16gicos que dirigen 10s juicios intuitivos en estas tareas bayesianas son 
cualitativamente diferentes del razonamiento matemático. Incluso despuks de 
que 10s individuos hubieran comprendido el razonamiento matemiticamente co- 
rrecto de estos problemas, seguim <<sintiendo>> que iba contra su intuici6n. Estas 
creeneias intuitivas -heurísticos- sobre probabilidad (que 10s autores denominan 
<<teoremas ubjetivos>>) varían de un individuo a otro, pudiéndose categorizar en 
alguna de las siguientes tres principales intuiciones: (I) <<Número de casos>>. Si 
el número de altemativas posibles es N, entonces la probabilidad de cada una de 
ellas es 1/N. (2) <<RazÓn constante,,. Si una alternativa es eliminada, la razón en- 
tre las probabilidades de dos cualesquiera de las altemativas restantes no varia. 
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(3)>>Irrelevante, luego invariable,,. Si es seguro que al menos una de varias alter- 
nativa~ (A,, A,, . . ., AJ será eliminada, la información que especifica que alter- 
nativa ser6 eliminada es irrelevante y no cambia las probabilidades de las otras al- 
ternativa~ (A,,, A,,, . . ., A,). 
Como se puede observar fácilmente, las estimaciones de probabilidad que 
10s individuos llevan a cabo dependen del <<teorema subjetivo>> que apliquen en 
cada caso. Los autores también afirman que 10s participantes no se ajustaban a las 
prescripciones del teorema de Bayes, por 10 que sugieren <<la existencia de un mó- 
dulo mental de razonamiento intuitivo más o menos independiente del razona- 
miento matemático formab (Shimojo e Ichikawa, 1989). Consideran también que 
la dificultad que 10s individuos tienen con este problema no se puede atribuir a la 
tendencia a ignorar las probabilidades previas en problemas bayesianos, ya que la 
utilización (por parte de muchos participantes) de 10s teoremas erazón constante>> 
o <<irrelevante, luego invariable>> implica el uso explicito de estas probabilidades 
previas. En parte, la dificultad se debe -afirrnan Shimojo e Ichikawa- a la tenden- 
cia a ignorar el contexto en el que ocurre el evento (en este caso, la influencia de la 
respuesta del carcelero: éste dirá <d? ser6 ejecutado>> cuando el liberado vaya a ser 
C, mientras que si el liberado fuese A tendría un 50% de probabilidad de que 10 di- 
jese, luego C tiene el doble de probabilidades que A de ser liberado). 
El problema de 10s tres prisioneros ha sido analizado en otros estudios. En 
uno de ellos, Falk (1992) retorna el asunto de las <<creencias espontáneas y heu- 
risticos intuitivos>>, afirmando que las intuiciones más frecuentes son las de <<nú- 
mero de casos>> e <<irrelevante, luego invariable,,, a las que llama <<uniforrnidad>> 
y <<no-noticias, no cambio>>, respectivamente. 
En opinión de Johnson-Laird et al. (1999), la carencia fundamental que pre- 
sentan estos estudios sobre el problema de 10s tres prisioneros es la falta de una ex- 
plicación en términos de representaciones mentales. Como veremos, Johnson- 
Laird et al. (1999) recogen las ideas de Shirnojo e Ichikawa (1989) y Falk (1992) 
y las enmarcan dentro de la teoría de modelos mentales de razonamiento probabi- 
listico, ofreciéndonos una visión más general de este tipo de razonamiento. 
La teoria de 10s modelos mentales sobre razonamiento 
probabilistico de personas no expertas 
Esta teoria, elaborada por Johnson-Laird, Legrenzi, Girotto, Sonino-Le- 
grenzi, y Caverni (1999), intenta explicar cómo personas no expertas razonan so- 
bre probabilidades. Es muy importante resaltar que los autores limitan el ámbito 
de aplicación de su teoría a 10 que llaman <<razonamiento extensional sobre pro- 
babilidadew, donde el término extensional se debe entender como <<inferir la 
probabilidad de un suceso a partir de las diferentes formas posibles en las que 
puede ocurrir>>. Este proceso seria deductivo, en contraposición al razonamiento 
no-extensional sobre la probabilidad de un suceso, que seria inductivo (p. ej. 
cuando consideramos que es muy probable que A pertenezca a la categoria B 
porque A es muy similar al prototip0 de la categoria B). 
La teoria de 10s modelos mentales sobre razonamiento probabilistico de 
personas no expertas est6 basada en la teoria de 10s modelos mentales (Johnson- 
Laird, 1483; Johnson-Laird y Byrne, 1991) desarrollada en principio para expli- 
car la comprensión del discurso y el razonamiento deductivo. Un postulado bá- 
sico de esta teoria afirma que ante tareas de razonamiento o de comprensibn, las 
personas construimos modelos mentales de la situación. Según 10s autores, un 
modelo mental es la representación de una posibilidad que contiene lo que es co- 
mún a todas las distintas formas en las que la posibilidad puede ocurrir. Esta teo- 
ria postula que 10s modelos mentales representan explícitamente lo que es ver- 
dadero, pero no 10 que es falso. Esta representaci6n incompleta puede explicar la 
aparici6n de errores sistemáticos en tareas de razonamiento. 
Limitándonos al ámbito del razonamiento probabilistico extensional, la teo- 
ria se sustenta en cinco principios: (1) El principio de verdad. Las personas nos re- 
presentamos situaciones constn~yendo conjuntos de modelos mentales en 10s que 
cada modelo representa 10 que es verdad en una posibilidad verdadera. (2) El prin- 
cipio de equigrobabilidad. Cada modelo representa una alternativa equiprobable, a 
no ser que las personas tengan información o creencias de 10 contrario, en cuyo 
caso les asignarán diferentes probabilidades a 10s distintos modelos. (3) El princi- 
pio de proporcionalidad. Asumida la equiprobabilidad, la probabilidad de un su- 
ceso, A, depende de la proporción de modelos en 10s que ocurra el suceso. Es de- 
cir, p (A) = n, / n, donde n, es el número de modelos que contienen a A, y n es el 
número de modelos. (4) El principio numérico. Si una premisa hace referencia a 
una probabilidad numérica, 10s modelos pueden etiquetarse con su correspon- 
diente valor numérico. Una probabilidad desconocida puede calcularse restando la 
suma de las n-1 probabilidades conocidas, de la probabilidad global de las n posi- 
bilidades en la partición. (5) E1 principio de subconjunto. Supuesta la equiproba- 
bilidad, una probabilidad condicionada, p (A I B), depende del subconjunto de B 
que es A. La proporción de modelos de <<A y B>> en el conjunto de modelss de B 
daria el valor numérico. En 10s demás casos, si 10s modelos están etiquetados con 
sus freeuencias absolutas (o posibilidades), entonces la probabilidad condicionada 
es igual a la frecuencia (posibilidades) del modelo de "A y B" dividida por la suma 
de todas las frecuencias (posibilidades) de 10s modelos que contengan a B. 
Veamos con un ejemplo el conjunto de modelos mentales que generaria un 
problema de probabilidad condicionada: 
Un paquete de cuatro cartas est6 formado por el as de oros, el as de espadas, el rey de 
oros, y el rey de espadas. Se extraen aleatoriamente dos cartas de ese paquete. ¿Cu61 
es la probabilidad de que salgan ambos ases sabiendo que ha salido al menos un as? 
Se trataría de hallar p (A I B), siendo A= ccsalir 10s dos ases,, y B = ctal menos sale un 
as,. El conjunto de modelos mentales equiprobables de esta situación seria: 
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donde cada fila representa una posibilidad verdadera. La teoría propone que el 
caso en que ambos sucesos son falsos (es decir, el caso <<-A y ~ B D )  se representa 
en un Único modelo implicito (representado por la línea de puntos). Se trataría de 
un modelo sin contenido explicito, cuyo olvido explicaria la aparición de algu- 
nos errores (aunque no en este caso). El espacio muestral (nombre que recibe el 
conjunt0 de todos 10s sucesos posibles en un experimento aleatorio) asociado a 
este problema seria el siguiente: 
{(as espadas, as oros), (rey oros, as oros), (rey espadas, as oros), (rey oros, as espadas), 
(rey espadas, as espadas), (rey oros, rey espadas)) 
La probabilidad pedida en el enunciado del problema se calcularia en virtud 
del principio de subconjunto, calculando la proporción entre modelos de <<A y B>> 
y modelos de B. Por tanto, obtendriamos p (A I B) = 115. El mismo resultado se 
habría obtenido si se hubieran construido 10s siguientes modelos numéricos: 
Frecuencias 
A B 1 
B 4 
. . . 1 
En este caso el resultado se obtendría dividiendo la frecuencia del modelo 
de <<A y B>> entre la suma de las frecuencias de B, o sea, también p (A I B) 
= 1/(1+4) = 115. 
Según Johnson-Laird et al. (1999), las tareas de razonarniento sobre pro- 
babilidades condicionadas son especialmente difíciles para personas no exper- 
tas, por dos motivos: 
En primer lugar, es difícil comprender que un determinado problema 
pueda requerir la utilización de probabilidades condicionadas. Un ejemplo ci- 
tado por 10s autores para ilustrar esta dificultad es el siguiente (Bar-Hillel y Falk, 
1982): 
Los Smith tienen dos bebés. Uno de ellos es una niña. ¿Cu61 es la probabilidad de que 
el otro sea también una niña? 
La respuesta mis frecuente es 112. Pero es errónea. La teoría de 10s mode- 
10s mentales explica este error aduciendo que las personas interpretan que el pro- 
blema pide la probabilidad de que un bebé sea <<nifia>> y, en consecuencia, cons- 
truyen 10s modelos: 
Niño 
Niña 
y a partir de ahi deducen quep (niña )= 112. Pero, realmente 10 que el problema 
pide es una probabilidad condicionada: p (las-2-sean-niñaslal-menos- 1-es-niña). 
Una sencilla justificación matemática de la solución seria la siguiente: 
El espacio muestral se expresaria asi: 
{(niño, niño), (niño, niña), (niña, niño), (niña, niña)} 
pero, al decirnos que ccuno de ellos es niñan, quedaria así: 
{(niño, nifia), (niña, niño), (niña, niña)) 
por tanto (admitiendo que ambos sexos son igualmente probables), tcndríamos: 
También en el caso del problema de 10s tres prisioneros mencionado an- 
tes, la teoria de 10s modelos mentales ofrece una explicacidn plausible del error 
que con mis frecuencia suele aparecer. Los individuos suelen afirmar que la pro- 
babilidad de que el prisionero A sea liberado aumenta desde 113 hasta 112 al co- 
nocer la respuesta del carcelero. De acuerdo con esta teoria, 10s individuos co- 
mienzan con 10s siguientes modelos de posibilidades: 




En consecuencia, al principio, la probabilidad de que el prisionero A sea 
liberado vale 113. La información que proporciona el carcelero (c<B serh ejecu- 
tado>>) elimina las posibilidades de que B sea liberado, por tanto incorporan esta 




10 que les lleva a pensar que ambos (A y C) tienen la misma probabilidad de ser 
liberados, luego dirán que la probabilidad de que A sea liberado será 112 (Ver 
ApCndice I11 para una construcción correcta del conjunto de 10s modelos menea- 
les de este problema). 
En segundo lugar, debido a que 10s modelos representin s610 lo que es 
verdadero, se hace muy difícil distinguir entre dos relaciones de inclusión. Es 
decir, hallar p (A I B) supone relacionar cul y B>> con B. El error se puede pro- 
ducir por una confusión a la hora de elegir el conjunto de referencia (en este 
caso, B). Si en lugar de relacionar <<A y B>> con B, 10 relacionamos con A, en- 
tonces lo que obtendríamos serri p (B I A). Consideremos, por ejemplo, la si- 
guiente información: 
Al Sr. X se le ha pasado una prueba desarrollada para detectar cincer de pdm6n, y ha 
dado positivo. Si X no tiene cincer, la probabilidad de que el test salga positivo es de 
1 entre 10.080. 
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El enunciado nos dice que p (test-positivolicáncer) = 1/10.000, (donde 
lcáncer representa la hipótesis alternativa <<no tener cincem), y la representa- 
ción de esta probabilidad condicionada es, según el principio numérico: 
Frecuencias 
lcáncer test positivo 1 
. . . 9.999 
Si ahora se pregunta algo relacionado con p (icáncerltest-positivo), puede 
ser que la persona no experta la confunda con su inversa, p(test-positivolicán- 
cer) y, en consecuencia, dé como valor 1/10.000, aunque realmente el enunciado 
del problema no proporciona ninguna información sobre la probabilidad del 
conjunt0 de referencia (en este caso <<test-positivo>>). 
A pesar de la dificultad intrínseca que tiene la realización de inferencias ba- 
yesianas, Johnson-Laird et al. (1999) consideran que su teoria ofrece una expli- 
cación convincente de por qué en algunos casos las personas no expertas pueden 
calcular probabilidades a posteriori sin utilizar el teorema de Bayes. Considere- 
mos, por ejemplo, la siguiente versión esquemática del problema del diagnóstico 
médico: 
4 de cada 100 personas tienen la enfermedad. 
3 de cada 4 personas enfermas dieron positivo en el test. 
12 de cada 96 personas sanas tarnbién dieron positivo en el test. 
Una persona seleccionada al azar ha dado positivo en el test. 
¿Cu61 es la probabilidad de que esa persona tenga la enfermedad? 
Las personas no expertas podrían construir 10s siguientes modelos nu- 
méricos: 
Frecuencias 
Enfermedad Test positivo 3 
Enfermedad 1 
Test positivo 12 
. . .  84 
y, a partir de aquí, aplicando el principio de subconjunto, obtendrían que la pro- 
babilidad de que esa persona tenga la enfermedad, dado el resultado positivo del 
test, es 3/15 (o, simplificado, 115). Es decir, habrían calculado la probabilidad a 
posteriori sin aplicar el teorema de Bayes. La teoría predice también que ante 
una versión probabilistica del mismo problema, cuando la información se pre- 
senta en forma de <<posibilidades>> (por ejemplo, <cel SI: X tiene 4 posibilidades 
entre 100 de tener la enferrnedad,,), las personas constnxirían 10s mismos mode- 
10s mentales que con la versión frecuentista, con lo que arnbas versiones tendrían 
un nivel de dificultad similar. Sin embargo, cuando la información numérica no 
facilita la construcción de 10s modelos mentales correctos debido a que no per- 
mite ver las relaciones de inclusión entre conjuntos, el problema será muy difí- 
cil de resolver. Los resultados obtenidos por Girotto y González (2001) confir- 
man esta predicción, en contra de 10 que cabria esperar si nuestras estimaciones 
de probabilidad se ajustasen a la hipótesis frecuentista enunciada por Gigerenzer 
et al. (1995) y Cosmides et al. (1996). 
La teoria de 10s modelos mentales ofrece una explicación plausible a 10s 
resultados de estudios en torno a la influencia que pueda tener el formato en e1 
que se presenta la información: probabilístico vs. frecuentista. Los estudios mis 
recientes ofrecen resultados difíciles de explicar desde la óptica frecuentista. Ve- 
amos algunos de ellos: 
A lo largo de tres experimentos, Evans et al. (2000) han examinado las 
condiciones que pueden subyacer al hecho de que las personas hagan uso o no 
de la informaciiin contenida en las probabilidades previas. Presentando a 10s 
participantes distintas versiones del problema del diagnóstico médico llegan a 
la conclusión de que el formato probabilistico no implica necesariamente ma- 
yor dificultad que el formato frecuentista. Incluso en algunas ocasiones puede 
ser mis sencillo. Afirman que las dos versiones que comparan Cosmides et (12. 
(1996) no se diferencian sólo en el formato -probabilístico vs. frecuentista, 
sino que la información numérica de esta Última pennite con mayor facilidad la 
formación de modelos mentales de inclusión de conjuntos, y es Cste el factor 
causante del mayor porcentaje de respuestas correctas. En consonancia con esta 
idea, observan que en otra versión también frecuentista, pero con datos num6ri- 
cos que no facilitan la formación de modelos mentales, se mantiene el mismo 
nivel de dificultad que con la versión probabilistica clásica (con datos exgresa- 
dos como porcentajes). La Tabla I presenta un ejemplo de dos versiones del pro- 
blema del diagnóstico médico, matemáticamente equivalentes, que ilustra la 
distinta dificultad en construir modelos mentales a partir del enunciado del pro- 
blema. 
Mientras que la Versión 1 (vCase Tabla I) permite llevar a cabo fácilmente 
una prutición de la muestra y calcular la p(enferrnedad1test-positivo) medisnte 
la división entre la frecuencia del modelo de <<enfermedad y test-positivo>> y la 
de <<test-positivo>> (en este caso, 3/27), la Versión 2 no sugiere el conjunto de 
modelos mentales tan fácilmente. Análogamente, si en la Versión 1 se cambiara 
la frase ~ 2 4  de cada 96personas sanas también dieron positivo en el test>> por 
esta otra matemáticamente equivalente a ella, N I  de cada 4personas sanns fam- 
bién dieron positivo en el tem>, ya no seria tan obvia la frecuencia de cada uno 
de 10s modelos, y, en consecuencia, aumentaria la dificultad del problema, aun 
cuando no se hubier,a variado el formato -frecuentista- en el que la informaci6n 
a izan se ha presentado. Este es el tipo de manipulación de variables que re 1' 
Evans et al. (2000) para llegar a rechazar la hipótesis de Gigerenzer et al. 
(1995) y Cosmides et al. (1996). Además, Evans et al. (2000) encuentran otro 
sesgo que va en contra de la hipótesis frecuentista. A pesar de que la ccinsensi- 
bilidad a las probabilidades previas>> es el sesgo que más se menciona en la li- 
teratura especializada, estos autores observan el sesgo opuesto, consistente en 
dar como respuesta precisamente la probabilidad previa que se menciona en el 
problema, ignorando la información diagnóstica. Lo llamativo es que este sesgo 
10 encuentran, precisamente, cuando la información se presenta en formato fre- 
cuentista o bien cuando a 10s individuos se les pide que expresen la respuesta en 
formato frecuentista. 
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TABLA 1 .  DOS VERSIONES MATEMATICAMENTE EQUIVALENTES DEL PROBLEMA DEL 
DIAGNOSTICO MBDICO Y EL CONJLWTO DE MODELOS MENTALES DE ESTA SITUACI~N. 
SE PLBDE OBSERVAR LA DISTLXTA FACUIDAD CON QLB, P ~ T I E N D O  DE CADA UNO DE ELLOS, 
SE PUEDEN CONCEBIR LOS MODELOS MENTALES CORRECTOS 
Los estudios llevados a cabo por Girotto et al. (2001) van en la misma di- 
rección de 10s de Evans et al. (2000). Intervienen en la polémica en tomo a la 
validez de la hipótesis frecuentista aportando resultados que contravienen esta 
hipótesis y la explicación evolucionista en que se basa. Es posible que tenga- 
mos un módulo que extraiga frecuencias de una secuencia real de obsewacio- 
nes, pero la mayoria de 10s estudios no han utilizado estas secuencias reales, 
sino enunciados verbales en 10s que 10s participantes tienen que realizar infe- 
rencias a partir de frecuencias representadas por símbolos numéricos. Por tanto, 
la tesis evolucionista también tendria que asumir que 10s símbolos numéricos 
que expresan frecuencias son más <<naturales>> que 10s que expresan probabili- 
dades de sucesos únicos, y como consecuencia las personas deberiamos llevar a 
cabo mejor 10s problemas enunciados con frecuencias que con probabilidades. 
Sin embargo, como demuestran en su estudio Girotto et al. (2001),los resulta- 
dos van en contra de esta suposición. Como explicación alternativa, estos auto- 
res sugieren que las personas no expertas pueden realizar inferencias bayesia- 
nas correctamente siempre que la estructura en que se presente la información 
permita a 10s individuos representarse mentalmente la partición de la muestra 
en subconjuntos a partir de 10s que se puedan establecer relaciones de inclusión, 
independientemente del formato -frecuentista vs. probabilistico- en que esté 
enunciada la información. Como puede observarse, 10 que afirman es que 10s 
individuos podemos calcular probabilidades condicionadas sin necesidad de 
aplicar el teorema de Bayes, sin más que tener en cuenta el principio de sub- 
conjunt~ de la teoria de 10s modelos mentales de razonamiento probabilistico 
de Johnson-Laird et al. (1999). 
PROBLEMA DEL DIAGNOSTICO MBDICO 
Versión 1 (fácil) 
- 4 de cada 100 personas tienen la enfermedad. 
- 3 de cada 4 personas enfermas dieron positivo 
en el test. 
- 24 de cada 96 personas sanas tambiéu dierou 
positivo en el test. 
-Una persona seleccionada al azar ha dado positivo 
en el test. 
- ¿Cull es la probabilidad de que esa persona tenga 
la enfermedad? 
Versión 2 (difícil) 
- Una persona tiene un 4% de probabilidad 
de tener la enfermedad. 
- Hay un 75% de probabilidad de dar positivo 
en el test, si la persona esta enferma. 
- Hay un 25% de probabilidad de dar positivo, 
si la persona no está enfema. 
- El Sr. X ha dado positivo en el test. 
- ~ C u á l  es la probabilidad de que realmente 
esté enfermo? 
Frecuencias (o posibilidades) 
Enfermedad Test positivo 3 
Enfermedad 1 
Test positivo 24 
. . . 72 
Conclusiones 
En el estudio de las inferencias bayesianas el enfoque que ha predominado 
ha sido el de 10s heurísticos y sesgos de Tversky y Kahneman, aunque en 10s Úl- 
timos 15 años han ido apareciendo algunas críticas dirigidas tanto a aspectos em- 
piricos como metodológicos o normativos. Hay un cierto grado de acuerdo en 
que el enfoque de Tversky y Kahneman maneja términos explicatives ambiguos 
(como, <<representatividad>>, por ejemplo) y carece de un desarrollo tedrico que 
detalle las variables subyacentes al hecho de que las probabilidades previas se 
utilicen o no. La hipótesis frecuentista aborda este problema y mantiene que, 
cuando la información se presenta en formato frecuentista, las personas hacemos 
uso de las tasas básicas de frecuencias. Sin embargo, 10s recientes estudios ex- 
perimentales llevados a cabo tanto por Evans et al. (2000) como por Girotto et 
al. (2801) arrojan serias dudas sobre la viabilidad de esta hipótesis, pudiendo 
coneluirse que la sustitución de 10s juicios de probabilidad subjetiva por estima- 
ciones de frecuencias relativas no proporciona una panacea contra la insensibili- 
dad a las probabilidades previas. 
Los estudios de Shimojo e Ichikawa (1989) y Falk (1992) sobre el pro- 
blema de 10s tres prisioneros aportaron un pequeño número de creencias o heu- 
risticos que 10s individuos aplican de forma intuitiva, y que guardan cierto para- 
lelismo con 10s principios expuestos por Johnson-Laird et al. (1999) en su teoria 
de 10s modelos mentales de razonamiento probabilistico. 
De la revisión teórica y experimental realizada se puede afirmar que, ac- 
tualmente, la teoria de 10s modelos mentales sobre razonarniento probabilistico 
de personas no expertas de Johnson-Laird et al. (1999) es el marco tedrico más 
adecuado para explicar 10s procesos de inferencia probabilistica bayesiana, si 
bien, como 10s propios autores especifican, su teoria s610 es aplicable a lo que 
llarnan razonamiento extensional sobre probabilidades, donde el término exten- 
sional nos indica que se puede calcular la probabilidad de un suceso a partir de 
las diferentes maneras en que puede ocurrir, teniendo la caracteristica de ser al- 
gorítmico y, por tanto, deductivo. En este sentido, algunos procesos de razona- 
miento inductiva relativos a probabilidades subjetivas en 10s que no se propor- 
ciona informacidn explicita suficiente para que el individuo pueda formarse una 
representación mental del espacio muestral, quedan fuera de este marco explica- 
tivo. En estos casos, si se acepta la posibilidad de que a sucesos de caso Único se 
les puedan asignar probabilidades, el enfoque de heuristicos y sesgos de Tversky 
y Kahneman, aunque no haya alcanzado un nivel Óptimo de detalle en cuanto a 
10s grocesos mentales implicados, sigue siendo aceptado como la explicación 
mis plausible, puesto que, como se ha dicho m8s arriba, la contrastación empi- 
rica de la hipótesis frecuentista ha producido resultados contradictorios. 
Desde el lado práctico, se pueden extraer algunas recomendaciones peda- 
gógicas dirigidas a proporcionar un método que facilite la realización de inferen- 
cias bayesianas y que, en general, sirva de ayuda a las personas en situaciones de 
toma de decisiones. La forma de mejorar las estimaciones bayesianas no es ense- 
ñar el teorema de Bayes, sino enseñar a 10s individuos a mejorar la representación 
mental de situaciones simples y sus principios intuitivos. De acuerdo con Gige- 
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renzer et al. (1995), para mejorar el razonamiento de 10s no expertos hay que en- 
señar representaciones en lugar de reglas. Con esta misma intención pedagógica, 
Johnson-Laird et al. (1999) sugieren el siguiente método para el cálculo de pro- 
babilidades a posteriori sin necesidad de utilizar el teorema de Bayes: (1) Repre- 
sentar la situación inicial. (2) Hacer explicitas las relaciones condicionales rele- 
vantes sobre la base de las suposiciones y procesos que generan 10s datos. (3) 
Construir un diagrama de las posibilidades equiprobables (una partición similar a 
un conjunt0 de modelos mentales). (4) Usar el principio de subconjunto. 
Desde este mismo enfoque pedagógico, 10s autores de este articulo están 
estudiando la posibilidad de que se puedan modificar 10s modelos mentales cau- 
santes de la respuesta incorrecta que la mayoría de las personas suelen dar al pro- 
blema de Monty Hall. Los resultados preliminares de este estudio permiten afir- 
mar que con un adecuado procedimiento, donde se hacen explicitas las relaciones 
condicionales relevantes (p. ej. condiciones de eliminación), 10s individuos con- 
siguen formar modelos más completos capaces de modificar las intuiciones ini- 
ciales (Tubau y Alonso, 2002; Tubau, Alonso y Moliner, en preparación). 
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SOLUCIÓN AL PROBLEMA DEL DIAGS~STICO MÉDICO 
Llamemos D al suceso <<dar positivo en el test>>, y sea H el suceso <dener la enfer- 
medad>>. Entonces, por la información proporcionada en el texto del problema, sabemos 
que: p (H) = 111000 = 0.001, y p  (D I -.H) = 51100 = 0.05 (donde ~Hrepresenta l suceso 
contrario de H). Si p (H) = 0.001, entonces, la probabilidad del suceso contrario ser6 
p (7H) = 1- 0.001 = 0.999. Asurniendo que el test diagnostica la enfermedad a quien re- 
almente la tiene (esta información no se proporcionaba en la versión original del pro- 
blema), entonces, p (D I H) = 1. El objetivo es hallar la probabilidad de que una persona 
tenga la enfermedad, sabiendo que ha dado positivo en el test, luego se trata de calcular 
p (H I D). Por tanto, aplicando la fórmula de Bayes, se obtiene: 
s sea, el 2% aproximadamente. 
Otra forma de llegar al mismo resultado, razonando con frecuencias, seria la si- 
guiente: de cada 1000 personas, s610 1 tiene la enfermedad, luego 999 no la sufren. De 
estos 999, el 5%, O sea, aproximadamente 50 darán positivo en el test. Asumimos de 
nuevo que el test diagnostica correctarnente al que tiene la enfermedad. Por tanto, de 10s 
51 diagnosticados como enfermos, s610 uno 10 estar6 realmente, luego la probabilidad de 
que una persona diagnosticada como enfermo por el test 10 esté realmente, será 115 1, es 
decir, el 2%. 
Antes de la conversación de A con el carcelero, las posibilidades de supervivencia 
de cada uno de 10s tres hombres son iguales (ya que no hay información que nos induzca 
a pensar 10 contrario). Es decir: 
Si representamos por b al suceso <<el carcelero contesta que B ser6 ejecutado,,, y 
asurnimos que el carcelero no ha mentido y que no tiene preferencia por nombrar B o C 
si ambos tuviesen que ser ejecutados, entonces se cumplina: 
Es decir, p (h I A) es la probabilidad de h supuesto que el carcelero conozca que A 
va a ser puesto en libertad. Su valor es 112 puesto que si A va a ser liberado, el carcelero 
tiene dos opeiones: su respuesta podria ser <<B>> o <<CD. El valor de p (b I B) es cero por- 
que, si B va a ser liberads, es imposible el suceso b. Análogamente se deduce que 
p (b I C) = 1, ya que si C va a ser liberado, es seguro que se cumple b. 
Por tanto, aplieando el teorema de Bayes, la probabilidad de que A sea puesto en 
libertad, sabiendo la respuesta que ha dado el carcelero, será: 
1 1  
Es decir, la probabilidad de que A sea liberado no varía. Luego no es razonable la 
felicidad experimentada por A al oir la respuesta del earcelero. 
CONSTRUCCI~N DE UN CONJUNT0 DE MODELOS MBNTALES 
DEL PROBLEMA DE LOS TRES PRISIOIVEROS 
(ADAPTADO DE JOHNSQN-LAIRD ET AL., 1999) 
Inicialmente, el conjunt0 de modelos mentales sería asi: 




Después de conocer que el carcelero ha dado como respuesta c(B serh ejecutado>>, 
esta información debe modificar el anterior modelo, quedando de esta forma: 
Nombre que 
A C diee el earcelero Probabilidades 
Liberado B 1 I2 
Liberads B 1 
. . . o 
Veamos de dónde salen estas probabilidades. Si el liberado fuese A, entonees el 
carcelero podrá decir c<B ser% ejecutado>> o bien <<C ser6 ejecutado>>, por tants hay dos al- 
ternativa~, luego, la probabilidad de que el carcelero diga <B ser6 ejecutado>>, sabiendo 
que A va a ser liberado, ser6 112. En el otro caso, si fuese C el liberado, entonces el car- 
eelero s610 pselria decir NB será ejecutado>>, no tendría ninguna otra alternativa, luego la 
probabilidad de que e1 carcelero diga ccB será ejecutado>>, sabiendo que el liberado va a 
ser C, valdrá 1. El modelo implícito (representado por la linea de puntos) incluye el caso 
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en que el liberado fuese B sabiendo que el carcelero ha dicho <<B ser6 ejecutadon, que evi- 
dentemente es un suceso de probabilidad O. Finalmente, en virtud del principio de sub- 
conjunt~, la probabilidad de que A sea liberado, conociendo la información proporcio- 
nada por el carcelero (es decir, p (A I b), se obtendrá dividiendo la frecuencia del modelo 
de c ~ 4  y b>> entre la suma de las frecuencias de 10s modelos de <<b>>, es decir: P (A I b) = 
(112) l(112 + 1) = 113. 

