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Re´sume´ – Nous proposons dans cette e´tude un estimateur de la distance source-capteur et des signes des modes normaux dans
une conﬁguration de propagation acoustique par milieux petits fonds. Des outils de caracte´risation de cet estimateur en terme de
qualite´ d’estimation sont ensuite de´veloppe´s.
Abstract – A source-distance range and normal mode’s sign estimator is proposed with a shallow water acoustic propagation
context. Characterisation tools are developped to evaluate estimation quality.
1 Contexte de l’e´tude et mode`le
du signal
La localisation de sources passives en milieux petits
fonds a donne´ lieu a` de multiples e´tudes. Pour ces mi-
lieux, mode´lise´s par un guide d’ondes, le signal de pres-
sion se de´compose en modes normaux [1]. L’extraction
des modes est re´alise´e par un ﬁltrage modale. Les tech-
niques de ﬁltrage utilise´es de´pendent de la conﬁguration
de capture des signaux : inte´gration des traces pour une
antenne verticale, ﬁltrage dans le plan fre´quence-nombre
d’onde pour une antenne horizontale, ﬁltrage dans le plan
temps-fre´quence pour un seul capteur. La phase des modes
contient de multiples informations dont les signes des fonc-
tions modales (utiles pour l’e´valuation de la profondeur
de la source) et la distance source-capteur. Son expres-
sion the´orique pour le mode m et a` la fre´quence ν suit
l’expression :
φm(ν) = 2πνtdec + sign(um(zs))π + sign(um(zc))π
+krm(ν)R + φsource(ν)
(1)
ou` on a :
- φsource(ν) la phase du signal source,
- sign(um(zs)) et sign(um(zc)) les signes (de valeur e´gale
a` 0 ou 1) des fonctions modales lie´es respectivement a` la
profondeur de source zs et du capteur zc,
- R la distance source-capteur,
- krm(ν) la composante horizontale du nombre d’onde
pour le mode m,
- 2πνtdec un terme provenant de l’inﬂuence d’un de´calage
entre le temps d’enregistrement et le temps d’explosion de
la source.
Pour extraire les parame`tres que l’on veut estimer (dis-
tance R et diﬀe´rence de signe ∆s(zs) = sign[um2(zs)] −
sign[um1(zs)]), on soustrait deux phases de modes m1 et
m2 :
∆φo(ν) = φm1(ν)−φm2(ν) = ∆kr(ν)R+∆s(zs)π+∆s(zc)π
(2)
Nous conside´rons la conﬁguration contitue´e d’un capteur
pose´ sur le fond et de deux modes conse´cutifs. Ceci im-
plique ∆s(zc)π = π. Ce choix, souvent rencontre´ en pra-
tique, est re´alise´ dans un souci de simplicite´ mais ne consti-
tue pas une limitation de la me´thode. Dans le cas inverse,
on a ∆s(zc)π = 0 et il suﬃt dans le reste de l’e´tude de
soustraire la constante π qui provient de cette valeur. Par
ailleurs, les parame`tres du guide e´tant connus (vitesses,
densite´s, profondeur), la diﬀe´rence des nombres d’onde
∆kr(ν) est, elle aussi, connue. Dans la pratique, on acce`de
a` cette phase dans le domaine de Fourier et sa connais-
sance est modulo 2π.
2 Me´thodes existantes
Des me´thodes exploitant la phase des modes pour de´-
terminer la localisation ont e´te´ propose´es. Shang et al. [2]
de´termine directement la distance source-capteur via la
connaissance de la phase d’un signal monochromatique
par une exploitation de la la diﬀe´rence de phase entre
deux modes. L’aspect modulo 2π de cette diﬀe´rence fait
apparaˆıtre des ambigu¨ıte´s sur l’estimation. Cette me´thode
s’ave`re extreˆmement sensible a la connaissance de la phase
et du mode`le de guide qu’elle prend en compte. Sur les
donne´es re´elles que nous posse´dons (Mer du Nord), quelle
que soit la fre´quence choisie, elle ne permet pas d’acce´der
a` une estimation, meˆme de mauvaise qualite´, de la dis-
tance.
Une autre me´thode [3] utilise une source large bande et
une technique de formation de voies sur ces modes. Elle
ne´cessite un nombre important de modes et n’utilise pas
la soustraction des phases de modes pour e´viter les phases
parasites (phase de la source, de´calage...).
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3 Loi de probabilite´ du bruit
On part de l’hypothe`se d’un bruit blanc additif gaussien
suivant une loi normale centre´e N (0, σ2) inde´pendant sur
chacun des modes et chacune des re´alisations. On a :
s(t) = m(t) + b(t) (3)
ou` s(t) est le signal modale re´el, m(t) le mode m et b(t)
repre´sente le bruit additif. On extrait la phase des modes
dans le domaine de Fourier. Dans ce domaine S(ν) =
M(ν) + B(ν). La loi d’un bruit blanc posse`de les pro-
prie´te´s suivantes :
- Elle peut s’e´crire B(ν) = Br(ν)+Bi(ν) ou` Br et Bi sont
respectivement les partie re´el et imaginaire du bruit.
- Br et Bi sont inde´pendantes et suivent des lois normales
centre´es de variance σ2/2.
- On conse´quence |B(ν)| suit une loi de Rayleigh et la
phase φB(ν) suit une loi uniforme sur [−π; +π].
On cherche a` e´valuer l’inﬂuence du bruit sur la phase
des signaux. On peut e´crire :
S(ν) = |M(ν)|ejφm(ν) + |B(ν)|ejφB (ν)
= (|M(ν)| + |B(ν)|ejφc(ν))ejφm(ν)
= |L(ν)|ej(φβ(ν)+φm(ν))
(4)
Avec φc(ν) = (φb(ν) − φm(ν))2π ou` l’indice de´signe
modulo 2π. φc suit donc une loi uniforme sur [−π; +π].
On cherche la loi de φβ . Cette loi peut eˆtre exprime´e par




On remarque que cette dsp est directement lie´e au RSB
|M |2/σ2. Son allure est pre´sente´e sur la ﬁgure 1 pour dif-
fe´rentes valeurs de RSB.
En tenant compte du bruit, la diﬀe´rence de phase me-
sure´e (e´quation 2) devient :
∆φo(ν)
= (R∆kr(ν) + ∆s(zs)π + π + φβ1(ν)− φβ2(ν))2π
= (R∆kr(ν) + ∆s(zs)π + ∆φβ(ν) + π)2π
(6)
Les phases de bruit sont inde´pendantes par hypothe`se et
nous avons donc :
f∆φβ(x) = (fφβ ∗ f−φβ )(x) =
∫ π
−π
fφβ (u)f−φβ (x− u)du
(7)
On peut noter que cette densite´ de probabilite´ est centre´e.
4 Choix de l’estimateur
On souhaite estimer la distance R et la diﬀe´rence de
signe ∆s. Le bruit doit eˆtre pris en compte pour caracte´-
riser l’estimateur. Deux limitations apparaissent :
- la loi de probabilite´ du bruit additif ∆φβ(ν) (e´quation
7) ne peut pas s’exprimer de manie`re analytique ;
- la nature de la phase (modulo 2π) entraˆıne une ambigu¨ıte´
sur les valeurs du signal. Ce dernier point est particulie`re-
ment proble´matique dans le cas de signaux harmoniques
tels que ceux utiliser dans [2]. En eﬀet, si l’on se base
sur une unique fre´quence, la connaissance de R sera elle
meˆme ambigue¨. C’est pourquoi, on veut ici exploiter l’as-
pect large bande des signaux modaux.
Compte tenu des limitations expose´es ci-dessus, un esti-
mateur classique et facilement imple´mentable a e´te´ choisi :
l’estimateur des moindres carre´s. L’estimateur ”signe-distance”
a pour expression :







ou` i de´signe la fre´quence discre´tise´e. Si le signal est har-
monique l’estimateur se re´duit a` une seule fonction d’es-
timation (la somme ne contient qu’un seul e´le´ment), l’es-
timateur de distance passe par plusieurs minima du fait
de l’ambigu¨ıte´ de la phase. Pour e´viter ce proble`me, notre
me´thode exploite l’aspect large bande, l’ambigu¨ıte´ est re´-
duite car les minima ambigus changent avec la fre´quence.
Le trace´ de la fonction d’estimation sur des donne´es re´elles
est pre´sente´ ﬁgure 1.
5 Performance de l’estimateur
Nous cherchons maintenant a` e´valuer les performances
de l’estimateur. E´tant donne´ les limitations expose´es ci-
dessus, il n’est pas possible d’exprimer analytiquement la
variance de l’estimateur ou sa borne de Cramer-Rao. Dans
la pratique, on prendra pour l’estimation de R un nombre
ﬁni de valeurs {Rp}, {p = 1, ..., N − 1}.
Pour e´valuer la probabilite´ d’erreur Pe de l’estimateur,
on suppose que les valeurs re´elles sont {R0,∆s0}. On de´ﬁ-
nit Pe(Rˆ = Rn, ∆ˆs = ∆sm|R0,∆s0), {n,m} ∈ Df tel que
Df1 = {p = 0, 1, ..., N − 1; q = 0, 1} − {p = 0, q = 0}, la
probabilite´ que les valeurs estime´es soient {Rn,∆sm} alors
que les valeurs re´elles sont {R0,∆s0} en testant l’unique
hypothe`se (p = n; q = m). On connaˆıt par de´ﬁnition
les bornes de Pe de´crite par l’e´quation 9 avec Pe(Rˆ =
Rn, ∆ˆs = ∆sm|R0,∆s0) qui suit l’e´quation 10.
Pour le calcul de l’e´quation 10, on de´termine en premier
lieu a` partir de l’e´quation 7 la densite´ de probabilite´ de∑





Les re´alisations du bruit e´tant inde´pendantes avec la fre´-
quence, cette dsp est exprime´e par l’e´quation 11 et on
de´termine par suite Pe(Rˆ = Rn, ∆ˆs = ∆sm|R0,∆s0) de´-
crite par l’e´quation 12. Ce dernier calcul permet a` l’aide de
l’e´quation 9 d’e´tablir le domaine de la probabilite´ d’erreur.
6 Re´sultats
Nous avons re´alise´ les calculs pour la conﬁguration de
donne´es re´elles (Mer du Nord) que nous posse´dons. Nous
cherchons a de´terminer le domaine de la probabilite´ d’er-
reur Pe a` partir des e´quations 5 et 9.
La ﬁgure 2 (gauche) donne le calcul des bornes infe´rieur
et supe´rieur de la probabilite´ d’erreur dans le cas R0 =
5000m et RSB = 0dB en fonction du pas de recherche
∆R = Rn+1 −Rn entre les Rn. On constate que la borne
supe´rieur de cette mesure n’est pas satisfaisante pour les





















Pe(Rˆ = Rn, ∆ˆs = ∆sm|R0,∆s0) ≤ Pe ≤
∑
∀{n,m}∈Df
Pe(Rˆ = Rn, ∆ˆs = ∆sm|R0,∆s0) (9)
Pe(Rˆ = Rn, ∆ˆs = ∆sm|R0,∆s0) = Pr{
∑




















... ∗ f|((Rn−R0)∆kr(imax)+(∆sn−∆so)π+∆φβ(imax)2π |2−|(∆φβ(imax))2π |2
(11)
















































Fonction d’estimation pour Delta s=0
Fonction d’estimation pour Delta s=pi
Fig. 1 – fφβ(x) en fonction du RSB (gauche) et fonction
d’estimation signe-distance en fonction de la distance (pas
∆R = Rn+1−Rn = 15m) sur des donne´es re´elles (Mer du
Nord). Le minimum est atteint pour le couple de valeurs
{Rˆ = 5030m, ∆ˆs = 0}. Les valeurs re´elles sont {R0 =
5000m,∆s0 = 0} (droite).
correspondent aux pics d’ambigu¨ıte´ de la courbe d’estima-
tion : pour certaines valeurs d’erreur Rn − R0, on trouve
les valeurs de ∆krm(Rn −R0) proche de 2π ou ∆smπ.
La ﬁgure 2 (droite) repre´sente la variation des limites
basses et hautes de Pe en fonction du niveau de RSB pour
R0 = 5000m un pas de recherche ∆R = 50m (soit 1%
d’erreur). On observe logiquement une diminution de la
probabilite´ d’erreur avec l’augmentation du RSB.
La ﬁgure 3 repre´sente la variation des limites basses et
hautes de Pe dans la meˆme conﬁguration mais en fonc-
tion du nombre de fre´quences choisies pour ∆R = 50m
(gauche) et ∆R = 560m (droite), ce qui correspond au
pic d’ambigu¨ıte´. Dans les deux cas, on observe une dimi-
nution de la probabilite´ d’erreur avec la prise en compte
d’un plus grand nombre de fre´quences. C’est particulie`-
rement vrai pour ∆R = 560m, la prise en compte d’un
grand nombre de fre´quences ame´liore l’estimation en ge´-
ne´rale et particulie`rement pour les pics d’ambigu¨ıte´.
Pour connaˆıtre avec pre´cision la probabilite´ d’erreur, il
faut eˆtre capable de calculer les probabilite´ exacte que les
e´stime´s soient (Rn; ∆sm) en testant toutes les hypothe`ses,
c’est-a`-dire de connaˆıtre la valeur de :
Pr
(
{Rˆ, ∆ˆs} = {Rn,∆sm}|{Rˆ, ∆ˆs} =∀{i,j} {Ri,∆si}
)
(13)
avec i, j ∈ Df2 tel que Df2 = {i = 0, 1, ..., N − 1; j =
0, 1} − {i = n, j = m}. La Probabilite´ d’erreur est la
somme sur Df1 de l’e´quation 13. La sommation sur les
fre´quences entraˆıne un nombre de combinaison tre`s im-
portant pour de´terminer la valeur de l’e´quation 13. Ce
calcul n’est pas re´alisable.
Pour contourner ce proble`me, on eﬀectue une e´valuation
de la probabilite´ d’erreur en se basant sur des simulations.
Notre de´marche est la suivante :
- On part de simulations re´alisant parfaitement le signal
de pression voulu (suivant le mode`le parfait ou de Peke-
ris) pour une distance R = R0 et dans la conﬁguration des
donne´es Mer du Nord. On prend un grand nombre de si-
mulations pour que la mesure soit statistiquement valable.
- On y ajoute un Bruit Blanc Gaussien au niveau de RSB
de´sire´ inde´pendant pour chaque simulation.
- On eﬀectue les estimations (Rˆ, ∆ˆs) dans chaque cas.
- Pour valider le jeu de simulation, on teste la pertinence
des simulations. Pour cela, on ve´riﬁe que la dsp observe´ a`
partir de ces simulation de∑





soit proche de celle calcule´e a` partir de l’e´quation 11 pour
plusieurs valeur de Rn graˆce a` un crite`re de moindres car-
re´es entre ces dsp.
On obtient ainsi la re´partition des Rˆ, ∆ˆs et on acce`de a`
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une e´valuation des valeurs de probabilite´ d’erreur en fonc-
tion de l’importance de cette erreur (R0−Rˆ et ∆s0−∆ˆs).
La ﬁgure 4 illustre les dsp the´oriques et obtenues avec un
jeu de 100 000 simulations. La ﬁgure 5 repre´sente la re´-
partition des Rˆ pour un pas ∆R = 10m.




























Fig. 2 – Limite basse (continu) et haute (hache´) de Pe
re´pondant a` l’e´quation 5 dans la conﬁguration des donne´e
Mer du Nord pour R0 = 5000m. En fonction du pas de
recherche ∆R avec RSB = 0dB (gauche) et en fonction
du RSB avec ∆R = 50m (droite).



























Fig. 3 – Limite basse (continu) et haute (hache´) de Pe
re´pondant a` l’e´quation 5 dans la conﬁguration des donne´e
Mer du Nord pour R0 = 5000m en fonction du nombre
de fre´quence pour ∆R = 50m (gauche) et ∆R = 560m
(droite). RSB = 0dB
7 Conclusion
Nous avons propose´ un estimateur de la distance source-
capteur et de la diﬀe´rence de signe des modes dans le cas
d’une propagation acoustique par milieux petits fonds. La
connaissance des signes permet d’ame´liorer l’estimation de
la profondeur de source de´ja` re´alise´es dans pour le meˆme
type de conﬁguration [5, 6]. Nous avons de´veloppe´ des me´-
thodes de caracte´risation analytiques et a` l’aide de simula-
tions pour cet estimateur en terme de qualite´ d’estimation
(probabilite´ d’erreur) en fonction du RSB, de la largeur
de bande des signaux et du pas de calcul dans la recherche
de la distance.
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