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EARLY CAREER ARTICLE
Does regional science need an experimentalist buzz?
Timo Mitze*
Department of Border Region Studies, University of Southern Denmark, Sønderborg, Denmark
The purpose of this article is to stimulate the discussion about the constant inﬂux of
new and potentially useful methods for empirical investigations in regional science
and policy analysis. Particularly, the focus here lies on a brief presentation of
‘quasi’-experimentalist methods as a promising approach to derive causal statements
with respect to the effectiveness of regional policy instruments. Outlining potential
advantages and pitfalls of this approach by means of an illustrative empirical
example, this article ﬁnally sets up a research agenda for its future use by regional
scientists and economic geographers.
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Introduction
While regional science is at the forefront of developing new empirical methods such as
spatial econometrics, it is also experiencing a constant inﬂux of new ideas from outside
ﬁelds. Initially it is thereby not clear whether these ideas will affect research in a sub-
stantial way or – as Berliant (2010) puts it – end up as fads.
This article discusses the potential role of ‘experimentalist methods’ in regional sci-
ence and policy analysis, which can be best described by three words: causality, causal-
ity and causality. It begins by carving out the current state of the art of the
experimentalist approach in the ﬁeld of regional science. It then illustrates the main
advantages but also current limitations by means of an illustrative empirical example,
which allows some further light to be shed on the question whether regional science
and policy analysis needs an experimentalist buzz.
Experimentalist methods in regional science: state of the art
According to Bartels (1982), the social relevance of regional science research is primar-
ily determined by the quality of regional policy analysis. Basically, three different meth-
odological approaches can be distinguished: descriptive, structural and experimentalist
(Holmes, 2010).
Structural and experimentalist approaches can be delimited from the descriptive
approach since these methods explicitly seek to identify policy changes’ quantitative
impacts via a well-deﬁned causal identiﬁcation strategy. The structural approach starts
from a fully speciﬁed economic model to identify empirically the underlying model
parameters. The experimentalist approach focuses less on theoretical underpinnings;
rather it stresses the importance of ﬁnding experimental settings, where certain
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parameters are exogenous thereby permitting identifying a causal link between an
‘intervention’ (e.g. regional policy instrument) and an ‘outcome variable’ (e.g. regional
development in terms of output or employment evolution).
Inspired by natural sciences’ controlled laboratory experiments, economists began
adapting these tools for analysing economic interactions. Laboratory experiments require
the experimenter to retain full control over the experiment’s parameters, and that ‘study
objectives’ (individuals, ﬁrms or regions) are randomly assigned to the treatment under
study. Although such laboratory experiments are increasingly gaining importance in eco-
nomics, such test arrangements suffer the important shortcoming that social and eco-
nomic interactions cannot always be replicated in laboratory situations (cf. Frank, 2012).
Thus, economists (mainly labour and health economists) have developed what they
call ‘quasi’-experimentalist tools that try to bridge the gap between the controlled labo-
ratory experiments’ methodological clarity and the empirical fact that most economic
circumstances require researchers to cope with the available real-world observational
data.
Quasi-experimentalist tools aim at constructing an empirical strategy that answers
the counterfactual question:
What would have happened to the study objective if everything else would be equal except
the fact that in one case the study object would have got the treatment and in the other case
not?
In a laboratory experiment, this question is easily answered by simply conducting the
experiment repeatedly for many times whilst altering the intervention status on the study
object and keeping the other parameters ﬁxed. However, with observational data, the
counterfactual question cannot be answered simply because it cannot be observed.
The quasi-experimentalist approach addresses this problem by arranging empirical
observations so that the counterfactual question can be proxied in a meaningful way. An
effective proxy allows identifying the causal impact of an intervention (say policy
instrument) on the outcome variable. Approaching this issue is not easy, primarily
because an appropriate ‘control group’ must be constructed that can be compared with
the ‘treatment group’ being subject to the intervention under ceteris paribus conditions.
Treatment group, control group and statistical estimation
Using control groups for evaluating regional policies was introduced by Isserman &
Merriﬁeld (1982), recently described by Feser (2013) as seminal in pioneering the use
of control groups for evaluation approaches in regional science and policy analysis. For
regional policy comparisons the authors proposed selecting ‘control’ regions on the
basis of their similarity to ‘treated’ regions prior to the intervention. The underlying
logic here rests on the idea that before the policy was implemented, these regions were
similar so that any post-intervention differences may be attributed to the intervention
itself.
Policy evaluations testing for differences in the outcome variable among treated and
similar control regions thus seek at comparing ‘apples with apples’ rather than ‘apples
with oranges’. Statistical inference in such settings is typically arranged as a ‘compari-
son of means’: for both groups the average value of the outcome variable is calculated.
If the average value of the treated group is larger than the respective value of the
control group, this hints that the intervention has had a positive effect on the outcome
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variable. Of course, in order to interpret this mean difference in statistical terms, the
variability around the mean for both groups has to be assessed as well.
Thus, besides designing a proper control group, another important issue in quasi-
experimental comparison is choosing the right estimator. Here, modern microeconomet-
ric analysis offers a wide toolkit ranging from regression-based techniques to matching
approaches (Angrist & Pischke, 2010). The main difference between these multivariate
tools and a simple t-test for mean differences is that microeconometric approaches can
account for other regional characteristics that may affect the outcome variable besides
the policy instrument, hence making causal identiﬁcation more precise.
Focusing on matching estimation as a ‘weighted’ t-test for mean differences among
treated and control regions, the matching approach can be either applied exactly to the
set of regional characteristics at hand in order to weight sample observations or rely on
a condensed information criterion – the so-called ‘propensity score’ (for technical
details, see, for instance, Caliendo & Kopeinig, 2008). The idea of propensity score
matching (PSM) can be best understood as ﬁnding a set of ‘statistical twins’, which are
then compared with respect to their outcome differences.
Each region’s propensity score value – as a function of regional characteristics – is
therefore used to ﬁnd pairs of treated and control regions that are equal with respect to
the latter, only differing in terms of intervention status, allowing the effect of interven-
tion on a regional outcome variable to be evaluated. Where no such statistical twins can
be found, the approach may yield imperfect matching results. In regional evaluation set-
tings this is very challenging since – compared with micro-data with many individual
observations – regional data are typically limited in sample size.
Empirical application to real and artiﬁcial regional policy instruments
An empirical example is used to highlight both the logic of a PSM approach and to
spell out potential pitfalls associated with the use of spatially grouped regional data.
Since a detailed description of the full matching approach would go beyond the scope
of this article, the focus rests on highlighting the importance of deﬁning an appropriate
control group in the context of regional policy analysis. As mentioned above, the match-
ing approach was originally designed to work in micro-econometric settings with many
individual observations randomly assigned to interventions. The paper will check how
far the approach can be adapted to analysing regional policies characterized by small
sample size, non-random intervention assignment and speciﬁc spatial policy patterns.
The exercise is conducted based on a sample of 413 German NUTS-3 (Nomenclature
des Unités Territoriales Statistiques) districts (Kreise). Firstly, a range of policy variables
are selected typically focused on regional policy evaluations. These policy interventions
include Germany’s largest regional policy scheme, the Gemeinschaftsaufgabe ‘Verbesse-
rung der regionalen Wirtschaftsstruktur’ (GRW). It supports regional investment activity
and infrastructure endowments in lagging regions (also covered by European Union
Structural Funds). GRW funds are only allocated to speciﬁc German regions according
to their regional development status and are strongly focused on East Germany. This
produces a speciﬁc spatial pattern of policy support (Figure 1, upper left).
Other policy instruments covered in the empirical exercise are regional expenditure
on active labour market policies as well as private-sector small business and innovation
support grants within the European Recovery Programme (ERP), as shown in Figure 1.
For evaluation purposes, both binary intervention indicators (if the regional variation in
the data allows; Table 1) as well as continuous intervention variables that capture
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regional differences in funding intensities are generated. Depending on the type of the
intervention variable, either binary or generalized PSM will then be applied.
Secondly, as many regional covariates as possible are collected to estimate the pro-
pensity score in a ﬁrst-step regression setup with the treatment variable as regressand
and regional characteristics as regressors; this is to ﬁnd an adequate control group.
Covariates used in the regression exercise include (pre-funding) levels of labour
productivity, employment growth, the employment-to-population ratio, human capital
endowment, students-to-population ratio, net migration balance, average ﬁrm size, popu-
lation density, the settlement structure and further regional dummies. A brief variable
description including source information is given in Table 1.
Thirdly, matching estimation is applied to estimate mean differences between the
two groups and to evaluate ex-post whether the PSM approach successfully balances
differences in the covariates among the set of treated and control regions – that is,
whether it is feasible to compare ‘apples with apples’ or not. Throughout the matching
exercise, labour productivity growth is used as a general indicator for regional prosper-
ity and thus as a key goal of the above policies. A cross-sectional setup is used where
outcome differences for the average sample period 2005–08 are assumed to be caused
by a policy treatment in the period 1995–2004.
Alongside this ‘real’ treatment analysis, the process is repeated with ‘artiﬁcially’
generated policy instruments that randomly allocate funding to some of the 413 German
districts. Random selection into treatment is an important condition for matching estima-
tion to work properly. Hence, by comparing the balancing properties for the ‘real’ and
Figure 1. Spatial distribution of real and ‘artiﬁcial’ regional policy instruments: (a) GRW regio-
nal policy, (b) ERP small business, (c) artiﬁcial binary, (d) active labour market policy, (e) ERP
innovation and (f) artiﬁcial continuous. Policy variables are deﬁned as annual average regional
funding volumes for 1995–2004 (for details, see Table 1). Colours are chosen according to the
quintiles of the variables’ distribution ranging from light to dark (high funding intensities).
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‘artiﬁcial’ treatment cases, this allows the question to answered whether a distinct spatial
structure in regional policy evaluation settings has any impact on the quality of the
matching approach – in particular for the small sample setting of this exercise.
Figure 1 illustrates the spatial structure of the intervention variables for the ‘real’
policy instruments as well as for the two ‘artiﬁcial’ intervention variables (one binary
and one continuous for varying funding intensities). As the maps for the 413 German
Kreise show, compared with the artiﬁcially allocated interventions, the ‘real’ policies
have distinct spatial patterns that may complicate selecting an appropriate control group
given that similar regions typically tend to cluster in macro-regions (e.g. the distinct
German West–East pattern with respect to socio-economic characteristics).
In order to judge whether different spatial data settings inﬂuence the quality of the
matching approach in terms of control group construction, a statistical criterion is
Table 1. Variable descriptions for policy interventions and control variables.
Variable Deﬁnition
GRW regional policy Continuous variable: Gemeinschaftsaufgabe ‘Verbesserung der
regionalen Wirtschaftsstruktur’ (GRW) volume per unit of labour force
(in €1000); binary indicator: if the region has received GRW subsidies
in the sample period = 1; otherwise = 0
Active labour market
policy
Continuous variable: sum of total expenditures for (1)
Arbeitsbeschaffungsmaßnahmen (ABM), (2)
Strukturanpassungsmaßnahmen (SAM), (3) beruﬂiche Fort- und
Weiterbildung (FbW) per employee (in €1000); no binary indicator is
constructed since all regions received subsidies in the sample period
ERP innovation Continuous variable: funding volumes for European Recovery
Programme (ERP) innovation support per employees (in €1000); binary
indicator: if the region has received ERP innovation subsidies in the
sample period = 1; otherwise = 0
ERP small business Continuous variable: funding volumes for ERP small business support
per employees (in €1000); no binary indicators are constructed since all
regions received subsidies in the sample period
Labour productivity Gross domestic product (GDP) volume per total employment (in €1000)
Employment growth Annual growth rate in employment levels (%)
Employment-to-
population ratio
Share of employed persons per working-age population (%)
Share of agricultural
sector
Employment in agriculture relative to total employment (%)
Share of manufacturing
sector
Employment in the manufacturing sector relative to total employment
(%)




Number of university students per population (%)
Net migration balance Binary dummy: if the region has a positive net migration balance
(internal and external) in the sample period = 1; otherwise = 0
Average ﬁrm size Total regional employment per number of ﬁrms (in 1000s)
Population density Population per km2
Settlement structure Indicator classiﬁed according to an ordinal scale with 1 = highly
agglomerated to 9 = highly peripheral
Urban municipality
indicator
Binary indicator whether the region belongs to a greater administrative
district; otherwise = 0
Sources: Federal Institute for Research on Building, Urban Affairs and Spatial Development (Bundesamt für
Bauwesen und Raumordnung (BBSR), 2009), Federal Employment Agency (2009), and VGR der Länder
(VGRdL) (2009).
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needed: Caliendo & Kopeinig (2008) list different methods to evaluate covariate balanc-
ing. All these approaches check whether systematic differences between treatment and
control groups remain to be present even after conditioning on the propensity score.
Only if balancing of the mean values for the covariates among the treated and control
group works can then ‘apples with apples’ be compared.
The obtained results are quite striking: while balancing of covariates – and thus the
construction of an appropriate control group approach – works for the artiﬁcial treatment
cases, the empirical results for ‘real’ policy instruments are more disappointing. In most
cases the balancing of covariates is rejected, indicating that statistical twins cannot be
found. Treated and control regions are simply too different with respect to their underly-
ing set of socio-economic characteristics to match them meaningfully based on the set
of available regional economic variables. The empirical results for different policy
variables are summarized in Table 2.
The difference between the performance for ‘real’ and ‘artiﬁcial’ policy variables
can also be seen if the estimated propensity score values for treated and control regions
are compared graphically. As Figure 2 shows, the distribution of regions along the range
of values for the propensity score in the binary matching approach is very symmetri-
cally in the case of two draws for the ‘artiﬁcial’ policy variable (upper part of Figure 2).
This hints at an overall good matching quality with similar comparison regions when
controlling for the set of available covariates. In contrast, for the case of the ‘real’ pol-
icy instruments the two groups differ signiﬁcantly with respect to their covariates and
the construction of a robust counterfactual situation fails.
Finally, it should be clariﬁed that this observed empirical result per se is not due to
the limited number of regional units available for estimation (as sometimes argued
against the use of matching estimation in small sample settings), but to the explicit spa-
tial structure of the policy instruments in focus. Since for the ‘artiﬁcial’ intervention
variables balancing of covariates works, the propensity score approach would be able to
ﬁnd statistical twins even among a limited set of 413 German districts to isolate the
effect of the policy intervention on the set of regions. There is no general small sample
bias but rather a spatial bias in the matching estimation.
Table 2. Balancing of covariates in the different matching estimations for labour productivity
growth among German regions.
Treatment Binary matching Continuous matching
‘Artiﬁcial’ policy Balancing property not
rejected












Decisive evidence against balancing property
ðBF\0:01Þ
ERP innovation Balancing property
rejected
Strong evidence against balancing property
ð0:01\BF\0:10Þ
ERP small business No binary matching
applied
Strong evidence against balancing property
ð0:01\BF\0:10Þ
Note: For the binary case, results are based on a likelihood ratio (LR) test for the reduction in pseudo-R2 using
a 5% conﬁdence level. For the continuous cases, the Bayes factor (BF) criterion is applied (for further details,
see Bia & Mattei, 2008). Further details of the matching estimations can be obtained from the author upon
request.
56 T. Mitze
Towards a research agenda for a more nuanced use of quasi-experimental methods
in regional science
Given these ﬁndings, it might be asked how does one improve the quasi-experimental
control group approach for use in regional science and policy analysis? Obviously, the
approach is very convincing because of its didactical power and methodological clarity.
One – freethinking – solution could be to advocate a strict random allocation of treat-
ment to beneﬁciary regions for the sake of good policy evaluation. But obviously such
a proposal is neither feasible nor conforms to the goal of most regional policies.
There are also other more realistic suggestions calling for future research efforts in
the ﬁeld. The ﬁrst would be a technical issue, namely to tailor quasi-experimental tools
as close as possible to evaluation settings’ needs in regional science. Given the high
degree of regional heterogeneity, one aim should be to guarantee a strong overlap
between treated and control regions with respect to their propensity scores, what the
matching literature calls the ‘common support restriction’.
Applying this restriction to the binary matching approach for the GRW regional pol-
icy indeed enhances the quality of the matching approach in terms of balancing the set
covariates among treated and control regions. However, the downside of this restriction
is that 107 out of the 197 treated regions are thereby excluded from the analysis which
Figure 2. Propensity score values for treated and untreated regions: (a) ‘artiﬁcial’ treatment 1,
(b) ‘artiﬁcial’ treatment 2, (c) GRW regional policy and (d) ERP innovation. To be more robust in
terms of statistical inference for the ‘artiﬁcial’ treatment, the estimation routine is repeated 250
times with a newly generated random policy variables and the test result is averaged over the dif-
ferent regressions. Graphs (a) and (b) show two out of these 250 different random draws for the
‘artiﬁcial’ policy variable.
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limits the representativeness of the obtained results (see the left-hand-side of Figure 3).
The common support restriction is less strict for the case of ERP innovation support
(see the right-hand-side of Figure 3).
An alternative suggestion would be to augment the matching approach by the
strength(s) of regional research, namely explicitly to incorporate the spatial dimension
in the analysis. Chagas, Toneto, & Azzoni (2012) have done a ﬁrst step towards this
direction by using spatial regression techniques in the course of propensity score estima-
tion. This may help to produce better matches of treated and control groups given the
spatial pattern of many regional policy instruments.
Another promising step ahead would be to use micro-data to a greater extent in
regional policy analysis. Alm & Bade (2010) use ﬁrm-level information for the analysis
of GRW effectiveness. The estimation of aggregate regional (net) effects can then be
conducted in a complementary manner. Finally, solutions must also be found for the
problem of simultaneous treatments at the regional level (e.g. the simultaneous funding
from regional, national and supranational institutions).
In summary, quasi-experimental control group approaches are a powerful tool that
can increase the quality of regional policy analyses with respect to the identiﬁcation of
causal impacts from the policy. However, future research efforts are required before
regional researchers will be able to exploit fully the merits of these methodological
advances.
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