This work obtains novel finite sample guarantees for Principal Component Analysis (PCA). These hold even when the corrupting noise is non-isotropic, and a part (or all of it) is data-dependent. Because of the latter, in general, the noise and the true data are correlated. The results in this work are a significant improvement over those given in our earlier work where this "correlated-PCA" problem was first studied. In the regime analyzed in this work, our results imply that the sample complexity required to achieve subspace recovery error that is a constant fraction of the noise level is near-optimal. We demonstrate the validity of our analysis through numerical experiments.
I. INTRODUCTION
Principal Components Analysis (PCA) is among the most frequently used tools for dimension reduction for a wide variety of data analysis applications. Some examples include exploratory data analysis, data classification, image or video retrieval, face recognition, and recommendation system design. Given a matrix of observed data, the goal of PCA is to compute a small number of orthogonal directions that contain most of the variability of the data. These principal components are easily computed via singular value decomposition (SVD) on the observed data matrix.
PCA is a classical and very well-studied problem. There has been a large amount of work on analyzing PCA, however most existing results for PCA are asymptotic, e.g., see [1] , and references therein. While asymptotic analysis is useful because it provides limits on what can be done, it is less practically relevant. A very nice work by Nadler [2] provides finite sample guarantees for one-dimensional PCA that hold under the spiked covariance model [3] . Spiked covariance model means that true data ("signal") and noise are independent, or at least uncorrelated, and the noise is isotropic (noise power in all directions is equal). A simple example of isotropic noise is noise that is zero mean with a covariance matrix that is a scalar multiple of identity. There is also much new work on analyzing streaming solutions for PCA in the non-asymptotic setting, e.g. [4] , [5] , however that is a different problem (places memory constraints on the algorithm) and we will not discuss it here. All of the above works either assume the spiked covariance model [3] , [1] , [2] , [4] or only analyze one-dimensional PCA [5] , [1] , [2] or both [1] , [2] .
Our work obtains novel finite sample (non-asymptotic) guarantees for r-dimensional PCA (with r ≥ 1) that hold even when the corrupting noise is non-isotropic, and, a part, or all, of it is data-dependent. Because of the latter, in general, the data and noise are no longer independent (or even uncorrelated). A special case of this problem was first studied in [6] where we called it "correlated-PCA". As we will explain, the current work significantly improves upon the results of [6] .
Notation. We use A to denote transpose of a matrix A. We use · p to denote the l p norm of a vector or the induced l p norm of a matrix. Most of this paper only uses l 2 norm. At a few places, even if the subscript is missing, it refers to the l 2 norm. For a set of indices T , I T refers to an n × |T | matrix of columns of the identity matrix indexed by entries in T . For a matrix A, A T := AI T . A tall matrix, P , with orthonormal columns is referred to as a basis matrix. We use span(P ) to denote the span of the columns of the basis matrix P and we use P ⊥ to denote a basis matrix whose span is the orthogonal complement of span(P ). Thus P P +P ⊥ P ⊥ = I. For two basis matricesP , P , we define the subspace recovery error (SE) as
This measures the sine of the principal angle between column spans ofP and P .
We re-use the letters C, c at various places to denote different numerical constants. Also, 1 α t f (t) is often used instead of 1 α α t=1 f (t). Problem Setting. We study PCA in the following setting which assumes that the data-dependent component of the noise at each time t depends linearly on the true data (signal) vector at time t. For t = 1, 2, . . . , α, we are given n-length observed data vectors, y t , that satisfy
P is an n × r basis matrix with r n; t is the true data ("signal") vector that lies in an r dimensional subspace of R n , span(P ); a t is its projection into this subspace; w t is the data-dependent noise component; and v t is the uncorrelated noise component, i.e., it satisfies E[ t v t ] = 0. The data-dependency matrices M t are unknown and such that the signal-noise correlation E[ t w t ] = 0. Thus, we also often refer to w t as "correlated" noise. The goal is to estimate span(P ). Since the matrices M t are time-varying, observe that, the w t 's taken together, in general, do not lie in a lower dimensional subspace of R n .
Data-dependent noise occurs in a large number of applications due to signal reflections or signal leakage, e.g., in electro-encephalography (EEG) and magnetoencephalography (MEG). Two other examples where it occurs include PCA with missing data and the subspace update step of the Recursive Projected Compressive Sensing (ReProCS) solution to dynamic robust PCA [7] , [8] . In these last two examples, the noise also satisfies our required assumption on signal-noise correlation. In this work we illustrate the brief ideas regarding these applications and provide a more comprehensive analysis in the longer version [9] . Non-isotropic noise is even more common. In signal processing literature, it is often referred to as "colored" noise.
The SVD solution. This computesP as the top r left singular vectors of the observed data matrix [y 1 , y 2 , . . . , y α ]. EquivalentlyP is the matrix of top r eigenvectors of the n × n matrix D := 1 α α t=1 y t y t . Hence this solution is often also referred to as EVD (eigenvalue decomposition).
Related Work. To our best knowledge, existing guarantees for PCA other than [2] , [6] are asymptotic. Also, see the discussion in [4, Section 1]. We discuss these and another tangentially related work, [10] in Sec. III.
Contributions. This work, which builds on work in [6] , is the first to study PCA in a non-isotropic and data-dependent noise setting. Our main result (Theorem 2.10) shows that it is possible to recover the signal subspace, span(P ), with error at most ε as long as (a) a simple assumption on signalnoise correlation holds, (b) the ratio between the maximum signal-noise correlation and the minimum signal subspace eigenvalue is upper bounded; (c) the ratio between the noise power outside the signal subspace and the minimum signal subspace eigenvalue is upper bounded; and (d) the sample complexity, α, is lower bounded. All the required bounds depend on ε. In most applications, boundedness is a more practical assumption than Gaussianity since data acquisition devices usually have bounded power. Thus, in this work we only present our analysis for the bounded data and noise assumptions. A more detailed analysis, including results for sub-Gaussian data and noise model, and the complete proofs can be found in [9] .
As compared to the result of [6] , our results holds under a much weaker signal-noise correlation assumption and needs a sample complexity lower bound that is much better than the one given in [6] . In fact, for the only data-dependent noise case studied in [6] , our sample complexity bound is near-optimal. Secondly, we generalize the observed data model to also include an uncorrelated, but possibly nonisotropic, noise term. This is a more practically valid noise model since the noise/corruption is usually not fully datadependent. Moreover, this allow us to obtain the existing isotropic noise results as special cases. In the long version [9] , we also provide a simple provably correct method for automatic subspace dimension estimation that does not use knowledge of any model parameter.
Two useful corollaries of our result include guarantees for PCA in sparse data-dependent noise and for PCA with missing data. An important application of the former is in proving correctness of the subspace update step of a popular online algorithm for dynamic robust PCA [7] , [11] . Both these applications are discussed in detail in the long version [9] .
Paper Organization. We state and discuss the main results in Sec. II. Related work is discussed in Sec. III. Numerical experiments backing our theoretical claims are shown in Sec. IV. We conclude in Sec. V.
II. MAIN RESULTS
In Sec. II-A, we state our basic assumptions and define a few quantities. In Sec. II-B and II-C, we state and discuss corollaries for the two special cases -data and only uncorrelated noise and data and only data-dependent noise. We give the most general version of our result (Theorem 2.10) in Sec. II-D. This and its corollaries assume that the subspace dimension, r, is known. We show how to provably correct estimate r in the long version, [9] .
A. Basic assumptions
In this entire paper, we assume the following. Asssumption 2.1: The t 's satisfy t = P a t with a t 's being zero mean and mutually independent random variables (r.v.), with diagonal covariance matrix,
The v t 's are zero mean and mutually independent r.v.'s, with covariance matrix
for all t, i.e., they are uncorrelated.
(Notice that the model on t automatically imposes a model on the data-dependent noise component w t := M t t .)
We define a few quantities to state our results compactly. Definition 2.2: Let 1) λ − := λ min (Λ), λ + := λ max (Λ) and
2) Define the following functions of Σ v :
It is easy to see that λ v,P ,
The following factor will used at various places in our results:
We assume that λ + v and λ + are at most constant (O(1)) with n.
Remark 2.3: For notational simplicity, we have let Λ and Σ v be constant with t. However, all our proofs will go through with minor changes if these are time-varying. We explain the changes needed in Remark 2.11. Asssumption 2.4: Assumption 2.1 holds and the a t 's are element-wise bounded r.v.'s, i.e., there exists a numerical constant, η, such that,
For example, if a t 's are uniformly distributed, then η = 3. Throughout this paper, η will be treated as a numerical constant.
The v t 's are bounded r.v.'s, i.e., there exists an integer
Here r v can be interpreted as the "effective noise dimension or the stable rank" of v t .
B. Result for only uncorrelated noise case
Before stating the most general result, we state its corollaries for only uncorrelated and only correlated noise. Also, for simplicity, the results in this and the next subsection assume that the subspace dimension r is known.
Corollary 2.5 (uncorrelated non-isotropic noise): Given data vectors y
If Assumption 2.4 holds, α 3 > max(r v , r) log n, and
.
Proof: This is a corollary of Theorem 2.10 given later and proved in the Appendix. We give the main proof idea here. It relies on the Davis-Kahan sin θ theorem [12] which states the following.
Lemma 2.6 (Davis-Kahan sin θ theorem): Let D 0 be a Hermitian matrix whose span of top r eigenvectors equals span(P ). Let D be the Hermitian matrix with top r eigen-vectorsP . Then,
as long as the denominator is positive. The second inequality follows from the first using Weyl's inequality. We apply the above result with
to simplify the bound. We then use appropriate concentration inequalities to upper bound [13] is used for the former and Vershynin's sub-Gaussian result [14, Theorem 5.39 ] is used for the latter. Since the latter involves r × r matrices, this gives a better bound -d denom (α) defined above -than matrix Bernstein would give for this term.
A further corollary of the above result essentially recovers the subspace error bound given in [2] for the case of isotropic independent noise (spiked covariance model). This follows because, when 
From Corollary 2.7, it is clear that, in case of isotropic noise, to achieve subspace error below we only need a lower bound on sample complexity α. However, in the general case (Corollary 2.5), we need this sample complexity bound and an extra assumption such as the following:
To understand why more assumptions are needed in the general case, observe that
is equal to span(P ). Thus, as long as α is large enough (sample complexity bound holds), by the sin θ theorem stated above, the same will be approximately true for span(P ) which is the span of top r eigenvectors of D. However, when the noise is not isotropic, this is no longer the case. Without extra assumptions, the span of top eigenvectors of E[D] can be very different from span(P ). We give a simple example below.
Thus their span will be orthogonal to P r . As a result the SE between this span and span(P ) will be one. Hence when α is large enough so that D − E[D] 2 is small with high probability (whp), then SE(P , P ) will also be close to one. To be precise, the following can be shown.
Suppose that D − E[D] ≤ λ − for any < 0.01 and that λ r−1 (Λ) ≥ 1.1λ − . Then SE(P , P ) ≥ 1 − 11.1 .
To see why this holds, let P ED := [P 1 , P 2 , . . . , P r−1 , (P ⊥ ) 1 ] denote the top r eigenvectors of
Using this, triangle inequality, P ED P r = 0 and SE(P ED ,P ) = SE(P , P ED ) (this holds since bothP and P ED have the same dimension),
For the above example, λ − v,P = 0 while λ + v,rest = 1.2λ − and hence (3) does not hold. Because of this, the expected value of the average energy of y t 's in a direction outside span(P ) is larger than that in a direction that is in span(P ) and this is what causes SE(P , P ) to be large. Assuming (3) helps ensure that the above does not happen. It also ensures that the maximal correlation between a component of the projection of y t 's in span(P ) and that in span(P ⊥ ) is small (bound on λ v,P ,P ⊥ ).
Sample complexity. Consider the required lower bound on α to achieve error . Our result needs
Since the subspace dimension is r, the minimum number of samples required in any setting is r (this number suffices only when there is no noise outside span(P ) and all observations are linearly independent). Thus, if r v is small, e.g., if r v ∈ O(r), the sample complexity α required to achieve error that is a constant fraction of g is only (log n) times more, i.e., it is nearly optimal. On the other hand when r v = O(n), we need a more refined analysis to show that O(n) samples suffice to achieve the desired accuracy, see [9] . If Assumption 2.4 holds, α 3 > (r log n), and if, for scalars
C. Result for only data-dependent noise case
and M 2,t being such that M 2,t 2 ≤ 1 but
then, w.p. at least 1 − 10n −10 ,
Proof: [Proof Outline] This is a corollary of Theorem 2.10. The proof idea is similar to that of Corollary 2.5. In this case we apply the sin θ theorem with D 0 = P ( 1 α t a t a t )P . Also, we need to carefully bound
Data-dependent noise. Observe a few things about datadependent noise. First, it is clearly non-isotropic and hence a condition that ensures that the noise is small compared to λ − is needed. Second, because of the assumed linear dependency on t , and because (4) holds, the noise power depends linearly on maximum signal power, λ + : we have E[w t w t ] 2 ≤ q 2 λ + . Here q 2 can be interpreted as a bound on the noise-to-signal ratio. Third, the signal-noise correlation is nonzero. In fact, its bound also linearly depends on λ + : we have E[ t w t ] 2 ≤ qλ + . Since q < 1, the latter is, in fact, larger than the noise power bound. From the proof outline, for large enough α, the subspace error bound essentially depends on the ratio E[D−D 0 ] 2 /λ − . Since the signal-noise correlation is nonzero, this ratio is now bounded
instead of just the second term in the only uncorrelated noise case. Thus, without an assumption such as (5) on the signal-noise correlation, one would require (2q + q 2 )λ + to be smaller than 0.45 λ − to achieve subspace error below . This is a hard requirement since it implies that can never be made smaller than the noise level, q.
Assuming (5) resolves the above issue. Observe that the subspace error depends on the time-averaged signal-noise correlation and time-averaged noise power, and not on their instantaneous values. The assumption (5) ensures that the bounds on the time-averaged values of both these are at least √ b times smaller than the bounds on their instantaneous values: by a careful application of Cauchy-Schwartz inequality, it is not hard to see that
Thus, because (5) holds, to achieve error , other than a sample complexity lower bound, our result just needs √ b(2q+q 2 )λ + < 0.45 λ − . With this, it is possible to achieve subspace recovery error that is smaller than q by assuming that b is small enough. Of course a lower bound on α that ensures d(α) < 0.1 and cf r+log n α < 0.01 will also be needed (discussed below).
Examples where (4) and (5) holds. One class of example situations where (5) would hold is when the data-dependent noise w t is sparse (PCA in sparse data-dependent noise). Let T t denote its support set. Then, in this case, w t = I Tt M s,t t where M s,t is a |T t | × n data-dependency matrix. If we pick M 2,t = I Tt , then t M 2,t M 2,t will be a diagonal matrix with (i, i)-th entry being equal to the number of time instants t for which the index i is part of the support T t . Hence b will equal the maximum fraction of non-zeros in any row of the matrix [w 1 , w 2 , . . . , w α ]. Thus, in this case, (5) holds as long as this fraction is smaller than one. It holds with a small enough b if this fraction is small enough. Moreover, (4) will hold as long as M 1,t P 2 = M s,t P 2 is small. Two examples where this happens are given next.
A special case of the above problem is PCA in missing data. Let T t denote the set of missing entries at time t. By setting the missing entries to zero, we can write out the observed data vector as y t = t − I Tt I Tt t . Thus, in this case, M s,t = −I Tt and so, q is a bound on I Tt P 2 . Thus, for PCA-missing, q will be small if columns of P are dense vectors and the number of missing entries at each time, |T t |, is small.
Another special case occurs in the subspace update step of ReProCS for dynamic robust PCA [8] . in this case, M s,t = B(I −PP ) where B is a matrix satisfying B ≤ 1.2 and P is a previous estimate of span(P ) satisfying SE(P , P ) < q/1.2 1. Another related class of problems where the above assumptions would hold is if w t is sparse in a basis or dictionary Q. Then, w t = QI Tt M s,t t . In this we can use M 2,t = QI Tt / Q 2 and M 1,t 
Sample complexity. To achieve error below , in the bounded case, the sample complexity needed is α ≥ C max( q 2 f 2 2 (r log n), f 2 (r + log n)). Thus, if is a constant fraction of q, the sample complexity needed is just α ≥ Cf 2 (r log n). This is nearly optimal. For constant f , this is only O(log n) times the minimum number of samples required to even define an r-dimensional subspace.
Comparing Corollaries 2.5 and 2.9. In both results, the bound on SE depends on the condition number f = λ + /λ − , however, the dependence is much weaker in the uncorrelated noise case. In this case, f only appears in terms that contain the sample complexity α. Thus, any f can be dealt with by picking a proportionally larger α. However in the datadependent noise case, f also appears in a term other than d(α) or d denom (α). To get SE below , in this case, one needs √ b(2q + q 2 )f < 0.45 . This is a much stronger requirement since it cannot be ensured just by using more samples α. This is needed because the data-dependent noise power depends on λ + .
On the other hand, consider the sample complexity α required to achieve error that is a constant fraction of the noise level. In the uncorrelated noise case, this is C max(r v , r) log n whereas in the data-dependent noise case, this is only C(r log n). If r v is larger than r, the former will need more samples because the assumptions on the data-dependent noise are more stringent than that on the uncorrelated noise.
D. The general result
We now give the most general result. Theorem 2.10: Given data vectors y t := t +w t +v t with w t = M t t and v t and t uncorrelated. LetP denote the matrix of top r eigenvectors of D := 1 α t y t y t and define d(α) := c √ η max qf r log n α , g max(r v , r) log n α , and d denom (α) := cηf r + log n α .
If Assumption 2.4 holds, α 3 > max(r v , r) log n, 1) if, for a b < 1 and a q < 1, the data-dependency matrices M t satisfy the assumption given in Corollary 2.9, 2) and if
Proof. The complete proofs are provided in the longer version avaiable at [9] . Corollary 2.5 follows from the above result by setting q = 0. Corollary 2.9 follows by setting r v = 0 and Σ + v = 0. In both corollaries, we treat η as a numerical constant.
From Theorem 2.10, to get error below in the most general case, we need a sample complexity lower bound and we the signal-noise correlation assumption stated in Corollary 2.9 to hold with parameters b, q that satisfy
The sample complexity required is α ≥ C max g 2 2 max(r v , r) log n, (qf ) 2 2 r log n, f 2 (r + log n) Remark 2.11: If Λ and Σ v were time-varying, the above result will hold with the following simple changes.
(1) Define "average" versions of λ − and λ − v,P asλ − :
. In the result above, replace λ − and λ − v,P by their "average" versionsλ − andλ − v,P respectively. 
III. DISCUSSION OF RELATED WORK
A detailed discussion is given here. Discussion of [2] . This work was the first to obtain finite sample guarantees for PCA. Its main result, [2, Theorem 2.1], assumes a spiked covariance model with r = 1 spike and Gaussianity of both data and noise. It was proved using a different set of concentration bounds and hence its exact form is a little different from our result in this setting. However, if one looks at the dominant terms in its required assumption or in its upper bound on sin θ P CA , the conclusions are the same as those of our Corollary 2.7. In our notation, sin θ P CA ≡ SE(P , P ). First to explain notation, its p ≡ n, n ≡ α, κ 2 
In our notation, [2, Theorem 2.1] says the following. When n ≥ α,
Here , indicate that we are only using the dominant terms from their long expression.
Consider our Corollary 2.7 with r = 1, Gaussian data and noise, and n ≥ α. This is given in the long version of this work [9] . Since r = 1, so λ + = λ − , f = 1, and g = max(
Ignoring constants, Corollary 2.7 assumes g < α n . Since α n < 1, the max in the g expression is achieved by the square root term. Thus, in this setting, Corollary 2.7 says the following:
. This is the same as the simplified version of [2, Theorem 2.1] given above.
Because [2] only considered the r = 1 and spiked covariance model setting, it was able to provide more insight into its guarantees beyond just an SE upper bound. It showed that its upper bound on subspace error is sharp by also providing an expression for the expected subspace error. Moreover, it provided an approximate expression for the top eigenvector of the sample covariance matrix that is valid when the noise variance is small. For r > 1, these things are difficult to do. For the setting in our paper (non-isotropic and possibly data-dependent noise), these are even harder to do. We only give an example, Example 2.8, to show that, the subspace error will not be small if a bound on noise power outside span(P ) is not assumed.
Comparing Theorem 2.10 with the result of [6] . Our result is a significant improvement over that of [6] where the correlated-PCA problem was first studied. We include a second uncorrelated noise component in our result which makes the data model more practically valid. Second, we also get results under a general sub-Gaussian data and noise assumption.
To compare with the result of [6] , consider Corollary 2.9 under the bounded assumption. The signal-noise correlation model assumed in it is a significant simplification of the one needed by the result of [6] . That result needed 1 α α t=1 M 2,t A t M 2,t 2 ≤ b to hold for all sets of positive semi-definite (p.s.d.) matrices A t , t = 1, 2, . . . , α. This is a much stronger requirement. Our current result only needs this to hold only for A t = I, i.e., it needs (5) to hold. Consider the sparse w t example. For this, as explained earlier, (5) would hold if the fraction of nonzeros in any row of the noise matrix [w 1 , w 2 , . . . , w α ] is bounded by b. On the other hand, it is not clear if the assumption needed by [6] holds for this example. The examples given in [6] involved much more stringent assumptions on T t -the sets T t needed to be either mutually disjoint, or mutually disjoint every few frames, or they needed to change in a way to model stop and go object motion in one direction.
Second, our sample complexity bound is a significant improvement over that of [6] . If the desired error is much larger than qf , our required sample complexity is O(r + log n). If r ≥ c log n, this is optimal. In the more common small setting, to get the subspace error to below say = q/4, we need α ≥ 16Cf 2 (r log n) samples. This is also much better than the earlier bound from [6] of α ≥ C f 2 2 (r 2 log n) which implied that α ≥ 16C f 2 q 2 (r 2 log n) was needed to achieve the above subspace error level. This older bound had an extra multiplicative factor of r/q 2 . In our work, we remove the extra r factor by using matrix Bernstein to replace matrix Hoeffding to get high probability bounds on the deviation between time-averaged signal-noise correlation and noise power and their respective expected values. We remove the extra 1/q 2 factor by bounding the r-th eigenvalue of t t t = P ( t a t a t )P by using the sub-Gaussian result of Vershynin (Theorem 5.39 of [14] ) to bound the minimum eigenvalue of t a t a t . In [6] , the authors had used matrix Hoeffding for this term as well.
Discussion of [10] . In [10] and references therein, the authors study the effect of multiplicative perturbations of Hermitian matrices on their principal subspaces. This line of work provides a tighter bound than Davis-Kahan for the subspace error between principal subspaces of a Hermitian matrix A and of its perturbed version BAB for a nonsingular matrix B. However, such results are not applicable for our problem even in the only data-dependent noise case, since w t satisfies w t = M t t where M t is time-varying. In this experiment we numerically demonstrate the tightness of the bound of Theorem 2.10 by plotting the numerically computed subspace error and the bound suggested by the theorem. In the expressions for d(α) and d denom (α) in the bound, there is an unspecified constant c. We set c = 1 while plotting the bound. We generated the data as t = P a t , where P was generated by ortho-normalizing the columns of an n × r matrix with independent identically distributed (iid) standard Gaussian entries. We generated the coefficients (a t ) i as iid unif orm (−6, 6) . With this, λ + = λ − = 12 and f = 1. We generated the uncorrelated noise as v t = Bc t where B is generated by orthonormalizing the columns of an n × r v matrix with iid standard Gaussian entries and (c t ) ∼unif (−q i , q i ) with q i = 1.1 − 0.1i/r v . The datadependent noise was generated as w t = I Tt M s,t q Ms,tP t and each entry of M s,t was generated independently as the absolute value of a standard Gaussian r.v. (taking the absolute value ensures that E[M s,t ] = 0). Further, T t was generated to follow [11, Model D.24] with s = 5, ρ = 1 and b 0 = 0.05 (simulates a 1D moving object that moves every so often). We set y t = t + w t + v t . We used r v = r, q = 0.001. From the support change model, b = b 0 = 0.05. We varied α in the range of [29, 7000] and computedP and SE(P , P ) for each value of α. We used n = 100, r = 5. We show the mean and maximum values of the numerically computed SE(P , P ), and the bound predicted by Theorem 2.10, as a function of α in Fig.  1 . The mean and max are computed over 100 indepdendent trials. Notice that the bound appears numerically tight in both figures.
IV. NUMERICAL EXPERIMENTS

V. CONCLUSIONS AND FUTURE WORK
In this work, we studied the PCA problem when the noise can be non-isotropic and/or data-dependent, and as a result, in general the data and noise are correlated. We obtained guarantees under a bounded-ness assumption on the data and noise. When the uncorrelated noise has effective dimension O(r), and with a simple assumption on data-noise correlation, and a bound on the ratio between noise power and minimum signal space eigenvalue, we showed that the required sample complexity for PCA is near optimal.
The result given here assumes that the t 's are mutually independent random variables. Mutual independence can be replaced by an autoregressive (AR) model on the t 's. As long as the AR parameter is not too large, it should be possible to get a result very similar to the one given in this work using the matrix Freedman's inequality [15] or a little weaker than the one given here using matrix Azuma [13] . The latter would generalize the approach developed in [8] to for analyzing the subspace update step of ReProCS under an AR model on the t 's.
In ongoing work, we are studying the above problem under a sub-Gaussian data and noise model to include a larger class of signals. We are also studying PCA in datadependent noise when partial knowledge of the subspace is available and its implications for the subspace update step of ReProCS [11] . A useful open question for future work is how to analyze algorithms for streaming PCA, e.g., the block-stochastic power method, in the data-dependent noise setting. This was studied in [4] under the spiked covariance model, or in [5] for an arbitrary observed data covariance matrix, but for r = 1 dimensional PCA.
