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Abstract
We study zero distribution of random linear combinations of the form
Pn(z) =
n∑
j=0
ηjfj(z),
in any Jordan region Ω ⊂ C. The basis functions fj are entire functions that are
real-valued on the real line, and η0, . . . , ηn are complex-valued iid Gaussian random
variables. We derive an explicit intensity function for the number of zeros of Pn in Ω
for each fixed n. Our main application is to polynomials orthogonal on the real line.
Using the Christoffel-Darboux formula the intensity function takes a very simple shape.
Moreover, we give the limiting value of the intensity function when the orthogonal
polynomials are associated to Szego˝ weights.
Keywords: Random Polynomials, Orthogonal Polynomials, Christoffel-Darboux For-
mula, Szego˝ Weights.
1 Introduction
The systematic study of zeros of polynomials Pn(z) =
∑n
j=0 ηjz
j with random coefficients,
called random algebraic polynomials, dates back to the 1932 paper due to Bloch and Po´lya [4].
They showed that when {ηj} are iid random variables that take values from the set {−1, 0, 1}
with equal probabilities, the expected number of real zeros is O(
√
n). Early advancements
in the subject were then made by Littlewood and Offord [24], Kac [21], [22], Rice [27], Erdo˝s
and Offord [12], and many others. A nice history of the early progress in this topic is given
by Bharucha-Reid and Sambandham [3] and by Farahmand [14].
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Kac [21], [22] produced a formula that gives the expected number of real zeros of Pn(z)
when each ηj are independent real-valued Gaussian coefficients. From that formula, he was
able to show that the expected number of real roots of the random algebraic polynomial
is asymptotic to 2π−1 logn as n → ∞. The error term in Kac’s asymptotic was further
sharpened by Hammersley [18], Wang [37], Edelman and Kostlan [9], and Wilkins [38].
Shepp and Vanderbei [29] extended Kac’s formula in 1995 by giving a formula in the
complex plane for the expected number of zeros of a random algebraic polynomial when the
random variables are real-valued independent standard Gaussian. They were also able to
obtain a limit of the intensity function (density function of zeros) as n→∞. Generalizations
were made of their result by Ibragimov and Zeitouni [20] for random variables from the
domain of attraction of a stable law.
In 1996, Farahmand [13] produced a formula for the intensity function for random al-
gebraic polynomials when the random coefficients are complex-valued iid Gaussian random
variables. As an application, Farahmand considered the spanning functions of the random
polynomial to be monomials and also the cosine functions. Using a theorem of Adler (The-
orem 5.1.1, p. 95 of [1]) in 1998, Farahmand and Jahangiri [16] extended the previous result
by Farahmand by putting weights {gj}nj=0 ⊂ R on the random algebraic polynomials. Then
in 2001 Farahmand and Grigorash [15], also using Adler’s theorem, gave a formula for the
intensity function and its limiting value when the random polynomials are spanned by the
cosine functions.
Some authors have studied the intensity function for what are known as Gaussian An-
alytic Functions (GAF), P (z) =
∑∞
j=0 ηjfj(z) where the fj ’s are square summable analytic
functions on a domain, and the ηj’s are iid Gaussian random variables, in terms of the dis-
tributional Laplacian. In 2000, a formula for the intensity function of a GAF was given by
Hough, Krishnapur, Peres, and Vira´g in [19] (Section 2.4.2, pp. 25-26) when the ηj ’s are
complex-valued iid Gaussian random variables. Also during that year, Feldheim [17] gave
the same formula (Theorem 2, p. 6) and a formula (Theorem 3, p. 7) for the intensity
function of a GAF when the fj ’s are real-valued on the real line and the ηj’s are real-valued
independent standard Gaussian random variables.
Recently in 2015 Vanderbei [36] produced an explicit formula of an intensity function
for finite sums of real-valued iid standard Gaussian random variables with the spanning
functions taken to be entire functions that are real-valued on the real line. Vanderbei also
gave the limiting intensity function when the spanning functions are Weyl polynomials,
Taylor polynomials, and the truncated Fourier series.
In this paper, following a similar method of proof as given by Vanderbei in [36], we derive
an explicit formula for a class of finite linear combinations of entire functions with complex-
valued iid Gaussian coefficients. To specify our results, let {fj(z)}nj=0 be a sequence of entire
functions in the complex plane that are real-valued on the real line. We will be studying the
expectation of the number zeros of random polynomials of the form
Pn(z) =
n∑
j=0
ηjfj(z), z ∈ C, (1)
2
where n is a fixed integer, and ηj = αj + iβj , j = 0, 1, . . . , n, with {αj}nj=0 and {βj}nj=0 being
sequences of iid standard normal random variables. The formula we derive for the intensity
function is expressed in terms of the kernels
Kn(z, w) =
n∑
j=0
fj(z)fj(w), K
(0,1)
n (z, w) =
n∑
j=0
fj(z)f ′j(w), (2)
and
K(1,1)n (z, w) =
n∑
j=0
f ′j(z)f
′
j(w). (3)
We note that since our functions fj(z) are entire functions that are real-valued on the real
line, by the Schwarz Reflection Principle we have fj(z) = fj(z¯) for all j = 0, 1, . . . , n, and
all z ∈ C.
Let Nn(Ω) denote the (random) number of zeros of Pn(z) as defined by (1) in a Jordan
region Ω of the complex plane. Our formula for the intensity function is the following:
Theorem 1. Let Pn(z) be the random sum (1) spanned by entire functions that are real-
valued on the real line with complex-valued iid Gaussian coefficients. For each Jordan region
Ω ⊂ {z ∈ C : Kn(z, z) 6= 0}, we have that the intensity function hn satisfies
E[Nn(Ω)] =
∫
Ω
hn(x, y) dx dy,
with
hn(x, y) = hn(z) =
K
(1,1)
n (z, z)Kn(z, z) −
∣∣∣K(0,1)n (z, z)∣∣∣2
π (Kn(z, z))
2 ,
where the kernels Kn(z, z), K
(0,1)
n (z, z), and K
(1,1)
n (z, z), are defined in (2) and (3).
We note that since all the functions that make up hn are real valued, the function hn is
real valued. Furthermore, the function hn is in fact nonnegative.
The formula in Theorem 1 and the other results of this paper were posted as a preprint
to arXiv on May 22, 2016 [39], and were presented at the 15th International Conference
in Approximation Theory in San Antonio, TX, on May 25, 2016. On May 25th at the
conference another participant, Andrew Ledoan [23], also presented the result of Theorem 1
in a slightly different form. We also note that the result in Theorem 1 can be shown to be
the same formula given by Hough, Krishnapur, Peres, and Vira´g in [19] and also given by
Feldheim [17]. However, our method of proof for deriving the intensity function is different
than in [19] and [17].
Studying the case when the spanning functions fj(z) of (1) are polynomials orthogonal
on the real line (OPRL) has been considered by many authors. We say that a collection of
polynomials {pj(z)}j≥0 are orthogonal on the real line with respect to µ, with supp µ ⊆ R, if∫
pn(x)pm(x)dµ(x) = δnm, for all n,m ∈ N ∪ {0}.
3
We note that when polynomials are orthogonal on the real line, they have real coefficients
and are real-valued on the real line.
In 1971 Das [10] showed that when the OPRL are Legendre polynomials and the random
variables are real-valued iid Gaussian, the average number of zeros of the random orthogonal
polynomial in (−1, 1) is asymptotic to n/√3 when n is large. Das and Bhatt [11] extended
this result in 1982 to include the class of OPRL to be the classicial orthogonal polynomials,
Jacobi, Laguerre, and Hermite, and showed the same asymptotic held true for the zeros of
the random orthogonal polynomial in (−1, 1). Their results concerning the Hermite and
Laguerre had some gaps. These gaps were fixed in 2015 by Lubinsky, Pritsker, and Xie
[25] by considering a larger class of OPRL that had only mild assumptions on the measure
and weight function. Using potential theory for their results, they showed that the same
asymptotic holds for the larger class of OPRL. These results were further generalized by
Lubinsky, Pritsker, and Xie [26] to allow the OPRL to have support on the whole real line,
with the same asymptotic.
Other authors have considered the case when the random polynomial is spanned by
orthogonal polynomials that satisfy orthogonality relations on curves or domains. There has
also been work done in the higher dimensional analogs of these settings, see Shiffman and
Zelditch [30]-[32], Bloom [5] and [6], Bloom and Shiffman [8], Bloom and Levenberg [7], and
Bayraktar [2].
We focus our applications on OPRL. Using the Christoffel-Darboux formula we show
that the intensity function from Theorem 1 greatly simplifies when the spanning functions
are taken to be OPRL. To be more explicit, the random orthogonal polynomials we will
apply Theorem 1 to are of the form
Pn(z) =
n∑
j=0
ηjpj(z), z ∈ C, (4)
where n is a fixed integer, {pj(z)} are OPRL, and ηj = αj+ iβj, j = 0, 1, . . . , n, with {αj}nj=0
and {βj}nj=0 being sequences of iid standard normal random variables.
Theorem 2. For the random orthogonal polynomial (4), the intensity function hPn (z) as
defined in Theorem 1 simplifies to
hPn (z) =
1
4π (Im(z))2
− |p
′
n+1(z)pn(z)− p′n(z)pn+1(z)|2
4π (Im(pn+1(z)pn(z¯))
2 , z ∈ C.
Although the intensity hPn has the Im(z) and (Im(pn+1(z)pn(z¯))
2 in the denominator,
these singularises cancel out algebraically when z ∈ R and pn+1(z)pn(z¯) ∈ R. Hence the
intensity function hPn is well defined on R also. We also note that under the assumptions of
Theorem 2, the intensity function formula of Theorem 1 holds for all z ∈ C. This follows
since p0(z) is a non-zero constant, so that Kn(z, z) =
∑n
j=0 |pj(z)|2 > 0. Thus our intensity
function is well defined and continuous everywhere on C.
We conclude the paper by giving the limiting value of the intensity function for a class
of random orthogonal polynomials. We say that f(θ) ≥ 0 belongs to the Szego˝ weight class,
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denoted by G, if f(θ) is defined and measurable in [−π, π], and the integrals∫ π
−π
f(θ) dθ,
∫ π
−π
| log f(θ)| dθ
exist with the first integral assumed to be positive. When w(x) is a weight function supported
on [−1, 1] with w(cos θ)| sin θ| = f(θ) ∈ G, the orthogonal polynomials associated to w(x)
are polynomials {pj(z)}j≥0, where z ∈ C, with real coefficients such that∫ 1
−1
pn(x)pm(x)w(x)dx = δnm, for all n,m ∈ N ∪ {0}.
Taking w(cos θ)| sin θ| = f(θ) ∈ G and using asymptotics by Szego˝ in [33] (Theorems 12.1.1
and 12.1.2, p. 297), and then appealing to our Theorem 2, we are able to obtain the limiting
value of the intensity function for the random orthogonal polynomials associated to w(x).
Theorem 3. Let w(x) be a weight function on the interval −1 ≤ x ≤ 1 such that w(cos θ)| sin θ| =
f(θ) belongs to the weight class G. The intensity function for the random orthogonal polyno-
mial (4) with complex-valued iid Gaussian coefficients, where the pj’s are associated to w(x),
satisfies
lim
n→∞
hPn (z) =
1
4π (Im(z))2
(
1− (Im(z))
2
∣∣z +√z2 − 1∣∣2
|z2 − 1| (Im(z +√z2 − 1)2
)
, (5)
for all z ∈ C \ [−1, 1]. Furthermore, convergence in (5) holds uniformly on compact subsets
of C \ [−1, 1].
2 The Intensity Function hn
As mentioned, to prove Theorem 1 we follow the method of proof given by Vanderbei in
[36]. Many of the parts of our proof of this theorem are nearly identical to that given
by Vanderbei in [36]. The major differences in our proof are that we must consider the
set {z ∈ C : Kn(z, z) = 0}, and since the random variables are complex valued, we will
work with their real and imaginary parts, which in turn will make the covariance matrix we
compute different than the one in the result by Vanderbei. Taking these adjustments into
account, for convenience of the reader we present the proofs of the needed lemmas and the
proof of the main theorem which gives the formula for the intensity function hn.
Our first needed lemma is the following:
Lemma 4. For each Jordan region Ω ∈ C whose boundary intersects the set {z ∈ C :
Kn(z, z) = 0} at most only finitely many times, we have
E[Nn(Ω)] =
1
2πi
∫
∂Ω
F (z) dz, (6)
where
F (z) = E
[
P ′n(z)
Pn(z)
]
=
K
(0,1)
n (z¯, z¯)
Kn(z, z)
.
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Proof. Using the argument principle in [35] on page 79, we have an explicit formula for the
random variable Nn(Ω) given by
Nn(Ω) =
1
2πi
∫
∂Ω
P ′n(z)
Pn(z)
dz.
If we now take the expectation and then interchange the expectation and the contour integral
via the complex form of the Fubini-Tonelli Theorem (Theorem 8.8, p. 164 of [28]) (we give
a sketch of the justification for this when the spanning functions fj are polynomials pj, with
deg pj = j for all j, below) we obtain
E[Nn(Ω)] =
1
2πi
∫
∂Ω
E
[
P ′n(z)
Pn(z)
]
dz.
In the next lemma we show that for z 6∈ {z : Kn(z, z) = 0}, we have
E
[
P ′n(z)
Pn(z)
]
=
K
(0,1)
n (z¯, z¯)
Kn(z, z)
.
Taking this into account and since we have supposed that ∂Ω intersects the set {z ∈ C :
Kn(z, z) = 0} at most only finitely many times, once the justification of the use of the
Fubini-Tonelli Theorem is done, the proof will be complete.
We now provide a sketch of the proof for the justification of the interchange the expec-
tation and the contour integral which has been deemed as “tedious but doable” by many
authors for the case that our applications are in. That is, the case when the spanning func-
tions fj are polynomials pj with deg pj = j for all j. Since Pn and P
′
n both depend on
the random variables η0, η1, . . . , ηn, we write Pn(z, ~η) and P
′
n(z, ~η) where ~η := (η0, . . . , ηn).
We denote the joint density function for the random variables {ηj}nj=0 by f(~η). To use the
Fubini-Tonelli Theorem we must show
∣∣∣P ′n(z,~η)Pn(z,~η)
∣∣∣ is measurable and that
∫
R2(n+1)
∫
∂Ω
∣∣∣∣P ′n(z, ~η)Pn(z, ~η)
∣∣∣∣ |dz| f(~η) dV <∞. (7)
Observe that E[Nn(Ω)] can be recovered from the values of E[Nn(D)], where D := {z ∈
C : |z| < R}. Thus we will focus on proving (7) for the disk D.
We will first prove (7) for Pn(z) =
∑n
j=0 ηjz
j . Let {ζk}nk=1 = {ζk(~η)}nk=1 be the zeros of
Pn(z). Then ∣∣∣∣P ′n(z)Pn(z)
∣∣∣∣ =
∣∣∣∣∣
n∑
k=1
1
z − ζk
∣∣∣∣∣ ≤
n∑
k=1
∣∣∣∣ 1z − ζk
∣∣∣∣ .
Notice that if we can show that all the quotients
∣∣∣ 1z−ζk
∣∣∣, k = 1, . . . , n, satisfy
∫
R2(n+1)
∫
∂D
∣∣∣∣ 1z − ζk(~η)
∣∣∣∣ |dz| f(~η) dV <∞, (8)
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appealing to the linearity of the integration and the triangle inequality we will have (7).
From Vieta’s formulas we have an almost everywhere differentiable change of variables
φ from the set of roots to the set of coefficients. For notational sake, we write dVk to stand
for the volume measure in Ck. The integration will be done as follows:∫
C(n+1)
∫
∂D
∣∣∣∣ 1z − ζk(ηn, . . . , ηn)
∣∣∣∣ |dz| f(η0, . . . , ηn) dVn+1
=
∫
C
∫
Cn
∫
∂D
∣∣∣∣ 1z − ζk(ηn, . . . , ηn)
∣∣∣∣ |dz| f(η0, . . . , ηn−1) dVn f(ηn) dηn.
Fixing the outer variable ηn, we have φ : C
n → Cn with Jacobian determinant
|ηn|2n
∏
1≤i<j≤n
|ζi − ζj |2 := J(φ).
Let us first consider the case when an arbitrary zero ζk(~η) of Pn(z) lies on the contour ∂D.
Define A := {coefficients of Pn(z) : ζk(~η) ∈ ∂D}. Since φ({roots of Pn(z) : ζk(~η) ∈ ∂D}) =
A, using the change of variables formula it follows that
Vn(A) =
∫
{roots of Pn(z):ζk(~η)∈∂D}
φ(ζk)J(φ) dVn ≤
∫
∏n
k=1 ∂D(0,R)
φ(ζk)J(φ) dVn = 0,
where the last equality follows since Vn (
∏n
k=1 ∂D(0, R)) = 0. Hence we have Vn(A) = 0,
and consequently Vn+1(A) = 0. Therefore the set A is negligible for (8) to hold, so that
|P ′n(z)/Pn(z)| is measurable.
Let us now go to the case when the zeros of Pn(z) do not lie on the contour ∂D that is
being integrated over. When |z − ζk(~η)| ≥ 1 for z ∈ ∂D, trivially we have
∣∣∣ 1z−ζk(~η)
∣∣∣ ≤ 1, so
that ∫
R2(n+1)
∫
∂D
∣∣∣∣ 1z − ζk(~η)
∣∣∣∣ |dz| f(~η) dV ≤ 2πR <∞.
When 0 < |z − ζk(~η)| < 1, carefully estimating the integrand it follows that∫
∂D
∣∣∣∣ 1z − ζk(~η)
∣∣∣∣ |dz| ≤ C log
(
1
|R− |ζk||
)
,
where C > 0 is a constant that depends only on R.
Taking this into account and using the change of variables with the map φ yields
C
∫
R2(n+1)
log
(
1
|R− |ζk||
)
f(~η) dV
=
C
πn+1
∫
R2
∫
R2n
log
(
1
|R− |ζk||
)
f(φ(η0, . . . , ηn−1))|ηn|2n
∏
1≤i<j≤n
|ζi − ζj|2 dVn f(ηn) dV1.
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Using polar integration and further estimating, the above integral is less than or equal to
the sum of
2K1
πn
∫
R2(n+1)
|ηn|2n
∏
1≤i<j≤n
i,j 6=k
|ζi − ζj|2
n∏
i=1
i6=k
(R + 1 + |ζi|)2 max
{ζk∈D}
g(ζ)f(ηn) dV
and
4K2
πn
∫
R2(n+1)
|ηn|2n
∏
1≤i<j≤n
i,j 6=k
|ζi − ζj|2
n∏
i=1
i6=k
(R + 1 + |ζi|)2 max
{ζk∈D(0,R+1)\D}
g(ζ)f(ηn) dV,
where g(ζ) = f(φ(η0, . . . , ηn−1)), and K1 and K2 are constants that depend only on R.
Notice that both
max
{ζk∈D}
g(ζ) and max
{ζk∈D(0,R+1)\D}
g(ζ)
decay at infinity exponentially with each |ζi| → ∞, i = 1, . . . , n. Hence the above two
integrals are convergent. Therefore when the zero ζk is not on the contour, the bound (8)
and consequently the bound (7) holds true.
Now assume that Pn(z) =
∑n
j=0 νjpj(z), where the νj’s are complex Gaussian random
variables and the pj’s are polynomials such that pj(z) =
∑j
k=0 aj,kz
k with aj,k ∈ C for
j = 0, 1, . . . , n and k = 0, 1 . . . , j. Making the following change of variables
ηn = νnan,n
ηn−1 = νnan,n−1 + νn−1an−1,n−1
ηn−2 = νnan,n−2 + νn−1an−1,n−2 + νn−2an−2,n−2
...
η0 = νnan,0 + νn−1an−1,0 + · · ·+ ν0a0,0,
and calling the map which makes this change of variables ψ, we see that the Jacobian
determinant for this change of variables is | detDψ|2 =∏nj=0 |aj,j|2.
Setting ~ν = (νn, . . . , ν0), so that ψ(~ν) = (ηn, . . . , η0) = ~η, and using the change of
variables formula we have∫
ψ(R2(n+1))
∫
∂Ω
∣∣∣∣P ′n(z, ~ν)Pn(z, ~ν)
∣∣∣∣ |dz| f(~ν) dV
=
∫
R2(n+1)
∫
∂Ω
∣∣∣∣P ′n(z, ψ(~ν))Pn(z, ψ(~ν))
∣∣∣∣ |dz| f(ψ(~ν))
n∏
j=0
|aj,j|2 dV
=
n∏
j=0
|aj,j|2
∫
R2(n+1)
∫
∂Ω
∣∣∣∣P ′n(z, ~η)Pn(z, ~η)
∣∣∣∣ |dz| f(~η) dV <∞,
since
∏n
j=0 |aj,j|2 <∞, and by our previous calculations.
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Therefore by the above equality being finite, we are justified in using the complex version
of the Fubini-Tonelli Theorem to exchange the expectation and the contour integral when
Pn(z) =
∑n
j=0 νjpj(z).
To prove Theorem 1 we need one more lemma.
Lemma 5. Let F denote the function defined by (6). For z 6∈ {z : Kn(z, z) = 0}, we have
F (z) =
K
(0,1)
n (z¯, z¯)
Kn(z, z)
.
Proof. Observe that Pn(z) =
∑n
j=0 ηjfj(z) and P
′
n(z) =
∑n
j=0 ηjfj
′(z), with ηj = αj + iβj ,
are both complex Gaussian random variables. We will work their real and imaginary parts
Re Pn(z) =
n∑
j=0
(αjaj − βjbj) := ξ1, Im Pn(z) =
n∑
j=0
(αjbj + βjaj) := ξ2,
Re P ′n(z) =
n∑
j=0
(αjcj − βjdj) := ξ3, Im P ′n(z) =
n∑
j=0
(αjdj + βjcj) := ξ4,
where
aj = Re fj(z), bj = Im fj(z), cj = Re f
′
j(z), dj = Im f
′
j(z).
Following Vanderbei’s method proof, we will now be forming the covariance matrix of the
vector ξ := (ξ1, ξ2, ξ3, ξ4)
T . Before doing so, observe that since the random variables {αj}nj=0
and {βj}nj=0 are independent identically distributed N(0, 1), for j = 0, 1, . . . , n we have that
E[αj ] = E[βj ] = 0 and E[α
2
j ] = E[β
2
j ] = 1. Thus by the expectation being linear, it follows
that E[ξ1] = E[ξ2] = E[ξ3] = E[ξ4] = 0. Consequently each entry in the covariance matrix
for ξ is of the form E[(ξi − E[ξi])(ξk − E[ξk])] = E[ξiξk], where i, k = 1, . . . , 4. Using these
observations, by definition of the covariance matrix we see that
Cov[ξ] = E
[
ξξT
]
=


E[ξ21 ] E[ξ1ξ2] E[ξ1ξ3] E[ξ1ξ4]
E[ξ2ξ1] E[ξ
2
2 ] E[ξ2ξ3] E[ξ2ξ4]
E[ξ3ξ1] E[ξ3ξ2] E[ξ
2
3 ] E[ξ3ξ4]
E[ξ4ξ1] E[ξ4ξ2] E[ξ4ξ3] E[ξ
2
4 ]

 . (9)
We now represent the correlated Gaussian random variables ξ1, ξ2, ξ3, ξ4 in terms of four
independent standard normals by finding a lower triangular matrix L = [lpq], p, q = 1, 2, 3, 4,
with the property that ξ
d
=Lζ , where the notation
d
= denotes equality in distribution, with
ζ = (ζ1, ζ2, ζ3, ζ4)
T being a vector of four independent standard normal random variables.
Since
Cov[ξ] = E
[
ξξT
]
= E
[
LζζTLT
]
= LLT , (10)
we see that L is the Cholesky factor for the covariance matrix.
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By ξ
d
=Lζ , and the fact that L is lower triangular, we have
P ′n(z)
Pn(z)
=
ξ3 + iξ4
ξ1 + iξ2
d
=
(l31 + il41)ζ1 + (l32 + il42)ζ2 + (l33 + il43)ζ3 + il44ζ4
(l11 + il21)ζ1 + il22ζ2
.
So with α = l31 + il41, β = l32 + il42, γ = l11 + il21, and δ = il22, using the independence
of the ζi’s, it follows that
E
[
P ′n(z)
Pn(z)
]
= E
[
αζ1 + βζ2
γζ1 + δζ2
]
.
If we now split up the numerator of the above and use the property that ζ1 and ζ2 are
exchangeable, we can write the expectation as
F (z) = E
[
P ′n(z)
Pn(z)
]
=
α
δ
f(γ/δ) +
β
γ
f(δ/γ),
where f : C \ R → C by f(w) = E
[
ζ1
wζ1+ζ2
]
. Using the definition of the expectation in our
Gaussian setting, and appealing to polar integration we see that
f(w) = E
[
ζ1
wζ1 + ζ2
]
=
1
2π
∫ 2π
0
∫ ∞
0
ρ cos θ
wρ cos θ + ρ sin θ
e−ρ
2/2ρdρdθ
=
1
2π
∫ 2π
0
dθ
w + tan θ
=
{
1
w+i
if Im(w) > 0,
1
w−i
if Im(w) < 0.
We need to evaluate f at γ/δ and δ/γ. Since in general l11 and l22 are nonnegative, we
have that γ/δ = l21/l22− il11/l22 has negative imaginary part while δ/γ = l21l22/(l211+ l221) +
il11l22/(l
2
11 + l
2
21) has positive imaginary part. Thus
F (z) =
α
δ
f(γ/δ) +
β
γ
f(δ/γ) =
α
δ
1
γ
δ
− i +
β
γ
1
δ
γ
+ i
=
iα + β
iγ + δ
=
l32 − l41 + i(l31 + l42)
−l21 + i(l11 + l22) . (11)
From the above we see that we need explicit formulas for the elements of the Cholesky factor
L. Using (9) and (10) we obtain
E[ξ21 ] = l
2
11, E[ξ2ξ1] = l21l11, E[ξ3ξ1] = l31l11, E[ξ4ξ1] = l41l11,
E[ξ22 ] = l
2
21 + l
2
22, E[ξ3ξ2] = l31l21 + l32l22, E[ξ4ξ2] = l41l21 + l42l22.
To solve for the above entries, we will first find what expectations above are. To this end,
recall that the random variables {αj}nj=0 and {βj}nj=0 are independent identically distributed
N(0, 1); consequently E[ων] = E[ω]E[ν] for ω and ν being any two distinct elements among
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the αj ’s and the βj ’s. Using these properties and the definitions of the sums Kn(z, z) and
K
(0,1)
n (z¯, z¯) yields
E[ξ21 ] =
n∑
j=0
(a2j + b
2
j ) =
n∑
j=0
|fj(z)|2 = Kn(z, z),
E[ξ2ξ1] =
n∑
j=0
(ajbj − ajbj) = 0,
E[ξ3ξ1] =
n∑
j=0
(ajcj + bjdj) =
K
(0,1)
n (z¯, z¯) +K
(0,1)
n (z¯, z¯)
2
= Re(K(0,1)n (z¯, z¯)),
E[ξ4ξ1] =
n∑
j=0
(ajdj − bjcj) = K
(0,1)
n (z¯, z¯)−K(0,1)n (z¯, z¯)
2i
= Im(K(0,1)n (z¯, z¯)),
E[ξ22 ] =
n∑
j=0
(b2j + a
2
j ) =
n∑
j=0
|fj(z)|2 = Kn(z, z),
E[ξ3ξ2] =
n∑
j=0
(bjcj − ajdj) = −Im(K(0,1)n (z¯, z¯)),
and
E[ξ4ξ2] =
n∑
j=0
(bjdj + ajcj) = Re(K
(0,1)
n (z¯, z¯)).
Using the above equalities and solving for the needed entries of the Cholesky factor L it
follows that
l11 =
√
Kn(z, z), l21 = 0, l31 =
Re(K
(0,1)
n (z¯, z¯))√
Kn(z, z)
, l41 =
Im(K
(0,1)
n (z¯, z¯))√
Kn(z, z)
l22 =
√
Kn(z, z), l32 =
−Im(K(0,1)n (z¯, z¯))√
Kn(z, z)
, l42 =
Re(K
(0,1)
n (z¯, z¯))√
Kn(z, z)
.
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Therefore substituting these expressions into (11) and simplifying gives
F (z) =
l32 − l41 + i(l31 + l42)
−l21 + i(l11 + l22)
=
−Im(K
(0,1)
n (z¯,z¯))√
Kn(z,z)
− Im(K(0,1)n (z¯,z¯))√
Kn(z,z)
+ i
(
Re(K
(0,1)
n (z¯,z¯))√
Kn(z,z)
+ Re(K
(0,1)
n (z¯,z¯))√
Kn(z,z)
)
0 + i
(√
Kn(z, z) +
√
Kn(z, z)
)
=
Re(K
(0,1)
n (z¯, z¯)) + iIm(K
(0,1)
n (z¯, z¯))
K
(0,1)
n (z¯, z¯)
=
K
(0,1)
n (z¯, z¯)
Kn(z, z)
.
We now give the proof of Theorem 1.
Proof of Theorem 1. Let us first observe that since Kn(z, z) is the sum of the modulus
squared of entire functions fj(z), j = 0, 1, . . . , n, we have Kn(z, z) = 0 if and only if all
the fj ’s vanish at a point. Furthermore, since on every bounded region Kn(z, z) can have
only finitely many zeros, we can therefore avoid those zeros. Thus to prove the theorem
it suffices to consider a bounded region Ω such that Kn(z, z) 6= 0 for all z ∈ Ω. Setting
R = {z ∈ C : Kn(z, z) = 0}, for a region Ω with Ω ∩ R = ∅, by Green’s Theorem we have
E[Nn(Ω)] =
1
2πi
∫
∂Ω
F (z) dz =
1
π
∫
Ω
∂F (z, z)
∂z
dx dy,
where are writing F (z, z¯) to emphasize that F is a function of both z and z¯.
Let the symbol ∂ denote partial derivatives with respect to z. Our goal is to simplify
1
π
∂F (z, z¯) to hn(z), where by Lemma 5,
F (z, z¯) =
K
(0,1)
n (z¯, z¯)
Kn(z, z)
.
Using the Quotient Rule we see that
∂F (z, z¯) =
∂K
(0,1)
n (z¯, z¯)Kn(z, z)−K(0,1)n (z¯, z¯)∂Kn(z, z)
(Kn(z, z))
2
=
K
(1,1)
n (z, z)Kn(z, z)−K(0,1)n (z¯, z¯)K(0,1)n (z, z)
(Kn(z, z))
2
=
K
(1,1)
n (z, z)Kn(z, z)− |K(0,1)n (z, z)|2
(Kn(z, z))
2 .
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Therefore
hn(z) =
1
π
∂F (z, z¯) =
K
(1,1)
n (z, z)Kn(z, z)− |K(0,1)n (z, z)|2
π (Kn(z, z))
2 .
3 Random Polynomials spanned by OPRL
In this section we derive the intensity function hPn (z) for the random orthogonal polynomial
(4). Since the polynomials pj(z), j = 0, 1, . . . , n, are orthogonal on the real line, we can sim-
plify the kernels Kn(z, z), K
(0,1)
n (z, z), and K
(1,1)
n (z, z) which make up the intensity function
hPn using the Christoffel-Darboux formula. For convenience of the reader, the Christoffel-
Darboux formula (p. 43 of [33]) says that for z, w ∈ C and pn(z), n = 0, 1, . . . , polynomials
that are orthogonal on the real line, and kn be the leading coefficient of pn(z), we have
n∑
j=0
pj(z)pj(w) =
kn
kn+1
· pn+1(z)pn(w)− pn(z)pn+1(w)
z − w , z 6= w. (12)
Furthermore, taking z = w gives
n∑
j=0
(pj(z))
2 =
kn
kn+1
· (p′n+1(z)pn(z)− p′n(z)pn+1(z)). (13)
Before obtaining our representations of the kernels, let us note that since the polynomials
pj(z), j = 0, 1, . . . , n, are orthogonal on the real line, they consequently have real coefficients.
Thus when using conjugation we have that pj(z) = pj(z¯) for all j = 0, 1, . . . , n and all z ∈ C.
Using the Christoffel-Darboux formula to get a representation forKn(z, z), we take w = z¯
in (12) to achieve
Kn(z, z) =
n∑
j=0
pj(z)pj(z)
=
kn
kn+1
· pn+1(z)pn(z¯)− pn(z)pn+1(z¯)
2iIm(z)
(14)
=
kn
kn+1
· Im(pn+1(z)pn(z¯))
Im(z)
. (15)
For our representation of K
(0,1)
n (z, z), we first take the derivative of (12) with respect to
w. This gives
n∑
j=0
pj(z)p
′
j(w) =
kn
kn+1
(
pn+1(z)p
′
n(w)− pn(z)p′n+1(w)
z − w +
pn+1(z)pn(w)− pn(z)pn+1(w)
(z − w)2
)
.
(16)
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Setting w = z¯ in the above, and using our representation of Kn(z, z) at (14) we then have
K(0,1)n (z, z) =
n∑
j=0
pj(z)p′j(z) =
kn
kn+1
[
pn+1(z)p
′
n(z¯)− pn(z)p′n+1(z¯)
2iIm(z)
]
+
Kn(z, z)
2iIm(z)
. (17)
Since
K
(0,1)
n (z, z) =
n∑
j=0
pj(z)p
′
j(z) =
n∑
j=0
pj(z)p
′
j(z) =
n∑
j=0
pj(z¯)p
′
j(z) = K
(0,1)
n (z¯, z¯),
taking the conjugate of (17) yields
K(0,1)n (z¯, z¯) =
kn
kn+1
[
pn(z¯)p
′
n+1(z)− pn+1(z¯)p′n(z)
2iIm(z)
]
− Kn(z, z)
2iIm(z)
. (18)
To obtain our representation for K
(1,1)
n (z, z), we differentiate (16) with respect to z,
then taking w = z¯, and recalling our representation for Kn(z, z) at (14) and then that of
K
(0,1)
n (z, z) from (17) and K
(0,1)
n (z¯, z¯) from (18), we see that
K(1,1)n (z, z) =
n∑
j=0
p′j(z)p
′
j(z) =
K
(0,1)
n (z¯, z¯)
2iIm(z)
− K
(0,1)
n (z, z)
2iIm(z)
+
kn
kn+1
· Im(p
′
n+1(z)p
′
n(z¯))
Im(z)
. (19)
For our representation of Kn(z, z¯) we simply use (13) to achieve
Kn(z, z¯) =
n∑
j=0
pj(z)pj(z¯) =
n∑
j=0
pj(z)pj(z) =
kn
kn+1
(
p′n+1(z)pn(z)− p′n(z)pn+1(z)
)
. (20)
Using our derived expressions (14), (17), (18), (19), and (20), the numerator of the
intensity function from Theorem 1 simplifies as
K(1,1)n (z, z)Kn(z, z)− |K(0,1)n (z, z)|2 =
(Kn(z, z))
2 − |Kn(z, z¯)|2
4 (Im(z))2
.
Therefore, using the expression for the numerator above and recalling the relations (15)
and (20), we see that
hPn (z) =
K
(1,1)
n (z, z)Kn(z, z) − |K(0,1)n (z, z)|2
π (Kn(z, z))
2
=
1
4π (Im(z))2
(
1− |Kn(z, z¯)|
2
(Kn(z, z))
2
)
(21)
=
1
4π (Im(z))2
− |p
′
n+1(z)pn(z)− p′n(z)pn+1(z)|2
4π (Im(pn+1(z)pn(z¯))
2 ,
which gives the result of Theorem 2.
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4 The Limiting Intensity Function for OPRL associ-
ated to the Szego˝ Class
To prove Theorem 3, by (21) we see that it suffices to find asymptotics for the kernels
Kn(z, z) and Kn(z, z¯).
Since w(x) is a weight function on the interval −1 ≤ x ≤ 1 such that w(cos θ)| sin θ| =
f(θ) belongs to the weight class G, it is know that associated to the function f(θ) is a
uniquely determined function
D(f ; ξ) = D(ξ) = exp
{
1
4π
∫ π
−π
log f(t)
1 + ξe−it
1− ξe−it dt
}
,
that is analytic and nonzero for |ξ| < 1 with D(0) > 0. Using Szego˝’s Theorem 12.1.2
on page 297 of [33], for D(ξ) as above, we have that the orthogonal polynomials {pn(z)}
associated with w(x) have the asymptotic formula
pn(z) ∼ ξ
n
√
2πD(ξ−1)
, (22)
where z = 1
2
(ξ + ξ−1) ∈ C \ [−1, 1], with |ξ| > 1. Moreover, (22) holds uniformly for
|ξ| ≥ R > 1.
Let {φ2n(ξ)} be a subsequence of {φn(ξ)} the orthonormal set associated with f(θ) on ξ =
eiθ, and let κ2n be the leading coefficient of φ2n. Then the asymptotic (22) is a consequence
of the following results: equation (11.5.2) on page 294 in [33] that gives
pn(z) = (2π)
− 1
2
(
1 +
φ2n(0)
κ2n
)− 1
2 (
ξ−nφ2n(ξ) + ξ
nφ2n(ξ
−1)
)
, (23)
setting n to be 2n in Theorem 12.1.1 1 on page 297 of [33], which yields
lim
n→∞
φ2n(ξ)D(ξ
−1)
ξ2n
= 1 (24)
uniformly for |ξ| ≥ R > 1, as well as uniform limits
lim
n→∞
φ2n(ξ
−1) = 0, lim
n→∞
φ2n(0) = 0, and lim
n→∞
κ2n = κ > 0, (25)
from page 304 of [33].
For an asymptotic for the kernel Kn(z, z¯) we will need an asymptotic for the derivative
of the orthogonal polynomial pn(z). Since z =
1
2
(ξ + ξ−1), where |ξ| > 1, when we solve for
1 We note that since f(θ) = w(cos θ)| sin θ| is an even function, in the result of Theorem 12.1.1 on page
297 of [33] we have D¯(ξ−1) = D(ξ−1).
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ξ we have ξ = z +
√
z2 − 1. Hence differentiating (23) with respect to z yields
d
dz
pn(z) =(2π)
− 1
2
(
1 +
φ2n(0)
κ2n
)− 1
2
· −nξ
−nφ2n(ξ) + ξ
−n+1φ′2n(ξ) + nξ
nφ2n(ξ
−1)− ξn−1φ′2n(ξ−1)√
z2 − 1 . (26)
For cancelation purposes our asymptotic for p′n(z) will be in terms asymptotics of the func-
tions φ2n and their derivatives φ
′
2n. Since we already know the asymptotics of φ2n(ξ) and
φ2n(ξ
−1), by inspection of (26) we see that we need asymptotics for φ′2n(ξ) and φ
′
2n(ξ
−1) to
complete the desired asymptotic of p′n(z).
To obtain an asymptotic for φ′2n(ξ), observe that from (24) we have
φ2n(ξ)D(ξ
−1)ξ−2n − 1 = en(ξ), (27)
where en(ξ) → 0 uniformly for |ξ| ≥ R > 1. Furthermore, since the left-hand side of the
above is holomorphic on C\D, we have that en(ξ) is holomorphic C\D. Thus differentiating
(27) with respect to ξ yields
φ′2n(ξ)D(ξ
−1)
ξ2n
− φ2n(ξ)D
′(ξ−1)
ξ2n+2
− 2nφ2n(ξ)D(ξ
−1)
ξ2n+1
= e′n(ξ). (28)
We seek to show that limn→∞ e
′
n (ξ) = 0 uniformly on compact subsets of {ξ : |ξ| ≥ r > 1}.
Let us first make the claim that limξ→∞ en(ξ) exists. From this limit we will have that not
only is en(ξ) holomorphic on C\D, but it is actually holomorphic on C\D for all n = 0, 1, . . . ,
in the extended complex plane. To see that the claim is true, notice that
lim
ξ→∞
en(ξ) = lim
ξ→∞
[(
κ2nξ
2n + κ2n−1ξ
2n−1 + · · ·+ κ1ξ + κ0
)
D(ξ−1)ξ−2n − 1]
=
{
κ0D(0)− 1, n = 0,
κ2nD(0)− 1, n > 0.
Since both κ0D(0)−1 and κ2nD(0)−1 exits and are finite, we have that the limξ→∞ en(ξ) exits
for all n = 0, 1 . . . , and consequently en(ξ) is holomorphic at infinity for all n ∈ {0, 1 . . . }.
Given that en(ξ) is holomorphic on C\D, we can apply Cauchy’s Formula for unbounded
domains to en(ξ) on the unbounded set {ξ : |ξ| ≥ r > 1}. Let K ⊂ {ξ : |ξ| ≥ r > 1} be a
compact set with z ∈ K. Using this theorem we have
en(z) =
−1
2πi
∫
∂D(0,r)
en(t)
t− z dt+ limz→∞ en(z).
Taking the derivative of the above with respect to z and estimating the integral yields
|e′n(z)| ≤
1
2π
∫
∂D(0,r)
∣∣∣∣ en(t)(t− z)2
∣∣∣∣ d|t| ≤ rd2 maxt∈∂D(0,r) |en(t)|,
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where d = Dist(K, ∂D(0, r)) > 0 since K is a compact subset of {ξ : |ξ| ≥ r > 1}. Under
the hypothesis that en(z) converges uniformly to zero as n → ∞ for z ∈ {ξ : |ξ| ≥ r > 1},
and in particular all t ∈ ∂D(0, r), we have
lim
n→∞
|e ′n (z)| ≤ lim
n→∞
r
d2
max
t∈∂D(0,r)
|en(t)| = 0,
where the limit is uniform in z as n→∞.
Therefore by K being an arbitrary compact subset of {ξ : |ξ| ≥ r > 1}, it follows that
limn→∞ e
′
n (ξ) = 0 uniformly on compact subsets of {ξ : |ξ| ≥ r > 1}.
Taking the above into account and solving (28) for φ′2n(ξ)ξ
−2n we have
φ′2n(ξ)
ξ2n
=
φ2n(ξ)D
′(ξ−1)
ξ2n+2D(ξ−1)
+
2nφ2n(ξ)
ξ2n+1
+ o(1). (29)
For our asymptotic of φ′2n(ξ
−1) we begin with equation (12.3.17) on page 303 in [33] that
says
∞∑
j=0
φj(a)φj(w) =
1
(1− a¯w)D(a)D(w) <∞,
for |a| < 1 and |w| < 1. Since the above sum of analytic functions in w and of anti-
holomorphic functions in a¯ converges uniformly on compact subsets of the unit disk, we can
differentiate it with respect to w and a¯ on compact subsets of the unit disk and retain the
uniform convergence of the derivatives of the infinite sum on compact subsets of the unit
disk. Taking these derivatives and setting w = a = ξ−1 we achieve
∑∞
j=0 |φ′j(ξ−1)|2 < ∞.
Consequently on compact subsets of {ξ−1 : |ξ−1| < 1} uniformly we have
lim
n→∞
φ′n(ξ
−1) = 0. (30)
We now have all the needed asymptotics to give the proof of Theorem 3.
Proof of Theorem 3. To obtain an asymptotic expression forKn(z, z), we first note that since
f(θ) is an even function, we have that φ2n and φ2(n+1) have real coefficients. Thus φ2n(0) =
φ2n(0) and φ2(n+1)(0) = φ2(n+1)(0), as well as κ2n = κ2n and κ2(n+1) = κ2(n+1). Taking this
into consideration and using the Christoffel-Darboux formula and then the representation
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(23) yields
Kn(z, z) =
n∑
j=0
pj(z)pj(z¯)
=
kn
kn+1
· pn+1(z)pn(z¯)− pn(z)pn+1(z¯)
2iIm(z)
=
kn
kn+12iIm(z)
(2π)−1
(
1 +
φ2(n+1)(0)
κ2(n+1)
)− 1
2
(
1 +
φ2n(0)
κ2n
)− 1
2
·
[ (
ξ−(n+1)φ2(n+1)(ξ) + ξ
n+1φ2(n+1)(ξ
−1)
) (
ξ−nφ2n(ξ) + ξnφ2n(ξ−1)
)
− (ξ−nφ2n(ξ) + ξnφ2n(ξ−1)) (ξ−(n+1)φ2(n+1)(ξ) + ξn+1φ2(n+1)(ξ−1))
]
=
kn
kn+12iIm(z)
(2π)−1
(
1 +
φ2(n+1)(0)
κ2(n+1)
)− 1
2
(
1 +
φ2n(0)
κ2n
)− 1
2
·
[
ξφ2(n+1)(ξ)
ξn+2
φ2n(ξ)
ξn
− ξφ2n(ξ)
ξn
φ2(n+1)(ξ)
ξn+2
(31)
+
ξφ2(n+1)(ξ)
ξn+2
ξnφ2n(ξ−1)− φ2n(ξ)
ξn
ξn+1φ2(n+1)(ξ−1) (32)
+ ξn+1φ2(n+1)(ξ
−1)
φ2n(ξ)
ξn
− ξnφ2n(ξ−1)ξφ2(n+1)(ξ)
ξn+2
(33)
+ |ξ|2nξφ2(n+1)(ξ−1)φ2n(ξ−1)− |ξ|2nξφ2n(ξ−1)φ2(n+1)(ξ−1)
]
. (34)
To find the asymptotic of the above, let us first focus on the terms within the large brackets.
Observe that for the expression (31), using (24) we have
lim
n→∞
ξφ2(n+1)(ξ)
ξn+2
φ2n(ξ)
ξn
− ξφ2n(ξ)
ξn
φ2(n+1)(ξ)
ξn+2
2iIm(ξ)
∣∣∣ ξnD(ξ−1)∣∣∣2
= 1. (35)
Also note that using (24) and first limit in (25), the expressions (32), (33), and (34) are all
o(|ξ|2n). Combining this with (35) and appealing to the second two limits of (25) we achieve
Kn(z, z) =
kn
kn+1
Im(ξ)
2πIm(z)
∣∣∣∣ ξnD(ξ−1)
∣∣∣∣
2
+ o(|ξ|2n).
Thus
(Kn(z, z))
2 =
(
kn
kn+1
Im(ξ)
2πIm(z)
)2 ∣∣∣∣ ξnD(ξ−1)
∣∣∣∣
4
+ o
(|ξ|4n) . (36)
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For our representation of Kn(z, z¯), using the Christoffel-Darboux formula and then (23)
and (26) it follows that
Kn(z, z¯) =
n∑
j=0
pj(z)pj(z)
=
kn
kn+1
· (p′n+1(z)pn(z)− p′n(z)pn+1(z))
=
kn
kn+1
1
2π
√
z2 − 1
(
1 +
φ2(n+1)(0)
κ2(n+1)
)− 1
2
(
1 +
φ2n(0)
κ2n
)− 1
2
·
[(
− (n+ 1)ξ−(n+1)φ2(n+1)(ξ) + ξ−(n+1)+1φ′2(n+1)(ξ)
+ (n+ 1)ξn+1φ2(n+1)(ξ
−1)− ξ(n+1)−1φ′2(n+1)(ξ−1)
)
·
(
ξ−nφ2n(ξ) + ξ
nφ2n(ξ
−1)
)
−
(
− nξ−nφ2n(ξ) + ξ−n+1φ′2n(ξ) + nξnφ2n(ξ−1)− ξn−1φ′2n(ξ−1)
)
·
(
ξ−(n+1)φ2(n+1)(ξ) + ξ
n+1φ2(n+1)(ξ
−1)
)]
.
Expanding what is in the large brackets and collecting like terms gives the following:
− ξ−2n−1φ2n(ξ)φ2(n+1)(ξ) (37)
+ ξ−2nφ2n(ξ)φ
′
2(n+1)(ξ)− ξ−2nφ′2n(ξ)φ2(n+1)(ξ) (38)
+ (2n+ 1)ξφ2(n+1)(ξ
−1)φ2n(ξ) (39)
− φ2n(ξ)φ′2(n+1)(ξ−1) + ξ−2φ2(n+1)(ξ)φ′2n(ξ−1) (40)
− (2n+ 1)ξ−1φ2n(ξ−1)φ2(n+1)(ξ) (41)
+ φ2n(ξ
−1)φ′2(n+1)(ξ)− ξ2φ2(n+1)(ξ−1)φ′2n(ξ) (42)
+ ξ2n+1φ2n(ξ
−1)φ2(n+1)(ξ
−1) (43)
− ξ2nφ2n(ξ−1)φ′2(n+1)(ξ−1) + ξ2nφ2(n+1)(ξ−1)φ′2n(ξ−1). (44)
Starting with easiest of the terms above, using (24), the first limit in (25), and (30), we
have that (40), (43), and (44) are all o(ξ2n).
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Using (29) in (38) yields
ξ−2nφ2n(ξ)φ
′
2(n+1)(ξ)− ξ−2nφ′2n(ξ)φ2(n+1)(ξ)
=
φ2n(ξ)φ2(n+1)(ξ)D
′(ξ−1)
ξ2(n+1)D(ξ−1)
+
2(n+ 1)φ2n(ξ)φ2(n+1)(ξ)
ξ2n+1
+ φ2n(ξ)o(1)
− φ2n(ξ)D
′(ξ−1)φ2(n+1)(ξ)
ξ2(n+1)D(ξ−1)
− 2nφ2n(ξ)φ2(n+1)(ξ)
ξ2n+1
− φ2(n+1)(ξ)o(1)
=
2φ2n(ξ)φ2(n+1)(ξ)
ξ2n+1
+ o(ξ2n), (45)
where we have appealed to (24) for the last equality.
Turning now to (42), again using (29) gives us
φ2n(ξ
−1)φ′2(n+1)(ξ)− ξ2φ2(n+1)(ξ−1)φ′2n(ξ)
=
φ2n(ξ
−1)φ2(n+1)(ξ)D
′(ξ−1)
ξ2D(ξ−1)
+
2(n + 1)φ2n(ξ
−1)φ2(n+1)(ξ)
ξ
+ φ2n(ξ
−1)ξ2(n+1)o(1)
− φ2(n+1)(ξ
−1)φ2n(ξ)D
′(ξ−1)
D(ξ−1)
− 2nφ2(n+1)(ξ−1)φ2n(ξ)ξ − ξ2(n+1)φ2(n+1)(ξ−1)o(1)
=
2(n+ 1)φ2n(ξ
−1)φ2(n+1)(ξ)
ξ
− 2nξφ2(n+1)(ξ−1)φ2n(ξ) + o(ξ2n), (46)
where are using (24) to obtain the second equality.
Combining (37), (45), (39), (41), (46), and the fact that the other terms were o(ξ2n), for
the terms from the large brackets we have
φ2n(ξ)φ2(n+1)(ξ)
ξ2n+1
+
φ2n(ξ
−1)φ2(n+1)(ξ)
ξ
+ ξφ2(n+1)(ξ
−1)φ2n(ξ) + o(ξ
2n)
=
φ2n(ξ)φ2(n+1)(ξ)
ξ2n+1
+ o(ξ2n), (47)
by yet another time (24), and the first limit in (25).
Thus using (47), appealing to (24), and the second two limits in (25), we see that
Kn(z, z¯) =
kn
kn+1
ξ2n+1
2π
√
z2 − 1 (D(ξ−1))2 + o(ξ
2n).
From above asymptotic we obtain
|Kn(z, z¯)|2 =
(
kn
kn+1
)2 |ξ2n+1|2
4π2|z2 − 1| |D(ξ−1)|4 + o
(|ξ|4n) . (48)
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Therefore using (21) from the proof of Theorem 2 for a representation of hPn , and the
expressions (36) and (48), as n→∞ we have
hPn (z) =
1
4π (Im(z))2
(
1− |Kn(z, z¯)|
2
(Kn(z, z))
2
)
=
1
4π (Im(z))2

1−
(
kn
kn+1
)2
|ξ2n+1|2
4π2|z2−1||D(ξ−1)|4
+ o (|ξ|4n)(
kn
kn+1
Im(ξ)
2πIm(z)
)2 ∣∣∣ ξnD(ξ−1)∣∣∣4 + o(|ξ|4n)


=
1
4π (Im(z))2
(
1− (Im(z))
2 |ξ|2 + o(1)
|z2 − 1|(Im(ξ))2 + o(1)
)
=
1
4π (Im(z))2
(
1− (Im(z))
2 |z +√z2 − 1|2 + o(1)
|z2 − 1|(Im(z +√z2 − 1)2 + o(1)
)
,
and hence completes the proof of Theorem 3.
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