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Abstract—The rapid participation in online based 
transactional activities raises the fraudulent cases all over the 
world and causes tremendous losses to the individuals and 
financial industry. Although there are many criminal activities 
occurring in financial industry, credit card fraudulent activities 
are among the most prevalent and worried about by online 
customers. Thus, countering the fraud activities through data 
mining and machine learning is one of the prominent 
approaches introduced by scholars intending to prevent the 
losses caused by these illegal acts. Primarily, data mining 
techniques were employed to study the patterns and 
characteristics of suspicious and non-suspicious transactions 
based on normalized and anomalies data. On the other hand, 
machine learning (ML) techniques were employed to predict the 
suspicious and non-suspicious transactions automatically by 
using classifiers. Therefore, the combination of machine 
learning and data mining techniques were able to identify the 
genuine and non-genuine transactions by learning the patterns 
of the data. This paper discusses the supervised based 
classification using Bayesian network classifiers namely K2, 
Tree Augmented Naïve Bayes (TAN), and Naïve Bayes, logistics 
and J48 classifiers. After preprocessing the dataset using 
normalization and Principal Component Analysis, all the 
classifiers achieved more than 95.0% accuracy compared to 
results attained before preprocessing the dataset. 
 
Index Terms—Credit Card; Data Mining; Fraud Detection; 
Machine Learning. 
 
I. INTRODUCTION 
 
According to Global Payments Report 2015, credit card is the 
highest used payment method globally in 2014 compared to 
other methods such as e-wallet and Bank Transfer [1]. The 
huge transactional services are often eyed by cyber criminals 
to conduct fraudulent activities using the credit card services. 
Credit card fraud is defined as the unauthorized usage of card, 
unusual transaction behavior, or transactions on an inactive 
card [2]. In general, there are three categories of credit card 
fraud namely, conventional frauds (e.g. stolen, fake and 
counterfeit), online frauds (e.g. false/fake merchant sites), 
and merchant related frauds (e.g. merchant collusion and 
triangulation) [3].  
In the past couple of the years, credit card breaches have 
been trending alarmingly. According to Nilson Report, the 
global credit card fraud losses reached $16.31 billion in 2014 
and it is estimated that it will exceed $35 billion in 2020 [4]. 
Therefore, it is necessary to develop credit card fraud 
detection techniques as the counter measure to combat illegal 
activities. In general, credit card fraud detection has been 
known as the process of identifying whether transactions are 
genuine or fraudulent. As the data mining and machine 
learning techniques are vastly used to counter cyber-criminal 
cases, scholars often embraced those approaches to study and 
detect credit card fraud activities. 
Data mining is known as the process of gaining interesting, 
novel and insightful patterns as well as discovering 
understandable, descriptive and predictive models from large 
scale of data collections [5, 6]. The ability of data mining 
techniques to extract fruitful information from large scale of 
data using statistical and mathematical techniques would 
assist credit card fraud detection based on differentiating the 
characteristics of common and suspicious credit card 
transactions. While data mining focused on discovering 
valuable intelligence, machine learning is rooted in learning 
the intelligence and developing its own model for the purpose 
of classification, clustering or so on. 
The application of machine learning techniques spreads 
widely throughout computer sciences domains such as spam 
filtering, web searching, ad placement, recommender 
systems, credit scoring, drug design, fraud detection, stock 
trading, and many other applications. Machine Learning 
classifiers operate by building a model from example inputs 
and using that to make predictions or decisions, rather than 
following strictly static program instructions. There are many 
different types of machine learning approaches available with 
the intentions to solve heterogeneous problems. Due to the 
nature of this study which was focused on classification, the 
discussion that follows is based on this topic. Machine 
learning classification refers to the process of learning to 
assign instances to predefined classes. Formally, there are 
several types of learning such as supervised, semi-supervised, 
unsupervised, reinforcement, transduction and learning to 
learn [7]. As the interest of this study was to conduct 
supervised based machine learning classification, the 
discussions about the rest of the methods are discarded from 
further elaboration. In most classification studies, supervised-
based learning is favoured more than other methods due to 
the ability to control the classes of the instances with the 
interventions of human. In supervised learning, the classes of 
the instances would be labeled prior to feeding into 
classifiers. Then, by using certain evaluation metrics, the 
performances of the classifiers could be measured. 
In the case of credit card fraud detection, the binary 
classification technique was employed due to the instances 
labeled as fraud and non-fraud. The inputs were transformed 
as Boolean x = (x1,…, xj), where xj = 1, if the jth 
characteristics appeared in the instances, but otherwise, xj = 
0. A classifier input a training set into (xi, yi), where xi = (xi, 
. . . , xq) was an observed input and yi was the corresponding 
output of the classifier. The rest of the paper is organized into 
background studies, research methodology, results, 
discussions and conclusions. 
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II. BACKGROUND STUDIES 
 
Data mining and machine learning are popular methods to 
study and combat the credit card fraud cases. There is a large 
number of studies that exploited the strength of data mining 
and machine learning to prevent the credit card fraudulent 
activities. Based on Self-Organizing Map and Neural 
Network, the study of [8] obtained Receiver Operating Curve 
(ROC) over 95.00% of fraud cases without false alarms rate. 
The Hidden Markov Model (HMM) also has been applied in 
credit card fraud detection with low percentage of false alarm 
rates [9]. However, transition process of different states and 
calculating the probability in HMM are very costly and 
intensive. Furthermore, rather than using single classifiers, 
some of the credit card fraud detection studies used meta-
learning learners based on supervised learning. Stolfo et al. 
investigated credit card fraud detection system using four 
types of algorithms namely Iterative Dichotomiser 3 (ID3), 
Classification and Regression Tree (CART), Ripper and 
Bayes as base learners and tested with heterogeneous data 
distributions [10]. Based on 50% / 50% distribution of 
instances (fraud and non-fraud), the study found that meta-
learning using Bayes as a base learner obtained a higher true 
positive rate compared to other meta learners. However, even 
though the distribution of 50% / 50% yields good results, it 
does not reflect real world circumstances where genuine 
credit card transactions are quite higher than non-legitimate 
transactions. Researchers have also tested other types of meta 
learning classifiers such as Adaboost, Logitboost, Bagging 
and Dagging and yielded interesting outcomes [11].  
Through our literature studies, Bayesian Network is one of 
the classifier types that have been widely applied to detect 
fraud in the credit card industry. Maes et al examined the true 
positive and false positive produced by Bayesian Belief 
Network and Artificial Neural Network on classifying credit 
card fraud instances. The study found that Bayesian network 
performed approximately 8% higher than Artificial Neural 
Network and claimed that the former's classifier processing 
time is shorter than the latter [12]. Rather than analyzing 
using traditional classification methods, the investigation by 
[13] initiated to perform cost sensitive credit card fraud 
detection based on Bayes Minimum Risk technique. The 
study measured the performances of Logistic Regression 
(LR), C4.5 and Random Forest (RF). The study showed that 
adjusting the probabilities of Bayes Minimum Risk classifier 
on RF classification yielded consistently better results than 
LR and C4.5. 
Throughout our observation and analysis of previous 
studies, Bayesian Network classifiers have become one of the 
popular classifier types that are widely used to classify credit 
card fraud data. Therefore, this study attempted to investigate 
the classification by several Bayesian classifiers such as K2, 
Tree Augmented Naïve Bayes (TAN), and Naïve Bayes. 
Moreover, this study also measured the performances of 
Logistics Regression and J48 based on the proposed 
methodology. A brief discussion about Bayesian Network 
Classifier and proposed classifiers are stated below. 
 
A. Bayesian Network Classifier  
Bayesian Network is a threshold-based model that 
computes the sum of the output accumulated from child 
nodes. The reasons behind the creation of such model is the 
ability of child nodes to operate independently without 
interrupting other child nodes and particularly influence the 
probability of root node. Basically, a Bayesian Network A= 
<N, B, Ѳ>, is a directed acyclic graph that consists a set of 
random variables, where, DAC= <N, B>, and each node n ∈ 
N represents the variable of the data. Each arc a ∈ A in 
between nodes represents probability dependency. Bayesian 
network is able to compute the conditional probability of a 
node based on given values assigned to other nodes. There 
are several advantages of Bayesian Network such as the 
ability to handle incomplete inputs, the learning of causal 
relationship and so on [17]. As illustrated in Figure 1, there 
are minor differences between Naïve Bayes, TAN and 
general framework of Bayesian Network. Naïve Bayes is a 
very popular classifier as it is simple, efficient and yields 
better performance in solving real world problems. Naïve 
Bayes is a probabilistic classifier based on Bayes rules with 
strong independent assumptions. In simple term, a descriptive 
"independent feature model" based on probability will allow 
NB to make assumptions that the presence or absence of a 
peculiar feature of a class is not related to the presence of 
absence of other features. K2 as one of Bayesian type 
classifiers used scoring functions to compute the joint 
probability of any instantiation of all the variables in a belief 
network as the product of probabilities [18]. In WEKA, K2 
classifiers used hill climbing methods in order to develop the 
Bayesian beliefs. On the other hand, TAN classifier used 
Bayesian scoring function to develop the Bayesian Belief. As 
illustrated in Figure 1, TAN classifier allows arcs between the 
children of the classification node xc. Therefore, the TAN 
classifier is able to compute the probability from each child 
and eventually identify the appropriate classes of the children 
based on computed probability. Although the information 
channeled by TAN looks better than Naïve Bayes, none of the 
studies found to be investigating the performances of TAN on 
credit card fraud detection domain. Then, compared to Naïve 
Bayes as generative model, Logistics as discriminative 
classifier predicts the probability using direct Bayes 
Functional Form. Logistics uses conditional probability and 
iterative based estimation in order to estimate the classes of 
the instances. J48 is an open source Java implementation in 
WEKA based on C4.5 algorithm. C4.5 algorithm was 
developed by Ross Quinlan to generate the decision tree 
based on a set of labeled input data [19]. J48 is a predictive 
machine-learning classifier that determines the target values 
of new samples based on various attribute values in the data. 
The internal decision tree nodes represent the different 
attributes or features while the branches between nodes 
denote the possible or viable attributes that could be included 
in the observed samples or classes. The terminal nodes depict 
the final classification attributes of the target value. 
 
 
 
Figure 1: Illustration of Naïve Bayes, TAN and General BN structures 
 
III. RESEARCH HYPOTHESIS 
 
Based on the review from past studies, two main 
conclusions are made on the evaluation of credit card fraud 
detection investigations. The first conclusion is that credit 
card data plays essential roles in identifying fraudulent and 
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non-fraudulent characteristics. However, the process of 
getting the real credit card fraud related data is very hard due 
to record privacy and sensitivity. Therefore, as to mimic the 
real data, the authors of this study used a dummy data created 
based on manipulating certain features that were expected to 
have significant impact for fraud detection. For instance, if 
the customer entered a wrong pin number from an actual or 
shipping address that was different than billing address or 
transaction date and time that were too close with large sum 
of transactions from previous actions, it could be suspected 
as suspicious affairs. Furthermore, some countries such as 
Yugoslavia, Lithuania, and Pakistan have a very high number 
of fraud incidents with unverifiable addresses. Based on such 
indicators, the data was developed using several attributes 
such as credit card number, reference number, terminal id, 
actual pin, entered pin, transaction amount, transaction date 
and time, location, billing address and shipping address.  
Those attributes were the common variables that were used 
to study the credit card fraud activities. The data was 
developed manually using spreadsheet and GNU auto data 
generation script derived from generatedata.com. The 
instances were labeled as fraud based on the presence of 
correlations among the attributes as stated in Table 1. The rest 
of the correlation was defined as non-fraud. 
 
Table 1 
Rules to Labeling Fraud Instances (T=TRUE, F=FALSE) 
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In order to evaluate the validity of the dummy data, the first 
experiment was conducted to verify the authentication of the 
corpus to be used in the credit card fraud detection. The 
second conclusion is most of the previous studies attempted 
to use heterogeneous types of the classifiers to measure the 
performances on detecting genuine and non-genuine 
transactions. On the intention to contribute further to body of 
the knowledge, the second experiment was conducted to 
evaluate the performances of the proposed classifiers in the 
classification of credit card fraud activities. Therefore, the 
first and second hypotheses that reflect the former and latter 
experiments are stated as follows: 
Hypothesis (1) : The dummy dataset that was created 
based on suspicious behaviors can be used for classification 
in data mining. 
Hypothesis (2) : The performances on the dataset which 
undergo data preprocessing are better than the raw dataset. 
 
IV. RESEARCH METHODOLOGY 
 
The overview of the research methodology illustrated in 
Figure 2. 
 
 
 
 
Figure 2: A simple illustration on the flow of methodology in this work 
 
In the classification process, a prominent data mining and 
machine learning tool namely WEKA was used in order to 
measure the performances of the classifiers. WEKA is one the 
open source prominent tools that is used widely to study 
many real world problems such as sentiment analysis, 
personality detection, spam filtering, and fraud detection. The 
classification was run using 10-fold cross validation 
techniques. The 10-fold cross validation technique is widely 
applied in data mining and machine learning studies due to 
the training and testing process that occurred on the entire 
dataset. Through 10-fold cross validation, the dataset was 
splitted into ten parts, each part was held out in turn, and 
eventually the average results were computed. In other words, 
each data point in the dataset was used once for testing and 9 
times for training. Then, in order to measure the performances 
of the classifiers, several evaluation metrics were employed 
in this study. Primarily, the output of the metrics depended on 
the results obtained by True Positive (TP), True Negative 
(TN), False Positive (FP) and False Negative (FN). TP refers 
to the number of fraud transactions predicted as fraud while 
FP is the number of legal transactions predicted as fraud.   TN 
refers to the number of fraud transactions predicted as legal 
transactions while FN is the number of legal transactions 
predicted as fraud. This study evaluated the performances of 
the classifiers using True Positive Rate (TPR), False Positive 
Rate (FPR), Precision, Recall, F-Measure, and accuracy.. The 
description and formula for each evaluation metrics are 
defined in Table 2. 
 
Table 2 
The Formula of Metrics Used in the Study 
 
Metric Formula  and Description 
True Positive Rates (TPR) TPR = TP / (TP + FN) 
False Positive Rates (FPR) FPR = FP / (FP + TN) 
Precision Precision = TP / (TP + FP) 
Recall Recall = TP / (TP + FN) 
F-Measure F-Measure = 2TP / (2TP + FP + FN) 
Accuracy Accuracy = (TP + TN) / (TP + TN + 
FP + FN) 
 
The following paragraphs will elaborate on data 
transformation and data reduction. Generally, data 
transformation and data reduction are referred to as data pre-
processing phase, where the raw data is cleaned and 
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transformed into appropriate forms (or standardization) to be 
evaluated and fed into machine learners. Data transformation 
process involves activities such as normalization, smoothing, 
aggregation, attributes construction and generalization of the 
data. While data reduction is to reduce the number of 
attributes such as data cube aggregation, removing irrelevant 
attributes and principle component analysis. For instance, 
during data transformation, the format of transaction date and 
time were standardized into a uniform state so that it was 
identical to machine learners to interpret it as date and time 
attributes. Then, Principal Component Analysis technique 
was employed to detect the anomaly transactions. Principal 
Component Analysis is a method to transform the correlated 
variables into a smaller number of uncorrelated attributes 
called Principal Components. The objective of applying the 
method was to identify and reduce the dimensionality of the 
dataset and discover new meaningful underlying attributes. 
The advantage of Principal Component Analysis is during 
reducing the dimensions of the data using eigenvector, the 
losses to the information of the data are insignificant. 
Furthermore, the losses could be trace back by decompressing 
the eigenvalue. 
 
V. RESULTS & EVALUATION 
 
This study used two datasets to run through the 
experiments. The raw dataset and the new dataset were 
created by data transformation and data reduction. 
 
A. Results and Analysis for Experiment 1 
For Experiment 1, the raw dummy dataset was used to 
evaluate the integrity of the data for credit card fraud 
detection. The result (see Table 3) showed that the TPR 
(75.0%), precision (73.0%), recall (75.00%), F-Measure 
(68.5%) and accuracy (84.0%) of TAN are the highest among 
the classifiers on the evaluations. The minimal FPR rate of 
TAN showed the ability of TAN to process the raw data better 
than other classifiers even though the classifier's speed was 
higher than K2, Naïve Bayesian, and Logistics. This could be 
due to the heavy processes such as finding the probability and 
creating the tree model which caused the processing of the 
data to take too long. The J48 that was also based on tree 
model as TAN achieved TPR (73.0%), precision (69.4%), 
recall (67.5%), and F-Measure (67.4%) which were slightly 
lower than TAN. Moreover, the processing speed for J48 was 
also slower than TAN although the processes involved in 
latter classifier were more heavy/costly than former classifier. 
From the point of views of the authors, the 
underperformances of Logistics, Naïve Bayesian and K2 
showed that the raw data with high number of noises affects 
the modeling and evaluation of the raw data. As the worst 
performer, K2 even obtained very poor results in terms of 
TPR (31.0%), precision (21.0%), recall (32.0%), F-Measure 
(32.2%) and accuracy (41.8%). Even though some of the 
classifiers obtained poor results, the ability of the learners to 
classify the data showed the reliability of the dummy data 
being used to test the credit card fraud detection. To further 
improve the classification results, in experiment 2, the raw 
dummy dataset was fed into data transformation and data 
reduction techniques as mentioned above. 
 
Table 3 
Results of Classification Using Raw Dummy Dataset 
 
Metric K2 
Naïve 
Bayesian 
TAN Logistic J48 
True Positive Rate 
(%) 
31.0 50.3 75.0 60.3 73.0 
False Positive Rate 
(%) 
69.0 49.7 25.0 39.7 27.0 
Precision (%) 21.0 45.7 73.0 44.7 69.4 
Recall (%) 32.0 60.3 75.0 47.8 67.5 
F-Measure (%) 32.2 34.3 68.5 44.9 67.4 
Processing Speed 
(seconds) 
10.0 10.0 56.0 25.0 84.0 
Accuracy 41.8 53.7 84.0 67.3 80.0 
 
B. Results and Analysis for Experiment 2 
The second experiment used the data that was filtered with 
normalization and Principal Component Analysis. From 
Experiment 2, all the five classifiers showed better results 
compared to Experiment 1. All the classifiers achieved 
accuracy more than 95.0% with better processing speed than 
Experiment 1. The minimal FPR showed the preprocessing 
techniques employed by this study which had increased the 
reliability of the data by removing the unusable attributes. 
The results of J48 and Logistics showed that both classifiers 
gained maximum strengths upon preprocessing of the dataset. 
It is a huge classification improvement showed by K2 
compared to the previous experiment. The classifiers 
achieved almost 195.80% increase of TPR after data 
transformation and data reduction process. Furthermore, 
besides the improvement to the TPR, precision, recall, F-
Measure and accuracy, the processing speed for all the 
classifiers also improved significantly compared to the 
previous experiment. The authors were curious about 
attributes that were removed during data preprocessing, 
hence the cleaned dataset was observed. During the 
observation, the authors noticed that the terminal_id 
attributes were reduced significantly. Based on the results 
shown in Table 4, the hypothesis of experiment 2 was proven 
where the performances of the classifiers on the preprocessed 
dataset are better than the raw dataset after undergoing data 
preprocessing tasks. 
 
Table 4 
Results of Classification Using Transformed Dataset 
 
Metric K2 
Naïve 
Bayesian 
TAN Logistic J48 
True Positive 
Rate (%) 
91.7 99.6 99.7 100.0 100.0 
False Positive 
Rate (%) 
8.3 0.4 0.3 0.0 0.0 
Precision (%) 92.6 95.6 98.4 100.0 100.0 
Recall (%) 91.7 99.6 99.6 100.0 100.0 
F-Measure (%) 95.7 89.3 99.0 100.0 100.0 
Processing Speed 
(seconds) 
2.0 2.0 30.0 5.0 32.0 
Accuracy 95.8 96.7 99.7 100.0 100.0 
 
C. Discussion and Future Work 
The detection of credit card fraud using data mining and 
Machine Learning techniques have become one of the 
reliable approaches to counter this illegal activity. However, 
the process to gather real time credit card fraud data is very 
hard. Therefore, to mimic the real data, the development of 
dummy data may assist the detection process. However, the 
creation and credibility of dummy data must be ascertained 
prior to conducting the classification processes. Based on the 
results from Experiment 1, the credibility of the data could be 
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ensured by noticing the ability of the WEKA to produce non-
zero results. Generally, WEKA would not be able to process 
the data if the data is highly unstructured and would return 
N/A (Not Applicable) results, errors, or freeze during 
modeling process. However, it did not happen to our dummy 
dataset. Furthermore, the development of the dummy dataset 
was based on attributes commonly used for credit card fraud 
detection and created automatically by using GNU data 
generation scripts. Then, as always emphasized by many data 
mining researchers, the preprocessing of raw dataset is an 
essential factor to improve the classification results. This has 
been proven by observing the differences between results of 
Experiment 1 and Experiment 2. The improvement on 
Experiment 2 after data transformation and data reduction 
significantly improve the classification performances. As 
mentioned earlier, the strength of Principal Component 
Analysis that reduced the dimensionality, losing much the 
information from the attributes was one of the major factor 
that improved the classification process. Therefore, we 
believed that Principal Component Analysis technique is the 
better filtering approach to be considered and to be used in 
credit card fraud detection processes. Then, our classification 
process also proved that Bayesian based classifiers such as 
K2, Naïve Bayesian, Tan, Logistics and J48 were able to 
classify and predict the credit card fraud activities better if the 
data was preprocessed using reliable filtering techniques. 
Moreover, after the dimensionality of the raw data was 
reduced by using Principal Component Analysis, the authors 
of this study found that the terminal_id attributes were largely 
reduced.. Therefore, we made the assumptions that 
terminal_id information contribute less to the credit card 
fraud detection. However, the investigation of credit card 
hacking based on physical methods (e.g. hardware stressing) 
has to use terminal_id attributes as the reference to identify 
the illegal activity. 
In the future, this study will attempt to explore more credit 
card fraud detections using real time data. Then, since the 
Bayesian Networks classifiers showed better results, the 
comparisons with other types of classifiers such as 
Hyperplane based may contribute further to the body of the 
knowledge. 
 
VI. CONCLUSION 
 
This paper tested classification metrics by using five 
Bayesian classifiers namely Naïve Bayes, K2, TAN, 
Logistics and J48. The evaluations conducted using two 
datasets, where, the first dataset was a dummy dataset that 
represented the characteristics of credit card data and a newly 
transformed dataset using data normalization and Principal 
Component Analysis techniques. Overall, all the Bayesian 
classifiers achieved significantly better results after being fed 
with filtered data. 
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