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Abstract. This work presents a model to Low Voltage 
(LV) Unbalance Degree Optimization in a Three-pha-
se Electric Distribution Network (EDN). The combina-
tion of two new Fuzzy-MultiObjective MetaHeuristics 
FEPSO GIST (Fuzzy Particles Swarm Optimization 
with Global/Individual Stochastic  Topology) propo-
sed by the author and, FAFS (Fuzzy Artificial Fish 
Shool) extended to MultiObjective domain by the 
author, using Fuzzy Sets, are presented. Of multi-
ple problems resulting from such unbalance degree, 
are considered the technical losses and the voltage 
drops. Both aspects are fundamentals in the rational 
use of energy, when this objective is focused from the 
offer side, and are observed for Regulatory Autho-
rity. In addition, a MatHeuristic approach composed 
for the classical approach based in Mixed-Interger 
Linear Programming and FEPSO GIST-FAFS Meta-
Heuristics, is introduced. In this Part I of the work, the 
framework and theoretical developments, required 
for the Models application, are presented. 
Keywords: Artificial Fish School, Electric Distribu-
tion Systems, MetaHeuristics, Particles Swarm, Load 
Unbalance.
Resumen. El presente trabajo describe un modelo 
para la optimización del grado de desbalance de car-
gas en una red trifásica de distribución de energía 
eléctrica (SDEE) en baja tensión (BT). Se presenta 
la integración de dos novedosas metaheurísticas: 
FEPSO GIST (Fuzzy-MultiObjective Particles Swarm 
Optimization with Global/Individual Stochastic To-
pology) desarrollada por el autor, y FAFS (Fuzzy-
MultiObjective Artificial Fish Shool), cuya extensión 
multiobjetivo es propuesta por el autor,  se valoriza 
la función de aptitud mediante conjuntos difusos. El 
problema propuesto ya ha sido resuelto en un trabajo 
presentado por el autor, mediante la metaheurística 
FPSO, y su solución constituye una referencia para 
comparar resultados. Entre los inconvenientes pro-
ducidos por un elevado grado de desbalance en las 
fases del sistema, se consideran la minimización de 
las pérdidas técnicas y la mejora del perfil de tensio-
nes. Ambos aspectos, relacionados con el uso racio-
nal de la energía propiciado desde el lado de la ofer-
ta, son observados por la autoridad regulatoria. Se 
presenta, adicionalmente, un modelo matheurístico 
que combina el enfoque clásico del problema, con el 
uso de programación lineal entera-mixta con las dos 
metaheurísticas introducidas, FEPSO GIST y FAFS. 
Se comparan los resultados de aplicar los modelos 
sobre el mismo SDEE BT considerado en el enfoque 
resuelto vía FPSO. En esta Parte I se abordan los 
antecedentes y desarrollos teóricos requeridos en la 
aplicación.
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1. INTRODUCCIÓN
El balance de fases en un sistema trifásico de distri-
bución eléctrica en baja tensión, es un problema que 
exhibe una apariencia menor, razón por la cual, tal 
vez, no ha sido muy tratado de manera formal confor-
me se observa en el estado del arte. Más allá de esta 
apariencia, su importancia es fundamental, puesto 
que el mayor porcentaje de pérdidas de las redes de 
distribución se encuentran en los sistemas de baja 
tensión. Pueden referirse, al menos, dos razones por 
las que este problema no ha sido abordado formal-
mente y de manera adecuada: a) es de compleja so-
lución (combinatorio) y b) en los últimos años, a par-
tir de la reforma, las regulaciones eléctricas se han 
preocupado más por los aspectos de calidad y por el 
uso racional de la energía desde la perspectiva de la 
oferta. Históricamente han sido razones técnicas las 
que han impuesto límites a las pérdidas y perfiles de 
tensión, y no económicas (se hace referencia a un 
costo social de oportunidad), enfoque que se intenta 
establecer en la actualidad [1]. 
El presente trabajo intenta hallar una solución formal 
y superadora, respecto de las existentes, aun la ob-
tenida desde la metaheurística propuesta en [1], para 
que se minimicen los efectos de un grado significati-
vo de desbalance de fases, re-balanceándolas y con 
un criterio que contemple el menor número posible 
de cambios. Esta primera parte del trabajo presen-
ta los antecedentes del problema y los desarrollos 
teóricos previos, requeridos para la implementación 
de las metaheurísticas FEPSO GIST, FAS, combina-
ción de ambas y una matheurística que integra los 
algoritmos metaheurísticos con programación lineal 
entera-mixta (MIP). Los desarrollos se han ordenado 
como sigue: en la sección 2 se describe el problema 
referido en la literatura como balance de cargas o 
balance de fases, indistintamente. Se presentan los 
enfoques tradicionales para su solución, así como 
sus limitaciones cuando es tratado mediante instru-
mentos cuya complejidad no escapa de la programa-
ción matemática clásica. En la sección 3 se desa-
rrollan las definiciones necesarias para comprender 
los conceptos de metaheurística y matheurística, 
insertas en el marco de la inteligencia computacio-
nal. En la sección 4 se desarrollan los principios de 
la denominada inteligencia de grupo (Swarm Intelli-
gence), que sustentan los algoritmos bio-inspirados. 
Luego, se presentan, en tal contexto, la metaheurís-
tica PSO, y sus variantes hasta llegar a la EPSO,  así 
como la AFS. Por último, en la sección 5, se presen-
tan algunas conclusiones que permitirán abonar los 
desarrollos específicos de las meta/matheurísticas 
usadas en la solución del problema planteado con 
una formulación multiobjetivo.  
2. EL PROBLEMA DEL BALANCE DE CARGAS 
EN SISTEMAS DE DISTRIBUCIÓN EN BAJA 
TENSIÓN
2.1. Caracterización del problema
El sistema de distribución de energía eléctrica en 
baja tensión (SDEE BT) que se adoptará como re-
ferencia, sin pérdida de generalidad alguna, será 
empleado en las simulaciones presentadas en la se-
gunda parte del artículo, y se corresponde con los 
parámetros eléctricos y de diseño vigentes en Argen-
tina. El SDEE BT, parte de centros de transforma-
ción de media tensión a baja tensión (CT MT/BT), 
13,2/0,38 (kV), 50 (hz), en los que se emplazan uno 
o más transformadores, que presentan cierto núme-
ro de salidas en BT. Dicho número aumenta con la 
potencia instalada. Desde cada salida (en un trans-
formador para un CT tipo plataforma, de 315 (kVA), 
se tienen 4-6 salidas), parte un alimentador que, a su 
vez, tiene ramales en derivación, llamados secunda-
rios (los cuales pueden tener derivaciones terciarias, 
y así sucesivamente), y se conforma una red inde-
pendiente cuya topología de operación es radial. El 
sistema es trifásico, pero las cargas conectadas en 
los diferentes nodos de los alimentadores primarios 
o sus derivaciones, resultan, en su mayoría, monofá-
sicas. Esto le confiere un carácter, si bien simétrico 
(dos fasores contiguos difieren en 120° eléctricos), 
desbalanceado (módulos distintos). Significa que el 
sistema de BT, opera necesariamente con cierto gra-
do de desbalance en sus tres fases. En la Figura 1 se 
muestra un sistema trifásico de corrientes (intensida-
des o cargas) simétrico balanceado (referido como 
perfecto) y en la Figura 2 se observa un sistema si-
métrico desbalanceado. 
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Figura 2. Sistema trifásico de intensidades simétrico y 
desbalanceado
Sin embargo, en la medida que tal desbalance exhi-
ba un grado más pronunciado, se advierten, por lo 
menos, tres problemas relacionados con las pérdi-
das, la calidad del suministro y la confiabilidad del 
sistema:
a) Existe un aumento en las pérdidas técnicas (po-
tencia y energía) del sistema. En segmentos urba-
nos/suburbanos, para sistemas de BT que utilizan 
0.38 [kV] de tensión nominal de suministro, el nivel 
de pérdidas técnicas de potencia se sitúa entre un 5 
a 10%. El  último valor se observa, principalmente, 
en zonas carenciadas por el tipo constructivo de red 
que se usa (frecuentemente, conductores desnudos 
conocidos como convencionales); b) Disminuye la 
calidad del producto técnico tensión de suministro, 
controlada por la regulación. La tolerancia, regulato-
riamente establecida, sobre la tensión de suministro 
para redes como las descritas en el ítem anterior, 
está entre un 5% (zonas urbanas, con alta densidad 
de carga) y un 7%  (zonas rurales, con baja densidad 
de carga) respecto de la tensión de suministro nomi-
nal; c) El desbalance de intensidades, para sistemas 
con neutro puesto a tierra, genera una corriente de 
secuencia cero, componente homopolar,  I[0] (suma 
de las intensidades de las tres fases y que circulará 
por tierra), de un valor tal que puede accionar las 
protecciones contra cortocircuitos en el sistema MT, 
“aguas arriba”. Particularmente, por la falla monofá-
sica/fase a tierra (la más frecuente: un 80% de las fa-
llas son de este tipo). En la Figura 1 se observa que 
la suma fasorial de las intensidades es nula, mien-
tras que en la Figura 2 no lo es. El sistema pierde 
confiabilidad por cuanto las protecciones interpretan 
los fuertes desbalances como una señal de cortocir-
cuito y se interrumpe el servicio. Esto, como se dijo, 
adquiere mayor relevancia en el subsistema de MT, 
pues las cargas para el mismo resultan ser los CT 
MT/BT (sin considerar los grandes usuarios en MT, 
que son pocos, relativamente). Los desbalances en 
BT, se reflejan, entonces, “aguas arriba” como cargas 
desbalanceadas en MT. En este subsistema, existen 
protecciones accionadas por componente homopo-
lar mayor que cierto nivel de disparo. Por ello se re-
quiere especial cuidado con su ajuste. El problema 
de optimización en el grado de desbalance de fases, 
se define como la búsqueda de aquella configuración 
de conexiones de las cargas a las fases [R, S, T] en 
el sistema, tal que propenda por evitar, en el mayor 
nivel posible, los inconvenientes descritos en a), b) y 
c). Como cada carga del sistema tiene tres opciones 
de conexión, se trata de un problema combinatorio, 
en rigor dado por las variaciones con repetición de 
las tres fases tomadas de a nC cargas. El espacio 
de búsqueda tendrá, entonces,  NE = 3nC estados. 
Para el sistema cuyo esquema trifilar se presenta en 
las simulaciones de la segunda parte del presente 
trabajo, con nC =115 cargas, se tiene un espacio de 
búsqueda (o de soluciones) de NE = 3115 estados.
2.2. Primeros intentos de solución mediante 
búsqueda iterativa (BI). Modelo “prueba y 
error” 
Los primeros intentos de solución para el balance de 
fases, responden, en su versión más sofisticada, al 
esquema presentado en la Figura 3. Este método es 
aplicado actualmente en una versión más simple que 
sustituye las heurísticas, y su compleja implementa-
ción desde el punto de vista informático, por configu-
raciones de fases aleatoriamente generadas [1].
Se itera, en este caso, un cierto número de veces 
para retener el mejor indicador de balance (IB). Dada 
la enorme cantidad de estados del espacio de bús-
queda, como se explicó en el epígrafe anterior, en un 
sistema relevante, con un gran número de cargas. 
Este método constituye un pobre sondeo.




Comienzo a partir de la situación de referencia del  
Selección de la configuración k de fases 
basada en reglas heurísticas  
Fk=f(R,S,T) 
Cálculo del índice de balance IBk 
(basado en pérdidas, tensiones, 
componente homopolar, etc.) 
Almacenar Fk=f(R,S,T) e IBk 
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k = 1 
Simulación de un flujo de potencia 
trifásico   
Recuperar los Fk-1=f(R,S,T) e 
IBk-1 
Figura 3. Esquema de solución del balance de fases por búsqueda 
iterativa. 
Los pasos y simbología utilizados en el diagrama de 
la Figura 3, se explican en el mismo esquema se-
cuencial.
2.3. El problema de desbalance de fases 
abordado mediante programación lineal 
entera-mixta (MIP). 
Con un enfoque propiciado por técnicas de optimi-
zación clásicas, el modelo MIP fue presentado en 
[2]. Considérese un alimentador único, Pr, que tiene 
cierta conexión de cargas en nodos cuya distancia 
a la salida de Pr, se encuentra definida. Se trata de 
encontrar la asignación óptima de las cargas para 
cada fase del sistema [R, S, T], tal que las intensida-
des, tomadas de a pares, esto es: [R, T], [S, T] y [R, 
S] exhiban una diferencia de módulos en cada rama 
(distancia entre dos nodos contiguos) que resulte mí-
nima. Formalmente:
Min
Sujeto a:Min { ∑j pj x Uj }  
        
Uj  = Max{ |Ij[R] - Ij[T]|; |Ij[S] - Ij[T]| ; |Ij[R] - Ij[S]| }   (1)
Ij[Φ] = ∑k Ik[Φ] + ∑w δi[Φ]w x Ii[Φ]w         (2)
    ∑w δi[Φ]w = 1; ∀ [Φ]  ∈ {R, S, T}       (3)
∑w δi[Φ]w = 1; ∀ [w] ∈ [1..nC]        (4)
|I|j[Φ]  ≤ Cj                 (5)
δi[Φ]w  ∈ {0, 1} ∀ [i, Φ]           (6)
∑j pj  = 1; ∀ [j] ∈ [1..nR]          (7)
donde: j es la rama genérica; Uj es el desbalance de 
intensidades en la rama j; Ij[Φ] es la intensidad sobre 
la rama j en la fase Φ; δi[Φ]w es la variable de decisión 
para la conexión de la carga w-ésima en el nodo i-
ésimo, a la fase Φ, Ii[Φ]w; i es el nodo “aguas abajo” o 
terminal de la rama j; Cj  es la capacidad de la línea 
en la rama j, por fase; nC es el número de cargas y 
nR es el número de ramas.
En esta formulación MIP, la igualdad (2) no es otra 
cosa que la Ley de Kirchhoff de las intensidades apli-
cada al nodo i (la suma fasorial de las intensidades 
en dicho nodo debe ser nula); las restricciones (3), 
(4) y (6)  aseguran que una carga se asigne sólo a 
una fase; la restricción (5) asegura que no se vulne-
ren los límites operacionales del alimentador (inten-
sidad máxima); la condición (7) es necesaria puesto 
que las ramas  deben tratarse de un modo indepen-
diente y fijar pesos al balance logrado en cada una 
de ellas. Se trata de una típica modelación lineal 
entera-mixta, que puede ser resuelta mediante un 
algoritmo de ramificación y acotamiento, incluido en 
cualquier paquete de software educacional o comer-
cial. Sin embargo, hay que destacar algunas severas 
limitaciones en este enfoque: 1ro) La más impor-
tante: supone una característica de las cargas de-
nominada de corriente constante. Esto significa que, 
independientemente de los cambios que se puedan 
producir en la tensión de nodo, la carga ajustará su 
impedancia para demandar siempre la misma inten-
sidad. Esta es una simplificación que exime de em-
i  { ∑j pj x Uj }  
        
Uj  = Max{ |Ij[R] - Ij[T]|; |Ij[S] - Ij[T]| ; |Ij[R] - Ij[S]| }   (1)
Ij[Φ] = ∑k Ik[Φ] + ∑w δi[Φ]w x Ii[Φ]w         (2)
    ∑w δi[Φ]w = 1; ∀ [Φ]  ∈ {R, S, T}       (3)
∑w δi[Φ]w = 1; ∀ [w] ∈ [1..nC]        (4)
|I|j[ ]  ≤ Cj                 (5)
δi[Φ]w  ∈ {0, 1} ∀ [i, Φ]           (6)
∑j pj  = 1; ∀ [j] ∈ [1..nR]          (7)
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plear, por cada cambio de configuración (conexión a 
fases), un flujo de potencia trifásico para determinar 
el estado resultante del sistema analizado. De este 
modo se hace posible la linealización del problema 
ya que las intensidades (fasores), permanecen cons-
tantes. En sistemas reales, en los que predomina un 
consumo tipo residencial, esta característica de car-
ga es improbable de sostener (mucho menos aún 
para todas las cargas/usuarios del sistema); 2do) Se 
propone un índice de balance que intenta resolver, 
estrictamente, el ítem c) referido en el epígrafe 2.1. 
Los autores infieren en su propuesta que tal solución 
propendería por la mejora de los dos primeros ítems, 
a) minimización de pérdidas y b) menores caídas de 
tensión. Esta aseveración, si bien en algún intervalo 
de solución es correcta, no siempre resulta válida, 
más cuando se habla de “óptimo” y en sistemas con 
un grado de desbalance muy elevado. En los resulta-
dos de la simulación que se presenta en la segunda 
parte del presente trabajo, puede ser observado este 
hecho; 3ro) En un sistema (80-100 cargas), la mode-
lación específica resulta de bastante a muy engorro-
sa de realizar. Más aún, si se aplicara a múltiples CT 
MT/BT, por cada salida se tendría una formulación 
distinta, motivo por el cual la optimización para un 
sistema de BT, puede tornase  impracticable; 4to) 
Los ponderadores de la expresión (7) son subjetivos, 
de modo que el modelo resulta, en realidad, una de 
las formas más simples de la PL multiobjetivo y se 
presenta, muy discutible, “una” solución óptima; y 
5to) Se destaca, como en tantos otros casos de apli-
cación en el campo de los sistemas de potencia, que 
forzar la linealización de ecuaciones que resumen 
leyes de comportamiento claramente no lineales, por 
más que los métodos clásicos de optimización pre-
senten elegantes soluciones, las mismas resultan de 
escasa o nula aplicabilidad práctica. Diferente es, en 
problemas del tipo combinatorio, fundamentalmente, 
generar modelos híbridos que combinan metaheu-
rísticas con métodos clásicos (tal como la progra-
mación lineal o la dinámica), situación para la cual 
pueden obtenerse excelentes resultados.
Este modelo MIP fue implementado por  el autor 
del presente trabajo sólo para el alimentador princi-
pal, Pr, considerado en la red BT presentada para 
las simulaciones realizadas en la segunda parte del 
presente trabajo. Se usó una versión educacional 
del software Lindo 6. Para el mismo caso, se im-
plementó, además, y con fines comparativos, un al-
goritmo de búsqueda iterativa (BI). El BI, con 1000 
iteraciones (25 min. de cálculo, aproximadamente, 
en un procesador de última generación, estándar en 
el mercado), generó mejores resultados que el MIP, 
no se logró obtener, para este último, un conjunto 
convexo de ponderadores (7) que mejorara la solu-
ción iterativa. En el BI, se modelaron las cargas a 
potencia constante y se  requirió del flujo de potencia 
trifásico, descrito en la segunda parte del presente 
trabajo. Se generaron aleatoriamente los vectores de 
conexión de las cargas a las fases [R, S, T] en cada 
iteración. El desbalance total se obtuvo como la su-
matoria de los desbalances en cada rama.
3. DEFINICIONES RELACIONADAS CON 
LAS ESTRATEGIAS BIO-INSPIRADAS DE 
OPTIMIZACIÓN
3.1. Métodos heurísticos 
La etimología del término heurística, proviene de la 
palabra griega heuriskein que se traduce como en-
contrar. En el contexto del presente trabajo, es nece-
saria una definición, en tanto Método heurístico. Más 
allá de las múltiples interpretaciones y de la vastísi-
ma bibliografía al respecto, se propone aquí la idea 
de Método heurístico sugerida en [3]: 
Un Método heurístico constituye un procedimien-
to para resolver un problema de optimización bien 
definido, mediante una aproximación intuitiva, en la 
que la estructura del problema se utiliza de forma 
inteligente para obtener una buena solución. Desde 
la definición propuesta, el método está dirigido a un 
problema específico, del cual se conocen sus carac-
terísticas (bien definido), con el propósito de sacar 
provecho de ellas en la estrategia de búsqueda con-
cebida. La pregunta que cabe hacerse es: ¿cómo 
aprovechar las similitudes que ciertos problemas, 
fundamentalmente de carácter combinatorio, exhi-
ben, cuando un método heurístico ha generado muy 
buenos resultados? Esta es la idea que subyace en 
el concepto de metaheurística.
3.2. Métodos metaheurísticos 
El término metaheurística deriva del complemento 
entre la palabra heuriskein y el prefijo meta, el cual 
se traduce como más allá de o en un nivel superior 
de/a. Fue introducido por primera vez por Fred Glo-
ver, al presentar el método (metaheurístico) deno-
minado Tabu Search (Búsqueda Tabú) [4]. Sin em-
bargo, existe una controversia respecto de si una 
metaheurística es diferente de una heurística, y va-
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rias fuentes pueden ser citadas en tal sentido. Según 
[5]: a) Una metaheurística define un marco de refe-
rencia algorítmico cuyo enfoque puede ser especia-
lizado para resolver problemas de optimización; b) 
Una metaheurística constituye una estrategia de alto 
nivel que guía/conduce heurísticas en la búsqueda 
de soluciones factibles. Si se toma en consideración 
a), se tiene un método heurístico, entendido como un 
marco de referencia algorítmico. En cambio, según 
b), se observa una respuesta a la pregunta referida. 
Siguiendo esta línea, se adoptará la definición [6]: 
Una metaheurística se define como un proceso ite-
rativo que guía una heurística subordinada, combi-
nando diferentes conceptos para explorar y explotar 
las características que pueda exhibir el espacio de 
búsqueda.
Frecuentemente, al considerar la referencia al tér-
mino proceso iterativo, se suele hablar de Algoritmo 
metaheurístico. En el presente trabajo se utilizan de 
manera indistinta los términos metaheurística y algo-
ritmo metaheurístico.
3.3. Principios de la inteligencia de grupo 
(Swarm Intelligence) 
La inteligencia de grupo, IG, (o Swarm Intelligence) 
refiere un tipo de inteligencia artificial, basado en el 
comportamiento de sistemas colectivos, auto-orga-
nizados. La expresión fue introducida en 1989 por 
Gerardo Beni [7]. 
El término Swarm describió, a su entender, el com-
portamiento de los autómatas celulares, que exhiben 
características similares a las que se observan en 
ciertos sistemas biológicos, tales como los insectos. 
De esas características mencionó: la descentraliza-
ción, no-sincronización y simplicidad en los movi-
mientos de los miembros del grupo. Además, este 
término tiene una significación que lo trasciende: 
permite analizar el comportamiento social de gru-
pos de individuos (peces, insectos, pájaros, etc.), e 
identificar el tipo de configuración en sus sistemas 
de cooperación y auto-adaptación, con el fin de ha-
llar la manera óptima de alcanzar un objetivo. La 
comunicación, según los biólogos, constituye el pa-
rámetro clave en este proceso [8], de modo que a 
las cualidades mencionadas debe incorporársele la 
cooperación entre los individuos del swarm. Desde 
tales consideraciones pueden establecerse cinco 
principios que caracterizan la IG (Swarm Intelligence 
Principles). 
Estos principios, y su breve enunciación, resultan: 
IG1) Proximidad: Promueve la habilidad que debe 
exhibir el grupo para ejecutar cálculos simples de 
espacio y tiempo en sus movimientos hacia el ob-
jetivo pretendido; IG2) Calidad: Promueve la habi-
lidad del grupo para responder a los factores que 
induzcan mejoras en la aptitud de sus individuos, en 
el espacio de soluciones; IG3) Diversidad de res-
puesta: Promueve la posibilidad de que los indivi-
duos tengan respuestas diferentes ante los mismos 
estímulos; IG4) Estabilidad: Promueve la habilidad 
de que el grupo permanezca estable, en ausencia 
de estímulos que induzcan mejoras en las solucio-
nes alcanzadas; y IG5) Adaptación: Constituye un 
aspecto complementario de la Estabilidad, puesto 
que promueve la habilidad de que los individuos re-
accionen ante cualquier cambio en la aptitud de las 
soluciones alcanzadas.
Los principios de inteligencia de grupo tienen una 
incidencia fundamental en la definición de los algorit-
mos bio-inspirados, como lo son las metaheurísticas 
empleadas en este trabajo: las que están basadas 
en enjambre de partículas o formas X-PSO, clasifi-
cación propuesta por el autor en trabajos previos [1], 
o bien en la metaheurística  AFS [9]. 
En la segunda parte del presente trabajo, conjunta-
mente con la medida en que tales principios IG son 
satisfechos por extender tales algoritmos metaheu-
rísticos al domino de aplicación multiobjetivo, serán 
introducidos otros dos requisitos adicionales para el 
éxito en el procedimiento de búsqueda más de la “so-
lución más satisfactoria”, en lugar del “óptimo”, por 
las razones que se explicarán: La pareto-dominancia 
en el conjunto de buenas soluciones, y la compati-
bilidad métrica de las reglas de búsqueda conforme 
resulte el espacio de soluciones del problema que se 
ha de resolver.
4. METAHEURÍSTICAS DE LA FORMA X-PSO Y 
FSA 
4.1. Forma X1: Formulación canónica de la 
metaheurística PSO
La optimización por enjambre de partículas (Particle 
Swarm Optimization - PSO), constituye un algoritmo 
metaheurístico presentado en [8]. Se inspira en el 
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movimiento colectivo de cardúmenes de peces, ban-
dadas de pájaros o enjambres de abejas, que los au-
tores refieren como movimiento de partículas.
Desde una iteración a la siguiente, cada partícula se 
mueve en el espacio de búsqueda, conforme a cierta 
regla de movimiento que depende de tres factores: 
se indicará mediante [p] el vector de partículas en 
movimiento, de modo que pi resultará una partícula 
individual de las n que pertenecen al enjambre. Adi-
cionalmente, se indicará mediante [b] el vector de las 
mejores posiciones (cada posición es, a su vez, un 
vector) que las partículas han alcanzado individual-
mente en las iteraciones anteriores (aspecto referido 
en el modelo como vida pasada de la partícula); en-
tonces bi se corresponderá con el óptimo individual 
de la partícula i en su vida pasada. Del mismo modo, 
se indicará mediante [b]G el vector cuyos elementos 
son las mejores posiciones globalmente alcanzadas 
por el conjunto de partículas en las iteraciones ante-
riores; entonces se indicará mediante bG al óptimo 
global alcanzado por el sistema de partículas has-
ta la iteración presente. Dado el vector que indica 
la posición de las partículas en cierta iteración k, Xk, 
el cambio de posición en la iteración siguiente, k+1, 
para la partícula i-ésima, resultará de la siguiente re-
gla de movimiento:
X[k+1]i = X[k]i + V[k+1]i x Δt    (8)  
Donde: el término V[k+1]i es referido como velocidad 
de la partícula i-ésima; Δt es el paso de iteración (sí-
mil temporal) e igual a la unidad. De modo que es 
más frecuente encontrar la expresión:
X[k+1]i = X[k]i + V[k+1]I      (9)
    
El vector velocidad para la partícula i-ésima, se ex-
presa como sigue:
V[k+1]i = V[k]i + wC x (r1[k]) x [b[k]i - X[k]i] + wS x (r2[k]) x [b[k]G – 
X[k]i]                 (10)  
El primer término de la suma (10), representa la iner-
cia o hábito de la partícula i: tiende a mantener su 
movimiento, para la iteración k+1, en la dirección en 
la que se movía en la iteración k. El segundo tér-
mino representa la memoria o capacidad cognitiva 
de la partícula i: es atraída por el mejor punto del 
espacio de búsqueda alcanzado individualmente 
en su vida pasada; y el tercer término representa la 
cooperación entre el conjunto o capacidad social, de 
la partícula i respecto del enjambre: las partículas 
comparten información sobre la mejor posición glo-
balmente alcanzada por el enjambre. La incidencia 
de estos factores sobre cada partícula está dada por 
las constantes o parámetros del modelo, wC,S. El pa-
rámetro wC recibe el nombre de constante cognitiva 
y el parámetro  wS  se denomina constante social del 
enjambre. Intervienen los parámetros (r1) y (r2), que 
son números aleatorios uniformemente distribuidos 
en [0,1], U[0,1], y cuyo objetivo es emular el com-
portamiento estocástico (un tanto impredecible), que 
exhibe la población o enjambre, en cada iteración k. 
4.2. Forma X2: Formulación de la metaheurística 
PSO con función de decaimiento inercial 
En esta forma, el operador velocidad canónico, dado 
por la expresión (10), es modificado mediante la in-
troducción de una función decreciente con el número 
de iteraciones, k, denominada función de inercia o de 
decaimiento inercial, δ(k). Su objeto es reducir, pro-
gresivamente, la importancia del término de inercia. 
La expresión (10) es modificada y sustituye el primer 
término por el producto entre una nueva constante, 
wI, denominada constante de inercia y tal función 
δ(k):
V[k+1]i = δ(t) x wI x V[k]i + wC x (r1[k]) x [b[k]i - X[k]i] + wS x 
(r2[k]) x [b[k]G - X[k]i]      (11)  
Una forma típica para δ(k) está dada por la siguiente 
expresión lineal:
( ) ( )Max Max Min nTKδ k = w - k × w - w      (12) 
Donde: k es la iteración actual; nTK es el número 
máximo de iteraciones de la metaheurística; y [wMin 
, wMax] son dos constantes inerciales, máxima y mí-
nima, cuyos valores típicos resultan ser 0,4 y 0,9, 
respectivamente. La función de decaimiento inercial 
requiere de cuidado, puesto que resulta intuitivo el 
hecho de que si el término de inercia resultara eli-
minado en iteraciones tempranas del algoritmo, el 
procedimiento corre el riesgo de quedar atrapado en 
una solución óptimo local (o subóptima).  
4.3. Forma X3: Formulación de la metaheurística 
PSO con factor de constricción
En este caso, el operador velocidad canónico se mo-
difica como sigue:
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V[k+1]i = χ x { V[k]i + φM x (r1[k]) x [b[k]i - X[k]i]  + φC x (r2[k]) x 
[b[k]G - X[k]i] }                 (13)  
Donde χ se denomina factor de constricción y se 
obtiene desde la siguiente expresión condicionada:
                   
con: 
4.4. Forma X4: Formulación de la metaheurística 
PSO evolucionaria (EPSO) 
La X-PSO EPSO (Evolutionary Particle Swarm Op-
timization), combina la programación evolucionaria 
mediante operadores evolutivos similares a los es-
tablecidos para los algoritmos genéticos (particular-
mente: mutación, selección, combinación) con el mo-
vimiento PSO, que se aplican sobre sus parámetros 
y óptimo global en la instancia de iteración k-ésima. 
La ecuación evolutiva para la regla del movimiento 
en el EPSO, se sintetiza en la velocidad de la par-
tícula i-ésima (alteración del operador canónico ve-
locidad):
V[k+1]i = wiI*[k] x (r1[k]) x V[k]i + wiC*[k] x (r2[k]) x [b[k]i - X[k]i]+  
wiS*[k] x (r3[k]) x [b[k]*G - X[k]i]            (16)  
Donde: el superíndice (*), significa que los paráme-
tros son evolutivos, producto de la mutación. La regla 
de mutación aplicable a las constantes  wi[I, C, S]  tiene, 
como expresión general:
wi[I, C, S]*[k+1] = wi[I, C, S] [k] x [1+ σ x N(0,1)]                    (17)  
Donde: σ es un parámetro de aprendizaje, externa-
mente fijado, que controla la amplitud de las mutacio-
nes; N(0,1) es una variable aleatoria con distribución 
gaussiana de media 0 y varianza 1. Adicionalmente, 
el óptimo global también es perturbado en cada ite-
ración, según la regla:
b[k+1]*G = b[k]*G + wiN*[k] x N(0,1)]                 (18)
Donde wiN*[k], es un parámetro estratégico de la regla 
de movimiento, que controla la amplitud del vecinda-
rio de b[k]*G donde es más probable localizar la mejor 
solución global (entendida, al menos, como una solu-
χ 2= 2 × κ 2 - φ - φ - 4 × φ (14)
con: 
φM+ φC = φ; φ > 4 y 0 < κ ≤ 1 (15)
χ 2= 2 × κ 2 - φ - φ - 4 × φ (14)
 
φM+ φC = φ; φ > 4 y 0 < κ ≤ 1 (15)
ción mejor que la b[k]*G actual, para la iteración k). El 
nuevo parámetro, como se indica con el superíndice 
(*), es también mutado según la regla (18). 
En la Figura 4, se representa la composición vec-
torial correspondiente a la ecuación del movimiento 
correspondiente al algoritmo PSO canónico (o PSO) 
en dos dimensiones. En la Figura 5, se representa, 
idénticamente, la ecuación evolutiva del movimien-
to correspondiente al algoritmo EPSO. Nótese, más 
allá de la composición de los tres términos de veloci-
dad referidos para establecer la dirección en la que 
debe moverse una partícula i-ésima, desde la itera-
ción k a la k+1, P[k]i, cómo cambia la dirección del óp-
timo global mutado, b[k]*G, y, por tanto, la dirección de 























Figura 5. Ecuación evolutiva de movimiento de una partícula 
EPSO.
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4.5. Metaheurística AFS (Artificial Fish School)
Este algoritmo metaheurístico, referido en el estado 
del arte como Artificial Fish Shool Algoritm (AFSA) 
(Algoritmo de cardumen de peces artificiales), ha re-
cibido, recientemente, gran atención por parte de la 
comunidad científica en el campo de la inteligencia 
computacional. Fue propuesto por Xiaolei Li  en [9]. 
Se sustenta en dos tareas básicas: primero, constru-
ye un modelo simple de peces artificiales (AF) y se-
gundo,  implementa una estrategia de búsqueda del 
óptimo global,  basada en el comportamiento que ca-
racteriza la búsqueda de alimento de los individuos 
(AF) del grupo o cardumen.
El algoritmo intenta imitar el siguiente proceso bio-
inspirado: en el agua, considerada como hábitat na-
tural, cualquier pez puede localizar alimento siguien-
do a otro pez, pues donde hay más concentración de 
alimento hay mayor cantidad de peces. Para emular 
este proceso se establecieron comportamientos que 
identifican al cardumen de peces artificiales, y  se de-
finieron algunas variables y parámetros. Se tipifican 
cinco comportamientos en el cardumen: 
1) De ataque (Prey): El pez percibe la concentración 
de alimento en el agua, y escoge, por medio de su 
visión, como sentido general de percepción, el movi-
miento a seguir o tendencia; 2) Grupal (Swarm): De 
forma natural, en el movimiento del cardumen, cada 
pez integra este grupo, como un hábitat en el que su-
pervive y es garantizada una mayor seguridad de no 
ser presa de otro pez, en general; 3) De seguimien-
to (Follow): En el movimiento del grupo de peces, 
cuando un pez individualmente, o un grupo de ellos, 
detecta alimento, la vecindad (sub-grupo próximo 
de peces) de los mismos, se alineará y seguirá su 
movimiento con el objeto de alcanzar rápidamente el 
alimento; 4) Registro (Bulletin Update): Este consti-
tuye un comportamiento bio-inspirado, asociado con 
el algoritmo. Se asemeja a la memoria autobiográfica 
que exhiben las partículas del PSO. La posición o 
estado de un pez artificial que ha alcanzado la máxi-
ma concentración de alimento, individualmente, es 
registrado en un boletín. Luego de cada acción o 
movimiento (iteración), el nuevo estado de cada pez 
artificial se compara con su registro en el boletín, el 
cual, si dicho estado tiene mayor mérito que el regis-
trado, se actualiza por reemplazo; y 5) Evaluación 
del movimiento: (Moving Evaluation): Los comporta-
mientos Grupal y de Seguimiento tendrán lugar en el 
cardumen (es decir: sus respectivos procedimientos 
serán ejecutados en el algoritmo) cuando exhiban 
pertinencia, efecto que será observable en el algo-
ritmo, al describir sus respectivos procedimientos. 
En tal caso, el comportamiento del cardumen selec-
cionado entre ambos, será aquel que conduzca a la 
mayor consistencia alimenticia (food consistence), 
representada por la posición de mayor aptitud. En 
caso contrario, no existe tal pertinencia, el comporta-
miento que tiene lugar (pertinente) es el De ataque. 
El desarrollo del algoritmo, al igual que la X-PSO 
forma EPSO GIST y sus extensiones al dominio 
multiobjetivo, se presentarán en la segunda parte 
del presente trabajo, por integrar una estrategia de 
solución para el problema abordado de balance de 
cargas. 
Cabe destacar que el espacio de búsqueda para esta 
clase de problemas de optimización en los sistemas 
de potencia, en los que cada objetivo que caracteriza 
al problema abordado es tratado en forma individual, 
y resuelto mediante las metaheurísticas presentadas 
(X-PSO formas y AFS), exhibe una característica sin-
gular. La misma estriba en presentar, en un campo 
discreto, pocas y buenas soluciones aisladas. Desde 
varias simulaciones realizadas por el autor, puede 
establecerse la relación entre la aplicación de cada 
metaheurística formulada, y su habilidad para satis-
facer cada principio de la inteligencia de grupo (B = 
Buena, R = Regular y M = Mala). 
Los resultados se presentan en la Tabla 1.
Tabla 1. metaheurísticas y su habilidad para satisfacer los 
principios de la inteligencia de grupo en espacios de 
búsqueda discretos y con buenas soluciones aisladas 
MetaH IG1 IG2 IG3 IG4 IG5
PSO M M M R R
PSO D B R M R R
PSO B R R B R
EPSO B B R B B
AFS B M M B M
÷
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5. TRABAJOS FUTUROS
Se definirán en la segunda parte del presente tra-
bajo.
6. CONCLUSIONES
En esta primera parte del trabajo, se han realizado 
los despliegues teóricos y conceptos solidarios a las 
metaheurísticas monobjetivo tipo X-PSO y AFS y se 
incluye su habilidad para satisfacer los cinco prin-
cipios IG, conforme la caracterización del espacio 
de soluciones que exhibe el problema de balance 
de cargas en un SDEE BT. Sobre el mismo, se han 
presentado dos enfoques de solución: BI y MIP, con 
sus limitaciones. Se justifica un enfoque alternativo, 
matheurístico, cuya aplicación, con la integración de 
tales metaheurísticas, planteadas multiobjetivo, con 
el enfoque MIP, se aborda en la segunda parte.
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