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Abstract
Sequences {pn}∞n=0 of polynomials, orthogonalwith respect to signedmeasures, are associatedwith a class of differential equations
including the Mathieu, Lamé and Whittaker–Hill equation. It is shown that the zeros of pn form sequences which converge to the
eigenvalues of the corresponding differential equations. Moreover, interlacing properties of the zeros of pn are found. Applications
to the numerical treatment of eigenvalue problems are given.
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1. Introduction
Some differential operators can be represented by simple inﬁnite tridiagonal matrices acting in Hilbert sequence
spaces. These differential operators include those associated with the Mathieu equation, the spheroidal wave equa-
tion, the Whittaker–Hill equation and the Lamé equation. The differential operators admit sequences of eigenvalues
1 < 2 < 3 < · · · converging to inﬁnity. The corresponding matrix operators have the same eigenvalues. It is natural
to associate sequences {pn} of orthogonal polynomials to the inﬁnite tridiagonal matrices by forming characteristic
polynomials of certain principal submatrices. If we denote the zeros of pn by n,k , k = 1, 2, . . . , n, and order them
appropriately, we may expect that, for every k, the sequence n,k , n=k, k+1, k+2, . . . , converges to k . Besides being
useful for the numerical treatment of the differential equations, the polynomials pn are also of interest as examples of
orthogonal polynomials. This paper is devoted to the study of the polynomials pn and their zeros. To the best knowledge
of the author, this class of orthogonal polynomials has not been studied in a systematic way before.
The polynomials pn associated with the Mathieu equation and the spheroidal wave equation are classical orthogonal
polynomials, that is, they are orthogonal with respect to a positive measure. In particular, this implies that the zeros n,k
are interlaced in the well known fashion, and the sequences n,k , n = k, k + 1, k + 2, . . . , are decreasing. In contrast,
the polynomials pn associated with the Whittaker–Hill equation and the Lamé equation are orthogonal with respect to
signed measures. Such systems of polynomials have been investigated by Chihara [5]. In these cases, the zeros of pn
may be complex and even if they happen to be real their interlacing properties differ from those in the classical case.
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In Section 2, we recall the Ince differential equation and the associated tridiagonal matrix. The Ince equation was
studied by Magnus and Winkler [12]. This equation contains the Mathieu equation, the Whittaker–Hill equation, the
Lamé equation and others as special cases. The polynomialspn associated with the Ince equation are the main examples
for the results of this paper. In Section 3, we present a class of orthogonal polynomials pn that includes the polynomials
associated with differential equations. For this class of polynomials we are aiming for three types of results. First
we describe the measure that makes the polynomials pn orthogonal. Then we prove that the sequence n,k actually
converges to k . Finally, we discuss the interlacing properties of the zeros n,k . In Section 4, we use the polynomials pn
in order to provide lower and upper bounds for the eigenvalues of the Mathieu equation, the Whittaker–Hill equation,
and the Lamé equation.
Our analysis is based on results from operator theory and perturbation theory. These results can be found in Kato’s
book [11].
2. The Ince equation
The Ince equation
(1 + a cos 2t)y′′ + b(sin 2t)y′ + ( + d cos 2t)y = 0 (1)
contains four parameters a, b, , d. The parameters a, b, d are real with |a|< 1, and  is regarded as a spectral parameter.
The equation may be written in the formally self-adjoint form
−((1 + a cos 2t)w(t)y′)′ − d(cos 2t)w(t)y = w(t)y,
where
w(t) =
⎧⎨
⎩
(1 + a cos 2t)−1−b/(2a) if a = 0,
exp
(
−b
2
cos 2t
)
if a = 0. (2)
If y(t) is a solution of (1), then also y(t + ) and y(−t) are solutions. Therefore, a solution y(t) of (1) is even with
period  if and only if it satisﬁes the boundary conditions
y′(0) = y′
(
2
)
= 0, (3)
see [6, Theorem 1.3.4].
By Sturm–Liouville theory, the eigenvalues of Eq. (1) subject to (3) form a sequence
1(a, b, d)< 2(a, b, d)< 3(a, b, d)< · · · (4)
that converges to inﬁnity. Hence the n are the values of  for which (1) has a nontrivial even solution with period
. We should remark that there are similar eigenvalue problems for odd solutions with period , and for even or odd
solutions with period 2. The results of this paper can also be applied to those problems.
We consider the differential operator
(By)(t) = −(1 + a cos 2t)y′′(t) − b(sin 2t)y′(t) − d(cos 2t)y(t) (5)
in the Hilbert space H consisting of even locally square-summable functions f : R → C with period . The inner
product is given by
(f, g) =
∫ /2
0
f (t)g(t) dt . (6)
Note that the map that restricts f ∈ H to a function deﬁned on [0, /2] is an isometric isomorphism from H onto
L2(0, /2). The domain D(B) of deﬁnition of B consists of all functions y ∈ H for which y, y′ are absolutely
continuous and y′′ ∈ H. Equivalently, y ∈ D(B) if and only if y admits the Fourier expansion
y(t) = 0√
2
+
∞∑
n=1
n cos(2nt),
∞∑
n=0
n4|n|2 <∞.
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The inner products (wf , g) and (f, g) generate equivalent norms. LetBw denote the operator B when it is considered
as an operator on H equipped with the inner product (wf , g). Then Bw is self-adjoint and has compact resolvent. Its
eigenvalues are n(a, b, d), n ∈ N. The adjoint B∗ of B is of the same form as B but with b, d replaced by −4a − b
and d − 4a − 2b, respectively; see [11, Chapter III, Example 5.32]. In particular, B is self-adjoint if b + 2a = 0.
Consider the Hilbert sequence space H = 2(N0) with inner product
〈x, y〉 =
∞∑
n=0
xnyn (7)
for vectors x = {xn}∞n=0 and y = {yn}∞n=0. We deﬁne a bijective linear map U : H → H by
(Ux)(t) = x0√
2
+
∞∑
n=1
xn cos(2nt),
and an unbounded operator S = U−1BU in H with domain
D(S) = U−1(D(B)) =
{
x ∈ H :
∞∑
n=0
n4|xn|2 <∞
}
. (8)
Let en, n ∈ N0, denote the vector in H with component 1 in the nth position and all other components equal to 0. We
ﬁnd that
Sen =
⎧⎪⎨
⎪⎩
√
2Q(0)e1 if n = 0,√
2Q(−1)e0 + 4e1 + Q(1)e2 if n = 1,
Q(−n)en−1 + 4n2en + Q(n)en+1 if n2,
where
Q(z) = 2az2 − bz − d
2
. (9)
Thus S is induced by the inﬁnite tridiagonal matrix:⎛
⎜⎜⎜⎜⎝
0 1 0 0 0 0 . . .
1 1 2 0 0 0 . . .
0 2 2 3 0 0 . . .
0 0 3 3 4 0 . . .
...
...
...
...
...
...
⎞
⎟⎟⎟⎟⎠ , (10)
where
n = 4n2, n =
{√
2Q(−1) if n = 1,
Q(−n) if n> 1, n =
{√2Q(0) if n = 1,
Q(n − 1) if n> 1. (11)
For a general discussion of such operators in the self-adjoint case, we refer to [2, Chapter VII]; see also [9].
Let W : H → H be deﬁned by Wx = U−1(wUx). When we consider S as an operator on the vector space H
equipped with the inner product 〈Wx, y〉, we will denote it as SW . This operator SW is self-adjoint.
In Section 4, we will be interested in the following special cases of the Ince equation.
If a = b = 0, d = −2q, then (1) is the Mathieu equation [1]
y′′ + ( − 2q cos 2t)y = 0. (12)
A form of the Whittaker–Hill equation [14] is
y′′ − 4q sin(2t)y′ + ( + 4q(m − 1) cos(2t))y = 0, (13)
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where q,m,  are real parameters. This is a special case of the Ince equation with
a = 0, b = −4q, d = 4q(m − 1). (14)
In this case
Q(z) = 2q(2z − m + 1). (15)
A form of the Lamé equation [10,12] is
(1 − 2 sin2 t)y′′ − 2 sin t cos t y′ + (h − 	(	 + 1)2 sin2 t)y = 0, (16)
where  ∈ (0, 1) and 	, h are real parameters. This is a special case of the Ince equation with
a = −b = 
2
2 − 2 ,  =
2h − 	(	 + 1)2
2 − 2 , d = 	(	 + 1)
2
2 − 2 . (17)
In this case
Q(z) = 
2
2(2 − 2) (2z − 	)(2z + 	 + 1). (18)
When working with (16) we will keep  as its spectral parameter.
3. Orthogonal polynomials
In this section, we study the inﬁnite matrix (10) deﬁned by given real sequences {n}∞n=0, {n}∞n=1, {n}∞n=1. We will
impose ﬁve assumptions on these sequences. All these assumptions are satisﬁed for the sequences (11) with ﬁxed real
a, b, d, |a|< 1, provided the polynomial (9) has no integer zeros. Therefore, the results of this section are applicable
to the theory of the Ince equation.
Assumption 1. nn = 0 for all n ∈ N, and limn→∞ n = +∞.
Assumption 2. There are 
 ∈ (0, 1) and n0 ∈ N such that:
2max(2n+1 + 2n, 2n + 2n+1)
22n for nn0. (19)
We deﬁne an unbounded operator S in H = 2(N0) by the inﬁnite tridiagonal matrix (10). The domain of deﬁnition
D(S) of S is
D(S) =
{
{xn}∞n=0 ∈ H :
∞∑
n=0
2n|xn|2 <∞
}
,
and, for x ∈ D(S), (0 = 0 = 0)
(Sx)n = nxn−1 + nxn + n+1xn+1.
By Assumption 2, Sx ∈ H is well-deﬁned.
Let T be the “diagonal part” of S, that is, T is the self-adjoint operator deﬁned by (T x)n = nxn on D(T ) = D(S).
Let A = S − T be the “off-diagonal part” of S.
Lemma 1. Suppose Assumptions 1, 2 hold. The operator S is closed and has compact resolvent. The geometric
multiplicity of every eigenvalue of S is 1. The adjoint S∗ of S is the operator deﬁned in the same manner as S but with
n and n interchanged.
Proof. By replacing n by n +  with sufﬁciently large , we may assume, without loss of generality, that n > 0
and that (19) holds for all n0. Then
‖Ax‖
‖T x‖ for all x ∈ D(T ). (20)
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Since 0< n → ∞, T −1 exists and is a compact operator. Let F = AT −1 : H → H . By (20), ‖F‖
< 1. Hence
S−1 =T −1(I +F)−1 is a compact operator; see [11, p. 196]. Therefore, S is a closed operator with compact resolvent.
If Sx = x, then x is uniquely determined by its ﬁrst component x0. Hence every eigenspace of S has dimension 1.
Deﬁne V in the same manner as S but with n, n interchanged. It is easily checked that 〈Sx, y〉 = 〈x, Vy〉 for all
x, y ∈ D(T ). Since S−1 and V −1 exist and are bounded operators on H, we conclude that V = S∗. 
We do not require that S is self-adjoint (that is, n = n) but we impose the following assumption.
Assumption 3. There is a uniformly positive bounded self-adjoint operator W on H such that:
〈WSx, y〉 = 〈Wx, Sy〉 for x, y ∈ D(S). (21)
When we consider S as an operator on the Hilbert space HW = (H, 〈W ·, ·〉), we will denote it by SW .
Lemma 2. Suppose Assumptions 1–3 hold. The operator SW is self-adjoint and bounded below.
Proof. Again, we may assume that n > 0 and that (20) holds. Then S−1 is a bounded operator on H, and (21) implies
that SW is self-adjoint. Let  be an eigenvalue of S with corresponding eigenvector x. Then Sx = T x + Ax = x and
(20) give
〈T x, x〉 = ‖T x‖2 + 〈T x,Ax〉‖T x‖2 − 
‖T x‖2 > 0.
Since 〈T x, x〉> 0 we obtain that > 0. This shows that all eigenvalues of S are positive. Since SW is self-adjoint and
has compact resolvent, this proves that SW is bounded below. 
By Lemmas 1 and 2, we can arrange the eigenvalues of SW as an increasing sequence
1 < 2 < 3 < · · · , n → ∞.
If we choose the sequences n, n, n according to (11), then the eigenvalues n agree with those of the Ince
equation (1).
Let Mn be the n × n principal submatrix of (10) in its north west corner:
Mn =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 . . . 0 0 0
1 1 2 . . . 0 0 0
0 2 2 . . . 0 0 0
...
...
...
...
...
...
0 0 0 . . . n−3 n−2 0
0 0 0 . . . n−2 n−2 n−1
0 0 0 . . . 0 n−1 n−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (22)
Let p0() = 1 and, for n ∈ N,
pn() = det( − Mn). (23)
These polynomials satisfy the three-term recursion
pn+1() = ( − n)pn() − nnpn−1(). (24)
By Favard’s theorem [5, p. 75], the polynomials pn are orthogonal with respect to a measure which may not be positive;
see also [4, p. 73] in the special case that nn > 0 for all n. We present a simple direct proof of this fact:
Theorem 1. Suppose Assumptions 1–3 hold. The sequence {pn} is orthogonal in the sense that:
∞∑
j=1
jpm(j )pn(j ) = rntnmn, m, n = 0, 1, 2, . . . , (25)
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where r0 = t0 = 1,
rn =
n∏
j=1
j , tn =
n∏
j=1
j ,
j =
( ∞∑
n=0
pn(j )2
rntn
)−1
. (26)
Proof. Let
uj = {pn(j )/tn}∞n=0, vj = {pn(j )/rn}∞n=0.
It follows from (24) that Suj = j uj and S∗vj = j vj . By (21), WS = S∗W . Hence S∗Wuj = WSuj = jWuj .
This shows that Wuj is a multiple of vj : Wuj = j vj . Note that 0< 〈Wuj , uj 〉 = j 〈uj , vj 〉 and j = 〈uj , vj 〉−1. By
Lemmas 1 and 2, SW is self-adjoint with compact resolvent. Hence the vectors gj = 〈Wuj , uj 〉−1/2uj , j ∈ N, form
an orthonormal basis of HW . Let fj = Wgj = j 〈Wuj , uj 〉1/2vj . For x, y ∈ H , we have
〈x, y〉 =
∞∑
j=1
〈Wx, gj 〉〈gj , y〉 =
∞∑
j=1
〈x, fj 〉〈gj , y〉,
which gives (25) when we set x = en, y = em. 
The eigenvalues of S are real but the zeros of pn may be complex. We denote the zeros of the polynomial pn by n,k
arranged according to
R(n,1)R(n,2) · · · R(n,n). (27)
Zeros with the same real part are ordered by increasing imaginary part.
Theorem 2. Suppose Assumptions 1–3 hold. Let k ∈ N. For sufﬁciently large n, n,k is real, and n,k → k as n → ∞.
Proof. Without loss of generality, we assume that n > 0 for all n and that (20) holds. Let Pn be the orthogonal
projection of H onto the linear span of {e0, e1, . . . , en−1}. For n ∈ N, we set
Sn = T + PnA.
We note that Sn is determined by the inﬁnite tridiagonal matrix (10) with the off-diagonal entries m, m+1, mn,
replaced by zeros. The eigenvalues of Sn are n,j , j = 1, 2, . . . , n, and j , jn.
Deﬁne F =AT −1 : H → H . As in the proof of Lemma 1, we have ‖F‖
< 1. Since also ‖PnF‖
, we see that
S−1 = T −1(I + F)−1 and S−1n = T −1(I + PnF)−1 are compact operators. We wish to show that
‖S−1n − S−1‖ → 0 as n → ∞. (28)
Now
S−1n − S−1 = T −1(I + PnF)−1 − T −1(I + F)−1
=
∞∑
m=1
T −1((PnF )m − Fm). (29)
Since (F ∗Pn)m → (F ∗)m strongly as n → ∞ and T −1 is compact, we have
‖((F ∗Pn)m − (F ∗)m)T −1‖ → 0 as n → ∞.
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By taking adjoints we ﬁnd
‖T −1((PnF )m − Fm)‖ → 0 as n → ∞. (30)
Now (28) follows from (29), (30) and ‖(PnF )m − Fm‖2
m.
We now show that every eigenvalue  of Sn satisﬁes
|I| 

1 − 
R. (31)
Let  be an eigenvalue of Sn with corresponding unit eigenvector u. Since T u + PnAu = u,
R〈T u, u〉‖T u‖2 − ‖PnAu‖‖T u‖‖T u‖2 − 
‖T u‖2 > 0.
Hence R> 0 and
(1 − 
)‖T u‖R.
Moreover,
|I| |〈PnAu, u〉|‖Au‖
‖T u‖ 
1 − 
R,
which is (31).
Let k ∈ N, and let s be such that k < s < k+1. Consider the triangle C consisting of segments of the lines R= s,
I= ±2
/(1 − 
)R. It follows from (28) (see [11, p. 213]) that, for sufﬁciently large n, Sn has exactly k eigenvalues
inside C counted according tomultiplicity. By (31), for sufﬁciently large n, Sn has exactly k eigenvalues in the half-plane
R<s. Since n → ∞, we may assume that these eigenvalues are n,1, . . . , n,k . Let > 0 be so small that the disks
Dm = { ∈ C : | − m|< }, m = 1, 2, . . . , k
are pairwise disjoint, and are contained in the half-plane R<s. It follows again from (28) that, for sufﬁciently large
n, every disk Dm contains exactly one eigenvalue of Sn. The eigenvalue of Sn which lies in Dm must be n,m. This
eigenvalue is real since otherwise its conjugate would be a second eigenvalue of Sn inDm. Since > 0 can be arbitrarily
small, we ﬁnd that n,k → k as n → ∞. 
For t ∈ [0, 1] we deﬁne
S(t) = T + tA.
Thus S(t) is the operator induced by the tridiagonal matrix (10) with n and n replaced by tn and tn, respectively.
For the special sequences (11), the operator S(t) is of the same form as S but with (a, b, d) replaced by (ta, tb, td).
Assumption 4. For every t ∈ (0, 1), there is a uniformly positive bounded self-adjoint operator W(t) such that:
〈W(t)S(t)x, y〉 = 〈W(t)x, S(t)y〉 for x, y ∈ D(S).
Assumption 5. The sequence n is increasing: 0 < 1 < 2 < · · ·.
These assumptions allow us to apply Lemmas 1 and 2 to S(t), 0< t < 1, in place of S. In particular, S(t) has only
simple real eigenvalues for t ∈ [0, 1]. Moreover, the eigenvalues of S(t) are bounded below uniformly with respect to
t ∈ [0, 1]. Therefore, the eigenvalues of S(t) can be arranged according to
1(t)<2(t)<3(t)< · · · .
By an argument similar to that used in the proof of Theorem 2 we show that the functions n : [0, 1] → R are
continuous. Since the operators S(t) form a holomorphic family of type (A) [11, p. 375], the functions k(t) are also
real-analytic.
We now determine the signs of the weights j in the orthogonality relation (25).
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Theorem 3. Suppose Assumptions 1–5 hold. Then rk−1tk−1k > 0 for all k ∈ N.
Proof. There are continuous (even real-analytic) eigenvector functions u, v : [0, 1] → H\{0} such that S(t)u(t) =
k(t)u(t), S(t)∗v(t) = k(t)v(t) for all t ∈ [0, 1]. Then
k(t) =
〈u(t), e0〉〈v(t), e0〉
〈u(t), v(t)〉 (32)
is the quantity (26) deﬁned with respect to S(t), t ∈ (0, 1]. Eq. (32) shows that k(t) is a real-valued continuous function
without zeros in (0, 1]. Therefore, it is sufﬁcient to determine the sign of k(t) for small t > 0. By Assumption 5 we
have k(0) = k−1. Then the equation S(t)u(t) = k(t)u(t) shows that the sign of 〈u(t), e0〉 agrees with the sign of
tk−1〈u(t), ek−1〉 if t > 0 is sufﬁciently small. Similarly, the sign of 〈v(t), e0〉 agrees with the sign of rk−1〈v(t), ek−1〉
if t > 0 is sufﬁciently small. Since u(0) and v(0) are multiples of ek−1, the sign of the denominator in (32) agrees with
the sign of 〈u(t), ek−1〉〈v(t), ek−1〉 for small t > 0. Formula (32) now shows that the sign of k(t) agrees with the sign
of rk−1tk−1 for t > 0 small. 
We now investigate the interlacing properties of the zeros of the orthogonal polynomials pn.
Theorem 4. Suppose Assumptions 1–5 hold. For every k ∈ N, there is n0 = n0(k) such that, for nn0,
n,k−1 < n+1,k < n,k+1 (n,0 = −∞) (33)
and
sign(n,k − n+2,k) = sign(n,k − n+1,k) = sign
n∏
m=k
mm. (34)
Proof. Without loss of generality we assume that n > 0 and (20) holds. Let Sn(t)=T + tP nA. By repeating the proof
of (28), we ﬁnd that
‖Sn(t)−1 − S(t)−1‖ → 0 as n → ∞
uniformly with respect to t ∈ [0, 1]. Let Mn(t) be the matrix (22) with j , j replaced by tj and tj , respectively. Let
pn(t, ) = det(− Mn(t)), and let n,j (t), j = 1, 2, . . . , n, denote the zeros of pn(t, ·) ordered according to (27). Let
k ∈ N. Arguing as in the proof of Theorem 2, we show that there is n0 =n0(k) such thatn,m(t), m=1, 2, . . . , k+1, is
real and simple for nn0, where n0 can be chosen locally independently of t. Therefore, by a compactness argument,
we conclude thatn,m(t),m=1, 2, . . . , k+1, is real and simple for nn0 with n0 independent of t ∈ [0, 1]. Moreover,
the functions n,m : [0, 1] → R are continuous for nn0, m = 1, 2, . . . , k + 1, and n,m(t) converges to m(t) as
n → ∞ uniformly with respect to t ∈ [0, 1]. Let nn0. The polynomials pn(t, ) and pn+1(t, ) do not have common
zeros for t ∈ (0, 1]. Therefore, the continuous function g(t) = n,k+1(t) − n+1,k(t) has constant sign for t ∈ (0, 1].
ByAssumption 5, g(0)=n,k+1(0)−n+1,k(0)= k − k−1 > 0. Hence g(1)= n,k+1 − n+1,k > 0. The remaining
part of (33) is proved similarly.
The function h(t) = n,k(t) − n+1,k(t) also has constant sign on (0, 1]. Moreover, h(0) = 0. We need to ﬁnd the
sign of h(t) for small t > 0. We use that n,k(t) satisﬁes the continued-fraction equation
f (t, ) = gn(t, ), (35)
where
f (t, ) = k−1 −  − t
2k−1k−1
k−2 − −
t2k−2k−2
k−3 − − . . .
t211
0 −  ,
gn(t, ) = t
2kk
k − −
t2k+1k+1
k+1 − − . . .
t2n−1n−1
n−1 −  .
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Choose > 0 such that the interval [k−1 − , k−1 + ] does not contain any m with m = k−1. By direct comparison
of gn(t, ) with gn+1(t, ) we ﬁnd > 0 such that:
sign(gn+1(t, ) − gn(t, )) = sign
n∏
m=k
mm (36)
for 0< t < , k−1 − < < k−1 + . For sufﬁciently small t > 0, gn(t, ) − f (t, ) and gn+1(t, ) − f (t, ) are
increasing functions of t for k−1 − < < k−1 + . Therefore, Eq. (36) implies that the sign of h(t) agrees with the
sign of
∏n
m=kmm. This proves the second equation in (34). The recursion (24) shows that the polynomials pn+2(t, )
and pn(t, ), t ∈ (0, 1], cannot have a common zero other than n+1. Therefore, for sufﬁciently large n, the function
n+2,k(t) − n,k(t) has constant sign for t ∈ (0, 1]. We can now use the continued-fractions as before to determine
this sign. This completes the proof of (36). 
Theorem 4 has the drawback that it does not specify the size of n0(k). In some examples in the next section one can
use the following lemma in order to ﬁnd n0. This lemma is independent from the assumptions made in this section.
Consider a real (n + 1) × (n + 1) tridiagonal matrix M = Mn+1 whose entries are denoted as in (22). We assume
that mm = 0 for m = 1, . . . , n, and that the diagonal entries m, m = 0, 1, . . . , n, are distinct. We divide the index
set {0, . . . , n} into two disjoint subsets:
P = {m : rmtm > 0}, Q = {m : rmtm < 0},
where rm and tm are deﬁned as in Theorem 1. We introduce the Gershgorin disks (0 = n+1 = 0)
Gm = { ∈ C : | − m| |m+1| + |m|}, m = 0, 1, . . . , n.
Every eigenvalue of M lies in one of these disks; see [8, Corollary 6.1.3].
Lemma 3. If Gp ∩ Gq = ∅ for all p ∈ P , q ∈ Q, then M has n + 1 distinct real eigenvalues.
Proof. Let M(s) be the matrix that we obtain from M by multiplying each off-diagonal entry by s ∈ [0, 1]. For vectors
x = (x0, x1, . . . , xn), y = (y0, y1, . . . , yn), deﬁne
[x, y] =
n∑
m=0
tm
rm
xmym.
This sesquilinear form is nondegenerate on Cn+1, and M(s) is self-adjoint with respect to it: [M(s)x, y]= [x,M(s)y].
Therefore, we may consider M(s) as a self-adjoint operator in an indeﬁnite inner product space. We will need the
following simple properties of such operators:
Property (1): the root spaces belonging to distinct real eigenvalues of M(s) are orthogonal with respect to [·, ·]; see
[7, Chapter I, Theorem 2.5].
Property (2): the form [·, ·] is nondegenerate on each root space of M(s) belonging to a real eigenvalue; see
[3, Chapter VI, Corollary 6.6].
Assume that the statement of the lemma is not true. Then there is s0 ∈ (0, 1] such that M(s) has n + 1 distinct real
eigenvalues for s ∈ [0, s0) whereas M(s0) has at least one multiple eigenvalue. The eigenvalues of M(s) for s ∈ [0, s0]
can be written as continuous functions m(s), m = 0, 1, . . . , n, with m(0) = m. We select continuous eigenvectors
xm(s), s ∈ [0, s0), such that M(s)xm(s) = m(s)xm(s). By property (2), [xm(s), xm(s)] = 0 for all s ∈ [0, s0). By
looking at the sign of [xm(0), xm(0)] we ﬁnd that [xm(s), xm(s)] is positive if m ∈ P and negative if m ∈ Q. By
property (1), [xk(s), xm(s)] = 0 for k = m. Let  be a multiple eigenvalue of M(s0), and let R = {m : m(s0) = }.
Then R has at least two elements and, by assumption of the lemma, R ⊂ P or R ⊂ Q. Let us assume that R ⊂ P (the
proof in the other case is similar.) There are projections L(s) with range Y (s) ⊂ Cn+1 deﬁned and analytic for s is a
neighborhood of s0 such that Y (s0) is the root space ofM(s0) corresponding to the eigenvalue , and Y (s), s < s0, is the
linear span of the vectors xm(s), m ∈ R; see [11, Chapter II, Section 1].Since the form [·, ·] is positive deﬁnite on Y (s),
s < s0, it is positive semideﬁnite on the range Y (s0). Since the geometric multiplicity of the eigenvalue  is 1 while the
algebraic multiplicity of  is larger than 1, there are vectors x = 0 and y such that M(s0)x=x, M(s0)y=y+x. This
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gives [x, x] = [M(s0)y − y, x] = [y,M(s0)x − x] = 0. Since [·, ·] is positive semideﬁnite on Y (s0), we obtain that
[x, z]= 0 for all z ∈ Y (s0). Hence the form [·, ·] is degenerate on Y (s0) which contradicts property (2). This completes
the proof. 
4. Examples
Consider the Mathieu equation (12) and its associated orthogonal polynomials pn. Then (25) holds with j > 0 so
that the polynomials pn are orthogonal in the classical sense. The zeros n,k , k = 1, 2, . . . , n, of pn are real, and, for
every k ∈ N, the decreasing sequence n,k , n = k, k + 1, k + 2, . . . , converges to the eigenvalue k of the Mathieu
equation. In particular, every n,k is an upper bound for k . Lower bounds for k have been found in [13,15, p. 94].
Here we present a different but very simple method of ﬁnding lower bounds. These lower bounds will be zeros of
quasi-orthogonal polynomials; see [5, p. 64].
Theorem 5. Consider the Mathieu equation (12) with a given parameter q > 0. Let k, n ∈ N with kn and n2. Let
u, v > 0 be such that:
uv = q2, (37)
n,k4n2 − v − q, (38)
n,k4(n + 1)2 − 2q. (39)
Then k is bounded below by the kth smallest zero n,k of the polynomial pn() + upn−1().
Proof. Let S be the self-adjoint operator in H = 2(N0) associated with the Mathieu equation (12) as deﬁned in
Section 2. We deﬁne a bounded linear operator F : H → H by
Fem =
⎧⎨
⎩
uen−1 + qen if m = n − 1,
qen−1 + ven if m = n,
0 if m = n − 1 and m = n.
By (37), F is positive semideﬁnite. Let k(t) denote the kth smallest eigenvalue of S − tF for t ∈ [0, 1]. Then
k : [0, 1] → R is real-analytic, and k(0)= k . Since F is positive semideﬁnite, the function k(t) is nonincreasing.
Therefore, k(1)k(0). Now k(1) is the kth smallest eigenvalue of S − F . The tridiagonal matrix representing
S − F has a zero in the nth row and (n + 1)th column. Therefore, the spectrum of S − F is the union of the spectrum
of its n×n principal submatrix K in the northwest corner and the spectrum of the complementary inﬁnite matrix L. By
looking at Gershgorin disks, we see that the spectrum of L is bounded below by min(4n2 − v − q, 4(n+ 1)2 − 2q). By
(38), (39), the spectrum of L is bounded below by n,k . Since det(−K)= pn()+ upn−1(), n,k is the kth smallest
eigenvalue of K. Since n,k < n,k , we obtain that k(1) = n,k , and k = k(0)k(1) = n,k . 
As a numerical example, we compute lower and upper bounds for the Mathieu eigenvalue 3 when q = 5 in
Table 1. We choose u according to (37) with v = 4n2 − n,k − q.
Table 1
Lower bounds n,3, upper bounds n,3 and perturbation parameter u for the eigenvalue 3 of Mathieu’s equation with q = 5
n n,3 n,3 u
3 16.642784281005821174 18.185965718875595212 1.9509858840338846144
4 17.093265614624748366 17.125152553798651875 0.59701710035167806032
5 17.096569971136593584 17.096770339647323075 0.32091095720930374211
6 17.096581666309757744 17.096582136127745258 0.20508038608004519245
7 17.096581684351986917 17.096581684864991880 0.14375795623923179758
8 17.096581684366041828 17.096581684366340243 0.10688172143882280122
9 17.096581684366047976 17.096581684366048077 0.08280793950422582762
10 17.096581684366047977 17.096581684366047977 0.06615446907421039383
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Now let us consider the Whittaker–Hill equation (13) with given real parameters q and m. We assume that m is not
an odd integer and q = 0 so that the polynomial Q from (15) has no integral zeros. Let  be the largest integer less than
(|m| + 1)/2. Then we have Q(n − 1)Q(−n)> 0 for n = 1, 2, . . . ,  and Q(n − 1)Q(−n)< 0 for n>. Therefore,
rntn > 0 for n = 0, 1, 2, . . . ,  and (−1)n−rntn > 0 for n>. By Theorem 3, the weights n+1 in the orthogonality
relation (25) have the same sign pattern. In particular, we see that inﬁnitely many of the j are positive and inﬁnitely
many are negative. Let k ∈ N. It follows from Theorem 4 that
n,k < n+2,k < n+3,k < n+1,k (40)
for sufﬁciently large n of the same parity as max(k,  + 1). The sequence n,k oscillates around its limit k as n →
∞. Therefore, the zeros of the polynomials pn provide lower as well as upper bounds for the eigenvalues of the
Whittaker–Hill equation.
However, the orthogonal polynomials pn can have nonreal zeros. For example, p2 has conjugate complex zeros if
m = 0 and |q|> 1/√2. We now apply Lemma 3 to ﬁnd parameter ranges for which the zeros of pn are all real.
Theorem 6. Consider the Whittaker–Hill equation (13) with m not an odd integer and q = 0. If |q|< 12 and |m|> 1,
or |q|< 13 and |m|< 1, then all zeros n,k of pn are real and simple. Moreover, if k,
+1,k < ,k < · · ·< k+1,k < k,k ,
+1,k < +3,k < · · ·< +2,k < ,k ,
and, if < k,
k,k < k+2,k < · · ·< k+3,k < k+1,k .
Proof. Consider the matrix Mn deﬁned in (22) associated with the Whittaker–Hill equation. The eigenvalues n,k of
this matrix do not change when we replace q by −q or m by −m. Therefore, we may assume that q > 0 and m0.
We may also redeﬁne 1 = 2Q(0), 1 = Q(−1) without changing the eigenvalues. Then the Gershgorin disks of the
modiﬁed matrix are
Gj = { : | − 4j2|Rj } (41)
with Rj = |Q(j)| + |Q(−j)| = 4q|m − 1| for j = 0, 1, . . . ,  and Rj = |Q(j)| + |Q(−j)| = 8qj for j > . In
order to satisfy the assumption of Lemma 3, we need that Gi ∩ Gj = ∅ for i = 0, 1, . . . , ,  + 2,  + 4, . . . and
j =  + 1,  + 3,  + 5, . . . . A simple estimate shows that this condition holds with 0<q < 12 when m> 1 and with
0<q < 13 when 0m< 1. Therefore, Lemma 3 implies that the eigenvalues n,k are real and simple. Now we argue
as in the proof of Theorem 4 to see that the interlacing properties (33) and (34) hold for all nk. Looking at the signs
of
∏n
j=kj j , we obtain the stated inequalities of the zeros of pn. 
For example, if q = 14 and m = 4, the sequence n,1 satisﬁes
3,1 < 2,1 < 1,1, 3,1 < 5,1 < · · ·< 6,1 < 4,1 < 2,1.
The numerical values are given in Table 2.
We now consider the Lamé equation (16). This equation is unaltered when 	 is replaced by −	 − 1, so we assume
that 	 − 12 without loss of generality. We also assume that 	 is not an integer so that the polynomial Q from (18) does
not have integral zeros. There are two cases depending on whether the largest integer less than 	 is even or odd.
We assume ﬁrst that 2− 1< 	< 2, where  is a nonnegative integer. Then Q(n− 1)Q(−n)> 0 and thus nn > 0
for all n ∈ N. By Theorem 3, the weights j are positive for all j so that the polynomials pn are orthogonal in the
classical sense. Thus all n,k are real and the sequence n,k , n = k, k + 1, . . . , is decreasing and converges to the
eigenvalue k of Lamé’s equation.
In the other case, the polynomials pn are not orthogonal in the classical sense. It is remarkable that the zeros of pn
are also real in this case:
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Table 2
Lower bounds n,1 (n3 odd) and upper bounds n,1 (n even) for the eigenvalue 1 of the Whittaker–Hill equation (13) with q = 14 , m = 4
n n,1
1 0
2 −1.3911649915626340695
3 −1.4120251977268862000
4 −1.4119526342430788030
5 −1.4119528772045298293
6 −1.4119528766127926204
7 −1.4119528766138415332
8 −1.4119528766138401399
9 −1.4119528766138401414
10 −1.4119528766138401414
Theorem 7. Consider the Lamé equation (16) with 2< 	< 2+1, where  is a nonnegative integer. Then the weights
j in (25) are positive for j = 1, 2, . . . ,  + 1, and negative for j >  + 1. We have n,k < 	(	 + 1) if k + 1 and
n,k > 	(	 + 1) if k + 2. The sequence n,k , n = k, k + 1, . . . , is decreasing when k + 2 and increasing when
k =  + 1. If k, then
k,k > k+1,k > · · ·> +1,k, +1,k < +2,k < +3,k < · · ·< ,k .
Proof. We observe that Q(m) is negative for m=−,−+ 1, . . . ,  and positive for all other integers. Consequently,
Q(m − 1)Q(−m) and thus mm is negative for m =  + 1 but positive for all other positive integers. By Theorem 3,
the weights j are positive for j = 1, 2, . . . ,  + 1 and negative for j >  + 1. We now use Lemma 3 in order to show
that the zeros n,k of pn are real and simple. Consider the matrix Mn deﬁned in (22) associated with Lamé’s equation.
We may redeﬁne 1 = 2Q(0) and 1 =Q(−1) without changing the eigenvalues of Mn. Then the Gershgorin disks are
given by (41), where Rj = a(	(	+ 1)− 4j2) if j = 0, 1, . . . ,  and Rj = a(4j2 − 	(	+ 1)) if j >  with a from (17).
Every disk Gj with j lies in the half-plane
R4(1 − a)2 + a	(	 + 1)< 	(	 + 1),
whereas every disk Gj with j >  lies in the half-plane
R4(1 − a)( + 1)2 + a	(	 + 1)> 	(	 + 1).
Therefore, Gi ∩ Gj = ∅ for i< j . By Lemma 3, this proves that all zeros n,k are real and simple. We also obtain
that n,k < 	(	+ 1) if k+ 1 and n,k > 	(	+ 1) for k+ 2. Arguing as in the proof of Theorem 4, we now obtain
the stated interlacing properties. 
If 2< 	< 2+ 1 and k+ 2, then the sequence n,k , n= k, k + 1, . . . , decreases to the eigenvalue k of Lamé’s
equation. We now construct lower bounds for k by a method analogous to that used for the Mathieu equation. We can
ﬁnd similar upper and lower bounds for all eigenvalues of Lamé’s equation.
Theorem 8. Consider the Lamé equation with 2< 	< 2+1 for some  ∈ N0. Let nk+2. Let u, v > 0 be such
that
uv = nn, (42)
un, (43)
n,k4n2 − v − n+1, (44)
n,k4(n + 1)2 − n+2 − n+1. (45)
Then kn,k , where n,k is the kth smallest eigenvalue of the polynomial pn() + upn−1().
Proof. The proof is parallel to that of Theorem 5 so we only sketch it. We consider again the family of operators
S − tF , t ∈ [0, 1], where S is the operator associated with the Lamé equation as deﬁned in Section 2, and F is deﬁned
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Table 3
Lower bounds n,2, upper bounds n,2 and perturbation parameter u for the eigenvalue 2 of Lamé’s equation with 	= 0.5, 2 = 0.5
n n,2 n,2 u
2 3.79995921169943 3.98693650292773 0.18633450082964
3 3.84424488935520 3.85143012480455 0.61885301828098
4 3.84559754880211 3.84584504619417 1.31127588557090
5 3.84564013849805 3.84564813005839 2.26619176086638
6 3.84564145123567 3.84564170123189 3.48538264124082
7 3.84564149115891 3.84564149884244 4.96975974755293
8 3.84564149236288 3.84564149259647 6.71982283221086
9 3.84564149239899 3.84564149240604 8.73586889367551
10 3.84564149240006 3.84564149240028 11.0180857740334
as in the proof of Theorem 5 with Fen−1 =uen−1 +nen, Fen = nen−1 + ven. Using the same method as that used in
the proof of Lemma 3, we see that the inequalities (43) and (44) guarantee that the eigenvalues of S − tF are all real
and simple. Therefore, the kth smallest eigenvalue k(t) of S − tF depends analytically on t ∈ [0, 1]. Let x(t), y(t)
be real-analytic vector functions such that (S − tF )x(t) =k(t)x(t) and (S∗ − tF ∗)y(t) =k(t)y(t). Then it is easy
to show that
′k(t) = −
〈Fx(t), y(t)〉
〈x(t), y(t)〉 . (46)
We see that there is c(t) such that for all m:
〈y(t), em〉 = c(t) tm
rm
〈x(t), em〉.
Substituting this in (46) and using (42), we obtain that′k(t)0 for all t. Hence k=k(0)k(1). Now the inequalities
(44) and (45) yield that k(1) = n,k . The proof is complete. 
As a numerical example, we compute bounds for 2 when 	 = 0.5, 2 = 0.5 and k = 2 in Table 3.
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