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INTRODUCTION 
Certain processes in chemical engineering involving the diffusion of two 
substances which at the same time react with each other chemically lead to the 
system of equations 
-ut + ah = juv 
-vt + bdv = km 
(O-1) 
where a, b, i, and k are positive constants. In [l] and [ll] (cf. [3] for further 
references), these equations appear as a model for the situation in which a gas 
is being absorbed by a solution containing a substance with which the 
dissolved gas reacts. In this case, u and v represent the concentrations of the 
dissolved gas and reactant in the solution. 
The purpose of this paper is to consider the questions of existence, uni- 
queness and asymptotic behavior for solutions of the initial boundary value 
problem for (0.1) in a cylindrical space time domain Q x (0, T) with Dirichlet 
boundary conditions being given on 8.Q x [0, T]. 
The application of the general theory of parabolic systems to the system 
(0.1) yields the existence and uniqueness of solutions for the initial boundary 
value problem locally in time, for arbitrarily signed data. By considering data 
which are suitably negative, one can, with the aid of results of Fujita [4], 
construct examples in which these local solutions will “explode” in a finite 
amount of time, even though the data on the lateral boundary are well 
behaved. However, this cannot occur if the data are nonnegative. In fact, as 
we will show in Section 1, a coherent theory for global solutions can be 
obtained if we assume the data to be nonnegative and seek nonnegative 
solutions. In view of the chemical engineering aspects of (O.l), these non- 
negative solutions are physically relevant. 
The latter part of the paper deals mainly with the asymptotic behavior of 
nonnegative solutions of (0.1). In Section 3, we shall prove that when the 
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data on 3-Q x [0, UJ) converge as t + #co, the solution of (0.1) converges to a 
solution of the corresponding steady-state quations: 
aAu = juv 
bAv = kuv 
(0.2) 
in .Q, whose boundary values on LXJ are the limits of the data on 3Q x [0, co). 
In preparation for this, Section 2 contains a discussion of the Dirichlet 
problem for the system (0.2). 
1 
The aim of this section is to prove 
THEOREM 1.1. The system of equations 
-ut + aAu =juv 
-vt + bAv = kuv 
(1.1) 
has a unique nonnegative solution in f2 x (0, T) assuming given nonnegative 
continuous data prescribed for u and v on (S2 x [0, T]) U (Q x (0)). 
By a solution we shall mean a classical solution, i.e., all the derivatives 
appearing in the equation exist as continuous functions and the equations are 
satisfied in a pointwise sense on D x (0, T). We will also interpret the satis- 
faction of the boundary and initial conditions in the classical sense, i.e., we 
require u and v to be continuous in the closure of 52 x (0, T) so that the data 
are taken on continuously. 
To make this somewhat more precise we will use the following notational 
conventions: The functions u = u(x, t) and v = v(x, t) are defined for 
(x, t) a point of En x (- co, +a). For G an open subset of En and I an 
interval on (-co, +a), C2J(G x I) will denote the class of functions 
on G x I having continuous derivatives up to the second order with respect 
to x and a continuous first-order derivative with respect to t. As usual, C(S) 
will stand for the set of functions continuous on the set S. This being under- 
stood, our requirement on the solutions u and v in (1.1) is that they belong to 
the space C2J(Q x (0, T)) n C(Q x (0, 7’)). Concerning L?, we assume it 
to be a bounded domain in En with 3Q, its boundary sufficiently smooth 
(smooth enough to assure that the solutions of the boundary-initial value 
problem for the heat equation in Q x (0, T) assume their boundary values 
continuously). Finally, it will be convenient for us to have a designation for 
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the lateral and bottom portion of the boundary of the cylinder Sz x [0, T]; we 
will denote this set by P, i.e., 
P = (aI2 x [O, T]) u (Q x {O}). 
The proof of Theorem 1.1 is based on some a priori estimates that are 
consequences of the maximum principle. We begin with the statement of a 
lemma which is a specialization of a result on weakly coupled systems of 
parabolic inequalities due to Protter and Weinberger [13, p. 190, Theorem 
131. 
LEMMA 1.1. Let u and v be a pair of functions in 
cyc2 x (0, T)) n cp x (0, T)) 
satisfying the inequalities 
-q + aAu < cyu + /3v 
-vt + bAv < p + 60 
in Q x (0, T), where a and b are positive constants and cy, /II, y and 6 are bounded 
in 9 x (0, T). Suppose further that 
P<O and y b ’ 0. 
Then the nonnegativity of u and v on P implies the nonnegativity of u and v in 
Q x (0, T). 
The lemma immediately yields the following result for the system of 
equations (I. 1). 
COROLLARY I. 1. Let u and VJ be functions in 
C’yQ x (0, T)) n C(Q x (0, T)) 
satisfying the equations 
-ut + aAu == juv 
-vl + bAv = hue, 
in Q x (0, T). Then if u and v are nonnegative on P, we have 
0 < u(x, t) < sup 24, 0 < v(x, t) < sup v 
P P 
for (x, t) E Q x (0, T). 
(1.2) 
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Proof. Applying the lemma with ,5 = y = 0, cy = jv, and 6 = ku, we 
immediately obtain the nonnegativity of u and v inside Q x (0, T). The upper 
bounds in (1.2) then follow by applying the maximum principle for solutions 
of the inequality -zL~~ + cAw 3 0 with c > 0. 
We are now in position to sketch the proof of Theorem 1.1. In the first 
place, we can obtain a unique solution, locally in time, to the initial boundary 
boundary value problem for the system (1.1) with arbitrarily prescribed 
continuous data. One way of doing this is to convert the problem for the 
system (1 .I) into an equivalent system of integral equations by using the 
Green’s function for the heat operator in the cylinder Q x (0, T) (cf. [8] 
and [9]). The resulting system of nonlinear integral equations can then be 
solved for sufficiently small t by iteration; (the size of the time interval in 
which the solution exists will depend essentially on the reciprocal of the 
supremum of the absolute values of the data). This then yields a unique local 
solution for our problem regardless of the signs of the data. If now the data 
are assumed to be nonnegative, then the estimates (I .2) allow us to extend the 
locally constructed solution to the entire cylinder Q x: (0, T) by means of a 
continuation procedure which is familiar from the theory of ordinary dif- 
ferential equations: L\‘e merely repeat the local existence construction suffi- 
ciently many times; each repetition permitting us to extend the values of t 
for which the solution exists a bit more, until-after finitely many steps--we 
obtain a solution in the entire cylinder Q x (0, T). 
It is also possible to construct the solution globally at once by- using 
Schauder theory as in [5]. Finally, we note that because of the regularity 
theory for parabolic systems (cf. [4]), not onlv will the constructed solution _
belong to the space c”J(Q x (0. T)), but it will actually be a C” function in 
x and t. 
2 
In preparation for the study of the asymptotic behavior of (0, I), this 
section will be devoted to a consideration of the Dirichlet problem for the 
system of elliptic equations 
Au = czuz: 
Aa = @zl (2-l) 
where LY and /3 are positive constants. We seek a solution of (2.1) on a bounded 
domain J2 C E’” and we will establish 
THEOREM 2.1. Suppose that continuous nonnegative boundary values are 
specified for u and v on EC). Then the system (2.1) possesses a unique nonnegative 
solution (u, v) in Q assuming these boundary values. 
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Proof of Uniqueness. Assume that (u, V) and (ii, 6) are both nonnegative 
solutions of (2.1) with the same boundary values on aQ. Set 
4 = a-111 - p-‘v and ,$ = a-1~ - /+lc. 
Since each of these functions satisfies Laplace’s equation in Q and their 
boundary values on dQ agree, it follows immediately that 4 = 4. Hence, to 
complete the proof, it will be sufficient to show that u = U. For this purpose, 
we rewrite the equations satisfied by u and ii in the form 
Au = ,W - c&u and Ati = ,l3u” - c&&i. 
Replacing+ in the last expression on the right by 4, we find that the difference 
u - u satisfies the equation 
where 
A(u - u) = p(u - ii) (2.4 
p = p(u + iv) ~ c&. 
Inserting in for 4 its definition in terms of u and V, we obtain p = /3ti + ao; 
from which it follows that p must be nonnegative, in view of the assumed 
nonnegativity of u and v. Hence, the maximum principle is applicable to (2.2) 
and we conclude that u = u. This completes the proof of uniqueness. 
Proof of Existence. The existence proof will be based on the Schauder fixed 
point theorem (cf. [2], p. 357). For this purpose we will need a priori estimates 
for the solutions and first derivatives of the following Dirichlet problems 
Au = m,h in Q, u=f on 6.Q 
Av = /3#v in Q, v =g on 5Q; 
(2.3) 
where f and g denote the nonnegative boundary functions specified for u and 
v in the statement of Theorem 2.1. In order to derive these estimates, we will 
need to make the following assumptions regarding Xi and the functions f 
and g. 
(A) Concerning 3.Q we assume it to have a continuously turning 
tangent plane and in addition to have the following property: For some 
positive number R and each point p E aR, there exists a sphere of radius R 
which has only the point p in common with D. 
(B) The functions f and g defined on &’ have C* extensions, j and 
g, respectively, to 0. 
We now summarize all the relevant facts concerning the solutions of the 
Dirichlet problems (2.3) that we will require in 
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LEMMA 2.1. Assume that (A) and (B) hold; and suppose further that the 
coejicient functions 4 and # in (2.3) are Lipschitz continuous and satisfy 
Then the Dirichlet problems (2.3) haae unique solutions u and z’ for which the 
following estimates hold: 
0 .< U(X) -r stlpj; 0 I-, z(x) z-, S-&p g (.x E 8); (2.5) 
(2.6) 
where K is a constant depending on Q, R, and bounds for the C*(n) norms of f^ 
and 2. 
Proof. That the solutions u and ZJ of (2.3) exist and are unique is a con- 
sequence of the Schauder theory for linear elliptic equations. The estimates 
(2.5) follow immediately from the maximum principle. As for (2.6). it will 
suffice to establish these estimates for the derivatives of U. To this end we set 
where 
ZL’ = u - f, and z=w-5 
wIL denoting the area of the unit sphere in n-space. Since A< = Aw, u” is a 
harmonic function. Hence &r/&, is also a harmonic function; and so the 
maximum principle is applicable to it: 
From the definition of z this leads to 
The last term on the right can be estimated by differentiating (2.7a, b) under- 
neath the integral sign, which yields 
where k, is a constant depending on Q. On the other hand, since w vanishes 
on 8Q and (A) is assumed to hold, a classical method (see [2], p. 343), involv- 
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ing strong barrier functions, allows us to estimate aw/&, along 82 in terms of 
dw as follows: 
i3W 
"yf axj l-l <k,supIdwI I! 
where k, is a constant depending on Sz and R. 
Combining the last three estimates we have 
r 
"lp axj ! I E 
< k sup 1 AZU 1 , 
II 
with k = k, + 2k, . In view of the definition of w this implies that 
Now Au = ol#u, and so applying (2.4) and (2.5) we find that 
consequently, 
from which the desired estimate (2.6) is apparent. 
In the application of the estimate (2.6) to be made below, we will use the 
fact that if a function h(x) has continuous first order derivatives in 0 bounded 
by K, then h satisfies a Lipschitz condition of the form 
/ k(x) - h(x)1 < KK [ E - .IC j (x, x E Q), 
where the constant K depends only on 0. This having been noted, we now 
pass to the existence proof for the system (2.1). 
The underlying setting will be the Banach space B consisting of ordered 
pairs (Kx), T(X)) of continuous functions in D with the norm 
NE7 17)1/ = maxbunp I 5 I , S;P I rl I). 
Consider now the subset of S consisting of those (5,~) for which 
(i) [=fandT=gonaQ 
(ii) 0 < [(.Y) < supan f, 0 < v(x) .< sup&g for 3 E 0. 
(iii) .$ and 77 are Lipschitz continuous with 
1 L+‘) - .$(.?)I < KK 1 x - X 1 
and 
~~(x)-q(.~)l <KKI.v-sT for X, .Ic 6 8. 
Clearly S is a closed, convex, compact subset of B. 
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Let T now denote the operator which maps a given pair of functions 
(c,A,#) E S into the solutions (u, v) of the Dirichlet problems 
Au = q!m in Q, u =f on a& 
Av = ,&#m in J2, zy =p on SQ. 
Since the solutions exist, are unique, and depend continuously on ~+4 and 4, T 
is a well defined continuous mapping from S into B. But because of the esti- 
mates (2.5) and (2.6), T actually maps S into itself. It follows from the 
Schauder fixed point theorem that T has a fixed point; and this yields the 
desired solution of (2.1). 
3 
For the purpose of studying the asymptotic behavior of nonnegative 
solutions of (0. I), it will be convenient to assume that the positive constants j 
and K appearing in (0.1) are both equal to 1. There is no loss of generality 
in making this assumption, because if (u, v) is a solution of (O.l), zi = ku and 
6 = jv will satisfy 
-ti+ + adzi = ZiZ: . 
-6, + bA6 = 64 
(3.1) 
Suppose now that (z&G) is one of the nonnegative solutions of (3.1) in 
Q x (0, ‘13) constructed in Section 1; and assume that its boundary values 
on EQ X [0, ‘33) converge uniformly as t - co. A’e would then like to show 
that (il, 6) converges uniformly in Q to the nonnegative solution of the cor- 
responding steady state equations whose boundary values on aQ are the 
limits of the boundary values of (a, 5) along aQ x [0, co). In this situation 
Corollary 1.1 implies that (a, 6) will be uniformly bounded in Q i< (0, co). 
Thus, the desired asymptotic result will be a consequence of the following 
theorem. 
THEOREM 3.1. Suppose that (uj , vj), j = 1, 2, are a pair of nonnegative 
uniformly bounded solutions of 
- 2 (Uj) + aAuj = ujvj 
in Q X (0, Cc), with 
- ; (vi) + bAvj = ujvj 
(3.2) 
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as t+co. Then 
s”,p” Ur(S, t) - U,(X, t)l + I V&Y, t) - O&X, t)l)- + 0 (3.3) 
as t-co. 
We shall reduce the proof of Theorem 3.1 to the proof of a corresponding 
result (Theorem 3.2, below) concerning the asymptotic behavior of non- 
negative solutions of a certain linear system of parabolic equations. To 
achieve this we begin by constructing a second pair of solutions of (3.1) 
closely related to the given pair (uj , zlj), j = 1, 2, of solutions, but having the 
additional property that the differences corresponding to ur - us and or - us 
are always of fixed sign. We denote this related pair by (_u, 6) and (u; cl), and 
define them as the nonnegative solutions of (3.1) generated by the data 
and 
_u(x, t) = zjnzuj(.r, t), qx, t) = ylq q(x, t) (3.4) .- 
U(x, t) = pa: Uj(X, t), ~(x, t) = n& ni(x, t), (3.5) 1- 
respectively, along (Sz x (0)) u (L%2 x [0, cc)). The existence of (u, V) and 
(u, v) is assured by Theorem 1.1. Furthermore, the boundedness of the data 
(3.4) and (3.5) implies, again by Corollary 1.1, that (u, 6) and (P* p) are uni- 
formly bounded in Q x (0, co). 
The essential connection between (uj , vj), j = 1, 2, and the associated pair 
(_u, 8) and (G, c) is expressed through the inequalities 
_u<Uj<ii and p 4 wj < ZT (3.6) 
in Q x (0, co), j = 1,2. To prove them we subtract the equations that 
(uj , vi) and (21, U) satisfy, obtaining for uj - u and zlj - v the equations 
- & (Uj - g) + ad(uj - g) = UjEj - _UC, 
- ; (Vi - v) + bLl(o, - q = ujwj - z&T, 
Expressing the difference on the right in the form 
ujwj - gc = (Uj - _u) vj + (Wj - 5) g 
and setting 
c#l = uj - g, I) = $J - wj, m = vj , n=u 
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we find that # and 4 satisfy the system 
-& + aA+ = rn4 - n$ 
-#t + bA# = -m+ + n#. 
(3.7) 
Since m and 12 are nonnegative and uniformly bounded in I2 x (0, CG), this 
system is of the form considered in Lemma 1.1. Applying that lemma, the 
nonnegativity of 4 and 9 on (Q x (0)) u (8-Q x [0, CD)), implies their non- 
negativity in D x (0, co). This proves half of the inequalities (3.6). The 
remaining ones are proven in a similar fashion. 
Now from the hypothesis (3.2) of Theorem 3.1 we have, in view of (3.4) and 
(3.5) that 
sup[(i% - z$ + (z’ - P)] + 0, as t--t cc. (3.8) aI2 
Therefore, if we succeed in showing that (3.8) implies 
sup[(u - zj) + (6 - v)] - 0, as t+ WJ, (3.9) R 
the desired conclusion (3.3) of Theorem 3.1 will then follow immediately 
from the estimates (3.6). 
To establish (3.9) we observe that as (ES, c) and (_u, 2’) are each solutions of 
(3.1) the differences 
g=iT---_u and h=v--e, 
will satisfy a system of linear equations similar to (3.7); in fact, in exactly the 
same way as we arrived at (3.7) we find that g and h are bounded nonnegative 
solutions of the equations 
--gt + aAg = ag - ,Bh 
-ht + bAh = -iyg +/3h 
(3.10) 
where 
(Y=v and p = g. 
Thus, bearing in mind that 01 and B are bounded and continuous in 
D x [0, co), the proof of (3.9) reduces to the proof of the following result. 
THEOREM 3.2. Let g and h be bounded nonnegative solutions of (3.10) in 
Q x (0, co), with the coejicients LY and tk? assumed to be continuous and bounded in 
0 x [O, 03). The-n, 
sup[g(.\, t) + h(.r, t)] -+ 0 as t+cc (3.11) 
ix2 
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implies that 
s;p[g(x, t) + h(Jr, t)l - 0 as t-+03. (3.12) 
The essential step in the proof of Theorem 3.2 will be the establishment 
of an L” version of the asymptotic result (3.12); namely that 
I 51 [gp(x, t) + hP(x, t)] d.x --f 0 as t-cc (3.13) 
for any p > 1. In view of the boundedness of 01 and /3, this will then imme- 
diately imply that the right sides of the two equations in (3.10) tend to zero as 
t + co in the LP sense, for any p > 1. Each of the equations in (3.10) is 
thus of the form --eu, i- kdw = f(x, t) with so 1 fP(x, t)I dx - 0 as t - 00; 
and applying Lemma 3.1, below (which deals with the pointwise asymptotic 
behavior of solutions to such equations), we will then obtain the desired 
conclusion (3.12) of Theorem 3.2. 
LEMMA 3.1. Let w(x, t) be a solution of 
-wt + kAw =f(r, t) (3.14) 
in Q x (0, 00) with k a positive constant, and assume that 
sup I w(x, t)l - 0 as t-+m. 
al2 
(3.15) 
Suppose further that f is continuous in 0 x [0, 00) ‘and that 
s nlf(x,t)lpdx-+O as t--too (3.16) 
for some p > n/2 when n >, 2, and some p 2 1 when n = 1 (n denoting the 
dimension of x space). Then 
SUP 14x9 q--o as t--t co. (3.17) 
R 
Leaving the proof of Lemma 3.1 aside, temporarily, we will first complete 
the 
Proof of Theorem 3.2. As we pointed out above it suffices to prove (3.13). 
For this purpose, let h, denote the first eigenvalue of the problem 
A+ +h$ =d in Q, #=O on a52. (3.18) 
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It is well known (cf. [IO]) that A, is positi\:e and that any eigenfunction +1 
corresponding to A1 must be of one sign in 52; accordingly we may assume C$~ 
to be positive in Q. This being understood, we multiply each equation in 
(3.10) by 41, add the results and integrate over Sz, thereby obtaining 
- I’ [&(X, t) + k,(x, t)] I$&) dx + I‘ [adg(x, t) + b&(x, t)] c$l(m) dx = 0. 
- I? ‘R 
Integrating by parts in the second integral on the left we find, in view of 
(3.18), that 
where 
p(t) = - i,, [ag(.v, t) + b4, t)] ; (M-4) d+), 
i?/i% denoting the exterior normal derivative and da the element of area on 
X2. Hence, setting c = min(a, b), the assumed nonnegativity of g and /z 
leads us to the differential inequality 
for 
(3.19) 
v(t) = 1, [g(x, t) + h(s, t)] 4Jx) dx. 
Since the hypothesis (3.11) implies that p(t) + 0 as t -co, we conclude from 
(3.19) that ~(t)--f 0 as t + co. 
Now let QC denote the subset of Q whose points are at a distance E or more 
from LX&?; and let m, denote the minimum of $1 in Q, . Since m, is positive we 
have 
jp 
t 
LgCx, f) + h(s, t)] ds & k h, [g(.y, t) + A(.~, t)] +1(x) dx = $ +); 
t 
so that 
jp [g(x, t) + k(x, t)] dx -+ 0 as t-130. 
-c 
If we now let E JO, the assumed uniform boundedness of g and h in 
$2 x (0, co), yields the corresponding result for the full domain Q: 
i R [g(x, t) + h(s, t)] ds + 0 
as t-+ co. 
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Combining this with the estimate 
for p >, 1, we finally obtain the desired L” result (3.13). 
We now turn to the 
Proof of Lemma 3.1. We begin by decomposing the solution w of (3.14) 
as follows: Let w = + + x, where # and x are defined as solutions of 
-*t + k4 = f (Xl q and -Xt + kdx = 0, 
respectively in Sz x (0, oo), with 4 having homogeneous data on 
[Q x {0}] u [aQ x [0, a)] and x assuming the same data on [Q x {0}] u 
[&Q x [0, co)] that w assumes. Thus, because of the hypothesis (3.15), 
supprr ( x(x, t)l + 0 as t - co; and it is well known that for solutions of the 
heat equation this implies that sup, 1 X(X, t)l + 0 as t - cc. Therefore, 
to prove that supo 1 w(.v, t)l - 0 as t---f co, we need only show that 
sup, I #(x, f)\ - 0 as t + W. To achieve this we represent $ in terms off 
by means of Green’s function G(s, E; S) for the heat operator with respect 
to 8 x (0, co): 
4(x, t) = - j;s, G(.r, 5; t - 7) f (5,~) &? dT. 
Applying Holder’s inequality with q = p/(p - l), the Holder conjugate of 
the exponent p appearing in the hypothesis (3.16), we then have, (utilizing 
the nonnegativity of the Green’s function) 
for t > T and x s Q, provided that the indicated q-norm of G is integrable. 
In fact, as we will show further on, the expression 
is finite for those values of p considered in Lemma 3.1. (For the “limiting” 
case of this lemma, n = 1, p = 1 and so q = 03, the q-norm of G is, as usual, 
to be interpreted as a sup norm.) 
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To complete the estimation of # from (3.20) we will require the following 
estimate for G, 
sup G(x, 5; S) z< ~~e-~~’ fors > 1 (3.22) 
.la2,CER 
c1 and c2 denoting positive constants. Taking this estimate as well as the 
finiteness of (3.21) temporarily for granted, we now invoke the hypothesis 
(3.16) of Lemma 3.1 according to which there is a T = T(E) so that 
for T > T. (3.23) 
Inserting (3.22) and (3.23) into (3.20), we find that 
for t > T + I with T = T(c); and this will prove that supzEn 1 4(x, t)l --f 0 
as t--t cc. 
It remains to verify (3.22) as well as / < co. To establish (3.22) we compare 
G(x, 5; S) with the Green’s function H(r, 4; S) corresponding to Q x (0, cc), 
Q being a suitable hypercube. By choosing Q so that it contains Sz we will be 
able tu estimate G in terms of H: 
G(x, (; s) ,< H(x, 5; s) (x, 5 EL?, s > 0). (3.24) 
For the purpose of constructing a convenient hypercube, we may assume, 
without loss of generality, that Sz lies in the part of En with positive coor- 
dinates. In this case Li will be included in a hypercube of the form 
Q = {.x = (x1 ,..., s,): 0 < sj <L, j = I,..., n) 
provided that L is sufficiently large; and for such a Q the Green’s function H 
is given explicitly by 
H(.r, 5; s) = x (2/L)a exp[--sk(m,2 + ..* + m,a) r2/L2] 
with the summation extended over all n-tuples (m, , . . ., m,) of positive integers. 
From this formula, it is clear that H(x, &; S) < c1e-c2s for s > 1 (x and 5 
arbitrary); the latter together with (3.24) then yields (3.22). 
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Finally, to prove the finiteness of the expression J defined in (3.21) we 
need the additional estimate 
G(s, (; s) < (4&)+/4 exp (- & 1 x - 5 12) (XEQ, 5ESZ,S >O) 
(3.25) 
This estimate is again a consequence of (3.24). Here we compare G with the 
Green’s function H for En x (0, CD); i.e., we take H to be the fundamental 
solution of the heat equation, which is given explicitly by the function 
appearing on the right of (3.25). 
Applying (3.25) we find by an appropriate change of variable that 
ji G’l(x, 6; s) d( < (4k~s)-*~“/’ \ 
‘E” 
exp (2 1 x - 5 12) df 
(3.26) 
= (cn~j2 / exp(--q 1 7 1’) d7) (4ks)-n(*-1)p 
E” 
so that 
sup ( [ GQ, 5; S) d.f)l’* < c3~-n12P (for s > 0) 
SPO ‘R 
(3.27) 
ca denoting the qth root of the coefficient of ~-~~(q-l),~ on the right of (3.26). 
(For the discussion of the “limiting” case n = 1, p = 1 and 4 = CD, the 
estimate which corresponds to (3.27) is ~up,,o,~~o G(s, 5; s) < c,s-li2; and it 
also follows directly from (3.25).) 
Inserting (3.27) and (3.22) appropriately, into the defining expression 
(3.21) for J, we thus arrive at 
J < IO1 c~s?‘~~ ds + Ilx cle-c2R ds. 
The assumptions p > n/2 when n 3 2 and p 3 l when IZ = 1, then ensures 
the existence of the first integral on the right and we conclude that J < co. 
Remark. Finally, we wish to observe that by the same methods used to 
establish the asymptotic result Theorem 3.1, we can show that the nonnegative 
solutions of 
-ut + aAu = juv 
-vi + bAv = kuv 
in Q :< (0, T), generated by nonnegative data prescribed on (Sz x (0)) u 
(LX? x [0, T]), depend continuously on these data as well as on the 
coefficients j and k. 
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