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Large-Scale Experiments
• ImageNet: 18 synsets, up to 25K per class, total of 270K images.
• Flickr Groups: 18 groups, up to 25K per class, total of 350K images.
Table 2: Learning from different training resources, using SIFT only. V+I+F is late
fusion of the classifiers, evaluation on VOC 2007 “test” set.
Train plane bike bird boat bottle bus car cat chair cow
I 81.0 66.4 60.4 71.4 24.5 67.3 74.7 62.9 36.2 36.5
F 80.2 72.7 55.3 76.7 20.6 70.0 73.8 64.6 44.0 49.7
V 75.7 64.8 52.8 70.6 30.0 64.1 77.5 55.5 55.6 41.8
V+I+F 82.5 72.3 61.0 76.5 28.5 70.4 77.8 66.3 54.8 53.0
H 77.2 69.3 56.2 66.6 45.5 68.1 83.4 53.6 58.3 51.1
Train table dog horse moto person plant sheep sofa train tv mean
I 52.9 43.0 70.4 61.1 - - 51.7 58.6 76.4 40.6 -
F 31.8 47.7 56.2 69.5 73.6 29.1 60.0 - 82.1 - -
V 56.3 41.7 76.3 64.4 82.7 28.3 39.7 56.6 79.7 51.5 58.3
V+I+F 59.2 51.0 74.7 70.2 82.8 32.7 58.9 64.3 83.1 53.1 63.6
H 62.2 45.2 78.4 69.7 86.1 52.4 54.4 54.3 75.8 62.1 63.5
•According to Pascal VOC Competition 2: using any data excluding the test set.
•We use only SIFT features.
• Flickr Groups are a great resource for training classifiers.
•Adding more data, and combining different data sources improves classification.
• Linear classifiers using FK trained on large datasets performs equally to costly
classification and localization approach of [Harzallah et al. 2009].
PASCAL VOC 2007
•Around 10K images of 20 classes, evaluated using mean Average Precision (mAP).
• Best results up to date is 63.5% mAP, obtained by combined Classification and
Localization approach [Harzallah et al. 2009].
• The IFK obtains 58.3% mAP, an improvement of over 10% compared to FK. IFK
is close to the best SIFT-only results (59.3%) of [Wang et al. 2010].
• Similarly, we demonstrate state-of-the-art accuracy on CalTech 256.
Table 1: Impact of the proposed modifications to the FK on PASCAL VOC 2007.
PN L2 SP SIFT Col S+C
- - - 47.9 34.2 45.9
X - - 54.2 45.9 57.6
- X - 51.8 40.6 53.9
- - X 50.3 37.5 49.0
X X X 58.3 50.9 60.3
Experimental Setup
•Densely sampled local SIFT and color features, with PCA reduced to 64D.
• Train GMM with K = 256 using EM algorithm.
• Learn linear SVMs in primal using Stochastic Gradient Descent.
• Late (equal) fusion of SIFT and color features.
Spatial Pyramids
• Introduced by Lazebnik et al. 2006, to take into account the rough geometry.
• Follow the splitting of the winning systems of PASCAL VOC 2008.
• Power normalization even more important since FV becomes even sparser.
Power Normalization
•As the number of Gaussians increases, Fisher vectors become sparser.
• The dot-product (L2 distance) is a poor measure of similarity on sparse vectors:
1. Replace kernel with e.g. Laplacian kernel, or
2. “unsparsify” the representation, advantage: linear classification.
• Power Normalization to unsparsify representation:
f (z) = sign(z)|z|α (5)
• Parameter α : 0 ≤ α ≤ 1, optimal α varies with the number K of Gaussians.
But α = 0.5 is a good value for 16 ≤ K ≤ 256.
•When combined with L2 normalization, we first apply power normalization and
then L2 normalization.






































Figure 1: Effect of K = {16, 64, 256} on sparsity, and effect of power normalization.
L2 Normalisation




p(x) log uλ(x)dx. (3)
•Decompose p into two parts: a background (uλ, with λ estimated to maximize




q(x) log uλ(x)dx + (1− ω)∇λ
∫
x
uλ(x) log uλ(x)dx︸ ︷︷ ︸
≈0
. (4)
• The Fisher vector focuses on image-specific content.
But, depends on the proportion of image-specific information ω. So, two images
containing the same object at different scales will have different signatures.




•Model a sample X of T i.i.d. local descriptors xt by its deviation from a Gaussian








∇λ log uλ(xt). (1)
Assume diagonal covariance matrix, and consider the gradient w.r.t. mean and
covariance, thus gradient vector is 2KD-dimensional.
•Measure the similarity using the Fisher Kernel:





with Fλ = Ex∼uλ
[
∇λ log uλ(x)∇λ log uλ(x)′
]
.
• This equals a dot-product on normalized Fisher Vectors (FV):
GXλ = LλG
X





• Learning a classifier on the Fisher Kernel is equivalent to learning a linear classifier
on the Fisher Vectors GXλ .
Summary
•The Fisher kernel (FK) combines the benefits of generative
and discriminative approaches and extends the popular bag-
of-visual-words (BOV) by going beyond count statistics.
•However in image classification BOV still outperforms FK.
•We improve the FK, by L2 normalization, power normaliza-
tion and spatial pyramids.
•On PASCAL VOC 2007 we increase the Average Precision
from 47.9% to 58.3%, using these improvements. Using only
SIFT descriptors and linear classifiers.
•Large scale experiment: we learn classifiers from large
datasets obtained from ImageNet and Flickr groups.
•Although not intended for that purpose, Flickr groups are
great for training classifiers.
•Combining all these resources, using only SIFT features and
linear classifiers, we obtain 63.6% Average Precision on Pas-
cal VOC 2007, which equals the current-state-of-the-art.
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