The theory of electromagnetically induced transparency ͑EIT͒ in a plasma ͓S. E. Harris, Phys. Rev. Lett. 77, 5357 ͑1996͔͒ is examined in the context of an infinite system. A new dispersion relation is derived which accounts for relativistic effects in an overdense plasma. Several branches of the dispersion relation are plotted and discussed. Particle simulations are used to confirm the findings.
I. INTRODUCTION
In a cold unmagnetized plasma the cut-off frequency for electromagnetic radiation is equal to the plasma frequency, p . It was suggested by Harris 1 that an electromagnetic wave with a frequency Ϫ Ͻ p will nevertheless propagate in the presence of an intense pump wave with a frequency 0 Ϸ Ϫ ϩ p . The proposal was based on the fact that a pump wave at 0 and a ''Stokes'' wave at Ϫ combine to drive a plasma wave at the beat frequency ⌬ϭ 0 Ϫ Ϫ . When the plasma wave is driven below resonance (⌬ Ͻ p ), it is phased such that the beat current associated with the pump wave and the plasma wave tends to cancel the current associated with the Stokes wave. This reduces the amplitude of the current at the Stokes frequency which allows the Stokes wave to propagate despite the relation Ϫ Ͻ p . The term ''electromagnetically induced transparency'' ͑EIT͒ was used to describe this process because of its similarity to the analogous process of EIT in a neutral gas which has been studied theoretically and experimentally for some time. 2 Recently, the theory of EIT in a plasma was extended to account for relativistic effects and the presence of the ''antiStokes'' wave with frequency ϩ Ϸ 0 ϩ p . 3 This was done by considering the relativistic Raman dispersion relation of Ref. 4 in the limit where the density exceeds quartercritical. It was found once again that an anomalous passband appears when the pump wave is sufficiently intense. It was also found that the system exhibits a Raman-type instability even when the plasma is overdense with respect to the Stokes wave. We note, however, that the dispersion relation used to arrive at these conclusions was derived under the assumption 0 ӷ p .
In this two paper series, we attempt to realistically examine the possibility of actually observing EIT in an experiment. This, the first paper, deals with the case of an infinite plasma. A new dispersion relation is derived which accounts for both the anti-Stokes wave and relativistic effects, yet does not assume 0 ӷ p . This dispersion relation is applied both to EIT and to the new regime of instability discussed in Ref. 3 . Particle simulations are shown to be consistent with the analysis. The more realistic case of a bounded plasma is dealt with in part II ͓D. F. Gordon, W. B. Mori, and C. Joshi, Phys. Plasma 7, 3156 ͑2000͔͒.
II. STARTING EQUATIONS
We begin by declaring several normalizations. In particular, we choose a system of units wherein the speed of light, the plasma frequency, the electronic charge, the electronic mass, and the impedance of free space are all unity. Maxwell's equations are then ͑ ٌ 2 Ϫ‫ץ‬ tt ͒AϭϪ jϩٌٌ͑•Aϩ‫ץ‬ t ͒,
where j is the current density and is the charge density. The relativistic equation of motion for a fluid element is
where p is the electron momentum and v is the velocity. Now, consider a cold unmagnetized plasma wherein all quantities vary only in the x direction. Let the electron density be described by nϭ1ϩn 1 ͑ x,t ͒, and let the ions comprise a fixed background of uniform neutralizing charge. Then, to third order, the vector potential AϭA y (x,t) evolves according to
͑1͒
while the density perturbation evolves according to
is a relativistic nonlinear wave equation for linearly polarized light while Eq. ͑2͒ is a harmonic oscillator equation for the plasma response. A derivation of these equations can be found in Ref. 5 . They are accurate for AӶ1 and n 1 ϭO(A 2 ). Note that based on this ordering the term leading to the relativistic shift in the plasma frequency is O(A 4 ) and has therefore been left out of Eq. ͑2͒. We have confirmed that this term has a negligible effect on the dispersion curves presented in this paper.
It is convenient to work with the frequency space representations of Eqs. ͑1͒ and ͑2͒. In frequency space, the density perturbation can be expressed explicitly in terms of the vector potential
͑3͒
Here, the circumflex denotes a Fourier transformed quantity and the asterisk denotes convolution. Substituting this into the transform of Eq. ͑1͒ gives a single equation in terms of the vector potential
where
The operator N returns the nonlinear part of the current density. Now, consider the action of the operator N on a series of delta functions. First, we introduce the shorthand notation
which is just the frequency space representation of
If we further define
Inserting this into the expression for N (Â ) one finds that
and summation over all four permutations of the subscripts Ϯ j and Ϯk is implied. The second term of P iϮ j is the relativistic correction. The nonrelativistic part of P iϮ j ⌬ iϮ jϮk represents the scattering of the wave at k off the density perturbation driven by the waves at i and j . This generates a wave at i Ϯ j Ϯ k . In other words, the presence of any set of frequencies implies the presence of all possible sums or differences of any three of those frequencies.
III. DISPERSION RELATION
It is well known that self-consistent solutions of Eq. ͑4͒ generally involve three frequencies. Consider therefore a vector potential of the form
where 1 ϭ 0 Ϫ⌬, k 1 ϭk 0 Ϫ⌬k, 2 ϭ 0 ϩ⌬, and k 2 ϭk 0 ϩ⌬k. In other words, 1 is the Stokes frequency and 2 is the anti-Stokes frequency. Inserting Â into Eq. ͑3͒ and dropping terms quadratic in the sideband amplitudes reveals the density perturbation to consist of the frequencies ⌬, 2 0 , 2 0 Ϫ⌬, and 2 0 ϩ⌬. If any of these approach unity in the frequency range of interest they will couple strongly into the solution for the fields. Table I provides information on all the terms of N (Â ) which are linear in the sideband amplitudes. Referring to the table headings, (/8) P i j A i jk is the coefficient of a delta function at the frequency i jk . For each such entry there is also a delta function at the frequency Ϫ i jk with coefficient (/8) P i j A i jk * . Note also that not all the permutations of P iϮ j are listed since one may use P iϮ j ⌬ iϮ j ϭ P jϮi ⌬ jϮi to quickly deduce the necessary information. The entry i j is the frequency of the density perturbation and the entry k identifies the wave with which it interacts. This information is useful for purposes of interpretation. Note that the terms corre- 
sponding to P 0Ϫ0 contain the relativistic correction only. They do not imply there is a density perturbation at zero frequency. The nonlinear terms involving frequencies at 3 0 and 3 0 Ϯ⌬ present a problem in that they imply the presence of frequencies not originally supposed present in Â . If these frequencies were taken into account, they would couple back into the frequencies 0 , 1 , and 2 . We must suppose, therefore, that this coupling is negligible.
Making use of Table I , one can collect all the coefficients of the delta-functions produced by N (Â ) which correspond to a particular frequency i . Equating the sum of these coefficients with L ( i ,k i )A i gives a dispersion equation for the wave at frequency i . After repeating the process for each frequency, one obtains three equations:
The equation for L 0 is the dispersion relation for the pump. It can be solved explicitly for k 0
The dispersion relation for the sidebands is found by writing the sideband equations in matrix form, setting the determinant to zero, and dropping terms fourth order in A 0 . This gives
Since k 0 is a function of A 0 , there are still higher order terms ''hidden'' in this equation. These can be eliminated by expanding k 0 in powers of A 0 , inserting the result into ͑9͒, and retaining terms only up to second order. This results in
In the limit 0 →ϱ Eq. ͑10͒ reduces to the dispersion relation of Ref. 4 . In particular, taking k 00 ϭ 0 →ϱ we obtain
Substituting this into Eq. ͑10͒ gives the required result. Given some A 0 and 0 , the dispersion relation ͑9͒ can be used to generate a sequence of pairs (⌬,⌬k). Then, for each particular (⌬,⌬k), the ratio of the sideband amplitudes can be computed from
which follows from Eqs. ͑6͒ and ͑7͒. Note that the absolute amplitude of the sidebands is not fixed. A useful simplification arises if at certain points on the dispersion curve A ϩ ӶA Ϫ . In this case, the anti-Stokes wave can be neglected and one obtains the ''two-wave'' dispersion relation
Here, for simplicity, the relativistic correction has been dropped. An explicit expression for ⌬k can be obtained from the quadratic equation
The function f accounts for nonlinear effects. It departs significantly from unity only near the resonance at ⌬ϭ1.
If Eq. ͑12͒ is expanded in the parameter ␦ where ⌬ ϭ1ϩ␦, the dispersion relation derived in the paper by Harris 1 can be recovered. Inserting 1ϩ␦ into Eq. ͑12͒ and dropping all terms of order ␦ 2 or higher results in
Although the form is different, this is identical to the dispersion relation of Ref. Also, the ratio of the sideband amplitudes becomes
Thus, in the case of stable propagating modes near the resonance, it is never valid to neglect the anti-Stokes.
IV. TRANSPARENCY
From the point of view of classical electrodynamics, the transparency or opacity of a medium is related to the magnitude and phasing of the currents driven within it by electromagnetic waves. In one dimension, electromagnetic radiation is described by the wave equation
where A is some transverse component of the vector potential and j is the corresponding component of current density. By rewriting the wave equation in frequency space and requiring real wave numbers, one obtains the inequality 2 ϾϪ ĵ
where the circumflex denotes a Fourier-transformed quantity. Then, the propagation condition for a particular mode with frequency Ϫ and wave number k Ϫ is
where A Ϫ is the amplitude of the mode with frequency Ϫ , and S refers to the set of unordered pairs (i, j) which satisfy the conditions ⌬ i ϭ j Ϫ Ϫ and ⌬k i ϭk j Ϫk Ϫ . In other words, the pump waves A j drive currents in the plasma waves n i at the frequency Ϫ . If the phasing between the various waves is chosen correctly, the sum in Eq. ͑15͒ could be negative. In this case the inequality is satisfied for a range of frequencies with Ϫ Ͻ1 and anomalous transparency occurs for those frequencies. If the sum is positive, the inequality is not satisfied for a range of frequencies with Ϫ Ͼ1 and anomalous opacity occurs for those frequencies.
It is important to note that from the point of view of EIT, what is desired is that the wave with frequency Ϫ should propagate regardless of its own intensity. It is evident from the inequality ͑15͒ that this will only be the case if each of the density perturbations n i contain a factor A Ϫ . In other words, the density perturbation must be driven by the anomalously propagating mode.
A. Two wave transparency
The two wave solution of Eq. ͑4͒ contains nonlinearities which enable waves to propagate which would normally be cutoff. The dispersion relation ͑12͒ can be rewritten
where Ϫ ϭ 0 Ϫ⌬ is the Stokes frequency, k Ϫ ϭk 0 Ϫ⌬k is the Stokes wave number, and
is the amplitude of the nonlinear current at the Stokes frequency. The transparency condition is then
suggests that the nonlinear current will be large where ⌬Ϸ1, and will change sign where ⌬ϭ1. This suggests that anomalous transparency will occur for frequencies in an interval bounded on one side by ⌬ϭ1. Anomalous transparency might also occur for frequencies bounded above by Ϫ ϭ1 since in the neighborhood of the natural cut-off frequency even a small nonlinear current might be enough to allow the Stokes wave to propagate. Consider the region near ⌬ϭ1. Expanding the expression ͑13͒ in terms of a small parameter ␦ where ⌬ϭ1ϩ␦
Assuming 0 Ͼ1, this implies that ⌬k is real when ⌬Ͻ1. In other words, the Stokes wave will propagate when the plasma wave is driven at a frequency slightly below resonance. Now consider the region near Ϫ ϭ1. Expanding ͑13͒ in terms of a small parameter ␦* where Ϫ ϭ1Ϫ␦* gives
The Stokes wave will propagate when
Anomalous transparency corresponds to the case where ␦* is positive. In this case, the inequality could only be satisfied if
In other words, if the pump wave frequency is between the plasma frequency and its second harmonic, a region of anomalous transparency will occur for Stokes frequencies just below the plasma frequency.
In Fig. 1 we plot the two branches of the dispersion relation for the Stokes wave in the case where 0 ϭ1.75, and A 0 ϭ0.3. As predicted, transparency is induced for frequencies such that ⌬ is just under one, or for frequencies such that the Stokes frequency is just under one. The width of the stopband between these two regions is inversely related to the pump intensity.
It is a general feature of a harmonic oscillator that when driven slower than the resonant frequency the oscillation is in phase with the driver while when driven faster than the resonant frequency the oscillation is out of phase with the driver. This is the physical basis of two wave transparency. The harmonic oscillator is the plasma wave and the driver is the ponderomotive force applied at the frequency ⌬ by the pump wave and the Stokes wave. When ⌬ is less than unity, the plasma wave is in phase with the driver and the nonlinear current is in phase with the vector potential thus reducing the net current and lowering the cut-off frequency.
An expression for the pump intensity required to make the Stokes wave propagate given a particular 0 and ⌬ can be derived by requiring the discriminant of Eq. ͑13͒ to be positive. This results in
which is valid provided ⌬ 2 Ͻ1 and 0 2 Ͼ Ϫ 2 . If either condition is violated the inequality must be reversed. This implies that in such cases the nonlinearity raises the cut-off frequency. Since it was assumed previously that A 0 is real, a requirement that A 0 2 be less than a negative number means that transparency is not possible. Figure 2 shows contours of the minimum A 0 required to make the Stokes wave propagate versus ⌬ and 0 . The conditions ⌬ 2 Ͻ1 and 0 2 Ͼ Ϫ 2 are met throughout the domain of the graph.
B. Three wave transparency
The description of the two wave effect in the last section is valid only if the three wave dispersion relation implies A ϩ ӶA Ϫ over the frequency range of interest. We verify this by evaluating the general dispersion relation ͑9͒ using a numerical root solver and computing the ratio A ϩ /A Ϫ at each point on the dispersion curve. The results are plotted in Fig.  3 which shows the dispersion relation along with the natural logarithm of the anti-Stokes to Stokes ratio. Note that the three wave dispersion relation has four solutions whereas the two wave dispersion relation had only two.
The dispersion curves shown in Figs. 3͑a͒ and 3͑b͒ have the desired feature that A ϩ ӶA Ϫ except near the resonance at ⌬ϭ1. Thus, the curves look similar to the corresponding two wave solutions except near the resonance where an additional stopband appears just below ⌬ϭ1. Also, the small stopbands which appeared in the region ⌬Ͻ1 in the two wave case do not appear in the three wave case. This is not a large effect. A small increase in pump intensity would have made these stopbands disappear from the two wave dispersion relation also. Conversely, a small decrease in pump intensity would make them appear in the three wave dispersion relation.
The dispersion curves shown in Figs. 3͑c͒ and 3͑d͒ are dominated by anti-Stokes. They are distinguished from the Stokes-dominated curves in that anomalous transparency occurs on both sides of the resonance. The density perturbation, therefore, has the same phase with respect to A 0 and A Ϫ on both sides of the resonance. This is possible because the phase of A ϩ /A Ϫ differs by from one side of the resonance to the other. Thus, the shift in the phase of n caused by changing the frequency of the driver is canceled by the shift caused by changing the phase of the driver.
C. Simulation of transparency
Since all dispersion relations are approximate, it is useful to verify the conclusions drawn from them via computer simulation. For this purpose we use a one-dimensional, fully electromagnetic, fully relativistic particle-in-cell ͑PIC͒ code. The code is a periodic version of EZPIC, 6 which is in turn based on the well tested WAVE algorithm. 7 Fundamentally, a PIC code solves an initial value problem on a finite interval. By contrast, a dispersion relation is a description of a system infinite both in space and time. Spatially, this dilemma can be resolved by noting that whenever k 0 /⌬k is a rational number, all quantities are periodic in x. In this case, the infinite system can be modeled by applying periodic boundary conditions to a finite simulation box of length
and q and p are integers. Temporally, the dilemma cannot be resolved as easily since once q and p are chosen, the ratio 0 /⌬ is determined. It is unlikely that this ratio will be close to any rational number such that one period of the time series predicted by the dispersion relation can be simulated quickly. Even if this could be done, simulations contain inherent noise and damping effects which inevitably lead to aperiodic outcomes. We, therefore, attempt only to reproduce a fraction of the temporal period predicted by the dispersion relation. This is done by initializing the simulation fields and particle states to be consistent with the dispersion relation, allowing the system to evolve, and comparing the outcome with the analytical prediction.
The initial conditions used for the simulation are described by Table II . The vector potential is given by ⌬ is then obtained from the multiresonance dispersion relation ͑9͒. The initial density perturbation is obtained from Eq. ͑3͒ which gives
where ϭ⌬tϪ⌬kx and
Once the density perturbation is known, the axial velocity of a fluid element is determined from the continuity equation. The axial momentum can then be computed via the relativistic relation pϭ␥v
Here, we have used p y ϭA y . The momentum of a particle is the fluid momentum plus the thermal velocity, v th . The thermal velocity cannot be zero in a PIC code because of the grid instability. Table III details the parameters characterizing computational aspects of the simulation. The time step is chosen so that an integral number of periods of the pump wave are executed during the simulation. The cell size is chosen so that exactly one spatial period of the infinite system fits in the simulation box. The number of particles per cell is large to minimize noise. The ions are modeled as a fixed, uniform background of neutralizing charge.
To compare the simulation results with the analytical results it is most convenient to examine Â y (,k). This is obtained by performing a fast-Fourier transform ͑FFT͒ of A y (x,t) which is computed naturally by the simulation. The result is shown in Fig. 4 . As expected, the spectrum contains three discrete features corresponding to the pump wave, the Stokes wave, and the anti-Stokes wave. The Stokes wave lies within the stopband predicted by linear theory, but as predicted, propagates nevertheless.
The small feature at Ϸ1.2 p is important in that it provides a measure of how accurately the simulation reproduced the analytical dispersion relation. In the time domain, this feature represents a modulation of the Stokes wave. This modulation is a reflection of the fact that the initial conditions did not exactly correspond to a normal mode of the plasma. As the initial conditions become less consistent with the real dispersion relation ͑as modeled by the simulation͒, the depth of this modulation will grow. For example, we have observed that increasing the electron temperature or increasing the amplitude of the sidebands will enhance the feature at Ϸ1.2 p . This is because the analytical dispersion relation on which the initial conditions are based becomes less accurate with increasing temperature or sideband amplitude. In the case of Fig. 4 , the depth of the modulation is quite small. For the parameters considered, then, the dispersion relation is indeed accurate.
D. Single wave transparency
According to Eq. ͑8͒, the pump wave by itself becomes an anomalously propagating mode near 0 ϭ 1 2 and near 0 ϭ1. This is illustrated in Fig. 5 where the pump wave dispersion relation is plotted for A 0 ϭ0.75. The choice A 0 ϭ0.75 is made only to exaggerate the width of the two passbands so that they can be clearly seen on the same plot. As is shown in Ref. 5 , any A 0 Ͼ0 is sufficient to make the width of both passbands nonzero. In particular, for A 0 Ӷ1, the width of the passband near 0 ϭ 1 2 is given by 1 2
while the width of the passband near 0 ϭ1 is given by The passband near 0 ϭ1 corresponds to the wellknown effect of relativistically self-induced transparency. [8] [9] [10] In this case, the usual cut-off frequency of one is reduced by about 3A 0 2 /16 due to the fact that some of the laser energy goes into increasing the mass of the particles rather than increasing their velocity. This effect is not related to the density perturbation.
The passband near 0 ϭ 1 2 results from the fact that linearly polarized light in a plasma drives a density perturbation at the second harmonic of the optical frequency. Radiation with frequency 0 Ϸ 1 2 , therefore, perturbs the plasma resonantly and the resulting nonlinear currents can strongly affect its propagation. Unfortunately, Fig. 5 cannot be taken too seriously with respect to this effect. As shown in Ref. 5 , the density perturbation in the passband near 0 ϭ 1 2 is always too large to be accurately accounted for by the analyses developed in this paper. However, the figure is still worth noting since it does show that the phasing of the density perturbation is such that transparency is encouraged. It is possible that the passband persists given a more accurate analysis.
V. STABILITY
In a plasma the Raman instability is the decay of a pump wave with frequency 0 into a plasma wave with frequency ⌬ and a Stokes wave with frequency 0 Ϫ⌬. The ponderomotive force applied by the two electromagnetic waves drives the density perturbation while the density perturbation converts electromagnetic energy with frequency 0 into electromagnetic energy with frequency 0 Ϫ⌬. It has traditionally been thought that this process cannot occur if 0 Ͻ2 p since then the two electromagnetic waves would not resonate with the plasma unless the Stokes wave was evanescent. In Sec. IV, however, it was shown that in such cases the presence of the density perturbation can modify the opacity of the plasma such that the Stokes wave is able to propagate. The Raman instability might therefore occur even when 0 Ͻ2 p . The analyses of Sec. IV reveal nothing about the stability of the systems considered there. The existence of normal modes with real frequencies and imaginary wave numbers of either sign demonstrates neither stability nor instability. 11 On the other hand, the existence of normal modes with real wave numbers and imaginary frequencies of the correct sign does demonstrate that a system is unstable. The dispersion relations of Sec. II must therefore be re-examined in this context. Before proceeding, we note that parametric instabilities in the regime 0 Ͻ2 p have been considered previously. References 12 and 13 considered such instabilities in the case of a highly relativistic pump intensity. Reference 3 considered lower intensities, but evaluated the dispersion relation only in the limit 0 / p →ϱ.
A. Stability for two waves
Consider again the two-wave dispersion relation ͑12͒. If this dispersion relation is evaluated using a second-order approximation, a simple expression for ⌬ can be obtained. Let ⌬ϭ1ϩ␦. Inserting this into Eq. ͑12͒ and dropping terms of order ␦ 3 and higher results in
2A ,
Instability occurs if the discriminant B 2 Ϫ4AC is negative. Assuming A is negative, this occurs when
If ⌬kϪk 0 is large it is clear that the inequality can never be satisfied in the case 0 Ͻ2. Consider, therefore, the case where ⌬kϪk 0 vanishes. Then if 0 ϭ2 instability occurs for any value of A 0 since the numerator vanishes. As 0 decreases from this value the pump intensity required for instability increases. A simple expression for the growth rate can be found by taking ⌬kϭk 0 and 0 ϭ2Ϫ␦. Inserting these into the expression for the growth rate
and dropping terms of order ␦ 3 and higher results in
If ␦ϭO(A 0 ) and k 0 ϭO(1) the second term is negligible compared with the other two. In this case, the growth rate is
We see that the growth rate increases with A 0 and decreases as 0 departs from two. The four branches of the two-wave dispersion relation ͑12͒ are plotted in Fig. 6 wave dispersion relation predicts no instability for our standard parameter A 0 ϭ0.3. Note, however, that this is not the case for the more accurate three wave dispersion relation discussed below. Figure 6͑a͒ shows the two branches of the dispersion relation for which ⌬ is complex. As predicted, the instability occurs where ⌬kϷk 0 . The instability, therefore, generates a Stokes wave with a very long wavelength since k Ϫ ϭk 0 Ϫ⌬k. Furthermore, the instability generates a Stokes wave which propagates in both directions since the band of unstable wavenumbers crosses the origin. Figure 6͑b͒ shows the two branches of the dispersion relation for which ⌬ is real. The branch with positive ⌬ is the one for which the two electromagnetic waves are nearly decoupled.
B. Stability for three waves
The analysis of the two-wave dispersion relation must be checked for consistency with the three-wave dispersion relation. Figures 7͑a͒ and 7͑b͒ show two branches of the general dispersion relation ͑10͒ for A 0 ϭ0.3. In the region ⌬kϷk 0 the curves look similar to those derived from the two-wave analysis with A 0 ϭ0.35. However, in the region ⌬kϷ0 an additional instability appears due to the relativistic correction. This corresponds to the relativistic modulational instability. 4, 14 Figures 7͑c͒ and 7͑d͒ show two more branches, which reveal that when k 0 Ϸ⌬k, an instability occurs not only for ⌬Ϸ1 but also for 2 0 Ϫ⌬Ϸ1. This is due to the resonance of the longitudinal electron oscillation induced at the sum frequency associated with the pump wave and the Stokes wave.
C. Simulation of instability
The analysis of stability can be verified using PIC simulations in a manner similar to the way the analysis of transparency was verified. Once again, by using periodic boundary conditions and initial conditions consistent with the multiresonance dispersion relation a portion of the analytically predicted space-time field structure can be reproduced. Unlike the simulation of transparency, a simulation of instability can be consistent with the dispersion relation only for a short period of time while the density perturbation remains small. As the density perturbation grows, higher-order nonlinear effects take over and irreversible processes are likely to dominate.
The initial conditions for the simulation of instability are shown in Table IV . The large pump amplitude compensates for the fact that we cannot select the mode with the maximum growth rate since the periodicity of the simulation box constrains the choice of wave number. The initial value of A Ϫ is chosen such that the density perturbation starts out very small. We choose to model the case where k 0 ϭ⌬k. The relativistic multiresonance dispersion relation then predicts a growth rate of ␥ϭ0.12 p .
Table V details the computational aspects of the simulation. As before, the spatial parameters are chosen such that one period of the infinite system described by the dispersion relation fits in the simulation box. The time step is not critical in this case since pinpoint frequency resolution is not needed. The large number of particles is needed to reduce noise so that an accurate estimate of the growth rate can be made. Figure 8 shows the results of the simulation. Figure 8͑a͒ shows the vector potential associated with the Stokes wave. This is obtained by performing an FFT of the whole vector potential vs time, filtering out the pump frequency, and performing an inverse FFT on the result. The data is taken at a position in the simulation box such that the vector potential is at a crest at tϭ0. Also shown in the figure is the analytically predicted envelope given by A(t)ϭA(0)e ␥t where A is the vector potential after filtering out the pump and ␥ is the analytically predicted growth rate. For small signals the simulation agrees with the dispersion relation. Note also that the period of the Stokes wave is greater than the plasma period. Figure 8͑b͒ shows the density perturbation vs time. Superimposed on the wave at frequency ⌬ is the wave driven by the large pump at 2 0 . Only the wave at ⌬ grows, however. For an amplitude greater than 0.1, wave steepening is clearly observed. Correspondingly, the instability begins to saturate.
VI. EFFECT OF COLLISIONS
While the analyses of this paper have been limited to the case of a collisionless plasma, consideration of realistic parameters reveals that collisions could play a significant role in an actual EIT experiment. Suppose first that a 1 m laser is used for the pump. For the parameters considered in this paper, the corresponding plasma density would be about 4 ϫ10 20 cm Ϫ3 . If we suppose the electron temperature to be about 100 eV, then the electron-ion collision frequency, , is about 0.005 p . This implies a plasma wave will damp in tϭ 2 Ϸ400 p Ϫ1 Ϸ6 ps.
Furthermore, an electromagnetic wave will be attenuated due to inverse bremsstrahlung after propagating a distance
Thus, for collisions to be negligible, the laser pulses used must be on the order of 1 ps long, and the plasma length must be on the order of a millimeter. These limitations should not present a great problem. The generation of picosecond laser pulses is commonplace, and a millimeter scale 10 20 plasma could be created via tunneling ionization in a gas jet. It should be noted, however, that for electron temperatures less than 100 eV the limitations on pulse length and plasma length become more stringent.
VII. CONCLUSIONS
Two conclusions can be drawn from this paper. First, in the nonlinear regime there are indeed propagating electromagnetic modes with frequencies below the plasma frequency. Second, a Raman-type instability occurs in a cold plasma even when the plasma density exceeds quartercritical. We emphasize, however, that the first conclusion is not equivalent to the statement that a bounded plasma will transmit electromagnetic radiation below the cut-off frequency in the presence of a strong pump wave above the cut-off frequency. As will be shown in part II, boundaries have a profound effect on the interpretation of the physics presented thus far.
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