Abstract: In this work we show how the lumping of states of a finite Markov chain can be regarded as a special decomposition of its transition matrix called stochastic factorization. The idea is simple: when a transition matrix is factored into the product of two stochastic matrices, one can swap the factors of the multiplication to obtain another model, potentially much smaller than the original one. We prove in the paper that the smaller Markov chain has the same reducibility and the same number of closed sets as the original model. Additionally, the stationary distributions of both chains are related through a linear transformation. By interpreting the lumping of states as a particular case of stochastic factorization, we discuss in which circumstances the lumped transition matrix can be used in place of the original one to compute its stationary distribution. To illustrate our ideas we use the computation of Google's PageRank as an example.
INTRODUCTION
Since their introduction in the beginning of the twentieth century, Markov chains have transcended the limits of academia to become essential mathematical tools in the analysis of dynamic processes. Nowadays Markov chains can be found almost everywhere: biology, physics, operations research, psychology, and genetics are only but a few examples of disciplines which adopted these models to describe some phenomenon of interest (Iosifescu, 1980) . Not surprisingly, the widespread usage of Markov chains has raised some computational challenges. A contemporary example is Google, the ubiquitous internet company whose enormous success is due to the insight that surfing the world wide web can be modeled as a Markov chain (Brin et al., 1999; Langville and Meyer, 2006a) . As the number of webpages in the web is already counted in the billions, it is easy to see how the manipulation of such a model can easily become impractical even in the fastest of the computers (Langville and Meyer, 2006a) .
One strategy to handle Markov chains whose dimension extrapolates the limits of the available computational resources is to "lump" together states with similar characteristics (Kemeny and Snell, 1976) . In this paper we focus on the scenario in which the states of a Markov chain are lumped with the purpose of reducing the number of arithmetic operations involved in the computation of its stationary distribution.
In order to study and analyze the lumping of states we introduce the concept of a stochastic factorization. We show that when the transition matrix of a finite Markov chain is decomposed into the product of two stochastic matrices, one can swap the factors of the multiplication to obtain another model, potentially much smaller than the original one. The surprising aspect of this kind of decomposition is that the reduced model retains many important characteristics of the original chain, such as its reducibility and the number of closed sets. More importantly, the stationary distributions of both Markov chains are related through a simple linear transformation.
To illustrate our ideas, we use as an example the computation of the stationary distribution of Google's Markov chain-the so-called PageRank (Brin et al., 1999) . The lumping of states is particularly effective in this context because the transition matrix used to describe the dynamics of the web has many identical rows. Most of these rows correspond to webpages with no links to other pages, usually referred to as "dangling nodes" (Lee et al., 2003) . Since the dangling nodes represent approximately half of the pages in the web, lumping them into a single state results in a substantial reduction in the cost of computing the PageRank (Ipsen and Selee, 2007) . In this paper we show that, by recasting the lumping of dangling nodes as a stochastic factorization, we can easily recover some important results found in the literature (Ipsen and Selee, 2007; Lin et al., 2009) . We also show how these results can be extended to the lumping of nondangling nodes with similar hyperlink patterns. Finally, we discuss how the stochastic factorization can be potentially useful in decomposing the PageRank computation into smaller subproblems.
The paper is organized as follows. In Section 2 we review a few basic concepts and present the notation adopted throughout. Then we formally introduce the stochastic factorization and discuss some of its properties in Section 3.
In Section 4 we explain how the lumping of states of a finite Markov chain can be regarded as a particular case of the stochastic factorization. This section also brings a detailed description of how these ideas can be applied to the PageRank computation. Finally, in Section 5, we present the main conclusions regarding the present research.
BACKGROUND
Here we will focus our attention on homogeneous Markov chains with a finite state space S. In this case the dynamics of the chain can be represented by a transition-probability matrix P ∈ R n×n , where n = |S|.
1 The elements of P are defined as p ij = P (X t+1 = j|X t = i). Since the entries p ij represent probabilities of transitions between states, it follows that p ij ≥ 0 for all i, j and p i 1 n = 1 for all i,
where 1 n is a vector in R n with all entries equal to one. Expression (1) is the general definition of a stochastic matrix (notice that here we distinguish between a stochastic matrix, which is not necessarily square, and a transition matrix, which is always a square stochastic matrix). Given a transition matrix P, its r th power P r represents the transition probabilities between states after r steps, that is, p (r) ij = P (X t+r = j|X t = i) (Iosifescu, 1980) . The states of a Markov chain can be grouped according to their characteristics. We say states i and j communicate if it is possible to reach either one from the other. The concept of communication between states induces a partition of the state space S into communicating classes S h . A communicating class S h can be either recurrent or transient. Let f h denote the probability that, starting in class S h , the process will ever re-enter this class. Then, class S h is recurrent if f h = 1 and transient if f h < 1. If S is composed by a single recurrent class, the Markov chain is called irreducible. The state space S can also be partitioned into closed sets. A subset C h ⊆ S is said to be closed if and only if j∈C h p ij = 1 for any i ∈ C h (Iosifescu, 1980) . Let P ∈ R n×n be the transition-probability matrix of a Markov chain with n states. Then, the stochastic vector π ∈ R 1×n is a stationary distribution of the chain if π = πP, that is, if π is an invariant probability distribution with respect to P.
STOCHASTIC FACTORIZATION
In this section we present the stochastic factorization, a particular way of factoring a stochastic matrix that will serve as a useful formalism for studying the lumping of states of a finite Markov chain. We start out by giving a formal definition of this type of factorization. Then we discuss the properties of the stochastic factorization that are most relevant for the current investigation. Definition 1. Given a stochastic matrix P ∈ R n×p , the relation P = DK is called a stochastic factorization of P if D ∈ R n×m and K ∈ R m×p are also stochastic matrices. The integer m > 0 is the order of the factorization.
The relation P = DK and the fact that D is a stochastic matrix imply that every row of P can be obtained as a convex linear combination of the rows of K. In other words, all n stochastic vectors p i ∈ R 1×p lie within the convex hull defined by the set of m stochastic vectors k i ∈ R 1×p . When there is at least one nonzero element in each column of D, all vectors k i are used in the representation of P. In this case we call P = DK a proper stochastic factorization.
As discussed above, the stationary distribution of a finite Markov chain provides valuable information about the behavior of the underlying stochastic process. Therefore, a problem that often arises in practical applications of Markov chains is the computation of the vector π representing such distribution. Not surprisingly, the computational cost of this procedure directly depends on the number of states in the chain; as n → ∞ the number of arithmetic operations necessary to compute π quickly becomes prohibitive (Stewart, 1994; Langville and Meyer, 2006a) . One way to circumvent this computational obstacle is to use the stochastic factorization to reduce the number of states in the Markov chain. More specifically, one can find a reduced version of the chain, compute a stationary distribution for it, and then find the corresponding distribution for the original model. The following proposition delineates the basic mechanism through which the above strategy can be implemented. Proposition 1. Let P ∈ R n×n be a transition-probability matrix and let P = DK be a stochastic factorization of order m. LetP = KD be the m × m transition matrix resulting from the inversion of the factorization's terms. Then: i) P andP have the same nonzero eigenvalues (counting multiplicity) ii) Ifx ∈ R 1×m is a left eigenvector ofP with eigenvaluē λ = 0, thenxK is a left eigenvector of P associated with the same eigenvalue.
Proof. Item (i) is a direct application of a well known result from matrix analysis: given A ∈ R n×m and B ∈ R m×n , not necessarily stochastic, the spectra of AB and BA can only differ by zeros (see for example the book by Horn and Johnson, 1990, Theorem 1.3.20) .
It remains to show that (ii) is true. Letλ ∈ C be a nonzero eigenvalue ofP. Then, there exists a vectorx = 0 in R 1×m such thatλx =xP =xKD.
(2) Right-multiplying both sides of (2) by K, one has λxK =xKDK =xKP. Notice thatxK ∈ R 1×n cannot be the vector 0 ∈ R 1×n , since this would implyxKD =xP =λx = 0 ∈ R 1×m , which clearly contradicts the premises thatλ = 0 and x = 0. Hence,xK is an eigenvector of P. 2
The following result is a direct consequence of the proposition above: Corollary 1. Ifπ is a stationary distribution ofP,πK is a stationary distribution of P.
Corollary 1 holds true for every vectorπ which satisfies π =πP. In practice, however, one is usually interested in computing the stationary distribution of irreducible chains, since in this case such distribution is unique (Stewart, 1994) . Thus, an important question is whether a stochastic factorization of an irreducible transition matrix P results in a matrixP which is also irreducible. The following result gives an affirmative answer to this question. Proposition 2. Let P ∈ R n×n be an irreducible transitionprobability matrix and let P = DK be a proper stochastic factorization of order m. ThenP = KD also is an irreducible transition matrix.
Proof. In order to prove thatP is irreducible we must show that for any pair of integers 0 < i, j ≤ m there is ā t ∈ N * such thatp
ij is the element in the i th row and j th column of the matrixPt (Iosifescu, 1980) .
We know there is at least one nonzero element in the j th column of D. Let this element be d kj . Also, there must be at least one nonzero element in the i th row of K-otherwise it would not be a stochastic matrix. Suppose this element is k il . Since P is irreducible, there is a t ∈ N * such that
lk > 0. Left-multiplying P t by K and right-multiplying the result by D, one has:
As discussed in Section 2, the state space of some Markov chains can be partitioned into distinct closed sets. The relevance of this fact for the current discussion is that, when this is true, one can decompose the computation of the chain's stationary distribution into smaller subproblems (Iosifescu, 1980) . The following proposition shows that a decomposable transition matrix P gives rise to a matrixP with the same number of closed sets. Proposition 3. Let P ∈ R n×n be a transition-probability matrix, P = DK be a stochastic factorization of order m, andP = KD. Then, for each closed set of P there is a corresponding closed set inP.
Proof. Suppose P andP have, respectively, r andr closed sets. We will prove that r =r. Let C h , h = 1, 2, ..., r, be the closed sets of P. Then, if i ∈ C h , p ij = 0 implies that j ∈ C h . Since
we know that if d ij = 0 and
It is clear that each set C h is associated with a non-empty setC h . Since (j ∈C h ) and (
the setsC h must not overlap (otherwise l would belong to two distinct closed sets). Therefore, there must be at least r non-empty setsC h . Now consider the equalitȳ
If j ∈C h ,p j will be a convex combination of rows d l corresponding to states l ∈ C h (see (5)). But we know from (4) that in this case d li = 0 implies that i ∈C h . Thus, ifp ji = 0 and j ∈C h , then i ∈C h -that is,C h is a closed set of states. Since we know there are at least r such sets, it follows thatr ≥ r.
The reasoning in the opposite direction is completely analogous. Recalling thatC h , h = 1, 2, ...,r, are the closed sets ofP, define
For the same reasons as above, the sets F h are non-empty and cannot overlap. Also, from (6) it is clear that if i ∈ F h and d il = 0 then l ∈C h . Thus, looking at (3), we see that p i is a convex combination of rows k l corresponding to states l ∈C h . But we know from (7) that in this case k lj = 0 implies that j ∈ F h . Therefore, p ij > 0 and i ∈ F h implies that j ∈ F h -i.e., F h is a closed set of states. Since there must be at leastr non-empty such sets, it must be the case that r ≥r. Fromr ≥ r and r ≥r, it follows that r =r. 2
RECURSIVE LUMPING VIA STOCHASTIC FACTORIZATION
There are situations in which the analysis of a Markov chain at a coarse level of detail provides valuable information regarding the phenomenon being modeled. When one is interested in such high-level analysis, an alternative is to lump states with similar characteristics and study the Markov chain induced by the reduced state space (Kemeny and Snell, 1976) .
Let S 1 , S 2 , ..., S m be a partition of S. The Markov chain {X t } t≥0 is called strongly lumpable with respect to this partition if the stochastic process generated by replacing the original states with the corresponding lumps also has the Markov property (Kemeny and Snell, 1976) . The lumping of a finite Markov chain can be expressed as the product of three stochastic matrices. Let D ∈ R n×m be defined as follows: d ij = 1 if i ∈ S j and d ij = 0 otherwise. Let U ∈ R m×n be a stochastic matrix in which u ij = 0 only if j ∈ S i (for example, the row u i may have a "1" associated with any j ∈ S i ). Then, the elements ofP= UPD are the transition probabilities between the lumps S i . According to Kemeny and Snell (1976) , a necessary and sufficient condition for P to be lumpable with respect to the partition induced by D and U is that DUPD = PD.
Since U, P and D are stochastic matrices, the definition of the lumped transition matrix can be seen as a special case of the stochastic factorization. Applying the results we have, we know that the matrices DUP and PDU will share many characteristics withP, such as the nonzero eigenvalues and the number of closed sets. There is however a situation in which the matrix DUP is of particular interest. Suppose the transition probabilities associated with the states belonging to a given lump are the same, that is, p i = p j if i, j ∈ S h . Then, the matrix UP is simply the distinct rows of P. Let K = UP. From the definition of D, it is easy to verify that in this case DK = P. Therefore, by investigating the characteristics of the lumped matrix P, we are in fact analyzing the original matrix P.
At first, one may think the observation above only applies to transition matrices P with several identical rows. Notice though that ifP also has indistinguishable rows, one can lump them together to form a new matrixP, which may itself contain other lumpable rows, and so on. Therefore, by interpreting the lumping of states as a recursive procedure, we can unveil patterns in the elements of P that would be harder to identify in the original matrix. Since each step of this recursive process is a stochastic factorization, it is easy to see that it generates a succession of transition matrices of decreasing size sharing the same characteristics. The next sections illustrate how this strategy can be applied to reduce the number of arithmetic operations in what has been called "the world's largest matrix computation" (Langville and Meyer, 2006a) .
The Google Matrix
Among the many search engines available to retrieve information from the world wide web, Google is with no doubt the most successful one, being responsible for approximately 37% of all queries made every day (Langville and Meyer, 2006a) . As Google's own founders admit, the main reason for this enormous success is the strategy used to rank the webpages containing the terms of a query, the so-called PageRank (Brin et al., 1999) . However important from a commercial point of view, the PageRank is simply the stationary distribution of a Markov chain describing the dynamics of surfing the world wide web.
The hyperlink structure of the web can be represented by a directed graph in which nodes correspond to pages and an arc i → j indicates the existence of a link from page i to page j. Let H ∈ R n×n be the adjacency matrix of this graph, that is, h ij = 1 if and only if there is a link from i to j. By replacing all nonzero entries in H with 1/deg(i), where deg(i) is the outdegree of node i, we have a matrix H ′ whose elements represent the probability of transitions between the pages of the world wide web (this model assumes all the hyperlinks of a given page are equally likely to be followed). Notice however that H ′ is not a stochastic matrix, since some of its rows will contain zeros only. These are the already mentioned dangling nodes: webpages with no links to other pages, such as isolated documents and images or uncrawled webpages (Lee et al., 2003) . The most common approach to deal with dangling nodes is to replace the zero rows in H ′ by a probability vector w ∈ R 1×n called the dangling-node vector (Ipsen and Selee, 2007) . This results in the stochastic matrix F, which could in principle be used to compute the PageRank. In general, though, F may have multiple stationary distributions. Therefore, in order to guarantee the uniqueness of the PageRank, F is usually replaced by
where 0 ≤ α < 1 and v ∈ R n is a probability vector called the personalization vector (Ipsen and Selee, 2007) . Haveliwala and Kamvar (2003) have shown that |λ 2 | ≤ α, where λ 2 is the second largest eigenvalue of G. This implies that G has a unique stationary distribution (Karlin and Taylor, 1981) . The matrix G is usually referred to as "the Google matrix" (Haveliwala and Kamvar, 2003) .
Lumping the Dangling Nodes
At the beginning of the year 2004 it was estimated that the world wide web contained more than 10 billion indexable pages (Langville and Meyer, 2006a) . Considering that this number is even larger today, it is apparent how costly the computation of the PageRank can be. For this reason, a lot of effort from the scientific community has been directed towards the development of new methods to accelerate this process (see the book by Langville and Meyer, 2006a) . One of the most promising approaches to speed up the computation of the PageRank is to exploit the presence of the dangling nodes, which may represent more than 50% of the pages in the web (Ipsen and Selee, 2007) . This idea was first explored by Lee et al. (2003) and then by Langville and Meyer (2006b) . Later, Ipsen and Selee (2007) presented a rigorous analysis of the influence of dangling nodes on the computation of the PageRank and provided a general approach for lumping these nodes together. In this section we show that, by recasting the lumping of dangling nodes as a stochastic factorization, we can easily recover and extend Ipsen and Selee's approach.
The strategy is to find a stochastic factorization for F and then show that a stochastic factorization of G follows. Let S d be the set of dangling nodes in the web and define m = n − |S d | + 1. Without loss of generality, renumber the states of the Markov chain induced by F such that 1, 2, ..., m − 1 correspond to the nondangling nodes. Then, we can lump the dangling nodes into a single state by defining Q ∈ R m×n and D ∈ R n×m appropriately, as described in the beginning of the current section. In particular, let q i = f i for i = 1, 2, ..., m − 1 and q m = w. Also, let D be a stochastic matrix in which d ii = 1 for i = 1, 2, ..., m and d im = 1 for i = m + 1, m + 2, ..., n. It is not hard to see that F = DQ. The following proposition shows how to derive a stochastic factorization of G. Proposition 4. Let F ∈ R n×n be a transition-probability matrix and let G = αF + (1 − α)1 n v t , with α, 1 n and v as in (8). Suppose F = DQ is a stochastic factorization of F and define K = αQ + (1 − α)1 m v t . Then, G = DK.
Proof.
Given the stochastic factorization G = DK, the lumped Google matrix is simplyḠ = KD. Notice that, from a computational point of view, the determination of D and K is not very demanding (in the worst case the identification of the dangling nodes requires n 2 logical comparisons). Besides, as D is a very sparse matrix,Ḡ can be computed in O(m|S d |) operations only. Applying the results of Section 3 we know that: i) G andḠ have the same nonzero eigenvalues (Proposition 1); ii) Ifπ is the stationary distribution ofḠ,πK is the PageRank (Corollary 1); iii) If G is irreducible, so isḠ (Proposition 2).
Item (i) corresponds to Theorem 3.1 of Ipsen and Selee (2007) . Its importance will become apparent soon. As for item (ii), it is clear thatḠ can be used in place of G to compute the PageRank. When m ≪ n, this may result in a significant economy of computational effort. In fact, the computation of the PageRank can be simplified even further. Recalling thatπ is the stationary distribution of P, we have thatπ j = m i=1π ipij for j = 1, 2, ..., m. It is easy to verify thatp ij = k ij for i = 1, 2, ..., m and j = 1, 2, ..., m − 1. Therefore, the first m − 1 elements ofπK coincide with the first m − 1 elements ofπ. As a result, after determiningπ one must only compute the last n − m + 1 elements of π. Such computation can be done by multiplyingπ by the last n − m + 1 columns of K. This is exactly Ipsen and Selee's Theorem 3.2.
As far as we know, item (iii) is an original result. Its importance is related to the strategy adopted to compute the PageRank. As mentioned before, the modulus of the sub-dominant eigenvalue of G is always smaller than one (Haveliwala and Kamvar, 2003) . Applying Proposition 1 and Karlin and Taylor's (1981) Theorem 3.2 (Chapter 10), it follows that both G andḠ have a unique recurrent class with period one. However, depending on the vectors v and w, G may be irreducible or not. If G is reducible, all but one of its communicating classes will be transient. In this case, it might be worth excluding the transient states from the computation of π, since π i = 0 when i is not recurrent (Iosifescu, 1980) . However, there are situations in which we know beforehand that G is irreducible, and hence we do not need to worry about transient states. This is the case, for example, when v = 1 n 1 n -a "standard" choice in the computation of the PageRank (Langville and Meyer, 2006a) . In principle,Ḡ could be reducible even if G were not, which would leave open the question as to whether it was possible to reducē G even further by excluding its transient states. Item (iii) makes it clear that the answer for this question is no.
As a final observation, it should be mentioned that the lumping of dangling nodes via the stochastic factorization can be easily extended to the scenario in which there are multiple dangling-node vectors w i . The use of multiple vectors w i may be useful when one wants to model the dangling nodes differently, according to their types, languages, domains, and so forth (Ipsen and Selee, 2007) . Different types of dangling nodes w i may also come up as a consequence of the use of multiple personalization vectors v i (Lee et al., 2003) . In either case, the generalization of the lumping procedure is straightforward. Suppose there are d different vectors w i . Then, it suffices to create d lumps S h and construct the matrices D ∈ R n×m and Q ∈ R m×n accordingly, where m = n − d h=1 |S h |+d. The matrix K ∈ R m×n can be derived from Q as explained in Proposition 4. Once all these matrices have been computed, the lumped Google matrix can be obtained asḠ = KD. Obviously, the results listed above as items (i), (ii), and (iii) are still valid.
Lumping Other Nodes
MatrixḠ contains the transition probabilities between the nondangling nodes and the lumps representing the different types of dangling nodes. By checking the elements of this matrix, it is trivial to identify another special type of state, which Lee et al. (2003) have called weakly-dangling nodes. Simply put, a weakly-dangling node is a webpage with links to a single type of dangling node only (that is, all links point to dangling nodes associated with the same vector w i ). Let S h be a lump representing one specific type of dangling node and suppose S h is the j th state in the Markov chain induced byḠ. Then, by looking for entries g ij = 1, we can easily single out the weakly-dangling nodes pointing to S h , which can form a new lump.
Here again the lumping process comes down to defining the lumping matrices appropriately. Lets callS h the lumps representing the different types of weakly-dangling nodes and suppose there ared such lumps, with 0 ≤d ≤ d. Then, we can lumpḠ by defining matricesD ∈ R m×m and K ∈ Rm ×m exactly as described before, wherem = m − d h=1 |S h | +d. The new lumped matrixḠ ∈ Rm ×m will share many characteristics withḠ and, by extension, with the original matrix G. Also, once we have determined the stationary distribution ofḠ-call itπ ∈ Rm-we can compute the PageRank as π =πKK. Again, if we rearrange the rows and columns ofḠ appropriately, we only have to compute the last m −m +d elements ofπ (see Lin et al., 2009) .
Observe that there is no need to restrict the above strategy to the weakly-dangling nodes. By looking for entriesḡ ij = 1 inḠ, we can easily identify groups of pages linking to a single nondangling webpage. These groups can also constitute lumps inḠ. Therefore, the lumps inḠ will correspond to sets of webpages with all links pointing to a single nondangling page or to the same type of dangling node. It is not hard to see that the creation of such lumps may originate entriesḡ ij = 1 inḠ, which can themselves give rise to new lumps, and so on.
So far we have only considered the lumping of two kinds of states: those corresponding to dangling nodes and those representing pages with all hyperlinks pointing to the same (type of) page. Of course, more general strategies may also be adopted. For example, after performing the recursive process described above, one may look for groups of identical rows in the final lumped matrix. Such groups are not unlikely to happen in the Google matrix: as an example, imagine a set of pages belonging to the same website and having hyperlinks to each other only. It should be noted, however, that looking for groups of identical rows requires considerably more computational work than simply searching for entries equal to 1. An analysis is thus needed to check whether the speedup in the computation of the PageRank outweighs such overhead.
After performing all the steps described above, one ends up with a matrix that is potentially much smaller than the original one. At this point, any algorithm can be used to compute the stationary distribution of the reduced model. Notice that, as the nonzero eigenvalues of the lumped matrix coincide with those of the original G, the popular power method will have the same convergence rate on both matrices, namely, α (Ipsen and Selee, 2007) . Avrachenkov and Litvak (2004) have shown that the computation of the PageRank can be decomposed into several smaller subproblems. Suppose F has r closed sets C h and let |C h | = n h . Define F h ∈ R n h ×n h as the submatrix of F containing the transition probabilities between the states in C h . Given 0 ≤ α < 0, define
Decomposing the Problem
Finally, consider that the Google matrix G is to be computed with a personalization vector v = 1 n 1 n . Avrachenkov and Litvak (2004) 
for any i ∈ C h , where j is the order of state i in the Markov chain induced by G h . Therefore, in order to compute the PageRank π, one must identify the closed sets F h and compute the stationary distributions of the corresponding submatrices G h . The identification of the closed sets in F takes O(n + l) arithmetic operations, where l is the number of nonzero elements in this matrix (Avrachenkov and Litvak, 2004) . Given that F is a very sparse matrix, the complexity of such computation is close to linear in n. To put this analysis into perspective, keep in mind that each iteration of the power method is O(n 2 ), and this algorithm takes around 100 iterations to converge using the choices of v, w, and α usually adopted by Google (Langville and Meyer, 2006a) . Therefore, if F has indeed several closed sets, it is generally worth spending a few operations to identify such sets and decompose the problem.
Using the stochastic factorization, we can potentially reduce the number of operations performed in the computation of the PageRank even more. Let F = DQ be a stochastic factorization of order m and defineF = QD (as described above, if D and Q are lumping matrices, they can be computed very efficiently). From Proposition 3 we know that for each closed subset C h in F there is a corresponding closed setC h inF. Suppose we have identified the closed setsC h and let |C h | =n h . Then, it is trivial to find matrices D h ∈ R n h ×n h and Q h ∈ Rn h ×n h such that F h = D h Q h andF h = Q h D h , whereF h is the transition matrix ofC h (see (4) and (7)). Define K h = αQ h + (1 − α)1 n h v t h . Applying Proposition 4 we have that G h = D h K h . Therefore, we can use matrix G h = K h D h to compute π (h) . In particular, we know from Proposition 1 that ifπ (h) is the stationary distribution of G h , then π (h) =π (h) K h .
Discussion
The current section provides a good illustration of how valuable the stochastic factorization can be as an analytical tool for thinking about the lumping of states. When we look at some of the results cited as a progression of theoretical developments, this claim becomes even clearer. Notice that Theorems 3.1 and 3.2 of Ipsen and Selee (2007) only apply to the case where all dangling nodes are grouped into a single state. The generalization to the scenario in which there exist multiple types of dangling nodes requires some extra work, which gives rise to Ipsen and Selee's Theorems 3.3 and 3.4. Although more general, these results do not cover the lumping of weakly-dangling nodes-this extension constitutes another theoretical step, this time carried out by Lin et al. (2009) .
When we look at the lumping of states as a stochastic factorization, all these results can be put together under a common framework. Hence, there is no need for delving into analytical specificities at each new theoretical advance. More importantly, one can easily extend the results to more general scenarios, such as the lumping of nondangling nodes with the same hyperlink pattern or the decomposition of the lumped Google matrix.
CONCLUSIONS
In this work we discussed how the process of lumping the states of a finite Markov chain can be regarded as a stochastic factorization of its transition matrix. In this context the factorization should be seen as a theoretical formalism which provides some useful insights about the lumping of similar states. One such insight regards the lumping of states corresponding to identical rows in the chain's transition matrix. By looking at the lumping process as a stochastic factorization, it becomes clear that, in this case, the stationary distribution of the original transition matrix can be easily obtained from the stationary distribution of its lumped version. Even though we used the dangling nodes of the Google matrix to illustrate our ideas, this result is generally applicable to any transition matrix containing repeated rows. For other examples of applications that may benefit from the ideas presented here, see the article by Langville and Meyer (2005) .
