We study the possible boundary conditions of scalar field modes in a hyperscaling violation(HV) geometry with Lifshitz dynamical exponent z(z 1) and hyperscaling violation exponent θ(θ = 0).
I. INTRODUCTION
The use of holographic duality into study of strongly-coupled field theories [2, 3] has produced substantial progress in reproducing and understanding phenomena not only from relativistic systems like QCD [4] , but also from the non-relativistic strongly interacting condensed matter systems [5] [6] [7] [8] . These applications have provoked interest in holographic realization of symmetry groups that go beyond of relativistic conformal symmetry. These include in particular the Schrödinger symmetry [9, 10] , Lifshitz symmetry [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] and HV symmetry [1, [25] [26] [27] [28] [29] , which exhibit in common the anisotropic scaling characterized by the dynamic critical exponent z > 1 between time and space coordinates on the boundary.
Besides, lots of extensive holographic study on non-relativistic scaling geometry have been present in [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] and references therein.
In the application of AdS/CFT correspondence, to gain reasonable interpretations of the dual field theory, it is necessary and important to study possible boundary conditions of various fields in the bulk theory. In [44] , the authors proposed a unique prescription for finding consistent boundary conditions of the fields on a stably causal, static spacetime which possesses "good dynamic". Later, by applying this proposal into the scalar field(also electromagnetic and gravitational perturbations) in the global anti-de Sitter space in [45] , they found that the boundary conditions ranging from ranging from Dirichlet to Robin to Neumann conditions are all possible depending on the effective mass of the scalar field .
Recently, inspired by [44, 45] , this method of disclosing the possible boundary conditions is extended into the study of the scalar field in Lifshitz geometry in [46, 47] . It was addressed that depending on the effective mass of the scalar field, which is determined by the Lifshtiz exponent and the dimension of spacetime, the scalar field can have no reasonable dynamic, one-parameter choice of boundary conditions type and only one boundary condition type.
In this letter, we shall explore the possible boundary conditions of scalar field in the HV geometry closely following the approach of [46] . Using the Poincaré patch, the HV geometry has the following form [30] 
where x runs over d−1 dimensions and the boundary of this geometry is at u = 0. The above metric enjoys both a Lifshitz dynamical critical exponent z (z ≥ 1) and a HV exponent θ.
Under the scale-transformation
the metric (1) transforms as ds → λ θ/(d−1) ds, which breaks the scale-invariance.
Before proceeding, we shall give several comments on the HV geometry (1). Firstly, the scalar curvature is R ∝ u
, so that there is a curvature singularity at u = 0 for θ > 0 [1, 43] . However, to implement the θ = 0 HV geometry (1), one usually needs to introduce a dilaton field (see for example [1, 27, 28] ), which can be used to absorb the curvature singularity into the dilaton in the dual frame. Furthermore, the null energy condition gives us the following constrains on z and θ,
At the same time, the stabilities in the gravity side require θ ≤ d − 1. Combining the above discussions, we summarize the allowed z and θ as
In section II, we present our detailed analysis on the possible conditions of the scalar field with the hyperscaling violation exponent θ > 0 and θ < 0, respectively. Section III is the conclusion and discussion. In Appendix A, we give a brief summary for the series solutions of the linear differential equation, which we use frequently in the main context. In addition, the discussions on the square integrability of solutions at infinity are presented in Appendix B.
II. SCALAR BOUNDARY CONDITIONS IN HV GEOMETRY
Since the HV geometry (1) we will study is static and stably causal, it has well defined timelike hypersurface and each is equivalent to any other. Therefore, we can explore the possible boundary conditions for scalar field Ψ on a particular hypersurface Σ. After selecting a static direction t, the Klein-Gordon (KG) equation can be written as
We are interesting in momentum space and expand Ψ as
Under the above transformation, the KG equation has the form
where we have defined an operator A as
It can act on the Hilbert space H = L 2 (Σ, µ) of functions living on the time slice and being square integrable with the measure µ = V −1 dΣ.
For the HV geometry, the measure is
So, the inner product on the Hilbert space H can be calculated as
Obviously, the set of functions included in the Hilbert space not only depend on Lifshitz exponent z but also θ. Assuming that the wave packets are normalizable in the x directions, the inner product (12) becomes in term of ψ k (t, u)
Subsequently, we shall study possible boundary conditions at u = 0 for ψ k (t, u), which satisfy the K-G equation and are finite under the norm (13) , for the cases with θ > 0 and θ < 0, respectively. The related study for θ = 0 can be found in [46, 47] .
A. Boundary conditions for θ > 0
Solution spaces K ±
In order to classify the possible boundary conditions, we only need to know the solution of modes near the boundary and its normalizability. Therefore, we shall only explore the solution spaces K ± at u = 0 in the main body of this letter 1 , whose elements satisfy the following eigenequation
with eigenvalues λ = ±i and A defined in Eq. (10) . In addition, the elements of K ± also should be square integrable under the measure (11) .
Substituting the expression of A, the eigenequation (14) can be rewritten as
where
Note that when θ = 0, Eq. (15) recovers to the equation studied in the Lifshitz-AdS geometry [46, 47] . The above eigenequation is a second order linear differential equation
and so there exist two linearly independent solutions for any given eigenvalue λ. However, it is difficult to find exact analytic solutions for Eq. (15) as that happens in AdS geometry [45] . Fortunately, because what we are interesting in is the normalizability of the solutions for eigenequation (15) under the measure (13), we only need to explore the behavior of eigenfunction ψ ± near the boundary regardless of their full expression.
Since for θ > 0,
which is finite in the limit of u → 0, according to the description in Appendix A, we can judge that the singular point u = 0 is a regular singular point. Thus, we obtain the following initial equation
which gives two values
1 For completeness, we shall also present the discussions on the square integrability of solution spaces K ± over the full radial range from u = 0 to u = ∞ in Appendix B. 2 For convenience, we will drop the subscript k in ψ.
From the above equation, it is obvious that ν 2 is independent of the mass of scalar field, which is very different from the case in AdS geometry or Lifshitz-AdS geometry 3 . This observation agrees well with that mass term does not contributes to the UV behavior of Green function of scalar operator as addressed in [1] . ν 2 ≥ 0 is required to ensure the positive definiteness of the operator A on Hilbert space. Therefore, we have
which gives us from Eq. (20) a. When ν is neither zero nor a half integer, we have the leading behaviors
b. When ν vanishes, i.e., α 1 = α 2 = 1/2, to the leading order, the asymptotic behaviors at
c. When ν becomes some nonzero half integer, i.e., z − θ + d − 1 = j, j = 1, 2, . . ., the logarithmic behavior in Eq.(A9) diverges. To have well-defined behavior of ψ, the constant C in Eq.(A9) should vanish. So in this case, the asymptotic behaviors are the same as Eq. (21).
After having fixed the asymptotic behaviors at u = 0, we shall study their square integrability under the measure (13) , in which the leading behavior of u 2z−2 ψ 2 is required in the form of u β with β > −1. We first discuss the case of ν being non-zero, which has the asymptotic behavior as (21) . For the solution ψ ↑ , we have
which results in ψ ↑ being square integrable when ν > −z. Recalling the condition of gravitational stability and the expression ν = z−θ+d−1 2 > 0, we have the conditions z − θ + d − 1 ≥ 0 and ν > −z, which are always satisfied. Thus, the solution ψ ↑ is always square integrable near u = 0. While ψ ↓ leads to
So ψ ↓ being square integrable requires that −ν > −z. Combining the assumption that
For the case of ν vanishing, the leading behavior is the logarithmic term ψ ↑ in Eq. (22) .
So, u 2z−2 ψ 2 has the following behavior
which is independent of θ and so square integrable near u = 0 for any z > 1. Furthermore, as we discussed in Appendix B.1, for 0 ≤ ν < z, the more general solution
which is fulfilled near the boundary is square integrable under measure (11) . Since the solutions multiplying the solution (26) by any phase also belong to the Hilbert space, we have a one-dimensional solution space for each eigenvalue ±i. Therefore, a one-dimensional alternative set of boundary conditions can be found in this range. However, for ν ≥ z, because ψ ↓ lies out of the Hilbert space, so only one type of boundary condition is available.
Boundary conditions
Subsequently, we shall further study the available boundary conditions of the scalar field ψ for 0 ≤ ν < z. Similar to the discussion in the AdS and Lifshitz-AdS geometry [44, 46] , we define
Considering the complete forms of ψ ↓ and ψ ↑ at u = 0, for ν being non-zero or a half integer, we simplify the behavior of ψ γ as
(a n,γ u
where both a n,γ and b n,γ contribute to determine the choice of boundary conditions. Although we can not match the solutions ψ ↑,↓ near u = 0 to the solutions ψ 1,2 near u = ∞ 4 , as discussed in [46] , we can still make a choice of extension, which is determined by the ratio b 0,γ /a 0,γ . Using Eq. (8), one can obtain the behavior of Ψ near u = 0
The leading behavior is u z−θ+d−1 2 −ν . Actually, the exponent in the leading term is zero, which corresponds to the case with m = 0 in AdS and Lifshitz-AdS geometry [44, 46] .
Finally, keeping the constrained conditions (5) and (6) in mind, we shall summarize our discussion about θ > 0 as follow:
• When ν = 0, i.e., z − θ + d − 1 = 0, together with z ≥ 1, which means θ ≥ d. This should be ruled out because the range θ ≥ d has no intersection with (5) or (6) , and leads to instabilities of gravity.
• When 0 < ν < z, i.e., −z + d − 1 < θ < z + d − 1, combining with the conditions (5) and (6), we have
In the parameter range above, the leading term of Ψ t is a 0,γ u Therefore, only one type of boundary condition is available in this case.
B. Boundary conditions for θ < 0
In this subsection, we turn to explore the possible boundary conditions for the case with θ < 0.
Solution spaces K ±
Similar to the discussion in last subsection, we start with finding the solution of the eigenequation at the singular point u = 0. From Eqs. (15) and (16), it is explicit that u = 0 is an irregular point with rank l = − is an integer.
Therefore, the solution of Eq.(15) has the form of Eq.(A10)
with
Putting Eq.(32) back into Eq. (15), we have
It is easy to find that the most dominant terms at u = 0 in Eq.(34), i.e., the highest power term of 1/u are the squared sum term and the m 2 term. The coefficient of the most dominant terms should be set to zero to satisfy the equation, so that we have
which gives two roots C θ,± as follow
Then to the leading order at u = 0, the asymptotic behaviors of ψ in Eq.(32) are
Since Eq. (35) is independent of the eigenvalue, the above solutions satisfy the eigenequation Aψ = ±iψ. In addition, the above solutions are square integrable except ψ I 1 . Moreover, in Appendix B.2, we discussed that in this case, the general possible square integrable solution near the boundary is ψ 2 in Eq. (B10), i.e.,
Because the exponent damped solution ψ I 1 lives beyond of the Hilbert space and we can not construct the above linear combination for j = I, so only one type of boundary conditions is available for the modes with m 2 ≥ 0. But for m 2 < 0, the construction in Eq. (40) is available in Hilbert space and any solution multiplying that is included in, so there is a one-dimensional alternative set of boundary conditions.
Boundary conditions
Following the steps in the case with θ > 0, we can deduce the behavior of ψ γ for θ < 0 and m 2 < 0 as
where bothã n,γ andb n,γ will determine the choice of boundary conditions. Furthermore, the behavior of Ψ near u = 0 can be written as
which can be expanded into the form 
III. CONCLUSIONS AND DISCUSSIONS
In this letter, we examined the normalizablity and studied the possible boundary conditions of scalar field in hyperscaling violating geometry. We discussed them in both cases with θ > 0 and θ < 0, respectively. In the case with θ > 0, we fixed two sets of range of geometrical parameters, HV exponent θ and Lifshitz exponent z, in which the types of possible boundary conditions can be different. Specifically, in a certain range, see Eqs. (30) and (31)), three types of boundary conditions including Dirichlet condition, Neumann condition to Robin condition, are available for the scalar mode. This observations is analogous to the well known mass window in AdS geometry allowing for different quatizations of the scalar modes. However, the difference is that, in this case, the mass of the scalar field does not play any role in determining the possible boundary conditions in HV geometry. While in the range of θ ≤ −z + d − 1, i.e., ν ≥ z, only the subleading term of Ψ t survives, which leads to the conclusion that no alternative choice of the boundary conditions is available and only Dirichlet type condition can be set. Also, we studied them parallelly in the case with θ < 0, in which we found that for m 2 < 0, three types of boundary conditions can be set while for m 2 > 0, only one type is available.
Here we only consider the scalar field in the HV geometry but never refer to any specific model. It would be very interesting to explore the scalar, vector and tensor fluctuations on specific HV models, such as Refs. [1, [25] [26] [27] and references therein. However, we would like to point out that considering the specification of a HV background involves a specific metric and a running dilaton, it is still not obvious that the KG mass is an interesting coupling in the context of holography for HV backgrounds. The mass that determines the dimensions of the dual scalar operators is the mass in the dual frame, which can be obtained by Weyl transformation [48, 49] . This mass term in the dual frame may be more relevant for the physics of the dual theory, which calls for further understanding.
Appendix A: Series solutions of the second order homogeneous linear differential equations
In this appendix, we will give a brief summary of the series solutions of the second order homogeneous linear differential equations. For the detailed discussions, please refer to [50] [51] [52] . Now, we begin with the following differential equation
Usually, a point x 0 can be classified as the ordinary point, regular singular point and irregular singular point. The ordinary point is that the coefficient functions P (x) and Q(x) are all analytic at point x 0 5 . For ordinary point, y(x) can be expanded in term of Taylor series
A singular point is that at least one of the coefficient functions P (x) and Q(x) are not analytic at x 0 . The singular point x 0 can be furthermore classified as regular singular point and irregular singular point. If all of (x − x 0 ) 2 Q(x), (x − x 0 )P (x) are analytic at x = x 0 , the point x 0 is regular singular point. Otherwise, the point x 0 is called irregular singular point.
Especially, if
where at least one of a 0 and b 0 are not zero and l is a positive integer, then the point x 0 is the irregular singular point of rank l. If the order of the pole of P (x) and that of Q(x) at x 0 are l 1 + 1 and 2l 2 + 2 respectively, with l 1 not equal to l 2 , then the rank l is equal to the greater of l 1 and l 2 .
5 Here, we assume that x 0 is finite. For an infinite point, one can set x = 1/χ and then study the behavior as χ → 0.
For a regular singular point, instead of the Taylor series, one needs a Frobenius series
Substituting the above expansion into the second order differential equation (A1), and then requiring that the coefficient for each power of x − x 0 must vanish separately, one can obtain the following indicial equation 
If α 1 − α 2 = 0, one of the two linearly independent solution, y 1 (x), is the Frobenius form (A6) and another, y 2 (x), looks like
If α 1 − α 2 = j, with j = 1, 2, . . ., y 1 (x) still remains the form (A6), but y 2 (x) will be
where C is a constant that might vanish or not.
For the irregular singular point of rank l, the solutions are of the form
where F (x) is a Frobenius series.
If the irregular singular point of rank l is infinity, then the solutions of Eq.(A1) at large
x is of the form
whereQ has the form and also we will assume integer z = l, l = 2, 3, 4, . . . 6 .
For an irregular singular point with rank l at infinity, the solution of Eq.(15) has the form of (A11), i.e.,
Substituting Eq.(B3) into Eq. (15), we obtain
where l = z. We pick up the largest power terms in the left hand side of Eq.(B4) and require that its coefficients vanish, such that we get the following equation
The above equation has no print of θ and only depends on the Lifshitz exponent z, which agrees well with that found in Lishitz geometry [46] . Eq.(B5) gives two roots C z,± , so that we have the asymptotic behaviors of the scalar field to the leading order near u = ∞ as
Then, we have to fix C z,± by the chosen eigenvalue λ = ±i with which the eigenequation gives a square integrable solution space K ± under the measure V −1 dΣ [44] . Due to a 0 = 0, Eq.(B5) has roots
Since near the infinity u = ∞, the exponential function in Eq.(B6) blows up exponentially for C z = C z,+ while exponentially damped for C z = C z,− , the solution ψ 2 is alway square integrable while ψ 1 is not at the singular point u = ∞. Furthermore, we can express the solution ψ 2 at u = ∞ in term of the linear combination of those at u = 0 as
where C ↓ and C ↑ are constant. Therefore, over the full range from u = 0 to u = ∞, the possible solutions of square integrability under measure (11) are ψ 2 . Taking account of the behaviors of ψ at u = 0 and that at infinity, we can conclude that for 0 ≤ ν < z, in the range from u = 0 to u = ∞, the solution ψ 2 is square integrable under measure (11).
2. Case I: θ < 0
Now we shall discuss the behaviors of KG equation at infinity for θ < 0. From Eq.(B1),
we can easily find that the point at infinity (u = ∞) is an irregular singular point with rank z. Therefore, the behavior of eigenequation (15) for θ < 0 at infinity is the same as that for θ > 0, i.e., Eq.(B6)-Eq.(B8), which are independent of θ and only dependent of z.
Obviously, the square integrable solutions ψ 2 at infinity (see Eq.(B6) ) for λ = ±i can be expressed as the linear combination of ψ j 1 and ψ j 2 at u = 0,
with constant C 1 , C 2 and j = I, II. Therefore, in the range from u = 0 to u = ∞, the solution ψ 2 is possible square integrable under measure (11) .
