Prototype classifiers trained with multi-class classification objective are inferior in pattern retrieval and outlier rejection. To improve the binary classification (detection, verification, retrieval, outlier rejection) 
Introduction
The nearest prototype classifier (NPC) classifies the test (query) pattern to the class of the nearest prototype. High classification accuracies can be achieved by the NPC with a small number of prototypes when properly selected. The so-far proposed prototype learning methods can be grouped into ones based on heuristic adjustment (such as learning vector quantization (LVQ) [1] ) and ones optimizing an objective function (such as [2, 3, 4, 5, 6] ). These methods, optimizing a multi-class objective in training, do not consider outliers, which exist prevalently in applications of image recognition and document analysis, such as character string recognition [7] , keyword retrieval [8] and transcript mapping [9] .
For a prototype classifier trained with multi-class objective, the prototypes may move toward the regions of outliers in the feature space, and thus fail to reject the outliers in these regions. Regularizing the objective for attracting prototypes toward the distributed regions of defined classes helps improve outlier rejection [7] , but does not suffice. The method of [10] learns a rejection threshold together with the prototypes in a multi-class formulation (class probabilities computed by soft-max), but entails outlier samples to learn a proper threshold.
Aiming to improve the rejection ability of prototype classifier while preserving the multi-class classification accuracy, this paper proposes a one-vs-all training method. The proposed method enriches each prototype with a local threshold, and optimizes the prototypes and thresholds under a binary criterion, the crossentropy (CE). Since the binary classifier of each class is trained to separate the class from the others, it resists outliers as well. Each binary classifier has prototypes for the positive class only. Our method can be viewed as a prototype specific metric learning, similar to local distance metric [11] and category specific metric [12] , and can be extended to non-Euclidean metrics.
Our experimental results on two OCR datasets show that by one-vs-all training, the rejection performance of prototype classifiers is largely improved while the classification accuracy is comparable with those trained by multi-class objective.
Nearest Prototype Classifier
For classifying a d-dimensional pattern x into M pre-defined classes {ω 1 , . . . , ω M }, the prototype classifier has n i prototypes {m ij , j = 1, . . . , n i } for each class ω i , i = 1, . . . , M. The test (query) pattern x is classified to the class of the nearest prototype:
Usually, the prototypes of each class are initialized as the cluster centers of classwise training data. Then in prototype learning, the prototypes of all classes are iteratively adjusted under a classification objective.
For comparison with our proposed prototype learning method, we select some representative previous algorithms, which are outlined as follows.
Given a training dataset {(x n , c n )|n = 1, . . . , N} (c n is the class label of x n ), the prototypes Θ = {m ij |i = 1, . . . , M, j = 1, . . . , n k } are updated to minimize the empirical loss
where l c (x n , Θ) is the misclassification loss on x n . The MCE algorithm [2] defines the loss as a smoothed probability of misclassification:
where
σ(·) is the sigmoid function, ξ is a scaling parameter, m ci is the nearest prototype of x from the genuine class ω c and m rj is the nearest from incorrect classes. The LOGM algorithm [6] optimizes a log-likelihood loss of hypothesis margin:
The log-likelihood loss is a convex function and thus leads to better convergence in gradient learning. The RSLVQ algorithm [5] optimizes a log-likelihood loss under a framework of Gaussian mixture density:
By minimizing this loss, the RSLVQ algorithm updates all the prototypes on a training pattern in gradient descent, unlike the MCE and LOGM that update only two prototypes on a training pattern.
A regularization term can be added to the objective of prototype learning to attract the prototypes toward the distributed regions of pre-defined classes [7] :
3. One-Vs-All Training Method
The prototype classifier has not been trained by onevs-all strategy because it is inherently a multi-class classifier, unlike the support vector machine (SVM) and AdaBoost that are inherently binary classifiers. To train the prototype classifier using one-vs-all strategy, we reformulate the classification rule by adding a threshold to each prototype:
We can view f ij (x) = −( x − m ij 2 − τ ij ) as a binary discriminant function. The discriminant function of a class is
f i (x) classifies x as belong to ω i when f i (x) > 0 and not belong to ω i when f i (x) < 0. The probability of classifying to ω i is
For training on a dataset
n is transformed to M binary labels y
, the cross-entropy (CE) loss is obtained:
(11) The summation over M classes implies that the training problem can be decomposed into M binary problems. This is similar to the training of multilayer neural networks, where both the CE and the squared loss can be adopted. Using squared loss may give similar performance to CE, but because the CE is a convex function of f i (x), better convergence in training can be expected.
Similar to (7), the CE function can be added a regularization term:
where m cl is the nearest prototype of x n from the genuine class c n .
To minimize the objective of (12) by stochastic gradient descent, the training samples are fed to the prototype classifier iteratively. On a training sample x n at time t, the nearest prototype from each class is retrieved and is updated with its threshold:
where m il is the nearest prototype to x n from class ω i . After initializing prototypes by k-means clustering of classwise data, the updating proceeds for a number of cycles of training samples, with the learning steps η 1 and η 2 shrinking gradually. For good convergence, the scaling parameter ξ is selected to be inversely proportional to the average within-cluster sample-to-center distance (var). The thresholds τ ij are empirically initialized as 2var. The initial learning step η 1 (0) is inversely proportional to ξ, and the ratio of two learning steps η 2 /η 1 is set equal to var. The regularization coefficient is set as α = α 0 /var, with α 0 ∈ [0, 1].
The one-vs-all training method can be easily applied to training with outlier samples, for which the binary labels y n i = 0, i = 1, . . . , M. This can further improve the outlier rejection ability of prototype classifier.
Experimental Results
For evaluation, we experimented on two OCR datasets, USPS handwritten digits and UCI Letter Recognition dataset. The USPS dataset contains digit images of normalized size 16 × 16, with 7,291 samples for training and 2,007 samples for testing. The Letter dataset contains 16,000 samples for training and 4,000 samples for testing, each represented in 16-dimensional features. We trained prototype classifiers using four algorithms: MCE, LOGM, RSLVQ, and the proposed one-vs-all cross-entropy (OVACE) method. After training, the multi-class classification accuracy and the binary one-vs-all classification measures are given.
The binary classification can be viewed as a pattern retrieval or verification task: a test sample is compared with each defined class to judge whether it belongs to the class or not. The discriminant function in (9) (τ ij = 0 for prototype classifiers trained by MCE, LOGM and RSLVQ) is compared with an artificial threshold τ 0 : if f i (x) > τ 0 , x is judged to belong to ω i (ω i is retrieved), otherwise x does not belong to ω i . For a sample x from class ω c , the decision of belonging to ω i results in a true positive if i = c, otherwise a false positive. The rates of true positive and false positive with variable values of τ 0 give the ROC curve.
Even though we did not evaluate on real outlier samples, the results of retrieval are meaningful because a sample x from class ω c is a negative sample for all the other classes ω i (i = c). So, a low rate of false positive indicates that the classifier can reject outliers well.
In our experiments, we set equal number of n prototypes for each class: n = 6, 8, 10 for USPS and n = 20, 30, 40 for Letter. The regularization coefficient α 0 was set to 0.05 for all the methods. The multiclass classification error rates on the test samples of two datasets are shown in Table 1 and Table 2 , respectively, and the ROC curves of pattern retrieval are shown in Fig. 1 and Fig. 2 , respectively.
We have also set classwise thresholds to the classifiers trained by MCE, LOGM and RSLVQ, for these methods had no local thresholds in prototype learning. This was done by confidence transformation (CT) using logistic regression [13] : the discriminant function of each class f i (x) is mapped to binary probability by σ[a i f i (x) + b i ], with parameters (a i , b i ) estimated by cross-entropy minimization on the training dataset. The class discriminant function is then replaced by a i f i (x) + b i . The classification error rates on two datasets after CT are shown in Table 1 and Table 2 , respectively, and the ROC curves are shown in Fig. 1 and Fig. 2 , respectively. The results in Table 1 and Table 2 show that the multi-class classification accuracy of the one-vs-all training method is slightly inferior or comparable to those of MCE, LOGM and RSLVQ. However, after confidence transformation (CT), the classification accuracies of prototype classifiers trained by MCE, LOGM and RSLVQ were lowered, while the accuracy of onevs-all training was hardly changed by CT. This is because the CT also optimizes a one-vs-all objective.
The ROC curves in Fig. 1 and Fig. 2 show that onevs-all training yields superior performance of pattern retrieval, and the prototype classifiers trained with multiclass objective perform very poor in pattern retrieval. For the classifiers trained by MCE, LOGM and RSLVQ, confidence transformation slightly improves the pattern retrieval performance because classwise thresholds are learned, but the retrieval performance is still inferior to that of one-vs-all prototype learning.
Conclusion
This paper proposes a one-vs-all training method for prototype classifiers by optimizing a binary classification objective, unlike the previous prototype learning methods that optimize a multi-class objective. Our experimental results on OCR datasets demonstrate the superior classification and pattern retrieval performance of one-vs-all training. In our future work, we will evaluate prototype classifiers trained by the one-vs-all method on real outlier (out-of-class) samples, and apply such trained classifiers to character string recognition, keyword retrieval and transcript mapping.
