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There is a growing effort in creating chiral transport of sound waves. However, most approaches
so far are confined to the macroscopic scale. Here, we propose a new approach suitable to the
nanoscale which is based on pseudo-magnetic fields. These fields are the analogue for sound of
the pseudo-magnetic field for electrons in strained graphene. In our proposal, they are created by
simple geometrical modifications of an existing and experimentally proven phononic crystal design,
the snowflake crystal. This platform is robust, scalable, and well-suited for a variety of excitation
and readout mechanisms, among them optomechanical approaches.
A novel trend has emerged recently in the design of
mechanical systems, towards incorporating topological
ideas. These ideas promise to pave the way towards
transport along edge-channels that are either purely uni-
directional [1] or helical [2] (i.e. with two “spins” moving
in opposite directions), as well as the design of novel zero-
frequency boundary modes [3, 4]. The first few experi-
mental realizations [1, 2, 4–8] and a number of theoretical
proposals [3, 9–18] involve macroscopic setups. These in-
clude coupled spring systems [1, 2, 11–13, 19] and circu-
lating fluids [9, 10, 16, 20] for a review [21]. These designs
represent important proof-of-principle demonstrations of
topological acoustics and could open the door to useful
applications at the macroscopic scale. However, they are
not easily transferred to the nanoscale, which would be
even more important for potential applications.
The first proposal for engineered chiral sound wave
transport at the nanoscale has been put forward in
Ref. [22]: an appropriately patterned slab illuminated
by a laser with a suitably engineered wavefront real-
izes a Chern insulator for sound. The laser drive in
[22] breaks the time-reversal symmetry, enabling uni-
directional topologically protected transport. On the
other hand, there would be clear practical advantages
of a design that operates without any drive and, at the
same time, in a simple nanoscale geometry. By necessity,
this must result in helical transport, with two counter-
propagating species of excitations.
There are two important classes in this regard: (i)
topological insulators, and (ii) pseudo-magnetic fields. A
first idea for (i) at the nanoscale was put forward re-
cently in Ref. [23]. By contrast, in the present paper, we
show how to engineer arbitrary spatial pseudo-magnetic
field distributions for sound waves in a purely geometry-
based design. In addition (and again in contrast to [23]),
it turns out that our design can be implemented in a
platform that has already been realized and reliably op-
erated at the nanoscale, the snowflake phononic crystal
[24]. That platform has the added benefit of being a well-
studied optomechanical system, which, as we will show,
can also provide powerful means of excitation and read-
out. The mechanical pseudo-magnetic fields are anal-
ogous to the pseudo-magnetic fields for electrons prop-
agating on the curved surface of carbon nanotubes [25]
and in strained graphene [26–29]. Pseudo-magnetic fields
mimic real magnetic fields, but have opposite sign in the
two valleys of the graphene band structure and, thus,
do not break time-reversal symmetry. In the past, this
concept has already been successfully transferred to a
photonic waveguide system [30].
Besides presenting our nanoscale design, we also put
forward a general approach to pseudo-magnetic fields for
Dirac quasiparticles based on the smooth breaking of
the C6 point group and translational symmetries. Our
scheme is especially well suited to patterned engineered
materials such as phononic and photonic crystals. It ties
into the general efforts of steering sound in acoustic meta-
materials at all scales [31–34].
Dirac equation and gauge fields – The 2D Dirac Hamil-
tonian in the presence of a gauge field A(x) reads (we set
the Planck constant and the charge equal to one) [35]
HˆD = mσˆz + v(px −Ax(x))σˆx + v(py −Ay(x))σˆy. (1)
Here, m is the mass, v is the Dirac velocity, and σˆx,y,z are
the Pauli matrices. For zero mass and a constant gauge
field (m = 0 and A(x) = A), the band structure forms
a Dirac (double) cone, where the top and bottom cones
touch at the momentum p = A.
In a condensed matter setting, the Dirac Hamiltonian
describes the dynamics of a particle in a honeycomb lat-
tice, or certain other periodic potentials, within a quasi-
momentum valley, i.e. within the vicinity of a lattice
high-symmetry point in the Brillouin zone. In this con-
text, p is the quasi momentum counted off from the rel-
evant high-symmetry point. Here, we are interested in a
scenario where the Dirac Hamiltonian Eq. (1) is defined
in two different valleys mapped into each other via the
time-reversal symmetry operator T . This scenario is re-
alized in graphene, where the Dirac equation is defined
in the two valleys around the symmetry points K and
K′. For charged particles, the gauge field A(x) usually
describes a real magnetic field B, where B = ∇×A. In
this case, the time-reversal symmetry T is broken. For
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Figure 1. Snowflake crystal: geometry, band structure and displacement fields. (a) Image of a silicon snowflake phononic
crystal. It is formed by upwards and downwards triangles connected by links. The links form a Kagome lattice whose Bravais
sublattices are marked by circles of different colors. (b) Top view of the field |ψms,τ (x, z)|2 (time-averaged square displacement)
for one normal mode at the Dirac point (ms = −1 and valley τ = −1). The dashed line indicates the border of the Wigner-Seitz
cell. The relevant geometric parameters are indicated. (c) Phononic band structure (z-symmetric modes) for three values of the
snowflake radius r, in silicon. The band structure is computed using a finite-element solver (COMSOL). The slab thickness is
220nm and the remaining geometry parameters, c.f. panel (b), are (a,w)=(500,75)nm. For r = 180nm, a group of three bands
(plotted in red) is separated by complete band gaps from the remaining bands. The triplet is well fitted by a Kagome lattice
model and exhibits Dirac cones at the high symmetry points K and K′ (only K is shown). At the cone tip, the degenerate
normal modes have quasi-angular momentum ms = ±1. (d–f) Snapshots of the mechanical displacement field (absolute value
encoded in the color scale) for the mode with quasi-angular momentum ms = −1 and valley τ = −1, within a Wigner-Seitz
cell. Subsequent snapshots are taken after one third of a period (cf. the clocks). Each snapshot is the anti-clockwise rotation
by a 2pi/3 angle around the snowflake center of the previous snapshot (cf. the arrows).
m = 0 and a constant magnetic field, the Dirac cones
break up in a series of flat Landau levels [35],
En = sign(n)
√
|n|ωc, ωc = v
√
2B, (2)
where n ∈ Z and ωc is the cyclotron frequency. The
presence of a physical edge then leads to topologically
protected gapless edge states in each valley. For a real
magnetic field, the edge states in the two valleys have
the same chirality. However, here, we will be interested
in the case of engineered pseudo-magnetic fields, where
the gauge field A(x) does not break the T -symmetry. In
this case, B = ∇×A must have opposite sign in the two
different valleys to preserve the T -symmetry. It is clear
that as long as one can focus on a single valley, the nature
of the magnetic field (real or pseudo magnetic field) does
not play any role. This holds true also in the presence
of boundaries. For a given valley and gauge potential
A, exactly the same edge excitations will emerge in the
presence of a pseudo- or a real magnetic field. The na-
ture of the magnetic field only becomes apparent when
the eigenstates belonging to inequivalent valleys are com-
pared. When time-reversal is preserved (pseudo magnetic
field), each edge state in one valley has a time-reversed
partner with opposite velocity in the other valley. Thus,
the edge states induced by a pseudo magnetic field are
not chiral but rather helical.
Dirac phonons in the snowflake phononic crystal
– FEM mechanical simulations of a silicon thin-film
snowflake crystal are presented in Figure 1. Throughout
this work, we restrict our attention to the modes that are
even under the mirror symmetry (x, y, z) → (x, y,−z),
i.e. the z-symmetric modes. The mechanical band struc-
ture is shown in Fig. 1c. It features a large number of
Dirac cones at the high-symmetry point K. Each cone
has a time-reversed partner at the point K′ (not shown).
These pairs of Dirac cones are robust structures: when
the radius of the snowflake is varied, they are shifted
in energy (and can possibly cross other bands) but the
top and bottom cones always touch at the correspond-
ing high-symmetry point, see panel c. In other words,
the mass m and the gauge field A are always zero in the
corresponding Dirac Hamiltonian. In order to generate
the desired gauge field, it is necessary to modify the pat-
tern of holes in a way that breaks the symmetries of the
crystal (see discussion below).
In preparation of this, we use the snowflake radius as
a knob to engineer a pair of Dirac cones which are spec-
trally well isolated from other bands and have a large
velocity. The snowflake crystal can be viewed as being
formed by an array of triangular membranes arranged
on a honeycomb lattice and connected through links (see
Figure 1b). In principle, we could choose a situation
where the links are narrow (large snowflake radius r),
such that all the groups of bands are spectrally well iso-
lated. However, then the Dirac velocities tend to be
small. For wider links (smaller r), the motion of the
3adjacent edges of neighboring triangular membranes be-
comes strongly coupled. This give rise to normal modes
where such adjacent sides oscillate in phase, resulting
in large displacements of the links. We note that these
links are arranged on a Kagome lattice, see Figure 1a.
This observation explains the emergence (see r=180nm
plot of Fig. 1e) of a group of three bands, separated
from the remaining bands by complete band gaps, and
supporting large velocity Dirac cones. The triplet of iso-
lated bands can be well fitted by a Kagome lattice tight-
binding model with nearest-neighbor and next-nearest
neighbor hopping. The Kagome lattice model would be
entirely sufficient to guide us in the engineering of the de-
sired gauge fields. However, we prefer to pursue a more
fundamental and general approach based on the symme-
tries of the underlying snowflake crystal.
Identifying the Dirac pseudo-spin by the symmetries –
The snowflake thin-film slab crystal has D6h point group
symmetry. If we restrict our attention to the z-symmetric
modes, the remaining point group is C6v (six-fold rota-
tions about the snowflake center and mirror symmetries
about the vertical planes containing a lattice basis vec-
tor). The degeneracies underpinning the Kagome Dirac
cones as well as the other robust cones in Fig. 1b are usu-
ally referred to as essential degeneracies. They are pre-
served if the point group includes at least the C6 symme-
tries (six-fold rotational symmetry about the snowflake
center) or the C3v symmetries (three-fold rotations and
mirror symmetries about three vertical planes contain-
ing a lattice unit vector). The point group here contains
both groups but, for concreteness, our explanation will
focus on the C6 symmetry. It is useful to think of the
C6 symmetry as a combination of a C3 (three-fold) sym-
metry group and a C2 (two-fold) symmetry group. The
three-fold rotations C3 belong to the group of the high-
symmetry points K and K′ (they leave each of these
point invariant modulo a reciprocal lattice vector). As
a consequence, at these points, the eigenmodes can be
chosen to be eigenvectors of the C3 rotations with quasi-
angular momentum ms = 0,±1. The essential degen-
eracies come about because the eigenvectors with non-
zero quasi-angular momentum ms come in quadruplets
(a degenerate pair in each inequivalent valley), mapped
into each other via the time-reversal symmetry operator
T and the rotation Rˆ(pi)z by 180o about the snowflake
center (the sole non-trivial element of the C2 group). If
we denote the members of a quadruplet by ψms,τ (x, z),
where ms = ±1 and τ = ±1 indicates the valley and z is
the vertical coordinate, we have
ψms,τ = T ψ−ms,−τ = Rˆ(pi)zψms,−τ = T Rˆ(pi)zψ−ms,τ .
Note that both T and R(pi) change the sign of the quasi-
momentum and, thus, of τ . However, only T changes the
sign of the quasi-angular momentum.
The Dirac Hamiltonian (1) for a given valley τ is ob-
tained by projecting the underlying elasticity equations
onto a two-dimensional Hilbert space spanned by the nor-
mal modes
ψp,ms,τ (x, z) = e
ip·xψms,τ (x, z), (3)
and by identifying −ms = ±1 with the eigenvalues of
the σˆz matrix (see Appendix B). In other words, the
quasi-angular momentum ms plays the role of the Dirac
pseudospin. A mass term is forbidden because states
with equal quasimomentum and opposite quasi-angular
momentum are mapped into each other by the symme-
try T Rˆ(pi)z, ψp,ms,τ (x, z) = T Rˆ(pi)zψp,−ms,τ (x, z). A
gauge field A is also forbidden because it would cou-
ple states with different quasi-angular momentum at the
symmetry point.
In our phononic Dirac system, the eigenstates
ψms,τ (x, z) are three-dimensional complex vector fields.
They yield the displacement fields,
ums,τ (x, z, φ) = Re[exp(−iφ)ψms,τ (x, z)] (4)
where φ is the phase of the oscillation. In this classical
setting, |ψms,τ (x, z)|2 can be interpreted as the square
displacement averaged over one period, |ψms,τ (x, z)|2 =
pi−1
´ 2pi
0
dφ|ums,τ (x, z, φ)|2. We note that the field
|ψms,τ (x, z)|2 is invariant under threefold rotations
about three inequivalent rotocenters: the center of the
snowflake and the centers of the downwards and upwards
triangles (see Figure 1b). Three snapshots of the instan-
taneous displacement field for the state with ms = −1
and τ = −1 are shown in Fig. 1d–f. By definition of
a quasi-angular momentum eigenstate with ms = −1,
when the phase φ varies by 2pi/3 (after one third of a
period), the instantaneous displacement field is simply
rotated clockwise by the same angle. When the valley
is known, the quasi-angular momentum (which here play
the role of the pseudospin) can be directly read off from a
single snapshot based on the position of the nodal lines.
For msτ = 1 (msτ = −1), they are located at the center
of the downwards (upwards) triangles, cf. Fig. 1b,d–f.
(For a detailed explanation see Appendix B). Below, we
will take advantage of our insight on the symmetries of
the pseudospin eigenstates to engineer a local force field
which selectively excites uni-directional waves.
Pseudo-magnetic fields and symmetry-breaking – A
crucial step towards the engineering of a pseudo-magnetic
field is the implementation of a spatially constant vector
potential A in a translationally invariant system. After-
wards arbitrary magnetic field distributions can be gen-
erated straightforwardly by breaking the translational in-
variance smoothly.
A perturbation that breaks the C3 symmetry but pre-
serves the C2 symmetry will simply shift the Dirac cones,
without opening a gap (see Figure 2c). This can be
identified with the appearance of a constant gauge field
A in the Dirac Hamiltonian (1). As such, the connec-
tion between changes in the microscopic structure of the
phononic metamaterial and the resulting gauge field can
be obtained from FEM simulations by extracting the
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Figure 2. Snowflake geometry and Dirac cones: (a) Geom-
etry of the snowflake unit cell, depicting a situation with a
broken three-fold rotational symmetry C3 but preserved two-
fold rotational symmetry C2 (r1 6= r2 = r3). (b) Geometry
where both C3 and C2 symmetries are broken (a snowflake
arm is displaced vertically by ∆). (c) Resulting shape of
the Dirac cones. Breaking C3, while time-reversal symme-
try T and C2 are maintained, leads to gapless cones dis-
placed from the high-symmetry points. When also the C2
symmetry is broken, a band gap (mass) separating the up-
per and lower cones appears. (d) Displacement of the Dirac
cone for the valley τ = −1, for the geometry in panel (a)
when r1 is varied from 160nm to 200nm, while r2 = r3 and
r¯ = (r1 + r2 + r3)/3 = 180nm.
quasimomentum shift of the Dirac cones. We empha-
size that, in this context, the vector potential A has the
dimension of an inverse length.
In the snowflake phononic crystal, we can achieve
the desired type of symmetry breaking (breaking C3
while preserving C2) by designing asymmetric snowflakes
formed by arms of different lengths, r1, r2, r3 (see Figure
2a). If only one of the arms is changed, symmetry re-
quires that the vector potential A points along that arm
as shown in Fig. 2d. For the Dirac cones associated with
the Kagome lattice, our FEM simulations show that the
cone displacement grows linearly with the length changes,
as long as these remain much smaller than the average
arm length r = (r1 + r2 + r3)/3. In this linear regime,
and for a general combination of arm lengths, r1, r2, r3,
we have
A ≈ τf(r)d, d = (r1e1 + r2e2 + r3e3). (5)
The unit vectors ej point into the direction of the corre-
sponding snowflake arms, ej = cos θjex + sin θjey, where
θj = 2pi(j − 1)/3. The factor τ = ±1 appears because
the vector potential has opposite sign in the two valleys
as we have not broken time reversal symmetry. We note
that in general changes of the arm lengths also shift the
frequency of the Dirac point. When the arm lengths are
chosen to be position dependent, as is required for imple-
menting arbitrary magnetic fields, this energy shift will
enter the Dirac equation as a scalar potential V (x), which
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Figure 3. Band structure and displacement fields of a strip
in a constant pseudo-magnetic field: (a) Band structure (only
the z-symmetric modes are shown) and (b) zoom-in of the val-
ley τ = −1. The band structure displays multiple flat Landau
plateaus in the vicinity of the K’-point (kxa = 2pi/3). In (b),
the dashed lines indicate the energies of the Landau levels
as calculated from the Dirac equation for mass m = 0, cf.
Eq. (2). In (a,b), the dot-dashed bands correspond to intrin-
sic non-chiral edge states located at the physical boundary
of the system (see Appendix E). (c) Mode shape of the 0-th
Landau level and the ensuing edge states (marked in red in
panels a,b) as a function of the quasimomentum kx. The re-
gion of the smooth boundaries (where m 6= 0) is marked in
grey and the magnetic length `B in white. (d) Zoom-in of the
displacement field of the n = 0 Landau level. At the lattice
scale, the displacement field pattern encodes the pseudospin
ms = 1 of the Landau level (cf. Figure 1f). (e) Zoom-in of
the edge state displacement field.
may be unwanted. However, our numerical simulations
show that we can keep V (x) approximately constant, by
retaining a constant average arm length r.
Phononic Landau levels and Edge States in a Strip –
We can test these concepts by implementing a constant
phononic pseudo-magnetic field in an infinite snowflake
crystal strip, where we can directly test our simplified de-
scription against full microscopic simulations. The strip
is of finite width W in the y-direction (where −W/2 <
y < W/2). We can realize the corresponding vector po-
tential in the Landau gauge, A(x) = (−Bzy, 0, 0), by
varying the length r1 along the x-axis, while keeping the
remaining arm lengths equal, r2 = r3. For concreteness
we choose Bz > 0 for τ = −1.
The treatment of the boundaries merits special consid-
eration. It turns out that sharp boundaries are unfavor-
able, as they give rise to an extra undesired edge mode
that is not related to the quantum Hall effect physics
that we seek to implement. Any smooth gradient of
snowflake parameters near the boundaries of the sam-
ple will lead to well-defined edge states that are spatially
separated from the physical system edge. In general, this
could involve both a potential gradient as well as a gra-
5dient in the effective mass (gap). In our simulations, we
will display results obtained for a smooth mass gradient,
whose details do not matter for the qualitative behav-
ior. A Dirac mass term appears upon breaking the C2
symmetry, which we here choose to do by transversally
displacing one of the snowflake arms, as shown inFig. 2b,
with the displacement varying smoothly in the interval
Wbulk/2 < |y| < W/2.
By changing the snowflake arm lengths we can displace
the Dirac cones only over a finite range of quasimomenta.
In our simulations δAmax ≈ 0.17pi/a, as shown in Fig. 2d.
Using Eq. (2) and the definition of the magnetic length
`B = B
−1/2, we see that there is a trade-off between the
cyclotron frequency ωc and, thus, the achievable mag-
netic band gaps and the system size in the appropriate
magnetic units: ωc ≤
√
2vδAmax/w where w = W/`B .
For our FEM simulations we have chosen w = 6.2.
In Fig. 3, we display the phonon band structure
and the phonon wave functions (mechanical displace-
ment fields) extracted from finite-element numerical sim-
ulations as a function of the quasimomentum kx along
the translationally invariant (infinite) direction. We dis-
play only positive kx because, due to time-reversal sym-
metry, both the frequencies and the displacement fields
are even functions of kx. In the bulk, we expect to re-
produce the well-known physics of Dirac materials in a
constant (pseudo)-magnetic field [35]. Indeed, the nu-
merically extracted band structure consists of a series
of flat Landau Levels at energies of precisely the pre-
dicted form ω = E¯ + En [En is defined in Eq. (2)];
see panel (a) and the zoom-in (b) of Fig. 3. The Lan-
dau plateaus extend over a quasi momentum interval of
width δkx ≈ δAbulk = WbulkB. Furthermore, in the
bulk, we expect the mechanical eigenstates to be local-
ized states of size `B = B
−1/2 (in the y-direction). Their
quasi momentum kx should be related to the position via
y¯ = −[kx − 2pi/(3a)]/Bz. This behavior is clearly visible
in Fig. 3c, where we show the displacement field of the
central Landau level. A zoom-in of this field (panel d) re-
veals that, at the lattice scale, it displays the same inten-
sity pattern as the bulk pseudospin eigenstate ms = −1
shown previously in Fig. 1f. This behavior is also pre-
dicted by the effective Dirac description where the cen-
tral Landau level is indeed a pseudo-spin eigenstate with
ms = −1 when the magnetic field Bz is positive [35].
Note that the pseudo-magnetic field engineered here also
gives rise to a Lorentz force that will curve the trajec-
tory of phonon wavepackets traveling in the bulk of the
sample. The sign of the force is determined by the valley
index τ .
Having demonstrated that we can implement a con-
stant phononic pseudo-magnetic field, we now argue that
our approach with smooth boundaries gives additional
flexibility in the engineering of helical phononic waveg-
uides. Each Landau level gives rise to an edge state in
the region of the smooth boundaries. The typical behav-
ior of the wavefunction is shown (for n = 0) in Figure
3c. For decreasing quasimomenta kx, an edge state lo-
calized on the lower edge smoothly evolves into a bulk
state, and eventually into an edge state localized on the
upper edge. As is clear from Fig. 3a and 3b, these pairs
of edge states span the same energy interval. This behav-
ior clearly leads to the same number of edge states (for a
fixed energy) on both edges. This is crucial in view of en-
gineering smooth helical transport on a closed loop. We
emphasize that the number of states on the two edges
need not necessarily (by symmetry) be equal. Indeed,
graphene in a constant pseudo-magnetic field supports a
different number of edge states on two opposite (sharp)
edges [29]. In our approach, we can tune the number of
edge states on each edge via the mass term. In particu-
lar, the behavior of the edge states originating from the
n = 0 Landau level is sensitive to the sign of the mass.
A negative mass (as in our simulations) drags this Lan-
dau level into the band gap below. Vice versa, a positive
mass will drag it into the band gap above. This behav-
ior is related to the peculiarity of the Landau level being
a pseudospin eigenstate (with ms = −1) and, thus, an
eigenstate of the mass term (with eigenvalue m), cf. Eq.
(1).
Transport in a Finite Geometry and Disorder – Any
pseudo-magnetic field that is realized without explicit
time-reversal symmetry breaking necessarily gives rise to
helical transport, where the chirality depends on some ar-
tificial spin degree of freedom, i.e. the valley. A central
question in this regard is the robustness against short-
range disorder. In order to assess this, we have studied
numerically transport in a finite geometry. As presented
in Fig. 4, we consider a sample of hexagonal shape with
smooth boundaries in the presence of a constant pseudo-
magnetic field (we choose the symmetric gauge for the
vector potential A). In this illustrative example, a local
probe drive excites vibrations near the boundaries, as in-
dicated in Fig. 4a. Its frequency is chosen to lie inside
the bulk band gap separating the n = 0 and n = −1 Lan-
dau levels. In this band gap, the system supports a pair
of counter-propagating helical edge states belonging to
opposite valleys. One can select a propagation direction
by engineering the driving force. In a simple setting, one
could apply a time-dependent force that is engineered to
excite only the pseudo-spin eigenstate ms = 1 in the val-
ley τ = 1. This can be achieved by exerting forces at the
three corners of a Wigner-Seitz cell, where the eigenstate
displays a large vertical displacement, see Figure 1b-d.
There is a phase delay of 2pi/3 between any two corners
while a similar pattern of phase delays but with oppo-
site signs occur in the other valley. Thus, a force which
is modulated with the right phase delays will selectively
drive the valley τ = 1 and excite only excitations with a
particular chirality.
It turns out to be most efficient (and entirely suffi-
cient) to implement the numerical simulations for these
rather large finite-size geometries with the help of a tight-
binding model on a Kagome lattice (see Appendix F).
The parameters of that model can be matched to full
FEM simulations that have been performed for the trans-
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Figure 4. Tight-binding transport simulations in a finite ge-
ometry: The hexagon (height 55 unit cells) comprises an in-
ternal bulk area (height 45 unit cells) and external smooth
boundaries. An engineered oscillating force (at the position
indicated by the grey arrow) with frequency in the middle
of a band gap (separating the Landau levels n = −1 and
n = 0) launches clockwise propagating sound waves. (a) Re-
sulting displacement field (unit-cell resolved). (b) and inset of
(c) Displacement field in the presence of disorder and drains
where the excitation are absorbed. (c) Probability P (aver-
aged over 150 disorder implementations) that an excitation
is absorbed in the left drain as a function of the disorder
strength. The estimated error is represented by error bars.
The shaded area represents the values of P within one stan-
dard deviation. In the tight-binding model, the random on-
site energies are equally distributed on an interval of width
∆Ω. For weak disorder (∆Ω/J . 70% where J is the average
hopping rate), P is well fitted by a parabola (dashed line), in-
dicating that the transport is quasi-ballistic. In this regime,
the corresponding scattering length ` is shown in the right
vertical axis.
lationally invariant case. This allows us to systematically
study the effects of disorder. In the presence of moder-
ate levels of smooth disorder, which does not couple the
two valleys, the nature of the underlying magnetic field
(pseudo vs. real) will not manifest itself and the trans-
port will largely be immune to backscattering. Here, we
focus instead on lattice-scale disorder which can lead to
scattering with large momentum transfer that couples
the two valleys and thereby leads to backscattering. We
emphasize that short-range disorder will, in practice, in-
troduce backscattering in any purely geometric approach
to acoustic helical transport. In particular, this also in-
cludes acoustic topological insulators, where generic dis-
order will break the unitary symmetry that ultimately
protects the transport [36]. To quantify the effect of lat-
tice scale disorder, we consider a setup with two drains,
one to the clockwise and one to the counter-clockwise
direction, as shown in Fig. 4b. In the absence of disor-
der, the vibrations travel clockwise (in this example) and
are absorbed in the right drain; only very weak resid-
ual backscattering occurs at the sharp hexagon corners.
In the presence of lattice-scale disorder, a portion of the
excitations will be backscattered and subsequently reach
the left drain. In 4c, we plot the portion P of excita-
tions absorbed in the left drain, averaged over a large
number of disorder implementations, as a function of the
disorder strength. In the regime of quasi-ballistic trans-
port (for weak enough disorder), P is proportional to the
backscattering rate. Thus, it scales as the square of the
disorder amplitude and can be used to extract the scat-
tering length `: P = d/`, where d is the distance between
source and drain. In current nanoscale snowflake crystal
experiments [24], the fabrication-induced geometric dis-
order is on the order of 1% of the absolute mechanical
frequency E¯ which corresponds to 25% of the average
hopping rate in the tight-binding model. In that case,
our simulations indicate the resulting scattering lengths `
to be very large (of the order of more than 1000 snowflake
unit cells).
Implementation – Since our design is scale invariant,
a variety of different implementations can be easily en-
visioned. At the nanoscale, the fabrication of thin-film
silicon snowflake crystals and resonant cavities have al-
ready been demonstrated with optical read-out and ac-
tuation [24]. At the macro scale, the desired geometry
could be realized using 3D-laser printing and similar tech-
niques. A remaining significant challenge relates to the
selective excitation of helical sound waves and the subse-
quent read out. In an optomechanical setting, the helical
sound waves can be launched by carefully crafting the
applied radiation pressure force. For the typical dimen-
sions of existing snowflake optomechanical devices op-
erating in the telecom wavelength band (lattice spacing
a ≈ 500nm), the required force could be engineered us-
ing tightly-focused intensity-modulated laser beams im-
pinging from above on three different snowflake trian-
gles. The read-out could occur by measuring motionally-
induced sidebands on the the reflection of a laser beam.
Although the direct radiation pressure of the beam will
induce rather weak vibrations, they could still be resolved
using optical heterodyning techniques. Alternatively, in
a structure scaled up 10 times, selected triangles could
host defect mode optical nanocavities. This would boost
the radiation pressure force and the read-out precision
by the cavity finesse (see G). Helical sound waves can
then be launched by either directly modulating the light
intensity or a photon-phonon conversion scheme, using
a strong red-detuned drive, with signal photons injected
at resonance. In the micron regime one can benefit from
electro-mechanical interactions. A thin film of conduct-
ing material deposited on top of the silicon slab in com-
bination with a thin conducting needle pointing towards
the desired triangles forms a capacitor. In this setting,
an AC voltage would induce the required driving force.
The vibrations could be read out in the same setup as
they are imprinted in the currents through the needles.
In a different electromechanical approach, the phononic
7crystal could be made out of a piezoelectric material and
excitation and read out occur via piezoelectric transduc-
ers [37].
Conclusions – We have shown how to engineer pseudo-
magnetic fields for sound at the nanoscale purely by ge-
ometrical means in a well established platform. Our ap-
proach is based on the smooth breaking of the C6 and
the discrete translational symmetry in a patterned ma-
terial; it is, thus, of a very general nature and directly
applies to photonic crystals as well. Indeed, the same
geometrical modifications that have led to the pseudo-
magnetic fields for sound investigated in our work will
also create pseudomagnetic fields for light [30, 36] in the
same setup. Our approach offers a new paradigm to de-
sign helical photonic and phononic waveguides based on
pseudo-magnetic fields.
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Appendix A: Kagome-Dirac modes from Another
Point of View
In the main text, we have plotted the normal modes in
a Wigner-Seitz cell around the center of the snowflake.
An alternative choice that highlights better the motion
of the links forming the Kagome lattice is to center the
Wigner-size cell around the center of a triangle, see Fig-
ure 5a. In Figure 5b-d, we show the same normal mode
plotted in Figure 1d-f of the main text for the differ-
ent Wigner-Seitz cell. Note that the picture is rotated
anti-clockwise by a 2pi/3 angle after one third of a period
corresponding to the quasi-angular momentum about the
center of the unit cell m1 = 1 , cf. Eq. (B5) with τ = −1
and ms = −1 .
Appendix B: Explanation of the essential
degeneracies and symmetries of the pseudospin
eigenstates
Here, we discuss the symmetries of the normal modes
ψms,τ of the snowflake crystal at the high-symmetry
points. Thereby we also explain the appearance of the es-
sential degeneracies underpinning the robust Dirac cones,
and explain how to identify a pseudospin eigenstate from
the FEM simulation of a strip.
We consider a generic mode ψ(x, z) with quasimomen-
tum k,
Tˆ (a)ψ(x, z) = ψ(x− a, z) = e−ik·aψ(x, z)
where Tˆ (a) is a translation by a lattice vector a. As
usual we can use the Bloch ansatz
ψ(x, z) = eik·xφ(x, z), (B1)
where φ(x, z) is periodic under discrete translations,
φ(x, z) = φ(x − a, z). We choose the center of the
snowflake as the origin of the coordinates, see Figure 5a.
By applying a rotation by a angle θ about the z-axis, we
find
Rˆ(θ)z[ψ(x, z)] = R(θ)zψ(R(−θ)x, z)
= eik·R(−θ)xR(θ)zφ(R(−θ)x, z)
= eiR(θ)k·xR(θ)zφ(R(−θ)x, z) (B2)
where
R(θ)z =
(
R(θ) 0
0 1
)
, R(θ) =
(
cos θ − sin θ
sin θ cos θ
)
. (B3)
We note that Rˆ(θ)z[ψ(x)] has a quasimomentum k
′ =
R(θ)k rotated by θ. For a triangular lattice, the high-
symmetry points K, K′, and Γ have the peculiarity to be
invariant under C3 rotations. For example, R(2pi/3)K =
K+b1 where b1 is a basis vector of the reciprocal lattice.
Thus, applying the rotation Rˆ(2pi/3)z to a state with
quasimomentum k = K, see Eq. (B2), we find another
state with the same quasimomentum,
Rˆ(2pi/3)z[ψ(x, z)] = e
iK·xφ′(x, z)
where
φ′(x, z) = eib1·xR(2pi/3)zφ(R(−2pi/3)x, z)
is invariant under 2D discrete translations, φ′(x+a, z) =
φ′(x, z). In other words, Rˆ(2pi/3)z (and more in gen-
eral any C3 rotation) commutes with the projector PˆK
onto the states with quasimomentum K. The same holds
for K′, and Γ. Thus, for each high-symmetry point
k = K,K′, and Γ, it is possible to find a basis of eigen-
states of the C3 rotations spanning the sub-Hilbert space
of states with that particular quasimomentum. If the
crystal has the 2D discrete translational invariance and
the C3 symmetry, such a basis can be chosen to be eigen-
states of the Hamiltonian.
In the following, we denote a common eigenstate of
the C3 rotations and the translations by ψms,τ (x) where
τ indicates the valley (τ = 1 for k = K and τ = −1 for
k = K′ ) and ms the quasi-angular momentum,
Rˆ(2pi/3)z[ψms,τ (x, z)] = e
−ims2pi/3ψms,τ (x, z).
From Eq. (B2), we see that in terms of the corresponding
translational invariant field φms,τ (x, z) we have
eiτb1·xR(2pi/3)zφms,τ (R(−2pi/3)x, z)
= e−ims2pi/3φms,τ (x, z) (B4)
8a b c d
a b
m1 = -1   (clockwise rotation)
ms*tau = 1 (nodes are in the lower triangle)
-> ms=1   and tau = 1 (table)
m1 = +1   (counter clockwise rotation with respect to the center of the downward triangle)
ms*tau = 1 (nodes are in the lower triangle)
-> ms=-1   and tau = -1 (table)
c d
c1
c2
x
y
Figure 5. Eigenmodes of the silicon snowflake phononic crystal. (a) Different choices of the unit-cell: While the blue cell
will nicely illustrate the motion of the snowflake itself (cf. Figure 1c), the red one rather emphasizes the motion of the links
connecting the triangles (cf. -d). (b-d) Displacement field of the same eigenmode shown in Figure 1c of the main text
(ms = −1, τ = −1). Subsequent snapshots are taken after one third of a period (cf. the clocks), where the arrow indicates the
current direction of the links’ velocities. Notice that the quasi-angular momentum about the center of the unit cell is m1 = 1
(anti-clockwise rotation).
Next, we show that the eigenstates with non-zero
quasi-angular momentum ms = ±1 at the valleys τ = ±1
can be organized in quadruplets which are degenerate
if the Hamiltonian has time-reversal symmetry T and
the full C6 symmetry. We denote the members of the
quadruplet ψms,τ (x). Starting from an arbitrary state
with ms = 1 or ms = −1, the remaining three members
of the quadruplet are (by definition) obtained by apply-
ing the time-reversal symmetry T and Rˆ(pi)z (a rotation
by pi about the z-axis),
ψ−ms,−τ (x, z) = T ψms,τ (x, z),
ψms,−τ (x, z) = Rˆ(pi)zψms,τ (x, z),
ψ−ms,τ (x, z) = T Rˆ(pi)zψms,τ (x, z).
where T ψms,τ (x, z) = ψ∗ms,τ (x, z). It is straightfor-
ward to explicitly check that the states ψ−ms,−τ (x, z),
ψms,−τ (x, z), and ψ−ms,τ (x, z) as obtained via the above
definitions from ψms,τ (x) are indeed eigenstates of the C3
rotations and the discrete translations with the appropri-
ate eigenvalues. For the C3 rotation we have to show that
if Eq. (B4) is assumed to hold for a specific choice of ms
and τ , it will hold also for the remaining combinations of
ms and τ .
Next we discuss the behavior of the states ψms,τ (x)
under C3 rotations about the center of the downwards
and upwards triangles, cf. Figure 5a,
c1 =
(
0,
a√
3
)
, c2 =
(
a
2
,
a
2
√
3
)
,
respectively. We note that these points lie at the corners
of the Wigner-Seitz cell around the C6 rotocenter (in this
case the snowflake center). Thus, as in any C6 symmetric
triangular lattice, they are threefold rotocenters. The
states ψms,τ (x, z) are also eigenstates of the C3 rotations
about c1 and c2 (or about any other point belonging
to the corresponding Bravais lattices) with quasi-angular
momentum
m1 = (ms + τ + 1)mod3− 1,
m2 = (ms − τ + 1)mod3− 1, (B5)
respectively. Here, we use the definition of the function
(n)mod3 where (−1)mod3 = 2. It is easy to verify the
above statement by applying the rotation Rˆ(2pi/3)ci,z
about the point ci to the normal modes ψms,τ (x, z),
Rˆ(2pi/3)ci,zψms,τ (x, z)
= Tˆ (ci)Rˆ(2pi/3),zTˆ (−ci)ψms,τ (x, z)
= e−i(ms+τb1·ci)2pi/3ψms,τ (x, z).
Taking into account that b1 · c1 = 2pi/3 and b1 · c2 =
−2pi/3 we arrive to Eq. (B5). Since ψms,τ (x, z) are
simultaneous eigenvectors of the C3 rotations about all
three inequivalent threefold rotocenters of the crystal
(the origin, c1 and c2), the time-averaged squared dis-
placement field |ψms,τ (x, z)|2 is invariant under all these
symmetry transformations, cf. Figure 1b of the main
text. We note that for msτ = 1 (msτ = −1), the quasi-
angular momentum about the center of the downward
(upwards) triangles c1 (c2 ) is finite, |m1| = 1 (|m2| = 1),
corresponding to a vortex configuration. Thus, the wave-
function has nodes at these points, cf. Figure 1b of the
main text.
We note that a generic pseudospin eigenstate, e. g. the
zero Landau level, is the product of a smooth function
and the normal mode ψms,τ (x, z). Thus, it will show the
same displacement pattern at the lattice scale, cf. Fig 3d
of the main text. Consequently, the pseudo-spin can be
immediately read off from a FEM simulation of a strip
(where the valley is known) just by observing the location
of the nodes of |ψms,τ (x, z)|2 .
9Appendix C: Derivation of the Dirac equation in the
presence of the C6 symmetry
Here, we derive the Dirac Hamiltonian for the case
where the C6 symmetry is preserved [Equation (1) of
the main text with m = 0 and A = 0]. In each val-
ley (τ = ±1), we project the Hamiltonian onto the
states ψp,1,τ (x, z) = e
ip·xψ1,τ (x, z) and ψp,−1,τ (x, z) =
eip·xψ−1,τ (x, z), where the quasimomentum p counted
off from the symmetry point is assumed to be small. For
each p we define the Pauli matrices according to
σˆz,p = |ψp,−1,τ 〉〈ψp,−1,τ | − |ψp,1,τ 〉〈ψp,1,τ |.
From this definition (assuming the usual commutation
relations for the Pauli matrices) we also have
σˆ+,p = (σˆx,p + iσˆy,p)/2 = |ψp,−1,τ 〉〈ψp,1,τ |.
From the band structure calculated by the FEM simu-
lations (without the pseudomagnetic fields) we see that
the eigenenergies are linear in |p| close to the relevant
symmetry point (they form a cone). Thus, the Hamilto-
nian should be, to first approximation, linear in p. Tak-
ing into account that ψp,−1,τ (x, z) = T Rˆ(pi)zψp,1,τ (x, z)
and that T Rˆ(pi)z is a symmetry, a mass term (propor-
tional to σˆz,p ) is forbidden and the most general Hamil-
tonian which is linear in p has the form
Hˆ = E¯ +
∑
p
v · pσˆ+,p + h.c. (C1)
where E¯ is the degenerate energy of the normal modes
ψms,τ (x, z). Under the rotation Rˆ(2pi/3)z we have
Rˆ(2pi/3)zHˆRˆ(−2pi/3)z
=
∑
p
v · pRˆ(2pi/3)zσˆ+,pRˆ(−2pi/3)z + h.c.
=
∑
p
v · pe−i2pi/3σˆ+,R(2pi/3)p + h.c.
=
∑
p
(R(2pi/3)v) · pe−i2pi/3σˆ+,p + h.c.
Since the Hamiltonian is invariant under C3 rotations we
must have
R(2pi/3)v = ei2pi/3v.
From Eq. (B3), we find v = v(1,−i) where v is the slope
of the cones. By plugging into Eq. (C1) and project-
ing onto a single quasimomentum we obtain the Dirac
equation (1) of the main text [for m = 0 and A = 0].
Appendix D: Details of the numerical calculations of
the pseudomagnetic fields
In this section we provide additional details about
the numerical calculations performed with the COM-
SOL finite-element solver, thereby guiding through the
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Figure 6. Displacement of the Dirac cones in reciprocal space
due to a broken C3-symmetry (cf. Figure 2a of the main text).
Here the snowflakes arm lengths ri = r¯+δri are changed with
δr1 6= δr2 = δr3, while δr1 + δr2 + δr3 = 0 in order to keep
the average radius constant at r¯ = 180 nm. (a) depicts the
shift of the Dirac cone p at k = K′ (τ = -1 valley) computed
by the COMSOL finite element solver for different arm length
δr1 (red and blue circles). For the other valley (τ = 1) the
cones move in the opposite direction, which builds the foun-
dation of a pseudo magnetic field for phonons that does not
break the time-reversal symmetry. The data can be very well
fitted by a parabola (solid black lines). (b) Overview of the
Brillouin zone, with the blue bars indicating the range of the
Dirac cones position that can be achieved by a variation of
the snowflake arm length by δr1 = [−20; +20]nm.
computation of the movements of the Dirac cones in
reciprocal space and the construction of the resulting
pseudo magnetic field for phonons in a strip configura-
tion. In all calculations the material is assumed to be
silicon (Si) with Young’s modulus of 170 GPa, mass den-
sity 2329 kg/m
3
and Poisson’s ratio 0.28.
Breaking the 3-fold rotational symmetry (C3-
symmetry) of the snowflake geometry but maintaining
its inversion symmetry (C2-symmetry), displaces the
Dirac cones from the high symmetry points K and
K′, but does not gap the system (cf. Figure 2c of the
main text). This effect is depicted in Figure 6, which
shows the motion of the Dirac cones, as an effect of
the broken C3-symmetry. Thereby the radius of the
horizontally orientated snowflake arm is varied by δr1
(r1 = r¯ + δr1), which displaces the Dirac cones in the
kx-direction. Generally this would also shift the Dirac
cone’s energy. In order to avoid that, the remaining
two snowflake arms are varied equivalently by δr2 = δr3
in such a way that the average radius is kept fixed at
r¯ = (r1 + r2 + r3)/3 = 180 nm (i.e δr1 + δr2 + δr3 = 0).
To engineer a constant pseudo magnetic field in a
strip configuration, that is infinitely extended in the x-
direction, the snowflakes need to be designed properly:
The B-field is given by Bz = ∂Ay/∂x−∂Ax/∂y, whereas
the vector potential for a given valley is directly related
to the shift of the Dirac cones A = p. As the strip is pe-
riodically extended in the x-direction the vector field is
not allowed to vary along this direction (i.e.∂Ay/∂x = 0),
while Ax must depend linearly on the vertical position y
(i.e. ∂Ax/∂y = const.), in order to have a constant mag-
netic field (cf. Figure 7a). Using the relation between
the shift of the Dirac cones and the variation of the radii
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Figure 7. Details about the strip configuration (cf. Figure 3
of the main text ). (a) depicts the displacement of the Dirac
cone in the τ = −1 valley (kx = K′x = 2pi/3a) as a function of
the vertical position ny in the strip, which forms the basis of a
pseudo-magnetic field for phonons. Those shifts arise from the
broken C3-symmetry, due to the variation of the snowflakes’
radii r1 and r2 = r3 (cf. Figure 2a of the main text). The ex-
act values of r1 and r2 in dependence of the position ny can
be seen in (b). Displacing one of the snowflake arms by ∆
(cf. Figure 2b) locally breaks the C2-symmetry, which forms
smooth boundaries. In (c) the displacement ∆ is depicted
in dependence of ny. (d) A small fraction of the stipe’s unit
cell. The whole strip comprises 61 snowflakes in the bulk area
(|ny| ≤ 30) and additional 30 snowflakes to form the smooth
boundaries (30 < |ny| ≤45). As it is infinitely extended in the
x-direction a Floquet periodic boundary condition is imple-
mented at the left and right boundaries, whereas the upper
and lower boundaries are kept fixed (u = 0).
(quadratic fit in Figure 6a), the radii of the snowflakes
can be calculated in dependence of their position in the
strip (cf. Figure 7b). In addition to that, we want to en-
gineer smooth boundaries by opening a mass gap, which
is done by breaking two-fold rotational symmetry at the
edges of the sample. This can be achieved by displacing
one of the snowflake arms by ∆ (cf. Figure 2a of the main
text), with ∆ = 0 in the bulk region while it smoothly
increases in the vicinity of the sample’s edge (cf. Figure
7c).
Appendix E: Edge States at the Physical Boundary
In the Figure 8, we investigate the intrinsic edge states
that appear at the physical edge of the strip and that will
be present even in the absence of pseudo-magnetic fields.
The relevant bands are highlighted as colored lines in the
band structure of the strip, see panel a. The correspond-
ing displacement fields are shown in panel b. Note that
the edge states are defined only on a finite portion of the
Brillouin zone (where the bands are plotted as dashed
lines) and smoothly transform into bulk modes in the
remaining quasimomentum range.
Appendix F: Tight Binding Model on the Kagome
lattice
For the transport calculations, we have modeled the
hexagonal snowflake crystal by a tight-binding Hamilto-
nian on a Kagome lattice, which is the lattice that de-
scribes the links between neighboring triangles, whose
motion represents the relevant sound waves for the par-
ticular triple of bands that we choose to consider. The
Kagome lattice Hamiltonian reads,
Hˆ =
∑
j
(E¯ + δE)aˆ†j aˆj +
∑
〈j,j′〉
Jj,j′ aˆ
†
j aˆj′ . (F1)
Here, j is a multi-index, j = (j1, j2, s) where j1/2 label
the unit cell, and s = A,B,C the sublattice, see Figure
9a. As usual, 〈j, j′〉 indicates the sum over the nearest
neighbors. The hopping matrix Kj,j′ is symmetric and its
matrix elements are chosen to reproduce the same Dirac
equation that would effectively describe our patterned
snowflake crystal. The energy E¯ is the eigenenergy of
the states ψms,τ for the rotationally symmetric crystal
(see main text) while δE cancel out a renormalization of
the energy by the hopping terms.
In the main text and in the Appendix D, we have
shown how the FEM simulations can be mapped onto
the effective Dirac Hamiltonian Equation (1) of the main
text. Here, we show how the tight-binding model Eq.
(F1) can be mapped onto the same effective Hamilto-
nian. We first consider the simple case where the invari-
ance under discrete translations and the C6 symmetry
are not broken corresponding to m = 0 and A = 0. In
this case, all (nearest-neighbor) hopping rates must be
equal Kj,j′ = K. One can easily calculate the equivalent
first-quantized Hamiltonian
h(k) =
 E¯ + δE J(1 + e−ik·a1) J(1 + eik·a3)J(1 + eik·a1) E¯ + δE J(1 + e−ik·a2)
J(1 + e−ik·a3) J(1 + eik·a2) E¯ + δE
 ,
where a1 = (a, 0), a2 = a(−1,
√
3)/2, and a3 =
a(−1,−√3)/2. By expanding around k = K or k = K′
and projecting onto the states |m1 = 0, τ〉 = (1, 1, 1)/
√
3
and |m1 = −τ, τ〉 = (1, e−i2piτ/3, ei2piτ/3)/
√
3 (m1 is the
quasimomentum about the center of the downwards tri-
angles) we find the Dirac Hamiltonian (1) of the main
text with m = 0, A = 0, and v =
√
3aK/2. The energy
at the tip of the cones is E¯ if δE = −J .
Next, we break the C6 symmetry but preserve the
translational symmetry such that the mass m and the
gauge A fields are constants. In this case, there are
six different hopping rates. Three of them describe
the hopping within the same (to a different) unit cell
Jj,j′ = J
(i)
s,s′ = J + δJ
(i)
s,s′ (Jj,j′ = J
(e)
s,s′ = J + δJ
(e)
s,s′) where
s 6= s′ and jx/y = j′x/y (jx/y 6= j′x/y). The resulting
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Figure 8. Intrinsic edge modes at the physical boundaries. (a) Band structure of the strip configuration discussed in the
main text and in Section D. The bands highlighted in green and red feature modes that are highly confined at the physical
boundary of the sample (dashed parts). (b) Displacement field of the red and green mode. Due to the small slope of their
bands for corresponding quasimomenta, the velocities become zero. Therefore, the edge states are stationary and do not show
any transport properties.
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Figure 9. (a) Scheme of the Kagome tight binding lattice on a
hexagon. The solid triangles indicate the unit cells, whereas
the dashed lines illustrate the nearest neighbor coupling to
different unit cells. The three different colors illustrate the
different sublattice sites. The red hexagonal line separates the
bulk area (inner part) from the boundary area (outer part)
(b) Zoom into the lattice, depicting one unit cell and its six
neighboring sites. Within one unit cell mechanical excitations
can hop from one site to another with the internal hopping
rates J
(i)
AB , J
(i)
BA and J
(i)
CA, whereas external hopping rates out
of one unit cell are labeled with J
(e)
AB , J
(e)
BA and J
(e)
CA. Note
that internal and external hopping rates are equal if the C2-
symmetry is maintained.
first-quantized Hamiltonian reads
h(k) =
 E¯ + δE hAB(k · a1) h∗CA(k · a3)h∗AB(k · a1) E¯ + δE hBC(k · a2)
hCA(k · a3) h∗BC(k · a2) E¯ + δE
 ,
where hss′(x) ≡ J (i)ss′ + J (e)ss′ e−ix. Since we are interested
in the case where the C6 symmetry is broken only weakly,
we assume δJ
(i/e)
s,s′  J . Up to leading order in δJ (i/e)s,s′
this correspond to the the Dirac Hamiltonian (1) of the
main text with
A ≈ −τ [(J (e)AB + J (i)AB)e1 + (J (e)BC + J (i)BC)e2
+(J
(e)
CA + J
(i)
CA)e3]/v, (F2)
m ≈ (J (e)AB + J (e)BC + J (e)CA − J (i)AB − J (i)BC − J (i)CA)/2, (F3)
δE ≈ −(J (i)AB + J (i)BC + J (i)CA + J (e)AB + J (e)BC + J (e)CA)/6, (F4)
where the vectors ej are defined in the main text.
With the help of the relations (F2,F3,F4) we can sim-
ulate the Dirac Hamiltonian (1) of the main text with
the desired constant pseudo-magnetic field (in the sym-
metric gauge A = τB(y,−x, 0)/2) and mass profile.
To simulate the disorder we add and additional ran-
dom energy shift Ωj equally distributed on the interval
−∆Ω/2 < Ωj < ∆Ω/2. A finite decay rate of the phonons
(necessary to reach a steady state), is described within
the standard input/output formalism [38]. In the simula-
tions with the drains, the decay rate is increase smoothly
in the regions of the drains (in order to avoid introducing
any additional backscattering).
Appendix G: Possible Implementations
Here, we provide a few more comments regarding the
optomechanical excitation and read out of helical waves.
In the simplest approach without a cavity, one could illu-
minate the structure from above by tightly focussed laser
beams, exerting radiation pressure directly. A rough es-
timate of the force, for a laser power of 1 mW, indicates
that (out-of-plane) vibrational amplitudes of the order
of 10fm might be achieved. In this estimate, we have
adopted the simplest possible approach, treating the tri-
angle as an oscillator with a frequency of order 2pi ·14GHz
and a decay rate (2GHz) set by the scale of the bandwidth
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Figure 10. Schematic picture of a scaled up snowflake array
with one triangle hosting a defect-mode nano cavity. Imping-
ing light is enhanced by the cavity’s finesse thereby launching
mechanical excitations via the optomechanical interaction.
of the Kagome bands. A more detailed analysis would be
needed to extract the excitation efficiency for the partic-
ular vibrational modes of interest, which formed the basis
of our discussion in the main text.
However, a much more efficient approach is available,
involving optical cavities. A structure scaled up by a fac-
tor of X = 10 (resulting in frequencies lower by X) can
host defect-mode nano cavities embedded in the trian-
gles itself, cf. Figure 10. For any such optical cavity, a
circulating light with a modulated intensity will give rise
(via radiation pressure and photoelastic forces) to peri-
odic cycles of expansion and contraction of the structure.
This type of motion (when the right frequency is selected)
clearly overlaps with the vibrational modes that are rel-
evant for our proposal, cf. Fig. 1d–f of the main text.
We note that the light intensity is enhanced by the cav-
ity’s finesse (usually at least & 100), thereby increasing
the amplitude of the vibrations. As the thermal motion
decreases with the factor 1/
√
X, it is easily possible to
overcome the thermal motion at room temperature. In
addition, during the measurements one can average out
the noise and provide a clear signal of the excited sound
waves traveling through the structure, regardless of ther-
mal fluctuations.
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