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Проведенный обзор и сравнительный анализ
существующих аппаратнопрограммных комплек
сов и систем для анализа и обработки данных
в области дендрохронологии показал, что они яв
ляются ограниченными для использования и ори
ентированы на решение новых задач, связанных
с неоднородностью окружающего пространства.
Особенностью таких задач является большой
объем данных, которые необходимо хранить, обра
батывать и сопоставлять между собой, простран
ственная распределенность мест сбора образцов.
В таких условиях оптимальным системным ре
шением, обеспечивающим повышение вычисли
тельной мощности, увеличение объема хранимых
данных, является использование технологии ра
спределенной их обработки. Эта технология подра
зумевает физическое распределение хранения
и обработки данных в пространстве на нескольких
вычислительных машинах, которые связаны между
собой каналами передачи данных, координацию
их вычислительных мощностей, использование
стандартных протоколов и служб сетевого взаимо
действия. В данное время существует множество
инструментальных средств технологий распреде
ленных вычислений, а также проектов, реализо
ванных с их использованием, но для мониторинга
климатических и экологических изменений на ос
нове биоиндикации такие технологии не применя
лись. Таким образом, реализация технологии ра
спределенных вычислений и разработка алгорит
мического обеспечения для дендрохронологиче
ских исследований, связанных с двумерным ана
лизом изображений спилов деревьев, даст возмож
ность получать новые результаты и качественные
оценки параметров окружающей среды.
В настоящей работе описывается реализация
технологии распределенных вычислений и разра
ботка алгоритмического обеспечения для дендро
хронологических исследований. Безусловно, ден
дрохронологические исследования – это только
часть мониторинга, моделирования и прогнозиро
вания климатических и экосистемных изменений
под воздействием природных и антропогенных
факторов. Но особенность задач дендроэкологиче
ского анализа, заключающаяся в необходимости
математической обработки очень большого объема
данных (временные ряды наблюдений могут дости
гать сотен гигабайт), широком спектре решаемых
задач, коллективной работе многих сотрудников
на всех этапах дендроэкологических исследова
ний, а также в необходимости хранения и система
тизации больших объемов неоднородной структу
рированной информации (собственно хронологи
ческие ряды наблюдений, результаты обработки,
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сопутствующие метеорологические, геологиче
ские, геофизические, аэрокосмические и т. п. ряды
наблюдений), однозначно подразумевает в каче
стве одного из системных решений использование
технологии распределенной обработки (gridтехно
логии), обеспечивающей динамическое изменение
основных компонентов инфраструктуры системы
обработки (от структур хранимых данных – до схем
и алгоритмов решаемых задач) и повышение вычи
слительной мощности.
Сравнительный обзор и анализ 
аппаратно2программных средств обработки 
и анализа годичных колец деревьев
Анализ научных исследований в области ден
дроэкологии, дендрохронологии и дендроклима
тологии показывает, что в настоящее время для
моделирования и анализа дендроэкологических
данных используется достаточно широкий спектр
аппаратнопрограммных средств. Использование
программных средств зависит от задач исследова
ния. Это может быть статистическая обработка
первичных данных замеров характеристик при
роста и получение надёжных обобщённых хроно
логий, сопоставление характеристик прироста
с факторами внешней среды, моделирование про
цессов роста, изучение пространственного распре
деления характеристик прироста и визуализация
результатов анализа. Для решения этих задач одни
исследователи предпочитают использовать широ
ко распространённые статистические пакеты
(SAS, MatLab, SyStat, STATISTICA и др.), элек
тронные таблицы (QUATTRO, LOTUS, Excel
и др.), универсальные системы математической
обработки результатов, предназначенные для чи
сленного и символьного решения математических
задач различной сложности (MathCAD, Mathema
tica и др.) и интегрированные программные реше
ния, такие как DPL, PRECON 5.17C, TREERING
3.0, LignoVision 1.32, TSAPWin Professional 0.30,
DendroClim 2002, WinDENDRO, DendroLab 470,
PAST 32, OSM 3.10, MeasureJ2X, или решения
на базе географических информационных систем
(ESRI ARC/INFO, ArcView, Mapinfo, AutoCAD
Map и др.) с форматами различных баз данных
(Microsoft Access, Oracle, dBASE, FoxPro и др.) для
связи обрабатываемых данных с географическим
местоположением их сбора и отображением
на электронных картах. В настоящее время широ
ко распространено, в том числе и в России, обору
дование и программное обеспечение для диагно
стики, контроля и исследования внутреннего со
стояния деревьев и древесины, разработанное
компанией RINNTECH [1].
Рассмотренные программные комплексы и си
стемы достаточно универсальны, ориентированы
на широкий класс исследований и выполнение ча
сто используемых операций обработки и анализа
дендроэкологических данных (например, измере
ние ширины годичных колец и др.). Современные
инструментальные средства автоматизируют мно
гие этапы получения, сбора и обработки дендроэ
кологических данных, но и одновременно создают
большие потоки информации, требующие не толь
ко обширных баз для их хранения, но и серьезных
математических методов их обработки.
GPSS2модель для оценки эффективности 
функционирования распределенного 
вычислительного комплекса обработки 
дендроэкологических данных
Исследование задач обработки дендроэкологи
ческих данных и инструментальнопрограммных
средств их решения выявили трудоёмкость и слож
ность создания соответствующего программного
обеспечения. Для успешного проектирования и ре
ализации программного обеспечения обработки
дендроэкологических данных должны быть по
строены его полные и непротиворечивые как
функциональные, так и информационные модели,
структура основных компонентов программного
комплекса и алгоритмы их функционирования.
Для оценки эффективности функционирова
ния распределенного вычислительного комплекса
произвольной структуры была разработана его
имитационная модель на языке GPSS World [2].
На рис. 1 отражена укрупненная модель распре
деленного вычислительного комплекса обработки
дендроэкологических данных.
Основными объектами моделируемой системы
являются: потоки входных заданий, вычислитель
ные сегменты, вычислительные серверы (ВС) сег
ментов, коммуникационный сервер (КС), серверы
баз данных (БД), менеджер БД. Вычисление мо
ментов появления заданий (случайной величины,
связанной с промежутком времени между появле
ниями двух соседних заданий) осуществляется
по нормальному закону распределения. Интерва
лы обслуживания также являются случайной вели
чиной.
Изменяемыми параметрами модели являются
(всего 18): количество ВС, максимальное время об
работки задания, количество типов заданий, сред
ний интервал между заданиями, доля параллель
ных заданий, доля отклонённых заданий, среднее
время обработки заданий КС, отклонение от сред
него времени обработки заданий КС, вероятность
сбоя ВС, вероятность восстановления ВС, среднее
время восстановления ВС, отклонение от среднего
времени восстановления ВС, количество КС, мак
симальное время обработки задания администра
тора, количество типов заданий, средний интервал
между заданиями, среднее время восстановления
ВС, отклонение от среднего времени восстановле
ния ВС. Типовыми заданиями в настоящей модели
являлись задачи вычисления азимута и среднеква
дратичной ширины области максимального при
роста годичных колец деревьев, вычисления значе
ний индексов прироста ширины годичных колец
деревьев и т. д.
Управление, вычислительная техника и информатика
31
В работе проведено исследование зависимостей
таких критериев как (всего 9): количество заданий
общее, отклонённых, без параллелелизма, с парал
лелизмом, аварийных ситуаций с восстановлени
ем, без восстановления, с восстановлением (для за
даний с параллелизмом), без восстановления (для
заданий с параллелизмом), заданий в очереди,
от следующих параметров (всего 5): количество
ВС, максимальное время обработки задания, коли
чество типов заданий, интервал между заданиями,
количество КС (рис. 2).
По оси Y приведены полученные значения ис
следуемых критериев – абсолютные численные
значения количества, а по оси X – абсолютные чи
сленные значения соответствующих изменяемых
параметров.
Во всех экспериментах моделирование осу
ществлялось в течении 24 ч (модельное время).
При выбранных в модели параметрах быстро
действия ВС: их количество (свыше 100), макси
мального времени обработки задания (до 100 еди
ниц), количество КС (до 10) практически не влия
ет на исследуемые критерии. Количество типов
выполняемых заданий значительно влияет на чи
сло выполненных заданий, а также на очередь к
КС. Изменение интервала поступления заданий
значительно влияет на исследуемые критерии, осо
бенно на начальных этапах его увеличения.
Распределенный вычислительный комплекс 
обработки дендроэкологических данных
На основе результатов моделирования был
спроектирован распределенный вычислительный
комплекс обработки дендроэкологических данных
(рис. 3). Архитектура комплекса базируется
на компонентах, используемых при построении
современных инструментальных средств распреде
ленных вычислений (gridсистем). Но внутренняя
структура комплекса, содержание функциональ
ных компонентов (middleware) и протоколы
их взаимодействия являются оригинальными. Ар
хитектура разработанного комплекса виртуализи
рует три основных технических ресурса, из кото
рых строится высокопроизводительный центр об
работки данных (вычислительные системы, систе
мы хранения данных и глобальные коммуника
ции), а затем собирает их в единый виртуальный
компьютер, чтобы предоставлять его ресурсы в ви
де сервисов пользователям центра.
В структуре распределенного комплекса обра
ботки дендроэкологических данных выделены вы
числительные серверы, коммуникационный сер
вер и сервер базы данных.
Планирование и диспетчирование процессами
обработки дендроэкологических данных возложе
но на специальный коммуникационный сервер.
Взаимодействие всех пользователей с комплексом
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Рис. 1. GPSS'модель для оценки эффективности функционирования распределенного вычислительного комплекса обработки
дендроэкологических данных




Рис. 2. Результаты моделирования распределенного вычислительного комплекса обработки дендроэкологических данных за'
висимости критериев от: а) количества типов заданий; б) интервала между заданиями
обработки осуществляется только через коммуни
кационный сервер. Основной задачей коммуника
ционного сервера является обеспечение оптималь
ной загрузки имеющихся в его распоряжении вы
числительных серверов и обеспечение режима ра
боты в реальном времени (online) пользователей.
В такой ситуации пользователю уже не важно,
на каком конкретном узле сети исполняется его за
дача; он просто потребляет определенное количе
ство виртуальной процессорной мощности, имею
щейся в сети.
На вычислительных серверах комплекса произ
водится математическая обработка данных.
Для полноценного функционирования ком
плекса анализа дендроэкологических данных орга
низован автоматизированный сбор, систематиза
ция и хранение научной информации в области
дендроэкологического мониторинга, а также фор
мирование и ведение базы дендроэкологических
данных. Выполнение этих задач возложено на ме
неджер данных, управляющий работой распреде
лённых серверов баз данных.
Рис. 3. Распределенный вычислительный комплекс обра'
ботки дендроэкологических данных
На рис. 4 представлена схема разработанного
алгоритма выбора вычислительного сервера ком
муникационным сервером.
Алгоритм использует информацию, которая
хранится в профилях (метаописаниях) вычисли
тельных серверов (таблица процессоров, таблица
соответствия задач и таблица задач).
Основные шаги алгоритма:
Шаг 1. Формирование списка вычислительных
серверов для решения задачи.
Рис. 4. Алгоритм функционирования коммуникационного
сервера
Шаг 2. Исключение из списка выключенных
серверов.
Шаг 3. Исключение из списка занятых серверов.
Шаг 4. Исключение из списка серверов, с кото
рыми связь по техническим причинам невозможна.
Шаг 5. Определение времени установления свя
зи и скорость передачи данных с серверами.
Шаг 6. Определение сервера с максимально
свободной вычислительной мощностью.
Шаг 7. При наличии нескольких серверов
с одинаковой вычислительной мощностью выби
рается тот сервер, с которым скорость обмена дан
ными выше.
Шаг 8. Увеличение на единицу значения поля
Количество пользователей.
Шаг 9. При отсутствии серверов со свободными
вычислительными мощностями заявка на выпол
нение задачи помещается в буфер коммуника
ционного сервера.
Шаг 10. Передача управления на выбранный
вычислительный сервер.
Критерий выбора заключается в поиске такого
сервера, нагрузка на который минимальна, а ско
рость обмена данными – максимальна.
На рис. 5 представлена схема разработанного
алгоритма менеджера данных (СУБД – система
управления базой данных).
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Рис. 5. Алгоритм функционирования менеджера данных
На менеджер данных (рис. 6) возложена работа
по взаимодействию с серверами баз данных.
Именно менеджер данных координирует распреде
ление и использование информации, находящейся
в локальных базах данных и тем самым виртуали
зирует накопители данных, объединяя их в единый
логический информационный ресурс. Функцио
нирование менеджера данных основывается на ин
формации, формируемой в системной базе данных
в таблицах серверов баз данных, таблицах соответ
ствия классов информации и описания классов
информации и СУБД.
Для практической реализации комплекса в на
стоящей работе использовался стек программных
продуктов LAMP – набор свободно распростра
няемого инструментария: HTTP сервер Apache
1.3.14, SQL СУБД MySQL 3.22.21, язык сценариев
PHP 4.2, а также сервер баз данных Oracle 8i для
постоянного хранения информации. Отметим, что
gridсистемой, реализованной с использованием
стека LAMP, является, например, компонент Grid
Prems французского gridпроекта Grid’5000.
Таким образом, с использованием разработан
ного алгоритма двумерного анализа изображений
дисков деревьев созданный распределенный вычи
слительный комплекс обработки дендроэкологи
ческих данных способен решать такие задачи, как
вычисление азимута и среднеквадратичной шири
ны области максимального прироста, а также вы
числение значений индексов прироста ширины го
дичных колец деревьев. Также, с помощью разра
ботанных программных средств математического
анализа годичных колец деревьев появилась воз
можность выявления изменений параметров окру
жающей среды, отраженных в приросте дерева,
и решения задач дендроэкологической диагности
ки с использованием дополнительной картографи
ческой и метеорологической информации. Более
подробная информация о решенных с помощью
комплекса задачах двумерного анализа изображе
ний дисков деревьев представлена в работах [3, 4].
Рис. 6. Менеджер данных
Выводы
1. Разработаны алгоритмы и программные сред
ства обработки дендроэкологических данных,
которые могут быть применены в мониторинге
экологического состояния окружающей среды.
2. Разработанная и постоянно пополняемая база
данных изображений годичных колец деревьев
обеспечивает использование полученной нево
зобновимой информации в будущих работах
на основе новых методов и разработок.
3. Предложенная функциональная структура ра
спределенного вычислительного комплекса мо
жет быть использована для решения широкого
круга задач, требующих значительных вычисли
тельных мощностей.
4. Использование разработанного распределенно
го вычислительного комплекса для решения за
дач дендроэкологического анализа позволяет
упростить их технологические аспекты реше
ния и значительно увеличить мощность вычи
слительного комплекса.
5. Созданные программные средства могут быть
использованы в качестве лабораторной базы
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в различных учебных дисциплинах, связанных
с охраной окружающей среды и экологией че
ловека и рекомендованы к внедрению в лесохо
зяйственных организациях и при подготовке
специалистов в области лесоведения в универ
ситетах России.
Известия Томского политехнического университета. 2012. Т. 320. № 5
36
СПИСОК ЛИТЕРАТУРЫ
1. RINNTECH // Products and services for tree and wood analysis.
2010. URL: http://www.rinntech.de/ (дата обращения:
27.08.2010).
2. GPSS // Имитационное моделирование систем. 2010. URL:
http://www.gpss.ru/ (дата обращения: 27.08.2010).
3. Ботыгин И.А., Попов В.Н., Тартаковский В.А. Математиче
ские модели в задачах обработки дендроэкологических дан
ных. Ч. I // Известия Томского политехнического университе
та. – 2011. – Т. 319. – № 5. – С. 118–122.
4. Ботыгин И.А., Попов В.Н., Тартаковский В.А. Математиче
ские модели в задачах обработки дендроэкологических дан
ных. Ч. II // Известия Томского политехнического университе
та. – 2011. – Т. 319. – № 5. – С. 123–125.
Поступила 29.06.2011 г.
Под электронными библиотеками (ЭБ) понима
ются информационные системы, позволяющие ав
томатизировать работу пользователей с электрон
ными ресурсами (ЭР), такими, как документы, изо
бражения, аудио, и видеофайлы и т. д. С появле
нием семантических технологий (СТ), предоста
вляющих средства работы с семантикой докумен
тов, возникла возможность разработки подходов к
автоматизации работы с этими ресурсами на новом
уровне. Разработка семантических электронных
библиотек (СЭБ) представляет собой решение ком
плекса задач, целью которых являются повышение
возможностей взаимодействия с пользователями
и расширение функциональности ЭБ, особенно
в поиске данных. Многие ЭР содержат метадан
ные, в том числе документы включают данные
об авторе, издании, дате создания и т. д. Такие ме
таданные часто хранятся в виде XML файлов, по
зволяющих выполнять универсальное описание ЭР.
Язык XML позволяет описывать только структуру
объектов, а не их семантику. В свою очередь,
СТ представляют возможность описывать семанти
ку ЭР (аннотировать их) и выполнять програм
мную обработку таких метаданных.
Для описания семантики метаданных необхо
димо использовать онтологические модели (онто
логии), определяющие наборы понятий предмет
ной области и их взаимосвязи. Для работы с онто
логиями в СТ имеются специальные языки для
описания семантики (OWL, RDFS, RDF) [1–3]
и запросов к семантическим данным (SPARQL)
[4], а также набор инструментов редактирования
и работы с семантическими данными (ProtJgJ, Se
same, Jena и т. д.) [5–7].
При разработке СЭБ с использованием СТ од
ной из наиболее важных и сложных задач является
разработка онтологий, описывающих области зна
ний, с которыми связано функционирование
ЭБ и содержание имеющихся в них ресурсов.
В данной статье рассматриваются особенности
и проблемы, связанные с задачей построения он
тологий для СЭБ, и обосновывается базовый набор
таких онтологий.
1. Использование онтологии в СЭБ
В области искусственного интеллекта под онто
логией понимается специальная система понятий
и взаимосвязей между ними, описывающая опре
деленную предметную область. Содержание поня
тий определяется с помощью концептов. Формаль
но в онтологии концепт отождествляется с объек
том (классом), имеющим связи с другими класса
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