ABSTRACT Compared with the traditional supervisory control and data acquisition (SCADA) data, phasor measurement unit (PMU) data is characterized by phase angle measurement and high reporting speed (perhaps 100 Hz). The high reporting speed provides dynamic characteristics of the power system frequency, voltage, and current measurement. PMUs have become one of the important data sources for smart grid monitoring. PMU/WAMS (wide area measurement system) based advanced applications have been widely used in the dispatch centers. Some of the applications, such as line parameter identification and state estimation, depend not only on phase angle data but also on phase angle difference between different locations. Field data can suffer from errors, such as time synchronization error, transducer error, PMU algorithm error, hardware error or malicious attacks, etc. A time synchronization error can directly cause an error in the phase angle difference calculated between the two ends of a transmission line that could degrade a PMU based application. In this paper, a novel method to cluster the phase angle difference data, assess the data quality and screen out the bad PMU phase angle difference data is proposed. First, we develop the hyperplane cluster method to cluster the phase angle difference data. Second, in order to screen out the right data type, this paper compares the virtual reactance parameters of each data type obtained by voltage mean to the line reactance parameter given by the system model. Finally, the performance of the proposed methods has been verified by a simulation. The efficiency of the proposed method has been analyzed. The application of the proposed method using field measured PMU data shows the engineering practicability of the proposed method. In addition, the comparison of the proposed method with other clustering methods is discussed.
I. INTRODUCTION
The synchronized phasor data measured by PMUs is an important source for power grid monitoring [1] . Currently, a series of advanced applications have been developed based on PMU/WAMS [1] , [2] , such as parameter identification [2] - [4] , state estimation [5] , [6] , low frequency
The associate editor coordinating the review of this manuscript and approving it for publication was Lin Zhang. oscillation monitoring traceability and wide area damping control, wide area protection, out-of-step separation [7] , [8] and so on.
The reliability of PMU data is essential for its applications. However, experience shows that the measured PMU phase angle has had some quality problems [9] . Studies have shown that time synchronization, power transformers, PMU algorithms, malicious attacks and other factors may cause deviations in measured PMU angle data [10] - [17] . Time VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ synchronization problems have been a major contributor to PMU phase angle data error. These problems may due to problems existing in the substation's own time synchronization system, or the GPS signal receiver. For example, the bad weather may influence the GPS receiver and result in biases in the time synchronization [10] . An attack or GPS signal interference by a device may also generate a timing deviation [12] , [13] . If a GPS receiver loses the satellite timing signal, it resorts to a local oscillator that will drift in time and cause the PMU phase angle measurement to drift as well [14] . This drift in time can be described as a steady-state deviation t between the two substation's time scale and UTC time causing a deviation of 2πf 0 t in the PMU phase angle measurement in the substation [15] . In practice, large phase-angle mismatch has been observed in real PMU measurements [16] , [17] .
Other aspects of data problems have been observed including ferromagnetic resonance and transient response of capacitive voltage transformers, saturation of current transformers [18] , the error of spectrum leakage and frequency fluctuation in PMU algorithm. These all have an impact on the accuracy of the PMU data.
To ensure the reliability of PMU applications, bad data detection and screening of the PMU is required. At present, the PMU data detection methods can be divided into two categories: (1) traditional model-based statistical methods; (2) artificial intelligence/data driven based methods which may base on power system model.
The first approach is used by traditional model-based statistical methods realizing the PMU data detection with power system applications such as state estimation, etc. Reference [19] uses the expectation maximization algorithm to screen out the PMU data which may have been attacked. Reference [20] constructs different objective functions and sensitivity matrices by means of hypothesis testing in statistics to achieve bad data detection. Reference [21] detects the bad data by a statistics mutation change.
The second approach adopts artificial intelligence/datadriven based methods for detecting bad data. References [22] , [23] use support vector regression estimation to identify abnormal data by comparing the residual between predicted and measured values. Reference [24] uses a density-based spatial clustering method to screen and calibrate PMU data online at both ends of the line. The method does not need accurate model parameters, can detect and calibrate the deviation caused by the PMU and its measurement channel, and has good anti-noise performance. Reference [25] realizes data detection by constructing multiple unsupervised learning models, automatic weight assignment and online recognition.
Furthermore, some data correction methods have been proposed to recover abnormal data [26] - [30] . Reference [26] presents a new approach for synchronized phasor measurement-based state estimation, which can perform phasor angle bias correction with given measurement redundancy. Reference [27] proposes a correction method of PMU phase angle data under GPS spoofing attack, based on synchrophasor-based power system state estimation. For detection and correction of errors in PMU measurements, Ref. [29] utilizes several mathematical techniques based on least-squares optimization to integrate synchronized measurements and power system operation planning data, allowing the method to be used for real-time synchronized measurement calibration. Reference [30] presents a novel data mining-based approach which detects and fixes data manipulation attacks to the wide area monitoring system.
Various methods for detecting and calibrating bad data from PMU have been proposed. Some of them apply clustering methods, such as density-based spatial clustering for the detection of bad data in Ref. [25] and realizing online calibration of PMU in Ref. [24] and Ref. [30] . There is no doubt that applying clustering methods is a way to improve data quality of PMU. In Ref. [31] , a review of clustering methods has been presented and the traditional clustering algorithms and modern clustering algorithms are compared.
Among those clustering methods, the K-means clustering algorithm has the nature of relatively low time complexity and high computing efficiency in general. In addition, centroid points of different clusters can be obtained by a K-means clustering algorithm. That makes it possible for applying K-means clustering to online screening for abnormal PMU data. However, the weakness of K-means clustering algorithm is that the K-means results can be influenced by initial points and easily drawn into local a optimum which may lead to an incorrect result. Therefore, in recognizing with the above problem and the problem raised by field data, we propose a PMU bad phase angle data detection and screening method based on hyperplane clustering which is modified from K-means clustering using line electrical connection parameters applied to the measured phase angle difference data of two substations. The innovations of this work are as follows:
(1) Aiming at the features of PMU phase angle difference data error, the clustering method has been improved.
(2) A scheme for detecting and screening the abnormal data of phase angle difference is proposed with high computational efficiency, and strong online application capability.
The remainder of this paper is organized as follows: Section II presents the data and initial analysis for the problem. Section III introduces hyperplane-based data classification method. Section IV introduces the normal data screening method with virtual reactance and the online application strategy. Section V verifies the feasibility of the method through simulation. Section VI applies the proposed method to the actual data and shows the practicality of the method Finally, the conclusions are presented in Section VI.
II. INITIAL ANALYSIS TO MEASURED PMU DATA A. RELATIONSHIP BETWEEN ACTIVE POWER AND VOLTAGE PHASE ANGLE
A transmission line with PMUs measurement at both ends m and n is shown in Fig. 1 . Bus m is designated the sending end and bus n is the receiving end. By ignoring the line-to-ground admittance branch, the active power on the transmission line can be expressed as:
where
is the branch series conductance and series susceptance respectively. For the high-voltage transmission line, the resistance is much smaller than reactance (R X ), that is, B G and B ≈-1/X . Meanwhile, the phase angle difference between the two ends of the line is small, thus, sin θ mn ≈ θ mn , then
Equation (2) shows that the active power P mn is approximately proportional to the voltage phase angle difference θ mn . The voltage phase angle difference between the two ends of the line is shown in Figure 4 and 5. It shows an obvious step jump in the value of measured phase angle difference, but it does not exist in the active power data. Thus, the power calculation remains constant even though the phase angle changes. (2) above shows the active power is proportional to the voltage phase angle difference between the two ends, VOLUME 7, 2019 so here where the power measured at each end does not change when the angle changes indicates the phase angle data may be bad.
Furthermore, the phase angle difference can be roughly classified into two groups, thus, which group is the right one?
The mathematical formulation of the above problem could be stated as follows: for a transmission line, if there is an angle difference step problem in PMU data, then use a clustering method to divide the data followed by an indicator to determine which data is normal.
This paper presents the usage of clustering method to realize the detection and screening of bad data in phase angle difference in the following sections.
Remark: The primary mechanism creating phase angle jumps are jumps in clock states caused by synchronization problems. While the clock may transition between many points, more than two stable states have not been observed. Therefore, the proposed method is only for the two clusters case.
III. CLUSTERING THE DATA A. THE K-MEANS CLUSTERING METHOD
The K-means clustering method is a widely used unsupervised machine learning method. Given the number of data clusters, the K-means clustering method calculates the distance from all the data to the K cluster centers, and divides it into clusters accordingly.
The specific process of K-means clustering method could be as follows:
(1) Determine the required number of data clusters K; (2) Randomly select K initial center points; (3) Calculate the distance from each data point to all the centers to find the nearest cluster center. The data point is assigned to the cluster corresponding to the nearest center. For example, calculate the distances between the i-th data and K centers. If the distance from i-th data to k-th center is the smallest one, then i-th data belongs to k-th cluster; (4) Calculate the median of the distances from the data to the center in each cluster, and replace the cluster center with the median; (5) Repeat step (3) and (4) until the cluster's centers do not change.
The K-means algorithm can divide the data into the desired number of categories according to actual needs, but the classification of the data by the K-means algorithm is locally optimal and susceptible to the initial centroid. Furthermore, it is difficult to ensure that the clustering result is the desired one. With the above consideration, the hyperplane clustering method is proposed based on the K-means method combined with electrical connection parameters.
B. HYPERPLANE CLUSTERING FOR PHASE ANGLES
This subsection presents the phase angle difference classification based on hyperplane clustering.
The equation (2) indicates that the active power P mn and the phase angle difference θ mn are approximately proportional which is a linear relationship. Thus, if there is a step change in phase angle difference data, the P mn will also have a step change, but the ratio between them will not change unless there is an error in the data. The difference of ratio between different data sets can be used to realize hyperplane clustering in screening out abnormal data.
The PMU data contained following data taken from both ends of the line at different times: the amplitude of voltage, the angle of voltage, the amplitude of current, the angle of current, the active power and the reactive power. It has dimension 6 (measurements) * 2 (locations) = 12. However, only the phase angle difference θ mn and the active power P mn can be selected as features to implement hyperplane clustering for data classification. Therefore, the proposed hyperplane clustering method only needs two-dimensions. It uses hyperplane as data center which is different from K-means clustering. In detail, the hyperplane used in this method is the linear line which relates the linear relationship of the active power P mn and the phase angle difference θ mn . Therefore, the physical constraints are heuristically included in the proposed clustering algorithm.
Set θ mn and P mn as the x-axis and y-axis respectively. The specific hyperplane clustering method is as follows:
(1) Calculate P mn / θ mn of each data; (2) Calculate the maximum and minimum of the P mn / θ mn called a 1 and a 2 , make them the initial slope values of center line. Initial cluster center line P mn = a 1 θ mn , P mn = a 2 θ mn are formed; (3) Calculate the distance between all data points and the straight line P mn = a 1 θ mn and P mn = a 2 θ mn . Classify each data point into a cluster associated with the nearest straight line.
The distance from the i-th data point to the center line of the k-th data cluster is shown in figure 6 and defined as follow:
In the k-th cluster (k = 1, 2), calculate the slopes of all the data points (P mn,i / θ mn,i , denoted as a k,i for i-th data point) in the cluster, then calculate their median (denoted as a k,median ), and replace the slope of the center line (denoted as a k ) obtained by the (n-1)-th iteration with a k,median . That is, a n k = a n k,median . (5) Repeat steps (3) and (4) until a n k (k = 1, 2) do not change. Then the slope value of each cluster center line a ∞ k = lim n→∞ a n k (k = 1, 2) could be obtained. Remark: Theoretically, the proposed hyperplane clustering method has two advantages over the K-means clustering method to the problem raised in the paper.
i) The proposed hyperplane clustering method adopts the physical feature of the data heuristically, i.e., it uses the feature of the active power P is approximately proportional to the voltage phasor angle difference θ .
ii) The initialization method in the proposed hyperplane clustering method can avoid random parameter selection, which may degrade the result in K-means clustering.
IV. DATA SCREENING METHOD AND APPLICATION

A. DATA SCREENING METHOD
This section provides a method way to screen out the correct data in the case that line reactance is known, after the hyperplane clustering.
For each point in different clusters, the virtual line reactance of the i-th point in the cluster can be calculated as follows: In this paper, comparisons of the virtual impedance of different clusters with the actual impedance is used. For the k-th (k = 1, 2) cluster, the central virtual impedance is calculated as follows:
Step 1: Calculate the voltage mean (U k m , U k n ) of the k-th clusters.
Step 2: Calculate the virtual impedance X vk of cluster k by using a ∞ k and U k m , U k n from (5).
Step 3: the indicators of different cluster can be calculated as follows:
Step 4: the data cluster whose index is closest to 100%, will be determined as the data cluster corresponding to the normal data.
B. DETAILS IN APPLICATION
The proposed method can be applied in the local center, as shown in Figure 7 , to where the data of two ends of a line measured by the PMUs would be uploaded. In order to detect the step jumping in the phase angle difference data, a start-up criterion can be set to initiate the proposed method. Supposing the amount of data in a detection time window is N , the amount of data in a clustering time window is M . The start-up index is as follows.
where j, j+N , are the number label for the data. W (j) is the set of angle differences between 2 ends of the line from number label j to j + N -1. Std(W(j)) is the standard deviation of the angles in set W (j). When there is no step jump and large fluctuation in two detection time windows, the ratio of standard deviation of the data, that is, σ (j) is close to 1. When a step jump occurs in W (j + N ), σ will become a number larger than 1. In general, the threshold σ th is influenced by the length of the time window N . Thus, with the above start-up index σ (j) calculated in the local center, which receive the data at the both ends of the line, the proposed method could be applied. Once σ (j) > σ th a timing problem is detected. The data window C(j) used in the proposed method is set from j to (j + M ).
In detail, the steps in the process of applying the proposed method could be stated as follows.
Step 1: Calculates the start-up criterion σ (j).
Step 2: Is σ (j) bigger than σ th ? Yes: go to Step 3; No: go to Step 4.
Step 3: Run the proposed method in the time window C(j). Then slide to W (j+M ) and W (j+M +N ). Repeat step 1 when data is uploaded. Go to step 1.
Step 4: Slide to next detection time window W (j + 1) and W (j + N +1). Repeat step (1) and (2) when data is uploading.
In addition, the flowchart of the proposed method is shown in Figure 9 .
Remark: In the application of the proposed method, the time delay of data transmission is up to 100-1000ms, or even more, and the time cost of collecting data depends on the length of clustering time window M, which will be several seconds. Then, the application of the proposed method could be ''on-line'', but it would be delayed with some seconds (may be limited in 10 seconds).
V. CASE STUDY WITH PSCAD
A 500kV 110km single-circuit transmission line is built in PSCAD, and the line is with the typical parameters, i.e., R = 1.661 , X = 28.71 , and B = 5.676e-4S. The PMUs measure the data of the steady-state positive sequence voltage, current phasor, active and reactive power at both ends of the line is obtained, with the sampling frequency 50 Hz. A total of 4 sets of 500 data points each (10s long) are used in this paper.
To simulate the phase angle step, a phase angle step deviation −0.5 • is added in each data set in two places, one from data number 100 to 150 and the other from 250 to 350. One data set has no added noise and the other 3 have zero mean added Gaussian noise. In detail, noise with a standard deviation of 0.1 • is added to voltage phase angle and with a standard deviation of 0.5% is added to active power in all 3 cases. In addition, noise with standard deviation intensities of 0.1%, 0.2%, and 0.3% are added to the amplitude of voltage, these are shown in fig 10. The data windows C(j) for simulation and measured data are set as the data window which include all data.
In the simulations, the parameters are set as follows, the threshold of start-up σ th = 2 and the length of detection time window N = 50. With the above data, the start-up index σ at different time can be obtained, as shown in Fig. 11 . Fig.11 shows that start-up index σ (j) are bigger than threshold σ th at some data points. Therefore, hyperplane clustering data should be initiated.
With the proposed hyperplane cluster method, the data shown in Fig. 4 could be classified into two sets, as shown in Fig. 12 and Fig. 13 , for the case of with and without noise, respectively.
Furthermore, the proposed indicator according to different group can obtained, as shown in Table 1 . Table 1 shows that, in the case without/with noise, the indicator of the cluster set 1 is much smaller than the cluster set 2, which is consistent with the simulation setting.
Therefore, the proposed method can accurately identify the correct data with/without noise.
Furthermore, Table 1 shows that, although intensities of the Gaussian noise are changed but the indicator γ Xk of the two clusters of data changed little (within 1%).
In addition, the simulations are performed on the computer with Intel Core i5-8400 2.8Ghz, running in the environment of MATLAB R . The time cost and its average for the program containing 500 sets of data is shown in Table 2 . Table 2 shows that the proposed method is fast, and can provide a data check in <0.1s. 
VI. CASE STUDY WITH MEASURED PMU DATA A. RESULT OF HYPERPLANE CLUSTERING
This section presents the application of the proposed method to the measured data A mentioned in Section II.
For the 220kV line in section 2, its length is 40.358km, and its line offline parameter is R = 0.04 /km, X = 0.304 /km, B = 1.954e-6S/km. The PMU upload frequency is 25Hz. For the 1500 sets of data (1 minute) with phase angle difference step, the result of start-up index is shown in Fig. 14 . The Fig.14 shows that start-up index σ (j) are bigger than threshold σ th and the hyperplane clustering data should be initiated.
The result of the proposed hyperplane clustering can be obtained as shown in Fig. 15 .
In addition, the proposed indicator according to different group can obtained, as shown in Table 3 . Table 3 shows that for the measured data, the indicator of data cluster 2 is bigger than data cluster 1. According to simulation result, data in cluster 2 are the normal data.
B. COMPARISON WITH DIFFERENT CLUSTERING METHOD
For the simulation data and the measured data A, the K-means and Fuzzy C-means could give out the same result as the proposed hyperplane clustering method. However, in different cases, there may be different results. This subsection presents the related examples.
In this subsection, another measured data B of the same transmission line is used, as shown in Fig. 16 . The result of K-means and Fuzzy C-means could be obtained, as shown in Fig. 17, and Fig 18, respectively. The result of proposed hyperplane clustering method is shown in Fig. 19 . Comparing the result of Fig 19 to the Fig. 17 and Fig. 18 , it indicates that the K-means and Fuzzy C-means clustering methods could not give the desired result. Thus, the proposed hyperplane clustering method is recommended.
The reason may be that the proposed hyperplane clustering method heuristically adopts the physical feature of the data, i.e., the active power is approximately proportional to the voltage phase angle difference.
VII. CONCLUSION
A novel method for screening the PMU phase angle difference data based on hyperplane clustering is proposed in this paper. The method is suitable for detecting phase angle difference bias error data, which may be caused by time synchronization error, malicious attack, etc. The proposed paper can classify the PMU phase angle difference data set with and without bias error efficiently based on hyperplane clustering. Through comparing the virtual reactance obtained by the DC power flow equation with the reactance in control room, the abnormal PMU data set can be screened out. If the phase angle error is very small, it may not be possible to distinguish between the right data and bad data. However, for most of the cases, the proposed method works well and it is practical to implement. His research interests include the model and data-driven power system stability analysis, control and protection, and especially the applications of the PMU.
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