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Let I = l-1, 1 ] and f: I + I be continuous, piecewise monotone and odd with 
two extrema. A periodic orbit is called symmetric if --x is in the orbit when x is in 
the orbit. A periodic orbit which is not symmetric is called asymmetric. The first 
result of this paper proves an ordering of the periods for the symmetric orbits. 
There are two possibilities depending on how f behaves in a neighbourhood of 0. 
The second result of this paper proves that for a one-parameter family of odd 
functions with negative Schwarzian derivative there are three different types of non- 
degenerate bifurcations: saddle node, period-doubling pitchfork and period- 
preserving pitchfork. The last type of bifurcation occurs exactly when a symmetric 
orbit bifurcates to two asymmetric orbits. 0 1985 Acedemic Press, Inc. 
1. I~rn0DUCrr0~ 
Iterations by continuous functions with one extremum (unimodel maps) 
have recently been extensively studied. Iterations by special functions with 
two extrema have also been studied: odd cubic polynomials are found in 
[Ml], [M2], [GM], some odd functions in [CP], and cubic polynomials in 
general are found in IF], [FK], [SBCJ]. In the present work we study 
iterations by odd continuous functions with two extrema. We answer a 
question about the ordering of periods asked in [M2] and prove that the 
bifurcation pattern described in [GM] for the odd cubic polynomials is true 
in the class of odd functions with two extrema and with negative Schwarzian 
derivative. 
Let I be the interval 1-1, l] in R’. Let Y denote the class of functions 
with the properties: 
f:I-I 
is continuous and odd, i.e., 
.0--x) = -f(x) (1.1) 
and there exists a c > 0 such that f is strictly monotone on the intervals 
[-1 , -cl, [-c, c] and [c, 11. Let .T+ (3-) denote the subset of Sr consisting 
of functions which increase (decrease) in l--c, c]. 
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The point x = 0 is a lixpoint for every J: In the following x is always 
assumed to be different from 0. 
A point x E Z is said to be a point of period n if f”(x) =x and f”(x) # x 
for 1 < k < n. We shall denote a periodic orbit of period n 
( X,,X2,..', 4 where 
f txj)9 j = 1) 2 )...) n - 1, fW=x,. 
(l-2) 
xj+l = 
If x is periodic, then -x is periodic with the same period, since f is odd. 
A point x E Z for which 
f”(x) = -x and fk(X) # -x for 1 ,< k < n (1.3) 
is a periodic point of period 2n. An orbit of this type is called symmetric. 
Any symmetric orbit has even period. A periodic orbit which is not 
symmetric is called asymmetric. Any asymmetric periodic orbit 
(x1 9 x2 Ye’-, x,) has a twin orbit (-xl, -x2 ,..., -xJ. 
For a symmetric orbit of period 2n 
are the points (xi, -xj) and (-xj, xj), j = I,..., IZ, contained in the graph of 
f “. If a point (x, -x) is contained in the graph of 7 for some n, then x and 
-x belong to a symmetric orbit of period 2k, where n = k a q, q odd. 
In the function class X there is a symmetry defined by 
.F+.F f--J (1.4) 
The symmetry gives a one-to-one correpondence between Y+ and K-. We 
shall give a characterization of the possibilities for the periodic orbits off 
compared with the periodic orbits of -f: 
FIG. 1.1. Graph of JEX-. There is one symmetric orbit of period 2. 
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PROPOSITION 1.1. Let x # 0. 
The points x and -x determine a pair of asymmetric periodic twins of odd 
period 2n + 1 for f if and only if x determines a symmetric orbit of period 
2(2n + 1) for -J 
The points x and -x determine a pair of asymmetric periodic twins of even 
period 2n for f if and only if x and -x determine a pair of asymmetric 
periodic twins of the same period 2n for -f: 
The point x determines a symmetric orbit of period 4n for f if and only if 
x determines a symmetric orbit of the same period 4n for -f: 
ProojI The proof is straightforward. 
Let (x,,...,x~~+~) and (-x1,..., -x2,,+, ) be a pair of asymmetric periodic 
twins of period 2n + 1 for j Then (x1, -x2, x3 ,..., x?~+,, -x,, x2, 
-x3 ,***, -&+ 1 ) is a symmetric orbit of period 2(2n + 1) for -f, and vice 
versa. 
The two other cases are proved similarly. I 
2. ORDERING OF THE PERIODS 
We shall give a slight improvement of the general Sarkovskii-ordering of 
the periods for continuous functions (see, for instance, [BGMY]) to an 
ordering of the periods for odd functions in jr, where we distinguish between 
asymmetric and symmetric periodic orbits. 
For brevity we shall say property A(k) holds if f has a pair of asymmetric 
periodic twins of period k and property S(2k) holds if f has a symmetric 
orbit of period 2k. 
THEOREM 2.1. (1) Let f E S+ . Then 
S(2.2)=>S(2.3)5...=+S(2n)*S(2(n+l))*... 
=sA(~)=s-A(~)* ..a +A(2. 3)=+A(2. 5)* a.. 
*A(22.3)*A(22.5)=+.. *A(23)*A(22)*A(2)*A(1). 
(2) Let f E E . Then 
S(4 * l)*A(2 * 1+ l)=> . ..=xS(4(n-l))*A(2(n-1)+1)**~. 
=a S(4n) * .a. =xS(2.3)=sS(2 f 5)* ff. 
=xS(2(2n-l))~S(2(2n+l))+...*A(2.3)*A(2.5)***. 
=aA(2’. 3)a,4(22. 5)+ . ..G=A(~~)+A(~~)+A(~)*S(~). 
The two parts of the theorem are equivalent-an easy consequence of 
Proposition 1.1. 
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Assume part (2) and prove for f EST, that S(2n) 3 S(2(n + 1)). 
(1) If n = 21 then 
S(2n)= S(4Z) for f 3 S(41) for -f 
*A(21+ 1) for -f+S(2(21+ l))=S(2(n+ 1)) forf. 
(2) If n = 21- 1 then 
S(2n) for f * A (21- 1) for -f 3 S(41) for -f 
9 S(4f) = S(2(n + 1)) for J: 
The rest of the equivalence-proof can be worked out similarly. 
Hence it is enough to prove the theorem for s”+. Furthermore the 
following remarks will show that without loss of generality we can restrict 
ourselves to the subset s+ of ;T+ defined by 
~+={fE~+)f(c)=lA\f(l)<c). (2.1) 
Remark 2.1. The following two examples show that it is not possible to 
put S(2) into the sequence in Theorem 2(l) (equivalently A(1) in part (2)). 
Property S(2) holds for the map defined in Fig. 2.1 (a), but none of the other 
properties hold. Property S(2) does not hold for the map defined in 
Fig. 2.1 (b), but A (1) holds. 
Remark 2.2. We may assume that f EF+ have no other symmetric 
periodic orbit of period 2 then possibly (1, -1). Since if f has a symmetric 
periodic orbit (y, -v), where 0 < y < 1, then the only possible periodic 
points in the intervals [-1, -y] and [ y, 1 ] will belong to symmetric periodic 
orbits of period 2. 
There are three cases to be considered. Let z > y be another symmetric 
period-2-point or z = 1. Then the interval [y, z] is invariant with respect to 
a b 
FIGURE 2.1 
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FIGURE 2.2 
f *. If there is no symmetric period-Zpoint in ] y, z[, then for x E ] y, .z[ the 
sequence {f*“(x)},,, is increasing (Fig. 2.2(a)) or decreasing (Fig. 2.2(b) 
and (c)) and the only periodic points in [v, z] are y and possibly z. 
Remark 2.3. We may assume for f EST; that f(c) > c and f’(c) ( c. 
Since (1) if f(c) < c, then the only possible period for f is 1, and a lixpoint 
belongs to the interval I-c, c] and (2) if f(c) > c and f’(c) > c, then the 
only possible periods for f are 1 and 2, and an orbit of period 2 if any 
belongs to the interval [c, f(c)] and the twin orbit to the interval [-f(c), -cl. 
Following Remarks 2.2 and 2.3 we see that the interesting behaviour takes 
place in the interval [-f(c), f(c)] for functions, where 
f(c) > c,f2(c) < c and f 6) f --x for x E IO, f(c)[. 
We rescale and consider functions f in ;“+ satisfying 
f(c) = 1 and f(l) < c. 
If f E F+ and f (1) > 0, then the behaviour is described completely as the 
behaviour of the unimodel map f (,o,ll. Only asymmetric orbits can appear 
and the ordering of the periods is just a repetition of the Sarkovskii-ordering. 
The proof of the ordering of the periods for the symmetric orbits will be 
based on itineraries and kneading sequences. It is contained in the next 
section. 
3. ITINEARIES AND KNEADING SEQUENCES 
Many of the properties for the orbits off are reflected in properties for the 
itineraries. This was studied for unimodal maps in [MSS] and [DGP] and 
for piecewise continuous maps in general in [MT]. Following [C] it is not 
necessary to use specific symbols for fc. 
DEFINITION 3.1. Let f E ST, be given. We define a multi-map 
A: I-+ (--LO, 1) 
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called the multi-address by 
i 
-1 if x E [-1, -cl 
A(x)= 0 if x E [-c, c] 
1 if x E [c, 11. 
We associate to x E I one or two infinite sequences denoted by 
i(x) = (A(x), A (f(x)>,..., A(f”(x)),...). 
(3.1) 
(3.2) 
If x is not a predecessor of c or -c, then i(x) denotes a well-defined 
sequence. If x is a predecessor of c or -c, then i(x) is a common name for 
the following two sequences: 
i,,(x) defined such that A (f”(x)) = 0 if If”(x)/ = c 
ii(x) defined such that jA(f”(x))] = 1 if If”(x)] = c. 
(3.3) 
A sequence i(x) is called an itinerary of x. 
Corresponding to the fact that f is monotonic decreasing on the intervals 
[-1,-c] and [c, l] an increasing on the interval [-c, c] we define d 
&(* 1) = -1 and E(0) = 1. (3.4) 
We shall denote the set of infinite sequences by Z and let < denote 
lexicographically ordering in C induced by the usual ordering 
Let a = a,a,a,a, 
is defined by 
The c-operator 
is defined by 
-1 <o< 1. 
be an element in Z. The sh$t operator 
a(a) = a,a,a, es.. 
c(a) = b,b,b2b, -.. 
(3.5) 
(3.6) 
whereb,=a,, bk=cO.u’ck(-IaR, k>Oand ej=.s(aj). 
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Notice that 
c2=idz. (3.7) 
Let -a denote the sequence (-aO)(--a,)(-~,) +.. . 
We shall also use the notation a for a finite sequence a, .ea uj-, of length 
j, and then let e(a) denote the finite sequence b, ..a bj- i and let -a denote 
the finite sequence (-aJ a.. (-uj- i). 
We call a finite sequence odd (even) if the number of f 1 in the sequence 
is odd (even). 
The following diagram commutes 
If1 
where 
c?(a) = 1 
44 if u,=O 
-0) if a,= fl. 
(3.8) 
(3.9) 
The fundamental fact about the composition 
is contained in 
LEMMA 3.2. Let f E 2?+ be giuen. Ifx -C y then O(x) < 8(y). 
The proof can be copied from [MT], and it follows directly that in the 
case where i(x) or i(y) denotes two sequences the inequality 0(x) < e(y) is 
true for both choices. 
Since f is an odd function we have 
i(-1) = -i( 1) and e(-1) = - e( 1). (3.10) 
From the inequality 
-1 <f”(x) < 1 for all x E I and for all k (3.11) 
from the above lemma and from 
Nyk(x)) = cTke(x) = *eke(x) (3.12) 
ITERATIONS BY ODD FUNCTIONS 283 
it follows that 
-e(l)<ake(x)<8(1) for all x E I and for all k (3.13) 
especially 
-e(i)+ke(i)~e(i) for all k. (3.14) 
Since all the inequalities are fulfilled for 8(l) no matter what choice we 
make, we shall always use the minimal sequence v, i.e., 
if 1 is not periodic, then v = e(l) 
if 1 is asymmetric periodic of period n, then 
! 
(P- 1)” if p odd, 
v = (po)0 if p even, 
where p = ,uo ,..., ,u,, - 2 (3.15) 
and if 1 is symmetric periodic of period 2n, then 
v= WY 
I 
if p odd, 
(P - 1)” if p even, 
where ~=P~,...,P~-z. (3.16) 
The sequence v is called the kneading sequence off: 
A sequence m E z is called maximal if 
-m < d(m) < m for all k. (3.17) 
A sequence a E 2 is called m-admissible if a satisfies 
-m < ok(a) < m for all k. (3.18) 
For any x E I the sequence e(x) is v-admissible. On the contrary we prove 
the following 
PROPOSITION 3.3. Let f ~2+ be given and let v be the kneading 
sequence. If a E Z satisfies the strict inequality 
-v < ok(a) < v for all k (3.19) 
then there exists an x E I such that 9(x) = a. 
ProoJ The proof is essentially the same as in [CE]. Let 
L = {x E Z ] 8(x) < a} and R = {x E I ] 8(x) > a}, where the inequality has to 
be satisfied no matter what choice we make for 8(x). Both sets are non- 
empty since -1 E L and 1 E R. We shall show that the sets L and R are 
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open. The connectness of the interval Z then implies the existence of an x, 
such that e(x) = a. 
Let xEL. 
Case 1. Assume r!Zj(x) is well defined for j at least up to the smallest 
integer p such that 8,(x) # a,. Then there exists an open neighbourhood U 
of x such that 
ejtY) = ejtx> for all y E U and all j < p. 
Hence UcL. 
Case 2. Assume p is the smallest integer such that 1 f”(x)\ = c and 
assume 19,(x) = aj for all j< p - 1. There are four possibilities to be 
considered corresponding to f”(x) equals c or -c and a,, -.. up-, is odd or 
even. 
Assume f”(x) = c and a, . - - a,- 1 is odd. Then 19,(x) equals 0 or -1. 
Hence aP equals 0 or 1. There exists an open neighbourhood U of x such that 
O,(Y) = e,(X) for all j < I, - 1 and e,(v) = -y for all y E U. 
If up= 1 then UcL. 
If up = 0, we have to compare v and ~?‘+~(a) = -op+ ‘(a). Let q be the 
smallest integer such that vq- i # a,,+4. 
Again there are two cases. 
If e,(l) is well defined for j at least up to q - 1 then there exists an open 
neighbourhood Vcf”(U) of c such that 
ejtf(z>> = vj for all j < q - 1 and for all z E V. 
If v has the form (3.15) or (3.16) and n < q the same is true, since V can be 
chosen such that V by f”‘“, where 1 < m < q/n, is mapped to that side of c 
or -c, which corresponds to the symbol chosen in the definition of v. The set 
f-“(V) n U is an open neighbourhood of x contained in L. 
The three other possibilities are proved similarly, as above we have to 
compare -v and op+’ (a). 
We conclude that L is open. 
That R is open is proved with the same arguments, the only difference is 
that we have to compare v and up+‘(a). m 
An itinerary is called periodic with period n if 
and 
i(x) = au, where a = a, ,..., a,- 1 
d(i(x)) Z i(x) for 1 < k < n. 
(3.20) 
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An itinerary is called symmetric periodic with period 2n if 
and 
i(x) = (a - a)“, where a = a, ,..., a,-, 
d(i(x)) # -i(x) for 1 <k < n. 
(3.21) 
If the orbit of x is symmetric periodic with period 2~2, then the itinerary of x 
is symmetric periodic with the same period (see Lemma 3.4 below). 
From the itinerary we conclude 
LEMMA 3.4. Let f E F+ and let i(x) = aw be periodic with period n. 
Then f j(x) converges to a periodic orbit off as j + co. The periodic orbit of 
f has period n if a is even and period n or 2n if a is odd. One of the points in 
the periodic orbit has i(x) as an itinerary. If the periodic orbit has period 2n, 
then there exists a y such that i(y) = i(x). 
The proof can be copied from [CE]. 
LEMMA 3.5. Let f E F+ and let i(x) = (a -a)“ be symmetric periodic 
with period 2n. Then fj(x) converges to a periodic orbit of period 2n as 
j+ 03. The periodic orbit is symmetric if a is odd. The periodic orbit need 
not be symmetric if a is even, but then there exists a y belonging to a 
symmetric periodic orbit with period 2n and such that i(y) = i(x). 
Proof: For every r, 0 < r < n - 1, let J, be the smallest closed subinterval 
of [-1, 11 containing all the points f r+2nq(x) and -f r+n+2nq(x) for q > 0. 
For every r, n < r < 2n - 1, let J, be the smallest closed subinterval of 
[-1, l] containing all the points f rt2n9(~) and -f r--n+2nq(x) for q > 0, then 
J,= -Jr-,,. The interior of J, does not contain fc, and hence S (, is a 
homeomorphism into J,, lCmod 2n). Thus f n is a homeomorphism of Ji into 
-J,, . 
Assume a is odd. Then f n IJ0 reverses orientation. Then if x < -f”(x) it 
follows that f”(x) > -f*“(x) and hence 
converges to a limit in J,. This limit belongs to a symmetric periodic orbit 
with period 2n. If x > -f”(x), then 
x > -f”(x) > f 2”(x) > -f’(x) > * * * ) 
and this leads to the same conclusion. 
Assume a is even. From Lemma 3.4 we know that f’(x) converges to a 
periodic orbit of period 2n. We may assume that x itself is periodic with 
period 2n, since the itinerarry does not change. If x is not symmetric 
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periodic, we define .Z as the interval with endpoints x and -f”(x). The map 
f” : J -+ -.Z is an orientation preserving homeomorphism of .Z onto -J. Thus 
there exists a point y E .Z such that f”(y) = -y and i(y) = i(x). 1 
Let f Ey+ be given. To every symmetric periodic orbit of period 2n 
corresponds the symmetric periodic sequences i(x), i(f(x)),..., iv’“-‘(x)) of 
period 2n. One of the g-sequences e(x), edf(x)),..., tIdf*“- ‘(x)) is maximal. It 
has the form 
I 
(Iv 
*= (CC-P)” 
if p odd, 
if 14 even, 
where P =p, .*.,u,,-,. (3.22) 
If c belongs to the symmetric orbit, we let m = v as defined in (3.16). 
PROPOSITION 3.6. The smallest maximal sequence of the form (3.22) is 
s,= (1 0 .*. o)w. 
Proof. It is clear that s, is maximal. 
Consider a maximal sequence m of the form (3.22) such that m < s,. It 
follows that 
p = a(-a) a(-a) . . . 
where a = 10 ... 0 and the number of +a is odd or even for P odd or even, 
respectively. In both cases there exists a k such that 
d(m) = am > m, 
in contradiction with the maximality. I 
We are now able to finish the proof of Theorem 2.1. 
Let f E @+ be given, and assume there exists a symmetric periodic orbit 
of period 2n. Then the maximal f&sequence for this orbit is greater than or 
equal to s,. Since 
S n+1<% (3.23) 
the sequence s,+i fulfils the condition (3.19) in Proposition 3.3, and we 
conclude that there exists an x E Z such that e(x) = s, + i and i(x) = E(s,+ i). 
From Lemma 3.5 it follows that there exists a symmetric periodic orbit of 
period 2(n + 1). 
Since the inequality 
-s, < uk(aw) < s,, (3.24) 
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where a = 100 - 100, is satisfied for all k, then there exists an x E I such 
that i(x) = s(aO)= (lOO)U. From Lemma 3.4 it follows that there exists a 
periodic orbit of period 3. 
This ends the proof of Theorem 2.1. 
EXAMPLE 3.1. As an example we give a complete ordered list of the 
maximal sequences of the form (3.22) for 2n = 8: 
s,=(1000)“<(1001-loo-l)“<(lOl-1)” 
<(lOlO-10-10)” 
<(ll-lO)“<(ll-ll-l-ll-l”<(llO-1)” 
< (1 100 - 1 - 1 oo)W< (1 1 1 O)O 
<(llll-l-l-l-l)“. 
Remark that the first four sequences in the list are less than s2 = (lO)W. 
The ordering in Theorem 2.1 of the periods for the symmetric orbits tells us 
nothing about which other symmetric orbits and which asymmetric orbits 
there are in between the ones corresponding to s,. 
As we have seen in Section 2 the symmetric periodic orbits can only occur 
for functions f E Z?+ with f(l) < 0. On the other hand if f( 1) ( 0, the 
kneading sequence will be of the form 
v=u1 . . . 
n 
for some n. The sequence s,+ , fultils the condition (3.19), and hence there 
exists symmetric periodic orbits of any period 2k, where k > n. 
The itinerary E(s,) corresponds to a symmetric periodic orbit, where the 
points are visited in the order shown in Fig. 3.1. 
EXAMPLE 3.2. Let& ES?; be the piecewise linear map defined by 
f, is increasing on [-f, $1, decreasing otherwise 
and such that f,(l) = -,u. 
(See Fig. 3.2.) For ,U = l/2”-’ the kneading sequence equals s,. 
FIGURE 3.1 
409/105/l-19 
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FIGURE 3.2 
As a kind of complementary result one can show in the class E that for 
the greatest maximal sequence g,, which corresponds to a symmetric 
periodic orbit of period 2n, the points in the orbit will be visited in the order 
shown in Fig. 3.3. (See Fig. 3.4.) The order of the maximal sequences g, is 
Remark 3.1. The result in Theorem 2.1 is not true in the class of odd 
functions in general. The order of the periods for the symmetric periodic 
orbits does not only depend on the behaviour of f around 0, but also on 
which of the maxima and minima are dominating. See, for instance, the 
function defined in Fig. 3.5. 
4. BIFURCATIONS 
In this section we shall follow [S] and assume that f has negative 
Schwarzian derivative. With this further assumption it is possible to know 
the maximal number of attracting periodic orbits. 
Let 9F denote the subset of X, which consists of functions f satisfying 
(1) f is of class C3, 
(2) f’(x) f 0 for x f fc, 
(3) W(x) < 0 for x f fc, 
FIGURE 3.3 
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FIGURE 3.4 
where the Schwarzian derivative off at x is defined by 
sf(x) = f”‘(X) 3 f”W 2 ___-- - 
f ‘(xl ( i 2 f’(x) 
. 
Let Yc4;“t and Y2? denote the corresponding subsets 
YF* = .YjT n F* 
and 
THEOREM 4.1. Let f E 95 be given. Then it has at most two 
attracting periodic orbits. If the number is two, then the attracting periodic 
orbits are a pair of asymmetric twins. If the number is one, then the 
attracting periodic orbit is a symmetric periodic orbit. 
Proof: The proof can be copied from [CE]. The point is that an 
attracting periodic orbit will attract at least one of the critical points H. If 
the attracting periodic orbit is symmetric, it will attract both. fl 
FIGURE 3.5 
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Remark 4.1. If f does not belong to the restricted class ,4u,p, but 
f E S“T, then there can be an extra attracting symmetric periodic orbit of 
period 2 or an extra pair of attracting fixpoints in the intervals [-1, -1 f(c)l[ 
and llf WI, 11. 
We shall study one-parameter families of maps in 9’37 Let f, denote a 
one-parameter family, such that f, is of class C3 in both x and p. 
We refer to [G], where the bifurcation of periodic orbits was studied in 
general, but without the hypothesis about the Schwarzian derivative. We 
shall restrict ourselves essentially to the bifurcation of the symmetric 
periodic orbits. 
Let x0 be a symmetric periodic point of period 2n for f, satisfying 
It follows from the implicit function theorem, used on the map 
g@, x) = f I(x) t x, that there exists a neighbourhood of (v, x0) where 
@f z/ax)(x) # -1 and such that the equation 
f E(x) = -x (4.1) 
has a unique smooth solution 
x=k(p) (4.2) 
in this neighbourhood. 
Hence the bifurcations of the symmetric periodic orbits are of two types, 
corresponding to 
LEMMA 4.1. Let x0 be a symmetric periodic point of period 2n for f, 
satisfying 
(x0) f 0 and 2(x,)+0 for ,u=v. 
(4.4) 
Then there is a saddle-node bifurcation in (v, x,). 
Proof. Let g@, x) = f E(x) t x. It follows from the implicit function 
theorem that there exists a neighbourhood of (v, x0), where (df :/dp)(x,) # 0 
and such that the equation 
f;(x)=-x 
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FIGURE 4.1 
has a unique smooth solution 
P = 4x1 (4.5) 
in this neighbourhood. By implicit differentiation we find that 
$(x0)=0 and 
where, d2h/dx2 is positive (negative) if (d*fC/dx*)(x,) * (df:/dp)(x,)], = v is 
negative (positive), so that h has a local minimum (maximum) in x0. 
Therefore the one-parameter family f, corresponds in a neighbourhood of 
(v, x,,) to the local graphs of fz shown in Fig. 4.1 and to the local bifurcation 
diagram shown in Fig. 4.2 (or with the p-direction reversed). 
LEMMA 4.2. Let x0 be a symmetric periodic point of period 2n for f, 
satisfying 
g (x0) = 1 and $$ (x) # 0 for 01, x) = (v, x0). (4.6) 
Then there is period-preserving pitch for k bifurcation in (v, x,). 
ProojI Let x = k(p) be the unique smooth solution to the equation 
f L(x) = -x in a neighbourhood of (v, x,,). 
I / 
-CL 
V 
FIGURE 4.2 
292 BODIL BRANNER 
Let g@, x) = f:(x) - x. Since f z is an odd function, we have 
2 (v, x,) = 0 and 2 (v, x0) = 0. 
is well defined in a neighbourhood of (v, x,,) satisfying 
and 
$ (v, x,) = & (v, x0) = g (x)] # 0. 
(UJO) 
Then in a neighbourhood of (v, x0) the equation 
has a unique smooth solution 
jl = h(x). 
By implicit differentiation we find 
$ (x,) = 0, $ (XJ # 0. 
Here we use the fact that (d3f~“/dx3)(x0) < 0, which follows from the 
condition that S’i”(xJ < 0. Furthermore d2h/dx2 is positive (negative) if 
twwx wt%,x,) is positive (negative), so that h has a local minimum 
(maximum) in x,. 
Therefore the one-parameter family f, corresponds in a neighbourhood of 
(v, x,) to the local graphs of f: and f F shown in Fig. 4.3 and to the local 
bifurcation diagram shown in Fig. 4.4 (or with the p-direction reversed). 
The unique solution to the equation g@, -x) = 0 is 
p = h(-x) = h(x). 
Since (h(x), f:Jx)) is a solution too, and j&,(x) # -x, to any ,U = h(x) 
we have the following pair of asymmetric periodic orbits of period 2 for f 1: 
(4 f;(x)) and t-x, -f;(x)). I 
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FIGURE 4.3 
The corresponding bifurcations for periodic orbits, which are not 
symmetric, are as follows: 
LEMMA 4.3. Let x, be a periodic point of period n for f, satisfying 
and f$+)#O for p=v. 
(4.8) 
Then there is a saddle-node bifurcation in (v, x,,). 
LEMMA 4.4. Let x, be a periodic point of period n for f,, not symmetric 
periodic, satisfying 
2 (x0) = -1 and d’ff ax .+ (x) f 0 for 01, xl = (b x0). (4.9) 
Then there is a period-doubling pitchfork bifurcation in (v, x0). 
XL--------- /G- 
VI 
-x.----- - --- * 
P 
FIGURE 4.4 
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The proofs are similar to the proofs of Lemmas 4.1 and 4.2 and can be 
found in [G]. 
Remark 4.2. We cannot in the one-parameter family f, have a situation 
where x0 is a symmetric periodic point of period 2n for f, satisfying 
J$xO)=-l and 
d2f” 
-&$ (x0) = 0 
and such that 
-fg(X)ZO for &, x) = (V, x0). 
From the condition that Sfz(x,) < 0 it follows that (d3fi/dx3)(x,) > 0. This 
would in a neighbourhood of (v, x,) correspond to the local graphs off i as 
shown in Fig. 4.5. Therefore the bifurcation would give rise to two attracting 
symmetric orbits in contradiction with Theorem 4.1. 
Analogously, we cannot have a situation where x0 (x0 # 0) is an asym- 
metric periodic point of period n for f, satisfying 
fg (x0) = 1 and 
d=f” 
2 cd = 0 
and such that 
-g(x)+0 for (u, x) = (r, x0). 
A bifurcation of this type would give rise to two attracting asymmetric 
periodic orbits and their attracting twin orbits in contradiction with 
Theorem 4.1. 
Conclusion. Assume f, is a one-parameter family in 93, such that all 
the bifurcations are non-degenerate, which means that the condition 
% Cd] # 0 or $$x (x)J f0 
W=D (P,X) = (0.X”) 
is fulfilled in the respective bifurcation points. 
FIGURE 4.5 
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When ,U increases (or decreases), then we have the following structure: 
Symmetric periodic orbits as well as asymmetric periodic orbits arise by a 
saddle-node bifurcation, one attracting and one repelling symmetric orbit or 
one pair of attracting and one pair of repelling asymmetric periodic twins. 
When an attracting symmetric periodic orbit loses the attraction 
((df~/:ldx)(x,) = I), then two new attracting orbits arise by a period- 
preserving pitchfork bifurcation. These orbits are one pair of asymmetric 
periodic twins. When a pair of attracting asymmetric periodic twins loses 
their attraction ((df:/dx)(x,) = -I), then one new pair of attracting asym- 
metric periodic twins arises by a period-doubling pitchfork bifurcation. 
EXAMPLE 4.1. Let f, be the function defined by 
f,(x) = p<:x - x3). (4.10) 
Then 
f, E yx+ for o</l<4 
f, E YE for -4<p<O 
and 
-f, =f-, . 
(See Fig.4.6.) 
The critical points are *f and ) f,(j)1 = (PI/~, such that the essential 
interval for f, is [-1,~ l/4, 1,~]/4]. Let 0 < ,U < 4. I believe that all the bifur- 
cations are non-degenerate and that the map 
is monotonic increasing, where vg( 1) is the kneading sequence for &, 
The first bifurcation is for ,U = !, where the fixpoint 0 bifurcates to two 
new lixpoints. For $ < ,B Q 2 fi the bifurcation pattern is as for a full family 
:;\\I I \ 
p=-3 /.l=3 
FIGURE 4.6 
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FIGURE 4.1 
of S-unimodal maps without any symmetric periodic orbits. For any ,u, 
2fi < p< 4 infinitely many symmetric periodic orbits will be present. 
The function f4 covers the interval three times. It is topologically 
equivalent to the (generalized) baker-transformation, g. The graphs of g and 
g* are shown in Fig. 4.7. 
One can find the number of pairs of asymmetric periodic twins of period n 
and the number of symmetric periodic orbits of period 2n for g by counting 
the number of intersections of the graph for g” with the lines y = x and 
y = -x and by combining the result with the numbers for suitable lower 
periods. 
The graph for g” intersects the line y = x in 3” points and the line y = -x 
in 3” points. (See Fig. 4.8 below.) 
n 1 2 3 4 5 6 7 
Number of pairs of asymmetric 
twins of period n 
Number of symmetric 
periodic orbits of period 2n 
1 1 4 8 24 56 156 
1 2 4 10 24 60 156 
FIGURE 4.8 
Final remark. The assumption that f is an odd function is of course 
essential. In [SBCJ] we studied both a one-parameter family of cubic maps 
in Z- and one-parameter families of cubic maps without the assumption. 
When we break the oddness, then the period-preserving pitchfork bifur- 
cations break down to a saddle-node bifurcation as sketched in Fig. 4.9. 
FIGURE 4.9 
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