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RESUMO 
Este trabalho tem por objetivo o estudo e a avaliação de técnicas de detecção de atividade 
de voz (VAD, Voice Activity Detection) em arquivos de áudio digital, bem como a proposta de 
uma nova metodologia de solução. Para tanto, foram estudados os conceitos fundamentais de 
processamento digital de sinais de fala, em especial, algumas abordagens clássicas ao problema 
da distinção entre voz e não voz. 
Começamos os estudos pelas pioneiras técnicas que faziam uso de análises de energia e 
das taxas de cruzamento por zero do sinal de voz, para então passarmos por enfoques mais recen-
tes, tais como os que exploram a entropia espectral, a variabilidade em longo prazo, bem como a 
periodicidade do sinal de voz. Seguindo a história das metodologias para detecção da presença de 
fala, voltamos o foco para classificadores de atividade de voz baseados em modelos estatísticos e 
terminamos por examinar as recentes aplicações de reconhecimento de padrões e de técnicas de 
aprendizado de máquina ao problema estudado. Tal cenário revela uma vasta gama de caracterís-
ticas representativas da voz a serem exploradas para a detecção da presença da mesma, bem co-
mo de métodos para extração de tais atributos. Assim, a seleção destas características e as técni-
cas de classificação a serem utilizadas são dois aspectos complementares que formam o par de 
interesses deste estudo. 
Em um sinal com alta relação sinal ruído, a detecção de atividade de voz pode ser realiza-
da satisfatoriamente ao se aplicar um limiar de energia. Contudo, em baixa relação sinal-ruído 
pode ser bastante difícil detectar corretamente o sinal de interesse, especialmente quando este é 
corrompido por sinais acusticamente mais complexos tais como oriundos de vias urbanas e de 
praças de alimentação. Com o intuito de avaliar os atributos bem como as técnicas de classifica-
ção utilizados pela literatura em diferentes tipos e níveis de ruído, alguns algoritmos de detecção 
de atividade de voz tiveram o desempenho observado com o auxilio de uma extensa base de da-
dos de ruído, a QUT-NOISE-TIMIT.  
Neste trabalho, apresenta-se, ainda, uma nova proposta que explora a natureza quase pe-
riódica da voz para a detecção da parte vozeada da fala, uma vez que esta é mais robusta ao ruído 
e que a parte não vozeada da fala pode ser aproximada com técnicas de suavização. A investiga-
ção de tal proposta foi possível através da elaboração de algoritmos de VAD que aplicam a corre-
lação cruzada entre espectros de quadros consecutivos para extração de atributo a ser explorado 
  
por diferentes estratégias de classificação. Discute-se o desempenho da proposta em comparação 
com o desempenho dos atributos utilizados pela literatura em conjunto com diferentes técnicas de 
classificação. Bons resultados foram obtidos quando da utilização da característica proposta em 
diferentes abordagens de classificação, especialmente em ambientes com ruídos de burburinho. 
 
Palavras-chave: Detecção de Atividade de Voz, VAD, Detecção de Atividade de Fala, SAD, 
Detecção de Ponto de Extremidade da Fala, SED. 
  
ABSTRACT 
This work aims to study and evaluate voice activity detection techniques (VAD Voice Ac-
tivity Detection) applied to digital audio files, as well as proposes a new solution methodology. 
To achieve this end, the fundamental concepts of digital speech processing were studied, in par-
ticu-lar some classic approaches to the problem of the distinction between voice and non-voice. 
We started the study from the pioneering technique, which use energy analysis and zero-
crossing rate of the speech signal, proceeding to more recent approaches such as those exploiting 
the spectral entropy, the long-term variability, as well as the periodicity of the voice signal. Fol-
lowing the history of the methodologies for detecting the presence of speech, we focused on 
VADs classifiers based on statistical models and, finally we examined recent pattern recognition 
ap-plications and machine learning techniques to solve the studied problem. This scenario pre-
sents a wide range of representative features of the voice that could be exploited for the detection 
of presence as well as methods for extracting these attributes. Thus, the selection of these features 
and classifi-cation techniques to be used are two complementary aspects that form the core of this 
study. 
In the context of a high signal to noise ratio, voice activity detection can be per-formed 
satisfactorily by applying an energy threshold. However, in low signal to noise ratio, it can be 
quite difficult to correctly detect the signal of interest, especially when it is corrupted by acousti-
cally complex signals such as from urban roads and food courts. In order to evalu-ate the attrib-
utes and the classification techniques used in the literature in different scenarios and noise levels, 
some voice activity detection algorithms have their performance assessed with the aid of an ex-
tensive noise database, QUT -NOISE - TIMIT. 
In this study, we also present a new proposal that exploits the quasi-periodic nature of the 
voice for the detection of voiced speech, since it is more robust to noise and the non-voiced 
speech can be approximated with smoothing techniques. The investigation of such proposal was 
possible through the development of VAD algorithms that apply cross-correlation be-tween spec-
tra of consecutive frames for attribute extraction that can be exploited by different classification 
strategies. We discuss the performance of the proposal compared with the performance of fea-
tures commonly used in the literature in combination with different classification techniques. 
  
Good results were obtained when using the proposed resource in different classification ap-
proaches, especially in environments with bubble noise. 
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Com os recentes avanços na teoria de processamento de sinais de fala, bem como de 
suas aplicações, a capacidade de se detectar com boa precisão a presença de atividade de voz 
em um trecho de áudio tem se tornado cada vez mais importante. Tal detecção é incumbência 
de um algoritmo chamado de detector de atividade de voz (VAD do inglês, Voice Activity 
Detector), cuja integração a um sistema de comunicação se justifica, por exemplo, por pro-
porcionar um aumento do desempenho do canal de transmissão (Bullington and Fraser 1959), 
por uma redução da interferência e do consumo de energia em dispositivos portáteis e por um 
melhor desempenho no reconhecimento de comandos de voz (Veiga 2013) e de locutores 
(Rabiner and Juang 1995). 
Em um sinal limpo, ou em um sinal com alta relação sinal-ruído (SNR, Signal to Noise 
Ratio)*, a detecção de atividade de voz pode ser realizada satisfatoriamente ao se aplicar um 
limiar de energia, pois, em um ambiente bastante silencioso, a voz humana tem um alto nível 
de energia em comparação com a energia ambiente. Contudo, quando o sinal é corrompido 
por ruído, pode ser difícil a distinção entre presença e ausência de voz. Especialmente em 
ambientes acusticamente complexos, tais como vias urbanas e praças de alimentação, pode ser 
bastante difícil detectar corretamente o sinal de interesse, uma vez que o nível do sinal de ruí-
do pode estar bastante elevado, podendo, inclusive, ser superior que o nível do sinal de voz. 
Além disto, existe a possibilidade de que o som ambiente contenha características estatísticas 
similares às da fala. 
Além de a atividade de voz estar sujeita a variações de tipo e de intensidade de ruído, 
ob-serva-se que esta pode ser subclassificada em trechos de fala vozeada ou não vozeada 
(Eom and Chellappa 1994), sendo que sons vozeados (como /u/,  em “azul”) são produzidos 
por uma excitação quase periódica no trato vocal, diferentemente dos sons não vozeados (co-
mo /f/, em “frequência”), que são gerados por um fluxo de ar turbulento através de uma cons-
trição no trato vocal. Assim, enquanto trechos de fala vozeada possuem uma natureza quase-
periódica, trechos de fala não vozeados possuem uma natureza mais aleatória (Eom and 
                                                 
*
 Sejam e respectivamente as energias médias do ruído e da voz para um dado sinal s. Então, a razão sinal-




Chellappa 1994), o que aproxima os primeiros trechos a ruídos periódicos (sons musicais e de 
alguns motores, por exemplo) e os últimos a ruídos aleatórios (como por exemplo, porta ba-
tendo, passos, ruído de talheres). 
Com o objetivo de suplantar tais dificuldades, uma vasta gama de abordagens tem sido 
explorada além da utilização da energia, incluindo detecção de pitch, contagem do número de 
cruzamentos por zero, cálculos da entropia e da divergência espectral, modelagem do cepstro 
e observações estatísticas, abordagens de que se utilizam de análise por sub-bandas, de obser-
vações de longo-prazo, e mais recentemente, de aplicações de reconhecimento de padrões e de 
técnicas de aprendizado de máquina ao problema estudado. 
Tal cenário revela uma vasta gama de características representativas da voz a serem 
ex-ploradas para a detecção da presença da mesma, bem como de métodos para extração de 
tais atri-butos. Assim, a seleção destas características e as técnicas de classificação a serem 
utilizadas são dois aspectos complementares que formam o par de interesses deste estudo, 
cujo ponto de partida é uma revisão comparativa e crítica do estado da arte na problemática da 
detecção de atividade de voz que será apresentada no Capítulo 2. 
No Capítulo 3, é apresentada uma proposta que explora a natureza quase periódica da 
voz para a detecção da parte vozeada da fala, uma vez que esta é mais robusta ao ruído e que a 
parte não vozeada da fala pode ser aproximada com técnicas de suavização. Acredita-se que 
os valores de um vetor obtido pela correlação cruzada entre espectros de quadros consecutivos 
possuem valores elevados quando há presença de fala nestes quadros, o que, de modo geral, 
não se espera obter quando não há presença de fala. Assim, uma investigação de tal proposta 
será realizada no Capítulo 4 através da comparação de algoritmos da literatura com novos 
algoritmos de VAD que utilizam o logaritmo das medianas dos valores do vetor de correlação 
cruzada de espectros de quadros consecutivos como atributo a ser explorado por diferentes 
estratégias de classificação.  
Primeiramente foi avaliado um VAD que após extrair a característica proposta, sim-
plesmente compara o valor obtido com um limiar fixo. Depois, uma estratégia de treinamento 
foi utilizada, a fim de auxiliar o VAD a obter maior robustez ao ruído. Por fim, estratégias 
mais poderosas de treinamento foram realizadas através do uso de técnicas de aprendizado de 
máquina, sendo elas os modelos de misturas de gaussianas e as redes perceptron de múltiplas 
camadas. Os testes foram realizados com o auxilio da base de dados QUT-NOISE-TIMIT, 




abordagens, especialmente em cenários onde o ruído de burburinho se faz presente. Finalmen-





2 FUNDAMENTAÇÃO TEÓRICA 
Este capítulo apresenta algumas das principais abordagens associadas a algoritmos de 
Detecção de Atividade de Voz (VAD, Voice Activity Detection) (Ramirez, Górriz, and Segura 
2007), também conhecidos na literatura como algoritmos de Detecção de Atividade de Fala 
(SAD, Speech Activity Detection) (Neville, Liberman, and Yuan 2013) ou ainda como de De-
tecção de Ponto de Extremidade da Fala (SED, Speech Endpoint Detection) (Yamamoto et al. 
2006). Primeiramente, discorreremos sobre o problema e sua aplicação, para então vermos 
algumas de suas abordagens mais usuais, sendo que destacaremos a fase de seleção de carac-
terísticas assim como as técnicas de classificação utilizadas. 
O problema a ser resolvido pelos algoritmos de VAD, ilustrado na Figura 2-1, consiste 
na detecção da presença de fala em um sinal ruidoso. Assumindo o sinal de fala  e o ruído , 
o VAD deve decidir, para um sinal ruidoso , em favor de uma dentre duas hipóteses: 
 
:  = ;								:  =   . (2.1) 
 
 
Figura 2-1 - Detecção de atividade de voz de um VAD ideal, que decide por H1 quando há presença de 
fala (presença esta indicada por retângulos) e por H0 quando não há presença de fala. 
 
 
A primeira aplicação de um VAD foi realizada em um sistema de transmissão telefô-
nica, desenvolvido pela Bell Labs, com o intuito de otimizar o uso dos canais telefônicos 




trecho de áudio tem sido explorada em diferentes áreas de processamento de fala, tais como 
cancelamento de eco, redução de ruído (Davis 2002) e reconhecimento de locutor (Li, Ma, 
and Lee 2013). 
Um dos mais populares métodos de redução de ruído é a subtração espectral (Davis 
2002), que assume que o ruído tem efeito aditivo e que é descorrelacionado do sinal de inte-
resse, e que seu espectro   pode ser estimado durante a inatividade da fala para então ser 
subtraído do espectro ruidoso ! , resultando assim, em uma estimativa do espectro da fala 
sem ruído  , conforme ilustra a Equação 2.2, em que se nota a utilidade de se detectar a 
atividade de fala, pois, a estimativa do ruído se dá durante os trechos em que a fala está inati-
va. 
 
| | = |! | − | |. (2.2) 
 
Outro método popular para a redução de ruído aditivo e descorrelacionado com a fala 
que se beneficia do conhecimento a respeito dos trechos em que a fala esta inativa é o banco 
de filtros de Wienner*, que corresponde a uma estimativa de mínimo erro quadrático médio 
(Davis 2002), a qual pode ser descrita como: 
$() =
Φ&() − Φ'()
Φ&() ; (2.3) 
que requer uma estimativa do espectro de potência da fala ruidosa Φ&() e do ruído Φ'(). 
Em algoritmos de reconhecimento de locutor, além de também ser usado para a redu-
ção de ruído em uma etapa de pré-processamento, um módulo de detecção de atividade de voz 
passou a ser comumente utilizado para a eliminação dos intervalos de ruído presentes no iní-
cio e fim do sinal de voz, bem como entre as palavras que compõem a elocução (Ramirez et 
al. 2007) (Rabiner and Juang 1995). Além da redução do tempo de processamento, já que 
apenas o sinal de voz será processado pelo sistema de verificação, tal prática propicia uma 
grande melhoria no desempenho da verificação provocada pela exclusão do ruído (Rabiner 
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and Juang 1995), especialmente devido à variação entre os ruídos presentes durante a etapa de 
treinamento e a de teste (Ramirez et al. 2007). 
Mais recentemente, com o advento da telefonia móvel, a importância da detecção de 
atividade de voz se intensificou, resultando no uso de módulos de VAD no modo de Trans-
missão Descontínua (DTx, Discontinuous Transmission) para a redução da taxa média de bits 
em sistemas de telecomunicações móveis modernos (Freeman et al. 1989). A International 
Telecommunication Union adota um VAD em um algoritmo de codificação de fala conhecido 
como G.729 (Benyassine et al. 1997), que utiliza métodos distintos de codificação para os 
trechos de voz e de ruído, usando, assim, menos bits em trechos onde a fala é inativa. Tal re-
dução leva a uma grande economia de banda, uma vez que durante uma conversação entre 
duas pessoas, cada uma delas fala em média apenas de 35% a 50% do tempo total do canal 
ativo (Davis 2002). 
Outro padrão para o DTX que utiliza o VAD para uma maior eficiência de codificação 
é o AMR (Adaptive Multi-Rate) speech coder (ETSI 1999), desenvolvido pelo Special Mobile 
Group para o Sistema Global para Comunicações Móveis (GSM) de telefonia. Nos sistemas 
de VoIP (Voice over Internet Protocol), também são utilizados algoritmos de VAD para a 
detecção de períodos de silêncio durante as conversações para não comprimir e, assim, não 
transmitir os pacotes codificados de áudio considerados como silêncio (Prasad et al. 2002). 
Os primeiros VADs segmentavam o sinal ruidoso e efetuavam o cálculo da energia de 
cada quadro para comparar o valor obtido com um valor limítrofe previamente definido. Des-
de então, um algoritmo de VAD pode ser interpretado como uma composição de módulos, 
como ilustrado na Figura 2.2, que visa sequencialmente, obter uma melhor SNR do sinal de 
ruidoso, segmentá-lo em quadros para que destes sejam extraídas características que se jul-
guem representativas da presença da fala, e assim, decidir pela presença ou não do sinal de 
fala no sinal ruidoso. Por fim, os algoritmos de VAD podem contar com uma estratégia de 





Figura 2-2 - Esquemático do processo de detecção de atividade de voz. 
 
O módulo de Segmentação pode operar de diferentes maneiras, como veremos na se-
ção 2.3. Recentemente, o artigo (Rocha et al. 2013) descreve um sistema de segmentação de 
fala que tem como objetivo não somente detectar as fronteiras entre voz e ausência de voz, 
como o de estimar as fronteiras entre fonemas. Para encontrar as marcas de segmentação, o 
sistema percorre a locução a ser segmentada, calculando o pitch* em cada janela de duração 
pré-definida. O resultado é uma matriz com os valores dos pitches, sendo possível observar 
regiões com valores de pitches semelhantes e regiões com valores de pitches aleatórios, resul-
tando na presença de fonemas sonoros e surdos, respectivamente. Assim, as marcas de seg-
mentação são obtidas pela localização do ponto de transição entre as regiões.  
No que tange ao módulo de Extração de Características, alguns VADs se dedicam à 
detecção da parte vozeada da fala, como em (Ghaemmaghami et al. 2010), em que os autores 
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 O pitch é atributo dos sons musicais e se refere à forma como o ouvido humano percebe a frequência funda-




propõem um algoritmo focado na detecção da fala vozeada ao calcularem autocorrelações de 
trechos do sinal ruidoso, pois os trechos com fala vozeada possuem maior correlação. Já em 
(Rabiner and Samur 1975), são observadas as taxas de cruzamento por zero, com o intuito de 
se detectar a fala não vozeada, uma vez que esta produz uma alta taxa de cruzamento por zero 
e, com tal estratégia, consegue-se refinar a detecção de ponto de extremidade da fala.  
Já em (Mousazadeh and Cohen 2013) e (Paulsrud 2013), os autores focam na tarefa de 
detecção de ruído transiente*, como por exemplo, porta batendo, passos, ruído de talheres, 
etc., sendo que o primeiro trabalho busca agrupar os ruídos através de técnicas de spectral 
clustering, e o segundo propõe uma medida de “transiência” que auxilie a tomada de decisão 
de VAD.  
Uma vasta gama de abordagens vem sendo explorada além das citadas acima, poden-
do-se encontrar na literatura VADs que exploram várias características, aqui agrupadas em 
quatro classes, como Entropia Espectral (Kristjansson, Deligne, and Olsen 2005) (Renevey 
and Drygajlo 2001) (Krishnamachari and Yantorno 2000); Correlação Temporal (Rocha et al. 
2013) (Ishizuka and Nakatani 2006) (Kristjansson et al. 2005) (Tucker 1992) e Distância Mel-
Cepstral (Sohn, Kim, and Sung 1999) (Ying et al. 2011) (Davis and Mermelstein 1980) e Cor-
relação Espectral (Krishnamachari and Yantorno 2000) (Yoo and Yook 2009) (Shokouhi, 
Sadjadi, and Hansen 2014). Mais adiante, na seção 2.4, quando tratarmos da etapa de extração 
de características, discorreremos com mais profundidade sobre estas classes de atributos, bem 
como sobre a utilização de Níveis de Energia e das Taxas de Cruzamento por Zero.  
No que concerne ao módulo de Tomada de Decisão, recentemente, a suposição de que 
as estatísticas do ruído têm menor variabilidade que as estatísticas da voz têm inspirado abor-
dagens de VAD com modelos estatísticos paramétricos (Sohn et al. 1999) (Ying et al. 2011) 
(Shin, Chang, and Kim 2010), que interpretam as distribuições estatísticas destas duas classes 
para inferir a probabilidade de uma amostra pertencer à classe com fala e a de esta amostra 
pertencer à classe de ruído, sendo mais comumente utilizado o modelo que assume distribui-
ção gaussiana das estatísticas do ruído e da fala.  
Mais recentemente, visando dotar o VAD de maior robustez às variações do ruído, têm 
sido aplicados modelos em que as distribuições de probabilidade do ruído e da fala são apro-
                                                 
*
 Sinais transientes também ocorrem na fala, em situações em que uma obstrução dos articuladores do trato vocal 




ximadas por uma combinação linear de funções de densidade de probabilidade gaussiana. Tais 
modelos são conhecidos como Modelos de Misturas de Gaussianas (GMM, Gaussian Mixture 
Model) (Ying et al. 2011). Além dos GMMs, outros modelos generativos, como o de Codifi-
cação Esparsa (SC, Sparse Coding) (Teng and Jia 2013) (Cabras et al. 2014) também podem 
ser utilizados. Estas estratégias se utilizam da esparsidade observada ao se representar os si-
nais de fala e de ruído através de matrizes não-negativas para então criar dicionários-modelo 
para estas duas categorias. 
Modelos discriminativos também são explorados, tais como o Campo Aleatório Con-
dicional (CRF, Conditional Random Field) (Saito et al. 2010), que busca e explora correla-
ções entre várias características para modelar um comportamento temporal entre sequências 
de trechos de fala e de ruído. 
Outro exemplo é o uso de um classificador baseado em Máquinas de Vetores Suporte 
(SVM, Support Vector Machine) (Jo et al. 2009). Esta técnica baseia-se na possibilidade de 
haver um hiperplano de separação ótimo (que separa de maneira ótima as amostras disponí-
veis), utilizando-se de uma função de kernel para operar num espaço de características não 
linear e então separar as classes não linearmente separáveis. 
Diversas outras técnicas de aprendizado de máquina têm sido utilizadas para a verifi-
cação de atividade de fala, tais como o Perceptron de Múltiplas Camadas (MLP, Multi-Layer 
Perceptron)(Van Segbroeck, Tsiartas, and Narayanan 2013) e, mais recentemente, Redes 
Neurais Recorrentes (RNN, Recurrent Neural Networks) e Redes Neurais Profundas (DNN, 
Deep Neural Networks) (Neville et al. 2013). Assim como as SVMs, as MLPs visam, embora 
de maneira menos direta, encontrar uma margem adequada entre vetores com base nas clas-
ses. Porém, em vez de usar uma função de kernel para transformar o espaço de características, 
os MLPs usam vários vetores obtidos com base no arranjo e ponderação dos perceptrons line-
ares para separar as classes não linearmente separáveis. Já a presença de realimentação de 
informação nas RNNs lhes possibilita a criação de representações internas e dispositivos de 
memória capazes de processar e armazenar informações sobre o comportamento temporal 
entre sequencias de trechos de fala e de ruído, enquanto as DNNs aprendem, conjuntamente, a 
desempenhar a função desejada que distinga os trechos de fala dos trechos de ruído, e a extrair 
as características discriminativas entre a presença e ausência de fala. 
Mais adiante neste capítulo, na seção 2.5, discorreremos mais detalhadamente sobre 




abordagens estatísticas de VAD, a segunda por vir apresentado bom desempenho no âmbito 
do problema (Harding and Milner 2012). Mas, primeiramente, a fim de caminhar em paralelo 
com as etapas do processo de detecção de atividade de voz, ilustrado na Figura 2-2, falaremos 
um pouco mais sobre o sinal de entrada e sua preparação para o processo de extração de ca-
racterísticas, que serão utilizadas na etapa da tomada de decisão do VAD. Por fim, na seção 
2.6, falaremos um pouco sobre o processo conhecido como hang-over, frequentemente im-
plementado para refinar as decisões do VAD. 
2.1 O SINAL DE ENTRADA 
Os VADs geralmente recebem como entrada um sinal digital, amostrado a uma taxa de 
8kHz ou 16kHz, dependendo da aplicação. Em sistemas de telefonia é comum a amostragem 
com taxa de 8kHz (Benyassine et al. 1997) (ETSI 1999), uma vez que a maior parte da infor-
mação da fala fica abaixo de 4kHz (Rabiner and Juang 1995)*. Contudo, muitas aplicações 
fazem uso de uma maior taxa de amostragem, buscando se beneficiar do ganho de informação 
trazido com a observação de uma maior banda de frequência (Davis and Mermelstein 1980), 
principalmente porque alguns tipos de ruído, como os provenientes de motores e de pessoas 
falando ao fundo, têm grande presença nas frequências abaixo de 4kHz. 
Algumas abordagens alternativas de detecção de fala exploram a informação visual 
através das expressões faciais ou corporais, e principalmente a movimentação dos lábios, pois, 
ao falar, uma pessoa move os seus lábios inúmeras vezes. (Wang, Wang, and Xu 2010) 
Outras abordagens fazem uso de informação trazida com a utilização de um conjunto 
de microfones na captação das ondas acústicas (Kim and Cho 2007). Em (Park, Ji Hun 2013), 
os autores obtêm bons resultados utilizando apenas dois microfones e observam que a presen-
ça de trechos de fala não vozeados diminui a performance do VAD, pois durante estes trechos 
a correlação entre os dois canais é pequena. 
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Os sinais amostrados podem ou não passar por um pré-processamento, que visa, em 
geral, melhorar a SNR do sinal. Durante o pré-processamento, pode-se também aplicar uma 
filtragem de pré-ênfase, cuja finalidade é compensar a atenuação de 6dB/oitava nas altas fre-
quências, decorrentes das características fisiológicas do trato vocal* (Picone 1993). Para a 
realização desta filtragem é utilizado um filtro de primeira ordem com a função de transferên-
cia descrita na Equação 2.4: 
( = 1 − )(*; ( 2.4) 
onde ) é o coeficiente de pré-ênfase, tipicamente com o valor entre 0,4 e 1. 
2.3 SEGMENTAÇÃO 
Os parâmetros do sinal de voz podem ser considerados invariantes no tempo para cur-
tos intervalos da ordem de 10 a 30ms (Campbell 1997). Assim, em processamento de sinais 
de fala, o sinal de voz costuma ser dividido em quadros de tamanho fixo com um número de 
amostras obtidas num período de tempo escolhido dentro deste intervalo. 
Com a segmentação do áudio em quadros, podem surgir descontinuidades bruscas nas 
extremidades dos mesmos, e, com isso, a introdução de ruídos de alta frequência no sinal. 
Para evitar este efeito, multiplicam-se os quadros por uma função de janelamento (Rabiner 
and Juang 1995), dada pela Equação 2.5. 
+(,) = -(,).(,). ( 2.5) 
Muitas funções de janelamento podem ser utilizadas, sendo as mais comuns em pro-
cessamento de sinais de áudio o uso das janelas de Hamming e de Hann dadas pelas Equações 
2.6 e 2.7 respectivamente, cujas formas de onda podem ser vistas na Figura 2-3.  
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., = 0.54 − 0.46 cos 5 2,7 − 18 ; 0 9 , 9  − 1; (2.6) 
 
., = 0.5 51 − cos 5 2,7 − 188 ; 0 9 , 9  − 1; ( 2.7) 
onde N é o tamanho da janela.  
 
Figura 2-3 – Formas de onda das janelas de (a) Hamming e de (b) Hann. 
 
As janelas de Hamming e de Hann são bastante parecidas. Contudo, deve ser observa-
do que, no domínio do tempo, a janela de Hamming não se aproxima de zero como a janela de 
Hann. Tal aproximação pode atenuar demais as amostras das extremidades. Por outro lado, 
isto reduz a introdução de ruído causado pela segmentação. Para diminuir os efeitos causados 
por esta atenuação, os quadros são muitas vezes sobrepostos, com avanço entre um terço e a 
metade da duração do quadro.  
O VAD pode fazer uso de análises de tais quadros individualmente, de comparações 
entre quadros com seus vizinhos adjacentes, ou ainda, como introduziu (Ramirez et al. 2004), 
fazer uso de vários quadros sucessivos, onde os cálculos são suavizados sobre uma janela 
maior, sendo a decisão do VAD então, atribuída para o quadro no meio da janela de análise.  
Em  (Ramirez et al. 2004), assume-se que a informação mais significativa para a de-




seu espectro: assim, foi proposto um algoritmo conhecido como Divergência Espectral de 
Longo Termo (LTSD, Long-Term Spectral Divergence). Contudo, a possível ocorrência de 
sinais não estacionários pode comprometer o desempenho de tal estratégia, e, além disso, o 
algoritmo requer informações dos espectros do ruído, o que nem sempre está disponível. Uma 
abordagem que explora a variabilidade temporal da entropia de sinais de voz foi explorada em 
(Ghosh, Tsiartas, and Narayanan 2011). Esta variabilidade de sinal a longo termo (LTSV, 
Long Term Signal Variability) demonstra uma boa robustez; contudo, tende a detectar como 
voz de interesse o ruído conhecido como burburinho, que consiste em sinais de voz de baixa 
intensidade.   
Os bons resultados advindos do cálculo de longo termo vêm inspirando alguns méto-
dos recentes, como a observação do achatamento do espectro do sinal, calculado pela razão 
entre a média geométrica e a média aritmética do sinal, definidos em (Ma and Nishihara 
2013), onde um pequeno achatamento sugere que o espectro do sinal é menos uniforme na 
estrutura de suas frequências, e, portanto indica a presença de fala. Já em (Shi, Zou, and Liu 
2014), com a premissa de que somente os trechos com fala possuem estruturas harmônicas em 
um sinal ruidoso, os autores propõem a observação de tais estruturas através das variações 
entre a auto-correlação de cada quadro.  Tal abordagem obteve bons resultados, especialmente 
em condições severas de SNRs abaixo de 0 dB. 
2.4 EXTRAÇÃO DE ATRIBUTOS 
A etapa de extração de atributos trata da transformação do sinal original em uma re-
presentação matemática considerada conveniente. No contexto de detecção de atividade de 
voz, boas características devem possuir poder de separação entre as distribuições de quadros 
de voz ruidosa e de quadros que contenham apenas ruído.  
Deseja-se obter características que variem pouco dentro da mesma classe, seja a de 
voz, seja a de ruído, e que tais características tenham grandes variações entre estas duas clas-
ses. Também é interessante que a ocorrência dos parâmetros avaliados seja frequente, pois, 
assim, um número maior de amostras conterá informação para sua classificação. Além disso, 
uma boa característica deve possuir robustez ao ruído, ou seja, deve ter seu poder discrimina-




Essa etapa pode ainda proporcionar uma redução no espaço de dados para análise sem 
perda significativa de informação. Tal redução pode tornar mais simples compreender os da-
dos e as necessidades de projeto, bem como reduzir o tempo de processamento a um período 
de tempo compatível com a aplicação. Além disso, muitos dos pontos avaliados podem apre-
sentar informação redundante ou não conter qualquer informação que possa ser utilizada para 
o fim designado. 
A seguir veremos as características mais comumente exploradas na problemática do 
VAD, bem como algumas propostas recentes que julgamos interessantes. Por fim, vamos 
apresentar uma proposta de uso de correlações cruzadas no projeto de VADs, a qual será 
abordada em detalhes no Capítulo 3. Começaremos nosso estudo pelos pioneiros, mas não 
obsoletos, Níveis de Energia e Taxas de Cruzamento por Zero, para depois observarmos as 
demais características, aqui agrupadas em quatro classes, sendo elas Entropia Espectral, Dis-
tância Mel-Cepstral, Correlação Temporal e Correlação Espectral. É importante observar que 
tal recorte em quatro classes é arbitrário, e visa tão somente facilitar a exposição de vasta 
quantidade de características que podem ser exploradas na busca de soluções para o problema 
de detecção de atividade de voz. 
2.4.1 ENERGIA 
 
Figura 2-4 – Amplitude das amostras de sinal de áudio ruidoso com gabarito que indica presença de 
voz. 
Observa-se na Figura 2-4, a amplitude das amostras de um sinal de áudio com SNR de 




Pode-se notar que os valores absolutos das amostras tendem a ser maiores nas amos-
tras “enquadradas” pelo gabarito indicativo da presença de voz. Isto nos leva a tomar o cálcu-
lo da energia do sinal como uma representação conveniente para a detecção da voz, conforme 
ilustra a Figura 2-5. 
 
Figura 2-5 - Energia das amostras de sinal de áudio ruidoso com gabarito que indica presença de voz. 
Assim, para uma análise quadro a quadro, estima-se a energia de cada quadro e utiliza-
se um limiar para a decisão sobre presença de voz no quadro analisado. Se o quadro atual pos-
sui mais energia do que o limiar, então, é classificado como voz. Podemos ver as energias de 
cada quadro (com tamanho de 400 amostras) do áudio da Figura 2-5 na Figura 2-6: 
 
Figura 2-6 - Energia dos quadros de sinal de áudio ruidoso com gabarito que indica presença de voz. 
O cálculo da Energia para um dado quadro n de tamanho M amostras no contexto do 




quando a energia de um quadro de voz ruidosa for maior que o limiar de energia definido para 






Nota-se, portanto, a profunda dependência deste método de uma precisa estimação do 
limiar de decisão, dado pela estimação da energia do ruído, o que nem sempre está disponível. 
Comumente, estima-se a energia dos primeiros quadros como sendo a do ruído. (Ying et al. 
2011) Contudo, além disso não ser verdade para uma grande quantidade de casos, a energia 
do ruído pode apresentar significativas variações temporais, sendo então necessário atualizar 
o limiar de detecção.  
Observamos no começo desta seção que se desejam obter características que variem 
pouco dentro da mesma classe. Tendo isso em mente, notamos que outro problema com rela-
ção ao uso da energia para a detecção de voz se deve a uma possível diferença significativa de 
energia entre os trechos de fala vozeada e os trechos de fala não vozeada.  
Na Figura 2-7 vemos a energia de um trecho do áudio onde os fonemas não vozeados 
foram destacados. 
 






Figura 2-8 - Energia dos fonemas não vozeados /k/ e /s/. 
 
 






Figura 2-10 - Energia dos fonemas não vozeados /t/ e /s/. 
 
 
Figura 2-11 - Energia do fonema não vozeado /ch/. 
 
Nas Figuras 2-8 a 2-11, observa-se que as partes não vozeadas da fala têm baixa am-
plitude, especialmente os fonemas oclusivos /p/, /t/ e /k/, que ficaram inteiramente abaixo de 
1% da amplitude máxima do trecho. Por sua vez, tanto o fricativo /s/ quanto o fricativo /ch/ 
apresentam uma baixa amplitude, especialmente em suas extremidades.  
Assim, vê-se que o cálculo da energia pode levar a classificação das partes não vozea-
das da fala erroneamente como silêncio, devido à dificuldade de se estabelecer um limiar de 




auxiliar ao cálculo da energia. Como veremos a seguir, um parâmetro especialmente útil para 
a detecção dos fonemas não vozeados é a taxa de cruzamento por zero. 
2.4.2 TAXA DE CRUZAMENTO POR ZERO 
Um cruzamento por zero ocorre se duas amostras sucessivas têm sinais algébricos di-
ferentes, sendo, assim, uma boa estimativa da frequência do sinal o número de vezes, no tem-
po, em que tais cruzamentos ocorrem. Tal estimativa é precisa para um sinal de banda estreita, 
como, por exemplo, um sinal senoidal com B, que, quando amostrado a uma taxa B, tem 
B/B amostras por ciclo, sendo que cada ciclo tem dois cruzamentos pelo eixo zero. Desta 
forma a taxa de cruzamento C fica igual a 2B/B (Rabiner and Schafer 1978). 
Assim, vemos que tal taxa é um modo razoável de calcular a frequência da senoide e, 
com isso, estimar a presença de fala, pois a fala pode ser considerada como uma composição 
de senoides (Rabiner and Schafer 1978), com a ressalva de que se trata de uma estimação um 
tanto quanto imprecisa, pois os sinais de fala são compostos não por uma, mas por várias se-
noides.  
Mesmo assim, veremos que a taxa de cruzamento por zero se torna especialmente útil 
na detecção de fala, sendo sua observação primeiramente proposta para detectar alguns tipos 
de partes não vozeadas, pois estas induzem uma alta taxa de cruzamento por zero (Rabiner 






Figura 2-12 - Taxa de cruzamento por zero do trecho de áudio "... expense of actual ...”. 
 
Vemos na Figura 2-12 que a Taxa de Cruzamento por Zero, cujo cálculo é dado pela 
Equação 2.9, apresenta valores muito mais altos na presença dos fonemas não vozeados /k/, 
/s/, /p/, /t/ e /ch/ do que na de fonemas vozeados /eh/, /n/, /ah/, /ae/, /uw/, /ax/ e /l/. 
 
CD = 12E;







Além da capacidade de detecção das partes não vozeadas da fala, a baixa complexida-
de do cálculo da taxa de cruzamento por zero, aliada à capacidade de detectar elementos es-
tranhos ao sinal de fala, tais como uma onda quadrada, bem como outros ruídos artificiais, 
tornam útil o uso desta característica em conjunto com outras. Assim, tal cálculo tem sido 
empregado em conjunto com a energia por grande parte das aplicações do mundo real, sendo 




2.4.3 ENTROPIA ESPECTRAL 
Os parâmetros apresentados até aqui neste trabalho são temporais, lidando diretamente 
com a forma de onda do sinal analisado. Outra forma comum de se apresentar os sinais de 
áudio é através de transformações que levam ao domínio da frequência, também conhecido 
como domínio espectral. 
Para a obtenção do espectro do sinal, costuma-se aplicar a Transformada Discreta de 
Fourier (DFT, Discrete Fourier Transform) (Oppenheim and Ronald 2009), dada pela Equa-
ção 2.10: 




onde (H  são as amostras discretas do sinal de entrada no domínio do tempo; N é o seu ta-
manho, ou seja, o numero de amostras; I*J>K L'M  é a função base de transformação que define 
os valores complexos para cada ponto B(,  no domínio da frequência. Os coeficientes obti-
dos pela transformada são chamados de coeficientes espectrais, ou espectro.  
A título de ilustração de como se podem observar características do sinal pelo seu es-
pectro, veremos alguns sinais senoidais, cujas amostras são ilustradas na Figura 2-13 e cujos 





Figura 2-13 – Amostras de senoides a) y1 b) y2 c) y3 e d) y. 
 
Observe na Figura 2-13a que, em	N1, temos um seno amostrado que se repete duas ve-
zes em um intervalo de tempo de 1 segundo; logo o sinal N1 tem 2Hz, sendo tal frequência 
destacada na Figura 2-14a, que apresenta o módulo da amplitude do espectro do referido si-
nal. A mesma relação ocorre para os sinais N2	e	N3 mostrados nas Figura 2-13b e c, que, para 
um intervalo de um segundo, se repetem 3 e 5 vezes respectivamente, possuindo, portanto 3 e 
5 Hz, valores que podem ser observados nas Figura 2-14b e c, que, por sua vez, apresentam os 
módulos das amplitudes dos espectros dos referidos sinais.  
Por fim, observa-se na Figura 2-14d que o sinal N , resultado da soma dos sinais 
N1, N2	I	N3,	 possui em seu espectro as três frequências, 2, 3 e 5 Hz, oriundas dos três sinais 
que o compõe. Esta última relação evidencia a utilidade da observação do espectro do sinal 
em busca de parâmetros, uma vez que se mostra muito mais fácil perceber que o sinal N é 
composto pelas frequências citadas ao se analisar o espectro do sinal dado na Figura 2-14d do 





Figura 2-14- Espectro dos sinais senoidais a) y1, b) y2 c) y3 e d) y. 
 
Um parâmetro do domínio da frequência bastante utilizado no contexto dos algoritmos 
de detecção de atividade de voz é a chamada Entropia Espectral. A entropia foi apresentada 
por Claude Shannon (Shannon 1948) como uma grandeza usada para medir a incerteza de 
uma fonte de informações. Há diversas maneiras de se calcular a entropia de um sinal. 
Suponha uma variável aleatória -  que pode tomar valores no conjunto finito - ∈
S-, ->, … , -'U  com probabilidades V, V>, … , V';  queremos associar uma função 
V, V>, … , V'  que represente uma medida de incerteza associada à variável aleatória -.  
Se o evento S- = -@U tem probabilidade V@ então WV@  é a incerteza associada a este 
evento. Podemos interpretar WV@  como a incerteza removida ao descobrir que o evento 
S- = -@U ocorreu, ou, ainda, que é a informação revelada pela ocorrência de S- = -@U. Já a 
função V, V>, … , V'  é a incerteza média associada ao conjunto dos eventos S- = -@	∀+U, 
logo: 








Shannon observou que seria desejável um conjunto de propriedades (Shannon 1948), 
para a medida de incerteza (ou entropia), para além das restrições usuais V@ ≥ 0 e ∑ V@@ = 1, e 
mostrou que a única função que satisfaz essas propriedades possui a forma da Equação 2.12: 




onde k é uma constante positiva, que, sem perda de generalidade, pode ser tomada como 
H = 1. 
Vejamos outra forma de se chegar a esta relação: suponhamos que um evento [ tem 
probabilidade [  de ocorrer; assim, a informação associada à observação da ocorrência 
desse evento poderia ser dada por (Reza 1961): 
\F[ G = 	 > ] 1[ ^ = −>F[ G. (2.13) 
Note que, devido ao uso do logaritmo na base dois, a medida é dada em bits. Podere-
mos dizer, assim, que a informação associada à observação do resultado de um lançamento de 
uma moeda honesta é de 1 bit. 
Num sistema com um número finito de eventos possíveis , >, … , ',  onde cada 








Assim, vemos que a entropia também pode ser percebida como a esperança matemáti-
ca da medida de informação empregada, ou seja, como a soma dos produtos do ganho de in-
formação de cada símbolo pela sua probabilidade de ocorrência. 
A aplicação da Entropia Espectral no contexto dos algoritmos de detecção de atividade 
de voz é baseada na suposição de que o espectro do sinal é mais organizado durante os qua-
dros de voz que durante os quadros sem voz. Um espectro mais organizado possui uma in-
formação média associada menor, pois a noção de organização espectral se traduz na existên-




sultado da observação. Uma demonstração matemática de que os quadros com voz têm menor 
entropia pode ser vista em (Ghosh et al. 2011). 
Considere uma variável aleatória !, com função de massa de probabilidade V- =
F! = -G. A entropia associada a esta variável é dada pela Equação 2.15, que é uma adapta-
ção da Equação 214: 
! = −;V- FV- G
_
. (2.15) 
Seja '  a magnitude espectral, com banda Ω de um quadro n, uma variável aleató-
ria: a medida da entropia de Shannon de sua energia é definida pela Equação 2.16 como: 
|' |> = −;|' |> 
a
bA
. lne|' |> f ; (2.16) 




Podemos observar, na Figura 2-15, os valores de entropias dos quadros de um arquivo 
de áudio, onde o trecho sabidamente contendo fala está contornado por um retângulo ponti-
lhado. Nota-se que grande parte dos maiores valores de entropia está em regiões indicadas 
como não contendo voz (fora do retângulo), o que condiz com a suposição de que regiões com 
fala possuem menor entropia. Porém, nota-se também altos valores em regiões indicadas com 
a presença dos fonemas fricativos /s/, /v/, e dos plosivos /k/, /p/, /t/. 
 
 





A alta entropia dos fonemas fricativos possivelmente ocorre devido à semelhança de 
tais fonemas a um ruído, uma vez que são resultados de uma fonte de excitação ruidosa que 
estimula o trato vocal. Já os sons plosivos são caracterizados por um período de oclusão, onde 
a pressão do ar é aumentada no ponto de fechamento e por um período de explosão, onde a 
pressão é subitamente liberada, sendo que durante o período de tempo em que ocorre a cons-
trição total nenhum som é irradiado. Assim, nota-se que se soma às dificuldades de um algo-
ritmo de VAD a necessidade de, por vezes, detectar como voz trechos em que nenhum som é 
irradiado pelo orador.  
2.4.4 COEFICIENTES MEL-CEPSTRAIS 
Através de estudos da dinâmica do sistema auditivo humano, foi definida uma escala 
psicoacústica de sensibilidade do ouvido para diversas frequências do espectro audível, co-
nhecida como escala Mel (Volkmann 1940). Os resultados obtidos por este estudo levam ao 
mapeamento entre a frequência dada em hertz e a frequência percebida na escala Mel dado 
pela Equação 2.17: 
 
nopq$ = 1127.01048 51 + q$7008. (2.17) 
E o mapeamento inverso é dado pela Equação 2.18: 
q$nop = 700 5 nopI>t.uv − 18. (2.18) 
Um dos resultados dos estudos sobre a dinâmica do sistema auditivo é que a audição 
humana é caracterizada por uma percepção logarítmica de frequências. Isso significaria, por 
exemplo, que a variação de uma frequência  qualquer para 2 seria a mesma percebida de 
2 para 4, ou de 4 para 8.  
Proveniente da teoria de modelamento de voz, os coeficientes cepstrais podem ser in-
terpretados como o resultado de uma filtragem por um banco de filtros triangulares. Estes 




ção dos Coeficientes Mel Cepstrais (MFCC, Mel Frequency Cepstral Coefficient) (Davis and 
Mermelstein 1980).  
 
Figura 2-16 - Banco de filtros espaçados conforme a escala mel. 
O diagrama mostrado na Figura 2-17 descreve o processo de extração dos MFCCs. 
 
Figura 2-17 - Extração dos coeficientes mel-cepstrais. 
O primeiro passo para a extração dos MFCCs é segmentar o sinal em quadros de igual 
tamanho. Tipicamente, usam-se janelas de tamanho variando de 20 a 30 ms com sobreposição 
de quadro de 30% a 50% com janelamento de Hamming. 
Em seguida, aplica-se a DFT e calcula-se o quadrado dos valores absolutos das magni-
tudes de seus coeficientes. Estudos de percepção mostram que o espectro de magnitude é mais 
importante que a fase, por isso a fase do espectro é descartada neste passo (Logan 2000). 
Os coeficientes cepstrais obtidos passam então pelo banco de filtros passa-banda com 
envelopes triangulares, cujos centros são espaçados de acordo com a escala Mel. Tendo em 
vista simular a percepção não linear do som pelo ouvido humano, calcula-se o logaritmo da 
energia de cada banda para a obtenção dos MFCCs. 
Uma vez que há sobreposição nos filtros, pode haver redundâncias estatísticas entre os 
coeficientes. Para se evitar tais redundâncias, faz-se a Transformada Discreta do Cosseno 
(DCT, Discrete Cosine Transform) (Ahmed, Natarajan, and Rao 1974) para descorrelacionar 




normal em que cada elemento representa a discretização do cosseno de uma determinada fre-
quência.  
Existem várias versões da DCT, mas, para a extração dos MFCCs, a DCT-2 
(Oppenheim and Ronald 2009), dada pela Equação 2.19, costuma ser empregada por concen-
trar maior energia nos primeiros componentes, permitindo a compactação do sinal e assim, 
muitas vezes, somente a primeira metade dos coeficientes é utilizada.  
 
![H] = 2; -[,]w< x7H2, + 1 2 y
M*
'A
, 0 ≤ H ≤  − 1.	 
 
(2.19) 
A fim de se capturar alguma informação da dinâmica da voz, pode-se também adicio-
nar ao vetor de atributos os coeficientes dinâmicos ‘delta’ e ‘delta_delta’ mel cepstrais. Estas 
componentes representam uma estimativa das derivadas temporais dos MFCCs e são facil-
mente computáveis através da variação dos coeficientes entre o segmento atual e um ou dois 
segmentos precedentes e consequentes, conforme mostram as equações 2.20 e 2.21. 
 
zI{)| =	∑ ,w|}' − w|*' 
M'A2∑ ,>M'A ; (2.20) 
 
zI{)_zI{)| =	∑ zI{)|}n − zI{)|*n 
?nA 2∑ >?nA ; (2.21) 
onde w|}' e w|*' são os coeficientes estáticos mel cepstrais. 
Os atributos MFCCs são largamente utilizados na problemática do VAD e também no 
contexto de reconhecimento de locutor, área na qual recentemente alguns trabalhos têm apon-
tado mais robustez ao ruído por parte de outros atributos semelhantes, tais como SSCH (Sub-
band Spectral Centroid Histograms) e PNCC (Power Normalized Cepstral Coefficients) 




O SSCH é baseado na premissa de que o formato do espectro do sinal de voz não se 
distorce muito com a adição de um ruído moderado. Assim, o algoritmo calcula os centroides 
para cada banda de frequência, além dos logaritmos da energia, como faz o método para a 
extração dos MFCCs. Outra diferença é que o SSCH utiliza a escala Bark (Zwicker 1961). Já 
os PNCCs se diferenciam por utilizar um banco de filtros Gammatone (Holdsworth 1996), 
que visam representar a resposta ao impulso da membrana basilar do ouvido humano.  
2.4.5 CORRELAÇÕES TEMPORAIS 
Falamos sobre a existência de estruturação das frequências do sinal de fala quando vi-
mos a Entropia Espectral, assim como vimos que os coeficientes MFCCs privilegiam as bai-
xas frequências através da escala mel. Vejamos agora abordagens que focam em como estão 
estruturadas as frequências do sinal de fala, principalmente do sinal de fala vozeada, cuja es-
trutura contém múltiplos harmônicos da frequência fundamental (Rabiner and Schafer 1978). 
A característica periódica do sinal de fala, ilustrada na Figura 2-18, tem inspirado 
abordagens que observam a presença de componentes repetitivas de um sinal. Uma destas 
componentes é a frequência fundamental, que pode ser entendida como a correspondente à 
frequência do sinal de excitação proveniente da glote, ou seja, o número de vibrações das pre-
gas vocais por segundo, mais especificamente, corresponde ao componente periódico mais 
grave. 
 





Assim, muitas técnicas de detecção do intervalo de tempo em que determinadas amos-
tras do sinal se repetem, conhecidas como técnicas de detecção de pitch (Rabiner and Schafer 
1978)*, podem ser utilizadas no contexto do VAD, onde trabalhos recentes têm focado no 
cálculo da auto-correlação temporal do sinal. Dentre eles destacam-se o Autocorrelation Peak 
Count (Basu 2003), que conta o número de picos encontrados e o MaxPeak (Kingsbury et al. 
2002), que encontra a magnitude do maior pico.  
A operação de autocorrelação normalizada aplicada sobre uma janela do sinal, h(n), 
pode ser definida como: 
 
 = ∑ ℎ, ℎ + , M'A∑ ℎ>, M'A ; (2.22) 
onde  corresponde a um deslocamento aplicado ao sinal, h(n) é o valor do sinal para a n-
ésima amostra da janela, e N o tamanho da janela em número de amostras.  
Resultados muito bons foram apresentados em um algoritmo chamado CrossCorr, 
também baseado em correlação temporal do sinal (Ghaemmaghami et al. 2010). O Crosscorr 
considera que o resultado da própria função de autocorrelação do sinal de fala apresenta certa 
repetição para intervalos de 2 a 20 ms. Após o cálculo da autocorrelação de cada quadro, faz-
se sua segmentação nas amostras correspondentes ao intervalo acima mencionado, conforme 
ilustra a Figura 2-19. 
                                                 
*
 Não existe sempre correspondência entre frequência fundamental e a frequência percebida, chamada de pitch. 
O pitch é atributo dos tons musicais, como o timbre, a intensidade e a duração, mas sua percepção, muitas vezes, 
está 






Figura 2-19 - de um quadro com intervalo de 2 a 20 ms (Ghaemmaghami et al. 2010). 
 
Para capturar uma medida de periodicidade do quadro, o algoritmo assume que um pe-
ríodo é observado a cada dois cruzamentos por zero e forma assim, trechos delimitados pelos 
cruzamentos por zero, e, então são calculadas as correlações cruzadas de cada trecho @ com o 
trecho sucessor @}. Por fim, a somatória dos valores máximos obtidos é registrada para a 
análise. 
Os autores alegam que, ao analisar o quatro no intervalo de 2 a 20 ms, o algoritmo tem 
o potencial de privilegiar a detecção dos trechos vozeados da fala, pois tal intervalo corres-
ponde à faixa de frequência de 50 a 500 Hz. Curiosamente, ao revisitarmos o trecho falado "... 
expense of actual ...", vemos na Figura 2-20 que o CrossCor tem uma detecção mais sutil do 
que a do algoritmo MaxPeak nos trechos em que há presença de fonemas vozeados 
/eh/,/n/,/ah/,/ae/,/uw/,/ax/ e /l/. 
 





Figura 2-21 - Representação tridimensional da sequência 'dó-ré-mi-fá'. 
2.4.6 CORRELAÇÕES ESPECTRAIS 
Recentemente, no contexto do VAD, tem sido explorada de maneira mais direta a ob-
servação de que os espectros do sinal de voz evoluem no tempo de forma diferente da que 
fazem os espectros dos quadros sem voz.  Vimos que se podem observar características do 
sinal de fala através de seu comportamento temporal bem como de seu comportamento espec-
tral. Uma forma de se tentar analisar a evolução temporal dos espectros do sinal é através da 
observação do espectrograma do sinal.  
Vejamos nas Figuras 2-21 e 2-22 respectivamente uma representação tridimensional e 
o espectrograma da sequência musical ‘dó-re-mi-fá’.  
Repare que na Figura 2-21 o sinal contém, em seus 0.3 segundos iniciais, a frequência 
de 261 Hz (que corresponde a nota dó), depois, nos próximos 0.3 segundos, se faz presente a 
frequência 294 Hz (nota ré), seguida pela frequência 331 Hz (mi) pelos próximos 0.3 segun-
dos e finalmente, o sinal tem, em seus últimos 0.3 segundos, a frequência 349 Hz (fá).  
A ‘vista de cima’ desta figura nos daria algo como a Figura 2-22, na qual podemos, em 




frequência, ou seja, podemos assim, acompanhar a evolução temporal do comportamento das 
frequências que compõem o sinal. 
Note que ao ‘planificar’ a representação tridimensional estamos perdendo a informa-
ção da amplitude dos termos, contudo, podemos mostrar tal amplitude no plano Tempo-
Frequência usando uma escala de intensidade de cores como ilustra a própria Figura 2-22. 
 
 
Figura 2-22 - Espectrograma da sequência 'dó-ré-mi-fá'. 
 






Figura 2-23 – Espectrograma do trecho "... expense of actual ...". 
 
Podemos agora observar o comportamento, com a passagem do tempo, dos espectros 
de um sinal de fala. Pode-se ver, por exemplo, que, nos fonemas vozeados (/eh/, /n/, /ah/, /v/, 
/ae/, /uw/, /ax/ e /l/), algumas frequências e algumas de suas múltiplas estão presentes durante 
todo o tempo de ocorrência do fonema, dando a cada um destes fonemas uma aparência har-
mônica, enquanto que para os demais fonemas, os ditos não vozeados, a frequências possuem 
um comportamento mais errático, dando a estes fonemas uma aparência mais ruidosa. 
Uma vez que a fala não vozeada possui características que são facilmente confundidas 
com ruído aleatório e que a fala vozeada possui uma estrutura harmônica, podemos observar 
que esta estrutura é preservada em certas condições de SNR adversas (Rabiner and Schafer 
1978) (Kristjansson et al. 2005), como ilustra a Figura 2-24. 
Assim, uma abordagem que busca robustez ao ruído pode ser dada pelo foco na detec-
ção na fala vozeada para depois se implementar um cenário de hang-over, como, por exem-
plo, simplesmente indicar os trechos vizinhos aos vozeados como trechos de fala não vozea-
dos. Tal é a estratégia presente no trabalho visto em (Kristjansson et al. 2005). 
Já o trabalho em (Yoo and Yook 2009) é baseado na observação de que as vogais têm 
um espectro característico devido a sua aparência harmônica, e assim, o trabalho busca detec-
tar a presença de vogais através da correlação entre o espectro de um quadro em observação e 




obter bons resultados em geral, o mesmo não se dá para casos em que o ruído é composto por 
burburinhos, pois a interferência de outros oradores faz com que os quadros espectrais da fala 
vozeadas possivelmente contenham mais do que uma frequência fundamental.  
Para lidar com este problema, uma medida de harmonicidade no domínio espectral foi 
proposta por (Krishnamachari and Yantorno 2000), denominada Spectral Autocorrelation 
Peak Valley Ratio, o que leva a auto-correlação do espectro de magnitude e utiliza a razão 
entre o pico e vale do primeiro máximo local como a medida de harmonicidade. Tal método, 





Figura 2-24 - Exemplo de espectrograma corrompido por adição de ruído aleatório com SNR de 15,0 
dB (esquerda), 10 dB (centro) e 5 dB (direita). 
 
Através de recortes no espectrograma de um sinal de voz, como mostrado na Figura 
2-25, pode-se observar que há bastante semelhança na composição das frequências entre qua-
dros sucessivos que contenham voz, especialmente nos trechos vozeados do sinal. Essa carac-
terística pode ser explorada por um algoritmo de VAD, já que, em trechos sem fala, geralmen-





Figura 2-25 - Exemplo de espectrograma de trecho do áudio. 
 
Em (Shokouhi et al. 2014), são calculadas as diferenças entre os respectivos MFCCs 
de cada quadro. Segundo os autores, nos quadros de voz, tais diferenças são pequenas em 
comparação com as diferenças calculadas para os quadros sem voz. Já (Krawczyk-Becker, 
Fischer, and Gerkmann 2015) utiliza as estimativas da densidade espectral de potência do 
ruído de quadros anteriores ao quadro em observação para o cálculo da SNR a posteriori, 
para, então, computar a probabilidade de presença de fala. Uma abordagem diferente de se 
capturar tanto a harmonicidade quanto sua variação pode ser dada pelo cálculo da correlação 
cruzada entre quadros vizinhos (Bueno et al. 2015). Esta nova abordagem, principal contri-
buição deste trabalho, será melhor explorada no Capítulo 3. 
2.5 TOMADA DE DECISÃO 
Vimos nas seções anteriores que o VAD segmenta o áudio para depois extrair de cada 
quadro um conjunto de atributos considerado discriminativo. Nesta última etapa, o VAD deve 
fazer uso do referido conjunto para decidir se o segmento em questão contém ou não voz.  
É interessante ressaltar que a tomada de decisão é fundamental para o desempenho do 




tecção caso não sejam extraídas boas e suficientes características discriminantes, por outro 
lado, a escolha de uma abordagem de decisão inadequada às características da população pode 
prejudicar todo o sistema. 
Comumente, a decisão é dada pela observação de uma fronteira de decisão estabeleci-
da através dos atributos de modo a minimizar os erros de decisão. Conforme novos segmentos 
vão sendo avaliados, tal limiar pode ser atualizado, de modo a se adaptar às possíveis varia-
ções da voz e do ruído de fundo. Além disso, tendo em vista um melhor desempenho, podem 
ser combinados vários atributos para a delimitação da fronteira de decisão, estratégia utiliza-
da, por exemplo, pelos VADs industriais.  
Dentre eles, destacam-se o G 729 (Benyassine et al. 1997) adotado pela International 
Telecommunication Union, e observa um conjunto de coeficientes de predição linear, a ener-
gia na faixa de baixa frequência (até 1 kHz) e a taxa cruzamentos por zero; os Adaptive multi-
rate AMR1  e AMR2 adotados pela European Telecommunications Standards Institute (ET-
SI) (ETSI 1999) e o SILK (Prasad et al. 2002) (utilizado em Skype VoIP),  que utilizam de-
tectores de pitch e de tons além de um banco de sub-bandas de níveis de energia; e finalmente 
o Advanced Front-end ETSI-AFE (ETSI- 2002), que se utiliza de dois VADs, sendo que o 
primeiro utiliza energia para a estimação do ruídos via filtragem de Wiener e o segundo  utili-
za 23 MFCCs. 
A suposição de que as estatísticas do ruído têm menor variabilidade que as estatísticas 
da voz (Srinivasan and Gersho 1993) inspira abordagens que interpretam as distribuições esta-
tísticas destas duas classes para inferir a probabilidade de uma amostra desconhecida perten-
cer à classe com voz e a de esta amostra pertencer à classe de ruído para a determinação de 
um limiar de decisão. Para tal, utiliza-se para a estimativa estatística o critério da Razão de 
Verossimilhança (LTR, Likelihood Ratio Test) (Duda, Hart, and Stork 2001). Os modelos 
estatísticos de detecção de atividade de voz podem assumir adicionalmente que os componen-
tes espectrais do sinal analisado podem ser representados por processos estocásticos gaussia-
nos e independentes entre si (Sohn, Kim, and Sung 1999), distribuições gaussianas generali-
zadas (Górriz et al. 2010), distribuições gamma e Laplacianas (Chang, Kim, and Mitra 2006). 
Outras abordagens foram formuladas para o VAD, através de outras métricas e crité-
rios, como a divergência de Kullback-Leibler (Ramírez et al. 2004), o critério de máxima pro-
babilidade a posteriori (Chang 2012) e o teste de Kolmogorov–Smirnov (Chang et al. 2006).  




Pathan 2012), onde o ruído é assumido como Gaussiano, e a voz como contendo estatísticas 
de ordem superior. 
Uma função de decisão eficiente pode ser obtida através de técnicas conhecidas como 
técnicas de Aprendizado de Máquina (AM). Tais técnicas empregam um princípio de inferên-
cia denominado indução, no qual são obtidas conclusões genéricas a partir de um conjunto 
particular de exemplos. No contexto das técnicas de AM, o aprendizado indutivo pode ser 
dividido em dois tipos principais: Supervisionado e Não-Supervisionado. 
Neste trabalho, iremos nos restringir a processos de aprendizado onde serão assumidos 
valores discretos para as classes que representam o fenômeno de interesse sobre o qual se de-
seja fazer previsões. Trataremos com isso de um problema de classificação.* Além disso, lida-
remos com classificadores binários, ou seja, classificadores que possuem duas classes.**  
No aprendizado supervisionado, cada exemplo do conjunto é associado a um rótulo da 
classe à qual o exemplo pertence. Por exemplo, para um algoritmo de VAD, juntamente com 
cada segmento de áudio, é apresentado à máquina um rótulo que informa se este segmento 
contém ou não voz. A partir desses exemplos, um algoritmo de AM visa extrair uma represen-
tação do conhecimento sobre o sistema com o objetivo de que tal representação seja capaz de 
produzir saídas corretas para entradas não apresentadas previamente. 
Neste contexto, dado um conjunto de exemplos rotulados na forma -@, N@ , em que 
-@ 	representa um exemplo e N@ denota o seu rótulo, deve-se produzir um classificador, tam-
bém denominado modelo, preditor ou hipótese, capaz de predizer o rótulo de novos dados. 
Define-se como treinamento o processo de indução de um classificador a partir de uma amos-
tra de dados, e é definida como generalização a habilidade do modelo em classificar correta-
mente novos dados após passar pela etapa de treinamento. 
Por sua vez, no aprendizado não-supervisionado, não há indicação de rótulo com o ga-
barito para os padrões de entrada, ou seja, não existe uma resposta associada de antemão. Por-
tanto, o algoritmo de AM deve aprender a representar e/ou agrupar as entradas submetidas 
segundo uma medida de qualidade. 
                                                 
*
 Caso os rótulos possuam valores contínuos, tem-se uma trefa de regressão. 
**




A seguir, neste capítulo, veremos alguns classificadores que, sob a ótica da teoria do 
aprendizado estatístico (Vapnik and Chervonenkis 1971), possuem, entre si, diferentes para-
digmas quanto a suas buscas por minimizar seus erros de predição, ou seja, quanto a suas bus-
cas por maior capacidade de generalização. Abordaremos as fundamentações teóricas desses 
classificadores e indicaremos instâncias de suas presenças na literatura do VAD.  
Começaremos, na seção 2.5.1, por um classificador generativo cuja escolha da classe 
se dá pela maximização da probabilidade a posteriori obtida através dos dados de treinamento 
e cujas classes possuem funções de distribuições de probabilidade aproximadas por uma com-
binação linear de funções de densidade de probabilidade gaussiana. Tais modelos são conhe-
cidos como Modelos de Misturas de Gaussianas. 
Seguiremos na seção 2.5.2 a atenção voltada a uma Rede Neural Perceptron Multica-
madas (Haykin 2009), que utilizaremos como um classificador discriminativo, que têm por 
objetivo otimizar diretamente um mapeamento ou função de erro.  
2.5.1 MODELO DE MISTURAS DE GAUSSIANAS (GMM, Gaussian Mix-
ture Model) 
Vimos que as classes voz/não voz podem ser modeladas por diferentes Funções de 
Densidade de Probabilidade (PDF, Probability Density Function). Uma forma mais abrangen-
te de se fazer isso é baseada na possibilidade de que um número significativo de distribuições 
possa ser aproximado por uma combinação linear de funções de probabilidade gaussianas 
(Bishop 2006), conforme ilustra a Figura 2-26. 
 






Em um modelo de mistura de Gaussianas, cada componente da mistura é representada 
por uma função de densidade de probabilidade dada pela Equação 2.23. 
 = 127 > |Σ|> I-VS− − 
Σ* − U; (2.23) 
onde  representa a média, Σ representa a matriz de covariância, e D representa a dimensão 
da PDF e é a mesma que a do vetor de atributos x produzido na fase de extração de caracterís-
ticas. 
Assim, a probabilidade de um vetor de características x ter sido gerado por determina-
do modelo  é obtida pela somatória das C componentes ponderadas pela probabilidade de 





onde  contém a probabilidade, a média e as covariâncias de cada Gaussiana. 
A soma dos pesos presentes no modelo da equação é unitária, conforme pode ser visto 
no desenvolvimento da Equação 2.25. 

















Os parâmetros de cada modelo podem ser estimados em uma etapa de treinamento, 
onde se tem como objetivo principal encontrar uma representação mais adequada para os ve-
tores de características. Diversas técnicas estão disponíveis para estimação dos parâmetros de 
uma mistura de Gaussianas (Gentle, McLachlan, and Krishnan 1998), sendo o método mais 
utilizado na literatura o de estimação da Máxima Verossimilhança (MV) (Duda, Hart, and 
Stork 2001).  Este método de estimação tem como princípio escolher os parâmetros do mode-




Para uma sequência de entrada de T vetores de treinamento  = S@, = = 1, … , U, po-
de ser definida a função de verossimilhança para o modelo como a função de densidade de 
probabilidade conjunta de X dado o modelo , descrita por p│λ . Assumindo independên-
cia entre os vetores de entrada*, a função de verossimilhança pode ser escrita como: 




Contudo, a sua resolução direta não é possível dada a não-linearidade dos parâmetros 
do modelo . Assim, utiliza-se um procedimento iterativo na determinação do modelo , que 
é refinado a cada iteração de forma que o conjunto X se torne mais verossímil. Isto é possível 
com o emprego do algoritmo de Maximização de Expectativas (EM, Expectation-
Maximization) (Tomasi 2004), o qual garante que o modelo atual @}  esteja mais correlaci-
onado com o conjunto de observações X em comparação com o modelo da iteração anterior 
@ . 
O EM é um algoritmo iterativo, o qual assume um modelo inicial como base para a es-
timação de um novo modelo, tal que o novo modelo se torna o modelo inicial para a seguinte 
iteração.  Este processo é repetido até um número máximo de iterações ou até que a diferença 
das verossimilhanças entre duas iterações sucessivas seja menor que um limiar especificado. 
Cada iteração do algoritmo EM consiste em dois processos: Expectativa e Maximiza-
ção. No passo Expectativa, se aproxima a PDF desejada, usando como entrada os parâmetros 
V@*, @* e @*. Esta aproximação é conseguida através do cálculo da probabilidade a pos-
teriori dada pela Equação 2.27. 
 
Esta operação expressa a probabilidade que um ponto qualquer do vetor de entrada se-
ja gerado por uma das C componentes do modelo , e é utilizada no segundo passo da itera-
                                                 
*
 Quando as relações de dependência entre as características usadas por um classificador são desconhecidas, 
geralmente faz-se a suposição de que as características são independentes, o que, simplifica o cálculo da veros-
similhança. 
V@ w│|,  = V
@ @ | 




ção, chamada de maximização, onde são atualizados os parâmetros do modelo, tendo por base 
as seguintes expressões: 





@} = ∑ V
@ w│|,  ||A
∑ V@ w│|,  |A ; (2.28) 
 
>@} = ∑ V
@ w│|,  |>|A




Tendo sido gerados os modelos  pela estimação dos parâmetros realizada na etapa de 
treinamento, pode-se então, durante a etapa de verificação, decidir pelo modelo  que resulte 
no maior valor da Equação 2.26. Para um algoritmo de VAD, após o processo de treinamento, 
no qual foram gerados os modelos de presença de fala  = 1 e de ausência de fala 	 = 0, o 
verificador deve decidir, para um novo segmento em análise, por H1 (segmento contem fala) 
caso ∏ V| = 1 |A  > ∏ V| = 0 |A  e, caso contrário, deve decidir por H0. 
O GMM como classificador tem sido fartamente utilizado em processamento de fala 
na problemática de reconhecimento de locutor apresentando bons resultados (Reynolds, 
Quatieri, and Dunn 2000). No contexto do VAD, primeiramente foi apresentado um algoritmo 
baseado em GMM em que foram usados trechos de áudio sem ruído para treinar o classifica-
dor (Torre et al. 2006). Recentemente, foi proposto em (Ying et al. 2011) um processo de 
aprendizado não supervisionado no qual os frames iniciais do sinal são agrupados em duas 
gaussianas. O método supõe que a distribuição com a menor média representa ruído e a distri-
buição com maior média representa regiões de fala. As distribuições estimadas também são 




2.5.2 REDES NEURAIS PERCEPTRON MULTICAMADAS (MLP, Multi-
Layer Perceptron) 
As redes perceptron de múltiplas camadas pertencem à classe de redes neurais estáti-
cas  que possui processamento direto (não-realimentado) e, tipicamente, consistem em um 
conjunto de unidades sensoriais que constituem uma camada de entrada, uma ou mais cama-
das ocultas (ou intermediárias) e uma camada de saída. Uma ilustração de uma rede MLP com 
uma única camada intermediária pode ser vista na Figura 2.27. 
 
Figura 2-27 - Exemplo de Rede Neural com uma camada intermediária. 
 
Em uma rede MLP cada unidade sensorial (ou neurônio) k da camada i recebe as en-
tradas de todas as unidades  = [1,… ,E@*G da camada anterior (i -1) que, por sua vez, são 
multiplicadas por pesos sinápticos .Ln@ . As sinapses geradas passam por uma junção aditiva 
produzindo, assim, um potencial de ativação interna L@ , conforme a Equação 2.30. 







onde n@* = nse i=1, @*= @* é o bias e tem a função de transladar o hiperplano de sepa-
ração do espaço de estados fora da origem. 
O potencial de ativação é então utilizado como argumento da função de ativação que 
determina a propagação do sinal neural. Funções de ativação sigmoidais são geralmente ado-
tadas, destacando-se a função tangente hiperbólica*. Assim a saída do neurônio k da camada i 
é assume a forma da Equação 2.31. 
NL@ = {),ℎe · 	L@ f = I
 ·	¡¢ − I* ·¡¢
I ·	¡¢ + I* ·¡¢ ; (2.31) 
onde  é uma constante (freqüentemente igual a 1) que determina a inclinação da função sig-
moidal. 
Usando a Equação 2.31, podemos determinar a saída da rede neural MLP ativando-a 
da esquerda para a direita, camada a camada (ativação direta). Pode-se mostrar que uma rede 
neural com uma única camada intermediária, como ilustrada na Figura 2-27, tem capacidade 
de aproximação universal. (Haykin 2009)  
O mapeamento entrada-saída pode ser otimizado, uma vez que os neurônios podem 
capacitar a rede a aprender tarefas complexas extraindo progressivamente as características 
mais significativas dos vetores de entrada. Uma forma de realizar tal otimização se dá por 
meio de um treinamento supervisionado com um algoritmo conhecido como algoritmo de 
retropropagação de erro.  
Este algoritmo é baseado na regra de aprendizagem por correção de erro, e assim, pode 
ser visto como uma generalização de um algoritmo de filtragem adaptativa, conhecido como 
algoritmo de mínimo quadrado médio (Hayin 2009). Para uma rede MLP, o algoritmo de 
aprendizagem se divide em duas etapas, conhecidas como forward e backward, sendo, ideal-
mente, o aprendizado o resultado das muitas apresentações de um determinado conjunto de 
exemplos de treinamento.  
                                                 
*
 O uso de uma função de ativação não-linear suave, se justifica pois, o cálculo do erro 
do algoritmo de aprendizado para uma rede MLP, que veremos a seguir, requer uma função 





Em um primeiro momento, quando uma sequência de padrões de entrada é apresentada 
à rede, o fluxo é propagado adiante até a camada de saída (forward). 
Vetorialmente a saída do mapeamento pode ser computada: 
L} = L}£L}L + ¤L} ; 	H = 0,1, … , ¥ − 1;	 (2.32) 
onde K é o número de camadas da rede;  = , I	 = ¦. 
Seguindo o princípio da indução para inferir um mapeamento que minimize o erro so-
bre os novos dados, a saída N'do neurônio n da camada de saída é comparada com a saída 
desejada	z' e, com o objetivo de diminuir suas distâncias*, é aplicado um critério de adapta-
ção, sendo este geralmente baseado no erro quadrático médio.  
A atualização dos pesos pode se realizar somente após a apresentação de todos os pa-
drões, onde cada padrão é avaliado na mesma configuração de pesos. Neste caso, diz-se que o 
treinamento se dá por batelada, por ciclo ou por lote. O algoritmo pode, também, fazer a atua-
lização dos pesos após a apresentação de cada novo padrão. Neste caso, diz-se que o treina-
mento é incremental, on-line ou padrão a padrão. Uma apresentação completa de todo o con-
junto de treinamento é chamada de época. (De Castro and Von Zuben 2001) 
O valor instantâneo do erro quadrático para o neurônio n da camada de saída é defini-
do como: 
O valor do erro quadrático total J é obtido pelo somatório da Equação 2.33 para todos 
os neurônios na camada de saída e representa a função-custo dada pela Equação 2.34, que se 
deseja minimizar através do ajuste dos parâmetros livres da rede (sendo mais comuns aborda-
gens que ajustam os pesos sinápticos), dando início ao segundo momento do processo de 
aprendizagem (backward).  
                                                 
*
 Existem outros critérios para o ajuste de pesos da rede, como por exemplo, a maximização da informação mú-
tua cujo objetivo é maximizar a informação entrada-saída. 




Para realizar essa tarefa de otimização, comumente se recorre ao método do gradiente. 
Esse método efetua a minimização do custo através de passos sequenciais ao longo do negati-
vo do vetor gradiente. Assim, os pesos serão ajustados de acordo com a regra abaixo: 
onde 	¨ representa a taxa de aprendizagem que pode ser mantida fixa ao longo do processo 
iterativo ou modificada a cada passo de modo a garantir uma convergência mais rápida. 
Note que, durante a fase backward, o sinal de erro gerado na camada de saída deve se 
relacionar aos pesos sinápticos das camadas anteriores para que estes pesos sejam atualizados 
de modo a diminuir o erro sobre os novos dados. Contudo, o cálculo do vetor gradiente para 
uma rede com uma ou mais camadas intermediárias não é trivial. Um método computacional 
eficiente para esta etapa do treinamento de MLPs é conhecido como algoritmo de Retropro-
pagação (BP, backpropagation), embora não possamos afirmar que forneça uma solução óti-
ma para todos os problemas passíveis de solução (Haykin 2009). 
O método BP é, em essência, a regra da cadeia do cálculo diferencial multivariável pa-
ra obtenção, camada a camada, de todas as derivadas necessárias para a construção do vetor 
gradiente.  Estes dois procedimentos (de propagação e de retropropagação) são repetidos até 
que haja convergência do erro para um valor satisfatório ou que uma condição de parada seja 
atingida.  
As redes neurais feedforward podem também ser da forma de redes com Funções de 
ativação de Base Radial (RBF, Radial Basis Function). O trabalho em (Li 2014) mostra uma 
possível melhoria em uma RBF para um VAD ao se utilizar de algoritmos genéticos para oti-
mizar tanto os centros dos neurônios da camada intermediária, quanto os pesos da camada de 
saída, além de modificar a própria estrutura da rede. 
Além disso, as redes neurais também podem capturar comportamentos dinâmicos dos 
vetores de entrada se for feita alguma realimentação de informação através de conexões recor-
rentes.  Em (Hughes and Mierle 2013), bons resultados foram obtidos na detecção de ativida-








de de voz através de uma rede que conecta cada camada com as versões atuais e atrasadas da 
camada imediatamente anterior. 
2.6 HANG-OVER 
Um conjunto de regras empíricas para suavizar a decisão final do VAD baseado em 
decisões tomadas previamente é chamado de mecanismo de hang-over. Baseados na ideia de 
existência de forte correlação em ocorrências consecutivas dos quadros de fala, muitos algo-
ritmos de VAD se valem de estratégias de atraso em se decidir por classificar como contendo 
voz um quadro cujos quadros imediatamente antecessores foram classificados como contendo 
voz (Benyassine et al. 1997). 
Com esta ideia em mente, (Sohn et al. 1999) apresentou para seu pioneiro VAD baye-
siano um cenário de hang-over baseado em Modelos Ocultos de Markov. O algoritmo aplica 
uma suavização na LTR através de uma equação composta por coeficientes definidos de mo-
do a capturar a probabilidade de um quadro ser pertencente a uma classe dado a classe decidi-
da para o quadro anterior. 
Como citamos na seção 2.4.6, uma abordagem que busca robustez ao ruído pode ser 
dada pelo foco na detecção na fala vozeada para depois se implementar um cenário de hang-
over, em que  indicar os trechos vizinhos aos vozeados como trechos de fala não vozeados, 
baseados no estudo (Kristjansson et al. 2005), que indica que trechos vozeados são tipicamen-
te precedidos por 300 ms e seguidos por 500 ms de trechos de fala não vozeada.  
Geralmente, é possível para um algoritmo de VAD esperar por vários quadros e se va-
ler de informações neles contidas antes de reportar uma decisão sobre o frame correntemente 
processado. Em (Ghaemmaghami et al. 2010), bons resultados foram obtidos ao se adotar 
uma estratégia de suavização na decisão do VAD em regiões próximas a quadros classificados 
como contendo fala vozeada.  
Múltiplas observações do teste da RV com vistas a uma menor variância de tal teste 
também pode ser uma estratégia de hang-over de um algoritmo de VAD, como proposto em 
(Ramirez et al. 2005), onde foram recolhidas as múltiplas características através de desliza-




Neste capítulo vimos alguns atributos que podem ser explorados por algoritmos de 
VAD em sua tarefa, bem como algumas estratégias de tomada de decisão que podem ser ado-
tadas por tais algoritmos. No capítulo 3 trataremos da descrição do atributo proposto nesta 






3 VAD BASEADO EM CORRELAÇÃO ESPECTRAL 
Vimos no capítulo anterior que uma vasta gama de abordagens tem sido explorada a 
fim de se encontrarem características discriminativas da presença de voz que auxiliem o 
VAD. Dentre elas foram destacadas a Entropia Espectral, a Correlação Temporal, Distância 
Mel-Cepstral e Correlação Espectral. Este capítulo examina uma nova característica baseada 
na correlação entre quadros vizinhos no domínio da frequência.  
A possibilidade de distinção entre os quadros (com e sem a presença de fala) aqui pre-
sente está baseada na observação de que o espectro da fala (principalmente o da fala vozeada) 
possui estruturas que permanecem ao se passar de um quadro para outro, mesmo para situa-
ções com SNR adversa. 
Esta ideia será explorada e discutida neste capítulo, organizado como segue. Na seção 
3.1, veremos como se pretende explorar a correlação espectral, enquanto, na seção 3.2, será 
proposto e discutido um algoritmo para extração da característica estudada. Na seção 3.3, uma 
estratégia de hang-over será proposta para estender a decisão do VAD para os trechos de fala 
não vozeada. 
3.1 CORRELAÇÃO CRUZADA 
Através do espectrograma de um sinal de voz, como mostrado na Figura 3-1, pode-se 
observar que há bastante semelhança na composição das frequências entre quadros sucessivos 






Figura 3-1 - Exemplo de espectrograma de trecho do áudio. 
 
Uma forma de se avaliar o quanto dois conjuntos de dados , 	e g,  possuem ca-
racterísticas semelhantes entre si é através da observação de sua função de correlação cruzada, 
definida pela Equação 3.1: 
«b¬ ≜ 1; (, (, #  
M*
'A
,  = 0, 1*} , 2*} , …  − 1 . (3.1) 
Como sabemos, o sinal de fala vozeada possui uma natureza quasi-periódica (Rabiner 
and Schafer 1978), o que sugere uma maior correlação entre segmentos de fala vozeados em 
comparação à correlação entre segmentos onde a fala é ausente.  
Na Figura 3-2, vemos exemplos de valores da função de correlações cruzadas obser-
vadas do espectro (de quadros com 400 amostras) de um sinal de fala corrompida por ruído de 
trânsito. Notamos que os valores do vetor de correlação cruzada para os quadros em que a fala 
se faz presente são maiores do que os do vetor de correlação para os quadros em que somente 





Figura 3-2 – Dois exemplos de correlações cruzadas observadas, sendo a) um exemplo para um par de 
quadros com a presença de voz e b) outro exemplo para um par de quadros sem a presença de voz. 
 
O coeficiente central, rfg(l=0), do vetor de correlação cruzada é obtido, ao se dividir 
por N, um somatório cujas parcelas são obtidas pelos produtos entre f(n) e g(n), com n varian-
do de 0 até N-1, onde N é o número de coeficientes existentes em cada um dos dois conjuntos 
de dados, que no nosso estudo são espectros de quadros vizinhos. Assim, tal coeficiente apre-
sentará um grande valor se os dois espectros forem semelhantes, sendo este valor máximo 
para o caso em que os espectros forem idênticos.  
Já os coeficiente adjuntos ao central, rfg( *} ), do vetor de correlação cruzada são obti-
dos, ao se dividir por N, somatórios cujas parcelas são obtidas pelos produtos entre f(n) e 
g(n 1}* ). Assim, tais coeficientes apresentarão valores tão maiores quanto maiores forem os 
coeficientes f(n) e g(n 1}* ) e menores forem suas diferenças.  
Para o caso de espectros de sinal de fala, quando o deslocamento em frequência l for 
tal que g(n 1}* ) representar um formante*, teremos um coeficiente de correlação com alto va-
                                                 
*





lor, sendo máximo para o caso l=0 devido a menor amplitude dos formantes em relação à 
frequência fundamental*. 
Como observado no Capítulo 2, muitos são os tipos de ruídos de fundo que podem es-
tar presentes no sinal de áudio e, com isso, dificultar a tarefa do VAD, sendo que muitos des-
tes ruídos são sinais periódicos e, por isso, sinais cujos espectros de quadro vizinhos apresen-
tam forte correlação. Tal característica degradaria, portanto, o desempenho de um VAD base-
ado na correlação espectral como visto em (Yoo and Yook 2009). Contudo, se tal sinal perió-
dico for ‘espectralmente pobre’, ou seja, apresentar poucas frequências, o vetor de correlação 
cruzada para dois quadros vizinhos que contenham o espectro de tal sinal apresentará poucas 
amostras com valores elevados, ou seja, apresentará poucos picos. Como a fala vozeada é 
‘espectralmente rica’, ou seja, apresenta muitas frequências, o vetor de correlação cruzada 
para dois quadros vizinhos que contenham o espectro de tal sinal apresentará muitas amostras 
com valores elevados, ou seja, apresentará muitos picos  
Na Figura 3-3, sub-figuras a)  b) e c) vemos os vetores de correlação cruzada do espec-
tro dos fonemas vozeados /eh/, /n/, /ah/, /ae/, /w/, /ax/ e /l/ presentes no trecho de áudio 
‘...expense of actual...’. Já na Sub-Figura 3-3 d), vemos os vetores de correlação cruzada do 
espectro do acorde musical dó maior composto pelas frequências (363.63, 329.63 e 391.99) 
Hz. Na figura, cada linha horizontal é um vetor com 200 amostras1 resultado da correlação 
cruzada dos primeiros 200 coeficientes do espectro de um quadro com os primeiros 200 coe-
ficientes do espectro do quadro seguinte. 
                                                 
*
 Perdas causadas pela viscosidade do ar e pela irradiação nos lábios aumentam com a frequência. Isto causa 
maior largura de faixa e menor amplitude dos formantes na parte superior do espectro. 
1
 O vetor de amostras está representado de forma contínua para facilitar a visualização. Tal representação se 





Figura 3-3 - Vetores de correlação cruzada do espectro dos fonemas vozeados a) /ah/, /ae/, b) /uw/, /ax/ 
e /l/ e c) /eh/, /n/ e em d) vetores de correlação cruzada do espectro do acorde musical dó maior. 
 
Podemos ver que os vetores de correlação cruzada do sinal periódico dó maior apre-




da, os fonemas vozeados tendem a apresentar um espalhamento dos picos nos vetores de cor-
relação cruzada. 
Na Figura 3-4, vemos os vetores de correlação cruzada do espectro de cerca de quatro-
centos quadros de áudio, sendo tais quadros resultados de segmentação (a cada 25 ms com 
superposição de 10 ms) de um trecho (escolhido aleatoriamente) de áudio com fala corrompi-
da por ruído de rua.  Tais quadros estão divididos entre os quadros com a presença de fala 
ruidosa (quadros 97 ao 252) na Figura 3-4 a) e quadros em que somente está presente o ruído 
(quadros 0 ao 96 e 253 ao 399) na Figura 3-4 b). 
 
Figura 3-4 - Vetores de correlação cruzada observadas para quadros a) com a presença de voz ruidosa e 






Figura 3-5 - Vetores de correlação cruzada observadas para quadros a) com a presença de voz ruidosa e 
b) contendo apenas ruído de cafeteria, caracterizado pela ocorrência de burburinho e de ruídos de cozinha de um 
café, com SNR de 15dB. 
 
Já na Figura 3-5, vemos os vetores de correlação cruzada do espectro de cerca de qua-
trocentos quadros de áudio, sendo tais quadros resultados de segmentação (a cada 25 ms com 
superposição de 10 ms) de um trecho (escolhido aleatoriamente) de áudio com fala corrompi-
da por ruído de cafeteria. Tais quadros estão divididos entre os quadros com a presença de 
fala ruidosa (quadros 30 ao 201 e quadros 300 ao 400 ) na Figura 3-5 a) e quadros em que 




Podemos observar a ocorrência de picos tanto na Figura 3-4 a) quanto na Figura 3-5 
a),  ou seja, na correlação cruzada de espectros de quadros com presença de voz, bem como 
podemos observar a ausência de tais picos tanto na Figura 3-4 b) quanto na Figura 3-5 b), ou 
seja, na correlação cruzada de espectros de quadros em que a voz não se faz presente.  
 
Figura 3-6 - Vetores de correlação cruzada observadas para quadros a) com a presença de voz ruidosa e 
b) contendo apenas ruído de rua que contem sons de tráfego, sons de pedestres e de pássaros com SNR de 0dB. 
 
Nas Figuras 3-6 e 3-7, vemos trechos de áudio fortemente corrompidos por ruído de 
rua e de cafeteria respectivamente, com SNR de 0dB. Podemos observar a ocorrência de picos 
nas colunas com índice ‘a)’ das duas figuras, tal qual ocorre na Figura 3-4 e na Figura 3-5. 
Assim, vemos uma permanência de picos quando da diminuição da SNR, o que sugere robus-




Contudo, podemos também observar a ocorrência de picos nas colunas de índice b) das Figu-
ras 3-6 e 3-7, ou seja, na correlação cruzada de espectros de quadros em que a voz não se faz 
presente. Porém, tais picos se mostram menos intensos que os picos observados nas colunas 
respectivas de índice ‘a)’, picos estes referentes à correlação cruzada de espectros de quadros 
com voz ruidosa. 
 
Figura 3-7 - Vetores de correlação cruzada observadas para quadros a) com a presença de voz ruidosa e 
b) contendo apenas ruído de cafeteria, caracterizado pela ocorrência de burburinho e de ruídos de cozinha de um 




3.2 MÉTODO PROPOSTO 
Tendo por base as motivações apresentadas na seção anterior, o seguinte algoritmo, 
cujo fluxograma pode ser visto na Figura 3-8 é proposto para a extração da característica ex-
plorada neste capítulo: 
1. Segmentação do sinal de áudio em quadros a cada 25 ms com superposição de 10 ms; 
2. Obtenção do espectro do quadro através da aplicação da Transformada Discreta do 
Cosseno (DCT, Discrete Cosine Transform); 
3. Computação da correlação cruzada entre os coeficientes do espectro do quadro avalia-
do e o do quadro sucessor; 
4. Cálculo da mediana das amplitudes das amostras do vetor de correlações; 
5. Cálculo do logaritmo da mediana. 
 
Figura 3-8 - Fluxograma do algoritmo para extração da característica proposta. 
 
 
A escolha da DCT se dá por essa transformada possuir apenas coeficientes reais e po-




uma redução significativa no tempo de cálculo. Assim, é descartada a última metade dos coe-
ficientes do espectro de cada quadro e a correlação cruzada se dá entre a primeira metade dos 
coeficientes do espectro de cada quadro, resultando em um vetor de correlação com uma 
quantidade d de amostras, onde d é igual à metade do número total de coeficientes do espectro 
oriundos da DCT. Por fim, é calculada a mediana dos m coeficientes centrais do vetor de cor-
relação cruzada, sendo m igual a um quinto do total de coeficientes deste vetor. A escolha de 
se calcular a mediana somente para os m coeficientes centrais se dá devido à observação das 
Figuras 3-3 a 3-7, que mostram que os demais coeficientes tendem a ser muito próximos de 
zero. 
A título de exemplo, um sinal amostrado a uma taxa de 16 kHz terá 400 amostras para 
cada quadro de 25 ms. Assim, cada quadro terá 400 coeficientes provindos da DCT, sendo os 
primeiros 200 utilizados para a correlação cruzada, resultando em um vetor com 200 coefici-
entes, sendo calculada a mediana dos 40 coeficientes centrais e, por fim, seu logaritmo na 
base decimal, com o objetivo de se diminuir a escala dos valores obtidos. 
3.3 HANG-OVER 
Uma vez que a característica explorada visa a detecção principalmente da fala vozeada 
em detrimento da fala não vozeada, faz-se necessária uma estratégia que estenda a detecção 
para os trechos de fala não vozeada a fim de se diminuirem os erros de classificação para este 
último tipo de fala. 
Para isto, pode-se adotar a estratégia utilizada em (Ghaemmaghami et al. 2010), que, a 
partir do estudo em (Ramírez et al. 2004), considera que trechos de fala vozeada são tipica-
mente precedidos por 300 ms e seguidos por 500 ms de fala não vozeada e, assim, aplicaram 
um filtro de suavização de média móvel com comprimento de um segundo, aumentando assim 
os valores das características observadas nos quadros de fala não vozeada, pois tais quadros 
serão obtidos como uma média dos valores dos quadros adjacentes, que supomos ser de fala 
vozeada.   




NH = NH − 1 + H − H − © © , (3.2) 
onde J é o número de amostras que compõem a janela móvel, u(k) é o valor medido ou entra-
da do filtro e y(k) é a saída filtrada. 
3.4 CONCLUSÃO 
Vimos neste capítulo uma maneira de explorar a permanência de estruturas do espec-
tro da fala para se obter um atributo capaz de distinção entre os quadros com e sem a presença 
de fala. Um método para a extração deste atributo foi proposto bem como uma estratégia de 
suavização da decisão do VAD. No próximo capítulo, faremos alguns testes para podermos 






Neste capítulo, desenvolvemos alguns algoritmos de VAD extraindo como atributos os 
coeficientes de correlação espectral vistos no Capítulo 3 e tendo como classificadores as téc-
nicas de aprendizado supervisionado descritas no Capítulo 2.  
Tais algoritmos serão apresentados na Seção 4.1 e avaliados conforme será descrito na 
Seção 4.2 sobre uma base de dados descrita na Seção 4.3. Também selecionamos alguns algo-
ritmos vistos nos Capítulos 2 e 3 para serem avaliados sobre a mesma base de dados. Estes 
algoritmos também serão descritos na Seção 4.1. 
Na Seção 4.4, estabeleceremos a segmentação e descreveremos a extração dos parâme-
tros utilizados para, então, na seção 4.5, discorrermos sobre a etapa de treinamento de diferen-
tes classificadores. 
4.1 ALGORITMOS DE DETECÇÃO DE ATIVIDADE DE VOZ 
Nesta seção, são apresentados os algoritmos que serão utilizados nos testes realizados 
neste capítulo. O primeiro deles será o proposto nesta dissertação, apresentado no Capitulo 3 
e, aqui denominado LMCC-VAD, escolhido com o objetivo de possibilitar uma avaliação do 
comportamento de um VAD cujo atributo é o logaritmo da mediana dos valores da correlação 
cruzada entre os espectros de dois quadros consecutivos. 
Com o objetivo de se estabelecer uma base de comparação dos resultados obtidos pelo 
LMCC-VAD, alguns algoritmos da literatura também passarão pelo mesmo processo de ava-
liação de desempenho descrito na seção 4.2.  
Dentre eles estão dois dos sistemas industriais padronizados citados na Seção 2.5, a 
saber, o ITU-G.729 (Benyassine et al. 1997) e o ETSI-AFE (ETSI 1999). Contudo, observa-se 
que estes dois algoritmos de VAD possuem parâmetros pré-definidos de acordo com suas 
especificações. Sendo assim, não poderão passar pelo processo de treinamento que será defi-
nido na Seção 4.5. Deste modo, para se estabelecer uma comparação mais justa, um algoritmo 




VAD_Tipo1, diferente do LMCC-VAD_Tipo2, que passará pelo treinamento especificado na 
Seção 4.5, juntamente com os demais algoritmos de VAD descritos a seguir. 
Os dois primeiros escolhidos são o LTSD-VAD (Ramirez et al. 2004) e o LRT-VAD 
(Sohn et al. 1999), pois são baseados, respectivamente em divergência espectral e em estima-
tivas estatísticas da energia do sinal, e são os mais utilizados na literatura como base de com-
paração devido à consistência de seus bons desempenhos. O AZR-VAD (Ghaemmaghami et 
al. 2010), que traz como abordagem a observação da autocorrelação no domínio do tempo, e o 
LTSV-VAD (Ghosh et al. 2011), que utiliza a entropia espectral como atributo, foram esco-
lhidos para os testes com o objetivo de trazer uma ampla variedade de abordagens de detecção 
de atividade de fala. 
Por fim, com o objetivo de complementar, embora não de exaurir, a gama de possíveis 
abordagens utilizadas para a implementação de algoritmos de VAD, os MFCC, descritos na 
Subseção 2.4.4, serão avaliados em composição com os classificadores GMM e MLP, descri-
tos nas Subseções 2.5.1, 2.5.2 e 2.5.3 respectivamente, formando assim dois algoritmos de 
VAD, que serão referidos como GMM-MFCC-VAD e MLP-MFCC-VAD. Contudo, uma vez 
que as regras de decisão para estes três últimos algoritmos de VAD são diferentes da regra de 
decisão até então estabelecida para o LMCC-VAD, utilizaremos a característica LMCC jun-
tamente com os MFCC como entrada para os classificadores citados, formando assim, mais 
dois algoritmos de VAD, que serão denominados GMM-MFCC+LMCC-VAD e MLP-
MFCC+LMCC-VAD. 
Assim, avaliaremos os seguintes algoritmos de VAD em três etapas diferentes, con-












Tabela 4.1 - VADs analisados em diferentes etapas. 
Etapa 1  
- Seção 4.6.1 
Etapa 2  
- Seção 4.6.2 
Etapa 3  















4.2 ANÁLISE DE DESEMPENHO 
O desempenho de um VAD pode ser medido objetivamente através da comparação de 
sua saída com a saída de um VAD ideal. As decisões ideais podem ser obtidas através de um 
arquivo de áudio etiquetado manualmente, ou seja, de um arquivo marcado por meio de testes 
de audição e inspeções humanas com a ajuda dos espectrogramas dos trechos avaliados. A 
base QUT-NOISE-TIMIT, que descreveremos na Seção 4.3 é um exemplo de base com tais 
marcações. 
A Figura 4-1 ilustra os dois tipos de erros a que um algoritmo de VAD está sujeito. O 
Falso Positivo (FP), quando o VAD classifica como fala uma amostra na qual não há fala e o 
Falso Negativo (FN), que ocorre quando o VAD classifica como ausente de fala um trecho em 
que há fala.  De forma complementar podem ocorrer dois tipos de acertos também indicados 
na Figura 4-1: O Verdadeiro Positivo (VP), quando o VAD classifica como fala uma amostra 
em que de fato há fala e o Verdadeiro Negativo (VN), que ocorre quando o VAD classifica 





Figura 4-1 - Tipos de acertos e de erros de detecção da atividade de voz. 
 
Estes índices compõem o que é conhecido como matriz de confusão, e são base para 
uma série de métricas. Para um VAD, dependendo da aplicação, um bom desempenho em 
uma métrica pode ser mais desejável, mesmo ao custo de uma diminuição no desempenho em 
outra métrica. Por exemplo, quando da aplicação de um VAD como um módulo de um siste-
ma de reconhecimento de fala, é imprescindível se ter quadros de fala detectados o suficiente 
para que toda a sentença possa ser reconhecida. Assim, a métrica conhecida como ‘Sensitivi-
dade’, que mede a porcentagem de amostras positivas classificadas corretamente sobre o total 
de amostras positivas pode se tornar mais relevante na avaliação do VAD em questão (Veiga 
2013). Contudo, quando da aplicação de um VAD como um módulo de sistemas de identifi-
cação de locutor, uma detecção mais precisa é crucial a fim de não alimentar o sistema com 
amostras que contenham somente ruído, e com isso, torna-se mais relevante a métrica conhe-
cida como ’Precisão’, que mensura a porcentagem de amostras positivas classificadas corre-
tamente sobre o total de amostras classificadas como positivas.  Já em outras aplicações, onde 
um custo relativo entre as detecções de fala e não-fala é mais importante, a métrica ’Sensitivi-
dade’  em conjunto com a métrica ‘Especificidade’ (porcentagem de amostras negativas iden-
tificadas corretamente sobre o total de amostras negativas) podem formar o par de métricas 




Contudo, uma vez que este trabalho não se propõe a utilizar o VAD em nenhuma apli-
cação em especial, empregaremos neste trabalho outras duas métricas, comumente utilizadas 
em avaliações de desempenho de algoritmos de VAD. São elas: 
• Taxa de Falso Positivo (TFP): também referida como taxa de falso alarme, in-
dica a proporção de instâncias negativas que são erroneamente classificadas 
como positivas, sendo calculada conforme indicado na Equação 4.1: 
 
B = BB + ® ;	 (4.1) 
 
• Taxa de Falso Negativo (TFN): indica a proporção de instâncias positivas que 
são erroneamente classificadas como negativas, sendo calculada como mostra a 
Equação 4.2: 
 
B = BB + B.	 (4.2) 
 
Observa-se que as métricas B e B estão fortemente relacionadas entre si, sendo 
que o aumento de uma métrica implica diminuição da outra e vice-versa. Por esta razão, os 
resultados são frequentemente apresentados utilizando a curva Receiver Operating Characte-
ristics, ou o gráfico Detection-Error Tradeoff. Estes dois gráficos consistem basicamente em 
apresentar o B em um eixo e no outro eixo o B para diferentes valores de limiares de 
decisão. 
Contudo, uma vez que pretende-se neste trabalho avaliar o comportamento de diferen-
tes abordagens de VAD, sobre diferentes tipos de ambientes, com diferentes níveis de SNR, 
utilizaremos uma forma mais compacta de apresentação, que combina as métricas B e B 
citadas, conhecida como Taxa de Erro Total Médio, (HTER, Half Total Error Rate) definida 




:, ∁, ° = B, ∁, ° + B, ∁, ° 2 [%];	 (4.3) 
onde  denota o limiar de decisão, ∁ a característica e ° a base de dados utilizados. 
O limiar de decisão  é normalmente calculado com a observação das distribuições da 
característica em questão durante uma etapa de desenvolvimento. Na Seção 4.3, descrevere-
mos a base de dados, enquanto, na Seção 4.4, analisaremos a extração dos atributos para, na 
Seção 4.5, vermos o cálculo dos respectivos limiares de decisão. 
4.3 BASE DE DADOS 
Vimos que, para uma avaliação objetiva dos algoritmos de VAD, podem ser usadas as 
decisões ideais de um VAD, que, por sua vez, podem ser obtidas através de arquivos de áudio 
etiquetados manualmente. Nesta seção, descreveremos a base QUT-NOISE-TIMIT (Dean et 
al. 2010), base que adiciona ruídos à base etiquetada TIMIT (Garofolo et al. 1993) e que será 
utilizada neste trabalho.  
A base de dados de áudio da Texas Instruments and Massachusetts Institute of 
Technology, conhecida como TIMIT é um banco de dados de voz que contém gravações de 
pessoas pronunciando palavras ou frases variadas e que abrange os diversos sotaques do in-
glês americano para ambos os sexos.  
A base TIMIT foi criada especialmente para experimentos de reconhecimento de voz 
contínua independente de locutor. Ela possui gravações de 630 pessoas pronunciando 10 fra-
ses cada, resultando em 6000 sentenças com taxa de amostragem de 16 kHz, com apenas um 
canal e valores de 16 bits. 
Apesar de bem completa, a base TIMIT tem apenas amostras limpas de voz. O objeti-
vo desta dissertação é testar métodos de detecção em presença de ruído. Para isso, serão ne-
cessários sinais corrompidos de diversas maneiras. Para obter as amostras corrompidas, utili-
zaremos a base de dados QUT-NOISE-TIMIT, a qual, a partir da base etiquetada de dados 




Os ruídos foram gravados em 10 localizações reais, sendo, em cada local, realizadas 
duas gravações. As gravações são espaçadas de pelo menos um dia (exceto no cenário CAR), 
e têm uma duração de pelo menos 30 minutos. 
A adição da base de ruído resulta em um total de 600 horas de fala ruidosa divididas 
em 24000 arquivos, sendo 100 arquivos para cada uma das 6 SNRs com 2 comprimentos 
(tempo de gravação) para cada uma das 20 sessões de gravação. A Figura 4-2 mostra um es-
quemático das sequências de áudio disponíveis na base QUT-NOISE-TIMIT. Os eventos de 
fala são obtidos aleatoriamente da base TIMIT, onde cada grupo de 100 arquivos (para cada 
SNR) contém 25 arquivos com menos de 25% de presença de fala, 25 com mais de 75% de 
presença de fala e os outros 50 arquivos possuem entre 25 e 75% de fala. 
 
Figura 4-2 – Esquemático das sequencias de áudio disponíveis na base QUT-NOISE-TIMIT. (Dean et 
al. 2010). 
 
Para permitir metodologias de treinamento, a base TIMIT foi dividida de forma que 
um dado arquivo de fala não esteja presente em mais de um grupo (A ou B) ou sessão (1 ou 
2). Os diferentes arquivos de fala da base TIMIT são adicionados em um mesmo arquivo de 
ruído com distâncias temporais aleatórias, sendo possível sobreposição de falas. Nos cenários 
CAR e REVERB, os trechos de fala foram convoluídos com as respostas impulsivas dos am-
bientes, com o intuito de simular os efeitos de um ambiente reverberante. 
O cenário CAR é dividido em CAR-WINDOWNB (janela aberta) e CAR-WINUPB 




cidade. Os dois cenários possuem primordialmente ruídos do atrito entre os pneus e o solo, de 
outros veículos passando ao lado, de movimentação de bagagem e, no caso de CAR-
WINDOWNB, ruído de ventos. 
Já o cenário REVERB foi dividido em REVERB-POOL (piscina fechada) e RE-
VERB-CARPARK (estacionamento fechado). Ambos os locais são caracterizados por serem 
bastante reverberantes, sendo que no primeiro ocorrem sons de salpicos de água e de pessoas 
correndo enquanto, no segundo, ocasionais sons de veículos estão presentes. 
O cenário CAFE é dividido em CAFE-CAFE (ambiente externo) e CAFE-
FOODCOURTB (típico café de shopping center), ambos caracterizados pela ocorrência de 
burburinhos e de ruídos de cozinha de um café, tais como sons de tilintar de talheres e de lou-
ças, de arrastamento de mesas e cadeiras, de liquidificadores e demais equipamentos de cozi-
nha. 
Por sua vez, o cenário HOME é dividido em HOME-KITCHEN (cozinha) e HOME-
LIVINGB (sala de estar). O primeiro local corresponde a um ambiente silencioso, cujo silên-
cio ocasionalmente é interrompido por ruídos típicos de uma cozinha doméstica. Já o segundo 
local contém sons de crianças cantarolando, falando e brincando acompanhados de sons de 
televisão e de sons musicais. 
Por fim, o cenário STREET é dividido em STREET-CITY (centro de cidade) e 
STREET-KG (próximas ao centro). Ambos contêm sons de tráfego, sendo que o primeiro 
local contém sons de pedestres e de pássaros enquanto o segundo local contém sons de sinais 
de trânsito e de motores veiculares. 
4.4 EXTRAÇÃO DE CARACTERÍSTICAS 
O módulo de extração de características transforma as locuções de entrada em parâme-
tros que possam ser interpretados pelos módulos de classificação. Esta seção se dedica à des-
crição da extração dos atributos que serão utilizados nos testes. 
O módulo em questão tem por entrada segmentos de sinais de áudio. Tais segmentos 




voz da base QUT-NOISE-TIMI em janelas de 20 ms com deslocamento a cada 10ms, sendo o 
janelamento obtido através de janelas de Hamming, conforme visto na Seção 2.3. 
As características que serão utilizadas pelos algoritmos LTSD-VAD, LRT-VAD, 
AZR-VAD e LTSV-VAD foram extraídas utilizando abordagens similares às publicações que 
as propuseram, respectivamente em (Ramirez et al. 2004), (Sohn et al. 1999), 
(Ghaemmaghami et al. 2010) e (Ghosh et al. 2011). Já a característica utilizada pelo LMCC-
VAD foi extraída conforme descrito na Seção 3.2. Para atenuar as variações de curto prazo, 
foi aplicado um filtro de suavização de média móvel com comprimento de um segundo em 
todas as cinco características aqui citadas. 
A extração dos MFCC se deu conforme descrito na seção 2.2.4, sendo extraídos 20 
coeficientes mel cepstrais com os respectivos 20 delta e 20 delta-delta coeficientes, totalizan-
do 60 coeficientes para cada segmento. Foi aplicada a técnica conhecida como subtração da 
média cepstral, que, como ilustra a Equação 4.4, é dada pela subtração dos coeficientes de 
cada quadro de suas respectivas médias obtidas ao longo de um número N de quadros. Elimi-
nam-se com isso distorções que tendem a elevar, na média, seus valores. Observa-se, contudo, 
que a aplicação de tal técnica pode ter sido desnecessária, uma vez que esse tipo de distorção 
é normalmente produto do canal de transmissão do sinal de voz, o que não se espera observar 
na base de dados utilizada neste trabalho. 




onde D@,  é o atributo de ordem i do n-ésimo quadro e N é o número de quadros do sinal de 
voz. 










Tabela 4.2 – Lista das características avaliadas neste experimento. 
ITU-G.729 Coeficientes de predição linear, energia na faixa de bai-
xa frequência (até 1 kHz) e taxa cruzamentos por zero 
ETSI-AFE Sub-bandas de energia e 23 MFCC 
LMCC-VAD_Tipo1 
LMCC-VAD_Tipo2 
Mediana dos valores da correlação espectral  
                            / / 
LTSD-VAD Divergência espectral de longo termo 
LRT-VAD Logaritmo do vetor de verossimilhança  
LTSV-VAD Entropia espectral de longo termo 
AZR-VAD Picos de autocorrelação temporal 
GMM-MFCC-VAD 
MLP-MFCC-VAD 
20 MFCC + 20 delta + 20 delta-delta 




Mediana dos valores da correlação espectral  
+ 20 MFCC + 20 delta + 20 delta-delta 
                         / / 
4.5 METODOLOGIA DE TESTES 
A metodologia para o cálculo dos erros de classificação utilizada será a de validação 
cruzada com duas partições. Assim, a base de dados QUT-NOISE-TIMIT será particionada 
conforme a Tabela 4.3 para que os algoritmos de VAD descritos na Seção 4.1 sejam treinados 
sobre a Locação-1 e validados sobre os dados da Locação-2 e vice-versa. Com isso, a estima-
tiva do erro de generalização associado a cada modelo será obtida com uma média dos erros 





Tabela 4.3 – Partições da base de QUT-NOISE-TIMIT. 
Cenários Locação-1 Locação-2 
CAFE CAFE FOODCOURTB 
CAR WINDOWNB WINUPB 
HOME KITCHEN LIVING 
REVERB CARPARK POOL 
STREET CITY KG 
 
Vale lembrar que os três primeiros algoritmos de VAD citados (ITU-G.729, ETSI-
AFE e LMCC-VAD_Tipo1) possuem todos os parâmetros pré-definidos e, sendo assim, não 
passarão pela etapa de treinamento. 
Já a validação dos algoritmos LMCC-VAD_Tipo2, LTSD-VAD, LRT-VAD, LTSV-
VAD e AZR-VAD consiste em encontrar, dentre um intervalo de valores, qual é o limiar de 
decisão que minimiza o HTER para a Locação-1 para validá-lo na Locação-2 e vice-versa.  
Para os algoritmos que utilizam como classificadores as redes MLP foram realizadas 
varreduras com crescimento exponencial para se determinar o melhor número de neurônios na 
camada intermediária. Foi utilizada uma única camada intermediária, dois neurônios na ca-
mada de saída, taxa de aprendizado igual a 0.1 e 20 iterações. Testes preliminares não revela-
ram aumento significativo (de mais de 1%) nos desempenhos das redes ao se incrementar o 
número de iterações de 10 em 10 até o limite de 100 iterações.  
Já para os algoritmos que utilizam como classificadores os GMM, foram realizadas 
varreduras com crescimento exponencial para se determinar o melhor número de Gaussianas. 
O treinamento dos modelos foi iniciado com 5 iterações da técnica de agrupamento conhecida 
como K-means e seguido por 10 iterações do algoritmo EM. Testes preliminares não revela-
ram aumento significativo (de mais de 1%) nos desempenhos do modelo de misturas ao se 





A implementação dos algoritmos de AM foi realizada através da plataforma Bob 
(Anjos et al. 2012). Os HTERs obtidos pela varredura dos números de neurônios utilizados na 
camada intermediária das redes MLPs, bem como pela varredura dos números de gaussianas 
utilizadas para cada classe (fala / não fala) nos GMMs podem ser observadas no Apêndice, 
sendo utilizados na seção 4.6 os valores de neurônios/gaussianas que resultaram nos menores 
HTERs. 
4.6 RESULTADOS 
Nesta seção, apresentaremos em três etapas, conforme Tabela 4.1, os resultados dos 
algoritmos descritos na Seção 4.1, cujos desempenhos sobre a base QUT-NOISE-TIMIT, des-
crita na Seção 4.3, serão avaliados conforme descrito na Seção 4.2. Primeiramente, na Subse-
ção 4.6.1, veremos uma avaliação de algoritmos de VAD com parâmetros fixos, em especial 
um algoritmo de VAD que simplesmente classifica como contendo voz quadros em que o 
cálculo do LMCC retorna um valor positivo. Na Subseção 4.6.2 apresentaremos os resultados 
de algoritmos de VAD cujos limiares de decisão foram obtidos por meio de processo de trei-
namento supervisionado. Por fim, na Subseção 4.6.3, apresentaremos os resultados dos algo-
ritmos de VAD que utilizam como classificadores os GMMs e as redes MLPs. 
4.6.1 AVALIAÇÃO DE ALGORITMOS DE PARÂMETROS FIXOS. 
Nesta etapa foi avaliado um algoritmo de LMCC-VAD com parâmetros pré-definidos, 
chamado de LMCC-Tipo1, tendo como base de comparação dois dos sistemas industriais pa-
dronizados citados na Seção 2.5: ITU-G.729-B (Benyassine et al. 1997) e o ETSI-AFE (ETSI 
1999), cujos códigos, em linguagem C, são fornecidos respectivamente pela ITU e pela ETSI. 
Contudo, para estas duas abordagens, este trabalho utilizará os resultados obtidos em 
(Ghaemmaghami et al. 2010), uma vez que o fornecimento dos códigos pela ETSI requer uma 
contrapartida pecuniária. O parâmetro fixo do LMCC-Tipo1 consiste apenas em adotar como 
limiar de decisão o valor zero, onde os quadros cujos valores obtidos acima deste limiar são 
classificados como contendo voz e, no caso complementar, o LMCC-Tipo1 classifica o qua-





Figura 4-3 - HTERs dos três VADs de parâmetros fixos em diferentes cenários com SNR de 10 e de 15 
dB. 
 
Pode-se notar na Figura 4-3 que a abordagem proposta, o LMCC-Tipo1, obteve me-
lhor desempenho em cada um dos cenários para uma SNR de 10 e de 15 dB, especialmente no 
cenário CAR, no qual obteve um HTER abaixo da metade dos HTERs dos demais algoritmos 
de VAD. Isto se deve principalmente às altas TFPs apresentadas pelo ETSI-AFE e pelo 
G729B, que ocorrem, possivelmente, porque estes dois VADs tendem a classificar como voz 
altas energias de baixa frequência (até 1 kHz), faixa de frequência típica de ruído de vento, 
que é o principal ruído presente no cenário CAR.  
Uma maior TFP em cenários como o CAFE é comum para algoritmos de VAD, pois, 
tal cenário é caracterizado pela presença do ruído de burburinho.  Contudo, as TFPs dos três 
algoritmos não foram maiores para tal cenário. Em especial, para o LMCC-Tipo1, os cenários 
em que se observam maior TFP são STREET e HOME, provavelmente devido à presença 
nestes cenários de sons de pássaros e de sinais musicais respectivamente, pois, tanto os sons 
de pássaros quanto os sinais musicais são estacionários e possuem espectro com energia em 





Figura 4-4 - HTER dos três VADs de parâmetros fixos em diferentes cenários com SNR de 0 e de 5 dB. 
 
Comparando-se as Figuras 4-3 e 4-4, nota-se que os erros obtidos aumentaram com a 
diminuição da SNR, como o esperado. Porém, observa-se que as TFPs tanto do algoritmo 
ETSI-AFE, quanto do algoritmo G729B ficaram quase inalteradas, tendo estes algoritmos 
seus HTERs aumentados devido aos aumentos das TFNs. Esta característica foi observada em 
outras bases (Nasibov and Kinnunen 2012). 
Quanto ao LMCC-Tipo1, percebe-se que o cenário de STREET foi o cenário no qual 
se obteve maior aumento, tanto da TFN quanto da TFP, enquanto que o cenário de CAR foi o 
cenário qual se obteve menor aumento, tanto da TFN quanto da TFP, o que intensifica a dife-
rença entre os HTERs do LMCC-Tipo1 entre o cenário STREET e o cenário CAR, sendo este 






Figura 4-5 - HTER dos três VADs de parâmetros fixos em diferentes cenários com SNR de -10 e de -5 dB. 
A Figura 4-5 mostra os erros dos algoritmos de VAD para sinais de fala bastante cor-
rompidos por ruídos. Nota-se que, em tal situação, os erros são bastante elevados para os três 
VADs, o que evidencia a necessidade de estudos sobre outras abordagens para a detecção de 
atividade de fala.  
 
Figura 4-6 – Média dos HTERs dos três VADs de parâmetros fixos em diferentes cenários para as SNRs 




Vemos nas Figuras 4-3 a 4-6 que o ETSI-AFE apresenta consistentemente as melhores 
TFNs em detrimento das mais altas TFPs, enquanto o G729B apresenta a melhor TFP no ce-
nário REVERB, cenário no qual todos os algoritmos apresentaram elevada TPN. O LMCC-
Tipo1 apresentou melhor desempenho geral, indicando que a observação do logaritmo da me-
diana das correlações cruzadas entre os espectros de quadros vizinhos pode ser uma caracte-
rística explorada em problemas de detecção de atividade de voz. Assim, com o intuito de se 
obter menores valores de HTERs, um estudo sobre estratégias que obtenham melhores limia-
res de decisão para o atributo citado será apresentado a seguir. 
4.6.2 AVALIAÇÃO DE VADS COM LIMIARES TREINADOS. 
Nesta seção, conforme a Tabela 4.1, apresentamos os resultados dos algoritmos de 
VAD da Etapa 2. 
 
Figura 4-7 – HTERs dos VADs LMCCTipo2, LTSD, LRT, LTSV e AZR em diferentes cenários com 
SNR de 10 e de 15 dB. 
 
Na Figura 4-7, vemos que o LMCC-Tipo2 apresentou desempenho semelhante ao 




cenário CAR seguido pela taxa de erro dos cenários REVERB, CAFE, HOME e finalmente, 
STREET, onde os algoritmos apresentaram seus piores resultados. Pode-se notar também que 
o LMCC-Tipo2 apresentou consistentemente melhores valores de HTERs em relação ao 
LMCC-Tipo1. Isso se deve ao processo de treinamento, que elevou os valores limiares de 
decisão, resultando em maiores TFN para o LMCC-Tipo2. 
Os resultados para o cenário STREET são oriundos da grande diferença dentre os va-
lores do vetor de correlação cruzada obtidos nas duas locações deste cenário: STREET-CITY 
e STREET-KG. Esta diferença se deve principalmente devido à grande presença de sons de 
pássaros na locação STREET-CITY, o que eleva os valores do vetor de correlação cruzada, 
provocando uma alta TFN quando o VAD LMCC-Tipo2 treinado na locação STREET-CITY 
é avaliado na locação STREET-KG e uma alta TFP quando este VAD, treinado na locação 
STREET-KG é avaliado na locação STREET-CITY. 
Apesar dos bons desempenhos do LMCC-Tipo2 nos cenários CAR e REVERB em re-
lação aos demais cenários, vemos que este algoritmo não se mostra competitivo quando o 
comparamos com os outros VADs. Vemos que os menores valores de erros para estes cená-
rios são obtidos pelo LRT, o que condiz com o esperado, pois, esta abordagem possui bons 
resultados sobre condições de sinais corrompidos por ruídos estacionários e tem seu poder 
discriminativo reduzido significativamente em situações cujos ruídos possuem característica 
quase-estacionária, como o cenário CAFE, cenário no qual a situação se inverte e assim, te-
mos o pior desempenho do LRT ao passo que observamos o LMCC-Tipo2 como o VAD que 
apresenta o melhor desempenho dentre todos os algoritmos. Assim, pode-se dizer que o 
LMCC-Tipo2 possui um bom desempenho em cenários corrompidos por ruído quase-
estacionários, mas não tão bom desempenho para casos em que os cenários estão corrompidos 
por ruídos estacionários. 
Nota-se também que os algoritmos LTSD e LMCC-Tipo2 apresentam comportamento 
semelhante quanto as suas TFPs e TFNs nos diversos cenários. Tal resultado já era esperado, 
uma vez que ambas abordagens mensuram, de certa forma, o quanto as energias dos coefici-
entes do espectro de um quadro se diferenciam das energias dos coeficientes do espectro vizi-
nho. Contudo, no cenário REVERB, nota-se que o LTSD apresenta elevada TFN. Uma relati-
va alta TFN também ocorre para LTSV (em comparação com as outras TFNs deste algorit-
mo), o que sugere que a estratégia de estimar as características do ruído através da observação 




fazem presentes nos quadros vizinhos, onde não há voz, e, assim, quando o LTSD calcula a 
energia e o LTSV calcula a entropia de tais quadros vizinhos, obtêm-se estimativas de energia 
e de entropia acima das que seriam obtidas no caso não reverberante. Contudo, a TPN do 
LTSV ainda assim ficou baixa quando em comparação com as TPNs dos demais algoritmos 
de VAD. 
Por fim, nota-se que o cenário HOME foi o cenário com menor variação entre os de-
sempenhos dos diferentes VADs, com exceção do algoritmo AZR. Esta abordagem de VAD 
apresenta nesta dissertação resultados muito distantes dos apresentados no trabalho 
(Ghaemmaghami et al. 2010). Vale assim ressaltar que, nesta dissertação, foram utilizados 
quadros de 25 ms com deslocamento de 10 ms, para que o tanto os enquadramentos quanto os 
deslocamentos fossem os mesmos para as diferentes técnicas de VAD. Embora no trabalho 
(Ghaemmaghami et al. 2010) tenham sido utilizados quadros de 50 ms sem deslocamento, os 
autores especificaram que os quadros poderiam ser de até 20 ms no mínimo e que a não utili-
zação de descolamento se justifica apenas por questões de tempo de processamento. 
 
Figura 4-8 – HTERs dos VADs LMCCTipo2, LTSD, LRT, LTSV e AZR em diferentes cenários com 
SNR de 0 e de 5 dB. 
Observando-se as Figuras 4-7 e 4-8 nota-se que os erros obtidos aumentaram com a 




menor de seus erros, ficando assim com o melhor desempenho em 3 dos 5 cenários, e atrás 
apenas do LRT no cenário CAR e do LMCC-Tipo2 no CAFE. 
Percebe-se também que o LMCC-Tipo2 apresenta apenas um pequeno aumento das 
TFNs, o que se repetirá com a diminuição das SNRs para níveis ainda mais baixos, conforme 
se pode ver na Figura 4-9, chegando a apresentar a menor TFN geral. 
 
Figura 4-9 – HTERs dos VADs LMCCTipo2, LTSD, LRT, LTSV e AZR em diferentes cenários com 






Figura 4-10 – Média dos VADs LMCCTipo2, LTSD, LRT, LTSV e AZR em diferentes cenários para as 
SNRs de -10,-5,0,5,10 e  de 15 dB. 
 
Vemos nas Figura 4-7 a 4-10 que o algoritmo LTSV apresentou os melhores resulta-
dos, em geral, especialmente nas condições de baixa SNR. Vemos também que o LRT apre-
sentou os melhores resultados para cenários corrompidos por ruídos estacionários. Por fim, 
vemos que o LMCC-Tipo2 apresentou bons resultados em comparação com as abordagens 
existentes na literatura, especialmente em cenários corrompidos por ruídos quase-
estacionários e em situações de baixa SNR. Vale lembrar que o LMCC-Tipo2, como está 
apresentado, não analisa vários quadros vizinhos, nem se utiliza de qualquer estratégia de es-
timação de nível de ruído a fim de melhorar seu desempenho, como o fazem os demais algo-
ritmos. A utilização de tal abordagem tem grande potencial de melhorar o desempenho do 
LMCC-Tipo2; contudo, tal estudo ficará a cargo de trabalhos posteriores a esta dissertação. 
Finalmente, vemos na Tabela 4.4 que o LMCC-Tipo2 possui o menor tempo médio de 
extração dos atributos explorados pelos algoritmos de VAD avaliados. Os algoritmos foram 
escritos em Python e executados sobre toda a base QUT-TIMIT-NOISE. Vale lembrar que o 
LMCC-Tipo2, implementado conforme a Figura 3.8, calcula um vetor com 200 coeficientes, 
quando somente os 40 coeficientes centrais são utilizados. Assim, é possível, com certa facili-











Tabela 4.4 - Tempo médio de execução da extração dos atributos explorados pelos al-
goritmos de VAD*. 
Algoritmo Tempo médio de execução 
AZR-VAD 1s 342 ms 
LMCC-Tipo2-VAD 0s 458 ms 
LRT-VAD 1s 335 ms 
LTSD-VAD 0s 600 ms 
LTSV-VAD 1s 124 ms 
4.6.3  AVALIAÇÃO DOS GMM-VADS E DOS MLP-VADS. 
Nesta seção, conforme a Tabela 4.1, apresentamos os resultados dos algoritmos de 
VAD da Etapa 3.  
 
                                                 
*Especificações do hardware utilizado: 





Figura 4-11 - HTERs dos VADs GMM-MFCC, MLP-MFCC, GMM-MFCC+LMCC e MLP-
MFCC+LMCC em diferentes cenários com SNR de 15 e de 10 dB. 
 
Na Figura 4-11, podemos ver que os VADs compostos pelos classificadores GMM 
apresentam resultados consideravelmente melhores do que os apresentados para os MLPs. 
Isso pode ter se dado pelas dificuldades em se obterem os melhores parâmetros das redes tais 
como taxa de aprendizado, número de iterações, número de neurônios e número de camadas 
intermediárias.  
Pode-se ver também na Figura 4-11 que o uso do Logaritmo da Mediana dos valores 
de Correlação Cruzada (LMCC) em conjunto com os MFCC auxiliou os classificadores 
GMM a obterem menores HTERs em todos os cenários em análise e auxiliou os classificado-
res MLP a obterem menores HTERs em quase todos os cenários, sendo a exceção o cenário 
HOME. Vale ressaltar que as HTERs dos algoritmos de VAD que utilizaram o LMCC foram 
menores que as HTERs dos algoritmos de VAD que não utilizaram o referido atributo mesmo 
no cenário STREET, no qual tanto o LMCC-Tipo1 quanto o LMCC-Tipo2 apresentaram seus 
piores resultados. 
Observa-se também que, no cenário REVERB, a utilização do LMCC modificou sig-





Figura 4-12 - HTERs dos VADs GMM-MFCC, MLP-MFCC, GMM-MFCC+LMCC e MLP-
MFCC+LMCC em diferentes cenários com SNR de 5 e de 0 dB. 
 
 
Figura 4-13 - HTERs dos VADs GMM-MFCC, MLP-MFCC, GMM-MFCC+LMCC e MLP-





Observando-se as Figuras 4-11 e 4-12 nota-se que os erros obtidos aumentaram com a 
diminuição da SNR, como esperado. Contudo, observa-se que o desempenho dos VADs que 
utilizam como classificadores as redes MLPs sofreu variações bastante pequenas em compa-
ração com as variações observadas para os VADs que utilizam como classificadores os 
GMMs.  
Vê-se na Figura 4-13 que a utilização do LMCC pelos MLP-VADs já não alterou tanto 
a composição das taxas de erro para o cenário REVERB, como ocorrera nas Figuras 4-11 e 4-
12 e que tal utilização passa a prejudicar o desempenho dos MLP-VADs no cenário STREET, 
cenário no qual tanto o LMCC-Tipo1 quanto o LMCC-Tipo2 apresentaram seus piores resul-
tados. 
 
Figura 4-14 - Média dos HTERs dos VADs GMM-MFCC, MLP-MFCC, GMM-MFCC+LMCC e MLP-
MFCC+LMCC em diferentes cenários com SNR de 15 e de 10 dB. 
 
Com a observação das Figuras 4-11 a 4-14 podemos concluir que os algoritmos de 
VAD que utilizam como classificadores as GMM apresentaram melhor desempenho em todos 
os cenários considerados e para todos os valores de SNRs, especialmente para alta SNR.  
Pode-se concluir também que a utilização do LMCC auxiliou os algoritmos GMM-
VADs na obtenção de menores HTERs em todos os cenários para todas a SNRs analisados, o 




pior desempenho que o MFCC-MLP em todas as SNRs analisadas para o cenário HOME, e 






Esta dissertação apresentou um estudo sobre diferentes características propostas na li-
teratura utilizadas em algoritmos de VAD, bem como apresentou um estudo sobre diferentes 
abordagens de tomada de decisão. Algoritmos VAD com diferentes abordagens foram avalia-
dos sobre vários cenários com a utilização da base QUT-NOISE-TIMIT, nos quais diferentes 
tipos de ruído foram utilizados para corromper sinais de voz sobre seis condições de SNR. 
Observou-se que alguns algoritmos apresentam desempenho satisfatório em determi-
nados cenários, principalmente em situações com SNR maior ou igual a 5dB. Porém, em 
SNRs mais baixas, o poder discriminativo dos algoritmos de VAD diminui rapidamente. Isso 
se dá especialmente em cenários com presença de burburinho, como os cenários HOME e 
CAFE da base QUT-NOISE-TIMIT, em condições de SNR abaixo de 0 dB. 
Com o objetivo de se obter melhor desempenho na detecção de voz, especialmente em 
ambiente ruidoso, apresentou-se, neste trabalho, uma proposta que explora a natureza quase 
periódica da voz para a detecção da parte vozeada da fala, uma vez que esta é mais robusta ao 
ruído e que a parte não vozeada da fala pode ser aproximada com técnicas de suavização. A 
investigação de tal proposta foi possível através da elaboração de algoritmos de VAD que 
exploram a correlação cruzada entre espectros de quadros consecutivos para então obter o 
logaritmo da mediana dos valores do vetor de correlação como atributo a ser explorado por 
diferentes estratégias de classificação. 
 Bons resultados foram observados quando da utilização da característica proposta, 
especialmente para o cenário CAFE e HOME, porém, em relação ao cenário STREET, tal 
característica apresentou deficiências em comparação com as demais abordagens de VAD 
presentes na literatura. Contudo, a utilização do lmcc em conjunto com os mfccs por classifi-
cadores GMM resultou nos algoritmos de VAD com os melhores desempenhos em todos os 
cenários e SNRs estudados.  
Uma vez que o pior desempenho dos LMCC-VAD se deu em STREET, cenário carac-
terizado pela grande ocorrência de sinais muito correlacionados (devido a sons de pássaros), a 
adoção de mais um limiar, tal que os valores que o superem sejam classificados como não 
contendo fala, poderia aumentar o desempenho dos algoritmos. Porém, para que tal estratégia 




quanto sons de pássaros não resulta em valores tão ou mais elevados dos que resultam de um 
espectro referente a um trecho em que há apenas sons de pássaros.  
Trabalhos futuros podem se dar em diversas direções. Primeiramente, a fim de se re-
duzir o custo computacional, bem como de melhorar a acurácia do processo de classificação, 
se podem buscar quantos e quais os coeficientes do vetor de correlação cruzada são mais sig-
nificativos para compor um algoritmo de VAD, uma vez que a utilização dos valores dos 40 
coeficientes centrais foi baseada em inspeções visuais de algumas poucas amostras, sendo 
possível a adoção de métodos mais promissores para a seleção de características (Scholar 
2014), tais como algoritmos bioinspirados. 
 Outra direção pode ser tomada ao se estudar uma maneira ótima de estender a detec-
ção dos trechos de fala vozeada para os trechos de fala não vozeada a fim de diminuir os erros 
de classificação para este último tipo de trecho. Além disso, alguns parâmetros dos algoritmos 
de VAD que se utilizam da mediana da correlação espectral podem ser otimizados, tais como, 
quantidade de coeficientes da DCT a ser utilizada para o cálculo da correlação cruzada e o 
tamanho da janela em análise.  
É possível também investigar os possíveis ganhos de desempenho do VAD proposto 
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