Divisibility and Horner Automata
In this paper we will study the state complexity of machines recognizing the set m of all multiples of a fixed modulus m. It is not hard to see that m is indeed B−recognizable for any base B 1 (we will focus on the interesting case B 2 in what follows). We denote the digit alphabet 0, 1, , B 1 by B . There is a canonical DFA . Thus, the action corresponds to the standard Horner scheme of evaluating polynomials and we will refer to these machines as Horner automata. Hera are some sample Horner automata. We generate all words in the acceptance language of length 6 and compute their numerical values.
LanguageFA M, 6
000000, 000101, 001010, 001111, 010100, 011001, 011110, 100011, 101000, 101101, 110010, 110111, 111100 WordToNumber B % 0, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60 As required, the moduli are all 0. Other useful information about the associated language can be extracted from the automaton. For example, we can obtain generating function for the growth rate. DFA 20, 15, 1, 16, 11, 6, 1, 16, 11, 6, 1, 16, 11, 6, 1, 16, 11, 6, 1, 16, 11, 6 , 2, 17, 12, 7, 2, 17, 12, 7, 2, 17, 12, 7, 2, 17, 12, 7, 2, 17, 12, 7 , 12 , 15, 10, 5, 20, 15, 10, 5, 20, 15, 10, 5, 20, 15, 10, 5, 20, 15, 10, 5, 20 , 1, 1 WordToNumber B LanguageFA M, 2 0, 20, 40, 60, 80, 100, 120, 140, 160, 180, 200, 220 2
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Horner automata provide an upper bound for the state complexity of divisibility: Μ m m, regardless of the base B. Alas, the bound is usually far from tight.
Minimal Divisibility Recognizers

Pinning Down Behavioral Equivalence
Though the canonical Horner DFAs fail to be minimal in general they are still helpful in determining the structure of the minimal recognizers. Recall that any DFA for a regular language covers the minimal DFA, so we need to determine the fibers of the covering map. Abstractly, we can describe the corresponding partition as follows. Let
. It is well known that for radix B representation automaticity of divisibility follows from the fact that the following equivalence relation has finite index when X m :
see [BHMV] . The index of this equivalence relation is none other than the state complexity we are interested in. However, this characterization does not readily produce a reasonable description of the state complexity.
By applying a standard minimization algorithm to our Horner automata we can generate some data that will guide the search for a description of the state complexity. In the following table m is the row−index and B is the column−index. We will refer to these solution sets as cumulative versus strict. Note that k,c k 1, Bc . Since the length of the behavioral witness matters, rather than just the associated numerical value c Ν w , we have to consider strict rather than just cumulative solution sets. Our goal is to determine the number of solution sets and the levels at which they appear. As it turns out, the combinatorics are somewhat complicated so that the easy availability of sample data is crucial.
Examples
Here are some examples of solution sets. We use a little wrapper function SolveModEq that solves modular equations in a useful format. The strict version removes solutions from lower levels. For coprime modulus and base all solution sets have size one; all parameters c are feasible in the sense that equation (1) 5, 10 , 1, 6, 11 , 3, 8, 13 0, 5, 10 , 1, 6, 11 , 2, 7, 12 , 3, 8, 13 , 4, 9, 14 Note that the solution sets are of the form a 0 i d for i 0, 1, We refer to d as the stride of the solution set. In the example, d 5.
Here the the size of the solution sets increases till all of m appears as a solution somewhere. 8 , 2, 10 , 5, 13 0, 4, 8, 12 , 1, 5, 9, 13 , 2, 6, 10, 14 , 3, 7, 11, 15 0, 2, 4, 6, 8, 10, 12, 14 , 1, 3, 5, 7, 9, 11, 13, 15 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15 Now the same examples with strict solutions. The coprime case is trivial, so we skip it. 6, 11 , 3, 8, 13 2, 7, 12 , 4, 9, 14 Note how the size of some of the strict solutions sets deviates from gcd B k , m . 9 , 4, 12 , 6, 14 , 3, 7, 11, 15 Counting Cumulative Solutions
Let us tacitly assume that parameter c is feasible, i.e., that gcd B k , m c in which case the cardinality of k,c is gcd B k , m ; the empty solution set will be dealt with separately. There are two natural parameters that are important for the description of all solution sets. First, the depth Κ of m and B is the least level k for which c k,c m . Second, the saturation value Σ is the least k such that gcd We skip the proof.
We can get a short overview of the structure of the solution hierarchy with the command ProfilemB. The command prints out the key parameters, the stride of the solution sets, the number of solution sets and the size of the solution sets. Here is a case where Σ Κ. A sanity check. 5, 10 , 3, 8, 13 , 1, 6, 11 0, 5, 10 , 1, 6, 11 , 2, 7, 12 , 3, 8, 13 , 4, 9, 14 And here is Σ Κ. 
Corollary:
The length of the longest witness for any state in is Ρ.
B. Alexeev has found a way to avoid following the hierarchy of solution sets all the way to the end, at least in some cases. Let Α be the least k such that
, m . Note that Α Σ and it may well happen that Α Σ.
Lemma: The number of disjoint solutions sets is
For a proof see [A] . 4, 4, 6, 6, 8, 8, 10, 10, 12, 12, 14, 14, 16, 16, 18, 18, 20, 20 , 3 , 10, 2, 12, 4, 14, 6, 16, 8, 18, 10, 20, 12, 2, 14, 4, 16, 6, 18, 8, 20 0, 250, 500, 150, 400, 50, 300, 550, 200, 450, 100, 350, 600, 130, 380, 30, 280, 530, 180, 430, 80, 330, 580, 230, 480, 10, 260, 510, 160, 410, 60, 310, 560, 210, 460, 110, 360, 610, 140, 390, 40, 290, 540, 190, 440, 90, 340, 590, 240, 490, 20, 270, 520, 170, 420, 70, 320, 570, 220, 470, 120, 370, 620 Note that the size of this automaton is a multiple of m and may be close to m However, the minimal DFA here is much smaller.
M MinimizeFA Size
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Some more computation suggests that indedd Μ R m, B is bounded by m 1.
The Canonical Nondeterministic Automaton
We write Μ R m, B for the size of the minimal DFA that recognizes numbers divisible by m in reverse base B notation. Since the deterministic machine from the last section appears to be overly large, it is tempting to consider a nondeterministic one in an effort to determine Μ R m, B : the reversal of the canonical DFA 2, 2, 3, 5, 7, 4, 6 , 3, 4, 3, 6, 2, 5, 7 , 3, 5, 3, 7, 4, 6, 2 , 1, 1, 2 The command DivisibilityDFA with option Full−>True preserves the structure of the state set: 0, 5, 10 , , 3, 8, 13 , 1, 6, 11 , 4, 9, 14 , 2, 7, 12 which state set is none other than the solution sets for equation (1) 0, 5, 10 , 1, 6, 11 , 2, 7, 12 , 3, 8, 13 , 4, 9, 14 When m and B are coprime there is no sink since the equation has a solution for all choices of the coefficients. Since we need not be concerned with the strict hierarchy it is actually a little easier to count the number of all solution sets in this case. 5, 10, 15, 20, 25, 30, 35, 40 0, 5, 10, 15, 20, 25, 30, 35, 40 0, 5, 10, 15, 20, 25, 30, 35, 40 As before let Σ be the least k such that 
Minimal Recognizers
We claim that the power automaton obtained from R is always reduced and thus already minimal. To see this, call a state p in a machine M rich if its behavior contains at least one word not in the behavior of Q p . Clearly, any state P Q in the power automaton of M that contains a rich state cannot be equivalent to any other state. Hence it suffices to prove the following. 
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Fibonacci Base
Fibonacci Base
Any strictly increasing sequence U n of positive integers where U 0 1 gives rise to a numeration system. In order to keep the number of distinct digits finite one usually imposes the condition that sup U n 1 U n be bounded. The digits in this case can be chosen to be D 0, 1, , D 1 where D 1 is the largest integer less than the supremum. In general, numbers will admit multiple representations in such a numeration system and one can define the normalized representation to be the one obtained by the natural greedy algorithm.
A classical example is given by the Fibonacci sequence (starting at the third term): 2, 3, 5, 8, 13 , In this case lim U n 1 U n is the Golden Ratio,
. Hence there are only digits 0, 1 and one can compute the normalized representation as follows. We need a little auxiliary function that returns the largest Fibonacci number not greater than a given number. 
A Canonical Automaton
The automaton MM from the last section is nondeterministic because of its multiple initial states though all transitions are deterministic. The question arises what the size of the corresponding power automaton and minimal automaton might be. DFA 9, 2, 1, 3, 4, 6, 2, 8, 5, 9, 7 , 2, 4, 5, 7, 8, 1, 3, 6 , 9 , 1, 1, 4, 7
MM ToDFA
MM
MinimizeFA Size
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The power automaton is already minimal and much smaller than one might expect. To see why, note that MM is a permutation automaton. Hence the size of all the states in the power automaton is n, the Pisano number of m and the number of initial states. In fact, all these state contain exactly one element p, r for each 0 p n.
ToDFA MM, Normalize 2 States
0, 0 , 0, 1 , 0, 2 , 0, 3 , 0, 4 , 0, 5 , 0, 6 , 0, 7 , 1, 1 , 0, 2 , 1, 3 , 2, 4 , 2, 5 , 0, 6 , 2, 7 , 1, 0 , 1, 1 , 1, 2 , 0, 3 , 1, 4 , 2, 5 , 2, 6 , 0, 7 , 2, 0 , 0, 0 , 1, 2 , 1, 3 , 0, 4 , 1, 5 , 2, 6 , 2, 7 , 2, 1 , 0, 1 , 1, 2 , 2, 3 , 2, 4 , 0, 5 , 2, 6 , 1, 7 , 1, 0 , 0, 1 , 1, 3 , 1, 4 , 0, 5 , 1, 6 , 2, 7 , 2, 0 , 2, 2 , 0, 0 , 1, 1 , 2, 3 , 0, 4 , 2, 5 , 1, 6 , 1, 7 , 2, 2 , 0, 2 , 2, 3 , 1, 4 , 1, 5 , 0, 6 , 1, 7 , 2, 0 , 2, 1 , 0, 3 , 2, 4 , 1, 5 , 1, 6 , 0, 7 , 1, 0 , 2, 1 , 2, 2
But then we might as well use sequences of length n of remainders modulo m as states. The action on these sequences can be chosen to be P 0 rot P P 1 rot P F mod m where F F 0 , F 1 , , F n 1 mod m is a period of the Fibonacci sequence modulo m and rot indicates a cyclic shift to the left. It is straightforward to implement this automaton, using again the command GenerateDFA from Automata.
M
FibonacciDivDFA 3 DFA 9, 2, 1, 3, 4, 6, 2, 8, 5, 9, 7 , 2, 4, 5, 7, 8, 1, 3, 6, 9 , 1, 1, 4, 7 While the states of these automata depend on the Pisano numbers, the size of the automata appears simply to be m 2 . It is easy to establish this conjecture. The states are all Fibonacci type sequences modulo m but with different initial conditions. All initial conditions occur since the standard sequence has the form 0, 1, , 1 . It follows that the minimal automaton can have size at most m 2 and to show that this bound is tight it suffices to prove that the canonical automaton is already reduced. To this end, write 2 for the input 0 n 1 1, so that P 2 P F mod m . Letting P p 0 , p 1 , , p n 1 we have P 0 i 1 2 j 0 n 1 is final iff p i j mod m . Hence all states have distinct behavior and we are done.
