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vRE´SUME´
En simulation nume´rique, l’adaptation de maillages se re´ve`le eˆtre un outil essentiel a` l’ob-
tention de re´sultats cre´dibles. Un maillage mal adapte´ a` une solution entraˆıne ge´ne´ralement
une mauvaise de´ﬁnition de cette dernie`re et donc une perte de pre´cision. Ge´ne´ralement, plus
le maillage est ﬁn, meilleure sera la pre´cision de la solution. Toutefois, cette ﬁnesse a un prix
et les maillages re´sultants peuvent devenir tre`s gros en matie`re de nombre de nœuds. Plus le
nombre de nœuds est important, plus le temps de calcul de la solution est long.
Les maillages anisotropes sont forme´s d’e´le´ments e´tire´s et oriente´s de manie`re a` minimiser
l’erreur d’interpolation sur le domaine tout en respectant un certain nombre de nœuds. Ces
maillages particuliers permettent d’obtenir des solutions de pre´cision e´quivalentes a` celles
obtenues sur des maillages classiques isotropes, mais comptent souvent beaucoup moins de
nœuds. Ces e´conomies en termes de nœuds et d’e´le´ments ne sont pas ne´gligeables en ce qui
a trait aux temps de calcul de la solution et a` l’espace me´moire requis.
La me´thode sur laquelle est base´e l’adaptation de maillages anisotropes pre´sente´e dans ce
travail fait appel aux me´triques optimales multi-e´chelle aﬁn de minimiser l’erreur d’interpo-
lation en norme 퐿푝 pour un nombre donne´ de nœuds 푁 . La me´trique est un tenseur d’ordre
deux qui de´ﬁnit une transformation aﬃne de l’espace physique vers un espace virtuel. Un
e´le´ment anisotrope, qui est e´tire´ dans l’espace physique, devient isotrope une fois transforme´
dans l’espace virtuel. L’e´tirement et l’orientation de l’e´le´ment dans l’espace physique assurent
l’e´quire´partition de l’erreur d’interpolation dans toutes les directions, et minimisent cette
dernie`re pour un e´le´ment triangulaire line´aire ayant une certaine aire. La taille, l’e´tirement
et l’orientation des e´le´ments anisotropes sont de´termine´s en chaque nœud du maillage par la
me´trique. Celle-ci est calcule´e a` partir de la matrice hessienne, qui est la matrice des de´rive´es
secondes de la solution. Le ratio des racines carre´es des valeurs propres de cette matrice de´ﬁnit
l’e´tirement de l’e´le´ment. Les tailles respectives aux deux directions principales sont de´ﬁnies
par l’inverse des racines carre´es de ces valeurs propres. Tandis que le vecteur propre associe´ a`
la plus petite valeur propre en valeur absolue de´ﬁnit l’orientation principale d’e´tirement. La
me´trique est ainsi repre´sente´e par la matrice hessienne qui est modiﬁe´e de manie`re a` ce qu’elle
soit syme´trique de´ﬁnie positive et donc une me´trique. La me´trique optimale est ﬁnalement
obtenue en moyennant les me´triques nodales par rapport a` l’ensemble du domaine.
La norme 퐿푝 de calcul de la me´trique permet de concentrer ou non les nœuds du maillage
sur les zones les plus anisotropes. Ainsi, plus la norme se rapproche de 1, plus elle permet de
ge´ne´rer un maillage oﬀrant une meilleure de´ﬁnition des structures de plus faible amplitude
en re´partissant plus uniforme´ment les nœuds sur le domaine. Tandis que les normes plus
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grandes concentrent les nœuds au niveau des structures plus anisotropes, comme les ondes
de choc ou les couches limites.
Les re´sultats pre´sente´s dans ce travail pour des proble`mes de conduction avec terme source
en deux dimensions permettent d’appre´cier les performances des maillages anisotropes face
a` celles des maillages isotropes. Pour un phe´nome`ne hautement directionnel tel, l’onde de
choc, les maillages anisotropes permettent d’obtenir des solutions aussi pre´cises que celles
obtenues sur des maillages isotropes qui comptent au moins dix fois plus de nœuds. Dans
le cas d’une couche limite, le ratio du nombre de nœuds entre les maillages anisotrope et
isotrope est moins e´leve´, mais les maillages anisotropes oﬀrent tout de meˆme une pre´cision
nettement supe´rieure pour un nombre de nœuds e´quivalent.
Les e´coulements de Navier-Stokes en deux dimensions de´pendent de plusieurs variables
et il est ne´cessaire de tenir compte de ces diﬀe´rentes variables pour l’adaptation du maillage.
Elles n’e´voluent pas toutes de la meˆme manie`re sur le domaine et ne´cessitent donc une
adaptation diﬀe´rente du maillage. Aﬁn d’impliquer chacune des variables de l’e´coulement,
nous utilisons une me´thode d’intersection de me´triques. Cette me´thode permet d’obtenir une
me´trique de ge´ne´ration de maillage a` partir des me´triques de bases e´value´es pour chacune
des variables. La me´trique ainsi obtenue tient compte des ne´cessite´s des diﬀe´rentes variables
aﬁn de garantir une erreur minimale pour chacune des variables sur l’ensemble du domaine.
Nous avons d’abord compare´ cette me´thode d’intersection de me´triques a` d’autres me´thodes
ou strate´gies de calcul de me´trique multi variables. Il en ressort que seule l’intersection de
me´trique permet d’obtenir une me´trique qui ge´ne`re un maillage reﬂe´tant la solution des
diﬀe´rentes variables.
Finalement, nous introduisons les grilles d’interpolations non structure´es anisotropes dans
le processus d’identiﬁcation des structures lagrangiennes cohe´rentes applique´ aux e´coulements
en deux dimensions instationnaires. Ces structures sont des caracte´ristiques importantes de
l’e´coulement et de´ﬁnissent son comportement. Or elles sont de´voile´es par les creˆtes du champ
des exposants de Lyapunov, qui sont elles meˆme des structures tre`s eﬃle´es et direction-
nelles. En adaptant les grilles d’interpolation anisotropes a` ce champ, il est possible d’obtenir
un niveau de pre´cision accru de de´ﬁnition et d’identiﬁcation des structures lagrangiennes
cohe´rentes. Il est pratiquement impossible d’obtenir un tel niveau de pre´cision a` partir des
grilles d’interpolation carte´siennes classiques. De plus, en combinant l’adaptation des grilles
d’interpolation anisotropes et un algorithme d’identiﬁcation des areˆtes du champ d’exposants
de Lyapunov, il est maintenant possible d’extraire avec une grande pre´cision les structures
lagrangiennes cohe´rentes d’un e´coulement. Nous montrons a` l’aide d’un champ de vitesse
analytique tout le potentiel de cette technique.
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ABSTRACT
Mesh adaptation is essential in numerical simulation to obtain reliable results. A mesh
poorly adapted to a solution will generate a wrong deﬁnition of the solution, and consequently
it will lack precision. Generally, when the mesh is ﬁner, the precision of the solution will
be better. However, this increase of resolution has its price and the resulting meshes could
become very large in terms of number of nodes. The computation time necessary for a
solution will increase as the number of nodes on the mesh.
Anisotropic meshes are formed of stretched elements oriented such as to minimize the
interpolation error on the domain for a ﬁxed number of nodes. These specials meshes can
produce solutions of equivalent precision as the ones obtained from isotropic classic meshes,
but with a lot less nodes. This reduction of nodes and elements is not negligible when
considering solution processing time and necessary memory space.
The method on which is based the following anisotropic mesh adaptation technique refers
to a multi-scale optimal metric minimizing the 퐿푝 norm of the interpolation error for a
ﬁxed number of nodes 푁 . The metric is an order 2 tensor deﬁning an aﬃne transformation
from a physical space to a virtual space. An anisotropic element, stretched in the physical
space, becomes isotropic when transformed in the virtual space. The element stretching and
orientation in the physical space guarantee equidistribution of the interpolation error in every
direction, and minimize it for a triangular element of ﬁxed area. The size, the stretching and
the orientation of anisotropic elements are determined at every node of the mesh by the
metric. This metric is calculated from the hessian matrix, which is the second derivatives
matrix of the solution. The ratio of eigenvalue square root of this matrix deﬁnes the element
stretching. The sizes along the eigenvectors directions are deﬁned by the inverse of the
corresponding eigenvalue square root. The eigenvector associated to the eigenvalue smallest
absolute value deﬁnes the stretching principal direction. The metric is then represented by
the hessian matrix modiﬁed to be symmetrical positive deﬁned such as a metric tensor. The
optimal metric is ﬁnally obtained by averaging the nodal metrics over the domain.
The 퐿푝 norm used to calculate the metric controls the mesh nodes concentration. As the
norm is lower, the mesh generated oﬀers a better deﬁnition for low amplitude structures of
the solution. Therefore the nodes are then more evenly distributed on the domain. When
higher norms are used, the nodes are concentrated on anisotropic structures, such as shock
waves or boundary layers.
The results presented in this document for conduction problems with heat source in 2
dimensions demonstrate the great performance of anisotropic meshes compared to isotropic
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meshes. For a highly anisotropic phenomenon, such as the shock wave, anisotropic meshes
generate solutions as precise as the ones obtained with isotropic meshes that have at least
ten times more nodes. In the case of a boundary layer, the number of nodes ratio between
isotropic and anisotropic meshes is not as large, but anisotropic meshes still clearly oﬀer a
better precision compared to isotropic meshes with the same number of nodes.
The 2D Navier-Stokes ﬂows depend on several variables that must be considered during
the mesh adaptation process. They do not behave in the same way on the domain and they
necessitate a diﬀerent mesh adaptation. We use a metric intersection method to involve each
variable. With this method we obtain a single metric for mesh generation from the variables
basic metrics. The resulting metric take into account the needs of the diﬀerent variables to
ensure a minimal error for each variable over the domain. We ﬁrst compared this metrics
intersection method to other strategies used to compute multi variables metrics. The results
are as follows; only the metric intersection method can produce a metric to generate a mesh
that reﬂects the solution of every variable.
Finally, we introduce anisotropic non structured interpolation grids in the identiﬁcation
process of lagrangian coherent structures for 2 dimensional time dependent ﬂows. These
structures are important characteristics of the ﬂow and deﬁne its behaviour. They are re-
vealed from the ridges of the Lyapunov exponent ﬁeld, which are very thin and directional
structures. It is possible to obtain an increased level of precision for the deﬁnition and
identiﬁcation of lagrangian coherent structures from an anisotropic adaptation of the inter-
polation grids to the Lyapunov exponent ﬁeld. It would almost be impossible to achieve
such a level of precision from Cartesian interpolation grids. Moreover, the addition of this
anisotropic interpolation grids adaptation to an identiﬁcation algorithm for the Lyapunov
exponent ﬁeld ridges enables the extraction of the lagrangian coherent structures of a ﬂow
with great precision. We show from an analytical ﬂow ﬁeld all the potential of this method.
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1INTRODUCTION
Au cours des 30 dernie`res anne´es, la recherche en me´thodes nume´riques a connu des
perce´es majeures. La puissance croissante des ordinateurs permet aujourd’hui des simula-
tions de complexite´ et de pre´cision ine´gale´es. Toutefois, il est encore souvent impensable
d’eﬀectuer des simulations sur des mode`les dont la complexite´ approche celle de la re´alite´.
Les moyens informatiques sont encore insuﬃsants, et les me´thodes nume´riques sont trop gour-
mandes pour ce qui est du temps de calcul et de l’espace me´moire. L’industrie cherche donc
encore a` ame´liorer l’eﬃcacite´ de la dynamique des ﬂuides assiste´e par ordinateur. L’adap-
tation de maillage anisotrope et les me´thodes utilisant des e´le´ments d’ordre e´leve´ sont deux
des principales avenues suscitant le plus d’inte´reˆt et qui font l’objet d’intenses travaux et
de´veloppements.
L’adaptation de maillages non structure´s anisotropes a prouve´ ces dernie`res anne´es son
eﬃcacite´ pour ame´liorer la pre´cision des simulations nume´riques et pour capturer les compor-
tements et phe´nome`nes anisotropes (ondes de choc, couches limites, etc.). Cette technique
permet de re´duire signiﬁcativement le nombre de nœuds du maillage tout en minimisant
l’erreur d’interpolation sur le domaine. L’espace me´moire et les temps de calcul de la so-
lution sont ainsi diminue´s. De plus, le processus d’adaptation capture automatiquement les
phe´nome`nes anisotropes de l’e´coulement e´tudie´. La base de cette technique d’adaptation re-
pose sur l’utilisation d’e´le´ments triangulaires e´tire´s et aligne´s selon la courbure de la solution
pour minimiser l’erreur d’interpolation.
Le but de ce me´moire est de pre´senter une e´tude sur l’adaptation de maillages non struc-
ture´s anisotropes. Il existe diﬀe´rentes approches pour ce type d’adaptation. Nous explorons
ici les me´thodes faisant appel au concept de me´trique continue multi-e´chelle introduit par
[3][14][16]. Plus spe´ciﬁquement, nous pre´sentons l’approche de´ﬁnissant une me´trique continue
optimale minimisant l’erreur d’interpolation en norme L푝 pour la ge´ne´ration de maillages ani-
sotropes adapte´s. Cette me´trique provient de la matrice hessienne, soit la matrice des de´rive´es
secondes de la solution. Cette approche est ge´ne´rale et peut donc s’utiliser autant avec la
me´thode des volumes ﬁnis qu’avec la me´thode des e´le´ments ﬁnis. Dans ce travail, nous uti-
lisons un re´soluteur e´le´ments ﬁnis. La ge´ne´ration de maillage est eﬀectue´e par le remailleur
surfacique MeshAdapt qui prend en entre´e une me´trique et un maillage initial pour ge´ne´rer
le maillage anisotrope.
Le premier chapitre pre´sente une revue bibliographique de l’ensemble des diﬀe´rents tra-
vaux re´alise´s sur ce sujet, et permet de situer notre contribution. Nous de´butons par situer le
processus d’adaptation de maillages dans le contexte de la simulation nume´rique par e´le´ments
2ﬁnis. Par la suite, nous exposons brie`vement les de´tails de la ge´ne´ration de maillages ani-
sotropes et du roˆle joue´ par la me´trique. Nous y pre´sentons aussi plus en de´tail les buts
et les objectifs de ce me´moire. Le second chapitre est le cœur de ce travail. A` partir du
de´veloppement de l’erreur d’interpolation sur un e´le´ment line´aire et d’un mode`le d’erreur,
nous pre´sentons le calcul de la me´trique continue optimale en 2 dimensions. Nous abordons
le calcul nume´rique de la me´trique et les me´thodes de projections permettant de recons-
truire les de´rive´s de la solution. Le chapitre 3 est divise´ en quatre sections. La premie`re nous
permet de de´montrer toute la puissance et les capacite´s de l’adaptation de maillages aniso-
tropes a` partir de quelques cas simples de simulations nume´riques de l’e´quation de Poisson.
La deuxie`me section pre´sente des simulations nume´riques des e´quations de Navier-Stokes
pour un ﬂuide incompressible. Nous y introduisons l’intersection de me´triques calcule´es sur
diﬀe´rentes variables pour de´ﬁnir la me´trique de ge´ne´ration de maillage. A` la troisie`me sec-
tion, nous introduisons la me´thode d’adaptation de maillage anisotrope pour les e´coulements
axisyme´triques. La dernie`re section pre´sente une nouvelle application des maillages aniso-
tropes adapte´s utilise´s pour l’identiﬁcation des structures lagrangiennes cohe´rentes dans un
e´coulement instationnaire.
3CHAPITRE 1
REVUE BIBLIOGRAPHIQUE
1.1 Introduction
Les me´thodes adaptatives en e´le´ments ﬁnis sont de´sormais tre`s re´pandues. Elles per-
mettent de calculer une solution dont la pre´cision satisfait un niveau d’erreur pre´de´ﬁni, par
un processus presque automatique de discre´tisation et de ge´ne´ration de maillages adapte´s.
L’analyste n’a presque plus a` se soucier de ge´ne´rer un maillage qui conduira a` une solution
pre´cise du proble`me qu’il simule. On libe`re ainsi l’analyste de la taˆche lourde et complique´e de
ge´ne´rer de bons maillages par intuition ou de manie`re empirique, pour qu’il puisse concentrer
ses eﬀorts sur l’interpre´tation des re´sultats des simulations.
Les maillages ge´ne´re´s sont adapte´s a` la solution, c’est-a`-dire que l’erreur est minimise´e,
pour un nombre d’e´le´ments donne´, en ajustant les parame`tres du maillage, soit la densite´ de
nœuds, la taille et l’orientation des e´le´ments dans le cas de maillages anisotropes. Cependant,
en e´le´ments ﬁnis, il importe de tenir compte du nombre et de la taille des e´le´ments ge´ne´re´s
ainsi que de leur forme. En eﬀet, plus il y a d’e´le´ments dans le domaine, plus ils sont petits et
meilleure est la pre´cision de la solution. Par contre, la ﬁnesse du maillage de´termine le couˆt
de re´solution du proble`me, puisque la taille de la matrice de rigidite´ est proportionnelle au
nombre de degre´s de liberte´ du maillage. De plus, l’e´tape de ge´ne´ration de maillage fait partie
d’un processus ite´ratif, et ne doit pas eˆtre couˆteuse vis-a`-vis de la re´solution du proble`me. Il
y a donc un compromis a` faire entre le nombre de nœuds qui nous donne un certain niveau
de pre´cision pour une solution, et le temps ne´cessaire a` la ge´ne´ration du maillage et au
calcul de la solution. De plus, le conditionnement du syste`me d’e´quations et la pre´cision de
l’approximation de´pendent beaucoup de la taille des e´le´ments du maillage, de leur forme et
plus pre´cise´ment de leurs angles internes.
1.2 Adaptation de maillages en e´le´ments ﬁnis
L’adaptation de maillages vise a` re´duire l’erreur d’interpolation sur le domaine, c’est-
a`-dire la diﬀe´rence entre la solution calcule´e par e´le´ments ﬁnis et la solution exacte. Cette
dernie`re e´tant inconnue en pratique, nous utilisons alors les estimateurs d’erreur pour controˆler
l’algorithme d’adaptation. L’algorithme ge´ne´ral d’une me´thode adaptative en e´le´ments ﬁnis
est illustre´ a` la ﬁgure 1.1 et se re´sume ainsi :
41. La premie`re e´tape consiste en la discre´tisation du domaine de calcul, soit la ge´ne´ration
du maillage initial, qui ge´ne´ralement compte peu d’e´le´ments.
2. La solution est calcule´e par la me´thode des e´le´ments ﬁnis sur le maillage, c’est l’e´tape
de la re´solution.
3. Nous estimons l’erreur de la solution calcule´e et nous de´terminons si la solution est
assez pre´cise :
(a) Si l’erreur sur le domaine est satisfaisante (plus petite qu’un niveau de tole´rance
e´tabli), la simulation est termine´e.
(b) Sinon, nous continuons le processus.
4. Nous calculons un ope´rateur de transition qui permettra de modiﬁer le maillage pour
obtenir une solution plus pre´cise.
5. Nous ge´ne´rons un nouveau maillage a` partir de la fonction d’adaptation. La solution
du maillage pre´ce´dent est interpole´e sur le nouveau maillage, et nous recommenc¸ons la
boucle a` l’e´tape 2.
Les e´tapes 2 a` 5 sont re´pe´te´es tant que l’estimation de l’erreur de la solution ou un autre
crite`re d’arreˆt pre´e´tabli (nombre de nœuds, nombre d’ite´rations, etc.) n’a pas atteint le niveau
demande´.
Figure 1.1 Algorithme ge´ne´ral d’une me´thode adaptative
51.3 Ope´rateur de transition
En adaptation classique, comme en adaptation anisotrope, nous cherchons a` e´quire´partir
l’erreur sur le domaine. Nous cherchons a` obtenir un maillage Ω dont la taille et l’orientation
des e´le´ments 푘 permettent d’obtenir une e´quire´partition de l’erreur sur tout le domaine :
∥푒∥푘 = 퐶푡푒 ∀ 푘 ∈ Ω (1.1)
Nous parlons alors d’un maillage optimal qui minimise l’erreur globale de la solution pour
un nombre donne´ de degre´s de liberte´. Ce principe est a` la base de l’adaptation de maillage
[6][36]. L’ope´rateur de transition est calcule´ en estimant l’erreur de la solution approximative
obtenue, nous parlons alors de me´thode d’adaptation de maillage a posteriori.
1.3.1 Maillage classique / isotrope
Dans la boucle d’adaptation 1 de la ﬁgure 1.1, l’estimateur d’erreur a posteriori est uti-
lise´ pour de´terminer l’ope´rateur de transition, qui est en fait une fonction de taille ou de
raﬃnement pour les maillages isotropes. La fonction de taille de´ﬁnit en chaque nœud une
taille 훿푖 d’e´le´ment en fonction de sa position sur le domaine. Cette fonction est utilise´e par la
suite par le mailleur/remailleur pour ge´ne´rer le nouveau maillage. Nous cherchons de cette
manie`re la distribution de taille 훿푖 qui conduira a` un maillage optimal. Pour illustrer ce prin-
cipe simplement, re´fe´rons-nous au terme d’erreur du de´veloppement en se´rie de Taylor. Pour
un e´le´ment line´aire en 2 dimensions, nous avons :
푒ℎ =
1
2
ℎ2
∂2푓
∂푥21
+
1
2
ℎ2
∂2푓
∂푥22
+ 2ℎ2
∂2푓
∂푥1∂푥2
(1.2)
Le terme d’erreur est proportionnel au carre´ de la taille ℎ de l’e´le´ment. En variant la taille
de l’e´le´ment, nous pouvons augmenter ou diminuer l’erreur. De fac¸on ge´ne´rale, la norme de
l’erreur d’interpolation nous indique sensiblement le meˆme lien entre l’erreur et la taille ℎ de
l’e´le´ment :
∥푒푘∥ ≃ 퐶˜ ℎ훼푘 (1.3)
ou` 훼 est le taux de convergence qui de´pend de la norme utilise´e pour estimer l’erreur. Pour
de´terminer la fonction de taille, il faut d’abord e´valuer le niveau d’erreur cible 푒 sur chaque
1. L’algorithme pre´sente´ ici est celui du mailleur adaptatif de la suite AMIRAL–CADYF–ADAPT et qui
est de´crit dans [27][38].
6e´le´ment du maillage :
푒 =
푒Ω√
푁
(1.4)
ou` l’erreur globale 푒Ω est le seuil d’erreur de´sire´e sur le maillage entier pour un certain nombre
d’e´le´ments 푁 . La taille optimale 훿푘 de l’e´le´ment, qui permet obtenir un maillage optimal, est
relie´e a` l’erreur cible par la relation 1.3 :
푒 ≃ 퐶˜ 훿훼푘
훿푘 =
[
푒
∥푒푘∥
] 1
훼
ℎ푘
Cette taille est constante par e´le´ment du maillage et nous utilisons une moyenne arithme´ti-
que pour obtenir les tailles nodales 훿푖 sur tout le maillage. L’erreur est e´value´e pour chacune
des variables de la solution et ge´ne´ralement la variable la plus contraignante est choisie pour
de´terminer la taille optimale.
La fonction de taille conduit a` la construction d’e´le´ments triangulaires e´quilate´raux, ou
du moins les plus e´quilate´raux possible. La forme e´quilate´rale a longtemps e´te´ conside´re´e
comme la forme optimale pour un e´le´ment. Le concept est base´ sur l’e´valuation a priori de
la borne supe´rieure de l’erreur en norme 퐻1, pre´sente´e dans les travaux de [5][54][35] :
∥푒∥1 ≤ 퐷
(2) 푙푚푎푥
cos 휃푚푎푥
2
(1.5)
ou` 휃푚푎푥 est l’angle interne maximal du triangle et 푙푚푎푥 est une dimension caracte´ristique, par
exemple la longueur de l’areˆte la plus grande. 퐷(2) repre´sente la valeur maximale des termes
de de´rive´es secondes de la solution interpole´e sur l’e´le´ment. Ces travaux ont de´montre´ que la
pre´cision des solutions par e´le´ments ﬁnis sur des maillages triangulaires se de´grade rapidement
lorsque les angles maximaux tendent vers 휋, puisque la borne de l’erreur tend alors vers
l’inﬁni. L’e´le´ment optimal est donc celui qui minimise le rapport entre la longueur et l’angle
maximal pour une surface e´le´mentaire donne´e, soit le triangle e´quilate´ral. En conside´rant
ainsi l’angle maximal comme une constante, soit ≈ 휋
3
, la seule variable qui nous permet de
re´duire l’erreur est la longueur des segments du triangle, soit sa taille.
En nous limitant aux triangles e´quilate´raux, nous obtenons des maillages e´le´ments ﬁnis qui
sont relativement faciles a` construire. Les e´le´ments de´ge´ne´re´s (휃푚푎푥 ≈ 휋) sont d’ailleurs facile-
ment e´vite´s par l’emploi de mailleur de type Delaunay. De plus, tel que de´montre´ dans [52] les
triangles e´quilate´raux minimisent le conditionnement de la matrice du syste`me d’e´quations.
7Ainsi, les triangles e´quilate´raux sont d’excellents e´le´ments pour les calculs par la me´thode
des e´le´ments ﬁnis.
1.3.2 Maillage anisotrope
Comme nous venons de le voir, plusieurs travaux concluent que les maillages de triangles
e´quilate´raux sont optimaux pour la me´thode des e´le´ments ﬁnis. Les e´le´ments e´tire´s et plats
seraient donc a` e´viter puisqu’ils de´gradent la pre´cision de la solution et le conditionnement
de la matrice globale. Cependant, le de´veloppement des bornes d’erreur, qui sont a` la base
du choix des e´le´ments e´quilate´raux, ne conside`re qu’une partie de l’information donne´e par
la solution.
Reprenons l’expression du terme d’erreur du de´veloppement en se´rie de Taylor sur un
e´le´ment line´aire a` 2 dimensions :
푒(푥1, 푥2) =
1
2
ℎ21
∂2푓
∂푥21
+
1
2
ℎ22
∂2푓
∂푥22
+ 2ℎ1ℎ2
∂2푓
∂푥1∂푥2
(1.6)
Cette fois nous conside´rons que le terme d’erreur est de´termine´ par deux tailles diﬀe´rentes
(ℎ1 et ℎ2) dans les directions 푥⃗1 et 푥⃗2. En fait, nous montrons que la borne supe´rieure de
l’erreur s’exprime comme suit :
∥푒푚푎푥∥0 ≤ Cte푳∣퐻∣푳 (1.7)
ou` 푳 est un vecteur qui caracte´rise l’e´le´ment. ∣퐻∣ est la matrice hessienne modiﬁe´e 2 de la
solution, et non pas seulement une borne supe´rieure des de´rive´s secondes comme dans le cas
isotrope. En conservant la matrice hessienne, nous pre´servons l’information sur le comporte-
ment directionnel de la solution. Nous noterons que la borne de l’erreur est anisotrope, donc
que la borne n’a pas la meˆme valeur selon la direction du vecteur 푳.
Les travaux de [34][17][45] sont les premiers a` avoir de´montre´ que pour minimiser l’erreur
d’interpolation line´aire en norme 퐿푝, les e´le´ments triangulaires doivent eˆtre e´tire´s dans la
direction pour laquelle la de´rive´e seconde directionnelle est petite. Ce qui correspond a` aligner
et a` e´tirer les triangles dans la direction du vecteur propre de la matrice hessienne associe´ a`
la valeur propre la plus petite en valeur absolue. [52][9] ont obtenu le meˆme re´sultat pour la
norme 퐿2 et 퐻1. La borne supe´rieure de l’erreur d’interpolation en norme 퐻1 s’exprime :
∥푒푚푎푥∥1 ≤ 퐷(2) 푙푚푎푥
2 sin 휃푚푎푥
(1.8)
2. ∣퐻∣ a les meˆmes vecteurs propres que la matrice hessienne 퐻, mais ses valeurs propres correspondent
a` la valeur absolue des valeurs propres de 퐻.
8ou` 퐷(2) repre´sente la valeur maximale des termes de de´rive´es secondes. L’angle maximal
intervient dans l’expression de la borne de l’erreur, et tout comme pour les bornes isotropes
nous devons imposer une condition sur l’angle maximal pour e´viter que l’erreur ne tende
vers l’inﬁni. D’autre part, [53] montre que lorsque l’angle le plus petit tend vers 0 (et que les
deux autres angles sont entre 휋
3
et 2휋
3
), la borne de l’erreur varie peu. D’ailleurs dans [5], les
auteurs sugge´raient de´ja` de ne conside´rer que la condition sur l’angle maximal.
Nous cherchons donc maintenant a` de´ﬁnir non seulement la taille des e´le´ments, mais aussi
leur orientation et leur e´tirement. Peraire, dans [40], a de´ﬁni les parame`tres du maillage tel
qu’illustre´s a` la ﬁgure 1.2 ou` 훿 est la taille de l’e´le´ment, 푠 le ratio d’anisotropie et 훼 la
Figure 1.2 Parame`tres d’un e´le´ment
direction d’e´tirement. La direction de l’e´tirement est aligne´e avec le vecteur propre associe´
a` la plus petite valeur propre de 퐻 et le ratio d’anisotropie correspond au ratio des valeurs
propres de 퐻 :
푠 =
√
∣휆푚푎푥∣
∣휆푚푖푛∣ (1.9)
Ce ratio d’anisotropie assure une e´quire´partition de l’erreur dans les deux directions. Dans
[40][39][59], ce genre de fonction d’adaptation est utilise´ pour piloter l’adaptation et le re-
maillage de la simulation d’e´coulements compressibles et d’e´coulements visqueux. Les mailla-
ges anisotropes ainsi obtenus permettent, avec moins de nœuds, d’obtenir une solution dont
la pre´cision est e´quivalente a` celle obtenue a` l’aide de maillages isotropes.
1.3.3 Me´trique
Dans [17][55][33] les auteurs ont introduit le concept de me´trique pour controˆler l’e´tire-
ment et l’orientation du maillage. La me´trique est alors utilise´e comme fonction d’adaptation.
La me´triqueℳ est un tenseur 3 d’ordre 2 de´ﬁni sur un espace vectoriel 퐸 de dimension ﬁnie,
3. Les composantes d’un tenseur d’ordre 2 peuvent eˆtre repre´sente´s sous la forme d’une matrice.
9c’est-a`-dire une forme biline´aire telle que :
ℳ : 퐸 × 퐸 → ℜ
(푢, 푣)→ℳ(푢, 푣)
et posse`de les proprie´te´s suivantes :
– syme´trique :
∀ u,v ∈ 퐸 ℳ(u,v) =ℳ(v,u) (1.10)
– de´ﬁni positif :
∀푥 ∈ 퐸 ℳ(푥, 푥) ≥ 0 (1.11)
– non de´ge´ne´re´ :
[∀풖 ∈ 퐸, ℳ(풖,풖) = 0] ⇒ u = 0 (1.12)
Le tenseur me´trique est e´troitement lie´ a` la de´ﬁnition du produit scalaire dans un espace
vectoriel et a` la notion de longueur dans un espace me´trique. Le produit scalaire de deux
vecteurs dans ℜ2 est de´ﬁni, par rapport a` une me´trique ℳ, par :
⟨u,v⟩ℳ = ⟨u,ℳv⟩ = u푇ℳv ∈ ℜ (1.13)
A` partir de ce re´sultat, la norme euclidienne se traduit alors par :
∥u∥ℳ =
√
⟨u,u⟩ℳ =
√
u푇ℳu (1.14)
et elle mesure la longueur du vecteur u par rapport a` la me´trique ℳ.
Ge´ome´triquement, une me´trique est repre´sente´e par son cercle unite´, soit une ellipse en 2D
(un ellipso¨ıde en 3D). Les axes principaux de l’ellipse sont aligne´s avec les vecteurs propres
du tenseur, et la longueur des rayons est l’inverse de la racine carre´e des valeurs propres
respectives (푟1 =
1√
휆1
et 푟2 =
1√
휆2
). Rappelons que par ses proprie´te´s le tenseur me´trique ℳ
admet toujours une diagonalisation propre, qui s’e´crit comme suit :
ℳ = 푅휙
[
휆1 0
0 휆2
]
푅푇휙 푅휙 = [푹1 푹2] (1.15)
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Figure 1.3 Cercle unite´ de la me´trique ℳ
ou` 푅휙 est la matrice de rotation compose´e des vecteurs propres 푹1 et 푹2, et auxquels sont
associe´s les valeurs propres 휆1 et 휆2.
Comme nous le verrons dans les prochains chapitres, les composantes du tenseur me´trique,
ou plus simplement la me´trique, sont de´ﬁnies a` partir de la matrice hessienne. Cette matrice
n’est toutefois pas ne´cessairement de´ﬁnie positive et peut aussi eˆtre de´ge´ne´re´e. Ce cas par-
ticulier sera aborde´ plus loin. L’expression ci-dessous permet d’e´tablir une relation entre la
me´trique et la matrice hessienne :
ℳ = ∣퐻∣ = 푅휙
[
∣휆1∣ 0
0 ∣휆2∣
]
푅푇휙 ou` ∣휆1∣ ≥ ∣휆2∣ > 0 (1.16)
Nous obtenons la matrice hessienne modiﬁe´e ∣퐻∣ en prenant la valeur absolue des valeurs
propres, 휆1 et 휆2, de la matrice hessienne 퐻. La matrice hessienne prend alors la forme
d’un tenseur me´trique. Les directions associe´es aux valeurs propres sont les vecteurs propres,
repre´sente´s ici par la matrice de rotation 푅휙. Rappelons que la borne d’erreur de l’e´quation
1.7 de´ﬁnit une borne anisotrope, puisque l’erreur n’est pas la meˆme dans toutes les directions.
La me´trique est une transformation aﬃne de l’espace physique anisotrope vers un espace
virtuel isotrope. Un e´le´ment e´tire´ et oriente´ dans l’espace physique selon la me´trique, devient
e´quilate´ral et unitaire lorsqu’il est transforme´ dans l’espace virtuel isotrope. L’e´tirement et
l’orientation de l’e´le´ment dans l’espace physique assurent l’e´quire´partition de l’erreur dans
toutes les directions. Ainsi, nous minimisons l’erreur d’interpolation pour un e´le´ment triangu-
laire line´aire ayant une certaine aire, en e´tirant cet e´le´ment selon le ratio d’anisotropie de´ﬁni
pre´ce´demment et en l’orientant dans la direction de la courbure minimum. Cet e´le´ment oﬀre
alors une meilleure pre´cision qu’un e´le´ment triangulaire e´quilate´ral de meˆme aire. Plusieurs
travaux qui portent sur l’utilisation de me´trique continue base´e sur le Hessien ont e´tudie´ ce
comportement pour diﬀe´rents e´coulements, entre autres [17][8][13][4][24][2][22][47, 46]. Citons
en particulier [55] sur la ge´ne´ration de maillages anisotropes pour les e´le´ments ﬁnis.
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Les mailleurs anisotropes non structure´s, quel que soit leur type (Delaunay, avance de front
ou autre), utilisent le principe de calcul de distance par rapport a` une me´trique continue dans
leur algorithme de ge´ne´ration d’e´le´ment. Le calcul de longueur dans l’espace virtuel permet
de construire un maillage unite´ par rapport a` une me´trique continue de´ﬁnie sur le domaine
Ω. Ce maillage unite´ est isotrope et ses e´le´ments sont unitaires (ou presque). Pour un e´le´ment
triangulaire non de´ge´ne´re´ dans l’espace physique, il existe une seule et unique me´trique dans
laquelle ce triangle est e´quilate´ral et unitaire [55]. Il faut noter par contre qu’il existe une
inﬁnite´ de triangles non de´ge´ne´re´s dans l’espace physique qui sont e´quilate´raux dans une
me´trique donne´e. Ils ont tous la meˆme taille, la meˆme aire et le meˆme e´tirement. Par contre,
leurs angles ne sont pas les meˆmes. La me´trique ne permet donc pas de controˆler les angles
d’un e´le´ment. Il faut donc adopter un autre me´canisme pour controˆler l’angle maximal aﬁn
de minimiser l’erreur d’interpolation. Cette taˆche revient aux mailleurs lors de la ge´ne´ration
des e´le´ments.
La fonction de taille pour les maillages isotropes peut eˆtre vue comme un cas particulier de
la me´trique qui s’e´crit alors comme le produit de la matrice identite´ par un scalaire caracte´rise´
par la taille ℎ de l’e´le´ment :
ℳ(푥) = 1
ℎ2(푥)
[
1 0
0 1
]
(1.17)
La taille est la meˆme dans toutes les directions, et nous obtenons e´videmment des e´le´ments
e´quilate´raux.
Une approche un peu diﬀe´rente est traite´e dans [20][21][41][42][43][7]. Au lieu de calculer
une me´trique a` partir de la matrice hessienne ne´cessitant l’e´valuation des de´rive´es secondes de
la solution, les auteurs utilisent le champ des de´rive´es premie`res pour le calcul d’un estimateur
d’erreur anisotrope a posteriori. Il joue un roˆle similaire a` celui joue´ par l’estimateur d’erreur
lors de l’adaptation isotrope. Cependant, nous cherchons a` obtenir deux tailles dans les
directions de courbures principales aﬁn d’e´quire´partir l’erreur dans ces meˆmes directions.
Ceci permet de construire un maillage anisotrope dont l’erreur relative estime´e est le plus
pre`s possible d’une tole´rance pre´de´termine´e. C’est un processus ite´ratif ; au fur et a` mesure
que nous avanc¸ons dans les ite´rations, les e´le´ments s’aligneront et s’e´tireront de manie`re a`
atteindre un e´tat d’e´quilibre. L’orientation des e´le´ments est obtenue en e´valuant les vecteurs
propres d’une matrice syme´trique positive, qui s’apparente a` la matrice hessienne, mais qui ne
fait intervenir que la norme des de´rive´es premie`res sur un e´le´ment. Le principal avantage de
cette me´thode est qu’elle ne ne´cessite pas l’e´valuation des de´rive´es secondes, et qu’ainsi nous
n’avons pas a` nous soucier des erreurs d’approximation commises lors de l’e´valuation de ces
dernie`res. Par contre, la richesse de l’information dimensionnelle qu’elle de´voile est infe´rieure
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a` celle obtenue de la matrice hessienne. De plus, puisque l’estimateur d’erreur est de´veloppe´
pour un type bien spe´ciﬁque d’e´quation aux de´rive´es partielles, l’algorithme d’adaptation
doit tenir compte des e´quations devant eˆtre re´solues, ce qui limite sa ge´ne´ralite´.
1.3.4 Me´trique optimale
Nous expliquons au chapitre 2 que la me´trique, telle qu’elle est de´ﬁnie a` l’e´quation 1.16,
repre´sente un niveau d’erreur d’interpolation locale. Nous cherchons ici a` minimiser l’erreur
d’interpolation globale aﬁn d’obtenir un maillage optimal ayant un nombre de nœuds arbi-
traire. Puisque le maillage est de´ﬁni par une me´trique, nous recherchons donc la me´trique
optimale, de´ﬁnissant en chaque nœud un niveau d’erreur d’interpolation locale, qui permet-
tra d’obtenir globalement le meilleur maillage. Ainsi, il est possible de de´ﬁnir une me´trique
optimale multi-e´chelle qui minimise l’erreur d’interpolation en norme 퐿푝 de fac¸on a` obtenir
un maillage anisotrope optimal pour un nombre de nœuds 푁 arbitrairement ﬁxe´. Ce prin-
cipe a e´te´ introduit dans [14][16], et a e´te´ ge´ne´ralise´ en 2 et 3 dimensions dans [3][32][31].
Nous expliquerons en de´tail le de´veloppement de l’expression de la me´trique optimale en 2
dimensions. En dimension 푛 pour un nombre de nœuds 푁 l’expression ﬁnale de la me´trique
optimale est la suivante :
ℳ퐿푝 = 퐷퐿푝(푑푒푡∣퐻∣)
−1
2푝+푛푅휙∣Λ∣푅푇휙
ou` 퐷퐿푝 = 푁
2
푛
⎛⎝∫
Ω
∣∣∣∣∣
푛∏
푖=1
∂2푢
∂푥2푖
∣∣∣∣∣
푝
2푝+푛
⎞⎠−2푛 et ∣Λ∣ = [∣휆푖∣ 0
0
. . .
]
(1.18)
1.4 Le Conditionnement de la matrice globale
La re´solution du syste`me d’e´quations en e´le´ments ﬁnis est aﬀecte´e par le conditionnement
de la matrice globale du syste`me d’e´quations. Le nombre de condition de cette matrice
de´pend entre autres de la mise a` l’e´chelle du syste`me d’e´quations, du choix de l’interpolant,
et aussi des e´le´ments du maillage, relativement a` leur forme et a` leur distribution. Nous nous
inte´ressons ici un peu plus a` l’impact des e´le´ments sur le conditionnement. La distribution
des e´le´ments de´termine leur taille et leur densite´. Plus la densite´ des e´le´ments est e´leve´e,
plus les e´le´ments sont petits. Le conditionnement de la matrice e´le´mentaire est inversement
proportionnel a` l’aire de l’e´le´ment. Donc plus un e´le´ment est petit, plus le conditionnement de
la matrice e´le´mentaire risque d’eˆtre grand. La forme de l’e´le´ment, relie´e aux angles de celui-
ci, inﬂuence aussi le conditionnement de la matrice e´le´mentaire. Lorsque l’angle minimal
휃푚푖푛 tend vers 0, le conditionnement peut devenir tre`s grand, puisqu’il est proportionnel a`
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cot(휃푚푖푛), qui tend alors vers l’inﬁni. L’eﬀet combine´ des diﬀe´rentes matrices e´le´mentaires
aﬀecte le conditionnement de la matrice globale du syste`me d’e´quations.
Or le conditionnement de la matrice globale a un impact non ne´gligeable sur la re´solution
du syste`me d’e´quations. Par exemple, le taux de convergence et la stabilite´ des me´thodes
de re´solution ite´ratives sont grandement aﬀecte´s par le nombre de condition de la matrice
globale ; plus le nombre de condition est grand, plus l’eﬃcacite´ des me´thodes ite´ratives a`
re´duire le re´sidu du syste`me d’e´quations est re´duite. Le mauvais conditionnement peut aussi
aﬀecter la pre´cision de la solution, et ce, autant pour les solveurs ite´ratifs que pour les solveurs
directs. L’importance des erreurs d’arrondis et d’arithme´tique ﬂottante est proportionnelle
au conditionnement de la matrice et a` la norme du re´sidu obtenue lors de la re´solution du
syste`me d’e´quations. Par exemple, si nous conside´rons le syste`me line´aire suivant :
퐴푥⃗ = 푏⃗ (1.19)
ou` 푥⃗ est la solution exacte. Si 푥⃗ℎ est la solution approximative, la norme de l’erreur peut
s’exprimer ainsi :
∥푒⃗∥ = ∥푥⃗− 푥⃗ℎ∥ (1.20)
et le re´sidu par :
푟⃗ = 푏⃗− 퐴푥⃗ℎ (1.21)
Il est alors possible d’e´crire l’ine´galite´ suivante :
1
푐표푛푑A
∥푟⃗∥
∥⃗푏∥ ≤
∥푒⃗∥
∥푥⃗∥ ≤ 푐표푛푑A
∥푟⃗∥
∥⃗푏∥ (1.22)
Le terme du centre repre´sente l’erreur relative de la solution. Si le conditionnement de la
matrice 퐴 est grand, alors la valeur de l’erreur relative est comprise entre ze´ro et un nombre
qui peut lui aussi eˆtre grand. Une grande erreur relative implique une solution approximative
de faible pre´cision. Si le nombre de condition est tre`s grand, la solution peut meˆme eˆtre
comple`tement fausse. Par contre, si la norme du re´sidu est assez petite, il est possible de
contrer l’eﬀet d’un mauvais conditionnement. La borne supe´rieure de l’erreur relative est alors
diminue´e et nous pouvons obtenir une solution relativement pre´cise. Pour la simulation des
e´coulements dans ce travail, nous avons utilise´ des solveurs directs base´s sur une factorisation
approximative de la matrice stocke´e en format creux [48][49]. Ils se basent sur des algorithmes
permettant d’obtenir une norme tre`s faible sur le re´sidu de la solution. Ainsi, nous re´duisons
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l’impact d’un mauvais conditionnement sur la pre´cision de la solution.
1.5 Reconstruction du Hessien
Une des e´tapes les plus cruciales dans l’adaptation de maillages anisotropes est suˆrement
la reconstruction des de´rive´es secondes. La me´trique est directement lie´e aux de´rive´es se-
condes, et puisque ces dernie`res ne sont pas connues a priori, il est important d’avoir un bon
algorithme de reconstruction. Une mauvaise me´trique donnera un maillage qui est souvent
mal adapte´ a` la solution, donc un maillage non optimal. A` partir de la solution discre`te, il est
possible par diﬀe´rentes techniques de reconstruire une approximation des de´rive´es secondes.
Nous re´fe´rons le lecteur aux articles suivants, [56] et [30], qui pre´sentent une bonne compa-
raison entre diﬀe´rentes techniques de reconstruction des de´rive´es secondes dans le cadre de
l’adaptation anisotrope. Dans le pre´sent travail, nous avons opte´ pour une technique dite de
double projection de type Zhu–Zienkiewicz sur des e´le´ments triangulaires line´aires [29][60][61].
1.6 E´le´ments d’ordre e´leve´
En introduction, nous avons aborde´ les me´thodes nume´riques d’ordre e´leve´. En e´le´ments
ﬁnis, il y a e´norme´ment de recherche eﬀectue´e a` ce niveau, et les e´le´ments isotropes d’ordre
e´leve´ sont maintenant relativement communs et re´pandus. Par contre, il y a encore peu
d’exemples de maillages anisotropes d’ordre e´leve´. A` ce jour, seulement quelques publica-
tions [10][11][12][37][31] ont aborde´ le sujet. La raison est fort simple. La me´trique est un
tenseur d’ordre 2 de´ﬁnissant une forme biline´aire qui est relie´e a` l’erreur d’interpolation sur
un e´le´ment line´aire par les de´rive´es secondes de la solution. Lorsque nous augmentons le degre´
du polynoˆme d’interpolation, nous changeons l’expression de l’erreur et ainsi le polynoˆme ho-
moge`ne la de´ﬁnissant. Par exemple, pour un e´le´ment quadratique l’expression de l’erreur est
de´ﬁnie par les de´rive´es troisie`mes repre´sente´es par un tenseur d’ordre trois. Les techniques de
diagonalisation qui permettent de trouver les valeurs propres et vecteurs propres d’un ten-
seur d’ordre deux ne peuvent pas eˆtre ge´ne´ralise´es aux tenseurs d’ordre supe´rieur. Il existe
quelques techniques de diagonalisation pour les tenseurs syme´triques d’ordre e´leve´ [44][18][15].
Par ces techniques, nous obtenons une approximation d’une certaine forme de diagonalisa-
tion, puisque les tenseurs d’ordre e´leve´, contrairement aux tenseurs d’ordre 2, ne peuvent eˆtre
comple`tement diagonalise´s. Actuellement, ces techniques sont surtout utilise´es dans l’analyse
de signaux. Des travaux futurs pourraient envisager l’utilisation de techniques, telles que
de´veloppe´es dans [15], pour le calcul de me´triques e´quivalentes utilise´es pour la ge´ne´ration
de maillages anisotropes d’ordre e´leve´.
Dans [37], une approche diﬀe´rente utilisant une approximation du polynoˆme homoge`ne
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de l’erreur en se´rie de Fourrier pour obtenir un tenseur d’ordre 2 e´quivalent est pre´sente´e. Ce
dernier induit une me´trique pour la ge´ne´ration d’un maillage d’e´le´ments line´aires, que nous
enrichissons ensuite pour obtenir un maillage d’e´le´ments quadratiques. Dans [12] et [31], un
changement de coordonne´es est eﬀectue´ aﬁn d’exprimer le polynoˆme homoge`ne de l’erreur
d’interpolation en coordonne´es polaires. L’erreur s’exprime alors en fonction d’un rayon et
d’un angle. La direction d’e´tirement correspond a` l’angle qui co¨ıncide avec l’erreur maximale.
Le ratio d’anisotropie est ensuite obtenu par le biais de diﬀe´rentes proprie´te´s ge´ome´triques
de l’erreur. Une fois les parame`tres obtenus, nous calculons une me´trique pour la ge´ne´ration
du maillage line´aire, qui est ensuite enrichi pour ﬁnalement aboutir a` un maillage anisotrope
quadratique. Cette dernie`re technique est relativement complexe et ne´cessite beaucoup de
calcul. L’automatisme du processus est aussi incertain, surtout au niveau de l’e´valuation de
l’angle maximal.
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1.7 Buts et objectifs
Le but de ce me´moire est premie`rement d’expliquer, pre´ciser et enrichir les concepts sur
lesquels repose l’adaptation de maillages anisotropes non structure´s par l’utilisation d’une
me´trique optimale. Deuxie`mement, nous voulons e´tablir l’utilite´ d’une telle me´thode dans
diﬀe´rentes situations en me´canique des ﬂuides. Les objectifs sont les suivants :
– De´velopper un mode`le d’erreur d’interpolation sur un e´le´ment line´aire ;
– De´velopper l’expression de la me´trique optimale a` partir du mode`le d’erreur ;
– E´laborer un algorithme eﬃcace pour le calcul de la me´trique ;
– Imple´menter l’algorithme dans un code existant ;
– Interfacer le remailleur surfacique MeshAdapt ;
– E´valuer la me´thode d’adaptation par diﬀe´rentes applications.
Applications aux e´coulements classiques
Nous pre´sentons diﬀe´rentes simulations en 2 dimensions pour les e´quations de Poisson
et de Navier-Stokes pour illustrer les avantages de cette technique d’adaptation de maillage.
Nous introduisons par la suite la me´thode d’adaptation de maillage anisotrope par me´trique
optimale pour les e´coulements axisyme´triques.
Applications aux e´coulements instationnaires
Nous introduisons une nouvelle approche pour l’identiﬁcation des structures lagrangiennes
cohe´rentes d’e´coulements instationnaires en 2 dimensions. Cette nouvelle approche facilite
l’identiﬁcation des structures pre´sentes et permet d’ame´liorer leur de´ﬁnition. De plus, les
exemples e´tudie´s nous permettront de repousser les limites de la me´thode d’adaptation de
maillage anisotrope.
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CHAPITRE 2
DE´VELOPPEMENT MATHE´MATIQUE
Ce chapitre met en place les bases mathe´matiques ne´cessaires a` la compre´hension de
l’expression de la me´trique optimale. Nous de´butons par un rappel de l’erreur d’interpolation
sur un e´le´ment line´aire. De cette expression, nous de´veloppons un mode`le d’erreur qui conduit
a` l’expression de la me´trique optimale. Nous pre´sentons ﬁnalement les me´thodes de calcul
discret de cette me´trique optimale.
2.1 Erreur d’interpolation
A` partir d’une collection de points sur un espace Ω donne´, ou` nous connaissons la valeur
d’une fonction 푢푖 en chacun des points, il est possible de construire une approximation de la
fonction 푢(푥0, . . . , 푥푛) en tous points (푥0, . . . , 푥푛) du domaine. Toutefois, nous introduisons
de cette manie`re une erreur d’interpolation sur la fonction.
2.1.1 E´le´ment line´aire en dimension 1
Prenons une se´rie de points de collocation 푥0, 푥1, . . . , 푥푛 pour lesquels nous connaissons
la valeur de la fonction 푢(푥푖) = 푢푖. Il existe un polynoˆme 푝푛(푥) de degre´ 푛 qui nous permet
d’obtenir une approximation de 푢(푥) dont l’erreur d’interpolation est note´e par 퐸푛(푥).
푢(푥) = 푝푛(푥) + 퐸푛(푥) (2.1)
L’erreur est nulle aux points de collocation puisque le polynoˆme passe par ces points, donc
Figure 2.1 Interpolation line´aire de 푢(푥)
푢(푥푖) = 푢푒푥푎푐푡. Si nous supposons que la fonction 푢(푥) est de´ﬁnie dans l’intervalle [푥0, 푥푛] et
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qu’elle est 푛+ 1 fois de´rivable dans l’intervalle ]푥0, 푥푛[. Il existe alors une fonction 휉(푥) dans
l’intervalle ]푥0, 푥푛[ telle que :
퐸푛(푥) =
1
(푛+ 1)!
∂푛+1푢(휉(푥))
∂푥푛+1
(푥− 푥0)(푥− 푥1) . . . (푥− 푥푛) (2.2)
Sur un e´le´ment line´aire, de´ﬁni par les points 푥푖 et 푥푖+1, 푛 vaut 1 et l’expression de l’erreur
d’interpolation sur un e´le´ment s’e´crit :
퐸1(푥) =
1
(2)!
∂2푢(휉(푥))
∂푥2
(푥− 푥푖)(푥− 푥푖+1) (2.3)
La fonction 휉(푥) est inconnue, nous ne pouvons donc pas e´valuer le terme d’erreur exacte.
En prenant la valeur maximale du terme de de´rive´e seconde sur l’intervalle ]푥푖, 푥푖+1[,∣∣∣∣∂2푢(휉(푥))∂푥2
∣∣∣∣ ≤ max푥∈]푥푖,푥푖+1[
∣∣∣∣∂2푢(푥)∂푥2
∣∣∣∣ = 퐷(2)푢
il est possible d’obtenir un majorant de l’erreur d’interpolation :
퐸1(푥) ≤ 퐷
(2)
푢
2
(푥− 푥푖)(푥− 푥푖+1) (2.4)
La valeur maximale 1 du terme de droite est :
max ∣(푥− 푥푖)(푥− 푥푖+1)∣ = ℎ
2
4
de sorte que la borne supe´rieure de l’erreur d’interpolation sur un e´le´ment line´aire s’e´crit :
∣퐸1(푥)∣ ≤ 퐷
(2)
푢
8
ℎ2 (2.5)
ou` ℎ repre´sente la taille de l’e´le´ment.
2.1.2 E´le´ment line´aire en dimension 2
Un e´le´ment line´aire en dimension 2 peut eˆtre repre´sente´ par un triangle forme´ par trois
nœuds, tel qu’illustre´ a` la ﬁgure 2.2. L’erreur d’interpolation mesure la diﬀe´rence entre la
solution exacte 푢 et la solution approxime´e 푢ℎ obtenue par le calcul e´le´ments ﬁnis. Comme
pour le cas 1D, nous supposons ici que la valeur aux sommets des e´le´ments est connue et
correspond a` la valeur exacte de la solution. Le triangle forme´ des sommets 푢1, 푢2 et 푢3
1. Le de´veloppement complet se trouve a` l’annexe A.
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Figure 2.2 Interpolation line´aire de 푢(푥, 푦)
repre´sente la solution interpole´e entre ces trois points. Nous pouvons facilement voir qu’il
y a une diﬀe´rence entre la solution exacte et la solution interpole´e. C’est pre´cise´ment cette
diﬀe´rence que nous voulons mesurer. Nous de´veloppons dans ce qui suit une estimation de
l’erreur d’interpolation pour une approximation de la solution par e´le´ments ﬁnis en dimension
2 sur un e´le´ment triangulaire line´aire. L’expression de l’erreur est d’abord de´veloppe´e sur
un e´le´ment de re´fe´rence, et sera par la suite transforme´e dans l’espace physique pour faire
intervenir la ge´ome´trie de l’e´le´ment, soit sa forme et ses dimensions.
En e´le´ments ﬁnis, nous utilisons le concept d’e´le´ment de re´fe´rence pour simpliﬁer les
calculs. L’e´le´ment de re´fe´rence 푉푟, tel que montre´ a` la ﬁgure 2.3, est un e´le´ment de forme
simple de´ﬁni dans un espace de re´fe´rence Ω푟, et qui est associe´ par une transformation aﬃne
휏 a` un e´le´ment 푉푒 du domaine re´el Ω푒. Dans l’espace de re´fe´rence les coordonne´es sont
Figure 2.3 E´le´ment de re´fe´rence et e´le´ment re´el
repre´sente´es par le vecteur 흃, tandis que dans l’espace physique elles sont repre´sente´es par le
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vecteur 풙. Nous de´ﬁnissons alors la transformation 휏 telle que :
휏 : 흃 → 풙(흃) =
[
푁(흃)
]
풙풏 ou` 흃 =
[
휉 휂
]
et 풙 =
[
푥 푦
]
(2.6)
Le vecteur푵 (휉, 휂) s’e´crit a` l’aide des fonctions de transformation de l’e´le´ment et qui, pour un
e´le´ment line´aire, sont les meˆmes que les fonctions d’interpolation sur l’e´le´ment de re´fe´rence.
푵 =
[
1− 휉 − 휂 ; 휉 ; 휂
]
(2.7)
Ces fonctions sont inde´pendantes de la ge´ome´trie de l’e´le´ment re´el. Ce qui nous permet
de de´velopper une expression ge´ne´rale de l’erreur d’interpolation sur l’e´le´ment de re´fe´rence,
inde´pendante de la ge´ome´trie des e´le´ments re´els. De plus, la transformation 휏 e´tant line´aire
les conclusions relatives a` l’approximation 푢ℎ(흃) sur l’e´le´ment de re´fe´rence se transposent
directement sur l’approximation 푢ℎ(풙) de l’e´le´ment re´el. Ainsi, nous pouvons e´tendre les
conclusions sur l’erreur d’interpolation de l’e´le´ment de re´fe´rence a` tout e´le´ment re´el du do-
maine physique, tant que ce dernier peut eˆtre caracte´rise´ par cet e´le´ment de re´fe´rence.
Solution exacte
La solution exacte 푢(휉, 휂) sur l’e´le´ment de re´fe´rence peut eˆtre de´veloppe´e en se´rie de
Taylor autour du point 휉 = 0, 휂 = 0.
푢(휉, 휂) = 푢∣0 + 휉
∂푢
∂휉
∣∣∣∣
0
+ 휂
∂푢
∂휂
∣∣∣∣
0
+
휉2
2
∂2푢
∂휉2
∣∣∣∣
흃¯
+
휂2
2
∂2푢
∂휂2
∣∣∣∣
흃¯
+ 휉휂
∂2푢
∂휉∂휂
∣∣∣∣
흃¯
+ . . .
(2.8)
ou` 흃¯ de´note le point ou` sont e´value´es les de´rive´es secondes :
흃¯ = (휉¯, 휂¯) ∈ 푉푟
En notation vectorielle l’expression devient :
푢(휉, 휂) = ⟨푷 , 휹풖⟩+ 푇푆푢푝
ou` 푷 =
[
1 휉 휂
]
est la base polynomiale
휹풖 =
[
푢∣0
∂푢
∂휉
∣∣∣∣
0
∂푢
∂휂
∣∣∣∣
0
]
푇푆푢푝 =
휉2
2
∂2푢
∂휉2
∣∣∣∣
흃¯
+
휂2
2
∂2푢
∂휂2
∣∣∣∣
흃¯
+ 휉휂
∂2푢
∂휉∂휂
∣∣∣∣
흃¯
(2.9)
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Nous limitons les termes d’ordre supe´rieur a` l’ordre 2. La notation ⟨ , ⟩ de´signe le produit
scalaire de deux vecteurs.
Solution nume´rique
La solution nume´rique est exprime´e sous la forme d’une combinaison line´aire des fonctions
de la base polynomiale 푷 .
푢ℎ(휉, 휂) = 푎0 + 푎1휉 + 푎2휂 = ⟨푷 ,풂⟩ (2.10)
Aux 푛 nœuds de l’e´le´ment, l’expression de la solution prend la forme :
풖풏 =
[
푃푛
]
풂
ou`
[
푃푛
]
=
⎡⎢⎣1 휉1 휂11 휉2 휂2
1 휉3 휂3
⎤⎥⎦ =
⎡⎢⎣1 0 01 1 0
1 0 1
⎤⎥⎦ (2.11)
et puisqu’aux nœuds la valeur de l’approximation co¨ıncide avec la solution exacte, nous
avons :
풖풏 =
[
푃푛
]
풂 =
[
푃푛
]
휹풖+
[
푻푺풖풑
]
ou`
[
푻푺풖풑
]
=
[
푇푆푢푝∣푛
...
]
푇푆푢푝∣푛 =
휉2푛
2
∂2푢
∂휉2
∣∣∣∣
흃¯
+
휂2푛
2
∂2푢
∂휂2
∣∣∣∣
흃¯
+ 휉푛휂푛
∂2푢
∂휉∂휂
∣∣∣∣
흃¯
(2.12)
Nous pouvons ﬁnalement isoler le vecteur 휹풖 :
휹풖 = 풂−
[
푃푛
]−1 [
푻푺풖풑
]
(2.13)
En remplac¸ant le terme 휹풖 dans l’e´quation 2.9 par l’expression de 2.13, nous pouvons re´e´crire
la solution exacte de la fac¸on suivante :
푢(휉, 휂) = ⟨푷 ,풂⟩ − 푷
[
푃푛
]−1 [
푻푺풖풑
]
+ 푇푆푢푝 (2.14)
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Le vecteur 푵 peut exprimer le produit suivant :
푷
[
푃푛
]−1
=
[
1 휉 휂
]⎡⎢⎣ 1 0 0−1 1 0
−1 0 1
⎤⎥⎦
=
[
1− 휉 − 휂 휉 휂
]
= 푵
Ce qui re´duit la solution exacte a` l’expression suivante :
푢(휉, 휂) = ⟨푷 ,풂⟩ − ⟨푵 ,
[
푻푺풖풑
]
⟩+ 푇푆푢푝 (2.15)
Borne supe´rieure de l’erreur d’interpolation
L’erreur d’interpolation est la diﬀe´rence entre la solution nume´rique et la solution exacte.
A` partir des e´quations 2.10 et 2.15, nous obtenons l’expression suivante :
퐸(휉, 휂) = ∣푢ℎ(휉, 휂)− 푢(휉, 휂)∣
=
∣∣∣⟨푷 ,풂⟩ − ⟨푷 ,풂⟩+ ⟨푵 , [푻푺풖풑]⟩ − 푇푆푢푝∣∣∣
=
∣∣∣⟨푵 , [푻푺풖풑]⟩ − 푇푆푢푝∣∣∣
(2.16)
Les termes du vecteur
[
푻푺풖풑
]
prennent les valeurs suivantes :
푇푆푢푝∣1 = 푇푆푢푝(휉1, 휂1) = 0
푇푆푢푝∣2 = 푇푆푢푝(휉2, 휂2) =
1
2
∂2푢
∂휉2
∣∣∣∣
흃¯
푇푆푢푝∣3 = 푇푆푢푝(휉3, 휂3) =
1
2
∂2푢
∂휂2
∣∣∣∣
흃¯
(2.17)
Nous obtenons ainsi l’erreur d’interpolation sur l’e´le´ment de re´fe´rence.
퐸(휉, 휂) =
∣∣∣∣∣ 휉2(1− 휉)∂2푢∂휉2
∣∣∣∣
흃¯
+
휂
2
(1− 휂)∂
2푢
∂휂2
∣∣∣∣
흃¯
− 휉휂 ∂
2푢
∂휉∂휂
∣∣∣∣
흃¯
∣∣∣∣∣ (2.18)
Les termes
휉
2
(1 − 휉), 휂
2
(1 − 휂) et 휉휂 s’annulent tous aux sommets de l’e´le´ment, ce qui res-
pecte l’hypothe`se que l’approximation 푢ℎ(휉, 휂) co¨ıncide avec la solution exacte 푢(휉, 휂) aux
noeuds. Cette expression repre´sente l’erreur d’interpolation sur l’e´le´ment de re´fe´rence. Nous
ne connaissons pas les valeurs des de´rive´es secondes, et il est donc impossible d’e´valuer
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l’e´quation 2.18. De plus, il est diﬃcile de borner cette e´quation puisque la position et la va-
leur maximale de l’erreur sont inconnues. Toutefois, nous pouvons conside´rer l’erreur 퐸¯(휉, 휂)
sur les areˆtes de l’e´le´ment qui s’e´crit comme suit :
퐸¯푖(휉, 휂) = 푘푖풆
푇
푖
⎡⎢⎢⎢⎢⎣
∂2푢
∂휉2
∂2푢
∂휉∂휂
∂2푢
∂휉∂휂
∂2푢
∂휂2
⎤⎥⎥⎥⎥⎦
흃¯
풆푖 = 푘푖⟨풆푖,ℋ푢(흃¯) 풆푖⟩ (2.19)
ou` 풆 correspond a` un des vecteurs de´ﬁnissant les areˆtes du triangle, 푘푖 un scalaire qui tient
compte de la position (휉, 휂) sur l’areˆte, et ℋ푢(흃¯) est la matrice hessienne dans la base de
re´fe´rence 휉 − 휂. Ainsi pour les trois areˆtes de l’e´le´ment nous avons :
퐸¯푎(휉, 휂) = 푘푎
[
1
0
]푇
ℋ푢(흃¯)
[
1
0
]
퐸¯푏(휉, 휂) = 푘푏
[
1
−1
]푇
ℋ푢(흃¯)
[
1
−1
]
퐸¯푐(휉, 휂) = 푘푐
[
0
1
]푇
ℋ푢(흃¯)
[
0
1
]
(2.20)
ou` les scalaires 푘푖 sont de´ﬁnis comme suit :
푘푎 =
휉
2
(1− 휉)
푘푏 =
휉
2
(1− 휉) = 휂
2
(1− 휂) = 휉휂
푘푐 =
휂
2
(1− 휂)
(2.21)
Ils atteignent tous leur valeur maximale au milieu de l’areˆte, soit lorsque 휉 = 1
2
et/ou 휂 = 1
2
,
et valent alors :
푘푎 = 푘푏 = 푘푐 =
1
8
L’erreur d’interpolation sur l’areˆte atteint aussi son maximum au milieu de celle-ci. Nous
pouvons donc de´ﬁnir la borne supe´rieure de l’erreur d’interpolation sur les areˆtes comme
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suit :
퐸¯푚푎푥 = max
[
∣퐸¯푎(1
2
,
1
2
)∣, ∣퐸¯푏(1
2
,
1
2
)∣, ∣퐸¯푐(1
2
,
1
2
)∣
]
=
1
8
∣∣⟨풆푚푎푥,ℋ푢(흃¯) 풆푚푎푥⟩∣∣ (2.22)
ou` 풆푚푎푥 repre´sente le vecteur de´ﬁnissant l’areˆte ou` se trouve l’erreur 퐸¯푚푎푥. Si nous posons
que l’erreur maximale 퐸¯푚푎푥 sur les areˆtes est repre´sentative de l’erreur maximale 퐸푚푎푥 sur
l’e´le´ment, nous avons :
퐸푚푎푥 ≈ 퐸¯푚푎푥 = 1
8
∣∣⟨풆푚푎푥,ℋ푢(흃¯) 풆푚푎푥⟩∣∣ (2.23)
Cette dernie`re expression est vraie si la valeur maximale de l’erreur de l’e´le´ment se trouve sur
une des areˆtes. Ce qui n’est pas toujours le cas. Toutefois, nous conside´rons que cette borne
supe´rieure de l’erreur sur les areˆtes est une bonne approximation de l’erreur d’interpolation
maximale de l’e´le´ment de re´fe´rence. Nous pouvons alors conside´rer cette expression aﬁn de
borner l’erreur d’interpolation sur l’e´le´ment :
퐸(휉, 휂) ≤ 1
8
∣∣⟨풆푚푎푥,ℋ푢(흃¯) 풆푚푎푥⟩∣∣ (2.24)
Si nous conside´rons que l’erreur maximale se trouve sur l’areˆte de´ﬁnie par le vecteur 풆푚푎푥 =
Figure 2.4 Disposition des areˆtes sur l’e´le´ment de re´fe´rence et l’e´le´ment physique.
[1 −1], soit sur l’areˆte 푏 de l’e´le´ment de re´fe´rence sur la ﬁgure 2.4, nous obtenons l’expression
suivante 2 :
퐸(휉, 휂) ≤ 1
8
∣∣∣∣∣
[
∂2푢
∂휉2
−2 ∂
2푢
∂휉∂휂
+
∂2푢
∂휂2
]
흃¯
∣∣∣∣∣ (2.25)
2. Nous obtenons le meˆme re´sultat ﬁnal en conside´rant les areˆtes 푎 ou 푐.
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Cette e´quation repre´sente une approximation de la borne supe´rieure de l’erreur d’interpola-
tion sur l’e´le´ment de re´fe´rence. En transformant 3 cette borne dans l’espace physique nous
obtenons une approximation de la borne supe´rieure de l’erreur d’interpolation suivante :
퐸(푥, 푦) ≤ 1
8
∣∣∣∣[푥2푏 ∂2푢∂푥2 + 푦2푏 ∂2푢∂푦2 + 2푥푏푦푏 ∂2푢∂푥∂푦
]
풙¯
∣∣∣∣
≤ 1
8
∣∣∣∣∣∣∣∣∣∣
[
푥푏 푦푏
]
⎡⎢⎢⎢⎢⎣
∂2푢
∂푥2
∂2푢
∂푥∂푦
∂2푢
∂푥∂푦
∂2푢
∂푦2
⎤⎥⎥⎥⎥⎦
풙¯
[
푥푏
푦푏
]∣∣∣∣∣∣∣∣∣∣
(2.26)
ou` le vecteur
[
푥푏 푦푏
]
correspond a` l’areˆte 푏 du triangle de l’espace physique de la ﬁgure
2.4. Si nous de´ﬁnissons le vecteur L comme e´tant cette areˆte du triangle, nous obtenons
ﬁnalement le terme d’erreur suivant :
퐸(푥, 푦) ≤ 1
8
∣⟨푳, 퐻푢(풙¯) 푳⟩∣ (2.27)
La matrice 퐻푢 est la matrice hessienne de la solution 푢 e´value´e au point 풙¯ de l’espace physique
correspondant au point 흃¯ de l’espace de re´fe´rence et de´ﬁni comme suit :
풙¯ = (푥¯, 푦¯) ∈ 푉푒
Ces points permettent d’e´valuer l’erreur telle qu’exprime´e par les e´quations 2.24 et 2.26, mais
leur position est ge´ne´ralement inconnue. Lors du de´veloppement de la borne supe´rieure de
l’erreur en 1D, nous avons obtenu une expression similaire et avons borne´ l’erreur par la
valeur maximale de la de´rive´e seconde sur l’e´le´ment. De la meˆme fac¸on ici, nous majorons
l’erreur en conside´rant le point a` l’inte´rieur du triangle pour lequel le Hessien est maximum.
퐸(푥, 푦) ≤ 1
8
∣⟨푳, 퐻푢(풙¯) 푳⟩∣ ≤
∣∣∣∣18 max풙⊂푉푒⟨푳, 퐻푢(풙) 푳⟩
∣∣∣∣
De plus, il est possible de de´montrer 4 que :
∣⟨푳, 퐻푢 푳⟩∣ ≤ ⟨푳, ∣퐻푢∣ 푳⟩ (2.28)
3. Pour les de´tails de la transformation voir l’annexe B.
4. Voir l’annexe C pour la de´monstration.
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ou` selon la de´composition propre du Hessien
∣퐻푢∣ = 푅휙∣Λ∣푅푇휙
푅휙 e´tant la matrice des vecteurs propres de 퐻푢
∣Λ∣ =
[∣휆1∣ 0
0 ∣휆2∣
]
휆1 et 휆2 e´tant les valeurs propres de 퐻푢
Ce qui entraˆıne que l’erreur d’interpolation sur un e´le´ment 푘 est borne´e par :
퐸푘 ≤ 1
8
max
풙∈푘
⟨푳, ∣퐻푢(풙)∣ 푳⟩ (2.29)
Cette approximation de la borne supe´rieure de l’erreur d’interpolation est similaire a` celles
de´veloppe´es dans plusieurs travaux cite´s pre´ce´demment. Elles sont toutes similaires a` une
constante pre`s. Par exemple dans [40] nous avons conside´re´ une valeur moyenne de l’erreur
sur l’e´le´ment, ce qui donne une constante plus petite. Dans [3]et[16], les auteurs ont de´veloppe´
plusieurs bornes selon la dimension spatiale de l’e´le´ment en jeu. En prenant une moyenne de
l’erreur a` partir des diﬀe´rents sommets de l’e´le´ment et en prenant l’extremum du vecteur 푳
par rapport au centre de gravite´ de l’e´le´ment, les auteurs obtiennent des bornes e´gales ou
le´ge`rement supe´rieures a` celles que nous obtenons. Cependant, la valeur de cette constante ne
change rien aux de´veloppements qui suivent, et n’a aucune inﬂuence sur l’expression ﬁnale de
la me´trique optimale. C’est pour cette raison que nous conside´rons que cette constante vaut
1. L’expression de l’approximation de la borne supe´rieure de l’erreur d’interpolation prend
ainsi la forme ci-dessous :
퐸푘 ≤ max
풙∈푘
⟨푳, ∣퐻푢(풙)∣ 푳⟩ (2.30)
D’autre part, si nous conside´rons seulement la valeur maximale des trois composantes de la
matrice hessienne comme une constante sur l’e´le´ment, alors l’e´quation 2.30 prend la forme de
l’e´quation 1.3. La borne supe´rieure de l’erreur de´pend ainsi seulement de la taille de l’e´le´ment
et ne tient pas compte du caracte`re anisotrope de la solution.
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2.2 Mode`le d’erreur en 2 dimensions
Conside´rons un point 푎 appartenant au domaine Ω푒. Nous visons a` controˆler l’erreur a`
proximite´ de ce point, de fac¸on a` obtenir :
퐸푎 ≤ max
풙∈휏(푎)
∣푢(풙)− 푢ℎ(풙)∣
ou` 휏(푎) repre´sente l’ensemble des e´le´ments qui ont le point 푎 comme sommet.
Figure 2.5 Ensemble 휏(푎) des triangles autour du point a
L’approximation de la borne supe´rieure de l’erreur d’interpolation sur un e´le´ment 푘 est donne´e
par l’e´quation 2.30. La borne supe´rieure de l’erreur d’interpolation au point 푎 par rapport a`
l’ensemble des e´le´ments de 휏(푎) est alors donne´e par :
퐸푎 ≤ max
푘∈휏(푎)
max
풙∈푘
⟨푳, ∣퐻푢(풙)∣ 푳⟩ (2.31)
Cette majoration de l’erreur d’interpolation nous indique que cette erreur est proportionnelle
au produit ⟨푳, ∣퐻푢(풙)∣ 푳⟩ ou` le vecteur 푳 et la matrice 퐻푢 sont de´ﬁnis sur l’ensemble 휏(푎).
Nous cherchons a` repre´senter cette majoration, donc l’erreur d’interpolation au point 푎,
a` l’aide d’une expression qui posse`de des proprie´te´s analogues a` cette majoration. Nous
proposons ainsi le mode`le d’erreur d’interpolation locale ci-dessous :
퐸푎 = ⟨푳, ∣퐻푢(푎)∣ 푳⟩ (2.32)
ou` 푳 est un vecteur de 휏(푎) de´ﬁni par 푳 = {푎⃗푏 ∣ 푏 ∈ 휏(푎)}. Ce mode`le respecte la forme de
l’expression 2.31, et nous permet de repre´senter l’erreur d’interpolation sous une forme un
peu plus simple.
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2.2.1 Orientation optimale du vecteur L
Nous cherchons l’orientation du vecteur 푳 qui permet d’obtenir les extrema du mode`le
d’erreur locale pre´ce´dent. Ce vecteur peut eˆtre e´crit dans la base orthonormale des vecteurs
propres, 풔 et 풕, de la matrice hessienne.
푳 = 훼푠풔+ 훼푡풕
ou` 훼푠 et 훼푡 sont des scalaires de´ﬁnis par ∥푳∥ =
√
훼2푠 + 훼
2
푡 . La matrice hessienne peut eˆtre
de´compose´e en terme de ses vecteurs propres et de ses valeurs propres, ou` nous de´ﬁnissons
les vecteurs propres, 풔 et 풕, associe´s respectivement aux valeurs propres 휆푠 et 휆푡.
∣퐻푢(푎)∣ =
[{
풔
}{
풕
}][∣휆푠∣
∣휆푡∣
][{
풔
}{
풕
}]푇
(2.33)
Par conse´quent, nous pouvons de´velopper le produit scalaire de l’e´quation 2.32 comme suit :
퐸푎 =
[
⟨푳, 풔⟩ ⟨푳, 풕⟩
] [∣휆푠∣
∣휆푡∣
] [
⟨푳, 풔⟩ ⟨푳, 풕⟩
]푇
퐸푎 = ⟨푳, 풔⟩2∣휆푠∣+ ⟨푳, 풕⟩2∣휆푡∣
퐸푎 = 훼
2
푠∣휆푠∣+ 훼2푡 ∣휆푡∣ (2.34)
De cette manie`re, en exprimant le vecteur 푳 dans la base orthonormale (풔−풕), il est possible
de faire pivoter le vecteur 푳 autour du point 푎. La contrainte impose´e sur 훼푠 et 훼푡 pre´serve
la norme du vecteur.
Extremum de l’erreur locale
Nous de´sirons optimiser l’erreur locale 퐸푎 selon les coeﬃcients 훼푠 et 훼푡 pour en de´duire
l’orientation optimale du vecteur 푳. Nous cherchons donc :
min
훼푠,훼푡
퐸푎 = 훼
2
푠∣휆푠∣+ 훼2푡 ∣휆푡∣ (2.35)
sous la contrainte :
훼2푠 + 훼
2
푡 = ∥푳∥2 (2.36)
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Ce proble`me d’optimisation nous ame`ne a` conside´rer la fonctionnelle 퐹 ci-dessous :
퐹 (훼푠, 훼푡, 퐶) = 훼
2
푠∣휆푠∣+ 훼2푡 ∣휆푡∣+ 퐶
(
훼2푠 + 훼
2
푡 − ∥푳∥2
)
(2.37)
ou` 퐶 est le multiplicateur de Lagrange. Les variations de 퐹 par rapport aux trois variables
sont les suivantes :
∂퐹
∂훼푠
= 2훼푠∣휆푠∣+ 2퐶훼푠 = 훼푠(∣휆푠∣+ 퐶) = 0 (푖)
∂퐹
∂훼푡
= 2훼푡∣휆푡∣+ 2퐶훼푡 = 훼푡(∣휆푡∣+ 퐶) = 0 (푖푖)
∂퐹
∂퐶
= 훼2푠 + 훼
2
푡 − ∥푳∥2 = 0 (푖푖푖)
Du re´sultat (푖), nous pouvons dans un premier temps conside´rer que le coeﬃcient 훼푠 vaut
ze´ro. Ce qui implique par la relation (푖푖푖) que le coeﬃcient 훼푡 = ∥푳∥, et que l’erreur prend
la forme suivante :
퐸푡 = 훼
2
푡 ∣휆푡∣ = ∥푳∥2∣휆푡∣
A` partir du re´sultat (푖푖), nous trouvons une relation similaire a` la premie`re soit que si le
coeﬃcient 훼푡 vaut ze´ro, alors 훼푠 = ∥푳∥ et l’erreur prend la forme ci-dessous :
퐸푠 = 훼
2
푠∣휆푠∣ = ∥푳∥2∣휆푠∣
Ces re´sultats nous montrent premie`rement qu’il existe un maximum et un minimum pour
le mode`le d’erreur. Deuxie`mement, ces extrema sont aligne´s avec les vecteurs propres de la
matrice hessienne. Les deux e´quations d’erreur obtenues repre´sentent les valeurs extreˆmes de
l’erreur locale 퐸푎, et nous obtenons le re´sultat important suivant :
Si ∣휆푠∣ < ∣휆푡∣ : 퐸푚푖푛 = ∥푳∥2∣휆푠∣
퐸푚푎푥 = ∥푳∥2∣휆푡∣
Si ∣휆푠∣ > ∣휆푡∣ : 퐸푚푖푛 = ∥푳∥2∣휆푡∣
퐸푚푎푥 = ∥푳∥2∣휆푠∣
(2.38)
30
et ﬁnalement,
Si ∣휆푠∣ < ∣휆푡∣ : 퐸푚푖푛 est aligne´ avec le vecteur 풔
퐸푚푎푥 est aligne´ avec le vecteur 풕
Si ∣휆푠∣ > ∣휆푡∣ : 퐸푚푖푛 est aligne´ avec le vecteur 풕
퐸푚푎푥 est aligne´ avec le vecteur 풔
(2.39)
D’autre part, si nous reprenons le re´sultat (푖) et que nous conside´rons maintenant que
퐶 + ∣휆푠∣ = 0, soit que 퐶 = −∣휆푠∣. En remplac¸ant le multiplicateur de Lagrange dans le
re´sultat (푖푖) par cette valeur, nous obtenons alors la relation suivante :
∣휆푡∣ − ∣휆푠∣ = 0
Soit que ∣휆푠∣ et ∣휆푡∣ sont de meˆmes valeurs. L’erreur prend alors la forme qui suit :
퐸 = 훼2푠∣휆∣+ 훼2푡 ∣휆∣ = (훼2푠 + 훼2푡 )∣휆∣ = ∥푳∥2∣휆∣
Cette condition impose une erreur locale constante et inde´pendante de l’orientation du vec-
teur 푳, donc e´quire´partie dans les directions 풔 et 풕, soit celles des vecteurs propres de 퐻푢(푎).
2.2.2 Erreur locale optimale
Reprenons l’e´quation 2.34 exprimant le mode`le d’erreur locale au point 푎,
퐸푎 = 훼
2
푠∣휆푠∣+ 훼2푡 ∣휆푡∣
et conside´rons le cas ou` ∣휆푠∣ < ∣휆푡∣. Pour mieux illustrer le comportement de l’erreur autour du
point 푎, nous transformons l’e´quation en coordonne´es cylindriques. Les coeﬃcients deviennent
alors :
훼푠 = 푟 cos 휃 et 훼푡 = 푟 sin 휃
ou` 휃 est l’angle entre le vecteur 푳 et le vecteur propre 풔 et r est e´gale a` la longueur du vecteur
푳. L’e´quation 2.34 prend alors la forme suivante :
퐸푎(푟, 휃) = 푟
2 cos2 휃 ∣휆푠∣+ 푟2 sin2 휃 ∣휆푡∣
= ∥푳∥2 cos2 휃 ∣휆푠∣+ ∥푳∥2 sin2 휃 ∣휆푡∣
= 퐸푚푖푛(푟) cos
2 휃 + 퐸푚푎푥(푟) sin
2 휃
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D’une part, nous voyons clairement apparaˆıtre les valeurs extreˆmes de´ﬁnies pre´ce´demment
par 2.38. Ces extrema sont inde´pendants de l’orientation du vecteur 푳. D’autre part, nous
distinguons mieux la forme du mode`le d’erreur qui peut eˆtre repre´sente´ par un parabolo¨ıde
elliptique dont l’e´quation est donne´e par :
푧(푟, 휃) =
(
푟 cos 휃
푎
)2
+
(
푟 sin 휃
푏
)2
ou` 푎 =
1√∣휆푠∣ 푏 = 1√∣휆푡∣
et qui est illustre´ a` la ﬁgure 2.6. Si nous conside´rons le mode`le d’erreur pour un vecteur 푳 de
Figure 2.6 Forme de l’erreur locale : a) l’erreur est repre´sente´e par la courbe sur le para-
bolo¨ıde elliptique b) vue plan de l’erreur qui est fonction de 푟 et 휃
longueur ﬁxe, alors nous obtenons l’e´quation d’une courbe, qui peut eˆtre illustre´e a` la ﬁgure
2.6 par la courbe noire. Elle repre´sente le mode`le d’erreur locale pour un vecteur de longueur
ﬁxe et correspond a` l’expression ci-dessous :
퐸푎(휃) = 퐸푚푖푛 cos
2 휃 + 퐸푚푎푥 sin
2 휃
Notre but est d’e´quire´partir l’erreur dans toutes les directions, et du meˆme coup de minimiser
le mode`le d’erreur locale. Nous voulons de manie`re ge´ne´rale que les deux valeurs extreˆmes
qui composent l’erreur locale soient de meˆmes amplitudes.
퐸푚푎푥 = 퐸푚푖푛
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Nous voulons re´duire l’inﬂuence de 퐸푚푎푥 pour obtenir un niveau d’erreur constant corres-
pondant a` 퐸푚푖푛. Ce qui me`ne au ratio ci-dessous, qui est le meˆme ratio d’anisotropie que
celui de´ﬁni par l’e´quation 1.9.
퐸푚푎푥 = 퐸푚푖푛
푟2푚푎푥 ∣휆푚푎푥∣ = 푟2푚푖푛 ∣휆푚푖푛∣
푠 =
푟푚푖푛
푟푚푎푥
=
√
∣휆푚푎푥∣
∣휆푚푖푛∣
Comme nous l’avons vu pre´ce´demment, en ayant des valeurs propres identiques l’erreur
est automatiquement e´quire´partie. Cependant, nous ne controˆlons pas les valeurs propres,
puisqu’elles font partie des donne´es du proble`me. En revanche, il n’y a aucune contrainte
sur les rayons 푟푚푖푛 et 푟푚푎푥 autre que celle impose´e pour la longueur du vecteur, soit que
푟푚푖푛 = 푟푚푎푥 = ∥푳∥. Dans les de´veloppements pre´ce´dents, cette contrainte nous a permis
de trouver les valeurs extreˆmes du mode`le d’erreur pour un vecteur de longueur donne´e.
Maintenant, en laissant tomber cette contrainte, il est possible de de´ﬁnir une transformation
de l’espace qui conduit a` une e´quire´partition de l’erreur dans toutes les directions. Nous
cherchons a` modiﬁer la taille 푟푚푎푥 pour diminuer l’importance de 퐸푚푎푥. A` partir du ratio
d’anisotropie, nous de´gageons la relation suivante :
푟ˆ푚푎푥 = 푟푚푖푛
√
∣휆푚푖푛∣
∣휆푚푎푥∣
Puisque 푟푚푖푛 et 푟푚푎푥 sont par de´ﬁnition de meˆme valeur, nous pouvons e´crire cette relation
comme suit :
푟ˆ푚푎푥 = 푟푚푎푥
√
∣휆푚푖푛∣
∣휆푚푎푥∣
(2.40)
Le rayon modiﬁe´ 푟ˆ푚푎푥 est donc plus petit que le rayon 푟푚푎푥. L’expression du mode`le d’erreur
devient alors :
퐸푎(휃) = 푟
2
푚푖푛 cos
2 휃 ∣휆푚푖푛∣+ 푟ˆ2푚푎푥 sin2 휃 ∣휆푚푎푥∣ = 퐸푚푖푛 (2.41)
La ﬁgure 2.7 illustre cette transformation, et nous y voyons l’e´quire´partition de l’erreur
locale. La transformation contracte l’espace dans la direction du vecteur propre associe´ a`
la plus grande des valeurs propres selon un ratio de´ﬁni par la relation 2.40. L’espace est
contracte´ dans une direction puisque nous avons ﬁxe´ la taille dans l’autre direction, soit celle
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Figure 2.7 E´quire´partition de l’erreur locale : a) l’erreur forme une ellipse et est repre´sente´e
par la courbe de niveau sur le parabolo¨ıde elliptique b) vue plan de l’erreur qui est fonction
de 푟푚푖푛 et 푟푚푖푛
de la valeur propre la plus petite, dans le but d’obtenir une erreur locale constante e´gale a`
la valeur extreˆme minimale de l’erreur 퐸푚푖푛.
2.2.3 Mode`le d’erreur
Une fois la transformation applique´e au domaine, l’erreur locale est e´quire´partie dans
toutes les directions. L’e´quation 2.41 nous montre que l’erreur est alors inde´pendante de
l’orientation du vecteur 푳. Nous pouvons donc simpliﬁer l’e´quation 2.41 comme suit :
퐸푎 = 푟
2
푚푖푛 ∣휆푚푖푛∣+ 푟ˆ2푚푎푥 ∣휆푚푎푥∣ (2.42)
ou` 푟푚푖푛 et 푟ˆ푚푎푥 sont lie´s par la relation 2.40. Les re´sultats pre´ce´dents indiquent que la taille
note´e 푟푚푖푛 est en fait plus grande que la taille 푟ˆ푚푎푥. Nous noterons dore´navant ces tailles de
la fac¸on suivante :
ℎ푚푎푥 = 푟푚푖푛 et ℎ푚푖푛 = 푟ˆ푚푎푥
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Ce qui nous donne le mode`le d’erreur locale au nœud 푎 :
퐸푎 = ℎ
2
푚푎푥 ∣휆푚푖푛∣+ ℎ2푚푖푛 ∣휆푚푎푥∣
ou`
ℎ푚푖푛
ℎ푚푎푥
=
√
∣휆푚푎푥∣
∣휆푚푖푛∣
(2.43)
D’autre part, il y a un paralle`le e´vident a` faire entre les expressions 2.43 et 2.34. Elles ont
Figure 2.8 Tailles ℎ푚푖푛 et ℎ푚푎푥 selon le niveau de l’erreur locale
exactement la meˆme forme, mais il y a tout de meˆme une diﬀe´rence importante. L’e´quation
2.34 fait intervenir les composantes d’un vecteur 푳 quelconque de longueur ﬁxe. Ses coef-
ﬁcients sont relie´s par la relation 2.36. L’erreur locale prend alors la forme pre´sente´e a` la
ﬁgure 2.6, et n’est donc pas l’erreur e´quire´partie que nous cherchons. Tandis que l’e´quation
2.43 exprime une erreur locale constante et inde´pendante de l’orientation du vecteur 푳. Elle
exprime l’e´quire´partition de l’erreur locale dans toutes les directions. Nous pourrions meˆme
aﬃrmer que l’erreur est alors inde´pendante de la longueur du vecteur, puisque les tailles ℎ푚푖푛
et ℎ푚푎푥 ne sont a priori pas ﬁxe´es. Par contre, elles sont relie´es par le ratio d’anisotropie 푠
de la relation 1.9.
Dans le de´veloppement du mode`le d’erreur, nous avons voulu minimiser l’erreur locale
pour obtenir 퐸푎 = 퐸푚푖푛. Par contre, l’e´quation 2.43 n’impose pas cette relation. Elle ne fait
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qu’exprimer un niveau d’erreur locale constante dans toutes les directions, et qui de´pend de
la taille qui est ﬁxe´e. La ﬁgure 2.8 illustre ce principe de niveau d’erreur. Lorsque le niveau
d’erreur correspond a` la valeur minimum de l’erreur 퐸푚푖푛, l’espace est contracte´ dans la
direction du vecteur propre associe´ a` la plus grande valeur propre ∣휆푚푎푥∣. Tandis que, lorsque
le niveau d’erreur est la valeur maximale 퐸푚푎푥, l’espace est e´tire´ dans la direction du vecteur
propre associe´ a` la plus petite valeur propre ∣휆푚푖푛∣. Il existe une inﬁnite´ de niveaux d’erreur,
il y a donc une inﬁnite´ de possibilite´s de couples de tailles ℎ푚푖푛 et ℎ푚푎푥. Cependant, ℎ푚푖푛
et ℎ푚푎푥 seront toujours relie´s par le ratio d’anisotropie 푠 pour re´aliser l’e´quire´partition de
l’erreur locale dans toutes les directions.
2.3 Me´trique
La transformation qui nous a permis de de´velopper le mode`le d’erreur locale 2.43 est en
fait une me´trique que nous notons 풯푎. L’espace local physique est caracte´rise´ a priori par
une base vectorielle orthonormale et est donc un espace physique isotrope. Nous de´formons
cet espace en un espace physique anisotrope par l’imposition de la me´trique 풯푎. La base
vectorielle qui caracte´rise alors l’espace physique anisotrope est toujours orthogonale, mais
elle est anisotrope. C’est cette de´formation locale qui permet d’obtenir une e´quire´partition
de l’erreur locale dans toutes les directions et qui minimise l’erreur locale pour les tailles, ℎ푠
et ℎ푡, prescrites par la me´trique 풯푎. Cette me´trique prend la forme suivante :
풯푎 = ∣퐻푢(푎)∣−1 = 푅휙
[
1
∣휆푠∣ 0
0 1∣휆푡∣
]
푅푇휙 ou` 0 < ∣휆푠∣ ≤ ∣휆푡∣ (2.44)
Il est possible par inspection de ve´riﬁer que la matrice ∣퐻푢∣−1 posse`de toutes les proprie´te´s
d’un tenseur me´trique de´ﬁnies par les relations 1.10, 1.11 et 1.12. Les tailles ℎ푠 et ℎ푡 sont
relie´es a` la me´trique par les relations suivantes :
ℎ푠 =
1√∣휆푠∣ ℎ푡 = 1√∣휆푡∣ (2.45)
et sont oriente´es selon leur vecteur propre respectif. Ces tailles correspondent aux rayons
d’une ellipse repre´sente´e par une des courbes de niveau de la ﬁgure 2.8.
Par ailleurs, l’inverse de cette me´trique de´ﬁnit une autre me´trique, 풯 −1푎 . Elle est la trans-
formation inverse qui permet le passage de l’espace physique anisotrope vers l’espace virtuel
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isotrope, et elle est de´ﬁnie par l’e´quation 1.16 qui prend la forme suivante :
풯 −1푎 =ℳ푎 = ∣퐻푢(푎)∣ = 푅휙
[
∣휆푠∣ 0
0 ∣휆푡∣
]
푅푇휙 ou` 0 < ∣휆푠∣ ≤ ∣휆푡∣ (2.46)
La ﬁgure 2.9 illustre la relation entre ces deux me´triques, ou` une ellipse dans l’espace phy-
sique anisotrope, devient un cercle unitaire dans l’espace virtuel isotrope, et ou` les me´triques
correspondent aux expressions suivantes :
ℳ = 풯 −1 = ∣퐻푢∣
ℳ−1 = 풯 = ∣퐻푢∣−1
La me´trique ℳ푎 de´ﬁnit localement une de´formation qui permettra la ge´ne´ration d’un
Figure 2.9 Transformation du cercle unite´ par la me´trique ℳ et son inverse
e´le´ment dont la taille, l’e´tirement et l’orientation correspondent aux caracte´ristiques im-
pose´es par la me´triqueℳ−1푎 . L’ensemble des me´triquesℳ푎 associe´es aux nœuds du domaine
de´ﬁnit une fonction continue que nous nommons me´trique continue. Cette fonction continue
permet la ge´ne´ration d’un maillage correspondant aux caracte´ristiques locales ne´cessaires a`
l’e´quire´partition de l’erreur d’interpolation locale.
2.4 Me´trique optimale
La me´trique optimale est une me´trique continue, qui correspond a` une fonction continue
de´ﬁnissant un champ de me´triques minimisant l’erreur d’interpolation en norme 푳푝 de fac¸on
a` ge´ne´rer le meilleur maillage anisotrope adapte´ a` la solution calcule´e. Plus simplement,
nous cherchons a` de´ﬁnir en chaque nœud le niveau d’erreur d’interpolation locale en norme
푳푝 qui permettra d’obtenir globalement le meilleur maillage ayant un nombre de nœuds 푁
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spe´ciﬁque. La norme 푳푝 permet une certaine latitude dans la fac¸on d’adapter le maillage et
permet de distribuer diﬀe´remment les nœuds sur le domaine et de les concentrer ou non dans
les zones les plus anisotropes.
2.4.1 Proble`me d’optimisation
Si nous conside´rons le mode`le d’erreur de l’e´quation 2.43 pour un nœud arbitraire du
domaine Ω :
퐸ℳ(푥, 푦) = ℎ2푠 ∣휆푠∣+ ℎ2푡 ∣휆푡∣
ou`
ℎ푠
ℎ푡
=
√
∣휆푡∣
∣휆푠∣ et 0 < ∣휆푠∣ ≤ ∣휆푡∣
(2.47)
alors le proble`me d’optimisation se pose de la fac¸on suivante :
min
ℳ
∫
Ω
(퐸ℳ(푥, 푦))
푝 푑Ω = min
ℎ푠,ℎ푡
∫
Ω
(
ℎ2푠 ∣휆푠∣+ ℎ2푡 ∣휆푡∣
)푝
푑Ω (2.48)
sous la contrainte :∫
Ω
푑(푥, 푦)푑Ω = 푁 (2.49)
La fonction 푑(푥, 푦) est une fonction de densite´ de maillage de´ﬁnie de la fac¸on suivante :
푑(푥, 푦) =
1
ℎ푠ℎ푡
(2.50)
Nous introduisons un ratio de tailles 푟 similaire au ratio d’anisotropie et qui s’e´crit de la
fac¸on suivante :
푟 =
√
ℎ푠
ℎ푡
(2.51)
Il permet de re´e´crire les deux tailles sous une forme nous permettant par la suite d’exprimer
le mode`le d’erreur en fonction de la densite´ de maillage 푑(푥, 푦) et du ratio de taille 푟 :
ℎ푠 = (ℎ푠ℎ푡)
1
2 푟 = 푑(푥, 푦)
−1
2 푟 ℎ푡 =
(ℎ푠ℎ푡)
1
2
푟
=
푑(푥, 푦)
−1
2
푟
(2.52)
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퐸ℳ(푥, 푦) = ℎ푠ℎ푡
[
푟2∣휆푠∣+ 푟−2∣휆푡∣
]
= 푑−1
[
푟2∣휆푠∣+ 푟−2∣휆푡∣
] (2.53)
Ce qui nous ame`ne a` la fonctionnelle Λ suivante :
Λ(푟, 푑, 퐶) =
∫
Ω
푑−푝
[
푟2∣휆푠∣+ 푟−2∣휆푡∣
]푝
푑Ω− 퐶
[∫
Ω
푑(푥, 푦)푑Ω−푁
]
(2.54)
ou` 퐶 est le multiplicateur de Lagrange associe´ a` la contrainte 2.49. Nous cherchons les
fonctions 푟 et 푑(푥, 푦) qui permettent d’obtenir le minimum de cette fonctionnelle. Elles sont
de´termine´es en annulant la premie`re variation de Λ par rapport a` 푟 et 푑(푥, 푦) :
훿Λ =
∂Λ
∂푟
훿푟 +
∂Λ
∂푑
훿푑 = 0 (2.55)
Dans un premier temps en conside´rant la variation 훿푟, nous avons :
Λ(푟 + 휔훿푟, 푑, 퐶) =
∫
Ω
푑−푝
[
(푟 + 휔훿푟)2∣휆푠∣+ (푟 + 휔훿푟)−2∣휆푡∣
]푝
푑Ω
− 퐶
[∫
Ω
푑(푥, 푦)푑Ω−푁
]
Nous de´rivons par la suite la fonctionnelle par rapport a` 휔 :
∂Λ
∂휔
=
∫
Ω
푑−푝푝
[
(푟 + 휔훿푟)2∣휆푠∣+ (푟 + 휔훿푟)−2∣휆푡∣
]푝−1
(
2(푟 + 휔훿푟)훿푟∣휆푠∣ − 2(푟 + 휔훿푟)−3훿푟∣휆푡∣
)
푑Ω = 0
Et en prenant la limite de cette e´quation lorsque 휔 tend vers 0, nous obtenons :
lim
휔→0
∂Λ
∂휔
=
∫
Ω
푑−푝푝
[
푟2∣휆푠∣+ 푟−2∣휆푡∣
]푝−1
2훿푟
(
(푟∣휆푠∣ − 푟−3∣휆푡∣
)
푑Ω = 0
Or puisque les deux premiers termes sous l’inte´grale sont toujours positifs pour toutes varia-
tions 훿푟 :
∀훿푟 푑−푝푝 [푟2∣휆푠∣+ 푟−2∣휆푡∣]푝−1 > 0
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nous avons ﬁnalement que :
∀훿푟 푟∣휆푠∣ − 푟−3∣휆푡∣ = 0
푟4 =
∣휆푡∣
∣휆푠∣
Nous obtenons ainsi le ratio de taille optimale 푟표푝푡 :
푟표푝푡 =
( ∣휆푡∣
∣휆푠∣
) 1
4
(2.56)
Dans un deuxie`me temps, nous eﬀectuons un exercice similaire, mais pour la densite´ de
maillage 푑(푥, 푦). Nous annulons la variation de densite´ 훿푑 de la fonctionnelle Λ, ce qui donne :
Λ(푟, 푑+ 휔훿푑, 퐶) =
∫
Ω
(푑+ 휔훿푑)−푝
[
푟2∣휆푠∣+ 푟−2∣휆푡∣
]푝
푑Ω− 퐶
[∫
Ω
(푑+ 휔훿푑)푑Ω−푁
]
En de´rivant cette e´quation par rapport a` 휔 et en prenant la limite lorsque 휔 tend vers 0,
nous obtenons :
lim
휔→0
∂Λ
∂휔
=
∫
Ω
(−푝 푑−(푝+1) [푟2∣휆푠∣+ 푟−2∣휆푡∣]푝 − 퐶) 훿푑 푑Ω = 0
Pour toutes variations 훿푑, il existe un multiplicateur de Lagrange 퐶 tel que :
∀훿푑 푑−(푝+1) (푟2∣휆푠∣+ 푟−2∣휆푡∣)푝 − 퐶 = 0
푑−(푝+1) =
퐶
(푟2∣휆푠∣+ 푟−2∣휆푡∣)푝
푑 =
[
퐶
(푟2∣휆푠∣+ 푟−2∣휆푡∣)푝
] −1
푝+1
En utilisant le re´sultat 2.56, nous obtenons la fonction de densite´ optimale 푑표푝푡(푥, 푦) :
푑표푝푡(푥, 푦) =
[
퐶(
푟2표푝푡∣휆푠∣+ 푟−2표푝푡∣휆푡∣
)푝
] −1
푝+1
푑표푝푡(푥, 푦) =
[
퐶
2푝(∣휆푠∣∣휆푡∣) 푝2
] −1
푝+1
=
[
퐶˜
(∣휆푠∣∣휆푡∣) 푝2
] −1
푝+1
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En introduisant ce re´sultat dans l’expression 2.49, nous obtenons la relation suivante :∫
Ω
푑표푝푡(푥, 푦)푑Ω = 푁
∫
Ω
[
퐶˜
(∣휆푠∣∣휆푡∣) 푝2
] −1
푝+1
푑Ω = 푁
Nous pouvons sortir la constante 퐶˜ de l’inte´grale et l’isoler pour obtenir :
퐶˜
1
푝+1 =
1
푁
∫
Ω
(∣휆푠∣∣휆푡∣)
푝
2(푝+1)푑Ω
Ce qui conduit ﬁnalement a` l’expression de la fonction de densite´ de maillage optimale
푑표푝푡(푥, 푦) :
푑표푝푡(푥, 푦) =
푁(∣휆푠∣∣휆푡∣)
푝
2(푝+1)∫
Ω
(∣휆푠∣∣휆푡∣)
푝
2(푝+1)푑Ω
푑표푝푡(푥, 푦) = 푁 det(∣퐻푢(푥, 푦)∣)
푝
2(푝+1)
(∫
Ω
det(∣퐻푢(푥, 푦)∣)
푝
2(푝+1)푑Ω
)−1
(2.57)
2.4.2 Expression de la me´trique optimale
Nous cherchons l’expression d’une nouvelle me´trique, la me´trique optimale ℳ표푝푡, de la
forme :
ℳ표푝푡(푥, 푦) = 푅휙
[
훾푠 0
0 훾푡
]
푅푇휙 ou` 0 < 훾푠 ≤ 훾푡
Tout d’abord, si nous reprenons la relation 2.45 qui relie les tailles ℎ푠 et ℎ푡 aux valeurs
propres de la me´trique, et que nous exprimons les valeurs propres en fonction des tailles,
nous obtenons la relation suivante :
훾푠 = ℎ
−2
푠 훾푡 = ℎ
−2
푡
ou` 훾푠 et 훾푡 repre´sentent les valeurs propres de la nouvelle me´trique. A` partir des e´quations
2.52, 2.53 et 2.56, nous obtenons alors les valeurs propres suivantes :
훾푠 =
푑표푝푡
푟2표푝푡
훾푡 = 푑표푝푡 푟
2
표푝푡
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Si nous de´veloppons l’e´quation pour 훾푠, nous avons :
훾푠 =
푑표푝푡
푟2표푝푡
=
푁∫
Ω
det(∣퐻푢(푥, 푦)∣)
푝
2(푝+1)푑Ω
(∣휆푠∣∣휆푡∣)
푝
2(푝+1)( ∣휆푡∣
∣휆푠∣
) 1
2
Le premier quotient du terme de droite est un scalaire que nous identiﬁons selon la meˆme
nomenclature que [3], soit 퐷퐿푝. La valeur propre 훾푠 devient alors :
훾푠 = 퐷퐿푝
[
∣휆푠∣
푝
푝+1 ∣휆푠∣ ∣휆푡∣
푝
푝+1
∣휆푡∣
] 1
2
= 퐷퐿푝
[
∣휆푠∣2
(∣휆푠∣∣휆푡∣)
1
푝+1
] 1
2
훾푠 = 퐷퐿푝 det(∣퐻푢(푥, 푦)∣)
−1
2(푝+1) ∣휆푠∣ (2.58)
Le meˆme de´veloppement est fait sur 훾푡.
훾푡 = 푑표푝푡 푟
2
표푝푡 =
푁∫
Ω
det(∣퐻푢(푥, 푦)∣)
푝
2(푝+1)푑Ω
(∣휆푠∣∣휆푡∣)
푝
2(푝+1)
( ∣휆푡∣
∣휆푠∣
) 1
2
훾푡 = 퐷퐿푝
[
∣휆푠∣
푝
푝+1
∣휆푠∣ ∣휆푡∣
푝
푝+1 ∣휆푡∣
] 1
2
= 퐷퐿푝
[
∣휆푡∣2
(∣휆푠∣∣휆푡∣)
1
푝+1
] 1
2
훾푡 = 퐷퐿푝 det(∣퐻푢(푥, 푦)∣)
−1
2(푝+1) ∣휆푡∣ (2.59)
L’expression ﬁnale de la me´trique optimale est donc :
ℳ표푝푡(푥, 푦) = 푅휙
[
훾푠 0
0 훾푡
]
푅푇휙 ou` 0 < 훾푠 ≤ 훾푡 (2.60)
ℳ표푝푡(푥, 푦) = 퐷퐿푝 det(∣퐻푢(푥, 푦)∣)
−1
2(푝+1) ∣퐻푢(푥, 푦)∣ (2.61)
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Rappelons que la matrice de rotation 푅휙 est forme´e des vecteurs propres de 퐻푢(푥, 푦). La
me´trique optimale ℳ표푝푡 est proportionnelle a` la matrice ∣퐻푢∣, et est donc le re´sultat de la
multiplication de cette dernie`re par un scalaire local. Ce scalaire est fonction du nombre de
nœuds 푁 de´sire´s sur le maillage et du poids du de´terminant de la matrice ∣퐻푢(푥, 푦)∣ locale
par rapport a` l’ensemble des de´terminants du domaine. D’autre part, nous observons que les
tailles optimales ℎ푠 et ℎ푡, qui sont de´ﬁnies par :
ℎ푠 =
1√
훾푠
ℎ푡 =
1√
훾푡
pre´servent le ratio d’anisotropie et assurent l’e´quire´partition de l’erreur locale dans toutes les
directions.
푠 =
ℎ푠
ℎ푡
=
√
훾푡√
훾푠
=
√∣휆푡∣√∣휆푠∣ (2.62)
Me´trique optimale vs erreur d’interpolation locale
En de´ﬁnissant la me´trique optimale de cette fac¸on, nous pouvons re´e´crire l’expression
2.47 de l’erreur d’interpolation locale comme suit :
퐸ℳ(푥, 푦) = ℎ2푠∣휆푠∣+ ℎ2푡 ∣휆푡∣
ou` la taille ℎ푠 est obtenue de l’expression suivante :
ℎ2푠 =
1
훾푠
=
det(∣퐻푢(푥, 푦)∣)
1
2(푝+1)
퐷퐿푝 ∣휆푠∣
=
det(∣퐻푢(푥, 푦)∣)
1
2(푝+1)
푁 ∣휆푠∣
∫
Ω
det(∣퐻푢(푥, 푦)∣)
푝
2(푝+1)푑Ω
et ou`, de fac¸on similaire, la taille ℎ푡 est obtenue de :
ℎ2푡 =
det(∣퐻푢(푥, 푦)∣)
1
2(푝+1)
푁 ∣휆푡∣
∫
Ω
det(∣퐻푢(푥, 푦)∣)
푝
2(푝+1)푑Ω
L’e´quation de l’erreur locale sous la me´trique optimale ℳ표푝푡 est alors :
퐸ℳ표푝푡(푥, 푦) =
2
푁
det(∣퐻푢(푥, 푦)∣)
1
2(푝+1)
∫
Ω
det(∣퐻푢(푥, 푦)∣)
푝
2(푝+1)푑Ω (2.63)
L’erreur est e´quire´partie dans toutes les directions, puisque pour un point donne´, elle est
constante et inde´pendante de la direction. L’erreur est de cette fac¸on minimise´e pour le
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nombre de nœuds de´sire´s. D’ailleurs, il est e´vident que plus le nombre de nœuds est e´leve´,
plus le niveau d’erreur locale est bas. Nous remarquons aussi que le niveau d’erreur locale
est proportionnel au de´terminant de ∣퐻푢(푥, 푦)∣ local a` une certaine puissance en 푝. C’est
ce terme qui diﬀe´rencie le niveau d’erreur locale d’un nœud a` l’autre. Plus ce terme est
grand, plus l’erreur locale est e´leve´e. Il y a plusieurs possibilite´s au niveau de la valeur du
de´terminant. Une zone ou` la solution est relativement constante de´montre un de´terminant qui
est petit, ce qui se traduit par une erreur locale faible. Une zone caracte´rise´e par une solution
hautement anisotrope, donc tre`s directionnelle, de´montre aussi un de´terminant relativement
petit, puisqu’une des valeurs propres est tre`s petite et presque nulle. Un de´terminant e´leve´
correspond donc a` une zone de la solution ou` il y a de forts gradients dans les deux directions
de courbures principales, ce qui se traduit par une erreur locale plus importante. Cette
situation ne privile´gie pas ne´cessairement une direction en particulier, ce qui s’exprime par
la ge´ne´ration d’e´le´ments de petite taille et ge´ne´ralement e´quilate´raux.
Me´trique optimale vs erreur d’interpolation globale
A` partir de l’e´quation 2.48, nous obtenons l’expression de l’erreur d’interpolation e´value´e
sur l’ensemble du domaine Ω par rapport a` la me´trique optimale ℳ표푝푡.
∥퐸ℳ표푝푡∥퐿푝 =
(∫
Ω
(
퐸ℳ표푝푡(푥, 푦)
)푝
푑Ω
) 1
푝
En introduisant l’expression de l’erreur locale 퐸ℳ표푝푡(푥, 푦) dans cette e´quation, nous obtenons :
∥퐸ℳ표푝푡∥퐿푝 =
(∫
Ω
[
2
푁
det(∣퐻푢(푥, 푦)∣)
1
2(푝+1)
∫
Ω
det(∣퐻푢(푥, 푦)∣)
푝
2(푝+1)푑Ω
]푝
푑Ω
) 1
푝
∥퐸ℳ표푝푡∥퐿푝 =
2
푁
∫
Ω
det(∣퐻푢(푥, 푦)∣)
푝
2(푝+1)푑Ω
(∫
Ω
det(∣퐻푢(푥, 푦)∣)
푝
2(푝+1)푑Ω
) 1
푝
∥퐸ℳ표푝푡∥퐿푝 =
2
푁
(∫
Ω
det(∣퐻푢(푥, 푦)∣)
푝
2(푝+1)푑Ω
) 푝+1
푝
(2.64)
Encore une fois, comme pour l’e´quation 2.63, il est e´vident que plus le nombre de nœuds est
e´leve´ pour un maillage, plus l’erreur d’interpolation globale diminue.
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2.5 E´valuation discre`te de la me´trique
Re´fe´rons-nous a` l’algorithme ge´ne´ral d’adaptation de la ﬁgure 1.1. Dans le processus
d’adaptation, nous sommes a` l’e´tape 4, soit la construction de l’ope´rateur de transition.
Nous avons un maillage sur lequel a e´te´ calcule´e une solution et nous voulons a` partir de cette
solution construire une fonction qui permet la construction d’un maillage adapte´. L’expression
de la me´trique optimale nous permet de construire cette fonction d’adaptation, soit un champ
de me´triques optimales. Cette expression est fonction de trois e´le´ments : le nombre de nœuds
푁 demande´s, le niveau de la norme 푝 et les de´rive´es secondes de la solution e´value´es en
chaque nœud du maillage de de´part. Les de´rive´es secondes sont ne´cessaires a` l’e´valuation du
de´terminant de ∣퐻푢(푥, 푦)∣, et sont donc la base de la construction des me´triques.
2.5.1 Reconstruction des de´rive´es secondes
La premie`re e´tape consiste donc a` e´valuer les de´rive´es secondes. Nous avons de´ja` fait
mention au chapitre 1 des articles [56] et [30] qui comparent les me´thodes de reconstruction
de de´rive´es, et nous ne reprendrons pas ici cet exercice. Par contre, nous trouvons important,
pour la compre´hension et la suite des choses, de de´crire l’algorithme et les me´thodes utilise´es
dans ce travail.
La me´thode de reconstruction est entie`rement de´crite dans [29], et elle se base sur la
me´thode de Zhu-Zienkiewicz (superconvergent patch recovery method)[60][61]. Au lieu d’uti-
liser les points de superconvergence sur les triangles, comme il est pre´cise´ dans la me´thode
de Zhu-Zienkiewicz, nous utilisons les points d’inte´gration de Gauss. Il y a deux raisons a` ce
choix. D’une part, la position des points de superconvergence n’est pas ne´cessairement facile
a` de´terminer, et d’autre part, certaines situations font en sorte qu’il n’y a pas assez de points
pour re´soudre le syste`me d’e´quations. Nous sacriﬁons le comportement superconvergent au
proﬁt d’un algorithme plus simple et robuste, et qui fonctionne meˆme pour les nœuds sur la
frontie`re.
Les de´rive´es de la solution sont obtenues par reconstruction locale au sens des moindres
carre´s. Nous devons projeter les de´rive´es discontinues obtenues de la solution e´le´ments ﬁnis
(ou autre) sur une base continue. Supposons un ensemble 휏푎 de 푚 e´le´ments qui partagent le
point 푎 comme sommet. Cet ensemble de´signe le sous domaine de projection. Les de´rive´es
exactes de la solution sont continues et diﬀe´rentiables d’un e´le´ment a` l’autre, contraire-
ment aux de´rive´es du champ discret qui sont discontinues. Nous utilisons donc une projec-
tion locale au sens des moindres carre´s des de´rive´es discontinues 푑푢ℎ, e´value´es aux points
d’e´chantillonnage de 휏푎, pour obtenir une meilleure approximation 푑푢
∗
ℎ au point 푎.
Soit 푄 = 푑푢
푑훼
, la quantite´ que nous cherchons et qui doit eˆtre projete´e. Nous de´signons par
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Figure 2.10 Ensemble 휏푎 des triangles autour du point a avec 푘 = 4 points de Gauss par
e´le´ment
푄ℎ les de´rive´es discontinues obtenues de la solution et 푄
∗ l’approximation ame´liore´e qui doit
eˆtre obtenue par projection locale, et qui s’exprime comme suit :
푄∗ = ⟨푷 ,풄⟩ (2.65)
ou` 푷 est une base polynomiale du premier degre´ et 풄 le vecteur des coeﬃcients inconnus qui
doivent eˆtre de´termine´s :
푷 =
[
1 푥 푦
]푇
풄 =
[
푐1 푐2 푐3
]푇
Les coeﬃcients 푐푖 sont obtenus par projection au sens des moindres carre´s sur le sous
domaine. Nous cherchons ainsi a` minimiser la fonctionnelle qui suit :
퐹 (푐1, 푐2, 푐3) =
1
2
∫
휏푎
(푄∗ −푄ℎ)2푑휏푎 (2.66)
Ce qui entraˆıne les e´quations suivantes pour les coeﬃcients 푐푖 :
∂
∂푐
(
1
2
∫
휏푎
(⟨푷 ,풄⟩ −푄ℎ)2푑휏푎
)
= 0
푐1 :
∫
휏푎
(⟨푷 ,풄⟩ −푄ℎ)푑휏푎 = 0
푐2 :
∫
휏푎
푥(⟨푷 ,풄⟩ −푄ℎ)푑휏푎 = 0
푐3 :
∫
휏푎
푦(⟨푷 ,풄⟩ −푄ℎ)푑휏푎 = 0
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Nous pouvons re´organiser ces e´quations selon le syste`me qui suit :∫
휏푎
푷 (⟨푷 ,풄⟩ −푄ℎ)푑휏푎 = 0
et ﬁnalement, nous obtenons le syste`me suivant :[∫
휏푎
푷푷 푇푑휏푎
]
풄 =
∫
휏푎
푷푄ℎ푑휏푎 (2.67)
L’e´quation 2.67 est un syste`me de 3 e´quations a` 3 inconnues, soit les 푐푖. Seul le coˆte´ droit de
l’e´quation de´pend de la quantite´ a` projete´e 푄.
La base polynomiale 푷 est de´ﬁnie dans le syste`me de coordonne´es global (푥, 푦). Pour e´viter
un mauvais conditionnement de la matrice de projection 푷푷 푇 , nous transposons toutefois
les coordonne´es dans un syste`me de coordonne´es local (푥¯, 푦¯) dont l’origine est le centre du
sous domaine (푥푎, 푦푎).
푥¯ = 푥− 푥푎 푦¯ = 푦 − 푦푎
La base polynomiale devient donc :
푷 =
[
1 푥¯ 푦¯
]푇
Le syste`me 2.67 repre´sente la formulation inte´grale de projection. Nous pouvons aussi
exprimer la fonctionnelle 2.66 sous sa forme discre`te :
퐹 (푐1, 푐2, 푐3) =
1
2
푚푘∑
푗=1
(푄∗ −푄ℎ)2 (2.68)
Nous obtenons alors le syste`me d’e´quations suivant :[
푚푘∑
푗=1
푷푷 푇
]
풄 =
푚푘∑
푗=1
푷푄ℎ (2.69)
Ce dernier syste`me repre´sente la formulation discre`te de la projection.
L’e´valuation de ces syste`mes me`ne a` l’obtention du vecteur 풄, et la quantite´ que nous
cherchons s’obtient de la relation suivante :
푑푢∗ℎ
푑훼
∣∣∣∣
푎
=
[
1 푥− 푥푎 푦 − 푦푎
]
푎
풄
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Cette proce´dure de´ﬁnit des ope´rateurs de projection Γ훼(푞), inte´grale ou discret, qui agissent
sur un champ scalaire pour en de´terminer les de´rive´es premie`res. Ainsi, nous obtenons les
de´rive´es premie`res au point 푎 du champ scalaire 푞 = 푢ℎ(푥푎, 푦푎) :
푑푢∗ℎ
푑푥
∣∣∣∣
푎
= Γ푥(푢ℎ(푥푎, 푦푎))
푑푢∗ℎ
푑푦
∣∣∣∣
푎
= Γ푦(푢ℎ(푥푎, 푦푎))
De cette fac¸on, en projetant deux fois nous obtenons les de´rive´es secondes.
푑2푢∗ℎ
푑푥2
∣∣∣∣
푎
= Γ푥
(
푑푢∗ℎ
푑푥
∣∣∣∣
푎
)
푑2푢∗ℎ
푑푥푑푦
∣∣∣∣
푎
= Γ푦
(
푑푢∗ℎ
푑푥
∣∣∣∣
푎
)
푑2푢∗ℎ
푑푦2
∣∣∣∣
푎
= Γ푦
(
푑푢∗ℎ
푑푦
∣∣∣∣
푎
)
푑2푢∗ℎ
푑푦푑푥
∣∣∣∣
푎
= Γ푥
(
푑푢∗ℎ
푑푦
∣∣∣∣
푎
)
L’approximation de la matrice hessienne est alors calcule´e de la manie`re suivante :
퐻∗푢 =
⎡⎢⎢⎣
푑2푢∗ℎ
푑푥2
1
2
(
푑2푢∗ℎ
푑푥푑푦
+
푑2푢∗ℎ
푑푦푑푥
)
1
2
(
푑2푢∗ℎ
푑푥푑푦
+
푑2푢∗ℎ
푑푦푑푥
)
푑2푢∗ℎ
푑푥2
⎤⎥⎥⎦
2.5.2 Diagonalisation de la matrice hessienne
La matrice hessienne est syme´trique par construction, et une matrice 퐴 est syme´trique si
elle accepte la factorisation suivante :
퐴 = 푄퐷푄푇
ou` 푄 est une matrice orthonormale et 퐷 une matrice diagonale. Cette e´quation est e´quivalente
a` la suivante :
퐴푄 = 푄퐷
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qui est a` son tour e´quivalente a` :
퐴푄푖 = 휆푖푄푖 ou` 1 ≤ 푖 ≤ 푛
ou` 휆푖 est la ie`me valeur sur la diagonale de 퐷. Ainsi, les valeurs de la diagonale de 퐷 sont
les valeurs propres de 퐴, et les colonnes de 푄 correspondent aux vecteurs propres de 퐴. Une
matrice syme´trique est donc toujours diagonalisable.
Situations particulie`res
Jusqu’a` maintenant nous avons toujours conside´re´ que les valeurs propres de la matrice
hessienne 퐻푢 sont diﬀe´rentes de ze´ro. Par contre, en pratique ce n’est pas toujours le cas, et
il peut arriver qu’une ou les deux valeurs propres soient nulles. Le de´terminant est alors nul
et nous nous retrouvons devant un proble`me pour le calcul de la me´trique. En pratique, des
valeurs propres tre`s pre`s de ze´ro peuvent conduire au meˆme proble`me. Il faut alors e´tablir
une proce´dure pour assurer un calcul sain de la me´trique en limitant a` un certain seuil 휀 les
valeurs propres nulles ou presque nulles. Ce seuil est choisi en fonction des dimensions de
l’e´coulement qui est simule´ et sa valeur est ge´ne´ralement de l’ordre de 1.0 ⋅10−10 a` 1.0 ⋅10−16.
Les valeurs propres prennent diﬀe´rentes valeurs sur le domaine et les trois situations suivantes
peuvent se produire :
1. ∣휆1∣ ≥ 휀 et ∣휆2∣ ≥ 휀
2. ∣휆1∣ < 휀 et ∣휆2∣ ≥ 휀
3. ∣휆1∣ < 휀 et ∣휆2∣ < 휀
Situation 1 : La premie`re situation implique que le de´terminant de la matrice hessienne
est diﬀe´rent de ze´ro et sa valeur n’est pas trop petite. Le calcul de la me´trique ne pre´sente
aucune proble´matique.
Situation 2 : La deuxie`me situation est plus complexe. Avec seulement une valeur propre
plus grande qu’un certain 휀, la me´trique ne peut pas eˆtre calcule´e dans bien des cas, la valeur
du de´terminant e´tant trop petite. Reprenons l’expression de la me´trique optimale, mais avec
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une e´criture un peu diﬀe´rente :
ℳ표푝푡(푥, 푦) = 푅휙
[
훾푠 0
0 훾푡
]
푅푇휙
ou` 훾푠 =
( ∣휆푠∣2푝+1
∣휆푡∣
) 1
2(푝+1)
퐷퐿푝
훾푡 =
( ∣휆푡∣2푝+1
∣휆푠∣
) 1
2(푝+1)
퐷퐿푝 avec ∣휆푠∣ ≤ ∣휆푡∣
(2.70)
Cette e´criture est e´quivalente a` celle de 2.61, mais sans faire apparaˆıtre le de´terminant, ce
qui nous permet de mieux expliquer la proble´matique. Si nous supposons que 휆푠 est nulle
(ou presque nulle), alors la me´trique, selon les relations ci-dessus, s’exprime par les valeurs
propres et tailles suivantes :
훾푠 = 0 훾푡 =∞
ℎ푠 =
1√
훾푠
=∞ ℎ푡 = 1√
훾푡
= 0
La me´trique est donc inde´termine´e. Pour reme´dier a` ce proble`me, nous pouvons utiliser un
crite`re sur les valeurs propres. Si la valeur propre est sous un certain seuil 휀, elle prend alors
la valeur du 휀.
∣휆푖∣ = max(∣휆푖∣, 휀)
C’est le crite`re qui est habituellement utilise´ dans beaucoup d’algorithmes de calcul de la
me´trique. Par contre, il est important de comprendre l’eﬀet que cette modiﬁcation a sur
la me´trique, le maillage et l’erreur d’interpolation. Pour mieux comprendre, reprenons les
termes de la matrice diagonale de l’e´quation 2.70, ou` dans un premier temps nous conside´rons
∣휆푠∣ < 휀 et ∣휆푡∣ ≥ 휀 :
훾푠 =
( ∣휆푠∣2푝+1
∣휆푡∣
) 1
2(푝+1)
퐷퐿푝
ℎ푠 =
1√
훾푠
= 퐷
−1
2
퐿푝
( ∣휆푠∣2푝+1
∣휆푡∣
) −1
4(푝+1)
En substituant ∣휆푠∣ par 휀 nous obtenons la taille re´sultante suivante :
ℎ∗푠 = 퐷
−1
2
퐿푝
(
휀2푝+1푠
∣휆푡∣
) −1
4(푝+1)
(2.71)
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En prenant le ratio des tailles, nous voyons bien que la taille re´sultante ℎ∗푠 est plus petite que
la taille originale ℎ푠.
ℎ푠
ℎ∗푠
=
(
휀푠
∣휆푠∣
) (2푝+1)
4(푝+1)
≥ 1
Nous supposons ici que la modiﬁcation locale apporte´e a` la valeur propre a peu d’inﬂuence
sur la valeur du 퐷퐿푝 , ce qui nous permet d’e´liminer cette valeur du ratio de tailles. Cette
hypothe`se est re´aliste puisque le 퐷퐿푝 est une mesure globale des de´terminants et est pro-
portionnel aux plus grands de´terminants sur domaine. Le cas local qui est examine´ ici fait
intervenir un de´terminant presque nul, et qui n’a pratiquement aucune inﬂuence sur la valeur
du 퐷퐿푝 . Donc, en augmentant ainsi la valeur propre minimale jusqu’au 휀 nous obtenons une
taille ℎ푠 plus petite ou e´gale a` la taille impose´e par le ∣휆푠∣ original. Dans cette direction, l’er-
reur d’interpolation locale est donc plus petite ou e´gale a` l’erreur d’interpolation originale.
Par contre, la taille ℎ푡 subit la transformation inverse :
훾푡 =
( ∣휆푡∣2푝+1
∣휆푠∣
) 1
2(푝+1)
퐷퐿푝
ℎ푡 =
1√
훾푡
= 퐷
−1
2
퐿푝
( ∣휆푡∣2푝+1
∣휆푠∣
) −1
4(푝+1)
En substituant ∣휆푠∣ par 휀 nous obtenons la taille re´sultante suivante :
ℎ∗푡 = 퐷
−1
2
퐿푝
( ∣휆푡∣2푝+1
휀푠
) −1
4(푝+1)
(2.72)
et le ratio de tailles ci-dessous :
ℎ푡
ℎ∗푡
=
( ∣휆푠∣
휀푠
) (2푝+1)
4(푝+1)
≤ 1
La taille re´sultante ℎ∗푡 est augmente´e, ce qui a pour eﬀet d’augmenter l’erreur d’interpo-
lation locale dans cette direction. Le ratio d’anisotropie n’est e´videmment pas pre´serve´ et
nous perdons du coup l’e´quire´partition de l’erreur dans toutes les directions. Ce re´sultat est
important, puisque de cette fac¸on la taille prescrite dans la direction de courbure maximale
(dans la direction 푡 dans le de´veloppement) est augmente´e, et nous perdons de la pre´cision
dans la direction la plus critique. Cette situation ou` une des valeurs propres est presque nulle
correspond a` une zone du domaine ou` l’e´coulement est hautement directionnel et anisotrope.
Les maillages anisotropes devraient ame´liorer la pre´cision dans de telles circonstances, et
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cette me´thode n’est peut-eˆtre pas tout a` fait ade´quate, ou du moins elle n’est pas optimale
pour ce genre de situation.
Une fac¸on tre`s simple de reme´dier a` cette perte de pre´cision dans une des directions est
de pre´server le ratio d’anisotropie. Pour la valeur propre minimale, nous proce´dons avec le
meˆme crite`re pour un seuil 휀 donne´. Cependant, nous nous assurons de conserver le meˆme
ratio d’anisotropie en modiﬁant la valeur propre dans l’autre direction.
푠 =
√
∣휆푡∣
∣휆푠∣
∣휆푠∣∗ = max(∣휆푠∣, 휀)
∣휆푡∣∗ = ∣휆푠∣∗ 푠2
(2.73)
Les tailles re´sultantes ℎ∗푠 et ℎ
∗
푡 prennent alors la forme suivante.
ℎ∗푠 = 퐷
−1
2
퐿푝
(
휀2푝+1
∣휆푡∣∗
) −1
4(푝+1)
= 퐷
−1
2
퐿푝
(
휀푝
푠
) −1
2(푝+1)
(2.74)
ℎ∗푡 = 퐷
−1
2
퐿푝
(
(∣휆푡∣∗)2푝+1
∣휀∣
) −1
4(푝+1)
= 퐷
−1
2
퐿푝
(푠 휀푝)
−1
2(푝+1) (2.75)
En examinant les ratios de tailles, nous observons que les tailles re´sultantes sont plus petites
dans les deux directions.
ℎ푠
ℎ∗푠
=
(
휀
∣휆푠∣
) (푝)
2(푝+1)
≥ 1
ℎ푡
ℎ∗푡
=
(
휀
∣휆푠∣
) (푝)
2(푝+1)
≥ 1
Il s’agit du meˆme ratio puisque les valeurs propres originales ont e´te´ multiplie´es par le meˆme
facteur. Les tailles re´sultantes e´tant plus petites ou e´gales aux tailles originales respectives,
l’erreur d’interpolation est aussi plus petite ou e´gale dans chacune des directions. Ainsi,
nous nous assurons d’avoir un niveau de pre´cision au moins e´gale au niveau de pre´cision
original. L’hypothe`se qui nous a permis d’exprimer les ratios de tailles et qui suppose une
inﬂuence ne´gligeable sur la valeur du 퐷퐿푝 par la modiﬁcation des valeurs propres doit eˆtre
nuance´e. Dans certaines situations ou` le ratio d’anisotropie est tre`s grand et qu’une des
valeurs est tre`s petite, la modiﬁcation de cette valeur propre comme nous le proposons peut
induire un de´terminant tre`s grand. La valeur du 퐷퐿푝 peut alors eˆtre sensiblement aﬀecte´e.
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La conse´quence est que les tailles prescrites originalement a` tous les nœuds du domaine
deviennent plus petites, et nous devrions alors obtenir un maillage ayant un nombre de
nœuds beaucoup plus grand que ce qui est demande´. Pour diminuer cet impact ne´gatif sur
le nombre de nœuds du maillage, nous proposons de calculer la valeur du 퐷퐿푝 a` partir des
valeurs propres originales. Par la suite, les valeurs propres sont modiﬁe´es pour le reste du
calcul des me´triques. Ainsi, la modiﬁcation de valeurs propres garantit un impact local sur
les me´triques.
Cette me´thode exige le calcul du ratio d’anisotropie pour pouvoir modiﬁer, s’il y a lieu,
la valeur propre maximale. Par contre, dans la situation pre´sente la valeur propre minimale
est nulle ou presque nulle, ce qui implique que ce ratio pourrait eˆtre inﬁni ou tre`s grand si
휆푚푖푛 ≈ 0. Nous introduisons donc un ratio d’anisotropie maximal 푠푚푎푥 qui permet de limiter
le ratio des valeurs propres a` un certain nombre. Pour ce faire, nous utilisons le test suivant
lors du calcul de la me´trique :
Si 푠푚푎푥휆푚푖푛 ≤ 휆푚푎푥 alors 푠 = 푠푚푎푥
Nous limitons ainsi le ratio d’anisotropie a` une valeur ﬁnie sans faire intervenir une potentielle
division par ze´ro. Un ratio maximal de 푠푚푎푥 = 1 ⋅ 1014 permet d’e´viter ce genre de situation
sans trop alte´rer le maillage re´sultant.
Situation 3 : Cette situation est tre`s particulie`re et correspond a` une matrice hessienne
dont toutes les entre´es sont nulles ou presque nulles. Nous retrouvons cette condition dans une
zone de l’e´coulement ou` la solution est constante dans toutes les directions ou lorsqu’elle varie
line´airement dans toutes les directions. Un e´coulement plan de ce type est re´solu exactement
par l’emploi d’e´le´ments line´aires, et l’erreur d’interpolation dans cette zone est par conse´quent
pratiquement nulle. Par contre, nous ne pouvons pas ne´gliger cette situation puisqu’elle peut
conduire, comme nous venons de le voir, a` une inde´termination de la me´trique aux nœuds
ou` le Hessien est nul, puisque le de´terminant est aussi nul. Bien qu’elles correspondent a`
deux types d’e´coulement comple`tement diﬀe´rents, nous appliquons la meˆme me´thode a` la
situation 3 qu’a` la situation 2. Cette me´thode vise a` limiter la plus petite des valeurs propres
a` une valeur minimale 휀 tout en conservant le ratio d’anisotropie. Il est vrai que pour un
e´coulement plan (ou presque plan) de ce type, un e´le´ment e´tire´ aura peu, voir aucun impact,
sur la pre´cision de la solution. Toutefois, il est important de conserver une certaine re´gularite´
dans la transition des e´le´ments du maillage entre les zones ou` l’e´coulement se comporte
diﬀe´remment.
D’autre part, nous avons fait mention plus toˆt du crite`re habituellement utilise´ dans les
algorithmes de calcul de me´trique qui vise a` limiter les valeurs propres a` un certain seuil
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minimal. Lorsque les deux valeurs propres sont modiﬁe´es de cette fac¸on, il est possible de
de´montrer 5 qu’il existe une condition pour laquelle une des tailles re´sultantes est plus grande
que la taille originale, ce qui se traduit par une perte de pre´cision. E´videmment, l’erreur
d’interpolation dans ces conditions est ne´gligeable, tout comme la perte de pre´cision sur
la solution globale. Par contre, dans l’optique de la ge´ne´ration de maillage, l’algorithme de
calcul de la me´trique devrait nous permettre d’obtenir un maillage optimal.
2.5.3 Algorithme de calcul de la me´trique
Nous pre´sentons brie`vement l’algorithme de calcul de la me´trique. La section pre´ce´dente a
permis d’expliquer et de justiﬁer les diﬀe´rentes e´tapes de l’algorithme. La ﬁgure 2.11 permet
de mieux comprendre les liens et les interactions entre les diﬀe´rentes e´tapes.
1. A` partir d’une solution et du maillage sur lequel elle a e´te´ calcule´e, on reconstruit les
de´rive´es secondes pour former la matrice hessienne 퐻푢 a` chacun des nœuds du domaine.
2. On diagonalise la matrice hessienne
a) On obtient la matrice des vecteurs propres 푅휙 qui servira au calcul de la me´trique
locale
b) On obtient les valeurs propres 휆푚푖푛 et 휆푚푎푥
3. A` partir des valeurs propres 휆푚푖푛 et 휆푚푎푥 on calcule le ratio d’anisotropie 푠.
4. On calcule la valeur propre minimale ∣휆푚푖푛∣∗ = max(∣휆푚푖푛∣, 휀)
5. On calcule ensuite la valeur propre maximale ∣휆푚푎푥∣∗ = ∣휆푚푖푛∣∗ 푠2
6. La valeur du 퐷퐿푝 est calcule´e a` partir des valeurs propres originales 휆푚푖푛 et 휆푚푎푥. Ce
calcul est global, il somme la contribution du de´terminant de chacun des nœuds du
domaine.
7. On calcule la me´trique locale ℳ푖
5. Le de´veloppement se trouve a` l’annexe D.
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Figure 2.11 Algorithme de calcul de la me´trique ℳ
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2.6 Intersection de me´triques
L’expression de la me´trique a e´te´ de´veloppe´e par rapport a` une seule variable correspon-
dant a` un champ scalaire de´ﬁni en chaque nœud d’un maillage. Toutefois pour un e´coulement
en plusieurs dimensions, lors de la construction de la me´trique il y a souvent plusieurs va-
riables a` conside´rer et pour lesquelles nous de´sirons controˆler l’erreur d’interpolation. De
cette manie`re, nous ge´ne´rons plusieurs me´triques correspondant aux diﬀe´rentes variables qui
seront utilise´es pour controˆler le maillage. Pour obtenir la me´trique qui est utilise´e lors de la
ge´ne´ration du maillage, nous faisons appel a` une me´thode d’intersection de me´triques utili-
sant la re´duction simultane´e des formes quadratiques associe´es a` deux me´triques. La me´trique
obtenue de l’intersection pre´serve les bornes de l’erreur d’interpolation pour chaque variable.
2.6.1 Re´duction simultane´e de deux me´triques
Soit deux me´triques ℳ1 et ℳ2 syme´triques de´ﬁnies positives et de dimension 2 × 2. Il
existe une base (푒1, 푒2) dans laquelle ces deux me´triques sont diagonales. Notons que cette
base n’est ge´ne´ralement pas orthogonale. En exprimant les deux me´triques dans cette base,
nous pouvons en de´duire une me´triqueℳ qui pre´serve les contraintes de tailles impose´es par
les deux me´triques initiales. Il est possible d’obtenir cette base par re´duction simultane´e si
au moins une des deux me´triques initiales admet son inverse. Par construction les me´triques
ont toutes un de´terminant non nul et elles sont donc inversibles. Nous introduisons ainsi la
matrice 풩 :
풩 =ℳ−11 ℳ2
Cette matrice peut eˆtre de´compose´e de manie`re usuelle :
풩 = 푃풩 Λ 푃−1풩
ou` la matrice de rotation 푃풩 est compose´e des vecteurs propres 풆1 et 풆2 de 풩 . Puisque cette
dernie`re n’est pas syme´trique, ses vecteurs propres ne sont pas orthogonaux. Ils de´ﬁnissent la
base commune aux deux me´triques de de´part qui nous permet de calculer leur intersection.
Les valeurs propres des me´triques ℳ1 et ℳ2 associe´es aux vecteurs propres de 풩 sont
calcule´es de la manie`re suivante. A` partir de l’e´galite´ suivante, ou`ℳ푗 est une des me´triques
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de de´part, nous avons :
ℳ푗풆풊 = 풆풊(휆푖)푗
풆푇풊 ℳ푗풆풊 = 풆푇풊 풆풊(휆푖)푗 = (휆푖)푗
⟨풆풊,ℳ푗풆풊⟩ = (휆푖)푗
푃 푇풩 ℳ푗 푃풩 =
[
(휆1)푗 0
0 (휆2)푗
]
Nous obtenons de cette fac¸on la diagonalisation de ℳ1 et ℳ2 dans la base 푃풩 .
ℳ1 =
(
푃 푇풩
)−1 [휆1 0
0 휆2
]
푃−1풩 (2.76)
ℳ2 =
(
푃 푇풩
)−1 [휇1 0
0 휇2
]
푃−1풩 (2.77)
2.6.2 Intersection
La re´duction simultane´e des me´triques ℳ1 et ℳ2 nous permet d’exprimer ces deux
me´triques dans une base commune. Nous cherchons a` obtenir une me´trique dans cette meˆme
base qui pre´serve les bornes de l’erreur d’interpolation pour les diﬀe´rentes variables dans cha-
cune des directions propres 풆1 et 풆2. Par l’intersection des deux me´triques, nous choisissons
donc la valeur propre la plus contraignante, soit celle se traduisant par la plus petite taille
de maillage. Si nous nous rappelons la relation entre la taille ℎ et la valeur propre 휆 qui est
donne´e par :
ℎ =
1√
휆
Nous choisissons ainsi la valeur propre maximale dans les directions 풆1 et 풆2 pour de´ﬁnir
l’intersection.
ℳ1 ∩ℳ2 =
(
푃 푇풩
)−1 [max(휆1, 휇1) 0
0 max(휆2, 휇2)
]
푃−1풩 (2.78)
De cette fac¸on, nous nous assurons que l’erreur d’interpolation dans la me´trique ℳ est
plus petite ou e´gale a` celles dans les me´triques ℳ1 et ℳ2. Par construction, il est e´vident
que la nouvelle me´trique a les meˆmes proprie´te´s que les deux me´triques de de´part ; elle est
syme´trique de´ﬁnie positive et repre´sente bel et bien une me´trique. La me´triqueℳ correspond
a` l’ellipse la plus grande inscrite a` l’inte´rieure de ℳ1 et ℳ2.
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Figure 2.12 Intersection des me´triques ℳ1 et ℳ2
Figure 2.13 Intersection des me´triquesℳ1 etℳ2 : lorsqu’une des me´triques est entie`rement
incluse dans l’autre, la me´trique re´sultante de l’intersection est la plus petite des deux.
2.6.3 Cas particuliers
Nous exposons ici deux cas particuliers pour le calcul de l’intersection de deux me´triques.
Le premier fait intervenir deux me´triques semblables soit lorsque :
ℳ1 = 푘ℳ2
ou` 푘 est un scalaire diﬀe´rent de ze´ro. La matrice 풩 prend alors la forme suivante :
풩 =
[
푘 0
0 푘
]
Cette matrice est la matrice identite´ multiplie´e par le scalaire 푘, et sa matrice des vecteurs
propres est aussi la matrice identite´. La me´trique re´sultante devrait correspondre exactement
a` l’une des deux me´triques ℳ1 et ℳ2. Par contre, l’algorithme pre´ce´dant conduira a` une
me´trique dont les vecteurs propres sont ceux de la matrice identite´. En pratique, il est plutoˆt
rare, voire impossible, que les deux me´triques a` intersecter aient exactement la meˆme valeur.
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Cependant, par pre´cautions nous rajoutons un test dans la boucle de calcul juste apre`s le
calcul de la matrice 풩 , soit :
Si 풩 (1, 1) = 풩 (2, 2) et que 풩 (1, 2) = 0
alors ℳ = max(ℳ1,ℳ2)
Le deuxie`me cas particulier est celui ou` 풩 = 0. Les vecteurs propres sont alors inde´ter-
mine´s et nous ne pouvons pas calculer l’intersection des deux me´triques. Ce cas se pre´sente
dans deux situations bien pre´cises qui ne sont pas rencontre´es en pratique puisqu’elles corres-
pondent a` une situation ou au moins une des deux me´triques ne ve´riﬁe pas la de´ﬁnition meˆme
d’une me´trique. La premie`re situation est e´videmment lorsque l’une des deux me´triques est
nulle. Cette situation est e´vite´e par l’algorithme mis en place pour le calcul de la me´trique,
puisque la me´trique aura toujours des valeurs propres diﬀe´rentes de ze´ro. La deuxie`me situa-
tion ou` 풩 est nulle survient lorsque les deux me´triques ont un de´terminant nul et que les
composantes des me´triques respectent un certain ratio 6. Puisque par de´ﬁnition une me´trique
a un de´terminant diﬀe´rent de ze´ro, cette situation n’est jamais rencontre´e lors du calcul de
l’intersection de deux me´triques.
6. Pour les de´tails de la preuve voir l’annexe E.
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CHAPITRE 3
APPLICATIONS NUME´RIQUES
Ce chapitre pre´sente diﬀe´rents exemples d’applications de la me´thode d’adaptation de
maillages anisotropes introduite au chapitre pre´ce´dent. Il est divise´ en quatre sections. La
premie`re nous permet de pre´senter le fonctionnement de l’adaptation de maillages aniso-
tropes a` partir de deux cas simples de l’e´quation de Poisson. La deuxie`me section pre´sente
des simulations nume´riques des e´quations de Navier-Stokes pour un ﬂuide incompressible.
Nous y pre´sentons dans un premier temps un e´coulement de Poiseuille qui nous ame`ne a`
nous questionner sur la strate´gie a` adopter pour le calcul de la me´trique d’adaptation pour
un e´coulement a` plusieurs variables. La simulation classique de la cavite´ carre´e entraˆıne´e nous
permet de choisir la meilleure strate´gie de calcul de me´trique pour un e´coulement a` plusieurs
variables. A` la troisie`me section, nous introduisons la me´thode d’adaptation de maillages
anisotropes pour les e´coulements axisyme´triques. La dernie`re section pre´sente une nouvelle
application des maillages anisotropes adapte´s utilise´s pour l’identiﬁcation des structures la-
grangiennes cohe´rentes dans un e´coulement instationnaire de dimension 2.
3.1 Conduction avec terme source
L’e´quation de Poisson en 2 dimensions mode´lise des proble`mes de conduction avec terme
source. Nous nous en servons ici pour ge´ne´rer des solutions pour simuler des phe´nome`nes qui
s’apparentent a` ceux d’une couche limite ou d’une onde de choc dans un e´coulement en 2
dimensions. L’adaptation de maillage anisotrope cible de tels proble`mes, et nous pre´sentons
ici les possibilite´s qui sont oﬀertes par cette me´thode pour ame´liorer la qualite´ des maillages
et la pre´cision des solutions. Cette section nous permet aussi de pre´senter le fonctionnement
de l’adaptation de maillage anisotrope et de comparer les maillages obtenus aux maillages
isotropes.
L’e´quation de Poisson a la forme suivante :
∇2퐹 = −푈 (3.1)
Le terme source 푈 nous permet de spe´ciﬁer la solution 푓(푥, 푦) pre´sentant les caracte´ristiques
souhaite´es pour mode´liser les phe´nome`nes telles une onde de choc ou une couche limite. Cette
approche dite des solutions manufacture´es oﬀre la ﬂexibilite´ requise.
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3.1.1 Mode`le continu d’une onde de choc
Une onde de choc est caracte´rise´e par un changement abrupt, quasi discontinu, des va-
riables de l’e´coulement. Par exemple, a` travers un choc il y a une augmentation rapide et
presque instantane´e de la pression, de la tempe´rature et de la masse volumique du ﬂuide.
L’e´paisseur d’une onde de choc dans les conditions atmosphe´riques est de l’ordre de quelques
microme`tres (1.0 ⋅ 10−6푚).
Figure 3.1 a) Photographie Schlieren d’ondes de choc sur un proﬁl d’aide dans un e´coulement
transsonique. b)Onde de choc sur un avion de chasse.
Le proble`me qui suit permet de reproduire un changement abrupt controˆle´ graˆce a` la
fonction 푓1 suivante :
푓1(푥, 푦) = 푡푎푛ℎ(휀 (푦 − 푥
2
)) de´ﬁnie sur Ω : 푥 ∈ [−1, 1], 푦 ∈ [−1, 1] (3.2)
Cette fonction est continue et deux fois diﬀe´rentiable. Le parame`tre 휀 controˆle l’e´paisseur du
choc :
훿푐ℎ표푐 =
1
휀
En augmentant le coeﬃcient 휀 le gradient mode´lise´ par 푓1(푥, 푦) devient de plus en plus raide.
Le terme source dans l’e´quation 3.1 est de´termine´ aﬁn d’obtenir une solution qui correspond
a` 푓1(푥, 푦).
Adaptation de maillage
Dans un premier temps, nous de´montrons le fonctionnement de l’adaptation de maillage
anisotrope. Re´fe´rons-nous a` l’algorithme d’adaptation de´ﬁni au chapitre 1. Il de´bute par un
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maillage initial relativement grossier et facile a` obtenir sur lequel nous obtenons une premie`re
solution. Le calcul d’un ope´rateur de transition, a` l’aide de la me´trique, permet de ge´ne´rer un
nouveau maillage qui devrait eˆtre meilleur. Nous reprenons le cycle jusqu’au crite`re d’arreˆt.
En adaptation classique, nous augmentons le nombre de nœuds a` chaque ite´ration pour
ame´liorer la pre´cision de la solution. Dans l’exemple qui suit, nous spe´ciﬁons le nombre de
nœuds de sorte que les diﬀe´rents maillages obtenus ont tous approximativement le meˆme
nombre de nœuds et d’e´le´ments. Par contre, la distribution, l’orientation et l’e´tirement des
e´le´ments e´voluent au fur et a` mesure que nous progressons dans les boucles d’adaptation
pour ame´liorer la pre´cision de la solution.
Figure 3.2 Fonction 푓1(푥, 푦) avec 휀 = 100
Re´sultats
Dans notre exemple, nous utilisons une valeur 휀 de 100. Cette valeur est loin de cor-
respondre a` l’e´paisseur re´elle d’un choc, mais elle nous permet de mesurer la diﬃculte´ du
proble`me et de comparer l’adaptation de maillage anisotrope et isotrope. La ﬁgure 3.2 illustre
la forme de la solution de la fonction 푓1(푥, 푦).
Pour la premie`re se´rie d’adaptation de maillages anisotropes, nous ﬁxons le nombre de
nœuds a` 600 et nous utilisons la norme 퐿∞ pour le calcul de la me´trique, telle que de´ﬁnie a`
la section 2.4. Cette norme conduit a` une meilleure capture des phe´nome`nes anisotropes. La
ﬁgure 3.3 montre quelques-uns des maillages obtenus. Nous voyons tre`s bien l’e´volution du
maillage et la capture du choc par le maillage. A` chaque boucle d’adaptation de maillage, les
e´le´ments s’e´tirent et s’alignent sur le choc. Les maillages obtenus comptent plus de nœuds
que le nombre demande´. Ce surnombre de nœuds est la conse´quence de deux facteurs. Le
premier de ces facteurs s’observe lors du calcul de la me´trique. Les restrictions 1 impose´es
1. Voir la section 2.5.2
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a) maillage initial 49 noeuds b) 750 noeuds c) 737 noeuds
d) 642 noeuds e) 648 noeuds f) maillage final 701 noeuds
Figure 3.3 Maillages anisotropes issus de l’adaptation en norme 퐿∞
sur les valeurs propres ont comme conse´quence d’augmenter le nombre re´el de nœuds de la
me´trique par rapport au nombre de nœuds demande´ 푁 . Le deuxie`me facteur est l’algorithme
de mesh gradation du mailleur. Cet algorithme est utilise´ aﬁn de ge´ne´rer un maillage dont
les transitions sont douces entre les e´le´ments de tailles et/ou d’orientations diﬀe´rentes. Le
mailleur que nous avons utilise´ permet the´oriquement d’e´liminer cette option de gradation
du maillage, mais en pratique les maillages obtenus ont ge´ne´ralement un nombre de nœuds
10% a` 30% supe´rieur au nombre de nœuds demande´, selon l’e´coulement e´tudie´.
Pour la deuxie`me se´rie d’adaptation, les me´triques sont calcule´es en norme 퐿1. Le maillage
ﬁnal montre une distribution de nœuds un peu diﬀe´rente, comme nous pouvons le constater
sur la ﬁgure 3.4푎). Il y a beaucoup plus d’e´le´ments dans les zones planes, mais la majorite´
des e´le´ments est toujours concentre´e dans la zone de choc.
Une dernie`re se´rie d’adaptation, isotrope cette fois-ci, permet de comparer les deux
me´thodes d’adaptation. Cette dernie`re adaptation ne se fait pas avec un nombre ﬁxe de
nœuds. Nous tentons plutoˆt de re´duire l’erreur globale par un certain facteur, ce qui ge´ne´ra-
lement entraˆıne une augmentation du nombre de nœuds a` chaque ite´ration. La ﬁgure 3.4푏)
montre le dernier maillage obtenu, qui compte un peu plus de 65000 nœuds. Il fut ne´cessaire
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a) Maillage anisotrope final
    adapté en norme L1
b) Maillage isotrope final
    66544 noeuds
Figure 3.4 Maillages anisotrope et isotrope
a) Maillage anisotrope final
    adapté en norme Linf
b) Maillage isotrope final
Figure 3.5 Gros plan sur la zone de choc
d’amorcer les calculs sur un maillage de de´part plus ﬁn de 625 nœuds comparativement a`
49 nœuds pour les maillages anisotropes. Un maillage de de´part trop grossier peut engen-
drer un lot de diﬃculte´s, car la solution est alors mal repre´sente´e, la physique mal capture´e
et l’adaptation peut ainsi s’e´garer. Ce qui entraˆıne un nombre important d’ite´rations avant
d’obtenir une se´rie de maillages permettant la capture du choc.
La ﬁgure 3.5 pre´sente un gros plan des maillages anisotrope 퐿∞ et isotrope a` l’endroit du
choc. Les maillages de´voilent la forme de la fonction 푓1(푥, 푦). La densite´ de nœuds augmente
dans les zones ou` la courbure est e´leve´e, et ces zones correspondent, sur la solution, a` la
transition entre les plateaux. La diﬀe´rence entre les deux types de maillages est e´norme.
Dans l’image 3.5푎) il n’y a qu’une trentaine de nœuds comparativement a` plusieurs centaines
de nœuds pour le maillage isotrope.
Finalement, nous pouvons vraiment appre´cier la performance des maillages anisotropes
par le graphique de l’erreur absolue en fonction du nombre de nœuds du maillage. Il ne s’agit
pas ici d’une e´tude du taux de convergence des maillages anisotropes. Nous de´sirons plutoˆt
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mettre en e´vidence la fac¸on dont l’e´volution des maillages anisotropes ame´liore la pre´cision
de la solution a` chaque e´tape, et ce, meˆme si le nombre de nœuds varie peu. Cette e´volution
du maillage est en quelque sorte la convergence du maillage vers une forme optimale. Nous
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Figure 3.6 Erreur absolue en fonction du nombre de nœuds
noterons aussi la grande diﬀe´rence entre les nombres de nœuds requis pour chaque approche
pour atteindre un meˆme niveau d’erreur. Dans le cas pre´sent, l’anisotropie du maillage re´duit
par un facteur de 100 le nombre de nœuds. E´videmment, il s’agit ici d’un proble`me purement
anisotrope, donc il n’est pas surprenant que la me´thode d’adaptation de maillage anisotrope
soit si performante. La diﬀe´rence entre les maillages est impressionnante, et nous montre que
la capture d’une onde de choc, dont l’e´paisseur 훿푐ℎ표푐 serait de l’ordre de 1.0⋅10−6, ne´cessiterait
un maillage isotrope extreˆmement ﬁn.
3.1.2 Couche limite
Un des e´le´ments les plus importants et complexes de la me´canique des ﬂuides est sans
aucun doute la couche limite. Le concept de couche limite, introduit par Prandtl en 1905,
identiﬁe la re´gion du ﬂuide pre`s d’un corps ou` les eﬀets visqueux sont importants. La vitesse
du ﬂuide est nulle a` la paroi et augmente progressivement a` l’inte´rieur de la couche limite
pour atteindre la vitesse 푈 de l’e´coulement non perturbe´. Par exemple, le comportement et
les performances d’une aile d’avion sont tre`s inﬂuence´s par la couche limite. Elle aﬀecte entre
autres la portance, la traˆıne´e ainsi que l’angle de de´crochage (stall angle) de l’aile. Pour bien
e´valuer les caracte´ristiques ae´rodynamiques d’une aile, il est donc ne´cessaire de bien connaˆıtre
la couche limite.
L’exemple qui suit illustre l’utilite´ des maillages anisotropes dans l’e´tude des couches
limites. Blasius a de´veloppe´ une solution analytique pour une couche limite analytique bidi-
mensionnelle sur une plaque plane. Il a montre´ que l’e´paisseur de la couche limite varie de la
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fac¸on suivante :
훿퐶퐿(푥) ≈
(휈 푥
푈
) 1
2
= 푥 푅
− 1
2
푒 (3.3)
ou` 휈 repre´sente la viscosite´ cine´matique du ﬂuide, 푈 la vitesse de l’e´coulement non perturbe´,
푥 la position le long de la plaque plane et 푅푒 le nombre de Reynolds. En e´crivant cette rela-
tion en fonction du nombre de Reynolds, nous pouvons introduire le ratio 푆퐶퐿 caracte´risant
l’e´paisseur de la couche limite par rapport a` sa longueur :
푆퐶퐿 =
훿퐶퐿(푥)
푥
= 푅
−1
2
푒 (3.4)
L’e´tude nume´rique des couches limites ne´cessite des maillages ayant un grand nombre de
nœuds푁훿 dans la direction de l’e´paisseur de la couche limite, puisque c’est dans cette direction
que la vitesse varie le plus. Si nous utilisons un maillage isotrope (de meˆmes densite´s de
nœuds dans toutes les directions), nous pouvons estimer le nombre de nœuds 푁퐿 requis dans
la direction longitudinale :
푁퐿 ≈ 푁훿
푆퐶퐿
= 푁훿푅
1
2
푒 (3.5)
A` titre d’exemple, pour un nombre de Reynolds de l’ordre de 1.0 ⋅ 104, en supposant que
seulement 10 nœuds sont requis dans l’e´paisseur 훿퐶퐿 pour bien e´valuer la couche limite, le
nombre total de nœuds dans la couche limite est alors :
푁퐶퐿 ≈ 푁훿 ×푁퐿 ≈ 10000 (3.6)
Pour les maillages anisotropes, les e´le´ments e´tant e´tire´s dans la direction de l’e´coulement,
nous pouvons diminuer le nombre de nœuds dans cette direction, sans re´duire la densite´ de
nœuds sur l’e´paisseur de la couche limite. Si nous supposons un ratio d’e´tirement moyen de
푠 ≈ 10, le nombre total de nœuds dans la couche limite est divise´ par ce facteur et est alors
de 1000 nœuds.
Mode`le de couche limite
Nous pouvons obtenir une solution manufacture´e pre´sentant des caracte´ristiques de couche
limite par la fonction 푓2(푥, 푦) qui est continue et 2 fois diﬀe´rentiable :
푓2(푥, 푦) = 4 푦(1− 푦)(1− exp(−100푥)− (1− exp(−100))푥)
de´ﬁnie sur Ω : 푥 ∈ [0, 1], 푦 ∈ [0, 1]
(3.7)
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Le terme source de l’e´quation 3.1 est de´termine´ aﬁn d’obtenir une solution qui correspond
a` 푓2(푥, 푦). La solution exacte est pre´sente´e a` la ﬁgure 3.7, qui montre une solution de type
couche limite sur la frontie`re 푥 = 0. Nous adoptons une variante de strate´gie d’adaptation
x
y
Figure 3.7 Fonction 푓3(푥, 푦)
des maillages anisotropes. Nous augmentons le nombre de nœuds a` toutes les 2 ite´rations,
pour re´aliser une e´tude du taux de convergence pour comparer les maillages anisotropes et
isotropes. Nous utilisons les deux meˆmes normes pour le calcul de la me´trique, soit les normes
퐿1 et 퐿∞.
Re´sultats
Le graphique 3.8 pre´sente les courbes de convergence des trois maillages. Nous noterons
que la pente de 2 de l’erreur indique que nous avons atteint la zone asymptotique. Il y a
une diﬀe´rence marque´e entre les trois maillages. Pour une erreur absolue du meˆme ordre
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Figure 3.8 Erreur absolue en fonction du nombre de nœuds
que celle d’un maillage isotrope, le maillage anisotrope en norme 퐿1 comporte environ 5 fois
moins de nœuds, tandis que celui en norme 퐿∞ comporte 14 fois moins de nœuds. Cette
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diﬀe´rence entre les maillages se comprend mieux en observant la ﬁgure 3.9, qui pre´sente trois
des maillages ayant un nombre de nœuds e´quivalent. Le maillage isotrope concentre beaucoup
a) Maillage isotrope
    N = 4231
b) Maillage anisotrope L1
    N = 3259
c) Maillage anisotrope Linf
    N = 3170
Figure 3.9 Maillages adapte´s selon trois me´thodes diﬀe´rentes
plus les nœuds au niveau de la couche limite que les deux autres maillages. Par contre, meˆme
s’il comporte plus de nœuds l’erreur obtenue est beaucoup plus grande que pour les deux
autres. La ﬁgure 3.10 montre un gros plan du maillage isotrope et du maillage anisotrope
a) Maillage isotrope
    
b) Maillage anisotrope Linf
   
Figure 3.10 Gros plan sur les maillages adapte´s
퐿∞. Ce dernier permet d’avoir une plus grande concentration de nœuds dans la direction
de l’e´paisseur de la couche limite comparativement au maillage isotrope. La concentration
dans la direction transverse est toutefois beaucoup moins e´leve´e. Il est diﬃcile de le constater
sur l’image tellement les e´le´ments sont e´tire´s, mais il y a seulement 3 nœuds sur la frontie`re
gauche (푥 = 0) pour le maillage anisotrope de la ﬁgure 3.10푏), comparativement a` environ 90
nœuds pour le maillage isotrope. Une coupe de la solution a` 푦 = 0.5 permet de mieux cibler
la diﬀe´rence majeure entre les solutions obtenues sur les diﬀe´rents maillages. Le graphe 3.11
montre les solutions des maillages 푎) et 푐) de la ﬁgure 3.9 dans la zone de courbure maximale.
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a) Maillage isotrope de 4231 noeuds
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b) Maillage isotrope de 156 327 noeuds
Figure 3.11 Coupe de la solution de 푓2 a` 푦 = 0.5
Le maillage isotrope ne permet pas d’avoir une bonne de´ﬁnition de la solution dans cette zone
comparativement au maillage anisotrope. Il faut augmenter le nombre de nœuds a` plus de
150000 pour obtenir une solution qui se rapproche de celle du maillage anisotrope et de la
solution exacte. L’e´conomie de nœuds au niveau de la couche limite permet aussi d’augmenter
le nombre de nœuds sur le reste du domaine, ce qui contribue aussi a` re´duire l’erreur globale.
Les maillages anisotropes permettent non seulement une e´conomie en termes de nœuds,
mais ame´liorent aussi la pre´cision de la solution. Le ratio du nombre de nœuds entre les
maillages isotropes et anisotropes de´pend e´videmment du proble`me en jeu. L’onde de choc
par exemple est un phe´nome`ne tre`s directionnel et les maillages anisotropes re´duisent con-
side´rablement le nombre de nœuds et d’e´le´ments ne´cessaires pour atteindre un niveau de
pre´cision donne´. La couche limite est aussi un phe´nome`ne directionnel, mais moins raide
que celui de l’onde de choc. Les maillages anisotropes permettent non seulement de re´duire
signiﬁcativement le nombre nœuds, mais surtout de concentrer les nœuds dans la direction
la plus critique, soit celle de l’e´paisseur de la couche limite.
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3.2 E´coulements 2D
Cette section nous permet de pre´senter l’adaptation de maillage anisotrope en 2 dimen-
sions pour des e´quations a` plusieurs variables de´pendantes. La section pre´ce´dente nous a per-
mis de de´montrer le potentiel des maillages anisotropes pour la simulation de phe´nome`nes di-
rectionnels. Ici, nous mettons en applications l’adaptation de maillage anisotrope sur quelques
e´coulements visqueux typiques. Le but principal est de pre´senter l’intersection de me´triques,
qui semble eˆtre la meilleure strate´gie de calcul de la me´trique d’adaptation pour un e´coulement
a` plusieurs variables. Le premier exemple nous permet d’exposer notre point vue a` partir d’un
e´coulement tre`s simple, soit l’e´coulement de Poiseuille. Par la suite, nous validons la technique
d’intersection de me´trique dans le processus d’adaptation de maillages anisotropes pour des
e´coulements de Navier-Stokes.
3.2.1 E´coulement de Poiseuille
Cette section e´claircit le choix a` faire pour le calcul de la me´trique d’adaptation pour un
e´coulement a` plusieurs variables de´pendantes. Nous y pre´sentons diﬀe´rents choix de strate´gie
de calcul de me´trique ainsi que les restrictions et de´savantages qui s’y rattachent. Nous
conside´rons ici l’e´coulement de Poiseuille en 2 dimensions d’un ﬂuide newtonien entre deux
plaques paralle`les ou` nous ne´gligeons les eﬀets tridimensionnels. L’e´coulement est laminaire,
visqueux et incompressible. Ces conditions ont comme conse´quences :
1. L’e´coulement est toujours paralle`le aux parois.
2. La vitesse du ﬂuide est nulle aux parois.
3. La pression est constante sur la section et diminue line´airement de l’entre´e a` la sortie.
Pour la ge´ome´trie de la ﬁgure 3.12, le champ de vitesse re´sultant est parabolique et son
expression est la suivante :
풖(푥, 푦) = 푢(푦) = 푢푚푎푥
(
1− 4푦
2
ℎ2
)
(3.8)
Les conditions aux limites imposent une vitesse nulle aux parois infe´rieure et supe´rieure
(푢 = 푣 = 0). A` l’entre´e et a` la sortie, la vitesse 푢 concorde avec le proﬁl de vitesse de´crit par
l’e´quation 3.8. La vitesse verticale 푣 est aussi nulle sur tout le domaine. Dans l’exemple qui
suit, la vitesse maximale est ﬁxe´e a` une valeur de 1.5, tandis que la hauteur ℎ est ﬁxe´e a` 1.
La longueur du conduit est de 10.
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Figure 3.12 E´coulement de Poiseuille : ge´ome´trie est conditions aux limites
Calcul de la me´trique
Cet e´coulement ne fait intervenir qu’une seule variable, la vitesse horizontale 푢. Donc le
calcul de la me´trique devrait seulement faire intervenir la variable 푢, puisque la vitesse 푣 est
nulle sur tout le domaine. A` partir de l’e´quation 3.8 du champ de vitesse, nous obtenons la
me´trique the´orique dont la forme est la suivante :
ℳ푡ℎ푒표 =
⎡⎣0 0
0
∣∣∣∣∂2푢∂푦2
∣∣∣∣
⎤⎦ = [0 0
0 12
]
(3.9)
Cette me´trique est constante sur tout le domaine, meˆme aux parois, et correspond a` la si-
tuation d’un e´coulement unidirectionnel. Les e´le´ments du maillage anisotrope adapte´ doivent
tous eˆtre e´tire´s selon le meˆme ratio d’anisotropie et oriente´s dans la meˆme direction, soit la
direction 푥.
Cependant, si nous nous plac¸ons dans le contexte d’un e´coulement ge´ne´ral, dont le compor-
tement des composantes de vitesses n’est pas connu a priori, nous ne pouvons pas conside´rer
une seule des variables de l’e´coulement pour le calcul de la me´trique. Plusieurs moyens
peuvent eˆtre envisage´s pour tenir compte du caracte`re multi-variable d’un e´coulement. La
premie`re approche est de calculer la me´trique a` partir d’une fonction qui englobe les variables
de l’e´coulement. Par exemple, nous pouvons conside´rer la norme du vecteur vitesse ∥풖∥, ou
l’e´nergie interne du ﬂuide 퐸 = 푝+ 1
2
∥풖∥2. Dans ce qui suit, nous montrons les eﬀets de l’uti-
lisation de ces fonctions sur le calcul de la me´trique et sur le maillage re´sultant. La deuxie`me
approche est d’obtenir une me´trique d’adaptation re´sultante de l’intersection de me´triques
calcule´es pour chacune des variables de´pendantes de l’e´coulement.
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Norme du vecteur vitesse : La fonction d’adaptation 퐹 est donne´e par la norme du
vecteur vitesse et s’exprime comme suit :
퐹 (푥, 푦) = ∥풖∥ =
√
푢2 + 푣2 (3.10)
Le calcul de la me´trique implique les de´rive´es secondes de cette fonction :
∂2퐹
∂푥2
= (푢2 + 푣2)−
3
2
(
푢
∂푢
∂푥
+ 푣
∂푣
∂푥
)2
+ (푢2 + 푣2)−
1
2
[
∂푢
∂푥
∂푢
∂푥
+ 푢
∂2푢
∂푥2
+
∂푣
∂푥
∂푣
∂푥
+ 푣
∂2푣
∂푥2
]
∂2퐹
∂푥∂푦
= (푢2 + 푣2)−
3
2
(
푢
∂푢
∂푥
+ 푣
∂푣
∂푥
)(
푢
∂푢
∂푦
+ 푣
∂푣
∂푦
)
+ (푢2 + 푣2)−
1
2
[
∂푢
∂푥
∂푢
∂푦
+ 푢
∂2푢
∂푥∂푦
+
∂푣
∂푥
∂푣
∂푦
+ 푣
∂2푣
∂푥∂푦
]
∂2퐹
∂푦2
= (푢2 + 푣2)−
3
2
(
푢
∂푢
∂푦
+ 푣
∂푣
∂푦
)2
+ (푢2 + 푣2)−
1
2
[
∂푢
∂푦
∂푢
∂푦
+ 푢
∂2푢
∂푦2
+
∂푣
∂푦
∂푣
∂푦
+ 푣
∂2푣
∂푦2
]
Dans chacune de ces expressions, nous voyons apparaˆıtre une division par la norme de la vi-
tesse a` une certaine puissance. Lorsque la vitesse est nulle, il en re´sulte une division par ze´ro,
et les de´rive´es secondes ne sont alors pas de´ﬁnies. Les conditions aux limites du proble`me
imposent une vitesse nulle aux parois supe´rieure et infe´rieure. Il y a par conse´quent une divi-
sion par ze´ro pour chacun des termes de de´rive´es secondes aux parois. La matrice hessienne
est alors inde´termine´e, tout comme la me´trique. Ainsi, cette fonction d’adaptation engendre
mathe´matiquement une inde´termination de la me´trique la` ou` la vitesse est nulle. Si nous
examinons le comportement de la plus grande valeur propre 퐹 ′′ de cette me´trique, qui pour
ce proble`me spe´ciﬁque a la forme suivante :
ℳ퐹 =
[
0 0
0 퐹 ′′
]
ou` 퐹 ′′ =
2
푢
(
∂푢
∂푦
)2
+
∂2푢
∂푦2
(3.11)
nous obtenons la courbe ℳ퐹 sur la ﬁgure 3.13. La valeur propre maximale 퐹 ′′ tend vers
l’inﬁni lorsque nous nous rapprochons des parois. La courbe solide correspond a` la valeur
propre de la me´trique the´orique, et nous voyons tre`s bien les diﬀe´rences des deux me´triques.
Les e´le´ments du maillage re´sultant seraient oriente´s dans la meˆme direction, mais leur ratio
d’anisotropie varieraient selon la position en 푦. Pre`s des parois les e´le´ments seraient tre`s e´tire´s,
tandis que vers la position 푦 = ±0.22 les e´le´ments seraient pratiquement e´quilate´raux, puisque
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les deux valeurs propres auraient la meˆme valeur. Un tel maillage est bien loin du maillage
optimal engendre´ par la me´trique the´orique. Puisque cette fonction d’adaptation cause une
division par ze´ro lors du calcul de la me´trique la` ou` les vitesses sont nulles, elle se preˆte
mal a` l’adaptation de maillage. Toutefois, il est possible de conside´rer seulement le champ
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Figure 3.13 Valeur propre maximale des me´triques ℳ퐹 et ℳ퐺
scalaire de la fonction 퐹 et de prendre seulement les de´rive´es secondes de ce champ. Nous
e´vitons ainsi de faire intervenir des divisions par ze´ro tout en conside´rant les deux vitesses.
Par contre, les comportements de 푢 et de 푣 ne co¨ıncident pas toujours en terme de direction
et/ou d’intensite´. Le maillage re´sultant est bien adapte´ pour une des deux variables, mais
peut engendrer des erreurs e´leve´es pour l’autre variable. L’e´coulement e´tudie´ de la prochaine
section nous permet d’exposer ce genre de situation.
E´nergie interne du ﬂuide E : L’e´quation de l’e´nergie interne nous permet de de´velopper
une autre fonction d’adaptation 퐺 qui s’e´crit comme suit :
퐺(푥, 푦) = 푝(푥, 푦) +
휌
2
∥풖∥2 (3.12)
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ou` 푝(푥, 푦) repre´sente la pression. Cette fonction ne fait apparaˆıtre aucune division par ze´ro
dans les termes de de´rive´es secondes, qui sont les suivants :
∂2퐺
∂푥2
=
∂2푝
∂푥2
+
∂푢
∂푥
∂푢
∂푥
+ 푢
∂2푢
∂푥2
+
∂푣
∂푥
∂푣
∂푥
+ 푣
∂2푣
∂푥2
∂2퐺
∂푥∂푦
=
∂2푝
∂푥∂푦
+
∂푢
∂푥
∂푢
∂푦
+ 푢
∂2푢
∂푥∂푦
+
∂푣
∂푥
∂푣
∂푦
+ 푣
∂2푣
∂푥∂푦
∂2퐺
∂푦2
=
∂2푝
∂푦2
+
∂푢
∂푦
∂푢
∂푦
+ 푢
∂2푢
∂푦2
+
∂푣
∂푦
∂푣
∂푦
+ 푣
∂2푣
∂푦2
Si nous conside´rons l’e´coulement de Poiseuille e´tudie´ dans cette section, plusieurs termes
disparaissent ce qui donne la me´trique suivante :
ℳ퐺 =
[
0 0
0 퐺′′
]
ou` 퐺′′ =
∂푢
∂푦
∂푢
∂푦
+ 푢
∂2푢
∂푦2
(3.13)
La pression pour ce type d’e´coulement varie line´airement de l’entre´e a` la sortie et est constante
dans la direction perpendiculaire a` l’e´coulement. Les de´rive´es secondes de la pression sont
donc nulles. La ﬁgure 3.13 pre´sente la variation de la valeur propre maximale 퐺′′ en fonction
de la position 푦 entre les deux plaques. Elle pre´sente un comportement similaire a` celui
observe´ pour 퐹 ′′, mais est toutefois de´ﬁnie aux parois et moins grande que dans le cas de 퐹 ′′.
La ﬁgure 3.14 푎) montre une partie du maillage re´sultant, et nous voyons bien la variation de
l’e´tirement dans la direction verticale. Les zones de maillage moins denses correspondent aux
valeurs de la me´trique qui sont presque nulles. Le maillage aux parois est beaucoup plus e´tire´
que partout ailleurs. Ce type de maillage ne correspond pas a` la solution de l’e´coulement de
Poiseuille. Il est adapte´ a` une fonction qui ne traduit absolument pas le comportement des
variables de l’e´coulement e´tudie´. Pour cet e´coulement, il est facile de voir et de comprendre
l’interaction entre la fonction d’adaptation 퐺′′ ou 퐹 ′′, la me´trique et le maillage. Par contre,
pour un e´coulement arbitraire il serait diﬃcile de faire la part des choses. Pour ces raisons,
nous pre´fe´rons adopter une autre approche, soit l’intersection de me´trique.
Intersection de me´triques : La section 2.6 explique les de´tails du calcul de l’intersection
de deux me´triques. Ici, nous utilisons l’intersection des trois ℳ푢, ℳ푣 et ℳ푝 correspon-
dantes aux trois variables de´pendantes de l’e´coulement. L’intersection se fait alors en deux
e´tapes. La premie`re consiste en l’intersection des me´triques de vitesses. Ensuite, nous cal-
culons l’intersection de la me´trique re´sultante et de la me´trique de pression. Il faut porter
une attention particulie`re au fait que l’algorithme d’intersection implique l’inversion d’une
des deux me´triques lors du calcul. Par exemple, dans l’e´coulement qui nous inte´resse, les
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a) b)
Figure 3.14 Maillages adapte´s selon a) la me´trique ℳ퐺 et b) la me´trique obtenue de l’in-
tersection des me´triques ℳ푢, ℳ푣 et ℳ푝
me´triques ℳ푣 et ℳ푝 sont the´oriquement nulles, et en pratique ont des valeurs tre`s petites.
Leur inversion peut s’ave´rer hasardeuse si l’algorithme de calcul de la me´trique ne garantit
pas un de´terminant diﬀe´rent de ze´ro de la me´trique.
L’intersection des me´triques the´oriques de vitesses me`ne a` une matrice 풩 nulle, dont les
vecteurs propres restent inde´termine´s. En pratique, la matrice 풩 ne sera jamais nulle puisque
les me´triques ont toujours un de´terminant diﬀe´rent de ze´ro. Par conse´quent, leur produit est
toujours diﬀe´rent de ze´ro. Par contre, les coeﬃcients de la matrice 풩 peuvent eˆtre tre`s petits,
mais les vecteurs propres de la matrice seront toujours de´ﬁnis. La me´trique ﬁnale de cette
intersection pour cet e´coulement correspond a` la me´trique ℳ푢, puisque les valeurs propres
maximales sont celles de ℳ푢 :
ℳ = (ℳ푢 ∩ℳ푣) ∩ℳ푝 =ℳ푢
La ﬁgure 3.14 푏) montre une partie du maillage anisotrope obtenu. Les e´le´ments sont tous
e´tire´s et oriente´s de la meˆme manie`re, comme nous devons nous y attendre pour un e´coulement
de Poiseuille.
Pour cet e´coulement, il est e´vident que l’intersection de me´triques conduit a` une me´trique
produisant un maillage qui respecte le comportement re´el de l’e´coulement. Les me´triques
de fonctions d’adaptation se basant sur la norme de la vitesse et sur l’e´nergie interne ne
repre´sentent pas de bonnes strate´gies de calcul de me´trique selon ce que nous venons d’expo-
ser. Il s’agissait ici d’un e´coulement tre`s simple. Le prochain exemple nous permet de mettre
a` l’e´preuve notre choix de strate´gie de calcul de me´trique sur un e´coulement beaucoup plus
complexe.
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3.2.2 Cavite´ carre´e entraˆıne´e
La cavite´ carre´e entraˆıne´e est un proble`me classique dans la comparaison de me´thodes
nume´riques. C’est un e´coulement relativement complexe lorsque le nombre de Reynolds aug-
mente. Il apparaˆıt alors des zones de recirculation qui interagissent avec les zones de couche
limite. Il y aussi des changements importants de direction de l’e´coulement, et aucune des
composantes de vitesse ne peut eˆtre ne´glige´e.
La ﬁgure 3.15 pre´sente le domaine qui est simule´. Le nombre de Reynolds est ﬁxe´ a`
1600. Il s’agit d’un domaine carre´ de dimension unitaire, dont la frontie`re supe´rieure est
entraˆıne´e par une vitesse horizontale 푢 unitaire vers la droite. Les conditions aux limites sur
les autres frontie`res imposent une vitesse nulle pour le ﬂuide. Nous imposons une condition
de vitesse horizontale libre sur une petite section dans la partie supe´rieure des frontie`res
verticales gauche et droite. Cela permet premie`rement d’e´viter une singularite´ au niveau de
la vitesse 푢, mais aussi de ﬁxer naturellement le niveau de pression, puisqu’il s’agit alors d’un
e´coulement de type ouvert. Un autre aspect inte´ressant de cet e´coulement est justement la
pression, qui pre´sente deux singularite´s dans les coins supe´rieurs. Le choix de la strate´gie de
calcul de la me´trique est important dans ce genre situation ou` une des variables pre´sente une
singularite´, comme il est pre´sente´ dans ce qui suit.
Figure 3.15 Cavite´ carre´e entraˆıne´e : ge´ome´trie et conditions aux limites
Calcul de la me´trique
Contrairement a` l’e´coulement de Poiseuille, les deux composantes de vitesse ont des contri-
butions du meˆme ordre. Il est alors impossible de ne´gliger une de ces composantes lors de
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l’adaptation de maillage. La pression aussi ne peut eˆtre comple`tement ne´glige´e. Les sin-
gularite´s de pression aux coins supe´rieurs sont un facteur important dans la re´solution du
proble`me. A` titre d’exemple et de base de comparaison, nous pouvons observer un maillage
isotrope obtenu pour ce proble`me a` la ﬁgure 3.16. C’est la zone de la frontie`re supe´rieure
ou` sont majoritairement concentre´s les nœuds. Nous y observons une sorte de couche limite
le long de la partie centrale de la frontie`re, et les deux singularite´s qui agissent comme des
points d’attraction sur les nœuds du maillage. Les lignes de courant permettent de com-
prendre et de voir le mouvement ge´ne´ral du ﬂuide, les couches limites aux parois et les zones
de recirculation dans les coins infe´rieurs de la cavite´.
a) Maillage isotrope : 
     13961 noeuds 
b) lignes de courant
Figure 3.16 Cavite´ carre´e entraˆıne´e : 푅푒 = 1600
Nous voulons comparer dans cette section les maillages obtenus de trois strate´gies de
calcul de me´trique. La premie`re strate´gie consiste a` e´valuer le champ scalaire de la norme
de la vitesse aﬁn d’obtenir la me´trique modiﬁe´e de la norme des vitessesℳ퐹∗. La deuxie`me
passe par l’intersection des me´triques de vitesse pour obtenir la me´trique ℳ퐴. La dernie`re
me´trique ℳ퐵 s’obtient de l’intersection de la me´trique ℳ퐴 et de la me´trique de pression.
Me´triqueℳ퐹∗ : Les commentaires faits pour l’e´coulement de Poiseuille sur cette strate´gie
de calcul de la me´trique sont toujours aussi pertinents ici. Les conditions aux limites im-
posent une vitesse nulle aux parois et engendrent donc certains proble`mes lors du calcul de la
me´trique. De plus, la vitesse est presque nulle au centre du tourbillon principal et des deux
zones de recirculation secondaires. Le calcul de la me´trique, comme expose´ dans la section
pre´ce´dente, est donc impossible. Par contre, nous pouvons e´valuer les de´rive´es secondes du
champ scalaire de la fonction 퐹 (푥, 푦). C’est cette technique qui est utilise´e dans beaucoup de
77
travaux en adaptation de maillages anisotropes pour les e´coulements de Navier-Stokes. Nous
noterons cette strate´gie de calcul de me´trique par ℳ퐹∗ pour ne pas le confondre avec celle
expose´e a` la section pre´ce´dente.
Me´trique ℳ퐴 : Cette strate´gie ne fait intervenir que les me´triques de vitesse, ce qui nous
permettra d’e´valuer l’impact de la me´trique pression et des singularite´s sur la ge´ne´ration du
maillage. La me´trique se calcule donc comme suit :
ℳ =ℳ푢 ∩ℳ푣
Le choix de la norme de calcul de la me´trique joue aussi un roˆle important. Elle permet de
concentrer plus ou moins les nœuds dans les zones de fort gradient. Nous cherchons la norme
qui permettra d’atteindre le plus bas niveau d’erreur pour un certain nombre de nœuds. Le
tableau 3.1 montre la variation de l’estimation de l’erreur en norme e´nergie en fonction de la
norme de calcul de la me´trique. Les maillages pour ces diﬀe´rentes normes ont e´te´ construits
Norme 퐿푝 Erreur
퐿1 1.06708
퐿2 0.631293
퐿∞ 0,331406
Tableau 3.1 Erreur e´nergie selon la norme 퐿푝 de calcul de la me´trique
par le biais de me´triques calcule´es par l’intersection des me´triques ℳ푢 et ℳ푣, et chacun
des maillages obtenus compte environ 6000 nœuds. La meilleure norme pour ce proble`me, et
selon l’estimation d’erreur en norme e´nergie, est la norme 퐿∞. Cette norme concentre un peu
plus les nœuds sur les singularite´s et permet donc d’obtenir une meilleure pre´cision pour les
vitesses et en pression dans ces re´gions.
Me´trique ℳ퐵 : Cette dernie`re me´trique s’obtient de l’intersection de la me´trique ℳ퐴 et
de la me´trique pression. Il s’agit en fait du meˆme calcul de me´trique utilise´ par l’e´coulement
de Poiseuille. Nous nous basons sur les re´sultats pre´liminaires de la me´trique pour choisir
la norme de calcul de la me´trique, soit la norme 퐿∞. Cette me´trique devrait encore plus
concentrer les nœuds sur les singularite´s en pression.
Adaptations et re´sultats
Les quatre se´ries d’adaptation commencent toutes par le meˆme maillage isotrope qui
compte environ 3000 nœuds. La ﬁgure 3.18 pre´sente les quatre maillages obtenus apre`s
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quelques boucles d’adaptation. Nous pouvons premie`rement voir que les quatre maillages se
distinguent les uns des autres par la distribution des nœuds sur le domaine. Les trois premiers
maillages concentrent beaucoup moins les nœuds au centre du tourbillon principal compa-
rativement au dernier maillage. Les vitesses sont relativement petites a` cet endroit, mais
surtout leur variation est constante. Nous pouvons d’ailleurs l’observer sur les graphiques
3.17푎), 푏) qui pre´sentent les coupes des vitesses horizontale et verticale. Entre les zones de
couches limites pre`s des parois, les vitesses varient presque line´airement. Les e´le´ments n’ont
donc pas besoin d’eˆtre si concentre´s comme ils le sont pour le maillage ℳ퐹∗. Pour ce der-
nier, les e´le´ments sont meˆme e´tire´s et oriente´s vers le centre du tourbillon. Cette me´trique
concentre les nœuds au mauvais endroit et le maillage obtenu ne semble pas correspondre a`
l’e´coulement.
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Figure 3.17 Coupes de vitesses horizontales et verticales
Les maillages des me´triquesℳ퐴 etℳ퐵 semblent identiques, par contre le maillage de la
me´trique ℳ퐵 compte presque 3000 nœuds de plus que l’autre maillage. Pourtant le nombre
de nœuds 푁 demande´ est le meˆme lors du calcul des deux ou trois me´triques de base, soit
les me´triques ℳ푢, ℳ푣 et ℳ푝, qui interviennent dans le calcul des me´triques ℳ퐴 et ℳ퐵.
Cette diﬀe´rence importante du nombre de nœuds s’explique par l’intersection des me´-
triques. Premie`rement, les me´triques de base distribuent les nœuds de trois manie`res bien
diﬀe´rentes, puisqu’elles tiennent compte respectivement d’une seule variable de l’e´coulement.
Les nombres nœuds re´sultants, 푁푢, 푁푣 et 푁푝, de chacune de ces me´triques de bases sont
donc tous un peu diﬀe´rents. Deuxie`mement, l’intersection des me´triques favorise les valeurs
propres maximales 2, soit les plus petites tailles. Ainsi, le nombre de nœuds de la me´trique
obtenue de l’intersection est donc plus grand ou e´gal au nombre de nœuds de la me´trique de
base comptant le plus de nœuds, et plus petit ou e´gal au total des nombres de nœuds des
2. Voir la section 2.6 pour plus de de´tails
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a) Isotrope : 7691 noeuds
c) Anisotrope M    : 8858 noeuds
b) Anisotrope M    : 6196 noeuds
d) Anisotrope M     : 5359 noeuds
A
F*B
Figure 3.18 Maillages obtenus de diﬀe´rentes strate´gies de calcul de me´trique
trois me´triques.
max ∗(푁푢, 푁푣, 푁푝) ≤ 푁표푏푡푒푛푢 ≤ 푁푢 +푁푣 +푁푝
De plus, puisque les me´triques de´ﬁnissent des surfaces diﬀe´rentes, les zones de concentration
de nœuds sont diﬀe´rentes selon les me´triques. L’intersection tient compte de toutes ces zones
et le nombre de nœuds re´sultant est donc ge´ne´ralement plus e´leve´ que le nombre de nœuds
demande´. Plus il y a de me´triques de base, plus le nombre de nœuds re´sultant risque d’eˆtre
e´leve´. Ce nombre de nœuds re´sultant de´pend aussi beaucoup de l’e´coulement e´tudie´. Pour
un e´coulement tre`s directionnel, comme l’e´coulement de Poiseuille, les me´triques de base de
la vitesse verticale ℳ푣 et de pression ℳ푝 n’ont pratiquement aucune incidence sur l’inter-
section des me´triques, et la me´trique re´sultante n’est ni plus ni moins la me´trique de vitesse
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horizontaleℳ푢. Par conse´quent, le nombre de nœuds re´sultant est approximativement celui
de la me´trique ℳ푢. Par contre, pour un e´coulement comme celui de la cavite´ carre´e en-
traˆıne´e tel que de´ﬁni dans cette section, les trois me´triques de bases semblent avoir chacune
une incidence marque´e sur la me´trique re´sultante. Si nous nous ﬁons au nombre de nœuds
des maillages obtenus des me´triquesℳ퐴 etℳ퐵, les trois me´triques apportent sensiblement
le meˆme nombre de nœuds au maillage re´sultant, tel que re´sume´ dans le tableau qui suit.
Nombre de nœuds demande´ 푁 = 3000
Nombre de nœuds maillage ℳ퐴 푁퐴 ≈ 6000+
Nombre de nœuds maillage ℳ퐵 푁퐵 ≈ 9000−
Estimation du nombre de nœuds de ℳ푢 푁푢 ≈ 3000+
Estimation du nombre de nœuds de ℳ푣 푁푣 ≈ 3000
Estimation du nombre de nœuds de ℳ푝 푁푝 ≈ 3000−
Tableau 3.2 Estimation de la contribution des me´triques au nombre total de nœuds du
maillage
Nous basons ces estimations sur l’analyse de l’e´coulement et des maillages. Si nous ob-
servons attentivement les maillages 푏) et 푐) de la ﬁgure 3.18 en omettant les zones des deux
singularite´s, ils sont pratiquement identiques en terme de distribution et de concentration
de nœuds, ainsi qu’en termes d’e´tirement et d’orientation des e´le´ments. De plus, la pression
est relativement constante et re´gulie`re sur le domaine, sauf au niveau des deux singularite´s,
comme nous pouvons l’observer a` la ﬁgure 3.19푐). Les vitesses varient beaucoup plus et
pre´sentent plusieurs zones de couches limites. Donc, la me´trique pression concentre la ma-
jorite´ des nœuds sur les deux singularite´s, et le reste du domaine est pris en charge par les
me´triques de vitesses. C’est pour cette raison que les deux maillages semblent identiques.
Pression
-58.2 -33.0 -7.83  17.3  42.5  67.7
Vitesse U
-0.35 -0.06  0.22  0.51  0.81 1.09
Vitesse V
-0.61 -0.41 -0.22 -0.03  0.15  0.34
a) b) c)
Figure 3.19 Cavite´ carre´e : vitesse U, vitesse V et pression P
Par contre si nous observons le gros plan fait sur une des singularite´s nous pouvons y
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voir une diﬀe´rence, comme le montre la ﬁgure 3.20 qui pre´sente les deux maillages agrandis
environ 4000 fois. Sans surprise, le maillage obtenu de la me´trique ℳ퐵 concentre beaucoup
plus les nœuds au niveau des singularite´s de pression. Sur ce dernier maillage, nous observons
une densite´ de nœuds beaucoup plus e´leve´e au niveau du noyau de la singularite´.
b) Métrique    M    Ba) Métrique    M    A
Figure 3.20 Gros plan des maillages sur la singularite´ de pression a` droite du domaine
D’autre part, la ﬁgure 3.21 pre´sente l’e´volution des valeurs limites de la solution de pres-
sion par rapport au nombre de nœuds du maillage. Les valeurs limites des maillages de la
me´triqueℳ퐵 sont constantes d’un maillage a` l’autre. Pourtant, nous devrions nous attendre
a` ce que ces valeurs limites ne cessent d’augmenter (diminuer) vers une valeur inﬁnie, comme
c’est le cas pour les maillages de la me´trique ℳ퐴. Or la me´trique pression impose une taille
d’e´le´ment autour des singularite´s sous la limite de pre´cision du mailleur. Le mailleur e´tant
en simple pre´cision, il limite ainsi la taille minimale des e´le´ments pouvant eˆtre ge´ne´re´s.
Finalement, si nous examinons l’e´volution de l’erreur en fonction du nombre de nœuds
sur le graphique 3.22, nous voyons a` quel point le maillage obtenu de la me´trique ℳ퐹∗ ne
performe pas aussi bien que les autres. L’erreur sur ce maillage est meˆme supe´rieure a` celle
du maillage isotrope. Cette strate´gie de calcul de la me´trique s’ave`re donc un tre`s mauvais
choix, et ne devrait pas eˆtre utilise´e. Les maillages des deux me´triques intersection oﬀrent des
performances similaires. Toutefois, la me´triqueℳ퐴 est le´ge`rement meilleure et oﬀre l’erreur
la plus basse des quatre types de maillages. En comparaison avec le maillage isotrope, le
maillage anisotropeℳ퐴 permet d’obtenir le meˆme niveau d’erreur avec environ 4 fois moins
de nœuds. C’est un tre`s bon ratio compte tenu du caracte`re de l’e´coulement qui n’est pas
particulie`rement anisotrope.
Les deux strate´gies sont pour ainsi dire e´quivalentes ; la premie`re permet d’obtenir une
meilleure pre´cision sur les vitesses tout en exhibant une tre`s bonne de´ﬁnition de la pression
en ge´ne´ral, tandis que la deuxie`me permet d’obtenir une meilleure pre´cision en pression,
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Figure 3.21 Valeurs limites de pression
surtout pour les variations extreˆmes de pression, tout en garantissant une bonne de´ﬁnition
du champ de vitesse. Si le crite`re principal de se´lection est l’estimation d’erreur en norme
e´nergie, le meilleur choix de strate´gie de calcul de me´trique pour ce type d’e´coulement s’ave`re
donc la me´triqueℳ퐴. La me´triqueℳ퐵 n’est pas un mauvais choix pour autant, puisqu’elle
performe presque aussi bien que la me´trique ℳ퐴. Nous recommandons son utilisation pour
des e´coulements ayant de fortes variations de pression et exigeant une tre`s bonne pre´cision
en pression.
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Figure 3.22 Cavite´ carre´e entraˆıne´e : erreur en fonction du nombre de nœuds
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3.3 E´coulement axisyme´trique
Dans cette section nous introduisons l’adaptation de maillages anisotropes pour les e´cou-
lements axisyme´triques en re´gime stationnaire mode´lise´s par les e´quations de Navier-Stokes.
Nous exposons dans un premier temps les quelques diﬀe´rences entre l’adaptation de maillages
pour les e´coulements 2D et les e´coulements axisyme´triques. Nous pre´sentons par la suite une
se´rie de simulations qui e´tudie l’e´coulement du sang dans un tube ayant les caracte´ristiques
typiques de diﬀe´rents e´quipements me´dicaux. Ces simulations permettent d’e´valuer et de
pre´dire les dommages cause´s aux globules rouges du sang par ces e´quipements.
3.3.1 Rappels
Rappelons dans un premier temps quelques notions sur les e´coulements axisyme´triques.
Ce sont des e´coulements en 3 dimensions qui sont syme´triques par rapport a` un axe de
rotation de´ﬁnissant le centre du domaine. Ils sont de´ﬁnis en coordonne´es cylindriques 푟, 푧, 휃.
La ge´ome´trie, les conditions limites et l’e´coulement sont tous inde´pendants de l’angle 휃.
Ainsi, toutes les de´rive´es angulaires ∂
∂휃
ainsi que la vitesse angulaire 푢휃 sont nulles pour
ce type d’e´coulement. Le proble`me tridimensionnel de´ﬁni sur (푟, 푧, 휃) se re´duit donc a` un
proble`me bidimensionnel sur (푟, 푧).
E´quations de Navier-Stokes
Pour un e´coulement axisyme´trique stationnaire de ﬂuide newtonien, les e´quations de
Navier-Stokes s’e´crivent comme suit :
∂푢푧
∂푧
+
1
푟
∂(푟 푢푟)
∂푟
= 0
휌
(
푢푟
∂푢푟
∂푟
+ 푢푧
∂푢푟
∂푧
)
= −∂푝
∂푟
+ 휇
(
1
푟
∂
∂푟
(
푟
∂푢푟
∂푟
)
+
∂2푢푟
∂푧2
− 푢푟
푟2
)
휌
(
푢푟
∂푢푧
∂푟
+ 푢푧
∂푢푧
∂푧
)
= −∂푝
∂푧
+ 휇
(
1
푟
∂
∂푟
(
푟
∂푢푧
∂푟
)
+
∂2푢푧
∂푧2
) (3.14)
Domaine et maillage
L’e´coulement est de´ﬁni selon les coordonne´es cylindriques (푟, 푧, 휃). Le domaine de calcul
est par contre de´ﬁni sur le plan r-z, puisque la composante en 휃 est nulle. La discre´tisation
du domaine s’eﬀectue donc de la meˆme manie`re que pour un domaine bidimensionnel normal.
Le maillage est ainsi forme´ d’e´le´ments triangulaires dans le plan r-z. Cependant, le domaine,
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malgre´ qu’il soit de´ﬁni en deux dimensions, s’exprime en unite´s de volume :
푑Ω = 푟 푑푟 푑푧
La composante 푟 a une incidence dans l’e´valuation des inte´grales sur le domaine qui ap-
paraissent dans les diﬀe´rents calculs lors de la simulation et de l’adaptation de maillage.
z
θ
r
r
z
a)
b)
Figure 3.23 E´coulement axisyme´trique : coordonne´es cylindriques, domaine et maillage
Estimation de l’erreur d’interpolation
Nous utilisons la norme e´nergie pour l’estimation de l’erreur d’interpolation de la solution.
Elle est de´ﬁnie comme suit :
∥풖∥2퐸 =
∫
Ω
2휇2
(
2
(
∂푢푟
∂푟
)2
+ 2
(푢푟
푟
)2
+ 2
(
∂푢푧
∂푧
)2
+
(
∂푢푟
∂푧
+
∂푢푧
∂푟
)2)
푑Ω
ou` 푑Ω = 2휋푟 푑푧 푑푟 푑휃
(3.15)
L’estimation d’erreur tient donc compte de la position de l’e´le´ment par rapport a` l’axe de
re´volution. Plus un e´le´ment est e´loigne´ de l’axe, plus la contribution de son erreur locale a`
l’erreur globale est importante. Cette contribution est proportionnelle au volume de l’anneau
ge´ne´re´ par la re´volution de l’e´le´ment autour de l’axe, tel qu’illustre´ a` la ﬁgure 3.23푏).
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3.3.2 Adaptation de maillages anisotropes
Le calcul de la me´trique se fait globalement selon le meˆme algorithme que celui pre´sente´
a` la ﬁgure 2.11. Cependant, lors du calcul de la me´trique, a` plusieurs endroits nous calculons
une inte´grale sur le domaine 푑Ω. Nous examinons l’impact de la composante 푟 dans le calcul
de la me´trique optimale et lors de la reconstruction des de´rive´es secondes.
Me´trique optimale
L’expression de la me´trique optimale est de´ﬁnie par l’e´quation 2.61 :
ℳ표푝푡(푟, 푧) = 퐷퐿푝 det(∣퐻푢(푟, 푧)∣)
−1
2(푝+1) ∣퐻푢(푟, 푧)∣
ou` le terme 퐷퐿푝 s’exprime comme suit :
퐷퐿푝 =
푁∫
Ω
det(∣퐻푢(푟, 푧)∣)
푝
2(푝+1) 푟 푑푧 푑푟
(3.16)
Ce terme est une constante qui agit sur l’ensemble des me´triques du domaine. L’ajout de la
composante 푟 dans l’inte´grale vient seulement changer la valeur ﬁnale du 퐷퐿푝 , et a donc la
meˆme inﬂuence que le nombre de nœuds 푁 dans l’e´quation. Elle agit sur le nombre de nœuds
re´sultant du maillage adapte´, et non pas sur la distribution ou la concentration des nœuds,
ou sur l’orientation des e´le´ments ou sur leur e´tirement. Pour ces raisons nous conside´rons que
cette composante a` un impact minime sur la me´trique et l’omettons donc dans l’e´valuation
de l’inte´grale lors du calcul du 퐷퐿푝 .
Reconstruction des de´rive´es secondes
Pour la reconstruction des de´rive´es secondes ne´cessaires au calcul du Hessien, nous avons
opte´ pour la formulation inte´grale du syste`me d’e´quations 2.67. Ce syste`me s’e´crit comme
suit pour un proble`me axisyme´trique :[∫
Ω푝
푷푷 푇푑Ω
]
풄 =
{∫
Ω푝
푷푄ℎ푑Ω
}
(3.17)
ou` 푑Ω = 푟푑푟푑푧. Toutefois, nous n’avons pas utilise´ cette expression du domaine e´le´mentaire.
Tout comme pour le calcul de la me´trique nous omettons la composante 푟 dans les inte´grales
du syste`me d’e´quations et le domaine e´le´mentaire est donc de´crit par 푑Ω = 푑푟푑푧. C’est un
choix arbitraire base´ sur la dimension du maillage qui est un maillage 2D. Les de´rive´es ainsi
obtenues expriment la courbure de la surface de la solution 2D dans le plan r-z. Le maillage
ge´ne´re´ a` l’aide de la me´trique associe´e a` ces de´rive´es s’ajuste donc a` cette surface.
87
3.3.3 Simulation
Nous e´tudions dans cette section l’e´coulement axisyme´trique dans un embout qui a des
caracte´ristiques communes aux e´quipements me´dicaux dans lesquelles circule du sang, tels
des cathe´ters, canules, seringues, aiguilles hypodermiques, etc. L’e´coulement dans cet embout
est caracte´rise´ par des acce´le´rations, de´ce´le´rations et variations de contrainte de cisaillement
et de vitesse du ﬂuide, qui contribuent toutes a` la destruction des globules rouges dans le
sang (he´molyse). Le but d’une telle simulation est donc d’estimer et de pre´dire les dommages
cause´s au sang par ces e´quipements me´dicaux de`s les premie`res e´tapes de design. Le niveau
de destruction de globules rouges est estime´ par l’indice relatif d’he´molyse (Relative Index of
Hemolysis (RIH)). Nous avons utilise´ un mode`le d’he´molyse [23][19] base´ sur l’e´valuation des
contraintes de cisaillement induites dans le sang. Ce mode`le permet de remplacer l’e´valuation
des dommages faits au sang par l’inte´gration volumique sur le domaine d’une fonction dom-
mage. Le mode`le est bien adapte´ aux maillages non structure´s et aux e´coulements pre´sentant
des zones de recirculation.
5.67125
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étranglement
36.00
10º
28.00
R 0.50 R 1.50R 1.50
R 0.05
cône
Expansion
soudaine
Figure 3.24 Dimensions de l’embout
Description du domaine et de l’e´coulement
L’embout est compose´ de tubes de diﬀe´rents diame`tres et connecte´ a` un coˆne et une ex-
pansion soudaine. Le mode`le adimensionnel de l’embout est pre´sente´ a` la ﬁgure 3.24. Nous
modiﬁons l’embout en incorporant un conge´ dont le rayon est de 0.05 de manie`re a` e´liminer
l’areˆte vive de l’expansion soudaine. Ce conge´ e´limine la singularite´ en pression et cisaillement
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qui serait apparue si nous avions conserve´ l’embout original. Nous e´tudions deux conﬁgura-
tions qui de´pendent de la direction de l’e´coulement.
Les deux conﬁgurations sont e´tudie´es pour cinq nombres de Reynolds (500, 2000, 3500,
5000 et 6500) base´s sur le diame`tre de l’e´tranglement (le plus petit diame`tre), la vitesse
moyenne dans l’e´tranglement, la densite´ et la viscosite´ dynamique du sang. Les proprie´te´s
moyennes du sang humain sont les suivantes :
– Densite´ : 1056푘푔/푚3
– Viscosite´ dynamique : 0.0035푁푠/푚2
Expansion soudaine : La premie`re conﬁguration est note´e SE en re´fe´rence a` l’expansion
soudaine (sudden expansion) qui la caracte´rise. Cette expansion soudaine se situe a` la sortie
de l’e´tranglement. La ﬂe`che indique le sens de l’e´coulement.
SortieEntrée
Figure 3.25 Conﬁguration expansion soudaine (SE)
Diﬀuseur conique : La deuxie`me conﬁguration est note´ CD en re´fe´rence au diﬀuseur
conique (conical diﬀuser).
EntréeSortie
Figure 3.26 Conﬁguration diﬀuseur conique (CD)
Conditions limites : Nous imposons une vitesse nulle aux parois exte´rieures de l’embout
(푢 = 푣 = 0). A` l’entre´e nous imposons un proﬁl de vitesse comple`tement de´veloppe´. Ce proﬁl
de vitesse parabolique s’exprime comme suit :
푢(푟) = 훼
2
9
(
1− 푟
2
푅2
)
(3.18)
ou` 푅 est le rayon du tube a` l’entre´e et 푎푙푝ℎ푎 prend une valeur de ±1 en fonction de la
direction de l’e´coulement (훼 = 1 pour la conﬁguration SE et 훼 = −1 pour la conﬁguration
CD). Selon notre formulation variationnelle, les conditions a` la sortie impliquent que nous
imposons une force de traction nulle sur le ﬂuide selon la direction axiale.
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Adaptation de maillage
Nous choisissons la strate´gie de calcul de la me´trique selon les conclusions obtenues pour
les e´coulements e´tudie´s a` la section 3.2. Le calcul du RIH ne´cessite un champ de vitesse le
plus pre´cis possible, or selon les re´sultats obtenus pour la cavite´ carre´e la me´trique obtenue
de l’intersection des me´triques de vitesse permet d’obtenir le meilleur champ de vitesse.
L’intersection des me´triques de vitesse s’ave`re donc la strate´gie la plus eﬃcace dans cette
perspective.
ℳ =ℳ푢푟 ∩ℳ푢푧 (3.19)
Norme de calcul de la me´trique Pour ce qui est de la norme de calcul de la me´trique,
toutes les simulations pre´ce´dentes ont de´voile´ le meˆme comportement. L’estimation de l’erreur
en norme e´nergie est toujours plus faible lorsque nous utilisons la norme 퐿∞ pour le calcul de
la me´trique. Donc nous utilisons cette norme pour le calcul des me´triques dans les simulations
qui suivent.
Strate´gie d’adaptation Nous voulons re´aliser une e´tude de convergence de l’erreur en
fonction de la conﬁguration de l’e´coulement et du nombre de Reynolds. Nous amorc¸ons
chaque se´rie d’adaptation de maillage avec le meˆme maillage de de´part. Pour chaque nombre
de noeuds cible, nous re´alisons quatre fois la boucle d’adaptation de la ﬁgure 1.1. Ensuite,
le nombre de noeuds cible est double´. Le tableau 3.3 pre´sente les nombres de noeuds cible
utilise´s pour les simulations.
Nombre de nœuds 푁
5000
10000
20000
40000
80000
Tableau 3.3 Nombre de nœuds cibles 푁
Re´sultats
Les e´coulements en conﬁguration SE et CD sont bien diﬀe´rents. Pour la premie`re conﬁgu-
ration, le ﬂuide subit une acce´le´ration graduelle due au coˆne menant a` l’e´tranglement, comme
le montre la ﬁgure 3.25. Nous observons une baisse de pression constante dans la partie co-
nique et l’e´tranglement. Une couche limite se de´veloppe dans l’e´tranglement et se transforme
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en jet a` la sortie de l’expansion soudaine. L’e´coulement est alors se´pare´ en deux re´gimes ; un
jet au centre du cylindre et une zone de recirculation qui l’entoure. Le jet est caracte´rise´ par
une vitesse longitudinale 푢푧 pratiquement constante dans la direction 푧 jusqu’a` la sortie de
l’embout.
L’e´coulement du diﬀuseur conique subit plutoˆt une acce´le´ration tre`s rapide pre`s de l’entre´e
de l’e´tranglement au niveau de la contraction soudaine, comme le montre la ﬁgure 3.26. La
pression diminue radicalement au meˆme endroit pour ensuite diminuer graduellement dans
l’e´tranglement. Il s’y de´veloppe une couche limite qui se transforme aussi en jet a` la sortie de
l’e´tranglement. Nous observons le meˆme genre de recirculation au niveau du diﬀuseur conique
jusqu’a` la sortie.
Les maillages obtenus pour ces e´coulements sont donc tre`s diﬀe´rents. Nous concentrons
notre analyse des maillages et de l’e´coulement sur la zone centrale de l’embout, soit la partie
conique, l’e´tranglement et l’expansion (contraction) soudaine, puisque c’est dans ces zones
que l’e´coulement connaˆıt le plus de variations.
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a) Vitesse longitudinale
b) Vitesse radiale
c) Pression
U
-0.084967 0.059096 0.20316 0.34722 0.49129 0.63535 0.77941 0.92347 1.0675 1.2116
V
-0.13331 -0.11885 -0.10439 -0.089933 -0.075476 -0.061019 -0.046562 -0.032105 -0.017648 -0.0031905
P
-0.015242 0.073935 0.16311 0.25229 0.34146 0.43064 0.51982 0.60899 0.69817 0.78735
Figure 3.27 Expansion soudaine : Iso-lignes vitesse et pression de la zone centrale, 푅푒 = 3500
U
-1.3433 -1.1985 -1.0537 -0.90894 -0.76416 -0.61937 -0.47458 -0.3298 -0.18501 -0.040226
V
-1.0359 -0.92827 -0.82064 -0.713 -0.60537 -0.49773 -0.3901 -0.28246 -0.17483 -0.067194
P
-0.29161 -0.17603 -0.060452 0.055127 0.17071 0.28628 0.40186 0.51744 0.63302 0.7486
a) Vitesse longitudinale
b) Vitesse radiale
c) Pression
Figure 3.28 Diﬀuseur conique : Iso-lignes vitesse et pression de la zone centrale, 푅푒 = 3500
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Diﬀuseur conique : La ﬁgure 3.29 montre les zones du maillage qui nous inte´ressent pour
la conﬁguration CD. Nous comparons trois maillages obtenus pour diﬀe´rents nombres de
Reynolds. L’intensite´ du jet, l’e´paisseur de la couche limite et la zone de recirculation sont
toutes inﬂuence´es par l’augmentation du nombre de Reynolds. La ﬁgure 3.30 montre un gros
plan du maillage de la zone centrale (zone a). Nous y voyons tre`s bien la diﬀe´rence d’e´paisseur
de la couche limite dans l’e´tranglement selon la vitesse de l’e´coulement. Plus le nombre de
Reynolds est e´leve´ plus la couche limite s’amincit. La vitesse 푢푧 varie de fac¸on importante
sur une plus petite distance (e´paisseur), ce qui augmente la densite´ de nœuds pre`s de la paroi
et la diminue autour de l’axe.
a
b c
Figure 3.29 Diﬀuseur conique : de´coupe des zones de maillage
a) Re = 500
b) Re = 3500
c) Re = 6500
Figure 3.30 Diﬀuseur conique : maillages de la zone centrale 푎
La ﬁgure 3.31 montre un gros plan du maillage de la partie du diﬀuseur conique (zone b).
Nous pouvons y appre´cier l’e´tirement des e´le´ments dans la couche limite et le jet. Il y a une
zone entre le jet et la recirculation (푟 ≈ 0.42) ou` la densite´ du maillage diminue. La ﬁgure
3.32푎) montre une coupe des vitesses longitudinales 푢푧 et radiales 푢푟 exactement a` la ﬁn
du diﬀuseur conique pour un nombre de Reynolds de 3500. La vitesse radiale est constante
tandis que le proﬁl de vitesse longitudinale pre´sente deux plateaux de vitesse se´pare´s par
une zone de transition. La coupe des de´rive´es premie`res de la vitesse longitudinale atteint
un maximum vers 푟 = 0.42. A` cet endroit les de´rive´es secondes sont donc nulles (ou tre`s
petites), ce qui me`ne a` une densite´ plus faible du maillage. Finalement, apre`s la sortie de
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l’e´tranglement l’e´tirement du maillage pre`s de l’axe semble augmenter ce qui traduit une
vitesse longitudinale presque constante dans le jet.
a) Re = 500
b) Re = 3500
c) Re = 6500
Ligne de coupe (Figure 3.32)
Figure 3.31 Diﬀuseur conique : maillages du diﬀuseur conique
Le maillage a` l’entre´e de l’e´tranglement (zone c) est montre´ a` la ﬁgure 3.33. Le maillage
de´voile une couche limite secondaire sur la paroi verticale, et qui est en fait le de´but de
la couche limite principale dans l’e´tranglement. Nous pouvons aussi observer une zone de
recirculation pre`s de l’entre´e sur la paroi de l’e´tranglement. La couche limite de´colle de la
paroi en contournant le conge´ et recolle a` la paroi un peu plus loin dans l’e´tranglement. Sur
les images 푎) et 푏) le point de recollement se trouve dans la zone du maillage moins dense sur
la paroi supe´rieure. Ce de´collement entraˆıne une recirculation secondaire dont la longueur
augmente et dont l’e´paisseur diminue lorsque le nombre de Reynolds augmente.
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Figure 3.32 Coupes radiales exactement a` la ﬁn du diﬀuseur conique (푥 = −15.7)
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a) Re = 500
b) Re = 3500
c) Re = 6500
Figure 3.33 Diﬀuseur conique : maillages a` l’entre´e de l’e´tranglement
96
Expansion soudaine : La ﬁgure 3.34 pre´sente une de´coupe un peu diﬀe´rente de la section
centrale pour la conﬁguration SE. Nous comparons ici trois maillages obtenus pour diﬀe´rents
nombres de Reynolds. La ﬁgure 3.35 pre´sente la section centrale (zone a) des maillages
obtenus. Les maillages pre´sentent des caracte´ristiques et une allure ge´ne´rale similaires aux
maillages de la conﬁguration pre´ce´dente. La couche limite, le jet et la zone de recirculation
sont inﬂuence´s par le nombre de Reynolds de l’e´coulement. Nous y voyons tre`s bien la dimi-
nution de l’e´paisseur de la couche limite qui de´bute cette fois-ci dans la partie conique et se
termine a` la sortie de l’e´tranglement.
a
b c
Figure 3.34 Expansion soudaine : de´coupe des zones de maillage
a) Re = 500
b) Re = 3500
c) Re = 6500
Figure 3.35 Expansion soudaine : maillages de la zone centrale
Le maillage a` l’entre´e de l’e´tranglement (zone b) est pre´sente´ a` la ﬁgure 3.36. La diﬀe´rence
majeure par rapport a` la conﬁguration pre´ce´dente est l’absence de recirculation secondaire
au niveau de l’entre´e de l’e´tranglement pour un nombre de Reynolds faible. La recirculation
est toutefois pre´sente pour les 푅푒 plus e´leve´s, mais est beaucoup moins importante, puisque
la transition est beaucoup plus douce. Toute la zone conique en dehors de la couche limite
pre´sente un maillage isotrope qui traduit une variation des vitesses dans les deux directions.
Nous pouvons d’ailleurs l’observer sur la ﬁgure 3.27 ou` la vitesse 푢푧 subit une transition et
acce´le`re dans la direction longitudinale dans la partie conique et l’e´tranglement. Tandis que
la vitesse 푢푟 varie dans les deux directions dans la partie conique.
La ﬁgure 3.37 montre en gros plan la sortie de l’e´tranglement (zone c) ou` nous observons
le jet. Ce dernier se comporte sensiblement de la meˆme manie`re que pour la conﬁguration
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a) Re = 500
b) Re = 3500
c) Re = 6500
Figure 3.36 Expansion soudaine : maillages a` l’entre´e de l’e´tranglement
pre´ce´dente. La pre´sence d’une ligne de maillage moins dense entre le jet et la recirculation
principale s’explique de la meˆme manie`re que pour le phe´nome`ne similaire observe´ pour la
conﬁguration CD. Les de´rive´es secondes sur cette ligne sont presque nulles, ce qui a pour
eﬀet de diminuer la densite´ du maillage a` cet endroit. Finalement, l’e´tirement du maillage
augmente pre`s de l’axe, ce qui traduit ici aussi une vitesse longitudinale constante dans la
direction longitudinale.
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a) Re = 500
b) Re = 3500
c) Re = 6500
Figure 3.37 Expansion soudaine : maillages a` la sortie de l’e´tranglement
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Convergence des solutions : La ﬁgure 3.38 pre´sente les courbes de convergence des
solutions obtenues pour les conﬁgurations CD et SE et selon diﬀe´rents nombres de Reynolds.
L’ordonne´e correspond a` l’estimation de l’erreur en norme e´nergie et l’abscisse a` la taille
caracte´ristique du maillage (ℎ). Pour les maillages non structure´s Akin [1] propose la taille
caracte´ristique suivante :
ℎ =
1
푁
1
푑
(3.20)
ou` 푁 est le nombre de noeuds du maillage et 푑 la dimension de calcul (푑 = 2 en 2 dimensions).
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Figure 3.38 Convergence de l’erreur
Nous pouvons donc observer sur cette ﬁgure le comportement presque asymptotique de
l’erreur par rapport a` la taille caracte´ristique, et ce, meˆme pour les maillages comportant
moins de noeuds. Ce bon comportement s’explique par la double adaptation du maillage que
nous avons utilise´e. Rappelons que l’adaptation se fait en deux e´tapes. La premie`re consiste a`
obtenir, pour un certain nombre de noeuds cible, un maillage se rapprochant de l’e´tat optimal
par une suite de quatre adaptations. La deuxie`me e´tape consiste seulement a` augmenter le
nombre de noeuds cible aﬁn d’augmenter globalement la ﬁnesse du maillage. Les courbes de
la ﬁgure 3.38 pre´sentent l’erreur des solutions calcule´es sur des maillages qui sont presque
optimaux, soit les maillages obtenus apre`s la premie`re e´tape d’adaptation. Il est donc normal
d’observer un tel comportement de l’erreur face a` la diminution de la taille caracte´ristique.
Le tableau 3.4 re´sume pour les diﬀe´rentes courbes les pentes 푚 obtenues par re´gression
line´aire. Nous pre´sentons dans ce meˆme tableau les coeﬃcients 푅2 de corre´lation de de´pen-
dance line´aire entre les deux variables, soit le logarithme de l’erreur et le logarithme de la
taille moyenne. Ce coeﬃcient est une indication du degre´ de conﬁance de la relation line´aire
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Nombre 푅푒 푚 SE 푅2 SE 푚 CD 푅2 CD
500 0.85474 0,99935 0.97228 0.99971
200 0.87570 0,99848 0.98384 0.99956
3500 0.91098 0,99848 0.96829 0.99986
5000 0.91803 0,99913 0.98466 0.99907
6500 0.95464 0,99976 0.97483 0.99929
Tableau 3.4 Pentes des courbes de convergence et degre´ de conﬁance
entre les deux variables. Un coeﬃcient de 1 indique que cette relation de´crit parfaitement le
comportement d’une variable en fonction de l’autre. Les coeﬃcients qui sont pre´sente´s sont
tre`s pre`s de 1 ce qui nous indique que la pente de ces courbes de´crit presque parfaitement la
relation entre les variables en jeu.
Selon les graphiques, les courbes de la conﬁguration CD semblent tre`s pre`s de la droite
asymptotique, peu importe le nombre de Reynolds. Les valeurs des pentes et des coeﬃcients
de corre´lation conﬁrment pour cette conﬁguration que les courbes ont pratiquement atteint
le taux de convergence asymptotique.
La conﬁguration SE pre´sente des courbes ayant un comportement moins asymptotique.
Elles semblent eˆtre soumises a` une zone de transition de`s le de´but de la courbe qui leur
donne une forme de 푧 tre`s allonge´. Plus le nombre de Reynolds est e´leve´, plus le maillage doit
compter de noeuds aﬁn d’atteindre la zone asymptotique de la courbe. Nous sommes ainsi en
mesure de comprendre pourquoi les valeurs de pente du tableau 3.4 sont moins bonnes pour
cette conﬁguration. Les pentes augmentent et se rapprochent de la valeur the´orique lorsque le
nombre de Reynolds augmente, contrairement a` la conﬁguration CD qui pre´sente des pentes
plus stables. Ce comportement s’explique principalement par l’inﬂuence de la discontinuite´
cause´e par l’areˆte vive de la transition du convergent conique a` l’entre´e de l’e´tranglement.
Nous n’avons pas e´limine´ cette discontinuite´ en ajoutant un conge´, contrairement a` celle de
l’expansion soudaine. Cette discontinuite´ inﬂuence beaucoup plus la solution en conﬁguration
SE, puisque le ﬂuide doit alors contourner l’areˆte vive. Tandis que pour la conﬁguration CD,
le ﬂuide glisse sur la discontinuite´, puisque sa vitesse longitudinale a` cet endroit est tre`s
e´leve´e.
Toutefois, le taux de convergence moins bon de la conﬁguration SE n’exprime pas un
manque d’adaptation ou une mauvaise adaptation des maillages. Il s’agit plutoˆt d’une mau-
vaise de´ﬁnition du domaine. En ajoutant un conge´ au bon endroit, les courbes auraient tre`s
certainement un comportement aussi bon que celui observe´ pour la conﬁguration CD.
Le choix d’adapter le maillage par l’intersection des me´triques de vitesse semble une bonne
strate´gie. Les solutions de vitesse sont tre`s bien de´ﬁnies sur tout le domaine et les niveaux
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d’erreur obtenus sont excellents. Cependant, nous pouvons remarquer sur la ﬁgure 3.28푐) des
oscillations des isopressions en conﬁguration CD dans la partie conique. Ces oscillations sont
directement relie´es au maillage anisotrope tre`s allonge´ a` cet endroit. Le maillage n’est pas
adapte´ en pression et ne permet possiblement pas une bonne de´ﬁnition de la pression sur tout
le domaine. Il serait donc ne´cessaire d’introduire la pression dans le calcul de la me´trique
d’adaptation par l’intersection de la me´trique de pression avec celle de l’intersection des
vitesses.
Indice relatif d’he´molyse : Le graphique qui suit montre l’indice relatif d’he´molyse (RIH)
en fonction du nombre de Reynolds pour les conﬁgurations SE et CD. Nous y voyons aussi
les courbes de re´gression de loi de puissance qui mettent de l’avant la forte corre´lation qui
existe entre le RIH et le nombre de Reynolds de l’e´coulement. Les coeﬃcients de corre´lation
푅2 pour les deux conﬁgurations te´moignent du niveau de ﬁde´lite´ de ces corre´lations de loi
de puissance. Le sens de l’e´coulement a une certaine inﬂuence sur le niveau de dommage
fait au sang, puisque les corre´lations ne sont pas les meˆmes pour les deux conﬁgurations.
Cependant, puisqu’il s’agit ici d’un indice relatif calcule´ par rapport a` l’indice d’he´molyse a`
Reynolds = 3500 pour chacune des conﬁgurations, il est donc diﬃcile de comparer les deux
conﬁgurations. Toutefois, nous pouvons aﬃrmer que la conﬁguration CD semble plus sensible
a` l’augmentation du nombre de Reynolds.
Conical Diffuser
RIH = 6E-09 Re2.3179
R2 = 0.9999
Sudden Expansion
RIH = 3E-08 Re2.1189
R2 = 0.9996
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Figure 3.39 Indice relatif d’he´molyse en fonction du nombre de Reynolds
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3.4 Structures lagrangiennes cohe´rentes
Le comportement d’un ﬂuide dans un e´coulement stationnaire en 2D est de´voile´ par les
lignes de courants qui permettent d’identiﬁer facilement les zones de recirculation et les zones
d’e´coulement libre. L’analyse des e´coulements instationnaires et/ou 3D est plus complexe.
Il n’existe que peu d’outils permettant l’analyse des re´gions de recirculation, de de´collement
et de recollement de ce type d’e´coulement. Les structures lagrangiennes cohe´rentes (SLC)
permettent de se´parer les re´gions de l’e´coulement qui ont des dynamiques diﬀe´rentes et qui
ne se me´langent pas. Les SLC sont des lignes de trajectoire instantane´es qui agissent comme
barrie`res mate´rielles dans le ﬂuide, ce qui permet de de´limiter les zones caracte´risant le com-
portement de l’e´coulement. Certaines me´thodes d’analyse des me´canismes d’un e´coulement
s’appuient ainsi sur l’identiﬁcation des SLC.
Cette section se divise en trois parties principales. La premie`re permet d’exposer une
me´thode d’identiﬁcation des SLC. Elle se base sur les exposants de Lyapunov et a e´te´ intro-
duite par Haller dans [25][26], et reprise plus re´cemment dans [50][51] aﬁn d’e´tudier les struc-
tures dominantes dans un e´coulement. Cette premie`re partie est ne´cessaire a` la compre´hension
et permet d’introduire les contributions que nous apportons. Dans la seconde partie, nous
introduisons l’adaptation de grilles d’interpolation anisotropes. La me´thode d’identiﬁcation
des SLC utilise des grilles d’interpolations carte´siennes ou structure´es. Elles pre´sentent cer-
tains avantages en termes de rapidite´ de calcul, mais sont limite´es en pre´cision ce qui re´duit la
qualite´ des SLC extraites. Les grilles anisotropes non structure´es utilisent conside´rablement
moins de noeuds tout en augmentant la pre´cision et la qualite´ des SLC extraites. Nous ap-
portons de plus quelques modiﬁcations et ame´liorations a` la me´thode d’identiﬁcation, dont
une approche d’e´valuation plus directe des exposants de Lyapunov. Finalement, la troisie`me
partie nous permet de montrer l’eﬃcacite´ des grilles d’interpolation anisotropes a` partir d’un
champ de vitesse analytique.
3.4.1 Me´thode d’identiﬁcation des SLC
Aﬁn d’identiﬁer les SLC, nous faisons appel aux exposants de Lyapunov. En dynamique
des syste`mes, les exposants de Lyapunov permettent de quantiﬁer le comportement asymp-
totique de la distance se´parant deux particules initialement adjacentes. En me´canique des
ﬂuides, ou` les domaines de travail sont ﬁnis, nous utilisons une approche dite de Finite-Time
Lyapunov Exponent (FTLE), ou` nous calculons les exposants de Lyapunov sur un temps ﬁni.
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Exposant de Lyapunov - FTLE
Un syste`me dynamique peut eˆtre sensible aux petites perturbations de ses conditions
initiales, perturbations qui avec le temps peuvent devenir plus importantes. L’exposant de
Lyapunov mesure la sensibilite´ d’un syste`me dynamique, c’est-a`-dire la vitesse a` laquelle
les petites perturbations s’ampliﬁent. Lorsque cet exposant est positif, le syste`me est par-
ticulie`rement sensible aux petites variations de ses conditions initiales. S’il est ne´gatif, les
variations de ses conditions initiales n’ont pas d’inﬂuence sur le syste`me et les perturbations
sont amorties.
Prenons un champ de vitesse 풖(풙, 푡) d’un e´coulement. La fonction 풙(푡) de´crit la position
d’une particule dans l’e´coulement en fonction du temps et s’obtient en re´solvant les e´quations
aux de´rive´es ordinaires suivantes :
풙˙(푡) = 풖(풙, 푡) = {푢(풙, 푡), 푣(풙, 푡)} (3.21)
En inte´grant cette expression sur l’intervalle de temps de 푡0 a` 푡0 + 푇 , nous obtenons la carte
de ﬂot, ou plus simplement le ﬂot, qui suit :
휙푡0+푇푡0 (풙0) : 풙(푡0) 7→ 풙(푡0 + 푇 ) (3.22)
Il de´crit la position ﬁnale d’une particule au temps 푡0 + 푇 a` partir de sa position initiale 풙0
au temps 푡0. La ﬁgure 3.40 montre un point de´ﬁni par le vecteur 풙1(푡0) au temps initial 푡0.
Ce point emporte´ par le champ de vitesse apre`s un certain intervalle de temps 푇 s’est de´place´
a` la position 풙1(푡0 + 푇 ). Conside´rons un deuxie`me point 풙2(푡0) a` une distance inﬁnite´simale
de 풙1(푡0) au temps 푡0 :
풙2(푡0) = 풙1(푡0) + 휹(푡0) (3.23)
Apre`s le meˆme intervalle de temps 푇 , la position du deuxie`me point est maintenant :
풙2(푡0 + 푇 ) = 풙1(푡0 + 푇 ) + 휹(푡0 + 푇 ) (3.24)
Le vecteur de se´paration a` la position ﬁnale peut s’exprimer en termes du ﬂot comme suit :
휹(푡0 + 푇 ) = 휙
푡0+푇
푡0 (풙2(푡0))− 휙푡0+푇푡0 (풙1(푡0))
= 휙푡0+푇푡0 (풙1(푡0) + 휹(푡0))− 휙푡0+푇푡0 (풙1(푡0))
(3.25)
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Figure 3.40 Position des particules 푥1 et 푥2 dans le temps
Un de´veloppement en se´ries de Taylor du premier terme du membre de droite donne :
휙푡0+푇푡0 (풙1(푡0) + 휹(푡0)) ≈ 휙푡0+푇푡0 (풙1(푡0)) +
∂휙푡0+푇푡0 (풙1(푡0))
∂푥
훿푥+
∂휙푡0+푇푡0 (풙1(푡0))
∂푦
훿푦 (3.26)
ou` 휹(푡0) =
{
훿푥 훿푦
}
.
Ce qui permet d’e´crire le vecteur de se´paration comme suit :
휹(푡0 + 푇 ) ≈ ∂휙
푡0+푇
푡0 (풙1(푡0))
∂푥
훿푥+
∂휙푡0+푇푡0 (풙1(푡0))
∂푦
훿푦 (3.27)
La distance de se´paration s’obtient en prenant la norme euclidienne de ce vecteur :
∥휹(푡0 + 푇 )∥ = ⟨휹(푡0 + 푇 ), 휹(푡0 + 푇 )⟩ 12
=
[〈
휹(푡0),
푑휙푡0+푇푡0 (풙1(푡0))
푑풙
∗
푑휙푡0+푇푡0 (풙1(푡0))
푑풙
휹(푡0)
〉] 12 (3.28)
ou` nous de´ﬁnissons le tenseur de Cauchy-Green pour un temps ﬁni par :
푆(풙, 푡0, 푇 ) =
푑휙푡0+푇푡0 (풙1(푡0))
푑풙
∗
푑휙푡0+푇푡0 (풙1(푡0))
푑풙
(3.29)
et ou` ∗ de´signe la transpose´e. La se´paration entre les deux points est maximale lorsque
le vecteur de se´paration initial est aligne´ avec le vecteur propre associe´ a` la plus grande
valeur propre 휆푚푎푥(푆) du tenseur de de´formation de Cauchy-Green. On le note alors 휹¯(푡0) et
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l’e´quation 3.28 devient :
∥휹(푡0 + 푇 )∥ ≤
[⟨휹¯(푡0), 휆푚푎푥(푆) 휹¯(푡0)⟩] 12
≤
√
휆푚푎푥(푆)∥휹¯(푡0)∥
(3.30)
Nous de´ﬁnissons la forme exponentielle suivante :
exp휎
푇
푡0
(푥)∣푇 ∣ =
√
휆푚푎푥(푆) (3.31)
ce qui nous permet d’exprimer le champ d’exposant de Lyapunov 휎푇푡0(푥) comme suit :
휎푇푡0(푥) =
ln(휆푚푎푥(푆))
2∣푇 ∣ (3.32)
Plus l’exposant de Lyapunov est e´leve´, plus le taux de se´paration est e´leve´. Des particules,
a` l’origine voisines, pourront eˆtre se´pare´es d’une distance importante apre`s un intervalle
de temps 푇 . Une petite valeur de l’exposant correspond donc a` une re´gion ou` le taux de
se´paration est faible. Les particules voisines dans ce cas risquent d’e´voluer ensemble dans le
temps.
Figure 3.41 Temps d’inte´gration : 푇 < 0 les particules convergent l’une vers l’autre, 푇 > 0
les particules s’e´loignent l’une de l’autre
Nous avons exprime´ le champ d’exposant de Lyapunov pour un temps ﬁni 푇 . Ce temps
peut autant eˆtre ne´gatif que positif puisque nous avons conside´re´ sa valeur absolue dans
l’e´quation 3.32. Cette diﬀe´rence de signe permet de localiser des dynamiques diﬀe´rentes
dans l’e´coulement. Par exemple, un temps positif permet d’identiﬁer le point de recollement
d’une zone de recirculation, tel qu’illustre´ a` la ﬁgure 3.41. Les points initialement adjacents
s’e´loignent l’un de l’autre avec le temps. Inversement, un temps ne´gatif permet de localiser
106
le point de de´collement, puisque des particules e´loigne´es au temps 푡0 − 푇 se concentrent a`
cet endroit au temps 푡0.
Algorithme d’e´valuation du champ FTLE : Nous pre´sentons a` titre d’exemple l’algo-
rithme de calcul du champ FTLE des re´fe´rences [50][51]. Nous pre´sentons l’algorithme ge´ne´ral
pour mettre en e´vidence les modiﬁcations que nous apportons a` cette me´thodologie.
1. Nous de´butons par le calcul du ﬂot sur une grille carte´sienne. La trajectoire des par-
ticules est e´value´e par un sche´ma d’inte´gration nume´rique (par exemple Runge-Kutta-
Fehlberg) a` partir du champ de vitesse.
2. Une fois obtenue, la position ﬁnale de chaque particule nous permet d’e´valuer le gradient
du ﬂot a` chaque nœud de la grille par diﬀe´rence ﬁnie. Le gradient est e´value´ a` la position
initiale des particules, aux nœuds de la grille.
3. A` partir des gradients nous calculons le tenseur de de´formation de Cauchy-Green,
duquel nous extrayons la plus grande valeur propre en valeur absolue. Nous calculons
ensuite le champ FTLE par l’e´quation 3.32.
Les e´tapes 1 a` 3 sont re´pe´te´es aﬁn d’obtenir une se´rie de champs FTLE.
Figure 3.42 Exemple de champ de FTLE
En 2D, le champ FTLE obtenu peut eˆtre conside´re´ comme une surface. Un exemple de
surface correspondant a` un champ FTLE est illustre´ a` la ﬁgure 3.42. Cette surface pre´sente
plusieurs zones de creˆtes et de sillons. Il est possible d’extraire les courbes correspondantes
aux maximums (minimums) de ces creˆtes (sillons). Les SLC en 2D sont repre´sente´es par des
courbes mate´rielles et correspondent a` certaines de ces courbes de creˆte de la surface du
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champ FTLE. La section qui suit pre´sente une me´thode permettant d’identiﬁer et d’extraire
les SLC a` partir du champ FTLE.
Identiﬁcation des SLC
Nous reprenons la me´thode d’identiﬁcation de creˆtes correspondant aux SLC introduite
dans [50]. Nous de´butons par un rappel sur la de´ﬁnition de courbure d’une surface et
de´ﬁnissons son roˆle dans l’identiﬁcation de creˆtes d’une surface. Ensuite nous pre´sentons
la me´thode d’identiﬁcation des creˆtes et des conditions ne´cessaires a` l’existence de SLC.
Courbure d’une surface : Soit une surface 휎(푥1, 푥2), telle qu’illustre´e a` la ﬁgure 3.43.
En un point 푃 , nous pouvons de´ﬁnir un plan tangent a` la surface par son vecteur normal.
Ce vecteur peut eˆtre interpre´te´ comme un axe de rotation d’un plan perpendiculaire au plan
tangent. En faisant pivoter ce plan autour du vecteur normal, nous obtenons une se´rie de
courbes issues de l’intersection du plan pivotant et de la surface. A` chacune de ces courbes
est associe´e une valeur de courbure au point 푃 . Les courbures principales correspondent aux
valeurs minimum et maximum de courbure. Les intersections de ces plans de courbure avec
le plan tangent de´ﬁnissent les directions principales au point 푃 .
Vecteur normal 
Plans de courbure 
principale
directions principales
Point P 
Figure 3.43 Courbures principales d’une surface 휎(푥1, 푥2)
Les courbures principales de´ﬁnissent les taux de variations minimum et maximum de la
surface en un point, et les directions principales les directions dans lesquelles ces variations
ont lieu. Si nous prenons une surface quelconque note´e 휎(푥1, 푥2), nous pouvons de´ﬁnir les
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de´rive´es de cette surface selon les notations suivantes :
휎1 =
∂휎
∂푥1
휎2 =
∂휎
∂푥2
휎11 =
∂2휎
∂푥1∂푥1
휎12 =
∂2휎
∂푥1∂푥2
휎22 =
∂2휎
∂푥2∂푥2
A` partir du vecteur position :
풓(푥1, 푥2) = {푥1 푥2 휎(푥1, 푥2)}
nous de´ﬁnissons les trois vecteurs suivants :
풂1 =
∂풓
∂푥1
= {1 0 휎1}
풂2 =
∂풓
∂푥2
= {0 1 휎2}
풂푛 =
풂1 × 풂2
∥풂1 × 풂2∥ =
{−휎1 − 휎2 1}
(1 + 휎21 + 휎
2
2)
1
2
ou` les vecteurs 풂1 et 풂2 de´ﬁnissent la base covariante {풂1,풂2} du plan tangent. Il est possible
de de´montrer que :
1. Le vecteur 풂푛 est unitaire :
풂푛 ⋅ 풂푛 = 1
2. Ce meˆme vecteur 풂푛 est normal au plan de´ﬁni par la base covariante {풂1,풂2} (ou la
base contravariante {풂1,풂2}) :
∂풂푛
∂푥훼
⋅ 풂푛 = 0
Cette de´rive´e s’exprime par un vecteur dans l’une des bases :
∂풂푛
∂푥훼
= 풂푛훼 = −푏훼훽풂훽
Nous obtenons alors le coeﬃcient suivant :
−푏훼훽 = 풂푛훼 ⋅ 풂훽
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3. Les coeﬃcients 푏훼,훽 repre´sentent les composantes du tenseur de courbure.
Soit l’expression :
풂푛 퐹 = {−휎1 − 휎2 1} ou` 퐹 = (1 + 휎21 + 휎22)
1
2
La de´rive´e de cette expression s’e´crit :
풂푛 훼 퐹 + 풂푛
∂퐹
∂푥훼
= {−휎1 훼 − 휎2 훼 0}
Expression a` laquelle nous appliquons le produit scalaire suivant :
풂푛 훼 ⋅ 풂훽︸ ︷︷ ︸
−푏훼훽
퐹 + 풂푛 ⋅ 풂훽︸ ︷︷ ︸
∅,vecteurs ⊥
∂퐹
∂푥훼
= {−휎1 훼 − 휎2 훼 0} ⋅ 풂훽
Nous obtenons ﬁnalement :
푏훼훽 =
{휎1 훼 휎2 훼 0} ⋅ 풂훽
퐹
Soit :
푏11 =
휎11
퐹
푏12 =
휎21
퐹
푏21 =
휎12
퐹
푏22 =
휎22
퐹
퐵 =
[
푏11 푏12
푏21 푏22
]
=
1
퐹
[
∂2휎
∂푥1∂푥1
∂2휎
∂푥1∂푥2
∂2휎
∂푥1∂푥2
∂2휎
∂푥2∂푥2
]
퐵 =
퐻푇
퐹
=
퐻
퐹
(puisqu’il s’agit d’un tenseur syme´trique)
ou` 퐵 repre´sente le tenseur de courbure et 퐻 la matrice hessienne.
Le tenseur de courbure peut donc eˆtre repre´sente´ par la matrice hessienne. Les courbures
et directions principales correspondent respectivement aux valeurs propres et vecteurs propres
du tenseur de courbure, qui sont donc lie´es aux valeurs propres de la matrice hessienne par
les relations suivantes :
휆푚푖푛∣퐵 =
휆푚푖푛∣퐻
퐹
휆푚푎푥∣퐵 =
휆푚푎푥∣퐻
퐹
et associe´es aux meˆmes vecteurs propres.
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Gradient d’une surface : Le vecteur gradient de la surface donne aussi une information
importante. Ce vecteur correspond aux de´rive´es premie`res de la surface :
∇휎 =
{
∂휎
∂푥1
∂휎
∂푥2
}
(3.33)
Ce vecteur pointe dans la direction de variation maximale de la surface. Nous pouvons donc
facilement repe´rer les maximums et minimums locaux par inspection du champ vectoriel
de ∇휎. L’identiﬁcation des creˆtes tire avantage de cette information. Les creˆtes (sillons)
correspondent en fait a` une se´rie de maximums (minimums) locaux dans la direction de
courbure maximale. Donc, en un point positionne´ sur une ligne de creˆte (sillon), la composante
du vecteur gradient est nulle dans la direction de courbure maximale, et la composante dans
l’autre direction n’est pas ne´cessairement nulle. Sur une ligne de creˆte (sillon), le vecteur
gradient peut donc prendre deux formes :
1. Si ∥∇휎∥ ∕= 0, alors ∇휎 est perpendiculaire a` la direction de courbure maximale
2. Si ∥∇휎∥ = 0, alors les deux composantes du vecteur sont nulles, il s’agit d’un extremum
local.
Fonction test : Nous introduisons une fonction test 퐹 (푥, 푦) qui exploite ces proprie´te´s
pour identiﬁer les creˆtes et les sillons. Nous de´ﬁnissons cette fonction par le produit scalaire
du vecteur gradient et du vecteur propre 풗푚푎푥 associe´ a` la valeur propre la plus grande en
valeur absolue :
퐹 (푥, 푦) = ∇휎 ⋅ 풗푚푎푥 (3.34)
La fonction 퐹 (푥, 푦) est nulle lorsque le vecteur ∇휎 est perpendiculaire a` 풗푚푎푥 ou lorsque l’un
des deux vecteurs est nul. Dans cette dernie`re e´ventualite´, seul le vecteur ∇휎 peut eˆtre nul,
puisque les vecteurs propres sont toujours de´ﬁnis, meˆme si la matrice hessienne est nulle.
Nous obtenons ainsi une autre surface de´ﬁnie par la fonction test 퐹 (푥, 푦). Les courbes de
niveau ou` 퐹 (푥, 푦) = 0 correspondent aux lignes de creˆte et de sillons de la surface. Le signe
de la valeur propre associe´e a` la direction de courbure maximale nous indique s’il s’agit d’un
maximum (creˆte) ou d’un minimum (sillons) local :
– Si 휆푚푎푥 < 0, alors il s’agit d’un maximum local, donc une creˆte.
– Si 휆푚푎푥 > 0, alors il s’agit d’un minimum local, donc un sillon.
Il y a e´videmment un cas particulier, celui ou` ∣휆푚푎푥∣ = ∣휆푚푖푛∣. Il y a dans cette situation
deux directions de courbure maximale. La zone de la surface ou` nous rencontrons ce genre
de situation ne pre´sente pas re´ellement de lignes de creˆte ou de sillon. La surface n’a pas un
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comportement anisotrope ou directionnel, comme lorsqu’il y a une ligne de creˆte ou de sillon.
En pratique, si nous rencontrons ce genre de surface, il est presque impossible d’obtenir des
valeurs propres exactement de meˆme valeur a` cause des erreurs nume´riques introduites par les
me´thodes de reconstruction de de´rive´es secondes. Les valeurs propres sont alors presque e´gales
(∣휆푚푎푥∣ ≈ ∣휆푚푖푛∣), ce qui se traduit par un phe´nome`ne qui s’apparente a` du bruit. Le mode`le
analytique qui est e´tudie´ a` la section 3.4.3 illustre bien ce phe´nome`ne. Les courbes extraites
pre´sentent alors un comportement un peu chaotique. Cependant, les SLC qui pre´sentent un
inte´reˆt correspondent aux zones du champ FTLE qui sont tre`s anisotropes. Donc, il n’y a
ge´ne´ralement pas d’ambigu¨ıte´ par rapport a` la direction principale.
Tenseur de de´formation de Cauchy-Green : Le tenseur de de´formation de Cauchy-
Green s’exprime comme suit :
푆(풙, 푡0, 푇 ) =
푑휙푡0+푇푡0 (풙1(푡0))
푑풙
∗
푑휙푡0+푇푡0 (풙1(푡0))
푑풙
(3.35)
Ce tenseur syme´trique de´ﬁni positif de´crit la de´formation subie localement par les particules
ﬂuides dans un e´coulement. Les vecteurs propres du tenseur correspondent aux directions
de de´formations et les valeurs propres sont les amplitudes de ces de´formations. Le signe du
logarithme de la valeur propre indique le type de de´formation dans la direction associe´e :
– Si ln(휆푖) > 0, alors les particules tendent a` s’e´loigner
– Si ln(휆푖) < 0, alors les particules tendent a` se rapprocher
Or les structures (SLC) de l’e´coulement qui nous inte´ressent sont celles ou` l’ensemble de
particules est e´tire´ dans la direction paralle`le a` la courbe SLC, et compresse´ dans l’autre
direction, celle perpendiculaire a` la courbe SLC. Elles existent si les trajectoires associe´es
sont de type hyperbolique [50][58]. Pour garantir cette proprie´te´, le champ FTLE a` proximite´
des SLC doit respecter la condition suivante :
휎푚푖푛 = ln(휆푚푖푛(푆)) < 0 < ln(휆푚푎푥(푆)) = 휎푚푎푥 (3.36)
Cette condition a e´te´ introduite dans [28], et garantit aussi l’existence mathe´matique des
de´rive´es du champ FTLE.
Grilles d’interpolation carte´siennes
A` partir d’une solution nume´rique ou par une approche expe´rimentale, il est possible
d’obtenir un champ de vitesse 풖(풙, 푡) en fonction de la position et du temps, et de ge´ne´rer le
champ FTLE. Les me´thodes expe´rimentales telles que la PIV (Particule Image Velocimetry)
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font l’acquisition du champ de vitesse sur des grilles carte´siennes servant aussi a` interpoler
les vitesses lors du calcul du champ FTLE. Les me´thodes actuelles d’identiﬁcation de SLC
pre´fe`rent utiliser ces grilles structure´es meˆme dans le cas ou` le champ de vitesse a e´te´ ge´ne´re´
nume´riquement sur un maillage non structure´. Les vitesses sont alors interpole´es sur une
grille structure´e a` cause de la rapidite´ et de la simplicite´ des techniques de diﬀe´rences ﬁnies
lors de l’e´valuation des de´rive´es ne´cessaires aux calculs du champ FTLE et a` l’identiﬁcation
des SLC.
Ces grilles structure´es d’interpolation sont isotropes et de tailles constantes sur le domaine.
La pre´cision et la de´ﬁnition des SLC extraites sont directement relie´es a` la ﬁnesse de la grille.
Les SLC sont des structures tre`s eﬃle´es lorsque le temps d’inte´gration est grand. Pour bien
les identiﬁer, les e´le´ments doivent eˆtre aussi ﬁns que l’e´paisseur de la structure elle-meˆme.
Aﬁn d’augmenter la re´solution, la technique de subdivision est parfois utilise´e. C’est-a`-dire
que nous subdivisons les e´le´ments juge´s trop grands en plus petits e´le´ments. Cette technique
n’est toutefois pas totalement automatique et peut s’ave´rer couˆteuse. Il est aussi parfois
diﬃcile de cibler exactement les zones ne´cessitant une re´solution accrue. Nous augmentons
alors la re´solution ge´ne´rale de la grille d’interpolation. La ﬁgure 3.44 montre un exemple de
raﬃnements successifs pour ame´liorer la pre´cision du champ FTLE. Les ﬁgures sont tire´es
de l’article de Vetel [57] ; la premie`re image comporte environ 2000 e´le´ments, la deuxie`me
20 000 e´le´ments et la dernie`re 200 000 e´le´ments. Dans le cas pre´sent, la ﬁnesse de la grille est
augmente´e globalement, meˆme dans les re´gions qui ne requie`rent pas autant de pre´cision. Le
nombre de nœuds ne´cessaires augmente lorsque nous tentons d’obtenir une bonne de´ﬁnition
des structures, surtout pour les temps d’inte´gration e´leve´s. Le champ de FTLE pre´sente alors
des de´tails ﬁns et pre´cis qui ne´cessitent une taille tre`s petite des e´le´ments dans la direction
perpendiculaire aux SLC.
Figure 3.44 Exemple de champs FTLE pour diﬀe´rentes re´solutions et intervalles de temps
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3.4.2 Grilles d’interpolation anisotropes
Nous proposons d’adapter les grilles d’interpolation au champ FTLE aﬁn d’augmenter la
re´solution dans les zones ou` apparaissent les SLC et de la diminuer dans les zones sans inte´reˆt.
Le caracte`re anisotrope des SLC se preˆte tre`s bien a` l’utilisation de maillages anisotropes. En
e´le´ments ﬁnis, nous utilisons la courbure d’une surface pour ge´ne´rer une me´trique qui permet
d’obtenir un maillage anisotrope ame´liorant la pre´cision de l’approximation de la surface. Ici,
nous utilisons la surface du champ de FTLE pour ge´ne´rer une me´trique servant a` l’adaptation
de la grille d’interpolation. Par contre, il s’ave`re ne´cessaire de troquer les grilles structure´es
pour des grilles non structure´es dont les e´le´ments sont triangulaires. Nous perdons donc un
certain avantage au niveau du calcul des de´rive´es, puisque les techniques de diﬀe´rences ﬁnies
doivent eˆtre abandonne´es au proﬁt d’une me´thode de projection pour reconstruire les de´rive´es
secondes requises pour e´valuer la courbure du champ FTLE.
E´valuation du champ FTLE
Certaines modiﬁcations doivent donc eˆtre apporte´es a` l’algorithme d’e´valuation du champ
FTLE. Nous ne pouvons utiliser la me´thode de diﬀe´rences ﬁnies pour e´valuer les gradients du
ﬂot, puisque nous utilisons une grille non structure´e. Les me´thodes de projection utilise´es pour
l’estimation d’erreur en simulation par e´le´ments ﬁnis permettent d’obtenir une approximation
e´quivalente des de´rive´es sur des maillages non structure´s. Ces me´thodes ne sont toutefois pas
tre`s pre´cises lorsque les maillages sont grossiers. Elles sont aussi relativement lourdes en
termes de calcul et ont tendance a` lisser le champ de FTLE obtenu, ce qui re´duit la pre´cision
de la position et la de´ﬁnition des structures a` capturer. Dans ce qui suit, nous proposons une
approche plus directe et plus pre´cise d’e´valuation des gradients.
E´valuation directe des gradients du ﬂot : A` partir d’un champ de vitesse :
풖(푥, 푦) = {푢(푥, 푦) 푣(푥, 푦)} (3.37)
nous calculons le vecteur ﬂot, que nous exprimons selon la notation suivante :
휙푡0+푡푡0 (풙0) = 흓(푡; 푡0, 푥0, 푦0) = {휙푥(푡; 푡0, 푥0, 푦0) 휙푦(푡; 푡0, 푥0, 푦0)} (3.38)
Au temps 푡0 le vecteur ﬂot correspond a` la condition initiale :
흓(푡0; 푡0, 푥0, 푦0) = {푥0 푦0} (3.39)
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La position ﬁnale s’obtient en re´solvant le syste`me d’e´quations diﬀe´rentielles ordinaires sui-
vant :
푑흓
푑푡
(푡; 푡0, 푥0, 푦0) = 풖(휙푥(푡; 푡0, 푥0, 푦0), 휙푦(푡; 푡0, 푥0, 푦0)) (3.40)
soumis a` la condition initiale 흓(푡0; 푡0, 푥0, 푦0) = {푥0 푦0} et ou` 푡 ∈ [푡0, 푇 ]. Le vecteur vitesse
est interpole´ sur la trajectoire 흓(푡; 푡0, 푥0, 푦0) a` chaque pas de temps.
Le calcul du tenseur de de´formation ne´cessite l’e´valuation des gradients suivants :
∂흓
∂푥0
(푇 ; 푡0, 푥0, 푦0) =
{
∂휙푥
∂푥0
(푇 ; 푡0, 푥0, 푦0)
∂휙푦
∂푥0
(푇 ; 푡0, 푥0, 푦0)
}
∂흓
∂푦0
(푇 ; 푡0, 푥0, 푦0) =
{
∂휙푥
∂푦0
(푇 ; 푡0, 푥0, 푦0)
∂휙푦
∂푦0
(푇 ; 푡0, 푥0, 푦0)
} (3.41)
ou` 흓(푇 ; 푡0, 푥0, 푦0) est obtenue de la re´solution du syste`me d’EDO 3.40.
L’algorithme propose´ dans [50] utilise alors une me´thode de diﬀe´rences ﬁnies aﬁn d’obtenir
les gradients a` partir du champ de 흓(푇 ; 푡0, 푥0, 푦0). Nous pouvons toutefois modiﬁer le syste`me
EDO 3.40 de fac¸on a` obtenir directement ces gradients. Premie`rement, nous prenons avantage
de la relation suivante qui permet d’intervertir les de´rive´es :
∂
∂푥0
푑흓
푑푡
(푡; 푡0, 푥0, 푦0) =
푑
푑푡
∂흓
∂푥0
(푡; 푡0, 푥0, 푦0) (3.42)
Ce qui conduit aux syste`mes d’e´quations diﬀe´rentielles ordinaires suivants :
푑
푑푡
∂흓
∂푥0
(푡; 푡0, 푥0, 푦0) =
∂풖
∂푥
∂휙푥
∂푥0
(푡; 푡0, 푥0, 푦0) +
∂풖
∂푦
∂휙푦
∂푥0
(푡; 푡0, 푥0, 푦0) (3.43)
avec la condition initiale :
∂흓
∂푥0
(푡0; 푡0, 푥0, 푦0) = {1 0} (3.44)
De meˆme, nous e´crivons :
푑
푑푡
∂흓
∂푦0
(푡; 푡0, 푥0, 푦0) =
∂풖
∂푥
∂휙푥
∂푦0
(푡; 푡0, 푥0, 푦0) +
∂풖
∂푦
∂휙푦
∂푦0
(푡; 푡0, 푥0, 푦0) (3.45)
avec la condition initiale :
∂흓
∂푦0
(푡0; 푡0, 푥0, 푦0) = {0 1} (3.46)
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ou` 푡 ∈ [푡0, 푇 ]. Les deux syste`mes sont lie´s par les de´rive´es ∂풖
∂푥
et
∂풖
∂푦
qui sont e´value´es sur
les trajectoires 흓(푡; 푡0, 푥0, 푦0) a` chaque pas de temps. Nous utilisons un sche´ma Runge-Kutta
d’ordre 5 pour la re´solution des syste`mes qui me`ne aux gradients recherche´s en 3.41.
E´valuation discre`te de la fonction test 퐹 (푥, 푦)
La fonction test 퐹 (푥, 푦) doit eˆtre calcule´e sur l’ensemble des nœuds de la grille d’interpo-
lation. Il est rare que la fonction soit nulle en un nœud. Nous cherchons plutoˆt le passage par
ze´ro de la fonction entre deux nœuds. La fonction test est e´value´e aux extre´mite´s de chaque
areˆte d’un e´le´ment. Lorsqu’il y a changement de signe ou passage par ze´ro de la fonction
sur une areˆte, nous estimons la position d’un point ze´ro par interpolation. Nous e´valuons
ainsi la fonction test sur chacune des trois areˆtes de chaque e´le´ment de la grille. Lorsque
nous trouvons deux points sur un e´le´ment, nous cre´ons une ligne (segment) qui permet de
ge´ne´rer une courbe SLC. Sur la ﬁgure 3.45, la courbe en pointille´e repre´sente une ligne de
creˆte the´orique et les croix sont les points ge´ne´re´s par interpolation line´aire pour estimer la
position de la ligne de creˆte. Les valeurs positives et ne´gatives de la fonction test sont note´es
퐹+ et 퐹−.
F-
F-
F-
F-
F+
F+
F+
F+
Figure 3.45 Valeurs nodales de la fonction test.
L’e´valuation de la fonction test pre´sente toutefois une diﬃculte´. Le sens des vecteurs
propres n’est pas unique. Un vecteur propre peut prendre l’un des deux sens oppose´s selon
l’algorithme qui est utilise´ pour le calculer. Si entre deux nœuds les vecteurs propres n’ont
pas le meˆme sens, il y aura un passage par ze´ro artiﬁciel de la fonction test, qui engendrera de
fausses lignes de creˆte. La ﬁgure 3.46 montre un exemple de vecteurs de sens oppose´s, mais
de meˆmes directions. Aﬁn de contourner ce proble`me, nous proposons l’algorithme suivant.
Les e´tapes sont illustre´es a` la ﬁgure 3.47.
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F-
F+
vmin
vmax
vmax
vmin
σ∇
σ∇
Figure 3.46 Vecteurs propres de sens oppose´s
1. Soit l’areˆte forme´e des nœuds 푎 et 푏 et oriente´e selon le vecteur 풆. Dans un premier
temps, nous choisissons le sens du vecteur propre 풗푚푎푥∣푎 au point 푎 de manie`re a`
obtenir :
⟨풗푚푎푥∣푎, 풆⟩ ≥ 0
Si ce produit scalaire est ne´gatif, nous inversons le sens de 풗푚푎푥∣푎.
2. Dans un deuxie`me temps, nous choisissons le sens du vecteur propre 풗푚푎푥∣푏 au point 푏
de manie`re a` obtenir :
⟨풗푚푎푥∣푎 ⋅ 풗푚푎푥∣푏⟩ > 0
Si le produit scalaire est ne´gatif, nous changeons le sens du vecteur.
En choisissant de cette manie`re le sens des vecteurs propres maximaux en nous basant sur
l’orientation de l’areˆte, nous e´vitons le passage artiﬁciel par ze´ro de la fonction test 퐹 (푥, 푦).
vmax
vmin
a
b
e
vmax
vmin
a
b
e
vmax
vmin
1) 2)
Figure 3.47 E´tapes permettant le bon choix de sens des vecteurs propres par rapport a`
l’orientation de l’areˆte.
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3.4.3 Champ de vitesse analytique
Aﬁn d’exposer notre me´thode, nous utilisons un champ de vitesse analytique de double
tourbillon. La fonction de courant correspondante s’e´crit comme suit :
휓(푥, 푦, 푡) = 퐴 sin(휋푓(푥, 푡)) sin(휋푦)
ou` 푓(푥, 푡) = 휀 sin(휔푡)푥2 + (1− 2휀 sin(휔푡))푥
(3.47)
Les parame`tres ont les valeurs suivantes : 퐴 = 0.1, 휔 = 0.2휋 et 휖 = 0.1. Le champ de vitesse
de cet e´coulement est donne´ par :
푢(푡, 푥, 푦) = −∂휓
∂푦
= −휋 퐴 sin(휋푓(푥, 푡)) cos(휋푦) (3.48)
푣(푡, 푥, 푦) =
∂휓
∂푥
= 휋 퐴 cos(휋푓(푥, 푡)) sin(휋푦)
푑푓
푑푥
(3.49)
et est repre´sente´ a` la ﬁgure 3.48 a` diﬀe´rents temps. L’e´coulement pre´sente deux tourbillons en
rotation oppose´e. La ligne de tangence se´parant les deux tourbillons oscille pe´riodiquement
de la position 푥 ≈ 0.9 a` 푥 ≈ 1.1. Il s’agit d’un e´coulement qui semble plutoˆt simple a priori.
Par contre, les SLC extraits permettent de de´voiler des phe´nome`nes qu’il est impossible
d’identiﬁer en examinant le champ de vitesse ou les lignes de courant.
Dans ce qui suit, nous abordons deux types d’analyse. La premie`re analyse se fait avec
diﬀe´rentes valeurs de l’intervalle d’inte´gration, soit de 푇 = 0.1 a` 푇 = 10, pour un temps
physique ﬁxe 푡 = 0.0, qui permet de montrer l’e´volution des SLC par rapport au temps
d’inte´gration. Le deuxie`me type d’analyse se fait avec un temps d’inte´gration ﬁxe sur une
plage de temps physique allant de 푡 = 0.0 a` 푡 = 10.0, soit la dure´e d’une pe´riode de
l’e´coulement. Cette analyse met en lumie`re l’e´volution des diﬀe´rentes structures de l’e´coule-
ment sur une pe´riode comple`te.
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a) t = 0.0, 5.0 et 10.0
b) t = 2.5
c) t = 7.5
Figure 3.48 Champ de vitesse analytique a` diﬀe´rents temps
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Analyse en temps d’inte´gration
Nous voulons montrer l’inﬂuence du temps d’inte´gration sur la de´ﬁnition des SLC. Pour
ce faire, nous utilisons une grille d’interpolation qui contient environ 8000 nœuds. La norme
de calcul de la me´trique a beaucoup d’inﬂuence sur la grille d’interpolation ge´ne´re´e. La
diﬀe´rence majeure entre l’adaptation de maillages e´le´ments ﬁnis et l’adaptation de grilles
d’interpolation est justement le crite`re d’adaptation du maillage. En simulation nume´rique
c’est l’estimation de l’erreur qui guide le choix de la norme de calcul de la me´trique. Nous
choisissons celle qui engendre le maillage pour lequel l’estimation d’erreur est minimale. Pour
les grilles d’interpolation, c’est un peu diﬀe´rent. L’adaptation de la grille est lie´e en quelque
sorte a` l’erreur qu’elle induit sur la me´trique. Cependant, le crite`re principal de se´lection est
beaucoup plus qualitatif : nous voulons obtenir la meilleure de´ﬁnition possible des SLC, soit
des courbes SLC qui sont continues, lisses et dont la position est pre´cise.
Des re´sultats obtenus sur une grille structure´e indiquent que les courbes de SLC princi-
pales correspondent a` des structures relativement minces, comme le montre la ﬁgure 3.49.
Nous optons donc dans un premier temps pour la norme inﬁni 퐿∞ pour le calcul de la
me´trique sur le champ FTLE.
Figure 3.49 Champ FTLE sur une grille carte´sienne de 80000 e´le´ments
La ﬁgure 3.50 pre´sente la se´rie d’adaptation et les champs FTLE pour les temps d’inte´-
gration 푇 = 0.01, 푇 = 1.0, 푇 = 4.0, 푇 = 6.0 et 푇 = 10.0 secondes. Les SLC correspondent
aux zones de valeurs e´leve´es du champ FTLE (couleur variant du jaune au rouge). Ces
zones s’allongent et s’amincissent a` mesure que le temps d’inte´gration augmente. D’ailleurs a`
푇 = 10.0 il est diﬃcile de distinguer les zones de couleurs jaune-rouge, ce qui montre a` quel
point les structures sont anisotropes et eﬃle´es. La ﬁgure 3.54푎) montre une vue isome´trique
de la surface du champ FTLE et permet de constater a` quel point la SLC principale est ﬁne
et eﬃle´e.
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Les grilles d’interpolation traduisent tre`s bien cette e´volution. Les e´le´ments s’alignent et
s’allongent comme les structures du champ de FTLE. Les grilles s’adaptent autant pour les
creˆtes que pour les sillons, puisque la me´trique, qui se base sur la courbure de la surface, ne
tient pas compte de cette distinction. Les e´le´ments se concentrent sur les structures aniso-
tropes du champ FTLE. Il y a donc beaucoup de nœuds sur les SLC principales, soit celles
aux parois et celle qui e´volue a` l’inte´rieur du domaine. La densite´ de nœuds diminue dans les
zones de FTLE faible, qui sont des zones de moindre inte´reˆt. Les ﬁgures 푐) et 푑) de´voilent la
pre´sence de SLC secondaires qui diminuent d’intensite´ a` mesure que le temps d’inte´gration
augmente.
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a) T = 0.01
b) T = 2.0
c) T = 4.0
d) T = 6.0
e) T = 10.0
Figure 3.50 Champs FTLE et grilles d’interpolation
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Figure 3.51 Gros plan sur la racine de la SLC principale
La ﬁgure 3.51 montre en gros plan une vue a` la paroi 푦 = 0 de la structure principale,
et nous pouvons appre´cier a` quel point les e´le´ments sont e´tire´s et concentre´s sur la SLC. Le
ratio d’anisotropie ou d’e´tirement est extreˆme dans la re´gion du SLC principale. Pour cet
e´coulement et un temps d’inte´gration 푇 ≈ 12 secondes, le ratio d’e´tirement est de l’ordre
du 1 : 105. Ce qui se traduit par un espacement moyen dans cette zone de 1.0 ⋅ 10−6. Pour
obtenir une pre´cision e´quivalente sur l’e´paisseur de la SLC avec une grille triangulaire struc-
ture´e isotrope, le nombre de nœuds re´sultant serait gigantesque. A` titre d’exemple, prenons
seulement deux e´le´ments e´tire´s selon un ratio 푠 = 1.0 ⋅ 105, comme illustre´ a` la ﬁgure 3.52.
Pour obtenir une grille isotrope de pre´cision e´quivalente, cette grille devrait compter 2.0 ⋅ 105
e´le´ments. Si nous transposons ce constat sur la zone entourant une SLC, il est e´vident qu’il
est pratiquement impossible d’atteindre le meˆme niveau de pre´cision sur la SLC principale
avec une grille structure´e.
a) k = 2 b) k = 200000
1.0 ∙ 10-5
1.0
Figure 3.52 Ratio du nombre d’e´le´ments
D’ailleurs si nous nous re´fe´rons a` la ﬁgure 3.49, la SLC principale semble beaucoup plus
large en e´paisseur que celle obtenue sur une grille adapte´e telle que montre´e a` la ﬁgure
3.50푒). Il est d’ailleurs diﬃcile de la distinguer tellement elle est mince sur cette ﬁgure. La
grille structure´e comporte environ 80 000 nœuds, soit environ 10 fois plus que les grilles
d’interpolation adapte´es. Le fait que la SLC obtenue est e´paisse s’explique par l’espacement
entre les nœuds. La ﬁgure 3.53 montre une section d’un champ FTLE typique. La SLC est
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une structure tellement mince et eﬃle´e qu’une faible re´solution a comme conse´quence de
tronquer le champ FTLE et d’en fausser l’intensite´. Ce qui peut conduire par la suite a` une
mauvaise repre´sentation des SLC.
Lorsque le temps d’inte´gration est e´leve´ et que la grille de de´part est trop grossie`re dans
la re´gion de la SLC, il se peut qu’il soit diﬃcile d’obtenir un champ FTLE ayant une bonne
de´ﬁnition le long des SLC. La ﬁgure 3.54푎) montre le genre de champ qu’il n’est pas sou-
haitable d’obtenir. Le champ FTLE est mal e´value´ le long de la SLC principale puisque la
re´solution est trop faible dans la direction transverse a` la SLC, a` l’instar de l’exemple de
la ﬁgure 3.53. Le mauvais champ FTLE engendre une mauvaise me´trique qui conduit a` une
grille d’interpolation dont la re´solution n’est pas ade´quate. La me´trique n’est alors pas celle
du vrai champ FTLE et la grille qui en de´coule ne concentre pas les nœuds au bon endroit,
car la courbure reconstruite pour le calcul de la me´trique est beaucoup plus faible que la
courbure re´elle.
Figure 3.53 Coupe du champ FTLE : en noir il s’agit d’un exemple de champ FTLE typique
et en rouge le champ FTLE nume´rique
C’est exactement ce qui se produit lorsque nous utilisons la norme 퐿1 pour le calcul de
la me´trique. Cette norme concentre beaucoup moins les nœuds sur les structures anisotropes
de la surface et re´partit les nœuds sur le reste de la grille. La ﬁgure 3.55 montre la diﬀe´rence
entre les grilles obtenues pour le meˆme temps d’inte´gration. Celle de la norme 퐿1 permet
de bien de´ﬁnir toutes les petites variations du champ FTLE, soit les SLC secondaires. Par
contre, puisque la densite´ de nœuds sur l’e´paisseur de la SLC principale n’est pas assez grande
nous n’arrivons jamais a` obtenir une de´ﬁnition re´gulie`re de la creˆte a` des temps d’inte´gration
e´leve´s.
Meˆme avec la norme 퐿∞, il est ne´cessaire de faire une monte´e en temps d’inte´gration, un
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a) Métrique L b) Métrique L1inf
Figure 3.54 Champ FTLE sur des grilles anisotropes adapte´es selon diffe´rentes me´triques
a) Métrique L
inf
b) Métrique L1
Figure 3.55 Grilles anisotropes adapte´es selon diﬀe´rentes me´triques
peu a` la manie`re des monte´es en Reynolds pour la simulation des e´quations de Navier-Stokes
en e´le´ments ﬁnis. Plus la monte´e en temps est graduelle, plus le nombre de boucles d’adap-
tation requises pour obtenir une bonne grille d’interpolation est faible. Pour les re´sultats
pre´sente´s ici, nous avons opte´ pour un pas de temps d’inte´gration de 0.1 et avons limite´ le
nombre de boucles d’adaptation a` 2 par pas de temps.
Le re´sultat ﬁnal recherche´ est la de´ﬁnition et l’identiﬁcation des courbes SLC. La ﬁgure
3.56 montre ces courbes obtenues a` 푇 = 10.0 secondes. Il y a plusieurs SLC. La SLC princi-
pale est celle qui de´bute au centre de la paroi 푦 = 0. Il s’agit de la SLC principale puisqu’elle
correspond aux valeurs les plus e´leve´es du champ FTLE, donc celle qui s’apparente le plus
a` une structure lagrangienne. Les autres SLC sont de moindres inte´reˆts puisqu’elles corres-
pondent a` des valeurs beaucoup moins e´leve´es du champ FTLE. Nous concentrons donc la
prochaine analyse sur la SLC principale. Pour former ces courbes SLC, nous avons tout sim-
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plement forme´ des segments de courbe sur chacun des e´le´ments pre´sentant un passage par
ze´ro de la fonction test comme explique´ a` la section 3.4.1. Tous les segments de courbe sont
ensuite aﬃche´s pour former les courbes SLC.
Figure 3.56 SLC secondaires et principales a` 푇 = 10.0
La ﬁgure 3.57 montre l’e´volution de la SLC principale dans le temps. A` 푇 = 0.1 il se
produit un phe´nome`ne particulier, ou` les SLC semblent chaotiques et mal de´ﬁnies. Le champ
FTLE est pourtant bien de´ﬁni si nous regardons la ﬁgure 3.50푎). Toutefois, ce champ ne
pre´sente aucune structure anisotrope s’apparentant aux SLC. Nous avons fait mention de ce
phe´nome`ne a` la section 3.4.1. La forme du champ FTLE est telle que les valeurs propres de
la matrice hessienne sont presque identiques. Puisqu’il s’agit d’un champ FTLE discret, une
certaine erreur s’introduit lors de la reconstruction des de´rive´es, et elle est alors suﬃsamment
importante pour changer localement la direction principale d’un nœud a` l’autre. Les SLC
semblent alors instables et chaotiques.
Lorsque le temps d’inte´gration augmente, le champ FTLE se pre´cise et s’organise en
structures anisotropes. Les courbes SLC s’approchent de plus en plus de la ligne mate´rielle
the´orique, ou` le ﬂux transversal a` la courbe est nul. Les instabilite´s des SLC diminuent et
s’estompent au fur et a` mesure que l’anisotropie des structures augmente. Les SLC sont
alors mieux de´ﬁnies et s’allongent avec l’augmentation du temps d’inte´gration. La position
de la courbe n’est pas inﬂuence´e par le temps 푇 d’inte´gration (mis a` part les premiers temps
d’inte´gration), seule son intensite´ augmente avec le temps.
A` 푇 = 10, nous obtenons la SLC principale. Par simple inspection du champ FTLE,
nous pouvons de´terminer la position de la SLC. Cependant, la nature tre`s anisotrope de
cette structure et le fait qu’elle est tre`s mince compliquent son identiﬁcation. L’algorithme
d’identiﬁcation permet donc d’obtenir la position presque exacte de la structure et simpliﬁe
son extraction du champ FTLE.
La ﬁgure 3.58 montre ﬁnalement la courbe SLC principale obtenue a` partir du champ
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a) T = 0.01
b) T = 2.0
c) T = 4.0
d) T = 6.0
e) T = 8.0
f) T = 10.0
Figure 3.57 SLC principale a` diﬀe´rents temps d’inte´gration
FTLE calcule´ sur la grille d’interpolation adapte´e en norme 퐿1. Nous obtenons la meˆme
forme ge´ne´rale, mais il est e´vident que la courbe n’est pas continue. Il semble que cette norme
ne garantit pas une bonne de´ﬁnition des SLC principales. Pour un temps d’inte´gration moins
grand, lorsque les SLC sont moins eﬃle´es, cette norme donne des re´sultats similaires a` la
norme 퐿∞, et les SLC sont aussi bien de´ﬁnies dans les deux normes. Toutefois puisque nous
cherchons a` obtenir les SLC les mieux de´ﬁnies, la norme 퐿∞ semble la meilleure option pour
le calcul de la me´trique pour cet e´coulement.
Analyse en temps physique
A` partir de la grille d’interpolation obtenue de l’analyse pre´ce´dente au temps d’inte´gration
푇 = 10 secondes, nous de´butons l’analyse en temps physique sur une pe´riode de l’e´coulement
de 푡 = 0.0 a` 푡 = 10.0 secondes. Pour ce faire, nous conservons le meˆme nombre de boucles
d’adaptation par pas de temps que nous ﬁxons a` 0.05 seconde. Cette tre`s petite valeur se
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Figure 3.58 SLC principale obtenue par une grille adapte´e en norme 퐿1 a` 푇 = 10.0
justiﬁe par la faible e´paisseur de la SLC et sa vitesse de de´placement. Si nous choisissons
un pas de temps trop grand, la SLC principale se retrouve dans une zone de la grille moins
dense au pas suivant. Le champ FTLE peut alors pre´senter des oscillations au niveau des
structures les plus anisotropes (comme illustre´ a` la ﬁgure 3.54), qui entraˆınent une perte de
de´ﬁnition des SLC.
La ﬁgure 3.59 montre quelques-unes des grilles obtenues au cours de la simulation. Nous
noterons que les grilles s’adaptent bien aux mouvements des structures. En fait, nous pouvons
pratiquement de´duire la position des structures principales a` partir de la grille. La ﬁgure 3.60
montre les courbes SLC extraites sur les huit grilles de la ﬁgure 3.59. A` la ﬁgure 푏) apparaˆıt
une courbe SLC qui semble se de´tacher de la paroi supe´rieure. Elle se rapproche par la
suite de la courbe SLC principale pour s’y connecter a` l’image 푑). Les champs FTLE et
les grilles d’interpolation montrent qu’il s’agit en fait de la meˆme structure, puisque nous y
voyons une structure continue presque tout au long de la pe´riode. C’est le crite`re de se´lection
des segments de courbe SLC qui fausse le re´sultat. Nous avons tout simplement se´lectionne´
les SLC correspondantes aux valeurs du champ FTLE qui sont e´gales ou supe´rieures a` un
certain seuil. Or la SLC principale n’est pas partout de meˆme intensite´ et la valeur du champ
FTLE est parfois infe´rieure au seuil ﬁxe´. C’est aussi pour cette raison que les courbes SLC
principales ne sont pas aussi longues qu’elles ne le paraissent sur les champs FTLE et les
grilles d’interpolation.
Le choix du temps d’inte´gration est presque un art en soit. Il de´pend du temps ca-
racte´ristique du syste`me dynamique ou de l’e´coulement. Nous avons opte´ pour un temps de
10 secondes correspondant a` une pe´riode de l’e´coulement. Si nous avions choisi une valeur
plus grande, les structures auraient e´te´ plus longues et probablement continues tout au long
de l’e´coulement, aboutissant ainsi en une meilleure de´ﬁnition des courbes SLC. Par contre,
a` partir d’une valeur critique du temps d’inte´gration le processus d’adaptation e´prouve de la
diﬃculte´ a` ge´ne´rer de bonnes grilles d’interpolation. Comme nous l’avons vu, plus le temps
d’inte´gration augmente plus les structures deviennent minces et eﬃle´es. Les e´le´ments de la
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grille s’e´tirent alors de plus en plus pour se concentrer sur ces structures anisotropes. Le
ratio d’e´tirement atteint alors des valeurs extreˆmes qui de´passent les capacite´s du mailleur
que nous avons utilise´.
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a) t = 0.0
b) t = 1.25
c) t = 2.5
d) t = 3.75
e) t = 5.0
f) t = 6.25
g) t = 7.5
h) t = 8.75
Figure 3.59 Grilles d’interpolation adapte´es
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a) t = 0.0
b) t = 1.25
c) t = 2.5
d) t = 3.75
e) t = 5.0
f) t = 6.25
g) t = 7.5
h) t = 8.75
Figure 3.60 Courbes SLC
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CONCLUSIONS ET PERSPECTIVES
Ce me´moire a pour but l’e´tude de l’adaptation de maillages non structure´s anisotropes,
et plus particulie`rement la me´thode faisant appel aux me´triques optimales multi-e´chelle de
minimisation de l’erreur d’interpolation en norme 퐿푝. Nous avons tente´ d’illustrer d’un point
de vue ge´ome´trique la de´ﬁnition de cette me´trique optimale, ce qui a entre autres permis de
visualiser le principe d’e´quidistribution de l’erreur a` la base de cette me´thode d’adaptation.
Nous avons par la suite mis en oeuvre la me´thode tout en soulignant certaines de ses ca-
racte´ristiques dont il faut tenir compte, telles les limites nume´riques a` imposer lors du calcul
des valeurs propres et le choix de la strate´gie de calcul de la me´trique d’adaptation lorsque
plusieurs variables sont en jeu.
Intersection de me´triques
Quant a` ce dernier aspect, il s’est ave´re´ e´vident que l’intersection de me´triques est la seule
strate´gie de calcul de la me´trique d’adaptation qui respecte le comportement de l’e´coulement.
Toutefois, certaines avenues n’ont pu eˆtre e´tudie´es dans ce travail. Mentionnons d’une part le
choix de la norme de calcul des me´triques de bases. Les diﬀe´rentes variables d’un e´coulement
n’e´voluent pas de la meˆme manie`re et ne ne´cessitent peut-eˆtre pas la meˆme norme pour
le calcul de leur me´trique de base respective. Par exemple, nous avons vu que la norme
퐿∞ semblait dans la plupart des cas donner les meilleurs re´sultats pour les me´triques de
vitesses en conside´rant l’estimation d’erreur en norme e´nergie. Par contre, pour la variable
de pression rien ne nous indique qu’il s’agit de la norme de calcul de me´trique ade´quate.
Une norme diﬀe´rente permettrait peut-eˆtre de mieux de´ﬁnir la pression sur l’ensemble du
domaine sans sacriﬁer la pre´cision au niveau des structures anisotropes.
D’autre part, cette me´thode d’adaptation par me´trique optimale se veut une me´thode
multi-e´chelle, c’est-a`-dire une me´thode d’adaptation de maillage pouvant convenir aux diffe´-
rentes amplitudes et structures d’une solution. La norme 퐿∞ permet de concentrer les nœuds
sur les structures fortement anisotropes et de fortes amplitudes, tandis que les normes plus
faibles re´partissent les nœuds plus uniforme´ment et permettent la capture et une meilleure
de´ﬁnition des structures d’amplitude plus faible (par exemple, les structures Lagrangiennes
cohe´rentes secondaires du champ de Lyapunov). Or il serait possible de capturer toutes ces
structures par l’intersection des me´triques calcule´es sur une meˆme variable dans diﬀe´rentes
normes de calcul de me´trique. Ainsi, pour les champs de Lyapunov un maillage de´voilant
parfaitement les SLC principales et secondaires pourrait eˆtre obtenu par l’intersection des
me´triques calcule´es en norme 퐿∞ et 퐿1. Il s’agirait alors d’une vraie me´thode multi-e´chelle.
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Il serait aussi inte´ressant de voir quel serait l’impact d’une telle intersection sur l’estimation
d’erreur des vitesses et de la pression d’un e´coulement.
E´le´ments ﬁnis
Les re´sultats obtenus pour les diﬀe´rentes simulations par e´le´ments ﬁnis nous ont montre´
l’eﬃcacite´ des maillages anisotropes face a` celle des maillages isotropes. Il est e´vident qu’un
maillage anisotrope, meˆme pour un e´coulement qui n’est pas fortement anisotrope, permet
d’obtenir un niveau de pre´cision supe´rieur a` un maillage isotrope pour un nombre de nœuds
e´quivalent. Plus l’e´coulement pre´sente un comportement anisotrope et plus la diﬀe´rence de
nombre de nœuds entre ces deux types de maillage sera grande.
Nous avons introduit l’adaptation de maillages anisotropes aux e´coulements axisyme´tri-
ques. Comme il a e´te´ mentionne´ a` cette section, une hypothe`se importante a e´te´ pose´e pour
la simulation pre´sente´e dans ce travail. La composante 푟 a e´te´ omise dans la de´ﬁnition du
domaine e´le´mentaire pour les inte´grales utilise´es lors du calcul du 퐷퐿푝 et lors de la recons-
truction des de´rive´es pour obtenir le Hessien. Il est diﬃcile d’e´valuer la ve´ritable inﬂuence
de ce choix sur la ge´ne´ration du maillage. Pour le calcul du 퐷퐿푝 , c’est le nombre de nœuds
re´sultant du maillage qui est aﬀecte´. Ce nombre sera plus ou moins e´leve´ de´pendamment de
la ge´ome´trie du domaine et de l’e´coulement. Par contre, pour la reconstruction des de´rive´es
il est moins e´vident d’en pre´dire les conse´quences re´elles, et il serait ne´cessaire de les e´valuer.
Taux de convergence
L’adaptation de maillage se fait en deux volets. Le premier consiste a` adapter le maillage
pour un nombre de nœuds ﬁxe. Ce type d’adaptation nous a permis d’e´tudier comment un
maillage e´volue vers sa conﬁguration optimale. Le deuxie`me volet consiste a` augmenter suc-
cessivement le nombre de nœuds du maillage apre`s chaque cycle d’adaptation a` nombre de
nœuds ﬁxe. Les e´tapes sont ainsi re´pe´te´es jusqu’a` l’obtention du niveau d’erreur de´sire´. Le
taux de convergence global observe´ nous indique que souvent de`s les premiers maillages, l’er-
reur estime´e se situe pre`s de la courbe asymptotique the´orique de convergence. Ceci s’explique
par le premier volet de l’adaptation qui vise a` obtenir un maillage optimal, peu importe le
nombre de nœuds de ce dernier. Les maillages retenus pour illustrer le taux de convergence
sont donc tous quasi optimaux.
Identiﬁcation des structures lagrangiennes cohe´rentes
L’adaptation anisotrope des grilles d’interpolation s’ave`re un outil tre`s performant pour
ame´liorer la pre´cision des champs de FTLE et la re´solution des structures lagrangiennes
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cohe´rentes. En ame´liorant la de´ﬁnition du champ FTLE, nous ame´liorons du meˆme coup la
qualite´ des courbes SLC extraites. L’adaptation anisotrope des grilles d’interpolation permet
d’e´tirer les e´le´ments le long des structures du champ FTLE et permet d’atteindre des niveaux
de pre´cision impressionnant en utilisant peu d’e´le´ments.
L’ame´lioration de la qualite´ de ces courbes s’accompagne d’une diminution de la taille des
grilles d’interpolation graˆce a` l’adaptation anisotrope. Les e´le´ments sont e´tire´s paralle`lement
aux structures du champ FTLE et permettent d’atteindre des niveaux de pre´cision impres-
sionnants en utilisant peu d’e´le´ments. Les ratios d’e´tirement atteignent des valeurs extreˆmes
de´passant 1 : 105 dans les re´gions les plus anisotropes du champ FTLE. Les grilles conven-
tionnelles carte´siennes requie`rent tellement d’e´le´ments aﬁn d’obtenir une pre´cision acceptable,
qu’elles s’ave`rent d’une utilite´ pratique limite´e. Les structures extraites sur ces grilles sont
similaires a` celles obtenues sur des grilles adapte´es, mais sont toutefois moins pre´cises.
Les grilles conventionnelles carte´siennes permettent l’utilisation de me´thodes de diﬀe´rences
ﬁnies pour l’e´valuation des diﬀe´rentes de´rive´es requises tout au long du processus. Ces
me´thodes sont simples et rapides et se traduisent par des temps de calcul relativement courts,
meˆme pour des grilles comportant beaucoup de nœuds. Nous ne disposons pas de technique
rapide d’e´valuation des de´rive´es sur les grilles d’interpolation non structure´es. Nous utilisons
alors les meˆmes techniques qu’en estimation d’erreur pour calculer les de´rive´es. Ces me´thodes
sont lourdes, peu pre´cises aux parois du domaine et introduisent une certaine erreur. Aﬁn
d’e´liminer une e´tape d’e´valuation de de´rive´es, nous avons donc introduit une nouvelle ap-
proche pour e´valuer les exposants de Lyapunov. Une modiﬁcation du syste`me d’e´quations
aux de´rive´es ordinaires permet d’e´valuer directement les de´rive´es ne´cessaires au calcul du
tenseur de de´formation de Cauchy-Green. La performance de cette nouvelle approche n’a pas
e´te´ e´tudie´e ici, mais tout nous laisse croire a` son bon fonctionnement. Cette approche devrait
faire l’objet de travaux futurs.
La prochaine e´tape consiste a` tester la me´thode sur des e´coulements plus physiques qui
permettront de mieux cerner le compromis a` faire dans le choix de la norme de calcul de
la me´trique par rapport aux structures qui doivent eˆtre extraites. Finalement, des essais
sur des e´coulements mene´s en laboratoire permettront de mettre la pre´sente me´thode a`
l’e´preuve, et de voir l’inﬂuence du bruit inhe´rent aux donne´es expe´rimentales sur la me´thode
d’identiﬁcation des SLC.
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ANNEXES
A Erreur d’interpolation line´aire pour 1 dimension
L’e´quation 2.4 repre´sente une borne supe´rieure de l’erreur d’interpolation.
퐸1(푥) ≤ 퐷
(2)
푢
2
(푥− 푥푖)(푥− 푥푖+1)
Le maximum du terme 퐹 = (푥− 푥푖)(푥− 푥푖+1) se trouve en prenant la de´rive´e par rapport a`
푥.
∂퐹
∂푥
= 2푥− (푥푖 + 푥푖+1) = 0
퐹 est maximal lorsque 푥 =
푥푖 + 푥푖+1
2
. La borne supe´rieure de l’erreur devient alors :
퐸1(푥) ≤ 퐷
(2)
푢
2
(
푥푖 + 푥푖+1
2
− 푥푖
)(
푥푖 + 푥푖+1
2
− 푥푖+1
)
퐸1(푥) ≤ 퐷
(2)
푢
2
(
푥푖+1 − 푥푖
2
)(
푥푖 − 푥푖+1
2
) (50)
Et ﬁnalement, en prenant la valeur absolue et en de´ﬁnissant la taille ℎ = 푥푖+1 − 푥푖
퐸1(푥) ≤ 퐷
(2)
푢
2
∣∣∣∣(푥푖+1 − 푥푖2
)(
푥푖 − 푥푖+1
2
)∣∣∣∣ = 퐷(2)푢8 (푥푖+1 − 푥푖)2
On obtient l’expression de la borne supe´rieure de l’erreur d’interpolation sur un e´le´ment 1D.
퐸1(푥) ≤ 퐷
(2)
푢
8
ℎ2 (51)
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B Transformation de l’espace de re´fe´rence vers l’espace physique
Les de´rive´es secondes de 푢 dans l’espace de re´fe´rence s’expriment en fonction des de´rive´es
dans l’espace physique.⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂2푢
∂휉2
∂2푢
∂휂2
∂2푢
∂휉∂휂
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
[
푇1
]
⎡⎢⎢⎢⎢⎣
∂푢
∂푥
∂푢
∂푦
⎤⎥⎥⎥⎥⎦+
[
푇2
]
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂2푢
∂푥2
∂2푢
∂푦2
∂2푢
∂푥∂푦
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(52)
Si le vecteur
[
푁
]
de´crit une transformation line´aire, alors la matrice
[
푇1
]
vaut 0. La matrice[
푇2
]
s’exprime en fonction des coeﬃcients de la matrice jacobienne 푱 .
[
푇2
]
=
⎡⎢⎣ 퐽
2
11 퐽
2
12 2퐽11퐽12
퐽221 퐽
2
22 2퐽21퐽22
퐽11퐽21 퐽12퐽22 퐽11퐽22 + 퐽12퐽21
⎤⎥⎦ (53)
La matrice jacobienne est de´ﬁnie comme suit :
[
퐽
]
=
⎡⎢⎢⎢⎢⎣
∂푥
∂휉
∂푦
∂휉
∂푥
∂휂
∂푦
∂휂
⎤⎥⎥⎥⎥⎦
La matrice
[
푇2
]
prend la forme suivante :
[
푇2
]
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(
∂푥
∂휉
)2 (
∂푦
∂휉
)2
2
∂푥
∂휉
∂푦
∂휉(
∂푥
∂휂
)2 (
∂푦
∂휂
)2
2
∂푥
∂휂
∂푦
∂휂
∂푥
∂휉
∂푥
∂휂
∂푦
∂휉
∂푦
∂휂
∂푥
∂휉
∂푦
∂휂
+
∂푦
∂휉
∂푥
∂휂
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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On peut re´e´crire l’e´quation 52 comme suit :⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂2푢
∂휉2
∂2푢
∂휂2
∂2푢
∂휉∂휂
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(
∂푥
∂휉
)2
∂2푢
∂푥2
+
(
∂푦
∂휉
)2
∂2푢
∂푦2
+ 2
∂푥
∂휉
∂푦
∂휉
∂2푢
∂푥∂푦(
∂푥
∂휂
)2
∂2푢
∂푥2
+
(
∂푦
∂휂
)2
∂2푢
∂푦2
+ 2
∂푥
∂휂
∂푦
∂휂
∂2푢
∂푥∂푦
∂푥
∂휉
∂푥
∂휂
∂2푢
∂푥2
+
∂푦
∂휉
∂푦
∂휂
∂2푢
∂푦2
+
[
∂푥
∂휉
∂푦
∂휂
+
∂푦
∂휉
∂푥
∂휂
]
∂2푢
∂푥∂푦
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(54)
D’autre part, on peut de´ﬁnir 푥 et 푦 en fonction de 휉 et 휂 par les relations suivantes :
푥(휉, 휂) =
[
푁
]
xi
= (1− 휉 − 휂)푥1 + 휉푥2 + 휂푥3
푦(휉, 휂) =
[
푁
]
yi
= (1− 휉 − 휂)푦1 + 휉푦2 + 휂푦3
ou` 푥푖 et 푦푖 repre´sentent les coordonne´es des sommets du triangle dans l’espace physique. On
peut en tirer les de´rive´es premie`res par rapport 휉 et 휂.
∂푥
∂휉
= 푥2 − 푥1 = 푥푎
∂푥
∂휂
= 푥3 − 푥1 = 푥푐
∂푦
∂휉
= 푦2 − 푦1 = 푦푎
∂푦
∂휂
= 푦3 − 푦1 = 푦푐
En remplac¸ant ces derniers re´sultats dans l’e´quation 54, on obtient les trois expressions
suivantes :
∂2푢
∂휉2
= 푥2푎
∂2푢
∂푥2
+ 푦2푎
∂2푢
∂푦2
+ 2푥푎푦푎
∂2푢
∂푥∂푦
∂2푢
∂휂2
= 푥2푐
∂2푢
∂푥2
+ 푦2푐
∂2푢
∂푦2
+ 2푥푐푦푐
∂2푢
∂푥∂푦
∂2푢
∂휉∂휂
= 푥푎푥푐
∂2푢
∂푥2
+ 푦푎푦푐
∂2푢
∂푦2
+ (푥푎푦푐 + 푥푐푦푎)
∂2푢
∂푥∂푦
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L’Erreur d’interpolation, exprime´e par l’e´quation 2.24, peut alors eˆtre exprime´e dans l’espace
physique en fonction de 푥, 푦 et de leurs de´rive´es.
퐸(푥, 푦) ≤ 1
8
[
푥2푎
∂2푢
∂푥2
+ 푦2푎
∂2푢
∂푦2
+ 2푥푎푦푎
∂2푢
∂푥∂푦
− 2
(
푥푎푥푐
∂2푢
∂푥2
+ 푦푎푦푐
∂2푢
∂푦2
+ (푥푎푦푐 + 푥푐푦푎)
∂2푢
∂푥∂푦
)
+ 푥2푐
∂2푢
∂푥2
+ 푦2푐
∂2푢
∂푦2
+ 2푥푐푦푐
∂2푢
∂푥∂푦
]
퐸(푥, 푦) ≤ 1
8
[(
푥2푎 + 푥
2
푐 − 2푥푎푥푐
) ∂2푢
∂푥2
+
(
푦2푎 + 푦
2
푐 − 2푦푎푦푐
) ∂2푢
∂푦2
+ 2 (푥푎푦푎 + 푥푐푦푐 − 푥푎푦푐 − 푥푐푦푎) ∂
2푢
∂푥∂푦
]
퐸(푥, 푦) ≤ 1
8
[
(푥푎 − 푥푐)2 ∂
2푢
∂푥2
+ (푦푎 + 푦푐)
2 ∂
2푢
∂푦2
+ 2 (푥푎 − 푥푐) (푦푎 − 푦푐) ∂
2푢
∂푥∂푦
] (55)
Apre`s simpliﬁcation, on obtient l’e´quation 55. Par inspection et en prenant la valeur absolue
des coeﬃcients devant les termes de de´rive´es secondes comme suit :
∣푥푎 − 푥푐∣ = ∣푥2 − 푥1 − 푥3 + 푥1∣ = ∣푥2 − 푥3∣ = 푥푏
∣푦푎 − 푦푐∣ = ∣푦2 − 푦1 − 푦3 + 푦1∣ = ∣푦2 − 푦3∣ = 푦푏
on obtient ﬁnalement l’expression de la borne supe´rieure de l’erreur d’interpolation sur
l’e´le´ment dans l’espace physique.
퐸(푥, 푦) ≤ 1
8
[
푥2푏
∂2푢
∂푥2
+ 푦2푏
∂2푢
∂푦2
+ 2푥푏푦푏
∂2푢
∂푥∂푦
]
퐸(푥, 푦) ≤ 1
8
[
푥푏 푦푏
]
⎡⎢⎢⎢⎢⎣
∂2푢
∂푥2
∂2푢
∂푥∂푦
∂2푢
∂푥∂푦
∂2푢
∂푦2
⎤⎥⎥⎥⎥⎦
[
푥푏
푦푏
]
(56)
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C Preuve de la borne supe´rieure sur la valeur absolue de la matrice hessienne
Supposons une quantite´ de´ﬁnie par le produit scalaire suivant :
퐸 = ⟨푳, 퐻푳⟩ (57)
ou` 푳 repre´sente un vecteur et 퐻 repre´sente une matrice syme´trique et qui peut eˆtre diago-
nalise´e de la fac¸on suivante :
퐻 = 푅Λ푅푇 = 푅
[
휆1 0
0 휆2
]
푅푇
La matrice 푅 est la matrice des vecteurs propres de 퐻 associe´s aux valeurs propres 휆1 et 휆2.
On peut de´composer l’e´quation 57 comme suit :
퐸 = 푳푇푅Λ푅푇푳 = ⟨풎,Λ풎⟩
En conside´rant maintenant les deux quantite´s suivantes, ou` ∣Λ∣ = Λ :
퐸 = ⟨풎,Λ풎⟩ 퐸 = ⟨풎,Λ풎⟩
on obtient les expressions suivantes :
퐸 = 푚21휆1 +푚
2
2휆2 퐸 = 푚
2
1휆1 +푚
2
2휆2
Si 휆1 = 휆1, on peut obtenir l’e´galite´ suivante :
퐸 −푚22휆2 = 퐸 −푚22휆2
퐸 = 퐸 +푚22
(
휆2 − 휆2
)
Si 휆2 = 휆2, les 2 quantite´s sont e´gales 퐸 = 퐸.
Si 휆2 = −휆2, alors 퐸 > 퐸.
Finalement, on peut conclure que
⟨푳, 퐻푳⟩ ≤ ⟨푳, ∣퐻∣푳⟩
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D Tailles re´sultantes lorsque les deux valeurs propres sont plus petites que 휀
Reprenons les e´quations 2.71 et 2.72 des tailles re´sultantes ℎ∗푠 et ℎ
∗
푡 :
ℎ∗푠 = 퐷
−1
2
퐿푝
(
휀2푝+1푠
∣휆푡∣
) −1
4(푝+1)
ℎ∗푡 = 퐷
−1
2
퐿푝
( ∣휆푡∣2푝+1
휀푠
) −1
4(푝+1)
et conside´rons maintenant la condition ou` ∣휆푡∣ est aussi plus petite que la valeur seuil 휀.
En remplac¸ant la valeur propre par sa nouvelle valeur on obtient le tailles re´sultantes qui
suivent :
ℎ˜푠 = 퐷
−1
2
퐿푝
(
휀2푝
) −1
4(푝+1)
ℎ˜푡 = 퐷
−1
2
퐿푝
(
휀2푝
) −1
4(푝+1)
Elles ont e´videmment les meˆmes valeurs. Si on prend le ratio entre les tailles re´sultantes et
les tailles originales, on obtient ce qui suit pour les tailles dans la direction 풔 :
ℎ푠
ℎ˜푠
=
(
휀2푝
∣휆푡∣
∣휆푠∣2푝+1
) 1
4(푝+1)
=
(
휀푝 푠
∣휆푠∣푝
) 2
4(푝+1)
≤ 1
Ce ratio est toujours plus petit ou e´gal a` 1. Par contre, lorsqu’on observe le ratio de tailles
dans l’autre direction on a :
ℎ푡
ℎ˜푡
=
(
휀2푝
∣휆푠∣
∣휆푡∣2푝+1
) 1
4(푝+1)
=
(
휀푝
푠 ∣휆푡∣푝
) 2
4(푝+1)
Or ce ratio peut prendre diﬀe´rentes valeurs. Par exemple, le ratio prend les valeurs suivantes
de´pendamment de la valeur propre ∣휆푡∣ :
Si ∣휆푡∣ ≤ 휀 푠−
1
푝 alors ℎ˜푡 ≤ ℎ푡
Si ∣휆푡∣ ≥ 휀 푠−
1
푝 alors ℎ˜푡 ≥ ℎ푡
Ainsi, la taille re´sultante ℎ˜푡 peut parfois eˆtre plus grande que la taille originale dans la
direction critique, celle de plus grande courbure.
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E Matrice 풩 nulle
Soit deux me´triques ℳ1 et ℳ2 diﬀe´rentes de ze´ro et de´ﬁnies par :
ℳ1 =
[
푎 푏
푏 푐
]
ℳ2 =
[
퐴 퐵
퐵 퐶
]
Le produit de ces deux me´triques donne la matrice suivante :
풩 =
[
(푎퐴+ 푏퐵) (푎퐵 + 푏퐶)
(푏퐴+ 푐퐵) (푏퐵 + 푐퐶)
]
Si 풩 est nulle, on a :
푎퐴+ 푏퐵 = 0 (푖)
푎퐵 + 푏퐶 = 0 (푖푖)
푏퐴+ 푐퐵 = 0 (푖푖푖)
푏퐵 + 푐퐶 = 0 (푖푣)
De (푖) et (푖푖푖) on obtient :
푎
푏
=
푏
푐
푎푐− 푏2 = 0
et de (푖) et (푖푖) on obtient :
퐵
퐴
=
퐶
퐵
퐴퐶 −퐵2 = 0
Donc, la premie`re condition pour que la matrice 풩 soit nulle est que les de´terminants des
me´triques ℳ1 et ℳ2 soient nuls. La deuxie`me condition implique les relations (푖), (푖푖) et
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(푖푣) et ﬁxe un ratio entre les coeﬃcients des deux me´triques :
푎퐴 = −푏퐵 = 푐퐶
Ces deux conditions sont ne´cessaires pour que la matrice 풩 soit nulle. Par contre, par
de´ﬁnition les me´triques ont un de´terminant diﬀe´rent de ze´ro et par construction elles sont
non nulles, ce qui assure une matrice 풩 toujours diﬀe´rente de ze´ro.
