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1 はじめに
有限桁計算では、数学的には等価であっても、式の
計算方法や演算順序を変更することにより、得られる
数値解の精度が向上するときがある。例えば多項式f（x）
のゼロ点に関しては、2次方程式の解の公式における
分子の有理化［２］、減次の方法［３］、平方根に関す
る計算方法［４］、計算のあふれを防ぐためのHorner
法［５］などがよく知られている。これらは「計算値
の有効桁数の保存」に関する工夫と見ることができる。
その工夫にもかかわらず、数値解がf（x）のゼロ点に
接近するにつれ、f（x）の有効桁数は減少する。一般に
初期値 x0がf（x）のゼロ点から十分離れているとき、f（x０）
の有効桁数は計算桁数と同程度であり、数値解x＾がf（x）
のゼロ点に十分接近するとf（x＾）の有効桁はほとんどな
くなる。このとき数値解x＾の精度桁数が計算桁数と同
程度であれば、x＾ に対応するゼロ点αは十分孤立した
f（x）のゼロ点、そうでない場合は、f（x）はαに近接する
ゼロ点を持ったり、α自身が多重ゼロ点であったりす
る１。
Chebyshev多項式は高次になると近接ゼロ点（特に
±1の近縁で）を持ち、計算桁数と同程度の精度桁数
を有する数値解が得られない例としてよく知られてい
る［６］。そのChebyshev 多項式とその導関数は漸化
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ごく特殊な多項式の値の精度は、計算方法を変えることによって大きく向上することがある。例えば、
Chebyshev多項式の数値解の精度はHorner法による計算の代わりに漸化式計算で求めることによって大き
く向上される。本論文では、漸化式計算値を用いて得られるゼロ点の精度桁数を評価し、その特性につ
いて考察を行った。
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When the recurrence rule is applied to evaluate the zeros of Chebyshev polynomial, the number
of accurate digits of the approximation is almost equal to the calculation digits even if it has the
cluster zeros． We consider the peculiar phenomenon and give some remarks．
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＊＊１２つの場合を含め悪条件のゼロ点と言う。
式計算でき、この漸化式計算値を用いると、得られる
ゼロ点の精度桁数はそのゼロ点の密集度合いとは無関
係に、ほぼ計算桁数と同程度となる。数値実験的には，
倍精度計算では計算のあふれが起こるまで、例えば
Newton-Raphson法では１億次、Durand-Kerner法で
は2500次程度までほぼ計算桁数と同程度の精度桁数を
持つ数値解が得られる。一方、f（x）やf´（x）をHorner法
計算した場合は、50次程度のChebyshev多項式までし
か意味ある数値解が求まらない。
ここではChebyshev多項式Tn（x）とその導関数T´n（x）
を漸化式計算した場合、悪条件のゼロ点であっても計
算桁数と同程度の精度桁数をもつ数値解の得られる理
由を考察し、その結果を数値的に検証してみる。
2 丸め誤差評価
本章ではn次のChebyshev多項式Tn（x）をHorner法計
算した場合と漸化式計算した場合の丸め誤差の差異を
調べる。Tn（x）を次のようにおく。
（１）Tn（x）＝an x
n + an－１x
n－1+…+a１x+a０.
このT
n
（x）を次のHorner 法で計算する。
（１）Tn（x）＝（（an x+an－１）x+…+a１）x+a０.
この計算における丸め誤差R（Tn（x））は一般に次の
式で評価できる。
（２）R（Tn（x））＝（｜an x
n｜+｜a n－１x
n－１｜+…+｜a０｜）ε.
ここでεはマシンイプシロンと呼ばれ、倍精度計算
ではε＝2－52≈10－16程度の大きさである。
次に式
（３）Tn（cosθ）＝cos（nθ）＝
において、x＝cosθとおくと
（３）Tn（x）＝
（４）Tn（x）＝Σ
［n/2
j＝0
］
（－１）j（ ）xn－２j（1－x２）j
となり、さらに、x＝iとして、その絶対値を取ると、
（３） ｜an｜+｜an－1｜+…+｜a0｜
になる。したがって
｜ ｜＝
となる。
｜x｜≦１のときR（Tn（x））の上限はR（Tn（１））であ
（１＋√２）n＋（１－√２）n
２
（i+√‾i2－1 ）n＋（i－√‾i2－1 ）n
２
n
２j
（x+√‾x2－1 ）n+（x－√‾x2－1 ）n
２
einθ＋e－inθ
２
り、その値は
（５） R（Tn（１））＝（ + ）ε
となる。ここでR（Tn（１））はnの増加と共に増大し、
ε＝2－52とするとR（T42（１））＝1.32となる。
このことは厳密値Tk（１）＝1とその計算での丸め誤
差0.32がk＝42近辺から拮抗し始め、やがてTk（１），
k>42の有効桁数が喪失することを意味する。実際に、
例えばMathematicaを用いて次の計算式で数値解を求
めるとn＝46次頃から数値解が１より大きくなったり、
あるいは複素数解が出現したりすることで確かめられ
る。
Table［NSolve［ChebyshevT［n,x］＝＝0,x,16］,｛n,40,50｝］
次にChebyshev多項式Tn（x）を漸化式計算した時の
丸め誤差を評価する。Tn（x）はT０（x）＝１，T１（x）＝xと
すると次の漸化式で計算できる．
（６） Tn（x）＝2xTn－１（x）－Tn－２（x）．
ここでもT n（x）の丸め誤差の上限は、近似解 x´ が
Tn（x）の最も大きなゼロ点α＝cos（π/２n）に接近する
時と仮定して良い。
Tk（cosθ）＝cos（kθ）より、
（６） ｜x｜<１なら｜Tk（x）｜<１，k＝１，２，…，n
となる。そこで
（６） x´＝cos（π/２n）+δ，０<δ≪ x´<１
とおいた時のTn（x´）の丸め誤差を評価する。
（６） T２（x´ ）＝２（cos（π/２n）+δ）（cos（π/２n）
（６） T２（x´）＝+δ）－１
（７） T２（x´）＝cos（２π/２n）+２
２δcos（π/２n）
（６） T２（x´）＝ +２δ
２
であるから、T２（x´ ）の丸め誤差をr（T２（x´ ））とおき、
Horner法の場合と同様に次のような評価をする。
（６） r（T２（x´））＝（｜cos（２π/２n）｜+｜２
２cos（π/２n）δ｜
（６） +｜２δ２｜）ε
（８） ＝（cos（２π/２n）+２２cos（π/２n）δ
（６） +２δ２）ε．
（７）より（８）のεの係数は１より小さい。すなわち
T２（x´）の計算で生じる丸め誤差はT０（x´）＝１を基準に
考えた時、ε以下と評価できる。したがってT２
（x´）の計算で生じる丸め誤差は見積もる必要がないと
（１－√２）n
２
（１＋√２）n
２
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考えて良い。
次に適当に０<μ<１を選ぶと
（６） cos（π/２n）＝１－δ/（１－μ）
と書けるのでそれを（７）に代入すると
（６） T２（x´）＝cos（２π/２n）+２
２（１－δ/（１－μ））δ
＋O（δ２）
（９） ＝cos（２π/２n）+２２δ+O（δ２）
となる。そのことを用いると
（６） T３（x´）＝cos（３π/２n）+３
２δ+O（δ２）
と表すことができ、一般に
（10） Tn（x´）＝cos（nπ/２n）+n
２δ+O（δ２）
＝n２δ+O（δ２）
と評価できる。以上のことより次のことがいえる。
● r（Tk（x´））<ε，k＝１，２，…，nであるため、漸化式
の計算途中で生じる丸め誤差は無視でき、したが
ってその累積もほとんど生じないと評価できる。
●初期値x´と厳密解cos（π/２n）の差がδであるとき、
その差はTn（x´）においてほぼn
２倍される。
3 漸化式での精度桁数
Tk（x）は漸化式（６）で計算し、T´ n（x）も次の漸化式
で計算する。
（６） T´ 0（x）＝０
（11） T´ 1（x）＝１
（６） T´ k+１（x）＝２Tk（x）+２xT´ k（x）－T´ k－１（x）
（６） k＝１，２，…，n－1．
これらの計算値を用いてChebyshev多項式のゼロ点
を求めるために、次のNewton-Raphson法
（12） xl+1＝xl－ ，l＝０，１，２，…．
を用いる。ここで初期値x0はcos（π/２n）に接近してい
ると仮定する。
２章の考察結果は、あるxlに対して
（13） ｜Tn（xl）｜<n
２ε
が成立すれば、xlと厳密解cos（π/２n）の差はε程度
であることを示唆している。実際にNewton-Raphson
法の反復停止として（13）を用いて、それが成立すれ
ば、補正項 の大きさはε程度であることは次
のようにして示される。
x＝cos（θ）とするとT´
n
（x）＝ であるから、
nsin（θ）
sin（θ）
Tn（xl）
T´ n（xl）
Tn（xl）
T´ n（xl）
θがπ/２nに十分近ければ次の不等式が成立する。
（14） ｜ ｜<｜ ｜≈ ．
一般にゼロ点の近傍ではTn（x）よりT´ n（x）の方が精度
桁数があるから、（14）は反復停止則（13）が成立したと
き、Newton-Raphson法の補正項の大きさはほぼ計算
桁末位となることを示している。
4 数値例
３章では、初期値がChebyshev多項式の最も悪条件
のゼロ点（xl→1）に接近する場合でも、計算桁数と同
程度の精度桁数を持つ数値解が得られることを示し
た。したがって、それよりも良条件のゼロ点（例えば
xl→0）では当然計算桁数と同程度の精度桁数を有する
数値解が得られることになる。
本章では反復停止則（13）の有効性と、高次の場合で
も計算桁数と同程度の精度を有する数値解が得られる
ことを数値実験的に検証する。
数値例１：反復停止則の評価
初期値をx０＝１、ゼロ点の計算を（12）、反復停止則
を（13）とした時のTn（xl）の大きさを示したのが図１で
ある。n＝101，102，…，108に対する数値実験であるが、
反復停止則（13）は有効に作用した。また、計算桁数と
同程度の精度桁数を持つ数値解が得られていることも
確かめられた。
数値例2：30次の精度桁数比較
n＝30とし、T30（x）をHorner法で計算した場合と漸
化式計算した場合における数値解の精度桁数を比較す
ると図２のようになる。倍精度計算、反復解法として
πε
２
n２ε
nsin（nθ）/sinθ
Tn（x）
T´ n（x）
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図１：n＝10から108に対する計算結果
は次のDurand-Kerner法、初期値はAberth［１］の初
期値（半径２の円周上に30個等分割）を与えた。
（15） xl+１（k）＝xl（k）－
（15） k＝１，２，…，n，l＝０，１，２，…．
Horner法計算した場合は数値解が±1に接近するに
したがい、その精度桁数が計算桁数の半分程度に減少
するが、漸化式計算した場合はほぼ計算桁数と同程度
の精度桁数を持つ数値解が得られている。
次数nが50次程度になると、倍精度計算のHorner法
ではChebyshev多項式の係数が正確に計算機内に格納
されなくなり、係数の摂動がゼロ点に及ぼす影響を考
えなくてはならない。しかし、倍精度の漸化式計算で
Durand-Kerner法を用いた場合はn＝2500次程度まで
すべて15桁程度の精度桁数を持つ数値解が得られる。
また、Newton-Raphson法を用いた場合、n＝10９次程
度まで計算可能であることが数値実験的に確かめられ
る。
Tn（xl（k））/２
n－１
Π
j＝１，j
n
≠l
（xl（k）－xl（j））
数値例3：T100（x）とT1000（x）の数値解の精度桁数．
Durand-Kerner法で、次数nをn＝100，200，…，2500
と増加させて数値実験を行った結果の内、n＝100，
n＝1000の場合を図３と図４に示す。図の中で数値解
の精度桁数は黒点で与えているが、すべての数値解の
精度桁数が15桁以上のであることが示されている。
5 おわりに
Chebyshev多項式のゼロ点は次数nが増大するにつ
れて近接ゼロ点を持つようになる。このような近接ゼ
ロ点については、多項式の計算方法を変更しても精度
桁数の改善は数桁程度しか望めないとされてきた。こ
こでは、Chebyshev 多項式を漸化式計算すると、その
ゼロ点の精度桁数が計算桁数と同程度となることを見
いだし、その原因を考察して、得られた結果を数値的
にも検証した。
Hermite多項式、Lagrange多項式、Legendre多項式
などのゼロ点も、漸化式計算で求めることができる。
それらの多項式のゼロ点の精度桁数もHorner法の代わ
りに漸化式計算を用いるとやはり飛躍的に向上する。
今後の課題としたい。
注意１
Durand-Kerner 法において数値解が±１に接近する
場合は、nが大きくなると（15）式の分母の部分で計算
のあふれが生じる。それを回避するためには分子の２n
を分母に繰り込み、分子はT n（ x l（ k））、分母は
Π
j＝１，j
n
≠l
２（xk（l）－xk（j））の形で計算した。
注意２
更にnが大きくなると、分母の部分で計算のあふれ
32 チェビシェフ多項式のゼロ点の精度に関する一考察／布広永示・柳沢幸雄・五十嵐正夫
-1.0 -0.5 0.5 1.0
5
10
16
xk
Horner method
The number of accurate decimal digits
Recurrence rule
0
図２：Horner法と漸化式計算による数値解の精度桁数の差異
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図３：T100（x）＝０の数値解の精度桁数
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図４：T1000（x）＝０の数値解の精度桁数
が生じる。それを避けるために、x軸方向の長軸が１、
y軸方向の短軸が１/n程度の楕円状の初期値を与えた。
このことによりDurand-Kerner法の４倍精度計算にお
いてn＝30000次程度まで計算のあふれが回避できた。
注意３
初期値が｜x｜≦１である限り、Chebyshev多項式
の漸化式の特性根の絶対値は１以下となるので漸化式
は安定している。しかし、このことと漸化式計算で計
算桁数と同程度の精度を有する数値解が求まることは
別の問題と考えられる。例えば、Durand-Kerner法の
初期半径の大きさを２として（ある近似解はしばらく
｜x｜≧１の状態が続く）数値解を計算した場合でも、
漸化式における誤差の極端な増殖は見られず、n＝500
程度まで計算桁数と同程度の精度桁数を有する数値解
が求まることはその一つの証左と考えることができ
る。
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