Two solutions to the MUTEX-problem are compared w.r.t. their temporal e ciency. For this, a formerly developed e ciency testing for asynchronous systems is adapted to Petri nets with so-called read arcs. Furthermore, a compositional semantics for fair behaviour (in the sense of the progress assumption) is presented. On the one hand, this semantics is related to e ciency testing; on the other hand, it is used to specify formally what a solution to the MUTEXproblem is. It is shown that one of our solutions indeed satis es this speci cation and that ordinary nets without read arcs cannot solve the MUTEX-problem.
Introduction
The testing scenario of De Nicola and Hennessy DNH84] has been developed further in Vog95b, Vog95c, JV96] in order to compare the temporal e ciency of asynchronous systems { using Petri nets as system models. This approach is applied here to two solutions of the mutual-exclusion problem (MUTEX-problem) based on token passing. The corresponding nets contain what we call read arcs, and one of our main results is that ordinary nets without read arcs cannot solve the MUTEX-problem.
Figure 1
In Petri nets, the check of a side-condition is modelled with a loop as shown in Figure 1 : the occurrence of t removes the condition c and restores it afterwards;
This work was partially supported by the DFG-project`Halbordnungstesten'. An extended abstract has appeared in Proc. ICALP 97, LNCS 1256, p.538{548 under the title`E ciency of Asynchronous Systems and Read Arcs in Petri Nets '. consequently, t and t 0 can occur in any order, but not at the same time. This is certainly adequate in many cases, e.g. if c models the processor that t and t 0 run on. In other cases, we might want a side-condition that must be true for t or t 0 to occur, but which is left untouched such that t and t 0 can occur at the same time; e.g. c might be a value from a data base, which can be read concurrently. We model such cases with special read arcs instead of loops. This discussion should make clear that the issue`read arcs vs. loops' is not just a technical problem of Petri nets, but will have its counterpart at least in any model of shared-memory.
The idea of read arcs is very natural, but it seems that until very recently they have not found so much attention, probably because loops and read arcs are treated just the same if we only look at interleaving semantics. But they do make a di erence when we explicitly take into account concurrency. E.g. CH93] discusses a step semantics and MR95] de nes net-processes for nets with read arcs (or positive contexts, as they are called there). In both approaches, a net with read arcs can be translated to an equivalent net without; the respective construction (without a formal treatment) can already be found in Ric85] . It is argued in MR95] that nets with read arcs can be more natural and compact. In clear contrast, read arcs are even better motivated in our setting, since they add relevant expressivity: the MUTEX-problem can be solved with nets having read arcs, but not with ordinary nets having no read arcs.
To prove this, we have to specify formally what a solution to the MUTEX-problem is; for this, we have to consider fairness (in the sense of weak fairness or progress assumption). Thus, this paper is concerned with the triangle`e ciency testing { MUTEX-problem { fairness', where e ciency testing is applied to two solutions of the MUTEX-problem and fairness is needed to specify such a solution. We close this triangle by showing that e ciency testing is based on a behaviour notion which is a fairly conservative extension of fair behaviour.
In the testing approach of De Nicola and Hennessy DNH84], a system is an implementation if it performs in all environments, i.e. for all users, just as well as the speci cation. While in the classical setting successful performance only depends on the functionality, i.e. which actions are executed, the testing approach was re ned in Vog95b] to take also into account the e ciency of implementation and speci cation: success (indicated by an action !) has to be reached within a given time. The must-version of this e ciency testing (concerned with worst case behaviour) is not so easy to de ne in the case of asynchronous systems, where the components work with indeterminate speeds; most often, this is interpreted as`each component may work arbitrarily slow'. Under this interpretation, the worst case is simply that nothing is done for a long time, hence every test is failed and we do not have a sensible theory of testing.
As a way out, Vog95c] assumes that each action is performed within one unit of time (or is disabled within this time). Such an upper time bound is a reasonable basis for judging the e ciency, see e.g. PF77]; since actions can also be performed arbitrarily fast, the components work with indeterminate relative speeds also under this assumption, and we have a valid theory for asynchronous systems. When we de ne the new behaviour notion using the upper time bound, we will argue more formally, why this gives a general theory of asynchronous systems; we will extend this argument when comparing the new behaviour notion to fairness. It turns out that, for the testing scenario of Vog95c], the implementation preorder is a sensible faster-than relation. While in Vog95c] a discrete time scale is used, the same idea of e ciency testing is studied in JV96] using a dense time scale. Three variants are considered and each of them is shown to coincide with a discretely timed version; one of the variants is the one from Vog95c]. We will consider here another of the three variants, which is probably the most simple one: in this variant, transitions must re within time 1, but the ring itself is instantaneous.
After de ning some basic concepts in Section 2, we de ne our asynchronous ring rule with dense time in Section 3. The essential point is that the ring of t in Figure 1 disables t 0 { say, at time 1 {, hence t 0 gets again one unit of time and might re at time 2. If t were on a read arc with c, then t 0 would not be disabled, hence it would have to re at time 1, too. We generalize the developement of JV96] to nets with read arcs and show that discrete time can be used just as well. Section 4 presents a characterization of the faster-than relation that results from testing; this characterization is used to show that, roughly speaking, read arcs are faster than loops.
It is natural to assume that, in a parallel system, an independent processor that has all resources available to proceed with some activity will indeed do so eventually. This progress assumption is formalized in Section 5, where the fair language of a net with read arcs is de ned. Also, fair failure semantics is presented, which is a suitable compositional semantics for dealing with fair behaviour. As a rst application of fair failure semantics, we relate it to our e ciency testing and take this as formal basis to discuss the generality of our approach. We give some preliminary results on the expressiveness of read arcs in Section 6.
In Section 7, we give the two MUTEX-solutions with read arcs. While usually a solution is seen as code that has to be added to the code of the user processes, we view a solution as an independent component; this component and the users are composed in parallel synchronizing on the request-, enter-and leave-actions. In this view, the MUTEX-process just o ers certain actions, e.g. it o ers the request-actions initially, but one or both of these actions might never be performed { and this ts very well the fair failure semantic, which we use to de ne formally what a solution to the MUTEXproblem is. This de nition is in terms of actions that are or are not performed; hence, it can in principle be translated to other action-based formalisms like process algebra. With this de nition, we prove the correctness of one of our solutions and then show that no net without read arcs can be correct. Finally, we compare the speed of the two solutions: in one case, a token allowing access to the critical section is passed around either after leaving the critical section or if no access is requested; in the other case, one user owns the token such that the other user has to order the token in case of need. We prove that, from the point of view of one user seen in isolation, the rst solution is more e cient. Some more related literature is discussed in Section 8.
I am grateful to Ekkart Kindler for our discussions, which made me think more carefully about some aspects of the approach presented here, and I thank Roberto Gorrieri and Lars Jenner for their comments, which helped to improve the presentation of this paper.
Basic Notions of Petri Nets with Read Arcs
In this section, we introduce Petri nets which are extended with read arcs as explained in the introduction; we de ne the basic ring rule and the parallel composition for such nets. For general information on ordinary Petri nets, the reader is referred to e.g. Pet81, Rei85] . We will deal with safe nets (safe place/transition-nets extended with read arcs) whose transitions are labelled with actions from some in nite alphabet or with the empty word . These actions are left uninterpreted; the labelling only indicates that two transitions with the same label from represent the same action occurring in di erent internal situations, while -labelled transitions represent internal, unobservable actions. contains a special action !, which we will need in our tests to indicate success.
Thus, a labelled Petri net with read arcs N = (S; T; F; R; l; M N ) (or just a net for short) consists of nite disjoint sets S of places and T of transitions, the ow F S T T S consisting of (ordinary) arcs, the set of read arcs R S T, the labelling l : T ! f g, and the initial marking M N : S ! f0; 1g; we require that (R R ?1 ) \ F = ;. When we introduce a net N or N 1 etc., then we assume that implicitly this introduces its components S, T, F, : : : or S 1 , T 1 , : : :, etc. and similarly for other tuples later on. The net is called ordinary, if R = ;.
As usual, we draw transitions as boxes, places as circles and arcs as arrows; read arcs are drawn as lines without arrow heads.
For each x 2 S T, the preset of x is x = fy j (y; x) 2 Fg, the postset of x is x = fy j (x; y) 2 Fg, and the read set of x isx = fy j (y; x) 2 R R ?1 g. These notions are extended to sets as usual, e.g. X is the union of all x with x 2 X. If x 2 y \ y , then x and y form a loop. A marking is a function S ! IN 0 . We sometimes regard sets as characteristic functions, which map the elements of the sets to 1 and are 0 everywhere else; hence, we can e.g. add a marking and a postset of a transition or compare them componentwise.
We now de ne the basic ring rule, which extends the ring rule for ordinary nets by regarding a read arc (s; t) as loop, i.e. as ordinary arcs (s; t) and (t; s 
Timed Behaviour of Asynchronous Systems
We will describe the asynchronous behaviour of a parallel system, taking into account the times at which things happen. The components of an asynchronous system vary in speed { but we assume that they are guaranteed to perform each enabled action within at most one unit of time; this upper time bound allows the relative speeds of the components to vary arbitrarily, since we have no positive lower time bound. Thus, the behaviour we de ne is truly asynchronous.
Hopefully, De nition 3.1 below is a convincing formalization of this intuitive concept of asynchronous behaviour. Afterwards we will show that, in the testing framework to be de ned, this de nition can be replaced by another de nition based on discrete time, which is possibly not as convincing at rst sight.
We require that each enabled transition res within time 1 { unless it is disabled within this time. To keep track of the remaining time an enabled transition has, we use a function ; (t) is initialized to 1, when t gets enabled. As dense time domain we choose the reals, and we speak of continuous ring; R + is the set of positive real numbers.
The crucial point of read arcs is that they di er from ordinary loops w.r.t. disabling. If we have a loop (c; t), (t; c) and an arc or read arc (c; t 0 ) for a place c and transitions t and t 0 , compare Figure 1 , then ring t removes the token from c and, thus, disables t 0 momentarily { even though t returns the token and activates t 0 anew; hence, (t 0 ) is reinitialized to 1. If, instead, (c; t) is a read arc, t just checks for the presence of a token without removing it and, thus, t 0 is not disabled and the value of (t 0 ) remains unchanged. In other words, a transition t disables another transition t 0 if and only if t and t 0 t0 have a place in common.
Firing itself is instantaneous (as in the basic ring rule), and the de nitions and results of this section are more or less the same as those for the special case in JV96] called instantaneous ring. We repeat them here with full proofs not only for ease of reference, but mainly for the following two reasons: rst, de nitions are given here for nets with read arcs and the results are generalized to these nets; second, since our behaviour notion is only one of the three treated in JV96], some de nitions and proofs can be simpli ed here.
When dealing with functions (especially those from transitions to real numbers), we denote a constant function by this constant. We write (M; ) "i c (M 0 ; 0 ) and (M; ) "i c if one of the following cases applies:
1. " = t 2 T; M tiM 0 , 0 equals for those transitions enabled under M ? t and is 1 for the other transitions enabled under M 0 .
2. " = (r); r 2 R + ; r min ; M 0 = M; 0 = ? r.
Extending this de nition to sequences, we get the set CFS(N) = fw j CID N wi c g of continuous ring sequences of N; the set CL(N) = fl(w) j w 2 CFS(N)g is the continuous language of N, where we let l preserve time steps, i.e. l((r)) = (r). 2
Part 2 of this ring rule ensures that every transition that is enabled for one unit of time res within that unit, but according to 1 it may also act faster. In fact, by only applying 1, we get L(N) CL(N); additionally, the occurrence of time steps only changes while the ring of transitions only depends on M as usual. Hence, deleting the time steps from all sequences in CL(N) we get exactly L(N). This shows that despite the time bound 1 we still deal with the full complexity of asynchronous systems; we have simply enriched the asynchronous behaviour by some timing information in an orthogonal way.
Since we have required t 6 = ; for all transitions t, ring t disables it completely or re-enables it with -value 1. Therefore, we can always re transitions with -value 0 until none is left and then let time progress according to 2; hence, as intuitively desirable, we avoid a time-stop.
De nition 3.2 For every w in CL(N) resp. CFS(N), (w) is the sequence of actions resp. transitions in w, and (w) is the duration, i.e. the sum of time steps in w. We now show that for every w 2 CFS we can nd a v 2 DCFS that has the same action sequence but is discrete in its time steps, starts with (1) and is slower. The sequence v is constructed from w by letting one time unit pass in v whenever the cumulated time in w exceeds the next natural number.
Lemma 3.5 For a net N there is for each w 2 CFS(N) a v 2 DCFS(N) starting with a (1)-time-step such that (v) = (w) and (v) (w). 
2
A similar result is shown in Pop91] , namely that all the markings that can be reached in continuous time can also be reached in discrete time; whereas for us it is important that the continuous ring sequence is transformed to a longer discrete one (the length is rounded up to the next integer), this is of no concern in Pop91], where the lenght is rounded down to the next integer. The construction of a DCFS-sequence from a CFS -sequence has made it very obvious that several transitions can occur at the same moment, i.e. without any time passing inbetween. In particular, a long sequence of events where one event causes the next could occur in zero-time. Some readers might regard this as unrealistic. In contrast, we could require that between any two transitions a positive amount of time has to pass; this would not change the testing preorder { see JV96] .
We continue our transformation of the continuous language by slightly rewriting DCL to the discrete language DL. The main change is that we replace the residual time function , which has only values in f0; 1g, by a set U of urgent transitions containing those transitions with (t) = 0. We also write the time steps (1) as and assume, using Lemma 3.5, that all sequences start with a ; this initial is left implicit, i.e. it will actually be omitted. includes the language of N and describes an asynchronous behaviour. U = ; in Part 2 requires that no urgent transition is delayed over the following . Each enabled transition is urgent after . Thus, a discrete trace is any ordinary trace subdivided into rounds by 's such that no transition enabled at (i.e. immediately before) one is continuously enabled until after the next .
The initial set U N contains all initially activated transitions as we assume an (`invisible') (1)-time-step at the beginning of the sequence. When de ning satisfaction of a test, we consider sequences v with (v) D, because due to the invisible (1)-time-step these are the sequences with (v) > D from the DCL-point of view. 
Characterization of the Timed Testing Preorder
The test-preorder w formalizes observable di erence in e ciency; refering to all possible tests, it is not easy to work with directly. Therefore, our aim is now to characterize w internally, i.e. by only looking at the nets themselves that are compared. In the classical case DNH84], the must-testing preorder can be characterized using failure semantics which contains pairs (w; X) where w is an executable action sequence and X is a set of actions that can be refused by the system in some state reached after w. In a refusal trace this refusal information is also given for intermediate states encountered during execution of an action sequence, Phi87]. Similarly, we replace the 's in a discrete trace by sets of actions which now indicate the time-steps. Such a set contains actions that are not urgent when the time-step occurs, i.e. that can be refused at this moment. Note that our treatment of internal actions is very di erent from ordinary refusal traces; in particular, all internal actions must be refused, i.e. they must not be urgent when the time-step occurs. We call the resulting sequences i-refusal traces in agreement with JV96], since actions are instantaneous in our approach.
De nition 4.1 We write (M; U) "i r (M 0 ; U 0 ) for instantaneous descriptions (M; U) and (M 0 ; U 0 ), if one of the following cases applies: 2
The RT-semantics is more detailed than the DL-semantics, since the occurrence of exactly corresponds to that of . Proof: Deletion of a refusal set can only make the urgent set at this stage smaller, since only enabled transitions can be urgent and all of them are urgent after a refusal set. If some t or X can occur at some stage, it can also occur if the urgent set is smaller, and in this case the urgent set will be smaller or equal after.
2
Now we want to show that the RT-semantics induces a congruence for parallel composition; for this, we de ne k A for i-refusal traces. Applying this operation, actions from A are merged, while others are interleaved. A combined transition (t 1 ; t 2 ) of some N 1 k A N 2 is enabled, if t 1 is enabled in N 1 and t 2 is enabled in N 2 ; hence (t 1 ; t 2 ) is urgent only if t 1 and t 2 are urgent. Essentially due to this similarity between enabledness and urgency, refusal sets are combined as in ordinary failure semantics.
De nition 4.4 Let u; v 2 ( P( )) , A . Then u k A v is the set of all w 2 ( P( )) such that for some n we have u = u 1 : : : u n , v = v 1 : : :v n , w = w 1 : : :w n and for i = 1; : : : ; n one of the following cases applies: 
The reason for the last equation is again that a synchronized transition is urgent i both its components are urgent. The following technical lemma is essential for proving that we have de ned k A appropriately for i-refusal traces. Its proof is easy, but lengthy and therefore omitted. X ((X 1 X 2 ) \ A) (X 1 \ X 2 ) 2. Let ID 1 " 1 i r and ID 2 " 2 i r according to De nition 4.1 1 or 2.
(a) If " 1 = t 1 ; " 2 = t 2 ; l 1 (t 1 ) = l 2 (t 2 ) 2 A; then ID "i r with " = (t 1 ; t 2 ).
(b) If " 1 = t 1 ; " 2 = ; l 1 (t 1 ) = 2 A; then ID "i r with " = (t 1 ; ).
(c) Analoguosly for " 2 = t 2 ; l 2 (t 2 ) = 2 A (d) If " 1 = X 1 and " 2 = X 2 , then ID "i r for all " = X with X ((X 1 X 2 ) \ A) (X 1 \ X 2 ) Furthermore in both cases, if for these ", " 1 , " 2 we have that ID "i r ID 0 , ID 1 " 1 i r ID 0 1 , ID 2 " 2 i r ID 0 2 , then ID 0 is the A-combination of ID 0 1 and ID 0 2 . This lemma implies in the usual fashion the following theorem, which gives us one half of the characterization given afterwards. can be extended to end with a set, hence it is enough to consider traces of this form.) We may assume that X j l 1 (T 1 ) l 2 (T 2 ), i.e. X j is nite (j = 1; : : : ; k), since any RT(N) is closed under addition and removal of actions that do not appear in N at all to resp. from the refusal sets. We construct a test (O; D) that a net fails if and only if it has w as i-refusal trace. Then N 1 fails (O; D), hence N 2 does and we are done. We choose D = k + 1 and de ne O as follows; see Figure 2 for the case w = abfxgafyg. S O = fs j i j j = 1; : : : ; k + 1; i = 0; 1; 2g fs k+2 1 g fs j ai j j = 1; : : :; k; i = 1; : : :; n j + 1g fs j rx j j = 1; : : :; k; x 2 X j g T O = ft j i j j = 1; : : : ; k + 1; i = 0; 1; 2g ft k+2 1 g ft j ai j j = 1; : : : ; k; i = 1; : : : ; n j g ft j rx j j = 1; : : : ; k; x 2 X j g O has arcs for the following pairs: (s j 0 ; t j 0 ); j = 1; : : : ; k + 1; (t j 0 ; s j+1 0 ); j = 1; : : : ; k; (t j 0 ; s j+1 1 ); j = 1; : : : ; k + 1; (t j 0 ; s j 2 ); j = 1; : : : ; k + 1; (s j 2 ; t j 2 ); j = 1; : : : ; k + 1; (s j 1 ; t j 1 ); j = 1; : : : ; k + 2; (s j 1 ; t j 2 ); j = 1; : : : ; k + 1; (t j 0 ; s j a1 ); j = 1; : : : ; k; (s j ai ; t j ai ); j = 1; : : :; k; i = 1; : : :; n j ; (t j ai ; s j a(i+1) ); j = 1; : : : ; k; i = 1; : : : ; n j ; (s j a(n j +1) ; t j 2 ); j = 1; : : :; k; (t j 0 ; s j+1 rx ); j = 1; : : : ; k ? 1; x 2 X j+1 ; (s j rx ; t j rx ); j = 1; : : :; k; x 2 X j ; (s j rx ; t j+1 2 ); j = 1; : : : ; k; x 2 X j . Initially, the places s 1 0 , s 1 1 and s 1 rx with x 2 X 1 are marked. The labelling is as follows:
l O (t j 0 ) = l O (t j 2 ) = ; j = 1; : : : ; k + 1; l O (t j 1 ) = !; j = 1; : : : ; k + 2; l O (t j ai ) = a j i ; j = 1; : : : ; k; i = 1; : : : ; n j ;
l O (t j rx ) = x; j = 1; : : :; k; x 2 X j .
The subnet consisting of the s j i , t j i with i = 0; 1; 2 for j = 1; : : : ; k + 1 and s k+2 1 , t k+2 1 acts as a clock. It ends with an !-transition (t k+2 1 ), and in order to fail the test, the clock must proceed as slow as possible but still respect the ring discipline, i.e it must work with a xed speed. Assume some N fails the test for D = k + 1, i.e. k + 1 rounds with k + 1 's occur in N k O, not counting the inital implicit , in the following called 0-th .
We now describe how such a failing discrete trace must look like. First, consider the sequence of the s j 0 , t j 0 with j = 1; : : : ; k + 1 nished by s k+2 1 , t k+2 1 . Before the (k + 1)-th occurs, t k+2 1 must not be urgent, i.e. t k+1 0 must re after the k-th .
Inductively, we see for j = k + 1 down to 1 that t j 0 must re after the (j ? 1)-th . As t 1 0 is initially activated, it must re before the rst . Inductively, t j 0 must re before the j-th . Altogether, t j 0 must re in the j-th round.
As a result, t j 1 is urgent in the j-th round, for j = 1; : : :; k + 1, and must be deactivated by t j 2 ; since s j 2 is only marked in the j-th round, t j 2 res in the j-th round.
The t j ai are sequenced inbetween t j 0 and t j 2 , and by the above argument, they all must re in zero time in the j-th round. By the synchronization discipline, N must be able to perform a j 1 : : : a j n j in round j.
The occurrence of some t j rx would make t j+1 2 impossible; hence, t j rx does not re but is urgent in round j because s j rx (for j > 1) was marked one round before. We conclude that N must not o er an urgent x at the end of round j, i.e. it can refuse X j at this stage.
In other words, as desired, N must perform w to fail the test (O; k + 1), and it will indeed fail the test if it performs w. 2
Observe that a faster system has less i-refusal traces, i.e. such a trace is a witness for slow behaviour, it is something`bad' due to the refusal information it contains. Also observe that, for Theorem 4.8, we only need test nets without read arcs. languages; the only small problem is that the refusal sets X can be arbitrarily large, but when comparing N 1 and N 2 it is obviously su cient to draw these sets from the nite set l 1 (T 1 ) l 2 (T 2 ). Thus, w is in particular decidable, which is not obvious from the start, where we have an in nite (even uncountable) state space according to De nition 3.1. In the literature, similar results exist that reduce an in nite state space arising from the use of dense time to a nite one, starting with AD94]; but it seems that these results are not applicable to our setting.
The testing preorder w is also compatible with some other interesting operations for the construction of nets as system models, namely relabelling, hiding and restriction. We generalize here the respective result from JV96] to nets with read arcs, mainly because we will also obtain a similar result for fair behaviour in the next section.
De nition 4.10 A relabelling function is a function f : f g ! f g with f( ) = and f( ) = . RT(N f]) = ff(w 1 ) X 1 f(w 2 ) X 2 : : : f(w n ) X n f(w n+1 ) j w 1 f ?1 (X 1 ) w 2 f ?1 (X 2 ) : : : w n f ?1 (X n ) w n+1 2 RT(N); where w i 2 ; X i g RT(N=a) = fw 1 =a X 1 w 2 =a X 2 : : : w n =a X n w n+1 =a j w 1 (X 1 fag) w 2 (X 2 fag) : : : w n (X n fag) w n+1 2 RT(N); where w i 2 ; X i g RT(Nna) = fw 1 X 1 w 2 X 2 : : : w n X n w n+1 j w 1 (X 1 ? fag) w 2 (X 2 ? fag) : : : w n (X n ? fag) w n+1 2 RT(N); where w i 2 ( ? fag) ; X i g Proof: The RT-semantics of a net is constructed from the i-refusal ring sequences of this net. For the case of relabelling, ring a transition t in such a sequence gives rise to the action l(t) in N and f(l(t)) in N f]. At some ID reached along such a sequence, no urgent transition has a label in X f g in N f] if and only if no urgent transition has a label in f ?1 (X) f g in N. This proves the case of relabelling; hiding is very similar, since it can be seen as a relabelling that turns a into . Also restriction is not much di erent; observe that in Nna a always may (but does not have to) be refused, even if N in a corresponding ID has an urgent a-transition. 2
To check the testing preorder we have de ned, it is often helpful to use the following forward simulation. In the second case, we relate (M 1 ; U 1 ) to (M 2 ; U 2 ) if M 1 = M 2 and U 1 U 2 . This is a simulation: a set X enabled under (M 1 ; U 1 ) is certainly also enabled if the urgent-set is smaller, and performing such a set leads to identical ID's; both ID's enable the same transitions and ring a transition t changes the marking in the same way in both nets and disables all transitions in N 2 that are disabled in N 1 ; note that t might disable more transitions in N 2 if it is on a new loop. 2
This theorem shows that read arcs are faster than loops ({ in many cases they are strictly faster, but not always). This result is intuitively plausible, hence it also increases the plausibilitiy of our approach. An additional check for the presence of an always existing token with a read arc does not in uence the performance of the system; doing the same with a loop might slow the system down. JV96] de nes a sequentialisation of a net N as a net obtained by adding a new marked place s and loops between s and two transitions; it is shown that N is faster than each sequentialisation, and this result can be seen as a corollary to Theorem 4.15. JV96] also considers two other operations on nets, which add an internal initialisation or make a transition last longer by splitting it in two; both operations are shown to slow a system down. Since the splitting of a transition has to deal with read arcs, we will also consider it here.
De nition 4.16 An elongation of N is obtained by choosing a transition t, adding a new unmarked place s and a new -labelled transition t 0 with t 0 = fsg and t 0 = t and, nally, rede ning t by t := fsg. Thus, when splitting t into two parts, the rst part checks the read set and empties the preset (performing the same action as t), while the second part produces the new tokens. 
A Precongruence for Fair Behaviour
As explained in the introduction, we have to consider fairness in order to specify what a solution to the MUTEX-problem is. We will determine a compositional semantics suitable for dealing with fairness, and we will relate fairness to the DL-semantics our e ciency testing is based on. With this result, we can give another argument, why our theory deals with arbitrary asynchronous systems { despite our assumption of an upper time bound for actions.
Fairness (in the sense of weak fairness or progress assumption) requires that a continuously enabled activity should eventually occur. Continuous enabledness means that the respective`processor' and all other resources are always available, and in a parallel system such an independent processor will certainly act eventually. Thus, fairness is met automatically, it does not have to be implemented; see Fra86] for more on fairness. The DL-and DFS-semantics require that a continuously enabled activity should occur within one round, so this is very close to fairness.
Fairness is satis ed in general by in nite runs only; hence, we now extend the de nition of ring sequences, discrete ring sequences etc. to in nite sequences in the obvious way and also take into account that an in nite run should take in nite time ( { otherwise we would have an unrealistic Zeno-run).
De nition 5.1 An in nite sequence is an in nite ring sequence of a net N if all its nite pre xes are ring sequences of N; similarly, in nite discrete and in nite i-refusal ring sequences are de ned. If the image of an in nite ring sequence is in nite, it is an in nite trace.
A Note that a trace without further quali cation is always a nite trace; should the image of an in nite ring sequence be nite, then it is already the image of a nite pre x, hence a trace.
First, let us observe the connection between our testing approach, which considers only nite i-refusal traces, and the in nite progressing refusal traces. Since we only deal with nite nets, we can show with K onig's Lemma, that RT and PRT are equally expressive. Proof: The only-if part of the rst paragraph being obvious, we show the if-part.
We construct a graph with vertices (v; ID), where v is a pre x of w and ID N vii r ID, and with edges ((v; ID 1 )(v"; ID 2 )), whenever " 2 P( ) and ID 1 "ii r ID 2 . Since N only has nitely many ID's, this graph is clearly locally nite, but in nite. By K onig's Lemma, it has an in nite path, which demonstrates the rability of w.
The second paragraph now follows, since a discrete trace can be regarded as a special i-refusal trace if we interpret as . Proof: From the ID reached by an i-refusal trace, one can re urgent transitions as long as possible; ring an urgent transition removes it from the set U, hence we can eventually add the refusal set and repeat this. A trace can be regarded as a special discrete trace, and a discrete trace can be regarded as a special i-refusal trace if we interpret as ; in the same way, a progressing trace can be regarded as a special progressing refusal trace. Proof A nite ring sequence M N t 0 iM 1 t 1 iM 2 : : : M n is called fair, if M n is a deadlocked marking. For an in nite ring sequence M N t 0 iM 1 t 1 iM 2 : : : we have to be careful when considering the e ect of loops and read arcs. The classical de nition, compare Fra86], would call such a sequence fair if we have: if some transition t is enabled under all M i for i greater than some j, then t = t i for some i > j. With this de nition, an in nite sequence of t's would not be fair in the net of Figure 6 , since t 0 is enabled under all states reached, but never occurs. This would be adequate if t were on a read arc instead of a loop, but in Figure 6 the sequence should be fair: t 0 is not continuously enabled, since every occurrence of t disables it momentarily, compare Rei84, Vog95a]; one could even say that the ressource needed by t 0 is nearly always in use. Thus, we will require in the de nition of fairness that t is enabled also while each t i with i > j is ring. For this, we have to keep in mind that a read arc does not consume a token. A nite or in nite ring sequence is fair, if it is t-fair for all transitions t of N; we denote the set of these sequences by FairFS(N). The fair language of N is the set the transition occurs in this round or it is not enabled initially, i.e. not in the set U, or it is not enabled under M ? t when it is removed from U. Since we have in nitely many rounds, deletion of all 's gives a fair ring sequence.
A nite fair ring sequence can be extended with in nitely many 's to give a progressing ring sequence. So let M N t 0 iM 1 t 1 iM 2 : : : be a fair in nite ring sequence.
We extend the markings to ID's and incrementally add 's to get a progressing ring sequence. Initially and after each inserted , fairness gives for each transition: it is not enabled now, hence not in U, or it is removed from U when it occurs later in the sequence or when it is not enabled under some later M i ? t i . Thus, U will always be empty eventually and we can always insert another . ii) Directly from i).
2
Corollary 5.8 Each trace of a net N can be extended to a fair trace of N. Proof: Lemma 5.3 and Theorem 5.7 i).
Next we will determine the coarsest precongruence for parallel composition that respects fair-language-inclusion; this is just the right relation if we want to build systems compositionally and are interested in the fair language. Theorems 5.10 and 5.11 were to my knowledge rst obtained by Robert Gold Gol88] and surveyed in Vog92, page 69]. We improve the original results by allowing read arcs and loops; also, Gold considered safe nets where t 6 = ; for all transitions t { as we do {, but allowed unsafe nets with isolated transitions (i.e. with t = ; = t ) as environments in the proof of 5.11; this is improved, too. The motivation for this de nition is as follows: assume N 1 is a fair implementation of the speci cation N 2 , N 2 is a component of a parallel system and we replace this component by N 1 ; then we will get only fair behaviour that is allowed by N 2 , i.e. that is possible when N 2 is used.
The intuition for (v; X) 2 FF(N) is that all actions in X can be refused when v is performed, in the sense that fairness does not force performance of these actions. This is essentially (up to divergence, i.e. in nite internal runs) the same intuition as for ordinary failure semantics: after a nite run, fairness forces the performance of some enabled action while all others can be refused.
Extending A tricky detail for the proof of the reverse inclusion should be mentioned: assume l(t 0 1 ; t 0 2 ) = a 2 X 1 \ A and (t 0 1 ; t 0 2 ) is for some ring sequence enabled under all (M 1i _ M 2i ) ? (t 1i ; t 2i ) for i = 1; : : :. Then, t 0 1 is enabled under all M 1i ? t 1i and t 0 1 = t 1j for some j by fairness. This is a contradiction, since t 0 1 is not enabled under M 1j ? t 0 1 .
Now we come to the compositionality result we have been aiming for. 
The second part of this theorem shows that we can exchange a component by a fair implementation of it also in contexts built by applying several k A , possibly with di erent sets A.
The following relation to our testing approach will also be useful in the next section.
Theorem 5.12 For a net N, (v; X) 2 FF(N) if and only if there is some w 2 PRT(N) such that v = (w) and, for each x 2 X, there is some su x of w where x is in all refusal sets if and only if there is some w 2 PRT (N) such that v = (w) and all refusal sets equal X.
Proof: Observe that it is enough to consider nite X, namely X l(T). Now the proof for the rst characterization is more detailed, but essentially the same as the proof of 5.7.
Some w satisfying the second characterization also satis es the rst one. Vice versa, some w satisfying the rst characterization has some su x where all refusal sets contain X by niteness of X; hence, we can reduce these to X and with Proposition 5.5 remove the others.
Corollary 5.13 PRT-inclusion (and thus RT -inclusion) implies PL-inclusion (and thus DL-inclusion) and FF-inclusion, which all in turn imply fair-language-inclusion.
If N 1 is faster than N 2 , then N 1 is a fair implementation of N 2 .
Proof: The rst sentence follows from Theorem 5.4, Proposition 4.2, Theorem 5.7 ii) and the last two theorems. The second part now follows with 4.8 and 5.11.
2
We have argued above that, by assuming a time bound of 1 for each action, we have added timing information to the asynchronous behaviour in an orthogonal way such that we still have a theory of general asynchronous systems. Now we can more fully argue, why it is no restriction of generality to consider only asynchronous systems where there is a xed time bound on the delay of actions.
Usually, one explains`asynchronous' by`actions may delay arbitrarily'. In such systems, the delay may even be in nite. A suitable behaviour notion would be the language (from which we could deduce the in nite traces as in 5.2); hence, we could call N 1 an in nite-delay (infd-)implementation of N 2 , if L(N 1 k A N) L(N 2 k A N) for all A and nets N. After the above considerations, it should be easy to see that this is the same as L(N 1 ) L(N 2 ). In particular, the empty net infd-implements every other net. And indeed, each net has the choice to delay every activity forever, and in an implementation we can decide for any choice o ered by the speci cation.
This approach is realistic, but not very useful. (But note that a faster implementation is also an infd-implementation, since the language of N simply is the set of all v 2 RT(N) that contain no set.) Therefore, it is generally agreed to assume arbitrary, but nite delays -which is also intuitively plausible. Under this assumption, the behaviour should be described by the fair language, and implementations can be characterized by the FF-semantics as we have seen. Observe that now the empty net is not a universal implementation: it has as fair trace, which is for most nets not the case. It should be clear that, in this approach, we only consider the functionality of systems, i.e. which actions are performed, but that we cannot study the e ciency.
To compare the e ciency, we have to introduce a time bound on the delay. This is a re nement of the nite-delay approach: if N 1 is a faster implementation of N 2 , then it is also a fair implementation. If we exchange N 2 for a faster N 1 in a parallel composition and the full system violates the time bound, we can obviously forget all considerations of speed, but at least the new system will functionally still be correct.
Let us reconsider the three modi cations of nets de ned in the last section. If N 2 is a trivial-read modi cation of a net N 1 , then N 1 and N 2 are RT-equivalent by 4.15, hence also fair implementations of each other. If N 2 is a read-to-rewrite modi cation of N 1 , then the two nets are clearly language equivalent, since the transition ring rule treats loops and read arcs just the same. But N 2 does not have to be a fair implementation of N 1 : Figure 4 in the next section shows a net N 1 where the read-torewrite modi cation, but not N 1 , has an in nite sequence of a's as fair trace. Finally, we have the following result for elongation.
Theorem 5.14 If a net N 2 is an elongation of a net N 1 , then N 1 and N 2 are fair implementations of each other.
Proof: Since N 1 is faster than N 2 , it is also a fair implementation of N 2 . Assume t was split introducing the new transition t 0 and the new place s. Each fair refusal pair of N 2 arises from a ring sequence w which is fair to all internal transitions. Let w 0 be obtained by deleting all occurrences of t 0 in such a w. We will show that, if w is additionally fair to some transition t 1 6 = t 0 , then w 0 is, too { and, since t 1 could be internal, thus also to all internal transitions. Then, w and w 0 give rise to the same fair refusal pairs.
Since w is t 0 -fair, each occurrence of t is followed by one of t 0 . The markings reached along w and w 0 are essentially equal; of course, there is no place s in N 1 { but apart from this di erence, we might only have that in N 1 all places of t are marked while they are empty in N 2 . This shows that w 0 can be red in N 1 .
If t occurs only nitely often in w, then w and w 0 coincide on a su x and so do the markings reached along this su x, i.e. w 0 is also t 1 -fair. Hence, assume t occurs in nitely often in w. If ( t t ) \ ( t 1 t 1 ) 6 = ;, then t 1 is not enabled while t res, thus w 0 is t 1 -fair. Otherwise, the markings reached along w and w 0 coincide on t 1 , hence w 0 is t 1 -fair because w is. 2
We can also show easily that FF-inclusion gives a precongruence for relabelling, hiding and restriction. Proof: If a ring sequence w gives rise to (v; X) 2 FF(N), we can insert in nitely many t DIV into w to show (v; X) 2 FF(N k ; DIV ).
Vice versa, if a ring sequence w gives rise to (v; X) 2 FF(N k ; DIV ), then we can simply remove all t DIV from w to show (v; X) 2 FF(N). 
6 First Results on Expressiveness of Read Arcs
In this section, we will give some rst results on the expressiveness of read arcs considering examples without a speci c meaning. A much more general result concerning a meaningful example will be given in the next section. We start with a lemma.
Lemma 6.1 Let N be an ordinary net, t a transition, w a nite or in nite ring sequence and B f g; let us call a transition with label in B a B-transition. ii) In this proof, i-refusal ring sequences seem to be a useful tool. We can regard w as an i-refusal ring sequence and will turn it into a suitable progressing refusal ring sequence. 
2
Our rst result shows that no ordinary net can have the same fair language as the net with read arc shown in Figure 4 ; by 5.13, this implies that no ordinary net can have the same discrete traces or the same progressing traces etc. Note that the net in Figure 4 has each a n b, n 2 IN 0 , but not a ! as fair trace, and it cannot perform an a after a b. (Here and sometimes later on we use ! also to denote the smallest in nite ordinal; this should not give rise to confusion.) This net can be interpreted as giving some kind of priority to b: b, but not necessarily a, will certainly occur eventually. But recall that this priority does not have to be implemented; b occurs simply because it is continuously enabled and therefore progesses at some stage. In terms of discrete traces, b { but not necessarily a { will certainly occur in the rst round; still, several a's can occur before b, but only if they happen very quickly. Proposition 6.2 Let N be an ordinary net such that only a and b occur in fair traces and a n b 2 Fair(N) for in nitely many n 2 IN 0 . Then some a n baw 2 Fair(N), n 2 IN 0 or a ! 2 Fair(N). Proof: Assume that N is an example for the contrary. Then we have a n 2 L(N) for all n 2 IN 0 . Since N has only nitely many markings, we can nd some m > 0, k and M such that M N a k iM a m iM. Hence, a ! is an in nite trace of N, and by Lemma 6.1 ii) with B = fa; g, we even have (a ! ; fag) 2 FF(N). By assumption a ! 6 2 Fair(N), thus each ring sequence underlying a ! is unfair to some b-transition t. By Lemma 6.1 i), we can insert this t, hence some a n ba ! is an in nite trace of N. Now a n ba can be extended to some a n baw 2 Fair(N) by Corollary 5.8, a contradiction.
This result shows that read arcs add expressiveness that ordinary loops do not have. In fact, we can show that ordinary loops are not needed in nets with read arcs. We formulate this result in terms of RT-semantics, which gives the nest equivalence we consider in this paper. 
From this result, it might seem that we should simply reinterpret ordinary loops as read arcs, i.e. live without ordinary loops and drop the additional R-component in a net. There are several reasons against this. First, this di erent interpretation of loops contradicts the traditional view, which would become clearer when de ning steps or net-processes: two transitions on loops with the same place cannot occur simultaneously in one step, two transitions connected to the same place with read arcs could; in net-processes, one can see graphically how a transition removes a token from a loop place and puts it back again { and some e ort is needed to de ne a suitable notion of net-process for nets with read arcs, see MR95]. Second, this traditional view of loops is certainly often adequate: if two activities need the same processor, this is most adequately modelled by two transitions accessing a common loop-place. The activities cannot occur together; if one takes place, the other has to wait a little { and this is just how we treat loops here. Third, the construction above makes nets much larger: a net with n transitions and m places might be transformed into a net with 2 m n transitions. Fourth, at least on the level of fair ring sequences (and thus also on the level of i-refusal ring sequences etc.), loops have expressivity of their own; we prove that no net without loops has the same fair ring sequences as the one shown in Figure 6 . Proposition 6.4 If N is a net without loops and transitions t and t 0 such that some t 0 w; tt 0 v 2 FairFS(N), then t ! 6 2 FairFS(N). Proof: Consider any place s 2 ( t t ) \ ( t 0 t0 ). Since t 0 is enabled after t, we get s 2t t ; hence, t and s are on a read arc, since there are no loops. Therefore, the occurrence of t does not disable the initially enabled t 0 , and t ! is not fair to t 0 . 2 7 Two Token-Passing MUTEX-Processes
In this section we will show how useful, in fact necessary, read arcs are to achieve mutual exclusion. Both our processes pass an access-token around, and mutual exclusion is guaranteed by only allowing the owner of the token access to the critical section. Our rst process will be a modi cation of the Petri net solution MUTEX 0 in Figure 7 given in KW95], which is a translation of Dijkstra's Token-Ring Dij85] for the case of two users. The rst user has priority, i.e. owns the access-token lying on p 1 . This user can repeatedly request access with r 1 , enter the critical section with e 1 (marking c 1 ) and leave it with l 1 . The second user misses the access-token (m 2 is marked); if 
she requests access, she has to order the token by marking o 2 , and now the rst user might grant the token by marking g 2 . For MUTEX 0 to work properly, KW95] assumes fairness in general: for example, if the internal transition ordering the token is enabled, it has to re eventually, since otherwise the token will never be passed and the requesting user will never enter the critical section. As usual, MUTEX 0 is seen as`code', which has to be inserted into the code of the users; e.g. the r 1 -transition is the rst user requesting access. Since the rst user should not be obliged to request, KW95] has a special class of`weak' transitions for which fairness is not assumed. This concept is not needed in our view.
We see a net such as MUTEX 0 as a scheduler, a separate component guaranteeing mutual exclusion. The interface to this component is I = fr 1 ; e 1 ; l 1 ; r 2 ; e 2 ; l 2 g; the user processes are put in parallel with such a MUTEX-process using k I , they issue their requests to it and are then allowed to enter the critical section. In this view, the r 1 -transition is the MUTEX-process o ering the possibility to request; if this o er is not used, then, technically, time can pass in an i-refusal trace without r 1 ever occurring { namely, with refusal sets not containing r 1 . Thus, all visible transitions are`weak' in the sense of KW95], since they only occur if the users, i.e. the environment, take part. On the other hand, internal transitions become urgent and have to occur if time goes on. Our view seems to be very bene cial as a clean way to deal with the question what users do while being noncritical; they may e.g. communicate with each other and even run into deadlocks { it is not completely clear whether this is allowed in the usual view. In our view, it obviously is allowed, but we do not have to deal with it explicitly, since such a behaviour is not part of the MUTEX-process. The obligation to prove that a user can indeed request becomes obvious in our view { this obligation is often ignored, see also below. Considering independent MUTEX-processes is particularly adequate for the examples we treat here: the internal activities that pass the access-token need some processes independent of the users anyway.
If, in MUTEX 0 , the second user orders the access-token, the rst user could repeatedly enter the critical section and disable the granting transition at the same time; thus, fairness is not enough to guarantee that the token will be passed eventually. KW95] therefore requires a restricted form of strong fairness by introducing fair arcs' (like the one from p 1 to the granting transition). We will show that, using read arcs, strong fairness is not needed at all. Our rst MUTEX-process MUTEX 1 is shown in Figure 8 . Here, the upper e 1 -transition checks with a read arc that the token has not been ordered. This check does not disable the ordering transition; so, if the latter is enabled and time progresses, then it will order the token, which now cannot be used by the owner to enter the critical section again and will be passed eventually.
While in MUTEX 1 the token has to be ordered, it is passed automatically in MUTEX 2 shown in Figure 9 if it has been used or is not needed. The check whether the token is needed or not is performed by the read arcs from nc 1 and nc 2 . In Ray86], a solution similar to MUTEX 2 is attributed to Le Lann. In MUTEX 1 and MUTEX 2 , we will call the r 1 -labelled transition simply r 1 and similarly for l 1 , r 2 , l 2 , e 1 and e 2 , where in the latter two cases we add`the lower' or the upper' if necessary.
De nition 7.1 We call a nite or in nite sequence over I = fr 1 ; e 1 ; l 1 ; r 2 ; e 2 ; l 2 g legal if r i , e i and l i only occur cyclically in this order for i = 1; 2. 2
We will now argue in our setting that MUTEX 2 is correct, omitting the similar arguments for MUTEX 1 . MUTEX 2 ensures that the users follow the right protocol, i.e. that only legal sequences are performed. But we will not require this in our de nition what a correct MUTEX-process is: illegal sequences can only occur if the users want to perform them, i.e. make a mistake. Making the requirements for a correct MUTEXprocess weaker makes { at least in principle { our impossibility result below stronger.
Correctness consists of a safety and a liveness requirement. Safety requires that never both users are in their critical sections at the same time. For MUTEX 2 this is easy: if one user enters, then he must leave before another enter is possible, since we always have exactly one token on the places c 1 , p 1 , p 2 and c 2 . (This set is an S-invariant, see e.g. Rei85].) Liveness { i.e. whenever a user wishes to enter he will be able to do so eventually { is more di cult and requires to assume fairness. First, we have to make sure that a user may always perform a request.
Proposition 7.2 Let w 2 I I ! be legal and i 2 f1; 2g. Then in w r i occurs and each l i is followed by another r i , or MUTEX 2 surely o ers fr i g along w.
Proof: From the de nition, MUTEX 2 surely o ers fr i g along w if MUTEX 2 cannot be fair to all internal transitions when performing w. So assume that MUTEX 2 performs w and is fair to all internal transitions. Initially, or when l i is performed, r i gets enabled. If it is not red, it will stay enabled continuously, since no other transition (in particular none of the internal transitions) can disable it; then, MUTEX 2 is not fair to r i . 2
This proposition says that if the i-th user { being part of the environment O { tries to request (enables an r i -transition) at a proper moment (initially or after leaving, i.e. when he is not already requesting or in the critical section) and does not withdraw (does not disable the transition again), then the request will be performed, because otherwise it would be enabled continuously in the complete system MUTEX 2 k I O violating fairness. Recall how the refusal sets of fair refusal pairs are composed according to Theorem 5.10: the complete system is fair, i.e. is refused, only if one of the components refuses r i . An alternative proof using progressing refusal traces instead of fair refusal pairs shows, that in fact the request will occur at the latest in the next round after enabling.
Similarly, we can show that a user that enters and then wants to leave will do so { in fact in the present or next round. Proposition 7.3 Let w 2 I I ! be legal and i 2 f1; 2g. Then each e i in w is followed by an l i , or MUTEX 2 surely o ers fl i g along w.
The most di cult part is to show that a requesting user will eventually enter; here, we must require that a requesting user is indeed willing to enter and also that a user that enters is willing to leave after a while. Since by the last proposition, willingness to leave is enough to ensure that this happens indeed, we can restrict attention to sequences where each e i is followed by l i . For such a sequence we show that each requesting user will enter unless some user has requested but is not willing to enter. In other words, if some users request access but do not enter, then MUTEX 2 o ers at least one of them to enter; this user misbehaves by not accepting this o er.
Proposition 7.4 Let w 2 I I ! be legal such that each e i is followed by l i . Then either each r i is followed by e i or MUTEX 2 surely o ers X along w where X consists of those e i where some r i in w is not followed by e i .
Proof: Again, we look at a case where MUTEX 2 res w being fair to all internal transitions. Assume that, say, some r 1 is not followed by e 1 in w. Recall that the places c 1 , p 1 , p 2 and c 2 together contain always exactly one token. After ring r 1 , neither nc 1 nor c 1 is marked. (Also nc 1 , c 1 and req 1 form an S-invariant.) Hence, p 1 , p 2 or c 2 is marked.
If p 1 is marked, only the enabled e 1 can empty this place; since e 1 is not red, MUTEX 2 is not fair to e 1 , it surely o ers X. If c 2 is marked, then the last e 2 will be followed by l 2 by assumption on w, which marks p 1 and we are done again.
It remains the case that p 2 is marked, which gives two subcases. Either nc 2 is marked and r 2 does not re. Then t will re since MUTEX 2 is fair to all internal transitions, such that we are back in the case where p 1 is marked. Otherwise, since c 2 is empty, we have that req 2 is marked or will be marked. Once it is marked, e 2 gets enabled. Now either it res { bringing us back to the case where c 2 is marked { or the last occurrence of r 2 is not followed by e 2 and MUTEX 2 is not fair to e 2 . 2 performing r 1 e 1 , i.e. we can apply Lemma 6.1 again to conclude (r 1 e 1 l 1 ; ;) 2 FF(N). Repetition of this construction gives us for u = (r 1 e 1 l 1 ) ! that (u; ;) 2 FF(N).
Applying Proposition 7.2 and Lemma 6.1 to this u shows that we can insert r 2 into this sequence and make it fair again to internal transitions; nally, we can apply 7.4 and 6.1 to insert e 2 after r 2 and immediately after some e 1 ; hence, N can perform some we 1 e 2 l 1 and violates safety. 2
Independently, KW97] have shown a similar result. De ning correctness, some state-properties are required and a certain net-structure is prescribed there. On the one hand, this separation is elegant: the state-properties only require safety and the usual liveness property that a requesting user will eventually enter; the net-structure ensures that a user in his critical section may and in fact will leave and then is able to request again. On the other hand, it is not convincing that the prescribed net-structure is really necessary for something that intuitively should be a MUTEXsolution; it is quite restrictive, and in fact MUTEX 0 designed by the same authors does not have the prescribed net-structure; a precursor to KW97] presented in Wal95] uses a less restrictive net-structure. Prescribing some net-structure also makes the results of Wal95, KW97] quite dependent on Petri nets as system models, whereas our MUTEX-speci cation is action-oriented and, thus, to some degree model-independent.
The aim of KW97] is to show that a stronger fairness requirement than the progress assumption is needed to solve the MUTEX-problem. As in this paper, progress assumption is understood as the requirement that each continuously enabled activity will be performed eventually; this is in contrast with strong fairness, which requires that an activity which is enabled again and again will occur. In KW97], the progress assumption is formalized as maximality of non-sequential runs (Petri net processes) for ordinary nets without read arcs; this has the e ect that each behaviour can be turned into one satisfying the progress assumption simply by inserting additional activities (compare Lemma 6.1 ii)) without enforcing any choices. Based on our formal de nition of a MUTEX-solution, Theorem 7.6 ii) con rms that the MUTEXproblem can only be solved under a fairness assumption that enforces choices. At the same time, I believe that the de nition of fairness in this paper is an adequate formalization of the idea of progress for nets with read arcs; hence, 7.6 i) shows that progress is enough to solve the MUTEX-problem. One could say that read arcs allow a`re ned' progress assumption, since with read arcs repeated read accesses to one location do not block a write access to this location. This is a restricted form of what Ray86] calls fairness of hardware, which requires that no accesses to one location can block another access forever.
In fact, the discussion of Dekker's and Knuth's algorithms in Ray86, p.27/28] might give the impression that the latter does not rely on any fairness of hardware { something that should be false in view of our theorem. And it is: without this fairness, one user-process in Knuth's algorithm can e.g. repeatedly test the variable turn in its pre-protocol, thereby preventing the other process from writing turn in its post-protocol and in e ect from requesting again. Thus, 7.2 treats a realistic possibility for failure that is often ignored.
We have not required a correct MUTEX-process to enforce legal behaviour; as mentioned above, this makes Theorem 7.6 stronger. Our next result shows that any correct MUTEX-process can turned into one that also enforces legal behaviour. Here, LEGAL is the net obtained from MUTEX 2 by omitting the places p 1 and p 2 , the internal transitions and all incident arcs; LEGAL has exactly all legal sequences as nite or in nite traces. The other parts of liveness can be shown analogously; observe for the third part that LEGAL surely o ers fe i g along w for each i 2 f1; 2g such that some r i is not followed by e i in w.
2
The next result shows that our notion of a correct MUTEX-process is compatible with our implementation notions. 
We have de ned i-refusal traces in order to compare the e ciency of components for asynchronous systems. We conclude the discussion of the MUTEX-problem by comparing the e ciency of MUTEX 1 and MUTEX 2 . Our results are intuitively plausible, hence they demonstrate the feasability of our approach.
The rst observation is that both processes have their advantages and disadvantages: if there is no competition, then moving the access-token to the other part of the net is a useless and time consuming e ort; on the other hand, if the competition is strong, ordering the token is an additional overhead. This is demonstrated by the following i-refusal traces. If in MUTEX 2 the access-token is moved to p 2 immediately before r 1 , then t becomes urgent only in the second round, at the end of which e 1 can still be refused; we get r 1 fe 1 gfe 1 g 2 RT(MUTEX 2 ) ? RT(MUTEX 1 ) showing that sometimes MUTEX 2 is slower { namely if the second user is not interested in entering the critical section. Vice versa, MUTEX 1 is sometimes slower as witnessed by r 2 fe 2 gfe 2 gfe 2 g 2 RT(MUTEX 1 ) ? RT (MUTEX 2 ), where an additional round is needed to order the token. RT(MUTEX i ) shows how e ciently the MUTEX-processes serve the environment consisting of both users. Interestingly, we can also use our approach to study a di erent view: how e ciently are the needs of the rst user met by the system, which for him consists of a MUTEX-process and the second user? As second user, we take the standard user shown in Figure 10 : in the non-critical section, she can choose between requesting with r 2 and some other internal activity; if she requests, she is willing to enter the critical section in the next round and to leave it again in the round after. We compose this user with MUTEX i via k fr 2 ;e 2 ;l 2 g and hide the synchronized actions (change them to ), since from the point of view of the rst user they are internal activities of the system. Omitting duplicate places, MUTEX 2 is transformed to MUTEX 4 shown in Figure 11 and similarly MUTEX 1 is transformed to MUTEX 3 . (Observe that only req 2 and c 2 have the same connections in MUTEX 2 and the standard user.) It is plausible that MUTEX 4 is more e cient than MUTEX 3 : we consider the worst case e ciency; naturally, for the rst user strong competition is the worst case, and in the case of strong competition MUTEX 2 is more e cient since it saves the additional e ort of ordering the token. We will now show that in our setting indeed MUTEX 4 is more e cient than MUTEX 3 . In the start situation, MUTEX 4 can work internally which is ignored by MUTEX 3 ; it can perform a time step which is simulated by MUTEX 3 ; or, nally, it can re r 1 . In the latter case, we reach one of the following four situations, if MUTEX 3 simulates as follows: MUTEX 3 res r 1 , r 2 and the second user orders the token to reach 1); or MUTEX 3 additionally grants the token to the second user and orders for the rst to reach 2); or MUTEX 3 furthermore res the lower e 2 to reach 3); or MUTEX 3 additionally res l 2 and grants the token to the rst user to reach 4). 1) MUTEX 4 marks req 1 , p 2 and nc 2 ; MUTEX 3 marks req 1 , p 1 and o 2 . MUTEX 4 possibly performs a time step simulated by MUTEX 3 such that t becomes urgent in both nets. Now or immediately MUTEX 4 res r 2 or t. In the rst case, we reach 2) when MUTEX 3 res t and orders a token for the rst user; in the second case, we reach 4) when MUTEX 3 additionally res the lower e 2 and l 2 and grants the token to the rst user.
2) MUTEX 4 marks req 1 , p 2 and req 2 ; MUTEX 3 marks g 2 and o 1 . MUTEX 4 possibly performs a time step simulated by MUTEX 3 such that (the lower) e 2 becomes urgent in both nets. Now or immediately MUTEX 4 res e 2 simulated by the lower e 2 in MUTEX 3 and we reach 3).
3) MUTEX 4 marks req 1 and c 2 ; MUTEX 3 marks c 2 and o 1 . MUTEX 4 possibly performs a time step simulated by MUTEX 3 such that l 2 becomes urgent in both nets. Now or immediately MUTEX 4 res l 2 . MUTEX 3 res l 2 and grants the token to the rst user, such that we reach 4). 4) MUTEX 4 marks req 1 and p 1 ; MUTEX 3 marks g 1 , nc 2 and m 2 . MUTEX 4 possibly performs a time step simulated by MUTEX 3 such that (the lower) e 1 becomes urgent in both nets. Now or immediately MUTEX 4 res e 1 and MUTEX 3 res (the lower) e 1 .
From 4) we reach a situation where MUTEX 4 marks c 1 and MUTEX 3 marks c 1 , nc 2 and m 2 . Again, a time step might be possible making l 1 urgent in both nets.
Then, l 1 res and we are back in the start situation.
It remains to show that MUTEX 4 is strictly faster than MUTEX 3 . For this, we can read o from the above case analysis, that MUTEX 4 can perform at most four times fe 1 g after ring r 1 { namely, once in each of the situations 1) to 4). MUTEX 3 on the other hand, can perform an additional fe 1 g after r 1 when leaving the start situation and another fe 1 g after l 2 in 3). Thus, we get r 1 fe 1 g 6 2 RT(MUTEX 3 ) ?
RT(MUTEX 4 ).
8 Conclusion and Related Literature
The approach of Vog95c, JV96] describes when one asynchronous system is observably faster than another by de ning a suitable testing scenario. In the present paper, this approach is generalized to safe Petri nets with read arcs in order to apply it to two solutions of the MUTEX-problem, which contain read arcs; this application uses a characterization of the faster-than relation w in terms of some sort of refusal traces.
This RT-semantics is also used to show that read arcs are faster than loops, which are usually employed.
The coarsest precongruence for parallel composition respecting fairness (in the sense of assuming progress) is determined and it turns out that the above faster-than relation is a re nement of this fair-implementation relation; this result supports the claim that w indeed compares general asynchronous systems.
Finally, the expressivity of read arcs is studied on the basis of fairness and RTsemantics. In particular, a solution to the MUTEX-problem is seen as a separate component of a parallel system, an action-based speci cation of such a correct MUTEXsolution is given, and it is shown that no ordinary net without read arcs can satisfy this speci cation { while one of the solutions with read arcs is proven to be correct. The speci cation does not depend on Petri nets as system models, thus it can in principle be applied to any other action-based formalism with a similar parallel composition, e.g. to process algebras like CCS.
Also the impossibility result can probably be transferred to other settings, since loops and read arcs can be interpreted as di erent views how shared variables are accessed. E.g. access to a variable with values 0 and 1 could be modelled in a Petri net as shown in Figure 12 : the two places represent the two possible values of the variable (always one of the places is marked), reading the variable means performing one of the read0-or read1 -transitions, writing the variable means performing one of the write0 -or write1 -transitions. In Figure 12 , ring e.g. one read0-transition does not disable the other one nor the enabled write0 -or write1 -transitions; hence, reading does not block other accesses, one of them will certainly be performed when time goes on. If we use loops instead of the read arcs in Figure 12 , then repeated reading does block other accesses, and this makes a solution of the MUTEX-problem impossible.
Read arcs are quite old, but they have found some more attention only recently: CH93] discusses a step semantics for nets with read arcs, MR95] de nes net-processes (the classical partial order semantics for Petri nets) for them, and in BP96] this de nition (essentially) is extended to nets that also have inhibitor arcs. In these approaches, a net with read arcs can be translated to an equivalent net without, i.e. read arcs do not have any additional expressivity. JK95] uses read arcs to de ne netprocesses for nets with inhibitor arcs. Expressivity is not studied, but applying the ideas of JK95] to nets with read arcs would allow to re steps t t 0 in some cases where neither tt 0 nor t 0 t are rable; this is not possible in ordinary nets; see also Vog97] .
In papers or books about the MUTEX-problem, correctness is often not speci ed formally. We have already discussed the formal speci cation of KW97] where a similar result to ours is given. A formal, even automatic veri cation of some MUTEXsolutions from the literature with the Concurrency Workbench is discussed in Wal89]. To apply this tool, the MUTEX-solutions are translated into the process algebra CCS, i.e. into an action-based formalism with a similar parallel composition to ours. The view in Wal89] is traditional: a MUTEX-solution is some`code' (consisiting of preand a post-protocols) that is inserted into two sequential user-programs that run in parallel. These programs consist of a non-critical and a critical section each, where the latter is represented in CCS by an enter-action followed by a leave-action. This way, safety can be formulated just as we have done it, and it can be checked with the Concurrency Workbench.
To formulate liveness, the transition from the non-critical section to the preprotocol is represented (or rather: signalled) by a request-action. Wal89] now discusses the problem that the Concurrency Workbench is based on bisimulation, which does not have the necessary fairness built in. As a consequence, a rather idiosyncratic liveness property is formulated, which is then checked with the Concurrency Workbench:`if a user i requests and in nitely often some user enters, then user i also enters eventually.' This property is e.g. satis ed, if both users request and then deadlock! Since this property is implied by the usual liveness property, it is satis ed by all the usual solutions under the assumption of fairness. The Concurrency Workbench now checks the property without assuming fairness, and it turns out that some respectable solutions violate the property, whereas two MUTEX-solutions (Knuth's and Peterson's) satisfy it; this is rather surprising since it seems to indicate that these two MUTEX-solutions do not really need fairness. The di erence is probably due to a translation detail: the request-action is not inserted at the very end of the non-critical section, where we can assume it to be under the complete control of the respective user, but after the rst action of the pre-protocol { and execution of this action in Knuth's and Peterson's solution is exactly the one that is only guaranteed under some fairness assumption. Wal89] also says some words about the usual liveness property`a requesting user always enters eventually', i.e. a user can never be stuck in his pre-protocol. As already discussed after Theorem 7.6, this property is not su cient since a user might just as well be stuck in his post-protocol; this would in e ect prevent the user from requesting again, but this ability is also required. We have already argued that our view of a MUTEX-solution as an independent component, which the users have to synchronize with, might help to avoid such an omission: clearly, a user can perform a request-, enter-or leave-action in our setting only if the MUTEX-process takes part in it.
A satisfactory formal speci cation of a correct MUTEX-solution can be found in Lyn96, Chapter 10]. Here, solutions are modelled with I,O-automata; these are nite automata with some additional structure for fairness, and they are combined with an action-based parallel composition as ours. The distinctive feature is an additional restriction: whenever di erent components of a system communicate via a common action, this action is an output-action for exactly one of them, say C, and an inputaction for the others; it is required that the action is under the control of C, i.e. all the others are always willing to synchronize on this action ({ they are input-enabled).
Lyn96] views a MUTEX-solution as an independent component (as we do), such that a request-action as an input to this component is automatically always possible for the user and similarly the leave-action. On the other hand, the enter-action is controlled by the MUTEX-process; consequently, it will be performed, whenever the MUTEX-process so wishes. Hence, the requirement that a user is never stuck in his pre-protocol becomes { due to the I,O-restriction { simply: in each fair sequence of the MUTEX-process each request-action is followed by the respective enter-action. Additionally, a MUTEX-process in Lyn96] has a rem-action as output to signal the end of the post-protocol; the requirement that a user is never stuck in his postprotocol is treated and becomes: in each fair sequence each leave-action is followed by the respective rem-action.
In Lyn96], each user only has the respective request-, enter-, leave-and remaction as visible actions; thus, the other advantage of having a MUTEX-solution as an independent MUTEX-process is not worked out, namely: with this view, one does not restrict the behaviour of the users and in particular their communication patterns in any way. Lyn96] employs a fairness assumption which ensures progress in such a way that accesses to a variable cannot block each other forever; one could modify some assumptions to formulate a feature for I,O-automata that is analogous to read arcs.
A completely di erent treatment for the access to shared variables can be found in Lam86]. Lamport remarks that the usual solutions to the MUTEX-problem assume that it has already been solved on a lower level, namely that accesses to a variable do not overlap (safety) to guarantee the expected result of an access, and that each access eventually succeeds (liveness). He suggests a solution on a simpler and realistic basis, requiring the following. Accesses to a variable take time; each variable is written to by at most one process and each write succeeds with the expected result; each read succeeds, but its result may be corrupted: if it overlaps with a write, it might result in the old or the new value. Thus, Lamport assumes liveness on the lower level but not safety. By comparison, one can say that we assume safety (the instantaneous accesses do not overlap), but require liveness in a limited way only: an access can be blocked by repeated writes { but not by repeated reads modelled by read arcs.
We close by shortly listing some faster-than relations from the literature. AKH92, MT91, CGR95] de ne bisimulation-type preorders and require functional equivalence, i.e. the faster implementation has to perform the same actions as the speci cation, hence these approaches are sometimes more discriminating than ours. HR95, CZ91, NC96] are testing-based, but only the third uses some bound in the tests (similar to our test duration). In HR95, MT91], a unit-time-delay operator with a special treatment is introduced, while actions take no time; hence, the parallel execution of two actions is equated with their arbitrary interleaving, but these are di erent in the present paper since actions may take up to time 1. Our approach similarly di ers from AKH92], an interleaving approach that simply counts the number of internal actions and disregards concurrent execution; hence, e ciency in the sense of AKH92] is not temporal e ciency. Combining ideas from AKH92] and Vog95b], NC96] presents a testing scenario with a bound on the number of internal actions. Time-consuming actions are considered in CZ91, CGR95]. In the testing approach of CZ91], simple transition systems are used as models, i.e. only sequential systems are considered. Even for sequential systems, the preorders of CZ91] are incomparable to ours, e.g. because in case of a choice between an internal and a visible action, no internal decision is possible in CZ91] { but, as usual, it is possible in our approach. Finally, in the bisimulation-like approach of CGR95], local time-stamps are attached to actions and actions do not necessarily occur in the order given by these time-stamps; e ciency is judged on the basis of these local time stamps. Again, this is a very di erent idea { developed further in a number of papers like DLP96] { and no relation to our approach holds.
