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Analytic torsion for surfaces with cusps I.
Compact perturbation theorem and anomaly formula.
Siarhei Finski
Abstract. Let M be a compact Riemann surface and let gTM be a metric over M \DM , where
DM ⊂ M is a finite set of points. We suppose that gTM is equal to the Poincare´ metric over
a punctured disks around the points of DM . The metric gTM endows the twisted canonical line
bundle ωM(D) with the induced Hermitian norm‖·‖M over M \DM . Let (ξ, hξ) be a holomorphic
Hermitian vector bundle over M .
In this article we define the analytic torsion T (gTM , hξ ⊗‖·‖2nM ) associated with (M, gTM) and
(ξ ⊗ ωM(D)n, hξ ⊗‖·‖2nM ) for n ≤ 0. We prove that T (gTM , hξ ⊗‖·‖2nM ) is related to the analytic
torsion of non-cusped surfaces. Then we prove the anomaly formula for the associated Quillen
norm. The results of this paper will be used in the sequel to study the regularity of the Quillen
norm and its asymptotics in a degenerating family of Riemann surfaces with cusps and to prove
the curvature theorem. We also prove that our definition of the analytic torsion for hyperbolic
surfaces is compatible with the one obtained through Selberg trace formula by Takhtajan-Zograf.
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I. Compact perturbation theorem and anomaly formula for surfaces with cusps 2
1 Introduction
Let M be a compact Riemann surface, DM = {PM1 , . . . , PMm } be a finite set of distinct points in
M . Let gTM be a Ka¨hler metric on the punctured Riemann surface M := M \DM .
For  ∈]0, 1], i = 1, . . . ,m, let zMi : M ⊃ V Mi () → D() := {z ∈ C : |z| ≤ } be a local
holomorphic coordinate around PMi . We denote
V Mi () := {x ∈M : |zMi (x)| < }. (1.1)
We say that gTM is Poincare´-compatible with coordinates zM1 , . . . , z
M
m if for any i = 1, . . . ,m,
there is η > 0 such that gTM |VMi (η) is induced by the Hermitian form
√−1dzMi dzMi∣∣zMi ln |zMi |∣∣2 . (1.2)
We say that gTM is a metric with cusps if it is Poincare´-compatible with some holomorphic coor-
dinates near DM . A triple (M,DM , gTM) of a Riemann surface M , a set of punctures DM and a
metric with cusps gTM is called a surface with cusps (cf. [37]).
For example, if a pointed surface (M,DM) is stable, i.e. the genus g(M) of M satisfies
2g(M)− 2 +m > 0, (1.3)
then, by the uniformization theorem (cf. [19, Chapter IV], [4, Lemma 6.2]), there is the canonical
hyperbolic metric gTMhyp of constant scalar curvature −1 on M . Once again, by the uniformization
theorem, there are local holomorphic coordinates zMi of P
M
i , i = 1, . . . ,m, such that g
TM
hyp is
induced by (1.2) in the neighbourhood of DM . Thus, (M,DM , gTMhyp ) is a surface with cusps.
Let ξ be a holomorphic vector bundle over a complex manifold X with a Hermitian metric hξ
over X . A pair (ξ, hξ) is called a Hermitian vector bundle over X .
From now on, we fix a surface with cusps (M,DM , gTM) and a Hermitian vector bundle (ξ, hξ)
over it. We denote by ωM := T
∗(1,0)M the canonical line bundle over M . Let OM(DM) be the
line bundle associated to the divisor DM . The twisted canonical line bundle on M is defined as
ωM(D) := ωM ⊗ OM(DM). (1.4)
The metric gTM endows the line bundle ωM (resp. ωM(D)) with the induced Hermitian metric
‖·‖ωM (resp. ‖·‖M via the canonical isomorphism ωM(D) ' ωM ) over M . In other worlds, there is
 > 0, such that for the canonical section sDM of OM(DM), over V
M
i (), we have∥∥dzMi ∥∥ωM = ∣∣zMi ln |zMi |∣∣, ∥∥dzMi ⊗ sDM/zMi ∥∥M = ∣∣ ln |zMi |∣∣. (1.5)
We denote by ξ⊗ωM (D)n the Kodaira Laplacian associated with (M, gTM) and (ξ ⊗
ωM(D)
n, hξ ⊗‖·‖2nM ).
In this article, apart from the discussion of the L2-norm, we only consider the restriction of
ξ⊗ωM (D)n on the sections of degree 0.
Assume first m = 0, then the analytic torsion was defined by Ray-Singer [40, Definition 1.2]
as the regularized determinant of ξ⊗ωM (D)n . More precisely, let λi, i ∈ N be the non-zero eigen-
values of ξ⊗ωM (D)n . By Weyl’s law, the associated zeta-function
ζM(s) :=
∑
λsi , (1.6)
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is defined for Re(s) > 1 and it is holomorphic in this region. Moreover, as it can be seen by the
small-time expansion of the heat kernel and the usual properties of the Mellin transform, it extends
meromorphically to the entire s-plane. This extension is holomorphic at 0, and the analytic torsion
is defined by
T (gTM , hξ ⊗‖·‖2nM ) := exp(−ζ ′M(0)). (1.7)
By (1.6) and (1.7), we may interpret the analytic torsion as
T (gTM , hξ ⊗‖·‖2nM ) :=
∞∏
i=0
λi. (1.8)
Now, assumem > 0. ThenM is non-compact, and the heat operator associated toξ⊗ωM (D)n is no
longer of trace class. Also the spectrum of ξ⊗ωM (D)n is not discrete in general. Thus, neither the
definition (1.7), nor the interpretation (1.8) are applicable, and another approach should be used.
Suppose for the moment that (M,DM) satisfies (1.3). Let gTMhyp be the canonical hyperbolic
metric of constant scalar curvature−1. We denote by Z(M,DM )(s), s ∈ C the Selberg zeta-function,
which is given for Re(s) > 1 by the absolutely converging product:
Z(M,DM )(s) =
∏
γ
∞∏
k=0
(1− e−(s+k)l(γ)), (1.9)
where γ runs over the set of all simple closed geodesics on M with respect to gTMhyp , and l(γ) is
the length of γ. The function Z(M,DM )(s) admits a meromorphic extension to the whole complex
s-plane with a simple zero at s = 1 (see for example [17, (5.3)]). We denote by‖·‖hypM the norm
induced by gTMhyp on ωM(D) over M .
In this situation Takhtajan-Zograf in [42, (6)] defined the analytic torsion by
TTZ(g
TM
hyp , (‖·‖hypM )2n) :=
exp(−c0χ(M)/2) · Z ′(M,DM )(1), for n = 0,exp(−c−nχ(M)/2) · Z(M,DM )(−n+ 1), for n < 0, (1.10)
where for k ∈ N∗, we put
c0 = 4ζ
′(−1)− 1
2
+ ln(2pi),
ck =
∑k−1
l=0 (2k − 2l − 1)
(
ln(2k + 2kl − l2 − l)− ln(2))+ (1
3
+ k + k2) ln(2)
+ (2k + 1) ln(2pi) + 4ζ ′(−1)− 2(k + 1
2
)2 − 4∑k−1l=1 ln(l!)− 2 ln(k!).
(1.11)
Remark 1.1. To explain the values ck, k ∈ N, it was shown by Phong-D’Hoker [17, (7.30)], [18,
(3.6)] (see also [41], [12, (50)] and [38, (9)]), that the definition (1.10) coincides with (1.7)1. In
other words, the two definitions are compatible for M stable, m = 0, gTM = gTMhyp and n ≤ 0.
The advantage of the definition (1.10) is an explicit formula in terms of “simple” geometric
objects and, thus, suitability for the variational-type arguments (see [42], [21]). However, it only
works for the hyperbolic metrics gTMhyp , ‖·‖hypM on M and trivial Hermitian vector bundle (ξ, hξ).
1It’s easy to see that T (gTMhyp , (‖·‖hypM )2n) corresponds to det′(∆−n ) in the notation of [18, (1.1)] and to det′( 12∆−n )
in the notation of [12, (3)]. Since for c > 0, by [18, §3], we have det′(c∆−n ) = det′(c∆+−n), coefficients (1.11) for
k ∈ N∗ can be read of from [12, (50)] for c = 1/2 and for k = 0 from [17, (7.23), (7.30)] or [41, Corollary 1].
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Our first goal of this article is to give a definition of the analytic torsion T (gTM , hξ ⊗‖·‖2nM ) for
n ≤ 0,2 which generalizes both (1.7) and (1.10), see Definition 2.17. Our definition is done in the
spirit of (1.7), and in [24] we show that it actually coincides with (1.10) for hyperbolic surfaces and
(ξ, hξ) trivial (thus, extending the results of Phong-D’Hoker [17, (7.30)], [18, (3.6)]). We also give
two results for computing the newly defined analytic torsion. The first one, Theorem A, which we
also call the compact perturbation theorem, expresses the quotient of two Quillen norms associated
with surfaces with the same number of cusps through a quotient of two Quillen norms associated
with surfaces without cusps. The second one, Theorem B, which we also call the anomaly formula,
explains how the Quillen norm changes under the change of the metrics gTM , hξ. The study of the
heat kernel associated to hξ⊗‖·‖2nM on a surface with cusps (M,DM , gTM) plays the foremost role
in our approach.
We also note that our definition is related to the definition of the relative analytic torsion due
to Lundelius and Jorgenson-Lundelius, which was given for (ξ, hξ) trivial and n = 0 in [32], [29],
[30], see Remarks 1.7e), 2.18c), and the definition of Albin-Rochon, see Remark 2.18d), which was
given for (ξ, hξ) trivial and n = 0 in [1, §7.1]. The b-trace of Melrose [35], used in the definition
of Albin-Rochon, should also give the definition of the analytic torsion in our case, however we
work in a relative setting, and b-trace does not appear explicitly. This gives us more flexibility to
establish some estimates on the heat kernel which are used extensively in the proof of Theorem A.
Now let’s describe our results more precisely. For n ≤ 0, in the end of Section 2.1, we explain
how to endow the complex line(
detH•(M, ξ ⊗ ωM(D)n)
)−1
:=
(
ΛmaxH0(M, ξ ⊗ ωM(D)n)
)−1 ⊗ ΛmaxH1(M, ξ ⊗ ωM(D)n), (1.12)
with the L2-norm ‖·‖L2 (gTM , hξ ⊗‖·‖2nM ). In the compact case it coincides with the L2-norm
induced on the harmonic forms. Then we define the Quillen norm on the complex line (1.12) by
‖·‖Q (gTM , hξ ⊗ ‖·‖2nM ) = T (gTM , hξ ⊗ ‖·‖2nM )1/2 ·‖·‖L2 (gTM , hξ ⊗ ‖·‖2nM ). (1.13)
To motivate, when m = 0, this coincides with the usual definition of the Quillen norm from [9,
1.64] and [10, Definition 1.5].
The data for the compact perturbation theorem is: Riemann surfaces with cusps
(M,DM , g
TM), (N,DN , gTN) with #(DM) = #(DN) =: m; a Hermitian vector
bundle (ξ, hξ) over M of rank rk(ξ); the norms‖·‖M ,‖·‖N induced by gTM , gTN
as in (1.5) on ωM(D) and ωN(D) over M and N , and a number n ∈ Z, n ≤ 0.
(1.14)
Definition 1.2 (Flattening of a metric). We say that a (smooth) metric gTMf over M is a flattening
of gTM if there is ν > 0 such that gTM is induced by (1.2) over V Mi (ν), and
gTMf |M\(∪iVMi (ν)) = gTM |M\(∪iVMi (ν)). (1.15)
The supremum of all ν > 0, satisfying (1.15) is called the tightness of the flattening.
2By Serre duality, if one prefers to work with positive line bundles, we can interpret it as the analytic torsion of the
vector bundle ξ∗ ⊗ ω−n+1M (DM )−n associated to (gTM , (hξ)∗ ⊗‖·‖−2nM ⊗ (‖·‖ωM )2), for n ≤ 0.
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Figure 1: An example of a flattening. The regions between the dashed lines are isometric.
Let (N,DN , gTN) be another surface with cusps and let gTNf be a flattening of g
TN . We say
that the flattenings gTMf and g
TN
f are compatible, if for any i = 1, . . . ,m, we have
((zNi )
−1 ◦ zMi )∗(gTMf |VMi (ν)) = gTNf |V Ni (ν), (1.16)
for some ν > 0, satisfying (1.15) and
gTNf |N\(∪iV Ni (ν)) = gTN |N\(∪iV Ni (ν)). (1.17)
Similarly, we define the notion of flattenings‖·‖fM ,‖·‖fN for Hermitian norms‖·‖M ,‖·‖N . We say
that the flattenings ‖·‖fM ,‖·‖fN are compatible if they satisfy similar conditions to (1.15), (1.17),
and for any i = 1, . . . ,m, we have
((zNi )
−1 ◦ zMi )∗
(‖·‖M /‖·‖fM )|VMi (ν) = (‖·‖N /‖·‖fN )|V Ni (ν). (1.18)
Remark 1.3. The definitions of flattenings gTMf of g
TM and ‖·‖fM of ‖·‖M are independent, and
there is no relation between them as in (1.5).
Figure 2: An example of compatible flattenings. The striped regions are isometric.
Theorem A (Compact perturbation). Let gTMf , gTNf ,‖·‖fM ,‖·‖fN be compatible flattenings of
gTM , gTN ,‖·‖M‖·‖N respectively. Then
2 ln
(
‖·‖Q
(
gTM , hξ ⊗ ‖·‖2nM
)/‖·‖Q (gTMf , hξ ⊗ (‖·‖fM)2n))
− 2rk(ξ) ln
(
‖·‖Q
(
gTN ,‖·‖2nN
)/‖·‖Q (gTNf , (‖·‖fN)2n))
=
∫
M
c1(ξ, h
ξ)
(
2n ln(‖·‖fM /‖·‖M) + ln(gTMf /gTM)
)
. (1.19)
In other words, the relative Quillen norm can be computed through a compact perturbation.
Remark 1.4. a) The term on the right-hand side of (1.19) can be motivated by the “anomaly for-
mula”, Theorem B. However, we stress out that we cannot apply Theorem B to get Theorem A,
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since Theorem A “mixes” the compact metrics gTMf , g
TN
f and the non-compact ones g
TM , gTN .
Moreover our proof of Theorem B uses Theorem A. Nevertheless, philosophically Theorem A,
should be interpreted as the anomaly formula, which permits “erasing” the cusps.
To make this analogy even more apparent, we rewrite (1.19) in the following form (cf. (1.25))
2 ln
(
‖·‖Q
(
gTM , hξ ⊗ ‖·‖2nM
)
/‖·‖Q
(
gTMf , h
ξ ⊗ (‖·‖fM)2n
))
− 2rk(ξ) ln
(
‖·‖Q
(
gTN ,‖·‖2nN
)
/‖·‖Q
(
gTNf , (‖·‖fN)2n
))
=
∫
M
T˜d
(
ω−1M , g
TM
f , g
TM
)
c1
(
ξ, hξ
)
+
∫
M
c1
(
ξ, hξ
)
c˜h
(
ωM(D)
n, (‖·‖fM)2n,‖·‖2nM
)
. (1.20)
b) Suppose that (ξ, hξ) is trivial in the ν-neighbourhood of the cusps, where ν > 0 is the
tightness of the flattenings gTMf and‖·‖fM . Then we simplify Theorem A to
‖·‖Q
(
gTM , hξ ⊗ ‖·‖2nM
)
‖·‖Q
(
gTMf , h
ξ ⊗ (‖·‖fM)2n
) = ‖·‖Q (gTN ,‖·‖2nN )rk(ξ)
‖·‖Q
(
gTNf , (‖·‖fN)2n
)rk(ξ) . (1.21)
In fact, in our proof of Theorem A, we reduce the main statement to (1.21).
c) Generally, if we have a family of compatible flattenings gTMf,θ , g
TN
f,θ and‖·‖f,θM ,‖·‖f,θN , θ > 0
such that they have tightness θ > 0, and ln(gTM/gTMf,θ ), ln(‖·‖M /‖·‖f,θM ) are uniformly bounded
by an integrable function (for an example of such flattenings, see Section 3.3 and Appendix A.2),
then by (1.19) and Lebesgue dominated convergence theorem, we have
‖·‖Q
(
gTM , hξ ⊗ ‖·‖2nM
)
‖·‖Q
(
gTN ,‖·‖2nN
)rk(ξ) = limθ→0 ‖·‖Q
(
gTMf,θ , h
ξ ⊗ (‖·‖f,θM )2n
)
‖·‖Q
(
gTNf,θ , (‖·‖f,θN )2n
)rk(ξ) . (1.22)
d) It is possible to restate Theorem A in the way, which doesn’t use the language of compatible
flattenings. It says that the quantity
2rk(ξ)−1 ln
(
‖·‖Q
(
gTM , hξ ⊗ ‖·‖2nM
)/‖·‖Q (gTMf , hξ ⊗ (‖·‖fM)2n))
− rk(ξ)−1
∫
M
c1(ξ, h
ξ)
(
2n ln(‖·‖fM /‖·‖M) + ln(gTMf /gTM)
)
(1.23)
depends only on the integer n ∈ Z, n ≤ 0, the functions (gTMf /gTM)|VMi (1) ◦ (zMi )−1 : D∗ → R
and (‖·‖fM /‖·‖M)|VMi (1) ◦ (zMi )−1 : D∗ → R, for i = 1, . . . ,m. This reformulation is particularly
useful when one studies the variations of Quillen norm in a family setting.
e) For n = 0 and (ξ, hξ) trivial, Theorem A was proved by Jorgenson-Lundelius in [30, The-
orem 7.3], where authors use substantially that the geometry near the cusps of (M, gTM) and
(N, gTN) coincides. This doesn’t hold in our case due to the presence of (ξ, hξ), and the tech-
niques we use are different even in the case when (ξ, hξ) is trivial.
The main feature of our techniques is that they are implicit, and unlike [30], we avoid studying
the precise contribution of the continuous spectrum to the heat kernel - a problem, which seems
to be open for n < 0 (see Mu¨ller [37] for n = 0). We treat large-time asymptotics of the heat
kernel by functional analysis and spectral gap theorem, and small-time asymptotics by analytic
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localization techniques of Bismut-Lebeau [11, §11] and by the parametrix construction. Along the
way we obtain some estimates (e.g. Moser-type estimates from Theorem 2.4) on the heat kernel
associated with (M, gTM), (ξ, hξ) and n ∈ Z, which are of independent interest. Particularly, those
estimates should be helpful if one wishes to extend the sup-estimates of the Bergman kernel on the
Riemann surface with hyperbolic cusps due to Auvray-Ma-Marinescu [4, Corollary 1.3], [5] (cf.
also [27]) to the case when (ξ, hξ) is not necessarily trivial around the cusps.
Our next result explains how the Quillen norm changes under the conformal change of the
metric with cusps. Let’s recall that by [9, Theorem 1.27], the Bott-Chern forms of a vector bundle
ξ with Hermitian metrics hξ1, h
ξ
2 are natural differential forms (strictly speaking, those are classes
of differential forms, see Remark 1.7b)) defined so that they satisfy
∂∂
2pi
√−1T˜d(ξ, h
ξ
1, h
ξ
2) = Td(ξ, h
ξ
1)− Td(ξ, hξ2),
∂∂
2pi
√−1c˜h(ξ, h
ξ
1, h
ξ
2) = ch(ξ, h
ξ
1)− ch(ξ, hξ2),
(1.24)
where Td, ch are Todd and Chern forms. By [9, Theorem 1.27], we have the following identities
c˜h(ξ, hξ1, h
ξ
2)
[0] = 2T˜d(ξ, hξ1, h
ξ
2)
[0] = ln
(
det(hξ1/h
ξ
2)
)
. (1.25)
If, moreover, ξ := L is a line bundle, we have
c˜h(L, hL1 , h
L
2 )
[2] = 6T˜d(L, hL1 , h
L
2 )
[2] = ln(hL1 /h
L
2 )
(
c1(L, h
L
1 ) + c1(L, h
L
2 )
)
/2, (1.26)
where c1 is the first Chern form.
Definition 1.5. For a surface with cusps (M,DM , gTM), the Wolpert norms‖·‖Wi on the complex
lines ωM |PMi , i = 1, . . . ,m, is defined by ‖dzMi ‖Wi = 1. It induces the Wolpert norm‖·‖
W on the
complex line ⊗iωM |PMi .
Remark 1.6. The norms‖·‖Wi are well-defined since the Poincare´-compatible coordinates are well-
defined up to a multiplication by a unitary constant. The norm‖·‖W was defined by Wolpert for
hyperbolic surfaces in [45, Definition 1].
Theorem B (Anomaly formula for metrics with cusps). Let φ : M → R be a smooth function such
that for the metric
gTM0 = e
2φgTM , (1.27)
the triple (M,DM , gTM0 ) is a surface with cusps. We denote by‖·‖M ,‖·‖0M the norms induced by
gTM , gTM0 on ωM(D), and by ‖·‖W , ‖·‖W0 the associated Wolpert norms. Let hξ0 be a Hermitian
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metric on ξ over M . Then the right-hand side of the following equation is finite, and
2 ln
(
‖·‖Q
(
gTM0 , h
ξ
0 ⊗ (‖·‖0M)2n
)/‖·‖Q (gTM , hξ ⊗ ‖·‖2nM ))
=
∫
M
[
T˜d
(
ωM(D)
−1, ‖·‖−2M , (‖·‖0M)−2
)
ch
(
ξ, hξ
)
ch
(
ωM(D)
n,‖·‖2nM
)
+ Td
(
ωM(D)
−1, (‖·‖0M)−2
)
c˜h
(
ξ, hξ, hξ0
)
ch
(
ωM(D)
n,‖·‖2nM
)
+ Td
(
ωM(D)
−1, (‖·‖0M)−2
)
ch
(
ξ, hξ0
)
c˜h
(
ωM(D)
n,‖·‖2nM , (‖·‖0M)2n
)][2]
− rk(ξ)
6
ln
(
‖·‖W /‖·‖W0
)
+
1
2
∑
ln
(
det(hξ/hξ0)|PMi
)
.
(1.28)
Remark 1.7. a) The anomaly formula was firstly proved by Polyakov in [39] for m = 0, n = 0
and (ξ, hξ) trivial, who used it to compute some integrals over random surfaces which arise in
mathematical physics. It was generalized by Bismut-Gillet-Soule´ [10, Theorem 1.23] for m = 0,
but in any arbitrary dimension. For m = 0, in [20], Fay gave an alternative proof of (1.28), which
doesn’t use the formalism of heat kernels. Our proof relies on the anomaly formula for m = 0.
b) Strictly speaking, the integral in (1.28) is not well-defined, since c˜h, T˜d as classes are only
well-defined up to an element of the form ∂α + ∂β. Since a priori nothing is known about the
growth of α, β near DM , the integrals of ∂α and ∂β over M might not converge (leave alone being
equal to 0 by “Stokes” theorem). For the purposes of this article, however, it is enough to think
of c˜h, T˜d as forms, defined by (1.25) and (1.26). An alternative way to interpret those classes
is through the Bott-Chern theory for pre-log-log Hermitian vector bundles, introduced by Burgos
Gil-Kramer-Ku¨hn in [13] (cf. [22]).
c) Experts will notice the difference between the terms under the integral in the right-hand side
of (1.28) and the terms, which appear in the right-hand side of the anomaly formula of Bismut-
Gillet-Soule´ [10, Theorem 1.23] (see (3.3)), where in the arguments of Todd class and secondary
Todd class we have ωM in place of ωM(D). However, this difference is not a real issue, since for
the current of integration δDM along DM , we have the following identities over M :
T˜d
(
ω−1M , (‖·‖ωM)−2, (‖·‖ω,0M )−2
)
= T˜d
(
ωM(D)
−1, ‖·‖−2M , (‖·‖0M)−2
)
,[
Td
(
ω−1M , (‖·‖ω,0M )−2
)][2]
=
[
Td
(
ωM(D)
−1, (‖·‖0M)−2
)][2]
+
1
2
δDM ,[
c˜h
(
ωM(D)
n,‖·‖2nM , (‖·‖0M)2n
)][0]|DM = 0,
(1.29)
where [0], [2] stand for the part of degree 0 and 2, and in the second identity we used
Poincare´–Lelong equation. Nevertheless, we prefer to state Theorem B in the given form, since
in the sequel we will use that the Hermitian line bundles (ωM(D),‖·‖M), (ωM(D),‖·‖0M) are pre-
log-log with singularities along DM in the terminology of Burgos Gil-Kramer-Ku¨hn [13], and the
Hermitian line bundles (ωM ,‖·‖ωM), (ωM ,‖·‖ω,0M ) do not satisfy those properties.
d) In the case when φ has compact support inM , Theorem B follows from the anomaly formula
of Bismut-Gillet-Soule´ (see Theorem 3.1), Theorem A and (1.29).
The difference between Theorem B and Theorem 3.1 is in the last two terms of (1.28):
− rk(ξ)
6
ln
(
‖·‖W /‖·‖W0
)
+
1
2
∑
ln
(
det(hξ/hξ0)|PMi
)
. (1.30)
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In our applications we use extensively Theorem B for φ of non-compact support. Thus, the ap-
pearance of terms (1.30) is of fundamental importance in what follows.
e) Similar theorem appeared in the paper of Lundelius [32, Theorem 1.1]. However, we dis-
agree with his result, as it differs from ours in the last two terms of (1.28). From [32, p. 226, line
4], his proof should only work for φ of compact support inM , as it is cited in [30, Proposition 7.2].
To motivate this paper, we discuss several applications of Theorems A, B, which will be proved
in the sequel [22], [24]. All those results are done in a family setting, i.e. we fix a holomorphic,
proper map pi : X → S of complex analytic manifolds such that for every t ∈ S, the space
Xt := pi
−1(t) is a complex curve, which singularities are at most ordinary double points. We also
fix disjoint sections σ1, . . . , σm : S → X , which avoid double points of the fibres, and we denote
by DX/S the divisor, given by Im(σ1) + . . .+ Im(σm).
1. Regularity and asymptotics of the Quillen norm in a degenerating family of surfaces, [22,
Theorem C]. We consider the determinant line bundle λ(j∗(ξ ⊗ ωX/S(D)n)) := (detR•pi∗(ξ ⊗
ωX/S(D)
n))−1, n ≤ 0, where ξ is a holomorphic vector bundle over X and ωX/S(D) := ωX/S ⊗
OX(DX/S) is the twisted relative canonical line bundle. We endow the vector bundles ξ, ωX/S(D)
with Hermitian metrics hξ,‖·‖X/S satisfying some mild hypothesises. Let |∆| be the locus of
singular curves of pi. We define the Quillen norm‖·‖Q on λ(j∗(ξ ⊗ ωX/S(D)n)) over S \ |∆|, as a
family version of (1.13). Then we study its regularity and singularities near |∆|. We also explicit
some conditions under which the renormalized Quillen norm becomes continuous at the singular
fibers.
The hypotheses, which we put on ‖·‖X/S are mild enough to include the case of hyperbolic
surfaces. In this particular case, the asymptotics of the associated analytic torsion was studied
before by Wolpert [44], Lundelius [32], Jorgenson-Lundelius [31], and many others.
2. Curvature theorem for surfaces with cusps, [22, Theorem D]. We will show that the metric
‖·‖Q from previous paragraph is good enough, so that one can define its Chern form as a current.
Then we give an explicit formula for this current.
In particular, if we consider the family of hyperbolic surfaces, this generalizes the curvature
theorem of Takhtajan-Zograf [42, Theorem 1]. If we consider the case when there is no cusps, we
get a generalization of Bismut-Bost [8, The´ore`me 2.1] to the case of degenerating metrics.
3. Immersion and compatibility theorems, [24]. We will relate the restriction of the renormal-
ized Quillen norm‖·‖Q at the locus of singular fibers |∆|with the Quillen norm of the normalization
of singular fibers. By combination of this result with the analogical statement for Takhtajan-Zograf
analytic torsion (see (1.10)), we deduce the compatibility between our definition and the one of
Takhtajan-Zograf. This generalizes the result of Jorgenson-Lundelius [31, Corollary 4.3], where
authors did it for (ξ, hξ) trivial, and n = 0.
Finally, due to recent interest in orbifold Riemann surfaces (see [28], [26], [43]), let’s discuss
how the theory developed here can be adapted to the orbifold setting. By combining the definition
of the analytic torsion here and of the orbifold analytic torsion due to Ma [33], for an orbisurface
(M, gTM) with cusps DM ⊂ M and orbifold singularities D′M ⊂ M , we may define the analytic
torsion T (gTM , hξ ⊗‖·‖2nM ), where n ≤ 0 and ‖·‖M is the induced norm on the orbifold twisted
line bundle ωM ⊗ OM(DM) ⊗ (⊗P ′i∈D′MOM((1 − 1/mi)P ′i )). Here mi is the order of elliptic
fixed point P ′i . This definition should generalize both definitions of the analytic torsion due to
Takhtajan-Zograf [43], which is done for stable hyperbolic orbisurfaces and (ξ, hξ) trivial, and
of Freixas-von Pippich [26], which is done for stable hyperbolic orbisurfaces, (ξ, hξ) trivial and
n = 0. Since our methods in the proof of Theorem A are purely local, the analogue of Theorem
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A would still hold. Since we got Theorem B by combining Theorem A and the anomaly formula
of Bismut-Gillet-Soule´ [9, Theorem 1.23], by replacing the last reference by its orbifold analogue
of Ma [33, Theorem 0.1], it is possible to get an analogue of Theorem B. Then by combining
the Deligne-Mumford isomorphism in the orbifold setting due to Freixas-von Pippich [26] and
the anomaly formula, in the same way as we proceed in [22], it should be possible to get the
orbifold analogue of Deligne-Mumford isometry for any orbisurface with metric with cusps and a
Hermitian vector bundle over it. We hope to return to this question very soon.
Now, let’s describe the structure of this paper. In Section 2, we develop spectral theory for
surfaces with cusps. We introduce the notion of the analytic torsion and Quillen norm, which are
used throughout the article. In Section 3, we prove Theorem A. For this, we study the families of
metrics which “converge” to the metric with cusps in such a way that certain spectral properties are
preserved. In Section 4, we prove Theorem B. The main idea is to use Theorem A and to obtain
Theorem B as a limit of the anomaly formula of Bismut-Gillet-Soule´ [9, Theorem 1.23]. Finally,
in Appendix we prove elliptic estimates for surfaces with cusps. Also we prove the existence of
the families of metrics described in Section 3.
Notation. For  > 0 and (M,DM), (N,DN), ξ as in (1.14), we denote
D() = {u ∈ C : |u| < }, D∗() = {u ∈ C : 0 < |u| < },
D := D(1), D∗ = D∗(1),
ωM(D) := ωM ⊗ OM(DM),
Eξ,nM := ξ ⊗ ωM(D)n, EnN := ωN(D)n.
(1.31)
By gTD∗ we denote the metric on D∗, induced by (1.2), and by dvD∗ the associated Riemannian
volume form. By Spec(A) we denote the spectrum of a self-adjoint operator A, acting on some
Hilbert space. We denote by BM(x, r) the geodesic ball of radius r > 0 around x ∈ M in a
Riemannian surface M with Riemannian metric gTM .
Acknowledgements. This work is part of our PhD thesis, which was done at Universite´ Paris
Diderot. We would like to express our deep gratitude to our PhD advisor Xiaonan Ma for his
teaching, overall guidance, constant support and invaluable comments on the preliminary version
of this article.
2 Spectral theory of surfaces with cusps
In this section we study spectral properties of surfaces with cusps and define the analytic torsion.
More precisely, in Section 2.1 we set up the notation and state the spectral gap theorem. In
Section 2.2 we state several estimations of the heat kernel associated with a hyperbolic surface,
we define the regularized heat trace and the analytic torsion. Section 2.3 is the most technical one.
Here we prove the estimations on the heat kernel of the hyperbolic punctured disc. Finally, in
Section 2.4 we prove the statements from Sections 2.1, 2.2.
2.1 The setting of the problem and the spectral gap theorem
Let (M,DM , gTM) be a Riemann surface with cusps and let (ξ, hξ) be a Hermitian vector bundle
over M . We denote by‖·‖M the Hermitian norm induced by gTM on ωM(D) (see (1.4)) over M .
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Let α, α′ ∈ C∞c (M,Eξ,nM ). The L2-scalar product is defined by〈
α, α′
〉
L2
:=
∫
M
〈
α(x), α′(x)
〉
h
dvM(x), (2.1)
where dvM is the Riemannian volume form on (M, gTM), and 〈·, ·〉h is the pointwise Hermitian
product induced by hξ,‖·‖M . By (1.2), the right-hand side of (2.1) is finite for n ≤ 0.
We define the Hilbert space (L2(Eξ,nM ),
〈·, ·〉
L2
), as the L2-completion of the space
C∞c (M,E
ξ,n
M ) with respect to 〈·, ·〉L2 . Sometimes when we want to insist on the choice of gTM , hξ
and‖·‖M , we denote this space by L2(gTM , hξ ⊗ (‖·‖M)2n).
We denote by Eξ,nM the Kodaira Laplacian on C∞c (M,Eξ,nM ), given by
E
ξ,n
M := (∂
Eξ,nM )∗∂
Eξ,nM , (2.2)
where (∂
Eξ,nM )∗ is the formal adjoint of ∂
Eξ,nM with respect to 〈·, ·〉L2 . Since (M, gTM) is complete,
the operator Eξ,nM is essentially self-adjoint on L2(Eξ,nM ) (cf. [34, Corollary 3.3.4]). We denote its
closure by the same symbol.
In this article we are mostly interested in the heat operator exp(−tEξ,nM ), t > 0. We denote
exp⊥(−tEξ,nM ) := exp(−tEξ,nM )− PM , (2.3)
where PM is the orthogonal projection onto ker(E
ξ,n
M ). We denote by
exp(−tEξ,nM )(x, y), exp⊥(−tEξ,nM )(x, y) ∈ (Eξ,nM )x  (Eξ,nM )∗y, for x, y ∈M, (2.4)
the smooth kernels of exp(−tEξ,nM ), exp⊥(−tEξ,nM ) with respect to the volume form dvM . In
particular, we see that
exp(−tEξ,nM )(x, x), exp⊥(−tEξ,nM )(x, x) ∈ End(ξ)x, for x ∈M. (2.5)
In Section 2, we fix gTM , hξ,‖·‖M and remove them from some notation: by | · |h×h we mean the
pointwise norm on (ωk
M
⊗ Eξ,nM )∗  (ωlM ⊗ E
ξ,n
M ), k, l ∈ Z induced by hξ,‖·‖M , gTM ; by | · | we
mean either the modulus of a complex number, or the pointwise norm on the vector bundle End(ξ)
induced by hξ. We defer the proof of the next theorem until Section 2.4.
Theorem 2.1. For n ≤ 0, the operator Eξ,nM has a spectral gap near 0. More precisely, we have
H0(M,Eξ,nM ) = ker(E
ξ,n
M ), (2.6)
and there is µ > 0 such that
Spec
(
E
ξ,n
M
)∩ ]0, µ] = ∅. (2.7)
Remark 2.2. As it would follow from our proof, there are c1, c1 > 0 such that the set
Spec
(
E
ξ,n
M
) ∩ [0,−c1n+ c2] is discrete (2.8)
for any (M, gTM), (ξ, hξ),‖·‖M and n ≤ 0. We leave the verification of the details to the interested
reader. For n = 0, (ξ, hξ) trivial, and c2 = 1/4, this was proved by Mu¨ller in [37, §6].
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Our proof relies on the result of Mu¨ller [37, §6, Proposition 6.9], who proves Theorem 2.1 for
n = 0 and (ξ, hξ) trivial. To motivate, let’s prove one special case of Theorem 2.1 : let (ξ, hξ)
be trivial, n ≤ −1, the genus g(M) satisfies (1.3) and gTM = gTMhyp be the canonical hyperbolic
metric. Then from Nakano’s inequality (cf. [34, Theorem 1.4.14]), we get ker(Eξ,nM ) = {0} and
(2.7). By Kodaira vanishing theorem (cf. [34, Theorem 1.5.4]), we have H0(M,Eξ,nM ) = {0}.
Thus, Theorem 2.1 holds for (M,DM , gTMhyp ), n ≤ −1 and (ξ, hξ) trivial.
Finally, let’s discuss the construction of the L2-norm‖·‖L2 (gTM , hξ⊗‖·‖2nM ) on the line bundle
(1.12). By the isomorphism (2.6), we may endowH0(M,Eξ,nM ) with the L
2-scalar product induced
by (2.1). Similarly to the analysis in the proof of (2.6), we have a natural isomorphism
ker(E
ξ,n
M
1 ) =
{
H1(M,Eξ,nM ), for n = 0,
H1(M,Eξ,nM ⊗ OM(DM)), for n ≤ −1,
(2.9)
whereE
ξ,n
M
1 = ∂
Eξ,nM (∂
Eξ,nM )∗ is the Kodaira Laplacian associated with 1-forms with values inEξ,nM .
We induce the L2-scalar product on H1(M,Eξ,nM ) by the natural inclusion
H1(M,Eξ,nM ) ↪−→ H1(M,Eξ,nM ⊗ OM(DM)), α 7→ α⊗ sDM , (2.10)
where sDM is the canonical holomorphic section of OM(DM). Those scalar products induce the
natural L2-norm‖·‖L2 (gTM , hξ ⊗‖·‖2nM ) on the line bundle (1.12).
2.2 Relative spectral theory for surfaces with cusps
The main goal of this section is to define the analytic torsion for any (ξ, hξ), n ≤ 0, m ∈ N. This
extends the relative definition due to Jorgenson-Lundelius [30, Definition 1.9], which they gave in
the case n = 0 and (ξ, hξ) trivial. The challenge here is that unlike in [30], the precise contribution
of the continuous spectrum to the heat kernel is unknown, moreover the local geometry near the
cusp depends on (ξ, hξ). We circumvent this difficulty by the analytic localization techniques
of Bismut-Lebeau [11, §11] and by the parametrix construction for the heat kernel (cf. [6, §2.4,
2.5]). The parametrix construction will be particularly useful when we would estimate the effect
of non-triviality of (ξ, hξ) (see Theorem 2.6 and (2.20)).
We fix n ∈ Z. Let the function ρM : M → [1,+∞[ be given by
ρM(x) =
{
1 for x ∈M \ (∪iV Mi (1/2)),√| ln |zi(x)|| for x ∈ V Mi (1/2), i = 1, . . . ,m. (2.11)
Remark 2.3. The function (ρM(x))−2 is proportional to the injectivity radius at point x of (M, gTM).
We denote by d(·, ·) the distance function on (M, gTM). Now we can state the main theorems
of this section. Their proofs are delayed until Section 2.4.
Theorem 2.4. For any l, l′ ∈ N, there are c, c′, C > 0 such that for any t > 0, x, x′ ∈M , we have∣∣(∇x)l(∇x′)l′ exp(−tEξ,nM )(x, x′)∣∣h×h ≤ CρM(x)ρM(x′)t−1−(l+l′)/2·
· exp(ct− c′ · d(x, x′)2/t), (2.12)
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where ∇ is induced by the Levi-Civita connection and the Chern connections of (ξ, hξ) and
(ωM(D),‖·‖M). Also, if n ≤ 0, then there are c, C > 0 such that for any t > 0, we have∣∣(∇x)l(∇x′)l′ exp⊥(−tEξ,nM )(x, x′)∣∣h×h ≤ CρM(x)ρM(x′)t−4−l−l′ exp(−ct). (2.13)
Remark 2.5. a) By Remark 2.3, we see that for n = 0, (ξ, hξ) trivial and k, l = 0, (2.12) is
exactly the Moser’s estimate [36, p. 115-117] (cf. [14, Theorem VIII.8]) for a hyperbolic surface.
The proof of (2.12) is different from [36, p. 115-117] and it uses an explicit construction of the
parametrix of the heat kernel.
b) By using the same techniques as in the proof of (2.13), we may deduce that for any l, l′ ∈ N,
there is C > 0 such that∣∣(∇x)l(∇x′)l′ exp(−tEξ,nM )(x, x′)∣∣h×h ≤ CρM(x)ρM(x′)t−4−l−l′ . (2.14)
The estimate (2.14) is unfortunately not enough for our needs, since we use (2.12) in the proof of
(2.15) inside Duhamel’s formula, thus, the precise power of t is important. However, by Remark
2.18, we note that if one considers only (ξ, hξ) which are trivial around the cusps, then the estimate
(2.14) is enough to prove (2.17), and all the analysis associated with the parametrix construction is
not necessary.
Now, let M,N and all related notions be as in (1.14).
Theorem 2.6. For any k ∈ N, there are , c, c′, C > 0 such that for any t > 0, u ∈ C, |u| ≤ :∣∣∣ exp(−tEξ,nM )((zMi )−1(u), (zMi )−1(u))− Idξ · exp(−tEnN )((zNi )−1(u), (zNi )−1(u))∣∣∣
≤ C| ln |u|| exp(ct) ·min
{
| ln |u||−k + exp(−c′(ln | ln |u||)2/t); (2.15)
|u|1/3 + exp(−c′/t)
}
. (2.16)
Moreover, if n ≤ 0, then there are ς < 1 and c, C > 0 such that∣∣∣ exp⊥(−tEξ,nM )((zMi )−1(u), (zMi )−1(u))− Idξ · exp⊥(−tEnN )((zNi )−1(u), (zNi )−1(u))∣∣∣
≤ C| ln |u||ςt−4 exp(−ct). (2.17)
Remark 2.7. As we explain in the course of the proof of Theorem 2.6, if (ξ, hξ) is trivial around the
cusps, then. since the geometry around the cusps of (M, gTM), (N, gTN) coincides, the estimates
(2.15), (2.16) could be easily improved. In this case, we have∣∣∣ exp(−tEξ,nM )((zMi )−1(u), (zMi )−1(u))− Idξ · exp(−tEnN )((zNi )−1(u), (zNi )−1(u))∣∣∣
≤ C| ln |u|| exp(−c′(ln | ln |u||)2/t). (2.18)
To prove (2.15), (2.16) in full generality, we use Duhamel’s formula and estimates from (2.12).
Theorem 2.8. There are smooth bounded functions aM,nξ,j : M → End(ξ), j ≥ −1 such that for
any x ∈M , t0 > 0, k ∈ N, there is C > 0 such that for any t ∈]0, t0], we have∣∣∣ exp(−tEξ,nM )(x, x)− k∑
j=−1
aM,nξ,j (x)t
j
∣∣∣ ≤ Ctk. (2.19)
I. Compact perturbation theorem and anomaly formula for surfaces with cusps 14
Moreover, if x ∈M \ (∪iV Mi (e−t−1/3)), then C can be chosen independently of t ∈]0, t0] and x.
Also, there is  > 0, such that for any l ∈ N, j ≥ −1, there is C > 0 such that for any u ∈ C,
0 < |u| ≤ , i = 1, . . . ,m, we have∣∣∣(∇u)l(aM,nξ,j ((zMi )−1(u))− IdξaN,nj ((zNi )−1(u)))∣∣∣
h
≤ C|u|1/3, (2.20)
where ∇ is induced by the Levi-Civita connection and Chern connections associated with (ξ, hξ)
and (ωD(0),‖·‖D).
Remark 2.9. Since the functions aE
ξ,n
M
j , j ≥ −1 are bounded, the functions Trξ
[
a
Eξ,nM
j
]
are integrable
over M , which is already suggested by an analogue of [34, Theorem 4.1.7] and the fact that the
scalar curvature is constant.
From now on till the end of this section, we denote by
P := CP1 \ {0, 1,∞}, (2.21)
and by gTP the unique hyperbolic metric of constant scalar curvature −1 over P with cusps at
DP = {0, 1,∞}. We use the notations ‖·‖P , V Pi (), EnP , . . ., and denote by zP the Poincare´-
compatible coordinate of 0 ∈ CP1.
Definition 2.10. We define the regularized heat trace by
Trr
[
exp⊥(− tEξ,nM )] := ∫
M\(∪iVMi (η))
Tr
[
exp⊥(−tEξ,nM )(x, x)]dvM(x)
−m · rk(ξ)
3
∫
P\(∪iV Pi (η))
Tr
[
exp⊥(−tEnP )(x, x)]dvP (x) (2.22)
+
∑
i
∫
D∗(η)
(
Tr
[
exp⊥(−tEξ,nM )((zMi )−1(u), (zMi )−1(u))]
− rk(ξ)Tr
[
exp⊥(−tEnP )((zP )−1(u), (zP )−1(u))])dvD∗(u),
where η > 0 is such that Theorem 2.6 and (1.2) hold.
Remark 2.11. a) From the fact that there is a holomorphic automorphism of CP1 inducing the
isometry on (P, gTP ), which permutes DP as we wish, the coordinate zP in the definition might
be changed to a Poincare´-compatible coordinate associated with 1 or∞, and this would result in
the same definition.
b) Essentially, in our definition of the regularized heat trace, we take out the diverging part
of the usual heat trace. This idea is very similar to the famous b-trace, defined by Melrose in [35,
Lemma 4.62], which was used in the context of Riemann surfaces with cusps by Albin-Rochon [1].
It has also appeared in the paper [31] of Jorgenson-Lundelius, where they defined the regularized
heat trace of the hyperbolic surface with cusps for n = 0 and (ξ, hξ) trivial.
Proposition 2.12. The Definition 2.10 makes sense and it is independent of  > 0. We also have
Trr
[
exp⊥(−tEξ,nM )] := lim
r→0
(∫
M\(∪iVMi (r))
Tr
[
exp⊥(−tEξ,nM )(x, x)]dvM(x)
− rk(ξ)
3
∫
P\(∪iV Pi (r))
Tr
[
exp⊥(−tEnP )(x, x)]dvP (x)). (2.23)
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Proof. The first two integrals in the right-hand side of (2.22) are bounded by (2.13). The last one
is bounded by (2.17) and the fact that for any ς < 1, we have∫
D()
√−1dudu
|u|2| ln |u||2−ς ≤ +∞. (2.24)
The independence on  > 0 is trivial. The formula (2.23) follows trivially from (2.17).
A similar quantity Trr
[
exp(−tEξ,nM )] (see also [30, Definition 1.1] for the relative version) is
defined by the same formulas as in (2.22), where we put exp in place of exp⊥. It is well-defined
due to (2.15), (2.24) and the fact that for any c′ > 0 and  > 0 small enough, there is C > 0 such
that for any t > 0, we have∫
D()
exp
(− c′(ln | ln |u||)2/t)√−1dudu|u|2| ln |u|| ≤ Ct1/2 exp (− (c′/2)(ln | ln |)2/t). (2.25)
By (2.6), the relation between Definition 2.10 and Tr
[
exp(−tEξ,nM )] is given by
Trr
[
exp⊥(−tEξ,nM )]
= Trr
[
exp(−tEξ,nM )]− dimH0(M,Eξ,nM ) + rk(ξ)3 dimH0(P ,EnP ). (2.26)
Remark 2.13. In [30, §3], Jorgenson-Lundelius defined the relative heat trace
Trrel
[
exp⊥(−tEξ,nM ); exp⊥(−tEnN )] (2.27)
for (ξ, hξ) trivial and n = 0. Directly from the definition, in this case we have
Trrel
[
exp⊥(−tEξ,nM ); exp⊥(−tEnN )] = Trr[ exp⊥(−tEξ,nM )]− rk(ξ)Trr[ exp⊥(−tEnN )],
Trr
[
exp⊥(−tEξ,nM )] = 1
3
Trrel
[
3 exp⊥(−tEξ,nM );m exp⊥(−tEnP )], (2.28)
where 3 exp⊥(−tEξ,nM ) (resp. m exp⊥(−tEnP )) means the heat operator on M unionsqM unionsqM (resp.
on P unionsq · · · unionsq P ) with the induced geometry.
For j ≥ −1, we denote
AM,nξ,j,0 :=
∫
M
Tr
[
aM,nξ,j (x)
]
dvM(x)− rk(ξ)
3
∫
P
aP,nj (x)dvP (x),
AM,nξ,j = A
M,n
ξ,j,0 − dimH0(M,Eξ,nM ) +
rk(ξ)
3
dimH0(P ,EnP ).
(2.29)
This makes sense due to Theorem 2.8 or Remark 2.9.
Proposition 2.14. For any t0 > 0, k ∈ N, there is C > 0 such that for any t ∈]0, t0], we have∣∣∣Trr[ exp⊥(−tEξ,nM )]− k∑
j=−1
AM,nξ,j t
j
∣∣∣ ≤ Ctk. (2.30)
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Proof. First of all, by (2.26), it is enough to prove that for any t0 > 0, k ∈ N, there is C > 0 such
that for any t ∈]0, t0], we have∣∣∣Trr[ exp(−tEξ,nM )]− k∑
j=−1
AM,nξ,j,0t
j
∣∣∣ ≤ Ctk. (2.31)
By Theorem 2.8, for any t0 > 0, k ∈ N, there is C > 0 such that for any t ∈]0, t0], we have∣∣∣∣ ∫
M\(∪iVMi (e−t
−1/3
))
[
Tr
[
exp(−tEξ,nM )(x, x)]− k∑
j=−1
Tr
[
aM,nξ,j (x)
]
tj
]
dvM(x)
∣∣∣∣ ≤ Ctk,∣∣∣∣ ∫
P\(∪iV Pi (e−t
−1/3
))
[
exp(−tEnP )(x, x)−
k∑
j=−1
aP,nj (x)t
j
]
dvP (x)
∣∣∣∣ ≤ Ctk.
(2.32)
Since for u ∈ C, 0 < |u| ≤ e−t−1/3 , we have t−1/3 ≤ | ln |u||, by (2.15), (2.24) and (2.25), for any
k ∈ N there are c, C > 0 such that for any t ∈]0, t0], i = 1, . . . ,m, we have∫
D(e−t−1/3 )
∣∣∣∣Tr[ exp(−tEξ,nM )((zMi )−1(u), (zMi )−1(u))]
− rk(ξ) exp(−tEnP )((zP )−1(u), (zP )−1(u))∣∣∣∣dvD∗(u) ≤ Ctk + C exp(−ct−1/2). (2.33)
Also, by (2.20), for any j ∈ N, i = 1, . . . ,m there are c, C > 0, such that we have∫
D(e−t−1/3 )
∣∣∣Tr[aM,nξ,j ((zMi )−1(u))]
− rk(ξ)aP,nj
(
(zP )−1(u)
)∣∣∣dvD∗(u) ≤ C exp(−ct−1/3). (2.34)
We see that (2.31) holds by (2.32), (2.33) and (2.34).
Proposition 2.15. For any t0 > 0, there are c, C > 0 such that for any t ≥ t0, we have∣∣∣Trr[ exp⊥(−tEξ,nM )]∣∣∣ ≤ C exp(−ct). (2.35)
Proof. By Theorem 2.4 since ρM is bounded over M \ (∪iV Mi (η)), η > 0 for some c, C > 0 and
for any t ≥ t0, we get∣∣∣∣ ∫
M\(∪iVMi (η))
Tr
[
exp⊥(−tEξ,nM )(x, x)]dvM(x)∣∣∣∣ ≤ C exp(−ct),∣∣∣∣ ∫
P\(∪iV Pi (η))
Tr
[
exp⊥(−tEnP )(x, x)]dvP (x)∣∣∣∣ ≤ C exp(−ct). (2.36)
By (1.2), (2.17) and (2.24), we deduce that there are c, C > 0 such that for any t ≥ t0, we have∣∣∣ ∫
D(η)
(
Tr
[
exp⊥(−tEξ,nM )((zMi )−1(u), (zMi )−1(u))]
− rk(ξ)Tr
[
exp⊥(−tEnP )((zP )−1(u), (zP )−1(u))])dvD∗(u)∣∣∣ ≤ C exp(−ct). (2.37)
We conclude by (2.36) and (2.37).
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Definition 2.16. We define the regularized spectral zeta function ζM(s) for s ∈ C, Re(s) > 1 by
ζM(s) =
1
Γ(s)
∫ +∞
0
Trr
[
exp⊥(−tEξ,nM )]tsdt
t
. (2.38)
By Propositions 2.14 and 2.15, the function ζM(s) is holomorphic for Re(s) > 1 and has a
meromorphic extension to the entire s-plane. Classically, this extension, which we also denote by
ζM(s), is holomorphic at s = 0.
Definition 2.17. We define the analytic torsion by
T (gTM , hξ ⊗‖·‖2nM ) := exp(−ζ ′M(0)/2) · TTZ(gTP ,‖·‖2nP )m·rk(ξ)/3. (2.39)
Remark 2.18. a) In the forthcoming paper we show that under the conditions (1.3), we have
T (gTMhyp , (‖·‖hypM )2n) = TTZ(gTMhyp , (‖·‖hypM )2n). (2.40)
For the moment we note that (2.40) holds for M = P by the choice of the last multiplicand in
(2.39).
b) Explicitly, we have the following identity (see Proposition 2.14 for the definition of aM−1):
ζ ′M(0) =
∫ 1
0
(
Trr
[
exp⊥(−tEξ,nM )]− AM,nξ,−1
t
− AM,nξ,0
)dt
t
+
∫ +∞
1
Trr
[
exp⊥(−tEξ,nM )]dt
t
+ AM,nξ,−1 − Γ′(−1)AM,nξ,0 . (2.41)
c) By (2.38), the relation between the relative analytic torsion, defined by Jorgenson-Lundelius
[30] for (ξ, hξ) trivial and n = 0, and our definition is
T rel(gTM , hξ ⊗‖·‖2nM ; gTN ,‖·‖2nN ) =
T (gTM , hξ ⊗‖·‖2nM )
T (gTN ,‖·‖2nN )rk(ξ)
. (2.42)
d) In the article of Albin-Rochon [1], authors gave an alternative definition of the analytic
torsion TAR(gTM , (‖·‖hypM )2n), n = 0. By [2, (1.24)], [1, §7] and (2.15), the relation between their
definition and ours is given by
T (gTM , (‖·‖M)2n)
T (gTN , (‖·‖N)2n)
=
TAR(g
TM , (‖·‖M)2n)
TAR(gTN , (‖·‖N)2n)
, (2.43)
for M,N as in (1.14). Their definition is based on b-trace of Melrose [35], see Remark 2.11b).
e) In his thesis [25, Corollary 8.2.2], Freixas explicitly evaluated (see (1.9))
logZ ′
(P ,DP )
(1) = 4ζ ′(−1) + log 2pi + 10
9
log 2. (2.44)
By combining (1.10), (2.44), we may give an explicit formula for TTZ(gTP ,‖·‖2nP ), n = 0 in (2.39).
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2.3 The parametrix for the heat kernel on the punctured hyperbolic disc
In this section we recall the well-known construction [6, §2.4, 2.5] of the parametrix, applied for
the heat kernel on the punctured hyperbolic disc, endowed with a Hermitian vector bundle. The
results of this section will be applied in Section 2.4 to prove (2.12) and Theorem 2.8.
Let’s explain the setting of the problem. Let the holomorphic line bundle ωD(0) over D be
defined as in (1.4), and let‖·‖D be the norm on ωD(0) over D∗, induced by gTD
∗ as in (1.5). Let
(ξ, hξ) be Hermitian vector bundle over D. We denote by the same symbol its restriction to D∗. By
Cartan’s Theorem A, we may and we do fix a holomorphic trivialization e1, . . . , erk(ξ) of ξ over D.
We suppose that it is a normal trivialization (cf. [16, Proposition V.12.10]), i.e. we have
hξ(ei, ej)(u) = δij +O(|u|2). (2.45)
We denote by ξ⊗ωD(0)n , n ∈ Z the Kodaira Laplacian associated with hξ and‖·‖D on (D∗, gTD
∗
).
The smooth kernel
exp(−tξ⊗ωD(0)n)(z1, z1) ∈ (ξ ⊗ ωD(0)n)∗z1  (ξ ⊗ ωD(0)n)z2 , for z1, z1 ∈ D∗, (2.46)
of the heat operator exp(−tξ⊗ωD(0)n) with respect to the volume form dvD∗ on D∗ is the main
object of study in this section.
We consider the covering ρ : H→ D∗, z 7→ e
√−1z. The metric gTH := ρ∗(gTD∗) is equal to the
standard hyperbolic metric on the upper half-plane. The Deck transformations of ρ are generated
by the isometry
U : H→ H, z 7→ z + 2pi. (2.47)
Let‖·‖H be the norm on ωH, given by ρ∗(‖·‖D). For z = (x, y) := x+
√−1y, we have
gTHz =
dx2 + dy2
y2
, ‖dz‖H (z) = y. (2.48)
Let ξ⊗ωnH be the Kodaira Laplacian associated with gTH, ρ∗(hξ),‖·‖H on (H, gTH), and let
exp(−tξ⊗ωnH)(z1, z2) ∈ (ρ∗(ξ)⊗ ωnH)∗z1  (ρ∗(ξ)⊗ ωnH)z2 , for z1, z2 ∈ H, (2.49)
be the smooth kernel of the heat operator exp(−tξ⊗ωnH) with respect to the Riemannian volume
form dvH on H, induced by gTH. For z1, z2 ∈ D, the relation between (2.46) and (2.49) is given by
exp(−tξ⊗ωD(0)n)(z1, z2) =
∑
i∈Z
exp(−tξ⊗ωnH)(z˜1, U iz˜2), (2.50)
where z˜i ∈ H, ρ(z˜i) = zi for i = 1, 2.
Since (H, gTH) is a compete manifold, we may use the framework of [6, §2.4, 2.5] to construct
the parametrix of exp(−tξ⊗ωnH). Let us briefly recall the main steps of this construction. By doing
so, we also provide some uniform estimates on the heat kernels.
We denote by d(z1, z2), z1, z2 ∈ H the Riemannian distance associated with gTH, we have
d
(
(x1, y1), (x2, y2)
)
= 2 ln
(√
(x1 − x2)2 + (y1 − y2)2 +
√
(x1 − x2)2 + (y1 + y2)2
2
√
y1y2
)
. (2.51)
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Let ψ : R→ [0, 1] be a smooth even function such that
ψ(u) =
{
1 for |u| < 1/2,
0 for |u| > 1. (2.52)
For k ∈ N, z1, z2 ∈ H, t > 0, let kξ⊗ω
n
H
t,k ∈ C∞(H×H, (ρ∗(ξ)⊗ ωnH) (ρ∗(ξ)⊗ ωnH)∗) be given by
(cf. [6, (2.7)])
k
ξ⊗ωnH
t,k (z1, z2) :=
ψ(d(z1, z2)
2)
t
exp
(
− d(z1, z2)
2
4t
)( k∑
i=0
tiΦξi,n(z1, z2)
)
, (2.53)
where Φξi,n ∈ C∞(H×H, (ρ∗(ξ)⊗ωnH) (ρ∗(ξ)⊗ωnH)∗), i ≥ 0 are symmetric (i.e. Φξi,n(z1, z2) =
(Φξi,n(z2, z1))
∗) and given by the procedure, described in [6, Theorem 2.26]. We denote by Φi,n,
i ≥ 0 the sections associated to (ξ, hξ) trivial. Now let’s state the main result of this section.
Theorem 2.19. The sections Φξi,n are uniformly C∞-bounded in the following sense: for any
i, l, l′ ∈ N, there is C > 0 such that for any z1, z2 ∈ H, we have∣∣(∇z1)l(∇z2)l′Φξi,n(z1, z2)∣∣h×h ≤ C, (2.54)
where ∇ is induced by the Levi-Civita connection and Chern connections associated with (ξ, hξ),
(ωH(0),‖·‖H), and | · |h×h is the associated pointwise norm.
Moreover, for any i, l, l′ ∈ N, there is C > 0 such that for any z1, z2 ∈ H, we have∣∣∣(∇z1)l(∇z2)l′(Φξi,n − Idξ · Φi,n)(z1, z2)∣∣∣
h×h
≤ C exp(−(Im z1 + Im z2)/6). (2.55)
Proof. Let’s fix z0 ∈ H, z0 = (x0, y0). For z ∈ H, r > 0 we denote by BH(z, r) ⊂ H the hyper-
bolic disc of radius r around z. We consider the isometry gz0 : (H, gTH) → (H, gTH), (x, y) 7→
((x−x0)/y0, y/y0). Then since gz0(z0) = (0, 1) :=
√−1, we have gz0(BH(z0, 1)) = BH(
√−1, 1).
We recall that by the procedure, described in [6, Theorem 2.26], the sections Φξi,n(z, ·) are de-
fined locally, i.e. they depend only on the restriction of (H, gTH), (ξ, hξ) over BH(z, 1), and if
d(z, z2) > 1, then Φ
ξ
i,n(z, z2) = 0. Moreover, if one changes “smoothly” the parameters g
TH, hξ,
then the sections Φξi,n(z, ·) also change smoothly “at the same rate”. Let’s make the last point more
precise, and adapt it for our situation.
Let hξz, z ∈ H be a family of Hermitian metrics on ξ over BH(
√−1, 1), and let Φξi,n,z(
√−1, ·)
be the corresponding sections from (2.53). Suppose that there is f : R+ → R+ and a Hermitian
metric hξ0 on ξ over B
H(
√−1, 1) such that for any l ∈ N, there is C > 0 such that for any
z2 ∈ BH(
√−1, 1): ∣∣∇l(hξz)(z2)∣∣h ≤ C,∣∣∇l(hξz − hξ0)(z2)∣∣h ≤ Cf(Im z). (2.56)
From the procedure, described in [6, Theorem 2.26], the sections Φξi,n,z(
√−1, ·) are obtained
by applying the associated Laplacian and integration over the geodesics of length ≤ 1, emanating
from
√−1. Thus, for any l ∈ N there is C > 0 such that for any z2 ∈ BH(
√−1, 1), we have∣∣(∇z2)lΦξi,n,z(√−1, z2)∣∣h ≤ C,∣∣(∇z2)l(Φξi,n,z − Φξi,n,0)(√−1, z2)∣∣h ≤ Cf(Im z), (2.57)
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or, as we stated before the sections Φξi,n,z(
√−1, ·), i ≥ 0 change “at the same rate” as hξz.
Now, let hξz, z ∈ H be defined by
hξz := ((g
−1
z ρ)
∗hξ)|BH(√−1,1). (2.58)
Let Φξi,n,z(
√−1, ·) be the sections from (2.53), associated with hξz, ‖·‖H |BH(√−1,1) and
gTH|BH(√−1,1). Then by the locality of Φξi,n,z(
√−1, ·), for any z2 ∈ BH(
√−1, 1), we have
Φξi,n,z(
√−1, z2) = Φξi,n(z, g−1z (z2)). (2.59)
By symmetry of Φξi,n,z and (2.57), to complete the proof of Theorem 2.19, it is enough to prove the
analogue of (2.56), i.e. for some C > 0, we have for any z2 = (x, y) ∈ BH(
√−1, 1):∣∣(∂x)l(∂y)l′(hξz)(z2)∣∣h ≤ C,∣∣(∂x)l(∂y)l′(hξz − Idrk(ξ))(z2)∣∣h ≤ Ce− Im z/3. (2.60)
Let the frame e1, . . . , erk(ξ) be chosen as (2.45). Then for z2 = (x, y) ∈ BH(
√−1, 1):
hξz((g
−1
z ρ)
∗ei, (g−1z ρ)
∗ej)(z2) = hξ(ei, ej)(e−yy0+
√−1(xy0+x0)). (2.61)
Now, by the formula (2.51), we have
min{Im z : z ∈ BH(√−1, 1)} ≥ 1/6, (2.62)
by (2.45) and (2.61), we have (2.60), which finishes the proof.
To compare kξ⊗ω
n
H
t,k (x, y) with the heat kernel, we recall the definition of the “defect”:
r
ξ⊗ωnH
t,k (z1, z2) :=
(
∂t +ξ⊗ωD(0)
n
D,x
)
k
ξ⊗ωnH
t,k (z1, z2). (2.63)
The following theorem says, in particular, that as one increases k ∈ N, the kernel kξ⊗ωnHt,k (z1, z2)
more and more accurately “satisfies” the properties defined by the heat kernel.
Theorem 2.20. For any t0 > 0, the family of kernels k
ξ⊗ωnH
t,k (z1, z2), t ∈]0, t0], z1, z2 ∈ H defines
a uniformly bounded family of operators Kξ⊗ω
n
H
t,k on C
∞
c (H, ρ∗(ξ) ⊗ ωnH) such that for any s ∈
C∞c (H, ρ∗(ξ) ⊗ ωnH), the sections Kξ⊗ω
n
H
t,k (s) converge, as t → 0, to s over any compact subset of
H with all it’s derivatives.
Moreover, for any l, l′, l′′ ∈ N, there are c′, C > 0 such that for any t ∈]0, t0], z1, z2 ∈ H:∣∣(∇z1)l(∇z2)l′(∂t)l′′kξ⊗ωnHt,k (z1, z2)∣∣h×h ≤ Ct−1−(l+l′)/2−l′′ · ψ(d(z1, z2)2/2)
· exp(−c′ · d(z1, z2)2/t), (2.64)∣∣(∇z1)l(∇z2)l′(∂t)l′′rξ⊗ωnHt,k (z1, z2)∣∣h×h ≤ Ctk−(l+l′)/2−l′′ · ψ(d(z1, z2)2/2)
· exp(−c′ · d(z1, z2)2/t). (2.65)
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Proof. The first statement is done as in [6, Theorem 2.29]. The estimate (2.64) follows directly
from (2.53) and (2.54). The proof of (2.65) uses (2.54), but otherwise it is done in the same way
as [6, Theorem 2.29].
This theorem means that kξ⊗ω
n
H
t,k (z1, z2) is the parametrix of the heat equation in the sense of [6,
p.77]. Thus, we may construct the heat kernel by the procedure, which follows. Let k, k′ ∈ N,
z, z′ ∈ H, we denote
q
ξ⊗ωnH
t,k,k′ (z, z
′) :=
∫
t∆k′
∫
Hk′
k
ξ⊗ωnH
t−tk′ ,k(z, zk′)r
ξ⊗ωnH
tk′−tk′−1,k(zk′ , zk′−1) · · ·
· · · rξ⊗ωnHt1,k (z1, z′) dvH(zk′)⊗ · · · ⊗ dvH(z1)dvt∆k′ (t1, . . . , tk′), (2.66)
where ∆k′ is the standard k′-simplex, and dvt∆k′ (t1, . . . , tk′) is the standard volume form over
t∆k′ . Now let’s explain why (2.66) is well-defined. The integration over Hk
′ in (2.66) is well-
defined since by (2.52), (2.53) and (2.63), the functions under the integral vanish if the arguments
are too distant, so all the integrations are done in a compact subset. The integration over t∆k′
is well-defined for k ≥ 1 by (2.53) and (2.65). By the same reasons, it is easy to see that if
k ≥ (l + l′)/2 + l′′ + 1, then the partial derivatives (∂z1)l(∂z2)l′(∂t)l′′qξ⊗ω
n
H
t,k,k′ (z1, z2) exists.
Theorem 2.21. For any t0 > 0, k ∈ N∗ and l, l′, l′′ ∈ N, there are c′, C > 0 such that for any
t ∈]0, t0], z1, z2 ∈ H and k′ ∈ N satisfying k ≥ (l + l′)/2 + l′′ + 1, we have∣∣∣(∇z1)l(∇z2)l′(∂t)l′′qξ⊗ωnHt,k,k′ (z1, z2)∣∣∣
h×h
≤ C
k′tkk
′−l−l′−2l′′
(k′ − 1)! exp(−c
′ · d(z1, z2)2/t). (2.67)
Moreover, for any t ∈]0, t0], z1, z2 ∈ H, k ∈ N∗, the series
∞∑
k′=0
(−1)k′qξ⊗ωnHt,k,k′ (z1, z2), (2.68)
converges to exp(−tξ⊗ωnHH )(z1, z2) in C 2k−2(H × H), and for any l, l′, l′′ ∈ N, satisfying k ≥
(l + l′)/2 + l′′ + 1, there is C > 0 such for any t ∈]0, t0], z1, z2 ∈ H, we have∣∣∣(∇z1)l(∇z2)l′(∂t)l′′( exp(−tξ⊗ωnH)− kξ⊗ωnHt,k )(z1, z2)∣∣∣
h×h
≤ Ctk−l−l′−2l′′ exp(−c′ · d(z1, z2)2/t). (2.69)
Proof. First of all, we note that by the weighted mean inequality and the triangle inequality, for
k′ ∈ N, t > tk′ > . . . > t1 > 0, and z, z′, z1, . . . , zk′ ∈ H, we have
exp
(
− c′d(z, zk′)
2
t− tk′
)
exp
(
− c′d(zk′ , zk′−1)
2
tk′ − tk′−1
)
· · ·
· · · exp
(
− c′d(z1, z
′)2
t1
)
≤ exp
(
− c
′
t
d(z, z′)2
)
. (2.70)
We also note that the integration over each variable z1, . . . , zk′ is done over a hyperbolic ball of
radius 1, which has a constant volume, independently of the choice of its center. From now on,
the proof remains verbatim with [6, Lemma 2.22, Theorem 2.23], where one has to replace the
appropriate estimates by (2.64), (2.65) and use (2.70) to bound the exponentials.
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Now let’s apply all this theory to the study of the heat kernel on the hyperbolic disc. We
summarize all the important results, which will be used in Section 2.4, in the following theorem,
which is a local analogue of (2.12) and Theorem 2.8.
Theorem 2.22. For any l, l′, l′′ ∈ N, there are t0 > 0 c, c′, C > 0 such that for any t ∈]0, t0],
u, v ∈ D∗, we have∣∣∣(∇u)l(∇v)l′(∂t)l′′ exp(−tξ⊗ωD(0)n)(u, v)∣∣∣
h×h
≤ Ct−1−(l+l′)/2−l′′
· (1 + | ln |u||)1/2(1 + | ln |v||)1/2 exp (− c′ · d(u, v)2/t). (2.71)
Moreover, there are bounded sections aD
∗,n
ξ,j ∈ C∞(D∗,End(ξ)), j ≥ −1 such that there are
c′, C > 0 such that for any u ∈ D∗, k ∈ N and t ∈]0, t0], we have
∣∣∣ exp(−tξ⊗ωD(0)n)(u, u)− k∑
j=−1
aD
∗,n
ξ,j (u)t
j
∣∣∣
≤
(
1 + | ln |u||
)(
Ctk +
C
t
exp
(
− c
′
t| ln |u||2
))
. (2.72)
Moreover, for any j ≥ −1, there is C > 0 such that for any u ∈ D∗, we have∣∣∣(∇u)l(aD∗,nξ,j − Idrk(ξ)aD∗,nj )(u)∣∣∣
h×h
≤ C|u|1/3, (2.73)
where we trivialized ξ as in the beginning of this section.
Before proving this theorem, let’s prove the following
Lemma 2.23. There is t0 > 0 such that for any z1, z2 ∈ H, t ∈]0, t0], satisfying d(z1, U iz2) ≤
d(z1, z2) for any i ∈ Z, we have∑
exp
(−d(z1, U iz2)2/t) ≤ C(( Im(z1)+1)( Im(z2)+1))1/2 exp(−d(z1, z2)2/(2t)). (2.74)
Proof. We decompose the sum in (2.74) into two parts: for i2 ≤ 4 Im(z1) Im(z2) and the comple-
mentary. Trivially, by the assumption, the first part is bounded by
4
((
Im(z1) + 1
)(
Im(z2) + 1
))1/2
exp
(
− d(z1, z2)2/(2t)
)
. (2.75)
Now, by (2.51), for any i 6= 0, we have
d(z1, U
iz2) ≥ ln
(
i2/(Im(z1) Im(z2))
)
. (2.76)
Now, by choosing t0 small enough, we see that
exp
(
−
(
ln
i2
Im(z1) Im(z2)
)2
/t
)
≤ Im(z1) Im(z2)
i2
. (2.77)
By (2.76) and (2.77), we see that
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∑
i2>4 Im(z1) Im(z2)
exp(−d(z1, U iz2)2/t)
≤ Im(z1) Im(z2) exp(−d(z1, z2)2/(2t))
∑
i2>4 Im(z1) Im(z2)
i−2
≤ (Im(z1) Im(z2))1/2 exp(−d(z1, z2)2/(2t)). (2.78)
Thus, we conclude by (2.75) and (2.78).
Proof of Theorem 2.22. By (2.50), (2.69) and Lemma 2.23, we have∣∣∣(∇u)l(∇v)l′(∂t)l′′( exp(−tξ⊗ωD(0)n)(u, v)−∑
i
k
ξ⊗ωnH
t,k (u˜, U
iv˜)
)∣∣∣
h×h
≤ Ctk−(l+l′)/2−l′′(1 + | ln |u||)1/2(1 + | ln |v||)1/2 exp (− c′ · d(u, v)2/t). (2.79)
Now, by (2.76), there is C > 0 such that for any z1, z2 ∈ H, we have
#
{
i ∈ Z : d(z1, U iz2) < 2
}
≤ C((Im(z1) + 1)(Im(z2) + 1))1/2. (2.80)
Thus, the number of non-zero terms in the sum under the module in (2.79) is bounded by the
right-hand side of (2.80). So, by (2.64) and (2.79), we get (2.71).
Now, by (2.51), there is C > 0 such that for any z ∈ D∗ and i ∈ Z∗, we have
d(z, U iz) ≥ C| ln |z|| . (2.81)
Thus, from Lemma 2.23, (2.79) and (2.81), we get (2.72) for
aD
∗,n
ξ,j (z) := Φ
ξ⊗ωnH
j+1 (z˜, z˜), where z˜ ∈ H, ρ(z˜) = z, and j ≥ −1. (2.82)
Now, (2.73) follows from (2.55) and (2.82).
Remark 2.24. Instead of hξ we choose a family of Hermitian metrics hξη, η ∈]0, 1]:
hξη(ei, ej)(u) :=
(
1− ψ(|u|2/η))hξ(ei, ej)(u) + ψ(|u|2/η)δij, (2.83)
where ψ is defined in (2.52), ei, i = 1, . . . , rk(ξ) is as in (2.45), and δij is the Kronecker delta
symbol. Then all the estimates of this chapter would continue to hold uniformly over η ∈]0, 1].
This is due to the fact that for the Hermitian metrics hξz,η, defined in the notation of Theorem 2.19
by (compare with (2.58))
hξz,η := ((g
−1
z ρ)
∗hξη)|BH(√−1,1), (2.84)
we have (compare with (2.61))
hξz,η((g
−1
z ρ)
∗ei, (g−1z ρ)
∗ej)(z2) = hξη(ei, ej)(e
−yy0+
√−1(xy0+x0)). (2.85)
But now, if a function f(y), y ∈ R has bounded derivative, then the function f(e−y/η) has bounded
derivatives uniformly on η > 0. From this observation, (2.85) implies (compare with (2.60))∣∣(∂x)l(∂y)l′(hξz,η)(z2)∣∣h ≤ C,∣∣(∂x)l(∂y)l′(hξz,η − Idrk(ξ))(z2)∣∣h ≤ Ce− Im z/3. (2.86)
We will use this in Section 3.2.
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2.4 Proofs of Theorems 2.1, 2.4, 2.6, 2.8
In this section we finally present the proofs of Theorems 2.1, 2.4, 2.6 and 2.8.
Proof of Theorem 2.1. First of all, for n ≤ 0, there is C > 0 such that for any z ∈ D∗(1/2), we
have
C <
(|z|2(ln |z|)2−2n)−1. (2.87)
Let gTMsm be some smooth metric overM , and let‖·‖smM be some smooth Hermitian norm on ωM(D)
over M . By (2.87), we conclude that there is C > 0 such that gTMsm ⊗ (‖·‖smM )2n ≤ CgTM ⊗‖·‖2nM ,
thus
ker(E
ξ,n
M ) ⊂ L2(gTMsm , hξ ⊗ (‖·‖smM )2n). (2.88)
Let s ∈ ker(Eξ,nM ). By (2.88) and the classical L2-extension theorem (cf. [34, Lemma 2.3.22]), s
extends holomorphically to V Mi (). In other words
ker(E
ξ,n
M ) ⊂ H0(M,Eξ,nM ). (2.89)
By the finiteness of the volume of (M, gTM), see (2.24), we see that that each holomorphic section
lies in L2(gTM , hξ ⊗ ‖·‖2nM ), i.e.
H0(M,Eξ,nM ) ⊂ ker(E
ξ,n
M ). (2.90)
We deduce (2.6) by (2.89) and (2.90).
In [37, §6], Mu¨ller proved (2.8) for (ξ, hξ) trivial, n = 0 and c2 = 1/4, see Remark 2.2. This
implies, in particular, that (2.7) holds for (ξ, hξ) trivial and n = 0 (see [37, Proposition 6.9]).
He proved (2.8) in this case by studying explicitly the spectrum of Kodaira Laplacian of the von
Neumann problem in the cusp and using the scattering matrix to relate the continuous spectrum
of the manifolds. If the vector bundle (ξ, hξ) is trivial around the cusps, the presence of it doesn’t
change the Hermitian structure around DM . Thus, the result of Mu¨ller extends line by line to the
case n = 0 and (ξ, hξ) trivial around the cusps, which we summarize in
Spec(E
ξ,n
M ) ∩ [0, 1/4] is discrete. (2.91)
Now, let hξ be any Hermitian metric on ξ. We will prove that there is k ∈ N and F ⊂ L2(Eξ,nM ),
codimF = k, such that we have
inf
s∈F
{〈Eξ,nM s,Eξ,nM s〉L2
〈s, s〉L2
}
> 0. (2.92)
Then, by the min-max theorem (cf. [34, (C.3.3)]), (2.6) and (2.92), we get (2.7).
We choose η ∈]0, 1/2] small enough, so that (1.2) is satisfied for any i = 1, . . . ,m. For each
i = 1, . . . ,m, we fix a normal trivialization of ξ over V Mi (η), i.e. a local holomorphic frame
e1, . . . , erk(ξ) of ξ over V Mi (η) as in (2.45). Let h
ξ
η be a Hermitian metric on ξ such that it coincides
with hξ over M \ (∪iV Mi (η)) and over V Mi (η) it is given by (compare with (2.83))
hξη((z
M
i )
−1(u))(ei, ej) = (1− ψ(|u|2/η))hξ((zMi )−1(u))(ei, ej) + ψ(|u|2/η)δij, (2.93)
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where ψ is defined in (2.52), ei, i = 1, . . . , rk(ξ) is as in (2.45), and δij is the Kronecker delta
symbol. Then (ξ, hξη) is trivial around the cusps, and there is C > 0 such that for any η ∈]0, 1/2],
we have
(hξη)
−1 ∂h
ξ
η
∂zMi
(
(zMi )
−1(u)
)
≤ C|u|. (2.94)
We denote by E
ξ,n
M
η the Kodaira Laplacian on (M, gTM), associated with hξη and‖·‖M . Then over
V Mi (η), we have
(∂
ξ
)∗ =
(
‖dzMi ‖ωM
)2( ∂
∂zMi
+ (hξη)
−1 ∂h
ξ
η
∂zMi
)
· ι∂/∂zMi , (2.95)
where ι is the contraction and ∗ is the adjoint with respect to the L2 product induced by hξη. By
(2.2) and (2.95), we deduce
E
ξ,n
M
η −Eξ,nM =
∑
i
|zMi |2(ln |zMi |)2
(
(hξη)
−1 ∂h
ξ
η
∂zMi
− (hξ)−1 ∂h
ξ
∂zMi
) ∂
∂zMi
. (2.96)
We denote by 〈·, ·〉L2η the L2-scalar product induced by gTM ,‖·‖ and hξη. We fix η > 0 small
enough so that 2hξ > hξη > h
ξ/2. Then we have 2〈·, ·〉L2 > 〈·, ·〉L2η > 〈·, ·〉L2/2. Now, by (2.96)
and Cauchy inequality, for s ∈ C∞c (M,Eξ,nM ), as the support of (2.96) lies in ∪V Mi (η), by (2.94):
〈Eξ,nM s, s〉L2 ≥ 12〈
Eξ,nM
η s, s〉L2η − 2m|η2 ln |η||
(〈s, s〉L2η · 〈Eξ,nMη s, s〉L2η)1/2. (2.97)
We fix η > 0 small enough so that 4m|η2 ln |η|| ≤ 1/16, and put
F :=
〈{
s ∈ dom(Eξ,nMη ) : Eξ,nMη s = λs, for λ < 1/4}〉⊥, (2.98)
where the orthogonal complement is taken with respect to 〈·, ·〉L2η . Since (ξ, hξη) is trivial around
the cusps, by (2.91), the space F is of finite codimension. By (2.97) and (2.98), for s ∈ F :
〈Eξ,nM s, s〉L2
〈s, s〉L2 ≥
1
4
(〈Eξ,nMη s, s〉L2η
〈s, s〉L2η
)1/2((〈Eξ,nMη s, s〉L2η
〈s, s〉L2η
)1/2
− 1
4
)
≥ 1
32
. (2.99)
Also, by Cauchy inequality, we have(〈Eξ,nM s,Eξ,nM s〉L2
〈s, s〉L2
)1/2
≥ 〈
Eξ,nM s, s〉L2
〈s, s〉L2 (2.100)
Then (2.99) and (2.100) imply (2.92), and thus (2.7) holds for n = 0 and any (ξ, hξ).
We remark that similarly to (2.97), we have
〈E
ξ,n
M
η s, s〉L2η ≥ 12〈E
ξ,n
M s, s〉L2 − 2m|η2 ln |η||
(〈s, s〉L2 · 〈Eξ,nM s, s〉L2)1/2. (2.101)
From (2.92) and (2.101), in a similar fashion as we got (2.92), we deduce that there exists µ > 0
such that for any η small enough, we have
Spec
(
E
ξ,n
M
η ∩]0, µ]
)
= ∅. (2.102)
I. Compact perturbation theorem and anomaly formula for surfaces with cusps 26
Now let’s show that (2.7) holds for n < 0 and any (ξ, hξ). Similarly, we will prove that there
are k ∈ N, F ⊂ L2(Eξ,nM ), codimF = k satisfying (2.92). Then, as before, we would get (2.7).
Let η0 > 0 be chosen such that gTM is induced by (1.2) over ∪iV Mi (η0), and∣∣[√−1Rξ,ΛTM ]∣∣ ≤ 1/4, over ∪iV Mi (0), (2.103)
where Rξ is the curvature of the Chern connection on (ξ, hξ), and ΛTM is the contraction with the
Hermitian norm induced by gTM . Such 0 exists since as (ξ, hξ) is a Hermitian vector bundle over
M and ΛTM multiplies by a term O(|zMi ln |zMi ||2) over V Mi (0), which can be made arbitrarily
small by replacing 0 by a smaller number.
Let ρ : M → [0, 1] be a smooth cut-off function satisfying
ρ(x) =
{
1 for x ∈ ∪iV Mi (0/2),
0 for x ∈M \ (∪iV Mi (0)).
(2.104)
For s ∈ C∞c (M,Eξ,nM ), we have〈
E
ξ,n
M s, s
〉
L2
=
〈
E
ξ,n
M (ρs), ρs
〉
L2
+
〈
E
ξ,n
M ((1− ρ)s), (1− ρ)s〉
L2
+ 2
〈
E
ξ,n
M (ρs), (1− ρ)s〉
L2
. (2.105)
By Cauchy inequality, we see that there is c1 > 0 such that for any  > 0, we have∣∣〈Eξ,nM (ρs), (1− ρ)s〉
L2
∣∣ ≤ ∣∣〈ρ(Eξ,nM s), (1− ρ)s〉
L2
∣∣+ ∣∣〈[Eξ,nM , ρ]s, (1− ρ)s〉
L2
∣∣, (2.106)
Since [Eξ,nM , ρ] is a differential operator of order 1 with support in a compact subspace ofM , there
is C > 0 such that for any s ∈ C∞c (M,Eξ,nM ), we have∥∥[Eξ,nM , ρ]s∥∥2
L2
≤ C
(∥∥Eξ,nM s∥∥2
L2
+‖s‖2L2
)
. (2.107)
By (2.107) and Cauchy inequality, there is c2 > 0 such that for any  > 0, we have∣∣〈[Eξ,nM , ρ]s, (1− ρ)s〉
L2
∣∣ ≤ (∥∥Eξ,nM s∥∥2
L2
+‖s‖2L2
)
+ (c2/)‖(1− ρ)s‖2L2 ,∣∣〈ρ(Eξ,nM s), (1− ρ)s〉
L2
∣∣ ≤ ‖Eξ,nM s‖2L2 + ‖(1− ρ)s‖2L2 . (2.108)
Thus, by (2.105), (2.106) and (2.108), we see that〈
E
ξ,n
M s, s
〉
L2
+ (3 + 2c1/)‖E
ξ,n
M s‖2L2 ≥
〈
E
ξ,n
M (ρs), ρs
〉
L2
+
〈
E
ξ,n
M ((1− ρ)s), (1− ρ)s〉
L2
− 4‖s‖2L2 − (2 + 2c2/)‖(1− ρ)s‖2L2 . (2.109)
Recall that by Nakano’s inequality (cf. [34, Theorem 1.4.14]), we have〈
E
ξ,n
M (ρs), ρs
〉
L2
≥ 〈[√−1REξ,nM ,ΛTM ](ρs), ρs〉
L2
, (2.110)
where RE
ξ,n
M is the curvature of the Chern connection on Eξ,nM . We decompose
RE
ξ,n
M = Rξ + nIdξ ·RωM (D), (2.111)
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where RωM (D) is the curvature of the Chern connection on (ωM(D),‖·‖M). Now, by (1.2), over
V Mi (η0), we have
[
√−1RωM (D),ΛTM ] = −1/2. (2.112)
We conclude by (2.103), (2.110), (2.111) and (2.112) that for d := −n/2− 1/4 > 0, we have〈
E
ξ,n
M (ρs), ρs
〉
L2
≥ d‖ρs‖2L2 . (2.113)
As the closure of M \ (∪iV Mi ()) is a compact manifold with boundary, the Dirichlet problem
for Eξ,nM on M \ (∪iV Mi ()) has a discrete set of eigenvalues. Let φ1, φ2, . . . be the eigenvectors
corresponding to the eigenvalues in the increasing order. There exists k ∈ N such that for any s,
satisfying s ⊥ (1− ρ)φi, i = 1, . . . , k, we have〈
E
ξ,n
M ((1− ρ)s), (1− ρ)s〉
L2
≥ (2 + d+ 2c2/)
∥∥(1− ρ)s∥∥2
L2
. (2.114)
Thus, we conclude from (2.109), (2.113) and (2.114) that for some c1, c2 > 0, k ∈ N and for any
 > 0 and s satisfying s ⊥ (1− ρ)φi, i = 1, . . . , k, we have〈
E
ξ,n
M s, s
〉
L2
+ (2 + 2c1/)‖E
ξ,n
M s‖2L2 ≥ (d/2− 4)‖s‖2L2 . (2.115)
We set F = 〈(1− ρ)φ1, . . . , (1− ρ)φk〉⊥, where the orthogonal complement is taken with respect
to the L2-scalar product. Then we take  = d/16 and deduce (2.92) from (2.100) and (2.115).
We recall that the function ρM : M → [1,+∞[ was defined in (2.11). To prove Theorems 2.4
and 2.6, we need the following technical lemma, the proof of which is given in Appendix A.1.
Lemma 2.25. For any α > 0, k ∈ N, there is C > 0, such that for any n ∈ Z, σ ∈ C∞(M,Eξ,nM ),
x ∈M , we have∣∣∇kσ(x)∣∣
h
≤ CρM(x)
∑2+k
i=0 (n
4(2+2k−i) + 1)
∥∥∥(Eξ,nM )iσ∥∥∥
L2(BM (x,α))
. (2.116)
Remark 2.26. In the present article we fix n ∈ Z, so the precise dependence on n of the right-hand
side of (2.116) is not important. However, if one wishes to study the asymptotics of the analytic
torsion for non-compact hyperbolic surfaces (similarly to the compact case, considered in [23]) or
the asymptotics of the associated Bergman kernel (as in [4]), then the polynomial dependence in
n of the coefficients in the right-hand side of (2.116) is vitally important. Similar estimates were
obtained in [4, Proposition 4.2].
To prove Theorem 2.4, we will need the following
Lemma 2.27. Let f(t), t > 0 be a semigroup of operators acting on L2(Eξ,nM ) with smooth kernels
f(t, x, y), x, y ∈ M associated with dvM(y). Suppose that for any l, l′, l′′ ∈ N, there are some
t0 > 0, c′, C1 > 0, such that for any t ∈]0, t0], x, y ∈M , we have∣∣∣(∇x)l(∇y)l′(∂t)l′′f(t, x, y)∣∣∣
h×h
≤ C1t−1−(l+l′)/2−l′′ρM(x)ρM(y) exp(−c′d(x, y)2/t). (2.117)
Then there are c, C > 0 such that for any t > 0, x, y ∈M , we have∣∣∣(∇x)l(∇y)l′(∂t)l′′f(t, x, y)∣∣∣
h×h
≤ Ct−1−(l+l′)/2−l′′
· ρM(x)ρM(y) exp(ct− c′d(x, y)2/t). (2.118)
I. Compact perturbation theorem and anomaly formula for surfaces with cusps 28
Proof. There are essentially three different cases to consider x, y ∈ M \ (∪iV Mi (1/2)), x ∈
V Mi (1/2), y ∈ V Mj (1/2) for some i 6= j and x, y ∈ V Mi (1/2) for some i = 1, . . . ,m. We
will only treat the last one, which is the most difficult one, and we leave the rest to the reader.
We denote u = zMi (x), v = z
M
i (y). Let’s prove by induction that there exists c, C > 0 such
that for any k ∈ N, t < 2kt0, we have∣∣∣(∇u)l(∇v)l′(∂t)l′′f(t, u, v)∣∣∣
h×h
≤ Ct−1−(l+l′)/2−l′′(1 + | ln |u||)1/2(1 + | ln |v||)1/2
· exp
(
c(2n − n)− c′ · d(u, v)2/t
)
. (2.119)
Now, for k = 0, (2.119) is simply (2.117). Once the induction step is done, (2.119) would imply
(2.118). For simplicity, we treat the case l = l′ = l′′ = 0, as the generalization is straightforward.
Let k ∈ N and 2k−1t0 ≤ t < 2kt0, then by the semigroup property, we have∣∣f(2t, u, v)∣∣
h×h ≤
∫
M
∣∣f(t, u, z)∣∣
h×h ·
∣∣f(t, z, v)∣∣
h×hdvM(z) (2.120)
Without losing the generality, suppose |u| ≤ |v|. We decompose the integration over M into four
parts: over V Mi (|u|), over V Mi (|v|)\V Mi (|u|), over V Mi (1/2)\V Mi (|v|) for i = 1, . . . ,m, and over
M \ (∪V Mi (1/2)). We will suppose that |u| is small enough, as if it is not, then the treatment of
all those cases reduces to the last one, which is the easiest one. Before treating those cases, let’s
recall some facts about the geometry of (D∗, gTD∗) and the induced S1-action by rotations. First
of all, by (1.2), for any u0 ∈ V Mi (1/2), the length of the S1-orbit of u0 is given by 2pi/| ln(|u0|)|.
Thus, by triangle inequality and S1-symmetry, for any u1 ∈ V Mi (1/2), we have
d(|u0|, |u1|) ≤ d(u0, u1) ≤ d(|u0|, |u1|) + min
{
2pi
| ln |u0|| ;
2pi
| ln |u1||
}
. (2.121)
Also, by a trivial calculation (see 1.2), we have
d(|u0|, |u1|) =
∣∣∣ ln | ln |u0|| − ln | ln |u1||∣∣∣. (2.122)
Let z ∈ V Mi (1/2), by abuse of notation, we denote z := zMi (z).
Let’s treat the integration over |z| < |u|. By (2.121), we have
d(z, v) ≥ d(|u|, |v|) ≥ d(u, v)− 2pi| ln |u|| . (2.123)
By (2.122) and (2.123), since u is small enough, we deduce
d(z, v)2 ≥ d(|u|, |v|)2 ≥ d(u, v)2 − 4pi. (2.124)
From the induction hypothesis (2.119), (2.123) and (2.124), we deduce∫
|z|<|u|
∣∣f(t, u, z)∣∣
h×h ·
∣∣f(t, z, v)∣∣
h×hdvM(z) ≤ 2C2t−2(1 + | ln |u||)1/2
· (1 + | ln |v||)1/2 exp
(
c(2 · 2n−1 − 2(n− 1)) + 4pic
′
t
− c
′
t
d(u, v)2
)
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·
∫
|z|<|u|
exp
(
− c
′
t
d(|u|, |z|)2
)√−1dzdz
|z|2 ln |z| . (2.125)
Now, there exists C2 > 0 such that for any t > 0, we have∫
|z|<|u|
exp
(
− c
′
t
d(|u|, |z|)2
)√−1dzdz
|z|2 ln |z| = 4pi
∫ ∞
0
exp
(
− c
′
t
r2
)
dr ≤ C2
√
t. (2.126)
From (2.125) and (2.126), we deduce∫
|z|<|u|
∣∣f(t, u, z)∣∣
h×h ·
∣∣f(t, z, v)∣∣
h×hdvM(z)
≤ 2C2C2 exp(4pi2c′/t)t−3/2
(
1 + | ln |u||)1/2(1 + | ln |v||)1/2
· exp
(
c
(
2 · 2n−1 − 2(n− 1))− c′
t
d(u, v)2
)
(2.127)
Thus, by choosing c, C appropriately, we bound the contribution from the integral over {|z| < |u|}
by the right-hand side of (2.119).
Now let’s treat the integral over |u| < |z| < |v|. From (2.121) and the boundness of the
Gaussian integral, for some C > 0, we deduce∫
|u|<|z|<|v|
exp
(
− c
′
t
(
d(u, z)2 + d(v, z)2
))√−1dzdz
|z|2 ln |z|
≤ 2pi
∫ ln | ln |v||
ln | ln |u||
exp
(
− c
′
t
((
y − ln | ln |u||)2 + ( ln | ln |v|| − y)2))dy
= 2pi
∫ d(|u|,|v|)
0
exp
(
− c
′r2
t
− c
′
t
(
d(|u|, |v|)− r)2)dr = 2pi exp(− c′
2t
d(|u|, |v|)2
)
·
∫ d(|u|,|v|)/2
−d(|u|,|v|)/2
exp
(
− c
′r2
2t
)
dr ≤ C√t exp
(
− c
′
2t
d(|u|, |v|)2
)
(2.128)
From the induction hypothesis (2.119), (2.124) and the bounds on t, we bound the contribution of
the integration over |u| < |z| < |v| by the right-hand side of the induction step (2.119).
The integral over |v| < |z| < 1/2 is treated similarly to the integral over |z| < |u|.
The integral over z ∈M \ ∪iV Mi (1/2) follows from (2.70).
Proof of Theorem 2.4. Let’s prove (2.13) first. From Lemma 2.25, there is C > 0, such that for
any x, x′ ∈M , we have∣∣(∇x)l(∇x′)l′ exp⊥(−tEξ,nM )(x, x′)∣∣h×h ≤ CρM(x)ρM(x′)·
·
2+l∑
i=0
2+l′∑
j=0
∥∥(Eξ,nM )i exp⊥(−tEξ,nM )(Eξ,nM )j∥∥0,0, (2.129)
where ‖·‖0,0 is the operator norm between the corresponding L2 spaces. For any l ∈ N, c > 0,
there is C > 0 such that for any t > 0, we have
supu≥c u
l exp(−tu) ≤ Ct−l exp(−ct/2). (2.130)
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By Theorem 2.1, for any i, j ∈ N, there are c, C > 0 such that for any t ≥ 0, we have∥∥∥(Eξ,nM )i exp⊥(−tEξ,nM )(Eξ,nM )j∥∥∥0,0 ≤ Ct−(i+j) exp(−ct). (2.131)
From (2.129) and (2.131), we get (2.13).
Let’s proceed with a proof of (2.12). By Lemma 2.27, it’s enough to prove it for t < t0 for
some t0 > 0. We fix  > 0 small enough, and consider several cases.
Case 1: x, x′ ∈ M \ (∪iV Mi ()). The estimate (2.12) for small t is classical and it is proved
by using finite propagation speed of solutions of hyperbolic equations (cf. [34, Theorems D.2.1,
4.2.8]) and the parametrix estimates of the heat kernel similar to [6, §2.4, 2.5].
Case 2: x ∈ V Mi (), x′ /∈ V Mi (2), for some i = 1, . . . ,m. In this case, we prove the estimate
(2.12) for t small enough by using finite propagation speed of solutions of hyperbolic equations.
More precisely, for r > 0, we introduce smooth even functions (cf. [34, (4.2.11)])
Kt,r(a) =
∫ +∞
−∞
exp(
√−1v
√
2ta) exp
(
− v
2
2
)(
1− ψ
(√2tv
r
)) dv√
2pi
,
Gt,r(a) =
∫ +∞
−∞
exp(
√−1v
√
2ta) exp
(
− v
2
2
)
ψ
(√2tv
r
) dv√
2pi
,
(2.132)
where ψ : R → [0, 1] was defined in (2.52). Let K˜t,r, G˜t,r : R+ → R be the smooth functions
given by K˜t,r(a2) = Kt,r(a), G˜t,r(a2) = Gt,r(a). Then the following identities hold
exp(−tEξ,nM ) = G˜t,r(E
ξ,n
M ) + K˜t,r(E
ξ,n
M ). (2.133)
By the finite propagation speed of solutions of hyperbolic equations (cf. [34, Theorems D.2.1,
4.2.8]), the section G˜t,r(E
ξ,n
M )
(
y, ·), y ∈ M , depends only on the restriction of Eξ,nM onto
BM(y, r), and
supp G˜t,r(E
ξ,n
M )
(
y, ·) ⊂ BM(y, r). (2.134)
Also, from (2.133) and (2.134), we get
exp(−tEξ,nM )(y, z) = K˜t,r(EnN )(y, z) if d(y, z) > r. (2.135)
For any r0 > 0 fixed, from (2.132), there exists c′ > 0 such that for any m ∈ N, there is C > 0
such that for any t ∈]0, 1], r > r0, a ∈ R, the following inequality holds (cf. [34, (4.2.12)])
|a|m|Kt,r(a)| ≤ C exp(−c′r2/t). (2.136)
Thus, by (2.136), for t ∈]0, 1], r > r0, a ∈ R+, we have
|a|m|K˜t,r(a)| ≤ C exp(−c′r2/t). (2.137)
Now, by (2.137), there exists c′ > 0 such that for any k, k′ ∈ N, there is C > 0 such that for any
t ∈]0, 1] and r > r0, we have∥∥∥(Eξ,nM )kK˜t,r(Eξ,nM )(Eξ,nM )k′∥∥∥0,0 ≤ C exp(−c′r2/t), (2.138)
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where‖·‖0,0 is the operator norm between the corresponding L2-spaces. Thus, by Lemma 2.25, for
any l, l′ ∈ N, there are c′, C > 0 such that for any x, x′ ∈M , r > r0, we have∣∣(∇x)l(∇x′)l′K˜t,r(Eξ,nM )(x, x′)∣∣h×h ≤ CρM(x)ρM(x′) exp(−c′r2/t), (2.139)
We get (2.12) from (2.135) and (2.139) by taking r0 = 14d(V
M
i (),M \V Mi (2)) and r = 12d(x, y).
Case 3: x, x′ ∈ V Mi (2) for some i = 1, . . . ,m. In this case, we prove the estimate (2.12) for
t small enough by its local analogue (2.71), and once again by using finite propagation speed of
solutions of hyperbolic equations.
We choose a holomorphic trivialization e1, . . . , erk(ξ) of ξ over V Mi (). By the map Crk(ξ) → ξ,
given by (z1, . . . , zrk(ξ)) 7→ z1e1 +· · ·+zrk(ξ)erk(ξ), we induce the Hermitian metric hξ0 on the trivial
vector bundle ξ0 := Crk(ξ) over D(2). By using a bump function, we extend hξ0 to a Hermitian
metric on Crk(ξ) over D, which is trivial away from a compact set, and by abuse of notation denote
the resulting Hermitian metric by hξ0. Let E
n
D be the Kodaira Laplacian on (D, gTD∗) associated
with (ξ0 ⊗ ωD(0), hξ0 ⊗ (‖·‖D)2n).
We denote u := zMi (x), u
′ := zMi (x
′), and without losing the generality, we put r :=
dD∗(u, 2) < dD∗(u
′, 2). By (2.121) and (2.122), for some c > 0, we have
d(u, 2) ≥ ln | ln |u|| − c. (2.140)
Now, from the fact that the restriction of Eξ,nM onto BM(x, r) coincides with the restriction of
E
ξ0,n
D onto BD(u, r), and by the finite propagation speed of solutions of hyperbolic equations:
G˜t,r(E
ξ,n
M )
(
x, x′) = G˜t,r(E
ξ0,n
D )
(
u, u′), (2.141)
for EnD := ξ0 ⊗ ωD(D)n. Now, from (2.133) and (2.141), we get
exp(−tEξ,nM )(x, x′)−exp(−tEξ0,nD )(u, u′) = K˜t,r(E
ξ,n
M )(x, x′)−K˜t,r(E
ξ0,n
D )(u, u′). (2.142)
Now, we conclude by (2.71), (2.139), (2.140) and (2.142).
Proof of Theorem 2.6. First of all, in the case when (ξ, hξ) is trivial around the cusps, by choosing
 small enough in Case 3 of the proof of Theorem 2.4, we see that the Hermitian vector bundle
(ξ0, h
ξ
0) becomes trivial. Thus, (2.18) follows from (2.139), (2.142).
Now let’s prove the estimates (2.15), (2.16). Consider a family of Hermitian metrics hξ ,
 ∈ [0, 1] on ξ such that they coincide with hξ over M \ (∪iV Mi (1/2)) and over V Mi (1/2), we have
hξ((z
M
i )
−1(u))(ei, ej) := (1− ψ(4|u|2))hξ((zMi )−1(u))(ei, ej) + ψ(4|u|2)δij, (2.143)
where ψ is defined in (2.52), ei, i = 1, . . . , rk(ξ) is as in (2.45), and δij is the Kronecker delta
symbol. We denote by E
ξ,n
M
 the Kodaira Laplacian on (M, gTM), associated with hξ and ‖·‖M .
Then we have (2.96) for η := . Moreover, (2.94) still holds uniformly on η :=  ∈ [0, 1]. By
Duhamel’s formula (cf. [6, Theorem 2.48]), there exists 0 > 0 such for any u ∈ V Mi (0), we have
∂ exp(−tE
ξ,n
M
 )(u, u) = −
∫ t
0
∫
v∈M
exp(−(t− s)E
ξ,n
M
 )(u, v)·
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·
(
∂(E
ξ,n
M
 )v exp(−sE
ξ,n
M
 )(v, u)
)
dvM(v)ds. (2.144)
Now, the operator (2.96) has support over V Mi (1/2), thus, the integration in (2.144) is done only
over V Mi (1/2). By coordinate function z
M
i , we identify V
M
i (1/2) with D
∗(1/2) ⊂ D. Now, since
the family of Hermitian metrics (2.143) is smooth, the estimate (2.12) holds uniformly in , and by
(2.12), (2.94), (2.96), there is C > 0 such that
∣∣∣∂ exp(−tEξ,nM )(u, u)∣∣∣ ≤ C(1 + | ln |u||) exp(ct)∫ t
0
∫
v∈D∗( 1
2
)
|v|(1 + | ln |v||) 1
t− s ·
· 1
s3/2
· exp
(
− d(u, v)
2
4
(s−1 + (t− s)−1)
)
dvD∗(v)ds. (2.145)
For r ∈ R+, we decompose∫
v∈D∗( 1
2
)
|v|(1 + | ln |v||) exp
(
− d(u, v)
2
4
(s−1 + (t− s)−1)
)
dvD∗(v)
=
∫
v∈BD(u,r)∩D∗( 1
2
)
+
∫
v∈D∗( 1
2
)\BD(u,r)
. (2.146)
By simple geometric considerations, for u˜ ∈ H such that for the covering ρ from Section 2.3,
ρ(u˜) = u, we have∫
v∈BD(u,r)
exp
(
− d(u, v)
2
4
(s−1 + (t− s)−1)
)
dvD∗(v)
≤
∫
v˜∈BH(u˜,r)
exp
(
− d(u˜, v˜)
2
4
(s−1 + (t− s)−1)
)
dvH(v˜). (2.147)
However, since (H, gTH) is isometrically transitive, the right-hand side of (2.147) doesn’t depend
on u˜, i.e. it is a function of r > 0. Thus, in further estimation of the right-hand side of (2.147), we
may suppose that u˜ =
√−1.
Now let’s take r = 1. Then, since over a compact subset of H, the metric gTH is equivalent to
the standard Euclidean metric, by the Gaussian integral on C, for some C > 0, we have∫
v˜∈BH(√−1,r)
exp
(
− d(
√−1, v˜)2
4
(s−1 + (t− s)−1)
)
dvH(v˜) ≤ C
(s−1 + (t− s)−1) . (2.148)
Now, there is C > 0 such that∫
v∈D∗( 1
2
)\BD(u,r)
exp
(
− d(u, v)
2
4
(s−1 + (t− s)−1)
)
dvD∗(v)
≤
∫
v∈D∗( 1
2
)
exp
(
− (s−1 + (t− s)−1)/4
)
dvD∗(v)
≤ C exp
(
− (s−1 + (t− s)−1)/4
)
,
(2.149)
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where in the last line we used the fact that the volume of D∗(1/2) is finite. By (2.146), (2.147),
(2.148), (2.149), and by the fact that from (1.2) and (2.122), for v ∈ BD(u, 1), we have |v| ≤ |u|1/e,
we deduce that there are c, C > 0 such that∫
v∈D∗( 1
2
)
|v|(1 + | ln |v||) exp
(
− d(u, v)
2
4
(s−1 + (t− s)−1)
)
dvD∗(v)
≤ C|u|
1/e| ln |u||
s−1 + (t− s)−1 + C exp
(
− c(s−1 + (t− s)−1)
)
. (2.150)
From (2.145) and (2.150), we get (2.16).
Now let’s prove (2.15). Now let’s fix k ∈ N and take r = d(|u|, | ln |u||−k). By (2.122):
r = −
∫ | ln |u||−k
|u|
dr
r| ln r| ≈ ln | ln |u||. (2.151)
Then by (2.148) and (2.149), as r ≥ 1, for some c, C > 0, we have∫
v∈BD(u,r)∩D∗( 1
2
)
exp
(
− d(u, v)
2
4
(s−1 + (t− s)−1)
)
dvD∗(v)
=
∫
v∈BD(u,1)∩D∗( 1
2
)
+
∫
v∈BD(u,r)∩D∗( 1
2
)\BD(u,1)
≤ C
s−1 + (t− s)−1
+ C exp
(
− c(s−1 + (t− s)−1)
)
. (2.152)
Also, by (2.151) and the fact that the volume of D∗(1
2
) is finite, there are c, C > 0, such that∫
v∈D∗( 1
2
)\BD(u,r)
exp
(
− d(u, v)
2
4
(s−1 + (t− s)−1)
)
dvD∗(v)
≤ C exp
(
− c(ln | ln |u||)2(s−1 + (t− s)−1)
)
. (2.153)
By (2.146), (2.152) and (2.153), we have∫
v∈D∗( 1
2
)
|v|(1 + | ln |v||) exp
(
− d(u, v)
2
4
(s−1 + (t− s)−1)
)
dvD∗(v)
≤ C
( 1
s−1 + (t− s)−1 + exp
(
− c(s−1 + (t− s)−1)
))(
1 + ln | ln |u||k
)
· | ln |u||−k + C exp
(
− c(ln | ln |u||)2(s−1 + (t− s)−1)
)
. (2.154)
By (2.145) and (2.154), we get (2.15).
Now let’s prove the estimate (2.17). We have the identity
exp(−tEξ,nM )(x, x′) = exp⊥(−tEξ,nM )(x, x′) +
∑
si(x)si(x
′)∗, (2.155)
where si is an orthonormal basis of H0(M,E
ξ,n
M ) with respect to 〈·, ·〉L2 , see (2.1). From (2.6),
(2.15) and (2.155), we conclude that there are c′, C > 0, such that for any t > 0, u ∈ D∗(1/2):
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∣∣∣ exp⊥(−tEξ,nM )((zMi )−1(u), (zMi )−1(u))− Idξ · exp⊥(−tEnN )((zNi )−1(u), (zNi )−1(u))∣∣∣
≤ C exp(ct)
(
| ln |u|| exp(−c′(ln | ln |u||)2/t) + 1
)
. (2.156)
Also, from (2.13), there are c′, C > 0, such that for any t > 0, u ∈ D∗(1/2), we have∣∣∣ exp⊥(−tEξ,nM )((zMi )−1(u), (zMi )−1(u))− Idξ · exp⊥(−tEnN )((zNi )−1(u), (zNi )−1(u))∣∣∣
≤ C| ln |u||t−4 exp(−ct). (2.157)
By Cauchy inequality, we have
exp(−ct− c′(ln | ln |u||)2/t) ≤ | ln |u||−2
√
cc′ . (2.158)
We get (2.17) by multiplying appropriate powers of (2.156) with (2.157) and using (2.158).
Proof of Theorem 2.8. By finite propagation speed of solutions of hyperbolic equations and small-
time asymptotics of the heat kernel in a compact manifold, we get (2.19). Moreover, the constant
C from (2.19) could be chosen independently of x ∈M \ (∪iV Mi ()), for some  > 0.
Now let’s suppose x ∈ V Mi (), for some i = 1, . . . ,m. We note u = zMi (x), and we use
(2.142) for h = dD∗(u, 2). Then by (2.72), (2.139) and (2.142), we see that there are smooth
sections aM,nξ,j : M → End(ξ), as described, and there is C > 0 such that for any x ∈M , t ∈]0, t0]:∣∣∣ exp(−tEξ,nM )(x, x)− k∑
j=−1
aM,nξ,j (x)t
j
∣∣∣ ≤ CρM(x)(tk + 1
t
exp
(
− c
′
t| ln |zMi (x)||2
)
+ exp
(
− c(ln | ln |zMi (x)||)2/t
))
, (2.159)
and for aD
∗,n
ξ,j , defined as in Theorem 2.22, we have
aM,nξ,j (x) = a
D∗,n
ξ,j (z
M
i (x)). (2.160)
From (2.159), we conclude that if x ∈ M \ (∪iV Mi (e−t−1/3)), then C in (2.72) can be chosen
independently of t ∈]0, t0] and x.
The statement (2.20) and the boundness of aM,nξ,j (x) follows from (2.73) and (2.160).
3 Compact perturbation of the cusp: a proof of Theorem A
In this section we will prove Theorem A. The proof consists of two steps. In the first step, Section
3.2, we prove that by successive “flattenings” of the Hermitian metric hξ, the associated Quillen
norm converges to the Quillen norm associated with hξ. For this, essentially, we use the estimations
developed in Section 2.3 along with analytic localization techniques of Bismut-Lebeau [11, §11].
In the second step, Section 3.3, we restrict ourselves to the case when (ξ, hξ) is trivial near the
cusps, and we construct a family of flattenings which “approach” the cusp metric in such a way that
the associated analytic torsion converges. In this step we use the analytic localization techniques of
Bismut-Lebeau [11, §11] along with the maximal principle and some comparison results. Finally,
as we explain in Section 3.1, those two results are enough to give a complete proof of Theorem A.
Moreover, as we will see along the way, we actually prove Theorem B for gTM0 = g
TM , i.e. for the
variation of hξ.
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3.1 General strategy of a proof of Theorem A
Let’s recall the setting of the problem and describe the main idea of the proof more precisely. We
fix surfaces with cusps (M,DM , gTM), (N,DN , gTN), a Hermitian vector bundle (ξ, hξ) over M
and n ∈ Z as in (1.14). We consider a family of Hermitian metrics hξη, η ∈]0, 1/2] on ξ constructed
in (2.93). The main goal of Section 3.2 is to prove the following formula
lim
η→0
‖·‖Q
(
gTM , hξη ⊗ ‖·‖2nM
)
=‖·‖Q
(
gTM , hξ ⊗ ‖·‖2nM
)
. (3.1)
As hξη|DM = hξ|DM , we see that (3.1) is compatible with Theorem B.
In Section 3.3 we construct specific families of flattenings gTMf,θ ,‖·‖f,θM , θ ∈]0, 1] such that the
corresponding ν from (1.15) tends to 0, as θ → 0. We consider the flattenings gTNf,θ ,‖·‖f,θN , which
are compatible to gTMf,θ ,‖·‖f,θM , see (1.16), (1.18). Then we prove that for any Hermitian metric hξ2
on ξ over M , for which (ξ, hξ2) is trivial around the cusps we have
lim
θ→0
‖·‖Q (gTMf,θ , hξ2 ⊗ (‖·‖f,θM )2n)
‖·‖Q (gTNf,θ , (‖·‖f,θN )2n)rk(ξ)
=
‖·‖Q (gTM , hξ2 ⊗‖·‖2nM )
‖·‖Q (gTN ,‖·‖2nN )rk(ξ)
. (3.2)
This is the most technical and challenging part of this section. For (ξ, hξ) trivial, and n = 0,
this was proved by Jorgenson-Lundelius [30, Theorem 6.3]. Our methods are very different from
theirs, in particular we don’t study the convergence of small eigenvalues.
Now let’s explain how (3.1) and (3.2) imply Theorem A. Recall that T˜d and c˜h are given by
(1.25) and (1.26). Let’s recall the following theorem of Bismut-Gillet-Soule´ [10, Theorem 1.23]:
Theorem 3.1 (Anomaly formula). Let M be endowed with two (smooth) metrics gTM1 , gTM2 over
M . We denote by‖·‖ω1 ,‖·‖ω2 the Hermitian norms on ωM induced by gTM1 , gTM2 over M . Let ξ be a
holomorphic vector bundle with Hermitian metrics hξ1, h
ξ
2 over M . We have the following identity
2 ln
(
‖·‖Q (gTM2 , hξ2)
/‖·‖Q (gTM1 , hξ1))
=
∫
M
[
T˜d(ω−1
M
, (‖·‖ω1 )−2, (‖·‖ω2 )−2)ch(ξ, hξ1) + Td(ω−1M , (‖·‖
ω
2 )
−2)c˜h(ξ, hξ1, h
ξ
2)
]
. (3.3)
Now, by Theorem 3.1, by the fact that the flattenings gTMf,θ ,‖·‖f,θM and gTNf,θ ,‖·‖f,θN are compatible,
and by the fact that (ξ, hξ) is trivial around the cusps, we see that the term inside of limit in left-
hand side of (3.2) doesn’t depend on the choice of the flattenings for θ small enough. Thus, for any
θ > 0 such that (ξ, hξη) is trivial over ∪iV Mi (θ) (for example, for θ2 < η), by (3.2), we have
‖·‖Q (gTMf,θ , hξη ⊗ (‖·‖f,θM )2n)
‖·‖Q (gTNf,θ , (‖·‖f,θN )2n)rk(ξ)
=
‖·‖Q (gTM , hξη ⊗‖·‖2nM )
‖·‖Q (gTN ,‖·‖2nN )rk(ξ)
. (3.4)
Now, by Theorem 3.1, for any θ ∈]0, 1], we have
2 ln
(
‖·‖Q
(
gTMf,θ , h
ξ
η ⊗ (‖·‖f,θM )2n
)/‖·‖Q (gTMf,θ , hξ2 ⊗ (‖·‖f,θM )2n))
=
∫
M
Td
(
ω−1M , g
TM
f,θ
)
c˜h
(
ξ, hξ2, h
ξ
η
)
ch
(
ωM(D)
n, (‖·‖f,θM )2n
)
. (3.5)
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From (3.4) and (3.5), for any θ2 < η, we have
2 ln
(
‖·‖Q
(
gTM , hξη ⊗ ‖·‖2nM
)
/‖·‖Q
(
gTMf,θ , h
ξ
2 ⊗ (‖·‖f,θM )2n
))
− 2rk(ξ) ln
(
‖·‖Q
(
gTN ,‖·‖2nN
)
/‖·‖Q
(
gTNf,θ , (‖·‖f,θN )2n
))
=
∫
M
Td
(
ω−1M , g
TM
f,θ
)
c˜h
(
ξ, hξ2, h
ξ
η
)
ch
(
ωM(D)
n, (‖·‖f,θM )2n
)
. (3.6)
Now, by (1.24), (1.25) and (1.29), we have∫
M
Td
(
ωM(D)
−1,‖·‖−2M
)
c˜h
(
ξ, hξ2, h
ξ
η
)
=
∫
M
Td
(
ω−1M , g
TM
)
c˜h
(
ξ, hξ2, h
ξ
η
)− 1
2
∑
ln
(
det(hξ2/h
ξ
η)|PMi
)
. (3.7)
Now, by (1.24), we have∫
M
(
Td
(
ω−1M , g
TM
f,θ
)− Td(ω−1M , gTM))c˜h(ξ, hξ2, hξη)
=
∫
M
T˜d
(
ω−1M , g
TM
f,θ , g
TM
)(
c1
(
ξ, hξ2
)− c1(ξ, hξη)). (3.8)
Similarly, by (1.24), we have∫
M
c˜h
(
ξ, hξ2, h
ξ
η
)(
ch
(
ωM(D)
n, (‖·‖f,θM )2n
)− ch(ωM(D)n,‖·‖2nM ))
=
∫
M
(
c1
(
ξ, hξ2
)− c1(ξ, hξη))c˜h(ωM(D)n, (‖·‖f,θM )2n,‖·‖2nM ). (3.9)
By (3.6), (3.7), (3.8) and (3.9), we get
2 ln
(
‖·‖Q
(
gTM , hξη ⊗ ‖·‖2nM
)
/‖·‖Q
(
gTMf,θ , h
ξ
2 ⊗ (‖·‖f,θM )2n
))
− 2rk(ξ) ln
(
‖·‖Q
(
gTN ,‖·‖2nN
)
/‖·‖Q
(
gTNf,θ , (‖·‖f,θN )2n
))
=
∫
M
(
T˜d
(
ω−1M , g
TM
f,θ , g
TM
)
+ c˜h
(
ωM(D)
n, (‖·‖f,θM )2n,‖·‖2nM
))(
c1
(
ξ, hξ2
)− c1(ξ, hξη))
+
∫
M
Td
(
ωM(D)
−1,‖·‖−2M
)
c˜h
(
ξ, hξ2, h
ξ
η
)
+
∫
M
c˜h
(
ξ, hξ2, h
ξ
η
)
ch
(
ωM(D)
n,‖·‖2nM
)
+
1
2
∑
ln
(
det(hξ2/h
ξ
η)|PMi
)
.
(3.10)
Now we make θ → 0 in (3.10). By (3.2), the uniform bounds on gTMf,θ and ‖·‖f,θM from (3.41),
Lebesgue dominated convergence theorem and the fact that the Todd class appears in the first term
of the right hand side of (3.10) only in degree 0, we deduce
2 ln
(
‖·‖Q
(
gTM , hξη ⊗ ‖·‖2nM
)
/‖·‖Q
(
gTM , hξ2 ⊗ (‖·‖M)2n
))
=
∫
M
Td
(
ωM(D)
−1,‖·‖−2M
)
c˜h
(
ξ, hξ2, h
ξ
η
)
+
∫
M
c˜h
(
ξ, hξ2, h
ξ
η
)
ch
(
ωM(D)
n,‖·‖2nM
)
+
1
2
∑
ln
(
det(hξ2/h
ξ
η)|PMi
)
.
(3.11)
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Now we let η → 0. Then by (3.1), the fact that the first Chern forms of (ξ, hξη), η ∈]0, 1] are
uniformly bounded and by Lebesgue dominated convergence theorem, we get Theorem B for
gTM0 = g
TM and hξ0 := h
ξ
2, i.e trivial around the cusps. By applying this result twice for h
ξ := hξ,
hξ0 := h
ξ
2 and h
ξ := hξ0, h
ξ
0 := h
ξ
2, and by taking the difference, we get Theorem B for g
TM
0 = g
TM
and any hξ0. By this, Theorem 3.1, (3.4), (3.8) and (3.9) we deduce Theorem A.
3.2 Flattening the Hermitian metric: a proof of (3.1)
In this section, we reduce Theorem A to the case (ξ, hξ) is trivial near the cusps. For this, we prove
(3.1). As we explained in Section 3, we consider a family of Hermitian metrics hξη, η ∈]0, 1/2]
on ξ constructed in (2.93). We denote by E
ξ,n
M
η the Kodaira Laplacian on (M, gTM), associated
with (ξ ⊗ ωM(D)n, hξη ⊗‖·‖2nM ). Similarly, for all the geometric objects we considered before, the
subscript η would mean that instead of hξ, we use hξη.
Theorem 3.2. For n ≤ 0, there is η0 > 0 such that the operators E
ξ,n
M
η , η ∈]0, η0] have a uniform
spectral gap near 0, i.e. there is µ > 0 such that for any η ∈]0, η0], we have
H0(M,Eξ,nM ) = ker(
Eξ,nM
η ), (3.12)
Spec
(
E
ξ,n
M
η
)∩ ]0, µ] = ∅. (3.13)
Proof. For n = 0, the statement of Theorem 3.2 is exactly (2.102). For n < 0, the proof of
Theorem 2.1 remains unchanged, since the first Chern form of (ξ, hξη) is bounded, and thus the
inequality (2.103) continues to hold.
In this section, we denote by ∇ the connection, induced by the Levi-Civita connection and the
Chern connections associated with (ξ, hξη) and (ωM(D),‖·‖M). We denote by d(·, ·) the distance
function on (M, gTM).
Lemma 3.3. For any l, l′ ∈ N, n ∈ Z, there are η0, C > 0, such that for any σ ∈ C∞
(
M ×
M, (Eξ,nM ) (E
ξ,n
M )
∗), x, x′ ∈M and any η ∈]0, η0], we have∣∣(∇x)l(∇x′)l′σ(x, x′)∣∣h×h ≤ CρM(x)ρM(x′)∥∥∥(Eξ,nMη,z )i(Eξ,nMη,z′ )jσ(z, z′)∥∥∥L2,η. (3.14)
Proof. It follows from Lemma 2.25, (2.86) and (2.96).
Theorem 3.4. For any l, l′ ∈ N, there are η0, c, c′, C > 0 such that for any t > 0, x, x′ ∈ M ,
η ∈]0, η0], we have∣∣∣(∇x)l(∇x′)l′ exp(−tEξ,nMη )(x, x′)∣∣∣
h×h
≤ CρM(x)ρM(x′)t−1−(l+l′)/2·
· exp (ct− c′ · d(x, x′)2/t). (3.15)
Also, if n ≤ 0, then there are c, C > 0 such that for any t > 0, η ∈]0, η0], we have∣∣∣(∇x)l(∇x′)l′ exp⊥(−tEξ,nMη )(x, x′)∣∣∣
h×h
≤ CρM(x)ρM(x′)t−4−l−l′ exp(−ct). (3.16)
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Proof. By Remark 2.24, the proof of (2.12) works uniformly on η, thus, we get (3.15). Now, (3.16)
follows from Theorem 3.2 and Lemma 3.3.
Theorem 3.5. For any k ∈ N, there are η0, 1, c, c′, C > 0 such that for any t > 0, u ∈ C, |u| ≤ 1,
η ∈]0, η0], i = 1, . . . ,m, we have∣∣∣( exp(−tEξ,nMη )− exp(−tEξ,nM ))((zMi )−1(u), (zMi )−1(u))∣∣∣
≤ C| ln |u|| exp(ct)
(
| ln |u||−k + exp(−c′(ln | ln |u||)2/t)
)
. (3.17)
Moreover, if n ≤ 0, then there are ς < 1 and c, C > 0 such that∣∣∣( exp⊥(−tEξ,nMη )− exp⊥(−tEξ,nM ))((zMi )−1(u), (zMi )−1(u))∣∣∣
≤ C| ln |u||ςt−4 exp(−ct). (3.18)
Proof. As the proof of Theorem 2.6 is based on (2.12), which works uniformly on η ∈]0, 1/2],
the proof of Theorem 2.6 also works uniformly on η, which implies (3.17). The proof of (3.18)
remains identical to the proof of (2.17), one only has to use (3.16) instead of (2.17).
Theorem 3.6. There are smooth bounded functions aM,nξ,η,j : M → End(ξ), j ≥ −1 such that for
any x ∈M , t0 > 0, k ∈ N there is C > 0 such that for any t ∈]0, t0], η ∈]0, 1/2], we have∣∣∣ exp(−tEξ,nMη )(x, x)− k∑
j=−1
aM,nξ,η,j(x)t
j
∣∣∣ ≤ Ctk. (3.19)
Moreover, if x ∈M \ (∪iV Mi (e−t−1/3)), then C can be chosen independently of t ∈]0, t0] and x.
Also, there is 1 > 0, such that for any l ∈ N, j ≥ −1, there is C > 0 such that for any u ∈ C,
0 < |u| ≤ 1, i = 1, . . . ,m, η ∈]0, 1/2], we have∣∣∣(∇u)l(aM,nξ,η,j − aM,nξ,j )((zMi )−1(u))∣∣∣
h
≤ C|u|1/3, (3.20)
Moreover, for any x ∈M \ (∪iV Mi (η1/2)), we have
aM,nξ,η,j(x) = a
M,n
ξ,j (x). (3.21)
Proof. By Remark 2.24, the proof of Theorem 2.8 works uniformly on η. Thus, only the last
statement (3.21) needs to be justified, as we don’t have its analogue in Theorem 2.8. But it simply
follows from the fact that the coefficients of the small-time expansion of the heat kernel are local
and the fact that hξη coincides with h
ξ over M \ (∪iV Mi (η1/2)).
Theorem 3.7. There are η0, c′, C > 0 such that for any t > 0, η ∈]0, η0] and x ∈ M \
(∪iV Mi (| ln η|−1)), we have∣∣∣( exp(−tEξ,nMη )− exp(−tEξ,nM ))(x, x)∣∣∣ ≤ CρM(x)2 exp(−c′(ln | ln η|)2/t). (3.22)
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Proof. We put r = d(V Mi (η
1/2),M \ V Mi (| ln η|−1)). Then by (2.122), we have r ' ln | ln η|.
Similarly to (2.141), using (2.122) and the fact that hξη coincides with h
ξ over M \ (∪iV Mi (η)), by
the finite propagation speed of solutions of hyperbolic equations, there is c > 0 such that for any
x ∈M \ (∪V Mi (| ln η|−1)), we have
G˜t,r(E
ξ,n
M
η )(x, ·) = G˜t,r(E
ξ,n
M )(x, ·). (3.23)
Then, similarly to (2.142), we have(
exp(−tE
ξ,n
M
η )− exp(−tEξ,nM )
)
(x, x) =
(
K˜t,r(E
ξ,n
M
η )− K˜t,r(E
ξ,n
M )
)
(x, x). (3.24)
Now, similarly to (2.138), for any k, k′ ∈ N, there are c′, C > 0 such that for any t > 0, we have∥∥∥(Eξ,nMη )k(K˜t,r(Eξ,nMη ))(Eξ,nMη )k′∥∥∥(0,0) ≤ C exp(−c′r2/t). (3.25)
From (3.14) and (3.25), similarly to (2.139), for some c′, C > 0 and for any x ∈M , we get∣∣∣K˜t,r(Eξ,nMη )(x, x)∣∣∣ ≤ CρM(x)2 exp(−c′r2/t). (3.26)
Now, from (2.139), (3.24) and (3.26), we get (3.22).
From all above preparations, we could relate the regularized traces associated with hξη and h
ξ.
Theorem 3.8. There are c, C > 0, ς > 0, t0 > 0, such that for any t > t0, η ∈]0, e−3], we have∣∣∣Trr[ exp⊥(−tEξ,nMη )]− Trr[ exp⊥(−tEξ,nM )]∣∣∣ ≤ C( ln | ln η|)−ς exp(−ct). (3.27)
Proof. First of all, by (3.16) and (3.18), in the same way as in Proposition 2.15, we get∣∣∣Trr[ exp⊥(−tEξ,nMη )]− Trr[ exp⊥(−tEξ,nM )]∣∣∣ ≤ C exp(−ct). (3.28)
Now, by (2.26), we have
Trr
[
exp⊥(−tE
ξ,n
M
η )
]− Trr[ exp⊥(−tEξ,nM )]
= Trr
[
exp(−tE
ξ,n
M
η )
]− Trr[ exp(−tEξ,nM )]. (3.29)
Trivially, there is C > 0 such that for any η ∈]0, e−3], we have∫
D(1/2)\D(| ln η|−1)
√−1dzdz
|z|2| ln |z|| ≤ C ln ln | ln η|. (3.30)
We decompose the integration in the definition of Tr
[
exp(−tE
ξ,n
M
η )
]
, analogical to Definition
2.10, into two parts: over ∪iV Mi (| ln η|−1) and over M \ (∪iV Mi (| ln η|−1)). By bounding the first
part of the integral corresponding to the right-hand side of (3.29) by (2.25), (3.17) and second part
by (3.22) and (3.30), we see that there are c, c′, C > 0 such that for any t > 0, η ∈]0, e−3], we have
Trr
[
exp(−tE
ξ,n
M
η )
]− Trr[ exp(−tEξ,nM )] ≤ C exp(ct)
ln | ln η|
+ C(1 + t) ln ln | ln η| exp
(
ct− c
′
t
(ln ln | ln η|)2
)
. (3.31)
By multiplying (3.28) and (3.31) with suitable powers, and using (2.158), (3.29), we get (3.27).
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Now, for j ≥ −1, we denote (compare with (2.29))
AM,nξ,η,j =
∫
M
Tr
[
aM,nξ,η,j(x)
]
dvM(x)− rk(ξ)
3
∫
P
aP,nj (x)dvN(x)
− dimH0(M,Eξ,nM ) +
rk(ξ)
3
dimH0(P ,EnP ). (3.32)
This makes sense due to Theorem 2.8 or Remark 2.9.
Theorem 3.9. For any t0 > 0, there is C > 0, such that for any t ∈]0, t0], η ∈]0, e−3]:∣∣∣∣ ∫ 1
0
((
Trr
[
exp⊥(−tE
ξ,n
M
η )
]− 0∑
j=−1
AM,nξ,η,jt
j
)
−
(
Trr
[
exp⊥(−tEξ,nM )]− 0∑
j=−1
AM,nξ,j t
j
))dt
t
∣∣∣∣ ≤ C(ln ln | ln η|)−1/3. (3.33)
Proof. First of all, by Proposition 2.14 and the analogical statement for E
ξ,n
M
η (which is proved by
the same way with one modification: instead of using Theorem 2.8, we use Theorem 3.6), we get∣∣∣∣(Trr[ exp⊥(−tEξ,nMη )]− 0∑
j=−1
AM,nξ,η,jt
j
)
−
(
Trr
[
exp⊥(−tEξ,nM )]− 0∑
j=−1
AM,nξ,j t
j
)∣∣∣∣ ≤ Ct. (3.34)
Now, by (3.20) and (3.21), there are η0, C > 0 such that for any η ∈]0, η0], j = −1, 0, we have∣∣AM,nξ,η,j − AM,nξ,j ∣∣ ≤ Cη1/6. (3.35)
Also, by Theorem 3.7 and (3.30), there are η0, c′, C > 0 such that for any t ∈]0, t0], η ∈]0, η0]:∫
M\(∪iVMi (| ln η|−1))
∣∣∣Tr[( exp(−tEξ,nMη )− exp(−tEξ,nM ))(x, x)]∣∣∣
≤ C ln ln | ln η| exp
(
− c
′
t
(ln | ln η|)2
)
. (3.36)
Also, by (2.25) and (3.17), there are η0, c′, C > 0 such that for any t ∈]0, t0], η ∈]0, η0], we have∫
VMi (| ln η|−1)
∣∣∣Tr[( exp(−tEξ,nMη )− exp(−tEξ,nM ))(x, x)]∣∣∣
≤ C
ln | ln η| + C exp
(
− c
′
t
(ln ln | ln η|)2
)
. (3.37)
Thus, by (3.35), (3.36) and (3.37), there are c′, C > 0 such that for any t ∈]0, t0], we have∣∣∣∣(Trr[ exp⊥(−tEξ,nMη )]− 0∑
j=−1
AM,nξ,η,jt
j
)
−
(
Trr
[
exp⊥(−tEξ,nM )]− 0∑
j=−1
AM,nξ,j t
j
)∣∣∣∣
≤ Cη
1/6
t
+
C
ln | ln η| + C ln ln | ln η| exp
(
− c
′
t
(ln ln | ln η|)2
)
. (3.38)
Now, by multiplying (3.34) and (3.38) with appropriate powers, and integrating on t from 0 to 1,
we conclude Theorem 3.9.
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Proof of (3.1). By Theorems 3.8, 3.9, (2.41), (3.35) and Lebesgue dominated convergence theo-
rem, we have
lim
η→0
T (gTM , hξη ⊗‖·‖2nM ) = T (gTM , hξ ⊗‖·‖2nM ). (3.39)
However, trivially from (2.1), we have
lim
η→0
‖·‖L2 (gTM , hξη ⊗ ‖·‖2nM ) =‖·‖L2 (gTM , hξ ⊗‖·‖2nM ). (3.40)
By (3.39) and (3.40), we get (3.1).
3.3 Flattening the Riemannian metric: a proof of (3.2)
In this section we introduce the notion of a tight family of flattenings and study some of its prop-
erties. Those families of flattenings are useful for studying the convergence of the spectrum for
a family of surfaces “approaching” the cusped surface. We study how the relative heat trace con-
verges as this family of flattenings “converges” to the cusped metric, and from this study we deduce
(3.2). From now and till the end of Section 3, we suppose that (ξ, hξ) is trivial near the cusps.
Definition 3.10. We say that the flattenings gTMf,θ ,‖·‖f,θM , θ ∈]0, 1] (cf. Definition 1.2) of gTM ,‖·‖M
are n-tight, n ∈ Z if they satisfy the following requirements:
1. We have gTMf,θ |M\(∪iVMi (θ)) = gTM |M\(∪iVMi (θ)) and similarly for‖·‖
f,θ
M .
2. For all i = 1, . . . ,m, the following identity holds over V Mi (θ2) :
∥∥dzMi ⊗ sDM/zMi ∥∥f,θM =| ln θ|, where sDM is the canonical section of OM(DM).
3. There are flattenings gTMsm ,‖·‖smM of gTM ,‖·‖M such that for any θ ∈]0, e−3], we have
gTMsm ⊗ (‖·‖smM )2n ≤ gTMf,θ ⊗ (‖·‖f,θM )2n ≤ gTM ⊗ ‖·‖2nM ,
‖·‖smM ≤‖·‖f,θM ≤‖·‖M .
(3.41)
4. We have the following analogue of Lemma 2.25: there is C > 0 such that for any σ ∈
C∞
(
M ×M,Eξ,nM  (Eξ,nM )∗
)
, θ ∈]0, e−3], and for any x, x′ ∈ M satisfying either x, x′ ∈ M \
(∪iV Mi (θ3)), or x = x′, we have
∣∣σ(x, x′)∣∣
h×h,θ ≤ CρM,θ(x)ρM,θ(x′)
2∑
i,j=0
∥∥(Eξ,nMf,θ,z )i(Eξ,nMf,θ,z′)jσ(z, z′)∥∥L2,θ, (3.42)
where E
ξ,n
M
f,θ is the Laplacian associated with g
TM
f,θ , h
ξ and‖·‖f,θM ; | · |h×h,θ is the pointwise norm
induced by hξ and‖·‖f,θM ;‖·‖L2,θ is the L2 norm induced by gTMf,θ , hξ,‖·‖f,θM ; and the function ρM,θ :
M → [1,∞[ is given by
ρM,θ(x) =

1 for x ∈M \ (∪iVi(1/2)),√
| ln |zMi (x)|| for x ∈ V Mi (1/2) \ V Mi (θ3),
(ln θ)6 for x ∈ V Mi (θ3).
(3.43)
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In Appendix A.2 we show that for any n ∈ Z, n-tight families of flattenings exist.
We fix n ∈ Z, n ≤ 0 and n-tight families of flattenings gTMf,θ ,‖·‖f,θM , θ ∈]0, 1]. From (3.41):
gTMf,θ ≤ gTM . (3.44)
Recall that Eξ,nM is the Kodaira Laplacian associated to gTM , hξ and‖·‖M . We set µ > 0 as in
(2.7). We defer the proof of the following theorem until Section 3.4.
Theorem 3.11. The operator E
ξ,n
M
f,θ has a uniform spectral gap near 0, i.e. for any θ ∈]0, e−3]:
ker(E
ξ,n
M
f,θ ) ' H0(M,Eξ,nM ), (3.45)
Spec(E
ξ,n
M
f,θ )∩ ]0, µ[= ∅. (3.46)
In what follows, we denote the smooth kernels of exp(−tE
ξ,n
M
f,θ ), exp
⊥(−tE
ξ,n
M
f,θ ) with respect
to the Riemannian volume form dvM,θ induced by gTMf,θ by
exp(−tE
ξ,n
M
f,θ )(x, y), exp
⊥(−tE
ξ,n
M
f,θ )(x, y) ∈ (Eξ,nM )∗x  (Eξ,nM )y, for x, y ∈M. (3.47)
Theorem 3.12. There are c, C > 0 such that for any t > 0, x ∈M , θ ∈]0, e−3], we have∣∣∣ exp⊥(−tEξ,nMf,θ )(x, x)∣∣∣ ≤ CρM,θ(x)2t−4 exp(−ct). (3.48)
Proof. The proof is the same as the proof of Theorem 2.4, one only has to change the use of
Lemma 2.25 by (3.42) and of Theorem 2.1 by Theorem 3.11.
Theorem 3.13. There are c′, C > 0 such that for any t > 0, θ ∈]0, e−3] and x ∈ M \
(∪iV Mi (| ln θ|−1)), we have∣∣∣( exp(−tEξ,nMf,θ )− exp(−tEξ,nM ))(x, x)∣∣∣ ≤ CρM,θ(x)2 exp(−c′(ln | ln θ|)2/t). (3.49)
Proof. The proof is the same as the proof of Theorem 3.7, we leave the details to the reader.
We construct the flattenings gTNf,θ , ‖·‖f,θN , θ ∈]0, 1] of gTN , ‖·‖N , which are compatible with
gTMf,θ ,‖·‖f,θM . Trivially, the flattenings gTNf,θ ,‖·‖f,θN , θ ∈]0, 1] are n-tight. The following theorem is an
analogue of Theorem 2.6, and it forms the core of this section. Its proof is defered to Section 3.4.
Theorem 3.14. There are c, c′, C > 0, ς < 1 such that for any t > 0, θ ∈]0, e−3], i = 1, . . . ,m,
and u ∈ C, |u| ≤ | ln θ|−1, we have∣∣∣ exp(−tEξ,nMf,θ )((zMi )−1(u), (zMi )−1(u))− Idξ exp(−tEnNf,θ )((zNi )−1(u), (zNi )−1(u))∣∣∣
≤ C| ln max(θ, |u|)| · exp(−c′(ln | ln max(θ, |u|)|)2/t). (3.50)∣∣∣ exp⊥(−tEξ,nMf,θ )((zMi )−1(u), (zMi )−1(u))− Idξ exp⊥(−tEnNf,θ )((zNi )−1(u), (zNi )−1(u))∣∣∣
≤ C| ln max(θ, |u|)|ς · t−4 exp(−ct). (3.51)
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Now, for brevity, we denote
Xθ(t) := Tr
[
exp⊥(−tE
ξ,n
M
f,θ )
]− rk(ξ)Tr[ exp⊥(−tEnNf,θ )]
− Trr[ exp⊥(−tEξ,nM )]+ rk(ξ)Trr[ exp⊥(−tEnN )] (3.52)
Let’s use those theorems to study the convergence of heat traces. The main theorem here is
Theorem 3.15. There are c, c′, C > 0 such that for any t > 0, θ ∈]0, e−3], we have∣∣Xθ(t)∣∣ ≤ C exp(−ct− c′(ln | ln θ|)2/t). (3.53)
Proof. Let’s denote
A⊥M(t) =
∫
M\(∪iVMi (| ln θ|−1))
(
Tr
[
exp⊥(−tE
ξ,n
M
f,θ )(x, x)
]− Tr[ exp⊥(−tEξ,nM )(x, x)])dvM,θ(x),
A⊥N(t) =
∫
N\(∪iV Ni (| ln θ|−1))
(
Tr
[
exp⊥(−tEnNf,θ )(x, x)
]− Tr[ exp⊥(−tEnN )(x, x)])dvN,θ(x),
B⊥θ (t) =
∑
i
∫
D(| ln θ|−1)
(
Tr
[
exp⊥(−tE
ξ,n
M
f,θ )
(
(zMi )
−1(u), (zMi )
−1(u)
)]
(3.54)
− rk(ξ)Tr
[
exp⊥(−tEnNf,θ )
(
(zNi )
−1(u), (zNi )
−1(u)
)])
dvθ(u),
B⊥(t) =
∑
i
∫
D(| ln θ|−1)
(
Tr
[
exp⊥(−tEξ,nM )((zMi )−1(u), (zMi )−1(u))]
− rk(ξ)Tr
[
exp⊥(−tEnN )((zNi )−1(u), (zNi )−1(u))])dvD∗(u),
and dvN,θ, dvθ are the Riemannian volume forms induced by gTNf,θ and ((z
M
i )
−1)∗gTMf,θ correspond-
ingly. Then we have
Xθ(t) = A
⊥
M(t) + A
⊥
N(t) +B
⊥
θ (t) +B
⊥(t). (3.55)
By (1.2), (3.43) and (3.44), there is C > 0 such that for any θ ∈]0, e−3], we have∫
M\(∪iVMi (| ln θ|−1))
ρM,θ(x)
2dvM,θ(x) ≤ C(ln ln | ln θ|). (3.56)
By Theorem 3.12, (2.13) and (3.56), there are c, C > 0 such that
|A⊥M(t)|, |A⊥N(t)| ≤ C(ln ln | ln θ|)t−4 exp(−ct). (3.57)
By (1.2), (2.24) and (3.44), for any ς < 1, there is C > 0 such that for any θ ∈]0, e−3], we have∫
VMi (| ln θ|−1)
∣∣ ln max(θ, |zMi (x)|)∣∣ςdvM,θ(x) ≤ C. (3.58)
By (3.51) and (3.58), there are c, C > 0 such that
|B⊥θ (t)| ≤ Ct−4 exp(−ct). (3.59)
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By (2.17) and (2.24), there are c, C > 0 such that
|B⊥(t)| ≤ Ct−4 exp(−ct). (3.60)
By (3.57), (3.59) and (3.60), for some c, C > 0, and for any t > 0, θ ∈]0, e−3], we have∣∣Xθ(t)∣∣ ≤ C(1 + t−4)(ln ln | ln θ|) exp(−ct). (3.61)
Now, alternatively, we also write
Xθ(t) = AM(t) + AN(t) +Bθ(t) +B(t), (3.62)
where AM(t), AN(t), Bθ(t), B(t) are given by the same formulas as in (3.54), where we put exp
in place of exp⊥.
By Theorem 3.13 and (3.56), there are c′, C > 0 such that for any θ ∈]0, e−3], we have
|AM(t)|, |AN(t)| ≤ C(ln ln | ln θ|) exp(−c′(ln | ln θ|)2/t). (3.63)
By (3.44), we have ∫
VMi (| ln θ|−1)
| ln max(θ, |u|)|dvM,θ(x) ≤ C ln | ln θ|. (3.64)
By (3.50) and (3.64), for some c′, C > 0, we have
|Bθ(t)| ≤ C ln | ln θ| exp(−c′(ln ln | ln θ|)2/t). (3.65)
By (2.15) and (2.25), for some c′, C > 0, we have
|B(t)| ≤ C(1 + t) exp(−c′(ln ln | ln θ|)2/t). (3.66)
By (3.63), (3.65) and (3.66), we conclude that∣∣Xθ(t)∣∣ ≤ C(1 + t)(ln | ln θ|) exp(−c′(ln ln | ln θ|)2/t). (3.67)
By multiplying (3.61) with power 1− µ ∈]1/2, 1] and (3.67) with power µ, for some c, c′, C > 0:∣∣Xθ(t)∣∣ ≤ C(1 + t)(1 + t−4)(ln | ln θ|)µ( ln ln | ln θ|) exp(−ct− c′µ(ln ln | ln θ|)2/t). (3.68)
By (2.158) and (3.68), we deduce (3.53) by taking µ small enough.
For s ∈ C, Re(s) > 1, let’s denote the approximated regularized zeta-function by
ζθM(s) =
1
Γ(s)
∫ +∞
0
Tr
[
exp⊥(−tE
ξ,n
M
f,θ )
]
ts
dt
t
. (3.69)
As usually, ζθM(s) has a meromorphic extension to the entire s-plane, and this extension is holo-
morphic at 0. We recall that the zeta-function ζM was defined in Definition 2.16.
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Proposition 3.16. For any θ ∈]0, e−3], the difference ζθM(s) − rk(ξ)ζθN(s) − ζM(s) + rk(ξ)ζN(s)
is a holomorphic function on C. Moreover, as θ → 0, we have
ζθM(s)− rk(ξ)ζθN(s)− ζM(s) + rk(ξ)ζN(s)→ 0, (3.70)
uniformly for s varying in a compact subset of C. In particular, we have, as θ → 0,
T (gTMf,θ , h
ξ ⊗ (‖·‖f,θM )2n)
T (gTNf,θ , (‖·‖f,θN )2n)rk(ξ)
→ T (g
TM , hξ ⊗‖·‖2nM )
T (gTN ,‖·‖2nN )rk(ξ)
. (3.71)
Proof. First of all, by Definition 2.16, (3.52) and (3.69), we have
1
Γ(s)
∫ +∞
0
Xθ(t)t
sdt
t
= ζθM(s)− rk(ξ)ζθN(s)− ζM(s) + rk(ξ)ζN(s), (3.72)
Now, by Theorem 3.15, the function Xθ(t) has subexponential growth near 0 and ∞, thus, by
(3.72), the left-hand side of (3.70) is a holomorphic function over C for any θ ∈]0, e−3].
Also, by Theorem 3.15, there are c, c′, C > 0, ς > 0 such that for any t > 0, θ ∈]0, e−3]:
Xθ(t) ≤ C| log θ|− exp(−ct− c′/t). (3.73)
In particular, by (3.73), as θ → 0, we have
Xθ(t)→ 0. (3.74)
By (3.72), (3.73), (3.74) and Lebesgue dominated convergence theorem, we deduce (3.70). Now,
(3.71) follows from Definitions 2.16, 2.17, (3.69) and (3.70).
We denote by‖·‖L2 (gTMf,θ , hξ ⊗ (‖·‖f,θM )2n) the L2-norm over the line bundle (1.12) induced by
gTMf,θ , h
ξ,‖·‖f,θM . By properties 1,3 of tight families and Lebesgue dominated convergence, we have
lim
θ→0
‖·‖L2
(
gTMf,θ , h
ξ ⊗ (‖·‖f,θM )2n
)
=‖·‖L2
(
gTM , hξ ⊗‖·‖2nM
)
,
lim
θ→0
‖·‖L2
(
gTNf,θ , (‖·‖f,θN )2n
)
=‖·‖L2
(
gTN ,‖·‖2nN
)
.
(3.75)
From (3.71) and (3.75), we get (3.2), as θ → 0.
3.4 Proofs of Theorems 3.11, 3.14
In this section we prove Theorems 3.11, 3.14, which were announced in Section 3.3. In the proof of
Theorem 3.11 we use the homogeneity of the Laplacian. In the proof of Theorem 3.14, we use the
analytic localization techniques, the maximal principle and sup-characterization of the Bergman
kernel. We recall that we suppose that (ξ, hξ) is trivial around the cusps.
Proof of Theorem 3.11. First of all, (3.45) is simply a consequence of Hodge theory for compact
manifolds. To prove (3.46), by (3.41), it is enough to prove the following: let gTM0 be a Ka¨hler
metric on M and let ‖·‖0M be a Hermitian norm on ωM(D) over M such that
gTM0 ⊗ (‖·‖0M)2n ≤ gTM ⊗‖·‖2nM , (3.76)
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‖·‖0M ≤‖·‖M . (3.77)
Let 〈·, ·〉L20 be the L2-scalar product associated with gTM0 , hξ,‖·‖
0
M , and let
Eξ,nM
0 be the associated
Kodaira Laplacian. Then for n ≤ 0, we have
inf
{
Spec
(
E
ξ,n
M
) \ {0}} ≤ inf {Spec (Eξ,nM0 ) \ {0}}. (3.78)
Now, by (2.24), we deduce
C∞(M,Eξ,nM ) ⊂ Dom(E
ξ,n
M ). (3.79)
In the following series of transformations, we use (3.77) and n ≤ 0 to get the inequality. For
s ∈ C∞(M,Eξ,nM ) we have〈
E
ξ,n
M
0 s, s
〉
L20
=
〈
∂
Eξ,nM s, ∂
Eξ,nM s
〉
L20
≥ 〈∂Eξ,nM s, ∂Eξ,nM s〉
L2
=
〈
E
ξ,n
M s, s
〉
L2
. (3.80)
Also, from (3.76), we have 〈
s, s
〉
L20
≤ 〈s, s〉
L2
. (3.81)
From (3.80) and (3.81), we deduce〈
E
ξ,n
M
0 s, s
〉
L20〈
s, s
〉
L20
≥
〈
Eξ,nM s, s
〉
L2〈
s, s
〉
L2
. (3.82)
We denote k = dimH0(M,Eξ,nM ). By the min-max theorem (cf. [34, (C.3.3)]) and (3.79), we have
inf
{
Spec
(
E
ξ,n
M
) \ {0}} = inf
F⊂C∞(M,Eξ,nM )
{
sup
s∈F
{〈Eξ,nM s, s〉
L2〈
s, s
〉
L2
}
: dimF = k + 1
}
. (3.83)
Then (3.78) follows from (3.82) and (3.83).
Proof of Theorem 3.14. This proof uses all the properties of tight families. The presence of the
line bundle ωM(D) makes analysis more difficult, and we have to consider 2 cases: θ3 < |u| <
| log θ|−1 and |u| ≤ θ3. The main feature exploited in the first case is that we have elliptic estimate
with the needed power of logarithm (3.42), (3.43). The main feature exploited in the second case
is the property 2 of tight families along with the maximal principle (cf. [14, p. 180]).
Let’s prove (3.50) for θ3 ≤ |u| ≤ | log θ|−1. We put r = d(u, 1/2), then by (2.122), r ≈
ln | ln |u||. In this case, similarly to (2.141), by the fact that our flattenings are compatible and by
the finite propagation speed of solutions of hyperbolic equations, we have
G˜t,r(E
ξ,n
M
f,θ )
(
(zMi )
−1(u), ·) = Idξ · G˜t,r(EnNf,θ )((zNi )−1(u), ·). (3.84)
Then, similarly to (2.142), by (3.84), we have
exp(−tE
ξ,n
M
f,θ )
(
(zMi )
−1(u), ·)− Idξ · exp(−tEnNf,θ )((zNi )−1(u), ·)
= K˜t,r(E
ξ,n
M
f,θ )
(
(zMi )
−1(u), ·)− IdξK˜t,r(EnNf,θ )((zNi )−1(u), ·). (3.85)
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Now, similarly to (3.26), from (2.137), (3.42) and (3.85), for any θ3 ≤ |u|, |v| ≤ | log θ|−1, we get∣∣∣ exp(−tEξ,nMf,θ )((zMi )−1(u), (zMi )−1(v))− Idξ exp(−tEnNf,θ )((zNi )−1(u), (zNi )−1(v))∣∣∣
h×h,θ
≤ C| ln |u|| exp(−c′(ln | ln |u||)2/t). (3.86)
In particular, (3.86) implies (3.50) for θ3 ≤ |u| ≤ | log θ|−1.
Let’s prove (3.50) for |u| ≤ θ3. This case is more subtle. We trivialize (ωM(D),‖·‖M),
(ωN(D),‖·‖N) as in property 2 of tight families. Then, since (ξ, hξ) is trivial around
the cusps, for v, w ∈ D(θ3), we look at exp⊥(−tE
ξ,n
M
f,θ )((z
M
i )
−1(v), (zMi )
−1(w)) and
Idξ exp
⊥(−tEnNf,θ )((zNi )−1(v), (zNi )−1(w)) as at the functions over D(θ3) × D(θ3) with values
in End(ξ|PMi ).
For v, w ∈ D(θ3), we denote
F (v, w, t) := exp(−tE
ξ,n
M
f,θ )
(
(zMi )
−1(v), (zMi )
−1(w)
)
− Idξ exp(−tE
n
N
f,θ )
(
(zNi )
−1(v), (zNi )
−1(w)
)
. (3.87)
We write F (v, w, t) = (Fkl(v, w, t))
dim ξ
k,l=1 for the components of the matrix from End(ξ|PMi ). We
notice that the functions Fkl(v, w, t) satisfy the heat equation with zero initial data in D(θ3) ×
D(θ3)×]0,+∞[, i.e. for any k, l = 1, . . . , dim ξ, we have( ∂
∂t
+f,θ
)
Fkl(u, v, t) = 0 and lim
t→0
Fkl(u, v, t) = 0, (3.88)
where f,θ is the Laplace–Beltrami operator induced by ((zMi )−1)∗gTMf,θ on D(θ3). Thus, by the
maximal principle (cf. [14, p. 180]), for |u| ≤ θ3, we get
|Fkl(u, u, t)| ≤ sup
τ ′∈[0,t]
sup
|w|=θ3
|Fkl(u,w, τ ′)|. (3.89)
By applying the maximal principle again, we get
|Fkl(u,w, τ ′)| ≤ sup
τ∈[0,τ ′]
sup
|v|=θ3
|Fkl(v, w, τ)|. (3.90)
By (3.86), there are c′, C > 0 such that for any θ ∈]0, e−3], and |v|, |w| = θ3, we have
|Fkl(v, w, τ)| ≤ | ln θ| exp(−c′(ln | ln θ|)2/τ). (3.91)
By (3.89), (3.90) and (3.91), we get (3.50) for |u| ≤ θ3. Thus, (3.50) is completely proved.
Now let’s prove (3.51). By Theorem 3.12, there are c, C > 0 such that for any |u| ≤ | ln θ|−1,
θ ∈]0, e−3], t > 0, we have∣∣∣ exp⊥(−tEξ,nMf,θ )((zMi )−1(u), (zMi )−1(u))− Idξ exp⊥(−tEnNf,θ )((zNi )−1(u), (zNi )−1(u))∣∣∣
≤ C(ln max(θ, |u|))12t−4 exp(−ct). (3.92)
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Now, for any x, x′ ∈M , we have
exp(−tE
ξ,n
M
f,θ )(x, x
′) = exp⊥(−tE
ξ,n
M
f,θ )(x, x
′) +BE
ξ,n
M
θ (x, x
′), (3.93)
where BE
ξ,n
M
θ (x, x
′) is the Bergman kernel, defined by
B
Eξ,nM
θ (x, x
′) =
∑
si(x)(si(x
′))∗θ, (3.94)
for an orthonormal base {si} of H0(M,Eξ,nM ) with respect to the L2-scalar product induced by
gTMf,θ , h
ξ,‖·‖f,θM , and (·)∗θ is the dual with respect to | · |h,θ. By [15, Lemma 3.1], we have
B
Eξ,nM
θ (x, x) = max
{ |s(x)|2h,θ
‖s‖2L2,θ
: s ∈ H0(M,Eξ,nM ) \ {0}
}
. (3.95)
By (3.41) and the fact that n ≤ 0, we see that for any s ∈ C∞(M,Eξ,nM ), we have
|s(x)|h,θ ≤ |s(x)|h,sm, ‖s‖L2,θ ≥‖s‖L2,sm , (3.96)
where | · |h,sm is the pointwise norm induced by hξ,‖·‖sm, and‖·‖L2,sm is the L2-norm induced by
hξ,‖·‖sm, gTMsm . From (3.95) and (3.96), we deduce
B
Eξ,nM
θ (x, x) ≤ BE
ξ,n
M
sm (x, x), (3.97)
whereBE
ξ,n
M
sm (x, x′) is the Bergman kernel associated with hξ,‖·‖sm, gTMsm . Thus, from (3.50), (3.93)
and (3.97), there is C > 0 such that for any θ ∈]0, 1/2], |u| < θ3, we have∣∣∣ exp⊥(−tEξ,nMf,θ )((zMi )−1(u), (zMi )−1(u))− Idξ exp⊥(−tEnNf,θ )((zNi )−1(u), (zNi )−1(u))∣∣∣
≤ C
(
1 + | ln max(θ, |u|)| exp (− c′(ln | ln max(θ, |u|)|)2/t)). (3.98)
By multiplying (3.92) with power µ ∈]0, 1/2[ and (3.98) with power 1− µ, we have∣∣∣ exp⊥(−tEξ,nMf,θ )((zMi )−1(u), (zMi )−1(u))− Idξ exp⊥(−tEnNf,θ )((zNi )−1(u), (zNi )−1(u))∣∣∣
≤ C| ln max(θ, |u|)|1+11µt−4 exp(−cµt− c′(ln | ln max(θ, |u|)|)2/t)
+ C| ln max(θ, |u|)|12µt−4 exp(−cµt). (3.99)
By (2.158) and (3.99), we finally get (3.51) by taking µ small enough.
4 The anomaly formula: a proof of Theorem B
In this section we prove Theorem B. First of all, we recall that in Section 3 we proved Theorem
B for gTM0 = g
TM , i.e. when we have only the variation of hξ. Thus, it’s left to prove Theorem
B for hξ0 = h
ξ and under the supposition that (ξ, hξ) is trivial around the cusps. The idea of the
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proof is as follows: we construct a family of flattenings which “approach” the cusp metric and we
use Theorem A to relate the corresponding relative Quillen norms. Then we apply the anomaly
formula Bismut-Gillet-Soule´ [10, Theorem 1.23] (see Theorem 3.1) and calculate the limit of the
right-hand side of (3.3), as the family of flattenings “approach” the cusp metric.
Before giving a proof of Theorem B, let’s fix some notation. By suppositions of Theorem B,
there are germs at 0 ∈ D(),  > 0 of holomorphic functions hφi : D() → D(1), i = 1, . . . ,m,
such that gTM0 is Poincare´-compatible with coordinates h
φ
i (z
M
i ) around P
M
i ∈ DM . We note
z0,Mi := h
φ
i (z
M
i ). (4.1)
By Definition 1.5 of the Wolpert norm, we have the following identity
ln
(
‖·‖W /‖·‖W0
)
=
∑
ln
∣∣(hφi )′(0)∣∣. (4.2)
First of all, let’s describe why the right-hand side of (1.28) is finite. For  > 0, in V Mi ():
c1
(
ωM(D), (‖·‖M)2
)|M = ∂∂
2pi
√−1 ln
( ‖s‖2M ) = O(|zMi ln |zMi ||−2), (4.3)
where s is a local holomorphic frame of ω(DM). Similar estimation holds for the norm‖·‖0M . The
identity (1.27) says
e2φdzMi dz
M
i∣∣zMi ln |zMi |∣∣2 = dz
0,M
i dz
0,M
i∣∣z0,Mi ln |z0,Mi |∣∣2 . (4.4)
By (1.5) and (4.4), we see that over V Mi (), we have
ln
( ‖·‖0M /‖·‖M ) = O(| ln |zMi ||−1). (4.5)
By (1.25), (1.26), (2.24), (4.3) and (4.5), we conclude that the right-hand side of (1.28) is finite.
Now let’s describe the precise family of flattenings we choose. Recall that the function
ψ : R→ [0, 1] was defined in (2.52). Let gTMf,θ be a metric over M such that it coincides with gTM
away from ∪iV Mi (θ), and over V Mi (θ) it is induced by∣∣∣zMi ln |zMi |∣∣∣−2ψ(ln |zMi |/ ln θ)√−1dzMi dzMi , (4.6)
for all i = 1, . . . ,m. Similarly, let‖·‖f,θM be the metric on ωM(D) over M such that it coincides
with‖·‖M away from ∪iV Mi (θ), and over V Mi (θ), i = 1, . . . ,m, we have∥∥∥dzMi ⊗ sDM/zMi ∥∥∥f,θ
M
=
∣∣∣ ln |zMi |∣∣∣ψ(ln |zMi |/ ln θ), (4.7)
where sDM is the canonical section of OM(DM), div(sDM ) = DM . By (1.5), this defines a smooth
metric over M .
For  > 0, i = 1, . . . ,m, we denote
V 0,Mi () := {x ∈M : |z0,Mi (x)| ≤ }. (4.8)
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Let gTM0,f,θ,‖·‖f,θ0,M be the flattenings of gTM0 ,‖·‖0M , compatible with the flattenings gTMf,θ ,‖·‖f,θM (cf.
(1.16), (1.17)). More precisely, the metrics gTM0,f,θ, ‖·‖f,θ0,M coincide with gTM0 , ‖·‖0M away from
∪iV 0,Mi (θ), and over V 0,Mi (θ) the metric gTM0,f,θ is induced by∣∣∣z0,Mi ln |z0,Mi |∣∣∣−2ψ(ln |z0,Mi |/ ln θ)√−1dz0,Mi dz0,Mi . (4.9)
Also, for sDM as in (4.7), we have∥∥∥dz0,Mi ⊗ sDM/z0,Mi ∥∥∥f,θ
0,M
=
∣∣∣ ln |z0,Mi |∣∣∣ψ(ln |z0,Mi |/ ln θ). (4.10)
Let’s denote by‖·‖ω,0f,θ,M,‖·‖ωf,θ,M the norms on ωM over M induced by gTM0,f,θ and gTMf,θ respectively.
Proof of (1.28). By Theorem A, for any θ ∈]0, 1], we have
2 ln
(
‖·‖Q (gTM0 , hξ ⊗ ‖·‖2n0,M)
‖·‖Q (gTM , hξ ⊗ ‖·‖2nM )
)
= 2 ln
(
‖·‖Q
(
gTM0,f,θ, h
ξ ⊗ (‖·‖f,θ0,M)2n
)
‖·‖Q
(
gTMf,θ , h
ξ ⊗ (‖·‖f,θM )2n
) ). (4.11)
We will show that the limit of the right-hand side of (4.11), as θ → 0 is exactly the right-hand side
of (1.28). Once it will be done, Theorem B would follow from (4.11).
We denote by‖·‖f,θω,M ,‖·‖f,θω,0,M the norms on ωM induced by gTMf,θ and gTM0,f,θ. Set
Φ(θ) :=
[
T˜d
(
ω−1M , (‖·‖ωf,θ,M)−2, (‖·‖ω,0f,θ,M)−2
)
ch
(
ξ, hξ
)
ch
(
ωM(D), (‖·‖f,θM )2n
)
+ Td
(
ω−1M , (‖·‖ω,0f,θ,M)−2
)
ch
(
ξ, hξ
)
c˜h
(
ωM(D), (‖·‖f,θM )2n, (‖·‖f,θ0,M)2n
)][2]
. (4.12)
Then, by Theorem 3.1, we have
2 ln
(
‖·‖Q
(
gTM0,f,θ, h
ξ ⊗ (‖·‖f,θ0,M)2n
)
‖·‖Q
(
gTMf,θ , h
ξ ⊗ (‖·‖f,θM )2n
) ) = ∫
M
Φ(θ). (4.13)
where T˜d and c˜h are given by (1.25) and (1.26). We decompose the right-hand side of (4.13)
into integrals over M \ (∪i(V Mi (θ) ∪ V 0,Mi (θ))) and over V Mi (θ) ∪ V 0,Mi (θ), i = 1, . . . ,m.
Since the flattenings gTM0,f,θ, g
TM
f,θ and ‖·‖f,θ0,M ,‖·‖f,θM coincide with gTM0 , gTM and ‖·‖0M ,‖·‖M over
M \ (∪i(V Mi (θ) ∪ V 0,Mi (θ))), and the quantities under the integration in the anomaly formula are
local, we see by Lebesgue dominated convergence theorem, by the finiteness of the right-hand side
of (1.28) and by (1.29), that the integral of Φ(θ) over M \ (∪i(V Mi (θ) ∪ V 0,Mi (θ))) converges to
the integral part in the right-hand side of (1.28), as θ → 0.
Now let’s study the contribution over ∪i(V Mi (θ) ∪ V 0,Mi (θ)) of the integral in (4.13). We note
that in the case when φ has compact support in M , this integral is actually zero for θ sufficiently
small (which is consistent with the statement of Theorem B).
From the discussion above, (4.2), (4.13), and the fact that we restrict ourselves to the case
(ξ, hξ) trivial around the cusps, Theorem B would follow from the following
Lemma 4.1. As θ → 0, we have∫
VMi (θ)∪V 0,Mi (θ)
Φ(θ)→ −rk(ξ)
6
ln |(hφi )′(0)|. (4.14)
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Proof. All the subsequent formulas should be regarded as being valid over V Mi (θ) ∪ V 0,Mi (θ). By
(4.6) and (4.7), we have
c1
(
ωM , (‖·‖ωf,θ,M)2
)
= −
√−1∂∂
2pi
(
ψ
(
ln |zMi |/ ln θ
) · (2 ln |zMi |+ 2 ln | ln |zMi ||))
=
[
ln |zMi |ψ′′
(
ln |zMi |/ ln θ
)
2|zMi ln θ|2
+
ψ′
(
ln |zMi |/ ln θ
)
|zMi |2 ln θ
+O
(
ln | ln |zMi ||
|zMi ln |zMi ||2
)]−√−1dzMi dzMi
2pi
, (4.15)
c1(ωM(D), (‖·‖f,θM )2) = −
√−1∂∂
2pi
(
ψ
(
ln |zMi |/ ln θ
) · (2 ln | ln |zi||))
= O
(
ln | ln |zMi ||
|zMi ln |zMi ||2
)
dzMi dz
M
i . (4.16)
By dz0,Mi = (h
φ
i )
′(zMi ) · dzMi and ln | ln |z0,Mi || = ln | ln |zMi ||+O(1/| ln |z0,Mi ||), we deduce
ln
(‖·‖ω,0f,θ,M /‖·‖ωf,θ,M ) = ψ( ln |z0,Mi |/ ln θ)( ln |z0,Mi |+ ln | ln |z0,Mi ||)
− ψ( ln |zMi |/ ln θ)( ln |zMi |+ ln | ln |zMi ||)− ln |(hφi )′(zMi )|
= ln |(hφi )′(0)|
(
− 1 + ψ( ln |zMi |/ ln θ)+ ψ′( ln |zMi |/ ln θ) ln |zMi |ln θ )
+O
(
ln | ln |zMi ||
| ln |zMi ||
)
, (4.17)
ln
(‖·‖f,θ0,M /‖·‖f,θM ) = ψ( ln |z0,Mi |/ ln θ) ln | ln |z0,Mi ||
− ψ( ln |zMi |/ ln θ) ln | ln |zMi || = O( ln | ln |zMi ||| ln |zMi ||
)
. (4.18)
Finally, from (4.15) and the analogical statement for‖·‖ω,0f,θ,M, we easily get
∂∂ ln
(‖·‖ω,0f,θ,M /‖·‖ωf,θ,M ) = O( ln | ln |zMi |||zMi ln |zMi ||2
)
dzMi dz
M
i . (4.19)
From Theorem 3.1, (1.25), (1.26) and (4.15) - (4.19), we get∫
VMi (θ)∪V 0,Mi (θ)
Φ(θ) = −rk(ξ)
3
∫
VMi (θ)∪V 0,Mi (θ)
[
c1
(
ωM , (‖·‖ωf,θ,M)2
)
ln
(‖·‖ω,0f,θ,M
‖·‖ωf,θ,M
)
+O
(
ln | ln |zMi ||
|zMi ln |zMi ||2
)
dzMi dz
M
i
]
. (4.20)
From (4.15), (4.17) and (4.20), we get
lim
θ→0
∫
VMi (θ)∪V 0,Mi (θ)
Φ(θ) =
2 ln |(hφi )′(0)|
3
· rk(ξ) (4.21)
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· lim
θ→0
∫ θ1/2
θ
1
r
(
ψ′′
( ln r
ln θ
) ln r
2(ln θ)2
+ ψ′
( ln r
ln θ
) 1
ln θ
)(
− 1 + ψ
( ln r
ln θ
)
+ ψ′
( ln r
ln θ
) ln r
ln θ
)
dr
= −2 ln |(h
φ
i )
′(0)|
3
· rk(ξ) ·
∫ 1
1/2
(
− ψ′(u) + ψ′(u)ψ(u) + uψ′(u)2
− uψ′′(u)/2 + uψ′′(u)ψ(u)/2 + u2ψ′(u)ψ′′(u)/2
)
du, (4.22)
where in the last identity we used the change of variables u := ln r/ ln θ. By the integration by
parts and (2.52), we have∫ 1
1/2
ψ′(u)du = −1,
∫ 1
1/2
uψ′′(u)ψ(u)du =
1
2
−
∫ 1
1/2
uψ′(u)2du,∫ 1
1/2
uψ′′(u)du = 1,
∫ 1
1/2
u2ψ′(u)ψ′′(u)du = −
∫ 1
1/2
uψ′(u)2du,∫ 1
1/2
ψ′(u)ψ(u)du = −1
2
.
(4.23)
We get (4.14) from (4.22), (4.23).
A Elliptic estimates
Here we collected the results related to elliptic estimates of Kodaira Laplacians. More precisely, in
Section A.1 we prove Lemma 2.25, and in Section A.2 we prove the existence of n-tight flattenings,
which essentially boils down to proving that a certain family of metrics satisfy the uniform elliptic
estimate (3.42). For 0 < a < b, i = 1, . . . ,m, we denote (see (1.1))
CMi (a, b) := V
M
i (b) \ V Mi (a). (A.1)
A.1 A proof of Lemma 2.25
Proof of Lemma 2.25. First of all, for  > 0 small enough, (2.116) holds for x ∈ M \ (∪iV Mi ())
by [34, Lemma 1.6.2], thus, we may concentrate on the proof of (2.116) for x ∈ V Mi (). We will
prove (2.116) for metrics, which are scaled by a factor 1/4 in the neighbourhood of cusps. In other
words, instead of the constant scalar curvature −1, it will be −4 around the cusps. We choose to
do so, since part of the calculation is already done with this normalization in [4].
We fix a holomorphic frame e1, . . . , erk(ξ) of ξ over V Mi (). We note that since (ξ, h
ξ) is de-
fined over M , by (2.60), for any k ∈ N, there is C > 0 such that for any i = 1, . . . , rk(ξ),
we have |∇kei|h ≤ C over V Mi (). By this and (2.96), we see that we may suppose that (ξ, hξ)
is trivial. We do so and remove ξ from further notation. For simplicity, we prove (2.116) for
α = diam(V Mi (2
−4, 2−1)), where diam is the diameter of a set with respect to gTM . We write sDM
for the canonical section of O(DM):
σ = f · (dzMi ⊗ sDM/zMi )n, (A.2)
where f : V Mi ()→ C is some smooth function.
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Let’s prove Lemma 2.25 for n = 0, k ∈ N. Let g : R→ [0, 1] be a smooth extension of
g(u) =
{
1 for u ∈ [2, 3],
0 for u ∈]−∞, 1] ∪ [4,+∞[. (A.3)
We introduce the function ψθ : M → [0, 1] for θ ∈]0, ] by
ψθ(x) =
{
g(ln |zMi (x)|/ ln θ) for x ∈ V Mi (θ),
0 otherwise.
(A.4)
Then supp(ψθ) ⊂ V Mi (θ4, θ). Since ψθ(x) = 1 for x ∈ V Mi (θ3, θ2), for any τ ∈ C∞c (M), we have
‖τ‖C 0(VMi (θ3,θ2)) ≤‖ψθτ‖C 0 . (A.5)
We recall that the function ρM was defined in (2.11). For k ∈ N and q ≥ 1, the weighted Sobolev
space Lk,qwtd(M, gTM) is defined as the space of L
k,q
wtd-functions τ on M , where
‖τ‖q
Lk,qwtd
:=
∫
M
ρM(x)
2
(∣∣τ(x)∣∣q + . . .+ ∣∣∇kτ(x)∣∣q
h
)
dvM(x) <∞. (A.6)
We define the Sobolev norm‖·‖Hk by
‖τ‖2Hk :=
∫ (∣∣τ(x)∣∣2 + . . .+ ∣∣∇kτ(x)∣∣2
h
)
dvM(x). (A.7)
From [7, §4A and Lemme 4.5] (cf. also [4, Lemma 2.6] and [3, Lemma 4.2]), we get
‖τ‖C 0 ≤ C‖τ‖L3,1wtd , (A.8)
for some C > 0 and for all τ ∈ C∞c (M). We fix k ∈ N. By induction from (A.8), similarly to the
induction step in [4, Proposition 4.1] (cf. [4, (4.11)]), there is C > 0 such that∥∥∇kτ∥∥
C 0
≤ C‖τ‖L3+k,1wtd . (A.9)
We remark that by (1.2), for any θ ∈]0, 1/2], we have∫
VMi (θ
4,θ)
ρM(x)
4dvM(x) =
∫
θ4<|z|<θ
√−1dzdz
4|z|2 = 3pi| ln θ|. (A.10)
Now, by Ho¨lder’s inequality, (A.9) and (A.10), we have
∥∥∇kτ∥∥
C 0
≤
(∫
VMi (θ
4,θ)
ρM(x)
4dvM(x)
)1/2(∫ (∣∣τ(x)∣∣+ . . .+ ∣∣∇3+kτ(x)∣∣
h
)2)1/2
≤ 16C
√
| ln θ|‖h‖H3+k . (A.11)
The hyperbolic Laplacian  associated with gTD∗ is given by
 :=
∣∣∣zMi ln |zMi |2∣∣∣2 ∂2∂zMi ∂zMi . (A.12)
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By repeating the proof of [4, (4.29)] for p = 0, we get for some C > 0 and for any τ ∈ C∞c (M):
‖τ‖2H2 ≤ C
(
‖τ‖2L2 +‖τ‖2L2
)
. (A.13)
As it is explained in [4, Proposition 4.2], by induction, there is C > 0 such that for any τ ∈
C∞c (M):
‖τ‖2H2+k ≤ C
(
‖τ‖2L2 +‖τ‖2L2 + · · ·+
∥∥k+1τ∥∥2
L2
)
. (A.14)
By (A.11) and (A.14), there is C > 0, such that for any θ ∈]0, 1/2], we have∥∥∇k(ψθf)∥∥C 0 ≤ C√| ln θ| · (‖ψθf‖2L2 +∥∥(ψθf)∥∥2L2 + · · ·+∥∥k+1(ψθf)∥∥2L2 ). (A.15)
By the fact that supp(ψθ) ⊂ V Mi (θ4, θ), there is C > 0 such that for θ ∈]0, 1/2], we have
‖ψθf‖2L2 +
∥∥(ψθf)∥∥2L2 + · · ·+∥∥k+1(ψθf)∥∥2L2
≤ CCθ,k
(
‖f‖2L2(VMi (θ4,θ)) +‖f‖
2
L2(VMi (θ
4,θ)) + · · ·+
∥∥k+1f∥∥2
L2(VMi (θ
4,θ))
)
, (A.16)
where
Cθ,k := 1 + max
{
‖∂ψθ‖C 0 ,‖ψθ‖C 0 ,‖∂ψθ‖C 0 , · · · ,
∥∥k+1ψθ∥∥C 0 }. (A.17)
Now, by (A.12), we see that there is C > 0, such that for any θ ∈]0, 1/2], we have∥∥ψθ∥∥C 0 ≤ 16∥∥∥g′′(ln |zMi |/ ln θ)∥∥∥C 0 ≤ C. (A.18)
Similarly, for any k ∈ N, there is C > 0, such that for any θ ∈]0, 1/2], we have Cθ,k ≤ C. Now,
for θ =
√
|zMi (x)|, we have V Mi (θ4, θ) ⊂ BM(x, α) and∣∣∇kf(x)∣∣
h
≤ ∥∥∇k(ψθf)∥∥C 0 . (A.19)
Thus, by (A.5), (A.15), (A.16), (A.19), we get (2.116) for n = 0 and any k ∈ N.
Now we work for any n ∈ Z, k ∈ N. We prove the general result by reducing it to n = 0. We
denote z := zMi . By (A.2), we have (cf. [4, (4.30)]):
E
ξ,n
M σ = f ·
(dz ⊗ sDM
z
)n
− nz ln |z|2∂f
∂z
(dz ⊗ sDM
z
)n
. (A.20)
As
∥∥dz ⊗ sDM/z∥∥M = | ln |z|2| over V Mi (0), we have∥∥∥Eξ,nM σ∥∥∥
L2
≥
∥∥∥∣∣ ln |z|2∣∣nf∥∥∥
L2
− |n|
∥∥∥z∣∣ ln |z|2∣∣n+1∂f
∂z
∥∥∥
L2
. (A.21)
By (1.2), (A.12) and integration by parts, we get∥∥∥z∣∣ ln |z|2∣∣n+1∂f
∂z
∥∥∥2
L2
=
〈∣∣ ln |z|2∣∣nf, ∣∣ ln |z|2∣∣nf〉+ 2n〈z∣∣ ln |z|2∣∣n+1∂f
∂z
, z
∣∣ ln |z|2∣∣nf〉. (A.22)
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By (A.22) and Cauchy inequality, for  > 0, we get∥∥∥z∣∣ ln |z|2∣∣n+1∂f
∂z
∥∥∥2
L2
≤ 
∥∥∥∣∣ ln |z|2∣∣nf∥∥∥2
L2
+
n2 + 1

∥∥∥∣∣ ln |z|2∣∣nf∥∥∥2
L2
. (A.23)
By (A.21) and (A.23), applied for  = 1/(2n), we conclude that there is C > 0 such that (cf. [4,
(4.33)]) ∥∥Eξ,nM σ∥∥
L2
≥ C
(∥∥∣∣ ln |z|2∣∣nf∥∥
L2
− (n4 + 1)∥∥∣∣ ln |z|2∣∣nf∥∥
L2
)
. (A.24)
We would like to prove a similar statement, that for some C > 0, the following holds:∥∥(Eξ,nM )2σ∥∥
L2
≥ C
(∥∥∣∣ ln |z|2∣∣n2f∥∥
L2
− (n4 + 1)∥∥∣∣ ln |z|2∣∣nf∥∥
L2
− (n8 + 1)∥∥∣∣ ln |z|2∣∣nf∥∥
L2
)
. (A.25)
The estimation (A.25) would follow from (A.20) if we will be able to prove that there is C > 0
such that for any  ∈]0, 1] and τ ∈ C∞(M), we have∥∥∥z∣∣ ln |z|2∣∣n+1∂(τ)
∂z
∥∥∥
L2
≤ 
∥∥∥∣∣ ln |z|2∣∣n ·2τ∥∥∥
L2
+
n2 + 1

∥∥∥∣∣ ln |z|2∣∣n ·τ∥∥∥
L2
, (A.26)∥∥∥z∣∣ ln |z|2∣∣n+1 ∂
∂z
(
z ln |z|2∂τ
∂z
)∥∥∥2
L2
≤ 
∥∥∥∣∣ ln |z|2∣∣n ·2τ∥∥∥
L2
+
C(n2 + 1)

(∥∥∥∣∣ ln |z|2∣∣n ·τ∥∥∥
L2
+
∥∥∥∣∣ ln |z|2∣∣nτ∥∥∥
L2
)
, (A.27)∥∥∥∣∣ ln |z|2∣∣n(z ln |z|2∂τ
∂z
)∥∥∥
L2
≤ 
∥∥∥∣∣ ln |z|2∣∣n2τ∥∥∥
L2
+
C(n2 + 1)

(∥∥∥∣∣ ln |z|2∣∣nτ∥∥∥
L2
+
∥∥∥∣∣ ln |z|2∣∣nτ∥∥∥
L2
)
. (A.28)
Let’s prove (A.26). It simply follows from (A.23) by making a substitution τ 7→ τ .
Let’s prove (A.27) and (A.28). First of all, by (A.23), we have∥∥∥z∣∣ ln |z|2∣∣n+1 ∂
∂z
(
z ln |z|2∂τ
∂z
)∥∥∥2
L2
≤ 1
2
∥∥∥∣∣ ln |z|2∣∣n(z ln |z|2∂τ
∂z
)∥∥∥
L2
+
2n2 + 1
2
∥∥∥z∣∣ ln |z|2∣∣n+1∂τ
∂z
∥∥∥
L2
. (A.29)
By (A.12), we have

(
z ln |z|2∂τ
∂z
)
=
∣∣∣z ln |z|2∣∣∣2 ∂
∂z
(z
z
· ∂τ
∂z
+ z ln |z|2 ∂
2τ
∂z∂z
)
(A.30)
However, we have
z ln |z|2∂τ
∂z
=
∂
∂z
(
z ln |z|2τ
)
− zτ
z
. (A.31)
Now, from (A.30) and (A.31), we have

(
z ln |z|2∂τ
∂z
)
= z ln |z|2 ∂
∂z
(
τ + z ln |z|2∂τ
∂z
)
−τ − z ln |z|2∂τ
∂z
. (A.32)
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By (A.23), (A.26) and (A.32), for any  ∈]0, 1], we get
∥∥∥∣∣ ln |z|2∣∣n(z ln |z|2∂τ
∂z
)∥∥∥
L2
≤ 
∥∥∥∣∣ ln |z|2∣∣n ·2τ∥∥∥
L2
+
C(n2 + 1)

∥∥∥∣∣ ln |z|2∣∣n ·τ∥∥∥
L2
+ (n2 + 1)
∥∥∥∣∣ ln |z|2∣∣nτ∥∥∥
L2
+
∥∥∥z∣∣ ln |z|2∣∣n+1 ∂
∂z
(
z ln |z|2∂τ
∂z
)∥∥∥
L2
. (A.33)
By (A.23), (A.29) and (A.33), for  ∈]0, 1] we have∥∥∥z∣∣ ln |z|2∣∣n+1 ∂
∂z
(
z ln |z|2∂τ
∂z
)∥∥∥
L2
≤ 1
2
∥∥∥z∣∣ ln |z|2∣∣n+1 ∂
∂z
(
z ln |z|2∂τ
∂z
)∥∥∥
L2
+ 
∥∥∥∣∣ ln |z|2∣∣n ·2τ∥∥∥
L2
+
C(n2 + 1)

(∥∥∥∣∣ ln |z|2∣∣n ·τ∥∥∥
L2
+
∥∥∥∣∣ ln |z|2∣∣nτ∥∥∥
L2
)
. (A.34)
By (A.34), we get (A.27). By (A.27) and (A.33), we get (A.28).
By (A.2), (A.24), (A.25), there is C > 0 such that for any n ∈ Z, j = 0, 1, 2, we have
j∑
i=0
(n4j−4i + 1)
∥∥∥(Eξ,nM )iσ∥∥∥
L2
≥ C
j∑
i=0
(n4j−4i + 1)
∥∥∥∣∣ ln |z|2∣∣n ·if∥∥∥
L2
. (A.35)
By induction, using (A.20), (A.23), (A.29) and (A.32), we get (A.35) for any j ∈ N in the same
way as we did it for j = 2.
By (A.12), we remark that for any j ∈ N, there is C > 0 such that we have
|∂j((ln |z|2)n)/(ln |z|2)n|h ≤ C|n|2j+1, |j+1((ln |z|2)n)/(ln |z|2)n| ≤ Cn2j+2. (A.36)
By (A.36), for any j ∈ N, there is C > 0, such that we have
j∑
i=0
(n4j−4i + 1)
∥∥∥∣∣ ln |z|2∣∣nif∥∥∥
L2
≥ C
j∑
i=0
(n4j−4i + 1)
∥∥∥i(∣∣ ln |z|2∣∣nf)∥∥∥
L2
. (A.37)
However, if we apply (2.116) for functions, i.e. n = 0, there is C > 0 such that
∣∣∣∇k(| ln |z|2|nf)∣∣∣
h
≤ CρM(x)
k∑
i=0
∥∥∥i(| ln |z|2|nf)∥∥∥
L2
(A.38)
Now, by [4, (4.16)], we see that for τ ∈ C∞(M),
σ′ = τ ⊗
(dz ⊗ sD
z
)n
⊗ (dz)k ⊗ (dz)l, (A.39)
we have
∇σ′ =
(
dτ + (n+ k + l)τ
( dz
z ln |z|2 +
dz
z ln |z|2
))
⊗
(dz ⊗ sD
z
)n
⊗ (dz)k ⊗ (dz)l. (A.40)
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From (A.2), (A.40), for any k ∈ N, there is C > 0 such that
∣∣∇kσ(x)∣∣
h
≤ C
k∑
i=0
(1 + |n|k−i)
∣∣∣(ln |z|2)n∇i(f(x))∣∣∣
h
. (A.41)
By (A.36), we have∣∣∣(ln |z|2)n∇i(f(x))∣∣∣
h
≤ C
i∑
j=0
(1 + |n|i−j)
∣∣∣∇j((ln |z|2)nf(x))∣∣∣
h
. (A.42)
Thus, by (A.41) and (A.42), we deduce
∣∣∇kσ(x)∣∣
h
≤ C
k∑
i=0
(1 + |n|k−i)
∣∣∣∇i((ln |z|2)nf(x))∣∣∣
h
. (A.43)
From (A.35), (A.37), (A.38) and (A.43), we conclude (2.116) for any n ∈ Z, k ∈ N.
Remark A.1. Let’s define the function
ψθ,0(x) =
{
g(|z(x)|/θ) for x ∈ V Mi (θ),
0 otherwise.
(A.44)
We can do the same analysis as in Lemma 2.116 with function ψθ,0 instead of ψθ. We have
supp(ψθ,0) ⊂ V Mi (θ, 4θ). Similarly to (A.10), for some C > 0, we have∫
VMi (θ,4θ)
ρM(x)
4dvM(x) ≤ C. (A.45)
Thus, instead of (A.11), we have ∥∥ψθ,0f∥∥C 0 ≤ C∥∥ψθ,0f∥∥H3 . (A.46)
Also, like in (A.17), we denote
Cθ,0 := 1 + max
{∥∥∂ψθ,0∥∥C 0 ,∥∥ψθ,0∥∥C 0 ,∥∥∂ψθ,0∥∥C 0 ,∥∥2ψθ,0∥∥C 0 }. (A.47)
Like in (A.18), there is C > 0 such that for any θ ∈]0, 1/2], we have∥∥ψθ,0∥∥C 0 = ∥∥∥∣∣ ln |z|2∣∣2|z|2( |z|2θ4 g′′(|zi(x)|/θ) + g′(|z(x)|/θ)θ2 )∥∥∥C 0 ≤ C| ln θ|2. (A.48)
Similarly, there is C > 0 such that for any θ ∈]0, 1/2], we have Cθ,0 ≤ C(ln θ)4. By imitating the
proof of Lemma 2.116 with ψθ replaced by ψθ,0, we deduce that for any β > 1, there are , C > 0
such that for any n ∈ Z, σ ∈ C∞(M,Eξ,nM ), x ∈ V Mi (), we have∣∣σ(x)∣∣
h
≤ CρM(x)8
2∑
i=0
(n8−4i + 1)
∥∥(Eξ,nM )iσ∥∥
L2(VMi (β
−1|zMi (x)|,β|zMi (x)|))
. (A.49)
We will use this estimation in Section A.2 to prove tightness of a certain family of flattenings.
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A.2 Existence of tight families of flattenings
In this section, we prove by an explicit construction that for any n ∈ Z, there are n-tight families
of flattenings gTMf,n,θ,‖·‖f,θM (see Definition 3.10). Before giving the formulas, let’s describe in words
this construction. In this section, as in Section 3.3, we suppose that (ξ, hξ) is trivial near the cusps.
The metrics gTMf,n,θ,‖·‖f,θM are equal to gTM ,‖·‖M overM\(∪iV Mi (θ)). The metric‖·‖f,θM gets “flat-
tened” over the set V Mi (θ
2, θ) (see (A.1)), so that it differs from‖·‖M by a multiplication by a func-
tion, which is bounded by a constant independent of θ. Over V Mi (θ
2),‖·‖f,θM is flat with a normal-
ization as in property 2 of tight families. The metric gTMf,n,θ verifies g
TM
f,n,θ⊗ (‖·‖f,θM )2n = gTM ⊗‖·‖2nM
over V Mi (θ
4, θ), i.e. property 3 of tight families is trivially satisfied over V Mi (θ
4, θ). It gets
“flattened” over the set V Mi (θ
4/4, θ4), so that it differs from gTM by a bounded function. Fi-
nally, over V Mi (θ
4/4) it is flat with a normalization constant such that the Riemannian manifolds
(V Mi (θ
4/4), gTMf,n,θ) and (D(2), (dx
2 + dy2)/(ln θ)2) are isometric up to a multiplication by a con-
stant independent of θ.
Now let’s make this description more precise by giving explicit formulas. Let φ : [1,+∞[→
[0, 1] be some smooth decreasing function satisfying
φ(u) =
{
1 for u ∈ [1, 5/4],
0 for u ∈ [7/4,+∞[. (A.50)
Let χ : [0, 1]→ [0, 1] be a some smooth increasing function satisfying
χ(u) =
{
0 for u ∈ [0, 1/2],
1 for u ∈ [3/4, 1]. (A.51)
Fix θ ∈]0, 1/2]. We denote by‖·‖f,θM the Hermitian norm on ωM(D) such that‖·‖f,θM coincides
with‖·‖M over M \ (∪iV Mi (θ)), and∥∥∥dzMi ⊗ sDM/zMi ∥∥∥f,θ
M
(x) = | ln θ| ·
( ln |zMi (x)|
ln θ
)φ(ln |zMi (x)|/ ln θ)
over x ∈ V Mi (θ). (A.52)
Let the metric gTMf,n,θ coincide with g
TM over M \ (∪iV Mi (θ)), and over V Mi (θ) be induced by( ln |zMi (x)|
ln θ
)2n(1−φ(ln |zMi (x)|/ ln θ)) · √−1dzMi dzMi|zMi |2| ln |zMi ||2 over x ∈ V Mi (θ4, θ),[( ln |zMi (x)|
ln θ
)2n
· θ
8| ln θ4|2
|zMi ln |zMi ||2
]χ(|zMi |2/θ8)
·
√−1dzMi dzMi
θ8| ln θ4|2 over x ∈ V
M
i (θ
4).
(A.53)
Then we see that the metrics gTMf,n,θ,‖·‖f,θM verify the description given in the beginning of the section.
We note by E
ξ,n
M
f,θ ,‖·‖L2,θ the Kodaira Laplacian and the L2-norm induced by gTMf,n,θ, hξ,‖·‖f,θM .
Theorem A.2. The flattenings gTMf,n,θ,‖·‖f,θM , θ ∈]0, 1/2] are n-tight.
Proof. We see directly from (A.52) and (A.53) that all the requirements for tightness are trivially
satisfied with only one exception - the estimate (3.42). By Lemma 2.25, (A.52) and (A.53), it is
enough to prove (3.42) for x, x′ ∈ V Mi (θ1/2), i = 1, . . . ,m.
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Let’s prove (3.42) for x, x′ ∈ M \ (∪iV Mi (θ3)). By (2.122), for x ∈ M \ (∪iV Mi (θ3)), we
have B(x, ln(4/3)) ⊂ M \ (∪iV Mi (θ4)). Thus, it is enough to prove that for all n ∈ Z, there is
C > 0 such that for any σ ∈ C∞(M,Eξ,nM ), x ∈M \ (∪iV Mi (θ3)), we have
∣∣σ(x)∣∣
h,θ
≤ CρM,θ(x)
2∑
i=0
∥∥(Eξ,nMf,θ )iσ∥∥L2(BM (x,ln(4/3))),θ. (A.54)
Let’s prove (A.54) for n = 0. By Lemma 2.25, there is C > 0 such that for any σ ∈
C∞(M,Eξ,nM ), x ∈M \ (∪iV Mi (θ3)), we have
∣∣σ(x)∣∣
h
≤ CρM(x)
2∑
i=0
∥∥(Eξ,nM )iσ∥∥
L2(BM (x,ln(4/3)))
. (A.55)
Now, by (A.53), there is C > 0 such that for all θ ∈]0, 1/2], we have
1 ≤ (gTM/gTMf,θ ) ≤ C over M \ (∪iV Mi (θ4/4)). (A.56)
We recall that ρM(x) ≤ ρM,θ(x) for x ∈M \ (∪iV Mi (θ4/4)), and since n = 0, we have
E
ξ,n
M
f,θ = (g
TM/gTMf,θ ) ·E
ξ,n
M . (A.57)
Now, the following identity holds( ln |z|
ln θ
)−(1−φ(ln |z|/ ln θ)) ∂
∂z
( ln |z|
ln θ
)(1−φ(ln |z|/ ln θ))
=
(1− φ(ln |z|/ ln θ)
2z ln |z| − ln
( ln |z|
ln θ
)φ′(ln |z|/ ln θ))
2z ln θ
)
. (A.58)
By (A.58), we deduce that there such C > 0 such that for any x ∈M \ (∪iV Mi (θ3)), we have∣∣∂(gTM/gTMf,θ )(x)∣∣h,θ < θ. (A.59)
Similarly (A.53), (A.57), (A.58), we see that there is C > 0 such that for any θ ∈]0, 1/2], x ∈
M \ (∪iV Mi (θ3)), we have ∣∣(gTM/gTMf,θ )∣∣ < C, ∣∣gTM/gTMf,θ ∣∣ < C, (A.60)
where  is the hyperbolic Laplacian defined in (A.12). By (A.55), (A.56), (A.57), (A.59) and
(A.60), we get (A.54) for n = 0.
Now let’s prove (A.54) for n ∈ Z. The idea is to reduce (A.54) to the case n = 0 by using the
same trick as we did in the proof of Lemma 2.25, i.e. identity of type (A.20). By (A.52), (A.58),
there is C > 0 such that for i = 0, 1, 2:∣∣i( ln∥∥(dzMi ⊗ sDM )/zMi ∥∥f,θM )∣∣, ∣∣∂i( ln∥∥(dzMi ⊗ sDM )/zMi ∥∥f,θM )∣∣h,θ ≤ C, (A.61)
over V Mi (θ
4, θ). Also, by (A.52) we conclude that there is C > 0 such that
1 ≤ (‖·‖f,θM /‖·‖M) ≤ C over M \ (∪iV Mi (θ4/4)). (A.62)
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Then by (A.61), similarly to (A.21) and (A.25), for any n ∈ Z, there is C > 0 such that for any
θ′ ∈]0, 1/2] and φθ′ , defined in (A.4), f defined in (A.2) we have∥∥Eξ,nMf,θ (ψθ′σ)∥∥L2,θ ≥ C| ln max(θ, θ′)|n(∥∥f,θ(ψθ′f)∥∥L2,θ −‖ψθ′f‖L2,θ ), (A.63)∥∥(Eξ,nMf,θ )2(ψθ′σ)∥∥L2,θ ≥ C| ln max(θ, θ′)|n(∥∥2f,θ(ψθ′f)∥∥L2,θ −∥∥f,θ(ψθ′f)∥∥L2,θ −‖ψθ′f‖L2,θ ),
where f,θ is is the Kodaira Laplacian on functions on D induced by the metric ((zMi )−1)∗gTMf,n,θ.
Thus, by (A.63) there is C > 0 such that for any θ′ ∈]0, 1/2] and θ ∈]0, 1/2], we have∑2
i=0
∥∥(Eξ,nMf,θ )i(ψθ′σ)∥∥L2,θ ≥ C| ln max(θ, θ′)|n∑2i=0 ∥∥if,θ(ψθ′f)∥∥L2,θ. (A.64)
By (A.54) for n = 0 and (A.64), we get for any n ∈ Z and x ∈M \ (∪iV Mi (θ3)):∑2
i=0
∥∥(Eξ,nMf,θ )i(ψθ′σ)∥∥L2,θ ≥ CρM,θ(x)| ln max(θ, θ′)|n∣∣ψθ′f(x)∣∣. (A.65)
For any n ∈ Z and x ∈M \ (∪iV Mi (θ3)), we have
| ln θ|n∣∣ψθf(x)∣∣ ≥ |σ(x)|h,θ. (A.66)
By (A.65) and (A.66), we get (A.54) for any x ∈M \ (∪iV Mi (θ3)) and n ∈ Z. This implies (3.42)
for x, x′ ∈M \ (∪iV Mi (θ3)) and n ∈ Z.
We suppose x = x′ = z, z ∈ V Mi (θ4, θ3). Since the Hermitian line bundle (ωM(D),‖·‖f,θM ) is
trivial over V Mi (θ
2), without loss of generality we may and we will suppose n = 0. By (A.49):
∣∣σ(z, z)∣∣ ≤ C(ln θ)8 2∑
i,j=0
∥∥(Eξ,nMz )i(Eξ,nMz′ )jσ∥∥L2(VMi (|z|/2,2|z|)×VMi (|z|/2,2|z|)). (A.67)
Similarly to (A.58), we have
( |z ln |z||2
θ8| ln θ4|2
)−ψ(|z|2/θ8) ∂
∂z
( |z ln |z||2
θ8| ln θ4|2
)ψ(|z|2/θ8)
=
(ψ(|z|2/θ8)(ln |z|+ 1/2)
z ln |z| + ln
( |z ln |z||2
θ8| ln θ4|2
)
ψ′(|z|2/θ2))zθ−8
)
, (A.68)
By (A.53), (A.68) and the fact that n = 0, similarly to (A.60), there is C > 0 such that for any
θ ∈]0, 1/2], we have
|(gTM/gTMf,θ )| < C(ln θ)2, |∂(gTM/gTMf,θ )|h,θ < C| ln θ|, (A.69)
over M \ (∪iV Mi (θ4/4)). Since V Mi (|z|/2, 2|z|) ⊂ M \ (∪iV Mi (θ4/4)), by (A.56), (A.57) and
(A.69), similarly to (A.54), from (A.67), we get (3.42) for x = x′, x ∈ V Mi (θ4, θ3).
Now, we suppose x = x′, x ∈ V Mi (θ4). First of all, we recall that by Sobolev inequality and
standard elliptic estimates, we have for some C > 0 and any h ∈ C∞(D(2)), x ∈ D(1):∣∣h(x)∣∣ ≤ C∑2i=0 ∥∥isth∥∥L2st , (A.70)
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where‖·‖L2st is the L2-norm induced by the standard Euclidean metric gst over D(2), andst is the
Kodaira Laplacian induced by gst. Analogically to (A.57), the estimation (A.70) implies that∣∣h(x)∣∣ ≤ C(ln θ)4∑2i=0 ∥∥ist,θh∥∥L2st,θ, (A.71)
where‖·‖L2st,θ is theL2-norm induced by the rescaled Euclidean metric gst,θ, andst,θ is the Kodaira
Laplacian induced by gst,θ for
gst,θ :=
dx2 + dy2
(ln θ)2
. (A.72)
By (A.53), the spaces (D(2), gst,θ) and (V Mi (θ
4), gTMf,n,θ) are isometric up to a constant independent
of θ. Thus, by (A.71), we deduce (3.42) for x = x′, x ∈ V Mi (θ4).
Now, all the cases have been considered, thus, the proof of Theorem A.2 is finished.
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