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Resumen
En este trabajo se presenta una metodologı´a para el reconocimiento en-lı´nea de acciones humanas en secuencias de vı´deo. Se
aborda un enfoque eﬁciente para el uso de momentos invariantes como descriptores de imagen, aplicados en siluetas obtenidas
del procesamiento de mapas de profundidad. Una comparacio´n ra´pida entre ventanas de taman˜o 4 (equivalente a 4 frames) es
realizada mediante el co´mputo de la distancia de Mahalanobis, sobre una de las secuencias de momentos invariantes identiﬁcada
como la menos sensible al ruido de captura y la ma´s estable durante ausencia de movimiento. Este enfoque es usado para la
deteccio´n ra´pida del estado de parada/movimiento, el cual permite la captura de intervalos (ventanas) de crecimiento dina´mico para
su posterior procesamiento, rescatando de la sen˜al contenida sus propiedades temporales y frecuenciales. Mediante la aplicacio´n
de la transformada Wavelet Haar, tres niveles de descomposicio´n son utilizados para el co´mputo de la Energı´a Relativa Wavelet
(RWE - Relative Wavelet Energy) y SSC (Slope Sign Change), obteniendo patrones 11-dimensionales. En experimentos realizados,
el 97% de 4 movimientos capturados en-lı´nea fueron reconocidos correctamente, y 10 movimientos tomados de la base de datos
Muhavi-MAS fueron reconocidos con 94,2% de efectividad. Copyright c© 2014 CEA. Publicado por Elsevier Espan˜a, S.L. Todos
los derechos reservados.
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1. Introduccio´n
La identiﬁcacio´n y ana´lisis automa´tico del movimiento hu-
mano ha atraı´do intere´s durante varias de´cadas (Poppe, 2010;
Moeslund and Kruger, 2006; Wang et al., 2003), y continu´a
siendo un a´rea activa de investigacio´n en el campo de visio´n
por ordenador y procesamiento de sen˜ales. Nuevos enfoques
esta´n dando lugar a adelantos en temas relacionados con reco-
nocimiento de expresiones humanas, orientado a robo´tica e in-
teraccio´n hombre-ma´quina, asistencia de movimiento en pro´te-
sis biomeca´nicas, descripcio´n sema´ntica de movimiento y re-
troalimentacio´n automa´tica durante Fisioterapia. Con respecto
a la rehabilitacio´n fı´sica, el ana´lisis cualitativo y cuantitativo
de patrones de movimiento es esencial para monitorizar la re-
cuperacio´n funcional de pacientes durante rehabilitacio´n, y los
me´todos empleados deben ser lo suﬁcientemente ﬂexibles para
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permitir una amplia diversidad de aplicaciones clı´nicas (Salas-
Lopez et al., 2012). Adicionalmente, la creciente capacidad de
procesamiento de dispositivos portables posibilitan el plantea-
miento de soluciones a problemas cada vez ma´s complejos, ex-
tendiendo el nu´mero de aplicaciones que requieren de proce-
samiento visual o sirviendo como proveedores de informacio´n
de entrada para otros dispositivos y aplicaciones, como lo pro-
puesto en (Garcia-Costa et al., 2011), donde se asumen sistemas
embarcados de comunicacio´n para evitar colisiones de vehı´cu-
los en ﬁla.
1.1. Especiﬁcacio´n del problema
En este trabajo se presenta un enfoque para el problema de
reconocimiento en-lı´nea de movimientos de personas. La iden-
tiﬁcacio´n de acciones humanas usando te´cnicas de visio´n por
ordenador involucra el abordaje de diferentes sub-problemas,
como la deteccio´n/localizacio´n de la persona, extraccio´n y se-
guimiento de caracterı´sticas, creacio´n de patrones de movimien-
to y clasiﬁcacio´n. La segmentacio´n robusta de ima´genes es un
problema complejo, debido a la variabilidad de los para´metros
que conforman la escena de vı´deo (posicio´n del objeto respecto
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a la ca´mara, cambios de iluminacio´n, resolucio´n de la imagen,
etc.). Una solucio´n u´nica presentarı´a diﬁcultades en la adapta-
cio´n de los para´metros de segmentacio´n si los objetivos de la
aplicacio´n varı´an. La metodologı´a propuesta hace uso de ma-
pas de profundidad, obtenidos de un sensor RGB-D (Kinect),
el cual incluye emisores de infrarrojo para aportar informacio´n
de profundidad, contribuyendo de esta forma al proceso de seg-
mentacio´n. Mapas de profundidad han sido utilizados en traba-
jos recientes relacionados con deteccio´n de peatones, como los
propuestos en (Broggi et al., 2000) y (Soga et al., 2005). En este
trabajo, el procesamiento de mapas de profundidad capturados
en ambientes internos, dio como resultado siluetas de gran ca-
lidad, las cuales pueden ser obtenidas incluso en total carencia
de iluminacio´n.
La extraccio´n de caracterı´sticas para seguimiento es otro de
los problemas a considerar, el cual forma parte de los principa-
les retos en el campo de visio´n por ordenador. Esto es debido
a que el movimiento de personas en secuencias de vı´deo invo-
lucra principalmente variaciones de escala y traslacio´n. Aun-
que existen me´todos que han sido ampliamente utilizados por
ser eﬁcientes y bastante robustos ante variaciones de escala, ro-
tacio´n y traslacio´n, como los citados en (Chen et al., 2004),
(Huang and Leng, 2010) y (Hu et al., 2007), en algunos casos la
cantidad de caracterı´sticas a extraer da lugar al manejo de altas
dimensiones, haciendo necesario el uso posterior de algoritmos
de reduccio´n de dimensionalidad (Kernel PCA, Sammon maps,
LLP, LLE, etc.). Entre los me´todos mencionados de reduccio´n,
se encuentran aquellos que son extensivamente iterativos (Yan
et al., 2011), diﬁcultando su utilizacio´n en aplicaciones con re-
querimientos ra´pidos de respuesta. En este trabajo se propone
un enfoque diferente para el uso de momentos invariantes de
Hu (Huang and Leng, 2010), me´todo que ha sido ampliamente
citado en la literatura para el reconocimiento de ima´genes, y de
los mejores en te´rminos de su ortogonalidad, invarianza a rota-
cio´n y computacio´n ra´pida (Gonzalez, 2010; Chen et al., 2004).
Sin embargo, su sensibilidad al ruido en la imagen los hacen
poco robustos al ser aplicados directamente sobre ima´genes sin
un extensivo pre-procesamiento.
Dado que este trabajo toma mapas de profundidad como da-
tos de entrada, los momentos invariantes de Hu son aplicados
sobre las siluetas obtenidas, reduciendo la presencia de ruido
en la sen˜al resultante. Adicionalmente, son considerados exclu-
sivamente tres de los momentos computables, obteniendo des-
criptores de silueta con un costo computacional menor al tiem-
po entre frames (para un ordenador multi-core de 2GHz), lo
cual posibilita el aprovechamiento de todos los frames provis-
tos por el sensor de captura, mejorando la resolucio´n para los
me´todos posteriores de extraccio´n de patrones de movimiento
y deteccio´n del estado de parada/movimiento.
La bu´squeda de patrones que permitan la identiﬁcacio´n au-
toma´tica de movimientos es otro de los problemas ampliamen-
te abordados. Me´todos para la extraccio´n de informacio´n rele-
vante mediante procesamiento digital de sen˜ales han sido es-
tudiados en diferentes a´reas, los cuales abordan el movimiento
humano con sen˜ales de EMG (Electromiografı´a), sensores iner-
ciales (IMU - Inertial Measurement Unit), me´todos basados en
visio´n por ordenador, entre otros (Cifuentes et al., 2012).
Uno de los enfoques ma´s comunes para el estudio de sen˜ales,
es el ana´lisis frecuencial por medio de la Transformada Ra´pida
de Fourier (FFT), el cual ha sido abordado en etapas previas al
presente trabajo (Romero et al., 2012a), lo que ha permitido en-
tender ma´s profundamente el comportamiento de los momentos
invariantes de Hu durante el seguimiento de actividades huma-
nas. Sin embargo, el movimiento de personas incluye informa-
cio´n temporal valiosa, la cual es desconsiderada con abordajes
estrictamente frecuenciales. Con el objetivo de extraer tanto in-
formacio´n frecuencial como temporal de las sen˜ales de movi-
miento, este trabajo presenta un enfoque basado en transforma-
da Wavelet Haar.
Como sera´ detallado en secciones posteriores, nueve ca-
racterı´sticas extraı´das de la transformada Wavelet y dos carac-
terı´sticas locales dan como resultado patrones adecuados pa-
ra clasiﬁcacio´n, usando redes neuronales artiﬁciales o me´todos
probabilı´sticos, entre los que fueron comparados: RBF (Radial
Basic Function), SVM (Support Vector Machines) y K-NN (k-
Nearest Neighbor). Varias familias Wavelet fueron estudiadas
y comparadas durante el proceso de extraccio´n de caracterı´sti-
cas de movimiento, entre ellas Wavelets Daubechies, obtenien-
do mejores resultados con la transformada Wavelet Haar (sec-
cio´n 2.4).
1.2. Trabajos relacionados
Diferentes aportes en la literatura han permitido nuevos avan-
ces en a´reas de visio´n por ordenador, procesamiento digital de
sen˜ales y reconocimiento de patrones. Esto ha dado lugar a so-
luciones cada vez ma´s eﬁcientes y robustas para aplicaciones
especı´ﬁcas, como por ejemplo: Sistemas de Proteccio´n de Pea-
tones, Fisioterapia Asistida por Ordenador, Ana´lisis Sema´nti-
co de Movimientos, Robo´tica Asistencial, Evaluacio´n Remota
de Pacientes con De´ﬁcit Motor, Interfaces Naturales Hombre-
Ma´quina, entre otros. En la revisio´n del estado del arte fueron
identiﬁcados trabajos recientes en el a´rea, como los mencio-
nados en (Chockalingam et al., 2009; Park and Trivedi, 2008;
Geronimo et al., 2010). Inicialmente, se estudiaron me´todos pa-
ra analizar movimientos de personas en secuencias de vı´deo y
fue tratado el problema de la extraccio´n de caracterı´sticas en di-
ferentes actividades en tiempo, tales como: caminar, saltar, co-
rrer, etc. Sin embargo, la diversidad y complejidad de los movi-
mientos humanos llevo´ a buscar soluciones menos restrictivas
a movimientos especı´ﬁcos y a extraer patrones caracterı´sticos
que representen de mejor manera los movimientos encontra-
dos. Considerando los diversos retos dentro del a´rea de ana´li-
sis visual automa´tico de movimientos, han sido destacados de
la literatura trabajos relacionados en cada una de las etapas de
pre-procesamiento, segmentacio´n, deteccio´n de la persona, se-
guimiento y clasiﬁcacio´n.
Aunque el procesamiento a bajo nivel generalmente es po-
co mencionado, como en el caso de los ajustes de exposicio´n
y rango dina´mico, algunos trabajos recientemente publicados
consideran conveniente el realzado inicial de ima´genes (Mar-
si et al., 2007), (Knoll, 2007), (Nayar and Branzoi, 2003). El
realce de ima´genes en tiempo real es una tarea difı´cil, especial-
mente en escenarios urbanos, tales como tu´neles cortos, calles
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angostas y movimientos ra´pidos en la escena, condiciones co-
munes en aplicaciones de deteccio´n de peatones, por ejemplo.
En este a´mbito, (Nayar and Branzoi, 2003) presentan un enfo-
que para rango dina´mico adaptativo mediante la fusio´n de di-
ferentes valores de exposicio´n, ﬁltros espaciales, mu´ltiples sen-
sores imagen/pixel y exposicio´n por pixel, etc.
Como menciona la literatura, el ana´lisis basado en este´reo
visio´n para segmentacio´n de objetos en la imagen es la opcio´n
que ha tenido mayor e´xito. Trabajos recientes en este tema han
demostrado buenos resultados, tal como los presentados por
(Franke and Joos, 2000; Grubb et al., 2004). Por otro lado, el
ana´lisis basado en dos dimensiones ha tenido pocos resultados
trascendentes en esta etapa. La variabilidad de los para´metros
que conforman la escena de vı´deo hace frecuentemente necesa-
rio el uso de informacio´n adicional, como por ejemplo, medi-
ciones de profundidad que pueden ser provistos por otros dispo-
sitivos. Posteriormente, en las etapas de deteccio´n y seguimien-
to de la persona, me´todos recientes presentan diferentes abor-
dajes, como en (Chockalingam et al., 2009), donde se propone
un me´todo que divide el objeto en varios fragmentos o regio-
nes, los cuales son representados por un Modelo de Mistura de
Gaussianas (GMM) en un espacio de caracterı´sticas espaciales
agrupadas. El modelado del objeto y del fondo son realizados
conforme el algoritmo de Chan-Vese (Chan and Vese, 2001),
y las regiones resultantes son usadas para aprender la forma
dina´mica del objeto en el tiempo, manteniendo el seguimiento
continuo hasta en casos de oclusio´n total.
Trivedi y otros presentan en (Park and Trivedi, 2007) un en-
foque sine´rgico del cuerpo de la persona, basado en jerarquı´a de
acciones, considerando pose esta´tica, gestos dina´micos y accio´n
de partes del cuerpo durante actividades de la persona, usando
los algoritmos de Baum-Welch y Viterbi (Rabiner, 1989) pa-
ra codiﬁcar HMMs independientes. El mismo autor introduce
en (Park and Trivedi, 2008) el concepto de espacio personal
tiempo-espacio para direccionar diferentes comportamientos de
personas. En este tema, nuestro trabajo propone un me´todo pa-
ra la extraccio´n de patrones en secuencias de caracterı´sticas,
las cuales pueden ser obtenidas de diferentes me´todos de segui-
miento de personas, como los mencionados anteriormente.
Por otro lado, estudios basados en momentos invariantes y
transformada Wavelet fueron realizados por (Sarvaiya, 2011),
para registro automa´tico de ima´genes, aplicados en correspon-
dencia de dos o ma´s ima´genes diferentes. El me´todo estima los
para´metros del modelo de transformacio´n geome´trica, que rea-
liza un mapeamiento inverso de las ima´genes capturadas hasta
su imagen referencia. Puntos caracterı´sticos de ambas ima´ge-
nes son extraı´dos usando Wavelet Sombrero Mejicano y la co-
rrespondencia de puntos es seguida con momentos invariantes.
Las propiedades de la transformada Wavelet han sido recono-
cidas y sus aplicaciones son muy variadas. Estudios recientes
en el a´rea utilizan caracterı´sticas Wavelet como en (Viola et al.,
2003; Jones and Snow, 2008) por medio de Wavelets Haar. En
otros campos de investigacio´n, como es el a´rea de Bioinge-
nierı´a, el trabajo presentado en (Haibin et al., 2008) calcula la
Energı´a Relativa Wavelet para extraer caracterı´sticas u´tiles en el
disen˜o de una interfaz cerebro-ordenador, mediante el ana´lisis
de sen˜ales de EEG (Eletroencefalografı´a) para controlar progra-
mas de ordenador y otros dispositivos como silla de ruedas, etc.
Los enfoques bioinspirados esta´n siendo considerados en solu-
ciones basadas en visio´n por ordenador, orientados al estudio
de movimientos humanos como las propuestas de Miau y otros
en (Miau et al., 2001) y (Itti et al., 1998).
El presente trabajo da continuidad al estudio presentado en
(Romero et al., 2012b), mostrando en esta versio´n mejoras sig-
niﬁcativas respecto a la propuesta anterior, las cuales son deta-
lladas a continuacio´n:
Extraccio´n de caracterı´sticas Wavelet Haar en lugar de
Daubechies 4, basado en nueva evidencia de resultados y
tendencias encontradas en la revisio´n de estado del arte.
Adaptacio´n de los para´metros posteriores a la extraccio´n
de momentos invariantes (normalizacio´n de potencias y
ajuste del umbral de distancia de Mahalanobis), logrando
de esta forma reducir el taman˜o de la ventana de ana´lisis
temporal, mejorando la sensibilidad y el tiempo de detec-
cio´n de movimientos.
Incorporacio´n del me´todo de ana´lisis de derivada (SSC),
incrementando en dos el nu´mero de caracterı´sticas del
patro´n resultante, obteniendo de esta forma una mayor
separacio´n de los patrones, disminucio´n del nu´mero de
repeticiones para entrenamiento y el soporte de una ma-
yor cantidad de movimientos. Resultados comparativos
son mostrados en la seccio´n 3.
1.3. Generalidades del enfoque propuesto
En este trabajo se presenta una metodologı´a para el recono-
cimiento en-lı´nea de acciones humanas en secuencias de vı´deo.
El me´todo incluye un enfoque eﬁciente para el uso de momen-
tos invariantes como descriptores de imagen (Gonzalez, 2010),
aplicados en siluetas obtenidas del procesamiento de mapas de
profundidad. Una comparacio´n ra´pida entre ventanas de 4 mues-
tras (equivalente a 4 frames) es realizada mediante el co´mputo
de la distancia de Mahalanobis, sobre una de las secuencias de
momentos invariantes, identiﬁcada como la menos sensible al
ruido de captura y la ma´s estable durante ausencia de movi-
miento. Este enfoque es usado para la deteccio´n ra´pida del es-
tado de parada/movimiento, el cual permite la captura de inter-
valos (ventanas) de crecimiento dina´mico para su posterior pro-
cesamiento, rescatando de la sen˜al contenida sus propiedades
temporales y frecuenciales. Mediante la aplicacio´n de la trans-
formada Wavelet Haar, 3 niveles de descomposicio´n son utili-
zados para el co´mputo de la Energı´a Relativa Wavelet (RWE
- Relative Wavelet Energy)(Rosso et al., 2003) y SSC (Slope
Sign Change) (Phinyomark et al., 2009), obteniendo patrones
11-dimensionales para su clasiﬁcacio´n usando redes neurona-
les. La Figura 1 muestra el diagrama de la metodologı´a pro-
puesta.
2. Metodologı´a
La presente propuesta forma parte de estudios orientados
al entendimiento de la dina´mica humana, dentro del campo de






















Figura 1: Diagrama de la metodologı´a propuesta.
interaccio´n hombre-ma´quina o ma´s especı´ﬁcamente hombre-
robot. Teniendo como consideracio´n principal la interaccio´n
desde un punto de vista natural, esta propuesta aborda la identi-
ﬁcacio´n automa´tica de movimientos como el proceso posterior
a la localizacio´n/segmentacio´n de la persona, por lo que dentro
del campo objetivo de esta propuesta, se busca aportar dentro
de los siguientes propo´sitos especı´ﬁcos:
Extraccio´n en tiempo real de caracterı´sticas en cada ima-
gen, que de lugar con posterior procesamiento, a la iden-
tiﬁcacio´n de expresiones corporales del cotidiano, ges-
tos, sen˜ales universales y otros movimientos no comunes,
mediante aprendizaje supervisado.
Identiﬁcacio´n del inicio y ﬁn de un movimiento relevan-
te durante una expresio´n corporal compleja, mediante la
deteccio´n ra´pida (usando una mı´nima cantidad de ima´ge-
nes) de parada y movimiento.
Extraccio´n de patrones que permitan no so´lo el reconoci-
miento de gestos o expresiones aprendidas, sino tambie´n
la medicio´n y comparacio´n con otros movimientos de in-
tere´s, u´tiles en diferentes a´reas de aplicacio´n, como por
ejemplo, robo´tica de rehabilitacio´n, entre otras.
En funcio´n de los objetivos mencionados, la metodologı´a
a seguir describe inicialmente el conjunto de datos de entrada,
representados por mapas de profundidad capturados del sensor
Kinect, para la posterior generacio´n de siluetas (Figura 2). De
estas siluetas se obtienen descriptores globales como se detalla
en la seccio´n 2.1. La seccio´n 2.2 explica el enfoque usado para
la deteccio´n en-lı´nea del estado de parada/movimiento y la sub-
secuente extraccio´n de ventanas dina´micas en la seccio´n 2.3.
Adicionalmente, en la seccio´n 2.4 se detalla el criterio usado
para la extraccio´n de patrones de movimiento. Finalmente, se
presentan los resultados experimentales y conclusiones en las
secciones 3 y 4, respectivamente.
Figura 2: Siluetas obtenidas del procesamiento de mapas de profundidad.
2.1. Caracterı´sticas invariantes de silueta por imagen
Para la identiﬁcacio´n de patrones de movimiento de cada
una de las ima´genes, se obtuvo el segundo, tercero y cuarto
momento de Hu. El primer momento de Hu fue descartado por
presentar redundancias con otros momentos, y por ser ma´s sen-
sible a ruidos en la imagen, mientras que los u´ltimos (quinto,
sexto y se´ptimo momentos) no fueron considerados por presen-
tar valores de orden muy inferior en ciertas condiciones de mo-
vimiento. La Figura 3 muestra los siete momentos de Hu nor-
malizados, extraı´dos durante la realizacio´n de 32 movimientos
diferentes, entre los que se encuentran gestos de saludo, sen˜ales
de alerta, sen˜as indicativas y otras expresiones corporales como
las ilustradas en la Figura 2. Es posible observar en la Figura 3
los momentos cinco y siete, los cuales presentan valores inferio-
res a 10−14. El sexto momento de Hu aporta poca informacio´n
en determinados movimientos como se observa en la ﬁgura.
Con el objetivo de utilizar los siete momentos de Hu co-
mo caracterı´sticas de imagen, algunos autores normalizan las
potencias de los valores obtenidos de las siluetas, como lo pro-
puesto en (Mercimek et al., 2005). Sin embargo, en el presen-
te trabajo adema´s de la informacio´n relevante de movimiento,
se toma en cuenta tambie´n el procesamiento en-lı´nea de las
sen˜ales resultantes (deteccio´n de parada/movimiento, extrac-
cio´n de caracterı´sticas a partir de las ventanas dina´micas y re-
conocimiento de patrones). Por tal motivo, se propone el uso de
solo tres momentos (Hu2, Hu3 y Hu4) con potencias uniﬁcadas,
y realizar una normalizacio´n [0-1] u´nicamente en las ventanas
dina´micas, anterior a la extraccio´n de patrones Wavelet, como
es mostrado en la Figura 5.
En estudios previos (Romero et al., 2012a), fue realizado un
ana´lisis estoca´stico de los momentos invariantes de Hu, donde
fue posible identiﬁcar caracterı´sticas estacionarias despue´s de
aplicada la primera derivada, detallada en (Antoniou, 2005). Sin
embargo, con el objetivo de conservar informacio´n y facilitar
la identiﬁcacio´n de variaciones en la secuencia de momentos,
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Figura 3: Siete momentos de Hu normalizados, extraı´dos de las siluetas obteni-
das.










Figura 4: Momentos Hu2, Hu3 y Hu4 durante el movimiento de levantar brazo
izquierdo y realizar movimiento circular con el derecho.
ası´ como reducir el costo computacional, la aplicacio´n de la pri-
mera derivada y posteriores abordajes u´nicamente frecuenciales
fueron desconsiderados. Las variaciones mencionadas incluyen
el incremento o decremento proporcional de los momentos de
Hu con movimientos de la parte superior o inferior del cuerpo,
respectivamente.
2.2. Identiﬁcacio´n del estado de parada/movimiento
Los momentos invariantes extraı´dos para cada imagen per-
miten representar posturas de una persona en instantes de tiem-
po de su movimiento. Cada postura se encuentra representada
por Posδt y descrita en un espacio de tres dimensiones Posδt =
[φ2, φ3, φ4], donde φi corresponde a los momentos de Hu 2, 3
y 4. En este trabajo, para un intervalo de tiempo τ, se conside-
ra cada dimensio´n como una sen˜al (S ) unidimensional, donde
S i = [φi0, φi1, φi2, φi3, . . . , φiτ−1], para i = {2, 3, 4}. El criterio
de ana´lisis unidimensional es usado para identiﬁcar el estado
de parada/movimiento, donde S 4 es considerado para detectar
instantes de inicio y ﬁnal del movimiento de la persona, por
presentar mayor sensibilidad en presencia de movimientos. La
Figura 4 muestra los tres momentos seleccionados durante la
realizacio´n de un gesto de levantar el brazo izquierdo y realizar
movimiento circular con el derecho.
Dado que las secuencias de momentos invariantes es actua-
lizada a una tasa aproximada a la capacidad de la ca´mara de
capturar ima´genes (30 fps), fue considerado el ana´lisis de ven-
tanas temporales para identiﬁcar el inicio y ﬁn de una accio´n o
movimiento de la persona. El taman˜o de la ventana fue deﬁnido
mediante la optimizacio´n de la distancia de Mahalanobis (1), la
cual puede ser deﬁnida como una medida de semejanza entre
dos vectores aleatorios Wi−1 y Wi con la misma distribucio´n, y
con matriz de covarianza Σ.
d( Wi−1, Wi) =
√
( Wi−1 − Wi)TΣ−1( Wi−1 − Wi) (1)
La distancia de Mahalanobis ha sido utilizada en diversas
aplicaciones, tales como en (Qiao et al., 2011), donde fue usa-
da para el reconocimiento de ﬁrma. En la Figura 3 es posible
observar un cuarto momento de Hu bastante estable en con-
diciones de carencia de movimiento, por lo que la distancia
en estos instantes de tiempo pueden tomar valores inferiores
a 0.007, en condiciones de iluminacio´n controlada. Sin embar-
go, el para´metro de distancia tolerable para la identiﬁcacio´n de
estados de parada/movimiento podrı´a variar dependiendo de las
condiciones de iluminacio´n o presencia de ruido en el proceso
de captura de la imagen.
Dada la naturaleza del sensor de captura (Kinect), la cali-
dad de las siluetas obtenidas de los mapas de profundidad cap-
turados varı´a en funcio´n de sus limitaciones, especialmente la
sensibilidad a condiciones de alta luminosidad (ambientes ex-
ternos). Bajo estas condiciones el sensor pierde precisio´n, in-
crementando el ruido en las sen˜ales de momentos invariantes,
comprometiendo de esta forma la efectividad de la segmenta-
cio´n de movimientos y posterior generacio´n de patrones. Debi-
do a esto, los experimentos realizados en este trabajo han sido
realizados en ambiente interno. Otros inconvenientes como el
limitado campo de visio´n, han sido superﬁcialmente abordados
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mediante la construccio´n de una base giratoria sobre la que el
sensor va montado, con el objetivo de acompan˜ar el desplaza-
miento de la persona. Sin embargo, la metodologı´a propuesta
en este trabajo no busca estar limitado al uso de Kinect, por lo
que la solucio´n giratoria mencionada y pruebas en ambientes
externos no fueron considerados en este artı´culo.
En pruebas realizadas en ambiente interno se establecio´ el
valor de distancia como un umbral constante de 0.009. Venta-
nas de taman˜o 4 fueron suﬁcientes para establecer mediciones
de distancia que soporten los ruidos del proceso de captura y
binarizacio´n, proporcionando una marca signiﬁcativa de inicio
y ﬁnal del movimiento.
Con base en lo expuesto, si el valor de distancia de Maha-
lanobis entre la ventana temporal (vector de taman˜o 4, conte-
niendo valores del cuarto momento de Hu) en tiempo τ − 1 y la
ventana temporal actual en τ es mayor que el umbral estable-
cido, se da inicio a la captura de informacio´n correspondiente
a las ventanas de movimiento. Estas ventanas de movimiento
crecera´n dina´micamente hasta que el valor de distancia de las
ventanas temporales vuelva a valores por debajo del umbral,
marcando de esta forma el ﬁnal del movimiento desarrollado
por la persona.
El uso de caracterı´sticas de imagen invariantes a escala y
traslacio´n facilita la captura de informacio´n a diferentes distan-
cias entre la persona y el sensor. Por otro lado, la velocidad con
la que el individuo realiza un movimiento deja de ser relevan-
te dentro de las ventanas dina´micas, es decir, entre las marcas
de inicio y ﬁnal de movimiento. Esto se debe principalmente
al posterior procesamiento, con el cual se soportan variacio-
nes de velocidad considerando los siguientes aspectos: 1) La
transformada Wavelet Haar, la cual conserva tanto informacio´n
temporal como frecuencial de las sen˜ales de movimiento. 2) El
ana´lisis de SSC, el cual refuerza informacio´n frecuencial y da
un indicio de la forma de la sen˜al. Adicionalmente, se asume
que un movimiento determinado sera´ desarrollado de forma di-
ferente entre individuos, incluso entre un mismo individuo. Por
tal razo´n, el uso de redes neuronales permite al sistema “apren-
der” a tolerar diferencias entre movimientos de la misma natu-
raleza.
El me´todo de distancia de Mahalanobis fue comparado en
estudios previos con el criterio de autocorrelacio´n entre ven-
tanas, obteniendo mediciones ma´s estables con Mahalanobis.
Las ventanas de taman˜o 4 permiten identiﬁcar un estado de pa-
rada/movimiento en tamvent/ f ps ≈ 0,2s, siendo tamvent el taman˜o
de la ventana temporal.
2.3. Ventanas dina´micas de movimiento
Una vez identiﬁcado el inicio del movimiento (el cual fue
determinado con secuencias del cuarto momento de Hu), los
nuevos vectores de momentos son almacenados temporalmente
en ventanas de crecimiento dina´mico, entre la marca de inicio
y ﬁnal del movimiento tact − tamvent. Esto permite incluir en
la ventana de movimiento los frames que fueron usados en la
deteccio´n de inicio del movimiento.



















































Figura 5: Ventanas de movimiento (izq.) y valores normalizados (der.), ex-
traı´dos durante la realizacio´n de una expresio´n corporal.
2.4. Patrones de movimiento
Debido a la naturaleza perio´dica de ciertos movimientos hu-
manos (caminar, correr, saltar, etc.), en estudios iniciales fue
considerado el ana´lisis frecuencial mediante Transformada Ra´pi-
da de Fourier (FFT), despue´s de aplicada la primera derivada a
las secuencias de momentos invariantes. Sin embargo, la trans-
formada Wavelet discreta (DWT) especı´ﬁcamente permite la
discriminacio´n de sen˜ales no-estacionarias con diferentes ca-
racterı´sticas de frecuencia. En estudios previos (Romero et al.,
2012b) fue considerada la DWT con familia Daubechies (db4),
obteniendo mejores resultados con Wavelet Haar, por lo que
fue escogido como me´todo para la posterior extraccio´n de ca-
racterı´sticas de los movimientos de la persona.
La transformada Wavelet discreta es una transformacio´n de
la sen˜al temporal original en un espacio de base Wavelet. La re-
presentacio´n tiempo-frecuencia Wavelet es realizada ﬁltrando
repetidamente una dupla de ﬁltros que dividen el dominio de la
frecuencia. Especı´ﬁcamente, la DWT descompone la sen˜al ori-
ginal en una sen˜al de aproximacio´n y una de detalle. La sen˜al de
aproximacio´n es subsecuentemente dividida en nuevas sen˜ales
de aproximacio´n y detalle. Este proceso es repetido iterativa-
mente, produciendo un conjunto de sen˜ales de aproximacio´n en
diferentes niveles de detalle, con una aproximacio´n ﬁnal de la
sen˜al.
El detalle Dj y la aproximacio´n Aj en el nivel j pueden ser
obtenidos ﬁltrando la sen˜al con un ﬁltro pasa alto L-muestras
g, y un ﬁltro pasa bajo L-muestras h. Ambas sen˜ales de aproxi-
macio´n y detalle son sub-muestreadas por un factor de 2. Esto
puede ser expresado conforme a las ecuaciones (2) y (3).
Aj[n] = H〈Aj−1[n]〉 =
L−1∑
k=0
h[k]Aj−1[2n − k], (2)
Dj[n] = G〈Dj−1[n]〉 =
L−1∑
k=0
g[k]Aj−1[2n − k], (3)
donde A0[n], n = 0, 1, . . . ,N − 1 es la secuencia temporal origi-
nal, H y G representan los operadores de convolucio´n/submuestreo.
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Las secuencias g[n] y h[n] son asociadas con la funcio´n Wave-
let ψ(t) y la funcio´n de escala ϕ(t) a trave´s del producto interno
(4) y (5).
g[n] = 〈ψ(t), √2ψ(2t − n)〉, (4)
h[n] = 〈ϕ(t), √2ϕ(2t − n)〉. (5)
Como fue mencionado anteriormente, la transformada Wa-
velet ψ(t) seleccionada es Haar, con 3 niveles de descomposi-
cio´n, y puesto que esta representa una base ortogonal para L el
concepto de energı´a esta´ relacionado con las notaciones usuales
derivadas de la teorı´a de Fourier. Entonces, los coeﬁcientes Wa-
velet esta´n deﬁnidos por C j(k) = 〈Ventmov, ψ j,k〉, los cuales pue-
den ser interpretados como los errores locales residuales entre
sen˜ales de aproximacio´n sucesivas en las escalas j y j+1, sien-
do la energı´a en cada nivel de descomposicio´n j = −1, . . . ,−N
la energı´a de la sen˜al de detalle (Rosso et al., 2001), deﬁnido en
(6).




donde r j(t) es la sen˜al residual en la escala j, y la energı´a en el





Como consecuencia, la energı´a total puede ser obtenida por (8).









Finalmente, son deﬁnidos los valores p j normalizados (9),




1 y la distribucio´n p j puede ser considerada como una densidad
tiempo-escala, por lo cual el me´todo constituye una herramien-
ta adecuada para la deteccio´n y caracterizacio´n de feno´menos





La energı´a relativa de los tres niveles de descomposicio´n es
calculada para cada ventana de movimiento, lo que resulta en
un patro´n 9-dimensional, sobre los que se adicionan 2 patrones
basados en Slope Sign Change (10).
Zero crossing (ZC) es el nu´mero de veces que el valor de
amplitud de la sen˜al cruza el eje-Y en su valor de 0. Este me´to-
do fue utilizado en (Phinyomark et al., 2009), usando tambie´n
un umbral constante para evitar ruidos en sen˜ales de EMG. Pa-
ra este trabajo, se considero´ el enfoque de Slope Sign Change
(SSC) que es similar a ZC. Este es otro me´todo que representa
informacio´n de frecuencia de la sen˜al y representa el nu´mero de
cambios entre picos positivos y negativos a lo largo de cada una




f [(xn − xn−1)(xn − xn+1)]; (10)
f(x) =
{
1, i f x > umbral
0, otros
3. Resultados y Discusio´n
El uso de mapas de profundidad ayudo´ a resolver varios de
los problemas mencionados en la revisio´n bibliogra´ﬁca acerca
del pre-procesamiento y segmentacio´n de la imagen. La infor-
macio´n de profundidad provista por el sensor utilizado permi-
tio´ la creacio´n de siluetas limpias (sin ruidos de fondo) tolerante
a la presencia de objetos dina´micos en la escena. Aunque el uso
de emisores de infrarrojo (IR) presenta desventajas en ambien-
tes externos con alta luminosidad, los resultados obtenidos en
ambientes internos demuestran el potencial de dispositivos que
fusionan informacio´n de ca´maras de vı´deo con otros sensores.
Un estudio comparativo de diferentes enfoques basados en la
fusio´n de sensores fue realizado por Sappa y otros en (Geroni-
mo et al., 2010) orientado a sistemas de proteccio´n de peatones.
Es va´lido mencionar que el surgimiento de nuevos dispositi-
vos que combinan visio´n este´reo e informacio´n de profundidad
ayudara´n a reducir las limitaciones de iluminacio´n y distancia
de los sensores actuales. Asimismo, estos han demostrado ser
u´tiles en aplicaciones de visio´n por ordenador. En esta propues-
ta, momentos de Hu han sido empleados, tomando ventaja de
la favorable calidad de las siluetas obtenidas mediante el uso de
informacio´n adicional de profundidad, lo que permitio´ aprove-
char sus propiedades de invarianza y eﬁciencia computacional.
Sin embargo, existen diversos me´todos para la extraccio´n de ca-
racterı´sticas invariantes, por lo que el enfoque propuesto podrı´a
ser aplicado a secuencias de otro tipo de caracterı´sticas en el
tiempo.
El ana´lisis temporal basado en distancia de Mahalanobis
permitio´ la deteccio´n ra´pida del estado de parada/movimiento
(aprox. 0.2 s), posibilitando la obtencio´n de ventanas de creci-
miento dina´mico conteniendo so´lo informacio´n de movimiento.
Estas ventanas de movimiento son directamente procesadas pa-
ra la extraccio´n posterior de caracterı´sticas, mediante el compu-
to de Energı´a Relativa Wavelet. El me´todo de extraccio´n de
caracterı´sticas basado en transformada Wavelet Haar tuvo un
signiﬁcativo rendimiento computacional, considerando que el
tiempo de procesamiento para movimientos cortos (gestos, o
expresiones corporales de corta duracio´n) es de aproximada-
mente 2 ms (ordenador multi-core de 2GHz). Las Figuras 6 y 7
muestran una captura de pantalla de la aplicacio´n desarrollada
con los me´todos detallados, para la identiﬁcacio´n en-lı´nea de
movimientos de diferente duracio´n.
Figura 6: Captura de pantalla durante el reconocimiento de movimientos.
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Tiempo  de  detección  de  parada / movimiento (ms):  155
Tiempo  de  detección  de  parada / movimiento (ms):  157
Tiempo  de  detección  de  parada / movimiento (ms):  171











Figura 7: Captura de pantalla durante la realizacio´n de un gesto indicativo.
Como fue mencionado inicialmente, las caracterı´sticas ex-
traı´das de la silueta de una persona conforman sen˜ales uni-
dimensionales, donde una de ellas (Hu4) es analizada por el
me´todo de identiﬁcacio´n de parada/movimiento. Estas sen˜ales
pueden ser sustituidas por otras sen˜ales que describan el movi-
miento de la persona. De esta forma, el me´todo de extraccio´n
de caracterı´sticas no depende exclusivamente de los momentos
invariantes de la imagen, siendo posible la incorporacio´n de in-
formacio´n de movimiento obtenido de sensores inerciales, por
ejemplo. Otra de las ventajas del me´todo de extraccio´n de pa-
trones es que este no depende de la creacio´n de modelos de
transicio´n, como los citados en (Park and Trivedi, 2008), los
cuales limitan el nu´mero de movimientos a reconocer.






















Figura 8: Resultado de la clasiﬁcacio´n de los patrones en funcio´n de la cantidad
de repeticiones por movimiento.
La Figura 8 presenta la evolucio´n de los resultados de cla-
siﬁcacio´n de un total de 240 patrones (60 para cada movimien-
to). Se puede notar que para 5 y 10 repeticiones existe cierta
carencia de generalidad, lo que implica en tasas poco robustas
debido a la falta de informacio´n, especialmente con clasiﬁca-
dores basados en vectores de soporte. Dadas las circunstancias
mencionadas para el proceso de entrenamiento, fue limitado a
10 el nu´mero mı´nimo de repeticiones por movimiento. Cabe
mencionar que tanto el proceso de entrenamiento como el de
evaluacio´n se realizan en-lı´nea, siendo la segmentacio´n de mo-
vimiento uno de los principales factores de inclusio´n de ruido,
el cual se incrementa conforme aumenta la incorporacio´n de
patrones sin un proceso posterior de depuracio´n, como puede
apreciarse en la Figura 8. Los mejores resultados fueron obteni-
dos utilizando un clasiﬁcador Cuadra´tico Gaussiano y Funcio´n
de Base Radial.
El me´todo propuesto en este trabajo fue comparado con los
resultados obtenidos en Romero et al. (2012b), donde fue alcan-
zada una tasa de acierto para 3 movimientos de 96.3%, siendo
que en las mismas condiciones el me´todo actual obtuvo un re-
sultado superior. La Tabla 1 muestra la matriz de confusio´n del
me´todo actual aplicado a los movimientos realizados en el es-
tudio anterior (levantar un brazo, levantar dos brazos y gesto de
saludo).
Tabla 1: Matriz de confusio´n en clasiﬁcacio´n de los movimientos realizados en
Romero et al. (2012b)
Mov1 Mov2 Mov3 Prec.(%)
Mov1 60 1 0 98.40%
Mov2 0 59 0 100.00%
Mov3 0 0 60 100.00%
Prec.(%) 100.00% 98.00% 100.00% 99.40 %
Tabla 2: Matriz de confusio´n en clasiﬁcacio´n de 4 movimientos.
Mov1 Mov2 Mov3 Mov4 Prec. (%)
Mov1 59 0 2 0 96,7%
Mov2 1 37 0 0 97,4%
Mov3 0 0 48 0 100%
Mov4 0 3 0 50 94,3%
Prec. (%) 98,3% 92,5% 96,0% 100% 97,0 %
La Tabla 2 muestra la matriz de confusio´n de clasiﬁcacio´n
de 4 movimientos diferentes, considerando aproximadamente
50 patrones para cada movimiento (Figura 9), los cuales fueron
divididos para entrenamiento (50%), validacio´n (25%) y test
(25%). Cabe mencionar que el nu´mero de patrones de entre-
namiento requeridos varı´a en funcio´n del tipo de movimiento,
es decir, movimientos similares y de corta duracio´n requieren
un mayor entrenamiento; de igual manera, movimientos de ma-
yor duracio´n presentan mejores posibilidades de contener infor-
macio´n diferente entre ellos, mejorando la clasiﬁcacio´n. Como
resultado de experimentos en ambiente interno, 97,0% de los
movimientos fueron correctamente clasiﬁcados en experimen-
tos propios y 94,2% usando 10 movimientos tomados de la ba-
se de dados Muhavi-MAS (Singh et al., 2010). El me´todo pro-
puesto realiza reconocimiento en-lı´nea mediante la extraccio´n
de patrones tanto en etapas de entrenamiento como en predic-
cio´n. Este enfoque permite el aprendizaje de diferentes tipos de
movimientos (simples y compuestos) mediante repeticio´n.

































Figura 9: Patrones de cuatro movimientos, mapeados usando kernel t-student.
4. Conclusiones
En este trabajo se presento´ una metodologı´a para el recono-
cimiento en-lı´nea de acciones humanas. El enfoque propuesto
hace uso de mapas de profundidad, cuyo uso esta´ siendo cada
vez ma´s comu´n en aplicaciones de visio´n por ordenador, debi-
do al surgimiento de nuevos dispositivos que integran diferen-
tes sensores, con el objetivo de aportar informacio´n adicional
al proceso de captura. La evolucio´n de este tipo de tecnologı´as
reducirı´a las limitaciones de los actuales dispositivos y sensores
de captura, tanto para enfoques 2D como tambie´n 3D. Por otro
lado, fue propuesta una forma de aplicar momentos invariantes
de Hu como base para el seguimiento y ana´lisis de movimien-
tos humanos, donde fueron seleccionados 3 de los 5 momentos
invariantes que proveen informacio´n relevante con las siluetas
usadas en este trabajo, tomando ventaja de las propiedades de
invarianza y co´mputo ra´pido, las cuales posibilitan la extrac-
cio´n en tiempo real de caracterı´sticas por imagen. Para el ana´li-
sis unidimensional de las secuencias de momentos invariantes,
la distancia de Mahalanobis dio resultados muy satisfactorios,
debido a que permitio´ obtener informacio´n estadı´stica de por-
ciones pequen˜as de la sen˜al, aportando a la deteccio´n del estado
de parada/movimiento, que en este trabajo fue logrado usando
so´lo 4 frames, permitiendo la deteccio´n en-lı´nea de inicio y ﬁnal
de movimiento. Es importante resaltar que el me´todo propues-
to de ana´lisis temporal de ventanas con distancia Mahalanobis
podrı´a ser aplicado a sen˜ales provenientes de otros me´todos de
extraccio´n de caracterı´sticas.
Por ejemplo, si el me´todo es aplicado en identiﬁcacio´n de
movimientos de pacientes con de´ﬁcit motor durante ﬁsiotera-
pia, los tremores o posibles oscilaciones de la sen˜al producto
de la deﬁciencia motora pueden ser considerados por la matriz
de covarianza, permitiendo la deteccio´n de estados de parada
y movimiento, siendo un caso similar en el uso de dispositivos
inerciales como fuentes de informacio´n. Esto u´ltimo es parte de
los futuros trabajos que se esta´n actualmente desarrollando.
Las ventanas dina´micas que acogen las sen˜ales despue´s de
detectado el inicio de movimiento tienen la ventaja de soportar
movimientos complejos o actividades conjuntas especı´ﬁcas, sin
necesidad de deﬁnir manualmente modelos de transicio´n que li-
mitarı´an el nu´mero de movimientos a reconocer. Esto amplı´a el
alcance del ana´lisis automa´tico no so´lo a movimientos ba´sicos
como caminar, caer, saltar, etc., sino tambie´n al ana´lisis global
de ejercicios o actividades realizadas por la persona, posibili-
tando de esta forma la comparacio´n, medicio´n y caracterizacio´n
de un grupo de movimientos como una sola actividad.
Como fue mencionado en la seccio´n 2.4, es aplicada la trans-
formada Wavelet Haar para el co´mputo posterior de RWE. Las
Wavelets Haar son ra´pidas de calcular, especialmente cuando se
trata de sen˜ales de corta duracio´n. El tiempo de procesamiento
fue de aproximadamente 2 ms para gestos cortos, hacie´ndolo
muy adecuado para aplicaciones de reconocimiento de gestos.
Los patrones obtenidos de RWE fueron complementados con el
me´todo de SSC, conformando patrones 11-dimensionales pa-
ra ser clasiﬁcados con me´todos conocidos como RBF, SVM y
K-NN. La extraccio´n de patrones de movimiento se realiza en-




This paper presents a methodology for online human action
recognition on video sequences. It addresses an eﬃcient ap-
proach to use invariant moments as image descriptors, applied
in processing silhouettes obtained from depth maps. A quick
comparison between size-4 windows (equivalent to 4 frames) is
performed by computing the Mahalanobis distance, on one of
the invariant moment sequences identiﬁed as less sensitive to
noise and more stable during movement absence. This approach
is used for rapid detection of the idle/motion state, which allows
the capture of dynamic growth intervals (windows) for further
processing, rescuing from the signal contained their temporal
and frequential properties. By applying the Haar wavelet trans-
form, three decomposition levels are used for calculating Rela-
tive Wavelet Energy (RWE - Relative Wavelet Energy) and SSC
(Slope Sign Change), obtaining 11-dimensional patterns. In ex-
periments, 97% of 4 movements online-captured were recog-
nized correctly, and 10 movements taken from Muhavi-MAS
database were recognized with 94.2% eﬃciency.
Keywords:
Computer Vision, Depth Maps, Human Action Recogni-
tion, Relative Wavelet Energy, Mahalanobis Distance.
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