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A middle atmosphere temperature benchmark in the polar region is critical to monitoring 
the climate change. However, it is very challenging to establish such a benchmark because it is 
difficult to observe temperatures in the polar region and numerous factors affect the temperature 
variations. Ground-base lidars are capable of providing high-resolution and long-duration 
measurements of temperatures in the polar region, which is critical in advancing our 
understanding of the middle atmosphere thermal structures and dynamics. In this study, the lidar 
temperature morphology is formed at Rothera (67.5ºS, 68ºW) and South Pole using the lidar 
observations from 1999 to 2005. Teleconnection (inter-hemispheric coupling) is one of the new 
mechanisms causing, e.g., the temperature variations in the southern polar middle and upper 
atmosphere by regions not physically attached, e.g., the northern polar stratosphere. We study it 
by deriving the teleconnection patterns over the global latitudes and from the stratosphere to 
lower thermosphere using 8-year temperature observations of SABER and 54-year temperature 
and wind simulations of WACCM. A main new finding is that the teleconnection extends well 
into the lower thermosphere, the thermospheric anomalies are consistent with the corresponding 
changes of the winter-to-summer lower-thermospheric branch of the residual circulation, and the 
winter stratosphere perturbations influence the stratosphere, mesosphere and thermosphere 
globally. Cold pole bias is a long-standing problem in most general circulation and chemistry 
climate models, referring to the simulated southern winter stratosphere is significantly colder 
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than observations. Our lidar measurements are used to quantify such bias in WACCM. We then 
propose a new inertial gravity wave (IGW) parameterization to compensate the missing wave 
drag in WACCM, with which the simulated temperature is increased by 20 K and the simulated 
zonal wind jet is decreased by 10−30 m/s in the southern winter stratosphere. Also, the polar 
vortex breaks earlier and the wind reversal level during spring is lower, making the WACCM 
simulations closer to observations. Overall this thesis work helps advance our understanding of 
the polar region thermal structure and how dynamics affect the temperature variations. It lays the 
foundation to establish the temperature benchmark for studies of climate change. 
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Chapter 1  Introduction 
Temperature is a fundamental atmospheric parameter and is a critical factor to understand 
climate change [Roble, 1995]. Polar temperature is more sensitive to global climate change than 
equatorial areas which make polar temperature an excellent candidate for monitoring climate 
change [IPCC report, 2011]. Temperature dominates many atmosphere phenomena in Polar 
region, such as polar mesospheric and stratospheric clouds [Thomas, 1991; Solomon, 1999]. 
Temperature is also a critical factor in middle atmosphere chemical process such as ozone and 
metal species [Solomon, 1999; Plane, 2003]. Therefore temperature is one of the most important 
parameters to understand stratosphere and mesosphere.  
However, middle atmosphere study has suffered from the lack of high-quality 
temperature observational data because the middle atmosphere is too high for balloons and too 
low for most of the satellites. Polar orbit satellites such as SABER are able to provide 
temperature data, but they cannot provide continual coverage of polar region because of the yaw 
circle problems [Russell et al., 1999; Remsberg et al., 2004]. Lidar is able to provide year-round, 
continual high–resolution and range-resolved observations in the Polar Regions and that makes 
lidar one of the most powerful tools in acquiring polar atmospheric temperatures [Chu et al., 
2003; Chu et al., 2004; Chu and Papen, 2005]. An iron (Fe) Boltzmann temperature lidar [Chu et 
al., 2002; Gelbwachs, 1994] was operated at the South Pole from December 1999 to October 
2001 and at Rothera (67.5 S, 68 W) from December 2002 to March 2005 through collaboration 
between the British Antarctic Survey and the University of Illinois. In current study, these lidar 
observational data are used to form the temperature climatology in the southern polar region. 
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To understand temperature climatology and temperature variations in the polar region, a 
temperature benchmark is critical but it is not available in the current middle atmosphere 
community. The lidar observations in Antarctica are critical in the establishment of temperature 
benchmark in the southern polar region. However, even with lidar observations, it is still a very 
challenging task to establish temperature benchmark because temperatures are affected by many 
factors and the variations in the polar region are not fully understood yet, such as 
inter-hemispheric coupling.   
Inter-hemispheric coupling (broadly referred to as teleconnection) is one important 
mechanism that significantly affects the temperatures in the polar region. Inter-hemispheric 
coupling refers to the effect that the temperatures in the southern polar region can be affected by 
regions not physically attached, such as the northern hemisphere. Therefore, it is necessary to 
understand inter-hemispheric coupling first before a meaningful temperature benchmark can be 
established precisely. Inter-hemispheric coupling was discovered recently by Becker and Schmitz 
[2003]. Observations have shown that inter-hemispheric coupling can affect temperature and 
mesospheric cloud occurrence in the summer mesosphere and lower thermosphere, which makes 
it a deciding factor in the study of climate change and ozone at the polar region. It is believed 
that inter-hemispheric coupling is caused by a series of wave–mean flow interactions, triggered 
by the planetary wave activity in the winter troposphere and stratosphere. So inter-hemispheric 
coupling contains invaluable information about waves, circulations and their interactions, which 
are almost impossible to observe directly. The information discussed above is very important in 
the study of temperature climatology and temperature variations in the southern polar region.  
To study inter-hemispheric coupling, WACCM simulations and SABER observations are 
used. Through taking a unique approach of correlations, a zonal-mean global teleconnection 
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pattern with stable nearly “chess” patterns in the equatorial and northern polar region is 
discovered, and we also reveal that the inter-hemisphere coupling has inter- and intra-annual 
variations in the southern polar region. We derive the teleconnection patterns of temperature 
versus temperature and temperature versus residual circulation over the global latitudes and from 
the stratosphere to lower thermosphere using temperature data measured by the Sounding of the 
Atmosphere using Broadband Emission Radiometry (SABER) from 2002 to 2010, and using 54 
years of simulations of temperatures and winds by the Whole Atmosphere Community Climate 
Model (WACCM). We also analyze the possible mechanisms of teleconnection by investigating 
the correlations between the temperature and residual circulation. The correlation patterns show 
that teleconnection exists globally over the equatorial, mid- and high-latitudes, and temperature 
anomalies correspond well to the anomalies of the residual circulations through adiabatic 
heating/cooling. A main new finding of this study is that the teleconnection extends well into the 
lower thermosphere, the thermospheric anomalies are consistent with the corresponding changes 
of the winter-to-summer lower-thermospheric branch of the residual circulation, and the winter 
stratosphere perturbations influence the stratosphere, mesosphere and thermosphere globally. 
Using a reference point chosen in the northern winter stratosphere, we find that the 
teleconnection structures for time periods with and without Sudden Stratospheric Warmings 
(SSWs) display similar patterns in SABER, and teleconnection patterns in WACCM are nearly 
identical for days with major SSWs, minor SSWs and without SSWs. WACCM results show 
strong inter-annual and intra-annual altitude variations of the teleconnection patterns in the 
southern polar region but stable altitudes of correlation regions in the equatorial and northern 
latitudes. The altitude variations are likely responsible for the weak correlations poleward of 
60S when multi-year or multi-month data are used. 
4 
 
 
 
Moreover, high-quality lidar temperature measurements are essential for validating and 
calibrating modern global circulation models. Then the models in turn facilitate the study of 
temperature climatology and variations in the polar region, since experiments can be carried out 
in the model simulations with different chemistry and dynamics settings. Simulation results from 
the Whole Atmosphere Community Climate Model (WACCM) are compared with the lidar 
temperature morphology. The bias in WACCM simulation in the polar region can be identified.  
The cold pole bias in WACCM, which is a long lasting problem in many models, is quantified.  
The cold pole bias refers to the cold bias of polar stratosphere temperature at southern 
hemisphere simulated in most general circulation models (GCMs) and chemistry climate models 
(CCMs) during the winter and spring when compared to the observations. The cold pole bias is a 
long-standing problem in most models, implying the lack of wave forcing in the southern 
stratosphere. Lower temperatures lead to the formations of polar stratospheric clouds (PSC), 
which in turn increase ozone depletion. Through this, the colder temperatures lead to a false 
ozone depletion in these models, which is too strong and recovers too late during spring. 
Accompanying the cold pole bias, the jet in the stratosphere is too strong and the polar vortex 
breaks too late.  
 In current study we try to reduce the cold pole bias in WACCM through new gravity 
wave parameterization. Inertial gravity waves (IGWs) exist in the atmosphere globally; however, 
the parameterized gravity waves in WACCM are mesoscale waves without including any inertial 
gravity waves. Furthermore, inertial gravity waves usually break at lower altitudes than 
mesoscale waves according to Lindzen’s theory. Therefore, inertial gravity waves are a candidate 
of providing the missing wave drag and additional inertial gravity waves may be able to reduce 
the cold pole bias in WACCM. To test this hypothesis, additional inertial gravity waves are 
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launched while the original mesoscale gravity waves in WACCM are kept. Using the new gravity 
wave parameterization, the simulated wintertime temperature is ~20 K warmer in the southern 
polar stratosphere while the simulated wintertime zonal wind jet is about 10 to 30 m/s slower 
than the originals. Also, the polar vortex in the southern hemisphere breaks earlier and the wind 
reversal level during spring is lower. All these changes make the WACCM simulations closer to 
ERA-40, suggesting that additional inertial gravity waves are able to reduce the cold pole bias. 
In summary, this dissertation aims to study (1) the temperature morphology in the 
southern polar region observed by lidar, (2) the teleconnection patterns in SABER observations 
and WACCM simulations, (3) whether inertial gravity waves are able to reduce the cold pole bias 
in the southern polar region in WACCM simulations.  
(1) Lidar observations are important in the study of climate change in the southern polar 
region for its high resolution and ability in providing continuous observations covering both 
stratosphere and mesosphere. In current study, lidar observations will be used to form the 
morphology in the southern polar region and compared with SABER and WACCM for the 
purpose of mutual validation. Moreover, by comparing with lidar observations, the cold pole bias 
in WACCM in the southern polar region can be quantified. 
(2) Teleconnection has received considerable attention in the middle atmosphere 
community over the past few years. It can reveal critical information about the residual 
circulation and wave-flow interaction in the middle atmosphere. But it is challenging to study 
due to the lack of observations and insufficient latitude or altitude coverage of model simulations. 
In current study, we utilize WACCM simulations and SABER observations, which provide 
global scale coverage from less than 20 km to over 120 km, to form the global scale 
teleconnection patterns and study the inter- and intra-annual variations.  
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(3) Cold pole bias is a long lasting problem in many GCM and CCM models and it 
significantly affects the temperature and ozone simulation in the southern polar region. Thus it is 
critical to reduce this bias in simulations. In current study, we aim to provide a method to resolve 
this problem in WACCM simulation. We propose to use additional inertial gravity waves 
launched at both hemispheres above 30 degree in WACCM simulation to compensate the 
missing wave forcing, which is believed to be the cause of the cold pole bias. The inertial gravity 
waves exist physically in the atmosphere, making it a reasonable candidate to compensate the 
missing wave forcing. The effects of inertial gravity wave scheme will be tested in current study.  
This dissertation consists of five chapters. Following the introduction, Chapter 2 displays 
the temperature climatology in Antarctica observed by lidar and the comparison with SABER 
and WACCM. Chapter 3 summarizes the teleconnection results we derived from SABER and 
WACCM. Chapter 4 discusses the effects of inertial gravity wave scheme in reducing the cold 
pole bias in WACCM simulation. Chapter 5 concludes all the results in current dissertation.  
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Chapter 2  Antarctic Temperature Morphology in the Stratosphere and 
Mesosphere Observed by Lidar and Comparison to WACCM 
High-quality lidar measurements of atmospheric parameters and constituents are essential 
for validating and calibrating modern global circulation models. Lidar measurements of 
temperatures in the polar region provide a convenient means of testing model calculations. The 
satellites are able to provide observations at lower latitudes but it is difficult for them to provide 
high resolution observation in the polar region, which makes lidar observation in the southern 
polar region invaluable. WACCM simulations at the southern polar region are compared with 
temperature morphology formed by lidar to quantify the magnitude of cold pole bias. In 
teleconnection study, to form the teleconnection pattern, high resolution temperature 
observations at the polar region are essential which makes lidar temperature morphology a 
potential candidate in the future study of teleconnection. In current dissertation, the temperature 
morphology will be formed at Rothera and South Pole using Lidar observation. The Fe 
Boltzmann lidar that made the temperature measurements at these two Antarctic stations is 
currently deployed to McMurdo Station (77.83ºS, 166.67ºE) and will continue to provide 
observation data for several years. The morphology formed in this dissertation can be combined 
with the new observations in the future to produce a more complete temperature characterization 
in Antarctica.  
2.1 Introduction 
Atmospheric temperature is among the most important parameters in many polar science 
studies. Temperature dominates numerous geophysical phenomena, such as polar mesospheric 
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clouds (PMCs) and polar stratospheric clouds (PSCs) – both of which form only at extremely 
cold temperatures [Thomas, 1991; Solomon, 1999]. Temperature is a key variable in climate 
change studies [Roble, 1995], while important chemical processes involving MLT odd-oxygen 
and metal species are temperature dependent [Solomon, 1999; Plane, 2003]. Acquisition of 
range-resolved temperature from the stratosphere into the lower thermosphere is challenging. 
Although several satellite instruments are making progress, most lack absolute temperature 
calibration and many observations do not reach high latitudes. Thus, ground-truth temperature 
measurements at high southern latitudes are essential, not only for validating space-based 
measurements, but also as a key parameter in many polar science and climate studies. Year-round, 
range-resolved temperature measurements at multiple high-latitude sites are crucial for 
establishing the initial benchmark against which potential long-term climate changes can be 
compared many decades into the future. 
 WACCM simulations at the southern polar region are compared with temperature 
morphology formed by lidar to quantify the magnitude of cold pole bias. In teleconnection study, 
to form the teleconnection pattern, high resolution temperature observations at the polar region 
are essential which makes lidar temperature morphology a potential candidate in the future study 
teleconnection. In current dissertation, the temperature morphology will be formed at Rothera 
and South Pole using Lidar observation. This Fe Boltzmann lidar is currently deployed to 
McMurdo Station (77.83ºS, 166.67ºE) and will continue to provide observation data for several 
years. The morphology formed in this dissertation can be combined with the new observation in 
the future to produce a more complete temperature measurement at Antarctica. 
2.2 Description of Lidar Observations 
From November 1999 to October 2001, the University of Illinois Fe/Rayleigh lidar was 
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operated at Atmospheric Research Laboratory, which is located 488 meters north of the 
geographic South Pole [Pan and Gardner 2003]. From January 2003 to March 2005, the same 
Fe/Rayleigh lidar was operated at Rothera (67.5 S, 68.0 W), Antarctica through a collaboration 
between the British Antarctic Survey and the University of Illinois. The total observational time 
is listed in Table 2.1. Rayleigh signal is the molecular scattered lidar signal and it is proportional 
to atmosphere density. Relative density profile can be derived from Rayleigh signal. Then 
temperatures can be derived by integrating the relative density profile downward using the 
hydrostatic equation and a starting temperature at 65 km (seeding temperature). Temperature at 
65 km from MSIS-00 is used as the seeding temperature. Chu et al. [2002] provided a detailed 
description of instrument design for this lidar and its temperature measurement capabilities.  
 
 
 Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Total 
Rothera 
(Day) 
19 10 3 3 3 11 7 1 2 5 7 15 86 
Rothera 
(Hour) 
385 116 32 37 42 136 68 15 10 38 85 297 1261 
South 
Pole 
(Day) 
23 8 6 6 5 9 6 4 5 5 8 16 101 
South 
Pole 
(Hour) 
194 51 60 52 42 66 52 33 31 34 110 139 864 
Table 2.1: Lidar observation statistics at Rothera and South Pole. 
 
 
 
10 
 
 
 
 
Figure 2.1: Rothera station and South Pole station in Antarctica. 
 
 
 
2.3 Temperature Morphology Observed by lidar at Rothera and the South Pole 
Rayleigh lidar technique is used to calculate daily temperature profile from the returned 
photo counts [Chu et al., 2002; Hauchecorne and Chanin, 1980; Gardner, 1989; Whiteway and 
Carswell, 1994]. The daily temperature profile is used to form the temperature morphology at 
polar region using a lidar data processing method which has been used in various lidar 
observations such as Pan and Gardner [2003]. For each day in which the lidar is operated, a 
daily temperature profile can be calculated. These daily temperature profiles are combined 
together to form monthly mean temperature profiles from January to December. January at 
Rothera for instance, all the daily temperature profiles at Rothera in January 2003, January 2004, 
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and January 2005 are averaged to form the composite monthly mean temperature profile of 
January. The composite monthly mean temperature profiles of other months are formed using the 
same method for both Rothera and South Pole. To smooth the monthly mean temperature profiles, 
6-order polynomial fit was used to calculate a fitted monthly mean temperature profiles. Original 
temperature profiles minus fitted temperature profiles are the residuals which are affected by the 
noise of the observed return photon counts. To reduce the effects of noise on the temperature 
morphology, the residuals are smoothed using a Hamming window with a full width at half 
maximum (FWHM) of 7.5 km. The smoothed residuals are then added back to the fitted monthly 
mean temperature profiles to form the monthly mean temperature profiles of each month.  
The monthly mean temperature profiles from January to December at Rothera and South 
Pole are displayed in Figure 2.2 and Figure 2.3 respectively. The altitude range of the monthly 
mean temperature profiles are 25 km to 65 km and the resolution is 500 meters. Below 25 km, 
aerosol scattering contaminates Rayleigh signal, so the derived temperature is not trustable. 
Above 65 km, the signal to noise ratio is too small and the signal can be contaminated by the 
resonance fluorescence of Fe, the derived temperature is not trustable either. In Figure 2.2, 
monthly mean temperature profiles from lidar observations, SABER observations and MSIS 
simulations are displayed as blue line, green line and red line respectively. The error bars for the 
temperature from lidar observation are displayed as horizontal blue solid lines.  
SABER data are plotted here for the purpose of mutual validation. SABER has the yaw 
cycle problem and cannot cover every month. From 2003 to 2005, SABER does not have data at 
Rothera during February, June and October. For the other nine months, monthly mean 
temperature profiles from lidar and SABER corresponds to each other well except for March. 
Currently, we cannot explain this temperature discrepancy in March.  
12 
 
 
 
MSIS-00 temperature at 65 km is used as seeding temperature in the derivation of 
temperature profile using Rayleigh integration technique. MSIS temperature is chosen as seeding 
temperature for the following reasons. MSIS simulations have temperature data at both Rothera 
and South Pole at 65 km which many other models do not. According to Figure 2.2, even though 
MSIS have large bias comparing to SABER and lidar below 45 km from April to July, MSIS 
agrees well with SABER data above 55 km. Moreover, the errors introduced by seeding 
temperature will be attenuated within one scale height.  
The South Pole is very hard to observe for satellites and SABER cannot observe the 
South Pole at all. Thus the continual high-resolution lidar observation data is invaluable in the 
study of South Pole. Monthly mean temperature profiles of lidar data at South Pole are displayed 
in Figure 2.3 as purple lines. Monthly mean temperature profiles of Rothera are displayed in 
Figure 2.3 as blue line for comparison. Comparing with Rothera, temperature at South Pole 
above 45 km is colder than Rothera in most of the months. This can be explained by radiative 
cooling at the South Pole since the South Pole has less sunlight than Rothera. The temperature 
difference between South Pole and Rothera decrease during winter. For some altitudes, 
temperature at South Pole is even higher than Rothera during winter, one possible reason is that 
downwelling introduced by meridional circulation at the South Pole is stronger than at Rothera, 
and the adiabatic heating will compensate the radiative cooling more at the South Pole. 
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Figure 2.2: Monthly average temperature Climatology at Rothera from lidar (Solid blue), SABER 
(Solid green) and MSIS (Solid red) 
 
 
 
 
Figure 2.3: Monthly average temperature climatology at South Pole (Solid pink) and Rothera 
(Solid blue) 
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To form the temperature morphology at Rothera and the South Pole, monthly mean 
temperature profiles are combined to form annual temperature contour. To study the seasonal 
variations of temperature at polar region, at each altitude the temperature time series will be 
decomposed into 12-, 6-, 4-, 3-, and 2.4-month sinusoidal oscillations. These frequency 
components were identified to be dominant by analyzing the power spectral density (PSD) [Pan 
and Gardner, 2003]. The data processing procedure are described below. First the 12-month 
oscillation is derived using harmonic fit at each altitude and subtracted from the observations. 
Then 6-month oscillation was derived using harmonic fit at each altitude from the residuals of 
previous step (observations – 12-month oscillation) and subtracted from the residuals. Using the 
same method, 4-month oscillation, 3-month oscillation and 2.4-month oscillations are derived 
and subtracted one by one. After the calculation, the annual temperature contour is separated into 
12-month oscillation, 6-month oscillation, 4-month oscillation, 3-month oscillation, 2.4-month 
oscillations along with the residuals. The residual is the leftover when all other oscillations have 
been subtracted from the original temperature observation signal. The amplitudes and phases of 
each oscillation are displayed in Figure 2.4. At each altitude, the residuals were smoothed using a 
Hamming window with a full width at half maximum (FWHM) of 6 weeks. The smoothed 
residuals and the oscillations are added together to form the temperature morphology contour of 
Rothera and South Pole. The temperature morphology contours of Rothera and South Pole are 
shown in Figure 2.5a and Figure 2.5b respectively.  
According to Figure 2.4, the annual oscillation has the largest amplitude among all 
oscillations. Amplitude of the annual oscillation is largest at 25 km and decrease as the altitude 
increase. The speed of decrease is about 0.75 K per km. Semi-annual oscillation is the next 
largest oscillation, and the maximum amplitude located at about 37 km. But the maximum 
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amplitude of semi-annual oscillation is about 10 K, much smaller than the maximum amplitude 
of annual oscillation which is 30 K. The amplitude of semi-annual oscillation has another local 
maximum at about 25 km.  Amplitudes of 4-month, 3-month and 2.4-month oscillations are 
around 2 to 3 K, very small comparing to the amplitudes of annual and semi-annual oscillations. 
But for these oscillations, the maximum amplitudes located at about 25 km, similar to the local 
maximum altitude of semi-annual oscillation. The maximum amplitude for 3-month and 
2.4-month oscillations at 25 km are about 7 K while the maximum for 4-month oscillation is 
about 12 K.   
 
 
Figure 2.4: Harmonic fit of temperature climatology at Rothera. On the left is amplitude of various 
oscillations marked on the figure. On the right is the phase of various oscillations marked on the 
figure. 
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2.4 Comparison of Lidar Observations with SABER Observations and WACCM 
Simulations 
 
Figure 2.5: Temperature climatology at Rothera and South Pole from WACCM outputs and lidar 
observations. Stratopause are marked as solid black lines in each figure. 
 
 
 
Figure 2.5a and Figure 2.5b illustrate the temperature morphology observed by lidar at 
Rothera and South Pole, while annual temperature contours from WACCM simulation are 
plotted Figure 2.5c and Figure 2.5d for comparison. The thick black lines in each subplot of 
Figure 2.5 denote the stratopause.  
Comparing the lidar observations at Rothera and South Pole, the winter temperature 
below 45 km at the South Pole is colder than Rothera and the stratopause at South Pole is higher 
than Rothera. This can be verified by temperature morphology of WACCM simulation. The 
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temperature morphology from lidar observation and WACCM simulation has similar pattern and 
temperature magnitude though the pattern of WACCM simulation has less fluctuation than lidar 
observation. This is reasonable since the observations can be affected by various kinds of waves 
and noise while the WACCM simulation is calculated in a more idealized situation.  
The temperature morphology shows asymmetry between the spring and fall. During fall 
the altitude range with lidar observation temperature below 250 K extends to about 48 km at both 
Rothera and South Pole while during spring this range can only reach about 38 km. WACCM 
simulations show similar patterns to lidar observations but the range below 250 K can extends to 
about 43 km during spring, 5 km higher than lidar observations. Moreover, the WACCM 
simulated temperature between 45 and 65 km from May to September are higher than lidar 
observed temperature while the WACCM simulated temperature below 45 km during winter are 
lower than lidar observed temperature. 
To better display the difference between temperature morphology at Rothera and South 
Pole and the difference between lidar observation and WACCM simulation, the difference 
between lidar observation and WACCM simulation at Rothera, the difference between lidar 
observation and WACCM simulation at South Pole, the difference between lidar observation at 
Rothera and lidar observation at South Pole, the difference between WACCM simulation at 
Rothera and WACCM simulation at South Pole are displayed at Figure 2.6a, Figure 2.6b, Figure 
2.6c and Figure 2.6d respectively.  
According to Figure 2.6a−b, the temperatures from lidar observations are warmer than 
WACCM simulations below 45 km and colder than WACCM simulations above 45 km during 
the winter months. At Rothera, the lidar observed temperatures are about 20 K warmer than 
WACCM simulations below 45 km during winter and 10 K colder than WACCM simulations 
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above 45 km. This temperature difference at the South Pole becomes larger, as lidar observation 
is 30 K warmer below 45 km and 30 K colder above 45 km than WACCM simulations during the 
winter. This can be partially explained by the ‘cold pole’ problem of WACCM, which causes the 
simulated temperatures in the southern polar region to be significant colder than observations 
during winter. The ‘cold pole’ problem affects higher latitudes more and so the effects of ‘cold 
pole’ at South Pole should be larger than Rothera. This ‘cold pole’ problem is a long lasting 
problem in many models and will be discussed in more details in Chapter 4 of this thesis. During 
fall and spring, the temperature differences between lidar observation and WACCM simulation 
are much smaller than winter, and the negative and positive difference areas are small and mixed 
together. The shapes of the temperature contours from lidar observation and WACCM simulation 
are similar but not exactly the same, when the difference is calculated, this can cause the 
scattered pattern of positive and negative difference we observed during fall and spring. 
Therefore, the difference during fall and spring does not necessarily represent that the 
magnitudes of temperature from lidar observation and WACCM simulation are different.  
Comparing the temperature difference at Rothera and South Pole which is displayed in 
Figure 2.6c—d , the temperature difference is very clear for WACCM simulation, possibly 
caused by relative stable pattern of the temperature contour. During winter, the temperature at 
South Pole is colder than Rothera below 50 km by less than 10 K and warmer than Rothera 
above 50 km by 10 to 20 K. In Figure 2.6c, this temperature difference is not clear and the 
pattern of temperature difference is scattered and interwound and cannot be used to reach a 
conclusion. 
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Figure 2.6: The upper two figures are temperature difference between lidar and WACCM at 
Rothera (upper left) and South Pole (upper right). The bottom two figures are temperature 
difference between South Pole and Rothera from lidar (bottom left) and WACCM (bottom right). 
 
 
 
According to Figure 2.5, the stratopause at South Pole and Rothera is elevated during 
winter comparing to summer. To better study the stratopause elevation, the altitude of stratopause 
from lidar observation and WACCM simulation at Rothera and South Pole are compared and the 
results are displayed in Figure 2.7. Figure 2.7a and Figure 2.7b compare the stratopause altitude 
between Rothera and South Pole. Figure 2.7c and Figure 2.7d compare the stratopause altitude 
between lidar observation and WACCM simulation.  
During winter, the stratopause at South Pole is elevated from 47 km to 57 km according 
to lidar observed results shown in Figure 2.7a. The elevation of stratopause at South Pole begins 
in March and reaches a maximum around June, then returns to about 45 km in September. At 
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Rothera, the lidar observed stratopause is elevated from 50 km to 53 km. The magnitude of lidar 
observed stratopause elevation at Rothera and South Pole are 3 km and 10 km respectively. 
Through the comparison between lidar observed stratopause and WACCM simulated stratopause 
at Rothera (Figure 2.7c) and South Pole (Figure 2.7d), WACCM simulated stratopause is always 
several km higher than lidar during winter. The magnitude of WACCM simulated stratopause 
elevations at Rothera and South Pole are about 6 km and 12 km, respectively, 2—3 km larger 
than lidar observed stratopause elevations. Moreover, the lidar observed stratopause elevation 
begins in March and ends in September, while the WACCM simulated stratopause elevation 
begins in March and ends in November, 2 months later than lidar observation. This later 
transition is possibly due to the cold pole bias in WACCM that causes the polar vortex break too 
late in the spring. 
In both lidar observation and WACCM simulation, stratopause elevation in winter is 
observed and the magnitudes of stratopause elevations are similar, this verifies the existence of 
stratopause elevation at southern polar region during winter. However the WACCM simulated 
temperature morphology and lidar observed temperature morphology has discrepancies and the 
elevated stratopause returns to the original altitude 2 months later in WACCM comparing with 
lidar. These discrepancies can partially be explained by the ‘cold pole’ problem of WACCM in 
southern polar region which causes the too cold simulated temperature in stratosphere due to the 
too strong simulated residual circulation , and causes the polar vortex break too late in the spring.  
While the stratopause altitude is elevated during winter, stratopause temperature will 
change too. Stratopause temperature from lidar observation and WACCM simulation at Rothera 
and South Pole are compared and the results are displayed in Figure 2.8. Figure 2.8a and Figure 
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2.8b compare the stratopause altitude between Rothera and South Pole. Figure 2.8c and Figure 
2.8d compare the stratopause altitude between Lidar observation and WACCM simulation. 
During winter, for both lidar observations and WACCM simulations, the stratopause 
temperature decreases during winter when the stratopause is elevated. The magnitude of 
decreasing is about 25 K for both lidar observations and WACCM simulations. For lidar 
observation, the temperature at Rothera and South Pole decrease during the winter months when 
the stratopause is elevated. However, in WACCM simulation, the temperature at both Rothera 
and South Pole decrease from March to June while the stratopause is elevated from March to 
November, this inconsistency cannot be explained in current study.  
 
 
 
 
Figure 2.7: Stratopause altitudes at Rothera and South Pole from WACCM simulation or lidar 
observation. Stratopause altitude from lidar observation at Rothera (blue) and South Pole (red) are 
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displayed in (a). Stratopause altitude from WACCM simulation at Rothera (blue) and South Pole 
are displayed in (b). Stratopause altitude at Rothera from lidar observation (blue) and WACCM 
simulation (black) are displayed in (c). Stratopause altitude at South Pole from lidar observation 
(red) and WACCM simulation (black) are displayed in (d). 
 
 
 
Figure 2.8: Stratopause temperature at Rothera and South Pole from WACCM outputs and lidar 
observations. Stratopause temperature from lidar observation at Rothera (blue) and South Pole 
(red) are displayed in (a). Stratopause temperature from WACCM simulation at Rothera (blue) and 
South Pole are displayed in (b). Stratopause temperature at Rothera from lidar observation (blue) 
and WACCM simulation (black) are displayed in (c). Stratopause temperature at South Pole from 
lidar observation (red) and WACCM simulation (black) are displayed in (d). 
 
 
 
Lidar observations are only available at Rothera and South Pole, so stratopause elevation 
can only be identified at two locations in the southern polar region. To better study the 
stratopause elevation, stratopause elevations at more locations are necessary. Model simulations 
have the advantage of global scale coverage; therefore model simulations will be used to identify 
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the global scale stratopause elevations. WACCM simulations and ECMWF simulations will be 
used to identify the stratopause globally and the stratopause altitude contours are displayed in 
Figure 2.9 and Figure 2.10 respectively.  
In WACCM, the elevated stratopause exists in both northern and southern polar region 
during their winter and can reach as low as 50 degree in latitude. At southern polar region, the 
stratopause is elevated for latitudes higher than 60°S. The magnitude of elevation at higher 
latitudes is larger, which corresponds to lidar observations. The largest stratopause elevation 
occurs at the South Pole, while Rothera (67.5 S) is located at the edge of stratopause elevation 
region so showing relative smaller stratopause elevation. In middle-low latitudes, no stratopause 
elevation is found in WACCM simulation. The stronger stratopause elevation may be explained 
by the dynamics. Since during winter time, there is no radiation heating and adiabatic 
heating/cooling from residual circulation dominates. Residual circulation, which is downwelling 
during winter at upper stratosphere, is strongest at South Pole. Thus, the South Pole has the 
largest adiabatic heating and this leads to the largest stratopause elevations [Hitchman et al., 
1989].  
In ECMWF, the stratopause elevations are difference from WACCM simulation and lidar 
observations. So we conclude that maybe there is some problem with the temperature 
climatology of ECMWF at polar region. In ECMWF, Rayleigh friction is added above 45 km, 
the waves be damped and make the amplitude of waves unreality. The vertical resolution of 
ECMWF is not good above 50 km, the vertical resolution is 7 – 10 km above 50 km. The upper 
boundary of ECMWF is 80 km, the same altitude range of meridional circulation. So the 
meridional circulation in mesosphere may not be completely included in ECMWF. These are 
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some potential explanations for the unreality stratopause in ECMWF simulation, especially in 
the southern polar region.  
 
Figure 2.9: Global scale stratopause altitude seasonal variations contour from WACCM. The color 
represents the altitude of stratopause. The unit of color bar is km. 
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Figure 2.10: Global scale stratopause altitude seasonal variations contour from ECMWF. The 
color represents the altitude of stratopause. The unit of color bar is km. 
 
 
 
2.5 Correlation Study of the Stratopause and Mesopause  
From lidar observation, we observed that the stratopause altitude and stratopause 
temperature are anti-correlated which is displayed in Figure 2.11. The stratopause altitude at 
Rothera (blue) and South Pole (red) are displayed in the upper panel of Figure 2.11. The 
stratopause temperature at Rothera (blue) and South Pole (red) are displayed in the lower panel 
of Figure 2.11. Since stratopause altitude and stratopause temperature has this interesting 
anti-correlation, we speculate that mesopause altitude and mesopause temperature may have 
similar correlation.  
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Figure 2.11: Stratopause altitude and temperature from lidar observations at Rothera 
 
 
 
To further study the correlation of stratopause altitude, stratopause temperature, 
mesopause altitude and mesopause temperature, SABER observation are used because SABER 
has the advantage of global coverage and altitude coverage which can be used to identify both 
stratopause and mesopause globally. The latitude resolution we used is 4 degree. For every 4 
degree in latitude and every month from 2002 to 2008, a zonal mean monthly mean temperature 
profiles from 15 km to about 100 km is calculated from SABER observation and this profile will 
be used to identify the stratopause and mesopause. From 2002 to 2008, there are totally 84 
months. For each month, stratopause altitude, stratopause temperature, mesopause altitude and 
mesopause temperature are identified for all latitudes from 80 S to 80 N. The correlation between 
84 months stratopause temperature and 84 months mesopause temperature are calculated for all 
latitudes from 80 S to 80 N and the results are displayed in Figure 2.12a. The correlation between 
mesopause altitude and stratopause altitude, mesopause temperature and stratopause altitude, 
mesopause altitude and stratopause temperature, mesopause altitude and mesopause temperature, 
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stratopause altitude and stratopause temperature are calculated using similar method and the 
results are displayed in Figure 2.12b—f respectively.  
According to Figure 2.12a, the mesopause temperature and stratopause temperature have 
large negative correlations of about -0.9 at high latitudes (above 50 S or above 50 N). At 
equatorial region, the correlation is relative small, around 0 for most of the time and the 
maximum correlation is smaller than 0.5. The correlation plots between the mesopause altitude 
and stratopause temperature (Figure 2.12d) and between the mesopause altitude and mesopause 
temperature (Figure 2.12e) show similar patterns to Figure 2.12a, large absolute value of 
correlation at high latitude and small correlation at equatorial region. The correlation between the 
mesopause altitude and stratopause altitude (Figure 2.12b), between the mesopause temperature 
and stratopause altitude (Figure 2.12c), and between the stratopause altitude and stratopause 
temperature (Figure 2.12f) are small. The correlation in these three cases are smaller than 0.5 for 
all the latitudes and fluctuate around 0. These results show that the mesopause temperature, 
mesopause altitude and stratopause temperature are correlated with each other at high latitude 
while stratopause altitude is not correlated with any of them.  
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Figure 2.12: Correlation of Mesopause and Stratopause. 
 
 
 
The seasonal variations contain annual oscillation (AO), semi-annual oscillation (SAO), 
quasi-biennial oscillation (QBO) and 4 month oscillation according to analysis of lidar data. 
Each oscillation may have different contributions to the total correlation. To analysis the 
correlation of each component, the lidar data processing described in section 3.3.1 will be used 
here to separate the 84 months time series of stratopause altitude, stratopause temperature, 
mesopause altitude and mesopause temperature at each latitude into AO, SAO, QBO, 4 month 
oscillation and residual. In Figure 2.13 a, the correlations between the AO of mesopause altitude 
and the AO of mesopause temperature at all latitudes are displayed. The correlation of the SAO, 
4 month oscillation, QBO, residual are displayed in Figure 2.13 b—e respectively. The 
correlation of each component between stratopause temperature and mesopause temperature is 
displayed in Figure 2.14. The correlation of each component between stratopause temperature 
and stratopause altitude is displayed in Figure 2.15. 
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The annual oscillation and semi-annual oscillation dominate the total correlation. The 
annual oscillation is subtracted from 84 months time series of mesopause altitude and mesopause 
temperature and the correlation calculated using the remaining signal is displayed in Figure 2.13f. 
The correlation is still significant and this shows the remaining signal still have significant 
contributions to the total correlation. The annual oscillation and semi-annual are both subtracted 
from 84 months time series of mesopause altitude and mesopause temperature and the 
correlation calculated using the remaining signal is displayed in Figure 2.13g. The calculated 
correlations fluctuate around 0 and this show that the contributions from the remaining signal are 
not significant and the AO and SAO are main contributors to the total correlation. In Figure 2.15, 
between stratopause altitude and stratopause temperature, the correlation of AO and SAO show 
opposite correlation at most of the latitudes, these correlation cancel each other and this may be 
the reason the overall correlation between stratopause temperature and stratopause altitude are 
small. AO and SAO have opposite correlation may also explain why the correlation between 
stratopause altitude and mesopause altitude and between stratopoause altitude and mesopause 
temperature are small.  
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Figure 2.13: Correlation of Oscillations between Mesopause Altitude and Mesopause Temperature 
 
Figure 2.14: Correlation of Oscillations between Stratopause Temperature and Mesopause 
Temperature 
 
 
Figure 2.15: Correlation of Oscillations between Stratopause Temperature and Stratopause 
altitude 
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2.6 Conclusions 
The temperature morphology at Rothera and South Pole is formed using lidar 
observations. Annual oscillation, semi-annual, 4-month, 3-month and 2.4-month oscillations are 
decomposed and analysed respectively. Temperature morphology at Rothera from lidar 
observation and SABER observation are compared and they show very good consistency. 
SABER does not have data at South Pole so the comparison is only at Rothera.  
Through the comparison of lidar observation between winter and summer at both Rothera 
and South Pole, we observed that the stratopause is elevated during winter. The magnitude of 
elevation is about 10 K at South Pole and 4 K at Rothera. WACCM simulation is used to verify 
the existence of elevated stratopause and the magnitudes of stratopause elevation from WACCM 
simulation are similar to lidar observations. Even though WACCM suffers from cold pole bias 
during winter, the temperature morphology from WACCM simulation is consistent with lidar 
observations.  
The stratopause temperature and stratopause altitude identified using lidar observation 
show significant anti-correlation and this inspires us to further study the relationship between the 
stratopause altitude and stratopause temperature, together with the mesopause altitude and 
mesopause temperature. SABER data is used in this study because SABER has global coverage 
from 80 S to 80 N and enough altitude coverage for the definition of both stratopause and 
mesopause. According to the stratopause and mesopause identified using SABER observation, 
the stratopause temperature, mesopause temperature and mesopause altitude have significant 
correlation with each other at high latitude (higher than 50 S or higher than 50 N), the 
correlations at equatorial region are small and fluctuate around 0. But the stratopause altitude 
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does not show large correlation with the stratopause temperature, mesopause temperature and 
mesopause altitude; all the correlations are smaller than 0.5 and most of them fluctuate around 0.  
The study in this thesis provides essential ground-truth temperature measurements at high 
southern latitudes, which is not only critical for validating space-based measurements but also a 
key parameter in many polar science and climate studies. The temperature variations in the polar 
region need to be understood to establish a stable temperature benchmark. Temperatures have 
inter-, intra- annual variations and long term trends. Temperatures in the polar region are also 
affected by many factors such as teleconnections and gravity wave breakings. Currently the lidar 
observations are not enough to reveal all the temperature variations. For both Rothera and the 
South Pole, the lidar observations are only available for about 2 to 3 years, these data are not 
enough to clearly show inter-annual variations. At least one solar cycle lidar observations are 
needed in the future to provide more invaluable temperature measurements in establishing the 
temperature benchmark. The year-round, range-resolved temperature morphology such as the 
one formed in this thesis are crucial for establishing the initial benchmark against which potential 
long-term climate changes can be compared many decades into the future.  
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Chapter 3  Zonal-Mean Global Teleconnection from 15 to 110 km Derived 
from SABER and WACCM 
In establishing the initial temperature benchmark in the polar middle atmosphere against 
which potential long-term climate changes can be compared many decades into the future, a 
major challenge is to understand the temperature variations on various scales and the 
mechanisms responsible for these variations. In this chapter we study teleconnection, an 
important mechanism in the polar region that causes significant temperature variations, through 
deriving the correlation patterns globally. Teleconnection refers to the effect that the 
temperatures in the southern polar middle and upper atmosphere can be influenced by regions 
not physically attached, such as the northern polar stratosphere. We derive the correlation 
patterns of temperature versus temperature and temperature versus residual circulation over the 
global latitudes and from the stratosphere to lower thermosphere (broadly referred to as 
teleconnection) using temperature data measured by the Sounding of the Atmosphere using 
Broadband Emission Radiometry (SABER) from 2002 to 2010, and using 54 years of 
simulations of temperatures and winds by the Whole Atmosphere Community Climate Model 
(WACCM). We also analyze the possible mechanisms of teleconnection by investigating the 
correlations between the temperature and residual circulation. The correlation patterns show that 
teleconnection exists globally over the equatorial, mid- and high-latitudes, and temperature 
anomalies correspond well to the anomalies of the residual circulations through adiabatic 
heating/cooling. A main new finding of this study is that the teleconnection extends well into the 
lower thermosphere, the thermospheric anomalies are consistent with the corresponding changes 
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of the winter-to-summer lower-thermospheric branch of the residual circulation, and the winter 
stratosphere perturbations influence the thermosphere globally. Using a reference point chosen in 
the northern winter stratosphere, we find that the teleconnection structures for time periods with 
and without Sudden Stratospheric Warmings (SSWs) display similar patterns in SABER, and 
teleconnection patterns in WACCM are nearly identical for days with major SSWs, minor SSWs 
and without SSWs. WACCM results show strong inter-annual and intra-annual altitude variations 
of the teleconnection patterns in the southern polar region but stable altitudes of correlation 
regions in the equatorial and northern latitudes. The altitude variations are likely responsible for 
the weak correlations poleward of 60S when multi-year or multi-month data are used. 
3.1 Introduction 
Coupling of the atmosphere over altitudes and latitudes is important to understand the 
impacts of the lower atmosphere on the middle and upper atmosphere. Inter-hemispheric 
coupling between the northern winter polar stratosphere and southern summer polar mesosphere 
was first noted by Becker and Schmitz [2003]. In their paper, a general circulation model was 
used to study how the winter mesosphere responds to a planetary wave anomaly in the winter 
troposphere and lower stratosphere. Heating in the summer mesosphere and lower thermosphere 
(MLT) at all latitudes south of 60N and cooling in the winter mesosphere north of 30N are 
produced along with warming of the winter stratosphere during periods when planetary wave 
activity is increased. Adiabatic heating and direct heating caused by breaking of internal gravity 
waves are believed to contribute to the temperature change in the mesosphere. It is found from 
this modeling study that below 0.01 hPa adiabatic heating dominates, while at higher altitudes 
and between 30N and 60N, the direct gravity wave heating overcompensates for the changes in 
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dynamic heating [Becker and Schmitz，2003]. However, the mechanism of inter-hemispheric 
coupling was not clearly identified in this paper. Becker et al. [2004] and Becker and Fritts [2006] 
used a general circulation model to reproduce the temperature and wind anomalies observed by 
rocket measurements in the northern summer mesosphere at Andoya in 2002. They provide 
model and experimental evidence showing that those anomalies are linked to enhanced planetary 
Rossby-wave activity in the austral winter troposphere during June–August through 
inter-hemispheric coupling. Karlsson et al. [2009a] used a comprehensive middle atmosphere 
model, the Canadian Middle Atmosphere Model (CMAM), to reproduce inter-hemispheric 
coupling and to identify possible mechanisms. They argue that the mechanism behind 
inter-hemispheric coupling is a series of wave-mean flow interactions, triggered by the planetary 
wave activity in the winter troposphere and stratosphere. The anomaly of planetary-wave forcing 
in the winter stratosphere produces an anomaly of zonal wind and induces a gravity wave drag 
(GWD) anomaly in the winter mesosphere through the change of filtering conditions. This GWD 
anomaly will in turn lead to an anomaly of the mesospheric pole-to-pole circulation. The 
anomaly of this circulation causes a heating or cooling anomaly in the equatorial mesosphere and 
this heating or cooling anomaly produces a thermal unbalance in the summer hemisphere. To 
reach balance again, the zonal wind in the summer polar region will be modified such that the 
filtering of mesospheric gravity waves is changed, which will affect the temperature in the 
summer mesosphere. Körnich and Becker [2010] confirmed the mechanism of inter-hemispheric 
coupling using a zonally symmetric model that excluded any additional effects due to resolved 
waves and non-zonally propagating gravity waves. They have pointed out that gravity waves in 
the summer hemisphere at latitudes higher than 30 deg are essential for inter-hemispheric 
coupling while gravity waves around the equator are not. 
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Karlsson et al. [2007], Karlsson et al. [2009b], Xu et al. [2009], Gumbel and Karlsson 
[2011] and Espy et al. [2011] provide observational evidence of inter-hemispheric coupling. 
Karlsson et al. [2007] found anti-correlations between the effective optical radius of polar 
mesospheric clouds (PMCs) in the summer hemisphere and temperature given by the European 
Centre for Medium‐Range Weather Forecasts (ECMWF) in the winter stratosphere. The PMC 
effective radius and ECMWF temperature they used were monthly averages in July or January 
from 2002 to 2007. Karlsson et al. [2009b] used daily PMC frequencies from the Aeronomy of 
Ice in the Mesosphere (AIM) satellite during the Southern Hemisphere (SH) 2007-2008 summer, 
daily zonal-mean temperature profiles from the Microwave Limb Sounder (MLS), and zonal 
mean winds from the Goddard Earth Observing System (GEOS-5) in the Northern Hemisphere 
(NH) to study inter-hemispheric coupling. They found positive/negative correlations between SH 
PMC frequency and NH stratospheric zonal wind/temperature. The results indicate that 
intra-seasonal PMC variability is, in large measure, caused by inter-hemispheric coupling 
[Karlsson et al., 2009b]. Xu et al. [2009] formed the correlation patterns of 4 independent years 
using MLS temperature data, where the correlations are taken between the southern summer 
mesosphere temperature at 0.002 hPa from 80 to 85S and the temperatures elsewhere. This is 
similar to the methods used by Karlsson et al. [2009a], although the extent of the MLS datasets 
was still insufficient to fully reveal inter-annual variations of teleconnection patterns. Utilizing 9 
years of Odin satellite observations of PMC occurrence frequency to represent the state of the 
summer mesosphere and ECMWF temperature and wind to represent stratosphere conditions, 
Gumbel and Karlsson [2011] showed the seasonal behavior of the summer mesosphere being 
affected by both intra- and inter-hemispheric coupling processes. Espy et al. [2011] confirmed 
the inter-hemispheric coupling between the polar summer mesosphere and planetary-wave 
37 
 
 
 
activity in the extra-tropical winter stratosphere using a 10-year time series of summer 
mesospheric temperatures near 60N derived from OH nightglow. Their time-lagged correlation 
between the OH temperatures and the ECMWF winter stratospheric temperatures displayed a 
strong Quasi-Biennial Oscillation (QBO). 
In the chapter 3 of this dissertation, we further study the correlation patterns over 
latitudes and from the stratosphere to the lower thermosphere (herein referred to as 
teleconnection) using SABER temperature data and WACCM simulations of temperatures and 
winds. We also analyze the possible mechanisms of teleconnection by investigating the 
correlations between the residual circulation and temperature. A new finding of this study is that 
the teleconnection extends well into the lower thermosphere, and the thermospheric anomalies 
are consistent with the corresponding changes of the winter-to-summer lower-thermospheric 
branch of the residual circulation. We examine the teleconnection for periods with and without 
SSWs using a reference point chosen in the northern winter stratosphere (instead of southern 
summer mesosphere in previous studies) in order to be consistent with the definition of a SSW. 
Furthermore, the 54 years of WACCM simulation results are used to calculate annual and 
monthly correlation patterns and analyze the inter-annual and intra-annual variations of each 
response region.  
3.2 Data and Simulations 
The SABER instrument, aboard the Thermosphere, Ionosphere, Mesosphere, Energetics, 
and Dynamics (TIMED) satellite, measures infrared radiance coming from the Earth’s limb in 
the 4.3 m and 15 m CO2 bands to retrieve temperatures over the 15 – 110 km altitude range 
with 2 km vertical resolution. The orbital plane of the TIMED satellite precesses slowly because 
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of its 74 deg orbital inclination. It takes 60 days for SABER to cover all local times [Russell et 
al., 1999; Remsberg et al., 2004]. The data are sampled at different longitudes due to the rotation 
of the Earth relative to the orbital plane and at different latitudes due to the motion of the satellite 
along the orbit. SABER began its observations in January 2002. We use temperature data from 
2002 to 2010 (version 1.07), and calculate zonal mean temperature for each day. For our purpose 
of examining the teleconnection with and without SSW, four northern winter months (November 
through February) are desired for this study. However, because of the TIMED 60-day yaw cycle, 
SABER only covers the high northern latitudes in winter from mid January to mid March. 
Consequently, the data used in this study include the ~60-day period from mid January to mid 
March for each year.  
The NCAR WACCM model extends from the ground to 140 km [Garcia et al., 2007]. In 
this study, we use daily-mean temperature and wind profiles at each longitude and latitude 
calculated using a free running simulation of WACCM 3.5 for the period of 1953 to 2006. In 
WACCM 3.5, there are 66 pressure levels from 1000 hPa to 110-5 hPa and the model altitude 
intervals change with altitude. The intervals are ~1 and 3 km at 20 and 100 km, respectively. 
WACCM 3.5 employs a new scheme of gravity wave parameterization as described in Richter et 
al. [2008, 2010]. According to Richter et al. [2010], WACCM3.5 does not produce a QBO 
internally. QBO is imposed by nudging the tropical wind to observations based on Balachandran 
and Rind [1995]. At each latitude, zonal mean temperature is calculated at each pressure surface. 
Residual circulation is calculated using the following equation (Equations (3.5.1) of Andrews et 
al., [1987]): 

V  v o
1 o v 
z






z        and      

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1
cos
v 
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where V and W are the meridional and vertical components of the residual circulation; 

v  
and 

w  are the zonal mean meridional and vertical wind velocities;  v  is eddy heat flux,  is 
latitude, v  is the perturbation of the residual circulation, a is the mean radius of the Earth, and 
o is atmosphere density at the height of interest. Note that the z in above equation is a 
log-pressure height, and a scale height of 7 km is used to convert the WACCM output pressure to 
the log-pressure height z. As mentioned above, to examine the correlations for different SSW 
periods, the four northern winter months (November through February) are desired for this study. 
Further considering the analysis for time lags of -10 to +10 days, extra 10 days in October and in 
March respectively are included to ensure that the lag analysis has all four months of winter 
covered. Therefore, the simulation data used in this study are from October 20 to March 10 for 
each year. Note that tidal aliasing may be present in the derived zonal-mean temperature of 
SABER, but such aliasing has been removed in WACCM zonal means. Since the correlation 
patterns of SABER and WACCM are similar in general as shown in Section 3, it is most likely 
that tides are not a dominant factor in the correlation. 
3.3 Teleconnection Analysis 
Zonal means derived from SABER data (from mid January to mid March) are used to 
study teleconnection. At each latitude and altitude (with resolutions of 4 deg and 2 km), the 
long-term average of daily zonal-mean temperature for each day-of-year (DOY) is obtained by 
taking the average of the 9 years of SABER data on the same DOY. The temperature anomalies 
at each latitude and altitude for all 9 years are then calculated as the deviations from the 
long-term average of daily mean temperatures at that latitude and altitude. These anomalies are 
used to calculate the correlations between a chosen reference point (10 hPa, 76N) and all other 
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latitudes and altitudes. All the SABER data during northern winters are separated into two 
categories: category 1 contains all the episodes with SSW events (both major and minor SSWs), 
and category 2 contains all the days without SSWs. Here a SSW event is identified using the 
National Center for Environmental Prediction (NCEP) temperatures at (10 hPa, 80N). An event 
with the NCEP temperature increasing more than 25 K within three weeks is defined as a SSW, 
and all days within this temperature peak are taken as the days of this SSW. For each latitude and 
altitude, the temperature series in category 1 contains the SABER temperature anomalies on all 
days during SSWs, and all 9 years of temperature data in category 1 are combined into one array. 
All 9 years of temperature anomalies in category 2 are combined into one array using the same 
methods. The major and minor SSWs were included in the same category because there are not 
enough data to calculate the correlations for major and minor SSWs separately. Figure 3.1 shows 
the correlation patterns calculated from SABER data for days with and without SSWs, 
respectively. The white contour lines in Figure 3.1 indicate the 95% level of significance. In 
general, the regions with larger correlation magnitudes have significant levels above 95%, while 
the smaller correlation regions (close to zero) with colors close to green are insignificant. Both 
cases show very similar correlation patterns for the regions with significant levels above 95%, 
but the correlation magnitudes are different. The absolute values of correlation coefficients for 
days with SSWs are larger than for those without SSWs. This is expected because temperature 
anomalies are most significant during SSWs. Due to the 60-day yaw cycle of the TIMED 
spacecraft, SABER cannot cover the high latitudes in both hemispheres simultaneously, so no 
correlation is calculated poleward of 50S in Figure 3.1. 
 
 
 
41 
 
 
 
 
Figure 3.1: Correlation patterns between the temperature anomalies of SABER temperature series 
at a reference point (10 hPa, 76N) and at all other latitudes and altitudes for days with SSWs (left) 
and without SSWs (right). The circle with an “X” is the reference point used for the correlation 
calculations. White solid lines denote the 95% significance level. 
 
 
 
WACCM 3.5 simulation outputs during northern winter (from October 20 to March 10) 
are employed to reproduce the temperature correlation patterns and extend them to the global 
range from -90 to +90 in latitudes. The temperature anomalies of WACCM data from 1953 to 
2006 are derived as the deviations from a long-term average for a given day at each latitude and 
altitude in a similar way as SABER, where the long-term average at that latitude and altitude is 
the mean over the 54 years of WACCM temperatures. The correlations of temperature anomalies 
are between a reference point at (10 hPa, 80N) and all other latitudes and altitudes. The 
temperature correlation patterns for days with major SSWs, with minor SSWs and without SSWs 
are plotted in Figure 3.2a–c. Here SSW events are identified using WACCM temperatures at the 
reference point. Temperature increases exceeding 25 K within three weeks are defined as SSWs, 
while the wind reversal at 10 hPa and 60N is used to separate major and minor SSWs according 
to the World Meteorological Organization’s definition. The daily averaged profiles of WACCM 
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are used and four measurements are provided everyday (every 6 hours) in WACCM simulation, 
so the tides are smoothed out and won’t be considered in this study.  
 
 
 
Figure 3.2: Correlation patterns between the WACCM (Oct 20 – Mar 10) temperature anomalies 
at the reference point (10 hPa, 80N) and anomalies of temperature T (first row), vertical wind W 
(second row) and meridional wind V (third row) associated with the residual circulations at all 
latitudes and altitudes for days with major SSWs (left column), minor SSWs (middle column) 
and without SSWs (right column). The correlation scale for T is -1 to 1 and the correlation scales 
for W and V are -0.5 to 0.5. The symbol “X” is the reference point used for the correlation 
calculations. White solid lines denote the 95% significance level. 
 
 
 
Comparing the temperature correlation results between WACCM and SABER, both show 
very similar patterns at high northern latitudes with positive correlation regions from 20 to 50 km, 
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negative correlation regions from 55 to 90 km and positive correlation regions from 90 to 110 
km. In the equatorial areas, both SABER and WACCM show a negative correlation region from 
20 to 50 km and a positive correlation region from 50 to 90 km. Although this equatorial positive 
region in SABER has more structures than the result in WACCM, the correlations are significant 
as indicated by the 95% significant levels. A negative correlation region is also observed in the 
lower thermosphere from 90 to 110 km above the equator in WACCM, while in SABER this 
negative correlation is observed but the boundary of the region is not well defined. Such 
complicated correlation patterns of SABER from 70 to 110 km in the equatorial areas are likely 
due to the tidal aliasing effect as indicated by the alternated positive and negative correlations 
from 70 to 110 km. The observed temperature anomalies may contain components of tides and 
this may contaminate the correlation calculated. On the other hand, since the tides have been 
removed from the WACCM zonal means, the WACCM simulations give a very clear pattern of 
negative correlations in the lower thermosphere above the equatorial regions. As for the high 
northern latitudes, because the tidal amplitudes are generally smaller than in the equatorial 
regions, the aliasing effect is likely small enough so that SABER shows the clear positive 
correlation in the lower thermosphere from 90 to 110 km, which is very similar to the WACCM 
results. Overall the comparison demonstrates that WACCM resembles the SABER temperature 
correlation patterns quite well, confirming that WACCM resolves the underlying mechanisms of 
teleconnection. 
Besides the temperature correlations, the WACCM outputs are also used to derive the 
correlation patterns between the temperature anomalies at the reference point and the meridional 
(V) and vertical (W) components of the WACCM residual circulation anomalies (Figure 3.2d–i). 
The circulation anomalies are derived in the same manner as the temperature anomalies. Here 
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northward and upward directions are defined as positive for V and W, respectively. The 
correlation patterns of W in Figure 3.2d–f correspond to the correlation patterns of temperature 
in Figure 3.2a–c very well but with opposite signs and smaller magnitudes for the correlation 
coefficients. Note the change of the correlation scales in Figure 3.2d-i. Such a correspondence is 
very clear for the three correlation regions at high northern latitudes and two regions in the 
equatorial stratosphere and mesosphere. The correlations of W vs. T in the equatorial lower 
thermosphere exhibit more structures than those of T vs. T, but in general have an opposite sign. 
Although the correlation magnitudes are small in the southern polar region, for the correlation 
regions with significance levels above 95%, the W vs. T patterns still correspond with the T vs. T 
patterns in opposite signs. To demonstrate the meanings of these correlations, we take the case of 
positive temperature anomaly as an example. When the temperature at the reference point 
increases, the positive (negative) temperature correlation represents the regions of heating 
(cooling). The corresponding negative (positive) correlation regions in the vertical wind patterns 
indicate the enhanced (reduced) downwelling or reduced (enhanced) upwelling. In the meantime, 
the positive (negative) correlations in the meridional wind patterns shown in Figure 3.2g–i imply 
either the enhanced (reduced) northward wind or the reduced (enhanced) southward wind. The 
good correspondence between the W vs. T patterns and the T vs. T patterns confirms that 
adiabatic heating (cooling) controls the temperature anomalies.  
 
3.4 Circulation Changes in the Stratosphere, Mesosphere and Lower Thermosphere  
The correlations of V vs. T (Figure 3.2g–i) exhibit three cell patterns from the 
stratosphere to the lower thermosphere. They reflect the changes of the residual circulations 
(Figure 3.3) that will be discussed in this section. The negative and positive correlation regions 
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in the stratosphere as displayed in Figure 3.2a–c are induced by the anomalies of the 
Brewer-Dobson circulation [Körnich and Becker, 2010]. The increase of planetary wave forcing 
in the northern stratosphere induces a stronger poleward Brewer-Dobson circulation [Holton, 
1992; Yulaeva et al., 1994], which is displayed as the positive response regions below 60 km in 
the correlation patterns of meridional wind in Figure 3.2g–i. The stronger poleward circulation 
leads to an increase of downwelling (upwelling) in the northern polar (equatorial) stratosphere 
region, which is shown as negative (positive) correlations in Figure 3.2d–f. Such increased 
downwelling (upwelling) results in enhanced adiabatic heating (cooling) in the polar (equatorial) 
stratosphere. The consequences are positive (negative) temperature correlations below 60 km in 
the corresponding regions as shown in Figure 3.2a–c. 
Mesosphere correlation patterns in Figure 3.2a–c are mainly induced by the anomalies of 
the summer-to-winter pole flow in the mesosphere. The increase of westward planetary-wave 
driving in the northern stratosphere decelerates the eastward wind in the winter stratosphere 
which in turn changes the filtering of gravity waves. Consequently, westward gravity wave 
forcing is reduced and thus the mesosphere summer-to-winter pole circulation is weakened 
[Karlsson et al., 2009b; Körnich and Becker, 2010]. The decrease of this circulation is evident in 
the negative correlation of the meridional wind in Figure 3.2g–i. The weakened circulation leads 
to weaker downwelling thus reduced adiabatic heating in the northern polar mesosphere, 
resulting in the negative temperature correlation from 55 to 90 km in Figure 3.2a–c and positive 
vertical wind correlation in Figure 3.2d–f in the same height range. In the equatorial mesosphere, 
the increasing temperature corresponds to the enhanced adiabatic heating or reduced adiabatic 
cooling associated with the negative anomalies of vertical wind according to Figure 3.2d–f. 
Vertical wind anomalies in the equatorial mesosphere are manifested either as an increase of 
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downwelling or a decrease of upwelling, but whether or not these anomalies of downwelling or 
upwelling are caused by the meridional mesospheric circulation anomalies deserves further study 
in the future. Figure 3.2g–i show that the negative correlation regions of the meridional 
circulation in the mesosphere extend from the northern polar region to ~50S, suggesting that the 
mesosphere response to the winter stratosphere anomalies is a global effect.   
 
 
 
Figure 3.3: Meridional wind V (left) and vertical wind W (right) associated with the residual 
circulations computed from WACCM. The data were averaged from 1 Nov 1953 to 28 Feb 1954. 
The units for V and W are m/s. Northward and upward directions are defined as positive for V and 
W, respectively. 
 
 
According to the residual circulation calculated from WACCM (Figure 3.3), there is a 
winter-to-summer circulation in the lower thermosphere (above 95 km). As illustrated in Figure 
3.2d–i, the change of this winter-to-summer circulation in the lower thermosphere responds to 
the temperature anomalies in the northern stratosphere and produces the equatorial negative 
temperature correlation and the positive temperature correlation in the northern polar regions 
from 90 km to 120 km in Figure 3.2a–c. Likely associated with the weakening of the 
summer-to-winter circulation in the mesosphere, this winter-to-summer circulation in the lower 
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thermosphere also weakens and leads to temperature anomalies in the corresponding regions 
through adiabatic heating/cooling.  
The results presented here show that the modeled temperature anomalies in the winter 
polar stratosphere are correlated with temperature and circulation anomalies at all latitudes 
between 15 and 110 km. Although the correlation coefficients at the high southern latitudes are 
small in Figure 3.2, the majority of them are statistically significant as indicated by the 
significance levels being above 95%. The small magnitudes of the southern correlation 
coefficients are most likely due to the inter- and intra-annual variations of the correlation patterns, 
as will be discussed in Section 3.3. Figure 3.2g–i show that all the circulations are affected by the 
anomalies in the winter polar stratosphere: the Brewer-Dobson circulation in the stratosphere, the 
summer-to-winter circulation in the mesosphere and the winter-to-summer circulation in the 
lower thermosphere. Changes in the circulations are responsible for the correlation patterns in the 
corresponding regions. Therefore, the temperature correlation patterns can be used as a proxy to 
identify the range and boundary of the circulations. 
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Figure 3.4: The time series of WACCM temperature anomalies (T) (red solid line) at the 
reference point and the time series of WACCM vertical wind anomaly (W) (blue solid lines) at 
four chosen points in Figure 3.2d. Figure 3.4a–d correspond to the points a, b, c and d in Figure 
3.2d, respectively. 
 
 
To directly examine the correlations between the residual circulation and temperature, we 
compare in Figure 3.4 the vertical wind time series taken at 4 different locations (a, b, c and d in 
Figure 3.2d) with the temperature time series at the reference point. The time series are formed 
by splicing together segments of temperature and wind every winter during the period of SSW, 
which is the same method used in forming time series in the calculation of Figure 3.2. The 
positive or negative correlations between the anomalies of the two quantities are significant, and 
all four correlations have significance levels above 99%. The correlations become even more 
evident when the wind data are smoothed over 10-days for every year before spliced together so 
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short-period fluctuations (periods of several days) are removed. The correlation coefficients are 
recalculated using the smoothed winds and the results are displayed in Figure 3.5. After the 
smoothing, the correlation patterns are nearly identical to the unsmoothed patterns shown in 
Figure 3.2 but with larger magnitudes of correlation coefficients in most regions. These tests 
confirm the existence of the correlations between temperature and vertical wind derived above. 
Figure 3.5 further suggests that the correlations exist in the multi-day periods more strongly than 
in the day-to-day variations. 
 
 
 
Figure 3.5: Similar to Figure 3.2, but the correlation patterns are calculated using the vertical wind 
and meridional wind smoothed over 10 day 
 
 
50 
 
 
 
3.5 Teleconnection Patterns versus SSW, Inter-Annual and Intra-Annual Variability 
According to Figure 3.2, the correlation patterns from WACCM for the days with major SSWs, 
with minor SSWs and without SSWs are nearly identical. In Figure 3.1, the correlations from 
SABER for days with and without SSWs also have similar patterns. These results provide 
evidence that temperature anomalies during the periods of major SSWs, minor SSWs and no 
SSWs are all induced by anomalies of the planetary-wave driven branch of the residual 
circulation in the winter stratosphere. The differences among these three cases are in the 
amplitudes and signs of planetary wave anomalies and temperature perturbations. Strong positive 
perturbations show up as SSWs, while other perturbations are not considered as SSW. Our 
results are in agreement with a finding in CMAM by Karlsson et al. [2009] that either sign of the 
vertical component of the Eliassen-Palm flux in the winter stratosphere leads to the similar 
inter-hemispheric coupling patterns. 
We notice in Figure 3.2 that the correlation magnitudes in the SH poleward of 60S are 
relatively small when compared to the previous studies by, e.g., Karlsson et al. [2009a] and Xu et 
al. [2009]. Several factors may have contributed to the weak correlations in the southern polar 
region in the current study, including the time lag, the different reference point used in the 
current study, the intra-annual and inter-annual variations of correlation regions. We examine 
these factors one by one in the following.  
In previous studies, Becker and Fritts [2006] suggested a time lag of ~1 month for the SH 
mesosphere temperature anomaly to respond to the NH planetary wave anomaly. Karlsson et al. 
[2009a] showed in the CMAM that the response time of the SH temperature to the NH planetary 
wave was 15–20 days while the temperature-to-temperature response time between two 
hemispheres was instantaneous. Using the MLS data, Xu et al. [2009] showed a 
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temperature-to-temperature response time ranging from 1 to 7 days at different correlation 
regions. To study the effects of time lag on the derived correlation patterns in Figure 3.2, we 
calculate the correlation coefficients for the time lags ranging from -10 days to +10 days relative 
to the temperatures at the reference point. The results are displayed in Figure 3.6. It is worth to 
point out that the time series used in Figure 3.6 are formed by simply joining 54 years of winter 
temperature or wind data together without separating them into different periods of major, minor 
and no SSWs. Figure 3.6a, 3.6c and 3.6e illustrate the maximum correlations obtained within the 
lags of -10 to +10 days, while the associated time lags for achieving the maximum correlations 
are plotted in Figure 3.6b, 3.6d and 3.6f. The maximum correlation patterns of T versus T in 
Figure 3.6a are nearly identical to the patterns of Figure 3.2a–c with zero lags. They all show 
strong correlations in the NH and equatorial regions but weak correlations in the SH poleward of 
60S. As a result, we conclude that the time lag is not the cause of the weak correlations in the 
southern polar region plotted in Figure 3.2. Furthermore, the time lags shown in Figure 3.6b for 
the regions with relatively large positive or negative correlations are close to zero, indicating that 
the temperature-to-temperature responses are instantaneous north of 60S. Some large lag values 
show up in Figure 3.6b for the regions with small correlation magnitudes. Such lags should be 
discarded in the analysis because the correlations are fluctuated around 0, resulting in 
meaningless lags. The maximum correlation patterns of T versus W in Figure 3.6c and of T 
versus V in Figure 3.6e are similar to the corresponding correlation patterns with zero lags in 
Figure 3.2d–f and Figures 3.2g–i, respectively. Again, the time lags have very little effects on the 
correlation patterns. Interestingly, the time lags from 100 hPa to 0.001 hPa in the equatorial and 
northern hemisphere regions in Figure 3.6d and 3.6f are negative in general, indicating that the 
W and V wind anomalies lead the temperature anomaly at the reference point by 2 to 10 days. 
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This time lag of 2–10 days is smaller than the lag of temperature response to the planetary wave 
anomaly (15 days to 1 month) but larger than the lag of temperature response to temperature 
anomaly (instantaneous–7 days) in the northern stratosphere. Such a result is anticipated because 
the planetary wave anomaly occurs first and induces the residual circulation anomaly. The 
residual circulation anomaly in turn leads to the temperature anomaly that occurs last in the 
sequence. 
 
 
 
Figure 3.6: The maximum correlation coefficients for temperature (T) in Figure 3.6a, vertical wind 
(W) in Figure 3.6c and meridional wind (V) in Figure 3.6e obtained within the time lags of -10 to 
+10 days. The time lags corresponding to the maximum correlation coefficients are plotted in 
Figure 3.6b, 3.6d and 3.6f. The insignificant points have been removed from all plots and appear as 
white spots or areas. 
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The reference point chosen in the northern stratosphere to calculate the correlations in the 
current study is different than the southern mesosphere reference used in previous studies. To 
investigate whether the reference point plays a role in the correlation magnitudes, we calculate 
the correlation patterns for January of 1953–1955 using both reference points in Figure 3.7. We 
chose those three years for demonstration, other years show similar results. On the left, Figure 
3.7a, 3.7c and 3.7e employ a reference point in the southern mesosphere (averaged from 50S to 
90S and from 1.210-4 hPa to 410-3 hPa), similar to that used in Figure 1a of Karlsson et al. 
[2009a]. The area used to calculate the reference point is marked as a black rectangle in each plot. 
On the right, Figure 3.7b, 3.7d and 3.7f use the same reference point in the northern stratosphere 
as Figure 3.2. Figure 3.7a and 3.7b show very similar correlation patterns; however, Figure 3.7c 
and 3.7d exhibit the opposite correlations in general. Comparing Figure 3.7e with Figure 3.7f, 
while Figure 3.7f using the NH stratosphere reference point gives clear correlation pattern with 
large correlation magnitudes, Figure 3.7e using the SH mesosphere reference point gives very 
small correlations globally. The puzzling results above can be explained by the height variations 
of the correlation regions in the southern polar region. In Figure 3.7b, the reference point in the 
NH stratosphere and the reference point area in the SH mesosphere (inside the black rectangle) 
are positively correlated, leading to the similar correlation patterns of Figure3 3.7a and b. 
According to Figure 3.7d, the temperature anomalies at two reference points are anti-correlated; 
therefore, Figure 3.7c and 3.7d have opposite signs of correlation patterns. In Figure 3.7f, half of 
the reference point area in the SH mesosphere is positively correlated with the reference point in 
the NH stratosphere while the other half is anti-correlated. Consequently, Figure 3.7e does not 
show clear correlation patterns when the reference point rectangle in the SH mesosphere is used. 
Regarding the high southern latitudes, Figure 3.7b and 3.7f show that the large correlations 
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(nearly 1) are achieved in the SH poleward of 60S using the single year and single month data 
with the reference point in the NH stratosphere. This means that the reference point chosen in 
this study is not the cause of small correlation coefficients in the southern polar region. 
Furthermore, the results shown in Figure 3.7 indicate the advantages of choosing a reference 
point in the NH stratosphere. That is, despite some changes in the SH polar region in Figure 3.7d, 
the patterns in the equatorial and NH regions are stable and consistent in Figure 3.7b, 3.7d and 
3.7f. Such advantages can be seen even more clearly in the inter-annual and intra-annual 
variations of correlation regions to be discussed below. 
 
Figure 3.7: Correlation patterns of WACCM temperatures for January 1953, 1954 and 1955. In 
Figure 3.7a, 3.7c and 3.7e, the reference points are located in the southern mesosphere (averaged 
from 50S to 90S and from 0.00012 to 0.004 hPa), similar to the reference point used in Figure 1a 
of Karlsson et al. [2009a]. In Figure 3.7b, 3.7d and 3.7f, the reference points are located in the 
northern stratosphere, marked as symbol ‘X’ inside black solid cycles. White solid lines denote the 
95% significance level. 
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To study the inter-annual variations of teleconnection, the temperature correlation 
patterns are calculated from WACCM for individual years from 1953 to 2006. Regions with 
significant positive and negative correlations exists poleward of 60S each year, but the altitudes 
of these regions vary from year to year through all 54 years. Figure 3.8 illustrates the yearly 
correlation patterns from 1953 to 1958 as examples. For the winters of 1953–1954 and 
1954–1955, a positive correlation region with a significance level above 95% occurred poleward 
of 60S in the altitude range of 80–90 km. However, it moved to 90–100 km in the winter of 
1956–1957. For the winters of 1957–1958 and 1958–1959, the positive correlation region was 
located even above 100 km. Similarly, the negative and positive correlation regions below 80 km 
exhibit inter-annual altitude variations at the latitudes poleward of 60S. Indeed, the inter-annual 
variations have shown up in Figure 3.7 where using the January data and a reference point in the 
NH stratosphere, the correlation regions in the southern polar region have different altitudes 
every year, further confirming the existence of inter-annual variations. Therefore, when averaged 
over multiple years, the correlations in the SH poleward of 60S are largely canceled out due to 
the inter-annual variations. A direct consequence is the correlations calculated in the current 
study being small in the SH poleward of 60S as shown in Figure 3.2. In contrast, the positive 
and negative correlation regions in the equatorial and NH regions are quite consistent over the 
years, leading to the clear patterns after multiple-year averaging. These facts also demonstrate 
the advantage of stable patterns around the equator and in the NH when a reference point in the 
NH stratosphere is chosen in the correlation studies. 
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Figure 3.8: Correlation patterns between the WACCM temperature anomalies at the reference 
point (10 hPa, 80N) and at all latitudes and altitudes for the winters from 1953 to 1958. The title 
of each subplot gives the dates of data period in the format of “yyyymmdd–yyyymmdd”. The 
symbol “X” is the reference point used for the correlations. White solid lines denote the 95% 
significance level. 
 
 
In addition to the inter-annual variability, the results in Figure 3.7 and Figure 3.8 also 
indicate the intra-annual variations. The correlation patterns for January 1955 (Figure 3.7f) show 
strong correlations at the high southern latitudes; however, the correlation patterns for the entire 
winter from 20 October 1954 to 10 March 1955 (Figure 3.8) give much weaker correlations at 
the same latitudes. This difference can be easily explained by the altitude variations from 
November through February, as the correlations are largely smoothed out when 4 winter months 
are combined together. To further investigate the intra-annual variations, the monthly correlation 
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patterns are calculated using all 54 years of WACCM data and the results are displayed in Figure 
3.9. The time series used in Figure 3.9 are formed via splicing together the 54 years of 
temperature data in each of the months (November through February). The intra-annual altitude 
variations of the correlation regions are obvious at the high southern latitudes. Three correlation 
regions with the significance levels above 95% (i.e., the positive correlation from ~110-3 to 
110-4 hPa, the negative correlation from ~10 to 0.001 hPa, and the positive correlation from 
about 100 to 10 hPa) in the SH poleward of 60S all have altitudes varying from one month to 
another. The intra-annual variations of correlation pattern altitudes cause the correlations at the 
high southern latitudes to be smoothed out when the correlations are calculated for all the winter 
months. Therefore, the intra-annual variations likely contribute to the weak correlations in the 
southern polar region shown in Figure 3.2 and Figure 3.5. Note that the correlation patterns in 
the equatorial and NH regions are located at the same altitudes from the stratosphere to the lower 
thermosphere for all winter months, suggesting the advantage of choosing a reference point in 
the northern polar stratosphere. 
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Figure 3.9: Correlation patterns between the WACCM temperature anomalies at the reference 
point (10 hPa, 80N) and temperature anomalies at all latitudes and altitudes for November (a), 
December (b), January (c) and February (d). The symbol “X” is the reference point used for the 
correlation calculations. White solid lines denote the 95% significance level. 
 
 
In summary, the time lag is not the reason of weak correlations at the high southern 
latitudes. The reference point in the northern stratosphere has the advantage to show stable 
teleconnection patterns in the equatorial and NH regions, but it is not the cause of weak 
correlations in the southern polar region. The inter-annual and intra-annual altitude variations of 
the correlation regions are most likely responsible for the weak correlations at the high southern 
latitudes. It is worth to point out that time series of daily and zonally averaged data from 
WACCM are used to calculate the correlation patterns in this study, while Karlsson et al. [2009a] 
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used monthly and zonally averaged data from CMAM. The WACCM results do not necessarily 
represent a difference to the teleconnection in the CMAM. 
 
3.6 Magnitudes of Temperature Anomalies 
It is of interest to quantify the magnitudes of temperature anomalies under different SSW 
conditions. We take the time series of WACCM temperature anomalies (like the example shown 
as the red lines in Figure 3.4) for each location and compute its root-mean-square (RMS) value. 
The result represents the RMS magnitude of temperature anomalies at that location. Such 
computation is repeated for major, minor and no SSWs, respectively. The resulted global maps of 
RMS magnitude versus latitude and altitude are displayed in Figure 3.10. The RMS magnitudes 
at the northern polar region reach local maxima around 0.1 hPa and 5 hPa. At the southern polar 
MLT region, the RMS magnitudes reach a local maximum around 0.001 hPa with values of 14, 
11 and 11 K for major, minor and no SSWs, respectively. Around equatorial regions, the RMS 
magnitudes of temperature anomalies are less than 5 K below the thermosphere. In general, the 
magnitudes of temperature anomalies during major SSWs are larger than those during minor and 
no SSWs. To some extent, these RMS magnitudes of temperature anomalies indicate the 
temperature responses to different SSW conditions. But cautions must be taken when interpreting 
the results, because altitude variations and annual variations may obscure the temperature 
anomalies to reveal the real temperature responses. 
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Figure 3.10: RMS magnitudes of temperature anomalies (unit: K) during (a) major, (b) minor and 
(c) no SSWs. 
 
 
 
3.7 Mechanisms of Teleconnection 
The teleconnection patterns and the changes of residual circulations are plotted in the 
Figure 3.11. Figure 3.11a shows the residual circulation simulated in WACCM. During the 
northern winter, Brewer-Dobson circulation at the stratosphere is from the equatorial region to 
the North Pole. The pole-to-pole meridional circulation in the mesosphere is northward and the 
pole-to-pole meridional circulation in the lower thermosphere is southward. A planetary wave 
anomaly in the winter stratosphere triggers the whole teleconnection process [Körnich and 
Becker, 2010]. In the following description we consider an increase of planetary wave forcing. A 
decrease of planetary wave forcing is equally valid with opposite signs for all the temperature 
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and circulation changes. When there is an increase of planetary wave forcing in the northern 
stratosphere, the associated circulation changes are marked as black arrows in the Figure 3.11. 
 
 
 
Figure 3.11: Residual circulation and teleconnection pattern, same patterns as Figure 3.2 and 
Figure 3.3. Black arrows represent the change of residual circulation associated with an increase 
of planetary wave forcing in the northern stratosphere. 
 
 
The planetary wave forcing in the northern stratosphere during winter is westward in the 
quiet atmosphere, as shown in Figure 1 of Körnich and Becker [2010]. In step (1), as marked in 
Figure 3.11b–d, when an increase of westward planetary wave forcing occurs in the northern 
stratosphere, an increase of the northward Brewer-Dobson circulation and a decrease of eastward 
zonal wind jet in the northern stratosphere are induced. In the northern polar region above 45ºN, 
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the increase of Brewer-Dobson circulation induces more downwelling below 1 hPa and more 
upwelling above 1 hPa because of the atmosphere continuity as illustrated in Figure 3.11c. In the 
equatorial region, this increase induces more downwelling above 1 hPa and more upwelling 
below 1 hPa. The downwelling and upwelling lead to heating and cooling respectively through 
adiabatic heating/cooling. Therefore, temperature at the reference point is increased due to 
adiabatic heating. When the temperature at the reference point increases, the positive (negative) 
correlation patterns of temperature in Figure 3.11d represent the regions of heating (cooling). 
The corresponding negative (positive) correlation regions of vertical wind in Figure 3.11c 
indicate the enhanced downwelling (upwelling) or reduced upwelling (downwelling). In the 
meantime, the positive (negative) correlations in the meridional wind patterns shown in Figure 
3.11b imply either the enhanced (reduced) northward circulation or the reduced (enhanced) 
southward circulation. 
 In step (2), as marked in Figure 3.11b–d, when the eastward zonal wind in the northern 
stratosphere is decelerated by the increase of westward planetary wave forcing, the filter 
conditions of gravity waves are changed and more eastward gravity waves are able to propagate 
to the mesosphere. During the northern winter, the total gravity wave forcing in the northern 
mesosphere is westward and the increase of eastward gravity wave decreases the westward wave 
forcing. This decrease of westward gravity wave forcing decelerates the meridional circulation in 
the mesosphere therefore the direction of circulation change in the mesosphere is southward. In 
the northern polar region above 45ºN, the circulation change in the mesosphere leads to more 
downwelling above 0.01 hPa and more upwelling below 0.01 hPa. In the equatorial region, this 
circulation change leads to more upwelling above 0.01 hPa and more downwelling below 0.01 
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hPa. The adiabatic heating and cooling associated with the downwelling and upwelling are 
responsible for the observed correlations in the mesosphere in Figure 3.11. 
 In step (3), as marked in Figure 3.11b–d, the southward meridional circulation in the 
lower thermosphere is decelerated therefore the direction of circulation change in the lower 
thermosphere is northward. One potential mechanism for this circulation change is the continuity 
of atmosphere. The mesosphere circulation changes not only cause upwelling and downwelling 
below this circulation altitude but also induce more upwelling in the equatorial region and more 
downwelling in the northern polar region above this mesosphere circulation. This may drive the 
circulation in the lower thermosphere with opposite direction to the mesospheric circulation.  
 In Figure 3.11a, the two residual circulations in the mesosphere and lower thermosphere 
appear to be pole-to-pole. However, the circulation speeds in the middle-high latitude in both 
hemispheres are larger than near the equatorial region, which implies the existence of vertical 
wind between the two circulations in the equatorial region. The pole-to-pole meridional 
circulation can be considered as the superposition of a pole-to-pole circulation, an 
equator-to-north pole circulation in the northern hemisphere and an equator-to-south pole 
circulation in the southern hemisphere. This description works for both the mesosphere 
circulation and the lower thermosphere circulation. When the meridional circulation in the 
mesosphere in the northern polar region has an anomaly, this anomaly leads to anomaly in both 
the pole-to-pole circulation and equator-to-north pole circulation. The anomaly of 
equator-to-north pole circulation leads to vertical wind anomaly in the equatorial region which 
produces positive correlation region in the equatorial mesosphere and negative correlation region 
in the equatorial thermosphere as showed in Figure 3.11d. The pole-to-pole circulation anomaly 
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is able to reach the southern polar region as shown in Figure 3.11b and produce positive 
correlation region in the southern upper mesosphere as shown in Figure 3.11d.  
 The results in current study agree with previous studies on the mechanism of 
wave-mean flow interaction for the planetary waves in the northern stratosphere and gravity 
waves in the northern mesosphere. However, we extend the teleconnection to the lower 
thermosphere and introduce a potential mechanism of the thermosphere circulation. This study 
shows very clear teleconnection pattern in the lower thermosphere which has opposite signs to 
the mesospheric teleconnection pattern. The relationship between temperature anomalies and 
vertical wind anomalies are established in the equatorial region and in the northern hemisphere 
from the stratosphere to the lower thermosphere. From the facts that the changes of temperature 
and vertical wind are always in opposite direction, we conclude that the mechanism of 
temperature changes in the teleconnection process are mainly adiabatic cooling/heating induced 
by the residual circulation anomalies. Based on the continuity of atmosphere around mesopause, 
we provide a potential explanation for the formation of residual circulation in the lower 
thermosphere. Furthermore, from the circulation and teleconnection patterns, it is reasonable to 
assume that the meridional circulation in the mesosphere and lower thermosphere have vertical 
components in the equatorial region, even though the main components of both circulations 
appear to be pole-to-pole. The vertical components transport the circulation anomalies between 
these two meridional circulations.  
3.8 Conclusions  
We have established the teleconnection patterns of temperature anomalies in the northern 
polar stratosphere with temperature or wind anomalies at global latitudes and altitudes from 15 to 
110 km using SABER temperature data and WACCM simulations of zonally and daily averaged 
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temperatures and winds. The correlation patterns show that teleconnection exists globally over 
the entire equatorial, mid- and high-latitudes and from the stratosphere to the lower thermosphere. 
Along with previous studies, these two new datasets further demonstrate the robustness of the 
teleconnection pattern and its role as an important atmospheric coupling mechanism. The 
correlation patterns between the temperature anomalies and residual circulation anomalies are 
established using the WACCM simulations. The WACCM correlation patterns reveal that 
temperature anomalies from the stratosphere to the thermosphere correspond well to the 
corresponding anomalies of residual circulations through adiabatic heating and cooling. These 
circulation anomalies are induced by planetary wave anomalies in the northern polar stratosphere. 
Since the residual circulations have clear responses to the anomalies and form different 
correlation regions, the correlation patterns may be used as a proxy to identify the boundaries of 
the circulations.  
A main new finding of this study is that the teleconnection extends well into the lower 
thermosphere and the thermospheric anomalies are consistent with the corresponding changes of 
the winter-to-summer lower-thermospheric branch of the residual circulation. Although this is 
the first report in which the teleconnection between the stratosphere and the thermosphere is 
clearly identified, we notice that the Figure 4b and 4d in Karlsson et al. [2009b] derived from 
MLS temperature data hint some coupling between the thermosphere and the stratosphere, thus 
another dataset supporting our finding. Our results demonstrate that the stratosphere 
perturbations can have strong influences on the thermosphere via teleconnection, which may 
have important implications to the thermosphere research. For example, the temperature 
perturbations will lead to the changes in the thermosphere density, affecting space weather, 
especially the satellite drag. The changes in the thermospheric residual circulation will influence 
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the constituent transport, e.g., affecting the [O]/[N2] ratio that can impact the ionosphere via 
various processes. 
We have examined the teleconnection for time periods with and without SSWs using a 
reference point chosen in the northern winter stratosphere in order to be consistent with the 
definition of a SSW. It is found that the teleconnection patterns do not depend on the presence of 
SSWs. That is, the teleconnection structures for time periods with and without SSWs display 
similar patterns in SABER, and teleconnection patterns in WACCM are nearly identical for days 
with major SSWs, minor SSWs and without SSWs. Such similarities occur in the correlation 
patterns of temperature versus temperature and also of temperature versus residual circulation. 
These results indicate that major SSWs, minor SSWs and small temperature anomalies are likely 
caused by similar mechanisms but with different magnitudes; that is, anomalies of circulations 
driven by planetary waves in the winter stratosphere.  
The current study using WACCM simulations discovers strong inter-annual and 
intra-annual altitude variations of the teleconnection patterns in the southern polar region but 
stable altitudes of correlation regions in the equatorial and northern latitudes. The correlation 
magnitudes in the SH poleward of 60S are relatively small in the current study when compared 
to the previous studies by, e.g., Karlsson et al. [2009a] and Xu et al. [2009]. Our investigations of 
the weak correlations conclude the following. The time lag is not the reason of weak correlations 
at the high southern latitudes. The reference point in the northern stratosphere has the advantage 
to show clear and stable teleconnection patterns in the equatorial and NH regions when 54 years 
of data are combined together to calculate the correlation patterns, and it is not the cause of weak 
correlations in the southern polar region. The inter-annual and intra-annual altitude variations of 
the correlation regions are most likely responsible for the weak correlations at the high southern 
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latitudes. This is because the positive and negative correlations are largely canceled out when the 
correlation patterns are averaged over 54 years or over 4 winter months, although single year and 
single month data yield large correlations in the southern polar region. 
The time lag has very little effects on the teleconnection patterns as shown by the current 
study; however, our time lag analysis indicates that from 100 to 0.001 hPa in the equatorial and 
northern hemisphere regions, the vertical and meridional wind anomalies lead the temperature 
anomaly at the reference point by 2 to 10 days. This time lag is smaller than the lag of 
temperature response to the planetary wave anomaly (15 days to 1 month) but larger than the lag 
of temperature response to temperature anomaly (instantaneous–7 days) in the northern 
stratosphere. Such a result suggests that the planetary wave anomaly occurs first and induces the 
residual circulation anomaly. The residual circulation anomaly in turn leads to the temperature 
anomaly that occurs last in the sequence.  
We believe that the current study with SABER and WACCM has effectively broadened 
and furthered our understanding of the global teleconnection phenomena and possible underlying 
mechanisms. The correlation patterns in the region from 50S to the North Pole are stable from 
year to year, within a year and with various SSW intensities in WACCM. It implies that the first 
two stages of the inter-hemispheric coupling mechanism as outlined in Körnich and Becker 
[2010], which are responsible for the correlation patterns northward of 50S, are generally stable. 
On the other hand, the third stage of the coupling, where the perturbation propagates through the 
mesosphere and lower thermosphere from the equator to the summer pole, is much more variable, 
particularly poleward of 60S, and this leads to the strong inter- and intra-annual altitude 
variations in the southern polar region as found by the current study. Nevertheless, there are still 
considerable issues to be addressed in the future studies and we have identified several in Section 
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3. Furthermore, the origin of the inter-annual and intra-annual variations of the correlation 
patterns in the southern polar region deserves good attentions. One possible mechanism is the 
intra-hemispheric coupling proposed by Karlsson et al. [2011]. Variations in the timing of the 
late-spring breakdown of the stratospheric polar vortex in the SH [Langematz and Kunze, 2008] 
may influence the propagation of gravity waves up to the mesosphere, thus adding an 
intra-hemispheric control from the stratosphere to the MLT temperature. This is additional to the 
inter-hemispheric coupling discussed above. When a reference point is chosen in the northern 
polar winter stratosphere as we did in the current study, only if the anomalies in the southern 
MLT region is mainly controlled by the anomalies of the planetary-wave driven branch of the 
residual circulation (that is, the inter-hemispheric coupling), will the correlation regions occur 
with stable altitudes in the southern MLT. It is possible that the intra-hemispheric waves within 
the southern polar region strongly influence the southern MLT region, leading to the large 
altitude variations of the correlation regions in different months or years. Using a reference point 
in the northern winter stratosphere may help the studies of intra-hemispheric coupling by 
revealing the variations of correlation regions under different dynamic conditions. 
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Chapter 4  Modeling Study of the Impacts of Inertial Gravity Wave on the 
Cold Pole Bias in WACCM Simulation 
The ‘cold pole’ problem refers to the cold bias of polar stratosphere temperature in the 
southern hemisphere in most general circulation models (GCMs) and chemistry climate models 
(CCMs) during the winter and spring. Accompanying the ‘cold pole’ is the stronger jet in the 
stratosphere and later vortex breaking. It is a long-standing problem in most models, implying 
the lack of wave forcing in the southern stratosphere. In current study we try to reduce the ‘cold 
pole’ bias in the Whole Atmosphere Community Climate Model (WACCM 4.0) through new 
gravity wave parameterization. Although inertial gravity waves can strongly affect the middle 
and upper atmosphere circulation, they are missing from the current parameterization scheme in 
WACCM. Furthermore, inertial gravity waves usually break at lower altitudes than mesoscale 
waves according to linear saturation theory. Inertial gravity wave drag is thus a candidate of the 
missing wave forcing responsible for the ‘Cold Pole’ bias in WACCM. To test this hypothesis, 
additional inertial gravity waves are launched while the original mesoscale gravity waves in 
WACCM are kept. Using the new gravity wave scheme, the simulated wintertime temperature is 
~20 K warmer in the southern polar region while the simulated wintertime zonal wind jet is 
about 10 to 30 m/s slower than the originals. Also, the polar vortex in the southern hemisphere 
breaks earlier and the wind reversal level during spring is lower. All these changes make the 
WACCM simulations closer to ERA-40, suggesting that additional inertial gravity waves are able 
to reduce the ‘cold pole’ bias. 
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4.1 Introduction 
In many general-circulation models (GCMs) and chemistry-climate models (CCMs), the 
simulated temperature in the southern polar region during winter is colder than observations. 
This is called ‘cold pole’ problem and it is a long lasting problem in most models. Associated 
with the cold pole bias in the southern polar region, the wintertime stratospheric polar vortex is 
excessively strong and persists too long into the southern summer, and the wind reversal level 
during spring is too high. For most of the CCMs, cold bias mainly exists in the southern 
hemisphere during winter and spring. In the northern hemisphere, the cold pole bias is much 
smaller [Austin et al. 2003; Erying et al. 2006; Garica et al. 2007].  
Austin et al. [2003] studied the simulation results of nine CCMs using 10 years of UKMO 
assimilation temperature as a reference. All nine models have a cold pole bias from 5 K to 30 K 
during winter at the southern polar region, while the temperature climatology at the northern 
hemisphere is generally consistent with UKMO. In Erying et al. [2006], thirteen CCM models 
are studied and compared with ERA-40. Twelve out of thirteen models show definite cold pole 
bias from 5 K to 15 K at the southern polar region during winter. Most of these models show 
correct temperature simulations during the northern winter.  
Resolving this cold pole bias is critical in the study of stratosphere dynamics, chemistry 
and middle atmosphere climate. For example, stratospheric wind is crucial for the propagation of 
planetary waves and gravity waves, and temperature is a critical factor in the study of ozone 
chemistry. Ozone depletion during southern winter and spring in the polar region is very 
sensitive to the simulated temperature. Low temperatures lead to the formations of polar 
stratospheric clouds (PSC), which in turn increase ozone depletion in the southern polar region 
during spring, making the ozone depletion too strong and the ozone recovers too late. This can 
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lead unphysical simulation of ozone hole in Antarctica. The stratospheric wind and temperature 
structure may also affect tropospheric climate. It is therefore important to reduce such cold bias 
in model simulations. 
The cold pole bias which exists in most CCMs is believed to be caused by the lack of 
wave forcing in the southern stratosphere. This waving forcing could be planetary wave drag or 
gravity wave drag. In most of the models, planetary wave can be resolved, but gravity waves 
need to be parameterized in the models due to its small spatial scale, and wave breaking cannot 
be directly resolved. To make the models computational practical, a limited number of gravity 
wave components are used, and in current standard WACCM parameterization their horizontal 
wavelengths are all set to 100km. Therefore, the cold pole bias can be attributed to missing 
gravity waves (GWs) (orographic, nonorographic, or both) in the southern hemisphere. Austin et 
al. [2003] stated that the development of non-orographic GW schemes for climate models 
[Medvedev and Klaassen, 1995; Hines, 1997; Warner and McIntyre, 1999] significantly reduce 
the cold pole bias in the southern polar region during winter comparing with those models 
relying on Rayleigh friction to decelerate the polar night jet such as Manzini and McFarlane 
[1998]. McLandress et al [2011] successfully used orographic GW drag around 60ºS to reduce 
the cold pole bias in the Canadian Middle Atmosphere Model (CMAM). They justify their GW 
scheme that even though most of the mountains are at the northern hemisphere, there are some 
small islands located at 60ºS and they can produce large local drag forces [Alexander et al., 
2009]. But those small islands are not resolved in many current models. Moreover, in current 
GWD parameterizations orographic and nonorographic GW waves propagate straight up, 
however Sato et al. [2009] reveals that mountain waves forced over the Antarctic Peninsula and 
Southern Andes are refracted toward 60ºS [McLandress et al, 2011]. Those evidences imply that 
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the orographic gravity wave forcing around 60ºS is missing and this missing orography wave 
forcing may be the reason of the cold pole bias.  
This missing orographic gravity wave forcing around 60ºS is one possible source of the 
missing wave forcing, but it is may not the only one. Wang et al [2005] used 5 years (1998 – 
2002) of high resolution radiosonde data over almost 90 stations to derive the gravity wave 
information in troposphere and lower stratosphere. The gravity wave parameters are estimated 
using the derived temperature and wind perturbations. The horizontal wavelength of gravity 
waves they observed is from 2500 km at the low latitudes to 300 km at the northern polar region. 
They also stated that gravity waves have a wide spectrum but radiosonde can only detect part of 
the spectrum. Alexander et al [2008] used the high resolution temperature profiles from High 
Resolution Dynamics Limb Sounder (HIRDLS) to derive gravity wave parameters globally. In 
their study, the averaged gravity wave horizontal wave lengths over the altitude range 20 – 30 
km are analysed in three latitude bands, 15ºS to 15ºN, 40ºS to 63ºS and 40ºN to 63ºN. All 
three latitude bands shows horizontal wavelength from around 300 km to more than 3000 km. 
Gravity waves with horizontal wavelength more than 1000 km dominates the observed gravity 
waves in all three latitude bands. Moreover, Wang et al [2005] and Alexander et al [2008] 
showed that gravity waves also have latitude dependence and seasonal variance. Although it is 
not practical to fully parameterize the wide spectrum of gravity waves and the latitude and 
seasonal variances of gravity waves in CCMs, a simplified representation of the inertial gravity 
waves (IGWs), in addition to the mesoscale gravity waves, is necessary and feasible. 
In WACCM, both orographic and nonorographic gravity waves are parameterized, but all 
the parameterized gravity waves are mesoscale internal gravity waves with a horizontal 
wavelength of 100 km, which break mostly in the mesosphere. The gravity waves with longer 
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horizontal wavelength are neither resolved or parameterized in WACCM, even though they are 
observed by radiosonde and HIRDLS. This is a likely cause for the absence of quasi-biennial 
oscillation (QBO) in WACCM. To address this problem, Xue et al., [2012] developed and 
implemented an IGW scheme for the latitudes between 30ºS to 30ºN in WACCM, which is 
capable of producing QBO internally. In reality, however, inertial gravity waves exist at all 
latitudes and should be properly parameterized globally. IGWs generally have much longer 
horizontal wavelengths than mesoscale waves, so they tend to break at lower altitudes than 
mesoscale waves [Holton ,1982]. It is conceivable that the IGWs at middle to high latitudes can 
provide additional wave forcing in the stratosphere that helps reducing the cold pole bias. This 
hypothesis will be tested in WACCM simulation. Like in Xue et al [2012], the representative 
horizontal wavelength we choose is 1000 km for the IGW parameterization.  Specifically, this 
study extends the IGW parameterization in WACCM developed in Xue et al. [2012] to higher 
latitudes, and examines its effects in the stratosphere and its capability in reducing the cold bias. 
The simulated wintertime temperature, zonal wind, polar vortex breaking and wind reversal level 
will be compared with European Centre for Medium-Range Weather Forecasts (ECMWF) 40 
year Re-analysis (ERA-40) to identify the difference between WACCM simulation and 
observation. Section 4.2 gives a description of the newly implemented inertial gravity wave 
scheme. Section 4.3 and Section 4.4 shows the simulated results using the new inertial gravity 
wave scheme and compares the results with observations and the simulated results using the 
original gravity wave scheme. Section 4.5 is the summary and discussion of the above results.  
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4.2 Model and Data Description 
The National Center for Atmospheric Research (NCAR) Whole Atmosphere Community 
Climate Model (referred to as WACCM 4.0) used in this paper is a comprehensive numerical 
model which is released in June 2010 as part of the NCAR CESM1.0. WACCM4.0 is an 
extension of the Community Atmosphere Model (CAM), which form the atmosphere component 
of the Community Earth System Model, version 1.0 (CESM 1.0). The WACCM4.0 model has 66 
pressure levels from the ground to         . The top level is at ~145 km. The model altitude 
intervals change with altitude. The intervals are about 1 km at 20 km and 3 km at 100 km. The 
longitude and latitude resolution used for this study are 1.9 degree and 2.5 degree.  
 WACCM4.0 incorporates a parameterization for a spectrum of vertically propagating 
internal gravity waves based on the work of Lindzen [1981], Holton [1982], Garcia and Solomon 
[1985] and McFarlane [1987]. Non-orographical gravity waves are launched from deep 
convection and frontogenesis according to the trigger functions that depend on the atmospheric 
state computed in WACCM4.0 at any given time and location, as discussed by Richter et al. 
[2010] and Neale et al. [2010].  
With the gravity wave parameterizations described above, QBO cannot be produced 
internally. WACCM4.0 provides the choice to impose QBO by nudging the tropical wind to 
observations based on Balachandran and Rind [1995]. Xue et al. [2012] modified the gravity 
wave parameterization of WACCM4.0 and successfully produce a QBO internally by adding an 
IGW scheme. In the current study, the inertial gravity wave scheme of Xue at al., [2012] will 
extended to higher latitudes.  
ECMWF is the data set provided by The European Centre for Medium-Range Weather 
Forecasts. ECMWF data are derived from global four-dimensional assimilation of various 
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atmospheric observations into the ECMWF model. The outputs are average temperature profiles 
every 6 hour. Resolution of latitude and longitude are both 2.5 degrees. ERA-40 is an ECMWF 
re-analysis of the global atmosphere and surface conditions from mid-1957 to mid-2002. There 
are 60 levels in the vertical from 0.1 to 1000 hPa. The latitude and longitude are 1.4 deg and 1.4 
deg, respectively. The monthly mean temperatures are averaged over 45 years to form the 
temperature climatology each month [Uppala et al. 2005]. The ERA-40 temperature climatology 
is used to compare with WACCM simulations.  
4.3 New Gravity Wave Scheme 
The originally parameterized GWs in WACCM4.0 are mesoscale waves with a horizontal 
wavelength of 100 km. The breaking of these waves is formulated based on the linear saturation 
theory by Lindzen [1981]. Most of these waves break in the mesosphere and lower thermosphere 
(MLT). According to Holton [1982], the gravity wave breaking altitudes         
  
   
 , where 
z, H,    and A represent the breaking level, scale height, horizontal wavelength and amplitude 
of vertical winds at launching level, respectively. Accordingly, 10 times increase in horizontal 
wavelength will lead to a decrease of   by about 32 km, which may account for the missing 
forcing in the stratosphere. Because these waves are likely IGWs, the linear saturation theory of 
Lindzen [1981] needs to be extended to include Coriolis force [Xue et al., 2012]. 
The dispersion relation of IGW with Coriolis effect [Xue et al., 2012]:  
   
  
             
 
m, N, U, c, f, k are the vertical wave number, buoyancy frequency, the background zonal 
wind speed, the gravity wave phase speed, the Coriolis parameter and horizontal wave number, 
respectively.  
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The new critical level for IGW [Xue et al., 2012]:  
     
   
 
 
The momentum flux at the saturation level for IGW [Xue et al., 2012]: 
   
  
 
    
  
        
  
  
 
 
 
       
The acceleration rate within a saturated region for IGW [Xue et al., 2012]: 
  
  
   
 
 
 
  
   
  
  
         
  
  
 
 
 
      
   
 
 
 
                                                                                    
The wave components of the newly added IGWs are specified by phase velocity from – 
20 to 20 m/s with a uniform spacing of 2 m/s. The momentum fluxes are assumed to be uniform 
across these components. These GWs are launched uniformly at the chosen latitude range at 
model level 200 hPa with an initial momentum flux  = 0.001 Pa for each spectral element. The 
efficiency factor is used to adjust the magnitude of gravity wave forcing in WACCM. Through 
numerical experiments, we found that the differences between the WACCM simulated 
temperature climatology and ERA-40 are smallest using an efficient factor of 0.05 for 
SC-WACCM and 0.1 for interactive chemistry WACCM. These efficient factors will be used in 
all the IGW gravity wave scheme of current study (30ºS to 90ºS and 30ºN to 90ºN). 
4.4 Experiments Setup in WACCM 
As mentioned earlier, the IGW scheme is now applied to all latitudes, while the original 
internal gravity wave scheme in WACCM is kept the same. We designed WACCM simulation 
experiments aimed to study the effects of the new IGW scheme we proposed.   
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In the standard WACCM configuration, the chemistry is included interactively during 
simulation. WACCM does provide the option to specify the chemistry to replace the interactive 
chemistry (SC-WACCM). In SC-WACCM configuration, the heating rates are prescribed. We 
will use SC-WACCM first to isolate the dynamic effects of the new IGW scheme. WACCM 
simulations with interactive chemistry will also be performed and compared with the 
SC-WACCM results.  
The experiments include 4 SC-WACCM simulations and 4 interactive chemistry 
WACCM simulations. The 4 SC-WACCM simulations are named cases 1 – 4 respectively. In 
case 1, the original GW scheme is used (without inertial gravity waves) and the imposed QBO at 
equatorial region is turned off. In case 2, the gravity wave scheme in Xue et al., [2012] (IGW 
launched between 30ºS to 30ºN) is added. In case 3, additional IGWs are launched from 30ºS to 
90ºS, and in case 4, additional the IGWs are launched globally. For case 1, case 3 and case 4, 10 
years simulations are used to form the climatology of zonal mean wind and temperature in order 
to remove the inter-annual variations in simulation. For case 2, only 3 years simulations are used, 
since it is mainly used to rule out the effects of equatorial IGW on the cold bias.  
The 4 interactive chemistry WACCM simulations are named cases 5 – 8. Similar to Cases 
1 – 4, Cases 5–8 are simulated using interactive chemistry WACCM with originally GW scheme, 
Xue’s scheme at equatorial region, IGW scheme in the southern hemisphere and IGW scheme in 
both southern and northern hemisphere respectively. 
4.5 WACCM Specified Chemistry Simulations and the Effects of New GW Scheme 
Temperature from SC-WACCM simulation and ERA-40 are compared in Figure 4.1. The 
monthly mean temperature of 10 years SC-WACCM simulations and 40 years ERA-40 are 
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averaged to form the temperature climatology. The difference of temperature climatology 
between SC-WACCM and ERA-40 are averaged from 70ºS to 90ºS and the results are displayed 
in Figure 4.1. ERA-40 does not have data above 0.1 hPa, so the contour of temperature 
difference is only available from 1000 hPa to 0.1 hPa. Figures 4.1a–d represents the temperature 
differences between cases 1–4 and ERA-40, respectively. According to Figure 4.1a, it is clear 
that SC-WACCM simulated temperatures from 10 hPa to 1 hPa are colder than ERA-40 during 
winter in the southern polar region when the original GW scheme is used. The cold bias in 
SC-WACCM begins in April and reaches a maximum of about 20 K in late June. In October, the 
cold bias in SC-WACCM begins to descend to lower altitudes and no clear cold bias is observed 
in November and December. These results demonstrate the cold pole bias in SC-WACCM 
simulation using the original GW scheme during winter and spring at the southern polar region. 
Displayed in Figure 4.1b are the temperature differences between simulation in case 2 and 
ERA-40. When Xue’s GW scheme are used in the equatorial region, the QBO in the equatorial 
region can be produced internally [Xue et al., 2012], but a cold bias up to 20 K still exists in the 
southern polar region from May to October. The result indicates that the IGWs launched in the 
equatorial region have almost no effect on the temperature bias in the southern polar region. The 
missing gravity wave forcing in the equatorial region are not the reason of the cold pole bias in 
SC-WACCM.  
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Figure 4.1: Temperature difference between specified chemistry WACCM simulation and ERA-40 
averaged from 70ºS to 90ºS. The gravity wave parameterization used in the WACCM simulation 
are (a) original mesoscale gravity wave scheme, (b) inertial gravity wave launched in the 
equatorial region, (c) inertial gravity wave launched in southern hemisphere, and (d) inertial 
gravity wave launched in both hemispheres. 
 
 
The differences between the simulated temperatures in case 3 with new IGW scheme at 
the southern hemisphere and ERA-40 are displayed in Figure 4.1c. When the new IGWs are 
launched in the southern hemisphere in case 3, the simulated temperature is 15-20 K higher than 
case 1 between 10 hPa and 1 hPa from April to October and the cold bias are reduced. It is thus 
evident that the parameterized IGWs forcing in the southern hemisphere from 30S to 90S are 
able to reduce the cold bias in SC-WACCM. The effects of including inertial gravity waves in 
both hemispheres are examined in case 4, with IGWs launched from 30S to 90S and from 30N to 
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90N. The temperature difference between case 4 and ERA-40 is displayed in Figure 4.1d. In case 
4, the cold bias between 10 hPa and 1 hPa from April to October are significantly reduced, ~15K 
smaller than case 1. Figures 4.1c and 1d indicate that the simulation results of case 3 and case 4 
are similar. The temperature bias is reduced by approximately the same amount for both cases. 
The inertial gravity waves launched in the northern hemisphere have little effects on the 
simulated winter temperature bias in the southern polar region. 
 
 
 
Figure 4.2: Zonal wind difference between specified chemistry WACCM simulation and ERA-40 
averaged 50ºS to 70ºS. The gravity wave parameterization used in the simulation are original 
gravity wave (a), inertial gravity wave launched at equatorial region (b), inertial gravity wave 
launched at southern hemisphere ( c) and inertial gravity wave launched at both hemispheres (d)  
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The new IGW scheme reduces the cold bias mainly through modifying the zonal wind 
and meridional circulation in simulation. In the new scheme, additional IGW waves mean more 
westward wave forcing at lower altitudes during winter in the southern hemisphere. The 
additional westward wave forcing decelerates the eastward zonal wind. Due to Coriolis effects, 
the westward forcing enhances the poleward meridional circulation and thus enhances 
downwelling and adiabatic warming in the southern polar stratosphere. Zonal wind simulations 
of SC-WACCM using different gravity wave parameterizations are compared with ERA-40 in 
Figure 4.2. The monthly mean zonal wind of WACCM simulations are averaged from 50ºS to 70
ºS for each pressure level. The zonal wind of ERA-40 is averaged using the same method for the 
same latitude range. The difference of WACCM monthly mean zonal wind and ERA-40 monthly 
mean zonal wind are calculated using the averaged wind climatology. The latitude range 50ºS to 
70ºS in Figure 4.2 is chosen because this is where the maximum jet in the southern polar region 
is located during winter. As displayed in Figure 4.2a, the simulated wind between 10 hPa and 0.1 
hPa is 35 m/s larger than ERA-40 from April to December in case 1. In case 2, when Xue’s 
scheme is used in the equatorial region from 30ºS to 30ºN, the jet in the southern polar region 
during September and October are almost the same as case 1. This result again confirms that the 
IGWs launched in the equatorial region have little effects on the bias of SC-WACCM simulation. 
In case 3, when the IGWs are launched in the southern hemisphere from 30ºS to 90ºS, the zonal 
wind difference between SC-WACCM and ERA-40 is significantly reduced from 20–35 m/s to 
5–15 m/s in the southern hemisphere between 10 hPa and 0.1 hPa from April to October. In case 
4, when the IGWs are launched in both hemispheres from 30S to 90S and 30N to 90N, the 
simulated zonal winds are similar to the simulated zonal winds in case 3. These results show that 
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the IGWs launched in the northern hemisphere have little effects on the wind climatology of the 
southern hemisphere, which is corresponding to the results of simulated temperature in the 
southern polar region.   
 
 
 
Figure 4.3: Monthly mean zonal wind climatology of July.  The specified chemistry WACCM 
simulated zonal wind using original gravity wave scheme (a), inertial gravity wave at both 
hemisphere (b), the zonal wind from ERA-40 (c) and zonal wind from inertial GW scheme minus 
zonal wind from original GW scheme (d) are displayed.  
 
 
To illustrate the modification of zonal wind at different latitudes, we plotted the zonal 
wind climatology in pressure versus latitude contours every month (only July and November are 
shown here for winter and spring time). The monthly zonal wind climatology of all the other 
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months can be found in the appendix at the end of this thesis. Monthly mean zonal wind 
climatology from SC-WACCM simulations during July and November are displayed in Figure 
4.3 and Figure 4.4 respectively. During winter, the maximum simulated jet speeds in the southern 
hemisphere using the original GW scheme (case 1) are about 120 m/s, 20 m/s larger than the 
maximum jet speed of ERA-40, according to Figure 4.3(a) and (c). When the IGWs are launched 
from 30ºS to 90ºS and from 30ºN to 90ºN, the maximum jet speed in the southern hemisphere 
is 90 m/s, reduced by 30 m/s comparing to case 1. At the same time, the westward wind in the 
northern/summer stratopause and mesosphere increases around 60ºN with the IGW forcing, 
which seems to improve the wind climatology according to ERA-40 (Figure 4.3(c)). Similar 
wind changes are see over all the winter month from June to October.  
 
 
84 
 
 
 
 
Figure 4.4: Similar to Figure 4.3, but display the monthly mean zonal wind of November.  
 
 
During spring, as showed in Figure 4.4, the simulated zonal wind between 10 hPa ad 100 
hPa at 60ºS is about 40 m/s, 20 m/s faster than ERA-40. With the new IGW scheme, the 
simulated zonal wind is reduced to 30 m/s, though still faster than ERA-40. Moreover, the 
simulated wind reversal level during spring is improved by the new IGW scheme. In Figures 
4.4(a), the simulated wind reversal level near the South Pole is about 0.5 hPa in November, 0.5 
hPa higher than ERA-40. When the IGWs are launched, this wind reversal level decrease to 
about 1 hPa as displayed in Figure 4.4(b), which is the same as the wind reversal level observed 
in ERA-40. The wind climatology of November is chosen as a demonstration representing the 
southern spring. During December, the deceleration of wind is similar to November. The wind 
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reversal level during December is about 2 hPa with original GW scheme and about 4 hPa with 
new IGW scheme. New IGW scheme is making the wind reversal level lower during December.  
According to the results discussed above, the zonal wind climatology is in better 
agreement with observation in the southern hemisphere with the new IGW scheme. Now we 
discussed the zonal wind climatology in the northern hemisphere with the new IGW scheme. In 
the northern hemisphere, comparing to case 1, the westward zonal wind climatology in case 3 
has been modified by the new IGW scheme, as displayed in Figure 4.3. In case 1, the westward 
wind (blue area) has a speed up to 70 m/s within 0ºN-30ºN and 10 hPa-1 hPa, and westward 
wind up to 50 m/s within 30ºN-60ºN and 1 hPa-0.01 hPa. In case 3, the maximum of the 
westward wind shifts to 30ºN-60ºN and 1 hPa-0.01 hPa with a speed up to 60 m/s. Comparing 
to ERA-40, the simulated westward wind climatology of case 3 corresponds to ERA-40 better 
than case 1. Therefore we conclude that the new IGW scheme is able to improve the zonal wind 
climatology in the northern hemisphere during winter. 
The zonal wind change induced by the IGW scheme can be quantified through the zonal 
wind difference with and without the IGW scheme. Simulated zonal winds using the new IGW 
scheme minus simulated zonal winds using the original GW scheme in SC-WACCM are 
calculated and plotted in Figure 4.3(d) and Figure 4.4(d). The blue areas and red areas represent 
the westward zonal wind increase and eastward zonal wind increase induced by new IGW 
scheme correspondingly. The zonal wind changes from 30ºS to 30ºN are induced by forcing from 
Xue’s scheme and they are not the topic of the current study. The new IGWs are launched from 
30ºS to 90ºS and from 30ºN to 90ºN and they propagate vertically. Therefore the new IGWs are 
responsible for the deceleration or acceleration above 30ºS or above 30ºN. During austral winter 
month such as July in Figure 4.3(d), this new IGW scheme mainly induce decelerations up to 30 
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m/s from 40ºS to 80ºS and from 10 hPa to 0.01 hPa. The change induced in the northern 
hemisphere is much smaller both in speed and area. One possible reason is that the southern 
hemisphere is mainly ocean and the continents are mainly in the northern hemisphere. The 
continents produce orographic gravity waves which slow down the zonal wind. In the southern 
hemisphere, the orographic gravity waves are small and this lead to higher zonal wind in the 
southern hemisphere. The acceleration (or deceleration) of the zonal wind due to wave breaking 
is proportional to        , c is the phase speed and u is the zonal wind [Lindzen 1981]. 
According to the equation, the effects of the inertial gravity wave scheme in the southern 
hemisphere are larger than the northern hemisphere. Therefore this IGW scheme has the 
advantage of improving the cold pole bias in the southern hemisphere while does not 
significantly change the state in the northern hemisphere (actually there are signs of further 
improvement). This may relieve the concern that WACCM simulation in the northern hemisphere 
may deteriorate when the cold pole bias is reduced in the southern hemisphere.  
Compare the decelerations in July and November displayed in Figure 4.3(d) and Figure 
4.4(d), the decelerations induced by the new IGW scheme in spring are much smaller than in 
winter. In November, as displayed in Figure 4.4(d), the deceleration in the southern hemisphere 
above 30ºS is 10 m/s, much smaller than the 30 m/s deceleration in July, while the two months 
use the same efficient factor thus have the same IGW magnitude. For lack of any physical 
constraint, the same efficient factor is used for every month, and as a result the bias in some 
months may be overcompensated while in other months it is undercompensated.  
In summary, using SC-WACCM numerical experiments we demontrate that the IGWs 
launched from mid to high latitudes are able to reduce the zonal wind and increase the 
temperature in the southern polar stratosphere during winter, thus reducing the cold pole bias. 
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The wind reversal level is lower in November using new IGW scheme too. Through choosing an 
appropriate efficiency factor, both the simulated wind and stratosphere temperature in the 
southern hemisphere during the winter and spring are in better agreement with ERA-40. Since 
we use the specified chemistry version of WACCM, the cold bias is reduced by this new IGW 
scheme through dynamic effects. 
4.6 WACCM Interactive Chemistry Simulations and the Effects of New GW Scheme 
In this section, we will test the capability of IGW scheme in reducing the cold pole bias 
when the atmosphere chemistry is included interactively in the simulation. To facilitate better 
comparison, the simulation results of cases 5 – 8 are displayed using the same method as the 
previous section.  
Figure 4.5 and Figure 4.6 display the temperature and wind differences between case 5 – 
8 and ERA-40 respectively. In Figure 4.5a and 4.5b, the cold bias up to 20 K exists at 10–1 hPa 
from May to September and this is similar to the SC-WACCM. Starts from October, the cold bias 
in the interactive chemistry WACCM simulation continues at progressively lower levels (from 
10–1 hPa to 100–10 hPa), which is not observed in the SC-WACCM. This is probably because 
the version of SC-WACCM used in this study employs ozone heating from a CAM-CHEM 
simulation, where the ozone hole is very weak. According to Figure 4.5c and 4.5d, the new IGW 
scheme is able to reduce the simulated temperature bias from May to October between 10 hPa 
and 1hPa and from November to March between 200 hPa and 10 hPa. But the temperature 
increases induced by IGW scheme during winter from April to October are much larger than 
spring from November to December.  
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Figure 4.5: Similar to Figure 4.1, but the interactive chemistry WACCM simulation is used to 
calculate the difference.  
 
 
Figure 4.6a–d displays the wind difference between cases 5–8 and ERA-40, respectively. 
In Figure 4.6a and 4.6b, the wind difference between the interactive chemistry WACCM and 
ERA-40 from April to October is 20 – 40 m/s, which is similar to the SC-WACCM. Starting 
from October, the regions of large difference in the interactive chemistry WACCM extend to 
lower altitude, from 10 hPa to 100 hPa. During November and December, the interactive 
chemistry WACCM simulated winds are stronger than observations by up to 30 m/s from 100 to 
0.1 hPa. The regions of large zonal wind bias correspond to regions of large temperature bias. 
According to Figure 4.6c and 4.6d, inertial gravity wave scheme is able to reduce the zonal wind 
bias in simulation throughout the year. Similar to the improvement of temperature bias, the zonal 
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wind decelerations induced by IGW scheme are much larger during winter from April to October 
than the spring from November to March.  
 
 
 
Figure 4.6: Similar to Figure 4.2, but the interactive chemistry WACCM simulation is used to 
calculate the difference.  
 
 
Figure 4.7 and Figure 4.8 are similar to Figure 4.3 and Figure 4.4, but the zonal wind 
climatology displayed is from interactive chemistry WACCM simulation.  The maximum 
simulated zonal wind speed in the southern hemisphere during July using original GW scheme is 
about 120 m/s (Figure 4.7a), which is 20 m/s higher than ERA-40 (Figure 4.7c). When the IGW 
scheme is used, the simulated zonal wind speed is decelerated to 80 m/s (Figure 4.7b) which is 
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20 m/s lower than ERA-40. Under current IGW scheme, the zonal wind bias during winter is 
overcompensated by 20 m/s. In November, the maximum simulated zonal wind speed with 
original GW scheme in the southern hemisphere is 60 m/s (Figure 4.8a), which is 40 m/s higher 
than ERA-40 (Figure 4.8c). When the IGW scheme is used, this wind speed is decelerated to 40 
m/s, still higher than ERA-40 but the difference has been reduced. The zonal wind bias during 
spring is undercompensated by 10 m/s. Moreover, the simulated wind reversal level at the polar 
region with original GW scheme is about 0.2 hPa. When the IGW scheme is used, the wind 
reversal is decreased to 0.9 hPa, very close to the 1 hPa wind reversal level observed in ERA-40. 
 
 
 
Figure 4.7: Monthly mean zonal wind climatology of July.  The interactive chemistry WACCM 
simulated zonal wind using original gravity wave scheme (a), inertial gravity wave at both 
hemisphere (b), the zonal wind from ERA-40 (c) and zonal wind from inertial GW scheme minus 
zonal wind from original GW scheme (d) are displayed.  
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Figure 4.8: Similar to Figure 4.7, but display the monthly mean zonal wind of November.  
 
 
In WACCM simulations with interactive chemistry, it is found that the efficiency factor 
needs to be increased to 0.1, to achieve better agreement with ERA-40. This is probably because 
the ozone hole is weaker and ozone heating is larger in SC-WACCM, as mentioned earlier.  
Even though the IGW is launched with the same magnitude for all the months, the IGW 
induced zonal wind deceleration effects during winter is 30 m/s larger than spring, probably due 
to differences in background wind and the wave breaking altitudes. In Figure 4.7d and 4.8d, the 
maximum zonal wind deceleration in the southern hemisphere is about 50 m/s during July and 20 
m/s during November. For the amplitude of IGW used in current study, the wind climatology 
during winter is overcompensated while the wind climatology during spring is 
undercompensated. In spite of these differences, our numerical model results demonstrate that 
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IGW is a viable candidate for providing the missing forcing to reduce the cold pole bias.  
4.7 Wave Forcing Analysis 
When the IGWs are launched in the middle-high latitudes, the zonal wind and meridional 
circulation are modified. This will change the propagation and filtering condition for atmosphere 
waves and can affect the breakings of the internal gravity waves in the mesosphere. The change 
of resolved wave forcing and internal gravity wave forcing may cancel or enhance the effects of 
IGW forcing we added. In order to thoroughly understand the effects induced by IGWs, the 
change of resolved wave forcing, internal gravity wave forcing and inertial gravity wave forcing 
will be analyzed in this section. 
The temperature difference, total wave forcing difference, zonal wind difference, GW 
forcing difference, O3 mixing ratio difference and IGW forcing difference between the 
simulation with and without the new IGW scheme are displayed in Figure 4.9. The total wave 
forcing includes internal gravity wave forcing, inertial gravity wave forcing and resolved wave 
forcing. GW forcing includes both the internal gravity wave forcing and inertial gravity wave 
forcing.  
According to Figure 4.9b and 4.9d, total wave forcing difference is almost the same as 
the GW forcing difference above 0.1 hPa. Most of the total wave forcing change is induced by 
the gravity wave. The change of resolved wave forcing above 0.1 hPa is small, probably because 
the resolved wave forcing is mainly by large-scale planetary waves which dominate in the 
stratosphere. Figure 4.9f shows the forcing of IGWs launched in the southern hemisphere. The 
IGWs mainly break around 0.1 hPa, and exert an net westward forcing on the mean flow. The 
GW forcing change in Figure 4.9d show maximum westward forcing around 0.1 hPa, but the 
magnitude of GW forcing change is smaller than the IGW forcing we added. Therefore, the IGW 
93 
 
 
 
forcing is partially cancelled out by the increase of eastward forcing by internal gravity wave 
breaking. This is also clear around and above 0.01 hPa in Figure 4.9d: while the IGW forcing is 
weakly westward the GW forcing difference is eastward and larger than 30 m/s/day. The IGWs 
launched decelerate the eastward zonal wind in the stratosphere during winter, this change the 
filter condition of internal GW and more eastward internal GW is able to propagate to the 
mesosphere. The increases of eastward internal gravity wave forcing is stronger than the increase 
of westward inertial gravity wave forcing in the mesosphere, so that the net effects of GW 
forcing change is eastward.  
The westward total wave forcing around 0.1 hPa decelerates the eastward zonal wind 
around 0.1 hPa while the eastward total wave forcing accelerates the eastward zonal wind in the 
mesosphere and lower thermosphere above 0.01 hPa. The change of zonal wind discussed above 
is displayed in Figure 4.9c. The westward forcing at 0.1 hPa in turn enhances the poleward 
meridional circulation, the downwelling, and thus adiabatic heating in the southern winter polar 
region. For the same reason, the eastward forcing above 0.01 hPa decrease the temperature in the 
mesosphere and lower thermosphere. As showed in Figure 4.9a, the temperature is increased in 
the southern stratosphere and is decreased in the southern mesosphere and lower thermosphere 
during winter. 
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Figure 4.9: The difference of temperature (a), total wave forcing (b), zonal wind (c), GW forcing 
(d), O3 mixing ratio (e) and IGW forcing (f) with IGW scheme and without IGW scheme are 
displayed. Simulation with IGW scheme minus simulation without IGW scheme equals the 
difference. The unit for temperature, wave forcing, zonal wind and O3 are K, m/s/day, m/s and 
ppmv respectively.  
 
 
The wave forcing in the mesosphere and lower thermosphere in Figure 4.9 is much 
stronger than stratosphere because the density of atmosphere at high altitudes is small therefore 
the deceleration or acceleration effect is much bigger. The wave forcing in the stratosphere in 
Figure 4.9 is obscured using the color bar -30 to 30 m/s/day. In Figure 4.10 we only display the 
forcing up to 0.1 hPa and use a much smaller color bar range from -1 m/s/day to 1 m/s/day. 
Comparing Figure 4.10b and 4.10d, GW wave forcing contributes most of the wave forcing 
change above 1 hPa. Below 1 hPa, GW forcing has almost no change with and without IGWs 
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and the resolved wave forcing begins to dominate the total wave forcing change. The cold pole 
bias is believed to be caused by the missing wave forcing in the stratosphere. With addition 
IGWs launched in middle to high latitudes, and using the wave parameters mentioned earlier, the 
IGW forcing is found in the upper stratosphere (and higher). The temperature increase, however, 
extends over the whole stratosphere from 100 hPa to 0.1 hPa as displayed in Figure 4.10a. This is 
likely because the westward gravity wave forcing enhances the adiabatic warming below, even 
though the direct forcing at lower altitude is weak or none. This is the ‘downward’ control’ 
principle which is discussed in Garcia and Boville [1994].  
 
 
 
Figure 4.10: Similar to Figure 4.9, but only the differences below 0.1 hPa are displayed.  
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The latitudinal structures of the wave forcing for July and November are shown in Figure 
4.11 to Figure 4.14. The monthly mean wave forcing of all other months can be found in the 
appendix at the end of this thesis.  
 
 
 
Figure 4.11: The inertial GW forcing (a), total wave forcing difference with and without IGW 
scheme (b), internal GW forcing with IGW (c), resolved wave forcing with IGW (d), internal 
GW forcing without IGW (e) and resolved wave forcing without IGW (f) are displayed. The 
units for forcing are m/s/day.  
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In Figure 4.11, the forcing by mesoscale GW and resolved waves with and without IGW 
scheme are showed to study the difference of wave forcing climatology induced by the new IGW 
scheme. Without IGW, the parameterized mesoscale gravity wave mainly breaks above 0.1 hPa. 
When the IGWs are parameterized, the westward internal gravity wave around 0.01 hPa is 
reduced, this partially cancels out the increase of westward wave forcing induced by IGWs. 
Above 0.01 hPa from 30ºS to 60ºS, the eastward internal wave forcing increases and cancels out 
the westward inertial gravity wave forcing. The additional IGWs thus causes an increase of 
eastward wave forcing in this region even though the IGWs forcing there is westward. The 
magnitude of the resolved wave forcing and the change of the resolved wave forcing are much 
smaller than the GW in the mesosphere. This confirms that GW is the main contributor in the 
change of total wave forcing above 0.1 hPa. The wave forcing differences are displayed in Figure 
4.12. Comparing Figure 4.12b – c, it is clear that GW dominate the wave forcing difference 
above 1 hPa.  
 
 
98 
 
 
 
 
Figure 4.12: Wave forcing with IGW minus wave forcing without IGW equals the difference of 
wave forcing. The difference of IGW forcing (a), total wave forcing (b), GW forcing (c) and 
resolved waves forcing (d) are displayed. The unit is m/s/day.  
 
 
The deceleration or acceleration rates due to wave forcing are one order smaller in the 
stratosphere comparing to mesosphere. In Figure 4.11 and Figure 4.12, the effects of wave 
forcing in the stratosphere are obscured with the color bar -20 to 20 m/s/day. To display the wave 
forcing clearly, the wave forcing in the stratosphere are plotted in Figure 4.13 and Figure 4.14 
using a much smaller color bar -1 to 1 m/s/day. In Figure 4.13e, when the original GW 
parameterization is used in WACCM, the GW wave forcing has a gap around 60ºS, which is 
consistent with the GW forcing in CMAM [McLandress et al, 2011]. In McLandress et al [2011], 
they proposed to reduce the cold pole bias by using addition orographic gravity wave forcing at 
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60ºS to fill this gap. Their GW scheme produces positive results and the cold pole bias is 
reduced. The IGW scheme we used in this study is different with their orographic gravity scheme 
at 60ºS in McLandress et al [2011]. In Figure 4.13c, when the IGW scheme is implemented, 
there is still a wave forcing gap around 60ºS. The IGW scheme used in this study didn’t fill the 
wave forcing gap at 60ºS. The IGWs we launched mainly breaks above 1 hPa and the maximum 
is around 0.1 hPa, which is higher than the 1 hPa GW breaking level of McLandress et al [2011]. 
The wave forcing differences are displayed in Figure 4.14. Below 0.1 hPa, the changes of total 
wave forcing induced by IGWs are dominated by changes of the resolved wave forcing. The 
gravity wave forcing is almost unchanged with or without the IGWs below 0.1 hPa according to 
Figure 4.14c. This is different with the GW scheme of McLandress et al [2011] because in their 
study, the change of GW forcing dominates the change of total wave forcing in the stratosphere, 
and the change of resolved wave forcing can be ignored. Regardless of these differences with the 
forcing in McLandress et al [2011], the cold pole bias is reduced in this study, and the 
temperature climatology, zonal wind climatology, wind reversal level and ozone mixing ratio 
show signs of improvement using the IGW scheme. 
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Figure 4.13: Similar to Figure 4.11, but only the wave forcing below 0.1 hPa is displayed. The 
unit is m/s/day 
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Figure 4.14: Similar to Figure 4.12, but only the wave forcing difference below 0.1 hPa is 
displayed. The unit is m/s/day.  
 
 
Figure 4.15 and Figure 4.16 display the wave forcing and wave forcing difference of 
November. According to Figure 4.15a, the IGWs mainly break in the northern hemisphere during 
November. In the southern hemisphere, the magnitude of IGW forcing is an order of magnitude 
smaller than the northern hemisphere. But the mesoscale wave forcing in the southern 
hemisphere is still modified and the GW wave forcing differences in the southern hemisphere in 
Figure 4.16c are comparable to the northern hemisphere.  
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Figure 4.15: Similar to Figure 4.11, but for November 
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Figure 4.16: Similar to Figure 4.12, but for November 
 
Figure 4.17: Similar to Figure 4.13, but for November 
104 
 
 
 
 
Figure 4.18: Similar to Figure 4.14, but for November 
Figure 4.17 and Figure 4.18 display the wave forcing and wave forcing difference in the 
stratosphere. In November, both the IGWs and internal gravity waves break at lower altitudes 
than July in the southern hemisphere. In July, both the IGWs and internal gravity waves break 
above 1 hPa while in November the lowest breaking level of IGWs and internal gravity waves 
can reach 10 hPa and 50 hPa respectively. In November, the difference of GW forcing extends to 
10 hPa from 1 hPa in July. This may explain why the temperature increases and zonal wind 
decelerations descend to around 50 hPa during spring.  
4.8 Conclusions and Discussion 
According to the simulation results shown in this sections, we conclude that the new 
IGW scheme used in this study is able to reduce the cold pole bias in the southern hemisphere. It 
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is not practical to include latitude dependence of IGW’s horizontal wavelength in the WACCM 
simulation. Instead, a simplified spectrum with a single wavelength (1000km) is used. The 
parameterized IGWs break in the upper stratosphere and lower mesosphere. The forcing from 
IGW breaking compensates the missing wave forcing and decelerates the zonal wind in the 
southern stratosphere thus modifying the residual circulation. Originally the jet in the southern 
polar region during winter is about 20-30 m/s stronger than ERA-40 and the simulated 
temperature in the southern polar region between 10 hPa and 1 hPa during winter is 20 K colder 
than ERA-40. By choosing an appropriate efficiency factor for the IGWs, the jet speed can be 
reduced by 20-30 m/s, making the model results more consistent with ERA-40. At the same time, 
the simulated temperature between 10 hPa and 1 hPa in the southern polar region during winter 
is increased by 10 to 20 K, also in better agreement with ERA-40. The temperature changes are 
caused by the change of mean meridional circulation, and thus adiabatic heating, induced by the 
IGW wave forcing. Downward control, discussed in Garcia and Boville [1994], may also play an 
important role, especially at lower altitudes (below 1 hPa) where the direct wave forcing 
becomes weak.  
The new IGW scheme is able to reduce the cold pole bias in both the specified chemistry 
WACCM simulation and interactive chemistry WACCM simulation. It is found that when the 
chemistry is included interactively in the simulation, the cold pole bias is reduced mainly 
through dynamics effects. This could be caused by the very weak prescribe ozone hole in the 
SC-WACCM simulations. 
Based on the simulation results of this study, we conclude that the forcing from IGWs in 
the southern hemisphere from 30ºS to 90ºS is a viable candidate in reducing the cold pole bias. 
Parameterized IGWs in the equatorial region and in the northern hemisphere have very small 
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effects on the cold pole bias in the southern hemisphere. When the inertial gravity waves has 
been implemented only in the equatorial region from 30ºS to 30ºN, the cold pole bias are almost 
unaffected. When the inertial gravity waves are implemented from 30ºS to 90ºS and in the 
equatorial region, the cold pole bias are reduced significantly from 20 K to 5 K. When the 
inertial gravity waves scheme are implemented in both hemispheres from 30ºS to 90ºS and 30º
N to 90ºN, the simulated wind climatology and temperature climatology are almost the same as 
the cases in which the inertial gravity waves are only implemented in the southern hemisphere.  
The zonal wind change induced by the IGWs in the northern hemisphere is much smaller 
than the southern hemisphere both in speed and area. One possible reason is that the zonal wind 
speed in the southern hemisphere is larger than the northern hemisphere because in the southern 
hemisphere most of the areas are oceans and the orographic gravity wave deceleration effect is 
small. The acceleration (or deceleration) of the zonal wind induced by IGWs is proportional to 
       , c is the phase speed and u is the zonal wind [Lindzen 1981]. Therefore IGWs have the 
advantage to make relative large improvement to the climatology in the southern hemisphere 
while not significantly change or even improve the climatology in the northern hemisphere. This 
makes IGW a good candidate to reduce the cold pole bias, which is particularly acute in the 
southern hemisphere.  
The IGW scheme used in this study is different with the orographic gravity wave scheme 
used to reduce the cold pole bias in McLandress et al [2011]. In McLandress et al [2011], the 
gravity wave scheme in CMAM has a gap at 60ºS and they used additional orographic gravity 
waves to fill this gap. The orographic gravity waves used mainly breaks below 1 hPa. The IGW 
in our scheme mainly breaks above 1 hPa and the induced wave forcing peaks at around 0.1 hPa. 
Even though the original gravity wave forcing in WACCM has a gap around 60ºS below 1 hPa, 
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which is similar to the wave forcing gap in CMAM, the IGW scheme we used does not enhance 
the forcing in this gap. Nevertheless, we have shown, however, that the IGW scheme used in this 
study is able to significantly reduce the cold pole bias, and improve temperature, zonal wind, 
wind reversal level and ozone mixing ratio. Observationally, Wang et al., [2005] and Alexander 
et al., [2008] showed evidence that inertial gravity existed globally at both hemispheres. 
Therefore the IGW scheme in this study is also physically plausible. As found in previous studies, 
the missing wave forcing is likely a cause of cold pole bias in CCMs. Both our study and 
McLandress et al [2011] support this conclusion. Our study demonstrates that the IGWs are a 
potential candidate for the source of the forcing.  
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Chapter 5  Conclusions and Outlooks 
5.1 Conclusions 
Lidar observations are critical in building a temperature benchmark in the southern polar 
region due to its high resolution and long-duration observation capability. The temperature 
morphology is formed using lidar observations at South Pole from November 1999 to October 
2001 and at Rothera (67.5 S, 68.0 W) from January 2003 to March 2005. Annual, semi-annual, 
4-, 3- and 2.4-month oscillations are decomposed and analysed respectively. This temperature 
morphology is compared to SABER for the purpose of mutual validation. The bias in WACCM 
simulation is identified and the cold pole bias in the southern polar region is quantified, which 
inspired us to study the mechanism of cold pole bias and to reduce the cold pole bias using 
inertial gravity waves.   
Even with high resolution and long duration lidar observation, it is still a very 
challenging task to establish the benchmark because temperatures are affected by so many 
factors and the variations in the polar region are not fully understood yet. Teleconnection is one 
critical variation need to be understood before any temperature benchmark can be established 
because it significantly affects the temperature variations in the polar region. Through the 
research in this dissertation we further the knowledge of temperature variations induced by 
teleconnection. Teleconnection in the thermosphere is discovered, along with the inter- and 
intra-annual variations. The connections between residual circulation and temperature are formed. 
A stable teleconnection pattern is established globally.  
After the cold pole bias in WACCM being quantified using lidar observation as reference, 
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we continue to study the mechanism of the cold pole bias and to reduce the bias in WACCM 
using inertial gravity wave parameterizations. This study advances our knowledge of how the 
gravity waves affect temperature in the polar region. Originally in WACCM the inertial gravity 
wave is not parameterized at all. The gravity wave parameterization we proposed is to launch 
inertial gravity waves with horizontal wavelength 1000 km uniformly from 30 S to 90 S and 
from 30 N to 90 N. Inertial gravity waves have longer wavelength than the mesoscale gravity 
waves already parameterized in WACCM and thus break at lower altitudes. Therefore this new 
inertial gravity wave is able to compensate the missing wave forcing in the southern stratosphere 
and reduce the cold pole bias. This new gravity wave scheme is tested in WACCM simulations. 
In our experiments, with additional inertial gravity waves, the zonal wind is slowed by 20-30 m/s 
and the temperature is increased by about 20 K at stratosphere in the southern polar region, 
making the simulation results of WACCM consistent with ERA-40 better. In addition, the wind 
reversal level between October and December is decreased by 10 km, making it similar to 
ERA-40. The zonal wind climatology in WACCM simulation is improved and the cold pole bias 
is reduced to almost 0 when the new inertial gravity wave parameterization is used. The wave 
forcing of inertial gravity wave, internal gravity wave and resolved wave are analysed which 
further our understanding of the dynamics and temperature variances in the southern polar 
region.  
The results in this thesis help advance our understanding of the polar region thermal 
structure and how dynamics affect the temperature variations. This thesis helps to understand 
better how gravity waves affect temperature in the polar region. It lays the foundation to 
establish the temperature benchmark for future studies of climate change. 
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Base on the study in this thesis, we have raised many interesting science questions which 
can further advance our knowledge of the temperature and dynamics in the southern polar region. 
These topics will be discussed below.  
5.2 Future Work 
The Fe/Rayleigh lidar is upgraded and deployed at McMurdo (77.8ºS, 166.7ºE) in 2010. 
The upgraded lidar is capable of measuring atmospheric temperature profiles from sea level to 
110 km with year-round (0-110 km) and full-diurnal (30-110 km) coverage for both day and 
night. This lidar has accumulated a lot of valuable data and will continue be operated for several 
years. Those new data will fill an important gap in the latitudinal coverage of ground-based 
range-resolved measurements in Antarctica and help forming a more complete morphology in the 
southern polar region.   
The new gravity wave scheme with addition inertial gravity wave is able to reduce the 
cold pole bias in WACCM. But all other parameterizations of WACCM such as ozone were 
determined according to the original gravity wave scheme. To include inertial gravity wave 
forcing, the parameters of atmosphere chemistry and other wave forcing need to be adjusted 
according to the new gravity wave scheme. More work need to be done in the future to 
completely solve this cold pole bias.  
In current dissertation, the teleconnection is derived using WACCM 3.5 simulation and 
the new gravity wave scheme is not included. New gravity scheme will change both the 
simulated residual circulation and simulated temperature and thus affecting the derived 
teleconnection. When the cold pole bias is solved in WACCM, the teleconnection can be derived 
using the simulation from upgraded WACCM and the effects of new gravity scheme on 
teleconnection can be studied.  
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Appendix A 
In this appendix we show the zonal wind climatology simulated by WACCM with and without 
IGW scheme month by month. The figures are similar to Figure 4.3.  
 
Figure A.1 Zonal wind climatology of January simulated by SC-WACCM 
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Figure A.2 Zonal wind climatology of February simulated by SC-WACCM 
 
Figure A.3 Zonal wind climatology of March simulated by SC-WACCM 
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Figure A.4 Zonal wind climatology of April simulated by SC-WACCM 
 
Figure A.5 Zonal wind climatology of May simulated by SC-WACCM 
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Figure A.6 Zonal wind climatology of June simulated by SC-WACCM 
 
Figure A.7 Zonal wind climatology of July simulated by SC-WACCM 
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Figure A.8 Zonal wind climatology of August simulated by SC-WACCM 
 
Figure A.9 Zonal wind climatology of September simulated by SC-WACCM 
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Figure A.10 Zonal wind climatology of October simulated by SC-WACCM 
 
Figure A.11 Zonal wind climatology of November simulated by SC-WACCM 
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Figure A.12 Zonal wind climatology of December simulated by SC-WACCM 
 
Figure A.13 Zonal wind climatology of January simulated by WACCM 
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Figure A.14 Zonal wind climatology of February simulated by WACCM 
 
Figure A.15 Zonal wind climatology of March simulated by WACCM 
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Figure A.16 Zonal wind climatology of April simulated by WACCM 
 
Figure A.17 Zonal wind climatology of May simulated by WACCM 
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Figure A.18 Zonal wind climatology of June simulated by WACCM 
 
Figure A.19 Zonal wind climatology of July simulated by WACCM 
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Figure A.20 Zonal wind climatology of August simulated by WACCM 
 
Figure A.21 Zonal wind climatology of September simulated by WACCM 
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Figure A.22 Zonal wind climatology of October simulated by WACCM 
 
Figure A.23 Zonal wind climatology of November simulated by WACCM 
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Figure A.24 Zonal wind climatology of December simulated by WACCM 
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Appendix B 
In this appendix we show the wave forcing up to 1e-4 hPa simulated by WACCM with and 
without IGW scheme month by month. 
 
Figure B.1 Similar to Figure 4.11, for January 
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Figure B.2 Similar to Figure 4.11, for February 
 
Figure B.3 Similar to Figure 4.11, for March 
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Figure B.4 Similar to Figure 4.11, for April 
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Figure B.5 Similar to Figure 4.11, for May 
 
Figure B.6 Similar to Figure 4.11, for June 
  
134 
 
 
 
Figure B.7 Similar to Figure 4.11, for July 
  
Figure B.8 Similar to Figure 4.11, for August 
 
 
 Figure B.9 Similar to Figure 4.11, for September 
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Figure B.10 Similar to Figure 4.11, for October 
 
  
Figure B.11 Similar to Figure 4.11, for November 
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Figure B.12 Similar to Figure 4.11, for December 
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Appendix C 
In this appendix we show the wave forcing difference up to 1e-4 hPa simulated by WACCM 
with and without IGW scheme month by month. 
  
Figure C.1 Similar to Figure 4.12, for January 
 
Figure C.2 Similar to Figure 4.12, for February 
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Figure C.3 Similar to Figure 4.12, for March 
 
Figure C.4 Similar to Figure 4.12, for April 
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Figure C.5 Similar to Figure 4.12, for May 
 
Figure C.6 Similar to Figure 4.12, for June 
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Figure C.7 Similar to Figure 4.12, for July 
 
Figure C.8 Similar to Figure 4.12, for August 
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Figure C.9 Similar to Figure 4.12, for September 
 
Figure C.10 Similar to Figure 4.12, for October 
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Figure C.11 Similar to Figure 4.12, for November 
 
Figure C.12 Similar to Figure 4.12, for December 
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Appendix D 
In this appendix we show the wave forcing up to 0.1 hPa simulated by WACCM with and 
without IGW scheme month by month. 
 
Figure D.1 Similar to Figure 4.13, for January 
 
Figure D.2 Similar to Figure 4.13, for February 
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Figure D.3 Similar to Figure 4.13, for March 
 
Figure D.4 Similar to Figure 4.13, for April 
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Figure D.5 Similar to Figure 4.13, for May 
 
Figure D.6 Similar to Figure 4.13, for June 
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Figure D.7 Similar to Figure 4.13, for July 
 
Figure D.8 Similar to Figure 4.13, for August 
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Figure D.9 Similar to Figure 4.13, for September 
 
Figure D.10 Similar to Figure 4.13, for October 
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Figure D.11 Similar to Figure 4.13, for November 
 
Figure D.12 Similar to Figure 4.13, for December 
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Appendix E 
In this appendix we show the wave forcing difference up to 0.1 hPa simulated by WACCM with 
and without IGW scheme month by month. 
 
Figure E.1 Similar to Figure 4.14, for January 
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Figure E.2 Similar to Figure 4.14, for February 
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Figure E.3 Similar to Figure 4.14, for March 
  
Figure E.4 Similar to Figure 4.14, for April 
 
  
Figure E.5 Similar to Figure 4.14, for May 
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Figure E.6 Similar to Figure 4.14, for June 
 
  
Figure E.7 Similar to Figure 4.14, for July 
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Figure E.8 Similar to Figure 4.14, for August 
 
  
Figure E.9 Similar to Figure 4.14, for September 
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Figure E.10 Similar to Figure 4.10, for October 
 
  
Figure E.11 Similar to Figure 4.14, for November 
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Figure E.12 Similar to Figure 4.14, for December 
