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ABSTRAK 
Salah satu masalah yang ada di Negara Indonesia adalah kemiskinan. Secara etimologis, 
“kemiskinan” berasal dari kata “miskin” yang artinya tidak berharta benda dan serba 
kekurangan. Salah satunya adalah di Kabupaten Indragiri Hilir, dimana jumah penduduk 
miskinnya masih tergolong tinggi. Oleh karena itu dilakukan penelitian penerapan metode 
Elman Recurrent Neural Network untuk prediksi jumlah penduduk miskin di kabupaten 
Indragiri Hilir. Data yang digunakan yaitu data penduduk miskin kabupaten Indragiri 
Hilir dari tahun 2002 sampai dengan tahun 2019. Data tersebut dirubah kedalam bentuk 
data time series dengan variabel berjumlah 5. Penelitian ini menggunakan jumlah epoch 
100, learning rate (α) 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 dan 0.9, dan toleransi error 
0.0001. Hasil pengujian MSE pada penelitian ini menunjukkan nilai MSE terkecil pada 
learning rate 0.1 dengan data latih 70% dan data uji 30% dengan nilai MSE 0,1874. 
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ABSTRACT 
One of the problems that occur in Indonesia is poverty. In etymologically, “poverty” 
comes to the word ”poor” to be without means of wealth and deprivation. The Indragiri 
distric, the number of poor population is still relatively high rated.  Therefore, there is 
study applying the ERNN method to has predicted the number of poor population in 
Indragiri distric. The data used of poor population from 2002 to 2019. Of the data  will 
be converted in time series data with of 5 variable.  The studies of using amount of epoch 
100, learning rate (α) 0.1, 0.2, 0,3, 0.4, 0.5, 0.6, 0.7, 0.8, and 0.9, the tolerance of error 
0.0001. The result of MSE on this study show that value MSE smallest at learnting rate 
0.1 with training data 70% and test data 30%  of Value MSE 0,1874. 
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Simbol permulan (start) atau akhir (end) pada seuatu kegiatan 
 
Input/Output symbol 




Simbol yang digunakan untuk menunjukkan kegiatan yang 
dilakukan oleh komputer 
 
Flow direction symbol 
Sibol yang digunakan untuk menghubungkan antara simbol 
yang satu dengan simbol yang lain, simbol ini juga 







 Latar Belakang 
 Secara etimologis, “kemiskinan” berasal dari kata “miskin” yang artinya 
tidak berharta benda dan serba kekurangan. Badan Pusat Statistik mendefinisikan 
kemiskinan sebagai ketidakmampuan individu dalam memenuhi kebutuhan dasar 
minimal untuk hidup layak, lebih jauhnya disebutkan kemiskinan merupakan 
sebuah kondisi yang berada dibawah garis nilai standar kebutuhan minimum, baik 
untuk makanan dan non makanan yang disebut garis kemiskinan (Proverty Line) 
atau disebut juga batas kemiskinan (Poverty Treshold) (Ferezagia, 2018).  
Menurut Undang-Undang No. 24 tahun 2004, kemiskinan merupakan 
kondisi perekonomian seseorang atau sekelompok orang yang tidak terpenuhinya 
hak-hak dasarnya untuk mempertahankan dan mengembangkan kehidupan yang 
bermartabat. Kebutuhan dasar tersebut meliputi kebutuhan pangan, kesehatan, 
pendidikan, perumahan, pekerjaan, air bersih, pertanahan, sumber daya alam, 
lingkungan hidup (Ispriyanti, Prahutama, & Mustafid, 2019).  
Menurut data dari BPS 2017 yang dikutip dari (Rabiah, 2018) penduduk 
miskin di kabupaten Indragiri Hilir berjumlah 55,40 ribu jiwa atau 7,70%. Untuk 
mengukur kemiskinan, BPS menggunakan konsep kemampuan memenuhi 
kebutuhan dasar (basic needs approach). Dengan pendekatan ini, kemiskinan 
dipandang sebagai ketidakmampuan dari sisi ekonomi untuk memenuhi 
kebutuhan dasar makanan dan bukan makanan yang diukur dari sisi pengeluaran. 
Jadi Penduduk Miskin adalah penduduk yang memiliki rata-rata pengeluaran 
perkapita perbulan dibawah garis kemiskinan.  
Kondisi masyarakat miskin di kabupaten Indragiri Hilir masih kurang 
stabil setiap tahunnya, bisa mengalami kenaikan dan bisa juga mengalami 
penurunan (berdasarkan data dari BPS Kabupaten Indragiri Hilir). Pemerintah 
juga sudah banyak melalukan upaya dalam mengentaskan kemiskinan tersebut, 
diantaranya melalui program bantuan sosial yang meliputi Bantuan Langsung 




Berdasarkan hasil wawancara dengan Bapak Ryan Alfitra, S.S.T., selaku 
Plh Kepala Seksi Integrasi Pengolahan dan Diseminasi Statistik mengenai 
permasalahan yang ditimbulkan akibat dari banyaknya penduduk miskin adalah 
tingginya tingkat pengangguran, yang mana akibat dari pengangguran tersebutlah 
yang bisa menimbulkan tindak kejahatan seperti pencurian, perampokan, 
pemerasan, dan tindak kejahatan lainnya yang dilakukan oleh seseorang atau 
sekelompok orang demi memenuhi kebutuhan hidupnya. 
Selanjutnya BPS Kabupaten Indragiri Hilir juga menggunakan konsep 
kemampuan memenuhi kebutuhan dasar (basic needs approach) untuk mengukur 
kemiskinan di Kabupaten Indragiri Hilir. Yang mana pada konsep tersebut 
membutuhkan biaya yang cukup besar dan memakan waktu yang lama. 
Berdasarkan permasalahan diatas salah satu solusi yang dapat digunakan 
untuk membantu pemerintah dalam melakukan antisipasi terhadap kemungkinan 
bertambahnya jumlah penduduk miskin adalah dengan memanfaatkan teknologi 
informasi. Teknologi informasi tersebut berupa Jaringan Syaraf Tiruan (JST).  
Prediksi jumlah penduduk miskin adalah hal yang sangat efektif untuk 
dilakukan karena dengan adanya prediksi jumlah penduduk miskin ini dapat 
membantu pemerintah dalam melakukan antisipasi terhadap jumlah penduduk 
miskin yang terus meningkat dan melakukan kebijakan dalam membangun 
lowongan pekerjaan yang lebih banyak guna untuk mengurangi jumlah 
pengangguran dan penduduk miskin dalam suatu daerah sehingga mampu 
menyediakan segala kebutuhan masyarakat dalam hal pendidikan dan kesehatan 
yang layak sehingga mereka tidak tergolong kedalam penduduk miskin lagi.  
Oleh karena itu, prediksi jumlah penduduk miskin sangat penting untuk 
dilakukan agar dapat diatasi dan dikendalikan dengan cara menambah lapangan 
kerja, memberikan pinjaman modal usaha dengan jaminan dan lain sebagainya 
yang bisa diterapkan oleh pemerintah untuk mengurangi jumlah pengangguran 
yang berdampak pada kemiskinan. Dengan adanya prediksi jumlah penduduk 
miskin di Kabupaten Indragiri Hilir juga diharapkan dapat membantu mengurangi 
biaya yang di keluarkan dan menghemat waktu dalam mengukur jumlah 




Beberapa jurnal atau penelitian sebelumnya yang terkait mengenai 
kemiskinan yaitu Analisis Klasifikasi Kemiskinan Di Kota Semarang 
Menggunakan Algoritma Quest (Ispriyanti, Prahutama, & Mustafid, 2019).  Pada 
penelitian ini, algoritma Quest mengacu pada enam belas variabel yang digunkana 
dalam model regresi logistik biner. Algoritma Quest termasuk dalam kategori 
pohon klasifikasi biner. Hasil dari penerapan Algoritma Quest ke data kategori 
rumah tangga miskin atau tidak miskin berupa pohon klasifikasi. Dengan 
algoritma ini, dihasilkan suatu pohon dengan aturan klasifikasi yang digunakan 
untuk memprediksi apakah rumah tangga tersebut dikategorikan miskin atau 
tidak. Nilai akurasi klasifikasi kemiskinan di kota Semarang menggunakan 
Algoritma Quest mencapai 94.9% yang dikategorikan sangat tinggi. 
Untuk memprediksi jumlah penduduk miskin dapat dilakukan dengan 
menggunakan teknologi informasi yang memanfaatkan Jaringan Syaraf Tiruan 
(JST) dengan menggunakan metode Elman Recurrent Neural Network (ERNN). 
Jaringan Syaraf Tiruan (JST) merupakan suatu sistem pemrosesan informasi yang 
dibuat dengan menirukan cara kerja otak manusia untuk dapat menyelesaikan dan 
mengatasi suatu permasalahan tertentu (Laluma, 2012). Sedangkan Elman 
Recurrent Neural Network (ERNN) merupakan  salah  satu jenis jaringan berulang 
yang mempunyai lapisan konteks yang akan direferensikan. Dalam penerapannya, 
ERNN akan dilakukan pelatihan yang diawasi dengan menggunakan algoritma 
Backpropagation berdasarkan Input dan target yang dimasukkan (Cynthia, Yanti, 
Yusra, Fitriani, & Yusuf, 2019).  
Adapun penelitian terkait yang menggunakan metode Elman Recurrent 
Neural Network (ERNN) yaitu Penggunaan Elman Recurrent Neural Network 
Dalam Peramalan Suhu Udara Sebagai Faktor Yang Mempengaruhi Kebakaran 
Hutan (Maulida, 2011). Pada penelitian ini menggunakan model ARIMA untuk 
prediksi suhu udara merupakan model yang baik digunakan untuk peramalan suhu 
udara perhari (1 hari kedepan) karen memiliki nilai MAPE 3.11%. Sedangkan 
penggunaan ERNN untuk prediksi 1 hari kedepan memberikan hasil yang lebih 
bagus yaitu memiliki MAPE 1.55%. Maka dapat disimpulkan bahwa kinerja 




Penelitian lainnya yaitu Analisis Dan Implementasi Elman Recurrent 
Neural Network Untuk Prediksi Harga Komoditas Pertanian (Nanggala, Saepudin, 
& Nhita, 2016). Keluaran dari proses penelitian ini adalah model berupa bobot 
yang optimal untuk dapat memprediksi harga bawang merah dan cabai merah 
pada 10 minggu berikutnya. Parameter terbaik yang didapatkan dari proses  trial  
and  error  adalah  dengan nilai learning rate sebesar 0.1, epoch sebanyak 5000, 
dan jumlah hidden neuron dan context neuron sebanyak 2. Penelitian selanjutnya 
yaitu Forecast of Opening Stock Price Based on Elman Neural Network (Zheng, 
2015) Hasil akhir penelitiannya menyebutkan bahwa dengan metode ERNN 
kesalahan yang terjadi sangat kecil, bahkan hasil prediksi pun benar-benar 
mendekati hasil sebenarnya. 
Pada penelitian ini, akan dilakukan penelitian terhadap Penerapan Metode 
Elman Recurrent Neural Network Untuk Memprediksi Jumlah Penduduk Miskin 
Di Kabupaten Indragiri Hilir. Semoga penelitian ini dapat membantu pihak terkait 
terutama pemerintah di kabupaten Indragiri Hilir dalam mengurangi jumlah 
penduduk miskin. 
 Rumusan Masalah 
Rumusan masalah dalam penelitian ini adalah bagaimana menerapkan 
metode Elman Recurrent Neural Network untuk memprediksi jumlah penduduk 
miskin di kabupaten Indragiri Hilir. 
 Batasan Masalah 
Adapun batasan masalah dalam penelitian ini adalah sebagai berikut : 
1. Data yang digunakan yaitu data jumlah penduduk miskin di kabupaten 
Indragiri Hilir dari tahun 2002 sampai 2019 
2. Variabel yang digunakan berupa tahun yang disusun secara time series.  





 Tujuan Penelitian 
Adapun tujuan dari penelitian ini adalah untuk menerapkan metode Elman 
Recurrent Neural Network untuk memprediksi jumlah penduduk miskin di 
kabupaten Indragiri Hilir. 
 Sistematika Penulisan 
Berikut ini sistematika penulisan pada Tugas Akhir ini yaitu : 
BAB I PENDAHULUAN 
Bab ini berisikan tentang latar belakang, rumusan masalah, 
batasan masalah, tujuan penelitian, manfaat penelitian, dan 
sistematika penulisan.  
BAB II LANDASAN TEORI 
Bab ini berisi pembahasan mengenai segala hal yang berkaitan 
dengan Tugas Akhir ini dan dijadikan sebagai sebuah landasan 
dalam penulisan dan penelitian.  
BAB III METODOLOGI PENELITIAN 
Bab ini membahas mengenai tahapan penelitian yang terdiri dari 
beberapa bagian yaitu  Rumusan Masalah, Studi Pengumpulan 
data, Analisis, Implementsi. 
BAB IV ANALISA DAN PERANCANGAN 
Bab ini membahas mengenai Analisa dan Perancangan sistem 
yang akan dilakukan pada penelitian ini. 
BAB V IMPLEMENTASI DAN PENGUJIAN 
Bab ini menjelaskan tentang implementasi dari sebuah sistem 
yang telah dirancang sebelumnya dan kemudian dilakukan 
pengujian.  
BAB VI PENUTUP 
Bab ini menjelaskan kesimpulan dan saran yang berisikan 





BAB II  
LANDASAN TEORI 
 Jaringan Syaraf Tiruan (JST) 
Jaringan Syaraf Tiruan (JST) adalah paradigm pemrosesan suatu informasi 
yang terinspirasi oleh sistem sel syaraf biologi. Jaringan ini biasanya di 
implementasikan dengan menggunakan komponen elektronik atau disimulasikan 
pada aplikasi komputer (Revi, Ramadan, Sari, & Solikhun, 2018). Jaringan Syaraf 
Tiruan ini bekerja dengan cara menirukan cara kerja otak manusia dan selanjutnya 
diimplementasikan dengan menggunakan suatu program komputer yang berfungsi 
untuk dapat menyelesaikan masalah yang ada. Jaringan Syaraf Tiruan melakukan 
pembelajaran dari pola-pola pengalaman yang sudah ada sebelumnya, sehingga 
setiap sinyal masukan akan dilakukan pembelajaran untuk mendapatkan keluaran 
atau kesimpulan yang sesuai (Suhartanto, Dewi, & Muflikhah, 2017).  
2.1.1 Konsep Dasar Jaringan Syaraf Tiruan 
Setiap pola-pola informasi input dan output yang diberikan kedalam JST 
diproses dalam neuron, neuron-neuron tersebut terkumpul didalam lapisan-lapisan 
yang disebut neuron layers. Lapisan-lapisan penyusun JST tersebut dapat dibagi 
menjadi 3, yaitu (Lesnussa, Latuconsina, & Persulessy, 2015) :  
1. Lapisan input, unit-unit di dalam lapisan ini disebut unit-unit input. Unit-unit 
input tersebut menerima pola data dari luar yang menggambarkan suatu 
permasalahan. 
2. Lapisan tersembunyi, unit-unit di dalam lapisan ini disebut unit-unit 
tersembunyi. Di mana output nya tidak dapat diamati secara langsung. 
3. Lapisan output, unit-unit di dalam lapisan ini disebut unit-unit output. Output 








2.1.2 Arsitektur Jaringan Syaraf Tiruan 
JST memiliki beberapa arsitektur jaringan yang sering digunakan dalam 
berbagai aplikasi. Arsitektur JST tersebut, antara lain (Hermawan, 2006) dikutip 
dari jurnal (Lesnussa, Latuconsina, & Persulessy, 2015). 
1. Jaringan Lapisan Tunggal (Single Layer Network)  
Jaringan dengan lapisan tunggal terdiri dari 1 lapisan input dan 1 lapisan 
output. Setiap neuron yang terdapat di dalam lapisan input selalu terhubung 
dengan setiap neuron yang terdapat pada lapisan output. Dibawah ini adalah 
















Gambar 2.1 Jaringan Lapisan Tunggal 
2. Jaringan Banyak Lapisan (Multilayer Net) 
Jaringan dengan banyak lapisan memiliki ciri khas tertentu, yaitu memiliki 3 
jenis lapisan diantaranya lapisan input, lapisan output, dan lapisan tersembunyi. 
Jaringan dengan banyak lapisan ini dapat menyelesaikan permasalahan yang 
lebih kompleks dibandingkan jaringan dengan lapisan tunggal. Namun, proses 
pelatihan sering membutuhkan waktu yang cenderung lama. Dibawah ini 
adalah contoh gambar jaringan lapisan banyak (Lesnussa, Latuconsina, & 
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Gambar 2.2 Jaringan Lapisan Banyak 
3. Jaringan Lapisan Kompetitif (Competitive Layer) 
Pada jaringan ini sekumpulan neuron bersaing untuk mendapatkan hak menjadi 
aktif. Dibawah ini adalah contoh gambar jaringan lapisan kompetitif (Lesnussa, 
Latuconsina, & Persulessy, 2015).  
 
Gambar 2.3 Jaringan Lapisan Kompetitif 
2.1.3 Pemodelan Jaringan Syaraf Tiruan 
Jaringan syaraf tiruan dikembangkan berdasarkan model matematis 
dengan mengasumsikan: 
1. Informasi diproses oleh elemen-elemen yang sederhana yang disebut neuron. 
2. Sinyal-sinyal dilewatkan antara neuron yang saling berhubungan antara satu 
dan yang lain. 
3. Setiap sambungan antara dua neuron yang memiliki bobot masing-masing 





4. Tiap neuron memiliki fungsi aktivasi dimana akan menentukan besaran suatu 
keluaran (Muis, 2010). 
2.1.4 Algoritma Pembelajaran Pada Jaringan Syaraf Tiruan 
Algoritma pembelajaran pada JST diklasifikasikan menjadi dua bagian, 
yaitu (Sutojo, Mulyanto, & Suhartono, 2011): 
1. Supervised Learning (Pembelajaran Terawasi) 
Pembelajaran terawasi adalah algoritma pembelajaran yang membutuhkan 
guru. Guru didefinisikan sebagai sekumpulan nilai input dan output. Proses 
pembelajaran dilakukan oleh guru dengan memberikan respon yang diinginkan 
kepada jaringan. Proses pembelajaran ini dilakukan secara berulang-ulang 
dengan tujuan agar jaringan dapat memiliki kemampuan yang mirip dengan 
gurunya. 
2. Unsupervised Learning (Pembelajaran Tidak Terawasi) 
Pembelajaran tidak terawasi adalah algoritma pembelajaran yang tidak 
membutuhkan guru untuk memantau proses pembelajaran, sehingga pada 
algoritma pembelajaran ini tidak ada fungsi tertentu yang harus dipelajari oleh 
jaringan. 
2.1.5 Fungsi Aktivasi 
Fungsi aktivasi merupakan fungsi yang digunakan pada jaringan saraf 
untuk mengaktifkan atau tidak mengaktifkan neuron (Julpan, Nababan, & Zarlis, 
2015). Fungsi aktivasi dalam jaringan syaraf tiruan adalah sebagai berikut (Sutojo, 
Mulyanto, & Suhartono, 2011) : 
1. Fungsi Sigmoid Bipolar 
Fungsi sigmoid bipolar ini memiliki output dengan rentan range antara 1 
sampai -1, fungsi sigmoid bipolar adalah sebagai berikut: 














2. Fungsi Sigmoid Biner 
Fungsi sigmoid biner merupakan suatu keluran nilai output di antara interval 0 
hingga 1 yang sering digunakan dalam jaringan syaraf tiruan, karena fungsi ini 
memiliki nilai pada range 0 sampai 1. Fungsi sigmoid biner adalah sebagai 
berikut: 




dengan 𝑦′ =  𝑓′(𝑥) = 𝑓(𝑥)[1 − 𝑓(𝑥)] 
3. Fungsi Purelin 
Fungsi purelin ini mempunyai nilai output berupa sembarang bilangan real 
(bukan hanya pada interval [0,1] atau [-2,2]. Fungsi purelin adalah sebagai 
berikut: 
𝑓(𝑥) = 𝑦 
 Elman Recurrent Neural Network (ERNN) 
Elman  Recurrent  Neural  Network (ERNN) merupakan  salah  satu jenis 
jaringan berulang yang mempunyai lapisan konteks yang akan direferensikan. 
Dalam penerapannya, ERNN akan dilakukan pelatihan yang diawasi dengan 
menggunakan algoritma Backpropagation berdasarkan Input dan target yang 
dimasukkan. Terdapat beberapa parameter yang berpengaruh dalam proses 
pelatihan, yaitu inisialisasi bobot, jenis Inputan, jumlah neuron yang tersembunyi, 
tingkat pembelajaran, dan faktor momentum. Dibawah ini adalah contoh gambar 










Gambar 2.4 Arsitektur Elman Recurrent Neural Network 
Elman Recurrent Neural Network mempunyai struktur dan metode 
pelatihan yang lebih kompleks apabila dibandingkan dengan feed-forward neural 
network. Arsitektur Elman Recurrent Neural Network ini memiliki fungsi yang 
hampir sama dengan arsitektur feed-forward Backpropagation, tetapi ditambah 
dengan layer context untuk dapat menampung hasil output dari hidden layer 
nantinya. Elman Recurrent Neural Network merupakan variasi dari Multi 
Perceptron, akan tetapi Elman Recurrent Neural Network terdapat node-node 
yang letak posisinya saling berdekatan dengan input layer yang berhubungan 
dengan hidden layer. Node-node tersebut mengandung isi dari salah satu layer 
yang telah dilatih terlebih dahulu sebelumnya (Radjabaycolle & Pulungan, 2016). 
 Algoritma ERNN 
Langkah-langkah dalam Algoritma ERNN adalah sebagai berikut 
(Cynthia, Yanti, Yusra, Fitriani, & Yusuf, 2019): 
1. Memberikan nilai inisialisasi bobot antara input-hidden layer dan hidden-
output layer, learning rate, toleransi error, dan maksimal epoch. 
2. Setiap unit input 𝑥𝑖 akan menerima sinyal input dan kemudian sinyal input 
tersebut akan dikirimkan pada seluruh unit yang terdapat pada hidden layer.  
3. Setiap unit hidden layer 𝑛𝑒𝑡𝑗(𝑡) akan ditambahkan dengan nilai inputan 𝑥𝑖 
yang akan dikalikan dengan 𝑣𝑗𝑖 dan dikombinasikan dengan context layer 









𝑛𝑒𝑡𝑗  = (∑ 𝑥𝑖(𝑡)
𝑛
𝑖 𝑣𝑗𝑖) + ∑  𝑦ℎ (𝑡 − 1)
𝑛
ℎ 𝑢𝑗ℎ +
 𝜃𝑗 .....................................(2.2) 
Keterangan: 
𝑥𝑖 = input dari l,.,.,.,.,.n 
𝑣𝑗𝑖 = bobot dari input ke hidden layer 
𝑦ℎ = hasil copy dari hidden layer waktu ke (𝑡 − 1) 
𝑣𝑗ℎ = bobot dari context ke hidden layer 
𝜃 = bias 
𝑛 = jumlah node masukan 
𝑖 = node input 
𝑚 = jumlah node hidden 
ℎ = node context 







4. Setiap unit yang terdapat pada 𝑦𝑘 akan ditambahkan dengan nilai keluaran 
pada hidden layer 𝑦𝑗  yang dikalikan dengan bobot 𝑤𝑘𝑗 dan dijumlahkan 
dengan bias bagian hidden layer agar mendapatkan keluaran, maka 𝑛𝑒𝑡𝑘 akan 
dilakukan perhitungan dalam fungsi pengaktif menjadi 𝑦𝑘 dengan persamaan: 
 
𝑛𝑒𝑡𝑘(𝑡) = (∑ 𝑦𝑗(𝑡)
𝑚
𝑗 𝑤𝑘𝑗) + 
𝜃𝑘   .....................................................................(2.4) 
𝑦𝑘(𝑡) = 𝑔(𝑛𝑒𝑡𝑘(𝑡))  ......................................................................................(2.5) 
 
Keterangan:  





𝑤𝑘𝑗 = bobot dari hidden ke output layer 
𝜃𝑘 = bias 
𝑦𝑘  = hasil fungsi 𝑛𝑒𝑡𝑘  
𝑔(𝑛𝑒𝑡𝑘(𝑡)) = fungsi 𝑛𝑒𝑡𝑘(𝑡) 
 
5. Setiap unit output akan menerima pola target 𝑡𝑘 sesuai dengan pola masukan 
pada saat proses pelatihan dan akan dihitung nilai error nya dan dilakukan 
perbaikan terhadap nilai bobot. Proses perhitungan nilai error dalam turunan 
fungsi pengaktif dengan persamaan: 
 
𝛿𝑘 = 𝑔′(𝑛𝑒𝑡𝑘) (𝑡𝑘 − 𝑦𝑘)  ...............................................................................(2.6) 
 
Keterangan:  
𝑔′(𝑛𝑒𝑡𝑘) = fungsi turunan 𝑔(𝑛𝑒𝑡𝑘) 
𝑡𝑘  = target 
𝑦𝑘  = hasil fungsi 𝑔(𝑛𝑒𝑡𝑘) 
 
Perhitungan perbaikan nilai bobot dengan persamaan: 
 
∆𝑤𝑘𝑗 =  𝛼𝛿𝑘𝑦𝑗..............................................................................................(2.7) 
 
Keterangan: 
∆𝑤𝑘𝑗  = perbaikan nilai bobot dari hidden ke output layer 
𝛼  = konstanta learning rate / laju pembelajaran 
 
Perhitungan perbaikan nilai kolerasi dengan persamaan: 
 
∆𝜃𝑘𝑗 =  𝛼𝛿𝑘  ..................................................................................................(2.8) 
 
Keterangan: 






dan nilai 𝛿𝑘  yang diperoleh akan digunakan pada semua unit lapisan 
sebelumnya. 
 
6. Setiap output yang menghubungkan antara unit output dan unit hidden layer 
akan dikalikan dengan 𝛿𝑘   dan dijumlahkan sebagai masukan unit yang 
selanjutnya dengan persamaan: 
 
𝛿−𝑛𝑒𝑡𝑗   
= ∑ δk 𝑤𝑘𝑗……..................................................................................( 2.9) 
 
Kemudian dikalikan dengan turunan fungsi aktivasi untuk memperoleh galat 
dengan persamaan: 
 
𝛿𝑗  = 𝛿−𝑛𝑒𝑡𝑗   
𝑓′(𝑛𝑒𝑡𝑗) ...................................................................................( 2.10) 
 
Selanjutnya lakukan perhitungan perbaikan terhadap nilai bobot dengan 
persamaan: 
 
∆𝑣𝑘𝑗  = 𝛼𝛿𝑗𝑥𝑖  .............................................................................................( 2.11) 
 
Hitung perbaikan nilai kolerasi dengan persamaan: 
 
∆𝜃𝑗   = 𝛼𝛿𝑗  ..................................................................................................( 2.12) 
 
7. Setiap unit output akan dilakukan perbaikan terhadap nilai bobot dan biasnya 
dengan persamaan (2.13). 
 







𝑤𝑘𝑗(𝑏𝑎𝑟𝑢) = nilai bobot baru dari input ke hidden layer 
𝑤𝑘𝑗(𝑙𝑎𝑚𝑎) = nilai bobot lama dari input ke hidden layer 
 
Tiap unit hidden layer juga dilakukan perbaikan terhadap nilai bobot dan 
biasnya dengan persamaan: 
 
𝑣𝑘𝑗(𝑏𝑎𝑟𝑢) = 𝑣𝑘𝑗(𝑙𝑎𝑚𝑎) ∆𝑣𝑘𝑗  ..................................................................(2.14) 
 
Keterangan: 
𝑣𝑘𝑗(𝑏𝑎𝑟𝑢) = nilai bobot baru dari hidden ke output layer 
𝑣𝑘𝑗(𝑙𝑎𝑚𝑎) = nilai bobot lama dari hidden ke output layer 
 
8. Setiap output akan dibandingkan dengan target 𝑡𝑘 yang dinginkan, untuk dapat 
memperoleh nilai error (E) keseluruhan dengan persamaan (2.15). 
 
𝐸𝑡  =  
1
2
∑ (𝑡𝑘 −  𝑦𝑘)
𝑘
𝑖=1
2  .........................................................................( 2.15) 
 
Keterangan: 
𝐸𝑡 = hasil nilai error keseluruhan 
 
9. Lakukan pengujian kondisi pemberhentian (akhir iterasi). 
Proses pelatihan  yang dikatakan berhasil yaitu apabila nilai error saat iterasi 
pelatihan nilai selalu mengecil dan diperoleh nilai bobot yang baik pada setiap 
neuron untuk data pelatihan yang diberikan. Sedangkan proses pelatihan yang 
dikatakan tidak berhasil atau gagal yaitu apabila nilai error pada saat iterasi 
pelatihan tidak memberikan nilai yang cenderung mengecil. 
 Normalisasi 
Normalisasi data dilakukan untuk memperoleh data dalam ukuran yang 





asli menggunakan persamaan berikut (Cynthia, Yanti, Yusra, Fitriani, & Yusuf, 
2019): 
 
X*  = 0,8  (
𝑥−𝑚𝑖𝑛(𝑥)
max(𝑥)−min (𝑥)
) + 0,1 ....................................................................( 2.16) 
 
Keterangan: 
𝑋 ∗  = nilai setelah dinormalisasi 
𝑋   = nilai sebelum dinormalisasi 
𝑀𝑖𝑛(𝑥)  = nilai minimun dari fitur 
𝑀𝑎𝑥(𝑥) = nilai maximum dari fitur 
 Denormalisasi 
Denormalisasi adalah suatu proses dimana sebuah data akan dikembalikan 
ke nilai asal. Berikut proses denormalisasi: 
Denormalisasi = (𝑌 − 0,1) (
𝑚𝑎𝑥−𝑚𝑖𝑛
0,8
) + 𝑚𝑖𝑛 .................................................(2.17) 
 Mean Square Error (MSE) 
Mean Square Error (MSE) merupakan pengujian yang dilakukan sebagai 
tolak ukur analisis kuantitaif dalam menentukan kualitas sebuah output serta 
keunggulan dari metode yang digunakan. Perhitungan MSE menggunakan 





  ...................................................................................................(2.18) 
Keterangan: 
n  = jumlah data 
 Prediksi 
Secara umum pengertian prediksi adalah tafsiran. Namun dengan 





Ada beberapa definisi tentang prediksi, diantaranya (Radjabaycolle & Pulungan, 
2016): 
1. Prediksi diartikan sebagai penggunaan teknik-teknik statistik dalam bentuk 
gambaran masa depan berdasarkan pengolahan angka angka historis.  
2. Prediksi merupakan bagian integral dari kegiatan pengambilan keputusan 
manajemen. 
3. Prediksi adalah peramalan, rencana, atau estimasi kejadian masa depan yang 
tidak pasti. Selain itu prediksi juga dapat diartikan sebagai penggunaan teknik-
teknik statistik dalam membentuk gambaran masa depan berdasarkan 
pengolahan angka-angka historis. 
Prediksi adalah suatu haladalam mempertimbangkan nilai yang belum 
terlihat pada masa yang akan datang berdasarkan pola yang telah terjadi 
sebelumnya. Prediksi juga dapat disebut dengan suatu usaha untuk meramalkan 
masa depan dengan mengoreksi kejadian pada masa lalu (Kusumodestoni & Zyen, 
2015). 
Berdasarkan sifatnya, prediksi dibedakan menjadi dua macam yaitu 
(Radjabaycolle & Pulungan, 2016) : 
a. Prediksi kualitatif adalah prediksi yang didasarkan atas pendapat suatu pihak, 
dan datanya tidak bisa direpresentasikan secara tegas menjadi suatu angka 
atau nilai. Hasil prediksi yang dibuat sangat bergantung pada orang yang 
menyusunnya. Hal ini penting karena hasil prediksi tersebut ditentukan 
berdasarkan pemikiran yang instuisi, pendapat dan pengetahuan serta 
pengalaman penyusunnya.   
b. Prediksi kuantitatif adalah prediksi yang didasarkan atas data kuantitatif masa 
lalu (data historis) dan dapat dibuat dalam bentuk angka yang biasa disebut 
sebagai data time series. 
 Time Series 
Time Series merupakan kejadian-kejadian yang terjadi berdasarkan waktu-





prediksi untuk memperkarakan kejadian-kejadian yang akan terjadi di masa yang 
akan datang berdasarkan data-data sebelumnya (Hadiansyah, 2017). 
Menurut Lincolin Arsyad (2009:37) di kutip dari jurnal (Nawangwulan & 
Angesti, 2016), setiap variabel yang terdiri dari data yang dikumpulkan, dicatat 
atau diobservasi sepanjang waktu yang berurutan disebut data runtut waktu (time 
series). Analisis time series dilakukan untuk menemukan pola pertumbuhan atau 
perubahan masa lalu, yang dapat digunakan untuk memperkirakan pola pada masa 
yang akan datang. Analisis ini cukup penting dalam proses peramalan dan 
membantu mengurangi kesalahan dalam peramalan tersebut. Dalam analisis time 
series terdapat 4 komponen yaitu (Nawangwulan & Angesti, 2016) :  
1. Trend  
Trend ialah perkembangan jangka panjang dalam suatu runtut waktu yang 
dapat digambarkan dengan sebuah garis lurus atau sebuah kurva kekuatan-
kekuatan dasar yang menghasilkan atau mempengaruhi trend dari suatu seri 
adalah perubahan populasi, perubahan harga, perubahan teknologi, dan 
peningkatan produktivitas.  
2. Variasi siklis  
Komponen siklis ialah suatu seri fluktuasi seperti gelombang atau siklus yang 
mempengaruhi keadaan ekonomi selama lebih dari satu tahun.  
3. Musiman  
Fluktuasi musiman biasanya dijumpai pada data yang dikelompokan secara 
kuartalan, bulanan, atau mingguan. Variasi musiman ini menggambarkan pola 
perubahan yang berulang secara teratur dari waktu ke waktu. Komponen 
musiman runtut waktu diukur dalam bentuk angka indeks. 
4. Fluktuasi tak beraturan  
Komponen tidak beraturan terbentuk dari fluktuasi-fluktuasi yang disebabkan 
oleh peristiwa-peristiwa yang tidak terduga seperti perubahan cuaca, 





 Penduduk Miskin 
Menurut (Yacoub, 2012) dikutip dari jurnal (Ferezagia, 2018) dalam 
penelitiannya menyatakan bahwa kemiskinan merupakan salah satu persoalan 
mendasar, karena kemiskinan menyangkut pemenuhan kebutuhan yang paling 
mendasar dalam kehidupan dan kemiskinan merupakan masalah global karena 
kemiskinan merupakan masalah yang dihadapi banyak negara.  
Penduduk Miskin adalah penduduk yang memiliki rata-rata pengeluaran 
perkapita perbulan dibawah garis kemiskinan. Garis Kemiskinan (GK) merupakan 
representasi dari jumlah rupiah minimum yang dibutuhkan untuk memenuhi 
kebutuhan pokok minimum makanan yang setara dengan 2.100 kilokalori per 
kapita per hari dan kebutuhan pokok bukan makanan (Rabiah, 2018). 
Kabupaten Indragiri Hilir merupakan salah satu kabupaten di Provinsi 
Riau yang dahulunya merupakan bagian dari Kabupaten Indragiri Hulu. Ibu kota 
Kabupaten Indragiri Hilir adalah Tembilahan. Kabupaten Indragiri Hilir dikenal 
dengan sebutan negeri seribu parit. Menurut data dari BPS 2017 penduduk miskin 
di kabupaten Indragiri Hilir berjumlah 55,40 ribu jiwa atau 7,70%. 
 Penelitian Terkait 
Berikut ini merupakan daftar penelitian terkait dengan Jaringan Syaraf 
Tiruan, penduduk miskin, dan beberapa metode adalalah sebagai berikut:  
Tabel 2.1 Penelitian Terkait 
No Peneliti dan 
Tahun 
Judul Kesimpulan 









Hasil dari penerapan Algoritma Quest ke data 
kategori rumah tangga miskin atau tidak 
miskin berupa pohon klasifikasi. Dengan 
algoritma ini, dihasilkan suatu pohon dengan 
aturan klasifikasi yang digunakan untuk 
memprediksi apakah rumah tangga tersebut 
dikategorikan miskin atau tidak. Nilai akurasi 
klasifikasi kemiskinan di kota Semarang 
menggunakan Algoritma Quest mencapai 






Hasil   prediksi   harga   bawang   merah 












Network memiliki akurasi diatas 75% 
sedangkan prediksi harga cabai merah 
memperoleh akurasi dibawah 75%. 
Sedangkan  untuk  klasifikasi rekomendasi 
tanam-harga petani, akurasi yang didapatkan 
untuk bawang merah kurang dari 75%, 
sedangkan untuk cabai merah lebih dari 75%. 




Price Based on 
Elman Neural 
Network 
Penelitian ini menyebutkan bahwa metode ini 
sangat baik dalam melakukan prediksi harga 
saham, sebab metode ini menghasilkan nilai 
prediksi yang sangat mendekati nilai aslinya. 









Dari hasil penelitian, untuk data prediksi 
harga cabai dengan menggunakan model time 
series ARIMA dengan data training, 
berdasarkan nilai RMSE dan MAPE, model 
yang paling baik menunjukan pada model 
ARIMA (1 2 1) dengan nilai RMSE 964.005 
dan nilai MAPE 1.479%. Sedangkan apabila 
dilihat dari nilai Rsquare, model yang paling 
baik menunjukan pada model IMA (2 1) dan 
ARIMA (1 2 1). Untuk data testing, 
berdasarkan nilai RMSE, MAPE dan R-
Squared, model yang paling baik 
menunjukan pada model AR (1) dengan nilai 
RMSE 305.348, nilai MAPE 0.651% dan 
nilai R-square 0.635. Secara keseluruhan, 
baik testing dan training, model ARIMA 
memiliki performansi yang baik untuk 
memprediksi harga cabai di masa mendatang, 
sebagai langkah antisipasi permintaan pasar 
yang fluktuatif 

















Setelah dilakukan percobaan dalam proses 
pelatihan dan pengujian sistem yang 
dilakukan dengan menggunakan software 
aplikasi Matlab 6.1. Model Jaringan Syaraf 
Tiruan yang digunakan adalah 6-2-1, model 
6-6-1, model 6-32-1 dan model 6-2-3-1, 
dapat diperoleh hasil yang baik dengan 
melihat MSE Pengujian yang terkecil adalah 
6-3-2-1. 












1. Penerapan metode Elman Recurrent 
Neural Network (ERNN) memberikan 
hasil yang baik dalam melakukan prediksi 
penjualan Pilus.  
2. Pengujian akurasi dilakukan dengan 





(2018)   Pilus learning rate. Nilai learning rate yang 
digunakan, yaitu 0.1 hingga 0.9. 
Pembagian data dilakukan sebanyak tiga 
kali percobaan dengan perbandingan data 
latih dan uji, yaitu 70%:30%, 80%:20%, 
90%:10%. Hasil akurasi yang tertinggi 
adalah 90.25% yang berada pada 
pembagian data 90%:10% dan lr 0.9.  
3. Nilai akurasi akan semakin tinggi jika 
data uji memiliki jumlah yang sedikit 
dengan penginputan nilai learning rate 
yang semakin besar. 
7.  Anjar Wanto, 
(2018) 
Penerapan Jaringan 






1. Model jaringan serta parameter yang 
digunakan sangat mempengaruhi tingkat 
akurasi. 
2. Dengan melihat hasil pengujian, dapat 
diambil kesimpulan bahwa terjadi 
kecepatan dan hasil akurasi yang 
bervariasi pada 5 percobaan di setiap 
pengujian yang dilakukan. 











1. Sistem yang dibagun  dapat mengevaluasi 
kelayakan mahasiswa yang mengikuti 
magang dengan berdasarkan kompetensi 
yang dimilikinya ke dalam tiga klasifikasi 
yaitu layak, cukup, dan tidak layak, serta 
dapat menentukan lokasi magang 
tersebut. 
2. Sistem akan cepat konvergen dan mampu 
mencapai nilai minimun error. Pengujian 
sistem sudah dapat dilakukan dengan 
baik, hasil ini memperlihatkan bahwa 
jaringan telah dapat mengenali pola yang 
telah dilatih dengan baik. 












1. Penerapan metode Elman Recurrent 
Neural Network (ERNN) memberikan 
hasil yang baik dalam melakukan 
peramalan penjualan tempe. 
2. Pengujian akurasi dilakukan dengan meng 
input kan 500 epoch dan nilai learning 
rate. Nilai learning rate yang digunakan 
yaitu 0,1 hingga 0,9. Pembagian data 
dilakukan sebanyak tiga kali percobaan, 
yaitu 70% data latih, 30% data uji, 80% 
data latih dan 20% data uji, 90% data 
latih dan 10% data uji. Hasil pengujian 
akurasi yang tertiggi yaitu 96,92%% yang 
berada pada pembagian data 70% data 





learning rate 0,9. 
3. Proses pengujian MSE memperlihatkan 
bahwa semakin banyak epoch yang 
digunakan semakin kecil nilai error, 
sehingga membuat akurasi hasil 
peramalan semakin tinggi. 
4. Nilai akurasi akan semakin tinggi jika 
peng input an nilai learning rate yang 
semakin besar. 











Miskin di Indonesia 
dengan Optimasi 
Algoritme Genetika 
Untuk menghasilkan hasil yang optimal, pada 
penelitian ini menggunakan nilai parameter 
yang diperoleh dari hasil pengujian, antara 
lain pada algoritme genetika dengan populasi 
sebesar 650, generasi sebesar 10, kombinasi 
nilai Cr sebesar 0.9 dan Mr sebesar 0.1. 
kemudian parameter backpropagation 
menggunakan 10 pola training, iterasi 
sebesar 300, nilai alpha (α) sebesar 0.1. 
Menggunakan parameter tersebut diperoleh 
nilai AFER sebesar 8.744579%. 
11 Ana Maulida 
(2011) 








Tingkat keakuratan ERNN (1,55%) dalam 
memprediksi suhu udara lebih bagus 
dibandingkan dengan model ARIMA 





BAB III  
METODOLOGI PENELITIAN 
Metodologi penelitian adalah tahapan-tahapan dalam penelitian yang 
berfungsi untuk memecahkan suatu permasalahan agar pelaksanaan penelitian 
sesuai dengan tujuan. Berikut tahapan yang dilakukan dalam penelitian seperti 
pada gambar 3.1: 
 
 





 Perumusan Masalah 
Pada tahap ini dilakukan pencarian suatu permasalahan yang ada dan 
kemudian permasalahan tersebut dipelajari untuk menemukan suatu solusi dari 
permasalahan yang sudah ditemukan, maka didapatlah suatu permasalahan 
mengenai bagaimana menerapkan jaringan syaraf tiruan untuk memprediksi 
jumlah penduduk miskin menggunakan metode Elman Recurrent Neural Network.  
 Pengumpulan Data 
Tahap pengumpulan data adalah suatu tahapan atau langkah untuk 
mendapatkan suatu informasi dan data-data yang berkaitan dengan penelitian yang 
dilakukan. Pada tahap pengumpulan data hal-hal yang harus dilakukan adalah 
sebagai berikut: 
1. Studi Pustaka 
Studi pustaka merupakan tahap awal metode pengerjaan tugas akhir. Studi 
pustaka berguna untuk mencari dan menetukan bahan atau materi yang 
berhubungan dengan sistem dan laporan tugas akhir yang akan dibuat, yaitu 
dimulai dengan mencari, membaca dan mempelajari buku-buku, jurnal atau 
literature. 
2. Wawancara  
Tahapan wawancara ini dilakukan kepada pihak Badan Pusat Statistik (BPS) 
Kabupaten Indragiri Hilir yaitu Bapak Ryan Alfitra, S.S.T., selaku Plh Kepala 
Seksi Integrasi Pengolahan dan Diseminasi Statistik dengan mengajukan 
beberapa pertanyaan seperti permasalahan-permasalahan yang berhubungan 
dengan kemiskinan. 
3. Pengumpulan Data 
Pengumpulan data penduduk miskin berupa data Time Series yaitu data dari 






 Analisa dan Perancangan Sistem 
Analisa dan perancangan sistem dilakukan apabila tahap pengumpulan 
data telah selesai dilakukan.  
 Analisa Proses 
Analisa proses adalah tahapan yang dilakukan dengan membahas proses 
yang berkaitan dengan sistem yang akan digunkan dalam penelitian. Analisaini 
memiliki beberapa tahapan yaitu sebagai berikut: 
1. Data Penduduk Miskin 
Data penduduk miskin yang digunakan adalah data yang dimbil dari Badan 
Pusat Statistik Kabupaten Indragiri Hilir. 
2. Data Time Series 
Data time series adalah data yang di kumpulkan berdasarkan waktu ke waktu. 
3. Normalisasi data 
Normalisasi data befungsi agar mendapatkan data dalam ukuran yang lebih 
sedikit dari data asli namun tetap memiliki nila…i yang sama.  
4. Pembagian Data 
Pembagian data adalah tahapan untuk dapat menentukan variabel data input 
berdasarkan data yang diperoleh dari BPS Kabupaten Indragiri Hilir. Untuk 
memprediksi jumlah penduduk miskin untuk satu tahun, maka diperlukan 
variabel input jumlah penduduk miskin pada tahun-tahun sebelumnya. 
Penelitian ini menggunakan 5 variabel, maka diperlukan jumlah penduduk 
pada 5 tahun sebelumnya. Pembagian data digunakan untuk membagi data 
menjadi data latih dan data uji. 
5. Analisa Metode Elman Recurrent Neural Network (ERNN) 









Gambar 3.2 Diagram Alur Proses Metode Elman Recurrent Neural Network 
Berikut penjelasan gambar 3.2 diagram alir metode Elman Recurrent 
Neural Network (ERNN): 
a. Data penduduk miskin digunakan sebagai data latih yang berisikan data 
input dan data output atau target. Pertama sebelum data diproses terlebih 






b. Selanjutnya setelah tahap normalisasi dilakukan maka tahapat selanjutnya 
yaitu inisialisasi bobot. Tahap ini merupakan suatu tahapan pemberian 
nilai bobot dan bias yang dapat diset sembarang atau random.  
c. Kemudian tahap berikutnya yaitu proses pelatihan dengan melakukan 
proses perhitungan algoritma ERNN dengan menggunakan persamaan 2.1 
sampai 2.15.  
d. Selanjutnya pada tahapan pembelajaran dicek kondisi berhenti, jika nilai 
epoch kecil dari max epoch atau nilai besar max error, maka proses 
pelatihan akan berhenti.  
e. Proses pelatihan menghasilkan nilai bobot v baru dan bobot w baru.  
f. Kemudian dilakukan proses pengujian dengan masukan nilai bobot v baru 
dan bobot w baru.  
g. Selanjutnya dapat dilakukan proses persamaan 2.1 sampai persamaan 2.4  
h. Berikutnya pengujian berakhir dan menghasilkan nilai keluaran berupa 
prediksi jumlah penduduk miskin untuk tahun berikutnya.  
i. Setelah hasil prediksi diperoleh, maka dilakukan proses denormalisasi 
untuk mengembalikan nilai asli dengan menggunakan persamaan 2.17. 
j. Proses selesai dengan menyimpan bobot ERNN. 
 Analisa Perancangan Sistem 
Tahapan ini dilakukan untuk gambaran analisa sistem yang akan dibangun 
guna untuk dapat menjadi informasi. Ada beberapa perangkat  gambaran kerja 
yang digunakan untuk menganalisa sistem yang akan dibangun adalah sebagai 
berikut: 
 Perancangan Sistem 
Setelah tahapan analisa sistem selsesai, kemudian dilakukan tahapan 
perancangan sistem berdasarkan analisa permasalahan yang bertujuan untuk 
mempermudah dan menyederhanakan suatu proses atau jalannya aliran data, 
perancangan terhadap model dan merancang bangun sistem. Berikut tahapan yang 








Flowchart merupakan suatu gambaran dari sebuah sistem yang menjelaskan 
langkah-langkah dan penyelesaian tentang suatu proses mengalirnya data pada 
sistem. 
2. Perancangan interface 
Rancangan interface merupakan suatu tahapan interaksi komunikasi antara 
sistem dan user, yang berfungsi sebagai perancangan antarmuka sehingga 
mempermudah user dalam penggunaan suatu sistem. 
 Implementasi dan Pengujian 
Tahapan implementasi dan pengujian ini dilakukan apabila tahapan analisa 
dan perancangan sudah selesai.  
 Implementasi 
Tahapan implementasi diperlukan bantuan perangkat keras dan perangkat 
lunak, sebagai berikut : 
1. Perangkat Keras 
Processor   : AMD Ryzen 3 3200U 
Memori   : 8 GB 
Harddisk    : SSD 500 GB 
2. Perangkat lunak 
Sistem Operasi  : Microsoft Windows 10 64 bit 
Tools    : Pencil dan Matlab R2017b 
Database    : MATH-FILE 
 Pengujian 
Pengujian adalah suatu proses yang dilakukan untuk mengetahui apakah 
prediksi sesuai atau tidak. Pengujian yang dilakukan adalah sebagai berikut:  
1. White Box 
Pengujian White Box merupakan pengujian yang dilakukan untuk mengetahui 





mengetahui apakah sistem yang dibangun telah sesuai dengan metode ERNN 
atau belum. 
2. Pengujian Mean Square Error (MSE) 
Pengujian Mean Square Error dilakukan untuk mengetahui dan mengukur 
tingkat kesalahan error yang terjadi pada prediksi jumlah penduduk miskin. 
 Kesimpulan dan Saran 
Pada tahapan ini terdapat kesimpulan dari tujuan penelitian yang dilakukan 
yaitu penerapan metode Elman Recurrent Neural Network untuk prediksi jumlah 
penduduk miskin agar dapat membantu pemerintah dalam melakukan antisipasi 
terhadap banyaknya masyarakat pengangguran atau tidak memiliki pekerjaan 
yang berdampak pada kemiskinan agar dapat diciptakan lapangan pekerjaan yang 
lebih banyak guna mengurangi jumlah pengangguran penduduk di suatu daerah. 
Tahapan ini juga berisi saran-saran yang bersifat membangun pada penelitian 









Berdasarkan dari seluruh tahapan yang dilalui pada penelitian tugas akhir 
ini yang menggunakan metode Elman Recurrent Neural Network untuk prediksi 
jumlah Penduduk miskin di Kabupaten Indragiri Hilir dapat diperoleh kesimpulan 
sebagai berikut: 
1. Metode Elman Recurrunt Neural Network untuk prediksi jumlah Penduduk 
miskin di Kabupaten Indragiri Hilir berhasil diterapkan. 
2. Pada penelitian ini nilai data uji mempengaruhi nilai Error. Semakin banyak 
nilai data uji makan nilai MSE yang diperoleh semakin kecil. 
3. Pengujian MSE dilakukan berdasarkan perubahan learning rate dan variasi 
pembagian data. Proses pengujian terbaik terdapat pada α = 0,1 dengan data 
latih 70% dan data uji 30% dengan nilai MSE 0,1874. 
 Saran 
Saran-saran yang dapat diberikan untuk dapat  mengembangkan sistem ini  
kedepan agar lebih baik adalah sebagai berikut: 
1. Sistem ini masih perlu upaya dalam pengembagan yang lebih baik lagi 
dengan variabel yang berbeda. 
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LAMPIRAN A : DATA PENDUDUK MISKIN 
Tabel dibawah ini merupakan tabel data penduduk miskin kabupaten 
Indragiri Hilir. 
Tabel A.1 Data Penduduk Miskin Kab. Indragiri Hilir 
No Tahun Jumlah Penduduk Miskin (Ribu Jiwa) 
1 2002 107600 
2 2003 116300 
3 2004 115100 
4 2005 106400 
5 2006 96200 
6 2007 97100 
7 2008 92400 
8 2009 80600 
9 2010 62400 
10 2011 52800 
11 2012 53800 
12 2013 54200 
13 2014 52400 
14 2015 56900 
15 2016 56820 
16 2017 55400 
17 2018 51420 




LAMPIRAN B : DATA TIME SERIES 
Data time series pada tabel di bawah merupakan data berdasarkan waktu 
ke waktu. 
Tabel B.1 Data Time Series 
X1 X2 X3 X4 X5 Target 
107600 116300 115100 106400 96200 97100 
116300 115100 106400 96200 97100 92400 
115100 106400 96200 97100 92400 80600 
106400 96200 97100 92400 80600 62400 
96200 97100 92400 80600 62400 52800 
97100 92400 80600 62400 52800 53800 
92400 80600 62400 52800 53800 54200 
80600 62400 52800 53800 54200 52400 
62400 52800 53800 54200 52400 56900 
52800 53800 54200 52400 56900 56820 
53800 54200 52400 56900 56820 55400 
54200 52400 56900 56820 55400 51420 







LAMPIRAN C : DATA NORMALISASI 
Data normalisasi pada tabel di bawah merupakan data yang sudah 
dinormalisasikan berdasarkan data asli berdasarkan variabel pelatihan. 
Tabel C.1 Data Normalisasi 
X1 X2 X3 X4 X5 Target 
0,791079812 0,9 0,9 0,9 0,884238179 0,9 
0,9 0,884976526 0,788995215 0,748888889 0,9 0,822966605 
0,884976526 0,776056338 0,658851675 0,762222222 0,817688266 0,629563614 
0,776056338 0,648356808 0,670334928 0,692592593 0,611033275 0,331264085 
0,648356808 0,659624413 0,610366826 0,517777778 0,292294221 0,173919279 
0,659624413 0,600782473 0,459808612 0,248148148 0,124168126 0,190309363 
0,600782473 0,453051643 0,227591707 0,105925926 0,141681261 0,196865396 
0,453051643 0,225195618 0,105103668 0,120740741 0,148686515 0,167363245 
0,225195618 0,105007825 0,117862839 0,126666667 0,117162872 0,241118623 
0,105007825 0,117527387 0,122966507 0,1 0,195971979 0,239807417 
0,117527387 0,122535211 0,1 0,166666667 0,194570928 0,216533497 
0,122535211 0,1 0,157416268 0,165481481 0,169702277 0,151300963 





LAMPIRAN D : DATA LATIH 
Pembagian data latih 70%, 80%, dan 90% dapat dilihat pada tabel-tabel 
berikut: 
Tabel D.1 Data Latih 70% 
X1 X2 X3 X4 X5 Target 
0,791079812 0,9 0,9 0,9 0,884238179 0,9 
0,9 0,884976526 0,788995215 0,748888889 0,9 0,822966605 
0,884976526 0,776056338 0,658851675 0,762222222 0,817688266 0,629563614 
0,776056338 0,648356808 0,670334928 0,692592593 0,611033275 0,331264085 
0,648356808 0,659624413 0,610366826 0,517777778 0,292294221 0,173919279 
0,659624413 0,600782473 0,459808612 0,248148148 0,124168126 0,190309363 
0,600782473 0,453051643 0,227591707 0,105925926 0,141681261 0,196865396 
0,453051643 0,225195618 0,105103668 0,120740741 0,148686515 0,167363245 
0,225195618 0,105007825 0,117862839 0,126666667 0,117162872 0,241118623 
 
Tabel D.2 Data Latih 80% 
X1 X2 X3 X4 X5 Target 
0,791079812 0,9 0,9 0,9 0,884238179 0,9 
0,9 0,884976526 0,788995215 0,748888889 0,9 0,822966605 
0,884976526 0,776056338 0,658851675 0,762222222 0,817688266 0,629563614 
0,776056338 0,648356808 0,670334928 0,692592593 0,611033275 0,331264085 
0,648356808 0,659624413 0,610366826 0,517777778 0,292294221 0,173919279 
0,659624413 0,600782473 0,459808612 0,248148148 0,124168126 0,190309363 
0,600782473 0,453051643 0,227591707 0,105925926 0,141681261 0,196865396 
0,453051643 0,225195618 0,105103668 0,120740741 0,148686515 0,167363245 
0,225195618 0,105007825 0,117862839 0,126666667 0,117162872 0,241118623 











Tabel D.3 Data Latih 90% 
X1 X2 X3 X4 X5 Target 
0,791079812 0,9 0,9 0,9 0,884238179 0,9 
0,9 0,884976526 0,788995215 0,748888889 0,9 0,822966605 
0,884976526 0,776056338 0,658851675 0,762222222 0,817688266 0,629563614 
0,776056338 0,648356808 0,670334928 0,692592593 0,611033275 0,331264085 
0,648356808 0,659624413 0,610366826 0,517777778 0,292294221 0,173919279 
0,659624413 0,600782473 0,459808612 0,248148148 0,124168126 0,190309363 
0,600782473 0,453051643 0,227591707 0,105925926 0,141681261 0,196865396 
0,453051643 0,225195618 0,105103668 0,120740741 0,148686515 0,167363245 
0,225195618 0,105007825 0,117862839 0,126666667 0,117162872 0,241118623 
0,105007825 0,117527387 0,122966507 0,1 0,195971979 0,239807417 
0,117527387 0,122535211 0,1 0,166666667 0,194570928 0,216533497 






LAMPIRAN E : DATA UJI 
Pembagian data uji 30% dan 20% untuk proses pengujian dapat dilihat 
pada tabel-tabel berikut: 
Tabel E.1 Data Uji 30% 
X1 X2 X3 X4 X5 Target 
0,105007825 0,117527387 0,122966507 0,1 0,195971979 0,239807417 
0,117527387 0,122535211 0,1 0,166666667 0,194570928 0,216533497 
0,122535211 0,1 0,157416268 0,165481481 0,169702277 0,151300963 
0,1 0,156338028 0,156395534 0,144444444 0,1 0,1 
 
Tabel E.2 Data Uji 20% 
X1 X2 X3 X4 X5 Target 
0,117527387 0,122535211 0,1 0,166666667 0,194570928 0,216533497 
0,122535211 0,1 0,157416268 0,165481481 0,169702277 0,151300963 
0,1 0,156338028 0,156395534 0,144444444 0,1 0,1 
 
Tabel E.3 Data Uji 10% 
X1 X2 X3 X4 X5 Target 















LAMPIRAN G : DOKUMENTASI 
 
 
 
 
