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Abstract
Non-relativistic charged particles and strings coupled with abelian gauge fields are quantized in
a geometric representation that generalizes the Loop Representation. We consider three models:
the string in self-interaction through a Kalb-Ramond field in four dimensions, the topological
interaction of two particles due to a BF term in 2+1 dimensions, and the string-particle interaction
mediated by a BF term in 3 + 1 dimensions. In the first case one finds that a consistent ”surface-
representation” can be built provided that the coupling constant is quantized. The geometrical
setting that arises corresponds to a generalized version of the Faraday’s lines picture: quantum
states are labeled by the shape of the string, from which emanate ”Faraday‘s surfaces”. In the
other models, the topological interaction can also be described by geometrical means. It is shown
that the open-path (or open-surface) dependence carried by the wave functional in these models
can be eliminated through an unitary transformation, except by a remaining dependence on the
boundary of the path (or surface). These feature is closely related to the presence of anomalous
statistics in the 2 + 1 model, and to a generalized ”anyonic behavior” of the string in the other
case.
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I. INTRODUCTION
In this paper we study Abelian theories of interacting non-relativistic point particles
and strings, and quantize them in geometrical representations that generalize the Loop
Representation (LR)[1]. The interactions are mediated by Abelian gauge fields, and special
attention is devoted to topological interactions.
The first model we deal with is that of a string self-interacting through a Kalb-Ramond
field [2]. This study is a generalization of that of reference [3], where charged non-relativistic
point particles in electromagnetic interaction were quantized within the LR [1] framework.
In [3] it was found that charge must be quantized in order to the LR formulation of the
model be consistent. This result agrees with those obtained in previous developments [4, 5].
In this work we find that the coupling constant of the string (lets say, the Kalb-Ramond
“charge” of the string) must be quantized, also, if the geometric representation adapted to
the model is consistent.
Following [3], we also consider the LR in the case of topological interactions. Then, as a
second model, we study the theory of two kinds of non-relativistic point particles, in 2 + 1-
dimensions, interacting through a BF term. One may couple minimally the first type of
particles to one of the vector fields and the second type to the other one. Using this model
one prevents self-interaction problems that arises in the model of particles interacting by
means of the Chern-Simons field [3]. This fact leads us to see that in the case of just two
particles, the model precisely corresponds to the quantum mechanical systen of two anyons,
which has the virtue of being exactly soluble [6, 7, 8, 9]. Furthermore, this ”toy-model”
opens the way and gives us the key for understanding the more involved theory of the next
section.
This last model consists of a particle and a string interacting through a BF topological
term in 3+1-dimensions. Again, the particle couples in a natural way with the 1-form (Aµ),
while the string does it with the 2-form (Bµν). The quantization can be done in two ”dual”
geometric frameworks: a path and a surface representation.
As in references [3, 11], when the fields that provide the interaction have a topological
character, the dependence of the wave-functionals on paths (in general, on the appropriate
geometric objects that enter in the representation, like paths or surfaces) may be eliminated
by means of an unitary transformation. In that case one obtains a quantum mechanics
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of particles, or particles and strings (depending on the model), subjected to a long range
interaction.
As in the particle-field interaction [3], the coupling of extended “matter” objects to fields
presents certain subtleties regarding its quantization, and so does the appropriate geometric
representation. We shall deal with an extension of the conventional LR, namely, the surface
representation, which was considered several years ago to study the free-field case [12, 13],
but has to be adapted to include the particularities that the coupling with the string demands
.
The paper is organized as follows. In section II we study a geometric surface represen-
tation for the non-relativistic “charged” string in Kalb-Ramond interaction. Section III is
dedicated to consider the path representation quantization of two different species of non-
relativistic point particles interacting by means of a topological BF term in 2+1-dimensions.
We devote section IV to the study of the interaction of non-relativistic point charged parti-
cles and strings through a topological BF term in 3 + 1-dimensions. Some discussions and
final remarks are given in the last section.
II. NON-RELATIVISTIC STRING INTERACTING WITH THE KALB-
RAMOND FIELD. SURFACE-REPRESENTATION.
The first model we are going to study is described by the action
S = −
1
12g2
∫
HµνλHµνλd
4x+
α
2
∫
dt
∫
dσ
[
(z˙i)2 − (z′i)2)
]
+
1
2
∫
d4xJµνBµν
(1)
Although the theory is not Lorentz invariant, we find it convenient to employ four-space
notation to some extent. The Kalb-Ramond antisymmetric potential and field, Bµν and
Hµνλ, are related by Hµνλ = 3∂[µBνλ] = ∂µBνλ + ∂λBµν + ∂νBλν . Besides the Kalb-Ramond
term (the first one), the action comprises a contribution corresponding to the free non-
relativistic closed string, whose world sheet spatial coordinates zi(t, σ) are given in terms of
the time t and the parameter σ along the string (dot and prime indicate derivatives with
respect to t and σ respectively). α is the string tension, having units of mass2 and g is a
parameter with units of mass in order to have a dimensionless coupling constant between
the string and the Kalb-Ramond potential. In the string-field interaction term, the current
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Jµν associated to the string is given by
Jµν(~x, t) = φ
∫
dt
∫
dσ [z˙µz′ν − z˙νz′µ] δ(4)(x− z), (2)
where φ is the dimensionless coupling constant. This current will be dynamically conserved.
The interaction term can be written as
Sint =
φ
2
∫
dt
∫
dσ [z˙µz′ν − z˙νz′µ]Bµν(z). (3)
The generalization of what we are going to study to the case of more than one string,
even with different couplings for each one, is straightforward. For the sake of simplicity we
shall mainly consider the model with just one string; some remarks about the general case
are given at the end of this section. The action is invariant under the gauge transformations
δBµν = 2∂[µλν] = ∂µλν − ∂νλµ, (4)
provided the string is closed. We are interested in performing the Dirac quantization of the
theory. To this end, we need the 3 + 1 decomposition of the action [we are employing the
“metric” ηµν = (+,−,−,−)]
S =
∫
d4x
(
−
1
12g2
HijkHijk +
1
4g2
H0ijH0ij +B0iJ
0i +
1
2
BijJ
ij
)
+
α
2
∫
dt
∫
dσ
[
(z˙i)2 − (z′i)2)
]
,
(5)
so the conjugate momenta associated to the fields, Bij , and string variables, z
i, are
Πij =
1
2g2
(
B˙ij + ∂jB0i − ∂iB0j
)
, Pi = αz˙
i + φBijz
′j . (6)
The field variables Bi0, which have vanishing momenta, are treated as non-dynamical fields
from the very beginning. In fact, the Hamiltonian results to be
H =
∫
d3x
[
g2ΠijΠij +
1
12g2
HijkHijk
]
+
∫
dσ
α
2
[
1
α2
(
Pi − φBij(z)z
′j
)2
+ (z′i)2
]
+
∫
d3xB0iχ
i,
(7)
hence, the role of Bi0 as Lagrange multipliers enforcing the constraints
χi(x) ≡ −ρi(x)− 2∂jΠ
ji(x)) = 0, (8)
with
ρi(x) ≡ φ
∫
dσz′iδ(3)(~x− ~z), (9)
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becomes evident.
The canonical Poisson brackets are defined as
{
zi(σ), Pj(σ
′)
}
= δijδ(σ − σ
′), (10)
{
Bij(~x),Π
kl(~y)
}
=
1
2
(
δki δ
l
j − δ
l
iδ
k
j
)
δ(3)(~x− ~y). (11)
The remaining Poisson brackets vanish.
The preservation of the constraints given above does not produce new ones. Furthermore,
they result to be first class constraints that generate time independent gauge transformations
on the phase space of the theory.
The basic observables in the sense of Dirac that can be constructed from the canonical
variables are the generalized electric and magnetic fields
Πij =
1
2g2
H0ij ≡
1
2g2
Eij , (12)
B ≡
1
3!
ǫijkHijk, (13)
the position zi(σ), and the covariant momentum of the string
Pi − φBij(z)z
′j . (14)
All the physical observables of the theory are built in terms of these gauge invariant
quantities, as can be verified. For instance, the Hamiltonian, given in equation (7) fulfils
this requirement.
To quantize, the canonical variables are promoted to operators obeying the commutators
that result from the replacement { , } −→ −i[ , ]. These operators have to be realized in
a Hilbert space of physical states |Ψ〉Phys, that obey the generalized Gauss law
−
(
ρi(x) + 2∂jΠ
ji(x)
)
| ΨPhysical〉 ≈ 0. (15)
At this point, we introduce a geometric representation adapted to the present model. It
will be an “open-surfaces representation”, which is closely related with the LR as formulated
by Gambini and Tr´ıas [1], and with an early geometrical formulation of the pure Kalb-
Ramond field, based on closed surfaces [12, 13].
Consider the space of piecewise smooth oriented surfaces (for our purposes) in R3. A
typical element of this space, let say Σ, will be the union of several surfaces, perhaps some
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of them being closed. In this space we set up the following equivalence relation: we identify
two Σ′s that share the same ”form factor” T ij(x,Σ) defined as
T ij(x,Σ) =
∫
dΣijy δ
(3)(~x− ~y). (16)
with dΣijy = (
∂yi
∂s
∂yj
∂r
− ∂y
i
∂r
∂yj
∂s
)dsdr, s, r being parameters for the surface. It is easy to show
that this indeed defines an equivalence relation. Also, observe that two surfaces differing in
the parametrization belong to the same class, since they trivially have the same form factor.
It is worth noticing that the composition of surfaces, together with the equivalence re-
lation stated above, define a group product among the classes. The resulting group is
Abelian, since the form factor of the composition of two Σ′s is the sum of their respective
form factors. All these features of the“open surfaces space”, are more or less immediate
generalizations of aspects already encountered in its one dimensional relative, the Abelian
path space [1, 3, 11, 14, 15].
Now we consider functionals Ψ(Σ) depending on classes Σ [we employ the same notation
both for the surface and the class to which it belongs, since from now on all the surface-
dependent objects that will appear are indeed class-dependent ones]. We introduce the
surface derivative δij(x), that measures the response of Ψ(Σ) when an element of surface
whose infinitesimal area is σij is attached to the argument Σ of Ψ(Σ) at the point x, up to
first order in σij
Ψ(δΣ · Σ)−Ψ(Σ) = σijδij(x)Ψ(Σ) (17)
where
σij = uivj − vjui, (18)
is the surface element generated by the infinitesimal vectors ~u and ~v. The surface derivative
δij(x) should not be confused with the loop derivative ∆ij(x). Unlike the former, the latter
acts onto loop-dependent functionals. Of course, since in R3 loop-dependence is a particular
case of surface-dependence (a loop can be seen as the boundary of an open surface, whenever
the manifold be trivial in the homological sense) , the loop derivative can be taken as the
surface derivative restricted to loop-dependent functionals. In this sense it can be said that
δij(x) “includes” ∆ij(x).
From δij(x) it is possible to define the closed-surface derivative △ijk of reference [13],
that appends a small cube of volume V ijk to the argument Σ of Ψ(Σ). The relation between
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both derivatives is
△ijk(x) = ∂iδjk(x) + ∂jδki(x) + ∂kδij(x). (19)
It should be noticed that the right hand side of the above equation would vanish if δij(x)
be the same as ∆ij(x). This is so, since ∆ij(x) is the curl of a more basic object: the
path-derivative (see equation 42) [13].
Turning back to the quantization of our model, it can be seen that the fundamental
commutator associated to equation (11) can be realized on surface-dependent functionals if
one prescribes
Πˆij(~x) −→
1
2
T ij(~x,Σ), (20)
Bˆij(~x) −→ 2iδij(~x), (21)
since the surface-derivative of the form factor is given by
δij(~x)T
kl(~y,Σ) =
1
2
(
δki δ
l
j − δ
l
iδ
k
j
)
δ(3)(~x− ~y). (22)
On the other hand, the operators associated to the string can be realized in a “shape”
representation, i.e., onto functionals Ψ[z(σ)] that depend on the (spatial) coordinates of the
string world sheet
zˆi(σ) −→ zi(σ), Pˆ i(σ) −→ −i
δ
δzi(σ)
. (23)
Henceforth, the states of the interacting theory can be taken as functionals Ψ[Σ, z(σ)] de-
pending both on surfaces (i.e. the equivalence classes discussed above) and functions z(σ).
Among these functionals, we must pick out those that belong to the kernel of the Gauss
constraint (15), that in this representation can be written as
(
ρi(~x) + 2∂jΠ
ji(~x)
)
Ψ[Σ, z(σ)] ≈ 0 =⇒(
φ
∫
string
dσz′iδ(3)(~x− ~z)−
∫
∂Σ
dσz′iδ(3)(~x− ~z)
)
Ψ[Σ, z(σ)] ≈ 0, (24)
where we have used
∂jT
ji(~x,Σ) = −T i(~x, ∂Σ) = −
∫
∂Σ
dziδ(3)(~x− ~z), (25)
with ∂Σ being the boundary of Σ. To solve this constraint, it is useful to recall which is
the geometrical setting that allows to solve the Gauss constraint in Maxwell theory coupled
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to non-relativistic particles, which was discussed in reference [3]. There, the appropriate
physical space can be labelled by lines of Faraday: every particle carries a bundle of lines
emanating from or arriving to the particle (depending on the sign of the particle’s charge).
This construction is possible only if charge is quantized, since the number of Faraday lines,
which must be equal to the charge to which they are attached, has to be an integer. In the
present case, we see that if the surface is such that its boundary coincides with the string,
the constraint (24) reduces to
(φ− 1)
∫
string
dσz′jδ(3)(~x− ~z) = 0, (26)
and it is satisfied for φ = 1. In that case it can be said that the surface emanates from the
string. It could well happen that, instead, the boundary of the surface had the opposite
orientation of the string. Then, the constraint would demand that φ = −1, and we say
that the surface ends at the string. Clearly, there is also the possibility that the surface be
composed by several layers, say n of them, that start (or end) at the string. In this situation,
equation (24) becomes
(φ− n)
∫
string
dσz′jδ(3)(~x− ~z) = 0, (27)
and the coupling constant must obey φ = n. The sign of n depends on whether the layers
are ”incoming” or ”outgoing”, in the sense explained above. Finally, it should be remarked
that when φ = n, the surface may consist of the n layers attached to the string, plus an
arbitrary number of closed surfaces, since the latter do not contribute to the boundary of
the surface that define the equivalence class Σ.
Thus, we find that the physical sector of the Hilbert space of the theory, in the surface-
representation, consists of wave functionals that depend on ”surfaces of Faraday” for the
string-Kalb-Ramond system. Notice that in the case of N strings, carrying different
“charges” φa, a = 1, .., N , each string must be a source or sink of its own bundle of na = φa
layers (as before, these bundles may be accompanied by closed pieces of surfaces). This
geometrical setting is possible if the couplings φa are quantized, since each individual sheet
or layer carries a unit of Kalb-Ramond electric flux.
To conclude this section, let us write down the Schro¨dinger equation of the model in the
surface-representation
− i
∂
∂t
Ψ[Σ, z(σ)] = HΨ[Σ, z(σ)]
8
=
1
2g2
∫
d3x
[
B2 +
1
2
EijEij
]
+
+
∫
dσ
α
2

−1
α2
(
δ
δzi
+ 2φ δij(~z)z
′j
)2
+ (z′i)2

Ψ[Σ, z(σ)]. (28)
The first term correspond to the free-field contributions to the energy of the system. In
fact, B2 is a kind of ”surface laplacian”, while EijEij (which indeed contains a square of
Dirac-delta-functions, hence it should be regularized) may be though as the ”position of
the surface” squared. The remaining term correspond to the string energy, taking into
account the minimal coupling to the Kalb-Ramond field. It should be noticed that every
term in the right hand side of this expression respects the geometrical properties of the
physical sector that we have studied in the previous discussion. For instance, the covariant
momentum −i
(
δ
δzi
+ 2φ δij(~z)z
′j
)
, which encodes the field-string interaction, acts onto the
wave functionals Ψ[Σ, z(σ)] as a generalized Mandelstam derivative [16]: while the functional
derivative with respect to zi(σ) translates (infinitesimally) the string, the surface derivative
evaluated at the string coordinate σ, times φ, serves to join the infinitesimally translated
string to the bundle of layers that, otherwise, would remain separated of the string, breaking
gauge invariance.
III. TOY MODEL: NON-RELATIVISTIC PARTICLES INTERACTING
THROUGH A BF TERM IN 2 + 1 DIMENSIONS
In this section we shall study the path representation of a BF term in 2 + 1 dimensions
coupled with two types of dynamical particles. This ”toy model” already exhibits many of
the features that we shall encounter in section IV, where we shall deal with a 3+1-dimensions
topologically interacting particle-string model.
The action that we shall take is written as
S =
1
2
∫
ǫµνλBµFνλd
3x+
∫
dt
(
1
2
m~˙r
2
+
1
2
M ~˙R
)
+
∫
d3x (jµAµ + J
µBµ) , (29)
where Fνλ = ∂νAλ − ∂λAν . We use small and capital letters to distinguish the quantities
related with the two types of particles. The idea we have in mind is to generalize this model
in the next section replacing the “big” particles by an extended object (string). The current
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jµ, is given by
jµ(~x) = qvµδ(2)(~x− ~r) = (ρ(~x),~j(~x)), (30)
where q is the charge of the ”type one” particle coupled with the 1-form Aµ and v
µ = (1, ~˙r)
its velocity. A similar expression holds for Jµ, with capital letters replacing small ones. The
dimensions of Aµ and Bµ are length
−1 so q and Q are dimensionless.
It should be observed that the BF term can be decoupled in two Chern -Simons terms
via the field transformation Aµ ≈ a
1
µ+ a
2
µ, Bµ ≈ a
1
µ− a
2
µ. Nevertheless, when the source and
particle terms are present the system does no decouple directly in two particle-Chern-Simons
models.
The 2 + 1 decomposition of the action is given by
S =
∫
d3x
(
ǫij∂iAjB0 + ǫ
ij∂iBjA0 + A˙jǫ
ijBj
)
+
∫
dt
(
1
2
m~˙r
2
+
1
2
M ~˙R
2
)
+
∫
dt
(
qA0(~r) + qAir˙
i
)
+
∫
dt
(
QB0(~R) +QBiR˙
i
)
. (31)
To perform the Dirac quantization of the model we will not take A0, B0 as true dynamical
variables. Moreover, the decomposition (32) shows that ǫijBj is the conjugated momentum
of Ai, and there is no need to treat Bi as an independent ”generalized coordinate” [17],
instead we will take ∂L
∂A˙i
≡ Πi = ǫijBj as a definition. Hence, the conjugate momenta
associated to the fields and particles variables are
Πi = ǫijBj, pi = mr˙
i + qAi(~r), (32)
Pi =MR˙
i + QBi(~r). (33)
The Hamiltonian has the form
H =
(
~P − q ~A(~r)
)2
2m
+
(
~P −Q~B(~R)
)2
2M
+
∫
d2x [A0(x)χ1(x) +B0(x)χ2(x)]
≡ H0 +
∫
d2x [A0(x)χ1(x) +B0(x)χ2(x)] , (34)
where we have defined χ1(x) and χ2(x) as
χ1(x) ≡ −ǫ
ij∂iBj + qδ
(2)(~x− ~r) ≡ B ~B − ρ1(x),
χ2(x) ≡ −ǫ
ij∂iAj −Qδ
(2)(~x− ~R) ≡ B ~A − ρ2(x). (35)
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In (34), the role of A0(x) and B0(x) as Lagrange multipliers that enforce the secondary
constraints χ1(x) = 0 and χ2(x) = 0 becomes clear. In the last equations, we have defined
the magnetic fields associated to Aµ and Bµ
B ~A = −
1
2
ǫijFij = −ǫ
ij∂iAj , B ~B = −ǫ
ij∂iBj . (36)
It should be recalled that the BF term, being topological, does not contribute to the energy-
momentum tensor. That is why the Hamiltonian H0 has the form of that of a collection of
two sets of particles in different external fields. This feature also appears when dealing with
the theory or particles interacting through a Chern-Simons field [3].
The canonical commutators are defined as
[
ri, pj
]
= iδij ,[
Ri, Pj
]
= iδij ,[
Ai(~x), ǫ
jkBk(~y)
]
= iδji δ
(2)(~x− ~y). (37)
The remaining ones vanish identically. The constraints χ1(x) and χ2(x) ,written in (35), are
readily seen to be of first class.
The Gauge invariant observables (in Dirac‘s sense) that can be constructed from the
canonical variables are the generalized magnetic fields defined in (4), the positions ~r, ~R
and the “covariant” momenta pi − qAi(~r) and Pi − QBi(~R) . As before, all the physical
observables of the theory are built in terms of these gauge invariant quantities, as can be
easily verified. These fundamental observables have to be realized in a Hilbert space of
physical states |ψ〉Phy, that obey two generalized Gauss laws (one for each type of particle)
given by
χ1(x) | ψPhysical〉 = −
(
ρ1(x) + ǫ
ij∂iBj(x)
)
| ψPhysical〉 ≈ 0,
χ2(x) | ψPhysical〉 = −
(
ρ2(x) + ǫ
ij∂iAj(x)
)
| ψPhysical〉 ≈ 0. (38)
At this point, we introduce a geometric representation adapted to the present model. It
is the Abelian path representation [1, 3, 11, 14, 15], that can be summarized as follows.
Consider the space of oriented open paths in R2. An element γ of this space will be the
union of several curves, perhaps some of them being closed. As we did for the surface
representation, we set up an equivalence relation by defining the “form factor” of the curves
T i(x,Σ) =
∫
γ
dyi δ(2)(~x− ~y), (39)
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and state that two curves γ, γ′ are equivalent if they share the same form factor. Every
equivalence class defines what we shall call a path. The composition of curves, together with
the equivalence relation defines a group product among classes of equivalence, i.e., among
paths. It can be shown that this group is Abelian [1]. Now, let us consider path-dependent
functionals Ψ(γ) [we employ the same notation for curves and paths]. We introduce the
path derivative δi(x), that measures the change in Ψ(γ) when an “infinitesimal” path u~x is
attached to the argument γ of Ψ(γ) at the point x, up to first order in the vector ~u associated
to the path we have
Ψ(γ · u~x) = Ψ(γ) + u
iδi(~x)Ψ(γ). (40)
One also has a loop derivative [1] ∆ij(~x) defined as
Ψ(σ · C) =
(
1 + σij∆ij(~x)
)
Ψ(C), (41)
with C being a closed path (a loop) and σij being the area enclosed by an infinitesimal loop
attached at the spatial point ~x. Thus ∆ij(~x) measures how the loop dependent function
Ψ(C) changes under a small deformation of its argument C. The loop derivative is readily
seen to be the curl of the path derivative [15],
∆ij(~x) =
∂
∂xi
δj(~x)−
∂
∂xj
δi(~x). (42)
The canonical algebra (37) can be realized by means of the prescriptions
Aˆi(~x) −→ i δi(~x),
Πˆi(~x) −→ T i(~x, γ),
rˆi −→ ri , pˆj −→ −i
∂
∂rj
(43)
Rˆi −→ Ri , Pˆj −→ −i
∂
∂Rj
These operators act onto wave functionals Ψ[γ,~r, ~R] that depend on the path γ and the
positions of both types of particles ~r, ~R. To show that the commutation relations are
satisfied it is necessary to use
δi(~x)T
j(~y, γ) = δji δ
(2)(~x− ~y), (44)
which can be readily verified.
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Using (43) we can write down the covariant momenta as
pˆi − qAˆi(~r) −→ −i
(
∂
∂ri
+ qδi(~r)
)
≡ −iDi(~r), (45)
Pˆi −QBˆi(~R) −→ −i
(
∂
∂Ri
+ iQǫijT
j(~R, γ)
)
. (46)
The gauge invariant combination Di(~r) coincides with the path derivative introduced by
Mandelstam many years ago [16]. It comprises the ordinary derivative, representing the
momentum operator of the particle, plus q times the “path derivative” δi(~r). With these
realizations, the physical constraints (38) are written as
−
(
ρ1(x) + ∂iΠ
i(x, γ)
)
Ψ[γ,~r, ~R] ≈ 0 =⇒(
δ(2)(~x− ~r)−
∑
s
(δ(2)(~x−~bs)− δ
(2)(~x− ~as))
)
Ψ[γ,~r, ~R] = 0, (47)
and
−
(
ρ2(x) + ǫ
ij∂iAj(x)
)
Ψ[γ,~r, ~R] ≈ 0 =⇒
(
ρ2(x) +
i
2
ǫij∆ij(~x)
)
Ψ[γ,~r, ~R] = 0. (48)
To write (47) we have used
∂iT
i(x, γ) ≡ −̺(~x, γ) = −
∑
s
(δ(2)(~x−~bs)− δ
(2)(~x− ~as)), (49)
with ~as and ~bs labelling the starting and ending points of the s-th “strand” of the path,
respectively.
To solve the constraint (47) we can use the geometrical setting that allows to solve the
Gauss constraint in Maxwell theory coupled to non-relativistic particles [3]. Following this
case, we consider “Faraday‘s lines” states, consisting on functionals that depend on an open
path composed of n strands starting (or ending) at the particle‘s position ~r . These strands
end (or start) at spatial infinity. To take into account the source-free sector, this open strands
might be accompanied by closed contours too. For example dropping the contribution arising
from the starting points of the strands, the Gauss law constraint (47) can be written as,(
qδ(2)(~x− ~r)−
∑
s
δ(2)(~x− ~as)
)
Ψ[γ,~r, ~R] = 0→
(
qδ(2)(~x− ~r)− n δ(2)(~x− ~r)
)
Ψ[γ,~r, ~R] = 0. (50)
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This equation becomes an identity if q = n for these incoming paths (analogously q = −n
for outgoing ones). Is it easy to see that for N charges, one must take N “bundles” of
open paths, one for each charged particle, having as many oriented strands so the sum of
incoming minus outgoing strands give the value of the charge. Within this formalism there
is no room for fractionary charges, because a Faraday‘s line carries a unit of electric flux,
which must be emitted from or absorbed by an integral charge q. We find it convenient to
denote the path-dependent functionals that satisfy the Gauss constraint as Ψ[γ~r, ~R], since
this notation displays both the path and point-dependence and recalls that from now on
particles of ”type one” are attached to paths.
It should be observed that Gauge invariant operators respect the geometrical properties of
the Faradays lines construction. For instance, the ”covariant momentum” −iDi(~r) measures
the change of the wave-functional when both the particle and its attached “bundle” of paths
are infinitesimally displaced [3].
Once the Gauss constraint (47) is solved, we focus ourselves in the second one (48).
Since B ~A = −
1
2
ǫijFij → −
i
2
ǫij∆ij(~x), this constraint tells us that each particle of ”type
two”, whose position is ~R, carries an amount of “magnetic flux” proportional to its electric
charge, and confined to the point where the particle “lives” [3]. We recognize this first class
constraint as the one that appears in the Maxwell-Chern-Simons theory when it is quantized
in the path representation [11]. Also, this constraint appears in the path formulation of the
theory of particles interacting through a Chern-Simons field [3].
Following references [11] and [3], we can then write the solution of (48) as
Ψ[γ~r, ~R] = exp
(
−i
Q
2π
Θ(γ~r, ~R)
)
Φ(∂γ~r, ~R), (51)
with ǫij∆ij(~x)Φ(∂γ~r, ~R) = 0 and
1
2
ǫij∆ij(~x)Θ(γ~r, ~R) = ρ2(x) (52)
The condition on Φ(∂γ~r, ~R) forces it to be a function that depends on the path γ~r only
through its boundary ∂γ~r = ~r. The solution for Θ(γ~r, ~R) is the algebraic sum of the angles
subtended by the pieces (the strands) of the path γ, measured from the point, ~R, where the
”big” particle is
Θ(γ~r, ~R) ≡
∫
γ
dxj εij
[
(x−R)i
|~x− ~R|2
]
. (53)
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It is interesting to remark a mayor difference between this case and both the particles-
Chern-Simons [3] and Maxwell-Chern-Simons [11] cases, concerning the constraint (48). The
present case does not suffers from what could be called the ”self-angle” problem. By this we
refer to the fact that in expression (53), the angle subtended by the paths is measured with
respect to points that do not coincide with the ending points of the paths. This contrasts
with the Maxwell-CS and particles-CS cases, where there appear self-interaction effects that
in the path representation manifest through the dependence of the wave functional on the
angle subtended by the path measured with respect to its own endpoints. This ”self-angle”
is ill defined, and requires some regularizing prescription to deal with it [18].
At this point one should verify whether the gauge invariant operators of the theory
preserve the form of the physical states Ψ[γ~r, ~R] = exp
(
−i Q
2π
Θ(γ~r, ~R)
)
Φ(~r, ~R). For instance,
let us consider the action of the Mandelstam derivative onto the gauge invariant states. It
is given by
− iDi(~r)ΨPhys = −iDi(~r)
[
exp
(
−i
Q
2π
Θ(γ~r, ~R)
)
Φ(~r, ~R)
]
= exp
(
−i
Q
2π
Θ(γ~r, ~R)
) [
−i
∂
∂ri
+
qQ
2π
ǫij
(r − R)j
|~r − ~R|2
]
Φ(~r, ~R)
= exp
(
− i
Q
2π
Θ(γ~r, ~R)
)
Φ′(~r, ~R), (54)
where the second line defines Φ′(~r, ~R). Hence, we see that the Mandelstam derivative leaves
invariant the physical space of states, as it should be.
On the other hand, it can be verified that the other “covariant momentum”
Pi −QBi(~R)→ −i
(
∂
∂Ri
+ iQǫijT
j(~R, γ)
)
, (55)
produces a result analogous to (54) when applied to the physical functionals
− i
(
∂
∂Ri
+ iQǫijT
j(~R, γ)
)
ΨPhys =
= exp
(
−i
Q
2π
Θ(γ~r, ~R)
) [
−i
∂
∂Ri
−
qQ
2π
ǫij
(r −R)j
|~r − ~R|2
]
Φ(~r, ~R)
= exp
(
− i
Q
2π
Θ(γ~r, ~R)
)
Φ′′(~r, ~R), (56)
where we have taken into account the quantization condition (50) for q. Again, gauge
invariance is maintained.
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As in the Maxwell-Chern-Simons and particles-Chern-Simons cases [3, 11] there is a
unitary transformation that allows us to eliminate the path dependent phase factor exp
(
−
i Q
2π
Θ(γ~r, ~R)
)
. Once this transformation is performed, the path dependence of the wave
functional is reduced to the boundary of the path ∂γ~r, which is just the set of the positions
{~r} of the type-one particles. At this point, the boundary dependence of the wave functional
becomes redundant, and it suffices to employ ordinary (i.e., point-dependent) wave functions
Ψ(~r, ~R). At the same time it is not necessary to maintain the path (or loop) derivatives in
the physical operators, and we may substitute them by ordinary derivatives[3].
Once this unitary transformation is performed, the Schro¨dinger equation of the model
can be written down as
i∂tΨ(~r, t) = H0Ψ(~r, t), (57)
where the Hamiltonian H0 is
H0 =
mv2
2
+
MV 2
2
, (58)
where mvi and MV i act on the states as
mvi = −i
∂
∂ri
− eqAi(~r) = pi +
qQ
2π
ǫij
(rj − Rj)
|~r − ~R|2
(59)
MV i = −i
∂
∂Ri
−QBi(~R) = Pi −
qQ
2π
ǫij
(rj − Rj)
|~r − ~R|2
. (60)
Thus we arrive to the quantum mechanics of two species of non-relativistic particles that
interact through potentials that satisfy
qAi(~r) = −QBi(~R) = −
qQ
2π
ǫij
(rj − Rj)
|~r − ~R|2
(61)
It is straightforward to see that this potentials solve the constrains χ1(x) and χ2(x) as in
(35). This long-range interaction coincides with the topological interaction experienced by
anyons [7, 8, 9, 10, 19]. In fact, we have recovered the hamiltonian of precisely two anyons,
which is exactly soluble [6, 7, 8, 9].
It is worth recalling that the equations describing anyons can be rewritten in what some
authors call the ”anyon gauge”. It is obtained by performing a singular gauge transformation
that converts the Schrodinger equation for the topologically interacting particles into that
of a free-particles system. However, the interaction remains hidden in the fact that the wave
function becomes multivalued. A moment of reflection allows to see that this features are
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neatly realized in the path-dependent formulation: the wave function in the anyon gauge
Ψ(~r, t) = exp
(
− i
Q
2π
Θ(γ~r, ~R)
)
Φ(~r, t), (62)
precisely corresponds to the multivalued wave function (51), while the Mandelstam derivative
is just the ”partial derivative” appropriate to act onto that multivalued wave function, that
turned to be a path-dependent one.
IV. 3 + 1 DIMENSIONAL BF THEORY AND NON-RELATIVISTIC STRING-
PARTICLE INTERACTION
Our last model consists on a dynamical string interacting with a dynamical particle by
means of a topological BF term in 3 + 1 dimensions. Both string and particle are non-
relativistic, and are described as in the preceding sections. For the sake of simplicity we
restrict ourselves to consider just one particle and one string, although the formulation could
certainly be extended to a more general case. The BF term is analogous to its counterpart
in 2 + 1 dimensions studied in the last section. We take the action as
S =
1
4
∫
d4xǫµνλρBµνFλρ +
∫
dt
(
1
2
m~˙r
2
)
+
α
2
∫
dt
∫
dσ
[
(z˙i)2 − (z′i)2)
]
+
∫
d4x
(
JµAµ +
1
2
JµνBµν
)
. (63)
As before, we have
Jµ(~x, t) = q
∫
dyµδ(4)(x− y) = qvµ(t)δ(3)(~x− ~r) ≡ (ρ(x), ~J(x)), (64)
Jµν(~x, t) = φ
∫
dt
∫
dσ [z˙µz′ν − z˙νz′µ] δ(4)(x− z), (65)
where vµ(t) = (1, ~v), and Fµν = ∂µAν − ∂νAµ. As in the preceeding sections, α is the string
tension, and φ and q are dimensionless, so the units of the fields are clear in this context.
The 3 + 1 decomposition of the action yields
S =
1
2
∫
d4x
[
A˙iǫ
ijkBjk +B0iǫ
ijkFjk + A0ǫ
ijk∂iBjk
]
+
∫
dt
(
1
2
m~˙r
2
)
+
α
2
∫
dt
∫
dσ
[
(z˙i)2 − (z′i)2)
]
+ q
∫
dt
[
r˙i(t)Ai(~r(t)) + A0(~r(t))
]
+ φ
∫
dt
∫
dσ
[
Bij(z(σ, t))z˙
iz′j +B0k(z(σ, t))z
′k
]
,
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[z0 = t, z˙0 = 1, z′0 = 0]. The expressions Aµ(~r(t), t) ≡ Aµ(~r) and Bµν(z(σ, t)) ≡ Bµν(z)
should be understood as a shorthand for
Aµ(~r, t) ≡
∫
d3~x δ3(~x− ~r)Aµ(~x, t), (66)
Bµν(z(σ, t)) ≡
∫
d3~x δ3(~x− ~z)Bµν(~x, t). (67)
We now summarize the Dirac quantization of the theory. The conjugate momenta asso-
ciated to the particle and string are given by
Πk(A) =
1
2
ǫijkBij, (68)
pi = m
dri
dt
+ qAi(~r) −→ r˙
i =
(pi − qAi(~r))
m
, (69)
Pi(z) = αz˙
i + φBij(z)z
′j −→ z˙i =
(Pi(z) − φBij(z)z
′j)
α
. (70)
On the other hand, and as in the preceding section, it should be noticed that Ai and
1
2
ǫijkBjk
are already canonical conjugate variables. Also, we will not take Bi0 and A0 as dynamical
variables from the beginning.
The Hamiltonian can be written as follows
H =
(pi − qAi(~r))
2
2m
+
∫
dσ
α
2
[
1
α2
(
Pi(z) − φBij(z)z
′j
)2
+ (z′i)2
]
+
∫
d3xA0(x)χ(x)
+
∫
d3xB0j(x)χ
j(x)
≡ H0 +
∫
d3xA0(x)χ(x) +
∫
d3xB0j(x)χ
j(x). (71)
So Bi0 and A0 appear as the Lagrange multipliers associated to the first class constraints
that generate time independent gauge transformations
χ(x) ≡ −ρ(x)−
1
2
ǫijk∂iBjk (72)
χi(x) ≡ −ρi(x)− ǫijk∂jAk(x)), (73)
with
ρ(x) = qδ(3)(~x− ~r), (74)
ρi(x) ≡ φ
∫
dσz′iδ(3)(~x− ~z). (75)
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The canonical Poisson brackets are defined as
{
ri, Pj
}
= δij , (76)
{
zi(σ), Pj(σ
′)
}
= δijδ(σ − σ
′), (77){
Ai(~x),
1
2
ǫjklBkl(~y)
}
= δji δ
(3)(~x− ~y). (78)
The remaining Poisson brackets vanish. Due to the topological character of the BF term
the contribution of the fields to the Hamiltonian looks as if they were external fields, just
like in the preceding section. The basic observables, in Dirac‘s sense, are the positions of
the particle and string, ~r and ~z(σ), and the “covariant” (gauge invariant) momenta of the
particle and the string, given by
pi − qAi(~r), Pi(z) − φBij(z)z
′j , (79)
respectively. All the physical observables of the theory are built in terms of these gauge
invariant quantities. For instance, the Hamiltonian fulfils this rule.
To quantize, the canonical variables are promoted to operators obeying the commutators
that result from the usual replacement { , } −→ −i[ , ]. These operators have to be
realized in a Hilbert space of physical states |Ψ〉Phys that obey
−
(
ρ(x) +
1
2
ǫijk∂iBjk
)
|Ψ〉Phys ≈ 0 (80)
−
(
ρi(x) + ǫijk∂jAk(x))
)
|Ψ〉Phys ≈ 0 (81)
Now we seek for a geometric representation appropriate to the present model. As we shall
discuss, there are two possible choices, depending on which of the field operators (Aµ(x) or
Bµν(x)) we take as ”position” or as ”derivative” operator. In both choices, we shall realize
the operators associated to the particle and string in a Schrodinger or “shape” representation,
i.e., we shall take
rˆi −→ ri, zˆi(σ) −→ zi(σ), (82)
Pˆ i −→ −i
∂
∂ri
, Pˆ i(σ) −→ −i
δ
δzi(σ)
. (83)
These operators are supposed to act onto functionals Ψ[~r, z(σ)] that depend on the coordi-
nates of the particle and of the string world-sheet. Once the particle and string operators
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are realized, we have also to accommodate the fields operators into the description. The first
geometric representation that we are going to consider is a “Faraday‘s lines” or path repre-
sentation [1]. We begin observing that the fundamental commutator associated to equation
(78) can be realized on path-dependent functionals if one prescribes
Aˆi(~x) −→ iδi(~x),
Πˆi =
1
2
ǫijkBˆjk(~x) −→ T
i(~x, γ), (84)
where δi(~x) and T
i(~x, γ) were defined in (39) and (40). In this representation we can write
pˆi − qAˆi(~r) −→ −i
( ∂
∂ri
+ qδi(~r)
)
≡ −iDi(~r),
Pˆi(z) − φBˆij(z)zˆ′
j
−→ −i
( δ
δzi(σ)
− iφǫijkz
′jT k(z(σ), γ)
)
, (85)
where Di(~x) is the “Mandelstam operator” as defined in (45). Thus, the states of the
interacting theory can be taken as functionals Ψ[~r, z(σ), γ]. Among them, the physical ones
will be those that satisfy the constraints (80) and (81). The former can be written down as
−
(
ρ(x) +
1
2
ǫijk∂iBjk
)
Ψ[~r, z(σ), γ] ≈ 0 =⇒
(
ρ(x) + ∂iT
i(~x, γ)
)
Ψ[~r, z(σ), γ] =
(
qδ(3)(~x− ~r)− ̺(~x, γ)
)
Ψ[~r, z(σ), γ] = 0, (86)
where ̺(~x, γ) was defined before in (49).
Regarding the second constraint, we have
−
(
ρi(x) + ǫijk∂jAk(x)
)
Ψ[~r, z(σ), γ] ≈ 0 =⇒
(
ρi(x) + i
1
2
ǫijk∆jk(~x)
)
Ψ[~r, z(σ), γ] = 0, (87)
with ∆ij(~x) given in section III. At this point it will be useful to recall the solution of the
constraints in the ”toy model”. We see that (86) is similar to (47), while (87) corresponds
to a generalized version of (48). From our experience with those constraints, we obtain the
following picture: (86) tells us that we have to take as physical wave functions those that
depend on an open-path of n-strands that meet at the point ~r where the charged particle
is located (as before, this open path may also comprise closed pieces). The number of
oriented strands ” sum up” to the (quantized) value of the electric charge. These ”Faradays
lines” drawing has to be accompanied by a closed string, which has nothing attached in this
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representation. From now on we shall write γ~r instead of γ, because gauge invariance joins
paths and particles as explained before. On the other hand, following the solution of (48)
we see that (87) obligates to write the physical wave functionals as
Ψ[~r, ~z(σ), γ~r] = exp (iΘ(~r, z(σ), γ~r))Φ(~r, ~z(σ)), (88)
with
1
2
ǫijk∆jk(~x)Θ(~r, z(σ), γ~r) = ρ
i(~x). (89)
The solution of (89) is
Θ(~r, z(σ), γ~r) =
φ
4π
∫
γ
dxi
∫
Γ
dσz′jǫijk
(x− z(σ))k
|~x− ~z(σ)|3
, (90)
where γ is the path (as usual), and Γ is the closed curve that coincides with the closed
string.
Thus, we obtain that the physical wave function comprises a fixed path-dependent phase
factor times Φ, which depends on the path γ only through its ending point (the one which
is not at spatial infinity), that is where the particle “lives”. In order to give a physical
interpretation of Θ(γ), we use Stokes Theorem and the fact that
(x− z(σ))k
|~x− ~z(σ)|
=
∂
∂zk
[
1
|~x− ~z(σ)|
]
= −
∂
∂xk
[
1
|~x− ~z(σ)|
]
(91)
to rewrite (90) in the form
Θ(~r, z(σ), γ~r) = φ
[
1
4π
∫
Σ(Γ)
dSi
[
(b− z)i
|~b− ~z|3
−
(a− z)i
|~a− ~z|3
]
−
∫
Σ(Γ)
dSi
∫
γ
dxiδ(3)(~x− ~z)
]
, (92)
with dSi ≡ ǫijkdΣ
jk (dΣjk was defined in eq. (16)). In the last expression Σ(Γ) is an open
surface that has the string Γ as its border, i.e., ∂Σ(Γ) = Γ. The first term in (92) is the solid
angle subtended by the surface Σ(Γ) attached to the string measured from the final point ~b,
minus the solid angle subtended by the same surface but measured from the starting point
~a of the path γ [again, it should be recalled that one of these points is at spatial infinity].
In turn, the second term in (92) counts the number of times that the path γ intersects the
surface Σ(Γ). Although Θ(~r, z(σ), γ~r), given in equation (92) looks like a surface-dependent
quantity, this dependence is only apparent, as can be realized by just turning back to (90).
It is worth comparing this case with the toy model of the preceding section. In the toy
model the geometrical phase analogous to Θ(~r, z(σ), γ~r) measured the winding number of
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the path attached to one of the particles, around the other particle in the plane. In the
present case, Θ(~r, z(σ), γ~r) generalizes this geometrical fact to a three dimensional situation:
it measures the ”winding” of the path attached to the particle ”around” the closed string.
There is yet another possibility of generalizing this in three dimensions. It corresponds
precisely to the other geometric representation, that we next discuss.
The second, “dual” representation is, in fact, a surface-dependent representation, as the
one discussed in section II. We set
Aˆi(~x) −→ −
1
2
ǫijkT
jk(~x,Σ),
Πˆi(~x) −→ iǫijkδjk(~x) =⇒ (93)
Bˆij(~x) −→ 2iδij(~x),
where T jk(~x,Σ) and δij(~x) were defined in (16) and (17). It can be readily seen that this
prescriptions realize the canonical commutators of the theory. Also, a straightforward cal-
culation from (72), using (93) and (19) leads to write the first class constraints as,
χ(~x) = −ρ(~x)−
i
3
ǫijk△ijk = 0, (94)
and
χi(~x) = −ρi(~x) + ǫijk∂j
(1
2
ǫklmT
lm(~x,Σ)
)
= −ρi(~x) + T i(~x, ∂Σ) = 0 −→
−φ
∫
Γ
dzkδ(3)(~x− ~z(σ)) +
∫
γ=∂Σ
dykδ(3)(~x− ~y) = 0. (95)
Equation (95) tells us that the string should coincide with the boundary of the open surface
(see [3] and the discussions of section II). On the other hand, our previous experience with
the toy model and with the former representation for the present model also teaches us that
the solution of (94) is given by wave functionals of the form (see [3, 11] and the discussion
of section III)
Ψ[~r, z,Σ] = exp
(
iΘ(~r, ~z,Σ)
)
Φ(~r, ~z), (96)
where
Θ(~r, ~z,Σ) =
q
8π
∫
Σ(Γ)
dSiy
(y − r)i
|~y − ~r|3
, (97)
is proportional to the solid angle subtended by the surface Σ(Γ) measured from the position
of the particle ~r. In analogy with the toy model and with the path representation of this
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model, we see that the dependence on the surface is restricted to a phase factor, which
measures a topological feature: how many times the surface attached to the string wraps
around the particle.
So, in the surface representation we end up with strings having a bundle of n pieces of
open-surfaces attached to them, with n depending of the value of the quantized constant
φ ( i.e., the “charge” of the string). Also, the wave functional depends of a“lonely” point
charged particle. The role of the surface is to take into account how the the string and
particle are topologically related. It could be said that the difference between the two dual
representations is encoded in the following feature: which of the matter objects (the particle
or the string) is left alone, and which has an attached object whose winding or wrapping
around the other carries the content of the topological interaction.
It is interesting to see how gauge invariance is maintained through a geometric mechanism,
in both representations . For instance, in the path representation (84), the “covariant”
momentum associated with the particle (79) is again realized as a “Mandelstam” operator
that translates both the particle and its attached ”bundle of paths” together (see discussion
in section III). Also, in the surface representation (93) where the string is coupled to the
”bundle of surfaces”, the covariant momentum of the string (expression (79)) translates both
the string and the set of surfaces together, thus maintaining the geometrical picture dictated
by gauge invariance (see also the discussion at the end of the first section)
Pi(z) − φBij(z)z
′j −→ −i
(
δ
δzi
+ 2φδij(~z)z
′j
)
. (98)
The last expression is a kind of generalized “Mandelstam operator” for the string-surface
representation.
On the other hand, gauge invariance also restricts the form of the path (or surface) depen-
dent wave functional, accordingly with (88) or (96). We should check that the observables of
the theory respect this particular form. To this end, we apply the gauge invariant momenta
to the physical states ΨPys. In the path representation we obtain
pi − qAi(~r) → −i
(
∂
∂ri
+ qδi(~r)
)
ΨPys(~r, ~z, γ~r) =
= exp(iΘ)
[
−i
∂
∂ri
+
qφ
4π
∫
Γ
dzjǫijk
(r − z)k
|~r − ~z|3
]
Φ(~r, ~z)
= exp [iΘ(~r, z(σ), γ~r)]× Φ
′(~r, ~z), (99)
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and using the constraint (86) we get
Pi(z) − φBij(z)z
′j → −i
(
δ
δzi
− iφǫijkz
′jT k(~z, γ)
)
ΨPys(~r, ~z, γ~r) =
= exp(iΘ)
[
−i
δ
δzi
+
qφ
4π
ǫijkz
′j (r − z)
k
|~r − ~z|3
]
Φ(~r, ~z)
= exp [iΘ(~r, z(σ), γ~r)]× Φ
′(~r, ~z). (100)
In turn, in the surface representation we have
pi − qAi(~r) → −i
(
∂
∂ri
+ i
q
2
ǫijkT
jk(~r,Σ)
)
ΨPys(~r, ~z,Σ) =
= exp(iΘ)
[
−i
∂
∂ri
+
qφ
4π
∫
Γ
dzjǫijk
(r − z)k
|~r − ~z|3
]
Φ(~r, ~z)
= exp [iΘ(~r, z(σ),Σ)]× Φ′(~r, ~z), (101)
where we have used the quantization constraint (95). For the other gauge invariant operator
we have
Pi(z) − φBij(z)z
′j → −i
(
δ
δzi
+ 2φδij(~z)z
′j
)
ΨPys(~r, ~z,Σ) =
= exp(iΘ)
[
−i
δ
δzi
+
qφ
4π
ǫijkz
′j (r − z)
k
|~r − ~z|3
]
Φ(~r, ~z)
= exp [iΘ(~r, z(σ),Σ)]× Φ′(~r, ~z). (102)
In all these expressions, the functionals ” Φ′ ” only depend on the particle and string
positions. Hence, the observables leave invariant the physical sector of the Hilbert space,
as required. Furthermore, these expressions indicate that the path or the surface depen-
dence may be eliminated by performing a unitary transformation that extracts from the
wave functional the phase factor exp [iΘ(~r, z(σ), γ~r)] or exp [iΘ(~r, z(σ),Σ)] . This unitary
transformation appeared in similar contexts in [3, 11].
It is interesting to see how the hamiltonian looks before performing the unitary transfor-
mation mentioned above. In the path representation we have, introducing (85) in (71)
H0 =
[
−i
(
∂
∂ri
+ qδi(~r)
)]2
2m
+
∫
dσ
α
2


(
−i δ
δzi
− φǫijkz
′jT k(~z, γ)
)2
α2
+ (z′i)2

 . (103)
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On the other hand, by a similar calculation, in the surface representation the hamiltonian
would be given by
H0 =
[
−i
(
∂
∂ri
+ i q
2
ǫijkT
jk(~r,Σ)
)]2
2m
+
∫
dσ
α
2


(
−i δ
δzi
− 2iφδij(~z)z
′j
)2
α2
+ (z′i)2

 . (104)
Both expresions yield the same Schrodinger equation
i
∂
∂t
Ψ[~r, ~z] = H0Ψ[~r, ~z]
=

 12m
[
−i
∂
∂ri
+
qφ
4π
∫
Γ
dzjǫijk
(r − z)k
|~r − ~z|3
]2
+
∫
dσ
α
2


(
−i δ
δzi
+ qφ
4π
ǫijkz
′k (r−z)
j
|~r−~z|3
)2
α2
+ (z′i)2



× Φ(~r, ~z), (105)
once the unitary transformation is performed. The last equation is the analogous of the
equation for the system of two anyons (59) that the toy model yielded. The right hand
side corresponds to the energy of a particle and a string that interact through a topological
generalized potential of the form
Ai(~r, ~z) =
qφ
4π
∫
Γ
dσǫijkz
′j (r − z)
k
|~r − ~z|3
. (106)
This suggests that there should be an equivalent formulation of the model, that only deals
with particle and string variables (and not with topological fields) from the very beginning.
In fact, it is easy to see that the lagrangean
L =
1
2
m~˙r
2
+
∫
dσ
α
2
[
(z˙i)2 − (z′i)2
]
+
qφ
4π
∫
Γ
dσǫijkz
′j (r − z)
k
|~r − ~z|3
(r˙i − z˙i), (107)
fulfils this requisite.
V. DISCUSSION
We have studied the geometric representation of strings interacting by means of the Kalb-
Ramond field. We saw that this representation is a “surface representation” that may be
set up only if the coupling constant φ of the string (equivalent to the charge if they were
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point particles) is quantized as integer values n. This theory is in a sense very similar to the
Maxwell theory interacting with 0-dimensional objects studied in the framework of the LR
in [3]. In this case the quantization within the LR was a “Faraday‘s lines representation”
where the quantization of the charges was stated in terms of the fundamental unit of electric
flux carried by each Faraday‘s line. In both cases the appropriate Hilbert space is made of
wave functionals whose arguments are geometric “Faraday‘s extended objects” (that in this
work are surfaces) emanating from or ending at the strings (or particles) positions.
We also studied two generalizations of the path-space formulation of the theory of particles
interacting through a Chern-Simons field [3]. First, we considered the theory of a set of two
types of particles coupled to a BF topological term (in 2 + 1-dimensions). Although this
theory has an interest on its own, because it has a direct relationship with the problem of
interacting anyons, it also serves to prepare the scene for the study carried out in the last
section, where we consider a model that involves extended objects (strings) and particles
interacting through a BF term in 3+1 dimensions. In both models, quantization of the
corresponding “charge” of the material objects involved (i.e., point particles or strings) is
necessary for the consistence of the geometric representation.
Also, both models share the following feature: the topological interaction can be casted
into a kind of multivaluedness of the corresponding wave functionals, that in the geometrical
representation is manifested through the functional dependence on the winding number of
a path around a point in the plane (in the 2 + 1 dimensions case), the winding number of
a path around a closed string, or the wrapping number of a surface around a point (in the
3 + 1 BF model).
To conclude, it is interesting to point out that, as in the 2 + 1 model of anyons, it is
possible to decouple the center of mass and the relative motions in the particle-string model
through the introduction of the variables
~rrel = ~r − ~z(σ); ~RCM =
m~r + α
∫
~z(σ)dσ
m+ α
. (108)
Then, the lagrangian can be alternatively written down as
L =
1
2
m~˙R
2
CM +
α
2
∫
(~˙r
2
rel − ~r
′2
rel)dσ −
α2
2(m+ α)
(∫
~˙r
2
reldσ
)2
−
qφ
4π
Ω˙. (109)
Hence, in the particle-string model, the topological interaction contributes to the lagrangian
as the total derivative of a multivalued function, namely, the solid angle subtended by the
26
string measured from the particles position. This feature is a nice generalization of what
occurs in its relative 2 + 1 dimensional model of two anyons, and we believe that their
consequences deserve to be further considered [20].
VI. ACKNOWLEDGMENTS
This work was supported by Project G-2001000712 of FONACIT. Also, the authors would
like to thank the support given by OPSU.
[1] R. Gambini and A. Trias, Phys. Rev. D 22, 1380 (1980); D 23, 553 (1981); D 27, 2935 (1983);
Nucl. Phys. B 278, 436 (1986); X. Fustero, R. Gambini and A. Trias, Phys. Rev. D 31, 3144
(1985). C. di Bartolo, F. Nori, R. Gambini and A. Trias, Lett. Nuovo Cim. 38, 497 (1983).
R. Gaitan and L. Leal, Int. J. Mod. Phys. A 11, 1413 (1996).
[2] M. Kalb and P. Ramond, Phys. Rev. D 9,2273 (1974).
[3] E. Fuenmayor, L. Leal and R. Revoredo, Phys. Rev. D 65, 065018 (2002).
[4] A. Corichi and K. V. Krasnov, hep-th/9703177.
[5] A. Corichi and K. V. Krasnov, Mod. Phys. Lett. A 13, 1339 (1998).
[6] J. M. Leinas and J. Myrrheim, II Nuovo Cimento, 37, 1 (1977)
[7] F. Wilczek, Phys. Rev. Lett. 48, 1144 (1982); 49,957 (1982);Y. H. Chen, F. Wilczek, E.
Witten and B. I. Halperin, Int. Jour. Mod. Phys. B3, 1001 (1989)
[8] Y. S. Wu, Phys. Rev. Lett. 52, 2103 (1984); 53, 111 (1984)
[9] S. Rao, “An Anyon primer”. Lectures given at SERC school at Physyca Research Lab.,
Ahmedabad, Dec.1991. arXiv:hep-th/9209066.
[10] P. Arovas, R. Schrieffer and F. Wilczek, Phys. Rev. Lett. B251, 117 (1984).
[11] L. Leal and O. Zapata, “Maxwell-Chern-Simons theory in a geometric representation,” Phys.
Rev. D 63, 065010 (2001) [hep-th/0008049].
[12] P.J. Arias, “Cuantizacio´n del Campo Antisime´trico de Calibre de Segundo Orden en el Espacio
de Superficies”, Trabajo Especial de Grado, USB, 1985.
[13] P. J. Arias, C. Di Bartolo, X. Fustero, R. Gambini and A. Trias, Int. J. Mod. Phys. A 7, 737
(1992).
27
[14] L. Leal, Mod. Phys. Lett. A 11, 1107 (1996) [hep-th/9603006].
[15] J. Camacaro, R. Gaitan and L. Leal, Mod. Phys. Lett. A 12 (1997); R. Gaitan and L. Leal,
Int. J. Mod. Phys. A 11, 1413 (1996).
[16] S. Mandelstam, Annals Phys. 19, 1 (1962).
[17] R. Jackiw, in Proc. ”Constraint Theory and Quantization Methods”, 2nd Montepulciano,
World Scientific (1994), pp 163. arXiv:hep-th/9306075.
[18] P. J. Arias, L. Leal and J. C. Perez-Mosquera, Phys. Rev. D 67, 025020 (2003)
[arXiv:hep-th/0206082].
[19] R. Jackiw, Annals Phys. 201, 83 (1990).
[20] R. Gambini and L. Setaro, Phys. Rev. Lett. 65, N21, 2623 (1990).
28
