Abstract: This paper studies the quantization effects on the consensus-type schemes for the synchronized motion of teams of mobile agents governed by second-order dynamics. It is shown that when the relative position and velocity information is exchanged between neighboring agents after being quantized by a logarithmic quantizer, the performance of the local coordination scheme hardly deteriorates in steady states. However, it is also pointed out that when a uniform quantizer is not used in the right way, the agents' velocities may grow unboundedly and their positions may never get together. Such different effects of quantization indicate the necessity for a careful selection of quantization strategies especially for multi-agent systems with higher-order agent dynamics.
INTRODUCTION
In recent years, the coordination of the motion of teams of mobile autonomous agents has become a central topic in the study of cooperative control of multi-agent systems (Kumar et al. [2005] ). The use of consensus-type algorithms has proven to be effective to guide a team of agents to coincide with one another moving with the same velocity, provided that the relative position and/or relative velocity information is shared among agents and no agent is isolated from the rest of the team (Olfati-Saber et al. [2007] , Ren and Beard [2008] ). To implement such distributed control strategies, however, requires the agents to know their neighboring peers' information, which sometimes cannot be acquired through realtime sensing, but can only be obtained in its quantized form through digital communication. As a result, a growing number of papers have been devoted to studying how to design effective coordination control strategies using quantized information (Kashyap et al. [2007] , Nedic et al. [2009] , Frasca et al. [2009] , Ceragioli et al. [2010] , ).
While various quantized consensus schemes have been proposed for multi-agent systems with first-order dynamics (Frasca et al. [2009] , Ceragioli et al. [2010] ), less is known about the quantization effects on the consensus-type algorithms for motion coordination in systems with higher-order dynamics. Since agents with the second-order dynamics as double-integrators are widely used for modeling mobile autonomous agents and can capture the main features of the collective dynamics of agents with higher-order dynamics, they are the appropriate model to work with to study the quantization effects. Recently some interesting sufficient and/or necessary conditions have been constructed for systems of double integrators to get synchronized when no quantization effects are considered (Ren [2008] , Yu et al. [2010] ). We take the control laws that have been used in the literature, but study their performances when quantized information is used. Then a new set of tools, especially new forms of Lyapunov functions, are developed accordingly in this paper.
We look at both logarithmic quantizers and uniform quantizers. Both of these two types of quantizers have been studied before for first-order consensus algorithms. We find in this paper that when logarithmic quantizers are used in the proposed coordination scheme, the system's steady-state performance hardly deteriorates compared with that without quantization effects. However, on the other hand, when the chosen uniform quantizers are used instead, the agents' velocities might keep increasing and become unbounded and to make things worse, the agents' positions may never become the same. Some of such undesirable behaviors are inherently associated with the higher-order agent dynamics. Hence, it is emphasized that when choosing quantization schemes for agents with higher-order dynamics, in order to achieve desired motion coordination, appropriate quantizers have to be picked carefully.
The rest of the paper is organized as follows. We review briefly in Section 2 the tools from nonsmooth analysis that we use. Then in Section 3, the quantized control for motion synchronization in systems of agents governed by second-order dynamics is discussed and the uniform and logarithmic quantizers are defined. The convergence analysis for systems with logarithmic quantizers and uniform quantizers are discussed in Sections 4 and 5 respectively.
PRELIMINARIES ON NONSMOOTH ANALYSIS
For a differential equatioṅ
where X : IR d → IR d is measurable but discontinuous, the existence of a continuously differentiable solution is not guar-anteed. In this paper, we adopt the Filippov solution (Cortés [2008] 
where S is the set of x at which X(x) is discontinuous, B(x, δ) is the open ball of radius δ centered at x, co denotes the convex closure, and µ(S)=0 denotes the intersection over all sets S of Lebesgue measure zero.
Filippov solutions are absolutely continuous curves, which satisfy the differential inclusion of the formẋ(t) ∈ F [X](x).
The Filippov set-valued map obeys the following rule.
, for which the equality sign holds when either X 1 or X 2 is continuous at x 0 .
A sufficient condition for the existence of the Filippov solution is given in the following result. We also use the following notions of the generalized directional derivative and generalized gradient.
Definition 2. (Clarke [1983] 
where y is a vector in IR d and t is a positive number.
Definition 3. (Clarke [1983] ) If f : IR d → IR is locally Lipschitz continuous, its generalized gradient is defined by
where co denotes the convex hull, and
The relationship between the generalized directional derivative and generalized gradient can be summarized as follows.
Lemma 3. (Clarke [1983] ) Assume f : IR d → IR is locally Lipchitz near x. Then for every direction ν ∈ IR d , we have
where . denotes the inner product.
The definition of regular functions is based on the notion of
Definition 4. (Clarke [1983] ) A function f :
We say that function f : IR d → IR is a regular function, if it is regular everywhere in its domain. There are sufficient conditions for a function to be regular.
, is a finite family of regular functions, each of which is regular at x, then for any nonnegative scalars λ i ,
The following chain rule is useful for the calculations in this paper. Lemma 5. (Shevitz and Paden [1994] ) Let x(·) be a Filippov solution toẋ = X(x) on an interval containing t, and V : IR n → IR be a Lipschitz and regular function. Then V (x(t)) is absolutely continuous and
MOTION COORDINATION FOR AGENTS WITH SECOND-ORDER DYNAMICS
We consider a team of N autonomous agents, each of which is governed by the following second-order dynamics
where r i , v i ∈ IR n are the position and the velocity of agent i respectively and u i are the control inputs. The goal for designing distributed control laws u i is to synchronize the motions of the N agents in such a way that the velocities and positions of all the agents become the same asymptotically and thus they move together as a single entity. Such a motion coordination problem has been studied before (Ren [2008] , Yu et al. [2010] ), and the solution that has been proposed is to use a consensus-type scheme
where N 1 (i) (resp. N 2 (i)) denotes the set of agent i's neighbors in the graph G 1 (resp. G 2 ) that describes the neighbor relationships in terms of whether the position (resp. velocity) information can be exchanged between a pair of agents. In the sequel, we assume that G 1 and G 2 are undirected and fixed. Note that in the context of distributed control, each agent only knows the relative position or velocity information, i.e. no global coordinate system is available. It has been shown that when G 1 and G 2 are connected, the control law (3) can achieve the goal effectively (Ren [2008] ).
In this paper, we consider the scenario where for an agent, the relative position and velocity information of its neighbors is acquired through digital communication. Hence, if we continue to use the consensus-type coordination strategy like (3), we have the control signals in the following form
where q : IR n → IR n denotes the vector quantizer of choice. Here we have assumed that all the agents have been installed with identical quantizers. Because of the discontinuity of the quantized signals, we consider Filippov solutions (r, v) to the equations (2) and (4). In other words, we consider absolutely continuous functions (r, v) such thaṫ
where we have used Lemma 1 to deduce the relationship between the sets.
In this paper, we consider the following two types of quantizers. A uniform quantizer is a map q u : IR → IR such that
where δ u is a positive number and ⌊a⌋, a ∈ IR, denotes the greatest integer that is less than or equal to a. A logarithmic quantizer is an odd map q l : IR → IR whose definition on the positive real axis is
Note that for a uniform quantizer, the quantization error is always bounded by δ u , namely |q u (x) − x| ≤ δ u for all x ∈ IR. Note also that for a logarithmic quantizer, it holds that x q l (x) ≥ 0, ∀x ∈ IR, and the equality sign holds if and only if x = 0; the quantization error for the logarithmic quantizer is bounded by |q l (x) − x| ≤ δ l |x|, where the parameter δ l is determined by
The above definitions of scalar-valued uniform and logarithmic quantizers can be easily generalized to their counterparts of vector-valued quantizers. Take the logarithmic quantizer as an example. For any
T . One can easily check that x, q l (x) ≥ 0 and the equality sign holds if and only if x = 0.
After clarifying the definitions for quantizers, we take another look at the set-valued map
The main results of the paper is to show different quantization effects on the performances of the consensus-type coordination algorithms (4). We first study logarithmic quantizers.
DESIRED SYNCHRONIZED MOTION WITH LOGARITHMIC QUANTIZERS
When logarithmic quantizers are used, we can show that the distributed control law that we are using can still cause the motions of all the agents to get synchronized. Theorem 6. Assume the graphs G 1 and G 2 are connected and the logarithmic quantizers q l (·) are used in the control (4). To prove this theorem, we first need to prove a few facts. Since q l (·) is monotonic, we know that it is integrable. So we can define an energy function W (·) :
where W (r ij ) is the line integral along the line from 0 tor ij . It is easy to check that W (r ij ) ≥ 0 and the equality sign holds if and only ifr ij = 0. Let S denote the set of all discontinuous points of q l , then for any z ∈ S,
is not differentiable with respect tor ij at any point in S. Using the generalized gradient, one has
(9) Similarly, we define the energy function for the velocity v i to be
Due to page limit, the proofs of the following lemmas and propositions will be provided in the full-length version of the paper.
We first check the regularity of W (·). Lemma 7. W (·) is regular everywhere in its domain.
The following is a property about the set-valued map.
We can further derive some relationships between the positions and velocities of the agents. Proposition 9. It holds that
Proposition 10. It holds that
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In order to prove the convergence result in Theorem 6, we use the following new coordinates
Then the system's dynamics in these new coordinates are
In (14), there are N (N − 1)/2 componentsr ij where i = 1, . . . , N, j > i and N components v i where i = 1, . . . , N . One can check that solutions to (2) and (4) correspond to solutions to (14). In the following, we will prove the convergence ofr ij (t) and v i (t) − v j (t), based on the system (14).
Proof of Theorem 6: Consider the Lyapunov function
From Lemma 7 we know that W (r ij ) is regular. Then in view of Lemma 4, it follows that
where
are given in (9), and
Then it follows that
Applying Lemma 5, one has
From (15) and (5), we haveV
From Proposition 10, we havė
and in view of Proposition 9, one has
This implies (0)), which proves the boundedness ofr ij (t) and v i (t). Now we apply LaSalle's principle to show the convergence of the solutions to (14) .
Note that
Tv ∈ {0} where we have used the facts that a ij = a ji and
Thus,v is orthogonal to 1 N ⊗ η. Therefore,v = 0, which implies from (19) 
Now we prove by contradiction thatr ij = 0, ∀i = j. Suppose there exists one pair of i = j such thatr ij = 0, theñ r
Using the LaSalle's principle for nonsmooth systems (Shevitz and Paden [1994] ), it follows thatr ij (t) → 0 and v i (t) → v j (t) as t → +∞.
We can further calculate the asymptotic positions and velocities for all the agents. On the one hand, one can check that (1 N ⊗ η) Tv = 0, namely
On the other hand,
Theorem 6 can be validated through simulations. We consider a team of 4 agents whose neighbor relationship graphs G 1 and G 2 are taken to be the same graph that is shown on the left of While the steady-state performances of the consensus-type coordination algorithm hardly deteriorate when the logarithmic quantizers are chosen, we show in the next section that this is not the case if uniform quantizers are not used in the right way. 
UNDESIRABLE STEADY-STATE DYNAMICS WITH UNIFORM QUANTIZERS
In this section, we use two examples to demonstrate that when uniform quantizers are utilized for the controllers (4), some undesirable steady-state behaviors may arise for the multi-agent systems (2). In the first example, we show that because of chattering, although the agents may get synchronized in the sense that they move with the same velocity in the same timevarying position asymptotically, the agents' velocities may grow unboundedly, which is certainly unpractical. In the second case, we show an even worse case when the agents' positions never coincide with one another.
Synchronized Steady-State Systems with Unbounded Agent Velocities
We take the neighbor relationship graphs G 1 and G 2 both to be the graph on the right of Fig. 1 . We set δ u = 1 and initialize the system in the same way as what we have done for the simulation of the system with logarithmic quantizers in Section 4. We show the simulated system dynamics in Fig. 3 . It is clear that as the system evolves, the agents' positions become the same, their velocities keep chattering around the time varying average velocity of the whole group
. Obviously, as indicated by Fig. 3(b) , the agents' velocities grow unboundedly as t increases. We now provide the main ideas to explain this observed behavior. The system's invariant set contains those points satisfying {r|r i = r j , ∀i = j, a.e. t} and {v|0 < |v i − v j | < δ, ∀i = j}, where δ is the bound of chattering. Then for those points,
and the graph G 2 is undirected, it must be true that N i=1v i is a positive constant vector, which is a result of the chattering of v i . Hence, even when the amplitude of the chattering is small, the agents' velocities may still grow unboundedly.
In the next subsection, we show that the steady states of the system can be more undesirable when the agents' positions always differ from one another. 
Steady-State Systems with Unbounded Agent Velocities and Different Agent Positions
Now we take the neighbor relationship graphs G 1 and G 2 both to be the graph on the left of Fig. 1 . We keep all the other setting the same as what we have used in the previous subsection. The simulated system dynamics are shown in Fig.4 . It is clear that the agents' positions do not become the same while their velocities chatter around the average velocity 1 N N i=1 v i (t). In particular, in Fig. 4(c) the values of r 1 , r 2 , and r 3 become the same for almost every t and r 4 keeps a distance of δ u = 1 from the rest. The system's invariant set contains those points that satisfy {r|ṙ i =ṙ j , ∀i = j, a.e.t and there exists i = j, s.t. |r i − r j | ≥ δ u } and {v|0 < |v i − v j | ≤ δ, ∀i = j}, where as before δ denotes the bound of chattering. Sincė v i = − j∈N1(i) q u (r i − r j ) − j∈N2(i) q u (v i − v j ) and q u (z) + q u (−z) = δ u > 0, ∀z > 0, we know − N i=1 j∈N1(i) q u (r i − r j ) is a positive constant vector, and this corresponds to the nonzero distances between unsynchronized agents. One also has − N i=1 j∈N2(i) q u (v i − v j ) is a positive constant vector, corresponding to the chattering of v i . Since N i=1v i > 0, the agents' velocities still grow unboundedly. In steady state, there exists at least one pair of i = j such that r i − r j 0 and |r i − r j | ≥ δ u .
We summarize the discussion in these two sub-sections as follows. Theorem 11. Assume the graphs G 1 and G 2 are connected and the uniform quantizers q u (·) are used in the control (4). Then the agents' asymptotic velocities cannot be guaranteed to be bounded and their asymptotic positions cannot be guaranteed to be the same.
CONCLUDING REMARKS
We have shown the effects of different quantizers on the steadystate behavior of teams of mobile agents with second-order dynamics. We have compared the performances of logarithmic and uniform quantizers and emphasized that for coordinating agents with higher-order dynamics, it is important to use a chosen quantizer in the right way.
We are working on generalizing the results to the case when the communication topologies change with time. We are also interested in understanding how different non-standard solutions to nonsmooth systems can be used in the analysis of the quantization effects. More coordination strategies other than the consensus-type algorithms will be studied in the future to obtain more general conclusions about the quantization effects on coordination tasks in multi-agent systems in general.
