Position-sensitive detection of ultracold neutrons (UCNs) is demonstrated using an imaging charge-coupled device (CCD) camera. A spatial resolution less than 15 µm has been achieved, which is equivalent to an UCN energy resolution below 2 pico-electron-volts through the relation δE = m 0 gδx. Here, the symbols δE, δx, m 0 and g are the energy resolution, the spatial resolution, the neutron rest mass and the gravitational acceleration, respectively. * Corresponding author: Z. Wang, email: zwang@lanl.gov 
Introduction
A multilayer surface detector for ultra-cold neutrons (UCNs), or neutrons with kinetic energies below 340 nano-electron-volts (neV), has recently been reported [1] . The multilayer detector front end consists of a boron-10 ( 10 B)
layer on the top of a ZnS:Ag phosphor layer. The 10 B layer, up to several hundred nanometers thick, is exposed to vacuum and directly captures UCNs.
A phosphor layer several microns thick is sufficient to stop the charged ions from the 10 B(n,α) 7 Li neutron capture reaction, while thin enough so that light due to α and 7 Li escapes for detection by photomultiplier tubes (PMTs).
We extend the previous work by using an imaging charge-coupled device and consumer use, further improvements are possible that would yield a spatial resolution of few microns, or sub-peV energy resolutions. It should be mentioned that at a resolution of a few microns, which are comparable to the stopping distances of MeV α's and 7 Li, the details of ion stopping in ZnS phosphor may no longer be ignored. Examples of fine spatial resolution for ultra-cold, cold and thermal neutrons can be found in different context [2] [3] [4] [5] [6] [7] [8] .
Another interesting development is the adoption of a webcam for UCN detection by removing the cover glass on the sensor array [9] . Besides CCD and complementary metal-oxide-semiconductor (CMOS) imaging sensors, hybrid pixelated silicon devices with an application specific integrated circuit such as TimePix were also reported for position-sensitive UCN detection and spectroscopy [10] .
Below, we first present the experimental setup, followed by experimental data and analysis, and finally a discussion of UCN spectroscopy and materials applications.
Experimental setup
The experiment was carried out in the UCN beamline in the Los Alamos Neutron Science Center (LANSCE) [11] . As shown in Figure 1 , the neutronto-photon converter film was placed against the quartz window at the end of the test port. An ∼80 nm 10 B film faced the incoming flux of UCNs, which were controlled by a gate valve (GV). is first transmitted out of the transparent acrylic plastic substrate through a small gap, i.e., small to human eye but large relative to the wavelengths of scintillation light, passed through the quartz window, and then partially collected by a 50-mm camera lens before reaching an electron-multiplying CCD (EMCCD) imaging sensor. 
Results and Data Analysis
To determine our spatial resolution, we analyze the images of individual scintillation events, modelled as a 2D Gaussian response function.
An example raw image and its processed versions are shown in Figure 2 .
The image was taken with an exposure time of 1200 ms. The raw image shows a poor signal-to-noise ratio due to background noise. An initial noise reduction is achieved by averaging over the 7×7 neighboring pixels. As shown in Figure 2b , the sharpness of the image is sacrificed to improve the signal- Scintillator light is emitted along the paths of MeV α and 7 Li ions in the scintillator, which have ion-stopping ranges of a few microns. The 15-µm pixel resolution in this work is at least a few times the ion ranges, and therefore can not resolve the details of ion stopping. Furthermore, only certain neutron events are at sharp focus due to the shallow depth of focus.
To account for the different image blurring mechanisms, we use a 2D elliptical Gaussian function to fit each spot. The signal S is centered around (x 0 , y 0 ), the position of neutron capture,
where
Here A is the height of the Gaussian blob, B is the value of the base plane, σ 1 and σ 2 are the widths along the major and minor semi-axes, and θ is the angle between the major semi-axis and the x-axis in the Cartesian coordinate system. A typical fit is compared with the original signal as shown in Figure 3 , where (x 0 , y 0 ) = (308.13, 39.14) pixels, A = 37.6, σ 1 = 3.15 pixels, and σ 2 = 2.51 pixels.The signal intensity is taken from the integral over the processed signal, which is assumed to be proportional to the number of photons detected. For instance, the integrated intensity from the data in We have taken data at different exposure times ranging from 30 ms up to a few seconds. Since our algorithm for signal identification works best for a low signal density, data at exposure times longer than 1200 ms are not included in the following analysis. There are a total of 4.5×10 4 events identified by the analysis. The quality of the 2D Gaussian fit is used to exclude events due to uneven background, dark currents and piled-up signals.
The latter two are rare events for exposure times under 1200 ms. About 76% of these preliminary identified events are well fitted by the 2D Gaussian.
Pulse height spectra of peak intensities for both Gaussian and non-Gaussian events are shown in To investigate the nature of background noise, we compare data taken for a fixed 800-ms exposure time with and without a UCN flux. We note that, although the UCN flux was turned off to the detector, the spallation source was still running. A total of 112 out of the 300 frames were taken without a UCN flux.
In Figure 5 , we plot the pulse height spectra of integrated signal inten- The UCN density per frame is plotted in Figure 6 . The two GV-closed periods are clearly identifiable with essentially no UCN counts. 
Discussion

Position resolution
For a 2D Gaussian light intensity distribution, the error in position determination or the position resolution along one semi-axis is given by
where σ i is the width of the Gaussian along the semi-axis and N ν is the number of photons in the signal. The fitting values of σ 1 and σ 2 for all the down-selected data are shown in Figure 8 . The values of σ 1 are in the range of 1.5 to 3.8 pixels and peak around 2.77 pixels. The correlation of the peak intensities with the corresponding σ 1 value is shown in Figure 9 , which indicates that σ 1 of 2.77 pixels is associated with signals of intensities around 1000. Each photon is estimated to result in an amplitude of ∼9 in raw camera counts, so that an amplitude of 1000 corresponds to ∼111 photons.Therefore, a typical error in position determination for a strong signal can be 0.3 pixels, or about 4 µm, along the major semi-axis. For weaker signals and larger Gaussian widths (e.g., 20 photons and σ 1 of 4 pixels), the error of position could be as large as 0.9 pixels, which is equivalent to 13 µm.
Depending on the orientation angle θ, the error projecting on the Cartesian coordinate should be a propagation of errors from both semi-axes, but the maximal error does not exceed that on the major semi-axis.
UCN spectroscopy
Accurate real-time determination of UCN positions allows precise determination of UCN energies and other kinetic information. Several methods have already been reported based on CR-39 plastic or a CCD camera [7, 12, 13] . Using imaging cameras has some advantages, including real-time data collection and analysis. There is no difficulty in replacing CR-39 plastic with imaging cameras to perform experiments similar to these previous works. The spatial resolution can be converted to energy resolution through the factor 102 neV/m. Therefore, a 15-µm spatial resolution is equivalent to an energy resolution of 1.5 peV, which is small enough to probe quantum bounce states of UCNs near surfaces and other fundamental physics [14, 15] . One concern The most probable σ 1 of 2.77 pixels corresponds to more than 100 photons using estimates described in the text.
with this type of measurement is that a relatively small UCN phase space is sampled and most of the UCNs are not used. We shall discuss two types of UCN spectroscopy, one based on UCN position measurements alone, the other on both position and time-of-flight information. In both cases, larger UCN phase spaces can be sampled.
Measuring the energy spectrum of a UCN source is equivalent to determining the distribution function f (E, α, φ), where E is the UCN energy, α is the angle of launch as shown in Figure 10 and φ stands for the azimuthal angle in a cylindrical geometry. Here we assume a steady UCN source. Below, we also ignore the azimuthal variations of the distribution function. Without loss of generality, we only need to consider the 2D motion in the plane defined by the cross product of v × g, where v is the initial velocity vector and g the vector of gravitational acceleration. The equations of motion are elementary and given by
where R 0 , h 0 = 0 are the initial UCN coordinates or the position of the UCN entrance slit and t is the time of flight. Only the magnitude of velocity v is needed. We also ignore magnetic field and consider gravity as the only force during the UCN free flight.
If the time-of-flight (ToF) information t is known, the initial positions R 0 and h 0 , which are defined by design, and the final positions R, h, which are measured through a camera as shown in Fig. 10 , are sufficient to determine v and the launch angle α uniquely through Eqs. 
UCN kinetic energy is given by
where m 0 is for the UCN rest mass. The energy resolution, δE = m 0 vδv, can be derived as
where we have usedR = R − R 0 andh = h − h 0 . Here δt, δR = δR 2 0 + δR 2 and δh = δh 2 + δh 2 0 are the measurement errors in time, the two radii and the two heights. The coefficients e i 's are given by e 1 = 2 cos 2 α, e 2 =h R sin 2α,
Here we express e i 's in terms of α for simplicity. It is straight-forward to reformulate α and Eqs. (6) in terms of the measured quantities R 0 , R, h, h 0 and t. The special case ofR = 0 and α = π/2 needs to be considered separately and will not be elaborated here. Based on these formulas, a spectrometer that combines the time-of-flight with the initial and end positions can be set up. The performance of an example spectrometer of this type is shown in Figure 11 . The cylindrical spectrometer is 10 cm in height and 2 cm in radius with a pinhole (UCN entrance aperture) of 1.6 mm in radius.
The UCN scintillation signals can be optically detected on the ceiling plate.
As the height h is predetermined, we assume that δh comes from a typical decreasing but becomes more radius dependent; e.g., for 10.3 neV UCNs, the error in energy can achieve 16 peV at R = 2 cm and 2.6 peV at R = 0 cm.
As an alternative to overcome energy resolution limited by ToF, one could choose to experimentally select the angle of launch in order to resolve the energy spectrum. Without going into details, we derive the energy and its resolution based on known angle of launch. The kinetic energy of the neutron is given by
The corresponding energy resolution satisfies
We consider the special case whenh = h − h 0 = 0, i.e., the detectors are at the same level as the neutron entrance aperture. Similar discussions can be found, for example, in the book by Golub, Richardson and Lamoreaux [16] .
The neutron energy E = m 0 gR/2 sin 2α. The resolution is
The best energy resolution is achieved at α = π/4. The energy resolution, independent of the initial neutron kinetic energy, is about 1.5 peV for δR = 30
µm. From δR = δR 2 0 + δR 2 and δR = 15 µm at the detector location, one may use a neutron entrance as wide as δR 0 = 26 µm. For some applications when the energy resolution does not need to be this high, a wider neutron entrance aperture may be used, i.e.,
For δE = 1 neV, entrance aperture can be close to 2 cm wide, which is quite attractive for the UCN energy spectra measurement since a wider aperture means less time required to measure the spectra.
Material applications
Position-sensitive measurements discussed here could also enable new variations in density or isotopic concentrations could also be studied.
Conclusion
We have successfully demonstrated position-sensitive measurements of
UCNs by optically coupling a multilayer surface detector to an imaging CCD camera with 16-µm pixels. The UCN position accuracy is as small as 4 µm for a typical strong scintillation signal and about 13 µm for weak ones. Several feasible UCN spectroscopy concepts are discussed with the best energy resolution below 2 peV. Therefore, this method can be employed as a realtime detector in studying UCN quantum states in the gravitational field.
Other possible applications include UCN microscopy and reflectometry for material science. 
