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Abstract
The x-ray absorption spectroscopy is a direct structure determination tech-
nique highly sensitive to the local structure. However, the nowadays ex-
tended x-ray absorption fine structure (EXAFS) spectra analysis meets
complications due to the presence of multiple scattering effects and ther-
mal disorder. In this work we have developed the method of the EXAFS
spectra analysis based on the quantum mechanics-classical molecular dy-
namics approach coupled with ab-initio EXAFS spectra calculations. The
method allows one to obtain unique information on the local atomic static
and dynamic structure in crystalline materials, through the analysis of the
many-atom distribution functions at required temperature and pressure.
The method was applied to the modelling of the EXAFS spectra from crys-
talline ReO3, CaWO4 and ZnWO4. The investigation of nanocrystalline
ZnWO4 is also reported.
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1Introduction
1.1 Motivation
The knowledge of the atomic structure is crucial to understand physical and chemical
properties of any material. It provides a starting point for computer simulation studies
in condensed matter physics, which play nowadays a fundamental role in many areas
of investigation. Among different simulation techniques, quantum mechanical calcula-
tions, Monte Carlo and molecular dynamics simulations are today the most popular
methods allowing one a detailed access to the static and dynamic properties of the
material in a phase space [8].
While a number of experimental techniques probing structure related properties is
rather large, there are only two direct structural tools, namely x-ray (neutron/electron)
diffraction and x-ray absorption spectroscopy, which provide complementary informa-
tion on the static and dynamic structure of a material.
In the diffraction experiment for polycrystalline solid, the Bragg reflections are
measured, and then the atomic structure is solved using the Rietveld method [109].
The structure of polycrystalline solid is described by a symmetry group and a small
number of structural parameters, known as the lattice parameters. Note that the
diffraction experiments include also information on the thermal atomic motion allowing
one to estimate the mean amplitude of atom vibrations, described by the mean-square
displacement (MSD) parameter.
Since the Bragg peaks appear only in the case of periodic structures, another ap-
proach is used for the disordered solids, such as glasses and amorphous materials. In
1
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this case, the experimental scattering signal due to the elastic interaction between
radiation and the solid includes only diffuse scattering. An intermediated situation
can occur in nano-materials, where both diffuse and Bragg scattering can be present
simultaneously. Therefore, the short and intermediate range order structure in such
materials is determined from the analysis of the total scattering data using the Fourier
transformation (FT) technique [101]. As a result, the atomic pair distribution function
(PDF) is obtained, which shows the probability to find a pair of atoms separated by
some distance. Opposite to diffraction, the contribution of the thermal atomic mo-
tion to PDF is described by the mean-square relative displacement (MSRD) parameter,
which shows a variation of the interatomic distance.
The synchrotron-based x-ray absorption spectroscopy (XAS) is a powerful and ver-
satile experimental technique to probe the local electronic and atomic structure of the
materials [108]. The method is element specific, being well adapted for complex com-
pounds, and is not limited by the state of the sample, so gases, liquids and solids can
be studied equally well [33, 45]. Using focused x-rays, XAS allows one to study the
local atomic structure around the absorbing atom at macro, micro- and nano-scale [45].
Time-resolved in situ XAS studies are also routinely possible in the range from minutes
down to milliseconds, also under extreme conditions, such as high pressure and/or high
temperature [18, 96]. X-ray absorption spectrum contains information on the many-
atom distribution functions and, thus, is sensitive to the 3D structure of the material.
However, due to a complexity of the problem, until now its practical application was
mainly limited to the determination of near-neighbor distances, coordination numbers,
static and thermal MSRDs, bonds anharmonicity, and ion oxidation states.
Some examples of XAS applications include the following. Being structurally local
technique, the XAS is widely used for investigation of hydration structure of different
ions in solutions [32]. The structural aspects of glasses are also studied by elucidating
the structural role of the selected ions [71]. One can also probe the homogeneity of
dopants in a glass and to check clustering effect depending on dopant concentration
[7, 24]. Note that no other direct structural methods can provide such information.
XAS is also suitable for the investigation of phase transitions induced by pressure or
temperature [76, 132] and watching in-situ chemical reactions [44]. So, the application
of XAS in different areas of physics and chemistry can be undoubtedly helpful to solve
many practical tasks.
2
1.2 Aim and objectives of the work
The experimental x-ray absorption spectra are conventionally divided into two
parts: the x-ray absorption near edge structure (XANES), which is located up to
about 50 eV above the Fermi level and includes electronic effects, and the extended
x-ray absorption fine structure (EXAFS), which extends up to about 2000 eV above
the Fermi level and includes local structural information around the absorbing atom.
In this thesis only the EXAFS part is considered.
While general theory of the EXAFS has been developed in the past [108], the con-
ventional analysis procedure of the EXAFS spectra is reliably defined only for the first
coordination shell of the absorbing atom. It accounts only for the contributions from
the pair atom distributions, known as the single-scattering (SS) effects. The same
analysis of the further coordination shells is also possible, but only when the contribu-
tion from the many-atom distributions, known as the multiple-scattering (MS) effects,
are negligible. While such requirement is strictly speaking never fulfilled, however the
neglect of the MS contributions can be still a good approximation in some cases [107].
In general case, more advanced analysis of the full EXAFS spectrum, accounting for
the multiple-scattering effects, should be used. Such computer codes are available today
[34, 35, 108], however they are able to perform simulations either for a static atomic
configuration or to account for the thermal atomic motion through simple analytical
approximations such as the Einstein or Debye models. One should point out that
thermal disorder significantly affects the EXAFS spectrum, being usually responsible
for up to 20-80% of the total amplitude. Therefore, the accurate accounting of the
thermal atomic motion in the EXAFS spectra is crucial for the analysis but still remains
an unresolved issue.
The possible solution of this problem is to use the molecular dynamics (MD) or
Monte Carlo (MC) simulations in a combination with ab initio EXAFS calculations.
Both methods allow starting from an interaction potential model to obtain a set of
atomic configurations, which can be used further to calculate the configuration-averaged
EXAFS signal at required experimental conditions (temperature, pressure).
1.2 Aim and objectives of the work
The research activities underlying the thesis include both experimental (sample synthe-
sis and studies by several experimental method including experiments at synchrotron
3
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facility) and theoretical (software development and computer simulations) work.
The main goal of the present work is to further develop the method for the EX-
AFS spectra modelling based on the quantum mechanics-classical molecular dynamics
(QMMD) approach coupled with ab initio EXAFS spectra calculations. The method al-
lows one to obtain unique information on the local atomic static and dynamic structure
in crystalline materials, through the analysis of the many-atom distribution functions
at required temperature and pressure.
The advantage of the method is its ability to accurately account for thermal dis-
order within the multiple scattering (many-atom) effects that allows one to perform
direct simulation of the total EXAFS signal. Note that the use of classical molecular
dynamics limits our analysis to the high-temperature region, however such limitation
is not inherent for the method itself and can be overcome by using the quantum MD.
The objectives of the present work are to demonstrate
• the potentiality of the method for the analysis of experimental EXAFS spec-
tra on an example of crystalline systems with the different local coordinations.
The three studied compounds ReO3, CaWO4 and ZnWO4 cover different types
of 5d-element (W, Re) local coordination, starting from regular tetrahedral in
tetragonal CaWO4 to distorted octahedral in monoclinic ZnWO4, and, finally,
regular octahedral in cubic perovskite-type ReO3.
• the ability of the EXAFS technique to deal with highly distorted local atomic
structure on an example of nano-crystalline ZnWO4, having large surface to bulk
ratio.
1.3 Scientific novelty of the work
The study of the local atomic structure (up to ∼6 A˚ around the absorbing atom) in
ReO3, CaWO4 and ZnWO4 crystals has been performed by x-ray absorption spec-
troscopy (EXAFS) simultaneously taking into account thermal disorder and multiple-
scattering (many-atom) effects within the QMMD-EXAFS approach.
Significant deformation of the local atomic structure around W and Zn atoms in
nano-crystalline ZnWO4 has been determined by the EXAFS technique in comparison
with the micro-crystalline zinc tungstate. The complementary studies by EXAFS and
4
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Raman spectroscopy allowed us to conclude that the [WO6] octahedra deformation
in nano-crystalline ZnWO4 results in the formation of short double tungsten-oxygen
bonds.
1.4 Author’s contribution
The major part of the work has been done at the Institute of Solid State Physics,
University of Latvia. The XAS measurements were performed at HASYLAB (Ham-
burg, Germany) using synchrotron radiation produced by the DORIS III storage ring.
The author has been participating in the nano-samples synthesis, their characteriza-
tion by the IR and Raman spectroscopy, temperature dependent EXAFS measurements
of nano and microcrystalline ZnWO4 and CaWO4. The quantum mechanical calcula-
tions, analysis of the experimental EXAFS data and the advanced modelling of EXAFS
spectra have been performed by the author at the Latvian SuperCluster facility [75].
The computer code for the force-field potential parameters optimization has been also
developed by the author based on the simulated annealing method.
The results of this work have been presented at 9 international conferences and 4
international schools during 2008-2011 and discussed at the scientific seminar at the
Institute of Solid State Physics, University of Latvia on May 09, 2011. Main results
have been published in 7 SCI papers.
1.5 Contents of the thesis
The thesis is comprised of the four chapters.
In Chapter 2 a review of the x-ray absorption spectroscopy technique is given.
The basic theoretical description of EXAFS phenomena is provided. The conventional
EXAFS spectra analysis for the first coordination shell is shown, and possible advanced
analysis methods are discussed.
Chapter 3 is devoted to the description of the advanced EXAFS spectra modelling
scheme using quantum mechanical-molecular dynamics simulations in a combination
with ab initio EXAFS calculations. The modelling algorithm is discussed, and its each
step is described in details including a derivation of the force-field model using the
5
1. INTRODUCTION
experimental data and the results of the quantum mechanical calculations as well as
classical molecular dynamics method.
In Chapter 4 the samples used in the experiments and the experimental methods
employed in this work are described.
Chapter 5 presents experimental and modelling results. It consists of the two parts.
The first part is devoted to the conventional EXAFS data analysis of the first coordi-
nation shell in ZnWO4 nano-particles. The second part contains main results of the
present work on the MD-EXAFS modelling for ReO3, CaWO4 and ZnWO4 crystals.
Finally, the main conclusions and suggestions for the future studies are given in
Chapter 5.
6
2X-ray absorption spectroscopy:
State of the art
2.1 Basics of X-ray absorption
The x-ray interaction with matter occurs elastically (coherent), when the kinetic energy
of the incident photon is conserved, and inelastically (incoherent), when the kinetic
energy of the incident photon is not conserved. In an inelastic scattering process, some
of the energy of the incident photon is lost or gained. There are three types of the
inelastic x-ray interactions with matter: the photoexcitation of electrons, the Compton
effect and the electron-positron pair production.
In Fig. 2.1 photon cross-section dependance on the excitation energy for W atom is
shown. In the hard x-ray range (∼10 keV) photoexcitation process dominates, therefore
the assumption that x-ray absorption coefficient is proportional to the photoexcitation
transition rate can be made.
In x-ray absorption spectroscopy experiments, the absorption of x-rays by the sam-
ple with thickness (d) is measured as a function of x-ray energy. The x-ray absorption
coefficient µ(E) is determined by measuring the incident (I0) and transmitted (I) x-ray
beams intensities as
µ(E) =
1
d
ln(
I0
I
). (2.1)
The energy dependence of the x-ray absorption coefficient (Fig. 2.2) shows three
main features: when photon energy increases, the absorption coefficient decreases be-
fore an absorption edge, at certain energy the sharp change of the absorption coefficient
7
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Figure 2.1: Photon cross-section components and total attenuation for tungsten atom.
K, L and M are the absorption edges due to the electron transitions from the core levels.
occurs and is called the edge, and, finally, the oscillating variation of the absorption
coefficient occurs above the edge. These oscillations are called the extended x-ray ab-
sorption fine structure (EXAFS). The EXAFS signal χ(E) is defined as the normalized,
oscillatory part of the x-ray absorption coefficient (µ) above a given absorption edge
χ(E) =
µ(E)− µ0(E)− µb(E)
µ0(E)
(2.2)
where µb(E) is the background absorption coming from electrons of the outer shells,
and µ0(E) is the atomic-like contribution. The fine structure, i.e. EXAFS, arises due to
the scattering of the excited photoelectron by a potential from all neighbouring atoms
surrounding the absorbing atom. The photoelectron is excited into empty states above
the Fermi level, and its lifetime is limited by the lifetime of the core-hole and by an
interaction with other electrons. The photoelectron lifetime restricts its mean free path
and, thus, is responsible for the local sensitivity of the method. Therefore, the EXAFS
signal probes the local structural and electronic information around the absorber.
Quantum mechanical description of the photoexcitation transition rate is given by
the Fermi’s Golden Rule, which in the one-electron and dipole approximations is given
as
µ ∝
∑
f
|〈ψf |~p · ~A(r)|ψi〉|2δ(Ef − Ei − ~ω) (2.3)
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Figure 2.2: (left panel) The experimental x-ray absorption spectrum (µ) of the W L3-edge
in ZnWO4. µb is the background contribution, µ0 is the atomic-like contrbution. (right
panel) EXAFS oscillations χ(k)k2 extracted from the experimental absorption coefficient
shown in left panel.
where ψi is the initial state wave function, ψf is the final state wave function, Ef =
Ei+ ~ω is the energy conservation condition, ~p · ~A(r) is the x-ray absorption transition
operator. The quantity ~p is the momentum operator, and ~A(r) is the vector potential
of the incident electromagnetic field. The initial state wave function ψi is strongly
localized at the absorbing atom. That is why photoabsorption process probes the value
of the final state wave function also at the absorbing atom.
To solve this equation, the multiple-scattering (MS) theory [108] was developed in
the past. Eq. 2.3 can be rewritten using the Green functions formalism as
µ ∝ 1
pi
Im〈ψi|~p · ~A(r′)G(r, r′, E)~p · ~A(r)|ψi〉θ(E − EF ) (2.4)
where G(r, r′, E) is the full one electron propagator, describing the propagation of
the excited photoelectron from point r to point r′, and θ(E − EF ) is a broadened
step function at the Fermi energy EF . The Green function can be determined from the
solution of an effective one-particle Schro¨dinger equation, known as the Dyson equation
(∇2 +E − Uc(~r)− ΣXC(E; ρ(~r)))G(~r, ~r′, E) = δ(~r − ~r′) (2.5)
where Uc(~r) is the final state Coulomb potential, ΣXC(E; ρ(~r)) is local energy-dependent
exchange potential.
The full Green functionG(r, r′, E) of an excited photoelectron with the energyE can
be separated into a sum of GC(~r, ~r′, E) and GSC(~r, ~r′, E), where GC(~r, ~r′, E) describes
9
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the atomic-like absorption at the absorbing atom, and GSC(~r, ~r′, E) is the multiple-
scattering contribution, which describes all possible ways that the photoelectron can
scatter from one or more of the surrounding atoms before the core-hole is re-filled
GC = G0 +G0tcG0, (2.6)
GSC = G0tG0 +G0tG0tG0 +G0tG0tG0tG0 + .... (2.7)
Here G0 is the free particle Green function, which describes how the photoelectron
propagates between two points in space, t is the scattering matrix describing how the
photoelectron scatters from a single atom. G0 function has the spherical wave form
G0(~r, ~r′, E) = − 1
4pi
eik|~r−~r′|
|~r − ~r′| . (2.8)
where k is the photoelectron wave number (k =
√
(2me/~2)(E − EF ),me is the electron
mass, ~ is the Plank’s constant).
Each term of Eq. 2.7 describes an order of scattering. The first term describes
all ways how photoelectron can be scattered by only one neighbouring atom, and it
corresponds to the single scattering (SS) processes. The second term describes all ways
how photoelectron can scatter by exactly two atoms, and it corresponds to the double
scattering (DS) processes. The next term describes the triple scattering (TS) processes,
where the photoelectron is scattered by three atoms, and so on. The series, given by
Eq. 2.7, is called the multiple-scattering series and, while it is infinite, on practice, one
limits it at some high-order scattering process.
Further, each term in Eq. 2.7 can be written as a sum over every path of the
respective order
GSC =
∑
i6=0
GctiGc +
∑
i,j 6=0;i6=j
GctiG
0
i,jtjGc + ..., (2.9)
where Gc is the propagator between the absorbing and some neighbouring atom, and
G0i,j is the propagator between atoms i and j.
The expansion (Eq. 2.7) into scattering paths is used for the EXAFS calculation and
is implemented in the FEFF [9] code. Another known approach to take into account
the MS effects is based on the n-body decomposition of the cross section [35]. In this
approach, the overall cross section is defined as a sum of the n-atom cross sections
µ = µ(0) + µ(0, i) + µ(0, i, j) + µ(0, i, j, k) + ..., (2.10)
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where µ(0) is the atomic cross section, µ(0, i) is the cross section for the group of two
atoms 0 and i only, µ(0, i, j) is the cross section for the group including atoms 0, i and
j.
One should point out that the high-order scattering terms in Eq. 2.7 or 2.10 repre-
sent the contributions from many-atom distribution functions of the respective order.
This fact significantly complicates the EXAFS data analysis, but allows one to deter-
mine unique information on the high-order atomic correlation functions, which is not
accessible by diffraction methods.
In the simplest case, if one considers only the scattering by the nearest atoms located
in the first coordination shell of the absorber, the interpretation of the EXAFS signal
can be done in the single-scattering approximation and, thus, becomes rather simple.
As a result, it provides with the structural information on the number of neighbours,
interatomic distances to neihbouring atoms, and thermal or static disorder factors.
Conventional EXAFS data analysis is based on the separation of the EXAFS signals
for different coordination shells and their independent analysis. The Fourier transform
(FT) and back-Fourier transform (BFT) are used for this operation. The FT converts
EXAFS signal from k-space to R-space, where one can see the regions, which correspond
to the different coordination shells. Next, one chooses the region corresponding to the
single coordination shell in R-space and, by performing BFT, obtains the isolated
EXAFS signal in k-space. This signal is further used for the modelling. The most
common technique is a parametrization of the signal within the so-called Gaussian
or cumulant model [37]. Another possibility is to reconstruct the radial distribution
function (RDF) using, for example, regularization technique [78]. In most cases, the
accurate analysis can be performed only for the region of the first coordination shell of
the absorber, where the multiple-scattering effects do not exist. In some special cases,
when the multiple-scattering contributions into the EXAFS signal can be neglected, it
is also possible to extend the analysis to the further (outer) coordination shells.
In the next sections, several parameterizations of the EXAFS equation will be given
for some common cases and discussed in details.
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Figure 2.3: The mean free path λ(E) of photoelectron depending on the energy for W
L3-edge including the core-hole effect.
2.2 Theory of EXAFS modelling
2.2.1 Gaussian model
In the single-scattering spherical wave and harmonic approximations, the conventional
EXAFS equation for the absorbing atom with N neighbouring atoms can be written
as [33]
χ(k) = S20
∑
j
Njfj(k,Rj)e−2k
2σ2j
kR2j
e−2Rj/λ(k)
× sin[2kRj + δj(k,Rj) + 2δl(k)− lpi] (2.11)
where S20 is the scale factor taking into account amplitude damping effect due to the
multielectron effects, fj(k,Rj) is backscattering amplitude and δj(k,Rj) is the phase-
shift of backscattered wave with contribution from the absorber 2δl(k) and the backscat-
terer, l is the angular momentum of the photoelectron (l=1 for K and L1 edges, l=2
for L2-edge, l=0 for L3-edge), Nj is coordination number of the j-th shell, Rj is the
radius of the j-th shell, σj is mean square radial displacement (MSRD) or EXAFS
Debye-Waller factor, λ(k) is the mean free path of the photoelectron.
In Fig. 2.3 the mean free path of the photoelectron is shown for W L3-edge, including
the core-hole effect.
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There are two possibilities how to obtain scattering amplitudes and phases. The
first one is to perform theoretical calculation, e.g. using the FEFF code [9], whereas
another way is to extract them from experimental spectrum of the reference compound.
2.2.1.1 Cumulant model
The formula 2.11 doesn’t take into account any anharmonic effect. To deal with this
effects additional parameters - cumulant expansion were introduced [14, 37] and con-
ventional EXAFS formula can be rewritten
χmodel(k) =
shells∑
j
Njfj(k)e−2k
2σ2j+
2
3
C4jk
4− 4
45
C6jk
6
kR2j
e−2Ri/λ(k)
× sin[2kRj − 43C3jk
3 − 4
15
C5jk
5 + δj(k,Rj) + 2δl(k)− lpi] (2.12)
where C3i, C4i, C5i and C6i are cumulants of the distribution taking into account
anharmonic effects and/or non-Gaussian disorder.
2.2.1.2 Arbitrary radial distribution function
In some cases previously described parametrization of the EXAFS signal does not give
good results. This is, for example, the case of highly locally disordered material, where
even the first coordination shell can have very large distortion. Examples of such
materials are amorphous compounds, glasses, low-symmetry systems, nanomaterials
with strong relaxation. In this cae, the use of the parameter free model helps to
solve the structure using the experimental EXAFS signal. The method is based on
the calculation of the EXAFS signal from the radial distribution function (RDF). The
single shell EXAFS for the arbitrary RDF G(R) within spherical wave approximation
is given by
χ(k,G(R)) =
∫ Rmax
Rmin
G(R)
kR2
f(k,R) sin[2kR+ δj(k,Rj) + 2δl(k)− lpi]dR (2.13)
where [Rmin;Rmax] is the interval of the RDF G(R).
So, the task becomes to find such RDF, which gives the best match to the ex-
perimental EXAFS signal and, at the same time, is a smooth positive function. The
limitation of this method is only the first coordination shell analysis with only one type
of atoms in the shell. This method will be used further for interpretation of the EXAFS
spectra for ZnWO4 nanoparticles.
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2.2.2 Advanced methods
Previously described methods are valid for the first coordination shell and the outer co-
ordination shells, when they do not overlap with the multiple-scattering contributions.
However, in most practical cases the multiple-scattering effects give strong influence
on the EXAFS signal after the first coordination shell. Another important point is to
account for static and thermal disorder in a material. Even in the case of crystalline
material, where atomic positions are strictly defined, the conventional analysis of the
full EXAFS spectrum including thermal disorder is complicated and often impossible.
This is due to a number of fitting parameters required to describe correlated motion of
atoms for each scattering paths. For highly disordered materials as glasses or liquids,
the problem becomes even more complicated.
To overcome these problems, the advanced technique exists which combines molec-
ular dynamics or Monte-Carlo simulations with either conventional EXAFS spectra
analysis or ab initio EXAFS spectra calculations.
In the literature many different combinations of advanced EXAFS spectra analysis
can be found. The big part of the works is dedicated to the analysis of the local structure
in glasses [15, 64, 92, 111, 129, 130]. Another part of works considers local structure of
metal ions in solutions [59, 87, 118, 119] or liquid materials [86, 97, 131]. In recent years,
works dedicated to the local structure investigation by EXAFS and MD in monoatomic
and more complex solids become popular [11, 20, 72, 73, 74, 83, 88, 97, 110, 112, 120].
The analysis scheme is based on molecular dynamics or reverse Monte-Carlo simu-
lations. As a result, the set of static atomic configurations is obtained. The difference
between two types of simulations is that MD gives system development in time. This
means that the next configuration is dependent on the previous. In contrast, no time
evolution of the system is present in the RMC simulations. In the RMC calculations
there is no need for potential model, and it can be considered as an advantage. Fur-
ther, the set of atomic configurations is used to compute radial distribution functions
(RDF). The theoretically obtained RDF can be compared with the RDF reconstructed
from experimental EXAFS signal using Eq. 2.13. Another possibility is to construct
the EXAFS signal from calculated RDF and next to compare it with the experimental
EXAFS signal. Both approaches were used for highly distorted materials analysis.
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Another usage of the MD atomic configurations is to calculate configuration aver-
aged EXAFS using ab initio code like FEFF [9] or GNXAS [34, 35]. Thus obtained
theoretical spectrum can be directly compared with the experimental one. Such com-
parison gives clear idea whether the potential model used in the MD calculation is good
or not. Such approach can be applied to any material either highly distorted or highly
symmetrical. The combination of the molecular dynamics simulations with ab initio
EXAFS spectra calculations is discussed in details further in this work with analysis
examples.
15
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16
3EXAFS interpretation using
molecular dynamics methods
3.1 General simulation scheme
In this section the calculations of the EXAFS spectra based on the results of the
molecular dynamics simulations will be discussed in details.
The today difficulties of the EXAFS analysis are mainly connected to the two
problems. The first one is an account for the photoelectron multiple-scattering (MS)
effects, which contribute into the EXAFS spectra analysis beyond the first coordination
shell in R-space. The second problem is related to an account for thermal and static
disorder, especially, within the MS contribution.
One should note that when the size of the system grows up, the use of simple
Gaussian/cumulant models becomes unpractical, due to a huge number of fitting pa-
rameters is required. Considering all MS contributions independently, each scattering
path is described by at least three parameters, i.e. path degeneracy, length and MSRD.
Therefore, an increase of the EXAFS spectrum analysis interval in R-space leads to the
exponential growth of the number of scattering paths as well as of the fitting parame-
ters. At the same time, the maximum number of fitting parameters is limited, according
to the Nyquist theorem
Nexp =
2∆k∆R
pi
+ 2, (3.1)
by the number of independent points (Nexp) in the experimental signal.
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Figure 3.1: The dependence of the number of scattering paths on the cluster size for
ReO3.
The dependence of the number of scattering paths on the cluster size is shown in Fig.
3.1 for ReO3 as an example. Here the circles and squares represent the total number
and the unique number of scattering paths, respectively. The number of the unique
paths is much smaller than their total number due to the crystal symmetry. However,
the crystal symmetry becomes broken when thermal or static disorder is introduced,
i.e. when atoms are randomly displaced from their equilibrium positions. In this case,
all scattering paths must be considered. The diamonds in Fig. 3.1 indicate the number
of independent experimental data points according to the Nyquist theorem. ∆k was
chosen equal to 20 A˚−1, that corresponds to the high-quality data obtained at modern
experimental setups. According to the results reported in Fig. 3.1, the analysis of the
EXAFS signal in ReO3 becomes impractical beyond 6 A˚ even when some analytical
model for the thermal vibrations, which reduces the total number of fitting parameters,
is used. In many closed packed structure with low crystal symmetry this range will be
much smaller.
Another problem related to the thermal disorder is its impact on the EXAFS sig-
nal amplitude through the variation of the path geometry. This influence is twofold.
First, the thermal vibrations will lead to the EXAFS signal damping at high k-values.
Second, they will modify the scattering path geometry and, thus, directly influence the
scattering amplitude and phase of the multiple-scattering signals. Note that even if the
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Figure 3.2: General MD-EXAFS simulation scheme.
thermal displacements of atoms are rather small, the non-linear angular dependence of
the multiple-scattering signals can result in an appreciable change of the EXAFS signal
[77].
To overcome the above mentioned problems, the following approach can be adapted.
The time-dependent dynamics of the system can be approximated by a set of atomic
configurations (snapshots), taken at short periods of time. The sampling time is strictly
connected to the highest characteristic frequency of the compound and is usually located
in the femtoseconds range (0.5 fs in the present work). Since each snapshot represents
the static atomic configuration, its EXAFS signal can be easily calculated including rig-
orously all multiple-scattering contributions. Next, the configuration-averaged EXAFS
signal is determined by averaging over all snapshots, thus accounting for the dynamic
disorder.
For practical realization of the method, a combination of molecular dynamics sim-
ulation and ab initio EXAFS calculations can be used. Molecular dynamics simulation
produces a set of atomic configurations at required temperature and pressure, thus
introducing the disorder. The ab initio EXAFS calculations allow one to accurately
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evaluate the EXAFS signal for static configuration, thus accounting for the multiple-
scattering effects.
In the Fig. 3.2 the general MD-EXAFS simulation scheme [73, 74] is shown. It
combines three calculation methods, quantum chemistry, classical molecular dynamics
(MD) and ab initio EXAFS calculations.
One should point out that a number of important approximations are employed
when doing the MD simulations. First, the use of the Born-Oppenheimer or adiabatic
approximation allows one to separate treatment of electrons and nuclei. As a result,
for each set of nuclear positions, one can get the energy contributed by the electrons.
This energy together with the nuclear-nuclear repulsions determines the total potential
energy and can be used to find the forces acting on the atoms. One can introduce the
potential energy surface by requiring that the total potential energy is a function of
atomic positions only, thus eliminating the electrons from the consideration. Next, the
nuclei are treated as classical particles moving on the potential energy surface, thus
replacing the Schro¨dinger’s equation with the Newton’s one. Finally, the potential
energy surface is approximated by an analytical function (force-field) that gives the
potential energy and interatomic forces as a function of atoms coordinates.
The starting point of the analysis is the compound structure, which can be deter-
mined for crystalline compounds from diffraction experiments. The structural informa-
tion and other physical properties give an idea for choosing the type of the force-field
model, i.e. the interaction potentials between atoms. Once interatomic potentials are
defined, the optimization procedure can be performed to obtain potential parameters,
which reproduce best structure and given properties. Further, the MD simulations are
performed using the obtained force-field model to get a set of atomic configurations.
The results of the MD simulations allow one to make some conclusions about correct-
ness of interatomic potentials. The total and partial RDF functions can be calculated
and compared with the first coordination shell RDFs obtained from the conventional
EXAFS data analysis. Additionally the average atomic positions can be compared
with initial structure to check whether there is strong atoms displacements or not. The
strong displacements of atoms from the equilibrium positions indicate the problem with
the FF model.
After performing the MD simulations, every single atomic configuration is used
to calculate the EXAFS signal. Finally, the configuration averaged EXAFS signal is
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calculated and directly compared with the experimentally measured EXAFS spectrum.
At the potential parameters optimization step, the experimentally measured prop-
erties can be complemented with that calculated by quantum chemistry methods. The
best example is the phonon dispersion relations through the first Brillouin zone. For
the most materials, it is relatively easy to measure vibrational frequencies at the Γ
point of the Brillouin zone using Raman and/or infra-red spectroscopy. However, the
measurement of the phonon dispersion relations is a complicated experimental task,
which can be performed only at large scale facilities exploiting neutrons or x-ray syn-
chrotron radiation and requires the availability of monocrystalline sample [39]. At the
same time, the knowledge of phonon dispersion relations helps to make the force-field
optimization procedure more reliable and stabilizes the solution.
In the next sections the force-field model development, molecular dynamics simu-
lations and quantum chemistry calculations will be discussed in details.
3.2 Force-field model
Before the MD simulations can be performed, the force-field model must be developed.
The total potential energy for a system is equal to the sum over all interactions
E =
∑
i
Ui(~ri) +
1
2!
∑
i<j
Uij(~ri, ~rj) +
1
3!
∑
i<j<k
Uijk(~ri, ~rj , ~rk) + ... (3.2)
It consists from self energy terms Ui(~ri) which describe hybridization and ion compres-
sion. Pair potential terms Uij(~ri, ~rj) describe interactions between two atoms like Pauli
repulsion, Coulomb and Van der Walls forces. Three body terms Uijk(~ri, ~rj , ~rk) are
responsible for the angle-dependent forces. The next many-body terms can be used to
describe torsional effects, metallic cohesion, directional (covalent) bonding, but often
are neglected in the expansion.
In this work only pair and three body potentials were used to construct the force-
field model. In the crystal modelling the main contribution to the potential energy
comes from the Coulomb interaction
UCoulombij (rij) =
ZiZje
2
rij
. (3.3)
Therefore, the choice of the ions charge Zi is very important. One possibility is to take
ions charges equivalent to the chemical valence state. Another choice is to take them
21
3. EXAFS INTERPRETATION USING MOLECULAR DYNAMICS
METHODS
equal to the Mulliken charges, obtained from the quantum chemistry calculations [74].
It is also possible to fit the charge to improve the accuracy of the force-field model.
However, the drawback of the charge fitting is the transferability of the potential.
Developed FF model allows one to perform structure optimization, after that a wide
range of physical properties can be evaluated. The main properties considered in this
work are the elastic constants, the vibrational frequencies and the phonon dispersion
curves.
The elastic constants Cij are calculated as the second derivatives of the energy
density with respect to the strain
Cij =
1
V
(
∂2E
∂ui∂uj
)
(3.4)
where ui is a displacement of an atom along ith cartesian coordinate from equilibrium
position. The details of the vibrational frequencies and the phonon dispersion curves
evaluation will be discussed below in Section 3.3.
In the present work we are using two- and three-body terms with defined functional
forms. Higher order interactions weren’t used in this work. The two-body terms were
chosen in the Buckingham (Eq. 3.5), Morse (Eq. 3.6) and covalent exponential (Eq.
3.7) forms
UBuckij (rij) = Ae
− rij
ρ − C
r6ij
, (3.5)
UMorseij (rij) = De(1− e−a(rij−r0))2 −D, (3.6)
UCovExpij (rij) = −De
−n(rij−r0)2
2rij . (3.7)
Here the values A, ρ, C, De, a, D, n and r0 are the parameters of the potentials.
The three body interaction was described within the harmonic form
UThreeijk (θijk) =
1
2
kthree(θijk − θ0)2 (3.8)
and allows one to set an equilibrium angle θ0 between two bonds. Here kthree is the
force constant.
The construction of the force-field model is crucial for the further modelling. Pos-
sibly it should describe all interactions between atoms present in the system. However,
not all effects can be accounted for within such simple model. For example, an ac-
count of electronic effects is strongly limited and can be included only indirectly, thus,
complicating the model.
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calculations
After the force-field model construction, the potential parameters should be deter-
mined. The important task is to choose charge of the ions. Since it cannot be directly
measured experimentally, there is possibility to take either formal charges according
to the chemical formula or the ones calculated by quantum chemistry methods. Some-
times atomic charge can be one of the variable parameters, but in most cases they
are fixed. Other potential parameters are fitted to give the best matching between
calculated and experimental properties. In this work, the GULP3.1 code [41] was used
for this purpose. Besides, the simulated annealing algorithm was also implemented
for potential parameters fitting allowing one to fit also the atomic charges (the option
being not available in the GULP3.1 code [41]).
3.3 Application of quantum mechanical methods for ma-
terial properties calculations
Quantum mechanics (QM) allows one to describe electronic and atomic structure, chem-
ical bonding and different physical properties of a materia. The theoretical description
of material helps to verify experimentally measured properties. Besides, some proper-
ties can’t be measured or difficult to obtain experimentally, but can be evaluated the-
oretically. Thus, the QM calculations complement information about material under
investigation. In this work we have used both experimental and theoretically calculated
properties for the potential parameters determination.
The time independent Schro¨dinger equation
HˆΦ = EΦ. (3.9)
is used in QM to find eigenfunctions (Φ) and eigenvalues (E) of Hamiltonian Hˆ.
Many-body system Hamiltonian
Hˆ = −1
2
2Ne∑
i=1
∇2~ri −
1
2
2Na∑
j=1
1
Mj
∇2~Rj + U(r,R) (3.10)
consists of the electrons (the first term) and nuclei (the second term, Mj is the nucleus
mass) kinetic energy and the potential energy (U(r,R)) (r = |~r| and R = |~R| are the
lengths of the position vectors). Here ∇2 is the Laplace operator or Laplacian. The
potential energy U(r,R) term describes electron-electron, electrons-nuclei and nuclei-
nuclei Coulomb interactions.
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To solve this equation number of approximations should be applied. The first is
Born-Oppenheimer or adiabatic approximation. Due to large mass difference between
electrons and nuclei, the motion of electrons can be considered separately from nuclei
motion. The second approximation is one electron approximation. The N -electron
wave function (Φ) is approximated by a Slater determinant constructed from the one-
electron wave functions (φi)
Φ =
1√
N !
det[φ1φ2φ3...φN ]. (3.11)
It satisfies anti-symmetry requirements for the wave function and ensures conformity
to the Pauli principle.
To find one-electron functions (φi), the self-consistent field (SCF) or Hatree-Fock
method is used. The one-electron wave functions are determined from variational prin-
ciple by minimizing the functional
E =
∫
φ∗i Hˆφidτ. (3.12)
The lowest energy eigenvalue, E0, is the ground state energy, and the probability
density of finding an electron with any particular set of coordinates ri is |φ0|2.
The one-electron wave functions should satisfy the system of equations
Fˆ φi = ²iφi (3.13)
where Fˆ is the Hartree-Fock operator
FHF = T + Uc + J +X, (3.14)
which includes kinetic energy contribution (T ), electron-nuclei Coulomb interaction
(Uc), electron-electron Coulomb interaction (J) and HF exchange operator (X).
Another approach to the solution of the Schro¨dinger equation also exists and is
called the density functional theory (DFT). It deals with electron densities and is based
on the Hohenberg-Kohn (HK) theorems [52, 65] and Kohn-Sham equations [66]. The
first HK theorem states that the one-to-one mapping between the ground state electron
density, and the ground state wave function of a many particle system exist. The second
HK theorem proves that the ground state density minimizes the total electronic energy
of the system.
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calculations
The difference between HF and DFT approaches is that in DFT electronic exchange
(X(ρ)) and correlation (C(ρ)) interactions are additionally taken into account. There-
fore, the Fockian operator in the KS theory is
FKS = T + Uc + J +X(ρ) + C(ρ). (3.15)
However, the calculation of these interactions is not a trivial task, because the ex-
act functional forms are not known within the KS DFT. This leads to the different
parametrization approximations for the KS exchange-correlation functional. The im-
portant formulations involve the local density approximation (LDA) and the generalized
gradient approximation (GGA) [30].
The hybrid HF-DFT functionals, which include a part of the HF exchange (EHF ),
EXC ≈ aEHF + bEDFTXC (3.16)
were introduced and successfully applied in quantum mechanical calculations of solids
[30]. The use of these functionals in the calculations allows one to increase accuracy
for the obtained parameters such as optical band gap, atomic structure and vibrational
frequencies [30].
In this work the CRYSTAL06 code [29] was used to calculate electronic, structural
and phonon properties of several crystals. It implements ab initio Hartree-Fock linear
combination of atomic orbitals (LCAO) method for the periodic systems [30]. In the
LCAO approximation, the single electron wave functions are expanded over atomic-like
basis functions χa (a = 1,...,M)
φk(i) =
M∑
a=1
cakχa(i), (3.17)
and each atomic orbital (AO) is expressed as a linear combination of normalized
Gaussian-type functions with constant coefficients and exponents [30].
For the heavy elements the number of basis functions necessary for their descrip-
tion is large due to large number of electrons. This leads to the high computational
cost. The fact that the core electrons do not participate significantly in the chemical
bonding allows one to separate description of core and valence electrons. The core
electrons are described by one-particle potential (pseudopotential), and the valence
electrons are described by effective core potential (ECP) [30]. The division to the core
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and valence electrons should be chosen depending on concrete system and type of cal-
culations. Large and small core approximations are available [4]. Usually, the small
core approximation is better used for compounds with d- and f-elements [30].
The CRYSTAL06 code [29] allows one to obtain many useful properties of the
material such as the electronic band structure and the band gap value, the density of
electronic states (DOS), charges on atoms and orbital occupancy, electronic density
maps and atomization energy. The relaxation of atomic structure following to the
minimum energy criterion is also possible. Bulk modulus, phonon frequencies and
phonon dispersion curves can be calculated as well.
The charges on atoms were evaluated using the Mulliken population analysis [93].
The Mulliken charge on atom QA is defined as the difference between the number of
electrons on the isolated free atom and the gross atom population GAPA. The GAPA is
the sum over all orbitals belonging to the atom A and over all terms of the population
matrix.
The bulk modules were calculated using the Murnaghan equation of state [94]
E(V ) = E0 +B0V0
(
1
B′(B′ − 1)
(
V0
V
)B′−1
+
V
B′V0
− 1
B′ − 1
)
, (3.18)
where V0 is the equilibrium volume, B0 is the zero-pressure bulk modulus, B′ is the
pressure derivative of the bulk modulus B at pressure P = 0), and E0 is the equilibrium
energy. The E(V ) dependence is calculated by varying unit cell parameters for few
percents close to the equilibrium structure, thus simulating the effect of hydrostatic
pressure. Next, the E(V ) dependence is fitted by Eq. 3.18, having four adjustable
parameters (E0, V0, B0, B′).
The vibrational frequencies were calculated in the the harmonic approximation us-
ing the ”frozen-phonon” approach [100]. In the ”frozen-phonon” approach [69] the
phonon energy is determined as the difference in the energies of the distorted and
equilibrium crystalline lattices for a particular atom displacement. At Γ point of the
Brillouin zone (BZ), the vibrational (phonon) frequencies are calculated by diagonaliz-
ing the dynamic matrix W
det|W (0)| = 0,
Wij(0) =
∑
g
H0gij√
MiMj
(3.19)
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where H0gij is the second derivative of the potential energy at equilibrium with respect
to atom i in the reference cell 0 and atom j in cell g, Mi is the mass of the atom
associated with the ith coordinate. Hij are the Hessian matrix elements
Hij =
1
2
[
∂2E
∂ui∂uj
]
0
, (3.20)
where ui (i=1,2,...,3N) is a small displacement (±0.001 A˚ in the present work) of an
atom along ith cartesian coordinate from equilibrium position, N is the number of
atoms in primitive unit cell. The values of vibrational frequencies at the edge of the BZ
were calculated using supercell method [100]. Calculation of the phonons for unit cell
enlarged in the appropriate directions allows one to project defined BZ points onto the
BZ center. Thus projecting one by one points from the BZ edge to the BZ center and
calculating vibrational frequencies at the Γ point, the values of all required frequencies
across the BZ can be evaluated.
3.4 Classical molecular dynamics simulations
When the force-field model is known, one can perform the classical molecular dynamics
(MD) simulations. In the MD method, the time evolution of the system is described
using the equation of motion or the second Newton’s law [5]
~Fi = mi~ai. (3.21)
This approach allows one to calculate static and dynamical properties of the system.
However, since we apply the MD method to the many-atoms system, a general an-
alytical solution is not possible and, therefore, the numerical simulations should be
performed.
The total internal energy of the system, corresponding to the defined force-field
model, is given by
U(rij) =
N∑
i
N∑
j
u(rij). (3.22)
The forces acting on the atoms can be expressed as a gradient of the potential energy
~Fi = −5i U. (3.23)
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Combining this equation and the Newton’s second law, one obtains the equation relating
the derivative of the potential energy to the changes of the particle position as a function
of time
− dU
d~ri
= mi
d2~ri
dt2
. (3.24)
Integration of the equations of motion then yields trajectories of all atoms.
During the MD simulation the state of each atom is characterized by its position
(coordinates) and velocity. Starting MD simulation for crystalline material, one can
conveniently place all atoms at their equilibrium positions, which are defined by the
potential model. Thus, the starting positions correspond to the energy minimum of the
potential model. However, the velocities of atoms at the beginning of the simulation
are not defined. The initial distribution of velocities is usually determined from a
random distribution with the probabilities conforming to the required temperature and
corrected so that there is no overall momentum
~p =
N∑
i=1
mi~vi = 0. (3.25)
The velocities can be chosen randomly from a Maxwell-Boltzmann or Gaussian distri-
bution at a given temperature, which gives the probability that at the temperature T
an atom i has a velocity vx in the x direction. During the simulation the temperature
T is re-calculated from the velocities as
T =
2
3NkB
〈
1
2
N∑
i
mi~v
2
i
〉
. (3.26)
where N is the atoms number, and kB is the Boltzmann constant.
As was mentioned before there is no analytical solution to the equations of motion,
therefore they must be solved numerically. A number of integration algorithms exists,
and in this work the so-called ”leap-frog” integration algorithm was used [41].
The thermodynamic properties of the system can be calculated from the MD simu-
lation results using the ergodic hypothesis assuming that the statistical ensemble aver-
ages are equal to the time averages of the system. The ensembles are defined by fixing
macroscopic properties. The most popular ensembles for the MD simulations are the
microcanonical ensemble (NVE), having fixed number of atoms (N), volume (V ) and
energy (E), the canonical ensemble (NVT), having fixed number of atoms (N), volume
(V ) and temperature (T ), and the isothermal-isobaric ensemble (NPT), that maintains
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constant number of atoms (N), pressure (P ) and temperature (T ). The NVE ensemble
corresponds to an adiabatic process with no heat exchange. In the NVT ensemble, the
energy of endothermic and exothermic processes is exchanged with a thermostat. In
addition to a thermostat, a barostat is needed for the NPT ensemble. It corresponds
most closely to laboratory conditions with a flask open to ambient temperature and
pressure.
In this work the MD simulations are performed for crystalline systems, having the
unit cells a priori known with good accuracy, with the main goal to do next simulations
of the EXAFS spectra at required temperature. Therefore, the NVT ensemble has been
used as the most suitable for our needs. The NPT ensemble can be also used, however,
the variation of the cell parameters caused by the maintenance of the constant pressure
can possibly introduce undesired artifacts during EXAFS simulations, since the change
of the unit cell strongly effects the EXAFS signal.
In simulations of crystalline materials, which have translational symmetry, the pe-
riodic boundary conditions are employed. As a result, the correlations in space beyond
half cell width are artificial. For this reason the interaction potentials cut-off distance
(rcut) should be no larger than the half cell width. One should not also calculate struc-
tural properties like the radial distribution functions for distances larger than the half
cell width.
The main result of the MD simulations is atoms movement trajectory. Because the
time is discrete, the results can be represented as a set of snapshots of the system. The
single snapshot is called atomic configuration. So, a set of atomic configurations is used
to calculate structural and dynamical properties.
The structural properties include the pair correlation or radial distribution functions
G(r)
G(r) =
V
N2
〈
∑
i
∑
j 6=i
δ(r − rij)〉. (3.27)
Note that GEXAFS(r) function obtained from EXAFS analysis for the first coordination
shell can be directly compared with GMD(r) from the MD simulations. Such compari-
son with the experimental data can help to evaluate the results of the MD simulations
before doing time consuming EXAFS calculations.
The mean-square displacements (MSD) (Eq. 3.28) and mean-square relative dis-
placements (MSRD) (Eq. 3.29 and Fig. 3.3) can be evaluated from a set of atomic
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Figure 3.3: Atomic displacements ∆~u for two atoms i and j, located at the average
distance |~Rij |. |~r| is the instantaneous interatomic distance. Thermal ellipsoids are also
shown for both atoms.
configurations.
The MSD function is defined as [36, 124]
MSD = 〈(Rˆ ·∆~ui)2〉. (3.28)
The MSRD function parallel to the chemical bond is defined as [36, 124]
MSRD‖ij = 〈(Rˆ ·∆~ui)2〉+ 〈(Rˆ ·∆~uj)2〉 − 2〈(Rˆ ·∆~ui)(Rˆ ·∆~uj)〉. (3.29)
where angular brackets denote a thermal average, Rˆ is a unit vector pointing from
atom i to atom j, ∆~ui = ~ui − ~u0 is the instantaneous displacement of atom i. The
MSRD function reflects the correlation in the motion of two atoms. The first two terms
in Eq. 3.29 correspond to the MSD functions for atoms i and j, the last term is the
displacement correlation function (DCF)
MSRD‖ij =MSDi +MSDj −DCFij . (3.30)
The MSD can be obtained from diffraction measurements, whereas the MSRD is
probed by EXAFS spectroscopy. In the harmonic approximation, the MSRD coincides
with σ2 in the Debye-Waller-type term of the conventional EXAFS formula 2.11.
An additional property, which can be used to test the accuracy of the MD sim-
ulation, is the EXAFS signal. In the next section, the ab initio calculations of the
configuration averaged EXAFS signals based on the atomic configurations from the
MD simulation will be discussed.
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3.5 Ab initio calculation of configuration averaged EX-
AFS
The MD simulation provides with a set of atomic configurations. Each single config-
uration describes a static state of the system at some moment of time. The set of
such configurations can be used to calculate properties depending on the atomic coor-
dinates. In the case of EXAFS, each static atomic configuration is used to calculate
single EXAFS spectrum taking into account all multiple-scattering contributions. Since
each atomic configuration is static, there is no need to introduce the disorder effects in
the multiple-scattering formalism. Finally, the configuration averaged EXAFS signal,
inherently including thermal and static disorder, is calculated as
χ(k) =
1
Nt
Nt∑
t=1
∑
n
∑
j
Njf
n
j (k, t)
kR2j (t)
sin[2kRj(t) + δnj (k, t)]
 (3.31)
where n is the multiple-scattering order (single-scattering, double-scattering, triple-
scattering, etc.), j is the atomic group number, Nj is the degeneracy of the scattering
path involving atom(s) of the j-group, 2Rj(t) is the scattering path length, fnj (k, t)
and δnj (k, t) are the scattering amplitude and total phase shift functions. The ”time”
variable t indicates the number of the atomic configuration in the MD simulation. Nt
is the total number of atomic configurations.
For the accurate simulation of the EXAFS spectra, the set of atomic configurations
should fulfill some conditions.
The first is the number of configurations, which is proportional to the time of the
MD simulation. The characteristic time of the photoabsorption process is in the range
of 10−15-10−16 seconds. The characteristic time of the atomic vibrations is much longer
being in the range of 10−13-10−14 seconds. This means that a single photoabsorption
process sees ”frozen” atomic structure. However, the time of the EXAFS experiment is
in the range of minutes, and, thus, the resulting EXAFS signal equals to a superposition
of EXAFS signals from many static configurations. Therefore, for a solid, where atoms
move close to their equilibrium positions, the simulation time should be larger than the
characteristic time of the atomic vibrations. Ideally, one should choose the number of
atomic configurations enough large to have the average over the statistical ensemble in
the MD simulation close to the average over time in the experiment. In this work, the
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number of atomic configurations used in the calculation of the averages was at least
4000. Moreover, the convergence of both the average atomic structure and the average
EXAFS signal were controlled.
The second condition is that the time step in the MD simulation should be enough
small to sample correctly the highest characteristic frequency of the material and to
guarantee accurate integration of the equations of motion, thus resulting in a smooth
trajectory for all atoms. The highest characteristic frequency of the material can be
estimated either experimentally from the Raman or IR spectra as well as from inelastic
scattering experiments or theoretically from lattice dynamics calculations. In this work,
the estimated time step of 0.5 fs was used.
The third condition is the size of the MD simulation box. In the simulations of solid
materials the periodic boundary conditions are used. This leads to the correlations be-
tween atomic movements at distances larger than the size of the box. Therefore, the
calculation of EXAFS signal without artificial correlations is possible only at distances
smaller than half of the box dimensions. For example, to analyse structural contribu-
tions in the EXAFS signal till 6 A˚ the size of the MD simulation box should be at least
12 A˚ in all dimensions.
Another important note should be made regarding the computer code, which is
used to calculate EXAFS signal for the static configuration. In this work we use the ab
initio real-space multiple-scattering FEFF8.x code [10, 108], thus the EXAFS signals
are calculated taking into account all multiple scattering contributions to the eighth
order. The number of the multiple-scattering paths increases roughly exponentially
with the box size, thus arriving rapidly to the maximum number of paths, which can
be treated by the FEFF code due to the computer memory limitations. Of course, the
MS paths number varies depending on the material. In this work, for all crystals we
were able to calculate the configuration averaged EXAFS signals for the cluster sizes
of at least 6 A˚.
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4.1 Sample preparation
4.1.1 Rhenium trioxide ReO3
Rhenium trioxide (cubic, space group Pm3¯m) ReO3 sample, studied in the present
work, was commercial polycrystalline powder (99.9% purity, Metalli Preziosi S.p.A.),
having a red colour.
4.1.2 Calcium tungstate CaWO4
Polycrystalline (tetragonal, space group I41/c) CaWO4 was commercial powder (99.9%
purity), having a white colour.
4.1.3 Zinc tungstate ZnWO4
ZnWO4 nanoparticles were synthesized using co-precipitation technique [54, 62] by the
reaction of ZnSO4·7H2O and Na2WO4·H2O at room temperature (20◦C), pH=8, and
reaction time 1-2 hours. All chemicals were used analytic grade reagents (purity 99%,
”Reahim”) without further purification. The water solutions of the two salts were
prepared by dissolving 10 mmol of the salt in 100 ml of double-distilled water with
vigorous stirring. Next they were mixed in 1:1 molar ratio, and white precipitates
appeared immediately. After completion of the reaction, the precipitate was filtered
off, washed several times with double-distilled water, and dried in air for 12 hours at
80◦C thus resulting in the white-colored nanocrystalline ZnWO4 powder. The obtained
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Figure 4.1: Schematic view of Bragg-Brentano powder diffractometer with a monochro-
mator [2]
powder were annealed in air for 4 hours at different temperatures up to 800◦C. Thus
obtained powder have white colour.
4.2 X-ray powder diffraction
X-ray powder diffraction (XRD) patterns were recorded at room temperature (20◦C)
using a θ-θ Bragg-Brentano powder diffractometer (Fig. 4.1) with a graphite monochro-
mator in the diffracted beam and a Na(Tl)I detector. Conventional tube with copper
anode (Cu Kα radiation, U=40 KV, I=35 mA), cooled by water, was used as X-ray
source. The scans were performed in the 2θ-space with the step ∆(2θ) = 0.05◦.
4.3 Infra-red spectroscopy
Infra-red (IR) absorption spectra were collected at room temperature (20◦C) using a
Brucker Equinox 55 Fourier transform infra-red (FTIR) spectrometer (Fig. 4.2). The
experiments were performed in transmission mode using Globar IR source which cover
350-7000 cm−1 range, KBr beamsplitter and KBr/DLaTGSD301 detector. The samples
were mixed and pressed with optical grade KBr powder, thus obtaining IR transparent
tablets. The sample chamber was blown out with dry nitrogen gas to reduce absorption
by air.
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Figure 4.2: Schematic view of FTIR spectrometer
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Figure 4.3: Schematic view of the scanning confocal microscope with spectrometer
”Nanofinder-S” [1]
4.4 Raman spectroscopy
Raman spectra were collected at room temperature (20◦C) using a confocal micro-
scope with spectrometer ”Nanofinder-S” (Fig. 4.3) (SOLAR TII, Ltd.) [75]. The
measurements were performed through Nikon Plan Fluor 40× (NA=0.75) optical ob-
jective. The Raman spectra were excited by a He-Cd laser (441.6 nm, 50 mW cw
power) and dispersed by 1800 grooves/mm diffraction grating, having a resolution of
about 2.5 cm−1 and mounted in the 520 mm focal length monochromator. The Peltier-
cooled back-thinned CCD camera (ProScan HS-101H, 1024×58 pixels) was used as a
detector. The elastic laser light component was eliminated by the edge filter (Omega,
441.6AELP-GP).
4.5 Photoluminescence spectroscopy
Photoluminescence experimental set-up is shown on Fig. 4.4. The photoluminescence
spectra and decay kinetics were measured using pulsed YAG:Nd laser excitation (4.66 eV,
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8 ns) at room temperature (20◦C). Luminescence registration carried out by photomul-
tiplier tube HAMAMATSU H8259 and photon counting board (fastComTec Commu-
nication Technology module P7888-1E) with the time resolution 2 ns. The photolumi-
nescence kinetics for each sample were collected at three energies, corresponding to the
intrinsic luminescence band maximum and two band edges. The three kinetics were
close, therefore only data, taken at the band maximum, will be presented due to their
better statistics.
4.6 X-ray absorption spectroscopy
X-ray absorption measurements were performed in transmission mode at the HASY-
LAB DESY C1 bending-magnet beamline (Fig. 4.5) in the temperature range of 10-
300 K at Zn K (9659 eV) and W L3 (10207 eV) edges. The storage ring DORIS III was
used as an x-ray source. It operated at E=4.44 GeV and Imax=140 mA in a 5 bunches
mode with a lifetime of 4 h. The higher-order harmonics were effectively eliminated by
detuning of the monochromator Si(111) crystals to 60% of the rocking curve maximum,
using the beam-stabilization feedback control. The x-ray beam intensity was measured
by three ionization chambers filled with argon and krypton gases.
The Oxford Instruments liquid helium flow cryostat was used to maintain the re-
quired sample temperature. The temperature was stabilized to within ±0.5 degrees
during each experiment. Several samples of ZnWO4 and CaWO4 were prepared by
depositing an appropriate amount of the powder on Millipore filters and fixing by a
Scotch tape. The deposited powder weight was chosen to give the absorption edge
jump value 4µx ' 1.0 at the Zn K or W L3 edges. The tungsten foil was used as the
reference sample to control monochromator stability.
Experimental temperature-dependent EXAFS spectra for the Re L3-edge in poly-
crystalline ReO3 were taken from [105].
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Figure 4.4: Schematic view of the photoluminescence experimental setup:
a. YAG:Nd solid state laser with 266 nm wavelength (4.66 eV) and 8 ns pulse length;
b. Feed and control module for laser;
c. Optical table;
d. Sample holder;
e. Vacuum system;
f. Carl Zeiss Jena SPM-1 prism monochromator;
g. Monochromator entrance and exit slits;
h. Quartz lenses;
i. Quartz window;
j. Adjustable mirror;
k. 266 nm interference filter;
l. Photomultiplier tube HAMAMATSU H8259;
m. Photomultiplier tube feeding module;
n. Pulse selector;
o. Ultrafast multiscaler P8777-1E photon counting board;
p. Control computer
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Figure 4.5: Schematic view of the EXAFS experiment at C beamline DORIS III storage
ring. The setup consists of the x-ray source (the storage ring), variable entrance and
exit slits, double-crystal monochromator, three ionization chambers (I1, I2, and I3), beam
stopper. The position of the unknown and reference samples and the optional fluorescence
detector (not used in the present work) are also shown [3]
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5.1 Local structure in ZnWO4 nanoparticles
5.1.1 X-ray diffraction
Polycrystalline ZnWO4 powder has monoclinic (space group P2/c) wolframite-type
structure built up of distorted [WO6] and [ZnO6] octahedra joined by edges into infinite
zigzag chains, consisting of octahedral units of the same type and running parallel to
c-axis [68, 114, 122]. The octahedra distortion results in the splitting of the W–O
and Zn–O distances into three groups with the bond lengths of 1.790 A˚, 1.905 A˚ and
2.130 A˚ for tungsten atoms and 2.023 A˚, 2.086 A˚ and 2.217 A˚ for zinc atoms [68, 114,
122]. Our XRD measurements [62] confirm the wolframite-type of microcrystalline
ZnWO4, whereas no Bragg peaks appear in the XRD pattern for nanoparticles (Fig.
5.1), indicating that the nanoparticles size is below 2 nm.
5.1.2 Raman and optical spectroscopy
The vibrational properties of nanoparticles and reference microcrystalline ZnWO4 were
studied by Raman spectroscopy, which is sensitive to local vibrations and, thus, is
perfectly suitable for nanoparticles studies [42].
The Raman spectra of ZnWO4 powders change significantly depending on the an-
nealing temperature (Fig. 5.2). According to their overall shape, one can distinguish
three annealing ranges: below 400◦C, at 400–450◦C and above 450◦C. It is convenient
to start a discussion from the results for high-temperature annealing region.
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 Figure 5.1: X-ray powder diffraction patterns of as-prepared (20◦C) and annealed at
800◦C ZnWO4 powders.
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Figure 5.2: Raman scattering spectra of ZnWO4 powders annealed at different temper-
atures. Measurements were performed at 20◦C.
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Group theory analysis for wolframite-type ZnWO4 predicts 36 lattice modes, of
which 18 even vibrations (8Ag+10Bg) are Raman active. Eleven of them are expected
[84, 127] in the frequency range accessible in our experiment due to the cut-off at
∼270 cm−1 by the edge filter of the spectrometer. In fact, all expected lines (907, 787,
709, 679, 547, 516, 409, 355, 343, 315 and 276 cm−1) are observed in the Raman signal
for powder annealed at 800◦C. Note that the highest frequency line at 907 cm−1, corre-
sponding to the stretching W–O mode, has a linewidth about 9 cm−1. At low annealing
temperature (500◦C), the Raman lines of wolframite-type ZnWO4 are broadened due
to a reduction and a dispersion of the crystallites size but still can be detected.
For the annealing in the range of 400–450◦C, the Raman spectrum changes dramat-
ically and is composed of five broad lines: 320–420 cm−1, 430–560 cm−1, 670–800 cm−1,
800–900 cm−1 and the intense line at 971 cm−1 with the linewidth 20–30 cm−1. This
result cannot be due to homogeneous or inhomogeneous broadening, but should be
caused by some relaxation of ZnWO4 particles structure upon their size reduction.
Note that heating of polycrystalline ZnWO4 up to 1227◦C (below melting tempera-
ture) leads to homogeneous Raman line broadening and only slightly affects the lines
position [13, 126].
The Raman spectra of samples, annealed at temperatures below 400◦C, are close
enough to that from previous group, but further significant lines broadening occurs. The
signals consist of one main line at 950-960 cm−1 with a linewidth equal to 50-70 cm−1
and a broad line with low intensity at 700-900 cm−1. There is also some evidence
of a weak broad line spreading from 300 to 500 cm−1. It is interesting that these
Raman signals are close to that observed for ZnWO4 melt in Refs. [13, 126], where the
origin of lines has been attributed to the internal vibrational modes of isolated [WO4]2−
complexes.
Our interpretation of the observed Raman signals shape does not support the ap-
pearance of tetrahedral [WO4] groups in as-prepared or annealed at low-temperature
ZnWO4 powders. We believe that due to a small particle size, being in the nanoscale
range, the large surface-to-bulk ratio leads to the strong relaxation of the particle struc-
ture. Additionally, the surface tungsten–oxygen bonds could play an important role. It
is known that the sharp Raman line around 950 cm−1 is observed in crystalline tung-
sten hydrates and is attributed to the short double terminal W=O bonds [27]. Besides,
similar but broad line is observed in ground pure WO3 powder and has been attributed
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to the W6+–O− or W6+–OH surface terminating bonds in Ref. [81]. Further support
for the octahedral coordination of tungsten is provided by photoluminescence results
given below.
The photoluminescence spectra of ZnWO4 powders (Fig. 5.3) consist of a broad
band, peaked at about 2.5 eV. The band position and the bandwidth dependence on
the annealing temperature are shown in Fig. 5.4. The band has a complex shape, which
envelops three emission bands, namely yellow at 2.28 eV, green at 2.51 eV, and blue
at 2.80 eV. The green-blue luminescence is believed to be due to radiation transitions
of the charge transfer type between oxygen and tungsten states in regular octahedral
[WO6] groups [19, 67, 95, 99], while yellow luminescence was tentatively attribute
to defective tungsten groups lacking one oxygen atom [85]. The photoluminescence
kinetics, measured at the band maximum, in the time interval up to 25 µsec, are shown
in Fig. 5.3. As in the case of the Raman spectra, one can distinguish three temperature
ranges: below 400◦C, at 400–450◦C and above 450◦C.
When annealing above 450◦C, the photoluminescence spectra of ZnWO4 powders
are close to that of single crystal with a maximum at about 2.51 eV at room temperature
[58] and a bandwidth of about 0.52 eV. The kinetics can be fitted as a sum of three
exponents, and decay time values are in good agreement with that in Ref. [58], where
high laser power was used.
For ZnWO4 powders annealed in the intermediate temperature range (400–450◦C),
the photoluminescence band maximum shifts to the lower energy, and the bandwidth
is larger (∼0.55 eV) than that for the powders annealed above 450◦C, and for single
crystal. The photoluminescence kinetics are faster and more complex, so that they
cannot be fitted with three exponents.
In the temperature range below 400◦C, the photoluminescence spectra maximum
shifts further to lower energies, but some spread in the band maximum position is
observed. The bandwidth is larger (∼0.60 eV), and kinetics becomes even faster. In
nanoparticles (below 80◦C), the photoluminescence band experiences a red shift by
∼0.15 eV, and the complex shape of the band becomes evident: it can be decomposed
into three sub-bands peaked at 2.14 eV, 2.40 eV, and 2.69 eV. The red shift of the
band allows one to exclude the presence of the quantum size effect, which should cause,
on the contrary, a blue shift. The photoluminescence decay kinetics in nanoparticles
is faster than in microcrystalline ZnWO4 (Fig. 5.4) and cannot be described by three
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Figure 5.3: (upper panel) Photoluminescence of ZnWO4 powders annealed at differ-
ent temperatures. The spectra intensities are normalized at the band maximum. (lower
panel) Photoluminescence kinetics, measured at the intrinsic band maximum (∼2.5 eV), in
ZnWO4 powders annealed at different temperatures. Measurements were performed using
pulsed YAG:Nd laser excitation (4.66 eV, 8 ns) at 20◦C.
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Figure 5.4: Photoluminescence band maximum position (top plot) and the bandwidth
(bottom plot) in ZnWO4 powders annealed at different temperatures. The point T=
1000◦C corresponds to the single crystal. The dashed lines are guides for eye.
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component exponential decay, associated with the three types of self-trapped excitons
[19], opposite to the case of microcrystalline [62, 68] or single-crystal [58] ZnWO4.
The behavior of photoluminescence spectra from ZnWO4 powders allows us to draw
several conclusions. First, we did not observe in our powders the quantum size effect,
leading to a blue shift of the luminescence band, which one may expect for a nanosized
material [60]. Our result agrees well with that for ZnWO4 thin films [85] and nanopar-
ticles [128], having a size of 28–56 nm. The absence of the quantum size effect can
be explained by the origin of the luminescence. It is due to electronic transitions of
the charge transfer type between oxygen and tungsten states in the [WO6]6− molecular
complexes [67, 95, 99], which exist in ZnWO4 powders independently from the particle
size.
The position of the photoluminescence band allows us also to exclude another sce-
nario, in which the relaxation leads to a transformation of octahedral [WO6] groups into
tetrahedra [WO4]. However, in this case, one expects a blue shift of the luminescence
band maximum to ∼2.95 eV, which is typically observed in scheelites, for example,
CaWO4 [89].
Some variation in the photoluminescence band position, observed in Fig. 5.3, can
be related to a change in the distortion of the [WO6]6− complexes, caused by a change
of the particle size and an influence of surface defects. At low annealing temperatures
(below 400◦C), the average size of ZnWO4 particles is small (below ∼20 nm), as follows
from diffraction experiments [51, 91], and, thus, the number of [WO6] groups located at
the particle surface, whose atoms relax more than of those located in the bulk, increases.
For ZnWO4 nanoparticles, a simple estimate suggests that by taking the approximate
size of the [WO6] or [ZnO6] octahedra being about twice the metal-oxygen bond – 4 A˚,
the nanoparticle with a size of 2 nm will consists of less than 125 octahedral units,
most (80%) of which will be located at the surface. As a result, the relaxation of the
structure is inevitable leading to the decrease of the band gap and to appearance of
defect centers able to trap excitons with different lifetimes. Such picture agrees well
with the Raman results, discussed above, and with the results of our recent studies of
the excitation spectrum in nano-sized ZnWO4 [61], which indicate a decrease of the
optical band gap.
Significant changes of the luminescence kinetics may be also related to the defor-
mation of [WO6]6− complexes. It has been shown in [19, 26, 68] that the luminescence
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Figure 5.5: The Zn K and W L3 edges x-ray absorption spectra of nanoparticles (dashed
line) and microcrystalline (solid line) ZnWO4 measured at 10 K. The two edges are sepa-
rated by ∼550 eV.
kinetics in single crystal and polycrystalline ZnWO4 can be approximated by three ex-
ponents. Corresponding decay times can be associated with three types of self-trapped
excitons (STE) [19]. In our samples produced at low annealing temperatures, kinetics
are faster and cannot be adequately described by three exponential decay functions.
This fact can be explained by the presence of a large number of defects, appearing in
small ZnWO4 particles of different size and able to trap excitons with different lifetimes.
For high annealing temperatures, the larger particles with less amount of defects are
responsible for that the distribution of lifetimes becomes narrower.
Thus, the direct proof of the metal-oxygen octahedra distortion in nanoparticles is
required to provide a solid basis for above mentioned explanations. This information
has been obtained by x-ray absorption spectroscopy independently for W and Zn envi-
ronments. Moreover, the temperature dependent EXAFS study allowed us to separate
the static and thermal disorder contributions.
5.1.3 EXAFS spectroscopy
X-ray absorption spectra (Fig. 5.5) were analyzed using the EDA software package
[70]. The photoelectron energy origin E0, used in the definition of the photoelectron
wavenumber k = [(2me/~2)(E − E0)]1/2 was set at 10210 eV for W L3-edge and at
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9664 eV for Zn K-edge to have the best match between k-space scales of the experi-
mental and theoretical, calculated by the FEFF8.2 code [108], EXAFS signals.
The experimental temperature dependent W L3-edge and Zn K-edge EXAFS spec-
tra in nanoparticles and microcrystalline ZnWO4 are shown in Fig. 5.6. The EXAFS
signals for nanoparticles show weak temperature dependence and do not contain high-
frequency contributions that indicates on the absence of long-range order. In fact,
the Fourier transforms of the EXAFS spectra, shown in Fig. 5.6 and calculated with
the 10% Gaussian window-function, support this conclusion. While in microcrystalline
ZnWO4 the structural peaks are well visible up to 8 A˚, the ordered region in nanopar-
ticles is limited by about 4 A˚. Note that the positions of the FT peaks are shifted in
Fig. 5.6 from their true crystallographic values because the FTs were calculated with-
out phase-shift corrections. In this work only the first coordination shell contributions,
singled out by the back-FT procedure in the range of '0.8-2.4 A˚, are considered.
The first coordination shell contribution from nearest oxygen atoms gives a strong
peak at 0.8-2.4 A˚ and is comparable in both nanoparticles and microcrystalline ZnWO4.
However, already the second peak at '3 A˚, being due to contributions from outer shells
and multiple-scattering effects generated within the first shell, is strongly damped in
nanoparticles. Further we analyze and discuss only the first coordination shell contri-
bution.
First, we have tried to analyze the first shell EXAFS signals using the conventional
method, based on the multi-component fitting procedure within the Gaussian/cumulant
approximations. However, the fitting procedure did not gave good results, especially, in
the case of nanoparticles. This indicates on the complex shape of the atomic distribu-
tions, in particular, strong distortion of the first shell octahedra. Therefore, a model-
independent approach [78] allowing the reconstruction of the true RDF G(R) was used.
The required in simulation scattering amplitude and phase shift functions for W–O and
Zn–O atom pairs were calculated by ab initio multiple-scattering code FEFF8.2 [108]
using the complex exchange-correlation Hedin-Lundqvist potential. The calculations
were performed based on the crystallographic structure of ZnWO4 [68, 114, 122], con-
sidering a cluster of 8 A˚ size around the absorbing atom (W or Zn). Calculations of the
cluster potentials were done in the muffin-tin (MT) self-consistent-field approximation
using default values of MT radii as provided within the FEFF8.2 code [108].
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Figure 5.6: (a) Experimental W L3-edge and Zn K-edge EXAFS spectra χ(k)k2 of
nanoparticles and microcrystalline ZnWO4. Only representative signals are shown for clar-
ity. (b) Fourier transforms of the experimental W L3-edge and Zn K-edge EXAFS spectra
χ(k)k2 of nanoparticles and microcrystalline ZnWO4. Both modulus and imaginary parts
are shown. Only representative signals are shown for clarity.
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Figure 5.7: (a) Best fits (solid lines) of the first coordination shell experimental (open
circles) W L3-edge and Zn K-edge EXAFS signals χ(k)k2 of nanoparticles and microcrys-
talline ZnWO4 at different temperatures. (b) The reconstructed RDFs G(R) for the first
coordination shell of tungsten and zinc in nanoparticles and microcrystalline ZnWO4 at
representative temperatures. See text for details.
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The best-fits were performed in the k-space ranges of 1.5-16 A˚−1 at the W L3-edge
and 1.5-10.5 A˚−1 at the Zn K-edge. The k-space range at the Zn K-edge is shorter
due to the close presence of the W L3-edge (Fig. 5.5). The results of the best-fits and
corresponding RDFs are shown in Fig. 5.7.
Note very good agreement between the experimental and theoretical first-shell EX-
AFS signals in Fig. 5.7, and significant difference between distortions of the [WO6]
and [ZnO6] octahedra in nanoparticles and microcrystalline ZnWO4 (Fig. 5.7). The
RDF for microcrystalline ZnWO4 corresponds well to the crystallographic structure
[68, 114, 122], which assumes the existence of three groups of W–O bonds (2×1.79 A˚,
2×1.91 A˚, and 2×2.13 A˚) and Zn–O bonds (at 2×2.03 A˚, 2×2.09 A˚, and 2×2.23 A˚).
The RDFs in nanoparticles show only minor temperature changes, especially around
tungsten: this indicates that static disorder dominates the thermal one. Compared to
microcrystalline ZnWO4, the RDFs in nanoparticles are broadened, especially at large
distances, whereas the first peak is well defined and shifts to shorter distances. This
means that both tungsten and zinc atoms make stronger bonds with nearest 2-4 oxygen
atoms, whereas remaining oxygen atoms become weakly bound. The total coordination
of both tungsten and zinc atoms remains always octahedral. Such behavior of the
RDFs confirms strong distortion of the [WO6] and [ZnO6] octahedra in nanoparticles
and is also favorable to the formation of the short W=O bonds, observed in the Raman
spectrum (Fig. 5.2).
5.1.4 Conclusions
Nanoparticles and microcrystalline ZnWO4 were studied by temperature dependent x-
ray absorption spectroscopy at the Zn K and W L3-edges. The obtained results were
compared with that determined by complementary experimental techniques as x-ray
powder diffraction, Raman and photoluminescence spectroscopies allowing us to probe
different aspects of the local atomic and electronic structure.
It was found that the observed changes in the optical properties and lattice dynamics
of ZnWO4 nanoparticles cannot be attributed only to the size reduction, but are related
to the relaxation of their atomic structure, including formation of surface defects.
The presence of strong structural relaxation in ZnWO4 nanoparticles was confirmed
by x-ray absorption spectroscopy study. The independent analysis of the EXAFS sig-
nals at the W L3 and Zn K edges by the model-independent approach allowed us to
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reconstruct the first coordination shell RDFs and to follow their temperature varia-
tion. The significant distortions of the [WO6] and [ZnO6] octahedra, directly observed
in ZnWO4 nanoparticles by EXAFS, show only minor temperature dependence. The
distortion results in the shortening of the metal-oxygen (W–O and Zn–O) bonds to the
nearest oxygen atoms and the formation of the W=O bonds, whereas the longest bonds
are elongated and becomes weaker.
5.2 MD-EXAFS data analysis
5.2.1 Application to ReO3 crystal
Crystalline ReO3 has cubic (space group Pm3¯m) perovskite-type structure built up of
regular [ReO6] octahedra joined by corners. The structural model and corresponding
Brillouin zone are shown in Fig. 5.8. ReO3 is known as a ”covalent metal”, having
unusually high electrical conductivity, which is close to that of copper or silver. The
metallic conductivity is caused by the Re6+(5d1) delocalized 5d-electron. Due to the
strong covalent bonding between rhenium and oxygen atoms the [ReO6] octahedra are
rather rigid that makes ReO3 a good candidate to be a negative thermal expansion
compound [17].
The ReO3 powder used in the EXAFS measurements [105] was checked by x-ray
diffraction shown in Fig. 5.9. All observable diffraction peaks correspond to the ReO3
Pm3¯m cubic phase.
The Re L3-edge EXAFS spectrum of ReO3 has very strong MS contributions due to
the presence in the structure of linear Re–O–Re atomic chains [25, 38, 53, 80, 82, 125].
The origin of the strong MS effects in ReO3 comes from the role of oxygen atoms
increasing the amplitude of the photoelectron wave on the way from and back to the
absorbing rhenium atom – the so-called ”focusing” effect [38, 80, 125]. However, up
to now an account for the MS effects was at best limited to the modelling of the total
EXAFS signal by a restricted number of the MS contributions and by treating thermal
disorder, given by the EXAFS Debye-Waller factors or MSRD σ2, as the free model
parameters within the harmonic approximation.
In this work the Re L3-edge EXAFS spectra of ReO3 were analyzed by the method,
based on a combination of molecular dynamics simulation and ab initio EXAFS cal-
culations, that allowed us to accurately account for both the MS contributions and
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Figure 5.8: Crystal structure (left panel) and the first Brillouin zone (right panel) of
ReO3. [ReO6] octahedra are shown in the left panel. Blue spheres – rhenium atoms, red
spheres – oxygen atoms.
thermal disorder. To perform the MD simulations, one needs first to construct the FF
model using as much information on the ReO3 properties as possible.
The structure of ReO3 is known with high precision from temperature-dependent
neutron and x-ray diffraction studies [16, 17, 28]. The values of elastic constants
(C11=572 GPa, C12=7 GPa, C44=68 GPa) were also determined by Tsuda et al. [123].
Additionally vibrational frequencies can be used as observables in the FF model con-
struction. The experimental determination of the vibrational frequencies for ReO3 is
a complicated task. The frequencies at the BZ Γ point can be measured by Raman or
IR spectroscopies. However, the first-order Raman scattering is forbidden in ReO3 by
cubic symmetry. The IR spectra of metallic ReO3 were measured by Ishii et al. [56],
and two absorption bands were found at 315 cm−1 and 905 cm−1. The dispersion of
the low-energy phonon modes at room temperature was obtained by the inelastic neu-
tron scattering in [12], but till now the measurement of the high-energy phonon modes
remains a challenging task. Therefore, quantum mechanics calculations were used in
the present work to determine additional properties of ReO3 such as the ions charges
and the vibrational frequencies at the BZ high symmetry points: they are not know
experimentally but are required for the construction of the reliable FF model.
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Figure 5.9: X-ray powder diffraction pattern of ReO3 powder. The hkl Miller indices are
shown for the first seven Bragg peaks.
5.2.1.1 Ab initio LCAO modelling
First-principles periodic LCAO calculations were performed using the CRYSTAL06
code [29]. We used the Hay-Wadt (HW) effective small core potentials (ECP) and the
corresponding atomic basis sets for Re atom, excluding diffuse Gaussian type orbitals.
The all-electron basis set was used for oxygen atom. Hybrid Hartree-Fock-DFT Hamil-
tonian B3PW was used in the self-consistent field (SCF) calculations. The details of
the geometry optimization and electronic structure calculations can be found in [63].
The ab initio calculations of phonon frequencies were performed by the direct (frozen
phonon) method [100] as described in Section 3.3. The values of the phonon frequencies
were calculated for several high-symmetry Brillouin zone points in ReO3, performing
calculations for the supercells consisting of 8 and 16 primitive cells. In ReO3 the calcu-
lated for the symmetry points of BZ frequencies were interpolated over the symmetry
directions using FROPHO code by Togo et al. [121]. Fig. 5.10 (upper panel) demon-
strates the convergence of the calculated phonon dispersion curves with the supercell
size increasing. It was found that 8 and 16 supercell sizes show only minor changes in
phonon dispersion curves.
In the simple cubic ReO3 only one lattice parameter (a) is required to describe
the structure, and the agreement between its theoretical (3.7424 A˚) and experimental
(3.7477 A˚ at T= 2 K [17]) values is better than 0.01 A˚.
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Figure 5.10: Phonon dispersion curves calculated by LCAO (upper panel) and force-field
(lower panel) methods.
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Figure 5.11: Calculated electronic band structure (left panel) and the projected density
of electronic states (right panel) for ReO3.
The electronic band structure and projected density of electronic states for rhenium
trioxide are reported in Fig. 5.11. Our calculation correctly predicts that ReO3 is
metallic: the Fermi level is located about 2.3 eV above the bottom of the conduction
band, composed mostly of the Re 5d states. The upper part of the valence band in
ReO3 is mainly due to the O 2p states, mixed with the Re 5d states. The partially
covalent character of the Re–O bonds is supported by atomic charges Z(Re)=+2.70e
and Z(O)=-0.90e, obtained from the Mulliken population analysis.
The isotropic bulk modules B0 were calculated by varying the lattice constant and
fitting the dependence E(V ) of a crystal total energy on its volume by a third-order
Birch-Murnaghan equation of state. The obtained value for ReO3 B0=278 GPa is in
agreement with the experimental one B0=210.8 GPa [123] and other theoretical val-
ues from [23] evaluated using the full-potential linear muffin-tin orbital (FP-LMTO)
B0=304 GPa, Hartree-Fock (HF)B0=282 GPa and HF+correlationB0=320 GPa meth-
ods.
Next the results of phonon calculations, shown in Fig. 5.10, will be discussed. The
phonon dispersion curves for ReO3 were calculated using hybrid Hartree-Fock-DFT
Hamiltonian (B3PW) within the frozen-phonon scheme for 8 and 16 supercells to check
57
5. RESULTS
 
 
 
 
 
0 200 400 600 800 1000
LCAO
ReO3
 
 
Ra
m
an
 
In
te
n
si
ty
 
(a.
u
.
)
Raman shift (cm-1)
 
Figure 5.12: A comparison of experimental Raman spectrum for ReO3 taken from [106]
and calculated total phonon density of states.
the convergence. Here one expects 12 phonon modes. According to factor group anal-
ysis at the BZC (Γ-point), one T1u mode is an acoustic mode, two T1u modes are
infrared (IR) active odd (u) optic modes, and one T2u mode is a silent mode. These
modes are shown in Fig. 5.10, including the LO-TO splitting. One should note that
there is a gap of about 200 cm−1 in the phonon density of states (PDOS) separating
the upper three optical modes from the other ones.
The absence of even (g) modes Γ-point suggests that no Raman active modes are
expected in perfect cubic ReO3. However, the experimental Raman signal was observed
in [106] from a single-crystal, polycrystalline powder and thin film ReO3 and associated
with the defect-induced Raman scattering. Due to the metallic conductivity of ReO3
the thickness of the sub-surface region probed by the laser is limited. In [106] it was esti-
mated that the scattering occurs within the confined skin layer of 10-20 nm. According
to the theory of Raman scattering in nanosystems [42], the phonon confinement should
induce the Raman selection rule breaking causing the modes from the whole Brillouin
zone contribute into the Raman signal. In 5.12 we compare calculated total PDOS
and the Raman spectrum from [106]. The similarity between the shape of the PDOS
and the experimental signal supports our interpretation within the framework of the
phonon confinement model.
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Table 5.1: The parameters of the force-field model for cubic ReO3.
Coulomb potential
Atom Z, e
Re 3.36
O -1.12
Buckingham potential, cutoff 20 A˚
Pair of atoms A, eV ρ, A˚ C, eVA˚2
Re–O 1194.24 0.3426 98.10
O–O 3224.54 0.2652 47.40
Covalent exponential potential, cutoff 2 A˚
Pair of atoms D n r0, A˚
Re–O 4.8283 6.2107 1.875
5.2.1.2 Force-field model
The force-field model was chosen in the form of the Buckingham and covalent exponen-
tial interatomic potentials to describe Re–O and O–O bonding (Table 5.1). The model
parameters, including atom charges, were optimized using simulated annealing method
to reproduce a set of experimental data (lattice parameter [17], elastic constants and
bulk modulus [123]) and theoretically calculated phonon frequencies (Fig. 5.10). Thus
determined force-field model was further used in the MD simulations.
5.2.1.3 MD-EXAFS modelling
The NVT MD simulations were performed using the GULP3.1 code [40, 41] for a
supercell 5×5×5, containing 500 atoms, at temperatures 300 K, 423 K and 573 K. For
each temperature, a set of 4000 static atomic configurations was obtained during a
simulation run of 20 ps with a time step interval of 0.5 fs. These configurations were
further used to calculate the Re L3- edge EXAFS signals by the ab initio FEFF8 code
[10]. The complex exchange-correlation Hedin-Lundqvist potential and default values
of muffin-tin radii, as provided within the FEFF8 code [10], were used. Finally, the
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Figure 5.13: (left panel) Representation of MD trajectories at 573 K for Re (black) and
O (blue) atoms located in a plane Z = a0 (a0 is the lattice parameter). (right panel)
Distribution of the Re–O–Re angles at 300 K, 423 K and 573 K, calculated from MD
simulations.
configuration-averaged EXAFS signals were calculated using (i) single-scattering (SS)
and (ii) multiple-scattering (MS) (with paths up to the 8th order) approximations by
averaging over all 4000 configurations and compared with the experimental data from
[105]. All calculations were performed at the Latvian SuperCluster facility [75].
The perovskite-type ReO3 structure consists of corner-linked [ReO6] regular octahe-
dra with Re atoms at the centers and linear Re–O–Re chains. The space between eight
octahedra forming the cube is fully vacant that allows for a significant rotation of the
[ReO6] units [17] and results in the anisotropy of oxygen atoms thermal vibration. The
obtained MD trajectories in the (100) plane, visualized in Fig. 5.13 for 573 K, confirm
that the amplitude of oxygen thermal vibrations is larger in the direction perpendicular
to the Re–O–Re chains, but the vibrations of Re atoms are isotropic.
Recent pressure-dependent EXAFS study [53] suggests that even at normal condi-
tions the Re–O–Re bond angle deviates from the linear one, observed by diffraction,
and is equal to about 172◦. Our temperature dependent MD simulations allowed us to
estimate the mean value of the Re–O–Re angle from the angles distributions (Fig. 5.13)
to be 174.5◦ at 300 K, 173.0◦ at 423 K and 172.2◦ at 573 K. A decrease of the mean
angle value indicates larger amplitude of oxygen vibrations at higher temperatures.
The reliability of our MD simulations is well supported by a good agreement be-
tween experimental and theoretical Re L3-edge EXAFS signals observed in the sim-
ulation range up to about 6 A˚ that includes the first five coordination shells around
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Figure 5.14: Results of EXAFS modelling using MD-EXAFS method. (a) Re L3-edge
EXAFS signal in ReO3, (b) FT of the Re L3-edge EXAFS signal in ReO3.
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Figure 5.15: Results of the Re L3-edge EXAFS modelling in ReO3 using MD-EXAFS
method within the SS and MS approximation: (left panel) EXAFS signals and (right panel)
corresponding Fourier transforms.
absorbing Re atom. In Fig. 5.14 first row we compare the two EXAFS χ(k)k2 signals
and corresponding Fourier transformations (FTs) at 300 K, 423 K, 573 K. It is clearly
seen that EXAFS signal amplitude strongly decreases with temperature increasing.
The calculated and experimental signals at all temperatures have excellent matching
by phase what indicate on good description of the atomic positions. However amplitude
have little mismatch between theory and experiment. This fact indicate on potential
model problem in atomic vibrations amplitude description. In the Fig. 5.14 second
row FT comparison in shown. The peaks in FT correspond to the coordination shells
with admixture of multiple scattering contribution. Again intensity of FT peaks dif-
fers, while phase is in good agreement. Note that the amplitude of the last peak at
around 5 A˚ is described well for all temperatures. To confirm the importance of the
MS effects in ReO3 signals within SS and MS approaches were calculated. The SS and
MS contributions are shown in Fig. 5.15 and allow us to conclude unambiguously on
the origin of the peaks in FTs. As it was suggested before [80], the peak at 2.2-3.0 A˚ is
due to pure MS effects from the first shell, and the MS contributions within the next
two main peaks at 3.6 A˚ and 5.0 A˚ are about 30-40%.
5.2.1.4 Conclusions
ReO3 was chosen as an example for the MD-EXAFS method application due to its
relatively simple highly-symmetric atomic structure, which is described by only one
structural parameter. This allowed us to develop simple force-field model and to use
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classical molecular dynamics method. Quantum mechanical LCAO calculations were
additionally used to determine physical properties of ReO3, being not available from
experiments.
Using the developed force-field model, the MD simulations were performed at three
different temperatures. The MD simulation results were used to calculate dynamical
properties of ReO3. In particular, the anisotropy of the oxygen atoms thermal vi-
brations was confirmed, and the temperature dependence of the ReORe bond angle
distribution was determined.
It was shown that the calculated configuration averaged EXAFS signals agree well
with the experimental ones at all temperatures. It was also shown that the analysis of
the EXAFS signals from the outer coordination shells located at distances larger than
2 A˚ requires consideration of the MS effects, which overlap strongly with the pair-wise
EXAFS contributions.
5.2.2 Application to CaWO4 crystal
Crystalline CaWO4 has tetragonal (space group I41/c) scheelite-type structure com-
posed of [WO4] tetrahedra and [CaO8] polyhedra (Fig. 5.16). CaWO4 is wide band
gap isolator with the band gap Eg = 5.2 eV [89]. Its Brillouin zone is shown in Fig.
5.16. The [WO4] tetrahedra can be considered as rigid units with the strong tetrahedral
W–O bonds equal to 1.787 A˚ and the two internal O–W–O angles equal to 107.28◦ and
113.94◦ [46]: they remain unchanged within a broad temperature range of 5–1773 K
[115]. The presence of the two kinds of internal O–W–O angles reflect the distortion
from a regular tetrahedron.
The local atomic structure of CaWO4 was studied by the W L3-edge EXAFS spec-
troscopy in [43, 79] within the range of the first coordination shell of tungsten. At
the same time, the analysis of the outer shells and the role of the multiple-scattering
(MS) effects in the EXAFS spectra were not addressed. In this work, the MD-EXAFS
method is used to clarify the contribution of the outer coordination shells and the im-
portance of the MS contributions and of thermal disorder in the W L3-edge EXAFS
spectra of CaWO4.
In Fig. 5.17 x-ray powder diffraction pattern of the commercial CaWO4 powder
used in the EXAFS measurements is shown. It confirms the tetragonal (space group
I41/c) CaWO4 phase [115].
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Figure 5.16: Crystal structure (left panel) and the first Brillouin zone (right panel) of
CaWO4. [WO4] tetrahedra and Ca atoms are shown in the left panel: red spheres – oxygen
atoms, blue spheres – calcium atoms, gray spheres – tungsten atoms.
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Figure 5.17: X-ray powder diffraction pattern of CaWO4 powder. The hkl Miller indices
are shown for the first five Bragg peaks.
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Table 5.2: Experimental and calculated structural properties of CaWO4.
Senyshyn Cooper Shao LCAO [31] Exp. (300 K) [50]
model model model
a (A˚) 5.250 5.251 5.238 5.266 5.2429
c (A˚) 11.37 11.37 11.37 11.41 11.3737
Ox 0.248 0.244 0.241 0.150 0.1507
Oy 0.152 0.144 0.149 0.009 0.0086
Oz 0.082 0.083 0.085 0.210 0.2106
R(W–O) (A˚) 1.785 1.731 1.812 1.784 1.78
5.2.2.1 Ab initio LCAO modelling
The electronic structure and properties of tetragonal CaWO4 were calculated using the
CRYSTAL06 code [29]. To avoid core electrons of tungsten and calcium atoms, the
effective core potentials (ECP) from [47] have been chosen: the small core ECP60 for
W (Z=74) atom (60 electrons in the core) and the small core ECP10 for Ca (Z=20)
atom (10 electrons in the core). Note that the Hay-Wadt ECP60 [47] has been used
to describe the structural and electronic properties of bulk tungsten trioxide WO3 and
to explain the observed instability of cubic WO3 [22], providing the good agreement
between the calculated structural parameters for tetragonal WO3 and available experi-
mental data. The basis set, optimized in the calculations of the cubic WO3 crystal [22],
was adopted for W atom. The all electron basis set, optimized in earlier calculations
of perovskites [103], was used for O atoms.
Experimental and calculated structural properties of CaWO4 are compared in Table
5.2. Five lattice parameters (a, c, Ox, Oy, Oz) are required to describe the structure
of tetragonal CaWO4, and the agreement between theoretical and experimental values
is better than 0.04 A˚.
The electronic band structure and projected density of electronic states (PDOS)
for CaWO4 are reported in Fig. 5.18 for hybrid HF-DFT PBE0 Hamiltonian. The
calculated band gap is 6.5 eV which is slightly larger than the experimental value of
5.2 eV [89]. For comparison, the band gap values of 4.09 eV [133] and 5.27 eV [98] were
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Figure 5.18: Calculated band structure (left panel) and the density of electronic states
(DOS) for CaWO4 (right panel).
found for CaWO4 by the linear augmented-plane-wave (LAPW) and the LCAO with
B3LYP Hamiltonian methods, respectively.
The energy dispersion curves in Fig. 5.18 are plotted along five different symmetry
directions in the first Brillouin zone. The upper part of the valence subband (from
-6 eV to 0 eV) is due to mostly O 2p states, whereas the lower part is composed
mainly of the O 2p and W 5d states with some admixture of the Ca 4s states. The
bottom of the conduction band is composed mostly of W 5d states. However, an
admixture of O 2p and some of Ca 4s states is clearly observed along the conduction
band. The atomic charges in CaWO4 were obtained from the Mulliken population
analysis: Z(Ca)=+1.75e, Z(W)=+2.89e, Z(O)=-1.16e.
The phonon calculations for CaWO4 were performed by the direct (frozen phonon)
method [100] as described in Section 3.3. The calculations were limited to the Brillouin
zone center (Γ-point), for which a group theoretical analysis predicts 26 lattice modes
[104]: 3Ag + 5Au + 5Bg + 3Bu + 5Eg + 5Eu from which the 13 even (g) modes
(3Ag + 5Bg + 5Eg) are Raman active, the 10 odd (u) modes (5Au + 5Eu) are IR
active and three odd modes (3Bu) are silent. The calculated frequencies were indexed
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Figure 5.19: (left panel) Infra-red (IR) spectrum of CaWO4 and calculated IR-active
vibrational modes (blue vertical lines). The height of the lines indicates the calculated IR
mode intensity. (right panel) Raman spectrum of CaWO4 and calculated Raman-active
vibrational modes (vertical lines).
as infrared and Raman active modes and are compared with the experimental signals
in Fig. 5.19. Note that the intensity of infrared active modes was also calculated.
Both infrared and Raman phonon bands are qualitatively well reproduced, but the
quantitative agreeme t is better for infrared signals. In Ra spe tra the theory
tends to overestimate the phonon frequencies, especially, at high energies. However,
the largest observed difference is below 50 cm−1.
5.2.2.2 Force-field model
Three force-field (FF) models have been developed for CaWO4 in the past to describe
different properties of bulk crystal (Senyshyn model) [116], intrinsic defects (Shao
model) [117] and crystal surfaces (Cooper model) [21]. The three models consist of
the pairwise potentials, and the three body interaction is additionally introduced in
the Senyshyn [116] and Cooper [21] models. Note that the three body potential is
required to stabilize [WO4] tetrahedra in the MD simulations. The shell model is also
used for oxygen atoms in the Cooper model, but the Shao model contains the shell
model for all atoms. Also in Senyshyn and Cooper models atomic charges were taken
from the DFT calculations, whereas Shao et al. [117] used formal charges 2+ for Ca
atom, 6+ for W atom and 2- for O atom.
The shell model describes polarizability effect, which we do not expect to produce
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a considerable effect in the molecular dynamics simulations. Therefore, the shell part
was removed from the force-field, and the potential parameters were re-optimized for
Shao and Cooper models. In the case of the Cooper model, the Ca–O and W–O
parameters were re-optimized, and good agreement of structural and elastic properties
was obtained. However, this was not the case for the Shao model, so it was excluded
from the further analysis.
To conclude, the two FF models, that of Senyshyn (Table 5.3) and re-optimized
Cooper (Table 5.3), were chosen for further MD-EXAFS simulations.
5.2.2.3 MD-EXAFS modelling
The selected force field models were further used in the MD simulations. The NVT
MD simulations were performed using GULP3.1 code [40, 41] for a supercell 3x3x2,
containing 216 atoms, at temperatures 300 K. A set of 4000 static atomic configurations
was obtained during a simulation run of 20 ps with a time step interval of 0.5 fs. These
configurations were further used to calculate the W L3-edge EXAFS signals by the ab
initio FEFF8 code [10]. The complex exchange-correlation Hedin-Lundqvist potential
and default values of muffin-tin radii, as provided within the FEFF8 code [10], were
used.
In Fig. 5.20 the radial distribution functions (RDFs) for tungsten atoms obtained
from the MD simulations using the two FF models are shown. The RDFs obtained by
both models are close with some difference in the first coordination shell of tungsten
and minor differences in the outer shells at distances larger than 2.5 A˚. In particular,
the Cooper model gives narrower distribution of the first-shell W–O distances (the peak
at ∼1.8 A˚).
To identify which from the two models is best in the description of the EXAFS
spectra, the calculated configuration averaged EXAFS signals are compared with the
experimental one in Fig. 5.21. It is clearly seen that the Senyshyn FF model gives
better agreement. The phase and amplitude matching is good at all k-values. In the
case of the Cooper model, the phase and amplitude of the calculated EXAFS signal
deviates clearly from the experimental one at high-k values. These results indicate that
the Cooper model gives shorter W–O distances and slightly underestimates thermal
disorder.
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Table 5.3: Parameters of the Senyshyn [116] and Cooper [21] force-field models for
CaWO4. The Cooper model has re-optimized W–O and Ca–O Buckingham pair potentials.
Senyshyn’s FF model Cooper’s FF model
Coulomb potential
Atom Z, e Z, e
W 1.68 2.18
O -0.92 -1.045
Ca 2.00 2.00
Buckingham potential, cutoff 14 A˚
Pair of atoms A, eV ρ, A˚ C, eV A˚2 A, eV ρ, A˚ C, eV A˚2
Ca–O 2312 0.2812 0.0 1841.26 0.2925 0.0
O–O 2023 0.2674 13.83 16372 0.2130 3.47
W–O 114.36 0.4387 0.0
Morse potential, cutoff 2 A˚
Pair of atoms De, eV am A˚−2 r0, A˚ D, eV am A˚−2 r0, A˚
W–O 1.501 2.671 1.8928 6.96 1.82 1.78
Three-body potential, cutoff 2 A˚
Pair of atoms k, eV rad−2 θ0, deg k, eV rad−2 θ0, deg
O–W–O 2.6071 110.524 1.9670 109.5
69
5. RESULTS
1 2 3 4 5 6 7 8
0
20
40
60
80
G
(R
) (
at
om
s 
/ Å
)
R (Å)
 W - O
 W - Ca
 W - W
CaWO4, T = 300K
Senyshyn potential
1 2 3 4 5 6 7 8
0
20
40
60
80
G
(R
) (
at
om
s 
/ Å
)
R (Å)
 W - O
 W - Ca
 W - W
CaWO4, T = 300K
Cooper potential
Figure 5.20: Radial distribution functions (RDFs) W–O, W–Ca and W–W for CaWO4
obtained from the MD simulations using the Senyshyn (left panel) [116] and Cooper (right
panel) [21] force-field models.
Further we will discuss only the results of the Senyshyn model. For this model the
influence of the MS contributions is estimated in Fig. 5.21, where the configuration
averaged EXAFS signals, calculated within the SS and MS approximations, are shown.
Note that the MS EXAFS signal includes both SS and high-order scattering contribu-
tions. It is found that the MS contributions in CaWO4 are relatively small and give
EXAFS signal amplitude reduction of about 10% for the peak in FT at 3.5 A˚. This fact
can be attributed to the absence in CaWO4 of the near linear atomic chains, which are
normally responsible for the strong MS contributions as, for example, in ReO3.
Because of rather good agreement between calculated and experimental spectra,
the accurate analysis of the second and further coordination shells can be reliably
performed. To identify the origin of peaks in FT, the separate EXAFS signals, corre-
sponding to different groups of atoms, were calculated. To do that each peak in the
RDF till 6 A˚ (Fig. 5.20) was approximated by the Gaussian function, which depends on
three parameters – peak position, amplitude and width. Such decomposition is rather
simple to do, because peaks corresponding to the group of atoms either do not overlap
or overlap little. Using thus obtained parameters, the EXAFS signal was calculated
using the conventional EXAFS formula (Eq. 2.11).
The calculated separate EXAFS signals are shown in Fig. 5.22(upper panel). The
major contribution comes from the nearest oxygens located in the first coordination
shell, while the other signals are noticeably smaller. In Fig. 5.22 the lower panel shows
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Figure 5.21: Results of EXAFS modelling using MD-EXAFS method for Senyshyn (left
column) and re-optimized Cooper (right column) force-field potential models. (a) W L3-
edge EXAFS signal in CaWO4, (b) FT of the W L3-edge EXAFS signal in CaWO4. The
configuration averaged EXAFS signals containing only SS (MD-FEFF SS) or all MS (MD-
FEFF MS) contributions are shown.
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Figure 5.22: The W L3-edge EXAFS χ(k)k2 components for CaWO4 in the single-
scattering approximation and their Fourier transforms (FTs) corresponding to the atomic
groups at different distances from the absorbing tungsten atom.
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the corresponding FTs. This helps to understand the origin of any particular peak.
The peak at 2.4 A˚ is from oxygen group located at 2.96 A˚. the broad peak at 3.5 A˚
consists have three contributions from Ca atoms at 3.79 A˚, O atoms at 4.11 A˚ and W
atoms at 3.88 A˚. Further one more peak from O atoms located at 4.75 A˚ is visible.
Influence from more distant atoms can be neglected.
5.2.2.4 Conclusions
Ab initio calculations of the structural and electronic properties of scheelite-type CaWO4
crystal have been performed within the periodic LCAO method using hybrid Hartree-
Fock–DFT theory. The obtained results are in good agreement with known experi-
mental data, including vibrational properties probed by Raman and infra-red spectro-
scopies. The QM calculations were also used to obtain charges on atoms.
The two force-field models [21, 116] were used in the MD simulations performed
at 300 K. The Cooper model [21] was re-optimized to provide the difference between
experimental and calculated structural parameters of about ±0.01 A˚. As a result of the
MD simulations, both models gave similar RDF functions. However, the comparison of
the configuration averaged EXAFS signals with the experimental W L3-edge EXAFS
spectrum allows us to conclude for benefit of the Senyshyn FF model. Therefore, it
was finally used to study the influence of the MS effects on the EXAFS signal.
It was found that the MS contributions have minor influence on the W L3-edge
EXAFS signal in CaWO4. The main part of the EXAFS signal comes from oxygen
atoms in the first coordination shell. Besides, there is also noticeable contributions
from the outer group of oxygen atoms located till 5 A˚ and from Ca atoms at 3.79 A˚.
The contribution from the heavy tungsten atoms, located at about 3.88 A˚ is surprisingly
small due to the thermal disorder.
5.2.3 Application to ZnWO4 crystal
Crystalline ZnWO4 has monoclinic (space group P2/c) wolframite-type structure made
by [WO6] and [ZnO6] octahedra joined by edges into infinite zigzag chains, consisting
of octahedral units of the same type and running parallel to c-axis (Fig. 5.23). The
first Brillouin zone of ZnWO4 is shown in Fig. 5.23. There are two formula units per
primitive cell, having the lattice parameters a=4.6902 A˚, b=5.7169 A˚, c=4.9268 A˚ and
β=90.626◦ [122]. The presence of two non-equivalent oxygen atoms is responsible for
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Figure 5.23: Crystal structure (left panel) and the first Brillouin zone (right panel) of
ZnWO4. [WO6] and [ZnO6] octahedra are shown in the left panel. Red spheres – zinc
atoms, blue spheres – tungsten atoms, green spheres – oxygen atoms.
three pairs of Zn–O and W–O bonds, having different lengths. The [WO6] octahedra
distortion has been directly observed by the W L3-edge x-ray absorption spectroscopy
in [113]. In this work both Zn K and W L3 edges were measured and analyzed in
ZnWO4 by the MD-EXAFS approach.
5.2.3.1 Ab initio LCAO modelling
The electronic structure and properties of monoclinic ZnWO4 were calculated using
the CRYSTAL06 code [29]. To avoid core electrons of tungsten and zinc atoms, the
effective core potentials (ECP) from [47, 48, 49, 55] have been chosen: the small core
ECP60 for W (Z=74) atom (60 electrons in the core) and the small core ECP18 for
Zn (Z=30) atom (18 electrons in the core). Note that the Hay-Wadt ECP60 [47]
has been used to describe the structural and electronic properties of bulk tungsten
trioxide WO3 and to explain the observed instability of cubic WO3 [22], providing the
good agreement between the calculated structural parameters for tetragonal WO3 and
available experimental data. The use of ECP18 allows us to include Zn 3d-electrons in
the valence shell, which is known to be important for the transition metal compounds.
The basis set [55], corresponding to ECP18 pseudopotential, was chosen for Zn atom,
and the diffuse Gaussian type orbitals with exponents less than 0.06 were excluded
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to avoid the basis set linear dependence. The basis set, optimized in the calculations
of the cubic WO3 crystal [22], was adopted for W atom. The all electron basis set,
optimized in earlier calculations of perovskites [103], was used for O atoms.
In the CRYSTAL06 code, the accuracy in the evaluation of the Coulomb and ex-
change series is controlled by a set of tolerances, which were taken to be the default
values (6, 6, 6, 6, 12). The Monkhorst-Pack scheme [90] for 8×8×8 k-point mesh in the
Brillouin zone was applied. The total spin projection Sz=0 was fixed in the calculation
of the closed shell ground state of insulating ZnWO4 crystal. The SCF calculations were
performed for hybrid HF-DFT PBE0 [6] Hamiltonian. The choice of the Hamiltonian
was based on previous calculations [63].
The calculated structural parameters are compared with experimentally determined
ones in Table 5.4.
The calculated energy dispersion curves and projected density of electronic states
for hybrid HF-DFT PBE0 Hamiltonian are shown in Fig. 5.24. The dispersion curves
are plotted along eight different symmetry directions in the first Brillouin zone. The
narrow subband, observed at about -9 eV, corresponds to the Zn 3d states and is well
separated from other bands. The upper part of the valence subband (-7.5-0 eV) is due
to mostly O 2p states, mixed with W 5d states, whereas the lower part is composed of
the O 2p, W 5d with some admixture of Zn 4s states. The highest state in the valence
band is located at the B point, while the states at Y and A points are very close in the
energy values. The bottom of the conduction band is composed mostly of W 5d states.
However, an admixture of O 2p and some of Zn 4s states is clearly observed along the
conduction band. The lowest energy state in the conduction band is located at Y point
of the Brillouin zone.
To conclude, the minimum band gap for PBE0 Hamiltonian occurs at Y point of
the Brillouin zone and corresponds to a direct transition. The calculated band gap
value Eg=5.4 eV is in good agreement with the experimental values of 4.6 eV [67] and
4.9 eV [57]. The atomic charges were obtained from Mulliken population analysis and
are equal to Z(Zn)=+1.54e, Z(W)=+2.76e, Z(O1)=-1.13e and Z(O2)=-1.02e. The
atomic charge values suggest partially covalent W–O bonding.
In Fig. 5.25 the comparison between XPS spectra [57] and calculated projected
density of states (PDOS) curves is shown. The binding energy of PDOS curves is given
relative to the Fermi level placed at the top of the calculated valence band. The energy
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Table 5.4: Experimental and calculated structural properties of ZnWO4.
Model1 Model2 Model3 LCAO PBE0 [31] Exp. (300 K) [122]
a (A˚) 4.701 4.669 4.692 4.684 4.6902
b (A˚) 5.708 5.706 5.709 5.709 5.7169
c (A˚) 4.937 4.973 4.946 4.930 4.9268
β (◦) 90.60 90.60 90.60 90.70 90.626
Zny 0.681 0.669 0.673 0.677 0.6838
Wy 0.174 0.180 0.177 0.181 0.1820
O1x 0.214 0.214 0.206 0.215 0.2171
O1y 0.897 0.880 0.901 0.895 0.8953
O1z 0.408 0.441 0.441 0.437 0.4373
O2x 0.253 0.249 0.252 0.256 0.2557
O2y 0.369 0.365 0.379 0.375 0.3751
O2z 0.406 0.399 0.404 0.402 0.3999
R(W–O2) (A˚) 1.785 1.731 1.812 1.790 1.784
R(W–O1) (A˚) 2.020 1.871 1.872 1.903 1.908
R(W–O1) (A˚) 2.042 2.198 2.072 2.123 2.134
R(Zn–O1) (A˚) 1.988 2.039 2.080 2.052 2.027
R(Zn–O2) (A˚) 2.067 2.101 2.124 2.071 2.087
R(Zn–O2) (A˚) 2.266 2.225 2.187 2.205 2.232
Elastic constants (GPa)
Model1 Model2 Model3 Experiment [102]
C11 238 238 249 240.23
C22 216 212 209 214.93
C33 289 292 280 287.96
C44 126 64 -19 69.65
C55 139 102 75 70.01
C66 88 62 42 24.93
C12 141 79 91 108.94
C13 171 106 124 102.21
C23 106 116 136 112.99
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Figure 5.24: Calculated band structure (left panel) and projected density of electronic
states (right panel) for ZnWO4.
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Figure 5.25: Comparison of XPS spectrum from [57] and projected DOS curves for
wolframite-type ZnWO4. Curves are vertically shifted for clarity.
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Figure 5.26: Experimental infrared (left panel) and Raman (right panel) spectra in
polycrystalline ZnWO4. The positions of the LCAO calculated bands are shown by vertical
lines.
scale of the XPS spectrum has been modified for the best agreement of the main sharp
peak in the experimental signal with the Zn 3d PDOS position. The low binding energy
broad peak of the XPS spectrum is attributed to the O 2p states, with some admixture
of the W 5d states. The overall agreement between calculated splitting of the O 2p
states and Zn 3d states and the two peaks in the XPS spectrum is very good, being
better than that found previously within the cluster DV-Xα method [57].
The phonon calculations for ZnWO4 were also performed by the direct (frozen
phonon) method [100] as described in Section 3.3. The calculated frequencies at the
BZ center (Γ-point) were indexed as 18 infrared and 18 Raman active modes. They
are compared with the experimental signals in Fig. 5.26. Note that the intensity of
infrared active modes was also calculated. Both infrared and Raman phonon bands
are qualitatively well reproduced, but the quantitative agreement is better for infrared
signals. In Raman spectra the theory tends to overestimate the phonon frequencies,
especially, at high energies. However, the largest observed difference is below 50 cm−1.
5.2.3.2 Force-field model
The main challenge in modeling ZnWO4 crystal is a description of the [WO6] and
[ZnO6] octahedra distortion, which results in three different distances of W–O and Zn–
O bonds. Therefore, three FF models of different complexity were developed giving
reasonably good agreement for equilibrium structural parameters compared to that
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Table 5.5: The parameters of the first (Model1) force-field model.
Coulomb potential
Atom Z, e
Zn 2.0
W 3.505
O1 -1.37625
O2 -1.37625
Buckingham potential
Pair of atoms A, eV ρ, A˚ C, eV A˚2 Rcutoffmin , A˚ R
cutoff
min , A˚
Zn–O1 910.04 0.2886 0.0 0.0 12.0
Zn–O2 823.20 0.3071 0.0 0.0 12.0
O–O 1458.47 0.3169 0.2429 0.0 12.0
Morse potential
Pair of atoms De, eV am, A˚−2 θ0, deg R
cutoff
min , A˚ R
cutoff
min , A˚
W–O1 3.856 2.0090 2.13 0.0 12.0
W–O2 2.142 2.9558 1.95 0.0 12.0
found experimentally and by quantum mechanical calculations (Table 5.4). The elastic
constant values are also in agreement with the experimental ones.
In the first model, called as ’Model1’ (Table 5.5), the charges for both oxygen atoms
were equal. The pair potentials in the Buckingham form were chosen for Zn–O1, Zn–
O2 and O–O atom pairs, while the Morse-type potentials were chosen for W–O1 and
W–O2 atom pairs.
In the second model, called as ’Model2’ (Table 5.6), the atomic charges were taken
from LCAO calculations and different charges were set to non-equivalent oxygens. The
pair potentials were chosen in the Buckingham form. Here two potentials defined at
different intervals of distances were used for single atomic pair.
The third model, called as ’Model3’ (Table 5.6) is based on Model2, but the O–O
interactions are separated into three interactions O1–O1, O2–O2, O1–O2.
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Table 5.6: The parameters of the second (Model2) and third (Model3) force-field models.
Coulomb potential
Atom Z, e
Zn 1.54
W 2.76
O1 -1.13
O2 -1.02
Model2 Buckingham potential
Pair of atoms A, eV ρ, A˚ C, eV A˚2 Rcutoffmin , A˚ R
cutoff
max , A˚
W–O1 550.71 0.3129 0.0 0.0 3.0
W–O1 11816.46 0.0273 0.0 3.0 12.0
W–O2 158786.57 0.1430 0.0 0.0 3.0
W–O2 47399.88 0.2481 0.0 3.0 12.0
Zn–O1 199602.56 0.1515 0.0 0.0 3.0
Zn–O1 40688.13 0.0111 0.0 3.0 10.0
Zn–O2 22117.06 0.1847 0.0 0.0 3.0
Zn–O2 40688.13 0.0111 0.0 3.0 10.0
O–O 60313.99 0.2108 32.0 0.0 12.0
Model3 Buckingham potential
W–O1 379.11687 0.341817 0.0 0.0 3.0
W–O1 66937.283 0.259746 0.0 3.0 12.0
W–O2 162314.37 0.147926 0.0 0.0 3.0
W–O2 805385.16 0.171120 0.0 3.0 12.0
Zn–O1 1306138.8 0.134285 0.0 0.0 3.0
Zn–O1 438.24129 0.099791 0.0 3.0 10.0
Zn–O2 6625.9031 0.206840 0.0 0.0 3.0
Zn–O2 1654.2710 0.106498 0.0 3.0 10.0
O1–O1 38644262.0 0.122710 32.0 0.0 4.0
O2–O2 16566379.0 0.146430 32.0 0.0 4.0
O1–O2 1437.5166 0.314020 32.0 0.0 4.0
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5.2.3.3 MD-EXAFS modelling
The three force-field models (Tables 5.5 and 5.6) were used in the MD simulations.
The NVT MD simulations were performed using GULP3.1 code [40, 41] for a supercell
5×5×5, containing 1500 atoms, at temperatures 300 K. A set of 4000 static atomic
configurations was obtained during a simulation run of 20 ps with a time step in-
terval of 0.5 fs. These configurations were further used to calculate the W L3-edge
EXAFS signals by the ab initio FEFF8.2 code [10]. The complex exchange-correlation
Hedin-Lundqvist potential and default values of muffin-tin radii, as provided within the
FEFF8.2 code [10], were used. Finally, the configuration-averaged EXAFS signals were
calculated using multiple-scattering (MS) (with paths up to the 8th order) approxima-
tion by averaging over all 4000 configurations and compared with the experimental Zn
K and W L3 edges EXAFS data.
In Fig. 5.27 the radial distribution functions (RDFs) for tungsten atoms obtained
from the MD simulations using the three FF models are shown. The first model Model1
strongly differs from the two others. There is a mismatch of lengths distribution for
W–O bond in the first coordination shell of tungsten. The diffraction measurements
suggest the presence of three different W–O bond lengths, which can be divided into
four nearest (∼1.78 A˚ and ∼1.90 A˚) and two distant (∼2.13 A˚) bonds. On the contrary,
the Model1 shows opposite distribution with two nearest and four distant oxygen atoms.
Two other models correctly predict the distribution of oxygen atoms within the first
coordination shell for both W and Zn atoms. The distribution of atoms in the outer
coordination shells is broadened due to low symmetry of ZnWO4 crystal. Therefore
to check the MD simulation results, the configurational averaged EXAFS signals were
calculated for the three models.
In Fig. 5.28 the comparison of calculated configurational averaged EXAFS signals
with the experimental ones is shown for the two edges. As expected, for the Model1
the W L3-edge EXAFS signal deviates significantly from the experimental one and its
Fourier transform clearly shows the problem in the first coordination shell. The Zn
K-edge EXAFS signal also differs strongly from the experimental one, however as it is
seen from FT, the first coordination shell is correctly reproduced, while the outer shells
differ. The two other models, Model2 and Model3, give better agreement with the
experimental EXAFS spectrum at both edges, however the agreement is not so good as
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Figure 5.27: Radial distribution functions (RDF) for W (a) and Zn (b) atoms obtained
from the MD simulation results for Model1 – upper row, Model2 – middle row, Model3 –
lower row.
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Figure 5.28: Results of EXAFS modelling using MD-EXAFS method for three models
of different complexity (Model1 - left column, Model2 - middle column, Model3 - right
column). (a) W L3-edge EXAFS signal in ZnWO4, (b) FT of the W L3-edge EXAFS
signal in ZnWO4, (c) Zn K-edge EXAFS signal in ZnWO4, (d) FT of the Zn K-edge
EXAFS signal in ZnWO4.
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in the case of ReO3 and CaWO4. Therefore, one can conclude that the three developed
models do not accurately describe the structure dynamics in ZnWO4. The reason of
that is the nature of [WO6] octahedra distortion, which is caused by the second order
Jahn-Teller effect. The formal valence state of tungsten ions in ZnWO4 is 6+, thus
resulting in the 5d0 electronic configuration. Since the W–O bonding is highly cova-
lent, some amount of electronic charge is back-transferred from the oxygen neighbours
to the tungsten 5d states causing the removal of degeneracy by symmetry lowering.
Such situation cannot be described accurately by simple pair potentials. However, the
quantum mechanical approach gives a solution to this problem. In fact, the possibility
to model such charge transfer and resulting octahedra distortions has been confirmed
by our quantum mechanical LCAO calculations for static ZnWO4 structure.
5.2.3.4 Conclusions
Ab initio calculations of the structural and electronic properties of wolframite-type
ZnWO4 crystal have been performed within the periodic LCAO method using hybrid
Hartree-Fock–DFT theory. The obtained results are in good agreement with known
experimental data. Tungsten-oxygen chemical bonding is found to be highly covalent,
whereas zinc-oxygen bonds have more ionic behavior. Calculated density of states is in
good agreement with the experimental XPS spectrum from [57]. The main contribution
to the valence band is due to the Zn 3d states at high binding energies and the O 2p
and W 5d characters at low and medium binding energies.
The calculated phonon frequencies have been compared with the results of infrared
and Raman spectroscopies. Rather good accuracy of ab initio phonon frequencies
calculations makes them suitable for the prediction of the crystal vibrational properties
especially in situations when the experimental approach is difficult or impossible due
to selection rules.
Based on the crystal structure of ZnWO4 and known properties, the three force-field
(FF) models were constructed and potential parameters were optimized to give good
agreement with structural properties, elastic constants and vibrational frequencies. The
three FF models give reasonably good matching to the experimental properties. Next
the MD simulations were performed for the three FF models, and the configuration av-
eraged EXAFS signals were calculated. However, none of the calculated EXAFS signals
gives good matching to the experimental signal. The problem is that the developed
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FF models, based on simple pair potentials, cannot accurately describe the distorted
structure of ZnWO4, being due to the electronic Jahn-Teller effect. Therefore, more
sophisticated simulation methods should be used, like reverse Monte-Carlo or ab initio
molecular dynamics.
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In this thesis the MD-EXAFS method for the EXAFS spectra modelling has been fur-
ther developed based on the quantum mechanics-classical molecular dynamics (QMMD)
approach coupled with ab initio EXAFS spectra calculations. The method expands pos-
sibilities in the interpretation of EXAFS spectra by accurate accounting of the thermal
disorder within the multiple scattering effects. This allows one to obtain structural in-
formation contained beyond the first coordination shell on the many-atom distribution
functions. In particular, the angles between chemical bonds and amplitudes of thermal
vibrations including correlation effects can be determined.
The capability of the MD-EXAFS method has been demonstrated on an example
of EXAFS spectra analysis for three polycrystalline compounds ReO3, CaWO4 and
ZnWO4, having different local coordinations. Besides, an example of the local struc-
ture determination in ZnWO4 nanoparticles, based on the conventional EXAFS data
analysis, is presented.
Besides the MD simulations, the quantum mechanical LCAO calculations have been
also performed for ReO3, CaWO4 and ZnWO4 crystals. The self consistent proce-
dure was used to find electronic structure and atomic charges. Then optimization of
structural parameters was done and further different properties such as bulk modu-
lus, phonon frequencies and phonon dispersion curves were calculated. Thus obtained
physical properties were used during the force-field model optimization to increase the
number of observables additionally to the experimentally available data.
In the case of ZnWO4 nanoparticles the EXAFS spectra at the Zn K-edge and W
L3-edge were measured and used in the analysis, allowing one to obtain information
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on the local atomic structure around both absorbing atoms. It was found that strong
relaxation of [ZnO6] and [WO6] octahedra occurs in nanoparticles comparing to the
crystalline ZnWO4. While the interatomic W–O and Zn–O bond lengths show broad
distribution already in the crystal, even shorter and longer bond lengths were found in
nanoparticles. The possible explanation of this effect is structure relaxation and differ-
ent distortion of the octahedra within single nanoparticle due to strong influence of the
surface. The Raman spectra measurements allowed us to conclude that in nanopar-
ticles short double W–O bonds are formed. This conclusion is based on the Raman
frequency dependance from the bond length and correlates well with the appearance of
short W–O distances in nanoparticles according to the EXAFS results.
ReO3, CaWO4 and ZnWO4 have different local coordination around 5d-element (W,
Re): regular octahedra in ReO3, regular tetrahedra in CaWO4 and strongly distorted
octahedra in ZnWO4. Such difference in the local environment provides a good test of
capabilities for the MD-EXAFS method. The structures with regular octahedra (ReO3)
and tetrahedra (CaWO4) can be easily described by a force-field model based on the
pair interatomic potentials. However, an additional three body potential is required for
tetrahedral case to stabilize tetrahedral coordination during MD simulations. In the
case of distorted octahedra (ZnWO4) three force-field models of different complexity
were developed which gave reasonable matching between calculated and experimental
physical properties. Force-field models for all compounds were further used in molecular
dynamics simulations.
The molecular dynamics allows one to introduce thermal atomic motion effects, and
the temperature value is one of the simulation parameters. Because of the classical MD
method used in the present work, the accurately accessible temperature region is limited
to the high temperatures. In the present work, the lowest simulation temperature was
set to 300 K for all compounds. In the case of ReO3 the simulations were performed
also at 423 K and 573 K.
As a result of MD simulations, sets of atomic configurations were obtained for
each temperature and used to calculate the radial distribution functions, bond angle
distributions and atomic movement trajectory determination. To check reliability of
the MD simulations, the configuration-averaged EXAFS spectra were calculated and
directly compared with the experimental ones.
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The configuration-averaged EXAFS spectra for both compounds, ReO3 and CaWO4,
build from regular octahedra and tetrahedra units, respectively, show good agrement
with the experimental EXAFS spectra. Also the temperature dependence of the EX-
AFS spectra for ReO3 is well reproduced within the single force-field model. Therefore,
we conclude that the force-field models describe rather accurately the thermal motion
of atoms, including the correlation effects.
However, all developed force-field models for ZnWO4, having distorted [WO6] and
[ZnO6] octahedra, did not provide good matching with the experimental EXAFS spec-
tra. The reason of that is the nature of [WO6] octahedra distortion, which is caused
by the second order Jahn-Teller effect: tungsten ions in ZnWO4 have 6+ valence state
and 5d0 electronic configuration, however some amount of electronic charge is back-
transferred from the oxygen neighbours to the 5d states causing the removal of degen-
eracy by symmetry lowering. Such situation cannot be described accurately by simple
pair potentials. However, the possible solution to this problem can be the use of the
quantum molecular dynamics simulations. Such calculations nowadays are very time
consuming and are possible mostly for small molecules. For simulation of the EXAFS
spectra from crystals, hundreds or thousands atoms are usually required depending on
the system, therefore the use of the quantum MD simulations is not practical today.
However, the possibility to model such octahedra distortions has been confirmed by
our quantum mechanical LCAO calculations for static ZnWO4 structure.
The good agreement between the experimental and simulated EXAFS spectra for
ReO3 and CaWO4 allowed us to make deeper analysis of their structure and atomic
motion.
In ReO3 the atomic motion trajectories show strong anisotropy of oxygen atoms
vibrations, which are large perpendicular to the Re–O–Re bonds, thus resulting in a
deviation of the Re–O–Re mean angle value from 180◦ to around 176◦ at 300 K and
174◦ at 573 K. The multiple-scattering effect contribution to the EXAFS spectra for
the second and further coordination shells was analysed in details. It was found that
the MS effects are responsible for about 50% drop of the Re L3-edge EXAFS signal
amplitude in the second coordination shell and about 30% in the third coordination
shell.
In CaWO4 the multiple scattering effects are relatively small comparing to ReO3.
The W L3-edge EXAFS spectrum was decomposed into components from different
89
6. CONCLUSIONS
groups of atoms. The main contribution comes from the nearest oxygens, while more
distant atoms produce a signal being five and more times less in amplitude. The peaks
in the Fourier transform of the EXAFS spectrum at 2.5 A˚ and 4.2 A˚ are due to oxygen
atoms. The peak at 3.5 A˚ is composed of three contributions from O, Ca and W atoms.
In the future, the MD-EXAFS method can be applyied to the materials with sym-
metrical local structure with the goal to extract additional information on the local
dynamical structure from EXAFS spectra. Further improvements of the MD-EXAFS
method are possible at the step of the potential parameters optimization by including
additional observables as, for example, mean square relative displacements obtained
from EXAFS conventional analysis. Moreover, the whole EXAFS spectrum may be
used as an observable in the optimization procedure in the future. Another way to
improve performance of the MD-EXAFS method is to use ab-initio MD instead of
the classical one. This will allow one to deal with the materials having strong lo-
cal distortions, like ZnWO4, as well as to extend applicability of the method to the
low-temperatures region, where quantum effects dominate.
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Thesis
1. The combined use of classical molecular dynamics and x-ray absorption spectra
calculations from the first principles allow one to make accurate interpretation of
the EXAFS spectra for crystalline compounds (ReO3 and CaWO4) taking into
account the many-atoms distribution functions. This approach allows one to
access the mean square displacements (EXAFS Debye-Waller factor) of the atom
pairs and the bonding angles distributions in outer coordination shells.
2. The vibrations of the oxygen atoms in ReO3 structure are anisotropic, having
the vibration amplitude along the Re–O–Re bonds direction smaller than that
perpendicular to the Re–O–Re bonds. It is shown the perpendicular oxygen
vibrations lead to that the mean Re–O–Re angle value is less than 180◦ and
shows weak temperature dependence.
3. The contribution from the single-scattering effects is dominating in the W L3-
edge EXAFS spectra of CaWO4. It is shown that oxygen atom group at 2.96 A˚
and calcium and oxygen groups at 3.79 A˚ and 4.11 A˚, respectively, give the main
contribution into the EXAFS signal beyond the first coordination shell.
4. The local atomic structure of ZnWO4 nanoparticles around W and Zn atoms is
noticeably deformed comparing to the microcrystalline powder. It is shown that
the deformation of the [WO6] octahedra is related to the formation of the short
(∼1.74 A˚) double W=O bonds.
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