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Abstract
Local motion signals have to be combined in space and time, to yield a coherent motion percept as it is involved in a variety
of visual tasks. This combination necessarily means to trade-off between loosing spatio-temporal resolution by pooling local
signals and maintaining perceptually significant segmentation between them. When signals are pooled to detect the presence of
coherent motion in large amounts of random noise, the question raised is how the noise affects the perceived quality, in particular
speed, of the coherent motion. Is there an analogy to the well-known reduction in the perceived speed of moving gratings at low
contrast? Using a two-interval forced-choice procedure, we have investigated the assessment of speed in random-dot kine-
matograms containing different proportions of noise. Under the conditions investigated, there is no strong reduction of perceived
speed with increasing noise, as long as coherence levels remain well above the thresholds for directional judgements. This basic
result, which could suggest considerable but not perfect segregation of signal and noise motion components in the pooling process
leading to speed estimation, is discussed in relation to a model that is designed to decode speed from a population of elementary
motion detectors (EMDs) of the correlation type. A strategy to estimate speed from a set of EMDs with a variety of
spatio-temporal tuning does not only provide a velocity predictor unambiguous with the spatial structure of the stimulus, but also
is largely independent of noise. © 1999 Elsevier Science Ltd. All rights reserved.
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1. Introduction
It is a well established observation that a motion
stimulus appears slower when its contrast is reduced
(Thompson, 1982; Stone & Thompson, 1992). One
interesting aspect of this deviation of perceived from
physical speed is that certain motion detection models,
such as the so-called gradient detector, extract the
velocity of a moving stimulus in a formal sense (Limb
& Murphy, 1975; Srinivasan, 1990; Johnston, McOwan
& Buxton, 1992), by operations that should not be
affected by variations in stimulus contrast. On the other
hand, another class of motion detection models, includ-
ing correlation type or energy models (Reichardt, 1961;
Adelson & Bergen, 1985; Watson & Ahumada, 1985;
Van Santen & Sperling, 1985), do not directly represent
stimulus speed. Instead, their output is ambiguous with
respect to several stimulus properties, such as contrast,
spatial frequency and speed. Therefore, when using
such models, speed estimates have to be derived from
the evaluation of the combined output of several ele-
mentary units operating on various spatio-temporal
scales (Heeger, 1987; Grzywacz & Yuille, 1990; Nowlan
& Sejnowski, 1994). In such a framework predictions
about the influence of stimulus strength, as determined,
e.g. by contrast, on perceived speed are no longer
straightforward.
In a random dot kinematogram (RDK), the strength
of a motion signal is strongly dependent on coherence
or signal-to-noise ratio of a stimulus sequence. This is
manipulated by including dots which are not displaced
in a coherent manner over time, but jump to random
positions between successive frames. This measure of
signal strength has been widely used as stimulus vari-
able to measure sensitivity in direction discrimination
tasks (Van Doorn & Koenderink, 1984; Newsome &
Pare´, 1988; Zanker, 1993; Scase, Braddick & Raymond,
1996). However, it is not clear how the signal dots
interact with the noise dots in a RDK in determining
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the perceived speed of motion. Various theoretical pos-
sibilities exist. (a) If the coherently moving dots can be
segmented from the noise and their motion computed
separately, no effect of noise would be expected. (b) If
the visual system combines the velocity vectors, in
terms of amplitude and direction, over a local region as
the average of all stimulus components, the contribu-
tion of noise will sum to zero (on average, though it
will contribute to variance); however if this combined
signal is normalised by some measure of the number of
contributing dots, the represented speed will be reduced
because the proportional contribution of signal dots is
reduced. (c) If speed was represented as a scalar instead
of the velocity vector, i.e. independently of the direction
in which a given stimulus element is moving. In this
case the random directions and speeds would shift the
signal towards the average of the vector amplitude
distribution of the noise components; the effect of this
would depend on the specification of the noise. If
reducing the signal-to-noise ratio is regarded as reduc-
ing the strength of a motion stimulus in a general sense,
it might be expected to affect perceived speed in a
similar way to the reduction of contrast. We report here
an experimental test of this issue. We investigated per-
ceived speed for two classes of RDKs, in which the
signal-to-noise ratio was manipulated either by varying
the proportion of randomly exchanged dots in a
densely packed pattern of random dots (Zanker, 1993),
or by varying lifetime of individual dots in a sparse
pattern of coherently moving dots (Newsome & Pare´,
1988).
It should be realised that to treat coherence and
contrast as similar manipulations of motion strength
may be rather simplistic. The impairment of the motion
signal by contrast reduction and noise superposition
have rather a different character. Whereas stimulus
contrast affects the input signals in the same way all
over space and time, the noise introduced by adding
uncorrelated dots to a RDK is inhomogeneous in space
and time. In the latter case, with uncorrelated distur-
bances, pooling across space and:or time may be a
good strategy to improve signal quality, but how the
noise affects the extracted speed will depend on the
specific assumptions of the motion detector model.
Furthermore, the human visual system is not restricted
to deriving a single global velocity signal from the area
of the stimulus pattern; as discussed above, such seg-
mentation could render the speed estimate largely unaf-
fected by noise. If it can segregate the signal from the
noise contributions of the stimulus in space and:or
time, it should be able to provide a largely unaffected
speed estimate. Another strategy would be to use the
signals arising in different spatio-temporal channels; the
effects of noise will be distributed across many chan-
nels, while the effects of the signal may be more con-
centrated in a few channels. Therefore the experimental
results are significant for constructing adequate models
of human motion processing, which must go beyond
specifying the individual detector to define how per-
ceived motion is derived from the whole array of
detectors.
2. Material and methods
Random dot kinematograms were produced on a
computer monitor (Atari Mega ST4, SM 128). Individ-
ual frames were generated before starting the experi-
ment, and the image sequences were copied from the
memory to the screen for display.
In the dense display (Experiments 1 and 2), each
frame consisted of a field of 256256 screen pixels,
presented at the centre of an otherwise white screen.
The pixels were randomly set to black or white, with
50% probability. The average luminance of the display
was about 50 cd:m2, and the contrast was about 95%.
All dots within the central region of 128128 pixels
were displaced coherently to the right an integer num-
ber of pixels between each frame of the motion se-
quence. All dots in the surrounding area were replaced
at random between frames, leading to a dynamic noise
background. Noise was included in these stimuli, by
replacing randomly a variable percentage of dots within
the motion region, thus changing the ratio between
correlated and uncorrelated moving dots (for details,
see Zanker, 1993). At the viewing distance of 40 cm, the
size of a single pixel was 2.82.8 min arc, that of the
complete stimulus field was 11.611.6°. The 12 frames
of the RDK sequence were presented at 20 ms intervals,
i.e. at a frame rate of 50 Hz, leading to a presentation
duration of 240 ms. A typical pattern displacement of
four pixels between successive frames thus corresponds
to a speed of 9.2 deg:s.
In a control test (Experiment 3), we used sparse dot
patterns in which 128 dark dots (about 3 cd:m2), each
subtending 5.65.6 min arc (22 pixels), moving
across a homogenous background (about 90 cd:m2) of
11.611.6°. In this case, the signal-to-noise ratio was
varied by changing the average lifetime of the dots.
When half of the dots were exchanged for each frame,
by replotting them at a random position not taken by
any other dot, every dot had a lifetime of two frames.
By exchanging a quarter of the dots, a lifetime of four
frames was achieved, and when all dots persisted
throughout the complete sequence, we speak of infinite
lifetime. All other spatial and temporal parameters were
the same as in the RDKs made from dense dot
patterns.
Pairs of motion sequences were presented in a two-
interval forced-choice paradigm. A test stimulus with a
certain amount of noise dots mixed with dots moving
coherently at a constant speed was paired with a refer-
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ence stimulus which had a constant amount of noise, but
varied in its speed. The two sequences were displayed
sequentially in random order, and sequences of dynamic
noise covering the complete stimulus field, each consist-
ing of 12 uncorrelated dot patterns, were shown before,
after and between the test and reference stimulus. Each
of the stimulus sequences was accompanied by a short
beep at its onset, to guide the subject’s attention. The
speed of the reference stimulus was varied, usually
between one and seven pixels per frame, around the
speed of the test stimulus, which usually was set at four
pixels per frame. The subjects were asked to decide in
which of the two intervals the movement was faster. A
series of forced choice decisions were incorporated in a
constant-stimuli design, in which the different test and
reference stimuli were presented in random order. In a
typical session three test stimuli with different noise
levels were compared with seven reference stimuli with
various speeds, and each combination was repeated 32
times. This resulted in 672 decisions to be made by the
subjects, which needed up to 1 h of experimental time.
The resulting data curves from such an experiment
represent the number of decisions in which the test
stimulus was reported as faster than the reference stim-
ulus, as a function of the reference speed (see Fig. 1).
Psychometric functions were fitted to these data (after
Finney, 1962), leading to two important measures. The
point of subjective equality, PSE, which is the reference
speed which corresponds to 50% decisions that the test
stimulus is faster than the reference, was used as the
measure of perceived speed for a given test stimulus. The
just noticeable difference, JND, is the speed difference
between the PSE and the speed corresponding to a 25%
or a 75% decision score. This measure of the slope of the
psychometric curve can be used as a rough estimate of
the (differential) sensitivity for speed changes in a spe-
cific stimulus, keeping in mind that the exact JNDs
should be measured in a formal 2AFC procedure with
stimuli containing the same amount of noise.
In a control experiment direction discrimination was
analysed in a 2AFC experiment using the test stimuli
presented in a single interval, moving either leftward or
rightward; here the subject’s task was to report the
perceived direction of motion.
Subjects were recruited from colleagues and friends of
the authors. They were between 23 and 40 years of age,
and were normal-sighted or corrected to normal. They
were asked to watch the computer screen in normal
reading posture, with natural pupils, and had to report
their decisions by pressing mouse buttons. The compar-
atively short presentation time, and the fact that stimuli
were sometimes difficult to detect, ensured that they
fixated and attended the centre of the screen, without
any further external restrictions making the experiment
uncomfortable. With the constant stimulus procedure,
the subjects were allowed to interrupt the long and
unexciting experimental sessions for short periods to
relax. Data for different experimental conditions were
collected on different days. The experiments were con-
ducted in a moderately dark room, free of external
disturbances.
Fig. 1. Examples of psychometric curves. The percentage of decisions that the test stimulus is faster than reference stimulus is plotted versus
reference stimulus speed (displacement of one to seven pixels per stimulus frame, corresponding to 2.3–16.0 deg:s) for two experimental
conditions. Subject SCZ, each data point is based on 64 decisions by pooling data for two noise levels. The dotted lines and arrows indicate for
one noise level how PSE and JND were estimated from the psychometric functions. (a) In a first block of tests no noise was included in the
reference stimuli; test stimuli (speed four pixels:frame, 9.2 deg:s) with 1 and 2, 4 and 8, and 16 and 32% noise (indicated by different symbols).
(b) In a second block of tests 16% noise was included in the reference stimuli, leaving all other conditions unchanged.
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Fig. 2. Point of subjective equality (a, c: PSE, in pixels per frame) and just noticeable difference (b, d: JND, in pixels per frame) plotted against
the amount of noise included in the test stimuli, 1–32% dots were replaced at random between successive frames. Data from five subjects are
indicated by different symbols and averages are given by thick lines. (a, b) Reference stimuli without noise. (c, d) 16% uncorrelated dots in
reference stimuli.
3. Experimental results
In the first set of experiments, the subjects had to
compare test stimuli with six different levels of noise,
between 1 and 32%, to reference stimuli at seven speeds
which either had no noise included or contained a
constant amount of 16% uncorrelated dots. The two
conditions were tested in separate blocks, the order of
which was randomised between subjects. In Fig. 1 the
psychometric curves are shown for one subject, with the
data pooled for the two low, medium, and high test
noise levels, respectively. Whereas there might be some
training effect between the first (Fig. 1a) and second
(Fig. 1b) blocks of the experiment, the dominant im-
pression from this example is that the psychometric
functions are rather similar for the different test stimuli,
and also do not strongly depend on the noise level in
the reference stimuli. In particular, there are only minor
shifts of the curves as the test noise level is varied. In a
control experiment test speeds were used that were not
centred on the range of reference speeds, or two test
speeds in the same run. Here variation in test speed was
reflected in shifts of the psychometric function so that
the 50% level was close to the veridical speed. This
control excludes the possibility that stability of the
psychometric function simply reflects a tendency for
subjects to adjust their responses to the range of refer-
ence speeds.
In an attempt to look more closely at any effects of
noise on perceived speed, and to get a better idea of the
interindividual variability, psychometric functions were
fitted to the individual data sets, for each noise level
and condition, to derive the point of subjective equality
(PSE) and just noticeable difference (JND) by probit
analysis (Finney, 1962). These measures of perceived
speed and differential sensitivity are plotted in Fig. 2
for the two experimental conditions. For reference stim-
uli without noise, there may be a slight trend for
apparent speed to decrease with increasing noise level,
but this decrease is less than 10% over a 32-fold change
of noise levels (Fig. 2a). At the same time, an increase
of the JND of about 10% can be observed (Fig. 2b).
There might be the possibility that different subjects
adopt different strategies in estimating speed (compare
data for subjects WLP and JMZ in Fig. 2a, for in-
stance). According to their introspection, some regard
the noise dots as an independent motion sensation
which leaves the speed of the coherently moving dots
unaffected, whereas others experience the movement as
such being disturbed, and interpret the short interrup-
tions as some kind of slowing down in the temporal
average. For the second condition, in which noise was
included also in the reference stimuli, apparent speed is
not reduced by increasing noise (Fig. 2c), and changes
in the JND are marginal as well (Fig. 2d). However,
there is a small drop in the JND for 16% noise,
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indicating that the best sensitivity for noise differences
is reached when the same amount of noise is included
in both test and reference stimuli. This may also be the
reason for the slight increase of JND with increasing
noise level observed in Fig. 1b.
Does this apparent independence of perceived speed
from noise hold only over the limited range of signal-
to-noise ratios tested so far? To examine this possibil-
ity, in a second set of experiments, the range of
included noise was extended into the region in which
the motion of the dots was no longer visible with
perfect reliability. When noise levels ranging from 1 to
64% were used (i.e. the coherence levels range between
99 and 36%; see Fig. 3a, b), a decrease of perceived
speed can be observed for the highest noise levels,
which is accompanied by a loss in differential speed
sensitivity. As can be seen from the data point for the
control condition, with a test stimulus moving at a
speed of three pixels:frame (6.9 deg:s) that included
16% noise dots, this reduction in perceived speed corre-
sponds to approximately the reduction in physical
speed. However, the average measures for 64% noise
have to be regarded with caution, because they result
from three subjects only, with the other two being not
able to estimate the speed in this stimulus which was
largely invisible to them. The fact, that at this noise
level motion perception per se is seriously impaired for
such stimuli, is documented by the direction discrimina-
tion performance tested in the 2AFC control experi-
ment, which for all subjects reaches chance level at 64%
noise (see Fig. 3c). These rather high coherence
thresholds, above 40% coherently moving dots (as com-
Fig. 3. Point of subjective equality (a, d: PSE, in pixels per frame) and just noticeable difference (b, e: JND, in pixels per frame) plotted versus
a wide range of noise included in dense dot patterns (a–c: 1–64% of the dots replaced randomly between successive frames) or versus dot lifetime
in sparse dot patterns (d, e: dots replaced after two frames, four frames or persisting throughout all 12 frames); included in each experiment is
a control condition in which the test stimulus had an intermediate signal-to-noise ratio and moved at a speed of three instead of four pixels:frame.
(c) In a control experiment the direction discrimination performance was tested for the same stimuli. Data from five subjects are indicated by
different symbols, and averages are given by thick lines.
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pared to a few percent of for the Newsome and Pare´
stimulus, cf. Newsome & Pare´, 1988), can be attributed
to the high density of dots in the RDK and the short
inspection time. When direction discriminability drops
to chance level, perceived speed decreases, because in
the randomised stimulus design to test perceived speed
the subjects tend to interpret the absence of salient
motion cues as slow speed. As mentioned before, in two
subjects this effect is so strong that PSE cannot be
estimated in the present experimental design, because
they consistently regarded the test stimuli without any
perceived coherent motion as having zero speed. The
others seem to adopt some stimulus-unrelated strategy,
by at least sometimes assuming some medium speed for
invisible motion stimuli. A similar reason may be re-
sponsible for the slight drop of perceived speed for 48%
noise—the subject with the lowest perceived speed who
is mainly responsible for this drop scored only 87.5%
correct in the direction discrimination task. The impor-
tant result is, however, that noise does not strongly
affect perceived speed, as long as the motion stimulus is
clearly visible.
It could be possible, that this result is a peculiarity of
the dense dot patterns used so far in our experiments,
and that in a stimulus with different spatial properties,
and a different kind of noise, we might find an effect of
noise on speed. In a third set of experiments, we
therefore investigated perceived speed in the sparse dot
pattern, in which the signal-to-noise ratio was varied by
changing the average lifetime of the moving dots. Speed
measures from these experimental conditions are shown
in Fig. 3d, e, again showing no major effect for a wide
range of dot lifetimes. In particular, under our rather
transient experimental conditions we did not find the
increase in apparent speed or temporal capture reported
by Treue, Snowden and Andersen (1993) for random
replacement of dots in extended extrafoveal stimula-
tion. Perceived speed deviates from the actual speed
only at the shortest lifetime, for which the number of
coherently displaced dots is equal to the number of
randomly replaced dots (equivalent to 50% noise).
Again, it has to be kept in mind that this happens in the
range of signal-to-noise ratios where motion itself is
difficult to see, and that subjects possibly adopt differ-
ent strategies. The apparent reduction in speed can very
well be interpreted as a certain proportion of trials in
which the subjects cannot see the motion, and interpret
it as a very slow stimulus.
It might be expected that in the sparse dot stimulus,
it would be possible to segment the coherently displaced
dots from the dots which are replotted at random
positions (cf. Braddick, 1995). However, the fact that
speed estimation is similarly impaired in sparse and
dense dot RDKs when the signal-to-noise ratio gets
close to threshold, suggests that such segregation is not
or cannot be used to avoid difficulties in speed judge-
ments with noisy stimuli. This imperfection of speed
judgement near motion detection thresholds needs fur-
ther experimental investigation of the responses on a
trial-to-trial basis. In summary, the results presented
here suggest that perceived speed is independent of
included noise for a wide range of noise levels, and that
changes in perceived speed for the largest proportions
of noise may reflect specific response strategies when
the visibility of the motion per se is greatly reduced.
4. Computer simulations
The elementary motion detector (EMD) of the corre-
lation type is a versatile model to account for many
aspects of human motion perception (Van Santen &
Sperling, 1985; Borst & Egelhaaf, 1989; Sekuler, Anstis,
Braddick, Brandt, Movshon & Orban, 1990). Applying
signal detection theory on the output of a two-dimen-
sional array of motion detectors (2DMD), a quantita-
tive prediction can be made for direction
discriminability of motion stimuli (Zanker, 1996). Usu-
ally, in computer simulations the average detector out-
put is used as the model response, and it might be
considered as an estimate for pattern speed. However,
different signal-to-noise levels lead to different speed
tuning curves because the superposition of noise re-
duces the average output of the motion detectors (simu-
lation data not shown). This strong dependence of the
model response on signal-to-noise ratio is expected
from the correlation mechanism, but would lead to a
variation in speed estimate that is contradicted by our
experimental data. Furthermore, it is well known that
the average response of an EMD depends strongly on
the spatial structure of the stimulus. For instance,
sinewave gratings with different wavelengths produce
speed tuning curves with different peaks, which corre-
spond to a constant temporal frequency (for review, see
Borst & Egelhaaf, 1989), cf. Fig. 4b). In summary,
looking at the output of a single motion detector
channel, there is a multiple ambiguity of the average
response with respect to spatial structure, contrast and
noise level. This has to be overcome when designing a
model to estimate speed from the output of correlation-
type motion detectors.
Retrieving a speed estimate from correlation-type
motion detectors appears less difficult when one keeps a
crucial feature of EMDs in mind. The spatial frequency
and speed of the grating leading to the strongest re-
sponse depends on the model parameters of the
EMD—the sampling distance D8 and the time con-
stant t (Borst & Egelhaaf, 1989, see Fig. 4a). This
specific speed-wavelength tuning can be used to encode
the speed of an arbitrary stimulus by evaluating the
output of a population of 2DMDs which have sensitiv-
ity peaks distributed across the speed-wavelength plane.
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Fig. 4. (a) Response of a set of 55 2DMDs with different tuning positions in the speed-wavelength plane, as indicated by the flat shapes
corresponding to response levels above 90% of maximum. The different sampling bases D8 and time constants t leading to such tuning are given
inside or next to these blobs. Each 2DMD from this set achieves this optimum position from a continuous two-dimensional tuning profile (see
Zanker, 1996) in the speed-wavelength plane, as shown in (b) for a model that has a D8 of four pixels and t of one frame. (c) The average output
of each of the 2DMDs to rightward motion of a dense dot pattern moving at a speed of two pixels:frame without noise is plotted as percentage
of the response to an optimally tuned grating. The typical stimulus used here, elicits a characteristic activity pattern in this 2DMD population with
aliasing in the units tuned to short wavelengths (negative values for D81). (d) The sketch shows the basic components of the EMD model (for
explanation, see text).
In analogy to the spatial coding of the position of a
pointlike stimulus by a two-dimensional array of recep-
tors, in the simplest case, the preferred speed of the
most active unit could be used as a speed estimate in a
winner-take-all mechanism. A more elaborate strategy
would use the relative contributions of a range of active
units, similar to the means by which hyperacuity is
achieved in spatial vision. We investigated the reliability
of these speed estimation strategies, and their limita-
tions, by means of computer simulations.
Sequences of 12 stimulus frames, equivalent to the
experiments, served as inputs for the 2DMD. The pat-
terns consisted of 256256 dots, 50% dark and 50%
bright, which were distributed randomly in space. In
the background all pixels were replaced between frames
at random, thus leading to dynamic noise. In the cen-
tral region (128128 pixels) all dots were shifted to-
gether by 0.5–8 pixels between successive frames, and
various amounts of uncorrelated noise was included on
these coherent motion stimuli. Elementary motion de-
tectors of the correlation type (sketched in Fig. 4d)
were used as the basic building blocks of motion pro-
cessing: inputs from two locations in the visual field
were separated by the sampling base D8, ranging be-
tween one and 16 pixels; stimulus patterns were spa-
tially filtered with radially symmetric DOGs serving as
bandpass filters; the ratio between the radius of the
excitatory to inhibitory Gaussians that generate the
receptive field was set to 1:1.6 (Marr & Hildreth, 1980);
the subfields were exactly balanced so to exclude any
DC components from the input signal; the excitatory
region was twice as large as the sampling distance, in
order to minimise detector aliasing (Go¨tz, 1965); the
signal from one input line is multiplied with the tempo-
rally filtered signal from the other line; a first-order
lowpass filter was used with a time constant t in the
range from 1:4 to four times the duration of one
stimulus frame; two anti-symmetric units were sub-
tracted from each other, to increase directional selectiv-
ity (for details of the simulations, see Zanker, 1997).
The 2DMD model consists of two-dimensional arrays
of EMD pairs (256256) with vertical and horizontal
orientation, respectively. From the output sequences
that represent the motion signal distribution elicited by
a given input frame sequence the average response was
calculated for pattern motion from left to right, as
fraction of the maximum steady state response of each
detector to a optimum grating.
The basic speed estimation procedure is illustrated in
Fig. 4 for a typical stimulus, as used in the psychophys-
ical experiments. The location of the response optimum
(area of more than 90% of absolute response maxi-
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mum) is indicated in the speed-wavelength plane for a
set of 55 motion detectors, covering a large range by
variation of t and D8. To illustrate the characteristic
population activity pattern elicited by an exemplary
motion stimulus, the average responses for the complete
set of detectors is shown in Fig. 4c. A rather broad
activation across various channels has a peak in the
2DMD that is best tuned to the speed of the dots. The
units tuned to small wavelengths yield negative average
responses, due to the aliasing of the apparent motion
stimulus. When the pattern is displaced more than half
the grating wavelength that leads to the largest response
in a particular detector, the spatial frequency compo-
nents picked up by this detector from the spatially
broadband random dot pattern are apparently dis-
placed in the opposite direction. Because aliasing effects
can be considerable, as can be seen in Fig. 4c for the
response of the smallest detector (triangle symbols), and
cannot be prevented by spatial preprocessing, speed
estimation can be impaired when all 2DMD units are
regarded as equal.
Speed was estimated from the output of this popula-
tion of motion detector arrays, for RDKs moving at
various speeds and with various noise levels (Fig. 5).
Three strategies were applied to process the outputs of
the 2DMDs, leading to similar overall results which
indicate that the actual comparison mechanism between
the channels might be of limited significance. Whereas
the advantages and limitations of the particular strate-
gies need to be investigated in the future more thor-
oughly for a wider range of stimulus conditions, there
are some specific properties that already emerge from
the simulations presented in Fig. 5. (a) The preferred
speed of the strongest active unit was picked as the
speed estimate in a kind of winner-take-all mechanism.
The speed estimate clearly increases with increasing
stimulus speed, and this estimate is largely unaffected
by noise, but the curves show steplike transitions be-
tween only a few values that are related to the coarse-
ness of this estimation strategy. (b) The weighted
average of the preferred speeds of a subset of units was
calculated, using the relative strength of each unit as
the weighting factor. In line with some psychophysical
evidence (Smith & Edgar, 1994), we have chosen a set
combining two time constants with five space constants
(see shaded areas in Fig. 4a). However, the results are
basically the same when the complete set of detectors is
used to estimate speed. Again, estimated speed in-
creases with increasing stimulus speed, and is not
greatly influenced by the noise for small and moderate
speeds. With higher speeds, however, the estimation
algorithm yields irregular results and sometimes fails
completely, due to very small detector outputs and
aliasing of the EMDs tuned to high spatial frequencies.
(c) To prevent the aliasing effects, a two-step strategy
was applied. In a first step, motion direction was deter-
mined by means of signal detection theory from the
2DMD response distributions (Green & Swets, 1966),
and then the units signalling the correct direction were
used exclusively for calculating the weighted average in
a second step. Again, the signalled speed increases
continuously with stimulus speed. The speed estimates
are independent of noise level for a wide range of
conditions: noise has a significant effect only at the
highest speed, which is at the limit of the system’s
design range (see Fig. 4a) and outside the range studied
psychophysically. In general, the speed estimates im-
prove compared to the simpler strategy, and include
Fig. 5. Estimated speed (ordinates) from a set of 5°5 2DMDs for dense dot RDKs with variable speed (abscissa) and three different noise levels
(indicated by different symbols). The thin lines indicate the veridical speed. Three signal processing strategies were applied: (a) the preferred speed
of the strongest active unit was picked as speed estimate; (b) from a subset of units with two different time constants and five sampling bases a
weighted average of the preferred speeds was calculated, using relative activity as weight factor; (c) to prevent effects of stimulus aliasing, only
those 2DMDs were used for the weighted average which reflect the correct direction of motion.
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high noise levels and speeds. There remains, however, a
quantitative mismatch between the absolute size of
stimulus speed and the model estimate, which partly is
due to the limited range of speeds covered by the
2DMD population used here. This mismatch is also
related to the strong high spatial frequency components
of the random dot patterns that preferentially stimulate
the motion detectors with small sampling bases that are
tuned to small displacements. In relation to the psycho-
physical experiments, this however is not a major con-
cern because some internal rescaling easily can produce
a linear relationship between stimulus and estimated
speed. Therefore no attempt was made to correct them
by assumption of additional nonlinearities, for instance.
5. Discussion
Within range of the experimental conditions tested
here, adding noise only weakly reduces the perceived
speed, and marginally decreases differential sensitivity
for speed, as long as the motion per se is clearly visible,
as indicated by reliable direction discrimination. This is
reflected by the general picture from the computer
simulations, which test a strategy to estimate speed by
combination of motion detectors tuned to two temporal
and five spatial frequencies. It is successful in predicting
speed reliably, as long as it can detect the direction of
motion and use it to select reliable units, and excludes
units which generate aliasing because they are tuned to
spatial periods below the pattern displacement between
successive frames. The fundamental strategy here was
to eliminate noise contributions in the detector re-
sponses on the basis that they are equally distributed
across all spatio-temporal channels, and thus recover
the signal components from the optimal channels. The
simulations are in good accordance with the experimen-
tal data in case of RDKs with variable amounts of
noise (as long as the stimuli were clearly
suprathreshold). However, we have not yet analysed,
how the proposed model deals with changes in contrast,
which along the same line of argument should not
strongly affect perceived speed. It will be a task for
future research to find out whether modifications in the
model are necessary to account for the experimental
results indicating effects of contrast on perceived speed
(Thompson, 1982; Stone & Thompson, 1992). Simple
strategies were adopted here to produce speed esti-
mates, such as a winner-take-all mechanism, or a
weighted average within a labelled line approach. This
differs from more elaborate regression techniques
(Heeger, 1987; Grzywacz & Yuille, 1990; Nowlan &
Sejnowski, 1994) but seems to be sufficient to generate
satisfying results. Thus a simple combination of several
channels of correlation type models (or, equivalently,
energy models) produces the same fundamental capac-
ity to encode speed as alternative models such as the
gradient scheme (Limb & Murphy, 1975; Srinivasan,
1990; Johnston et al., 1992) that directly provide a
speed signal. Specific modifications of the processing
scheme that was put forward here, such as additional
nonlinearities compensating for the quantitative speed
mismatch noted in Fig. 5, or more elaborate decision
strategies, such as an iterative processing from low to
high spatial frequency channels to prevent aliasing, are
open possibilities to be explored.
The fundamental difference between the psychophys-
ical tasks of direction discrimination and speed percep-
tion raises many questions. Whereas many aspects of
discriminating opposite motion directions can be easily
accounted for by assuming a homogeneous population
of EMDs with identical spatio-temporal tuning, and
looking at the statistics of the output to a given stimu-
lus (Zanker, in preparation), for speed judgements it is
essential to combine information across differently
tuned units. When interpreting separation of the nar-
rowband motion signal from the broadband noise as
some sort of peak detection in a population of 2DMDs,
it becomes clear that the limitations of the suggested
processing scheme result from increasing amounts of
noise in all channels, and thus the speed estimate must
rapidly deteriorate once the noise included in the stim-
uli approaches threshold levels. It also becomes appar-
ent that other segmentation problems can be dealt with
by a similar approach, such as experiments with stimuli
in which several speed or direction components are
mixed (e.g. Watamaniuk, McKee & Grzywacz, 1995).
In such a generalised task space, a major question will
be how a population of 2DMDs will deal with trans-
parency, i.e. the superposition of various velocities
within the same region of the visual field, and occlu-
sion, i.e. motion-defined boundaries. One of the inter-
esting problems will be whether it will be advantageous
to perform the segmentation process on single channel
EMD signals or a local velocity signal that is recom-
bined from a population of channels.
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