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For % a collection of finite graphs, the bounded chromatic number ~~(9) is the 
smallest number of colors c for which there exists an integer N such that every 
graph GE Y can be vertex c-colored without forcing more than N monochromatic 
edges. The bounded (simple) path chromatic number xp(%) (x&S)) is the smallest 
number of colors c for which there exists an integer N such that every graph G E Y 
can be c-colored without forcing a monochromatic (simple) path of length more 
than N. For the set Yg of all graphs of genus g it is known that 4 < ~~(9~) < 6, and 
xsP(Y?) = 4. In this paper we show that ~~(9~) < 5, and ~~(9~) = 4. For g > 1, let 
,Qg) (q(g)) denote the smallest integer x such that every graph GE Yg can be 
5-colored without forcing more than x monochromatic edges (Ccolored without 
forcing a monochromatic path of Iength more than x). We also show that 
2g < ps( g) < 74g - 36 and (3/8)g - (l/2) ,,& + 3132 < q(g) d 224g - 106. 0 19% 
Academic Press, Inc. 
1. INTRODUCTION 
Let G be a graph with vertex set V and edge set E. By a vertex c-coloring 
of G we mean any partition of V into c classes. An edge is monochromatic 
if both of its end vertices are colored the same. A path P of length p joining 
vertices u and u is an alternating sequence of p + 1 vertices and p edges 
uoe1 Ul e2 . . . e,u, such that u = uo, u = up, and such that ei joins Ui- 1 
and Ui, i = 1, 2, . . . . p. We denote the length of P by n(P), i.e., 1(P) =p. 
Vertices in a path can be repeated but edges must be distinct. If u = u the 
path is called closed. We call the path simple if the vertices in the path are 
all distinct. A simpZe closed path, called a circuit, is defined similarly. 
A monochromatic path is a path all of whose edges are monochromatic. 
The genus of G, denoted by y(G), is defined to be the smallest genus 
of all surfaces (compact orientable 2-manifolds) on which G can be 
embedded. For g a non-negative integer, let Yg denote the set of all graphs 
of genus g. 
Now consider a collection $9 of (finite) graphs. The bounded chromatic 
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number ~~(9) is the smallest number of colors c for which there exists a 
integer N such that every graph GE 99 can be vertex c-colored without 
forcing more than N monochromatic edges. The bounded (simple) path 
chromatic number xP(%) (x&g)) is the smallest number of colors c for 
which there exists an integer N such that every graph GE 99 can be 
c-colored without forcing a monochromatic (simple) path of length more 
than N. Albertson and Stromquist [l] asked whether ~~(9~1) = 4. It was 
shown in [6] that 4 < ~~(9~) < 6 and conjectured that ~~(9~) = 4 for all 
genera g. It was also shown in [6] that ~~~(9~) = 4. 
In this paper we show that ~~(9~) < 5, and ~~(9~) = 4. Further, for g 2 1, 
let its(g) (x4(g)) denote the smallest integer x such that every graph GE Yg 
can be 5-colored without forcing more than x monochromatic edges 
(4-colored without forcing a monochromatic path of length more than x). 
We show in Section 3 that 2g < PJg) < 74g - 36, and in Section 4 that 
(3/8)g - (l/2) fi + 3/32 < n4( g) < 224g - 106. This latter upper bound 
inequality improves the 0(22g) upper bound given in [6] for simple paths. 
Further research problems are discussed in Section 5. 
2. THE CYCLE SPACE OF A GRAPH 
We denote the vertex set of a subgraph S of G by V(S). For 
U c V = V(G) the subgraph S - U is the subgraph with vertex set V(S) - U 
whose edge set consists of all edges of S having both end vertices in 
V(S) - U. The vertex induced subgraph G[ U] is the subgraph whose vertex 
set is U and whose edge set consists of all the edges having both end 
vertices in U. For F c E, the edge induced subgraph G[F] is the subgraph 
with edge set F whose vertex set consists of all the vertices incident with at 
least one edge of E 
Now assume G is a connected graph embedded in S,. For the purpose 
of proving our main results, we can assume without loss of generality that 
each face of G is bounded by a circuit. Let o, E, 0 denote the number of 
vertices, edges, and faces, respectively, of the embedded graph G. A cycle 
2 is an even subgraph; i.e., every vertex of 2 has even degree (0 is con- 
sidered an even number). Let 9 denote the set of all cycles. The symmetric 
difference of two subgraphs S1 and S2, denoted by S, + S2, is the subgraph 
edge induced by the symmetric difference of the edge sets of S1 and S2. 
It is immediate that the set 9’ of cycles is closed under the operation of 
symmetric difference. Thus 9’ forms a vector space over the field of integers 
modulo 2 where vector addition is symmetric difference and scalar multi- 
plication is given by 22 = 2 if 3, = 1 and 12 = 0 if )3 = 0. It is well known 
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(see [ 51) that the dimension of the cycle space for any connected graph G 
is given by 
dim(S)=&--0+ 1. (2-l 1 
By assumption every face boundary of G is a circuit. Clearly a circuit is 
a cycle. let 9J denote the subspace of S!’ generated by the set of face 
boundaries. It is a well-known fact and easily verified that 
dim(a) = 4 - 1. (2.2) 
In fact the set of all the faces minus any givsen face determines a basis for 
99. Consider the quotient space (first homology group) %‘/a, i.e., the set 
of equivalence classes where two cycles 2, and Z2 belong to the same 
equivalence class if 2, = Z2 + B where BE 99. For 2 E 9 let z denote the 
equivalence class of Z/9 containing the cycle 2. 
By Euler’s polyhedron formula for graphs embedded on surfaces of genus 
g (see [3]) we have 
v-&+#=2-2g. (2.3 ) 
Combining (2,1), (2.2), and (2.3) yields 
dim(9/9) = 2g (2.4) 
Now consider a set r= ( C1, Cz, . . . . C,} of circuits such that 
c,, Cl, . ..) c, form a basis for 9’/9#. We will refer to r as a circuit basis 
of G. Proposition 2.1 below follows from the standard basis replacement 
property, and the observation that every cycle is the edge disjoint union of 
circuits. 
PROPOSITION 2.1. Let r be any circuit basis, and let A and a be any two 
cycles such that Ci = A + a, where Ci E r. Then either A or a contains a 
circuit Ci such that (r - ( Ci> ) v ( Cl ) is a circuit basis. 
3. THE BOUNDED CHROMATIC NUMBER OF Yg 
In this section we prove the following main theorem. 
THEOREM 3.1. The bounded chromatic number for the set Yg of graphs of 
genus g is at most 5; i.e., ~~(9~) < 5. Furthermore, for g 2 1, let pS(g) denote 
the smallest integer x such that every graph of genus g can be Scolored 
without forcing more than x monochromatic edges. Then 
2g < p5( g) < 74g - 36. (34 
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Proof The graph consisting of g copies of K7 has genus g (see [4]), 
and every 5-coloring of this graph forces at least 2g monochromatic edges. 
Thus ps( g) a 29. 
Clearly, to establish an upper bound for PJg), it is sufficient to consider 
any connected graph G of genus g. Embed G in a surface S, of genus g. We 
may assume without loss of generality (by adding vertices and edges, if 
necessary) that each face of G is bounded by a circuit. We define a 
5-coloring of G having no more than 74g - 36 monochromatic edges using 
the following strategy: we will contract a suitably defined subgraph H 
(containing a circuit basis) to a single vertex yielding a planar graph which 
can be properly 4-colored by the 4-Color Theorem [2, 31. The single vertex 
uses a color different from all its neighbors, so that we still have 
2 colors available to (independently) color H. This 2-coloring of H will 
depend on special minimality properties built into the construction of H. 
Before proceeding with this construction, we need two lemmas. The first 
lemma is stated without proof, and follows from well-known topological 
arguments. 
A circuit C is null homologous if C belongs to 99. Note that a circuit C 
is null homologous iff it disconnects the surface S,. 
LEMMA 3.2. Let G be a connected graph of genus g which can be embedded 
in a surface of genus g such that every face is bounded by a circuit. Let 
r= {C,, c*, . . . . C,> be any circuit basis of G. Then any circuit C which is 
not null homologous has at least one vertex in common with some circuit 
from r. 
LEMMA 3.3. Let H be a connected subgraph of G which contains a circuit 
basis, and let GH be the graph obtainedfrom G by identtfying all the vertices 
of H to a single vertex v, via a sequence of edge contractions. Then G, is 
a planar graph. 
Proof The argument we present here is similar to arguments given by 
Glover and Huneke in [7]. Assume that GN is non-planar. We will obtain 
a contradiction. The subgraph of G,., corresponding to the contracted 
graph consists of a single vertex vw and a set of loops. By Kuratowski’s 
Theorem (see [4, 51) Gu contains a subdivision of either KS or K3;3. But 
either subdivision must contain a circuit C that is not null homologous and 
does not contain vertex vH. To see this, consider first the case of a sub- 
division of Kg. It is sufficient to show that any embedding of K5 in Sg 
contains a circuit that is not null homologous and does not contain a given 
vertex v of KS. Assume to the contrary that K, is embedded in S, such that 
every circuit not containing v is null homologous. Let w, x, y, z denote the 
vertices of KS different from v. Since all circuits of the embedded complete 
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subgraph K4 induced by the vertices w, X, y, z are null homologous, S, - K4 
consists of four components bounded by the four triangles wxy, wxz, wyz, 
and xyz. The vertex u lies in one of these components, say the component 
bounded by xyz. But this means that any edge drawn in S, joining w  to v 
must intersect the triangle xyz, contradicting the fact that w  and t, are 
joined in KS. Hence KS must contain a circuit that is not null homologous 
and does not contain u. Similar arguments can be given for K3,3. Thus, in 
either case GH contains a circuit C that is not null homologous and does 
not contain vertex uH. By Lemma 3.2. every circuit of G which is not null 
homologous must contain at least one vertex of H. But this implies that C 
must contain vH which is a contradiction. 1 
We now resume the proof of Theorem 3.1 by constructing the subgraph 
H referred to above. An (ordered) set of paths 17 = (P, , P,, . . . . Pzg) is a 
connecting set of paths for the (ordered) circuit basis r = ( C1, C,, . . . . C,) 
if Hi = uj= I (Ci u Pi) is connected, i = 1, 2, . . . . 2g. It will be convenient 
to let HO denote the null subgraph. The subgraph H will be HZg for a 
pair (r, n) which is a minimal element with respect to a suitable quasi- 
ordering of the set X of all such pairs (r, n). We define this quasi- 
ordering on X as follows. Let Wi = V( Ci u Pi) - V(Hi- 1), and let Oi 
denote the number of vertices in Wi, i= 1,2, . . . . 2g. Let iii denote 
the length of path Pi (i.e. Ai = A( P,)), i = 1,2, . . . . 2g. Then (r, n) < 
(r’, n’) if ( ol, &, v2, A2, . . . . v2g, A2g) is lexicographically less than 
(4,&v;, A;, “‘, v;,, &>9 where vi and 2: are defined similarly to vi 
and ii with respect to the new circuit basis r’ and connecting paths 17’. 
(A sequence (x1, x2, . . . . x,) is lexicographically smaller than a sequence 
(Y19 Y29 --*3 yn) if xi < yj, where j is the first index i such that xi # yi.) 
Choose a circuit basis r = (C, , C2, . . . . C,) and a set of connecting paths 
n= (PI, P2, . ..) Pzg) such that (r, n) is minimal in the above defined 
ordering on X. Note that Pi must be a shortest path which joins a vertex 
of Ci to a vertex of Hi- i. In the case when Ci intersects Hi- I the path Pi 
is the null path (i.e., has length 0). Set H= H2g and let H’ denote the graph 
obtained from G by deleting all the vertices in H and their incident edges, 
i.e., H’ = G - V(H). 
We now define a 5-coloring of G with colors 0, 1, 2, 3, 4. It follows from 
Lemma 3.3 and the Q-Color Theorem that we can properly 4-color the 
vertices of H’ such that every vertex of H’ which is adjacent to a vertex of 
H is colored with one of the three colors 2, 3,4. Thus to prove the theorem 
it is sufficient to 2-color the vertices of H using the two colors 0 and 1 so 
that there are at most 74g- 36 monochromatic edges. We will define a 
2-coloring of H by (independently) coloring Vi, i = 1,2, . . . . 2g. Before 
defining this 2-coloring we prove some lemmas. In each of these lemmas 
iE {1,2, . . . . 2g>. 
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LEMMA 3.4 Let A and A be any two cycles such that Ci= A + A, 
and such that both Hi_ 1 u A and Hi_ 1 u A are connected. Let A 
a= IV(A)- V(Hi-,)l and di= IV(A)- V(Hi-I)(. Then either a or di is at 
least as great as vi. 
Proof: By Proposition 2.1, either A or a contains a circuit Ci such that 
r’= (r- (CJ) U (C:> is a circuit basis. If C[ is contained in A then let Pi 
be any path lying entirely in A u Hi_ 1 such that Cj u Pi u Hi_ 1 is con- 
nected (since A u Hi_ 1 is connected such a path must exist). Otherwise, 
let Pf be any path lying entirely in A u Hi- 1 such that Cl u Pi u Hi- 1 is 
connected. Let o[ = 1 V(Ci u Pi) - V(Hi_ l)l. Let 17’ be a set of connecting 
paths for the circuit basis r’ such that Pi = Pj, for all j < i, Pi is defined 
as above, and the remainder of the paths in l7’ are chosen in any way such 
that l7’ forms a set of connecting paths for r’. Since ui = oj and Aj = ~j, for 
all j < i, it follows from the minimality of (T’, n) that of 2 oi; i.e., either a 
or di is at least as great as Ui. 1 
LEMMA 3.5. Let A and A be any two circuits such that Ci = A + A. Let 
P and P be two paths such that both Hi- 1 u A u P and Hi,, u A u P are 
connected. Let u = 1 V(A u P) - V(Hi- 1)1 and di = I V(A u P) - V(Hi_ l)l. 
Then either (r- (Ci>) u {A) is a circuit basis and vi < a, or 
v- Wi>>” (4 is a circuit basis and vi < di. Furthermore, if 
tr- (ci>>u IA) is a circuit basis and vi = ct then iii < 1(P). Similarly, 
if(r-(ci})u Ia> is a circuit basis and vi = di then ;li 6 n(B). 
Proof. By Proposition 2.1, either A or a contains a circuit Ci such that 
r’=(T- (Ci})U {C:> is a circuit basis. Since both A and A are circuits 
it follows that either Cl = A or Ci = a. If Ci = A then set PJ = P, otherwise 
set Pi = ii. Let 0: = 1 V(Ci u Pi) - V(Hi- i)l, and 1: = ;1(Pj). Let 17’ be a set 
of connecting paths for the circuit basis r’ such that Pi = Pj, for all j < i, Pi 
is defined as above, and the remainder of the paths in l7’ are chosen in any 
way such that IT forms a set of connecting paths for r’. Since OJ’ = Oj and 
Aj = &, for all j < i, it follows from the minimality of (T’, n) that u[ > Oi, i.e., 
either a or di is at least as great as Ui. Furthermore if 0: = ui then 1: > li. 1 
LEMMA 3.6. If Ci intersects Hi-l, i.e., Ci has at least one vertex in 
common with Hi_ 1, then Ci - V(Hi- 1 ) is connected, i.e., is a path. 
Proof: Assume to the contrary that Ci - V(Hi_ i) is disconnected. 
Clearly each component of Ci - V( Hi_ 1) is a path. Let Q, and Q2 denote 
two of these paths. Let x and y denote the two end vertices of Q i , and let 
a and b denote the two vertices of Hi- i which are joined by an edge of Ci 
to x and y, respectively. Let R be any path in Hi_ 1 joining a and b (such 
a path exists since Hi- 1 is connected). Let A be the circuit consisting of the 
BOUNDED CHROMATIC NUMBER FOR GRAPHS 189 
two paths Q, and R, and the two edges ax and by. Let a =A + Ci. Then 
AT\Q~=(ZI~~~~~Q~=~.T~~~(V(A)-~((H,_~)I~~~(V(AI)-V(H,_,)I 
are both strictly less than vi, contradicting Lemma 3.4. 1 
In some of the following lemmas and proofs there will be two cases to 
consider, depending on whether or not Ci intersects Hi- 1. In the case 
where Ci intersects Hi- 1, denote the vertices of the path Ci- V(Hi-1) by 
CI’), . . . . cji), (t depends on i), and let cl;” and ciil 1 denote the two vertices of 
Ci n Hi- 1 which are adjacent in Ci to cI’) and cj’), respectively. Note in this 
case that Wi = (cf’, . . . . cl”}. In the case when Ci does not intersect Hi-,, 
denote the vertices of P. by pci) p@) 1 9 ***, 
belongs to Ci and pt’ belongs tOO’ Hi_ 1. 
py), (s depends on i), where pj’) 
Since Pi is a shortest path joining 
a vertex of Ci to a vertex of Hi- 1, Pi has only the vertex pr’ in common 
with Hi- 1, i.e., Wi = V(Ci u Pi) - (pg’}. Denote the vertices of Ci different 
from pj’) by cy), . . . . cji), where cy) and cji) are adjacent in Ci to py). 
LEMMA 3.7. If Ci intersects Hi_, then the induced subgraph G[ Wi] 
consists of a subpath of Ci together with the edge joining cli) and cjil (if it 
exists). Otherwise G[ Wi] consists of the subgraph Ci u Pi - (pg’> together 
with the edge joining cy) and c!‘l (if it exists). 
ProoJ Let e be any edge in G[ Wi] which does not belong to Ci u Pi. 
We show that if such an edge e exists it must join cl’) and cj’). Suppose not, 
i.e., suppose e joins u and o belonging to Wi, where {u, U> # {cl’), c!‘)}. 
Case 1: Ci Intersects Hi_ 1. Let A and 1 be the two circuits consisting 
of the edge e together with one of the two subpaths in Ci joining u and U. 
Let Pf (pi) be a shortest subpath of Ci such that A u Pi’ u Hi- 1 
(A u & u Hi_ 1) is connected. It is clear that Ci = A + A. It is also clear 
that both 1 V(A u Pi) - V(H,- 1)1 and I V(A u P() - V(Hi- 1)l are strictly 
less than vi. This contradicts Lemma 3.5. 
Case 2: Ci Does Not Intersect Hi- 1. There are three subcases: (i) both 
u and u belong to Ci, (ii) u belongs to Pi and u belongs to Ci, (iii) both 
u and o belong to Pi. Subcase (i) is similar to Case 1 discussed above. 
Consider Subcase (ii). Let A and a be the two circuits consisting of the 
edge e, the subpath of Pi joning u to py), and one of the two paths in Ci 
joining pi’) to v. Clearly, Ci = A + 2. Let PI be the subpath of Pi joining 
u to pg’. Then both I V(A u P[) - V(Hi- 1)l and I V(A u PJ) - V(Hi_I)I are 
at most as great as vi, and n(Pf) is strictly less than ili, contradicting 
Lemma 3.5. Finally, consider subcase (iii). The path obtained from Pi by 
replacing the subpath of Pi joining u and u with edge e is strictly shorter 
than Pi, contradicting the shortest path property of Pi. [ 
LEMMA 3.8. If Ci intersects Hi_ I then no vertex of Wi - (cl”, cl”> is 
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adjacent to a vertex of Hi- 1. Otherwise no vertex of Wi- (py)) is adjacent 
to a vertex of Hi- 1. 
Proof Case 1: Ci Intersects Hi- I . Assume there exists u E Wi - 
k y), cl’)} which is joined with an edge to a vertex v of Hi_ i. We will 
obtain a contradiction. Since Hi-i is connected there exists a path R 
joining v to cO (O which lies entirely in Hi- i . Let A denote the circuit con- 
sisting of the subpath of Ci joining cl’) to u, the edge uv, the path R and 
the edge joining cg) and cl”. Let a = A + Ci. Then both 1 V(A) - V(Hi- I)1 
and I V(J) - V(Hi- i)l are strictly less than Vi. This contradicts Lemma 3.4. 
Case 2: Ci Does Not Intersect Hi-i. Assume there exists a vertex 
u #py) which is joined with an edge to a vertex v of Hi_ I . We will obtain 
a contradiction. First consider the case when u lies in Pi. Let P[ be the path 
consisting of the subpath of Pi joining u and py), together with the edge UV. 
Then Pi’ is shorter than Pi, contradicting the shortest path property of Pi. 
Now consider the case when u belongs to Ci. Let R be any path joining v 
and pt) which lies entirely in Hi-i. Let A and R be the two circuits 
consisting of the path R, the path Pi, one of the two subpaths of Ci joining 
py) and u, and the edge uv. Let P and p both be the null path. It is 
clear that Ci = A + a. It is also clear that both I V(A) - V(Hi- 1)l and 
I v(A^)- V(Hi-- 111 are at most as great as Oi. Also O=A(P)=A(P)<lis 
Thus we have a contradiction to Lemma 3.5. 1 
The following lemma is stated for paths but is only needed in the proof 
of Theorem 3.1 for single edge paths. However we will need this extra 
generality in the proof of Theorem 4.1 which is given in Section 4. 
LEMMA 3.9. Let 9 be any collection of paths in G of cardinality 6 such 
that each path has one end in Wdl and the other end in W,, where a and /3 
are any two distinct indices from (1,2, . . . . 2g) (the a and fi vary with the 
path). Suppose that no two paths in 9 have any internal vertices in common, 
and none of the internal vertices of the path lie in any of the classes W,, 
k E (1, 2, . . . . 2g). Then there exist two distinct indices i and j such that the 
number of paths in z?S having one end in Wi and the other end in Wj is at least 
6/(12g-6). 
ProoJ: Since the induced subgraph G[ Wk] is connected it is possible to 
find a tree Tk that spans the vertices in W,, k = 1, 2, . . . . 2g. Delete any edge 
of G that is neither in a tree Tk, k E ( 1,2, . . . . 2g), nor in a path in 9. Con- 
tract the edges in Tk, k = 1,2, . . . . 2g. Call this new graph G’. As each Tk, 
k E { 1, 2, . . . . 2g >, is contained in a disc in S,, G’ is drawn in Sg. What G’ 
looks like is a collection of vertices wl, . . . . w2s and 191 internally disjoint 
paths joining them. Contract the edges of these paths so each path is a 
single edge and call the resulting graph G”. Clearly, G” is also in Sg. It 
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follows easily from Euler’s Polyhedron Formula (2.3) that a simple graph 
(without loops or multiple edges) of genus g with n vertices has at most 
3n + 6g - 6 edges. In particular a simple graph of genus g with 2g vertices 
(g 2 1) has at most 12g- 6 edges. It follows that the average multiplicity 
of an edge in G” is at least 6/(12g- 6). Hence there exist two (distinct) 
indices i and j such that the multiplicity of the edge joining vertices Wi and 
wi in G” is at least 6/( 12g - 6). l 
We now define a coloring of the vertices in Wi. In the case when Ci 
intersects Hi_ 1, color vertex cj’) with the color j (mod 2), j= 1, . . . . t. In the 
case when Ci does not intersect Hi_ 1, color p!” with color j (mod 2), 
j= 1, . . . . s, and color ct) with color s + k (mod’2), k = 1, . . . . t. It follows 
from Lemma 3.7 that in either case at most one edge of G[ Wi] is 
monochromatic, i = 1, 2, . . . . 2g. We have now colored all the vertices of G. 
Let & denote the set of all monochromatic edges joining a vertex in Wtt 
to a vertex in W,, for any pair of distinct indices a, /I from { 1, 2, ,.,, 2g). To 
complete the proof of Theorem 3.1 it is sufficient to show that k? has 
cardinality at most 72g - 36. Assume the contrary. Letting 9 be the set A, 
it follows from Lemma 3.9 that there exist two indices i and j, i < j, such 
that there are at least 7 monochromatic edges having one end in u/i and 
the other in Wi. But by Lemma 3.8 at most two vertices of wj are adjacent 
to a vertex of Wi (at most two vertices of lVj are adjacent to a vertex of 
Hj- i, and Wi s V(Hj- 1)). Thus, one vertex of Wj, say u, is joined with a 
monochromatic edge to a set X of at least 4 vertices from Wi. 
Case 1: Ci Intersects Hi- 1. Since 1x1 > 4 and since all the vertices 
in X are colored the same, there exists two vertices x1, x2 rz X such that 
x1 = Ck ti) and x2 = c:), where m-k>4 and k+t-m>3. Let Q be a path 
of length 2 consisting of the two edges uxl and ux2. Let A and 2 be the 
two circuits consisting of the path Q, together with one of the two subpaths 
in Ci joining xi and x2. Let P (P) be a shortest subpath of Ci such that 
AUPUHi-1 (a u P u Hi- i) is connected. It is clear that A + A = Ci. It is 
also clear that both 1 V(A u P) - V(Hi- i)l and ) V(a u Ii) - V(Hi-,)I are 
strictly less than Dip contradicting Lemma 3.4. 
Case 2: Ci Does Not Intersect Hi-i. Since 1x1 3 4 and since all the 
vertices in X are colored the same, there exist two vertices x1, x2 E X such 
that one of the following holds: (i) x1 = c; and x2 = cz), where m -k 2 4 
. . 
and k+t-m>3 (11) x =P 
s-k+t-m>g9 ‘(iii) xl 
1 k and x “, 2- In? where s-k+m24 and 
=pk and x2=pm, where m -k24. The case 
when (i) holds is similar to Case 1 above. Assume (ii) holds. Let Q be the 
path of length 2 consisting of the two edges uxl and ux2. Let A and a be 
the two circuits consisting of the path Q the subpath of Pi from xl to pS, 
and one of the two paths joining pS and x2. Let Pi be the subpath of P! 
582b/56/2-4 
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from pO to x1. Then IV(AuPj)- V(H,-,)I and IV(AuPj)- V(Hi-,)I are 
at most as great as Oi, and n(Pi) is strictly less than ;lj. This contradicts 
Lemma 2.6. Finally, assume (iii) holds. Then the path obtained from Pi by 
replacing the subpath from x1 to x2 with path Q is strictly shorter than Pi, 
contradicting the shortest path property of Pi. 
This completes the proof of Theorem 3.1. 
4. THE BOUNDED PATH CHROMATIC NUMBER 
In this section we prove the following theorem. 
THEOREM 4.1. The bounded path chromatic number for the set Yg of 
graphs of genus g is 4, i.e., 
denote the smallest integer x such 
= 4. Furthermore, for gL 1, let dg) 
that euery graph of genus g can be 
4-colored without forcing a path of length more than x. Then 
(3/8)g-(1/2),,$+3/32,<n,(g)<224g-106. (44 
Proof. It was shown in [6] that ~~~(9~) = 4. Hence xP(‘40g) 24. To 
show that ~~(9~) = 4, it is sufficient to establish (4.1). A classical result of 
Ringel and Youngs [4] states that the genus y(K,) of the complete graph 
KP on p vertices, for p > 3, is given by 
Y&J = r (P-VP-4) 1 12 * (4.2) 
Choose p such that y(K,) <g < y(K,+ i). It can be shown from (4.2) that 
p>2&+2. (4.3 1 
Let q = [p/41. Since y(K,) <g, KP can be embedded in a surface S, of 
genus g. Further, it is clear that any 4-coloring of KP contains a 
monochromatic K, (i.e., a clique Q of size q such that all the edges of 
G[Q] are monochromatic). If q is odd then K4 is Eulerian; i.e., there 
exists a path P of length q(q - 1)/2 which passes through each edge once. 
Otherwise K4- 1 is Eulerian; i.e., there exists a path of length 
(q - 1 )(q - 2)/2 which passes through each edge once. It follows that 
Ilq(g)~(q--1)(9-2)/2~(3/8)g-(1/2)J3g+3/32. (4.4) 
We establish the upper bound for n4(g), with the aid of the following 
two lemmas. As in Section 2, we choose a circuit basis r and a set of 
connecting paths I7 such that (r, n) is minimal. We will use the notation 
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and terminology defined in Sections 2 and 3. In each of the following 
lemmas iE { 1,2, . . . . 2g). 
LEMMA 4.2. Let Q be a path of length 2 joining two vertices u and v from 
Wi whose intermediate vertex belongs to H’. If Ci intersects Hi-1 then 
(u, v > equals one of the following: ( cjiJ, cj: 1 } (j = 1, . . . . t - I), { cj’), cj’$ 2 > 
(j=l, . . . . t-2), {c~),c!~,], {cl’), c!‘)}, {c~),c!~)~), {c~),c!~)}, Zf Ci does 
not intersect Hi _ 1 then (u, v > equals one of the above or equals one of 
the following: {pjiJ, pj: 1 > (j = 1, . . . . s - I ), (pji), pi($ 2 > (j = 1, . . . . s - 2), 
(pB” 1, cl”} {pli’ 1, c!“}, (pj”, c1”}, {pj”, cy >, {pj”, cy }, {p!“, Cl?/}. 
Proof: Suppose there exists a path Q which violates Lemma 4.2. 
Case 1: Ci Intersects Hi- 1. Let A and j be the two circuits consisting 
of the path Q together with one of the two subpaths in Ci joining u and 
V. Let Pi (Pi) be a shortest subpath of Ci such that A u Pf u Hi-1 
(A u p; u Hi- 1) is connected. It is clear that Ci = A + A. It is also clear 
that both 1 V(A u Pi) - V(Hi- I)[ and 1 V(a u PJ) - V( Hi_ 1)) are strictly 
less than oi. This contradicts Lemma 3.5. 
Case 2: Ci Does Not Intersect Hi_ 1. There are three subcases: (i) both 
u and v belong to Ci, (ii) u belongs to Pi and v belongs to Ci, (iii) both 
u and v belong to Pi. Subcase (i) is similar to Case 1 discussed above. 
Consider Subcase (ii). Let A and R be the two circuits consisting of the 
path Q, the subpath of Pi joining u to py’, and one of the two paths in Ci 
joining pj” to v. Clearly, Ci = A + A. Let Pf be the subpath of Pi joining 
u to pg’. Then both I V(A u P:) - V(Hi_ i)l and ( V(A^ u Pi) - V(Hi_,)l are 
at most as great as vi, and n(Pi) is strictly less than pi, contradicting 
Lemma 3.5. Finally, consider subcase (iii). The path obtained from Pi by 
replacing the subpath of Pi joining u and v with path Q is strictly shorter 
than Pi, contradicting the shortest path property of Pi. 
LEMMA 4.3. Let Q be a path of length 2 joining a vertex u of Wi to a 
vertex v of Hi- 1 whose intermediate vertex belongs to H’. If Ci intersects 
Hi- 1 then u E (cy), cy), cl? 1, c!” >. If Ci does not intersect Hi _ 1 then 
UE {PI 9P2 3 Cl (i) (0 (i), cji)}s 
Proof Case 1: Ci Intersects Hi_ 1. Assume to the contrary that 
(4 (4 (i) ue {Cl 3 c2 9 C,-l, cl”]. Since Hi_, is connected there exists a path R 
joining v to cg) which lies entirely in Hi- 1. Let A denote the circuit con- 
sisting of the subpath of Ci joining cy) to u, the path Q, the path R and 
the edge joining cI;‘) and cY). Let a = A + Ci. Then both 1 V(A) - V(Hi- 1)l 
and 1 V(A) - V(Hi- 1)l are strictly less than vi. This contradicts Lemma 3.4. 
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Case 2: Cj Does Not Intersect Hi- 1. Assume to the contrary that 
u $ (ps”, &‘, @, (i) c, >. We will obtain a contradiction. First consider the 
case when u lies in Pi. Let Pi be the path consisting of the subpath of Pi 
joining u and pj’), together with the path Q. Then Pi is strictly shorter than 
Pi, contradicting the shortest path property of Pi. Now consider the case 
when u belongs to Ci. Let R be any path joining v and pt) which lies 
entirely in Hi_ 1. Let A and a be the two circuits consisting of the path R, 
the path Pi, one of the two subpaths of Ci joining t)y) and u, and the 
path Q. Let P and p both be the null path. It is clear that Cj = A + a. 
It is also clear that 1 V(A) - V(H,- II and 1 V(a) - V(Hj- 1)/ are at most as 
great as ui. Also 0 = A(P) = lz(p) < Ai. Thus we have a contradiction to 
Lemma 3.5. 1 
We now define a vertex 4-coloring of G with colors 0, 1,2, 3. Properly 
4-color the vertices of H’ (this can be done since H’ is planar). Color the 
vertices in Wi, i= 1, . . . . 29, as follows. In the case when Ci intersects Hi_ 1, 
color vertex cj’) with the color j (mod 4), j= 1, . . . . t. In the case when Ci 
does not intersect Hi- 1, color pj’) with color j (mod 4), j = 1, . . . . s, and 
color cf) with color s + k (mod 4), k = 1, . . . . t. We have now colored all the 
vertices of G. Let L be a maximum length monochromatic path. We treat 
the case where the color of L is 0; the other cases are identical. To complete 
the proof of Theorem 4.1 it remains to show that the length of L is at most 
224g - 106. 
Let 2z denote the set of all monochromatic paths Q colored 0 whose 
length is at most 2 such that both end vertices of Q lie in H and the interior 
vertex (if it exists) lies in H’. Let A2 denote the subset of the paths in 2z 
having one vertex in Wdl and the other in W,, for any pair of distinct 
indices a, /? from ( 1, 2, . . . . 2g). It follows from Lemma 4.2 and the way in 
which the vertices of Hi_ 1 are colored that the number of paths in & - A2 
is at most 4g (at most 2 paths from 2z - A2 join two vertices of Wi, 
i = 1, 2, . . . . 2g). We will now show that the cardinality of M2 is at most 
108g - 54. Assume the contrary. It follows from Lemma 3.9, where 9 is the 
set M2, that there exist a pair of distinct indices i, j, such that there are at 
least 9 paths from JZ2 having one end in Wi and the other in Wi. Assume 
i <j. It follows from Lemma 4.3 and the way in which the vertices of Hi- 1 
are colored that at most 3 vertices of W,- are joined with a path from A, 
to a vertex of Wi. Thus, one vertex of Wi, say u, is joined with paths from 
A2 to a set X of at least 4 vertices from Wi. 
Case 1: Cj Intersects Hi_ 1. Since 1x1 b 4 and since all the vertices in 
X are colored 0, there exists two vertices x1 ,x2 E X such that x1 = ci) and 
U) q=c,, where m - k > 8 and k + t - m > 5. Let Q be the path of length at 
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most 4 consisting of the two paths from A2 joining u to x1 and x2. Let A 
and A be the two circuits consisting of the path Q, together with one of the 
two subpaths in Ci joining x1 and x2. Let P (p) be a shortest subpath of 
Ci such that A u PU Hi_ I (d u P u Hi_ 1) is connected. It is clear that 
A +a = Ci. It is also clear that both ) V(A u P) - V(Hi_,)( and 
1 V(A^ u P) - V(Hj- J are strictly less than Oi, contradicting Lemma 3.4. 
Case 2: Ci Does Not Intersect Hi-, . Since 1x1 > 4 and since all 
the vertices in X are colored 0, there exists two vertices x,, x2 E X such 
that one of the following holds: (i) x1 = CL and x2 = c:), where m-k>, 8 
and k+t m>5 
. . - 
s-k+t-ma;, 
(11) x = p and x l’c - where s-k+m>8 and 
tiii)x,=bkandx,=pi, whi;em--k>g.Thecasewhere 
(i) holds is similar to Case 1 above. Assume (ii) holds. Let Q be the path 
of length at most 4 consisting of the two paths from A2 joining u to X, and 
x2. Let A and a be the two circuits consisting of the path Q the subpath 
Of Pi from X1 t0 ps, and one of the two paths joining ps and x2. Let Pi be 
the subpath of Pi from p. to Pj. Then IV(AuPi)- V(Hi-I)[ and 
I~(A^UP~)- V(Hi-l)l are at most as large as Oi, and n(PI) is strictly less 
than pi. This contradicts Lemma 3.5. Finally, assume (iii) holds. Then the 
path obtained from Pi by replacing the subpath from x1 to x2 with path Q 
is strictly shorter than Pi, contradicting the shortest path property of Pi. 
It follows that the cardinality of A2 is at most 108g - 54. 
Hence & has cardinality at most 112g - 54. Consider the monochro- 
matic path L of maximum length defined earlier. Let u and u denote the 
two end vertices of L, and let e, and e, denote the edges of L incident with 
u and V, respectively. Since H’ is properly 4-colored no two consecutive 
vertices of L belong to H’. It follows that L is the edge disjoint union of 
paths from 22 together with at most 2 additional edges (e, if u belongs to 
H’, and e, if u belongs to H’), But since each path in Z!2 has length either 
one or two it follows that the length of L is no greater than 2 Is21 + 2, i.e., 
A(L) < 224g - 106. 
This completes the proof of Theorem 4.1. 
5. FURTHER RESEARCH 
The conjecture that the bounded chromatic number for the set Yg of 
graphs of genus g, i.e., ~~(9~) = 4, remains open. In this paper we proved 
that the bounded path chromatic number is 4. For 3 a collection of finite 
graphs, the bounded tree chromatic number ~~(9) is the smallest number of 
colors c for which there exists an integer N such that every graph G E %J can 
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be c-colored without forcing a monochromatic tree having more than N 
vertices (a monochromatic tree is a subtree of G, all of whose vertices are 
colored the same). Since x&5$) = 4, we know that ~~(9~) 2 4. We propose 
the following conjecture which is weaker than the conjecture that 
XBGg = 4. 
Conjecture 5.1. The bounded tree chromatic number ~~(9~) for the set 
of graph Yg of genus g is 4, i.e., 
x*(sp,> = 4. (5.1) 
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