Abstract. We obtain weak type (1,1) estimates for the inverses of truncated discrete rough Hilbert transform. We include an example showing that our result is sharp. One of the ingredients of the proof are regularity estimates for convolutions of singular measure associated with the sequence [m α ], see [18] .
Introduction
Suppose 1 < α ≤ 1 + 1 1000
, 0 < θ < 1 are fixed parameters. For a non-negative number M we consider a family of operators on ℓ 2 (Z)
(1) , 2). It is by now a routine fact that the operators H M , the truncated Hilbert transforms, are bounded on ℓ p , 1 < p < ∞ with norm estimates uniform in M and θ. The analogous weak type (1, 1) estimate seems to be unknown.
For a fixed θ, by a rather routine application of the methods of [4] , [16] and [18] the operators H M can be shown to be of weak type (1, 1) uniformly in M. The subject of the current paper has been inspired by [3] . There, a theorem has been proved ( [3] , Theorem 3), which for our purposes can be formulated as follows:
where Ω is homogeneous of degree 0, Ω ∈ L q (S d−1 ) and has mean 0.
Denote Kf = K * f . Suppose further that for some λ ∈ C the operator λ Id+ K is invertible in
where the kernel K ′ satisfies the same assumptions as K.
It immediately implies:
Corollary ( [3] , [4] , [6] , [15] ). In the setting of the above theorem, the operator (λ Id + K) −1 is of weak type (1,1).
The principal object of the current work is to extend the above theorem to the case of discrete rough Hilbert transforms H M . For a fixed θ we prove the uniform in M estimates for (λ Id+ H M ) −1 ℓ 1 →ℓ 1,∞ , provided such an estimate exists in the sense of ℓ 2 . By the previous general remark, this goal is accomplished through the following representation theorem, which is the main result of this paper and let θ be such, that α − 1 < θ < 1. Fix λ ∈ C and suppose that for some constant C I we have |K(x − y) − K(x)|.
Moreover, the above restriction on θ is sharp (we make this statement precise in Theorem 4 in the next section).
Applying standard Banach algebras arguments (eg. [8] ), for each fixed M, the kernel of the operator (λ Id+
any N ≥ 0. In particular (λ Id+ H M ) −1 is bounded on ℓ 1 , but the weak type (1, 1) estimate obtained in this way becomes unbounded when M → ∞. Also, by selfduality of the multiplier problem, the uniform in M upper bound for (λ Id + H M )
It is worthwhile to put our result in a more general context. First we note that for the convolution Calderón-Zygmund operators in the continuous setting, the invertibility theorems are by now classical. Similarly, the resolvent of the discrete Hilbert transform, if it exists as an operator on ℓ 2 (Z), is a discrete Calderón-Zygmund operator. This fact seems to be folklore and can be proved by an application of Fourier transform or by the method of [3] . The discrete analogues of the classical singular integrals have been studied intensively, see some examples [1] , [2] , [5] , [10] , [11] [13]. We believe, that our results fit well within this line of research.
for some small positive γ 0 depending only on δ = θ − (α − 1).
For a fixed M we put
where the infimum is taken over all representations of the operator T in the form (5).
In fact A M is a Banach algebra with the norm C T A M for certain constant C independent of M. Moreover,
is Calderón-Zygmund kernel with constant controlled by T A M .
We are now ready to formulate the two theorems leading immediately to Theorem 1. Theorem 3. Let θ > α − 1. Assume that for some fixed λ ∈ C and a constant C I all operators λ Id + H M are invertible for M ≥ M 0 and (λ Id + βH M )
Theorem 4. Let θ < α − 1. There exists a sequence of functions ϕ s and a compact set Γ ⊂ C such that the corresponding Hilbert transform Remarks: (i) The range of α's considered in Theorem 3 is not optimal, and can be improved using the methods from [12] , [18] or a variant of the argument used in this work to prove Lemma 6.
(ii) Theorem 3 is probably also true with [ 
where ϕ is a function of the Hardy class considered in [12] .
(iii) For values of θ < 1 close to 1 Theorem 3 could be proved using regularising effect in ℓ 2 of the kernel H M . Known estimates for the Fourier transformĤ M seem, however, to be too weak to cover the entire range of θ considered in this paper.
(iv) In the proof of Lemma 12 we could have used a weaker statement of Lemma 6, at a cost of a more sophisticated argument. We believe that Lemma 6 is of some independent interest, because of its relation to certain type of Waring problem (see [7] , [17] [7] it can be shown that
(where c α is explicitly computable).
(vi) We refer the reader to our subsequent paper [14] for a sharper version of Theorem 4, see Remark at the end of Section 5.
Theorem 3 is an immediate consequence of the following result, which exploits the mixed-norm submultiplicity properties of algebras A M . The idea of using such estimates to solve the problem of invertibility of singular integral operators first appeared in [3] . 
where the constant C A does not depend on M and ǫ(M) → 0 as M → ∞. Suppose all operators from the sequence T (M ) are invertible on ℓ 2 and satisfy:
Then for an M 1 ≥ M 0 , sufficiently large and depending only on K and δ, and all
Proof. We will drop the superscript M and denote T (M ) by T . We first prove that there exist constants C, N 0 and δ 1 < 1, depending only on K, δ, C A , such that
A simple inductive argument shows an estimate
where G N is a polynomial of degree ≤ 2 N , with non-negative coefficients. Suppose an operator T satisfies (11). Then, clearly
Choose N 0 such, that
and
We get
By (10) and a standard Banach algebras considerations we get
Suppose that the positive invertible on ℓ 2 operator T satisfies (11) . (11) . Applying (13) to the Neumann series representation of T −1 we get an estimate T −1
Now, if T is an arbitrary operator, invertible on ℓ 2 and satisfying (11), we apply the above conclusion to T * T and T T * and the proof of Theorem 5 is concluded.
The fact that the algebra norms · A M satisfy the hypotheses (9) and (10) will follow from a series of lemmas, which are gathered in the next section.
Lemmas
In this section we fix
, 2), and, for convenience let us introduce an operator H s :
where H s corresponds to the functionsφ s (t) = ϕ(t 1/α ). Let us denote by H s (x) the kernel of this operator.
where
where the constants C depends only on ϕ.
This lemma is the main technical tool we use. We postpone its proof to the next section. In this section we will apply this lemma to H s , that is with s replaced by s
For a given convolution kernel K on Z we define truncated kernels:
Then for R ≥ 1 we have
where the constant C is independent of R.
Proof. This is immediate by Fourier transform. (5), we have
Lemma 8. For an operator T as in
Proof. It suffices to observe, that
and by (iii) of definition 2
Then, for ǫ(M) ≤ C M −θ/2 the conclusion follows from
Lemma 9. Let T be the kernel of the form (5). Then T admits a representation
where:
the function ψ is the same smooth cutoff function as in the previous lemma, the kernels K ′ s satisfy conditions (i) s ...(iv) s from Definition 2, and we have:
Proof. This lemma is standard and we include the proof for the reader's convenience. Let ψ be the smooth symmetric cutoff function as in the lemma 7, and let s ′ be the largest dyadic integer satisfying
We let
and thus
Given an operator T with kernel of the form (5):
we can write the decomposition of its kernel
Now we let
Observe, that the kernelsK s satisfy the requirements in the definition of the algebra A M , except, possibly, for the vanishing means. We let
where the constants c s have been chosen so that c s s x∈Z ψ x s = 1.
Note, that the kernels K 
in a weak sense. Moreover, by lemma 7 applied to ψ s 0 · T and estimate on λ provided by lemma 8, the partial sums
and by the construction
We will now show the required estimate for J s , that is
and, since the kernel H M is antysymmetric
where the estimate for K s ℓ 2 →ℓ 2 follows by lemma 7. Now we apply lemma 8. 
Proof. It suffices to prove (ii) with |h| ≤ Cs since it implies (i). For the moment, the superscript h denotes the translation of a function by h. We have:
In the above we have applied Lemma 6 with δ l = δ/2 to obtain the decomposition : H s * H s = G s + Cδ 0 s 1/α + E s , satisfying estimates (16), (17) . We have for γ ≤ γ(δ/2), where γ(δ) is defined by (17) :
· s −δ/4α , for δ/4α ≥ γ and s 1 as in II.
where the kernelsH s ′ ,K ′ s ′ comes from the representation ofT in the sense of Lemma 9.
Lemma 11. For γ ≤ γ 0 (δ) and s 1−1/α+δ/α ≤ s 1 ≤ s we have
Proof. Immediate, from Lemmas 9 and 10.
, where ϕ l has been defined in Lemma 10. We have for γ ≤ γ 0 (δ):
Proof. (ii) and (iv) follow from (i) and (iii), since |h| ≥ 1. We will now prove (i). We again use Lemma 6 with δ L = δ/2.
We estimate each part:
The estimates of |II| is very crude but it suffices for our purposes. The proof of (iii) is identical. Lemma 13. We notice:
where T s ,T s has been defined before Lemma 11.
Proof. It is a corollary of Lemmas 11 and 12. Let
) and ϕ s 1 ψ l be as in Lemma 12.
The conclusion of the Lemma follows directly from the formula:
Since the kernels T s ,T s are supported in [−Cs, Cs] for some constant C, from Lemma 11 we conclude that
satisfies (18) and (19), that is the (i) s 2 − (iv) s 2 of the definition 2 for some s 2 = Cs and with the constant
by Lemma 12 satisfies (18) and (19), that is the (i) s 2 −(iv) s 2 of the definition 2 with s 2 = Cs and
Since the number of summands in (20) is at most C(log M)
2 , the lemma follows.
Lemma 14. We have:
, and the constant C does not depend on M.
Proof. We use the identity
(T s ,T s as in the previous Lemma). We apply Lemma 13 , and obtain the estimates in the case s ≤ M. 
Proof of Lemma 6.
In this section we slightly abuse the notation and denote generic s by
The estimates (17) and (16) 
We will denoteG M again by G M and define E M (x) by equation (15) with additional condition
We will apply the method of trigonometric polynomials and we refer the reader to [9] for all background facts. We begin with some definitions used in the sequel.
Definition. Let δ > 0 be small, and δ 0 = δ 100
. We consider the partition of the interval [0, 1) into intervals of the form
For a number ∆ ∈ [0, 1) we will denote by I(∆) the unique interval of the above form such that ∆ ∈ I(∆). We will write I r = [a(I r ), b(I r )) and denote by l(∆) = l(I(∆)) = b(I(∆)) − a(I(∆)) the length of I(∆).
Furthermore, we let m(h, x, ∆) be the unique, if it exists, nonnegative solution of
where x, h ∈ N and 0 ≤ ∆ < 1. Let
We will consider the following condition for (h, x, ∆, k):
≤ m ≤ 2M and satisfies (22), and H, x, h, ∆ as above then
for some constant C independent of M, x, h, ∆. Moreover we have the following estimates:
where the choice of b r ∈ I r is arbitrary, and ϕ ∈ C ∞ c (
, 2).
Proof. The estimate (26) follows immediately from the Taylor's formula. In order to prove (27) we use the mean value theorem and the definition of m(h, x, t):
Hence:
We now prove (28). Let x 1 be such that
that is
Using the Taylor's formula applied to (22) we obtain |x 1 −x| ≤ xM −1/100 .
We have:
We now prove the last part, (29). Using the estimate (30) it is straightforward to check that
.
We apply (28) and replace m(h, x, 0) by m(h,
The last equality follows from (26), and the fact, that by (26)
and the Taylor's formula. Now, by the change of variables, the last integral equals to c α M 2−α and (29) follows.
100 . We then have:
where J where the error term Er(x) satisfies (32)
The last inequality, by [18] is true for every x ∈ Z. The first statement of Lemma follows.
If for some ∆ ∈ I(∆) ⊂ [0, 1) we have
Analogously:
and then
It follows, that
The required inclusions now follow. 
We now choose new It is straightforward to see, that if ψ is any one of the above introduced functions we have the estimates:
Lemma 17. We have an estimate
where ψ is any of the functions ψ ± M,Ir , and
We have
It follows from (34) that II ≤ |J | M −δ 0 . We will estimate I. We have, as in the proof of Van der Corput's difference lemma, [9] :
with the second term of the last expression estimated by |J |(
We have used in the above the the following obvious consequence of the Taylor's formula
We continue the original estimate:
Lemma 18. Assume |k| ≤ M 2δ 0 . We have the estimates
Proof. The last inequality is an obvious consequence of (27). Based on (35) and (36) it is enough to prove the estimate
To do so, let us momentarily fix h, x, ∆, k which do not satisfy (25), and thus there exists m ∈ J such, that
Let |k| ≤ M 2δ 0 . We will show the estimate
Since m ∈ J, it satisfies the equation
and by the mean-value theorem
By (23) we have M δ ≤ H ≤ M 99/100 and consequently since |k| ≤ M 2δ 0
Now, let w ∈ N be the integer approximation of kx h
, thus 
