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Abstract
Projected 21st century changes in high‐latitude climate are expected to have
significant impacts on permafrost thaw, which could cause substantial 
increases in emissions to the atmosphere of carbon dioxide (CO2) and 
methane (CH4, which has a global warming potential 28 times larger than 
CO2 over a 100‐year horizon). However, predicted CH4 emission rates are 
very uncertain due to difficulties in modeling complex interactions among 
hydrological, thermal, biogeochemical, and plant processes. Methanogenic 
production pathways (i.e., acetoclastic [AM] and hydrogenotrophic [HM]) and
the magnitude of CH4 emissions may both change as permafrost thaws, but a
mechanistic analysis of controls on such shifts in CH4 dynamics is lacking. In 
this study, we reproduced observed shifts in CH4 emissions and production 
pathways with a comprehensive biogeochemical model (ecosys) at the 
Stordalen Mire in subarctic Sweden. Our results demonstrate that soil 
temperature changes differently affect AM and HM substrate availability, 
which regulates magnitudes of AM, HM, and thereby net CH4 emissions. We 
predict very large landscape‐scale, vertical, and temporal variations in the 
modeled HM fraction, highlighting that measurement strategies for metrics 
that compare CH4 production pathways could benefit from model informed 
scale of temporal and spatial variance. Finally, our findings suggest that the 
warming and wetting trends projected in northern peatlands could enhance 
peatland AM fraction and CH4 emissions even without further permafrost 
degradation.
Plain Language Summary
Permafrost peatlands store large amounts of carbon potentially vulnerable to
decomposition, and the changing climate is expected to have significant and 
uncertain impacts on high‐latitude methane (CH4) emissions. CH4 is an 
important greenhouse gas, and CH4 emissions represent a positive feedback 
with climate change. In this study, we reproduced the observed shifts in CH4 
dynamics with a comprehensive biogeochemical model (ecosys) at the 
Stordalen Mire in subarctic Sweden, and quantified the effects of individual 
factors that regulate CH4 dynamics. Our results show that CH4 production 
rates depend on soil temperature, which itself is affected by a series of 
hydrological and thermal feedbacks. In addition, our results indicate that 
changes in soil temperature could indirectly (via substrate production) 
induce the measured shifts in CH4 production pathways. Our findings suggest
that the warming and wetting trends projected in high‐latitude regions could 
enhance peatland CH4 production rates, which could accelerate projected 
climate changes even without further permafrost degradation.
1 Introduction
Undecomposed soil organic carbon (SOC) stored in the northern circumpolar 
permafrost zone contains about twice as much carbon as currently in the 
atmosphere (1,460–1,600 Pg C (Hugelius et al., 2014; Schuur et al., 2015, 
2018)). A significant portion of that carbon is vulnerable to be emitted as 
carbon dioxide (CO2) and methane (CH4) that have positive radiative forcing 
impacts as permafrost thaws (Koven et al., 2011; Schuur et al., 2015). 
However, estimated rates of permafrost soil carbon loss are strongly 
dependent on model physical and biological parameterizations that are 
currently very uncertain (McGuire et al., 2016, 2018). High‐latitude carbon 
cycling is sensitive to ecosystem properties (e.g., soil moisture, soil 
temperature, water table position, permafrost thaw stage, microbial 
community, and vegetation composition), climate forcing (e.g., air 
temperature and precipitation), and their spatiotemporal variability (Chang 
et al., 2019; Malhotra & Roulet, 2015; McCalley et al., 2014; Olefeldt et al., 
2013). In addition, the global radiative energy budget is sensitive to the form
of permafrost soil carbon loss because the global warming potential of CH4 is 
estimated to be 84 and 28 times stronger than that of CO2 over 20 and 100 
year periods, respectively (Myhre et al., 2013). Neubauer and Megonigal 
(2015) demonstrated that using different metrics to quantify the radiative 
forcing of individual greenhouse gases can yield quantitatively or even 
qualitatively different conclusions in global radiative energy budget 
estimates. Overall, the partitioning of carbon emissions between CO2 and CH4
is currently uncertain, and a number of knowledge gaps need to be 
addressed to reduce the uncertainty in global climate change assessments.
The warming and wetting trends projected in the northern circumpolar 
permafrost zone could enhance permafrost degradation, shift surface 
hydrological conditions, and thereby alter CH4 emissions over the 21st 
century (Bintanja & Andry, 2017; Collins et al., 2013). Amplification of these 
trends at higher latitudes increases the importance of understanding these 
feedback connections. Studies have shown that CH4 emissions are primarily 
controlled by soil microbial communities that determine CH4 production 
pathways (McCalley et al., 2014; Woodcroft et al., 2018), soil thermal and 
moisture status that affects aerobic and anaerobic decomposition 
(Christensen et al., 2004; Olefeldt et al., 2013), organic matter chemistry 
that regulates CH4 production rate (Hodgkins et al., 2014; Ye et al., 2012), 
the relative strength between CH4 oxidation and CH4 production (Lofton et 
al., 2014; Zheng et al., 2018), and plant‐mediated transport of oxygen or CH4
through aerenchyma (Chanton, 2005; Olefeldt et al., 2013). Meta‐analysis 
conducted by Yvon‐Durocher et al. (2014) suggests that both CH4 emissions 
and the ratio of CH4 to CO2 emissions would increase with increases in 
temperature. Knoblauch et al. (2018) indicated that higher global warming 
equivalents were formed under anaerobic conditions than under aerobic 
conditions through 7 year laboratory incubations. The results presented in 
Knoblauch et al. (2018) emphasize the importance of CH4 production in 
thawing permafrost, which challenges the view of a stronger permafrost 
carbon feedback dominated by CO2 production from drained (aerobic) soils 
(Schädel et al., 2016).
Biological CH4 production is primarily governed by three mechanisms: 
acetoclastic methanogenesis (AM), hydrogenotrophic methanogenesis (HM), 
and methylotrophic methanogenesis (MM). MM contributes a small fraction to
CH4 emissions and is typically discounted (Penger et al., 2012). From 
genomic evidence, HM appears to be the most ubiquitous pathway (Thauer 
et al., 2008), although AM contributes most to atmospheric emissions 
(Fournier & Gogarten, 2008).
The proportion of CH4 produced by AM relative to HM may increase with 
increasing pH (Kotsyurbenko et al., 2007), increasing organic matter 
reactivity (Hornibrook et al., 1997), decreasing Sphagnum abundance (Hines 
et al., 2008), and shifting microbial community response to permafrost thaw 
progression (Hodgkins et al., 2014; McCalley et al., 2014; Woodcroft et al., 
2018). However, despite this complexity, most existing models simulate 
methanogenesis as a single process driven by net primary production that 
does not differentiate AM and HM pathways (Wania et al., 2013; Xu et al., 
2016). For example, only 3 of 40 terrestrial CH4 models reviewed in Xu et al. 
(2016) explicitly simulate AM and HM pathways; the relatively simple 
representation of CH4 production in most models might cause significant 
uncertainty in CH4 emission estimates. Deng et al. (2017) showed that the 
inclusion of acetate dynamics can improve estimates of CH4 production 
pathways, but the mechanisms controlling the observed shifts in CH4 cycling 
as permafrost thaws remain uncertain.
To build a system‐level understanding of changes in CH4 cycling, a process‐
based model that incorporates the above‐mentioned mechanisms controlling
CH4 dynamics (i.e., soil hydrology, vegetation dynamics, acetate dynamics, 
and microbial dynamics) is needed. Here, we use the ecosystem scale 
biogeochemical model ecosys (e.g., Grant, Mekonnen, Riley, Arora, & Torn, 
2017; Grant, Mekonnen, Riley, Wainwright, et al., 2017), a process‐rich 
model that mechanically represents CH4 dynamics, to study the shifting CH4 
cycling observed along the permafrost thaw gradient at the Stordalen Mire in
subarctic Sweden (Hodgkins et al., 2014; McCalley et al., 2014; Woodcroft et 
al., 2018). The Stordalen Mire is in the discontinuous permafrost zone, and 
its landscape has been thawing over the past several decades (Christensen 
et al., 2004). Permafrost thaw has expanded the areal cover of wetter sites 
dominated by graminoids with increased CH4 emissions and higher AM 
fraction (Christensen et al., 2004; Johansson et al., 2006; McCalley et al., 
2014; Mondav et al., 2014). McCalley et al. (2014) suggested that shifts in 
microbial community composition and CH4 production pathways played an 
important role in regulating CH4 dynamics at the Stordalen Mire, highlighting 
the importance of microbial ecology in ecosystem scale responses to a 
changing climate. We hypothesize that the observed shifts in CH4 emission 
magnitude and CH4 production pathways originate from biogeophysical 
feedbacks associated with permafrost thaw that triggers a series of 
ecosystem structural and functional responses. Specifically, we speculate 
that observed shifts in CH4 dynamics are attributed to soil temperature 
changes resulting from changing landscape heterogeneity of vegetation 
cover and inundation status. We therefore address the following questions: 
(1) What are the factors regulating AM and HM rates along the permafrost 
thaw gradient (i.e., bog to fen)? (2) What are the model components 
necessary to reduce CH4 production prediction uncertainty? We attempt to 
disentangle the interactions among biogeophysical (i.e., hydrological and 
thermal), biogeochemical, and plant processes to establish a basis for scaling
microbial processes to ecosystem responses under a changing climate.
2 Methods and Data
2.1 Study Site Description
Our study sites are located at the Stordalen Mire (68.20°N, 19.03°E), which is
about 10 km southeast of the Abisko Scientific Research Station (ANS) in 
northern Sweden. Continuous daily meteorological measurements have been
recorded at the ANS since 1913, which are used to represent the climate 
conditions at our study sites. The annual mean air temperature measured at 
the ANS has risen by 2.5 °C from 1913 to 2006, where it exceeded the 0 °C 
threshold (0.6 °C in 2006) for the first time over the past century (Callaghan 
et al., 2010). The annual total precipitation measured at the ANS has also 
increased from 306 mm y−1 (average 1913–2009) to 336 mm y−1 (average 
1980–2009; Olefeldt & Roulet, 2012). The annual maximum snow depth 
measured at the ANS has increased from 59 cm (average 1957–1971) to 70 
cm (average 1986 to 2000), and the snow cover period with snow depth 
greater than 20 cm has decreased from 5.8 months (average 1957–1971) to 
4.9 months (average 1986–2000; Malmer et al., 2005). The recent warming 
(more than 1 °C) has deepened the spatial mean annual maximum thaw 
depth (i.e., active layer depth, ALD) measured at the Stordalen Mire by about
20 cm since the early 1980s, accompanied by palsa collapses and 
thermokarst erosion (Christensen et al., 2004; Johansson et al., 2006; 
Malmer et al., 2005). Specifically, the mean ALD has increased from the 
1970s to 2000s by 48–63 cm in the drier part of the mire and by 63–86 cm in
the wetter part, (Johansson et al., 2006; Rydén & Kostov, 1980).
Inception of peat deposition at the Stordalen Mire has been dated at around 
6,000 calibrated years before present (Sonesson, 1972) in the southern part 
of the mire and at around 4,700 calibrated years before present in the 
northern part (Kokfelt et al., 2010). At present, the Stordalen Mire can be 
broadly classified into three landscape types: intact permafrost palsa, partly 
thawed bog, and fen (Hodgkins et al., 2014), hereafter referred to as palsa, 
bog, and fen (Figure 1). These different permafrost thaw stages are 
associated with distinct hydrology (Olefeldt & Roulet, 2012), vegetation 
(Christensen et al., 2004; Malmer et al., 2005), microbiota (Mondav et al., 
2014; Woodcroft et al., 2018), and organic matter chemistry (Hodgkins et al.,
2014). The spatial distribution of these landscape types and their 
hydrological connections are described in (Olefeldt & Roulet, 2012). We 
focused our analysis in the bog and fen because the measured CH4 
exchanges were near zero in the palsa, primarily because it is drier and has 
a shallower ALD (Bäckstrand et al., 2008a, 2008b; Bäckstrand et al., 2010).
The bog is ombrotrophic (pH ~4.2) with water table depth fluctuating from 
the peat surface to 35 cm below the peat surface (Bäckstrand et al., 2008a, 
2008b; Olefeldt & Roulet, 2012). The bog is dominated by Sphagnum spp. 
mosses with a moderate abundance of short sedges such as Eriophorum 
vaginatum and Carex bigelowii (Bäckstrand et al., 2008a, 2008b; Malmer et 
al., 2005; Olefeldt & Roulet, 2012). The fen is minerotrophic (pH~5.7), has 
water table depths near or above the peat surface, receives a large amount 
of water from a lake directly to the east (Bäckstrand et al., 2008a, 2008b; 
Olefeldt & Roulet, 2012), and is dominated by tall sedges such as E. 
angustifolium, C. rostrata, and Esquisetum spp. (Bäckstrand et al., 2008a, 
2008b). The bog and fen both have a peat layer ranging from 0.5 to ~1 m 
(Rydén & Kostov, 1980) and an ALD greater than 0.9 m (Bäckstrand et al., 
2008b).
2.2 Field Measurements
Continuous daily meteorological data, including air temperature, 
precipitation, solar radiation, wind speed, and relative humidity, were 
recorded at the ANS during our study period from 2011 to 2013 (Figure S1). 
CH4 gas exchanges in the bog, and fen were measured with automated 
chambers (three in the bog and two in the fen) during the 2011–2013 thawed
seasons (McCalley et al., 2014; Mondav et al., 2014). Daily CH4 exchange 
rates were derived from 3‐hourly measurements made at individual 
chambers in the bog and fen using a Quantum Cascade Laser Spectrometer 
(Aerodyne Research Inc.) connected to an automated chamber system 
(McCalley et al., 2014). Each chamber covered an area of 0.2 m2 with a 
height of 15–75 cm depending on habitat vegetation and was closed for 5 
min every 3 hours during CH4 exchange measurements (McCalley et al., 
2014). Water table depth measurements were taken in the bog and fen three
to five times per week from June to October each year (McCalley et al., 
2014). Peat samples were collected from 1 to 28 cm below the peat surface 
during the 2011 thawed season (15 June, 12 July, 16 August, and 16 October)
at three locations adjacent to the bog and fen (Table S1). The relative 
abundance of methanogens was quantified in the peat samples using 16S 
rRNA gene amplicon sequencing to estimate the relative fractional 
contributions of AM and HM to total CH4 production (McCalley et al., 2014; 
Mondav et al., 2014). The details of CH4 exchange measurements and rRNA 
gene amplicon sequencing are described in McCalley et al. (2014) and 
Mondav et al. (2014).
2.3 GSWP3 Reanalysis Dataset
Global Soil Wetness Project Phase 3 (GSWP3) is an ongoing modeling activity
that provides global gridded meteorological forcing (0.5° × 0.5° resolution) 
and investigates changes in energy, water, and carbon cycles throughout the
20th and 21st centuries (Kim, 2017). The GSWP3 reanalysis dataset is based 
on the 20th Century Reanalysis (Compo et al., 2011), and its spatial and 
temporal resolutions are finer than many other existing climate reanalysis 
datasets (Chang et al., 2019). A more detailed description of the GSWP can 
be found in Dirmeyer (2011) and van den Hurk et al. (2016).
The GSWP3 reanalysis dataset was reported to be biased cold and wet 
compared to the long‐term ANS measurements at the Stordalen Mire, which 
could significantly limit model performance on thaw depth and carbon 
cycling simulations (Chang et al., 2019). In this study, we extracted the 3‐
hourly GSWP3 meteorological conditions at the Stordalen Mire from 1901 to 
2013, and bias‐corrected the time series using the monthly mean biases 
calculated in this period based on the correction method described in Chang 
et al. (2019). The 3‐hourly products of air temperature, precipitation, solar 
radiation, wind speed, and specific humidity were interpolated to hourly 
intervals with cubic spline interpolation to serve as the meteorological inputs
used in our model (Figure S1).
2.4 Model Description
The ecosys model is a comprehensive biogeochemistry model that simulates 
ecosystem responses to diverse environmental conditions with explicit 
representations of microbial dynamics; soil carbon, nitrogen, and phosphorus
biogeochemistry; plants; hydrology; and thermal dynamics. The 
aboveground processes are represented in multispecific multilayer plant 
canopies, and the belowground processes are represented in multiple soil 
layers with multiphase subsurface reactive transport. The ecosys model 
operates at variable time steps (~seconds to 1 hour) determined by 
convergence criteria, and it can be applied at patch scale (spatially 
homogenous one‐dimensional; e.g., Mekonnen et al., 2018) and landscape 
scale (spatially variable two‐ or three‐dimensional; e.g., Grant, Mekonnen, 
Riley, Arora, & Torn, 2017; Grant, Mekonnen, Riley, Wainwright, et al., 2017).
A qualitative summary of the ecosys model is provided in the model 
description part of the supplementary material to this article, and detailed 
descriptions are available in the supplements of Grant (2013) and Grant, 
Mekonnen, Riley, Arora, & Torn (2017) Grant, Mekonnen, Riley, Wainwright, 
et al. (2017).
The rate at which soil organic matter in ecosys is hydrolyzed during 
decomposition is a first‐order function of the decomposer biomass of all 
heterotrophic microbial populations (functional types) generated from 
energy yields of the oxidation‐reduction reactions conducted by each 
population. Hydrolysis rates are regulated by soil temperature through an 
Arrhenius function (equation [4]) and by soil water content through its effect 
on aqueous microbial concentrations. Hydrolysis products are transferred to 
dissolved organic carbon (DOC) that is the substrate for respiration and 
uptake by microbial biomass. DOC utilization by aerobic and anaerobic 
respiration, fermentation, and consequent acetogenesis is estimated based 
on a Michaelis‐Menten function of DOC concentration, and is regulated by 
soil temperature (equation 4) and oxygen availability. Fermentation products
of DOC are partitioned among acetate (CH3COOH), CO2, and hydrogen (H2) 
according to Brock and Madigan (1991):
(1)
The ecosys model represents AM and HM driven by biomasses of AM and HM 
functional types generated from AM and HM energy yields, with acetate, and 
CO2 and H2 are being the substrates of these two CH4 production pathways, 
respectively (Brock & Madigan, 1991):
(2)
(3)
The AM and HM modeled by ecosys are both regulated by (1) temperature 
stress according to an Arrhenius function,
(4)
(2) substrate stress based on Michaelis‐Menten kinetics,
(5)
(6)
and (3) moisture stress through an exponential function of soil water 
potential,
(7)
The above‐mentioned symbols represent temperature stress (ST), substrate 
stress for AM (SS,AM), substrate stress for HM (SS,HM), moisture stress (SM), 
energy of activation (Ha), energy of low temperature deactivation (Hdl), 
energy of high temperature deactivation (Hdh), change in entropy (S), gas 
constant (R), soil temperature (Tsoil), maximum specific respiration rate for 
AM (Vmax,AM), Michaeli‐Menten constant for AM (Km), maximum specific 
respiration rate for HM (Vmax,HM), Michaelis‐Menten constant for HM (H2; Kh), 
Michaelis‐Menten constant for HM (CO2; Kc), and soil water potential (ψs), 
respectively. The definition of the variables and parameters used in 
equations 4–7 are summarized in Table S2, and the detailed equation sets 
are listed in Grant (2013). The amount of AM (HM) produced at each model 
time step is the product of potential AM (HM) production and substrate 
limitations. The amount of CH4 produced at each model time step is the sum 
of AM production and HM production minus CH4 oxidation.
The thaw depth (R2 = 0.75–.90), CO2 exchange (R2 = 0.43–0.64), and CH4 
exchange (R2 = 0.31–0.54) modeled by ecosys have been validated against 
multi‐year (2002–2007) field records across the three landscape types at the 
Stordalen Mire, demonstrating that ecosys can represent the changing 
ecosystem responses observed along the permafrost thaw gradient (Chang 
et al., 2019). In addition, ecosys has been extensively tested against eddy 
covariance measurements in other permafrost‐associated habitats (Grant, 
Mekonnen, Riley, Arora, & Torn, 2019; Grant, Mekonnen, & Riley, 2019; 
Grant, Mekonnen, Riley, Arora, & Torn, 2017; Grant, Mekonnen, Riley, 
Wainwright, et al., 2017; Grant & Roulet, 2002). All ecosys model structures 
are unchanged from those described in these earlier studies.
2.5 Experimental Design
To evaluate the effects of biogeophysical feedbacks on CH4 dynamics, we 
conducted four sets of model experiments at the Stordalen Mire from 1901 
to 2013. We used 10 canopy layers and 13 soil layers in each model 
experiment. The bias‐corrected GSWP3 meteorological conditions from 1901 
to 2001 were used for model initialization (i.e., spin‐up, Chang et al., 2019), 
and those from 2002 to 2013 were used for analysis. The meteorological 
conditions for all the experiments were based on the bias‐corrected climate 
forcing extracted from the GSWP3 reanalysis dataset (section 3.3). Based on 
field records, both moss and sedge were represented in bog simulations 
while only sedge was represented in fen simulations (Figure 1). Key soil 
property and vegetation parameters used in our simulation are listed in 
Tables S3 and S4, which represent the landscape differences between the 
bog and fen (section 3.1).
We first evaluated our model performance against bog and fen measured 
CH4 emission magnitude and CH4 production pathways (section 3.2), and we 
labeled these model scenarios “BOG” and “FEN”, respectively We then 
investigated the factors that could regulate CH4 dynamics and thereby lead 
to the CH4 cycling shifts observed along the permafrost thaw gradient. The 
primary differences between the bog and fen aboveground conditions are: 
(1) the presence of mosses in the bog and (2) the presence of inundation in 
the fen (Figure 1). The effects of moss cover on CH4 dynamics were 
examined by reducing the amount of moss presented in experiment BOG 
through lowering initial moss planting density (labeled “BOG [moss−]”). The 
effects of inundation on CH4 dynamics were examined by reducing surface 
water inundation in experiment FEN through lowering the external water 
table from 15 cm above the peat surface to 3 cm above the peat surface for 
years 2011–2013 (labeled “FEN [inundation−]”).
3 Results and Discussion
3.1 Biogeophysical Differences Among Model Experiments
Some of the key distinctions modeled in the 2011 thawed season are shown 
in Figure 2 as an example of the effects of different vegetation cover and 
inundation status in our four sets of experiments. For the two experiments 
conducted in the bog, lower initial moss planting density used in experiment 
BOG (moss−) results in lower moss Leaf Area Index (LAI) while preserving 
the amounts of sedge LAI and standing water (compared to experiment BOG;
Figures 2a–2c). The LAI modeling processes are summarized in the Canopy 
carbon and nutrient cycling section in Supporting Information S3. For the two
experiments conducted in the fen, lower external water table used in 
experiment FEN (inundation−) results in less standing water while preserving
the sedge LAI (compared to experiment FEN (Figures 2a–2c). These 
differences in environmental conditions induced changes in soil moisture 
content and surface energy balance, resulting in different volumetric heat 
storage (energy stored in surface litter, water, and ice; Figure 2d) and soil 
surface temperature (Figure 2e), even though all experiments were driven by
the same meteorological forcing. We next focused on how these 
biogeophysical differences regulate CH4 dynamics and contribute to the 
observed shifts in CH4 production and emission along the permafrost thaw 
gradient at the Stordalen Mire.
3.2 Model Evaluation
Modeled water table depths for experiments BOG and FEN generally capture 
the observed seasonal variations measured in the bog and fen from 2011 to 
2013 (Figures 3a and 3c). During summer, the modeled water table depth 
fluctuates from −8 cm to −1 cm (negative implies below peat surface; −5.6 
± 1.2 cm; mean ± standard deviation) in experiment BOG, which is generally
higher than measured in the bog (−8.5 ± 5.4 cm). Such biases were also 
reported in Chang et al. (2019) that applied the same model configuration 
for simulations conducted from 2003 to 2007. Chang et al. (2019) concluded 
that those biases were caused by the relatively simple topographic effects 
represented in one‐dimensional column simulations. For example, no excess 
water could be transported to neighboring gridcells to deepen its local water 
table depth, and vice versa. A multidimensional simulation that includes 
realistic topographic effects could help improve the representation of water 
table dynamics and reduce simulation errors. Modeled summertime water 
table depth is mostly above the peat surface in experiment FEN (7.1 ± 4.7 
cm) and compares well to measured values (11.4 ± 3.0 cm). Modeled water 
table depths are less affected by the limitations of our one‐dimensional 
column simulation in the fen, which could be related to the less variable 
water table depth measured above the peat surface.
Modeled and measured daily CH4 exchanges correlated reasonably well in 
the bog (R2 = 0.38) and fen (R2 = 0.46) throughout the study period (Figures 
3b and 3d). Both simulations and observations exhibit stronger CH4 
emissions during thawed seasons and peak emissions in late summer. The 
modeled daily mean CH4 emissions are generally stronger than measured in 
the bog and fen, although many of the overestimations (54% in the bog and 
52% in the fen) are within the measurement variability across different 
automated chambers in the same landscape type. In addition to model 
structural uncertainty, the differences between the modeled and measured 
CH4 emissions could result from the lack of micrometeorological forcing and 
quantitative vegetation description at each automated chamber. Future 
model improvement requires better constraints from additional 
biometeorological measurements to address the high spatial heterogeneity 
presented in high‐latitude peatlands (Malhotra & Roulet, 2015; Olefeldt et al.,
2013). Some episodic CH4 emission pulses (Mastepanov et al., 2008) were 
modeled during shoulder seasons in the bog and fen, although the 
magnitudes were relatively lower than the modeled summertime emissions. 
Modeled seasonal cycles of microbial CH4 production rates were aligned with 
the modeled CH4 exchanges in the bog and fen, and their variation patterns 
were consistent from 2011 to 2013 (not shown). For conciseness, results 
modeled in 2011 were analyzed to investigate the seasonal dynamics of CH4 
production; similar results were found in 2012 and 2013.
Modeled HM fractions (i.e., HM/[HM + AM]) are consistent with 
measurements of the relative abundances of HM and AM methanogenic 
lineages reported in McCalley et al. (2014) during the 2011 thawed season 
(Figure 4). Note that the measured HM fractions reflect microbial community 
composition, which may not necessarily represent the ratio of HM to total 
CH4 production estimated by the model. Both modeled and measured HM 
fractions exhibit significant vertical variability that complicates quantitative 
evaluation of model performance, although both metrics suggest decreased 
HM fraction from the bog to the fen. Additionally, such strong vertical 
variability in HM fraction demonstrates that single point measurements of 
this metric are unlikely to produce a realistic representation of the 
underlying complex dynamics. Both the modeled and measured HM fractions
suggest that HM is the primary (greater than 50%) CH4 production pathway 
in the bog, and the modeled HM fraction exhibits weak seasonal variability 
when CH4 production rate is relatively strong (July to August; Figure 4a). 
Conversely, the HM fraction modeled in the fen decreases significantly with 
increased CH4 production rate from July to August, exhibiting stronger 
seasonal variability in CH4 production rate and pathway (Figure 4b). The 
contrasting temporal trends between HM fraction and CH4 production rates 
modeled in the fen indicate that the dominant CH4 production pathway in a 
given ecosystem may vary with time, suggesting that such process should 
not be statically prescribed in biogeochemical models. Therefore, it appears 
important for models to explicitly represent AM and HM cycling to reduce 
model structural uncertainty in simulating CH4 production, although it is not 
yet clear if such efforts will improve CH4 emission estimates at ecosystem 
scales (Deng et al., 2014, 2017).
3.3 CH4 Production Dynamics Dependence on Soil Temperature
The fact that ecosys is able to reasonably simulate the observed differences 
between the bog and fen (section 4.2) indicates that the modeled CH4 
dynamics are attributed to differences in soil, hydrology, and vegetation 
conditions, since experiments BOG and FEN only differ in those 
biogeophysical parameters (Tables S3 and S4). The higher pH values and 
lower peat carbon to nitrogen (CN) ratios measured in the fen were 
hypothesized to underlie the CH4 production differences between the bog 
and fen (Hodgkins et al., 2014). The modeled CH4 production rates and 
pathways were not very sensitive to shifts in pH values and peat CN ratios 
imposed on our sensitivity tests (not shown), suggesting that our model may 
not be comprehensive enough to resolve processes driven by changing 
organic matter chemistry. Instead, our results indicate that the modeled CH4 
production differences between the bog and fen were primarily caused by 
soil temperature differences that resulted from the different vegetation cover
and inundation status along the permafrost thaw gradient (Figures 5a and 
5d). We found that (1) the presence of moss increases latent heat flux 
(greater evapotranspiration) at the expense of sensible heat flux, consistent 
with many high‐latitude observations (Brown et al., 2010; Heijmans et al., 
2004; J. Kim & Verma, 1996); and (2) the presence of surface water 
inundation increases heat storage at and above the soil surface (Figure 2d) 
that provides additional energy to warm the underlying soil. We also found 
that not all changes in vegetation substantially influence modeled CH4 
production. For example, changes in the amount of sedge have limited 
effects on the CH4 production rate and pathway modeled in a series of 
sensitivity tests (not shown), and their effects are too small to explain 
observed shifts in the primary CH4 production pathway between the bog and 
fen.
The modeled fen soil temperatures are significantly warmer than in the bog, 
due to the absence of moss and the presence of surface water inundation in 
experiment FEN (Figures 5a and 5d). Also, the modeled soil temperature 
becomes cooler with increased moss cover in the bog (Figures 5a and 5b), 
and reduced surface water inundation in the fen (Figures 5c and 5d). The soil
temperature samples measured in the 2011 thawed season support our 
simulation results; those measurements show that the fen soil was warmer 
than the bog at 13 cm by 9.1, 6.1, and 2.3 °C in June, July, and Aug, 
respectively. The monthly mean soil temperature profiles reported in 
Lupascu et al. (2012) also suggest that the fen soil is systematically warmer 
than the bog at the Stordalen Mire (Figure S2).
Changes in soil temperature led by different vegetation cover and inundation
status prescribed in our four sets of model experiments (Figure 5) caused 
different CH4 production rates (Figure 6). The modeled CH4 production rate 
exhibits strong temporal variability and vertical and landscape‐type 
heterogeneity, and it generally increases with warmer soil temperatures 
resulting from seasonality, vegetation composition (Figures 6a and 6b), and 
surface water inundation (Figures 6c and 6d). Such temperature dependence
is associated with the Arrhenius equation used in ecosys that stimulates 
higher DOC respiration that increases AM and HM substrates for stronger CH4
production (equations [1]–[4]), which is consistent with the laboratory 
incubation results shown in Lupascu et al. (2012). In addition, the modeled 
CH4 production is largely confined within the top 20 cm of soil where 
microbial biomass responsible for AM and HM is mostly concentrated (not 
shown). The modeled CH4 production profiles are consistent with laboratory 
incubations that record decreased CH4 production rates with increasing soil 
depth (Lupascu et al., 2012). Such variations in CH4 production profiles 
highlight the need to realistically represent complex CH4 dynamics; however,
there are currently very limited measurements to validate the cause of 
spatial heterogeneity modeled along the soil vertical profile. We therefore 
focus our discussion below on the landscape‐type heterogeneity modeled 
along the permafrost thaw gradient, where more measurements are 
currently available, to investigate the cause of spatial and temporal 
variations in CH4 production (section 4.4).
Modeled CH4 oxidation rates exhibit similar spatial heterogeneity along the 
permafrost thaw gradient and along the soil vertical profile as the modeled 
CH4 production rate, with a much weaker magnitude (Figure 7). In terms of 
temporal variability, the modeled peak CH4 oxidation rate generally lags 
behind the modeled peak CH4 production rate, and the modeled shoulder 
season CH4 oxidation rate is stronger than that during midsummer. Our 
results indicate strong seasonality in CH4 oxidation to CH4 production ratio, 
and less than 5% of the modeled CH4 production is oxidized to CO2 during 
the peak CH4 emission period (i.e., July to August; Figure S3). The limited 
effects of CH4 oxidation modeled in our four sets of experiments suggests 
that CH4 oxidation is unlikely to determine the observed shifts in CH4 
emission rate along the permafrost thaw gradient, which is consistent with 
isotopic validations (Hodgkins et al., 2014; McCalley et al., 2014).
3.4 Factors Regulating CH4 Dynamics
The AM and HM CH4 production rates both increase along the permafrost 
thaw gradient, as the total amount of CH4 (AM + HM) produced in the 2011 
thawed season increases with increasing mean soil temperature (Figure 8b). 
Our results show that the amount of CH4 produced in the fen is 8.1, 3.7, and 
5.0 times greater than the bog for AM, HM, and total CH4 production, 
respectively. The amount of CH4 produced by AM increases more rapidly than
HM across the permafrost thaw gradient, which decreases the fractional 
contribution of HM to total CH4 production from 71% in the bog to 53% in the
fen (Figure 8a). The increase in AM modeled with greater inundation in the 
fen could be caused by reduced competition for acetate modeled between 
aerobic heterotrophs and acetotrophic methanogens under more anoxic 
conditions. Such shifts in CH4 production pathways were observed in 
McCalley et al. (2014), who hypothesized that thawing permafrost could 
induce changes in microbial community composition that regulate CH4 
dynamics. Since ecosys reasonably depicts the observed shifts in CH4 
production pathways without prescribing microbial community composition, 
its model structure could be a compromise that broadly links CH4 dynamics 
between microbial and ecosystem scales for process‐based modeling.
We disaggregate the factors determining modeled AM and HM production 
rates along the permafrost thaw gradient to diagnose the cause of observed 
shifts in CH4 emission magnitude and CH4 production pathways. We 
calculated the apparent CH4 production stress based on the weighted 
average between CH4 production stress factors (equations.[4]–[7]) and the 
corresponding AM and HM microbial biomass in the top 20 cm of soil (where 
most CH4 was produced, Figure 6) to represent the individual stress effects 
on AM and HM production. The results show that the seasonal variability of 
temperature stress and substrate stress is higher in the fen than the bog, 
and the moisture stress has very small effects on CH4 production in the bog 
and fen (Figure 9). The temperature stress remains relatively strong in the 
bog throughout the 2011 thawed season, and inhibits AM and HM growth. In 
contrast, the fen temperature stress is effectively relieved by the warmer soil
temperatures modeled from July to August (Figure 5d), which aligns with the 
stronger CH4 production rates during this period (Figure 6d). Noticeably, the 
bog substrate stress for AM is stronger (i.e., more stressed) than HM, and 
both are weaker (i.e., less stressed) than the temperature stress (Figure 9a). 
The AM substrate stress becomes weaker than HM when the temperature 
stress becomes weaker in the fen (Figure 9b). Therefore, our results suggest 
that changes in temperature stress indirectly affect AM and HM through 
altering substrate stress via asymmetric fractionation of DOC (equation [1]) 
whose magnitude is responding to soil temperature (equation [4]).
The monthly mean CH4 production stress factors show that the temperature 
stress and substrate stress for AM and HM are both significantly stronger 
(more stressed) in the bog than the fen in July 2011 (Figure 10), and most of 
the 2011 thawed season (Figure S4). Our results indicate that the stronger 
temperature stress, not the stronger substrate stress, is responsible for the 
weaker CH4 production modeled in the bog. In addition to the stronger 
temperature stress directly inhibiting AM and HM, lower soil temperatures 
reduce DOC respiration and thereby constrain AM and HM substrates 
(section 3.4). The rate of increase in substrate availability is higher for AM 
than HM with enhanced DOC respiration induced by weaker temperature 
stress because the acetate production rate is higher than the hydrogen 
production rate (equation 1). Consequently, AM substrate rises relatively 
more with increased soil temperature than does HM substrate, and this 
temperature stress‐induced asymmetric increase in substrate availability 
affects AM and HM rates. Our results show that the proximal and distal 
limiting factors determining the primary CH4 production pathway are 
substrate stress and soil temperature, respectively (Figure 10). For example, 
the weaker substrate stress for HM results in higher HM fraction in the cooler
bog soil while the corresponding temperature stress is relatively strong for 
both AM and HM (Figure 10). A similar relationship between CH4 production 
stress and HM fraction exists in the relatively cool fen soil in June (Figure 
S4a); however, the substrate stress for HM becomes stronger than AM with 
reduced temperature stress as the fen soil becomes warmer in July (Figure 
10). The increased substrate stress for HM and decreased substrate stress 
for AM decrease the HM fraction when the fen soil is relatively warm leading 
to a greater seasonal variability of modeled fen HM fraction (Figure 4b).
Overall, soil temperature shifts driven by changing biogeophysical conditions
along the permafrost thaw gradient regulate CH4 production rates through 
changing temperature stress and also affect the HM fraction through 
temperature‐induced changes in substrate stress. The projected warming 
and wetting trends in high‐latitude regions (Bintanja & Andry, 2017; Collins 
et al., 2013) could thus enhance peatland CH4 production rates with higher 
AM fraction through reductions of temperature stress and substrate stress 
for AM.
In terms of model development, our results suggest that a model that 
incorporates dynamic interactions among biogeophysics, biogeochemistry, 
and microbial dynamics could be comprehensive enough to reasonably 
represent the shifts in CH4 dynamics observed at ecosystem scales. 
Differences in ecosystem characteristics can lead to different soil thermal 
and hydrological conditions thereby altering biogeochemical responses 
under the same climate forcing. In particular, the modeled substrate stress 
responds differently to changes in soil temperature across landscape types, 
so it may be necessary to explicitly represent AM and HM pathways to 
reduce model structural uncertainty in CH4 production. Additionally, the 
representation of microbial responses to changing environmental conditions 
plays an important role in regulating CH4 dynamics, and such functional 
dependency should be incorporated into process‐based models at the 
ecosystem scale. Improvements in biogeophysical process parameterization 
and advances in quality‐controlled field measurements could reduce the 
uncertainty in modeled soil hydrology and thereby CH4 cycling driven by 
incomplete ecosystem structural and functional representation. Regional‐ 
and global‐scale models should account for shifting CH4 dynamics driven by 
fine‐scale spatial heterogeneity, although a proper parameterization for 
scaling up such fine scale processes remains challenging.
4 Conclusion
Recent studies have found that permafrost thaw induces changes in 
microbial communities, vegetation, and water table depth that could 
enhance CH4 emissions with increased AM (Hodgkins et al., 2014; McCalley 
et al., 2014; Mondav et al., 2014; Woodcroft et al., 2018). We successfully 
modeled measured shifts in CH4 emissions and CH4 production pathways 
along a permafrost thaw gradient at our northern Sweden Stordalen Mire site
using the ecosystem‐scale biogeochemical model ecosys. Our results show 
that changes in biogeophysical conditions can induce significant changes in 
soil temperature that lead to shifts in CH4 production rates and pathways 
under different permafrost thaw stages (i.e., bog and fen). The strong soil 
temperature dependence demonstrates that models can represent complex 
CH4 dynamics without prescribing microbial community composition, 
although such model structure may not be comprehensive enough to resolve
processes driven by changing organic matter chemistry. CH4 oxidation is a 
small factor in this system during the peak CH4 emission period (July to 
August), and is unlikely to cause the CH4 dynamics shifts observed at our 
study sites. Moreover, changes in soil temperature indirectly regulate 
substrate availability for AM and HM, which controls the relative importance 
of the two CH4 production pathways. Our results show that the modeled 
fractional contribution of HM to total CH4 production was 71% and 53% in the
bog and fen, respectively, over the 2011 thawed season, due to the warmer 
fen soil induced by surface water inundation and reduced moss cover. Our 
results show that a proper parameterization for microbial dynamics is 
necessary to predict shifting CH4 cycling under a changing climate, and it 
may be important to explicitly represent AM and HM pathways to reduce 
model structural uncertainty of CH4 production. Our findings suggest that 
increased soil temperature under projected high‐latitude warming and 
wetting trends (Bintanja & Andry, 2017; Collins et al., 2013) could enhance 
peatland CH4 production with elevated AM fraction, even without further 
permafrost degradation. The magnitude of high‐latitude peatland CH4 
emissions could increase with such increases in CH4 production due to the 
relatively weak CH4 oxidation rate modeled in this system, which reinforces 
the need for an appropriate metric to quantify the potential strong CH4 
radiative forcing (Neubauer & Megonigal, 2015) in the climate system.
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