Abstract. Let F be a non-Archimedean local field and let OF be its ring of integers. We give a description of orbits of cuspidal types on GLp(OF ), with p prime. We determine which of them are regular representations and we provide an example which shows that an orbit of a representation does not always determine whether it is a cuspidal type or not.
1. Introduction 1.1. Cuspidal types. The main motivation behind this paper is to find new explicit information and invariants of types in general linear groups over a local non-Archimedean field. Let us recall the definition of a cuspidal type. Let F be a non-Archimedean local field and let O F be its ring of integers. Denote by k F the residue field of F . All representations we consider are smooth and over C. Let n ∈ N, n 1 and let π be an irreducible cuspidal representation of GL n (F ). Let (1) I(π) = {π 2 | π 2 ∼ = π ⊗ χ • det for some unramified character χ of F × } be the inertial support of π.
Definition 1.1. Let H be a compact open subgroup of GL n (F ), π an irreducible cuspidal representation of GL n (F ). We say that an irreducible smooth representation λ of H is a cuspidal type on H for I(π) if the following condition is satisfied: for any irreducible smooth representation π 1 of GL n (F ) π 1 | H contains λ if and only if I(π 1 ) = I(π).
In this paper we mostly consider types on GL n (O F ) so we will supress GL n (O F ) from the notation. We say that a representation is a cuspidal type when it is a cuspidal type on GL n (O F ) for I(π) for some irreducible cuspidal representation π of GL n (F ). Henniart gave an explicit description of cuspidal types on GL 2 (O F ) in [2] . Bushnell-Kutzko's construction of irreducible cuspidal representations of GL n (F ) easily implies existence of cuspidal types on GL n (O F ). It is explained by Paskunas in [13] . Moreover Paskunas [13] proved that for any irreducible cuspidal representation π of GL n (F ) there exists λ a unique up to isomorphism irreducible smooth representation of GL n (O F ) depending only on I(π) which is a cuspidal type on GL n (O F ) for I(π). Using that and the local Langlands correspondence he deduced an inertial Langlands correspondence. In rough terms the inertial Langlands correspondence is a correspondence between cuspidal types on GL n (O F ) and certain irreducible representations of the inertia group of F . For a precise statement see 1.3 .
The regular representations of GL n (O F ) were introduced by Shintani [14] . They were rediscovered by Hill [9] . Those are in certain sense the best behaved representations of GL n (O F ). In this paper we determine which cuspidal types on GL p (O F ) (where p is a prime number) are regular. Moreover we provide a precise description of all orbits which can give cuspidal types on GL p (O F ) with conductor at least 4. We precisely determine orbits of cuspidal types in small conductor case for p = 2. We use tools from Clifford theory, the classification of cuspidal representations of GL n (F ) due to Bushnell and Kutzko specialized to n = p and the properties of the actions of subgroups of GL 2 (F ) on their Bruhat-Tits buildings.
1.2.
Cuspidal types in terms of orbits. Any irreducible smooth representation ρ of GL n (O F ) factors through a finite group GL n (O F /p r F ) where r is a natural number bigger than or equal to 1 and p F is the maximal ideal in O F . The minimal natural number r with this property is called the conductor of the representation ρ. Let ρ be an irreducible smooth representation of GL n (O F ) with conductor r > 1. Sometimes it will be convenient to view ρ as a representation of GL n (O F /p r F ). In this case we will denote it byρ. Let l = ⌊ r+1 2 ⌋ and let K l be the kernel of the projection from GL n (O F /p r F ) onto GL n (O F /p l F ). Note that K l is an abelian group. We fix once and for all an additive character ψ : F → C × with conductor p F i.e., p F is the biggest fractional ideal of F on which ψ is trivial. Denote by M n (O F ) the set of all n × n -matrices with entries in O F . By Clifford's theorem (see [10, 6 .2]) (2)ρ | K l = m ᾱ∼ᾱ 1ψᾱ , whereᾱ 1 ∈ M n (O F /p r−l F ),ᾱ runs over the conjugacy class ofᾱ 1 under GL n (O F /p r−l ), m ∈ N and the charactersψᾱ : K l → C × are defined as follows:ψᾱ(1 + x) = ψ(tr ( α x)) for some lifts x, α of x,ᾱ to elements in M n (O F ). The definition ofψᾱ does not depend on the choice of lifts. If a matrix α ∈ M n (O F ) is such that its image in M n (O F /p r−l F ) appears in the decomposition (2) we say that α is in the orbit of ρ. The recalled description is a recap of a part of [15] . We say that a representation is regular if its orbit contains a matrix whose image in M n (O F /p F ) has abelian centralizer in GL n (O F /p F ). Krakovski, Onn and Singla [11] constructed all such representations under the condition that the characteristic of the residue field of F is odd. Stasinski and Stevens in [16] constructed all regular representations of GL n (O F ). In [15] Stasinski asked which cuspidal types are regular.
We give a full description of cuspidal types on GL 2 (O F ) in terms of orbits. For a characterψᾱ on K l let Stab GL 2 (O F )ψᾱ be the preimage of Stab GL 2 (O F /p r )ψᾱ through the canonical projection GL 2 (O F ) ։ GL 2 (O F /p r ). Recall that a polynomial x n + a n−1 x n−1 + . . . + a 0 is called Eisenstein if a 1 , . . . , a n−1 ∈ p F and a 0 ∈ p F \ p 2 F . The following theorem gives a full description of cuspidal types on GL 2 (O F ) in terms of orbits. Theorem 1.2. A cuspidal type on K 2 := GL 2 (O F ) is precisely a onedimensional twist of one of the following:
(1) a representation inflated from some irreducible cuspidal representation of GL 2 (k F ); (2) a representation whose orbit contains a matrix whose characteristic polynomial is irreducible mod p F ; (3) a representation whose orbit contains a matrix β whose characteristic polynomial is Eisenstein and which satisfies one of the following conditions: (a) it has conductor at least 4; (b) it has conductor r = 2 or 3 and is isomorphic to Ind
= mψ β for certain m ∈ Z and θ does not contain the trivial character of
We also give a description of cuspidal types on GL p (O F ) with p prime. Let I be the O F -order consisting of matrices that are upper triangular modulo p F . Let U I be the group of invertible elements of I and let P I be the Jacobson radical in I. We choose Π I such that Π I I = P I . We prove the following result:
, then it is a onedimensional twist of one of the following:
(1) a representation which is inflated from an irreducible cuspidal representation of GL p (k F ); (2) a representation whose orbit contains a matrix whose characteristic polynomial is irreducible modulo p F ; (3) a representation whose orbit contains a matrix of the form Π j I B where 0 < j < p and B ∈ U I . Moreover if a representation is a one-dimensional twist of a representation of the form (3) and has conductor at least 4, or is of the form (1) or (2), then it is a cuspidal type. Theorem 1.3 for p = 2 coincides with Theorem 1.2 as long as a representation is of the conductor r 4. Theorem 1.2 for representations of conductor r = 2 or 3 gives a more precise description of cuspidal types on GL 2 (O F ).
Representations whose orbit contains a matrix whose characteristic polynomial is irreducible modulo p F are regular. In Subsection 3.3 we prove that a matrix of the form Π j I B with 0 < j < p and B ∈ U I is regular if and only if j = 1. The characteristic polynomial of a matrix of the form Π I B is Eisenstein. However the characteristic polynomial of a matrix of the form Π j I B with 1 < j < p is not Eisenstein. Therefore a cuspidal type on GL p (O F ) of conductor r ≥ 4 is regular if and only if its orbit contains a matrix whose characteristic polynomial is irreducible modulo p F or a matrix whose characteristic polynomial is Eisenstein. In particular, for p > 2 even for big conductors there are cuspidal types which are not regular. Indeed, if a representation has conductor at least 4 and is of the form (3) from the above theorem with j > 1 then it is a cuspidal type but it is not regular.
1.3.
Perspectives. To the best of our knowledge the regular representations of GL p (O F ) form the biggest family of irreducible smooth representations of GL p (O F ) which has been described in terms of orbits so far. Our description of cuspidal types in terms of orbits suggests that even though the cuspidal types are not always regular they can be described in terms of orbits.
It could be also interesting to study representations which correspond to the regular cuspidal types under the inertial Langlands correspondence. We recall the precise statement of the inertial Langlands correspondence. Denote by W F the Weil group of F and by I F the inertia subgroup. For an infinite-dimensional irreducible smooth representation π of GL n (F ) we denote by W D(π) the Weil-Deligne representation of W F which corresponds to π through the local Langlands correspondence. Paskunas in [13] proved the following result (the inertial Langlands correspondence): for a smooth n-dimensional representation τ of I F which extends to a smooth irreducible Frobenius semisimple representation of W F there exists a unique up to isomorphism smooth irreducible representation ρ of GL n (O F ) which satisfies the following condition: for every irreducible smooth infinite-dimensional representation π of GL n (F ) we have π contains ρ if and only if W D(π) | I F is isomorphic to τ . Moreover ρ has multiplicity at most one in π. Having a description of cuspidal types in terms of orbits, it would also be interesting to look how the properties of orbits of cuspidal types translate to properties of the corresponding representations of I F .
Finally, the problem of describing cuspidal types can be also studied in other cases of maximal compact subgroups of other reductive p-adic groups.
1.4. Outline of the paper. In Section 2 we recall the properties of hereditary orders and simple strata which in our case are specific because we consider GL p (F ) with p prime. In 2.3 we give an explicit description of simple strata which is one of crucial ingredients in the proof of Theorem 1.3. In 2.4 we recall the classification of irreducible cuspidal representations of GL p (F ) and we study twists of cuspidal representations with minimal level. In 2.5 we recall some basic notions from Clifford theory. In these terms we describe cuspidal types.
In Section 3 we prove the two main results of this paper: Theorem 1.2 and Theorem 1.3. Then we determine which of cuspidal types on GL p (O F ) are regular.
In Section 4 we give an example of two representations of GL 2 (O F ) with the same orbit but one representation is a cuspidal type and the other is not.
1.5. Notation. We will write ⌊a⌋ for the biggest integer less than or equal to a and tr A for the trace of a matrix A. For any local non-Archimedean field E we will denote by O E its ring of integers, by p E the maximal ideal in O E , by ̟ E a prime element in E, by O × E invertible elements of O E and by k E the residue field of E. We fix a non-Archimedean local field F and a prime number p. Let E/F be a finite field extension. Write e(E/F ) for the ramification index and f (E/F ) for the residue class degree. Let G := GL p (F ) and K := GL p (O F ). We write Z for the center of G. We denote by V a vector space over F of dimension p and A := End F (V ). For a local field E we denote by ν E the additive valuation which takes 1 on a uniformizer. Write π for a representation of GL n (F ) and let χ be a character of F × . Set χπ := (χ • det) ⊗ π. For B a subgroup of G we denote by N G (B) the normalizer of B in G.
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2. Simple strata and cuspidal representations 2.1. Cuspidal types on K. Paskunas in [13] has proven the unicity of (cuspidal) types: Theorem 2.1 (cf [13] , Theorem 1.3 ). Let π be an irreducible cuspidal representation of G. Then there exists a smooth irreducible representation ρ of K depending on I(π), such that ρ is a cuspidal type on K for I(π). Moreover, ρ is unique (up to isomorphism) and it occurs in π | K with multiplicity 1.
Denote by X F (G) the group of F -rational characters of G. Denote by · F normalized absolute value on F . Define
The following proposition will be a useful tool while describing cuspidal types in terms of orbits. In this section we recall basic notions associated to hereditary orders in A. The given description of principal orders relies on the fact that V is of a prime dimension. In the general case things are more complicated. For more detailed discussion on hereditary orders we refer to ([4], 1.1). Lemmas 2.5 and 2.8 play an important role for us and they are not true for nonprincipal hereditary orders. We call a finitely generated O F -submodule of V containing an F -basis of V an O F -lattice in A. An O F -order in A is an O Flattice in A which is also a subring of A (with the same identity element). A sequence L = {L i : i ∈ Z} of O F -lattices satisfying the following conditions:
(
is the Jacobson radical of A(L). We denote it by P A or by P if the order is clear form the context. It is an invertible fractional ideal and we have
We also have p F A = P e(A)
A . We denote by U (A) = U 0 A the group of invertible elements in A and we define the subgroups U n A = 1 + P n A for any n ∈ N, n 1. We define the normalizer of A as
We now restrict our attention to principal orders.
or to order I which consists of matrices with coefficients in O F and uppertriangular modulo p F :
Proof. The proof is based on the notion of an O F -basis of an O F -lattice chain. For the reference see (
Take A(L) to be a principal order with L = {L i : i ∈ Z} an O F -lattice chain. We want to show that A is GL p (F )-conjugate to M or I. Let {v 1 , . . . , v p } be an O F -basis of L. We use this basis to identify A with M p (F ). Let L max be the O F -lattice chain formed by O F -lattices of the form
where Id p×p denotes the identity matrix of size p × p.
Corollary 2.6. For a principal order A there exists an element a such that P A = aA = Aa.
Proof. By Lemma 2.5 it is enough to check the statement for M and I. By simple computation we see that taking a = Π M for M and a = Π I for I we obtain the desired equalities.
We call an element a from Corollary 2.6 a prime element in A.
Remark 2.7. In particular, P M = Π M M = MΠ M and P I = Π I I = IΠ I .
For a principal order we can deduce a more specific form of the normalizer:
Proof. By definition U A is contained in K(A). Since Π A A = P A = AΠ A also the subgroup generated by Π A is contained in K(A). Therefore the group generated by U A and Π A is contained in K(A). On the other hand the group U A Π A contains the center. It is compact modulo center and it is a maximal subgroup of G with this property. Therefore K(A) is generated by
is an open compact modulo center subgroup of G (see [4] , section 1.1).
Simple strata.
A simple stratum is a notion used in the classification of irreducible cuspidal representations of GL p (F ). We recall the definition and then we prove its properties which are crucial in the description of cuspidal types. We focus on simple strata which come from principal orders as these ones are used in the classification of irreducible cuspidal representations of GL p (F ). Again the given properties rely on the fact that the dimension of V is prime. We use a definition (Definition 2.12) of a simple stratum which is not a standard one (comes from [3] ) but we prove that in the cases interesting for us it is equivalent with the one used in [4] . The goal of this subsection is to prove Proposition 2.16.
hereditary O F -order in A, n, r are integers such that n > r and β ∈ A is such that ν A (β) −n.
We say that two strata [A 1 , n 1 , r 1 , β 1 ] and [A 2 , n 2 , r 2 , β 2 ] are equivalent if
where P 1 (resp. P 2 ) is the Jacobson radical of A 1 (resp. A 2 ). We will keep this notation for the rest of the paper. If n > r ⌊ n 2 ⌋ 0, then we can associate with a stratum [A, n, r, β] a character ψ β :
A . We define the normalized level of a representation π as
: (A, n) such that A is a hereditary order, n ∈ N, n 0 and π contains a trivial character of U n+1 A }. We say that a stratum [A, n, n − 1, β] is fundamental if β + P 1−n A does not contain nilpotents from A. We say that two strata [A 1 , n 1 , r 1 ,
two compact open subgroups of G and let π 1 (resp. π 2 ) be an irreducible smooth representation of In order to introduce the simple stratum we first define a notion of a minimal element over F . Definition 2.11. Let E/F be a finite field extension with E = F [β]. We say that β is minimal over F if the following is satisfied:
• gcd(ν E (β), e(E/F )) = 1 and 
Since β is minimal over F the value ν E (β) is coprime with e(E/F ). Therefore there exist
We can take Lemma 2.15. Let A = M or I. Let β ∈ A be such that β ∈ K(A) and
with β ′ a scalar matrix and assume E × ⊆ K(A). Then
Proof. For the first equality observe that by [ 
Since A is a principal order the number f (A) does not depend on the choice of i and e(A)f (A) = p. We also have e(E/F )f (E/F ) = p. Therefore to finish the proof it is enough to prove that
For the second equality write ν A (β) = n. Then by the definition β ∈ P n A \ P n+1 A . Since β is an element of the normalizer K(A) = Π A ⋉ U A the matrix β is of the form β = Π n A C where C is an element of U A . Therefore
The following description will be useful in the proofs of the main theorems. Proof. Assume that [M, n, n − 1, β] is a simple stratum. We want to prove that the characteristic polynomial of ̟ n F β is irreducible modulo p F and ν M (β) = −n. The second follows from the definition of a simple stratum. By the definition β is minimal over F and in particular ̟ −ν E (β) F β e(E/F ) + p E generates the extension k E /k F . By Lemma 2.13 and Lemma 2.15, −ν E (β) = −ν M (β) = n and e(E/F ) = e(M) = 1. Therefore ̟ n F β + p E generates k E /k F . This means that the minimal polynomial of ̟ n F β is irreducible modulo p F and is of degree p. This implies that the minimal polynomial modulo p F is equal to the characteristic polynomial modulo p F . Therefore the characteristic polynomial of ̟ n F β is irreducible modulo p F . Assume now that [I, n, n−1, β] is a simple stratum. We want to show that
β is of the form Π j I B where 0 < j < p and B ∈ U I . By the definition of a simple stratum n = −ν I (β), β ∈ K(I) = Π I ⋉ U I and there exists a unique j ∈ N and B ∈ U I such that ̟
We want to show that 0 < j < p. By the definition
The element β is minimal over F and n = −ν E (β) is coprime with p. Therefore 0 < j = p(⌊ n p ⌋ + 1) − n < p. For the opposite direction take a stratum [M, n, n − 1, β] and assume that the characteristic polynomial of ̟ n F β is irreducible modulo p F and ν M (β) = −n. We want to show that the stratum [M, n, n − 1, β] is simple. E is a field because the minimal polynomial of ̟ n F β is irreducible. We show
Denote the characteristic polynomial of ̟ n F β by f . Since f is irreducible modulo p F the element f (0) = det(̟ n F β) does not belong to p F . By the assumption β ∈ P −n and ̟ n F β ∈ M. Therefore ̟ n F β ∈ GL p (O F ) and in particular β ∈ K(M). By the assumption, ̟ M (β) = −n and since β ∈ K(M) we have βM = P −n M . We want to show that β is minimal over F . The element ̟ n F β + p E generates the extension of the residues fields and the extension is of degree p. Therefore f (E/F ) = p, e(E/F ) = 1 and the first condition from the definition of a minimal element is satisfied. Com-
Finally consider a stratum [I, n, n − 1, β] with n = −ν I (β) and β of
I B where 0 < j < p, B ∈ U I . We want to prove that the stratum [I, n, n − 1
We deduce that f (x) is Eisenstein and therefore it is irreducible. In particular, E is a field. Consider now the case when j is an arbitrary integer number 0 < j < p. Since j is coprime with p, there exists m 1 , m 2 ∈ Z such that m 1 j + m 2 p = 1 and ̟ β is equal to x p modulo p F . Therefore the extension k E /k F is trivial and to check that β is minimal it is enough to check that ν E (β) is coprime with e(E/F ) = p. By the assumption
If p would divide n, then ν E (β) = −n − p + j = −n and j = p which is impossible. Therefore β is minimal over F .
2.4.
Cuspidal representations of G. In this subsection we recall the classification of irreducible cuspidal representations of G = GL p (F ). The classification originates in Carayol's work ( [6] ). We will follow [12] and [3] . The goal of this subsection is to recall the proof of the following theorem: Theorem 2.17. Let π be an irreducible cuspidal representation of G. Then there exists a character χ of F × such that χπis of one of the following form: 
(1) there exists a stratum [A, n, n − 1, β] equivalent to [A, n, n − 1,
Proof of Lemma 2.21. First we assume that there exists a stratum [A, n, n− 1, β] equivalent to [A, n, n − 1, β 1 ] with [F [β] : F ] = 1. We want to show that there exists a character χ of F × such that l(χπ) < l(π). Assume β =: bId p is a scalar matrix. By definition βA = P A so e(A) divides n. Using β we define a character χ 1 of (1 + p n e(A)
+1 F ):
The determinant map induce the homomorphism:
Now we will show that χ 1 • det coincides with a character ψ α of U n A /U n+1 A . For this see both ψ β and χ 1 • det as characters of U n A . Let x ∈ P n A . By Leibniz formula det(1 + x) = 1 + tr x + y for some y ∈ p n+1 F . We have βy ∈ p F so
Denote by χ 2 an extension of χ 1 to F × . Define χ(1 + x) := χ 2 (1 + x) −1 . Then χ is a character which satisfies the desired property.
For the converse assume that there exists a character χ of F × such that l(χπ) < l(π). We want to prove that there exists a stratum [A, n, n − 1, β] equivalent to [A, n, n−1, β 1 ] such that β is a scalar matrix. Denote π 1 := χπ. Denote by χ −1 the character of F × such that χ −1 (x) = χ(x) −1 for every x ∈ F × .
The representation π 1 is irreducible and cuspidal. By Proposition 2.23,
If l(π 1 ) = 0 then π 1 contains the trivial character of A n 1 1 with A 1 = M and n 1 = 0. Therefore in both cases there exists m n 1 + 1 such that
We can write
. By Lemma 2.20 we can take β 2 to be a scalar matrix.
To
cuspidal and π ∼ = c-Ind
. Moreover there exists a simple stratum [A, n, n − 1, β ′ ] equivalent to [A, n, n − 1, β] and such that
Proof. By the assumption π contains a character ψ β of U n A . There exists an extension ψ β ′ of ψ β which is also contained in π. We have β ′ ≡ β mod P 
. Since J is compact modulo Z there exists an irreducible smooth representation Λ of J which is contained in π and which contains ψ β when restricted to U Take an irreducible cuspidal representation π of G with l(π) > 0. We want to show that there exists a character χ of F × such that χπ is of the form (1) or (2) from Theorem 2.17. Assume that for any character χ of F × we have l(π) l(χπ). By Proposition 2.23, π contains a simple stratum [A, n, n − 1, β] with A principal. By Lemma 2.21 and Lemma 2.22, π is of the form as in (2) .
Moreover if π of the form (2) then by Lemma 2.22 it is cuspidal and a one-dimensional twist of an irreducible cuspidal representation of G is irreducible cuspidal.
2.5. Irreducible representations of GL p (O F ) in terms of orbits. Let ρ be an irreducible smooth representation of K = GL p (O F ) with conductor r > 1. In this subsection we adjust the notation from a description of representations of K as in subsection 1.2 to be more consistent with the notation from [5] .
The charactersψᾱ 1 do not depend on choices of lifts. In our case it will be more convenient to look at ρ as a representation of K not GL p (O F /p r F ). By (5) we can write
defined as in subsection 2.2 is a character of the group
is a character of another group (for example U m I with any m ∈ N and m 1) the last equality does not hold. We introduce this notation to underline the importance of the group on which a given character acts. For the sake of simplicity characters in the decomposition (6) are indexed by (5) however we are still taking sums over the conjugacy class in M p (O/p l ′ F ). We say that a representation ρ contains a matrix α 1 in its orbit if it admits the decomposition of the form (6). We say that two orbits {α i } i∈I and {β i } i∈J are equivalent if {ᾱ i } i∈I = {β i } i∈J whereā denotes the image of an
Note that the notion of equivalence depends on r. From now on we consider orbits up to equivalence.
Remark 2.24. By Clifford theory, if a representation ρ admits the decomposition (5) then it is isomorphic to Ind
for someθ irreducible representation of Stab GLp(O F /p r F )ψᾱ1 which containsψᾱ 1 . Therefore as a representation of K, ρ is isomorphic to Ind
θ where θ is an inflation ofθ to Stab Kψᾱ 1 .
Cuspidal types on K in terms of orbits
In this section we give a description of orbits of cuspidal types. We show that if a representation is a cuspidal type on K = GL p (O F ) then it contains an orbit of a certain form. We also determine which orbits provide cuspidal types under condition that the conductor of a cuspidal type is at least 4. This in particular allows us to determine which cuspidal types on K with conductor at least 4 are regular representations.
Cuspidal types on GL p (O F ). The goal of this subsection is to prove the following theorem.
Theorem 3.1. If λ is a cuspidal type on K = GL p (O F ), then it is a onedimensional twist of one of the following:
(1) a representation which is inflated from an irreducible cuspidal representation of GL p (k F ); (2) a representation whose orbit contains a matrix whose characteristic polynomial is irreducible modulo p F ; (3) a representation whose orbit contains a matrix of the form Π j I B where 0 < j < p and B ∈ U I . Moreover if a representation is a one-dimensional twist of a representation of the form (3) and has conductor at least 4, or is of the form (1) or (2), then it is a cuspidal type. 
Proof. By Lemma 2.8, K(A) = Π A ⋉ U A . Since any non-trivial subgroup of Π A is not compact J • has to be contained in U A and J • ⊆ J ∩ U A . The subgroup J is closed and U A is compact so J ∩ U A is compact. Therefore
Let H be a locally profinite group. Let π 1 and π 2 be representations of H. We write π 1 ∼ π 2 if there exists h ∈ H such that π 1 = π h 2 . The following is a variation on Clifford's theorem: Lemma 3.6. Let U be a compact open subgroup of K and let π be an irreducible cuspidal representation of G. Let ρ ′ be a cuspidal type on U for I(π) and let ρ be an irreducible smooth representation of K which contains ρ ′ . Moreover assume that ρ is contained in π | K . Then ρ is a cuspidal type on K for I(π).
Proof. Take an irreducible smooth representation π 1 of G. We want to show that π 1 | K contains ρ if and only if I(π 1 ) = I(π). If π 1 | K contains ρ then it also contains ρ ′ and by the assumption I(π) = I(π 1 ). For the reverse implication assume that I(π 1 ) = I(π). By the definition
Lemma 3.7. Consider a stratum [A, n, n − 1, α] with A principal, n 1.
and let π be an irreducible cuspidal representation such that π ∼ = c-Ind
Proof of Theorem 3.1. First we prove that if a representation is a cuspidal type on K then it is of the form (1), (2) or (3) from Theorem 3.1. Let λ be a cuspidal type on K for I(π) with some irreducible cuspidal representation π of G. Let χ be a one-dimensional character of F × . Since λ is a cuspidal type on K if and only if χλ is a cuspidal type on K, by Theorem 2.17, we can assume that either l(π) = 0 or l(π) > 0 and it contains a simple stratum [A, n, n − 1, α] with n > 0, A principal and such that (8) π ∼ = c-Ind 
The proof in this case will contain two steps. In the first step we will show that λ |
contains ψ α . In the second we will compute the conductor r of λ in terms of n and we will show that the orbit of λ contains the matrix ̟ r−1
satisfies the properties from the statement of Theorem 3.1.
Step 1: By Lemma 3.7, Λ | J • is irreducible and by Proposition 2.2, Λ | J • is a cuspidal type on J • for π. By Lemma 3.8, Ind
is a cuspidal type on K for π and by Theorem 2.1, Ind
Step 2 : We will consider two subcases depending on the choice of a hereditary order A.
is an open normal subgroup of K and K is compact, λ | U n+1 M is a direct sum of irreducible representations and each of them is conjugated to the trivial character. This means λ | U n+1 M is trivial and λ factors through GL p (O F /p n+1 F ). Since ν A (α) = −n, the character ψ α as a character of U n M is non-trivial and λ does not factor through GL p (O F /p n F ). Therefore λ has conductor r = n + 1. Denote as before l = [ 
. Therefore α 0 is contained in the orbit of λ. By Proposition 2.16, the characteristic polynomial of α 0 is irreducible mod p F . Subcase 2 Assume A = I. We compute the conductor of λ in terms of n. The Step 1 provides some information about restrictions of λ to subgroups U i I for certain i. However to compute the conductor we need information about the restricitions to subgroups U [17] . The equation (11) implies that β − α ∈ P 1−l
we have ψ β = ψ β ′ and we can assume that β ∈ Π −n I U I . This proves that if a representation is a cuspidal type then it is of the form (1) or (2) or (3) from the theorem. Now we prove that a one-dimensional twist of a representation which is of the form 3 and has conductor at least 4 or of the form 1 or 2 is a cuspidal type. Since a one-dimensional twist of a cuspidal type is a cuspidal type we can consider given representations up to one-dimensional twists.
Case 1 Let ρ be an irreducible smooth representation of K which is inflated from an irreducible cuspidal representation of GL 2 (k F ). We can extend ρ to an irreducible representation of KZ. Denote this extension by Λ. By Theorem 2.17, π = c-Ind G KZ Λ is an irreducible cuspidal representation of G. By Proposition 2.2, Λ | K is a cuspidal type on K for π which means that ρ is a cuspidal type on Kfor π.
Case 2 Assume ρ is an irreducible smooth representation of K either whose orbit contains a matrix with characteristic polynomial irreducible mod p F or with conductor at least 4 and an orbit containing a matrix of the form Π j I B for j ∈ N, 0 < j < p and B ∈ U I . Denote the matrix with the given property by β 0 and by r the conductor of ρ. Let π be an irreducible smooth representation of G which contains ρ. First we will prove that π contains a simple stratum. We will divide the proof into two subcases depending on the property of β 0 .
Subcase 1 Assume β 0 is a matrix with the characteristic polynomial irreducible mod p F . Define n = r − 1 and
M the representation π contains the stratum [M, n, n − 1, β]. By Proposition 2.16, the stratum is simple.
Subcase 2 Assume now that ρ has conductor r > 3 and has an orbit containing a matrix β 0 of the form Π j I B for some j ∈ N, 0 < j < p and B ∈ U I . Denote
Therefore, we showed that in both subcases π contains some simple stratum, say [A, n, n − 1, β]. Since our considerations are up to one dimensional twist we can assume that l(π) l(χπ) for any character χ of F × . By Lemma 2.22 π is cuspidal.
Subcase 2a Assume now that π contains a simple stratum [M, n, n−1, β]. Take π 1 to be an irreducible smooth representation of G such that l(π 1 ) l(χπ 1 ) for any character χ of F × , π 1 contains ρ and such that π 1 ∼ = c-Ind
. By Lemma 3.8, to finish the proof it is is enough to show ρ ∼ = Ind
By Mackey formula and Frobenius reciprocity there exists g ∈ J \ G/K such that (12) Hom K (ρ, c-Ind
where Λ g denotes the representation Λ g (x) = Λ(gxg −1 ) for any x ∈ J g ∩ K.
In particular, Hom
by H. By Proposition 3.4 and Remark 3.5, ρ | H is a multiple of a direct sum of one-dimensional representations and each of them is conjugate to ψ β by an element of K. Therefore there exist g 1 ∈ K such that
where
1 Jg 1 and therefore g ∈ JK. By (12), ρ is isomorphic to c-Ind K J∩K (Λ | J∩K ) and ρ is a cuspidal type on K for I(π 1 ). Subcase 2b Assume now that π contains a stratum [I, n, n
In a similar way as from (11) we deduce from (13) that α is of the form ̟ −r+1 F Π j I B ′ with some B ′ ∈ U I . Take π 1 to be an irreducible smooth representation of G such that l(π 1 ) l(χπ 1 ) for any character χ of F × and which contains ρ and such that π 1 ∼ = c-Ind
By Mackey formula and Frobenius reciprocity there exists g ∈ J \G/U I such that (14) Hom U I ρ 1 , c-Ind
In particular Hom
Denote by H 1 the subgroup U . There exists g 1 ∈ U I such that
Therefore g
Since [I, n, n − 1, α] is simple and g 1 ∈ U I the stratum [I, n, n − 1, α g 1 ] is also simple. Therefore g ∈ JU I . By (14) , ρ 1 is isomorphic to c-Ind
(Λ | J∩U I ) and ρ is a cuspidal type on K for I(π 1 ).
3.2. Cuspidal types on GL 2 (O F ). The goal of this subsection is to prove the following theorem:
is precisely a onedimensional twist of one of the following:
(1) a representation inflated from some irreducible cuspidal representation of GL 2 (k F ); (2) a representation whose orbit contains a matrix which characteristic polynomial is irreducible mod p F ; (3) a representation whose orbit contains a matrix β whose characteristic polynomial is Eisenstein and which satisfies one of the following: (a) it has conductor at least 4; (b) it has conductor r = 2 or 3 and is isomorphic to Ind Proof. By Theorem 3.1, to prove the theorem it is enough to prove that a representation of K whose conductor is 2 or 3 and whose orbit is equivalent to an orbit which contains a matrix of the form Π I B for B ∈ U I is a cuspidal type if and only if 3b or 3c from Theorem 3.9 is satisfied. Assume that ρ is a representation whose orbit is equivalent to an orbit containing a matrix of the form Π I B for B ∈ U I . Denote by r the conductor of ρ. Assume that r = 2 or 3. The proof contains two steps.
Step 1 In this step we show the following statement:
A representation ρ is a cuspidal type if and only if there exists π an irreducible smooth representation of G which contains ρ and whose normalized level is l(π) > r − 2.
First we prove that if ρ with conductor 2 or 3 and an orbit containing a matrix of the form Π I B for B ∈ U I is a cuspidal type then there exists an irreducible smooth representation π of G which contains ρ and whose normalized level is strictly greater than r − 2. For contrary, assume that Now we prove the converse: if there exists an irreducible smooth representation of G which contains ρ and whose normalized level is strictly greater than r − 2 then ρ is a cuspidal type. Therefore assume that there exists π an irreducible representation of G which contains ρ and such that l(π) > r − 2. The representation ρ has an orbit containing a matrix of the form α 0 = Π I B with B ∈ U I . Let α = ̟ −r+1 F α 0 . In particular, ρ contains the character
M . We want to show that ψ α has an extension to U 2r−3 I which is trivial on U . This means the stratum [I, 2r − 3, 2r − 4, β] is contained in π and ψ β is contained in ρ. Since the normalized level of π is strictly greater than r − 2, it is equal to 2r−3 2 . By ( [5] , 12.9 Theorem) the stratum [I, 2r−3, 2r−4, β] is fundamental which as before implies it is simple. Similarly as in the proof of Theorem 3.1 this means that ρ is a cuspidal type. This ends the proof of the first step.
By Remark 2.24, the representation ρ is isomorphic to Ind
Step 2 Assume now that ρ has conductor r = 2 or 3. To finish the proof it is enough to show the following statement:
The representation θ contains the trivial character of the subgroup 1 p M . Now assume that every irreducible smooth representation of G which contains ρ has normalized level less than or equal to r − 2. Since Stab
which is compact it is a compact subgroup. By ([5, 11.1 Proposition 1]), there exists g ∈ G such that
Therefore θ contains the trivial character of (U r−1 
where β is a lift ofβ to a matrix in M 2 (O F /p r F ) and
By [5, 12.3 
and ̟ m 
In particular, θ contains the trivial character of at least one of the following:
is a multiple of ψ β . In particular, since However not every regular representation of K 2 is a cuspidal type on K 2 .
3.3. Regularity of cuspidal types. In this subsection we determine which cuspidal types are regular. More precisely we determine which matrices from Theorem 3.1 (2) and (3) are regular. Of course matrices whose characteristic polynomial is irreducible modulo p F are regular. In Proposition 3.14we prove that matrices of the form Π I B for B ∈ U I are regular. In Proposition 3.15 we prove that matrices of the form Π j I B for j ∈ N, 1 < j < p and for B ∈ U I are not regular. In our consideration we do not have to restrict our consideration to the prime dimension of V . We work with matrices of arbitrary dimension n.
Fix n a natural number bigger than or equal to 2. Define I, Π I analogously as in subsection 2.2 but for the dimension n. First we prove a lemma useful for the proof of Proposition 3.14.
Proof. Take the lattice Λ = O n F . We want to show that for any matrix Q ∈ GL n (F ) (15) QΛ = Λ if and only if Q ∈ GL n (O F ).
Indeed, if for any matrix
By the condition (15) to prove the lemma it is enough to show that gΛ = zΛ for some z ∈ Z GLn(F ) (M ).
Since the characteristic polynomial of M is irreducible E is a field. The action of M on F n makes it a one-dimensional E-vector space. Fix a non-zero element v ∈ F n . The following map is an isomorphism of E-vector spaces i : E ∋ x → xv ∈ F n . By definition it is E-linear homomorphism. Since both E and F n are finitely dimensional over E to check that i is a bijection it is enough to check that i is injective. Assume it is not. Then take x, y ∈ E such that x = y and xv = yv. Then det(x−y) = 0 but this is impossible because x − y is invertible.
Below we will show that Λ and gΛ are O E -modules. Assume for now that it is true. Recall that fractional ideals of E are finitely generated O Esubmodules of E. Since i is E-linear there exist fractional ideals I 1 and I 2 of E such that i(I 1 ) = Λ and i(I 2 ) = gΛ. Since fractional ideals of E are generated by powers of M there exists an integer number j such that gΛ = M j Λ. Of course M j ∈ Z GL n (F ) (M ). Therefore to finish the proof it is enough to show that O E Λ ⊆ Λ and O E gΛ ⊆ gΛ.
We want to show that O E = O F +O F M +. . .+O F M n−1 . Since the residue field of E and F are the same it we have O E = O F + O E M . Therefore O E = ∞ j=0 O F M j . We want to show that for j n we have O F M j ⊆ O F + O F M + . . . + O F M n−1 . We do it by the induction. If j = n then since the characteristic polynomial of M is equal to the minimal polynomial it is true. Assume that we have the inclusion for j.
Of course O F Λ ⊆ Λ and O F gΛ ⊆ gΛ. Therefore it is enough to check that M Λ ⊆ Λ and M gΛ ⊆ gΛ. Since both M and g −1 M g are matrices in M n (O F ), these are true.
Proposition 3.14. Let M ∈ M n (O F ) be a matrix whose characteristic polynomial is Eisenstein and denote the characteristic polynomial by f . Then M is GL n (O F )-conjugate to a companion matrix of f which is regular. In particular, M is regular.
Proof. Denote by C the companion matrix of f . We prove that since f is irreducible the matrices M and C are GL n (F )-conjugate. Define the following maps: for any polynomial b with coefficients in F
Of course h 1 is well defined. To check that h 2 is well defined it is enough to check that h 2 (0) = 0. The polynomial f is irreducible and therefore the minimal polynomial of both M and C is equal f . Therefore h 2 (0) = h 2 (f (M )) = f (C) = 0. By definition h 1 and h 2 are F -algebra homomorphisms. Since f is irreducible F [M ] is a field. By the Skolem-Noether theorem there exists B ∈ GL n (F ) such that h 1 = Bh 2 B −1 so in particular M = BCB −1 . Therefore by Lemma 3.13 the matrices M and C are GL n (O F )-conjugate. Since C is regular M is also regular.
Observe that f (x) the characteristic polynomial of Π I B, with B ∈ U I , is equal to x p modulo p F and f (0) = det(Π I B) = u̟ F for some u ∈ O × F . Therefore f (x) is Eisenstein and Proposition 3.14 proves that matrices of the form Π I B are regular. 
Example
In this section we give an example of two representations of K 2 = GL 2 (O F ) with the same orbits and the same conductor but one of them will be a cuspidal type and the second will not. This illustrates the fact that it is not always enough to determine orbits to determine if a given representation is a cuspidal type. First we prove that ρ 2 is not a cuspidal type. This of course can be deduced from Theorem 3.9 but to give an explicit example we give a specific proof. For contradiction assume that ρ 2 is a cuspidal type for an irreducible cuspidal representation π of GL 2 (F ). The representation ρ 2 has conductor 2 so l(π) > 0. On the other hand θ 2 | 1 + 
