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ABSTRACT
We define a level-0 action of Uq(ŝl2) on the sum of level-1 irreducible highest
weight modules. With the aid of the affine Hecke algebras, this action is realized
on the basis created by the vertex operators. This is a q-analogue of the Yangian
symmetry in conformal field theory.
1. Introduction
At the USC meeting, a new symmetry structure in conformal field theory (CFT),
the Yangian symmetry of the spinon basis, was introduced7. The aim of this paper
is to investigate the q-deformation of this mathematical structure. Before stating the
main achievement in this paper, let us briefly review the developments in this subject.
Results suggesting a possible fermionic description of the CFT spectrum were
∗contribution to the Proceedings of the meeting ‘Statistical Mechanics and Quantum Field Theory’,
at the University of Southern California, May 16-21, 1994
first obtained by Ref.26 for certain critical lattice models. Closely related results
appeared earlier in the mathematical literature (see e.g., Ref.28). Analysis of the
spectrum of these models from the Bethe ansatz yielded fermionic expressions for the
conformal partition functions (see Refs.25,30,27,29,18,1,2,34,20 for further developments).
This suggested a possible alternative description of the states in CFT, the spinon
basis of Refs.4,6.
The underlying algebraic structure, the Yangian symmetry, has been suggested
from quite a different direction. The relevant subject was the diagonalization of
the Calogero–Sutherland model with spin degrees of freedom8,33,3 and the Haldane–
Shastry model22,32. Their spectrum is described by an asymptotic Bethe ansatz33.
However the multiplicity of states had never been explained until the works23,3, which
show that the model has a symmetry generated by a Yangian13. The multiplicities are
identified with the dimensions of the highest weight representations of the Yangian15,9.
It turns out that the level-1 integrable highest weight module (IHWM) of the
affine Lie algebra ŝl2 has the same Yangian structure as the space of states of these
long range interaction models at a special value of the coupling constant. This fact
was established by constructing the new spinon basis in the level-1 IHWM4,6 and
considering the action of the Yangian on it. The spinon basis is generated by the spin-
1/2 primary field operator in the level-1 su(2) WZW model. The character formula
derived in the spinon basis coincides with the fermionic representation. Recently, the
extension of spinon basis to the higher level case has also been investigated5.
Now let us turn to our motivation in this work. In Refs.16,17, Faddeev and Takhta-
jan analysed the structure of the space of the states in the XXX model in the infinite
volume limit. In Refs.12,24, the symmetry structure of the off-critical XXZ model in
the infinite volume limit was determined by means of the representation theory of the
quantum affine algebra Uq(ŝl2). The structure of the space of states was understood
as the level-0 representation on EndC(H) where H is the direct sum of the level-1
irreducible highest weight Uq(ŝl2)-modules. The vacuum states are identified with
certain degree operators, and the excited states are created by the type II vertex
operator acting on the former.
This is similar to the Yangian structure we mentioned above, in the sense that
we have a level-0 action. However, the space EndC(H) is much bigger than the space
H itself, which goes to the IHWM in the conformal limit. It is still unclear how the
level-0 structure on EndC(H) is related to the Yangian structure on H in conformal
field theory. As for this point, see the recent paper by Nakayashiki and Yamada31.
The mathematical content of the Yangian structure was known since Drinfeld
and others14,11. Namely, there is a functorial construction of Yangian representations
from certain representations of the degenerate affine Hecke algebra. In Ref.10, Chari
and Pressley gave a construction of level-0 Uq(ŝln)-modules from finite-dimensional
representations of the affine Hecke algebra. In this paper, we apply their construction
to the level-1 Uq(ŝl2)-module H and obtain a new level-0 action on it. For this
purpose, following Ref.6, we use the basis of H created by the type I vertex operator.
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The construction of such a basis was discussed in Ref.19 in a more general context
corresponding to the XYZ model. We do not know if the ‘new’ level-0 action of
Uq(ŝl2) on level-1 modules is related to some physical models, in a way the Yangian
structure is.
Before closing the introduction let us point out some technical details, except for
which our construction is a straightforward generalization of the methods given in
Refs.10,4,3,6.
(i) We are forced to consider infinite sums of products of the components of vertex
operators. We will introduce suitable completion of the ‘N -spinon’ space to clarify
the mathematical content.
(ii) Because of the fusion relation, which connects the ‘N -spinon’ sector to the
‘(N −2)-spinon’ sector, we must check the compatibility of the level-0 action in these
different sectors. This is technically non-trivial.
2. Vertex operators
The purpose of this section is to fix the notation concerning level-1 modules and
vertex operators. Throughout this paper we fix a complex number q such that 0 <
|q| < 1.
2.1. The module Vaff
Let U = Uq(ŝl2) denote the quantum affine algebra with the standard generators
ei, fi, ti = q
hi (i = 0, 1) and qd. We shall identify Uq (sl2) with the subalgebra of U
generated by e1, f1, t1. We retain the coproduct ∆ and the antipode a in Ref.
24, e.g.
∆(ei) = ei ⊗ 1 + ti ⊗ ei, ∆(fi) = fi ⊗ t
−1
i + 1⊗ fi,
∆(qh) = qh ⊗ qh (h = hi, d).
In this paper we shall also use the opposite coproduct ∆op = σ ◦∆ (σx⊗ y = y⊗ x).
We let Uop denote the algbera U equipped with the opposite coalgebra structure
determined by ∆op.
Let V = Cv+⊕Cv− be the irreducible two-dimensional module over Uq (sl2) . The
affinization of V is the U -module
Vaff = spanC{vε,n | ε = ±, n ∈ Z }
given as follows.
e0v+,n = v−,n+1, f0v−,n = v+,n−1,
e1v−,n = v+,n, f1v+,n = v−,n,
t−10 v±,n = t1v±,n = q
±1v±,n, q
dv±,n = q
nv±,n.
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In terms of the generating series
vε(z) =
∑
n
vε,nz
−n,
the action of U reads e0v+(z) = zv−(z), e1v−(z) = v+(z), and so on.
2.2. Vertex operators
Let V (Λi) = U |i〉 be the integrable level-1 module of U with highest weight
vector |i〉 (i = 0, 1). Set H = V (Λ0) ⊕ V (Λ1). We have the homogeneous gradation
H =
⊕
r≥0H−r such that H0 = C|0〉 ⊕ C|1〉.
For an element f ∈ EndCH, the (opposite) adjoint action of x ∈ U is given by
adopx.f =
∑
x(2) f a
−1(x(1))
where ∆(x) =
∑
x(1) ⊗ x(2). For f, g ∈ EndCH and u ∈ H we have
adopx.f ◦ g =
∑
adopx(2).f ◦ ad
opx(1).g, (2.1)
x.f(u) =
∑
adopx(2).f
(
x(1)u
)
. (2.2)
With this action we regard EndCH as an Uop-module.
Proposition 1 There exists a unique embedding of the Uop-module
Vaff −→ EndCH, vε,n 7→ Φ˜
∗
ε,n (2.3)
such that
Φ˜∗+,0|0〉 = |1〉, Φ˜
∗
−,0|1〉 = |0〉.
The elements Φ˜∗ε,n ∈ EndCH will be referred to as components of the vertex oper-
ator of type I. To make contact with the usual formulation, introduce the generating
series corresponding to vε(z)
Φ˜∗ε(z) =
∑
n
Φ˜∗ε,nz
−n.
Then (2.3) is Uop-linear if and only if (i) Φ˜∗ε,nHr ⊂ Hr+n for all n, r, and (ii) the
following map is U ′-linear:
u⊗ vε(z) 7→ Φ˜
∗
ε(z)u. (u ∈ H)
Here U ′ signifies the subalgebra generated by ei, fi, ti (i = 0, 1) with the original
coproduct ∆. Hence Φ˜∗ε(z) has the same meaning as the one employed in Ref.
24.
For reasons of weights, Φ˜∗ε,n sends V (Λi) to V (Λ1−i). We will sometimes write the
restriction to V (Λi) as
Φ˜∗(1−i,i)ε,n : V (Λi) −→ V (Λ1−i).
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2.3. Spanning vectors
Set VN = V
⊗N
aff , V =
⊕
N≥0 VN . The embedding (2.3) gives rise to an U
op-linear
map
ρ : V −→ EndCH, (2.4)
vε1,n1 ⊗ · · · ⊗ vεN ,nN 7→ Φ˜
∗
ε1,n1 · · · Φ˜
∗
εN ,nN
.
Acting on the highest weight vector |0〉 we obtain
ρ0 : V −→ H, (2.5)
vε1,n1 ⊗ · · · ⊗ vεN ,nN 7→ Φ˜
∗
ε1,n1
· · · Φ˜∗εN ,nN |0〉. (2.6)
Proposition 2 The map ρ0 is U
op
q (sl2) -linear and surjective.
Proof. The Uopq (sl2) -linearity follows from (2.2) and the fact that |0〉 belongs to the
trivial representation of Uq (sl2) . Note that the image of ρ0 contains |0〉, |1〉 = Φ˜∗+,0|0〉,
and hence f0|0〉 = Φ˜∗+,−1|1〉. Using this and (2.2) one checks readily that the image is
also invariant under the action of U . The surjectivity follows from the irreducibility
of V (Λi).
The vectors (2.6) thus constitute a spanning set ofH, and we have an isomorphism
of Uopq (sl2) -modules V/Ker ρ0
∼
−→H. In section 3 we will determine Ker ρ0.
2.4. Relations among vertex operators
Let us summarize here the properties of vertex operators which will be used later.
To state them we introduce the generating series
ϕε1,···,εN (z1, · · · , zN) =
∏N
j=1 z
(N−j−pj+pN )/2
j∏
j<k η(zk/zj)
Φ˜∗(p0,p1)ε1 (z1) · · · Φ˜
∗(pN−1,pN )
εN
(zN ). (2.7)
Here pj = 0 (j ≡ Nmod 2), = 1 (j 6≡ Nmod 2), and we have set
η(z) =
(q6z; q4)∞
(q4z; q4)∞
, (z; p)∞ =
∞∏
n=0
(1− pnz).
Note that (2.7) comprises only integral powers of zj :
ϕε1,···,εN (z1, · · · , zN ) =
∑
m1,...,mN∈Z
ϕε1,···,εN ;m1,···,mN z
−m1
1 · · · z
−mN
N .
Each coefficient ϕε1,···,εN ;m1,···,mN has a well-defined action on H.
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We use the following R-matrix R˜(z) ∈ EndCV ⊗ V regarded as a power series in
z.
R˜(z)vε ⊗ vε =
z − q2
1− q2z
vε ⊗ vε,
R˜(z)v+ ⊗ v− =
(1− q2)z
1− q2z
v+ ⊗ v− +
q(z − 1)
1− q2z
v− ⊗ v+,
R˜(z)v− ⊗ v+ =
q(z − 1)
1− q2z
v+ ⊗ v− +
1− q2
1− q2z
v− ⊗ v+.
In general, for an element A ∈ EndCV we set
pik(A)ϕε1···εN ,m1···mN =
∑
ε′
k
ϕε1···ε′k···εN ,m1···mNAε′kεk
where Avε =
∑
ε′ vε′Aε′ε. The Yang-Baxter equation for R˜j,k(z) = (pij ⊗ pik)
(
R˜(z)
)
then reads as follows.
R˜k,k+1(z2/z1)R˜k+1,k+2(z3/z1)R˜k,k+1(z3/z2)
= R˜k+1,k+2(z3/z2)R˜k,k+1(z3/z1)R˜k+1,k+2(z2/z1).
Proposition 3 The following relations hold:
Commutation Relation
ϕε1,···,εj,εj+1,···,εN (z1, · · · , zj+1, zj , · · · , zN) (2.8)
= R˜j,j+1(zj+1/zj)ϕε1,···,εj,εj+1,···,εN (z1, · · · , zj, zj+1, · · · , zN).
Fusion Relation
ϕε1,···,εN (z1, · · · , zN)
∣∣∣
zj+1=q−2zj
= (−q)N−j+(εj−1)/2δεj+εj+1,0
j−1∏
i=1
(zi − q
2zj)
N∏
i=j+2
(q−2zj − q
2zi)
×ϕε1,···,εj−1,εj+2,···,εN (z1, · · · , zj−1, zj+2, · · · , zN). (2.9)
Highest Weight Condition ϕε1,···,εN (z1, · · · , zN )|0〉 is a power series in zN .
The first two are direct consequences of the corresponding properties21,12,24 of
Φ˜∗ε(z), and the last one is obvious. We remark that, in the literature, the commuta-
tion relations are written in the sense of (analytic continuation of) matrix elements.
Thanks to the analyticity properties of type I vertex operators, they are valid also as
formal series (see the remark at the end of A.4 in Ref.19). It is also possible to verify
these relations directly using bosonization (see Ref.24).
We end this section with a lemma, to be used later.
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Lemma 4 If max(m1, · · · , mN) + r > 0, then
ϕε1···εN ,m1···mNHr = 0. (2.10)
Proof. Suppose that mj = max(m1, · · · , mN). If j = N then mN + r > 0 and (2.10)
follows. If j < N , then by applying (2.8) for k = j we can rewrite the left hand side
in the form
ϕε1···εjεj+1···εN ,m1···mjmj+1···mN
=
∑
ε′
j
,ε′
j+1
k≥0
ϕε1···ε′jε′j+1···εN ,m1···,mj+1−k,mj+k,···mN c
k
ε′
j
ε′
j+1,εjεj+1
.
Since max(m1, · · · , mj+1 − k,mj + k, · · · , mN) = mj + k, the statement follows by
induction.
Remark. Taking r = 0 we find that ϕε1,···,εN (z1, · · · , zN )|0〉 is actually a power series
in z1, · · · , zN .
3. Basis of level-1 modules
3.1. Completion of VN
In order to study the kernel of ρ0, we deal with a generating series corresponding
to (2.7), whose coefficients are certain infinite sums of vε1,n1 ⊗ · · · ⊗ vεN ,nN . For the
precise formulation we introduce a completion of VN = V
⊗N
aff .
For each r ∈ Z, let
V(r)N = spanC{vε1,m1 ⊗ · · · ⊗ vεN ,mN | m1 + · · ·+mN = r }.
Setting
D(m1, · · · , mN) = max(m1 +m2 + · · ·+mN , · · · , mN−1 +mN , mN)
we define a decreasing filtration
V(r)N ⊃ · · · ⊃ V
(r)
N [l] ⊃ V
(r)
N [l + 1] ⊃ · · · ,
V(r)N [l] = spanC{vε1,m1 ⊗ · · · ⊗ vεN ,mN ∈ V
(r)
N | D(m1, · · · , mN ) ≥ l }.
Denote by V̂
′(r)
N the completion of V
(r)
N with respect to this filtration.
V̂
′(r)
N = lim←−
l
V(r)N /V
(r)
N [l].
We set V̂ ′N = ⊕r∈ZV̂
′(r)
N , V̂
′ = ⊕N≥0V̂ ′N . Since Φ˜
∗
ε,nHs ⊂ Hs+n and Hs = 0 for s > 0,
we have ρ
(
V(r)N [l]
)
Hs = 0 if l + s > 0. It follows that the map ρ, and hence ρ0,
extends to the completion:
ρ̂′ : V̂ ′ −→ EndCH, ρ̂
′
0 : V̂
′ −→ H.
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3.2. Generating series Fε1,···,εN (z1, · · · , zN)
Let pj and η(z) be as in (2.7). We define an analogous generating series whose
coefficients are in V̂ ′N :
Fε1,···,εN (z1, · · · , zN ) =
∏N
j=1 z
(N−j−pj+pN )/2
j∏
j<k η(zk/zj)
vε1(z1)⊗ · · · ⊗ vεN (zN )
=
∑
m1,···,mN∈Z
Fε1···εN ,m1···mN z
−m1
1 · · · z
−mN
N . (3.1)
If we set
Z+,N = {
N−1∑
k=1
nk(0, · · · ,−1, 1︸ ︷︷ ︸
k,k+1
, · · · , 0) | n1, · · · , nN−1 ∈ Z≥0},
κ = (κ1, · · · , κN), κj = (N − j − pj + pN )/2,
then the Laurent coefficients have the form
Fε1···εN ,m1···mN =
∑
(n1,···,nN )∈
(m1,···,mN )+κ+Z+,N
cn1,···,nNvε1,n1 ⊗ · · · ⊗ vεN ,nN
for some cn1,···,nN ∈ C. Since
D(m1, · · · , mj − 1, mj+1 + 1, · · · , mN) ≥ D(m1, · · · , mj, mj+1, · · · , mN ),
the sum Fε1···εN ,m1···mN converges to an element of V̂
′
N [l] with l = D(m1, · · · , mN).
Conversely
vε1,n1 ⊗ · · · ⊗ vεN ,nN =
∑
(m1,···,mN )
∈(n1,···,nN )−κ+Z+,N
c˜m1,···,mNFε1···εN ,m1···mN
for some c˜m1,···,mN ∈ C.
3.3. Second completion
By the definition we have
ρ̂′ (Fε1···εN ,m1···mN ) = ϕε1···εN ,m1···mN ∈ EndCH.
Therefore the commutation relation (2.8) entails
Proposition 5 The Laurent coefficients of the following belong to Ker ρ̂′.
Fε1,···,εj,εj+1,···,εN (z1, · · · , zj+1, zj , · · · , zN )
−R˜j,j+1(zj+1/zj)Fε1,···,εj ,εj+1,···,εN (z1, · · · , zj , zj+1, · · · , zN). (3.2)
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Let us introduce the second filtration in V̂
′(r)
N .
V̂
′(r)
N ⊃ · · · ⊃ V̂
′(r)
N [[m]] ⊃ V̂
′(r)
N [[m+ 1]] ⊃ · · · ,
V̂
′(r)
N [[m]] = cl.spanC{Fε1···εN ,m1···mN ∈ V̂
′(r)
N | max(m1, · · · , mN ) ≥ m }
where cl stands for the closure in V̂ ′. We denote by V̂(r)N the completion of V̂
′(r)
N with
respect to this filtration
V̂(r)N = lim←−
m
V̂
′(r)
N /V̂
′(r)
N [[m]],
and set V̂N = ⊕r∈ZV̂
(r)
N , V̂ = ⊕N≥0V̂N .
In view of Lemma 4 and Proposition 5, we see that the maps ρ̂′ and ρ̂′0 extend
further to V̂:
ρ̂ : V̂ −→ EndCH, ρ̂0 : V̂ −→ H.
After preparing the second completion we can state (see (2.9))
Proposition 6 The Laurent coefficients of the following belong to Ker ρ̂.
Fε1,···,εN (z1, · · · , zN)
∣∣∣
zj+1=q−2zj
−(−q)N−j+(εj−1)/2δεj+εj+1,0
j−1∏
i=1
(zi − q
2zj)
N∏
i=j+2
(q−2zj − q
2zi)
×Fε1,···,εj−1,εj+2,···,εN (z1, · · · , zj−1, zj+2, · · · , zN). (3.3)
3.4. Kernel of ρ̂0
From the remark at the end of 2.4 we see that Ker ρ̂0 contains
Fε1···εN ,m1···mN with mj > 0 for some j. (3.4)
The Laurent coefficients of (3.2) and (3.3) reduce to finite sums modulo Ker ρ̂0, and
therefore Ker ρ0 contains (3.2) and (3.3) in reduced form. Thus, it follows that
V̂/Ker ρ̂0 ≃ V̂
′/Ker ρ̂′0 ≃ V/Ker ρ0 ≃ H.
Let N ⊂ V̂ be (the closure of) the span of elements (3.2), (3.3) and (3.4).
Proposition 7
V̂/N ≃ H.
This can be verified as follows. As we will show in Proposition 8, the general
expression vε1,n1⊗· · ·⊗ vεN ,nN can be reduced modulo N to a certain normal ordered
form. We then count the number of such normal ordered expressions to find that the
character of V̂/N is dominated by that of H. Since ρ̂0 : V̂ → H is surjective, this
proves the proposition. In fact this working has already been discussed in the paper19.
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(Note that the properties of the elliptic algebra assumed in Ref.19 are all valid for
quantum affine algebras.) Hence it suffices to show that the ‘normal ordering rules’
of Ref.19 are consequences of (3.2) and (3.3).
Define
F ε1,···,εN (ζ1, · · · , ζN) =
∏N
j=1 ζ
(1+εj)/2
j∏N
j=1 z
N−j
j
∏
j<k(1− q2zk/zj)
F−ε1···−εN (z1, · · · , zN) (3.5)
where zj = ζ
2
j . Note that the coefficients of (3.5) are well–defined in V̂ .
Proposition 8 The following belong to Ker ρ̂.
F ε1··· εε︸︷︷︸
k,k+1
···εN (ζ1, · · · , ζk+1, ζk, · · · , ζN)
−F ε1··· εε︸︷︷︸
k,k+1
···εN (ζ1, · · · , ζk, ζk+1, · · · , ζN), (3.6)
(ζk+1 + qζk)
(
F ε1··· +−︸︷︷︸
k,k+1
···εN (ζ1, · · · , ζk+1, ζk, · · · , ζN)
+F ε1··· −+︸︷︷︸
k,k+1
···εN (ζ1, · · · , ζk+1, ζk, · · · , ζN)
)
−(ζk + qζk+1)
(
F ε1··· +−︸︷︷︸
k,k+1
···εN (ζ1, · · · , ζk, ζk+1, · · · , ζN)
+F ε1··· −+︸︷︷︸
k,k+1
···εN (ζ1, · · · , ζk, ζk+1, · · · , ζN)
)
. (3.7)
These relations are precisely the normal ordering rules in Ref.19.
Proof. Let us write A ∼ B to mean that A − B ∈ Ker ρ̂. Then (3.6) is shown as
follows.
F ε1··· εε︸︷︷︸
k,k+1
···εN (ζ1, · · · , ζk+1, ζk, · · · , ζN)
=
∏N
j=1 ζ
(1+εj)/2
j∏N
j=1 z
N−j
j
∏
j<k(1− q2zk/zj)
zk(1− q2zk+1/zk)
zk+1(1− q2zk/zk+1)
×F−ε1···−ε,−ε︸ ︷︷ ︸
k,k+1
···−εN (z1, · · · , zk+1, zk, · · · , zN )
∼
∏N
j=1 ζ
(1+εj)/2
j∏N
j=1 z
N−j
j
∏
j<k(1− q2zk/zj)
×F−ε1···−ε,−ε︸ ︷︷ ︸
k,k+1
···−εN (z1, · · · , zk, zk+1, · · · , zN )
= F ε1··· εε︸︷︷︸
k,k+1
···εN (ζ1, · · · , ζk, ζk+1, · · · , ζN).
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Similarly, we have
F ε1··· ±∓︸︷︷︸
k,k+1
···εN (ζ1, · · · , ζk+1, ζk, · · · , ζN)
∼
(1− q2)ζk/ζk+1
1− q2zk/zk+1
F ε1··· ∓±︸︷︷︸
k,k+1
···εN (ζk, · · · , ζk, ζk+1, · · · , ζN)
+
q(1− zk/zk+1)
1− q2zk/zk+1
F ε1··· ±∓︸︷︷︸
k,k+1
···εN (ζk, · · · , ζk, ζk+1, · · · , ζN).
The statement (3.7) follows from this.
3.5. Hecke algebra
In section 4 we will define a ‘new’ level-0 action of U on the level-1 module H.
For this purpose we need to rewrite the commutation relation (3.2) in the language
of Hecke algebras.
Define S ∈ EndCV ⊗ V by
Svε ⊗ vε = −q
−1vε ⊗ vε,
Sv+ ⊗ v− = (q − q
−1)v+ ⊗ v− − v− ⊗ v+,
Sv− ⊗ v+ = −v+ ⊗ v−.
The operators Sj,j+1 ∈ EndCV ⊗N (j = 1, · · · , N−1) satisfy the Hecke algebra relation
Sj,j+1 − S
−1
j,j+1 = q − q
−1, (3.8)
Sj,j+1Sk,k+1 = Sk,k+1Sj,j+1 (|j − k| > 1), (3.9)
Sj,j+1Sj+1,j+2Sj,j+1 = Sj+1,j+2Sj,j+1Sj+1,j+2. (3.10)
The R-matrix R˜(z) can be written as
R˜(z) =
Sz − S−1
qz − q−1
. (3.11)
Substituting (3.11) in (3.2) we obtain formally the relations of the form
(Sj,j+1 −Gj,j+1)Fε1,···,εN (z1, · · · , zN ) ∼ 0, (3.12)
where
G±1j,k =
q−1zj − qzk
zj − zk
(Kj,k − 1) + q
±1 (3.13)
and Kj,k signifies the exchange of variables zj and zk. The Gj,j+1 (j = 1, · · · , N − 1)
satisfy the same relations (3.8)–(3.10) as do Sj,j+1.
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The operators Gj,k and Kj,k are acting on formal Laurent series f(z1, · · · , zN ) in
z1, · · · , zN , and preserve C[z1, z
−1
1 , · · · , zN , z
−1
N ]. However, even if the coefficients of
f(z1, · · · , zN) all belong to V̂, those of Gj,kf(z1, · · · , zN) no longer do so in general.
In order to make sense of (3.12) we need some consideration given below.
3.6. Local series
Consider a series in (z1, · · · , zN) with coefficients in V̂N ,
f(z1, · · · , zN) =
∑
m1,···,mN∈Z
fm1,···,mN z
−m1
1 · · · z
−mN
N , (3.14)
where fm1,···,mN ∈ V̂N . We call f(z1, · · · , zN ) local and homogeneous if there exists an
m ∈ Z such that
fm1,···,mN ∈ V̂
(m1+···mN )
N [[m+max(m1, · · · , mN)]], (3.15)
for all m1, · · · , mN . In general, we call f(z1, · · · , zN) local if it can be written as
a finite sum of local homogeneous series. The generating series Fε1,···,εN (z1, · · · , zN)
(3.1) is local in this sense.
An important property of local series is the following:
Lemma 9 Consider an arbitrary Laurent series homogeneous in z1, · · · , zN :
c(z1, · · · , zN ) =
∑
k1,···,kN∈Z
k1+···+kN=l
ck1,···,kNz
k1
1 · · · z
kN
N .
If f(z1, · · · , zN) is local, then the product c(z1, · · · , zN )f(z1, · · · , zN) is well-defined in
V̂.
Proof. Expand the product
c(z1, · · · , zN)f(z1, · · · , zN)
=
∑
m1,···,mN
 ∑
k1,···,kN
k1+···+kN=l
ck1,···,kNfm1+k1···mN+kN
 z−m11 · · · z−mNN .
We must show that each coefficient
f ′m1···mN =
∑
k1,···,kN
k1+···+kN=l
ck1,···,kNfm1+k1···mN+kN
is convergent in V̂N . This holds since there are only finitely many kj’s such that
max(m1 + k1, · · · , mN + kN) is bounded from above and k1 + · · ·+ kN = l.
In particular, we can multiply any homogeneous element in the ring of Laurent
series that are convergent on the unit circles |z1| = · · · = |zN | = 1. We note however
that the product c(z1, · · · , zN )f(z1, · · · , zN) is not necessarily local.
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Lemma 10 If f(z1, · · · , zN ) is local, then Gj,kf(z1, · · · , zN) is well-defined and local.
Proof. Applying Gj,k to a monomial we obtain an expression
Gj,kz
−mj
j z
−mk
k =
∑
cmjmknjnk z
−nj
j z
−nk
k
where the sum is taken over nj , nk such that nj + nk = mj +mk and max(nj , nk) ≤
max(mj, mk). Therefore if (3.14) is local and homogeneous, then the coefficients of
Gj,kf(z1, · · · , zN) have the form
f ′n1···nN =
∑
mj ,mk
cmjmknjnk fn1,···,mj ,···,mk,···,nN
where mj +mk = nj + nk and max(mj , mk) ≥ max(nj, nk). The lemma follows from
this observation.
3.7. The ‘S = G’ relations
Let us return to the relations (3.12).
Proposition 11 The relations (3.2) are equivalent to
(Sj,j+1 −Gj,j+1)Fε1,···,εN (z1, · · · , zN) ∼ 0. (3.16)
Proof. Write (3.2) as
Fε1,···,εj ,εj+1,···,εN (z1, · · · , zj+1, zj , · · · , zN )
∼ R˜j,j+1(zj+1/zj)Fε1,···,εj ,εj+1,···,εN (z1, · · · , zj , zj+1, · · · , zN). (3.17)
Multiplying qzj+1 − q
−1zj we obtain
(qzj+1 − q
−1zj)Fε1,···,εj ,εj+1,···,εN (z1, · · · , zj+1, zj , · · · , zN)
∼ (Sj,j+1zj+1 − S
−1
j,j+1zj)Fε1,···,εj ,εj+1,···,εN (z1, · · · , zj , zj+1, · · · , zN).
(3.18)
Conversely, by multiplying the Laurent series 1/(qzj+1 − q−1zj), which is convergent
for |zj | = |zj+1| = 1, we get (3.17) from (3.18). Thus (3.17) and (3.18) are equivalent.
The relation (3.18) is equivalent to
(zj+1 − zj)
(
(Sj,j+1 −Gj,j+1)Fε1,···,εN (z1, · · · , zN )
)
∼ 0. (3.19)
Set
(Sj,j+1 −Gj,j+1)Fε1,···,εN (z1, · · · , zN) =
∑
m1,···,mN∈Z
hm1,···,mN z
−m1
1 · · · z
−mN
N . (3.20)
Then (3.20) is local, and we have
hm1,···,mj ,mj+1,···,mN ∼ hm1,···,mj−1,mj+1+1,···,mN .
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Using this repeatedly, we find hm1,···,mN ∼ 0.
4. New action
4.1. Affine Hecke algebras
The action of Uopq (sl2) on each VN = V
⊗N
aff extends naturally to the completion
Vˆ. The subspace N ⊂ Vˆ, given as the span of (3.16), (3.3) and (3.4), is invariant
with respect to this action. This can be seen explicitly by noting that [S,∆op(x)] = 0
(∀x ∈ Uq (sl2) ) and that the vector
v+ ⊗ v− − q
−1v− ⊗ v+ (4.1)
belongs to the trivial representation of Uq (sl2) . Hence H ≃ V̂/N is an Uq (sl2) -
module. We will extend this to the level-0 action of the quantum affine algebra U .
Recall that, given complex numbers aj 6= 0 (j = 1, · · · , N), one can extend the
Uq (sl2) -module VN to the evaluation module over U (denoted by pia1,···,aN )
pia1,···,aN (e0) =
N∑
j=1
ajpij(f1)pij+1(t
−1
1 ) · · ·piN(t
−1
1 ), (4.2)
pia1,···,aN (f0) =
N∑
j=1
a−1j pi1(t1) · · ·pij−1(t1)pij(e1), (4.3)
pia1,···,aN (t0) = pi1(t
−1
1 ) · · ·piN(t
−1
1 ). (4.4)
However this action does not descend to H because it violates the condition e0N ⊂ N
and f0N ⊂ N . The remedy is to replace the numbers aj by suitable commuting
operators, to be given below.
Following Ref.3 let us introduce the operators
Yj = (G
−1
j,j+1Kj,j+1) · · · (G
−1
j,NKj,N)p
ϑj(K1,jG1,j) · · · (Gj−1,jKj−1,j)
= G−1j,j+1 · · ·G
−1
N−1,NZG1,2 · · ·Gj−1,j, (4.5)
where Z = K1,2K1,3 · · ·K1,Npϑ1 and pϑj denotes the scale operator
pϑjf(z1, · · · , zN) = f(z1, · · · , pzj , · · · , zN ).
At this stage the parameter p is arbitrary, but we will make a specific choice of it
later on.
The operators Gj,j+1 (j = 1, · · · , N − 1) and Yj (j = 1, · · · , N) are known to
satisfy the relations for the affine Hecke algebra HˆN . Namely we have, in addition to
(3.8)–(3.10),
YjYk = YkYj,
Gj,j+1YjGj,j+1 = Yj+1,
[Gj,j+1, Yk] = 0, (j, j + 1 6= k).
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In what follows, for an operator X ∈ EndCC[z1, z
−1
1 , · · · , zN , z
−1
N ] we define Xˆ ∈
EndCVˆN by setting∑(
XˆFε1···εN ;m1,···,mN
)
z−m11 · · · z
−mN
N = XFε1···εN (z1, · · · , zN).
Notice that X̂Y = Yˆ Xˆ .
We now define pi(N)(e0), pi
(N)(f0) by the right hand side of (4.2) and (4.3) respec-
tively, wherein we set
aj = q
N−1Yˆ −1j . (4.6)
The following says that they leave the subspace N invariant.
Proposition 12 Let p = q4. For x = e0 or f0, we have
pi(N)(x)
(
Sj,j+1 −Gj,j+1
)
Fε1···εN (z1, · · · , zN) ∼ 0, (4.7)(
pi(N)(x)Fε1···εN (z1, · · · , zj , zj+1, · · · , zN)
) ∣∣∣
zj+1=q−2zj
∼ (−q)N−j+(εj−1)/2δεj+εj+1,0
j−1∏
i=1
(zi − q
2zj)
N∏
i=j+2
(q−2zj − q
2zi)
×pi(N−2)(x)Fε1···εN (z1, · · · , zj−1, zj+1, · · · , zN), (4.8)
pi(N)(x)Fε1···εN ,m1,···,mN belongs to the kernel of ρ̂0
if mj > 0 for some j. (4.9)
This proposition gives us
Theorem 13 The formulas (4.2)–(4.4) with the choice (4.6), (4.5) and p = q4 de-
fines a level-0 action of U on H.
The rest of the text is devoted to the proof of Proposition 12. The statement
(4.9) is valid because the operator Yj keeps the spce C[z
−1
1 , · · · , z
−1
N ] invariant and
preserves the degree.
4.2. Proof of (4.7)
For this the parameter p can be arbitrary. The way of verification is the same as
in Ref.10. Consider the case x = e0 and set
e
(k)
0 = q
N−1Yˆ −1k f
(k),
f (k) = pik(f1)pik+1(t
−1
1 ) · · ·piN (t
−1
1 ).
Clearly e
(k)
0 commutes with Gj,j+1 and Sj,j+1 if k 6= j, j + 1. Using
S(f1 ⊗ t
−1
1 ) = (1⊗ f1)S, (4.10)
and [Yˆ −1k , Sj,j+1] = 0, we have
e
(j)
0 Sj,j+1 = e
(j)
0 (S
−1
j,j+1 + q − q
−1)
= S−1j,j+1q
N−1Yˆ −1j f
(j+1) + (q − q−1)e(j)0 ,
e
(j+1)
0 Sj,j+1 = Sj,j+1q
N−1Yˆ −1j+1f
(j)
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On the other hand, from Gˆj,j+1YˆjGˆj,j+1 = Yˆj+1 and [Gˆj,j+1, f
(k)] = 0, we find
e
(j)
0 Gˆj,j+1 = e
(j)
0 (Gˆ
−1
j,j+1 + q − q
−1)
= Gˆj,j+1q
N−1Yˆ −1j+1f
(j) + (q − q−1)e(j)0 ,
e
(j+1)
0 Gˆj,j+1 = Gˆ
−1
j,j+1q
N−1Yˆ −1j f
(j+1).
Therefore, we have
(e
(j)
0 + e
(j+1)
0 )
(
Sj,j+1 − Gˆj,j+1
)
=
(
S−1j,j+1 − Gˆ
−1
j,j+1
)
qN−1Yˆ −1j f
(j+1)
+
(
Sj,j+1 − Gˆj,j+1
)
qN−1Yˆ −1j+1f
(j)
= (Sj,j+1 − Gˆj,j+1)q
N−1(Yˆ −1j f
(j+1) + Yˆ −1j+1f
(j)).
Hence
pi(N)(e0)(Sj,j+1 − Gˆj,j+1)Fε1···εN (z1, · · · , zN) =
(Sj,j+1 − Gˆj,j+1)(
∑
k(6=j,j+1)
e
(k)
0 + Yˆ
−1
j f
(j+1) + Yˆ −1j+1f
(j))
×Fε1···εN (z1, · · · , zN) ∼ 0,
which completes the proof for e0.
The case x = f0 can be shown similarly by using
S(t1 ⊗ e1) = (e1 ⊗ 1)S.
4.3. Proof of (4.8)
The verification of (4.8) is technically more complicated. For this it is necessary
to choose p = q4. In view of (3.2) it suffices to consider the case j = N − 1. The case
x = f0 being similar, we concentrate on the case x = e0.
For convenience we use the decomposition of the Uopq (sl2) -module V ⊗V = V
(3)⊕
V (1), the superscripts indicating the dimensions. For s = 1 or 3 let v(s) =
∑
ε,ε′ vε ⊗
vε′c
(s)
εε′ be a vector in V
(s). We have
Sv(3) = −q−1v(3), Sv(1) = qv(1). (4.11)
Writing
∑
ε,ε′ Fε1··· εε′︸︷︷︸
j,j+1
···εN (z1, · · · , zN)c
(s)
εε′ as Fε1···c(s)···εN (z1, · · · , zN), we shall verify
(4.8) separately for s = 1, 3.
The case s = 3: From (4.5) and (4.10), we have
ρ(N)(e0)Fε1···εN (z1, · · · , zN)
=
N∑
j=1
f (N)SN−1,N · · ·Sj,j+1G
−1
j−1,j · · ·G
−1
1,2Fε1···εN (z2, · · · , zN , p
−1z1).
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From (3.3) we have Fε1···εN−2c(3)(z1, · · · , zN)
∣∣∣
zN=q−2zN−1
∼ 0. Therefore, we are to show
N∑
j=1
f (N)SN−1,N · · ·Sj,j+1G
−1
j−1,j · · ·G
−1
1,2
×Fε1···εN−2c(3)(z2, · · · , zN , p
−1z1)
∣∣∣
zN=q−2zN−1
∼ 0.
Step 1. The sum of the terms for j = N − 1 and j = N reads
f (N)(SN−1,N +G
−1
N−1,N)G
−1
N−2,N−1 · · ·G
−1
1,2 ×
×Fε1···εN−2c(3)(z2, · · · , zN , p
−1z1)
∣∣∣
zN=q−2zN−1
. (4.12)
Because of (4.11) and G−1N−1,N
∣∣∣
zN=q−2zN−1
= q−1, the sum (4.12) vanishes.
Step 2. Note that S2,3S1,2(V ⊗ V (3)) ⊂ V (3) ⊗ V . Therefore, for j ≤ N − 2 the
term
f (N)SN−1,N · · ·Sj,j+1G
−1
j−1,j · · ·G
−1
1,2Fε1···εN−2c(3)(z2, · · · , zN , p
−1z1) (4.13)
is a linear combination of
G−1j−1,j · · ·G
−1
1,2Fε′1···ε′N−3c′(3)ε′N (z2, · · · , zN , p
−1z1)
where
∑
ε,ε′ vε ⊗ vε′c
′(3)
εε′ ∈ V
(3). Therefore, at zN = q
−2zN−1 the term (4.13) vanishes.
The case s = 1: Next we consider the case of Fε1···εN−2c(1), where v
(1) =
∑
ε,ε′ vε ⊗
vε′c
(1)
εε′ is given by (4.1). Below, we give a complete proof for N ≤ 6. We have verified
the general case by a similar method.
We set
Bj,k =
q−1zj − qzk
zj − zk
, Cj,k =
(q − q−1)zj
zj − zk
, Cj,k =
(q − q−1)zk
zj − zk
, (4.14)
so that Gj,k = Bj,kKj,k + Cj,k and G
−1
j,k = Bj,kKj,k + Cj,k.
Lemma 14 S2,3S1,2vε ⊗ v
(1) = q−1v(1) ⊗ vε.
Lemma 15
Fε1··· c(1)︸︷︷︸
j,j+1
···εN
(z1, · · · , zj, zj+1, · · · , zN)
∣∣∣
zj+1=q−2zj
= (−q)N−j(1 + q−2)Fε1···,εj−1,εj+2,···εN (z1, · · · , zj−1, zj+2, · · · , zN)×
×
j−1∏
k=1
(zk − q
2zj)
N∏
k=j+2
(q−2zj − q
2zk).
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We are to show(
q2f (N)
N∑
j=1
SN−1,N · · ·Sj,j+1G
−1
j−1,j · · ·G
−1
1,2
×Fε1···εN−2c(1)(z2, · · · , zN , p
−1z1)
)∣∣∣
zN=q−2zN−1
∼ −(q + q−1)f (N−2)
N−2∑
j=1
SN−3,N−2 · · ·Sj,j+1G
−1
j−1,j · · ·G
−1
1,2
×
(
Fε1···εN−2(z2, · · · , zN−2, p
−1z1)
N−2∏
k=1
(zk − q
2zN−1)
)
. (4.15)
Step 1. By using Lemma 14 and Lemma 15, the relation (4.15) reduces to
(1− q2)zN−1
N−2∑
j=1
f (N−2)SN−3,N−2 · · ·Sj,j+1G
−1
j−1,j · · ·G
−1
1,2 ×
×
{
Fε1···εN−2(z2, · · · , zN−2, p
−1z1)
N−2∏
k=1
(zk − q
2zN−1)
}
+q2
{
f (N)G−1N−2,N−1 · · ·G
−1
1,2 ×
Fε1···εN−2c(1)(z2, · · · , zN , p
−1z1)
}∣∣∣
zN=q−2zN−1
∼ 0.
(4.16)
If N = 2, this is 0 ∼ 0. If N = 3, the left hand side is
(1− q2)z2f
(1)Fε1(p
−1z1) + q
2
{
f (3)G−11,2Fε1c(1)(z2, z3, p
−1z1)
}∣∣∣
z2=q2z3
. (4.17)
We have (see (4.14))
f (3)G−11,2Fε1c(1)(z2, z3, p
−1z1)
= −q−1(B1,2K1,2 + C1,2)Fε1−−(z2, z3, p
−1z1).
We have B1,2K1,2Fε1−−(z2, z3, p
−1z1) = B1,2Fε1−−(z1, z3, p
−1z2). If z3 = q
−2z2, then
we have p−1z2 = q
−2z3. (Here we used p = q
4.) Therefore, we have
B1,2K1,2Fε1−−(z2, z3, p
−1z1)
∣∣∣
z3=q−2z2
∼ 0.
Noting that Fε1−−(z2, z3, p
−1z1)
∣∣∣
z3=q−2z2
= f (1)Fε1(p
−1z1)(z2−z1) and using (4.14),
we obtain that (4.17) belongs to N .
Lemma 16 C2,3G
−1
1,2 = (G
−1
1,2 + C2,3)C1,3.
Lemma 17
Bj,j+1Fε1···εN (z1, · · · , zj+1, zj , · · · , zN )
∼ (Sj,j+1 − Cj,j+1)Fε1···εN (z1, · · · , zj, zj+1, · · · , zN).
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Remark. In applying Lemma 17 more than once, we must be careful about ordering
the factors. For example, for N = 5 we have
B3,4B2,4Fε1ε2ε3c(1)(z4, z2, z3, z5, p
−1z1)
= (S2,3 − C3,4)(S1,2 − C2,4)Fε1ε2ε3c(1)(z2, z3, z4, z5, p
−1z1).
Step 2. By using Lemma 16 and Lemma 17, we have
G−1
N−2,N−1
· · ·G−1
12
Fε1···εN−2c(1)(z2, · · · , zN , p
−1z1)
∣∣∣
zN=q−2zN−1
=
{
(G−1
N−3,N−2
+ CN−2,N−1)(G
−1
N−4,N−3
+ CN−3,N−1) · · · (G
−1
12
+ C2,N−1)
+(G−1
N−4,N−3
+ CN−3,N−1) · · · (G
−1
12
+ C2,N−1)(SN−3,N−2 − CN−2,N−1)
+(G−1
N−5,N−4
+ CN−4,N−1) · · · (SN−3,N−2 − CN−2,N−1)(SN−4,N−3 − CN−3,N−1)
+ · · ·
+(SN−3,N−2 − CN−2,N−1)(SN−4,N−3 − CN−3,N−1) · · · (S12 − C2,N−1)
}
×C1,N−1Fε1···εN−2c(1)(z2, · · · , zN , p
−1z1)
∣∣∣
zN=q−2zN−1
+BN−2,N−1 · · ·B2,N−1B1,N−1Fε1,···,εN−2,c(1)(z1, · · · , zN−2, zN , p
−1zN−1)
∣∣∣
zN=q−2zN−1
.
(4.18)
Note that the last term vanishes when f (N) is applied:
f (N)Fε1,···,εN−2,c(1)(z1, · · · , zN−2, zN , p
−1zN−1)
∣∣∣
zN=q−2zN−1
∼ 0.
For N = 5, the derivation of (4.18) goes as follows. By using Lemma 16 we have
the equality
BN−2,N−1 · · ·B2,N−1B1,N−1G
−1
3,4G
−1
2,3G
−1
1,2
= C3,4G
−1
2,3G
−1
1,2 +B3,4G
−1
2,4G
−1
1,2K3,4
= (G−12,3 + C3,4)C2,4G
−1
1,2 +B3,4C2,4G
−1
1,2K3,4 +B3,4B2,4G
−1
1,4K2,4K3,4
= (G−12,3 + C3,4)(G
−1
1,2 + C2,4)C1,4 +B3,4(G
−1
1,2 + C2,4)C1,4K3,4
+B3,4B2,4C1,4K2,4K3,4 +B3,4B2,4B1,4K1,4K2,4K3,4
Using Lemma 17, we have (4.18).
Step 3. In the right hand side of (4.18), if we pick up the terms
q2f (N)
{
G−1N−3,N−2G
−1
N−4,N−3 · · ·G
−1
2,3G
−1
1,2
+G−1N−4,N−3G
−1
N−5,N−4 · · ·G
−1
1,2SN−3,N−2
+G−1N−5,N−4 · · ·G
−1
1,2SN−3,N−2SN−4,N−3
+ · · ·+ SN−3,N−2SN−4,N−3 · · ·S2,3S1,2
}
×
×C1,N−1Fε1···εN−2c(1)(z2, · · · , zN , p
−1z1)
∣∣∣
zN=q−2zN−1
,
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they cancel the first term in (4.16). For example, for N = 4 we have
(1− q2)z3
{
f (2)(S1,2 +G
−1
1,2)Fε1ε2(z2, p
−1z1)(z2 − q
2z3)
}
+q2
{
f (4)(G−11,2 + S1,2)C1,3Fε1ε2c(1)(z2, z3, z4, p
−1z1)
}∣∣∣
z4=q−2z3
∼ 0.
Lemma 18 (G−1j,j+1 + Cj+1,N−1)Cj,N−1 = Cj+1,N−1Gj,j+1.
Step 4. Using Lemma 18, we can show the cancellation of the terms obtained
by setting formally G−11,2 = SN−3,N−2 = 0 in (4.18). For example, for N = 4, we have
(C2,3 − C2,3)Fε1ε2c(1)(z2, z3, z4, p
−1z1)
∣∣∣
z4=q−2z3
= 0. For N = 5, we have
{
(G−12,3 + C3,4)C2,4 − C2,4C3,4 − C3,4(S1,2 − C2,4)
}
×
×Fε1ε2ε3c(1)(z2, z3, z4, z5, p
−1z1)
∣∣∣
z5=q−2z4
∼
{
C3,4G2,3 − C2,4C3,4 − C3,4(G2,3 − C2,4)
}
×
×Fε1ε2ε3c(1)(z2, z3, z4, z5, p
−1z1)
∣∣∣
z5=q−2z4
= 0.
Here we used S1,2Fε1ε2ε3c(1)(z2, z3, z4, z5, p
−1z1) ∼ G2,3Fε1ε2ε3c(1)(z2, z3, z4, z5, p
−1z1).
Step 5. The remaining terms on the right hand side of (4.18) are grouped into
three categories: the terms containing (i) G−11,2 but not SN−3,N−2, (ii) SN−3,N−2 but
not G−11,2, (iii) both G
−1
1,2 and SN−3,N−2.
The terms in (i), (ii), (iii) do not contain Kj,N−1, Kj,N (1 ≤ j ≤ N − 2). There-
fore, if we apply these terms to Fε1···εN−2c(1)(z2, · · · , zN , p
−1z1) in (4.16), the positions
of zN−1 and zN in Fε1···εN−2c(1)(z2, · · · , zN , p
−1z1) do not change. Therefore, using
C1,N−1 =
q−1(1− q2)zN−1
zN−1 − z1
, the relation (4.16) (to be proved) reduces to the form
N−2∑
j=1
f (N−2)SN−3,N−2 · · ·Sj,j+1G
−1
j−1,j · · ·G
−1
1,2∆F
−f (N−2)
{
(G−1N−3,N−2 + CN−2,N−1) · · · (G
−1
1,2 + C2,N−1)
+(G−1N−4,N−3 + CN−3,N−1) · · · (SN−3,N−2 − CN−2,N−1)
+ · · ·+ (SN−3,N−2 − CN−2,N−1) · · · (S1,2 − C2,N−1)
}
∆F
∼ 0, (4.19)
where we used the abbreviation
∆ =
N−2∏
k=2
(zk − q
2zN−1),
F = Fε1···εN−2(z2, · · · , zN−2, p
−1z1).
20
Let us write z1′ = p
−1z1 and
GN−2,1′ =
q−1zN−2 − qz1′
zN−2 − z1′
KN−2,1 +
(q − q−1)zN−2
zN−2 − z1′
. (4.20)
Then, the relation (4.19) reads
N−2∑
j=1
f (N−2)SN−3,N−2 · · ·Sj,j+1G
−1
j−1,j · · ·G
−1
1,2∆F
−f (N−2)
{
(G−1N−3,N−2 + CN−2,N−1) · · · (G
−1
1,2 + C2,N−1)
+(G−1N−4,N−3 + CN−3,N−2) · · · (GN−2,1′ − CN−2,N−1)
+ · · ·+ (GN−2,1′ − CN−2,N−1) · · · (G2,3 − C2,N−1)
}
∆F
∼ 0.
Let us call the terms in the first sum in the left hand side of this relation “the
wanted terms” or for short WT. The second sum contains WT. The proof is over if
we show the terms in the second sum other than WT (we call them “the unwanted
terms” or for short UWT), vanish. We will show this statement by induction on N .
For N = 2 and N = 3, the statement is trivial. For N = 4, the statement holds
because C2,3 − C2,3 = 0. In general, we show the terms (i), (ii),(iii) other than WT
separately cancel. For example, for N = 5 we have
(G−12,3 + C3,4)(G
−1
1,2 + C2,4) + (G
−1
1,2 + C2,4)(G3,1′ − C3,4) + (G3,1′ − C3,4)(G2,3 − C2,4).
UWT in (iii):0
UWT in (i)+(iii):{
(G−12,3 + C3,4)G
−1
1,2 +G
−1
1,2(G3,1′ − C3,4)
}
− (G−12,3G
−1
1,2 +G
−1
1,2G3,1′)
= (C3,4 − C3,4)G
−1
1,2 = 0.
UWT in (ii)+(iii):{
(G−11,2 + C2,4)G3,1′ +G3,1′(G2,3 − C2,4)
}
− (G−11,2G3,1′ +G3,1′G
−1
2,3)
= (C2,4 − C2,4)G3,1′ = 0.
For N = 6 we have
(G−13,4 + C4,5)(G
−1
2,3 + C3,5)(G
−1
1,2 + C2,5)
+(G−12,3 + C3,5)(G
−1
1,2 + C2,5)(G4,1′ − C4,5)
+(G−11,2 + C2,5)(G4,1′ − C4,5)(G3,4 − C3,5)
+(G4,1′ − C4,5)(G3,4 − C3,5)(G2,3 − C2,5).
The cancellation of the terms in (iii) reduces to the case N = 4.
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The terms in (i)+(iii) are
(G−13,4 + C4,5)(G
−1
2,3 + C3,5)G
−1
1,2
+(G−12,3 + C3,5)G
−1
1,2(G4,1′ − C4,5)
+G−11,2(G4,1′ − C4,5)(G3,4 − C3,5).
Except for the terms in (iii), which are already done, we can commute G−11,2 with the
terms located on the right of G−11,2. By moving G
−1
1,2 to the right end, the statement
reduces to the cancellation of UWT in
(G−13,4 + C4,5)(G
−1
2,3 + C3,5) + (G
−1
2,3 + C3,5)(G4,1′ − C4,5) + (G4,1′ − C4,5)(G3,4 − C3,5).
This is nothing but the case N = 5. We omit the further details.
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