Let G be a simple graph with n vertices. The coloring complex ∆(G) was defined by Steingrímsson, and the homology of ∆(G) was shown to be nonzero only in 
Introduction
Consider R = A/I where A = F [x S |S ⊆ {1, ..., n}], I is the ideal generated by {x U x T |U ⊆ T, T ⊆ U}, and F is a field of characteristic zero. Then consider the ideal K G generated by the monomials x e 1 X 1 x e 2 X 2 ...x e l X l , e i > 0, such that for all i, 1 ≤ i ≤ l + 1, Y i = X i \X i−1 does not contain an edge of G (X 0 = ∅ and X l+1 = {1, ..., n}). Steingrímsson [8] calls K G the coloring ideal, since there is a bijection between monomials of K G of degree 1 r and colorings of G with r + 1 colors. He then notes that the quotient R/K G is the face ring of a simplicial complex, ∆(G). This complex is called the coloring complex of G.
In 2005, Jonsson [5] , showed that ∆(G) has the homology of a wedge of a G − 1 spheres, where a G is the number of acyclic orientations of G. Stanley [9] showed that a G is (−1) n χ G (−1), and Jonsson [5] concluded from this result that the dimension of the (n − 3) rd homology group of ∆(G) is in fact, (−1) n χ G (−1) − 1. Hanlon [2] showed that Eulerian idempotents provide a decomposition of the homology group H n−3 (∆(G)) where the dimension of the j th component in the decomposition, H
n−3 (∆(G)), equals the absolute value of the coefficient of λ j in the chromatic polynomial of G, χ G (λ).
Recently, Jonsson [6] studied the topology of the intersections of coloring complexes and determined a condition for which these complexes are homology Cohen-Macaulay. In this note, we provide a generalization of Hanlon's result to the intersection of coloring complexes.
The Coloring Complex
We begin by defining Steingrímsson's [8] coloring complex following the presentation in Jonsson [5] .
Let G be a simple graph on n vertices. Let (B 1 , ..., B r+2 ) be an ordered partition of {1, ..., n} where at least one of the B i contains an edge of G, and let ∆ r (G) be the set of ordered partitions (B 1 , ..., B r+2 ).
Definition 2.1. The coloring complex of G, denoted ∆(G), is the simplicial complex defined by the sequence:
where C r is the vector space over a field of characteristic zero with basis ∆ r (G) and
Notice that ∂ r−1 • ∂ r = 0. Then:
The intersection of coloring complexes is defined as follows:
Definition 2.3. Let m ∈ N and let G = (G 1 , ..., G m ) be a sequence of nonempty graphs on a vertex set, V , of cardinality n. The intersection of coloring complexes of G, denoted
Jonsson [6] showed that when the sequence G is diagonally cycle-free, the complex ∆(G) is homology Cohen-Macaulay.
.., G m ) be a sequence of nonempty graphs on a vertex set V , and let E = {e 1 , ..., e m } be a set of edges where
The sequence G is diagonally cycle-free if the edge sets of the G i are mutually disjoint, and if for all E, the graph (V, E) is acyclic.
The chromatic polynomial, χ G (λ), of G is defined to be the number of ways of coloring the vertices in V with λ colors such that the coloring is proper for at least one
It is straightforward to prove the following recursive identity:
Eulerian Idempotents
Recently, Hanlon [2] showed that there is a Hodge decomposition of H n−3 (∆(G)) for a graph G; we will discuss this result and its generalization to the intersection of coloring complexes. In order to describe this decomposition, we must first define and describe the Eulerian idempotents. The Eulerian idempotents have many interesting properties and have proved useful in many different algebraic and combinatorial problems. For more information on Eulerian idempotents see [1] , [7] , [3] , and [4] .
Define a descent of a permutation π ∈ S n to be a couple of consecutive numbers (i, i + 1) such that π(i) > π(i + 1). It follows from Loday's [7] definition that the Eulerian idempotents e (j) r can be defined by the identity: There are several important properties of the Eulerian idempotents which are due to Gerstenhaber and Schack [1] . In their paper, they show that the Eulerian idempotents are mutually orthogonal idempotents and that their sum is the unit element in C[S n ]. So then for any S n -module, M, we have that
n M.
Notice that we can define an action of S r+2 on ∆ r (G). Namely, if σ ∈ S r+2 , then
). This action then makes C r into an S r+2 -module.
Hanlon [2] notes (and this result can be derived from the work of Gerstenhaber and
Schack [1] ) in Lemma 2.1 of his paper that for any graph G and for each r, j,
This implies then that, for each j, C
r+2 C r is a subcomplex of (C * (∆(G)), ∂ * ). We may then consider the homology of the subcomplex, and it will be denoted by H (j) * (∆(G)). So then we have
The above decomposition is called the Hodge decomposition of H * (∆(G)).
Hanlon [2] showed that there is a Hodge decomposition of the top homology group
n−3 (∆(G)). Further, he showed that the dimension of the j th Hodge piece is equal to the absolute value of the coefficient of λ j in the chromatic polynomial of G.
In the case of the intersection of coloring complexes, the Hodge decomposition of ∆(G) can be defined by following the same process as above. For an arbitrary sequence of nonempty graphs, G = (G 1 , . .., G m ), the homology of ∆(G) is not concentrated in one dimension, and thus Hanlon's result does not in general hold. In this note, we will provide a generalization of Hanlon's result. We also will note that when the sequence G is diagonally cycle-free the absolute value of the coefficient of λ j in χ G (λ) is equal to the dimension of
4 The Relationship Between the Chromatic Polynomial of ∆(G) and ∆(G)
In this section, we will provide a generalization of Hanlon's result to the intersection of coloring complexes. In our study, we will need the following definition:
Let X (j) (∆(G)) denote the Euler Characteristic of the j th Hodge piece of ∆(G). In particular,
where
Proof: The proof is similar to the proof of Theorem 4.1 in [2] and will be by induction on m. The base case follows from Theorem 4.1 in [2] . By way of induction, suppose m ≥ 2.
Let G ′ = (G 1 , . .., G m−2 ). Jonsson [6] notes:
Let C r (G) be the vectorspace having as its basis ∆ r (G). This then implies that
Notice that this isomorphism commutes with the action of S r+2 , which implies that
Then,
where the second to last inequality follows by induction and the last line follows by identity (12) in Jonsson [6] .
Corollary 4.2. If G is diagonally cycle free, then for each j, the dimension of H (j) n−3 (∆(G)) equals the absolute value of λ j in χ G (−λ).
