This paper presents tractable and recursively feasible optimization-based controllers for stochastic linear systems with bounded controls. The stochastic noise in the plant is assumed to be additive, zero mean and fourth moment bounded, and the control values are transmitted over an erasure channel. Three different transmission protocols are proposed having different requirements on the storage and computational facilities available at the actuator. We optimize a suitable stochastic cost function accounting for the effects of both the stochastic noise and the packet dropouts over affine saturated disturbance feedback policies. The proposed controllers ensure mean-square boundedness of the states in closed-loop for all positive values of control bounds and any nonzero probability of successful transmission over a noisy control channel.
I. INTRODUCTION
T HE availability of fast computing machines has spurred the growth of control techniques involving algorithmic selection of actions that minimize some performance objective. Receding horizon predictive control, which is based on the idea of algorithmic selection of control actions, has evolved over the years into one of the most useful control synthesis techniques currently available to a control engineer. Initial forays into stochastic versions of receding horizon techniques were made in the operations research community, with inventory and manufacturing systems as the key application areas. Since then there has been a steady growth of stochastic receding horizon control in the domain of control systems, with current application areas ranging in financial engineering, industrial electronics, power systems, process control, etc. See, e.g., the recent surveys [1] and [2] for the current state-of-the-art and [3] and [4] for book-length treatments. As emphasized in [1] , stochastic receding horizon control still lacks a comprehensive and unified treatment. In particular, the treatment of potentially unbounded noise appears to be sketchy, and part of the reason for this lacuna is the complete absence of a final set that can be made positively invariant. Consequently, the conventional tools developed in deterministic and robust receding horizon control, e.g., in [5] - [14] do not carry over; see [1, Sec.3] for a detailed discussion. The literature is even more sketchy when it comes to receding horizon predictive control over networks that take into account the stochastic effects of such communication networks. This is the precise area where the contributions of this paper lie. This paper is concerned with stochastic predictive control (SPC) under an unreliable control channel. Numerous contemporary applications involve control of systems over noisy control channels. For instance, cloud-aided vehicle control systems [15] , [16] , where the control values are computed on remote servers and transmitted to the vehicles over wireless channels. Disturbances enter into the plant dynamics due to, for example, GPS localization errors and transmissions over noisy wireless channels. The interference and the fading effects in the noisy control channel lead to packet delays and dropouts. To avoid book-keeping and for sheer simplicity, in this paper, we consider delayed information as lost information. 1 The plant is assumed to be a noisy linear controlled system, with the plant noise being a stochastic process entering the dynamics additively. We do not assume that the noise is bounded. Notice that even without control channel dropouts, since the noise is not bounded, a conventional terminal constraint argument along the lines of [18] to ensure closed-loop stability turns out to be impossible to execute. Since the underlying optimal control problems are employed in a receding horizon fashion, and each of them is a finite horizon optimal control problem, stability of the closedloop system under the resulting receding horizon control is by no means obvious. In the deterministic setting, one selects the cost-per-stage function and the final cost function in a certain way (based on Lyapunov inequalities) to ensure stability of the closed-loop system [19] . Although such a Lyapunov-based argument is possible even in the stochastic case [20] , it is not easily numerically tractable. To deal with stochastic systems, we shall impose a constraint in the underlying optimal control problem such that it is (globally) feasible and the closed-loop system is stable in a precise sense. Such constraint embedding for stability has appeared before in the literature concerning deterministic model predictive control in [18] and SPC in [21] and [22] . The control channel is modeled as an erasure channel with dropouts occurring according to an i.i.d. Bernoulli random process. We assume that all the communication occurs via a protocol with reliable acknowledgments of receipts. One of our primary goals is to ensure good stability properties in a closedloop operation. To this end, we select the notion of mean-square boundedness of the closed-loop process as a desirable property, and we demonstrate how to ensure mean-square boundedness under mild assumptions on the noise. To our knowledge, this is the first rigorous treatment of SPC with bounded controls in the presence of control channel dropouts, and where the stability of the closed-loop process is ensured.
Control under packet dropouts is extensively studied within the framework of sequence-based control [23] - [25] and packetized predictive control (PPC) [26] , [27] . In sequence-based control, packet dropouts and communication delays are assumed to be present in both the control channel and the sensor channel, but control bounds are not incorporated in the problem formulations. Hard bounds on control actions are omnipresent in practical applications; therefore, it is of paramount importance that control strategies take into account these bounds at the synthesis stage. PPC handles the constrained control problems by solving a deterministic optimization program over open-loop input sequences at each time step. It was demonstrated in [28, Sec. 2.4 ] that for stochastic systems, the optimization over feedback policies is in general superior to open-loop controls in the sense that the cost in the former case is lower than in the latter case. However, the set of decision variables is nonconvex for general state feedback policies [29] . When using disturbance feedback parametrization, an admissible feedback policy can be obtained by solving a tractable convex optimization program [29] . Disturbance feedback parametrization followed by saturation of feedback is used in [30] to satisfy the constraints on actions in the presence of potentially unbounded disturbance. This approach was followed in [31] in the presence of i.i.d. packet dropouts, but mean-square bounds of the closed-loop states could be proved only under sufficiently large control authority. Our results extend the main results of [30] and [31] by removing the lower bound on the control authority in the presence of i.i.d. packet dropouts. The recent works [26] , [27] have considered predictive control under stochastically modeled packet dropouts and additive stochastic noise with unbounded support but relied on deterministic cost functions for computational tractability. Stochastic receding horizon control with stochastic cost functions accounting for the dropouts and additive noise has appeared only in our recent conference contributions [32] , [33] in its initial stage of the development. In addition, we demonstrated in [32] via numerical experiments that our approach employs less actuator energy than PPC [26] , [27] .
The main contributions of this paper are as follows. 1) We give tractable and recursively feasible solutions to SPC for linear systems in the presence of an unreliable control channel, possibly unbounded additive noise and hard bounds on the control actions. 2) We present three transmission protocols depending upon the availability of storage and computation facilities at the actuator, and systematically show the formulation of numerically tractable optimization programs for receding horizon control.
3) We introduce stability constraints to ensure mean-square boundedness of closed-loop states for any positive bound on the control actions and for any nonzero probability of successful transmission over a noisy control channel. The paper exposes as follows: In Section II, we establish the notation and definitions of the plant and its properties. In Section III, we provide the main results and discuss stability issue in Section IV. We present numerical experiments in Section V and conclude in Section VI. The proofs of our results are documented in a consolidated manner in the appendix.
Our notations are standard. We let R denote the real numbers, R 0 denote the nonnegative reals, and N denote the natural numbers. Intervals on the real line are denoted by ]a, b[, ]a, b], etc., where ]a, b[:= {z ∈ R | a < z < b} and ]a, b] := {z ∈ R | a < z b}. For any sequence (s n ) n ∈N taking values in some Euclidean space, we denote by s n :k the vector s n s n +1 · · · s n +k −1 , k ∈ N. The standard Kronecker and Schur products of matrices are denoted by ⊗ and , respectively. For any z ∈ R, we let z + and z − denote the positive and the negative parts max{z, 0} and max{−z, 0} of z, respectively. The notation E z [·] stands for the conditional expectation with given z. For a given vector V its i th component is denoted by V (i) . Similarly, M (i) denotes the i th row of a given matrix M . The column vector of all 1's of length k is denoted by 1 1:k . For a matrix M , the quantity σ 1 (M ) denotes its largest singular value and M + its Moore Penrose pseudoinverse [34, Sec. 6.1]. Inner products on Euclidean spaces are denoted by v, w := v w. We let I d denote the d × d identity matrix. The r × q matrix with all entries equal to 0 is denoted by 0 r ×q or simply by 0 when the dimension of the matrix is clear from the context.
II. PROBLEM SETUP

A. Dynamics and Objective Function
Consider a linear time-invariant control system with additive process noise and controlled over an unreliable channel given by
where ((1)-a) x t ∈ R d , A ∈ R d×d , and B ∈ R d×m are given matrices, x ∈ R d is a given vector. The control u a t is the available control at the actuator end at time t after passing through the erasure control channel. The control is constrained to take values in the set
where U max > 0 is a given constraint, ((1)-b) (w t ) t∈N is a sequence of i.i.d. zero mean and fourth moment bounded random vectors, and ((1)-c) at each time t the state x t is measured perfectly. A control policy π is a sequence (π 0 , . . . , π t , . . .) of Borel measurable maps π t : R d −→ U. Policies of finite length (π t , π t+1 , . . . , π t+N −1 ) for some N ∈ N will be denoted by π t:N in the sequel. The control u a t available at the actuator end at time t depends on the transmitted parameters of the control policy and the dropouts (ν t ) t∈N in the control channel, where (ν t ) t∈N is a sequence of i.i.d. Bernoulli {0, 1} random variables with E[ν t ] = p ∈ ]0, 1], and the sequence (ν t ) t∈N is independent of (w t ) t∈N . Therefore, ν t = 0 refers to packet dropout, and ν t = 1 refers to successful transmission.
Let symmetric and nonnegative definite matrices Q, Q f ∈ R d×d and a symmetric and positive definite matrix R ∈ R m ×m be given, and define the cost-per-stage function c s : 
The cost function V t therefore, considers the control effort that occurs at the actuator end, not just the computed control. At each time instant t, we are interested in minimizing the objective function V t over the class of causal history-dependent feedback strategies Π defined by u t+ = π t+ (x t , x t+1 , . . . , x t+ ) while satisfying u t ∈ U for each t.
The receding horizon control strategy for a given recalculation interval N r ∈ {1, . . . , N} and time t consists of successive applications of the following steps.
1) Measure the state x t and determine an admissible optimal feedback policy π t:N ∈ Π that minimizes V t at time t. 2) Apply the first N r elements π t:N r −1 of this policy. 3) Increase t to t + N r and return to step 1). In common parlance, the case of N r = 1 is known as model predictive control, and that of N r = N is known as rolling horizon control [35] - [38] . In this paper, we consider the recalculation interval N r equal to the reachability index κ of the system to satisfy certain drift conditions (24) and (25) for stability. Therefore, the optimization horizon N should not be smaller than κ.
The states, controls, and noise over one horizon N admit the following description under unreliable control channel, for situations where at each time t, solely the control action u t is sent over the communication channel:
where u a t:
. . .
Notice that the expression of u a t:N depends on how the stacked control vector u t:N is affected by the channel effects. We define two block diagonal matrices
derived from the given matrices Q, Q f , and R. The compact notation above allows us to state the following optimal control problem underlying the receding horizon control technique:
The objective function for stochastic systems has the same physical interpretation as for deterministic systems; for stochastic systems, we focus on the average cost because of the uncertainty involved in the plant dynamics. This enables us to prevent worst case analysis that turns out to be conservative. As in standard linear quadratic (LQ) control, the objective function has quadratic terms-the cost-per-stage functions and the final cost function. We can choose these terms based on the penalty we want to apply on the states and the controls depending upon the physical context of the problem. Under the receding horizon implementation, the cost-per-stage x i Qx i + u i Ru i for all i 0 shows the cost associated at each time step. Therefore, we are ultimately interested in the empirical average of the cost-per-stage, which is studied in our numerical experiments and displayed in Figs. 8 and 13. We shall employ a feedback from the process noise in our policies, which will lead to a modified optimal control problem. Parametrization of control policies directly in terms of the noise is standard [29] , [39] and leads to convex problems under appropriate selection of the cost and the constraints. We impose the following blanket. Assumption 1: The communication channel between sensors and the controller is noiseless. Each component of w t is symmetrically distributed about origin.
Two important ingredients of SPC are the class of control policy and the stability constraints. We shall discuss them in the following sections. The control policy class allows us to take the disturbance as feedback and to consider the effects of transmission protocols, which are discussed in Section III. The stability constraints allow us to transcend beyond the regime of terminal set methods. In order to ensure recursive feasibility and mean-square boundedness for any positive bound on control, the stability constraints presented in this paper are different from those in [30] .
B. Control Policy Class
We recall that the states are completely and exactly measured and acknowledgments of whether a successful control transmission have occurred or not are assumed to be causally available to the controller. The corresponding architecture is depicted in Fig. 1 . It is therefore possible to reconstruct the noise sequence from the sequence of observed states and control inputs with the aid of the formula
This calculation is performed at the controller at each time t ∈ N. We follow the approach in [35] , and employ N -historydependent policies of the form
It was shown in [29] that if e i equals the identity map, then there exists a (nonlinear) bijection between the above class of control policies and the class of affine state feedback policies. Restricting control to be of the form (7) is suboptimal, but it ensures tractability of a broad class of optimal control problems in a computationally efficient way using convex optimization techniques [40] . Similarly to [30] , [35] , [41] , and [42] , the measured noise is saturated before inserting into the control vector. Hence, we can assume that there exists
If there are no dropouts, then the control vector u t:N admits the following form under the reliable control channel:
where η t := η t:N , e := ( e 1 e 2 . . . e N −1 ) , η t ∈ R m N , and Θ t is a strictly lower block triangular matrix
with each θ k, ∈ R m ×d and e(w t:N −1 ) ∞ ϕ max . We shall employ saturation functions symmetric about the origin. 
III. MAIN RESULTS
In this section, we propose three transmission protocols in the setting of control channel dropouts. Each protocol leads to a different controller. We present associated constrained finite horizon optimal control problems (5) in the form of tractable and recursively feasible optimization programs under these transmission protocols, and demonstrate that the optimization programs thus obtained are convex quadratic, and can be solved by using standard MATLAB-based software packages, e.g., YALMIP [43] and the solver SDPT3-4.0 [44] . The variance and covariance matrices used in the optimization programs are computed offline empirically to reduce the burden of online computation. Detailed examples are documented in Section V.
A. Sequential Transmission of Control
Transmission Protocol: (TP1) The control values are transmitted to the actuator at every step Fig. 2 .
For each t = 0, κ, 2κ, . . ., the offset vector and gain matrix are obtained by solving the optimization problem (11) discussed below. Akin to (4), the control (7) is computed and transmitted at each instant. For = 0, 1, . . . , κ − 1, the control value transmitted at time t + is affected by dropout at the same time. Hence, u a t:N in (4) is given by
where
and e(w t:N −1 ) as defined in (8) . In each optimization horizon of length N , only κ N blocks of the stacked control vector are utilized. The structure of the matrix S, therefore, reflects no dropouts in the last N − κ blocks of the stacked control vector. Example 1: As an example consider N = 3, κ = 2. According to this protocol, the following control sequence is obtained:
. Correspondingly, we have the following optimal control problem in lieu of (5): 
In the above transmission protocol, if the control packet is lost at some time instant, null control is applied to the plant. The above protocol does not require any storage or computational facility at the actuator end. Remark 1: The bit rate in (TP1) can be reduced by storing the received packets e i+1 (w t+i ) in a buffer near the actuator and the corresponding scaling factors θ ,t+i s should be transmitted through the channel at each step.
For notational convenience, we introduce the following definitions of covariance matrices:
We have the following theorem:
Theorem 1: Consider the control system (1) and suppose that Assumption 1 holds under the (TP1). Then for every t = 0, κ, 2κ, . . ., the optimization problem (11) is convex, feasible, and can be rewritten as the following tractable program with tightened constraints:
subject to : Θ t having the structure in (9)
In [31] , Chatterjee et al. propose burst transmission of κ control values every κ steps. In contrast, we need a modification of their protocol because the class of control policies considered in this paper has feedback terms; these terms cannot be transmitted in a burst since they cannot be computed at the beginning of the recalculation interval.
B. Burst Transmission of Control Policy Parameters
Transmission Protocol: (TP2) The offset values of the control policy are transmitted in a single burst every κ steps to the actuator. In addition, the weighted sum of the saturated feedback terms is transmitted at each step Fig. 3 .
According to this protocol, the burst (η t ) 1:m κ is transmitted at time t and stored in a buffer at the actuator end, where (η t ) 1:m κ denotes first mκ rows of η t . In addition, for = 1, 2, . . . , κ − 1,ǔ t+ is transmitted at time t + . The plant noise w t+i is calculated at the controller by (6) correctly with the help of acknowledgments. Hence, the burst (η t ) 1:m κ will be affected by the packet dropout occurring at time t, andǔ t+ is affected by the dropouts occurring at times t + for = 1, 2, . . . , κ − 1.
The control sequence at the actuator can therefore be represented in compact form as u a t:N := Kη t + SΘ t e(w t:N −1 )
), and Θ t and S are given in (9) and (10), respectively; and e(w t:N −1 ) is as defined in (8). Example 2: As an example consider N = 3, κ = 2. According to this protocol, the following control sequence is obtained:
. Correspondingly, we have the following optimal control problem in lieu of (5):
The above transmission protocol needs a buffer and an adder at the actuator end. Let us define μ K := E[K], Σ K := E[K (B QB + R)K]. Now, we have the following theorem: Theorem 2: Consider the system (1) and suppose that Assumption 1 holds under the (TP2). Then for every t = 0, κ, 2κ, . . ., the optimization problem (16) is convex, feasible, and can be rewritten as the following tractable program with tightened constraints:
subject to : Constraints (13), (14) .
The (TP1) and (TP2) do not transmit the data repetitively. It is quite natural to retransmit the data that may be useful in future if it has not been received at the actuator. The next transmission protocol is motivated by the idea of repetitive transmissions [27] .
C. Sequential Transmission of Control Along With Repetitive Transmission of Remaining Offset Values
Transmission Protocol: (TP3) The remaining blocks of the offset vector η t are transmitted at each step until the first successful transmission. The control values u t+ are transmitted at each instant Fig. 4 .
According to this protocol, control values are transmitted at each instant, similar to the (TP1). To mitigate the effects of dropouts, the components of the burst (η t ) 1:m κ that are useful at future instants are also transmitted repetitively until one burst is successfully received at the actuator end. A successfully received burst is stored in a buffer, and the corresponding offset block is used in case of packet dropout. The buffer is emptied after each recalculation interval. For = 0, 1, . . . , κ − 2, the control value along with the burst of the remaining offset components transmitted at time t + is affected by dropout as indicated by ν t+ . At time t + κ − 1, the transmitted control value is affected by the dropout ν t+κ−1 . The plant noise w t+i is calculated at the controller by (6) correctly with the help of acknowledgment. The control sequence at the actuator, when (TP3) is adopted, can therefore be represented in compact form as
and Θ t and S are as given in (9) and (10), respectively; and e(w t:N −1 ) is as defined in (8) . Notice that the matrix G has (N × N ) blocks in total, each of dimension m × m. For i = 1, . . . , N and j = 1, . . . , N, the matrix G can be given in terms of the blocks G b (i, j) of each dimension m × m as follows:
where ρ t = ν t and ρ t+ = ρ t+ −1 + ( −1 s=0 (1 − ν t+s ))ν t+ . Example 3: As an example consider N = 3, κ = 2. According to this protocol, the following control sequence is obtained:
Remark 2: We can observe that (18) is in the form of (15); hence, the underlying optimization program for (TP3) can be easily obtained from that of (TP2) by replacing K with G.
Remark 3: The bit rate in (TP3) can be reduced by storing the successfully transmitted values of saturated feedback terms in buffer. An alternative transmission protocol can be found by repetitively transmitting the future blocks of the offset parameter and past blocks of e(w t:N −1 ) until the first successful transmission. The successfully transmitted blocks of the offset parameter and e(w t:N −1 ) are stored in a buffer near the actuator. The corresponding blocks of the gain matrix are transmitted at each instant along with only those blocks of e(w t:N −1 ), which are absent in the buffer but are required to compute the control according to (7) .
Let us define
. Now, we have the following theorem:
Theorem 3: Consider the system (1) and suppose that Assumption 1 holds under the (TP3). Then for every t = 0, κ, 2κ, . . ., the optimization problem (16) is convex, feasible, and can be rewritten as the following tractable program with tightened constraints:
Remark 4:
Our results for mean zero stochastic noise can be extended to nonzero mean noise by following the approach presented in [42] .
Remark 5: The transmitted data under three transmission protocols for the considered example with N = 3 and κ = 2 is illustrated in Fig. 5 . The block transmitted through sequential transmission (TP1) is directly applied to the plant. In contrast, in case of burst transmission (TP2), the transmitted offset parameters are stored in a buffer. At the first instant η t is applied to the plant. For the second instant, the saturated value of calculated disturbance e 1 (w t ) multiplied with gain parameter θ 1,t of the decision variable is transmitted, which is added to η t+1 before its application to the plant. In the case of (TP3), η t and η t+1 are transmitted at time t because buffer is empty and η t is applied to the plant. If the transmitted data are dropped at time t, we need to transmit future values of offset parameter at time t + 1 along with the control u t+1 . In this example κ = 2, so only the control u t+1 is transmitted and is applied to the plant if successfully received at the actuator. Fig. 6 that the msb increases with the increase in the variance of the additive noise and decreases with the increase in the successful transmission probability p.
Remark 7: Note that by setting some block elements of Θ t to zero, the size of the above optimization problems can be reduced significantly, see [35] for a discussion. Remark 8: Transmission protocols require computation and storage facilities at the actuator end. A summary is given in Table I . Notice that the (TP1) does not need storage or computational resources at the actuator; therefore, traditional actuators can be used for (TP1). In case of (TP2) and (TP3), we need storage facilities at the actuator, and for (TP2), we in addition, need some computational capabilities at the actuator.
IV. STABILITY
It is well known that a bounded robust positively invariant set does not exist in the context of (1) due to the unbounded stochastic noise [1] . Therefore, standard Lyapunov-based arguments for proving stability are not applicable. Moreover, (1) cannot be stabilized with the help of bounded controls if the matrix A has spectral radius greater than unity [21, Th. 1.7]. In the presence of this fundamental limitation, we restrict our attention to Lyapunov stable plants for stability:
Assumption 2: We assume that the matrix pair (A, B) is stabilizable and the system matrix A is Lyapunov stable.
Recall that a Lyapunov stable matrix has all its eigenvalues in the closed unit disk, and those on unit circle have equal algebraic and geometric multiplicities. Stability of such systems in the presence of stochastic noise is not obvious. We aim to establish the property of mean-square boundedness of the closed-loop plant. We recall the following definition:
Definition ([20, Sec. III.A]): An R d -valued random process (x t ) t∈N with given initial condition x 0 = x is said to be mean-
Let us first demonstrate the existence of a controller that ensures mean-square boundedness of the system (1) if A is Lyapunov stable. Without loss of generality, we assume that the pair (A, B) is in the real Jordan canonical form. It is then a standard observation [30] that then the system dynamics (1) is of the form
where Two types of drift conditions are available in general: Geometric drift conditions and constant negative drift conditions. Geometric drift conditions are presented in [46] and constant negative drift conditions in [45] ; we refer the reader to [20, Proposition 1, Proposition 2] for a summary and related discussion. Geometric drift conditions rely on a Lyapunov like function f : R d −→ R 0 such that for λ ∈ ]0, 1[ following inequality holds:
for all t ∈ N, where K is some compact set. The construction of a function f that satisfies (23) for a given (but otherwise arbitrary) hard bound on the control inputs may not be possible. Therefore, we follow the approach in [21] . Let us define R κ := R κ (A o , B o ) and employ the following constant negative drift conditions in this paper: for any given r, > 0, ζ ∈]0, U m a x √ d o σ 1 (R + κ ) [ and for any t = 0, κ, 2κ, ..., the control u t ∈ U is chosen such that for j = 1, 2, . . . , d o the following drift conditions hold:
Remark 9: The above drift conditions push the j th component of (A κ o ) x o t+κ toward the origin whenever the j th component of x o t is outside the set ] − r − , r + [ by application of the first κ elements of the control policy.
Remark 10: The amount of constant drift ζ is chosen from the interval ]0, U m a x √ d o σ 1 (R + κ ) [ to satisfy the hard bound on control. Remark 11: Component-wise drift conditions are used to remove the lower bound from the control authority to extend the main results of [30] and [31] .
Remark 12: The left-hand sides of the drift conditions (24) and (25) are continuous in the matrix pair (A o , B o ) . Therefore, small perturbations in (A o , B o ) will lead to small variations in drift, and since ζ is strictly bigger than 0, the sign of the drift will not change in a discontinuous fashion.
Let us consider the first κ blocks of (8):
u t:κ := (η t ) 1:κm + (Θ t ) 1:κm e(w t:N −1 ).
By substituting (26) in (24) and (25), we obtain the following stability constraints:
We have the following theorem: Theorem 4: Let Assumptions 1 and 2 hold, and the constraints (27) and (28) be embedded in the corresponding optimization programs of Theorems 1, 2, and 3. Then corresponding optimization problems are convex, feasible, and for any initial condition x ∈ R d successive application of the control law given by them renders the closed-loop system mean-square bounded.
V. NUMERICAL EXPERIMENTS
In this section, we present simulations to illustrate our results. Consider the three-dimensional linear stochastic system
where noise sequence w t is i.i.d. Gaussian of mean zero with variance 2I 3 , and the initial condition is x = 10 10 −10 .
The eigenvalues of A are ±i and −1. So, the eigenvalues of A on unit circle are semisimple. The channel from the controller to the actuator is assumed to be of erasure type. We consider i.i.d. dropout in Section V-A and correlated dropout in Section V-B. We solved a constrained finite-horizon optimal control problem corresponding to states and control weights
We selected an optimization horizon N = 4, recalculation interval N r = κ = 3, and simulated the system responses. We selected the nonlinear bounded term e(w t:N −1 ) in our policy to be a vector of scalar sigmoidal functions
applied to each coordinate of the noise vector w t . The covariance matrices Σ e , Σ W , and Σ e that are required to solve the optimization problem were computed empirically via classical Monte Carlo methods [47] using 10 6 i.i.d. samples. Computations for determining our policy are carried out in the MATLAB-based software package YALMIP [43] and are solved using SDPT3-4.0 [44] .
In plots for SPC, the decision variables η t and Θ t are computed at times t = 0, κ, 2κ, . . ., by solving optimization problems according to Theorems 1, 2, and 3, respectively. The stability constraints (27) and (28) are satisfied by putting r = ζ = 0.4729 and = 0.02. The control bound U max = 15 is satisfied by all three protocols. All the averages are taken over 300 sample paths.
A. I.i.d. Dropout
The dropout is considered to be i.i.d. with successful transmission probability 0.8. We compare among SPC (TP1), (TP2), (TP3), and PPC as in [27] . The plot of the average norm of states versus time is presented in Fig. 7 . The (TP3) performs better than the rest. All three protocols of SPC perform better than PPC. The average actuator energy and average cost are compared in Figs. 8 and 9 , respectively. Average cost and average actuator energy for (TP1) and (TP2) are either comparable or less than those of PPC. The (TP3) employs more actuator energy than (TP1) and (TP2), but less than that of PPC. However, the average cost for (TP3) is the lowest. Fig. 6 shows the variations in msb with respect to successful transmission probability and variance of additive Fig. 10 . Transmission dropout model with a binary network state (Ξ t ) t ∈N : when Ξ t = 1 the channel is reliable with very low dropout probabilities; when Ξ t = 2 the channel is unreliable and transmissions are more likely to be dropped. noise. The msb for all protocols increases monotonically with increase in variance of process noise and decrease in successful transmission probability. Msbs are lowest for (TP3) in all cases.
B. Correlated Dropout
Following [48] , we model the communication reliability via an underlying network state process (Ξ t ) t∈N taking on values in a finite set B = {1, 2, . . . , |B|}, where |B| is the cardinality of B. Each i ∈ B corresponds to a different environmental condition (such as network congestion or positions of mobile objects). For a given network state, the dropouts are modeled as i.i.d. with probabilities p i = P{ν t = 1 | Ξ t = i}, i ∈ B. Correlations can be captured in this model by allowing (Ξ t ) t∈N to be time-homogeneous Markovian with transition probabilities: p ij = P{Ξ t+1 = j | Ξ t = i}, for all i, j ∈ B and t ∈ N. Fig. 10 illustrates a simplified version of the model adopted in [48] . The network state process encompasses Markovian dropouts and i.i.d. dropouts as special cases. We considered the packet dropout model in Fig. 10 : When the channel is in "good" state successful transmission probability p 1 = 0.8, whereas in the "bad" state that is p 2 = 0.4. The transition probability to switch from a bad channel state to the good state is taken as p 21 = 0.9; the failure rate is taken as p 12 = 0.3.
The plot of average norm of states is presented in Fig. 11 . The (TP3) performs better than the rest. All three protocols of SPC perform better than PPC. The average actuator energy and average cost are compared in Figs. 12 and 13 , respectively. Average cost and average actuator energy for (TP1) and (TP2) are comparable and less than those of PPC. (TP3) employs more actuator energy than (TP1), (TP2) but less than PPC. However, the average cost for (TP3) is the lowest.
VI. CONCLUSION
This paper presents convex and feasible optimal control formulations for receding horizon control of Lyapunov stable plants in the presence of stochastic noise and control channel erasures. Three transmission protocols are suggested that have different requirements on communication use and computation capability at the actuator. The construction of the optimization programs is systematic. For all protocols presented in this paper, meansquare boundedness of the closed-loop states and satisfaction of hard bound on control are guaranteed and verified by simulation results. In particular, the methods proposed outperform deterministic controllers available in the literature. 
APPENDIX
Then there exists a constant C > 0 such that sup t∈N E ((X t ) + ) 2 C. Lemma 1: Consider the orthogonal part of the system (1) given by
as per the decomposition (22) (29): , we see at once that the preceding bounds imply sup t∈N E x [ y κt 2 ] < C for some constant C > 0. Since x o t is derived from y t by an orthogonal transformation, it immediately follows that sup t∈N E x [ x o κt 2 ] C. A standard argument (e.g., as in [49] ) now suffices to conclude from mean-square boundedness of the κ-subsampled process (x o κt ) t∈N the same property of the original process (x o t ) t∈N .
Lemma 2: Consider the system (1), for every t = 0, κ, 2κ, . . . , the problem (5) under policy (8), (TP1), and control set (2) is convex quadratic with respect to the decision variable (η t , Θ t ). The objective function (11) is given by (12) .
Proof: It is clear from the construction that Q is symmetric and nonnegative definite, and R is symmetric and positive definite. Hence, x t:N +1 Qx t:N +1 + u a t:N Ru a t:N is convex quadratic. Both x t:N +1 and u a t:N are affine function of the design parameters (η t , Θ t ) for any realization of noise w t:N . It directly follows that V t is convex quadratic in (η t , Θ t ). The control constraint set in (2) is convex affine in (η t , Θ t ). Hence the given problem (5) is a convex quadratic program. The objective function of (11) is given by 
Lemma 3:
Consider the orthogonal part of the system (1) as per the decomposition (22) above given by (29) . Let κ denote the reachability index of the pair (A o , B o ). Let U max > 0 be given such that u t ∞ U max for all t. Then there exists a κ-historydependent policy under the (TP2) that renders the system (29) mean-square bounded.
Proof: Consider the κ-subsampled system (29) 
