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Abstrakt
Prˇedmeˇtem te´to bakala´rˇske´ pra´ce je jedna typicka´ u´loha veˇdecke´ disciplı´ny zvane´ do-
lova´nı´ z textu (text mining). Konkre´tneˇ tedy detekce klı´cˇovy´ch slov dokumentu˚, jenzˇ
mohou slouzˇit naprˇı´klad pro rozdeˇlenı´ dokumentu˚ do kategoriı´.
Teoreticka´ cˇa´st je rozdeˇlena na dveˇ cˇa´sti, kde cˇa´st prvnı´ je veˇnova´na za´kladnı´m po-
jmu˚m a jejich objasneˇnı´ v te´to problematice. Jedna´ se prˇedevsˇı´m o zpu˚sob, jak vhodneˇ
reprezentovat dokumenty ve vektorove´m prostoru. Druha´ cˇa´st se veˇnuje pru˚zkumu exis-
tujı´cı´chmetod pro urcˇenı´ kategoriı´ dokumentu˚ a detekci klı´cˇovy´ch slov, na jejichzˇ za´kladeˇ
jsou prˇedevsˇı´m tyto kategorie sloucˇeny.
Vy´znamnou soucˇa´stı´ pra´ce je take´ vlastnı´ implementace, kde jsou popsa´ny jednotlive´
krokyme´ho postupu. Setka´me se zde naprˇı´klad s postupem vytvorˇenı´ vektoru, jenzˇ bude
reprezentovat dokument a shlukova´nı´m sady dokumentu˚ do dane´ho pocˇtu kategoriı´, na
za´kladeˇ jejich podobnosti. Toto shlukova´nı´ slouzˇı´ jako na´stroj pro kategorizaci, ze ktere´
na´sledneˇ dı´ky frekvencˇnı´ analy´ze, klı´cˇova´ slova kategoriı´ detekujeme.
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Abstract
The subject of this thesis is one typical role of a scientific discipline called text mining.
Specifically it is a keyword spotting documents, which can be used for example for the
distribution of documents into categories. The theoretical part is divided into two parts
where the first part is devoted to the basic concepts and explains them in this issue. This
is essentially a way to properly represent documents in a vector space.
The second part deals with the exploration of existing methods for determining the
categories of documents and keywords detection on the basis of those categories are
merged. An important part of the work is its own implementation, which describes
the steps of my process. For example we can find here steps to create a vector that
will represent the document and clustering a set of documents into a given number of
categories, based on their similarity. This clustering is used as a tool for categorization,
which subsequently due to frequency analysis, keywords of categories are detected.
Keywords: categorization , thematization , text mining , key words
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51 U˚vod
V dnesˇnı´ dobeˇ, dobeˇ obrovske´ho rozmachu internetu vznika´ prˇeva´zˇna´ cˇa´st psany´ch
dokumentu˚ v digita´lnı´ podobeˇ. Kvu˚li takto velke´ digitalizaci dokumentu˚, kdy se jizˇ dnes
bez te´to formy takrˇka neobejdeme, protozˇe se vyuzˇı´va´ ve vsˇech oblastech lidske´ho zˇivota,
byla potrˇeba vyvinout automaticke´ zpracova´nı´ ohromne´ho mnozˇstvı´ ru˚zny´ch informacı´,
obsazˇeny´ch v tomto dostupne´m, veˇtsˇinou nestrukturovane´m textu prˇirozene´ho jazyka.
Tato veˇdecka´ disciplı´na se nazy´va´ dolova´nı´ z textu a vyuzˇı´va´ poznatky ze strojove´ho
ucˇenı´, pocˇı´tacˇove´ lingvistiky a blı´zke´ veˇdecke´ disciplı´ny, dolova´nı´ dat.
Jako cı´l me´ pra´ce jsem si stanovil prozkoumat existujı´cı´ prˇı´stupy a vytvorˇit aplikaci,
ktera´ bude schopna rozrˇadit jednotlive´ dokumenty do jednotlivy´ch kategoriı´, kde krite´-
riempro rozrˇazenı´ je podobnost dokumentu, ktera´ je pra´veˇ prˇeva´zˇneˇ ovlivneˇna klı´cˇovy´mi
slovy v dokumentech. Dı´ky tomuto, budeme schopni kategorizovat dokumenty, ktere´
majı´ podobny´ obsah, cˇi se obsahoveˇ veˇnujı´ dane´mu te´matu. Nad tı´mto uskupenı´m pak
aplikujeme frekvencˇnı´ analy´zu a na jejı´m za´kladeˇ budeme moci rˇı´ct, jaka´ klı´cˇova´ slova
jsou pro jednotlive´ kategorie typicka´.
Bakala´rˇska´ pra´ce byla rozdeˇlena na cˇtyrˇi cˇa´sti. Cˇa´st prvnı´ se veˇnuje za´kladnı´m po-
jmu˚m, jenzˇ jsou du˚lezˇite´ pro orientaci v dane´ problematice. Prˇedevsˇı´m, jak reprezentovat
dokument vektorem v urcˇite´m vektorove´m prostoru. Budu se zaby´vat zpu˚soby vy´pocˇtu˚
jednotlivy´ch slozˇek vektoru a take´ tı´m, jak lze minimalizovat pocˇet teˇchto slozˇek. Rovneˇzˇ
bude rozebra´no, jaky´mi zpu˚soby lze spocˇı´tat podobnost dokumentu˚ navza´jem.
Druhou cˇa´st veˇnuji pru˚zkumu existujı´cı´ch prˇı´stupu˚ pro urcˇenı´ kategorie dokumentu˚
do prˇedem dany´ch kategoriı´, cˇi shlukova´nı´ podobny´ch dokumentu˚ do prˇedem dane´ho
pocˇtu shluku˚, kde na´m tyto shluky vytvorˇı´ kategorie na za´kladeˇ podobnosti dokumentu˚.
V cˇa´sti trˇetı´, ve ktere´ budu popisovat jednotlive´ postupy vytva´rˇenı´ me´ implementace,
se dozvı´me, jakou metodu pro kategorizaci jsem pouzˇil a jak ji lze implementovat. Budu
rozebı´rat vy´pocˇty slozˇek vektoru˚, reprezentujı´cı´ch dokumenty, popisovat jak jsem dosˇel
ke snı´zˇenı´ jejich pocˇtu prˇevedenı´m vsˇech slov na jeho korˇen a odstraneˇnı´ slov nemajı´cı´
informacˇnı´ vy´znam. Na konci te´to cˇa´sti popı´sˇi mozˇnosti nastavenı´, jenzˇ ma´ aplikace
nabı´zı´. Samozrˇe´jmostı´ je take´ zobrazenı´ vy´sledku frekvencˇnı´ analy´zy dany´ch shluku˚
(kategoriı´), pro detekci klı´cˇovy´ch slov.
V poslednı´ cˇa´sti provedu neˇkolik experimentu˚, jako je naprˇı´klad vnitrˇnı´ podobnost
dokumentu˚ v dane´ kategorii, pro zpeˇtne´ posouzenı´ vy´sledku˚ shlukova´nı´, vy´sledky frek-
vencˇnı´ch analy´z jednotlivy´ch clusteru˚ (kategorı´ı´) a detekci klı´cˇovy´ch slov, jaka´ jsou pro
dany´ cluster typicka´.
62 Za´kladnı´ pojmy
Pro porozumeˇnı´ pozdeˇji zde popsany´ch existujı´cı´ch prˇı´stupu˚ pro kategorizaci doku-
mentu˚, jenzˇ je za´kladnı´m na´strojem pro urcˇenı´ klı´cˇovy´ch slov, je nejprve du˚lezˇite´ poro-
zumeˇt na´sledujı´cı´m za´kladnı´m pojmu˚m a postupu˚m. Za´klad jsem prˇedevsˇı´m cˇerpal z
[6]
2.1 Se´manticka´ analy´za
V te´to pra´ci si pod tı´mto slovnı´m spojenı´m budu prˇedevsˇı´m prˇedstavovat identifikaci
te´mat(kategoriı´) digita´lnı´ch textovy´ch dokumentu˚. Urcˇova´nı´ podobnostı´ dvou a vı´ce
dokumentu˚, ktere´ by meˇly by´t kategoricky podobne´ a urcˇova´nı´ jednotlivy´ch za´stupcu˚
dany´ch te´mat.
2.2 Vector space model
Jedna´ se o nejpouzˇı´vaneˇjsˇı´ model pro reprezentaci dokumentu˚ v oblasti vyhleda´va´nı´
informacı´. V tomto prostoru je kazˇdy´ dokument zobrazen jako bod v n-dimenziona´lnı´m
prostoru. Kazˇda´ slozˇka (dimenze), tohoto vektoru, reprezentuje neˇjake´ slovo z kolekce
vsˇech dokumentu˚, nad nimizˇ kategorizaci prova´dı´me. Tyto cˇı´selne´ slozˇky mohou by´t
vypocˇı´ta´ny na za´kladeˇ modelu˚, ktere´ nı´zˇe popı´sˇi.[6]
2.2.1 Bina´rnı´ model
Pokud se dana´ slozˇka vektoru (slovo) v dokumentu vyskytuje, mu˚zˇeme tuto informaci
pro jednoduchost reprezentovat bina´rneˇ. Tedy „1“ pokud se slovo v dokumentu vyskytlo
a „0“ v prˇı´padeˇ, zˇe se slovo v dokumentu nenacha´zı´.
Prˇı´klad 2.1
Meˇjme pro zjednodusˇenı´ kolekci cˇtyrˇ dokumetu˚ ve ktery´ch se nale´za´ pouze jedna veˇta.
1. the dog looks out.
2. the man looks at the dog.
3. the man left out.
4. the dog went out for the man.
Nynı´ vybereme vsˇechna jedinecˇna´ slova, ktera´ se v dokumentech vyskytujı´ a po abeced-
nı´m serˇazenı´ dostaneme tento vektor slov:
[at, dog, for, left, looks, man, out, the, went]
Pro vy´sˇe dane´ serˇazenı´ slov budou vypadat dokumenty v tomto vektorove´m prostoru
na´sledovneˇ:
1. [0, 1, 0, 0, 1, 0, 1, 1, 0]
2. [1, 1, 0, 0, 1, 1, 0, 1, 0]
3. [0, 0, 0, 1, 0, 1, 1, 1, 0]
74. [0, 1, 1, 0, 0, 1, 1, 1, 1]
2.2.2 TF model
TF (term frequency) prˇedstavuje rozsˇirˇujı´cı´ zpu˚sob bina´rnı´ reprezentace, ktera´ nese vı´ce
informacı´. Pouzˇı´va´ se tam, kde je bina´rnı´ reprezentace nedostacˇujı´cı´. Rozsˇı´rˇenı´ spocˇı´va´ v
tom, zˇe jednotliva´ slozˇka vektoru jizˇ nenı´ reprezentova´na pouze cˇı´slem „0“ cˇi „1“, ktere´
oznacˇuje zda se slovo v dokumentu vyskytuje cˇi nikoliv, ny´brzˇ na´m da´va´ veˇdeˇt i pocˇet
opakova´nı´ vy´skytu tohoto slova v dokumentu.
Pokud bychom chteˇli pouzˇı´t pouze TFmodel pro dlouhe´ dokumenty, musı´me prˇedejı´t
nadhodnocova´nı´ slov, kde v kra´tky´ch dokumentech by se slovo vyskytovalo me´neˇ, nezˇ v
dokumentech delsˇı´ch. Tomuto prˇedejdeme normalizacı´, a to tı´m zpu˚sobem, zˇe vydeˇlı´me
celkovy´ pocˇet vy´skytu dane´ho slova celkovy´m pocˇtem slov v dokumentu.[6, 7]
Prˇı´klad 2.2
Pro reprezentaci dokumentu˚ s pouzˇitı´m TF by vektory z prˇedchozı´ho prˇı´kladu bez nor-
malizace vypadaly na´sledovneˇ:
1. [0, 1, 0, 0, 1, 0, 1, 1, 0]
2. [1, 1, 0, 0, 1, 1, 0, 2, 0]
3. [0, 0, 0, 1, 0, 1, 1, 1, 0]
4. [0, 1, 1, 0, 0, 1, 1, 2, 1]
2.2.3 TF-IDF model
Jak je zrˇe´jme´ z prˇedchozı´ho modelu, ma´ TF sama o sobeˇ nevy´hodu v tom, zˇe nastavuje
velkou va´hu i obecneˇ cˇasty´m slovu˚m. Tedy slovu˚m, ktere´ mu˚zˇeme rˇadit prˇedevsˇı´m do
skupiny prˇedlozˇek, spojek, sponovy´ch (by´t, sta´t se) a zpu˚sobovy´ch sloves ( v EN want,
do).
Tomuto se mu˚zˇeme pra´veˇ vyhnout soucˇinem obou metod TF a IDF, kde na´m slozˇka
IDF reprezentuje „du˚lezˇitost“ slova naprˇı´cˇ vsˇemi dokumenty. Cˇı´m me´neˇ se slovo v jed-
notlivy´ch dokumentech vyskytuje, tı´m vı´c vzru˚sta´ jeho du˚lezˇitost a naopak. Klı´cˇova´ slova
jednotlivy´ch dokumentu˚ pak tedy budou mı´t svou slozˇku vektoru nejveˇtsˇı´. Matematicky
je IDF definova´n jako logaritmus podı´lu pocˇtu vsˇech dokumentu˚ ku pocˇtu dokumentu˚,
kde se dane´ slovo vyskytuje. [6]
Jednotliva´ slozˇka vektoru v dokumentu tdidfi,j se dle vzorce vypocˇı´ta´ jako soucˇin TF
a IDF. TF je definova´no jako podı´l celkove´mu pocˇtu vy´skytu slov freqi,j , kde ti je pocˇet
vy´skytu slova v dokumentu dj , ku celkove´mupocˇtu slov, ktera´ se v dokumentu vyskytujı´.
IDF je definova´n jako log podı´lu˚ celkove´ho pocˇtu dokumentu˚, kde hleda´me|D| ku pocˇtu
vsˇech dokumentu˚, ktere´ obsahujı´ libovolny´ pocˇet vy´skytu slov i.[7]
8tfidfi,j =
freqi,j
k freqk,j
∗ log

|D|
|{j : ti ∈ dj}|

Prˇı´klad 2.3
Pro reprezentaci dokumentu˚ s prˇedchozı´ho prˇı´kladu a pouzˇitı´m TF-IDF by vektory z
prˇedchozı´ch prˇı´kladu˚ , vypadaly na´sledovneˇ:
1. [0, 0.16, 0, 0, 0.30, 0, 0.16, 0, 0 ]
2. [0.60, 0.16, 0, 0, 0.30, 0.16, 0, 0, 0 ]
3. [0, 0, 0, 0.60, 0, 0.16, 0.16, 0, 0 ]
4. [0, 0.16, 0.60, 0, 0, 0.16, 0.16, 0, 0.60]
Prˇı´klad 2.4
Pro lepsˇı´ na´zornost si dejme jednoduchy´ prˇı´klad. Ma´me databa´zi o celkove´m pocˇtu 1
000 000 dokumentu˚ a dokument o 300 slovech, kde se vyskytuje 12x slovo„mining“. Toto
slovo se vyskytuje celkoveˇ pouze v tisı´cı´ch dokumentech.
• TF tedy spocˇı´ta´me jako 12/300 = 0,04. IDF jako log

1000000
1000

= 3. Soucˇinem teˇchto
cˇı´sel zı´ska´me vy´slednou hodnotu: 0,04*3 = 0,12.
Pokud si uveˇdomı´me, zˇe logaritmus 1 je roven 0 a zˇe tento prˇı´pad vznika´ pra´veˇ u jizˇ
zminˇovany´ch obecneˇ cˇasty´ch slov, jenzˇ na´m nenesou zˇa´dnou informaci. Mu˚zˇeme tyto
slova z analy´zy vynechat a zmensˇit tak n-dimenziona´lnı´ prostor pro porovna´va´nı´ doku-
mentu˚.
Pozna´mka 2.1 Postupy pro snı´zˇenı´ vektorove´ho prostoru popı´sˇi pozdeˇji.
2.3 Porovna´va´nı´ dokumentu˚
Pokud doka´zˇeme zobrazit do konkre´tnı´ho vektorove´ho prostoru dokumenty, mu˚zˇeme
je i nynı´ porovna´vat mezi sebou. Ve fulltextovy´ch vyhleda´vacˇı´ch se toto porovna´nı´ pou-
zˇı´va´ s dotazem. Pokud hleda´me dokumenty vza´jemneˇ podobne´, hleda´me pra´veˇ takove´
dokumenty, ktere´ mezi sebou majı´ nejmensˇı´ vzda´lenost. Nejtypicˇteˇjsˇı´mi metodami pro
vy´pocˇet vzda´lenosti vektoru ve spolecˇne´m vektorove´m prostoru jsou:
2.3.1 Euklidovska´ vzda´lenost
Pokud zavedemevn-rozmeˇrne´meuklidovske´mprostoru karte´zskou soustavu sourˇadnic,
cozˇ se na´m hodı´ obecneˇ pro vy´pocˇet a zobrazenı´ vzda´lenosti mezi dokumenty reprezen-
tovany´mi n-dimenziona´lnı´mi vektory, je vzda´lenost d mezi dveˇma body X a Z lezˇı´cı´mi
na sourˇadnicı´ch (x1, x2, . . . , xn), (z1, z2, . . . , zn) urcˇena na´sledujı´cı´m vzorcem:
9d =
 n
i=1
(xi − zi)2
Zna´zorneˇnı´ podobnosti s vyuzˇitı´m euklidovske´ vzda´lenosti zobrazujı´cı´ pro jednoduchost
cˇtyrˇi dokumenty ve vektorove´m prostoru pra´veˇ o dvou slovech (dimenzı´ch) S1 a S2 na´m
zobrazuje obra´zek 1:
Obra´zek 1: Zobrazenı´ cˇtyrˇ dokumentu˚ ve 2-dimenziona´lnı´m prostoru
Vyberme si vektor d2 a hledejme nejblizˇsˇı´ jiny´ dokument z hlediska euklidovske´ vzda´-
lenosti. Po prvnı´m zhle´dnutı´ je zcela jasne´, zˇe nejblizˇsˇı´ dokument tomuto, je pra´veˇ do-
kument d1. Pokud ovsˇem vezmeme dokument d1 a vsˇechna jeho slova zkopı´rujeme a
vlozˇı´me znova, co se stane v tomto prˇı´padeˇ?
Obra´zek 2: Zobrazenı´ cˇtyrˇ dokumentu˚ ve 2-dimenziona´lnı´m prostoru s duplikovany´m
dokumentem d1
Jak mu˚zˇeme videˇt na obra´zku 2, euklidovska´ vzda´lenost dokumentu d1 od d2 se zveˇtsˇila
a nynı´ je k dokumentu d2 nejpodobneˇjsˇı´ dokument d3, i kdyzˇ se vy´znamoveˇ dokument
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d1 nezmeˇnil. Tento prˇı´pad platı´ prˇi pouzˇı´tı´ TF cˇi TF-IDF modelu. V bina´rnı´ reprezentaci
by vektor mohl naby´vat pouze trˇı´ hodnot (nulu nezapocˇı´ta´va´me). Tomuto proble´mu se
vzda´lenostı´ vektoru˚ se vyhneme dı´ky normalizacı´ vsˇech vektoru˚, cˇi pouzˇitı´m kosinove´
mı´ry mı´sto euklidovske´ vzda´lenosti. [11] [1].
2.3.2 Kosinova podobnost
Urcˇuje mı´ru podobnosti dvou porovna´vany´ch vektoru˚, jenzˇ se zı´ska´ vy´pocˇtem u´hlu,
ktery´ tyto dva vektory svı´rajı´. Jak lze videˇt na obra´zku 3, kde dokumenty d1 a d4 jsou
n-na´sobkem dokumentu˚ d5 a d6. U´hel svı´rajı´cı´ dokumenty d5 a d2 je stejny´, jako u d1 a d2.
Neza´lezˇı´ tedy vu˚bec na velikosti vektoru˚ (tj. de´lce u´secˇek, ktere´ je graficky zna´zornˇujı´).
Obra´zek 3: Zobrazenı´ sˇesti dokumentu˚ s dveˇma obsahoveˇ stejny´mi dokumenty.
Je zrˇejme´, zˇe vsˇechny slozˇky vektoru vsˇech dokumentu˚ budou neza´porna´ cˇı´sla. Tudı´zˇ se
nacha´zejı´ pouze v prvnı´m kvadrantu sourˇadne´ho syste´mu. Odchylka vektoru˚ A a B se
bude tedy pohybovat od 0o, kdy jsou vektory dokumentu identicke´, mı´ra podobnosti je
tudı´zˇ rovna 1.[11]
Pokud budou vektory vzda´leny o 90o, majı´ mezi sebouminima´lnı´ podobnost.Vy´sledek je
tedy 0. Jedna´ se o velmi prˇesnou metodu, kde nenı´ potrˇeba vektory normalizovat, pokud
nehledı´me na vy´pocˇetnı´ vy´kon. Kosinovou podobnost lze tedy pro vektory A a B popsat
na´sledujı´cı´m vzorcem:
podobnost = cosα =
A ·B
||A||||B|| =
n
i=1Ai ×Bin
i=1(Ai)
2 ×ni=1(Bi)2
Pro vy´pocˇet kosinove´ mı´ry podobnosti pocˇı´ta´me trˇi skala´rnı´ soucˇiny, dveˇ odmocniny a
jeden podı´l ve zlomku. Pro zrychlenı´ vy´pocˇtu, prˇedevsˇı´m ve fulltextovy´ch vyhleda´vacˇı´ch
cˇi jen pro optimalizaci rˇesˇenı´, se zde nabı´zı´ mozˇnost ukla´da´nı´ si normalizovany´ch vektoru˚
na velikost 1. Normalizace vektoru se pro zopakova´nı´ prova´dı´ vydeˇlenı´m kazˇde´ slozˇky
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dane´ho vektoru skala´rem onoho vektoru, jenzˇ zı´ska´me soucˇtem kazˇde´ slozˇky vektoru
umocneˇne´ na druhou. Skala´r vektoru A se vypocˇı´ta´:
||A|| =
n
i=1
A2i
Vy´pocˇet kosinove´ mı´ry se dı´ky normalizovany´m vektoru˚m redukuje pouze na vy´pocˇet
jednoho skala´rnı´ho soucˇinu. Tedy:
podobnost = cosα =
n
i=1
Ai ×Bi
2.4 Metody pro snizˇova´nı´ pocˇtu dimenzı´
Pokud reprezentujeme dokumenty pomocı´ vektorove´ho modelu o vysoke´m pocˇtu di-
menzı´, kde jak jsme si jizˇ drˇı´ve rˇekli, kazˇde´ slozˇce odpovı´da´ pra´veˇ jedno slovo, dosta-
neme se prˇi velke´m pocˇtu dokumentu˚ k pocˇtu dimenzı´ v rˇa´du statisı´cu. Pokud tedy pro
na´zornou uka´zku ma´me 500 000 dokumentu˚ a ke kazˇde´mu dokumentu vektor o 100 000
dimenzı´, velikost ulozˇne´ho prostoru, ktery´ potrˇebujeme pro reprezentaci vsˇech doku-
mentu˚, na´m vzroste na matici 500 000 x 100 000. Urcˇiteˇ je znacˇneˇ nezˇa´doucı´ uchova´vat
matici o celkove´m pocˇtu 50 miliard rea´lny´ch cˇı´sel. Tomuto proble´mu se rˇı´ka´ takzvane´
„prokletı´ dimenzionality“.
2.4.1 Vy´beˇr prˇı´znaku˚
Cˇı´m vı´c roste pocˇet dimenzı´, tı´m vı´ce exponencina´lneˇ roste velikost vektorove´ho prostoru,
kde se vektory nacha´zejı´. Prˇi velke´m pocˇtu dimenzı´, se ve vektorech objevujı´ te´meˇrˇ
same´ nuly a jednotlive´ vektory dokumentu˚ se zacˇı´najı´ hromadit na samy´ch okrajı´ch
vektorove´ho prostoru. Du˚sledkem tohoto je vzda´lenost mezi dokumenty skoro stejna´.
Vy´beˇr prˇı´znaku˚ na´m snizˇuje dimenzionalitu odstraneˇnı´m slov, ktera´ nemajı´ zˇa´dny´ in-
formacˇnı´ vy´znam. Tato slova nalezneme dı´ky vy´sledku˚m frekvencˇnı´ analy´zy. Tedy pocˇtu
vy´skytu vsˇech jedinecˇny´ch slov vdokumentech.O te´to frekvencˇnı´ analy´ze slov pojedna´va´
tzv. Zipfu˚v za´kon . Tento empiricky´ za´kon, resp. za´kon statisticke´ povahy, platı´ ve vsˇech
prˇirozeny´ch jazycı´ch. Rˇı´ka´ na´m, zˇe pokud serˇadı´me vsˇechna slova z libovolne´ kolekce
textu˚ od nejveˇtsˇı´ho vy´skytu po nejmensˇı´ a v tomto porˇadı´ jednotliva´ slova ocˇı´slujeme
od jedne´, soucˇin frekvence cˇetnosti slova a jeho cˇı´selne´ho porˇadı´ zu˚sta´va´ pro vsˇechna
slova skoro konstantnı´. [18] Pokud je tedy frekvence prvnı´ho slova rovna 10 000, druhe´
nejcˇasteˇji vyskytovane´ slovo ma´ frekvenci 5 000, trˇetı´ 3 333, cˇtvrte´ 2 500 atd. Prˇı´klad grafu
Zipfova za´kona zobrazen vy´sˇe na obra´zku 4.
Nejdu˚lezˇiteˇjsˇı´ skutecˇnostı´ Zipfova za´kona je ten, zˇe za´klad, ktere´hokoliv prˇirozene´ho
jazyka je vytvorˇen pomeˇrneˇ malou skupinou sta´le se opakujı´cı´ch slov. Pokud tedy bu-
deme ignorovat ve slozˇka´ch vektoru dokumentu slova naprˇı´klad o mensˇı´ cˇetnosti nezˇ
10, dostaneme se touto redukcı´ dimenzı´ vektoru z pu˚vodnı´ho pocˇtu pouze na 15-20%.
Ve veˇtsˇineˇ prˇı´padu˚ se v takto odfiltrovany´ch slovech jedna´ o pravopisne´ cˇi jine´ chyby.
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Obra´zek 4: Prˇı´klad grafu zipfova za´kona
Tato redukce je tedy velmi velka´, jednoducha´ a navı´c do velke´ mı´ry odfiltrujeme chyby
zpu˚sobene´ lidsky´m faktorem, cozˇ je do urcˇite´ mı´ry taky zˇa´doucı´.
Naopak, jak jsem jizˇ zminˇoval v kapitole o TF-IDF, kdy u obecneˇ cˇasty´ch slov vycha´zela
slozˇka nulova´ cˇi nule se dost blı´zˇı´cı´, mu˚zˇeme zde vytvorˇit neˇjaky´ seznam stop slov, ktere´
jako dimenze ve vektorech reprezentovat nechceme. Jedna´ se prˇedevsˇı´m o prˇedlozˇky a
spojky, tedy slova, ktera´ nenesou zˇa´dnou informacˇnı´ hodnotu. Tato slova jsou ve frek-
vencˇnı´ analy´ze v Zipfoveˇ za´koneˇ na prvnı´ch mı´stech indexu. Tato cˇa´st na´m nezredukuje
pocˇet dimenzı´ jako prˇedesˇla´, seznam stop slov je v pocˇtu kolem 330 prvku˚. O u´sporu
pocˇtu dimenzı´ se vsˇak jedna´.
2.4.2 Extrakce prˇı´znaku˚
Jedna´ o proces, ktery´ snizˇuje pocˇet dimenzı´ nahrazenı´mpu˚vodnı´mnozˇiny, jezˇ tvorˇı´ slozˇky
vektoru dokumentu, mnozˇinou novou. Jedna´ se prˇedevsˇı´m o sjednocenı´ slov, ktera´ majı´
stejny´ vy´znam, ale jiny´ tvar. Nejrychlejsˇı´ zpu˚sob jak tohoto dosa´hnout je tzv. lemmatizace
a stemming. Obeˇ metody jsou vzˇdy za´visle´ na konkre´tnı´m jazyku.[18]
2.4.2.1 Lemmatizace - je operace, ktera´ prˇeva´dı´ slovo na jeho za´kladnı´ tvar (infinitiv)
na tzv. lemma, vyuzˇı´va´ se prˇedevsˇı´m u vysoce flektivnı´ch jazyku˚, tedy jazyku, ktere´ se
vyznacˇujı´ cˇasty´m sklonˇova´nı´m, velky´m pocˇtem cˇasova´nı´, prˇedpon a prˇı´pon. Pracujı´cı´ s
velky´m pocˇtem morfe´mu, cozˇ je nejmensˇı´ vydeˇlitelna´ cˇa´st slova. Toto na´m znesnadnˇuje
rozdeˇlit slovo na jednolive´ cˇa´sti a urcˇit jeho korˇen. Jedna´ se naprˇı´klad o cˇesky´ jazyk.
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2.4.2.2 Stemming - je proces, ktery´ se beˇzˇneˇ pouzˇı´va´ pro anglicky´ jazyk. Prˇeva´dı´
slovo na jeho korˇen odstraneˇnı´m morfologicky´ch koncovek a prˇı´padneˇ i jeho prˇedpon,
dle dany´ch souboru˚ pravidel. Za´klad pravidel tvorˇı´ seznam mozˇny´ch koncovek pro
odstraneˇnı´ cˇi jejich nahrazenı´ prˇı´slusˇnou koncovkou.
Pozna´mka 2.2 Stemming podrobneˇji popı´isˇi v sekci veˇnujı´cı´ se vlastnı´ implementaci,
konkre´tneˇ v kapitole prˇeva´deˇnı´ na korˇeny slov.
2.4.2.3 Nevy´hody Nejveˇtsˇı´m proble´mem u obou metod je vı´ceznacˇnost neboli homo-
nymie, jak uzˇ u neprˇevedeny´ch tak i prˇevedeny´ch slov na infinitiv cˇi korˇen.U lemmatizace
mu˚zˇeme naprˇ. pro slovo „letech“ dostat dveˇ lemmata a to bud’ „let“ cˇi „le´to“. Tı´mto se
zaby´va´ metoda zvana´ desambiguace, jenzˇ vybı´ra´ spra´vne´ lemma dle veˇtne´ho kontextu.
Stemming se mu˚zˇe dopustit chyby naprˇı´klad u slov „knı´zˇe“ a „knı´zˇka“. Obeˇ tato slova
majı´ stejny´ korˇen.[18] Jako prˇı´klad pro vı´ceznacˇne´ slovo jesˇteˇ v neprˇevedene´m tvarumu˚zˇe
by´t trˇeba slovo „koruna“ (mince, kra´lovska´ koruna, koruna stromu).
Da´lemu˚zˇeme pouka´zat na slova, jenzˇ nemajı´ stejny´ za´kladnı´ tvar, avsˇakmajı´ stejny´ vy´-
znam. Tato slova se nazy´vajı´ synonyma. Pro na´zornost si udejme slova „vztek“ a „hneˇv“.
Abychom doka´zali spra´vneˇ sloucˇit slova majı´cı´ podobny´ cˇi stejny´ vy´znam, musı´me prˇejı´t
ke slozˇiteˇjsˇı´m technika´m, jako je naprˇı´klad latentnı´ se´manticka´ analy´za, kterou pozdeˇji
popı´sˇi.
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3 Pru˚zkum a popis existujı´cı´ch prˇı´stupu˚
Techniky porovna´vanı´ dokumentu˚ a rozrˇazenı´ do neˇjaky´ch kategoriı´ mu˚zˇeme rozdeˇlit do
dvou za´kladnı´ch skupin a to na:
• Ucˇenı´ s ucˇitelem
• Ucˇenı´ bez ucˇitele
Ucˇenı´ s ucˇitelem obecneˇ znamena´, zˇe algoritmy musı´ by´t vytre´nova´ny pro u´koly jako
je klasifikace nad tre´novacı´ sadou dokumentu˚. Tre´ninkem znamena´ vycvicˇit algoritmus
na konkre´tnı´ vstupy a prˇirˇadit jim konkre´tnı´ vy´stupy(kategorie). Dı´ky nim pak mu˚zˇeme
testovat nezna´me´ vstupy a ty klasifikovat na za´kladeˇ jejich ucˇenı´. Tre´novacı´ sada doku-
mentu˚ by meˇla by´t co nejvı´ce rozdı´lna´ co se ty´cˇe obsahu, nebot’ kazˇdy´ dokument na´m
mu˚zˇe reprezentovat pra´veˇ jednu kategorii
V druhe´m prˇı´padeˇ, tedy u algoritmu s ucˇenı´m bez ucˇitele nenı´ zapotrˇebı´ tre´novacı´
sady dat. Jedna´ se prˇedevsˇı´m o shlukovacı´ algoritmy, ktere´ na´m sdruzˇujı´ obecneˇ data
s podobny´mi vlastnostmi do shluku tzv. clusteru˚ a te´ma jim prˇirˇazujeme sami nebo
neˇjaky´mi automaticky´mi metodami, jako je vy´beˇr nejcˇasteˇjsˇı´ch slov v dane´m clusteru cˇi
odvozenı´ te´matu od nejblizˇsˇı´ch dokumentu˚ v blı´zkosti teˇzˇisˇteˇ shluku apod. Shluk(cluster)
je objekt, ktery´ seskupuje data, v nasˇem prˇı´padeˇ dokumenty, ktere´ jsou si navza´jem
podobne´ a rozdı´lne´ od dokumentu˚, ktere´ patrˇı´ do jiny´ch shluku˚. Shlukovacı´ algoritmy
majı´ velmi sˇiroke´ vyuzˇitı´ jak v informatice, tak v biologii, bio informatice, pru˚zkumu trhu
apod.
3.1 Hierararchicky´ clustering
Tyto algoritmy spadajı´ do kategorie „ucˇenı´ bez ucˇitele“, kde tedy nema´me tre´novacı´ sadu
dat, ktera´ by na´m dala prˇesne´ zarˇazenı´ pod kategorii. Musı´me tedy vymyslet zpu˚sob
prˇirˇazova´nı´ popisu kategoriı´ automaticky, naprˇı´klad dle nejcˇasteˇji vyskytnuty´ch slov v
dany´ch clusterech. Deˇlı´ se na dva na´sledujı´cı´ typy:
3.1.1 Hierarchicky´ aglomerativnı´ clustering (HAC)
Jde o algoritmus, jenzˇ postupuje zdola nahoru. Prˇi pocˇa´tecˇnı´ inicializaci je zde kazˇdy´
dokument reprezentova´n jako jeden shluk(cluster) a pak postupneˇ slucˇuje dvojice shluku˚,
ktere´ jsou nejblı´zˇe. Teˇmto a vsˇem na´sledujı´cı´m clusteru˚m, ktere´ se skla´dajı´ alesponˇ ze
dvou dokumentu˚, se vypocˇı´ta´ strˇednı´ hodnota(centroid), ktera´ reprezentuje dany´ cluster
pro porovna´va´nı´. Algoritmus se ukoncˇı´ azˇ budou sloucˇeny vsˇechny clustery do jednoho,
ktery´ obsahuje vsˇechny dokumenty. Tento algoritmus je vy´pocˇetneˇ na´rocˇny´. Prˇi prvnı´
iteraci je jeho slozˇitost kvadraticka´, tedy O(N2), protozˇe musı´me vypocˇı´tat vzda´lenost
kazˇde´ho dokumentu s kazˇdy´m.
V kazˇde´m z na´sledujı´cı´ch kroku˚ se musı´ prˇepocˇı´tat podobnost vznikle´ho clusteru
ze vsˇemi ostatnı´mi clustery, pokud si ukla´da´me vy´sledne´ hodnoty podobnosti z prvnı´
iterace. Pokud nenı´ zachova´no provedenı´ vy´pocˇetnı´ podobnosti kazˇde´ho clusteru v kon-
stantnı´m cˇase, zvysˇuje se vy´pocˇetnı´ na´rocˇnost na O(N2 log n).
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Obra´zek 5: Dendrogram HAC 12. dokumentu˚.
HAC shlukova´nı´ se typicky zobrazuje jako dendrogram. Naobra´zku 5 vidı´me jeho
prˇı´klad, kde prova´dı´me shlukova´nı´ na 12. dokumentech. Kazˇda´ horizonta´lnı´ linie prˇed-
stavuje sloucˇenı´. Prvnı´ prˇı´pad sloucˇenı´ nastal na dok5 adok6prˇi podobnosti 0.8 a poslednı´
sloucˇenı´ na podobnosti kolem 0.02.
Jak je zrˇe´jme´, HAC nevyzˇaduje prˇedem specifikovany´ pocˇet clusteru˚. Pokud ovsˇem
potrˇebujeme snı´zˇit hirearchii na urcˇite´m mı´steˇ, naprˇı´klad na podobnosti 0.4, zastavı´me
algoritmus na dane´ u´rovni podobnosti zkra´cenı´m dendrogramu, jak je naznacˇeno v ob-
ra´zku 5. Zastavenı´m algoritmu dostaneme, jak lze videˇt 6 clusteru˚.
Algoritmus je velice prˇesny´.Vykoupeno je to ovsˇem vy´pocˇetnı´ na´rocˇnostı´. Pouzˇı´va´ se
mnohem cˇasteˇji nezˇ diviznı´ clustering.
Existuje mnoho modifikacı´, pro prˇı´klad si uved’me trˇeba metodu nejblizˇsˇı´ho cˇi nej-
vzda´leneˇjsˇı´ho souseda, kde se podobnost dvou shluku˚ nepocˇı´ta´ jako vzda´lenost mezi
teˇzˇisˇti(centroidy), ale nejblizˇsˇı´ cˇi nejvzda´leneˇjsˇı´ dvojicı´ z obou shluku˚. Dalsˇı´ modifikace
jsou naprˇı´klad wWardova cˇi Media´nova metoda, viz [4, 17]
3.1.2 Hierarchicky´ diviznı´ clustering
Jde o algoritmus, jenzˇ postupuje zhora dolu˚. Zacˇı´na´ tedy clusterem, ve ktere´m jsou
vsˇechny dokumenty a koncˇı´ tehdy, azˇ bude kazˇdy´ dokument reprezentovat jeden cluster.
Toto shlukova´nı´ je koncepcˇneˇ slozˇiteˇjsˇı´, protozˇe potrˇebuje druhy´ podprogram- flat cluste-
ring, jehozˇ u´kolem je vytva´rˇet prˇedem dany´ pocˇet clusteru˚, ktere´ jsou vnitrˇneˇ koherentnı´,
ale zrˇetelneˇ odlisˇne´ od sebe navza´jem. Jiny´mi slovy, aby si dokumenty v ra´mci clusteru
byly co nejvı´ce podobne´ a dokumenty, ktere´ jsou v jednom clusteru by meˇly by´t tak od-
lisˇne´, jak je to jen mozˇne´ s dokumenty v jiny´ch clusterech. Nevy´hodou tohoto shlukova´nı´
je cˇasova´ na´rocˇnost nalezenı´ nejlepsˇı´ho rozkladu mnozˇiny o n prvcı´ch na dveˇ cˇa´sti. Prˇi
kazˇde´m rozkladu tedy musı´me prozkoumat 2(n−1) − 1mozˇnostı´. Existujı´ implementace,
ktere´ se snazˇı´ snı´zˇit slozˇitost na kvadratickou.[5]
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3.2 Nehierarchicky´ clustering
Tato shlukovacı´ metoda, jak jizˇ na´zev vypovı´da´ je nehierarchicka´. To znamena´, zˇe ne-
vytva´rˇı´ hierarchickou strukturu jako v prˇedchozı´ch prˇı´padech, ale rozkla´da´ mnozˇinu
dokumentu˚ na prˇedem zadany´ pocˇtu˚ shluku˚. Po prvnı´m rozkladu se da´le nedeˇlı´, ale
upravuje se tak, aby se optimalizovala odlisˇnost a vza´jemna´ vzda´lenost shluku˚ a aby
objekty uvnitrˇ byly rovnomeˇrneˇ rozdeˇleny. Hlavnı´ mysˇlenkou je definovat centroidy pro
kazˇdy´ cluster, cozˇ jsou vlastneˇ teˇzˇisˇteˇ jednotlivy´ch clusteru˚.
Inicializace pocˇa´tecˇnı´ch clusteru˚ probı´ha´ v nejjednodusˇsˇı´m prˇı´padeˇ na´hodneˇ. Kazˇdy´
jednotlivy´ cluster se tedy zvolı´ jako na´hodneˇ vybrany´ dokument. Dalsˇı´m krokem je, aby
se kazˇdy´ dokument prˇirˇadil k nejblizˇsˇı´mu teˇzˇisˇti (centroidu). Pokud jsou vsˇechny doku-
menty prˇirˇazeny do nejblizˇsˇı´ho clusteru, je prvnı´ krok dokoncˇen. Na´sledneˇ se prˇepocˇı´tajı´
centroidy vsˇech clusteru˚, cozˇ jsou vlastneˇ pru˚meˇrne´ hodnoty slozˇek vsˇech vektoru˚ doku-
mentu˚ v dane´m clusteru.
Pote´ na´sleduje opeˇtovne´ prˇirˇazenı´ vsˇech dokumentu˚ do nejblizˇsˇı´ch clusteru˚. Tento
postup se opakuje do doby, dokud nenı´ prˇedesˇly´ rozklad roven s aktua´lnı´m. Je tedy
nalezeno optima´lnı´ rozlozˇenı´. Postup je graficky zobrazen pro 50 bodu˚ a pro 5 zvoleny´ch
clusteru˚ ve 2D na obra´zku 6, kde prvotnı´ inicializaci centroidu˚ zna´zornˇuje cˇerny´ cˇtverec
a bı´ly´ zna´zornˇuje jeho konecˇnou polohu. Mezi nimi jsou zobrazena umı´steˇnı´ centroidu˚ v
jednotlivy´ch iteracı´ch (krocı´ch).
Obra´zek 6: Graficke´ zna´zorneˇnı´ postupu k dosazˇenı´ optima´lnı´ho rozkladu pouzˇı´tı´m k-
means.
Problematice nehierarchicke´ho clusteringu se budu veˇnovat v sekci vlastnı´ implemen-
tace.
3.3 Naivnı´ Bayes klasifika´tor
Jedna´ se o jednoduchy´ pravdeˇpodobnostnı´ zpu˚sob kategorizace dokumentu˚, zalozˇeny´
na pouzˇitı´ Bayesova teore´mu s prˇedpoklady neza´vislosti mezi prediktory. Lze jej snadno
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vytvorˇit, a to bez slozˇite´ho opakovane´ho odhadu parametru˚. Toto urcˇiteˇ ocenı´me u velmi
velky´ch souboru˚ dat. I prˇes svou jednoduchost tento klasifika´tor generuje prˇekvapiveˇ
dobre´ vy´sledky a je sˇiroce pouzˇı´va´n, protozˇe cˇasto prˇekona´va´ slozˇiteˇjsˇı´ metody pro kla-
sifikaci. Jako prˇı´klad mu˚zˇu uve´st, zˇe se hojneˇ pouzˇı´va´ k identifikaci spamu. Jak jsem jizˇ
uvedl vy´sˇe, u tohoto zpu˚sobu vyzˇadujeme tre´novacı´ mnozˇinu. Tedy dokumenty, jejichzˇ
kategorie je uzˇ urcˇena naprˇı´klad znalcem cˇi jiny´m algoritmem. Na vy´beˇru te´to tre´novacı´
mnozˇiny za´visı´ i celkova´ prˇesnost algoritmu, ktera´ se mu˚zˇe pohybovat azˇ k 90%. [13]
Pokud tedyma´me tre´novacı´ mnozˇinu o dvou dokumentech, kde se vyskytuje celkoveˇ jen
5 slov a prˇedpokla´da´me, zˇe kazˇdy´ tento dokument spada´ do jine´ kategorie (kat1, kat2),
budou na´m tedy dokumenty reprezentovat danou kategorii. Viz -tabulka1.
dok / slovo s1 s2 s3 s4 s5
dokument1 7 3 1 0 1
dokument2 1 0 0 7 7
Tabulka 1: Pokusna´ tre´novacı´ mnozˇina
Z tabulky 1 vidı´me, zˇe pravdeˇpodobnost slova s1, ktere´ mu˚zˇe by´t videˇno v dokumentu1
je 7/8 a v dokumentu2 1/8. Z tohoto du˚vodu, jak bude zrˇejme´ nı´zˇe, bychom nemeˇli
vsˇechny pravdeˇpodobnosti vy´skytu slova nenulove´. Naprˇı´klad v dokumentu2 by prav-
deˇpodobnost vy´skytu slova s3 byla nulova´, tato hodnota by na´m tudı´zˇ vynulovala soucˇin
vesˇkery´ch hodnot. Tomuto se vyhneme prˇicˇtenı´m cˇı´sla 1 ke kazˇde´mu slovu v kazˇde´m
dokumentu, cozˇ na´m nijak vy´znamneˇ data neovlivnı´. Viz tabulka 2.
dok / slovo s1 s2 s3 s4 s5
dokument1 8 4 2 1 2
dokument2 2 1 1 8 8
Tabulka 2: Upravena´ pokusna´ tre´novacı´ mnozˇina
Z tabulky 2nynı´ prˇevedemevsˇechny frekvencˇnı´ vy´skyty dany´ch slov na pravdeˇpodobnost
vy´skytu v dany´ch kategoriı´ch a prˇida´me si zde dva dokumenty, ktery´m tyto kategorie
budeme prˇida´vat .
dok / slovo s1 s2 s3 s4 s5
kat1 0.8 0.8 0.67 0.11 0.2
kat2 0.2 0.2 0.33 0.89 0.8
dokument3 3 0 1 1 0
dokument4 0 2 0 5 1
Tabulka 3: Kategorie a dva dokumenty k prˇirˇazenı´
Vy´pocˇet vy´sledne´ pravdeˇpodobnosti dokumentu d k prˇirˇazenı´ do kategorie k zna´zornˇuje
vzorec:
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P (k|d) =

1≤f≤nd
P (sf |k) , kde P (sf |k) = P (k|sf )P (sf )
P (k)
Kde P (sf |k) je podmı´neˇna´ pravdeˇpodobnost slova sf vyskytujı´cı´ se v kategorii k. P (sf |k)
interpretujeme jako meˇrˇı´tko toho, jak mnoho na´znaku˚ sf prˇispı´va´, zˇe kategorie k ma´ by´t
ta spra´vna´. Pocˇet slov, jenzˇ obsahuje pru˚nik slov dokumentu a dane´ kategorie je nd. Ze
vzorce je videˇt, zˇe je nezˇa´doucı´, aby pravdeˇpodobnost vy´skytu v kategorii byla nulova´.
Celkova´ pravdeˇpodobnost by po soucˇinu byla tudı´zˇ nulova´ take´. Bez prˇicˇtenı´ jednicˇky,
by na´m i pro stejny´ dokument, ktery´ slouzˇil jako prˇedloha pro kategorii s prˇida´nı´m byt’
jednoho slova, ktere´ se v nı´ nevyskytlo, algoritmus prˇirˇadil sˇpatny´ vy´sledek. Pro prˇirˇazenı´
kategorie dvou dokumentu˚ v tabulce 3, tedy spocˇı´ta´me pravdeˇpodobnost prˇirˇazenı´ do
obou kategoriı´, jenzˇ je da´na podmı´neˇnou pravdeˇpodobnostı´. Pro dokumenty by vy´pocˇet
tedy vypadal na´sledovneˇ:
P (dokument3, kat1) = (0.83 · 0.80 · 0.671 · 0.111 · 0.20)/kost = 0.03773344
P (dokument3, kat2) = (0.23 · 0.20 · 0.331 · 0.891 · 0.80)/kost = 0.00234960
P (dokument4, kat1) = (0.80 · 0.82 · 0.670 · 0.115 · 0.21)/kost = 0.00000206
P (dokument4, kat2) = (0.20 · 0.22 · 0.330 · 0.895 · 0.81)/kost = 0.01786899
Dle vy´sledku˚ je jasne´, zˇe dokument3 by byl prˇirˇazeny´ do kat1 a dokument2 do kat2.
Deˇlenı´ konstantou mu˚zˇeme pro toto porovna´va´nı´ vynechat. Jedna´ se o pravdeˇpodobnost
P (k) , ktera´ na´m rˇı´ka´, jakou pravdeˇpodobnost dana´ kategorie ma´ a zˇe k nı´ dokument
prˇirˇazen bude a tato je pro vsˇechny kategorie stejna´.V nasˇem prˇı´padeˇ 0.5. Deˇlenı´ jsem si
tedy dovolil ignorovat. [10, 12]
3.4 Latentnı´ se´manticka´ analy´za (LSA)
I prˇes postupy pro snizˇova´nı´ pocˇtu dimenzı´ vektoru, zu˚sta´va´ pocˇet dimenzı´ vysoky´. V
te´to metodeˇ dimenze odpovı´dajı´ spı´sˇe tzv. te´matu˚m(konceptu˚m, kategoriı´m), jako jsou
trˇeba filmy, matematika a podobneˇ. Te´mata se veˇtsˇinou nevybı´rajı´ rucˇneˇ, ale automatic-
ky´mi postupy tak, aby co nejle´pe odpovı´daly te´matu˚m v tre´novacı´ sadeˇ. Jednotliva´ slova
nemusı´ na´lezˇet jedne´ kategorii, ale i jiny´m, s ru˚zny´mi vahami. Dı´ky nutnosti tre´novacı´
sady, spada´ tato metoda do kategorie „ucˇenı´ s ucˇitelem“. Pro automaticke´ metody identi-
fikace te´mat je vysoce du˚lezˇite´ prˇedem urcˇit jejich pocˇet. Pokud by byly v tre´novacı´ sadeˇ
obecne´ texty a te´mat zvolı´me trˇeba 100, mohou by´t vy´sledna´ te´mata obecna´. Prˇi vysˇsˇı´m
pocˇtu se jemnost te´mat zvy´sˇı´. Naprˇ. mı´sto te´matu sport, na´m mohou vzniknout te´mata
motor sport, cyklistika, plava´nı´ apod.
Tato analy´za pracuje i s informacemi o souvy´skytu slov. Dokument tedy mu˚zˇe by´t
klasifikova´n do dane´ kategorie, i kdyzˇ s nı´ nebude mı´t spolecˇne´ ani jedno slovo. Pokud
se neˇjaka´ dveˇ slova spolu vyskytujı´ cˇasteˇji nezˇ by odpovı´dalo na´hodne´mu rozlozˇenı´,
budou oznacˇena za se´manticky podobna´. Prˇedpokla´dejme, zˇe slova hokej a sport se spolu
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budou vyskytovat cˇasteˇji nezˇ hokej a kultura. Toto je souvy´skyt prvnı´ u´rovneˇ. Souvy´skyt
druhe´ u´rovneˇ mu˚zˇe byt takovy´, zˇe slova karate a hokej se spolu v jednom dokumentu
nevyskytujı´, avsˇak vyskytujı´ se cˇasto ze slovem sport. U´rovnı´ souvy´skytu mu˚zˇe by´t vı´ce,
s kazˇdou dalsˇı´ mı´rou se vsˇak pravdeˇpodobnost souvy´skytu snizˇuje.
Pro nalezenı´ te´matu, prˇı´slusˇnosti slov k te´matu˚m a mı´ry prˇı´slusˇnosti te´matu k doku-
mentu˚m se pouzˇı´va´ metoda zvana´ singular value decomposition, kde vstupem je pouze
kolekce dokumentu˚ a cˇı´slo uda´vajı´cı´ pocˇet te´mat. Vy´hodou je, zˇe analy´za na´m urcˇuje i
va´hu jednotlivy´ch te´mat pro celoumnozˇinu tre´novacı´chdokumentu˚.Dı´ky tomu jemozˇne´,
te´mata s nejnizˇsˇı´ va´hou zahodit a snı´zˇit tak dimenzionalitu se´manticke´ho prostoru.
Te´mata odpovı´dajı´ latentnı´ se´manticke´ dimenzi, kde slova se´manticky podobna´ jsou zob-
razova´na do dane´ho te´matu. Te´mata jsou poda´na pro cˇloveˇka obtı´zˇneˇ. Pokud vsˇak vy´-
slednoupravdeˇpodobnost te´mat pro dany´ dokument serˇadı´me od nejvysˇsˇı´ va´hy,mu˚zˇeme
odhadnout, cˇemu prˇesneˇ te´ma odpovı´da´. Z prˇı´kladu va´hy kategoriı´ nı´zˇe, mu˚zˇeme rˇı´ct,
zˇe se v nasˇı´ lidsky interpretovane´ rˇecˇi jedna´ o te´ma rally, cˇi automobilove´ za´vody.
1.7 ∗ zvod, 1.1 ∗ automobil, 0.75 ∗ rally, 0.7 ∗ pou, 0.68 ∗msto, 0.65 ∗ cesta
LSA rˇesˇı´ proble´my se synonymy a vy´znamoveˇ podobny´mi slovy. Dı´ky neprˇesnostem
redukcı´ dimenzionality se setka´va´me s zˇa´doucı´m jevem eliminova´nı´ chyb v datech. Na-
opak tato metoda nerˇesˇı´ proble´m s vı´ceznacˇnostı´, takzˇe seskupuje slova, ktera´ se stejneˇ
pı´sˇou. Nevy´hodou je take´ vysoka´ vy´pocˇetnı´ na´rocˇnost. [8, 9]
Pozna´mka 3.1 V ra´mci pouzˇitı´ pro zı´ska´va´nı´ informacı´, se neˇkdy LSA nazy´va´ jako la-
tentnı´ se´manticke´ indexova´nı´ - LSI.
3.5 Pravdeˇpodobnostnı´ latentnı´ se´manticka´ analy´za (pLSA)
Rˇesˇı´ stejny´ proble´m jako LSA, ne vsˇak na za´kladeˇ linea´rnı´ algebry, ale je zalozˇena na
statistice a pravdeˇpodobnosti. Hojneˇ se zde vyuzˇı´va´ podmı´neˇne´ pravdeˇpodobnosti, tedy
pravdeˇpodobnosti jevu, prˇi urcˇity´ch omezujı´cı´ch podmı´nka´ch. Obecna´ definice podmı´-
neˇne´ pravdeˇpodobnosti je:
P (B|A) = P (A,B)
P (A)
=
P (A|B)P (B)
P (A)
Dejme tomu, zˇe v dane´ mnozˇineˇ dokumentu˚, chceme rozeznat x te´mat, kde v kazˇde´m
te´matu t je spojeno rozdeˇlenı´ pravdeˇpodobnosti prˇes vsˇechna slova s, ktere´ se v dane´
mnozˇineˇ dokumentu vyskytujı´. Jiny´mi slovy, prˇirˇazuje pro dane´ te´ma t pravdeˇpodob-
nost kazˇde´mu slovu s, dı´ky nı´ pak mu˚zˇeme vyja´drˇit P (s|t) pro jake´koliv slovo a te´ma.
V te´to analy´ze se da´le prˇedpokla´da´, zˇe s kazˇdy´m dokumentem D je spojena podmı´neˇna´
pravdeˇpodobnost vy´skytu te´matu t v tomto dokumentu, tedy P (t|D). Pokud budeme
zna´t prˇedchozı´ parametry, doka´zˇeme definovat pravdeˇpodobnost vy´skytu slova s v do-
kumentu D na´sledovneˇ:
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P (s|D) =
x
t=1
P (s|t,D) · P (t|D) =
x
t=1
P (s|t) · P (t|D)
Jelikozˇ vyzˇadujeme mı´t rozdeˇlenı´ pravdeˇpodobnostı´ slov pro globa´lnı´ te´mata, tedy ne-
za´visle´ na dokumentu, mu˚zˇeme si dovolit zjednodusˇenı´ pravdeˇpodobnosti P (s|t,D) na
P (s|t). pLSA je navrzˇena tak, zˇe prˇedpokla´da´ neza´vislost slov v dokumentu a zˇe kazˇde´mu
slovu v dokumentu prˇirˇazuje pra´veˇ jedno te´ma. Pravdeˇpodobnost dokumentu vyja´drˇı´me
jako:
P (D) =

s
P (s|D)c(s,D)
log(P (D)) =

s
c(s,D) log(P (s|D))
c(s,D) uda´va´ kolikra´t se dane´ slovo s objevilo v dokumentu D. Jelikozˇ je logaritmus
monoto´nnı´ funkce, zjednodusˇı´me cely´ vy´raz zlogaritmova´nı´m. Pro urcˇenı´ pravdeˇpo-
dobnostı´ P (t|D) a P (s|t), ktere´ jsou nezna´me´, se pouzˇı´va´ optimalizacˇnı´ u´loha, zalozˇena´
na identifikaci takovy´ch parametru˚ obou nezna´my´ch pravdeˇpodobnostı´, ktere´ maximali-
zujı´ veˇrohodnost dat. Tato u´loha se rˇesˇı´ naprˇ. algoritmem Expectation-Maximization. Po
zı´ska´nı´ pravdeˇpodobnosti P (t,D) pro vsˇechny dokumenty a te´mata, mu˚zˇeme libovolny´
dokument z nasˇı´ mnozˇiny reprezentovat vektorem te´mat, jako u LSA, kde jak uzˇ vı´me,
kazˇda´ slozˇka urcˇuje pravdeˇpodobnost vy´skytu te´matu v dokumentu.
Vy´hody tohoto algoritmu jsou v mnohem lepsˇı´m generova´nı´ te´mat nezˇ u LSA a jeho
matematicke´m za´kladeˇ. Nejveˇtsˇı´ nevy´hoda je nemozˇnost prˇedpovı´da´nı´ te´mat u novy´ch
dokumentu˚, jenzˇ nebyly prˇı´tomny v tre´novacı´ mnozˇineˇ dokumentu˚. S rostoucı´m pocˇtem
dokumentu˚ v tre´novacı´ mnozˇineˇ, roste i pocˇet parametru˚, ktere´ je trˇeba odhadnout. To
vede k takzvane´mu prˇeucˇova´nı´, cozˇ je taky velka´ nevy´hoda. [2]
3.6 Latentnı´ Dirichletova alokace (LDA).
Byla poprve´ prˇedstavena v roce 2003, autory jsou David Blei , Andrew Ng , a Michael
Jordan.
Jedna´ se o generativnı´ model, ktery´ navı´c odstranˇuje nevy´hody pLSA. Tedy tendence
k prˇeucˇova´nı´ dı´ky pevneˇ dany´m parametru˚m a nemozˇnost prˇirˇazenı´ te´matu k novy´m
dokumentu˚m. Dı´ky teˇmto vy´hoda´m a vysoke´ kvaliteˇ vy´sledku˚ se LDA v praxi pouzˇı´va´
oproti pLSA te´meˇrˇ vsˇude. Pouzˇı´va´ dveˇ pravdeˇpodobnostnı´ rozdeˇlenı´. Binomicke´ roz-
deˇlenı´ na´m popisuje cˇetnost vy´skytu na´hodne´ho jevu v n neza´visly´ch pokusech. Pokud
nezna´me pravdeˇpodobnost tohoto jevu, ale ma´me o nı´ cˇa´stecˇnou prˇedstavu, modeluje se
jejı´ hodnota tzv. beta rozdeˇlenı´m.
Zacˇa´tek postupu je stejny´ jako upLSA, v tre´novacı´mnozˇineˇ zvolı´me pocˇet te´mat t. Pote´
se vyja´drˇı´ pravdeˇpodobnost generova´nı´ mnozˇiny dokumentu˚ a na´sledneˇ se budou hledat
parametry, jenzˇ pravdeˇpodobnostmaximalizujı´. Zde se vsˇak nepouzˇı´va´ promaximalizaci
algoritmus Expectation-Maximalization kvu˚li slozˇitosti, ale pouzˇı´vajı´ se spı´sˇe variacˇnı´
metody a Gibbsovo vzorkova´nı´. Pro podrobneˇjsˇı´ popis viz. [15, 16].
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4 Na´vrh a implementace vybrane´ nebo vlastnı´ metody.
Pro testova´nı´ me´ implementace mi byla poskytnuta sada publikacı´ cˇla´nku z oboru infor-
matiky. Jednotlive´ publikace byly v urcˇite´m forma´tu. Titul byl oznacˇen na nove´m rˇa´dku
prvotnı´mi znaky jako „#*“. Na´sledovaly rˇa´dky pro rok vyda´nı´, autory apod. Pro na´s byl
vsˇak du˚lezˇity´ abstrakt oznacˇeny´ „#!“. Musel jsem si tedy vybrat z dane´ sady pro na´sˇ expe-
riment pouze publikace, ktere´ meˇly titul i abstrakt aby cˇla´nek meˇl informacˇnı´ hodnotu. Z
celkove´ sady vsˇech publikacı´, jsem nakonec prˇefiltroval okolo 530.000 dokumentu˚. Sadu
dokumentu˚ lze sta´hnout z [20]
4.1 Frekvencˇnı´ analy´za
Mu˚j prvotnı´ u´kol byl vytvorˇit frekvencˇnı´ analy´zu vy´skytu slov, abych videˇl, jaka´ slova se
vyskytujı´ nejcˇasteˇji. Mohl jsem si tedy oveˇrˇit, zda platı´ Zipfu˚v za´kon. Mu˚j prvnı´ slovnı´k
tedy uchova´val jednotliva´ slova a jejich pocˇetnı´ vy´skyt. Dı´ky te´to frekvencˇnı´ analy´ze jsem
si uveˇdomil, zˇe bude dobre´, vytvorˇit seznam stop slov a filtrovat je, aby se mi ve slovnı´ku
nevyskytovala. Stop slova, jak jsem jizˇ vysveˇtloval, nenesou zˇa´dnou informacˇnı´ hodnotu.
Nejcˇasteˇjsˇı´ pocˇetnı´ vy´skyt slov ve frekvencˇnı´ analy´ze je zobrazen v tabulce 4.
Index Slovo Frekvence Soucˇin
1 the 4.557.018 4.557.018
2 of 3.041.797 6.083.594
3 and 2.187.164 6.561.492
4 to 1.804.944 7.219.776
5 in 1.626.617 8.133.085
6 for 1.136.303 6.817.818
7 is 1.128.035 7.896.245
8 we 778.922 6.231.376
9 that 756.420 6.807.780
10 this 704.597 7.045.970
Tabulka 4: Prvnı´ch 10 slov ve frekvencˇnı´
analy´ze.
Index Slovo Frekvence Soucˇin
17 based 379.540 6.452.180
19 paper 336.928 6.401.632
21 data 297.210 6.241.410
23 system 287.179 6.605.117
26 model 242.255 6.298.630
27 using 233.326 6.229.802
29 time 214.411 6.217.919
30 algorithm 209.441 6.283.230
31 results 192.256. 5.959.936
32 approach 184.504 5.904.128
Tabulka 5: Prvnı´ch 10 slov ve frekvencˇnı´
analy´ze, bez stop slov.
V tabulce 5 je zobrazeno prvnı´ch 10 slov, ktera´ se vyskytujı´ nejcˇasteˇji a nejsou stop
slova. Jak jsem se prˇesveˇdcˇil, Zipfu˚v za´kon platil, tedy samozrˇejmeˇ s urcˇitou odchylkou,
jak lze pozorovat na soucˇinech indexu˚ jednotlivy´ch slov a jejich pocˇetnı´ho vy´skytu.
Dı´ky te´to analy´ze jsem videˇl i chybovost procesu vyhleda´va´nı´ slov, pokud jsem se
dı´val na slova s nejmensˇı´m vy´skytem. Naprosta´ veˇtsˇina vsˇech slov, ktera´ se vyskytla
pouze jednou byly zpu˚sobene´ gramaticky´mi chybami cˇi jiny´mi nesrozumitelny´mi slovy.
Prˇesneˇ jak jsem tedy popisoval u Zipfova za´kona. Mu˚zˇeme tudı´zˇ tahle slova, ktera´ se
nejme´neˇ vyskytujı´, po procesu vyhleda´va´nı´ odstranit. Tutomezmohu v aplikaci nastavit,
defautneˇ jsem pouzˇil odstraneˇnı´ slov, ktera´ se nevyskytujı´ alesponˇ 10x. Tato mez ovsˇem
za´visı´ na mnozˇstvı´ pouzˇity´ch dat.
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4.2 Prˇevod na korˇeny slov
Pro co nejmensˇı´ pocˇet slov, ktere´ potrˇebuji k vytvorˇenı´ jednotlivy´ch slozˇek vektoru, ktere´
budou reprezentovat jednotlive´ dokumenty a take´ kvu˚li anglicky psane´ sadeˇ dokumentu˚,
jsem se po pru˚zkumu rozhodl vyuzˇı´t stemming. Vytvorˇil jsem si tedy novy´ slovnı´k, kde
klı´cˇ tohoto slovnı´ku bylo slovo, prˇevedene´ na korˇen. Pod tı´mto klı´cˇem jsem pote´ prˇida´val
pu˚vodnı´ slova a jejich pocˇet. Dı´ky tomu jsem po prˇevedenı´ a zobrazenı´ libovolne´ho
korˇene slova mohl videˇt vsˇechny jeho pu˚vodnı´ tvary a dle jejich pocˇtu zjistit, ktery´ tvar
se vyskytoval nejcˇasteˇji.
Pro prˇevod na korˇen slova jsem vyuzˇil porter stemming algoritmus, ktery´ je volneˇ
sˇirˇitelny´ pod BSD licencı´ a po du˚kladne´m prozkouma´nı´, jak algoritmus pracuje jsem jej
upravil na moje vstupy. Tento algoritmus pouzˇı´va´ velky´ soubor definic pro odstraneˇnı´
a nahrazenı´ prˇı´pon apod. Za´kladnı´ definice je, zˇe slovo je reprezentova´no souhla´skami,
ktere´ si oznacˇı´me jako C a samohla´skami, na´mi oznacˇeny´mi jako V. Pokud se ve sloveˇ
vyskytuje libovolny´ pocˇet jdoucı´ch souhla´sek nebo samohla´sek po sobeˇ (CCC, VVV), tak
jsou oznacˇeny jen jednı´m pı´smenem. Kazˇde´ slovo nebo jeho cˇa´st, lze tedy vyja´drˇit jednou
ze cˇtyrˇ forem:
CV CV...C
CV CV...V
V CV C...C
V CV C...V
Toto vsˇe mu˚zˇeme zkra´tit na jednotnou formu:
[C]V CV C...[V ]⇒ [C] (V C)m [V ]
Hranate´ za´vorky znacˇı´ libovolnou prˇı´tomnost jejich obsahu a (V C)m na´m oznacˇuje m-
kra´t opakova´nı´ VC, kdem je pocˇet slabik ve sloveˇ a take´ se nazy´va´ meˇrˇı´tkem kazˇde´ho
slova cˇi jeho cˇa´sti, ktere´ je prˇedstaveno touto formou. Naprˇı´klad slova:
m = 0 TRR, EE, A, BEE, TREE
m = 1 TROUBLE, TREES
m = 2 TROUBLES, ORRERY
Dı´ky pocˇtu slabik mu˚zˇeme kontrolovat meˇrˇı´tko slova. Vyuzˇı´va´ se hojneˇ tehdy, kdyzˇ
chceme zjistit, zda-li je slovo dost dlouhe´ na to, aby vyhovujı´cı´ cˇa´st slova pro neˇjakou
operaci(odstraneˇnı´ cˇi zmeˇnu) byla posouzena jako prˇı´pona a ne jako soucˇa´st korˇene
slova. Algoritmus se skla´da´ z sˇesti kroku˚ redukce, ktere´ jsou aplikova´ny postupneˇ. Cely´
algoritmus je prˇı´lisˇ dlouhy´, abych ho zde popisoval. viz. []. Prˇı´klad pravidel mu˚zˇeme
videˇt v tabulce 6.
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Pravidlo Prˇı´klad
SSES→ SS caresses→ caress
ING→ networking→ network
ATION→ ATE derivation→ derivate
ATE→ derivate→ deriv
Tabulka 6: Prˇı´klad pravidel pro prˇeva´deˇnı´ na korˇeny
Prˇi pohledu na tabulku 6 si mu˚zˇeme rˇı´ct, procˇ se u slova „derivation“ neodstranila
prˇı´pona okamzˇiteˇ, ale azˇ v na´sledujı´cı´m kroku, kdyzˇ stejneˇ odstraneˇna byla. Odpoveˇd’
na tuto ota´zku mu˚zˇeme hledat v sˇesti krocı´ch, ktery´mi algoritmus postupneˇ procha´zı´.
PravidloATION→ATE se nacha´zı´ v drˇı´veˇjsˇı´m kroku jako velke´mnozˇstvı´ jiny´ch pravidel.
V pozdeˇjsˇı´m kroku se pro pravidlo ATE→ testuje, zda te´to prˇı´poneˇ neprˇedcha´zı´ neˇjaky´
znak, konkre´tneˇ znakt, ktery´ by signalizoval, zˇe o koncovku nejde.
Jako prˇı´klad uved’me trˇeba slovo „dotation“. Po prvnı´m kroku vznikne „dotate“, ve
druhe´m kroku se toto slovo nezkra´tı´, protozˇe prˇı´poneˇ prˇedcha´zı´ pı´smeno t, v jehozˇ
prˇı´padeˇ se ma´ redukce vynechat. V jine´m prˇı´padeˇ u slova „cation“, se po prvnı´m kroku
prˇevede na „cate“ a druhe´ pravidlo toto slovo ignoruje, nebot’ jeho meˇrˇı´tko m je male´ a
jedna´ se jizˇ o korˇen a ne prˇı´ponu.
Drˇı´ve jsem uvedl, zˇe v prˇı´padeˇ prˇevodu na korˇeny slov, vznikajı´ chyby prˇi ktery´ch
neˇjaka´ dveˇ libovolna´ vy´znamoveˇ nepodobna´ slovamajı´ stejny´ korˇen. Tato chybana´mvsˇak
vu˚bec nebo velice ma´lo ovlivnı´ vy´sledek. Druha´ chyba algoritmu je, zˇe prˇevede slovo na
sˇpatny´ korˇen. Pro na´s je ovsˇemnaprosto irelevantnı´, jaky´m tvaremkorˇene reprezentujeme
dane´ slovo, protozˇe vsˇechna podobna´ slova se stejny´m korˇenem budou sjednocena sta´le
pod jeden korˇen slova, i kdyzˇ neodpovı´da´ realiteˇ.
V me´ testovacı´ sadeˇ dokumentu˚ se dı´ky prˇevodu slov na jeho korˇen pocˇet redukoval
z 82.326 neˇco ma´lo pod polovinu, prˇesneˇ na 36.544. Tento pocˇet vysˇel prˇi odstraneˇnı´ stop
slov a filtrace slov o mensˇı´m vy´skytu jak 10.
4.3 Vytva´rˇenı´ vektoru˚ dokumentu˚ pomocı´ TF-IDF
V te´to fa´zi jsem si uveˇdomil, zˇe budu muset vytvorˇit novy´ slovnı´k, ktery´ by mi repre-
zentoval cˇı´slo dokumentu a neˇjaky´ seznam pro reprezentaci vsˇech slov vyskytujı´cı´ se
v dane´m dokumentu. Pozdeˇji jsem tento slovnı´k upravil a mı´sto seznamu jsem pouzˇil
vnirˇnı´ slovnı´k pro slovo a ukla´da´nı´ jeho pocˇtu, abych nemusel procha´zet pokazˇde´ cely´
seznam a pocˇı´tat vy´skyty jednotlivy´ch slov. V tomto vnitrˇnı´m slovnı´ku je jizˇ samozrˇejmeˇ
kazˇde´ jednotlive´ slovo prˇevedeno na korˇen.
Dalsˇı´ slovnı´k pro urychlenı´ vy´pocˇtu IDF jsem si vytvorˇil takovy´, kde se ke kazˇde´mu
slovu ukla´da´ cˇı´selna´ hodnota ktera´ na´s informuje o tom, v kolika dokumentech se vysky-
tuje. Nemusı´m tedy procha´zet neˇkolikra´t cely´ slovnı´k jednotlivy´ch dokumentu˚ a jejich
slo a zjisˇt’ovat, zda se dane´ slovo v dokumentu vyskytlo.
Vzhledem k objemu celkove´ sady dokumentu˚, ktere´ jsou ukla´da´ny ve slovnı´cı´ch a
cˇasove´ na´rocˇnosti jsem zacˇal pro na´sledujı´cı´ testova´nı´ pracovat s mensˇı´m souborem do-
kumentu˚. Pokud si vezmeme, zˇe jedno rea´lne´ cˇı´slo typu float reprezentuje jednu dimenzi
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a zabı´ra´ 4 bajty v pameˇti, vypocˇteme jednoduchy´m vy´pocˇtem, zˇe pokud se vektor do-
kumentu rovnal naprˇı´klad 10 000, zabı´ral by v pameˇti cca 39 kb. Prˇi pocˇtu 530 tisı´c
dokumentu˚ by jen pro uchova´nı´ matice vsˇech vektoru˚ bylo zapotrˇebı´ prˇiblizˇneˇ 20Gb.
Pocˇet dimenzı´ vektoru, reprezentujı´cı´ dokument, je da´n pocˇtem vsˇech unika´tnı´ch
korˇenu˚ v nasˇem statisticke´m slovnı´ku. Prˇi vy´pocˇtu konkre´tnı´ slozˇky vektoru si tedy
zkontroluji, kolikra´t se dane´ slovo objevuje v dokumentu a na´sledneˇ pokud mi slovnı´k
neˇjaky´ za´znam vra´til, pokracˇuji s vy´pocˇtem IDF. Da´le vezmu celkovy´ pocˇet dokumentu˚ a
toto cˇı´slo vydeˇlı´m pocˇtem dokumentu˚ ve, ktery´ch se vyskytlo dane´ slovo, ktere´ se vysky-
tuje ve zminˇovane´m prˇedzpracovane´m slovnı´ku. Vy´sledny´ podı´l zlogaritmuji. Celkova´
hodnota slozˇky vektoru je pak da´na soucˇinem TF a IDF.
Vsˇechny slovnı´ky tvorˇı´m jizˇ za procesu zı´ska´va´nı´ slov z textu. Celkovy´ cˇas zpracova´nı´
se prˇitom dı´ky plneˇnı´ slovnı´ku˚ nijak za´vratneˇ nezveˇtsˇil. U cˇasu pro vy´pocˇet vektoru˚, jsou
tyto slovnı´ky poznat mnohona´sobneˇ.
4.4 Shlukovacı´ algoritmus
Prokategorizaci dokumentu˚ jsemsi vybral nehierarchicky´ algoritmusK-means. Zaujalmeˇ
prˇedevsˇı´m pro sve´ velke´ pouzˇitı´ v praxi. Shlukuje podobne´ objekty, dle dany´ch krite´riı´. V
nasˇemprˇı´padeˇ tedy porovna´va´ kosinovou podobnostı´ vektory reprezentujı´cı´ dokumenty.
4.4.1 Na´hodna´ inicializace
V prvnı´ verzi programu jsem si necha´val inicializovat pocˇa´tecˇnı´ centroidy na´hodneˇ. V
neˇktery´ch prˇı´padech se mu˚zˇe sta´t, zˇe se i prˇi nasˇem zadane´m pocˇtu shluku˚, na vy´stupu
tohoto algoritmu objevı´ pocˇet shluku˚ mensˇı´. Je to specia´lnı´ prˇı´pad. Pro uka´zku tohoto
prˇı´padu viz obra´zek 7.
Na tomto obra´zku byly inicializova´ny prvnı´ centroidy na pozici 1,6,7. Po prvnı´ iteraci
se centroidy prˇeskupily, jak lze videˇt na leve´ straneˇ obra´zku. Po opeˇtovne´m prˇepocˇtu ma´
ovsˇemnajednoubod 5 blı´zˇe k cˇervene´mu shluku a rovneˇzˇ pu˚vodnı´ bod 6patrˇı´cı´modre´mu
shluku se prˇirˇadı´ ke shluku zelene´mu. Prˇi dalsˇı´m prˇepocˇtu centroidu˚ neobsahuje modry´
shluk zˇa´dne´ body, jeho hodnota bude nulova´ a jizˇ se k neˇmu zˇa´dne´ body neprˇirˇadı´.
Obra´zek 7: Prˇı´klad vzniku pra´zdne´ho clusteru.
Oznacˇme si I jako pocˇet iteracı´, d jako pocˇet dimenzı´ vektoru˚ reprezentujı´cı´ dokument,
k jako na´sˇ pocˇet zvoleny´ch clusteru˚ a n reprezentujı´cı´ celkovy´ pocˇet dokumentu˚ pro
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shlukova´nı´. Potom je cˇasova´ slozˇitost pro prˇirˇazenı´ do clusteru O(nkd) a cˇasova´ slozˇitost
vy´pocˇtu teˇzˇisˇt’clusteru˚ O(nd). Pro I iteracı´ je tedy celkova´ slozˇitost rˇesˇenı´:
O(k + I(nkd+ nd)) = O(Idkn)
Cˇasova´ slozˇitost algoritmu je tedy nı´zka´, ovsˇem za cenumozˇnosti vy´razneˇ se meˇnı´cı´ch
vy´sledku˚.
Jak pramenı´ z te´to pocˇa´tecˇnı´ inicializace, struktura clusteru˚ je velmi promeˇnna´ a rovneˇzˇ
je zde sˇance, zˇe na´m mu˚zˇe vzniknout zminˇovany´ pra´zdny´ cluster. Minimalizace clusteru˚
na´movsˇemnemusı´ vadit. Prˇi opeˇtovne´m spusˇteˇnı´ shlukova´nı´, prˇi stejne´ sadeˇ dokumentu˚,
nedostaneme tedy, s nejveˇtsˇı´ pravdeˇpodobnostı´ totozˇne´ clustery. Algoritmus tedy pocˇı´ta´
loka´lnı´ minima a velmi za´lezˇı´ na prvnı´ch centroidech. Zde je na uva´zˇenou, zda na´m to
moc vadı´. Pokud chceme dokumenty rozrˇadit do neˇjaky´ch kategoriı´, dokumentu nenı´
intuitivneˇ striktneˇ da´na pouze jedina´ kategorie, ale mu˚zˇe spadat do kategoriı´ jiny´ch.
Pokud tedy na´hodneˇ vybı´ra´me pocˇa´tecˇnı´ centroidy, prˇirˇazujeme ostatnı´ cˇla´nky k pra´veˇ
nejpodobneˇjsˇı´mu te´matu vybrany´ch dokumentu˚ reprezentujı´cı´ch centroidy.
4.4.2 BuckShot inicializace
My´m na´padem, jak zlepsˇit prˇesnost algoritmu, byl vybrat na´hodneˇ, dejme tomu desetinu
vsˇech vektoru˚. Pocˇet by prˇedevsˇı´m za´lezˇel na celkove´m pocˇtu vsˇech dokumentu˚ a ty
vsˇechnymezi sebou porovna´vat a odstranˇovat sobeˇ nejblizˇsˇı´ dvojice a prˇida´vat zpeˇt jejich
pru˚meˇr. Vı´ceme´neˇ prˇesneˇ tohle deˇla´ BuckShot inicializace, kterou jsem pozdeˇji nasˇel. Je
to inicializace, jenzˇ zlepsˇuje vy´konnost algoritmu.[19]
Kazˇdy´ dokument je reprezentova´n jako samostatny´ cluster, prˇi kazˇde´m procha´zenı´
na´hodneˇ vybrany´ch clusteru˚ se vypocˇı´ta´ vzda´lenost kazˇde´ho clusteru s kazˇdy´m. Prˇi ka-
zˇde´m propocˇtu se zkontroluje, zda vypocˇı´tana´ vzda´lenost je mensˇı´ nezˇ nejmensˇı´ ulozˇena´
vzda´lenost, ktera´ je ze startu nastavena na nulu. Pokud je vzda´lenost mensˇı´, ulozˇı´m si
clustery(vektory). Po skoncˇenı´ dostanu pra´veˇ dva nejblizˇsˇı´ clustery. Tyto dva clustery
vymazˇu ze seznamu na´hodneˇ vybrany´ch vektoru˚ a vlozˇı´m vektor, ktery´ reprezentuje
pru˚meˇr teˇchto dvou clusteru˚. Prˇi kazˇde´ iteraci se tedy zmensˇuje seznam clusteru˚ o je-
den. Algoritmus koncˇı´ ve chvı´li, kdy je seznam clusteru˚ roven pocˇtu na´mi zvoleny´ch
centroidu˚, ktere´ se pouzˇijı´ jako vy´chozı´ centroidy pro samotny´ k-means.
Jedna´ se vlastneˇ o kombinaci HAC a klasicke´ho k-means. Jen s tı´m rozdı´lem, zˇe si
nepotrˇebuji pamatovat pocˇet vektoru˚ dokumentu˚ v jednotlivy´ch clusterech, ale pro nasˇi
potrˇebu na´m stacˇı´ zna´t jen jeho pru˚meˇr. Tedy dany´ cluster je roven centroidu. Pocˇet
na´hodneˇ vybrany´ch vektoru˚ je da´n
√
n, kde n je pocˇet celkove´ho mnozˇstvı´ dokumentu˚,
pro ktere´ se ma´ prove´st shlukovacı´ analy´za.
Pokud si opeˇt oznacˇı´me n jako celkovy´ pocˇet dokumentu˚ pro shlukova´nı´, k jako pocˇet
na´mi volene´ho pocˇtu clusteru˚, d jako pocˇet dimenzı´ ve vektoru dokumentu˚, tak je cˇasova´
slozˇitost algoritmu pro inicializaci centroidu˚ na´sledujı´cı´:
O(
√
kn+ (
√
kn− k)knd) = O((kn)3/2d)
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Celkova´ slozˇitost k-meas prˇi pouzˇitı´ tohoto inicializacˇnı´ho algoritmu, kde I znacˇı´ pocˇet
iteracı´ tedy je:
O((kn)3/2d)Idkn
Cˇasova´ slozˇitost je tedy veˇtsˇı´, za´lezˇı´ tedy dost na velikosti testovacı´ sady dokumentu˚.
Avsˇak v porovna´nı´ vy´sledku a cˇasu, ktery´ je potrˇebny´ navı´c pro rˇesˇenı´ s na´hodnou
inicializacı´, se tato inicializace vyplatı´. V me´ testovacı´ sadeˇ prˇiblizˇneˇ o 2200 dokumentech
a vektorech o 1200 slozˇka´ch je celkovy´ potrˇebny´ cˇas pro shlukova´nı´ navy´sˇen prˇiblizˇneˇ na
dvojna´sobek.
4.4.3 U´plna´ HAC inicializace
Dalsˇı´m my´m na´padem pro inicializaci pocˇa´tecˇnı´ch centroidu˚ bylo zkusit pouzˇı´t HAC
na celou sadu cˇla´nku˚. Vy´sledkem by teoreticky meˇly by´t nejle´pe inicializovane´ pocˇa´tecˇnı´
centroidy, jejichzˇ vnitrˇnı´ podobnost bymeˇla by´t veˇtsˇ,ı´ nezˇ v prˇecha´zejı´cı´ch prˇı´padech. Tato
metoda se ovsˇem neda´ moc pouzˇı´t pro veˇtsˇı´ sady dokumentu˚, kvu˚li jejı´ vysoke´ cˇasove´
na´rocˇnosti. Vy´hodou je, zˇe nemusı´me opakovat shlukova´nı´ pro statistiku pru˚meˇrny´ch
vy´sledku˚, jak plyne z HAC, vy´sledek je vzˇdy stejny´. V te´to inicializaci se prˇi kazˇde´ iteraci
rovneˇzˇ snizˇuje pocˇet vektoru˚ v seznamu, s nı´mzˇ algoritmus pracuje o jeden dokument.
Seznam vektoru˚ k porovna´va´nı´ je zde mnohem veˇtsˇı´ a opeˇt musı´ by´t kazˇdy´ vektor
porovna´n s kazˇdy´m. Na konci jednoho cyklu jsou pra´veˇ dva vektory smaza´ny a na´sledneˇ
prˇida´n vektor jejich pru˚meˇru. Pote´ se cyklus opakuje.
Po kra´tke´m zamysˇlenı´ jsem zjistil, zˇe je znacˇneˇ nevy´hodne´ po prvnı´m cyklu opeˇt
prˇepocˇı´ta´vat vsˇechny vzda´lenosti. Prˇida´va´m pouze jeden vektor a ten bych meˇl prˇepocˇı´-
ta´vat s ostatnı´mi. Pro tuto optimalizaci jsem si vytvorˇil slovnı´k. Prˇi prvnı´ iteraci vypocˇtu
vsˇechny vza´jemne´ vzda´lenosti vektoru a prˇida´m je do mnou vytvorˇene´ho slovnı´ku. Klı´cˇ
je zde tvorˇen ze dvou identifikacˇnı´ch cˇı´sel vektoru˚ naprˇ. 653x8963. Prvnı´ cˇı´slo v klı´cˇi
musı´ by´t mensˇı´ nezˇ cˇı´slo druhe´, kvu˚li jednotne´mu forma´tu klı´cˇu˚. Prˇi pocˇı´ta´nı´ vzda´lenosti
mezi dveˇma vektory je vy´sledna´ podobnost urcˇiteˇ rovna podobnosti, i kdyzˇ porˇadı´ teˇchto
vektoru zameˇnı´m.
Prˇi smaza´nı´ dvou nejblizˇsˇı´ch vektoru˚ musı´m vsˇechny za´znamy ve slovnı´ku, kde se
nacha´zı´ jedno cˇi druhe´ identifikacˇnı´ cˇı´slo smazat. To prova´dı´m skla´da´nı´m klı´cˇu˚ z teˇchto
vektoru˚ ze vsˇemi identifikacˇnı´mi cˇı´sly vektoru˚ v seznamu. Klı´cˇ tedy vzˇdy skla´da´m ve
vy´sˇe zminˇovane´m porˇadı´ (mensˇı´ x veˇtsˇı´) a ma´m vzˇdy jistotu, zˇe se prˇi maza´nı´ za´znamu
podobnosti te´to dvojice, klı´cˇ ve slovnı´ku nacha´zı´. Nemusı´m tedy zkousˇet prvnı´ cˇi druhou
klı´cˇovou kombinaci, v prˇı´padeˇ, zˇe bych si klı´cˇ v tomto porˇadı´ neukla´dal.
Po smaza´nı´ za´znamupodobnosti vektoru˚ ve slovnı´ku, zdeprˇida´va´mvsˇechnyvy´sledky
podobnosti s ostatnı´mi vektory v seznamu. Jako identifikacˇnı´ cˇı´slo nove´ho vektoru zde
volı´m mensˇı´ identifikacˇnı´ cˇı´slo z dvojice vektoru˚ k vyrˇazenı´. Ma´me pak jistotu, zˇe se
nebudevyskytovat duplicitnı´ identifika´tor. Pokud jsouvsˇechnypropocˇty prˇida´ny, slovnı´k
musı´m serˇadit dle jeho vy´sledku podobnosti sestupneˇ. Klı´cˇ prvnı´ho za´znamu rozlozˇı´m
na dva identifika´tory a vektory s teˇmito cˇı´sly v seznamu odeberu. Pote´ proces odebı´ra´nı´,
prˇida´va´nı´ a serˇazova´nı´ slovnı´ku opakuji do te´ doby, dokud pocˇet vektoru˚ v seznamu nenı´
roven pocˇtu na´mi zadany´ch clusteru˚.
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Prˇi te´to pocˇa´tecˇnı´ inicializaci centroidu˚, prˇi vysˇsˇı´m pocˇtu clusteru˚, jsem dostal velmi
dobre´ vy´sledky. Prˇi male´m pocˇtu clusteru˚ se na´m mu˚zˇe sta´t, zˇe se v sadeˇ vyskytuje pa´r
dokumentu˚ ve shluku velmi vzda´leny´ch od hlavnı´ho shluku. Vy´sledek shlukova´nı´ na´m
pak mu˚zˇe vyjı´t takovy´, zˇe v jednom, dvou,trˇech cˇi dokonce cˇtyrˇech clusterech z peˇti
budeme mı´t jen naprˇ. 30 dokumentu˚ a v poslednı´m pa´te´m naprˇ. 800 dokumentu˚. Je tedy
trˇeba zva´zˇit, zda takovy´ vy´sledek je pro na´s dostacˇujı´cı´ i prˇes velmi dobre´ shlukova´nı´
prvnı´ch 4 clusteru˚. Prˇi veˇtsˇı´m pocˇtu clusteru˚, naprˇ. 30 je prˇı´padny´ velky´ shluk eliminova´n.
4.5 Mozˇnosti aplikace
V te´to podkapitole se budu veˇnovat strucˇneˇ mozˇnostem, jenzˇ ma´ aplikace nabı´zı´.
4.5.1 Vy´beˇr dokumentu˚ k analy´ze
Jako standardnı´ vstup se nabı´zı´ nacˇtenı´ textove´ho souboru, ze ktere´ho se nacˇı´tajı´ doku-
menty. Tento soubor musı´ by´t v jizˇ zminˇovane´m forma´tu. Pokud ma´me jizˇ zpracovane´
dokumenty ve slovnı´cı´ch, mu˚zˇeme si vsˇechny tyto slovnı´ky ulozˇit a pozdeˇji nacˇı´st. Rych-
lost zpracova´nı´ souboru je ovsˇem prˇi mensˇı´ textove´ sadeˇ vysoka´, proto mozˇnost ukla´da´nı´
pouzˇijeme prˇedevsˇı´m pro ulozˇenı´ slovnı´ku z cele´ zpracovane´ sady dokumentu˚. Pokud
si takto slovnı´ky ulozˇı´me, mu˚zˇeme si rucˇneˇ prˇekopı´rovat pra´veˇ dva slovnı´ky pro dalsˇı´
mozˇnosti nacˇita´nı´ dokumentu˚.
Ma´m na mysli slovnı´ky, kde prvnı´ z te´to dvojice ukla´da´ vsˇechny dokumenty (doku-
mentsText) a slovnı´k, ktery´ na´m rˇı´ka´, v jaky´ch konkre´tnı´ch dokumentech se urcˇity´ korˇen
slova ze seznamu nacha´zı´ (documentsWithWord). Prˇekopı´rovanı´ slovnı´ku provadı´me
prˇedevsˇı´m k prˇedejitı´ prˇeulozˇenı´ slovnı´ku z cele´ zpracovane´ sady dokumentu˚ a musı´me
je ulozˇit do podslozˇky save v adresa´rˇi, kde se nacha´zı´ spustitelna´ aplikace. Dı´ky tomuto
se na´m nabı´zı´ dalsˇı´ mozˇnost vy´beˇru dokumentu˚ ke shlukova´nı´. Konkre´tneˇ tedy vybra´nı´
dokumentu˚, kde se nacha´zı´ jedno cˇi vı´ce na´mi vybrany´ch slov ze seznamu. Poslednı´
mozˇnostı´ je, vybrat si na´hodny´ pocˇet dokumentu˚ z cele´ prˇedzpracovane´ sady.
4.5.2 Nastavenı´ analy´zy
V menu mu˚zˇeme v polozˇce setting nastavit dolnı´ frekvencˇnı´ mez, ktera´ na´m urcˇuje mi-
nima´lnı´ frekvenci vyskytnuty´ch slov, pouzˇity´ch pro reprezentaci slozˇek vektoru˚, repre-
zentujı´cı´ dokumenty. Da´le mu˚zˇeme nastavit pocˇet clusteru˚ a zvolit inicializacˇnı´ metodu
pro nastavenı´ inicializacˇnı´ch centroidu˚. Po zpracova´nı´ dokumentu˚ uvidı´me frekvencˇnı´
analy´zu vsˇech vyskytnuty´ch slov nad danou mezı´. Vidı´me, jak slova v neprˇevedene´m
tvaru, tak i slova prˇevedena´ na slovnı´ korˇen. U libovolne´ho korˇenu slova ma´me mozˇ-
nost k nahle´dnutı´ statistiky frekvencˇnı´ho vy´skytu neprˇevedeny´ch slov o urcˇite´m stejne´m
korˇenu.
K dispozici je i graf pro lepsˇı´ prˇedstavu, kde vidı´me, ktere´ tvary jsou nejvı´ce zastou-
pene´. Da´le jsou k nahle´dnutı´ i slova, ktera´ se vyskytla pod mezı´. Dı´ky tomuto si mu˚zˇeme
oveˇrˇit, zda jsme si dolnı´ mez nastavili dobrˇe. Pokud se na´m zda´, zˇe ne, nastavı´me mez
jinak a pote´ v polozˇce setting zvolı´me Reload Documents. V aplikaci je mozˇne´ upravovat
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seznam stop slov. K te´to u´praveˇ pouzˇijeme nabı´dku setting a po volbeˇ prˇida´nı´ cˇi ode-
bra´nı´ stop slov se na´m zobrazı´ seznam slov frekvencˇnı´ analy´zy nad celou sadou cˇla´nku
a aktua´lneˇ pouzˇı´vany´ seznam stop slov. Pokud hodla´me prˇidat stop slovo do seznamu z
frekvencˇnı´ analy´zy, prˇidajı´ se vsˇechny tvary vybrane´ho korˇene slova.
4.5.3 Zobrazenı´ vy´sledku˚ shlukova´nı´
Po dokoncˇenı´ procesu shlukova´nı´ se zobrazı´ pane,l kde jsou zobrazeny vy´sledne´ clustery
a pocˇet dokumentu˚ v jednotlivy´ch clusterech. Po kliknutı´ na libovolny´ cluster je na´m zob-
razen formula´rˇ pro nahlı´zˇenı´ vsˇech dokumentu˚ v clusterech. Slouzˇı´ tedy pro viditelnou
kontrolu shlukova´nı´.
K dispozici ma´me v nabı´dce rovneˇzˇ zobrazenı´ frekvencˇnı´ analy´zy vsˇech clusteru˚. V
prvotnı´m panelu jsou opeˇt zobrazeny vsˇechny clustery a pocˇty dokumentu˚ jako v nabı´dce
prˇedesˇle´. Ovsˇem s tı´m rozdı´lem, zˇe je zde ke vsˇem clusteru˚m prˇida´no prvnı´ch 15 slov z
jejich celkove´ frekvencˇnı´ analy´zy. Po kliknutı´ na libovolny´ cluster v te´to nabı´dce se na´m
zobrazı´ formula´rˇ, jenzˇ tvorˇı´ graf a blizˇsˇı´ nabı´dka. V grafu je zobrazena frekvencˇnı´ analy´za
clusteru. Pro mozˇnost lepsˇı´ho zobrazenı´ si zde lze zvolit ze trˇı´ typu˚ grafu cˇi prˇepnout na
zobrazenı´ jine´ho pocˇtu prvnı´ch slov frekvencˇnı´ analy´zy. V tomto formula´rˇi se lze zajiste´
mezi clustery prˇesouvat.
Pro porovna´va´nı´ vy´sledku˚ frekvencˇnı´ analy´zy ru˚zny´ch clusteru˚ si zde mu˚zˇeme zob-
razit druhy´ graf, ktery´ zobrazuje vy´sledky frekvencˇnı´ analy´zy jiny´ch clusteru˚. Velmi
zajı´mavou mozˇnostı´ je zobrazenı´ si druhe´ho grafu, ktery´ na´m bude reprezentovat frek-
vencˇnı´ analy´zu
√
n nejblizˇsˇı´ch vektoru˚ k centroidu clusteru zobrazene´ho v grafu prvnı´m,
kde n je celkovy´ pocˇet vektoru dokumentu v dane´m clusteru. Dı´ky te´to mozˇnosti porov-
na´nı´ mu˚zˇeme sami videˇt, jak moc ru˚znorody´ cluster je. Hlavnı´m du˚vodem implementace
te´to frekvencˇnı´ analy´zy bylo splnit te´ma te´to bakala´rˇske´ pra´ce, cozˇ je detekce kllı´cˇovy´ch
slov.
Dalsˇı´ a poslednı´ nabı´dkou je zobrazenı´ panelu s vnitrˇnı´ podobnostı´ jednotlivy´ch clus-
teru˚ a jejich pru˚meˇrna´ podobnost. Opakova´nı´ shlukova´nı´, naprˇ. pod jinou inicializacˇnı´
metodou, cˇi jiny´m pocˇa´tecˇnı´m pocˇtem clusteru˚ nad stejnou sadou dokumentu˚ nalezneme
v menu v nabı´dce setting.
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5 Experimenty
V te´to sekci se budu veˇnovat mnou zvoleny´mi experimenty nad vy´sledkem procesu
shlukova´nı´. Tentoproces slouzˇil jakona´stroj prourcˇitoukategorizaci, nad jejı´mizˇ vy´sledky
budeme aplikovat frekvencˇnı´ analy´zu a snazˇit se detekovat charakteristicka´ klı´cˇova´ slova
pro jednotlive´ shluky.
5.1 Vnitrˇnı´ podobnost clusteru˚
Tento experiment se nety´ka´ samotne´ detekce klı´cˇovy´ch slov, ny´brzˇ vnitrˇnı´ podobnosti
shluku˚ prˇi pouzˇitı´ vsˇech trˇech inicializacˇnı´ch metod. Vnitrˇnı´ podobnost se vypocˇı´ta´ jako
pru˚meˇr podobnostı´ kazˇde´ho vektoru v clusteru s jeho centroidem.
Proprˇesneˇjsˇı´ vy´sledky jsemprˇi na´hodne´ a buckshot inicializacimerˇenı´ opakoval 5-kra´t,
vy´sledna´ pru˚meˇrna´ hodnota byla zapsa´na do tabulky. Inicializacˇnı´ metodu s kompletnı´
hac inicializacı´ stacˇı´ pouzˇı´t pouze jednou, protozˇe vracı´ vzˇdy stejny´ vy´sledek nad danou
sadoudokumentu˚. Vy´sledne´ hodnotymeˇrˇenı´ zobrazuje tabulka 7, kde byla zvolena spodnı´
frekvencˇnı´ mez cˇetnosti slova pro zapocˇtenı´ do slozˇek vektoru na 10. Pro druhe´ meˇrˇenı´
byla pouzˇita mez = 30, jejizˇ vy´sledky zobrazuje tabulka 8.
metoda/pocˇet dok 500 1000 1500 2000 3000
RANDOM 0.2271 0.1978 0.1923 0.185 0.1747
BUCKSHOT 0.2439 0.227 0.209 0.204 0.1824
HAC 0.2704 0.213 0.208 0.211 0.1851
Tabulka 7: Vnitrˇnı´ podobnost clusteru˚, mez =10
metoda/pocˇet dok 500 1000 1500 2000 3000
RANDOM 0.3181 0.,2409 0.222 0.207 0.205
BUCKSHOT 0.3442 0.2603 0.2421 0.213 0.207
HAC 0.3321 0.2552 0.2403 0.221 0.219
Tabulka 8: Vnitrˇnı´ podobnost clusteru˚, mez =30
Jak lze videˇt, inicializacˇnı´ metody majı´ vliv na podobnost clusteru˚. Male´ hodnoty
podobnosti si lze vysveˇlit sˇiroce obsa´hly´mi textovy´mi dokumenty, kdy centroid obsahuje
skoro vsˇechny slozˇky. Spra´vnost shlukova´nı´ si lze oveˇrˇit pouzˇitı´m frekvencˇnı´ analy´zy a
vy´pisem cˇla´nku jednotlivy´ch clusteru˚. Velky´ vliv napodobnost clusteru˚ma´ take´ nastavenı´
spodnı´ frekvencˇnı´ meze. Pocˇet slozˇek vektoru˚ v druhe´m meˇrˇenı´ se na´m redukoval v
pru˚meˇru o 30%.
5.2 Frekvencˇnı´ analy´za clusteru˚
Dı´ky celkove´ frekvencˇnı´ analy´ze jednotlivy´ch clusteru˚ mu˚zˇeme posoudit ru˚znorodost
clusteru˚ objektivneˇ podle top slov jednotlivy´ch clusteru˚. Takte´zˇ si dı´ky teˇmto top slovu˚m
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mu˚zˇeme rˇı´ci, ktera´ slova jsou pro dany´ cluster klı´cˇova´. Jsou to prˇedevsˇı´m slova, jenzˇ
se vyskytujı´ hojneˇ v jednom clusteru a v jiny´ch ne nebo se v nich vyskytujı´, ale s malou
frekvencı´. Prouprˇesneˇnı´ detekce teˇchto klı´cˇovy´ch slovmu˚zˇemepouzˇı´t frekvencˇnı´ analy´zu
nejblizˇsˇı´ch dokumentu˚ k centroidu shluku. Je rovneˇzˇ du˚lezˇite´, do analy´zy nezapocˇı´ta´vat
slova, ktera´ se vyskytujı´ s vysokou frekvencı´, protozˇe se na´m mu˚zˇe sta´t, zˇe se na´m mı´sto
klı´cˇovy´ch slov ve frekvencˇnı´ analy´ze zobrazı´ obecneˇ cˇasta´ slova.
5.3 Dokumenty s dany´mi klı´cˇovy´mi slovy
Pro tento experiment si z celkove´ sady 530 000 cˇla´nku˚ necha´m vyhledat pouze cˇla´nky, kde
se vyskytujı´ slovaworld,wide aweb. Tato slova se alesponˇ jednou samostatneˇ vyskytujı´
v na´sledujı´cı´m pocˇtu dokumentu˚:
• world: 24 232 dokumentu˚
• wide: 31 222 dokumentu˚
• wide: 33 527 dokumentu˚
Pru˚nikem mnozˇin teˇchto dokumentu˚ dostaneme 2 254 dokumentu˚ pro shlukova´nı´ a ne-
cha´me si je roztrˇı´dit do 6 kategoriı´ prˇi nastavenı´ spodnı´ meze na hodnotu 15. Pouzˇijeme
inicializacˇnı´ metodu BuckShot. Pro na´sˇ experiment je du˚lezˇite´, vyrˇadit obecneˇ cˇasta´ slova
z frekvencˇnı´ analy´zy jednotlivy´ch clusteru˚. Ktera´ slova to budou, na´m mu˚zˇe rˇı´ct frek-
vencˇnı´ analy´za nad celou sadou 530 000 dokumentu˚, kterou jizˇ ma´m prˇedzpracovanou
a ulozˇenou.Tabulka 10 zobrazuje prvnı´ch 10 slov s nejveˇtsˇı´m vy´skytem slov v dokumen-
tech, kde se nacha´zı´ slova wide, world, web. Tabulka 9 slouzˇı´ pro porovna´nı´ frekvencˇnı´ho
vy´skytu top slov tabulky 9 naprˇı´c celou sadou 530 000 dokumentu˚.
index slovo frekvence
61 web 91 865
21 inform 185 174
>100 world 31 085
>100 wide 34 939
26 user 157 578
3 paper 341 309
34 servic 129 342
87 search 74 373
17 applic 207 040
25 provid 163 033
Tabulka 9: Top 10 slov v korˇenove´m
tvaru ve frekvencˇnı´ analy´ze cele´ sady
530 000 dokumentu˚.
index slovo frekvence
1 web 7 536
2 inform 2 898
3 world 2 807
4 wide 2 736
5 user 2 344
6 paper 1 609
7 servic 1 526
8 search 1 317
9 applic 1 314
10 provid 1 254
Tabulka 10: Top 10 slov ve frekvencˇnı´
analy´ze dokumentu˚, kde se vyskytujı´
slova world, wide a web.
Jak lze vycˇı´st z obou tabulek vy´sˇe, vyskytuje se na´m v nasˇı´ sadeˇ dokumentu˚ 6 slov s
frekvencˇnı´m vy´skytem nad 100 000. Nebudou s velkou pravdeˇpodobnostı´ prˇedstavovat
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klı´cˇova´ slova teˇchto shluku˚, protozˇe jako slozˇka ve vektoru, by meˇly nastaveny malou
va´hu (cˇı´slo). Pro mou detekci klı´cˇovy´ch slov si tedy dovolı´m odstranit z frekvencˇnı´
analy´zy slova, jejichzˇ vy´skyt naprˇı´cˇ celou sadou 530 000 dokumentu˚, je vysˇsˇı´ jak 100 000.
Frekvencˇnı´ analy´zu nad jednolivy´mi clustery shlukova´nı´ lze videˇt v tabulce 11.
Pro lepsˇı´ objektivitu prˇi hleda´nı´ klı´cˇovy´ch slov jsou v tabulce 12 zobrazeny vy´sledky
frekvencˇnı´ analy´zy neblizˇsˇı´ch dokumentu˚ k centroidu shluku. Pocˇet teˇchto nejblizˇsˇı´ch
dokumentu˚ je roven
√
n, kde n je pocˇet dokumentu˚ v clusteru. Pocˇty dokumentu˚ v
clusterech se pohybujı´ v rozmezı´ od 100-300 dokumentu˚ azˇ na vy´jimku clusteru 5, ktery´
reprezentuje 970 dokumentu˚.
index cluster1 cluster2 cluster3 cluster4 cluster5 cluster6
1 web web web web web web
2 ontlog world world server world world
3 semant wide wide wide wide page
4 world mobil agent world search wide
5 wide internet technolog cach queri grapf
6 visual technolog mine client document social
7 map access internet access languag cluster
8 concept devic access traffic engin commun
9 knowledg commun virtual protocol page link
10 languag content semant internet xml content
Tabulka 11: Frekvencˇnı´ analy´za top 10 nejvyskytovaneˇjsˇı´ch slov v jednotlivy´ch clusterech.
index cluster1 cluster2 cluster3 cluster4 cluster5 cluster6
1 ontolog mobil agent cach queri graph
2 web web web proxi search web
3 semant devic intellig web web commun
4 integr access wide server engin node
5 rule technolog world world xml cluster
6 wide wireless articl wide retriev edg
7 languag internet semant dynam document world
8 domain contect retriev reduc databas wide
9 world offer sourc internet languag page
10 engin ip issu request wide random
Tabulka 12: Frekvencˇnı´ analy´za top 10 nejvyskytovaneˇjsˇı´ch slov v nejblizˇsˇı´ch dokumen-
tech centroidu˚ clusteru˚.
Z vy´sˇe uvedeny´ch tabulek lze tedy rˇı´ci, zˇe pro jednotlive´ clustery tvorˇı´ slova world, wide
a web kontext (souvislost) nad vsˇemi clustery a jednotlive´ subkontexty v clusterech tvorˇı´
pra´veˇ klı´cˇova´ slova, jenzˇ jsem detekoval frekvecˇnı´ analy´zou. Klı´cˇova´ slova v jednotlivy´ch
clusterech jsem vybral prˇedevsˇı´m na za´kladeˇ jedinecˇnosti vy´skytu v clusteru. Viz tabulka
13.
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index 1 2 3 4
cluster 1 ontolog semant visual map concept
cluster 2 mobil internet technolog access devic
cluster 3 agent technolog mine internet access
cluster 4 server cach client access traffic
cluster 5 search queri document engin languag
cluster 6 graph page social cluster commun
Tabulka 13: Vy´pis jednotlivy´ch klı´cˇovy´ch slov clusteru˚.
Z vy´pisu detekovany´ch klı´cˇovy´ch slov ztabulky 13, kde se skoro v zˇa´dne´m nevyskytla
slova nejedinecˇna´, mohu tedy usoudit, zˇe jsem klı´cˇova´ slova detekoval spra´vneˇ. Tato
detekova´na´ klı´cˇova´ slova by s velkou pravdeˇpodobnostı´ mohla reprezentovat urcˇitou
kategorii pro dany´ cluster. Tato sada klı´cˇovy´ch slov bymohla slouzˇit naprˇ. jako dokument
v tre´novacı´ sadeˇ dat, kdy bymoje rˇesˇenı´ reprezentovalo prˇı´padne´ho znalce pro posouzenı´
kategorie.
Prˇı´klad graficke´ho zna´zorneˇnı´ ru˚znorodosti klı´cˇovy´ch slov frekvencˇnı´ analy´zy clusteru
1,2 a 3,4 v me´ aplikaci, lze videˇt na obra´zku 8 a obra´zku 9. Frekvencˇnı´ analy´zu cele´ho
clusteru 2 a frekvencˇnı´ analy´zu jeho dokumentu˚ nejblı´zˇe k centroidu lze pak videˇt na
obra´zku 10.
Obra´zek 8: Graficky´ vy´stup me´ aplikace pro zna´zorneˇnı´ frekvencˇnı´ analy´zy clusteru 1,2.
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Obra´zek 9: Graficky´ vy´stup me´ aplikace pro zna´zorneˇnı´ frekvencˇnı´ analy´zy clusteru 3,4.
Obra´zek 10: Graficky´ vy´stup me´ aplikace pro zna´zorneˇnı´ frekvencˇnı´ analy´zy clusteru 1 a
frekvencˇnı´ analy´zy jeho nejblizˇsˇı´ch dokumentu˚
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5.4 Detekce klı´cˇovy´ch slov v na´hodneˇ vybrany´ch dokumentech.
V te´to sekci jizˇ nebudu rozebı´rat frekvencˇnı´ analy´zu nad celou sadou dokumentu˚ urcˇenou
ke shlukova´nı´. Budu postupovat stejny´mi postupy jako v prˇedcha´zejı´cı´m prˇı´padeˇ, zde si
ovsˇem vyberu sadu 3000 dokumentu˚ na´hodneˇ. Spodnı´ mez frekvencˇnı´ho vy´skytu slova
potrˇebnou pro zapocˇtenı´ do slova jako slozˇky vektoru je stanovena na 15 a pocˇet shluku˚
na cˇı´slo 6 jako v prˇedchozı´m prˇı´padeˇ.
index cluster1 cluster2 cluster3 cluster4 cluster5 cluster6
1 protocol language web fuzzi graph architectur
2 rout agent web motion bound environ
3 node queri task fault case technolog
4 mobil formal semant featur linear interact
5 secur specif search estim tree parallel
6 wireless orient ontolog human complex commun
7 traffic knowledg retriev recognit point manag
8 scheme semant queri robust given featur
9 packet express group parametr approxim real
10 commun tool research signal space research
Tabulka 14: Frekvencˇnı´ analy´za top 10 nejvyskytovaneˇjsˇı´ch slov clusteru˚ prˇi na´hodneˇ
zvoleny´ch dokumentech.
index cluster1 cluster2 cluster3 cluster4 cluster5 cluster6
1 rout language web fuzzi graph parallel
2 node agent semant human bound schedul
3 protocol queri document approxim case architectur
4 mobil orient text rule degre cluster
5 wireless semant content fault edg commun
6 adhoc formal retriev classif class processor
7 senzor knowledg search weight vertex environ
8 manag framework larg estim match real
9 link express engin recognit properti power
10 secur theori measur motion vertic execute
Tabulka 15: Frekvencˇnı´ analy´za top 10 nejvyskytovaneˇjsˇı´ch slov v nejblizˇsˇı´ch dokumen-
tech k centroidu˚ dany´ch clusteru˚ prˇi na´hodneˇ zvoleny´ch dokumentech.
Z vy´sˇe uvedeny´ch tabulek lze rˇı´ci, zˇe pro vsˇechny clustery zde nema´me zˇa´dny´ jednotny´
kontext a jednotlive´ subkontexty v clusterech tvorˇı´ pra´veˇ klı´cˇova´ slova, ktere´ jsem dete-
koval frekvecˇnı´ analy´zou. Ru˚znorodost na´hodneˇ vybrany´ch dokumentu˚ se na´m projevı´
take´ pra´veˇ na klı´cˇovy´ch slovech, ktera´ jizˇ nebudou tak specificka´, ale spı´sˇe obecneˇjsˇı´ho
ra´zu. viz tabulka 16.
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index 1 2 3 4 5
cluster 1 rout node protocol wireless packet
cluster 2 languag agent queri specif knowledg
cluster 3 web document search ontolog semant
cluster 4 fuzzi motion fault featur estim
cluster 5 graph bound linear tree complex
cluster 6 architecture parallel technolog interact schedul
Tabulka 16: Vy´pis jednotlivy´ch klı´cˇovy´ch slov clusteru˚ prˇi na´hodneˇ vybrany´ch dokumen-
tech
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6 Za´veˇr
Prˇi hleda´nı´ dany´ch metod, mne zaujal nehierarchicky´ algoritmus k-means, a to pro sve´
velke´ vyuzˇitı´ v praxi. Rozhodl jsem se tedy, zˇe se pokusı´m o tomto algoritmu dozveˇdeˇt
vı´ce a zjistit, jak by jej sˇlo vyuzˇı´t pro me´ te´ma. Tento algoritmus mi prˇi pouzˇitı´ kosinove´
podobnosti poslouzˇil jako kvalitnı´ na´stroj pro kategorizaci dokumentu˚, na za´kladeˇ jejich
podobnosti. Nad vy´sledkem shlukova´nı´ tohoto algoritmu, prˇi odfiltrova´nı´ obecneˇ cˇasty´ch
slov, jsem pak jizˇ mohl lehce pouzˇı´t frekvencˇnı´ analy´zu pocˇetnı´ho vy´skytu slov v dany´ch
clusterech a poznat jaka´ slova jsou pro tento cluster charakteristicka´. Detekoval jsem tedy
pra´veˇ klı´cˇova´ slova pro dokumenty, ktere´ se vyskytly v tomto clusteru.
Prˇi jednotlivy´ch krocı´ch ke splneˇnı´ zadane´ho te´matumy´m rˇesˇenı´m a naby´va´nı´ praktic-
ky´ch zkusˇenostı´ ve veˇdecke´ oblasti dolova´nı´ textu, jsem si da´val dohromady souvislosti,
ktere´ mi byly drˇı´ve nejasne´ cˇi naprosto nepochopitelne´. Nejveˇtsˇı´ prˇı´nos te´to pra´ce byl tedy
pro mne v zı´ska´nı´ velmi dobry´ch prakticky´ch zkusˇenostı´. Dalsˇı´m prˇı´nosem bylo, zˇe jsem
u zadane´ sady dokumentu˚ doka´zal detekovat klı´cˇova´ slova pomocı´ nehierarchicke´ho
algoritmu k-means, nad jednotlivy´mi subsadami celkove´ sady dokumentu˚. Tato klı´cˇova´
slova skupiny dokumentu˚, ktera´ jsou podobna´, mohou by´t pouzˇita naprˇ. pro tre´novacı´
sadu dokumentu˚ jiny´ch algoritmu˚.
Dı´ky nabyty´m zkusˇenostem bych rˇadu veˇcı´ v aplikaci vylepsˇil. Jedna´ se prˇedevsˇı´m
o slozˇiteˇjsˇı´ rozsahy inicializacˇnı´ch metod prvnı´ch centroidu˚ clusteru˚. Urcˇiteˇ bych take´
implementoval na´stavbu pro automatickou detekci klı´cˇovy´ch slov. Jelikozˇ je mi oblast,
kterou sema´ pra´ce zaby´valamnohemblizˇsˇı´ a o danou problematiku jsem se zacˇal zajı´mat,
uvazˇuji o tom, zˇe bych na toto te´ma nava´zal pozdeˇji i v pra´ci diplomove´. Pokud by se tak
nestalo, mohla by se ma´ dalsˇı´ pra´ce ty´kat oblasti dolova´nı´ textu cˇi dolova´nı´ dat.
Na za´kladeˇ vy´sledku me´ pra´ce si mohu dovolit konstatovat, zˇe jsem stanoveny´ cı´l
pra´ce splnil.
Ondrˇej Blazˇek
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