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INTRODUCTION 
In this paper it is shown that to any automorphic L-function there is a natural 
operator D (Polya-Hilbert operator) whose spectrum coincides with the set of 
zeros of the L-function along the critical line Re (s) = $. This generalizes the 
first part of A. Connes’s recent paper [4]. As a by-product a new proof of the 
meromorphicity of automorphic Lfunctions is established which gives new 
insights in the analytic behaviour of the L-functions. 
According to the Langlands philosophy, the automorphic L-functions for 
GL, should be the building blocks of all arithmetic L-functions, i.e. any arith- 
metic L-function should be expressible as a rational function in automorphic 
L-functions. Besides arithmetic also geometry gives rise to L-functions or zeta 
functions, like the zeta function of a graph [l], the zeta function of a diffeo- 
morphism [lo], the zeta function of a finite variety [6], or the zeta function of a 
flow [13]. In geometry one often has Lefschetz formulas relating the zeta func- 
tion to the spectrum of a generating operator like the Frobenius one in the case 
of a finite variety or the infinitesimal generator in case of a flow [5]. Sometimes 
these formulas also yield essential steps in the proof of the corresponding ver- 
sion of the Riemann hypothesis. One would thus like to find the geometry of 
arithmetic L-functions. This could well be a ‘noncommutative’ geometry. For 
example, to express the Riemann zeta function as a zeta function of a flow one 
should give a natural flow having the set {log(p) lp prime} as prime orbit length 
set. Such a flow indeed can be constructed on the (highly irregular) space 
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R/Q’, where the multiplicative group ,Q” acts by multiplication. The flow then 
is given by +t(x) = e’x The space Y = R/Q” is not Hausdorff but it can be 
embedded into the space X = AlaS”, where A is the adele ring of Q. Then Y is a 
degenerate boundary component of the space X, which carries a rich structure. 
It is precisely this space on which A. Connes [4] constructs a natural space of 
functions (a Sobolev space), with an action of the flow such that the in- 
finitesimal generator of this action is the Polya-Hilbert operator for the Rie- 
mann zeta function. In the present paper the ideas of A. Connes are extended 
to cover the case of automorphic L-functions for the group GL,. 
The paper is organized as follows. In the first section we merely set up the 
stage. For the sake of fixing notations we repeat in the second section a well 
known computation expressing the local &factors as traces of elements of 
certain natural operators. Section 3 is the heart of the paper. We first show that 
the invariant sum of a Schwartz-Bruhat function is rapidly decreasing if the 
Schwartz-Bruhat function and its Fourier transform annihilate lower rank 
elements. This is the key lemma (3.1) which makes the analytic continuation 
particularly easy. We then show that to each automorphic representation ?r and 
each pair of distinct unramified places WI, w2 there is a Schwartz-Bruhat func- 
tionf of the sort given above and a vector cp* of ?r such that the pairing off with 
cp* times the unramified character IxI~-(“~) equals 
This, together with the key lemma, in particular implies that this quotient is 
entire (Theorem 3.4). We then keepf and qr fixed and find that the generator D 
of a natural flow at cc has discrete spectrum on the orthogonal space off @ cpZ 
in the S-Sobolev space for any 6 > 0. This orthogonal space consists all of dis- 
tributions of order < (6 - 1)/2 which are supported on the zero set of 
L,,,w2 (r, (l/2) + it) and the spectrum of D on that space coincides with the set 
of zeros of L ,,,, w2 (?r, s) on the critical line (Theorem 3.2). In the last section we 
also give a version without the parameter 6 > 0. Then however we are no longer 
dealing with operators on Hilbert spaces but on more general topological vec- 
tor spaces (Theorem 4.1). 
The present paper grew out of an attempt to understand Connes’ ideas by 
generalizing them to GL,. For cuspidal Lfunctions the first result is in [7] and 
the second result has been achieved independently by C. Souli [14]. 
I thank A. Connes for his interest in the present work. 
1. SCHWARTZ-BRUHAT FUNCTIONS AND HAAR MEASURES 
In this section we give some basic notations and facts needed in the sequel. For 
further details the reader is referred to [18]. Let k be a number field with ring of 
integers 0 and let M be a simple k-algebra with center k of rank n, i.e. 
dimk(M) = rr*. The standard example will be the algebra of IZ x n matrices 
Mat,(k). 
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Choose a maximal O-order M(O) in M. For any commutative ring extension 
R of 0 let M(R) = M(O) 180 R and let G be the k-group of invertible elements, 
i.e. G(R) = M(R)X. For almost all places v of k we have k4(k,) 11 Mat,(k,), 
where k, is the completion of k at v. In this case we say that M splits at u At any 
splitting place v we assume an isomorphism M(k,) + Mat,(k,) fixed. We may 
and do assume the isomorphisms chosen compatibly in that the isomorphism 
comes by tensoring from an isomorphism M(O,) + Mat,(O,). 
Let G = + x A, be the ring of adeles of k where AJ is the finite and /a, the 
infinite adeles. Let dx denote the additive Haar-measure on A given by 
dx = &dxo, the product being extended over all places of k, where at a finite 
place v we normalize the Haar measure so that for the valuation ring 0, c k, 
we have dx,(O,) = 1. At the infinite places we will normalize the measures in a 
way such that the lattice k c A has covolume 1, i.e. vol (A/k) = 1. We also write 
dx = &dx, for an additive Haar-measure on M(A), where dx, is given com- 
ponent-wise by the above at each splitting place v. 
For a E A let Ial be its modulus, so dx(aA) = lajdx(A). For x E M(A) let 
1x1 = I det(x)I, where det : M ---t k is the reduced norm. Note that det equals the 
determinant over each field splitting M, which shows that the notation is con- 
sistent. Let dx” = Bvdx,X be the Haar measure on G(A) given by dx,X (G(O,)) = 
1 for v finite and dxc = (dxJlx[“,) at the infinite places. 
Let S(M(A)) be the space of Schwartz-Bruhat functions on M(A), that is, 
any f E S(M(A)) is a finite sum of functions of the formf = n,,fu, wheref, is 
the characteristic function of the set 0, for almost all v andf, E S(M(k,)) at all 
places, where S(M(k,)) is the usual Schwartz-Bruhat space if v is infinite and is 
the space of locally constant functions of compact support if v is finite. 
To define Fourier transforms we will fix an additive character ?+!J as follows. 
At first assume k = 42, then II, = (n, &,)$J~ with $+,&) = 1, &,(p-“) = s”/fl, 
and l()oo(x) = grix . For general k note that the trace map Trk/a : k -+ Q induces 
a trace Tr : & -+ AQ and let $k := $0 o Tr. The character $ identifies A with its 
dual via the pairing (x, y) = $(xy). Note that 1c, is chosen in a way that the lat- 
tice k c A is its own dual, i.e. 
(x, y) = 1 Vy E k %=+ x E k. 
Forf E S(A) its Fourier transform is defined by 
f(x) = ~f(y)?l(xy)dy. 
We lift these notions to M(A). Let $JM : M(A) + @ be defined by $&x) = 
$( tr M/~(X)). Then lftM sets M(A) in self duality and M(k) is a self dual lattice. 
The Fourier transform forf E S(M(A)) is 
.!(x) = Mi, f(y)+lrM(xy)dy 
Fe Fourier transform preserves S(M(A)) and extends to an L2-isometry with 
_f (4 =0-x). 
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For any k-algebra R let Q(R) be the set of all m E M(R) with det(m) = 0. 
Note that for a field F we have Q(F) = M(F) - G(F). Let So = S(M(A)), be 
the space of allf E S(M(A)) such thatf and f send Q(A) to zero. Examples of 
these are easily given. Suppose f = n,fv and there are two places u # w with 
supp fv c G(k,,) and suppj;, c G(k,) then f lies in So. 
2. LOCAL FACTORS 
Let K be a nonarchimedean local field with ring of integers 0. We assume 
K 1 k and M splits over K. So in this section read M(K) = Mat,(K) and 
G(K) = GL,,(K). Let a be a uniformizing element and let 1.1 : K + [w20 be the 
absolute value normalized so that ]P( = q-l, where q is the number of elements 
of the residue class field O/au. 
Let x be a representation of G(K) on a complex vector space V, that is, x a 
group homomorphism from G(K) to GL( V). Then ?r is called smooth if for ev- 
ery Y E V the stabilizer in G(K) contains an open subgroup. If x is smooth then 
it is called admissible if dim V,” < cc for any open subgroup U of G(K), where 
V,” is the set of vectors fixed by any element of U. Fix an irreducible admissible 
representation R. 
Suppose x is a class one representation, i.e. x has nonzero fixed vectors under 
the maximal compact subgroup G(O) of G(K). It then follows that the space of 
G(O)-fixed vectors is one dimensional. Any nonzero vector in this space will be 
called a class one vector. The Hecke algebra ‘7-L = %(G(K), G(O)) is the con- 
volution algebra of all compactly supported functions f : G(K) --f C which are 
bi-invariant under G(O), that is f (xk) = f (kx) = f (x) for all k E G(O). By in- 
tegration the algebra 3-1 acts on V, and it preserves the space of class one vec- 
tors. Since the latter is one dimensional, 3-1 acts on it by a character x~. Further 
for any f E 7-l it holds that xcf) is of rank one, therefore has a well defined trace 
and we have tr x(J) = x,JJ). 
Let A c G(K) be the subgroup of diagonal elements and N c G(K) be the 
subgroup of upper triangular matrices with ones on the diagonal. Then B = AN 
is the Bore1 subgroup of upper triangular matrices. For a = diag(ai , . . . , a,,) E 
A let 
s(a) := ]det(a(LieN)( = lu~l”-‘la2/“-3.. . Iu~~-(~-~) 
the modulus of B. Let dn be the Haar measure on N normalized so that 
vol (N n G(U)) = 1. The Satake transform (see [3], p. 146) 
Sf (a) := b(a)4 J f (un)dn 
N 
gives an isomorphism ‘H --) C&4]“, where n = A/A n G(0) and C[n] is the 
convolution algebra (group algebra) of all finitely supported functions on A. 
Finally W is the Weyl group of all permutations of the diagonal entries of A. 
The set of characters Hom(n, C*) forms the complex points of a torus T C 
GL, (42). The Hecke algebra 7-f acts on the one dimensional space V:(O) through 
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a character Xn. which by the Satake isomorphism is given by an element of T, 
also denoted XT. The local L-factor of rr (and the standard representation of the 
Langlands dual group G,!,.(C)) is defined by 
L(r) = det(1 - x~)-‘. 
We will need to make this more explicit. Let wj = diag(1,. . . , a,. . . , l), the a 
on thej-th position. The Satake isomorphism gives a bijection 
Horn,@, C) + Hom(A, C)/ W 
and using these terms the local factor is given by 
L(*)_’ = det(1 - XT) 
= II (l - X7r(wj)), 
i 
Let e E C[A] w be given by e = I&( 1 - wj). Then there exists a unique f E 7-l 
with Sf = e and for this f we have 
tr7rCf) = L(7r)-‘. 
But also L(n) itself rather then its inverse can sometimes be given as a trace. Let 
1x1 := maxj((XA(wj)]). The characteristic function l,,,(o) restricted to G(K) does 
not lie in 7-f since it is not compactly supported but it can be written as an in- 
finite sum of elements of 1-I. The same applies to the function lo Ixl(“- ‘l/2. 
Proposition 2.1. If 1711 < 1 then ~(1~~~) (xl(“- ‘)12) exists and is of trace class with 
trn(l~(ojIx/~) = L(7r). 
Proof. We compute the Satake transform off(x) = ~H(oJ(x)]x](“- ‘)j2. At first 
note that f (an) # 0 implies Q E A n M(O), that is ]aj] < 1 forj = 1,. . . ,n. For 
such an a we substitute yj,kk = Ujnj,k, where nj,k is the corresponding entry of n. 
Since JN f (n)dn = 1 this gives 
,S f (an)dn = I,(~I,,I-(“-‘)la21-(“-2). . . la,_ ljpl. 
And so 
Sf (a) = b(a)iJ f (an)dn 
N 
= lapya*a2.. . a,[-+ 
= 1. 
So that Sf = lA n M(~~. 
The condition (~1 < 1 implies that 
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L(x) = det(1 - x,)-l 
= n (1 - x&q>>-’ 
i 
The unramified character gH (glS for some s E C is a class one admissible re- 
presentation of G and so is n, = I. 1’~ : g I+ Igj”?r(g). We compute 
)?rJ = q-Re(S+l, 
so that we have the 
Corollary 2.2. For any irreducible admissible 7~ and s E Q= with InI < qRe@) it 
holds 
L(7r, s) := L(7rJ 
= tr l.1s+4~~~W43) 
= tr7r 
( 
l~p~(x)IxI”++). 
Forf E SO let E(J) : G(A) -+ C be defined by 
JU)(x) = IbPEEk,f(74 
= 14~7~xp). 
Note thatf E So implies thatf vanishes on TM(A) for any 7 E M(k) - G(k), so 
that we can sum over G(k) or M(k). Let further 
kV)(x) = IXly&fh) 
= IbIg & f(v). 
Proposition 3.1. For anyf E S(M(A)), the sums E(f)(x), .&f)(x) converge Zo- 
caily uniformly in x with all derivatives. For x E G(A) we have the functional 
equation: 
E(f)(x) = J!?v)(x-‘). 
Furtherfor any N E N there is a C > 0 such that 
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Proof. Withf any derivative off is again in S(M(A)) so we only need to check 
convergence forf itself. Now M(k) is a lattice in M(A) and so is M(k)x for any 
x E G(A). This lattice further depends continuously on x, which gives the first 
claim. 
For any lattice r c M(A) and anyf E S(M(A)) the Poisson summation for- 
mula [18] says 
covol(rE$l(r) = c 1(V), 
?lerl 
where r’ is the dual lattice and covol(r) = vol (r\M(A)) is the covolume of 
r. Let x E G(A), then M&)x still is a lattice in M(A) and its dual is x-‘M(k). 
Further, the covolume of M&)x is 1x1” so that 
which proves the functional equation. Now it remains to control the growth of 
ECf) and g(J). By the functional equation it suffices to control the growth when 
(xl is large. Since the argument is symmetric we only give the ECf) case. We may 
assume that f is of the form f =ffin @fm with fB” E S(M(Afi,,)) and foe E 
S(M(A,)). The function& has compact support, say C;,, c M(Afi,,). Shifting 
factors we may assume that Iffin 5 lqn and so we can estimate 
Iw>(~)l 5 14~7Ext) If (v)I 
I Id c IfmkY~mI. 
7 E W n C;,n$ 
Lemma 3.2. There is a compact subset D/in of G(A& containing the unit and 
satisfying G(k)Dfi” = G&in). 
Proof. Assume first that M splits over an infinite place of k. Then by strong 
approximation there is a finite set E c G(A& such that G(k)E is dense in 
G(Afin) so in this case we can choose D,-in to be an arbitrary compact neigh- 
borhood of the unit times E. In the remaining case that M does not split over 
any infinite place it follows that k is totally real and A4 is a Quaternion algebra. 
It especially follows that the group G’ = ker(det) is totally anisotropic over k, 
so G’(k) is discrete and cocompact in G’(A) (see [ll]), and, since G’ (Am) is 
compact it follows that G(k) is discrete and cocompact in G’ (Afin). So there is a 
compact set D)i,, c G’ (Afti) such that G’(A& = G1(k)D!jn. Now G is the 
product of G’ and a split torus so again there is a finite set E such that 
G(A& = G(k)DjinE. The lemma follows. Cl 
Fix D/in as above and let C,, be an arbitrary compact open additive subgroup 
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of M(A+) that contains the compact set Cj,(Dfin)-‘, then Cfin still contains 
the support offri. 
Back to E(j)(x) let 2 be in G(k) such that 23: lies in Dfi”X&. Replacing the 
sum over 7 by the sum over 72 we see that jEcf)(x)l is less than or equal to 
There is a constant d > 0 such that (5” bin 5 dlx-’ Ifin. By the product formula 
we have that Ij;_-l loo = I5lfin > j I+,, so that I.jE--lx~loo 13 1x1, this implies that, 
in order to prove bounds for 1x1 -+ 00 we may as well write x instead of Y1xoo, 
when now x is supposed to be in M(A,). The sum is extended over a fixed lat- 
tice C in M(A,) given by C = M(k) n C!,,, which then is intersected with 
G(&,). For any 7 E G(k) n C’i” the product formula says &-inlrloo = 1 and 
I+” 5 c for some c > 0. Hence IY~( 2 i. So we have the following situation: 
A c M, = M(A,) is a subset of a lattice and 1x1 2 i for all X E A. (In our case 
we have A = G(k) n Cfin.) We have to estimate the sum &,,J(Xx) for a 
Schwartz-Bruhat functionf and (xl 2 1. 
Lemma 3.3. Let )I . (I b e a norm on thejnite dimensional real vector space M,. 
Let m be a natural number bigger than n2. Then the sum 
c II Ax II+ 
XEA 
is bounded on the set of all x E M, with 1x1 = 1. 
Note that the lemma, once proven for one norm II . )I, immediately follows for 
any norm, since on the finite dimensional space M, all norms are equivalent. 
This lemma indeed proves the proposition since for a m as in the lemma there 
is cl > 0 such that If(z)1 5 ci II z II+‘. The lemma implies that the sum 
AFA II xx Ilr 1-4~ 
is bounded on G,. This implies that CXEA If( 5 cz(xl-7. Since m can vary 
this implies the proposition. 
Proof of tbe Lemma. Since +,, is open there is a compact open subgroup Ufi” 
of G(&,J such that Cfi” = Cfin i+,,. Then r = G(k) n l$,, is an arithmetic 
subgroup of Go0 = G(A,) such that r c A and Ar = A. Let P = LAN = LNA 
be the Langlands decomposition of a minimal k-parabolic in G,. Let U, be a 
maximal compact subgroup of G,. Then G, = PU,. Since LN/r tl LN is 
compact there is a compact set F1 c LN such that G, = FFlA U,. We may 
assume that the Weyl group W = W(A, G,) has representatives in r n U,. Let 
A+ be the positive Weyl chamber in A given by P then we infer that there is a 
compact set F2 c LN such that G, = I’FzA+U,. For any a E A+ the set 
a-‘Fza remains in a fixed compact set F3 c LN, therefore G, = rA’F3 U,. 
For any y in F3 U, let )I x Il,,=ll xy 11 then II . II,, is a norm varying continuously 
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with y. Since Af,,, is finite dimensional there is C > 0 such that 
$ )I . 111 (I . llv< C (I . I( for all y in the compact set F3 U,. It therefore suffices to 
show that EnEn II Au IleN remains bounded for a E A+, further, if x = uy sa- 
tisfies 1x1 = 1, where y varies in a compact set then there is ~1 > 0 such that 
Ial 2 CL. So we have to show that CnEn I] Xa II+ remains bounded for a E A+ 
with Ial L ,u. 
We will now specialize the norm I] . 11. Consider the action of A on Af, given 
by a.z = za. Let A4, = @, E, be the decomposition into eigenspaces. So 
(Y E Horn@, Hz) and E, is the set of all x E A4, with a.x = CX(U)X for all a E A. 
Let II . lIQ be any norm on E, and let II v I]= max, /I V, [Ia. Now let 
N, = N(A,). By integrality A is bounded away from N,. So there is E > 0 
such that d(X,N,) > 2~ for any X E A and d(A, A’) > 2~ for any X # A’ in A, 
where d denotes the distance with respect to I] . II. To given E > 0 there is 6 > 0 
with lyl 2 6 for all y E A4, with d(y, A) < E. Fix X E A and y E A4, with 
d(y, X) < 6. Now A is the subset of a lattice L in 44, which is a direct sum 
L = @, L, of lattices L, c Ea. To see this, recall that by the theory of asso- 
ciative algebras [12] we have M(k) = Mat,(D) for some division algebra D over 
k. Then A(k) equals (k’)” embedded as the diagonal. Then the spaces E, are 
just the columns in Mat,(D) forj = 1 to 1. 
It follows that, if 1 = ‘& 1, E L lies in A then 1, # 0 for all (Y. This implies 
that we can choose E so small that II y [Ial 2 II X ]I0 for any (y. Therefore, for any 
u E A we have I] yu II< max, a(u) II y II& 2max,cr(u) I] X Ilo= 2 ]I yu 11. Let v 
be the volume of the ball B,(O) around zero of radius E. We conclude 
5 F,,,ib 11YU II-’ dy 
=g S Ilyll-“dy 
Ivl114 
5 r J 
PI IYI 2 P6 
Il y ll-“’ dy. ‘0 
Remark. As a look at the proof shows, the lemma already holds for any 
Schwartz-Bruhat functionf such that in the definition of E(f) and &@) the 
sum may mutually be extended over G(k) or M(k). 
Let r be an irreducible admissible representation of G(A) then x = &7~v and rU 
is of class one for almost all places V. Let S be a finite set of places such that A4 
splits outside S and ?r, is of class one outside S. Then S contains all archime- 
dean places by definition. Define the (partial) global Lfunction of 7r as 
LS(4 = r& J%)Y 
provided the product converges. 
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Now again gw ]gls for s E C is admissible and so is ?r, : gH (g(‘?r(g). Let 
L(?r, 8) := L(n,). 
Lemma 3.4. Suppose the representation ?r is unitary, then for Re (s) > n the 
product Ls (?r ,s) converges. 
Proof. This follows from Proposition 6.12 in [7]. q 
Let G(A)’ be the kernel of the map gt- ]gl. The exact sequence 
splits. Moreover, there are splittings which make G(A) a direct product of 
G(A)’ and lR:. For example fix a place Q~CXI and let s : Rz + G(A) be given by 
s(t), = 1 if w # ~0 and s(t), = dl then the map (i,s) : G(A)’ x BB: -+ G(A) is 
an isomorphism. We will fix such a splitting from now on. For x E G(A) we will 
write x = (x’ ,1x1) in these coordinates. 
The group G(k) is a lattice in G(A)‘. A representation 7r of G(A)’ is called 
automorphic if it occurs as a subrepresentation of the right regular representa- 
tion on L*(G(k)\G(A)'). With respect to our fixed splitting we are able to lift ?r 
to a representation of G(A) by x(x1, Ixl) := ( r X’ an we will thus consider it as ) d 
a representation of G(A). Then r decomposes into an infinite tensor product 
x = @,,n;. We will write 2 for the image of the splitting map s and we will thus 
identify L2(G(k)\G(A)‘) to L’(ZG(k)\G(A)). Write R for the representation of 
G(A) on the latter. That is, for cp E L2(ZG(k)\G(A)) and y E G(A) we write 
R(Y)&) = CP(XY). 
At the first sight our definition of an automorphic representation seems too 
restrictive since we only allow central characters which are trivial on Z. To the 
L-function this however only means a shift in the argument. So everything we 
deduce for Lfunctions is perfectly general. 
Now assume r is automorphic and fix a G(A)‘-homomorphism from V, to 
L2(G(k)\G(A)‘). Let vr E L2(ZG(k)\G(A)) be the image of some vector 
(Y = @v(~, in V, = @,V,,, such that (Ye is a normalized class one vector at al- 
most all places. Further assume that pr is smooth and cp?,( 1) # 0. The latter can 
be achieved by’replacing cp?,(x) with cp=(xy) for a suitable y if necessary. 
For any set of places S let As be the restricted product of k,, 21 E S and let 
Gs = G(As). We consider GS as a subgroup of G(A). Further let AS be the re- 
stricted product over all II $ S. 
Lemma 3.5. Let f E S(M(A)), be of the form fs @ fs for ajinite set of places S, 
wherefs E S(M(As)) andfS = n,,s ~MM(OJ. Take S so large that M splits out- 
side Sand cp is of class one outside S, then for Re(s) >> 0 we have 
.I- ~VN+44dsd* x 
G(W\W) 
= LS(a,s + t)Js f (x)v,(x)IxIS+n’2d*x. 
Proof. For Re (s) >> 0 we compute that 
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equals 
s f(W~‘“%(W’~ = G~~I(X)l~l~+~~(X)(D,(l)d*X 
‘44 
= IIs GJ 
” 
) fv(x>Ix14+“R(x)(p~(l)d*x 
x p4l4~+“v44~*x 
= IIs Nu~>l4’“hil) 
x pX)IXl~+w4~*X 
= g Jq%,s + ;,,s f(414~+sYJ*w~*x. 
s 
For the justification of this computation note that for Re (s) > > 0 the integral 
over G(A) converges absolutely. The last equality follows from Corollary 2.2 
applied to all places not in S. Cl 
Now recall from [7] ,Theorem 3.3 that there also are local L-factors L(x,,, S) at 
the places in S so we can define 
Ls(r,s) = n L(?r,,s), L(n, S) = Ls(7r, S)P(7r, S). 
VES 
Let E(T, S) be the global e-factor from p. 149 of [7]. 
Theorem 3.1. Let r be an automorphic representation. Then L(r, s) extends to a 
meromorphic function and satisfies the functional equation 
L(r, s) = 6(7r,S)L(ii, 1 - s), 
where ii is the representation dual to IK Further L(?r, s) has at mostfinitely many 
poles which lie in -(n - 1)/2 5 Re (s) 5 (n + 1)/2. Finally, if w1 and w2 are dis- 
tinct unramijiedplaces then 
is entire. 
Remark. The first statement already is in Jacquet’s paper [9]. The proof given 
here is more direct than Jacquet’s and is more in the spirit of Tate’s thesis. Jac- 
quet essentially applies the methods of Tate to cuspidal representations first 
and than uses a decomposition result which allows to relate arbitrary auto- 
morphic L-functions to cuspidal ones. The present proof does it in one step. 
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Moreover the last statement of the theorem improves the corresponding state- 
ment in [9], where one only can say that there is a finite number of Euler factors 
which have to be inverted to get an entire function. The meromorphicity of the 
L-functions is also shown in [15]. Our result however is stronger. 
Proof. In the notations of the last lemma let 
It follows from Lemma 3.5 and Proposition 3.1 that Ls(x, s + #AQJJ) is an 
entire function in s. 
Let WI, w;! be finite place outside S and let S’ = S u {WI, wz}, then all we said 
also holds for S’ instead of S. We may assume P~,~, (1) = (P~,,,~ (1) = 1. 
We need to fix&, in a way to guarantee thatf(Q(A)) = 0. For this let& be 
the unique function in S(M(k,,)) with 
A 
.A,, = 4% +,CAf(c&)r 
then for any choice off at the other places we havef(Q(A)) = 0. Next we set 
fw, = qn21mM(o,), then also f (Q(A)) = 0, so f E SO. Since cp?r is a class one 
vector at WJ we conclude that cp=,% is constant on 1 + aM(O,,.) forj = 1,2. 
For v E S we choose local functions fv,i and ps,v,i for i = 1, . . . NV so that 
$i o$ ) fv,i(X)(P=,v,i(X)lXls+‘~+X = L(rv7 3)~ 
” 
which is possible by [7] Theorem 3.3 (3) and Theorem 8.7. For any family 
1 = (i&s withi,E{l,...,N,}let 
and 
then we get that 
equals 
7 J) hw(P?r,I(X)lx14+S~Xx 
uls ( i$I f~,i(X)(P~7dX) Ix1 q+sdxx x n J fv(X)(Pa,v(X)IX~~+SdXX ) ~~ s G(k ) 
” 
and this equals 
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So this is an entire function in S. According to [7], Theorem 3.3(2), p. 30 we have 
A W,,&.k,) = zv, (s + $L(%,,S + $7 
where E,,,, (S + 4) is an entire function. Let cp,“(x) = cp,(x-‘). Then the local 
functional equation [7] Theorem 3.3 (4) shows 
z,, (s + ;, = *+,, ,; - sg,, (; - s), 
where 
E,i, (; - 4 = L(?r”,, ,12 _ s> Aw,,p,v,-s@) 
1 .2 
s 
=&,,2-s)q l+aM(O,,) 
(P,“(x)lxl -s+sd*x 
1 
=L(?i;.,,j- 4~01 (G(Ow, >> ’
so that 
We have shown 
Lemma 3.7. Let WI, w2 be twofiniteplaces at which M splits and 7r is unramijied. 
There isf E SO and (P= E L2(G(k)\G(pb)) such that 
Proof. This follows from above and Proposition 6.12 in [7]. Cl 
This implies that (L(n,s)/L(rr;,, 1 - s)L(n,,s))‘is entire. Now Theorem 3.3 
in [7] also implies that the e-factor is invertible, hence (L(n,s)/ 
L(G, 3 1 - ~)L(.R,, s)) is entire. By Proposition 6.12 of [7] it now follows that the 
meromorphic function L(r, s) is regular outside -(n - 1)/2 5 Re (s) 5 
(n + 1)/2. To see that L(x, s) only has finitely many poles recall that all these 
poles must be poles of L(n& , 1 - s) or L(x,, s). These are rational functions in 
q;f and 4;:. Replacing wt and w2 by places of different residue characteristic 
shows that these can only be finitely many. 
By Proposition 3.1 we get that 
C s EV;)(x)cp,l(x)lxlJ-jd*x 
I W\W) 
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equals 
We see that pi,1 is a vector of L*(G(A)/G(k))(ii) and our computations re- 
peated mutatis mutandis for the right hand side imply 
L(r, 4 L(ii, 1 -s) 
L(6,, 1 - +%v~, s) 
= +r,s) 
J%b, 7 1 - $%v*, s) * 
The theorem follows. Cl 
For 6 > 0 let Li(G(k)\G(A)) denote the space of measurable functions cp on 
G(k)\G(A) with 
J 
G(4\G(A) 
I&)[* (1 + (log IXl)*)6’2d*X < 00 
modulo nullfunctions. The sum E defines a linear map from S(M(A)), to 
Lg(G(k)\G(A)) The group G(A) acts on both sides by right translation R and it 
is easy to see that for any y E G(A) 
J=(Y) = bl-“‘*WE, 
so that the image of E is an invariant subspace. 
The pairing 
U-9 g) = Gck)\SG(n) f(4g(x)d*x 
identifies i!a(G(k)\G(A)) to the dual of the space La(G(k)\G(A)). 
The space Lg(G(R)\G(A)) can be viewed as Hilbert space tensor product 
L*(G(V\G(A)‘) 8 L,@), 
where L#!) is the Fourier transform of the S-Sobolev space, i.e. the space of all 
functionsf on II2 with JR lf(x)12( 1 + x2)“*& < 00. 
Let $ = pr 8 1c, E L!,(G(k)\G(A)), where (P% is chosen as in Lemma 3.7. Let 
furtherf E SO be chosen as in Lemma 3.7, then $ is orthogonal to E(f) if and 
only if 
J ECf)(+&)+(log 1+*x = 0. 
G(Q\G(A) 
Considering the function +!J as a distribution we may formally write 
$(log 1x1) = J ?jQt)lx(“df. 
R 
The above becomes 
J _f ECf)(x)cp,(x)~(t)Ixl”dtd*x 
W\W) R 
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which equals 
s L(7r, f + it) 
R L&J,, h - it)L(n,, 4 + it) 
$( t)dt. 
We can convolve the function t wf(s(e’)x) for x E Gi with an arbitrary 
Schwartz-Bruhat function in the variable t. Using the fact that Fourier trans- 
form turns convolution into pointwise product we find that to any compactly 
supported function a on R there is a test function 4f,(I on Gs such that 
4~p,,it(4~,cr) = o(t)As,,,&). 
We get that 
s L(?r, 4 + it) 
R ‘f’(?i-,,,$- it)L(xW,, 4 + it) 
&t)a(t)dr = 0 
for any compactly supported function (Y, hence 
(l) 
L(?r, 4 + it) 
L(7ry&- it)L(?r,,j+ ip) = O, 
as a distribution in the variable t E IR. 
Now 1c, E LTa implies that its Fourier transform is a distribution of order 
< (6 - 1)/2. For this recall that for k E N the k-th derivative of the Dirac dis- 
tribution @)(h) = II(~)(O) has Fourier transform (i~)~ which lies in L!a(W) if 
and only if k < (6 - 1)/2. Therefore equation (1) is satisfied precisely for $ 
being a linear combination of 6@)(t) where k < (6 - 1)/2 and i+ it is a zero of 
L(n) of order > k. We will interpret this as a spectral decomposition of the t- 
multiplication. 
Let (Pi be as in Lemma 3.7. Define 
L;(G(k)\G(A))(~=) = @P?, 8 L;(Z) c L:(G(k)\G(A)). 
Fixf, pr as in Lemma 3.7 and let H c L?,(G(k)\G(A))((p,) be the orthogonal 
space of the element ECf) E Li(G(k)\G(A)). 
Our considerations lead to 
Lemma 3.8. The space H is spanned by functions of the form 
cp* @ + E L%G(k)\G(A))(v%), 
where +!J is of the form 
(i log IXl)klXli’O, 
for to a real zero of order m of the function 
UT, i + it) 
tH L&,4- it)L(n,,j+ jt)’ 
and k < min((6 - 1)/2, m). 
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On H we have the operator D given by 
DC = l&R(s(e’)) - l)& 
where s : Iw: + G(A) is our fixed section. The domain dom D is the set of < for 
which the limit exists. 
Lemma 3.9. Fory E G(A) we have for the operator norm: 
II R(y) llal 26’4(1 + (log lYl)2)“‘4. 
Proof. Let a, b E 03, then 0 5 (a - b)2 = & + b2 - 2ab leads to 
l+(a+b)’ 12(1+d)(1+b2). 
Let X, y E G(A) and apply this inequality to a = log 1x1 and b = log Iy-’ I. Next 
apply the monotonous function t H PI2 to get 
(1 + (log 1x1 + log ly-‘l)2)6’2 < 26’2( 1 + (log lxl)2)6’2( 1 + (log ly-’ l)2)6’2. 
Now let y E G(A) and cp E Li(G(k)\G(A)), then 
II wcp IlLi = s 14~Y)12(1 + (1% 14)2)6’2d*x 
W\GW 
= J lp(x)12( 1 + (log 1x1 + log ly-‘1)2)6’2d*X 
W)\o(A) 
I 26’2(1 + (log lYI)2)“2G(k)\sc(a) li4412(1 + (h3 14)2)a’2d*x 
= 26’2( 1 + (log lyl)2)6’2 I( cp 11; . 0 
Lemma 3.10. The operator D is closed and has purely imaginary spectrum. Its 
resolvent Resx = (D - A)-’ isgivenfor Re (X) > 0 by 
Resx = -7 R,(s(e’))e-“dt 
0 
andfor Re (X) < 0 by 
Resx = 7 Ri(s(e-‘))e”dt. 
0 
Proof. The closedness follows from the integral representation of Resx since 
the latter implies that the image of Resx lies in the domain of D. One proceeds 
as follows: Assume V, + w and Dv,, + y and set 
V' g Resu - AResAw, 
then 21’ lies in the domain of D and {D - X)V’ = y - XTJ and so (D - A) (v,, - v’) + 
0. Applying the continuous operator (D - A)-’ we get w,, - II’ + 0 and hence 
v’ = v, so v lies in the domain of D and Dv = y. 
172 
To prove the integral representations recall that by definition D is the in- 
finitesimal generator of the group R&e’)), therefore R,(s(e’)) = tiD and 
Lemma 3.9 implies 
11 e’o 11 5 26/4(1 + t2)6’4. 
Form this it follows that both integral converge in the range given. We compute 
for Re (A) > 0: 
(D - A) -7 R17(s(e’))e-Atdt ( 0 1 
and similarly for Re (A) < 0. The lemma is proven. Cl 
Let to be a zero of the function 
L(7r, i+ it) 
L(7rL,, 4 - it)L(n,, ,4 + it) 
and apply the operator D = (d/dt)l,=,R(d) to the function cp* @ T+!J, where $I 
equals 
(i log I~l)~l_xl’~~. 
The result is cp* tensored with 
i Il,o(ilog Is(e’)xl)kls(e’)xliro = iki ltZo(t + log I~])~ei’~~lxl~‘~ 
= Pk(log Ix[)~- llxliro +ito(ilog ~xl)klxlifo 
By virtue of Lemma 3.8 this implies that we have a basis of H consisting of 
generalized eigenvectors of D. Recall that a generalized eigenvector to the ei- 
genvalue X E @ is a vector v # 0 which satisfies (D - X)“V = 0 for some natural 
number n. We have shown: 
Theorem 3.2. For 6 > 1 the operator D has discrete spectrum in ilw consisting of 
all ip E iR such that (l/2) + ip is a zero of (L(?r, s)/L(?rk,), 1 - s)L(rr,, s) for any 
two places WI, w2 where ?r is unramljied. The generalized eigenspace at p has di- 
mension n(p), where n(p) is the largest integer n < (6 + 1)/2 such that n L: multi- 
plicity of the zero (L(n, 4 + ip)/L(?r,, , $ - ip)L(?r,, i+ ip)). 
Remark. If the automorphic representation ?r is cuspidal the contents of 
Theorem 3.1 and Theorem 3.2 can be sharpened. In [7] it is shown that then 
L(lr, s) is entire. However in general not all automorphic L-functions are entire. 
Further in [14] the author proved that in Theorem 3.2 the quotient 
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MT, W(G f 1 - 4L(nv,, s)) can be replaced by L(?r, S) if simultaneously the 
map E is extended to S(M(A)). 
4. ELIMINATING 6 
A major drawback of Theorem 3.2 is the dependence on the parameter 6 > 0. If 
one is willing to consider operators on other but Hilbert spaces this can be 
eliminated as follows. 
Let L(Z) be the space of functions of logarithmic growth, i.e. the space of 
smooth functions II, on Z such that for any N E N there is CN > 0 with 
t@(xl 5 cN(1 + 11% bll>N* 
Let 
L = L2(G(k)\G(A)‘) 63 L(Z) 
and consider L as a subspace of the space of functions on G(k)\G(A). Let R 
‘denote the space of smooth functions on G(k)\G(A) of rapid decay, i.e. of 
functions F such that for any N E N there is dN > 0 such that 
I+)1 I 4 mWl,j$N 
for any x E G(k)\G(A). There is a natural pairing 
RxL+C 
Let qr be as above and let 
L(%) = @cpn @ L(Z) 
and let L’((p?,) denote the orthogonal space in L(cp,) of the element E(f), where 
f is as in Lemma 3.7. Then the operator D = (d/dt)I,,,R(s(e’)) acts on L*((P~) 
and the same reasoning as in the previous section gives 
Theorem 4.1. The space L’(cp,) has a basis of generalized eigenvectors of D. The 
spectrum of D on L’( pn) coincides with the set of zeros p of the function 
L(r, s) 
L(KJ, ,1 - w%v*, 4 
with Re (p) = 4. The multiplicity of the eigenvalue p equals its order as a zero. 
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