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Firefighting: The Effects of Time Pressure on Employee Innovation 
Employees are facing greater and greater levels of time pressure, however, there is also a greater push 
for innovation. There is a need, therefore, to understand the effects of time pressure on employee 
innovation, particularly as previous research has provided conflicting results. I interviewed 65 
engineers from four sites in two large organizations and found that three mechanisms underlay the 
relationship: prioritising, focusing, and risk aversion. When the innovation was of high priority, or a 
narrow focus was needed, time pressure facilitated employee innovation, however when the 
innovation was low priority, a broader focus was needed, or the innovation was in the evaluation or 
implementation stages, then time pressure impeded employee innovation. 
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The importance of employee innovation is recognised by academics, governments, and 
organizations alike (see Unsworth & Parker, 2003), and much is being done to try and increase it. At 
the same time, however, many employees are finding themselves ‘fire­fighting’, where they are forced 
to deal with challenges and crises as they occur with little time to consider longer­term matters. There 
is a need, therefore, to understand the consequences of time pressure on employee innovation. While 
some research has been conducted in this area, it has produced conflicting results and has not 
considered potential differential effects across the entire innovation process. As such, I used a 
grounded theory methodology to further investigate the effect of time pressure on employee 
innovation. 
I define employee innovation as the process of generating and implementing ideas concerning 
products, processes or services. Inherent within this definition are three elements. First, employee 
innovation subsumes employee creativity: creativity is a part of the innovation process. Second, 
following Drazin, Glynn & Kazanjian (1999) I suggest that it is engagement in the process that defines 
innovation, rather than the successful outcome. Finally, following Unsworth (2001) I suggest that all 
four types of innovation (required, expected, contributory, proactive) be recognised. 
Current Understanding of Effects of Time Pressure 
The literature in this area to date sends conflicting messages. On the one hand, there are those 
who suggest that time pressure decreases employee innovation, either through time deficit or anxiety. 
On the other, there are those who suggest that time pressure increases innovation, apparently through a 
sense of necessity and challenge. 
Many have suggested that time pressure reduces innovation, and there is much anecdotal 
evidence and practitioner advice to this end (e.g., Farr & Ford, 1990). Creativity, and therefore 
innovation, takes time, and therefore, under time pressure there is not enough time to get through the 
full responses (Koestler, 1964). This is because new ideas are often generated through the association 
of two or more distinct concepts and time is necessary to allow individuals to pass the obvious aspects 
of the task and arouse the more remote associations (Mednick, 1962). Indeed, Amabile and 
Gryskiewicz (1987) found that 33% of R&D scientists interviewed mentioned that sufficient time to
think creatively about the project was necessary for innovation. Similarly, Hards (1999) found that 
tight time­scales and deadlines meant that design engineers were satisficing with less creative options 
than would be explored if there was more time available. Alternatively, time pressure may decrease 
employee innovation through the escalation of anxiety. For instance, Ganesan and Subramanian 
(1982) found that time pressure increased anxiety in agricultural scientists, leading to a decrease in 
innovation. 
However, there is some research that suggests time pressure can act as a motivator and, in 
contrast to the previous set of results, actually increase employee innovation. Bunce and West’s (1994) 
research with 333 health care workers suggests that innovation was triggered by overwork and time 
pressure. Nicholson and West (1988) propose that individuals change environments that they find 
stressful – in other words, they innovate. Even the work of Amabile and Gryskiewicz (1987) found 
that time pressure was cited in ‘high creativity’ events by 12% of respondents, and that the urgent 
needs of the organization led to innovation by 22% of respondents. 
So how do we integrate these two conflicting sets of results? Amabile, Hadley and Kramer 
(2002) recently reported in Harvard Business Review that time pressure could have both a positive and 
a negative effect, depending upon certain environmental contingencies. They performed a diary study 
of 177 employees across seven organizations and examined the way in which daily time pressure 
affected creative thinking. They suggest that under high time pressure, creative thinking was more 
likely when people felt they could work undisturbed and that they were doing challenging, important 
work. However, creative thinking was less likely to occur under high time pressure when people felt 
distracted, did not feel the work was important, worked in groups rather than alone or in dyads, and 
experienced lots of last minute changes. 
To date, then, the literature does not provide a clear picture of the effects of time pressure on 
innovation. While Amabile et al.’s (2002) work on creative thinking does suggest an integration of the 
conflicting findings, creative thinking is not equivalent to innovation. In addition, while this is a step 
forward in our understanding, it still does not explain why these environmental factors are important. I 
build upon this work by examining the mechanisms through which time pressure affects employee
innovation, and the potential differential effects of time pressure throughout the process of employee 
innovation and across all four types of innovation. As there is little prior knowledge about these 
mechanisms and effects across the innovation process, I took a grounded theory approach to allow for 
emerging issues to be identified. 
Method 
Context & Sample 
This study was part of a larger research programme examining employee innovation at two 
large European aerospace and defence organizations. Four sites were theoretically sampled (Strauss & 
Corbin, 1998). To ensure a degree of generalisability, I sought sites from both companies, in both 
military and civil areas who differed across levels of innovation but in which innovation was desirable. 
However, only those working on detailed design were selected, in order to keep the task relatively 
constant. Detailed design occurs towards the middle and end of the design process and builds upon the 
ideas and prototypes developed during the conceptual design stage. 
The first site is labelled MP and was a high security military project with a strong safety 
emphasis. The second, FS, was involved in an evolutionary design for a fairly well­developed system 
in a civil aircraft. The third site, AN, was concerned with the production of industrial gas and marine 
turbines for both civil and military use. Finally, the design project in the fourth site, MA, was at the 
last stages of a 20­year collaborative military project. 
In total, there were 65 participants split across the four sites: 23 in MP; 10 in FS; 16 in AN; 
and 16 in MA. Only three participants were female (one in MP, one in FS, and one in MA). Although 
the majority of participants were design engineers (55.4%), a number of non­design engineers also 
participated in the study, including 8 development engineers, 2 technical clerks, 7 subcontractors and 
12 others. 
Methods & Procedure 
Semi­structured interviews, lasting between 60­90 minutes each, were conducted. The 
interview schedule had five main sections. The first talked about the interviewee’s background and
role. The second looked at idea generation while the third examined idea implementation. Both the 
second and third sections combined a critical incident technique with ascertaining more general 
opinions. The fourth section determined the proportions of different types of ideas that were generated 
by the participant. Finally, the fifth section asked about general work issues. Interviewees were probed 
about: how they usually went about generating and implementing ideas; whether they felt ideas were 
valued in the company or not; how the culture of the company affected their innovativeness; and how 
time pressure, rewards and IT affected their innovativeness. Emergent issues were also followed. 
Analytical Approach 
Consistent with the symbolic interactionist tradition (e.g., Charon, 2000), I looked for the 
meanings and interpretations of participants. As such, I was concerned with the beliefs employees held 
about innovation and the issues they felt affected the innovation process. I did this by beginning with 
an idiographic analytical methodology, examining five case studies from within each site intensively. 
However, following Smith, Harré and Van Langenhove (1995), I then used the results from the 
idiographic approach to move on to more nomothetic generalisations. 
The interviews were tape­recorded and later transcribed. Each participant was given a 
pseudonym to maintain anonymity: these pseudonyms are used throughout the results. The intensive 
coding drew upon both Interpretative Phenomenological Analysis (IPA: Smith, 1996; Smith, et al., 
1999) and Grounded Theory analysis (Strauss & Corbin, 1998). Despite the initial independence of 
each interview, within the interview, there was constant comparison (see Strauss & Corbin, 1998). 
Then, other more intricate analysis tools were used. For example, Strauss and Corbin’s (1998) 
techniques of asking questions and making theoretical comparisons were used throughout the analysis. 
Similarities and differences between transcripts were identified and reasons for these occurrences were 
analysed. Negative cases were particularly sought after and scrutinised. Following Miles and 
Huberman (1998), a number of matrices were also drawn up. Examination of the patterns and 
discrepancies within these various techniques led to the findings. 
Lincoln and Guba (1985) propose five methods of achieving credibility and trustworthiness in 
qualitative research: 1) field activities increasing credibility; 2) peer debriefing; 3) negative case
analysis; 4) referential adequacy; and 5) member checks with stakeholders. The first of these was 
achieved through learning the culture and building trust, through continuously engaging in tentative 
labelling of phenomenon and more detailed exploration, and through triangulation accomplished by 
both varying the sources (design engineers, development engineers, managers) and the methods 
(interviews, diaries, questionnaires in the wider programme of research). Peer debriefing was used 
both informally and formally: Informal debriefing occurred on a regular basis with colleagues 
involved in innovation research, and colleagues ignorant of innovation research but knowledgeable in 
other areas of occupational and social psychology, while formal debriefing occurred via seminars held 
throughout the course of the research. Constant comparisons, suggested by Strauss and Corbin (1998), 
allow for negative cases to emerge: this method was used throughout the analysis. Referential 
adequacy was attempted as part of continuous analysis and sampling. Thus, data was collected, some 
analysis was conducted and tentative findings produced, then more data was collected which shed 
more light on the findings. Finally, member checks were conducted throughout the analysis: 1) 
Informal discussions with participants to both check upon my interpretation of what they personally 
had said and about wider interpretations; and 2) More formal member checks included feedback from 
the reports, focus groups discussing the findings, and feedback from seminars to the organisations 
outlining the main findings. 
Results & Discussion 
Time pressure was one of many contextual factors that emerged from the wider study of 
employee innovation. Nevertheless, those involved in the member checks strongly agreed that time 
was a very important factor. In fact, people in one focus group suggested that time was the biggest (or 
most salient) issue for them. Many comments were made about the fact that management wanted 
designs to be right first time, but that limited time resources did not allow this to happen. 
The results showed that there were three main mechanisms through which time pressure 
affected employee innovation: increasing prioritising, narrowing the focus of work, and increasing risk 
aversion. Each of these three mechanisms will now be discussed.
Prioritising 
Time pressure meant that tasks were prioritised and only high priority tasks were performed. 
For most people, innovation, and particularly non­task­related innovation, was a low priority. For 
example, Bob said, “I find it difficult at the moment to justify spending a hour or whatever going to 
some local improvement thing or thinking up a wonderful idea about office procedures, but if there 
were a bit more time I guess that's the sort of thing you're prepared to do” (FS5, 763­767). Similarly, 
Paul said, “one of the frustrations of my job, is that I have so many other things to do that I don’t get 
enough time to sit in a corner with a piece of paper and think up new ideas” (AN10, 441­444). 
Focus 
Prioritising was also related to the second way in which time pressure affected employee 
innovation. The presence of time pressure led to a narrower and more intense focus upon the most 
salient tasks. Thus, when the task involved innovation, time pressure increased employee innovation 
through an increase in focus; however, if the task did not involve innovation, then time pressure 
substantially decreased the likelihood of innovation. Jeremy expressed this as, “I think that sort of 
[time] pressure, it does focus people’s minds and it does lead to you know, even radical steps in ideas. 
But it doesn’t help you with how do I do my job, how do I do my process, how can we work better, 
how should we organise ourselves, and certainly whether we should have potplants to make the place 
look nicer or fancy carpet tiles, is way down the list.” (AN2, 671­676). 
It seemed as though there were four potential levels of focus (although these levels would 
probably be on a continuum). Level one was the most narrowly focused: the individual concentrated 
only upon the specific task that they had been given. For example, Eddie said, “they focus on a very 
narrow area which is what they’ve been assigned” (FS4, 763­764). The second level of focus took into 
account the surrounding context as well as the immediate task. For example, Greg said, “working on 
integrated simulation, you tend to think of the whole system rather than specific bits” (FS9, 862­864). 
A level three focus considered alternatives and potential constraints that were not specified by the task, 
nor immediate concerns. For example, Peter was “communicating with other people to understand the 
problems with the system” (FS6, 1493­1494). Finally, a level four focus was one that scanned the
broad environment looking for clues and stimuli; stopping and thinking about what they were doing. 
For example, Bob said, “actually, you know, look at things from a sort of wider perspective and think, 
is this the right way?”. 
As noted earlier, time pressure led to a more narrow focus, mainly level one. A number of 
individuals felt that a broader, level four focus was often needed to help trigger idea generation and 
generate more novel concepts, but that time constraints restricted the degree to which they were able 
to sit back and reflect. For example, Greg said, “I think being creative is all about sitting down and 
having time to think about it rather than the fire­fighting that we do” (FS9, 902­903). There was also 
strong consensus among interviewees that a level one focus was often too restrictive. The need for 
compromise in design (mentioned by 65% of interviewees) meant that it was necessary to consider the 
context in which specific components (or larger tasks) lay. Indeed, a number of individuals 
spontaneously recalled instances where designers had focused solely on level one with disastrous 
consequences for the entire engine (e.g., AN10, AN2, FS4). In other words, time pressure caused a 
narrow focus, which during problem identification and idea generation stages and when context was 
important, led to a drop in successful innovation outputs. 
However, under certain circumstances, a level one focus was seen as appropriate and hence 
time pressure produced positive results. This was mainly when a narrow focus was accompanied by 
high intensity; it often occurred when an individual was at the stage of fleshing out an idea and had 
already considered other aspects of the surrounding context during previous stages of the innovation 
process. Peter used this technique by “sitting down in a dark room somewhere and [thinking] right, 
that’s the problem how am I going to get it fixed” (FS6, 1530­1531). Similarly, at the other extreme, 
the broader, level four focus was often perceived negatively. This was particularly so under time 
pressure. For example, Paul, a manager, said, “you’ve got those who are, from my point of view, from 
a project management point of view where you want to get a design done to a specific time scale and 
you want them to concentrate on the task in hand, you’ve got people who are too creative.” (AN10, 
769­773).
In other words, time pressure hindered innovation when a broader focus was needed, such as 
during the idea generation stages or when context was particularly important. But time pressure 
facilitated innovation when a narrow focus was appropriate, such as during the fleshing out stages of 
the innovation process. A narrow focus may be associated with flow as an individual is concentrating 
purely on the task at hand (see Csikszentmihalyi, 1996). If the task does not require any external 
inputs then idea generation will be supported by this flow and narrow focus. As noted earlier, the 
fleshing out stage of idea generation may be one such arena for the beneficial effects of a narrow 
focus. On the other hand, a broad focus may be of benefit in other circumstances. Carter and West 
(1998) found that reflexivity (considering a wide range of options and performances) increased the 
effectiveness of teams and Necka (1999) found that creativity was associated with impaired 
functioning of attention filters. It is likely that when alternative perspectives are advantageous, such as 
during problem identification and idea generation stages, a wider focus is needed and time pressure 
would decrease successful employee innovation. 
These findings are very similar to that described by Karau and Kelly (1992). They conducted 
an experimental study of undergraduate groups performing planning tasks under three time conditions: 
optimal time, time abundance, and time scarcity. They found that groups in the time scarcity condition 
focused their interactions on task­relevant activities to the exclusion of non­task activities. These 
groups also suggested more proposals per minute that were equal in quality to those produced in the 
other two groups, but their final solution was judged to be less creative and original than the other 
conditions. It appears that time constraints promoted a strategy in which the group devoted more time 
and effort to the task, but they were unable to entirely overcome the difficulties produced by time 
scarcity because the task required a broader focus than the narrow, task­directed attention it received 
from the time pressure strategy. 
Risk Aversion 
The final mechanism by which time pressure affected innovation was by increasing risk 
aversion. This occurred in both the evaluating and implementing stages of the innovation process. 
Under tight time constraints, people were less likely to evaluate a novel idea positively and were less
likely to implement it because of the high degree of risk it carried and the potential loss of time 
incurred by developing it. James said: “meetings are organised and you’ve got two hours to do it and 
… everybody’s got specific deadlines and targets to achieve so some things may not be given as much 
time as they should be. It’s very easy to tread on an idea that you think, oh we can just throw it away, 
don’t have enough time, that’s not really relevant.” (AN1, 424­430). Similarly, Paul said, “he [a team 
member] came up with an idea which was quite novel, and because I project managed to date as well, 
I wasn’t keen on testing it. That was me, a designer, squashing an idea. Only because it was novel, 
again, and so it’s risky. And although it may have worked, you could see a very long development 
program, there was no database to start off with. And when you’re pushed for timescales it always 
seems so much better to start off from a point up the learning curve. You know, because you’re going 
to achieve the date that much easier.” (AN10, 411­419). 
It can be seen then, that although theorists suggest that idea evaluation should be separated 
from idea generation (e.g., Basadur et al., 1982), this was not found to be the case in this sample. Time 
pressure increased the risk aversion and thus, many ‘half­baked’ ideas were evaluated and rejected 
without further conceptualisation. On the one hand, potentially good ideas may be rejected through 
this early evaluation (Basadur et al., 1982). On the other hand, however, time spent on unfeasible ideas 
may be time wasted. It is impossible to tell whether the rejected ideas in this data set would have been 
successful or not. It may be that the potency of separating evaluation from generation is moderated by 
time pressure: under conditions of low time pressure separate evaluation may be effective (as 
advocated by traditional theory), but under conditions of high time pressure, such separation decreases 
the overall efficiency of the innovation process. However, further experimental work is needed to 
examine the effectiveness of these two strategies. 
The effect of risk aversion on the implementation of ideas is well­documented in the 
organisational innovation and wider social psychological literatures. People tend to become more risk 
averse over time (Schmitt & Whitmeyer, 1990) and sunk costs, such as time and effort, result in high 
levels of risk aversion, particularly when the safe alternative will not be accompanied by regret 
(Zeelenberg & van Dijk, 1997). This is pertinent to the field of design, and in particular to the design
of large projects. The projects from which the participants in this study were engaged in were of a long 
duration, and accompanied by strict safety regulations. Thus, the sunk costs were great and the safe 
alternative could never be considered “wrong”. 
Despite the support for the effects of risk aversion, there is little prior evidence in the 
individual innovation literature for the moderating effect of time pressure found in this study. 
However, I argue that time pressure may promote a feeling of threat rather than opportunity. In these 
organizations, there was much more to be lost under time constraints than there was to be gained. On 
an organizational level, Staw, Sandelands and Dutton (1987) claimed that threat conditions result in 
rigidity and risk­aversion. Similarly, Highhouse and Yuece (1996) found that experimental 
participants were risk averse under conditions of threat, even though they were risk seeking under 
opportunity conditions. 
General Discussion 
This study was conducted to understand more fully the effects of time pressure on employee 
innovation. Previous literature has provided mixed results with some presenting a negative effect of 
time pressure, and others presenting a positive effect. Our results suggest that both these findings may 
be correct: time pressure can have both positive and negative effects on employee innovation. This 
comes from the three mechanisms I found that mediate the effect: prioritising, focusing, and risk 
aversion. In particular when the innovation is high priority, time pressure is facilitative, but when the 
innovation is low priority then time pressure is a barrier; when a narrow focus is appropriate, such as 
during the fleshing out stages of innovation, time pressure is facilitative, but when a broader focus is 
appropriate, such as during the problem definition and idea generation stages, time pressure is a 
barrier; and time pressure increases risk aversion during the evaluation and implementation stages thus 
decreasing innovation regardless of other conditions. 
These results appear to explain the findings of Amabile et al. (2002) quite well. They found 
that conditions of low distraction and task importance were important for creative thinking under high 
time pressure. These correspond with the prioritising and focusing mechanisms identified in this study.
High time pressure causes employees to prioritise their tasks – if tasks are considered important then 
they employ creative thinking and thus, innovation, but if not, then innovation falls by the wayside. 
Similarly, high time pressure causes a more narrow focus, which I found to be most potent when 
accompanied by high intensity of attention. Obviously, such focus requires a lack of distractions. The 
additional finding of risk aversion in this study is indicative of the wider innovation process that I 
studied, compared to the creative thinking that was studied by Amabile et al. (2002). 
Of course, it is not without limitations. The sites were generally high­pressure settings in 
which innovation was paid lip­service, and in which fire­fighting was prevalent. I believe this is 
common in many of today’s workplaces, however there is an issue of transferability for settings that 
differ. The majority of the participants were male and from an engineering background; this may have 
influenced their opinions and their behaviours and interview responses to me (a female with an 
academic psychology background). I spent a lot of time in each site building rapport with participants 
and overcoming initial stereotyping, however it is impossible to determine the degree to which this 
was truly successful. Thus, replication and extensions in diverse settings, using diverse participants, 
and by diverse researchers is necessary. 
Nevertheless, this study represents another small step in our understanding of employee 
innovation, and in particular, the effects of time pressure. As academics, as employees, and as 
managers, we are continually aware of the increasing need for fire­fighting; we must also, therefore, 
strive to understand the effect that this has on our innovation.
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