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where ψ = ψ(t, x, y), x ∈ R/2πLZ, y ∈ R/2πZ. For typical values of the horizontal period L we prove that the law of the action-vector of a solution for ( * ) (formed by the halves of the squared norms of its complex Fourier coefficients) converges, as β → ∞, to the law of an action-vector for solution of an auxiliary effective equation, and the stationary distribution of the action-vector for solutions of ( * ) converges to that of the effective equation. Moreover, this convergence is uniform in κ ∈ (0, 1]. The effective equation is an infinite system of stochastic equations which splits into invariant subsystems of complex dimension ≤ 3; each of these subsystems is an integrable hamiltonian system, coupled with a Langevin thermostat. Under the iterated limits lim L=ρ→∞ lim β→∞ and lim κ→0 lim β→∞ we get similar systems. In particular, none of the three limiting systems exhibits the energy cascade to high frequencies.
Introduction

Equations
The quasi-geostrophic equation on the β-plane for the stream-function ψ(x) describes the horizontal motion of the atmosphere and the ocean. In the case of atmosphere, ψ is defined on a strip of the two-dimensional sphere around a midlatitude parallel, while in the case of oceans it is usually defined on a bounded domain of R 2 . We will consider the equation in the strip, under the doubleperiodic boundary condition
where L is the ratio of the horizontal to the vertical scale. Usually it is assumed to be large, L ≫ 1. On the contrary the vertical scale (we normalised it to one) is relatively short, so the Coriolis force has approximately a linear dependence on y, and the equation takes the form (−∆ + K) ψ t (t, x) − ρJ(ψ, ∆ψ) − βψ x = 0, x = (x, y) ∈ T 2 L,1 .
(0.1)
Here K ≥ 0 is the Froude number, J(ψ, ∆ψ) denotes the Jacobian determinant of the vector (ψ, ∆ψ), 1 β is a constant parameter controlling the gradient of the Coriolis force and ρ is the scale of the "physical" stream function (accordingly, we intend to study solutions ψ of eq. (0.1) of order one). The same equation describes the drift waves in plasma and is usually called in the plasma physics the Hasegawa-Mima equation (see [CFT13] for a recent study of a simplified version of this equation in 3d). With minimal changes, our approach applies to eq. (0.1) with the Dirichlet boundary conditions on the strip's boundary: (x, y) ∈ Q := R/(2πLZ) × [0, π] , ψ(t, x, y) | [0,∞)×∂Q = 0 .
In this case we should argue as below, decomposing solutions ψ not in the exponential basis on T 2 L,1 , but in the basis, formed by the functions e iL −1 kxx sin(k y y), k x ∈ Z, k y ∈ N.
In order to take into account the kinematic viscosity of the atmosphere, its friction against the surface (called the Ekman damping) as well as various external influences, the equation is modified by dissipation and random force (see [Ped79] , Chap. 4, and [BDW98] ):
(−∆ + K) ψ t (t, x) − ρJ(ψ,∆ψ) − βψ x = d dt
− κ∆ 2 ψ + ∆ψ , ψ = ψ(t, x), x ∈ T 2 L,1 .
(0.2)
Here the term ∆ψ represents the properly scaled Ekman damping and −κ∆ 2 ψ, 0 < κ ≤ 1, is the kinematic viscosity; for the Earth atmosphere κ is very small (but positive). For k = (k x , k y ) ∈ Z 2 * = Z 2 \ {0}, k L denotes the vector
The numbers d k are real non-zero and even in k, i.e.
They decay with |k| in such a way that B 2 < ∞, where for r ≥ 0
The processes β k (t), k ∈ Z 2 * , are standard complex Wiener processes. That is β k (t) = W k + (t)+iW k − (t), where W k + and W k − are standard independent real Wiener processes. The process β k and β j are independent if k = ±j, with the reality constraint β −k =β k for all k. Abusing language we will say that the processes β k (t), k ∈ Z 2 * , are standard independent complex Wiener processes with the reality constraint. The random force which stirs eq. (0.2) is a non-degenerate and sufficiently smooth in x real-valued random function.
The space-mean of solution ψ is a time-independent quantity which is assumed to vanish:
If we write ψ(t, x) as a Fourier series,
we rewrite (0.2) as the systeṁ
Here j × n = j x n y − j y n x , and we use the standard in physics notation (see [Naz11] )
The Rossby number of a solution ψ of (0.2) of order one is Ro := ρ βL
, and we are interested in the behaviour of solutions ψ under the limit of small Ro. This limit is relevant for meteorology and climatology, see [Ped79] . Indeed, as it was first pointed out by Rossby [R + 39], under this limit the characteristic features of large scale solutions of the 3d Navier Stokes equation (3d NSE) of a sheet of fluid on a rotating sphere can be well approximated, at least in mid latitudes, by solutions of (0.2). Among various linear modes of oscillations in the linearized 3d NSE for rotating fluid, which are called Poincaré, Kelvin and Rossby modes (see [GSR06] for more details), only the Rossby modes survive as solutions of the linearized equation (0.2). They appear only if the Coriolis acceleration is not constant (in our case it changes with the latitude). The Rossby waves are responsible for most of the energy exchange in large scale motions of the atmosphere and the oceans, so they are very important for the meteorology and oceanology.
Rigorous study of small Rossby number solutions of the 3d NSE for rotating fluid in the deterministic setting was pioneered in [BMN97, BMN99] (also see the monograph [CDGG06] ). There the case of constant Coriolis force is treated and no Rossby waves appear. For the case of varying Coriolis force in the deterministic setting see the work [GSR06] , where a rotating shallow water model is considered and the asymptotic for small Rossby number is studied in the unbounded domain S 1 × R (accordingly the dispersion relation for Rossby waves and the resonance conditions are different from ours). The stochastic technique we employ in our study are different from the deterministic approaches in the above-mentioned works, so the results obtained differs significantly as well.
Effective equation and main results
Eq. (0.1) is a hamiltonian PDE.
3 Accordingly, eq. (0.2) is a damped-driven hamiltonian PDE, written in the slow time. To see this, note that being rewritten using the fast time T = βt the equation becomes
where ν = β −1 and {β k (T )} is another set of standard independent complex
Wiener processes with the reality constraint, cf. [Kuk10, Kuk13, KM13b] . In the just mentioned publications it was suggested to control the main statistical properties of solutions for similar equations as ν → 0 by studying suitable effective equations. Now we will derive an effective equation for (0.2), using the interaction representation, following our previous work [KM13b] . The interaction representation is standard in physics to study small-amplitude solutions for nonlinear equations (including the quasi-geostrophic equation with small Rossby numbers, see [Naz11, CZ00] and [Maj03] ). It consists in passing from the complex variables v k (t) to the fast rotating variables
is the linear frequency of rotation (corresponding to the Rossby waves) in the linearised system (0.1) | ρ=0 with β = 1. In view of (0.6), the a-variables satisfy the system of equationṡ
The terms, constituting the nonlinearity, oscillate fast as β goes to infinity, unless the sum of the eigenvalues in the exponent vanishes. Jointly with the observation that the collection of processes {e
} is another set of standard independent white noises with the reality constraint, this leads to a guess that only the terms for which this sum equals zero (i.e., the resonant terms) contribute to the limiting dynamics, and that the effective equation is the following damped/driven hamiltonian systeṁ
where k ∈ Z 2 * . Here we use another physical abbreviation:
Effective equation (0.10) takes a particularly simple form for values of the external parameters L and K off a certain exceptional negligible set Z (for any fixed K this set contains at most a countable set of L's). Outside Z the equation is an infinite system of stochastic equations which splits to invariant subsystems of complex dimension ≤ 3; each of them is an integrable hamiltonian system, coupled with a Langevin thermostat. Accordingly, the hamiltonian part of the effective equation is a direct sum of low-dimensional hamiltonian systems, which can be regarded as nonlinear modes. All nontrivial trajectories of each subsystem are periodic. The whole hamiltonian part of the effective equation has the physically remarkable property of conserving all Sobolev norms. The effective equation is well posed and possesses a unique stationary measure µ 0 .
A similar splitting of the limiting equation to uncoupled finite dimensional subsystems occurs in the averaging for the deterministic 3d NSE with constant Coriolis force (see [BMN97, BMN99, CDGG06] ). In that case, which is closely related to the deterministic version of our study, the averaging is performed on the Poincaré modes of oscillation, and Rossby modes are not present. For the deterministic quasi-geostrophic equation, the splitting of the formal (as Ro → 0) limiting equation to uncoupled small subsystems was observed in [RPK93] , where the authors considered the equation on the two-sphere, and studied the structure and properties of the resonant relations, which define the terms of the effective equation (0.10) (see also the book [Kar94] ).
The main result of the present paper consists in proving, following [Kuk10, Kuk13, KM13b] , that for (L, K) / ∈ Z the effective equation (0.10) describes main statistical properties of the actions I(ψ β (t)) of solutions ψ β with large β, where 
2) has a unique stationary measure µ β , and
ii) Accordingly, for any solution v β (t) of (0.2) with β-independent initial data v β (0) we have
for suitable κ-independent constants ε p and C p .
These asymptotical, as t → ∞, results for solutions of equation (0.2) have no analogy for deterministic β-plane equations.
Note that assertion iii) of the theorem shows that under the limit β → ∞ no cascade of energy occurs in eq. (0.2), and that this happens uniformly in κ > 0.
The specific form of the effective equation (0.10) entails some remarkable properties for solutions of eq. (0.2). In particular, the nonlinear periodic modes of the hamiltonian part of the effective equation should be observable as approximate solutions of eq. (0.2) with large β and large energy (i.e., with large ρ). Accordingly these periodic modes should be important for meteorology and physics of plasma, where equation (0.2) appears.
The effective equation still depends on the parameters L, K and κ, but this dependence is regular. In Proposition 2.4 we show that the iterated limits lim L=ρ→∞ lim β→∞ and lim κ→0 lim β→∞ for solutions of (0.2) are straightforward and the limiting systems are similar to the effective equation. In particular, they also exhibit no cascade of energy.
It may seems that this contradicts to the results of physical works, exploiting the weak turbulence approach to eq. (0.1), where power law stationary spectra are found for this equation, which corresponds to the occurrence of cascades of energy and enstrophy, at least in some regions of the wavenumber space. See, for instance, [Pit98] and [BN90] for a discussion of the physical meaning of these spectra and their stability under perturbations. In fact, there is no contradiction since in the just mentioned works the stationary spectra are established under the limit when the whole size of the box (and not only its horizontal size L) tends to infinity. Accordingly, the problem of existence of the energy cascades for the β-plane equation is left open.
Our treatment of equation (0.2) follows the approach to the damped-driven NLS equation on the torus KM13a] . There in paper [KM13b] we derive an effective equation which describes the dynamics under a limit, similar to the limit β → ∞ of this work. That equation turns out to be significantly more complicated than the effective equation (0.8). In [KM13a] , using the heuristic tools, borrowed from the theory of wave turbulence, we show that under the iterated limit L → ∞ it exhibits the power law spectra, predicted by V. Zakharov and others (in difference with the result of Proposition 2.4 of this work).
Notation and Agreement. The stochastic terminology we use agrees with [KS91] . All filtered probability spaces we work with satisfy the usual condition (see [KS91] ).
5 Sometimes we forget to mention that a certain relation holds a.s. Vectors. Z 2 * stands for the space of nonzero integer 2d vectors.
2 * ) (integer, real or complex) and N ∈ N we denote by ξ N , depending on the context, either the finite-dimensional vector (ξ k , |k L | ≤ N), or the infinite-dimensional vector, obtained by replacing the components ξ k with |k L | > N by zero. Scalar products. The notation "·" stands for the Euclidean scalar product in R d and in C. The latter means that if u, v ∈ C, then u · v = Re(ūv). The L 2 -product is denoted ·, · , and we also denote by f, µ = µ, f the integral of a function f against a measure µ. Max/Min. For real numbers a and b we denote a∨b = max(a, b), a∧b = min(a, b).
Preliminaries
Apriori estimates.
In this section we discuss preliminary routine properties of solutions for eq. (0.2); most of them are well known (e.g., see [BDW98] and cf. [KS12] ). By C * , C * 1 , etc we denote various constants of the form
which occur in estimates.
It is convenient to rewrite eq. (0.2) as
where ψ = ψ(t, x) and ψ(t) ≡ 0. The numbers
are real and even in k. The processes β k satisfy the reality constraint, and we assume that B 2 < ∞, see (0.4).
By H p , p ∈ R, we denote the Sobolev space of functions with zero mean,
We provide H p with the homogeneous norm · p ,
In the space of complex sequences we introduce the norms
and set h m = {v| |v| h m < ∞}. Then the Fourier transform
∞ defines isometries of the spaces H m and h m , m ∈ R. Let ψ(t, x) be a solution of (1.1) such that ψ(0, x) = ψ 0 . It satisfies standard a-priori estimates which we now discuss. Firstly, we fix any positive ε 0 such that
and get that
where
for each k, then taking the expectation and integrating, we obtain
So the Gronwall lemma implies that, uniformly in β > 0, ρ > 0 and κ ∈ (0, 1] we have Ee
Now let us apply the Ito formula to g(ψ) = ψ
(1.4)
By the Burkholder-Davis-Gundy inequality (see [DZ96] ) for p ≥ 1 we have
On account of the Hölder inequality the r.h.s. is smaller than
(1.5) Equation (0.2), written as (0.6), is similar to the stochastic 2d Navier-Stokes equation, written for the stream function. In view of the obtained a priori estimates, the techniques usually employed to study the latter (see in [KS12] ) imply the well-posedness of the initial value problem for eq. (1.1), as well as the existence and uniqueness of the stationary measure. We recall that we always assume (0.3) and that B 2 < ∞. Theorem 1.1. For any ψ 0 ∈ H 2 , eq. (0.2), supplemented with the initial condition ψ(0) = ψ 0 , has a unique strong solution in H 2 , satisfying (1.5). Moreover, this equation has a unique stationary measure, and the corresponding stationary solution ψ also satisfies estimates (1.3)-(1.5), where the constants C * , C * 1 depend on L, K and B 2 .
We will need an estimate for the mapping J : ψ → J(ψ, ∆ψ). Lemma 1.2. For any q > 3, J defines a bounded quadratic mapping from
Proof. By the definition of stream function ψ, the velocity u(
Besides, the vorticity ω = ∇ × u equals ∆ψ, so that
Let B(u) be the nonlinearity of the 2-d Navier-Stokes equation, i.e., B(u) = (u · ∇)u. Then, as is well known, (u · ∇) ω = ∇ × B(u) . On the other hand, B defines a bounded quadratic map from L 2 to H −a , for any a > 2. Indeed, since
This concludes the proof.
Study of the three-waves resonances
Here we study the three-waves resonances for the linearized system (0.1) | ρ=0 :
We say that the linearised system is strongly resonant for a given value of the period L and of the Froude number K (and also say that the pair (L, K) is strongly resonant) if (1.6) has a solution such that all three frequencies λ
do not vanish; that is the numbers j x , n x and k x all are non-zero. We denote by Z the set, formed by all strongly resonant pairs (L, K), and have the following Lemma 1.3. For any fixed K ≥ 0 the set of all periods {L ∈ R + : (L, K) ∈ Z} is at most countable.
Proof. Relation (1.6) is equivalent to equating to zero a quadratic polynomial of L 2 . The polynomial's coefficients are functions of j and n, and if j x = 0, n x = 0 and k x = 0, then the polynomial is non-trivial. In order to see this note that the constant coefficient of the polynomial is proportional to
where the equality holds in view of conditions (0.7). Thus, for any fixed pair of integer vectors j, n there exists at most two values of L for which the resonance relation is satisfied. So the set of resonant L's is at most countable.
Similar results often hold also when the parameters K and L are not independent. A case of particular relevance for the meteorology is when K = cL 2 :
When (K, L) / ∈ Z, eq. (1.6) still has solutions, where some of the three frequencies vanish. They are called weak resonances. The weak resonances form three groups, depending on which of the frequencies equals to zero:
iii) n x = 0 , n y = −2j y .
Resonant averaging
For a vector v ∈ R N , where N ≤ ∞, we will denote |v| 1 = |v j | ≤ ∞. Given a vector W ∈ R n , 1 ≤ n < ∞, and a positive integer m, we call the set
the set of resonances for W of order m. We denote by A Z the Z-module in Z n , generated by A (called the resonance module), denote its rank by r and set A R = span A (so dim A R = r). Here and everywhere below the finite-dimensional vectors are regarded as column-vectors and "span" indicates the linear envelope over real numbers.
The following fundamental lemma provides the space A R with a very convenient integer basis. For its proof see, for example, [Bou71] , Section 7: Lemma 1.5. There exists a system ζ 1 , . . . , ζ n of integer vectors in Z n such that span {ζ 1 , . . . , ζ r } = A R , and the n × n matrix R = (ζ 1 ζ 2 . . . ζ n ) is unimodular (i.e., det R = ±1).
The Z-module, generated by ζ 1 , . . . , ζ r , contains A Z and may be bigger than A Z , but the factor-group of the former by the latter always is finite.
We will write vectors y ∈ R n as y = y
(1.9)
Let us provide R n with the standard basis {e 1 , . . . , e n }, where e j i = δ ij , 1 ≤ i ≤ n, and consider the vectors
(1.10)
Then the vectors η r+1 , . . . , η n form a basis of (A R ) ⊥ . Indeed, these n − r vectors are linearly independent, and for each j > r, s ∈ A in view of (1.8) we have
For a continuous function f on T n we define its resonant average of order m with respect to the vector W as the function
where we have setdθ j := 1 2π dθ j . The importance of the resonant averaging is due to the resonant version of the Kronecker-Weyl theorem. In order to state it, for a continuous function f on T n , f (ϕ) = s f s e is·ϕ , we define its degree as sup s∈Z n :fs =0 |s| 1 (it is finite or infinite; in the former case f is a trigonometric polynomial). Lemma 1.6. Let f : T n → C be a continuous function of degree at most m. Then
(1.13) uniformly in ϕ ∈ T n . The rate of convergence in the l.h.s. depends on n, m, |f | C 0 and W .
6 To understand this formula, consider the mapping
, and the equationφ = W becomesψ = R T W . Soψ 1 = · · · =ψ r = 0, and the averaging of f ψ should be T n−r f ψ (ψ 1 , . . . , ψ r+1 + θ r+1 , . . . , ψ n + θ n )dθ, which equals (1.12).
Proof. Let us denote the l.h.s. in (1.13) as {f }(ϕ). As f (ϕ) is a finite sum of harmonics f s e is·ϕ , where the number of the terms is ≤ C(n, m) and |f s | ≤ |f | C 0 for each s, it suffices to prove the assertions for f (ϕ) = e is·ϕ , |s| ≤ m. i) Let s ∈ A. Then s · W = 0 and {e is·ϕ } = e is·ϕ since e is·(ϕ+tW ) ≡ e is·ϕ . By (1.11), the integrand in (1.12) equals e is·ϕ n j=r+1 e iθ j η j ·s = e is·ϕ . So in this case
The modulus of the expression under the lim-sign is ≤ 2(T |s · W |) −1 . Therefore {e is·ϕ } = 0 and the rate of convergence to zero depends only on min{|s · W | : s · W = 0, |s| 1 ≤ m}. By (1.9), (R T ) −1 s · e j = 0 for some j > r. So the integrand in (1.12) is a function Ce iξ·θ , where ξ is a non-zero integer vector, and e is·ϕ W = 0. We see that in this case (1.13) also holds. The proof above also demonstrates that if f is a finite trigonometrical polynomial f (ϕ) = f s e is·ϕ of a degree at most m, then
f s e is·ϕ .
(1.14)
2 Averaging for equation (1.1)
From now on, the pair of parameters (K, L) is fixed to some strongly nonresonant value, i.e. (K, L) / ∈ Z, and we will usually discard K and L from the notation, except for Section 2.2.
Equation (1.1) in the v-variables, interaction representation and effective equation
Let us pass in eq. (1.1) with ψ ∈ H r , r > 0, to the v-variables: 
Note (see (0.6)) that
We define the resonant part R k (v) of P k (v) and its nonresonant part R nr k (v) as
and
Motivated by the averaging theory of [KM13b] (see also [Kuk10, Kuk13] for the nonresonant case), we consider the following effective equation:
Our goal is to show that the effective equation describes the limiting, as β → 0, dynamics of (1.1), written in the a-variables of the interaction representation (0.8). Indeed, let ψ β (t) be a solution of eq. (1.1), satisfying ψ(0) = ψ 0 . Denote v β (t) = F (ψ β (t)) and consider the vector of a-variables
From (2.1) we obtain the following system of equations for the vector a β (t):
where R = (R k , k ∈ Z 2 * ), is the nonlinearity P , written in the a-variables. By (2.2) and (2.7),
Since the numbers λ k are odd in k, then the collection of processes {β k (t) := e iβλ k t dβ k (t), k ∈ Z 2 * } is another set of standard independent complex Wiener processes with the reality constraint. So the vector-process a β (t) is a weak solution of the system of equations
We will refer to (2.10) as to the a-equations. It is crucial that this system is identical to the effective equation (2.6), apart from terms which oscillate fast as β → ∞.
Properties of the effective equation. Limits
To write the effective equation explicitly we consider separately the variables v k with k x = 0 and k x = 0. Since the pair of parameters (K, L) is not strongly resonant, then when k x = 0, the only terms which survive in R k (v) are those where j and n satisfy the relation i) of Section 1.2, while for k x = 0 only the terms falling in the cases ii)-iii) give contribution. For the case k x = 0, the nonlinearity vanishes if k y is odd, while if it is even, then
which in turn vanishes because the odd symmetry in j x . On the other hand, if k x = 0, then we have the case ii) or iii), when j and n are completely determined by k. So the sum in (2.4) contains only two terms, and we get that
where we denotedk := (k x , −k y ). Note that this formula applies both for the case k x = 0 and the case k x = 0. We immediately see that
so R k defines a bounded quadratic function on h s , for any k and any s. In a similar way, for any s one has
More importantly, the expression (2.11) shows that the hamiltonian part of the effective equation,v
(2.14)
is integrable and decomposes to invariant subsystems of complex dimension at most three. Indeed, if k x or k y vanishes, then R k = 0 and v k (t) = const.
x , then again the equation for v k trivialises.
7
Suppose that 3L 2 k 2 y = k 2 x and denote
Then Ak ≡ −A k . Eq. (2.14) (with any fixed k) belongs to the following invariant sub-system of (2.14):v
(we recall that v (0,2ky) =v (0,−2ky) by the reality condition (0.5)). This system is explicitly soluble: if v (0,2ky) (0) = 0, then
where for a complex number z we denote sgn(z) = z/|z| if z = 0, and sgn(0) = 0 .
The formula for vk(t) is obtained from that for v k (t) by swapping k withk and replacing v (0,2ky) byv (0,2ky) . All these solutions are periodic. If v (0,2ky) = 0, then (v k , vk, v (0,2ky) ) is a singular point for the vector field in (2.15). Passing in (2.15) from the variables (v k , vk) to (z 1 , z 2 ), where
we get for (z 1 , z 2 ) equationṡ
Therefore the functions |z 1 | 2 , |z 2 | 2 and sgn 2 (z 1 z 2 ) are integrals of motion for (2.15). We have proved Lemma 2.1. Let k x , k y = 0 and 3L 2 k 2 y = k 2 x . Then the three-dimensional complex system (2.15) is an invariant subsystem for (2.14). Its singular points form the locus = {v (0,2ky) = 0} ∪ {v k = vk = 0} . The system has 5 real integrals of motion
Outside they are smooth and independent, so there the system is integrable. All its trajectories outside are periodic and are given by (2.16).
Similar infinite-dimensional hamiltonian systems which split into finite-dimensional subsystems systematically arise as resonant parts of various infinite-dimensional Hamiltonians. See the book [Kar10] where many examples are discussed.
It immediately follows from the lemma (and can be easily checked directly) that |v k | 2 + |vk| 2 and |v (0,2ky) | 2 are integrals of motion for (2.15). So we have Corollary 2.2. The quantity |v| 2 h m is an integral of motion for (2.14), for any m.
Accordingly, the effective equation (2.6) also splits into invariant subsystems of complex dimension one (if
, or of dimension three (otherwise). These systems either are independent, or have catalytic interaction through the variables v (0,2ky) which satisfy the Ornstein-Uhlenbeck equatioṅ
independent from other variables. Using Corollary 2.2 and arguing as in Section 1.1 it is easy to get a-priori estimates for solution of the effective equation (2.6):
, where the constant C p depends on K and L. This implies, via the Gronwall lemma, that
This analysis of equation (2.6) holds for κ ∈ [0, 1] (not only for κ ∈ (0, 1]). Due to the decoupling of eq. (2.6) to finite-dimensional subsystems and since each subsystem is mixing, (e.g., see [Ver97] ), we have Lemma 2.3. If κ ∈ [0, 1] and for some p ≥ 0 we have B p < ∞ and v 0 ∈ h p , then a strong solution of (2.6) in the space h p such that v(0) = v 0 exists globally in time, is unique and satisfies (2.17). Moreover, the equation has a unique stationary measure µ 0 . It is supported by the space h p , is mixing and e εp|v| 2 h p µ 0 (dv) ≤ C p < ∞ for a suitable κ-independent constants ε p and C p .
As a consequence of straightforward analysis of the formula (2.11) we have:
Proposition 2.4. When L = ρ → ∞ or when κ → 0, solutions of the effective equation (2.6) a.s. converge to solutions of the limiting system, obtained from (2.6) by replacing L = ρ by ∞ or κ by 0. Besides, the stationary measure of (2.6) weakly converges to the unique stationary measure of the corresponding limiting system. If ρ ≫ 1, then by Lemma 2.1 the subsystems, forming the effective equation, become fast-slow systems with one fast variable. So the limit ρ → ∞ for the system (2.6) can be described, using the classical stochastic averaging, see [FW84] .
Averaging theorem for the initial-value problem.
For any p ∈ R denote
Proof. We have to show that every sequence {x 1 , x 2 , . . . } ⊂ Q contains a subsequence {x n(j) , j ≥ 1} which converges in X p to some point x * . For any N ≥ 1 consider the projection
Then by the Ascoli-Arzelà theorem for each N there is a subsequence {x n N (j) , j ≥ 1}, such that
for some y N . Applying the diagonal process we get a subsequence {x n(j) , j ≥ 1} with the property that
and by i)
for a suitable C. By (2.19), (2.20) the sequence {y N , N ≥ 1} ⊂ X p is a Cauchy sequence. So y N → x * ∈ X p . This convergence jointly with (2.18) and (2.19) imply that x n(j) → x * .
Let a β (t) be a solution of (2.10) such that a
Denote the white noise in (2.10) asζ(t, x) and denote
Fix some r < −1. In view of (2.8),
If U 1 and U 2 are such that
for all t and τ as above, then the curve t → t 0 (U 1 + U 2 ) ds ∈ h r has a modulus of continuity which depends only on
It is classical that
and that the functions ζ such that ζ C 1/3 ([0,T ],h 0 ) ≤ R 3 have a modulus of continuity in h 0 which depends only on R 3 . In view of (2.21) and what was said above, for any ε > 0 there is a set Q 1 ε ⊂ X r , formed by equicontinuous functions, such that
for each β, for a suitable C * ′ . Consider the set
Then P{a β ∈ Q ε } ≥ 1 − 2ε, for each β. By this relation and Lemma 2.5 the set of laws {D(a β ), 1 ≤ β < ∞}, is tight in X 2−γ , for any positive γ. So by the Prokhorov theorem there is a sequence β l → ∞ and a Borel measure
weakly in X 2−γ . Accordingly, due to (2.7), for the actions I (see (0.12)) we have . Relation (1.5) and the Fatou lemma imply that Theorem 2.6. Let v β (t) be a solution of (2.1) such that v β (0) = v 0 ∈ h 2 , and let γ be any positive number. Then there exists a unique weak solution a(t) of the effective equation (2.6), satisfying the κ-independent estimates (2.24), such that D(a) = Q 0 , a(0) = v 0 a.s., and the convergence (2.23) holds as β → ∞. Moreover, this convergence holds uniformly in κ ∈ (0, 1]. That is, Lemma 2.7. For any k ∈ Z 2 * the following convergences hold:
The proof of the lemma is given below in Section 3. Now we derive the theorem from the lemma.
For t ∈ [0, T ] and β ≥ 0 consider the processes
We regard them as processes on the measurable space (X 2−γ , F , P), where F is the Borel sigma-algebra, given the natural filtration {F t , 0 ≤ t ≤ T }, complemented by negligible sets.
Due to (2.10), where
where the process
)ds is a martingale and the process
should be regarded as a disparity. The convergence D(a β ) ⇀ Q 0 weakly in X 2−γ and Lemma 2.7 imply that the processes
To proceed, we re-interpret equations (2.1) and (2.10) with the reality constraint (0.5) as systems of equations for real vectors v k (t) ∈ R 2 , a k (t) ∈ R 2 , where
The diffusion matrix for both systems is the blockmatrix
We will write real two-vectors as
, and accordingly write matrix A as
Since the process a
satisfies (2.10), then for σ j ∈ {+, −} and k j ∈ Z 2 + the process
where R = R(a β (t)) and R = R(a β (t), βt), is a martingale. Passing to the limit as β l → ∞, using (2.22) and (2.27), we get that the process
0 is a solution of the martingale problem with drift R k and diffusion A. Hence, Q 0 is the law of a weak solution of eq. (2.6) with the initial condition a(0) = v 0 . Such a solution exists for any v 0 ∈ h 2 , so by the uniqueness of a strong solution of the effective equation and the Yamada-Watanabe argument (see [Yor74, KS91, MR99] ), weak and strong solutions for (2.6) both exist and are unique. Hence, the limit in (2.22) does not depend on the sequence β l → ∞ and the convergence holds as β → ∞.
It remains to show that the convergence (2.25) is uniform in κ. Assume that it is not. Then there existsγ > 0 and sequences β l → ∞ and 
for a suitablel. Now consider the sequence {a
is a solution of (2.10) with β = β l and κ = κ l . Literally repeating the first part of the theorem's proof we see that, replacing the sequence {l → ∞} by a suitable subsequence {l ′ → ∞}, we have the weak convergence in X
in contradiction with (2.29).
Averaging for stationary solutions.
Our presentation in this section is sketchy since the argument is similar to that in the previous section, and missing details can be found in [KM13b]. Let µ β be the stationary measure for eq. (2.1), which is unique by Theorem 1.1, andṽ β (t), 0 ≤ t < ∞, be a corresponding stationary solution. Let
Consider the actions I(ṽ β (t)) as in (0.12). Sinceṽ β inherits the a-priori estimates (1.3) and (1.5), then a stationary analogy of the convergence (2.23) holds. Namely, for any γ > 0 there exists a measure Q on
and a sequence β l → ∞ such that . The measure Q is stationary with respect to translations of t. Replacing the sequence {β l } by a suitable subsequence we achieve that the stationary measures µ 
Since the stationary measure µ 0 is unique, this convergence holds as β → ∞. For the same reason as in Section 2.3, it is uniform in κ ∈ (0, 1], and we have Theorem 2.8. If µ β is the unique stationary measure for eq. (2.1) and µ 0 is the unique stationary measure for the effective equation (2.6), then lim β→∞ I • µ β = I • µ 0 , and the convergence is uniform in κ ∈ (0, 1]. For any solution v β (t) of (1.1) with β-independent initial data v β (0) ∈ h 2 , we have
3 Proof of Lemma 2.7
We restrict ourselves to demonstrating (2.26) since the proof of (2.27) is similar. We adopt a notation from [KP08] . Namely, we denote by κ(t) various functions of t such that κ → 0 as t → ∞, and denote by κ ∞ (t) functions, satisfying κ(t) = o(t −n ) for each n. We write κ(t; M) to indicate that κ(t) depends on a parameter M. Besides for events Q and O and a random variable f we write P O (Q) = P(O ∩ Q) and E O (f ) = E(χ O f ).
The constants below may depend on k, but this dependence is not indicated since k is fixed through the proof of the lemma. By M and N we denote suitable functions of β such that N ≥ |k L |, As R = R − R, then by (2.8) and (2.13) the quadratic function R k satisfies
then we have where τ K is the last point τ n in [0, T ). Let us denote
Since for ω ∈ Ω M and any τ ′ < τ ′′ such that τ ′′ − τ ′ ≤ L in view of (3.2) we have Fix any r < −1 and consider the event
. By the equicontinuity of the processes {a β (t)} on suitable events with arbitrarily close to one β-independent probability (as shown in Section 2.3), the probability of P(F l ) goes to zero with L, uniformly in l and β. Since |η l | ≤ C(M)L for ω ∈ Ω M and for each l, then It remains to estimate the expectation of Υ 2 l . Abbreviating a β to a and writing s ∈ [τ l , τ l+1 ] as s = τ l + τ , 0 ≤ τ ≤ L, we write R k (a N (τ l ), βs) as
jn k e −iβτ l (λj+λn−λk) e −iβτ (λj+λn−λk) . Now consider the torus TÑ = {ϕ k : |k L | ≤ N}, and the trigonometrical polynomial of degree three, defined on TÑ :
Its coefficients are bounded by a constant C(M, N), and R k (a N (τ l ), βs) = f l (βτ Λ N ). We have
Since in the sum, which defines f l , the indexes j and n are such that λ j + λ n − λ k = 0, then in view of (1.14), f l Λ N = 0. Accordingly, by Lemma 1.6, Υ 2 l ≤ Lκ(βL; N, M, Λ) . Choosing first N and M large, and then β large, in such a way that (3.1) holds, we make the r.h.s. arbitrarily small. This proves the lemma.
